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I. INTRODUCTION 
A change in the velocity of sound with increasing fre­
quency was first observed by Pierce (24) in 1925* Using a 
piezoelectric oscillator in an acoustic interferometer he 
measured the sonic velocity in carbon dioxide with consider­
able precision in the neighborhood of 100 kilocycles per 
second. The results did not agree with the classical equa­
tions of sound propagation, which predict no appreciable 
change of velocity with frequency. 
The phenomenon is explained by the assumption that at 
high frequencies the energies associated with the internal 
degrees of freedom of the molecule no longer follow the local, 
periodic thermal disturbances created by the acoustic waves. 
In general, the restoration of thermal equilibrium in any 
thermodynamic system is a process known as thermal relaxation. 
The study of this process in all states of matter has become 
the major accomplishment of ultrasonics. 
The interpretation of the thermal relaxation effect in 
gases is made on the assumption that the internal degrees of 
freedom exchange energy with translation through the process 
of collisions. Since collision rates in gases under standard 
conditions are normally quite high (on the order of lO^ per 
second), the dispersion of sound velocity which is usually 
observed at frequencies considerably less than this indicates 
that the probability of energy exchange in a single collision 
2 
is quite small. Also, the changes in observed velocity nearly 
always correspond to the relaxation of the vibrational energy 
rather than the rotational energy. Rotational quanta are 
normally much smaller than vibrational quanta, so that molec­
ular rotations may approach equilibrium conditions much more 
rapidly than vibrations, i.e., after only a few collisions 
rotational equilibrium will obtain. A molecular vibration 
as low in frequency as 200 cm~^ possesses a quantum of energy 
nearly equal to kT at room temperature. 
A problem of great interest is that of predicting the 
probability for a change in the vibrational quantum number of 
a given molecule upon collision. In a manner which will be 
described later, Landau and Teller (17) in 1936 developed an 
expression which predicts the temperature dependence of this 
exchange probability. This theory is considerably idealized, 
and has been subjected to criticism. More recently, quantum 
mechanical treatments of the problem have appeared (32, 33)-
Such treatments are vastly more complicated, and so far their 
application has not been completely satisfactory (37) ' 
Until recent years, few gases of large molecular weight 
had been examined for dispersion or for the associated anom­
alous absorption. Before 19^0, only a few molecules of great­
er complexity than carbon disulfide and other triatomic mole­
cules had been found dispersive. However, in the past few 
years, several investigators have studied derivatives of 
3 
methane and ethylene (9, 30, 34). These investigators have 
found that such molecules exhibit energy exchange probabili­
ties which seem to depend exponentially on the frequency of 
the molecular vibration and are apparently independent of the 
molecular weight, considerably different from the Landau-
Teller result. Bossing and Legvold (30) showed that such a 
dependence can be expected if it is assumed that the transi­
tion probability in a given collision is a step function of 
the relative energy of approach of the colliding pairs. Such 
a derivation, however, results in an expression with an ex­
ponential temperature dependence, as in simple collision 
theories of chemical reactions. 
The above results suggest that a study of vibrational 
excitation probabilities as a function of temperature is much 
needed, particularly for polyatomic molecules. Such a study 
has been undertaken for a number of halogen-substituted 
methanes over the range of temperature of 100 to 300 degrees 
centigrade. It is the purpose of this dissertation to report 
the results of this study, and to interpret the results in 
the light of existing theory. 
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II. THEORETICAL CONSIDERATIONS 
A. The Classical Propagation of Sound 
By "classical" is meant here that "behavior which prevails 
in the limit of low frequencies, i.e., that which excludes 
molecular effects. A concise presentation of much of the 
needed material has "been made by Rossing (28), but some will 
be reproduced here for the sake of completeness. Let us 
consider first the expression for the propagation of plane 
sound waves through any isotropic homogeneous fluid developed 
from first principles by Richards (25): 
V is the velocity of sound, P the pressure, T the absolute 
temperature, CQ the specific heat at constant volume, f the 
density and M the molecular weight. (2.1) is derived on the 
basis of adiabatic conditions. It has been shown to be ex­
perimentally correct to better than 0.001 per cent for acoustic 
waves of intensity no more than 130 decibels. If the ideal 
gas equation of state is employed, (2.1) reduces readily to 
where R is the universal gas constant in appropriate units. 
(2.1) 
9 (2.2) 
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For those cases in which ideal gas conditions are not 
sufficiently valid, one may employ the Beattie-Bridgman equa­
tion of state: 
P = RT^V + " * ) - A, , where (2.3) 
v v 
A = i1 - I) Ao ' B = (l - 7) Bo • 
v is the volume and AQ, BQ, a, b, and € are five constants 
which are characteristic of the gas in question. For normal 
pressures, € is # 0 in most cases. Using this equation 
of state, (2.1) becomes 
il?1 + 2?(BT B0- Ac) + 3f 2(AQa - EI B0b)J 
[l + 2f Bq+ } (B02 - 2B0b)J (2.4) ^ ' "2 o 
* *1 
when (2.3) is expressed in powers of ( - — and terms higher 
—2 
than f are dropped. 
Another method of obtaining the correction to the veloc­
ity of sound in a real gas has also been used in this work. 
Whenever a first order correction is considered sufficient, 
the observed velocity may be idealized by use of the equation 
^real 
Vidëal =
1 + p [if+ 5- If+ M" =1 - f p > (2-?) 
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where *? is called the idealization factor (34). B is the 
second virial coefficient, and may be obtained from the crit­
ical pressure, Pc, and the critical temperature, Tc, by use 
of the Berthelot relation: 
q RT I 61? \ 
B = 125 -p- I1 - -p ) • (2'6) 
A table of critical data for the gases studied may be 
found in Appendix A. 
Because of energy losses due to finite viscosity and heat 
conduction, absorption of the sound wave occurs. In gases, 
losses due to these two quantities are roughly equal in mag­
nitude. The (classical) intensity absorption per wavelength 
cl resulting from these effects is given by the familiar 
Stokes-Kirchhoff equations 
p 
where p is the amplitude absorption coefficient per centi­
meter, f is the frequency, *1 is the viscosity, K the thermal 
conductivity, Y the ratio of the specific heats C^/C^. X is 
the wavelength in centimeters. Skudrzyk (36) has modified 
this expression by the consideration of "compressional vis­
cosity" effects. His result changes the coefficient 4/3 to 2: 
= 
+ J v K )  •  ( 2 - 8 )  
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For many complex molecules the thermal conductivity K 
has not been measured. For these the Eucken equation (16) 
may be used: 
K = j|p(9 ^  - 5) t Cv . (2.9) 
For this case (2.8) becomes 
>cl = fpr (9/ + f - 6) . (2.10) 
The effect of absorption on the velocity of sound may 
best be seen by following the method of Richards (25). Writ­
ing the plane wave equation of motion with a complex velocity 
v 
a2 •/(*.*) = v 2 ;2f(%.t) 
It2 c > X2 
where 
<f(x,t) =e-/x e1"<t-x/c) 
in which c is the phase velocity of the undamped wave but here 
not quite equal to the phase velocity, / the amplitude ab­
sorption coefficient, and the angular velocity of the 
x-directed plane wave. It is readily shown that 
2 
M2= i ( i  + 1  
(i-i -4r) (i + -£-4) K Ou 2 I 
Taking the real part, one obtains 
2 2i 2 • (2.11a) 
8 
ft/2 fVc) 
u  =  ( - W  '  
(2.11) 
Thus one effect of absorption is to decrease the observed 
phase velocity. 
B. Molecular Effects on the Propagation of Sound 
The velocity of sound in a gas depends upon the specific 
heat of that gas as explicitly indicated in (2.2) and (2.4). 
Neglecting electronic excitation, CQ is made up of contribu­
tions from translational, rotational, and all the various 
vibrational degrees of freedom: 
°o • Gtrans + crot + °vlb • (2'12) 
Velocity of sound measurements may actually be used to deter­
mine CQ at sufficiently low frequencies. However, at higher 
frequencies a stage will eventually be reached where the effec­
tive CQ will begin to decrease. When energy flows into and out 
of the gas, its distribution among the various degrees of free­
dom is determined by (2.12). If the equilibrium is disturbed, 
each mode resumes its equilibrium value at a rate depending 
upon the collision frequency and the collision efficiency in 
exchanging energy. The time required for a thermal disturbance 
in a particular mode to return to 1/e of its initial value is 
called the relaxation time © for that mode. The relaxation time 
9 
for the rotational energy is almost as short as that for the 
transnational energy, i.e., approximately the time between 
collisions. However the relaxation time for the vibrational 
energy is always considerably longer, usually within lO"^ to 
Q 
10" second. As frequencies in the neighborhood of 1/6 are 
approached, the contribution of that mode to the total 
specific heat will decrease and eventually approach zero. 
The velocity and specific heat at frequencies very much below 
the dispersive region are given the subscript (o) and at fre­
quencies very much beyond this region (od ). In this work it 
is the vibrational energy lag which is under consideration, 
so °oo = ^trans + °rot, or °o = cœ+ <W Ihe "locity 
at high frequencies will be given for an ideal gas by 
'ideal ° ll (1 + lb") * (2ll3) 
The ideal gas velocity within the dispersive region, i.e., 
within the limits of (2.2) and (2.13), will now be described. 
1. Ultrasonic velocity dispersion 
Massey and Burhop (19) write for the specific heat at any 
frequency: 
hV (2.14) 
in which hV is the energy difference between the ground and 
the first excited state, T the absolute temperature, and n^ 
10 
the number of vibrationally excited molecules per mole. (2.14) 
is valid whenever higher states of the vibration are not ex­
cited appreciably. By use of the relation of the relaxation 
time 6 to the number of deactivating collisions per second 
(discussed in more detail in Part C of this chapter), it can 
be shown that one may write a complex specific heat which 
assumes the form 
C. 
- C + 'vib _ 
~ 
cod 1 + i«9 > (2.15) 
which leads immediately to an expression for V^( <*> ) analogous 
to (2.13): 
the real part of which gives 
V 2  ( w )  
ideal 
RT 
M 1 + R 
=o + U262G oo 
"262C» 
(2.17) 
As required, (2.17) goes to (2.2) and (2.13) in the limit of 
low and high frequencies, respectively. 
Instead of writing the velocity under ideal conditions, 
one may choose to utilize the Beattie-Bridgman equation under 
the conditions of dispersion. This has been done by Rossing 
(28) and others as follows : 
11 
v|B( «) = I [EI + 2f (EIB0- A0) + 3f2(A0a - RTBQb)J 
+ £2 [i + 2fB0+ ~*(B2- Bcb)] 
Co+ tj2Q2Cco 
C O CD. 
(2.18) 
The difference between the velocities calculated by (2.17) 
and (2.18) depends greatly on the gas, temperature, and pres­
sure. At one atmosphere and room temperature the square of 
the velocity calculated in CHClFg, for example, is two per 
cent higher from the ideal equation than that from the 
Beattie-Bridgman equation. The velocity error in using the 
former falls off almost linearly with pressure, indicating 
that the simpler method of correction by (2.5) to the ideal­
ized velocity would be adequate. 
2. Relaxation absorption 
At dispersive frequencies where the exchange of vibra­
tional energy with translation is out of phase with the 
acoustic cycle, a very high absorption is to be expected. 
Pierce (24) found that in carbon dioxide the maximum absorp­
tion coefficient (occurring nearly in the middle of the dis­
persive region) is almost a hundred times the classical value 
predicted by (2.7)* 
The absorption coefficient due to relaxation may be ob­
tained as a function of the frequency and relaxation time by 
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equating the imaginary part of 7^ from (2.11a) to the imagi­
nary part of (2.16). This gives(&> ) for an ideal gas: 
R(C0- C_)U9 
u ( 'o ) -2 ° °° . (2.19) 
ideal ^ 6 Ca$Coo+ R) + Co(Co+ R) 
The frequency at which the maximum absorption occurs is given 
by 
o (R + C0)C_ 
and the absorption at that frequency by 
•*- - JX't-i" • 
It is easily shown that V![dea^( " ) has an inflection point at 
at which the inflection frequency is given by 
c: 
fi = 0§— » (2.22) 
This differs slightly from the frequency of maximum absorp­
tion, given also by 
• (2l23) 
In many of the methane derivatives, the ratio V0/V00 is about 
13 
In this work, the relaxation times were obtained from 
the inflection frequencies of the velocity dispersion curves, 
i.e., by the application of (2.22). This might also have 
been accomplished by measuring the absorption and locating the 
frequency at which the maximum /* occurs for each gas. Some 
absorption measurements were made, however, for the purpose 
of examining the correction to the observed velocity. This 
will be discussed in more detail later. 
C. Relaxation Theory 
We shall now consider the relationship between the re­
laxation time to the number of activating and deactivating 
collisions per second. Since 9 is the observed quantity, the 
desired relationship will provide us with the number of col­
lisions on the average that an excited molecule can endure. 
Following the technique of Massey and Burhop, we define n^ 
to be the number of vibrationally excited molecules per mole 
and nQ to be those per mole in the ground state. Then n = 
n0 + nr The time rate of change of n^ is given by 
dn, 
dt~ = k01n0 " ^10^1 > or 
5TT = "Vkio - k0l' " koin ' (2l2U) 
in which kQ^ is the number of transitions from ground to ex­
cited state per ground state molecule per second, and k^Q is 
l4 
the number of excited to ground state transitions per excited 
molecule per second. The solution to (2.24) is of the form 
n^ = A exp(-k1Q -kQ1)t + B , 
where A and B are constants. The relaxation time of this 
process is then 6 = l/(k^Q+ kg^). If A is the ratio of the 
statistical weights of the ground and excited vibrational 
states, kQ1 is related to k^@ near equilibrium by the equation 
kni 
^ / exp(-hV/kT) , (2.25) 
K10 
V being the frequency of the vibration. If R is the collision 
rate per molecule and P^@ is the average probability per col­
lision that a de-excitation will occur, then k^Q is simply 
K and likewise, kg^ is #pqi* Bence G may be written 
6 = ({ P10(l + X exp(-h V/'kT) ) * (2.26) 
The numbers ZlQ = 1/P^q and Z01 = ^/^oi are often con­
sidered . They are called the mean collision lifetimes of the 
first excited state and ground state, respectively. In view 
of (2.25) and (2.26) it is evident that 
Z10=*e(l +yfexp(-hV/kT)), Z01= i 6(1 + i exp(h V/kT)).(2.27) 
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Many authors (9? 22) approximate the collision lifetimes by 
^9, which at ordinary temperatures is not seriously in 
error for V > 1+00 cm""\ 
It is evident that the assumption of a two-state gas in 
the above derivation presents a considerable simplification. 
The general case of an n-state gas has been treated by 
Schafer (31) and more recently by Schwartz et al. (33). Brout 
(6) presents the general linearized rate equations in matrix 
algebra form, and shows that under the conditions where the 
probability of energy exchange is independent of whether one 
of the colliding pair is excited or de-excited, the general 
solution reduces to the two-state situation. 
D. Specific Heats for Polyatomic Molecules 
According to the classical distribution law of energy 
(theorem of equipartition), each degree of freedom in a mole­
cule at equilibrium possesses a quantity of energy i-kT. The 
average translational kinetic energy per molecule is then 
(3/2)kT, and the average kinetic energy of its rotation is 
also (3/2)kT for a non-linear molecule, symmetrical or un-
symmetrical. These results are also valid quantum mechanical­
ly for the methane derivatives at temperatures exceeding about 
80°K. (Cf. Fowler and Guggenheim (10, page 121) ). For a 
simple harmonic oscillator the classical energy content is 
-§kT of potential energy and -&kT of kinetic energy. This is 
16 
the quantum mechanical result as h V/kT goes to zero. At 
ordinary temperatures, however, the vibrational contribution 
of kT per degree of freedom is never realized. The total 
contribution of n modes of vibration to the specific heat is 
given by the Planck-Einstein relation: 
is the degeneracy of the ith mode. Errors due to the 
lack of true harmonicity are ordinarily but a fraction of one 
per cent. In practice, the specific heat per mole at constant 
volume for low frequencies may then be computed by the rela­
tion 
if the various modes of vibration are known. For all the 
methane derivatives studied in this work, these modes are 
known to a fair degree of accuracy from studies of their 
infra-red and Raman spectra. Tables of these data appear in 
Appendix B. 
Deviations of measured values of the specific heats from 
those calculated by (2.29) sometimes occur. In such cases 
the measured values are invariably larger. This is explained 
by weak polymerization, which may give rise to new modes of 
vibration. Such deviations will decrease with increasing 
temperature. 
i=l 
(2.28) 
Co - 3R + Cv±b (2.29) 
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E. Gas Viscosity and Frequency of Collision 
To obtain the desired collision lifetimes from the ob­
served relaxation times it is necessary to know the collision 
frequency ({ . Kinetic theory may be used to link this quan­
tity to any of the transport properties of the gas. For the 
halo-methanes the logical property to utilize is the vis­
cosity, which has been measured over a range of temperature 
in some cases. For those methanes of unknown viscosity 
respectable approximations can be made. 
Consider for a first approximation a homogeneous max-
wellian gas of hard elastic spheres of diameter a. The col­
lision rate is then (16) 
({ = |/2nir a2v (2.30) 
and the viscosity is 
1 = 0.499/ v L , (2.31) 
where p is the mass density in grams per cubic centimeter, 
v the mean thermal velocity, and L is the mean free path, 
given by 
The product R ^ is 0.499 f> v2. Setting v2 equal to 8RT/CTT M) 
and using the ideal gas relation f~ ^  we obtain 
18 
= 0.499 ~ (poise/second) 
where the pressure is in the cgs system of units, i.e., 1.013 
million dynes per square centimeter at one atmosphere. This 
gives 
with P in atmospheres and H in centipoise. The collision 
rate depends directly upon the pressure, which indicates that 
the viscosity is independent of P. This is actually the case 
over a considerable range of pressure. 
A better approximation is to assume a weak attraction 
between hard spheres. This gives rise to the well-known 
Sutherland formula for viscosity: 
where Q and S are the Sutherland constants. S is always 
greater than zero, a result of the attractive field. The col­
lision rate is almost always computed from the Sutherland 
constants. (2.30) becomes, for a Sutherland gas (14) : 
(H =12.88 x 107P , (2.32) 
t = r^ l7i (2.33) 
d = /2n rr a2v (1 + S/T) . (2.34) 
Recently, McCoubrey and Singh (21) have measured the 
viscosity of CF^ from 3l4°K. to 456°K. and have fit their 
results to the Sutherland model. The constant Q is identified 
19 
with the collision diameter a and the molecular weight in a 
manner not greatly different from (2.31): 
x 107 = 266.93 . (2.35) 
1 a (1 + S/T) 
If now the product is formed from (2.34) and (2.35) and 
ideal gas conditions are again assumed by setting n equal to 
T' x 2?,kit v > 
where N& is Avogadro1 s number, the result is 
#1 = 12.69 x 107P . (2.36) 
Hence the more realistic attractive force does not greatly 
alter (2.32). 
If, in the derivation of (2.36), we had retained the 
second virial coefficient, we would have had 
p - ™ 
r ~ RT(1 + BP) » 
leading to 
= 12-6? Splo7p . (2.37) 
1+ I 
The correction presented by (2.37) is not severe. The de­
nominator is less than unity by 1.5 per cent for CH^Cl at 
300°K. and 0.2 per cent at 573°K. CH^Cl has the greatest real 
gas correction of all the gases studied. It is concluded that 
20 
the use of (2.32) at all temperatures does not introduce ap­
preciable error in the calculated collision lifetimes. Un­
certainties in the relaxation times which also enter in are 
considerably larger. 
Unfortunately, there are not many viscosity data avail­
able on the methane derivatives at the present time. For 
those cases in which no measurements are available, the vis­
cosity may be estimated from the critical data by the method 
of Licht and Stechert (18). The relation they develop and 
test is the following: 
By comparison of (2.38) with (2.33) it is seen that this is 
a form of the Sutherland equation. The approximation S = 
0.8TC is sufficient to yield about five per cent accuracy over 
the range of temperature of 0.6 to 2 times the critical tem­
perature. The equation has also been tested on gases whose 
viscosity is known. The measured viscosity of CH^Cl at 300°K. 
and 473°K. is 0.0106 and 0.0165 centipoise (cp), respectively, 
while the values obtained from the critical data are 0.0106 
and 0.0170. 
Finally, there are a few gases studied for which the 
critical data are unknown. For these the critical pressure 
and temperature have been estimated by Bossing (28) from the 
21 
known boiling points by the surprisingly good technique of 
Meissner and Redding (23). From results on some known crit­
ical data, one can expect an accuracy of about five per cent 
or better with this technique. 
Figure 1 illustrates the typical temperature variation 
of viscosity for four of the methane derivatives used in this 
study. 
F. Prediction of Collision Lifetimes 
1. Introductory remarks 
Using arguments similar to those applied to the case of 
electronic transitions, one may expect that near-adiabatic 
conditions will be met for vibrational transitions when the 
time for the collision tq is large compared with the natural 
period TQ of the oscillator. Excitation will be weak if 
^ ^ 1 ' (2-39) 
• o 
since Tc is on the order of s, the range of interaction, 
divided by the relative velocity of the colliding pair. Bethe 
and Teller (4) show that the probability of transfer of energy 
between vibration and translation is small not so much because 
hV is large compared with the average energy of translation, 
kT, but because the amplitude of vibration is very small 
3.00 
2.75 
2.50 17X10 
centipoise 
2.25 
2.00 -
1.75 
1.50 
300 400 500 600 
TEMPERATURE °K 
Fig. 1. Viscosities of some Methane Derivatives. 
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compared with the range s, which is in turn due to the large 
elastic forces governing the vibration. 
2. Discussion of various theoretical works 
Zener (40) was the first to treat the problem quantum 
mechanically. He examined only the simplest situation in 
which an atom A collides with a diatomic molecule B-C, the 
atoms being confined to a line. For the interaction potential 
he assumed an exponential repulsion between atoms A and B, 
and confined his arguments only to those atoms appearing in 
the first row of the periodic table. It can be seen from this 
model that if the time of impact is small compared with the 
period of oscillation of the molecule B-C, the impact may be 
regarded as instantaneous, whereas if it is large, the atom 
A will tend to act only upon the center of mass of the mole­
cule rather than upon B. 
Jackson and Mott (15) solved a similar problem using a 
more realistic repulsive potential and, employing the method 
of distorted waves, arrived at the transition probability of 
the form 
sinhTrq sinh tt q_ 
m = n + 1: p = D 5* , (2.40) 
(coshTTq - cosh Trq ) 
m t n + is pm = 0 , 
in which m and n denote the vibrational state. In this ex-
24 
pression qn is 47TM*vns/h and qm is 4t M*vms/h, where h is 
Planck's constant, M* the reduced mass of the colliding sys­
tem, and vn, vm are the velocities of relative motion of atom 
A and molecule B-C "before and after impact respectively. D 
is a constant depending upon the masses and the range s. 
Massey and Burhop (19) show that for gas-kinetic collisions 
this reduces to 
pnm = D exPC-4 rr2s V/v) (2.4l) 
for m equal to n + 1 and if 4it s v/v is much greater than 
unity. Zener (4l) has derived (2.4l) by a method in which 
the relative motion of the colliding systems is treated clas­
sically. 
The work of Landau and Teller (17) is of dual importance. 
It shows that sound dispersion at temperatures which are suf­
ficient to excite several vibrational quanta may be described 
by the same formula as at temperatures where at most only one 
vibrational quantum is excited. They also arrive at an ex­
pression which predicts the temperature dependence of the 
transition probability. They again assume an exponential re­
pulsion and, to find the time for the collision, integrate 
dx/v(x), where x is the intermolecular distance. They first 
obtain 
pQ1 exp(-2 7TVs/v) , (2.42) 
which is again the result of Massey and Burhop. (Landau and 
Teller had in mind the angular frequency for V , which ex-
25 
plains the missing 2 IT.) (2.42) is the transition probability 
in a given collision, and must be integrated over the max-
wellian distribution of velocities to obtain the average 
probability. They write 
oo 
Pqi zv fv2exp(-2 n- Vs/v - Mv2/2kT) dv . (2.43) 
o 
This integral is not easily evaluated in closed form. How­
ever, the probability will be a maximum for the collisions in 
which the exponent is a maximum, i.e., for which 
2 7r v s/v2 = Mv/kT , or 
v = (2 7TVskT/M)1/3 . 
The temperature variation of the transition probability, 
averaged over the distribution, should therefore be given by 
^oi —p [ - (s v3j , «•«*> 
or a T~^/3 dependence of the logarithm of the transition 
probability. 
In the majority of the recent work on temperature de­
pendence of transition probabilities, it is (2.44) which is 
compared with experiment. Agreement is generally good. 
Shields (35) j for example, examines the deactivating proba-
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Mlity for carbon dioxide and obtains 0.17 Angstrom for the 
range of forces s. 
In some later work on shock waves, Bethe and Teller (4) 
performed the integration of (2.43) by the approximate method 
of steepest descent, which involves expansion about the saddle 
point. Their result is 
PlO = Cz exp(-z) , (2.45) 
where 
z = .090( V2s2 M/T)1/3 , and 
C=P7I°( • 
of is a geometrical factor which gives the probability that 
the collision will take place in a direction suitable for 
vibrational excitation or de-excitation. In the above, V is 
measured in cm-"*", and s is in units of 10"^ cm. (2.45) does 
not greatly alter the temperature dependence by introducing 
the multiplicative T~^3, but it does give a definite co­
efficient which allows us to predict the deactivation proba­
bility for a given gas of known s and of . Bethe and Teller 
predict values of o{ ranging from approximately 1/3 to 1/30. 
Fogg, et al. (9) and also Bossing and Legvold (30) have 
investigated a number of methane and ethylene derivatives 
recently. There is convincing evidence that the deactivation 
probabilities for these hydrocarbons fit a relation of the 
form 
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P10 = of exp(-X Vm) , (2.46) 
where \?m represents the lowest vibrational mode for the mole­
cule. X appears to be independent of the molecular weight, 
in marked contrast to the ( relationship given by 
(2.44). It has been shown by Rossing and Legvold (30) and 
also by Amme and Legvold (1) that such a dependence is to be 
expected if it is the relative energy of approach for the 
colliding molecules rather than the relative velocity of ap­
proach which is of importance. Rossing (28) assumed that for 
a given collision 
PlO = @f , E - 8* , 
(2.47) 
= 0, E <E* , 
in which E is the relative energy of approach and E* is some 
minimum energy which must be exceeded before de-excitation 
can occur. This assumption has a chemical analog in the 
theory of simple reaction rates, in which E* is called the 
activation energy. Integration of (2.47) over the maxwellian 
distribution led Rossing to the equation: 
P1Q = of(E*/kT + 1) exp (-E*/kT) . (2.48) 
This result, however, gives equal weights to grazing colli­
sions and head-on collisions. If only the portion of energy 
associated with the motion along the line of centers is con­
sidered, Rossing's expression becomes 
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P10 = cf exp(-E*AT) . (2.49) 
If E* is presumed to be proportional to the minimum vibra­
tional energy of the molecule, E* = gh Vm, (2.46) is then 
satisfied. E* in practice is always several times kT. 
It should be noted that the temperature dependence of 
as given by (2.49) is quite large. Arnold et al. (2), 
in some recent work with polyatomic molecules, compare experi­
mental values of Pl0 with (2.49) and with (2.44) at different 
temperatures. They conclude that no distinct preference 
emerges. 
Rossing1 s measurements on the halo-methanes have been 
interpreted in accordance with(2.49) and the results plotted 
in Figure 30. There is a striking tendency for the collision 
lifetimes to group themselves according to the number of 
hydrogen atoms replaced. Thus, g appears to depend upon this 
number, but not necessarily upon the molecular weight. 
Rossing attempted to correlate his data (all at room 
temperature) with the Landau-Teller theory, and estimated the 
necessary value of s required. The result of 0.25 Angstrom 
he considered too small to be reasonable. 
Rossing corrected to room temperature some collision 
lifetimes obtained by other investigators at 100eC. but the 
amount of correction was invariably too large. The suggestion 
was made that a further implicit temperature dependence may 
exist in of, the geometrical or "steric" factor, through its 
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possible dependence on molecular rotation. This seems very 
improbable, however, for two reasons. The first is that al­
though the mean rotational frequency increases with the 
square root of the temperature, the average thermal velocity 
does also, which reduces the time for the collision. In 
other words, the ratio of the average rotational period to the 
time for the average collision is essentially independent of 
temperature. It is also generally much greater than unity. 
The second reason, and more important, is that in order to 
bring (2.49) and experiment into agreement, of would have to 
decrease with increasing temperature, which seems illogical. 
G. Other Phenomena 
1. Trace catalysis 
This phenomenon derives its name from the effect of small 
traces of certain gases which, when added to a principal gas, 
greatly enhance the exchange of vibrational energy in the 
latter. Walker (38) has compiled a table of much of the work 
which has been done prior to 1950 on mixtures. 
Very often the strongly catalytic gas which is added has 
a much smaller molecular or atomic weight than the principal 
gas; this is certainly the case when the added gas is helium 
or hydrogen. The collision lifetime for vibration in a 
chlorine molecule is 34,000 at room temperature for chlorine-
chlorine collisions, but only 900 for chlorine-helium and 780 
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for chlorine-hydrogen collisions. This might be explained 
by the fact that the average thermal speeds for the lighter 
molecules are considerably higher than that of the chlorine 
molecule, reducing the ratio Vs/v. However, when the 
catalyst has a large molecular weight, this interpretation 
fails. Ethyl alcohol has been found, for example, to reduce 
the collision lifetime of oxygen by a factor of about 4000i 
Failure of the Landau-Teller theory to describe such ef­
fects is presumably because it neglects attractive forces 
which may lead to a serious error if the attractions are of a 
chemical nature. It has been shown that chemical affinity 
between molecules is often associated with a high probability 
of vibrational deactivation. 
Some attempts have been made to allow for chemical at­
tractions. Both Zener (4L) and Devonshire (7) have obtained 
a modified form of (2.40) using a van der Waals type attrac­
tion. The results are quite complicated and have not been 
reduced to a usable expression. Schwartz and Herzfeld (32) 
give arguments for the inclusion of an additional factor 
exp(-6/kT) in the expression (2.45) for P^O" € is taken as 
the well-depth of the Lennard-Jones 6:12 potential function: 
U(r)=4e[(%) -(%)]. (2.50) 
They make the further comment that the additional factor does 
not vary appreciably from unity. 
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2. Multiple relaxation effects 
One of the very interesting aspects of sound dispersion 
in polyatomic molecules is that of possible multiple relaxa­
tion times because of the many vibrational modes often varying 
widely in frequency. A non-linear molecule, for example, has 
3N - 6 vibrational degrees of freedom, where N is the number 
of atoms in the molecule. For a methane derivative there are 
nine different modes if none are degenerate. If each of these 
modes were to exchange energy with translation independently 
of the others one would see a multi-stepped dispersive region 
spreading over a very wide range of frequency. The molecule 
is then said to undergo excitation in parallel. If, however, 
only one mode of vibration exchanges energy with translation 
and subsequently feeds energy to the other modes the molecule 
is said to undergo excitation in series. 
Experimentally, dispersion of any kind other than that 
due to pure series excitation is very rarely observed. 
CEgClg is the only methane derivative ever found to exhibit 
multiple dispersion, and then only two steps were observed 
(3^). Observations on the same gas at higher temperature re­
vealed only single dispersion. Carbon dioxide, having four 
vibrational modes, has been proposed to exhibit multiple dis­
persion (12) although Shields (35) 5 by very careful measure­
ments of the relaxation absorption, has disproven this at 
least for the case of pure carbon dioxide. Water vapor is a 
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very strong catalyst for this gas, and its presence might 
conceivably alter the result. 
Schâfer (31) has developed the dispersion equations for 
the case of multiple relaxation. In this case the complex 
specific heat becomes a sum of terms each resembling the 
second term in (2.15): 
T ci 
Co = Coo + J 1 + icJ©3 • 
For the case in which series excitation is observed it is as­
sumed that the internal conversion relaxation times are very 
short and the relaxation time of the exchange mode Q& is given 
by 
6e = e , (2.51) e cvib 
in which CQ is that portion of the vibrational specific heat 
associated with the exchange mode and 0 is the observed re­
laxation time. The exchange mode is almost invariably con­
sidered to be the lowest mode, Vm) for the molecule. It 
is the relaxation time ©m which is used to calculate the col­
lision lifetime by (2.27), with JL being the degeneracy of 
this mode, and V = Vm • 
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3« Higher order collisions 
There has been no conclusive evidence to support any 
importance of collisions of order above the second. If binary 
collisions are primarily responsible for vibrational energy 
transfer, then the relaxation time observed will be inversely 
proportional to the pressure. Should triple collisions be of 
primary importance, the relaxation time would be inversely 
proportional to the square of the pressure, and so on. Since 
halving the pressure also halves the collision rate, or very 
nearly so, the effect on vibrational energy transfer is the 
same as doubling the frequency if one may ignore the higher 
order collisions. This provides a great experimental advan­
tage, since it is much easier to reduce the pressure than 
increase the frequency. Hence the usual procedure is to study 
the velocity of sound as a function of the acoustic frequency 
f divided by the pressure in atmospheres P. If the dispersion 
follows the curve described by (2.18) it is an indication that 
binary collisions are responsible as assumed. The relaxation 
times thus observed are hence for one atmosphere. Another 
advantage is that, at lower pressures, the real gas correction 
is much less significant. 
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III. EXPERIMENT 
A. Apparatus 
1. The interferometer 
Among the most accurate methods of measuring the velocity 
of ultrasound is the variable-path interferometer, which con­
sists basically of a column limited by the source at one end 
and a plane movable reflector at the other. The reflector 
position is varied until a condition of resonance is attained, 
i.e., until standing waves persist, and thence moved through 
a known distance d to a second resonance position. Resonance 
occurs for any separation of the source and reflector equal 
to an integral number n of half wavelengths. Hence A , the 
wavelength, is given by 
A = 2d/n . 
The most common acoustic source, and that which was used 
in this work, is a crystal of piezoelectric quartz cut into a 
disc whose normal is the x-axis« The parallel surfaces are 
optically flat. Gold has been evaporated on these surfaces, 
and electrical contact to them made through two of three small 
dimples in the nodal plane used to secure the crystal into 
position. For most of the measurements a 400 kilocycle-per-
second crystal has been used, having a thickness of about 
0.7 cm. 
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Other materials are available with a higher piezoelectric 
modulus, but are less suitable because they may be hygroscopic, 
fracture easily, or have poor temperature characteristics. 
For quartz, the temperature should not exceed 300°C. The 
piezoactivity is nearly constant between 20°C. and 300*0., 
but above this it falls off sharply and ceases entirely at 
573* (the Curie point). The changes in the dimensions of 
quartz are proportional to the applied voltage up to 300 volts. 
It is desirable to have a plane source which is large in 
diameter compared with the wavelength of the radiated wave, 
i.e., a large ratio a/ A , where a is the radius of the 
source with circular face. If the ratio is large the waves 
will be sufficiently plane. In this experiment crystals were 
used having a radius of 2.5 cm. A typical wavelength is .05 
cm., so a/A - 50, and no diffraction effects are to be expect­
ed which distract from the desired plane wave beam. 
In deriving the theory of the interferometer it is as­
sumed that the source emits plane waves, a condition which 
is rarely achieved experimentally with crystals. Particularly 
in the case of quartz the thickness vibration has coupled to 
it various transverse modes, depending on its geometry and 
mounting. Thus a crystal surface which is several transverse 
wavelengths in diameter will contain several areas which dif­
fer in amplitude and phase of vibration. When the modes of 
such sound waves match the radially resonant condition of the 
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gas in the chamber, they will be propagated as "Rayleigh 
modes", with phase velocity and attenuation differing from 
those of the plane wave assumed. This situation is remedied 
when the chamber diameter is made greater than 100 times the 
wavelength. The diameter employed in this apparatus is 10 
cm, or approximately 200 times the wavelength. 
For a more extensive discussion of ultrasonic radiation 
from quartz the reader is referred to any standard text such 
as that by Bergmann (3)• 
Figure 2 illustrates the cross-section of the interfer­
ometer cup showing details of the crystal mounting. The drive 
rod A for the reflector extends upward to a micrometer screw. 
The rod is precision machined from Invar steel for a good non-
lubricated vacuum fit as it moves up and down through an 
0-ring and a precision bushing K which maintains parallelism 
with the crystal G. At B are the crystal leads which enter 
the system through a vacuum seal. Throughout the system care 
has been taken to use materials which do not corrode easily. 
The crystal leads and most other wiring in the cup are of 
platinum. The chamber E is of non-magnetic stainless steel. 
The reflector F has secured to it a disc of optically flat 
glass which has its bottom surface coated with gold. This 
surface is connected by gold wire to the top surface of the 
crystal. The purpose of this is to eliminate the variation 
of a nuisance capacitance between crystal and reflector which 
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Fig. 2. The Interferometer. 
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changes as the reflector is withdrawn. This changing capac­
itance would be sufficient to cause disturbing shifts in the 
crystal current used to detect the nodes, yielding severely 
erroneous wavelength measurements. 
Sliding contacts J supporting the crystal compensate for 
the difference in thermal expansion between crystal and mount­
ing. Springs used for compression are made from tungsten 
wire and withstand heat very well. The system is vacuum 
sealed by neoprene G-rings 0 at the top, and by a copper 
0-ring D around the cup. 
Two of the three leveling screws are shown at the bottom 
of the stage. Parallelism is obtained first by eye and then 
set to within 0.01 wavelength or better by adjusting until 
mfl-sriTrmni response is obtained at a node. (Cf. Part 2) Mis­
alignment usually results in distorted nodes as read in the 
detecting circuit. A Brown potentiometer recorder has been 
used to assist in aligning to symmetric sharp peaks. 
2. Associated apparatus 
The micrometer slide used in measuring distances between 
nodal positions was manufactured by Gaertner and Company. It 
is 100 millimeters in length, and has a least count of 0.001 
millimeter. The slide is mounted upon a brass cooling plate 
C through which water is circulated in order to isolate the 
slide from heat and also to cool the 0-ring seal around the 
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Invar. The low expansion coefficient for Invar makes it un­
necessary to correct micrometer readings for changes in rod 
length. 
The crystal is driven at its resonant frequency by an 
oscillator similar to that used and described by Rossing (27), 
with slight modifications to improve the sensitivity and to 
reduce noise. 
The oscillator also serves as a sensing device to deter­
mine the resonance positions of the reflector. This is pos­
sible because the crystal impedance changes as the pathlength 
is varied, exhibiting very pronounced peaks at positions of 
resonance. The sharpness depends mainly on the absorption 
coefficient. In a low-absorbing gas, the resultant plot of 
oscillator grid current against reflector position very close­
ly resembles the intensity contours for Haidinger fringes ob­
tained from the Fabry-Perot interferometer of optics. The 
measurement of the decline of the peak heights with reflector 
displacement gives a determination of the absorption coef­
ficient. 
The oscillator circuit is shown in Figure 3. It is 
powered by an electronically regulated power supply of 250 
milliamperes capacity. The supply was built following a 
scheme provided by the Electronics Shop of the Ames Labora­
tory. It is fed with 115 volts from the output of a 2.5 kVA 
l+o 
+ 270V. 
6V. 
6.7 K 
6U5 
6F6 
I50K 
250K CRYSTAL 0-3K 270 
0-3K 
Fig. 3. The Crystal Oscillator Circuit. 
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Stabiline voltage regulator. This regulator is also used to 
feed the oven windings for heating the interferometer. 
Other equipment includes heater controls to adjust in­
dividually the current through the heater windings H, I, and 
L of Figure 2, a Brown controller for the main heater I, and 
vacuum equipment consisting of forepump, diffusion pump, and 
McCleod vacuum gauge. Also a BC-221 frequency meter is 
utilized for determining the crystal frequency. The results 
can often be checked by beating the oscillator signal with 
the known carrier of some convenient radio station, and meas­
uring the beat frequency by comparison with an audio oscil­
lator. Determinations by the two independent methods are 
consistent. 
B. Methods 
Before starting a velocity determination, the system was 
always heated to the desired temperature and outgassed for 
one to two days until the static vacuum was sufficient to in­
sure that no significant amount of contamination could occur 
from the walls of the cup during the course of a run. The 
gas in question was then admitted to the system to the desired 
pressure, usually about one atmosphere. Thermal gradients 
were eliminated from the cup by adjusting the heater windings 
individually and observing the temperature by the three 
thermocouples located at the top, center, and bottom of the 
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cup. These thermocouples were initially calibrated carefully 
against a standard platinum resistance thermometer and were 
checked from time to time by measuring the velocity of sound 
in non-dispersive argon and comparing the result with the 
values listed by the National Bureau of Standards, which were 
always in good agreement with those values calculated from 
(2.4). Temperature variations due mostly to changing room 
temperature were seldom more than a few tenths of one degree. 
These fluctuations were accounted for by standard corrections 
of the measured velocity. 
Each velocity determination is a result of from three to 
ten separate determinations of the wavelength. The nodes or 
reaction peaks were located in the following way: the reflec­
tor was moved away from the crystal until a peak was nearly 
reached. The screw position and the crystal current were 
recorded and then the screw was moved on through the peak 
until the same current was reached. The mean value of the 
two screw readings was then taken as the peak. This procedure 
is excellent if care is taken to assure symmetric peaks by 
proper crystal alignment. 
Many of the gases used were stored under pressure in the 
liquid phase. For these, liquid was drawn from inverted 
cylinders to minimize 'contamination due to residual non-
condensable gases over the liquid. The purities of the gases 
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studied should be the same as those given by Rossing (28). 
These purities are listed in Table 1. 
Table 1. Values of purity, M, Cm and Cyi^ at 300°K. 
Gas % Purity M cm Cvib 
CBrF3 99.9 148.93 1.68 8.67 
CHGBR 99-4 94.95 1.02 2.2 7 
CHCIF2 97.0 86.48 1.45 5.99 
CCI2F2 97.0 120.92 1.72 8.57 
CBr2F2 99.9 209.84 1.88 10.55 
CC13F 99.9 137.38 1.78 10.84 
CHF3 99.9 70.02 1.24 4.78 
CH2F2 99.7 52.03 1.19 2.32 
CG1F3 99.0 104.47 1.58 8.16 
CH3C1 99.5 50.49 0.777 1.84 
CHCI2F 99.0 102.93 1.81 8.39 
GF4 99.5 88.01 1.40 6.73 
CBrClFg 99.9 165.38 1.85 10.24 
CH2CIF 99.9 68.48 1.56 3.46 
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IV. RESULTS AMD DISCUSSION 
A. Experimental 
Because of reported anomalies from the measurement of 
relaxation absorption using the oscillator circuit of Figure 
3 (29)? some careful work was undertaken to measure this 
quantity in CBrF^ (bromotrifluoromethane) at 372.1°K. The 
earlier anomalies had been attributed to non-linearity in the 
dependence of plate current on crystal voltage, and the 
instrument was calibrated using the known relaxation absorp­
tion in pure nitrous oxide. However, it was found in the 
present work that if the results are interpreted properly the 
instrument may be considered absolute, and no calibration is 
necessary. The results are shown in Figure 4 and are to be 
compared with the theoretical values (shown in solid lines) 
calculated from (2.10) and (2.19). The deviation observed is 
to be expected at the high values of f/P since the classical 
absorption equation does not take into account any variation 
of the specific heat with frequency. 
It is seen that (2.21) properly gives the maximum absorp­
tion due to relaxation. This value does not alter the ob­
served velocity sufficiently to justify such a refinement in 
correcting the data to ideal conditions. (Cf. Part 2.) 
The dispersion has been investigated in twelve gases at 
100°C., nine at 200°C., and four at 300°C. Some of those 
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Fig. 5. Velocity Dispersion in CBrFg at 372. Ie K. 
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measured at 100° have relaxation times so short at this tem­
perature that the uncertainty in location of the inflection 
frequency surpasses considerably the change in that frequency 
with temperature. For this reason these gases were not 
studied at higher temperatures. 
Decomposition of many of the gases at 300°C. turned out 
to be a serious problem. These molecules by themselves are 
quite stable, but in the presence of various metals of con­
struction many will decompose at a rather disturbing rate as 
observed by the changes in pressure at constant temperature. 
The four gases which were successfully run at 300* are all 
heavily fluorinated: CF^, CHF^, CCIF^, and CBrFg. 
It is found that the inflection frequencies do not, in 
general, increase rapidly with temperature. If the increase 
were only as fast as the specific heats the relaxation times 
would not change with temperature! However, this does not 
mean that the transition probabilities would not be increas­
ing. It must be remembered that the results reported are for 
constant pressure, not constant density. The collision rates, 
therefore, decrease with temperature approximately as T~^. 
As a result the relaxation times may change only slowly with 
temperature. 
Table 1 gives the room temperature values of specific 
heats Cm and Cv^, molecular weight, and purity (as listed 
by Rossing) for all the gases studied. Table 2 lists the 
Table 2. Values of H^, ©, 0m and Z^Q at 300°K 
Gas 1x 102 
(centlpoise) 
rtxlO"9 
(sec"1) 
6 x 108 
(sec) 
emxi°8 
(sec) 
Z10 
CBRFG 1.650 7-81 18.1+1.8 7.4 +.7 855 + 80 
CH^Br 1.280 10.08 7.5 + 0.5 3.37+ .17 361 + 10 
CHCIF2 1.326 9.71 9.5 + 1.4 2.30+ .34 261 + 39 
CCI2F2 1.308 9.85 7.8 + 1.3 Î.57+ .26 199 + 30 
CBr2F2 I.370 9.40 2.9 + 0.7 0.52+ .13 71 + 18 
CClgF 1.100 11.90 3.9 + 0.8 1.30+ .30 246 + 55 
GHF3 1.534 
8.40 47.8 + 1.3 24.8 +1.0 2440 +100 
CH2F2 1.307 9.85 3.0 + 0.7 1.54+ .41 164 + 40 
CC1F3 1.554 8.25 25.3 ± 1.4 9.80+ .24 1105 ± 25 
CH3C1 1.060 12.20 20.4 + 1.1 8.61+ .47 1080 + 60 
CHCI2F 1.150 11.20 2.50+ .45 0.64+ .11 91 + 15 
CF4 1.754 7.34 75.6 + 2.0 31.4 + .6 2870 + 75 
CBrCIFg 1.333 9.66 5.0 + .4 0.9 ± .1 121 + 15 
CH2CIF 1.150 11.20 1.0 + .1 0.45+ .05 6 O + 7  
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values of viscosity at room temperature based on the latest 
information available on critical constants or measured 1 , 
calculated collision rates, relaxation times, 6, and those 
for the lowest mode, ©m, and the collision lifetimes Z^q ob­
tained from the dispersion curves shown by Rossing. 
In Figures 5 through 29 are shown the ultrasonic disper­
sion curves resulting from this work. In general it was 
found that at the higher temperatures there is little need 
for real gas corrections to the observed velocities over any 
great range of f/P, the gases obeying the ideal gas dispersion 
equation for the most part. 
Table 3 shows the viscosities, collision rates, ob­
served inflection frequencies and calculated relaxation times 
at the various temperatures. Table 4 presents the CVj^ and 
Cm calculated from the vibrational frequencies listed in Ap­
pendix B. Also listed are the relaxation times ©m and the 
Z^q in each case. The uncertainties assigned to the inflec­
tion frequencies are obtained in the following way. The plot­
ted data on one page are compared with the ideal gas disper­
sion curve (obtained using an arbitrary 6) on another page 
by shifting the latter along the abscissa until the best fit 
is obtained. This establishes the inflection frequency. 
Reasonable bounds are then set by moving the curve to the left 
and right. This is possible because in a plot of versus 
log f/P, variations in the relaxation time only shift the 
Table 3» Values of 1, ft , f^, and 6 at higher temperatures 
Gas Temperature 
e x . )  
1 x 1 0 2  
(centipoise) 
fix 1 0 ~ 9  
(sec"1) 
f± x 1 0 ~ 6  
(cycles/sec-atm) 
6  x 1 0 8  
(sec) 
CBrF3 3 7 2 . 1  2 . 0 2 5  6.36 1 . 9 5  ±  . 1 5  2 4 . 5  ±  1 . 7  
i t  4 7 2 . 4  2 . 5 0 6  5 . 1 4  2 . 1 4  ±  . 1 5  2 2 . 8  +  1 . 0  
t i  
2 7 3 . 7  2 . 9 5 2  4 . 3 6  2 . 5 5  ±  . 1 5  2 0 . 5  ±  1 . 3  
CH3Br 3 7 4 . 2  1 . 6 0 2  8 . 0 4  2.51 ± .10 1 0 . 1  ±  0 . 5  
« 4 7 6 . 0  2 . 0 2 1  6 . 3 7  2 . 7 2  +  . 1 2  1 1 . 0  ±  0 . 5  
CHClFg 3 7 2 . 4  1 . 6 3 5  7 . 8 8  3.10 + .10 1 1 . 7  + 0.4 
II 4 7 4 . 6  2 . 0 4 0  6.31 3 . 4 5  ±  . 1 5  1 2 . 1  +  0 . 5  
OCI2F2 3 7 3 . 2  1 . 6 3 0  7 . 9 0  4 . 4 0  +  . 2 0  9 . 5 4  
+1 
IT 4 7 3 . 4  2 . 0 1 7  6 . 3 9  4 . 4 0  +  . 1 0  1 1 . 1  +  0 . 8  
CBr2F2 3 7 3 . 5  1 . 7 2 3  7.48 13.0 +1.0 3 . 7 1  ±  0 . 2 5  
CClgF 3 7 3 . 0  1 . 3 0 9  9.84 9 . 5 0  +  . 5 0  5 . 1 7  +  . 2 6  
CHF3 3 7 5 . 8  1 . 8 9 5  6 . 8 0  0 . 6 6  +  . 0 2  5 1 . 0  ±  1 . 8  
II 
4 7 3 . 9  2 . 3 2 3  5 . 5 4  0 . 8 8  +  . 0 2  4 4 . 5  ±  1 . 0  
i t  5 7 3 . 2  2 . 7 2 1  4 . 7 3  1 . 2 0  +  . 0 5  3 7 . 3  ±  1 . 5  
c¥S 3 7 4 . 0  1 . 6 1 9  7 . 9 6  4 . 5 0  +  . 2 0  5 . 7 0  ±  - 1 5  
CC1F, 3 7 3 . 3  1 . 8 9 9  6.78 1 . 5 0  +  . 0 8  28.4 + 1.2 
Table 3. (Continued) 
Gas Temperature 
(°K.) 
1 x I02 
(centipoise) 
4x 10-9 
(sec-1) 
f± x 10"6 
(cycles/sec-atm) 
e x ioti 
(sec) 
CCIF3 473.7 2.334 5.52 1.85 ± .10 26.0 + 1.4 
11 574.1 2.73I 4.72 2.15 ± .15 24.0 + 1.5 
CHgCl 373.2 1.339 9.62 1.23 ± .05 19.6 + 0.8 
II 472.1 1.699 7-58 1.30 ± .05 23.0 + 0.9 
CHClgF 372.4 1.350 9.54 10.1 + •3 3.80 + 0.12 
11 474.6 1.597 8.06 11.4 + • 5 3.88 + 0.18 
CF4 373.4 2.120 6.07 0.605+ .015 65.0 + 1.5 
II 476.0 2.544 5.04 0.890+ .010 50.8 + 0.5 
II 572.4 2.917 4.41 1.22 + .10 40.5 + 0.5 
Table 4. Values of Cm, Cvi^, 0m, and Z^o a* higher temperatures 
Gas Temperature 
( °K. ) Cm (cal/mole-deg.) 
ri 
vib 
(cal/mole-deg.) 
em x 108 m 
(sec) 
•17 - • -
"10 
CBrF3 372.1 1.78 10.42 8.4 ± 0.6 873 ± 62 
it 4?2.4 1.86 12.28 6.9 ± 0.3 642 + 28 
it 273.7 1.90 13.60 5.7 + 0.4 485 ± 34 
CHgBr 374.2 1.28 3.53 3.66 ± 0.15 322 + 15 
ii 476.0 1.51 5.24 3.17 + 0.14 234 ± 10 
CHCIF2 372.4 1.68 7.65 
% CVI + 0.08 252 + 8 
II 474.6 1.78 9.61 2.23 ± 0.09 187 ± .8 
OClgFg 373.2 1.83 10.48 1.67 1+
 0
 
a
 
182 + 3 
n 473.4 1.89 12.39 1.70 ± 0.04 158 ± 4 
CBp2F2 373.5 1.91 12.10 0.58 + 0.04 66 ± 5 
CCLGF 373.0 1.85 12.43 1.54 + 0.08 270 ± 15 
chf3 375.8 
1.46 6.65 22.4 ± 0.7 I960 + 60 
II 473.9 1.64 8.69 16.7 + 0.4 1320 + 30 
II 573.2 1.73 10.79 12.0 ± 0.5 884 ± 35 
CH2F2 374.0 1.42 3.70 2.19 + 1.0 197 ± 10 
CC1F, 373.3 1.70 10.01 9.64 
0 0 +
1 986 + 48 
Table 4, (Continued) 
Gas Temperature 
(°K.) Cm (cal/mole-deg.) 
°vib 
(cal/mole-deg.) 
em * 1°H 
(sec) 
Z10 
CCIF3 473.7 1.80 11.95 7.85 + 0.42 705 ± 30 
it 574.1 1.86 13.35 6.69 ± 0.44 575 1 40 
OHgCl 373.2 1.06 3.07 6.72 + 0.28 690 + 29 
II 472.1 1.33 5.25 5.83 ± 0.22 489 ± 18 
CHCLGF 372.4 1.81 8.39 0.82 + 0.03 105 + 4 
ii 474.6 1.88 10.19 0.71 ± .03 111 ± 5 
CF4 373.4 1.58 8.77 . 23.4 +0.5 1950 + 40 
II 476.0 1.72 10.98 15.9 ± 0.2 1230 ± 15 
II 572.4 1.80 12.50 il.7 ± 0.5 860 + 4o 
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Fig. 15. Velocity Dispersion in CCl^F at 373.0° K. 
58 
600 
Vj = 59,515 
590 
580 
570 
(m/sec)2 
560 
f| = 6.0x10' 
550 
540 51,665 
10s I0« ,7 10' 10 
f/p in cycles per second - atmosphere 
Fig. 16. Velocity Dispersion in CHF g at 375.8° K. 
760 
75,045 
740 
.-8 720 
(m/sec)8 7oo 
680 
660 
640 
10s 10» 108 
f/p in cycles per second-atmosphere 
Fig. 17. Velocity Dispersion in CHF^ at 473.9° K. 
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60 
400 
\&=39.620 
390 
380 
370 
f|= 1.50x10 
360 
350 
340 
V.. 33,415 
330 
10s 10® 
f/p in cycles per second-atmosphere 
Fig. 20. Velocity Dispersion in CCIF3 at 373.3° K. 
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curve to the right or left without altering the shape. The 
ordinate values are set by the known values of CL and . 
o cd 
Besides uncertainties in the location of the inflection 
frequencies, there are several other effects giving rise to 
possible error. Among these are the presumed small effects 
of temperature variation, the uncertainties in the measured 
wavelengths, and the effect of finite absorption. At the 
higher temperatures there is the possibility of undetected 
decomposition, which was minimized by changing samples from 
time to time. At the lower temperatures, especially the room 
temperature work done by Rossing, there is the possibility 
of polymerization which would alter CQ. Finally, the effects 
of impurities may be twofold. An impurity of different mo­
lecular weight than the principal gas could shift the entire 
dispersion curve up or down. Possible catalysis could shift 
it to the left or right. Little is known about catalysis in 
the methane derivatives, and for such an error there is dif­
ficulty in estimating its magnitude. In the computation of 
the collision lifetimes, the uncertainties listed are those 
associated with the uncertainties in the relaxation time, and 
do not include the possible errors in the collision rates. 
The latter are also difficult to estimate, but might be ex­
pected to lie within about two to six per cent, depending 
upon the method by which they were obtained. This is general­
ly small compared with uncertainties in 9. 
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B. Theoretical Implications 
The logarithms of the resulting collision lifetimes have 
been plotted against Vm in accordance with (2.49). Figure 
30 indicates essentially the room temperature results obtained 
formerly (1), and Figures 31 and 32 give the results at 100°C. 
and 200°C., respectively. 
It is seen that the same steric factors, °( , (the re­
ciprocal of the Z^q intercepts) may be retained as the tem­
perature increases. However, calculations of the slopes in­
dicate that this is not true for the quantity g, which ap­
pears to be increasing with temperature. For example, at 
room temperature (300°K.) the largest g obtained is 3*21, 
which becomes 4.39 at 200°C. (473°K.). If we equate 
we obtain x equal to 0.69» Therefore, g goes about as T2^, 
which is just that dependence required to give the Landau-
Teller result (2.44) of an exponential dependence of 
the collision lifetimes. Evaluating x in this way for all 
other temperatures and slopes gives an average of 0.71 for x. 
Since this value is somewhat larger than 2/3, it could be in 
rough agreement with the Bethe-Teller result (2.45) having a 
further multiplicative T1^ coefficient. To investigate this, 
the quantities P^qT^^ have been calculated for the different 
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Fig. 30. at 26.9° C. interpreted by Energy Excitation Theory. 
68 
10,000 
1000 — 
NO 
100 — 
<* = 1/1.8 
9=2.98 
15 
1/4 
g=l.85 
0=1/5.5 
g=3.9l 
I.CBr2F2 8.CHF3 
2.CCI4 9.CHCIF2 
3tCCI2F2 IO.CHCI3 
4CCI3F ii.ch2ci2 
5.CBrFj 12.01  ^
6CCIFj IS.CHgF 
7.CF, !4.CH3Br 
I5.CH3CI 
300 400 
Z/mtcnr1) 
Fig. 31. at 100° C. interpreted by Energy Excitation Theory. 
69 
10,000 
1000 
10 
a=l/5.5 
g=4.39 a=1/1.8 
g =4.22 
a=1/4 
g=2.l8 
i cci2f2 
2.CBrF3 
3.CCIF, 
5. CHCIF2 
6. CHF3 
7. CH2F2 
8.CH3Br 
300 400 
%/m(cm-i) 
Fig. 32. at 200° C. interpreted by Energy Excitation Theory. 
70 
gases and their logarithms have been plotted against 
These values are compiled in Table 5> and the resulting plots 
are shown in Figures 33, 34, and 35* According to (2.45) 
such plots should be linear. 
Eucken and Aybar (8) have determined the relaxation times 
for CH^ (methane) by both absorption and dispersion for tem­
peratures ranging from 382 °K. to 626°K. Their results have 
been used here to obtain ©m and for the lowest mode. A 
Bethe-Teller plot of the results is shown in Figure 35 along 
with CF^ (carbon tetrafluoride). Recently, methane has been 
examined at 303eK. and 333°K. (20). No significant change 
in 6 was observed between these two temperatures. P^qT"^ 
has been calculated from this relaxation time and added to 
Figure 35 (diamond). This point falls well below the ex­
trapolated results of Eucken and Aybar; therefore, an experi­
mental determination of © was made in this work at 297°K« 
The result appears as a square in Figure 35, and fits the 
extrapolated line quite well. It should be said, however, 
that the vibrational specific heat near room temperature is 
very small (0.5 cal/mole-deg.) and there is considerably more 
uncertainty to be expected than at higher temperatures. The 
methane used at 297°K. was stated by the manufacturer to be 
99*95 per cent pure, while that used at 303°K. was reported 
to be probably 99*5 to 99 per cent. In view of this, the 
disagreement is not serious. 
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Table 5» Transition probabilities and correction quantities 
to the Bethe-Teller expression 
Gas T 
(°K.) 
t1/3 t-1/3 PloT^W €/k y 
CBrFg 300.0 6.694 0.1494 78.3 + 8.0 450 0.107 
CBrF3 372.1 7.192 0.1390 82.7 ± 5.6 450 0.190 
CBrFg 472.4 7.787 0.1284 120.7 ± 7.2 450 0.311 
CBrFg 573.7 8.308 0.1204 171.0 +12.0 450 0.433 
CFH 300.0 6.694 0.1494 23.4 ± 0.7 141 0.153 
CF4 373.4 7.201 0.1389 36.7 + lA l4l 0.254 
CF^ 476.0 7.808 0.1281 63.2 + 1.6 l4l 0.396 
CFK 572.4 8.303 0.1204 96.2 + 2.0 l4l 0.520 
CHF3 300.0 6.694 0.1494 27.4 ± 1.2 l4l 0.109 
CHF3 375.8 7.216 0.1386 36.8 ± 1.1 l4l 0.196 
CHP3 473.9 7.796 0.1283 59.1 ± 1.3 l4l 0.317 
GHFg 573.2 8.307 0.1204 93.9 ± 3.3 l4l 0.436 
CH3Br 300.0 6.694 0.1494 185 ± 6 500 0.010 
CH^Br 374.2 7.206 O.1388 224 ±15 500 0.025 
CBgBr 476.0 7-786 0.1281 333 ±15 500 0.055 
CHGCL 300.0 6.694 0.1494 62 ± 3 " " 
CHGCL 373.2 7.200 0.1390 104 ± 1+ " 
CH3CI 472.1 7.786 0.1284 159 ±6 — 
CCI2F2 300.0 6.694 0.1494 336 +60 306 0.104 
CClpFp 373.2 7.200 0.1390 396 + 8 3 06 0.162 
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Table 5« (Continued) 
Gas T (°K.) 
rjjl/3 £-1/3 PIOT1/3X10^ e/k y 
CCI2F2 473-4 7-793 0.1283 493 ±13 306 0.238 
CHCIF2 300.0 6.694 0.1494 256 ±33 400 0.045 
CHCIF2 372.4 7.194 0.1390 286 ± 8 400 0.082 
CHCIF2 474.6 7.800 0.1282 417 ±17 400 0.140 
CC1F3 300.0 6.694 0.1494 60.5 ± 1.1+ 450 0.081 
CCLFG 373.3 7.200 0.1389 73.0 + 4.0 450 0.152 
CC1F3 473.7 7.795 0.1283 111 ± 5 450 0.261 
CC1F3 574.1 8.311 Ô.1203 145 ±12 450 0.374 
CH4 297.2 6.673 0.1499 6.36+ .48 —— 
CH4A 382 7.256 0.1378 12.4 — 
CHi,a 473 7.791 0.1284 20.4 
CH^ 4 77 7.813 0.1280 21.3 1 
CH4a 573 8.306 0.1204 29.0 — 
CH^8 575 8.316 0.1203 30.5 
CHva 595 8.411 0.1189 34.6 1 
CH4a 626 8.554 0.1169 3O.4 
aFrom relaxation times of Eucken and Aybar (8). 
72 
lOOr-
90-
80-
70-
60 
50-
40 
56, 30-
2 20 
6 -
.135 .145 .125 .115 
4 
Fig. 33. Bethe-Teller Plots for CBrF3, CH3Br, CHCIF2, & CCl^F^. 
73 
20 
15 
10 
9 
8 
7 
6 
5 
4 
to 
—|to' 
3 
ûT 
2 
.125 .135 • 145 .115 
Fig. 34. Bethe-Teller Plots for CHFg, CCIF3, & CH^Cl. 
74 
100 
90 
80 
70 
60 
50 
40 
30 
20 
*0 
o 
o. 
.125 .115 .135 .145 
Fig. 35. Bethe-Teller Plots for CH^ and CF^. 
75 
In general, it is observed that the linear relationship 
anticipated is roughly fulfilled. Agreement is better at the 
higher temperatures, with the room temperature transition 
probabilities tending to be too large. The amount of dis­
agreement for room temperature values appears to be related 
somewhat to the molecular weight; and CH^ and CF^ give the 
best fits, CHgCl is next, and CBrF^ is the poorest. 
If the attractive forces between molecules is considered 
to be of importance, one would expect the Landau-Teller as­
sumptions to be correct in the limit of high temperatures 
where the thermal energy of translation is great compared with 
the energy obtained from the mutual attraction. The transi­
tion probabilities at lower temperature would be greater be­
cause of this boost in kinetic energy. The long range forces 
of attraction such as dipole interaction probably have little 
effect on the transition probability directly, as they 
represent a slow perturbation on the motion. Their effect 
is thus mostly indirect in that they increase the relative 
velocity just before collision, i.e., just before the repul­
sive barrier is reached. The repulsive forces, on the other 
hand, are generally steep in comparison (e.g., the Lennard-
Jones potential function), and represent a fast perturbation 
on the motion. The experimental deviation at lower tempera­
tures is thus an indication of the effect of attractive 
forces. 
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Another point may be worthy of notice. Bethe and Teller 
state their result for the average de-excitation probability 
P10> yet they have averaged the probability pQ1. This work 
was done in the study of shock waves, in which the de-
excitation process is of interest. Since they were interested 
in order of magnitude calculations of P^Q, the Boltzmann fac­
tor which relates P^O an^ PQI could be ignored since it did 
not vary greatly from unity. However, if this difference in 
temperature dependence of P1Q and PQ1 is not ignored, it is 
the quantity PQ-JT1^ rather than P1qT1^ which should be plot­
ted against T"1^, contrary to what is usually done. 
If the attractive forces are roughly taken into account 
by the inclusion of the term exp(- e/kT) as discussed earlier, 
then the result of both corrections is to multiply the ordi­
nales in Figures 33, 34 and 35 by the factor 
The quantities h Vm and £ have the same order of magnitude. 
For CF^, £/k has been found to be l4l°K. (21). Tanczos (37) 
gives values of 6/k for the chloromethanes; 471 is listed 
for CCljj_. 
Values of Y have been computed, using estimated values 
of 6 wherever necessary, for all the gases in Figures 33, 
34, and 35 except CH^ and CH^Cl. (Both of the latter have Vm 
larger than the others and already agree rather well.) These 
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values are given in Table 5» The Bethe-Teller plots, thus 
modified, are shown for the seven remaining gases in Figure 
36. It is seen that only with the exception of CBrFg the fits 
are satisfactory. Real gas corrections have masked in 
CBrFg at room temperature (28). The possibility of error in 
CQ due to polymerization is not unreasonable. 
From Figures 331 34, and 35 the slopes have been taken 
to compute values of the range of intermolecular forces, s, 
and the steric factor, of. The results are listed in Table 
6, with s given the subscript 1. The range has also been 
Table 6. Calculated values 
a 
of S± , Sg; and 1/4 
Gas 1/4 S1 s2 Gas S1 s2 
CF4 12 .48 1.2 CHCIF2 12 .29 1.2 
CCIF3 22 •37 1.2 CHF3 7 .45 1.2 
CCI2F2 24 .19 0.8 CHgBr 18 .15 1.1 
CBRFG 18 .38 1.2 CH3CI 7 .34 
CH4 18 .45 
aAll s in units of 10"^ cm. 
calculated using the greater slopes of Figure 36. The values 
of s thus obtained are given the subscript 2. 
It is seen that the calculated ranges are very small. 
If these values are compared with some known values of rQ for 
the Lennard-Jones 6:12 potential (2.50) the former are found 
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to be considerably smaller. Tanczos (37) lists values of rQ 
for the chloromethanes which vary from 3*8 to 5*5 Angstroms. 
If the range of the repulsive portion of this potential is 
taken to be the distance from the potential minimum to r = rQ, 
values of approximately 0.3 to 0.4 Angstroms are obtained, or 
about three times those given in Table 6. Hence, it appears 
that only the steepest part of the repulsive barrier gives 
rise to transitions. 
Massey and Burhop (19) have used the Landau-Teller result 
to obtain s. They get 2.2 x 10~9 cm for COg and 3*6 x 10~9 cm 
for NgO. However, they have overlooked the fact that in 
(2.42) and (2.44) V is the angular frequency, resulting in 
s too large by a factor of 2 IT . Shields (35) quotes s = 
1.7 x 10"9 cm for COg, also off by the same factor. 
The values of of listed in Table 6 are all within those 
predicted by Bethe and Teller, i.e., 1/3 to 1/30. 
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V. CONCLUSIONS 
On the "basis of the foregoing, the following conclusions 
may be asserted: 
1. The interferometer used in these studies may be used 
as an absolute instrument in the determination of relaxation 
absorption. 
2. Inflection frequencies of the velocity dispersion in 
the methane derivatives studied do not change rapidly with 
temperature. Therefore, their relaxation times are not strong­
ly temperature dependent. 
3» Series excitation which prevails at room temperature 
persists as the temperature is increased. 
4. The energy excitation theory postulates the existence 
of a minimum energy of approach which is proportional to the 
energy of the lowest mode of vibration. The temperature de­
pendence of collision lifetimes observed in this study 
negates the hypothesis. Therefore, the assumption of such a 
threshold energy cannot be correct. 
5- Contrary to the result of Arnold, et al. (2), a 
distinct preference of the Landau-Teller temperature depend­
ence over the exponential T~^ dependence has been observed. 
However, the Landau-Teller theory does not account for the 
peculiar linear dependence of the logarithm of collision life­
times upon the lowest mode of molecular vibration. Reasonable 
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values for the steric factor and for the range of intermolec­
ular forces are obtained from this study. 
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VIII. APPENDICES 
Appendix A. Critical Data for Some Halo-Methanes 
Gas T (°K) P (atm.) V.(cc/gm-mole) Boiling point 
c c ( °K) 
CBr2F2 464 39.9 250a 297.7 
CBrF3 340.2 39.1 200 215.4 
CCLGF 473 41.7 248 297.3 
CCI2F2 384.7 39.6 217 243.4 
CCIF3 302 38.1 180 193.2 
CF4 228 36.9 140 145.2 
CHCI2F 451.7 51 1 197 282.1 
CHCLFG 369 48.7 165 232.4 
CHF3 323 56.5 127* 191.0 
CH2F2 374 71-3 117* 221.6 
CHgBr 457 63 159s 276.8 
CH3CI 4l6 64.7 142 249.2 
^Calculated by method.of Meissner and Redding (23). 
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Appendix B. Molecular Vibrational Frequencies 
Determined from Raman and Infra-Red Spectra 
CBr^F- CCIF^ CHCIF- CH-.Br 
"T5T" "35o "W -BE" 
282 — 4l5 952 
330 478 595 — 
340 560 794 1305 
367 ™~rr 805 1445 
623 783 1088 
816 1102 1310 2972 
1077 1210 1350 3056 
1142 3035 —-
CFI 
CBrF? _4 CHF, CE.C1 
4 3^7 ^  ^
532 
845 
1072 
CC12F2 
260 
320 
433 
664 
877 
919 
1082 
1147 
297 _ 459 732 
350 ^2 667 1015 
548 _ 831 -— 
M •» S" » 
1206 _ 2966 
3035 3042 
^ 
® I S 
1065 1294 
1250 1488 
1307 1509 
3019 2963 
3030 
-1 All frequencies in cm . Omissions denote degeneracy in 
the preceding mode. 
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Appendix C. List of Symbols 
The following Latin letters are used as symbols: 
a Classical hard-sphere collision diameter. 
a, Ac, A Beattie-Bridgman gas constants. 
b, Bq, B Beattie-Bridgman gas constants. 
B Second virial coefficient. 
C Molar heat capacity at constant volume below the 
dispersive region. 
C Molar heat capacity at constant volume above the 
dispersive region. 
G*, Effective heat capacity at angular frequency oo in 
the dispersive region. 
Cvib Contribution to CD made by molecular vibrations. 
Cp Molar heat capacity at constant pressure. 
c Acoustic phase velocity of undamped wave. 
E Relative energy of approach of two colliding mole­
cules. 
E* Minimum value of E required to yield de-excitation, 
e Base of natural logarithms. 
f Acoustic frequency. 
f^ Acoustic frequency at the inflection point, 
g Proportionality constant: E*/h \>m. 
h Planck1s constant. 
i pr. / 
k Boltzmann's constant. 
K Coefficient of thermal conductivity. 
L Molecular mean free path. 
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Statistical weight factor. 
Molecular weight. 
The number of molecules per unit volume. 
Avogadro1s number of molecules per mole. 
Pressure. 
Critical pressure. 
Probability that a molecule in the ground state will 
be raised to the first vibrational state by a col­
lision. 
Probability that a molecule in the first vibrational 
state will be de-excited to the ground state by a 
collision. 
Average of pQ^ over maxwellian distribution. 
Average of p1Q over maxwellian distribution. 
Low velocity collision diameter in the Lennard-
Jones model. 
Universal gas constant in appropriate units. 
Average number of collisions experienced by a single 
molecule in one second. 
Sutherland constant. 
Range of intermolecular forces. 
Temperature in degrees Kelvin. 
Critical temperature. 
Time in seconds. 
Velocity of sound. Subscripts "BB" and "ideal" 
refer to the respective equations of state. 
Complex velocity of sound. 
Critical volume. 
Molecular velocity. 
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v Mean thermal velocity; also average relative 
velocity before and after collision. 
%20 1/P^q, or the collision lifetime of an excited 
molecule. 
Zq^ 1/Pq^, or the collision lifetime of a molecule in 
the ground state. 
The following Greek letters are used as symbols : 
Steric factor. 
Amplitude absorption coefficient per centimeter. ? 
y Ratio of specific heats C^/C^. Also, correction 
factor to Bethe-Teller expression. 
€ Beattie-Bridgman constant. Also, the potential 
minimum in the Lennard-Jones potential function. 
Coefficient of viscosity. 
6 Relaxation time. 
6 Relaxation time associated with the lowest mode of 
molecular vibration. 
^ Acoustic wavelength. 
Classical energy absorption coefficient per wave-
/,cl length. 
associated with relaxation absorption in an 
y" ideal laeai gas. 
yV m Maximum value of relaxation absorption. 
V Frequency of molecular vibration in appropriate units. 
Minimum of lowest of the vibrational modes. 
f Density in appropriate units. 
Â Density in moles per liter, i.e., 1/v where v is 
' the molar volume. 
Time required for a molecular collision. 
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Period of a molecular vibration. 
Idealization factor; Cf. (2.5)• 
Angular acoustic frequency: 2irf. 
for maximum absorption. 
