This paper considers generalized additive models and generalized additive mixed models in which the smooth terms are represented using any relatively low rank basis, with an associated quadratic penalty imposing smoothness, and estimation is via penalized likelihood maximization and GCV or likelihood, REML or PQL maximization. A general method for using low rank tensor product smooths to represent smooth functions of several variables in GAMs and GAMMs is suggested. The method applies a separate wiggliness penalty for each argument of the smooth, these penalties being induced in a natural way by the 'marginal' penalties associated with the smooths from which the tensor product smooth is constructed.
Introduction
An Additive Mixed Model (special case of a GAMM, Lin and Zhang, 1999; Fahrmeir and Lang, 2001 ) has a structure something like y i = X i θ + w 1i f 1 (x 1i ) + w 2i f 2 (x 2i , x 3i ) + . . .
where y i is a univariate response; θ is a vector of fixed parameters; X i is a row of a fixed effects model matrix; the w ji s are covariates, dummy variables or often simply 1 (they are used in 'variable coefficient models': Hastie and Tibshirani, 1993) ; the f j s are smooth functions of covariates x k ; Z i is a row of a random effects model matrix; b ∼ N (0, ψ) is a vector of random effects coefficients with unknown positive definite covariance matrix ψ; ∼ N (0, Λ) is a residual error vector, with i th element i and covariance matrix Λ, which is usually assumed to have some simple pattern. Generalized additive mixed models replace the normal residuals assumption with an assumption that y i |b has some exponential family distribution and E(y i |b) is some monotonic function of the right-hand side of (1), excluding the i term. These models are closely related to the geoadditive models of Kammann and Wand (2003) , and Ruppert, Wand and Carroll (2003) discuss a number of examples of models of this type. Additive mixed models also bear some relation to the models for designed experiments discussed, for example, by Verbyla et al. (1999) and implemented, for example, by Ball (2003) . Generalized additive models (GAMs, Hastie and Tibshirani, 1990 ; see also Wahba, 1990 ) are a special case of GAMMs, which have no Z i b term.
GAMMs have an advantage over GAMs in that the more complex stochastic structure allows treatment of autocorrelation and repeated measures situations. The way in which smooths are actually incorporated into GAMMs varies. Lin and Zhang (1999) used cubic smoothing splines to represent the univariate smooths that they considered, while Wang (1998) represented a full smoothing spline ANOVA model (see e.g. Gu, 2002) as a normal linear mixed model. But other authors have tended to opt for the more computationally parsimonious penalized regression splines; either P-splines (Eilers and Marx, 1996) estimated using MCMC (Fahrmeir and Lang, 2001) or some variant on the thin plate spline basis with estimation by REML (Kammann and Wand, 2003, Ruppert, Wand and Carroll, 2003) . In the latter case the basis allows the smooth terms to be neatly separated into an un-penalized component to be treated as a fixed effect and a wiggly component to be treated as a random effect. Not all bases (for example the P-splines) are so convenient, but in that case a simple re-parameterization is always possible which splits the smooth into fixed and random components, as reviewed in section 2 of this paper.
Three approaches to representing smooths of more than one variable in GAMMs have been suggested. Either low rank approximations to thin plate splines have been employed (Kammann and Wand, 2003; Ruppert, Wand and Carroll, 2003) or tensor product P-splines have been suggested, with the single penalty given by the Kronecker product of the penalties associated with the marginal bases from which the smoothing basis is constructed (Fahrmeir and Lang, 2001 ). Finally, for smooths of 2 predictors in a fully Bayesian setting, and recognizing the undersmoothing that results from single Kronecker product penalties, Lang and Brezler (2004) suggested employing tensor products of equally spaced B-spline basis functions in conjunctions with spatially symmetric priors on the B-spline coefficients based on neighbouring coefficients.
Lang and Brezler also generalized this to allow the degree of smoothing to vary over space: these smooths perform well but are not invariant to re-scaling of the covariates.
By contrast, in non-GAMM settings the full tensor product smoothing splines of Wahba (1990) and Gu (2002) effectively have a separate smoothing penalty associated with each marginal basis of the tensor product, allowing the smooth to adapt to different degrees of underlying "wiggliness" with respect to different variables. Similarly Eilers and Marx (2002) have used tensor products of B-splines to represent two dimensional surfaces, with separate difference penalties applied to the coefficients of the B-splines along the two covariate axes. When it is not appropriate to assume isotropy of a smooth of several variables then the invariance of such tensor product smooths is an important property. Section 3 of this paper shows how to form smooths of several variables from tensor products of any set of bases with quadratic penalties in a way that: (i) allows the smooth to be decomposed into fixed and random components suitable for incorporation into a generalized linear mixed model, (ii) produces smooths that are invariant to rescaling of their arguments and (iii) produces smooths that are computationally efficient to work with, due to their relatively low rank.
A final practical issue is the numerical reliability of estimating GAMMs using standard mixed modelling software and section 4 discusses a simple alternative to the usual log parameterization of variance components that can enhance this. It is not the purpose of this paper to provide a review of the topic of smoothing in general, or even mixed model approaches to smoothing, for which the reader should consult the books by e.g. Ruppert, Wand and Carroll (2003) , Hastie and Tibshirani (1991) or Gu (2002) (or the papers by Verbyla et al., 1999 or Fahrmeir, Kneib and .
The work reported here was motivated by the need to provide GAMM and GAM methods general enough to allow the modeller to pick the most appropriate penalized regression basis for the problem at hand (e.g. regression splines, P-splines, pseudosplines or something else) while generating well behaved smooth interaction terms from any mixture of lower dimensional bases in a consistent and automatic manner.
2 Mixed model components from general basis functions and single quadratic penalties
The representation of smooth model terms as random effects estimable via standard mixed modelling software is now well established methodology (see e.g. Carroll, Wand and Ruppert, 2003; Verbyla et al. 1999) . The purpose of this section is to show how this approach can be adapted to any representation of a smooth using a set of basis functions and a single quadratic penalty. The methods reported here are a straightforward generalization of those given in Wood (2004, Appendix) or Fahrmeir, Kneib and Lang (2004, section 2. 3), but are essential to understanding the tensor product approach.
Suppose that a smooth term f (x) can be represented as
where a j is a known function of the covariates x and β j is an unknown coefficient. Examples of the a j might be B-splines, tensor products of B-splines, thin plate regression spline basis functions, the truncated power basis for cubic splines, a 'pseudospline' basis (Hastie, 1996) or some radial basis functions.
Further suppose that the wiggliness of f can be measured by a functional J(f ) which can be expressed as a quadratic form β T Sβ where S is a positive semi-definite matrix of known coefficients. Examples of the quantities represented by such a penalty are the thin-plate spline penalties; the integrated square of second derivative penalty for a cubic spline and the various difference penalties used in P-spline smoothing. In general S is only semi-definite because most smoothness criteria consider some space of functions to be 'completely smooth': the number of zero eigenvalues of S is the dimension of such a space, which will be denoted M .
Given a basis and data from which to estimate f , it is straightforward to produce a model matrix, X, for f where X ij = a j (x i ). The mixed model approach to estimating f starts from the premise that, by stating that f is smooth, we really believe that it is more probable that f is smooth than that f is wiggly. This can be formalized by specifying a prior for the wiggliness of the model which is ∝ exp(−λβ T Sβ/2), say. Such a prior implies an improper Gaussian prior for β itself (Silverman, 1985) .
Now it is possible to proceed by treating all the coefficients of f as random effects with
where S + is a pseudoinverse of S (e.g. Fahrmeir and Lang, 2001 ), but the improper prior is awkward to handle. If estimation by standard mixed effects methods is required, it is better to try and split f into a component with a proper prior and a component with a completely improper prior which will be treated as a fixed effects term. Some basispenalty combinations allow this to be done quite straightforwardly. For example Kammann and Wand (2003) , and Ruppert, Wand and Carroll (2003) use a low rank thin plate spline basis in which the un-penalized space is represented using a polynomial basis; however, for many smooths of practical interest the basis does not separate so easily.
In general the solution is simply to work in the eigenspace of the penalty matrix S. To do this let S = UDU T where U is an orthogonal matrix, the columns of which are the eigenvectors of S, and D is a diagonal matrix with the corresponding eigenvalues arranged in descending order on the leading diagonal. Let D + denote the smallest sub-matrix of D containing all the strictly positive eigenvalues. Now reparameterize so that the new coefficient vector can be written
where U F has M columns and defining X F ≡ XU F while X R = XU R the mixed model representation of the smooth in terms of a linear predictor and random effects distribution is now
where λ and β F are fixed parameters to be estimated. For convenient estimation with standard software a further reparameterization is required. Defining
then the mixed model representation of the term is
Including such a term in a mixed model is simply a matter of appending the columns of X F to the fixed effect model matrix, appending the columns of Z to the random effects model matrix and specifying the given random effects covariance matrix. Obviously, the multiple smooth terms of an additive model are easily combined (although some simply identifiability constraints are then required).
Tensor products
The previous section dealt with any smooth with a single penalty, such as univariate smooths; the thin plate regression splines of Wood (2003) ; the tensor product splines suggested by Fahrmeir and Lang (2001) or Green and Silverman (1994) or non-spatially adaptive versions of the tensor product splines proposed by Lang and Brezger (2004) . However single penalty smooths of multiple covariates are usually problematic if the covariates are not naturally on the same scale.
For example, if one covariate is time and another is some measure of location, then the relative scaling of these has to be chosen in order to apply most single penalty smoothing method and, in the absence of a systematic method, the choice will be necessarily ad hoc. In the case of tensor product splines with a single penalty, constructed from a Kronecker product of 'marginal penalties', the problem is different: in this case the smooth is invariant to rescaling, but only at the cost of employing a penalty of impractically low rank (see below for further details).
Tensor product smooths with separate penalties associated with each covariate can provide smooths which are invariant to rescaling of covariates and have a useful smoothness range. This has long been recognized in the literature on full spline function estimation (e.g. Wahba, 1990; Wang, 1998; Gu, 2002) , while in the penalized regression spline literature Eilers and Marx (2003) have successfully used bivariate tensor products of B-splines in which separate difference penalties on the B-spline coefficients were applied in the two covariate directions. However most applications of tensor products of regression splines have used only single penalties. This section provides a general recipe for constructing low rank tensor product smooths from arbitrary 'marginal' basis function -quadratic penalty combinations, with separate penalties for each covariate direction induced in a natural way from the marginal penalties. This is done in a manner that allows straightforward incorporation of the resulting smooths into generalized linear mixed models. In a GAM context the results provide low-rank, and hence computationally efficient, analogues of full spline tensor product models, while generalizing the approach of Eilers and Marx (2003) to any basis-penalty combination and smooths of arbitrary numbers of covariates. In the GAMM context they provide a satisfactory means of generating smooths of more than one variable when it is not reasonable to assume isotropy. 
where the γ j are unknown coefficients. Typical basis functions might be those for B-splines, thin plate regression splines or pseudosplines. Let J i (m i ) be a functional associated with the basis, which measures the 'wiggliness' of m i , and suppose that it can be expressed as a quadratic
and S i is a matrix of known coefficients:
typical examples might be the squared derivative penalties used in spline smoothing, the squared difference penalties of P-splines or the penalty on a pseudospline basis. A particular basis-penalty combination gives the ingredients for estimating a smooth function of x i by penalized regression, or as a component of a mixed model. Now the usual tensor product approach uses products of the marginal basis functions a i,j to construct a basis for f , leading to the following representation:
where the β j 1 ,j 2 ,...,j d 's are unknown parameters.
To motivate production of an appropriate set of penalties for the tensor product smooth, it helps to re-write the smooth as
Hence the variation of f in the x l direction is characterized entirely by the
, which are each of the form (2). This suggests that a natural way of characterizing the wiggliness of f in the x l direction is via the functional
that is via the sum of the marginal functionals applied to each of the f
. It is relatively straightforward to show that
appropriate order. ⊗ is the Kronecker product and I R the rank R identity matrix.
As in the single penalty case, given the tensor product basis and data from which to estimate f , it is straightforward to construct a model matrix X for the term, but if the coefficients of the term are to be treated as random effects then their distribution would now be β ∼
where the λ i are parameters to be estimated.
The dimension, M T , of the null space of the covariance matrix is readily shown to be given by the product of the dimensions of the null spaces of the marginal penalty matrices S i (provided that λ i > 0 ∀ i) and as in the single penalty case the resulting rank deficiency of the covariance matrix would cause problems for estimation of the model via standard mixed effects methods.
Again it helps to reparameterize using an eigenspace related to the penalty. Specifically let
where U is an orthogonal matrix of eigenvectors and D is a diagonal matrix of eigenvalues, with M T zero elements at the end of the leading diagonal. Notice that there are no λ i parameters in the sum that is decomposed: this is reasonable since the null space of the penalty does not depend on these parameters (however given finite precision arithmetic it might be necessary to scale theS i matrices in some cases).
It is not now possible to achieve the sort of simple representation of a term that was obtained with a single penalty, so the reparameterization is simpler. Partitioning the eigenvector matrix
A mixed model representation of the tensor product term (i.e. the linear predictor and random effects distribution) is
where the λ i and β F parameters have to be estimated. Clearly the covariance matrix structure is not completely standard, but it can be handled quite easily in the nlme software of Pinheiro and Bates (2000) by writing a new pdMat class. Given such a class, incorporation of one or more tensor product terms into a linear mixed model is straightforward.
Simple example: a 3-way interaction
The general expressions given above can mask the basic simplicity of the approach, so it is worth considering the construction of a tensor product smooth, f (w, 
To see how these penalties relate to the marginal penalties suppose that the marginal penalties are the usual spline integrated squared second derivative penalties. In this case the penalty on the marginal smooth m z would be m z (z) 2 dz. Now f can be re-written as:
where
in which case it can be shown that
Similar expressions apply for the other two penalties.
Why multiple penalties are preferable to a single penalty
There is a substantial practical difference between using the approach suggested here and a simpler tensor product approach employing a single penalty matrix such as
The problem with such single penalties is their degree of rank deficiency. For example, a smooth of three variables constructed from three cubic spline bases, each of rank five, would have 125 parameters and a penalty of rank 27. Hence the effective degrees of freedom of the term would have to lie between 98 and 125, rendering the penalization effectively useless. In contrast, using the same marginal bases and the approach advocated here, the degrees of freedom of the smooth would lie between 8 and 125: a much more useful range for practical work. Alternatively one could employ a higher rank single penalty in association with a tensor product basis, but in that case the resulting smooth is no longer invariant to linear re-scaling of the arguments of the smooth.
Nesting
Consider once again marginal bases {a i,j (x i ) : j = 1, . . . , k i } such that the i th 'marginal' smooth function can be written as
where the γ j are unknown coefficients. If there exist a set of coefficients c j such that 
is nested within a model component of the form
if f is represented by a tensor product smooth constructed from the marginal bases. This is obvious if each set of marginal basis functions contains a constant function, since then each marginal basis function appears 'on its own' somewhere in the set of a tensor product basis functions. Otherwise it follows from the previous argument and the fact that the marginal bases whose span includes the constant functions can always be re-parameterized to include a constant in the basis, without, of course, changing the space spanned by tensor product.
Since the x i can be vectors, and since any tensor product smooth can be built up in various ways as a product of lower dimensional tensor product smooths it follows that any additive model structure dependent on x 1 , x 2 , . . . , x d is nested within the tensor product smooth of all these variables, provided that the same marginal bases are used for constructing the representation of the additive model and the full tensor product, and provided that the spaces spanned by the marginal bases include the constant functions. Hence these general low rank tensor product schemes can be used for low rank versions of smoothing spline ANOVA, in both GAM and GAMM contexts.
mixed modelling software, but has some problems if, as in the case of smooths, the variance parameters can legitimately become very large or close to zero. For such extreme values the likelihood, PQL or REML score can be quite flat and this tends to leads to large trial steps for η during Newton type iterative maximization. Large η steps can unfortunately lead to numerical overflow or underflow of λ. For example, using 64 bit double arithmetic, if the magnitude of η is larger than somewhere in the region of 700-800 then overflow or underflow will occur: for MLE, REML or PQL either is problematic. This problem occurs inconveniently often in practice if one tries to estimate GAMMs using standard software such as lme (Pinheiro and Bates, 2000) .
Fortunately there is a simple solution. Rather than use λ = exp(η) one can use λ = notExp(η) where 
Generalization and Confidence Intervals
The discussion so far has focused on additive mixed models, and general methods for setting these up in a manner allowing estimation using standard software such as the nlme library of Pinheiro and Bates (2000) . Estimation in the generalized case can proceed in a completely straightforward manner using the approximate PQL methods of e.g. Breslow and Clayton (1993) . Venables and Ripley (2002) provide a suitable function glmmPQL based on iterative calls to the mixed modelling function lme from the nlme library.
The remaining issue is the calculation of confidence intervals. In most applications of GAMMs these would be required primarily for the smooth terms and the fixed effects. If this is the case then, following Silverman (1985) , a Bayesian posterior covariance matrix for the coefficients of these terms can be obtained. Conditioning on the parameter estimates for the random effects, it is first necessary to calculate the covariance matrix for the response data (or pseudodata in the PQL case) implied by the estimated random effects structure excluding the smooth terms; suppose this is V. Then if θ is the vector of all the fixed parameters plus the coefficient of the smooths, X is the model matrix corresponding to these terms and S i is the ith penalty matrix (padded with zeros if necessary so that θ T S i θ is the correct penalty) then
whereθ is the vector of estimates or predictions of the elements of θ. This is essentially the approach taken in Lin and Zhang (1999) , and allows the required intervals to be obtained. The only quantity not readily available from standard software is the estimate V, but with some effort it is possible to extract it, at least from lme fits. As usual the degrees of freedom per element of θ can be estimated from the leading diagonal of (
Examples
This section illustrates the utility of the methods using two simulated examples (so that the correct answer is known) and a short real example. In the first example data were simulated from the model order difference penalty: see Eilers and Marx, 1996) , while the noise was modelled as an AR (1) process with unknown correlation parameter. The example is interesting, since the P-spline basis does not have immediately identifiable fixed (i.e. unpenalized) and random (penalized) components, so the approach of section 2 is required. After using this method to represent the model as a linear mixed model it was estimated using REML (S routine lme, Pinheiro and 
There were 10 b j terms which were i.i.d. N (0, 1); each group contained 40 observations; the x i and w i were independent uniform random deviates on (0,1); the z i were independent random deviates on (0,0.05);
where σ x = 0.3 and σ z = 0.02; f 2 (w) = sin(2πw). The response data are plotted against the three covariates, and a spurious covariate v, in figure 2. A typical situation producing such data would be a marine biological survey conducted by several different research vessels, where it is usually prudent to include a random effect for vessel in any analysis.
Three models were fitted to the data: all assumed Poisson errors and a log link; represented f 2 with a cyclic penalized cubic regression spline with 10 knots and included a final nuisance term (f 3 , not in the truth) represented by a 10 knot 'P-spline'. The first model was a GAMM including a random effect for group and representing f 1 with a tensor product of penalized cubic regression splines with 6 knots per direction (piecewise cubic Hermite polynomial basis used). The second model was the same as the first except that f 1 was represented by a rank 36 isotropic smooth (a thin plate regression spline, Wood, 2003) . The final model was as the first, but without the random effect and estimated by penalized likelihood maximization with smoothing parameters chosen by an unbiased risk estimator (see Wahba 1990) , which is approximately AIC.
Results for a typical replicate simulation are shown in figure 3 . It is clear that using an isotropic smooth is unsatisfactory, while neglecting the correlation structure in the data leads to considerable over-fitting. Hence, for this type of data, the work reported in this paper is a necessary addition to GAMM and GAM methods. Note also that neither the cubic regression spline nor P-spline bases used here have obvious components representing the space of unpenalized functions, so again the methods of sections 2 and 3 are essential for their use in a GAMM.
Mackerel example
Fish stock assessments are sometimes undertaken by surveying the eggs of a particular species in order to work out egg abundance, from which total mass of the spawning stock of fish can be indirectly inferred. One such survey was undertaken in 1992 off the west coasts of Britain, Eire and France targeting Mackerel eggs. Several fisheries research vessels sampled on an 'irregular grid' by hauling a fine meshed net vertically through the water column and counting the mackerel eggs found in the net (see left most panel figure 4). Generalized Additive Models were used to model these data by Borchers et al. (1997) . The best models in terms of explaining the egg abundances tend to depend almost exclusively on geographic predictors, such as longitude, latitude and distance from the 200m sea bed contour (proxy for the distance from the edge of the continental shelf). Such models are fine for stock assessment, but not completely satisfactory in terms of biological interpretability, since they depend on quantities which the fish are unlikely to be directly sensitive to.
Biologically, it would be interesting to try and base prediction entirely on variables that the fish might be able to sense, such as salinity, water temperature, sea bed depth and perhaps latitude (since day length varies with latitude over the survey area). For the purposes of this example, square root of observed egg density per square metre of sea surface, y, is used as the response, and this is modelled as having a normal distribution (modelling the counts directly and using a Poisson distribution is also possible, but in that case there is substantial overdispersion to be dealt with). The model used was then:
assuming that observation i was obtained by boat j. The random effects b j are assumed i.i.d.
Normal, while the vector of residuals is ∼ N (0, Λ), Λ being given by the assumption that the residuals are correlated in a manner that decays exponentially with geographic distance between observations nested within vessel (see Pinheiro and Bates, 2000) . The vessel effect is included to allow for differences in operating procedures etc. between the boats. The spatial correlation is to account for aggregation not explicable by the covariates. It seems sensible to nest this correlation within vessel, since in practice different vessels tend to be separated in time when proximate in space. The smooth function f 1 was represented using a tensor product smooth, with marginal cubic regression spline bases of dimension 6: it is a function of the square root of sea bed depth, latitude and temperature at 20 metres depth. f 2 was represented using a rank The salinity effect is estimated to be a straight line with slope very close to zero, and no sensible model selection criterion would leave it in the model, so it was dropped. The standard deviation of the vessel effect was estimated to be only 1% of the residual standard deviation, and the spatial auto-correlation was similarly close to zero, however these were not dropped, given their role as nuisance factors included purely to avoid being misled about the other effects. Figure 5 shows some slices through the estimated f 1 : note the apparent preference for relatively cool deep water, and the way that temperature preference does not seem to change greatly with latitude. Figure 4 also shows predicted square root of egg density and its standard deviation. Notice how the bulk of the distribution is off the shelf edge, and the survey area is failing to cover the whole distribution: in part this is because the fish were expected to be rather closer to the shelf edge (200 metre contour) than appears to actually be the case.
The computations reported above were conducted using R 1.8.1 (The R core development team, 2003). Basis and penalty construction were handled using the general basis construction facilities provided in Wood's (2000) package mgcv, which is written to allow straightforward definition of new smooth classes. Model estimation was accomplished using Pinheiro and Bates' (2000) routine lme from their package nlme or Venables and Ripley's (2004) routine glmmPQL from their MASS library. To facilitate use of the non standard random effects covariance matrices and the notLog parameterization of the λs with lme/glmmPQL two new pdMat classes (pdTens and pdIdnot) were written, and are available on request along with a function for extracting the matrix V required for confidence interval construction.
One issue of computational detail is the most efficient way in which to set up tensor product bases. The approach given in section 3 is very straightforward, but it would be more computationally efficient to identify the null space bases of each marginal smooth first, using the methods of section 2, and then form the null space of the tensor product from the tensor product of the marginal null spaces. However this is much more tedious to handle computionally, and is unlikely to offer significant computational savings while the eigen-decomposition employed in section 3 remains a small part of the total cost of model estimation.
Conclusion
The main innovation reported in this paper is a general method for producing low rank, scale invariant tensor product smooths for inclusion into GAMMs and GAMs, which have a practically useful smoothness range when smoothness is to be estimated as part of model fitting. The importance of scale invariance is well illustrated in the first row of figure 3 , where an example of the suggested smooths is compared with an isotropic smooth: if the covariates of a smooth are not on the same scale, then assuming isotropy can lead to very poor results, which the suggested method overcomes by using a separate penalty for each covariate direction. The importance of a useful smoothness range is illustrated by figure 5: a tensor product smooth with a single penalty, with coefficient matrix constructed from a Kronecker product of marginal penalty matrices, could not have represented a function as smooth as the one shown.
Of course one way of obtaining 'scale invariant' smooths is to simply rescale all covariates of a smooth to have the same range (or to construct a penalty that does this implicitly). This ad hoc approach only works if the degree of variability of the smooth should really be the same relative to all covariate axes: usually there is no way of knowing in advance if this is an appropriate assumption or not. Instead, the tensor product approach suggested here amounts to estimating the appropriate scaling of covariates relative to each other as an integral part of model fitting.
These advantages of tensor product smooths with multiple penalties have been recognized in the literature on smoothing spline ANOVA for some time (see e.g. Wahba, 1990 or Gu 2002 for good summaries), and in the penalized regression spline context Eilers and Marx (2002) have demonstrated the utility of using separate penalties for smooths of two variables constructed from tensor products of B-splines. The work reported here is hence a generalization of Eilers and Marx (2002) to tensor product smooths of any number of variables constructed from any combination of marginal smoothing bases and penalties and to a GAMM or GAM setting.
Similarly it brings the advantages of SS-ANOVA style tensor product smoothing to GAMs based on low rank smooths and to GAMMs.
While the methods presented here provide a practically useful means for modelling smooth interactions in GAMMs (and GAMs), there are obvious deficiencies in the approach. For example the scale invariance has been obtained at the cost of rotational invariance: tensor product smooths are not invariant to rotation of the covariate space. It might be useful to have truly anisotropic smooths available within the GAMM or GAM frameworks. The difficulty is in finding a way of doing this that can be fully integrated with such models. It is also not clear how much would be gained in practice if such smooths could be produced. The practical difference between being able to use scale invariant smooths and not is rather substantial, as the examples in this paper partly illustrate, but typically the tensor product smooths seem to do a good enough job at representing the underlying truth that full rotational invariance is likely to offer rather limited additional benefits.
Another appealing generalization would allow locally varying degrees of smoothness. Lang and Bresger (2004) have achieved this in a GAMM setting, but not in conjunction with scale invariance and a fully Bayesian approach to computation is required. Again, the fully local, anisotropic (or even scale invariant) smooth that can easily be incorporated into GAMMs or GAMs is not likely to be easy to achieve, even if data are available that might contain sufficient information for reliable estimation of such terms.
In conclusion, the generality of the framework presented for constructing smooth terms for inclusion in GAMMs and GAMs makes it straightforward to work with whatever basis and quadratic penalty combination appears most suitable for representing the smooths in a model.
The production of scale invariant smooths with a useful smoothness range is automatic within this framework and represents a useful advance. These advantages, in combination with the numerically robust parameterization presented in section 4 and the use of computationally efficient low rank smooth terms should help to make the use of Generalized Additive Mixed Models a more routine undertaking than has previously been the case. The practical computational advantages are underlined by the model fitting reported in section 6: the largest amount of computer time required for an example model estimation was 80 seconds (for the full GAMM fit to the second example; Pentium IV 1.7Ghz, Windows XP).
