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We propose a physically realizable Maxwell’s demon device using a spin valve interacting unitarily
for a short time with electrons placed on a tape of quantum dots, which is thermodynamically
equivalent to the device introduced by Mandal and Jarzynski [PNAS 109, 11641 (2012)]. The
model is exactly solvable and we show that it can be equivalently interpreted as a Brownian ratchet
demon. We then consider a measurement based discrete feedback scheme, which produces identical
system dynamics, but possesses a different second law inequality. We show that the second law for
discrete feedback control can provide a smaller, equal or larger bound on the maximum extractable
work as compared to the second law involving the tape of bits. Finally, we derive an effective master
equation governing the system evolution for Poisson distributed bits on the tape (or measurement
times respectively) and we show that its associated entropy production rate contains the same
physical statement as the second law involving the tape of bits.
PACS numbers: 05.70.Ln, 05.60.Gg, 05.40.-a, 05.70.-a, 73.23.Hk
I. INTRODUCTION
Traditionally, thermodynamics is a theory that de-
scribes systems exchanging energy and entropy with ide-
alized heat reservoirs and work sources. It provides two
fundamental laws every system must obey: the first law
(energy balance) and the second law (entropy increase).
Reconciling these macroscopic laws with a microscopic
picture of atoms and molecules in motion raises subtle
issues. As far back as the nineteenth century, Maxwell
speculated that an external agent, using microscopic in-
formation to control the state of a system, might be able
to circumvent the second law [1]. This agent is now
known as ‘Maxwell’s demon’. Accepting the possibility of
‘intelligent interventions’ (due to idealized measurement
and information processing devices such as computers),
it is widely accepted that the correct application of Lan-
dauer’s principle [2] will save the second law, as noted
by Bennett [3] in his analysis of Szilard’s famous engine
[4]. Note however that Maxwell’s demon can also be ‘ex-
orcized’ without reference to intelligent interventions, by
showing that any device designed to exploit molecular
scale fluctuations to violate the second law, must fail or
must produce a large dissipation somewhere else as anal-
ysed for specific models by Smulochowski [5] and Feyn-
man [6]. See also Ref. [7] for opposing arguments and
Refs. [8, 9] for other illustrative models.
Besides the possibility of actively measuring and con-
trolling the system, Bennett noted that a tape of bits in
a low entropy state might act as a thermodynamic re-
source while the tape randomizes itself [3], which can be
regarded as another form of a Maxwell demon in which
the low entropy state of the tape allows for the rectifica-
tion of thermal fluctuations, for instance to lift a mass or
cool a cold reservoir. A particular mathematical model
was proposed and analyzed by Mandal and Jarzynski [10]
and has been followed by further models exploring the
possibility of Maxwell’s demon devices incorporating an
information reservoir in the thermodynamic description
[11–16].
However, the models proposed above are rather ab-
stract and it would be desirable to find a physical model
able to reproduce the same results. By ‘physical’ model
we mean that we start with a well-defined and well-
motivated Hamiltonian describing an explicit, physically
realizable system, and, following standard procedures
(e.g. as used to derive master equations), we end up with
a mathematical description equivalent to those above. In
this paper we will indeed show that a quantum dot spin
valve with perfectly polarized leads allowing only for one
sort of spins to tunnel through, which interacts with a
tape of electrons causing spin flips, provides a physical
implementation of the device proposed in Ref. [10] in the
sense that it has identical dynamics and thermodynam-
ics (though a quite different physical interpretation). A
similar model was already put forward by Datta in Ref.
[17] where the ‘impurities’ in his model correspond to the
electrons on the tape in our model. For another physical
realization also see Ref. [18].
The models discussed above all rely on measurements
or interactions with a bit at predetermined discrete times
or intervals. The resulting dynamics can in general not
be formulated as a differential equation anymore. An
alternative approach to feedback control relies on a con-
tinuous measurement scheme and the fact that a master
equation (ME) can be unraveled in terms of trajecto-
ries representing the actual state of the system. This
approach yields an effective differential equation for the
system dynamics and has been extensively used in the
field of open quantum systems and quantum information
[19]. Furthermore, it was successfully applied to con-
struct Maxwell demon like feedbacks and to study the
thermodynamics of such systems [20–22]. It was shown
that such feedback schemes can also be formulated within
an inclusive approach not relying on any phenomenolog-
ical measurements or feedback actions [9]. In addition
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2to the ME picture, the thermodynamic implications of
continuous feedback schemes were studied for Langevin
dynamics as well [23, 24].
Aside from the quest to design illustrative devices,
which are able to rectify thermal fluctuations by some
sort of information processing, the question naturally
arises as to whether it is possible to treat the different
approaches above in a unified framework [25–29]. To ad-
dress this question with our model – following the three
cases investigated by Barato and Seifert [26] – we will
design a measurement-based feedback scheme, which has
identical system dynamics as the tape model, and we will
derive an effective ME for Poisson distributed bits on the
tape or measurement times respectively. We will com-
pare the different forms of the second laws and we will
show that the second law for discrete feedback control can
provide a smaller, equal or larger bound on the amount
of extractable work as compared to the second law in-
volving the tape of bits. For the effective ME we will
show that its associated entropy production represents
the same physical statement as the second law involving
the tape of bits.
Outline: We start with the description of the model
including the system, the tape of bits and the system-bit
interaction in Sec. II and we show that it is equivalent to
a Brownian ratchet demon. Sec. III is then devoted to
a thorough study of its thermodynamics. In Sec. IV we
will study a measurement based feedback scheme, which
yields identical system dynamics but different thermo-
dynamics and we will compare the two different second
laws. Finally, we derive an effective ME for a Poisson dis-
tributed tape in Sec. V and discuss its thermodynamic
behaviour in relation to the other approaches. In Sec. VI
we discuss our results.
II. PHYSICAL IMPLEMENTATION OF THE
MODEL
A. System Description
The system we want to control – either by a tape
of bits or by feedback control (see Sec. IV) – consists
of a quantum dot in the ultra strong Coulomb block-
ade regime attached to two spin-polarized ferromagnetic
leads, which preferably allow one spin direction to tunnel.
Such quantum dot spin valves can be experimentally re-
alized by molecular quantum dots [30, 31]. The quantum
dot is either empty or filled by an electron with spin up or
spin down, thus the system Hilbert space is three dimen-
sional, HS = span{|0〉, |↑〉, |↓〉}, and the Hamiltonian of
the system is assumed to be HS = s(|↑〉〈↑|+ |↓〉〈↓|). For
perfectly and oppositely polarized leads the usual Born-
Markov secular ME predicts that the time evolution of
the probability vector ρS = (p0, p↑, p↓) is given by the
rate equation ∂tρS(t) =WρS(t) where the LiouvillianW
can be split into two parts W =WL +WR:
WL = Γ
 −fL 1− fL 0fL −(1− fL) 0
0 0 0
 ,
WR = Γ
 −fR 0 1− fR0 0 0
fR 0 −(1− fR)
 .
(1)
A detailed derivation of this equation even for arbitrary
polarized leads is given in Ref. [32] following the steps
stated in [46]. Furthermore, within the framework of
the Born-Markov secular ME, we do not have to in-
clude the off-diagonal elements of the system density
matrix (“coherences”) because in the energy eigenba-
sis they do not affect the populations but simply follow
damped oscillations and die out in the long-time limit.
The transition rates of the Liouvillian W are specified
by a global tunneling rate Γ > 0 and Fermi functions
fν = fν(s) = [e
βν(s−µν) + 1]−1, ν ∈ {L,R}, where βν
and µν are the inverse temperature and chemical poten-
tial of lead ν. For the rest of the text we fix the chem-
ical potentials at µL ≡ s + V2 and µR ≡ s − V2 where
V = µL − µR denotes the bias voltage. Assuming equal
lead temperatures, βL = βR ≡ β, the Fermi functions
fulfill the local detailed balance condition
fL
1− fL = e
βV/2,
fR
1− fR = e
−βV/2 (2)
and the steady state ρ¯S of the system is given by
p¯↑ =
eβV
Z
, p¯0 =
eβV/2
Z
, p¯↓ =
1
Z
(3)
with Z = eβV + eβV/2 + 1. It is easy to verify that
the electric current through the system vanishes: due
to the opposite polarization of the leads the transport
through the spin valve is blocked. We note however that
this is an idealized description. In practice the leads are
not perfectly polarized and phonons in the surrounding
medium can induce spin flips in the quantum dot. For
simplicity we will neglect these effects because they do
not change the general point of our discussion as long as
they are relatively weak. For the rest of this paper we
will set β ≡ 1.
B. Tape of Bits
We now describe the tape of bits, which moves fric-
tionlessly past the quantum dot spin valve with constant
speed. In contrast to the models of Refs. [10, 11, 13, 15]
we assume that each bit interacts with the system only
for a short time δt  Γ−1 and that the time τ between
two successive bits is relatively long, τ  δt. During this
time τ the system evolves according to the Liouvillian
W.
Physically, each bit on the tape represents another
quantum dot containing one excess electron, which is
3⇧ ⇧
FIG. 1: a) Simple sketch of the system showing the tape
of bits coupled to the quantum dot spin valve. b) Equiva-
lent model of the Brownian ratchet showing the two different
modes, which can be regarded as shifted versions of an infinite
lattice. Transitions between the two different modes are due
to the interaction with a bit or due to the feedback.
either in state spin up or spin down. To quantify the
portion of spin up and spin down electrons we introduce
the excess parameter δ−, which is defined by
δ− ≡ p−b=↑ − p−b=↓. (4)
Here, p−b=σ denotes the probability that an incoming bit
is in state σ ∈ {↑, ↓}. Analogously, δ+ ≡ p+b=↑ − p+b=↓
quantifies the excess of spin up electrons in the outgoing
tape. As with the quantum dot spin valve, we assume
that the spin up and spin down states on the bit dots are
energetically degenerate, i.e., HB = b(|↑〉〈↑|+ |↓〉〈↓|). A
visualization of the system and bit string is provided in
Fig. 1 (a).
C. System-Bit Interaction
Finally, we must specify how the system and the bit
interact during the short time δt. We will model the
interaction between a filled quantum dot and the n’th
bit by an effective Heisenberg Hamiltonian of the form
Jn(t)σS · σBn . Here σ = (σx, σy, σz)T is the vector of
Pauli matrices and Jn(t) ≥ 0 is a coupling strength whose
time dependence is induced by proximity between the
system and bit. If the interaction occurs around the time
t = tn, we demand that
∫ ∞
−∞
dsJn(s) ≈
tn+δt/2∫
tn−δt/2
dsJn(s) =
pi
4
, (5)
i.e., Jn(t) is approximately zero for t /∈ [tn − δt/2, tn +
δt/2]. Our assumption δt Γ−1 allows us to neglect any
dissipative dynamics arising from the interaction with the
leads. The time evolution of the combined system and bit
– given that the spin valve quantum dot is initially filled
with an electron – is governed by the unitary operator
exp
−i tn+δt/2∫
tn−δt/2
dsJn(s)σS · σBn
 ∼ Uswap. (6)
Here, Uswap is the unitary swap operator acting on two
spins as Uswap|σ1σ2〉 = |σ2σ1〉. Thus, if the spins of the
system and the bit are the same then nothing happens,
but if they are opposite then they both flip. If the quan-
tum dot of the spin valve is initially empty, |0〉, we as-
sume that the state of the bit does not change during the
interval tn − δ/2 < t < tn + δ/2.
The exact form of the time dependent coupling
strength Jn(t) is unimportant: as long as δt  Γ−1,
it only needs to fulfill Eq. (5). In practice, of course,
Jn(t) will never exactly fulfill Eq. (5) but will differ by a
small amount  such that the true unitary operation we
implement is given by Uswap + Ucor + O(2) where the
correction term Ucor gives rise to quantum coherences
between the spin up and down states and a finite proba-
bility proportional to 2 that the swap operation does not
succeed. Because our treatment is in any case idealized
(for instance, due to the assumed perfect polarization of
the leads and the absence of phonons) we will also as-
sume that  = 0, but a more sophisticated treatment
would include a discussion about the so called fidelity of
our quantum gate (i.e., our swap operation).
The effective Heisenberg Hamiltonian above can be
physically more rigorously justified by considering a Hub-
bard Hamiltonian for the two quantum dots (spin valve
plus bit), introducing a weak electron tunneling term be-
tween the dots and for which one can show that the ef-
fective low energy interaction is governed by the Heisen-
berg Hamiltonian above [33]. The fact that this allows
the realization of a swap gate is also used for purposes of
quantum information processing in quantum dots [34]. In
these setups the time dependent coupling Jn(t) is induced
by an electrostatic barrier, which can be controlled by a
gate voltage, between two spatially fixed neighbouring
quantum dots. Thus, we do not necessarily need a tape
of bits moving past the spin valve but we could also use
a single electron transistor or any other single electron
source adjacent to the spin valve and control the inter-
action by a gate voltage. However, for similarity with
the models proposed in Refs. [10–16] we will stick to the
picture of a tape of quantum dots pulled along the spin
valve. Finally, note that a SWAP operation between two
spin qubits in quantum dots was experimentally realized
already in 2005 [35].
D. System Dynamics
We are now ready to formulate the dynamical evolu-
tion of the system over one cycle of duration τ . For
4conciseness we henceforth neglect the small time window
δt and simply assume that the swap operation happens
instantaneously. We start a cycle with the system bit
interaction, eventually leading to a swap operation, and
end a cycle shortly before the next bit comes to interact
with the system. Once we have reached a periodic steady
state we can drop the index n specifying the bit of the
tape because the statistical behaviour of the system is
the same from one interaction interval to the next. For
the interval during which there is no system bit interac-
tion, the time evolution of the system is generated by the
Liouvillian (1), i.e.,
ρ−S (t+ τ) = e
Wτρ+S (t), (7)
where the superscript − (+) denotes the state of the sys-
tem before (after) the swap operation. The system state
after the swap operation is related to the system state
before via the transformation
ρ+S = trB [Uρ
−
S ⊗ ρ−BU†] =
 p−0p−1 1+δ−2
p−1
1−δ−
2
 (8)
where U ≡ 1B ⊗ |0〉S〈0| + Uswap|1〉S〈1| and |1〉S〈1| =
|↑〉S〈↑|+ |↓〉S〈↓| denotes the projector onto the 1-electron
subspace in the spin valve. We have introduced the nota-
tion p−1 ≡ p−↑ +p−↓ and have used the fact that the initial
state of the bit is given by ρ−B = p
−
b=↑|↑〉B〈↑|+p−b=↓|↓〉B〈↓|
with p−b=↑ = (1 + δ
−)/2 and p−b=↓ = (1− δ−)/2.
Eq. (7) together with Eq. (8) fully specify the time
evolution of the system, which can now be solved for its
periodic steady state. Because this expression is a bit
lengthy we will not display it here. Furthermore, we will
henceforth measure τ in units of Γ−1, i.e., we can set
without loss of generality Γ ≡ 1.
E. Mapping to a Brownian Ratchet
Although our model is taken from the field of electron
transport, we will now show that it can indeed be mapped
to a Brownian ratchet. This makes it easier to relate our
model to other work in the field of information thermo-
dynamics and Maxwell’s demon where many models are
based on classical Brownian dynamics, see for instance
Ref. [12], which describes a very similar device and Ref.
[36] for an experimental realization.
To see why this can be done, let us imagine that we
have a particle hopping between three discrete states la-
beled ↑, 0, ↓ with corresponding energies E↑ = −V,E0 =
−V2 , E↑ = 0. If this particle is immersed in a heat bath,
its thermally activated transitions ↑ ↔ 0 and 0↔ ↓ (note
that the direct transition ↑ ↔ ↓ is forbidden) obey local
detailed balance exactly as in Eq. (2). This picture is
also supported by the fact that the stationary state of
the spin valve, Eq. (3), equals a canonical equilibrium
state with respect to the energies defined above.
FIG. 2: Sketch of the possible transitions during a single cycle,
starting from the left with the initial state ρ−S ⊗ ρ−B , followed
by a swap operation, and ending after a time τ in the final
state, which becomes the new initial state for the next cycle
if we replace it with a new bit. The arrows indicate possi-
ble transitions and the color code symbolizes the net number
of exchanged particles with the left and right reservoir con-
tributing to Eqs. (10) and (11).
The analogy to a Brownian ratchet demon, in which a
particle is transported against an external force (or load)
by switching between two different potentials, is com-
pleted by recognizing that our fictitious particle could live
on a discrete lattice (. . . , ↑, 0, ↓, ↑, 0, ↓, . . . ) with impene-
trable walls between the states ↓ and ↑, but is allowed to
change between two different modes due to the interac-
tion with a bit (or later due to the feedback, Sec. IV).
This is summarized in Fig. 1 (b). It is easy to show that
the work ∆W against the external load over one cycle is
given by ∆W = −V2 ∆NL + V2 ∆NR = −V∆NL where
∆Nν denotes the average number of tunneled particles
from lead ν during one cycle and we have used particle
number conservation ∆NR = −∆NL. We will define
∆Nν more thoroughly in Sec. III A.
III. THERMODYNAMICS
Before we start with the thermodynamic analysis we
make two important remarks: first, the full behaviour of
the model depends only on three parameter: the voltage
V ∈ (−∞,∞), which favors a particular spin direction
in the spin valve, the excess parameter δ− ∈ [−1, 1] of
the incoming bits and the interval duration τ ∈ (0,∞).
Second, our system possesses a symmetry: mapping the
parameters (V, δ−) to (−V,−δ−) is physically equivalent
to exchanging the labels L and R and ↑ and ↓ of the
spin valve. When we later plot the phase diagram of our
model over V × δ− = (−∞,∞) × [−1, 1] this symmetry
allows us to limit the discussion to one half of the phase
space because the behaviour in the other half follows by
symmetry arguments.
5A. Work, Heat and Bit Statistics
In appendix A we show that the work expenditure
∆Wpull to pull the tape in our idealized setup (assum-
ing a frictionless sliding tape) is truly zero. Physically,
this is due to the two facts that we treat the swap oper-
ation unitarily and that the spin up and down states are
energetically degenerate in the system and bit quantum
dot.
Next, we determine the flow of electrons at the left
or right contact, defined to be positive if the electron
hops out of the reservoir into the system. This is most
easily done by looking at all possible transitions during
one cycle and associating the corresponding change in
particle number with it as shown in Fig. 2. For instance,
for the number of tunneled particles at the left contact
we must add the terms (following the diagram in Fig. 2
from top to bottom)
∆NL = p−0 p
−
b=↑P0→↑ + p
−
0 p
−
b=↓P0→↑
− p−↑ p−b=↑(P↑→0 + P↑→↓) + p−↑ p−b=↓P↓→↑
− p−↓ p−b=↑(P↑→0 + P↑→↓) + p−↓ pb=↓P↓→↑.
(9)
Here, Ps→s′ denotes the transition probability from the
system state s to s′ due to the Liouvillian W. For
τ → ∞ this becomes Ps→s′ = p¯s′ with p¯s′ from Eq.
(3). Parametrizing the bit probabilities by the excess pa-
rameter δ− yields after some manipulation for ∆NL and,
following a similar procedure, for ∆NR:
∆NL = p−0 P0→↑ (10)
+ p−1
[
1− δ−
2
P↓→↑ − 1 + δ
−
2
(
P↑→0 + P↑→↓
)]
,
∆NR = p−0 P0→↓ (11)
+ p−1
[
1 + δ−
2
P↑→↓ − 1− δ
−
2
(
P↓→0 + P↓→↑
)]
.
It is possible to verify particle number conservation
∆NL + ∆NR = 0 and for later purposes we note the
following identity:
2∆NL = ∆NL −∆NR = (p−0 − 1)δ− + p−↑ − p−↓ . (12)
The average current is defined by IL(τ) ≡ ∆NL(τ)τ . Two
particularly simple expressions are obtained in the limits
lim
V→0
lim
τ→∞∆N
L = −δ
−
3
, lim
V→0
lim
τ→0
IL = −δ
−
6
. (13)
The minus sign indicates that an excess of spin up elec-
trons on the tape (δ− > 0) generates a current from right
to left.
Finally, we compute the change in the statistics of the
outgoing bits. The excess parameter of the tape after the
interaction with the system is given by
δ+ = p+b=↑ − p+b=↓ = p−0 δ− + p−↑ − p−↓ . (14)
FIG. 3: Phase diagram of the system over δ− and V showing
the different working modes: information eraser mode (re-
gions 1 and 1′, red color), Maxwell demon mode (regions 2
and 2′, green color) and the ‘third mode’ (regions 3 and 3′,
blue color). The primed regions are connected to the un-
primed regions by the symmetry relation. For clarity we also
plot the line δ− = 0 (dashed). Note that the line δ+ = −δ−
changes with τ but the overall structure remains the same.
Using Eq. (12) we can write
δ+ = δ− + 2∆NL, (15)
an identity we will use later on prove a second law like in-
equality [47]. Having δ+ allows us to compute the change
in the Shannon entropy of the bits defined by [48]
∆HB ≡ H[δ+]−H[δ−] (16)
with
H[δ] ≡ −1 + δ
2
ln
1 + δ
2
− 1− δ
2
ln
1− δ
2
. (17)
If ∆HB > 0 we effectively write information to the tape,
i.e., increase its entropy, while if ∆HB < 0 implies that
we erase information from the tape effectively lowering
its entropy.
B. Working Modes of the System
In principle, one can distinguish three different work-
ing modes in which our device can operate. First, it
can be used to pump electrons against the bias (i.e.,
V∆NL < 0) while simultaneously writing information
on the tape (∆HB > 0) what we will call the ‘Maxwell
demon mode’. Second, one can use it to erase informa-
tion (∆HM < 0) by exploiting the flow of electrons with
the bias (V∆NL > 0) (‘eraser mode’). Third, we can
also have V∆NL > 0 and ∆HB > 0 where electrons flow
with the bias while simultaneously information is writ-
ten on the tape [49]. A possible working mode where
V∆NL < 0 and ∆HB < 0 is forbidden by the second
law of thermodynamics as we will see in the next section.
These modes are summarized in Fig. 3 and are sep-
arated from each other by three lines in the phase dia-
gram. One line is characterized by V = 0 and the other
6two lines are given by ∆HB = 0, which can happen ei-
ther if δ+ = δ− or if δ+ = −δ−. The first case is given
by
δ+ = δ− ⇔ δ− = e
V − 1
eV + 1
= tanh
V
2
(18)
where tanh(x) denotes the hyperbolic tangent. This line
is independent of τ . By contrast, the line for which δ+ =
−δ− depends on τ and has in general a more complicated
functional relation.
The total phase space V × δ− for a given τ is divided
into six regions, of which only three are independent due
to the symmetry. Specifically, we have the relations
∆NL(V, δ−) = ∆NR(−V,−δ−), (19)
δ+(V, δ−) = −δ+(−V,−δ−), (20)
∆HB(V, δ
−) = ∆HB(−V,−δ−). (21)
C. Second Law
In appendix B we obtain the following second law like
inequality:
∆iStape ≡ V∆NL + ∆HB = −∆W + ∆HB ≥ 0 (22)
using the equivalence between the spin valve and the
Brownian ratchet model (V∆NL = −∆W ). We will call
∆iStape the entropy production (per cycle) of the tape
model. In fact, from the point of view of the system
there are different versions of the second law possible as
we will see in the next section. Thus, it is hard to justify
speaking about the second law for our device.
IV. MEASUREMENT BASED FEEDBACK
SCHEME
We now turn to a closed-loop or feedback control
scheme, which relies on explicit measurements and sub-
sequent control actions depending on the measurement
outcomes. This approach is closer to the orginal idea of
Maxwell. In fact, our inclusive approach above has noth-
ing to do with feedback control because we do not use the
information we are writing on the tape to change the sys-
tem dynamics. Moreover, the ‘information’ on the tape
does not directly represent information about the state
of the system, but only about ∆NL, a quantity which is
rather related to the reservoir than to the system.
A. Measurement and Feedback
We assume we have a 1-bit memory M with state
space M = {N,S} where N,S will specify the action
of the feedback later on [50]. Prior to the measure-
ment the combined probability distribution is given by
S M
N
S
S
S
N
N
S M
N
S
S
S
N
N
S M
N
S
S
S
N
N
Measurement Feedback
FIG. 4: Probabilities to find the system and the memory
in their respective states prior to the measurement, after the
measurement and after the feedback. The possible transitions
are marked with shaded grey lines.
p(s,m) = p(s)p(m) = p−s δmN where we assume that the
state of the memory is initially in m = N and we denote
p(s) = p−s as in the previous section. We then perform
a measurement of the quantum dot spin valve: ideally,
if the state of the dot is s ∈ {0, ↑} we leave the memory
in the state N , but if the state of the dot is s = ↓ we
set the memory to the state S. In general there will be
a measurement error, which can be characterized by the
conditional probability P [m|s] to find the memory in the
state m given the system was in state s. The state after
the measurement is then given by p′(s,m) = P [m|s]p−s
with
∑
m P [m|s] = 1. We parametrize the conditional
probabilities as [51]
P [S|0] = 1− δ0
2
, P [S|↑] = 1− δ↑
2
, P [N |↓] = 1− δ↓
2
.
(23)
Finally, after the measurement we flip the spin of the
quantum dot, if the memory is in state S (‘switch’) or
we do nothing if the memory is in state N (‘no switch’).
Ideally, because the energy for spin up and down in the
quantum dot are assumed to be equal, this feedback op-
eration requires no energy expenditure. Of course, if the
state of the system is 0, then nothing happens. The com-
bined probability distribution of system and memory af-
ter the feedback can be inferred from Fig. 4. The state
of the quantum dot spin valve is now given by
ρ+S =
 p
−
0
p−↑
1+δ↑
2 + p
−
↓
1+δ↓
2
p−↓
1−δ↓
2 + p
−
↑
1−δ↑
2
 . (24)
To obtain identical system dynamics compared to the
situation involving the tape of bits, we only have to as-
sure that Eq. (8) coincides with Eq. (24) because the
time evolution in between two successive measurement
and feedback steps is the same as before, see Eq. (7).
Thus, we will from now on choose
δ↑ = δ↓ ≡ δ−. (25)
All quantities associated to the system (such as ∆NL)
are the same for both approaches. What makes the two
approaches different is the form of information processing
and the related second laws.
7B. Second Law
The second law of thermodynamics for feedback con-
trolled systems predicts [12, 37, 38]
∆iSfb ≡ V∆NL + I(S;M ′) ≥ 0, (26)
which is equivalent to ∆W ≤ I(S;M ′) due to our map-
ping to the Brownian ratchet model. Here, I(S;M ′) is
the mutual information, which measures the amount of
correlation between the system state before the feedback
and the post-measurement state of the memory. It can
be defined as [39]
I(S;M ′) ≡ HM ′ −HM ′|S (27)
where HY |X ≡ −
∑
x p(x)
∑
y p(y|x) ln p(y|x) is the con-
ditional entropy of Y given X. The mutual information
is always non-negative, I(X;Y ) ≥ 0, and vanishes only
if p(x, y) = p(x)p(y) [39].
More explicitly, the mutual information can be written
in our case as
I(S;M ′) =−
∑
m
p′(m) ln p′(m)
+
∑
s
p−s
∑
m
P [m|s] lnP [m|s]
(28)
where p′(m) =
∑
s p
′(m, s) =
∑
s P [m|s]p−s is the
marginal probability distribution of the memory after the
measurement and the conditional probabilities P [m|s]
were introduced in Eq. (23), see also Fig. 4. Together
with Eq. (25) and parametrizing the marginal proba-
bility distribution as p′(m = N) = (1 + δM )/2 and
p′(m = S) = (1 − δM )/2, we can write the mutual in-
formation as
I(S;M ′) = H[δM ]− p−0 H[δ0]− p−1 H[δ−] (29)
with H[x] defined as in Eq. (17). Here, δM is given by
δM = δ0p
−
0 + δ
−(p−↑ − p−↓ ). (30)
This equation is analogous to Eq. (14).
C. Comparison of the two Second Laws
We wish to compare the second law from our inclusive
approach, Eq. (22), with the second law for feedback
controlled system, Eq. (26), using the mutual informa-
tion from Eq. (29). First of all, we note that one can
not address problems like information erasure within the
feedback approach because the mutual information is al-
ways positive. Hence, we will focus on the Maxwell de-
mon regime, i.e., region 2 in Fig. 3. Furthermore, we see
that the mutual information still depends on δ0 although
the dynamics of the system are completely independent
of δ0. For a better comparison we thus find it sensible
FIG. 5: Plot of the delivered work −∆W = V∆NL (black
thin line), the change in the Shannon entropy of the bits ∆HB
(black thick line) and the maximum Imax (green dash-dotted
line), the minimum Imin (red dashed line) and the error-free
mutual information Ief (blue dotted line) over the excess pa-
rameter δ−. We see that the sum of V∆NL and any of the
information theoretic quantities ∆HB , Imax, Imin or Ief is al-
ways positive as imposed by Eqs. (22) and (26). We further
chose V = 1 and τ = 10.
to compare the case δ0 = 1, which corresponds to an
error-free measurement of the empty dot state, with the
maximum and minimum value of the mutual information
in dependence of the parameter δ0. These are attained
for
δmax0 = −1, δmin0 = δ−
p−↑ − p−↓
p−↑ + p
−
↓
(31)
as we establish in appendix C. The mutual information
(29) in these three cases becomes after using Eq. (30)
Imax ≡ I(S;M ′)(δmax0 ) (32)
= H[−p−0 + δ−(p↑ − p↓)]− p−1 H[δ−],
Ief ≡ I(S;M ′)(δ0 = 1) (33)
= H[p−0 + δ
−(p↑ − p↓)]− p−1 H[δ−],
Imin ≡ I(S;M ′)(δmin0 ) (34)
= H[δmin0 ]− p−0 H[δmin0 ]− p−1 H[δ−]
where the subscript ‘ef’ stands for ‘error-free’. The maxi-
mum amount of correlation between system and memory
is thus reached for δ0 = −1, which indeed would also
correspond to an error-free measurement because a mea-
surement, which always yields the wrong outcome, is very
reliable, too. On the other hand, the dynamically irrel-
evant parameter δ0 gives us the possibility to decrease
the amount of correlation such that we obtain a stronger
bound in Eq. (26) on the maximum extractable work
∆W .
Numerical results are presented in Fig. 5 showing that
neither the second law for the inclusive approach nor the
second law for feedback control always provides a tighter
bound on the maximum amount of extractable work.
8Thus, there is probably no trivial relationship connecting
the two different second laws for arbitrary δ−. Even for
the special case of a fully ordered tape, i.e., for δ− = 1,
there seems to be no general relation, but we can easily
confirm Imin ≤ ∆HB = Ief ≤ Imax.
V. EFFECTIVE MASTER EQUATION
A. Poisson distributed Tape
Previously the interaction with the bit occurred at reg-
ular intervals τ , i.e., the so called waiting time distribu-
tion was given by pt = δ(t− τ). Instead, we now assume
an exponential waiting time distribution pt = γe
−γt,
which implies that the number of events (interactions
with a bit) in a fixed interval is Poisson distributed. Here,
the parameter γ > 0 describes the strength of the Pois-
son process. Although we speak of ‘interaction with a
bit’, the resulting ME for the system is the same as if we
would use the feedback scheme from the previous section
with Poisson distributed measurement times.
Due to the Poisson distributed tape we can now de-
scribe the evolution of the system by a single differen-
tial equation as opposed to the discrete maps (7) and
(8). The resulting effective ME is derived in appendix
D and can be written as ∂tρS(t) = WeffρS(t) with
Weff = WL +WR +WB where WL and WR are given
in Eq. (1) and
WB = γ
2
 0 0 00 −(1− δ−) 1 + δ−
0 1− δ− −(1 + δ−)
 . (35)
The contribution WB due to the interaction with the
information reservoir, i.e., the tape of bits, has an appar-
ent non-thermal character and is responsible for modifi-
cations of thermodynamic relations even in the absence
of information processing or feedback [40]. The effective
rate matrix WB could, however, also result from coarse-
graining an underlying microscopic model, which has a
standard thermodynamic interpretation (as in Ref. [9]).
We see that the effective Liouvillian possesses a clear
separation into contributions from three different ‘reser-
voirs’, and thus can be examined using standard ther-
modynamics. In this picture, each reservoir induces cer-
tain transitions from σ to σ′ with corresponding currents
I[σ → σ′]. We abbreviate IL = I[0 → ↑], IR = I[0 → ↓]
and IB = I[↑ → ↓] = γ2 [(1 − δ−)p↑ − (1 + δ−)p↓], which
are related at steady state via
IL + IR = 0, IL − IB = 0, IR + IB = 0. (36)
Thus, it suffices to know only one current, e.g. IL, to
deduce the value of all other currents (‘tight coupling’).
Note that the heat flow between the bits and system is
zero because the states ↑ and ↓ have the same energy.
Furthermore, IB describes the net rate of spin flips (from
↑ to ↓) in the system, which equals the net rate of bit flips
(now from ↓ to ↑) in the tape.
The entropy production associated with the rate ma-
trixW taking care of the splitting into the different reser-
voir contributions becomes
S˙i = (V +A)IL ≥ 0, A ≡ ln 1− δ
−
1 + δ−
. (37)
Following Refs. [9, 21, 22] we now interpret AIL as an
effective information current because it shows up as a
new term in the entropy production due to the interac-
tion with the tape, and A is an information or feedback
affinity depending only on the parameters describing the
state of the incoming bits (or the measurement error in
the feedback scheme). A priori however it is not quite
clear how the effective information current is related to
information theoretic quantities as, e.g., entropy or mu-
tual information. While progress has been made toward
clarifying this issue for bipartite systems [27, 28, 41, 42],
our model does not have a bipartite structure due to the
simultaneous change of the system and bit state. Never-
theless, within our model, we can indeed show that (see
appendix E)
dHB(t)
dt
= AIL, (38)
that is to say the effective information current introduced
ad hoc coincides with the change of Shannon entropy of
an idealized tape of bits, which induces the transitions
between ↑ and ↓. Thus, Eq. (37) becomes
S˙i = V I
L +
dHB(t)
dt
≥ 0 (39)
In this sense, the two second laws (22) and (39) present
the same physical statement.
Note that the situation in which the effective ME (35)
is valid is not as easy to compare with the previous situ-
ation of constant time intervals, as was the case for the
two level system studied in Ref. [26]. In Ref. [26] the
state of the system after the arrival of the new bit or
after the feedback was independent of the system state
before. This allowed them to average quantities obtained
for the constant interval case by the exponential distri-
bution γe−γt to obtain the corresponding quantities for
the Poisson distributed case. In contrast, in our case the
state of the system after the swap operation or after the
feedback is still dependent on the state of the system be-
fore, see Eqs. (8) and (24). Thus, averaging previous
quantities obtained in Secs. III and IV with γe−γt is
not meaningful, as they do not coincide with any of the
quantities obtained from Eq. (35).
However, we expect the case of constant intervals
(Secs. III and IV) to be comparable with the case of
Poisson distributed intervals, if we let the size of the in-
tervals go to zero, i.e., τ → 0 or γ → ∞. We will call
this limit the ‘infinite fast feedback limit’.
9B. Infinite fast Feedback Limit
In the infinite fast feedback limit it is again possible
to derive a new effective Liouvillian W˜eff = W˜L + W˜R by
coarse graining the fast dynamics associated with WB .
This new Liouvillian governs the time evolution of the
reduced probability vector (p0, p1) with p1 = p↑+ p↓ and
is given by
W˜L = Γ
( −fL (1− fL)(1 + δ−)
fL −(1− fL)(1 + δ−)
)
,
W˜R = Γ
( −fR (1− fR)(1− δ−)
fR −(1− fR)(1− δ−)
)
.
(40)
We have thus effectively traced out the interaction with
the ‘bit reservoir’ but obtained modified rates for the
electrons to tunnel out of the dot. This modification of
the rates, which yields a modified local detailed balance
relation, was interpreted as a signature of an idealized
Maxwell demon in [9, 20, 21]. We remark that it is also
possible to deduce this ME directly, without invoking a
Poisson distribution of the bits but by starting with Eqs.
(7) and (8) and expanding the generator to first order in
τ : eWτ = 1 +Wτ +O(τ2).
The thermodynamic analysis of Eq. (40) again follows
the standard procedure. We now have only two currents,
which must balance: I˜L + I˜R = 0. Explicitly we have
I˜L = − δ
− + (δ− − 1)eV + 1
δ− − (δ− − 3)eV + 6eV/2 + 3 . (41)
The second law takes on the same form as Eq. (39), but
is numerically different because it contains the current
I˜L and not IL:
˙˜Si = (V +A)I˜L ≥ 0. (42)
As a first crosscheck of the validity of Eq. (40), any
computer algebra program can confirm
lim
τ→0
∆NL
τ
= lim
γ→∞ I
L = I˜L (43)
where ∆NL was defined in Eq. (10). Together with Eq.
(38) it should be also immediately clear that
lim
τ→0
(∆iStape)
τ
= lim
γ→∞ S˙i =
˙˜Si. (44)
By constrast, the mutual information (29) becomes con-
stant (and non-zero) for τ → 0 such that its rate di-
verges: limτ→0 I(S;M ′)/τ = ∞. Thus, the second law
involving discrete feedback, Eq. (26), no longer yields a
useful bound. This does not contradict the claim that
the mutual information can give a tighter bound for the
error-free case, see Sec. IV C, because for δ− → 1 the
feedback affinity A also becomes unbounded. Results
are plotted in Fig. 6.
FIG. 6: Plot of the entropy production rates ˙˜Si [Eq. (42),
black solid line] as well as S˙i [Eq. (39), blue lines] and
∆iStape/τ [Eq. (22), red lines] for γ = 0.1, τ = 10 (dotted
lines), γ = 1, τ = 1 (dashed lines) and γ = 10, τ = 0.1 (dash-
dotted lines) over the bias voltage V . We chose δ− = 0.75.
VI. DISCUSSION
We now briefly summarize and discuss our results. We
divide the discussion into three main parts, which can be
related to Secs. II and III (i), Sec. IV (ii) and Sec. V
(iii).
(i) We have constructed a solvable physical model
able to rectify thermal fluctuations to transport electrons
against a bias (i.e., to charge a battery) by writing in-
formation on a tape without energy expenditure. This
‘information-electric device’ is thermodynamically equiv-
alent to the model in Ref. [10]. The physical treatment
of the problem allows us to clearly state the assumptions
needed to obtain this ideal equivalence. First, to have
an unchanged first law of thermodynamics, we need to
assume a frictionless gliding tape of bits and degener-
ate spin eigenstates in the spin valve and on the tape.
Second, to keep the discussion at a moderate level, we
have neglected various experimentally important imper-
fections, which would reduce the overall efficiency of our
device. Namely, we have assumed perfectly opposite po-
larized leads, neglected phonon interactions and assumed
a fully unitary and error-free swap gate. Although we
used the physical picture of a spin valve interacting via a
Heisenberg Hamiltonian with the bits, it is worth point-
ing out that this could be also realized with other models:
aside from the Brownian ratchet analogue, one could, for
instance, use double quantum dots where the left and
right eigenstates form a pseudospin giving rise to the
same system dynamics, and – as pointed out at the end of
Sec. II C – one does not necessarily need to implement a
tape of bits although this picture might still be helpful for
thermodynamic considerations. Finally, it is interesting
to note the similarity of these information driven devices
with the theory of the micromaser [43] in which a stream
of excited two-level atoms (like a tape of bits) is injected
into a high quality cavity building up a photon field. In-
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deed, the device proposed by Scully in Ref. [44] can be
regarded as a quantum optical version of an information
driven engine, where the entropy of the motional degrees
of freedom of the two-level atoms is increased while en-
ergy is continuously extracted from the population of the
excited states.
(ii) We have formulated a discrete measurement and
feedback model with identical system dynamics but a
conceptually different second law of thermodynamics. In-
deed, there are multiple second laws due to the fact that
a dynamically irrelevant parameter (δ0) entered the mu-
tual information. This additional parameter might be
more rigorously exploited to give a stronger bound on
the extractable work by minimizing the mutual informa-
tion with respect to δ0, although its precise value δ
min
0
might not be physically intuitive [Eq. (31)]. Further-
more, although we used identical ‘information resources’
(namely a two-state memory equivalent to a bit on the
tape), the second law for discrete feedback can provide
a smaller, equal or larger bound than the second law in-
volving the tape of bits, hence it remains a challenge to
treat the different forms of information processing in one
unified framework.
(iii) We have derived an effective ME governing the
system evolution for Poisson distributed events where an
‘event’ can refer either to an interaction with a bit or a
measurement and feedback step. The ME is the same for
both approaches and we believe that its effective entropy
production coincides with the entropy production of the
tape model. A priori this is not obvious, because we
have seen that the mutual information can coincide with
the change in Shannon entropy of the bits [see Sec. IV
or point (ii)]. However, we have shown that the a pos-
teriori postulated information current equals the rate of
entropy change of an idealized tape of bits, see Eq. (38),
thus giving the phenomenologically introduced informa-
tion current a precise physical and information theoretic
basis. Furthermore, in the limit of infinite fast feedback
we have demonstrated that the effective entropy produc-
tion coincides with the entropy production of the tape
model whereas the rate of mutual information diverges.
It is worth mentioning two more things: first of all, the
information current (38) has the standard form often en-
countered in thermodynamics of a current times an affin-
ity. Thus, the finding in Ref. [26] – that the entropy pro-
duction involving the Shannon entropy difference of the
information reservoir has an extra term different from the
usual current times affinity – is in general not true. Sec-
ond, we want to mention that under certain assumptions
it is indeed possible to define a rate of mutual information
as was done, for instance, in Ref. [12]. Note, however,
that this has not the standard form of a current times an
affinity and is always positive and thus, makes it again
impossible to address question of information erasure or
related issues.
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Appendix A: Proof of ∆Wpull = 0
We denote the combined system and bit Hamiltonian
during one swap operation by HSB(t) ≡ HS +HB +V (t)
where t ∈ [t−, t+] with t+ = t− + δt and V denotes the
system-bit coupling generated by the Heisenberg interac-
tion fulfilling V (t−) = 0 = V (t+). The change in system
and bit energy is given by
d
dt
E(t) =
d
dt
trSB [HSB(t)ρSB(t)]
= trSB [H˙SB(t)ρSB(t) +HSB(t)ρ˙SB(t)]
≡ W˙pull(t) + Q˙(t).
(A1)
In the general theory of open quantum systems the first
term on the right hand side is interpreted as the work
and the second as the heat flow [45]. Because we assume
the system to change unitarily we have
Q˙ = trS+B [HS+B(t)ρ˙S+B(t)]
= −itr {HS+B(t)[HS+B(t), ρ(t)]} = 0.
(A2)
Thus, after integrating over one swap operation from t−
to t+, we have E(t+)− E(t−) = ∆Wpull and hence,
∆Wpull = trSB [HSB(t+)ρSB(t+)−HSB(t−)ρSB(t−)]
= trSB [{HS(t+) +HB(t+)}ρSB(t+)]
− trSB [{HS(t−) +HB(t−)}ρSB(t−)]
= 0
(A3)
because V (t−) = 0 = V (t+). Note that these results
remains true even if we introduce a certain asymmetry
∆ in the energy of spin up and down for both system
and bit Hamiltonian [i.e., HS/B = s/b|↑〉〈↑| + (s/b +
∆)|↓〉〈↓|], but this would eventually affect the first law of
thermodynamics for the system (or bit) alone.
Appendix B: Proof of ∆iStape ≥ 0
Deducing the second law for our model is not as clear
as one might expect, especially because our dynamics are
mixed between a unitary evolution and a subsequent dis-
sipative (ME like) evolution. Arguments making use of
relative entropy (or the Kullback Leibler divergence) as
in Ref. [13] or arguments relying on an integral fluctua-
tion theorem do not apply as easily to our setup. We will
thus explicitly prove the second law in the same way as
done by Mandal and Jarzynski [10]. The proof proceeds
in two steps: first, we will show Eq. (22) for the station-
ary case τ →∞ and we will then use this result to prove
it for any finite τ .
Note that for our proof we only have to focus on the
regions 1 and 2 in Fig. 3. In region 3 we have V∆NL > 0
and ∆HB > 0 such that Eq. (22) is trivially fulfilled and
regions 1′, 2′ and 3′ follow from regions 1,2 and 3 by
symmetry.
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The advantage of the long time limit τ → ∞ is that
many expressions become quite simple. In particular, we
have
∆NL(∞) = −V
2
δ− + 1 + eV (δ− − 1)
1 + eV/2 + eV
, (B1)
δ+(∞) = e
V − 1 + eV/2δ−
1 + eV/2 + eV
. (B2)
where f(∞) ≡ limτ→∞ f(τ) for any function f of τ (if
the limit exists). To simplify the subsequent algebra it is
convenient to rescale the variables. First, we introduce
x ≡ eV/2 such that x ∈ [1,∞) for V in region 1,2. Next,
we parametrize δ− by another parameter h through
δ− = tanh
V
2
+
h
eV + 1
=
x2 − 1
x2 + 1
+
h
x2 + 1
. (B3)
For h = 0 we are on the line δ+ = δ−, which separates
region 1 and 2, see Fig. 3. Furthermore, one can show
that for τ → ∞ the line δ+ = −δ− is given by δ− =
− tanh V4 such that h is bounded in region 1 and 2 by
region 1: − 2x
3 − 1
x+ 1
≤ h ≤ 0,
region 2: 0 ≤ h ≤ 2.
(B4)
Next, we have a look at the derivative of ∆iStape with
respect to h, which reads:
∆iS
′
tape ≡
∂
∂h
∆iStape =
(
x2 + x+ 1
)
arctanh
(
h−2
x2+1 + 1
)
− xarccoth
(
(x2+1)(x2+x+1)
(h−1)x+x4+x3−1
)
− (x2 + 1) ln(x)
x2 + x+ 1
(B5)
and we note that ∆iS
′
tape(h = 0) = 0, which can be deduced by using the identities
arctanh(z) =
1
2
ln
1 + z
1− z , arccoth(z) =
1
2
ln
z + 1
z − 1 . (B6)
We are done with our proof if we can show that ∆iS
′
tape ≤ 0 for region 1 and ∆iS′tape ≥ 0 for region 2 because this
implies ∆Si ≥ 0 for region 1 and 2. To deduce this we have a look at the second derivative, which becomes
∆iS
′′
tape ≡
∂2
∂h2
∆iStape =
2(x+ 1)(x2 + 1)2[h(1− x) + 2x(x+ 1)]
(h− 2)(h+ 2x2)[h+ 2x(x2 + x+ 1)][hx− 2(x2 + x+ 1)] . (B7)
If we can show that ∆iS
′′
tape ≥ 0 for all h in region 1
and 2 and for all x ≥ 1, we are done with the proof
because this would imply that ∆iS
′
tape is a monotonically
increasing function and since ∆iS
′
tape(h = 0) = 0 we have
∆iS
′
tape ≤ 0 in region 1 and ∆iS′tape ≥ 0 in region 2 as
desired. To prove ∆iS
′′
tape ≥ 0 it suffices to look at the
sign of all the factors of ∆iS
′′
tape and to show that their
overall sign is positive. The estimation of the factors can
be straightforwardly done by using the bounds for h, Eq.
(B4), which we will not do here. Thus, we have proven
that Eq. (22) is true for τ →∞.
Let us now turn to the case of finite τ . To begin, we
have confirmed numerically that
∆NL(τ) = η∆NL(∞) with η ∈ [0, 1], (B8)
i.e., the number of tunneled particles becomes maximized
(in absolute value) for τ →∞. Next, for τ →∞ Eq. (15)
implies ∆NL(∞) = (δ+(∞)− δ−)/2 and again using Eq.
(15) for finite τ together with Eq. (B8) gives
δ+(τ) = δ− + 2η
δ+(∞)− δ−
2
= (1− η)δ− + ηδ+(∞).
(B9)
Using that the entropy is a concave function (i.e.,
∂2δH[δ] < 0) yields
HB [δ
+(τ)] ≥ (1− η)HB [δ−] + ηHB [δ+(∞)]
= HB [δ
−] + η
{
HB [δ
+(∞)]−HB [δ−]
}
= HB [δ
−] + η∆HB(∞),
(B10)
which, together with the second law in the long time
limit, implies
HB [δ
+(τ)] ≥ HB [δ−]− ηV∆NL(∞)
= HB [δ
−]− V∆NL(τ) (B11)
and, after rearrangement, we finally obtain our desired
result for all τ
∆iStape(τ) = V∆N
L(τ)+∆HB(τ) ≥ 0. Q.E.D. (B12)
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Appendix C: Maximum and Minimum of the
Mutual Information
The first derivative of the mutual information with re-
spect to δ0 is given by
I ′ ≡ ∂I(S;M
′)
∂δ0
= (1− p−↑ − p−↓ )
× {arctanh(δ0)− arctanh[h(δ0, δ−)]}
(C1)
with h(δ0, δ
−) ≡ δ0−δ0(p−↑ +p−↓ )+δ−(p−↑ −p−↓ ). Clearly,
I ′ = 0 if δ0 = δmin0 with δ
min
0 from Eq. (31) and it can
easily be checked that the second derivative is positive
at this point, hence δmin0 truly minimizes the mutual in-
formation. We also recognize that for δ0 > δ
min
0 we have
I ′ > 0 and for δ0 < δmin0 we have I
′ < 0 for every δ−.
Thus, the mutual information has its local maxima at
δ0 = ±1. From Eq. (30) we obtain
δM (δ0 = +1) = p
−
0 + δ
−(p−↑ − p−↓ ), (C2)
δM (δ0 = −1) = −p−0 + δ−(p−↑ − p−↓ ). (C3)
We now claim that p−↑ ≥ p−↓ in the Maxwell demon region
2 of Fig. 3. Intuitively this should be clear because a
positive bias V > 0 favors the spin up state [see Eq.
(3)] and the excess of spin up states on the tape will
also preferably flip spin down states to spin up states
in the system. Mathematically, however, we could only
confirm this numerically. Accepting p−↑ ≥ p−↓ we easily
see that |δM (δ0 = +1)| ≥ |δM (δ0 = −1)|, which implies
that I(δ0 = −1) = H[δM (δ0 = −1)] − p−1 H[δ−] is larger
than I(δ0 = +1) = H[δM (δ0 = +1)]− p−1 H[δ−].
Appendix D: Derivation of the effective Master
Equation
We divide the evolution of the system density matrix
into pieces where there is either no interaction with the
bit (only the dissipative dynamics W of the spin valve)
or there is a sudden interaction with a bit (and no dis-
sipation) due to the swap operation. We introduce the
notation J ρS ≡ trB [U(ρS ⊗ ρB)U†] with the same U
from Eq. (8) and call J a ‘jump operator’. Because we
are still working in the basis ρS = (p0, p↑, p↓)T and ne-
glect any off-diagonal elements of the density matrix, we
can represent J by a matrix of the form
J =
 1 0 00 p−b=↑ p−b=↑
0 p−b=↓ p
−
b=↓
 =
 1 0 00 1+δ−2 1+δ−2
0 1−δ
−
2
1−δ−
2
 . (D1)
Note that the jump operator for the situation involving
measurement and feedback [together with the choice (25)]
is exactly the same, hence the ME is also the same for
both cases.
The density matrix ρ
(n)
S (t) describing the state of the
system after n jumps have occurred up to time t is then
given by
ρ
(n)
S (t) =
∫ t
t0
dtn
∫ tn
t0
dtn−1 . . .
∫ t2
t0
dt1γe
−γ(t−tn)eW(t−tn)J . . .J γe−γ(t1−t0)eW(t1−t0)ρ(0)S (t0)
= γne−γ(t−t0)
∫ t
t0
dtn
∫ tn
t0
dtn−1 . . .
∫ t2
t0
dt1e
W(t−tn)J . . .J eW(t1−t0)ρ(0)S (t0)
(D2)
and the average state of the system can be recovered via
ρS(t) =
∑∞
n=0 ρ
(n)
S (t).
Next, we take the time derivative of ρ
(n)
S , which yields
three terms:
∂
∂t
ρ
(n)
S (t) = −γρ(n)S (t) +Wρ(n)S (t) + γJ ρ(n−1)S (t). (D3)
Averaging over n gives finally the ME ρS(t) =WeffρS(t)
with the effective Liouvillian Weff = WL + WR + WB
where WL,R are given by Eq. (1) and WB ≡ γ(J − 1),
which equals Eq. (35) of the main text.
Appendix E: Proof of Eq. (38)
The change of the Shannon entropy of the bits over
an infinitesimal small time step dt is given by dHB(t) =
HB(t+ dt)−HB(t) with
HB(t+ dt) = −
∑
σ
pb=σ(t+ dt) ln pb=σ(t+ dt), (E1)
HB(t) = −
∑
σ
pb=σ(t) ln pb=σ(t) (E2)
where pb=σ(t) denotes the probability to find the bit in
state σ ∈ {↑, ↓}. Because at every time step the old bit
is replaced by a new bit initialized with the probability
distribution for the incoming tape, we must set pb=↑(t) =
14
(1 + δ−)/2 and pb=↓(t) = (1 − δ−)/2. The state of the
outgoing bit is then given by
pb=↑(t+ dt)
= pb=↑(t) + γdt[pb=↓(t)ps=↑(t)− pb=↑(t)ps=↓(t)]
= pb=↑(t) + dtIB
(E3)
where we have explicitly denoted the state of the system
at time t with ps=σ(t) and I
B is the current from Sec.
V A. Similarly, pb=↓(t+dt) = pb=↓(t)−dtIB . Using these
relations and the expansion of the logarithm ln(1 + x) =
x+O(x2), it is now a matter of straightforward algebra
to show that
dHB(t)
dt
≡ HB(t+ dt)−HB(t)
dt
= IB ln
1− δ−
1 + δ−
+O(dt),
(E4)
which proves Eq. (38).
