Measuring a Java Test Suite Coverage Using JML Specifications  by Dadeau, F. et al.
Measuring a Java Test Suite Coverage Using
JML Speciﬁcations
F. Dadeaua,1 ,4 Y. Ledrua,2 L. du Bousqueta,3
a Laboratoire Informatique de Grenoble
BP 72, 38402 Saint Martin d’He`res, France
Abstract
We propose in this paper a way to measure the coverage of a Java test suite by considering the JML
speciﬁcation associed to the Java program under test. This approach is based on extracting a predicate-
based graph from the JML method speciﬁcations. We then measure the coverage of this latter w.r.t. nodes
of the graph that are visited by the test suite. In addition, we propose to check whether the test suite
satisﬁes classical condition coverage criteria. We also introduce a tool, to be used as precompiler for Java,
that is in charge of measuring and reporting the coverage according to these criteria.
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1 Introduction
The essence of testing consists in executing the system under test in order to ﬁnd
bugs [21]. Nevertheless, testing can not be a complete approach since exhaustive
testing is not applicable; the validation engineer is often left with a test suite that
did not detect any bug in the program. How can he/she be sure that the test suite
that was run is relevant enough to be conﬁdent in the program? One solution is to
evaluate the quality of the test suite.
Several works on test suite evaluation exist, such as exercising the test suite on
mutations of a program. The most relevant technique is to measure the coverage of
the test suite. Usually, the coverage is measured on the control-ﬂow graph of the
program [21], or on the data-ﬂow of the program [24]. In addition, a speciﬁcation
coverage can possibly be measured.
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The recent arise of annotation languages makes it possible to specify the be-
havior of programs (i.e. of methods) inside the source code in terms of pre- and
postconditions. It provides another “vision” of what a method should do, which
can also be seen as expressing low-level requirements. It also provides a black-box
view of what a method should do, expressed in terms of a contract [20].
Model-based testing [2] consists in computing test suites from a model of the
considered program or system. Model-based conformance testing consists in ensur-
ing that the program does not have an unintended behavior w.r.t. its speciﬁcation.
This conformance can be observed through observation points or using a run-time
assertion checking mechanism if the proximity of both the speciﬁcation and the
program makes it possible. In this context, the Java Modeling Language [16] (JML)
has been introduced to act as a behavioral interface speciﬁcation language (BISL)
for Java programs. JML can be used as an oracle for testing, considering that if no
JML assertion is ever violated during the program execution, then the test succeeds,
otherwise, it fails.
A previous work [3] has introduced the principles of model-based testing from
JML speciﬁcations. Thus, some JML-based coverage criteria were used to guide the
test target deﬁnition. We came to the idea that the coverage criteria deﬁned in
the latter work could be used to evaluate test suites that would have been pro-
duced by several tools, using diﬀerent approaches, such as combinatorial testing
(e.g. JMLUnit [6], Tobias [18]) or random testing (e.g. Jartege [23]).
We propose an approach for evaluating test suites for Java programs w.r.t. the
coverage of an associated JML speciﬁcation, expressing the behavior and/or the
requirements of the methods. In addition, we propose to check diﬀerent condition
coverage criteria, that are contained within the disjunctions of the predicates of the
speciﬁcation.
The paper is organized as follows. Section 2 introduces the modeling possibilities
provided by the Java Modeling Language. The ﬁrst coverage criterion, based on
the method speciﬁcations, is presented in Sect. 3. Section 4 is dedicated to the
condition coverage deﬁnition. The principles of the measure and especially the
implementation and the experiments are detailed in Sect. 5. Section 6 presents
the related work, before concluding and providing a glimpse of the future work in
Sect. 7.
2 Java Modeling Language
The Java Modeling Language –JML– has been designed by Gary T. Leavens et al. at
Iowa State University [16,17]. The modeling elements are displayed as annotations,
embedded within the Java source code. JML is based on the design by contract
principle (DBC) [20] which states that, at the invocation of a method the system has
to fulﬁll a contract (by satisfying the method’s precondition) and as a counterpart,
the method is expected to fulﬁll its contract (by establishing its postcondition).
JML makes it possible to express the static part of the system, such as invari-
ants, and the dynamic part of the system, using postconditions and history con-
F. Dadeau et al. / Electronic Notes in Theoretical Computer Science 190 (2007) 21–3222
public class Demoney {
static final SET_MAX_DEBIT = 1;
static final SET_MAX_BAL = 2;
//@ invariant balance >= 0 &&
//@ balance <= maxBal;
int balance, maxBal, maxDebit;
boolean personalized;
/*@ behavior
@ requires personalized == false;
@ {|
@ requires p1 == SET_MAX_DEBIT;
@ requires data >= 0;
@ assignable maxDebit, maxBal;
@ ensures maxDebit == data &&
@ maxBal == \old(maxBal);
@ also
@ requires p1 == SET_MAX_BAL;
@ requires data >= balance;
@ assignable maxDebit, maxBal;
@ ensures maxBal == data &&
@ maxDebit == \old(maxDebit);
@ |}
@ also
@ requires personalized == true ||
@ ((p1 != SET_MAX_DEBIT ||
@ data < balance) &&
@ (p1 != SET_MAX_BAL ||
@ data < 0));
@ assignable maxDebit, maxBal;
@ ensures false;
@ signals (CardException e)
@ maxDebit == \old(maxDebit)
@ && maxBal == \old(maxBal);
@*/
public void PUT_DATA(byte p1, short data);
...
}
Figure 1. An example of a JML speciﬁcation
straints. The model is expressed through several clauses, identiﬁed by a keyword,
and followed by a predicate. The invariant and constraint clauses respectively
designate the invariant and the history constraints that apply to a class. The gen-
eral behaviors of the methods are speciﬁed through method speciﬁcations, which
contain speciﬁcation blocks, separated by the also keyword. Each speciﬁcation
block displays preconditions (requires clause), normal postconditions –established
when the method terminates without throwing an exception– (ensures clause), or
exceptional postconditions –established when the method terminates by throwing
an exception– (signals clause). The assignable clause gives the frame of the
method. The JML predicate syntax is similar to the Java predicate syntax enriched
with special keywords, preﬁxed by \, notably introducing quantiﬁers (\forall,
\exists).
An example of a JML speciﬁcation is displayed in Fig. 1. This speciﬁcation
presents a simpliﬁed version of the Demoney electronic purse [19]. Attributes
balance, maxBal, and maxDebit respectively represent the amount of money on
the purse, the maximal amount of money, and the maximal debit authorized. Fi-
nally, attribute personalized states whether or not the purse has been conﬁgured,
by deﬁning the values of the latter two attributes. The method displayed here makes
it possible to conﬁgure the purse, by setting either the maximal value of balance,
or the maximal debit. The method may throw an exception either if the parameter
p1 is wrong of if the card is already personalized.
The JML Runtime Assertion Checker (RAC) [5] has been developed to check
the JML speciﬁcation clauses when running the program. This tool, provided in the
JML releases, acts as a precompiler which modiﬁes the source of the program to add
the following veriﬁcations on the JML model: (i) checking of the preconditions and
the invariant when a method is entered, (ii) catching exceptions that may be thrown
and checking of the exceptional postcondition related to the considered exception
before throwing the exception again, (iii) checking of the normal postconditions if
the method terminates normally. Notice that the invariant and history constraints
are also checked during steps (ii) and (iii).
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The next section introduces our proposal to decompose the JML method speci-
ﬁcations into behaviors, whose coverage are the measuring unit of our approach. In
addition, we will consider condition coverage criteria that will add more granularity
to the measure.
3 Coverage of the Method Speciﬁcations
The method speciﬁcations describe behaviors of the Java methods. A behavior is
either normal if the method terminates normally (without throwing an exception)
or exceptional if the method terminates by throwing an exception. Our technique
is to extract a predicate-based graph from the method speciﬁcations, that gives a
representation of the behaviors of the method. Traversing the graph is equivalent
to create a conjunction of the label predicates on its edges.
We represent each JML method speciﬁcation by a graph, as shown in Fig. 2. In
this ﬁgure, Pk(k ∈ 1..N) are the precondition predicates, A gives the frame condi-
tion, Qk(k ∈ 1..N) are the normal postconditions, Sp(p ∈ 1..M) are the exceptional
postconditions related to the exceptions Ep. The terminations are distinguished
by T , which might be either no exception indicating a normal behavior, or any of
the declared exceptions Ep. Invariants and history constraints are (currently) not
considered.
/*@ behavior
@ requires P1;
@ assignable A;
@ ensures Q1;
@ signals (E11 e11) S11;
@ . . .
@ signals (E1M e1M) S1M;
@ also
@ ...
@ also
@ requires PN;
@ assignable A;
@ ensures QN;
@ signals (EN1 eN1) SN1;
@ . . .
@ signals (ENP eNP) SNP;
@*/
T meth(T1 p1, . . .)
throws E11, . . . , ENP { . . . }
1
2 7 8
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Figure 2. Extraction of the behaviors from a JML method speciﬁcation
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/*@ requires P1;
@ assignable A; /*@ requires P1 || P2;
@ ensures Q1; /*@ requires P1 || P2; @ assignable A;
@ also =⇒ @ assignable A; =⇒ @ ensures (\old(P1) && Q1)
@ requires P2; @ ensures \old(P1) ==> Q1; || \old(!P1);
@ assignable A; @ ensures \old(P2) ==> Q2; @ ensures (\old(P2) && Q2)
@ ensures Q2; @*/ || \old(!P2);
@*/ @*/
Figure 3. Desugaring of JML method speciﬁcation blocks
The extraction of the graph is done as follows. A ﬁrst branch containing the
normal behavior is built. According to the semantics of JML, when the precondition
of a method speciﬁcation block is satisﬁed then the normal postcondition has to be
established. Otherwise, if the precondition is not satisﬁed, anything may happen.
This desugaring [25] can be expressed by Fig. 3. As a consequence, conditional
branchings are created, in order to re-create the implication. One branching is done
for each method speciﬁcation block. In case of exceptional termination, if an excep-
tion is thrown, then, depending on the precondition, an exceptional postcondition
has to be established. An example of such a graph is given in Fig. 4. Notice that
frame conditions are not considered in the graph.
The coverage of the method speciﬁcations is achieved by covering the method
speciﬁcation graph. Since this graph is directed and acyclic, we do not have to cover
loops. Thus, the following options can be proposed.
- all nodes. Achieved when a test suite activates all the nodes of the graph.
- all edges. Achieved when a test suite activates all the edges of the graph.
- all paths. Achieved when a test suite activates all the paths of the graph going
from node 1 to node 0.
The hierarchy between these options is the following:
all nodes ⊆ all edges ⊆ all paths
We assume that only consistent paths are computed/measured. This is ensured
either by writing a comprehensive JML method speciﬁcation, or by using a dedi-
cated tool, such as JML-Testing-Tools constraint solving engine [4] or a theorem
prover, such as Simplify [9] or haRVey [8] to prune the inconsistent paths in the
method speciﬁcation graph.
Example 3.1 [Extraction of a Graph from a Method Speciﬁcation] Consider the
method speciﬁcation example given in Fig. 1. The corresponding graph is given in
Fig. 4. A path is read as a conjunction of the statements appearing on its edges.
On this example, path [1 → 9 → 10 → 0] is equivalent to X ∧ T = CardException
∧ maxDebit = \old(maxDebit) ∧ maxBal = \old(maxBal). This graph presents
several inconsistent paths, among all the possible paths leading from node 1 to node
0. On the example, only paths [1 → 2 → 3 → 4 → 5 → 7 → 0], [1 → 2 → 3 → 5
→ 6 → 7 → 0], and [1 → 9 → 10 → 0] are consistent.
Figure 3 illustrates the desugaring of JML method speciﬁcations, rewriting sev-
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T = CardException
maxDebit == \old(maxDebit)
&& maxBal == \old(maxBal)
Figure 4. Graph extracted from the PUT DATA method speciﬁcation
eral blocks into a single one. The graph construction is based on the hypothesis that
speciﬁcations are divided, as much as possible, into several blocks (left part of the
ﬁgure). Nevertheless, most of the JML speciﬁcation writers are not used to split the
speciﬁcation like that and only write one huge postcondition into which case-based
postconditions are guarded (middle part of the ﬁgure). Thus, a graph for such a
method speciﬁcation would only consider one precondition and one postcondition.
Measuring the coverage of this kind of graph is not really relevant. That is why, in
addition to the coverage of the predicate graph, we also consider condition coverage
criteria, for the predicates of the graph. If the method speciﬁcation is divided into
blocks, then this additional coverage increases the granularity of our measure.
4 Condition Coverage
Condition coverage is achieved by rewriting the disjunctions embedded within the
predicates on the edges composing a path. We distinguish 4 rewritings, each one
of them representing a speciﬁc condition coverage criterion. These rewritings and
their associated coverage criteria are given by Table 1.
Rewriting 1 consists in checking the disjunction without any changes. This is
the most basic way to verify a disjunction, by choosing the ﬁrst positive literal.
Rewriting 2 consists in considering each literal independently. This rewriting
satisﬁes the Condition Coverage criterion (CC).
Rewriting 3 considers each literal in an exclusive manner, by evaluating each
literal and the negation of the others. Thus, this rewriting satisﬁes the Full Predicate
Coverage criterion (FPC) [22].
Finally, the last rewriting evaluates each possibility to satisfy the disjunction.
This allows to satisfy the Multiple Condition Coverage (MCC).
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Rewriting Set of predicates to evaluate for P1 || P2 Coverage Criteria
RW1 {P1 || P2}
RW2 {P1, P2} CC
RW3 {P1 && !P2, !P1 && P2} FPC
RW4 {P1 && !P2, !P1 && P2, P1 && P2} MCC
Table 1
Disjunctions Rewritings and Coverage Criteria
Here again, we can establish the following hierarchy between the rewriting and
the condition coverage criteria.
RW1 ⊆ RW2 ⊆ RW3 ⊆ RW4
Notice that measuring the coverage of a precondition can be reduced to measur-
ing the satisfaction of the precondition, whereas usually the unsatisfaction of the
precondition is also measured. Since we independantly consider the negation of the
precondition, by construction of the graph, this step is implicitely performed.
For practical reasons, all these rewritings are only applied on the positive pre-
conditions of the method speciﬁcation blocks. Indeed, the application of these
rewritings on negations of the preconditions would lead to a combinatorial explo-
sion of the number of cases. Nevertheless, it is possible to apply RW1 or RW2,
which may be an indicator of whether the test suite tries to perform unauthorized
actions, and the contexts these actions are tried to be activated.
5 Performing measurements
First, we introduce the principles used to perform the coverage measurement. Sec-
ond, we present a tool implementing these principles.
5.1 Principles
The principle of checking the coverage of a JML speciﬁcation is similar to the run-
time checking of the assertions as performed in the RAC. It is presented as a pre-
processing which enriches the original Java code with the veriﬁcation of the JML
predicates. In addition, we need to setup a Coverage Report Manager (CRM) ded-
icated to the measures must be performed.
The CRM keeps track of the graphs representing each method speciﬁcation.
Each time a predicate is checked within the source code, the report manager is
informed of the edge that has been covered and the node that has been reached. In
brief, the principle is illustrated on a generic method speciﬁcation in Fig. 5.
It is important to notice that, as for the JML Runtime Assertion Checker, the
veriﬁcations added to the Java code do not change the functional behavior of the
methods and the functional behavior of the program in general.
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Dedicated internal methods, within the CRM are in charge of computing the
edges/nodes coverage achieved at the end of the test suite execution. It is possible
to display a report or to consult them using a customized API.
5.2 The jmlCoverage Tool
The jmlCoverage tool implements the principles described before, as illustrated in
Fig. 6. It acts as a precompiler that produces the Coverage Report Manager (as a
Java source ﬁle) and the monitor itselft, as an AspectJ ﬁle or an instrumented Java
source ﬁle, that is in charge of monitoring the execution of the observed methods.
When the main program execution is over, the Coverage Report Manager dis-
plays a table that informs of the coverage of the nodes/edges/paths of the JML
method speciﬁcation graph, for each condition rewriting that can be applied.
jmlCoverage has been developed, by choice, independently from the JML Run-
time Assertion Checker. The tool supports the same functionalities as the RAC
and, as a consequence, it requires the JML expressions to be executable (i.e., by it-
erating \forall or \exists over a ﬁnite range of integers). Basically, all constructs
accepted by the JML RAC can be accepted by the tool. Its use is independent from
the RAC and, whereas it is not its ﬁrst intent, jmlCoverage is also able to detect
postconditions that are not established by the implementation.
The next section reports on the use of the jmlCoverage tool within a realistic
case study.
5.3 Experiments
5.3.1 Target program.
We have experimented our approach on a case study, adapted from an industrial
example, named Demoney [19]. Demoney is an applet designed by Trusted Logics,
implementing an electronic purse. For the experimental prupose, we have developed
a simpliﬁed version of the implementation, which had been previously annotated
with JML to describe its functional behavior. The classes of the application represent
about 500 lines of JML spread in 4 classes.
5.3.2 Selected testing tools.
Then we have selected two (semi-)automated test generation tools, for which we
wanted to evaluate the test suite generation capabilities. We have selected a ran-
dom testing tool, Jartege [23], and a combinatorial testing tool, Tobias [18].
Jartege produces a given number of sequences, each sequence being of a given
length, and composed of randomly selected method invocations using random in-
puts. On the other hand, Tobias is able to produce large combinatorial test suites
from a test schema deﬁned as a regular expression. Both tools rely on the JML
method speciﬁcations to ﬁlter test cases that do not fulﬁll the method precondi-
tions.
F. Dadeau et al. / Electronic Notes in Theoretical Computer Science 190 (2007) 21–3228
/*@ behavior
@ requires P1;
@ assignable A;
@ ensures Q1;
@ signals (E11 e11) S11;
@ . . .
@ signals (E1M e1M) S1M;
@ also
@ ...
@ also
@ requires PN;
@ assignable A;
@ ensures QN;
@ signals (EN1 eN1) SN1;
@ . . .
@ signals (ENP eNP) SNP;
@*/
T meth(T1 p1, . . .) throws . . . {
body;
}
T meth(T1 p1, . . .) throws . . . {
Check and report precondition
edges predicates coverage
try {
body;
}
catch(java.lang.Error e) {
if (e instanceof E11) {
Check and report edges
predicates coverage for E1
}
. . .
if (e instanceof ENP) {
Check and report edges
predicates coverage for EN
}
throw e;
}
Check and report edges predicates
coverage for normal postcondition
}
Figure 5. Instrumented java source code
5.3.3 Study.
First, we ran Jartege on the Demoney class. Since Jartege is a random testing
tool, we were interested in evaluating the eﬃciency of such a tool. Its use shows the
practicability of our approach, as well as an interesting feedback on the produced
test suites. Indeed, the possibility to connect Jartege with jmlCoverage to help
has appeared to be an interesting option. In this context, jmlCoverage can be used
to limit the number of generated test cases, by generating tests until a user-deﬁned
speciﬁcation coverage rate is reached. Second, we designed 5 testing schemas that
Tobias unfolded in 162 test cases. The resulting abstract tests were concretized
to a Java test program. We have been able to establish the overall coverage of
our testing schema. Here again, our tool can be used to master the combinatorial
Java/JML Source File
Coverage Report Manager Monitor (Java or AspectJ)
informs
Figure 6. Principles of measuring the speciﬁcation coverage
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TS size × number of TS javac RAC jmlCoverage RAC+jmlCoverage
100 × 10 0.738 1.304 0.768 1.244
100 × 20 1.195 1.116 1.140 1.676
100 × 50 2.671 1.165 1.711 2.010
100 × 100 4.987 1.565 2.109 2.464
Table 2
Results of execution times on the case study (in ms.)
explosion induced by the use of schemas. For both of these tools, the speciﬁcation
coverage measure is a good help for a validation engineer to know whether the test
suites are pertinent or not.
One interesting point is the comparison of the execution times of the test suites
w.r.t. the additional annotations. Table 2 displays the execution times (in ms) of
several test suites w.r.t. on programs (i) without any runtime veriﬁcation, (ii) with
the JML assertions checking, (iii) with the JML assertions coverage measure, and
(iv) with (ii) and (iii). Notice that the test suites were automatically generated
using Jartege. Notice also that execution times with (i) may be longer than in
other cases, since the runtime checking may reveal inconclusive tests (i.e., which
do not respect one method’s precondition), and interrupts the execution of the
corresponding test suite.
The results show that the cost of executing jmlCoverage is very little, regardless
to executing the RAC. This is due to the fact that the RAC performs lot more
checkings than jmlCoverage, since it systematically checks invariants and history
constraints. But, the additional cost of using jmlCoverage on top of the RAC is
minimal, even for larger test suites.
6 Related Work
The JML Runtime Assertion Checker [5] is already able to report a partial coverage
of a JML method speciﬁcation, indicating if a precondition has been covered once,
more than once, or never. Nevertheless, it does not present the same granularity
as our approach and can not be considered as a relevant coverage measure tool.
VDMTools [11] also adopt a DBC approach. They provide coverage tools which
consider pre- and postconditions as ordinary statements and measure how much of
the speciﬁcation has been exercised. In other words, it provides an extended notion
of statement coverage which is most of the time weaker than our measures. Works
have also been led on the coverage measure of UML speciﬁcations [1], especially
based on the structural coverage of statecharts diagrams. Simulink Stateﬂow [12]
is also able to perform model coverage measurement on statecharts diagrams. A
complementary view of test suite measurement is the code coverage measurement,
that can be achieved with tools such as JCover [14], JCoverage [15], clover [7] or
EMMA [10].
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The approach we have proposed is inspired of both classical control-ﬂow graph
coverage criteria [21], and classical condition coverage criteria [22]. The novelty is
the application of these criteria to a predicate-based graph extracted from a JML
method speciﬁcation. Moreover, the interest of using a speciﬁcation coverage tool
instead of a code coverage is that the speciﬁcation makes it possible to express
properties independently from a speciﬁc implementation, and thus, allows more
speciﬁc measurements, based on a black-box view of the program.
7 Conclusion and Future Works
This paper has presented an approach for measuring the coverage of JML method
speciﬁcations by a Java test suite. A run-time assertion checking mechnism is em-
ployed to ensure the coverage of the graph extracted from the method speciﬁcations.
The originality of this work is the application of the criteria to JML. We believe
that this work can help increasing the conﬁdence of a validation engineer in his/her
test suite, even if it does not replace a code coverage analysis. From a technical
point of view, the use of aspects for runtime checking of the assertions, frees us
from requesting the Java source code. We only need the JML speciﬁcation. As a
consequence, this approach is suited to model-based testing. The work presented in
this paper can be used as a basis for reducing test suites w.r.t. a deﬁned coverage
criterion so that the reduced test suite provides the same coverage as the complete
one [13]. Moreover, the Java interface could be interesting for connecting Jartege,
also written in Java.
One interesting point is to extend the coverage of the JML speciﬁcations to take
other clauses into account, such as the class invariant or the history constraints.
In addition, we would like to base the development of jmlCoverage on the RAC’s
architecture. This would increase the evolutions of the tool w.r.t. the evolutions of
JML, and it would make it possible to reuse the assertion generation mechanisms
of the RAC. Finally, the use of an annotation modeling language such as JML,
leads us to consider the extension of this work to Spec# speciﬁcations, which would
probably not present any diﬃculties.
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