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Abstract
We prove first that, for fixed integers n, m 1, there is a uniform bound on the number of Pfister
forms of degree n over any Pythagorean field F necessary to represent (in the Witt ring of F )
any form of dimension m as a linear combination of such forms with non-zero coefficients in F .
“Uniform” means that the bound does not depend either on the form or on the field F ; it is given by
a recursive function f of n and m. Similar results hold for the reduced special groups arising from
preordered fields and from fields whose Pythagoras number is bounded by a fixed integer. We single
out a large class of Pythagorean fields and, more generally, of reduced special groups (cf. [4]) for
which f has a simply exponential bound of the form cmn−1 (c a constant). Such a class is closed
under certain—possibly infinitary—operations which preserve Marshall’s signature conjecture. In
the case of groups of finite stability index s, we obtain an upper bound for f which is quadratic on
[m/2n], where c depends on s.
 2003 Elsevier Inc. All rights reserved.
MSC: primary 11E81; secondary 03C65.
Introduction
In this paper we address the question of determining the minimal number of Pfister
forms of a fixed degree n and coefficients in a given reduced special group, G, which
are sufficient to represent in the Witt ring W(G) a quadratic form of given dimension m
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particular, with the reduced special groups arising from:
(i) Formally real Pythagorean fields.
(ii) Formally real fields whose Pythagoras number is bounded by a fixed integer, and
(iii) Preordered fields.
As a concomitant theme we will be concerned with the preservation of Marshall’s signature
conjecture under a number of constructions.
We shall assume some acquaintance with the axiomatic version of quadratic form theory
presented in [4]—the special groups. In particular, we shall consistently adhere to the
notation of that monograph. Unexplained notions concerning orders and preorders on fields
can also be found in Lam’s book [11]. All fields considered in this paper are formally real
(i.e., orderable). If N is the set of natural numbers, write N∗ for N\{0}.
Given a field F (characteristic = 2) or, more generally, a special group G, and an
integer n  1, In(G) is the nth power of the fundamental ideal (in the Witt ring W(G)
of G), consisting of the classes of even-dimensional quadratic forms over G, under Witt-
equivalence. Equivalently, In(G) is the set of linear combinations of Pfister forms of degree
n with coefficients in G.
For a form ϕ ∈ In(G), the Pfister index of ϕ at level n over G, written I (n,ϕ,G), is
the least integer k such that ϕ is a linear combination of k Pfister forms of degree n. For
an integer m  1, I (n,m,G) ∈ N ∪ {∞} is the supremum of I (n,ϕ,G) over all forms
ϕ ∈ In(G) of dimension m.
Our first, and rather surprising, set of results (Theorem 2.5, Corollary 2.6) is that there
is a uniform upper bound on the Pfister index of the reduced special groups associated to
preordered fields and to (formally real) fields with Pythagoras number bounded by a fixed
integer, in particular, to the Pfister index of Pythagorean fields. Moreover, these bounds are
given by recursive functions of the parameters n and m. “Uniform” means here that the
bound does not depend either on the particular quadratic form nor on the particular field
under consideration; viz.,
There is a recursive map, f :N∗ × N∗ → N, such that for all pre-
ordered fields 〈F,T 〉 and all n, m 1, I (n,m,GT (F )) f (n,m). (1)
Given an integer p  1 there is a recursive map, f :N∗ ×N∗ → N
(depending on p), such that for all formally real fields F with
Pythagoras number  p and all n, m  1, I (n,m,Gred(F )) 
f (n,m).
(1′)
There is a recursive map, f :N∗ × N∗ → N, such that for all
Pythagorean fields F and all n, m 1, I (n,m,F ) f (n,m). (1
′′)
These results follow by an argument using ultraproducts from our solution, in [6] and
[5], respectively, of Marshall’s signature conjecture (abbreviated MC; see 2.2 for a precise
statement) for the reduced special group associated to preordered fields (in this case also
known as Lam’s conjecture), and for Pythagorean fields. In fact, if the word “recursive” is
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and closed under ultraproducts.
Interesting consequences of (1′′) are that, for Pythagorean fields and a fixed integer
n  1, both Marshall’s conjecture at level n and membership of In can be expressed, the
latter uniformly on dimension, by first-order formulas in the language of fields (and, of
course, that of special groups as well). These results, together with others of a technical
nature, are the subject matter of Section 2.
Even though (1)–(1′′) are significant results from a conceptual point of view, their actual
mathematical interest might be limited by the fact that a recursive function may have an
unpleasant rate of growth. Therefore, we develop methods to determine reasonable upper
bounds for the Pfister index of a class as large as possible of reduced special groups
and, in particular, of Pythagorean fields. We single out a rather extensive class—more
precisely a countable hierarchy—of reduced special groups whose Pfister indices admit
a simply exponential upper bound of the form cmn−1, where the coefficient c depends
(polynomially) on the level of the group within the hierarchy. Note that, for forms in a
fixed ideal In, the bound is polynomial on dimension.
This program leads us to examine the behavior of the Pfister index and the preservation
of MC, under several—possibly infinitary—operations which when applied to a collection
of special groups yield another such group. Incidentally, we underline the usefulness of the
abstract framework of special groups (sg) here, insofar as it dispenses us with worrying
whether or not applying such operations to sg of fields yields the sg of a field (it may not).
The operations on sg’s considered here fall into two categories. The first group, studied
in Section 3, consists of
(A) Inductive limits of (right-directed) inductive systems of sg’s;
(B) Products and, more generally, arbitrary reduced products of sg’s;
(C) The operation C and generalizations;
(D) Projective limits of projective systems of compact topological sg’s, with continuous
SG-morphisms.
The operations (A), (B) and (D) share the following property: if G is the result of
applying any of them to a collection {Gj : j ∈ J } of sg’s, then, for n, m 1,
I (n,m,G) sup
j∈J
I (n,m,Gj ). (2)
The operation C associates to a Boolean space X and a sg G, the set C(X,G) of
continuous maps from X to G (with the discrete topology), endowed with the pointwise sg
structure. For this construction, we prove that for all n, m 1:
I
(
n,m,C(X,G))= I (n,m,G) (3)
(Proposition 3.14). Note that (2) and (3) hold for arbitrary sg’s, whether reduced or not.
For G= Z2 (the two-element sg), an easy computation and (3) lead to the exact value for
all n, m 1 (Proposition 3.17)
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{
1,
[
m
2n
]}
, (4)
for all Boolean algebras B (equivalently, all Pythagorean SAP fields).
In a separate class, we have the extension operation, the only operation on sg’s which,
to our knowledge, may strictly increase the Pfister index. Using an argument originating
with Marshall, we prove that, if a rsg G verifies MC, then for n, m 1,
I (n,m,G[2]) I (n,m,G)+ I (n− 1,m,G), (5)
where 2 denotes the two-element group (Theorem 4.1). Iterating this inequality yields an
upper bound for I (n,m,G[2r ]) in terms of the values of I (k,m,G) for 3  k  n and
r ∈ N∗, where 2r is the group of exponent two and dimension r as a F2-vector space. It
turns out, however, that the value of I (n,m,G[2r ]) stabilizes for r m (Proposition 4.6).
Inequality (2) for inductive limits then yields an upper bound for I (n,m,G[∆]) in terms
of I (k,m,G), 3 k  n, independent of the size of ∆ (Corollary 4.7). Inserting the value
(4) into this bound yields the simply exponential bound, where n 3 and m 2n
I (n,m,B[∆]) 3
4
mn−1
(n− 2)! (6)
for arbitrary extensions of Boolean algebras (i.e., for fields of iterated formal power
series—in possibly infinitely many variables—over a Pythagorean SAP field). This bound
applies, in particular, to the class of fans, which are the extensions of Z2.
Inequality (5), and hence the upper bounds for extensions referred to above, is valid
under the assumption that G verifies MC. Thus, in order to put all the preceding results to
work, we need to know that:
MC is preserved by all operations considered above. (7)
Along the way of establishing the inequalities (2) and (5) above, we shall also prove (7).
This will occupy Section 3 and part of Section 4.
The preceding results naturally lead to consider the following, inductively defined,
classes of rsg’s:
– RSG0 is the class of all rsg’s whose Pfister indices are bounded above, for all n, m 1,
by that of an extension of a Boolean algebra. Hence bound (6) holds for all G ∈ RSG0.
It also turns out that this class is closed under the operations (A)–(D) above (but may
not be closed under extensions).
– RSGk+1 is the closure of
{H [∆]: H ∈ RSGk,∆ a group of exponent 2},
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exponential bound
I (n,m,G) 3
4
((k + 1)m)n−1
(n− 2)!(k + 1) (n 3,m 2
n, k  0),
for all G ∈ RSGk .
The class
⋃
k0 RSGk is quite extensive; amongst many others, it includes all sg’s of
finite type, all uniformly locally finite rsg’s and all profinite rsg’s of finite stability index.
However, we do not know the extent to which rsg’s of finite stability index are included in
this class.
In Section 6, which is joint work with M. Marshall, we relate the Pfister indices of
rsg’s of finite stability index to two known structural invariants: Bröcker’s t∗-invariant
and Marshall’s p-invariant. This applies, in particular, to the rsg associated to a formally
real field of finite stability index. For finite rsg’s, the aforementioned relations yield upper
bounds for the Pfister index in terms of the stability index.
2. The Pfister index of quadratic forms
In what follows, G = 〈G,≡G,−1〉 denotes an arbitrary special group (sg). Most
frequently, G will be formally real (f.r.) or reduced (rsg); (see [4, Chapter 3, Definition 3.3
and Chapter 1, Definition 1.2, respectively)]). The special group G(F) (respectively,
Gred(F )) associated to a field F of characteristic = 2 (respectively, a formally real field),
is the group F˙ /F˙ 2 (respectively F˙ /ΣF˙ 2), endowed with the standard binary isometry
relation (see [4, Chapter 1, Section 3]; G(F) is formally real (respectively, reduced) iff F
is formally real (respectively, Pythagorean), while Gred(F ) is always reduced. Likewise,
there is a rsg GT (F) associated to each preordered field 〈F,T 〉 (see [4, p. 21 and
Theorem 1.32]).
Definition 2.1.
(a) For an integer n  0 and a quadratic form ϕ over G, the Pfister index of degree n of
ϕ in G,1 I (n,ϕ,G), is the least integer k such that ϕ is Witt-equivalent to a linear
combination, with coefficients in G, of k Pfister forms of degree n, if ϕ ∈ In(G), and
0 otherwise. (Note that I 0(G)=W(G).)
(b) For each integer m 1, the m-Pfister index of G in degree n is:
I (n,m,G)= sup{I (n,ϕ,G): ϕ is a form of dimension m} ∈N∪ {∞}.
1 In token of Pfister’s many contributions to quadratic form theory.
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(a) For a rsg G and an integer n  1, Marshall’s signature conjecture at level n is the
statement:
For every quadratic form ϕ over G
sgnσ (ϕ)≡ 0 (mod 2n), for all σ ∈XG implies ϕ ∈ In(G). (MCn)
Here XG is the space of orders of G, that is, the set of all SG-characters σ :G→ Z2,
and if ϕ = 〈a1, . . . , an〉, then (see [4, Chapter 3, pp. 50, 51])
sgnσ (ϕ)=
n∑
i=1
σ(ai) (sum in Z)
is the signature of ϕ at σ . (MC) stands for the conjunction of (MCn), n 1. We write
(G,ϕ) |=HMCn
to mean “for all σ ∈XG, sgnσ (ϕ)≡ 0 (mod 2n).”
In [5], (MC) was proved true for all Pythagorean fields, and in [6] for all the rsg’s
GT (F) associated to preordered fields.
(b) As in [4, p. 217], LSG = {1,−1, ·,≡} is the language of special groups. Some basic
notions from quadratic form theory, e.g., isometry of forms (of arbitrary dimension),
isotropic form, Witt-equivalence of forms, can be expressed by positive-existential
statements in the languageLSG, having the entries of the forms involved as parameters.
(c) We shall employ standard notation for ultraproducts and reduced products, as set
down in [3] or [2], adapted in self-explanatory ways to our setting. For instance, if
{Hj : j ∈ J } is a collection of special groups and F is a filter on J , we write:
∗ 1F ,−1F for the class, modulo F , of the constant J -sequences consisting of 1’s and
−1’s, respectively.
∗ If {ϕj : j ∈ J } is a sequence of forms of the same dimension m, ϕj with entries
in Hj , ϕ = 〈ϕj 〉F is the m-form over HF =
∏
j∈J Hj/F , whose kth entry ϕ(k)
is 〈ϕj (k): j ∈ J 〉/F , the sequence modulo F of the kth coordinates of the ϕj ’s,
1 k m.
We leave as an exercise checking the validity of:
Lemma 2.3. Let {Gj : j ∈ J } be special groups and let F be a filter on J . Let ϕ = 〈ϕj 〉F ,
ψ = 〈ψj 〉F be forms over GF =
∏
j∈J Gj/F .
(1) ϕ ≡GF ψ iff {j ∈ J : ϕj ≡Gj ψj } ∈F .
(2) If 〈aj 〉F ∈GF , then
〈aj 〉F ∈DGF (ϕ) iff {j ∈ J : aj ∈DGj (ϕj )} ∈F .
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each component.
(4) ϕ ≈GF ψ iff {j ∈ J : ϕj ≈Gj ψj } ∈F .
(5) GF |= “ϕ is isotropic” iff {j ∈ J : Gj |= “ϕj is isotropic”} ∈F .
Remark on proof. For (1) use induction on dimension and the inductive definition of
isometry ([4], 1.1(e)). The other items follow readily from definitions and (1).
If G is a sg and a1, . . . , an ∈G, write 〈〈a1, . . . , an〉〉 = ⊗ni=1〈1, ai〉 for the Pfister form
associated to the ai ’s.
Lemma 2.4 (Marshall; private communication). Let G be a rsg and n  1 be an integer.
The following are equivalent for any form ϕ = 〈a1, . . . , an〉 over G:
(1) (G,ϕ) |=HMCn;
(2) G |=∧ε∈Y “〈〈ε(1)a1, . . . , ε(m)am〉〉 is isotropic,”
where Y = {ε ∈ {±1}m: ∑mi=1 ε(i) ≡ 0 (mod 2n)}.
Proof. The following conditions are equivalent for any Pfister form ψ = 〈〈b1, . . . , bq〉〉
over a rsg G (cf. [4, Propositions 2.2(e) and 3.7∗]):
(i) ψ is isotropic;
(ii) ψ is hyperbolic;
(iii) For all σ ∈XG, sgnσ (ψ)= 0;
(iv) ∀σ ∈XG, ∃i ∈ {1, . . . , q}, such that σ(bi)=−1.
(1) ⇒ (2): Fix ε ∈ Y and suppose 〈〈ε(1)a1, . . . , ε(m)am〉〉 is anisotropic over G. The
equivalence (i)⇔ (iv) above implies that there is σ ∈ XG such that σ(ε(i)ai) = 1, i.e.,
σ(ai)= ε(i), for i m. Since ε ∈ Y ,
sgnσ (ϕ)=
m∑
i=1
σ(ai)=
m∑
i=1
ε(i) ≡ 0 (mod 2n),
which gives (G,ϕ) |= ¬(HMCn).
(2)⇒ (1): Assume (1) false, i.e., sgnσ (ϕ)=
∑m
i=1 σ(ai) ≡ 0 (mod 2n), for some σ ∈XG.
Define ε ∈ {±1}m by ε(i)= σ(ai), i m. Then, ε ∈ Y and σ(ε(i)ai)= 1, which entails
sgnσ
(〈〈ε(1)a1, . . . , ε(m)am〉〉) = m∏
i=1
(
1+ σ(ai)
)= 2m = 0,
and the equivalence (i)⇔ (iii) guarantees that 〈〈ε(1)a1, . . . , ε(m)am〉〉 is anisotropic in G,
contradicting (2). ✷
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Theorem 2.5. Let n1 be an integer and G be a class of rsg’s, verifying:
(1) Marshall’s conjecture at level n is true for all G ∈ G;
(2) G is closed under ultraproducts.
Then, for m 1, there is r = r(m,n) ∈N∗, such that I (n,m,G) r , for all G ∈ G. Thus,
for n, m fixed in N∗, the map G → I (n,m,G) is uniformly bounded on G.
Proof. If the conclusion is false for some m  1, for each k  1 there is a rsg Gk ∈ G
and a form ϕk of dimension m, such that I (n,ϕk,Gk) k. Since k  1, ϕk ∈ In(Gk). Let
U be a non-principal ultrafilter on N∗. Consider the m-form ϕ = 〈ϕk〉U , with entries in
GU =
∏
k1 Gk/U . Since every form in In(Gk) satisfies HMCn and this is a first-order
LSG-statement (Lemma 2.4), by Łós’s theorem we conclude that (GU , ϕ) |= HMCn. Our
hypotheses on G guarantee that ϕ ∈ In(GU ), i.e., there are a1, . . . , aq ∈ GU and Pfister
forms P1, . . . ,Pq of degree n over GU so that
ϕ ≈GU
q⊕
j=1
ajPj .
From item (4) in Lemma 2.3 we obtain that
A=
{
k ∈N∗: ϕk ≈Gk
q⊕
j=1
aj (k)Pj (k)
}
∈ U .
Since U is non-principal, A must be infinite, which implies I (n,ϕk,Gk) q for infinitely
many k’s, a contradiction. ✷
From the validity of Marshall’s conjecture for Pythagorean fields [5] and for the rsg’s
arising from preordered fields [6], using the routinely checked Lemma 2.7, we conclude
Corollary 2.6. For each n, m 1,
(a) The Pfister index I (n,m,F ) is uniformly bounded for all Pythagorean fields.
(b) The Pfister index I (n,m,Gred(F )) is uniformly bounded for all formally real fields F
of Pythagoras number  p, p a fixed integer  1.
(c) The Pfister index I (n,m,GT (F )) is uniformly bounded for all preordered fields
〈F,T 〉.
Lemma 2.7.
(a) Let {〈Fj ,Tj 〉: j ∈ J } be a collection of preordered fields and let U be an ultrafilter
on J . Let TU ⊆ FU denote the ultraproduct modulo U of the given family of preorders:
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j∈J GTj (Fj )/U→GTU (FU ), given by
〈gj/T˙j : j ∈ J 〉/U → 〈gj 〉U /T˙U
( for 〈gj 〉j∈J ∈∏j∈J F˙j )
is an isomorphism of special groups.
(b) Let p  1 be an integer. Let {Fj : j ∈ J } be formally real fields with Pythagoras
number  p and let U be an ultrafilter on J . With Tj = ΣF 2j (j ∈ J ), the map∏
j∈J Gred(Fj )/U→Gred(FU ) defined as in (a), is an isomorphism of special groups.
Remark. The case p = 1 in item 2.7(b) is that of Pythagorean fields. The assertion is false
if the assumption on the Pythagoras number is dropped.
In case G is the class of all sg’s associated to Pythagorean fields, the primitive notions
of the language LSG are (obviously) definable from addition and multiplication in the
language of fields; see [4, Chapter 1, Section 3] for more details. For fixed integers n,
m 1, consider the first-order statements (in the language of fields):
Φr : every quadratic form of dimension m verifying HMCn is Witt-equivalent to a
linear combination of r Pfister forms of degree n.
The completeness theorem of first-order logic, together with Lemma 2.4 and Theorem 2.5
show that a finite disjunction of the Φr ’s is provable from the axioms for (f.r.) Pythagorean
fields. Since this is a recursive set of axioms, we conclude that the Pfister index I (n,m,F )
is uniformly bounded by a recursive function of n and m. A similar argument applies
to any class G of rsg’s recursively axiomatizable in a first-order language in which the
primitive notions of LSG are interpretable. This is also the case for the classes of rsg’s
associated to preordered fields and to formally real fields with a limited Pythagoras number
considered above. In these examples the primitive notions of LSG are also interpretable by
first-order formulas of the appropriate languages: this is clear for the group operation and
the constants 1 and −1; further,
– equality, x = y , is interpreted by “xy ∈ T ” (respectively, “xy is a sum of  p
squares”), and
– the representation relation x ∈ D(1, y) is interpreted by “there are s, t ∈ T (respec-
tively, s, t are sums of  p squares) such that x = s + yt .”
As an easy consequence of this remark (and Lemma 2.4), we have
Corollary 2.8. Let n, m 1 be fixed integers.
(a) Marshall’s conjecture at level n, for forms of dimension m, can be expressed by a first-
order sentence of the languageLF = {+,−, ·,0,1} for fields (and is a consequence of
the axioms for Pythagorean fields).
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existential LF -formula Inm(v1, . . . , vm); i.e., for any Pythagorean field F and
a1, . . . , am ∈ F˙ ,
〈a¯1, . . . , a¯m〉 ∈ In
(
G(F)
)
iff F |= Inm[a1, . . . , am],
where a¯ = a/F˙ 2.
Remark 2.9.
(a) Incidentally, observe that, for fixed n, m, r  1, the statement “I (n,m, ·)  r” is
expressed by a positive-existential LSG-sentence. The statements “I (n,m, ·) > r”
and “I (n,m, ·) = r” are expressed, respectively, by a (non-positive) universal and a
universal-existential LSG-sentence.
(b) Analogs of the preceding corollary for the two other classes of fields considered above
do not follow from our results (and may well be false). Indeed, for a form ϕ with non-
zero coefficients in, say, a preordered field 〈F,T 〉, the statement “ϕ ∈ In(GT (F ))” is
expressed (in terms of the underlying preordered field structure) by “there is a form
ψ ∈ In(F ) and a T -torsion form τ such that ϕ ≈ ψ ⊕ τ .” But there is no way of
bounding the dimensions of ψ and τ in terms of that of ϕ and n.
From 2.9 we conclude that the Pfister index is an elementary invariant of special groups,
that is
Corollary 2.10. If G, H are sg’s, then G≡H implies I (n,m,G)= I (n,m,H), for all n,
m 1.
In the next proposition we collect a number of simple results, repeatedly used in the
sequel.
Proposition 2.11. Let G, H be sg’s, n, m 1 be integers and ϕ, ψ be forms over G.
(a) I (0, ϕ,G)= dimension of the anisotropic part ϕan of ϕ = I (0, ϕan,G).
(b) I (1, ϕ,G) 12 dim(ϕan).(c) If ϕ is hyperbolic, then I (n,ϕ,G)= 1.
(d) I (n,ϕ⊕ψ,G) I (n,ϕ,G)+ I (n,ψ,G), whenever at least one of ϕ, ψ is in In(G).
(e) I (n,ϕ,G)= I (n, aϕ,G), for all a ∈G.
(f) If f :G→H is a SG-morphism and ϕ ∈ In(G), then
1 I (n,f . ϕ,H) I (n,ϕ,G).
(g) Let m1, m2  1 be integers. Assume that for every m1-form ϕ ∈ In(G) there is an m2-
form ψ over H such that I (n,ϕ,G) I (n,ψ,H). Then, I (n,m1,G) I (n,m2,H).
(h) The function I (n,m,G) is non-decreasing for even values of m. In fact, if m1 m2
and m2 is even, then I (n,m1,G) I (n,m2,G).
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(j) I (0,m,G)m, with equality holding if G is f.r.
(k) I (1,m,G) m2 , with equality holding, for m even, if G is f.r.(l) I (2,m,G) m2 − 1.
Proof.
(a) is clear because the only Pfister form of degree 0 is 〈1〉 (recall that I 0(G)=G). Item
(j) follows immediately from (a). Note that, if G is f.r., there are anisotropic forms of
any dimension m, namely m〈1〉.
(b) follows from the fact that, for every form of even dimension, ϕ = 〈a1, . . . , a2k〉, we
have
ϕ ≡G
k⊕
i=1
a2i−1〈1, a2i−1a2i〉.
(k) follows from (b) by the same argument that proves (a) ⇒ (j), recalling that
|sgnσ (θ)| dim(θ), for all σ ∈XG.
(c) At least one (indeed, exactly one, hyperbolic) Pfister form of degree n is needed to
represent ϕ up to Witt-equivalence.
(d) If both ϕ, ψ ∈ In(G), the inequality follows by considering shortest representations
of both as linear combinations of Pfister forms of degree n. If one of them is outside
In(G), then so is the sum, and the inequality is obvious.
(e) If ϕ ≈G ⊕pi=1 aiϕi , with ai ∈ G and ϕi Pfister forms of degree n, then aϕ ≈G⊕p
i=1 aaiϕi , so that I (n, aϕ,G)  I (n,ϕ,G). Applying this inequality to aϕ yields
I (n,ϕ,G) I (n, aϕ,G).
(f) Consider the image under f of a representation of ϕ as a linear combination of the
appropriate Pfister forms.
(g) Clear, since I (n,ϕ,G)  I (n,ψ,H)  I (n,m2,H) holds for every m1-form
ϕ ∈ In(G).
(h) If m1 is odd there is nothing to prove. Assume m1 even and dim(ϕ) = m1. Letting
ψ = ϕ ⊕ (m2−m12 )〈1,−1〉, we have dim(ψ)=m2 and I (n,ϕ,G)= I (n,ψ,G). Thus,
the desired conclusion follows from (g).
(i) This is a consequence of (c) and the Arason–Pfister Hauptsatz ([10, Chapter X, Section
3, Theorem 3.1], for fields; [4, Theorem 7.31], for rsg’s).
(l) (Cf. [10, Chapter X, Example 4, p. 292]). We need only consider the case m even  4.
Let ϕ = 〈a1, . . . , am〉 ∈ I 2(G). Scaling, we may assume that a1 = 1. We proceed by
induction on m.
m= 4. Note that a2a3a4 = d = the discriminant of ϕ. By [10, Corollary II.2.2] (valid for
arbitrary sg’s), ϕ ∈ I 2(G) implies d = 1. Hence, ϕ ≡G 〈1, a2, a3, a2a3〉, a Pfister form of
degree 2.
(m− 1)⇒m. Assume first there are indices 2 i , j , k m, i = j , such that ak = aiaj ;
we may assume i = 2, j = 3, k = 4. Then,
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with ψ = 〈a5, . . . , am〉, a form of dimension m− 4. Since the first summand is a Pfister
form of degree 2, ϕ ∈ I 2 implies ψ ∈ I 2. By the induction hypothesis, I (2,ψ,G) m2 −3,
and by (d), I (2, ϕ,G) m2 − 2.
If aiaj = ak for all indices i , j , k  2, i = j , proceed as follows:
ϕ ≈ ϕ ⊕ 〈a2a3,−a2a3〉 ≡ 〈1, a2, a3, a2a3〉 ⊕ψ,
with ψ = 〈−a2a3, a4, . . . , am〉, of dimension m − 2. As above, ψ ∈ I 2; by induction,
I (2,ψ,G) m2 − 2, whence I (2, ϕ,G) m2 − 1, by (d). ✷
Remark 2.12.
(a) In connection with item (h) in 2.11, note that the behavior of I (n,m, ·) as a function
of n is, in general, a rather delicate matter.
(b) Izhboldin and Karpenko have recently shown that the bound of 2.11(l) is sharp:
I (2,8,K)= 3, for some field K; (see [8, Corollary 16.8]). ✷
We close this section by proving a useful result on the behavior of the Pfister index
under pure SG-embeddings.
Lemma 2.13. Let G, H be rsg’s and let f :G→ H be a pure SG-embedding. Then, for
integers n, m 1:
(a) H |=MCn⇒G |=MCn.
(b) For every form ϕ over G, I (n,ϕ,G)= I (n,f . ϕ,H).
(c) I (n,m,G) I (n,m,H).
Remark 2.14. A SG-morphism f :G→H is pure if it reflects, from H to G, all positive-
existential LSG-sentences with parameters in G; for details, see [4, Chapter 5, Section 3,
p. 91, 92].
Proof.
(a) Let ϕ be a form over G such that (G,ϕ) |= HMCn. Since this is expressible by a
positive-existential LSG-sentence with the entries of ϕ as parameters (2.4), and f is a
LSG-morphism, we get (H,f . ϕ) |= HMCn. By assumption, f . ϕ ∈ In(H), i.e., for
some integer r  1 the following positive-existential LSG-formula (cf. 2.2(b)) holds
in H :
∃x1, . . . , xr∃y11 . . . y1n . . . yrn
(
f . ϕ ≈
r⊕
xi
(
n⊗
〈1, yij 〉
))
.i=1 j=1
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in G, showing that ϕ ∈ In(G).
(b) Assume that ϕ ∈ In(G). Taking r = I (n,f . ϕ,H), the preceding argument proves
that I (n,ϕ,G) I (n,f . ϕ,H). The reverse inequality comes from 2.11(f). Item (c)
follows at once from (b) and 2.11(g). ✷
Example 2.15. In [4, Example 5.26] it is shown that if F is a f.r. field, the SG-embeddings
G(F)→G(F(X)) and Gred(F )→Gred(F (X)), induced by the inclusion of F into F(X)
are pure. Hence, for n, m 1
I (n,m,F ) I
(
n,m,F (X)
)
and I
(
n,m,Gred(F )
)
 I
(
n,m,Gred
(
F(X)
))
.
These inequalities may be strict. Indeed, we observe:
(a) [15, Theorem 2.12, p. 139]; [4, Proposition 7.17]. For a f.r. field F ,
F is SAP iff Gred(F ) is a Boolean algebra.
Note that a form ϕ over F is weakly isotropic in F iff its image in Gred(F ) is isotropic.
(b) For a rsg G and any integer m 1, the following are equivalent:
(i) G is a Boolean algebra;
(ii)m For all a, b ∈G, the (m+ 3)-form ϕmab =m〈1〉 ⊕ 〈a, b,−ab〉 is isotropic;
(iii) For all a, b ∈G, 〈a, b,−ab〉 represents −1.
Proof of (b). (i)⇒ (ii)m. Clearly, sgnσ (ϕmab) equals m+ 1 or m− 3 for all σ ∈XG; hence
ϕmab is indefinite and we conclude by [4, Proposition 7.17].
(ii)m⇒ (iii). From the assumption, we have −1 ∈DG(ϕmab). By [4, Proposition 1.6(c)],
there are x ∈ DG(m〈1〉) and y ∈ DG(〈a, b,−ab〉) so that −1 ∈ DG(x,y). Since G is
reduced, x = 1; hence y =−1, proving (iii).
(iii)⇒ (i). Clearly, (iii) implies that 〈1, a, b − ab〉is isotropic and so (i) follows from
[4, Proposotion 7.17].
(c) ϕ3ab ∈ I 2(G), for any G.
This follows from [10, Corollary II.2.2], since d(ϕ3ab)=−1 and dim(ϕ3ab)= 6.
(d) If dim(ϕ)= 6, ϕ ∈ I 2(G) and I (2, ϕ,G)= 1, then ϕ is isotropic.
Indeed, the assumptions imply that ϕ ≡G aθ⊕〈1,−1〉, for some a ∈G and some Pfister
form θ of degree 2. Note that by 2.11(l), I (2, ϕ,G) 2, for any ϕ ∈ I 2 of dimension 6.
Now, let F be a Pythagorean, SAP field having at least two orders. By [15,
Theorem 9.8], F(X) is not SAP. By (a), Gred(F (X)) is not a Boolean algebra, and so
(b) guarantees that it has elements a, b such that the 6-form ϕ3ab is not isotropic. Items (c)
and (d) imply, then, that
I
(
2, ϕ3ab,Gred
(
F(X)
))= 2= I(2,6,Gred(F(X))). ✷
222 M.A. Dickmann, F. Miraglia / Journal of Algebra 268 (2003) 209–2513. Pfister index and MC under certain constructions
Our next order of business is to investigate the behavior of the notions in the title under
the operations (A)–(D) described in the introduction. In particular, we prove statements (2),
(3) and (4) therein and show that Marshall’s conjecture is preserved by these four
operations.
3.1. Inductive limits
Proposition 3.1. Let J be a right-directed poset and G = 〈Gj , {fjk: j  k}〉 be an
inductive system of sg’s over J , where each fjk is a SG-embedding. Let 〈G, {fj : j ∈ J }〉
be the inductive limit of G, where fj :Gj →G is the canonical SG-morphism that comes
with the inductive limit construction. Then,
(a) For each n 1, In(G)=⋃j∈J In(Gj ).
(b) For n, m 1, I (n,m,G) supj∈J infkj I (n,m,Gk).
(c) If each fjk is a complete embedding, so are all fj ’s. Moreover, if the Gj ’s are reduced
and, for an integer n  1 the set M = {j ∈ J : Gj |= MCn} is cofinal in J , then
G |=MCn.
Remark 3.2. Item (c) was proved by Marshall in [13, Theorem 5.2], in the dual
terminology of abstract order spaces. It is the only result, among those proved in this
section, which we have found in the literature (at least, in the present degree of generality).
Proof.
(a) Since the axioms defining the notion of (reduced) special group are universal-
existential (in LSG), the inductive limit G is a sg, which is reduced if the Gi ’s are
reduced [12, Proposition 1.9.16]. Since the fjk are injective, so are the fj ’s. We adhere
to the established practice of identifying, via fj , eachGj with a special subgroup ofG.
Then, In(Gj )⊆ In(G), for all j ∈ J and n 0.
For the reverse inclusion, let ϕ ∈ In(G), say
ϕ ≈G
r⊕
k=1
bkPk, (∗)
where bk ∈G and each Pk is a Pfister form of degree n over G. The Witt-equivalence
(∗) can be expressed by an existential statement Θ of the language LSG (see 2.2(b)),
i.e., involving only the isometry of binary forms. Let B ⊆G be the finite set consisting
of the coefficients of the forms ϕ,P1, . . . ,Pr , the bk’s and the witnesses of the
satisfaction of Θ in G. Since J is right-directed there is j ∈ J such that B ⊆ Gj .
Since all the witnesses to verify Θ are in Gj , and binary isometry is the same in Gj
and G, Θ is true in Gj . Hence, the Witt-equivalence (∗) holds in Gj , establishing that
ϕ ∈ In(Gj ).
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k  j , where the index j is chosen as above, because Gk ⊇Gj ⊇ B , whenever k  j .
On the other hand, the existentialLSG-statement (with parameters the coefficients of ϕ)
expressing that I (n,m, ·) rk , valid in Gk , is preserved under extensions, hence also
valid in G; this proves that r  rk , whence r = rk . Setting m= dim(ϕ), it follows that
I (n,ϕ,G) I (n,m,Gk), for k  j , whence
I (n,ϕ,G) inf
kj
I (n,m,Gk) sup
j∈J
inf
kj
I (n,m,Gk).
Taking suprema over all ϕ ∈ In(G) of dimension m yields (b).
(c) It is left to the reader to verify that each fj is a complete embedding (equivalently, each
Gj is a complete subgroup of G). Let ϕ be a form over G such that (G,ϕ) |=HMCn.
Since J is right-directed and M is cofinal in J , there is j ∈M such that all coefficients
of ϕ belong to Gj . By [4, Proposition 5.3], every σ in XGj has an extension σ̂ to a
character of G. Consequently, for all characters σ of Gj ,
sgnσ (ϕ)= sgnσ̂ (ϕ)≡ 0 (mod 2n),
i.e., (Gj ,ϕ) |=HMCn. Thus, ϕ ∈ In(Gj ), and (a) yields ϕ ∈ In(G), as required. ✷
3.2. Products and reduced products
Our first result characterizes the ideals In and gives an upper bound for the Pfister index
of reduced products of sg’s. Marshall’s conjecture will be dealt with later.
Theorem 3.3. Let G = {Gj : j ∈ J } be a family of sg’s, F a filter on J and n, m  1
be integers. For j ∈ J , let ϕj be a form of dimension m over Gj ; set ϕF =
∏
j∈J ϕj /F
(cf. 2.2(c)). Then,
(a) ϕF ∈ In(GF ) iff {j ∈ J : ϕj ∈ In(Gj )} ∈F and infA∈F supj∈A I (n,ϕj ,Gj ) <∞.
(b) ϕF ∈ In(GF )⇒ I (n,ϕF ,GF )= infA∈F supj∈A I (n,ϕj ,Gj ).
(c) I (n,m,GF ) infA∈F supj∈A I (n,m,Gj ).
For the proof, we need
Lemma 3.4. Given a filter F on a set J and a map f :J → N ∪ {∞}, the following are
equivalent:
(1) infA∈F supj∈A f (j)= t <∞;
(2) ∃A ∈F such that supj∈A f (j) t and {j ∈ J : f (j) t − 1} /∈F .
Proof. Let D = {j ∈ J : f (j) t − 1}.
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attained, i.e., there is A ∈ F such that supj∈A f (j) = t . If D were in F , we would have
infB∈F supj∈B f (j) t − 1, contrary to assumption.
(2)⇒ (1). The inequality in (2) entails infA∈F supj∈A f (j) t ; if t could be replaced by
t − 1 in the preceding inequality, then there is B ∈ F such that supj∈B f (j) t − 1, that
is, B ⊆D, whence D ∈F , a contradiction. ✷
Proof of Theorem 3.3. We write ϕ for ϕF .
(a) (⇒) If ϕ ∈ In(GF ), then
ϕ ≈GF
r⊕
k=1
akPk (∗)
with ak in GF and Pk Pfister forms of degree n over GF . Lemma 2.3(4) yields:
A=
{
j ∈ J : ϕj ≈Gj
r⊕
k=1
ak(j)Pk(j)
}
∈F .
Hence,
(i) A⊆ {j ∈ J : ϕj ∈ In(Gj )};
(ii) supj∈A I (n,ϕj ,Gj ) r ,
which clearly imply the statement in the right-hand side of (a).
(⇐) Assume the right-hand side of (a) holds. Since the I (n,ϕj ,Gj ) ∈ N, the value
infA∈F supj∈A I (n,ϕj ,Gj ) = r is attained; select A ∈ F so that supj∈A I (n,ϕj ,
Gj )= r , and letB = {j ∈ J : ϕj ∈ In(Gj )}. SetC =A∩B and t = 2n supj∈C I (n,ϕj ,
Gj ). For j ∈ C, let ψj be a linear combination of length I (n,ϕj ,Gj ) of Pfister forms
of degree n over Gj such that ϕj ≈Gj ψj . By adding hyperbolic Pfister forms of
degree n, we may assume that all ψj ’s are of dimension t . By defining, e.g., ψj = t〈1〉
for j /∈C, Lemma 2.3(4) implies that ϕ ≈GF ψF =
∏
j∈J ψj /F ; further,ψj is a linear
combination of Pfister forms of degree n, for all j ∈ J ; hence, so is ψF , wherefrom
we conclude that ϕ ∈ In(GF ).
(b) Let ϕ ∈ In(GF ). A Witt-equivalence of the form (∗) holds with r = I (n,ϕ,GF ); if
A is defined as above, we have A ∈F . Setting R = {j ∈ J : I (n,ϕj ,Gj ) r}, we get
A⊆R, whence R ∈F .
Next, let
S = {j ∈ J : I (n,ϕj ,Gj ) r − 1} and B =
{
j ∈ J : ϕj ∈ In(Gj )
};
by (a),B ∈F . For j ∈ S∩B , select a1j , . . . , ar−1j ∈Gj and Pfister formsQ1j , . . . ,Qr−1j
of degree n over Gj , such that ϕj ≈Gj
⊕r−1
k=1 akjQkj . For 1  k  r − 1 and
j /∈ S ∩ B , let akj = 1 and Qkj = 2n〈1〉. If S ∈ F , Lemma 2.3(4) would imply
ϕ ≈GF
⊕r−1
k=1 akFQkF , and (since the QkF are Pfister forms of degree n over GF )
I (n,ϕ,GF ) r − 1, contradicting that r = I (n,ϕ,GF ).
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infA∈F supj∈A I (n,ϕj ,Gj ), establishing (b).
(c) We may assume I (n,m,GF ) > 0. Let ϕ =
∏
j∈J ϕj /F be a m-form in In(GF ).
Using item (b) and noting that I (n,ϕj ,Gj )  I (n,m,Gj ), for all j ∈ J , we get
I (n,ϕ,GF )  infA∈F supj∈A I (n,m,Gj ). Taking the supremum over all relevant ϕ
gives (c). ✷
In the case of (direct) products, i.e., when F = {J }, the inequality of Theorem 3.3(c)
can be proven to be an equality.
Proposition 3.5. Let {Gj : j ∈ J } be a family of sg’s and G be its product. For n, m 1
and forms ϕj over Gj(j ∈ J ) of fixed dimension, we have:
(a) ∏i∈I ϕi ∈ In(G) iff for all j ∈ J,ϕj ∈ In(Gj ), and supj∈J I (n,ϕj ,Gj ) <∞.
(b) ∏j∈J ϕj ∈ In(G) implies I (n,∏j∈J ϕj ,G)= supj∈J I (n,ϕj ,Gj ).
(c) I (n,m,G)= supj∈J I (n,m,Gj ).
Proof. (a) and (b) are just restatements of the corresponding items in 3.3 for F = {J }, as
is the inequality  in (c). For the reverse inequality we need to prove that I (n,m,G) 
I (n,m,Gj ), for all j ∈ J . This, in turn, follows from 2.11(g) and
Claim. Fix j ∈ J and a form ψ over Gj of even dimension 2p. Let ψG =∏k∈J ψk , where
ψk =
{
ψ if k = j ;
p〈1,−1〉 if k = j.
Then:
(i) ψ ∈ In(Gj ) iff ψG ∈ In(G).
(ii) I (n,ψ,Gj )= I (n,ψG,G).
Proof of Claim. The assertion in (i) follows at once from (a). For (ii) we may assume
that r = I (n,ψ,Gj )  1. Let θ be a linear combination of length r of Pfister forms
of degree n over Gj such that ψ ≈Gj θ . For k = j , let βk be the sum of r hyperbolic
Pfister forms of degree n over Gk ; obviously βk ≈Gk p〈1,−1〉. Let χ be the product of the
βk’s, with θ in the j th-coordinate; χ is a linear combination of r Pfister forms of degree
n over G. Since dim(θ) = dim(βk) = r2n, Lemma 2.3(4) yields ψG ≈G χ , and hence
I (n,ψG,G) r . Conversely, let s = I (n,ψG,G), and choose τ to be a linear combination
of Pfister forms of degree n overG such that τ ≈G ψG. Then,ψ =ψG(j)≈Gj τ (j). Since
τ (j) is clearly a linear combination (over Gj ) of the same type and length s, we conclude
that I (n,ψ,Gj ) s, as required. ✷
We register the following
Corollary 3.6. Let G1, . . . ,Gl be sg’s and G be their product. For integers n, m 1,
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(b) I (n,m,G)=max{I (n,m,Gk): 1 k  l}.
We turn to the preservation of Marshall’s signature conjecture by reduced products. The
following result is a direct consequence of Lemma 2.3(5) and the first-order formulation
of HMCn in Lemma 2.4.
Lemma 3.7. Let {Gj : j ∈ J } be a collection of sg’s, F a filter on J and n 1 an integer.
For j ∈ J , let ϕj be a form over Gj of fixed dimension m 1. Then,
(GF , ϕF ) |=HMCn iff {j ∈ J : (Gj ,ϕj ) |=HMCn} ∈F .
Theorem 3.8. Let {Gj : j ∈ J } be a collection of rsg’s, F be a filter on J and let n 1 be
an integer such that
{j ∈ J : Gj |=MCn} ∈F and {j ∈ J : I (n,m,Gj )=∞} is countable,
for every m 1. Then, the following are equivalent:
(1) GF |=MCn;
(2) For each m  1 and A ∈ F , there are an integer t , a finite set Am and B ∈ F , such
that B , Am ⊆A and I (n,m,Gj ) t for all j ∈ B \Am.
Proof.
(1)⇒ (2). Fix m 1 and A ∈F . For k  1 define
Jk = {j ∈A: k  I (n,m,Gj ) <∞},
J∞ = {j ∈A: I (n,m,Gj )=∞}.
Clearly,A= J1∪J∞ (disjoint union) and Jk+1 ⊆ Jk . To verify (2) it suffices to find B ∈F ,
B ⊆ A, such that
(i) J∞ ∩B is finite;
(ii) For some k, B ∩ Jk = ∅.
If A verifies these properties, take B = A. If not, one of the following alternatives must
hold:
– J∞ is infinite and Jk = ∅, for all k  1. In this case m is even, say m= 2p;
– J∞ is infinite, but I (n,m,Gj ) is bounded for j ∈A \ J∞;
– J∞ is finite, but I (n,m,Gj ) is unbounded on A \ J∞.
We shall prove (i) and (ii) when the first of these alternatives holds. A similar reasoning
may be applied in the two other cases. Let {iq : q  1} be an enumeration of J∞. For
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For j ∈A, select a m-form ϕj over Gj such that
I (n,ϕj ,Gj )
{= α(j) if j ∈ J1;
 q if j = iq ∈ J∞.
For l ∈ J \A, set ϕl = p〈1,−1〉; let ϕ =∏j∈J ϕj /F .
Since ϕj ∈ In(Gj ), we have (Gj ,ϕj ) |= HMCn, for all j ∈ J . Lemma 3.7 gives
(GF , ϕ) |= HMCn; by assumption (1) we conclude that ϕ ∈ In(GF ). From 3.3(a) we get
infC∈F supj∈C I (n,ϕj ,Gj ) = t <∞. Hence, there is C ∈ F such that supj∈C I (n,ϕj ,
Gj )  t . Let B = A ∩ C ∈ F . Since I (n,ϕiq ,Giq )  q for iq ∈ J∞, it follows that
Am = B ∩ J∞ is finite, proving (i). Moreover, for j ∈ B \Am ⊆ J1, we have
I (n,ϕj ,Gj )= α(j)= I (n,m,Gj ),
whence Jk ∩B = ∅, for k  t + 1, which proves (ii).
(2) ⇒ (1). Let M = {j ∈ J : Gj |= MCn}, and let ϕ =∏j∈J ϕj /F be a m-form over GF ,
such that (GF , ϕ) |=HMCn. By Lemma 3.7,
C = {j ∈ J : (Gj ,ϕj ) |=HMCn} ∈F .
Let A= C ∩M ∈ F . By (2), there is t ∈ N, a finite set Am and B ∈ F , with Am,B ⊆ A,
such that I (n,m,Gj ) t for j ∈ B \Am. For j ∈A, we have ϕj ∈ In(Gj ). Let k  1 be
such that I (n,ϕj ,Gj ) k, for all j ∈ Am, and set r = max{t, k}. Then, I (n,ϕj ,Gj ) r
for all j ∈ B , and so 3.3(a) guarantees that ϕ ∈ In(GF ), completing the proof. ✷
Remark 3.9. Theorem 3.8 holds under the weaker hypothesis that for every m 1 there is
a set Xm ∈F so that {j ∈Xm: I (n,m,Gj )=∞} is countable. Just replace A by A∩Xm
throughout the proof.
For products we can prove a stronger result:
Theorem 3.10. Let {Gj : j ∈ J } be a family of sg’s and let G be their product. Let n 1
be an integer. The following are equivalent:
(1) G |=MCn;
(2a) For all j ∈ J , Gj |=MCn;
(2b) For each m 1, there is a finite set Am ⊆ J such that supj /∈Am I (n,m,Gj ) <∞.
Proof. Under the conditions of (2), the hypotheses of Theorem 3.8 are verified, and
(2) ⇒ (1) becomes a special case (for F = {J }) of the corresponding implication in 3.8.
Hence, we only need prove (1) ⇒ (2).
(1)⇒ (2a). Fix j ∈ J , and let ψ be a form over Gj so that (Gj ,ψ) |= HMCn. It is easily
seen that dim(ψ) is even, say 2p. We consider once again the form ψG over G defined in
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for k = j , since ψG(k) = p〈1,−1〉; by assumption for k = j , since ψG(j) = ψ). By
Lemma 3.7, (G,ψG) |= HMCn. By assumption (1), ψG ∈ In(G), whence ψ ∈ In(Gj )
[cf. item (i), Proposition 3.5, Claim].
(1)⇒ (2b). Fix m 1.
Claim. Suppose J contains an infinite subset S = {ik: k ∈ N∗} such that for all k,
I (n,m,Gik ) k. Then, G does not verify MCn.
Proof of claim. For k  1 let ϕik be a m-form over Gik such that I (n,ϕik ,Gik ) k. Then,
ϕik ∈ In(Gik ), and m must be even, m= 2p. For i ∈ J \S, let βi = p〈1,−1〉. Consider the
product m-form
θ =
∏
k∈N∗
ϕik ×
∏
i∈J \S
βi.
Since θ(j) ∈ In(Gj ), we have (Gj , θ(j)) |= HMCn, for all j ∈ J . By Lemma 3.7,
(G, θ) |= HMCn, whence θ ∈ In(G), by (1). However, supj∈J I (n, θ(j),Gj ) = ∞,
contradicting Proposition 3.5(a). ✷
Corollary 3.11. Let G1, . . . ,Gl be rsg’s and G=∏li=1Gi . For n 1,
G |=MCn iff for all 1 i  l, Gi |=MCn.
3.3. The operation C . The Pfister index of Boolean algebras.
The following is a particular case of [4, Theorem 6.10, pp. 104, 105]:
Proposition 3.12. Let X be a Boolean space and let H be a sg. We consider H endowed
with the discrete topology. Then,
(a) The set C(X,H) of continuous functions from X to H , with the pointwise definedLSG-
structure, is a special group. It is reduced (respectively, formally real) iff H is.
(b) For forms ϕ,ψ over C(X,H) and f ∈ C(X,H), we have
(1) ϕ ≡C(X,H) ψ iff ∀x ∈X, ϕ(x)≡H ψ(x);
(2) ϕ ≈C(X,H) ψ iff ∀x ∈X, ϕ(x)≈H ψ(x);
(3) f ∈DC(X,H)(ϕ) iff ∀x ∈X, f (x) ∈DH(ϕ(x)),
where if ϕ = 〈f1, . . . , fm〉 and x ∈X, ϕ(x)= 〈f1(x), . . . , fm(x)〉.
Remark 3.13. In fact, a similar result holds under the following, more general circum-
stances. Let Σ = {〈Fi,Hi〉: i = 1, . . . , k} be a finite family, where the Fi ’s form an in-
creasing sequence of closed sets in X such that Fk = X, and the Hi ’s are an increasing
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f ∈ C(X,G) such that for all 1 i  k, and x ∈X,
x ∈ Fi ⇒ f (x) ∈Hi.
Then, C(X,G;Σ), with the pointwise defined LSG-structure is a special group. It is
reduced (respectively, formally real) iff H is. For a proof of this and further information,
see [4, Theorems 6.10 and 6.13].
Our next result is the invariance of the Pfister index and the preservation of Marshall’s
conjecture by the operation C .
Proposition 3.14. Let X be a Boolean space and H a sg. For n, m 1,
(a) I (n,m,C(X,H))= I (n,m,H).
(b) If H is reduced, then C(X,H) |=MCn iff H |=MCn.
This is a consequence of previous results and the following:
Theorem 3.15. C(X,H) is the inductive limit of an inductive system
〈Hj ,hjk: j  k, j, k ∈ J 〉
of sg’s over a suitable right-directed poset J , where each Hj is a finite power of H .
We first show that 3.15 implies 3.14.
Proof of Proposition 3.14. The inequality  in (a) and the implication from left to right
in (b) follow from Lemma 2.13 ((c) and (a), respectively) upon observing that the natural
map ·̂ :H → C(X,H) which to each h ∈ H assigns the constant h-valued map on X,
is a pure SG-embedding. In fact, this map has a retract, obtained by evaluating each
f ∈ C(X,H) at a fixed (but arbitrary) x ∈ X: evx(f ) = f (x). Note that evx is a SG-
morphism since binary isometry in C(X,H) is defined pointwise (cf. 3.12.(b)(1) and [4,
Lemma 5.17].
For the implication from right to left in (b), use Theorem 3.15 together with
Corollary 3.11 and Proposition 3.1(c). Likewise, the inequality  in (a) follows from
Corollary 3.6(b) and Proposition 3.1(b), using Theorem 3.15. ✷
Proof of Theorem 3.15. We shall repeatedly (and without further notice) use the well-
known fact that a function f of X into a discrete space is continuous iff it is locally
constant, i.e., there is a partition of X into finitely many clopen subsets, such that f is
constant on each of them.
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non-empty disjoint clopens, henceforth denoted by Par(X). This set is partially ordered and
right-directed by refinement: for π1,π2 ∈ Par(X),
π1 ≺ π2 iff ∀Q ∈ π2 ∃P ∈ π1 such that Q⊆ P.
Clearly, such a P is unique. If π1 ≺ π2, there is a surjection α = απ1π2 :π2 → π1, defined
for Q ∈ π2 by:
α(Q)= the unique P ∈ π1 containing Q.
To ease notation, write T = C(X,H). For π ∈ Par(X), define Tπ to be the sg H card(π).
A typical element of Tπ is written aπ = 〈aP : P ∈ π〉. There is a natural map fπ :Tπ → T ,
defined for aπ ∈ Tπ by
fπ (aπ)= the function X→H whose value on P ∈ π is constantly equal to aP .
Routine checking shows that fπ is a SG-embedding.2
If π1 ≺ π2, the corresponding refinement map α :π2 → π1 (see above) induces a map
fπ1π2 :Tπ1 → Tπ2 , that sends an element aπ1 to 〈aα(Q): Q ∈ π2〉, i.e., (viewing aπ1 as a
map with finite domain) fπ1π2(aπ1)= aπ1 ◦ α. Routine checking yields:
(i) fπ1π2 is a SG-morphism;
(ii) fπ2 ◦ fπ1π2 = fπ1 ;
(iii) fπ1π2 is injective.
The following claim brings the proof to completion.
Claim. With notation as above,
(iv) For all π ∈ Par(X), fπ :Tπ → T is a complete embedding.
(v) If π1 ≺ π2 in Par(X), fπ1π2 is a complete embedding.
(vi) 〈T ,fπ 〉π ∈ Par(X) is the inductive limit of the inductive system 〈Tπ, {fππ ′ : π ≺ π ′ in
Par(X)}〉.
Proof of claim. (v) follows from (iv) and (ii). Item (iv) is a consequence of the following
restatement and refinement of (b)(1) in Proposition 3.12:
Local–global principle. Let ϕ, ψ be forms over T and let π ∈ Par(X) be a partition of X
such that every entry of ϕ and ψ is constant on all clopens in π . Then, the following are
equivalent:3
2 fπ (aπ ) ∈ T since π is a partition consisting of clopens in X.
3 ϕP in (3) below, is the form over H whose entries are the constant values on P of the entries of ϕ. A similar
statement holds replacing isometry by Witt-equivalence throughout.
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(2) ∀x ∈X,ϕ(x)≡H ψ(x);
(3) ∀P ∈ π,ϕP ≡H ψP ;
(4) ϕπ =∏P∈π ϕP ≡Tπ ∏P∈π ψP =ψπ .
To get (iv), given forms ϕπ , ψπ over Tπ such that fπ . ϕπ ≡T fπ . ψπ , note that the
coefficients of these forms are constant on elements of π , and use the equivalence of (1)
and (4), with ϕ = fπ . ϕπ and ψ = fπ . ψπ .
For the proof of the local–global principle, we note that: (1) ⇔ (2) is (b)(1) in 3.12;
(3) ⇔ (4) follows from the fact that Tπ is a power of H ; (3) is a particular case of (2);
(3) ⇒ (2) because the coefficients of ϕ, ψ are constant on the elements of π .
Finally, to obtain (vi), note that the preceding results allow the identification of Tπ with
its image by fπ in T , and thus we have
T =
⋃
{Tπ : π ∈ Par(X)}. ✷
A refinement of the arguments above yields an analogue of 3.14 for filtered Boolean
powers, whose proof is omitted.
Proposition 3.16. With notation as in 3.13, for n, m 1 we have
(a) I (n,m,C(X,H ;Σ))=max1ik I (n,m,Hi).
(b) If H is reduced, then C(X,H ;Σ) |=MCn iff for all 1 i  k, Hi |=MCn.
Proposition 3.14 yields the exact value of the Pfister index for all Boolean algebras. In
fact, by Stone duality, every Boolean algebra B is isomorphic—both as a Boolean algebra
and as a special group—to C(S(B),Z2), where S(B) is the Stone space (i.e., the space of
orders) of B , and Z2 = {±1} is the 2-element rsg (and Boolean algebra). Proposition 3.14
reduces, then, the computation of the Pfister index of B to that of Z2. The result is:
Proposition 3.17. Let B be a Boolean algebra. For n, m 1, we have
I (n,m,B)=
{
max
{
1,
[
m/2n
]}
if m is even;
0 if m is odd.
Proof. By 3.14, it suffices to prove the result for B = Z2. We first show:
Claim. Let ϕ be a m-form over Z2. Let u be the number of 1’s and v = m − u be the
number of −1’s, in ϕ. Then,
(a) ϕ ∈ In(Z2) iff u− v ≡ 0 (mod 2n).
(b) ϕ ∈ In(Z2)⇒ I (n,ϕ,Z2)=max{1, |u− v|/2n}.
Proof of claim. Since the only SG-character of Z2 is the identity map Id, and sgnId(ϕ)=
u − v, the implication ⇒ in (a) is clear. Conversely, suppose u − v = k2n and u v
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I (n,ϕ,Z2)= 1 (see 2.11(c)). If k  1, then
ϕ ≡Z2 (u− v)〈1〉 ⊕ v〈1,−1〉 ≡Z2 k2n〈1〉 ⊕ v〈1,−1〉,
which shows that ϕ ∈ In(Z2) and I (n,ϕ,Z2) k. To prove the equality in (b) note that,
since the only anisotropic forms in Z2 are l〈1〉 and l〈−1〉(l ∈ N∗), it follows that, for
integers α,β  1,
α2n〈1〉 ≈Z2 β2n〈1〉 iff α = β.
Hence, if k  1 and ϕ ≈Z2 β2n〈1〉, then k = β and I (n,ϕ,Z2)= k, ending the proof of the
claim.
To conclude the proof of the proposition, let m = α2n + r , with r < 2n, so that
α = [m/2n]. Assume that ϕ ∈ In(Z2), n  1; then r is even, say r = 2p. By the claim,
|u− v| ≡ 0 (mod 2n). Since |u− v| u+ v =m, if α = 0, then |u− v| r < 2n, whence
u= v,ϕ is hyperbolic and I (n,ϕ,Z2)= 1. If α  1,
ψ = (m− r)〈1〉 ⊕ p〈1,−1〉
is a m-form with u − v = α2n. By item (b) of the claim, I (n,ψ,Z2)  α, so that
I (n,m,Z2) α. If I (n,ϕ,Z2)= β > α for some m-form ϕ over Z2, since r < 2n, there
must be q  1 such that ϕ ⊕ q〈1,−1〉 ≡Z2 β2n〈1〉, which is impossible since β2n〈1〉 is
anisotropic. Hence, I (n,m,Z2)= α. ✷
Since Boolean algebras are exactly the special groups of the Pythagorean, SAP fields
[4, Proposition 5.5], we get
Corollary 3.18. For every Pythagorean SAP field F , and n, m 1, m even,
I (n,m,F )=max
{
1,
[m
2n
]}
.
The value of the Pfister index for Boolean algebras is the least possible:
Corollary 3.19. For every rsg, G, and any even integer m> 0,
I (n,m,G)max
{
1,
[m
2n
]}
.
Proof. Let m = α2n + r , with r = 2p < 2n. Let BG be the Boolean hull of G (cf. [4,
Chapter 4, pp. 71–73]). Consider the form
ϕ = α2n〈1〉 ⊕ p〈1,−1〉,
a m-form over G and over BG. From 2.11(f) (with f = εG, the inclusion of G into BG)
and 3.17, we have I (n,ϕ,G) I (n,ϕ,B)= max{1, α}, as required. ✷
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Our aim here is to prove:
Theorem 3.20. Let G = 〈Gj ,gjk: j  k in J 〉 be a projective system of compact
topological sg’s with continuous SG-morphisms, over a right-directed poset J , and let
G be its projective limit. Let n 1 be an integer. Then,
(a) For a form ϕ = (ϕj )j∈J over G,
ϕ ∈ In(G) iff for all j ∈ J , ϕj ∈ In(Gj ) and supj∈J I (n,ϕj ,Gj ) <∞.
(b) ϕ ∈ In(G) implies I (n,ϕ,G)= supj∈J I (n,ϕj ,Gj ).
(c) For all m 1, I (n,m,G) supj∈J infjk I (n,m,Gk).
(d) If the Gj ’s are reduced, Gj |= MCn for all j ∈ J , and supj∈J I (n,m,Gj ) <∞ for
all m 1, then G |=MCn.
Remark 3.21. The projective limit G is, indeed, a special group; see Theorem 3.24(a).
Profinite reduced special groups have been studied in [9] using the dual language of
(inductive limits of finite) abstract spaces of orderings; for the non-reduced case, see [12,
pp. 86–88]. The question whether projective limits of arbitrary reduced sg’s are sg’s is
open. Theorem 3.24 generalizes the results known to date, namely [9, Theorem 1.1] and
[12, Proposition 1.9.8].
Before proving 3.20, we summarize some preliminaries that are not treated in [4].
Definition 3.22. A topological special group is a sg H endowed with a Hausdorff topology
making multiplication continuous and such that for all n 1 the set{
(a1, . . . , an, b1, . . . , bn) ∈H 2n: 〈a1, . . . , an〉 ≡H 〈b1, . . . , bn〉
}
is closed in H 2n with the product topology.
It follows from this definition by straightforward induction arguments that certain
functions reflecting standard constructions in the theory of quadratic forms depend
continuously on parameters, and that certain sets intervening in those constructions are
closed. Hereafter follows a summary of the results relevant for the sequel; proofs are
omitted.
Lemma 3.23. Let H be a topological sg, and let n,m 1 be integers. Let ϕ = 〈a1, . . . , am〉
be a form over H . Then,
(1) The set
W(ϕ,n)= {(b1, . . . , bn) ∈Hn: ϕ ≈H 〈b1, . . . , bn〉}
is closed in Hn (product topology).
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LC(ϕ, k,n)=
{
(b1, c11, . . . , c1n; . . . ;bk, ck1, . . . , ckn) ∈Hk(n+1):
ϕ ≈H
k⊕
i=1
bi
(
n⊗
j=1
〈1, cij 〉
)}
is closed in Hk(n+1) (product topology).
Convention. For the remainder of this section, the expression “compact projective system”
will stand for “projective system of compact topological special groups and continuous
SG-homomorphisms over a right-directed index set.”
Theorem 3.24. Let G = 〈(Gj , gij ): j  i; i, j ∈ J 〉 be a compact projective system with
projective limit G. Then:
(a) G is a compact topological special group and a complete subgroup of ∏j∈J Gj .
(b) The canonical projections gj :G→Gj(j ∈ J ) given by the projective limit construc-
tion are continuous SG-morphisms.
Remarks.
(1) A similar result—and, in particular, the conclusion that G is a sg—holds if the
condition “compact topological sg” is weakened in both the hypothesis and the
conclusion to the requirement that the sets DH(1, a) be closed for all a ∈H (where H
stands, respectively, for Gj (j ∈ J ) and for G).
(2) The technique used in the proof of this result will re-emerge in that of Theorem 3.20.
For the sake of brevity, the proof will, therefore, be reduced to a short outline of the
argument showing that G is a special group, to be given after 3.20 has been proved
(see 3.26).
In case the Gj ’s are finite sg’s (discrete topology), we get:
Corollary 3.25 ([9, Theorem 1.1] and [12, Proposition 1.9.8]). The projective limit of a
projective system of finite sg’s is a compact topological special group.
Now we turn to:
Proof of Theorem 3.20. (a) (⇒) Assume ϕ ∈ In(G). Let ψ be a linear combination of
Pfister forms of degree n over G such that ϕ ≈G ψ . Then, for j ∈ J,ϕj = gj ∗ ϕ ≈Gj
gj ∗ ψ , and gj ∗ ψ is a linear combination of the same type as ψ ; hence, ϕj ∈ In(Gj ).
Further, if r = I (n,ϕ,G), then I (n,ϕj ,Gj )  r for all j ∈ J (by 2.11(f)), so that
sup{I (n,ϕj ,Gj ): j ∈ J } r <∞. Hence, I (n,ϕ,G) supj∈J I (n,ϕj ,Gj ).
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each j ∈ J there are aj1, . . . , ajµ ∈ Gj and Pfister forms Pj1, . . . ,Pjµ of degree n over
Gj such that
ϕj ≈Gj
µ⊕
i=1
ajiPji . (∗)
Let B= µ(n+ 1). For p ∈ J define:
– Tp = {(a1, b11, . . . , b1n; . . . ;aµ, bµ1, . . . , bµn) ∈ (∏j∈J ∈ Gj )B: ϕp ≈Gp⊕µ
i=1 aip(
⊗n
r=1〈1, birp )};
– Gp = {〈xj 〉j∈J ∈∏j∈J Gj : gij (xi)= xj for all i , j , j  i  p};
– Sp = Tp ∩ (Gp)B.
We prove:
Fact. For all p, q , r ∈ J ,
(1) Gp is a non-empty closed subset of ∏j∈J Gj , and G=⋂p∈J Gp.
(2) Sp is a non-empty closed subset of (
∏
j∈J Gj )B.
(3) p,q  r implies Gr ⊆Gp ∩Gq and Sr ⊆ Sp ∩ Sq .
Proof of fact.
(1) Clearly, Gp = ∅ and G= ⋂p∈I Gp . Assume 〈xk〉k∈J ∈ (∏j∈J Gj ) \Gp ; then, there
are j  i  p in J so that gij (xi)= y = xj . Since Gj is Hausdorff, there are disjoint
open sets U , U ′, such that y ∈ U and xj ∈ U ′. Continuity of gij yields an open
neighborhood V of xi such that gij [V ] ⊆U . As the open set{
〈zk〉k∈J ∈
∏
j∈J
Gj : zi ∈ V and zj ∈U ′
}
contains 〈xk〉k∈J and is disjoint from Gp , it follows that Gp is closed in ∏j∈J Gj .
(2) Sp = ∅ comes directly from (∗). To check that Sp is closed it suffices to show that Tp
is closed in (
∏
i∈J Gi)B. With notation as in Lemma 3.23(2), we have
Tp = g−1p [LC(ϕp,µ,n)];
3.23(2) and continuity of gp (3.24(b)) prove that Tp is closed.
(3) It is obvious that Gr ⊆Gp ∩Gq . Given *α ∈ Sr = Tr ∩ (Gr)B, observe that: (i) the SG-
homomorphism grp transforms the Witt-equivalence occurring in the definition of Tr
into the corresponding Witt-equivalence for Tp ; (ii) since the entries of *α are in Gr , grp
transforms the rth coordinate of each of them into its pth coordinate. These remarks
show that *α ∈ Tp, and hence *α ∈ Sp . Thus, Sr ⊆ Sp ; similarly, Sr ⊆ Sq . ✷
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{Sp: p ∈ J }
is a family of closed subsets of the compact space (
∏
j∈J Gj )B with the finite intersection
property; hence,
⋂
p∈J Sp = ∅. Let (a¯1, b¯11, . . . , b¯1n; . . . ; a¯µ, b¯µ1, . . . , b¯µn) ∈
⋂
p∈J Sp .
Consider the Pfister forms +Qi = ⊗nk=1〈1, b¯ik〉 of degree n over G(1  i  µ). By
construction we have ϕp ≈Gp
⊕µ
i=1(a¯i)p(+Qi )p for all p ∈ J . Hence, the forms ϕ and⊕µ
i=1 a¯i +Qi are Witt-equivalent in
∏
j∈J Gj and, by the last assertion of Theorem 3.24(a),
also in G; this proves ϕ ∈ In(G), completing the proof of (a). Note that we have also
proven I (n,ϕ,G)µ= sup{I (n,ϕj ,Gj ): j ∈ J }, and thus finished the proof of item (b)
as well.
(c) Let ϕ = (ϕj )j∈J be a m-form in In(G). By (b), there is an index j0 ∈ J such
that I (n,ϕ,G) = I (n,ϕj0 ,Gj0). For j0  k we have gkj0 ∗ ϕk = ϕj0 and by 2.11(f),
I (n,ϕj0 ,Gj0) I (n,ϕk,Gk) I (n,m,Gk). It follows that
I (n,ϕ,G) inf
j0k
I (n,m,Gk) sup
j∈J
inf
jk
I (n,m,Gk).
Taking the supremum of the left-hand side over all relevant ϕ proves (c).
(d) Let ϕ = (ϕj )j∈J be a form over G such that (G,ϕ) |=HMCn. This implies:
for all j ∈ J, (Gj ,ϕj ) |=HMCn. (∗∗)
Indeed, fix j ∈ J and let γ ∈XGj . Since γ ◦ gj ∈XG, the assumption gives sgnγ ◦gj (ϕ)≡
0 (mod 2n); as we clearly have sgnγ ◦gj (ϕ) = sgnγ (gj ∗ ϕ) = sgnγ (ϕj ), statement (∗∗)
follows.
The assumption Gj |= MCn and (∗∗) imply that ϕj ∈ In(Gj ), for all j ∈ J . The
conclusion ϕ ∈ In(G) follows, then, by the implication (⇐) in item (a). ✷
Remark 3.26 (Outline of proof of Theorem 3.24). We only sketch the argument showing
that the projective limit G in 3.24(a) is a special group. The proof that G is a complete
subgroup of
∏
j∈J Gj follows a similar pattern; item (b) is easy since the maps gk :G→
Gk are the restrictions of the corresponding projections ∏j∈J Gj →Gk .
Checking the special group axioms [SG0]–[SG5] (cf. [4, Definition 1.2]) poses no
difficulty, since they are given by universal LSG-sentences. The only delicate point is the
3-transitivity axiom [SG6]. For this it suffices to prove that, for any 3-forms ϕ = (ϕj )j∈J ,
ψ = (ψj )j∈J over G,
ϕ ≡G ψ iff for all j ∈ J, ϕj ≡Gj ψj . (†)
Indeed, since the Gj ’s are sg’s, (†) entails the validity of [SG6] in G.
Proof of (†). Note that (†) holds for 2-forms by the definition of binary isometry in G.
Consequently, it is easily verified that the “only if” part of (†) is true.
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for p ∈ J define:
Fp =
{
(tk)k∈J ∈Gp: 〈xp, ypzptp〉 ≡Gp 〈up, vpwptp〉, 〈yp, zp〉 ≡Gp 〈tp, ypzptp〉
and 〈vp,wp〉 ≡Gp 〈tp, vpwptp〉
}
,
where Gp is defined as in the proof of 3.20(a). Unraveling the inductive definition of
isometry [4, 1.1(e)], the assumption ϕj ≡Gj ψj for all j ∈ J implies that Fp is non-empty.
The reasoning proving the Fact in Theorem 3.20(a) yields:
(1) Fp is a closed subset of
∏
j∈J Gj .
(2) p,q  r(p, q, r ∈ J ) implies Fr ⊆ Fp ∩ Fq .
By compactness, ∅ = ⋂p∈J Fp ⊆ G. Any element a in this intersection verifies
the isometries 〈x, yza〉 ≡G 〈u,vwa〉, 〈y, z〉 ≡G 〈a, yza〉 and 〈v,w〉 ≡G 〈a, vwa〉, thus
proving ϕ ≡G ψ . ✷
Summarizing the results for the Pfister index obtained in this section, we state:
Corollary 3.27. Let G be a class of sg’s, and let +G denote the closure of G under the four
operations considered above, i.e., +G is the smallest class of sg’s containing G and closed
under
(A) (Right-directed) inductive limits.
(B) Arbitrary reduced products.
(C) The operation C (or, more generally, finite linear filtered Boolean powers).
(D) Projective limits of compact projective systems.
Let α :N∗ × N∗ → N be a map. Assume that I (n,m,G)  α(n,m) for every G ∈ G and
all n,m 1. Then, the same holds for every G ∈ +G.
Closing this section, we prove:
Proposition 3.28. Let α :N∗ ×N∗ →N be a fixed map. The class
SG(α)= {G ∈ SG: I (n,m,G) α(n,m) for all n,m 1}
is axiomatizable by a set of universal-existential sentences of the language LSG for special
groups.
Proof. Since SG(α) is closed under unions of inclusion chains (Proposition 3.1(b)), by [3,
Theorem 3.2.3] it is enough to show that it is an elementary class. By [3, Corollary 6.1.16] it
suffices, in turn, to prove that SG(α) is closed under isomorphic images and ultraproducts
(which is obvious by Theorem 3.3(c)), and that its complement in SG is closed under
ultrapowers.
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ϕ ∈ In(G) such that every representation of ϕ, up to Witt-equivalence in G, as a linear
combination of Pfister forms of degree n has length at least α(n,m)+ 1. Let GU =GJ/U
be a non-principal ultrapower of G, and let ϕU denote the m-form over GU whose
entries are equal to the corresponding entries of ϕ on each coordinate j ∈ J , modulo U .
Theorem 3.3(a) proves that ϕU ∈ In(GU ). We claim that ϕU is a witness to the fact that
GU /∈ SG(α). Indeed, if ϕU ≈GU
⊕r
i=1 aiPi , with the Pi ’s Pfister forms of degree n over
GU , Lemma 2.3(4) gives
A=
{
j ∈ J : ϕU (j)= ϕ ≈G
r⊕
i=1
ai(j)Pi (j )
}
∈ U,
and so A must be non-empty. Taking j ∈A guarantees that r > α(n,m), as claimed. ✷
Remarks.
(1) Once we know that SG(α) is an elementary class, some further consequences of the
results proven above can be harvested from existing model-theoretic information. For
example, the fact that SG(α) is closed under reduced products (Theorem 3.3(c)) entails
that it admits an axiomatization by Horn LSG-sentences [see [3, Example 6.2.5 and
Theorem 6.2.5].
(2) Arguments similar to that of Proposition 3.28 prove that other, related classes of sg’s
are first-order axiomatizable in the language LSG as well; for instance,
RSGM(α)= {G ∈ SG(α): G is reduced and G |=MC},
and, for fixed n 1,
RSGMn(α)= {G ∈ SG(α): G is reduced and G |=MCn}.
However, it is unclear whether these classes admit a universal-existential axiomati-
zation in LSG. The difficulty lies in the preservation of Marshall’s conjecture under
arbitrary inclusion chains of rsg’s. Nonetheless, Marshall’s conjecture is preserved un-
der unions of chains of complete subgroups (Proposition 3.1(c)). In the language LPSG
obtained by adjoining to LSG predicates for representation by Pfister forms of each
degree  2, substructures and monomorphisms correspond to complete subgroups
and complete embeddings, respectively (cf. [4, Chapter 11, Section 3, p. 221]. Hence,
the classes RSGM(α) and RSGMn(α) are universally-existentially axiomatizable in
LPSG. ✷
4. Pfister index and MC under extension
One of the basic constructions in the abstract theory of quadratic forms is that of
extension of a special group by a group of exponent 2. For the definition of extension in the
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[13, Definition 3.6]) (where the operation was introduced), or [1, Definition 2.7, p. 91ff].
In the case where G=G(F), F a field (char(F ) = 2), the extension of G by the two-
element group 2, denoted G[2], is the special group associated to the formal power series
field F((X)), and the extension G[∆] by an arbitrary group ∆ of exponent 2 is the special
group of the iterated power series field in dimF2(∆)-many variables over F .
We shall prove that the extension operation preserves the validity of Marshall’s
conjecture but, contrary to the operations considered in Section 3, it properly increases
the Pfister index, in general (see Example 3.4). For a summary of the results proved in this
section, see the introduction.
Theorem 4.1. Let G be a rsg such that G |=MC. Then,
(a) G[∆] |=MC for every group ∆ of exponent 2.
(b) For n, m 1, I (n,m,G[2]) I (n,m,G)+ I (n− 1,m,G).
As a preliminary remark we register that the proof of item (a) reduces to the case ∆= 2.
This is a direct consequence of the following two facts, using Proposition 3.1(c).
Lemma 4.2. Let G be a sg and let ∆1, ∆2 be groups of exponent 2. Then,
(a) G[∆1 ⊕∆2] is naturally isomorphic to G[∆1][∆2].
(b) If ∆1 ⊆∆2, the canonical inclusion i∆1∆2 :G[∆1]→G[∆2], given by
i∆1∆2((x, d))= ((x, d)), d ∈∆1, x ∈G,
is a SG-embedding having a retract pr :G[∆2] → G[∆1]. In particular it is a pure
embedding; hence, it reflects isotropy, and is complete.
Proof. For (a), it is straightforward that for x ∈G and di ∈∆i , the map(
x, (d1, d2)
) → ((x, d1), d2)
is an isomorphism. For the proof of (b), see [4, Example 5.18]. ✷
Remark. If both ∆1 ⊆∆2 are infinite, the inclusion i∆1∆2 is elementary. This can be easily
seen using, e.g., an ‘isomorphism of ultraproducts’-type argument.
Fact 4.3. Let G be a sg. Let ∆ be a group of exponent 2, and let F(∆) denote the set of all
finite subgroups of ∆ ordered by inclusion. Then,
G = 〈(G[∆1], i∆1∆2): ∆1 ⊆∆2,∆1,∆2 ∈F(∆)〉
is a right-directed inductive system of sg’s, and G[∆] is its inductive limit.
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assertions will be proved simultaneously. The basic idea of the argument stems from
Marshall.
Let ϕ = 〈(g1, d1), . . . , (gm, dm)〉 be a m-form over G[2], with gi ∈G, di ∈ 2 = {1, d}.
Let ϕ∗ denote the form over G consisting of the first coordinates of the entries of ϕ; note
that (ϕ⊕ψ)∗ = ϕ∗ ⊕ψ∗ and (ϕ⊗ψ)∗ = ϕ∗ ⊗ψ∗. Modulo isometry we may suppose that
d1 = · · · = dk = 1 and dk+1 = · · · = dm = d , for some 0 k m. We consider the forms
ϕ1 = 〈(g1,1), . . . , (gk,1)〉 and ϕd = 〈(gk+1,1), . . . , (gm,1)〉
over G[2], of dimensions k and m− k, respectively; if k = 0 (respectively, k = m), only
ϕd (respectively, ϕ1) will be defined. Recalling that the identity of G[2] is 1 = (1,1), we
have:
ϕ ≡ ϕ1 ⊕ (1, d)ϕd ≈ ϕ1 ⊕ (−ϕd ⊕ ϕd)⊕ (1, d)ϕd
≡ (ϕ1 ⊕−ϕd) ⊕ (〈1, (1, d)〉 ⊗ ϕd). (∗)
Claim. (G[2], ϕ) |= HMCn implies (G, (ϕ1 ⊕ −ϕd)∗) |= HMCn and (G, (ϕd)∗) |=
HMCn−1.
Proof of claim. The SG-characters of G[2] consist of pairs (σ, τ ) where σ ∈ XG and
τ is any group homomorphism of 2 into {±1}, with values given by (σ, τ )(g, δ) =
σ(g)τ (δ)(g ∈G,δ ∈ 2). There are two such τ ’s: τ = 1 (which sends d to 1), and τ = Id
(which sends d to −1).
Computing the signature of ϕ at a character of type (σ,1) gives, under the Claim’s
assumption:
sgn(σ,1)(ϕ)= sgnσ
(
(ϕ1)∗
)+ sgnσ ((ϕd)∗)≡ 0 (mod 2n). (∗∗)
A similar computation at (σ, id) gives:
sgn(σ,id)(ϕ)=
k∑
i=1
σ(gi)−
m∑
j=k+1
σ(gj )
= sgnσ
(
(ϕ1)∗
)− sgnσ ((ϕd)∗)
= sgnσ
(
(ϕ1 ⊕−ϕd)∗
)≡ 0 (mod 2n). (∗∗∗)
The last identity proves the first assertion, while subtracting (∗∗∗) from (∗∗) yields
(G, (ϕd)∗) |=HMCn−1, as claimed. ✷
The assumption G |=MC and the claim prove that, in G
(ϕ1 ⊕−ϕd)∗ ≈
r⊕
ajPj and (ϕd)∗ ≈
t⊕
cBQB,j=1 B=1
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degrees n and n− 1, respectively. Since the inclusion G ↪→ G[2] (g → (g,1)) maps the
forms (ϕ1 ⊕ −ϕd)∗ and (ϕd)∗ onto ϕ1 ⊕ −ϕd and ϕd , respectively, and SG-morphisms
preserve Witt-equivalence, we have, in G[2]:
ϕ1 ⊕−ϕd ≈
r⊕
j=1
(aj ,1)
(
n⊗
s=1
〈
1,
(
b
j
s ,1
)〉)
and
ϕd ≈
t⊕
B=1
(cB,1)
(
n−1⊗
p=1
〈
1,
(
eBp,1
)〉)
,
showing that ϕ1 ⊕ −ϕd ∈ In(G[2]) and ϕd ∈ In−1(G[2]). Formula (∗) yields ϕ ∈
In(G[2]), proving item (a).
As for (b), let ϕ ∈ In(G[2]), n  1,dim(ϕ) = m. Then, m is even and ϕ verifies the
assumption of the claim, whence the foregoing argument applies. Letting r = I (n, (ϕ1 ⊕
−ϕd)∗,G) and t = I (n−1, (ϕd)∗,G), formula (∗) shows that I (n,ϕ,G[2]) r+ t . Since
dim((ϕ1⊕−ϕd)∗)=m and dim((ϕd)∗)=m−k, we have r  I (n,m,G) and (by 2.11(h))
t  I (n−1,m−k,G) I (n−1,m,G), wherefrom (b) follows upon taking the supremum
of I (n,ϕ,G[2]) over all relevant forms ϕ. ✷
Example 4.4. Since the inclusion G ↪→ G[∆] is pure (cf. 4.2(b) or [4, Example 5.18]),
Lemma 2.13(c) shows:
I (n,m,G) I (n,m,G[∆]).
A slight modification of Example 2.15 shows that this inequality may be strict. As therein,
take F to be a Pythagorean, SAP field with at least two orders. Then F((X)) is a
Pythagorean, non-SAP field, and the argument in the last paragraph of 2.15 proves that
I (2,6,F ((X)))= 2, while I (2,6,F )= 1. Using 2.11(k), this example also shows that the
inequality in Theorem 4.1(b) may be strict. It would be interesting to find examples of this
situation with n 3.
Remark. In view of 2.11(l) the bound of Theorem 4.1(b) is of interest only when n  3.
Likewise, by 2.11(i), for rgs’s or for special groups of fields we may assume, without loss
of generality, that m 2n and m is even. In the sequel we shall make these assumptions
whenever necessary.
Straightforward iteration of Theorem 4.1(b) yields:
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and dimension r(∈N∗) as a F2-vector space. Let n 3 and m 2 be integers. Then,
I
(
n,m,G
[
2r
])

min{r,n−3}∑
j=0
(
r
j
)
I (n− j,m,G)+
(
r
n− 2
)[
m
2
− 1
]
.
We omit the proof, but remark that the occurrence of n−3 in the summation upper limit
is due to the fact that, because of the inequality I (2,m, ·)  m2 − 1 obtained in 2.11(l),
any term of the form I (2,m,G[2k]) can be replaced by [m2 − 1] before continuing the
induction.
Our next result removes the dependence on r in 4.5, thus making it possible to get an
upper bound for I (n,m,G[∆]), for arbitrary, possibly infinite ∆.
Proposition 4.6 (Stabilization lemma). Let G be a rsg such that G |=MC. Let n,m 1 be
integers. For every ( possibly infinite) group ∆ of exponent 2, we have:
(1) I (n,m,G[∆]) I (n,m,G[2m]).
(2) If dimF2(∆)m, then equality holds.
Proof. By Lemmas 4.2(b) and 2.13(c), we have I (n,m,G[∆1])  I (n,m,G[∆2]),
whenever dimF2(∆1)  dimF2(∆2). Hence, (1) holds automatically if dimF2(∆)  m.
Henceforth we assume dimF2(∆)m and prove (1), from which (2) follows.
Let ϕ ∈ In(G[∆]),dim(ϕ) = m. The coefficients of ϕ are of the form (g, d), with
g ∈ G,d ∈ ∆. Let D be the set of d ∈ ∆ occurring as second coordinates of entries
of ϕ. Let T ⊆ D be an F2-independent subset spanning D (in the F2-vector space ∆).
Clearly, t = card(T ) card(D)m. Let Γ be the subgroup of ∆ generated by D; clearly,
dimF2(Γ )= t , i.e., Γ ∼= 2t . Hence, ϕ can be considered as a form over G[2t ] ⊆G[2m].
Claim. ϕ ∈ In(G[2t ]).
Proof of claim. Since t  dimF2(∆), the inclusion i :G[2t ] ↪→ G[2m] is complete
(4.2(b)), and every character σ ∈ XG[2t ] extends to a SG-character σ̂ of G[∆] [4,
Proposition 5.3]. The assumption ϕ ∈ In(G[∆]) implies that sgnγ (ϕ) ≡ 0 (mod 2n) for
all γ ∈XG[∆] and hence sgnσ (ϕ)≡ 0 (mod 2n) for all σ ∈XG[2t ], because the coefficients
of ϕ lie in G[2t ]. The assumption G |=MC and Theorem 4.1(a) yield ϕ ∈ In(G[2t ]). ✷
Since s = I (n,m,G[2t ]) I (n,m,G[2m])= r , there are a1, . . . , as ∈G[2t ] and Pfister
forms P1, . . . ,Ps of degree n over G[2t ] such that ϕ ≈G[2t ]
⊕s
j=1 ajPj . This Witt-
equivalence holds in G[∆] because 2t ∼= Γ ⊆∆, and so I (n,ϕ,G[∆]) s  r . Since this
is true for every form ϕ ∈ In(G[2t ]) of dimension m, we conclude that I (n,m,G[∆])
r = I (n,m,G[2t ]). ✷
The upper bound of Proposition 4.5 can now be recast as follows:
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Then, for integers n 3 and m 2n we have:
I (n,m,G[∆])
n−3∑
j=0
(
m
j
)
I (n− j,m,G)+
(
m
n− 2
)(
m
2
− 1
)
.
As a corollary we get an upper bound for the Pfister index of extensions of Boolean
algebras. This includes the important case of fans, which are exactly the extensions of Z2.
Corollary 4.8. Let B be a Boolean algebra and let ∆ be a group of exponent 2. For n 3
and m 2n, we have:
I (n,m,B[∆])m
(
m
n− 2
)(
3
4
− 1
2n
)
<
3
4
mn−1
(n− 2)! .
Proof. We suppose m even. Inserting the upper bound m/2n for I (n,m,B) given by 3.17
in the right-hand side of the inequality in 4.7, we get:
I (n,m,B[∆])
n−3∑
j=0
(
m
j
)
m
2n−j +
(
m
n− 2
)(
m
2
− 1
)
.
The binomial coefficients
(
m
B
)
increase with B, for 0  B  m2 . Under our assumptions,
n− 2 < m2 ; we obtain:
I (n,m,B[∆])m
(
m
n− 2
)[
1
2
+
n−3∑
j=0
1
2n−j
]
=m
(
m
n− 2
)(
3
4
− 1
2n
)
.
The last inequality in the statement comes from(
m
n− 2
)
 m
n−2
(n− 2)! . ✷
5. A simply exponential bound for Pfister indices
The distinct behaviors of the Pfister index under the operations considered in Sections 2
and 3 suggests introducing the following hierarchy of rsg’s.
Definition 5.1. Let G be a rsg.
(a) We say that G is of level 0, in symbols G ∈ RSG0, if there is a Boolean algebra B and
a group ∆ of exponent 2 such that, for all integers n,m 1,
I (n,m,G) I (n,m,B[∆]).
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the closure under the operations (A)–(D) of Section 3 (cf. Corollary 3.27) of the class:
{H [∆]: H ∈ RSGk and ∆ is a group of exponent 2}. ✷
Before proceeding further we observe that RSG0 is automatically closed under the
operations (A)–(D) (but, a priori, not under extensions). This stems from:
Proposition 5.2. Let {Bi : i ∈ I } be a collection of Boolean algebras and let {∆i : i ∈ I }
be a corresponding collection of groups of exponent 2. Then, there is a Boolean algebra B
and a group ∆ of exponent 2 such that, for all n,m 1,
sup
i∈I
I (n,m,Bi [∆i]) I (n,m,B[∆]).
Proof (sketch). Let ∆ be such that dimF2(∆)  dimF2(∆i) for all i ∈ I ; without loss of
generality we may assume ∆i ⊆ ∆ for all i ∈ I . Let B be the coproduct of the Bi ’s in
the category of Boolean algebras (cf. [7, Chapter 4, Section 11]. Then, for each i ∈ I
there is an injective Boolean morphism fi :Bi → B . We note at this point that every
injective (Boolean) morphism between Boolean algebras is pure; in particular, by [4,
Proposition 4.5], it is pure as a SG-morphism. We also have:
Fact. Let G, H be sg’s and f :G→ H be a SG-homomorphism. Let ∆ be a group of
exponent 2. Let fˆ = f × id∆ :G[∆]→H [∆] denote the natural extension of f , given by
fˆ (g, d)= (f (g), d)(g ∈G,d ∈∆). Then,
(a) fˆ is a SG-morphism.
(b) f pure implies fˆ pure.
The proof is rather direct, using the model-theoretic characterization of pure embeddings
in [4, p. 92]. By Lemma 4.2(b), the embedding i∆j∆ :B[∆j ]→B[∆] is pure; by the Fact,
so is the map i∆j∆ ◦ fˆj :Bj [∆j ]→ B[∆], for j ∈ I . We conclude by Lemma 2.13(c). ✷
Remark. The foregoing argument does not work beyond level 0 of the hierarchy RSGk .
The point is that, while coproducts exist in the category of Boolean algebras (where they
are frequently called free products, see [7, Chapter 4, Section 11]), they seldom do in the
category of reduced special groups [4, Chapter 10, Section 3].
Next, we state and prove the main result of this section:
Theorem 5.3. There is a double sequence cn,k (n  2, k  0) of rational numbers such
that for every G ∈ RSGk and all integers n 2, m 2n,
I (n,m,G)
[
cn,k ·mn−1
]
.
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degree n− 2 with rational coefficients.
Proof. For n = 2, c2,k = 12 works by 2.11(l). Next, for fixed n  3 we define cn,k
inductively on k and prove the bound of the statement. Let
cn,0 = 1
(n− 2)!
(
3
4
− 1
2n
)
(n 3);
the result works by Corollary 4.8.
Assume by induction that cn,k has been defined in such a way that the bound in
the statement holds for all rsg’s in RSGk ; we define cn,k+1 so that it works for every
G ∈ RSGk+1. By Corollary 3.27 (with α(n,m) = cn,k+1mn−1) it suffices to prove it for
rsg’s of the form G=H [∆],H ∈ RSGk and ∆ a group of exponent 2. From Corollary 4.7
and the induction hypothesis, we have:
I (n,m,G)
n−3∑
j=0
(
m
j
)
I (n− j,m,H)+
(
m
n− 2
)(
m
2
− 1
)

n−3∑
j=0
(
m
j
)
cn−j,kmn−j−1 +
(
m
n− 2
)(
m
2
− 1
)
.
Since
(
m
j
)= 1
j ! (m− j + 1) · · ·mmj/j !, we get
I (n,m,G)mn−1
n−3∑
j=0
cn−j,k
j ! +
mn−2
(n− 2)!
(
m
2
− 1
)
<mn−1
n−2∑
j=0
cn−j,k
j ! .
Set cn,k+1 =∑n−2j=0 cn−j,k/j !.
Next, we shall obtain an explicit expression for the cn,k’s. For this we shall first compute
a formula for the generating function
Gk(x)=
∑
n2
cn,kx
n (k  0)
of the sequence {cn,k}n2. To avoid trouble with summation limits we set cn,k = 0 for
n ∈ Z, n 1, so that the sequence is defined for all integers n ∈ Z. We now use the “Snake
Oil” method as advocated in [16, pp. 118–130], and compute (k  1):
Gk(x)=
∑
n
cn,kx
n =
∑
n
(
n−2∑
j=0
cn−j,k−1
j !
)
xn
=
∑ 1
j !
(∑
n
cn−j,k−1xn
)
=
∑ xj
j !
(∑
n
cn−j,k−1xn−j
)j0 j0
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∑
j0
xj
j !
(∑
t
ct, k−1xt
)
=Gk−1(x)
∑
j0
xj
j ! = e
xGk−1(x).
By induction on k we get:
Gk(x)= ekxG0(x) (k  1).
For k = 0 we have:
G0(x)=
∑
n2
cn,0x
n =
∑
n2
xn
(n− 2)!
(
3
4
− 1
2n
)
=
∑
r0
xr+2
r!
(
3
4
− 1
2r+2
)
= 3
4
x2
∑
r0
xr
r! −
x2
4
∑
r0
1
r!
(
x
2
)r
= x
2
4
(
3ex − ex/2).
It follows that, for k  0:
Gk(x)= x
2
4
(
3e(k+1)x − e(k+1/2)x).
Since
cn,k = 1
n!
(
d
dx
)n
Gk(x)
∣∣∣∣∣
x=0
,
computing the successive derivatives of Gk(x) we get an explicit formula for cn,k . This
turns out to be easy in our case. By induction on n we have:(
d
dx
)n
Gk(x)= 34e
(k+1)xFn(x, k + 1)− 14e
(k+1/2)xFn
(
x, k + 1
2
)
,
where Fn stands for the 2-variable polynomial
Fn(x, y)= ynx2 + 2nyn−1x + n(n− 1)yn−2.
Hence,
cn,k = 1
n!
(
3
4
Fn(0, k+ 1)− 14Fn
(
0, k + 1
2
))
= 1
4(n− 2)!
(
3(k+ 1)n−2 −
(
k + 1
2
)n−2)
.
This completes the proof of Theorem 5.3. ✷
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less sharp (but easier to state), which is a straightforward generalization of Corollary 4.8:
I (n,m,G)
[
3
4
((k+ 1)m)n−1
(n− 2)!(k + 1)
]
,
for G ∈ RSGk , k  0, n 3 and m 2n. ✷
Remark 5.4. (a) A comment is in order concerning the scope of the class ⋃k0 RSGk of
rsg’s to which the bound of Theorem 5.3 applies. This class is quite extensive; it contains:
(1) All extensions of Boolean algebras—e.g., all fans—as well as the result of
performing any of the operations (A)–(D) of Section 2 on arbitrary collections of them—
e.g., arbitrary products of fans. All these occur already at level 0.
(2) All rsg of finite type, i.e., of finite chain length. In particular all finite rsg’s. In fact,
looking at the construction of the (weighted) tree associated to a rsg G of finite type (or
to its space of orders, as described in [1, Chapter IV, Section 3, p. 95ff] one sees at once
that if k is the length of the longest chain of “vertical edges” occurring in any branch, then
either k = 0—in which case G= Z2—or G ∈ RSGk − 1, if k  1. This number, which we
may call the “extension depth” of G, is strictly smaller than the chain-length of G.
(3) All uniformly locally finite rsg’s. A rsg G is called uniformly locally finite iff there
exists an integer k such that every finite subset of G is included in a finite special subgroup
of G belonging to RSGk (if the latter condition is omitted, G is called locally finite). It is
not difficult to check that a rsg has this property for an integer k iff it is the inductive limit
of a directed inductive system of rsg’s belonging to RSGk . Hence, any such G is in RSGk .
(4) All profinite rsg’s of finite stability index. Indeed, using the dual language of abstract
order spaces, [9, Theorem 2.5] shows, inductively on k  0, that a profinite rsg has stability
index st(G)  k iff G = Z2 if k = 0, or G ∼= (∏i∈I Gi[2])× ZJ2 if k  1, where Gi is a
profinite rsg with st(Gi)  k − 1 for all i ∈ I ; here I , J are arbitrary sets, one of them
possibly empty. By induction on k it follows that st(G) k+ 1 implies G ∈ RSGk for any
such G. Hence, we have:
Corollary 5.5. Let G be a profinite rsg of finite stability index s  1. Then, for all n  3
and m 2n,
I (n,m,G)
[
3
4
sn−2mn−1
(n− 2)!
]
.
Theorem 2.6 of [9] exhibits an even larger class of profinite rsg’s to which a similar
bound applies.
(b) An important question within the circle of ideas presented above is whether the
hierarchy {RSGk: k  0} collapses or not. We have not been able to prove that it is proper.
For this it would be sufficient to find a rsg not belonging to
⋃
k0 RSGk which is obtained
by applying one or more of the operations (A), (B) or (D) of section 2 to a collection
of rsg’s in
⋃
k0 RSGk ; the examples of [9, 2.7], are possible candidates. A hypothetical
collapse of the hierarchy would both improve on the exponential bound of Theorem 5.3
and enlarge the class of rsg’s to which it applies. ✷
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In this final section we relate the Pfister index and two known structural invariants of
rsg’s of finite stability index (Proposition 6.1). They are join work with M. Marshall and
are included here with his permission. For finite rgs’s, the upper bound for the Pfister index
given in Proposition 6.1(2) yields explicit upper bounds in terms of the stability index
(Proposition 6.2).
In [1] the reader will find an extensive treatment of the stability index of abstract order
spaces (and even more general spaces) and its connection with real algebraic geometry.
Owing to the duality of [4, Chapter 3], the treatment in [1] applies, mutatis mutandis, to
rsg’s.
The first invariant that we consider is Bröcker’s t-invariant, t (G), defined as the smallest
k ∈ N such that every clopen set C ⊆ XG, C = ∅,XG, is the union of at most k basic
clopens H(a1, . . . , an) of XG(t (G)=∞ if no such k exists); (cf. [1, Chapter I, especially
Section 3.8, for details]). By requiring, in addition, the basic clopens to be pairwise disjoint
one gets the t∗-invariant, t∗(G). [1, Chapter IV, Corollaries 7.8 and 7.9] gives explicit
bounds for t∗(G) and t (G) in terms of the stability index st(G), whenever the latter is
finite.
The next invariant, p(G), was introduced by Marshall [14]. If C is a clopen in XG, a set
{a1, . . . , ak} ⊆G is a separating family for C iff for every σ1 ∈ C and σ2 ∈XG \ C there
is i ∈ {1, . . . , k} such that σ1(ai) = σ2(ai). In this case, we clearly have:
C =
⋃
ε∈Y
H(ε(1)a1, . . . , ε(k)ak),
where Y = {ε ∈ {±1}k: ∃σ ∈ C such that ε(i)= σ(ai), for i ∈ {1, . . . , k}}. We denote by
#sf (C) the smallest cardinality of a separating family for C. Define p(G) to be the least
k ∈ N ∪ {∞} such that every clopen set C ⊆ XG,C = ∅,XG, has a separating family of
cardinality k. Hence, C is the union of  2k basic, pairwise disjoint, clopens; it follows
that t∗(G)  2p(G). It can be shown that p(G) is finite whenever st(G) is finite (see [14,
Corollary 1, p. 75].
Proposition 6.1. Let G be a rsg of finite stability index s  1.
(1) If G |=MC, then 1
s
p(G) I (s − 1,4s−1,G).
(2) For n s and m 2n,
I (n,m,G) t∗(G)
[
m
2n
]([
m
2n
]
+ 1
)
 2p(G)
[
m
2n
]([
m
2n
]
+ 1
)
.
Proof.
(1) We rely on the following result of Bröcker: if C is a clopen in XG, there is a form τ
of dimension 4s−1 such that for every σ ∈XG,
sgnσ (τ )=
{
2s−1 if σ ∈C,
−2s−1 if σ /∈ C.
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hence τ ≈G ⊕νi=1 aiϕi for some ai ∈ G and Pfister forms ϕi of degree s − 1; here
ν = I (s − 1, τ,G). In particular, any two characters which take the same value on the
ai ’s and on each of the coefficients of the ϕi ’s give the same signature to τ in other words,
the set {a1, . . . , aν} ∪⋃νi=1{coefficients of ϕi} is a separating family for C. It follows that
#sf (C) sν = sI (s − 1, τ,G) sI (s − 1,4s−1,G). Since this holds for every clopen C,
we get p(G)= sup{#sf (C): C clopen in XG} sI (s − 1,4s−1,G).
Note. The same argument applied to the form τ ′ = τ ⊕ 2s−1〈1〉 gives
1
2(s − 1)p(G) I
(
2(s − 1),4s−1 + 2s−1,G), for s  2.
(2) Let n  s, ϕ ∈ In(G), dim(ϕ) = m. Let r1, . . . , rB ∈ Z denote all distinct integers
such that for some σ ∈XG, sgnσ (ϕ)= ri2n; for i = 1, . . . , B, let
Xi =
{
σ ∈XG: sgnσ (ϕ)= ri2n
};
obviously these are disjoint non-empty clopens forming a partition ofXG. By the definition
of Bröcker’s t∗-invariant, each Xi is the union of at most ν = t∗(G) pairwise disjoint
basic clopens, say Xi = ⋃νj=1 Y ij , with Y ij = H(ai,j1 , . . . , ai,js ), s = st(G). Let Pij =
2n−s〈1〉 ⊗⊗sk=1〈1, ai,jk 〉, a Pfister form of degree n over G, and let ψi =⊕νj=1Pij .
Claim. ϕ ≈G ⊕Bi=1 riψi .
Proof of claim. Since G is reduced, by Pfister’s local–global principle (cf. [4, Proposi-
tion 3.7]) it suffices to show that both sides have the same signature at every σ ∈XG.
Each σ ∈XG is in exactly one Y ij , say for i = i0, j = j0. Then sgnσ (ϕ)= ri0 2n. On the
right-hand side we have:
– σ(a
i0,j0
k )= 1 for 1 k  s; hence sgnσ (Pi0j0)= 2n;
– If (i, j) = (i0, j0), then σ(ai,jk )=−1 holds for some k; hence sgnσ (Pij )= 0.
It follows that sgnσ (ψi)= 2n if i = i0, and is zero otherwise. Conclusion: sgnσ (
⊕B
i=1 ri ×
ψi)= ri0 2n, which proves the claim. ✷
The claim clearly implies I (n,ϕ,G)
∑B
i=1 |ri |ν. Since | sgnσ (ϕ)| dim(ϕ)=m, we
get |ri | [m/2n] for i = 1, . . . , B. Hence,
B∑
i=1
|ri | 2
[m/2n]∑
p=0
p =
[
m
2n
]([
m
2n
]
+ 1
)
.
Taking the supremum over all ϕ as specified above proves item (2). ✷
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proposition can be improved, as follows:
Proposition 6.2. Let G be a finite rsg of stability index s. For n s and m 2n we have:
(a) I (n,m,G) (2sαs−1(2)− 1)[m
2n
]([
m
2n
]
+ 1
)
,
where α(t)= t (t + 1)/2 and αj is the j th iteration of α.
(b) If G= Fs , the fan of rank s, then
I (n,m,G)
(
2s − 1)[ m
2n
]([
m
2n
]
+ 1
)
<
1
2n−s
(
m2
2n
+m
)
.
Proof.
(a) In [14, Theorem 5, p. 75], Marshall proves that, under our hypotheses, any subset of
XG has a separating family of cardinality  p(s), where
p(s)= least integer  log2
(
αs−1(2)
)+ s − 1,
i.e., with notation as above, p(G) p(s). Then, 2p(s) < αs−1(2)2s , and hence
2p(G)  2p(s) 
(
2sαs−1(2)− 1).
Now, use Proposition 6.1(2).
(b) Let a1, . . . , as ∈ Fs \ {−1} be such that {a1, . . . , as,−1} is F2-vector space basis
of Fs . The Boolean hull BFs of Fs is the free Boolean algebra on s generators (cf.
[4, Proposition 5.19(c), p. 89]); thus, BFs has 2s atoms, and straightforward checking
shows that
∧s
i=1 ε(i)ai , with ε ∈ {±1}s , are the atoms of BFs . Since every element
distinct from top in BFs is a (disjoint) union of at most (2s − 1) atoms, we get
t∗(Fs) 2s − 1. The assertion then follows from Proposition 6.1(2). ✷
Remark 6.3. The upper bounds in 6.2 represent a considerable improvement on those
obtained in Section 5 (admittedly, for more general situations; see, e.g., Corollary 5.5).
Indeed, they are quadratic on m, while those in Section 4 are of order mn−1. We believe,
however, that they are far from optimal.
The factor (2sαs−1(2) − 1) in 6.2(a), though independent of n, grows very rapidly
with s; for example, for s = 6, it is larger than 220. A variant of the argument establishing
item (2) in Proposition 6.1, together with that proving Proposition 3.7 in [1, Chapter I,
pp. 17–18], yields the upper bound
I (n,m,G)
(
2t (G)− 1)[ m
n
]([
m
n
]
+ 1
)
,2 2
M.A. Dickmann, F. Miraglia / Journal of Algebra 268 (2003) 209–251 251for all G of finite stability index. If G is finite and st(G) ∈ {3,4,5} this gives a lower
coefficient than that of 6.1(2). However, according to the estimates in [1, p. 120],
(2sαs−1(2)− 1) is much smaller than 2t (G) − 1 for s  6.
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