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Abstract
We classify Haag-dual Poincare´ covariant subsystems B ⊂ F of a
graded-local net F on 4D Minkowski spacetime which satisfies stan-
dard assumptions and has trivial superselection structure. The result
applies to the canonical field net FA of a net A of local observables
satisfying natural assumptions. As a consequence, provided that it has
no nontrivial internal symmetries, such an observable net A is gener-
ated by (the abstract versions of) the local energy-momentum tensor
density and the observable local gauge currents which appear in the
algebraic formulation of the quantum Noether theorem. Moreover,
for a net A of local observables as above, we also classify the Poincare´
covariant local extensions B ⊃ A which preserve the dynamics.
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1 Introduction
It is a fundamental insight of the algebraic approach to Quantum Field The-
ory that a proper formulation of relativistic quantum physics should be based
only on local observable quantities, see e.g. [31]. The corresponding mathe-
matical structure is a net A of local observables, namely an inclusion preserv-
ing (isotonous) map which to every open double cone O in four dimensional
Minkowski spacetime associates a von Neumann algebra A(O) (generated by
the observables localized O) acting on a fixed Hilbert space H0 (the vacuum
Hilbert space of A) and satisfying mathematically natural and physically
motivated assumptions such as isotony, locality, Poincare´ covariance, posi-
tivity of the energy and Haag-duality (Haag-Kastler axioms). The charge
(superselection) structure of the theory is then encoded in the representation
theory of the quasi-local C∗-algebra (still denoted A) which is generated by
the local von Neumann algebras A(O).
The problem was then posed [19, 20], whether it is possible to recon-
cile such an approach with the more conventional ones based on the use of
unobservable fields and gauge groups.
A major breakthrough was then provided by S.Doplicher and J.E. Roberts
in [24].
For any given observable net O 7→ A(O), the Doplicher-Roberts recon-
struction yields an associated canonical field system with gauge symmetry
(F , pi, G) describing the superselection structure of the net A corresponding
to charges localizable in bounded regions (DHR sectors); for details see [24]
where also the case of topological charges which are localizable in spacelike
cones is considered. Here F = FA is the complete normal field net of A, act-
ing on a larger Hilbert space H ⊃ H0, the representation pi is an embedding
of A into F ⊂ B(H) so that A = FG and the gauge group G ≃ AutA(F)
is a strongly compact subgroup of the unitary group U(H) (to simplify the
notation we drop the symbol pi when there is no danger of confusion).
Actually any (metrizable) compact group may appear as G [23].
If every DHR sector of A is Poincare´ covariant (wich is the situation con-
sidered in this paper) then the net F is also Poincare´ covariant with positive
energy. In this case A is example of covariant subsystem (or subnet) of F .
More generally a covariant subsystem B of F is an isotonous map that asso-
ciate to each double cone O a von Neumann subalgebra B(O) of F(O) which
is compatible with the Poincare´ symmetry and the grading (giving normal
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commutation relations) on F . Besides its natural mathematical interest the
study of covariant subsystems appears also to be useful in the understanding
of the possible role of local quantum fields of definite physical meaning, such
as charge and energy-momentum densities, in the definition of the net of
local observables (see [11] and the references therein).
In a previous paper [10] we gave a complete classification of the (Haag-
dual) covariant subsystems of a local field net F satisfying some standard
additional assumptions (like the split property and the Bisognano-Wichmann
property) and having trivial superselection structure in the sense that every
representation of F satisfying the selection criterion of Doplicher, Haag and
Roberts [20] (DHR representation) is unitarily equivalent to a multiple of the
vacuum representation. The structure that emerged in this analysis is very
simple: every Haag-dual covariant subsystem of F is of the form F1
H ⊗1 for
a suitable tensor product decomposition F = F1⊗F2 and strongly compact
group H of unbroken internal symmetries of F1.
Under reasonable assumptions for a net of local observables A it was also
pointed out in [10] that the above result is sufficient to classify the covariant
subsystems of F = FA (and thus those of A) when the latter net is local
since in that case FA has trivial superselection structure as a consequence of
[14].
The main achievement of this paper is the generalization of the classifi-
cation results in [10] to the case of graded-local nets i.e. obeying to normal
commutation relations at spacelike distances. Apart from the obvious gain
in mathematical generality our work is intended to remove the ad hoc as-
sumption on the locality of FA corresponding to the absence of DHR sectors
of Fermi type, i.e. obeying to (para) Fermi statistics, for the net of local
observables A.
Besides its great theoretical value, the Doplicher-Roberts (re)construction
will provide a major technical tool for our analysis. As in [10] we will
repeatedly exploit the possibility of comparing such constructions for dif-
ferent subsystems given by the functorial properties of the correspondence
B → (FB, GB) discussed in [14].
Compared to [10], there are two preliminary problems which have to be
settled.
One has to give a meaning to the statement that “F has trivial super-
selection structure” and this is done by requiring that F has no nontrivial
DHR representations, or, equivalently, that every DHR representation of the
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Bose part F b of F is equivalent to a direct sum of irreducibles and that F b
has only two DHR sectors. So in particular F = FFb.
One has also to make it clear in which sense it may hold a tensor product
decomposition of F (as graded local net) and this is done using the standard
notion of product of Fermionic theories.
Having these differences in mind, the classification results we obtain (see
Theorem 3.4 and Theorem 3.8) are nothing but the natural reformulation
of the results in [10] in the more general context, thus showing that in the
graded local case the structure of Haag-dual Poincare´ covariant subsystems
can still be described in terms of internal symmetries (cf. [1]). However,
though the general strategy is very much the same, some of the proofs are
significantly different due to technical complications related to the fact that
we did not found an efficient way to adapt to the graded-local situation some
crucial arguments relying on the work of L. Ge and R.V. Kadison [28]. These
differences are particularly evident in the proofs of Theorems 3.4 and 3.3 and
in fact also provide a partially alternative argument for the validity of the
results in [10]. The main new technical ingredients come from the theory of
nets of subfactors [40] and the theory of half-sided modular inclusions of von
Neumann algebras supplemented with some ideas of H.J. Borchers [4, 50].
As a natural application of the classification result we provide a solution
to a problem raised by S. Doplicher (see [18]) about the possibility of a net
of local observables to be generated by the corresponding canonical local
implementations of symmetries with the characterization in Theorem 4.4.
During our study of subsystems we also realized that some of our methods
can be useful to handle the opposite problem as well, namely to classify the
local extensions of a given observable net A. If a local net B ⊃ A extends
a given local net A satisfying the same conditions used in our analysis of
subsystems, and if this extension “preserves the dynamics”, then, modulo
isomorphisms, B = FHA for a suitable closed subgroup H of the gauge group
of A (Theorem 5.2).
A crucial assumption on which our results depend and that deserves some
comments is the requirement that the net of local observables has at most
countably many DHR sectors, all with finite statistical dimension.
Although the above properties probably are still waiting for a better un-
derstanding they are strongly supported from the experience: no example of
DHR sector with infinite statistics is known for a theory on a four-dimensional
spacetime and the presence of uncountably many DHR sectors can be ruled
out e.g. by the reasonable requirement that the complete field net fulfills the
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split property (the situation is drastically different in the case of conformal
nets on the circle [8, 9, 27, 41]). Thus, at the present state of knowledge, our
results appear to be more than satisfactory.
We refer the reader to standard textbooks on operator algebras like [45,
44, 33, 34] for all unexplained notions and facts freely used throughout the
text.
2 Preliminaries and assumptions
We follow closely the discussion in [10], pointing out the relevant modifica-
tions.
We write P for the component of the identity of the Poincare´ group and P˜
for its the universal covering. Elements of P˜ are denoted by pairs L = (Λ, x),
where L is an element of the covering of the connected component of the
Lorentz group and x is a spacetime translation. P acts in the usual fashion
on the four-dimensional Minkowski spacetime M4 and the action of P˜ onM4
factors through P via the natural covering map P˜ → P.
The family of all open double cones and (causal) open wedges in M4 will
be denoted K and W, respectively. If S is any open region in spacetime, we
denote by S ′ the interior of the causal complement Sc of S.
Throughout this paper we consider a net F over K, namely a correspon-
dence O 7→ F(O) between open double cones and von Neumann algebras
acting on a fixed separable (vacuum) Hilbert space H = HF . The following
assumptions have been widely discussed in the literature and are by now
considered more or less standard:
(i) Isotony. If O1 ⊂ O2, O1,O2 ∈ K, then
F(O1) ⊂ F(O2). (1)
(ii) Graded locality. There exists an involutive unitary operator κ on H
inducing a net automorphism ακ of F , i.e. ακ(F(O)) = F(O) for
each O ∈ K. Let F b(O) = {F ∈ F(O) | ακ(F ) = F} and F f(O) =
{F ∈ F(O) | ακ(F ) = −F} be the even (i.e., Bose) and the odd (i.e.,
Fermi) part of F(O), respectively, and let F t be the new (isotonous)
net F b+κF f over K. If O1,O2 ∈ K and O1 is spacelike separated from
O2 then
F(O1) ⊂ F
t(O2)
′ . (2)
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(iii) Covariance. There is a strongly continuous unitary representation U
of P˜ such that, for every L ∈ P˜ and every O ∈ K, there holds
U(L)F(O)U(L)∗ = F(LO). (3)
The grading and the spacetime symmetries are compatible, that is
U(P˜) commutes with κ.
(iv) Existence and uniqueness of the vacuum. There exists a unique (up to
a phase) unit vector Ω ∈ H which is invariant under the restriction of U
to the one-parameter subgroup of spacetime translations. In addition,
one has κΩ = Ω.
(v) Positivity of the energy. The joint spectrum of the generators of the
spacetime translations is contained in the closure V + of the open for-
ward light cone V+.
(vi) Reeh-Schlieder property. The vacuum vector Ω is cyclic and separating
for F(O) for every O ∈ K.
(vii) Twisted Haag duality. For every double cone O ∈ K there holds
F(O)′ = F t(O′), (4)
where , for every isotonous net F and open set S ⊂ M4, F(S) denote
the von Neumann algebra defined by
F(S) =
∨
O⊂S
F(O). (5)
Equivalently, one has
F(O) =
⋂
O1⊂O′
F t(O1)
′
(in short F = Fd, where Fd is the net defined by the r.h.s.)
(viii) TCP covariance. There exists an antiunitary operator Θ (the TCP
operator) on H such that:
ΘU(Λ, x)Θ−1 = U(Λ,−x) ∀(Λ, x) ∈ P˜;
ΘF(O)Θ−1 = F(−O) ∀O ∈ K.
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(ix) Bisognano-Wichmann property. Let
WR = {x ∈M4 : x
1 > |x0|}
be the right wedge and let ∆ and J be the modular operator and the
modular conjugation of the algebra F(WR) with respect to Ω, respec-
tively. Then one has:
∆it = U(Λ˜(t), 0); (6)
J = ZΘU(R˜1(pi), 0); (7)
where Λ˜(t) and R˜1(θ) denote the lifting in P˜ of the one-parameter
groups
Λ(t) =


cosh 2pit − sinh 2pit 0 0
− sinh 2pit cosh 2pit 0 0
0 0 1 0
0 0 0 1

 (8)
of Lorentz boosts in the x1-direction and R(θ) of spatial rotations
around the first axis, respectively, and Z = (I + iκ)/(1 + i).
(x) Split property. Let O1,O2 ∈ K be open double cones such that the
closure of O1 is contained in O2 (as usual we write O1 ⊂⊂ O2). Then
there is a type I factor N (O1,O2) such that
F(O1) ⊂ N (O1,O2) ⊂ F(O2). (9)
Assumption (ii) says that F is a graded-local (or Z2-graded) net; for F ∈
F define F+ = (F + ακ(F ))/2 and F− = (F − ακ(F ))/2 with F = F+ + F−,
then given Fi ∈ F(Oi), i = 1, 2 with O1 and O2 spacelike separated the
following normal (i.e., Bose-Fermi) commutation relations hold true:
F1+F2+ = F2+F1+, F1+F2− = F2−F1+, F1−F2− = −F2−F1− .
Note that F b, the net formed by all the elements of F which are invariant
under the Z2-grading, is a truly local, while F t is a graded-local net (under
the same κ). Clearly F tt = F .
Among the consequences of these axioms one has that F acts irreducibly
on H, F(M4) = B(H). Moreover, Ω is U -invariant, and the algebras associ-
ated with wedge regions are (type III1) factors. Strictly speaking, one can
deduce TCP covariance from the other properties, see [30, Theorem 2.10].
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By the connection between spin and statistics,
κ = U(−I, 0) (10)
represents a rotation by angle 2pi about any axis, see [30, Theorem 2.11]. (Of
course, in the special case where κ = 1, we are back in the situation of a
local (Bose) net as described in [10, Section 2].)
From twisted Haag duality it follows that F(O) = ∩O⊂WF(W ), thus F
corresponds to an AB-system in the sense of [49]. Note that ZF(O)Z∗ =
F t(O), for every O ∈ K. Also, the Bisognano-Wichmann property entails
twisted wedge duality, namely ZF(W )Z∗(= F t(W )) = F(W ′)′, see [30,
Prop. 2.5].
Note that F b(S) (as defined by additivity) does not necessarily coincide
with F(S)b := {F ∈ F(S) | ακ(F ) = F} for general open sets S.
Definition 2.1. A covariant subsystem B of F is an isotonous (nontrivial)
net of von Neumann algebras over K, such that
B(O) ⊂ F(O),
U(L)B(O)U(L)∗ = B(LO)
for every O ∈ K and L ∈ P˜.
Then we write B ⊂ F . For instance, F b is a covariant subsystem of F .
Clearly a covariant subsystem B ⊂ F is local if and only if B(O) ⊂ F b(O)
for every O ∈ K.
For any open set S ⊂M4, we also set
B(S) =
∨
O⊂S
B(O) .
If B1 and B2 are covariant subsystems of F , we denote by B1 ∨ B2 the
covariant subsystem of F determined by (B1 ∨ B2)(O) := B1(O) ∨ B2(O),
O ∈ K.
By the relation (10) a covariant subsystem B ⊂ F naturally inherits the
grading from F , namely κB(O)κ∗ = B(O). Accordingly, Bb will stand for the
local net over K defined by Bb(O) = B(O)b. Also, Bt ⊂ F t is the (isotonous)
net Bb + κBf .
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We denote by HB := B(M4)Ω the closed cyclic subspace generated by B
acting on Ω, and by EB the corresponding orthogonal projection of H onto
HB. It follows at once that EB commutes with U , thus with κ.
We say that a covariant subsystem B ⊂ F is Haag-dual if
B(O) =
⋂
W∈W ,W⊃O
B(W ) .
As an example, F b is a Haag-dual subsystem of F .
Note that a Haag-dual subsystem B does not satisfy twisted Haag duality
on HF (unless B = F) however it satisfies (twisted) Haag duality on its own
vacuum Hilbert space HB and the latter property in turn characterizes Haag-
dual subsystems.
If B is Haag-dual, then it satisfies all the properties (i)-(x) listed above
in restriction to HB with respect to the restricted representation Uˆ of P˜
(and grading and TCP operators), as it can be shown essentially by the
same arguments given in the local case, see [10, Prop. 2.3]. We briefly
discuss only the split property. By repeating the argument in the proof of
[10, Prop. 2.3], mutatis mutandis, it suffices to show that HB is separating
for B(O1) ∨ Bt(O′2) ⊂ F(O1) ∨ F(O2)
′ for every pair of double cones with
O1 ⊂ O2. Pick O0 ⊂ O′1 ∩ O2. Then F(O0)
b ⊂ (B(O1) ∨ Bt(O′2))
′ and
F(O0)bHB ⊃ F(O0)bΩ = Hb (= {ξ ∈ H | κξ = ξ}). Consider O ∈ K,
O ⊂ O′2, and pick a Fermi unitary u in B(O). (Such a unitary always exists,
as it can be seen by applying the polar decomposition to any Fermi element
in B(O) and then using Borchers property B for Bb. The latter property
holds as a consequence of the split property for Bb ⊂ F b, inherited from the
split property for F .) Then F(O0)buΩ = uHb = Hf (= {ξ ∈ H | κξ = −ξ}).
Hence HB is cyclic for (B(O) ∨ Bt(O′2))
′ and we are done. 1
If B is not Haag-dual it is always possible to consider the extension Bd
defined by Bd(O) = ∩W∈W ,W⊃OB(W ), then Bd will be a Haag-dual covariant
subsystem of F with Bd(W ) = B(W ) for every wedgeW ∈ W andHBd = HB.
Moreover, in restriction to HB, B
d is the (twisted) dual net of B, namely
B̂d(O) = Bˆt(O′)′ holds on HB where we usedˆto denote the restriction of B,
resp. Bd to HB. (However, in order to simplify the notation, we shall often
write B in place of Bˆ, specifying if necessary when B acts on H or HB.)
1It is perhaps worth to point out that the possibly stronger assumption (x′) that for
every O1 and O2 in K with O1 ⊂ O2 the triple (F(O1),F(O2),Ω) is a W∗-standard split
inclusion in the sense of [22] (see Sect. 4) is also inherited by all Haag-dual subsystems.
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For later use we need to recall the notion of tensor product of graded
local nets. Given two graded local nets F1 on H1 and F2 on H2 with grading
involutive unitaries κ1 and κ2 respectively, their tensor product F onH1⊗H2
is defined2 by setting
F(O) = F1(O)⊗ F2(O)
b + κ1F1(O)⊗F2(O)
f . (11)
Then F is still a graded local net with the diagonal grading κ = κ1 ⊗ κ2,
moreover it satisfies twisted duality if both the Fi do [42]. Symbolically
we write F = F1⊗ˆF2 to stress that we are dealing with the graded tensor
product. 3 One has F b = (F t1 ⊗ F2)
b, F f = κ1 ⊗ I(F t1 ⊗ F2)
f . Note that
(F1⊗ˆF2)
Z2×Z2 = F b1 ⊗ F
b
2 .
With our convention F1 sits inside F as F1 ⊗ I, however in general F2
does not share this property. Nevertheless, F2 ∋ F2 7→ 1⊗F2+ + κ1⊗ F2− is
a (normal) representation of F2, unitarily equivalent to F2 7→ I ⊗ F2.
For instance, if the (Fermi) field ψ1 (resp. ψ2) generates F1 (resp. F2)
then ψ1 ⊗ I and κ1 ⊗ ψ2 will generate F = F1⊗ˆF2.
The graded tensor product F = F1⊗ˆF2 is covariant with respect to the
representation U = U1⊗U2 and with vacuum vector Ω = Ω1⊗Ω2, whenever
Fi is covariant with respect to the representation Ui with vacuum vector Ωi,
i = 1, 2.
We say that two graded-local nets F1 and F2 as above are unitarily
equivalent (or isomorphic) and write F1 ≃ F2 if there exists a unitary op-
erator W : H1 → H2 such that WF1(O)W ∗ = F2(O) for every O ∈ K,
Wκ1W
∗ = κ2, WU1(L)W
∗ = U2(L), L ∈ P˜ and WΩ1 = Ω2.
For reader’s convenience we also recall some terminology and few facts
that will be used throughout the paper without any further mention.
A representation {pi,Hπ} of the quasi-local C∗-algebra associated to a
local (irreducible, Haag-dual) net, say B, is said to satisfy the DHR selection
criterion, or simply called a DHR representation, if for every double cone
O ∈ K there exists some unitary VO : Hπ →HB such that
VOpi(B)V
∗
O = pi0(B), B ∈ B(O1), O1 ⊂ O
′ . (12)
2The net F1⊗F2 defined by means of the ordinary tensor product does not satisfy the
normal commutation relations.
3Other equivalent definitions are possible, obtained e.g. by exchanging the role of the
two components, or also F t1⊗ˆF2 = (F1 ⊗F2)
b + (κ1 ⊗ I)(F1 ⊗F2)f .
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Here, pi0 denotes the identical (vacuum) representation of B on HB.
Unitary equivalence classes of irreducible DHR representations are called
DHR superselection sectors or simply DHR sectors. The statistics of a DHR
sector is described by the statistical dimension, taking values in N ∪ {∞},
and a sign ± describing the Bose-Fermi alternative.
It is well-known, that a representation pi satisfies the DHR selection cri-
terion if and only if it is unitarily equivalent to some representation of the
form pi0 ◦ ρ, where ρ is a localized and transportable endomorphism of B. An
account about all this matter can be found e.g. in [31], see also [19, 20, 43].
In passing, we observe that the definition of DHR representation, as ex-
pressed by equation (12), carries over to graded-local nets, however the cor-
respondence with localized and transportable endomorphisms is lost.
The results discussed in this paper crucially rely on the analysis in [14],
especially Theorem 4.7 therein. This provides support for one further as-
sumption, which plays an important role in the sequel.
(A) Every representation of the local net F b satisfying the DHR selec-
tion criterion is a (possibly infinite) direct sum of irreducible representations
with finite statistics, moreover an irreducible DHR representation that is in-
equivalent to the vacuum exists only when F b ( F and then it is unique (up
to unitary equivalence).
In particular F itself is the canonical field net of F b in the sense of [24].
The following proposition is useful to shed more light on the assumption
(A).
Proposition 2.2. For a field net F as above, the assumption (A) is satisfied
if and only if every DHR representation of F is a multiple of the vacuum
representation.
Proof. Let pi be a DHR representation of F b. Then pi is unitarily equivalent
to a subrepresentation of the restriction of a DHR representation of F to
F b, see [14], p.275 (the second paragraph following Proposition 4.3). If we
assume that every DHR representation of F is a multiple of the vacuum
representation, it follows that pi is (equivalent to) a direct sum of irreducible
representations of F b with finite statistics. If F b ( F these are parametrized
by Zˆ2 ≃ Z2.
Conversely, assume that the condition (A) holds and let p˜i be a DHR
representation of F . Then, restricting p˜i to F b, it is not difficult to check
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that one gets a DHR representation of F b. By assumption, this restriction
is thus equivalent to a direct sum of irreducible representations with finite
statistics of F b. But then, it follows from [14, Theorem A.6] that p˜i itself is
equivalent to a multiple of the vacuum representation of F .
Starting from an observable algebra, the Doplicher-Roberts reconstruc-
tion theorem [24] supplies us with many examples of field nets satisfying all
the structural assumptions as above, cf. Proposition 4.1.
3 Classification of subsystems
Unless otherwise specified, throughout this section B denotes a local Haag-
dual covariant subsystem of F .
Recall that by [14, Theorem 3.5] an inclusion of local nets A ⊂ B sat-
isfying suitable assumptions induces an inclusion of the canonical field nets
FA ⊂ FB compatible with the grading and thus a fortiori also F bA ⊂ F
b
B and
F fA ⊂ F
f
B .
In particular, in our setting, from B ⊂ F b we get B ⊂ FB ⊂ F acting
on H and B ⊂ F bB ⊂ F
b best considered as acting on Hb. Moreover these
inclusions are compatible with the action of the Poincare´ group and thus, in
particular FB is a covariant subsystem of F , cf. [10] p. 96 and [11, Theorem
2.11].
As usual, for a covariant subsystem B ⊂ F we introduce the coset subsys-
tem defined by Bc(O) = B(M4)′∩F(O), O ∈ K. Then Bc ⊂ F is a Haag-dual
covariant subsystem. In principle Bc ⊂ F could contain a non-trivial odd
part, in which case it is convenient to consider also Bcb ⊂ F b. If B is local
then Bc could be graded local but if B is truly graded local then Bc has to be
local. As in [10] we say that B is full in F if Bc is trivial. Note however that
in [14] the expression “full” is used in relation to subsystems with a different
meaning.
We take a similar route as in [10].
We denote pi0 the vacuum representation of B on HB, pi0 that of F on H
and pi the representation of B on H. pi satisfies the DHR selection criterion,
hence pi ≃ pi0 ◦ ρ for some localized and transportable ρ. Note that pi0 is a
subrepresentation of pi, thus id ≺ ρ. We have the following result, cf. [10,
Proposition 3.2].
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Theorem 3.1. In our situation, all DHR sectors of B are covariant with
positive energy and they have finite statistics. Furthermore there are at most
countably many such DHR sectors and the actual representation of B on H
is a direct sum of them in which every DHR sector appears with non zero
multiplicity.
Proof. Let σ be an irreducible localized transportable endomorphism of B.
Since B and F are relatively local we can extend σ to a localized trans-
portable endomorphism σˆ of F , see [14, Lemma 2.1] (and the paragraph
preceding it).
Then, by assumption (A), σˆ, considered as a representation of F , is nor-
mal on F b and thus is normal on F by [14, Theorem A.6]. Since F is
irreducible in H and each normal representation of B(H) is a multiple of the
identical one we find pi0 ◦ σˆ ≃ ⊕i∈Ipi
0 for some finite or countable index set
I. After restriction of both sides to B, piσ ≃ ⊕ipi.
From now on the same proof as in [10, Proposition 3.1] goes through.
Proposition 3.2. The embedding p˜i of FB into F satisfies p˜i ≃ p˜i0⊗ I where
p˜i0 is the vacuum representation of FB on HFB .
Proof. By our previous result the actual representation p˜i of FB on H is
normal with respect to the canonical representation of B on HFB and thus,
by [14], normal with respect to the actual (irreducible) representation of FB
on HFB . The conclusion now follows as in the proof of Theorem 3.1 with FB
instead of F .
Besides the split property for F implies that FFb
B
= FB, see [10].
The following theorem will be of crucial importance. We postpone its
lenghty proof to Appendix A.
Theorem 3.3. If FB is full in F then F bB(W )
′∩F(W ) = CI for every wedge
W .
We are now ready to state our first classification result
Theorem 3.4. Let B be a Haag-dual local covariant subsystem of F and let
FB be full in F . Then FB = F . In particular if B is full, then there is a
compact group G of unbroken internal symmetries of F (with k ∈ Z(G), the
center of G) such that B = FG.
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Proof. Let us denote M the covariant subsystem F bB. By Theorem 3.3 we
have, for any wedge W , M(W )′ ∩ F(W ) = CI. Let pim0 and pi
m denote the
vacuum representation and the identical representation on H of M respec-
tively. Then, as shown below one can prove that pim0 appears only once in pi
m.
Hence p˜i ≃ p˜i0, namely also the multiplicity of p˜i0 in p˜i is one. Thus HFB = H
and since FB ⊂ F the conclusion follows (e.g. by twisted Haag duality).
Fix a wedge W and consider the set I = {W +a | a ∈ R4} ordered under
inclusion. Then M(W + a) ⊂ F(W + a) defines a directed standard net of
subfactors with a standard conditional expectation as defined in [40, Section
3]. Set Mˇ = (∪aM(W + a))−‖·‖, Fˇ = (∪aF(W + a))−‖·‖, then of course
M⊂ Mˇ ⊂M(M4) =M′′ and F ⊂ Fˇ ⊂ F(M4) = B(H).
Let pˇi0 denote the representation of Fˇ on H, pˇim0 that of Mˇ on HM and
pˇim = pˇi0|Mˇ; clearly pi
0 = pˇi0|F , pim0 = pˇi
m
0 |M and pi
m = pˇim|M. By [40,
Corollary 3.3.] one can construct an endomorphism γˇ : Fˇ → Mˇ such that
γˇ|F(W+a) is Longo’s canonical endomorphism of F(W + a) into M(W + a)
whenever W ⊂ W + a, moreover γˇ acts trivially on Mˇ ∩ F(W )′. It follows
from [40, Proposition 3.4] that
pˇim ≃ pˇim0 ◦ ρˇ
where ρˇ = γˇ|Mˇ. Note that ρˇ(M(W + a)) ⊂M(W + a) if W ⊂W + a.
We set ρˇW := ρˇ|M(W ). It follows from Theorem 3.3 and [25, Corollary
4.2.] (see also [26, Theorem 5.2.]) that ιM(W ) ≺ ρˇW with multiplicity one.
Let us assume now that pim0 ≺ pi
m more than once. Then pˇim0 ≺ pˇi
m more
than once. Let V1, V2 ∈ (pˇim0 , pˇi
m
0 ◦ ρˇ) be isometries with orthogonal ranges.
Since the netM is relatively local with respect to F , the C∗-algebraM0(W ′)
generated by all theM(O) with O ⊂W ′ is contained Mˇ∩F(W )′ and hence
the action of ρˇ is trivial on it. For i = 1, 2 and every M ′ ∈M0(W ′) we have
Vipˇi
m
0 (M
′) = pˇim0 ◦ ρˇ(M
′)Vi = pˇi0(M
′)Vi i.e. Vi ∈ pˇim0 (M0(W
′))′ = pˇim0 (M(W ))
and thus Vi = pˇi
m
0 (Wi) with Wi ∈ M(W ), (i=1,2). But then it follows that
W1,W2 ∈ (ιM(W ), ρˇW ) (notice that pˇi
m
0 is faithful) and they are isometries
with orthogonal ranges, which is a contradiction.
We now turn our attention to to non full subsystems. We begin with the
following
Lemma 3.5. Let B be a (not necessarily local) covariant subsystem of F .
Then B ∨ Bc is full in F .
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Proof. Since we have (B∨Bc)(M4) = B(M4)∨Bc(M4), then (B∨Bc)(M4)′ =
B(M4)′∩Bc(M4)′. Hence, if a double cone O is contained in a wedge W , then
(B ∨ Bc)(M4)
′ ∩ F(O) = Bc(O) ∩ Bc(M4)
′ ⊂ Bc(W ) ∩ Bc(W )′.
Hence the conclusion follows because Bc(W ) is a factor.
Proposition 3.6. If B is a local covariant subsystem of F , then one has
F(Bc)b = B
c on HF .
Proof. Let τ be a transportable endomorphism of (Bc)b say localized in the
double cone O and τˆ its functorial extension to F b ⊃ (Bc)b. Since τˆ is
implemented by a 1-cocycle in (Bc)b ⊂ B′ we get τˆ (b) = b, b ∈ B, hence for
the corresponding implementing Hilbert space of isometries in F = FFb we
have
Hτˆ ⊂ B
′ ∩ F(O) = Bc(O).
Letting τ to vary in the set ∆(Bc)b(O) of all transportable morphisms of (B
c)b
localized in O such Hilbert spaces generate F(Bc)b(O) and then it follows
that F(Bc)b ⊂ B
c. Moreover it is not difficult to see that also the inclusion
Bc ⊂ F(Bc)b holds and thus the conclusion follows.
Proposition 3.7. The field net FB∨(Bc)b acting on its own vacuum Hilbert
space is canonically isomorphic to F̂B⊗ˆB̂c on HFB⊗HBc as defined in formula
(11) via the map
FB 7→ (Fˆ ⊗ I)(I ⊗ Bˆ+ + κˆ⊗ Bˆ−) , (13)
where F ∈ FB ⊂ FB∨(Bc)b and B = B+ +B− ∈ B
c ⊂ FB∨(Bc)b.
Proof. Standard arguments relying on the results in [46] show that the vac-
uum is a product state for B ∨ (Bc)b (cf. [4, Subsection VI.4]). It follows
that the local net B ∨ (Bc)b acting on HB∨(Bc)b is canonically isomorphic to
B ⊗ (Bc)b acting on HB ⊗ H(Bc)b . It follows from (the proof of) Theorem
3.1 (cf. also Proposition 4.1) that every factorial DHR representation of B
is a multiple of an irreducible DHR representation with finite statistical di-
mension (in particular it is a type I representation). As a consequence every
irreducible DHR representation of B⊗(Bc)b is unitarily equivalent to a tensor
product representation and therefore by Theorem 3.1 and Proposition 3.6 it
is realized up to equivalence as a subrepresentation on HFB ⊗ HBc . Hence,
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FB∨(Bc)b being generated by the product of Hilbert spaces of isometries in
FB, resp. Bc, one has FB∨(Bc)b = FB ∨ B
c on HF
B∨(Bc)b
and the conclusion
follows from the uniqueness of the canonical field net [24, Theorem 3.6] along
with formula (11).
To give more clues on formula (13) we include a more detailed argument.
It follows from Proposition 3.2 (with F1 = FB∨(Bc)b in place of F) the ex-
istence of a unitary W : HF1 → HFB ⊗ K, for some Hilbert space K, such
that
WFW ∗ = Fˆ ⊗ I, F ∈ FB ⊂ F1 .
Since FB and (Bc)b commute (by an argument similar to the proof of Propo-
sition 3.6), it follows that
WBW ∗ =: I ⊗ τ(B), B ∈ (Bc)b ⊂ F1 .
Moreover, using the easily proven fact that the grading decomposes as a
tensor product, namely WκW ∗ = κˆ ⊗ κˆc for some κˆc, that (Bc)f commutes
with F bB and that (B
c)f (Bc)f ⊂ (Bc)b one also deduces that
WBW ∗ =: κˆ⊗ τ(B), B ∈ (Bc)f ⊂ F1 .
Being the representation of Bc on HF1 a multiple of the vacuum represen-
tation and τ irreducible, without loss of generality one can identify K with
HBc and τ with the vacuum representation of Bc. But this is exactly formula
(13) and we are done.
We are now ready to state the complete classification theorem for local
covariant subsystems of F .
Theorem 3.8. Let B be a local covariant Haag-dual subsystem of F . Then
F = FB ∨Bc on HF and the net of inclusions O 7→ B(O) ⊂ F(O) on HF is
canonically isomorphic to O 7→ F̂B(O)H⊗I ⊂ F̂B(O)⊗ˆB̂c(O) on HFB⊗HBc ,
where H is the canonical gauge group of B.
Proof. By Proposition 3.6, we have the following chain of inclusions on HF :
B ∨ Bc ⊂ FB ∨ Bc = FB ∨ F(Bc)b ⊂ FB∨(Bc)b ⊂ F . Thus, by Lemma 3.5
FB∨(Bc)b is full in F and by Theorem 3.4 we have F = FB∨(Bc)b . Hence the
conclusion follows from Proposition 3.7.
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Remark 3.9. If B is an arbitrary covariant subsystem of F satisfying twisted
Haag-duality on its vacuum Hilbert space HB then we can apply Theorem 3.8
to Bb. Hence the inclusions Bb ⊂ B ⊂ FBb allow us to use Theorem 3.8 to
classify all (not necessarily local) covariant subsystems of F satisfying Haag
duality or twisted Haag duality on their own vacuum Hilbert space.
4 Nets generated by local generators of sym-
metries
In this section we focus our attention on nets of observables generated by
the local generators of symmetries, i.e. those arising in the framework of
the Quantum Noether Theorem [5]. For some background on these nets we
refer the reader to [12, 13, 10, 11] (see also [6] for some related issues). The
problem we are interested in is to find structural conditions ensuring that a
given observable net is generated by such local generators of symmetries, see
[18] (cf. also [38]).
We consider an observable net A satisfying the assumption (i)-(x) of
Section 2, with graded locality (resp. twisted Haag duality) replaced by
locality (resp. Haag duality). Notice that Borchers’ property B for A follows
e.g. from the split property.
We further requireA to have countably many DHR superselection sectors,
all of which have finite statistical dimension.
Let F = FA and G = GA be the canonical field net and the compact
gauge group of A. Arguing as in [10, Theorem 4.1], one can then show that
the assumption (A) for F introduced in Section 2 is indeed satisfied, by virtue
of [14, Theorem 4.7]. We record this result here, as a slight improvement of
[10, Theorem 4.1].
Proposition 4.1. Let A be an isotonous net satisfying Haag duality and
the split property on its irreducible vacuum representation. If A has at most
countably many DHR superselection sectors, all of which have finite statistical
dimension, then any DHR representation of A is unitarily equivalent to a
(possibly infinite) direct sum of irreducible ones. Moreover, the canonical
field net FA satisfies the assumption (A) in Sect. 2.
All the other properties (i)-(ix) for F are also satisfied, cf. the discussion
in [10, Subsect. 4.2]. However, in order to apply the analysis in the previous
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section to the present situation we have also to assume property (x) in Sect.
2 to hold for F since it is still unknown whether the split property for A
implies the split property for FA.
Finally in order to construct the local symmetry implementations as in
[5, 21] we need to assume that, for each pair of double cones O1,O2 with O1 ⊂
O2, the vacuum vector Ω is cyclic for the von Neumann algebra F(O1)′ ∩
F(O2). As a consequence the triple (F(O1),F(O2),Ω) is a W∗-standard split
inclusion in the sense of [22].
This last assumption is clearly redundant if F is local since in this case
it follows directly from the Reeh-Schlieder property. Moreover, as shown in
the introduction of [21], in the graded local case it would be a consequence
of the split property and the Reeh-Schlieder property for F if F b satisfies
additivity and the time slice axiom as in [17, Sect.1].
We denote by ΨΛ the universal localizing map associated with the triple
Λ = (F(O1),F(O2),Ω), (14)
a ∗-isomorphism of B(H) onto the canonical interpolating factor of type I
between F(O1) and F(O2), see [5, Sect.3].
Let
K := Gmax ≡ {k ∈ U(H) | kF(O)k
∗ = F(O) ∀O ∈ K, kΩ = Ω} ⊃ G
be the maximal group of unbroken (unitary) internal symmetries of F , which
in our setting is automatically strongly compact and commutes with Poincare´
transformations [22, Theorem 10.4], and let C be the net generated by the
local version of the energy-momentum operator [12], defined by
C(O) :=

 ⋃
O1,O2:O1⊂O2⊆O
Ψ(F(O1),F(O2),Ω)(U(I,R
4))


′′
.
The known properties of the universal localizing map [5, 22] imply that
C is a covariant subsystem of F such that
C(O) ⊂ F(O)K ⊂ F(O)G. (15)
Moreover, by [15, Corollary 2.5], we have
U(I,R4) ⊂ C(M4) = C
d(M4) . (16)
From Theorem 3.4, it readily follows the following result:
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Theorem 4.2. The net C is a full covariant subsystem of F such that
Cd = FK . (17)
This equality was already proved in [10] in the case where F is Bosonic.
Then one has also F = FCd and K ≃ AutCd(F) [14, Proposition 4.3].
It follows at once that A = Cd if and only if G = K, if and only if A has
no proper Haag-dual subsystem full in F , cf. [10, Corollary 4.2].
In the following we somehow exploit the isomorphism between the lattice
structure of subgroups of K and that of “intermediate” subsystems of F .
Actually our arguments rest only on the validity of the equality (17).
The internal symmetries in K leaving A = FG globally invariant are
exactly those in NK(G) := {k ∈ K | kGk−1 = G}, the normalizer of G in K.
The internal symmetry group of A can thus be identified with NK(G)/G [7,
Proposition 3.1].
We consider the local extension CG of C in F by the local currents asso-
ciated with G, C ⊂ CG ⊂ F , where
CG(O) :=

 ⋃
O1,O2:O1⊂O2⊆O
Ψ(F(O1),F(O2),Ω)(U(I,R
4)′′ ∨ (G′ ∩G′′))


′′
.
Then CdG = F
G˜ for some G˜ ⊂ K [14, Theorem 4.1]; furthermore, F = FCd
G
and G˜ ≃ AutCd
G
(F), again by Theorem 3.4. Of course, k ∈ K belongs to G˜
if and only if for each Λ one has
kΨΛ(X)k
−1 = ΨΛ(kXk
−1) = ΨΛ(X) , X ∈ G
′ ∩G′′ , (18)
if and only if
kXk−1 = X, X ∈ G′ ∩G′′. (19)
Notice that now Λ has disappeared from our condition. In particular G ⊂ G˜,
so that C ⊂ CG ⊂ FG ⊂ F .
It is also direct to check that G˜ ⊂ NK(G), i.e. G˜ leaves FG globally
invariant. To see this, we observe that the orthogonal projection EG of
H = FΩ onto HG = FGΩ lies in (FG)′ ∩ (FG)′′ = G′′ ∩ G′ ≡ Z(G′′), hence
[G˜, EG] = 0; then for any ψ ∈ H
G and k ∈ G˜ one has EGkψ = kψ, hence
khk−1ψ = ψ, h ∈ G and the conclusion follows since
G = {k ∈ K | kψ = ψ, ψ ∈ HG} .
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Therefore if k ∈ G˜ then Ad(k) determines (continuous) automorphisms
of both G and G′′ = A′. Let α0 be the natural homomorphism NK(G) →
Aut(G), with kernel CK(G), the centralizer of G in K.
By [24, Lemma 3.13] all the representations of the compact groups above
(e.g. K) on H are quasi-equivalent to the corresponding left-regular repre-
sentations. Since by Eq. (19) k ∈ K belongs to G˜ if and only if its adjoint
action is trivial on the center of the von Neumann algebra G′′ we can con-
clude that k ∈ G˜ if and only if k ∈ NK(G) and α0(k) ∈ AutGˆ(G), where
AutGˆ(G) is the group of the automorphisms of G acting trivially on the set
Gˆ of equivalence classes of irreducible continuous unitary representations of
G. Hence we have proven the following proposition.
Proposition 4.3. We have G˜ = α−10 (AutGˆ(G)) .
One can push this analysis a little bit further. Dividing the sequence
G˜
i
→ NK(G)
α0→ Aut(G)
by G we get another sequence
G˜/G
i
→ NK(G)/G
α˜0→ Aut(G)/Inn(G) =: Out(G)
so that
G˜/G = α˜−10 (OutGˆ(G)) (20)
where OutGˆ(G) = AutGˆ(G)/Inn(G). Notice that Ker(α˜0) = CK(G)/Z(G).
Therefore G˜ = G if and only if G˜/G = {1}, if and only if
CK(G)/Z(G) = {1} and α˜0(NK(G)/G) ∩OutGˆ(G) = {1} .
We are now ready to summarize the above discussion and draw some
conclusion.
It follows from the equation (20) that G˜/G can be identified with the
group of (unbroken) internal symmetries of the net FG that act trivially on
the set of its DHR sectors. To see this let ρ be an irreducible DHR endomor-
phism of A (with finite statistical dimension by our previous assumption)
localized in a double cone O ∈ K. Moreover, let Hρ ⊂ F(O) be the corre-
sponding G−invariant Hilbert space of isometries. Hρ carries an irreducible
unitary representation uρ of G defined by
uρ(g)V := gV g
−1, V ∈ Hρ, g ∈ G.
20
Now let k ∈ NK(G) and let α := Adk|A be the corresponding internal sym-
metry of A. Then, α acts on ρ by
ρ→ ρα := α ◦ ρ ◦ α
−1.
If V ∈ Hρ then kV k−1 ∈ Hρα (a unitary transformation). Moreover, for
every g ∈ G,
uρα(g)kV k
−1 = gkV k−1g−1 = kuρ(α0(k)(g))V k
−1.
Hence uρα ≃ uρ ◦ α0(k) and our claim follows since if ρ1, ρ2 are DHR endo-
morphisms of A with finite statistical dimension then ρ1 ≃ ρ2 if and only if
uρ1 ≃ uρ2, see [24].
Thanks to the above identification we get immediately the following
Theorem 4.4. Let A = FG be an observable net satisfying all our standing
assumptions. Then one has
A = FG = CdG
if and only if A has no nontrivial (unbroken) internal symmetries acting
identically on the set of its DHR sectors. In particular, if A has no nontrivial
internal symmetries then the above equality of nets holds true.
It has been suggested by R. Haag that the existence of nontrivial internal
symmetries for A is not compatible with the claim that “the net of observable
algebras defines the theory completely without need of further specifications”
[31, Sect. IV.1].
We briefly list few special cases for which the computation of G˜ is partic-
ularly straightforward:
(i) If G is abelian, then AutGˆ(G) is trivial so that G˜ = ker(α0) = CK(G).
For instance, if K = O(2) and G = SO(2) then G˜ = G.
(ii) If G has no outer automorphisms, namely Aut(G) = Inn(G), 4 then
G˜ = NK(G). (The same conclusion holds true if G satisfies the weaker
condition that Aut(G) = AutGˆ(G).)
4In the mathematical literature, the groups for which Aut(G) = Inn(G) and whose
center Z(G) is trivial are called complete.
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(iii) If G is quasi-complete, meaning that AutGˆ(G) = Inn(G), then G˜ =
G · CK(G).
In particular we have obtained the following result.
Corollary 4.5. If the gauge group G of A has no outer automorphisms then
the following conditions are equivalent:
(1) G = NK(G), namely A = FG has no nontrivial internal symmetries,
(2) FG = CdG .
A special case of this situation can be obtained by taking F to be the net
generated by a hermitian scalar free field and G = K = Z2, see [10, Subsect.
4.1], cf. also [37, 38, 16].
5 Classification of local extensions
So far we have been dealing only with the classification problem for subsys-
tems of a given system. However to some extent our methods can be useful
to handle the extension problem as well.
We assume that a local theoryA has been given, acting on its own vacuum
Hilbert space HA.
The goal of this section is to setup a framework for classifying all the
possible (local) extensions B ⊃ A with some additional properties.
The assumptions on A and B should allow one to perform the Doplicher-
Roberts reconstruction procedures and have a good control on the way these
are related. We show below how this can be achieved in the case where “the
energy content of B is already contained in A”.
In order to be more precise, let us assume throughout this section that
A satisfies the same axioms as in the previous section also including that it
has at most countably many DHR sectors, all with finite statistics. We shall
however not need the split property for FA.
Definition 5.1. A local extension of the local covariant net A is a local net
B satisfying irreducibility on its separable vacuum Hilbert space HB, Haag
duality, covariance under a representation VB fulfilling the spectrum condition
and uniqueness of the vacuum, and containing a covariant subsystem A1 such
that the corresponding net Aˆ1 is isomorphic to A.
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In agreement with our notation, since A and Aˆ1 are isomorphic, we shall
naturally identify A and A1 and write A ⊂ B.
In order to state our result, we need two more assumptions. The first one
is of technical nature. We require the local extension B as above to satisfy
the condition of weak additivity, namely
B(M4) =
∨
x∈R4
B(O + x)
for every O ∈ K. Then the Reeh-Schlieder property and Borchers property
B also hold for B. The second hypothesis, on the energy content, is that
VB(I,R
4) ⊂ A(M4) (21)
(on HB). As a consequence, A is full in B. The meaning of this assump-
tion is to rule out a number of unnecessarily “large” extensions obtained by
tensoring the net A with any other arbitrary (local, covariant) net, cf. [9].
Theorem 5.2. Let A be an observable net satisfying all the standing assump-
tions in Section 4. Let B be a local extension of A, satisfying weak additivity
and the condition (21).
Then B is an intermediate net between A and its canonical field net FA,
and in fact B = FHA , the fixed point net of FA under the action of some
closed subgroup H of the gauge group of A.
Proof. Since we assume thatA is covariant and the spectrum condition holds,
all the DHR sectors of A are automatically covariant with positive energy,
see [29, Theorem 7.1]. It follows that FA = FA,c where FA,c denotes the
covariant field net of [24, Section 6].
By assumption, it is possible to perform the Doplicher-Roberts construc-
tion of the covariant field net FB,c of B and FA embeds into FB,c as a covariant
subsystem [11, Theorem 2.11].
We will make use of Proposition 4.1.
It is not difficult to see that the natural representation of A on HFB,c is a
direct sum of DHR representations (cf. Sect. 3, [14, Lemma 4.5] and also [10,
Lemma 3.1]) and thus, by Proposition 4.1, still decomposable into a direct
sum of irreducible DHR representations with finite statistics.
Arguing similarly as in Sect. 3, it follows that the representation of
FA = FA,c (thought of as a subsystem of FB,c) on the vacuum Hilbert space
HFB,c of FB,c is a multiple of the vacuum representation of FA, and thus
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there is a unitary W : HFB,c → HFA ⊗ K, for a suitable Hilbert space K,
such that
WFW ∗ = Fˆ ⊗ IK, F ∈ FA ⊂ FB,c
(see e.g. the paragraph preceding Theorem 3.1 and Proposition 3.2) and
moreover WUFB,cW
∗ = UFA ⊗ U˜ for some unitary representation U˜ of P˜ on
K with positive energy, cf. [10], p.96.
Note that, by uniqueness of the vacuum, if the multiplicity factor K is
nontrivial then U˜ has to be nontrivial as well and in fact with a unique (up
to a phase) unit vector ΩK which is invariant under translations. To see this,
without being too much involved in domain problems which nevertheless can
be solved with the help of the spectral theorem, we consider the situation
where U2 and U˜ are unitary representations of R
4 satisfying the spectrum
condition and U1 = U2 ⊗ U˜ . Then the corresponding generators satisfy the
relation
P1 = P2 ⊗ I + I ⊗ P˜ .
Let us assume that Ui has a unique invariant vector Ωi, i = 1, 2 (actually
i = 1 would be enough). Since P1Ω1 = 0, the spectrum condition easily
implies that (P2⊗I)Ω1 = 0 and (I⊗ P˜ )Ω1 = 0. Therefore it follows from the
first equation that Ω1 = Ω2 ⊗ Ω˜ for some vector Ω˜ and from the second that
P˜ Ω˜ = 0. Thus U˜ has an invariant vector as well, and this must be unique.
(In alternative, the same result could have been shown with the help of a
Frobenius reciprocity argument.)
Going back to our situation, one can choose ΩK so that WΩFB,c = ΩFA ⊗
ΩK.
Now, by the assumption on the energy-momentum operators, one must
have UFA ⊗ U˜ = UFA ⊗ I on WHB ⊂ WHFB,c = HFA ⊗ K. It follows from
the last relation that WHB ⊂ HFA ⊗ ΩK = FˆA ⊗ I(ΩFA ⊗ ΩK). Therefore
WBW ∗ ⊂ FˆA ⊗ I, i.e. B ⊂ FA on HFB,c .
Recalling that UFB,c ∈ B(M4) on HFB,c , one can finally argue that U˜ is
trivial on K and this immediately yields the conclusion that K = C and
FA = FB,c . (22)
Thus we are back to the situation A ⊂ B ⊂ FA discussed in [14, Section
4] and whence
B = FHA
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for some closed subgroup H of G = GA, see e.g. [14, Theorem 4.1]. Thanks
to Proposition 4.1 now it follows from [14, Corollary 4.8] that
FA = FB,c = FB
and all the DHR sectors of B are covariant as well.
A Proof of Theorem 3.3
In this appendix we give a proof of Theorem 3.3. Our proof relies on various
ideas from [4, Sect. V]. For related problems see [36, Section 4].
We first recall a convenient notation for the wedges introduced in [3] (cf.
also [4]). Let l1, l2 be linearly independent lightlike vectors in V+. Then the
region
W [l1, l2] := {αl1 + βl2 + l
⊥ : α > 0, β < 0, l⊥ · li = 0, i = 1, 2} (23)
is a wedge and every wedge inW is of the form W [l1, l2]+a for suitable l1, l2
and a ∈ M4. Moreover, W [l1, l2]′ = W [l2, l1]. Now let F be a net satisfying
the assumptions (i)–(x) and assumption (A) on triviality of superselection
structure in Sect. 2. Given a wedgeW [l1, l2] we shall denote by Λ[l1, l2](t) the
corresponding one-parameter group of Lorentz transformations (cf. [3, 30]).
With this notation if ∆[l1,l2] is the modular operator for (F(W [l1, l2]),Ω) then
∆it[l1,l2] = U(Λ˜[l1, l2](t), 0).
In [3] Borchers considered the intersection of two wedges W [l, l1],W [l, l2]
and made the following observations:
a) W [l, l1] ∩W [l, l2] is a nonempty open set;
b) Λ[l, l1](t)(W [l, l1] ∩W [l, l2]) ⊂W [l, l1] ∩W [l, l2] for t ≤ 0.
Moreover one finds Λ[l, l1](t)l = e
−2πtl and Λ[l, l1](t)l1 = e
2πtl1.
Now let S be a subset of M4 which is contained in some wedge in W . We
define (cf. [48, Sect.III])
F ♯(S) :=
⋂
W⊃S
F(W ). (24)
It is easy to see that the map S 7→ F ♯(S) isotonous and covariant, namely
F ♯(S1) ⊂ F ♯(S2) if S1 ⊂ S2 and U(L)F ♯(S)U(L)−1 = F ♯(LS) for every
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L ∈ P˜. Clearly F ♯(W ) = F(W ) and F ♯(O) = F(O) for every W ∈ W
and every O ∈ K but for other regions (even for intersections of family of
wedges) the equality could fail and in general, if S is open and contained in
some wedge, F(S) ⊂ F ♯(S).
Similarly, if B is a Haag-dual covariant subsystem of F we define
B♯(S) :=
⋂
W⊃S
B(W ). (25)
Then, the map S 7→ B♯(S) is isotonous and covariant and B♯(S) coincides
with B(S) if S ∈ W ∪ K.
Now, given two wedges W [l, l1],W [l, l2], the observation of Borchers a)
and b) recalled above and the Bisognano Wichmann property imply (cf. [3,
Lemma 2.6]) that the inclusions of von Neumann algebras
F ♯(W [l, l1] ∩W [l, l2]) ⊂ F(W [l, li]) i = 1, 2, (26)
are -half-sided modular inclusions in the sense of [4, Definition II.6.1]. Hence,
by a theorem of Wiesbrock, Araki and Zsido (see [50] and [4, Theorem II.6.2])
there are strongly continuous one-parameter unitary groups Vi(t), i = 1, 2,
with nonnegative generators, leaving the vacuum vector invariant and such
that
Vi(t)F(W [l, li])Vi(−t) ⊂ F(W [l, li]), i = 1, 2, t ≥ 0, (27)
F ♯(W [l, l1] ∩W [l, l2]) = Vi(1)F(W [l, li])Vi(−1), i = 1, 2. (28)
Moreover, for i = 1, 2 and t ∈ R, Vi(t) is the limit in the strong operator
topology of the sequence
(
∆
−i t
2pin
[l,li]
∆
i t
2pin
[l,l1,l2]
)n
, (29)
where ∆[l,l1,l2] denotes the modular operator of F
♯(W [l, l1] ∩W [l, l2]) corre-
sponding to Ω. As a consequence, F ♯(W [l, l1] ∩W [l, l2]) is a a factor of type
III1. Note also that by Borchers’ theorem [2, Theorem II.9] we have, for
i = 1, 2 and t, s ∈ R,
∆it[l,li]Vi(s)∆
−it
[l,li]
= Vi(e
−2πts) (30)
The following lemma motivates the introduction of the algebras F ♯(S).
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Lemma A.1. If l, l1, l2 are lightlike vectors in the closed forward lightcone
such that l, li are linearly independent, then the following holds
F ♯(W [l, l1] ∩W [l, l2])
′ = ZF((W [l, l1] ∩W [l, l2])
′)Z∗ (31)
Proof. We have
F ♯(W [l, l1] ∩W [l, l2])
′ =

 ⋂
W⊃W [l,l1]∩W [l,l2]
F(W )


′
=
∨
W⊃W [l,l1]∩W [l,l2]
F(W )′
=
∨
W⊃W [l,l1]∩W [l,l2]
ZF(W ′)Z∗
= Z

 ∨
W⊂(W [l,l1]∩W [l,l2])′
F(W )

Z∗
= ZF((W [l, l1] ∩W [l, l2])
′)Z∗,
where in the last equality we used the convexity of W [l, l1]∩W [l, l2] and [47,
Proposition 3.1].
Proposition A.2. If l, l1, l2 are lightlike vectors in the closed forward light-
cone such that l, li are linearly independent and W ∈ W then
F(M4) = F(W ) ∨ F(W
′), (32)
F(M4) = F
♯(W [l, l1] ∩W [l, l2]) ∨ F((W [l, l1] ∩W [l, l2])
′). (33)
Proof. We only prove the second assertion. The proof of the first is similar
but simpler. By Lemma A.1 we have(
F ♯(W [l, l1] ∩W [l, l2]) ∨ F((W [l, l1] ∩W [l, l2])
′)
)′
= F ♯(W [l, l1] ∩W [l, l2])
′ ∩ F((W [l, l1] ∩W [l, l2])
′)′
= Z
(
F ♯(W [l, l1] ∩W [l, l2]) ∩ F((W [l, l1] ∩W [l, l2])
′)
)
Z∗.
Now let
F ∈ F ♯(W [l, l1] ∩W [l, l2]) ∩ F((W [l, l1] ∩W [l, l2])
′)
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be even with respect to the grading (i.e. κFκ=F). Then, by graded locality,
F ∈ F ♯(W [l, l1] ∩W [l, l2]) ∩ F
♯(W [l, l1] ∩W [l, l2])
′
and hence F is a multiple of the identity because F ♯(W [l, l1] ∩W [l, l2]) is a
factor. If
F ∈ F ♯(W [l, l1] ∩W [l, l2]) ∩ F((W [l, l1] ∩W [l, l2])
′)
is odd then ZFZ∗ = iκF and hence iκF commutes with F ∗. It follows that
FF ∗ = −F ∗F
which implies F = 0.
Corollary A.3. If B is a local Haag-dual covariant subsystem of F , l, l1, l2
are lightlike vectors in the closed forward lightcone such that l, li are linearly
independent and W ∈ W then, on HF , we have
FB(M4) = FB(W ) ∨ FB(W
′), (34)
FB(M4) = F
♯
B(W [l, l1] ∩W [l, l2]) ∨ FB((W [l, l1] ∩W [l, l2])
′). (35)
Proof. By Prop. A.2 (applied to FB instead of F) the claimed equalities hold
on HFB and the conclusion follows from Prop. 3.2.
Lemma A.4. The set (W [l, l1] ∩W [l, l2])′ is path connected.
Proof. Recall that, given a set S, S ′ = (Sc)o is defined as the interior of the
spacelike complement Sc of S.
In order to simplify the notation, set W1 := W [l, l1] and W2 := W [l, l2].
Then W1 ∩W2 6= ∅ and W ′1 ∩W
′
2 6= ∅.
One has (W ′1 ∪W
′
2)
c = W 1 ∩W 2 [47, Prop. 2.1, b)] and moreover (W ′1 ∪
W ′2)
cc = (W 1 ∩W 2)c is open [47, Prop. 5.6, a)].
We claim that one also has (W 1 ∩W 2)c = [(W1 ∩W2)c]o ≡ (W1 ∩W2)′.
The inclusion “ ⊆′′ is clear. The opposite inclusion is a consequence of the
following three facts:
1) (W 1∩W 2)c = ∪{W : W 1∩W 2 ⊂W c}, as follows by [47, Theor. 3.2,
a)], by taking into account the fact that the l.h.s. is actually open;
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2) [(W1 ∩W2)c]o = ∪{W : W1 ∩W2 ⊂W c} = ∪{W : W1 ∩W2 ⊂W c},
where we use the fact that the spacelike complement of an open set is closed
and the inclusion [(W1 ∩W2)c]o ⊂ ∪{W : W1 ∩W2 ⊂ W c} can be proven
with the help of [47, Prop. 3.1];
3) W1 ∩W2 = (W 1 ∩W 2), as it can be easily shown recalling that W1
and W2 are open and convex.
Finally, since W ′1 ∪W
′
2 is connected it is not difficult to see that (W
′
1 ∪
W ′2)
cc = (W1 ∩ W2)
′ has to be connected too. In fact, if S is open and
connected and p ∈ Scc \S, p being spacelike to Sc, one has that p belongs to
the complement of Sc. Since S is open, this means that the open lightcone
pointed at p intersects S in at least one point, say q, and there is a timelike
segment joining p and q in Scc (cf. the paragraphs preceding [47, Proposition
2.2]).
The proof is complete.
Proposition A.5. Let B be a (not necessarily local) Haag-dual covariant
subsystem of F and let W [l, li], i = 1, 2 as above. Then there is a vac-
uum preserving normal conditional expectation of F ♯(W [l, l1]∩W [l, l2]) onto
B♯(W [l, l1] ∩W [l, l2]).
Proof. It follows from the Bisognano-Wichmann property and the covariance
of B that for every W ∈ W the algebra B(W ) is left globally invariant by the
modular group of F(W ) associated to Ω. Hence, by [46], there is a a vacuum
preserving conditional expectation εW of F(W ) onto B(W ). Now let F ∈
F ♯(W [l, l1]∩W [l, l2]) andWa,Wb be two wedges containingW [l, l1]∩W [l, l2].
Moreover, let xa ∈ W ′a and xb ∈ W
′
b. Since (W [l, l1] ∩ W [l, l2])
′ is path
connected by Lemma A.4 (and open by definition), we can find double cones
O1, ...,On all contained in (W [l, l1] ∩W [l, l2])′ such that xa ∈ O1, xb ∈ On
and Oi∩Oi+1 6= ∅, for i = 1, .., n−1. Then, recalling thatW [l, l1]∩W [l, l2] is
convex, we can use [47, Prop. 3.1] to infer the existence of wedges W1, ...,Wn
containingW [l, l1]∩W [l, l2] and such thatW1 = Wa, Wn = Wb and Oi ⊂ W ′i ,
i = 1, ..., n. Thus, in particular, we have W ′i ∩W
′
i+1 6= ∅, for i = 1, ..., n− 1
and hence Ω is cyclic for Z(F(W ′i )∩F(W
′
i+1))Z
∗ and separating for F(Wi)∨
F(Wi+1), i = 1, ..., n− 1. Thus, it follows from
εWi(F )Ω = EBFΩ = εWi+1(F )Ω, i = 1, ..., n− 1,
that εWa(F ) = εWb(F ). As a consequence the restriction of εW to the algebra
F ♯(W [l, l1] ∩W [l, l2]) does not depend on W ⊃ W [l, l1] ∩W [l, l2] and gives
the claimed conditional expectation.
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As a consequence of the Bisognano-Wichmann property, of Prop. A.5 and
of the results in [46], for every Haag-dual covariant subsystem B of F , the
one-parameter groups ∆it[l,li], i = 1, 2 and ∆
it
[l,l1,l2]
commute with EB. Hence,
by (29) EB commutes with Vi(t), i = 1, 2. Moreover, for i = 1, 2, the following
hold
B(W [l, li]) = F(W [l, li]) ∩ {EB}
′, (36)
B♯(W [l, l1] ∩W [l, l2]) = F
♯(W [l, l1] ∩W [l, l2]) ∩ {EB}
′. (37)
Hence using Eq. (28) we find
B♯(W [l, l1] ∩W [l, l2]) = Vi(1)B(W [l, li])Vi(−1), i = 1, 2. (38)
In the following if M is a von Neumann algebra on HF globally invariant
under Adκ(·) we shall denote M b the Bose part of M , i.e. M b = M ∩ {κ}′.
Accordingly if B is a covariant subsystem of F then Bb(S) = B(S)b for every
S ∈ K ∪W and for an arbitrary open set S we have Bb(S) ⊂ B(S)b.
Proposition A.6. If B is a local Haag-dual covariant subsystem of F , l, l1, l2
are lightlike vectors in the closed forward lightcone such that l, li are linearly
independent and W ∈ W then
FB(W )
′ ∩ F(W )b = FB(M4)
′ ∩ F(W )b, (39)
F ♯B(W [l, l1] ∩W [l, l2])
′ ∩ F ♯(W [l, l1] ∩W [l, l2])
b
= FB(M4)
′ ∩ F ♯(W [l, l1] ∩W [l, l2])
b. (40)
Proof. We only prove the second equation. By Corollary A.3 we obtain
FB(M4)
′ ∩ F ♯(W [l, l1] ∩W [l, l2])
b
= F ♯B(W [l, l1] ∩W [l, l2])
′ ∩ F ♯(W [l, l1] ∩W [l, l2])
b ∩ FB((W [l, l1] ∩W [l, l2])
′)′
and the conclusion follows since (e.g. by Lemma A.1)
F ♯(W [l, l1] ∩W [l, l2])
b ⊂ FB((W [l, l1] ∩W [l, l2])
′)′.
Corollary A.7. Let B, l, l1, l2 as in Prop. A.6 and let W1,W2 ∈ W be such
that W1 ⊂W2. Then the following hold
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(a) FB(W1)′ ∩ F(W1)b ⊂ FB(W2)′ ∩ F(W2)b,
(b) F ♯B(W [l, l1] ∩W [l, l2])
′ ∩ F ♯(W [l, l1] ∩W [l, l2])
b
⊂ FB(W [l, li])
′ ∩ F(W [l, li])
b, i = 1, 2.
For a local Haag-dual covariant subsystem B of F , l, l1, l2 as in Prop. A.6
and W ∈ W we shall now use the following notations
NB(W ) := FB(W )
′ ∩ F(W )b, (41)
NB(W [l, l1]∩W [l, l2]) := F
♯
B(W [l, l1]∩W [l, l2])
′∩F ♯(W [l, l1]∩W [l, l2])
b. (42)
Proposition A.8. Let B be a local Haag-dual covariant subsystem of F and
let l, l1, l2 as in Prop. A.6. Then the following holds
(a) Vi(t)NB(W [l, li])Vi(−t) ⊂ NB(W [l, li]), i = 1, 2, t ≥ 0,
(b) NB(W [l, l1] ∩W [l, l2]) = Vi(1)NB(W [l, li])Vi(−1), i = 1, 2.
Proof. (b) follows easily from Eq. (28) and Eq. (38) (with FB instead of B).
Now, recalling that by (b) in Corollary A.7 we have
NB(W [l, l1] ∩W [l, l2]) ⊂ NB(W [l, li]), i = 1, 2,
it follows from Eq. (30) and the covariance of the map W ∋ W 7→ NB(W )
that, for every s ∈ R, i = 1, 2,
Vi(e
−2πs)NB(W [l, li])Vi(−e
−2πs) = ∆is[l,li]Vi(1)NB(W [l, li])Vi(−1)∆
−is
[l,li]
= ∆is[l,li]NB(W [l, l1] ∩W [l, l2])∆
−is
[l,li]
⊂ ∆is[l,li]NB(W [l, li])∆
−is
[l,li]
= NB(W [l, li])
and also (a) is proven.
Lemma A.9. Let B be a local Haag-dual covariant subsystem of F and let
l, l1, l2 as in Prop. A.6. Then, for i = 1, 2, the following holds
NB(W [l, li])Ω = NB(W [l, l1] ∩W [l, l2])Ω. (43)
In particular
NB(W [l, l1])Ω = NB(W [l, l2])Ω. (44)
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Proof. We use a standard Reeh-Schlieder type argument. By Prop. A.8,
recalling that Vi(t)Ω = Ω for t ∈ R, i = 1, 2, we have
NB(W [l, l1] ∩W [l, l2])Ω = Vi(1)NB(W [l, li])Ω
⊂ NB(W [l, li])Ω.
Now let ψ ∈ (NB(W [l, l1] ∩W [l, l2])Ω)⊥. Then if ξ ∈ NB(W [l, li])Ω and
t ≥ 1 we have (ψ, Vi(t)ξ) = 0. Since the self-adjoint generator of Vi(t) is
nonnegative, the function t 7→ (ψ, Vi(t)ξ) is the boundary value of an analytic
function in the upper half-plane. Hence, by the Schwarz reflection principle,
it must vanish for every t ∈ R. It follows that (ψ, ξ) = 0 and hence that
(NB(W [l, l1] ∩W [l, l2])Ω)⊥ ⊂ (NB(W [l, li])Ω)⊥.
Lemma A.10. Let B a local Haag-dual covariant subsystem of F . Then, for
every wedge W ∈ W, the following holds
NB(W )Ω = NB(W ′)Ω (45)
Proof. Let JW be the modular conjugation of F(W ) with respect to Ω. Then,
by the Bisognano-Wichmann property, JWF(W )JW = ZF(W ′)Z∗. More-
over JW commutes with κ and EFB . Hence
JWFB(W )JW = JWF(W ) ∩ {EFB}
′JW = ZFB(W
′)Z∗
and consequently JWNB(W )JW = ZNB(W
′)Z∗. Accordingly,
NB(W )Ω = JWNB(W )Ω = ZNB(W ′)Ω = NB(W ′)Ω.
Proposition A.11. Let B a local Haag-dual covariant subsystem of F .
Then, the closed subspace
NB(W )Ω
of HF does not depend on the choice of W ∈ W. Accordingly, the family
{NB(W ) : W ∈ W} is a coherent family of modular covariant subalgebras of
{F(W ) : W ∈ W} in the sense of [4, Definition VI.3.1].
Proof. Let l1, l2 and l
′
1, l
′
2 be two pairs of linearly independent lightlike vectors
in the closed forward lightcone. If l1 and l
′
1 are parallel then W [l
′
1, l
′
2] =
W [l1, l
′
2] and hence by Lemma A.9
NB(W [l′1, l
′
2])Ω = NB(W [l1, l2])Ω.
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On the other hand, if l1 and l
′
1 are linearly independent, using Lemma A.9
and Lemma A.10, we find
NB(W [l1, l2])Ω = NB(W [l1, l′1])Ω = NB(W [l1, l
′
1]
′)Ω
= NB(W [l′1, l1])Ω = NB(W [l
′
1, l
′
2])Ω.
To complete the proof it is enough to show that for any given wedge W ∈ W
the subspace NB(W + a)Ω does not depend on a ∈ M4. To this end we
observe that NB(W + a)Ω = U(I, a)NB(W )Ω and that, by Corollary A.7,
NB(W +a) ⊂ NB(W ) if W +a ⊂ W . Because of the positivity of the energy,
the conclusion then follows by a Reeh-Schlieder type argument.
In the following we shall denote the closed subspace NB(W )Ω by HNB
without any reference to the irrelevant choice of the wedge W ∈ W and the
corresponding orthogonal projection by ENB . We now define for every open
double cone O ∈ K
NB(O) :=
⋂
W⊃O
NB(W ). (46)
We have the following:
Proposition A.12. For every wedge W ∈ W one has
NB(W ) =
∨
O⊂W
NB(O). (47)
We split the proof of this claim in a series of lemmata.
Lemma A.13. Let O be any double cone, then one has
NB(O)ENB =
⋂
W⊃O
NB(W )ENB . (48)
Proof. The inclusion “⊂” is clear. “⊃”: let X denote a generic element
in the r.h.s., then for every W ⊃ O there exists XW ∈ NB(W ) such that
X = XW |HNB . We have to show that if Wa,Wb ⊃ O then XWa = XWb. Since
O′ is connected we can use the argument in the proof of Proposition A.5 to
find wedgesW1, ...,Wn containing O, withW1 = Wa,Wn = Wb and such that
Ω is separating for F(Wi) ∨ F(Wi+1), i = 1, ..., n − 1. The latter property
implies that XWi = XWi+1, i = 1, ..., n− 1, and hence that XWa = XWb.
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Lemma A.14. For any double cone O one has NB(O)Ω = HNB .
Proof. Consider the family of algebras Nˆ(O) := NB(O)ENB and Nˆ(W ) :=
NB(W )ENB on HNB . Since by the previous lemma Nˆ(O) = ∩W⊃ONˆ(W ) one
deduces that
Nˆ(O)′ =
∨
W⊃O
Nˆ(W )′ =
∨
W⊂O′
Nˆ(W )t = (
∨
W⊂O′
Nˆ(W ))t
(in the second equality we used the fact that JWF(W )JW = F t(W ′)).
Now ∨W⊂O′N(W ) ⊂ ∨W⊂O′F(W ) = F(O′), therefore Ω is separating for
∨W⊂O′N(W ) and henceforth for ∨W⊂O′Nˆ(W ) = (∨W⊂O′N(W ))ENB and also
for (∨W⊂O′Nˆ(W ))t = Zˆ(∨W⊂O′Nˆ(W ))Zˆ∗. Thus Ω is separating for Nˆ(O)′.
Lemma A.15. For every wedge W one has Nˆ(W ) = ∨O⊂W Nˆ(O) .
Proof. The inclusion “⊃” is clear. Now let R denote the r.h.s. and σ the
modular group of (Nˆ(W ),Ω), then σt(R) = R, t ∈ R since σ acts like W -
preserving Lorentz boosts on the double cones O ⊂ W . But RΩ is dense
in HNB and the conclusion follows by Takesaki’s theorem on conditional
expectations [46].
We are ready to prove the following theorem.
Theorem A.16. Let B be a local Haag-dual covariant subsystem of F and
assume that FB is a full subsystem of F . Then, for every wedge W ∈ W,
FB(W )′ ∩ F(W )b = C1.
Proof. First recall that FB(W )′ ∩ F(W )b = NB(W ). By Prop. A.6 we have
NB(W ) = FB(M4)′ ∩ F(W )b. Hence, for every O ∈ K,
NB(O) ⊂
⋂
W⊃O
(FB(M4)
′ ∩ F(W )) = FB(M4)
′ ∩ F(O) = C1
and the conclusion follows by Prop. A.12.
Corollary A.17. Let B be a local Haag-dual covariant subsystem of F and
assume that FB is a full subsystem of F . Then, for every wedge W ∈ W,
FB(W )′ ∩ F(W ) = C1.
34
Proof. By the Bisognano-Wichmann property the modular group of F(W )
with respect to Ω is ergodic (cf. [39, Lemma 3.2]) and leaves FB(W ) globally
invariant. Hence, by [46], FB(W )′∩F(W ) has an ergodic modular group and
consequently is either a type III factor or it is trivial but the first possibility
is impossible because of Theorem A.16.
To conclude our proof of Theorem 3.3 we shall show below that Corollary
A.17 implies that, if B be a local Haag-dual covariant subsystem of F and
FB is full in F , then F bB(W )
′ ∩ F(W ) = C1.
We setM := F(W ), N := FB(W ) and denote ακ the automorphism onM
induced by the grading operator κ. ακ defines an action of Z2 onM and leaves
N globally invariant. Let N0 and M0 be the fixpoint algebras for the action
of ακ on N and M respectively. We then have F bB(W ) = FB(W )
b = N0.
Moreover, by Corollary A.17, N ⊂ M is an irreducible inclusion of type
III factors and by its proof M has an ergodic modular group σt commuting
with ακ and leaving N globally invariant. It follows that also N0 ⊂ N is
an irreducible inclusion of type III factors. By [32, p. 48] N is generated
by N0 and a unitary V such that ακ(V ) = −V . Then V normalizes N0 and
V 2 ∈ N0. Let β := AdV |N ′0∩M . Then β is an automorphism of period two.
Moreover, the fixpoint algebra (N ′0∩M)
β coincides with N ′∩M = C1. Since
N ′0 ∩M can be either trivial or a type III factor, because of the ergodicity
of σt, we can infer that N ′0 ∩M = C1, i.e. F
b
B(W )
′ ∩ F(W ) = C1 and this
concludes the proof of Theorem 3.3 .
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