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Kurzfassung
Zentrales Problem der Implementierung von Integrit

atsbedingungen und materialisierten
Sichten ist die eziente Reaktion auf Basisfakten

anderungen.

Andert sich ein Basisfakt
durch Einf

ugung, L

oschung oder Modikation, so m

ussen die Integrit

atsbedingungen ge-
pr

uft und die abgeleiteten und gespeicherten Fakten materialisierter Sichten aktualisiert
werden. Da die Dauer der Integrit

atspr

ufung und Sichtenaktualisierung unmittelbar die
Ausf

uhrungsdauer einer Transaktion beeinut, ist eine eziente Durchf

uhrung von ent-
scheidender Bedeutung.
Eziente Verfahren zur Integrit

atspr

ufung und Aktualisierung materialisierter Sich-
ten geh

oren seit mehr als 15 Jahren zu den wichtigsten Problemen der Forschungen
zu deduktiven Datenbanken. Die im Kontext von Datalog und Relationaler Algebra
entwickelten inkrementellen Verfahren haben jedoch bislang kaum Anwendung in SQL
gefunden. Dies zeigt sich an den funktional sehr beschr

ankten Implementierungen bei-
der Konzepte in SQL-basierten Datenbanksystemen kommerzieller Hersteller. Zentrale
Idee inkrementeller Ans

atze ist, da Integrit

atspr

ufung und Sichtenaktualisierung nur
f

ur die aktuell ge

anderten Fakten durchgef

uhrt werden. Zu diesem Zweck werden im
Rahmen eines

Anderungspropagierungsprozesses die durch Basisfakten

anderungen indu-
zierten

Anderungen abgeleiteter Fakten ermittelt.
Da bei den bisherigen inkrementellen Verfahren SQL-spezische Konzepte wie das SQL-
Transaktions- und Integrit

atskonzept nicht ber

ucksichtigt wurden, ist eine Anwendung
dieser Verfahren in SQL nicht direkt m

oglich. Aus diesem Grund werden im Rahmen der
vorgelegten Dissertation inkrementelle Verfahren zur ezienten Integrit

atspr

ufung und
Sichtenaktualisierung im Kontext von SQL entwickelt. Bei den Verfahrensentw

urfen wer-
den SQL-spezische Systemeigenschaften unver

andert ber

ucksichtigt. Die Implementie-
rung dieser Verfahren in SQL-basierten, kommerziellen Datenbanksystemen w

urde diese
Systeme funktional um leistungsf

ahige Komponenten zur Integrit

atspr

ufung und zur Si-
mulation und Aktualisierung materialisierter Sichten erweitern.
Als Integrit

atskonzept wird das des SQL-Standards zugrunde gelegt. Da f

ur materiali-
sierte Sichten Vorgaben durch den SQL-Standard fehlen und die bisherigen Implementie-
rungen in kommerziellen Datenbanksystemen funktional sehr beschr

ankt sind, wird zu die-
sem Zweck ein leistungsf

ahiges Konzept deniert. F

ur die Implementierungen der Verfah-
ren in kommerziellen Datenbanksystemen werden L

osungen basierend auf SQL-Triggern
und einem Pr

aprozessor vorgeschlagen. Die drei zentralen Funktionen der SQL-basierten
inkrementellen Verfahren werden jeweils von Propagierungs-, Integrit

atspr

ufungs- und
Sichtenaktualisierungstriggern realisiert. Zu den Aufgaben des Pr

aprozessors z

ahlen die
Abh

angigkeits- und Relevanzanalysen wie auch die Generierung der Prozetrigger und
aller weiteren Datenbankobjekten, die f

ur die Verfahrensausf

uhrung erforderlich sind.
Die in dieser Arbeit enthaltenen Soft- und Hardwarebezeichnungen sind in den meisten F

allen auch
eingetragene Warenzeichen und unterliegen als solche den gesetzlichen Bestimmungen.
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Kapitel 1
Einleitung
Zur Erweiterung der Funktionalit

at von Datenbanksystemen (DB-Systemen, DBS) wer-
den seit den 70er Jahren drei Regelkonzepte mit unterschiedlichen Zielsetzungen disku-
tiert.
 Normative Regeln (Integrit

atsbedingungen):
Mittels Integrit

atsbedingungen k

onnen Konsistenzanforderungen an gespeicherte
und abgeleitete Fakten einer Datenbank (DB) deklarativ formuliert werden.
 Deduktive Regeln (Sichten):
F

ur die Ableitung neuen Wissens aus einer gegebenen Faktenmenge k

onnen virtuelle
oder materialisierte Sichten deniert werden (deduktive DB).
 Aktive Regeln (Trigger):
Trigger werden automatisch ausgef

uhrt, wenn das zugeh

orige Ereignis eintritt (re-
aktive Systeme).
Diese drei Konzepte sind insofern orthogonal zueinander, als da sie unabh

angig von
einander deniert und angewendet werden k

onnen. F

ur die Entwicklung anspruchsvol-
ler DB-Anwendungen sind Implementierungen dieser drei Konzepte gleichermaen rele-
vant. Die Idee zur Entwicklung zentraler DB-Anwendungen ist motiviert durch Probleme,
die in der Praxis im Rahmen des Software-Engineerings bei der Wiederverwendung von
Software-Komponenten auftreten. Aufgrund der Praxisrelevanz dieser Konzepte und da
bei kommerziellen Anwendungen vorwiegend SQL-basierte relationale DB-Systeme einge-
setzt werden, interessiert vor allem, welche Beachtung sie im neuen SQL3-Standard und
in SQL-basierten DB-Systemen kommerzieller Hersteller gefunden haben.
Trotz oensichtlicher Praxisrelevanz haben diese Konzepte jedoch nur sehr unterschied-
liche Aufnahme in SQL gefunden. So sind die Integrit

atsbedingungen des SQL2-Standards
bis heute nur ansatzweise in kommerziellen DB-Systemen realisiert worden. Funktional
sehr beschr

ankte Konzepte materialisierter Sichten sind hingegen auch ohne Vorgaben
durch den Standard entstanden. Bei den Triggern verh

alt es sich

ahnlich. Nachdem be-
reits vor einigen Jahren viele DBS-Hersteller Triggerkomponenten realisiert haben, sind
jetzt in SQL3 konzeptionelle Vorgaben deniert worden.
Zur Begr

undung der nur z

ogerlichen Implementierungen von Integrit

atsbedingungen
und materialisierten Sichten wird oft mangelnde Ezienz der Integrit

atspr

ufung und Sich-
tenaktualisierung genannt. Da die bisherigen Entwicklungen ezienter Verfahren f

ur die
1
2beiden Aufgaben im Kontext von Datalog und Relationaler Algebra erfolgt sind, liegt
die Vermutung mangelnder Kenntnisse bez

uglich dieser ezienten Verfahren bzw. ihrer
Anwendung in SQL nahe. Aus diesem Grund wird im Rahmen dieser Dissertation die
Anwendbarkeit der bisher aus anderem Kontext bekannten Verfahren in SQL diskutiert
und SQL-basierte Verfahren zur ezienten Integrit

atspr

ufung und Sichtenaktualisierung
entwickelt. Da f

ur die Verfahren eine auf SQL3-Triggern basierende Implementierung vor-
geschlagen wird, wird zudem die Eignung der SQL3-Trigger zur Simulation dieser beiden
'klassischen' Anwendungsf

alle im SQL-Kontext analysiert.
Problemstellung
Seit Mitte der 80er Jahre wurden eine Vielzahl inkrementeller Verfahren zur ezienten
Integrit

atspr

ufung und Sichtenaktualisierung im Kontext von Datalog ([Dec86], [LST86],
[KSS87], [BDM88], [DW89], [Kue91], [Oli91], [BMM92], [GMS93], [CW94], [GrMa94],
[Man94], [Grie97] u.v.m.) und Relationaler Algebra (RA) ([QW91], [GL95], [CGLMT96],
[CKLMR97], [BDDF+98], [DS00], [SBLC00] u.v.m.) entwickelt. Die Grundlagen f

ur die
inkrementelle Evaluierung von Integrit

atsbedingungen haben Nicolas [Nic82] und Bern-
stein/Blaustein [BBC80] in ihren einureichen Arbeiten mit der Idee spezialisierter Be-
dingungen gelegt. Die Grundidee dieser inkrementellen Verfahren ist die Beschr

ankung
der Integrit

atspr

ufung bzw. Sichtenaktualisierung auf die aktuell ge

anderten Fakten
(-Fakten). Zu diesem Zweck werden die durch

Anderungen von Basisfakten auf Sichten
induzierten

Anderungen zun

achst separat abgeleitet (

Anderungspropagierung) und an-
schlieend gepr

uft bzw. auf materialisierten Sichten angewendet. Induzierte

Anderungen
sind aber nicht nur f

ur Integrit

atspr

ufung und Sichtenaktualisierung relevant sondern
k

onnen auch als feuernde Ereignisse f

ur Trigger oder zur Information der Anwender

uber
die Konsequenzen von Basisfakten

anderungen von Interesse sein. Da der Propagierungs-
proze unabh

angig von der weiteren Verwendung der -Fakten ist, k

onnen Synergieeekte
einer einmaligen Propagierung und einer mehrfachen Verwendung der -Fakten genutzt
werden.
Viele Autoren verweisen zwar auf die Relevanz dieses Themas auch f

ur SQL-basierte
DB-Systeme, explizit mit SQL-Integrit

atsbedingungen und -Sichten setzen sich jedoch
nur Ceri/Widom in ihren Arbeiten [CW90], [CW91] und Decker in [Dec01] auseinander.
Auch Bello et.al. haben in [BDDF+98] die Ergebnisse ihrer Implementierung materialisier-
ter Sichten im Oracle-DB-System im Kontext Relationaler Algebra ver

oentlicht. Allen
bislang publizierten Arbeiten ist gemeinsam, da das SQL-Transaktions- und -Integrit

ats-
konzept nicht ber

ucksichtigt wird. Im Kontext von Datalog und Relationaler Algebra ist
eine Transaktion meist eine Menge von

Anderungsanweisungen, die erst zum Ende einer
Transaktion ausgef

uhrt wird. Dies gilt auch f

ur die Integrit

atspr

ufung und Sichtenak-
tualisierung. Eine SQL-Transaktion ist jedoch eine Sequenz von Basisfakten

anderungen,
deren Ausf

uhrung eine Sequenz von Zwischenzust

anden erzeugt. Demgem

a sind zwei
Integrit

atspr

ufungszeitpunkte deniert: unmittelbar nach einer Basisfakten

anderung (IM-
MEDIATE) und zum Transaktionsende (DEFERRED). Die Konsistenzanforderung in SQL
bezieht sich nicht nur auf den Endzustand sondern gilt auch f

ur die Zwischenzust

ande.
In SQL ist zwar ein leistungsf

ahiges Konzept statischer Integrit

atsbedingungen vorge-
sehen, das aber nur sehr beschr

ankt in DB-Systemen f

uhrender, kommerzieller Hersteller
implementiert worden (IBM [IBM00], Oracle [Ora99], u.v.m.) ist, so da die Bedingungen
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weder multirelational noch f

ur Sichten deniert werden k

onnen. Zudem scheinen Unklar-
heiten hinsichtlich der Vorgaben des SQL-Standards zu bestehen. In der Sekund

arliteratur
sind dazu vielfach widerspr

uchliche Aussagen zu nden.
Welche Relevanz Anwender von DB-Systemen der Speicherung abgeleiteter Fakten bei-
messen, zeigt sich an den Implementierungen, die z.B. bei IBM (DB2 7.x) und Oracle (8i)
zu nden sind. Da ein Konzept zur Speicherung abgeleiteter Fakten in SQL3 fehlt,
hat dazu gef

uhrt, da die verschiedenen Hersteller Verfahren mit sehr unterschiedlichen
Zielsetzungen realisiert haben. Beim Oracle-DB-System wird als Anwendungsgebiet f

ur
'materialized views' Data Warehouse-Anwendungen gesehen, so da f

ur die Aktualisie-
rung drei Zeitpunkte zum Ende (ON COMMIT) bzw. nach Beendigung einer Transaktion
(ON DEMAND) und 'periodisch' zul

assig sind. Bei dem DB2-System von IBM wird als
zentrale Anwendung f

ur 'summary tables' die performante Ausf

uhrung von Zugrien auf
abgeleitete Fakten bei Anfragen gesehen, und somit ist u.a. ein Aktualisierungszeitpunkt
w

ahrend der laufenden Transaktion (IMMEDIATE) zul

assig. Diese Implementierungen
weisen jedoch eine Vielzahl von Restriktionen auf, so z.B. eine sehr eingeschr

ankte Aus-
druckskraft der Sichtendenitionen, da u.a. keine Rekursion zul

assig ist. Ebenfalls stark
eingeschr

ankt sind die M

oglichkeiten, Hierarchien materialisierter Sichten zu denieren.
Bei DB2 ist dies z.B. gar nicht m

oglich. Zudem ist die Denition von Integrit

atsbedingun-
gen auf (materialisierten) Sichten nicht zul

assig. Sichten und Integrit

atsbedingungen sind
zwei orthogonale Konzepte. Integrit

atsbedingungen auch f

ur Sichten zu denieren, ist oft
intuitiver als sie auf Basisrelationen zu transformieren. Eine solche Transformation hat
die wiederholte Spezikation der Sichtendenition in den Integrit

atsbedingungen zur Fol-
ge. Diese Technik der Aualtung der Denition ist zudem bei rekursiven Sichten (SQL3)
nicht anwendbar.
Aus dem im Dezember 1999 ver

oentlichten Standard SQL3 ergeben sich neue, noch
nicht diskutierte Anforderungen. Neu gegen

uber den Arbeiten von Ceri/Widom sind ins-
besondere rekursive Sichten und tempor

are Hilfssichten sowie ein Konzept f

ur Trigger.
SQL-Trigger sind in diesem Zusammenhang von Interesse, weil das in dieser Dissertati-
on entwickelte Verfahren auf ihnen basiert. Zwar sind bereits Implementierungen mit-
tels aktiver Regeln von Ceri/Widom ([CW90], [CW91], [CW94]: Starburst) und Griefahn
([Grie97]: ActLog) vorgestellt worden, doch verf

ugen Starburst- und ActLog-Trigger

uber
Ausf

uhrungsmodelle, die sich von dem der SQL-Trigger stark unterscheiden.
Ziel und L

osungsansatz
Das zentrale Ziel dieser Dissertation ist die funktionale Erweiterung kommerzieller SQL-
basierter DB-Systeme um ein leistungsf

ahiges Integrit

atskonzept und um ein leistungsf

ahi-
ges Konzept materialisierter und virtueller Sichten. Die Verfahren zur Integrit

atspr

ufung
und Sichtenaktualisierung werden unter der Zielsetzung einer m

oglichst ezienten Ausf

uh-
rung entwickelt.
F

ur die Integrit

atspr

ufung wird das SQL2-Integrit

atskonzept umgesetzt. Hinsichtlich
materialisierter Sichten mu der SQL-Standard um ein ad

aquates Konzept erweitert wer-
den. Damit entgegen den bisherigen L

osungen die hier entwickelten Konzepte und Verfah-
ren auch den SQL-spezischen Anforderungen gen

ugen, werden die Vorgaben des SQL3-
Standards unver

andert zugrunde gelegt. Dies gilt insbesondere f

ur das SQL-Transaktions-
4und Integrit

atskonzept mit den beiden Pr

ufungszeitpunkten IMMEDIATE und DEFERRED.
Damit die SQL-basierten Verfahren auch in bereits existierenden kommerziellen DB-
Systemen angewendet werden k

onnen, ist eine L

osung auf der Grundlage eines Pr

aprozes-
sors und SQL-Triggern gew

ahlt worden. Zentrale Aufgabe des Pr

aprozessors ist die Ana-
lyse der Abh

angigkeiten zwischen Basisrelationen, Sichten und Integrit

atsbedingungen.
Auf der Basis dieser Ergebnisse ermittelt der Pr

aprozessor, welche

Anderungen relevant
sind, und generiert die f

ur die inkrementellen Verfahren erforderlichen DB-Objekte. Zu
diesen DB-Objekten geh

oren u.a. -Basisrelationen f

ur die Speicherung der -Fakten so-
wie Propagierungs-, Sichtenaktualisierungs- und Integrit

atspr

ufungstrigger. Zur Laufzeit
werden dann zum IMMEDIATE- wie auch zum DEFERRED-Prozezeitpunkt jeweils die hier
entwickelten inkrementellen Verfahren als 'bottom up'-Fixpunktprozesse ausgef

uhrt. Die
Ausf

uhrungssteuerung obliegt den Prozetriggern. Die Grundidee der 'bottom up' aus-
gef

uhrten

Anderungspropagierung mit Integrit

atspr

ufung und Sichtenaktualisierung ist
aus dem Kontext von Datalog und Relationaler Algebra nach SQL

ubertragen worden.
Pr

aprozessor-L

osungen sind u.a. bei den Ans

atzen von Ceri/Widom und Griefahn zu n-
den, ebenso wie ein auf Triggern basierendes Verfahren. Die hier entwickelten Verfahren
unterscheiden sich von den anderen L

osungen jedoch vor allem durch die Ber

ucksichtigung
SQL-spezischer Anforderungen und die Verwendung von SQL-Triggern.
Resultate
Zentrale Ergebnisse der vorliegenden Dissertation sind auf SQL-Triggern basierende Ver-
fahren zur inkrementellen

Anderungspropagierung mit Integrit

atspr

ufung und Sichten-
aktualisierung in SQL. Anders als bei den bisherigen Verfahren (auch von Ceri/Widom
in [CW90], [CW91]) ist beim Entwurf dieser Verfahren das SQL-Transaktions- und Inte-
grit

atskonzept zugrunde gelegt worden. Als Ergebnisse des Entwurfsprozesses f

ur diese
SQL-basierten Verfahren k

onnen weitere wichtige Resultate zusammengefat werden.
 Da f

ur die Beurteilung der Anwendbarkeit bereits entwickelter, inkrementeller Ver-
fahren ein grundlegendes Verst

andnis der

Ubereinstimmungen und Unterschiede
zwischen Datalog und SQL erforderlich sind, werden Transformationsvorschriften
deniert, mit denen Ausdr

ucke der beiden relationalen DB-Sprachen ineinander

uberf

uhrt werden k

onnen. Bislang sind f

ur SQL nur Vorschriften zur Transfor-
mation in Ausdr

ucke der Relationalen Algebra ([CG85], [CGT90]) speziziert wor-
den. F

ur Datalog-Regeln sind nur einzelne Vorschriften f

ur Transformationen ins
Bereichskalk

ul (DRC) deniert worden.
 Die SQL-basierten Verfahren stellen jeweils eine Art Basisverfahren dar, welche die
grundlegenden Optimierungsideen inkrementeller Ans

atze ber

ucksichtigen. Weitere
L

osungen f

ur teilweise sehr spezielle Systemeigenschaften, die bereits in Datalog und
Relationaler Algebra formuliert wurden, k

onnen ohne wesentliche Einschr

ankungen
und teilweise nur unter Anpassung der Syntax integriert werden.
 Die SQL-spezischen Anforderungen erm

oglichen neue Optimierungsans

atze f

ur ef-
ziente, inkrementelle Verfahren, wie z.B. eine zu den beiden Verarbeitungszeit-
punkten verteilt ausgef

uhrte Propagierung.
 Ebenfalls mit dem Ziel weiterer Ezienzsteigerungen bei der Verfahrensausf

uhrung
werden grundlegende Regeln zur Propagierung von Modikationen in SQL deniert.
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Diese Regeln gehen weit

uber den von Olive et.al. ([UO92]) im Datalog-Kontext
formulierten Spezialfall der unver

anderten Schl

usselattribute von Relationen hinaus.
Vor dem Hintergrund, da Trigger allgemein als ein 'klassisches' Werkzeug zur Si-
mulation von Integrit

atspr

ufungen gelten, kann als Ergebnis des hier vorgestellten auf
SQL-Triggern basierenden Verfahrens ein widerspr

uchliches Fazit gezogen werden.
 Trotz der sehr weitreichenden Unterst

utzung der Prozeausf

uhrung durch die SQL-
Trigger treten Probleme auf, die aus konzeptionellen Diskrepanzen zwischen dem
SQL-Integrit

ats- und dem SQL-Triggerkonzept resultieren. Andere Triggerkonzep-
te, die bereits zur Implementierung inkrementeller Verfahren verwendet wurden,
wie z.B. Starburst-Trigger in [CW90] und ActLog-Trigger in [Grie97] sind zur Im-
plementierung der SQL-basierten Verfahren nicht geeignet.
Gliederung der Arbeit
In Kapitel 2 werden die sprachlichen Grundlagen deniert soweit sie f

ur die Diskus-
sion bereits entwickelter, Datalog-basierter Verfahren wie auch f

ur die Entwicklung eines
SQL-basierten Verfahrens erforderlich sind. Neben der quasi standardisierten Datalog-
Regelsprache werden eine

Anderungssprache und ein Transaktionskonzept f

ur Datalog
deniert. Die Anfrage- und

Anderungssprache von SQL3 wird in einer syntaktisch und
semantisch eingeschr

ankten Form mit einer Basisfunktionalit

at deniert (Basis-SQL). Da-
mit ein ausf

uhrlicher Vergleich verschiedener triggerbasierter Implementierungsans

atze
m

oglich ist, wird neben SQL-basierten Triggern auch ein aktives Regelkonzept f

ur Data-
log er

ortert.
Um die Diskussionen im Kontext von SQL3 anschaulich f

uhren zu k

onnen, und, um
die Analogien zu Datalog zu veranschaulichen, wird in Kapitel 3 ein syntaktisch nor-
malisiertes NSQL deniert. Da bislang Vorschriften f

ur eine direkte Transformation von
SQL-Ausdr

ucken nach Datalog und umgekehrt fehlen, werden Funktionen deniert, die
NSQL-Ausdr

ucke auf Datalog-Ausdr

ucke abbilden und umgekehrt.
Bei der

Ubersicht

uber die bislang in Datalog und Relationaler Algebra diskutierten in-
krementellen Verfahren werden inKapitel 4, anders als vielfach

ublich, die verschiedenen
L

osungsans

atze nicht in ihrer Gesamtheit vorgestellt. Vielmehr werden die zentralen Ideen
er

ortert und ein generisches Verfahren vorgestellt, das grundlegenden Anforderungen wie
z.B. der Bearbeitung stratizierbarer Regelmengen und statischer Integrit

atsbedingungen
gen

ugt. F

ur die Basis-Eigenschaften eines solchen Verfahrens werden im weiteren alter-
native, bereits publizierte L

osungen aufgezeigt. Abschlieend werden weitere Verfahren
vorgestellt, die gegen

uber dem generischen Verfahren funktional z.B. um Aggregation und
die Propagierung von Modikationen erweitert sind.
Bevor in Kapitel 5 inkrementelle Verfahren im SQL-Kontext entwickelt werden, wer-
den alternative Implementierungsstrategien ausf

uhrlich diskutiert. F

ur ein

Anderungspro-
pagierungsverfahren werden die SQL-spezischen Anforderungen und Optimierungsm

og-
lichkeiten er

ortert und daraus resultierend ein SQL-Propagierungskonzept formuliert, f

ur
das dann ein auf SQL-Triggern basierender Implementierungsansatz entwickelt wird. Aus-
gehend von diesem Propagierungsverfahren werden f

ur die verschiedenen Aufgabenstel-
lungen der Integrit

atspr

ufung, der Sichtenaktualisierung und f

ur beide Aufgaben zusam-
6men separate L

osungen entwickelt, so da Strategien f

ur ezientere Ausf

uhrungen an-
gepat an die einzelnen Aufgaben vorgestellt werden k

onnen. Anhand eines Beispiels
werden die Aufgaben des Pr

aprozessors sowie der Prozeablauf f

ur ein Verfahren zur In-
tegrit

atspr

ufung und Sichtenaktualisierung w

ahrend einer Transaktion veranschaulicht.
Da es ein Ziel dieser Verfahren ist, SQL-basierte DB-Systeme funktional zu erweitern,
werden die Verfahren mit den Implementierungen in DB-Systemen kommerzieller Her-
steller verglichen. Abschlieend erfolgt ein Vergleich mit anderen triggerbasierten Imple-
mentierungen und eine Diskussion der Eignung dieser Triggerausf

uhrungsmodelle f

ur die
Realisierung inkrementeller Propagierungsverfahren in SQL.
Kapitel 2
Relationale Datenbanksprachen
In diesem Kapitel werden Grundlagen deduktiver relationaler Datenbanken und DB-Spra-
chen zusammengestellt, soweit sie im Kontext der Sichtenanpassung und der Integrit

ats-
pr

ufung in Datenbanken relevant sind. Dort, wo Konzepte fehlen bzw. keine einheitlich
anerkannten Notationen existieren, werden neue vorgeschlagen.
Datalog und SQL3 sind auf den ersten Blick recht unterschiedliche relationale Sprachen.
 Datalog ist eine kalk

ulreine Sprache, die auf dem Dom

anenkalk

ul (DRC, 'domain re-
lational calculus') basiert. Mit nur den zwei logischen Operatoren Konjunktion und
Negation entspricht Datalog einem syntaktisch vereinfachten DRC (Abschnitt 2.1).
SQL ist eine Hybridsprache, die auf dem Tupelkalk

ul (TRC, 'tupel relational cal-
culus') und der Relationalen Algebra (RA, 'relational algebra') basiert und sich
durch eine Vielzahl semantisch redundanter Vergleichsoperatoren (z.B. EXISTS, IN,
=ANY,...) und Teilausdr

ucke (z.B. <join table expr>, <nonjoin table expr>) auszeich-
net. Die `sprechenden' Befehlsbezeichner zielen darauf ab, intuitives Verst

andnis der
Funktionalit

at der Anweisungen bei den Anwendern hervorzurufen (Abschnitt 2.2).
 Datalog ist eine nicht-standardisierte DB-Sprache. Lediglich f

ur die Regelspra-
che (Abschnitt 2.1.1) hat sich ein Quasi-Standard in der Literatur durchgesetzt
([CGT90], [GrMi89], [Ull89], [Bid91]). F

ur eine

Anderungssprache zur Manipula-
tion von Fakten sind eine Vielzahl unterschiedlicher Konzepte diskutiert worden
(Abschnitt 2.1.3). Eine Schemadenitionssprache ist noch nicht vorgeschlagen wor-
den.
SQL liegt inzwischen in der dritten standardisierten Version (ANSI, ISO: [ANSI99I],
[ANSI99II]) vor. Seit 1986, als der erste SQL-Standard verabschiedet wurde, ist
die Anfrage-,

Anderungs- und Schemadenitionssprache permanent (SQL-86: 1986;
SQL-92: 1992; SQL3: 1999) in ihrer Funktionalit

at weiterentwickelt und neuen An-
forderungen angepat worden (z.B. aktive Regeln, objektrelationale DB-Objekte).
Gleichzeitig hat sich SQL im kommerziellen Bereich als die am weitesten verbreitete
DB-Sprache f

ur RDBMS etabliert.
Bei n

aherer Betrachtung wird aber deutlich, wie grundlegend die Gemeinsamkeiten
beider Sprachen sind:
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8 Datalog wie auch SQL sind deklarative Sprachen. Da sie auf verschiedenen Kalk

u-
len basieren, ist unproblematisch, da die Transformation von TRC-Ausdr

ucken in
semantisch

aquivalente DRC-Ausdr

ucke u.a. bereits Ullman in [Ull89] gezeigt hat.
 Datalog wie auch SQL sind relational vollst

andig (Abschnitte 2.1, 2.2). Da in SQL3
nun auch rekursive Sichten zul

assig sind, ist analog zu den rekursiven Datalog-
Regeln die transitive H

ulle auch in SQL formulierbar.
 Analoge Konzepte werden in beiden Sprachen schnell oensichtlich, so z.B. Data-
log-Regeln und SQL-Sichten, Datalog-Anfragen und SQL-SELECT-Ausdr

ucke (Ab-
schnitt 3.2).
Da der Relationsbegri im Rahmen dieser Arbeit von zentraler Bedeutung ist und
dabei sehr vielschichtig verwendet wird, wird er vor der formalen Denition hinsichtlich
einiger seiner verschiedenen Eigenschaften kurz diskutiert. Im relationalen Modell ist eine
Relation eine Menge gleichstrukturierter Tupel (Fakten). Jedes Tupel einer Relation ist
eindeutig identizierbar. Eine Relation in SQL hingegen kann Duplikate enthalten und
stellt somit eine Multimenge dar. Codd hat u.a. bereits in [Codd88] diese SQL-Eigenschaft
als einen von drei 'fatalen Fehlern' in SQL bezeichnet, wobei er ausdr

ucklich betont, da
dies kein Fehler des relationalen Modells ist. Als problematisch sieht er in diesem Zusam-
menhang u.a. an, da die Ergebnisse von Anfragen variieren k

onnen (Nichtdeterminismus)
je nachdem, ob in den (Zwischen-)Ergebnissen Duplikate zugelassen sind oder nicht. Ich
schliee mich der Argumentation von Codd an und diskutiere SQL unter der Annahme,
da eine Relation eine Menge von Tupeln ist (Abschnitt 2.2).
Bei der Klassizierung der verschiedenen Arten von Relationen spielen vier Begris-
paare eine zentrale Rolle. Grunds

atzlich sind diese Konzepte orthogonal zueinander an-
wendbar. Die Kombinationen bestimmter Konzepte sind jedoch wenig sinnvoll. Einige
Konzepte hingegen werden durch andere impliziert.
 Basisrelation$ abgeleitete Relation:
F

ur eine Basisrelation (extensionale/EDB-Relation, SQL: Basistabelle
1
) wird in
der Datenbank eine Relationsdenition gespeichert. Dazu geh

oren u.a. die Na-
men der Relation und der Attribute (Spalten). F

ur eine abgeleitete Relation
(intensionale/IDB-Relation, SQL: Sicht/View) wird zudem die Ableitungsvorschrift
(Deduktionsregel, Qualikationsteil einer Sichtdenition) in der Datenbank gespei-
chert. Die Fakten einer abgeleiteten Relation werden anhand der Ableitungsvor-
schrift auf der Grundlage der jeweils vorliegenden Basisfakten ermittelt.
 virtuelle $ materialisierte Sichten:
Mittels Sichten werden auf der Grundlage der Basisfakten neue Fakten abgelei-
tet. Bei jeder Anfrage auf eine virtuelle Sicht werden die Fakten der Sicht immer
wieder neu abgeleitet, was ggf. zur Performanzproblemen f

uhren kann. Bei einer
materialisierten Sicht werden die Fakten bei der Erstellung der Relation einmal
ermittelt und dann gespeichert, so da sie bei Anfragen nicht wiederholt abgeleitet
werden m

ussen. Bei

Anderungen der zugrunde liegenden Basisfakten m

ussen die
materialisierten Sichtfakten aktualisiert werden.
1
Der Begri der Tabelle wird in SQL mit unterschiedlichen Bedeutungen verwendet. SQL-Anwender
verwenden ihn im Sinne von Basistabellen, obwohl er vom Standard als Oberbegri f

ur Basistabellen und
Sichten deniert ist (Abschnitt 2.2).
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 persistente $ tempor

are Relation
Eine persistente Relation ist dauerhafter Bestandteil des DB-Schemas und mu
explizit vom Entwickler gel

oscht werden. Tempor

are Relationen existieren nur vor-

ubergehend w

ahrend einer Modulausf

uhrung oder einer DB-Session und werden zum
Ende der Modulausf

uhrung/Session automatisch vom DB-System gel

oscht. Beide
Konzepte sind grunds

atzlich orthogonal zu den Konzepten der Basis-/abgeleiteten
Relation und der virtuellen/materialisierten Sichten.
Neben den Relationen und Sichten sind Integrit

atsbedingungen im folgenden von zen-
traler Bedeutung. Integrit

atsbedingungen formulieren Konsistenzanforderungen an die
Basisfakten und an die abgeleiteten Fakten, damit der zul

assige DB-Zustand eine sinn-
volle Situation der realen Welt repr

asentiert. Die Einschr

ankung der zul

assigen Werte
von Attributen auf bestimmte Datentypen stellt eine Konsistenzanforderung dar, die als
modellinh

arente Integrit

at bezeichnet wird. Da die Implementierung von Typkonvergenz-
pr

ufungen zur Basisfunktionalit

at eines DB-Systems kommerzieller Hersteller geh

ort, wird
sie im folgenden nicht weiter ber

ucksichtigt.
Integrit

atsbedingungen k

onnen prozedural formuliert und dezentral in Anwendungs-
programmen gepr

uft werden. Die

Uberf

uhrung der vom Anwender vielfach deklara-
tiv formulierten Anforderungen in Algorithmen ist f

ur Entwickler vielfach nicht einfach
und somit fehleranf

allig. Zudem unterliegt auch die wiederholte Anwendung von In-
tegrit

atsbedingungen in Anwendungsprogrammen den gleichen Problemen, wie sie ganz
allgemein im Rahmen des Software Engineerings bei der Wiederverwendung von Soft-
ware Komponenten auftreten. Diese Probleme motivieren deklarativ formulierte In-
tegrit

atsbedingungen, die zentral in der Datenbank gespeichert und verwaltet werden.
Die Integrit

atskomponente des DB-Systems gew

ahrleistet die automatische Pr

ufung der
Konsistenz, wenn Ereignisse (z.B. Einf

ugung, L

oschung, Modikation) auftreten, die
die zu pr

ufende Faktenbasis manipulieren. Die Klassizierung der Semantik von In-
tegrit

atsbedingungen erfolgt im wesentlichen nach dem Kriterium der Anzahl der zu
pr

ufenden DB-Zust

ande ([Das92], [Cre92], [HS95], [Lip88]).
 Mittels statischer Integrit

atsbedingungen werden Konsistenzanforderungen an
einen DB-Zustand ausgedr

uckt.
 Anforderungen an die Konsistenz von Zustands

uberg

angen werden durch dyna-
mische Integrit

atsbedingungen ausgedr

uckt. Zu diesem Zweck, mu die zugrun-
de liegende Sprache um eine geeignete temporale Syntax erweitert werden (Zu-
gri auf alte/neue Werte von Fakten, temporale Quantoren). Mittels transitio-
nalen Integrit

atsbedingungen werden Anforderungen an die Konsistenz eines Zu-
stands

ubergangs ausgedr

uckt und mittels temporalen Integrit

atsbedingungen an
eine Folge von Zustands

uberg

angen.
Die nachfolgende Gliederung dieses Kapitels ist f

ur SQL-Anwender ungewohnt. In SQL
sind Integrit

atsbedingungen und Sichten persistente Schemaobjekte und werden mittels
DDL-Befehlen erzeugt. Anfragen stellen tempor

are und unbenannte DB-Objekte dar.
Die drei Konzepte werden in Abschnitt 2.1 f

ur Datalog gemeinsam behandelt, weil sich
in Datalog komplexere Integrit

atsbedingungen und Anfragen nur mit Hilfe von Regeln
formulieren lassen. In SQL z

ahlen die Anfragebefehle zur Datenmanipulationssprache
(DML). Da aber Anfragen die Faktenmenge nicht beeinussen, werden in Abschnitt 2.2
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neben einer

Anderungs- auch eine Anfragesprache deniert. Zur Erweiterung der beiden
deduktiven DB-Sprachen werden zum Ende der beiden Abschnitte verschiedene Trigger-
konzepte er

ortert. Viele der nachfolgend denierten Begrie werden sowohl im Rahmen
von Datalog als auch von SQL verwendet. Die Bezeichner der Begrie werden um den
Namen der Sprache erg

anzt, in dessen Kontext sie jeweils deniert wurden. Fehlt dieser
Zusatz, so geht aus dem Gesamtzusammenhang hervor, welche Denition gemeint ist.
2.1 Datalog
Grant und Minker datieren in [GrMi89] die Anf

ange der wissenschaftlichen Diskussi-
on einer Verbindung von k

unstlicher Intelligenz und Datenbanken als eigenst

andiges
Forschungsgebiet und die Entwicklung von Datalog auf die Mitte der 70er Jahre. Als
grundlegende Arbeiten, die Syntax und Semantik von Datalog bestimmt haben, gelten
u.a. [vEK76], [GaMi78]. Bislang hat sich nur bzgl. der Regelsprache (Abschnitt 2.1.1),
ein Quasi-Standard etabliert, deren Semantik in Abschnitt 2.1.2 deniert wird. F

ur die
beiden anderen Teilsprachen Datenmanipulation (DML, Abschnitt 2.1.3) und Datende-
nition wie auch f

ur eine Erweiterung um Trigger (Abschnitt 2.1.4) zeichnen sich noch
keine allgemein anerkannten Konzepte ab, so da eine Datalog-DDL und -DML deniert
werden, wie sie f

ur eine Diskussion von Propagierungsverfahren in Datalog angemessen
sind. Als Triggerkomponente wird ActLog vorgestellt, da Griefahn in [Grie97] eine Imple-
mentierung f

ur ein Datalog-basiertes Propagierungsverfahren entwickelt hat. Im weiteren
ist mit der Bezeichnung Datalog immer Datalog mit Negation (Datalog
:
) gemeint.
2.1.1 Regeln und Anfragen
Die Regel- und Anfragesprache wird hier in einer sehr grundlegenden Form mit rekursiven
Regeln, Vergleichs-Built-ins und Negation aber ohne Erweiterungen wie z.B. Funktionen,
Aggregate, Duplikate speziziert. Die Problematik der Erweiterung von Datalog um
Funktionsaufrufe ist u.a. diskutiert worden in [AH88], [Ull89], [CGH94]. Sie ist aber nicht
Gegenstand dieser Arbeit, bei der es in erster Linie um die grunds

atzliche Vergleichbar-
keit zwischen SQL und Datalog und um eine grunds

atzliche Anwendbarkeit inkrementeller
Verfahren im SQL-Kontext geht.
Eine Datalog-Bereichsvariable ist ein Grobuchstabe wie X;X
1
; :::; Y; Y
1
; :::; Z; Z
1
; :::.
Ein Datalog-Term t
i
ist eine Konstante a; b; c; : : : ; 1; 2; 3; : : : oder eine Datalog-Bereichsva-
riable. Ein variablenfreier Term (Konstante) wird auch als Grundterm bezeichnet.
Denition 2.1.1 (atomare Datalog-Formel)
Eine atomare Datalog-Formel (Datalog-Atom) ist ein Ausdruck der Form
1. p(t
1
; : : : ; t
n
) ,
wobei p ein n-stelliges Relationssymbol ist mit n  0 und t
1
; : : : ; t
n
Terme sind,
oder
2. t
i
 t
j
,
wobei t
i
; t
j
Terme sind und  ein Vergleichsoperator ( 2 f=; >;<;;; 6=g) ist.
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Gem

a Punkt 1 denierte atomare Formeln werden als DB-Atome bezeichnet und
gem

a Punkt 2 denierte atomare Formeln werden als Vergleichsatome bezeichnet. Da
Datalog auf dem Dom

anenkalk

ul basiert, wird eine positionelle Schreibweise der Attribu-
te einer Relation zugrunde gelegt. Die Attribute von Datalog-Relationen werden nicht
benannt.
Ist A ein Datalog-Atom, so speziziert rel(A) das Relationssymbol von A und vars(A)
die Menge der nicht grundinstanziierten Datalog-Terme (Bereichsvariablen) von A. Ist A
frei von Variablen (vars(A) = ;), so wird A als Grundatom (Fakt) bezeichnet.
Denition 2.1.2 (Datalog-Formel)
Eine Datalog-Formel F ist
1. eine aussagenlogische Konstante TRUE oder FALSE, oder
2. eine positive oder negative atomare Datalog-Formel (Literal) L bzw. :L, oder
3. eine Konjunktion von Literalen L
1
^ ::: ^ L
n
,
wobei die Literale L
i
f

ur 1  i  n positive oder negative atomare Datalog-Formeln
sein k

onnen
2
.
Ist F eine Datalog-Formel, so speziziert rel(F ) die Menge der Relationssymbole, die
in den Literalen von F auftreten, und vars(F ) die Menge der Variablen, die in F auf-
treten. Ist F frei von Variablen (vars(F ) = ;), so wird F als grundinstanziiert bezeichnet.
Anders als in Datalog

ublich kann in Anlehnung an SQL eine Ableitungsregel optional

uber eine WITH-Klausel mit Hilfsregeln verf

ugen.
Denition 2.1.3 (Ableitungsregel)
Eine Ableitungsregel (Deduktionsregel, passive Regel) ist ein Ausdruck der Form
H  B [ WITH R
help
1
 B
1
; : : : ; R
help
m
 B
m
];
mit einem DB-Atom H als Kopiteral und einer Datalog-Formel B als Regelrumpf. Die
WITH-Liste mit den Hilfsrelationen R
help
i
ist optional (0  i  m). R
help
i
 B
i
ist
eine Hilfsregel mit dem DB-Atom R
help
i
als Kopiteral und einer Datalog-Formel B
i
als
Regelrumpf.
Die Hilfsregeln R
help
i
sind keine eigenst

andigen DB-Objekte, sondern besitzen nur einen
lokal und tempor

ar begrenzten G

ultigkeitsbereich. Als Rumpiterale k

onnen die Kopf-
literale dieser Hilfsregeln R
help
i
nur im Regelrumpf von B oder im Rumpf einer anderen
Hilfsregel der gleichen Regelspezikation verwendet werden. Jede dieser Hilfsregelspezi-
kationen unterliegt den gleichen syntaktischen Einschr

ankungen wie eine Regelspezika-
tion mit der Ausnahme, da sie

uber keine eigene WITH-Klausel verf

ugen k

onnen.
2
Damit die Analogie zur Konjunktion in RA, TRC, DRC und SQL anschaulich wird, wird hier die
Konjunktion von Rumpiteralen explizit mit dem logischen ^-Junktor ausgedr

uckt. In vielen anderen
Publikationen wird diese Konjunktion durch ein Komma ',' speziziert.
12 Datalog
Ein Fakt ist ein grundinstanziiertes DB-Atom h(t
1
; : : : ; t
n
); wobei h der Name der Re-
lation ist und die Terme t
1
; : : : ; t
n
Konstanten sind. Fakten lassen sich auch als eine
spezielle Regel der Form h(t
1
; : : : ; t
n
)  TRUE darstellen. Variablen in einer Datalog-
Regel, die nicht im Regelkopf auftreten, gelten als zu Beginn des Regelrumpfs implizit
existenzquantiziert. Die Variablen, die im Kopiteral H einer Regel H  B auftre-
ten, sind die freien Variablen der Regel (free(H  B) := vars(H)). Die Variablen,
die ausschlielich im Regelrumpf auftreten, werden als gebundene Variablen bezeichnet
(bound(H  B) := vars(B) n vars(H)).
Eine wichtige Voraussetzung daf

ur, da eine Regel

uber eine sinnvolle Semantik verf

ugt
bzw. in ezienter Weise ausgewertet werden kann, ist die Forderung der Bereichsbe-
schr

ankung ('range-restricted', 'safe', sicher) ([Ull89]).
Denition 2.1.4 (beschr

ankte Variable)
In einer Regel H  L
1
^ : : : ^ L
n
tritt eine Variable X
i
2 vars(H) [ (
S
n
i=1
vars(L
i
))
beschr

ankt (limited) auf, gdw.
1. X
i
in mindestens einem positiven Rumpiteral L
i
auftritt, da ein DB-Atom ist,
oder
2. X
i
in mindestens einem positiven Rumpiteral L
i
auftritt, da ein Vergleichs-Built-
in der Form X
i
= Y ist, und Y entweder eine Konstante ist oder selbst eine
beschr

ankte Variable oder
3. X
i
in mindestens einem negativen Rumpiteral L
i
auftritt, da ein Vergleichs-Built-
in der Form X
i
6= Y ist, und Y entweder eine Konstante ist oder selbst eine
beschr

ankte Variable.
Denition 2.1.5 (bereichsbeschr

ankte Regel)
Eine Regel H  L
1
^ : : :^ L
n
ist bereichsbeschr

ankt (sicher, 'allowed', 'safe'), gdw. jede
Variable
X
i
2 vars(H) [ (
S
n
i=1
vars(L
i
))
beschr

ankt ist.
Eine Regel mit Hilfsregeln
H  L
1
^ : : : ^ L
n
WITH R
help
i
 B
i
mit 1  i  m
ist bereichsbeschr

ankt, gdw. die Regel H und jede Hilfsregel R
help
i
mit 1  i  m bereichs-
beschr

ankt sind.
Die syntaktische Besonderheit einer normalisierten Schreibweise der Existenzquanti-
zierung in Verbindung mit Negation ist einer der Gr

unde f

ur die Problematik der Be-
reichsbeschr

ankung in Datalog. Mit folgender Konsequenz ist Negation nur unmittelbar
vor Rumpiteralen zul

assig und nicht vor impliziten Quantoren.
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Beispiel 2.1.6 (Implizite Quantizierung in Datalog-Regeln)
Die folgende Regel h ist aufgrund der fehlenden positiven Bindung der Z-Variablen nicht
bereichsbeschr

ankt:
h(X)  l
1
(X; Y ) ^ : l
2
(X; Y; Z).
Aufgrund der impliziten Existenzquantizierung ist die Regel wie folgt deniert:
h(X)  9Y; Z l
1
(X; Y ) ^ : l
2
(X; Y; Z).
Intuitiv gemeint ist aber folgende Datalog-Regel:
h(X)  9Y l
1
(X; Y ) ^ :9Z l
2
(X; Y; Z).
Als bereichsbeschr

ankte Regel l

at sich diese Regel nur mit einer Hilfsrelation denieren,
die die Tupel der Relation l
2
auf die gebundenen Variablen X; Y beschr

ankt:
h(X)  l
1
(X; Y ) ^ : h
1
(X; Y ); h
1
(X; Y )  l
2
(X; Y; Z); .
Damit in solchen F

allen die Regelmenge nicht unn

otig vergr

oert und schwerer zu warten
wird, bietet es sich an, solche Hilfsregeln innerhalb der WITH-Option von h zu denieren:
h(X)  l
1
(X
1
; X
2
) ^ : h
1
(X; Y ) WITH h
1
(X; Y )  l
2
(X; Y; Z).
Die syntaktisch simplizierte, auf dem Bereichskalk

ul basierende Datalog-Syntax oh-
ne Disjunktionsoperator hat zur Folge, da Datalog zwar relational vollst

andig, aber
nicht streng relational vollst

andig
3
ist. Ullman zeigt in [Ull89], da sichere, hierarchische
Datalog-Regeln mit Negation relational vollst

andig sind ([CGT90]). Da sicheres Datalog
anders als sicheres DRC oder sicheres TRC streng relational vollst

andig ist, resultiert aus
der Besonderheit, da disjunktive Verkn

upfungen auf der Basis der Vereinigungssemantik
von Regeln ausgedr

uckt werden.
In Datalog k

onnen, anders als in SQL, parameterlose Relationen deniert werden.
Das zugeh

orige Relationssymbol verf

ugt

uber keine Argumente (Denition 2.1.1 atomare
Datalog-Formel ohne Terme (n = 0)). Das Konzept parameterloser, abgeleiteter Relatio-
nen ist insofern wichtig, als mit ihrer Hilfe der Wahrheitswert von Bedingungen getestet
werden kann. Ist die Bedingung im Rumpf einer parameterlosen Regel wahr, so wird das
Ergebnis der Anwendung dieser Regel als TRUE interpretiert anderenfalls als FALSE.
Parameterlose Regeln mit nur einem Rumpiteral k

onnen als Integrit

atsbedingung
deklariert werden. F

ur komplexere Formeln kann dieses Rumpiteral das Kopiteral einer
Hilfsregel der Integrit

atsbedingung sein. Motiviert wird diese ausschlielich syntaktische
Einschr

ankung durch eine vereinfachten Abbildung nach SQL und einer vereinfachten
Relevanzanalyse im Rahmen inkrementeller Verfahren. Die Integrit

atskomponente des
Datalog-DB-Systems wendet die als Integrit

atsbedingungen spezizierten Regeln zum
Transaktionsende an, interpretiert die Ergebnisse und reagiert entsprechend. Ist das Er-
gebnis f

ur mindestens eine Integrit

atsbedingung FALSE, so wird die Transaktion zur

uck-
gerollt, anderenfalls werden die

Anderungen gespeichert.
3
Eine DB-Sprache ist relational vollst

andig, gdw. jeder Term der RA in der anderen Sprache formuliert
werden kann. Sie ist streng relational vollst

andig, gdw. jeder Term der RA durch einen einzigen Ausdruck
in der anderen Sprache formuliert werden kann [Cre92].
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Beispiel 2.1.7 (Datalog-Integrit

atsbedingungen)
 Allaussage: Inklusionsbeziehung zwischen den Relationen p; q!
Pr

adikatenlogik: 8X j p(X)) q(X) , :9X j :(p(X)) q(X))
, :9X j p(X) ^ :q(X)
Datalog: CONSTRAINT ic
1
 :h
1
WITH h
1
 p(X) ^ :q(X); .
 Existenzaussage: Es gibt ein p-Fakt mit dem Wert 5 an der 2. Argumentposition!
Pr

adikatenlogik: 9X j p(X; 5)
Datalog: CONSTRAINT ic
2
 p(X; 5); .
Diese Notation einer Datalog-Integrit

atsbedingung basierend auf der impliziten Exi-
stenzquantizierung ist aufgrund ihrer Analogie zur Syntax einer SQL-ASSERTION gew

ahlt
worden, bei der eine Allaussage ebenfalls nur mittels eines NOT EXISTS-Operator formu-
liert werden kann. Eine andere vielfach verwendete regelbasierte Darstellungsform ist
die sogenannte 'Denial'-Form ([TO95], [Oli91], [Das92], [AIP96]). Sie setzt die implizite
Allquantizierung der freien Variablen im Kopiteral voraus und stellt somit eine Abwei-
chung von der konstruktiven Semantik einer Regel mit freien Variablen dar.
Datalog wird in der Literatur h

aug nur als Regelsprache speziziert. Wenn Anfra-
gen speziziert werden, so werden im allgemeinen unterschiedliche Notationen verwendet.
Vielfach basieren sie auf regelorientierten Darstellung. Einige Autoren verwenden un-
benannte Regeln ( L
1
^; : : : ^ L
n
), um sowohl den Deduktionscharakter als auch
die mangelnde Persistenz des Anfrageergebnisses zu unterstreichen ([GrMi89], [Grie97],
[CGH94], [Das92], [AIP96]). Andere Autoren ([CGT90], [BK98]) verwenden in Anleh-
nung an Prolog als Symbol f

ur eine Anfrage das Fragezeichen (?  L
1
^; : : : ^ L
n
). Die
im folgenden verwendete Syntax unterstreicht den Mengencharakter einer Anfrage. Eine
Anfrage, deren Bedingung B f

ur alle Fakten zu FALSE ausgewertet wird, liefert die leere
Menge als Ergebnis. Analog zur Darstellung der parameterlosen Regeln, wird f

ur eine
Existenzanfrage eine parameterlose Zielliste (n = 0) speziziert. Ist eine Existenzanfrage
erf

ullt, so enth

alt die Ergebnismenge das leere Tupel. Dieses Ergebnis wird als TRUE und
die leere Menge als FALSE interpretiert. Die bei den Ableitungsregeln (Denition 2.1.3)
vorgestellte WITH-Option mit lokalen Hilfsregeln wird f

ur Anfragen analog deniert.
Denition 2.1.8 (Bereichsbeschr

ankte Datalog-Anfrage)
Eine bereichsbeschr

ankte Datalog-Anfrage ist ein Ausdruck der Form:
f (t
1
; : : : ; t
n
) j B g [ WITH H
help
1
 B
1
; : : : ; H
help
m
 B
m
],
wobei die Terme t
1
; : : : ; t
n
(n  0) Konstanten oder freie Variablen der Formel B sind
(t
i
2 free(B); 1  i  n) und B eine Datalog-Formel ist. Alle Variablen
X 2 vars(t
1
; : : : ; t
n
) [ vars(B) sind bereichsbeschr

ankt. Die WITH-Liste mit den be-
reichsbeschr

ankten Hilfsregeln H
help
j
 B
j
(1  j  m) ist optional.
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Im allgemeinen wird keine Datalog-DDL speziziert sondern nur entsprechende An-
nahmen formuliert. Damit aber eine Analogie zu SQL gewahrt wird, werden DDL-
Anweisungen f

ur die drei im Rahmen dieser Arbeit wichtigsten DB-Objekte deniert.
In Ermangelung von Attributsymbolen werden die Attribute einer Relation

uber ihre
Parameterpositionen identiziert (positionelle Darstellung). Sei q eine Basisrelation mit
n Attributen. R sei eine bereichsbeschr

ankte Datalog-Regel mit dem Relationssymbol
p des Kopiterals und IC sei eine parameterlose Datalog-Regel mit dem Kopiteral ic
und mit genau einem ebenfalls parameterlosen Rumpiteral. Werden die nachfolgenden
DDL-Anweisungen ausgef

uhrt, dann werden
 eine Basisrelation q mit n Attributen: CREATE BASE RELATION q : n;
 eine virtuelle Sicht p erzeugt: CREATE VIRTUAL VIEW R,
 eine materialisierte Sicht p erzeugt: CREATE MATERIALIZED VIEW R,
 eine Integrit

atsbedingung IC erzeugt: CREATE CONSTRAINT ic.
Denition 2.1.9 (Datalog-Datenbankschema)
Ein Datalog-Datenbankschema ist ein Tripel S
D
= hB;R; Ci mit
1. einer endlichen, ggf. leeren Menge von Basisrelationen B,
2. einer endlichen, ggf. leeren Menge stratizierbarer Dedukttionsregeln
R := RM [ RV [ RH,
 RM ist die Menge der Regeln f

ur materialisierte Sichten,
 RV ist die Menge der Regeln f

ur virtuelle Sichten,
 RH ist die Menge der Hilfsregeln R
help
i
aller Regeln R
j
2RM[RV
3. und einer endlichen, ggf. leeren Menge C von Integrit

atsbedingungen.
Denition 2.1.10 (Datalog-Signatur)
Sei S
D
= hB;R; Ci ein Datalog-Datenbankschema, dann ist die Signatur des Schemas ein
Tupel 
D
= hPS;ASi mit
1. einer endlichen, ggf. leeren Menge von Pr

adikatsymbolen PS,
wobei PS := rel(B) [ rel
virt
(R) [ rel
mat
(R) [ rel
help
(R)
2. und einer endlichen, ggf. leeren Menge AS mit Tupeln der Form: hp; ni,
wobei p 2 rel(R) und n die Anzahl der Parameter von p ist.
Denition 2.1.11 (Deduktive Datalog-Datenbank)
Eine deduktive Datalog-Datenbank ist ein Tupel D
D
= hF ;S
D
i mit
1. einer endlichen, ggf. leeren Menge F von Grundatomen der Basisrelationen
(Basisfakten, EDB-Fakten)
2. und dem Datenbankschema S
D
.
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rel
body
(R) ist die Menge der Relationssymbole der Rumpiterale einer Regel R 2 R[C
einschlielich aller Rumpiterale der Hilfsregeln von R und rel
head
(R) das Relationssymbol
des Kopiterals (rel(R) := rel
head
(R) [ rel
body
(R)). rel
edb
(R) ist die Menge der Relati-
onssymbole aller Basisrelationen, die in den Regelr

umpfen einer Regelmenge R auftreten.
rel
idb
(R) ist die Menge aller Relationssymbole abgeleiteter Relationen einer Regelmen-
ge R, die sich aus den drei disjunkten Teilmengen der Relationssymbole materialisierter
rel
mat
(R) und virtueller Sichten rel
virt
(R) und der Menge der Relationssymbole der Hilfs-
regeln rel
help
(R) zusammensetzt. Die Relationssymbole der verschiedenen Relationsarten
sind paarweise disjunkt.
rel
idb
(R) := rel
virt
(R) [ rel
mat
(R) [ rel
help
(R).
Denition 2.1.12 (Abh

angigkeitsgraph f

ur Relationen)
Sei D
D
eine deduktive Datenbank mit der Menge der Relationssymbole PS und E sei die
Menge der gerichteten und beschrifteten Kanten (E := PS  PS  f+; g), dann ist der
Abh

angigkeitsgraph ein gerichteter Graph G
D
:= (PS; E).
Sei eine (Hilfs-)Regel H  L
1
^ : : :^L
n
gegeben mit den Relationssymbolen p = rel(H)
und q = rel(L
i
) (1  i  n), dann enth

alt G
D
eine gerichtete Kante von q nach p mit
der Beschriftung:
 +, wenn L
i
ein positives Literal ist: (q; p; +),
  , wenn L
i
ein negatives Literal ist: (q; p;  ).
Als Basis f

ur die Pr

ufung der Relevanz von Regeln und Integrit

atsbedingungen f

ur
die Modikation eines Attributwerts, kann ein Abh

angigkeitsgraph f

ur die Attribute
von Relationen deniert werden. Der Begri Abh

angigkeit wird in diesem Zusammen-
hang mit einer erweiterten Bedeutung verwendet. Ein Attribut eines Kopiterals ist
abh

angig von einem Attribut eines Rumpiterals, wenn Wert

anderungen des Rumpfattri-
buts auch Wert

anderungen des Kopfattributs zur Folge haben. So gilt z.B. f

ur die Regel
p(X) q(X; Y; Z) ^ Z > 13, da die Variable X gem

a Punkt 1 und Z gem

a Punkt 2
abh

angig ist. F

ur Y gilt keine der Abh

angigkeiten.
Denition 2.1.13 (Abh

angigkeitsgraph f

ur Attribute)
Sei D
D
eine deduktive DB mit der Menge der Relationssymbole PS und der Menge der
Variablensymbole V:= vars(R). N sei die Menge der nat

urlichen Zahlen, die die Ar-
gumentpositionen i
p
; i
q
von Variablen bezeichnet, dann ist der Attributabh

angigkeitsgraph
ein gerichteter Graph
E := PS  V N  PS  V  N f+; g.
F

ur jedes Tripel (q; p; +) bzw. (q; p;  ) aus einem Abh

angigkeitsgraphen G
D
enth

alt der
Attributabh

angigkeitsgraph G
Attr
D
mindestens eine gerichtete Kante von q nach p, wenn
4
1. beide Literale gemeinsame Variablen aufweisen (X 2 vars(p) \ vars(q)):
(q; X; i
q
; p; X; i
p
; +) bzw. (q; X; i
q
; p; X; i
p
;  ),
4
Die Werte der mit dem Unterstrich (' ') markierten Parameterpositionen sind nicht relevant.
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2. die Variable X im Rumpiteral q gebunden ist und zudem in weiteren Rumpiteralen
der Regel auftritt:
(q; X; i
q
; p; ; ; +) bzw. (q; X; i
q
; p; ; ;  ),
3. die Variable X Operand eines Vergleichsatoms ist und entweder im Kopiteral p
oder im Rumpiteral q gebunden ist (X 2 vars(p) [ vars(q)):
(q; X; i
q
; ; ; ; +) bzw. (q; X; i
q
; ; ; ;  ) oder
( ; ; ; p; X; i
p
; +) bzw. ( ; ; ; p; X; i
p
;  ).
Aufgrund der optionalen WITH-Klausel m

ussen die im Datalog-Kontext

ublichen De-
nitionen von Abh

angigkeiten, die keine Hilfssichten ber

ucksichtigen, angepat werden.
Da die im weiteren vorgestellten inkrementellen Verfahren auf der Bearbeitung persi-
stenter DB-Objekte basieren und auch dort das Konzept der Hilfssichten noch nicht be-
handelt wurde, kommt dem Begri der unmittelbaren Abh

angigkeit zwischen zwei per-
sistenten Sichten eine besondere Bedeutung f

ur zu. Die Abh

angigkeiten zwischen den
Argumentpositionen zweier Relationen denieren sich auf der Basis der Kanten des At-
tributabh

angigkeitsgraphen G
Attr
D
analog zu den Abh

angigkeiten zwischen Relationen.
Denition 2.1.14 (Abh

angigkeiten)
Sei S
D
= hB;R; Ci ein DB-Schema von D
D
mit der Menge der HilfssichtenRH und einem
Abh

angigkeitsgraphen G
D
. p 2 rel(R[C) sei das Symbol einer Integrit

atsbedingung oder
Sicht und q 2 rel(R) sei ein Relationssymbol,
1. dann h

angt p von q ab (p < q), gdw.
der Abh

angigkeitsgraph G
D
einen Pfad beliebiger L

ange von q nach p enth

alt.
2. dann h

angen p und q gegenseitig voneinander ab (p  q), gdw.
p < q und q < p.
3. dann h

angt p von q positiv (p <
+
q) / negativ (p <
 
q) ab , gdw.
p < q und alle Pfade in G
D
eine gerade / ungerade Anzahl negativer Kanten
enthalten.
4. dann h

angt p von q unmittelbar ab (p <
1
q), gdw.
in G
D
eine Kante von q nach p der Art (q; p; ?) 2 G
D
mit ? 2 f+; g existiert.
5. und sind p; q =2 (RH), dann h

angt p unmittelbar von q ab (p <
1
q), gdw.
p < q und alle Knoten auf allen Pfaden von q nach p in G
D
Hilfsrelationen re-
pr

asentieren.
6. dann h

angt p von q unmittelbar positiv (p <
+1
q) / negativ (p <
 1
q) ab, gdw.
in G
D
eine Kante von q nach p der Art (q; p;+) / (q; p;+) existiert.
7. und sind p; q =2 (RH), dann h

angt p von q unmittelbar positiv (p <
+
q) / negativ
(p <
 
q) ab, gdw.
p < q und alle Pfade in G
D
eine gerade / ungerade Anzahl negativer Kanten
enthalten und alle Knoten auf allen Pfaden von q nach p in G
D
Hilfsrelationen
repr

asentieren.
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Damit bei der Ableitung der durch eine RegelmengeR beschriebenen abgeleiteten Fak-
ten Rekursion und Negation sinnvoll gehandhabt werden k

onnen, ist es wichtig, f

urR eine
Stratikation zu erzeugen. Sie ist ebenfalls essentiell hinsichtlich der Propagierung von
Folge

anderungen.
Denition 2.1.15 (Stratikation)
Sei R eine Menge deduktiver Regeln (incl. lokaler Hilfsregeln R
help
i
). Eine Stratikation
 bzgl. R ist eine Abbildung der Menge der Relationssymbole rel(R) auf eine Menge von
positiven nat

urlichen Zahlen N . F

ur alle Relationssymbole p; q 2 rel(R) gilt:
1. p 2 rel
edb
(R) () (p) = 0
2. p 2 rel
idb
(R) () (p)  1
3. p < q ^ :(q < p) () (p) > (q)
4. p  q () (p) = (q).
Denition 2.1.16 (Klassen von Regelmengen, Datenbanken)
Sei D
D
eine deduktive DB mit der Menge deduktiver Regeln R.
1. Die Regelmenge/DB heit positiv, gdw. keine Relationssymbole p; q 2 rel(R) exi-
stieren, die negativ von einander abh

angen (kein: p <
 
q).
2. Die Regelmenge/DB heit semi-positiv, gdw. negative Abh

angigkeiten nur von
Basisrelationen existieren (p <
 
q ) q 2 rel
edb
(R))
3. Die Regelmenge/DB heit hierarchisch (nicht rekursiv), gdw. kein Relationssymbol
p 2 rel(R) existiert, das von sich selbst abh

angt (kein: p  p).
4. Die Regelmenge/DB heit rekursiv, gdw. mindestens ein Relationssymbol
p 2 rel(R) existiert, das von sich selbst abh

angt (p  p).
5. Die Regelmenge/DB R heit stratizierbar, gdw. kein Relationssymbol p 2 rel(R)
existiert, das von sich selbst negativ abh

angt (kein: p <
 
p).
Das nachfolgende Beispiel eines Schemas einer Unternehmensstruktur wird als wieder-
kehrendes Beispiel die zentralen Themen dieser Dissertation veranschaulichen.
Beispiel 2.1.17 (Unternehmensorganisation)
Um das zu dem Schema aus Abbildung 2.1 geh

orende DB-Schema S
D
zu erzeugen, m

ussen
die folgenden Anweisungen in einer Datalog-Datenbank ausgef

uhrt werden. Die Basisre-
lation 'mitarbeiter' verf

ugt

uber 4 Attribute (Name, Abteilungsnummer, Gehalt, Mana-
gername) und 'abteilung'

uber 2 (Abteilungsnummer, Bezeichnung):
CREATE BASERELATION mitarbeiter : 4;
CREATE BASERELATION abteilung : 2;
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abtei-
lung
mita
_mgr
mita
_abt
mitar-
beiter
ic_1
ic_2
lower
_mgr
D
D
I
I
Stratum
0
1
2
3
Prüfungs-/Aktualisierungszeitpunkt
(IMMEDIATE / DEFERRED)
Basisrelation
materialisierte Sicht
virtuelle Sicht
Integritätsbedingung
Abhängigkeit
Abbildung 2.1: Mitarbeiter-Schema eines Unternehmens
Zur Erzeugung der Sichten werden folgende DDL-Anweisungen ausgef

uhrt:
 virtuelle Sicht 'mita abt': Mitarbeiter-Informationen und das Abteilungsk

urzel:
CREATE VIRTUAL VIEW
mita abt(X
1
; X
2
; Y
2
; X
4
)  mitarbeiter(X
1
; X
2
; X
3
; X
4
) ^ abteil(X
2
; Y
2
);
 materialisierte Sicht 'mita mgr': Mitarbeiter mit ihren (in-)direkten Managern:
CREATE MATERIALIZED VIEW
mita mgr(X
1
; X
3
; X
4
)  mita abt(X
1
; X
2
; X
3
; X
4
);
mita mgr(X
1
; X
2
; Y
4
)  mita mgr(X
1
; X
2
; X
3
) ^ mita abt(X
3
; Y
2
; Y
3
; Y
4
);
 materialisierte Sicht 'lower mgr': Mitarbeiter und ihre Manager, die dem unteren
Management angeh

oren (nicht der Abteilung 'Management' (Nr. 13))
CREATE MATERIALIZED VIEW
lower mgr(X
1
; X
2
; X
3
)  mita mgr(X
1
; X
2
; X
3
) ^ :h
1
(X
3
)
WITH h
1
(Y
1
)  mitarbeiter(Y
1
; 13; Y
3
; Y
4
);
 Integrit

atsbedingung ic
1
: Inklusionsbedingung des Attributs 'mitarbeiter.abteil' zu
'abteilung.nr':
CREATE CONSTRAINT
ic
1
 :h
1
WITH h
1
 mitarbeiter(X
1
; X
2
; X
3
; X
4
) ^ :h
2
(X
2
);
h
2
(Y
1
)  abteilung(Y
1
; Y
2
);
 Integrit

atsbedingung ic
2
: Manager m

ussen der gleichen Abteilung wie die Mitarbeiter
angeh

oren oder dem 'Management' ('MG').
CREATE CONSTRAINT
ic
2
 :h
1
WITH h
1
 mita mgr(X
1
; X
2
; X
3
) ^ :h
2
(X
3
; X
2
);
h
1
 mita mgr(X
1
; X
2
; X
3
) ^ :h
2
(X
3
;'MG');
h
2
(Y
1
; Y
2
) mita abt(Y
1
; Y
2
; Y
3
);
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2.1.2 Semantik deduktiver Datenbanken
Die Semantik einer relationalen Datenbank ist vollst

andig durch die in der Datenbank
gespeicherten Basisfakten F deniert, die Semantik einer deduktiven Datenbank durch
die Basisfakten F und den gegebenen Deduktionsregeln R. F

ur die Bestimmung der
Menge der gespeicherten und ableitbaren Fakten F
?
einer Datenbank wird eine kon-
struktive Fixpunktsemantik vorgestellt ([vEK76], [Bid91], [Grie97]). Die nachfolgenden
Denitionen der Auswertung von Regeln/Anfragen sind nicht nur hinsichtlich einer kon-
struktiven Fixpunktsemantik von zentraler Bedeutung sondern auch f

ur die Semantik von

Anderungsanweisungen (Abschnitt 2.1.3). Im weiteren wird mit D
D
= hF ;S
D
i eine de-
duktive Datalog-DB bezeichnet, wobei das DB-Schema deniert ist als S
D
= hB;R; Ci.
Eine Variablensubstitution (X=t) einer Variablen X ist die Ersetzung dieser Varia-
blen durch einen Term t. Die Substitution  := fv
1
=t
1
; : : : ; v
n
=t
n
g von Variablen eines
Ausdrucks A (Atom, Regel, Anfrage) mit vars(A) = fv
1
; : : : ; v
n
g ist eine Menge von Va-
riablensubstitutionen v
i
=t
i
mit 1  i  n. Eine Substitution heit Grundsubstitution,
wenn die Terme Konstanten sind.  heit konsistent in A, wenn jedes Auftreten einer
Variablen mit dem gleichen Wert ersetzt wird. Werden alle Variablen von A (grund-
)substituiert, dann ist A eine (Grund-)Instanz von A.
Denition 2.1.18 (eval-Funktion)
1. Der Wert einer gegebenen, grundinstanziierten, atomaren Formel L

uber einer ge-
gebenen Faktenmenge F ist einer der Wahrheitswerte TRUE oder FALSE:
eval(L;F) := ( F ! fTRUE j FALSEg ).
2. Der Wert einer gegebenen Konjunktion grundinstanziierter Atome L
1
^ : : : ^ L
n
ist der Wahrheitswert der Konjunktion der Anwendung der eval-Funktion f

ur jedes
einzelne Literal L
i
(1  i`n):
eval(L
1
^ : : : ^ L
n
;F) := eval(L
1
;F) ^ : : : ^ eval(L
n
;F).
Die Anwendung von Deduktionsregeln wird durch einen konstruktiven Ableitungsope-
rator T [R](F) ('immediate consequence operator') modelliert, der die durch eine Regel R
unmittelbar ableitbaren Fakten deniert. Da in einer Datenbank nur wahre Fakten ge-
speichert oder ableitbar vorliegen, ist die Auswertung positiver Literale unproblematisch.
F

ur die Auswertung negativer Literale wird die 'closed world assumption' (CWA) ange-
nommen. Bei der CWA wird vorausgesetzt, da ein negatives Fakt dann wahr ist, wenn
es weder gespeichert noch ableitbar ist. Auf dieser Annahme

uber vollst

andiges Wissen
basiert das operative Prinzip des 'negation as failure' (NAF). Liegt f

ur ein negatives Li-
teral das entsprechende positive Fakt nicht in der Datenbank vor, und ist es nicht durch
Regeln ableitbar, dann wird geschlossen, da das negative Literal wahr ist.
F

ur die simultane Anwendung einer Menge von Regeln wird auf der Basis von T [R]
der T
R
-Operator eingef

uhrt. Da w

ahrend seiner Anwendung die aktuell abgeleiteten Fak-
ten noch nicht zugreifbar sind, wird der T
R
-Operator wiederholt auf einer kumulierten
Faktenmenge ausgef

uhrt. Die Faktenbasis einer T
R
-Anwendung besteht aus den Basis-
fakten F kumuliert mit den abgeleiteten Fakten der vorangegangenen T
R
-Anwendungen.
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Denition 2.1.19 (Ableitungsoperator)
Sei F
0
eine beliebige Faktenmenge und R := H  B WITH R
help
1
; : : : ; R
help
m
eine
bereichsbeschr

ankte Datalog-Regel aus einer beliebigen Regelmenge R.
1. T [R](F
0
) := fH j  ist eine konsistente Grundsubstitution f

ur B
^ eval(B;F
0
) = TRUE g.
2. T
R
(F
0
) :=
S
R2R
T [R](F
0
).
3. T
R
?
(F
0
) := F [ T
R
(F
0
).
Ist H ein parameterloses Kopiteral, dann wird eine nicht leere Ergebnismenge des
T [R]-Operators als TRUE interpretiert und die leere Menge als FALSE. Bei einer unkon-
trollierten Anwendung des T
R
?
-Operators auf eine Regelmenge mit Negation kann es auf-
grund versp

ateter Ableitungen positiver Fakten zu unerw

unschten Ableitungen kommen.
F

ur eine stratizierbare Regelmenge stellt die Ausf

uhrung des T
R
?
-Operators gem

a der
Stratikationsebenen eine M

oglichkeit dar, zu verhindern, da negative Literale ausge-
wertet werden, bevor alle erforderlichen positiven Fakten abgeleitet wurden.
Denition 2.1.20 (Fixpunktsemantik deduktiver Datenbanken)
1. Ist D
D
eine positive oder semi-positive DB. Dann ist die Bedeutung von D
D
der
kleinste Fixpunkt F
?
:= lfp (T
R
?
(F)) von T
R
?
, der F ganz enth

alt.
2. Ist D
D
eine stratizierbare DB und  eine Stratikation von R mit n Ebenen (n  0),
dann ist die iterierte Anwendung des T
R
?
-Operators deniert als:
F
0
:= F
F
i
:= lfp (T
R
?
(F
i 1
)) mit 1  i  n.
Die Bedeutung (iterierter Fixpunkt) von D
D
ist deniert als F
?
:= F
n
.
Denition 2.1.21 (Antwortmenge einer Anfrage)
Sei R
0
die um die Hilfsregeln einer Anfrage erweiterte Regelmenge R der DB D
D
und
 = m eine Stratikation von R
0
. Die Anwendung einer Anfrage
f(t
1
; : : : ; t
n
)g  B [WITH R
help
Q1
; : : : ; R
help
Ql
]
mit n  0 Parametern in der Zielliste liefert als Antwortmenge:
f(t
1
; : : : ; t
n
) j  ist eine Grundsubstitution f

ur alle X 2 vars(B)
^ eval(B; F
?
) = TRUEg.
wobei F
?
:= F
m
mit F
i
:= lfp (T
R
0
?
(F
i 1
)); 1  i  m.
Diese Arbeit beschr

ankt sich auf die Auswertung stratizierbarer Regelmengen, da in
SQL auch nur stratizierbare Regeln denierbar sind. Zu beachten ist, da die Stratika-
tion (Denition 2.1.15) einer Regelmenge R auch die Hilfsregeln der WITH-Optionen von
R ber

ucksichtigt. F

ur die Berechnung des iterierten Fixpunkts F
?
von D
D
, bzgl. dem eine
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Anfrage ausgewertet wird, wird die Regelmenge R der Datenbank tempor

ar um die Hilfs-
regeln der Anfrage erg

anzt und die Stratikation f

ur die erweiterte Regelmenge ermittelt.
Erst nach dieser Erweiterung wird F
?
berechnet und die Anfrage auf F
?
angewendet. Bei
Anfragen mit parameterloser Zielliste wird die Ergebnismenge des T [R]-Operators mit
dem leeren Tupel als TRUE interpretiert und die leere Menge als FALSE.
Denition 2.1.22 (Konsistente Faktenmenge)
Eine Faktenmenge F
?
heit konsistent f

ur eine Menge von Integrit

atsbedingungen C, gdw.
8 C
i
2 C j eval(C
i
;F
?
) = TRUE.
2.1.3

Anderungen und Transaktionen
In der Literatur hat sich bislang kein einheitliches Konzept einer Datenmanipulationsspra-
che (DML) f

ur Datalog durchgesetzt. Einen Einblick in verschiedene

Anderungssprachen
geben Cremers/Griefahn/Hinze in [CGH94] und Bonner/Kifer in [BK98]. Da diese DML-
Konzepte sehr uneinheitlich sind, wird in diesem Abschnitt eine Datalog-DML deniert,
die sich konzeptionell an der SQL-DML orientiert.
Grunds

atzlich sind drei

Anderungsarten bekannt: Einf

ugung, L

oschung, Modikation.
Bei vielen

Anderungssprachen sind aber nur Einf

uge- und L

oschanweisungen zul

assig
([Abi88], [BBKL+88], [NK88], [MW88], [Oli91], [GMS93], [CW94], [Grie97]). Modi-
kationen werden bei diesen Sprachen als Einf

ugung des neuen und L

oschung des alten
Fakts durchgef

uhrt. Nur wenige Sprachen wie z.B. SQL oder die DML von Olive et.al. in
[TO95], [UO94], [UO92] verf

ugen

uber eine Modikationsanweisung.
Die einfachste Form einer

Anderungsanweisung ist die primitive, bei der ein konkretes
Fakt eingef

ugt, gel

oscht oder modiziert wird. Eine Menge von Fakten wird durch die
Ausf

uhrung einer komplexen

Anderungsanweisung manipuliert ('bulk update'). Der Qua-
likationsteil komplexer

Anderungsanweisungen ist eine Bedingung, die die zu manipulie-
renden Fakten erf

ullen m

ussen. Im einfachsten Fall ist eine Manipulationsart je Anweisung
erlaubt (SQL, DML aus [BMM92], ActLog aus [Grie97]). Bei anderen

Anderungssprachen
sind mehrere Manipulationsanweisungen in einem Ausdruck zul

assig (Declarative Langua-
geDL [Abi88], RDL1 [BBKL+88], [KdMS90], Logic Data Language LDL [NK88], [NT89],
Dynamic Prolog DLP [MW88], Transaction Logic T R [BK98], [BK95], Ultra [WFF98]).
Hinsichtlich der Verf

ugbarkeit prozeduraler Konstrukte wie z.B. bedingten Anweisun-
gen, Sequenzen, Iterationen, etc. werden drei Sprachgruppen unterschieden:
 Eine 'rein' prozedurale DML verf

ugt ausschlielich

uber primitive

Anderungsan-
weisungen. Massen

anderungen werden mittels Iteration formuliert wie in Transac-
tion Language T L von Abiteboul/Vianu ([AV85], [AV87]).
 Eine 'rein' deklarative DML verf

ugt

uber primitive und komplexe

Anderungsan-
weisungen wie z.B. SQL ([ANSI99II]), DL von Abiteboul ([Abi88]), ActLog von
Griefahn ([Grie97]) und die DMLs aus [CGH94], [BMM92].
5
5
Bei einigen Sprachen (SQL, DML aus [CGH94]) tritt der Sequenzbegri im Zusammenhang mit der
Ausf

uhrung einer Transaktion auf. Da das Transaktionskonzept grunds

atzlich orthogonal zur eigentlichen
DML ist, wird es hinsichtlich dieser Klassizierung nicht ber

ucksichtigt.
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 Bei einer deklarativen DML mit einer prozeduralen Steuerung sind neben
deklarativen Anweisungen f

ur primitive und komplexe

Anderungen auch prozedurale
Steuerungsbefehle zul

assig wie bei Prolog ([CGT90]), T R, LDL, RDL1, Ultra.
Die Semantik von

Anderungssprachen wird u.a. nach einer deterministischen (mengen-
orientierten) oder nicht-deterministischen (tupelorientierten) Ausf

uhrung der Anweisun-
gen klassiziert. Bei einer deterministischen DML ([BMM92], [CGH94], [Grie97], SQL,
LDL, Ultra) werden klar zwei Phasen unterschieden. In der ersten werden alle zu

andernden Fakten ermittelt und in der zweiten die Menge der zu

andernden Fakten ma-
nipuliert. Bei einer nicht-deterministischen DML wie DLP, RDL1 werden die beiden
Phasen f

ur jedes von einer

Anderungsoperation betroene Fakt unmittelbar ausgef

uhrt.
Varianten der Sprachen T L und DL werden sowohl mit einer deterministischen wie auch
nicht-deterministischen Semantik diskutiert.
Hinsichtlich des Determinismus einer DML mu als zweiter Sachverhalt die Trans-
aktionssemantik ber

ucksichtigt werden. Die Ausf

uhrung mehrerer Anweisungen im Rah-
men einer Transaktion 'quasi simultan' als Menge (reihenfolgeunabh

angig: ActLog, Ultra,
[BMM92], [Ull89]) wird als deterministisch bezeichnet und die Ausf

uhrung als Sequenz
von Anweisungen (reihenfolgeabh

angig: SQL, Prolog, T R; T L; DL, [CGH94]) als nicht-
deterministisch. Diese beiden unterschiedlichen Konzepte werden auch als hypothetische
(verz

ogerte) bzw. unmittelbare (reale) Ausf

uhrung bezeichnet. Die beiden Konzepte der
Ausf

uhrung einer

Anderungsanweisung bzw. einer Transaktion sind orthogonal zueinan-
der. Hinsichtlich der Verfahren zur Propagierung von Folge

anderungen ist der (Nicht-)
Determinismus einer Sprache selbst nur von untergeordneter Bedeutung. Er bestimmt
nur welche Fakten ge

andert werden. Die Transaktionssemantik hingegen hat jedoch ganz
essentiellen Einu auf den Ablauf eines Propagierungsverfahrens (siehe Kapitel 5).
Ziel dieser Arbeit ist nicht, eine vollst

andige

Anderungssprache zu entwickeln. Die in
diesem Kapitel entworfene Datalog-DML orientiert sich konzeptionell an der DML von
SQL. Sie verf

ugt

uber primitive und komplexe Einf

uge-, L

osch- und Modikationsanwei-
sungen. In Analogie zur SQL-DML aber auch analog zur deterministischen Ableitung von
Fakten in Datalog wird die Ausf

uhrung von DML-Anweisungen ebenfalls deterministisch
durchgef

uhrt. Die Transaktionssemantik ist jedoch verschieden zu SQL. Sie ist determini-
stisch und orientiert sich an den in der Literatur zur

Anderungspropagierung verwendeten
Transaktionskonzepten. In Hinblick auf das Thema dieser Arbeit k

onnen Anwender nur
Basisfakten

andern. Die Ausf

uhrung von DML-Operationen auf abgeleiteten Relationen
ist nur in Folge von Basisfakten

anderungen zul

assig und bleibt dem DB-System im Rah-
men der

Anderungspropagierung vorbehalten.
Syntax:
Bei deklarativen

Anderungssprachen werden Anweisungen vielfach als

Anderungsregeln
dargestellt (ActLog-DML [Grie97], RDL1 [BBKL+88], LDL [NK88], [NT89]), wobei je-
doch der imperative Charakter einer

Anderungsanweisung gegen

uber dem passiven Cha-
rakter von Deduktionsregeln nicht deutlich wird. Zur besseren Unterscheidung der Aus-
dr

ucke der Anfrage- und

Anderungssprache beginnt der Qualikationsteil einer Datalog-

Anderungsanweisung analog zu SQL mit dem Schl

usselwort 'WHERE'. Um die

Ande-
rungsart auszudr

ucken, werden wie bei [Grie97] sogenannte dynamische Literale +M und
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 M verwendet und f

ur Modikationen eine Tupelschreibweise (M
new
;M
old
) oder ab-
gek

urzt M .
Denition 2.1.23 (

Anderungsanweisung)
Eine

Anderungsanweisung (DML-Befehl) bzgl. einer DB D
D
ist induktiv deniert durch:
1. Sind M;M
new
;M
old
grundinstanziierte DB-Atome und f+; ;g

Anderungsopera-
toren, dann sind folgende primitive

Anderungsanweisungen spezizierbar:
Einf

ugung: +M(t
1
; : : : ; t
n
); kurz: +M
L

oschung:  M(t
1
; : : : ; t
n
); kurz:  M
Modikation: (M(t
new
1
; : : : ; t
new
n
);M(t
old
1
; : : : ; t
old
n
)); kurz: (M
new
;M
old
).
2. Sind M;M
new
;M
old
DB-Atome, f+; ;g

Anderungsoperatoren und B eine Data-
log-Formel, dann sind folgende bedingte (komplexe)

Anderungsanweisungen spezi-
zierbar:
Einf

ugung: +M WHERE B [WITH R
help
1
; : : : ; R
help
m
]
L

oschung:  M WHERE B [WITH R
help
1
; : : : ; R
help
m
]
Modikation: (M
new
;M
old
) WHERE B [WITH R
help
1
; : : : ; R
help
m
].
Die WITH-Option ist wahlfrei und bietet in Analogie zur Regeldenition die M

oglich-
keit, Hilfsregeln zu denieren. Primitive

Anderungsanweisungen sind Sonderf

alle beding-
ter Anweisungen mit einer allgemeing

ultigen Bedingung im Qualikationsteil.
Denition 2.1.24 (bereichsbeschr

ankte

Anderungsanweisung)
Eine primitive

Anderungsanweisung ist aufgrund ihrer Grundinstanziierung immer be-
reichsbeschr

ankt (sicher).
Eine bedingte

Anderungsanweisung +M;  M; (M
new
;M
old
) mit der Formel B im
Qualikationsteil ist bereichsbeschr

ankt (sicher), gdw. die analog denierte Deduktionsregel
M  B bereichsbeschr

ankt ist.
Die Beschreibung einer Transaktion h

angt wesentlich von der zugrunde liegenden Se-
mantik der Ausf

uhrung mehrerer

Anderungsanweisungen ab. Mit Blick u.a. auf SQL-
basierte DB-Systeme denieren einige Autoren eine Transaktion als eine Folge von DML-
Anweisungen (unmittelbare Ausf

uhrung) ([Ull89], [ANSI99I], [Date94], [AV85], [HS95],
[CGH94], [Das92]). Vor dem Hintergrund der Theorie relationaler DB-Systemen be-
schreiben andere Autoren ([Ull89], [CW90], [BMM92], [Grie97], [WFF98]) eine Transak-
tion als eine Menge von DML-Anweisungen (verz

ogerte/hypothetische Ausf

uhrung). Die
Qualikationsteile aller

Anderungsanweisungen werden dann auf dem alten DB-Zustand
F
old
ausgewertet. Erst nach dem Transaktionsende liegt die neue Faktenmenge F
new
vor.
Da den im Kontext von Datalog und Relationaler Algebra (RA) diskutierten Verfahren
der

Anderungspropagierung deterministische Transaktionskonzepte zugrunde liegen, wird
f

ur Datalog im weiteren mit einem analog denierten Transaktionsbegri gearbeitet.
Unabh

angig von dieser Diskussion mu eine Transaktion

uber die ACID-Eigenschaften
verf

ugen ([HS95]). Eine Transaktion wird ganz oder gar nicht ausgef

uhrt (Atomarit

at).
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Am Ende einer Transaktion m

ussen alle Integrit

atsbedingungen erf

ullt sein. Nur zwi-
schenzeitlich k

onnen sie verletzt sein (Konsistenz (Consistency)). Parallel ausgef

uhrte
Transaktionen k

onnen sich nicht beeinussen
6
(Isolation). Der (Netto-)Eekt einer er-
folgreich durchgef

uhrten Transaktion wird persistent gespeichert (Dauerhaftigkeit).
Denition 2.1.25 (Transaktion)
Eine Menge M := fM
1
; : : : ;M
n
g von primitiven oder bedingten

Anderungen
M
i
2 f+M; M;(M
old
;M
new
)g; (1  i  n) heit eine Transaktion (kurz:M).
Semantik:
In diesem Abschnitt wird die Semantik von Basisfakten

anderungen deniert ohne Beach-
tung der Folge

anderungen bzgl. der abgeleiteten Relationen (unmittelbare Semantik)
7
.
Bei der Denition der Semantik einer DML mu zwischen dem Eekt der Ausf

uhrung
einer

Anderungsanweisung und der Ausf

uhrung einer Menge von

Anderungsanweisungen
(Transaktion) unterschieden werden.
F

ur eine

Anderungsanweisung wird angenommen, da sie nur dann ausgef

uhrt wird,
wenn dadurch die Faktenmenge eektiv ver

andert wird. Zu diesem Zweck werden vom
DB-System vor der Ausf

uhrung Eektivit

atstests durchgef

uhrt.
1. Die Einf

ugung eines Fakts p(a) in F
old
ist nur dann eektiv, wenn p(a) =2 F
old
.
2. Die L

oschung eines Fakts p(a) in F
old
ist nur dann eektiv, wenn p(a) 2 F
old
.
3. Die Modikation eines Fakts p(a; b) nach p(a; c) in F
old
ist nur dann eektiv, wenn
p(a; b) 2 F
old
und p(a; c) =2 F
old
.
F

ur die Ausf

uhrung nur eektiver

Anderungen wird der Regelrumpf einer

Anderungsan-
weisung DBS-intern um Eektivit

atstests (^A bzw. ^:A) erweitert. Die Idee der 'eec-
tive manipulation'
8
ist bereits bei K

uchenho in [Kue91] f

ur Einf

ugungen und L

oschun-
gen zu nden, ohne da sie dort formal speziziert ist. Die Frage nach der (Nicht-)
Ausf

uhrung eektloser

Anderungsanweisungen ist zudem von besonderer Bedeutung f

ur
die Ausf

uhrung von Triggern in aktiven DB-Systemen. Aktive Regeln, die bzgl. DML-
Ereignissen feuern und wiederum DML-Anweisungen im Aktionsteil enthalten, erzeugen
dann u.U. 'Folge

anderungen' auf der Basis nicht eektiver

Anderungen.
Denition 2.1.26 (Menge eektiv betroener Tupel)
Sei F eine Basisfaktenmenge und M 2 f+M; M;(M
new
;M
old
)g eine

Anderungsan-
weisung mit dem Qualikationsteil B und dem Relationssymbol R 2 PS im Kopiteral.
1. T (M;F) ist die Menge der durch die Anwendung von M auf F betroenen Tupel.
T (M;F) := hT
 
(M;F);T
+
(M;F);T

(M;F)i.
6
In Hinblick auf das Thema der Arbeit ist diese Eigenschaft nicht von Relevanz.
7
Die Semantik induzierter

Anderungen wird in Kapitel 4 detailliert diskutiert.
8
K

uchenho verwendet den Begri 'eective updates'. Da in SQL der Begri UPDATE f

ur die Mo-
dikationsanweisung reserviert ist, wird hier von eektiven Manipulationen gesprochen.
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T
+
(+M;F) := fR j eval(B ^ :R; F) =TRUE g
.T
 
(+M;F) := ;.
T

(+M;F) := ;.
T
+
( M;F) := ;.
T
 
( M;F) := fR j eval(B ^ R; F) =TRUE g.
T

( M;F) := ;.
T
+
((M
new
;M
old
);F) := ;.
T
 
((M
new
;M
old
);F) := ;.
T

((M
new
;M
old
);F) := f (R
new
;R
old
) j
eval(B ^ :R
new
 ^ R
old
; F) =TRUE g.
2. Ist M := fM
1
; : : : ;M
n
g eine Transaktion, dann sind die folgenden T -Mengen die
Mengen einzuf

ugender/zu l

oschender/zu modizierender Tupel.
T (M;F) := hT
+
(M;F);T
 
(M;F);T

(M;F)i.
T
+
(M;F) :=
S
n
i=1
T
+
(M
i
;F).
T
 
(M;F) :=
S
n
i=1
T
 
(M
i
;F).
T

(M;F) :=
S
n
i=1
T

(M
i
;F).
T
+
(M;F) := f M
new
j (M
new
;M
old
) 2 T

(M;F) g.
T
 
(M;F) := f M
old
j (M
new
;M
old
) 2 T

(M;F) g.
Die Semantik einer Transaktion (Menge von Basisfakten

anderungen) wird im wesent-
lichen durch drei Grundannahmen bestimmt.
 Semantik der Ausf

uhrung einer

Anderungsanweisung:
Nur eektiver Basisfakten

anderungen werden ausgef

uhrt.
 (nicht-)deterministische Ausf

uhrung einer Menge von Anweisungen:
F

ur eine Transaktion im Datalog-Kontext wird eine deterministische Ausf

uhrung
vorausgesetzt.
 Regeln der Nettoeektberechnung:
Die Nettoeektberechnung ist insbesondere notwendig bei deterministischen DML-
Sprachen mit einer deterministischen Transaktionssemantik, wie sie hier f

ur Datalog
speziziert wird.
Die 'quasi simultane' Ausf

uhrung einer Menge von Basisfakten

anderungen zum Trans-
aktionsende kann eine Vielzahl von Koniktf

allen in sich bergen, die auf Abh

angigkeiten
zwischen den betroenen Fakten basieren. Zur Handhabung dieser Konikte
9
m

ussen
Regeln deniert werden. Als Ergebnis der Anwendung dieser Regeln (Nettoeektberech-
nung) liegt der Nettoeekt einer Menge von

Anderungen vor.
9
In SQL stellen diese F

alle aufgrund der Ausf

uhrungsreihenfolge keine Konikte dar, wenn eektive

Anderungen ausgef

uhrt werden. Folgen von

Anderungen k

onnen jedoch wie z.B. in den F

allen 3 und 6
zu einer Anweisung zusammengefat werden (SQL Abschnitt 2.2.4)
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1. Ein Fakt wird in einer Transaktion auf die gleiche Art mehrfach manipuliert.
f+p(a) +p(a)g
2. Ein Fakt wird in einer Transaktion sowohl eingef

ugt als auch gel

oscht.
f+p(a)  p(a)g
3. Ein Fakt, das dem alten Wert eines modizierten Fakts entspricht, wird eingef

ugt.
f+p(a; b) (p(a; c); p(a; b))g
4. Ein Fakt, das dem neuen Wert eines modizierten Fakts entspricht, wird eingef

ugt.
f+p(a; c) (p(a; c); p(a; b))g
5. Ein Fakt, das dem alten Wert eines modizierten Fakts entspricht, wird gel

oscht.
f p(a; b) (p(a; c); p(a; b))g
6. Ein Fakt, das dem neuen Wert eines modizierten Fakts entspricht, wird gel

oscht.
f p(a; c) (p(a; c); p(a; b))g
7. Ein Fakt wirt derart modiziert, da es dem alten Wert einer anderen Modikation
entspricht (Folgemodikationen). f(p(a; d); p(a; c) (p(a; c); p(a; b))g
8. Mehrere Fakten werden zu dem gleichen neuen Wert modiziert.
f(p(a; d); p(a; c)) (p(a; d); p(a; b))g
9. Ein Fakt wird durch mehrere Modikationen in verschiedene neue Werte ge

andert.
f(p(a; d); p(a; b)) (p(a; c); p(a; b))g
Der erste Fall kann dadurch ausgeschlossen werden, da im Rahmen der Auswertung ei-
ner

Anderungsanweisung eine Menge T und keine Multimenge ('bag') von zu

andernden
Fakten ermittelt wird. Ebenso ist eine Transaktion eine Menge von

Anderungen. F

ur
eektive Basisfakten

anderungen stellen die F

alle 2, 3, 6 und 7 sich gegenseitig ausschlie-
ende

Anderungen dar. Aufgrund des Eektivit

atstests, der bei der Auswertung der
Anweisungen auf der Faktenmenge F
old
durchgef

uhrt wird, ist entweder die eine oder die
andere Anweisung nicht ausf

uhrbar und hat somit keinen Eekt, der im Rahmen der Net-
toeektberechnung ber

ucksichtigt werden m

ute. Diese Koniktf

alle k

onnen bei eektiven
Manipulationen nicht auftreten. Von den sich gegenseitig subsumierenden

Anderungen
der F

alle 4 und 5 reicht es aus, nur die

Anderung beim Nettoeekt zu ber

ucksichtigen,
die hinsichtlich ihrer Konsequenzen die andere Manipulation beinhaltet: Modikation
beinhaltet die L

oschung des alten und Einf

ugung des neuen Fakts. Die Modikationen
der F

alle 8 und 9 stellen keine echten Konikte dar sondern nur

Anderungen, deren Ein-
zelanweisungen Einf

ugung und L

oschung teilweise redundant sind. Da erwartet wird, da
die Propagierung von Modikationen h

aug einen Ezienzgewinn darstellt, werden diese
'teilweise' redundanten Modikationen nicht aufgespalten, sondern unver

andert in die Er-
gebnismenge des Nettoeekts aufgenommen. Nach Anwendung dieser Nettoeektregeln
ist eine Menge von

Anderungen koniktfrei und kann reihenfolgeunabh

angig am Ende
einer Transaktion ausgef

uhrt werden.
Bei anderen Manipulationssprachen sind diese Probleme der Nettoeektberechnung
ganz anders gel

ost worden, mit zum Teil sehr verschiedenen Folgezust

anden. Da nur
wenige Sprachen

uber eine Modikationsanweisung verf

ugen, gestaltet sich bei den an-
deren Sprachen die Nettoeektberechnung wesentlich einfacher, da weniger Koniktf

alle
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auftreten k

onnen (nur Fall 1 und 2). Eine oft verwendete Annahme zur L

osung des
Koniktfalls 2 ist die, eine Reihenfolge zu denieren (nicht-deterministische (prozedurale)
Transaktionssemantik), z.B. wie bei [LST86], [BMM92], [CW94], [GL95], [CGLMT96],
wo L

oschungen vor Einf

ugungen auszuf

uhren sind.
10
F
old
Transaktion Nettoeekt F
new
p(a) f+p(a)  p(a)g f p(a), +p(a)g p(a)
; f+p(a)  p(a)g f p(a), +p(a)g p(a).
Griefahn in [Grie97] und Ceri/Widom/Finkelstein in [WF90], [CW90] behandeln L

o-
schungen und Einf

ugungen symmetrisch. Bei konkurrierenden

Anderungen eines Fakts
wie in Fall 2 werden beide nicht ausgef

uhrt. F

ur das Koniktbeispiel heit dies:
F
old
Transaktion Nettoeekt F
new
p(a) f+p(a)  p(a)g fg p(a)
; f+p(a)  p(a)g fg ;.
Bei der DML Ultra ([WFF98]) wird auf diesen Fehlerfall einer sogenannten 'nichtkonsi-
stenten'

Anderung mit dem Abbruch der Transaktion reagiert.
Neben der Nichtausf

uhrung von Anweisungen kann die Kombination von Ereignissen
sinnvoll sein oder deren Aufspaltung. Die weiteren Beispiele (F

alle 4, 6 und 9) richten
sich nach den Vorgaben in [WF90], [CW90] und vermitteln einen Eindruck von m

oglichen
Interpretationen:
11
F
old
Transaktion Nettoeekt F
new
p(a; b) f(p(a; c); p(a; b))  p(a; c)g f p(a; b)g ;
; f(p(a; c); p(a; b)) +p(a; b))g f+p(a; c)g p(a; c)
p(a; b) f(p(a; c); p(a; b)) (p(a; d); p(a; c))g f(p(a; d); p(a; b))g p(a; d).
Diese Regeln implizieren eine Ausf

uhrungsreihenfolge und sind daher nicht geeignet f

ur
die hier vorgestellte Spezikation einer deterministischen Transaktionssemantik.
Die ebenfalls vielfach anzutreende und auf den ersten Blick sehr intuitive Annah-
me, Modikationen in Einf

ugungen und L

oschungen aufzuspalten (T R, Dynamic Prolog,
LDL, [Dec86], [LST86], [Oli91], [CW94], [Kue91], [Grie97], u.v.m.) impliziert, da die
Eigenschaft der atomaren Ausf

uhrung einer Modikation verloren geht. Einf

ugung des
neuen und L

oschung des alten Fakts erfolgen unabh

angig voneinander:
12
F
old
Transaktion Nettoeekt F
new
p(a; b) f(p(a; c); p(a; b))g f+p(a; c)  p(a; b)g p(a; c)
; f(p(a; c); p(a; b))g f+p(a; c)  p(a; b)g p(a; c).
10
Bei der hier vorgestellten Sprache wird aufgrund der Eektivit

atspr

ufung vor der Nettoeektberech-
nung f

ur mindestens eine der beiden

Anderungen die Eektlosigkeit erkannt. Der Koniktfall kann nicht
eintreten.
11
Da auch bei diesen Beispielen die Eektivit

atspr

ufung bei der hier vorgestellten Sprache f

ur min-
destens eine der beiden Manipulationen Eektlosigkeit anzeigen w

urde, k

onnen diese drei Koniktf

alle
nicht eintreten. Im ersten und dritten Beispiel h

atte nur die Modikation von p(a; b) nach p(a; c) einen
Eekt und im zweiten nur die Einf

ugung p(a; b).
12
Im zweiten Beispiel, wo das alte Fakt p(a; b) nicht in F
old
enthalten ist, wird bei der hier vorgestellten
Sprache aufgrund des Eektivit

atstests die Modikation nicht ausgef

uhrt und F
new
= ;.
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Im Rahmen der Diskussion von Verfahren der

Anderungspropagierung ist vielfach der
Ansatz zu nden ([Dec86], [Oli91], [UO92], [TO95], [Kue91]), bei dem der Nettoeekt
einer Transaktion anhand der Unterschiede zwischen der neuen und der alten Fakten-
menge F
new
und F
old
ermittelt wird. Die eigentliche Transaktion, die diesen Nettoeekt
verursacht hat, wird nicht weiter ber

ucksichtigt. Die Autoren tragen damit dem Um-
stand Rechnung, da die 'unmittelbare Semantik' der Transaktion zwar bestimmt, welche
ge

anderten Basisfakten zu propagieren sind, aber keinen Einu darauf nimmt, wie sie zu
propagieren sind.
Da von den Koniktf

allen der Nettoeektberechnung bereits die F

alle 1-3, 6 und 7
aufgrund der Ausf

uhrung nur eektiver

Anderungen gel

ost sind (Denition 2.1.26) und
die F

alle 8, 9 keine Konikte darstellen, m

ussen im Rahmen der eigentlichen Nettoeekt-
berechnung nur noch die subsumierenden

Anderungen der F

alle 4 und 5 ber

ucksichtigt
werden.
Denition 2.1.27 (Nettoeekt einer Menge von

Anderungen)
Sei F die Basisfaktenmenge von D
D
und M eine Transaktion, deren Anwendung die
Menge T (M;F) := hT
+
(M;F), T
 
(M;F), T

(M;F)i mit den eektiv zu

andernden
Fakten liefert. Dann ergeben sich f

ur die Ausf

uhrung vonM folgende Nettoeekte.
1. Nettoeekt der Einf

ugungen: 
+
(M;F) := T
+
(M;F) n T
+
(M;F)
Nettoeekt der L

oschungen: 
 
(M;F) := T
 
(M;F) n T
 
(M;F)
Nettoeekt der Modikationen: 

(M;F) := T

(M;F)
2. 
+
(M;F) := f M
new
j (M
new
;M
old
) 2 

(M;F) g

 
(M;F) := f M
old
j (M
new
;M
old
) 2 

(M;F) g
3. Der Nettoeekt einer Menge von

Anderungsanweisungen M wird vollst

andig de-
niert durch die -Mengen:
(M;F) := h 
+
(M;F);
 
(M;F);

(M;F) i .
Ist der Bezug zur ausgef

uhrten Menge von

Anderungsanweisungen M und zur Basis-
faktenmenge F eindeutig, so kann die Kurzschreibweise  := h 
+
;
 
;

i verwendet
werden. Der Nettoeekt einer Transaktion deniert den Zustands

ubergang von der alten
Basisfaktenmenge F
old
zu der neuen F
new
nach Ausf

uhrung der Transaktion vollst

andig.
Die -Mengen k

onnen deterministisch auf F
old
ausgef

uhrt werden, denn sie sind disjunkte
Faktenmengen (Koniktfreiheit).
Aus der Semantik einer Transaktion leitet sich auch das Integrit

atspr

ufungsverhal-
ten ab. Bei einer deterministischen Transaktion k

onnen alle betroenen Integrit

atsbe-
dingungen gepr

uft werden, nachdem alle

Anderungen ausgef

uhrt wurden und der neue
DB-Zustand vorliegt. Diese Vorgehensweise ist in der Literatur weit verbreitet bei der Dis-
kussion von

Anderungspropagierungsverfahren (u.a. in [Oli91], [CW91], [GMS93], [GL95],
[Grie97]). In Analogie zu den DML-Anweisungen bzgl. Basisfakten werden hier im Rah-
men der Integrit

atspr

ufung auch nur diejenigen Integrit

atsbedingungen ber

ucksichtigt,
die sich ausschlielich auf Basisrelationen beziehen (rel
idb
(C
i
) = ;).
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Denition 2.1.28 (Konsistenter Zustand F
new
)
C sei die Menge der Integrit

atsbedingungen von D
D
und F
old
sei eine konsistente Ba-
sisfaktenmenge, auf der die TransaktionM mit dem Nettoeekt ((M;F
old
) ausgef

uhrt
wird ( (M;F
old
) := h
+
(M;F
old
); 
 
(M;F
old
); 

D
(M;F
old
)i ).
Die Ausf

uhrung von M

uberf

uhrt den alten konsistenten Zustand F
old
in einen neuen
konsistenten (End-)Zustand F
new
.
F
new
:=
8
>
>
<
>
>
>
:
F
old
[ (
+
(M;F
old
) [
+
(M;F
old
))
n (
 
(M;F
old
) [
 
(M;F
old
))
falls 8 C
i
2 C j
eval(C
i
;F
n
) = TRUE
F
old
sonst
Zeit
Fold Fnew
M1 MnM2 ...{ }
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
xxxxxxxxx
Integritätsprüfung
konsistenter Zustand
...
Abbildung 2.2: Datalog-Transaktion
In Abbildung 2.2 wird das Datalog-Transaktions- und Integrit

atskonzept veranschau-
licht, so wie es dieser Arbeit zugrunde gelegt wird. Im Rahmen einer Transaktion wird
deterministisch eine Menge von

Anderungen ausgef

uhrt und gepr

uft, wodurch ein kon-
sistenter Zustand in einen wiederum konsistenten Zustand

uberf

uhrt wird. Obwohl es
diesbez

uglich in Datalog keine Quasi-Standardisierung gibt, wird in Abgrenzung zu SQL
im weiteren die Bezeichnung Datalog-Transaktions- und Integrit

atskonzept verwendet.
Sind aus dem Zusammenhang sowohl die TransaktionM wie auch die Ausgangsfakten-
menge F
old
, bzgl. der M ausgef

uhrt wird, oensichtlich, so wird f

ur den konsistenten
(End-)Zustand F
n
(F
old
;M) nur die Kurzbezeichnung F
new
verwendet.
2.1.4 Trigger
Auch f

ur Triggersysteme hat sich bislang kein einheitliches und allgemein anerkann-
tes Konzept durchgesetzt. Umfassende Einf

uhrungen in die Thematik aktiver Regeln
werden in [DG96], [HS95] gegeben. Eine

uber die Grundlagen hinausgehende ausf

uhr-
liche Beschreibung und Klassizierung verschiedener aktiver Regel-Systeme sind u.a. in
[Grie97], [Rei96], [WC96], [Pat99], [HW93] zu nden. Reinert untersucht in [Rei96] die
Eignung verschiedener aktiver Regelsysteme als Basis f

ur die Implementierung eines In-
tegrit

atskonzepts und analysiert detailliert die Ausf

uhrungsmodelle von Regelsystemen
wie Ariel, Alert, CA-Ingres, Heraclitus, HiPAC, Ode, POSTGRES, SAMOS, Starburst
oder die Ans

atze von Hammer/McLeod und Eswaran. Ein guter Einblick in verschiedene
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Einsatzm

oglichkeiten f

ur aktive Regeln wird in [CCW00] gegeben. Als ein klassisches Auf-
gabengebiet sehen Ceri et.al. die prototypische Implementierung systemgenerierter Trigger
zur Unterst

utzung von Kernfunktionen des DB-Systems wie z.B. Integrit

atspr

ufung und
materialisierte Sichten.
Grundlegende Eigenschaft eines Trigger ist, da seine Aktionen automatisch ausgef

uhrt
werden, wenn ein bestimmtes Ereignis eintritt (EA-Paradigma). Die Triggerkomponente
als Bestandteil des DB-Systems erkennt das Auftreten eines Ereignisses im Sinne des Re-
gelkonzepts (Datenmanipulationen, Zeitpunkte, abstrakte Ereignisse etc.) und ermittelt
die von diesem Ereignis betroenen Trigger. Zu einem bestimmten Zeitpunkt (unmit-
telbar, verz

ogert) werden die Aktionen des Triggers (Anfragen,

Anderungsanweisungen,
Transaktionssteuerung (COMMIT), Prozeduraufrufe, Erzeugen abstrakter Ereignisse) aus-
gef

uhrt. Bei Triggerkonzepten, die dem ECA-Paradigma gen

ugen, k

onnen f

ur Trigger
Bedingungen (C) deniert werden, die zum Zeitpunkt der Aktivierung bzw. Ausf

uhrung
angewendet werden. Ist die Bedingung nicht erf

ullt, so wird der Trigger nicht ausgef

uhrt.
Eine weitere sehr wesentliche Eigenschaft ist die Granularit

at der Regelausf

uhrung.
Wird f

ur eine

Anderungsanweisung unabh

angig davon, wie viele Fakten manipuliert wer-
den, ein Trigger nur einmal gefeuert, so die Regelausf

uhrung mengenorientiert bezeichnet.
Feuert ein Trigger hingegen f

ur jedes ge

anderte Fakt, so wird sie als instanzorientiert be-
zeichnet. Da aktive Regelsysteme in dieser Arbeit nur als Implementierungshilfen f

ur
verschiedene Verfahren verwendet werden, wird auf eine ausf

uhrliche Diskussion aller Ei-
genschaften verzichtet.
Griefahn hat in [Grie97] die Eigenschaften von Triggersystemen ausf

uhrlich analy-
siert und ein detailliertes Klassikationsschema entwickelt. Durch die Einordnung be-
kannter Trigger-Systeme wie Starburst, Ariel, Postgres, A-RDL, HiPAC, Ode, Chime-
ra in dieses Klassikationsschema hat sie die Semantik dieser Systeme

uberschaubar
und gut vergleichbar speziziert. Ausgehend von den Vor- und Nachteilen der bekann-
ten Systeme hat sie speziell f

ur den Einsatz zur Implementierung eines inkrementellen

Anderungspropagierungsverfahrens die ActLog-Trigger entwickelt.
ActLog-Trigger:
Griefahn hat in [Grie97] ein Triggerkonzept insbesondere hinsichtlich der Anwendung f

ur
die Implementierung von

Anderungspropagierungsverfahren deniert.
Denition 2.1.29 (ActLog-Trigger)
Ein ActLog-Trigger ist eine EA-Regel der Form
G : ?M ) M
0
,
wobei G das Triggersymbol ist. ?M ist das Ereignissymbol und M
0
die Triggeraktion.
?M und M
0
sind jeweils ActLog-

Anderungsanweisungen (?;  2 f+; g).
F

ur einen Trigger kann auch eine Liste disjunktiver Ereignisse bzw. eine Folge von
Aktionen deniert werden
G : f ?M
1
; : : : ; ?M
n
g ) M
n+1
; : : : ; M
n+m
.
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Trigger feuern f

ur die Ausf

uhrung von eektiven Einf

ugungen und L

oschungen von
Basisfakten ('safe events'), und als Aktionen sind ebenfalls Einf

ugungen und L

oschungen
zul

assig. Die ActLog-DML entspricht im wesentlichen der in Abschnitt 2.1.3 denier-
ten Datalog-DML. ActLog-Trigger k

onnen f

ur verschiedene Ereignisse auf verschiedenen
Basisrelationen deniert werden. ActLog-Trigger m

ussen sichere Trigger sein. Alle frei-
en Variablen im Aktionsteil (M
0
; M
n+1
; ::; M
n+m
) m

ussen im Ereignisteil gebunden
sein. Zwischen Triggern k

onnen partielle Ordnungen deniert werden. Die Priorit

aten-
deklaration G
1
 G
2
deniert den Vorrang von Trigger G
1
vor G
2
bei der Ausf

uhrung.
Eine exakte zeitliche Bindung zwischen dem Aktivieren eines Triggers und seiner Aus-
f

uhrung wird f

ur ActLog nicht deniert. F

ur eine Anwendung der Trigger im Rahmen
einer Anfrageauswertung ist eine unmittelbare Ausf

uhrung erforderlich, im Rahmen ei-
ner Integrit

atspr

ufung eine zum Transaktionsende verz

ogerte Ausf

uhrung. So wie Grie-
fahn die Trigger f

ur

Anderungspropagierungsverfahren zum Transaktionsende verwendet,
und aufgrund des Triggerausf

uhrungsmodells mit der Berechnung des Nettoeekts der

Anderungen zu Beginn jeder Iterationsrunde ist diese Fragestellung unerheblich.
Zu einem Zeitpunkt (Transaktionsende) werden alle seit dem letzten Triggerausf

uhrungs-
zeitpunkt aufgetretenen Ereignisse mengenorientiert (deterministisch) bearbeitet. Die
Trigger selbst werden instanzorientiert (tupelorientiert) ausgef

uhrt. Betrit eine

Ande-
rungsanweisung eektiv mehrere Fakten, so wird f

ur jedes manipulierte Fakt ein Trigger
gefeuert. Ereignis und gefeuerter Trigger werden zu einer Ausf

uhrungseinheit zusammen-
gefat, dem 'rule-event pair'. Aufgrund gemeinsamer Variablen der Literale im Ereignis-
und Aktionsteil (sicherer Trigger) werden Variablenbindungen f

ur die auszuf

uhrenden Ak-
tionen erzeugt. Trigger-Ereignispaare werden nur ausgef

uhrt, wenn zum Zeitpunkt ihrer
Ausf

uhrung das feuernde Ereignis noch sicher ('safe') ist. Ein Ereignis ist z.B. nicht mehr
sicher, wenn ein kompensierendes Ereignis eingetreten ist, wie z.B. bei Einf

ugungen und
L

oschungen des gleichen Fakts (Nettoeektberechnung).
Die Ausf

uhrung der durch eine Menge von Ereignissen aktivierten Trigger-Ereignis-
paare erfolgt iterativ. Jeder Iterationsschritt ist in drei Phasen unterteilt: 'triggering
phase', 'selection phase', 'execution phase'. Die Schritte werden solange wiederholt, bis
die Menge der Trigger-Ereignispaare leer ist.
1. Aktivierung ('triggering phase'): Aus der Menge der in der Iterationsrunde i aus-
zuf

uhrenden Trigger-Ereignispaare werden die Trigger-Ereignispaare entfernt, die in
der letzten Iterationsrunde i   1 ausgef

uhrt wurden (ereigniskonsumierend). Aus
der Menge der verbliebenen Trigger-Ereignispaare werden zudem die Paare entfernt,
deren Ereignis nicht mehr 'safe' ist (Nettoeektberechnung). F

ur alle Ereignisse seit
der letzten Iterationsrunde i   1 werden Trigger-Ereignispaare gebildet und in die
Menge der auszuf

uhrenden Trigger-Ereignispaare aufgenommen.
2. Selektion ('selection phase'): In einer Iterationsrunde i werden die Trigger-Ereignis-
paare mit der maximalen Priorit

at ausgef

uhrt. Die Priorit

at von Trigger-Ereignis-
paaren ist maximal, gdw. zum aktuellen Zeitpunkt keine anderen Paare aktiviert
sind, deren Priorit

at h

oher ist.
3. Ausf

uhrung ('execution phase'): Die Menge der in einer Iterationsrunde i auszuf

uh-
renden Trigger-Ereignispaare wird deterministisch in drei Schritten auf dem DB-Zu-
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stand F
i 1
der vorangegangenen Iterationsrunde i  1 ausgef

uhrt. Zuerst wird die
Menge der mit den aktuellenWerten der Parameter des feuernden Ereignisses instan-
ziierten

Anderungsanweisungen ermittelt. Die Formeln dieser

Anderungsanweisun-
gen werden auf F
i 1
angewendet. Abschlieend werden die

Anderungen determini-
stisch auf F
i 1
ausgef

uhrt.
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Abbildung 2.3: ActLog-Triggerausf

uhrungsmodell
In Abbildung 2.3 sind die zeitlichen Abl

aufe der Aktivierung und Ausf

uhrung von ActLog-
Triggern skizziert.
2.2 SQL
In diesem Abschnitt werden die Anfrage- und Sichtkonzepte sowie die Integrit

ats- und
DML-Konzepte von SQL3 ausf

uhrlich diskutiert. Aufgrund der vielfachen Verwendung
von SQL bzw. SQL-Dialekten als Sprachen f

ur relationale DB-Systeme kommerzieller
Hersteller gibt es eine Vielzahl von Publikationen zum Thema SQL. Gulutzan/Pelzer
spezizieren in [GP99] den neuen Standard SQL3 anschaulich und mit vielen Praxisbei-
spielen. Date/Darwen denieren in [DD97] SQL2 in sehr

ubersichtlicher Form. Sie gehen
dabei formaler und weniger beispielorientiert vor als andere Autoren. Gro/Weinberg
erl

autern SQL2 in [GW99] hingegen anhand vieler praxisnaher Beispiele. Zudem geben
sie einen

Uberblick

uber Abweichungen verschiedener Implementierungen von den Vor-
gaben des Standards, so z.B. f

ur DB2 V5.2, Oracle V8.0.4, Microsoft SQL Server 7.0,
Informix 7.22.TC2 und viele mehr. Celko vermittelt in [Cel00] einen umfassenden Ein-
blick in SQL2 mit vielen Tips zur performanten Programmierung. Melton/Simon geben
[MS93] f

ur Anwendungsentwickler einen praxisnahen und guten Einblick in SQL2. Im
weiteren orientiere ich mich im wesentlichen direkt an den Publikationen des Standar-
disierungsgremiums zum SQL3-Standard
13
([ANSI99I], [ANSI99II]) bzw. an [GP99] und
soweit SQL3 konform ist zu SQL2 an [DD97]. Sind einige Konzepte gar nicht oder nur
in modizierter Form in kommerziellen DB-Systeme (insbesondere DB/2 V.7.x von IBM,
O8i von Oracle) implementiert worden, so wird explizit darauf hingewiesen.
Vorgehensweise:
Damit SQL und Datalog auf einer gemeinsamen sprachlichen Grundlage er

ortert wer-
den k

onnen, wird f

ur die Denition von SQL das gleiche Vokabular wie bei logikbasier-
ten Sprachen verwendet. In den bisherigen Publikationen werden SQL-Ausdr

ucke immer
13
Zum SQL3-Standard geh

oren f

unf Ver

oentlichungen: 1. Framework, 2. Foundation, 3. Call-Level
Interface (CLI), 4. Persistent Stored Modules (PSM), 5. Host Language Bindings (Bindings).
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in BNF-Syntaxdiagrammen zusammen mit informellen Erl

auterungen der Funktionalit

at
und Restriktionen speziziert. In Funoten werden hier die f

ur SQL-Entwickler bekann-
teren Bezeichner, wie sie bei ANSI ([ANSI99I], [ANSI99II]) und Date/Darwen ([DD97])
verwendet werden, aufgef

uhrt.
Um die nachfolgenden Themen anschaulich diskutieren zu k

onnen, wird SQL3 des
ANSI-Standards in zwei Schritten normalisiert.
1. SQL3-Basisfunktionalit

at:
Im ersten Schritt wird eine SQL3-Basisfunktionalit

at deniert, indem im wesentli-
chen auf Operatoren mit sehr spezieller Funktionalit

at verzichtet wird wie z.B. auf
Aggregatfunktionen und einige Vergleichsoperatoren. Diese Reduktionen zu einer
Art Basis-SQL bedeuten nicht nur eine Einschr

ankung der Syntax sondern teil-
weise auch eine Beschr

ankung der Semantik. Ziel ist es, SQL3 auf eine f

ur die
Diskussion inkrementeller Verfahren im SQL-Kontext (Kapitel 5) relevante und mit
Datalog vergleichbare Funktionalit

at zu beschr

anken. Trotz der Unterschiede zum
SQL3-Standard werden die DB-Objekte im weiteren als SQL3- bzw. SQL-Objekte
bezeichnet.
2. Normalisiertes SQL3 (NSQL):
Ohne die Semantik weiter einzuschr

anken wird die Syntax dieses Basis-SQL3 auf
diejenigen SQL-Operatoren reduziert, f

ur die es Datalog-Operatoren mit entspre-
chender Funktionalit

at gibt. Auf diese Weise werden die Analogien zwischen beiden
Sprachen oensichtlicher und die in Abschnitt 3.2 denierten Transformationsschrit-
te intuitiv verst

andlich. NSQL wird in Abschnitt 3.1 deniert.
Die in den Abschnitten 2.2.1 - 2.2.3 f

ur die Bereitstellung der Basisfunktionalit

at
denierten SQL3-Anfragen, Sichten und Integrit

atsbedingungen sind hinsichtlich der fol-
genden Eigenschaften gegen

uber dem SQL3-Standard eingeschr

ankt:
1. keine Duplikate,
2. keine Aggregatfunktionen und keine Gruppierungsklauseln,
3. keine SQL- und benutzerdenierten Funktionen,
4. keine 'Sondervergleichsoperatoren' auer dem EXISTS-Operator,
5. keine NULL-Zust

ande von Attributen und
keine UNKNOWN-Ergebnisse von Bedingungen.
Wie bereits zu Beginn von Kapitel 2 bemerkt, basiert SQL auf dem Verst

andnis, da
eine Relation eine Multimenge ist. Codd ebenso wie Date weisen in [Codd88] und [DD97]
8.3 auf die Problematik hin, da SQL in diesem Punkt vom relationalen Modell abweicht.
In der Praxis werden Schl

ussel deniert, um die Eindeutigkeit der gespeicherten Tupel zu
garantieren, analog zu der i.d.R. gegebenen Eindeutigkeit der Objekte in der realen Welt.
Somit bedeutet die erste Restriktion keine Beschr

ankung mit wesentlicher praktischer Re-
levanz und es kann in den Ausdr

ucken auf die SQL-Option '[ALLjDISTINCT]' (mit/ohne
Duplikate) verzichtet werden.
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Da Restriktion 2 Aggregatfunktionen (COUNT, SUM, MIN, MAX, AVG, VAR,...) wie auch
Gruppierungsklauseln (GROUP BY, HAVING) ausschliet, sind kumulierende Anfragen im
eingeschr

ankten SQL3 nicht formulierbar. Die Restriktionen 2, 3 und 4 stellen semanti-
sche Einschr

ankungen dar. Da diese Konzepte jedoch nicht zu den Basiskonzepten von
Datalog z

ahlen, sondern als Erweiterungen diskutiert werden ([AH88],[Ull89],[CGH94]),
und es ein Ziel dieser Arbeit ist, die grunds

atzlichen Probleme bei der

Ubertragung inkre-
menteller Verfahren aus dem Datalog-Kontext nach SQL zu diskutieren, bleiben solche
Spezialeigenschaften unber

ucksichtigt. SQL verf

ugt

uber eine Vielzahl von Vergleichs-
operatoren
14
mit einer zum Teil sehr speziellen Semantik (BETWEEN, IN, LIKE, IS, ANY,
SOME, ALL, EXISTS, UNIQUE, MATCH, OVERLAPS, SIMILAR, DISTINCT, TYPE). Date de-
niert die Semantik vieler dieser Operatoren auf der Basis arithmetischer Vergleichsopera-
toren ([DD97] 12). Viele Sonderoperatoren
15
sind zudem redundant zueinander wie z.B.
=ANY, IN, EXIST oder 6=ALL, NOT IN, NOT EXIST mit denen (Nicht-)Elementbeziehungen
formuliert werden k

onnen. Operatoren, wie z.B. LIKE, UNIQUE, MATCH, SIMILAR, TYPE,
DISTINCT, verf

ugen

uber eine so spezielle Semantik, da Datalog um entsprechende Funk-
tionen erweitert werden m

ute. Von diesen speziellen Operatoren wird im weiteren nur
der EXISTS-Operator verwendet.
Da die Ber

ucksichtigung von unbekannten Attributwerten (NULL/UNKNOWN)
16
nur
bei der Auswertung von Bedingungen und der Interpretation ihrer Ergebnisse relevant
ist, diese aber keinen Einu auf Verfahren der

Anderungspropagierung nehmen, werden
sie hier nicht weiter ber

ucksichtigt (Restriktion 5).
Die in Abschnitt 2.2.4 denierte SQL-

Anderungssprache ist nur insofern gegen

uber
der des SQL-Standards eingeschr

ankt, als da Basis-SQL-Formeln in den bedingten An-
weisungen zugelassen sind. Das Transaktionskonzept des SQL-Standards hingegen wird
unver

andert

ubernommen, ebenso wie das SQL-Triggerkonzept in Abschnitt 2.2.5. F

ur
die Anfragen, Sichten und Integrit

atsbedingungen wird in den nachfolgenden Abschnitten
nur die Syntax nicht aber die Semantik deniert. Die Semantik dieser SQL-Ausdr

ucke er-
gibt durch die in Abschnitt 3.2.2 formulierten Transformationen in semantisch

aquivalente
Datalog-Ausdr

ucke, deren Semantik in Abschnitt 2.1.2 deniert ist. Da den Transfor-
mationsvorschriften NSQL zugrunde liegt, stellt keine Einschr

ankung dar, da NSQL ge-
gen

uber Basis-SQL nur syntaktisch normalisiert ist. Auf die Redundanzen zwischen den
verschiedenen SQL-Ausdr

ucken wird explizit hingewiesen. Beispiele f

ur SQL-Sichten und
ASSERTIONs werden auch erst f

ur NSQL in Abschnitt 3.1 modelliert.
2.2.1 Anfragen
Anders als beim bereichskalk

ulbasierten Datalog, wo Variablen die Werte einzelner At-
tribute einer Relation (Bereichsvariablen) repr

asentieren, stehen Variablen
17
im tupel-
kalk

ulbasierten SQL f

ur ganze Tupel. Eine SQL-Tupelvariable ist eine alphanumeri-
14
[ANSI99II] 8: <predicate>, [DD97] 12: simple condition
15
Bzgl. NULL-wertiger Operanden f

uhren diese Operatoren teilweise zu unterschiedlichen Ergebnissen.
Eine sehr fundierte Diskussion dieser Problematik f

uhrt Date in [DD97] 12, 16.
16
Das SQL-NULL-Konzept wird in [Klein97], [KK93], [Date86], [Codd86], [Codd87], [Codd88] sehr
kritisch diskutiert. Date gibt in [DD97] 16.6 die Empfehlung 'Avoid nulls.'.
17
[ANSI99II] 7.6: <correlation name>, [DD97] 11: range-variable; In SQL werden entweder die Rela-
tionssymbole selbst oder Aliasnamen f

ur Relationen als Tupelvariablen verwendet.
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sche Zeichenkette mit bis zu 128 Zeichen. Als Sonderzeichen ist ' ' und eine Indizierung
18
der Namen zugelassen. Ein SQL-Term ist eine Konstante a,b,c,..,1,2,3,... oder ein
Attributterm T
R
:A , wobei T
R
eine Tupelvariable bezeichnet und A ein Attribut der
Relation, an die T
R
gebunden ist.
Anders als in Datalog, wo zwei Arten atomarer Formeln (DB- und Vergleichsatome) be-
kannt sind, beschr

ankt sich der Begri der atomaren Formel in SQL auf Vergleichsatome.
Die Typisierung der Tupelvariablen erfolgt in der FROM-Klausel von SELECT-Ausdr

ucken
bzw. in Join-Ausdr

ucken.
Denition 2.2.1 (Atomare SQL-Formel)
Eine atomare SQL-Formel (SQL-Atom) ist ein Ausdruck der Form
t
i
 t
j
,
wobei t
i
; t
j
Terme sind und  eines der Vergleichssymbole '=; >;<;;; 6=
19
'.
Denition 2.2.2 (SQL-Formel)
1. Die aussagelogischen Konstanten TRUE und FALSE
20
sind SQL-Formeln
21
.
2. Jede atomare SQL-Formel ist eine SQL-Formel.
3. Sind F; F
1
; F
2
SQL-Formeln, dann ist jeder Ausdruck der Form
( F
1
AND F
2
) ( F
1
OR F
2
) NOT ( F )
eine SQL-Formel.
4. Ist Q eine SQL-Anfrage
22
, dann ist jede existenzquantizierte SQL-Anfrage
EXISTS ( Q ) NOT EXISTS ( Q )
eine SQL-Formel.
F

ur die Darstellung eines Fakts fehlen im SQL-Standard die Vorgaben. Da auch in
SQL verschiedentlich positionelle Schreibweisen verwendet werden, wird im weiteren die
aus Datalog bekannte Notation auch f

ur SQL-Fakten verwendet.
18
Eine Indizierung ist im SQL-Standard nicht zul

assig. F

ur die Symbole von Tupelvariablen gelten in
SQL die gleichen Restriktionen wie f

ur die Bezeichner von Schemaobjekten der Relationen, Attributen,
Assertions,... ([ANSI99II] 4.2, 5.2, [DD97] 3.4)
19
Ungleichheit wird in SQL nicht durch '6=' ausgedr

uckt, sondern durch '<>' oder ' !='. Der Einfachheit
halber wird das bereits in Datalog eingef

uhrte und in der Mathematik weit verbreitete Symbol aber
beibehalten.
20
Da NULL-wertige Operanden in SQL zul

assig sind, ist als dritter Wahrheitswert UNKNOWN de-
niert. Da NULL-Werte in dieser Arbeit nicht weiter ber

ucksichtigt werden, wird auf die Einf

uhrung einer
dreiwertigen Logik verzichtet.
21
[ANSI99II] 8: <search condition>, [DD97] 12: conditional expression
22
[ANSI99II] 7.12: <query epression>, [DD97] 11: table expression
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Denition 2.2.3 (SQL-Anfrage)
1. Jeder SF-Ausdruck
23
der Form
SELECT t
1
; : : : ; t
n
FROM R
1
AS T
1
; : : : ; R
m
AS T
m
ist eine SQL-Anfrage,
wobei t
1
; : : : ; t
n
SQL-Terme sind (n  1). R
1
; : : : ; R
m
sind die Symbole von Basis-
relationen, Sichten, Hilfssichten und T
1
; : : : ; T
m
sind die ihnen zugeordneten SQL-
Tupelvariablen
24
(m  1). Als Tupelvariablen werden in den Termen t
1
; : : : ; t
n
ausschlielich die Tupelvariablen T
1
; : : : ; T
m
verwendet.
2. Jeder SFW-Ausdruck
25
der Form
SF WHERE F
ist eine SQL-Anfrage,
wobei SF ein SF-Ausdruck und F eine SQL-Formel ist. In F treten nur Terme
auf, deren Tupelvariablen in der FROM-Liste des SF-Ausdrucks gebunden sind oder
in einer

ubergeordneten Anfrage, falls der SFW-Ausdruck eine Unteranfrage ist
(correlated subquery).
3. Jeder JO-Ausdruck
26
der Form
R
1
join operator R
2
R
1
AS T
1
join type JOIN R
2
AS T
2
ON F
ist eine SQL-Anfrage,
wobei R
1
und R
2
Relationssymbole sind oder geklammerte Anfrageausdr

ucke der
Form (Q). Zul

assige Join-Operatoren sind CROSS JOIN, NATURAL join type JOIN,
UNION JOIN. 'join type' bezeichnet die Art der Join-Verkn

upfung n

aher: INNER,
OUTER LEFT, OUTER RIGHT, OUTER FULL. F ist eine SQL-Formel, in der als Tu-
pelvariablen nur die beiden Tupelvariablen T
1
und T
2
auftreten.
4. Jeder SO-Ausdruck
27
der Form
Q
1
set operator Q
2
23
[ANSI99II] 7.11: <query specication>, [DD97] 11.6: select expression. Die beiden in SQL optionalen
GROUP BY-, HAVING-Klauseln, die i.d.R. zusammen mit Aggregatfunktionen verwendet werden, sind
nicht Gegenstand dieser Arbeit.
24
In SQL ist die Verwendung von Tupelvariablen (Aliasnamen) optional. Um hervorzuheben, da die
SELECT-Ausdr

ucke auf dem TRC basieren, ist ihre Verwendung im weiteren zwingend.
25
[ANSI99II] 7.11: <query specication>, [DD97] 11.6: select expression.
26
[ANSI99II] 7.7: <joined table>, [DD97] 11.2: join-table-expression
27
[ANSI99II] 7.12: <non-join query expression>, [DD97] 11.4: nonjoin table expression.
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ist eine SQL-Anfrage,
wobei Q
1
und Q
2
SQL-Anfragen sind, die nicht vom Typ einer WITH-Anfrage sind.
Die Anzahl der Attribute der Ergebnislisten der beiden Anfragen mu identisch sein
(vereinigungskonforme Struktur)
28
. 'set operator' bezeichnet einen der drei Mengen-
operatoren: UNION (Vereinigung), EXCEPT (Dierenz), INTERSECT (Durchschnitt).
5. Jeder WITH-Anfrageausdruck
29
der Form
WITH [ RECURSIVE ] S
1
; : : : ; S
n
Q
ist eine SQL-Anfrage,
wobei S
1
; : : : ; S
n
Hilfssichten (Denition 2.2.4) sind und Q eine SQL-Anfrage, die
nicht vom Typ eines WITH-Anfrageausdrucks ist (n  1). Als Relationssymbole sind
in den Anfrageausdr

ucken der Hilfssichten S
1
; : : : ; S
n
und in Q neben denen der
persistenten Relationen auch die Sichtsymbole von S
1
; : : : ; S
n
zul

assig. Die RECUR-
SIVE-Option ist nur notwendig, wenn die Hilfssichten S
1
; : : : ; S
n
rekursiv sind.
SF-Ausdr

ucke werden auch als unbedingte und SFW-Ausdr

ucke als bedingte Anfragen
bezeichnet. Diese beiden Anfragearten werden wiederum als SELECT-Ausdr

ucke mit op-
tionaler WHERE-Klausel bezeichnet.
Die Struktur der Ergebnismenge einer Anfrage wird je nach Anfragetyp unterschied-
lich deniert. Bei SF/SFW-Ausdr

ucken wird sie durch die SQL-Terme der SELECT-Liste
(t
1
; : : : ; t
n
) bestimmt. Bei einem SO-Ausdruck ist der erste Operand bestimmend hinsicht-
lich der Attributsymbole der Ergebnisliste. Die Ergebnismengen beider Operanden sind
vereinigungskonform. Handelt es sich um ein Relationssymbol, so ist die Attributliste
der Relation auch die Ergebnisliste des Operanden. Die Ergebnisliste eines JO-Ausdrucks
wird durch die Verkettung der Ergebnislisten beider Operanden in Analogie zum Kreuz-
produkt in der RA gebildet. Die Ergebnisliste einer WITH-Anfrage ist die Ergebnisliste
der Anfrage Q.
Aufgrund der syntaktischen Restriktionen, da das Ergebnistupel einer Anfrage bzw.
Sicht immer

uber mindestens ein Attribut verf

ugen mu, und da EXISTS(Q) nur eine For-
mel, nicht aber eine Anfrage ist, sind parameterlose Anfragen in SQL nicht formulierbar.
Sie k

onnen nur mittels existenzquantizierter Unteranfragen in einer Formel simuliert
werden. Da parameterlose Anfragen keine zus

atzlichen Schwierigkeiten f

ur

Anderungs-
propagierungsverfahren bedeuten, werden sie auch nicht in NSQL eingef

uhrt.
Syntaktisch sind zwei Arten von SQL-Anfragen zu unterscheiden, die TRC-basierten
SELECT-Ausdr

ucke und die RA-basierten SO-/JO-Ausdr

ucke. Die Abbildung der JOIN-
Operatoren auf die aus der RA bekannten Join-Operatoren kann unmittelbar erfolgen
und ist trivial. Date zeigt in [DD97] 11.2 wie die JOIN-Operatoren durch SELECT-Ausdr

u-
cke formuliert werden k

onnen, indem er die SELECT-Ausdr

ucke zur Semantik-Denition
28
Da in SQL f

ur jedes Attribut der Datentyp und die Attributl

ange speziziert wird (Sortenrestriktion),
beinhaltet der Begri der 'Vereinigungskonformit

at' zudem die Forderung der kompatiblen Datentypen
und Datenl

angen der Attribute.
29
[ANSI99II] 7.12: <query expression>, [DD97] 11: table expression. Da sich [DD97] noch auf SQL2
bezieht, fehlt die WITH-Klausel und die M

oglichkeit, rekursive (Hilfs-)Sichten und Anfragen zu denieren.
Der SQL2-table expression entspricht dem SQL3-query expression body.
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der JO-Ausdr

ucke verwendet. Aufgrund ihrer semantischen Redundanz zu SELECT-Aus-
dr

ucken werden JO-Ausdr

ucke nicht weiter betrachtet. NSQL beschr

ankt sich syntak-
tisch auf Anfragen in Form von SELECT- und SO-Ausdr

ucken. Welche Bedeutung DBS-
Hersteller dieser syntaktisch vereinfachten Schreibweise der JO-Ausdr

ucke beimessen, zeigt
sich u.a. beim Oracle DB-System, wo diese Anfrageteilausdr

ucke nicht implementiert wor-
den sind. Bei der DB2 sind sie nur als geschachtelte Unteranfragen in der FROM-Liste
eines SELECT-Ausdrucks zugelassen.
2.2.2 Sichten
Sichten in SQL sind immer virtuelle Sichten, da dem Standard ein Konzept materialisier-
ter Sichten fehlt.
30
Denition 2.2.4 (SQL-Sicht)
Jeder Ausdruck der Form
S ( A
1
; : : : ; A
n
) AS Q
ist eine SQL-Sicht,
wobei S Sichtsymbol ist und A
1
; : : : ; A
n
Attributsymbole (n  1). Q ist eine SQL-Anfrage.
Die Anzahl n der Attribute der Sicht mu identisch sein mit der Anzahl der Terme der
Ergebnisliste der Anfrage Q.
Die Zuordnung zwischen den Termen der Ergebnisliste der SQL-Anfrage Q und den
Attributen der Sicht erfolgt gem

a der in der Sichtdenition spezizierten Reihenfolge
(positionelle Darstellung). Parameterlose Sichten sind anders als in Datalog nicht formu-
lierbar. Eine solche Sichtspezikation stellt in SQL keinen eigenst

andigen Befehl dar. Sie
kann zur Spezikation einer Hilfssicht in der WITH-Klausel eines Anfrageausdrucks ver-
wendet werden. Zudem kann eine virtuelle Sicht mittels des DDL-Befehls CREATE VIEW
als persistentes Schemaobjekt in einem DB-System deniert werden.
CREATE [ RECURSIVE ] VIEW S ( A
1
; : : : ; A
n
) AS Q
Die RECURSIVE-Option mu nur f

ur rekursive Sichten speziziert werden. Rekursive
Sichten
31
k

onnen in SQL sowohl als persistente wie auch als Hilfssichten deniert werden.
Die Verankerung der Rekursion mu mittels UNION-Operator in mindestens einer der be-
teiligten Sichten deniert werden. Mengenoperatoren, die nicht der Verankerung dienen,
sind nicht zugelassen.
Beispiel 2.2.5 (Rekursion)
Spezikation der transitiven H

ulle p einer Relation r:
 Datalog: p(X; Y )  r(X; Y ) { Verankerung
p(X; Y )  r(X;Z) ^ p(Z; Y ) { lineare Rekursion
30
In Abschnitt 5.4 wird das SQL-Sichtenkonzept um materialisierte Sichten erg

anzt.
31
[ANSI99II] 7.12: potentially recursive <with clause>, [DD97] F.3: recursive table expression, [GP99]
32: recursive union, wobei lt. Date und Celko dieser Begri ein vom Standardisierungsgremium verwor-
fenes Rekursionskonzept bezeichnet.
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 SQL mit rekursiver Sicht p:
p(a
1
; a
2
) AS SELECT t
r
:a
1
; t
r
:a
2
FROM r AS t
r
{ Verankerung
UNION
SELECT t
r
:a
1
; t
p
:a
2
{ lineare Rekursion
FROM r AS t
r
, p AS t
p
WHERE t
p
:a
2
= t
r
:a
1
 SQL mit rekursiven Hilfssichten:
p(a
1
; a
2
) AS WITH RECURSIVE
h(a
1
; a
2
) AS SELECT t
r
:a
1
; t
r
:a
2
FROM r AS t
r
UNION
SELECT t
r
:a
1
; t
h
:a
2
FROM r AS t
r
; h AS t
h
WHERE t
h
:a
2
= t
r
:a
1
SELECT t
h
:a
1
; t
h
:a
2
FROM h AS t
h
.
In SQL sind ausschlielich linear rekursive
32
Sichten zugelassen.
1. Seien S
i
; S
j
; S
k
von einander rekursiv abh

angige Sichten. S
i
; S
j
; S
k
sind linear re-
kursiv, gdw. jede der rekursiv abh

angigen Sichten in ihrem Anfrageausdruck jeweils
nur von h

ochstens einer anderen Sicht rekursiv abh

angt.
2. Seien S
i
; S
j
; S
k
von einander rekursiv abh

angige Sichten und treten S
j
und S
k
in
der Spezikation von S
i
auf. S
i
; S
j
; S
k
sind linear rekursiv, gdw. S
j
und S
k
we-
der in der FROM-Klausel noch gemeinsam in einer Unteranfrage auftreten (nur in
'unabh

angigen' Unteranfragen).
Aufgrund der Restriktion der linearen Rekursion k

onnen nachfolgende nicht lineare Datalog-
Regeln nicht als SQL-Sicht formuliert werden.
Beispiel 2.2.6 (Nichtlineare Rekursion)
Spezikation der transitiven H

ulle p einer Relation r:
 Datalog: p(X; Y )  r(X; Y ) { Verankerung
p(X; Y )  p(X;Z) ^ p(Z; Y ) { nicht lineare Rekursion.
Der in Datalog verwendete Begri der linearen Rekursion ist restriktiver und schliet
das mehrfache Auftreten rekursiv abh

angiger Regeln im Regelrumpf grunds

atzlich aus
(entspricht in SQL Punkt 1). Im Datalog-Kontext sind f

ur linear rekursive Regelmengen
eine Reihe von Optimierungen bei verschiedenen Problemstellungen entwickelt worden
(u.a. semi-naive Auswertung [CGT90] 8.4). Der Unterschied in beiden Denitionen ist so
gravierend, da analysiert werden mu, ob die Optimierungsstrategien aus dem Datalog-
Kontext korrekt in SQL anwendbar sind.
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[ANSI99II] 7.12 Punkt 1)g). Zudem ist lineare Rekursion eine der Einschr

ankungen hinsichtlich der
Verwendbarkeit der <search clause> (Punkt 1)g + h)), die hier nicht weiter er

ortert wird.
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IBM hat bislang als einziger DBS-Hersteller dieseWITH-Option und damit das Konzept
der (rekursiven) Hilfssichten implementiert. Gro/Weinberg erl

autern dieses Konzept in
[GW99] detaillierter.
Die f

ur Datalog in Abschnitt 2.1.1 eingef

uhrten Denitionen der Mengen von Basisrela-
tions- und Sichtsymbolen rel(R), rel
body
(R), rel
head
(R), rel
edb
(R), rel
idb
(R), rel
virt
(R),
rel
mat
(R), rel
help
(R) gelten f

ur SQL analog. R repr

asentiert eine SQL-Sichtdenition
oder ASSERTION und R eine Menge der Sichtdenitionen und ASSERTIONs. F

ur die Men-
ge der Symbole materialisierter Sichten gilt, da rel
mat
(R)= ;.
Im Datalog-Kontext wird eine Diskussion

uber die Bereichsbeschr

ankung von Regeln
und Anfragen (Denitionen 2.1.5, 2.1.8) gef

uhrt. In SQL ist diese Problematik f

ur Anwen-
der nicht ersichtlich. In den Kapiteln 7, 8, 11.21 in [ANSI99II] werden die erforderlichen
syntaktischen Restriktionen f

ur Anfragen, Bedingungen und Sichtdenitionen formuliert,
die sicherstellen, da keine unsicheren SQL-Anfragen/Sichten syntaktisch g

ultige SQL-
Ausdr

ucke sind. In diesem Zusammenhang wird der Begri der Sicherheit bzw. Bereichs-
beschr

ankung nicht erw

ahnt, noch werden Gr

unde f

ur diese Einschr

ankungen genannt.
Die nachfolgend aufgef

uhrten syntaktischen Restriktionen f

ur eine g

ultige SQL-Anfrage
gew

ahrleisten die Bereichsbeschr

ankung dieser Anfrage.
1. Alle in einer Anfrage verwendeten Tupelvariablen m

ussen in der FROM-Liste an eine
Relation gebunden sein (g

ultige Tupelvariable).
2. Alle in einer Anfrage verwendeten Terme sind entweder Konstanten oder Attribut-
terme mit einer g

ultigen Tupelvariablen.
3. In der FROM-Liste kann Negation nicht auftreten.
Die Punkte 1 und 2 w

urden in Datalog gew

ahrleisten, da keine Bereichsvariablen ohne
Bindung in DB-Atomen auftreten, und Punkt 3, da die Bindung mit mindestens einem
positiven DB-Atomen erfolgt. Liegt einer Sicht eine bereichsbeschr

ankte Anfrage zugrun-
de, so ist die Sicht auch bereichsbeschr

ankt. Eine syntaktisch korrekte SQL-Anfrage/Sicht
kann nur in eine sichere Datalog-Anfrage/Sicht transformiert werden (Abschnitt 3.2).
Aus Gr

unden der Vollst

andigkeit sei auf zwei neue Anfrage-Klauseln in SQL3 hingewie-
sen, die jedoch

uber keine Relevanz f

ur das Thema dieser Arbeit verf

ugen. Mit der <search
clause> kann die Suchreihenfolge (Traversierung) f

ur die Bearbeitung rekursiver Anfragen
speziziert werden: Tiefensuche (depth rst) oder Breitensuche (breadth rst). Mit der
<cycle clause> k

onnen f

ur den Fall, da Duplikate auftreten, Terminierungsereignisse f

ur
die Bearbeitung rekursiver Anfragen formuliert werden.
2.2.3 Integrit

atsbedingungen
Ausschlielich statische Integrit

atsbedingungen sind denierbar. In den Formeln der Be-
dingungen fehlen die syntaktischen Konstrukte
33
, um auf den Zustand vor und nach einem
Manipulationsereignis zugreifen zu k

onnen. Werden SQL-Integrit

atsbedingungen gem

a
der Art ihrer Denition klassiziert, so werden vier Klassen unterschieden.
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Solche Referenzvariablen/-relationen stehen seit SQL3 im Bedingungs- und Aktionsteil von Trig-
gern zur Verf

ugung. Zur Formulierung dynamischer Integrit

atsbedingungen wird daher auf das aktive
Regelkonzept (Trigger) von SQL3 verwiesen (Abschnitt 2.2.5).
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1. Dom

anen-Constraint ('domain constraint'): CHECK-Bedingung
2. Attribut-Constraint ('column constraint'): NOT NULL
34
, PRIMARY KEY, UNIQUE
KEY, FOREIGN KEY, CHECK-Bedingung
3. Basisrelationen-Constraint ('table constraint'): PRIMARY KEY, UNIQUE KEY,
FOREIGN KEY, CHECK-Bedingung
4. ASSERTION: CHECK-Bedingung
Dom

anen- und Attribut-Constraints sind Integrit

atsbedingungen, die den Wert nur
eines Attributs beschr

anken. Da beide Constraint-Arten abk

urzende Notationen f

ur
Basisrelationen{Constraints darstellen, wird auf ihre Denition verzichtet. Der Nachweis,
da jedes Dom

anen- als Attribut-Constraint sowie jedes Attribut- als Basisrelationen{
Constraint und letztlich jedes Basisrelationen{Constraint (ohne Fehlerkorrektur) als AS-
SERTION formulierbar ist, wird bereits im Dokument des SQL-Standards
35
gef

uhrt. Dort
wird die Semantik dieser Constraints auf die Semantik von ASSERTIONs zur

uckgef

uhrt.
Somit bedeutet die Beschr

ankung der Basis-SQL- und NSQL-Integrit

atsbedingungen (Ab-
schnitt 3.1) keinen Verlust an Ausdruckskraft. Obwohl auch Basisrelationen-Constraints
semantisch redundant zu ASSERTIONs sind, werden sie in diesem Abschnitt trotzdem
diskutiert, um einigen Unklarheiten und Miverst

andnissen aus der Sekund

arliteratur
zu begegnen. Sie werden jedoch nur informell eingef

uhrt. Die inkrementellen Inte-
grit

atspr

ufungsverfahren in Kapitel 5 werden ausschlielich f

ur ASSERTIONs diskutiert.
ASSERTIONs sind die einzigen SQL-Integrit

atsbedingungen, die als eigenst

andige DB-
Objekte erzeugt werden (CREATE ASSERTION). Als Bedingung einer ASSERTION ist eine
SQL-Formel zugelassen. Wenig intuitiv ist die Formulierung von Allaussagen als ASSER-
TIONs, da in SQL kein Allquantor-Symbol
36
zur Verf

ugung steht, und eine Allaussage
explizit mittels eines negiertem EXISTS-Operators formuliert werden mu.
Denition 2.2.7 (SQL-ASSERTION)
Jeder Ausdruck der Form
IC CHECK (F ) check time clause
ist eine SQL-ASSERTION
37
,
wobei IC ein ASSERTION-Symbol und F eine SQL-Formel ist. check time clause spezi-
ziert den Pr

ufungszeitpunkt:
INITIALLY f DEFERRED j IMMEDIATE g.
35
ANSI-Standard: [ANSI99II] 11; Date: [DD97] 14; Melton/Simon: [MS93] 10.3, S. 211, [BMP01]
36
In der Literatur wird teilweise der Vergleichsoperator '=ALL' als Allquantor bezeichnet. Mit diesem
Operator kann zwar eine Allaussage formuliert werden, es handelt sich dabei aber um einen bin

aren
Operator. Die aus der Pr

adikatenlogik bekannten Formulierungen mit un

aren Quantoren lassen sich nur
schwer lesbar in bin

are Vergleiche transformieren.
37
In der Literatur werden die Begrie Integrit

atsbedingung, Constraint und Assertion vielfach syn-
onym verwendet. Im SQL-Kontext wird mit dem Begri ASSERTION aber nur diese Form einer Inte-
grit

atsbedingung bezeichnet.
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Anders als im Datalog-Kontext sind in SQL zwei Integrit

atspr

ufungszeitpunkte zul

assig,
IMMEDIATE und DEFERRED. Mit IMMEDIATE wird der Zeitpunkt unmittelbar nach der
Ausf

uhrung einer

Anderungsanweisung bezeichnet und mit DEFERRED der Zeitpunkt
zum Transaktionsende (COMMIT-Anweisung). Zum IMMEDIATE-Pr

ufungszeitpunkt sind
bereits alle von der aktuellen

Anderungsanweisung betroenen Basisfakten manipuliert
und die relevanten Integrit

atsbedingungen werden reihenfolgeunabh

angig gepr

uft. Der
w

ahrend des Schemaentwurfs denierte Pr

ufungszeitpunkt kann w

ahrend einer Transak-
tion umgesetzt werden, wenn dies nicht explizit bei der Denition ausgeschlossen wurde.
Im weiteren wird jedoch vorausgesetzt, da der zur Schemaentwurfszeit spezizierte Pr

u-
fungszeitpunkt unver

anderlich ist.
Da eine SQL-Transaktion eine Folge von

Anderungsanweisungen ist, wird bei einem
Integrit

atsfehler jeweils zum letzten konsistenten (Zwischen-)Zustand zur

uckgerollt. Im
Rahmen einer IMMEDIATE-Pr

ufung wird mit dem Zur

uckrollen nur der fehlerverursachen-
den

Anderungsanweisung reagiert (lokales ROLLBACK) und im Rahmen einer DEFERRED-
Pr

ufung mit dem Zur

uckrollen der gesamten Transaktion ((globales) ROLLBACK). Der
Vorgang des Zur

uckrollens schliet neben allen direkt durch Anwender manipulierten
Fakten auch die durch FOREIGN KEY-Korrekturen oder durch Trigger manipulierten Fak-
ten mit ein. Im SQL-Kontext gilt die Eigenschaft der atomaren Ausf

uhrung nicht nur
f

ur Transaktionen mit ihren DEFERRED-Pr

ufungen sondern auch f

ur eine einzelne

Ande-
rungsanweisung mit ihren IMMEDIATE-Pr

ufungen.
Drei vordenierte Schl

usselbedingungen und das sogenannte CHECK-Constraint werden
unterschieden.
1. UNIQUE KEY: CONSTRAINT IC UNIQUE ( A
1
; : : : ; A
n
)
Die Attribute A
1
; : : : ; A
n
(n  1) bilden einen Eindeutigkeitsschl

ussel.
2. PRIMARY KEY: CONSTRAINT IC PRIMARY KEY ( A
1
; : : : ; A
n
)
Die Attribute A
1
; : : : ; A
n
(n  1) bilden den Prim

arschl

ussel
38
der Basisrelation.
3. FOREIGN KEY: CONSTRAINT IC FOREIGN KEY ( A
1
; : : : ; A
n
)
REFERENCES R( A
R
1
; : : : ; A
R
n
)
[ ON UPDATE referential action ]
[ ON DELETE referential action ]
Zwischen den Attributen A
1
; : : : ; A
n
der zugeh

origen Basisrelation und den Attri-
buten A
R
1
; : : : ; A
R
n
der referenzierten Basisrelation R wird eine Fremdschl

usselbe-
ziehung deniert. Die ON UPDATE-/ON DELETE-Klauseln sind optional und spe-
zizieren die Reaktionen des DB-Systems auf einen Integrit

atsfehler. Zugelassene
Reaktionen (referential action) sind: CASCADE, SET NULL, SET DEFAULT, RESTRICT,
NO ACTION.
4. CHECK: CONSTRAINT IC CHECK ( F )
F ist eine SQL-Formel, in der die Attributsymbole der zugeh

origen Basisrelation als
Terme ohne Tupelvariable auftreten.
38
F

ur PRIMARY KEY-Attribute sind keine NULL-Werte zul

assig (implizite NOT NULL-Bedingung).
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Im Gegensatz zu ASSERTIONs sind Basisrelationen-Constraints keine eigenst

andigen
DB-Objekte und werden im Rahmen eines CREATE TABLE-Befehls mit der CONSTRAINT-
Klausel speziziert. Ihre Existenz ist unmittelbar mit der zugeh

origen Basisrelation ver-
kn

upft. F

ur eine Basisrelation sind mit Ausnahme des PRIMARY KEYs, der maximal ein-
mal deniert werden kann, von jeder Constraint-Art beliebig viele Integrit

atsbedingungen
denierbar. Alle Constraint-Klauseln sind optional um die Angabe des Pr

ufungszeitpunkts
(check time clause) erweiterbar. FOREIGN KEY-Constraints erweitern das Konzept der
Integrit

atspr

ufung ('integrity checking') um die M

oglichkeit zur Fehlerkorrektur ('integri-
ty repair'). Mittels der CASCADE-Option werden bei L

oschungen und Modikationen von
Tupeln der referenzierten Basisrelation alle abh

angigen Tupel gel

oscht. Ist SET NULL /
SET DEFAULT speziziert, dann werden f

ur alle abh

angigen Tupel die Werte der Attribute
A
1
; :::; A
n
durch NULL oder durch den ihnen zugeordneten DEFAULT-Wert ersetzt. Bei der
RESTRICT / NO ACTION-Option werden keine fehlerkorrigierenden Aktionen sondern ein
ROLLBACK ausgef

uhrt.
Beispiel 2.2.8 (SQL-Integrit

atsbedingungen)
Seien die Basisrelationen p mit zwei Attributen und q mit einem Attribut gegeben. In den
verschiedenen DB-Sprachen wird eine Fremdschl

usselbeziehung wie folgt deniert:
 Pr

adikatenlogik: 8X; Y : p(X; Y ) ) q(Y )
 Datalog: ic  : h; h  p(X; Y ) ^ : q(Y );
 FK f

ur p: FOREIGN KEY (a
2
) REFERENCES q(a
1
)
 CHECK f

ur p: CHECK ( EXISTS ( SELECT t
q
:a
1
FROM q AS t
q
WHERE t
q
:a
1
= a
2
))
 ASSERTION: CHECK ( NOT EXISTS (
SELECT t
p
:a
1
; t
p
:a
2
FROM p AS t
p
WHERE NOT EXISTS ( SELECT t
q
:a
1
FROM q AS t
q
WHERE t
q
:a
1
= t
p
:a
2
))).
Die Formeln von CHECK-Bedingungen, deniert als ASSERTIONs oder als Basisrelatio-
nen-Constraints (CHECK-Constraints), unterscheiden sich syntaktisch deutlich. Die For-
mel F einer ASSERTION ist eine g

ultige SQL-Formel (Denition 2.2.2) in der jeder Attri-
butterm

uber eine Tupelvariable verf

ugt, die an eine Relation gebunden ist. Die Formel
F eines CHECK-Constraints wird als implizit allquantiziert angenommen und die Attri-
bute der zugeh

origen Basisrelation treten in F ohne explizite Quantizierung und ohne
Bindung an eine Tupelvariable auf. Aufgrund der impliziten Allquantizierung stellen sie
Kurzschreibweisen von ASSERTIONs mit f

uhrendem NOT EXISTS-Operator dar.
Die semantischen Unterschiede zwischen ASSERTIONs und CHECK-Constraints sind hin-
gegen nicht so oensichtlich. Bei genauerer Betrachtung wird jedoch deutlich, da zwar
jedes CHECK-Constraint als ASSERTION ausgedr

uckt werden kann, dies aber im umge-
kehrten Fall nur f

ur ASSERTIONs m

oglich ist, die Allaussagen sind. Infolge der implizi-
ten Allquantizierung einer CHECK-Constraint-Formel sind Formeln mit einem f

uhrenden
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Existenzquantor nicht als CHECK-Constraint sondern nur als ASSERTION formulierbar.
Die Pr

ufungen einer existenzquantizierten ASSERTION und eines entsprechend formu-
lierten CHECK-Constraints liefern unterschiedliche Ergebnisse, wenn die zum Constraint
zugeh

orige Basisrelation leer ist. Aufgrund der impliziten f

uhrenden Allquantizierung
ist das Ergebnis der Anwendung des CHECK-Constraints auf einer leeren Menge TRUE
und die Anwendung der ASSERTION aufgrund des f

uhrenden EXISTS-Operators FALSE.
Die Unterschiede und Gemeinsamkeiten zwischen ASSERTIONs und Constraints werden
ausf

uhrlich von Behrend et.al. in [BMP01] und Date in [DD97] er

ortert.
Neben der Fragestellung, wie sich CHECK-Constraints und ASSERTIONs semantisch un-
terscheiden, werden in der Sekund

arliteratur zwei weitere Fragen teilweise nicht oder auch
widerspr

uchlich beantwortet. Diese Problemstellungen werden ausf

uhrlich von Behrend
et.al. in [BMP01] er

ortert und anhand vieler Zitate belegt. Ebenfalls ausf

uhrliche und
korrekte Antworten gibt Date in [DD97].
 Sind multirelationale CHECK-Formeln, ASSERTIONs zul

assig?
Im Standard ([ANSI99II] 11.9) sind f

ur die Formel F eines CHECK-Constraints oder
einer ASSERTION keine Einschr

ankungen formuliert. Gegenteilige Annahmen
39
er-
scheinen vor dem Hintergrund der funktional beschr

ankten Implementierungen in
DB-Systemen kommerzieller Hersteller (Oracle, DB2 u.v.m.) plausibel. Mit den
dort zul

assigen CHECK-Formeln k

onnen keine Vergleiche mit Attributwerten durch-
gef

uhrt werden, die in (anderen) Basisrelationen gespeichert sind.
 Sind SQL-Integrit

atsbedingungen auf Sichten zul

assig?
Die Formeln von Constraints und ASSERTIONs k

onnen sehr wohl Sichten referen-
zieren. Ein Constraint kann jedoch nur mittels eines CREATE TABLE-Befehls nicht
aber mittels eines CREATE VIEW-Befehls erzeugt werden. Somit k

onnen die vorde-
nierten SQL-Schl

usselbedingungen (UNIQUE, PRIMARY, FOREIGN KEY) nicht f

ur
Sichten deniert werden
40
und m

ussen daher sehr aufwendig (und fehleranf

allig)
mittels ASSERTIONs simuliert werden. Zudem ist die Auszeichnung eines Eindeu-
tigkeitsschl

ussels als Prim

arschl

ussel f

ur Sichten nicht m

oglich, ebensowenig wie die
Ausf

uhrung von Fehlerkorrekturmanahmen bei FOREIGN KEY-Verletzungen.
Dieses sehr funktionale Konzept statischer Integrit

atsbedingungen in SQL von 1992 ist
bislang von f

uhrenden Herstellern kommerzieller DB-Systeme (Oracle 8i, IBM DB2 V7.x
u.v.m.) nur rudiment

ar implementiert worden. ASSERTIONs sind nicht realisiert worden.
In CHECK-Bedingungen von Constraints sind nur Vergleiche mit konstanten Werten, aber
keine SQL-Anfragen zul

assig. Lediglich die NOT NULL- und die Schl

usselbedingungen sind
ohne Einschr

ankungen realisiert worden.
In Vorgri auf die neue, in Abschnitt 2.2.5 vorgestellte SQL3-Funktionalit

at, der Trig-
ger, kann eine SQL-Datenbank als aktive, deduktive Datenbank deniert werden. Im
weiteren wird immer das SQL3-Triggerkonzept f

ur eine SQL-Datenbank vorausgesetzt.
39
[GP99] 20, S. 412 "A <Table Constraint> denes a rule, that limits the set of values for one or more
columns of a Base table"; 20, S. 437 "CREATE ASSERTION denes a new rule that will constrain the
set of valid values for one or more Base tables.";
[Cel00] 1, S. 14 "Column Constraints are rules that are attached to a table [Basisrelation]. All rows in
the table are validated against them."
40
[DD97] Appendix D S. 443: "It is strange that integrity constraints can refer to views but not be
stadet as a part of a view denition (contrast the situation with respect to base tables)."
46 SQL
In Hinblick auf die Erweiterung des SQL-Sichtkonzepts um materialisierte Sichten in Ab-
schnitt 5.4 basiert die Denition des DB-Schemas S
S
bereits auf einer Menge materiali-
sierter SQL-Sichten RM, die jedoch f

ur das hier diskutierte SQL3-Sichtkonzept eine leere
Menge ist.
Denition 2.2.9 (SQL-Datenbankschema)
Ein SQL-Datenbankschema ist ein Quadrupel S
S
= hB;R; C; T i mit
1. einer endlichen, ggf. leeren Menge von Basisrelationen B,
2. einer endlichen, ggf. leeren Menge von Sichtdenitionen R := RV [ RM [ RH,
 RV ist die Menge der Denitionen von virtuellen Sichten,
 RM ist die Menge der Denitionen von materialisierten Sichten
(f

ur SQL3 gilt, da RM:= ;),
 RH ist die Menge der Denitionen von Hilfssichten R
help
aller Sichten R 2RV,
3. einer endlichen, ggf. leeren Menge C der Denitionen von ASSERTIONs,
4. und einer endlichen, ggf. leeren Menge T der Denitionen von SQL3-Triggern.
Denition 2.2.10 (SQL-Signatur)
Sei S
S
= hB;R; C; T i ein SQL-DB-Schema, dann ist die Signatur des Schemas ein Qua-
drupel 
S
= h PS;AS; CS; T S i mit
1. einer endlichen, ggf. leeren Menge PS mit Relationssymbolen,
wobei PS := rel
edb
(R) [ rel
virt
(R) [ rel
help
(R),
2. einer endlichen, ggf. leeren Menge AS mit Attributsymbolen
3. einer endlichen, ggf. leeren Menge CS mit ASSERTION-Symbolen
4. und einer endlichen, ggf. leeren Menge T S mit Triggersymbolen.
Denition 2.2.11 (SQL-Datenbank)
Eine SQL-Datenbank ist ein Tupel D
S
= hF ;S
S
i mit
1. einer endlichen, ggf. leeren Menge F von Basisfakten
2. und einem DB-Schema S
S
.
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2.2.4

Anderungen und Transaktionen
In diesem Abschnitt werden die

Anderungssprache und das Transaktionskonzept des
Basis-SQL deniert. Die Unterschiede zu den in Abschnitt 2.1.3 entwickelten Datalog-

Anderungs- und Transaktionskonzepten werden detailliert er

ortert. Die Konsequenzen
dieser Unterschiede f

ur inkrementelle

Anderungspropagierungsverfahren werden ausf

uhr-
lich in Kapitel 5 diskutiert. Die im folgenden verwendete SQL-

Anderungssprache unter-
scheidet sind von der des SQL3-Standards nur geringf

ugig.
 Wie auch bereits bei den Anfragesprachen sind Duplikate ausgeschlossen.
 Einige Optionen der Anweisungen
41
des SQL3-Standards werden nicht ber

ucksichtigt,
da sie lediglich Kurzschreibweisen sind.
 In den

Anderungsanweisungen sind SQL-Formeln (Denition 2.2.2) zugelassen, so
da die Einschr

ankungen aus der Basisfunktionalit

at der SQL-Anfragesprache re-
sultieren.
 Die

Anderungsanweisungen werden nur f

ur Basisrelationen ausgef

uhrt. Im SQL3-
Standard sind

Anderungsanweisungen f

ur Sichten eingeschr

ankt zul

assig.

Anderba-
re und nicht

anderbare Sichten
42
werden unterschieden. So sind z.B. nur die At-
tribute

anderbar, die zu der Basisrelation geh

oren, deren Prim

arschl

ussel auch die
eindeutig identizierende Attributkombination der Sicht darstellt. Nicht das Trans-
formieren von Sicht

anderungen auf die Basisfakten

anderungen ('view update') ist
Gegenstand dieser Arbeit sondern der umgekehrte Schritt das Herleiten der aus Ba-
sisfakten

anderungen resultierenden Sicht

anderungen. Zudem hat diese Restriktion
keine Konsequenzen f

ur das in Kapitel 5 entwickelte Verfahren.
Eine SQL-

Anderungsanweisung ist eine der drei Anweisungen Einf

ugung (INSERT), L

o-
schung (DELETE) und Modikation (UPDATE). F

ur die nachfolgenden Denitionen sei eine
SQL-Datenbank D
S
= hF ;S
S
i mit dem DB-Schema S
S
= hB;R; C; T i und der Signatur

S
= h PS;AS; CS; T S i gegeben.
Denition 2.2.12 (SQL-Einf

ugeanweisung)
Sei B 2 rel(B) das Relationssymbol einer Basisrelation in einer SQL-DB D
S
. Eine SQL-
Einf

ugeanweisung ist ein Ausdruck der Form
INSERT INTO B ins source,
wobei B die Basisrelation bezeichnet, in die Tupel eingef

ugt werden.
ins source kann
1. ein Ausdruck der Form VALUES ( t
1
; : : : ; t
n
)
sein, wobei die Terme t
1
; : : : ; t
n
Konstanten sind, die die Attributwerte des in B
einzuf

ugenden Tupels spezizieren (primitive Einf

ugung). Die Attributstruktur von
t
1
; : : : ; t
n
mu vereinigungskonform zu der von B sein.
2. oder ein SQL-Anfrageausdruck Q, dessen Ergebnismenge die Menge der einzuf

ugen-
den Tupel darstellt (komplexe Einf

ugung), und die

uber eine zu B vereinigungskon-
forme Attributstruktur verf

ugt.
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Denition 2.2.13 (SQL-Modikationsanweisung)
Sei B 2 rel(B) das Relationssymbol einer Basisrelation in einer SQL-DB D
S
mit den
Attributen A
1
; : : : ; A
n
. Eine SQL-Modikationsanweisung ist ein Ausdruck der Form
UPDATE B AS T
B
SET A
k
= upd source
k
, : : : ; A
l
= upd source
l
WHERE F ,
wobei A
k
; : : : ; A
l
(1  k; l  n) Attribute von B sind, denen Werte von upd source
k
; : : : ;
upd source
l
zugewiesen werden. upd source kann eine Konstante sein oder ein SQL-
Anfrageausdruck Q, dessen Ergebnismenge aus genau einem Attribut besteht und genau
ein Tupel zur

uckliefert. F ist eine SQL-Formel, mittels der die Menge der zu modizie-
renden Tupel qualiziert wird. Attributterme mit der Tupelvariable T
B
treten in F auf.
Denition 2.2.14 (SQL-L

oschanweisung)
Sei B 2 rel(B) das Relationssymbol einer Basisrelation in einer SQL-DB D
S
. Eine SQL-
L

oschanweisung ist ein Ausdruck der Form
DELETE FROM B AS T
B
WHERE F ,
wobei F eine SQL-Formel ist, mittels der die aus B zu l

oschenden Tupel qualiziert wer-
den. Attributterme mit der Tupelvariable T
B
treten in F auf.
Ohne die Semantik zu modizieren, aber um auch in diesem Kontext

uber eine TRC-
konforme Formel-Syntax zu verf

ugen, sind die UPDATE- und DELETE-Anweisungen in
SQL um die AS-Klausel zur Spezikation der Tupelvariablen T
B
erg

anzt. Auf der Basis
von T
B
wird in F die Bedingung formuliert, die die in B zu modizierenden/l

oschenden
Tupel erf

ullen m

ussen. F

ur die INSERT-Anweisung wird keine Tupelvariable eingef

uhrt,
da dort die Anfrage Q v

ollig unabh

angig von der zu manipulierenden Basisrelation B
deniert wird. Die UPDATE- und DELETE-Anweisungen stellen eine vereinfachte Schreib-
weise dar, bei der Ziel der Aktion und Quelle der zu

andernden Tupel zusammenfallen
(B). Die WITH-Klausel geh

ort anders als bei Datalog zu der Anfrage Q bzw. zu den
Anfrageausdr

ucken, die ggf. in der Formel F als Operanden auftreten. Um UPDATE- oder
DELETE-Anweisungen mit der Semantik primitiver

Anderungsanweisungen auszuf

uhren,
m

ussen die Bedingungen so formuliert werden, da sie nur ein zu modizierendes bzw. zu
l

oschendes Tupel qualizieren. F

ur eine prozedurale Steuerung der Ausf

uhrung mehrerer

Anderungsanweisungen m

ussen diese in Prozeduren und Funktionen einer prozeduralen
Programmiersprache eingebettet werden. Die syntaktischen Analogien und Unterschie-
de zwischen der Datalog- und der SQL-DML werden anhand von vier Beispielen deutlich.
Beispiel 2.2.15 (Vergleich Datalog und SQL)
Seien die Relationen p (3 Attribute) und q (2 Attribute) gegeben.
 Datalog: +p(1; a; 4711)
SQL: INSERT INTO p VALUES (1; a; 4711)
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 Datalog: +p(X; 4711; X) ( q(X;X)
SQL: INSERT INTO p SELECT t
q
:a
1
; 4711; t
q
:a
1
FROM q AS t
q
WHERE t
q
:a
1
= t
q
:a
2
 Datalog: ( p(X; Y; 13); p(X; 4711; Z) ) ( p(X; 4711; Z) ^ q(Y; 5)
SQL: UPDATE p AS t
p
SET t
p
:a
2
= (SELECT t
q
:a
1
FROM q AS t
q
WHERE t
q
:a
2
= 5),
t
p
:a
3
= 13
WHERE t
p
:a
2
= 4711
 Datalog:  p(X; 5; Z) ( p(X; 5; Z) ^ Z > X
SQL: DELETE FROM p AS t
p
WHERE t
p
:a
2
= 5 AND t
p
:a
3
> t
p
:a
1
Die syntaktischen Einschr

ankungen der

Anderungsanweisungen in SQL3 gew

ahrleisten
ebenso wie bei den Anfragen, da syntaktisch korrekte SQL-

Anderungsanweisungen auch
bereichsbeschr

ankt sind. Wenn im weiteren der Begri

Anderungsanweisung verwendet
wird, ist immer eine bereichsbeschr

ankte

Anderungsanweisung gemeint.
In SQL3 wird eine einzelne DML-Anweisung genau wie in Datalog deterministisch aus-
gef

uhrt. Diese Reihenfolgeunabh

angigkeit gilt in Datalog auch f

ur die Ausf

uhrung einer
Menge von

Anderungsanweisungen am Ende einer Transaktion, aber nicht in SQL. Eine
SQL-Transaktion ist eine Folge von DML-Anweisungen
43
(Abbildung 2.4). Die Ordnung
ergibt sich aufgrund der zeitlichen Abfolge, mit der ein Anwender die Befehle vom DB-
System ausf

uhren l

at. Jede Anweisung wird unmittelbar ausgef

uhrt und nicht erst zum
Transaktionsende mit der Konsequenz, da nach jeder

Anderungsanweisung ein neuer
Zwischenzustand vorliegt. Eine Transaktion beginnt mit dem ersten DML-Befehl seit der
letzten Transaktion und endet mit dem COMMIT-Befehl
44
. Obwohl die Reihenfolge der
Anweisungen entscheidend bei der Ausf

uhrung einer SQL-Transaktion ist, wird wie in
Datalog die Kurzschreibweise f

ur eine TransaktionM eingef

uhrt.
Denition 2.2.16 (SQL-Transaktion)
Seien M
1
; : : : ;M
n
SQL-

Anderungsanweisungen. Dann ist jede Folge von

Anderungsan-
weisungen M
1
; : : : ;M
n
;, die mit dem Befehl COMMIT abschliet, eine Transaktion:
M
1
; M
2
; : : : M
n
; COMMIT;. kurz: M.
Aus diesem zu Datalog sehr verschiedenen Transaktionskonzept resultieren drei sehr
grundlegende Eigenschaften von SQL3, die die Entwicklung SQL-basierter inkrementeller
Verfahren in Kapitel 5 sehr wesentlich beeinussen.
1. In SQL gibt es zwei Integrit

atspr

ufungszeitpunkte. Die IMMEDIATE zu pr

ufenden
Integrit

atsbedingungen werden unmittelbar nach der Ausf

uhrung einer Anweisung
43
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Der ROLLBACK-Befehl wird in SQL nicht weiter ber

ucksichtigt, da ein aufgrund eines Inte-
grit

atsfehlers fehlgeschlagenes COMMIT-Ereignis die gleichen Konsequenzen hat.
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(End)-Zustand
...
Abbildung 2.4: SQL-Transaktion
gepr

uft, DEFERRED-Integrit

atsbedingungen hingegen zum Ende der Transaktion
(COMMIT-Ereignis). Bei einer reihenfolgeunabh

angigen Ausf

uhrung von DML-An-
weisungen wie in Datalog w

urde eine Pr

ufung unmittelbar nach der Ausf

uhrung
einer Anweisung aufgrund des Nichtdeterminismus ein f

ur Anwender nicht nachvoll-
ziehbares Ergebnis liefern.
2. Die Ausf

uhrung einer

Anderungsanweisung stellt quasi eine 'Untertransaktion' (ele-
mentare Transaktion) dar, die einen lokal-konsistenten Zustand in einen wiederum
lokal-konsistenten Zustand

uberf

uhrt. Die Ausf

uhrung einer einzelnen

Anderungs-
anweisung erfolgt ebenso atomar wie die einer Transaktion (lokales und globales
ROLLBACK).
3. Eine Nettoeektberechnung bzgl. mehrerer

Anderungsanweisungen ist nicht erfor-
derlich, da Koniktf

alle nur bei 'quasi simultaner' Ausf

uhrung mehrerer Anweisun-
gen auftreten k

onnen.
Vor diesem Hintergrund wird die Semantik von

Anderungsanweisungen und -Transak-
tionen deniert. In SQL werden nur

Anderungen ausgef

uhrt, die die zugrunde liegende
Faktenmenge eektiv manipulieren. Fakten, die bereits vorliegen, werden nicht nochmals
eingef

ugt, ebenso wenig wie Fakten wiederholt gel

oscht werden.
Denition 2.2.17 (Eektive SQL-

Anderungsanweisung)
Sei B 2 rel(B) das Symbol einer SQL-Basisrelation aus D
S
mit den Attributen A
1
; : : : ; A
n
.
1. Ist M eine primitive SQL-Einf

ugeanweisung
INSERT INTO B VALUES ( c
1
; : : : ; c
n
),
wobei c
1
; : : : ; c
n
Konstanten sind, dann ist die zugeh

orige eektive SQL-

Anderungs-
anweisung M
eff
ein Ausdruck der Form
INSERT INTO B SELECT c
1
; :::; c
n
FROM B AS T
B
WHERE F
eff
mit F
eff
:= NOT EXISTS ( SELECT A
1
; :::; A
n
FROM B AS T
B
0
WHERE T
B
0
:A
1
= c
1
... AND T
B
0
:A
n
= c
n
).
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2. Ist M eine komplexe SQL-Einf

ugeanweisung
INSERT INTO B SELECT T
R
i
:A
g
; :::; T
R
j
:A
h
FROM R
i
AS T
R
i
,...,R
j
AS T
R
j
WHERE F ,
da ist die zugeh

orige eektive SQL-

Anderungsanweisung M
eff
ein Ausdruck der
Form
INSERT INTO B SELECT T
R
i
:A
g
; : : : ; T
R
j
:A
h
FROM R
i
AS T
R
i
, . . . , R
j
AS T
R
j
WHERE F AND F
eff
mit F
eff
:= NOT EXISTS (SELECT A
1
; : : : ; A
n
FROM B AS T
B
0
WHERE T
B
0
:A
1
= T
R
i
:A
g
...
AND T
B
0
:A
n
= T
R
j
:A
h
).
3. Ist M eine SQL-L

oschanweisung, dann gilt f

ur die zugeh

orige eektive SQL-

Ande-
rungsanweisung M
eff
:= M .
4. Ist M eine SQL-Modikationsanweisung
UPDATE B AS T
B
SET A
g
= upd source
g
,...,A
h
= upd source
h
WHERE F
wobei A
g
; :::; A
h
die durch M modizierten Attribute von R sind und A
i
; :::; A
j
die
nichtmodizierten Attribute (fA
g
; :::; A
h
g \ fA
i
; :::; A
j
g = ;). Dann ist die zu-
geh

orige eektive SQL-

Anderungsanweisung M
eff
ein Ausdruck der Form
UPDATE B AS T
B
SET A
g
= upd source
g
,...,A
h
= upd source
h
WHERE F AND F
eff
mit F
eff
:= NOT EXISTS (SELECT A
1
; : : : ; A
n
FROM B AS T
B
0
WHERE T
B
0
:A
g
= upd source
g
...
AND T
B
0
:A
h
= upd source
h
AND T
B
0
:A
i
= T
B
:A
i
...
AND T
B
0
:A
j
= T
B
:A
j
).
Denition 2.2.18 (Menge eektiv betroener Tupel)
Sei D
S
= hF ;S
S
i eine SQL-Datenbank und M eine SQL-

Anderungsanweisung bzgl. der
Basisrelation mit dem Symbol B 2 rel(B) und den Attributen A
1
; : : : ; A
n
. Die Bedingung
einer eektiven

Anderungsanweisung M
eff
sei F

:= F AND F
eff
. f
i
g (i  0) sei die
Menge der Grundsubstitutionen, die sich bei der Auswertung von F


uber F ergibt.
Dann ist T (M;F) := hT
 
(M;F);T
+
(M;F);T

(M;F)i die Menge der durch die Aus-
f

uhrung von M bzgl. F betroenen Tupel.
1. Ist M eine INSERT-Anweisung, dann gilt
T
+
(M;F) := f B( (A
1
; : : : ; A
n
)
i
) j eval(F


i
;F) =TRUE g
T
 
(M;F) := ;
T

(M;F) := ;.
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2. Ist M eine DELETE-Anweisung, dann gilt
T
+
(M;F) := ;
T
 
(M;F) := f B( (A
1
; : : : ; A
n
)
i
) j eval(F


i
;F) =TRUE g
T

(M;F) := ;.
3. Ist M eine UPDATE-Anweisung, dann gilt
T
+
(M;F) := ;
T
 
(M;F) := ;
T

(M;F) := f B( (upd source
1
; : : : ; upd source
n
)
i
) ;
B( (A
1
; : : : ; A
n
)
i
) ) j eval(F


i
;F
old
) =TRUE g,
wobei upd source
i
durch A
i
zu ersetzen ist, f

ur diejenigen Attribute A
i
, denen in
der SET-Liste keine neuen Werte zugewiesen werden.
4. T
+
(M;F) := f B
new
j (B
new
; B
old
) 2 T

(M;F) g.
T
 
(M;F) := f B
old
j (B
new
; B
old
) 2 T

(M;F) g.
In SQL werden (anders als in der Datalog-DML) f

ur eine

Anderungsanweisung alle be-
troenen Tupel ermittelt und dann unmittelbar manipuliert. Daher k

onnen keine Mengen
zu manipulierender Basisfakten entstehen, die durch verschiedene

Anderungsanweisungen
initiiert worden sind. F

ur Basisfakten

anderungen treten somit keine Konikte auf, wie sie
im Rahmen der Datalog-DML ausf

uhrlich diskutiert wurden (Abschnitt 2.1.3). Daher ist
in SQL die zuvor denierte Menge eektiv betroener Tupel T (M;F) einer

Anderungsan-
weisung M zugleich der Nettoeekt (M;F), der durch die Ausf

uhrung von M bzgl. der
Basisfaktenmenge F verursacht wird. Ist der Kontext der

Anderungsanweisung und der
Faktenmenge (M;F) eindeutig, so wird auch die Kurzschreibweise  := h 
+
;
 
;

i
verwendet.
Denition 2.2.19 (Nettoeekt einer SQL-

Anderungsanweisung)
Sei F die Basisfaktenmenge von D
S
undM eine SQL-

Anderungsanweisung mit der Menge
der durch M eektiv betroenen Tupel T (M;F), dann ist der Nettoeekt der

Anderungs-
anweisung M deniert als
(M;F) := T (M;F) 

(M;F) := T

(M;F)
wobei  2 f
+
;
 
;

;
+
;
 
g:
Der Nettoeekt einer SQL-

Anderungsanweisung (M;F) beschreibt den durch die
Ausf

uhrung einer

Anderungsanweisung M verursachten Zustands

ubergang der alten Ba-
sisfaktenmenge F
i
in die neue Faktenmenge F
i+1
. Alle durch M betroenen Fakten
(-Mengen) werden deterministisch manipuliert. An die Ausf

uhrung einer

Anderungsan-
weisung schliet sich unmittelbar die Pr

ufung der IMMEDIATE-Integrit

atsbedingungen an,
die von dieser Anweisung betroen sind (Abbildung 2.4). Wird f

ur eines der zu manipu-
lierenden Tupel ein Integrit

atsfehler erkannt, so werden nur alle

Anderungen der aktuellen
Anweisung zur

uckgerollt. Gehen aus dem Zusammenhang sowohl die

Anderungsanwei-
sung M wie auch die Faktenmenge F
i
eindeutig hervor, so wird die Kurzbezeichnung
F
i+1
verwendet.
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Denition 2.2.20 (Lokal-konsistenter Zwischenzustand)
Sei F
i
eine konsistente Basisfaktenmenge und C
IMM
 C die Menge der IMMEDIATE zu
pr

ufenden Integrit

atsbedingungen von D
S
. M sei eine

Anderungsanweisung, die ange-
wendet auf F
i
den Nettoeekt
(M;F
i
) := h
+
(M;F
i
);
 
(M;F
i
);

(M;F
i
)i
ergibt. Der Eekt der Ausf

uhrung vonM auf F
i
ist der neue lokal-konsistente (Zwischen-)
Zustand F
i+1
:
F
i+1
(F
i
;M) :=
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
F
i
[ (
+
(M;F
i
) [
+
(M;F
i
)) n (
 
(M;F
i
) [
 
(M;F
i
))
falls 8 C 2 C
IMM
j eval(C;F
i+1
) = TRUE
F
i
sonst.
Der Begri des lokal-konsistenten Zwischenzustands basiert darauf, da die DEFERRED-
Integrit

atsbedingungen zu diesem Zeitpunkt noch nicht gepr

uft sind. Erst wenn auch die
DEFERRED-Bedingungen am Ende der Transaktion evaluiert worden sind, liegt wieder ein
(global-)konsistenter Zustand vor, der alle Anforderungen erf

ullt. Die Ausf

uhrung einer
Transaktion erzeugt, ausgehend von einem (global-)konsistenten Zustand F
old
, eine Folge
lokal-konsistenter Zwischenzust

ande (Abbildung 2.4).
Denition 2.2.21 ((Global-)konsistenter Zustand)
Sei F
old
eine konsistente Basisfaktenmenge und C
DEF
 C die Menge der DEFERRED zu
pr

ufenden Integrit

atsbedingungen von D
S
. M:= M
1
; :::;M
n
;COMMIT; sei eine Transak-
tion, die angewendet auf F
old
die Folge F
1
;F
2
; :::;F
new
; lokal-konsistenter Zwischen-
zust

ande erzeugt.
Der Eekt der Ausf

uhrung vonM auf F
old
ist der neue konsistente (End-)Zustand F
new
.
F
new
:=
8
>
>
>
>
>
<
>
>
>
>
>
:
F
new
(F
n 1
( ::: F
1
(F
old
;M
1
) ::: );M
n
)
falls 8 C 2 C
DEF
j eval(C;F
new
) = TRUE
F
old
sonst.
Sind aus dem Kontext sowohl die TransaktionM wie auch die Ausgangsfaktenmenge
F
old
oensichtlich, so wird f

ur den konsistenten (End-)Zustand F
new
(F
old
;M) nur die
Kurzbezeichnung F
new
verwendet.
2.2.5 Trigger
In diesem Abschnitt werden zwei SQL-basierte Triggerkonzepte vorgestellt: Starburst-
und SQL3-Trigger. Mittels Starburst-Triggern haben Ceri/Widom ([CW90], [CW91],
[CW94]) bereits Anfang der 90er Jahre inkrementelle Verfahren zur Sichtenaktualisierung
und Integrit

atspr

ufung entwickelt und die Implementierungsans

atze in Kapitel 5 basieren
auf SQL3-Triggern.
Starburst-Trigger:
Starburst war ein Forschungsprojekt am IBM Almaden Research Center, in dessen Rah-
men prototypische Funktionen f

ur SQL-basierte DB-Systeme entwickelt wurden. Eine
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von IBM entwickelte DBS-Komponente ist die Triggerkomponente 'Starburst Rule Sy-
stem' ([CW90], [CW91], [Wid91], [CW94] [Grie97]). In den verschiedenen Publikatio-
nen sind aufgabenspezisch unterschiedliche Varianten des Triggerkonzepts deniert. Die
Starburst-Trigger werden nur insoweit vorgestellt, wie sie von Ceri/Widom zur Implemen-
tierung inkrementeller Verfahren in [CW90], [CW91], [CW94] verwendet werden.
Denition 2.2.22 (Starburst-Trigger)
Ein Starburst-Trigger ist eine ECA-Regel der Form
G WHEN E
1
; : : : ; E
n
[ IF F ] THEN M
1
; : : : ; M
g
; PRECEDES G
1
; : : : ; G
h
,
wobei G;G
1
; :::; G
h
Triggersymbole sind. E
i
(1  i  n) ist eines der Ereignissymbole
INSERTED INTO B, DELETED FROM B, UPDATED B:A
j
. A
j
ist das Attributsymbol eines
Attributs der Basisrelation B. F ist eine SQL-Formel und M
k
(1  k  g) ist eine
SQL-

Anderungsanweisung.
Mit einem CREATE RULE-Befehl wird ein Trigger als persistentes Schemaobjekt er-
zeugt. Ein Starburst-Trigger kann f

ur verschiedene Ereignisse feuern und somit f

ur ver-
schiedene Basisrelationen deniert werden
45
. Um einen Trigger zu aktivieren, ist es aus-
reichend, wenn eines der Ereignisse aus der Liste E
1
; : : : ; E
n
eintritt. Als Ereignis wird
die Ausf

uhrung der

Anderungsanweisungen f

ur Einf

ugungen, L

oschungen und Modika-
tionen erkannt. Ein Starburst-Trigger wird nicht unmittelbar bei Eintritt des Ereignisses
gefeuert sondern erst zum 'rule assertion point', der immer zum Ende einer Transaktion
oder auch vom Anwender w

ahrend der Transaktion gesetzt wird.
Zum 'rule assertion point' wird von der Triggerkomponente der Nettoeekt der Er-
eignisse deterministisch ermittelt (Nettoeekt der Basisfakten

anderungen), die seit dem
letzten 'rule assertion point' eingetreten sind. Regeln deterministischer Nettoeektberech-
nungen sind ausf

uhrlich in Abschnitt 2.1.3 er

ortert worden. F

ur z.B. die Einf

ugung und
L

oschung des gleichen Fakts bedeutet dies, da zum 'rule assertion point' keine Ereignisse
vorliegen, f

ur die Trigger aktiviert werden k

onnen. F

ur die Nettoeekt

anderungen werden
von der Triggerkomponente die Trigger mengenorientiert gefeuert und ausgef

uhrt. Men-
genorientiert heit in diesem Zusammenhang, da ein Trigger f

ur die Ausf

uhrung einer
Anweisung einmal feuert, unabh

angig davon, wie viele Fakten ge

andert wurden.
Beim Aktivieren eines Triggers werden keine Variablenbindungen f

ur die optionale
Bedingung (IF) und die Aktionen (THEN) des Triggers erzeugt (keine Instanziierung).
Innerhalb der Aktionen und der Bedingung kann auf den neuen DB-Zustand der Rela-
tionen zugegrien werden. Die Menge der manipulierten Fakten einer Relation liegen
in systemintern verwalteten -Mengen ('transition tables': INSERTED/DELETED / OLD
UPDATED/NEW UPDATED B) vor. Auf die Transitionsrelationen kann im Aktions- und
Bedingungsteil des Triggers lesend zugegrien werden.
Die optionale PRECEDES-Klausel bietet die M

oglichkeit, eine partielle Ordnung f

ur ei-
ne Menge von Triggern zu denieren (Priorit

aten). Der Trigger G wird vor den Triggern
G
1
; : : : ; G
h
ausgef

uhrt. Sind keine Priorit

aten deniert, feuern die Trigger in beliebiger
45
In [Wid91] wird eine Starburst-Variante deniert, die sich wie bei SQL nur auf eine Relation bezieht.
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Reihenfolge. Sind alle relevanten Trigger f

ur ein Ereignis E
i
gefeuert, w

ahlt die Trigger-
komponente den Trigger G aus, der

uber keinen aktivierten Vorg

anger verf

ugt. Bevor G
ausgef

uhrt wird, wird die Bedingung F der IF-Klausel ausgewertet. Ist F nicht erf

ullt, so
wird G nicht ausgef

uhrt, und der n

achste aktivierte Trigger wird ausgew

ahlt. Bricht die
Ausf

uhrung einer triggerausgef

uhrten Aktion fehlerhaft ab, so wird die gesamte Transak-
tion zur

uckgerollt.
SQL3-Trigger:
Obwohl aktive Regeln bereits in vielen kommerziellen DB-Systemen (DB/2, Oracle, In-
formix, MS SQL-Server etc.) seit Jahren implementiert sind, ist erst im Rahmen von
SQL3 ein standardisiertes Konzept deniert worden ([ANSI99II] 4.35, 11.38, [CPM96],
[GP99] 24, [WC96] 9
46
, [Pat99] 10
47
). Die Unterschiede der im folgenden denierten Trig-
ger gegen

uber denen des SQL3-Standards sind nur geringf

ugig und beeinussen nicht das
Triggerausf

uhrungsmodell. Lediglich die Formel des Bedingungsteils darf nur eine SQL-
Formel sein, und im Aktionsteil sind nur SQL-Anfragen und -

Anderungsanweisungen zu-
gelassen. Aufgrund der Geringf

ugigkeit der Unterschiede werden die Trigger im weiteren
als SQL-Trigger bezeichnet.
Denition 2.2.23 (SQL-Trigger)
Ein SQL-Trigger ist eine ECA-Regel der Form
G BEFORE j AFTER E ON B
[ REFERENCING OLD j NEW ROW AS T
row
OLD j NEW RELATION AS T
rel
]
FOR EACH ROW j STATEMENT
[ WHEN ( F ) ] BEGIN ATOMIC M
1
; : : : ; M
n
; END,
wobei G das Triggersymbol ist und E eines der Ereignissymbole INSERT, DELETE oder
UPDATE [OF A
1
; : : : ; A
m
]. B ist eine Basisrelation und A
1
; : : : ; A
m
bezeichnen Attribute
von B. T
row
ist eine Tupelvariable und T
rel
ein Relationssymbol. F ist eine SQL-Formel
und M
i
ist eine SQL-Anfrage oder -

Anderungsanweisung (1  i  n).
Mit einem CREATE TRIGGER-Befehl wird ein Trigger als persistentes Schemaobjekt
deniert. Ein Trigger wird f

ur genau eine Basisrelation erzeugt (ON B). Je Trigger wird
genau ein feuerndes Ereignis speziziert, welches eine Einf

ugung, L

oschung oder Modika-
tion ist. F

ur eine Modikation k

onnen Attribute speziziert werden, von denen zumindest
bei einem eine Wert

anderung gegeben sein mu. BEFORE und AFTER bezeichnen die bei-
den Zeitpunkte, zu denen der Trigger relativ zum feuernden Ereignis ausgef

uhrt werden
kann ('trigger action time'). Die Granularit

at der Ausf

uhrung eines aktivierten Triggers
(mengen-/instanzorientiert) wird mit der FOR EACH ROW j STATEMENT-Klausel spezi-
ziert. Mittels der optionalen REFERENCING-Klausel werden an die Transitionsvariablen
bzw. an die Transitionsrelationen
48
Tupelvariablen T
row
bzw. Relationssymbole T
rel
ge-
bunden. Die Formel F der optionalen WHEN-Klausel ist die Ausf

uhrungsbedingung, und
46
Widom/Ceri gehen zum Zeitpunkt der Ver

oentlichung (1996) von einem Triggerkonzept aus, das in
dieser Form nicht verabschiedet wurde. Das SQL3-Triggerkonzept weist eine wesentlich eingeschr

anktere
Funktionalit

at als das dort diskutierte auf.
47
Autoren sind Kulkarni, K., Mattos, N., Cochrane, R.
48
Diese Klausel heit in SQL3: REFERENCING ... OLD j NEW TABLE ([ANSI99II] 11.38).
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die Folge der SQL-Anfragen und -

Anderungsanweisungen M
1
; : : : ; M
n
; sind die Aktionen
des Triggers. Unabh

angig von der Granularit

at der Trigger (ROW/STATEMENT) wird die
Reihenfolge der Ausf

uhrung von Triggern zum gleichen Zeitpunkt von der Triggerkom-
ponente anhand der Erzeugungszeitpunkte der Trigger bestimmt. Ist Trigger G
1
vor G
2
erzeugt worden, so wird G
1
vor G
2
ausgef

uhrt.
Mit den Begrien ROW- und STATEMENT-Trigger werden in SQL unterschiedli-
chen Ausf

uhrungsarten bezeichnet. STATEMENT-Trigger werden einmal f

ur jede feuernde

Anderungsanweisung ausgef

uhrt unabh

angig davon wie viele Fakten betroen sind (men-
genorientiert). Sie werden auch ausgef

uhrt, wenn kein Fakt manipuliert wird. Ein ROW-
Trigger wird f

ur jedes betroene Fakt einmal ausgef

uhrt (instanzorientiert).
Abh

angig von der Ausf

uhrungsart sind entweder Transitionsvariablen oder Transitions-
relationen bei der Triggerausf

uhrung verf

ugbar. Sie enthalten zum Ausf

uhrungszeitpunkt
die alten/neuen Werte eines manipulierten Fakts bzw. eine Menge manipulierter Fak-
ten. Ihre Attributstruktur ist identisch zu der der Basisrelation B. Um auf die Tran-
sitionsvariablen und -relationen im Aktions- oder Bedingungsteil zugreifen zu k

onnen,
m

ussen ihnen in der REFERENCING-Klausel Tupelvariablen T
row
bzw. Relationssymbole
T
rel
zugeordnet sein. Die Transitionsvariablen und -relationen sind nur eingeschr

ankt in
den verschiedenen Triggertypen verf

ugbar. Die Transitionsvariablen sind ausschlielich in
ROW-Triggern verf

ugbar. Bei INSERT-Triggern sind weder OLD ROW noch OLD RELATION
zugreifbar und bei DELETE-Triggern weder NEW ROW noch NEW RELATION. Transitions-
variablen und -relationen stellen die Grundlage dar, um im Triggeraktionsteil die Formeln
transitionaler Integrit

atsbedingungen formulieren zu k

onnen.
BEFORE- und AFTER-Trigger unterscheiden sich nicht nur hinsichtlich des Ausf

uh-
rungszeitpunkts vor oder nach der Ausf

uhrung der

Anderungsanweisung, die den Trigger
feuert. Als Aktionen sind in AFTER-Triggern auch Anfragen und

Anderungsanweisungen
zugelassen
49
. In BEFORE-Triggern sind hingegen keine

Anderungsanweisungen erlaubt,
wohl aber Zuweisungen zu den NEW-Transitionsvariablen, um noch die einzuf

ugenden, zu
modizierenden Werte ver

andern zu k

onnen. Da zum Zeitpunkt der BEFORE-Triggeraus-
f

uhrungen die aktivierende

Anderungsanweisung noch nicht ausgef

uhrt ist, kann zudem
im Aktions- und Bedingungsteil eines BEFORE-Triggers nicht auf die Transitionsrelation
OLD j NEW RELATION zugegrien werden. Grund f

ur diese unterschiedliche Funktiona-
lit

at sind die unterschiedlichen Ausf

uhrungsmodelle (s.u., [CPM96], [Pat99] 10.2.3). Ne-
ben dem Ausf

uhrungszeitpunkt motivieren diese beiden Restriktionen die unterschiedliche
Verwendung beider Triggerarten. BEFORE-Trigger werden in erster Linie zur Pr

ufung sta-
tischer und transitionaler Integrit

atsbedingungen verwendet und bieten die M

oglichkeit,
die zu manipulierenden Fakten zu korrigieren. AFTER-Trigger k

onnen neben der Inte-
grit

atspr

ufung insbesondere auch f

ur Folgeverarbeitungen verwendet werden.
Die Semantik der SQL3-Trigger, wie sie in [ANSI99II] 4.35 deniert ist, wird un-
ver

andert

ubernommen. Cochrane et.al. erkl

aren in [CPM96] das Triggerausf

uhrungsmo-
dell sehr anschaulich. Insbesondere die Problematik der Ausf

uhrung von Triggern, die
durch triggerausgef

uhrte

Anderungen aktiviert werden, und die Integration der Inte-
grit

atspr

ufung in den Proze der Triggerausf

uhrungen werden detailliert er

ortert.
49
In SQL3 sind zudem die Aufrufe benutzerdenierter Funktionen/Prozeduren zugelassen.
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Wird eine

Anderungsanweisung INSERT, UPDATE, DELETE f

ur eine Basisrelation aus-
gef

uhrt, so ermittelt die Triggerkomponente die zugeh

origen Trigger. Die gefeuerten
BEFORE-Trigger werden gem

a ihrer Triggererzeugungszeit in die BEFORE-Triggerausf

uh-
rungsliste des Ereignisses (BEFORE-Liste) eingeordnet und die gefeuerten AFTER-Trigger
in die AFTER-Liste des Ereignisses. Vor der Ausf

uhrung eines Triggers wird die Formel
der WHEN-Klausel angewendet. Wann genau die WHEN-Bedingung gepr

uft wird, ob bei
der Aktivierung oder vor der Ausf

uhrung, geht aus den Publikationen des ANSI-Stan-
dardisierungsgremiums nicht hervor. Cochrane et.al. denieren sie in [CPM96] als eine
Ausf

uhrungsbedingung. Ist sie erf

ullt, werden die Aktionen im Aktionsteil der Regel aus-
gef

uhrt. Alle aktivierten BEFORE-Trigger werden vor dem Ereignis ausgef

uhrt und alle
gefeuerten AFTER-Trigger im Anschlu an die f

ur alle relevanten Fakten ausgef

uhrten
Datenmanipulationen und IMMEDIATE-Integrit

atspr

ufungen.
Hinsichtlich der Semantik von Triggern mu zwischen nichttriggerausgef

uhrten und
triggerausgef

uhrten

Anderungen unterschieden werden, da die durch sie gefeuerten AFTER-
Trigger sehr unterschiedlich behandelt werden. Die Ausf

uhrung einer nichttriggeraus-
gef

uhrten

Anderung impliziert (in dieser Reihenfolge) die Ausf

uhrung der BEFORE-Trigger,
die Manipulation der betroenen Fakten, die Integrit

atspr

ufung und anschlieend die
Ausf

uhrung der AFTER-Trigger. Die von AFTER-Triggern ausgef

uhrten

Anderungen sind
Aktionen, die von der urspr

unglichen nichttriggerausgef

uhrten

Anderung abh

angig sind.
Die Triggerkomponente verwaltet f

ur jedes Ereignis eigene BEFORE-Listen, die vollst

andig
abgearbeitet sein m

ussen, bevor die Anweisung ausgef

uhrt werden kann. AFTER-Listen
aber werden ausschlielich f

ur nichttriggerausgef

uhrte Ereignisse erzeugt und verwaltet,
so da die durch triggerausgef

uhrte Ereignisse gefeuerten AFTER-Trigger in die AFTER-
Liste des urspr

unglichen nichttriggerausgef

uhrten Ereignisses eingeordnet werden. Die
Ausf

uhrung einer triggerausgef

uhrten

Anderung beinhaltet somit (in dieser Reihenfolge)
nur folgende Aktionen: die Ausf

uhrung der BEFORE-Trigger, die Manipulation der betrof-
fenen Fakten, die Integrit

atspr

ufung, die Einordnung der AFTER-Trigger in die AFTER-
Liste des urspr

unglichen Ereignisses. Anschlieend wird mit der Anweisung fortgefahren,
die der aktuellen im Triggeraktionsteil folgt.
Die zeitliche Abfolge der Aktionen bei der Ausf

uhrung einer nichttriggerausgef

uhrten

Anderungsanweisung M mit abh

angigen

Anderungen kann wie nachfolgend zusammenge-
fat werden. Formal deniert wird das Ausf

uhrungsmodell zum Abschlu der Er

orterungen
in Denition 2.2.24. BL
M
; AL
M
seien die BEFORE- und AFTER-Listen von M . Seien
M
1
; :::;M
n
abh

angige

Anderungsanweisungen mit den BEFORE-Listen BL
M
1
; :::;BL
M
n
.
Die aktivierten Trigger mit der kleinsten Erzeugungszeit stehen zu Beginn der Liste.
1. Die Triggerkomponente ermittelt f

urM die betroenen Fakten und die zu feuernden
BEFORE- und AFTER-Trigger und ordnet sie in BL
M
; AL
M
ein.
2. Alle BEFORE-Trigger aus BL
M
werden ausgef

uhrt. Aufgrund der zul

assigen Aktio-
nen k

onnen nur den Transitionsvariablen neue Werte zugewiesen werden.
3. Alle durch M betroenen Fakten werden manipuliert und ihre Konsistenz gepr

uft.
4. Der erste Trigger G
After
1
aus AL
M
mit den Aktionen M
1
; :::;M
n
wird ausgef

uhrt.
Die

Anderungsanweisung M
1
wird ausgef

uhrt.
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(a) Die Triggerkomponente ermittelt f

ur M
1
die betroenen Fakten und die zu
feuernden BEFORE- und AFTER-Trigger und ordnet sie in BL
M
1
und AL
M
ein.
(b) Alle BEFORE-Trigger aus BL
M
1
werden ausgef

uhrt.
(c) Alle durch M
1
betroenen Fakten werden manipuliert und ihre Konsistenz
gepr

uft.
(d) Die Schritte (a) bis (c) werden f

ur die

ubrigen

Anderungsanweisungen
M
2
; :::;M
n
von G
After
1
ausgef

uhrt.
5. Schritt 4 wird solange wiederholt, bis die Liste AL
M
leer ist, dann erst ist die
Ausf

uhrung von M beendet und der neue Zustand nach Ausf

uhrung der Basisfak-
ten

anderung mit allen triggerausgef

uhrten

Anderungsanweisungen F
new
liegt vor.
Motiviert ist dieses Ausf

uhrungsmodell, wie auch die Restriktionen bei den Aktionen in
BEFORE-Triggern, durch die Notwendigkeit, die aus SQL2 bekannte, nichtdeterministische
Integrit

atspr

ufung bei FOREIGN KEY-Constraints mit der Fehlerkorrektur-Option (ON UP-
DATE j DELETE) auch weiterhin zu gew

ahrleisten. Wenn SQL3-FOREIGN KEYs zugelassen
sind, mu obiger Algorithmus um Triggerausf

uhrungen erweitert werden, die durch die
Ausf

uhrung von Fehlerkorrektur-Anweisungen ausgel

ost werden. F

ur alle im Rahmen
der Integrit

atspr

ufung (Aktionen 3. und 4.(c)) ausgef

uhrten Fehlerkorrekturen werden
dann die Schritte 4.(a) - (c) ausgef

uhrt, um die Trigger zu ermitteln, die BEFORE-Trigger
auszuf

uhren, die Fakten zu manipulieren und die AFTER-Trigger in die AFTER-Liste des
Ursprungsereignisses einzuordnen. Anschlieend wird die Schleife 5. solange wiederholt,
bis alle AFTER-Trigger (auch die durch FOREIGN KEY-

Anderungsanweisungen aktivier-
ten) ausgef

uhrt sind. Trigger- und FOREIGN KEY-ausgef

uhrte

Anderungsanweisungen
werden im Ausf

uhrungsmodell gleich behandelt, beides sind abh

angige Ereignisse. Da
mittels BEFORE-Triggern die Faktenmenge nicht manipuliert werden kann, wird somit
die Reihenfolgeunabh

angigkeit auch bei abh

angigen Aktionen nicht gef

ahrdet. Detailliert
diskutiert wird diese Problematik in [CPM96], [Pat99] 10.2.
L

ost eine

Anderungsanweisung M eine Folge von Triggerausf

uhrungen mit weiteren

Anderungsanweisungen aus, und schl

agt die Integrit

atspr

ufung einer dieser

Anderungsan-
weisungen fehl, oder terminiert die Ausf

uhrung einer dieser Trigger fehlerhaft (Abbruch),
so werden alle Manipulationen einschlielich der der ausl

osenden Anweisung M zur

uck-
gerollt. Die Ausf

uhrung von M hat in diesem Fall keinen Eekt bzgl. der Faktenmenge
(F
new
:= F
old
). Eine

Anderungsanweisung bildet zusammen mit den durch sie gefeuerten
Triggern und allen durch diese Trigger ausgef

uhrten Anweisungen eine atomare Einheit.
Der -Operator sei ein Operator zur Einordnung eines Triggers gem

a seiner Erzeu-
gungszeit in eine Trigger-Liste und der 	-Operator ein Operator f

ur die Entfernung des
ersten Objekts einer Liste von Triggern oder Aktionen. Die Ausf

uhrung eines Triggers
G
i
auf einer Faktenmenge F
old
wird mit G
i
(F
old
;

M
) bezeichnet, wobei  2 f
+
;
 
;

g
die

Anderungsart bezeichnet (Einf

ugung, L

oschung, Modikation) und 

M
die Transi-
tionsrelationen der durch eine

Anderungsanweisung M manipulierten Basisrelation. Die
Zeilennummern des Algorithmus entsprechen den Punkten obiger Auistung. In der Ab-
bildung 5.4 werden die Abl

aufe und Zusammenh

ange des Ausf

uhrungsmodells nochmals
veranschaulicht. Da ein Detail problematisch hinsichtlich der Implementierung von Inte-
grit

atspr

ufungsverfahren ist, ist die Abbildung in Kapitel 5 zu nden.
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Denition 2.2.24 (SQL-Triggerausf

uhrungsmodell)
Sei M eine nichttriggerausgef

uhrte

Anderungsanweisung und BL
M
; AL
M
ihre BEFORE-
und AFTER-Listen. G
Before
; G
After
seien BEFORE- und AFTER-Trigger einer SQL-DB
D
S
. A
j
:= [M
j1
; :::;M
jm
] sei die Liste der Aktionen eines G
After
j
-Triggers.
F
old
/F
new
seien die Zust

ande vor und nach der Ausf

uhrung von M . 
?
seien die Tran-
sitionsrelationen der manipulierten Relationen ( 2 f
+
;
 
;

g; ? 2 f
+
;
 
;

;
+
;
 
g).
BEGIN
   Ausf

uhren des Ursprungsereignisses M
   Ermitteln der zu manipulierenden Fakten
(1:) Berechnen der 
?
M
-Fakten auf F
old
;
   Aktivieren der betroenen Trigger und Einordnen in die Triggerlisten
(1:) BL
M
:= [ G
Before
i
j G
Before
i
wird durch M gefeuert ];
(1:) AL
M
:= [ G
After
j
j G
After
j
wird durch M gefeuert ];
   Ausf

uhren der BEFORE-Trigger und der

Anderungen von M
(2:) 
?
M
:= G
Before
i
(F
old
;
?
M
); (f

ur alle G
Before
i
2 BL
M
)
(3:) F
0
:= F
old
[ (
+
M
[
+
M
) n (
 
M
[
 
M
);
   Ausf

uhren aller direkt und indirekt abh

angigen AFTER-Trigger
(5:) REPEAT
   Ausf

uhren des aktivierten Triggers mit der kleinsten Priorit

at G
After
j
(4:) AL
M
:= AL
M
	 G
After
j
;
   Ausf

uhren aller Aktionen eines Triggers G
After
j
(d) REPEAT
   Ausf

uhren der n

achsten Triggeraktion M
jk
von G
After
j
(a) A
j
:= A
j
	 M
jk
;
(a) Berechnen der 
?
M
jk
-Fakten auf F
0
;
   Aktivieren der betroenen Trigger und Einordnen in die Triggerlisten
(a) BL
M
jk
:= [ G
Before
jkg
j G
Before
jkg
wird durch M
jk
gefeuert ];
(a) AL
M
:= AL
M
 [ G
After
jkh
j G
After
jkh
wird durch M
jk
gefeuert ];
   Ausf

uhren der

Anderungen von M
jk
(b) 

M
jk
:= G
Before
jkg
(F
old
;

M
jk
); (f

ur alle G
Before
jkg
2 BL
M
jk
)
(c) F
M
jk
:= F
0
[ (
+
M
jk
[
+
M
jk
) n (
 
M
jk
[
 
M
jk
);
(c) F
0
:= F
M
jk
(d) UNTIL A
j
= ;;
(5:) UNTIL AL
M
= ;;
(5:) F
new
:= F
0
;
END.
Dieses Triggerkonzept ist bereits im DB/2 DB-System ([IBM00], [CPM96]) ohne syn-
taktische oder semantische Abweichungen implementiert worden. Die Oracle-Trigger
([Ora99] 7, [WC96] 9.3.1, [GW99] 20) weisen nur geringf

ugige syntaktische Abweichungen
vom SQL/SQL3-Konzept auf. Die WHEN-Bedingung kann keine Anfragen enthalten, und
ein Trigger kann f

ur mehrere Ereignisse deniert werden. Semantisch werden die Unter-
schiede gerade hinsichtlich der zuvor diskutierten Pr

ufung von FOREIGN KEY-Constraints
deutlich. Bzgl. der Aktionen in BEFORE-Triggern sind keine Restriktionen deniert.
Die Trigger werden unmittelbar vor oder nach dem feuernden Ereignis ausgef

uhrt. Die
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Ausf

uhrung einer

Anderungsanweisung beginnt mit einem BEFORE STATEMENT-Trigger.
F

ur jedes betroene Fakt werden unmittelbar vor der Manipulation die BEFORE ROW-
Trigger ausgef

uhrt und unmittelbar danach die AFTER ROW-Trigger. Die Ausf

uhrung der
Anweisung schliet mit einem AFTER STATEMENT-Trigger ab. Konsequenz dieses Modells
ist das sogenannte 'mutating table'-Problem. Damit die Reihenfolgeunabh

angigkeit der
Ausf

uhrung einzelner

Anderungsanweisungen gew

ahrleistet bleibt, besteht die Restrikti-
on, da innerhalb von ROW-Triggern nicht auf die aktuell zu

andernde Relation zugegrien
werden kann.
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Abbildung 2.5: SQL- und Starburst-Triggerausf

uhrungsmodelle
Aufgrund ihrer Relevanz f

ur die Implementierung inkrementeller Verfahren werden
wesentliche Unterschiede der Ausf

uhrungsmodelle der Starburst- und SQL3-Trigger in
der Abbildung 2.5 skizziert.
Kapitel 3
Normalisiertes SQL
Ausgehend von dem in Abschnitt 2.2 denierten Basis-SQL3 wird in diesem Abschnitt
unter dem Gesichtspunkt, die Analogien zwischen SQL und Datalog zu veranschaulichen,
die syntaktisch normalisierte DB-Sprache NSQL deniert. Normalisierte SQL-Ausdr

ucke
erf

ullen drei zus

atzliche Anforderungen.
1. Ausschlielich 'Datalog-konforme' SQL3-Operatoren sind anwendbar.
2. Die Schachtelung von Teilausdr

ucken ist auf die Tiefe eins beschr

ankt
3. Als Integrit

atsbedingungen sind nur ASSERTIONs denierbar.
Die Syntax der NSQL-Anfrageausdr

ucke ist auf SFW-Ausdr

ucke, den logischen Opera-
toren AND, NOT (Datalog: ^;:) und den RA-Operator UNION (Datalog: Vereinigungs-
semantik von Regeln) beschr

ankt (Restriktion 1). In SQL3 sind beliebig tiefe Schach-
telungen von Teilausdr

ucken (Anfragen, Formeln) zul

assig. Um den Aufwand bei der
Darstellung sowie bei der sp

ater erforderlichen Analyse der SQL-Syntax zu minimieren,
werden Schachtelungen von Teilausdr

ucken teilweise ausgeschlossen (Anfragen in FROM-
Klauseln) bzw. auf eine Schachtelungstiefe von eins in NSQL-Formeln beschr

ankt (Re-
striktion 2). Beliebig tief geschachtelte Teilausdr

ucke k

onnen mittels Sichten bzw. Hilfs-
sichten (WITH-Option) formuliert werden. Diese Normalisierung erfolgt in Analogie zu der
Darstellung von Zwischenergebnissen in Datalog, wo die Formulierung von (Hilfs-)Regeln
eine notwendige Konsequenz der syntaktischen Beschr

ankungen ist. Die spezialisierten
SQL-Integrit

atsbedingungen werden mit Ausnahme der PRIMARY KEYs und und der Feh-
lerkorrektur mittels NSQL-ASSERTIONs formuliert (Restriktion 3).
An die Denition von NSQL in Abschnitt 3.1 schlieen sich in Abschnitt 3.2 Vorschrif-
ten zur Transformation von Datalog-Ausdr

ucken nach NSQL und umgekehrt an.
3.1 NSQL
Im weiteren nicht denierte Begrie werden in NSQL in gleicher Weise verwendet, wie
sie im SQL3-Kontext in Abschnitt 2.2 deniert worden sind. Sie werden auch ohne er-
neute Denition mit dem Pr

ax 'NSQL' gekennzeichnet. Aufgrund der in Abschnitt 2.2
ausf

uhrlich diskutierten Redundanzen bei SQL-Operatoren und -Ausdr

ucken, stellen nach-
folgende NSQL-Formeln und -Anfragen lediglich eine syntaktische Normalisierung ohne
Einschr

ankungen der Ausdruckskraft dar.
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Denition 3.1.1 (NSQL-Formel)
1. Die aussagelogischen Konstanten TRUE und FALSE sind NSQL-Formeln.
2. Jede atomare SQL-Formel ist eine NSQL-Formel.
3. Sind F
1
; F
2
NSQL-Formeln und ist F ein NSQL-Atom, dann ist jeder Ausdruck der
Form
( F
1
AND F
2
) NOT ( F )
eine NSQL-Formel.
4. Ist Q eine NSQL-Anfrage, dann ist jede existenzquantizierte NSQL-Anfrage
EXISTS ( Q ) NOT EXISTS ( Q )
eine NSQL-Formel.
Denition 3.1.2 (NSQL-Anfrage)
1. Jeder SQL-SF-Ausdruck (Denition 2.2.3) ist eine NSQL-Anfrage.
2. Jeder SQL-SFW-Ausdruck (Denition 2.2.3) ist eine NSQL-Anfrage,
wobei die Formel F in der WHERE-Klausel eine NSQL-Formel ist.
3. Jeder UNION-Ausdruck der Form
Q
1
UNION Q
2
ist eine NSQL-Anfrage,
wobei Q
1
; Q
2
vereinigungskonforme NSQL-Anfragen sind, die nicht vom Typ einer
WITH-Anfrage sind.
4. Jeder SQL-WITH-Anfrageausdruck (Denition 2.2.3) der Form
WITH [ RECURSIVE ] S
1
; : : : ; S
n
Q
ist eine NSQL-Anfrage,
wobei Q eine NSQL-Anfrage und S
1
; : : : ; S
n
NSQL-Sichtspezikationen sind. Q,
S
1
; : : : ; S
n
verf

ugen

uber keine eigenen WITH-Klauseln mit weiteren Hilfssichten.
Als Junktoren sind in NSQL-Formeln nur Konjunktion (AND) und Negation (NOT)
zugelassen (Datalog: ^, :). Der Disjunktionsoperator (OR) entf

allt und aufgrund ein-
geschr

ankter Schachtelungen kann er auch nicht durch eine negierte Konjunktion ausge-
dr

uckt werden. Die Disjunktion wird in NSQL analog zur Vereinigungssemantik meh-
rerer Regeln in Datalog durch die Vereinigung (UNION) mehrerer Teilanfragen formu-
liert. Nur atomare Vergleichsformeln und Existenzaussagen k

onnen negiert werden. Eine
mehrfache Schachtelung negierter NSQL-Formeln ist nicht zul

assig. Alle anderen SQL-
Mengenoperatoren wie INTERSECT, EXCEPT, etc. lassen sich durch Equi-Joins bzw. NOT
EXISTS-Unteranfragen ausdr

ucken. Das nachfolgende Beispiel zeigt, wie der fehlende Dis-
junktionsoperator alternativ durch den Basisoperator UNION simuliert werden kann und
gibt einen Eindruck, wie die NSQL-Operatoren die Analogien zu Datalog verdeutlichen.
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Beispiel 3.1.3 (UNION statt OR-Operator in NSQL)
Seien die beiden Relationen p mit drei und q mit zwei Attributen gegeben.
SQL: SELECT t
p
:a
2
; t
p
:a
1
FROM p AS t
p
, q AS t
q
WHERE ( t
p
:a
1
= t
q
:a
1
AND t
p
:a
3
> 4711 )
OR ( t
p
:a
3
= t
q
:a
2
AND NOT ( t
p
:a
3
< 13 ) )
NSQL: SELECT t
p
:a
2
; t
p
:a
1
FROM p AS t
p
, q AS t
q
WHERE ( t
p
:a
1
= t
q
:a
1
AND t
p
:a
3
> 4711 )
UNION
SELECT t
p
:a
2
; t
p
:a
1
FROM p AS t
p
, q AS t
q
WHERE ( t
p
:a
3
= t
q
:a
2
AND NOT ( t
p
:a
3
< 13 ) )
Datalog: f (X; Y ) j h(X; Y ) g
WITH h(Y;X)  p(X; Y; Z) ^ q(X;Z
0
) ^ Z > 4711
h(Y;X)  p(X; Y; Z) ^ q(Z
0
; Z) ^ : Z < 13
Die Begrenzung der Schachtelungstiefe f

ur Unteranfragen auf die maximale Stufe von
eins erzwingt die Strukturierung un

uberschaubarer SQL-Anfragen in gut lesbare NSQL-
Anfragen mit mehreren ebenfalls gut strukturierten Hilfssichten. Die Struktur einer
NSQL-Anfrage/Sicht ist somit genauso ach wie die einer Datalog-Anfrage/Regel. Da-
mit wird das Konzept der Hilfssichten in NSQL genauso wie bei Datalog erforderlich,
um komplexe Anfragen formulieren zu k

onnen. Da eine solche Normalisierung ohne
Einschr

ankungen der Ausdruckskraft m

oglich ist, zeigt u.a. Date in [DD97] 13.1, wo die
Auswertung von Sichten, die wiederum Sichten referenzieren, anhand des inversen Prozes-
ses erl

autert wird. Cremers/Griefahn/Hinze zeigen in [CGH94] 3.2 ein Verfahren, mittels
dem pr

adikatenlogische Programme nach Datalog-Regeln ohne Einschr

ankung der Seman-
tik transformiert werden k

onnen. Bei [Schoe95] 2.2 werden Normalisierungsverfahren f

ur
TRC- und DRC-basierte Sprachen vorgestellt.
Eine SQL-Sicht mit einem Anfrageausdruck Q ist eine NSQL-Sicht, gdw. Q eine
NSQL-Anfrage ist. Eine SQL-ASSERTION mit einer Formel F als Bedingung ist eine
NSQL-ASSERTION, gdw. F eine NSQL-Formel ist. Hinsichtlich der Transformations-
funktionen sei darauf hingewiesen, da ein Anfrage-Ausdruck Q in F ggf. eine WITH-
Klausel enthalten kann, und da in der FROM-Klausel von Q nur ein Relationssymbol
auftritt (Abschnitt 2.2.3). Da Basisrelationen-Constraints (PRIMARY, UNIQUE, FOREIGN
KEY und CHECK)

aquivalent als Formel einer ASSERTION deniert werden k

onnen, wur-
de bereits f

ur die SQL-Integrit

atsbedingungen er

ortert. Dort wurde ebenfalls auf die
Redundanz von Dom

anen-Constraints bzgl. Attribut-Constraints hingewiesen, die wie-
derum redundant zu Basisrelationen-Constraints sind. Eine Beschr

ankung auf ASSER-
TIONs hat somit nur den Verlust der fehlerkorrigierenden Reaktionen des FOREIGN KEY-
Constraints und den Verlust von Prim

arschl

usseln zur Folge. Die beiden SQL3-Integrit

ats-
pr

ufungszeitpunkte IMMEDIATE und DEFERRED gelten in NSQL unver

andert.
Die f

ur Basis-SQL in Abschnitt 2.2.3 denierten Begrie einer SQL-Datenbank D
S
(Denition 2.2.11), einer Signatur 
S
(Denition 2.2.10) und eines DB-Schemas S
S
(Denition 2.2.9) gelten auch im NSQL-Kontext, sofern RV eine Menge virtueller NSQL-
Sichten ist und C eine Menge von NSQL-ASSERTIONs. RM ist auch in NSQL eine leere
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Menge materialisierter Sichten und T eine Menge eine Menge von SQL3-Triggern.
Die aus Datalog bekannten Denitionen eines Abh

angigkeitsgraphen f

ur Relationen
und Integrit

atsbedingungen (2.1.12) und eines Abh

angigkeitsgraphen f

ur Attribute (2.1.13)
k

onnen analog in NSQL angewendet werden. Nur der Begri des positiven und negativen
Auftretens von Relationssymbolen in SQL-Ausdr

ucken mu an die SQL-Syntax angepat
werden. Aufgrund der Normalisierung von NSQL sind die Analogien zu den Begrien
positiver und negativer Rumpiterale oenkundig. Sei (S 2 R[C) die Denition einer
Sicht oder einer Integrit

atsbedingung von D
S
und R 2 rel(R[B) sei das Symbol einer
Relation.
 R tritt positiv in S auf, gdw. R in der FROM-Klausel der Anfrage Q auftritt oder
in der FROM-Klausel einer EXISTS-quantizierten Unteranfrage (Datalog: positives
Literal).
 R tritt negativ in S auf, gdw. R in der FROM-Klausel einer NOT EXISTS-quanti-
zierten Unteranfrage auftritt (Datalog: negatives Literal).
Ausgehend von diesem Verst

andnis der Polarit

at des Auftretens eines Relationssymbols
in einer Sicht oder Integrit

atsbedingung kann die Denition der Abh

angigkeitsgraphen un-
mittelbar in SQL angewendet werden. Der Abh

angigkeitsgraph ist vergleichbar zu dem
im SQL-Standard ([ANSI99II] 7.12: query name dependency graph). Jedoch fehlt im SQL-
Standard die f

ur Propagierungsverfahren sehr wichtige Information der Polarit

at des Auf-
tretens.
Da Datalog (anders als in der Literatur

ublich) in einer um eine WITH-Klausel mit
Hilfssichten erweiterten Form eingef

uhrt worden ist, sind die wesentlichen Erweiterungen,
die f

ur eine Anwendung des Begris derAbh

angigkeiten (Denition 2.1.14) auch in SQL
notwendig sind, bereits in Abschnitt 2.1.1 durchgef

uhrt worden. Aufgrund der Normali-
sierung von NSQL k

onnen somit die Informationen der Abh

angigkeitsgraphen analog zu
dem Vorgehen in Datalog unmittelbar auch f

ur die Stratikation (Denition 2.1.15) von
Sichtmengen in SQL und die Klassizierung (Denition 2.1.16) von SQL-Sichtmengen
und Datenbanken verwendet werden.
Die Beschr

ankungen der NSQL-

Anderungssprache gegen

uber SQL3 ergeben sich
ausschlielich aus der Verwendung von NSQL-Anfragen und -Formeln. Das SQL3-Trans-
aktionskonzept wird unver

andert nach NSQL

ubernommen.
Abschlieend werden NSQL-Anweisungen zur f

ur das DB-Schema des Beispiels Bei-
spiel 2.1.17 veranschaulicht (Abb. 2.1). Da weder in NSQL noch in SQL3 materialisierte
Sichten denierbar sind, werden alle Sichten als virtuelle Sichten deniert.
Beispiel 3.1.4 (Unternehmensorganisation)
Die beiden Basisrelationen werden mittels folgender CREATE-Befehle erzeugt.
CREATE BASERELATION mitarbeiter (mita; abteil; gehalt; mgr );
CREATE BASERELATION abteilung (nr; bez );.
Zur Erzeugung der drei Sichten werden folgende CREATE VIEW-Befehle speziziert.
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 Mitarbeiter-Informationen und das Attribut des Abteilungsk

urzels:
CREATE VIEW mita abt (mita; nr; bez;mgr) AS
SELECT t
m
:mita; t
m
:abteil; t
a
:bez; t
m
:mgr
FROM mitarbeiter AS t
m
, abteilung AS t
a
WHERE t
m
:abteil = t
a
:nr;
 Mitarbeiter mit ihren (in-)direkten Managern:
CREATE VIEW mita mgr (mita; bez; mgr) AS WITH RECURSIVE
h
1
(mita; bez;mgr) AS SELECT t
h
1
:mita; t
h
1
:bez; t
ma
:mgr
FROM h
1
AS t
h
1
, mita abt AS t
ma
WHERE t
h
1
:mgr = t
ma
:mita
UNION SELECT t
ma
:mita; t
ma
:bez; t
ma
:mgr
FROM mita abt AS t
ma
,
SELECT t
h
1
:mita; t
h
1
:bez; t
h
1
:mgr FROM h
1
AS t
h
1
;
 Mitarbeiter, mit ihren Managern, die nicht der Abteilung 'Management'
(Nr. 13) angeh

oren:
CREATE VIEW lower mgr (mita; bez; mgr) AS
SELECT t
mm
:mita; t
mm
:bez; t
mm
:mgr
FROM mita mgr AS t
mm
WHERE NOT EXISTS ( SELECT 1 FROM mitarbeiter AS t
m
WHERE t
m
:abteil = 13 AND t
m
:mita = t
mm
:mgr ).
F

ur die beiden Integrit

atsbedingungen werden folgende ASSERTIONs deniert:
 Inklusionsbedingung des Attributs mitarbeiter.abteil zu abteilung.nr:
CREATE ASSERTION ic
1
CHECK ( NOT EXISTS (
SELECT 1 FROM mitarbeiter AS t
m
WHERE NOT EXISTS (
SELECT 1 FROM abteilung AS t
a
WHERE t
a
:nr = t
m
:abteil ) ) ) DEFERRED;
 Manager m

ussen der gleichen Abteilung wie die Mitarbeiter angeh

oren
oder dem 'Management' ('MG').
CREATE ASSERTION ic
2
CHECK ( NOT EXISTS (
SELECT 1 FROM mita mgr AS t
mm
WHERE NOT EXISTS (
SELECT 1 FROM mita abt AS t
ma
WHERE t
ma
:bez = t
mm
:bez AND t
ma
:mita = t
mm
:mgr
UNION
SELECT 1 FROM mita abt AS t
ma
WHERE t
ma
:bez ='MG' AND t
ma
:mita = t
mm
:mgr ) ) ) IMMEDIATE.
3.2 Transformationsvorschriften
Ziel dieses Abschnitts ist es, grundlegende Gemeinsamkeiten und Unterschiede zwischen
Datalog und NSQL aufzuzeigen. In den Abschnitten 3.2.1 und 3.2.2) werden Transforma-
tionsvorschriften deniert, mit deren Hilfe Datalog-Anfragen/Regeln/Integrit

atsbedingun-
gen auf NSQL-Ausdr

ucke und umgekehrt abgebildet werden k

onnen. In Abschnitt 2.2
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wurde bereits darauf hingewiesen, da auf dem Weg der Transformation einer NSQL-
Anfrage/Regel/Integrit

atsbedingung in einen semantisch

aquivalenten Datalog-Ausdruck
deren Semantik speziziert wird.
Beitr

age, die die semantische

Aquivalenz zwischen verschiedenen in der Wissenschaft
verwendeten Sprachen wie sicherem Datalog, sicherem TRC und sicherem DRC, sowie
ihre relationale Vollst

andigkeit zeigen, sind in der Literatur vielfach zu nden ([Ull89],
[CGT90], [Cre92], [KK93], [CGH94]). In der Regel basiert der

Aquivalenznachweis auf
der syntaktischen Transformation der Ausdr

ucke der verschiedenen Sprachen ineinander.
Die Transformation von SQL in eine andere formale Sprache wird seltener durchgef

uhrt.
Ein Grund ist sicherlich die Komplexit

at der SQL-Syntax. Ullman z.B. f

uhrt in [Ull89]
den Nachweis, da die f

unf RA-Operatoren mittels SELECT-Ausdr

ucken formuliert wer-
den k

onnen. Auf diese Transformation von SQL-Anfragen in RA-Ausdr

ucke wird sehr
h

aug im Rahmen der Anfrageoptimierung zur

uckgegrien. Die

Uberf

uhrbarkeit einer
relevanten Teilmenge von SQL1-Anfragen (SELECT-Ausdr

ucke) in RA-Terme haben Ceri
et.al. in [CG85], [CGT90] gezeigt. Negri et.al. ber

ucksichtigen in [NPS91], da SQL eine
dreiwertige Logik zugrunde liegt, und

uberf

uhren SELECT-Ausdr

ucke

uber den Zwischen-
schritt eines dreiwertigen Kalk

uls in Ausdr

ucke eines zweiwertigen Kalk

uls. Da sich diese
Beitr

age auf SQL1 beziehen, beeintr

achtigt ihre Aktualit

at nur wenig. Gegen

uber SQL3
(NSQL) fehlen ihnen jedoch die Hilfssichten der WITH-Klausel und rekursive Sichten und
Anfragen.

Uber den Rahmen dieser Arbeit gehen sie insofern hinaus, als da sie Aggre-
gatfunktionen (SUM, MIN, MAX, AVG,...), Gruppierungen (GROUP BY, HAVING) und eine
Vielzahl der Vergleichsoperatoren (IN, SOME, ANY, ALL,...) ber

ucksichtigen.
Problematisch in Hinblick auf das Ziel dieses Abschnitts ist insbesondere, da die bis-
herigen Beitr

age nicht die unmittelbare Transformation nach Datalog zeigen. Anders als
in [CG85], [NPS91], wo Transformationsregeln verschiedene 'Basistypen' komplexer SQL-
Anfragen (IN, [NOT] EXISTS, ALL-, Aggregat-Anfragen) in ihrer Gesamtheit

uberf

uhren,
werden hier im weiteren beliebige sichere NSQL- und Datalog-Ausdr

ucke in ihre syntakti-
schen Komponenten zerlegt und in die semantisch

aquivalenten Komponenten der anderen
Sprache transformiert. Dieses teilausdrucksbezogene Transformationsvorschriften haben
Ceri/Gottlob/Tanca in [CGT90] nur informell und nicht vollst

andig speziziert und ihre
Idee lediglich anhand einiger Beispiele verdeutlicht.
Da NSQL viele Probleme, die aus der syntaktischen Komplexit

at resultieren, vermeidet,
ist NSQL im Gegensatz zu SQL besser f

ur eine anschauliche Darstellung der Transformati-
on nach Datalog geeignet. Da NSQL syntaktisch wie semantisch eine echte Teilmenge von
SQL3 darstellt, k

onnen alle sicheren Datalog-Anfragen und -Regeln ohne Einschr

ankung
nach SQL3 transformiert werden. Der Nachweis der umgekehrten Aussage, da SQL3-
Anfragen und -Regeln vollst

andig in sichere Datalog-Ausdr

ucke

uberf

uhrt werden k

onnen,
wird in dieser Arbeit aus zwei Gr

unden nicht gef

uhrt. Zum einen mu Datalog um be-
nutzerdenierte Funktionen
1
erweitert werden, damit alle SQL-Ausdr

ucke nach Datalog
transformieren werden k

onnen, was jedoch nicht Thema dieser Arbeit ist. Zum anderen
ist aufgrund der vielen syntaktisch unterschiedlichen, aber semantisch

aquivalenten Tei-
lausdr

ucke in SQL3 (Abschnitt 2.2), die Spezikation von SQL3-Transformationsregeln
1
Datalog selbst ist eine Sprache frei von Funktionen. Die Problematik einer Erweiterung um Funk-
tionsausdr

ucke (Datalog
fun
) wird u.a. in [AH88], [Ull89], [CGH94] diskutiert.
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ebenso aufwendig wie auch trivial vollst

andig zu denieren.
Unterschiede:
Ein hinsichtlich seiner Konsequenzen sehr weitreichender Unterschied ist, da Datalog als
kalk

ulreine Sprache auf dem DRC basiert und SQL als Hybridsprache sowohl auf dem
TRC wie auch auf der RA. Der SELECT-Ausdruck als das zentrale Konstrukt zur For-
mulierung einer Anfrage basiert auf dem TRC, wobei mehrere SELECT-Ausdr

ucke mittels
RA-Operatoren (UNION, JOIN,...) verkn

upft werden k

onnen. Alternativ sind SELECT-
Ausdr

ucke auch als RA-basierte Join-Ausdr

ucke formulierbar. Ein Problem stellt in die-
sem Zusammenhang die unterschiedlichen Variablennotationen und ihre Transformation
dar. In Datalog wird eine DRC-basierte, positionelle Schreibweise der Attribute (Be-
reichsvariablen) verwendet, in SQL eine TRC-basierten Notation mit Tupelvariablen und
Attributsymbolen. Wie diese Unterschiede aufgehoben werden k

onnen, hat u.a. Ullman
bereits in [Ull89] anhand eines Algorithmus zur Transformation eines TRC-Ausdrucks in
einen DRC-Ausdruck speziziert. Dabei ersetzt Ullmann das Auftreten von Komponenten
der Tupelvariablen durch entsprechend zu generierende Bereichsvariablen. Dieser Ansatz
ndet auch bei den hier denierten Transformationsvorschriften Anwendung.
Aus den verschiedenen Kalk

ulen resultiert ferner die unterschiedliche Darstellung von
Identit

atsvergleichen. In Datalog werden sie i.d.R. durch die Verwendung der gleichen Be-
reichsvariablen in den verschiedenen Rumpiteralen formuliert (z.B.: p(X; Y ) ^ q(Y; Z)).
In SQL werden sie ausschlielich als atomare Vergleichsformeln in der WHERE-Klausel
dargestellt (z.B.: tv
p
:a
2
= tv
q
:a
1
).
Die Problematik der impliziten Existenzquantizierung zu Beginn des Regelrumpfs
in Datalog und der daraus resultierenden Forderung nach Bereichsbeschr

ankung sind
bereits in Abschnitt 2.1 er

ortert worden. Da jedoch nur bereichsbeschr

ankte Datalog-
Regeln/Anfragen transformiert werden, ist es unproblematisch, den impliziten (negierten)
Existenzquantor durch einen expliziten (NOT) EXISTS-Operator in NSQL auszudr

ucken.
Ein weiterer wesentlicher Unterschied ist die unterschiedliche Terminologie beider Spra-
chen. So werden analoge Konzepte mit unterschiedlichen Fachbegrien benannt, wie
z.B. bei Deduktionsregeln und Sichten. Probleme werden zudem auf verschiedene Weisen
diskutiert. Ein Beispiel ist die im Datalog-Kontext sehr ausf

uhrlich gef

uhrte Diskussi-
on der Bereichsbeschr

ankung von Anfragen und Regeln mit ihrer Bedeutung f

ur ande-
re Fragestellungen. Im Kontext der anwendungsorientierten Sprache SQL tritt dieses
Problem scheinbar weder in den ANSI-Publikationen noch in der Sekund

arliteratur auf.
Tats

achlich sind jedoch in SQL Anfragen (ohne Angabe von Gr

unden) syntaktisch derart
eingeschr

ankt, da nur 'bereichsbeschr

ankte' Anfragen formulierbar sind.
Analogien:
Die beiden DB-Sprachen sind in den vorangegangen Abschnitten detailliert er

ortert wor-
den, so da eine ausf

uhrliche Motivation der Analogien hier nicht mehr erforderlich ist.
 Sichere Datalog-Anfragen, -Regeln und -Integrit

atsbedingungen k

onnen in seman-
tisch

aquivalente NSQL-Anfragen, -Sichten und -ASSERTIONs transformiert werden
und umgekehrt. Mit SQL3 k

onnen nun auch rekursive Datalog-Anfragen und Regeln
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nach SQL transformiert werden. Jede SQL-Anfrage (auch mit UNION-Operator und
Hilfsregeln) kann aufgrund der Verwendung von Hilfsregeln im Datalog-Kontext
in genau eine Datalog-Anfrage

uberf

uhrt werden. Lediglich die argumentlosen
Datalog-Anfragen und -Relationen m

ussen in SQL simuliert werden.
 Die Konzepte der Hilfsregeln entsprechen einander in beiden Sprachen.
Die Entsprechungen zwischen beiden Sprachen ergeben sich unmittelbar aus den Trans-
formationsvorschriften in den nachfolgenden Abschnitten. Eine pr

azise Er

orterung der
Analogien w

urde die Inhalte der Funktionsdenitionen vorwegnehmen und eine weniger
pr

azise Diskussion w

urde den Schwierigkeiten der Transformationsschritte nicht gerecht
werden, so da an dieser Stelle auf eine allgemeine Diskussion verzichtet wird.
Um die Strukturen der komplexen Mengen der  - und 	-Funktionen zu veranschau-
lichen, aber, auch um ggf. Wiederholungen in verschiedenen Denitionen zu vermeiden,
wird in einer Denition eine Gruppe von Transformationsfunktionen zusammengefat,
die gemeinsam eine bestimmte

Ubersetzungsaufgabe l

osen. Um Erkl

arungen trotzdem
unmittelbar bei einer Funktionsdenition au

uhren zu k

onnen, enthalten die Denitio-
nen ggf. Anmerkungen, die

uber den

ublichen Rahmen einer Denition hinausgehen.
3.2.1 Transformation Datalog ! NSQL
Ausgehend von einem Datalog-DB-Schema S
D
werden die Spezikationen der Basis- und
abgeleiteten Relationen, der Deduktionsregeln und Integrit

atsbedingungen mittels der
 -Funktionen in NSQL-DDL-Befehle transformiert. Mittels dieser generierten NSQL-
DML-Befehle kann dann ein

aquivalentes NSQL-DB-Schema S
S
erzeugt werden. Die
Gesamtaufgabe der Transformation ist aufgrund der Komplexit

at in verschiedene Einzel-
funktionen aufgeteilt, deren Ergebnisse (Zeichenketten) miteinander konkateniert werden
(bin

arer Konkatenationsoperator: k). Die drei Punkte (:::) symbolisieren den wiederhol-
ten Aufruf von Funktionen und die Konkatenation ihrer Ergebnisse gem

a der Anzahl der
zu transformierenden (Teil-)Ausdr

ucke. Die beiden Hochkomma (' ') bezeichnet die leere
Zeichenkette. Struktur und Bezeichnung der Funktionen orientiert sich daran, welchen
NSQL-Teilausdruck sie als Ergebnis liefern. Die Aufrufe der verschiedenen Strukturen
wird in der Abbildung 3.1 skizziert.
 Mit den Funktionen  
CreateR
; 
CreateC
; 
Q
wird eine sichere Datalog-Regel (R),
Integrit

atsbedingung (C) oder Anfrage (Q) in einen syntaktisch korrekten NSQL-
Befehl zur Erzeugung einer Sicht oder ASSERTION bzw. in eine NSQL-Anfrage trans-
formiert. Diese Prozeduren k

onnen von einem Anwender zur

Ubersetzung einer ein-
zelnen Datalog-Regel, Integrit

atsbedingung oder Anfrage aufgerufen werden, oder
sie werden von einem Transformationsprogramm wiederholt zur

Ubersetzung der
DB-Objekte eines Datalog-DB-Schemas aufgerufen. F

ur die Transformation wer-
den den Funktionen  
CreateR
; 
CreateC
das Relationssymbol der Regel bzw. Inte-
grit

atsbedingung

ubergeben, der  
Q
-Funktion die Spezikation der Anfrage.
 Die  -Regelfunktionen  
CreateR
,  
R
,  
RHead
,  
U
bilden eine Datalog-Regel auf
eine NSQL-Sicht ab.  
CreateR

uberf

uhrt die Denitionen von Regeln mit dem glei-
chen Relationssymbol im Kopiteral in eine CREATE VIEW-Anweisung und  
R
die
Regeldenitionen in die Denition einer Sicht.  
RHead
bildet ein Kopiteral auf das
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CreateRΓ QΓCreateCΓ
SFWΓ
WITHΓ
UΓ
RΓ
RHeadΓ
attrΓ
WΓFΓSΓ
bindΓ
aliasΓ
WspezΓ WnegΓ WposΓ
tupelΓ
Abbildung 3.1: Transformationsfunktionen Datalog  ! NSQL
Literal der Sicht ab.  
U
transformiert eine Menge von Regeln mit dem gleichen
Relationssymbol im Kopiteral in SFW-Ausdr

ucke, die mittels UNION-Operatoren
verkn

upft werden.
 Die  -Transformationsfunktionen  
SFW
,  
S
,  
F
,  
W
,  
Wpos
,  
Wneg
,  
Wspez
,
 
WITH
transformieren eine Regeldenition in einen SFW-Ausdruck, wobei  
S
,  
F
und  
W
die SELECT-, FROM- undWHERE-Klausel generieren. Die Funktionen  
Wpos
,
 
Wneg
und  
Wspez
bilden Datalog-Rumpiterale (positive/negative DB-Atome und
Vergleichsatome) auf Teilformeln der WHERE-Bedingung ab.
 Die  -Namensfunktionen  
alias
,  
attr
,  
tupel
,  
bind
sind Hilfsfunktionen zur Ab-
bildung von Bereichsvariablen auf NSQL-Attributterme.  
alias
bildet Datalog-Rela-
tionssymbole auf Tupelvariablen ab.  
attr
ordnet einer Argumentposition ein At-
tributsymbol zu.  
tupel
bildet eine Bereichsvariable auf einen Attributterm ab und
 
bind
einen Datalog-Term auf einen NSQL-Term. Die Funktionen gew

ahrleisten die
Eindeutigkeit der generierten Symbole in einem Kontext (z.B. Formel), der ebenfalls
als Eingabeparameter

ubergeben wird.
 Die Funktionen  
F
,  
Wpos
und  
Wspez
rufen sogenannte Stern-Funktionen  
F

,
 
Wpos

und  
Wspez

auf, die aus Gr

unden der

Ubersichtlichkeit nicht in der Abbil-
dung aufgef

uhrt sind. Die Transformation selbst wird von den Stern-Funktionen
ausgef

uhrt, deren Ergebnisse in den aufrufenden Funktionen konkateniert werden.
Im weiteren sei ein Datalog-Schema S
D
= hB;R; Ci gegeben mit der Signatur

D
= hPS;ASi. F

ur alle Funktionen ist das Schema S
D
impliziter Eingabeparameter,
der jedoch aus Gr

unden der

Ubersichtlichkeit nicht aufgef

uhrt wird.
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Denition 3.2.1 ( -Namensfunktionen)
Sei B := L
1
^ ::: ^ L
n
eine Datalog-Formel und rel(L
i
) ein Pr

adikatsymbol des DB-
Schemas S
D
(rel(L
i
) 2 PS; 1  i  n).
  
alias
bildet das Relationssymbol eines Literals L
i
aus einer gegebenen Formel B auf
einen Aliasnamen ab, der als Symbol einer Tupelvariable in NSQL verwendet wird.
 
alias
(B;L
i
) :=
8
>
<
>
:
rel(L
i
) falls rel(L
i
) nur einmal in B auftritt
rel(L
i
)k' 'kk falls rel(L
i
) k-mal in B auftritt (1 < k  n).
  
attr
bildet eine Attributposition j eines gegebenen Literals L(t
1
; :::; t
m
) mit
1  j  m auf ein NSQL-Attributsymbol der NSQL-Relation rel(L) ab.
 
attr
(L; j) := 'attr name 'krel(L)k' 'kj.
  
tupel
bildet eine Attributposition j eines gegebenen Literals L
i
(t
1
; :::; t
m
) 2 B auf
einen NSQL-Attributterm ab (1  j  m).
 
tupel
(B;L
i
; j) :=  
alias
(B;L
i
)k'.'k 
attr
(L
i
; j).
  
bind
bildet einen Term t
j
eines gegebenen Literals L
i
(t
1
; :::; t
m
) 2 B mit 1  j  m
auf sich selbst ab, wenn t
j
eine Konstante ist. Ist t
j
eine Bereichsvariable, die zudem
an der Argumentposition g eines positiv in B auftretenden Literals L
h
auftritt, dann
wird t
j
auf das Symbol des g-ten Attributs der Relation rel(L
h
) abgebildet.
 
bind
(B; t
j
) :=
8
>
>
>
<
>
>
>
:
 
tupel
(B;L
h
; g) falls t
j
2 vars(L
h
) und L
h
ist positiv in B
t
j
falls t
j
2 const(B).
Die  -Transformationsfunktionen bilden die positiven und negativen Literale von Data-
log-Formeln auf NSQL-FROM- und WHERE-Klauseln ab. Die Zielliste einer Anfrage
bzw. das Kopiteral einer Regel wird auf die SELECT-Klausel abgebildet.
Denition 3.2.2 ( -Transformationsfunktionen)
Sei eine Datalog-Formel B := L
1
^ : : :^L
k
^N
1
^ : : :^N
m
als eine Konjunktion positiver
(L
i
; 1  i  k) und negativer (N
j
; 0  j  m) Literale gegeben. B sei der Qualikations-
teil einer gegebenen Anfrage/Regel/Integrit

atsbedingung und t
1
; :::; t
n
seien die Parameter
der Zielliste bzw. des Kopiterals mit n  0.
  
S
bildet die Liste der Parameter [t
1
; : : : ; t
n
] auf eine NSQL-SELECT-Klausel ab.
F

ur die Simulation parameterloser Anfragen/Regeln (n = 0) in NSQL wird ein
konstanter Wert selektiert.
 
S
(B; [t
1
; :::; t
n
]) :=
8
>
>
>
<
>
>
>
:
'SELECT' k  
bind
(B; t
1
) k ',' k
... k ',' k  
bind
(B; t
n
)
falls n > 0
'SELECT 1 ' falls n = 0.
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  
F
bildet die Liste der in einer gegebenen Formel B positiv auftretenden Literale
[L
1
; :::; L
k
], die DB-Atome sind, auf eine NSQL-FROM-Klausel ab.
 
F
(B; [L
1
; :::; L
k
]) := 'FROM' k  
F

(B;L
1
)k ',' k : : : k ',' k  
F

(B;L
k
).
{ Sei L ein in einer gegebenen Formel B positiv auftretendes DB-Atom, dann
bildet  
F

L auf einen NSQL-Relationssymbol und eine Tupelvariable ab.
 
F

(B;L) := rel(L)k 'AS' k  
alias
(B;L).
  
W
bildet die in einer gegebenen Formel B auftretenden gemeinsamen Variablen
positiver Literale, die Vergleichsatome, die Konstanten und die negativen Literale
auf eine NSQL-WHERE-Klausel ab (y 2 f
Wpos
;
Wspez
;
Wneg
g).
 
W
(B) :=
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
'WHERE TRUE'
k  
Wpos
(B;L
1
; L
2
) k:::k  
Wpos
(B;L
1
; L
k
) k :::
k  
Wpos
(B;L
k
; L
1
) k:::k  
Wpos
(B;L
k 1
; L
k
)
k  
Wspez
(B;L
1
) k:::k  
Wspez
(B;L
k
)
k  
Wneg
(B;N
1
) k:::k  
Wneg
(B;N
m
)
9 
y
j  
y
6= ' '
' ' sonst
{  
Wpos
bildet alle gemeinsamen Bereichsvariablen zweier gegebener DB-Atome
L
g
(t
g1
; :::t
gn
0
); L
h
(t
h1
; :::t
hn
00
), die positiv in B auftreten, als Konjunktion von
Identit

atsvergleichen der zugeh

origen NSQL-Tupelkomponenten ab.
 
Wpos
(B;L
g
; L
h
) :=  
Wpos

(B;L
g
; L
h
; t
g1
; t
h1
) k  
Wpos

(B;L
g
; L
h
; t
g1
; t
h2
)
k ::: k  
Wpos

(B;L
g
; L
h
; t
gn
0
; t
hn
00
):
{ Seien L
g
; L
h
zwei Literale, die positiv in einer gegebenen Formel B auftreten,
dann bildet  
Wpos

eine Bereichsvariable, die als Terme t
gi
0
; t
hi
00
in beiden Li-
teralen auftritt (t
gi
0
; t
hi
00
2 vars(L
g
[ L
h
) ^ t
gi
0
= t
hi
00
) als Identit

atsvergleich
der zugeh

origen NSQL-Tupelkomponenten ab.
 
Wpos

(B;L
g
; L
h
; t
gi
0
; t
hi
00
) := 'AND'k  
tupel
(B;L
g
; i
0
) k'='k  
tupel
(B;L
h
; i
00
):
{  
Wspez
bildet ein Literal L aus einer gegebenen Formel B auf einen NSQL-
Vergleichsausdruck ab, wenn L ein Vergleichsliteral ist. Ist L ein DB-Atom,
dann werden die Parameter von L auf Konjunktionen von NSQL-Identit

atsver-
gleichen abgebildet.
 
Wspez
(B;L) :=
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
 
Wspez

(B;L; t
1
; t
2
)k
 
Wspez

(B;L; t
1
; t
3
)k ::: k
 
Wspez

(B;L; t
(n 1)
; t
n
)
falls L = L(t
1
; :::; t
n
)
'AND'k 
bind
(B; t
0
)kk 
bind
(B; t
00
) falls L
i
= t
0
t
00
.
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{ Sei L ein DB-Atom einer gegebenen Formel B und seien t
j
0
; t
j
00
zwei Parameter
von L, die mit der gleichen Bereichsvariablen belegt sind, dann bildet  
Wspez

die beiden Terme auf einen NSQL-Identit

atsvergleich ab. Ist t
j
0
eine Konstan-
te, dann liefert  
Wspez

als Ergebnis einen Identit

atsvergleich von t
j
0
mit der
zugeh

origen NSQL-Tupelkomponente.
2
 
Wspez

(B;L; t
j
0
; t
j
00
) :=
8
>
>
>
<
>
>
:
'AND'k 
tupel
(B;L; j
0
)k
'='k 
tupel
(B;L; j
00
)
falls t
j
0
= t
j
00
^
t
j
0
; t
j
00
2 vars(L)
'AND'k 
tupel
(B;L; j
0
)k'='kt
j
0
falls t
j
0
2 const(L).
{ Sei N ein in B negativ auftretendes Literal. Ist N ein negatives Vergleichsliteral,
so wird N von  
Wneg
auf eine negierte NSQL-Vergleichsformel abgebildet. Ist
N ein negatives DB-Atom, so bildet  
Wneg
N auf eine NSQL-NOT EXISTS-
Formel ab. Die Bindungen der Variablen, die als Parameter von N wie auch
in positiven Literalen L
1
; :::; L
k
2 B auftreten werden durch  
Wpos
jeweils auf
eine NSQL-Vergleichsformel abgebildet.
3
 
Wneg
(B;N) :=
8
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
:
'AND NOT ('k
 
bind
(B; t
j
0
)kk 
bind
(B; t
j
00
)k')'
falls N = :t
j
0
t
j
00
'AND NOT EXISTS (SELECT 1
FROM' k rel(N) k
0
AS' k  
alias
(B;N)k
'WHERE TRUE'k
 
Wpos
(B;N; L
1
)k : : :k 
Wpos
(B;N; L
k
)
k 
Wspez
(B;N)k')'
falls N = :N(t
1
; ::; t
n
).
  
SFW
bildet eine gegebene Formel B mit den positiven DB-Atomen L
1
; :::; L
k
und
eine gegebene Liste von Termen [t
1
; :::; t
n
] auf einen NSQL-SFW-Ausdruck ab.
 
SFW
(B; [t
1
; :::; t
n
]) :=  
S
(B; [t
1
; :::; t
n
]) k  
F
(B; [L
1
; :::; L
k
]) k  
W
(B).
 H
help
1
; :::; H
help
l
0
sei eine gegebene Liste von Relationssymbolen von Hilfsregeln.  
WITH
bildet auf der Basis des gegebenen Schemas S
D
die Hilfsregeln R
help
1
; :::; R
help
l
(1 
l
0
 l) auf eine NSQL-WITH-Klausel ab. ( 
R
: Denition 3.2.3)
2
Aus Gr

unden einer vereinfachten Darstellung wird die Generierung redundanter NSQL-Teilformeln
akzeptiert. So wird z.B. f

ur ein Literal p(a;X; Y )  
Wspez

jeweils f

ur die Terme a;X und a; Y aufgerufen,
so da die NSQL-Teilformel 'AND rel name:attr
1
='a" zweimal generiert wird. Bei einer Implementie-
rung der Funktionen sind solche Redundanzen zu vermeiden.
3
Auch hier wird mit dem Ziel einer gut lesbaren Darstellung die Generierung redundanter NSQL-
Teilformeln akzeptiert, die f

ur Variablen von N erzeugt werden, die mehrfach in positiven Literalen
gebunden werden.
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 
WITH
([H
help
1
; :::; H
help
l
0
]) :=
8
>
>
>
>
>
<
>
>
>
>
>
:
'WITH' k
 
R
(H
help
1
) k','k : : :k','k  
R
(H
help
l
0
)
falls R
help
1
; :::; R
help
l
nicht
rekursive Hilfsregeln sind
'WITH RECURSIVE' k
 
R
(H
help
1
) k','k : : :k','k  
R
(H
help
l
0
)
falls R
help
1
; :::; R
help
l
rekursive Hilfsregeln sind.
Werden bei Wiederholungsfolgen leere Zeichenketten verkn

upft, so werden verbindende
Operatoren nicht konkateniert, so wird z.B.
0
abc
0
k ',' k : : : k ',' k
0 0
zu
0
abc
0
ohne weitere
Kommazeichen konkateniert. Die logische Konstante TRUE dient in der WHERE-Klausel
als Platzhalter, damit bei den nachfolgenden Formeln nicht zwischen der ersten und allen
weiteren Formeln unterschieden werden mu.
Die Abbildung (Funktion  
Wneg
) eines in einer Formel B negativ auftretenden DB-
Literals auf genau eine geschachtelte NOT EXISTS-Formel mit nur einem Relationssymbol
in der FROM-Klausel ist nur aufgrund der Bereichsbeschr

ankung von Datalog-Formeln
unproblematisch. Bei der gew

ahlten Darstellungsform, werden Datalog-Variablen, die in
mehreren negativen Literalen auftreten, nicht in NSQL-Identit

atsvergleiche transformiert.
Aufgrund der Bereichsbeschr

ankung von Datalog-Regeln liegt f

ur solche Variablen immer
eine positive Bindung vor, so da durch diese vereinfachte Abbildung die Ausdruckskraft
nicht eingeschr

ankt und die Semantik nicht modiziert wird.
Denition 3.2.3 ( -Regel)
Sei fR
1
; :::; R
l
g  R eine Menge deduktiver Datalog-Regeln der Form
R
i
:= H
i
(t
1
; : : : ; t
n
) B WITH R
help
1
; :::; R
help
l
0
; (1  i  l; l
0
 0)
mit dem gleichen Kopiteral h = rel(f
S
l
i=1
H
i
g). Die Menge aller zu den Regeln R
1
; :::R
l
geh

orenden Hilfsregeln sei fR
help
1
; :::; R
help
l
00
g  RH und
S
l
00
j=1
rel(R
help
j
) die Menge ihrer
Relationssymbole (l
00
 0).
  
CreateR
erzeugt auf der Basis eines Schema S
D
f

ur alle Regeln eines gegebenen
Relationssymbols H
sym
einen NSQL-DDL-Befehl zum Erzeugen einer Sicht.
 
CreateR
(H
sym
) :=
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
'CREATE RECURSIVE VIEW'
k  
R
(H
sym
)
falls
R
1
; :::; R
l
; R
help
1
; :::; R
help
l
00
rekursiv sind
'CREATE VIEW' k  
R
(H
sym
) sonst.
  
R
bildet auf der Basis von S
D
die Regeln R
1
; :::R
l
(l  1) f

ur ein gegebenes Relati-
onssymbol H
sym
auf eine NSQL-Sichtspezikation ab. Die NSQL-WITH-Klausel ist
die Zusammenfassung der Hilfsregeln aller WITH-Klauseln von R
1
; :::R
l
.
 
R
(H
sym
) :=  
RHead
(H
sym
) k  
WITH
([rel(R
help
1
); :::; rel(R
help
l
00
)]) k  
U
(H
sym
):
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  
RHead
bildet unter Zugri auf das DB-Schema S
D
ein gegebenes Relationssymbol
H
sym
auf die Spezikation einer NSQL-Sicht ab. Die Anzahl der Attribute von H
sym
sei n (n  0).
 
RHead
(H
sym
) :=
8
>
>
>
<
>
>
>
:
H
sym
k '(' k
 
attr
(H
sym
; 1)k : : : k 
attr
(H
sym
; n)k') AS'
falls n > 0
H
sym
k '(' k 
attr
(H
sym
; 1)k') AS' falls n = 0.
  
U
bildet unter Zugri auf die in S
D
vorliegenden Regelspezikationen die Re-
gelr

umpfe B
1
; :::B
l
aller Regeln R
1
; :::R
l
2 R (l  1) eines gegebenen Relations-
symbols H
sym
auf einen NSQL-UNION-Ausdruck ab. t
j1
; :::; t
jn
seien die Terme des
Kopiterals der Regel R
j
(1  j  l).
 
U
(H
sym
) :=  
SFW
(B
1
; [t
11
; :::; t
1n
]) k'UNION'k : : :k'UNION'k  
SFW
(B
l
; [t
l1
; :::; t
ln
]).
Ohne Beschr

ankung der Ausdruckskraft wird f

ur die Transformation vorausgesetzt,
da im Regelrumpf B einer Integrit

atsbedingung C nur ein DB-Literal auftritt.
Denition 3.2.4 ( -Integrit

atsbedingung)
Sei C 2 C eine Integrit

atsbedingung (C := IC  B WITH R
help
1
; :::; R
help
l
0
) und C
symbol
das
Relationssymbol des Kopiterals IC.
 
CreateC
erzeugt f

ur eine gegebene Datalog-Integrit

atsbedingung C einen NSQL-DDL-Befehl
zur Erzeugung einer ASSERTION.
 
CreateC
(C
symbol
) :=
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
'CREATE ASSERTION' kC
symbol
k 'CHECK (' k
'NOT EXISTS' k '(' k  
WITH
([rel(R
help
1
); :::; rel(R
help
l
0
)]) k
 
U
(C
symbol
)k') )'
falls B = :L
'CREATE ASSERTION' kC
symbol
k 'CHECK (' k
'EXISTS' k '(' k  
WITH
([rel(R
help
1
); :::; rel(R
help
l
0
)]) k
 
U
(C
symbol
)k') )'
falls B = L.
Denition 3.2.5 ( -Anfrage)
Sei Q := f (t
1
; : : : ; t
n
) j B WITH R
help
1
; :::; R
help
l
0
g eine Datalog-Anfrage (n  0; l
0
 0)
bzgl. eines Schemas S
D
.
 
Q
bildet eine gegebene Datalog-Anfrage Q auf eine NSQL-Anfrage ab.
 
Q
(Q) :=  
WITH
([rel(R
help
1
); :::; rel(R
help
l
0
)]) k  
SFW
(B; [t
1
; : : : ; t
n
]).
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Beispiel 3.2.6 (Sicht: mita mgr)
Seien die beiden Regeln O
1
; O
2
f

ur die Datalog-Sicht mita mgr gegeben. Die Variable O
enthalte das Relationssymbol des Kopiterals der Regeln (O :='mita mgr').
O
1
:= mita mgr(X
1
; X
3
; X
4
)  mita abt(X
1
; X
2
; X
3
; X
4
);
O
2
:= mita mgr(X
1
; X
2
; Y
4
)  mita mgr(X
1
; X
2
; X
3
)
^ mita abt(X
3
; Y
2
; Y
3
; Y
4
);
Durch Anwendung der Funktion  
CreateR
(O) wird die Regelspezikation in einen Befehl
zur Erzeugung einer SQL-Sicht transformiert.
 
CreateR
(O) := 'CREATE RECURSIVE VIEW mita mgr(a
1
; a
2
; a
3
) AS
SELECT tv
ma
:a
1
; tv
ma
:a
3
; tv
ma
:a
4
FROM mita abt AS tv
ma
UNION
SELECT tv
mm
:a
1
; tv
mm
:a
2
; tv
ma
:a
4
FROM mita mgr AS tv
mm
, mita abt AS tv
ma
WHERE TRUE AND tv
mm
:a
3
= tv
ma
:a
1
'
wobei:
 
CreateR
(O) := 'CREATE RECURSIVE VIEW' k 
R
(O)
 
R
(O) := 'mita mgr(a
1
; a
2
; a
3
) AS' k
 
SFW
(O
1
; [X
1
; X
2
; X
3
]) k 'UNION' k  
SFW
(O
2
; [X
1
; X
2
; Y
4
])
 
SFW
(O
1
; [X
1
; X
2
; X
3
]) := 'SELECT tv
ma
:a
1
; tv
ma
:a
3
; tv
ma
:a
4
FROM mita abt AS tv
ma
'
 
SFW
(O
2
; [X
1
; X
2
; Y
4
]) := 'SELECT tv
mm
:a
1
; tv
mm
:a
2
; tv
ma
:a
4
FROM mita mgr AS tv
mm
, mita abt AS tv
ma
WHERE TRUE AND tv
mm
:a
3
= tv
ma
:a
1
'
Beispiel 3.2.7 (Sicht: lower mgr)
Sei die Spezikationen O f

ur die Datalog-Sicht lower mgr gegeben. Die Variable O ent-
halte das Relationssymbol des Kopiterals der Regeln (O :='lower mgr').
lower mgr(X
1
; X
2
; X
3
) B;
B := mita mgr(X
1
; X
2
; X
3
) ^ :h
1
(X
3
) WITH O

;
O

:= h
1
(Y
1
)  mitarbeiter(Y
1
; 13; Y
3
; Y
4
);
Durch Anwendung der Funktion  
CreateR
(O) wird die Regelspezikation in einen Befehl
zur Erzeugung einer SQL-Sicht transformiert.
 
CreateR
(O) := 'CREATE VIEW lower mgr(a
1
; a
2
; a
3
) AS WITH
h
1
(a
1
) AS SELECT tv
m
:a
1
FROM mitarbeiter AS tv
m
WHERE TRUE AND tv
m
:a
2
= 13
SELECT tv
mm
:a
1
; tv
mm
:a
2
; tv
mm
:a
3
FROM mita mgr AS tv
mm
WHERE TRUE AND NOT EXISTS (
SELECT 1 FROM h
1
AS tv
h
1
WHERE TRUE AND tv
h
1
:a
1
= tv
mm
:a
3
)
wobei:
 
CreateR
(O) := 'CREATE VIEW' k 
R
(O)
 
R
(O) := 'lower mgr(a
1
; a
2
; a
3
) AS' k  
WITH
(['h
1
']) k  
SFW
(B; [X
1
; X
2
; X
3
])
 
WITH
(['h
1
']) := 'WITH h
1
(a
1
) AS' k  
SFW
('h
1
(Y
1
)'; [Y
1
])
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 
SFW
('h
1
(Y
1
)'; [Y
1
]) := 'SELECT tv
m
:a
1
FROM mitarbeiter AS tv
m
WHERE TRUE'k 
Wspez
('h
1
(Y
1
)';'mitarbeiter(Y
1
; Y
2
; 13; Y
4
)')
 
Wspez
('h
1
(Y
1
)', 'mitarbeiter(Y
1
; Y
2
; 13; Y
4
)') := 'AND tv
m
:a
3
= 13'
 
SFW
(B; [X
1
; X
2
; X
3
]) := 'SELECT tv
mm
:a
1
; tv
mm
:a
2
; tv
mm
:a
3
FROM mita mgr AS tv
mm
WHERE TRUE' k  
Wneg
(B;'h
1
(Y
1
)')
 
Wneg
(B;'h
1
(Y
1
)') := 'AND NOT EXISTS ( SELECT 1 FROM h
1
AS tv
h
1
WHERE TRUE AND tv
h
1
:a
1
= tv
mm
:a
3
)'
Beispiel 3.2.8 (ASSERTION: ic
2
)
Sei O die Spezikation einer Datalog-Integrit

atsbedingung, die die Anforderung formuliert,
da Manager der gleichen Abteilung wie die Angestellten oder der Abteilung 'Management'
('MG') angeh

oren. Die Variable C enthalte das Relationssymbol der Integrit

atsbedingung
(C :='ic
2
').
ic
2
 :h
1
WITH S
help
1
; S
help
2
; S
help
3
;
S
help
1
:= h
1
 B
1
; B
1
:= mita mgr(X
1
; X
2
; X
3
) ^ :h
2
(X
3
; X
2
);
S
help
2
:= h
1
 B
2
; B
2
:= mita mgr(X
1
; X
2
; X
3
) ^ :h
2
(X
3
;'MG');
S
help
3
:= h
2
(Y
1
; Y
2
)  B
3
; B
3
:= mita abt(Y
1
; Y
2
; Y
3
);
Der Datalog-Ausdruck C wird durch Anwendung der Funktion  
CreateC
(C) in einen SQL-
Ausdruck transformiert:
 
CreateC
(C) :=
'CREATE ASSERTION ic
1
CHECK ( NOT EXISTS ( WITH
h
1
(a
1
) AS SELECT 1 FROM mita mgr AS tv
mm
WHERE TRUE AND NOT EXISTS ( SELECT 1 FROM h
2
AS tv
h
2
WHERE TRUE AND tv
h
2
:a
1
= tv
mm
:a
3
AND tv
h
2
:a
2
= tv
mm
:a
2
)
UNION
SELECT 1 FROM mita mgr AS tv
mm
WHERE TRUE AND NOT EXISTS ( SELECT 1 FROM h
2
AS tv
h
2
WHERE TRUE AND tv
h
2
:a
1
= tv
mm
:a
3
'
AND tv
h
2
:a
2
= 'MG' ),
h
2
(a
1
; a
2
) AS SELECT tv
ma
:mita; tv
ma
:bez
FROM mita abt AS tv
ma
SELECT 1 FROM h
1
AS tv
h
1
'.
wobei:
 
CreateC
(C) := 'CREATE ASSERTION' k ' ic
1
' k CHECK ( NOT EXISTS ('
k  
WITH
(['h
1
';'h
2
']) k  
U
('ic
2
 h
1
') k ') )'
 
WITH
(['h
1
';'h
2
']) := 'WITH' k  
R
('h
1
') k','k  
R
('h
2
')
 
R
('h
1
') := 'h
1
(a
1
) AS' k  
SFW
(B
1
; [ ]) k 'UNION' k  
SFW
(B
2
; [ ])
 
SFW
(B
1
; [ ]) := 'SELECT 1 FROM mita mgr AS tv
mm
WHERE TRUE' k  
Wneg
(B
1
; 'h
2
(X
3
; X
2
)')
 
Wneg
(B
1
; 'h
2
(X
3
; X
2
)') := 'AND NOT EXISTS (
SELECT 1 FROM h
2
AS tv
h
2
WHERE TRUE AND tv
h
2
:a
1
= tv
mm
:a
3
AND tv
h
2
:a
2
= tv
mm
:a
2
)'
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 
SFW
(B
2
; [ ]) := 'SELECT 1 FROM mita mgr AS tv
mm
WHERE TRUE ' k  
Wneg
(B
2
; 'h
2
(X
3
;'MG')')
 
Wneg
(B
2
; 'h
2
(X
3
;'MG')') := 'AND NOT EXISTS (
SELECT 1 FROM h
2
AS tv
h
2
WHERE TRUE AND tv
h
2
:a
1
= tv
mm
:a
3
AND tv
h
2
:a
2
='MG' )'
 
R
('h
2
') := 'h
2
(a
1
; a
2
) AS SELECT tv
ma
:mita; tv
ma
:bez
FROM mita abt AS tv
ma
'
 
U
('ic
2
 h
1
') := 'SELECT 1 FROM h
1
AS tv
h
1
'.
3.2.2 Transformation NSQL ! Datalog
Ausgehend von einem NSQL-DB-Schema S
S
werden mit Hilfe von 	-Funktionen die
Spezikationen von Sichten, ASSERTIONs und Anfragen in Anweisungen zur Erzeugung
sicherer Datalog-Regeln, -Integrit

atsbedingungen bzw. -Anfragen transformiert. Analog
zu den  -Funktionen ist die Gesamtaufgabe der Transformation in verschiedene Einzel-
funktionen unterteilt, deren Ergebnisse (Zeichenketten) mit einander konkateniert werden
(k). Da sich bei den 	- wie auch den  -Funktionen die Indizierung im wesentlichen an
den bearbeiteten NSQL-Teilausdr

ucken orientiert, werden die  - und 	-Funktionen in-
verser Transformationsschritte mit der gleichen Indizierung gekennzeichnet. Die Aufrufe
der verschiedenen 	-Funktionen werden in der Abbildung 3.2 skizziert. Um eine lesba-
re Darstellung zu gew

ahrleisten, sind die Aufrufe f

ur die beiden Funktionen 	
sicht
und
	
term
nur angedeutet, denn diese beiden Funktionen werden von einem Groteil der an-
deren Funktionen aufgerufen. Wie auch bereits bei den  -Funktionen gibt es auch bei
den 	-Funktionen sogenannte Stern-Funktionen mit analoger Funktionalit

at, auf deren
Darstellung auch hier verzichtet wird.
WITHΨ
CreateRΨ QΨCreateCΨ
termΨ
sichtΨ
UΨ ERΨ
WΨ ERheadΨFΨ
ERvarΨELlitΨ litΨ
CΨ
ELΨ Θ
Abbildung 3.2: Transformationsfunktionen NSQL  ! Datalog
 Mittels der Funktionen	
CreateR
,	
CreateC
und  
Q
wird eine Sicht, ASSERTION oder
NSQL-Anfrage in einen Datalog-Befehl zur Erzeugung einer bereichsbeschr

ankten
Regel, Integrit

atsbedingung oder in eine Datalog-Anfrage transformiert. 	
C
bildet
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eine SQL-ASSERTION auf eine Regel ab, die dann als Datalog-Integrit

atsbedingung
deniert wird.
 Die 	-Transformationsfunktionen 	
WITH
, 	
U
, 	
F
, 	
W
bilden SFW-Ausdr

ucke
in Datalog-Hilfsregeln ab. 	
WITH
generiert eine Datalog-WITH-Klausel f

ur eine
NSQL-WITH-Klausel, f

ur Unteranfragen in der WHERE-Klausel und durch UNION-
Operator verkn

upfte SFW-Ausdr

ucke. Die UNION verkn

upften SFW-Ausdr

ucke wer-
den mittels der 	
U
-Funktion in eine Menge von Hilfsregeln transformiert. Die
FROM- undWHERE-Klauseln werden durch die 	
F
- und 	
W
-Funktionen auf Datalog-
Rumpiterale abgebildet.
 NSQL-Unteranfragen aus einer WHERE-Klausel werden mittels der 	-EXISTS-
Funktionen 	
ER
, 	
ERhead
, 	
ERvar
, 	
ELlit
, 	
EL
auf Datalog-Hilfsregeln abge-
bildet. 	
ER
tranformiert alle Unteranfragen in eine Liste von Hilfsregeln. 	
ERhead
generiert das im Kontext der Regel, Integrit

atsbedingung oder Anfrage eindeutige
Relationssymbol der Hilfsregel. 	
ERvar
bildet einen NSQL-Attributterm auf einen
Datalog-Term ab. Die Rumpiterale der Hilfsregeln bildet 	
ELlit
auf der Basis der
Teilformeln einer WHERE-Klausel ab, wobei 	
EL
eine Teilformel auf ein Rumpi-
teral abbildet.
 Die 	-Namensfunktionen 	
rel
, 	
sicht
, 	
term
, 	
lit
bilden NSQL-Attributterme
auf Datalog-Terme ab. 	
rel
bildet eine Tupelvariable auf ein Relationssymbol ab.
F

ur eine Anfrage oder Formel generiert 	
sicht
das Relationssymbol einer Hilfsregel.
Mittels 	
term
wird ein Attributterm auf einen Datalog-Term abgebildet und mittels
	
lit
ein Relationssymbol auf ein Literal.
Im weiteren sei eine NSQL-DB D
S
mit einem Schema S
S
= hB;R; C; T i und der Signa-
tur 
S
= hPS;AS; CS; T Si gegeben. F

ur alle Funktionen ist das Schema S
S
impliziter
Eingabeparameter, der aus Gr

unden der

Ubersichtlichkeit nicht aufgef

uhrt wird.
Denition 3.2.9 (	-Namensfunktionen)
 	
rel
bildet eine gegebene Tupelvariable T
R
auf das in einer FROM-Klausel zugeordnete
Relationssymbol (r 2 rel(R)) ab.
	
rel
(T
R
) := r.
 Sei O ein gegebener NSQL-Anfrageausdruck oder eine Formel. Dann generiert 	
sicht
einen im Kontext von O eindeutiges Relationssymbol f

ur eine Hilfssicht (h 2 RH).
	
sicht
(O) := h.
 Sei t ein gegebener NSQL-Term. Ist t eine Konstante, dann wird t von 	
term
auf
die Konstante abgebildet. Ist t der Term f

ur ein Attribut A
j
der Relation R mit der
Attributposition j, dann bildet 	
term
t auf eine Datalog-Bereichsvariable X
R
j
ab.
	
term
(t) :=
8
>
<
>
:
X
R
j
falls t = T
R
:A
j
^ A
j
2 AS ^ 	
rel
(T
R
) 2 PS
t falls t eine Konstante ist.
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Sei t ein gegebenes NSQL-Attributsymbol oder eine Konstante. Ist t eine Konstante,
dann bildet 	
term
t auf die Konstante ab, ist t ein Attributsymbol dann auf eine
Datalog-Bereichsvariable X
O
j
. O sei eine gegebene Sicht, Anfrage oder Formel und
wird als Kontext bezeichnet, in dem X
O
j
eindeutig ist.
	
term
(O; t) :=
8
>
<
>
:
X
O
j
falls t 2 AS
t falls t eine Konstante ist.
 	
lit
bildet ein gegebenes Relationssymbol R 2 rel(B[R) auf das zugeh

orige Datalog-
Literal ab. a
1
; :::; a
n
seien die Attributsymbole von R (n  1).
	
lit
(R) := Rk'('k	
term
(R; a
1
)k','k...k','k	
term
(R; a
n
)k')'.
Die Namensgleichheit der beiden 	
term
-Funktionen ist ausdr

ucklich erw

unscht, da die
Aufgabe beider Funktionen die Abbildung von SQL-Termen bzw. Attributtermen auf
Datalog-Bereichsvariablen ist. Die Funktionen werden aufgrund ihrer Parameterstruktur
unterschieden. 	
term
(t) bildet die Terme von Attributen, die in NSQL-Ausdr

ucken auf-
treten auf Datalog-Bereichsvariablen ab und 	
term
(O; t) die Attributpositionen, f

ur die
im NSQL-Ausdruck keine Attributterme referenziert werden, denen jedoch aufgrund der
positionellen Darstellung in Datalog Bereichsvariablen zugeordnet werden m

ussen.
SFW-Ausdr

ucke werden prinzipiell mit der 	
U
-Funktion in Hilfsregeln transformiert.
Handelt es sich bei dem SFW-Ausdruck um einen UNION-Ausdruck, so sind diese Hilfs-
regeln erforderlich, um die Mengensemantik in Datalog mittels mehrerer Regeln f

ur ein
Relationssymbol ausdr

ucken zu k

onnen. Ist lediglich ein SFW-Ausdruck gegeben, so ist
die Bildung einer Hilfssicht nicht erforderlich. Um die Anzahl der zu denierenden Trans-
formationsregeln gering zu halten, wird diese Hilfsregel jedoch im Kauf genommen.
Denition 3.2.10 (	-Transformationsfunktionen)
 Sei T := R
1
AS T
R
1
; :::; R
k
AS T
R
k
eine gegebene NSQL-FROM-Klausel mit den
Zuordnungen von Tupelvariablen T
R
i
zu Relationssymbolen R
i
(1  i  k). 	
F
bildet T auf eine Konjunktion positiver Datalog-DB-Literale ab.
	
F
(T ) := 	
lit
(R
1
)k'^'k : : : k'^'k	
lit
(R
k
).
 Sei F := F
1
AND...AND F
l
eine gegebene NSQL-Formel der WHERE-Klausel eines
NSQL-Anfrageausdrucks O. 	
W
bildet F auf eine Konjunktion von Datalog-DB-
und -Vergleichsliteralen ab.
	
W
(O;F ) := '^'k	
W

(O;F
1
)k'^'k...k'^'k	
W

(O;F
l
).
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{ Sei F

eine existenzquantizierte NSQL-Formel eines Anfrageausdrucks O oder
eine atomare NSQL-Vergleichsformel mit den Termen t
j
und t
k
, die entweder
Konstanten oder Attributterme sind, die in der FROM-Klausel von O gebunden
sind, dann bildet
	
W

die Teilformel F

auf ein Datalog-DB-Literal und ggf. mehrere Vergleich-
satome oder auf ein Datalog-Vergleichsliteral ab.
	
W

(O;F

) :=
8
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
:
	
ELlit
(O;O

) falls F

= EXISTS (O

)
':'k	
ELlit
(O;O

) falls F

= NOT EXISTS (O

)
	
term
(t
j
)kk	
term
(t
k
) falls F

= t
j
t
k
':'k	
term
(t
j
)kk	
term
(t
k
) falls F

= NOT (t
j
t
k
).
 Sei O := O

1
UNION...UNION O

l
ein gegebener NSQL-Anfrageausdruck mit SFW-
Ausdr

ucken O

i
(1  i  l) verkn

upft durch UNION-Operatoren falls l > 1. 	
U
bildet die SFW-Ausdr

ucke O

1
; :::; O

l
auf eine Liste von Datalog-Hilfsregeln ab.
	
U
(O) := 	
U

(O;O

1
) k','k :::k',' k 	
U

(O;O

l
).
{ Sei O

ein SFW-Ausdruck, der in einem gegebenen Anfrageausdruck O auftritt.
t

1
; :::; t

n
seien die Terme der SELECT-Liste von O

, T

sei die FROM-Klausel
und F

die NSQL-Formel der WHERE-Klausel von O

.
	
U

bildet einen NSQL-Anfrageausdruck O

eines (UNION-)Ausdrucks O auf
eine Datalog-Hilfsregel ab. Das Relationssymbol des Kopiteral der Hilfsregel
ist f

ur alle Teilanfragen von O gleich und wird daher f

ur O generiert (Kontext).
	
U

(O;O

) := 	
sicht
(O)k'('k 	
term
(t

1
)k','k:::k','k 	
term
(t

n
)k')'
k'  ' k	
F
(T

)k 	
W
(O

; F

).
 Sei O := WITH [ RECURSIVE ] R
help
1
; :::; R
help
l
Q ein gegebener NSQL-WITH-
Anfrageausdruck mit den Hilfssichten R
help
1
; :::; R
help
l
(l  0) und dem Anfrageaus-
druck Q.
	
WITH
bildet O auf eine Datalog-WITH-Klausel ab. Eine NSQL-Hilfssicht R
help
i
(0  i  l) wird durch 	
WITH

in eine Datalog-Hilfsregel transformiert. Existenz-
quantizierte Unteranfragen von Q werden durch 	
ER
und der Anfrageausdruck Q
durch 	
U
ebenfalls auf Hilfsregeln abgebildet.
	
WITH
(O) := 'WITH' k 	
WITH

(R
help
1
) k','k...k','k 	
WITH

(R
help
l
)
k ',' k 	
ER
(Q) k ',' k 	
U
(Q).
{ Sei R
help
:= S(A
1
; :::; A
n
) AS Q eine gegebene Hilfssicht, dann bildet
	
WITH

die Hilfssicht R
help
auf eine Datalog-Hilfsregel ab. Ist die Anfrage Q
ein UNION-Ausdruck oder enth

alt die WHERE-Klausel von Q EXISTS-Formeln,
so ist das Ergebnis eine Liste von Hilfsregeln (	
U
; 	
ER
).
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WITH

(R
help
) := Sk'('k 	
term
(S;A
1
)k','k:::k','k	
term
(S;A
n
)k')'k' '
k	
sicht
(Q)k'('k 	
term
(S;A
1
)k','k:::k','k	
term
(S;A
n
)k')'
k','k	
U
(Q)k ',' k 	
ER
(Q).
Eine NSQL-EXISTS-Formel mu auf eine Datalog-Hilfsregel abgebildet werden ('
ER
'
indizierte Funktionen) und auf ein positives oder negatives Datalog-DB-Atom ('
EL
' indi-
zierte Funktionen), das dann im Rumpf einer Datalog-Anfrage oder -Regel auftritt. In
quantizierten NSQL-Unteranfragen tritt in der FROM-Klausel ohne Einschr

ankung der
Ausdruckskraft nur ein Relationssymbol und eine Tupelvariable auf.
Denition 3.2.11 (	-EXISTS-Funktionen)
Sei O ein gegebener Anfrageausdruck mit O
1
; :::; O
l
(l  0) existenzquantizierten NSQL-
Unteranfragen in der WHERE-Klausel.
Sei O

:= [NOT] EXISTS (Q) eine gegebene NSQL-Formel aus der WHERE-Klausel von
O (O

2 fO
1
; :::; O
l
g).
 	
ER
bildet O
1
; :::; O
l
auf eine Liste von Datalog-Hilfsregeln ab (Integration in die
WITH-Liste).
	
ER
(O) := 	
ER

(O;O
1
) k','k:::k','k	
ER

(O;O
l
).
{ L sei das Relationssymbol in der FROM-Klausel von Q und F die Formel der
WHERE-Klausel von Q. 	
ER

bildet O

auf eine Datalog-Hilfsregel ab.
	
ER

(O;O

) := 	
ERhead
(O;O

)k'  ' k	
lit
(L)k'^'k	
W
(O

; F ).
 t
1
; :::; t
n
(0  n) seien die Attributterme der Unteranfrage Q in O

, die durch Ver-
gleichsatome in der WHERE-Klausel von Q mit Attributtermen der

ubergeordneten
Anfrage O verglichen werden, dann bildet
	
ERhead
O

auf das Kopiteral einer (ggf. parameterlosen) Hilfsregel ab.
	
ERhead
(O;O

) :=
8
>
>
>
<
>
>
:
	
sicht
(O

)k'('k	
ERvar
(O;O

; t
1
)k','k:::k',' falls n  0
k	
ERvar
(O;O

; t
n
)k')'
	
sicht
(O

) sonst.
 F := F
1
AND...AND F
m
sei die WHERE-Klausel der Unteranfrage Q in O

und t
sei ein gegebener Attributterm der SELECT-Liste von Q.
	
ERvar
bildet t auf eine Datalog-Bereichsvariable ab, wenn t in einer Vergleichs-
formel F
i
(1  i  m) mit einem Attributterm verglichen wird, dessen Tupelvariable
in der

ubergeordneten FROM-Klausel von O gebunden ist (positive Bindung).
	
ERvar
(O;O

; t) := 	
term
(t) falls 9 F
i
2 fF
1
; :::; F
m
g : 	
EL
(F
i
) 6= ' '.
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 F := F
1
AND...AND F
m
sei die WHERE-Klausel der Unteranfrage Q in O

und
[t
1
; :::; t
n
] sei die Liste der Attributterme von F , deren Tupelvariablen in der FROM-
Klausel der

ubergeordneten Anfrage O gebunden ist.
	
ELlit
bildet eine quantizierte Formel O

auf ein (parameterloses) Datalog-DB-
Atom und ggf. Vergleichsatome (	
EL
) ab. Als Parameter des DB-Atoms werden
nur die NSQL-Attributterme ([t
1
; :::; t
n
]) von O

auf Datalog-Bereichsvariablen ab-
gebildet, die in der

ubergeordneten Anfrage O gebunden sind. Die Vergleichsatome
gew

ahrleisten diese positive Bindung von t
1
; :::; t
n
in der Datalog-Regel.
	
ELlit
(O;O

) :=
8
>
>
>
>
>
<
>
>
>
>
>
:
	
sicht
(O

)k falls n > 0
'('k	
term
(t
1
)k','k:::k','k	
term
(t
n
)k')'
k'^'k	
EL
(F
1
)k'^'k:::k'^'k	
EL
(F
m
)
	
sicht
(O

) sonst.
{ Sei t
j
2 [t
1
; :::; t
n
] ein Attributterm aus der Liste der Terme, die mit Termen
aus O gebunden sind, und t
k
sei ein Attributterm, dessen Tupelvariable in O
gebunden ist, dann bildet
	
EL
eine gegebene Vergleichsformel F := [NOT] (t
j
t
k
) von O

auf ein
Datalog-Vergleichsatom ab. Den NSQL-Attributtermen werden die Bereichs-
variablen zugeordnet, die auch beim zugeh

origen DB-Atom im Regelrumpf ver-
wendet werden. Hinsichtlich dieser Transformation ist  kommutativ.
	
EL
(F ) :=
8
>
<
>
:
	
term
(t
j
)kk	
term
(t
k
) falls F = t
j
t
k
':'k	
term
(t
j
)kk	
term
(t
k
) falls F = NOT (t
j
t
k
).
Bei 	
EL
ist zu beachten, da nur die NSQL-Teilformeln einer WHERE-Klausel auf
Datalog-Vergleichsliterale abgebildet werden, die Vergleiche zwischen Attributtermen der
Unteranfrage und der

ubergeordneten Anfrage darstellen. Die Transformation der NSQL-
Teilformeln, die Vergleiche von Attributtermen der Unteranfrage mit Konstanten oder
anderen Attributtermen der Unteranfrage darstellen, werden in Rumpiterale der Hilfs-
regel

ubersetzt (	
W
-Aufruf in 	
ER

).
Da in einem NSQL-Schema nur virtuelle Sichten vorliegen, werden nur virtuelle Datalog-
Sichten generiert. Der Anfrageausdruck Q einer gegebenen Sicht S wird grunds

atzlich auf
Hilfssichten abgebildet. Ist Q ein UNION-Ausdruck, so ist die Abbildung auf eine Menge
von Hilfssichten notwendig. Aus darstellungstechnischen Gr

unden wird auch ein SFW-
Ausdruck ohne Vereinigungsoperator auf eine Hilfssicht abgebildet, prinzipiell k

onnte aber
ein solcher Ausdruck direkt in die Literale eines Regelrumpfs

ubersetzt werden.
Denition 3.2.12 (	-Sicht)
Sei R := S(A
1
; :::; A
n
) AS Q eine NSQL-Sicht (keine Hilfssicht) des DB-Schemas S
S
mit
dem Relationssymbol rel(S) 2 PS (1 < i  n).
	
CreateR
(R) := 'CREATE VIRTUAL VIEW'k
rel(S)k'('k 	
term
(R;A
1
)k','k:::k','k	
term
(R;A
n
) k')  '
k 	
sicht
(Q)k'('k 	
term
(R;A
1
)k','k:::k','k	
term
(R;A
n
) k')'
k 	
WITH
(Q).
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Die Denition der Transformationsvorschrift f

ur Integrit

atsbedingungen 	
CreateC
ba-
siert auf der Annahme aus Kapitel 2.1, da der Regelrumpf einer Integrit

atsbedingung nur
aus einem parameterlosen Literal besteht. Komplexere Zusammenh

ange werden mittels
(Hilfs-)Sichten formuliert.
Denition 3.2.13 (	-Integrit

atsbedingung)
Sei eine NSQL-ASSERTION C := IC CHECK ( [NOT] EXISTS (Q) ) des DB-Schemas S
S
gegeben, mit rel(IC) 2 CS. t
1
; :::; t
n
seien die Terme der SELECT-Klausel von Q
	
CreateC
(C)) := 'CREATE CONSTRAINT'k 	
C
(C)
	
C
(C) :=
8
>
<
>
:
rel(IC)k' 'k	
sicht
(Q)k	
WITH
(Q) falls O = EXISTS (Q)
rel(IC)k' :'k	
sicht
(Q)k	
WITH
(Q) falls O = NOT EXISTS (Q).
Denition 3.2.14 (	-Anfrage)
Sei Q := WITH R
help
1
; :::; R
help
l
0
Q

eine NSQL-Anfrage auf D
S
mit optionaler WITH-Klausel
(l
0
 0) und einem Anfrageausdruck Q

. t
1
; :::; t
n
seien die Terme der SELECT-Klausel
von Q (n  0).
	
Q
(Q) := ' f (' k 	
term
(Q; t
1
)k','k:::k','k	
term
(Q; t
n
) k ' ) j '
k 	
sicht
(Q)k' ('k 	
term
(Q; t
1
)k','k:::k','k	
term
(Q; t
n
) k ' ) g'
k 	
WITH
(Q).
Beispiel 3.2.15 (Sicht: mita mgr)
Sei O die Spezikation der Sicht 'mita mgr' gegeben.
O := mita mgr (mita; bez;mgr) AS O
0
O
0
:= WITH RECURSIVE O

1
Q
O

1
:= h
1
(mita; bez;mgr) AS Q

1
Q

1
:= SELECT tv
h
1
:mita; tv
h
1
:bez; tv
ma
:mgr
FROM h
1
AS tv
h
1
, mita abt AS tv
ma
WHERE tv
h
1
:mgr = tv
ma
:mita
UNION SELECT tv
ma
:mita; tv
ma
:bez; tv
ma
:mgr
FROM mita abt AS tv
ma
Q := SELECT tv
h
1
:mita; tv
h
1
:bez; tv
h
1
:mgr FROM h
1
AS tv
h
1
;
Die NSQL-Sichtspezikation O wird in einen CREATE VIEW-Befehl transformiert.
'CREATE VIRTUAL VIEW mita mgr(X
1
; X
2
; X
3
)  h
3
(X
1
; X
2
; X
3
)
WITH h
1
(X
1
; X
2
; X
3
)  h
2
(X
1
; X
2
; X
3
),
h
2
(X
1
; X
2
; X
3
)  mita abt(X
1
; X
2
; X
3
; X
4
),
h
2
(X
1
; X
2
; X
3
)  h
1
(X
1
; X
2
; X
3
) ^ mita abt(X
3
; Y
2
; Y
3
; Y
4
),
h
3
(X
1
; X
2
; X
3
)  h
1
(X
1
; X
2
; X
3
) '
wobei:
	
CreateR
(O) := 'CREATE VIRTUAL VIEW'
k 'mita mgr'k'('k 'X
1
' k','k 'X
2
' k','k 'X
3
' k')  '
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k 'h
3
' k '('k 'X
1
' k','k 'X
2
' k','k 'X
3
' k')'
k 'WITH' k 	
WITH

(O
0
; O

1
) k ',' k 	
U
(Q)
	
WITH

(O
0
; O

1
) := 'h
1
(X
1
; X
2
; X
3
)  h
2
(X
1
; X
2
; X
3
), ' k 	
U
(Q

1
)
	
U
(Q

1
) := 	
U

(Q

1
;'SELECT tv
ma
:mita; :::') k','k
	
U

(Q

1
;'SELECT tv
h
1
:mita; :::')
	
U
(Q

1
) := 'h
2
(X
1
; X
2
; X
3
)  mita abt(X
1
; X
2
; X
3
; X
4
),
h
2
(X
1
; X
2
; X
3
)  h
1
(X
1
; X
2
; X
3
) ^ mita abt(X
3
; Y
2
; Y
3
; Y
4
)'
	
U
(Q) := 'h
3
(X
1
; X
2
; X
3
)  h
1
(X
1
; X
2
; X
3
)'
Beispiel 3.2.16 (Sicht: lower mgr)
Sei O die Spezikation der Sicht 'lower mgr' gegeben.
O := lower mgr (mita; bez;mgr) AS O
0
O
0
:= SELECT tv
mm
:mita; tv
mm
:bez; tv
mm
:mgr
FROM mita mgr AS tv
mm
WHERE NOT EXISTS ( Q )
Q := SELECT 1 FROM mitarbeiter AS tv
m
WHERE tv
m
:nr = 13 AND tv
m
:mita = tv
mm
:mgr;
Der SQL-Ausdruck O wird durch Anwendung der Funktion 	
R
(O) in einen CREATE
VIEW-Befehl transformiert:
'CREATE VIRTUAL VIEW lower mgr(X
1
; X
2
; X
3
)  h
1
(X
1
; X
2
; X
3
)
WITH h
2
(Y
1
)  mitarbeiter(Y
1
; Y
2
; Y
3
; Y
4
) ^ Y
2
= 13
h
1
(X
1
; X
2
; X
3
)  mita mgr(X
1
; X
2
; X
3
)
^ :h
2
(Z
1
) ^ Z
1
= X
3
'
wobei:
	
CreateR
(O) := 'CREATE VIRTUAL VIEW'
k'lower mgr'k'('k 'X
1
' k','k 'X
2
' k','k 'X
3
' k')  '
k 'h
1
' k '('k 'X
1
' k','k 'X
2
' k','k 'X
3
' k')'
k 'WITH' k 	
ER
(O
0
) k ',' k 	
U
(O
0
)
	
ER
(O
0
) := 'h
2
(Y
1
)  mitarbeiter(Y
1
; Y
2
; Y
3
; Y
4
) ^ Y
2
= 13'
	
U
(O
0
) := 'h
1
(X
1
; X
2
; X
3
)  mita mgr(X
1
; X
2
; X
3
)' k '^ :' k 	
ELlit
(O
0
; Q)
	
ELlit
(O
0
; Q) := 'h
2
(Z
1
) ^ Z
1
= X
3
'
Beispiel 3.2.17 (ASSERTION: ic
1
)
Sei die NSQL-ASSERTION-Spezikation O gegeben, die die Inklusionsbeziehung der Werte
des Attributs mitarbeiter.abteil zu abteilung.nr beschreibt:
O := ic
1
CHECK ( NOT EXISTS (O

) )
O

:= SELECT 1 FROM mitarbeiter AS tv
m
WHERE NOT EXISTS
( SELECT 1 FROM abteilung AS tv
a
WHERE tv
a
:nr = tv
m
:abteil );
Der SQL-Ausdruck O wird durch Anwendung der Funktion 	
C
(O) in einen CREATE
CONSTRAINT-Befehl transformiert.
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'CREATE CONSTRAINT ic
1
 : h
1
WITH h
2
(Y
1
)  abteilung(Y
1
; Y
2
; Y
3
)
h
1
 mitarbeiter(X
1
; X
2
; X
3
; X
4
) ^ :h
2
(Z
1
) ^ Z
1
= X
2
;
wobei:
	
CreateC
(O) := 'CREATE CONSTRAINT' k
'ic
1
' k ' :' k 'h
1
' k ' WITH 'k 	
ER
(O

) k','k 	
U
(O

)
	
ER
(O

) := 'h
2
(Y
1
)' k ' ' k 'abteilung(Y
1
; Y
2
; Y
3
)
	
U
(O

) := 'h
1
 ' k 	
F
('FROM mitarbeiter AS tv
m
' ) k
	
W
('NOT EXISTS ( SELECT ... FROM abteilung ...)' )
	
U
(O

) := 'h
1
 mitarbeiter(X
1
; X
2
; X
3
; X
4
)' k '^ : h
2
(Z
1
) ^ Z
1
= X
2
'.
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Kapitel 4

Anderungspropagierung
in Datalog und Relationaler Algebra
In diesem Kapitel wird ein

Uberblick

uber die im Zusammenhang mit

Anderungspro-
pagierung seit Anfang der 80er Jahre entwickelten Ideen und Verfahren gegeben. Ziel ist
es, die Prinzipien dieser Verfahren zu verdeutlichen und unterschiedliche L

osungen f

ur
verschiedene Aufgaben kontrovers zu diskutieren. Vor diesem Hintergrund ist die Struk-
tur des Kapitels so gew

ahlt worden, da die zu l

osenden Aufgaben im Mittelpunkt der
Betrachtung stehen und zu jeder Problemstellung unterschiedliche, in der Literatur zu
ndende L

osungen erl

autert werden. Zum leichteren Verst

andnis wird die Darstellung
soweit wie m

oglich an den jeweiligen in Kapitel 2 vorgestellten sprachlichen Kontext an-
gepat. Mit der syntaktischen Anpassung ist keine Modikation der Semantik verbunden.
Intention dieser problembezogenen Darstellung ist die sich in Kapitel 5 anschlieende Un-
tersuchung der sich im SQL-Kontext ergebenden Problemstellungen bei der Diskussion
der

Ubertragbarkeit der f

ur den Datalog-Kontext entwickelten L

osungen.
In diesem Kapitel werden inkrementelle Verfahren f

ur verschiedene Aufgabenstellungen
detailliert er

ortert:
 Integrit

atspr

ufung: [Dec86], [LST86], [DW89], [KSS87], [QS87], [CW90], [Kue91],
[Oli91], [BMM92], [LL96],
 Sichtenaktualisierung: [CW91], [BMM92], [GMS93], [CW94], [GL95], [CGLMT96],
[Grie97], [BDDF+98], [DS00], [SBLC00]


Anderungspropagierung mit beiden Verwendungszwecken: [UO92], [TO95], [MT00],
[CKLMR97], [RSS96]


Anderungspropagierung ohne Verwendungszweck: [GrMa94], [Man94], [QW91].
In deduktiven Datenbanken werden von Integrit

atspr

ufungs- und Sichtenaktualisie-
rungsverfahren die Ergebnisse der

Anderungspropagierung, die sogenannten induzierten

Anderungen, genutzt. Da der Propagierungsproze unabh

angig von der Verwendung der
induzierten

Anderungen ist, kann f

ur Integrit

atspr

ufung und Sichtenaktualisierung ein
gemeinsamer Propagierungsproze ausgef

uhrt werden. Neben den beiden hier diskutier-
ten Verwendungen sind u.a. drei weitere sehr naheliegend. Je komplexer DB-Schemata
87
88
sind, um so weniger ist es f

ur einen Anwender

uberschaubar, welche Konsequenzen ei-
ne Basisfakten

anderung mit sich bringt. Zur Beurteilung der Korrektheit einer Basis-
fakten

anderung ist die Kenntnis aller induzierten

Anderungen sehr wesentlich. Zudem
k

onnen leistungsf

ahige Triggerkomponenten Trigger nicht nur f

ur Basisfakten

anderungen
sondern auch f

ur

Anderungen abgeleiteter Fakten aktiviert werden. Auf eine Konsistenz-
verletzung mu auch nicht in jedem Fall mit dem Zur

uckrollen der Transaktion reagiert
werden. In Abh

angigkeit von der fehlerverursachenden (induzierten)

Anderung k

onnen
Manahmen zur Fehlerkorrektur durchgef

uhrt werden (Abschnitt 4.3.5).
Inkrementelle Verfahren sind im wesentlichen im Datalog-Kontext und im Kontext
relationaler Algebra (RA) entwickelt worden.
 Datalog: [Dec86], [LST86], [KSS87], [BDM88], [Kue91], [Oli91], [BMM92], [UO92],
[GMS93], [CW94], [Man94], [UO94], [TO95], [LL96], [MT99], [MT00]
 RA: [QW91], [Man94], [GL95], [CGLMT96], [CKLMR97], [BDDF+98], [DS00],
[SBLC00]
 SQL: [CW90], [CW91].
Die

ubersichtliche Darstellung mittels RA-Ausdr

ucken eignet sich besonders zur Un-
tersuchung grundlegender Abl

aufe und Zusammenh

ange wie bei [QW91], [Man94]. Grif-
n/Libkin stellen in [GL95] ein Verfahren zur Propagierung von Duplikaten auf der Basis
einer Multimengenalgebra BA vor. Nachteilig ist lediglich, da rekursive Ausdr

ucke nicht
mittels RA formulierbar sind. Die Arbeiten [CW91] und [CW90] von Ceri/Widom zei-
gen hingegen, wie komplex und wenig intuitiv die Formulierung inkrementeller Verfahren
im SQL-Kontext sein kann. Aufgrund der Normalisierung von NSQL wird versucht die-
ses Problem in Kapitel 5 zu vermeiden. Vor diesem Hintergrund haben Bello et.al. in
[BDDF+98] und Salem et.al. in [SBLC00] ihre Verfahren im RA-Kontext publiziert, ob-
wohl beide in SQL-DB-Systemen implementiert sind. In den letzten Jahren sind inkremen-
telle Ans

atze insbesondere vor dem Hintergrund einer Implementierung in kommerziellen
Systemen ([BDDF+98], [SBLC00]) oder vor dem Hintergrund einer speziellen Anwendung
oder Problemstellung wie Data Warehouses oder verteilten Datenbest

anden ([LMSS95])
und dem Vorhandensein nur partieller Informationen ([GSUW94]) diskutiert worden.

Ubersichtsartikel zu diesen Themen sind nur sehr vereinzelt zu nden. Auch diese
Dissertation kann nur einen Einblick geben. Gupta/Mumick haben in [GuMu95] einen
Problemraum f

ur die

Anderungspropagierung mit dem Ziel der Sichtenaktualisierung be-
schrieben und ein Klassikationsschema erstellt. Die Struktur der nachfolgenden Ab-
schnitte orientiert sich an den von ihnen aufgestellten Kriterien. Ihr Schema wird jedoch
um einige Punkte erweitert, wie z.B. um die Granularit

at induzierter

Anderungen und
um die Auswertungsstrategie. Bry et.al. stellen in [BMM92] nicht nur ein inkremen-
telles Pr

ufungsverfahren f

ur statische und dynamische Integrit

atsbedingungen vor, sie
geben auch einen vergleichenden

Uberblick

uber andere Integrit

atspr

ufungsverfahren. Im
Anschlu an die Denition ihres Propagierungsverfahrens beschreiben Teniente/Olive in
[TO95] weitere Verfahren ausf

uhrlich und bewerten sie im Vergleich zu ihrer Methode.
In Abschnitt 4.1 werden anhand von Beispielen Basisstrategien inkrementeller Verfah-
ren eingef

uhrt. Aus diesem allgemeinen Verst

andnis heraus wird ein generisches Verfahren
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deniert, welches grundlegenden Anforderungen an ein inkrementelles Sichtenaktualisie-
rungs- und Integrit

atspr

ufungsverfahren im Datalog-Kontext gen

ugt. In Abschnitt 4.2
werden zentrale Eigenschaften inkrementeller Verfahren herausgegrien sowie alternati-
ve Ans

atze diskutiert und bewertet. Anforderungen an ein inkrementelles Verfahren,
die nicht im Rahmen des generischen Verfahrens ber

ucksichtigt werden, werden in Ab-
schnitt 4.3 ausf

uhrlich er

ortert, ebenso wie orthogonale Optimierungskonzepte, die mit
dem Ziel weiterer Performanzsteigerungen integriert werden k

onnen.
4.1 Basiskonzept
4.1.1 Grundlegende Strategien
Entsprechend der historischen Entwicklung werden die Ideen und Strategien inkrementel-
ler Ans

atze anhand der Integrit

atspr

ufung er

ortert und anschlieend auf den Proze der

Anderungspropagierung und Sichtenaktualisierung

ubertragen.
Spezialisierung von Integrit

atsbedingungen:
Grundlegende Ideen inkrementeller Integrit

atspr

ufungsverfahren haben Nicolas und Bern-
stein/Blaustein bereits Ende der 70er und Anfang der 80er Jahre im Kontext der Pr

adika-
tenlogik formuliert. Zu ihren einureichen Arbeiten z

ahlen [Nic82] und [BBC80], [BB82].
Intention beider Ans

atze ist, durch Transformation ('simplication', Spezialisierung) der
Syntax statischer Integrit

atsbedingungen die Anwendung der Bedingungen auf die ge

an-
derten Fakten zu beschr

anken und so den Aufwand f

ur die Integrit

atspr

ufung zu mini-
mieren. Diese Spezialisierung setzt eine detaillierte Analyse der Syntax der Integrit

ats-
bedingungen voraus. Zentrales Kriterium f

ur die Art der Spezialisierung ist die Art der
Quantizierung pr

adikatenlogischer Formeln in konjunktiver Normalform. Sogenannte
Allaussagen (f

uhrende Allquantoren, z.B.: 8X; Y j::: oder 8X9Y j:::) und Existenzaussa-
gen (f

uhrende Existenzquantoren, z.B.: 9X; Y j::: oder 9X8Y j:::) werden unterschieden.
Eine Allaussage kann nur dann durch eine Einf

ugung/L

oschung verletzt werden, wenn
das einzuf

ugende/zu l

oschende Fakt mit einem negativen/positiven Literal der Integri-
t

atsbedingung uniziert werden kann (inverse Polarit

at des Literals (positiv/negativ) und
der Modikationsart ( =+)). Eine solche Integrit

atsbedingung heit relevant f

ur eine
gegebene

Anderung (betroen, 'aected'). Die Integrit

atsbedingung wird mit dem zu

andernden Fakt substituiert. Die so teilweise instanziierte Formel kann simpliziert wer-
den, indem das Auftreten des unizierbaren Literals durch den zugeh

origenWahrheitswert
ersetzt wird. Tritt dieses Literal positiv/negativ auf, so wird es durch den Wahrheitswert
TRUE/FALSE ersetzt.
Beispiel 4.1.1 (Spezialisierung von Allaussagen)
Die Integrit

atsbedingung ic
1
aus dem Beispiel 2.1.17 stellt als pr

adikatenlogische Formel
die Inklusionsbeziehung des Attributs 'mitarbeiter.abteil' zu 'abteilung.nr' dar.
 ic
1
: 8X
1
; X
2
; X
3
; X
4
9Y
2
j :mitarbeiter(X
1
; X
2
; X
3
; X
4
) _ abteilung(X
2
; Y
2
)
 F

ur eine gegebene Einf

ugung +mitarbeiter(Fritz; 10; 5000; Hugo) kann ic
1
nach
den Vorgaben von Nicolas und Bernstein/Blaustein wie folgt spezialisiert werden:
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9Y
2
j :mitarbeiter(Fritz; 10; 5000; Hugo) _ abteilung(10; Y
2
)
,9Y
2
j : TRUE _ abteilung(10; Y
2
)
,9Y
2
j abteilung(10; Y
2
).
W

urde eine solche Spezialisierung bei Existenzaussagen durchgef

uhrt, so h

atte dies
u.U. fehlerhafte Ergebnisse bei einer Integrit

atspr

ufung zur Folge.
Beispiel 4.1.2 (Problem der Spezialisierung bei Existenzaussagen)
Sei ic eine Integrit

atsbedingung, mittels der die Existenz mindestens eines Mitarbeiter
ohne einen vorgesetzten Manager kontrolliert wird. Gibt es keinen Vorgesetzten f

ur einen
Mitarbeiter, so gilt f

ur die Bereichsvariable des 4: Arguments des
0
mitarbeiter
0
-Literals,
da X
4
= 0.
ic: 9X
1
; X
2
; X
3
; X
4
j mitarbeiter(X
1
; X
2
; X
3
; X
4
) ^ X
4
= 0
gegebene Fakten: fmitarbeiter(Hugo; 13; 5000; 0); mitarbeiter(Erna; 13; 6000; 0)g
Angewendet auf die Faktenmenge ist 'ic' erf

ullt und die L

oschung  mitarbeiter(Erna; :::)
verletzt die Existenzaussage nicht. W

urde f

ur 'ic' die gleiche Spezialisierung wie bei den
Allaussagen durchgef

uhrt, so w

urde die Anwendung der spezialisierten Bedingung als Er-
gebnis FALSE liefern und somit f

alschlicherweise einen Integrit

atsfehler anzeigen.
substituierte Formel ic: mitarbeiter(Erna; 13; 6000; 0) ^ 0 = 0
spezialisierte Formel ic: FALSE ^ TRUE
F

ur die Problematik der Spezialisierung von Integrit

atsbedingungen mit f

uhrendem
Existenzquantor ('non-complacent assertions') sind insbesondere von Bernstein/Blaustein
in [BB82] L

osungen entwickelt worden. Ihre Idee basiert auf der Generierung von Vortests
('partial test', 'quick test'), die weniger auswertungsaufwendig als die urspr

ungliche For-
mel sind. Wird ein Vortest zu TRUE ausgewertet, so ist auch die Integrit

atsbedingung mit
Sicherheit erf

ullt. Wird der Vortest zu FALSE ausgewertet, so mu die Integrit

atsbedin-
gung zudem ausgewertet werden, um entscheiden zu k

onnen, ob eine Konsistenzverletzung
vorliegt oder nicht. Bei einer optimistischen Annahme, da in der Praxis die korrekten

Anderungen

uberwiegen, kann eine solche Strategie einen wesentlichen Performanzvorteil
in sich bergen. Die Spezialisierung von Integrit

atsbedingungen, die keine Allaussagen
sind, wird nicht weiter er

ortert, da diese Problematik unabh

angig vom zugrunde liegen-
den Kontext (Pr

adikatenlogik, Datalog, SQL) ist. Die bisherigen Optimierungsideen f

ur
Existenzaussagen k

onnen unmittelbar nach SQL

ubertragen werden.
-Relationen und Transitionsregeln:
Um wie in den Beispielen die Spezialisierung nicht f

ur ein konkretes Fakt w

ahrend der
Transaktion durchf

uhren zu m

ussen, k

onnen die Integrit

atsbedingungen w

ahrend des
Schemaentwurfs f

ur sogenannte -Relationen (, 'delta relation', 'incremental', 'die-
rential', 'internal events') spezialisiert werden. F

ur jede Relation und f

ur jede

Anderungs-
art wird eine -Relation erzeugt (Einf

ugung: 
+
, L

oschung: 
 
). Zum Zeitpunkt der
Integrit

atspr

ufung liegen in den -Relationen die eingef

ugten bzw. gel

oschten Fakten
der Relationen vor. Die Integrit

atsbedingungen, die Allaussagen sind, werden derart
transformiert, da sie statt auf der manipulierten Relation je nach Polarit

at auf eine der
Anderungspropagierung in Datalog und Relationaler Algebra 91


-Relationen ( 2 f
+
;
 
g) angewendet werden. F

ur die Pr

ufung von Allaussagen ist es
ausreichend, derart spezialisierte Integrit

atsbedingungen anzuwenden.
Beispiel 4.1.3 (Spezialisierte Integrit

atsbedingungen)
F

ur die Integrit

atsbedingung aus Beispiel 4.1.1 kann die f

ur Einf

ugungen in die
0
mitar-
beiter
0
-Relation spezialisierte Integrit

atsbedingung wie folgt modelliert werden

+
ic
1
: 8X
1
; X
2
; X
3
; X
4
9Y
2
j :
+
mitarbeiter(X
1
; X
2
; X
3
; X
4
)
_ abteilung(X
2
; Y
2
):
Unabh

angig von der Idee der Spezialisierung sind zwei alternative Pr

ufungszeitpunkte
denkbar. Im optimistischen Fall werden erst die

Anderungsanweisungen einer Transaktion
ausgef

uhrt, so da zum Pr

ufungszeitpunkt bereits die neue Faktenmenge F
new
vorliegt.
Beim pessimistischen Ansatz werden die Integrit

atsbedingungen vor der Ausf

uhrung der

Anderungsanweisungen gepr

uft. Da zu diesem Zeitpunkt nur der alte Zustand F
old
vor-
liegt, mu, da Integrit

atsbedingungen auf dem neuen Zustand auszuwerten sind, die neue
Faktenmenge F
new
mittels sogenannter Transitionsregeln simuliert werden. F
new
wird
auf der Basis von F
old
und den 

-Relationen ermittelt ( 2 f
+
;
 
g).
Beispiel 4.1.4 (Datalog-Integrit

atsbedingungen und Transitionsregeln)
Sei die Inklusionsbedingung ic
1
aus Beispiel 4.1.1 in Form einer Datalog-Integrit

atsbedin-
gung gegeben. Zum Zeitpunkt der

Anderungspropagierung liegt in den Relationen der alte
Zustand vor, der neue Zustand wird simuliert.
 ic
1
 :h
1
WITH h
1
 mitarbeiter(X
1
; X
2
; X
3
; X
4
) ^ :h
2
(X
2
);
h
2
(Y
1
)  abteilung(Y
1
; Y
2
):
 F

ur Einf

ugungen in 'mitarbeiter' und L

oschungen aus 'abteilung' k

onnen die spe-
zialisierten Integrit

atsbedingungen 
+
ic
1
;
 
ic
1
formuliert werden.

+
ic
1
 :h
1
WITH h
1
 
+
mitarbeiter(X
1
; X
2
; X
3
; X
4
) ^ :h
new
2
(X
2
);
h
new
2
(Y
1
)  abteilung
new
(Y
1
; Y
2
);

 
ic
1
 :h
1
WITH h
1
 mitarbeiter
new
(X
1
; X
2
; X
3
; X
4
) ^ :
 
h
2
(X
2
);

 
h
2
(Y
1
)  
 
abteilung(Y
1
; Y
2
):
 Transitionsregeln zur Simulation von 'abteilung
new
' basierend auf dem alten Zustand
und den -Relationen k

onnen wie folgt formuliert werden.
abteilung
new
(Y
1
; Y
2
)  abteilung(Y
1
; Y
2
) ^ : 
 
abteilung(Y
1
; Y
2
);
abteilung
new
(Y
1
; Y
2
)  
+
abteilung(Y
1
; Y
2
):
Propagierungsregeln (-Regeln):
Die Idee der Spezialisierung auf der Basis von -Relationen wurde Mitte der 80er Jahre
u.a. von Lloyd et.al. ([LST86]) und Decker ([Dec86]) auf Deduktionsregeln mit dem Ziel
der

Anderungspropagierung

ubertragen. Die durch eine Basisfakten

anderung induzierten

Anderungen von Sichten werden mittels -Regeln (Propagierungsregeln) abgeleitet.
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F

ur jedes Rumpiteral einer Deduktionsregel werden zwei 

-Regeln ( 2 f
+
;
 
g) gene-
riert. Die Polarit

at des Rumpiterals bestimmt die Polarit

at des -Fakts des Kopiterals.
Eine Einf

ugung/L

oschung bzgl. eines positiven Rumpiterals wird als Einf

ugung/L

oschung
bzgl. des Kopiterals propagiert. Eine Einf

ugung/L

oschung bzgl. eines negativen Rumpf-
literals hingegen wird als L

oschung/Einf

ugung des Kopiterals propagiert. Ein einzuf

u-
gendes Fakt mu im neuen Zustand F
new
ableitbar sein, und ein zu l

oschendes Fakt mu
im alten Zustand F
old
ableitbar gewesen sein, so da die Seitenliterale einer -Regel in
Abh

angigkeit der Polarit

at der propagierten

Anderung bzgl. F
new
oder F
old
angewendet
werden. Als Seitenliteral (Residuum) werden die Rumpiterale einer Formel bezeich-
net, die keine -Literale sind. Je nach zugrunde liegendem Zustand wird entweder der
neue F
new
oder der alte Zustand F
old
mittels Transitionsregeln simuliert.
Beispiel 4.1.5 (Datalog--Regeln)
Sei die Datalog-Regel f

ur die abgeleitete Relation lower mgr aus dem Beispiel 2.1.17
gegeben.
lower mgr(X
1
; X
2
; X
3
)  mita mgr(X
1
; X
2
; X
3
) ^ :h
1
(X
3
)
WITH h
1
(Y
1
)  mitarbeiter(Y
1
; 13; Y
3
; Y
4
);
Spezialisierte -Regeln k

onnen wie folgt modelliert werden:

y
lower mgr(X
1
; X
2
; X
3
)  
y
mita mgr(X
1
; X
2
; X
3
) ^ :h

1
(X
3
)
WITH h

1
(Y
1
)  mitarbeiter

(Y
1
; 13; Y
3
; Y
4
);
mit (y :=
+
^  :=
new
) _ (y :=
 
^  :=
old
):

y
lower mgr(X
1
; X
2
; X
3
)  mita mgr

(X
1
; X
2
; X
3
) ^ :
z
h
1
(X
3
)
WITH 
z
h
1
(Y
1
)  
z
mitarbeiter(Y
1
; 13; Y
3
; Y
4
);
mit (y :=
+
^ z :=
 
^  :=
new
) _ (y :=
 
^ z :=
+
^  :=
old
):
Bei der Denition der Datalog-Integrit

atsbedingungen (Abschnitt 2.1.1) wurde bereits
darauf hingewiesen, da sie parameterlose Deduktionsregeln mit dem Unterschied sind,
da ihre Ergebnisse (leere Menge/leeres Tupel) von der Integrit

atskomponente interpre-
tiert werden und mit dem Festschreiben oder Zur

uckrollen der

Anderungen reagiert wird.
Gleiches gilt f

ur die spezialisierten Integrit

atsbedingungen. Sie k

onnen im Rahmen eines

Anderungspropagierungsprozesses analog zu den -Regeln behandelt werden.
Skizze einer inkrementellen Verarbeitung im Datalog-Kontext:
Zur Schemaentwurfszeit k

onnen f

ur eine gegebene Datalog-Datenbank D
D
die relevanten
-Basisrelationen zur Speicherung der -Fakten von Basisfakten

anderungen sowie die
spezialisierten Deduktionsregeln und Integrit

atsbedingungen generiert werden.
Die Ausf

uhrung einer Datalog-Transaktion, so wie sie in Abschnitt 2.1.3 deniert wurde
(Denition 2.1.27), beinhaltet die Berechnung des Nettoeekts der auszuf

uhrenden Trans-
aktion M, so da zum Zeitpunkt der Propagierung bereits die Nettoeekt

anderungen
vorliegen. Zum Transaktionsende kann dann f

ur eine gegebene Faktenmenge F
old
und
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dem Nettoeekt einer Transaktion M ein Proze zur inkrementellen

Anderungspropa-
gierung und Integrit

atspr

ufung durchgef

uhrt werden. F

ur die Anwendung der -Regeln
und -Integrit

atsbedingungen k

onnen die gleichen Verfahren wie bei der Anfrageauswer-
tung angewendet werden, womit sowohl 'top down'-Auswertungsmethoden wie SLDNF-
Resolution verwendet werden k

onnen wie auch 'bottom up'-Methoden zur Ausf

uhrung
iterativer Fixpunktprozesse. Detailliert werden verschiedene Auswertungsverfahren in
Abschnitt 4.2.2 diskutiert.
F

ur das nachfolgend denierte generische Verfahren wird ein iterativer Fixpunktpro-
ze zur Berechnung der induzierten

Anderungen vorausgesetzt. Deduktionsregeln, -
Regeln, Integrit

atsbedingungen und spezialisierte Integrit

atsbedingungen werden gem

a
ihren Abh

angigkeiten Stratikationsebenen zugeordnet. Stratum f

ur Stratum werden die
induzierten

Anderungen propagiert und ihre Konsistenz wird unmittelbar gepr

uft. F

ur
die Integrit

atspr

ufung werden -Integrit

atsbedingungen angewendet, die Ergebnisses der
Integrit

atspr

ufung werden interpretiert und entsprechend darauf reagiert. Ist die Kon-
sistenz nicht gew

ahrleistet, so wird die Transaktion zur

uckgerollt. Nur wenn kein Inte-
grit

atsfehler vorliegt, werden die Basisfakten

anderungen und induzierten

Anderungen f

ur
Basisrelationen und materialisierte Sichten ausgef

uhrt und die Transaktion beendet.
Bei dem hier gew

ahlten pessimistischen Ansatz werden

Anderungspropagierung und
Integrit

atspr

ufung in einem Proze verzahnt ausgef

uhrt und erst anschlieend die Sich-
tenaktualisierung mit der Konsequenz, da w

ahrend des gesamten Prozesses der alte Zu-
stand der Faktenmenge vorliegt und der neue simuliert wird. Bei einem optimistischen
Ansatz k

onnen alle drei Teilprozesse w

ahrend der Bearbeitung der DB-Objekte eines Stra-
tums verzahnt ausgef

uhrt werden. Zuerst k

onnen die induzierten

Anderungen abgeleitet
werden, dann die materialisierten Sichten des Stratums aktualisiert und die betroenen
Integrit

atsbedingungen gepr

uft werden. Beim Zur

uckrollen m

ussen dann nicht nur die
-Fakten gel

oscht werden, auch alle Sichtenaktualisierungen und Basisfakten

anderungen
m

ussen zur

uckgerollt werden.
4.1.2 Generisches Verfahren
Nachdem im vorangegangenen Abschnitt die zentralen Ideen inkrementeller Verfahren
veranschaulicht worden sind, wird in diesem Abschnitt ein generisches

Anderungspro-
pagierungsverfahren f

ur rekursive Regelmengen ohne Aggregate und ohne Duplikate im
Datalog-Kontext deniert. L

osungsans

atze f

ur die Aggregatfunktionen und Duplika-
te werden in den Abschnitten 4.3.1, 4.3.2 vorgestellt. Nur die beiden

Anderungsarten
Einf

ugung und L

oschung werden behandelt. Die f

ur die Propagierung von Modikatio-
nen erforderlichen Erweiterungen werden in Abschnitt 4.3.3 diskutiert. Die nachfolgende
Denition eines generischen Verfahrens basiert auf der Methode von Griefahn aus [Grie97].
Die bei Griefahn ausf

uhrlich er

orterten 'Magic Sets'-Transformationen von -Regeln f

ur
eine eziente Anwendung der Eektivit

atstests wird im Rahmen dieser Arbeit nicht dis-
kutiert. Ebenso wird ein alternierender Fixpunktproze zur Auswertung von Regelmen-
gen, die nach der 'Magic Sets'-Transformation unstratizierbar sind, nicht er

ortert. Diese
Probleme werden im weiteren als Aufgaben der Anfragekomponente betrachtet.
Sei D
D
eine gegebene Datalog-Datenbank mit dem Schema S
D
= hB;R; Ci und R[C sei
eine Menge stratizierbarer Datalog-Regeln. Das in Abschnitt 2.1.3 denierte Datalog-
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Transaktionskonzept wird zugrunde gelegt und vorausgesetzt, da die

Anderungspropa-
gierung und Integrit

atspr

ufung vor der Ausf

uhrung der Basisfakten

anderungen und Sich-
tenaktualisierung zum Transaktionsende ausgef

uhrt werden.
Eine Deduktionsregel ist relevant f

ur (betroen von) einer

Anderung, wenn die Regel
direkt oder indirekt von der manipulierten Relation abh

angt. Bei Integrit

atsbedingungen
m

ussen zudem die Polarit

aten der Abh

angigkeit und der

Anderungsart ber

ucksichtigt
werden. Allaussagen (IC  :H) k

onnen aufgrund des negierten Rumpiterals H nur
durch Einf

ugungen in H verletzt werden, die wiederum entweder durch Einf

ugungen in
eine negativ von IC abh

angige Relation oder durch L

oschungen aus einer positiv von
IC abh

angigen Relation induziert werden. Existenzaussagen (IC  H) k

onnen nur
durch L

oschungen aus H verletzt werden, die durch L

oschungen aus einer positiv von IC
abh

angigen Relation oder durch Einf

ugungen in eine negativ von IC abh

angigen Relation
induziert werden.
Denition 4.1.6 (Relevante Datalog-Regel/-Integrit

atsbedingung)
Sei M eine Datalog-

Anderungsanweisung ( 2 f+; g).
 Eine Deduktionsregel S  L
1
^ ::: ^ L
n
(R 2 R) ist relevant f

ur M ,
gdw. rel(S) < rel(M).
 Eine Integrit

atsbedingung IC  :H oder IC  H (IC 2 C)
ist relevant f

ur M ,
gdw. (rel(IC) <
 
rel(M) ^  = +) _ (rel(IC) <
+
rel(M) ^  =  ).
Um nicht sowohl den alten als auch den neuen Zustand einer Datenbank vollst

andig
materialisieren zu m

ussen, kann der neue Zustand aller Relationen mittels sogenannter
einfacher Transitionsregeln simuliert werden. Den Begri der einfachen Transitionsregel
verwendet Griefahn ([Grie97]) in Abgrenzung zu den in Abschnitt 4.2.4 diskutierten in-
krementellen Transitionsregeln.
Denition 4.1.7 (Einfache Datalog-Transitionsregeln)
Sei R 2 B[R eine Relation in D
D
. R
old
bezeichne den alten Zustand von R und 

R
mit  2 f
+
;
 
g die zugeh

origen -Relationen. Zur Simulation des neuen Zustands R
new
werden zwei Datalog-Transitionsregeln der Form
R
new
 R
old
^ :
 
R
R
new
 
+
R.
formuliert.
Wird Datalog wie bislang

ublich ohne WITH-Klausel deniert, so gilt die in der Lite-
ratur allgemein verwendete Vorschrift ([Kue91], [Oli91], [BMM92], [Grie97] u..v.m.) der
Generierung von -Regeln f

ur alle Literale, die im Regelrumpf auftreten. Das Rumpite-
ral L
i
einer Regel R 2 R (rel(L
i
) 2 rel
body
(R)), f

ur das die Spezialisierung durchgef

uhrt
wird, wird durch das entsprechende -Literal ersetzt. Da Einf

ugungen im neuen Zustand
ableitbar sein m

ussen, werden die Residuen L
j
(rel(L
j
) 2 rel
body
(R); j 6= i) von R

uber
dem neuen Zustand L
new
j
ausgewertet, und da L

oschungen im alten Zustand ableitbar
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sind, werden die Residuen

uber dem alten Zustand L
old
j
ausgewertet. Aufgrund der Vor-
aussetzung, da w

ahrend der Propagierung der alte Zustand in den Relationen vorliegt,
bezeichnet L
new
j
die Transitionssichten zur Simulation des neuen Zustands und f

ur den
alten Zustand kann direkt auf die Relationen zugegrien werden (L
old
j
:= L
j
). Bei der
nachfolgenden Denition wird vorausgesetzt, da materialisierte Sichten wie virtuelle in
dem Sinne behandelt werden, da nicht auf die materialisierten Fakten zugegrien wird,
sondern analog zu den virtuellen Sichten immer die Ableitungsvorschrift angewendet wird.
Optimierungsm

oglichkeiten durch Zugri auf die gespeicherten abgeleiteten Fakten und
die daraus resultierenden Anforderungen an die Denition von Transitionssichten und
spezialisierten Ableitungsvorschriften werden im SQL-Kontext in Kapitel 5 diskutiert.
Ist in Datalog-Regeln die WITH-Klausel zugelassen, dann wird f

ur eine Regel R und
jedes im Regelrumpf oder in einer Hilfsregel auftretende Literal (rel(L) 2 rel
body
(R)),
das nicht das Literal einer Hilfsregel ist (rel(L) =2 rel
help
(R)), eine f

ur 
z
L spezialisierte

y
R-Regel mit y; z 2 f
+
;
 
g erzeugt. Die Literale persistenter Relationen im Regelrumpf
von (anderen) Hilfsregeln werden wie die Residuen des spezialisierten Regelrumpfs behan-
delt. Die Literale von Hilfsregeln k

onnen zwar grunds

atzlich unver

andert bleiben, f

ur eine
vereinfachte Darstellung bekommen sie jedoch wie alle anderen Residuen den Exponenten
new
;
old
zugeordnet. Diese Umbenennung wird nicht nur f

ur die Rumpiterale von Hilfs-
relationen sondern auch f

ur die Kopiterale der Hilfsregeln durchgef

uhrt. Anders als bei
den 'new'-, 'old'-Literalen der persistenten Relationen beziehen sich diese Literale nicht
auf Transitionsrelationen sondern auf die angepaten Hilfsregel-Denitionen in der WITH-
Klausel. Die Rumpiterale der Hilfsregeln werden behandelt, als w

aren die Hilfsregeln in
den Regelrumpf der persistenten Relation aufgefaltet. Da in SQL auch Hilfsregeln zul

assig
sind, wird diese erweiterte Generierungsvorschrift auch f

ur SQL--Sichten angewendet.
Denition 4.1.8 (Datalog--Regel f

ur ableitbare Fakten)
Sei eine Datalog-Regel R := S  L
1
^ :::^L
i
^ :::^L
n
WITH H  L
h
1
^ ::::::^L
h
n
gegeben und sei rel(L
i
) 2 rel
body
(R) n rel
help
(R), dann ist jede Regel der Form

y
S  L

1
^ ::: ^
z
L
i
^ ::: ^ L

n
WITH H

 L

h
1
^ :::::: ^ L

h
n
eine -Regel (Propagierungsregel) von S zur Propagierung ableitbarer Fakten,
wobei gilt n  1, 1  i  n und
y :=
+
,  :=
new
falls (z = + ^ S <
+1
L
i
) _ (z =   ^ S <
 1
L
i
)
y :=
 
,  :=
old
falls (z = + ^ S <
 1
L
i
) _ (z =   ^ S <
+1
L
i
) :
Die Menge aller -Regeln zu einer Deduktionsregel R 2 R wird mit R

bezeichnet
und die Menge der -Regeln zu allen Deduktionsregeln R einer DB D
D
mit R

. B

bezeichnet die Menge aller -Relationen von Basisrelationen. Die Unterscheidung ver-
schiedener Arten propagierter

Anderungen wie eektive, sichere, ableitbare oder poten-
tielle

Anderungen sowie die Denition ihrer -Regeln werden in Abschnitt 4.2.1 er

ortert.
Gem

a dem Relevanzbegri wird eine allquantizierte Integrit

atsbedingung nur in
Abh

angigkeit von der Polarit

at der

Anderung und der des Auftretens des Rumpite-
rals spezialisiert. F

ur existenzquantizierte Integrit

atsbedingungen wird die Formel nicht
spezialisiert, sondern nur

uber dem neuen Zustand ausgewertet.
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Denition 4.1.9 (Spezialisierte Datalog-Integrit

atsbedingung)
Sei eine Integrit

atsbedingung mit dem Kopiteral IC der DB D
D
gegeben.
 Ist IC  :H eine Allaussage mit der (Hilfs-)Regel H, dann ist eine spezialisierte
Integrit

atsbedingung ein Ausdruck der Form
IC  :
+
H,
wobei 
+
H eine -Regel f

ur die (Hilfs-)Regel H ist.
 Ist IC  H eine Existenzaussage mit der Hilfsregel H, dann ist eine spezialisierte
Integrit

atsbedingung ein Ausdruck der Form
IC  H
new
wobei H
new
eine einfache Transitionsregel ist, wenn H eine persistente Relation ist.
Bezeichnet H eine Hilfsrelation, deren Regel in der WITH-Klausel auftritt, dann
wird H auf den neuen Zust

anden der Relationen im Regelrumpf angewendet.
 Alle Hilfsregeln einer optionalen WITH-Klausel von IC, die nicht die spezialisierte
H-Regel sind, werden wie H
new
transformiert.
IC

bezeichnet die Menge aller spezialisierten Integrit

atsbedingungen von IC 2 C und
C

:=
S
n
i=1
IC
i
die Menge der spezialisierten Integrit

atsbedingungen aller Integrit

atsbe-
dingungen einer DB D
D
.
Da die -Regeln und spezialisierten Integrit

atsbedingungen zul

assige Datalog-Regeln
sind, k

onnen sie von der Anfragekomponente des DB-Systems angewendet werden. Die
Menge aller -Fakten kann mittels des T
R
-Operators abgeleitet werden.
Denition 4.1.10 (Menge induzierter

Anderungen)
Sei RC

:= R

[ C

die Menge der -Regeln f

ur R[C und B

die Menge der -
Relationen der Basisrelationen von D
D
. F
old
sei die Menge der gespeicherten Fakten und
F
B
die Menge der -Fakten der Basisfakten

anderungen einer TransaktionM.
Die Menge aller induzierten

Anderungen (-Fakten) F
RC
ist durch die Anwendung des
T
R
-Operators ableitbar.
F
RC
:= T
RC

(F
old
[ F
B
)
wobei gilt T
RC

(F
old
[ F
B
) :=
S
R2RC

T [R](F
old
[ F
B
).
Denition 4.1.11 (Konsistenter Datenbank-Zustand)
Sei C

die Menge der spezialisierten Integrit

atsbedingungen von D
D
und F
B
die Menge
der -Fakten der Basisfakten

anderungen einer TransaktionM. WirdM auf der Fakten-
menge F
old
ausgef

uhrt, dann ist F
RC
die Menge aller durch M induzierten -Fakten
und F
new
der neue Zustand der Faktenmenge. ( 2 f
+
;
 
g)
Der Datenbank-Zustand F
new
von D
D
heit konsistent, gdw.
8 

IC 2 C

j eval(

IC; F
old
[ F
B
) = TRUE.
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F

ur einen als iterativen Fixpunktproze auszuf

uhrenden Propagierungsproze mit Sich-
tenaktualisierung und Integrit

atspr

ufung kann folgender Algorithmus formuliert werden.
Die Schleifenbedingungen dienen der Kontrolle, da nur die f

ur eine gegebene Transaktion
relevanten -Sichten und -Integrit

atsbedingungen angewendet werden (

anderungsgetrie-
bene Propagierung). Ausf

uhrlich werden Aspekte einer Relevanzanalyse zur Laufzeit
im Abschnitt 4.2.5 er

ortert. Die Schleifenbedingungen dienen aber auch dem Erkennen
eines vorzeitigen Endes, bevor das maximale Stratum bearbeitet ist, wenn keine weiteren
-Fakten propagiert werden und f

ur die propagierten -Fakten keine weiteren Sichten
und Integrit

atsbedingungen zu verarbeiten sind (relevant sind).
Es werden zwei Faktenbasen unterschieden, die urspr

ungliche Faktenmenge F
old
und
die bis zum aktuellen Stratum i abgeleiteten -Fakten in den -Relationen F
RC
i
. Die
-Regeln (R

), -Integrit

atsbedingungen (C

) und Transitionssichten werden

uber beiden
Faktenmengen angewendet. Wenn alle -Fakten ermittelt und ihre Konsistenz gepr

uft
ist, werden sie auf den Sichten ausgef

uhrt, so da erst nach der Ausf

uhrung der Prozedur
'aktualisiere' der neue Zustand F
new
vorliegt. W

ahrend einer Iterationsrunde werden zu-
erst die relevanten Integrit

atsbedingungen des aktuellen Stratums i gepr

uft und anschlie-
end werden die -Fakten des n

achsten Stratums i + 1 propagiert. Bei der Auswertung
der -Regeln und -Integrit

atsbedingungen wird vorausgesetzt, da die -Fakten in den
-Relationen gespeichert werden. W

urden nur virtuelle -Sichten vorausgesetzt, dann
m

ute jedes Auftreten von F
RC
i
im Algorithmus durch die Menge der -Fakten der
Basisfakten

anderungen F
B
ersetzt werden.
Algorithmus 4.1.12 (Sichtenaktualisierung und Integrit

atspr

ufung)
Seien R

und C

die Mengen der spezialisierten Regeln und Integrit

atsbedingungen von
D
D
(RC

:= R

[ C

). RC
i

 RC

sei die Menge der -Regeln und -Integrit

atsbedin-
gungen des Stratums i und RM die Menge der materialisierten Sichten. Sei  2 f
+
;
 
g
und 'interpret' eine Funktion, die das Ergebnis der Anwendung parameterloser Regeln
auf den Wahrheitswert FALSE oder TRUE abbildet.
F
B
sei die Menge der -Fakten der Basisfakten

anderungen einer TransaktionM, die
auf der Faktenmenge F
old
ausgef

uhrt wird, dann ist F
RC
i
die Menge der B

-Fakten und
aller durch sie induzierten -Fakten bis zum aktuellen Stratum i.
BEGIN
   Initialisieren des Stratum-Index
i:=0;
   Initialisieren der bearbeiteten s mit den s der Basisrelationen
F
RC
i
:= F
B
;
   Anwenden aller relevanten -Regeln des aktuellen Stratums i
WHILE i  maximalem (RC

) ^ 9 relevante 

R-Regeln im Stratum i
LOOP
pruefe (i; C

; F
old
; F
RC
i
);
i:=i+1;    Stratum-Index inkrementieren
propagiere (i; R

; F
old
; F
RC
i
);
END LOOP
aktualisiere (R

);
l

osche alle -Fakten;
END;
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mit den Prozeduren:
pruefe (i; C

; F
old
; F
RC
i
):
   Pr

ufen der Konsistenz f

ur alle relevanten spezialisierten Integrit

ats-
   bedingungen des aktuellen Stratums i
IF 9

IC j 

IC 2 C

^ (

IC) = i ^ interpret(

IC) = FALSE
THEN ROLLBACK; END IF;
propagiere (i; R

; F
old
; F
RC
i
):
   Propagieren der

Anderungen f

ur alle relevanten -Regeln RC
i

   des aktuellen Stratums i und speichern der -Fakten in den -Relationen
F
RC
i
:= F
RC
[ T
RC
i

(F
old
[ F
RC
);
aktualisiere (R

):
   Aktualisieren aller Basisrelationen und materialisierten Sichten,
   f

ur die -Fakten vorliegen
FORALL 

R j 

R 6= ; ^ R 2 (RM[B) LOOP
R WHERE 

R;
END LOOP.
Um zu betonen, da -Regeln R

und spezialisierte Integrit

atsbedingungen C

auf
die gleiche Art von einer Regelauswertungskomponente behandelt werden k

onnen, wird in
dem Algorithmus die RegelmengeR

[C

gemeinsam angewendet. Die Interpretation der
Ergebnisse der Anwendung der spezialisierten Integrit

atsbedingungen wird anschlieend
in der pruefe-Prozedur von einer Funktion interpret durchgef

uhrt, die das Ergebnis der
Anwendung parameterloser Regeln auf TRUE abbildet, falls der Regelrumpf erf

ullt ist,
und anderenfalls auf FALSE.
4.2 Alternative Ans

atze
4.2.1 Granularit

at induzierter

Anderungen
Im Rahmen des einleitenden Beispiels werden sogenannte ableitbare -Fakten propagiert.
Vier Klassen induzierter

Anderungen k

onnen unterschieden werden: potentielle ('poten-
tial'), sichere ('safe'), ableitbare ('derivable') und echte ('true'/'eective') Einf

ugungen
und L

oschungen. Diese verschiedenen Arten der -Fakten unterscheiden sich bzgl. des
Grades ihrer Exaktheit (Granularit

at, Qualit

at) und dem Auswertungsaufwand, der f

ur
ihre Ableitung erforderlich ist. Die Granularit

at der induzierten

Anderung bestimmt auch
die Denition der -Regeln (Denition 4.2.2). Die Klassizierung orientiert sich an dem
Schema aus [Grie97], wobei Griefahn sich auf die drei Klassen der potentiellen, sicheren
und eektiven

Anderungen beschr

ankt.
Denition 4.2.1 (potentielle/sichere/ableitbare/echte

Anderungen)
Sei F
old
der alte Zustand vor und F
new
der neue Zustand nach Ausf

uhrung einer Trans-
aktionM mit den induzierten

Anderungen +M und  M .
1. +M=   M ist eine potentielle induzierte Einf

ugung/L

oschung, gdw. nur die Va-
riablenbindungen, die durch das ge

anderte Fakt im Rumpiteral entstehen, an die
Variablen des Kopiterals weitergereicht werden.
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2. +M ist eine sichere induzierte Einf

ugung gdw. M 2 F
new
.
 M ist eine sichere induzierte L

oschung gdw. M 62 F
new
.
3. +M ist eine ableitbare induzierte Einf

ugung gdw. M 2 F
new
.
 M ist eine ableitbare induzierte L

oschung gdw. M 2 F
old
.
4. +M ist eine echte induzierte Einf

ugung gdw. M 2 F
new
^M 62 F
old
.
 M ist eine echte induzierte L

oschung gdw. M 2 F
old
^M 62 F
new
.
Da bei der Propagierung potentieller

Anderungen keine Residuen des Regelrumpfes
ausgewertet werden, k

onnen Variablenbindungen bei der induzierten

Anderung verloren-
gehen. So wird z.B. f

ur die Regel p(X; Y ) q(X; Y; Z) ^ r(Z) und die Einf

ugung +r(3)
die potentielle

Anderung +p(X; Y ) abgeleitet. Sind alle Variablenbindungen bei einer
potentiellen

Anderung verlorengegangen, so kann zur Laufzeit auf der Basis dieser poten-
tiellen

Anderung nur noch ermittelt werden, welche Sichten und Integrit

atsbedingungen
f

ur die

Anderung relevant sind (Abschnitt 4.2.5). Die gleiche Aussage kann auf der Basis
eines zur Schemaentwurfszeit erstellten Abh

angigkeitsgraphen getroen werden.
Die Ableitung eektiver

Anderungen zeichnet sich gegen

uber der Propagierung ableit-
barer

Anderungen durch die Pr

ufung der Eektivit

at der

Anderung aus (Eektivit

atstest).
Ein einzuf

ugendes Fakt (+M) darf nicht bereits im alten Zustand vorgelegen haben
(M 62 F
old
) und ein zu l

oschendes Fakt ( M) darf im neuen Zustand nicht

uber al-
ternative Ableitungswege ableitbar bleiben (M 62 F
new
).
Denition 4.2.2 (Datalog--Regel f

ur

Anderungen)
Sei eine Datalog-Regel S  L
1
^ :::^L
i
^ :::^L
n
(n  1) gegeben mit dem Rumpiteral
L
i
, f

ur das die Spezialisierung durchgef

uhrt wird. Nach der Methode von Griefahn k

onnen
die -Regeln f

ur die verschiedenen Typen von -Fakten wie folgt deniert werden.
 F

ur potentielle induzierte

Anderungen sind -Regeln Ausdr

ucke der Form

y
S  
z
L
i
.
 F

ur sichere induzierte Einf

ugungen +S/L

oschungen  S sind -Regeln Ausdr

ucke
der Form

+
S  L
new
1
^ ::: ^
z
L
i
^ ::: ^ L
new
n

 
S  
z
L
i
^ :S
new
.
 F

ur ableitbare induzierte

Anderungen sind -Regeln Ausdr

ucke der Form

y
S  L

1
^ ::: ^
z
L
i
^ ::: ^ L

n
.
 F

ur echte induzierte

Anderungen sind -Regeln Ausdr

ucke der Form

y
S  L

1
^ ::: ^
z
L
i
^ ::: ^ L

n
^ :S
?
,
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wobei y :=
+
,  :=
new
? :=
old
falls z = + und S < +1L
i
oder z =   und S <  1L
i
y :=
 
,  :=
old
? :=
new
falls z = + und S <  1L
i
oder z =   und S < +1L
i
.
Die -Regeln f

ur potentielle

Anderungen und f

ur sichere L

oschungen sind nicht be-
reichsbeschr

ankt. Bei potentiellen

Anderungen ist die fehlende Bereichsbeschr

ankung
unerheblich, da diese Regeln nicht ausgewertet werden. Die Ableitungsregel f

ur sichere
L

oschungen mu soweit um Rumpiterale L
old
1
; :::; L
old
n
erg

anzt werden, bis die Bereichs-
beschr

ankung gew

ahrleistet ist
1
. Ggf. entspricht die erweiterte Regel der -Regel zur
Ableitung eektiver L

oschungen.
Dem Vorteil des wesentlich geringeren Aufwands bei der Ableitung potentieller, sicherer
oder ableitbarer Folge

anderungen steht ggf. ein Mehraufwand bei der Integrit

atspr

ufung,
Sichtenaktualisierung und auch bei den weiteren Propagierungsschritten gegen

uber. Bei
ableitbaren und sicheren

Anderungen wird u.U. eine Obermenge echter Einf

ugungen pro-
pagiert und bei den ableitbaren Fakten werden ggf. Fakten gel

oscht, f

ur die es alternative
Ableitungswege gibt, bzw. bei sicheren L

oschungen werden Fakten gel

oscht, die im alten
Zustand nicht vorlagen. Gehen bei der Propagierung potentieller

Anderungen alle Va-
riablenbindungen verloren, so m

ussen bei der Integrit

atspr

ufung alle Fakten der Relation
getestet bzw. die Sicht vollst

andig rematerialisiert werden. Ein Vorteil der Propagie-
rung eektiver

Anderungen ist zudem, da Koniktf

alle nicht auftreten k

onnen, obwohl
Mengen von Fakten propagiert werden. Weitere Nettoeektberechnungen w

ahrend eines
Propagierungsprozesses sind nicht erforderlich (Abschnitt 2.1.3).
In der Literatur sind Propagierungsverfahren f

ur unterschiedliche Kombinationen der

Anderungsarten entwickelt worden.
 potentielle

Anderungen: [LST86], [Kue91], [Grie97]
 sichere

Anderungen: [Grie97]
 ableitbare

Anderungen: [CW90], [CW91], [Kue91], [GMS93], [CW94], [GL95],
[SBLC00]
 echte

Anderungen: [Dec86], [Kue91], [Oli91], [BMM92], [UO92], [UO94], [TO95],
[GrMa94], [Man94], [Grie97], [MT99], [MT00]
 sichere Einf

ugungen und echte L

oschungen: [KSS87]
 sichere Einf

ugungen und potentielle L

oschungen: [DW89]
Bei Propagierungsverfahren, bei denen Duplikate zugelassen sind ([GMS93]: Counting,
[GL95], [BDDF+98], [SBLC00]), ist ein Eektivit

atstest aufgrund der Multimengense-
mantik nicht sinnvoll. Statt die Existenz alternativer Ableitungswege zu testen, werden
sie bei Gupta et.al. gez

ahlt. Bei Grin et.al. werden alle ableitbaren Fakten gespeichert
(Abschnitt 4.3.2).
Da zum Ende einer Datalog-Transaktion ggf. eine Menge von

Anderungen bzgl. ver-
schiedener Basisrelationen zu propagieren ist, k

onnen bei der Anwendung der -Regeln
1
Ausf

uhrlich wird diese Problematik in [Grie97] 7.2.4 diskutiert.
Anderungspropagierung in Datalog und Relationaler Algebra 101
(Denition 4.2.2)

Anderungen, die durch verschiedene Basisfakten

anderungen induziert
werden, wiederholt abgeleitet werden. Bei Einf

ugungen z.B. ist der Grund f

ur diese
Inezienz, da die Seitenliterale jeweils im neuen Zustand (inkl. aller neuen Fakten) aus-
gewertet werden. In [GMS93] wird dieses Redundanzproblem syntaktisch dadurch gel

ost,
da alle Seitenliterale links vom -Rumpiteral f

ur den neuen und alle rechts davon f

ur
den alten Datenbank-Zustand ausgewertet werden. In [Man94] werden die Seitenliterale
immer

uber den alten Zustand ausgewertet und eine zus

atzliche Regel generiert, mittels
der die Folge

anderungen abgeleitet werden, die nur auf den neuen Fakten (s) basieren.
In [Oli91], [UO92], [UO94], [TO95] werden f

ur eine Regel mit k Rumpiteralen 2
k
opti-
mierte Transitionsregeln je Einf

ugung/L

oschung (Modikation: 22
k
+2
2k
) generiert. Es
wird eine Regel generiert, die die unver

anderte Faktenmenge ableitet. In jeder weiteren
generierten Regel werden sukzessiv die Rumpiterale durch die -Atome ersetzt, bis zum
Schlu eine Regel erzeugt wird, die ausschlielich auf -Atomen ausgewertet wird. Diese
Strategie hat ein exponentielles Wachstum der Transitionsregelmenge zur Folge.
Beispiel 4.2.3
Sei eine Regel s(X; Y ) p(X;Z) ^ q(Z; Y ) gegeben, dann k

onnen gem

a den verschie-
denen Verfahren folgende -/Transitionsregeln f

ur Einf

ugungen modelliert werden.
Generisches Verfahren: 
+
s(X; Y )  
+
p(X;Z) ^ q
new
(Z; Y )

+
s(X; Y )  p
new
(X;Z) ^ 
+
q(Z; Y )
[GMS93]: 
+
s(X; Y )  
+
p(X;Z) ^ q
o
(Z; Y )

+
s(X; Y )  p
new
(X;Z) ^ 
+
q(Z; Y )
[Man94]: 
+
s(X; Y )  
+
p(X;Z) ^ q
old
(Z; Y );

+
s(X; Y )  p
old
(X;Z) ^ 
+
q(Z; Y )

+
s(X; Y )  
+
p(X;Z) ^ 
+
q(Z; Y )
[Oli91]; [UO92]: s
new
(X; Y ) (p
old
(X;Z)^:
 
p(X;Z)) ^
(q
new
(Z; Y )^ :
 
q(Z; Y ))
s
new
(X; Y ) (p
old
(X;Z) ^ :
 
p(X;Z)) ^
+
q(Z; Y )
s
new
(X; Y ) 
+
p(X;Z) ^ (q
new
(Z; Y ) ^ :
 
q(Z; Y ))
s
new
(X; Y ) 
+
p(X;Z) ^
+
q(Z; Y ):
Auf diese Problematik wird mit dem Ziel weiterer Ezienzsteigerungen f

ur den Fall
einer konkreten Implementierung hingewiesen. Damit das Verfahren mit einer

uberschau-
baren Regelmenge dargestellt werden kann, wird diese Inezienz akzeptiert. Eine Anpas-
sung der im weiteren denierten Regelmengen ist trivial.
4.2.2 Auswertungsstrategien
Analog zur Problematik der Anfrageauswertung werden auch bei der Propagierung im
Datalog-Kontext die beiden Basisstrategien 'top down' und 'bottom up' unterschieden.
 'top down': Induzierte

Anderungen werden abgeleitet, indem Anfragen nach neuen
-Fakten an das DB-System gestellt werden. F

ur die Integrit

atspr

ufung z.B. kann
eine Integrit

atsbedingung modelliert werden, in deren Regelrumpf die Literale aller
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spezialisierten Integrit

atsbedingungen konjunktiv verkn

upft werden. Zu Pr

ufungs-
zwecken mu dann nur diese Regel angewendet werden.
 'bottom up': Der Propagierungsproze wird als

anderungsgetrieben angesehen.
Basisfakten

anderungen induzieren bei den unmittelbar abh

angigen Sichten

Anderun-
gen, die ihrerseits bei den von ihren direkt abh

angigen Sichten

Anderungen indu-
zieren. Ein Fixpunktproze wird ausgef

uhrt bis alle

Anderungen ermittelt sind.
Von Kowalski et.al. wurde in [KSS87] zuerst vorgeschlagen, Integrit

atsbedingungen
als Regeln zu denieren und sie mittels SLDNF-Resolution 'top down' auszuwerten.
K

uchenho bezeichnet in [Kue91] seine Auswertungskomponenten als konkrete Imple-
mentierung der von Kowalski et.al. vorgeschlagenen L

osung. Ebenfalls eine SLDNF-
Resolution legen [BDM88] (Prolog-Implementierung), [Oli91], [UO92], [MT99], [MT00]
zugrunde. Von Vorteil bei einem 'top down'-Ansatz ist die einfache Auswertungssteue-
rung. Im einfachsten Fall wie bei obiger Integrit

atsregel, in deren Rumpf die Literale aller
spezialisierten Integrit

atsbedingungen auftreten, reicht es f

ur die Integrit

atspr

ufung aus,
nur eine Formel anzuwenden. Ein grundlegender Nachteil ist das Terminierungsproblem,
das bei SLDNF-Resolution f

ur rekursive Regeln auftreten kann.
Andere Autoren ([Dec86], [LST86], [KSS87], [BDM88], [CW91], [QW91], [GMS93]
[GL95], [Grie97], [SBLC00], [MT99], [MT00]) haben f

ur ihre Verfahren insbesondere zur
Sichtenaktualisierung einen 'bottom up'-Propagierungsproze entwickelt. F

ur eine 'bot-
tom up'-Propagierung ist wie beim generischen Verfahren eine explizite Ausf

uhrungs-
steuerung erforderlich, die gew

ahrleistet, da Stratum f

ur Stratum die -Regeln und
-Integrit

atsbedingungen angewendet werden, bis ein Fixpunkt erreicht ist. Die -Regeln
und spezialisierten Integrit

atsbedingungen werden ebenso wie die Deduktionsregeln der
Sichten im Rahmen einer 'bottom up'-Anfrageauswertung (Abschnitt 2.1.2) Stratikati-
onsebenen zugeordnet.
Werden die -Fakten gespeichert, so k

onnen aufgrund der stratumbezogenen Aus-
f

uhrung bei 'bottom up'-Prozessen wiederholte Ableitungen vermieden werden, da bei
Zugrien von h

oheren Stratikationsebenen die Fakten in den -Relationen bereits vor-
liegen. Ist bei einer 'top down'-Auswertungsstrategie die Anfragekomponente nicht in
der Lage, wiederholte Zugrie auf die gleichen Zwischenergebnisse (referenzierte Sichten)
zu erkennen und diese Zwischenergebnisse zu speichern, sind wiederholte Ableitungen
und ggf. l

angere Ausf

uhrungszeiten die Konsequenz. Wird diese Ausf

uhrungsoptimierung
nicht der Anfragekomponente

uberlassen, so besteht die Schwierigkeit, w

ahrend eines Pro-
pagierungsprozesses zu erkennen, welche -Relationen bereits bearbeitet wurden, und
welche leer sind, weil keine -Fakten propagiert werden konnten, bzw. welche leer sind,
weil die relevanten -Regeln noch nicht angewendet wurden. Eine einfache L

osung stellt
die Denition einer totalen Ausf

uhrungsordnung f

ur alle -Regeln und -Integrit

atsbedin-
gungen dar. Eine solche L

osung w

urde zwar dem Grundgedanken einer mengenorientier-
ten Propagierung widersprechen, aber korrekte Ergebnisse liefern.
Wie beim generischen Verfahren deutlich wurde, kann die Ausf

uhrungskontrolle f

ur
den Fixpunktproze (Schleifenbedingungen) sehr leicht um die Bedingungen erweitert wer-
den, die gew

ahrleisten, da in Abh

angigkeit von den aktuellen Basisfakten

anderungen der
Transaktion nur die relevanten -Regeln und -Integrit

atsbedingungen angewendet wer-
den. Mittels einer einfachen 'top down'-Auswertung, wie sie oben f

ur die Integrit

atsregel
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mit den Literalen aller -Integrit

atsbedingungen skizziert wurde, ist eine Beschr

ankung
nur auf die relevanten Integrit

atsbedingungen nicht unmittelbar m

oglich. Die Durchf

uh-
rung von Relevanzanalysen zur Laufzeit k

onnen nur durch zus

atzliche Ausf

uhrungskon-
trollen erreicht werden, die

ahnlich aufwendig sind wie bei einer 'bottom up'-Steuerung.
In der Literatur k

onnen im wesentlichen zwei Implementierungsstrategien f

ur 'bottom
up'-Propagierungsverfahren unterschieden werden.
 passive Implementierung: Die spezialisierten Propagierungsvorschriften zur Ab-
leitung induzierter

Anderungen werden wie beim generischen Verfahren als Dedukti-
onsregeln implementiert ([GMS93], [Man94], [SBLC00]) oder als Ausdr

ucke der zu-
grunde liegenden Algebra ([Dec86], [LST86], [GL95], [CGLMT96]). Die induzierten

Anderungen werden mittels der DBS-internen Deduktions- bzw. Anfragekomponen-
te abgeleitet. Die Steuerung der 'bottom up'-Ausf

uhrungsreihenfolge der -Regeln/
-Integrit

atsbedingungen erfolgt prozedural.
 aktive Implementierung: Die spezialisierten Propagierungsvorschriften zur Ab-
leitung induzierter

Anderungen werden wie bei SQL-basierten Verfahren in Kapi-
tel 5 als Trigger realisiert (Starburst: [CW90], [CW91], [CW94], Chimera: [CF97],
[GrMa94], ActLog: [Grie97]). In den Verfahren werden sogenannte Propagierungst-
rigger f

ur die Ableitung von

Anderungen ausgef

uhrt. Als Aktion leiten sie wiederum
induzierte

Anderungen ab, wodurch Propagierungstrigger der nachfolgenden Strata
aktiviert werden. Die Triggerkomponente

ubernimmt (weitgehend) die Steuerung
der Ausf

uhrung des iterierten Fixpunktprozesses f

ur die

Anderungspropagierung.
Dadurch, da Trigger u.a. f

ur Basisfakten

anderungen feuern, ist die Realisierung
eines

anderungsgetriebenen Prozesses unmittelbar m

oglich.
Vor- und Nachteile von 'top down'- und 'bottom up'-Auswertungsstrategien werden
u.a. bei [Ull89], [Bid91] und [CGH94] diskutiert und auch verschiedene Optimierungs-
ans

atze vorgestellt. Die Schwierigkeiten und Vorteile von triggerbasierten und deduktiven
Implementierungen werden im Zusammenhang mit der Entwicklung eines Implementie-
rungsansatzes f

ur SQL-basierte Verfahren detailliert in Abschnitt 5.1.2 diskutiert. Andere
triggerbasierte Implementierungsans

atze werden in Abschnitt 5.7.2 er

ortert.
4.2.3 Implementierung der -Mengen
F

ur die Verwendung der -Fakten sind drei Informationen relevant: die Art der

Anderung,
die betroene Relation und die Auspr

agung des ge

anderten Fakts. Die in Denition 4.1.8
gew

ahlte Notation der 
+
=
 
-Relationen wird in modizierter Form vielfach verwendet,
so z.B. bei [Man94]: R
+
; R
 
; [Oli91], [UO92], [TO95], [MT00]: R; R; [QW91], [GL95],
[CGLMT96]: 4R;5R. Bei dieser Darstellung wird f

ur jede Relation und jede (relevan-
te)

Anderungsart eine -Relation generiert. Konsequenz der hier verwendeten Notation
ist, da sich die Menge der Relationen verdreifacht bzw. vervierfacht, wenn auch Mo-
dikationen propagiert werden. Bei groen DB-Schemata kann dies einen beachtlichen
Verwaltungsaufwand f

ur das DB-System bedeuten. Eine alternative Darstellungsform
fat alle

Anderungen in einer Menge zusammen ([GMS93], [BDDF+98]), so da sich
die Menge der Relationen nur verdoppelt. Ein zus

atzliches Attribut gibt Auskunft

uber
die

Anderungsart. Eine weitere Darstellungsform ist die als un

are Relationen mit den
ge

anderten Fakten als Argument wie bei [Kue91]: deltaplus(R), deltaminus(R); [BMM92]:
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to-be-removed(R), to-be-inserted(R) oder [GMS93]: (R) . Da die Entscheidung f

ur ei-
ne Darstellungsform die Laufzeit-Performanz beeinussen kann, kann sie nur empirisch
und in Abh

angigkeit vom gegebenen DB-System und DB-Schema getroen werden. Die
erforderlichen Anpassungen an einen Propagierungsalgorithmus sind trivial.
Die -Mengen von Basisrelationen werden als Basisrelationen implementiert. Ande-
renfalls m

uten die alten und neuen Faktenmengen der Basisrelationen vollst

andig gespei-
chert vorliegen, damit die -Fakten dann als Dierenzen der beiden Mengen berechnet
werden k

onnten. Die -Mengen von Sichten k

onnen entweder virtuell oder gespeichert
vorliegen. Ist die Regeldarstellung gew

ahlt worden, so sind L

osungen m

oglich, bei denen
entweder alle -Sichten materialisiert bzw. virtuell deniert sind oder f

ur jede -Sicht
individuell der Sichttyp festgelegt wird. Entscheidendes Kriterium ist der Konikt zwi-
schen den Kosten f

ur wiederholte Ableitungen und den Kosten f

ur die Speicherung der
-Fakten auf einem externen Speichermedium.
Bei den triggerbasierten Implementierungen der Verfahren von Ceri/Widom (Starburst:
[CW90], [CW91], [CW94]) und Griefahn (ActLog: [Grie97]) wird auf die Realisierung von
-Mengen verzichtet, indem bereits existierende Systemkomponenten als -Relationen
verwendet werden. Da die Propagierungstrigger durch die Ausf

uhrung von

Anderungen
aktiviert werden, stehen in den Triggern alle relevanten Informationen zur Verf

ugung, die
auch von den -Fakten bereitgestellt werden. Starburst-Trigger feuern mengenorientiert
f

ur die Ausf

uhrung einer DML-Anweisung. F

ur den Zugri auf die einzelnen manipu-
lierten Fakten im Aktionsteil wird von der Triggerkomponente f

ur die Ausf

uhrung jeder

Anderungsanweisung die Relation INSERTED bzw. DELETED gepegt. F

ur die Deduk-
tion der induzierten

Anderung im Triggeraktionsteil kann dann auf diese systemintern
verwalteten '-Mengen' zugegrien werden. ActLog-Trigger hingegen feuern tupelori-
entiert, und die Variablenbindungen mit Werten der feuernden DML-Anweisung werden
unmittelbar auf die Aktionen im Triggeraktionsteil

ubertragen. Bei beiden Implementie-
rungen mu vorausgesetzt werden, da alle Sichten materialisiert sind, und Trigger auch
bzgl. Sichten denierbar sind. Die induzierten

Anderungen d

urfen nicht als 'view upda-
tes' behandelt werden, die es erfordern w

urden, da sie gem

a der Sichtendenition in
Basisfakten

anderungen transformiert und ausgef

uhrt werden.
4.2.4 Transitionsregeln
Bei der

Anderungspropagierung wird f

ur Residuenauswertungen und Eektivit

atstests
auf unterschiedliche DB-Zust

ande zugegrien, so m

ussen z.B. einzuf

ugende Fakten im
neuen Zustand ableitbar sein und zu l

oschende im alten ableitbar gewesen sein. F

ur ef-
fektive

Anderungen mu gepr

uft werden, da f

ur L

oschungen nicht weiterhin alternative
Ableitungswege existieren und f

ur Einf

ugungen, da sie nicht bereits im alten Zustand exi-
stiert haben. Da es im allgemeinen nicht durchf

uhrbar ist, beide Faktenmengen F
old
;F
new
einer Datenbank D
D
vollst

andig zu speichern, kann eine der Faktenmengen mittels Tran-
sitionsregeln (Olive et.al.: 'transition rules') simuliert werden. Dieser L

osungsansatz ist
in vielen Verfahren zu nden wie z.B. in [BDM88], [Kue91], [Oli91], [QW91], [UO92],
[GMS93], [Grie97], [MT00].
Die Entscheidung, welcher Zustand simuliert wird, wird durch die beiden Zeitpunkte
der Ausf

uhrung der Basisfakten

anderung und der Propagierung bestimmt. Werden zu-
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erst die Basisfakten

anderungen ausgef

uhrt und anschlieend die Propagierung ([CW90],
[CW91], [CW94]), dann mu der alte Zustand simuliert werden (optimistischer Ansatz).
Findet die Propagierung wie bei [BDDF+98], [SBLC00], [CGLMT96] zu einem beliebi-
gen Zeitpunkt nach Beendigung der Transaktion statt, mu ebenfalls der alte Zustand
simuliert werden. Werden Propagierung und Pr

ufung vor einer Ausf

uhrung der Basisfak-
ten

anderungen durchgef

uhrt (pessimistischer Ansatz), so mu der neue Zustand simuliert
werden ([BMM92], [Man94], [GMS93], [GL95], [QW91]).
In Abschnitt 4.1.2 sind sogenannte einfache Transitionsregeln deniert worden (De-
nition 4.1.7, [Grie97]: 'naive transition rules'). Obwohl sie allgemein in inkrementel-
len Verfahren verwendet werden, kann ihre Anwendung zu unstratizierbaren -Regeln
f

uhren. Bei rekursiven 
 
-Regeln f

ur eektive induzierte L

oschungen treten aufgrund
des Eektivit

atstests negative rekursive Abh

angigkeiten auf (p <
 
p). Dieses Strati-
kationsproblem wird bereits in [Oli91] und [Man94] analysiert. Manthey verweist zur
L

osung des Problems auf die Eigenschaft der lokalen Stratizierbarkeit
2
. Olive zeigt, da
die Programme semi-strikt
3
sind, und zur L

osung eine weitere Regel negiert in den Zyklus
eingef

ugt werden mu.
Griefahn widerlegt in ihren Ausf

uhrungen ([Grie97] 7.3.1) anhand eines Beispiels die
These von Olive und entwickelt eine L

osung basierend auf direkten und indirekten Transi-
tionsregeln, auch inkrementelle Transitionsregeln genannt ('incremental transition rules').
Durch die Verwendung indirekter Transitionsregeln f

ur Sichten wird ausgeschlossen, da
die -Regeln f

ur die Propagierung eektiver

Anderungen von stratizierbaren, rekursiven
Deduktionsregeln unstratizierbar werden.
Denition 4.2.4 (Direkte und indirekte Transitionsregeln)
SeiR die stratizierbare Regelmenge einer Datalog-DatenbankD
D
. Die Exponenten
old
;
new
bezeichnen den alten/neuen Zustand einer Relation und 
+
;
 
die -Relationen f

ur
einzuf

ugende und zu l

oschende Fakten.
 Ist B eine Basisrelation (B 2 B), dann ist eine direkte Transitionsregel zur Simu-
lation des neuen Zustands B
new
ein Ausdruck der Form
B
new
 B
old
^ :
 
B
B
new
 
+
B.
 Ist eine Deduktionsregel S  L
1
^ : : :^L
n
aus R gegeben (1  i  n), dann ist eine
indirekte Transitionsregel zur Simulation des neuen Zustands S
new
ein Ausdruck der
Form
S
new
 L
new
1
^ : : : ^ L
new
n
wobei L
new
i
eine direkte Transitionsregel ist, gdw. rel(L
i
) 2 rel
edb
(R),
oder L
new
i
eine indirekte Transitionsregel ist, gdw. rel(L
i
) 2 rel
idb
(R).
2
Die Stratizierbarkeit basiert nicht nur auf den Eigenschaften der Regelmengen sondern auch auf den
grundinstanziierten Atomen.
3
Semi-strikte Regelmengen erlauben eine gerade Anzahl von Negationen in Zyklen.
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Das Stratikationsproblem tritt bei der Verwendung einfacher Transitionsregeln nicht
auf, wenn wie bei [CW91], [QW91], [GMS93], [GL95], [MT99], [MT00], [SBLC00] rekursi-
ve Sichten nicht zugelassen sind. Da bei potentiellen und ableitbaren L

oschungen kein Ef-
fektivit

atstest durchgef

uhrt wird, tritt das Problem dort ebenfalls nicht auf. Nachteilig ist
jedoch, da eine Obermenge der eektiv zu l

oschenden Fakten propagiert wird. Manthey
zeigt in [Man94], da Eektivit

atstests f

ur die Ableitung eektiver

Anderungen nur dann
erforderlich sind, wenn eine Projektion durchgef

uhrt wird. Um das Stratikationsproblem
zu umgehen und zugleich nur eektive L

oschungen f

ur das n

achste Stratum abzuleiten,
wird bei [CW94] (Re-Insert-Algorithmus) und [GMS93] (DRed-Algorithmus ('delete and
rederive')) die Ableitung eektiver L

oschungen in zwei unabh

angigen Schritten durch-
gef

uhrt. Im ersten Schritt werden alle ableitbaren L

oschungen ermittelt und ausgef

uhrt.
Anschlieend werden in einem zweiten Schritt die gel

oschten Fakten, f

ur die alternative
Ableitungswege existieren, erneut abgeleitet und wieder eingef

ugt. Der Auswertungs-
aufwand bei der 'Wiederableitung' von L

oschungen ist vergleichbar mit dem der Eek-
tivit

atstests. Bei der Re-Insert-Strategie stellt jedoch der Aufwand f

ur die Ausf

uhrung
zweier insgesamt eektloser

Anderungsanweisungen (teure Speicherzugrie) einen ggf. be-
achtlichen zeitlichen Mehraufwand dar.
4.2.5 Relevanzanalyse
Bereits bei der Einf

uhrung in die Grundlagen inkrementeller Verfahren wird ein grund-
legendes Verst

andnis der Relevanzanalyse vermittelt und eine einfache Denition des
Relevanzbegris im Datalog-Kontext gegeben (Denition 4.1.6). Ziel einer Relevanz-
analyse ist, da m

oglichst nur die von einer

Anderung betroenen Regeln und Integri-
t

atsbedingungen angewendet werden. Die Qualit

at einer Relevanzanalyse beeinut die
Ausf

uhrungszeit eines Propagierungsprozesses entscheidend. Die Entscheidung der Re-
levanz f

ur eine

Anderung wird aufgrund der syntaktischen Strukturen einer Menge von
Regeln und Integrit

atsbedingungen getroen. Zur Schemaentwurfszeit k

onnen die Mengen
von Regeln und Integrit

atsbedingungen zu diesem Zweck analysiert werden. Die Ergeb-
nisse solcher syntaktischen Analysen k

onnen z.B. in Form von Abh

angigkeitsgraphen
f

ur Relationen und Attribute (Abschnitt 2.1.1, [Grie97]: 'dependency graph'), von 'rele-
vant sets' ([LL96]) oder von 'parse trees' ([CW90]) dargestellt werden.
Die gesammelten Informationen k

onnen sowohl im Rahmen des Schemaentwurfs als
auch zur Laufzeit w

ahrend der Propagierung verwendet werden. W

ahrend des Schema-
entwurfs kann anhand dieser Informationen z.B. entschieden werden, welche spezialisierten
Regeln und Integrit

atsbedingungen f

ur ein DB-Schema S
D
relevant sind, oder, f

ur wel-
che Basisrelationen eine -Basisrelation erzeugt werden mu. F

ur Basisrelationen, von
denen weder direkt noch indirekt Regeln oder Integrit

atsbedingungen abh

angen, m

ussen
z.B. keine -Fakten gespeichert werden. Auf diese Weise werden keine unn

otigen DB-
Objekte erzeugt. W

ahrend eines Propagierungsprozesses kann dann anhand der in den
Abh

angigkeitsgraphen vorliegenden Informationen z.B. entschieden werden, ob ein Fakt
propagiert werden mu, oder, ob der Proze beendet werden kann, weil keine neuen -
Fakten abgeleitet werden. Ziel ist es, unn

otige Verarbeitungsschritte zu vermeiden, um
die Laufzeit zu minimieren.
F

ur Einf

ugungen und L

oschungen kann die Relevanz i.d.R. ohne Zugri auf die Fak-
tenmenge nur auf der Basis der Informationen der Abh

angigkeitsgraphen entschieden
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werden (statische Analyse). Bei Modikationen kann die Relevanz attributbezogen ent-
schieden werden, so da zur Laufzeit ggf. konkrete Wert

anderungen einzelner Attribute
ber

ucksichtigt werden (dynamische Analyse). In Abschnitt 4.3.3 werden die Besonderhei-
ten der Relevanzanalyse f

ur Modikationen er

ortert.
Ausf

uhrliche Diskussionen der Kriterien und Strategien von Relevanzanalysen sind
u.a. bei [Elkan90], [LS93], [LL96] zu nden. Die hier vorgestellte Relevanzanalyse ge-
staltet sich aufgrund der beschr

ankten Syntax von Datalog sehr intuitiv. Ceri/Widom
haben in [CW90] eine

ahnlich leistungsstarke Relevanzanalyse ('derivation of invalidating
operations') f

ur eine sehr umfassende SQL2-Syntax formuliert. Entsprechend komplex
gestalten sich ihre Analysevorschriften, und die bestehenden Analogien zu den in Datalog
bekannten Analyseverfahren werden nur sehr schwer erkennbar.
4.2.6 Implementierungen in kommerziellen Systemen
In diesem Abschnitt werden die Integrit

ats- und Sichtkonzepte der kommerziellen DB-
Systeme der beiden f

uhrenden DBS-Hersteller Oracle (O 8.1.6 [Ora99]
4
) und IBM (DB2
V 7.x) vorgestellt. Den Ausf

uhrungen liegen die in Abschnitt 2.2.3 denierten SQL3-
Integrit

atsbedingungen zugrunde und die Abweichungen bei beiden Implementierungen
werden gegen

uber den Vorgaben des SQL3-Standards aufgezeigt. Gegen

uber den bishe-
rigen Er

orterungen in diesem Kapitel ist zu beachten, da SQL-Datenbanken auf einem
von Datalog stark abweichenden Transaktionskonzept basieren.
Bei beiden DB-Systemen ist das SQL3-Integrit

atskonzept funktional sehr einge-
schr

ankt implementiert. ASSERTIONs sind nicht denierbar, und in den CHECK-Bedin-
gungen von CONSTRAINTs sind keine Anfragen auf Basisrelationen oder Sichten zugelas-
sen. Diese Restriktionen zusammen mit der SQL3-konformen Eigenschaft, da CHECK-
CONSTRAINTS f

ur Sichten nicht denierbar sind, schlieen Integrit

atsbedingungen f

ur
Sichten aus, so da eine inkrementelle

Anderungspropagierung nicht erforderlich ist. Die
Integrit

atsbedingungen sind zu den beiden Zeitpunkten IMMEDIATE und DEFERRED pr

uf-
bar, und somit ist das Konzept sehr gut an das SQL-Transaktionskonzept angepat.
Oracle stellt seit der Version 8.1 mit den materialisierten Sichten (CREATE MATE-
RIALIZED VIEW) ein gegen

uber dem seit 1992 bekannten Konzept der periodisch aktuali-
sierbaren Snapshots (CREATE SNAPSHOT) wesentlich erweitertes Konzept zur Sichtenma-
terialisierung zur Verf

ugung. Bello et.al. erl

autern in [BDDF+98] ausf

uhrlich den Proze
der inkrementellen

Anderungspropagierung mit dem Ziel der Sichtenaktualisierung.
Eine materialisierte Sicht wird mittels einer Basisrelation simuliert. Da Oracle als
Hauptanwendungsgebiet Data Warehouse-Anwendungen und verteilte Datenbanken sieht,
sind Aktualisierungen zu drei Zeitpunkten zum und nach dem Transaktionsende m

oglich
(ON COMMIT, ON DEMAND, periodisch (Abschnitt 4.3.6)). In Abh

angigkeit von der Kom-
plexit

at der Ableitungsvorschrift einer Sicht werden ihre Fakten inkrementell aktualisiert
oder rematerialisiert ('full refresh mode'). F

ur eine inkrementelle Aktualisierung wer-
den nur drei syntaktisch einfach strukturierte materialisierte Sichten unterst

utzt: Equi-
Joins ('materialized join view'), Aggregationen ('materialized aggregate view'), EXISTS-
4
Diese Version ist auch bekannt als Oracle 8i.
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Unteranfragen ('materialized subquery view'). Ferner sind weder UNION-, MINUS- noch
OR-Operatoren zugelassen. Aggregatfunktionen und Unteranfragen k

onnen nur sehr ein-
geschr

ankt geschachtelt werden. Dieser kurze Auszug aus den Einschr

ankungen
5
zeigt,
da materialisierte Sichten mit inkrementeller Aktualisierung noch nicht f

ur jede Problem-
stellung im Rahmen von Data Warehouse-Anwendungen und Replikationen eingesetzt
werden k

onnen. Basis f

ur den inkrementellen Ansatz sind die sogenannten Log-Relationen
(s, 'log les'). Um die korrekte Aktualisierung zu verschiedenen Zeitpunkten garantieren
zu k

onnen, wird jede Basisrelation, Sicht und Log-Relation systemintern um ein Zeitat-
tribut (Zeitstempel der Transaktion) erg

anzt. Ein Fakt wird aus einer Log-Relation erst
gel

oscht, wenn auch die letzte abh

angige Sicht aktualisiert ist. Die Propagierung der Ba-
sisfakten

anderungen einer Transaktion erfolgt reihenfolgeunabh

angig als Menge. Da es je
Relation nur eine -Relation gibt, verf

ugt sie

uber ein Attribut mit einem Kennzeichen
f

ur die

Anderungsart.
Beispiel 4.2.5 (RA--Ausdruck bei Oracle)
Ist ein Equi-Join als RA-Ausdruck s = p ./ q formuliert, und bezeichnen q
old
=p
new
den
alten/neuen Zustand der Relationen, dann ist der zugeh

orige -RA-Ausdruck f

ur die
induzierten s-

Anderungen ein Ausdruck der Form:
s := p ./ q
old
[ p
new
./ q.
Die in Abschnitt 4.2.1 diskutierte Inezienz bei der Anwendung der -Regeln aufgrund
mehrfacher Ableitungen der neuen Fakten wird bei Oracle vermieden, da einmal auf der
neuen und einmal auf der alten Faktenmenge ausgewertet wird. Da der Ableitungsvor-
schrift Eektivit

atstests fehlen, werden (scheinbar) nur sichere

Anderungen abgeleitet.
Die physische Eindeutigkeit eines Tupels trotz logischer Duplikate wird durch die syste-
minterne ROWID gew

ahrleistet, die die physikalische Speicheradresse darstellt, und um
die jedes Tupel erg

anzt wird. Diese Annahme garantiert einen korrekten Umgang mit
logischen Duplikaten ohne die bei [GMS93], [GL95] erforderlichen Verfahrensanpassungen
(Abschnitt 4.3.2).
Beim DB-System DB2 von bf IBM wird die Speicherung abgeleiteter Fakten nicht
als Erweiterung des Sichtkonzepts (nur virtuelle Sichten) verstanden, vielmehr werden
abgeleitete Fakten in Basisrelationen, den sogenannten SUMMARY TABLEs, gespeichert,
wobei die Denition der Basisrelation (CREATE [SUMMARY] TABLE) um einen Anfrage-
ausdruck zur Herleitung der Fakten erweitert wird. Ihr Anwendungsschwerpunkt ist der
eziente Zugri auf abgeleitete Fakten bei sichtenbezogenen Anfragen auf die operative
Datenbasis. Die SUMMARY TABLEs unterliegen sehr

ahnlichen Restriktionen wie die MA-
TERIALIZED VIEWs bei Oracle. U.a. sind rekursive materialisierte Sichten nicht denier-
bar, ebenso wenig sind Mengenoperatoren zul

assig. Hierarchien materialisierter Sichten
sind ebenfalls nicht formulierbar, so da keine mehrstuge

Anderungspropagierung erfor-
derlich wird. Integrit

atsbedingungen sind, obwohl das Verst

andnis einer TABLE zugrunde
liegt, f

ur SUMMARY TABLEs auch nicht denierbar.
Der prim

are Anwendungsschwerpunkt motiviert unter Ber

ucksichtigung des SQL-
Transaktionskonzepts einen neuen Zeitpunkt f

ur die Aktualisierung. Soll w

ahrend ei-
ner Transaktion bereits auf den aktuellen Zustand einer materialisierten Sicht zugegrien
5
[Ora99] 7-306, Oracle 8i Tuning: 29-9
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werden, dann mu unter Beachtung des SQL-Transaktionskonzepts die Aktualisierung
unmittelbar nach der Ausf

uhrung einer Basisfakten

anderung durchgef

uhrt werden (IMME-
DIATE). Dieser IMMEDIATE-Zeitpunkt ist identisch zu dem des SQL-Integrit

atskonzepts.
Im Rahmen der Sichtenaktualisierung bezeichnet DEFERRED jedoch entgegen der Bedeu-
tung im SQL-Kontext bei der DB2 einen beliebigen Zeitpunkt, zu dem der REFRESH
TABLE-Befehl ausgef

uhrt wird.
Hinsichtlich der Sichtenaktualisierung basieren die Implementierungen bei Oracle und
DB2 auf den gleichen Strategien (-Relationen, spezialisierten -Ableitungsvorschriften,
Transitionsregeln etc.), wie sie im Kontext von Datalog und RA publiziert worden sind.
Nur unterliegen die Implementierungen einer Reihe von Einschr

ankungen. Bei den mate-
rialisierten Sichten von DB2 sind die besonderen M

oglichkeiten und Anforderungen, die
sich aufgrund des SQL-Transaktionskonzept ergeben, ber

ucksichtigt worden. Diese Stra-
tegie wird auch bei dem in Kapitel 5 entwickelten Verfahren verfolgt, so da sich analog
zu den Integrit

atspr

ufungszeitpunkten die beiden Aktualisierungszeitpunkte IMMEDIATE
und DEFERRED ergeben. Ein detaillierter Vergleich zwischen den Implementierungen
der beiden DB-Systeme kommerzieller DBS-Hersteller und den im nachfolgenden Kapitel
denierten Verfahren wird in Abschnitt 5.7.1 gegeben.
4.3 Erweiterungen
4.3.1 Aggregatfunktionen
Die inkrementelle Aktualisierung von Attributwerten, die auf Aggregatfunktionen wie
COUNT, MIN, MAX, SUM, AVG etc. basieren, lassen sich in den Gesamtablauf einer

Ande-
rungspropagierung integrieren. F

ur Regeln mit Aggregatfunktionen m

ussen jedoch spe-
zielle Relevanzanalysen durchgef

uhrt sowie spezielle -Regeln generiert werden, die den
alten Aggregatwert gem

a einer operatorspezischen Berechnungsvorschrift ohne vollst

an-
dige Neuberechnung aktualisieren.
Die Zusammenh

ange zwischen einer

Anderung und der von ihr induzierten

Anderung
sind bei Aggregatfunktionen wesentlich komplexer als bisher beschrieben. Wesentlich ex-
aktere Relevanzaussagen und Reaktionen auf die Manipulationen k

onnen durchgef

uhrt
werden, wenn wie bei den Modikationen die Attributterme und ihr Auftreten in ei-
ner Anweisung ber

ucksichtigt werden. Werden Werte von Attributen manipuliert, die in
Selektions- und Gruppierungsbedingungen (SQL:WHERE-, GROUP BY-, HAVING-Klauseln)
auftreten, so k

onnen induzierte Modikationen einer oder mehrerer Gruppen oder auch
Einf

ugungen oder L

oschungen von Gruppen die Folge sein. Treten die manipulierten Attri-
butwerte ausschlielich in SELECT-Klauseln auf, so m

ussen bestehende Gruppen ge

andert
werden. Welche grundlegenden

Uberlegungen f

ur eine inkrementelle Propagierung bei
Aggregatfunktionen erforderlich sind, kann hier nur beispielhaft skizziert werden. F

ur
COUNT-Funktionen z.B. kann der alte Wert des Sichtentupels f

ur Einf

ugungen/L

oschun-
gen um jeweils eins in- bzw. dekrementiert werden und bei SUM-Funktionen um den Wert
des relevanten Attributs des -Fakts. Bei MIN/MAX-Funktionen kann in einem Vortest
mit dem alten Wert des manipulierten Fakts vergleichen werden. Nur wenn der neue Wert
kleiner/gr

oer ist als der alte mu mit dem eigentlichen Extremwert verglichen werden.
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Grin/Libkin ([GL95]) haben L

osungen f

ur inkrementelle Aggregataktualisierung im
Kontext Relationaler Algebra entwickelt und Gupta et.al. ([GMS93]) in SQL wie auch
in Datalog. Da diese Problemstellungen von Ceri/Widom ([CW90]) und Gupta et.al.
([GMS93]) bereits im SQL-Kontext diskutiert wurden, werden sie im Rahmen dieser Ar-
beit nicht weiter vertiefend er

ortert.
4.3.2 Duplikate
Gupta et.al. ([GMS93]: Counting) und Grin/Libkin ([GL95]) ber

ucksichtigen in ihren
Verfahren zur inkrementellen Sichtenaktualisierung Duplikate. Sind Duplikate zugelas-
sen, ist es ausreichend, nur ableitbare

Anderungen zu propagieren. In einem solchen Fall
ist nicht der Test entscheidend, ob alternative Ableitungswege existieren, vielmehr ist die
Information relevant, wie viele solcher alternativen Ableitungswege existieren. Bei beiden
Verfahren ist die Duplikatproblematik unterschiedlich gel

ost.
Gupta et.al. spezizieren ihren Counting-Algorithmus im Datalog-Kontext aus-
schlielich f

ur materialisierte Sichten, f

ur linearer rekursive Regeln und f

ur Aggregat-
funktionen. Sie haben eine deduktive Implementierung basierend auf Datalog--Regeln
gew

ahlt. Ihre L

osung basiert auf der Annahme, da jedes Fakt unabh

angig von der Anzahl
der Duplikate in den Basisrelationen und materialisierten Sichten nur einmal gespeichert
und in den Sichten nur einmal abgeleitet wird. Um zu erkennen, wie viele Duplikate von
einem Tupel existieren, wird jede Relation systemintern um ein Attribut erg

anzt, das die
Anzahl der alternativen Ableitungen enth

alt. Auch die -Relationen werden um ein At-
tribut f

ur die Anzahl der neu hinzu gekommenen/nicht mehr vorhandenen Ableitungswege
erweitert. Das Vorzeichen dieses Z

ahlerwerts speziziert, ob es sich um eine Einf

ugung
(positiver Wert) oder um eine L

oschung (negativer Wert) handelt. F

ur die inkrementelle
Aktualisierung wird ein spezieller Vereinigungsoperator (
U
) verwendet, so da der neue
Zustand einer Relation R wie folgt berechnet werden kann:
Counting-Algorithmus: R
new
:= R
old
U
R.
Bei der ersten Materialisierung wird die Anzahl der alternativen Ableitungswege f

ur jedes
Fakt ermittelt. Ist ein sp

ater einzuf

ugendes Fakt noch nicht vorhanden, so wird es mit
'anzahl = 1' eingef

ugt. Bei bereits vorhandenen Fakten wird der Z

ahlerwert nur entspre-
chend aktualisiert. Physisch gel

oscht wird ein Fakt erst, wenn 'anzahl = 0' ist.
Grin et.al. pr

asentieren einen algebraischen Ansatz basierend auf einer Multimen-
gen-RA (BA, 'bag semantic') erweitert um spezielle Operatoren f

ur die Dierenz ( 

)
und Vereinigung (
U
), die sich jedoch in ihrer Semantik von denen von Gupta et.al. un-
terscheiden. Grin et.al. haben auch eine L

osung f

ur materialisierte Sichten mit Ag-
gregatfunktionen entwickelt, nicht jedoch f

ur Rekursion. Ihre Grundannahme ist, da
jedes Duplikat explizit bei der ersten Materialisierung in der Relation gespeichert wird.
Werden n 
+
-Fakten abgeleitet, so werden n weitere Duplikate der Relation zugef

ugt,
werden n 
 
-Fakten abgeleitet, so werden n Duplikate gel

oscht. Die Berechnung des
neuen Zustands einer Relation R wird wie folgt ermittelt:
BA-Algorithmus: R
new
:= ( R
old
 


 
R )
U

+
R.
Mit dem Ziel inkrementeller Sichtenaktualisierung lassen Salem et.al. und Bello et.al.
ebenfalls explizit Duplikate im Rahmen der

Anderungspropagierung zu. Wie Salem
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et.al. Duplikate bei der prototypischen Implementierung in DB2 behandeln, geht leider
nicht aus [SBLC00] hervor. Bello et.al. arbeiten in [BDDF+98] systemintern ausschlielich
mit eindeutig identizierbaren Tupeln, indem sie jedes Tupel um ein Attribut erweitern,
die ROWID (physikalische Speicheradresse des Tupels). Auf diese Weise ist kein spezieller
Algorithmus zur Behandlung von Duplikaten erforderlich.
4.3.3 Modikationen
Im wesentlichen hat nur die Forschungsgruppe um Olive, Urp und Teniente seit 1992
([UO92], [UO94], [TO95], [MT00]) L

osungen f

ur die Propagierung von Modikationen ent-
wickelt und die Spezialisierung von Integrit

atsbedingungen f

ur Modikationen er

ortert.
Im allgemeinen werden Modikationen jedoch als Einf

ugung eines Fakts mit den neu-
en Werten und als L

oschung des Fakts mit den alten Werten behandelt. Ceri/Widom
lassen zwar in [CW90], [CW91] ebenfalls Modikationen als Basisfakten

anderungen zu,
beim ersten Propagierungsschritt werden sie jedoch auch in induzierte Einf

ugungen und
L

oschungen aufgespalten.
Die Ber

ucksichtigung von Modikationen in inkrementellen Verfahren ist ungleich kom-
plexer als bei Einf

ugungen und L

oschungen. Die Vermeidung der Aufteilung in zwei

Anderungen stellt jedoch eine weitere M

oglichkeit zur Ezienzsteigerung dar. Der ent-
scheidende Vorteil ist eine attributbezogene Relevanzanalyse und somit eine wesentlich ex-
aktere Aussage hinsichtlich der Relevanz von Sichten und Integrit

atsbedingungen, die zur
Laufzeit die Zahl irrelevanter Propagierungen/Pr

ufungen nochmals beachtlich reduzieren
kann. Das generische Verfahren aus Abschnitt 4.1.2 kann ohne wesentliche Ver

anderungen
des Verfahrensablaufs um die Propagierung von Modikationen erweitert werden. Ange-
pat werden m

ussen jedoch die Transitionsregeln. Zudem m

ussen zus

atzliche 

-Mengen
und sehr spezielle Propagierungsregeln generiert werden.
Zus

atzlich zu den 
+
und 
 
-Relationen kann eine 

-Relation generiert werden mit
einer erweiterten Attributstruktur, so da die neuen und alten Werte eines Fakts gespei-
chert werden k

onnen. Die Relationen 
+
; 
 
stellen Projektionen auf die neuen/alten
Attributwerte von 

dar.
Denition 4.3.1 (

-Relationen)
Sei p 2 PS das Symbol einer Datalog-Relation mit n Attributen.
 Die 

-Relation von p ist eine Relation mit dem Relationssymbol 

p und 2  n
Attributen. Die ersten n Attribute sind f

ur die neuen Werte des modizierten Fakts
und die letzten n Attribute f

ur die alten Werte.
 Der Ausdruck 

p (t
new
1
; :::; t
new
n
; t
old
1
; :::; t
old
n
) ist das Literal der 

-Relation von
p, wobei t
new
i
ein Term f

ur den neuen Wert und t
old
i
ein Term f

ur den alten Wert
des i-ten Attributs des zu modizierenden Fakts ist (1  i  n).
 
+
p (t
new
1
; :::; t
new
n
)  

p (t
new
1
; :::; t
new
n
; t
old
1
; :::; t
old
n
)

 
p (t
old
1
; :::; t
old
n
)  

p (t
new
1
; :::; t
new
n
; t
old
1
; :::; t
old
n
).
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Griefahn hat das Konzept der inkrementellen Transitionsregeln f

ur Einf

ugungen und
L

oschungen deniert. Sind Modikationen zugelassen und werden 

-Relationen verwen-
det, so ist nur eine Anpassung der Denition f

ur die direkten Transitionsregeln erforder-
lich, nicht aber f

ur die indirekten.
Denition 4.3.2 (Direkte Transitionsregel f

ur Modikationen)
SeiR die stratizierbare Regelmenge einer Datalog-DatenbankD
D
. Die Exponenten
old
;
new
bezeichnen den alten/neuen Zustand einer Relation und 

die -Relationen f

ur ein-
zuf

ugende, zu l

oschende und zu modizierende Fakten ( 2 f
+
;
 
;
+
;
 
g).
Ist B eine Basisrelation (B 2 B), dann ist eine direkte Transitionsregel zur Simulation
des neuen Zustands B
new
ein Ausdruck der Form
B
new
 B
old
^ :
 
B ^ :
 
B
B
new
 
+
B
B
new
 
+
B.
Im weiteren werden nur eektive Modikationen diskutiert. Die Ergebnisse sind ohne
viel Aufwand auf die weniger komplexen

Anderungsklassen potentieller, sicherer oder ab-
leitbarer Modikationen

ubertragbar. F

ur die Propagierung eektiver Modikationen mu
bei den Eektivit

atstests f

ur die alten Werte des Fakts der gleiche Test wie bei L

oschungen
durchgef

uhrt werden und f

ur die neuen Werte der gleiche Test wie bei Einf

ugungen. Der
Ableitungsaufwand bei einer Aufspaltung einer Modikation in eine Einf

ugung und eine
L

oschung ist somit identisch zu dem Aufwand der Propagierung einer Modikation:
(M
new
;M
old
) ist eine echte induzierte Modikation gdw.
( M
new
2 F
new
^M
new
62 F
old
) ^ ( M
old
62 F
new
^M
old
2 F
old
).
Wesentliche Schwierigkeit bei der Propagierung einer Modikation ist, zu erkennen,
wann sie eine Modikation induziert und wann eine Einf

ugung bzw. L

oschung.
Beispiel 4.3.3 (Propagieren von Modikationen)
Sei die Regel s(X; Y )  r(X; Y ) ^ t(X; 13) gegeben und die Basisfakten r(1; 4); r(2; 8);
t(1; 11); t(2; 13); t(3; 13). Das ableitbare Fakt ist s(2; 8).
1. (t(1; 13); t(1; 11)) induziert: +s(1; 4)
2. (t(3; 11); t(2; 13)) induziert:  s(2; 8)
3. (r(3; 8); r(2; 8)) induziert: (s(3; 8); s(2; 8))
4. (r(2; 7); r(2; 8)) induziert: (s(2; 7); s(2; 8))
Die L

osung von Olive et.al. setzt voraus, da f

ur jede Relation ein Schl

ussel deniert
ist. Sind die Werte von Schl

usselattributen der induzierten Modikation unver

andert,
so wird eine Modikation induziert. Werden auch Werte von Schl

usselattributen der
Sicht ver

andert, so werden eine Einf

ugung und L

oschung induziert. Wenn f

ur Beispiel
4.3.3 angenommen wird, da das erste Attribut der Schl

ussel von s ist, dann w

urden
folgende vier induzierten Modikationen propagiert: (s(1; 4); s( ; )); (s( ; ); s(2; 8));
(s(3; 8); s(2; 8)); (s(2; 7); s(2; 8)), wobei s( , ) ein nicht existierendes Fakt bezeichnet.
Da sich in den ersten drei F

allen der Wert des Schl

usselattributs ver

andert, werden sie
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als induzierte Einf

ugungen (+s(1; 4), +s(3; 8)) und L

oschungen ( s(2; 8)) behandelt. Le-
diglich die induzierte Modikation im vierten Fall wird nicht aufgeteilt. Aufgrund dieser
Zusammenh

ange formulieren Olive et.al. folgende -Regeln f

ur Modikationen. Wegen
einer besseren

Ubersichtlichkeit verwenden sie dabei f

ur Terme eine abk

urzende Vektoren-
schreibweise (Terme von Schl

usselattributen: k
new
;k
old
, von Nicht-Schl

usselattributen:
t
new
; t
old
):


p(k
new
; t
new
;k
old
; t
old
)  p
new
(k
new
; t
new
) ^ p
old
(k
old
; t
old
) ^ k
new
= k
old
Die Voraussetzung unver

anderter Schl

usselattribute garantiert die Eektivit

at der in-
duzierten Modikation, so da auf die ggf. teure Ausf

uhrung von Eektivit

atstests zur
Laufzeit verzichtet werden kann. Die zur Schemaentwurfszeit erforderliche Analyse der
Schl

usselattribute ist ggf. mit wenig Aufwand durchf

uhrbar. Die Notwendigkeit zur De-
nition eines Schl

ussels stellt jedoch hinsichtlich des Schemaentwurfs eine nicht unbedeu-
tende Restriktion dar, da f

ur alle Basisrelationen und Sichten Schl

ussel deniert werden
m

ussen. In vielen kommerziellen DB-Systemen (u.a. Oracle, DB2) sind jedoch Schl

ussel
f

ur Sichten nicht denierbar. Auch im SQL3-Standard sind die einfach zu analysierenden
PRIMARY- und UNIQUE-KEY-Klauseln nicht f

ur Sichten formulierbar. Eindeutigkeitsbe-
dingungen k

onnen nur als sehr aufwendig zu analysierende ASSERTIONs deniert werden.
Zudem ist das

Aquivalenzproblem zweier Formeln unendscheidbar.
Motiviert durch die mangelnde praktische Anwendbarkeit der L

osung von Olive et.al. im
SQL-Kontext werden im Rahmen dieser Arbeit allgemeinere Vorschriften f

ur die Pro-
pagierung von Modikationen deniert, die ausschlielich auf den syntaktischen Eigen-
schaften der Deduktionsregeln basieren und nicht auf den Eigenschaften der Relationen.
Die Modikation einer Relation, deren Literal im Rumpf einer Regel auftritt,
 induziert keine

Anderung, wenn Werte von Attributpositionen ge

andert werden,
deren Bereichsvariablen weder in Residuen noch im Kopiteral auftreten,
 induziert eine Modikation, wenn sich ausschlielich Werte von Attributpositionen
eines Rumpiterals

andern, deren Variablen nicht in Residuen auftreten, wohl aber
im Kopiteral,
 induziert eine Einf

ugung und L

oschung, wenn Werte von Attributpositionen mani-
puliert werden, deren Variablen in Residuen auftreten.
Zur Schemaentwurfszeit mu eine detaillierte attributbezogene Abh

angigkeitsana-
lyse durchgef

uhrt werden, die ermittelt, welche Variablen eines Rumpiterals im Kopi-
teral und welche in den Residuen auftreten. Die erforderlichen Informationen k

onnen in
Erweiterung des Konzepts des Abh

angigkeitsgraphen f

ur Relationen (Denition 2.1.12)
in einem attributbezogenen Abh

angigkeitsgraphen (Denition 2.1.13) abgebildet werden.
Zur Laufzeit wird dann im Rahmen einer dynamischen Relevanzanalyse (Abschnitt 4.2.5)
kontrolliert, welche Attribute einer Relation modiziert werden und ob die Variable die-
ser Attributposition im Kopiteral oder in einer der Residuen auftritt. In Abh

angigkeit
davon m

ussen sehr verschiedene Propagierungsregeln ausgef

uhrt werden. Die Hilfsregeln
einer optionalen WITH-Klausel werden analog zu dem Vorgehen bei der Formulierung von
-Regeln f

ur Einf

ugungen und L

oschungen in Denition 4.1.8 behandelt.
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Denition 4.3.4 (-Regeln f

ur Modikationen)
Sei R := S  L
1
^ ::: ^ L
i
^ ::: ^ L
n
0
WITH H  L
n
0
+1
^ :::::: ^ L
n
eine Regel einer
DB D
D
mit einem Rumpiteral rel(L
i
) 2 rel
body
(R) n rel
help
(R) (1  i  n).
F

ur L
i
seien die 

L
i
-Relationen ( 2 f

;
+
;
 
g) gegeben. F

ur X 2 vars(L
i
) seien
X
new
=X
old
die Bereichsvariablen f

ur die entsprechenden Argumente der 

L
i
-Relationen.
 Die -Regel zur Propagierung der durch die Modikation L
i
induzierten eektiven
Modikation von S (S) ist ein Ausdruck der Form


S  L
new
1
^ ::: ^
+
L
i
^ ::: ^ L
new
n
0
^ :S
old
^
L
old
1
^ ::: ^
 
L
i
^ ::: ^ L
old
n
0
^ :S
new
WITH H
new
 L
new
n
0
+1
^ :::::: ^ L
new
n
,
H
old
 L
old
n
0
+1
^ :::::: ^ L
old
n
gdw. 8X 2 vars(L
i
); X
new
; X
old
2 vars(

L
i
) j X
new
6= X
old
)
X 2 vars(S) ^ X =2 (
S
i 1
k=1
vars(L
k
) [
S
n
k=i+1
vars(L
k
)).
 Die -Regeln zur Propagierung der durch die Modikation L
i
induzierten eekti-
ven Einf

ugung und L

oschung von S (+S; S) sind Ausdr

ucke der Form

+
S  L
new
1
^ ::: ^
y
L
i
^ ::: ^ L
new
n
0
^ :S
old
WITH H
new
 L
new
n
0
+1
^ :::::: ^ L
new
n

 
S  L
old
1
^ ::: ^
z
L
i
^ ::: ^ L
old
n
0
^ :S
new
WITH H
old
 L
old
n
0
+1
^ :::::: ^ L
old
n
mit y :=
+
z :=
 
falls S <
+1
L
i
y :=
 
z :=
+
falls S <
 1
L
i
gdw. 9X 2 vars(L
i
); X
new
; X
old
2 vars(

L
i
) j X
new
6= X
old
^ X 2 (
S
i 1
k=1
vars(L
k
) [
S
n
k=i+1
vars(L
k
)).
Die hier entwickelte Strategie basiert auf einer wesentlich umfassenderen syntakti-
schen Analyse der Strukturen der betroenen Regel, als dies bei Olive et.al. gegeben ist.
Die M

oglichkeiten der Propagierung von Modikationen, ohne sie in Einf

ugungen und
L

oschungen aufzuspalten, sind aufgrund dieser Denitionen wesentlich erweitert. F

ur
noch detailliertere Aussagen bzgl. der Relevanz der Modikation eines Rumpiteral mu
die aktuell zugrunde liegende Faktenmenge analysiert werden. Die Ezienz solcher Me-
thoden, die sehr viele externe Speicherzugrie erfordern, ist fraglich und nur empirisch zu
bewerten. Die in dieser Arbeit formulierten Vorschriften k

onnen um die Vorschriften von
Olive et.al. f

ur die Spezialf

alle basierend auf Schl

usseln erweitert werden. Da bei Olive's
Methode auf Eektivit

atstests verzichtet werden kann, k

onnen somit f

ur Spezialf

alle wei-
tere Ezienzsteigerungen bei der Anwendung erreicht werden.
Obwohl der Analyseaufwand zur Schemaentwurfszeit bei der Generierung von Pro-
pagierungsregeln wesentlich h

oher ist als bei Einf

ugungen und L

oschungen und der ei-
gentliche Aufwand f

ur den Propagierungsschritt zur Laufzeit genauso hoch ist wie bei
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Einf

ugungen und L

oschungen, so spricht die aufgrund der Attributbezogenheit wesentlich
exaktere Relevanzanalyse doch f

ur eine Propagierung von Modikationen. Dieser Ezi-
enzgewinn gilt nicht nur im Rahmen der Propagierung sondern auch f

ur eine inkrementelle
Integrit

atspr

ufung und Sichtenaktualisierung.
Die Denition spezialisierter Integrit

atsbedingungen f

ur das generische Verfahren (Ab-
schnitt 4.1.2, Denition 4.1.9) mu nur geringf

ugig erweitert werden, wenn Modikationen
zugelassen sind. So sind Allaussagen der Form IC  :H nicht nur f

ur 
+
-Literale spezia-
lisiert sondern auch f

ur 
+
-Literale und werden somit f

ur die neuen Werte modizierter
Fakten angewendet:
IC  :

H, mit 

H mit  2 f
+
;
+
g.
4.3.4 Transitionale Integrit

atsbedingungen
In der Literatur ([Dec86], [LST86], [KSS87], [CW90], [Kue91], [QW91], [UO92], [TO95],
[MT99], [MT00]) werden vielfach nur statische Integrit

atsbedingungen diskutiert. Auf-
grund der f

ur inkrementelle Integrit

atspr

ufungen relevanten Hilfsmittel wie -Mengen
und Transitionsregeln bietet sich jedoch eine Erweiterung des Integrit

atskonzepts hin-
sichtlich der Formulierung transitionaler Bedingungen an. Bei der Generierung speziali-
sierter Bedingungen mu lediglich die spezielle Syntax beachtet werden. Der eigentliche
Pr

ufungsproze ist unabh

angig davon, ob auch transitionale Bedingungen evaluiert wer-
den. Olive ([Oli91]) und Bry et.al. ([BMM92]) haben inkrementelle Verfahren sowohl f

ur
statische als auch f

ur transitionale Integrit

atsbedingungen entwickelt.
Olive erweitert die Syntax transitionaler Integrit

atsbedingungen derart, da als Rumpf-
literale auch die Literale von -Relationen ('internal events': 
+
L
i
;
 
L
i
) zugelassen
sind. Auf diese Weise ist die Evaluierung unmittelbar an die Ausf

uhrung einer

Anderungs-
anweisung gekn

upft. Die transitionalen Integrit

atsbedingungen sind somit nicht deklara-
tiv formulierbar. Sind auch Modikationen zugelassen, dann kann ein zu pr

ufender Zu-
stands

ubergang ggf. durch verschiedene

Anderungsarten hervorgerufen werden (Einf

ugung
und Modikation bzw. L

oschung und Modikation). In einem solchen Fall m

ussen f

ur ei-
ne Konsistenzanforderung zwei transitionale Integrit

atsbedingungen formuliert werden.
F

ur eine Spezialisierung sind jedoch keine weiteren Transformationen erforderlich. Eine
Integrit

atsbedingung ist bei [Oli91] ein Ausdruck der Form:
IC  L
1
^ : : : ^ L
n
mit L
i
2 fL
i
; 
+
L
i
; 
 
L
i
g; 1  i  n.
Die bei Bry et.al. in [BMM92] verwendete Syntax mit Literalen, die die alten (L
old
i
)/
neuen (L
new
i
) Faktenmengen repr

asentieren, erh

alt den deklarativen Charakter der tran-
sitionalen Bedingungen. Liegt der alte Zustand vor, so wird der neue mittels Transitions-
regeln simuliert.

Ubertragen auf die hier verwendete Regelschreibweise ist in [BMM92]
eine Integrit

atsbedingung ein Ausdruck der Form:
IC  L
1
^ : : : ^ L
n
mit L
i
2 fL
new
i
; L
old
i
g; 1  i  n.
Diese Form transitionaler Integrit

atsbedingungen erfordert, da f

ur eine inkrementelle
Evaluierung die Bedingungen bzgl. der -Relationen spezialisiert werden. Nur die L
new
i
-
Literale sind durch die entsprechenden s zu ersetzen. Die L
old
i
-Literale beziehen sich
lediglich auf eine Vergleichsfaktenmenge, die durch entsprechende Variablenbindungen
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mit L
new
i
-Variablen eingeschr

ankt wird.
In [UO94], [TO95] erweitern Olive et.al. ihr Integrit

atskonzept um vier vordenierte Be-
dingungen der Inklusionsbeziehung, der Exklusionsbeziehung, der alternativen Schl

ussel
('unique keys') und der referenziellen Integrit

at. Vor einer Spezialisierung werden diese
vordenierten Integrit

atsbedingungen in semantisch

aquivalente regelbasierte Datalog-In-
tegrit

atsbedingungen transformiert.
4.3.5 Integrit

atserhaltung
Im Rahmen des Datalog-Transaktionskonzepts ist als Reaktion bei Integrit

atsfehlern nur
das Zur

uckrollen (ROLLBACK) aller

Anderungen der Transaktion vorgesehen. Diese Reak-
tion ist u.U. inezient, da ggf. korrekte

Anderungen ebenfalls r

uckg

angig gemacht werden.
Eine funktionelle Erweiterung stellt die Korrektur des aufgetretenen Integrit

atsfehlers
dar (Integrit

atssicherung, 'integrity repair', 'integrity maintenance'). Diese Korrektur ist
i.d.R. von der fehlererzeugenden

Anderung abh

angig. Das deklarative Konzept der Inte-
grit

atspr

ufung wird mit dem prozeduralen Konzept der Fehlerkorrektur kombiniert.
Ceri/Widom haben in [CW90] ein einfaches Verfahren zur Fehlerkorrektur basierend
auf Starburst-Triggern entwickelt. Bei der Generierung der Integrit

atstrigger mit den
spezialisierten Formeln der Integrit

atsbedingungen hat der Entwickler die M

oglichkeit,
fehlerkorrigierende

Anderungsanweisungen bzgl. Basisrelationen im Aktionsteil zu pro-
grammieren. Der Analyseaufwand zur Bestimmung der richtigen Korrekturmanahme
obliegt allein dem Entwickler.
Wesentlich detaillierter werden die Probleme bei der automatischen Generierung von
Korrekturanweisungen in [ML91], [Ger96], [MT99], [MT00] er

ortert. Moerkotte/Locke-
mann ([ML91]) und Mayol/Teniente ([MT99], [MT00]) stellen Verfahren vor, die den
Entwickler mit systemgenerierten

Anderungsanweisungen bei der Fehlerkorrektur un-
terst

utzen. Abh

angig von einer fehlererzeugenden

Anderung werden f

ur eine Integrit

ats-
bedingung alternative Korrekturanweisungen ermittelt. Problematisch sind insbesonde-
re Integrit

atsbedingungen, die f

ur Sichten deniert sind. Da die Abbildung einer Sich-
ten

anderung auf eine bzw. eine Menge von Basisfakten

anderungen nicht immer eindeutig
m

oglich ist, leiten Moerkotte/Lockemann anhand der Sichtdenitionen Vorschl

age f

ur
fehlerkorrigierende Basisfakten

anderungen ab. Das Verfahren von Mayol/Teniente ba-
siert auf dem Auftreten von Schl

usseln der Basisrelationen auch in den Sichten, so da
die Zuordnung zwischen Sichten-/Basisfakten

anderung vielfach eindeutig ist. Die Schwie-
rigkeit der Abbildung einer Sichten

anderung auf die zugeh

origen Basisfakten

anderungen
ist unabh

angig von der 'integrity repair'-Thematik als 'view updating'-Problem bekannt.
4.3.6 Zeitpunkte der Sichtenaktualisierung
F

ur das generische Verfahren wurde nur das Transaktionsende (ON COMMIT) als Zeitpunkt
f

ur die Sichtenaktualisierung angenommen. Die Verfahren von Salem et.al. ([SBLC00])
und Bello et.al. ([BDDF+98]) behandeln zwei weitere Zeitpunkte nach dem Ende einer
Transaktion: 'periodically' und ON DEMAND (Abschnitt 4.3.7). Die Idee beider Verfahren
basiert auf der Annahme, da materialisierte Sichten nicht Bestandteile der operativen
Datenbasis sind, sondern einen zwar abgeleiteten, aber doch separaten Datenbestand
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darstellen, wie z.B. bei Data Warehouses. In einem solchen Fall kann ein an die Aktua-
lit

atsanforderungen ebenso wie an die Systembelastungen angepater Aktualisierungs-
zeitpunkt gew

ahlt werden. Zur Koordinierung unterschiedlich aktueller Faktenmengen
einander referenzierender Sichten basieren beide Verfahren auf Zeitstempeln, die f

ur jedes
Fakt die zugeh

orige Transaktionsendezeit spezizieren. F

ur jede Sicht wird der Zeitpunkt
ihrer Aktualisierung gespeichert. Beide Angaben zusammen erlauben, eine Sicht inkre-
mentell zu einem beliebigen Zeitpunkt nach Beendigung der Transaktion zu aktualisieren.
Die -Relationen werden

uber einen wesentlich l

angeren Zeitraum als Zwischenpuer ver-
wendet. Erst wenn die letzte Sicht aktualisiert ist, die eine Relation R (indirekt) referen-
ziert, k

onnen die -Fakten von R mit einem Zeitstempel kleiner dem der Sicht, die als
erstes aktualisiert wurde, gel

oscht werden.
Colby et.al. setzen sich in [CGLMT96], [CKLMR97] ebenfalls mit diesen drei Zeit-
punkten auseinander. Zu den 'deferred'-Verfahren z

ahlen sie die periodische und die ON
DEMAND-Anpassung. Den Zeitpunkt zum Transaktionsende bezeichnen sie als 'imme-
diate'. Unter Ber

ucksichtigung der Bedeutung dieses Begris im SQL-Kontext wird hier
weiterhin die Bezeichnung ON COMMIT verwendet. Aus den Denitionen in [CGLMT96]
geht eindeutig hervor, da die Sichten zum Ende einer Transaktion aktualisiert werden.
In [CKLMR97] ist nicht erkennbar, ob eine Anpassung unmittelbar im Anschlu an die
Ausf

uhrung einer Anweisung oder einer Transaktion gemeint ist. Da das Verfahren nur
exklusiv zu einem der beiden Zeitpunkte angewendet werden kann, ist von dieser Frage-
stellung nur der Nettoeekt der Transaktion betroen.
Der Ansatz von Colby et.al. unterscheidet sich von dem in Kapitel 5 entwickelten SQL-
basiertem Verfahren insbesondere dadurch, da nicht sowohl w

ahrend der Transaktion wie
auch zu ihrem Ende die Sichten angepat werden k

onnen. In [CKLMR97] werden zur Ver-
waltung unterschiedlich aktueller Faktenmengen einander referenzierender Sichten keine
Zeitstempel verwendet, sondern der Abh

angigkeitsgraph der Sichten wird je nach Aktua-
lisierungszeitpunkt in Untergruppen gegliedert. Die Anforderungen bzgl. des Zeitpunkts,
die einander referenzierende Sichtgruppen erf

ullen m

ussen, sind sehr restriktiv bzgl. der
zul

assigen Struktur eines DB-Schemas, und damit ist die L

osung eher von theoretischem
Interesse.
4.3.7 Orthogonale Optimierungen
Die Zeit- und Kostenersparnis der vorgestellten Verfahren resultiert allein aus dem in-
krementellen Ansatz. Alle Verfahren k

onnen mit den in diesem Abschnitt vorgestellten
Konzepten zus

atzlich optimiert werden. Dieses Thema der Ezienzoptimierung kann
aber nicht ausf

uhrlich diskutiert werden, da es

uber den Rahmen dieser Arbeit hinaus-
geht. Denkanst

oe und Eindr

ucke von der Komplexit

at der Optimierung inkrementeller

Anderungspropagierung sollen jedoch gegeben werden.
Der allgemeine Vorteil materialisierter Sichten, die Zeitersparnis bei Anfragen durch
explizite Speicherung der Fakten, legt nahe, auch f

ur Prozesse zur inkrementellen Inte-
grit

atspr

ufung und Sichtenaktualisierung, Performanz-Vorteile durch die gezielte system-
interne Speicherung von -Fakten zu erzielen. Bei einem 'bottom up' organisierten Pro-
ze w

urde die Entscheidung, welche -Mengen zu materialisieren sind, von der Propagie-
rungskomponente getroen und bei einem 'top down'-Proze von der Anfragekomponente
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(Abschnitt 4.2.2).
Es ist ebenso schwierig wie aufwendig, die Kriterien f

ur die Entscheidung zu denie-
ren, wann eine Materialisierung mit externen Speicherzugrien gegen

uber wiederholter
Auswertungen bei Anfragen sinnvoll ist. Rein syntaktische Kriterien, wie die Anzahl
der materialisierten Sichten/Integrit

atsbedingungen, die eine Sicht referenzieren, oder die
Gr

oe der Relationen stoen sehr schnell an ihre Grenzen. F

ur weitere Optimierungen sind
Kriterien gefordert, die die Semantik betreen und sich mit der Zeit ver

andern k

onnen.
Dazu geh

oren u.a. die Selektivit

at der Bedingungen und die Eigenschaften, wie h

aug
Manipulationen auftreten. Solche Kriterien lassen sich teilweise nur anhand von Statisti-
ken oder Heuristiken qualizieren.
Ross et.al. ([RSS96]) denieren im SQL-Kontext ein vollst

andig kostenbasiertes Ent-
scheidungsverfahren auf der Basis der -Relationen und weisen explizit auf die praktische
Relevanz ihres Optimierungsverfahrens f

ur eine inkrementelle Integrit

atspr

ufung in SQL-
basierten DB-Systeme hin. Kotidis/Roussopoulos stellen in [KR99] ein Verfahren vor, bei
dem zur Laufzeit die Entscheidung bzgl. der Materialisierung von Sichten hinsichtlich der
Optimierung der Ausf

uhrung von Anfragen und inkrementellen Aktualisierungen erfolgt.
Anwendungsspezisch ist im Rahmen der Sichtenaktualisierung zu entscheiden, welche
Kosten (

Anderungspropagierung vs. Rematerialisierung) zu welchem Zeitpunkt (w

ahrend
der operativen Arbeit vs. nachts/wochenends) akzeptabel sind, und welcher Grad der Ak-
tualit

at (Echtzeit vs. historisch) erforderlich ist. Colby et.al. ([CGLMT96], [CKLMR97]),
Salem et.al. ([SBLC00]) und Bello et.al. ([BDDF+98]) haben Propagierungsverfahren ent-
wickelt, die es erlauben, da Sichten zu drei unterschiedlichen Zeitpunkten inkrementell
aktualisiert werden k

onnen, zum Transaktionsende (ON COMMIT) oder zu einem der bei-
den Zeitpunkte nach dem Ende der Transaktion (periodisch (Snapshot), auf Anforderung
(ON DEMAND)). Die Verfahren sind bereits im Zusammenhang mit dem Zeitpunkt f

ur ei-
ne Sichtenanpassung detailliert erl

autert worden (Abschnitt 4.3.6). K

onnen auf der Basis
solcher Strategien Belastungsspitzen vermieden und eine gleichm

aigere Systembelastung
erreicht werden, so kann der Ezienzgewinn aufgrund k

urzerer Bearbeitungszeiten f

ur
zeitkritische Anwendungen und eingesparter Hardware-Kosten beachtlich sein.
F

ur eine weitere orthogonale Optimierungsidee, die 'rolling propagation', verwenden
Salem et.al. in [SBLC00] Zeitstempel mit der Transaktionsendezeit f

ur jedes Fakt. Der
gesamte Proze, der alle

Anderungen seit der letzten Aktualisierung propagiert, wird
systemintern in eine Folge von Teilprozessen aufgespalten, die jeweils nur ein kleines Zei-
tinterval behandeln. Die Aufspaltung eines groen Intervalls in eine Sequenz kleinerer
Intervalle hat zur Folge, da jeder einzelne Proze nur eine Teilmenge der

Anderungen
propagiert und somit weniger ressourcenintensiv ist und performanter parallel zur opera-
tiven Tagesarbeit ausgef

uhrt werden kann.
Ein ebenfalls orthogonales Konzept ist die asynchrone Propagierung ([SBLC00]), bei
der der Propagierungszeitpunkt ('propagation phase') unabh

angig ist vom Aktualisie-
rungszeitpunkt ('apply phase'). In der Propagierungsphase werden nur die -Fakten
abgeleitet, die erst in der Aktualisierungsphase bzgl. der materialisierten Sichten aus-
gef

uhrt werden. Durch die funktionale Teilung des Gesamtprozesses ist der Zeit- und
Ressourcenbedarf je Teilproze weniger kritisch. Zudem k

onnen die Teilprozesse verteilt
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auf verschiedenen Rechnern ausgef

uhrt werden. Die Koordinierung der unterschiedlichen
Aktualit

atszust

ande in den drei Faktenmengen, Basisrelationen, -Mengen, materiali-
sierte Sichten, basiert wiederum auf Zeitstempeln. Aufgrund dieser funktionalen Teilung
kann ein sowohl an die Ressourcen wie auch an die betrieblichen Abl

aufe und an den
Informationsgehalt angepates Aktualisierungskonzept entwickelt werden.
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Kapitel 5

Anderungspropagierung in SQL
In diesem Kapitel werden Verfahren vorgestellt, die SQL-basierte DB-Systeme funktio-
nal um leistungsf

ahige Konzepte der Integrit

atspr

ufung und um materialisierte Sichten
erweitern. Durch eine Implementierung dieser Verfahren werden die Integrit

atskonzepte
kommerzieller Hersteller von DB-Systemen um die M

oglichkeit erweitert, multirelationale
1
und Sichten referenzierende Integrit

atsbedingungen denieren zu k

onnen. Das Konzept
materialisierter Sichten stellt eine Erweiterung des SQL3-Standards dar. Beliebige Hier-
archien virtueller und materialisierter (rekursiver) Sichten werden denierbar sein, was
bei den DB-Systemen DB2 und Oracle
2
nur eingeschr

ankt m

oglich ist.
Da die hier entwickelten Verfahren echte funktionale Erweiterungen kommerzieller,
SQL-basierter DB-Systeme darstellen, setzt voraus, da gegebene SQL-Konzepte wie das
SQL-Transaktions- und Integrit

atskonzept nicht modiziert werden. Auch die f

ur die Im-
plementierungsans

atze verwendeten SQL-Trigger werden ohne konzeptionelle Ver

anderun-
gen zugrunde gelegt. Zwar k

onnen sehr viele Ideen und Strategien, die in Kapitel 4
im Kontext von Datalog und RA er

ortert wurden, nach SQL

ubertragen werden, doch
keines der dort vorgestellten Verfahren gen

ugt den Anforderungen, die aus dem SQL-
Transaktions- und Integrit

atskonzept resultieren. Lediglich bei der DB2 werden zwei
Aktualisierungszeitpunkte (IMMEDIATE und DEFERRED) ber

ucksichtigt, doch dort sind
materialisierte Sichten und Integrit

atsbedingungen in ihrer Funktionalit

at und Ausdrucks-
kraft gegen

uber den hier entwickelten Konzepten eingeschr

ankt. Da aus Gr

unden einer
vereinfachten Darstellung das normalisierte NSQL als Anfragesprache verwendet wird,
beeinut nicht die Anwendbarkeit der L

osungen im SQL3-Kontext. Eine Erweiterung
der Verfahren f

ur Sichten mit Aggregatfunktionen und Duplikaten kann gem

a den Ver-
fahren aus den Abschnitten 4.3.1 und 4.3.2 ohne Einschr

ankungen durchgef

uhrt werden.
Basis der hier entwickelten Verfahren ist die Methode zur inkrementellen

Anderungs-
propagierung von Griefahn in [Grie97], so wie sie bereits beim generischen Verfahren in
Abschnitt 4.1.2 verwendet wurde. Die Denitionen spezialisierter Propagierungsvorschrif-
ten und Integrit

atsbedingungen im SQL-Kontext orientieren sich an dem Vorgehen von
Griefahn bei der Modellierung von -Regeln. Wie Datalog-Regeln und -Integrit

atsbedin-
gungen auf NSQL-Sichten und -ASSERTIONs abgebildet werden k

onnen, zeigen die Trans-
1
Multirelationale Integrit

atsbedingungen sind in kommerziellen DB-Systemen bislang nur als FOR-
EIGN KEY-Beziehungen formulierbar (Abschnitt 2.2.3).
2
Die Restriktionen der Implementierungen materialisierter Sichten bei Oracle und DB2 werden
ausf

uhrlich in Abschnitt 4.2.6 er

ortert.
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formationsvorschriften aus Abschnitt 3.2.1. Spezielle Techniken wie die 'Magic Sets'-
Transformation, die Griefahn f

ur eine eziente Auswertung der Eektivit

atstests anwen-
det, bleiben in dieser Arbeit unber

ucksichtigt, da dies als Aufgabe der systeminternen
Anfragekomponente betrachtet wird.
Der SQL-basierte Ansatz von Ceri/Widom ([CW90], [CW91]) wird nicht als Grund-
lage f

ur die Denition spezialisierter Ausdr

ucke verwendet, weil sie bei ihren Denitio-
nen unmittelbar die Besonderheiten einer Implementierung mittels Starburst-Triggern
ber

ucksichtigen. Zudem haben sie anders als bei NSQL den zugrunde gelegten SQL-
Dialekt nicht normalisiert, so da die von ihnen durchgef

uhrten Relevanzanalysen und
Transformationen nicht unmittelbar mit den aus dem Datalog-Kontext bekannten Vorge-
hensweisen vergleichbar sind. Eine Anwendbarkeit der aus Kapitel 4 bekannten Verfahren
k

onnte nicht so transparent dargestellt werden. Die von Griefahn im Datalog-Kontext
denierten Vorschriften f

ur Einf

ugungen und L

oschungen werden um die M

oglichkeit der
Propagierung von Modikationen erweitert. Dabei werden die grundlegenden Erkenntnis-
se der Methoden von Urp/Olive ([UO92]) und Mayol/Teniente ([MT95]) zwar

ubernom-
men, jedoch ungeachtet des Spezialfalls vorhandener Schl

usselattribute formuliert.
Um die Entscheidung f

ur einen triggerbasierten Realisierungsansatz zu motivieren, wer-
den in Abschnitt 5.1 alternative L

osungen skizziert und bewertet. Das in Abschnitt 5.2
denierte Propagierungsverfahren stellt die Basis dar f

ur die in den nachfolgenden Ab-
schnitten durchgef

uhrten funktionalen Erweiterungen um Integrit

atspr

ufung (Abschnitt
5.3), Sichtenaktualisierung (Abschnitt 5.4) und um die simultane Ausf

uhrung beider Auf-
gaben (Abschnitt 5.5). Die f

ur die Durchf

uhrung der Verfahren erforderlichen DB-Objekte
werden, wie auch die Abl

aufe w

ahrend einer Transaktion, anhand eines detaillierten Bei-
spiels in Abschnitt 5.6 verdeutlicht. Abschlieend werden die zuvor entwickelten Konzepte
und Implementierungsans

atze in Abschnitt 5.7 mit anderen Verfahren verglichen.
Die weiteren Diskussionen werden im SQL-Kontext gef

uhrt. Statt den Pr

axen 'SQL3'
und 'NSQL' wird der allgemeinere Pr

ax 'SQL' verwendet bzw. ganz auf ihn verzichtet,
da in den hier diskutierten Punkten SQL3 und NSQL

ubereinstimmen und die Aussagen
somit f

ur beide DB-Sprachen gleichermaen gelten. Wenn eine Dierenzierung zwischen
SQL3 und NSQL erforderlich wird, so wird sie durch den entsprechenden Pr

ax angezeigt.
In Analogie zu der in Kapitel 4 verwendeten Kurzschreibweise f

ur

Anderungsanweisungen
basierend auf dynamischen Literalen M mit  2 f+; ;g werden in diesem Kapitel die
SQL-

Anderungsanweisungen INSERT, DELETE, UPDATE ebenfalls durch M dargestellt,
wobei f+; ;g die

Anderungsart symbolisieren. Es sei darauf hingewiesen, da Imple-
mentierungsans

atze er

ortert werden. Eine Implementierung ist noch nicht erfolgt. Derzeit
wird jedoch das in Abschnitt 5.5 vorgestellte Verfahren im Rahmen zweier Diplomarbeiten
auf einem DB2-DB-System realisiert.
5.1 Alternative Implementierungsstrategien
Die Vor- und Nachteile einer Realisierung der Benutzerschnittstelle als Interpretierer oder
als Pr

aprozessor werden in Abschnitt 5.1.1 er

ortert. Um zu zeigen, da eine funktionale
Erweiterung von SQL-basierten DB-Systemen auf der Basis ihrer bestehenden Funktiona-
lit

at (Basisrelationen, virtuelle Sichten, Trigger etc.) m

oglich ist, bieten sich verschiedene
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Implementierungsalternativen an: deduktiv mit prozeduraler Ausf

uhrungssteuerung oder
triggerbasiert. Nach der Diskussion der Vor- und Nachteile deduktiver und triggerbasier-
ter Implementierungen in Abschnitt 5.1.2 werden in Abschnitt 5.1.3 L

osungen f

ur Tei-
laufgaben der Verfahren basierend auf verschiedenen SQL-Triggertypen (BEFORE/AFTER
und ROW/STATEMENT) skizziert und bewertet. F

ur die L

osungsskizzen und Diskussionen
im Rahmen dieses Abschnitts wird das generische Verfahren aus Abschnitt 4.1.2 zugrun-
de gelegt. Weitere Detailkenntnisse von SQL-Integrit

ats- und Sichtkonzepten sind nicht
erforderlich und werden erst in den nachfolgenden Abschnitten ausf

uhrlich er

ortert.
5.1.1 Interpretierer vs. Pr

aprozessor
F

ur die Realisierung der Benutzerschnittstelle bieten sich die M

oglichkeiten einer Interpre-
tierer- oder Pr

aprozessor-L

osung an. Der Vorteil eines Interpretierers ist die einheitliche
Benutzerober

ache, so da die Systemerweiterung f

ur Anwender transparent ist. Vorteil
eines Pr

aprozessors ist seine vollst

andige Integration in das DB-System. Die gew

unschte
Funktionalit

at steht beim Pr

aprozessor nicht nur durch die Interpretierer-Schnittstelle zur
Verf

ugung, sondern kann von beliebigen Schnittstellen und Anwenderprogrammen genutzt
werden. Da Anwender die Pr

aprozessor-Prozeduren explizit aufrufen m

ussen, birgt nur
ein geringf

ugiges Fehlerpotential, da es sich bei der Zielgruppe prim

ar um DB-Entwickler
und -Administratoren handelt, und somit ein entsprechendes Verst

andnis vorausgesetzt
werden kann. Da es eine Intention dieser Arbeit ist, zu zeigen, da die Konzepte des SQL3-
Standards leistungsf

ahig genug sind, um SQL3 funktional um zus

atzliche DB-Konzepte zu
erweitern, ist f

ur den Implementierungsansatz eine Pr

aprozessor-L

osung gew

ahlt worden.
Das Prinzip einer Pr

aprozessor-L

osung wird in der Abbildung 5.1 veranschaulicht. Der
Pr

aprozessor sollte trotz seiner Vorteile nur eine L

osung zur funktionalen Erweiterung
bereits existierender DB-Systeme sein.
Anwender, Programmierer, 
DB-Entwickler
kommer-
zielles
DBMS
Benutzer-Schnittstelle
Präprozessor
Fakten-
basis
system-
internes
Schema
Präpro-
zessor-
Schema
Abbildung 5.1: Pr

aprozessor-Prinzip
Die M

oglichkeiten, kommerzielle DB-Systeme funktional zu erweitern, sind sehr be-
schr

ankt. Die Programme des DB-Systems k

onnen nur von den Herstellern selbst modi-
ziert werden. F

ur Anwender bleiben nur die M

oglichkeiten zur Erweiterung auf der Basis
der systeminternen Schnittstellen wie z.B. den sogenannten Cartridges bei Oracle oder
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mittels DB-Prozeduren, -Funktionen und Triggern. Bei beiden L

osungen ist die funk-
tionale Erweiterung f

ur Anwender gleichermaen transparent. Die Programmierung von
Schnittstellenerweiterungen ist jedoch so herstellerspezisch, da eine Portabilit

at nicht
mehr gegeben ist. Ein Vorteil einer Realisierung auf der Basis von DB-Prozeduren ist, da
die Pr

aprozessor-Prozeduren je nach verwendeter Programmiersprache auch auf anderen
DB-Systemen installiert werden k

onnen.
Aus diesen Gr

unden ist eine Pr

aprozessor-L

osung, die auf der Basis von DB-Proze-
duren und -Funktionen deniert wird, gew

ahlt worden. Da weder ASSERTIONs noch ma-
terialisierte Sichten in DB-Systemen kommerzieller Hersteller zul

assige DB-Objekte sind,
stehen keine DDL-Anweisungen zur Verf

ugung, mittels der sie erzeugt werden k

onnen.
Ferner sind die f

ur ASSERTIONs zul

assigen Formeln keine in einem DB-System zul

assigen
Bedingungsausdr

ucke. Im Rahmen des Schemaentwurfs bzw. -evolution ruft der An-
wender zur Erzeugung und Modikation von ASSERTIONs und materialisierten Sichten
die erforderlichen Pr

aprozessor-Prozeduren auf und

ubergibt die Denition als Argument
(z.B. create assertion(), create materialized view()). Um diese neuen DB-Objekte ver-
walten zu k

onnen, mu der Pr

aprozessor neben dem DB-Schema auch auf eigene Schema-
relationen zugreifen k

onnen, dem Pr

aprozessor-Schema (externes Schema). Die Interak-
tion zwischen DB-System, Benutzerschnittstelle und Pr

aprozessor sowie ihre Zugrie auf
das DB- und das Pr

aprozessor-Schema werden in Abbildung 5.1 skizziert.
Die zweite Aufgabe des Pr

aprozessors ist die Transformation der DB-Objekte des
Pr

aprozessor-Schemas in DB-Objekte des DB-Schemas. F

ur die ASSERTIONs und materia-
lisierten Sichten werden DB-Objekte des DB-Systems generiert, wie z.B. Basisrelationen,
virtuelle Sichten und Trigger, mittels denen die Objekte mit der neuen Funktionalit

at si-
muliert werden. Dazu geh

ort auch die Generierung aller f

ur die Durchf

uhrung einer ezi-
enten Integrit

atspr

ufung und Sichtenaktualisierung erforderlichen DB-Objekte. Zu diesem
Zweck werden die Abh

angigkeiten zwischen allen Relationen und Integrit

atsbedingungen
des internen Schemas analysiert, ein Abh

angigkeitsgraph erstellt und im externen Sche-
ma abgelegt. Als Ergebnis dieser Analyse werden Relevanzaussagen getroen, die eine
wichtige Information f

ur die Generierung der erforderlichen DB-Objekte darstellen.
Die Ausf

uhrung der Pr

aprozessor-Prozeduren w

ahrend des Schemaentwurfs kann f

ur
Anwender nicht vollst

andig transparent realisiert werden. Da SQL-DDL-Anweisungen zur
Erzeugung von ASSERTIONs und materialisierten Sichten in kommerziellen DB-Systemen
bzw. in SQL3 fehlen, mu ein Anwender die Pr

aprozessor-Prozeduren zur Pege solcher
DB-Objekte explizit aufrufen. Ruft ein Anwender eine SQL-DDL-Anweisung zur Pege ei-
nes systeminternen DB-Objekts auf, so mu er zus

atzlich zum Ende einer Schemaentwurfs-
oder -modikationsphase eine Pr

aprozessor-Prozedur aufrufen, die die f

ur das Verfahren
generierten DB-Objekte anpat bzw. erzeugt. Da SQL-Trigger nicht f

ur die Ausf

uhrung
von DDL-Anweisungen feuern, k

onnen die Pr

aprozessor-Prozeduren nicht automatisch
gestartet werden. Die Anforderungen an eine Schemaevolution sind jedoch nicht Thema
dieser Arbeit und werden somit nicht ausf

uhrlich diskutiert.
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5.1.2 Deduktive vs. aktive Ans

atze
Die verschiedenen Auswertungsstrategien 'top down' und 'bottom up' sowie deduktiv und
aktiv wurden bereits in Abschnitt 4.2.2 in Hinblick darauf skizziert, wie sie im Kontext von
Datalog und RA bzw. mittels Starburst- und ActLog-Triggern realisiert werden k

onnen.
Im weiteren werden sie hinsichtlich ihrer Anwendung in SQL bewertet.
Deduktiver Implementierungsansatz:
Zentrale Idee eines deduktiven Ansatzes ist die Realisierung spezialisierter Ableitungs-
vorschriften und Integrit

atsbedingungen als -Sichten und die Simulation von Zust

anden
mittels Transitionssichten (Bry et.al. [BMM92], [BDM88], Gupta et.al. [GMS93], Manthey
[Man94]). Da in Abschnitt 3.2.1 gezeigt wurde, wie Datalog-Regeln nach SQL transfor-
miert werden k

onnen, wird f

ur die Skizze einer SQL-basierten deduktiven L

osung das
generische Verfahren aus Abschnitt 4.1.2 zugrunde gelegt.
Beispiel 5.1.1 (-Regel und -Sicht)
Sei die aus dem Beispiel der Unternehmensorganisation (Beispiele 2.1.17, 3.1.4) bekann-
te Sicht 'mita abt' gegeben. F

ur die Propagierung ableitbarer 'mita abt'-Fakten kann f

ur
Einf

ugungen in die 'mitarbeiter'-Relation gem

a dem Vorgehen beim generischen Ver-
fahren folgende -Regel modelliert werden, die ihrerseits in die nachfolgende SQL-Sicht
transformiert werden kann.
Datalog: 
+
s(X
1
; Y
2
)  
+
p(X
1
; X
2
) ^ q(X
2
; Y
2
);
SQL: VIEW 
+
s(a
1
; a
2
) AS
SELECT tv
p
:a
1
; tv
q
:a
2
FROM 
+
p AS tv
p
, q AS tv
q
WHERE tv
p
:a
2
= tv
q
:a
1
.
Ein deduktiver 'bottom up'-Ansatz erfordert neben den -Sichten eine aktive
Ausf

uhrungssteuerung, die '

anderungsgetrieben' eine stratumbezogene Propagierung rea-
lisiert. Zu diesem Zweck kann der f

ur das generische Verfahren vorgestellte Algorithmus
(Algorithmus 4.1.2) unmittelbar in SQL angewendet werden. Die -Relationen und ma-
terialisierte Sichten k

onnen in SQL als Basisrelationen realisiert werden, die -Regeln als
-Sichten, die spezialisierten Integrit

atsbedingungen als spezialisierte Integrit

atssichten
und die Transitionsregeln als Transitionssichten. F

ur eine Steuerung der Ausf

uhrungsrei-
henfolge k

onnen alle (generierten) Sichten und ASSERTIONs gem

a ihren Abh

angigkeiten
Stratikationsebenen zugeordnet werden.
Die Steuerungsprozedur kann z.B. als DB-Prozedur implementiert werden. Zu Ihren
Aufgaben geh

ort die Steuerung der stratumbezogenen Ausf

uhrungsreihenfolge nur der re-
levanten -Sichten (Abbildung 5.2). Anhand der Informationen eines Abh

angigkeitsgra-
phen kann entschieden werden, welche Sichten und ASSERTIONs f

ur die gegebenen

An-
derungen relevant sind. Zudem m

ussen die Ergebnisse der Anwendung der - und In-
tegrit

atssichten verarbeitet bzw. interpretiert werden. Die -Fakten sind ggf. zu spei-
chern und die entsprechenden

Anderungen auf den Basisrelationen und materialisierten
Sichten auszuf

uhren. Um entscheiden zu k

onnen, ob ein Propagierungsproze beendet
werden kann, k

onnen zum Ende der Bearbeitung eines Stratums die Inhalte der re-
levanten -Relationen von der Steuerungsprozedur kontrolliert werden. Wurden keine
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neuen -Fakten abgeleitet, kann der Proze beendet werden. Die Ausf

uhrung eines lo-
kalen ROLLBACKs, wie es bei einer Konsistenzverletzung im Rahmen einer IMMEDIATE-
Integrit

atspr

ufung erforderlich ist, ist aufwendig zu simulieren. So mu z.B. vor der
Ausf

uhrung einer Basisfakten

anderung durch einen Benutzer ein Sicherungspunkt gesetzt
werden, zu dem dann im Falle eines IMMEDIATE-Fehlers zur

uckgerollt werden kann.
Steuerungs-
prozedur
materialisierte
Sicht
Abhängigkeit
Stratum
Basisrelation
-Basisrelationen
virtuelle
Sicht
-Sichten
spezialisierte
Integritätsbedingungen
Integritätsbedingung
3
3
22
1
1
0
0
Abbildung 5.2: Skizze einer deduktiven Implementierung
Die Trennung zwischen Ausf

uhrungssteuerung (Prozedur) und Propagierungsvorschrift
(-Sichtdenition) erm

oglicht eine einfache Schemaevolution. Werden z.B. neue Sichten
deniert, so m

ussen nur neue -Sichten generiert und einem Stratum zugeordnet werden,
die Ausf

uhrungssteuerung hingegen bleibt unber

uhrt. Problematisch ist aber, da zum
Zeitpunkt der Programmierung der Prozedur nicht bekannt ist, welche Sichten sp

ater
anzuwenden sind. In SQL3 ist eine 'dynamic SQL'-Schnittstelle
3
f

ur Programmierspra-
chen deniert worden, die es erlaubt, den auszuf

uhrenden SQL-Befehl erst zur Laufzeit in
den Programmcode einzubinden. Da die SQL-Anweisungen aber erst zur Laufzeit kompi-
liert werden, sind die Ausf

uhrungen solcher 'dynamischer' Programme wenig performant.
Bei einer deduktiven 'top down'-L

osung werden die -Sichtdenitionen und spe-
zialisierten Integrit

atsbedingungen anfragegetrieben angewendet und auf die Ergebnisse
wird entsprechend reagiert. Von Vorteil ist dabei, da keine Ausf

uhrungsteuerung reali-
siert werden mu. So k

onnen z.B. alle spezialisierten Integrit

atsbedingungen konjunktiv
zu einer Integrit

atsbedingung verkn

upft werden, so da bei der Integrit

atspr

ufung nur
diese eine Bedingung von der Anfragekomponente ausgewertet werden mu. Bei einer sol-
chen L

osung wird das Laufzeitverhalten in besonderem Umfang von den Optimierungen
bestimmt, die die Anfragekomponente durchf

uhren kann. Ein solcher Optimierungsschritt
w

are z. B. das Erkennen sich wiederholender Teilanfragen und die Wiederverwendung von
Zwischenergebnissen der Anfrageauswertung. Dazu kann auch das fr

uhzeitige Erkennen
leerer Relationen und ggf. der Abbruch weiter Auswertungen geh

oren. F

ur ein umfang-
reiches DB-Schema mit einer Vielzahl von Sichten und Integrit

atsbedingungen und einer
3
[DD97] 20; [GP99] 39; 'Dynamic SQL' ist eine spezielle Funktion der 'Embedded SQL'-Schnittstelle.
Die DB-Systeme Oracle und DB2 bieten eine entsprechende Funktionalit

at an.
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umfangreichen Faktenbasis, ist es fraglich, ob die Anfragekomponenten kommerzieller
DB-Systeme diesen Anforderungen gerecht werden k

onnen. Diese Optimierungsschritte
k

onnen bei einer 'bottom up'-Propagierung durch eine Relevanzanalyse und eine stratum-
bezogene Ausf

uhrung realisiert werden. Solche 'expliziten' Optimierungen sind f

ur einen
'top down'-Ansatz aufwendiger als bei einem 'bottom up'-Ansatz zu realisieren.
Aktiver Implementierungsansatz:
Triggerbasierte Implementierungen sind bei (Starburst: [CW90], [CW91], [CW94]; Act-
Log: [Grie97]; Decker: [Dec01], Ceri/Fraternali [CF97]) zu nden. F

ur eine triggerba-
sierte Implementierung ist eine auf drei Triggerarten basierende L

osung m

oglich. Aufga-
be sogenannter Propagierungstrigger (PR-Trigger) kann dabei die Ableitung induzierter

Anderungen und die Steuerung des

anderungsgetriebenen Fixpunktprozesses sein. Eine
-Regel, wie sie im Rahmen des generischen Verfahrens formuliert wurde, kann derart in
einen PR-Trigger transformiert werden, da der Regelrumpf der -Regel als Anfrage an
die Faktenmenge im Aktionsteil angewendet wird, und die abgeleiteten -Fakten dann in
eine -Basisrelation eingef

ugt werden. Durch die Einf

ugung in die -Basisrelation werden
die PR-Trigger nachfolgender Strata gefeuert und somit die 'bottom up'-Propagierung ge-
steuert. Der Propagierungsproze terminiert automatisch, wenn keine neuen PR-Trigger
gefeuert werden, weil z.B. keine neuen -Fakten mehr abgeleitet werden. F

ur die In-
tegrit

atspr

ufung kann im Aktionsteil sogenannter Integrit

atspr

ufungstrigger (IP-Trigger)
die spezialisierte Formel einer ASSERTION angewendet werden, und auf einen Integrit

ats-
fehler wird mit einem ROLLBACK reagiert. Die Aktualisierung materialisierter Sichten
kann durch sogenannter Sichtenaktualisierungstrigger (SA-Trigger) durchgef

uhrt werden.
Gem

a der

Anderungsart eines -Fakts f

uhren sie die entsprechende

Anderung auf der
Faktenmenge der materialisierten Sicht aus. Welche PR-, IP-, SA-Trigger und welche
-Basisrelationen bei diesem aktiven Implementierungsansatz vom Pr

aprozessor f

ur ein
gegebenes DB-Schema zu generieren sind, zeigt die Abbildung 5.3. Zudem wird die stra-
tumbezogene Ausf

uhrung der Trigger dargestellt.
-Basisrelationen
Stratum
materialisierte
Sicht
Abhängigkeit
virtuelle
Sicht
PR-Trigger
Basisrelation
Integritätsbedingung IP-Trigger
SA-Trigger
3
2
1
0
Abbildung 5.3: Skizze einer aktiven Implementierung
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Beispiel 5.1.2 (PR-, IP-, SA-Trigger)
F

ur die -Sicht aus Beispiel 5.1.1 kann folgender PR-Trigger pr
1
generiert werden. Die
spezialisierte Formel der s-Sichtdenition zur Ermittlung der 
+
s-Fakten tritt als For-
mel der bedingten Einf

ugeanweisung auf.
TRIGGER pr
1
AFTER INSERT ON 
+
p FOR EACH STATEMENT
BEGIN ATOMIC INSERT INTO 
+
s (a
1
; a
2
)
SELECT tv
p
:a
1
; tv
q
:a
2
FROM 
+
p AS tv
p
, q AS tv
q
WHERE tv
p
:a
2
= tv
q
:a
1
END.
Wird vorausgesetzt, da die -Fakten in den -Relationen gespeichert vorliegen, kann
zur Einf

ugung in die 
+
s-Basisrelation z.B. folgender SA-Trigger sa
1
generiert werden,
sofern s eine materialisierte Sicht ist. F

ur jedes neue 
+
s-Fakt wird ein Fakt mit den
Attributwerten von 
+
s-Fakten in s eingef

ugt.
TRIGGER sa
1
AFTER INSERT ON 
+
s FOR EACH STATEMENT
BEGIN ATOMIC INSERT INTO s (a
1
; a
2
)
SELECT tv
s
:a
1
; tv
s
:a
2
FROM 
+
s AS tv
s
END.
F

ur eine SQL-ASSERTION ic
1
der Form
ic
1
CHECK ( NOT EXISTS ( SELECT tv
p
:a
1
; tv
p
:a
2
FROM p AS tv
p
WHERE NOT ( tv
p
:a
2
= tv
p
:a
1
) ) )
kann ein IP-Trigger generiert werden, in dessen Aktionsteil die f

ur 
+
p spezialisierte
Formel der ASSERTION angewendet wird. Um das Ergebnis der Anwendung interpretieren
zu k

onnen, tritt die spezialisierte Formel als Bedingung einer IF-Anweisung auf. Als
Reaktion wird im Fehlerfall ein lokales ROLLBACK ausgef

uhrt.
TRIGGER ip
1
AFTER INSERT ON 
+
p FOR EACH STATEMENT
BEGIN ATOMIC IF (NOT EXISTS ( SELECT tv
p
:a
1
; tv
p
:a
2
FROM 
+
p AS tv
p
WHERE NOT ( tv
p
:a
2
= tv
p
:a
1
) ) )
THEN null; ELSE lokales ROLLBACK; END.
Diese L

osungsskizze stellt nur einen der m

oglichen triggerbasierten Implementierungs-
ans

atze dar, und das Beispiel soll nur einen Eindruck von der Idee der PR-, IP-, SA-Trigger
vermitteln. Ihre Struktur wird in den nachfolgenden Abschnitten noch kritisch diskutiert.
Diese Idee der Verwendung von PR-, IP-, SA-Triggern wird jedoch allen nachfolgenden
Implementierungsans

atzen zugrunde gelegt.
Die Vorteile einer triggerbasierten Implementierung basieren darauf, da von der Trig-
gerkomponente sehr viel Funktionalit

at bereitgestellt wird, die im 'bottom up'-Propa-
gierungsproze ben

otigt wird. Da Trigger unmittelbar f

ur die Ausf

uhrung einer

Ande-
rungsanweisung ausgef

uhrt werden, kann ein IMMEDIATE-Verarbeitungsproze automa-
tisch gestartet werden. Das bei einem IMMEDIATE-Integrit

atsfehler auszuf

uhrende lokale
ROLLBACK kann sehr einfach durch einen Abbruch der Triggerausf

uhrung simuliert wer-
den, da in diesem Fall die Basisfakten

anderung, die den Trigger aktiviert hat, zusammen
mit allen durch sie induzierten

Anderungen zur

uckgerollt wird. Die zur Laufzeit aus-
zuf

uhrende Relevanzanalyse, die bei der prozeduralen Steuerung beschrieben wurde, kann
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vollst

andig durch die ereignisorientierte Aktivierung der Trigger realisiert werden. Die An-
wendung ausschlielich relevanter Propagierungsvorschriften und Integrit

atsbedingungen
wird dadurch gew

ahrleistet, da f

ur eine

Anderung nur relevante Trigger feuern. Der
Proze terminiert automatisch, wenn keine weiteren Trigger gefeuert werden k

onnen.
Bereits diese kurze Verfahrensskizze verdeutlicht einige Nachteile einer triggerbasierten
Implementierung. Zum Transaktionsende wird kein SQL-Trigger gefeuert oder ausgef

uhrt,
so da ein automatischer Start der DEFERRED-Verarbeitung nicht m

oglich ist. Da Trigger
nicht f

ur Sichten deniert werden k

onnen, m

ussen alle -Mengen als Basisrelationen rea-
lisiert werden. Die M

oglichkeit der Performanzoptimierung aufgrund materialisierter oder
virtueller -Relationen besteht somit nicht. Das auf der Triggererzeugungszeit basierende
Priorit

atenkonzept erfordert aufwendige Reaktionen im Falle einer Schemaevolution. Bei
jeder Manipulation einer Propagierungsvorschrift oder Integrit

atsbedingung m

ussen nicht
nur die betroenen SA- und IP-Trigger neu generiert werden sondern auch alle Trigger,
die aufgrund ihrer Erzeugungszeit hinter den neu generierten Triggern auszuf

uhren sind,
wozu auch die benutzerdenierten Trigger z

ahlen.
Aktiver und deduktiver Implementierungsansatz:
Die Struktur des PR-Triggers pr
1
aus Beispiel 5.1.2 legt eine L

osungsalternative basierend
auf PR-Triggern und -Sichten nahe. Da die Formel der bedingten Einf

ugeanweisung die
Formel der spezialisierten Ableitungsvorschrift der 
+
s-Sicht ist (Beispiel 5.1.1), kann
eine L

osung basierend auf einer 
+
s-Sicht und einem modizierten pr
1
-Trigger entwickelt
werden. Ist eine 
+
s-Sicht gegeben, dann kann die INSERT-Anweisung von pr
1
wie folgt
verk

urzt formuliert werden:
INSERT INTO 
+
s (a
1
; a
2
) SELECT tv
s
:a
1
; tv
s
:a
2
FROM 
+
s AS tv
s
.
Eine solche kombinierte L

osung basierend auf Triggern und Sichten (aktiv und de-
duktiv) hat gegen

uber einer ausschlielich triggerbasierten L

osung die Vorteile einer sehr

ubersichtlichen Trigger-Denition und einer einfachen Schemaevolution. So ist es bei vie-
len

Anderungen der Sichtdenitionen ausreichend, nur die Denitionen der -Sichten zu
manipulieren, ohne die Trigger neu generieren zu m

ussen.
Da selektierend auf die -Relationen zugegrien wird, bietet sich die Verwendung von
STATEMENT-Triggern an, wobei f

ur jede Einf

ugung in eine -Relation ein STATEMENT-
Trigger mengenorientiert ausgef

uhrt wird. Dieser selektiert die zu verarbeitende Fak-
tenmenge aus der -Relation. Die Nachteile einer kombinierten L

osung entsprechen im
wesentlichen den Nachteilen der Verwendung von STATEMENT-Triggern gegen

uber ROW-
Triggern, wie sie im nachfolgenden Abschnitt 5.1.3 diskutiert werden.
Nur wesentliche Vor- und Nachteile verschiedener deduktiver und aktiver Implemen-
tierungsans

atze sind aufgef

uhrt worden. Insbesondere f

ur Trigger werden noch weitere
Schwierigkeiten und die daraus resultierenden Restriktionen detailliert er

ortert. Wesent-
liches Kriterium der Entscheidung gegen eine deduktive L

osung mit prozeduraler Steue-
rung ist die Notwendigkeit, dynamisches SQL verwenden zu m

ussen, wodurch sich die
Ausf

uhrungszeit w

ahrend der Transaktion verl

angern kann. Zentrales Kriterium f

ur ei-
ne triggerbasierte Realisierung ist die weitgehende Unterst

utzung der Ausf

uhrung eines
iterativen Fixpunktprozesses durch das Ausf

uhrungsmodell der SQL-Trigger. Bei einer
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prozeduralen Steuerung m

ute sehr viel der vorhandenen Funktionalit

at erneut program-
miert werden. Da aber der Aufwand bei der Schemaevolution die Laufzeit w

ahrend der
Transaktion nicht negativ beeinut, wird ein triggerbasierter Ansatz entwickelt. Um
die Leistungsf

ahigkeit und Grenzen der Triggermodelle aufzeigen zu k

onnen, werden im
Rahmen der triggerbasierten L

osungen insbesondere auch Steuerungsaufgaben detailliert
er

ortert, so da die nachfolgende Diskussionen auch eine gute Basis f

ur die Programmie-
rung einer prozeduralen Ausf

uhrungssteuerung sind.
Die Entscheidung f

ur einen triggerbasierten Ansatz ist auch durch das Ziel motiviert
die Leistungsf

ahigkeit von bereits denierten SQL-Konzepten hinsichtlich funktionaler
Erweiterungen von SQL aufzuzeigen. F

ur eine konkrete Implementierung ist jedoch das
entscheidende Argument die Laufzeit der Prozesse w

ahrend einer Transaktion und diese
Entscheidung kann nur empirisch auf der Basis prototypischer Realisierungen 'rein ak-
tiver', 'rein deduktiver' und kombinierter aktiver und deduktiver Ans

atze entschieden
werden. Die auszuf

uhrenden Aufgaben sind bei allen drei L

osungen die gleichen. Die
Ans

atze unterscheiden sich nur darin, ob sie in der Triggerkomponente des DB-Systems
oder einer explizit programmierten Prozedur ausgef

uhrt werden. Wie geeignet eine trig-
gerbasierte Realisierung f

ur praxisrelevante Anwendungen ist, h

angt somit unmittelbar
von der Implementierung der Triggerkomponente ab, u.a. davon wie ezient f

ur ein Er-
eignis die Menge gefeuerter Trigger ermittelt werden kann und wie ezient groe Mengen
aktivierter Trigger verwaltet werden k

onnen.
Ceri et.al. empfehlen in [CCW00] aufgrund eben solcher Performanz-Probleme von
Triggerausf

uhrungen gegen

uber unmittelbar als DBS-Kernkomponente programmierten
Funktionen einen Einsatz von Triggern in erster Linie f

ur prototypische Implementie-
rungen. Bei dieser Empfehlung mu beachtet werden, da mit einer Realisierung mit-
tels DBS-Kernprogrammen verglichen wird, die jedoch nur DBS-Herstellern m

oglich ist.
Anwender von DB-Systemen hingegen m

ussen trotz der Performanz-Nachteile bei einer
deduktiven 'bottom up'-L

osung die Schnittstelle 'dynamic SQL' verwenden.
5.1.3 Alternative triggerbasierte Ans

atze
Die Eignung von BEFORE- und AFTER- bzw. ROW- und STATEMENT-Triggern f

ur die
Implementierung inkrementeller Verfahren wird in diesem Abschnitt diskutiert. Anhand
von L

osungsskizzen werden die M

oglichkeiten und Restriktionen der verschiedenen Trig-
gertypen aufgezeigt.
Integrit

atspr

ufung mittels BEFORE-Triggern
F

ur die Denition der IP-Trigger liegt die Verwendung von BEFORE-Triggern nahe, mit-
tels derer eine Pr

ufung unmittelbar vor der Ausf

uhrung der

Anderung durchgef

uhrt wird
(Abbildung 5.4). Auf diese Weise werden auch im Fehlerfall unn

otige Aktionen vermie-
den, die zus

atzlichen Aufwand beim Zur

uckrollen verursachen w

urden.

Anderungspropagierung mittels BEFORE-Triggern
Aufgrund des Ausf

uhrungsmodells der SQL-Trigger kann kein Propagierungsproze mit-
tels BEFORE-Triggern implementiert werden. Zum einen sind in BEFORE-Triggern

Ande-
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rungsanweisungen nicht zugelassen, so da von einem PR-BEFORE-Trigger keine Aktionen
ausgef

uhrt werden k

onnen, die die PR-Trigger nachfolgender Strata aktivieren k

onnten.
Zum anderen kann eine zeitlich verz

ogerte Ausf

uhrung, wie sie f

ur einen iterativen Fix-
punktproze erforderlich ist, nicht realisiert werden. Abbildung 5.4 zeigt, da zu jeder aus-
gef

uhrten

Anderungsanweisung (M; M
1
; M
2
mit ( 2 f
+
;
 
;

g)) eine eigene BEFORE-
Trigger-Abarbeitungsliste geh

ort, die vor der Basisfakten

anderung vollst

andig ausgef

uhrt
wird. EinBEFORE-Trigger l

at sich nicht in die Liste eines anderen Ereignisses einordnen.
Wird kein

Anderungspropagierungsverfahren realisiert, dann ist eine Pr

ufung von auf
Sichten denierten ASSERTIONs nur m

oglich, wenn die Ableitungsvorschriften der Sichten
in die Formel der spezialisierten ASSERTION solange aufgefaltet wird, bis ausschlielich
Basisrelationen referenziert werden. Ein Nachteil dieser L

osung ist die Restriktion, da
die Aualtung nur f

ur nicht rekursive Sichten durchf

uhrbar ist. Zudem kann sich die
Laufzeit w

ahrend einer Transaktion wesentlich verl

angern, da ggf. aufgefaltete Formeln
wiederholt angewendet werden. Im Rahmen der Schemaevolution tritt ebenfalls ein Mehr-
aufwand auf, da f

ur modizierte Sichten nicht nur die Sichtdenition angepat werden
mu, sondern auch alle abh

angigen IP-Trigger neu generiert werden m

ussen.
IMMEDIATE-

Anderungspropagierung mittels AFTER-Triggern
F

ur die hier diskutierte L

osung kann der in Abschnitt 5.1.2 skizzierte triggerbasierte Im-
plementierungsansatz zugrunde gelegt werden. Die dort eingef

uhrten PR-Trigger werden
dann, wie der PR-Trigger pr
1
im Beispiel 5.1.2, als AFTER-Trigger deniert. Da hier nur
eine L

osung f

ur ein Propagierungsverfahren er

ortert wird, werden im weiteren SA- und
IP-Trigger nicht ber

ucksichtigt.
Wie gut der Zeitpunkt der Ausf

uhrung der direkt und indirekt durch eine Basisfak-
ten

anderung M ( 2 f
+
;
 
;

g) gefeuerten AFTER-Trigger f

ur die Durchf

uhrung der

Anderungspropagierung und f

ur die Simulation der IMMEDIATE-Integrit

atspr

ufung geeig-
net ist, wird in Abbildung 5.4 deutlich. Die AFTER-Trigger (ta
1
; ta
2
) werden unmittelbar
im Anschlu an die vom DB-System ausgef

uhrte Integrit

atspr

ufungsphase (IC Check)
ausgef

uhrt. Mittels der Triggererzeugungszeiten (Priorit

aten) mu sichergestellt werden,
da die PR-Trigger die ersten f

ur M
i
ausgef

uhrten Trigger sind. Durch die Ausf

uhrung
der PR- und auch der IP-Trigger vor den benutzerdenierten Triggern wird sichergestellt,
da w

ahrend des triggersimulierten Propagierungs- und Pr

ufungsprozesses der gleiche Zu-
stand der Faktenbasis vorliegt wie bei der systeminternen IC Check-Phase.
Abbildung 5.4 zeigt auch, da die Simulation nur f

ur unabh

angige Basisfakten

anderun-
gen wie M , die keine triggerausgef

uhrten (M
1
; M
2
) und keine kaskadierenden

Anderun-
gen einer FOREIGN KEY-Bedingung sind, korrekt durchf

uhrbar ist. Da triggerausgef

uhrte
und kaskadierende

Anderungen in diesem Zusammenhang v

ollig analog zu behandeln
sind, werden sie im weiteren nur als triggerausgef

uhrte bzw. als abh

angige Basisfakten-

anderungen bezeichnet.
Da alle AFTER-Trigger abh

angiger

Anderungen wie M
1
; M
2
ebenfalls in die AFTER-
Trigger-Liste der unabh

angigen

Anderung M gem

a ihrer Triggererzeugungszeit einge-
ordnet werden, wird eine zeitlich verz

ogerte Ausf

uhrung und damit die Ausf

uhrung eines
iterativen Fixpunktprozesses m

oglich. Diese Eigenschaft des Triggerausf

uhrungsmodells
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Abbildung 5.4: SQL-Integrit

atspr

ufung und Trigger-Ausf

uhrung
verhindert aber zugleich, da unmittelbar nach der Ausf

uhrung der abh

angigen

Ande-
rungen M
1
und M
2
Trigger ausgef

uhrt werden k

onnen. Die Trigger k

onnen fr

uhestens
nach Beendigung des Triggers ta
1
ausgef

uhrt werden. Die systeminterne IC Check-Phase
hingegen wird unmittelbar nach M
1
und M
2
ausgef

uhrt. Die Konsistenz der

Anderung
M
1
kann mittels Trigger somit erst f

ur einen Zustand nach Ausf

uhrung von M
2
gepr

uft
werden. Zur L

osung dieses Problems wird vorausgesetzt, da im Aktionsteil benutzerde-
nierter Trigger jeweils nur eine

Anderungsanweisung programmiert ist. Dies stellt keine
funktionale Einschr

ankung des SQL-Triggerkonzepts dar, da f

ur einen Trigger mit mehre-
ren Anweisungen mehrere Trigger mit je einer Anweisung deniert werden k

onnen. Eine
entsprechende Sequentialisierung kann auch automatisch durchgef

uhrt werden.
Die stratumbezogene Ausf

uhrungsreihenfolge der PR-Trigger wird durch ihre Erzeu-
gungszeit gesteuert. Alle PR-Trigger, die im Stratum i ausgef

uhrt werden sollen, haben
eine fr

uhere Erzeugungszeit als die des Stratums i + 1. Da alle PR-Trigger in direk-
ter und indirekter Abh

angigkeit von der urspr

unglichen Basisfakten

anderung M feuern,
werden sie gem

a ihrer Erzeugungszeit in die Abarbeitungsliste der AFTER-Trigger von
M eingeordnet. Damit der Propagierungsproze vollst

andig vor den benutzerdenier-
ten Triggern ausgef

uhrt wird, verf

ugen alle PR-Trigger

uber eine fr

uhere Erzeugungszeit
als die benutzerdenierten. Diese Priorit

atenzuordnung zusammen mit der Eigenschaft,
da nur eine

Anderungsanweisung je Trigger zul

assig ist, gew

ahrleistet, da auch f

ur jede
triggerausgef

uhrte

Anderungsanweisung unmittelbar anschlieend ein Propagierungspro-
ze gestartet wird. Die Prozetrigger werden dann vor dem n

achsten benutzerdenier-
ten Trigger in die Liste eingeordnet. Da der n

achste benutzerdenierte Trigger erst
nach Beendigung des Propagierungsprozesses ausgef

uhrt wird, ist v

ollig analog zu dem
IMMEDIATE-Pr

ufungsverhalten in SQL.
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Die Aufgabe der Ausf

uhrungsteuerung, die bei der gew

ahlten Implementierungsstra-
tegie von den Triggern

ubernommen werden soll, kann nur von AFTER-Triggern geleistet
werden, denn das Ausf

uhrungsmodell der BEFORE-Trigger unterst

utzt die Steuerung der
stratumbezogenen Durchf

uhrung eines Fixpunktprozesses nicht. F

ur die PR-Trigger wer-
den somit im weiteren AFTER-Trigger verwendet. Welche Triggertypen f

ur die IP- und
SA-Trigger verwendet werden k

onnen, wird erst in den nachfolgenden Abschnitten bei der
Denition der jeweiligen Verfahren er

ortert.
ROW- vs. STATEMENT-Triggern:
F

ur die Ausf

uhrung einer

Anderungsanweisung wird unabh

angig von der Anzahl der ma-
nipulierten Fakten ein STATEMENT-Trigger aktiviert und ausgef

uhrt (mengenorientiert).
Da die ge

anderten Fakten w

ahrend einer Triggerausf

uhrung in den systeminternen Transi-
tionsrelationen vorliegen, kann auf das Lesen der -Fakten in den -Relationen verzichtet
werden, wenn statt dessen auf die Transitionsrelationen zugegrien wird. Von Vorteil ist
dabei, da z.B. in den Transitionsrelationen von PR-Triggern ausschlielich die zum ak-
tuellen Zeitpunkt zu propagierenden -Fakten vorliegen, w

ahrend in den -Relationen
ggf. eine Menge von -Fakten sowohl der aktuellen

Anderungsanweisung als auch der
vorangegangenen

Anderungsanweisungen der Transaktion vorliegen kann. Bei Zugrien
auf -Relationen m

uten die aktuell relevanten -Fakten explizit selektiert werden.
Werden ROW-Trigger gefeuert, dann wird f

ur jedes manipulierte Fakt ein Trigger-
Ereignispaar gebildet (instanzorientiert). F

ur die Trigger-Ereignispaare liegt das ge

anderte
Fakt in den Transitionsvariablen vor. Auch bei ROW-Triggern kann der Zugri auf die
-Relation durch den Zugri auf die Transitionsvariablen ersetzt werden. Wie das Bei-
spiel 5.1.3 zeigt, kann f

ur STATEMENT-Trigger ein neues Relationssymbol p NEW in der
REFERENCING-Klausel der Transitionsrelation NEW RELATION des Triggers zugeordnet
werden. Die Tupelvariable tv
p
wird dann in der FROM-Klausel statt an p an das neue
Relationssymbol p NEW gebunden. F

ur ROW-Trigger kann die Tupelvariable tv
p
, die in
der Ableitungsvorschrift der Sicht s an die Relation p gebunden ist, in der REFERENCING-
Klausel an die Transitionsvariable NEW ROW gebunden werden. Die Zuordnung des Re-
lationssymbols p und der Tupelvariable tv
p
kann aus der FROM-Klausel entfernt werden.
Beispiel 5.1.3 (ROW- und STATEMENT-Trigger)
Der PR-Trigger pr
1
aus Beispiel 5.1.2 kann wie folgt als STATEMENT- oder als ROW-
Trigger modelliert werden.
TRIGGER pr
1
AFTER INSERT ON 
+
p
REFERENCING NEW RELATION AS p NEW FOR EACH STATEMENT
BEGIN ATOMIC INSERT INTO 
+
s(a
1
; a
2
)
SELECT tv
p
:a
1
; tv
q
:a
2
FROM p NEW AS tv
p
, q AS tv
q
WHERE tv
p
:a
2
= tv
q
:a
1
END;
TRIGGER pr
1
AFTER INSERT ON 
+
p
REFERENCING NEW ROW AS tv
p
FOR EACH ROW
BEGIN ATOMIC INSERT INTO 
+
s(a
1
; a
2
)
SELECT tv
p
:a
1
; tv
q
:a
2
FROM q AS tv
q
WHERE tv
p
:a
2
= tv
q
:a
1
END.
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Da AFTER-Trigger unabh

angig davon, ob sie als ROW- oder STATEMENT-Trigger de-
niert sind, in die gleiche AFTER-Liste eingeordnet werden, sind prinzipiell beide Trig-
gerarten gleich gut geeignet. Die mengenorientierte Ausf

uhrung der STATEMENT-Trigger
entspricht jedoch mehr einer reihenfolgeunabh

angig durchgef

uhrten Propagierung. Die
Einordnung der ROW-Trigger-Ereignispaare ist aufgrund derselben Triggererzeugungszeit
ebenfalls beliebig und nicht durch den Anwender steuerbar.
Entscheidendes Kriterium f

ur die Verwendung von ROW-Triggern ist das unterschied-
liche Verhalten beider Triggerarten, wenn durch eine

Anderungsanweisung keine Fakten
manipuliert werden. Wird w

ahrend eines Propagierungsprozesses eine

Anderungsanwei-
sung ausgef

uhrt, die keine Fakten manipuliert oder die Duplikate in eine Relation einf

ugt
(eektlose Anweisung), dann feuert kein ROW-Trigger, und der Proze kann beschr

ankt
auf die notwendigen Propagierungsschritte von der Triggerkomponente ohne zus

atzliche
Kontrolle gesteuert und beendet werden. Werden hingegen STATEMENT-Trigger verwen-
det, so werden ohne zus

atzliche Abfragen der Inhalte von Transitionsrelationen immer al-
le direkt und indirekt von einer

Anderungsanweisung abh

angigen PR-Trigger ausgef

uhrt,
wodurch sich die Ausf

uhrungszeit des Prozesses ggf. wesentlich verl

angern kann. Damit
bei der Verwendung von STATEMENT-Triggern der Fixpunkt der -Fakten einer rekur-
siven Regelmenge erkannt werden kann, m

ute explizit ermittelt werden, welche Fakten
in welcher Iterationsrunde abgeleitet wurden. Hingegen feuern ROW-Trigger automatisch
nur f

ur solche relevanten Fakten.
5.2 Inkrementelle

Anderungspropagierung
In Abschnitt 5.2.1 wird ein

Anderungspropagierungsverfahren im SQL-Kontext entwickelt
und in Abschnitt 5.2.2 wird f

ur dieses Verfahren ein triggerbasierter Implementierungsan-
satz vorgeschlagen. Wie Verfahren f

ur die Sichtenaktualisierung und Integrit

atspr

ufung
integriert werden k

onnen, wird in den nachfolgenden Abschnitten er

ortert. Um jedoch
unn

otige Wiederholungen zu vermeiden, werden bei einigen Diskussionen bereits die bei-
den Verwendungszwecke ber

ucksichtigt.
5.2.1 Propagierungskonzept
F

ur das

Anderungspropagierungsverfahren wird das DB-Schema S
S
= hB;R; C; T i einer
NSQL-Datenbank D
S
zugrunde gelegt. Die zugelassene Sichtenmenge R entspricht in
Datalog einer stratizierbaren Regelmenge. Rekursive Sichten und Sichtdenitionen mit
Negation sind zul

assig. Aggregatfunktionen und Duplikate werden nicht ber

ucksichtigt.
Sie stellen keine SQL-spezischen Anforderungen dar, und die in den Abschnitten 4.3.1
und 4.3.2 skizzierten L

osungen k

onnen mit geringf

ugigen Anpassungen integriert werden.
Das in diesem Abschnitt entwickelte Propagierungsverfahren setzt voraus, da nur virtu-
elle Sichten vorliegen. Die Optimierungsm

oglichkeiten , die sich aus der Materialisierung
abgeleiteter Faktenmengen ergeben, werden erst in Abschnitt 5.4 ausf

uhrlich er

ortert.
Das nachfolgende Propagierungsverfahren kann auch f

ur materialisierte Sichten angewen-
det werden, sofern im Rahmen der Propagierung die materialisierten Sichten wie virtuelle
behandelt werden, indem immer ihre Ableitungsvorschrift angewendet wird, ohne auf die
gespeicherten Fakten zuzugreifen.
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Da vorausgesetzt wird, da die propagierten -Fakten ggf. mehrfach verwendet werden,
und zwar f

ur die Ableitung weiterer induzierter

Anderungen, f

ur die Sichtenaktualisierung
oder f

ur die Integrit

atspr

ufung, werden mit der Zielsetzung, den Aufwand bei der weiteren
Verarbeitung zu minimieren, nur eektive

Anderungen propagiert. Anderenfalls w

urden
bei mehrfachen Verwendungen auch die unn

otigen -Fakten mehrfach verarbeitet. Die
eektiven induzierten

Anderungen werden im Rahmen eines

anderungsgetriebenen Fix-
punktprozesses ermittelt. Einen Eindruck von der triggerbasierten Implementierung und
der 'bottom up'-Ausf

uhrung wurde bereits in Abbildung 5.3 vermittelt.
Die im weiteren er

orterten zentralen Anforderungen an ein Propagierungsverfahren,
wie die Propagierung zu zwei verschiedenen Zeitpunkten, die Nettoeektberechnung und
die Simulation zweier verschiedener Alt-Zust

ande resultieren unmittelbar aus dem SQL-
Transaktions- und Integrit

atskonzept. Die Anforderung, auch Modikationen zu propa-
gieren, ist unabh

angig vom Kontext.
IMMEDIATE- und DEFERRED Propagierung:
Das SQL-Integrit

atskonzept mit den beiden Pr

ufungszeitpunkten IMMEDIATE und DE-
FERRED erfordert ein angepates Propagierungskonzept. Da IMMEDIATE-Integrit

ats-
bedingungen unmittelbar nach einer Basisfakten

anderung gepr

uft werden, ist es nicht
ausreichend, wie in Datalog nur zum Transaktionsende zu propagieren. Werden hingegen
alle induzierten

Anderungen, auch die, die z.B. nur f

ur die DEFERRED-Integrit

atspr

ufung
verwendet werden, unmittelbar nach einer Basisfakten

anderung propagiert, so liegen zum
Transaktionsende zwar alle induzierten

Anderungen vor, im Falle einer Konsistenzver-
letzung sind aber ggf. unn

otig viele Propagierungsschritte durchgef

uhrt worden. Diese
IMMEDIATE propagierten, aber erst DEFERRED verwendeten -Fakten stellen auch beim
Zur

uckrollen zum letzten konsistenten Zustand einen unn

otigen Mehraufwand dar. Da an-
gestrebt wird, zu jedem der beiden Verarbeitungszeitpunkte nur den Aufwand an Zeit und
Ressourcen zu verbrauchen, der zur Aufgabenerf

ullung unbedingt erforderlich ist, wird der

Anderungspropagierungsproze in einen IMMEDIATE- und einen DEFERRED-Proze auf-
geteilt. Die beiden Zeitpunkte entsprechen denen des SQL-Integrit

atskonzepts.
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Abbildung 5.5: IMMEDIATE- und DEFERRED-Propagierung
Entscheidend f

ur den Zeitpunkt der Propagierung von -Fakten einer Relation ist der
Zeitpunkt der fr

uhestm

oglichen Verwendung der induzierten

Anderungen, der nicht allein
durch den eigenen Verarbeitungszeitpunkt bestimmt wird sondern auch durch die Verar-
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beitungszeitpunkte der direkt und indirekt abh

angigen Sichten und Integrit

atsbedingun-
gen. F

ur die nachfolgende Klassizierung der -Relationen wird sowohl eine IMMEDIATE
und DEFERRED durchgef

uhrte Integrit

atspr

ufung vorausgesetzt wie auch eine zu beiden
Zeitpunkten durchgef

uhrte Sichtenaktualisierung. Das Integrit

atskonzept ist das in Ab-
schnitt 3.1 vorgestellte. Das Sichtkonzept wird in Abschnitt 5.4 deniert. Der verwendete
Begri des DB-Objekts bezieht sich somit auf Sichten und Integrit

atsbedingungen.
Sei R 2 R[B die Denition einer materialisierten oder virtuellen Sicht oder eine Basis-
relation mit den zugeh

origen relevanten 

-Relationen ( 2 f
+
;
 
;

g) eines DB-Schemas
S
S
. Die 

-Relationen werden in zwei disjunkte Klassen (FU
I
\ FU
D
= ;) unterteilt.
 

R ist eine 'rst used' IMMEDIATE--Relation (FU
I
-Relation), gdw. rel(R) das
Symbol einer materialisierten Sicht ist und IMMEDIATE aktualisiert wird, oder min-
destens ein IMMEDIATE-DB-Objekt von R abh

angt.
 

R ist eine 'rst used' DEFERRED--Relation (FU
D
-Relation), gdw. rel(R) das
Symbol einer materialisierten Sicht ist und DEFERRED aktualisiert wird, oder aus-
schlielich DEFERRED-DB-Objekte von R abh

angen.
FU
I
/FU
D
sind die Mengen aller FU
I
-/FU
D
-Relationen eines DB-Schemas. W

ahrend
eines IMMEDIATE-/DEFERRED-Prozesses werden jeweils FU
I
-/FU
D
--Fakten propagiert.
Der IMMEDIATE-Proze beginnt mit der Propagierung der -Fakten der aktuell aus-
zuf

uhrenden Basisfakten

anderungen und wird beendet, sobald alle FU
I
--Fakten vorlie-
gen. Nach Beendigung des IMMEDIATE-Prozesses k

onnen mit dem Ziel der Einsparung
von Speicherplatz die f

ur den DEFERRED-Proze nicht mehr ben

otigten -Fakten gel

oscht
werden. Nicht mehr ben

otigt werden die -Fakten, von deren Relationen ausschlielich
IMMEDIATE-DB-Objekte direkt abh

angen. Besteht f

ur mindestens ein DEFERRED-DB-
Objekt eine direkte Abh

angigkeit, so wird dieses -Fakt bis zum DEFERRED-Propagie-
rungsproze gespeichert. F

ur die Ableitung der FU
D
--Fakten werden die FU
I
--Fakten
zugrunde gelegt. Somit wird vermieden, da Fakten, auf die in beiden Prozessen zuge-
grien werden, zweimal abgeleitet werden. Zur Identizierung dieser -Fakten, die nur
im IMMEDIATE-Proze ben

otigt werden, wird die Klasse der 'last used'-IMMEDIATE--
Fakten gebildet, die eine echte Teilmenge der FU
I
--Fakten ist (LU
I
 FU
I
).
 R ist eine 'last used' IMMEDIATE--Relation (LU
I
-Relation), gdw. R 2 FU

I
und keine DEFERRED-DB-Objekte von R abh

angen. LU
I
ist die Menge aller
LU
I
-Relationen eines DB-Schemas.
F

ur das Beispiel 3.1.4 aus Abschnitt 2.2 veranschaulicht Abbildung 5.6, zu welchem
Zeitpunkt welche Fakten propagiert werden. W

ahrend des IMMEDIATE-Prozesses werden
die -Fakten der FU
I
-Relationenmitarbeiter, abteilung, mita abt, mita mgr propagiert.
Die Propagierung des DEFERRED-Prozesses startet mit den -Fakten der FU
I
-Relationen,
die keine LU
I
-Relationen sind (mitarbeiter, mita mgr), und auf ihrer Basis werden die
-Fakten der FU
D
-Relation lower mgr propagiert.
Modikationen:
Neben Einf

ugungen und L

oschungen werden auch Modikationen propagiert. Bereits
im Datalog-Kontext (Abschnitt 4.3.3) wurde ein gegen

uber Urp/Olive ([UO92]) und
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mita
_mgr
mita
_abt
mitar-
beiter
ic_1
ic_2
lower
_mgr
Stratum
0
1
2
3
mita
_mgr
mita
_abt
mitar-
beiter
ic_1
ic_2
lower
_mgr
D
D
D
D
I
I
I
I
abtei--
lung
abtei--
lung
PR-Trigger
PL-Trigger
IMMEDIATE-Prozeß DEFERRED-Prozeß
Abbildung 5.6: IMMEDIATE- und DEFERRED-'bottom up'-Propagierung
Mayol/Teniente ([MT95]) erweiterter Ansatz zur Propagierung von Modikationen ent-
wickelt. Das dort spezizierte Konzept mu der Syntax von NSQL angepat werden.
Sei S 2 R eine Sichtdenition von D
S
und R
1
; :::; R
m
die Relationen, von denen S
direkt abh

angig ist (S <
1
R
i
; 1  i  m), wobei R
1
; :::; R
k
(k  m) in der FROM-Klausel
des Anfrageausdrucks auftreten und R
k+1
; :::; R
m
in Unteranfragen.
 R
i
induziert eine Modikation (S),
gdw. R
i
2 fR
1
; :::; R
k
g ^ sich ausschlielich Werte von R
i
-Attributen

andern, die in
der SELECT-Liste auftreten, aber nicht in der WHERE-Klausel des Anfrageausdrucks
oder in einer Unteranfrage.
 R
i
induziert eine Einf

ugung (+S) und L

oschung ( S),
gdw. R
i
2 fR
1
; :::; R
m
g ^ R
i
-Attribute manipuliert werden, die in der WHERE-
Klausel des Anfrageausdrucks oder in einer Unteranfrage auftreten.
 R
i
wird nicht propagiert,
gdw. R
i
2 fR
1
; :::; R
m
g ^ ausschlielich R
i
-Attribute modiziert werden, die weder
in der SELECT-Liste noch in der WHERE-Klausel des Anfrageausdrucks oder in einer
Unteranfrage auftreten.
Diese attributbezogene Relevanz gilt unter Ber

ucksichtigung der Polarit

at analog f

ur In-
tegrit

atsbedingungen. Ist eine Integrit

atsbedingung IC relevant f

ur eine Modikation von
R
i
, und ist sie auch von einer L

oschung von R
i
-Fakten betroen, dann wird IC f

ur die
alten Werte des manipulierten Fakts gepr

uft. Ist IC f

ur R
i
und +R
i
relevant, dann
wird IC f

ur die neuen Werte gepr

uft.
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Nettoeektberechnung
Da w

ahrend eines IMMEDIATE-Prozesses eine Menge von Basisfakten

anderungen der ak-
tuellen

Anderungsanweisung propagiert wird und w

ahrend des DEFERRED-Prozesses die
Folge der Basisfakten- und induzierten

Anderungen der aktuellen Transaktion, stellt
sich die Frage nach der Berechnung des Nettoeekts der

Anderungen (Abschnitte 2.1.3,
2.2.4). Aufgrund des SQL-Transaktionskonzepts ergeben sich f

ur Basisfakten

anderungen
w

ahrend eines IMMEDIATE- und eines DEFERRED-Prozesses ggf. unterschiedliche Bedeu-
tungen.
Die Semantik einer Basisfakten

anderung und der durch sie induzierten

Anderungen in
einem IMMEDIATE-Propagierungsproze wird durch verschiedene Eigenschaften bestimmt.
Eine zentrale Eigenschaft ist neben der Ausf

uhrung nur eektiver Basisfakten

anderungen
(Denition 2.2.18) auch die Propagierung nur eektiver induzierter

Anderungen. Stellt
z.B. eine Basisfakten

anderung die Einf

ugung eines Duplikats dar oder die L

oschung ei-
nes nicht vorhandenen Fakts, so wird sie weder ausgef

uhrt noch propagiert (eektlose

Anderung). Diese beiden Eigenschaften zusammen mit den Tatsachen, da die

Anderun-
gen einer Anweisung koniktfrei sind, und, da im Rahmen der IMMEDIATE-Propagierung
nur

Anderungen einer Anweisung verarbeitet werden, gew

ahrleisten, da keine Konikte
auftreten k

onnen. Eine Nettoeektberechnung f

ur eine IMMEDIATE-Propagierung ist so-
mit nicht erforderlich.
W

ahrend eines IMMEDIATE-Propagierungsprozesses werden die

Anderungen der aktuel-
len Anweisung v

ollig isoliert betrachtet. Alle

Anderungen vorangegangener Anweisungen
der Transaktion werden nicht ber

ucksichtigt, so da z.B. die L

oschung eines Fakts, das
erst in der aktuellen Transaktion eingef

ugt wurde, w

ahrend des IMMEDIATE-Prozesses
behandelt wird, als w

are das Fakt bereits zu Beginn der Transaktion vorhanden gewesen.
W

ahrend eines DEFERRED-Prozesses heben sich die beiden kompensierenden

Anderungen
(Einf

ugung und L

oschung des gleichen Fakts) in ihrer Wirkung auf und werden weder pro-
pagiert noch verarbeitet. Zum Ende einer Transaktion mu also sehr wohl ein Nettoeekt
berechnet werden.
Da nur eektive

Anderungen ausgef

uhrt und propagiert werden, treten in einem DEFER-
RED-Proze nur die in Abschnitt 2.1.3 er

orterten Koniktf

alle 2, 3, 6 und 7 auf. Da aber ei-
ne SQL-Transaktion eine Folge von

Anderungen ist, stellen diese vier F

alle keine Konikte
dar, sondern lediglich

Anderungssequenzen (Folgemodikationen), die zu einer

Anderung
zusammengefat werden k

onnen. So kann z.B. die Sequenz +p(a; b);(p(a; c)p(a; b)) zu
der

Anderung +p(a; c) zusammengefat werden. Bei der Sequenz +p(a; b); p(a; b) he-
ben sich die

Anderungen in ihrer Wirkung auf und werden nicht propagiert (eektlose

Anderung).
Von den DB-Systemen kommerzieller Hersteller werden zwar die Nettoeektfakten zum
Ende der Transaktion z.B. f

ur die Integrit

atspr

ufung verwendet, sie sind aber f

ur Anwen-
der nicht zugreifbar. Auch das SQL-Triggerkonzept bietet, da zum Transaktionsende keine
Trigger gefeuert oder ausgef

uhrt werden, keine M

oglichkeiten, auf die Nettoeektfakten
zuzugreifen. Es ist somit Aufgabe des Propagierungsverfahrens, die Nettoeektfakten be-
reitzustellen. Zu diesem Zweck werden die -Fakten der Basisfakten

anderungen und der
durch sie induzierten

Anderungen in -Basisrelationen gespeichert.
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Zur Identizierung der Reihenfolge des Auftretens der

Anderungen in einer Trans-
aktion wird f

ur eine

Anderungsanweisung und den durch sie manipulierten Basisfak-
ten

anderungen sowie ihren induzierten

Anderungen eine Propagierungsprozenum-
mer (PP-Nummer) als ein gemeinsamer Zeitstempel vergeben. Die PP-Nummer ist
innerhalb einer Transaktion eindeutig und kann ein Zeitstempel sein oder die Num-
mer der Ausf

uhrungsreihenfolge der

Anderungsanweisung. Mittels der PP-Nummer kann
dann zum Transaktionsende die f

ur die Nettoeektberechnung entscheidende Reihenfol-
ge der

Anderungen ermittelt werden. Die Struktur jeder -Relation wird um die PP-
Nummer pp id erg

anzt. Sei R 2 R[B eine Relation mit n Attributen, dann werden vom
Pr

aprozessor -Relationen mit folgendem Schema generiert:
 F

ur Einf

ugungen/L

oschungen: 
?
R (A
1
; :::; A
n
; pp id) mit ? 2 f
+
;
 
g.
 F

ur Modikationen: 

R (A
new
1
; :::; A
new
n
; A
old
1
; :::; A
old
n
; pp id)

+
R(A
new
1
; :::; A
new
n
; pp id)

 
R(A
old
1
; :::; A
old
n
; pp id).
Der Pr

aprozessor verwaltet zur Vergabe der korrekten PP-Nummer transaktionsspezisch
eine globale Variable, die sogenannte SYSTEM PP ID.
Zudem wird die PP-Nummer f

ur die Simulation des alten Zustands R
old
einer Rela-
tion R verwendet. Aufgrund des SQL-Transaktionskonzepts m

ussen die lokal- und global
konsistenten Zust

ande unterschieden werden. Im Rahmen eines IMMEDIATE-Prozesses
bezeichnet R
old
den lokal-konsistenten Zustand vor Beginn der Ausf

uhrung der Basis-
fakten

anderung M
i
aus der Transaktion M:= fM
1
; :::; M
i 1
; M
i
; :::; M
n
g. Die f

ur
die Simulation von R
old
i
notwendige Unterscheidung der -Fakten einer Relation, ob sie
durch die aktuelle (M
i
) oder vorangegangene Basisfakten

anderungen (M
1
; :::; M
i 1
)
induziert wurden, wird anhand der PP-Nummer getroen. Ausf

uhrlich wird die Simu-
lation der verschiedenen alten Zust

ande zusammen mit den Transitionssichten er

ortert
(Denition 5.2.3).
Zwei weitere naheliegende Aufgabenstellungen einer solchen PP-Nummer werden durch
die Triggerkomponente gel

ost. Da in den -Relationen alle Fakten seit Beginn der Trans-
aktion gespeichert sind, m

ute bei einer deduktiven Implementierung mit Hilfe der PP-
Nummer selektierend auf die -Relationen zugegrien werden, um nur die f

ur den aktuel-
len Proze zu propagierenden Fakten zu ermitteln. Bei der aktiven Implementierungsstra-
tegie hingegen liefert das feuernde Ereignis, die Einf

ugung eines -Fakts, die notwendigen
Informationen. Ein weiterer Punkt ist die Simulation des lokalen ROLLBACKs. Bei einer
deduktiven Implementierung m

uten alle -Fakten mit der gleichen PP-Nummer wie die
fehlererzeugende Basisfakten

anderung explizit aus den -Relationen gel

oscht werden. Bei
der aktiven Implementierungsstrategie wird der gleiche Eekt durch den Abbruch (feh-
lerhaftes Beenden) der Ausf

uhrung eines Triggers erreicht.
Pr

aprozessor-L

osung:
F

ur die Ausf

uhrung des Pr

aprozessors zur Schemaentwurfszeit k

onnen drei Hauptaufga-
ben identiziert werden. Zur ersten Aufgabe der Analyse des DB-Schemas geh

ort u.a. die
FU-, LU-Klassizierung. Ziel dieser und weiterer noch zu diskutierender Analyseaufga-
ben ist es, die Triggerausf

uhrungen soweit wie m

oglich auf das Minimum zu beschr

anken.
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Diese Phase beinhaltet auch die Speicherung der Analyse-Ergebnisse im Pr

aprozessor-
Schema. Ausgehend von den im DB- und Pr

aprozessor-Schema dokumentierten Basisre-
lationen, Sichten und ASSERTIONs werden die f

ur die Verfahrensausf

uhrung erforderlichen
DB-Objekte wie -Basisrelationen, Transitionssichten (2. Aufgabe) und Prozetrigger
(3. Aufgabe) generiert. Welche der Triggerarten (PL, PR, IP oder SA) jeweils zu den
Prozetriggern geh

oren, h

angt von der Aufgabenstellung des Verfahrens ab.
BEGIN
Analysieren des DB-Schemas S
S
der Datenbank D
S
;
Generieren der relevanten -Basisrelationen und Transitionssichten;
Generieren der relevanten Prozetrigger;
END.
Da virtuelle Sichten auch in kommerziellen SQL-basierten DB-Systemen zul

assige DB-
Objekte sind, kann der Pr

aprozessor unmittelbar auf die systeminternen Schemarela-
tionen zugreifen. Zur Verwaltung der Sichten k

onnen die entsprechenden SQL-DDL-
Anweisungen verwendet werden. Da keine Trigger f

ur DDL-Anweisungen deniert wer-
den k

onnen, mu der Anwender zum Ende des Schemaentwurfs bzw. zum Ende einer
Schemamodikation die Pr

aprozessor-Prozedur aufrufen.
5.2.2 Triggerbasierte Propagierung
Aufgrund der Komplexit

at verschiedener Teilprobleme wird die Implementierungsstra-
tegie in vier Themenschwerpunkten ausf

uhrlich er

ortert. Zuerst wird die 'bottom up'-
Propagierung induzierter

Anderungen diskutiert, wie sie gleichermaen f

ur den IMMEDI-
ATE- wie auch DEFERRED-Proze durchgef

uhrt wird. Der f

ur beide Prozesse sehr unter-
schiedliche Start wird in zwei separaten Themenbl

ocken er

ortert. Abschlieend werden
die Transitionssichten und die spezialisierten Ableitungsvorschriften, die als Anfragen im
Triggeraktionsteil auftreten, deniert.
'Bottom up'-Propagierung:
Statt der deduktiven -Regeln beim generischen Verfahren werden sogenannte Propagie-
rungstrigger (PR-Trigger) mit den beiden Aufgaben der Propagierung induzierter

Ande-
rungen und der Steuerung der 'bottom up'-

Anderungspropagierung generiert (Beispiel
5.1.2). Analog zu dem Vorgehen bei der Generierung spezialisierter Datalog-Regeln wer-
den f

ur jede RelationR 2 RV[B, die in einer Sichtdenition S 2 RV auftritt, und f

ur jede
relevante

Anderungsart ( 2 f
+
;
 
;

g) PR-Trigger generiert. Im Aktionsteil tritt die For-
mel der spezialisierten Ableitungsvorschrift von S als Anfrageausdruck auf. PR-Trigger
feuern f

ur die Einf

ugung eines -Fakts in eine -Relation. Bei der Triggerausf

uhrung
wird die Formel der spezialisierten Ableitungsvorschrift angewendet, um die induzierten
-Fakten abzuleiten, die dann in die entsprechende -Relation von S eingef

ugt werden,
wodurch die zugeh

origen PR-Trigger aktiviert werden.
Zur Steuerung der Ausf

uhrung der PR-Trigger zum IMMEDIATE- oder DEFERRED-
Zeitpunkt erzeugt der Pr

aprozessor im DB-Schema eine Basisrelation 'propagation' mit
dem Attribut 'mode'. Transaktionsspezisch wird dort das Kennzeichen 'I' bzw. 'D' f

ur
den aktuell bearbeiteten Proze gespeichert. Der Pr

aprozessor generiert IMMEDIATE- und
DEFERRED-PR-Trigger, in deren WHEN-Klausel das propagation-Kennzeichen abgefragt
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wird. Nachteil dieser L

osung ist, da alle PR-Trigger zu einem relevanten Ereignis feu-
ern und in die Ausf

uhrungsliste sowohl Trigger-Ereignispaare von IMMEDIATE- wie auch
DEFERRED-Triggern eingeordnet werden. Erst zum Ausf

uhrungszeitpunkt wird die Be-
dingung gepr

uft, so da nur die relevanten Prozetrigger ausgef

uhrt werden.
Die stratumbezogene Ausf

uhrungsreihenfolge der PR-Trigger wird durch den Zeit-
punkt ihrer Generierung gesteuert. Die Erzeugungszeit der PR-Trigger, die im Stratum
j ausgef

uhrt werden sollen, ist kleiner als die der PR-Trigger des Stratums j + x (x > 0).
Die PR-Trigger werden unabh

angig von ihrem Aktivierungszeitpunkt gem

a ihrer Trig-
gererzeugungszeit in die Abarbeitungsliste der AFTER-Trigger eingeordnet und somit stra-
tumbezogen ausgef

uhrt (Abschnitt 5.1.3, Abbildung 5.4). Der Propagierungsproze ter-
miniert automatisch, wenn mittels PR-Triggern keine neuen -Fakten mehr abgeleitet
werden k

onnen, oder wenn keine neuen PR-Trigger gefeuert werden. Die Zusammenh

ange
zwischen der Einordnung in die AFTER-Liste einer Basisfakten

anderung und dem Aus-
f

uhrungszeitpunkt wird in den Abbildungen 5.7 und 5.8 skizziert.
Das Konzept der Einordnung in die AFTER-Liste gew

ahrleistet auch die korrekte Pro-
pagierung von -Fakten rekursiver Sichten. Alle Trigger rekursiv abh

angiger Sichten
geh

oren einem Stratum an, und mit der Bearbeitung des n

achsten Stratums kann erst
fortgefahren werden, wenn alle Trigger-Ereignispaare des aktuellen ausgef

uhrt sind und
keine neuen mehr eingeordnet werden. Aufgrund des Triggerausf

uhrungsmodells und des
Verbots von Duplikaten werden wiederholte Ableitungen von -Fakten erkannt und nicht
weiterpropagiert. Denn eine

Anderung, die ein Duplikat verursachen w

urde, ist eine eekt-
lose

Anderung, und f

ur eektlose

Anderungen werden keine AFTER-ROW-Trigger gefeuert.
Da das feuernde Ereignis die Einf

ugung in eine -Relation ist, und die Trigger nur f

ur
Basisrelationen deniert werden k

onnen, werden alle -Relationen als Basisrelationen de-
niert. Die Ausf

uhrung von

Anderungsanweisungen auf Relationen ist als Ereignis f

ur die
PR-Trigger ungeeignet. Zwar k

onnten Trigger f

ur die Basisrelationen, mit denen materia-
lisierte Sichten simuliert werden, deniert werden jedoch f

ur virtuelle Sichten k

onnen die
Trigger nicht formuliert werden. Zudem k

onnen

Anderungsanweisungen nur f

ur bestimm-
te Sichten ausgef

uhrt werden. Aufgrund des triggerbasierten Implementierungsansatzes
sind Optimierungsstrategien ausgeschlossen, die versuchen, die Ausf

uhrungszeit des Pro-
pagierungsprozesses unter Abw

agung der Kosten f

ur die Speicherung und der Kosten f

ur
ggf. wiederholte Ableitungen weiter zu reduzieren, indem individuell f

ur jede -Relation
entschieden wird, ob sie als Basisrelation oder als Sicht realisiert wird (Abschnitt 4.3.7).
F

ur eine

ubersichtlichere Darstellung wird die Denition der PR-Trigger in die des
Triggers und in die der spezialisierten -Anfrage (Denition 5.2.2) unterteilt. Ein Bei-
spiel f

ur einen PR-Trigger wird zusammen mit der zugeh

origen -Anfrage in Beispiel
5.2.1 gegeben. Um

uber die Relevanz von Sichten im Rahmen eines Propagierungs-
prozesses zur Schemaentwurfszeit entscheiden zu k

onnen, werden vom Pr

aprozessor die
Abh

angigkeitsgraphen f

ur Relationen G
D
(Denition 2.1.12) und f

ur Attribute G
attr
D
(De-
nition 2.1.13) f

ur das zugrunde liegende DB-Schema S
S
erstellt. Die Beurteilung der
Relevanz eines PR-Triggers sowie die Ber

ucksichtigung der Polarit

aten von zu propagie-
renden und induzierten

Anderungen erfolgt bereits bei der Generierung der spezialisierten

y
S

z
R
query-Anfrage (y; z 2 f
+
;
 
;

g) , so da f

ur jede generierte -Anfrage ein ent-
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sprechender PR-Trigger generiert werden mu.
CREATE TRIGGER pr 
y
S

z
R
AFTER INSERT ON 
z
R
REFERENCING NEW ROW AS T
R
FOR EACH ROW
WHEN (EXISTS (SELECT 1 FROM propagation WHERE mode = 'I' j 'D' ) )
BEGIN ATOMIC INSERT INTO 
y
S 
y
S

z
R
query; END;
PR-Trigger feuern f

ur die Ausf

uhrung einer Einf

ugung in die 
z
-Basisrelation der Re-
lation R. An die Transitionsvariable wird die Tupelvariable T
R
gebunden, die in der
Ableitungsvorschrift von S an die Relation R gebunden ist und als freie Tupelvariable in
der 
y
S

z
R
query-Anfrage auftritt. Mittels der WHEN-Formel wird die Ausf

uhrung die-
ses Trigger w

ahrend eines IMMEDIATE- oder DEFFERED-Prozesses gesteuert. Als Aktion
wird die zur Laufzeit mit den Werten des eingef

ugten -Fakts instanziierte 
y
S

z
R
query-
Anfrage angewendet. Die Ergebnisfakten werden in die 
y
S-Basisrelation eingef

ugt.
Bei der Propagierung einer Modikation R darf ein PR-Trigger ausschlielich f

ur
Wert

anderungen relevanter Attribute feuern. Die Wert

anderungen m

ussen explizit in der
WHEN-Bedingung oder im Aktionsteil abgefragt werden. Seien A
g
; :::; A
h
die Attribute
von R, deren Wert

anderungen relevant f

ur induzierte Einf

ugungen/L

oschungen sind, und
A
k
; :::; A
l
(fA
g
; :::; A
h
g \ fA
k
; :::; A
l
g = ;) die, die f

ur induzierte Modikationen relevant
sind. Dann kann die WHEN-Bedingung f

ur eine attributbezogene Ausf

uhrungskontrolle
wie folgt erweitert werden:
4
f

ur induzierte Einf

ugungen +S/L

oschungen  S:
AND ( T
R
:A
new
g
6= T
R
:A
old
g
OR ... OR T
R
:A
new
h
6= T
R
:A
old
h
),
f

ur induzierte Modikationen S:
AND ( T
R
:A
new
k
6= T
R
:A
old
k
OR ... OR T
R
:A
new
l
6= T
R
:A
old
l
)
AND ( T
R
:A
new
g
= T
R
:A
old
g
AND ... AND T
R
:A
new
h
= T
R
:A
old
h
):
Pr

aprozessor-L

osung:
Damit die f

ur eine Relevanzanalyse erforderlichen Informationen f

ur die Triggergenerie-
rung zur Verf

ugung stehen, werden vom Pr

aprozessor Abh

angigkeitsgraphen erstellt. Der
Schritt der Triggergenerierung kann nun hinsichtlich des Zeitpunkts der Erzeugung der
einzelnen PR-Trigger dierenzierter formuliert werden. Sei RV eine Menge virtueller
Sichten und 
max
das maximale Stratum einer Sichtenmenge.
Alle generierten DB-Objekte werden im DB-Schema erzeugt, so da die Kontrolle ih-
rer Ausf

uhrung dem DB-System unterliegt. Zur Speicherung der f

ur die Relevanzana-
lyse erforderlichen Informationen wird das Pr

aprozessor-Schema um Relationen f

ur die
Abh

angigkeitsgraphen und die Stratazuordnung erweitert.
4
Obwohl im Hinblick auf die Transformation zwischen Datalog und NSQL der Disjunktionsoperator
nicht in NSQL-Formeln zul

assig ist, wird er hier aus Gr

unden der besseren Lesbarkeit trotzdem ver-
wendet. Ist kein OR-Operator zul

assig, so mu obige Bedingung im Aktionsteil als Selektion bzgl. der
Transitionstabellen mit entsprechenden UNION-Verkn

upfungen formuliert werden.
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BEGIN
   Analysieren des DB-Schemas S
S
der Datenbank D
S
;
Erstellen der Abh

angigkeitsgraphen G
D
und G
Attr
D
;
Klassizieren FU-, LU--Relationen und -Integrit

atsbedingungen;
8 R 2 B[RV : Zuordnen der Strata (R);
   Generieren der -Basisrelationen und Transitionssichten;
8 R 2 B[RV : Generieren der relevanten 

R-Basisrelationen ( 2 f
+
;
 
;

g)
   Generieren der Prozetrigger;
j := 1;
REPEAT
8 R 2 RV ^ (R) = j : Generieren der relevanten PR-Trigger;
j := j + 1;
UNTIL j = 
max
(RV);
END.
Start eines IMMEDIATE-Prozesses:
Die Ausf

uhrung eines IMMEDIATE-Prozesses unmittelbar nach der Ausf

uhrung einer

Ande-
rungsanweisung M 2 M ( 2 f
+
;
 
;

g) wird durch die Ausf

uhrung von M selbst ge-
startet. Da aber PR-Trigger f

ur -Relationen deniert sind, werden zuerst sogenannte
Protokolltrigger (PL-Trigger) ausgef

uhrt, die die -Fakten der Basisfakten

anderungen
zusammen mit der aktuellen PP-Nummer (SYSTEM PP ID) in die zugeh

orige -Relation
speichern. Dieses Protokollereignis feuert dann die PR-Trigger des ersten Stratums. Die
Erzeugungszeit jedes PL-Triggers ist kleiner als die aller PR-Trigger. Da alle Proze-
trigger (PL- und PR-Trigger) direkt oder indirekt durch M aktiviert werden, werden
alle gem

a ihrer Erzeugungszeit in die AFTER-Triggerliste von M eingeordnet und stel-
len f

ur das DB-System einen gemeinsamen Proze dar. Diese mittelbare und unmittelbare
Abh

angigkeit aller Trigger von einem urspr

unglichen Ereignis erm

oglicht erst eine stra-
tumbezogene Ausf

uhrung der Trigger. Zudem ist die Abh

angigkeit wichtig zur Simulation
eines lokalen ROLLBACKs bei einer Konsistenzverletzung (Abschnitt 5.3). Die Einordnung
der Prozetrigger in eine gemeinsame AFTER-Liste und ihre stratumbezogene Ausf

uhrung
wird in Abbildung 5.7 veranschaulicht.
Der Pr

aprozessor generiert f

ur jede relevante Basisrelation B 2 B und f

ur jede zu-
geh

orige -Basisrelation 
y
B (y 2 f
+
;
 
;

g) einen PL-Trigger pl 
y
B als AFTER ROW-
Trigger. Die Tupelvariable f

ur das eingef

ugte Fakt bzw. f

ur die neuen Werte des mo-
dizierten Fakts ist T
new
und die f

ur das gel

oschte bzw. f

ur die alten des modizierten
Fakts ist T
old
( 2 fT
new
; T
old
g). Die globale Variable SYSTEM PP ID enth

alt die eindeu-
tige PP-Nummer der aktuell bearbeiteten

Anderungsanweisung, damit alle zugeh

origen
Basisfakten- und induzierten

Anderungen identiziert werden k

onnen.
CREATE TRIGGER pl 
y
B
AFTER INSERT j DELETE j UPDATE OF (A
g
; :::; A
h
) ON B
REFERENCING OLD ROW AS T
old
NEW ROW AS T
new
FOR EACH ROW
BEGIN ATOMIC INSERT INTO 
y
B
VALUES ( :A
1
; :::;:A
n
; SYSTEM PP ID ) ;
END;
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*M:
Zeit
Anweisung *M ausführen:
*M-Fakten manipulieren
AFTER-Liste *M
PL  ; PL  ;...; PL  ;    PR   ; PR   ;...; PR        ;...;    ;...;       PR    ; PR    ;...; PR 
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx...
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xxx
xxx
xxx
xxx
xxx
xxx
xxx...
Stratum 1 Stratum 2 Stratum m...
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx...
xx
xx
xx
xx
xx
xx
xx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx...
PL-Trigger
...
PR-Trigger
121 2 n 11 1g m1 m2 mg'
Abbildung 5.7: Triggerreihenfolge der IMMEDIATE-Propagierung
Die Attribute A
g
; :::; A
h
sind diejenigen Attribute, deren Wert

anderungen f

ur Sichten und
Integrit

atsbedingungen relevant sind. Bei einer Modikation mu obige Einf

ugeanweisung
gem

a der Attributstruktur der 

-Basisrelation angepat werden.
Pr

aprozessor-L

osung:
Damit der Start von IMMEDIATE-Prozessen gew

ahrleistet ist, wird die Aufgabe der Ge-
nerierung von Prozetriggern um die Erzeugung der PL-Trigger erweitert.
   Generieren der Prozetrigger;
8 B 2 B : Generieren der relevanten PL-Trigger;
...
Dieser Schritt ist vor der Generierung der PR-Trigger auszuf

uhren, damit die Triggerer-
zeugungszeiten der PL-Trigger kleiner sind als die der PR-Trigger.
Start eines DEFERRED-Prozesses:
Der Start eines DEFERRED-Prozesses zum Transaktionsende ist wesentlich komplexer als
der eines IMMEDIATE-Prozesses, da zum Transaktionsende keine Trigger gefeuert oder
ausgef

uhrt werden. Der DEFERRED-Proze wird durch den Aufruf einer DB-Prozedur
commit iv
5
gestartet, die vom Anwender anstelle der COMMIT-Anweisung aufgerufen
wird. W

ahrend einer Transaktion ist dieser Prozeduraufruf der einzige Punkt, an dem die
Systemerweiterung f

ur den Anwender nicht transparent ist.
Um Speicherressourcen freizugeben, k

onnen zu Beginn der Ausf

uhrung von commit iv
die -Fakten (LU
I
--Fakten) gel

oscht werden, die IMMEDIATE propagiert wurden und
f

ur den DEFERRED-Proze nicht relevant sind. Alternativ k

onnen die LU
I
-Fakten auch
als letzte Aktion der PL-Trigger ausgef

uhrt werden, wodurch der Speicherplatz bereits zu
einem fr

uheren Zeitpunkt freigegeben w

urde. Aus Gr

unden einer

ubersichtlicheren Dar-
stellung des Prozeablaufs ist das Transaktionsende als L

oschzeitpunkt gew

ahlt worden.
5
'iv' symbolisiert die gegen

uber der COMMIT-Anweisung erweiterte Funktionalit

at der Inte-
grit

atspr

ufung ('integrity checking') und Sichtenaktualisierung ('view maintenance').
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F

ur die relevanten -Fakten wird reihenfolgeabh

angig gem

a der PP-Nummer der
Nettoeekt berechnet. Die Modikation des in der propagation-Relation gespeicherten
Propagierungsmodus auf den Wert 'D' startet den DEFERRED-Proze. Zudem wird da-
durch gew

ahrleistet, da nun die DEFERRED-PR-Trigger ausgef

uhrt werden. Terminiert
der DEFERRED-Proze, dann wird das Steuerungskennzeichen f

ur den ersten IMMEDIATE-
Proze der n

achsten Transaktion wieder auf 'I' zur

uckgesetzt. Abschlieend werden alle
-Basisrelationen geleert und die Transaktion mit einer COMMIT-Anweisung beendet.
Die Abl

aufe bei der Ausf

uhrung der commit iv Prozedur werden in Abbildung 5.8 veran-
schaulicht.
PROCEDURE commit iv BEGIN
L

oschen aller -Fakten aus den LU

I
--Basisrelationen;
Berechnen des Nettoeekts der Fakten der -Basisrelationen
   Start des DEFERRED-Prozesses
UPDATE propagation SET mode = 'D';
   Zur

ucksetzen f

ur den 1. IMMEDIATE-Proze der n

achsten Transaktion
UPDATE propagation SET mode = 'I';
L

oschen aller -Fakten;
COMMIT;
END;
Da DEFERRED-PR-Trigger f

ur Einf

ugungen in -Basisrelationen feuern, kann ein DE-
FERRED-Proze nur mittelbar durch die 'UPDATE propagation'-Anweisung gestartet wer-
den. Um den DEFERRED-Proze zu starten, werden alle Nettoeekt--Fakten gel

oscht
und wieder eingef

ugt, wodurch die DEFERRED-PR-Trigger feuern. Die DELETE- und
INSERT-Anweisungen werden jedoch als Aktion eines initial
D
-Triggers ausgef

uhrt, der
selbst f

ur die Ausf

uhrung der 'UPDATE propagation'-Anweisung aktiviert wird. W

urden
die Einf

ugungen direkt durch die commit iv-Prozedur durchgef

uhrt, so w

urde jede einzel-
ne Einf

ugung (unabh

angige Basisfakten

anderungen) einen DEFERRED-Proze initiieren,
statt eines gemeinsamen Prozesses wie in Folge der Ausf

uhrung des initial
D
-Triggers. Die
L

oschungen und Einf

ugungen des initial
D
-Triggers sind somit abh

angig von der urspr

ung-
lichen Modikationsanweisung f

ur propagation, und alle gefeuerten PR-Trigger werden in
die AFTER-Liste des Modikationsereignisses eingeordnet. Dieses Detail der Ausf

uhrung
eines DEFERRED-Prozesses wird ebenfalls in Abbildung 5.8 verdeutlicht.
CREATE TRIGGER initial
D
AFTER UPDATE ON propagation REFERENCING NEW AS neu FOR EACH ROW
WHEN T:mode = 'D'
BEGIN ATOMIC L

oschen aller -Fakten;
Wiedereinf

ugen aller -Fakten;
END;
Die aufwendigen L

osch- und Einf

ugeaktionen erm

oglichen die analoge Durchf

uhrung ei-
ner DEFERRED-Verarbeitung mit einer IMMEDIATE-Verarbeitung. Wird auf die Einf

ugung
der Nettoeektfakten als ausl

osendes Ereignis verzichtet, so mu f

ur die DEFERRED-
Propagierung ein grundlegend neues Konzept entwickelt werden, das sich in seinen wesent-
lichen Steuerungsmechanismen zur IMMEDIATE-Propagierung unterscheidet. Wesentlicher
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Nachteil einer solchen L

osung ist, da zentrale Triggereigenschaften, wie Transitionsvaria-
blen und faktenspezische Aktivierung, nicht genutzt werden k

onnen. Eine triggerbasierte
L

osung w

are dann insgesamt in Frage zu stellen, und mit dem Ziel weiterer Performanz-
steigerungen w

are ggf. eine prozedurale L

osung mit -Sichten vorzuziehen.
  -Fakten 
löschen
Zeit
'commit_iv' ausführen:
UPDATE propagation
SET mode = 'D'
AFTER-Liste von UPDATE propagation
Initial   ; PR   ; ...; PR     ;...;  ;...; PR   ; ...; PR   
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx
xx...
Stratum i Stratum j...
xx
xx
xx
xx
xx
xx
xx
xx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
...
LU -Fakten löschenI
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
xxxxxxxxxxx
Nettoeffekt 
berechnen
...
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
UPDATE propagation
SET mode = 'I'
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
xxxxxxxxxxxx
COMMIT
PR-Trigger
D i1 1l j1 jk
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
xxxxxxxxxxxxxx
Initial  -TriggerD
Nettoeffektfakten
löschen einfügen
Abbildung 5.8: Triggerreihenfolge der DEFERRED-Propagierung
Pr

aprozessor-L

osung:
Zur L

osung geh

oren neben der Pr

aprozessor-Prozedur auch die 'commit iv'-Prozedur und
der Initial-Trigger, die jedoch nur w

ahrend der Transaktion ausgef

uhrt werden.
-Anfrageausdr

ucke und Transitionssichten:
Sei S eine SQL-Sichtdenition der Form
S (A
1
; : : : ; A
n
) AS SELECT t
1
; :::; t
n
FROM R
1
AS T
R
1
; : : : ; R
m
AS T
R
m
WHERE F
und R
i
(1  i  m) das Relationssymbol f

ur das die Spezialisierung durchgef

uhrt wird.
Da PR-Trigger, in denen die spezialisierten Ableitungsvorschriften angewendet werden,
als ROW-Trigger deniert sind, liegen die Werte des zu propagierenden Fakts bei der Trig-
gerausf

uhrung in den Transitionsvariablen des Triggers vor. Ein Zugri auf die -Relation
R
i
in der FROM-Klausel der spezialisierten Ableitungsvorschrift (-Anfrageausdruck)
f

ur S kann entfallen, so da das Auftreten des RelationssymbolsR
i
und der Tupelvariablen
T
R
i
aus der FROM-Klausel des -Anfrageausdrucks entfernt werden kann. Da das Symbol
der urspr

unglichen Tupelvariablen weiterhin eine g

ultige Tupelvariable bezeichnet, sind
f

ur diesen ersten 'Spezialisierungsschritt' keine weiteren Anpassungen der SELECT- und
WHERE-Klausel erforderlich.
Die Residuenauswertung erfolgt analog zu dem Vorgehen in Datalog. F

ur induzierte
Einf

ugungen werden die Residuen auf dem neuen und f

ur L

oschungen auf dem alten Zu-
stand ausgewertet. Aufgrund der Verwendung von Tupelvariablen, ist es auch in diesem
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Fall ausreichend, wenn die Relationssymbole in der FROM-Klausel ersetzt werden. Die
unterschiedlichen Zust

ande f

ur eine Relation R
j
(1  j  m ; j 6= i) werden mit den Ex-
ponenten
new
;
old
gekennzeichnet. Die SELECT- und WHERE-Klauseln bleiben unber

uhrt.
Diese Aussage gilt nur f

ur induzierte Einf

ugungen und L

oschungen. Die speziellen An-
passungen, die f

ur die Propagierung von Modikationen erforderlich sind, werden nach
der Denition des -Anfrageausdrucks er

ortert.
Da nur eektive

Anderungen propagiert werden sollen, werden die WHERE- Klauseln
der Ableitungsvorschriften analog zu den Eektivit

atstests in Datalog um Teilformeln er-
weitert, mittels denen f

ur induzierte Einf

ugungen gegen den alten Zustand S
old
und f

ur
induzierte L

oschungen gegen den neuen Zustand S
new
gepr

uft wird. F

ur Modikationen
wird gegen beide Zust

ande gepr

uft. Da die -Relationen

uber das zus

atzliche Attribut
pp id f

ur die PP-Nummer verf

ugen, mu die SELECT-Liste von S um das Attribut pp id
erweitert werden. Die PP-Nummer des zu propagierenden -Fakts wird an die pp id des
induzierten -Fakts

ubergeben.
Die Transformationen einer Sichtdenition S in -Anfrageausdr

ucke werden ebenfalls
analog zu dem Vorgehen in Datalog durchgef

uhrt. F

ur jedes Relationssymbol einer persi-
stenten Relation R
i
, die in S auftritt, und jede relevante

Anderungsart (y; z 2 f
+
;
 
;

g)
wird ein entsprechender -Anfrageausdruck (
y
S

z
R
i
query) erzeugt. Da die -Anfragen
nur in PR-Triggern bereichsbeschr

ankte SFW-Ausdr

ucke sind, werden sie im Bedingungs-
teil von

Anderungsanweisungen im Aktionsteil der PR-Trigger angewendet. Die Polarit

at
der zu propagierenden

Anderungen und die Polarit

at des Auftretens des Relationssymbols
in S bestimmen die Polarit

at der induzierten

Anderung.
Beispiel 5.2.1 (PR-Trigger)
Die Modellierung des PR-Triggers 'pr
1
' zur Propagierung induzierter 
+
s-Fakten aus
Beispiel 5.1.2 wird den neuen Vorgaben angepat, indem ein ROW-Trigger deniert wird.
Da die Ableitungsvorschrift f

ur Einf

ugungen in die Relation 'p' spezialisiert wird, wird
der Trigger 'pr
1
' f

ur 
+
p deniert und die Tupelvariable 'tv
p
' an die NEW ROW-Transi-
tionsvariable gebunden. Da eine neue Bindung gegeben ist, wird die Zuordnung von 'tv
p
'
zu 'p' aus der FROM-Klausel. Die PP-Nummer des 
+
p-Fakts wird an die 'pp id' des

+
s-Fakten

ubergeben. Die -Anfrage wird f

ur eektive s-Fakten formuliert, so da die
Eektivit

at gegen 's
old
' getestet wird. 's' sei eine FU
I
-Sicht, so da der Trigger w

ahrend
eines IMMEDIATE-Prozesses auszuf

uhren ist..
TRIGGER pr
1
AFTER INSERT ON 
+
p
REFERENCING NEW ROW AS tv
p
FOR EACH ROW
WHEN (EXISTS (SELECT 1 FROM propagation WHERE mode = 'I' ) )
BEGIN ATOMIC
INSERT INTO 
+
s (a
1
; a
2
; pp id) 
+
s

+
p
query;
END;

+
s

+
p
query := SELECT tv
p
:a
1
; tv
q
:a
2
; tv
p
:pp id FROM q AS tv
q
WHERE tv
p
:a
2
= tv
q
:a
1
AND NOT EXISTS (SELECT 1 FROM s
old
AS tv
s
old
WHERE tv
p
:a
1
= tv
s
old
:a1
AND tv
p
:a
2
= tv
s
old:a2).
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Denition 5.2.2 (-Anfrageausdruck f

ur echte

Anderungen)
Sei S 2 RnRH eine Sichtdenition in einer SQL-DB D
S
mit einem Relationssymbol
R
i
2 rel
body
(R) n rel
help
(R):
S (A
1
; : : : ; A
n
) AS SELECT t
1
; :::; t
n
FROM R
1
AS T
R
1
; : : : ; R
i
AS T
R
i
; : : : ; R
m
AS T
R
m
WHERE F
T
R
i
sei eine Tupelvariable, die an eine Transitionsvariable eines PR-Triggers pr 
y
S

z
R
i
gebunden ist, und T
R
i
:pp id sei ein Term. Sei ; ? 2 f
new
;
old
g.
 Sei y 2 f
+
;
 
g, z 2 f
+
;
 
;

g. Zur Ableitung eektiver, durch zR
i
induzierter

y
S-Fakten hat der -Anfrageausdruck die Form:

y
S

z
R
i
query := SELECT t
1
; :::; t
n
; T
R
i
:pp id
FROM R

1
AS T
R
1
; : : : ; R

i 1
AS T
R
i 1
,
R

i+1
AS T
R
i+1
; : : : ; R

m
AS T
R
m
WHERE F AND F
effect
wobei F
effect
:= NOT EXISTS (SELECT 1 FROM S
?
AS T
S
?
WHERE T
S
?
:A
1
= t
1
... AND T
S
?
:A
n
= t
n
)
und
y :=
+
,  :=
new
, ? :=
old
falls z 2 f
+
;

g ^ S <
+1
R
i
oder z 2 f
 
;

g ^ S <
 1
R
i
y :=
 
,  :=
old
, ? :=
new
falls z 2 f
+
;

g ^ S <
 1
R
i
oder z 2 f
 
;

g ^ S <
+1
R
i
 Seien F

und F

effect
die Formeln F und F
effect
, in denen jedes Auftreten einer
Tupelvariablen T
R
j
(1  j  m ^ j 6= i) eines Residuums durch T
R

j
ersetzt ist
und jedes Auftreten eines Attributterms T
R
i
:A
l
durch T
R
i
:A

l
.
Zur Ableitung eektiver, durch R
i
induzierter 

S-Fakten hat der -Anfrage-
ausdruck die Form:

y
S

z
R
i
query := SELECT t
new
1
; :::; t
new
n
; t
old
1
; :::; t
old
n
; T
R
i
:pp id
FROM R
new
1
AS T
R
new
1
; : : : ; R
new
i 1
AS T
R
new
i 1
,
R
new
i+1
AS T
R
new
i+1
; : : : ; R
new
m
AS T
R
new
m
,
R
old
1
AS T
R
old
1
; : : : ; R
old
i 1
AS T
R
old
i 1
,
R
old
i+1
AS T
R
old
i+1
; : : : ; R
old
m
AS T
R
old
m
WHERE F
new
AND F
old
AND F
old
effect
AND F
new
effect
.
Um die wesentlichen Aufgaben bei einer Spezialisierung herausstellen zu k

onnen, ber

uck-
sichtigt obige Denition 5.2.2 nicht alle Sonderf

alle, die bei einer Ableitungsvorschrift
auftreten k

onnen. Diese F

alle werden im weiteren informel er

ortert.
Die Vorschriften zur Propagierung von Modikationen in SQL aus Abschnitt 5.2.1
werden dem Spezialisierungsproze zugrunde gelegt (Denition 5.2.2). Wird eine indu-
zierte Modikation propagiert, so werden die neuen Werte wie eine Einf

ugung und die
Anderungspropagierung in SQL 149
alten wie eine L

oschung propagiert. F

ur die alten und neuen Werte des modizierten
Fakts werden jeweils die Residuen und die Eektivit

atstests

uber dem entsprechenden
DB-Zustand ausgef

uhrt. Da die Attributsymbole der 

-Relation f

ur die Attribute der
alten und neuen Werte unterschiedlich mit den Exponenten
new
;
old
gekennzeichnet sind,
m

ussen alle Attributterme der modizierten Relation angepat werden.
Induziert eine Modikation R
i
eine Einf

ugung +S und L

oschung  S, dann werden
zwei -Ausdr

ucke (

S


R
i
query; ( 2 f
+
;
 
g)) und zwei PR-Trigger (pr 

S


R
i
)
generiert. F

ur die Modellierung der -Anfrageausdr

ucke mu die Denition 5.2.2 hin-
sichlich der SELECT-Liste und der Formeln der WHERE-Klausel und des Eektivit

atstests
angepat werden. Da die Attributnamen der 

-Relation zur Unterscheidung mit den
Exponenten
new
;
old
indiziert sind, m

ussen auch die Attributsymbole in den Termen des
Anfrageausdrucks entsprechend gekennzeichnet werden. Ist T
R
i
:A ein beliebiger Term
f

ur ein Attribut der Relation R
i
, dann wird jedes Auftreten von T
R
i
:A in den Termen
der SELECT-Liste und in der Formeln F und F
effect
der WHERE-Klausel durch T
R
i
:A

( 2 f
new
;
old
g) ersetzt. Diese Anpassung der Attributnamen ist notwendig, da bei den
Projektionssichten 
+
R
i
und 
 
R
i
zwar auf die Indizierung der Attribute verzichtet
werden kann, da die Attributsymbole nicht mehr doppelt auftreten. Da die beiden Rela-
tionen aber Sichten sind, k

onnen keine Trigger f

ur sie deniert werden.
Ist die Spezialisierung f

ur R
i
durchzuf

uhren, und ist R
i
das einzige Relationssymbol
in der FROM-Klausel, so kann das Auftreten von R
i
in der FROM-Klausel z.B. durch R
i
mit einer neuen Tupelvariablen (Dummy-Tupelvariable tv
Dummy
) ersetzt werden. Die-
ses Ersetzen dient allein dem Ziel, da die Anfrage syntaktisch korrekt bleibt. In der
SELECT- und WHERE-Klausel werden weiterhin die Tupelvariable verwendet, die an die
Transitionsvariable des Triggers gebunden ist..
Sei Q ein f

ur eine Relation R zu spezialisierender Anfrageausdruck mit zwei nicht
rekursiven SELECT-Ausdr

ucken Q
1
; Q
2
(Q
1
6 Q
2
), die durch einen UNION-Operator
verkn

upft sind. Die Spezialisierung erfolgt nach Vorschriften, wie sie analog in Datalog
f

ur zwei Regeln mit dem gleichen Relationssymbol im Kopiteral gelten. Tritt R in beiden
Teilanfragen auf, so werden beide spezialisiert und angewendet. Tritt R nur in einer der
Teilanfragen auf, so wird die andere nicht angewendet, da sie nicht relevant f

ur die zu
propagierenden

Anderungen ist. Seien Q

1
; Q

2
die f

ur R spezialisierten Anfrageausdr

ucke
Q
1
; Q
2
, dann ist Q

ein Ausdruck der Form
Q

:= Q

1
UNION Q

2
gdw. R 2 Q
1
^ R 2 Q
2
Q

:= Q

i
gdw. R 2 Q
i
^ R =2 Q
j
mit i; j 2 f1; 2g ^ i 6= j.
Sind Q
1
ind Q
2
(Q
1
 Q
2
) zwei rekursive SELECT-Ausdr

ucke, dann werden auf jeden Fall
(soweit wie m

oglich) beide Anfragen spezialisiert zu Q

:= Q

1
UNION Q

2
.
Sei S eine Sichtdenition mit dem Anfrageausdruck Q
m
mit einer WITH-Klausel und
den Hilfssichten S
help
1
; :::; S
help
m 1
mit ihren Anfrageausdr

ucken Q
help
1
; :::; Q
help
m 1
. Eine f

ur
das Symbol R einer persistenten Relation (R 2 rel
body
(S)nrel
help
(S)) spezialisierte Ablei-
tungsvorschrift f

ur S wird analog zu dem Vorgehen bei dem umWITH-Klauseln erweiterten
Datalog modelliert, als w

aren die Hilfssichten aufgefaltet (Denition 4.1.8). Unabh

angig
davon, ob R in Q
m
oder in Q
help
1
; :::; Q
help
m 1
auftritt, wird die Spezialisierung auf die
gleiche Art durchgef

uhrt. Tritt R in Q
j
(1  j; k  m) auf, dann werden nicht nur
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die Residuen von Q
j
sondern auch die aller

ubrigen Anfragen Q
k
(k 6= j)

uber dem alten
bzw. neuen Zustand ausgewertet. Da nur in Q
m
die Werte des neuen Fakts zur Verf

ugung
stehen, wird der Eektivit

atstest F
effect
ausschlielich an die Anfrage Q
m
angeh

angt.
Wegen der zentralen Bedeutung des Begris der unmittelbaren (positiven/negativen)
Abh

angigkeiten zwischen Relationen f

ur die Generierung spezialisierter Ausdr

ucke und
Trigger sei an dieser Stelle auf die unterschiedliche Denition dieses Begris f

ur per-
sistente DB-Objekte und Hilfssichten hingewiesen (Denition 2.1.14). Eine persistente
Relation, die indirekt von einer Sicht abh

angt, wird in diesem Sinne trotzdem als un-
mittelbar abh

angig bezeichnet, wenn die Knoten aller Abh

angigkeitspfade zwischen der
Relation und der Sicht Hilfssichten repr

asentieren.
Aufgrund der Verwendung von AFTER-Triggern als Prozetrigger und des zugrunde
liegenden Transaktionskonzepts liegt sowohl zum DEFERRED- wie auch zum IMMEDIATE-
Propagierungsproze bereits die neuen Basisfakten vor. Da f

ur dieses Propagierungs-
verfahren nur virtuelle Sichten zugelassen sind, kann auf die Kennzeichnung des neuen
Zustands wie in Denition 5.2.2 grunds

atzlich verzichtet werden, denn in allen Basisrela-
tionen und Sichten liegt der neue Zustand bereits vor. Sei R 2 PS ein Relationssymbol
und R
new
das Relationssymbol f

ur die neue Faktenmenge von R, wie es in Denition 5.2.2
angewendet wird, dann gilt:
R
new
:= R.
F

ur beide Propagierungsprozesse mu somit der alte Zustand F
old
mittels Transiti-
onssichten simuliert werden. Der Begri des alten Zustands bezieht sich abh

angig vom
Kontext der IMMEDIATE- oder DEFERRED-Propagierung auf den lokal-konsistenten Zu-
stand vor Ausf

uhrung der aktuellen Basisfakten

anderung oder den global-konsistenten vor
Ausf

uhrung der gesamten Transaktion M. F

ur die Ermittlung eines lokal-konsistenten
Zustands F
old
m

ussen aus einer Menge der -Fakten nur die ber

ucksichtigt werden, die
durch die aktuelle Basisfakten

anderung induziert sind.
Zur Simulation alter Zust

ande wird die Denition direkter und indirekter Transiti-
onssichten (Denition 4.2.4) nach SQL

ubertragen und um die M

oglichkeit erweitert,
Modikationen zu propagieren. Um global- wie auch lokal-konsistente Zust

ande ableiten
zu k

onnen, wird die PP-Nummer pp id der -Fakten mit der aktuellen PP-Nummer
(SYSTEM PP ID), verglichen. W

ahrend eines IMMEDIATE-Prozesses enth

alt die Varia-
ble SYSTEM PP ID die PP-Nummer der aktuellen Basisfakten

anderung und w

ahrend des
DEFERRED-Prozesses die der ersten Basisfakten

anderung einer TransaktionM.
Denition 5.2.3 (Direkte und indirekte SQL-Transitionssichten)
Sei D
S
eine NSQL-Datenbank mit der Menge der Sichtdenitionen R und einer Menge
von Hilfssichtdenitionen RH.
 Sei S 2 RnRH in D
S
eine Sichtdenition der Form
VIEW S (A
1
; : : : ; A
n
) AS [ WITH S
help
1
; :::; S
help
k
]
SELECT t
1
; :::; t
n
FROM R
g
AS T
R
g
; : : : ; R
h
AS T
R
h
WHERE F ,
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mit einer Menge aller Relationssymbole R
S
:= rel
body
(S), die in der Sichtdeni-
tion auftreten, dann ist die Denition einer indirekten Transitionssicht S
old
ein
Ausdruck der Form
VIEW S
old
(A
1
; : : : ; A
n
) AS [ WITH S
help
1
; :::; S
help
k
]
SELECT t
1
; :::; t
n
FROM R

g
AS T
R
g
; : : : ; R

h
AS T
R
h
WHERE F
wobei R

j
:= R
old
j
eine direkte Transitionssicht ist, gdw. R
j
2 rel(B),
R

j
:= R
old
j
eine indirekte Transitionssicht ist, gdw. R
j
2 rel
idb
(R).
 Sei B 2 B eine Basisrelation von D
S
und 

B seien die -Relationen f

ur B
( 2 f
+
;
 
;

;
+
;
 
g), dann ist die Denition einer direkten Transitionssicht B
old
ein Ausdruck der Form
VIEW B
old
(A
1
; : : : ; A
n
) AS WITH

plus
B (A
1
; : : : ; A
n
; pp id) AS
SELECT T
B
:A
1
; : : : ; T
B
:A
n
; T
B
:pp id FROM 
+
B AS T
B
UNION
SELECT T
B
:A
new
1
; : : : ; T
B
:A
new
n
; T
B
:pp id FROM 

B AS T
B
,

minus
B (A
1
; : : : ; A
n
; pp id) AS
SELECT T
B
:A
1
; : : : ; T
B
:A
n
; T
B
:pp id FROM 
 
B AS T
B
UNION
SELECT T
B
:A
old
1
; : : : ; T
B
:A
old
n
; T
B
:pp id FROM 

B AS T
B
SELECT T
B
:A
1
; : : : ; T
B
:A
n
FROM B AS T
B
WHERE NOT EXISTS ( SELECT '1' FROM 
plus
B AS T
B
WHERE T
B
:A
1
= T
B
:A
1
AND ...
AND T
B
:A
n
= T
B
:A
n
AND T
B
:pp id  SYSTEM PP ID )
UNION
SELECT T
B
:A
1
; : : : ; T
B
:A
n
FROM 
minus
B AS T
B
WHERE T
B
:pp id  SYSTEM PP ID.
Diese Denition der Transitionssichten l

at M

oglichkeiten zur performanteren Ermitt-
lung des alten Zustands auer acht, die sich f

ur materialisierte Sichten ergeben. In Ab-
schnitt 5.4 wird diese Denition erweitert.
Beispiel 5.2.4 (Transitionssichten)
F

ur die Sichtdenition s aus Beispiel 5.1.1 wird eine indirekte Transitionssicht s
old
gene-
riert.
VIEW s
old
(a
1
; a
2
) AS SELECT tv
p
:a
1
; tv
q
:a
2
FROM p
old
AS tv
p
, q
old
AS tv
q
WHERE tv
p
:a
2
= tv
q
:a
1
.
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F

ur die Basisrelation p(a
1
; a
2
) wird eine direkte Transitionssicht p
old
generiert.
VIEW p
old
(a
1
; a
2
) AS WITH

plus
p (a
1
; a
2
; pp id) AS
SELECT tv
p
:a
1
; tv
p
:a
2
; tv
p
:pp id FROM 
+
p AS tv
p
UNION
SELECT tv
p
:a
new
1
; tv
p
:a
new
2
; tv
p
:pp id FROM 

p AS tv
p
,

minus
p (a
1
; a
2
; pp id) AS
SELECT tv
p
:a
1
; tv
p
:a
2
; tv
p
:pp id FROM 
 
p AS tv
p
UNION
SELECT tv
p
:a
old
1
; tv
p
:A
old
2
; tv
p
:pp id FROM 

p AS tv
p
SELECT tv
p
:a
1
; tv
p
:a
n
FROM p AS tv
p
WHERE NOT EXISTS ( SELECT '1' FROM 
plus
p AS tv
p
WHERE tv
p
:a
1
= tv
p
:a
1
AND tv
p
:a
n
= tv
p
:a
n
AND tv
p
:pp id  SYSTEM PP ID )
UNION
SELECT tv
p
:a
1
; : : : ; tv
p
:a
n
FROM 
minus
p AS tv
p
WHERE tv
p
:pp id  SYSTEM PP ID.
Pr

aprozessor-L

osung:
Die in Abschnitt 5.2.1 vorgestellten drei Aufgaben eines Pr

aprozessors sind im Rahmen
dieses Abschnitts sukzessiv verfeinert worden, so da abschlieend folgender Algorithmus
eines Pr

aprozessors f

ur ein

Anderungspropagierungsverfahren deniert werden kann.
Algorithmus 5.2.5 (Pr

aprozessor f

ur ein Propagierungsverfahren)
Sei S
S
= hB;RV; T i ein DB-Schema einer SQL-DB D
S
= hF ;S
S
i mit einer Menge
von Sichtdenitionen RV ohne Hilfssichtdenitionen. 
max
(R) bezeichne das maximale
Stratum von R.
BEGIN
   Analysieren des DB-Schemas S
S
der DB D
S
;
Erstellen der Abh

angigkeitsgraphen G
D
und G
Attr
D
;
Klassizieren FU-, LU--Relationen und -Integrit

atsbedingungen;
8 R 2 B[RV : Zuordnen der Strata (R);
   Generieren der -Basisrelationen und Transitionssichten;
8 R 2 B[RV : Generieren der relevanten 

R-Basisrelationen ( 2 f
+
;
 
;

g)
8 B 2 B : Generieren der relevanten direkten Transitionssicht B
old
;
8 S 2 RV : Generieren der relevanten indirekten Transitionssicht S
old
;
   Generieren der Prozetrigger;
8 B 2 B : Generieren der relevanten PL-Trigger;
j := 1;
REPEAT
8 R 2 RV ^ (R) = j : Generieren der relevanten PR-Trigger;
j := j + 1;
UNTIL j = 
max
(RV);
END.
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Dieser Algorithmus wird in den nachfolgenden Abschnitten gem

a den verschiedenen
neuen Aufgaben des Pr

aprozessors f

ur Verfahren zur Integrit

atspr

ufung und Sichtenak-
tualisierung angepat und erweitert.
5.3 Inkrementelle Integrit

atspr

ufung
Drei Themen werden in diesem Abschnitt diskutiert: das zu implementierende Inte-
grit

atskonzept, die Implementierungsstrategie sowie die daf

ur erforderlichen Integrit

ats-
pr

ufungstrigger und spezialisierten Integrit

atsbedingungen.
Integrit

atskonzept:
Das in Abschnitt 3.1 er

orterte NSQL-Integrit

atskonzept basierend auf multirelationalen,
statischen ASSERTIONs, die auch auf Sichten deniert werden k

onnen, ist zu implemen-
tieren. Mit seinen beiden Pr

ufungszeitpunkten IMMEDIATE und DEFERRED ist das Kon-
zept sehr gut an das SQL-Transaktionskonzept angepat. Wie bereits ausf

uhrlich dis-
kutiert unterscheiden sich die NSQL-ASSERTIONs nur geringf

ugig von den SQL3-Integri-
t

atsbedingungen, so sind z.B. keine Aggregatfunktionen in den Formeln zugelassen. Die
vordenierten SQL3-Schl

usselbedingungen lassen sich jedoch bis auf die M

oglichkeiten
zur Fehlerkorrektur bei den FOREIGN KEYs und der Auszeichnung eines Schl

ussels als
Prim

arschl

ussel durch ASSERTIONs simulieren. Da f

ur ASSERTIONs beliebige NSQL-
Formeln zugelassen sind, k

onnen die statischen Integrit

atsbedingungen sowohl als All-
wie auch als Existenzaussagen formuliert werden. Zwar werden alle erzeugten ASSER-
TIONs unabh

angig von ihrer Quantizierung evaluiert, ein inkrementeller Ansatz wird
jedoch nur f

ur Formeln mit f

uhrendem NOT EXISTS-Operator speziziert. Entsprechende
Transformationen, wie sie in Abschnitt 4.1.1 f

ur existenzquantizierte Formeln er

ortert
wurden, sind trivial nach SQL zu

ubertragen und stellen keine SQL-spezischen Anfor-
derungen dar.
Die Begrie IMMEDIATE und DEFERRED werden mit der aus SQL3 bekannten Bedeu-
tung verwendet. Anwender m

ussen f

ur jede ASSERTION den Pr

ufungszeitpunkt denieren.
Aus den beiden Pr

ufungszeitpunkten resultieren zwei unterschiedliche ROLLBACK-Arten.
Das lokale ROLLBACK wird f

ur einen Integrit

atsfehler bei der IMMEDIATE-Pr

ufung aus-
gef

uhrt. Nur die fehlerverursachende Basisfakten

anderung und die durch sie induzierten

Anderungen werden zur

uckgerollt. Tritt die Konsistenzverletzung bei der DEFERRED-
Pr

ufung auf, so wird im Rahmen des globalen ROLLBACKs die gesamte Transaktion
zur

uckgerollt.
Implementierungsstrategie:
F

ur die Integrit

atspr

ufung k

onnen unmittelbar die -Fakten, die das Propagierungsver-
fahren aus Abschnitt 5.2 bereitstellt, verwendet werden. Bei einem optimistischen Ansatz
w

urde die Integrit

atspr

ufung erst durchgef

uhrt, nachdem alle

Anderungen propagiert wur-
den. Der Implementierung wird jedoch ein pessimistischer Ansatz zugrunde gelegt. Da
die Propagierung eektiver

Anderungen sehr zeitaufwendig ist, wird versucht, einen In-
tegrit

atsfehler so fr

uh wie m

oglich zu erkennen, um unn

otige Propagierungsschritte zu
vermeiden. Aus diesem Grund wird die Konsistenz unmittelbar vor der Speicherung des
zu pr

ufenden -Fakts kontrolliert.
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Statt wie beim generischen Verfahren spezialisierte Integrit

atsbedingungen als dedukti-
ve -Regeln zu generieren, k

onnen hier Integrit

atspr

ufungstrigger (IP-Trigger) generiert
werden. Die hier angewendete Spezialisierung erfolgt gem

a den Vorschriften, wie sie
beim generischen Verfahren deniert wurden. IP-Trigger werden als ROW-Trigger der
entsprechenden -Relation generiert und f

ur die Einf

ugung eines -Fakts ausgef

uhrt. Im
Rahmen der Ausf

uhrung wird die spezialisierte Integrit

atsformel angewendet und das Er-
gebnis interpretiert. Eine f

ur eine Relation spezialisierte Integrit

atsformel und somit auch
der zugeh

orige IP-Trigger werden dem gleichen Stratum wie die Relation zugeordnet. Da
die ASSERTION dem maximalen Stratum aller direkt abh

angigen Regeln zugeordnet wird,
ist eine fr

uhzeitigere Evaluierung m

oglich, als wenn alle spezialisierten Formeln dem glei-
chen Stratum wie die urspr

ungliche ASSERTION angeh

oren w

urden.
mita
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mita
_abt
mitar-
beiter
ic_1
ic_2
lower
_mgr
Stratum
0
1
2
3
mita
_mgr
mita
_abt
mitar-
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ic_1
ic_2
lower
_mgr
D
D
D
D
I
I
I
I
PR-Trigger
abtei-
lung
abtei-
lung
PL-Trigger IP-Trigger
IMMEDIATE-Prozeß DEFERRED-Prozeß
Abbildung 5.9: IMMEDIATE- und DEFERRED-Integrit

atspr

ufung
Damit die Integrit

atspr

ufung f

ur ein -Fakt noch vor seiner Speicherung erfolgen kann,
k

onnen die IP-Trigger als BEFORE-Trigger generiert werden. Eine explizite Steuerung
der stratumbezogenen Ausf

uhrung mittels der Triggererzeugungszeit ist f

ur BEFORE-
Trigger nicht erforderlich. Die stufenweise Ausf

uhrung des Propagierungsprozesses und die
Ausf

uhrung der IP-Trigger unmittelbar vor einer Einf

ugeanweisung f

ur eine -Relation
(Aktion von PR-Triggern), gew

ahrleisten, da auch die IP-Trigger stufenweise ausgef

uhrt
werden. Die Pr

ufung f

ur Integrit

atsbedingungen auf Basisrelationen wird auch ordnungs-
gem

a durchgef

uhrt, da die IP-Trigger in Folge des Protokollierungsereignisses ausgef

uhrt
werden und der PL-Trigger ein AFTER-Trigger ist, wodurch die manipulierte Basisrela-
tion bereits im neuen Zustand vorliegt. Die Ausf

uhrungsreihenfolge der PL-, PR- und
IP-Trigger wird im Detail in Abbildung 5.10 dargestellt.
Die Verwendung von BEFORE-Triggern ist jedoch nur m

oglich, wenn wie f

ur das

Ande-
Anderungspropagierung in SQL 155
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx...*M:
Zeit
Anweisung *M ausführen:
*M-Fakten manipulieren
AFTER-Liste *M
PL-Trigger
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
............
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx...
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xx
xxx
xx
xxx
xx
xxx
xx
xxx
xx
xxx
xx
xxx
xxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx...
xx
xx
xx
xx
xx
xx
xx
xx
xxx
xxxx
xxx
xxxx
xxx
xxxx
xxx
xxxx
xxx
xxxx
xxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx...
xx
xx
xx
xx
xx
xx
xx
xx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx...
xx
xx
xx
xx
xx
xx
xx
xx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx
xxxx...
IC   ;...;IC    ; PL  ;...; IC   ;...;IC    ;PL     ;...;   ;...;   IC    ;...;IC       ;PR    ;...; PR
Stratum 1 Stratum m
IC-Trigger PR-Trigger
11 1g 1 n1 ng' n m1 mg'' m1 mk
Abbildung 5.10: Triggerreihenfolge der IMMEDIATE-Integrit

atspr

ufung
rungspropagierungsverfahren in Abschnitt 5.2 deniert, ausschlielich virtuelle Sichten
zugelassen sind. Werden BEFORE-Trigger verwendet, so ist zum Zeitpunkt der Pr

ufung
einer Integrit

atsbedingung f

ur materialisierte Sichten des gleichen Stratums keine Aus-
sage m

oglich, ob sie im alten Zustand, im neuen oder unvollst

andig vorliegen. Virtuelle
Sichten hingegen werden auf den Basisrelationen angewendet, die zu diesem Zeitpunkt be-
reits im neuen Zustand vorliegen. Eine Realisierung auf der Basis von BEFORE-Triggern
und materialisierten Sichten w

urde eine Ordnung der Ausf

uhrungsreihenfolge der Trig-
ger voraussetzen und zus

atzliche Transitionssichten zur Simulation des neuen Zustands
erfordern. In Abschnitt 5.4 wird zur L

osung dieses Problems ein mittels AFTER-Triggern
implementiertes Integrit

atspr

ufungsverfahren er

ortert.
Die Reaktion auf eine Konsistenzverletzung h

angt vom Pr

ufungszeitpunkt ab. Bei
IMMEDIATE-IP-Triggern wird nur mit dem fehlerhaften Abbruch der Ausf

uhrung des IP-
Triggers reagiert. Erkennt das DB-System, da die Ausf

uhrung eines IP-Triggers nicht
ordnungsgem

a beendet wurde, wird automatisch mit der Ausf

uhrung des lokalen ROLL-
BACKs reagiert. Ein globales ROLLBACK f

ur einen DEFERRED-Integrit

atsfehler hingegen
wird in zwei Schritten durchgef

uhrt. Zuerst wird die Ausf

uhrung des IP-Triggers fehler-
haft abgebrochen. Durch das lokale ROLLBACK terminiert der aktuelle DEFERRED-Proze.
Anschlieend wird in der commit iv-Prozedur die systeminterne Variable SQLSTATE
6
ab-
gefragt. Zeigt der Inhalt der Variablen einen Triggerabbruch an, so wird die gesamte
Transaktion zur

uckgerollt (ROLLBACK-Anweisung), anderenfalls werden alle

Anderungen
der Transaktion gespeichert.
IP-Trigger und spezialisierte Integrit

atsformel:
F

ur die Realisierung der zuvor skizzierten L

osung generiert der Pr

aprozessor f

ur jede
Integrit

atsbedingung IC 2 C, f

ur jedes Auftreten einer von IC direkt abh

angigen Re-
lation R (IC <
1
R) (R 2 RnRH) und f

ur jede relevante

Anderungsart (z 2 f
+
;
 
;

g)
einen IP-Trigger ip IC

z
R
, dessen Aufgabe die Durchf

uhrung der inkrementellen Inte-
grit

atspr

ufung ist.
6
Im ANSI-SQL-Standard ([ANSI99II] 11.38, S. 499) bleibt die Entscheidung

uber die Zul

assigkeit von
Transaktionsbefehlen in Triggern den Herstellern

uberlassen. Im Rahmen der vorgelegten Arbeit wird
ein allgemeiner L

osungsansatz vorgestellt, der von einem Verwendungsverbot ausgeht.
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Entsprechend dem Vorgehen bei der Spezialisierung der Integrit

atsbedingungen mit
f

uhrenden Allquantoren beim generischen Verfahren wird vom Pr

aprozessor f

ur eine Inte-
grit

atsbedingung IC eine spezialisierte Integrit

atsformel IC

z
R
condition generiert. Diese
Integrit

atsformel kann als Formel in der WHEN-Klausel des IP-Triggers auftreten, so da
der Aktionsteil des Triggers nur bei einer Konsistenzverletzung ausgef

uhrt wird. Da IP-
Trigger nur bei Integrit

atsfehlern ausgef

uhrt werden sollen, wird eine Allaussage (NOT
EXISTS) in eine Existenzaussage (EXISTS) transformiert, die erf

ullt ist, wenn ein Inte-
grit

atsfehler vorliegt. Die Triggeraktion ip action verursacht einen fehlerhaften Abbruch
der Triggerausf

uhrung und l

ost somit ein lokales ROLLBACK aus.
Die WHEN-Bedingung besteht aus zwei Teilformeln. Mit der ersten wird kontrolliert,
ob der aktuelle Prozezeitpunkt mit dem Pr

ufungszeitpunkt der Integrit

atsbedingung

ubereinstimmt. Die zweite Formel ist die spezialisierte Integrit

atsformel IC

z
R
condition
(z 2 f
+
;
 
;

g). Analog zu dem Vorgehen bei den Propagierungstriggern wird auch hier
auf den expliziten Zugri auf die -Relation verzichtet und auf die Transitionsvariablen
zugegrien. Die Tupelvariable T
R
tritt als freie Variable in IC

z
R
condition auf und
wird in der REFERENCING-Klausel an die Transitionsvariable der 
z
R-Relation gebunden.
Entsprechend diesen Vorgaben kann ein IP-Trigger wie folgt deniert werden.
CREATE TRIGGER ip IC

z
R
BEFORE INSERT ON 
z
R
REFERENCING NEW ROW AS T
R
FOR EACH ROW
WHEN ( EXISTS (SELECT 1 FROM propagation WHERE mode = 'I' j 'D' )
AND IC

z
R
condition )
BEGIN ATOMIC ip action; END;
Beispiel 5.3.1 (IP-Trigger)
Wird eine Spezialisierung wie beim generischen Verfahren vorausgesetzt, so kann der IP-
Trigger f

ur die Integrit

atsbedingung ic
1
aus Beispiel 5.1.2 zur Pr

ufung von Einf

ugungen
in die p Basisrelation wie folgt modelliert werden.
TRIGGER ip
1
BEFORE INSERT ON 
+
p
REFERENCING NEW ROW AS tv
p
FOR EACH ROW
WHEN ( EXISTS (SELECT 1 FROM propagation WHERE mode = 'D' )
AND EXISTS ( SELECT tv
p
:a
1
; tv
p
:a
2
FROM 
+
p AS tv
dummy
WHERE tv
p
:a
1
> tv
p
:a
2
))
BEGIN ATOMIC ip action; END.
Da das Relationssymbol 
+
p nur eingef

ugt ist, um die syntaktische Korrektheit der An-
frage zu gew

ahrleisten, kann die Integrit

atsbedingung wie folgt vereinfacht werden:
TRIGGER ip
1
BEFORE INSERT ON 
+
p
REFERENCING NEW ROW AS tv
p
FOR EACH ROW
WHEN ( EXISTS (SELECT 1 FROM propagation WHERE mode = 'D' )
AND tv
p
:a
1
> tv
p
:a
2
)
BEGIN ATOMIC ip action; END.
Die Formeln von Existenzaussagen werden nicht spezialisiert sondern nur negiert,
damit sie erf

ullt sind, wenn ein Integrit

atsfehler vorliegt. F

ur jede existenzquantizierte
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Integrit

atsbedingung IC und jede von IC direkt positiv/negativ abh

angige Relation R
(IC <
+1
R = IC <
 1
R) werden IP-Trigger generiert, die f

ur L

oschungen/Einf

ugungen
bzw. die alten/neuen Werte eines modizierten Fakts aktiviert werden.
Gem

a der Idee einer attributbezogenen Relevanzanalyse wird die WHEN-Klausel eines
IP-Triggers zur Propagierung von Modikationen um eine dritte Teilformel erweitert, die
sicherstellt, da die Evaluierung nur bei Wert

anderungen der f

ur IC relevanten Attribute
(A
g
; :::; A
h
) durchgef

uhrt wird:
7
AND ( T
R
:A
new
g
6= T
R
:A
old
g
OR ... OR T
R
:A
new
h
6= T
R
:A
old
h
).
Denition 5.3.2 (Spezialisierte Integrit

atsformel)
Sei eine ASSERTION IC 2 C
ASSERTION IC CHECK ( NOT EXISTS ( [WITH [ RECURSIVE ] R
help
1
; :::; R
help
m
]
SELECT t
1
; :::; t
n
FROM R
g
AS T
R
g
; :::; R
i
AS T
R
i
; :::; R
h
AS T
R
h
WHERE ( F ) ) )
IMMEDIATE j DEFERRED,
einer SQL-DB D
S
gegeben, dann ist die spezialisierte Integrit

atsformel IC

z
R
i
condition
(z 2 f
+
;
 
;

g) ein Ausdruck der Form
IC

z
R
i
condition := EXISTS ( [ WITH [ RECURSIVE ] R
help new
1
; :::; R
help new
m
]
SELECT t
1
; :::; t
n
FROM R
new
g
AS T
R
g
; :::; R
new
i 1
AS T
R
i 1
;
R
new
i+1
AS T
R
i+1
; :::; R
new
h
AS T
R
h
WHERE ( F ) )
Sei z :=

und A
l
ein Attribut der Relation R
i
(attr(A
l
) 2 attr(R
i
)).
Ist IC <
 
R
i
bzw. IC <
+
R
i
dann wird jedes Auftreten eines Terms T
R
i
:A
l
in
IC

z
R
i
condition durch T
R
i
:A
new
l
bzw. T
R
i
:A
old
l
ersetzt.
Tritt R als einziges Relationssymbol in einer FROM-Klausel von IC auf, so wird er
durch den Bezeichner der -Basisrelation 
z
R ersetzt
8
.
F

ur die Durchf

uhrung des zweiten Schritts der Simulation eines globalen ROLLBACKs
wird die Prozedur commit iv um die Abfrage der systeminternen Variablen SQLSTATE
erweitert, die den Abbruch einer Triggerausf

uhrung anzeigt. Nach der Anweisung zur
Speicherung des Kennzeichens 'D' wird die Prozedur wie folgt modiziert.
L

oschen aller -Fakten;
IF SQLSTATE = 'Triggerabbruch'
THEN ROLLBACK;
ELSE UPDATE propagation SET mode = 'I'; COMMIT;
END IF;
7
F

ur die Verwendung des logischen OR-Operators im NSQL-Kontext gelten analoge Aussagen wie bei
der Denition der PR-Trigger (Abschnitt 5.2.2).
8
Wie ein solcher, nur mit dem Ziel syntaktischer Korrektheit formulierter Ausdruck, optimiert werden
kann, wurde bereits zuvor bei der Denition der -Anfragen erl

autert.
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Wird der im Datalog-Kontext formulierte Relevanzbegri auf die Syntax von SQL-
ASSERTIONs IC mit f

uhrendem NOT EXISTS-Operator angewendet (Allaussagen), so ist
eine

Anderung zR f

ur eine Relation R, die in IC auftritt, relevant, gdw.
( z 2 f
+
;

g ^ IC <
 
R ) _ ( z 2 f
 
;

g ^ IC <
+
R ).
Pr

aprozessor-L

osung:
Der Algorithmus 5.2.5 eines Pr

aprozessors f

ur ein Propagierungsverfahren mu f

ur ein
inkrementelles Integrit

atspr

ufungsverfahren nur um die Generierung der IP-Trigger er-
weitert werden. Da die IP-Trigger als BEFORE-Trigger deniert sind, ist der Zeitpunkt
der Generierung ohne Bedeutung, und sie k

onnen somit nach den PL- und noch vor den
PR-Triggern generiert werden.
BEGIN
   Analysieren des DB-Schemas S
S
der DB D
S
;
: : :
8 IC 2 C : Zuordnen der Strata (IC);
   Generieren der -Basisrelationen und Transitionssichten;
   Generieren der Prozetrigger;
8 B 2 B : Generieren der relevanten PL-Trigger;
8 IC 2 C : Generieren der relevanten IP-Trigger;
j := 1;
REPEAT
8 R 2 RV ^ (R) = j : Generieren der relevanten PR-Trigger;
j := j + 1;
UNTIL j = 
max
(RV);
END.
Da bei keinem der derzeitigen kommerziellen DB-Systeme ASSERTIONs zul

assige DB-
Objekte sind, und auch die ASSERTION-Formeln in diesen DB-Systemen keine zul

assigen
Bedingungsausdr

ucke sind, mu die Verwaltung der ASSERTIONs vollst

andig vom Pr

apro-
zessor auf der Basis externer Schemarelationen geleistet werden. Zur Schemaevoluti-
on werden Pr

aprozessorprozeduren (z.B. create assertion, alter assertion) aufgerufen,
denen als Parameter die ASSERTION-Denitionen

ubergeben werden. Als erste Aktion
wenden diese Prozeduren die urspr

ungliche Formel der ASSERTION an, um die Konsi-
stenz der Faktenbasis festzustellen. Liegt eine Konsistenzverletzung vor, so wird die
Schemamanipulation entsprechend den Vorgaben des SQL-Standards zur

uckgewiesen. Ist
die Konsistenz f

ur die neue Integrit

atsbedingung gegeben, so werden weitere Pr

aprozes-
sorprozeduren f

ur die Generierung der f

ur eine inkrementelle Evaluierung erforderlichen
DB-Objekte aufgerufen.
5.4 Inkrementelle Sichtenaktualisierung
Da vom ANSI-Standardisierungsgremium nur ein Konzept f

ur virtuelle Sichten spezi-
ziert worden ist und die Implementierungen materialisierter Sichten in kommerziellen
DB-Systemen funktional beschr

ankt sind, wird zu Beginn dieses Abschnitts ein Kon-
zept f

ur virtuelle und materialisierte Sichten in SQL deniert. Anschlieend wird eine
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Implementierungsstrategie entwickelt, deren Grundlage das in Abschnitt 5.2 denierte
Propagierungsverfahren ist.
Konzept materialisierter und virtueller Sichten:
Das Konzept materialisierter Sichten wird f

ur Anwendungsf

alle mit sehr unterschiedlichen
Anforderungen entwickelt. Um den Vorteil des ezienteren Zugris auf die Fakten mate-
rialisierter Sichten auch w

ahrend einer Transaktion nutzen zu k

onnen und dabei aufgrund
des SQL-Transaktionskonzepts bereits auf den neuen Zustand zugreifen zu k

onnen, ist es
nicht ausreichend, nur zum Transaktionsende zu aktualisieren. Es mu eine IMMEDIATE-
Aktualisierung unmittelbar nach der Ausf

uhrung einer Basisfakten

anderung m

oglich sein.
F

ur Data Warehouse-Anwendungen und verteilte Datenbanken ist es hingegen ausrei-
chend, die Sichten zum Transaktionsende zu aktualisieren (DEFERRED-Aktualisierung).
In Abschnitt 4.3.6 sind Verfahren vorgestellt worden, die die beiden Aktualisierungszeit-
punkte nach dem Transaktionsende ON DEMAND und periodisch ber

ucksichtigen. Die
dort vorgeschlagenen Verfahren ([SBLC00], [BDDF+98] und [CGLMT96], [CKLMR97])
lassen sich mit nur geringf

ugigen Erweiterungen in das hier entwickelte Verfahren inte-
grieren. Da diese Anforderungen unabh

angig vom SQL-Kontext sind, werden sie nicht
weiter diskutiert.
In einem DB-Schema k

onnen sowohl virtuelle als auch materialisierte Sichten de-
niert werden. Zwischen den Sichten dieser beiden Typen k

onnen beliebige Abh

angigkeits-
verh

altnisse (hierarchisch oder rekursiv) bestehen. Die Menge aller Sichten entspricht ei-
ner stratizierbaren Datalog-Regelmenge. Das SQL-Konzept virtueller Sichten bleibt
unber

uhrt von der Erweiterung um materialisierte Sichten. Lediglich die Semantik vir-
tueller Sichten, die von materialisierten abh

angen, mu deniert werden. Bislang ist die
Semantik virtueller Sichten durch ihre Anwendung auf die Fakten der Basisrelationen de-
niert worden. H

angt eine virtuelle Sicht von einer materialisierten Sicht ab, so stellt sich
die Frage, ob die Ableitungsvorschrift auf den materialisierten Fakten der Sicht (IMMEDIA-
TE: neuer Zustand; DEFERRRED: alter Zustand) oder auf den Basisfakten (neuer Zustand)
angewendet wird. Um die Ezienzvorteile materialisierter Sichten zu jedem Zeitpunkt
nutzen zu k

onnen, wird vorausgesetzt, da virtuelle Sichten, die sich auf materialisierte
Sichten beziehen, zu jedem Zeitpunkt auf deren Faktenmenge angewendet werden.
Der SQL-Befehl zur Erzeugung einer virtuellen Sicht kann intuitiv um die zur Erzeu-
gung einer materialisierten Sicht erforderlichen Optionen erweitert werden. Sei S ein
Relationssymbol, A
1
; :::; A
n
Attributsymbole und Q eine SQL-Anfrage, dann ist eine Aus-
druck der Form
CREATE IMMEDIATE j DEFERRED MATERIALIZED j VIRTUAL
[ RECURSIVE ] VIEW S ( A
1
; : : : ; A
n
) AS Q.
eine DDL-Anweisung eines erweiterten SQLs zur Erzeugung einer Sicht.
Implementierungsstrategie:
Die Materialisierung abgeleiteter Fakten kann mittels Basisrelationen simuliert werden,
indem der Pr

aprozessor f

ur jede Denition einer materialisierten Sicht S 2 RM eine Ba-
sisrelation S 2 B mit der gleichen Attributstruktur generiert. Damit f

ur den Anwender
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die Simulation transparent ist, werden f

ur die materialisierte Sicht und die Basisrelation
das gleiche Relationssymbol verwendet. Das nicht eindeutige Relationssymbol ist un-
problematisch, da Basisrelationen im internen Schema des DB-Systems verwaltet werden
und materialisierte Sichten im externen Schema des Pr

aprozessors. Zur Unterscheidung
zwischen beiden Objektarten wird im Rahmen dieser Arbeit die materialisierte Sicht als
S
mat
dargestellt. Anwender erhalten nur Zugrisrechte f

ur S. S
mat
ist kein existierendes
DB-Objekt, ihre Ableitungsvorschrift wird nur in den Schemarelationen des Pr

aprozessors
gespeichert. Zum Zeitpunkt der Erzeugung von S
mat
wird ihr Anfrageausdruck Q ange-
wendet, um f

ur die erste Materialisierung die S
mat
-Fakten in S zu speichern.
mita
_mgr
mita
_abt
mitar-
beiter
ic_1
ic_2
lower
_mgr
Stratum
0
1
2
3
mita
_mgr
mita
_abt
mitar-
beiter
ic_1
ic_2
lower
_mgr
D
D
D
D
I
I
I
I
abtei-
lung
abtei-
lung
PR-Trigger
PL-Trigger
IMMEDIATE-Prozeß DEFERRED-Prozeß
SA-Trigger
Abbildung 5.11: IMMEDIATE- und DEFERRED-Sichtenaktualisierung
Der Implementierungsvorschlag f

ur ein Verfahren zur inkrementellen Sichtenaktualisie-
rung wird, wie in Abbildung 5.11 skizziert, als Erweiterung des in Abschnitt 5.2 denierten
Propagierungsverfahrens entwickelt. Die in der Basisrelation S gespeicherten Fakten wer-
den mittels Sichtenaktualisierungstriggern (SA-Triggern) inkrementell aktualisiert, die als
AFTER ROW-Trigger deniert werden k

onnen. Da die f

ur die Aktualisierung relevanten
Informationen in den -Relationen vorliegen, kann f

ur jede -Basisrelation einer mate-
rialisierten Sicht ein SA-Trigger generiert werden, der bei der Einf

ugung von -Fakten
feuert. Abh

angig davon, ob der SA-Trigger f

ur eine 
+
=
 
=

-Relation deniert ist,
wird eine Einf

ugung/L

oschung/ Modikation auf S zum denierten Aktualisierungszeit-
punkt IMMEDIATE oder DEFERRED ausgef

uhrt.
Diese Aktualisierung kann als Phase im Anschlu an den Propagierungsproze durch-
gef

uhrt werden mit der Konsequenz, da alle materialisierten Sichten w

ahrend des Pro-
pagierungsprozesses im alten Zustand vorliegen. Alternativ k

onnen die materialisierten
Sichten w

ahrend des Prozesses zum Ende der Ableitung der -Fakten eines Stratums
aktualisiert werden, so da bei der Ableitung der -Fakten h

oherer Sichten die mate-
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rialisierten Sichten niedrigerer Strata bereits im neuen Zustand vorliegen. In Hinblick
auf die etwaige Integration einer Integrit

atspr

ufung, kann es von Vorteil sein, wenn zum
Pr

ufungszeitpunkt die materialisierten Sichten bereits im neuen Zustand vorliegen, da-
mit der Aufwand f

ur eine Simulation mittels Transitionssichten entf

allt. Angepat an die
Reihenfolgesteuerung der PR-Trigger sind die Erzeugungszeiten der SA-Trigger des Stra-
tums i kleiner als die des Stratums i+1. Damit die SA-Trigger eines Stratums i aber erst
ausgef

uhrt werden, wenn alle -Fakten des Stratums vorliegen, ist ihre Erzeugungszeit
gr

oer als die der PR-Trigger des Stratums i. Die Abfolge der PR- und SA-Trigger bei
der Ausf

uhrung zweier Strata i und j wird in Abbildung 5.12 skizziert. Sie ist unabh

angig
vom Prozezeitpunkt.
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...
xx
xx
xx
xx
xx
xx
xx
xx
... PR   ; SA   ;...; PR   ; SA    ;...; ;...; PR  ; SA    ;...; PR    ; SA    ... 
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xx
xx
xx
xx
xx
xx
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xx
...
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Abbildung 5.12: Triggerreihenfolge der Sichtenaktualisierung
Soll auch im Rahmen des Propagierungsprozesses der Vorteil der Materialisierung der
abgeleiteten Fakten genutzt werden, so gestaltet sich das Konzept der Transitionssichten
komplexer als f

ur den

Anderungspropagierungsproze in Abschnitt 5.2.2. F

ur Basisrela-
tionen werden weiterhin die direkten Transitionssichten generiert und f

ur virtuelle Sichten
weiterhin die indirekten Transitionssichten f

ur den alten Zustand (Denition 5.2.3). F

ur
materialisierte Sichten werden aber zwei Transitionssichten generiert. Ihre Anwendung
h

angt davon ab, welchem Stratum die Sicht angeh

ort, von der sie referenziert wird.
 Geh

ort die referenzierende Sicht R einem h

oheren Stratum an als S
mat
((R) > (S
mat
)), dann liegt die Basisrelation S im neuen Zustand vor, und die
-Fakten liegen auch vollst

andig vor, so da der alte Zustand S
old
mittels direkter
Transitionssichten simuliert werden kann. Da f

ur die Basisrelation zur Simulation
der virtuellen Sicht das gleiche Relationssymbol wie f

ur die materialisierte Sicht
verwendet wird, sind keine Anpassungen der Ableitungsvorschriften von Sichten
h

oherer Strata erforderlich.
 Sind die referenzierende Sicht R und S
mat
rekursiv abh

angig ((R)  (S
mat
)),
dann liegt w

ahrend des Ableitungsprozesses die Basisrelation S im alten Zustand
vor. In welchem Zustand die -Relationen vorliegen ist unbekannt, so da der neue
Zustand S
new
mittels indirekter Transitionssichten simuliert wird. F

ur die Residu-
enauswertung rekursiv abh

angiger Sichten reicht es aus, S
new
nur f

ur materialisierte
Sichten zu generieren, die rekursiv abh

angig sind. Da jedoch nur eektive

Anderun-
gen propagiert werden, wird aufgrund der Eektivit

atstests f

ur jede materialisierte
Sicht die indirekte Transitionssicht S
new
generiert.
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Erweiterungen des

Anderungspropagierungsverfahrens:
F

ur die Ausf

uhrung der ermittelten induzierten

Anderungen auf materialisierten Sichten
k

onnen vom Pr

aprozessor folgende SA-Trigger generiert werden. Sei S
mat
eine materia-
lisierte Sicht (S
mat
2 RM) mit n Attributen A
1
; :::; A
n
. Sei S die zugeh

orige Basisrelation
und 
y
S die relevanten -Basisrelationen (y 2 f
+
;
 
;

g). F

ur jedes 
y
S wird ein SA-
Trigger sa 
y
S generiert.
CREATE TRIGGER sa 
y
S
AFTER INSERT ON 
y
S
REFERENCING NEW ROW AS T
S
FOR EACH ROW
WHEN (EXISTS (SELECT 1 FROM propagation WHERE mode = 'I' j 'D' ) )
BEGIN ATOMIC sa action; END;
wenn dann
y =
+
sa action := INSERT INTO S VALUES ( T
S
:A
1
; :::; T
S
:A
n
; );
y =
 
sa action := DELETE FROM S
WHERE A
1
= T
S
:A
1
AND...AND A
n
= T
S
:A
n
;
y =

sa action := UPDATE S
SET A
1
= T
S
:A
new
1
; :::; A
n
= T
S
:A
new
n
;
WHERE A
1
= T
S
:A
old
1
AND...AND A
n
= T
S
:A
old
n
.
Beispiel 5.4.1 (SA-Trigger)
F

ur die Sicht s aus Beispiel 5.1.2 kann folgender SA-Trigger modelliert werden.
TRIGGER sa
1
AFTER INSERT ON 
+
s
FOR EACH ROW REFERENCING NEW ROW AS tv
s
BEGIN ATOMIC INSERT INTO s (a
1
; a
2
)
VALUES ( tv
s
:a
1
; tv
s
:a
2
); END.
Die Denition 5.2.3 der direkten und indirekten Transitionssichtenmu erweitert
werden, so da direkte Transitionssichten zur Simulation des alten Zustands f

ur Basisre-
lationen und materialisierte Sichten erzeugt werden und indirekte Transitionssichten zur
Simulation des alten Zustands virtueller Sichten. F

ur die Simulation des neuen Zustands
materialisierter Sichten wird f

ur den Fall, da rekursiv abh

angige Sichten auf S
new
zu-
greifen oder im Rahmen von Eektivit

atstests auf S
new
zugegrien wird, eine weitere
indirekte Transitionssicht deniert.
Denition 5.4.2 (Indirekte Transitionssicht S
new
)
Sei S 2 RM die Denition einer materialisierten Sicht einer SQL-Datenbank D
S
und
fR
1
; :::; R
n
g = rel
body
(R)nrel
help
(R) die Menge der Relationssymbole direkt von S abh

an-
giger Relationen (S <
1
R
i
) (1  g; h; i  n), dann ist eine indirekte Transitionssicht zur
Simulation des neuen Zustands S
new
ein Ausdruck der Form
VIEW S
new
(A
1
; : : : ; A
n
) AS [WITH S
help
1
; :::; S
help
k
]
SELECT t
1
; :::; t
n
FROM R

g
AS T
R
g
; : : : ; R

h
AS T
R
h
WHERE F
wobei  2 f
new
;
old
g und R

i
:= R
new
i
gdw. S  R
i
^ R
i
=2 fS
help
1
; :::; S
help
k
g
R

i
:= R
i
gdw. :(S  R
i
) _ R
i
2 fS
help
1
; :::; S
help
k
g.
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Bei der Verwendung der verschiedenen Transitionssichten von materialisierten Sichten
m

ussen der Zeitpunkt des Zugris, die Art der Abh

angigkeit und das Stratum des re-
ferenzierenden DB-Objekts beachtet werden. Sei S
mat
eine materialisierte Sicht mit der
Basisrelation S, die von einem DB-Objekt R 2 R[C referenziert wird.
 S liegt im neuen Zustand vor, gdw. R < S ^ :(R  S).
 S liegt im alten Zustand vor, gdw. R  S.
 S
old
simuliert den alten Zustand, gdw. :(R  S).
 S
new
simuliert den neuen Zustand, gdw. R  S.
Aus diesen Zusammenh

angen resultieren die nachfolgenden Anpassungen der bishe-
rigen Denitionen aus dem

Anderungspropagierungsverfahren in Abschnitt 5.2.2. Bei
der Denition 5.2.2 der -Anfragen f

ur echte

Anderungen m

ussen bei den Residuen
und den Eektivit

atstests die materialisierten Sichten explizit ber

ucksichtigt werden. Sei
S 2 rel
head
(R) das Relationssymbol einer Sicht aus einer DB D
D
und R 2 rel(R) das
Symbol einer Relation, das als Residuum in der spezialisierten Ableitungsvorschrift von S
auftritt. S
new
; S
old
; R
new
; R
old
bezeichnen die Transitionssichten f

ur die neuen und alten
Zust

ande der Relationen. RM R sei eine Menge von Sichtdenitionen materialisierter
Sichten.
 Ist S 2 RM ^ wird F
effect
gegen den
neuen Zustand S
new
ausgewertet, dann gilt: S
new
:= S
new
,
alten Zustand S
old
ausgewertet, dann gilt: S
old
:= S.
 Ist R 2 RM ^ R  S ^ wird das Residuum R gegen den
neuen Zustand R
new
ausgewertet, dann gilt: R
new
:= R
new
,
alten Zustand R
old
ausgewertet, dann gilt: R
old
:= R.
 Ist R 2 RM ^ :(R  S) ^ wird das Residuum R gegen den
neuen Zustand R
new
ausgewertet, dann gilt: R
new
:= R,
alten Zustand R
old
ausgewertet, dann gilt: R
old
:= R
old
.
Die Denition 5.2.3 der indirekten Transitionssichten zur Simulation des alten Zustands
S
old
einer Sicht S mu f

ur den Fall angepat werden, da Relationssymbole materialisierter
Sichten in der Ableitungsvorschrift der Sichtdenition auftreten. Seien B;RV;RM;RH
die Mengen der Basisrelationen, der virtuellen, materialisierten Sichten und Hilfssichten ei-
nes DB-Schemas S
S
, und sei R das Symbol einer Relation, das in der Ableitungsvorschrift
von S auftritt (S >
1
R), dann wird der alte Zustand von R abh

angig vom Relationstyp
wie folgt ermittelt:
R
old
ist eine direkte Transitionssicht, gdw. R 2 rel(B),
R
old
ist eine indirekte Transitionssicht, gdw. R 2 rel(RVnRH),
R
old
:= R gdw. R 2 rel(RH),
R
old
:= R gdw. R 2 rel(RM) ^ R  S,
R
old
:= R
old
gdw. R 2 rel(RM) ^ :(R  S).
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Pr

aprozessor-L

osung:
Da f

ur das zugrunde liegende DB-Schema S
S
= hB;R; T i die Restriktion einer SQL-
Datenbank, da die Menge der Sichtdenitionen materialisierter Sichten leer ist
(RM= ;), aufgehoben ist, ergeben sich drei Erweiterungen des Algorithmus 5.2.5 f

ur
einen Pr

aprozessors eines Propagierungsverfahrens. Ein Pr

aprozessor f

ur ein Sichten-
aktualisierungsverfahren generiert die zur Simulation der materialisierten Sichten erfor-
derlichen Basisrelationen und Transitionssichten zur Ableitung alter wie neuer Zust

ande
ebenso wie die SA-Trigger zur Durchf

uhrung der inkrementellen Aktualisierung.
BEGIN
   Analysieren des DB-Schemas S
S
der DB D
S
;
   Generieren der -Basisrelationen und Transitionssichten;
8 R 2 B[R : Generieren der relevanten 

R-Basisrelationen ( 2 f
+
;
 
;

g)
8 B 2 B : Generieren der relevanten direkten Transitionssicht B
old
;
8 S 2 R : Generieren der relevanten indirekten Transitionssicht S
old
;
8 S 2 RM : Generieren der relevanten indirekten Transitionssicht S
new
;
8 S 2 RM : Generieren der Basisrelationen S zur Simulation von S
mat
;
   Generieren der Prozetrigger;
8 B 2 B : Generieren der relevanten PL-Trigger;
j := 1;
REPEAT
8 R 2 R ^ (R) = j : Generieren der relevanten PR-Trigger;
8 R 2 RM ^ (R) = j : Generieren der relevanten SA-Trigger;
j := j + 1;
UNTIL j = 
max
(RV[RM);
END.
Da materialisierte Sichten keine zul

assigen SQL3-DB-Objekte sind, und da das hier
denierte Konzept von den derzeitigen kommerziellen DB-Systemen nicht bzw. nicht
vollst

andig unterst

utzt wird, mu ihre Verwaltung vollst

andig vom Pr

aprozessor auf
der Basis externer Schemarelationen gew

ahrleistet werden. Zur Schemaevolution wer-
den Pr

aprozessor-Prozeduren (z.B. create materialized view, alter materialized view)
aufgerufen, denen als Parameter die Sichtdenitionen

ubergeben werden. Als erste Ak-
tion generieren diese Prozeduren die f

ur die Simulation erforderlichen Basisrelationen und
speichern alle f

ur die Sichten ableitbaren Fakten in den Basisrelationen (erste Materiali-
sierung). Des weiteren werden Pr

aprozessorprozeduren f

ur die Generierung der f

ur eine
inkrementelle Aktualisierung erforderlichen DB-Objekte aufgerufen.
5.5 Inkrementelles Verfahren zur simultanen
Integrit

atspr

ufung und Sichtenaktualisierung
In den beiden vorangegangenen Abschnitten sind unabh

angig voneinander Verfahren zur
inkrementellen Integrit

atspr

ufung und Sichtenaktualisierung in SQL entwickelt worden.
Unter Ausnutzung der Optimierungsm

oglichkeiten f

ur den gegebenen Kontext ist bei bei-
den Verfahren versucht worden, die Laufzeit w

ahrend der Transaktion m

oglichst zu mini-
mieren. Bei dem abschlieend entwickelten Verfahren f

ur beide Aufgabenstellungen sind
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nun Restriktionen und Optimierungsm

oglichkeiten, die aus dem jeweils anderen Verfah-
ren resultieren, zu beachten bzw. zu nutzen.
Das in Abschnitt 5.3 denierte Integrit

atskonzept und das in Abschnitt 5.4 denierte
Konzept materialisierter Sichten mit inkrementeller Sichtenaktualisierung sind in einem
gemeinsamen Verfahren zu realisieren. Als Integrit

atsbedingungen sind NSQL-ASSER-
TIONs mit den beiden Integrit

atspr

ufungszeitpunkten IMMEDIATE und DEFERRED zuge-
lassen. Materialisierte Sichten sind genauso ausdrucksstark wie virtuelle und k

onnen zu
den beiden Zeitpunkten IMMEDIATE und DEFERRED aktualisiert werden. Beide Sichtty-
pen k

onnen in einem Schema deniert werden, und ASSERTIONs sind auf Sichten denier-
bar.
Unmittelbar nach der Ausf

uhrung einer Basisfakten

anderung werden die IMMEDIATE-
ASSERTIONs evaluiert und die IMMEDIATE-Sichten aktualisiert. -Fakten werden nur
soweit propagiert, wie sie im IMMEDIATE-Proze verarbeitet werden (FU
I
--Fakten).
Erst auf dem neuen lokal-konsistenten Zwischenzustand kann ein Anwender Anweisun-
gen ausf

uhren. Zum Ende der Transaktion werden die DEFERRED{ASSERTIONs evaluiert
und die DEFERRED-Sichten aktualisiert. Zu diesem Zweck wird der reihenfolgeabh

angige
Nettoeekt der -Fakten der gesamten Transaktion ermittelt. Nur f

ur diese Nettoeekt-
-Fakten werden die -Fakten propagiert, die ausschlielich im DEFERRED-Proze ver-
arbeitet werden (FU
D
--Fakten).
Damit f

ur materialisierte Sichten und sie referenzierende Integrit

atsbedingungen eine
sinnvolle Semantik gew

ahrleistet ist, werden zwei Restriktionen formuliert. DEFERRED-
Sichten k

onnen ausschlielich von DEFERRED-Sichten und Integrit

atsbedingungen refe-
renziert werden. F

ur IMMEDIATE-Sichten gelten keine Einschr

ankungen hinsichtlich der
von ihnen abh

angigen Sichten und Integrit

atsbedingungen.
Implementierungsstrategie und Anpassungen der Verfahren:
F

ur die Implementierung der materialisierten Sichten kann das in Abschnitt 5.4 entwickel-
te Verfahren zur

Anderungspropagierung und Sichtenaktualisierung unver

andert zugrun-
de gelegt werden. Das Verfahren aus Abschnitt 5.3 zur inkrementellen Integrit

atspr

ufung
basiert jedoch auf der Annahme, da ausschlielich virtuelle Sichten vorliegen. Um im
Rahmen der Integrit

atspr

ufung die Vorteile der Materialisierung abgeleiteter Fakten nut-
zen zu k

onnen, wird das Integrit

atspr

ufungsverfahren modiziert.
Die Pr

ufung der auf einer materialisierten Sicht S
mat
denierten ASSERTIONs mit-
tels BEFORE-Triggern kann zu l

angeren Laufzeiten w

ahrend der Transaktion f

uhren, da
zum Zeitpunkt der BEFORE-Triggerausf

uhrung der Zustand von S noch unbekannt ist,
so da S
new
nur mittels indirekter Transitionssichten simuliert werden kann. Um ohne
zus

atzlichen Ableitungsaufwand auf die aktualisierten Fakten zugreifen zu k

onnen, reicht
es aus, die Integrit

atspr

ufung f

ur die induzierten

Anderungen eines Stratums zum Ende
der Bearbeitung der Sichten eines Stratums auszuf

uhren, nachdem die SA-Trigger alle
materialisierten Sichten des Stratums aktualisiert haben. Dies kann erreicht werden, in-
dem die IP-Trigger als AFTER-Trigger generiert werden mit einer Erzeugungszeit, die
gr

oer ist als die der SA-Trigger des gleichen Stratums. Nachteilig bei einer Konsistenz-
verletzung ist die unn

otige Aktualisierung, bevor der Fehler zum Ende der Bearbeitung
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Abbildung 5.13: Integrit

atspr

ufung und Sichtenaktualisierung
des Stratums erkannt werden kann. Da die Residuen in den Integrit

atsbedingungen im-
mer auf dem neuen Zustand angewendet werden, ist es jedoch von Vorteil, da der neue
Zustand bei der Integrit

atspr

ufung bereits in den Relationen vorliegt und nicht simuliert
werden mu.
Zudem mu bei der Verwendung materialisierter Sichten die in Abschnitt 5.3 vorge-
nommene Stratazuordnung der IP-Trigger neu deniert werden. Sind nur virtuelle
Sichten zugelassen, so ist der Aufwand bei der Ableitung unabh

angig davon, zu welchem
Zeitpunkt (Stratum) sie durchgef

uhrt wird. In Abschnitt 5.3 wird mit dem Ziel einer
fr

uhestm

oglichen Evaluierung eine ASSERTION bei der Bearbeitung des Stratums (R)
gepr

uft, in dem die -Fakten der relevanten Relation R propagiert werden. H

angt eine
ASSERTION direkt von materialisierten Sichten ab, die einem h

oheren Stratum als (R)
oder dem gleichen Stratum zugeordnet sind, so liegen diese Sichten entweder im alten
oder in einem unbekannten Zustand vor. In beiden F

allen w

are der neue Zustand durch
Anwendung der R
new
-Transitionssichten zu simulieren.
Die neue Stratazuordnung wird nicht f

ur eine ASSERTION IC durchgef

uhrt, sondern
f

ur die spezialisierten Integrit

atsformeln IC

z
R
, so da die verschiedenen IP-Trigger einer
ASSERTION je nach relevanter Relation R verschiedenen Strata zugeordnet sein k

onnen.
Ist IC direkt oder indirekt abh

angig von materialisierten Sichten, so werden die spezia-
lisierten Integrit

atsformeln fr

uhestens angewendet, wenn alle abh

angigen materialisierten
Sichten im neuen Zustand vorliegen. Anderenfalls wird die bisherige Vorschrift zur Strata-
zuordnung beibehalten. (R
k
) sei das maximale Stratum aller von IC direkt oder indirekt
abh

angigen materialisierten Sichten.
(IC

z
R
) := (R
k
) gdw. (R) < (R
k
)
(IC

z
R
) := (R) sonst.
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Bei dieser Stratazuordnung steht dem Synergieeekt der einmaligen Propagierung und
mehrfachen Verwendung der Nachteil gegen

uber, da im Falle einer Konsistenzverletzung
ggf. unn

otige Propagierungs- und Verarbeitungsschritte durchgef

uhrt werden, weil f

ur ein
im Stratum i ermitteltes -Fakt der Integrit

atsfehler erst im Stratum i+x (x > 0) erkannt
wird. Welcher der beiden Pr

ufungszeitpunkte, Stratum i oder i+ x, im Fehlerfall perfor-
manter ist, ist sehr anwendungsspezisch und kann nur empirisch entschieden werden. Die
Entscheidung, die Integrit

atspr

ufung erst nach der Sichtenaktualisierung durchzuf

uhren,
widerspricht zwar der Intention des SQL-Standards, unn

otige Aktionen im Fehlerfall zu
vermeiden, sie stellt jedoch im Fall der Konsistenz einen beachtlichen Ezienzgewinn dar,
da weniger Simulationen durchzuf

uhren sind.
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< PR-, SA-, IP-Trigger des
Stratums i+ 1
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Abbildung 5.14: Trigger der Integrit

atspr

ufung und Sichtenaktualisierung
In der

Ubersicht werden die Abh

angigkeiten zwischen den Triggererzeugungszeiten der
verschiedenen Triggerarten zusammengefat. Werden diese Vorschriften vom Pr

aprozessor
ber

ucksichtigt, dann ist die Ausf

uhrung eines iterativen Fixpunktprozesses gew

ahrleistet.
In Abbildung 5.14 wird die zeitliche Abfolge der Triggerausf

uhrungen skizziert.
Die Erweiterungen, die in den letzten drei Abschnitten f

ur den Algorithmus 5.2.5,
durchgef

uhrt wurden, werden in diesem Algorithmus eines Pr

aprozessors f

ur eine simul-
tan ausgef

uhrte Integrit

atspr

ufung und Sichtenaktualisierung zusammengefat.
Algorithmus 5.5.1 (Pr

aprozessor)
Sei S
S
= hB;R; C; T i ein DB-Schema einer SQL-DB D
S
= hF ;S
S
i mit einer Menge
virtueller und materialisierter Sichten ohne Hilfssichten (R:= RV[RM). C

sei die
Menge der spezialisierten Integrit

atsformeln IC

mit IC 2 C. 
max
(R) bezeichne das
maximale Stratum einer Sichtenmenge.
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BEGIN
   Analysieren des DB-Schemas S
S
der DB D
S
;
Erstellen der Abh

angigkeitsgraphen G
D
und G
Attr
D
;
Klassizieren FU-, LU--Relationen und -Integrit

atsbedingungen;
8 R 2 R[B : Zuordnen der Strata (R);
   Generieren der -Basisrelationen und Transitionssichten;
8 R 2 B[R : Generieren der relevanten 

R-Basisrelationen ( 2 f
+
;
 
;

g)
8 B 2 B : Generieren der relevanten direkten Transitionssicht B
old
;
8 S 2 R : Generieren der relevanten indirekten Transitionssicht S
old
;
8 S 2 RM : Generieren der relevanten indirekten Transitionssicht S
new
;
8 S 2 RM : Generieren der Basisrelation S zur Simulation von S
mat
;
   Generieren der Prozetrigger;
8 B 2 B : Generieren der relevanten PL-Trigger;
8 IC 2 C : Generieren der relevanten IC

-Integrit

atsformeln;
8 IC

2 C

: Zuordnen der Strata (IC

);
j := 0;
REPEAT
8 R 2 R ^ (R) = j : Generieren der relevanten PR-Trigger;
8 R 2 RM ^ (R) = j : Generieren der relevanten SA-Trigger;
8 IC

2 C

^ (C) = j : Generieren der relevanten IP-Trigger;
j := j + 1;
UNTIL j = 
max
(RV[RM[C);
END.
5.6 Anwendungsbeispiel
F

ur das aus Kapitel 2 bekannte Beispiel 3.1.4 einer Unternehmensorganisation werden
in diesem Abschnitt exemplarisch einige Prozetrigger deniert. Ausgehend von diesen
Beispieltriggern
9
sind die noch fehlenden Trigger intuitiv denierbar.
Aufgrund der Abh

angigkeits- und Relevanzanalyse werden die -Basisrelationen vom
Pr

aprozessor den entsprechenden FU

-/LU

-Klassen zugeordnet.
FU

I
:= f

mitarbeiter;

abteilung;

mita abt;

mita mgrg;
FU

D
:= f

lower mgrg;
LU

I
:= f
+
abteilung;

mita abtg.
Anhand dieser Informationen ermittelt der Pr

aprozessor den Zeitpunkt der Ausf

uh-
rung der PR-Trigger und den Zeitpunkt der fr

uhestm

oglichen L

oschung, der IMMEDIATE-
propagierten Fakten. Der Zeitpunkt der Ausf

uhrung der IP- und SA-Trigger wird unmit-
telbar anhand des Pr

ufungs-/Aktualisierungszeitpunkts der ASSERTIONs und materiali-
sierten Sicht ermittelt werden.
9
Die Indizierung der verschiedenen Bezeichner im NSQL-Kontext stellt zwar keinen g

ultigen NSQL-
Bezeichner dar, sie wird hier aber verwendet, um die Analogie zu den in den Denitionen verwendeten
Bezeichnern aufrechtzuerhalten.
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Protokolltrigger:
Als ein Ergebnis der Relevanzanalyse wird f

ur jede Relation (Basisrelation, Sicht) und jede

Anderungsart ( 2 f
+
;
 
;

g) eine -Basisrelation generiert. F

ur jede der -Relationen
der Basisrelationen mitarbeiter und abteilung generiert der Pr

aprozessor einen Proto-
kolltrigger protokoll 

mitarbeiter, protokoll 

abteilung.
IP-Trigger:
F

ur die Bedingung ic
1
werden vier DEFERRED-IP-Trigger generiert, f

ur Einf

ugungen/
Modikationen inmitarbeiter und f

ur L

oschungen/Modikationen in abteilung. Da beide
referenzierten Relationen dem Stratum 0 angeh

oren, werden die IP-Trigger ebenfalls dem
Stratum 0 zugeordnet. ic
1
wird DEFERRED gepr

uft. Tritt das Relationssymbol, f

ur das
die Spezialisierung durchgef

uhrt werden soll, als einziges Relationssymbol in der FROM-
Klausel auf, so kann die Formel wesentlich vereinfacht werden. Der f

uhrende SELECT-
Ausdruck entf

allt und die NOT EXISTS-Quantizierung resultiert daraus, da mit der
Formel der Fehlerfall formuliert wird, auf den dann im Aktionsteil mit dem Abbruch der
Triggerausf

uhrung reagiert wird. Der Pr

ufungszeitpunkt ist DEFERRED ('D').
CREATE TRIGGER ip ic
1
+
mitarbeiter
AFTER INSERT ON 
+
mitarbeiter
REFERENCING NEW ROW AS tv
m
FOR EACH ROW
WHEN ( EXISTS (SELECT 1 FROM propagation WHERE mode = 'D' )
AND NOT EXISTS ( SELECT 1 FROM abteilung AS tv
a
WHERE tv
a
:nr = tv
m
:abteil ) )
BEGIN ATOMIC ip action; END;
Bei Modikationen wird die WHEN-Bedingung aufgrund der Ergebnisse der attribut-
bezogenen Relevanzanalyse um eine Teilformel erweitert, so da die restliche Formel und
der Triggeraktionsteil nur bei Wert

anderungen relevanter Attribute angewendet werden.
CREATE TRIGGER ip ic
1

mitarbeiter
AFTER INSERT ON 

mitarbeiter
REFERENCING NEW ROW AS tv
m
FOR EACH ROW
WHEN ( EXISTS (SELECT 1 FROM propagation WHERE mode = 'D' )
AND (tv
a
:nr
old
6= tv
a
:nr
new
)
AND NOT EXISTS ( SELECT 1 FROM abteilung AS tv
a
WHERE tv
a
:nr
new
= tv
m
:abteil ) )
BEGIN ATOMIC ip action; END;
F

ur die Integrit

atsbedingung ic
2
werden, obwohl diemitarbeiter-Relation zweimal auf-
tritt, nur vier IMMEDIATE-IP-Trigger generiert, je einer f

ur Einf

ugungen/Modikationen
bez

uglich mita mgr und f

ur L

oschungen/Modikationen bez

uglich mita abt. Bei der
UNION-Verkn

upfung werden beide SFW-Ausdr

ucke, in denen das Relationssymbolmita abt
auftritt, in einem Ausdruck spezialisiert, analog zu der Vorgehensweise bei zwei Datalog-
Regeln mit dem gleichen Rumpiteral. Hinsichtlich der Modikationen von mita mgr ist
nur das Attribut mgr relevant und f

ur mita abt nur die beiden Attribute bez und mita.
Da die Sicht mita mgr von mita abt abh

angt, m

ussen alle IP-Trigger dem Stratum 2
zugeordnet werden.
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SA-Trigger:
SA-Trigger werden nur f

ur die materialisierten Sichten mita mgr und lower mgr gene-
riert. Da f

ur jede der Sichten alle drei

Anderungsarten relevant sind, werden jeweils drei
sa 

-Trigger generiert ( 2 f
+
;
 
;

g), die die Fakten der Basisrelationen mita mgr,
lower mgr aktualisieren.
CREATE TRIGGER sa 

mita mgr AFTER INSERT ON 

mita abt
REFERENCING NEW ROW AS tv
mm
FOR EACH ROW
WHEN (EXISTS (SELECT 1 FROM propagation WHERE mode = 'I' ) )
BEGIN ATOMIC
UPDATE mita mgr
SET mita = tv
mm
:mita
new
, bez = tv
mm
:bez
new
, mgr = tv
mm
:mgr
new
WHERE mita = tv
mm
:mita
old
, bez = tv
mm
:bez
old
, mgr = tv
mm
:mgr
old
;
END;
PR-Trigger:
 F

ur die Sicht mita abt:
Da beide Relationen mitarbeiter und abteilung positiv auftreten, tritt kein Pola-
rit

atswechsel zwischen induzierender und induzierter

Anderung auf. Die PR-Trigger
pr 

mita abt


y
( 2 f
+
;
 
;

g, y 2 fmitarbeiter; abteilungg) werden generiert.
Modikationen werden als solche nur propagiert, wenn ausschlielich bei den At-
tributen mitarbeiter:mita, gehalt, mgr und abteilung:bez Werte ver

andert wer-
den. Modikationen der Attribute mitarbeiter:abteil oder abteilung:nr werden
als induzierte Einf

ugungen/L

osungen propagiert. Dadurch, da es von mita abt
abh

angige Relationen gibt, die IMMEDIATE zu verarbeiten sind, werden IMMEDIATE-
PR-Trigger modelliert.
 F

ur die Sicht mita mgr:
F

ur jedes Auftreten einer Relation, die keine Hilfssicht ist, in einem Anfrageaus-
druck oder in einer der Hilfssichtspezikationen wird ein PR-Trigger generiert (nur
mita abt). Da die SELECT-Ausdr

ucke, in denen das Relationssymbol von mita abt
auftritt, durch einen UNION-Operator verkn

upft werden, werden beide Auftreten
des Relationssymbols in einem PR-Trigger spezialisiert. Aufgrund des Aktualisie-
rungszeitpunkts wird ein IMMEDIATE-PR-Trigger generiert.
 F

ur die Sicht lower mgr:
F

ur die referenzierte Relation mitarbeiter mu der Polarit

atswechsel beachtet wer-
den. Modikationen der mita mgr-Relation werden als solche nur propagiert, wenn
ausschlielich bei den Attributen mita mgr:bez und mgr Werte ver

andert wer-
den. F

ur die Modikation des Attributs mita mgr:mita werden zwei PR-Trigger
zur Ableitung der induzierten 
+
- und 
 
-lower mgr-Fakten generiert. Da die
mitarbeiter-Relation in einer Unteranfrage auftritt, werden Modikationen nur als
induzierte Einf

ugungen/L

oschungen propagiert. lower mgr ist als FU
D
-Relation
klassiziert, so da DEFERRED-PR-Trigger generiert werden.
Die Sicht mita abt wird f

ur die Einf

ugungen in die mitarbeiter-Basisrelation spezia-
lisiert. Das Seitenliteral abteilung wird

uber dem neuen Zustand ausgewertet. F

ur den
Eektivit

atstest wird die direkte Transitionssicht mita abt
old
angewendet.
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CREATE TRIGGER pr 
+
mita abt

+
mitarbeiter
AFTER INSERT ON 
+
mitarbeiter
REFERENCING NEW ROW AS tv
m
FOR EACH ROW
WHEN (EXISTS (SELECT 1 FROM propagation WHERE mode = 'I' ) )
BEGIN ATOMIC
INSERT INTO 
+
mita abt
SELECT t
m
:mita; t
m
:abteil; t
a
:bez; t
m
:mgr FROM abteilung AS t
a
WHERE t
m
:abteil = t
a
:nr
AND NOT EXISTS (
SELECT 1 FROM mita abt
old
AS tv
ma
old
WHERE tv
ma
old :mita = tv
m
:mita AND tv
ma
old :nr = tv
m
:abteil
AND tv
ma
old
:bez = tv
a
:bez AND tv
ma
old
:mgr = tv
m
:mgr);
END;
mita mgr ist eine rekursive Sicht, deren Ableitungsvorschrift f

ur L

oschungen aus der
Sicht mita abt spezialisiert wird. mita abt tritt zweimal in der rekursiven Hilfssicht auf.
Da die beiden SELECT-Ausdr

ucke durch einen UNION-Operator verkn

upft sind, werden
beide Auftreten der Relationssymbole in einem Trigger spezialisiert. Da das Relationssym-
bol in der Verankerung der Rekursion als einziges Symbol in der FROM-Klausel auftritt,
wird es durch ein 'Dummy'-Symbol und eine 'Dummy'-Tupelvariable ersetzt, die nicht
weiter verwendet werden. Da h
1
eine Hilfsregel ist, wird f

ur das Seitenliteral h
old
1
keine
Transitionssicht angewendet. F

ur den Eektivit

atstest wird auf die indirekte Transitions-
sicht mita mgr
new
zugegrien.
CREATE TRIGGER pr 
 
mita mgr

 
mita abt
AFTER INSERT ON 
 
mita abt
REFERENCING NEW ROW AS tv
ma
FOR EACH ROW
WHEN (EXISTS (SELECT 1 FROM propagation WHERE mode = 'I' ) )
BEGIN ATOMIC
INSERT INTO 
 
mita mgr WITH RECURSIVE
h
old
1
(mita; bez;mgr) AS
SELECT tv
h
1
:mita; tv
h
1
:bez; tv
ma
:mgr FROM h
old
1
AS tv
h
1
WHERE tv
h
1
:mgr = tv
ma
:mita
UNION
SELECT tv
ma
:mita; tv
ma
:bez; tv
ma
:mgr FROM 
 
mita abt AS tv
Dummy
SELECT tv
h
1
:mita; tv
h
1
:bez; tv
h
1
:mgr FROM h
old
1
AS tv
h
1
WHERE NOT EXISTS (
SELECT 1 FROM mita mgr
new
AS tv
mm
new
WHERE tv
mm
new
:mita = tv
h
1
:mita AND tv
mm
new
:bez = tv
h
1
:bez
AND tv
mm
new
:mgr = tv
h
1
:mgr);
END;
Transitionssichten:
F

ur die beiden Basisrelationen wird jeweils eine direkte Transitionssicht f

ur den alten
Zustand generiert, f

ur die virtuelle Sicht mita abt eine indirekte Transitionssicht f

ur den
alten Zustand, f

ur die materialisierten Sichten jeweils eine zur Simulation des alten (di-
rekte) und eine f

ur den neuen Zustand (indirekte Transitionssicht).
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CREATE VIEW mita abt
old
(mita; nr; bez;mgr) AS
SELECT t
m
:mita; t
m
:abteil; t
a
:bez; t
m
:mgr
FROM mitarbeiter
old
AS t
m
, abteilung
old
AS t
a
WHERE t
m
:abteil = t
a
:nr;
CREATE VIEW mita mgr
new
(mita; bez;mgr) AS WITH RECURSIVE
h
1
(mita; bez;mgr) AS SELECT tv
h
1
:mita; tv
h
1
:bez; tv
ma
:mgr
FROM h
1
AS tv
h
1
, mita abt AS tv
ma
WHERE tv
h
1
:mgr = tv
ma
:mita
UNION
SELECT tv
ma
:mita; tv
ma
:bez; tv
ma
:mgr
FROM mita abt AS tv
ma
SELECT tv
h
1
:mita; tv
h
1
:bez; tv
h
1
:mgr FROM h
1
AS tv
h
1
.
Ausf

uhrung einer Transaktion:
Obwohl in den Trigger-Ausf

uhrungslisten alle gefeuerten Trigger (IMMEDIATE- und DEFER-
RED-Prozetrigger) eingeordnet werden, werden wegen einer besseren Lesbarkeit in diesem
Beispiel jeweils nur die f

ur den aktuellen Zeitpunkt relevanten Prozetrigger aufgelistet.
W

ahrend des IMMEDIATE-Prozesses wird somit auf die Auistung der DEFERRED-Trigger
verzichtet, die aufgrund ihrer WHEN-Bedingung nur w

ahrend des DEFERRED-Prozesses
ausgef

uhrt werden. Folgende Basisfakten und abgeleitete Fakten liegen vor:
mitarbeiter abteilung
Hugo 10 5000 Anton 10 EK Einkauf
Erna 20 5000 Helga 20 VK Verkauf
Emil 10 7000 Helga 13 MG Management
Helga 13 9000
mita abt (virt.) mita mgr (mat.) lower mgr (mat.)
Hugo 10 EK Anton Hugo EK Anton Hugo EK Anton
Erna 20 VK Helga Erna VK Helga
Emil 10 EK Helga Emil EK Helga
Helga 13 MG Helga MG
Es wird die TransaktionM ausgef

uhrt:
M:= f +mitarbeiter(Anton; 10; 6000; Emil); commit iv; g
mitarbeiter mita abt (virt.)
Hugo 10 5000 Anton Hugo 10 EK Anton
Erna 20 5000 Helga Erna 20 VK Helga
Emil 10 7000 Helga Anton 10 EK Emil
Helga 13 9000 Emil 10 EK Helga
Anton 10 6000 Emil Helga 13 MG
Die Einf

ugung +mitarbeiter(Anton; 10; 6000; Emil) feuert den PL-Trigger und startet
somit unmittelbar einen IMMEDIATE-Proze.
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Triggerabarbeitungsliste des Ereignisses +mitarbeiter(Anton; 10; 6000; Emil):
AFTER
mitarbeiter
:= f (pl 
+
mitarbeiter; +mitarbeiter(Anton, 10, 6000, Emil)) g
Die Ausf

uhrung des PL-Trigger-Ereignispaares gew

ahrleistet, da in 
+
mitarbeiter
das neue Fakt eingef

ugt wird. Dieses Ereignis feuert unabh

angig vom Verarbeitungsmo-
dus den IP-Trigger f

ur ic
1
sowie die PR-Trigger f

ur mita abt, lower mgr. Da aber auf-
grund des Prozezeitpunkts nur pr 
+
mita abt

+
mitarbeiter
relevant ist, wird das Trigger-
Ereignispaar als einziges hier im Beispiel aufgef

uhrt.

+
mitarbeiter
Anton 10 6000 Emil
AFTER
mitarbeiter
:=
f (pr 
+
mita abt

+
mitarbeiter
; +
+
mitarbeiter(Anton, 10, 6000, Emil)) g
Die Ausf

uhrung des pr 
+
mita abt

+
mitarbeiter
-Trigger-Ereignispaares f

uhrt zur Spei-
cherung von 
+
mita abt-Fakten, wodurch der PR-Trigger pr 
+
mita mgr

+
mita abt
und
der IP-Trigger ip ic

+
mita abt
gefeuert werden.

+
mita abt
Anton 10 EK Emil
AFTER
mitarbeiter
:=
f (pr 
+
mita mgr

+
mita abt
; +
+
mita abt(Anton, 10, EK, Emil));
(ip ic

+
mita abt
; +
+
mita abt(Anton, 10, EK, Emil)) g
Die Propagierung der induzierten mita mgr-Einf

ugungen erfolgt mittels Ausf

uhrung
der Trigger-Ereignispaare pr 
+
mita mgr

+
mita abt
, woraufhin f

ur jedes -Fakt ein SA-
und ein IP-Trigger gefeuert werden.

+
mita mgr
Anton EK Emil Hugo EK Emil
Anton EK Helga Hugo EK Helga
AFTER
mitarbeiter
:=
f (sa 
+
mita mgr; +
+
mita mgr(Anton, 10, EK, Emil));
(sa 
+
mita mgr; +
+
mita mgr(Anton, EK, Helga));
(sa 
+
mita mgr; +
+
mita mgr(Hugo, EK, Emil));
(sa 
+
mita mgr; +
+
mita mgr(Hugo, EK, Helga));
(ip ic

+
mita mgr
; +
+
mita mgr(Anton, EK, Emil));
(ip ic

+
mita mgr
; +
+
mita mgr(Anton, EK, Helga));
(ip ic

+
mita mgr
; +
+
mita mgr(Hugo, EK, Emil));
(ip ic

+
mita mgr
; +
+
mita mgr(Hugo, EK, Helga));
(ip ic

+
mita abt
; +
+
mita abt(Anton, EK, Emil)) g
Die Ausf

uhrung der SA-Trigger-Ereignispaare sa 
+
mita mgr hat einen aktualisierten
Zwischenzustand der materialisierten Sicht mita mgr zur Folge.
mita mgr
Hugo EK Anton Anton EK Emil Anton EK Helga
Erna VK Anton Hugo EK Emil Hugo EK Helga
Emil MG Helga Helga MG
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Bei der Ausf

uhrung der IP-Trigger-Ereignisspaare ip ic

+
mita mgr
, ip ic

+
mita abt
wird
die Konsistenz der Fakten erkannt (lokal-konsistenter Zwischenzustand).
Der Aufruf der commit iv-Prozedur startet den DEFERRED-Proze. Die erste Aktion
ist die L

oschung der 'last used'-IMMEDIATE-Fakten aus den -Basisrelationen mita abt,
mita mgr. F

ur die verbliebenen -Fakten wird der Nettoeekt f

ur mitarbeiter und
mita mgr berechnet, da beide 'last used'-DEFERRED-Relationen sind (LU

D
). Das Ergeb-
nis der Nettoeektberechnung ist die urspr

ungliche Faktenmenge. Die Nettoeektfakten
werden gel

oscht und wieder eingef

ugt, woraufhin sechs DEFERRED-Trigger-Ereignispaare
gefeuert werden.
AFTER
mitarbeiter
:=
f (ip ic
1
+
mitarbeiter
; +mitarbeiter(Anton, 10, 6000, Emil));
(prop 
+
lower mgr

+
mita mgr
; +
+
mita mgr(Anton, EK ,Emil));
(prop 
+
lower mgr

+
mita mgr
; +
+
mita mgr(Anton, EK, Helga));
(prop 
+
lower mgr

+
mita mgr
; +
+
mita mgr(Hugo, EK, Emil));
(prop 
+
lower mgr

+
mita mgr
; +
+
mita mgr(Hugo, EK, Helga));
(prop 
+
lower mgr

+
mitarbeiter
; +
+
mitarbeiter(Anton, 10, 6000, Emil)) g
Die Ausf

uhrung des ip ic
1
+
mitarbeiter
-Trigger-Ereignispaares verursacht aufgrund der
Konsistenz der Fakten kein ROLLBACK der Transaktion. Aufgrund der Ausf

uhrung der
PR-Trigger-Ereignispaare werden zwei Fakten in 
+
lower mgr eingef

ugt. Die zugeh

origen
SA-Trigger werden gefeuert und ausgef

uhrt. Anschlieend liegt ein global-konsistenter Zu-
stand vor.

+
lower mgr
Anton EK Emil Hugo EK Emil
AFTER
mitarbeiter
:=
f (sa 
+
lower mgr; +
+
mita mgr(Anton, EK, Emil));
(sa 
+
lower mgr; +
+
mita mgr(Hugo, EK, Emil)); g
lower mgr
Hugo EK Anton Anton EK Emil Hugo EK Emil
5.7 Vergleich mit anderen Verfahren
F

ur einen Vergleich mit anderen Verfahren sind zwei Schwerpunkte gew

ahlt worden. Da
die Implementierungsvorschl

age SQL-basierte DB-Systeme funktional erweitern sollen,
wird die Funktionalit

at der DB-Systeme DB2 und Oracle in Abschnitt 5.7.1 analysiert. In
Abschnitt 5.7.2 werden aufgrund der Relevanz des Triggerausf

uhrungsmodells f

ur die Ent-
wicklung eines inkrementellen Verfahrens L

osungen basierend auf verschiedenen Trigger-
Konzepten diskutiert.
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5.7.1 Vergleich mit kommerziellen DB-Systemen
In Abschnitt 4.2.6 werden die Implementierungen der Integrit

atsbedingungen und mate-
rialisierten Sichten bei Oracle (V 8.1.x) und DB2 (V 7.x) vorgestellt.
Da Oracle als Hauptanwendungsgebiet f

ur materialisierte Sichten Data Warehouses
und verteilte Datenbanken sieht, k

onnen sie zu drei Zeitpunkten zum und nach dem
Transaktionsende (ON COMMIT, ON DEMAND, periodisch) aktualisiert werden. W

ahrend
einer Transaktion ist jedoch nur der alte Zustand der materialisierten Sicht vor Beginn
der Transaktion zugreifbar. Da die L

osung f

ur die Koordinierung der Aktualisierung zu
den drei Zeitpunkten auf einem Zeitstempel mit der Transaktionsendezeit basiert, kann
das hier entwickelte Konzept sehr einfach erweitert werden. W

ahrend einer Transaktion
ist zur Koordinierung der IMMEDIATE- und DEFERRED-Verarbeitung in dem Attribut
pp id f

ur die -Fakten die PP-Nummer der zugeh

origen Basisfakten

anderung gespeichert.
F

ur die ON DEMAND und 'periodisch' zu verarbeitenden -Fakten wird zum Transakti-
onsende die entsprechende Transaktionsendezeit gespeichert. Das Aktualisierungs- und
Propagierungsverfahren basiert zwar auch auf den Grundideen der -Fakten und der Spe-
zialisierung, jedoch werden nur Sichten mit einfachen Ableitungsvorschriften inkrementell
aktualisiert, und alle anderen Sichten werden rematerialisiert. Das hier entwickelte Verfah-
ren erlaubt unabh

angig von der Komplexit

at der Ableitungsvorschrift eine inkrementelle
Aktualisierung f

ur beliebige Sichten, was eine beachtliche Performanzsteigerung w

ahrend
einer Transaktion bedeuten kann.
Materialisierte Sichten mit komplexeren Ableitungsvorschriften wie rekursive Sichten,
Sichten mit Mengenoperatoren oder Hierarchien von Sichten sind bei dem DB2-DB-
System nicht denierbar. Da materialisierte Sichten nur auf Basisrelationen deniert wer-
den k

onnen, ist ein

Anderungspropagierungsverfahren nicht erforderlich. Anders als bei
Oracle ist eine IMMEDIATE-Aktualisierung m

oglich. Der DEFERRED-Zeitpunkt hingegen
bezeichnet einen beliebigen Zeitpunkt zu dem die REFRESH TABLE-Anweisung ausgef

uhrt
wird. Mittels dieser Anweisung kann aber eine Aktualisierung zum Transaktionsende si-
muliert werden. Eine Restriktion beider Implementierungen ist die Beschr

ankung, da
Integrit

atsbedingungen nur auf Basisrelationen und nicht multirelational deniert werden
k

onnen. Bei Oracle wird somit die Propagierung ausschlielich f

ur die Sichtenaktualisie-
rung durchgef

uhrt, die Synergieeekte aufgrund mehrfacher Verwendung der -Fakten
bleiben ungenutzt.
Beide Hersteller haben f

ur ihre Integrit

atspr

ufungs- und Sichtenaktualisierungsverfah-
ren die Vorteile einer in das DB-System integrierten Implementierung genutzt, so da die
Nachteile einer Pr

aprozessor-L

osung vermieden werden konnten.
5.7.2 Vergleich mit triggerbasierten Implementierungen
In der nachfolgenden Diskussion wird die Eignung verschiedener Triggerkonzepte wie Star-
burst, ActLog und Chimera und IRS f

ur die Realisierung inkrementeller Verfahren in SQL
aufgezeigt, indem L

osungsskizzen f

ur das in Abschnitt 5.5 entwickelte Verfahren entwickelt
werden. Starburst ist ein viel beachtetes Trigger-Konzept, dessen Urspr

unge im SQL-
Kontext zu nden sind. Ceri/Widom haben zwei SQL-basierte inkrementelle Verfahren
mittels Starburst-Triggern implementiert und Decker hat ein auf SQL-Triggern basieren-
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des Integrit

atspr

ufungsverfahren entworfen. ActLog hingegen ist speziell f

ur die Aufgabe
der Propagierung im Datalog-Kontext entwickelt worden und IRS f

ur SQL-Datenbanken.
Ceri/Fraternali haben die Funktionalit

at der Chimera-Trigger u.a. mit Oracle- und DB2-
Triggern simuliert.
Starburst-Trigger:
In [CW90] haben Ceri/Widom in SQL ein auf Starburst-Triggern basierendes Integrit

ats-
pr

ufungsverfahren und in [CW91] ein Sichtenaktualisierungsverfahren entwickelt. Dem
schliet sich eine weitere Arbeit ([CW94]) mit einem triggerbasierten Propagierungsver-
fahren im Datalog-Kontext an. Grundidee der Verfahren ist die Spezialisierung der Sich-
ten/Regeln bzw. Integrit

atsbedingungen auf der Basis von -Mengen. Statt deduktive
-Regeln zu generieren, werden die -Fakten mittels Propagierungstriggern ermittelt
bzw. mittels Integrit

atspr

ufungstriggern gepr

uft. Anders als bei der Verwendung von
SQL-Triggern feuern die Prozetrigger nicht f

ur die Einf

ugungen in -Relationen sondern
f

ur die Ausf

uhrung von

Anderungen auf den Basisrelationen und materialisierten Sichten,
was jedoch voraussetzt, da alle Sichten materialisiert sind. Die -Relationen m

ussen da-
her nicht explizit erzeugt werden. Bei der Triggerausf

uhrung liegen die ge

anderten Fakten
in systemintern verwalteten Transitionsrelationen vor. Als Aktion der Propagierungstrig-
ger werden keine -Fakten gespeichert, sondern die induzierten

Anderungen unmittelbar
ausgef

uhrt. In allen drei Verfahren wird jedoch ausschlielich zum Transaktionsende eine
Verarbeitung durchgef

uhrt.
In [CW90] gilt die Restriktion, da Integrit

atsbedingungen nicht auf Sichten deniert
werden k

onnen. Auf eine Propagierung von

Anderungen kann somit verzichtet werden.
Als Aktion im Fehlerfall ist jedoch nicht nur ein ROLLBACK vorgesehen. W

ahrend des
Generierungsprozesses f

ur die IP-Trigger hat der Anwender die Gelegenheit, im Aktions-
teil fehlerkorrigierende Aktionen zu programmieren ('constraint maintenance, integrity
repair'). Ihre Erkenntnisse zur Spezialisierung von Bedingungen mit SQL-Aggregatfunk-
tionen und weiteren SQL-Operatoren wie OR, IN, INTERSECT, MINUS k

onnten unmittelbar
auf ein entsprechend erweitertes NSQL

ubertragen werden.
F

ur ein Propagierungsverfahren zur Sichtenaktualisierung diskutieren Ceri/Widom in
[CW91] die Syntaxanalyse der SQL-Sichten sehr ausf

uhrlich. Sie verwenden dabei anders
als in dieser Arbeit nicht das aus dem Datalog-Kontext bekannte Vokabular, wodurch
die Analogien zwischen den Relevanzanalysen in SQL und Datalog nur schwer erkennbar
werden. Ein wichtiges Kriterium f

ur die Spezialisierung von Sichten ist das Vorhanden-
sein von Schl

usselattributen. Im wesentlichen werden nur

Anderungen von Relationen
inkrementell propagiert, deren Schl

usselattribute auch in der Attributliste der Sicht auf-
treten, und deren Werte unver

andert sind. Aufgrund dieser Restriktion kann der Ef-
fektivit

atstest auf die Duplikatkontrolle der w

ahrend der Transaktion ge

anderten Fakten
beschr

ankt werden. F

ur

Anderungen, die nicht inkrementell verarbeitet werden k

onnen,
werden Rematerialisierungstrigger generiert. Da keine rekursiven Sichten zugelassen sind,
gew

ahrleistet diese eingeschr

ankte Anwendung der Eektivit

atstests, da die spezialisier-
ten -Ausdr

ucke stratizierbar sind
Zur L

osung des Stratikationsproblems aufgrund von Eektivit

atstests bei -Regeln
f

ur induzierte L

oschungen leiten Ceri/Widom in Datalog ([CW94]) nur ableitbare L

oschun-
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gen ab und f

uhren sie aus. In einem zweiten Schritt werden die gel

oschten Fakten, f

ur
die alternative Ableitungswege bestehen, wieder eingef

ugt ('re-insert'-Trigger). Bei den
hier entwickelten Verfahren wird dieses Stratikationsproblem wie bei [Grie97] durch die
Verwendung direkter und indirekter Transitionssichten gel

ost (Abschnitt 4.2.4).
Die Ausf

uhrung eines DEFERRED-Prozesses wird sehr gut durch das Ausf

uhrungs-
modell der Starburst-Trigger unterst

utzt. Sie feuern zum Transaktionsende f

ur den Net-
toeekt der Basisfakten

anderungen und werden mengenorientiert f

ur eine

Anderungs-
anweisung ausgef

uhrt. Der reihenfolgeunabh

angige Nettoeekt wird von der Starburst-
Triggerkomponente berechnet, w

ahrend der Nettoeekt in SQL explizit ermittelt werden
mu. Zum Zeitpunkt der Triggerausf

uhrung liegen die Relationen im neuen Zustand vor,
im Aktions- und Bedingungsteil der Trigger kann auf systemverwaltete Transitionsrela-
tionen zugegrien werden, die die Mengen der Nettoeekt

anderungen enthalten. Der alte
Zustand der Relationen wird mittels Transitionssichten simuliert. Die Priorit

at eines Trig-
gers wird in der PRECEDES-Klausel mittels einer partiellen Ordnung speziziert. Die stra-
tumbezogene Ausf

uhrungsreihenfolge f

ur die Prozetrigger kann ebenso einfach deniert
werden wie die Ausf

uhrung der Trigger der verschiedenen Klassen w

ahrend der Bearbei-
tung der Sichten eines Stratums. Wie intuitiv der Start einer DEFERRED-Verarbeitung
erfolgen kann, wenn Trigger zum Transaktionsende ausgef

uhrt werden, wird im Vergleich
zu den SQL-triggerbasierten Verfahren sehr deutlich.
Eine IMMEDIATE ausgef

uhrte Propagierung und Verarbeitung wird von Ceri/
Widom nicht beschrieben und l

at sich, da Starburst-Trigger nicht zum entsprechenden
Zeitpunkt ausgef

uhrt werden, auch nicht unmittelbar realisieren. In [CW91] wird eine
Funktionserweiterung um 'rule assertion points' in Aussicht gestellt. Anwender k

onnen
'rule assertion points' zu jedem beliebigen Zeitpunkt erzeugen. Analog zum Verhalten am
Transaktionsende wird zu einem 'rule assertion point' f

ur alle

Anderungen seit dem letzten
Punkt der Nettoeekt berechnet und die Trigger werden ausgef

uhrt. Zu einem 'rule asser-
tion point' ist eine Dierenzierung zwischen IMMEDIATE und DEFERRED auszuf

uhrenden
Triggern nicht m

oglich. Mittels eines derart erweiterten Starburst-Ausf

uhrungsmodells ist
entweder eine Verarbeitung zum IMMEDIATE- oder zum DEFERRED-Zeitpunkt m

oglich.
Ein Verfahren zur IMMEDIATE- und DEFERRED-Verarbeitung w

are

ahnlich aufwendig zu
simulieren wie mit SQL-Triggern.
Integrit

atspr

ufung von Decker mittels Triggern:
Decker stellt in [Dec01] eine SQL-triggerbasierte Simulation der Integrit

atspr

ufung
('soundcheck') vor. Zugelassen sind Formeln mit der Ausdruckskraft von SQL3-CHECK-
Bedingungen, die auf Basisrelationen deniert sind, so da eine

Anderungspropagierung
nicht erforderlich ist. Als

Anderungsanweisungen werden Einf

ugungen und L

oschungen
betrachtet. Die Relevanzanalyse und Spezialisierung wird f

ur Ausdr

ucke der Pr

adikaten-
logik 1. Ordnung diskutiert. Anschlieend werden die spezialisierten Formeln ('update
constraint') in bereichskalk

ulbasierte 'range form'-Formeln transformiert (rf -Funktion),
die einen Zwischenschritt zur Generierung einer SQL-Formel (sql -Funktion) und eines In-
tegrit

atspr

ufungstriggers darstellen. Die Integrit

atspr

ufungstrigger feuern f

ur die Ausf

uh-
rung von Einf

ugungen bzw. L

oschungen in Basisrelationen. Es werden keine -Relationen
deniert, sondern auf die systeminternen Transitionsrelationen der Triggerkomponente
zugegrien. Im Aktionsteil der Integrit

atspr

ufungstrigger wird die spezialisierte Inte-
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grit

atsbedingung ausgewertet und das Ergebnis interpretiert. Das lokale Zur

uckrollen bei
einer Konsistenzverletzung wird durch eine ROLLBACK-Anweisung ausgel

ost.
Das Triggerausf

uhrungsmodell diskutiert Decker nicht ausf

uhrlich und bezeichnet die
verwendeten Trigger als einen 'gemeinsamen Nenner'
10
der in kommerziellen DB-Systemen
zur Verf

ugung stehenden Trigger. Den Beispielen kann entnommen werden, da die Trig-
ger nach der Ausf

uhrung einer

Anderungsanweisung mengenorientiert feuern, so da zum
Zeitpunkt der Pr

ufung bereits der neue Zustand vorliegt und damit Transitionssichten
nicht erforderlich sind. Mittels der Trigger wird eine IMMEDIATE-Pr

ufung realisiert. Die
Anforderungen einer DEFERRED-Pr

ufung bzw. von Pr

ufungen zu beiden Zeitpunkten wer-
den nicht er

ortert. F

ur die nur f

ur Basisrelationen formulierbaren Integrit

atsbedingungen
ist eine

Anderungspropagierung nicht erforderlich, so da es auch nicht notwendig ist,
da Triggerausf

uhrungsmodell detaillierter zu er

ortern. Aufgrund der fehlenden Detail-
Informationen kann jedoch eine L

osungsskizze f

ur das hier entwickelte Verfahren nicht
entworfen werden.
Integrit

atspr

ufung von Reinert mittels IRS-Triggern:
Reinert stellt in seiner Dissertation ([Rei96]) ein aktives Integrit

atsregelsystem (IRS) zur
Simulation des SQL-Integrit

atspr

ufungskonzepts mit ASSERTIONs und FOREIGN KEY-
Constraints vor. Seine L

osung basiert nicht auf inkrementellen Ans

atzen sondern kon-
zentriert sich auf die Anforderungen, die sich f

ur ein Triggerausf

uhrungsmodell ergeben.
IRS-Regeln sind ECA-Regeln, die f

ur die Ausf

uhrung einer

Anderungsanweisung auf ei-
ner Relation (Basisrelation oder Sicht) oder auch bei Eintritt eines Transaktionsereignisses
(Start, Ende und Abbruch einer Transaktion), aktiviert werden. Vor der Ausf

uhrung der

Anderungsanweisungen des Aktionsteils kann eine Bedingung gepr

uft werden. Eine wei-
tere Bedingung kann zum Ende der Triggerausf

uhrung oder einem sp

ateren Zeitpunkt
evaluiert werden, z.B. zur Kontrolle der Konsistenz nach Ausf

uhrung fehlerkorrigierender

Anderungen im Aktionsteil. W

ahrend der Triggerausf

uhrungen kann auf die Fakten in
Transitionsrelationen und -variablen zugegrien werden.
Zu einem Ereignis wird die Menge der aktivierten Trigger 'logisch gleichzeitig' aus-
gef

uhrt, im n

achsten Schritt werden die durch die Triggerausf

uhrungen in der voran-
gegangenen Phase aktivierten Trigger ausgef

uhrt. Da keine Priorit

aten f

ur IRS-Trigger
denierbar sind, m

ute z.B. im Rahmen eines 'bottom up' ausgef

uhrten Propagierungs-
verfahrens f

ur die Steuerung der Ausf

uhrungsreihenfolge von PR-, IP- und SA-Triggern
w

ahrend eines Stratums alternative L

osungen entwickelt werden. Ebenfalls m

ute ex-
plizit die Ausf

uhrung eines zum Stratum i aktivierten Prozetriggers zu einem Stratum
i+ x (x > 0) gesteuert werden.
IRS-Regeln vermeiden jedoch auch einige der Nachteile der SQL3-Trigger. So k

onnen
sowohl die Bedingungen (C) als auch die Aktionen (A) nicht nur IMMEDIATE sondern auch
DEFERRED angewendet werden, wodurch eine aufwendige Simulation der DEFERRED-
Ausf

uhrung wie bei SQL3-Trigger nicht erforderlich ist. Dadurch, da IRS-Trigger auch
f

ur Sichten deniert werden k

onnen, kann bei einer IRS-basierten L

osung die Optimie-
rungsidee ber

ucksichtigt werden, f

ur jede -Relation explizit zu entscheiden, ob sie als
10
[Dec01] 5: 'In general, we assume that SQL triggers are of the following form (which essentially is a
common denominator of the usual appearance of triggers in commercial SQL database systems.')
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Basisrelation oder Sicht erzeugt werden soll.
IRS ist sehr aufgabenspezisch entwickelt worden und ist insbesondere unter Beach-
tung des SQL-Transaktions- und Integrit

atskonzepts sehr gut zur Simulation der Inte-
grit

atspr

ufung in SQL geeignet. Als alternative Anwendungsm

oglichkeit diskutiert Rei-
nert kurz, die 'view update'-Problematik, nicht jedoch die

Anderungspropagierung und
Aktualisierung materialisierter Sichten. Da IRS nicht als Triggerkomponente in kommer-
ziellen DB-Systemen zur Verf

ugung steht, kann eine IRS-basierte Implementierung auch
keine funktionale Erweiterung bestehender SQL-basierter DB-Systeme darstellen.
ActLog-Trigger:
Griefahn entwickelt in [Grie97] die aktive DB-Sprache ActLog (Abschnitt 2.1.4), deren
Leistungsf

ahigkeit anhand eines

Anderungspropagierungsverfahrens als Anwendungsbei-
spiel aufgezeigt wird. Die abgeleiteten -Fakten k

onnen zur inkrementellen Integrit

ats-
pr

ufung und Sichtenaktualisierung verwendet werden. Im Rahmen der Spezialisierung
von Datalog-Regeln werden zun

achst -Regeln deniert. Anschlieend werden Transfor-
mationsvorschriften zur Abbildung der Datalog-Regeln auf ActLog-Trigger formuliert.
Neben einem grundlegenden L

osungsansatz besch

aftigt sich Griefahn mit einer ezi-
enten Auswertung von Eektivit

atstests auf der Basis von 'Magic Sets'-Transformationen
der -Sichten. F

ur die Auswertung von Regelmengen, die aufgrund der 'Magic Sets'-
Transformation unstratizierbar geworden sind, deniert Griefahn einen alternierenden
Fixpunkt. F

ur die Stratikationsprobleme, die aufgrund von Eektivit

atstests und rekur-
siven Regeln auftreten k

onnen, wird eine L

osung basierend auf inkrementellen Transiti-
onsregeln vorgeschlagen (Abschnitt 4.2.4).
Anders als bei den PR- und SA-Triggern wird statt zwei Triggertypen nur ein Propa-
gierungs- und Aktualisierungstrigger ('active materialization rule') verwendet. Die ab-
geleiteten induzierten

Anderungen werden unmittelbar auf den Sichten ausgef

uhrt. Dies
setzt voraus, da alle Sichten materialisiert vorliegen. -Basisrelationen m

ussen nicht de-
niert werden. Da ActLog-Trigger wie die SQL-ROW-Trigger tupelorientiert ausgef

uhrt
werden, und somit Variablenbindungen f

ur die zu propagierende

Anderung aufgrund des
Ereignisses gegeben sind, wird die Formel im Regelrumpf analog zu der SQL-Ableitungs-
vorschrift spezialisiert.
Das Ausf

uhrungsmodell der ActLog-Trigger unterst

utzt ebenfalls einen DEFERRED-
Proze sehr intuitiv und sehr weitreichend. Zum Transaktionsende werden f

ur alle Er-
eignisse der Transaktion die Trigger gefeuert, indem Trigger-Ereignispaare gebildet wer-
den (tupelorientiert). Die Trigger-Ereignispaare werden gem

a ihrer Priorit

aten geordnet
und die Menge der Trigger-Ereignispaare mit der h

ochsten Priorit

at werden ausgef

uhrt.
Die aufgrund dieser Triggerausf

uhrungen neu gebildeten Trigger-Ereignispaare werden
entsprechend ihrer Priorit

aten in die Menge aller Trigger-Ereignispaare der Transaktion
eingeordnet, so da analog zu der Abarbeitung der AFTER-Liste in SQL die Prozetrig-
ger stratumbezogenen ausgef

uhrt werden k

onnen. Da Trigger nur f

ur 'safe' Ereignisse
ausgef

uhrt werden, und die Sicherheit vor der Ausf

uhrung jeweils f

ur die Menge der
Trigger-Ereignispaare mit der h

ochsten Priorit

at kontrolliert wird, ist gew

ahrleistet, da
nur Nettoeektfakten propagiert werden.
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Die Ausf

uhrungszeitpunkte f

ur Trigger k

onnen zwar grunds

atzlich zu einem belie-
bigen Zeitpunkt w

ahrend der Transaktion gesetzt werden, zu jedem dieser Zeitpunkte
w

urde das Verfahren jedoch wie zum Transaktionsende ausgef

uhrt. Eine Dierenzie-
rung in verschiedene Integrit

atsbedingungen und Sichten, die zu verschiedenen Zeitpunk-
ten bearbeitet werden, ist ebensowenig m

oglich wie eine IMMEDIATE- und DEFERRED-

Anderungspropagierung. Beim Versuch, auch zum IMMEDIATE-Zeitpunkt einen Pro-
ze durchzuf

uhren, treten die gleichen Probleme auf wie bei Starburst, so da f

ur die
Entwicklung eines entsprechenden Verfahrens auch auf die gleichen Konzepte und Tech-
niken zur

uckgegrien werden m

ute wie bei Starburst.
Die beiden L

osungsskizzen f

ur Verfahren, die den konzeptionellen Anforderungen eines
SQL-basierten DB-Systems gen

ugen, zeigen, da ActLog- und Starburst-Trigger ebenso
wie SQL-Trigger ein Verfahren mit zwei Prozezeitpunkten nur beschr

ankt unterst

utzen.
W

ahrend bei SQL-Triggern im wesentlichen der Start des DEFERRED-Prozesses aufwen-
dig zu realisieren ist, ist es bei ActLog und Starburst die Realisierung des IMMEDIATE-
Prozesses. F

ur ActLog ist dieses Ergebnis naheliegend, da ActLog speziell f

ur die Rea-
lisierung von DEFERRED-Prozessen im Datalog-Kontext entwickelt wurde. Starburst-
und SQL-Trigger hingegen sind anwendungsunabh

angig als funktionale Erweiterung re-
lationaler SQL-basierter DB-Systeme entwickelt worden. Ein wesentlicher Vorteil der
ActLog- und Starburst-Ausf

uhrungsmodelle ist die implizite und an das zugrunde lie-
gende Transaktionsmodell angepate Berechnung des Nettoeekts der

Anderungen zum
Transaktionsende. Bei Verfahren im SQL-Kontext mu diese aufwendige Berechnung ex-
plizit durchgef

uhrt werden.
Implementierung von Chimera in DB2- und Oracle-DB-Systemen:
Zur Unterst

utzung des Entwurfs anspruchsvoller DB-Applikationen auf der Basis von
Objekten, deduktiven Regeln und Triggern pr

asentieren Ceri/Fraternali in [CF97] eine
objekt-orientierte Entwurfsmethode: die IDEA-Methode
11
. Als objekt-orientierte, de-
duktive und aktive DB-Sprache wird Chimera
12
verwendet. Die Besonderheiten, die sich
im weiteren aus dem zugrunde liegenden objekt-orientierten Modell ergeben, werden nicht
er

ortert, da dies

uber das Thema dieser Arbeit hinausgehen w

urde. Gegenstand der nach-
folgenden Vergleiche sind die beiden Punkte der Propagierungs-, Sichtenaktualisierungs-
und Integrit

atspr

ufungsverfahren in Chimera und die Implementierungen dieser Verfah-
ren in DB-Systemen wie u.a. Oracle und DB2.
In [GrMa94] und [CF97] Kap. 12 wird die Strategie der inkrementellen

Anderungspropa-
gierung in Chimera er

ortert. Das Propagierungsverfahren ist die zentrale Komponen-
te zur Bestimmung der induzierten

Anderungen sowohl f

ur die Integrit

atspr

ufung wie
f

ur die Sichtenaktualisierung und wird mittels Chimera-Triggern implementiert. F

ur
die

Anderungspropagierung wird in [GrMa94] die Chimera-Syntax auf deduktive Re-
11
Das IDEA-Projekt ist ein Teilprojekt des von der Europ

aischen Union von 1992 bis 1996 gef

orderten
Esprit-Projekts, welches mit industriellen Partnern und verschiedenen europ

aischen Forschungsinstitu-
ten wie dem ECRC in M

unchen, dem INRIA in Paris und den Universit

aten in Mailand und Bonn
durchgef

uhrt wurde.
12
Die aktive DOODChimera wurde 1992 von Elisa Bertino, Stefano Ceri und Rainer Manthey entworfen
([GrMa94], [CF97]).
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geln beschr

ankt, die mit stratizierbaren Datalog-Regeln mit Negation und ohne Du-
plikaten vergleichbar sind. Deduktive Chimera-Regeln werden auch zur Formulierung
von Integrit

atsbedingungen verwendet. Propagierte

Anderungsarten sind Einf

ugungen,
L

oschungen und Modikationen. Da im objekt-orientierten Modell eine eindeutige und
unver

anderliche Objekt-ID (OID) zur Verf

ugung steht, stellt die Verwendung des An-
satzes von Olive et.al. ([UO92])zur Propagierung von Modikationen auf der Basis von
Schl

usselattributen anders als im relationalen Modell keine Einschr

ankung dar.
Das Triggerausf

uhrungsmodell wird hier nur gem

a den Beschreibungen in [GrMa94]
skizziert. Chimera-Trigger sind ECA-Trigger, die mengenorientiert f

ur eine

Anderungsan-
weisung oder Anfrage bzgl. einer Klasse (E) gefeuert werden. Gefeuerte Trigger werden
entweder IMMEDIATE nach einer feuernden Aktion oder DEFERRED zum Transaktionsen-
de ausgef

uhrt. Aus der Menge der aktivierten Trigger des aktuellen Ereignisses bzw. des
Transaktionsendes wird ein Trigger mit der h

ochsten Priorit

at ausgew

ahlt und ausgef

uhrt.
Als erster Schritt der Triggerausf

uhrung wird die Bedingung (C)

uberpr

uft, und f

ur jedes
Objekt, das diese Bedingung erf

ullt, wird der Triggeraktionsteil (A) ausgef

uhrt. Durch
den Triggeraktionsteil k

onnen weitere Trigger gefeuert werden, die entsprechend ihrer
Priorit

at in die Liste der aktivierten Trigger eingeordnet werden.
Das

Anderungspropagierungsverfahren basiert wie bei den SQL-basierten inkre-
mentellen Verfahren auf der Denition von 'delta classes', welche in ihrer Funktion den
-Basisrelationen entsprechen. F

ur jede Klasse und jedes Attribut wird eine 'delta class'
erzeugt. Analog zu den PL-Triggern werden f

ur die Protokollierung der

Anderungen in
den 'delta classes' 'initial update propagation'-Trigger erzeugt. Die Spezialisierung der
-Regeln im objekt-orientierten Kontext orientiert sich an den Spezialisierungsstrategien,
wie sie f

ur relationale DB-Systeme entwickelt wurden. Die L

osung des Stratikationspro-
blems bei der Propagierung eektiver

Anderungen basiert auf der Idee des zur Laufzeit
sehr aufwendigen und zeitintensiven 'Re-Insert'-Algorithmus von Ceri/Widom in [CW94].
Bei Chimera ist wie bei SQL eine Transaktion eine Sequenz von

Anderungen. F

ur die
Berechnung des Nettoeekts von

Anderungen kann in der Formel der Triggerbedingung
(C) eine spezielle von Chimera bereitgestellte Funktion aufgerufen werden. Auf eine
Konsistenzverletzung bei einer IMMEDIATE-Pr

ufung wird jedoch statt mit einem lokalen
ROLLBACK mit dem Zur

uckrollen der gesamten Transaktion reagiert
13
.
Die f

ur Chimera und SQL entwickelten inkrementellen Verfahren basieren auf sehr

ahnlichen Grundideen, wie z.B. die Trigger zur Protokollierung der -Fakten von Ba-
sisfakten

anderungen. Doch da Chimera eine objekt-orientierte Sprache ist, m

ussen die
Verfahren vielen Anforderungen gen

ugen, die von denen im relationalen Kontext sehr
verschieden sind. Auch die Unterschiede im Triggerausf

uhrungsmodell erlauben keine un-
mittelbare Anwendung der Chimera-L

osung in SQL. Die M

oglichkeit, Trigger zum Trans-
aktionsende f

ur den Nettoeekt der

Anderungen der Objekte einer Klasse ausf

uhren zu
lassen, vereinfacht die Ausf

uhrungssteuerung des DEFERRED-Prozesses in Chimera we-
sentlich. Aufgrund der beiden Triggerausf

uhrungszeitpunkte ist zudem die Kontrolle,
welche

Anderungen zu welchem Prozezeitpunkt zu propagieren sind, vollst

andig der
Chimera-Triggerkomponente

uberlassen.
13
[CF97] 2.1.3, S. 21
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Grundidee der Implementierungen von Chimera in DB-Systemen kommerzieller Her-
steller ist, da die Funktionalit

at soweit wie m

oglich durch Chimera-DB-Objekte bereit
gestellt wird, und dann diese Chimera-Objekte auf die Objekte des DB-Systems abgebil-
det werden. Somit werden keine triggerbasierten Verfahren speziell f

ur Oracle- und DB2-
Trigger entwickelt, sondern es werden prinzipielle Abbildungsvorschriften f

ur Chimera-
Trigger, -Regeln, -DB-Prozeduren und alle weiteren Chimera-DB-Objekte formuliert. F

ur
den Vorteil einer allgemeinen Abbildungsvorschrift wird ggf. auf die Ausnutzung aufga-
benspezischer Optimierungsm

oglichkeiten verzichtet.
Die Chimera-Integrit

atsbedingungen werden soweit wie m

oglich auf die bei der
DB2 und Oracle gegebenen Basisrelationen-Constraints abgebildet('built-in constraints':
NOT NULL, FOREIGN KEY, PRIMARY KEY, UNIQUE KEY). Allgemeine Integrit

atsbedingun-
gen ('generic integrity constraints') werden auf spezialisierte Integrit

atspr

ufungstrigger
abgebildet. Die Spezialisierung erfolgt nach den im Datalog- und RA-Kontext bekannten
Strategien. Als -Relationen werden die f

ur jede Klasse und jede

Anderungsoperation
generierten 'delta classes' verwendet. Neben statischen Integrit

atsbedingungen k

onnen
auch transitionale Integrit

atsbedingungen formuliert werden. Wie bereits er

ortert, k

onnen
transitionale Bedingungen aufgrund der Verf

ugbarkeit von OLD- und NEW-Transitions-
variablen ohne Einschr

ankungen auf Integrit

atspr

ufungstrigger abgebildet werden. Inte-
grit

atsbedingungen sind auch f

ur abgeleitete Klassen denierbar, nicht jedoch f

ur Sichten.
Zentrale Schwierigkeit bei der Abbildung der Chimera-Trigger auf Oracle-Trigger ist die
Simulation der auf Priorit

aten und zeitlichen Verz

ogerungen basierende Ausf

uhrungssteue-
rung der Chimera-Trigger ('breadth rst'), denn Oracle-BEFORE- und -AFTER-Trigger
werden beide wie SQL-BEFORE-Trigger unmittelbar und ohne jede zeitliche Verz

ogerung
ausgef

uhrt ('depth rst'). F

ur die Simulation werden f

ur die Bedingungs- (C) und Ak-
tionsteile (A) der Chimera-Trigger Oracle-DB-Prozeduren erzeugt (CA-Prozedur). Da-
mit diese CA-Prozedur zu den erforderlichen Zeitpunkten ausgef

uhrt wird, wird f

ur jede
CA-Prozedur ein Trigger generiert, der f

ur ein 'k

unstliches' Ereignis feuert. 'K

unstlich'
meint, da der Trigger nicht f

ur ein der Aufgabenstellung angemessenes Ereignis feuert
(Propagierung: Einf

ugung in -Relationen) sondern f

ur das Setzen einer entsprechenden
Ausf

uhrungskennung in einer Trigger-Steuerungsrelation, die anzeigt, welcher Trigger mit
welcher ID als n

achstes auszuf

uhren ist. Die Triggerausf

uhrungssteuerung wird durch eine
prozedurale Steuerung

uberlagert ('meta triggering').
Diese Technik wird auch f

ur die Ausf

uhrung von Oracle- und DB2-Triggern zum
DEFERRED-Zeitpunkt angewendet. Anders als beim SQL-basierten Verfahren, in wel-
chem durch eine Art 'Wiederholung' des feuernden Ereignisses die DEFERRED-Trigger zum
Transaktionsende aktiviert werden, wird ihre Ausf

uhrung bei den Chimera-Implementie-
rungen prozedural gesteuert. Einzige Aufgabe der DEFERRED auszuf

uhrenden Trigger ist
die Ausf

uhrung der Prozedur, die im Aktionsteil programmiert ist. Somit k

onnen die
Vorteile, die die triggerbasierte Implementierung des SQL-basierten Verfahrens motiviert
haben, nicht genutzt werden. Die Kontrolle des Prozeendes mu von der Prozedur ge-
leistet werden, ebenso wie die Kontrolle, welche Trigger relevant sind f

ur eine

Anderung,
und auch die Kontrolle, ob bei rekursiven Regeln weiterhin neue Fakten abgeleitet werden.
Da die Ausf

uhrungssteuerung der IMMEDIATE ausgef

uhrten Chimera- und DB2-Trigger

ubereinstimmt, k

onnen die Chimera-Trigger direkt auf DB2-Trigger abgebildet werden.
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Als Fazit kann festgehalten werden, da aufgrund der Objekt-Orientierung von Chi-
mera das inkrementelle Propagierungsverfahren mit Integrit

atspr

ufung und Sichtenak-
tualisierung nicht nach SQL

ubertragen werden kann. Da aber das Propagierungsver-
fahren f

ur Chimera entwickelt wurde, und dann nur die einzelnen Chimera-DB-Objekte
auf Oracle- oder DB2-DB-Objekte abgebildet werden, ergeben sich trotz vieler analoger
Konzepte insbesondere in der Ausf

uhrungssteuerung und der Modellierung der Prozet-
rigger Unterschiede gegen

uber dem SQL-basierten Verfahren, das unter Ausnutzung der
Besonderheiten der von SQL zu Verf

ugung gestellten Funktionalit

at entwickelt worden
ist.
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Kapitel 6
Zusammenfassung und Perspektiven
F

ur die Anwendung im SQL-Kontext ist ein Verfahren zur inkrementellen

Anderungspro-
pagierung entwickelt und in einzelnen Schritten funktional um Ans

atze zur ezienten
Sichtenaktualisierung und Integrit

atspr

ufung erweitert worden. Die auf SQL-Triggern
basierenden Implementierungsans

atze gew

ahrleisten zur Laufzeit die Ausf

uhrung des Pro-
zesses als 'bottom up'-Fixpunktproze. Die f

ur die Verfahrensausf

uhrung erforderlichen
DB-Objekte werden von einem Pr

aprozessor generiert.
Zusammenfassung
In Abschnitt 2.1 wird die Regelsprache Datalog um eine

Anderungssprache erweitert. Die
Datalog-DML und das zugeh

orige Transaktionskonzept entsprechen in ihren zentralen
Eigenschaften den Konzepten, die den in Kapitel 4 vorgestellten inkrementellen Verfah-
ren zugrunde liegen. SQL3 wird in Abschnitt 2.2 mit einer f

ur das Thema der Arbeit
relevanten Funktionalit

at deniert. Rekursive Sichten sind formulierbar, jedoch keine
Aggregatfunktionen. F

ur beide Sprachen werden aktive Regelkonzepte er

ortert: ActLog-
Trigger f

ur Datalog und SQL3- und Starburst-Trigger f

ur SQL.
Die in Abschnitt 3.1 normalisierte DB-Sprache NSQL ist gegen

uber dem im vorange-
gangenen Abschnitt denierten SQL3 semantisch nicht weiter eingeschr

ankt. Die aus-
gew

ahlten SQL3-Anweisungen und -Operatoren verdeutlichen die Analogien zwischen
SQL3 und Datalog. Mit den in Abschnitt 3.2 formulierten Funktionen k

onnen Datalog-
Regeln, -Anfragen und -Integrit

atsbedingungen direkt auf NSQL-Ausdr

ucke abgebildet
werden und umgekehrt. Bislang sind nur Vorschriften zur Transformation von SQL-
Ausdr

ucken in Ausdr

ucke Relationaler Algebra deniert worden und f

ur Datalog Vor-
schriften zur Transformation ins Bereichskalk

ul.
Das in Abschnitt 4.1 im Datalog-Kontext denierte generische Verfahren gibt einen Ein-
blick in die Gesamtzusammenh

ange eines inkrementellen Verfahrens zur

Anderungspropa-
gierung mit Integrit

atspr

ufung und Sichtenaktualisierung. Die Ableitung induzierter

Anderungen erfolgt mittels passiver Datalog-Regeln. Die Ausf

uhrungssteuerung der Pro-
pagierung als 'bottom up'-Fixpunktproze, die Aktualisierung der Sichten und die Inter-
pretation der Ergebnisse der Integrit

atspr

ufungen sind Aufgaben einer Steuerungsproze-
dur. Die Spezialisierung der Ableitungsvorschriften und Integrit

atsbedingungen basiert
auf der Methode von Griefahn ([Grie97]). Dabei werden wie auch bei dem nachfolgend
entwickelten SQL-basierten Verfahren zur L

osung des Stratikationsproblems bei der Pro-
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pagierung eektiver

Anderungen die 'incremental transition rules' von Griefahn verwen-
det. Gegen

uber den 'DRed'- und 'Re-Insert'-Algorithmen von Gupta et.al. ([GMS93])
und Ceri/Widom ([CW94]) wird somit vermieden, zuerst eine Obermenge eektiv zu
l

oschender Fakten zu entfernen und anschlieend die gel

oschten Fakten mit alternativen
Ableitungswegen wieder einzuf

ugen.
Ausgehend von dem generischen Verfahren werden in Abschnitt 4.2 f

ur die grundle-
genden Eigenschaften eines inkrementellen Verfahrens (wie die Granularit

at induzierter

Anderungen, die Auswertungsstrategie, die Implementierung der -Mengen, die Transi-
tionsregeln und die Relevanzanalyse) alternative L

osungen mit ihren Vor- und Nachteilen
er

ortert. Die Diskussion der Implementierungen in DB-Systemen wie DB2 und O8i von
IBM und Oracle zeigt, da dort zwar die gleichen grundlegenden Konzepte wie z.B. die
Spezialisierung der Sichtdenitionen angewendet werden, sie zeigt aber auch, welchen
starken Einschr

ankungen sowohl die Konzepte materialisierter Sichten als auch die Inte-
grit

atskonzepte unterliegen.
Die Integration der in Abschnitt 4.3 er

orterten L

osungen f

ur die Behandlung von Ag-
gregatfunktionen, Duplikaten, Modikationen und transitionalen Integrit

atsbedingungen
in das generische Verfahren w

urde eine echte funktionale Erweiterung darstellen, ebenso
wie die Strategien zur Integrit

atserhaltung, die beiden Aktualisierungszeitpunkte 'peri-
odisch' und ON DEMAND und weitere orthogonale Optimierungsideen. Die dort denierten
L

osungen k

onnen ohne wesentliche Einschr

ankungen und ohne viel Aufwand in das generi-
sche Verfahren und bei Anpassung an die SQL-Syntax auch in das SQL-basierte Verfahren
integriert werden. Da das von Olive, Urp und Teniente et.al. ([UO92], [UO94], [TO95],
[MT00]) entwickelte Verfahren zur Propagierung von Modikationen auf dem Spezialfall
des Vorhandenseins von Schl

usselattributen basiert, wird f

ur den Datalog-Kontext ein
erweitertes Konzept zur Ableitung induzierter Modikationen formuliert, welches dann
auch in den NSQL-Kontext

ubertragen wird. Die grundlegenden Vorschriften f

ur NSQL
zeigen die Bedeutung des Auftretens der Attribute in den verschiedenen SELECT-, FROM-,
WHERE-Klauseln und den Unteranfragen eines Anfrageausdrucks. F

ur eine Anwendung in
SQL3 m

ussen diese grundlegenden Erkenntnisse nur noch auf den Fall beliebiger Schach-
telungstiefen von Unteranfragen

ubertragen werden.
Nach ausf

uhrlichen Diskussionen verschiedener Alternativen in Abschnitt 5.1 werden
in Kapitel 5 Pr

aprozessor-L

osungen f

ur triggerbasierte Implementierungsans

atze inkre-
menteller Verfahren entwickelt. F

ur die Bewertung der Eignung der verschiedenen SQL-
Triggertypen werden jeweils L

osungen skizziert, wobei deutlich wird, da die AFTER-
Trigger die Ausf

uhrung iterativer Fixpunktprozesse sehr weitgehend unterst

utzen. Als
problematisch haben sich jedoch zwei Punkte erwiesen. Da zum Transaktionsende keine
Trigger feuern bzw. ausgef

uhrt werden, ist der Start der DEFERRED-Verarbeitung (Auf-
ruf der commit iv-Prozedur) im Gegensatz zur IMMEDIATE-Verarbeitung nicht transpa-
rent f

ur den Benutzer. Die Unvereinbarkeit der Integrit

atspr

ufungszeitpunkte triggeraus-
gef

uhrter

Anderungsanweisungen mit dem Ausf

uhrungszeitpunkt von AFTER-Triggern
hat sich ebenfalls als Problem erwiesen. Zudem k

onnen einige Optimierungsstrategien
aus Kapitel 4 wie die relationsspezische Entscheidung f

ur virtuelle oder materialisierte
-Sichten aufgrund der triggerbasierten Implementierung nicht angewendet werden.
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F

ur ein Propagierungsverfahren werden in Abschnitt 5.2 die SQL-spezischen Anfor-
derungen und Optimierungsm

oglichkeiten er

ortert, die im wesentlichen aus dem SQL-
Transaktions- und Integrit

atskonzept resultieren. Das dabei entwickelte Propagierungs-
konzept basiert auf den beiden Propagierungszeitpunkten IMMEDIATE und DEFERRED.
F

ur die DEFERRED-Verarbeitung steht die Erkenntnis im Vordergrund, da die reihen-
folgeabh

angigen Nettoeekte der SQL-Transaktionen explizit berechnet werden m

ussen.
F

ur dieses SQL-Propagierungskonzept wird ein triggerbasierter Implementierungsansatz
aufgezeigt und ein Pr

aprozessor deniert.
Dieses Propagierungsverfahren wird f

ur die Aufgabenstellungen der Integrit

atspr

ufung,
der Sichtenaktualisierung und f

ur beide Aufgaben zusammen erweitert wie auch die Aufga-
ben des Pr

aprozessors (Abschnitte 5.3, 5.4, 5.5). Es wird das NSQL-Integrit

atskonzept,
das sich auf SQL3-ASSERTIONs beschr

ankt, zugrunde gelegt. Da Vorgaben von Seiten
des SQL-Standards fehlen, wird f

ur materialisierte Sichten in SQL ein eigenes Konzept
entwickelt. Wesentliche Eigenschaft der materialisierten Sichten sind die beiden Ak-
tualisierungszeitpunkte IMMEDIATE und DEFERRED. Die Abl

aufe beim Schemaentwurf
und bei der Ausf

uhrung einer Transaktion werden anhand eines Beispiels in Abschnitt
5.6 veranschaulicht. Abschlieend wird die Leistungsf

ahigkeit der hier denierten Inte-
grit

ats- und Sichtkonzepte mit der von DB-Systemen kommerzieller Hersteller verglichen.
Ebenso wird der SQL-triggerbasierte Implementierungsansatz mit anderen triggerbasier-
ten L

osungen von Ceri/Widom ([CW90], [CW91]), Griefahn ([Grie97]), Decker ([Dec01]),
Reinert ([Rei96]) und Ceri/Fraternali ([CF97]) verglichen, wobei sich aufgrund unter-
schiedlicher Triggerausf

uhrungsmodelle wesentliche Unterschiede ergeben.
Ergebnisse
Aufgrund der Vielschichtigkeit der Aufgabenstellung lassen sich mehrere wesentliche Er-
gebnisse zusammenfassen.
 Als Ergebnis der Sprachanalysen kann festgestellt werden, da aufgrund der Zul

assig-
keit von Rekursion f

ur SQL3 ein normalisiertes NSQL identiziert werden kann, wel-
ches eine zu Datalog vergleichbare Semantik aufweist. Bei entsprechender Auswahl
der in NSQL zul

assigen Befehle und Operatoren sind die Analogien zwischen NSQL-
und bereichsbeschr

ankten Datalog-Ausdr

ucken gut erkennbar und die erforderlichen
Transformationsschritte intuitiv verst

andlich.
 Da insbesondere die beiden Prozezeitpunkte IMMEDIATE und DEFERRED in SQL
zu beachten sind, erfordert die Anwendung der bereits in Datalog und Relationaler
Algebra entwickelten inkrementellen Verfahren eine Reihe von Anpassungen und
Erweiterungen. F

ur das SQL-Transaktions- und Integrit

atskonzept ist ein Basisver-
fahren entwickelt worden, das grundlegende, inkrementelle Strategien zur ezienten
Integrit

atspr

ufung und Sichtenaktualisierung auf der Basis der Methode von Grie-
fahn ([Grie97]) umsetzt. F

ur das Problem der Propagierung induzierter Modika-
tionen in SQL sind umfassende Propagierungsvorschriften formuliert worden.
 Das dem SQL-basierten inkrementellen Verfahren zugrunde gelegte Konzept mate-
rialisierter Sichten stellt eine konzeptionelle Erweiterung des SQL3-Standards dar.
Aufgrund der beiden Aktualisierungszeitpunkte IMMEDIATE und DEFERRED wer-
den insbesondere zwei verschiedene Anwendungsf

alle sehr gut unterst

utzt. Dies ist
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zum einen die Zugrisoptimierung von Anfragen auf aktualisierte Sichten w

ahrend
der laufenden Transaktion (IMMEDIATE) und zum anderen die Verwendung in Data
Warehouses und in verteilten Datenbanken (DEFERRED).
 Die Implementierung der SQL-basierten inkrementellen Verfahren in den DB-Syste-
men DB2 und Oracle w

urde die Integrit

atskomponenten dieser Systeme um multi-
relationale und sichtenbasierte Integrit

atsbedingungen erweitern, so da sie den An-
forderungen des SQL-Standards entsprechen w

urden. Die in den DB-Systemen reali-
sierten Konzepte materialisierter Sichten w

urden u.a. um die M

oglichkeiten zur De-
nition sowohl rekursiver Sichten als auch von Hierarchien von Sichten erg

anzt. Kom-
merzielle DB-Systeme w

urden zudem um eine

Anderungspropagierungskomponente
erweitert, deren Ergebnisse auch f

ur weitere funktionale Systemerweiterungen ver-
wendet werden k

onnen. Die Ableitung induzierter

Anderungen k

onnte dann als
feuerndes Ereignis f

ur sichtenbasierte Trigger deniert werden. Die Information

uber alle induzierten

Anderungen k

onnte zudem f

ur Anwender als Entscheidungs-
grundlage dar

uber dienen, ob eine Basisfakten

anderung korrekt ist.
Die kritische Beurteilung der Anwendbarkeit verschiedener Triggerkonzepte zur Simu-
lation des SQL-Integrit

atskonzepts kann in drei Aussagen zusammengefat werden.
 Der hier entwickelte triggerbasierte Implementierungsansatz und die Pr

aprozessor-
L

osung basierend auf DB-Prozeduren und einem Pr

aprozessor-Schema als Erweite-
rung des DBS-internen Schemas zeigen, da die SQL3-Konzepte hinsichtlich ihrer
F

ahigkeit, SQL3 funktional zu erweitern, sehr leistungsf

ahig sind, denn eine Erwei-
terung ist ohne Beschr

ankungen m

oglich.
 Obwohl die Integrit

atspr

ufung als ein klassisches Anwendungsgebiet f

ur Trigger gilt,
treten bei der Simulation der SQL-Integrit

atspr

ufung mittels SQL-Triggern zwei
Probleme auf. Da zum Transaktionsende keine SQL-Trigger ausgef

uhrt werden, ist
die triggerbasierte Simulation der DEFERRED-Pr

ufung sehr aufwendig und nur wenig
intuitiv realisierbar. Zudem kann f

ur triggerausgef

uhrte

Anderungsanweisungen eine
IMMEDIATE-Integrit

atspr

ufung nur durchgef

uhrt werden, wenn je Trigger maximal
eine

Anderungsanweisung auftritt. Beide Probleme sind jedoch ohne funktionale
Beschr

ankungen l

osbar.
 Obwohl die Verfahren die Idee einer auf Triggern basierenden Realisierung von Ce-
ri/Widom ([CW90], [CW91]) und Griefahn ([Grie97]) aufgreifen, unterscheiden sich
die L

osungen doch gravierend. Die sehr unterschiedlichen Ausf

uhrungsmodelle der
Starburst-, ActLog- und SQL-Trigger erfordern sehr verschiedene Ausf

uhrungssteue-
rungen und verschiedene Denitionen der Prozetrigger. Decker diskutiert in [Dec01]
ein triggerbasiertes IMMEDIATE-Integrit

atspr

ufungsverfahren ohne

Anderungspropa-
gierung. Ceri/Fraternali haben in [CF97] f

ur ihre DB2-Trigger-basierte Realisierung
eine prozedurale Ausf

uhrungssteuerung des DEFERRED-Prozesses gew

ahlt und ver-
zichten somit auf die leistungsf

ahige Ausf

uhrungs- und Relevanzkontrolle durch die
Triggerkomponente.
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Perspektiven
Das SQL-basierte Verfahren zur inkrementellen Sichtenaktualisierung und Integrit

atspr

u-
fung wird derzeit im Rahmen verschiedener Diplomarbeiten realisiert. Eine Diplomarbeit
besch

aftigt sich mit der Implementierung des SQL-Parsers und der inkrementellen Inte-
grit

atspr

ufung. Die zweite setzt sich mit der Simulation materialisierter Sichten sowie der
Implementierung der Komponente zur

Anderungspropagierung und Sichtenaktualisierung
auseinander. Beide Arbeiten werden auf einem DB2 V7.x DB-System von IBM realisiert,
so da der hier vorgestellte triggerbasierte Implementierungsansatz unmittelbar umge-
setzt werden kann, denn bei dem DB2-System ist das SQL-Triggerkonzept unver

andert
realisiert.
Die in Abschnitt 4.3 im Kontext von Datalog und Relationaler Algebra vorgestellten
inkrementellen Verfahren f

ur DB-Systeme mit sehr speziellen Eigenschaften k

onnen oh-
ne wesentliche Einschr

ankungen in die SQL-basierten Verfahren integriert werden. Die
Denitionen der Prozetrigger m

ussen angepat werden, nicht aber die SQL-spezische
Prozeausf

uhrung zu den beiden Zeitpunkten IMMEDIATE und DEFERRED. Zu den Er-
weiterungsm

oglichkeiten z

ahlen u.a. die Zul

assigkeit von Duplikaten, Aggregatfunktionen,
dynamischen Integrit

atsbedingungen, Integrit

atserhaltung und verschiedene Zeitpunkte
der Sichtenaktualisierung. Die Ber

ucksichtigung von Duplikaten sowie die inkrementelle
Aktualisierung von Aggregatfunktionen w

urde die Einsetzbarkeit des hier entwickelten
Verfahrens f

ur praxisrelevante Anwendungen beachtlich steigern. F

ur die Anwendbarkeit
dynamischer Integrit

atsbedingungen mu die Syntax von ASSERTIONs um die M

oglichkeit
zur Formulierung transitionaler Zusammenh

ange erweitert werden, was zugleich eine kon-
zeptionelle Erweiterung von SQL3 darstellen w

urde. Eine Erweiterung um die in Data
Warehouse-Anwendungen viel diskutierten Aktualisierungszeitpunkte ON DEMAND und
'periodisch' kann ebenfalls mit nur geringen Anpassungen vorgenommen werden. Zu die-
sem Zweck d

urfen zum Transaktionsende nicht alle -Fakten gel

oscht werden. Zur Iden-
tizierung der -Fakten f

ur die nachfolgende Sichtenaktualisierung kann die hier bereits
eingef

uhrte Propagierungsprozenummer (pp id) zum Ende des DEFERRED-Prozesses mit
einer Transaktions-ID belegt werden.
Eine ebenfalls sehr praxisrelevante Erweiterung w

are eine konzeptionelle Erweiterung
von SQL3 um die M

oglichkeit zur Korrektur eines Integrit

atsfehlers ('integrity repair')
auch f

ur ASSERTIONs. In SQL ist dies bislang nur f

ur Fremdschl

usselbedingungen (FOR-
EIGN KEYs) m

oglich, indem auf eine Konsistenzverletzung mit dem L

oschen weiterer
Fakten oder dem Ersetzen fehlerhafter Attributwerte durch einen Standardwert ('default
value') oder durch 'NULL' reagiert wird. Die SQL-basierten inkrementelle Verfahren bie-
ten sich wiederum als Basisverfahren an, das ungeachtet der Fehlerreaktion die SQL-
spezischen Anforderungen erf

ullt. Eine L

osung wie z.B. in [CW90], wo w

ahrend der Ge-
nerierung eines IP-Triggers der Entwickler Korrekturanweisungen programmieren kann,
ist ohne viel Aufwand in die gegebene Pr

aprozessor-L

osung integrierbar. Anders als bei
Ceri/Widom k

onnen hier jedoch Integrit

atsbedingungen auch f

ur Sichten formuliert wer-
den. Somit ist eine ausf

uhrliche Diskussion der Semantik der Korrekturanweisungen er-
forderlich. Dies gilt insbesondere f

ur Korrekturanweisungen, die Relationen eines niedri-
geren und damit bereits bearbeiteten Stratums betreen. Vor diesem Hintergrund bietet
es sich auch an,

Anderungsanweisungen auf Sichten ausf

uhren zu k

onnen ('view upda-
ting'). F

ur sichtenbasierte Integrit

atsbedingungen ist es vielfach intuitiver, korrigierende
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
Anderungsanweisungen unmittelbar f

ur die betroenen Sichten zu formulieren. Die be-
kannten L

osungen f

ur die Probleme der Ausf

uhrung von

Anderungen auf Sichten sind im
SQL-Kontext zu diskutieren.
Naheliegend ist zudem die Diskussion einer funktionalen Erweiterung der SQL-Trigger
um Trigger, die f

ur Sichten denierbar sind. Die Ableitung induzierter

Anderungen k

onnte
dann ein feuerndes Ereignis f

ur sichtenbasierte Trigger darstellen. Eine solche Erweite-
rung w

urde insbesondere f

ur das hier entwickelte Verfahren bedeuten, da die -Fakten
nicht zwingend in Basisrelationen gespeichert werden m

uten. Unter Ber

ucksichtigung
der Abh

angigkeiten in einem gegebenen DB-Schema kann dann mit der Zielsetzung e-
zienterer Laufzeiten individuell f

ur jede -Sicht entschieden werden, ob sie materialisiert
oder virtuell vorliegen soll.
Grunds

atzlich stellen die Pr

aprozessor-L

osung und das triggerbasierte Verfahren ein
geeignetes Vorgehen dar, bestehende DB-Systeme um die fehlende Funktionalit

at zu er-
weitern. Die Ezienz der L

osung h

angt jedoch unmittelbar von der Ezienz der Trigge-
rausf

uhrungen ab. Die Steuerungsaufgaben bei einer triggerbasierten und einer dedukti-
ven L

osung sind die gleichen. Entweder werden die Aufgaben von der Triggerkomponente

ubernommen, oder aber die Steuerung der Ausf

uhrung und die Kontrolle der Relevanz der
angewendeten -Sichten werden explizit programmiert. Die Ezienz einer prozeduralen
Steuerung wiederum h

angt davon ab, ob die Programme im DB-Kern integriert werden
k

onnen, oder ob Anwendungsprozeduren

uber Schnittstellen wie 'dynamic SQL' zur Lauf-
zeit die Sichten einbinden und anwenden. Ob eine prozedurale Steuerung schneller ist als
der hier vorgeschlagene triggerbasierte Ansatz kann somit nur empirisch evaluiert werden.
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