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The discovery of copper-oxide high temperature (high-𝑇𝑐) 
superconductors in the mid-eighties [1] represented an exceptional 
breakthrough in condensed matter physics. All of a sudden, using the 
cheap and abundant liquid nitrogen as cryogen was enough to benefit 
the exciting properties of superconductors, ranging from transport of 
electric currents without dissipation to maglev trains to the production 
of sensitive magnetometers. The rise in the maximum 𝑇𝑐 during the first 
decade of high-𝑇𝑐 research was impressive: high-𝑇𝑐 superconductors 
have been observed with transition temperatures as high as 138 K, by 
far exceeding the maximum 𝑇𝑐~40 K predicted for “ordinary” metallic 
superconductors. Since then, many theories tried to explain such a high 
𝑇𝑐 and which is the mechanism mediating the Cooper pairing but none 
revealed exhaustive, leaving this two questions still unanswered. 
Despite this slowdown, the field continued to develop, sustained by the 
realization that the “strange” metallic state out of which high-𝑇𝑐 
superconductivity emerges is unlike any other that had been seen 
before. Indeed, the origin of electron pairing, the normal state 
pseudogap and the strange metal phase of cuprates are cornerstones of 
modern condensed matter physics. Yet the stark failure to describe 
strange metals with conventional theories has led to a consensus that 
they are fundamentally new states of matter that require an entirely new 
theoretical framework [2]. 
Before the discovery of superconductivity in the iron pnictides in 2006 
[3], the high-𝑇𝑐 cuprates were considered a class apart. The former’s 
discovery was no less surprising and seemed to confirm that the guiding 
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principles for optimization of superconductivity developed between 
1960s and 1970s, were now obsolete. According to these principles, 
superconductivity had to be searched in high (cubic) symmetry 
materials, containing no oxygen and with no neighboring magnetic or 
insulating behavior. These rules not only have been proved incorrect but 
also their exact opposite seemed to be true: indeed, in both cuprates and 
pnictides, superconductivity was now observed in oxide materials with 
low dimensionality, close to an insulating state and/or magnetic order 
[4].  
Beyond any doubt, there are many striking similarities between cuprates 
and pnictides. Structurally, they are low dimensional (almost 2D) 
materials and this feature is also reflected in their electronic properties. 
Besides, their phase diagrams look quite akin: superconductivity arises 
at doping concentrations close to a stable antiferromagnetic ground 
state, while 𝑇𝑐 itself is dome shaped, falling away as either system is 
doped and becomes more itinerant. In addition, near optimum doping 
(the doping which corresponds to the maximum 𝑇𝑐), many normal-state 
properties of both cuprates and pnictides exhibit a marked deviation 
from conventional Fermi liquid and this “strange” behavior seems to 
originate from a magnetic quantum critical point (QCP), where the 
magnetic order is tuned to zero by a non-thermal parameter such as 
chemical composition or pressure. If and to what extent this QCP relates 
to unconventional superconductivity is a still pending issue. 
It is important to notice that there exist important differences too. 
Whereas in cuprates the essential physics is captured by a single Cu d 
orbital hybridized with the oxygen p states, the pnictides have six 
electrons occupying the nearly degenerate 3d Fe manifold, implying 
that the Fe-based superconductors (IBS) are characterized by a multi-
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orbital multi-band nature, which contrasts with the effective single-band 
nature of the cuprates [5]. Furthermore, while strong electronic 
correlations have played an important role in cuprates (they are doped 
Mott insulators), the IBS are properly classified as moderately 
correlated (Hund) semi-metals with regions of the phase diagram where 
the Fermi liquid picture is still valid, despite the complexity of 
treatment for a multi band system [6]. 
This manuscript is focused on the study of the transport properties of 
BaFe2As2 - a pnictide parent compound of the so called 122 family - 
and of Bi2Sr2CuO6-x (Bi-2201) - an optimal doped cuprate of the so 
called 2201 family. The principal aims of this work are: (i) to gather 
information on the electronic band structure of the pnictide parent 
compound by extracting meaningful quantities (the Peltier coefficients) 
which let disentangle the main transport mechanisms into play, despite 
the complexity of the multi-band nature of these compounds; (ii) to 
investigate the strange metal phase of cuprates in view of new 
approaches and formulae developed in the context of emerging 
holographic theories by the theoretical group of Prof. N. Magnoli of the 
Department of Physics in Genova. In order to carry out these studies, I 
performed the complete experimental characterization of the transport 
properties (namely resistivity, magnetoresistance, Hall effect, Seebeck 
and Nernst effect) on high-quality single crystals of BaFe2As2 and Bi-
2201 as a function of temperature and magnetic field. The 
measurements on BaFe2As2 have been mainly performed at the 
Department of Physics of the University of Genova and transport 
characterization in high magnetic fields have been carried out at the 
international facility High Field Magnet Laboratory (HFML) of 
Nijmegen (NL). The measurements on Bi-2201 have been performed at 
the IFW Dresden (DE) and this activity has been rewarded and 
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supported with a DAAD Scholarship, Research Grants Award – Short-
term grants, 2017 (57314023). 
This thesis is divided into four chapters, whose contents are summarized 
in the following. 
 
Chapter 1 consists of a general introduction to cuprates and iron-based 
superconductors. After a brief introduction to the concept of “strange 
metal” and “quantum criticality”, it is proposed a description of the 
crystal and electronic structure, the phase diagram and the transport 
properties of cuprates and pnictides, particularly focussing on the 122 
family. 
Chapter 2 is devoted to a formal definition of the electric and 
thermoelectric transport properties which is given in terms of transport 
coefficients. Their expressions are presented both in a semi-classical 
Boltzmann approach and in a holographic scenario. 
In Chapter 3 I show that the simultaneous analysis of magneto-electric 
and magneto-thermoelectric transport properties of a BaFe2As2 high 
quality single crystal, for different magnetic field directions up to 30 T, 
let extract the Peltier tensor coefficients 𝛼𝑥𝑥, 𝛼𝑥𝑦 and 𝛼𝑥𝑧. The large 𝛼𝑥𝑦 
and 𝛼𝑥𝑧 values and their field dependence provide evidence of the 
presence of a high mobility band, compatible with a Dirac dispersion 
band, crossing the Fermi level and suggest a possible 3-dimensional 
nature of the Dirac Fermions. 
In Chapter 4 I present the resistivity, magnetoresistance, Hall effect, 
longitudinal and transverse thermal conductivity, Seebeck and Nernst 
effect of a single crystal of Bi-2201. The data are first analysed in the 
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framework of the semi-classical Boltzmann approach and then 
compared to the holographic theory. 
For completeness four Appendices have been inserted to give further 
details on the anisotropy of transport properties of BaFe2As2 both in-
plane (Appendix B) and out-of-plane (Appendix A), the magnetic 
susceptibility measurement on Bi-2201 (Appendix D) and the 





















The Fermi liquid theory has been tremendously successful in explaining 
almost all metallic state in nature. However, the first big breakdown of 
this theory came in the mid-80s, with the discovery of high temperature 
(high-𝑇𝑐) superconductivity [1]. Whereas “ordinary” metallic 
superconductors usually have 𝑇𝑐 below 40 K [7], high-𝑇𝑐 
superconductors have been observed with 𝑇𝑐 as high as 138 K [8]. Until 
2008, only compounds of copper and oxygen, the so called “cuprates”, 
were believed to have high-𝑇𝑐 superconductors properties but since the 
discovery of superconductivity below 26 K in fluorine doped LaFeAsO 
[9], several iron-based compounds (IBS) are now known to be 
superconducting at high temperatures.  
Moreover, in these particular materials both the transport properties of 
the non-superconducting phase and the superconducting pairing 
mechanism differ significantly from those predicted by the Fermi liquid 
and the Bardeen-Cooper-Schrieffer (BCS) theory, respectively. In 
particular, it is known that in these two family of superconductors the 
Cooper pairing mechanism is not mediated by phonons (as predicted by 
the BCS) and they are therefore known as unconventional 
superconductors. Furthermore, their phase diagrams (graphical 
representations of the physical states as a function of temperature and 
pressure/chemical doping) show many similarities. Indeed, 
7 
superconductivity in both the cuprates and the IBS is close to 
antiferromagnetism (AFM) and appears in a dome-shaped region upon 
doping the so called non superconductive parent compounds. Finally, 
near optimum doping (the doping which corresponds to the maximum 
𝑇𝑐), many normal-state properties exhibit a marked deviation from 
conventional Fermi liquid behavior and this region is known as “strange 
metal” phase.  
This chapter is devoted to a general introduction to cuprates and IBS. 
After a brief introduction to the concept of “strange metal” and 
“quantum criticality”, it is proposed a description of the crystal and 
electronic structure, the phase diagram and the transport properties of 
cuprates in section 2 and IBS (particularly focussing on the 122 family) 
in section 3. 
 
1.1 Strange metals and quantum criticality 
One of the milestones in condensed matter physics is the Landau Fermi 
liquid (FL) theory, which describes the vast majority of the known 
states of matter, like normal metals, semi-conductors, superconductors 
and superfluids. The basic assumption from which the 
phenomenological Landau theory starts is that the qualitative picture for 
non-interacting Fermi gas persists for a generic interacting fermionic 
system, also in presence of interactions between fermions. Specifically, 
the basic Landau's starting assumptions are: 
 There exists a Fermi surface which characterizes the ground 
state of a generic interacting fermionic system. In momentum 




 Despite the possibly strong interactions among bare fermions, 
the low energy excitations near the Fermi surface nevertheless 
behave like a weakly interacting particles and holes, called 
collectively quasi-particles. They have the same charge as 
fundamental fermions and satisfy Fermi statistics. The 
fundamental fermion mass m is replaced by an effective mass 
𝑚∗ of the quasi-particle and it is in general different from m, 
due to renormalization by many-body interactions. 
 
The concept of quasi-particle is extremely powerful and makes it 
possible to develop a general low energy theory, independently of the 
precise microscopic details of the system. 
Despite the great success of the Landau FL theory in describing 
condensed matter systems, its first big breakdown came with the 
discovery of the high-temperature superconductivity [1]. 
More generally, the term non-Fermi liquid, also known as “strange 
metal”, is used to describe a system which displays the breakdown of 
FL behavior. Interestingly, the strange metal regime occurs in many 
materials which show unconventional superconductivity such as 
cuprates and IBS but also heavy fermions and organics [10]. The 
strange metal transports in cuprates, as well as in IBS, have been the 
subject of intense study. In particular, the amazing similarity between 
the quantum-mechanical phase diagrams of cuprates and IBS reveal that 
both their superconductivities might be ascribed to the quantum critical 
fluctuations associated with a quantum critical point (QCP). Within the 
quantum-mechanical phase transition, the singular QCP at absolute zero 
produces a wide region of unusual behavior at a finite temperature, 
which displays a striking deviation from the conventional Fermi-liquid 
behavior [11].  
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The strange metal regime was recognized early on as one of the most 
mysterious aspect of the copper oxide phase diagram. The most basic 
difference between the strange metal and a conventional metal is the 
temperature-behaviour of the electrical resistivity 𝜌, both at high and 
low temperatures. In a normal metal, unless the metal melts first, 𝜌 
saturates at high temperatures when the mean free path l becomes of the 
order of the de Broglie wavelength λ. The notion of a maximum 
metallic resistivity compatible with a minimum mean free path 𝑙𝑚𝑖𝑛~𝜆 
is known as the Mott-Ioffe-Regel (MIR) limit. In many highly resistive 
elements, alloys and intermetallic compounds, 𝜌 becomes weakly T-
dependent at high temperatures and it approaches a constant value 𝜌𝑠𝑎𝑡 
in the region 100-200 μΩcm consistent with 𝑙𝑚𝑖𝑛~𝜆. The resistivity of 
the copper oxide strange metal can be linear in T from near Tc up to as 
high a temperature as measured [12], without any sign of saturation. In 
the process, 𝜌 attains values between 1 and 10 mΩcm, more than one 
order of magnitude higher than 𝜌𝑠𝑎𝑡 of typical metals, corresponding to 
𝑙 ≪ 𝜆. Since this clearly invalidates conventional quasiparticle picture, 
the absence of resistivity saturation is swiftly acknowledged as a 
possible signature of novel non-Fermi liquid behaviour. Such non-
saturating 𝜌 has been registered in a wide range of strongly correlated 
systems and they collectively have come to be referred to as “bad 
metals” [13]. Furthermore, in Table 1 is summarized the temperature 
dependence of 𝜌 predicted for a 3d metal within the FL scenario (𝜌𝐹𝐿). 
The coefficients in front of the powers of 𝑇 are constants which depend 
on the metal under consideration. As already discussed, at high 
temperatures 𝜌 is expected to saturate to 𝜌𝑠𝑎𝑡 due to the MIR limit 
whereas in the region 𝑇 ≫ Θ𝐷 (Θ𝐷 being the Debye temperature) the 
electron-phonon scattering mechanism largely dominates the transport. 
At very low 𝑇 the scattering mechanisms are dominated by impurities. 
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However, in the transition region between 𝑇~0 and 𝑇~Θ𝐷, since the 
scattering rate of the electron-phonon processes decrease faster than that 
of electron-electron processes as the temperature is decreased, there 
may be a region in which 𝜌𝐹𝐿 is dominated by electron-electron 
interactions. Indeed, the 𝑇2 scaling of 𝜌 is considered a standard 
evidence of the presence of FL regime in the experimental 
measurements. 
As we will discuss in the following, the strange metals strongly violate 
this prediction, being characterized by a resistivity (𝜌𝑆𝑀in Table 1) 
whose T-linear behaviour survives for all 𝑇 > 𝑇𝐶. 
 




3−5 𝒜𝑒,𝑝ℎ𝑇 𝜌𝑠𝑎𝑡 
𝜌𝑆𝑀 ∝ 𝑇 ∝ 𝑇 ∝ 𝑇 
 
Table 1: Temperature dependence of the electric resistivity predicted by the FL theory 
(𝜌𝐹𝐿) and measured in strange metals (𝜌𝑆𝑀) 
 
In the 1990s it was proposed that quantum criticality could explain the 
low-energy excitations of the strange metal. A quantum phase transition 
occurs when a continuous phase transition occurs at zero temperature as 
a function of a tuning parameter (like pressure or doping), where the 
corresponding quantum critical point (QCP) defines the boundary 
between the ordered (broken symmetry) and disordered quantum phases 
[14]. The peculiar aspect of a quantum critical theory is that the 
influence of the QCP extends over a wide regime in the T>0 region of 
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the phase diagram. This is properly the regime of quantum criticality, 
which is crucial for interpreting a wide variety of experiments. As 
described in [14, 15], at the QCP the electronic system behaves like a 
perfect fluid in which the relaxation time is universally determined by 
the absolute temperature in terms of the indetermination principle which 
is sometimes referred to as “Planckian dissipation” because it is a 
quantum effect independent of the material parameters [16]. Away from 
the QCP, the dissipation rate is much larger and it satisfies the 
inequality 𝜏 ≥ ℏ 𝑘𝐵𝑇
⁄ . Remarkably, 𝜏 does not depend on physical 
parameters, but scales only with fundamental universal quantities, 
namely ℏ and 𝑘𝐵. These observations suggest an interpretation of the 
phase diagrams of both cuprates (see section 2.2) and IBS (see section 
3.2), where the strange metal is identified with the quantum critical 
wedge associated with a QCP under the superconducting dome near 
optimal doping.  
1.2 Cuprates 
The discovery of high-temperature superconductivity in the copper 
oxide perovskite La2-xBaxCuO4 [1] in 1986 ranks among the major 
scientific events of the twentieth century. As already mentioned, the 
superconducting transition temperatures in the copper oxides greatly 
exceed those of any previously known superconductor by almost an 
order of magnitude. Moreover, according to the theory of 
“conventional” superconductors, the copper oxides would have seemed 
the least likely materials in which to look for superconductivity. Indeed, 
the parent (undoped) compounds are insulating antiferromagnets and 
upon doping they become poor conductors that can hardly be classified 
as metals. Superconductivity and magnetism are typically antithetical 
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forms of order. After all, in conventional superconductors, magnetic 
impurities break Cooper pairs [17]. 
In the three decades since their discovery, much has been learned about 
the novel forms of quantum matter that are exhibited in these strong 
correlated electron systems. However, unresolved issues include the 
astonishing complexity of their phase diagram with many exotic phases 
such as pseudogap, charge density wave state and strange metal region, 
which is one of the topics of this work. In the following sections we will 
briefly outline the basic crystalline structure of cuprate superconductors, 
their phase diagram and electronic structure, to then focus on the 
anomalous transport properties which characterize the strange metal 
regime. In the following, we will refer to this family of HTS either with 
“cuprates” or “HTS”. 
1.2.1 Crystal and electronic structure 
As a common property, all HTS have a layered perovskite structure that 
consists of alternating CuO2 layers and insulating blocking layers that as 
a consequence of doping, provide charge carriers to the CuO2 layers. 
This structure causes a large anisotropy in conducting and 
superconducting properties, since electrical currents are carried by the 
holes or the electrons throughout the CuO2 layers. Even though this is 
the general scheme, the numbers of CuO2 layers are different in 
different cuprate families.  
For example, the bismuth (Bi) families of HTS, Bi2Sr2CuO6+δ (Bi-
2201), Bi2Sr2CaCu2O8+δ (Bi-2212), Bi2Sr2Ca2Cu3O10+δ (Bi-2223) have 
respectively one, two and three CuO2 layers, as shown in Figure 1a. In 
these families, doping can be controlled by adding extra oxygen in the 
Bi-O planes, by substituting rare-earth ions for Ca2+ ions or substituting 
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La3+ ions for Sr2+ ions. Other families of cuprates, such as La2-xSrxCuO4 
(LSCO) and YBa2Cu3O7-δ (YBCO) have one and two CuO2 planes, 
respectively. 
 
Figure 1: (a) Crystal structure of Bi-based families of HTS. Adapted from [18]. (b) 
Hybridization of a 3𝑑𝑥2−𝑦2 hole on the copper sites (red) with planar-coordinated 2px 
and 2py oxygen orbitals (green). After [19]. 
 
The electronic structure of the universal Cu-O planes primarily involves 
hybridization of a 3𝑑𝑥2−𝑦2 hole on the copper sites with planar-
coordinated 2px and 2py oxygen orbitals (Figure 5b). The resulting two-
dimensional energy dispersion can be expressed in tight-binding 
representation as: 
𝜀(𝒌) = 𝜖0 − 2𝑡(cos 𝑘𝑥 + cos 𝑘𝑦) +  4𝑡
′(cos 𝑘𝑥 ∙ cos 𝑘𝑦)
− 2𝑡′′(cos 2𝑘𝑥 + cos 2𝑘𝑦) 
At half-filling, with only nearest-neighbour (t) hopping, a diamond-like 
Fermi surface is expected. Inclusion of next-near neighbour (t’) hopping 
leads to a more rounded topology. Figure 2a sketches the CuO2 plane 
with the principal hopping parameters t, t' and t’’. Pavarini et al 
identified an intriguing correlation between 𝑇𝑐 and the ratio t’/t for a 
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large number of cuprate families [20] Low-𝑇𝑐 cuprates like La2-
xSrxCuO4 (LSCO) and Bi2Sr2-xLaxCuO6 (Bi-2201) have a relatively low 
t’/t, whilst those with higher Tc values, such as Bi2Sr2CaCu2O8+δ (Bi-
2212), YBa2Cu3 O7-δ (YBCO) and Tl2Ba2Cu O6+δ (Tl-2201), have much 
rounded FS geometries characteristic of the higher t’/t values. These 
predictions have largely been verified by extensive ARPES 
measurements [21]. The differences in topology are highlighted in 
Figure 2b and 2c, where representative 2D FS projections of LSCO and 
Tl-2201 respectively are shown for two different doping levels p=0.15 
(near optimal doping) and 0.30 (beyond the superconducting dome), 
where p is the hole content per CuO2 plane. 
 
 
Figure 2: (a) Schematic figure of the CuO2 plane showing the spin alignments of the Cu 
spins at half-filling with the basal plane and the three principal hopping parameters t, t’ 
and t’’. (b) Schematic 2D projection of the Fermi surface in La2-xSrxCuO4 for p=0.15 
(t’/t=0.15) and 0.30 (t’/t=0.12). (c) Similar projections for Tl2Ba2CuO6+δ for p=0.15 
(t’/t=0.22) and 0.30 (t’/t=0.22). In all cases, t’’/t’=-0.5. After [22] 
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1.2.2 Phase diagram of cuprates 
Given the hybridation between the Cu 3𝑑𝑥2−𝑦2 orbital with oxygen p 
orbitals (Figure 1b), the stoichiometric “parent” compound (Figure 3, 
zero doping) has nine d electrons (or one d hole). Therefore, the 𝑑𝑥2−𝑦2 
band is half-filled and each Cu atom has a spin ½. Since the on-site 
Coulomb repulsion U between 𝑑𝑥2−𝑦2 electrons is stronger than the 
band width W (the kinetic energy of the electrons) in the cuprates, the 
electrons tend to avoid the double occupancy of the 𝑑𝑥2−𝑦2 orbital and, 
at half-filling, the electrons are localized, producing the so called “Mott 
insulator”. However, even a localized electron has a spin whose 
orientation remains a dynamical degree of freedom. Virtual hopping of 
these electrons produces, via the Pauli exclusion principle, an 
antiferromagnetic interaction between neighbouring spins. This, in turn, 
leads to a simple (Nèel) ordered phase below room temperature, in 
which there are static magnetic moments on the Cu sites with a 
direction that reverses from one Cu to the next. In the following, we will 
confine our discussion to hole-doped systems.  
Hole doping rapidly suppresses the antiferromagnetic order. At a critical 
doping of 𝑝𝑚𝑖𝑛, superconductivity sets in, with a transition temperature 
that grows to a maximum at 𝑝𝑜𝑝𝑡, then declines for higher dopings and 
vanishes for 𝑝𝑚𝑎𝑥 (Figure 3). Materials with 𝑝 < 𝑝𝑜𝑝𝑡 are referred to as 
underdoped and those with 𝑝 > 𝑝𝑜𝑝𝑡 are referred to as overdoped. 
Generally, the superconducting transition temperature 𝑇𝑐 for copper-
oxide superconductors has a parabolic dependence on the concentration 
of charge carriers p with a maximum 𝑇𝑐,𝑚𝑎𝑥 at optimal doping 𝑝𝑜𝑝𝑡 
[23]. A universal relation between p and Tc, the so-called “bell shape” 
can be proposed: 
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𝑇𝑐(𝑝) = 𝑇𝑐,𝑚𝑎𝑥[1 − 𝛽(𝑝 − 𝑝𝑜𝑝𝑡)
2], 
where the parameters 𝛽 and 𝑝𝑜𝑝𝑡 have the constant values of 0.82 and 
0.16 respectively for a large number of compounds [24]. 
 
Figure 3: Temperature versus hole doping level for the copper oxides, indicating where 
various phase occur. The subscript “onset” marks the temperature at which the precursor 
order or fluctuations become apparent. TS,onset (dotted green line), Tc,onset and TSC,onset 
(dotted red line for both) refer to the onset temperatures of spin-, charge and 
superconducting fluctuations, while T* indicates the temperature where the crossover to 
the pseudogap regime occurs. The blue and green regions indicate fully developed 
antiferromagnetic order (AF) and d-wave superconducting order (d-SC) setting in at the 
Nèel and superconducting transition temperatures TN and TC, respectively. The red 
stripped area indicates the presence of fully developed charge order setting in at TCDW. 
TSDW represents the same for incommensurate spin density wave order. Quantum critical 
points for superconductivity and charge order are indicated by the arrows. After [19]. 
 
Unlike in conventional s-wave superconductors, the superconducting 
wavefunction in the copper oxides has d-wave symmetry, that is, it 
changes sign upon rotation by 90°. Associated with this 
“unconventional pairing” is the existence of zero energy (gapless) 
quasiparticle excitations at the lowest temperatures, which make even 
the thermodynamic properties entirely distinct from those of 
conventional superconductors (fully gapped) [19]. There is general 
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consensus that the pairing symmetry of the superconducting order 
parameter of hole-doped cuprates is predominantly 𝑑𝑥2−𝑦2-like in the 
underdoped and optimally doped region [25,26]. In the heavily 
overdoped limit, on the other hand, a significant s-wave component in 
addition to the 𝑑𝑥2−𝑦2 component has been revealed [27]. 
More unique to the copper oxides is the behaviour observed in a range 
of temperatures above 𝑇𝑐 in what is referred to as the “pseudogap” 
regime. It is characterized by a substantial suppression of the electronic 
density of states at low energies that cannot be simple related to the 
occurrence of any form of broken symmetry. Although much about this 
regime is still unclear, convincing experimental evidence has emerged 
that there are strong and ubiquitous tendencies towards sorts of order or 
incipient order, including various forms of charge density-wave, spin-
density-wave and electron-nematic order [19]. Superconducting 
fluctuations also have an important role in part of this regime, although 
to an extent that is still much debated. A long-standing question is 
whether, perhaps, pairs already form at the (very high) pseudogap 
temperature T* (Figure 3), while at a much lower temperature, the 
actual 𝑇𝑐, the phase locks to form the long-range ordered 
superconducting state. The structure of the pseudogap in momentum 
space was directly mapped by ARPES experiments at temperatures 
between T* and 𝑇𝑐, and found to crudely mimic the d-wave 
superconducting gap: the pseudogap is apparently only in the 
“antinodal” regions of the Brillouin zone (Figure 4) where the d-wave is 
largest [28, 29, 30]. This immediately suggests that at the very high 
pseudogap temperature T*, pairs already start to form, while phase 
fluctuations prohibit superconducting order until much lower 
temperatures are reached. 
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Figure 4: The large Fermi surface predicted by band theory is observed by ARPES and 
STS for overdopes compounds (bottom right). But once the pseudogap sets in, the 
antinodal regions of the Fermi surface near the Brillouin zone edge are gapped out, 
giving rise to Fermi arcs (top right). This is reflected (left) in the angle dependence of 
the energy E of the superconducting gap ∆𝑺𝑪 (blue line) and pseudogap ∆𝑷𝑮 (red line) as 
functions of the momenta 𝒌𝒙 and 𝒌𝒚 in one quadrant of the Brillouin zone around the 
underlying large Fermi surface (dashed curve), as revealed by ARPES and STS. Note 
the gapless region around the d-wave superconducting node for the pseudogap case that 
defines the Fermi arcs. After [19].  
 
It is important to recognise that the strong electron repulsions that cause 
the undoped system to be an insulator (with an energy gap of 2 eV) are 
still the dominant microscopic interactions, even in optimally doped 
copper oxide superconductors. This has several general consequences. 
The resulting electron fluid is “highly correlated”, in the sense that for 
an electron to move through the crystal, other electrons must shift to get 
out of its way. In contrast, for the Fermi liquid description of simple 
metals, the quasiparticles propagate freely through an effective medium 
defined by the rest of the electrons. The failure of the quasiparticle 
paradigm is most acute in the “strange metal” regime, that is, the state 
out of which the pseudogap and the superconducting phases emerge 
when the temperature is lowered [19].  
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1.2.3 In-plane transport properties in the strange metal phase 
In the previous sections we noted that the typical critical 𝑇𝑐 of cuprates 
is too high to be explained with the standard BCS theory. This is the 
first hint that the microscopic mechanisms governing the behaviour of 
these materials must be different from that described for the Fermi 
Liquid. The subject is important for a number of reasons. Just as in 
conventional superconductors, where the electron-phonon scattering 
processes that dominate the electrical resistivity provided an important 
clue to the pairing interaction, so an understanding of the normal state 
properties of high-𝑇𝑐 cuprates is widely regarded as a key step towards 
the elucidation of the pairing mechanism for high temperature 
superconductivity. Whilst this remains the ultimate goal, the anomalous 
transport behaviour of the cuprates themselves has become arguably the 
most studied phenomenon in the field of correlated electrons [31]. 
In this section, we will analyse the transport properties of cuprates in the 
strange metal phase. We will note that the transport properties deviate 
significantly from the Fermi Liquid prediction.  
1.2.3.1 In-plane resistivity 
The in-plane resistivity 𝜌𝑎𝑏(𝑇) of hole-doped HTS shows a very 
systematic evolution with doping, that is summarized in Figure 5a, 
where a schematic phase diagram of p-type cuprates is reproduced 
together with the doping and temperature evolution of 𝜌𝑎𝑏(𝑇). 
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Figure 5: (a) Phase diagram of hole-doped cuprates mapped out in terms of the 
temperature and doping evolution of the in-plane resistivity 𝜌𝑎𝑏(𝑇). The solid lines are 
the phase boundaries between the normal state and the superconducting or 
antiferromagnetic ground state. The dashed lines indicate crossovers in 𝜌𝑎𝑏(𝑇) 
behaviour. The meanings of the labels 𝑇∗, 𝑇𝑐𝑜ℎ and 𝑇𝐹𝐿 are explained in the text.  After 
[32]. (b) 𝜌𝑎𝑏(𝑇) measured in Bi-2201 crystals: a non-superconductor (empty squares) 
and a superconductor (empty circles) with TC=6.5 K. After [12]. 
 
The solid lines are the phase boundaries between the normal state and 
the superconducting or antiferromagnetic ground state, whereas the 
dashed lines indicate crossovers in the 𝜌𝑎𝑏(𝑇) behaviour, each of which 
may or may not be associated with a fundamental change in the nature 
of electronic states. Optimal doping is indicated by the vertical dotted 
line and the areas to the left (right) of this line are the underdoped 
(overdoped) regions of the phase diagram respectively.  
In the underdoped (UD) cuprates, 𝜌𝑎𝑏(𝑇) varies approximately linearly 
with temperature at high T, but as the temperature is lowered, 𝜌𝑎𝑏(𝑇) 
deviates downward from linearity at 𝑇 = 𝑇∗ (marked in Figure 5a and 
shown in Figure 6a for Bi2Sr2CaCu2O8+δ samples). In the more 
anisotropic cuprates such as LSCO [33] and Bi-2212 [34], it has proven 
difficult to distinguish between deviations from linearity due to genuine 
pseudo-gap effects and those due to para-conductivity fluctuations near 
𝑇𝑐. As shown in Figure 6b for x=0.13 La2-xSrxCuO4 compound, at 
sufficiently low T, 𝜌𝑎𝑏(𝑇) of UD cuprates develops an upturn, 
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suggestive of some form of (as yet unidentified) electronic localization. 
This upturn is characterized by a marked log(1 𝑇⁄ ) dependence [35]. 
The critical doping level 𝑝𝑐𝑟𝑖𝑡 at which these upturns occur differs 
amongst the various cuprate families [36,37] and its trend towards lower 
𝑝𝑐𝑟𝑖𝑡 with increasing purity suggests that the onset of localization is in 
fact disorder driven. 
 
Figure 6: (a) In-plane resistivities 𝜌𝑎 of Bi2Sr2CaCu2O8+δ (Bi-2212) single crystals 
versus temperature for various oxygen contents (δ). The solid straight lines, which are 
linear extrapolations of 𝜌𝑎 at higher temperatures, are also shown as a guideline for the 
near optimally doped (δ=0.24) and underdoped (δ=0.22, 0.217 and 0.2135) samples. 
The temperatures 𝑇∗ at which 𝜌𝑎 deviates from 𝑇-linear behaviour are shown by arrows 
for the underdoped samples. After [34]. In-plane resistivity 𝜌𝑎𝑏 for a x=0.13 La2-
xSrxCuO4 sample plotted vs linear 𝑇 at high temperature and ln 𝑇 at low temperature. 
Data are shown for B=0T (solid line), 20 T (diamonds), and 60 T (circles) with the 
logarithmic fit shown as a dashed line. The dotted line is the extrapolated linear-𝑇 
dependence. After [35]. 
 
Optimally doped (OP) cuprates are characterized by a T-linear 
resistivity that survives for all 𝑇 > 𝑇𝑐. Despite the large variations in 
(optimal) 𝑇𝑐 and in the crystallography of individual cuprate families, T-
linear resistivity is a universal feature at optimal doping, confirming that 
it is intrinsic to the CuO2 planes. Figure 5b shows the temperature 
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dependence of 𝜌𝑎𝑏(𝑇) for two Bi-2201 crystals, one non-
superconducting (empty squares) and one superconducting (empty 
circles). The superconducting sample shows a strikingly linear-in-
temperature 𝜌𝑎𝑏(𝑇) from just above TC up to 700 K [12] and it is also 
evident the violation of the MIR limit. In low-TC OP cuprates, where 
the superconductivity can be destroyed by large magnetic fields, the T-
linear 𝜌𝑎𝑏(𝑇) has been found to cross over to a higher power T 
dependence, eventually saturating at some residual value [36,37]. 
Moreover, Ando et al showed that the region of strict T-linearity (in the 
normal state) is rather narrow, concentrated at or around optimal doping 
[38]. This confinement of the T-linear resistivity to a narrow 
composition range near optimal doping is often regarded as a signature 
of quantum criticality, as demonstrated in heavy-fermion compounds 
[39]. 
On the overdoped (OD) side, 𝜌𝑎𝑏(𝑇) contains a significant supralinear 
contribution that can be interpreted either as a sum of two components, 
one T-linear, the other quadratic, or a single power law 𝑇𝑛 where n 
varies smoothly from 1 at optimal doping to 2 at the SC/non-SC 
boundary on the OD side [40,41,42]. At sufficiently high T however, 
𝜌𝑎𝑏(𝑇) becomes T-linear once more. This crossover temperature is 
marked in Figure 5a as a coherence temperature 𝑇𝑐𝑜ℎ, in line with the 
suggestion from ARPES community that the onset of T-linear resistivity 
coincides with the loss of the quasiparticle (coherence) peak in the 
energy dispersion curves [43]. The crossover to purely quadratic 
𝜌𝑎𝑏(𝑇), characteristic of a correlated Fermi liquid (FL) is only observed 
beyond the superconducting dome. The dashed line marked 𝑇𝐹𝐿 in 
Figure 5a represents the crossover to strictly 𝑇2 resistivity, and, whilst 
its nomenclature hints at conventional FL behaviour, quantum 
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oscillations, the classic signature of a FL, have never been observed in 
this region of the phase diagram [32].  
 
1.2.3.2 In-plane Hall coefficient 
The Hall coefficient 𝑅𝐻 of hole-doped cuprates is generally positive, as 
expected for single-band metals where 𝑅𝐻 should reflect the sign of the 
charge carriers. However, equally striking to the T-linear resistivity, is 
the doping and temperature dependence of the in-plane 𝑅𝐻, decreasing 
in magnitude in some cases as fast as 1 𝑇⁄  [44]. This behaviour is 
shown by data on LSCO in [45], which spans the entire (hole doped) 
phase diagram from the Mott-insulator to the non-superconducting 
metal. These data are reproduced in Figure 6a and 6b for UD and OD 
LSCO respectively [45]. At optimal doping (𝑥~0.15), 𝑅𝐻 is found to 
vary approximatively as 1 𝑇⁄  over a wide temperature range, in apparent 
violation of conventional FL theory, which in a single band scenario 
predicts 𝑅𝐻 to depend only on the number of carriers in the metal [46] 
and should be therefore constant in temperature.  
 
Figure 7: (a) and (b) The temperature dependence of 𝑅𝐻 for La2-xSrxCuO4 with 
0<x<0.35. Solid lines denote single crystal data; dots denote polycrystalline data. After 
[45]. (c) Temperature dependence of 𝑅𝐻 of the BLSCO crystals. After [47]. 
24 
Figure 7c shows the temperature dependence of 𝑅𝐻 for five samples of 
La-doped Bi-2201. A clear evolution of 𝑅𝐻 with x is observed; the 
change in the magnitude of 𝑅𝐻 at 300 K suggests that the carrier 
concentration is actually reduced roughly by a factor 3 upon increasing 
x from 0.24 to 0.66 [47]. It is worth noting that the ratio of the 
maximum 𝑅𝐻 to the 𝑅𝐻 at 300 K is always around 1.4 for all x values, 
indicating that the T dependence of 𝑅𝐻 is not weakened with x.  
The relevance of the Hall coefficient as a gauge of carrier density and 
its evolution with temperature, particularly in the hole-doped cuprates, 
was challenged by the discovery that the inverse Hall angle cot 𝜗𝐻(=
𝜌𝑎𝑏/𝑅𝐻𝐵) had a unique and distinct T dependence on its own [48]. In 
marked contrast to the T-linear resistivity (at optimal doping), 
cot 𝜗𝐻shows a quadratic T dependence over a remarkably broad 
temperature range. In OP LSCO, for example, cot 𝜃𝐻(𝑇)~𝐴 + 𝐵𝑇
2 
between 50 and 400 K (Figure 7a) [45], whilst 𝜌𝑎𝑏 ∝ 𝑇 up to 1000 K 
[49]. This implicit “separation of lifetimes” is a classical hallmark of the 
cuprates, and has led theorists to develop a number of radical ideas 
beyond conventional Fermi-liquid theory. Finally, whilst the 𝑇2 
dependence of cot 𝜃𝐻 (𝑇) holds for a wide range of doping in most 
cuprates, it is not the case for the Bi-based cuprates Bi-2212 and Bi-
2201. In these systems, the power exponent of cot 𝜃𝐻 (𝑇) is closer to 
1.75 than 2 [47,50]. Detailed transport studies of both crystalline and 
thin-film samples of Bi-2212 and Bi-2201 have shown in fact that 
 cot 𝜃𝐻(𝑇)~𝐴 + 𝐵𝑇
𝛼 with α steadily decreasing from ~2 to ~1.6 − 1.7 
as one moves from the UD to the OD regime [47,50]. Figure 7b shows 
the plot of cot 𝜃𝐻 vs 𝑇
2 for five samples of La-doped Bi-2201. Only the 
data for 𝑥 = 0.66 can be fitted with a straight line in this plot, indicating 
that the 𝑇2 law of cot 𝜃𝐻 can be found in Bi-2201 but only in this UD 
sample. This variable power law behaviour in cot 𝜃𝐻 (𝑇) reveals a high 
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level of complexity in the phenomenology of normal state transport in 
HTS that has yet to be properly addressed. 
 
Figure 8: (a) cot 𝜃𝐻  multiplied by the magnetic field H as a function of 𝑇
2 for La2-
xSrxCuO4 with 0.075 ≤ 𝑥 ≤ 0.25. Solid lines denote single-crystal data; dots denote 
polycrystalline data. After [45]. (b) Plot of cot 𝜃𝐻 vs 𝑇
2 for five samples of Bi2Sr2-
xLaxCuO6 (the data for 𝑥 = 0.30 and 0.24 are shifted down by 50 and 100, respectively, 
to avoid congestion). The solid line is a fit to the 𝑥 = 0.66 data. After [47]. 
 
1.2.3.3 In-plane magnetoresistance 
The in-plane magnetoresistance MR of cuprates is small (~10−3) and 
depends on 𝐵2. Figure 8a shows the field dependence of the in-plane 
resistivity ρ for YBCO when the magnetic field is applied out of plane 
(𝐵 ∥ 𝑐), perpendicularly to the in-plane electric current (𝐽 ∥ 𝑎𝑏). At all 
temperatures, ρ increases as 𝐵2 (positive MR) with a curvature that 
changes rapidly with T [52]. Classically, the transverse MR arises from 
“bending” of the electron trajectory by the Lorentz force (see Chapter 
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2). Figure 8b shows a typical example of the in-plane MR of LSCO 
under three different magnetic field orientations: (𝐵 ∥ 𝑐, 𝐵 ∥ 𝐽), (𝐵 ∥
𝑎𝑏, 𝐵 ⊥ 𝐽), and (𝐵 ∥ 𝑐, 𝐵 ⊥ 𝐽). An appreciable amount of MR can be 
seen only for the 𝐵 ∥ 𝑐 configuration, i.e., transverse MR with field 
parallel to the c axis. The negligibly small longitudinal MR (the Lorentz 
force is absent in this geometry) indicates that the orbital part dominates 
the transverse MR. The dominant orbital contribution is observed over 
the entire temperature range [51]. 
 
Figure 9: (a) Variation of the resistivity with field for a twinned 90-K YBa2Cu3O7-δ 
crystal in the transverse geometry 𝐵 ∥ 𝑐, 𝐽 ⊥ 𝑐, at selected temperatures. Smooth lines 
are fits by Δ𝜌/𝜌 = 𝑎𝐵2. After [52]. (b) In-plane magnetoresistance of La2-xSrxCuO4 
crystal as a function of magnetic field at T=60 K, with various field orientations 𝐵 ∥ 𝑐, 
𝐵 ∥ 𝐽 ∥ 𝑎𝑏, 𝐵 ⊥ 𝐽 ∥ 𝑎𝑏. After [51]. 
According to Boltzmann transport theory, the orbital transverse 
magnetoresistance (MR) of a metal ∆𝜌/𝜌 ∝ (𝜔𝐶𝜏𝑡𝑟)
2 where 𝜔𝑐 is the 
cyclotron frequency and 𝜏𝑡𝑟 the transport lifetime. If the only effect of a 
change of temperature or of a change of purity of the metal is to alter 
𝜏𝑡𝑟(𝑘) to 𝜆𝜏𝑡𝑟(𝑘), where λ is not a function of k, then ∆𝜌/𝜌 is 
unchanged if B is changed to 𝐵/𝜆. Thus the product ∆𝜌 ∙ 𝜌(= ∆𝜌/𝜌 ∙
𝜌2) is independent of 𝜏𝑡𝑟 and a plot of ∆𝜌/𝜌 versus (𝐵/𝜌)
2 is expected 
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to fall on a straight line with slope that is independent of T (provided 
that the carrier concentration remains constant). This relation, known as 
Kohler’s rule, is obeyed in a large number of standard metals, including 
those with two types of carriers, provided that changes in temperature or 
purity simply alter 𝜏𝑡𝑟(𝑘) by the same factor. In HTS, however, the 
conventional Kohler’s rule is strongly violated; instead of data 
collapsing onto a single curve, there is a marked increase in the slope 
with decreasing temperature, as illustrated in the left panel of Figure 10 
for UD YBCO [52]. Remarkably, this progression continues up to 350 
K (see inset).  
 
Figure 10: (a) Kohler plot for underdoped YBa2Cu3O6.6 at intermediate (main) and high 
(inset) temperatures. (b) Temperature dependence of the orbital part of the 
magnetoresistance in YBa2Cu3O6.6, optimally doped YBa2Cu3O7 and La1.85Sr0.15CuO4. 
The inset shows cot 𝜃𝐻  versus 𝑇
2 in OP LSCO. After [52].  
 
Progress towards understanding this anomalous behaviour came in the 
form of modified Kohler’s rule suggested by Ong and co-workers [52]. 
They found that the in-plane orbital MR ∆𝜌/𝜌(𝑇) follows the T 
dependence of 𝑡𝑎𝑛2𝜃𝐻 in both YBCO and LSCO much more closely 
than 𝜌𝑎𝑏
2 . These behaviours allow them to introduce the following 
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phenomenological modified Kohler’s rule  ∆𝜌/𝜌 ∝ 𝑡𝑎𝑛2𝜃𝐻, which 
seems to be satisfied (at least in the under-doped and optimally doped 
region of the phase diagram) as one can see in Figure 9b. Intriguingly, 
both in over-doped non-superconducting LSCO [52] and in the 
pseudogap phase of HgBa2CuO4+δ (Hg1201) [53], conventional 
Kohler’s scaling is seemingly recovered.  
1.2.3.4 Seebeck effect 
Within a simple picture of conventional metals, the thermopower is 
expected to be approximatively linear in temperature, with sufficiently 
pure metals showing a substantial “phonon drag” peak around 𝜃𝐷/5-
𝜃𝐷/4 (where 𝜃𝐷 is the Debye temperature). The thermopower 𝑆(𝑇) of 
the HTS cuprates, differs from this simple behaviour. The temperature 
dependence is most often linear in those materials, but the zero 
temperature extrapolated value (𝑆0) is nonzero [54,55,56]. These 
features are typified by the results [55] for Bi2Sr2-xLaxCuO6+z (La-doped 
Bi-2201), shown in Figure 11. 
The temperature and doping dependence of S for the sample with 
𝑥 > 0.4 are linear in T with a negative slope (Figure 11a) and a positive 
𝑆0 (Figure 11b). 𝑆0 having a large positive value at large x falls to zero 
at 𝑥~0.4. Lowering x further below 0.4, 𝑆0 becomes negative. 
Furthermore, as shown in Figure 10a, there is a systematic shift with 
increasing concentration of holes on the CuO2 planes. It has caused 
some confusion that the shift is towards more negative values with 
increasing hole concentration (an increase in the La concentration in La-
doped Bi-2201 leads to a smaller density of holes in the CuO2 planes), 
in the opposite sense that implied by the simple expectation that the 
thermopower has the carrier sign. This expectation is not to be trusted, 
for even in some simple metals (e.g., the noble metals) the sign of the 
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thermopower differs from that of the carriers [57]. Indeed, the 
calculated band structure of the hole-doped YBa2Cu3O7 (Y123), has 
been shown to lead to a negative thermopower [58]. 
 
Figure 11: (a) Temperature dependence of the thermopower of Bi2Sr2-xLaxCuO6+z. The 
numbers near the curves denote the lanthanum concentration x. The magnitude of the 
thermopower of the sample with x=0.9 is scaled down. (b) Shows the La-concentration 
dependence of the zero-offset thermopower 𝑆0 (solid squares) and the superconducting 
transition temperature 𝑇𝑐 (open squares). After [55]. 
 
The shift of 𝑆(𝑇) with doping is so nearly universal in these materials 
that it has been used as a gauge of the hole concentration. Orbetelli et 
al. [59] pointed out that the S(290 K) in a number of cuprates drops on 
a “universal” curve when it is plotted as a function of Tc Tc
max⁄ . They 
suggested, as a consequence of the S(290 K) vs Tc Tc
max⁄  plot, that the 
value of S(290 K) can be used as a measure for the p by additionally 
employing an empirical relation Tc Tc
max⁄ = 1 − 82.6(𝑝 − 0.16)2 
reported by Presland et al. [60]. Although physical interpretation of the 
relation between S(290 K) and Tc Tc
max⁄  has not been well established, 
S(290 K) has been often used to estimate unknown “p” in HTS 
according to Orbetelli’s relation. Indeed, this approach has been 
successfully used in ref. [61] and ref. [62]. However, this relation was 
reported invalid for some superconductors such as LSCO [63,64], La-
30 
doped BSCO [65], Pb,La-doped BSCO [66] and BSCO [56]. Figure 11a 
shows 𝑇𝑐 𝑇𝑐
𝑚𝑎𝑥⁄  of Pb,La-doped BSCO plotted as a function of 
𝑆(290 𝐾) together with data reported for other cuprates. The 
“universal” curve of 𝑇𝑐 𝑇𝑐
𝑚𝑎𝑥⁄  vs 𝑆(290 𝐾) proposed by Orbetelli et al., 
[59] is superimposed by the dashed line [66]. Figure 11b shows the 
same 𝑇𝑐 𝑇𝑐
𝑚𝑎𝑥⁄  plot for non-substitute Bi-2201 and La-doped Bi-2201 
[56]. 
 
Figure 12: (a) 𝑇𝑐 𝑇𝑐
𝑚𝑎𝑥⁄  as a function of 𝑆(290 𝐾) in (Bi,Pb)2(Sr,La)2CuO6+δ (Pb,La-
doped Bi-2201). The data for various cuprates of Bi2Sr2-zLazCuO6+δ
 (La-doped Bi-
2201), Bi2Sr2Ca1−xNdxCu2Oy (Bi-2212), La2−xSrxCuO4 (LSCO), YBa2Cu3Oy (YBCO), 
Tl0.5Pb0.5Sr2−xLaxCuO5 (Tl-1201), and Tl2Ba2Ca1−xYxCu2O8+y (Tl-2212) are 
superimposed. The “universal” curve proposed by Orbetelli et al., [59] is shown by the 
dashed line. The solid lines are drawn for the guide to the eye, which clearly show that 
𝑇𝑐 𝑇𝑐
𝑚𝑎𝑥⁄  vs 𝑆(290 𝐾) in Bi-2201, La-doped Bi-2201 and LSCO obviously possess data 
far from the “universal” curve. After [66]. (b) Comparison of 𝑇𝑐 𝑇𝑐
𝑚𝑎𝑥⁄  vs 𝑆(290 𝐾) 
between non-substituted Bi-2201 films (closed circles) and ceramics (open circles) and 
La-doped Bi-2201 single crystal (dashed line). The Orbetelli relation is shown by the 
solid line. Inset: estimation of the fictitious 𝑇𝑐,𝑚𝑎𝑥
𝑓  value from the phenomenological law 
[60] with 𝑝(𝑆290 𝐾) (solid line). After [56]. 
 
Although Figure 12 shows appropriate consistency at negative 
𝑆(290 𝐾), the relation between 𝑇𝑐 𝑇𝑐
𝑚𝑎𝑥⁄  and 𝑆(290 𝐾) for the Bi-
2201, obviously deviates from the “universal curve”. These 
experimental facts strongly indicate that the “univesal” curve proposed 
by Orbetelli et al., [59] may not be universally valid. 
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Finally, although the high-temperature behaviour of cuprates near 
optimal doping is described as 𝑆~ − 𝑏𝑇 + 𝑎, with 𝑎, 𝑏 constant 
(sometimes, with logarithmic corrections). However, the data 
considered in such fits is over a relatively restricted temperature range, 
below room temperature. Data over a larger temperature range in 
YBCO and LSCO clearly show a positive, upwards curvature to the 
temperature dependence of S at large temperatures [64,67]. 
1.2.3.5 Nernst effect 
Given that in conventional metals the magnitude of the Nernst effect is 
usually in the nV K-1T-1 range [68], the enhanced Nernst effect in both 
cuprates and IBS in the hundreds of nV K-1T-1 range is surprising and 
could suggest a common relationship between high Nernst effect and 
unconventional superconductivity. Indeed, a large Nernst signal 𝑒𝑁 
extending from below 𝑇𝑐 to a broad interval above has been detected in 
many hole-doped cuprates. The results have been interpreted 
considering that the observed 𝑒𝑁 is the sum of a normal term due to the 
charge carriers (𝑒𝑁
𝑛) and an anomalous contribution (𝑒𝑁
𝑎), which, below 
𝑇𝑐, is universally ascribed to the presence of superconducting vortices 
(𝑒𝑁
𝑠 , see Chapter 2). An important point is that 𝑒𝑁
𝑛 must decrease to zero 
as 𝑇 →0 because it is a carrier-entropy current. By contrast, 𝑒𝑁
𝑠  strongly 
diverges for 𝑇 → 𝑇𝑐 so that 𝑒𝑁~𝑒𝑁
𝑠  in the superconducting state. 
However, an enhanced 𝑒𝑁 has been observed up to a certain 𝑇𝑜𝑛𝑠𝑒𝑡 > 𝑇𝑐 
that depends on the material and is up to 50-100 K above 𝑇𝑐 in La2-
xSrxCuO4[69].The notion that vortices of whatever origin can be 
detected 50-100 K above 𝑇𝐶 remains a surprising topic [70]. Hence, it is 
common to refer to the region between 𝑇𝑐 and 𝑇𝑜𝑛𝑠𝑒𝑡 generically as a 
“fluctuation” regime. The important point of whether this regime 
corresponds to magnetic vortices or is caused by excitations in a strong 
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correlated state is at present open and several models interpreting the 
Nernst results strictly in terms of quasiparticles have appeared [71,72]. 
For the purpose of determining the onset temperature 𝑇𝑜𝑛𝑠𝑒𝑡 of 𝑒𝑁
𝑠 , 
however, the normal term has to be carefully resolved. This involves 
measuring the thermopower, Hall angle and resistivity in addition to 𝑒𝑁. 
This procedure has been described in detail in [73]. 
 
Figure 13: Curves of the Nernst signal 𝑒𝑁 vs B measured in slightly OD YBCO (𝑇𝐶 = 
92 K) at temperatures below 𝑇𝐶 (a) and above 𝑇𝐶 (b). Below 𝑇𝐶, 𝑒𝑁 rises neatly 
vertically at the melting field Bm. Above 𝑇𝐶 (b), the negative B-linear contribution of the 
qp term 𝑒𝑁
𝑛 becomes quite apparent. (c) Temperature dependence of 𝑒𝑁 measured at 14 
T compared with the resistivity ρ measured on OD YBCO. The onset temperature 
𝑇𝑜𝑛𝑠𝑒𝑡 and 𝑇𝐶 are indicated bu arrows. The dashed line indicates the negative qp 
contribution. After [70]. 
 
Figure 13a displays the traces of 𝑒𝑁 versus B at fixed T, in a slightly OD 
crystal of YBa2Cu3Oy (YBCO) with 𝑇𝐶 = 92 K. As vortices start to 
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move, 𝑒𝑁 rises vertically. The signal reaches a broad maximum and 
then decreases slowly. As T rises above 𝑇𝑐, the maximum values of 
𝑒𝑁(𝑇) decrease markedly and the profile become broader (Figure 13b).  
However, an abrupt transition is not observed in the Nernst signal. 
Instead, it retains its nonlinearity up to ~ 105 K. Above 110 K, the 
curve of 𝑒𝑁 is linear in B with a slope that changes mildly with T, which 
is commonly identified with 𝑒𝑁
𝑛. To show the fluctuation regime more 
clearly, Figure 13c reports the T dependence of 𝑒𝑁 measured ad 14 T 
together with its zero-field electric resistivity ρ. Clearly, 𝑒𝑁 deviates 
from the normal background at ~ 107 K, or 15 K above 𝑇𝑐 = 92 K. 
Similar measurements on OP bilayer Bi2Sr2CaCu2O8+δ (Bi-2212, 𝑇𝑐 = 
91 K) are shown in Figure 14a and 14b. The first shows that, near 𝑇𝑐, 𝑒𝑁 
displays a nonanalytic B dependence in weak B and above 𝑇𝑐, 𝑒𝑁 
rapidly becomes much smaller in amplitude. The latter displays the T 
dependence of 𝑒𝑁 measured at 14 T together with the Meissner signal 
measured at 10 Oe in a superconducting quantum interference device 
(SQUID) magnetometer. The onset temperature 𝑇𝑜𝑛𝑠𝑒𝑡 of the vortex-
Nernst signal is ~ 125 K, or 30 K above 𝑇𝑐. The tri-layer cuprate 
Bi2Sr2Ca2Cu3O10+δ (Bi-2223) also shows similar extension of the Nernst 
signal above its 𝑇𝑐 = 109 K and the overall behaviour of 𝑒𝑁 vs B is 
strikingly similar to that of the bilayer system with the Nernst onset 
temperature around 135 K, ~25 K above 𝑇𝑐 [70]. 
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Figure 14: (a) The Nernst signal 𝒆𝑵 vs B in OP Bi-2212 (𝑻𝑪 = 91 K) at temperatures 
50-130 K. The oscillations in 𝒆𝑵 are reproducible and may be caused by plastic flow of 
the vortices. (b) The T dependence of 𝒆𝑵 measured at 14 T (solid squares) and the 
Meissner curve (magnetization M measured at B=10 Oe) in OP Bi-2212. The dashed 
line indicates the estimated negative normal contribution. After [70]. 
 
1.2.3.6 Thermal conductivity 
The most characteristic feature of the thermal conductivity 𝜅 for a vast 
majority of cuprates is a sharp rise in the thermal conductivity which 
sets in at 𝑇𝑐 and which culminates in a peak near 𝑇𝑐 2⁄ . This feature is 
illustrated in Figure 15 for a representative set of data on YBCO (a) and 
Bi-2223 c-oriented tape (b). A hint of an increase in 𝜅(𝑇) as the 
temperature of a superconductor falls below 𝑇𝑐 was seen already in 
1950 in a rare case when 𝑇𝑐 of a conventional superconductor was high 
enough and the material had a large lattice thermal conductivity [74]. 
The issue was pursued theoretically by Geilikmann and Kresin [75] and 
by Bardeen, Rickayzen and Tewordt in what is referred to as the BRT 
theory [76]. The essential point of this theory is the realization that as 
the electrons condense and the electronic thermal conductivity rapidly 
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vanishes below 𝑇𝑐, the mean-free path of phonons may increase to such 
an extent that the lattice thermal conductivity more than compensates 
for the loss of the electronic contribution. A prerequisite for this to 
happen is a modest electron-phonon interaction and a lattice thermal 
conductivity 𝜅𝑝ℎ which is non-negligible in comparison to the 
electronic thermal conductivity 𝜅𝑒𝑙 in the normal state. Resistivity 
measurements in conjunction with the Wiedemann-Franz law have 
clearly established that 𝜅𝑝ℎ is the dominant contribution, accounting for 
typically 90% of the normal-state total thermal conductivity in sintered 
samples and at least 50% of the heat conductivity in single crystals. For 
example, Figure 15b shows that the normal-state 𝜅𝑒𝑙 of a Bi-2223 c-
oriented tape, estimated using the WF law, is nearly a constant curve 
[𝜅𝑒𝑙~9 mW(cm K)
-1], whose value is about 22% of 𝜅 [77].  
 
Figure 15: (a) Thermal conductivity of sintered, twinned and untwinned (a-direction) 
samples of YBCO. After [78]. (b) 𝜅𝑝ℎ (dotted-dashed line) and 𝜅𝑒𝑙 (dashed line) 
estimated assuming that both electrons and phonons contribute to the peak of 𝜅 
(circles); best fit function (solid line) resulting from the sum of 𝜅𝑒𝑙 and 𝜅𝑝ℎ. After [77]. 
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Other examples that in high-𝑇𝑐 cuprates 𝜅𝑝ℎ can be of the same order of 
magnitude as 𝜅𝑒𝑙 are reported in single crystals of YBCO [79] and 
Bi2Sr2YCu2O8 [80]), or even 10-100 times larger in polycrystalline 
samples of REBa2Cu3O7 [81]. Although some attempts have been 
performed (e.g. in doped La2CuO4 [82]), due to a lack of solid 
theoretical model to compare it is almost impossible to subtract 𝜅𝑝ℎ and 
to analyse the pure 𝜅𝑒𝑙; then the study of κ is not very helpful to 
understand the electronic properties of strange metals. A more 
interesting quantity is the thermal Hall conductivity 𝜅𝑥𝑦 which 
measures the transverse response to an applied longitudinal thermal 
gradient when the system is immersed in an external magnetic field 
perpendicular to the plane (see Chapter 2). As a transverse contribution, 
𝜅𝑥𝑦 is almost unaffected by phonons and allows to measure directly the 
“Hall” Lorentz number ℒ𝑥𝑦 = 𝜅𝑥𝑦 𝑇𝜎𝑥𝑦(𝑒 𝑘𝐵⁄ )
2⁄ . 
The thermal Hall conductivity 𝜅𝑥𝑦 was studied for the OP YBCO 
(𝑇𝑐~92.5 K) in [83] and [84]. Figure 14a displays the B dependence of 
𝜅𝑥𝑦 at selected temperatures from 95 to 320 K. As shown in Figure 14b 
(open symbols), the T dependence of 𝜅𝑥𝑦 𝐵⁄  is well-fitted to 𝑇
−1.2. The 
calculated value of ℒ𝑥𝑦 varies linearly with T (solid circles in Figure 
14b) and its value from 95 to 320 K is significantly smaller than ℒ.  
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Figure 16: (a) The field dependence of 𝜅𝑥𝑦 measured in untwinned YBa2Cu3O6.95 at 
selected T. Each trace is in sequence with values of T indicated. After [83]. (b) The T 
dependence of the Hall-Lorentz number ℒ𝑥𝑦 (solid circles) in untwinned YBa2Cu3O6.95. 
Linear extrapolation of ℒ𝑥𝑦 (broken line) shows that it attains the Sommerfield value 
𝜋2 3⁄  near 500 K. The open circles represent the weak-field values of 𝜅𝑥𝑦 𝐵⁄  derived 
from (a) (fit to curve 1 𝑇1.19⁄  is shown. After [83]. (c) Hall coefficient (solid line and 
left axis) and 𝜅𝑥𝑦/𝐵 (open points and right axis) for the YBa2Cu3O6.95 crystal; the 
dashed line shows a function 𝑎𝑇−1.2 being the best power fit to the experimental points. 
After [84]. (d) Temperature dependence of ℒ𝑥𝑦 (closed points) for the YBa2Cu3O6.95 
crystal; the dashed line is a guide for the eye. For comparison, values of ℒ𝑥𝑦 (open 
diamonds) obtained for OP EuBa2Cu3O7 single crystal are also depicted. Adapted from 
[84]. 
 
Aside from the overall suppressed scale, the nominally T-linear 
dependence of ℒ𝑥𝑦 is also unusual. An extrapolation (broken line in 
Figure 14b) shows that it intersects the Sommerfield value near 500 K. 
These features seem incompatible with dominant electron-phonon 
scattering [83]. Figure 14c shows the temperature dependence of the 
Hall coefficient 𝑅𝐻 and 𝜅𝑥𝑦 of the sample measured in [84]. The 
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absolute values of 𝜅𝑥𝑦 and its temperature dependence are almost 
identical to those obtained in [83]. The experimental data are fitted to 
the function 𝜅𝑥𝑦 𝐵⁄ ~𝑇
𝛼 with α=-1.2, in agreement with the exponent 
obtained in [83]. The two paper, however, disagree in the prediction of 
ℒ𝑥𝑦. Figure 14d shows the temperature dependence of ℒ𝑥𝑦 obtained in 
[84]. The results show a large enhancement of ℒ𝑥𝑦 above ℒ value and a 
weak temperature dependence. The discrepancy between the two paper 
is not yet fully understood but it could be due to the different amounts 
of impurities existing in the two crystals used in [83], one for 𝜎𝑥𝑦 and 
the second for 𝜅𝑥𝑦 measurements [84]. However both papers agree in 
saying that the Wiedemann-Franz law seems to be strongly violated in 
these materials. 
 
1.3 Iron-based superconductors  
The existence of high-temperature superconductivity in Fe-based 
compounds was surprising, since historically magnetism has always 
been considered an antagonist of superconductivity. 
After the discovery of fluorine-doped LaFeAsO compounds [9], new 
samples were synthetized by changing rare earth (RE=Nd, Pr, Sm, Ce, 
Gd, Tb, Dy) [85]. These compounds with chemical formula REFeAsO 
belong to a family which has been indicated with 1111. Apart from F-
doping, also H-doping under pressure on the O site [86] and creating O-
vacancies [87], the superconductivity appear in the 1111 family. 
The discovery of the 122 family [88, 89, 90] with general formula 
AFe2As2 (A=Ca, Ba, Sr) resulted particularly interesting due to the 
possibility of growing big single crystals. The superconductivity in the 
122 family can be induced either by hole doping on the site of Ba with 
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K or by electron doping on the site of Fe with Ni, Rh, Ir, Pd or through 
substitution of Ru or Co on the site of Fe and P on the site of As [85], 
generating multiple phase diagrams as shown in the following sections. 
The simplest family in terms of crystalline structure is the 11 with 
chemical formula Fe1+yTe1-xSex. The so called α-phase of the FeSe is 
itself a superconductor with Tc of 8K that rises up to 37 K under 
pressure [91] and up to 100K in FeSe monolayer [92]. Instead the pure 
FeTe exhibits an antiferromagnetic transition. For x=0.5 Tc rises up to 
16 K in bulk samples and 22 K in thin films [93]. Among the family of 
IBS, the 111 does not require any chemical doping to show 
superconductivity. Indeed stoichiometric LiFeAs and Na1-xFeAs 
compounds have Tc of 18 and 12-25 K respectively [85]. 
The 1111, 122, 11 and 111 families are the most studied so far, however 
there exist other IBS families with more complex crystalline structures. 
The so-called 32522 and 42622 families are characterized by the 
presence of a perovskite block layer as charge reservoir [94,95], 
whereas in the 1038 and 1048 families the role of charge reservoir is 
played by PtnAs8 layers [96]. Finally, a new family called 112 has been 
discovered with formula Ca1-xRExFeAs2 with Tc up to 43K in 
compounds with partial substitution of Sb on the site of As [97].  
 
In the following section I will present more in details the crystal 
structure and the phase diagram of the IBS, focusing in particular to the 







1.3.1 Crystal and electronic structure  
 
 
Figure 17: Crystalline structures of the most studied families of IBS. From left to right: 
11-family, 111-family, 122-family, 1111-family, 32522-family. The orange band 
highlights the Fe-As layer. Figure from Ref. [98] 
 
In Figure 17 the crystalline structures of the five main families of IBS 
are shown. All the families contain a common building block of square 
lattice of Fe2+ ions which takes tetrahedral coordination with pnictide 
Pn (P or As) or chalcogenide (S, Se or Te) elements. The ions are 
staggered above and below the iron lattice to form a chequerboard 
pattern that doubles the unit cell size. These slabs are either simply 
stacked together, as in FeSe, or are separated by spacer layers, called 
blocking layers, using alkali, alkaline-earth, rare-earth oxide/fluoride 
(for example, LaO or SrF) or more complicated perovskite-type 
combinations (for example, Sr3Sc2O5). The blocking layers provide a 
quasi-two-dimensional character with the FeAs layers, whereas the 
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FeAs-type layer itself is held together by a combination of covalent 
(that is, Fe-As) and metallic (that is, Fe-Fe) bonding [98]. 
 
In order to gain a more physical understanding of superconductivity and 
its dependence on the structure and doping in the iron-based materials, 
knowledge of their electronic structure is indispensable. Already early 
ab initio calculations have shown that the low-energy band structure of 
these compounds is formed predominantly by Fe-3d orbitals, very 
weakly hybridized with As-4p orbitals, which commonly produce a 
rather complex Fermi surface with up to five sheets of different 
electronic character [99,100]. These calculations further reveal that, as 
can be expected from their layered crystalline structure, in the PM state, 
the iron-based materials possess a quasi-two dimensional Fermi surface 
(FS) (see Figure 18), with three cylinders centred at the point Γ and two 
at the M point. They seemingly show very good nesting (good 
geometrical overlap of superimposed portions of the Fermi surface upon 
shifting of a vector known as “nesting vector”) between the hole-like 
and electron-like FS sheets in the centre and in the corner of the 
Brillouin zone, respectively (see Figure 18b). This would enhance 
susceptibility to electronic instabilities leading to the corresponding 
reconstruction of the Brillouin zone. Neutron-scattering measurements 
have indeed identified long-range antiferromagnetic order at low 
temperatures in the overwhelming majority of the parent (undoped) 
iron-based materials at a wave vector consistent with the nesting vector 
predicted by theoretical calculations [101,102] (with very few 
exceptions such as, e.g., LiFeAs superconductor possessing no 
magnetism or nesting [103] and FeTe, in which the antiferromagnetic 




Figure 18: (a) Fermi surface of LaFeAsO calculated in local density approximation. The 
shading indicates different velocities [darker (blue) is low velocity]. After [99]. (b) 
Calculated Fermi surface of LaFeAsO1-xFx with x=0.10. The only 3D parts are the far 
ends of the electron cylinders around M. The arrow represents the nesting vector. After 
[109]. 
 
It is important to note that, although the nesting scenario seemed to 
provide a plausible explanation for the observed ground state of the 
parent and superconducting iron-based materials at the dawn of their era 
[101,114,104], extensive angle-resolved photoemission experiments 
have revealed an unusual propeller-like shape of the electron sheets of 
the FS located in the corners of the Brillouin zone in a number of iron-
based compounds [105], with no significant nesting between the 
electron- and hole-like sheets of the FS. These observations appear to 
challenge the importance of nesting and instead emphasize the role of 
the orbital character of the FS for superconducting pairing [106], 
therefore, lending some support to theories of orbital-fluctuation-
mediated pairing [107,108].  
In any case, the fermiology shown in Figure 18a imposes strong 
constraints on the superconductivity. Ab initio calculations show that 
the electron-phonon interaction is too small to account for the 
superconducting transition temperatures found in these compounds 
[109, 110,111]. On the other hand, the small FS (Figure 18a) are readily 
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compatible with a pairing state with weak variations of the order 
parameter within the sheets but with a π phase shift between electron 
and hole cylinders. In particular, nesting-enhanced antiferromagnetic 
spin fluctuations, though repulsive in the singlet channel, would 
nevertheless be strongly pairing provided that the order parameter on 
the two sets of the FSs have opposite signs. Although the order 
parameter of IBS has not been settled with consensus, this “𝑠±” 
superconducting state (shown in Figure 19) is both consistent with 
experimental observations and most favoured by spin fluctuations in 
these systems. 
 
Figure 19: A schematic representation of the superconducting order parameter 𝒔 ±, as is 
thought to be the case in iron-based superconductors. After [112]. 
 
1.3.2 Phase diagram and strange metal phase of 122 family  
 
The phase diagrams of different classes of IBS have been extensively 
compared in previous reviews on the topic [85,113,114]. Here we would 
like to focus on the 122 family, which accepts different possible type of 
doping and widely thought to capture the main traits of all IBSs. As 
shown in Figure 20, similar behaviour can be observed considering the 
phase diagrams for both Ba1-xKxFe2As2 (hole doping) and Ba(Fe1-
xCox)2As2 (electron doping). Both systems share the same BaFe2As2 
parent compound which exhibits both a structural phase transition (from 
the room temperature tetragonal I4/mmm space group to the low 
temperature orthorhombic Fmmm space group [140]) and the magnetic 
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transition to a long range ordered antiferromagnetic (AFM) state, 
associated  to a spin-density wave (SDW) order. In the 122 parent 
compounds both the structural and magnetic phase transitions occur at 
the same temperature [115, 116]. Doping with either K [116, 117] and 
Co [118,119,120] causes a suppression of the structural and SDW 
transition. The isoelectronic substitution of P ions on the As site gives 
the same phase diagram of the electron doped compounds [121] (Figure 
20).  
As can be seen in Figure 20, the AFM and superconducting regions of 
the phase diagram overlap significantly at low doping levels, raising the 
question of how these two phases coexist with each other. Recently, 
experimental evidence in favour of microscopic phase coexistence in 
Ba1-xKxFe2As2 as well as in Ba(Fe1-xRux)2As2 single crystals of 
sufficiently high quality has emerged [129,122,123,124], proving that 
phase separation is an extrinsic effect, at least in the 122 iron pnictides.  
Such coexistence of superconductivity and AFM suggests the 
occurrence of an antiferromagnetic QCP [125,126,127] underneath the 
superconducting dome. With the exception of very few compounds 
(such as 1111-type materials and EuFe2As2), the superconducting 
transition temperature is maximized close to the zero-temperature end 
point of the antiferromagnetic/structural phase transition line underneath 
the superconducting dome, at which the long-range antiferromagnetic 
order continuously disappears and the corresponding antiferromagnetic 





Figure 20: Phase diagram of the electron- and hole-doped 122 family of iron based 
superconductors. Superconductivity in otherwise non-superconducting 
antiferromagnetic parent compounds can be induced by doping charge carriers of either 
sign, which results in a weakening of the itinerant antiferromagnetic phase (pink) and 
appearance of a dome-shaped superconducting phase region (orange) with coexistence 
of superconducting and antiferromagnetic phase at certain doping levels. On the hole-
doped side of the phase diagram, e.g. Ba1-xKxFe2As2 series of compounds, 
superconductivity has been found to occur continuously up to the complete substitution 
of potassium for barium [128,129], with a crossover (possibly phase transition) [130] 
from a nodeless superconducting order parameter in the underdoped, optimally doped 
and slightly overdoped regions of the phase diagram [131,132,133,134] to a nodal one 
in the extremely overdoped regime [135,136,137]. Nematic and non-Fermi liquid 
regions are discussed in the text. Figure adapted from ref. [138]. 
 
This observation immediately suggested that in addition to nesting-
enhanced antiferromagnetic spin fluctuations discussed in the previous 
section, also quantum-critical fluctuations of the antiferromagnetic 
order parameter may mediate superconductivity in IBS, similarly to the 
mechanism proposed for their high-temperature copper-based 
[125,126,139] and heavy-fermion counterparts [140].  
Figure 21 shows the doping evolution of 𝜌(𝑇) for the three systems, 
Co-, P-, and K-Ba122. With Co doping, the temperature dependence 
changes from 𝑇 linear to 𝑇2 in the overdoped, non-superconducting 
region. As in the case of Co-Ba122, the 𝑇 dependence of 𝜌(𝑇) gradually 
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changes from 𝑇-linear to 𝑇2 with P doping. The doping evolution of 
𝜌(𝑇) in K-Ba122 is quite different to the Co- and P-doping cases: at 
low temperatures and at any doping level, the resistivity rapidly 
decreases with decreasing temperature, showing the 𝑇2 dependence of 
typical Fermi liquid, whereas it shows a clear tendency for saturation in 
the high-temperature PM phase. Indeed, a 𝑇-linear contribution to 𝜌(𝑇) 
is still present for K-doping, but it is less evident than in the Co- and P-
doping cases. Furthermore, the presence of a QCP was suggested for P-
Ba122 at 𝑥~0.3 [141, 142], where 𝜌(𝑇) is perfectly linear (Figure 21b) 
and the effective mass 𝑚∗ estimated from de Haas oscillations increases 
from the overdoped region towards 𝑥~0.3 [142]. Unfortunately, it is not 
clear whether the QCP scenario is applicable to Co and K doping or if 
the source of 𝑇-linear carrier scattering may come from 𝑥-dependent 
coupling with some bosonic excitations, such as antiferromagnetic spin 
fluctuations (marginal Fermi liquid) [143]. 
However, as already discussed for cuprates, the non-Fermi-liquid linear 
𝜌(𝑇) appears in a funnel-shaped region of the phase diagram (Figure 
20) and, at least for P-Ba122, it originates from the QCP. 
 
 
Figure 21: Doping evolution of temperature dependence of the in-plane resistivity for 
(a) Co-Ba122, (b) P-Ba122, and (c) K-Ba122. After [144]. 
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Recent experiments have further demonstrated the existence of a 
nematic electronic state, which spontaneously breaks the four-fold 
rotational symmetry of the underlying lattice and induces the structural 
transition in several materials of the 122 type [145,146,147]. Whether 
the nematic order parameter is driven by spin-nematic or orbital 
fluctuations remains unclear [148,149,150,151]; this suggests an 
intimate interplay of spin and orbital degrees of freedom in the IBS. 
 
1.3.3 Dirac cones in 122 parent compounds 
 
In the SDW phase of 122 parent compounds, the magnetic order 
reconstructs the quasi-2D Fermi surface of the PM state (Figure 19a)  
into smaller more three-dimensional pockets (Figure 19b). Out of three 
cylinders centred at the Γ point, one remains in the SDW phase, 
whereas the other cylinders reconstruct into a more three-dimensional 
pockets. In the SDW state, there are two inequivalent directions 
between Γ and M, named M and M’, pointing along the 
antiferromagnetic and ferromagnetic directions of the Fe-Fe bonds, 
respectively (see Figure 19b).  
Figure 19c shows that a crossing of two bands occurs very near the 
Fermi level, hence the pocket is electron-like. In Figure 19b the same 
tiny pockets are marked by blue arrows, to show that it has indeed the 
shape of a Dirac cone. There are two such symmetry-related Dirac 
cones in the Γ plane and two in the Z plane. Note that these cones 
appear only in the path from Γ to M (antiferromagnetic direction) and 





Figure 22: Fermi surface of BaFe2As2 in the PM state (a) and in the SDW state, plotted 
in the PM Brillouin zone (b). Blue arrows mark the position of the Dirac cones. (c) 
Momentum-resolved electronic spectra of BaFe2As2 in the Γ plane along the path M’-
Γ-M-Γ in the SDW phase. The path M’-Γ-M (left-hand part) is the result of 
DFT+DMFT calculations [153], whereas the path M-Γ (right-hand part) has been 
measured by ARPES technique [155]. A crossing of two bands occurs very near the 
Fermi level between Γ and M, at three-quarters of the distance, marked by a white 
arrow. Figure adapted from [153]. 
 
The parent compounds of the IBS represent one of the rare 3D crystal 
solid systems in which DF are claimed to exist in a magnetic ground 
state [98,159]. Theoretical calculations in the AFM state [152,153] 
show the presence of topologically protected Dirac cones with linear 
energy-momentum dispersion carrying the same chirality. Indeed, DF 
have been experimentally revealed in BaFe2As2 by angle resolved 
photoemission spectroscopy (ARPES) measurements [154,155], linear 




1.3.4 Transport properties of 122 parent compounds  
 
In the parent compounds of the 122 family of IBS, AFe2As2 (A=Ca, Sr, 
Ba), the magneto-structural transition which occurs at TSDW and the 
formation of Dirac cones below TSDW remarkably influence the 
transport properties. Furthermore, the availability of mm-size single 
crystals of 122 compounds allows better quality and finer 
measurements, with the further possibility of investigating anisotropy. 
In the next paragraphs we will review the transport properties of the 
parent compounds of the 122 family, focusing on those features 
considered as fingerprints of DF. 
 
1.3.4.1 Electric resistivity  
 
Figure 23 shows temperature-dependent in-plane resistivity of the 
parent compounds AFe2As2 (A=Ba, Ca, Sr). At high temperatures the 
curves are almost linear in temperature and in all cases the resistivity 
values are in the range of hundreds of μΩ cm. SrFe2As2 has the highest 
resistivity, while BaFe2As2 and CeFe2As2 show similar values. Upon 
cooling, the resistivity decreases and an abrupt change of regime is 
observed around the magneto-structural transition. Indeed, a steep 
decrease is observed in SrFe2As2 and in BaFe2As2, preceded by a small 
peak in CeFe2As2. TSDW is maxima for Sr (205 K), followed by Ca (173 
K) and Ba (138 K). At lower temperatures the curves exhibit metallic 
behaviour [160].  
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Figure 23: Temperature dependence of the in-plane resistivity for CaFe2As2 (green line), 
SrFe2As2 (red line) and BaFe2As2 (black line). The inset shows the same data 
normalized by the resistivity values at 300 K. After [160].  
 
1.3.4.2 Hall effect 
In Figure 24a are reported Hall coefficient RH curves as a function of 
temperature of the parent compounds AFe2As2 (A=Ba, Ca, Sr). They 
show remarkably similar shapes, signs and magnitudes for the four 
samples.  
At high temperatures all the RH values are very small (~ − 10−9 m
3/C) 
and weakly temperature dependent, suggesting that in this regime 
electron-type and hole-type carriers are virtually compensated and give 
rise to a small RH. In particular, above TSDW, RH of CeFe2As2 rises 
slightly in modulus and then becomes constant whereas the other two 
compounds show a linear increase in RH up to 300 K. In correspondence 
of TSDW all the curves show an anomaly but only for CaFe2As2 and the 
higher purity SrFe2As2 (Sr(I)) crystal there is a region where RH>0, 
suggesting a different balance between electron and hole contributions 
51 
here. Below TSDW, similarly for all the samples, RH curves increase in 
magnitude and are negative in sign. This suggests that a carrier 
condensation occurs in correspondence of the opening of the SDW gap 
due to Fermi structure reconstruction, and that at low temperature 
transport is dominated by electron type carriers.  
 
Figure 24: (a) Temperature dependence of the Hall coefficient RH for single crystal of 
AFe2As2 (A=Ba, Ca, Sr). The inset shows the transitions and the high temperature 
region on an expanded scale. After [161]. (b) The Hall resistivity 𝜌𝑥𝑦 versus magnetic 
field up to 50 T of BaFe2As2. 
 
Figure 24b shows the magnetic field dependence of the Hall resistivity 
𝜌𝑥𝑦for a BaFe2As2 single crystal, taken at several temperatures at fields 
up to 50 T [162]. 𝜌𝑥𝑦(𝐵) shows basically B-linear dependence above 
TSDW and a deviation from the B-linearity becomes apparent at T below 
TSDW. In [162] it is reported that this sublinear B dependence of Hall 
resistivity persists up to 50 T and has been ascribed to the multiband 






Figure 23 shows the B dependence of the magnetoresistance (MR) and 
its derivative with respect to B. In particular, Figure 23a and 23b refer to 
an as grown crystal of BaFe2As2 [163]. Figure 23c and 23d are instead 
relative to a SrFe2As2 as grown crystal [164].  
The magnitude of MR is defined as ∆𝜌𝑎𝑏(𝐵) 𝜌𝑎𝑏(𝐵 = 0)⁄ =
[𝜌𝑎𝑏(𝐵) − 𝜌𝑎𝑏(𝐵 = 0)]/𝜌𝑎𝑏(𝐵 = 0), where 𝜌𝑎𝑏(𝐵 = 0) is the in-
plane resistivity at zero field and 𝜌𝑎𝑏(𝐵) is the resistivity at an applied 
field. In all cases, MR is negligible in the PM phase and rapidly 
increases below TSDW. MR of the as grown crystals is 14% at B=7 T and 
T=5 K in the case of BaFe2As2 (Figure 23a) whereas it overcomes 30% 
at B=8T and 40 K for SrFe2As2 (Figure 23c). In all cases, a B linear 
contribution is present in the MR, more clearly seen in the B 
dependence of its derivative 𝑑𝑀𝑅 𝑑𝐵⁄  (Figures 23b,d), which shows a 
crossover from 𝑀𝑅 ∝ 𝐵2 to 𝑀𝑅 ∝ 𝐵. A similar behaviour in the MR 
has also been measured in the parent compounds of the 1111 family 
[165]. B linear MR is anomalous since, at low B, MR ∝(𝜇𝑀𝐵)
2, where 
𝜇𝑀 is the mobility, and MR saturates at high fields where 𝜇𝑀𝐵 > 1 
[166]. The nonsaturating linear MR has been ascribed to a quantum 





Figure 25: Magnetic field dependence of the magnetoresistance (MR, ∆ρab(B)⁄ρab(B=0) ) 
(a) and its field derivative (dMR⁄dB) (b) for the twinned as-grown BaFe2As2 crystal 
taken at several temperatures. After [163]. (c) Magnetoresistance and (d) its derivative 
for the SrFe2As2 crystal. The solid lines in (d) show high- and low-field extrapolations 
and the method to estimate the crossover field B*(T). B*(T) is plotted in the inset to (c). 
After [164]. 
 
1.3.4.4 Seebeck effect  
In Figure 24 we present Seebeck curves of different 122 parent 
compounds collected from literature [168], namely BaFe2As2 
[169,170,171], CaFe2As2 [172,173] and EuFe2As2 [174,175].  
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Figure 26: Seebeck coefficient curves of AFe2As2 (A=Ba, Ca, Eu) samples taken from 
[169-175]. All the samples are single crystals except for the polycrystal of [175]. After 
[168]. 
 
It can be clearly seen that the Seebeck effect curves of samples with the 
same composition may depart significantly below TSDW, especially 
BaFe2As2 single crystals. However, an appreciable spread is also 
observed in the temperature range above TSDW. This suggests that 122 
parent compounds are very close to compensation and the multiband 
transport properties are very sensitive to the contribution of each band. 
In all cases, S curves undergo an abrupt jump at the magneto-structural 
transition toward more positive S values and exhibit non monotonic 
behaviour in the low temperature SDW state, where they are 
characterized by a broad maximum below TSDW at temperatures 
between 100 K and 150 K and a minimum between 20 K and 50 K, 
before eventually vanishing at the lowest temperatures. In the high 
temperature regime above TSDW, the S curves are featureless and very 
small in value. Furthermore, there is some systematic variability 
depending on the alkaline earth metal, either Ba, Ca or Eu, both above 
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and below TSDW. The Seebeck of BaFe2As2 is negative in the whole 
temperature range. Instead, for the other parent compounds CaFe2As2 
and EuFe2As2, the Seebeck curves become positive in the low 
temperature regime. It appears that the smaller is the ionic radius of the 
alkaline earth metal, the larger is the hole (positive) contribution to 
transport  with respect to the electron (negative) contribution. 
The dramatic upturn of S at the transition must be related to the 
structural transition, not to the magnetic transition, as demonstrated 
under an applied pressure that splits the two transitions [169]. The S 
upturn must be attributed to a steep increase of the hole contribution, 
related to the reconfiguration of electronic structure and appearance of a 
hole-like band at the structural transition. This scenario is consistent 
with the one extracted from ARPES measurements [176].  
1.3.4.5 Nernst effect  
The parent compounds of IBS show an enhanced Nernst effect. In this 
case, as discussed above, in the iron pnictides Fermi surface 
reconstructions related to formation of Fermi surface pockets with Dirac 
dispersion, could yield enhancement of the Nernst coefficient. In Figure 
10, the Nernst coefficients υ measured on single crystals of 122 parent 
compounds, namely EuFe2As2 and CaFe2As2, taken from [174] and 
[172] respectively, are shown. In EuFe2As2, υ is positive in the whole 
temperature range, undergoes a jump at TSDW=191 K, which correlates 
with the sharp increase in absolute value of S, and becomes 
anomalously large below TSDW, reaching around 600 nV K
-1T-1. The 
properties of EuFe2As2 can be interpreted by considering the presence 
of Dirac fermions at the Fermi surface. Indeed, experimental curves of 
Hall resistance RH, S and υ are well reproduced by the 
phenomenological two-band model developed in [152], where a hole 
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band with conventional energy spectrum and an electron band with 
linear energy spectrum are assumed. The Nernst coefficient in CaFe2As2 
also shows a sharp increase below TSDW, and an overall behaviour 
qualitatively very similar to EuFe2As2.  
 
 
Figure 27: 𝜈(𝑇) curves measured in 122 parent compounds EuFe2As2 [174] and 
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2 Transport properties 
Transport properties are the physical properties related to the flow of an 
electric (𝒋) or heat (𝒋𝒒) current in response to an applied electrochemical 
field 𝜺 or a temperature gradient 𝛁𝑇. 
In linear approximation, the currents are proportional to the external 
fields and the coefficients of these linear relations are known as 
transport coefficients. In this Chapter we will define the measurable 
transport properties (resistivity, Hall effect, thermal conductivity, 
Seebeck and Nernst effect) in terms of transport coefficients, 
introducing the phenomenological parameters which come into play in 
transport. 
2.1 Transport coefficients 
We consider an electrical and thermal conductor, where both heat and 
charge carriers can be transferred from a region to another. The current 
densities 𝒋 and 𝒋𝒒 are linearly related to the thermal gradient ∇𝑇 and the 
electrochemical field 𝜺 = 𝑬 + 𝛁𝜇/𝑒, with 𝑬 the electrical field and 𝜇 











)          (2.1) 
We will generally consider the case of a xy-isotropic material on which 
an electrical and/or thermal current is applied along x and a magnetic 
field B is eventually applied along z. Under these assumptions, the 
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transport coefficients ?̂?, ?̂? and ?̂̅? are matrices, which, due to the 
Onsager reciprocity, assume the following form [2]: 
?̂? = 𝜎𝑥𝑥1̂ + 𝜎𝑥𝑦 ̂           (2.2) 
where 1̂ is the identity and ̂ is the antisymmetric tensor 𝑖𝑗 = − 𝑗𝑖. ?̂? is 
the electric conductivity matrix and analogous expressions hold for the 
Peltier conductivity matrix ?̂? and the thermal conductivity matrix ?̂̅?. In 
the following, we will express measurable transport properties 
(resistivity, Hall effect, thermal conductivity, Seebeck and Nernst 
effect) in terms of transport coefficients. 
 
2.2 Transport coefficients in absence of magnetic 
field 
In absence of the applied magnetic field, only the diagonal elements of 
?̂?, ?̂? and ?̂̅? are different from zero (eq. 2.2). In this condition, we 
formally define the electric resistivity, the thermal conductivity and the 
Seebeck coefficient. 
2.2.1 Electric resistivity  
Applying an electric field (with all the thermal gradients equal to zero), 
an electric current will flow along the same direction. If the electric 







           (2.3) 
where we introduced the electric potential 𝑉 as 𝑥 = −∇𝑥𝑉. Equation 
(2.3) defines the longitudinal electric conductivity 𝜎𝑥𝑥. Performing 
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experiments, it is common to apply a current density 𝑗𝑥 to the sample 
and to measure the generated ∇𝑥𝑉. Therefore, it is convenient to 








−1          (2.4) 
Equation 2.4 can be generalized to the matrix relation between ?̂? and 
the electric resistivity matrix ?̂?: 
 ?̂? = ?̂?−1            (2.5) 
 
2.2.2 Seebeck effect 
The Seebeck effect 𝑆 is defined as the longitudinal electric field 
generated by the application of a thermal gradient under open circuit 
conditions. If a thermal gradient is applied along x, eq. 2.1 leads to the 
following relation: 
𝑗𝑥 = 𝜎𝑥𝑥 𝑥 − 𝛼𝑥𝑥∇𝑥𝑇 = 0          (2.6) 







            (2.7) 
Experimentally, 𝑆 is measured by creating a thermal gradient ∇𝑥𝑇 along 
the sample and measuring the generated electric potential ∇𝑥𝑉 along the 




            (2.8) 
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2.2.3 Thermal conductivity  
If a thermal gradient is applied along x (∇𝑥𝑇) under open circuit 
conditions (𝑗𝑥 = 0), from eq. 2.1 we read: 
𝑗𝑥 = 𝜎𝑥𝑥 𝑥 − 𝛼𝑥𝑥∇𝑥𝑇 = 0          (2.9) 
𝑗𝑥
𝑞
= 𝑇𝛼𝑥𝑥 𝑥 − ?̅?𝑥𝑥∇𝑥𝑇        (2.10) 
By applying the heat current 𝑗𝑥
𝑞 to the sample and measuring the 
generated thermal gradient ∇𝑥𝑇, we define the longitudinal thermal 









= ?̅?𝑥𝑥 − 𝑇𝑆𝛼𝑥𝑥      (2.11) 
where the last equality follows from eq. 2.7. Equation 2.11 links the 
measured 𝜅𝑥𝑥 to the coefficient ?̅?𝑥𝑥 of the matrix ?̂̅? which appears in the 
transport equations 2.11.  
 
                                                     
1 It is worth noting that 𝜅𝑥𝑥~?̅?𝑥𝑥 whenever the term 𝑇𝑆𝛼𝑥𝑥 is negligible 
with respect to 𝜅𝑥𝑥. In particular, if we estimate 𝜅𝑥𝑥 from the 
Wiedemann-Franz law (see below) 𝜅𝑥𝑥~𝑇𝜎𝑥𝑥𝐿0 (𝐿0 =2.44×
10−8WΩK-2 being the Lorenz number) and noting that 𝑇𝑆𝛼𝑥𝑥 =
𝑇𝜎𝑥𝑥𝑆
2, it follows that 𝜅𝑥𝑥~?̅?𝑥𝑥 whenever 𝑆
2 ≪ 𝐿0. This condition is 
therefore satisfied in those materials whose 𝑆 is up to tens of μV/K. On 
the other hand, it comes out that 𝜅𝑥𝑥~?̅?𝑥𝑥 by neglecting 𝑥 in eq. 2.7. 
Since 𝑥 = 𝑆∇𝑥𝑇, it is equivalent to ignore the thermoelectric field from 
the start. We emphasize that its validity requires degenerate Fermi 
statistics and therefore the term 𝑇𝑆𝛼𝑥𝑥 is negligible for a metal. In 
semiconductors, 𝜅𝑥𝑥~?̅?𝑥𝑥 is not a good approximation to the correct 
result (eq. 2.8) [1]. 
69 
2.3 Transport coefficients with applied magnetic 
field 
In presence of an external magnetic field B, the electric charges are 
subjected to transverse forces which makes off-diagonal terms of ?̂?, ?̂? 
and ?̂̅? matrices being different from zero (eq. 2.2). In this case, there are 
a great many transport coefficients to account for. The tree 3×3 
matrices, with 27 components, have still 18 independent terms when the 
Onsager relations are satisfied (eq. 2.2) [3]. Moreover, each coefficient 
depends on the magnitude and direction of the magnetic field and is 
only known from the Onsager relations that diagonal (off-diagonal) 
coefficients must be even (odd) functions of B. If we take B to be along 
z, we must have cylindrical symmetry along this axis. The matrices ?̂?, ?̂? 
and ?̂̅? then contain only 9 independent coefficients, namely their xx, xy, 
and zz components. 
In the following we consider the effect of a magnetic field on the 
transport properties, when heat and/or charge current flows along x and 
B is applied along z.  
 
2.3.1 Electric coefficients 
Considering that the effect of B on the electrons is just the Lorentz 
force, we can write: 
𝒋 = 𝜎𝐸𝜺 + 𝜎𝐻𝑩 × 𝜺         (2.12) 
where in an isotropic case 𝜎𝐸 and 𝜎𝐻 are just two scalar coefficients [3]. 
From eq. 2.12 we see that the current is related to the electric field by ?̂? 
whose off-diagonal part is antisymmetric and proportional to 𝑩. We can 
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rewrite eq. 2.12 in a more explicit form, supposing that 𝑩 is applied 













)       (2.13) 
Equation 2.13 exploits the magnetic field dependence of 𝜎𝑥𝑥 and 𝜎𝑥𝑦. In 
particular, at first order in B, 𝜎𝑥𝑥 ≡ 𝜎𝐸 which does not depend on B, 
whereas 𝜎𝑥𝑦 ≡ −𝜎𝐻𝐵𝑧 is B-linear. We can also invert eq. 2.13, to 


















)      (2.14) 










2         (2.15) 
Furthermore, in presence of the magnetic field, it appears a transverse 













2         (2.16) 
Where the last equality follows from eq. 2.14 and  brings directly to the 









2         (2.17) 










        (2.18) 
where the last equality follows from eq. 2.15 and 2.16.  
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2.3.2 Transverse thermal conductivity 
In zero magnetic field, the observed total thermal current 𝒋𝒒 is parallel 
to the applied ∇𝑇. In an external field perpendicular to ∇𝑇, analogously 
to the electric case, the generated Lorentz force acts on 𝒋𝒒 and makes 
off-diagonal terms of ?̂̅? being different from zero. Considering the 
thermal gradient along x and the magnetic field parallel to z, from eq. 
























           (2.19) 
From eq. 2.19 we read: 
𝑗𝑦
𝑞
= −𝑇𝛼𝑥𝑦 𝑥 + 𝑇𝛼𝑥𝑥 𝑦 + ?̅?𝑥𝑦∇𝑥𝑇 − ?̅?𝑥𝑥∇𝑦𝑇 = 0     (2.20) 
Where we set 𝑗𝑦
𝑞
= 0, since no heat current is made to flow along y. 




+ 𝑇(𝛼𝑥𝑦 𝑥 − 𝛼𝑥𝑥 𝑦)       (2.21) 
As for the 𝐵 = 0 case (section 2.2.2), we can approximate 𝜅𝑥𝑥~?̅?𝑥𝑥 by 
neglecting the thermoelectric field. It is worth noting that since now 
𝐵 ≠ 0, it is reasonable that in order to approximate 𝜅𝑥𝑥~?̅?𝑥𝑥, it is 
necessary to neglect both 𝑥 and 𝑦 which correspond to the 
longitudinal and transverse thermoelectric field respectively. By doing 




          (2.22) 
72 
where 𝜅𝑥𝑥 is the measured longitudinal thermal conductivity, ∇𝑥𝑇 is the 
longitudinal thermal gradient and ∇𝑦𝑇 is the transverse thermal 
gradient. 
2.3.3 Seebeck effect 
In presence of an external magnetic field along z, from eq. 2.1, the 





2 = 𝛼𝑥𝑥𝜌𝑥𝑥 + 𝛼𝑥𝑦𝜌𝑥𝑦       (2.23) 
where the last equality follows from eq. 2.15 and 2.16. Usually in 
metals 𝜎𝑥𝑥 ≫ 𝜎𝑥𝑦 and 𝛼𝑥𝑥 ≫ 𝛼𝑥𝑦. This makes the off-diagonal terms 
negligible, going back to eq. 2.7. 
 
2.3.4 Nernst effect 
The Nernst effect is defined as the appearance of an electric field 
transverse to the applied thermal gradient, in presence of a 
perpendicular external magnetic field. As for the Seebeck effect, it is 
measured under open circuit conditions. Let’s consider a thermal 
gradient along x (∇𝑥𝑇) when a magnetic field is applied along z. From 
eq. 2.1, neglecting the transverse thermal gradient ∇𝑦𝑇 we read: 
𝑗𝑥 = 𝜎𝑥𝑥 𝑥 + 𝜎𝑥𝑦 𝑦 − 𝛼𝑥𝑥∇𝑥𝑇 = 0       (2.24) 
𝑗𝑦 = 𝜎𝑥𝑥 𝑦 − 𝜎𝑥𝑦 𝑦 + 𝛼𝑥𝑦∇𝑥𝑇 = 0       (2.25) 







ε𝑦         (2.26) 
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ε𝑦         (2.27) 








2 = −𝛼𝑥𝑥𝜌𝑥𝑦 + 𝛼𝑥𝑦𝜌𝑥𝑥     (2.28) 
where the last equality follows from eq. 2.15 and 2.16. 







         (2.29) 
 
2.4 The Peltier coefficients 𝜶𝒙𝒙 and 𝜶𝒙𝒚 
By combining the electric resistivity coefficients 𝜌𝑥𝑥, 𝜌𝑥𝑦 and the 
thermoelectric coefficients 𝑆 and 𝑁, the thermoelectric conductivities 











2          (2.31) 
                                                     
2 The Nernst coefficient has been defined according to the sign convention 
which regards the Nernst signal as positive if is it is consistent with 
superconducting vortex flow (see section 2.5.3). 
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Eq. 2.30 and 2.31 show that in order to extract 𝛼𝑥𝑥 and 𝛼𝑥𝑦, both the 
electric resistivities 𝜌𝑥𝑥 and 𝜌𝑥𝑦 and the thermoelectric coefficients 𝑆 
and 𝑁 must be experimentally measured. 
 
2.5 Diffusive coefficients in semiclassical theory 
We formally introduced the transport coefficients and in this section we 
will show their expressions within the semiclassical theory of 
conduction. We therefore refer to the case when the external fields (  
and ∇𝑇 introduced in section 2.1) are treated as a small perturbation on 
the equilibrium state of the many-particle system, eliciting a linear 
response, whose magnitude measures the corresponding transport 
coefficient.  
The electric current density 𝒋 and the heat current density 𝒋𝒒 are 
expressed in terms of velocity 𝑣𝑛, energy 𝜖𝑛, charge 𝑞𝑛 and distribution 
function 𝑔𝑛 of the n-th band [1]: 
𝒋 = ∑ ∫
𝑑𝒌
4𝜋3
𝑞𝑛𝒗𝑛𝑔𝑛𝑛          (2.32) 
𝒋𝒒 = ∑ ∫
𝑑𝒌
4𝜋3
[𝜖𝑛 − 𝜇]𝒗𝑛𝑔𝑛𝑛         (2.33) 
Furthermore, using the linearized Boltzmann equation, the distribution 
function at 𝐵 = 0 in the presence of a uniform static electric field and 
temperature gradient becomes: 
𝑔 = 𝑔0 + 𝜏 (−
𝜕𝑓
𝜕𝜖
) 𝒗 ∙ [−𝑒𝜺 +
𝜖−𝜇
𝑇
(−𝛁𝑇)]      (2.34) 
where 𝑔0 corresponds to the Fermi-Dirac distribution at the equilibrium, 
𝑓 is the Fermi function and 𝜏 is the scattering time. Putting eq. 2.34 in 
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eq. 2.32, 2.33 and defining the matrices 𝑳𝑖𝑗 we obtain the relations 
which link 𝒋 and 𝒋𝒒 to the fields 𝜺 and 𝛁𝑇: 
𝒋 = 𝑳11𝜺 + 𝑳12(−𝛁𝑇)          (2.35) 
𝒋𝒒 = 𝑳21𝜺 + 𝑳22(−𝛁𝑇)        (2.36) 
where the matrices 𝑳𝑖𝑗 are defined in terms of the integral: 






) 𝜏𝒗(𝒌)𝒗(𝒌)(𝜖 − 𝜇)𝜶      (2.37) 
by 
𝑳11 = 𝓛(0) = ?̂?          (2.38) 
𝑳21 = 𝑇𝑳12 = −
1
𝑒




𝓛(2) = ?̅?         (2.40) 
where the last equality follows from comparing eq. 2.35, 2.36 with eq. 
2.1.  
From eq. 2.37 and eq. 2.38, we obtain the expression for the 
conductivity matrix ?̂? (for 𝐵 = 0): 






)       (2.41) 
Since the integrands in 𝓛(1) and 𝓛(2) have factors that vanish when 
𝜖 = 𝜇, to evaluate them one must retain the first temperature correction 
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in the Sommerfeld expansion3. When this is done from eq. 2.39 and 
2.40, one finds: 









        (2.42) 






?̂?         (2.43) 
where 𝑘𝐵,𝑒 and 𝜖𝐹 are respectively the Boltzmann constant, the charge 
of the carrier and the Fermi energy. Eq. 2.42 and 2.43 are of particular 
importance. The first expresses a cornerstone relation between ?̂? and ?̂? 
and it is called the Mott relation, whereas the second is the well-known 
Wiedemann-Franz law. We will discuss these two relations in following 
sections. 
 
2.5.1 Drude conductivity and Hall effect 














𝑓(𝜖(𝒌)) and integrating by parts [1], eq. 2.34 becomes: 











𝒗(𝒌) is the effective mass tensor. In the 
approximation 𝐌−1𝜇𝜈 = (1 𝑚
∗⁄ )𝛿𝜇𝜈 independent of 𝒌 for all occupied 




= 𝑛𝑒𝜇         (2.45) 
                                                     










, where 𝑓(𝜖) 
is the Fermi-Dirac function and 𝐻(𝜖) vanishes as 𝜖 → −∞ and diverges no 
more than some powers of 𝜖 as 𝜖 → +∞. 
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where we defined the mobility of the carrier: 
𝜇 = 𝑒𝜏 𝑚∗⁄           (2.46) 
In presence of an external magnetic field the off-diagonal elements of ?̂? 
will be different from 0 and, at first order in B, we have [12]: 
𝜎𝐻 = 𝜎𝐻𝜇 = 𝑛𝑒𝜇
2         (2.47) 








          (2.48) 
which is inversely proportional to the density of carriers 𝑛 and its sign 
depends on the sign of the carriers (𝑒 is the charge of the carrier with its 
sign). 
Furthermore, substituting eq. 2.46 and 2.47 into eq. 2.18, we get the 
expression for the tangent of the Hall angle: 
tan 𝜃𝐻 = 𝜇 𝐵 = 𝜔𝑐𝜏         (2.49) 
where in the last equality we defined the cyclotron frequency 𝜔𝑐, 
depending on the magnetic field 𝐵 and the effective mass 𝑚∗. 
 
2.5.2 Diffusive Seebeck  
From eq. 2.42 we read the relation between the diagonal components of 








𝜎𝑥𝑥|𝜖=𝜖𝐹        (2.50) 
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and using the definition of the 𝑆 in zero magnetic field (eq. 2.7) we get: 











      (2.51) 
Considering the Drude expression of the conductivity (eq. 2.45), it is 
possible to express 𝑆 in terms of charge carrier densities 𝑛, scattering 
times 𝜏 and effective masses 𝑚∗: 
























           (2.52) 
which explicitly identifies the Seebeck effect as a powerful tool to get 
information about the scattering mechanisms and the band structure.  
Considering the elastic scattering with impurities as the dominant 
mechanism, it is possible to assume 𝑚∗ and the mean free path 𝑙 as 
energy independent4.  











          (2.53) 
Putting eq. 2.53 into eq. 2.52, in the elastic scattering limit, we get the 
3D Mott expression for 𝑆: 
𝑆3𝐷
(𝑒/ℎ)








        (2.54) 
                                                     
4 If we rewrite the scattering time as 𝜏 = 𝑙/𝑣𝐹  (where 𝑣𝐹 = √2𝜖𝐹/𝑚∗ for a 













In 2D, the Fermi energy is simply expressed in terms of 𝑛: 𝜖𝐹 =
𝜋ℏ2𝑛2𝐷/𝑚









         (2.55) 
 
Putting eq. 2.55 in eq. 2.52, in the elastic scattering limit, we obtain the 
2D Mott expression for 𝑆: 
𝑆2𝐷








        (2.56) 
Eq. 2.56 is derived assuming a parabolic dispersion relation of the 
energy. We can extend Eq. 2.56 to a band with linear dispersion relation 
𝜖(𝑘). In this case, the Fermi energy is expressed in terms of the Fermi 
velocity 𝑣𝐹 and the 2D carrier density 𝑛2𝐷 as 𝜖𝐹 = ℏ𝑣𝐹√2𝜋𝑛2𝐷, while 
















       (2.57) 
It follows that Eq. 2.56, in case of linear 𝜖(𝑘), becomes: 








        (2.58) 
It is worth to notice that eq. 2.54, 2.56 and 2.58 simply differ for a pre-
factor (1/3 or 1/6) keeping the same (linear) T-dependence. 
Considering the expression of the electronic specific heat of a 







𝑇          (2.59) 
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           (2.60) 
Eq. 2.60 shows that 𝑆 can be interpreted as the average entropy carried 
by an electron in the material.  
We remark that the discussed 𝑆 is the diffusive contribution to the 
Seebeck effect, due to the diffusion of charge carriers as a consequence 
of ∇𝑥𝑇. As for the longitudinal thermal conductivity, different physical 
mechanisms could contribute to the Seebeck signal other than diffusive 
motion of carriers, such as phonon drag and magnon drag. This 
concepts will be developed contextually to the data analysis in the 
following Chapters. 
 
2.5.3 Diffusive Nernst and vortex-Nernst contribution 
The low temperature Nernst coefficient can be evaluated in analogy 
with the Seebeck coefficient. Since this effect is measured under an 
applied magnetic field, we need to take into account the off-diagonal 









        (2.61) 




2          (2.62) 














, the Nernst coefficient can be expressed as: 
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       (2.63) 
Such an expression directly linking the Nernst effect to the energy 
derivative of the Hall angle was first put forward by Oganesyan and 
Ussishkin [4]. 
Using eq. 2.49, assuming that the scattering time is the only energy-
dependent component of the Hall angle, an alternative expression for 
equation 2.63 would be: 










        (2.64) 
The simplest approximation is to assume that the Hall angle does not 
depend on energy in the vicinity of the Fermi energy. This assumption 







          (2.65) 
Eq. 2.65 formalizes the so-called Sondheimer’s cancelation [5]. 
Therefore, in a single band scenario, the finite Nernst response observed 
in real metals requires an energy-dependent Hall angle (equivalently 
energy dependent mobility 𝜇). In the case of elastic impurity scattering, 
analogously to the Seebeck effect, from eq. 2.64 we get: 








         (2.66) 
where we introduced 𝜇 (eq. 2.46). From eq. 2.66 it emerges that the 
Nernst coefficient, unlike the Seebeck coefficient, is not intrinsically 
related to the sign of a charge and it is directly proportional to the 
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mobility of the charge carriers. Therefore, in a single band scenario, the 
necessary ingredients for an enhanced Nernst signal is a large 𝜇 and 
small Fermi energy. 
Up to now transport in the normal state has been considered, however 
superconducting state introduces additional mechanisms that contribute 
to the Nernst effect [6]. When a type-II superconductor is placed in a 
magnetic field 𝐵, this partially penetrates into the superconductor in a 
form of the so called Abrikosov vortices, each of which carries one 
quantum of magnetic flux Φ0 = ℎ/2𝑒 such as 𝐵 = 𝑛Φ0 where 𝑛 the 
density of the vortices [7]. They consist of a normal (non-
superconducting) core, surrounded by superconducting currents 
circulating externally to it. In the presence of 𝐵, the temperature 
gradient ∇𝑇, drives the vortices to the cooler end of the sample, because 
a normal vortex core has a finite amount of entropy relative to the zero-
entropy condensate [8,9]. By the Josephson effect, the vortex motion 
generates an electric field 𝑬 = 𝑩 × 𝒗 that lies perpendicular to both the 
vortex velocity 𝒗 and 𝑩 and it is detected as the vortex Nernst signal. 
We already discussed that the sign of the Nernst signal is not 
intrinsically related to the sign of a charge. Fortunately, the Josephson 
equation, which dictates 𝑬 parallel to 𝑩 × (−𝛁𝑇), provides a sign 
convention for the Nernst experiment [10]. We regard the Nernst signal 
as positive if it is consistent with vortex flow. Therefore, the observed 
Nernst signal 𝑁 of a type-II superconductor below 𝑇𝐶 is the sum of the 
vortex (𝑁𝑠) and normal charge-carriers (𝑁𝑛) terms (𝑁 = 𝑁𝑠 + 𝑁𝑛). It is 
worth noting that 𝑁𝑠 reflects the primary response of vortices to an 
applied gradient, while 𝑁𝑛 is a relatively feeble off-diagonal response 
that is further attenuated by the Sondheimer cancelation (eq. 2.65) [10]. 
This let understand why the Nernst experiment is so useful for detecting 
vortex motion. 
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Another point to be considered is that 𝑁𝑛 is linear in 𝐵 (eq. 2.66), 
whereas 𝑁𝑠 is intrinsically strongly nonlinear in 𝐵, showing a 
characteristic profile of a “tilted hill” associated with vortex motion 
[11]. 
 
2.5.4 The Wiedemann-Franz law  
Eq. 2.43 is a relation between thermal and electrical conductivities 
known as the Wiedemann-Franz (WF) law, which states that the ratio of 
the thermal to the electrical conductivity of a great number of metals is 
directly proportional to the temperature, with a proportionality constant 
which is to a fair accuracy the same for all metals. At given 
temperature, the WF law can be written as: 
𝜅𝑒𝑙 = 𝐿 𝜎𝑇          (2.67) 
where 𝜅𝑒𝑙 is the electronic thermal conductivity, 𝜎 is the electrical 
conductivity, 𝑘𝐵 is Boltzmann constant and 𝐿 is the Lorenz number that 









=2.44×10-8WΩK-2 if the mean free paths for transport of 
charge and entropy are identical. Eq. 2.67 holds whenever the scattering 
is elastic [12]. Indeed, in all conventional metals, the observed 𝐿 is 
close to 𝐿0 for low 𝑇, where the impurity scattering dominates and for 
𝑇 > 𝜃𝐷 (𝜃𝐷 being the Debye temperature of the metal). However, below 
~273 K [1], the observed 𝐿 falls significantly below 𝐿0, implying that 
the heat current is more strongly scattered relative to the charge current. 
Because 𝐿 compares directly the charge and entropy currents, it has 
contributed strongly to the understanding of how the two currents are 
affected by distinct scattering processes in conventional metals [12].  
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It is worth to notice that in eq. 2.67 it appears the electron contribution 
to the thermal conductivity. The measured total longitudinal thermal 
conductivity 𝜅 is the sum of the electronic (𝜅𝑒𝑙) and phonon (𝜅𝑝ℎ) 
components  𝜅 = 𝜅𝑒𝑙 + 𝜅𝑝ℎ, and the contribution of each component 
has to be determined. In conventional metals electrons carry most of the 
heat, so the phonon contribution to 𝜅 can be in many cases neglected. 
However, in conductors with relatively small carrier densities, 𝜅𝑝ℎ is 
often much larger than 𝜅𝑒𝑙. Therefore, in conventional metals one may 
use the WF law (with 𝐿 = 𝐿0) to evaluate 𝜅𝑒𝑙 with negligible error, 
whereas in conductors with relatively small carrier densities, another 
experimental approach is needed to evaluate 𝜅𝑒𝑙. 
The thermal Hall effect (section 2.3.2) provides a rather efficient way to 
screen out the phonon heat current (even when it is dominant) because 
whereas in zero magnetic field the observed total thermal current is 
parallel to the applied temperature gradient ∇𝑇, in an external field 
perpendicular to ∇𝑇, the Lorenz force acts only on the electronic 
component of the heat current, considering that phonons are not 
deviated by the field. By forming the ratio in Eq. 2.67 with 𝜅𝑥𝑦 and the 
electrical Hall conductivity 𝜎𝑥𝑦, it is possible to write: 
𝜅𝑥𝑦 = 𝐿𝑥𝑦𝜎𝑥𝑦𝑇                  (2.68) 
where 𝐿𝑥𝑦 is the “Hall” Lorenz number which is regarded as a direct 





2.5.5 Single band magnetoresistance  
We now turn to the second-order effects in B. The (low) field Drude 
conductivity components (eq. 2.45 and eq. 2.47) must be replaced by 
the expressions of 𝜎𝐸 and 𝜎𝐻 at order 𝐵
2. Indeed, it is worth to notice 
that the second order effects are often non-negligible in actual 
measurements, causing also in-diagonal terms of eq. 2.13 being field-
dependent. For example, a 𝐵2 dependence of the longitudinal resistivity 
𝜌𝑥𝑥 (caused by the cyclotron motion of charge carriers) is observable in 
many cases (see section 2.6.1). Considering one-band system with 
carrier density 𝑛 and mobility 𝜇 when an external magnetic field B is 
applied, at second order in 𝐵, the Boltzmann-Drude expressions for the 
conductivity tensor read [3]: 
𝜎𝐸(𝐵) = 𝑛𝑒𝜇 (1 + 𝜇
2𝐵2)⁄         (2.69) 
𝜎𝐻(𝐵) = 𝑛𝑒𝜇
2 (1 + 𝜇2𝐵2)⁄         (2.70) 
The application of a magnetic field usually alters the electrical 
resistance of a metal and this phenomenon is known as 
magnetoresistance. Turning back to eq. 2.12, it is possible to deduce a 
formula for the macroscopic conductivity, 𝜎⊥, when B is transverse to j. 
This is the ratio of the current to the e.m.f. actually measured along the 
current axis [3], namely 
𝜎⊥ = 𝑗





        (2.71) 
Considering eq. 2.69 and 2.70, it follows that, for a single band, this 
yields precisely the same conductivity as in the absence of a magnetic 
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field5. Thus, in free-electron case, the transverse magnetoresistance 
vanishes identically. In section 2.6.1 we will show how this effect does 
not vanish in a two-band scenario. 
It might be interesting to note that putting eq. 2.69 and eq. 2.70 in eq. 
2.17, we get 𝑅𝐻 =
1
𝑛𝑒
, which is the same result obtained in the low field 
limit (eq. 2.48). 
 
2.5.6 Semi-classical Peltier coefficients 𝜶𝒙𝒙 and 𝜶𝒙𝒚 
Although a quantitative expression of 𝛼𝑥𝑥 and 𝛼𝑥𝑦 in terms of 
microscopic parameters is challenging, in a single-band scenario, at 
order 𝐵2, it can be obtained from Eq. 2.42 that: 
𝛼𝑥𝑥(𝐵) = 𝐴𝜇 (1 + 𝜇
2𝐵2)⁄         (2.72) 
𝛼𝑥𝑦(𝐵) = 𝐴′𝜇
2𝐵 (1 + 𝜇2𝐵2)⁄         (2.73) 
where 𝐴 = 𝑐𝜋2𝑘𝐵
2𝑇𝑛/𝜖𝐹 and 𝐴′ = 𝑐′𝜋
2𝑘𝐵
2𝑇𝑛/𝜖𝐹 with 𝑘𝐵 being the 
Boltzmann constant, 𝜖𝐹 the Fermi energy, 𝑐 and 𝑐′ coefficients of order 
unity depending on the dimensionality of the system [2] and on the 
details of the energy dependence of 𝜎𝑥𝑥 and 𝜎𝑥𝑦 respectively [14]. 
Without providing a quantitative description, Eq. 2.72 and 2.73 give a 
quantitative understanding of the particular conditions from which 
sizeable 𝛼𝑥𝑥 and 𝛼𝑥𝑦 emerge. High 𝜇 and small 𝜖𝐹 are required, 
namely, tiny pockets in the Fermi surface with small effective masses 
can significantly contribute. Furthermore, it is noteworthy that the 
above formulation does not depend on the carrier sign, which means 
                                                     
5 Putting eq. 2.64 and 2.65 into eq. 2.75, we get that 𝜎⊥ = 𝜎𝐸(1 + 𝜇
2𝐵2) =
𝑛𝑒𝜇, which is the same conductivity as in the absence of a magnetic field. 
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that in the case of multiband materials contributions from hole- and 
electron-like pockets add up and the one coming from a band with high 
𝜇 and small 𝜖𝐹 emerges. 
 
2.6 Multiband transport 
If both electron-like and hole-like carriers contribute to transport, the 
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(𝑡𝑜𝑡)          (2.78) 
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where total electric conductivity 𝜎𝑖𝑗
(𝑡𝑜𝑡) and Peltier conductivity 𝛼𝑖𝑗
(𝑡𝑜𝑡) 
are given by the algebraic sum over different bands. The definition of 
the total electric resistivity 𝜌𝑖𝑗
(𝑡𝑜𝑡) follows from substituting 𝜎𝑖𝑗 and 𝛼𝑖𝑗 
with 𝜎𝑖𝑗
(𝑡𝑜𝑡) and 𝛼𝑖𝑗
(𝑡𝑜𝑡)in eq. 2.15 and eq. 2.16. Remarkably, Eq. 2.77 
and Eq. 2.78 have the same structure as Eq. 2.23 and Eq. 2.28, 
respectively. This means that the multiband expressions for 𝑆 and 𝑁 are 
the same as the single-band ones, provided that the single transport 
coefficients are simply replaced by the sum over the different bands.  
 
2.6.1 Magnetoresistance and Kohler’s rule 
It is easy enough to show, for example, that the transverse 
magnetoresistance need not to vanish if we had a two-band system. In 

















           (2.79) 
where the last equality follows from defining  𝜎1 = 𝑛1𝑒1𝜇1 and 
𝜎2 = 𝑛2𝑒2𝜇2 the zero-field conductivity of the electrons or holes. After 











2         
           (2.80) 
This formula illustrates the main features of the phenomenon of 
magnetoresistance. In first place, Δ𝜌 is essentially positive, and 
vanishes only if 𝜇1 = 𝜇2. This effect will not vanish if 𝜇1 and 𝜇2 are not 
equal. If we have an assembly of electrons and holes, then 𝜇1 and 𝜇2 
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will be of opposite sign and the effect would be correspondingly large. 
It is typical, also, that Δ𝜌 is proportional to 𝐵2 for small fields, but that 
it tends to saturate at high fields. This sort of formula can be generalized 
to the case where we have many different types of carrier, all 
contributing separately to the current. In other words, we can deal with 
complicated Fermi surfaces, with different parts having different values 
of 𝜇. The existence of magnetoresistance in metals is thus evidence for 
variation of 𝜇, i.e. different values of effective mass, or perhaps a 
variation of 𝜏, over the Fermi surface.  




comes out as a function only of 𝜏𝐵. But 𝜏 itself will then be inversely 






)          (2.81) 
where 𝐹 is a function depending on the nature of the metal itself. Eq. 
2.80 is known as Kohler’s Rule. It is customary to analyse the classical 
orbital magnetoresistance using the Kohler plot [3]. The motivation in 









 should fall on a straight line with a slope that is 
independent of 𝑇. However, this rule is only an approximation. It by no 
means follows that two different types of carriers have the same 
relaxation time, or even that their relaxation times stand in the same 
ratio whether they are being scattered by impurities or by phonons, at 
high temperatures or at low temperatures. Deviations from Kohler’s rule 
are evidence that different types of scattering mechanism have different 
effects on different groups of carriers. 
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2.6.2 Ambipolar Hall and Nernst effect 
From eq. 2.17 and 2.78, in low field limit, it is possible to obtain the 
expression of the Hall coefficient in terms of the mobilities of the 








2         (2.82) 
From eq. 2.82 we see that 𝑅𝐻 will be a balance between contributions 
from electron-like carriers and hole-like carriers and the sign of 𝑅𝐻 
depends not only on the sign of the majority carrier but also on its 
relative mobility. However, from eq. 2.82 we expect 𝑅𝐻 to be vanishing 
small in compensated materials. 
On the other hand, eq. 2.78 displays how 𝑁 can be enhanced by the 
existence of two types of carriers in the system. Indeed, since the signs 
of 𝜎𝑥𝑦 and 𝛼𝑥𝑥 depend on the sign of the carriers, the validity of the 
cancellation (eq. 2.62) for each band does not lead to the cancellation of 
the numerator of eq. 2.78. In particular, the ambipolar Nernst signal is 
maximal when the bands are exactly compensated. This can be 
understood by thinking that charge carriers of opposite sign are driven 
by the thermal gradient along the same direction and thus are deflected 
along opposite directions by the magnetic field. On the contrary, for the 
Hall effect, charge carriers of opposite sign are driven by the electric 
field along opposite directions and thus are deflected along the same 
direction by the magnetic field. Hence, in compensated compounds, the 
Hall resistance vanishes, whereas the Nernst effect is magnified. 
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2.7 Transport coefficients in holographic 
magneto-transport 
In Section 3.2.1 of Chapter 1, we introduced the strange metal phase of 
cuprates which is identified as the quantum critical wedge associated 
with a QCP under the superconducting dome near optimal doping. For 
strongly interacting systems one is faced with a paucity of theoretically 
controlled models. Indeed, several attempts to explain the experimental 
observations within some modified Fermi liquid framework had always 
provided unsatisfactory results (see [15] for a detailed review on the 
topic).  
The idea that one can capture the basic ingredients of the physics of the 
strange metals by studying some sort of deformed strongly coupled 
conformal field theory has become one of the leading direction of 
research in this field. From the theoretical point of view, there exist very 
few tools which allow us to analyse the properties of these complicated 
theories. However, in the last decade new techniques developed in the 
context of string theory have acquired greater and greater relevance in 
the study of strongly correlated systems [16]. These techniques include 
the so called AdS/CFT (holographic) correspondence. In this section we 
will not focus on the technical aspects of theory, which are reported in 
[17]. We will rather report the in-plane transport coefficients calculated 
by means of holographic techniques for a strongly correlated system 
which do not conserve momentum. This has a direct impact on 
condensed matter studies where disorder, lattices or heavy degree of 
freedom exchange momentum with the light degreed of freedom 
responsible for transport. For a correlated material, in presence of an 
orthogonal magnetic field and of some generic mechanism of explicit 
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where T is the temperature, 𝜎𝑄 is a characteristic (quantum critical) 
conductivity at zero charge density and ℇ, 𝑃, 𝜌 and 𝑠 are respectively 
the energy density, the pressure, the charge density and the entropy 
density of the electron plasma. These quantities follow the usual 
thermodynamical relation ℇ + 𝑃 = 𝑠𝑇 +  𝜇𝜌, where 𝜇 is the chemical 
potential. Finally, 𝜏 is the explicit momentum-dissipation rate. These 
results are amenable of direct experimental confirmation for an isotropic 
strongly coupled system in two spatial dimensions. At the 
phenomenological level it is easy to see that the six transport 
coefficients depend only on four parameters: two thermodynamical 




Consequently, if the holographic picture is generically valid in a two 
dimensional strongly correlated material, just four phenomenological 
entries are needed to fully determine the transport properties of the 
system. This theoretical result is demanding for an experimental testing. 
One of the major problems in performing this kind of measurements in 
interesting strongly coupled materials, such as cuprates, is that, how 
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already discussed in the previous sections, certain transport coefficients 
are typically dominated by the effect of phonons, while we are 
interested in extracting just the electrons response. This is actually not 
the case for the electric conductivity, where the phonons are typically 
suppressed. In this case we get some phenomenological insight using 
the holographic result (eq. 2.83). It was noted in [18], indeed, that 
holography naturally solves the puzzle of the linear in temperature 
behavior of the resistivity and the concomitant 𝑇2 scaling of the Hall 
angle in the strange metal phase of the cuprates. In fact, expanding 𝜎𝑥𝑥 
and 𝜎𝑥𝑦 at low magnetic field, the electric conductivity follows an 
inverse Mathissen’s rule, namely 
𝜎𝑥𝑥 = 𝜎𝑄 + 𝜎𝐷, with  𝜎𝐷 =
𝜌2𝜏
ℰ+𝑃
,       (2.86) 







𝜎𝐷         (2.87) 
Assuming that near the quantum critical region 𝜎𝑄 is greater than the 
Drude contribution 𝜎𝐷 (we called it Drude contribution in analogy with 
eq. 2.45, since it is proportional to the square of the charge density and 
the scattering time), and imposing that 𝜎𝑄~ 1 𝑇⁄  and 𝜎𝐷~ 1 𝑇
2⁄ , we find 
the following scaling for the resistivity and the Hall angle: 
𝜌𝑥𝑥~𝑇,  tan 𝜃𝐻~ 1 𝑇
2⁄         (2.88) 
Which are precisely the same scalings experimentally measured in most 
of the cuprates (see Chapter 1). Another reasonable assumption is that 
the charge density 𝜌 is temperature independent, a condition that can be 
easily achieved in standard experimental set-ups. In order to determine 
the fourth parameter, a promising quantity to be measured is the Hall 
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thermal conductivity 𝜅𝑥𝑦 which, as already explained in section 2.3.2, is 
almost unaffected by phonons. However, this quantity is very difficult 
to measure and currently there are very few measurements for cuprates 
[13,19]. It is worth to notice that imposing the scalings measured in 
[13,19] in the holographic theoretical prediction (2.83 and 2.85) leads to 
nontrivial agreement for some of the other transport coefficients of the 
cuprates, such as the magnetoresistance and the Hall Lorenz ratio, even 
though a more precise experimental characterization of the whole set of 
transport coefficients is needed in order to be conclusive on the 
agreement between holographic predictions and the scaling behaviour 
of these quantities in cuprates.  
One of the goals of this work of thesis is to analyse the collected data in 
view of the holographic results, possibly clarifying if holography could 
be the answer to the vastly debated anomalies of the strange metals. 
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3 High field thermoelectric 
properties of BaFe2As2 
parent compound 
 
Thermoelectric properties, namely Seebeck and Nernst effects, have 
proven to be a powerful tool to investigate several aspects in condensed 
matter physics, like topology of the Fermi surface, the scattering 
mechanisms at play, the electronic band structure and phase transitions. 
However, the mutual entanglement of the electric and thermoelectric 
properties in diffusive transport equations we introduced in Chapter 2 is 
a well-established framework of condensed matter physics. Yet, the 
application of this formalism in its entirety to real materials is highly 
challenging and has not been thoroughly exploited so far. 
In this Chapter we will show the complete transport properties 
characterization of a BaFe2As2 single crystal whose quality has been 
remarkably improved thanks to an annealing process (section 3.1 is 
devoted to the role of annealing in BaFe2As2). The temperature 
dependence of the transport properties is reported in section 3.2, 
whereas in section 3.5 and 3.6 we show the magneto-electric (up to 9T) 
and the magneto-thermoelectric (up to 30 T) transport properties, 
respectively. In section 3.7 we prove that the simultaneous analysis of 
all these properties for different magnetic field directions (shown in 
section 3.3), let extract the Peltier tensor coefficients 𝛼𝑥𝑥, 𝛼𝑥𝑦 and 𝛼𝑥𝑧 
which have been proven pivotal to disentangle the main transport 
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mechanism into play. We also provide evidence of the presence of a 
high mobility band, compatible with a Dirac dispersion band, crossing 
the Fermi level and we suggest a possible 3-dimensional nature of the 
Dirac Fermions. 
Seebeck effect, magnetoresistance and Hall effect measurements were 
performed in the temperature range from 5 to 300 K and in magnetic 
fields up to 9 T using a Physical Property Measurement System (PPMS, 
Quantum Design). The temperature dependent volume magnetic 
susceptibility was measured by a commercial dc-SQUID magnetometer 
(MPMS2 by Quantum Design) in a temperature range from 4 to 300 K 
by applying a magnetic field of 3 T. 
High magnetic field thermoelectric characterizations were performed up 
to 30 T at the High Field Magnet Laboratory (HFML) in Nijmegen 
(NL).  
 
3.1 Role of annealing in BaFe2As2 
 
In [1] it is reported that annealing remarkably improves transport 
properties in the ordered phase of BaFe2As2. Figure 1a shows 
temperature (T) dependence of the in-plane resistivity 𝜌𝑎𝑏(𝑇) measured 
on twinned BaFe2As2 crystals annealed under various conditions. It is 
worth to notice that the annealing remarkably reduces the residual 
resistivity ratio RRR (defined as 𝜌𝑎𝑏(300𝐾)/𝜌𝑎𝑏(5𝐾)) of a factor 
above 10 [2]. In general, the annealing process would remove crystal 
defects and lattice dislocations, which are possible scattering sources 
and can cause large residual resistivity and therefore a smaller RRR. 
Furthermore, as shown in Figure 1b, TSDW increases from 136 K to 142 
K and the phase transition becomes sharper probably because crystal 
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defects are removed and it helps to stabilize the orthorhombic lattice 
and magnetic ordering. 
 
 
Figure 1: (a) Temperature dependence of the in-plane resistivity measured on twinned 
BaFe2As2 crystal before (as grown) and after annealing under various conditions shown 
in figure. (b) Enlarged view of (a) around the magneto-structural transition temperature. 
After [2]. 
 
Furthermore, the B dependence of 𝜌𝑥𝑦(𝐵) for annealed crystal is shown 
in Figure 2b. In stark contrast to the as-grown crystal (Figure 2a), 
𝜌𝑥𝑦(𝐵) below TSDW soon deviates from B linear dependence and 
exhibits nonmonotonic B dependence. Especially at T=5 K, 𝜌𝑥𝑦(𝐵) 
changes its sign to positive above 𝐵~4 𝑇. It is natural to attribute this B 
dependence of 𝜌𝑥𝑦(𝐵) to the multiple-carrier effect. 
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Figure 2: Magnetic field dependence of the Hall resistivity 𝜌𝑥𝑦 of twinned as grown (a) 
and annealed (b) BaFe2As2 crystals taken at several temperatures. After [2]. 
 
In the case of the annealed BaFe2As2 crystal (Figure 3b), the 
magnetoresistance MR reaches ~280% at B=7 T and T=5 K, which is 
by an order of magnitude larger than that of the as-grown crystal 
(reported in Figure 3a for comparison and already discussed in Chapter 
1). In the annealed crystal, the linear MR, suggestive of a contribution 
from Dirac pockets, is superimposed to the semi-classical cyclotron 
contribution (∝ 𝐵2) up to 7T. Observed large and quadratic MR gives 
evidence that other FS pockets have appreciable contribution to the 
charge transport in the ordered phase of the 122 parent compounds. 
Furthermore, considering that the magnitude of MR is a measure of 
carrier mobility, it should be greatly enhanced by the annealing, which 
is consistent with the increase of the RRR (Figure 1a) and the non-
monotonic B dependence of 𝜌𝑥𝑦 (Figure 2b). All these features originate 
from the multiple-carrier contribution, which becomes clear as the 
sample quality is improved or as the carrier mobilities become higher.  
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Figure 3: Comparison of the magnetic field dependence up to 7T of the 
magnetoresistance (MR, ∆ρab(B)⁄ρab(B=0)) for as-grown (a) and annealed (b) BaFe2As2 
crystals, taken at several temperatures. After [2]. 
 
3.2 The sample and its temperature 
characterization 
As already discussed in Chapter 1, BaFe2As2 is one parent compound of 
the 122 family of IBS and the availability of mm-size single crystals 
makes this compound suitable for a complete characterization of all 
transport properties, with the further possibility of investigating the in-
plane-out-of-plane anisotropy (see Appendix A for in-plane-out-of-
plane properties of BaFe2As2). The BaFe2As2 single crystal was grown 
by the self-flux method, as described in [2]. The crystal was cut in a 
rectangular shape along the tetragonal [110] directions, which become 
the a or b axes in the orthorhombic phase if external uniaxial pressure is 
applied to the sample [3]. The crystal dimensions were 2.5×0.8×0.7 
mm3, with the shortest edge along the c axis. In the following we will 
use the notation x, y and z to indicate the geometrical sides of our slab-
like sample (Figure 4).  
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In the parent compounds of the 122 family of IBS, the magneto-
structural transition which occurs at TSDW leads to the formation of twin 
domains of four types [4,5] which can be removed by applying uniaxial 
strain to the crystals [6]. When this is done, it is possible to investigate 
the in-plane anisotropy (i.e. the nematicity) of the 122 compounds. 
Since in the orthorhombic phase no external  uniaxial pressure was 
applied to our the sample, the crystal presented the expected in-plane 
twin domains so that we cannot refer x and y to the orthorhombic a and 
b axis, whereas the z direction corresponds to the c-axis. 
 
 
Figure 4: BaFe2As2 single crystal: xy-side (a) and  xz-side (b). The z direction 
corresponds to the c-axis of the crystal. 
 
The crystal was sealed into an evacuated quartz tube together with BaAs 
powders and annealed at 800 °C for 2 days. The good quality of the 
crystal was confirmed both by magnetic susceptibility 𝜒𝑉 measurement, 
reported in Figure 5, and electric resistivity, shown in Figure 6. 
From room temperature 𝜒𝑉 decreases linearly with temperature showing 
the expected temperature behaviour for 1111 and 122 pnictide families 
in the PM state [7,8,9]. In correspondence of the magneto-structural 
transition from PM tetragonal to AFM orthorhombic structures, 𝜒𝑉 
decreases abruptly in less than 2 K. The remarkable sharpness of this 
transition is a proof of the high quality of the crystal under test. It is 
102 
possible to determine precisely the transition temperature TN by 
analysing the temperature behaviour of d𝜒𝑉(T)/dT (see the inset of 
Figure 1): TN=140.5±0.6K where TN and its uncertainty are defined as 
the temperature of the derivative peak and its half width respectively. 
Below such temperature a small spurious Curie-Weiss-like behaviour is 
detected. 
 
Figure 5: Volume susceptibility V as a function of temperature from 4 to 300 K.  Inset: 
first derivative of V 
 
Figure 6 shows the longitudinal electric resistivity ρxx in a temperature 
range between 2 and 320 K. ρxx(T) shows typical temperature 
dependence so far reported for this compound. ρxx drops around TN and 
shows residual resistivity of typically 0.02 mΩcm. The RRR is about 
27. As discussed in section 3.1, the annealing process let notably 
enhance the RRR, which is around 3 in the as grown samples and 
assumes values as high as 30 in the annealed crystals.  
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Figure 6: Electric resistivity ρxx as a function of temperature between 2 and 320 K. 
 
For completeness, in the following we also report the temperature 
behavior of Hall effect, Seebeck and Nernst effect. 
Figure 7 shows the in-plane Hall coefficient RH as a function of 
temperature in the range 5-200 K, when B is applied ║z (solid points) 
and ║y (empty points). RH values are determined from the slope of 
ρxy(B) (reported in Figure 12b) and ρxz(B) (reported in Figure 12d) for B 
going to zero. Above TN, RH is negative (positive) for B║z (B║y). In 
both cases, for T>TN, RH is very small (∼-0.6×10
-9 m3/C when B║z and 
∼0.7×10-9 m3/C when B║y) and weakly temperature dependent, 
suggesting that in this regime electron-type and hole-type carriers are 
virtually compensated and give rise to vanishing small values of RH. 
Below TN, similarly for B║z and B║y, RH is negative and increases in 
magnitude with decreasing temperature. This suggests that in the AFM 
state transport is dominated by electron-type carriers and a carrier 
condensation occurs in correspondence of the opening of the SDW gap 
[10] in correspondence of the magneto/structural transition at TN.  
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Figure 7: Temperature dependence of RH when B║z (solid points) and B║y (empty 
points) from 4 to 200 K 
 
Figure 8 shows the Sxx coefficients in the temperature range between 5 
and 300 K in 0 T and 9 T magnetic fields, applied ║z and ║y. At room 
temperature, zero field Sxx is negative and its absolute value increases 
linearly with decreasing temperature reaching the maximum value of 
about -8 VK-1 around T=175 K. In correspondence with the 
structural/magnetic transition at TN=140 K an abrupt change occurs, the 
signal strongly diminishes and crosses zero around T=120 K. For T=90 
K, Sxx becomes negative again and it exhibits a broadened minimum 
centred around 40 K. This behavior is in substantial agreement with 
previous reports on BaFe2As2 [11,12,13,14].  
No magnetic field dependence is detected in the paramagnetic state 
(T>TN) whereas in the AFM state (T<TN) we observe two different B 
behaviors when B║z or B║y. In both cases the magnetic field tends to 
increase Sxx by up to 30% and 50% of the zero-field signal for B║z and 
B║y respectively. The main difference between the two curves is indeed 
the position of their negative maxima, which is around T=30 K and 
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T=50 K, respectively, revealing the possible competition of different 
mechanisms into play.  
 
Figure 8: Seebeck effect measured from 5 to 300 K in a magnetic field of 0 T (black 
curve) and 9T║z (red curve) and ║y (blue curve). 
 
In Figure 9 we report the temperature dependence of the Nernst 
coefficient ν=Nxy/B from 4 to 300 K. ν is positive in the whole 
temperature range, undergoes a jump at TN and grows below this 
temperature, reaching the value of 1 μVK
-1T-1 at 50 K.  























Figure 9: Temperature dependence of the Nernst coefficient ν between 4 and 300 K 
 
3.3 Measurements setup 
 
In order to probe the B-dependence of the thermoelectric coefficients, 
the measurements were performed using two different configurations, 
varying the orientation of B. Figure 10 shows the experimental set-up 
and a sketch of the measured quantities which allow obtaining the 
thermoelectric coefficients. 
We performed all the measurements with both positive and negative B 
in order to separate the even and odd parts of the signal with respect to 
the magnetic field.  
It is worth to notice that a partial detwinning by action of in-plane 
magnetic field has been observed in a Co-doped BaFe2As2 crystal [15]. 
A partial detwinning is therefore expected in our case when B║y. We 




Figure 10: Thermoelectric measurements set up.  A thermal gradient ΔTxx was 
generated along x and a longitudinal voltage ΔVxx was detected with B applied (a) along 
z and (b) along y. The Seebeck effect in both cases is defined as Sxx= (ΔVxx/ ΔTxx)(l1/l2). 
In (a), a transverse voltage ΔVxy is detected along y and the Nernst effect is defined as 
Nxy= (ΔVxy/ ΔTxx)(l1/l3). In (b) a transverse voltage ΔVxz is measured along z and the 
Nernst effect is defined as Nxz= (ΔVxz/ ΔTxx)(l1/l3). 
 
3.4 High fields Seebeck and Nernst  
In order to investigate this peculiar field dependence, we measured Sxx 
as a function of B up to 30 T for selected temperatures in the AFM 
regime. Figures 11a and 11c show Sxx(B)=Sxx(B)-Sxx(0) with magnetic 
field applied ║z or ║y, respectively. In Figure 11a, Sxx(B) has an 
absolute value of the order of several μV/K at the largest field, is non-
monotonic and presents a sign change from negative to positive which 
shifts to  higher field with increasing temperature.  
This trend completely changes for B║y (Figure 11c), where Sxx(B) 
remains negative up to 30 T. 
 
In Figures 114b and 11d we show the Nernst coefficients Nxy and Nxz 
measured up to 30 T for B║z and B║y, respectively. The former varies 
almost linearly with magnetic field, reaching a maximum value of 30 
μV/K (Figure 11b) at the maximum field, whereas the latter exhibits a 
slightly super-linear magnetic field dependence, reaching a maximum 
value of 13 μV/K (Figure 11e).  
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Before discussing in detail these data, we consider here the possible 
effects due to the partial detwinning expected for B║y, particularly 
relevant for the present system because of the in-plane anisotropy of its 
Seebeck coefficient [16] (see Appendix B).  
In our experimental configuration for B║y (see Figure 10b), the 
Seebeck coefficient is measured in the direction perpendicular to B. In 
agreement with ref. [15], with increasing field, more domains with the 
ortorhombic a-axis aligned perpendicular to the B direction would 
appear. Therefore, the contribution of Sa is expected to overcome the 
one of Sb (where Sb and Sa are the Seebeck coefficient along the b and 
the a-axis respectively) [16]. The in-plane Seebeck anisotropy in 
BaFe2As2 in the considered temperature range (T<80K), comes out to 
be around 43% with |Sb|>|Sa|. Thus, if the detwinning is dominant we 
should expect a decrease of the total measured S coefficient with 
increasing B: considering a change in the twin population of about 15% 
at 15 T [15], we estimated a reduction in the Seebeck effect with a 
maximum value of about 0.1 μV/K around 30 K. On the contrary, at the 
same temperature and field, we measure S as high as 1.5 μV/K, that is 
ten times higher than the expected value.  
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Figure 11: Sxx(B) measured at T = 5,30,45,80 K for B up to 30 T applied ║z (a) and 
║y (c). Nernst coefficients Nxy (b) and Nxz (d) measured at T = 5,30,45,80 K for B up to 
30 T. 
In the B║y configuration, the Nernst voltage is measured in z-direction 
(c-axis), as represented in Figure 10b. Therefore the detwinning should 
not influence this measurement. 
 
3.5 Magnetoresistance and Hall effect up to 9 T 
In Figure 12a and 12c we report the magnetoresistance /=(xx(B)-
xx(0))/xx(0) measured up to 9 T for B║z and B║y, respectively. At 
T=5K, it reaches 160% for B║z and 130% for B║y. In this case, the 
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evaluated as low as 0.7% at 4 K and 15 T1. For both the field directions 
the / vs B curves cannot be described just by a quadratic term 
representing the classical contribution [17]. Instead, an additional linear 
term is needed, in agreement with previous reports [15,18,19]. In 
pnictides, this linear behavior has been attributed to the presence of 
Dirac cones in the band structure (see Chapter 1). In Figures 12b and 
12d we show the magnetic field dependence of the Hall resistivities ρxy 
and ρxz measured up to 9 T for selected temperatures in the range 5-
80K, for B║z and B║y, respectively. RH vs T (reported in the inset of 
Figure 12b), evaluated in the low field limit, appears to be similar in the 
two configurations. However, it is worth to notice that ρxy and ρxz B-
dependences look pretty different, as one could expect for an 
anisotropic material [20]. ρxy soon deviates from B-linear dependence 
and shows a broad minimum below 9T. Remarkably, ρxy of a twin 
sample of literature (BaFe2As2 crystal annealed at 800°C for two days) 
measured up to 15T exhibits a change in sign above 9T [15]. In contrast 
to ρxy, ρxz shows only a slight sublinear B-dependence. 
                                                     
1Taking into account the in plane anisotropy of the resistivity which in 
ref. [2] is reported to be as low as 4% at 5K, similarly to the Seebeck 
coefficient, we evaluated that the detwinning effect at 5 K and 15 T is of 




Figure 12: Δ𝜌/𝜌% measured at T = 5,30,45,80 K for B up to 9 T applied ║z (a) and ║y 
(c). ρxy (b) and ρxz (d) measured at T = 5,30,45,80 K for B up to 9 T. Inset of (b): RH  vs 
T in the temperature range 0-80K when B is ║z (filled dots) and ║y (empty dots). RH 
curves up to 250 K are reported in Figure 7. 
 
3.6 Data analysis 
In Chapter 2 we reported the diffusive Seebeck and Nernst coefficient 
when a thermal gradient is applied parallel to x and a magnetic field 
parallel to z. Extending these equations to a general case when the 
thermal gradient is applied along a generic i direction and B is applied 
along a k direction perpendicular to the ij plane, we get: 
𝑆𝑖𝑖 = 𝛼𝑖𝑖𝜌𝑖𝑖 + 𝛼𝑖𝑗𝜌𝑖𝑗              (1) 
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Remarkably, equations (1) and (2) remain valid also for multi-band 
materials, where the single transport coefficients are replaced by the 
sum over different bands (see Chapter 2). Both 𝑆𝑖𝑖 and 𝑁𝑖𝑗 are 
composed of two terms. In the longitudinal 𝑆𝑖𝑖 coefficient (eq. (1)) the 
diagonal entries of ?̂? and ?̂? multiply each other in the first term, while 
the off-diagonal ones combine together in the second term. 
In the transversal 𝑁𝑖𝑗 coefficient (eq. (2)) diagonal and off-diagonal 
entries are mixed up. We recall that the off-diagonal entries represent 
the diffusive transverse transport coefficients, which rise up only in 
presence of a Lorentz force acting on charge carriers. If B0, in the 
great majority of the conducting materials ρii>>ρij and αii>>αij, namely 
the longitudinal transport coefficients are much larger than their 
transverse counterparts. Hence, it is typically verified that αiiρii>>αijρij 
bringing a negligible contribution of the second term αijρij in eq. (1) to 
the Seebeck coefficient even in finite magnetic field [21]. Furthermore, 
in conventional metals, 𝑁𝑖𝑗 is usually very small (in the range of nVK
-1) 
due to Sondheimer’s cancellation (see Chapter 2).  
In addition, the transverse transport coefficients are B-linear in the low 
field limit (B<<1, where μ is the charge carriers’ mobility) whereas 
their longitudinal counterparts generally show a negligible B-
dependence2. However, the term αiiρii may have non-diffusive 
contributions with a sizeable B-dependence; among these, is the 
magnon drag contribution in magnetic materials [22,23,24].  
                                                     
2
Given that ρxxαxx ≃ αxx/σxx ∝ 1/σxx (∂σxx/∂ε)|ε=EF ∝ (∂lnσxx/∂ε)|ε=EF, in 




In the light of these considerations, the giant 𝑁𝑖𝑗 combined with a large 
field dependence of 𝑆𝑖𝑖 in the AFM phase of BaFe2As2 are the 
fingerprints of the strong departure from a conventional behavior. In the 
following we propose an analytical approach in order to single out the 
leading terms that cause anomalous contributions and identify the 
physical mechanisms that play a key role.  
As already discussed in Chapter 2, by combining the experimental 
values of resistivity tensor entries, 𝜌𝑖𝑖(𝐵) and 𝜌𝑖𝑗(𝐵), and 
thermomagnetic coefficients, 𝑆𝑖𝑖 and 𝑁𝑖𝑗, the Peltier coefficients 𝛼𝑖𝑖 and 










2               (4) 
Note that according to our experimental setup (Figure 10), the subscript 
i is identified with x and j with y when B║z, whereas i corresponds to x 
and j to z when B║y. 
In order to estimate 𝛼𝑖𝑖 and 𝛼𝑖𝑗 up to high fields, we extrapolated our 
magnetoresistance data (Figure 12a, 12c) up to 30 T assuming that no 
saturation occurs in that range, as it was observed up to 55 T for the 
same compound in ref. [25] and up to 30 T for a parent compound of 
the 1111 family in ref. [26].  
Furthermore, since ρxy and ρxz show a not trivial B-dependence which 
does not discloses up to 9 T, it is not possible to univocally extrapolate 
our data (Figure 12b, 12d) up to 30 T.  
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3.6.1 Data analysis B║z 
Let’s first focus on the B║z configuration, where we extrapolated up to 
30 T the ρxy data measured up to 15 T in the twin sample of ref. [2] 
(Figure 13b). Figure 13a shows the interpolation of ρxx up to 30 T, when 
B║z. The magnetoresistance Δ𝜌/𝜌% at 30 T reaches values up to 
1200% (Inset of Figure 13a). 
 
Figure 13: (a) Longitudinal resistivity data as a function of B at T=5,30,45,80 K 
extrapolated up to 30 T when B║z. The Inset shows the resulting magnetoresistance 
Δρ⁄ρ% which reaches 1200%. (b) Hall resistivity ρxy as a function of B at T=5,30,45,80 
K. The experimental data measured up to 15 T are taken from Ref. [2] and extrapolated 
up to 30 T. Dashed areas indicate the extrapolated region. 
 
In Figure 14, we show the results of our analysis for selected 
temperatures in the range 5–80K. In Figure 14a and 14b we compare the 
two terms in Eq. (1) and Eq. (2) which compose Sxx and Nxy 
respectively. Figure 14a compares the field dependence of αxxρxx with 
αxyρxy up to 30 T.  
The αxxρxx curves look almost flat at all temperatures. This term would 
include magnon drag contribution, however in AFM materials, an 
external magnetic field strongly enhances the magnon drag contribution 
to Sxx only if it is applied as parallel to the easy-axis of the magnetic 
order, while its effect should be minimal if applied perpendicularly [23]. 
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In case of BaFe2As2 the easy-axis lies in the ab-plane; this means that 
negligible contribution from the magnon drag is expected when B║z. 
On the contrary, αxyρxy vs B, after an initial decrease, increases rapidly 
with positive sign up to 30 T, emerging as the principal responsible for 
the large field dependence of Sxx in this measurement configuration.  
More in detail, the sign of αxyρxy is driven by the unusual change from 
negative to positive sign of ρxy at high B [2]. Since │ρxx│>│ρxy│ 
(Figure 13), the predominance of αxyρxy is induced by an anomalously 
high αxy. 
 
Figure 14: (a) αxyρxy (filled symbols) and αxxρxx (empty symbols) vs B up to 30 T for 
selected temperatures in the range 5-80 K. (b) αxyρxx (filled symbols) and -αxxρxy (empty 
symbols) vs B up to 30 T for selected temperatures in the range 5-80 K.  
 
In Figure 14b the two terms which compose Nxy are plotted and it is 
evident that │αxyρxx│>│αxxρxy│, which is to say that αxyρxx is also 
responsible for the giant Nxy. Figure 15 reports the field dependence of 
αxy estimated as in Eq. (4) up to 30 T for selected temperatures in the 
range 5K-80K. Remarkably, a non-monotonic behavior emerges: all the 




























































































Although a quantitative expression of αxy in terms of microscopic 
parameters is challenging, in Chapter 2 we saw that in a single-band 
scenario, from the Mott relation, it can be obtained the semi-classical 
expression for 𝛼𝑥𝑦(𝐵) = 𝐴′𝜇
2𝐵 (1 + 𝜇2𝐵2)⁄ , with 𝐴′ = 𝑐′𝜋2𝑘𝐵
2𝑇𝑛/𝜖𝐹 
(𝑘𝐵 being the Boltzmann constant, 𝜖𝐹 the Fermi energy and 𝑐′ a 
coefficients of order unity). 
We interpolate our αxy(B) data using the semiclassical expression for 
𝛼𝑥𝑦(𝐵) as fitting function (dashed black lines in Figure 15), finding a 
good agreement with the experimental data. We extract the mobility μ 
as a fit parameter, obtaining values up to 103 cm2V-1s-1 at T=5K and a 
progressive decrease at higher  temperatures (inset of Figure 15). This is 
in good agreement with the values of mobility obtained from the 
magnetoresistance analysis of BaFe2As2 in the semimetal scenario 
[19,27]. Remarkably, this average mobility is strongly reduced upon 
electron doping with the simultaneous suppression of the magnetic 
phase, as the Dirac cones develop [27]. 
 
 
Figure 15: Magnetic field dependences up to 30 T in the temperature range 5-80K of 
αxy. Dashed lines are the fitting curves of αxy using Eq.(2.48). Inset: temperature 
dependence of carrier mobility μ obtained by the fitting. 














































Without providing a quantitative description, Eq. (5) gives a qualitative 
understanding of the particular conditions from which a sizeable αxy 
emerges. High  and small EF are required, namely tiny pockets in the 
Fermi surface with small effective masses can significantly contribute. 
Furthermore, it is noteworthy that the above formulation does not 
depend on the carrier sign, which means that in case of multiband 
materials, contributions from hole-like and electron-like pockets add up 
and the one coming from a band with high  and small EF emerges.  
Taking into account the Shubnikov de Haas (SdH) oscillations 
measured in a BaFe2As2 crystal [28], we can assume that for B║z the 
electron -pocket with the lowest effective mass gives the main 
contribution to αxy. The -pocket carrier density has been estimated [28] 
3×1019 cm-3 and considering the coefficient c~1, from the fit coefficients 
A at T=5,30,45 K we estimate EF in the range ~11÷25 meV. Being 
aware that it only represents a qualitative approximation, it is interesting 
to notice that the proposed value for EF comes out tiny and consistent 
with the size of the electron -pocket estimated from SdH oscillations 
[28]. Remarkably, this pocket has been located in a position of the band 
structure where Dirac cones with EF in the range of ten meV  has been 
experimentally confirmed by ARPES [29,30] and infrared studies [31] 
in the AFM phase of BaFe2As2.  
Oganesyan predicted that in presence of Dirac cones, whose nodal point 
is close enough to the Fermi level (i.e. very small EF), a giant Nernst 
coefficient can be determined by an anomalously high αxy [32]. 
Moreover, Morinari demonstrated that the contribution of chiral Dirac 
fermions could be dominant in thermoelectric transport properties of 
iron-based parent compounds even if they are minor carriers [33]. Giant 
Nernst coefficient in the similar compounds EuFe2As2 and CaFe2As2 
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have indeed been reported [34,35]. All these evidences suggest that the 
giant αxy, responsible for the large Nernst effect that we observe 
experimentally, is plausibly determined by the Dirac cone band, which 
indeed perfectly fulfils the required condition of high mobility and 
small Fermi energy.  
 
3.6.2 Data analysis B║y 
We now turn to the B║y configuration. Figure 16a shows the 
interpolation of ρxx up to 30 T, when B║y. The magnetoresistance Δ𝜌/
𝜌% at 30 T reaches values up to 1000% (inset of Figure 16a). The 
extrapolation of ρxz  is less trivial. Indeed, we have experimental data of 
ρxz up to 9 T (Figure 12d), but we do not have any indication whether 
with increasing field it remains negative or changes in sign as ρxy does. 
Therefore, we tentatively extrapolate ρxz data from 9 T to 30 T using a 
polynomial of second and third order (Figure 16b) to take into account 
different magnetic field dependencies. 
 
Figure 16: (a) Longitudinal resistivity data as a function of B at T=5,30,45,80 K 
extrapolated up to 30 T when B║y. The Insets show the resulting magnetoresistance 
Δρ⁄ρ% which reaches 1000%. (b) Hall resistivity ρxz as a function of B at T=5,30,45,80 
K extrapolated up to 30 T with a polynomial of second (lines) and third (dots) order. 
Dashed areas indicate the extrapolated region. 
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In particular, the second order polynomial (lines in Figure 16b) 
simulates a non-monotonic B-dependence of ρxz which however does 
not change sign up to 30 T, whereas the third order polynomial (dots in 
Figure 16b) reproduces a sign change from negative to positive and this 
occurs at fields much higher than in the case of ρxy. 
Let’s first focus on the two terms composing Nxz. Figure 17a and 17b 
show the B-dependence of  -αxxρxz and αxzρxx respectively. It is worth to 
notice that -αxxρxz is strongly influenced by the choice of the 
extrapolating polynomial for ρxz and we cannot conclude anything about 
its field dependence. However, since -αxxρxz is more than a factor 3 
smaller than αxzρxx for all the considered temperatures and 
independently on the B-dependence of ρxz, we can reliably discuss αxzρxx 
versus B. 
 
Figure 17: Magnetic field dependence of −𝛼𝑥𝑥𝜌𝑥𝑧 (a) and 𝛼𝑥𝑧𝜌𝑥𝑥 (b) up to 30 T at 
T=5,30,45,80K, when 𝜌𝑥𝑧 is extrapolated up to 30 T using a polynomial of second 
(empty symbols) or third (filled symbols) order. 
 
Figure 17b shows the magnetic field dependence of αxzρxx up to 30 T in 
the temperature range 5-80K when ρxz is extrapolated up to 30 T using a 
polynomial of second (empty symbols) or third (filled symbols) order. 
αxzρxx is almost unaffected by the polynomial’s choice and in both cases 
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αxzρxx reaches values up to 12-14μV/K. Therefore, it is possible to 
conclude that this term determines the giant Nxz (Figure 3d), as already 
observed for αxyρxx with respect to Nxy. 
 
Figure 18: Magnetic field dependence up to 30 T in the temperature range 5-80 K of 𝛼𝑥𝑧 
when 𝜌𝑥𝑧 is extrapolated up to 30 T using a polynomial of second (empty symbols) or 
third (filled symbols) order. Dashed and dotted lines are the fitting curves of 𝛼𝑥𝑧 using 
Eq. (2.48) when 𝜌𝑥𝑧 is extrapolated up to 30 T using a polynomial of second and third 
order respectively. Inset: temperature dependence of carrier mobility obtained by the 
fitting. 
 
In Figure 18 we show the magnetic field dependence of αxz up to 30 T 
in the temperature range 5-80K, for the two ρxz extrapolations. 
Comparing it with Figure 8 it is interesting to note that αxz is a factor 2 
smaller than αxy and their magnetic field dependence is pretty similar, 
i.e. well described by Eq. (2.48). We interpolated our αxz data using 
𝛼𝑥𝑧(𝐵) = 𝐵𝜇
2𝐵 (1 + 𝜇2𝐵2)⁄  as fitting function (dashed and dotted 
lines in Figure 18) and we extracted the mobility μ as a fit parameter, 
obtaining values up to 825±35 cm2V-1s-1 at T=5K and a progressive 
decrease by rising the temperature. Furthermore, the B-values resulting 
from the fitting are compatible with those previously obtained for B║z. 
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In the B║y configuration, where cross-plane transport comes into play, 
we extract an effective carrier mobility which is slightly lower than for 
in-plane transport (B║z), but still high enough to be compatible with a 
Dirac dispersion. This observation points to a possible 3-dimensional 
nature of DF in this compound, providing a clue in the still open issue 
of 2- or 3-dimensional character of DF in the parent compounds of iron-
based superconductors, addressed both by theory [31,36,37] and 
experiments [31,38]. 
 
Figure 19: Magnetic field dependence of 𝛼𝑥𝑥𝜌𝑥𝑥 (a), 𝛼𝑥𝑧𝜌𝑥𝑧 (b) up to 30 T at 
T=5,30,45,80K, when 𝜌𝑥𝑧 is extrapolated up to 30 T using a polynomial of second 
(empty symbols) or third (filled symbols) order. 
 
Comparing Figure 19a and 19b it is clear that the two terms composing 
𝑆𝑥𝑥 are comparable (they differ for less than a factor 2) so that both 
𝛼𝑥𝑥𝜌𝑥𝑥 and 𝛼𝑥𝑧𝜌𝑥𝑧 are strongly affected by the chosen B-dependence of 
𝜌𝑥𝑧. This uncertainty does not allow to disentangle the  Δ𝑆𝑥𝑥vs B 
anisotropy observed for 𝐵 ∥ 𝑧 and 𝐵 ∥ 𝑦 (Figure 11a and 11c, 
respectively). Indeed, it may arise from a field dependence of the 
transverse resistivity 𝜌𝑖𝑗 which for 𝐵 ∥ 𝑧 changes in sign above 9 T and 
for 𝐵 ∥ 𝑦 it does not. This is consistent with the observation that a field 
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dependence of 𝛼𝑥𝑥𝜌𝑥𝑥 (Figure 19a) emerges for 𝐵 ∥ 𝑦 if we assume a 
change of sign in 𝜌𝑥𝑧 (see Figure 16b). 
Another possible anisotropic contribution comes from the magnon drag. 
In the AFM phase of iron-based parent compounds, antiferromagnetic 
magnons are expected to induce a measurable drag effect, which should 
influence the longitudinal term 𝛼𝑥𝑥𝜌𝑥𝑥 of Sxx, as it has already been 
observed in polycrystalline REFeAsO compounds [23,24]. Remarkably, 
the magnon drag contribution is expected to be anisotropic, since an 
external magnetic field is capable to strongly enhance the magnon drag 
contribution only if it is applied parallel to the easy-axis of the AFM 
order while its effect should be minimal if applied perpendicularly [23]. 
In case of BaFe2As2 the easy-axis lies in the ab-plane. This means that 
in our experiments no contribution from the magnon drag is expected 
when B∥z. This is consistent with the negligible field dependence of 
𝛼𝑥𝑥𝜌𝑥𝑥 when 𝐵 ∥ 𝑧 (Figure 14a). On the other hand, Figure19a shows 
that a field dependence of 𝛼𝑥𝑥𝜌𝑥𝑥 emerges for 𝐵 ∥ 𝑦 if we assume a 
change of sign in 𝜌𝑥𝑧 (Figure 16b). Hence, we are not able to establish 
whether the observed  Δ𝑆𝑥𝑥 vs B anisotropy is determined by the 
different field dependence of 𝜌𝑖𝑗 or by a magnon drag mechanism, or 
else by both. 
3.7 Remarks on this Chapter 
We measured the longitudinal and transverse electrical and 
thermoelectric properties in magnetic fields up to 30T for two field 
directions in a BaFe2As2 single crystal.  
By carrying out a simultaneous quantitative analysis of all these 
properties, which are mutually intertangled in the diffusive transport 
equations, we demonstrated the possibility of extracting information on 
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band structure and dispersion, as well as on multiple physical 
mechanisms into play other than diffusive motion of carriers. Indeed, 
the anomalous field dependence and the anisotropy of the 
thermoelectric properties turns out to be distinctive and reveal key 
features of microscopic mechanisms.  
Specifically, we identified the presence of high mobility carriers, 
compatible with the existence of DF in the band structure, from the 
giant magnitude of the off-diagonal terms of the thermoelectric tensor 
αxy and αxz. Moreover, from the anisotropic thermoelectric response 
with respect to the direction of the applied field, we found possible 
evidence of the 3D nature of DF in BaFe2As2.  
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4 Investigation of the 
strange metal regime of 
Bi2Sr2CuO6+x: standard 
analysis and comparison with 
holographic theory 
 
In Chapter 2 we introduced the complete set of transport coefficients, 
calculated by means of holographic techniques (section 2.7). We 
noticed that these results are amenable of direct experimental testing 
which can be performed by measuring all the transport properties of a 
strange metal as functions of temperature and magnetic field. The 
complete characterization consists of electrical resistivity, 
magnetoresistance, Hall effect, Seebeck, Nernst and thermal 
conductivity measurements. All these properties link directly to the 
theoretically derived coefficients 𝜎𝑥𝑥, 𝜎𝑥𝑦, 𝛼𝑥𝑥, 𝛼𝑥𝑦, 𝜅𝑥𝑥 and 𝜅𝑥𝑦, 
giving the opportunity to compare experiments with the new ideas 
coming from holographic theories.  
In this Chapter we will present the measurements of the whole set of 
transport properties performed on single crystals of Bi2Sr2CuO6+x, a 
cuprate superconductor of the Bi-2201 family we describe in section 
4.1. The collected data, presented and discussed in section 4.2, will be 
compared with the Boltzmann transport theory in section 4.3, focussing 
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on the limits of these formulae in reproducing all the anomalous 
features observed in the transport properties. In order to overcome these 
limits, a holographic-inspired data analysis will be performed in section 
4.4. 
4.1 The Bi2Sr2CuO6+x (Bi-2201) compound 
Among the possible candidate materials, HTS are probably the most 
promising to test the holographic formulae. In particular, Bi2Sr2CuO6 
(Bi-2201) exhibits all the basic prerequisites, generally considered as 
signatures of the Fermi liquid breakdown: linear T-dependence of 
electric resistivity with the violation of the MIR limit [1] and, as a hole-
doped cuprate, it shows a quantum critical region in the optimally doped 
part of its phase diagram [2] (see Chapter 1). Moreover, Bi-2201 is a 
single band, quasi 2D system. This simplifies the data analysis, 
avoiding complications due to multi-band nature that characterize other 
possible candidates. Indeed, in Chapter 3 we extensively discussed the 
case of BaFe2As2 as an example of the complications due to multiband 
effects which appear in iron-based materials. 
In addition, Bi-2201 shows relatively low values of critical temperature 
𝑇𝑐 [3,4,5]. In fact, for Bi-2201 the carrier concentration can be widely 
changed by partially replacing Sr with La (to underdope) or Bi with Pb 
(to overdope); at optimal doping (Bi2Sr2-xLaxCuO6 with 𝑥~0.4), the 
maximum 𝑇𝑐 is about 30 K [6]. By varying the oxygen concentration in 
Bi2Sr2CuO6+x. the maximum 𝑇𝑐 is around 11 K. 
Due to such low 𝑇𝑐 values, this compound is not interesting for 
applications. On the other hand, below 𝑇𝑐, electrical transport properties 
are short circuited from superfluid and fall down to zero. This means 
that the higher 𝑇𝑐, the smaller is the accessible temperature range for 
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transport measurements. Therefore, Bi-2201 system presents an ideal 
stage for the systematic study of the normal-state properties down to 
lower temperatures. 
 
Figure 1: (a) Single crystals of pure Bi-2201; some of them show the contacts and the 
wires used for electric resistivity measurements. (b) X-ray diffraction pattern of one of 
the crystals (shown in the left-hand inset) oriented with the c axis parallel to the 
scattering vector. Right-hand inset: rocking curve exhibiting a full width at half 
maximum of 0.32°. After [5]. 
 
4.1.1 The Bi-2201 crystals 
In the Bi-based series of superconducting cuprates, the single-layer 
compound Bi2Sr2CuO6 is the less assiduously investigated because of its 
lower 𝑇𝑐 (see previous paragraph). In addition, its pure superconducting 
phase is difficult to synthesize and this complication has fostered the 
study of the more easily processed La and/or Pb-doped Bi-2201, leaving 
pure Bi-2201 system quite unexplored. High purity and large crystals of 
this compound were grown by the group of Dr. Enrico Giannini 
(University of Geneva, Department of Quantum Matter Physics) and the 
details about the synthesis of the samples are reported in [5]. Figure 1a 
and inset of Figure 1b show some of the crystals that were cleaved from 
the core of a precursor rod with typical lengths of 1-5 mm and thickness 
of 0.1-0.2 mm [5]. The crystals are superconducting with an onset of the 
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magnetic susceptibility transition at 10 K and a transition width of about 
4 K (see Appendix D). The quality of the crystals was checked by x-ray 
diffraction (XRD) and energy-dispersive x-ray microprobe (EDX). The 
XRD pattern measured in a Bragg-Brentano geometry is shown in 
Figure 1b. In this configuration, only the [00l] planes contribute to the 
pattern. The rocking curve of the [006] reflection is shown in the right 
inset of Figure 1b: the full width at half maximum is of 0.32° whereas 
that of the 𝐼(2𝜃) peaks is typically on the order of 0.05°. These XRD 
data prove the high crystallinity of the samples. The chemical 
composition of the crystals was checked by EDX. The average 
composition measured over large crystal areas is Bi2.05Sr1.98Cu0.98O6.04 
with errors on the local deviations in formula units of ∆(Bi)=0.05, 
∆(Sr)=0.05, and ∆(Cu)=0.02. 
4.2 Transport properties measurements 
The electrical measurements (resistivity, magnetoresistance, Hall effect) 
have been performed at the Physics Department in Genova, using a 
commercial system Physical Property Measurement System (PPMS) by 
Quantum Design (see Appendix C). This system allows to make 
(magneto)resistance and Hall effect measurements on samples of even 
less then millimetric sizes in a range of temperatures between 2K and 
400 K and in magnetic fields from -9 T to 9 T. High-quality contacts of 
low resistance (tens of Ohm) were made by using an Ag paste which 
was cured in air at about 250°C. The electric resistivity was measured 
using a standard 4-probe technique, whereas we used a standard six-
terminal method for simultaneous magnetoresistance and transverse 
resistivity measurements, in which the data are taken with a dc 
technique in the sweeping magnetic field B from -9 T to 9 T at fixed 
temperatures. We performed all the measurements with both positive 
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and negative B in order to separate the even (magnetoresistance) and 
odd (transverse resistivity) parts of the signal with respect to B. 
The PPMS is also equipped with the Thermal Transport Option (TTO) 
which let perform thermal and thermoelectric measurements on samples 
of at least millimetric dimensions, since the experimental set up (heater, 
thermal mass and thermometers) needs to be hold by the sample itself. 
Therefore, the PPMS does not allow to perform such measurements on 
the Bi2Sr2CuO6+x crystals.  
The thermoelectric and thermal characterization was performed at IFW 
Dresden (Germany) where the availability of home-made probes let 
measure thermal and thermoelectric properties of micrometric samples, 
in a temperature range 4-300 K and in magnetic fields up to 14 T (see 
Appendix C). The high magnetic field and the sensitivity of the 
apparatus help measuring the thermal Hall conductivity 𝜅𝑥𝑦 which is a 
challenging quantity to detect since it can be as much as 1000 times 
smaller than 𝜅 and it is defined as 𝜅𝑥𝑦 = 𝜅
∇𝑦𝑇
∇𝑥𝑇
 (eq. 2.22 of Chapter 2). 
It is therefore necessary to measure the transverse thermal gradient 
Δ𝑦𝑇/𝑦 (where 𝑦 is the width of the crystal) which generates due to 𝐵 
applied perpendicularly to a longitudinal thermal gradient Δ𝑥𝑇/𝑥 
(where 𝑥 is the length of the crystal). Typically Δ𝑥𝑇/𝑥 and Δ𝑦𝑇/𝑦 were 
of the order of magnitude of (0.1-1)×103 K/m and (0.1-1) K/m 
respectively. Δ𝑥𝑇/𝑥. 
We performed all the thermal and thermoelectric measurements with 
both positive and negative B in order to separate the even (Seebeck 
effect and longitudinal thermal conductivity) and odd (Nernst effect and 
transverse thermal conductivity) parts of the signal with respect to B. 
See Appendix C for the details of the sample mounting, the 
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experimental setup and the implemented corrections to the measured 
data in order to get rid of the spurious effects of the copper wires and 
the magnetic field calibrations of the thermocouples.  
This activity has been rewarded and supported with a DAAD 
Scholarship, Research Grants Award – Short-term grants, 2017 
(57314023). 
 
4.2.1 Electrical measurements: resistivity, magnetoresistance 
and transverse resistivity 
 
 
Figure 2: Temperature dependence of the normalized electric resistivity 𝜌/𝜌(380K) in 
the range 4-380K. Inset: Enlarged view of 𝜌/𝜌(380) curves between 4 and 100 K. 
 
Figure 2 shows 𝜌(𝑇) of the best eleven samples, measured in the 
temperature range 4-380 K. The curves are normalized to the value at 
380 K (𝜌/𝜌(380K)) to get rid of the geometrical factors when 
comparing the samples. All the crystals show a quite sharp 
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superconducting transition which occurs at 𝑇𝑐~11 K (inset of Figure 2). 
All the 𝜌(𝑇) are almost 𝑇-linear at high temperatures and deviations 
from linearity can be observed for some samples, whose 𝜌(𝑇) curves 
show a saturation above 𝑇𝑐. Indeed, although all the Bi-2201 crystals are 
cut from the same batch, some samples can present more impurities. 
Furthermore the transport properties of Bi-2201 are quite non-
reproducible even among crystals of nominally the same composition 
[7,8,9] and the residual in-plane resistivity is usually large [9,10]. 
Therefore, I performed the electric characterization on several samples 
and I report here the data relative to the best three crystals, namely L2, 
K8 and K14. In this context, with “best samples” I intend those whose 
𝜌(𝑇) curves shows a 𝑇-linear behaviour in the widest investigated range 
of temperatures. Indeed, in Chapter 1 we discussed that this is the basic 
feature which characterizes the strange metal regime of cuprates. 
Appendix D shows the magnetization and the magnetic susceptibility 
measurement of L2 sample, probing the normal and the 
superconducting state respectively. In particular, we find a quite narrow 
superconducting transition which evidences the good quality of the 
crystal. 
Figure 3a displays the magnetoresistance, defined as (𝜌𝑥𝑥(𝐵) −
𝜌𝑥𝑥(0)/𝜌𝑥𝑥(0)), of the L2 sample as a function of magnetic field up to 
9 T applied in the out-of-plane direction perpendicular to the electric 
current for selected temperatures in the range 20-250K. Its B-
dependence is almost quadratic, as shown by the solid lines in Figure 3a 
which are quadratic fits to experimental data (open symbols). Slight 
deviations from 𝐵2 can be justified by the uncertainty due to the small 
magnitude of the signal, which at 20 K reaches 0.5% at 9T. The 
quadratic B-dependence is well reproduced also by K10 and K7 samples 
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(not reported). We do not report the measured magnetoresistance at 15 
K since its B-dependence is almost linear rather than quadratic and this 
could be due to the proximity to 𝑇𝑐.  
Figure 3b shows the bi-logarithmic plot of the magnetoresistance values 
at 9 T (MR@9T) as a function of temperature for the samples L2, K10 
and K7. The data relative to the three samples almost overlap from 15 K 
to 40 K, where the MR@9T monotonically decrease with increasing 
temperature. However, it is important to notice that a sizeable 
magnetoresistance is measured up to 250 K. As evidenced by the bi-log 
scale, the low temperature reduction is as fast as ~𝑇−4 (black dashed 
line in Figure 3b) up to 30 K. Above 40 K, the MR@9T of the three 
samples is almost constant, assuming values between ~2∙10-4 and ~10-3 
(the orange dashed line in Figure 3b corresponds to a mean value of 
7∙10-4). 
 
Figure 3: (a) B-dependence of the magnetoresistance (𝜌𝑥𝑥(𝐵) − 𝜌𝑥𝑥(0)/𝜌𝑥𝑥(0)) of the 
L2 sample for selected temperature in the range 20-250K. Solid lines are quadratic fit to 
experimental data (empty symbols). (b) T-dependence of (𝜌𝑥𝑥(9𝑇) − 𝜌𝑥𝑥(0)/𝜌𝑥𝑥(0)) 
for the L2, K10 and K7 samples. 
 
Figure 4 shows the transverse resistivity 𝜌𝑥𝑦 of the L2 sample as a 
function of the magnetic field up to 9 T applied in the out-of-plane 
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direction perpendicular to the electric current for selected temperatures 
in the range 15-250 K. It is 𝐵-linear in the field and such behaviour has 
been also observed in K7 and K10 samples (not shown). 
 
Figure 4: Magnetic field dependence of transverse resistivity 𝜌𝑥𝑦 of the L2 sample up to 
9T for selected temperatures in the range 15-250 K. Inset: Hall coefficient 𝑅𝐻 extracted 
from 𝜌𝑥𝑦 for the L2 sample (empty dots) and the k7 sample (empty squares). 
The Hall coefficient 𝑅𝐻 is obtained by the slopes of the 𝜌𝑥𝑦 curves at 
each temperature and its temperature dependence is reported in inset of 
Figure 4. We report the results for the L2 and K7 samples, which is 
positive indicating holes as dominant carriers. It displays a weak 
temperature dependence with a broad bump centred around 80 K. This 
behaviour is in agreement with the results reported in Chapter 1 for 
cuprates. 
In Chapter 1 we also introduced the inverse Hall angle cotg 𝜃𝐻 =
𝜌𝑥𝑥 𝜌𝑥𝑦⁄  and we discussed that it has a peculiar temperature 
dependence. In ref. [11] it is reported that for La-doped Bi-2201 
cotg 𝜃𝐻 ~𝐴 + 𝐵𝑇
𝛼 where 𝛼 decreasing from 2 to 1.6-1.7 moving from 
the UD to the OD regime. Figure 5 shows the calculated cot 𝜃𝐻 at B=9T 
135 
for the L2 and K7 samples as a function of 𝑇1.66 and the data are well 
fitted by a straight line (blue line in Figure 5). The exponent 1.66 has 
been guessed by the bi-logarithmic plot of cotg 𝜃𝐻, reported in inset of 
Figure 5.  
 
Figure 5: Inverse Hall angle cot 𝜃𝐻 = 𝜌𝑥𝑥 𝜌𝑥𝑦⁄  at B=9T of L2 (black squares) and K7 
(red dots) samples as a function of 𝑇1.66. The blue line is a linear fit to the data. Inset: 
Bi-logarithmic plot of cot 𝜃𝐻. 
 
4.2.2 Thermoelectric measurements: Seebeck and Nernst 
effect 
Figure 6 shows the temperature dependence of the Seebeck effect 𝑆 
from 11 to 290 K. At low temperature, it is slightly positive 
(~0.3𝜇V/K) and by increasing temperature it monotonically decreases 
reaching ~-18 𝜇V/K at 290 K. 𝑆 is markedly non-linear in the 
temperature range considered and the zero temperature extrapolated 
value 𝑆0 is ~4𝜇V/K. As already noted in Chapter 1, the peculiar in-
temperature behaviour of the Seebeck effect of cuprates differs from the 
simple picture of conventional metals predicting a linear 𝑆 with 𝑆0 equal 
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to zero. Furthermore, no “phonon drag” peak is detected around 𝜃𝐷/5-
𝜃𝐷/4 (𝜃𝐷 is estimated to be around 200 K in Bi-based cuprates [12]), as 
expected for a pure metal. It is also worth to notice that apart from the 
slightly positive values around 11 K, 𝑆 is negative up to 290K, in 
contrast with the positive sign of the Hall coefficient (inset of Figure 4) 
and with the simple expectation that thermopower has the carriers’ sign. 
On the other hand, Allen et al. [13] calculated the electronic energy 
bands of La2-xSrxCuO4 and YBa2Cu3O7 from local density functional 
theory. They predicted that 𝑅𝐻 should appear “holelike” when electrons 
orbit in metallic planes but 𝑆 should appear “electronlike” for in-plane 
thermal gradients.  
 
Figure 6: Temperature dependence of the Seebeck coefficient 𝑆 as a function of 
temperature between 11 and 290 K (empty circles). The coloured symbols are 
isothermal measurements performed at selected temperatures in the range 15-220 K in a 
magnetic field from 0 to 14 T. Inset: Magnetic field dependence of 𝑆(𝐵) − 𝑆(0) from 0 
to 14 T at same selected temperatures. 
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The coloured symbols in Figure 6 are isothermal measurements 
performed at selected temperatures varying the magnetic field from 0 to 
14 T. The zero-field values of 𝑆 (empty circles in Figure 6) are well 
reproduced by the isothermal data at 0 T up to 100 K and a slight 
difference occurs at higher temperatures, where almost no magnetic 
field dependence was detected. In Chapter 1 we also introduced the 
“universal” curve of 𝑇𝑐/𝑇𝑐
𝑚𝑎𝑥vs 𝑆 (290 K) (OCT relation). Given the 
measured value of 𝑆(290 K) ~-18 𝜇V/K, it does not follow the OCT 
relation (which would predict 𝑆(290 K) ~1𝜇V/K for 𝑇𝑐/𝑇𝑐
𝑚𝑎𝑥~1) and it 
is a factor ~2 larger than the value measured in non-substituted Bi-2201 
thin films (Figure 12 of Chapter 1).  
In inset of Figure 6 we show the magnetic field dependence up to 14 T 
of Δ𝑆 = 𝑆(𝐵) − 𝑆(0). We measured a significant magnetic field 
dependence from 15 40 K, with the maximum variation of ~-3.4𝜇V/K  
at 14 T when T=35 K (brown triangles in inset of Figure 6). By 
increasing temperature, Δ𝑆 progressively diminishes and becomes 
vanishing small above 80 K. It is worth to notice that no magnetic-field 
dependence of 𝑆 is expected within the simple Mott formula (Eq. 2.56 
in Chapter 2). 
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Figure 7: Temperature dependence of Nernst coefficient between 15 and 300 K, 
measured at B=14 T (empty bullets). The coloured filled symbols refer to the Nernst 
value at 14 T measured when performing isothermal measurements at T=11,15,20,25 
and 30 K varying B from 0 to 14 T. Vertical dashed line signals the critical temperature 
𝑇𝑐~11 K. Inset: B-dependence of the Nernst coefficient from 0 to 14 T at the selected 
temperatures. 
 
Figure 7 shows the temperature dependence of the Nernst coefficient 𝑁 
between 15 and 300 K (empty bullets). At room temperature its value is 
negative ~-0.05 𝜇V/K and it decreases in absolute value with lowering 
temperature, crossing zero at 75 K. Below this temperature 𝑁 is positive 
and reaches ~ 0.7 𝜇V/K at 7 K, that is 4 K below 𝑇𝑐. The inset of Figure 
7 shows the magnetic field dependence of 𝑁 from 0 to 14 T at 
𝑇=11,15,20,25,30 K. At 11 K, just above 𝑇𝑐, 𝑁 sharply rises with the 
field, reaching a broad maximum around 3T and slowly decreasing at 
higher fields. At T=15K, 𝑁 decreases markedly and it almost saturates 
to ~2.5∙10-7 𝜇V/K at 14 T. For T≥20K it is linear in 𝐵 with a slope 
mildly decreasing with increasing 𝑇. As discussed in Chapter 1, 𝑁 of 
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hole-doped cuprates is the sum of the normal term 𝑁𝑛 and an anomalous 
contribution 𝑁𝑎 which below 𝑇𝑐 is identified with the vortices 
contribution 𝑁𝑠 we described in Chapter 2, whereas, above 𝑇𝑐, its origin 
remains controversial [14]. 
As shown in Chapter 2, the term. 𝑁𝑛 is expected to be linear in 𝐵 (eq. 
2.66), whereas 𝑁𝑠 has a characteristic “tilted-hill” profile as a function 
of 𝐵 [14].We therefore suggest that 𝑁~𝑁𝑠 below ~20 K. At this stage, 
we then observe that a (positive) anomalous contribution 𝑁𝑎 is still 
present above 20 K. 
 
4.2.3 Thermal transport: longitudinal and transverse 
conductivity 
Figure 8 shows the temperature dependence of the longitudinal thermal 
conductivity 𝜅 between 6 and 280 K. For B=0 T, with decreasing 
temperature, it linearly decreases from 280 K to ~75 K, where 𝜅 starts 
to increase showing a peak of ~7.5 Wm-1K-1 around 25 K. Below this 
temperature 𝜅 goes to zero in the T→0 limit. By switching on a 
magnetic field B=14 T (red diamonds in Figure 8), the peak at 25 K 
reduces to ~6 Wm-1K-1 with a 𝐵-dependence which is shown in the 
Inset of Figure 8. The magnetic field dependence is maximum at 15 K 
(𝜅(𝐵)/𝜅(0)~80%) and it decreases by increasing temperature being 




Figure 8: Temperature dependence of longitudinal conductivity 𝜅 from 6 to 280 K at 
B=0 T (black bullets) and B= 14 T (red diamonds). The dashed vertical line indicates 
the critical temperature 𝑇𝑐~11 K. Inset: magnetic field dependence of 𝜅(𝐵)/𝜅(0) 
between 0 and 14 T at selected temperatures in the range 11-260 K. 
 
In Chapter 1 we already showed that a distinctive feature of 𝜅 in-plane 
of cuprates is that it exhibits a large enhancement below 𝑇𝑐 which 
culminates in a broad peak near 𝑇𝑐/2 [15]. This feature was discussed in 
terms of the BRT theory [16] whose essential point is that as the 
electrons condensate and the electronic thermal conductivity rapidly 
vanishes below 𝑇𝑐, the mean-free path of phonons may increase to such 
an extent that the lattice thermal conductivity more than compensates 
for the loss of the electronic contribution. Experiments show that the 
anomaly is readily suppressed applying the magnetic field [17] and this 
can be understood by considering that, in a d-wave superconductor, also 
nodal quasiparticles (QPs) contribute to the total thermal conductivity. 
Indeed, the magnetic field dependence of the broad peak below 𝑇𝑐 is 
attributed to the QP scattering off vortices [18].  
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Interestingly, Figure 8 shows that the measured 𝜅 shows a peak which is 
above 𝑇𝑐 and should be therefore of different origin than the broad peak 
common to the majority of cuprates which we described above. Indeed, 
a “knee” feature of 𝜅 around 10 K has been measured in Dy-doped Bi-
2212 single crystals by Sun et.al [19]. Here they showed that upon 
doping Dy, the broad peak is strongly suppressed and a new peak at 10 
K emerges. This low-T peak is the strongest in the x=30 sample (having 
𝑇𝐶=45K) and survives in the non-superconducting samples, which 
clearly indicates that it originates from the phonon heat transport. 
Interestingly, in the undoped compound of other cuprates, the phonon 
heat transport shows a large phonon peak around 20 K, whose 
magnitude varies between ~20 and ~80 W/K m [19]. However, it is 
known that Bi-2201 system has much dirtier phonon heat transport than 
other cuprates, probably due to the strong disorder of the crystal lattice 
caused by the excess oxygen. For Dy-doped Bi-2212 in [19] is 
discussed that a moderate Dy doping can enhance the phonon 
conductivity rather strongly because the crystal structure is somewhat 
stabilized by doping an appropriate amount of Dy. They therefore 
linked the knee feature of 𝜅(T) to the competition between the decrease 
of QP heat transport and the increase of phonon heat transport upon 
lowering temperature across 10 K. In addition, the measured field 
dependence of 𝜅 (Inset of Figure 8) is compatible with that measured in 
[19] and therefore, the peak observed around 25 K should be of the 
same phonon origin as described in [19]. The phonon peak was never 
observed before in Bi-2212 and to our knowledge it is the first time that 
it has been observed in Bi-2201. 
As already discussed in section 4.2, 𝜅𝑥𝑦 is a challenging quantity to 
detect since it can be as much as 1000 times smaller than 𝜅 and 
currently there are very few measurements for the cuprates [20,21]. 
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Figure 9a shows the transverse thermal gradient Δ𝑦𝑇/𝑦 (where 𝑦 is the 
width of the crystal) which generates due to 𝐵 applied perpendicularly 
to a longitudinal thermal gradient Δ𝑥𝑇/𝑥 (where 𝑥 is the length of the 
crystal). In order to calculate 𝜅𝑥𝑦, we considered the slope Δ(Δ𝑦𝑇/𝑦 )/
Δ𝐵 (Figure 9a). Figure 9b shows the temperature dependence of 𝜅𝑥𝑦 
calculated as 𝜅𝑥𝑦 =  





 at B=14T for selected 
temperatures in the range 20-40 K. As expected, it is small at low 
temperatures (~2× 10−3W/m K at 20 K) and it decreases by rising 
temperature (Figure 9b).  
 
Figure 9: (a) Magnetic field dependence from 0 to 14 T of the transverse thermal 
gradient Δ𝑦𝑇/𝑦 at T=20 K (empty dots). The red line is a linear fit to data. (b) 
Temperature dependence of 𝜅𝑥𝑦 at B=14 T for selected temperatures in the range 20-40 
K (empty dots). Red line is a fit to data with 𝜅𝑥𝑦 = 𝐴𝑇
−2.9 + 𝐶 function. 
 
4.3 Comparison with Boltzmann theory 
With the set of data collected and presented in the previous paragraphs, 
we now perform the data analysis within the Boltzmann approach we 




4.3.1 Thermal conductivity and Wiedemann-Franz law 
As already mentioned, the interpretation of longitudinal thermal 
conductivity 𝜅 in cuprates is complicated by the fact that the total 
thermal conductivity is given by 𝜅 = 𝜅𝑒𝑙 + 𝜅𝑝ℎ, where 𝜅𝑒𝑙 and 𝜅𝑝ℎ are 
the electron and phonon contribution to 𝜅 respectively. In cuprates, 𝜅𝑝ℎ 
can be the same order of magnitude of 𝜅𝑒𝑙 (e.g. in single crystals of 
YBCO [22] and Y-doped Bi-2201 [23]), or even 10-100 times larger 
(e.g. in polycrystalline samples of REBa2Cu3O7 [24]). Figure 10 shows 
the comparison between the measured 𝜅 (black dots) and the 𝜅𝑒𝑙 





−8WΩK-2 is the Lorenz number, see Chapter 2). One first 
observation is that the estimated 𝜅𝑒𝑙 is more than 20 times smaller than 
the measured 𝜅 and this implies that 𝜅𝑝ℎ is the main contribution to 𝜅. 
 
Figure 10: Measured longitudinal conductivity 𝜅 (black dots) compared with the 
electron contribution 𝜅𝑒𝑙 estimated with the Wiedemann-Franz law (red empty 
diamonds) 
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As discussed in Chapter 2, the thermal Hall effect is a useful tool to 
extract the electronic component from the total 𝜅. In particular, we 
evaluate the Hall-Lorenz number 𝐿𝑥𝑦 =
𝜅𝑥𝑦
𝜎𝑥𝑦𝑇
 (equation 2.68) which is 
regarded as a direct source of information about the electronic heat 
current [20]. Figure 11 shows the temperature dependence of the ratio 
𝐿𝑥𝑦/𝐿0 from 15 to 40 K. The results show an enhancement of 𝐿𝑥𝑦 
above the 𝐿0 value below 25 K, whereas, from above 25 K to 40 K 𝐿𝑥𝑦 
is significantly smaller than 𝐿0. Proust et al. [25] studied the 
(longitudinal) heat transport in Bi2+xSr2-xCuO6+δ at sub-Kelvin 
temperatures and in magnetic fields as high as 25 T. The zero-
temperature limit of 𝜅 (𝜅0) let them calculate the Lorentz number 𝐿 and 
test the Wiedemann-Franz (WF) law. They reported values of 𝐿/𝐿0 
between 2 and 3 for the optimally doped sample (in agreement with our 
low-temperature results) and 𝐿/𝐿0 results up to 6 in underdoped 
samples. In addition, they showed that the WF law is verified in the 
overdoped side of the phase diagram. In [25] they considered possible 
microscopic origins of the strong (𝐿/𝐿0 ≥2) and reproducible deviation 
measured for underdoped and optimally doped samples. A class of 
models are those invoking the breakdown of the Fermi liquid in the 
vicinity of a quantum critical point (QCP), where one may expect the 
emergence of non-Fermi-liquid properties, which may include a 
violation of the WF law. A value of Lorenz number which exceeds the 
Sommerfeld value for a factor around 2 has also been reported both in 
optimally doped EuBa2Cu3O7 (EuBCO) single crystal [26] and 
optimally doped YBa2Cu3O7-d (YBCO) [21] by studying the transverse 
thermal transport. In ref. [21] the authors pointed out that an increase of 
𝐿 is expected if it is taken into account the opening of a pseudogap at 
the Fermi surface. This has been shown by Minami et al. in ref. [27], 
where it is shown that the ratio 𝐿/𝐿0 can reach a value of ~2.5 
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(depending on temperature and width of the pseudogap) and this agrees 
well with YBCO [21], EuBCO [26] and our low temperature results 
(Figure 11). On the other hand, Zhang et al. [20] reported in YBCO a 
𝐿𝑥𝑦 which is significantly smaller than the Sommerfeld value, with the 
ratio 𝐿𝑥𝑦/𝐿0 varying from 0.15 to 0.6 when temperature is increased 
from 95 to 320 K. They discussed that a suppressed 𝐿𝑥𝑦/𝐿0 ratio may 
be expected in systems with dominant electron-electron (ee) scattering 
[20]. A discussion of this point illustrates how normal (N) and umklapp 
(U) scattering processes influence the 𝐿𝑥𝑦/𝐿0 ratio. As in the case of 
lattice thermal conduction [28], N processes leave the total momentum 
of the electron gas unchanged, so that the charge current cannot relax 
without U processes. However (unlike lattice conduction), N-process ee 
scattering does relax the heat current because it causes a redistribution 
of energy between hot and cold electrons. This distinction implies that 
systems in which ee scattering is dominant have a strongly reduced 
Lorentz number. This may explain the measured 𝐿𝑥𝑦/𝐿0 above 25K 
(see Figure 11). 
The temperature dependence of the 𝜅𝑒𝑙 may be derived if we assume 
that 𝐿 ≈ 𝐿𝑥𝑦. The results are shown in inset of Figure 11. With 
increasing temperature, 𝜅𝑒𝑙 decreases and this can be interpreted as a 
result of decrease in the effective concentration of charge carriers. 
Similarities between the behaviour of 𝜅𝑒𝑙(𝑇) and the temperature 
dependence of the Hall concentration (𝑛𝐻 = 1/(𝑒𝑅𝐻)), that is shown in 
the same inset, support this conclusion. On the contrary, in YBCO 𝜅𝑒𝑙 
and 𝑛𝐻 both decrease with decreasing temperature from 300 to 100 K 




Figure 11: Temperature dependence of the ratio 𝐿𝑥𝑦/𝐿0 from 15 to 40K. Inset: 
temperature dependence between 15 and 40 K of  𝜅𝑒𝑙 calculated as 𝜅𝑒𝑙 = 𝐿𝑥𝑦𝜌 𝑇⁄  and 
𝑛𝐻 = 1 𝑒𝑅𝐻⁄ . 
 
In conclusion, from Figure 11 we would infer that the enhanced value of 
𝐿𝑥𝑦/𝐿0 could be due to a redistribution in the EDOS, although the 
temperature dependence of 𝜅𝑒𝑙 and 𝑛𝐻seem not to be compatible with 
the presence of a pseudogap. Above 25 K, the reduction of the 𝐿𝑥𝑦/𝐿0 
ratio down to 0.25 could be due to ee scattering. 
 
4.3.2 Magnetoresistance analysis 
As already presented, the magnetoresistance (MR) of the L2 sample 
(shown in Figure 3a) is quadratic in 𝐵. In Chapter 1 and Chapter 2 we 
argued that if 𝜌 is proportional to 1 𝜏𝑡𝑟⁄ , a plot of Δ𝜌/𝜌 vs (𝐵/𝜌)
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should fall on a straight line with a slope that is independent of 𝑇. This 
is known as Kohler plot and it is obeyed in a large number of standard 
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metals, provided that changes in temperature or purity simply alter 
𝜏𝑡𝑟(𝑇) by the same factor. 
In Figure 12, we show the MR (𝜌(𝐵) − 𝜌(0))/𝜌(0) = Δ𝜌 𝜌0⁄  of the L2 
sample as a function of 𝐵2 𝜌0
2⁄  with 𝐵 between 0 and 9T. It is clear that 
Kohler’s rule is violated below 45 K. Instead of a single curve, we 
obtain lines whose slope decreases with increasing 𝑇 and only the 
T=45K, 60K and 80K almost overlap. Interestingly, this is the 
temperature region where magnetoresistance is constant with 
temperature (see Figure 3b). 
 
Figure 12: Kohler plot for the L2 crystal of Bi-2201 at temperatures between 20 and 80 
K. 
 
In ref. [29] it has been measured the normal-state MR of 90-K and 60-K 
YBCO and LSCO in the longitudinal and transverse geometries. In all 
cases, the orbital component of the MR displays a temperature 
dependence which strongly violates Kohler’s rule. However, contrary to 
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the long-standing view that Kohler’s rule is strongly violated in 
underdoped cuprates, in ref. [30] it is found that it is satisfied in the 
pseudogap phase of Hg-1201. Furthermore, Kimura et al. [31] focused 
on the in-plane MR of the overdoped and optimally doped regions of 
LSCO. By extending the MR measurements over a wide temperature 
range, they reported the validity of the classical Kohler’s rule in the 
overdoped normal metal phase. In contrast to the Kohler scaling 
behaviour in the overdoped sample, MR for the optimally doped 
samples cannot be simply scaled by (𝐵/𝜌0). At high temperatures the 
MR curves more or less fall onto the same single line whereas at low 
temperatures the MR curves deviate upwards from those at high 
temperatures. This deviation becomes more significant as the 
temperature approaches the optimal composition. The authors suggested 
that the violation of the Kohler’s rule in superconducting LSCO is 
largely due to a superconducting fluctuation. Since the phenomenology 
reported in ref. [31] is similar to our results (Figure 12) it is reasonable 
to assume that superconducting fluctuations play a role also in Bi-2201. 
However in section 4.2.1 we discussed that we measured a B-linear 
magnetoresistance only at 15 K and that this could be related to the 
proximity to the superconducting transition. In addition, from the 
magnetic field dependence of 𝑁 (see section 4.2.2) we confined the 
contribution of superconducting vortices below 20 K. At this stage we 
therefore suggest the presence of an (unknown) contribution which 
enhances the magnetoresistance in the range 20-40K. 
 
4.3.3 Seebeck effect analysis 
We already observed that the measured 𝑆 is negative (Figure 6) whereas 
𝑅𝐻 is positive (inset of Figure 4). This is in contrast with the simple 
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prediction of the semiclassical theory (section 2.5 in Chapter 2) that the 
thermopower has the carrier sign. Nevertheless, in Figure 13 we report 
the measured 𝑆 (black dots) compared with the calculated 𝑆 from the 
Mott formula 𝑆2𝐷








 (eq. 2.56 in Chapter 2) for 
holes (red filled dots) and electrons (red empty dots). In particular, we 
consider the 2D expression of the Fermi energy 𝐸𝐹 = 𝜋ℏ
2𝑛2𝐷/𝑚
∗ 
(inset of Figure 13), where 𝑛2𝐷 = 𝑛 ∙ 𝑐𝑎𝑥𝑖𝑠 is the 2D density of carriers. 
We estimate the (volume) density of carriers 𝑛 from 𝑅𝐻 as 𝑛 = 1 𝑅𝐻𝑒⁄  
and multiply it by 𝑐𝑎𝑥𝑖𝑠=24.6 Å [32] to get 𝑛2𝐷. Furthermore, we 
considered that 𝑚∗~5𝑚𝑒 from quantum-oscillation experiments 
performed on single crystals of Tl-2201 [33]. Interestingly, Figure 13 
shows that even if the measured 𝑆 is not linear in 𝑇, its values are quite 
well reproduced by the Mott expression for electrons, in particular at 
low temperatures. 
 
Figure 13: Temperature dependence of Seebeck effect from 13 to 300 K (black line). 
Red filled (empty) bullets represent the Mott expression for S for holes (electrons) 
carriers. Inset: calculated 2D expression for the Fermi energy 𝐸𝐹. 
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4.3.4 Nernst effect analysis 
We already pointed out that in hole-doped cuprates the divergency of 
the Nernst signal 𝑁 which occurs when 𝑇 → 𝑇𝑐 is due to the 
contribution of the superconducting vortices (𝑁𝑠). 𝑁𝑠 is futher 
characterized by its markedly non linear magnetic field dependence, in 
contrast to the signal of the charge carriers (𝑁𝑛), which is expected to be 








, eq. 2.66). From Figure 7 we confined 
the presence of 𝑁𝑠 below 20 K and we discussed that the enhancement 
of 𝑁 above 20 K should be due to another anomalous mechanism we 
identified with 𝑁𝑎. In order to investigate this effect, we estimate the 
Peltier coefficients. Given the measured temperature dependences of 









2  (eq. 2.30 and 2.31 
respectively) of our compound. 
Figure 14a shows the temperature dependence of 𝛼𝑥𝑥 (black filled dots) 
and 𝛼𝑥𝑦 (empty black dots) from 15 to 250 K. It emerges that 𝛼𝑥𝑥 is 
negative in the temperature range considered, it reaches a maximum 
value of ~-1 V/K around 100 K and tends to zero for 𝑇 → 𝑇𝑐. 𝛼𝑥𝑦 
(black empty dots) is more than 20 times smaller than 𝛼𝑥𝑥 and changes 
sign from negative to positive below 25 K. In ref. [34] it has already 
been discussed that 𝛼𝑥𝑦 may be written as a term 𝛼𝑥𝑦
𝑠  due to the 
superconducting vortices that adds to a normal-state term 𝛼𝑥𝑦
𝑛 . 




Figure 14: (a) Temperature dependence of the Peltier coefficients 𝛼𝑥𝑥 (black filled 
bullets) and 𝛼𝑥𝑦 (black empty bullets) from 15 to 250 K. 𝛼𝑥𝑦 is multiplied by a factor 
20. (b) Temperature dependence of the Hall angle 
𝜎𝑥𝑦
𝜎𝑥𝑥




 (black bullets) between 15 and 250 K.  




(black filled bullets) and the Hall angle 
𝜎𝑥𝑦
𝜎𝑥𝑥
 (red filled diamonds). They 
are nearly equal from 250 K down to 100 K, where we accordingly 
measured a small negative 𝑁 (Figure 7). Below 75 K, the thermal and 
the Hall angles depart one from another, with the Hall angle almost 
saturating at ~0.01 whereas the thermal angle starts to diminish towards 
negative values. This behaviour is remarkable and evidences the 
presence of an anomalous contribution below 75 K. 
In conclusion, with the analysis performed in this section we were able 
to discuss some features of the data presented in section 4.2. In 
particular: (i) from the values of 𝐿𝑥𝑦 we discussed a possible 
redistribution of the electronic density of states below 25 K (𝐿𝑥𝑦>𝐿0), 
supported by the similar T-behaviour of 𝜅𝑥𝑦 and 𝑛𝐻.; (ii) the Kohler 
rule is violated below 40 K where the magnetoresistance decreases as 
𝑇−4; (iii) the low-temperature values of S are quite well reproduced by 
the Mott formula for the electrons; (iv) the Nernst effect exhibits the 
vortex contribution below 20 K, but it remains anoumalously enhanced 
also at higher temperatures; (v) the transversal Peltier coefficient 𝛼𝑥𝑦 
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changes sign around 25 K from negative to positive by lowering T and 




 with the thermal angle 
𝛼𝑥𝑦
𝛼𝑥𝑥
 we observed similar positive values 
from 250 K to 75 K. Below this temperature the Hall angle almost 
saturates at ~0.01, whereas the thermal angle rapidly diminishes 
towards negative values. This deviation is remarkable and could 
evidence the presence of an anomalous contribution in the Nernst effect 
below 75 K. 
However, this analysis is not exhaustive for the Bi-2201 compound and 
many issues have still to be addressed. For instance, as discussed in 
Chapter 1, it is not possible to analyse the T-linear electrical resistivity 
(Figure 2) and the cotangent of the Hall angle (Figure 5) by means of 
the standard Boltzmann scenario.  
In the next section we will try a completely different and innovative 
approach to the data analysis, starting right from the electrical reaistivity 
and the cotangent of the Hall angle. 
 
4.4 Comparison with holographic formulae 
For a highly correlated fluid, the interactions are large and so probably 
cannot be treated using any fundamentally perturbative approach which 
starts with a free particle description, as for the Fermi-Liquid theory. 
There is a well-developed and extremely successful theoretical solution 
of this problem applicable to one-dimensional and quasi-one-
dimensional electron fluids based on “bosonization”, but no such 
approach exists in higher dimensions. In this context, it is important to 
seek new approaches – theories that honestly treat the strong correlation 
physics – even if the connection to the relevant microscopic physics is 
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unclear. This is where the mathematics of string theory may help: with 
the holographic duality, one can address the physics of strongly 
interacting finite density systems. Since 2007, the properties of matter at 
finite density have been central focus of this “holography” research 
[35]. In Chapter 2 we reported the dependence of transport coefficients 
(electric, thermal and thermoelectric) on temperature and magnetic field 
which have been predicted by mean of the holographic theory for those 
systems where the Fermi liquid picture fails [36, 37]. We already noted 
that the the six calculated transport coefficients depend only on four 
parameters: two thermodynamical variables 𝜌 (charge density) and 𝑠 
(entropy density) and two dynamical parameters 𝜎𝑄 (a characteristic 
quantum conductivity) and 
𝜏
ℰ+𝑃
 (the ratio between the explicit 
momentum dissipation rate and the sum of the energy density and the 
pressure of the electronic plasma).  
We therefore need four phenomenological entries to determine the 
transport properties of the system. In particular, we start the analysis 
considering the density of carriers obtained from the Hall coefficient 
𝑅𝐻, the electric resistivity 𝜌𝑥𝑥, the cotangent of the Hall angle cotg 𝜃𝐻 
and the Seebeck effect 𝑆 to get some information about the parameters 
𝜌 (density of charge), the ratio 
𝜏
ℰ+𝑃
, 𝜎𝑄 (quantum conductivity) and 𝑠 
(entropy density). We will then compare our predictions with the 
measured magnetoresistance, Nernst coefficient 𝑁 and transverse 
thermal conductivity 𝜅𝑥𝑦. 
As a first step, we would like to find which is the leading order for our 
parameters in the 𝑇 → 0 limit and to check if a coherent picture can be 
derived. Figure 15 shows the temperature dependence of the 2D carrier 
density we already calculated as 𝑛𝐻
(2𝐷)
= (1 𝑅𝐻⁄ )𝑐𝑎𝑥𝑖𝑠 (see section 
4.3.1) between 15 and 250 K. It can be noted that this quantity does not 
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change much in the range of temperature considered, showing a 
maximum variation of ~18% between 15 and 75 K. It is therefore 
reasonable to assume a constant density 𝜌 (supposing that 𝜌 = 𝑛𝐻
(2𝐷)
𝑒, 
with 𝑒 being the elementary charge). 
 
Figure 15: Temperature dependence of 𝑛𝐻
(2𝐷) from 15 to 250 K. 
 
In section 4.2.1 we discussed that 𝜌𝑥𝑥 is 𝑇-linear in a broad temperature 
range above 𝑇𝐶, whereas by plotting cotg𝜃𝐻 in a bi-log scale we 
observed that it is ∝ 𝑇1.66. Figure 16 reports 𝜌𝑥𝑥 (panel (a)) and cotg 𝜃𝐻 
at B=9T (panel (b)) fitted with a linear and a power 𝑇1.66 polynomyal, 
respectively (red curves). We see that both the linear part of 𝜌𝑥𝑥 and 
cotg 𝜃𝐻 tend to a constant ≠ 0 when 𝑇 → 0.  
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Figure 16: (a) Temperature dependence of the electric resistivity 𝜌𝑥𝑥with the linear fit 
𝜌𝑥𝑥 = 𝑎 + 𝑏𝑇 (red line). (b) Temperature dependence of the cotangent of the Hall angle 
cotg 𝜃𝐻 = 𝜌𝑥𝑥/𝜌𝑥𝑦 with the power fit cotg 𝜃𝐻 = 𝐴𝑇
1.66 + 𝐶 (red line). 























2 (eq. 2.83) 
at low B, we obtain: 
𝜎𝑥𝑥~𝜎𝑄 + 𝜎𝐷,    𝜎𝑥𝑦~
𝐵𝜎𝐷
𝜌
























. Since we found that cotg 𝜃𝐻 → 𝐶 when 𝑇 → 0 (Figure 
16b), from eq. 4.2 it follows that the leading order for 𝜎𝐷 is a constant 
value when 𝑇 → 0. With this in mind, from eq. 4.3 it comes out that 
also 𝜎𝑄 has to tend either to a constant or to zero in order to fulfil that 
the linear part of 𝜌𝑥𝑥 tends to a constant when 𝑇 → 0 (Figure 16a). 
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We therefore fix that in the low field limit, for 𝑇 → 0, the leading order 
of 𝜎𝐷 should be a constant, while 𝜎𝑄 can either tend to zero or a 
constant value.  
We can also try to predict the temperature behaviour of the 
magnetoresistance and compare such prediction with our experimental 






, from the holographic expressions of 𝜎𝑥𝑥 and 𝜎𝑥𝑦, after 


















         (4.4) 
Eq. 4.4 shows that the magnetoresistance depends on 𝜎𝑄 and 𝜎𝐷. 
Therefore, it should tend either to a constant or to zero when 𝑇 → 0. 
Interestingly, from Figure 3b it emerges that 
Δ𝜌𝑥𝑥
𝜌𝑥𝑥
 at 9 T is constant in 
temperature above 40 K while it is quadratic in B, as predicted by eq. 
4.4.  
Therefore, we think about a scenario where there is a constant 
contribution satisfying the 𝑇 → 0 limit of eq. 4.4 and another 
(unknown) contribution which enhances the magnetoresistance below 
40 K. We also recall that the Kohler rule is not fulfilled below this 
temperature, as discussed in section 4.3.2.  
Let’s now focus on the remaining parameter, namely the density of 
entropy 𝑠. Considering the Seebeck coefficient 𝑆~
𝛼𝑥𝑥
𝜎𝑥𝑥
, in order to 
obtain its low field expression, we first have to derive the expressions 
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            (4.5) 
Reminding that 𝜎𝑥𝑥~𝜎𝑄 + 𝜎𝐷, putting eq. 4.5 in 𝑆~
𝛼𝑥𝑥
𝜎𝑥𝑥
, we get the low 






            (4.6) 
Therefore, in the 𝑇 → 0 limit, the temperature dependence of 𝑆 should 
be the same of 𝑠. The inset of Figure 17 shows the temperature 
dependence of −𝑆 in bi-log scale from 15 to 300 K. (𝑆(𝑇) is shown in 
Figure 17 for reference). With increasing temperature, −𝑆 shows a 
decreasing slope so that 𝑆(𝑇) cannot be reproduced by a single power 
of 𝑇 in the considered temperature range. However, we see that at 
𝑇 → 0, 𝑆 tends to a positive value with a slope which is ~2. According 




Figure 17: Temperature dependence of the Seebeck effect 𝑆 from 10 to 300 K (black 
dots) Inset: bi-logarithmic plot of – 𝑆. The curve is compared with a dashed blue line 
which is proportional to 𝑇2. 
 
If our analysis is consistent, at this point we should be able to be predict 
the scaling of the Nernst coefficient 𝑁 and the transverse thermal 
conductivity 𝜅𝑥𝑦. In the previous section we discussed that 𝑁 is 
influenced by the superconducting vortices below 20 K and we will 













2           (4.7) 




, to obtain the low field expression for 𝑁, we first have to 










2 (eq. 2.84) in the 





(𝜎𝐷 + 𝜎𝑄)           (4.8) 
Putting eq. 4.1, 4.6 and 4.8 into eq. 4.7 we finally get the expression for 







)           (4.9) 
From eq. 4.9, taking into account that 𝜎𝐷 tends to a constant and 𝜎𝑄 
either to a constant or zero in the 𝑇 → 0 limit, it follows that 𝑁 has the 
same temperature dependence as 𝑠 (and 𝑆) when 𝑇 → 0. On the 
contrary, the inset of Figure 18 reports 𝑁 in a bi-log scale between 25 
and 90 K (which is the range where 𝑁 > 0 and it is then possible to put 
it in a bi-log scale). The data seem to be well reproduced by a power 
law ∝ 𝑇−2 (blue dashed line). This divergent behavior with decreasing 
temperature could not be accepted for the T-dependence of the entropy 
and in particular is not compatible with our prevision that 𝑠 ∝ 𝑇2.  
 
Figure 18: Temperature dependence of the Nernst coefficient 𝑁 from 25 to 300 K (black 
dots). Inset: bi-logarithmic plot of – 𝑆. The curve is compared with a dashed blue line 
which is proportional to 𝑇−2. 
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Considering Figure 14b, we already supposed that the divergent 
behaviour of 𝑁 can be caused by an anomalous contribution which 
causes the thermal angle to depart from the Hall angle.  











2𝑠2          (4.10) 
where we supposed that ?̅?𝑥𝑦~𝜅𝑥𝑦. Remarkably, from Figure 9b it 
results that 𝜅𝑥𝑦 ∝ 𝑇
−2.9 and, taking into account that 𝜎𝐷 → constant 
when 𝑇 → 0, from eq. 4.10 we obtain 𝑠 ∝ 𝑇−1.9 in the 𝑇 → 0 limit. 
Therefore, in order to fit 𝜅𝑥𝑦, we again find a divergent 𝑠 when 𝑇 → 0. 
Interestingly, this is almost the same divergent temperature dependence 
we obtained from 𝑁 (~𝑇−2). This could mean that 𝜅𝑥𝑦 is affected by 
the same mechanism which causes 𝑁 to be divergent at low 
temperatures. In addition, this contribution cannot be described within a 
holographic scenario, since it leads to a divergent 𝑠. 
In conclusion, we found that, at leading order, 𝜎𝐷 should tend to a 
constant which is different from zero and that 𝜎𝑄 has to tend to a 
constant which can be also zero. Such scenario leads to the prediction of 
a constant (or zero) magnetoresistance when 𝑇 → 0. This is compatible 
with the temperature dependence of the magnetoresistance measured 
above 40 K, whereas the experimental curve is ∝ 𝑇−4 below this 
temperature. Considering the Seebeck coefficient we found a density of 
entropy (𝑠) which is ∝ 𝑇2 when 𝑇 → 0. However, such behaviour is not 
compatible with both the Nernst effect and the transverse thermal 
conductivity, from which it would emerge that 𝑠 diverges as ~𝑇−2 
when 𝑇 → 0. At this stage, we suppose the presence of an unknown 
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contribution which (i) affects the magnetoresistance, (ii) causes 𝑁 to be 
anomalously enhanced and this anomaly is compatible with the 
temperature dependence of the transverse thermal conductivity. This 
unknown contribution cannot be described within an explicit 
momentum-dissipation approach. 
 
4.4.1 New insights: charge ordering in Bi-2201 
In recent times, there have been strong experimental evidences that in 
cuprates the electrons tend to form superstructures unrelated to the 
underlying ionic lattice. Indeed, charge density wave orders have been 
observed in all the phase diagram of many different cuprates: early 
evidence of charge order (CO) had come from La-based cuprates, where 
charge “stripes” were observed near the doping level p=1/8 holes per 
Cu [38,39,40]. More recently, resonant X-ray scattering (RXS) 
experiments revealed incommensurate charge order competing with 
superconductivity also in YBa2Cu3O6+x (Y123) and in Hg- and Bi-based 
cuprates [41]. Furthermore, in [42] it is suggested that the behaviour of 
optical conductivity at optimal doping in strange metals could originate 
from quantum critical CDW modulations. It is questioned to what extent 
CO competes or intertwines with superconductivity, because the 
phenomenology is still incomplete. 
Very recently, in ref. [43] experimental evidences of charge order (CO) 
have been reported in overdoped Sr-Bi-2201 with correlation length of 
40-60 lattice units, that persist up to temperatures of at least 250 K. 
They performed resonant inelastic X-ray scattering (RIXS) that display 
sharp, incommensurate diffraction peaks in overdoped Bi-2201 over a 
wide range of doping levels. These peaks show properties similar to 
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those of the charge density modulation signal in RXS observed in 
underdoped cuprates; therefore, they had been assigned to CO. The 
continued decrease of the CO vector modulus versus increasing doping 
points to a picture where CO would be ubiquitous across the entire 
phase diagram of p-doped Bi-2201. 
From the theoretical point of view the presence of charge modulation in 
the strange metal regime motivates studying quantum critical phases 
with spontaneously broken translations in addition to the explicit 
momentum-dissipation we discussed above. In this sense, Dr. A. 
Amoretti (University of Genova) is actively working to add possible 
electronic textures of the CO state to the holographic formulae 
discussed in the previous section. This could be relevant to understand 
the possible origin of the anomalous contribution we discuss in the 
previous section. In particular, we are thinking about a scenario where 
below a certain temperature, the explicit momentum dissipation is not 
enough to model the system due to the presence of CO. At the moment, 
only the electric conductivity is available and reads [44]: 





         (4.11) 
where Γ is the explicit momentum dissipation rate (𝜏 in eq. 2.83-2.85), 
whereas Ω and 𝜔0 are two characteristic frequencies due to the further 
spontaneous breaking of translations in presence of a CO. Interestingly, 
these two frequencies can be divergent in the 𝑇 →0 limit without the 
violation of any physical law. Hence, there is hope that the divergence 
we found in 𝑠 (from the Nernst coefficient and the thermal conductivity) 
might be reabsorbed by one of these quantities. To develop these ideas 
more quantitatively, we have to wait for the other transport coefficients 
to be calculated including the CO. When this will be completed, the 
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complete set of data collected on Bi-2201 will be of great help to test 
the formulae and this comparison could potentially constitute an 
alternative approach to confirm the presence of CO in the optimal doped 
region of Bi-2201.  
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Conclusions 
The discovery of high-temperature (high-𝑇𝑐) superconductors in 1986 
demonstrated that there must be some – still unknown – mechanisms 
that underpin superconductivity other than phonon coupling. Rather, the 
coexistence and/or proximity of superconductivity to other states such 
as antiferromagnetism, charge order, pseudogapped or strange metal 
phase, is a fundamental point to start looking for what brings 
superconductivity out. In addition, these states are characterized by a 
plethora of emergent anomalous properties, ranging from the presence 
of Dirac fermions to the breakdown of Fermi liquid, which make them 
so fascinating and debated in modern condensed matter physics. In 
particular, I investigated the antiferromagnetic (AFM) phase of a parent 
compound of the 122 family of Iron based superconductors (IBS) and 
the strange metal regime of an optimal doped superconductor of the Bi-
2201 family of cuprates (HTS) by means of electrical, thermal and 
thermoelectric transport properties measurements. Although in real 
materials the combined analysis of transport properties could be highly 
challenging due to multiband character, anisotropic electronic structure 
and physical mechanisms other than diffusive motion of carriers, each 
of these factors yields peculiar features in the temperature and magnetic 
field dependence of transport properties. This allows both the extraction 
of individual band parameters such as mobilities, effective masses, 
scattering times and to look for the main scattering mechanisms or 
signatures of exotic excitations like Dirac fermions. Moreover, from the 
detailed study of the electronic behaviour, the success or the failure of 
the Fermi liquid approach can be tested and discussed. 
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The magneto-transport, although very informative, is not very studied in 
literature, because of the tiny and elusive quantities which have to be 
investigated and the application of high magnetic fields allows to 
magnify them. During my PhD I had the opportunity to perform 
measurements in magnetic fields as high as 30 T at the High Magnet 
Laboratory of Nijmegen (The Netherlands) and up to 14 T at the IFW 
Dresden (Germany).The main aims of this work of thesis were two: 
 to probe the electronic band structure of the IBS parent 
compounds by extracting meaningful quantities, namely the 
Peltier coefficients, which let disentangle the main transport 
mechanisms into play, despite the complexity of the multi-band 
nature which characterizes these compounds; 
 to study the controversial strange metal phase of HTS in view 
of novel approaches developed in the context of emerging 
holographic theories, which address to and demand for the 
complete set of transport coefficient. 
In Chapter 3 I discussed the investigation of the AFM phase of an 
annealed single crystal of BaFe2As2. Thanks to its exceptional quality 
and millimetric sizes, I could perform a complete characterization of its 
properties, both in-plane and out-of-plane. In order to access the Peltier 
coefficients 𝛼𝑥𝑥, 𝛼𝑥𝑦 and 𝛼𝑥𝑧, the complete set of transport properties is 
required. Hence, I performed longitudinal ( 𝜌𝑥𝑥 ) and transverse 
(𝜌𝑥𝑦, 𝜌𝑥𝑧) resistivity, Seebeck (S) and Nernst (N) measurements as a 
function of magnetic field (B), for different field orientations, at 
selected temperatures. This characterization was performed at the 
Physics Department in Genova and the High Field Magnet Laboratory 
of Nijmegen. As remarkable results, I measured a large and anisotropic 
magnetic field dependence of S and a giant N in an extended 
temperature region. By combining all the transport coefficients, I 
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extracted 𝛼𝑥𝑦 and 𝛼𝑥𝑧, obtained in the experimental configuration with 
B parallel or perpendicular to the crystalline c-axis, respectively. 
Interestingly, both 𝛼𝑥𝑦  and 𝛼𝑥𝑧  resulted anomalously large with 
𝛼𝑥𝑦 ≈ 2 𝛼𝑥𝑧. Moreover, I found that their B-dependence is very well 
reproducible by a single-band model, which depends on the mobility 𝜇 
and the Fermi energy 𝐸𝐹 of the carriers, suggesting that one particular 
carrier species dominates the transport. I evaluated both 𝜇 and 𝐸𝐹 as fit 
parameters of the 𝛼𝑥𝑦  curves, obtaining high values of 𝜇  (up to 10
3 
cm2V-1s-1) and small 𝐸𝐹  (~11 meV). Similar values have been also 
extracted by fitting the 𝛼𝑥𝑧 curves. By comparing these numbers with 
quantum oscillations experiments on BaFe2As2, I identified the 
dominating band with an electron pocket () located in a position of the 
band structure where Dirac cones had been experimentally confirmed 
by ARPES and infrared studies. In particular, the compatibility of both 
𝛼𝑥𝑦  and 𝛼𝑥𝑧  with a Dirac-like dispersion pointed to a possible 3-
dimensional nature of Dirac fermions in this compound, providing a 
clue in the still opened question whether Dirac fermions are 2- or 3-
dimensional in the parent compounds of IBS. 
Chapter 4 was dedicated to the transport properties of optimally doped 
single crystals of Bi2Sr2CuO6+x, a cuprate superconductor of the Bi-2201 
family. As a hole-doped cuprate, Bi-2201 shows a quantum critical 
region in the optimally doped part of its phase diagram characterized by 
a “strange metal” behaviour in its normal-state, which cannot be 
successfully described within the Fermi-liquid scenario. In addition, Bi-
2201 shows relatively low values of critical temperature. Therefore, it 
presents an ideal stage for the systematic study of the normal-state 
properties down to lower temperatures. 
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 In order to investigate the strange metal regime, I performed the 
electrical measurements at the Physics Department in Genova, whereas 
the thermoelectric and thermal characterizations were performed at IFW 
Dresden (Germany) with the support of a DAAD Scholarship (Research 
Grants Award – Short-term grants, 2017 (57314023)). This activity has 
been carried out in a strict collaboration with dr. A. Amoretti and prof. 
N Magnoli of the University of Genova. 
As a first result, I observed some typical signatures of the Fermi-liquid 
breakdown, namely a T-linear 𝜌𝑥𝑥 in an extended temperature range and 
an anomalous T-dependence (T1.66) of the cotangent of the Hall angle 
𝜌𝑥𝑥/𝜌𝑥𝑦 . Remarkably, also the other transport properties showed a 
complex phenomenology with some anomalies explainable within a 
standard picture, such as the anomalous B-dependence of N for T<20 K 
and the sign change of 𝛼𝑥𝑦, which are compatible with a contribution of 
the superconducting vortices below 20 K. However a comprehensive 
and exhausting explanation cannot be given within the Fermi liquid 
theory, which revealed to be inadequate to analyse the T-linear 𝜌𝑥𝑥, the 
T-dependence of the Hall angle and the anomalous regime of N for 
T>20 K. Starting from these evidences, I tested a completely novel 
approach based on holographic formulae, which describes the transport 
coefficients of those strong correlated systems where the Fermi liquid 
fails. These formulae depend on four system-dependent parameters, 
which can be fixed by means of four experimentally measured 
properties. If the analysis is consistent, it should be then possible to 
predict the T-behaviour of the other transport coefficients. I fixed the 
𝑇 → 0 limit of the parameters by means of the Hall coefficient, 𝜌𝑥𝑥, the 
cotangent of the Hall angle and 𝑆 . With these inputs, at low T, I 
predicted a constant magnetoresistance, 𝑁 ∝ 𝑇2  and 𝜅𝑥𝑦 ∝ 𝑇
4 . 
Unfortunately, in contrast to these outcomes, the magnetoresistance was 
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anomalously enhanced below 40 K and in the low temperature range 
also 𝑁 and 𝜅𝑥𝑦 give an unphysical divergent behaviour. The failure of 
this analysis led to the conclusion that the explicit momentum-
dissipation approach implemented in the holographic model is probably 
not sufficient to describe the transport in the strange metal regime. 
Secondly, it is also suggestive that additional contributions, neglected in 
our treatment, could play an important role, such as the recently 
discovered charge ordering (CO) in Bi-2201. In this way, my findings 
also offer a fundamental experimental feedback to a completely novel 
theoretical method, whose potential is far to be completely explored and 
represents a pioneering attempt of testing new theories in order find a 
solution to unsolved problems in condensed matter physics, i. e. the 
strange metal regime in unconventional superconductors, where 
classical and standards theory failed.  
In conclusion, simultaneous analysis of thermal, electric and 
thermoelectric properties is a powerful investigation tool of diffusive 
transport, which relies on, rather than being hindered by, the complex 
temperature and magnetic field dependence exhibited by real 
compounds, where multiple mechanisms may play a role, such as 
multiband character, presence of bands with different dispersion and 
dimensionality. Moreover, the complete set of transport properties 
provides a powerful test for new approaches to condensed matter 
physics. 
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A In-plane and out-of-
plane properties of a 
BaFe2As2 single crystal 
 
In Chapter 3 we showed and analysed the in-plane transport properties 
of a high quality 122 parent compound BaFe2As2 single crystal. Thanks 
to its millimetric dimensions it is further possible to probe its out-of-
plane transport. In this Appendix we report in-plane and out-of-plane 
thermal, electric, thermoelectric and magnetic properties of the 
BaFe2As2 crystal. By comparing the electric properties with ab initio 
calculations, we discuss the observed anisotropies in the 
antiferromagnetic and non-magnetic phases in terms of electron, phonon 
and magnon band structures, as well as in terms of scattering 
mechanisms. 
Experiment 
To probe the in-plane and out-of-plane transport, the measurements 
were performed using two different configurations. In the in-plane set 
up (Figure A1a), we used a two-probe lead configuration with bar-
shaped leads glued to the yz sides of the crystal to transfer a heat power 
P to the sample which creates a thermal gradient (ΔTx) and a Seebeck 
voltage (ΔVx) along the x direction. In the out-of-plane case (Figure 
A1b), we used a two-probe lead configuration with disk-shaped leads 
glued to the xy sides of the crystal. This set-up helps generating a 
172 
uniform thermal gradient along the z direction (ΔTz) and we measured 
the Seebeck voltage (ΔVz) along the same direction. Given the small 
size of the sample, the two probe configuration was affected by the 
thermal resistance of Cu leads connecting the thermometers to the 
sample which was in series with the sample thermal resistance. This 
caused an underestimation of thermal conductivity and Seebeck effect 
which are in inverse proportionality with the thermal gradient. The 
effect was quantitatively evaluated and the data corrected accordingly. 
 
Figure A1: In-plane (a) and out-of-plane (b) measurement set-up. The heater, 
the hot thermometer (TH) and the voltage probe (VH) share one lead while the 
coldfoot, the cold thermometer (TC) and the voltage probe (VC) share the other 
lead. We used bar-shaped (a) and disk-shaped (b) leads glued to the yz sides 
and xy sides of the sample, respectively. (a) The thermal gradient ΔTx=TH-TC 
and the voltage difference ΔVx=VH-VC are measured along x. (b) The thermal 
gradient ΔTz=TH-TC and the voltage difference ΔVz=VH-VC are measured along 











), whereas the in-plane (out-of-plane) Seebeck 
coefficient 𝑺𝒙 (𝑺𝒛) is defined as 𝑺𝒙 = 𝚫𝐕𝒙 𝚫𝑻𝒙⁄  ( 𝑺𝒛 = 𝚫𝐕𝒛 𝚫𝑻𝒛⁄ ). 
 
Magnetic susceptibility Figure A2 (upper panel) shows the 
temperature dependence of the in-plane (𝜒𝑥, black curve) and out-of-
plane (𝜒𝑧, red curve) magnetic susceptibility between 5 and 300 K. In 
the magnetically disordered state (𝑇 > 𝑇𝑁~ 140 K), 𝜒𝒙 is larger than 𝜒𝑧 
by a factor 1.2 and both curves increase linearly with temperature as 
widely reported for Ba-122 single crystals and pnictides in ref. [1] and 
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ref. therein. The different magnitude of 𝜒𝒙 and 𝜒𝑧 is ascribed to the 
anisotropic nature of Ba-122 system. Around 𝑇𝑁, both 𝜒𝑥 and 𝜒𝑧 
decrease abruptly within less than 2 K. The remarkable sharpness of this 
transition is the fingerprint of the very high quality of the crystal under 
test. Both 𝜒𝑥 and 𝜒𝑧 diminish rapidly below 𝑇𝑁, almost saturate to 
~1.1×10-4 at about 100 K and increase with decreasing temperature 
with a tiny Curie-like term. This contribution could be ascribed to a 
very low percentage of highly diluted paramagnetic impurities (i.e. well 
below the x-ray scattering detection threshold). 
Electric resistivity Figure A2 (bottom panel) shows the temperature 
dependences of the in-plane and out-of-plane resistivities (𝜌𝑥  and 𝜌𝑧 
respectively). In the high temperature paramagnetic (PM) phase, 𝜌𝑥(𝑇) 
decreases with decreasing temperature, while 𝜌𝑧(𝑇) monotonically 
increases down to 𝑇𝑁. Below 𝑇𝑁, both 𝜌𝑥  and 𝜌𝑧 show a significant 
decrease. The small values of the residual resistivities (~15 μΩcm for 
𝜌𝑥  and ~35 μΩcm for 𝜌𝑧) indicate the high purity of the sample. In the 
inset of the bottom panel of Figure A2 the temperature dependence of 
the anisotropy 𝜌𝑧/𝜌𝑥 is reported. It is ~4 at room temperature, increases 
with decreasing temperature and reaches a maximum value of ~6 at 𝑇𝑁. 




Figure A2: Upper panel: temperature dependence of the in-plane (𝝌𝒙, black 
curve) and out-of-plane (𝝌𝒛, red curve) magnetic susceptibility between 5 and 
300 K with an applied field 𝝁𝟎𝑯=3T. Bottom panel: temperature dependence 
of 𝝆𝒙 (black curve, left axis) and 𝝆𝒛 (red curve, right axis) between 5 and 300 
K. Inset: temperature dependence of the anisotropy 𝝆𝒛/𝝆𝒙 in the same 
temperature range. 
 
In ref. [2] 𝜌𝑥 and 𝜌𝑧  measured in a crystal of BaFe2As2 which underwent 
the same annealing process as our sample are reported. The data are in 
overall agreement with our measurements, apart from the low-
temperature 𝜌𝑧/𝜌𝑥 which is around 1.6. In addition, optical 
spectroscopy experiments in ref. [3] reported plasma frequency and 
scattering time measurements from which a low temperature anisotropy 
𝜌𝑧/𝜌𝑥~1.4 can be estimated. 
Thermal conductivity Figure A3 shows the temperature dependence of 
the measured in-plane (𝜅𝑥, upper panel) and out-of-plane (𝜅𝑧, bottom 
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panel) thermal conductivity. Interestingly, the two curves show almost 
the same temperature dependence, with 𝜅𝑧 being smaller than 𝜅𝑥 by a 
factor around 3 in the considered temperature range. In the PM state, 
both curves do not show significant temperature dependence. By 
lowering T, two features are present in both curves. Specifically, in 
correspondence of TN the  curves increase and exhibit a quite broad 
bump centred around 120 K extending down to 80 K. Below this 
temperature, a second bump centred around 50 K is evident and by 
further lowering T, the curves tend to zero. 
 
 
Figure A3: Temperature dependence of 𝜿𝒙 (black curve, upper panel) and 𝜿𝒛 
(red curve, lower panel) between 5 and 300 K. The dotted curves represent the 
electronic contribution 𝜿𝒆𝒍 to 𝜿𝒙 (grey dotted curve, upper panel) and to 𝜿𝒛 
(orange dotted curve, lower panel), estimated from the Wiedemann-Franz law 
from 5 to 300 K. The dashed blue line indicates 𝑻𝑵, evaluated from magnetic 
susceptibility and electric resistivity (Figure A2). 
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The magnitude and the temperature dependence of 𝜅𝑥 above TN is in 
substantial agreement with data reported for a single crystal of 
BaFe2As2 in ref. [5]. However, in the AFM phase, 𝜅𝑥 in ref. [5] does not 
show any significant change in the temperature dependence at TN and 
only displays a single broad bump centred at 20 K. In addition, to our 
knowledge, no 𝜅𝑧 data have ever been reported for BaFe2As2. 
 
Seebeck coefficient. Figure A4 (upper panel) shows the temperature 
dependence of 𝑆𝑥 and 𝑆𝑧 (black curve and red curve respectively). 𝑆𝑥 
increases almost linearly with negative sign from room temperature 
down to 𝑇𝑁, where an abrupt change of regime occurs. Here, it strongly 
diminishes and crosses zero around T=120 K. For T=90 K, 𝑆𝑥 becomes 
again negative and it exhibits a broadened minimum centred around 40 
K. On the other hand, 𝑆𝑧 is negative at room temperature, but it 
decreases by lowering the temperature and crosses zero around T=186 
K, reaching ~16μVK-1 immediately just above 𝑇𝑁. At 𝑇𝑁, it drastically 
falls down to ~-28μVK-1 and the transition at 𝑇𝑁 is much sharper than 
in 𝑆𝑥 case. In the AFM state no broadened peaks exist and 𝑆𝑧 goes 
monotonically to zero with temperature. In addition, it is worth to notice 
that the absolute value of 𝑆𝑧 is generally larger than the absolute value 
of 𝑆𝑥. The temperature behaviour of 𝑆𝑥 is in substantial agreement with 
previous reports on BaFe2As2 [4,5,6], whereas, we are not aware of 
previous 𝑆𝑧 measurements in this compound. 
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Figure A4:Upper panel: temperature dependence between 5 and 300 K of 𝑺𝒙 
(black empty dots) and 𝑺𝒛 (red filled dots). Bottom panel: temperature 
dependence between 5 and 250 K of the in-plane (black empty dots, data taken 
from [33]) and out of plane (red filled dots, data taken from [2]) Hall 
coefficient 𝑹𝑯.  
 
Ab-initio calculations: resistivity 
The calculations were performed using the VASP [7] package within 
the generalized gradient approximation [8] (GGA) to density functional 
theory, and the projected augmented wave (PAW)[9] scheme. Transport 
coefficients were obtained within the Relaxation Time Approximation 
(RTA) according to Boltzmann’s theory [10]. Calculations were 
performed for different magnetic alignment (checkerboard, 
antiferromagnetic-stripe tetragonal (a=b=(aexp+bexp)/2 and orthorhombic 
(a=aexp, b= bexp) structure and for the non-magnetic structure (body 
central tetragonal). Calculations did not include correlation effects. We 
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find that the structural orthorhombic distortion does not change 
considerably the in-plane anisotropy of the transport coefficients 
showing that this is essentially related to the magnetic ordering. On the 
other hand we find that the magnetic ordering, e.g. checkerboard versus 
AFM-stripe, results in major variations. 
In order to make a meaningful comparison between experimental and 
ab-initio results we must consider that the latter do not take into account 
effects of spin density waves and/or fluctuations that are expected to 
occur as the PM-AFM transition is approached; therefore, a meaningful 
comparison holds only at low temperature and well above the transition 
where magnetic alignment is either long range or absent.  
With this in mind, we start comparing our results for the in-plane and 
out-of-plane resistivity. As calculations are performed within RTA, we 
plot in Figure A5 the ρτ product, the product of the resistivity with the 
relaxation time which, within RTA, results to be independent on the 
carriers life time. The temperature dependence comes from the 
temperature dependence of the Fermi Dirac statistic. 
 179 
 
Figure A5: Temperature dependence of the diagonal elements of the resistivity 
tensor as obtained by first principle calculations from 10 to 320 K. Black, green 
and red curves refer to the xx, yy, zz components, respectively. Please note that 
the x, y axes refer to the a (longer, AFM stripe direction), b (shorter, FM 
alignment) axes of the in plane orthorhombic cell respectively, while the z-axis 
is directed along the orthorhombic c lattice parameter. Inset: Temperature 
dependence of the anisotropy ρzz/ρxx (blue curve) in the same temperature 
range. Light blue curve refers to the anisotropy ρzz/ρyy in the AFM phase. 
 
Discussion 
A straightforward numerical comparison between experimental and 
theoretical calculation of resistivity is not possible as the ab-initio 
results do not take into account scattering processes, being based just on 
the band contribution. Nevertheless, it is possible to observe that the 
calculated anisotropy (inset of Figure A5) is present in both phases and 
that in the non-magnetic phase the resistivity along the z-axis is much 
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larger than the in plane one, as also found in experiment (bottom panel 
of Figure A2).  
Calculations show that the anisotropy can be traced back to the band 
velocity associated with the carrier states involved. Carriers at the Fermi 
level of the bct-structure occupy cylindrical-like Fermi surface states 
showing quite a flat dispersion along the c-axis of the Brillouin zone; 
thus, the corresponding calculated squared velocity results to be one 
order of magnitude lower than in the in-plane directions. In addition, at 
energies very close to the Fermi level, the out-of-plane velocity v2zz 
rapidly increases with energy while it is constant in the in-plane 
directions: this explains the decreasing behaviour predicted as a 
function of temperature which, within the ab-initio framework, is 
strictly due to the Fermi-Dirac statistics. This argument of course does 
not take into account other possible mechanisms related to the incoming 
transition: Hall measurements in fact reveal a change from incoherent 
electron-like (higher T) to more efficient hole-like transport that, 
according to Nakajima et al.[2] would be responsible for the non-
metallic behaviour of the out-of-plane resistivity. 
The situation in the AFM-stripe phase looks more complex: here, the 
calculated band velocity is much more isotropic resulting in a more 
isotropic resistivity (Figure A5), as experimentally measured (bottom 
panel of Figure A2). However, from calculations it emerges that without 
taking into account anisotropic scattering processes, the resistivity is 
larger for in-plane than out-of-plane directions (ρzz/ρxx,yy <1 in the 
AFM phase, see inset of Figure A5). 
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Figure A6: Bi-logarithmic plot from 10 to 300 K of in-plane (black filled 
squares) and out-of-plane (red empty bullets) scattering rate obtained as 
𝚪 = 𝝆𝑬𝑿𝑷/(𝝆𝝉)𝑫𝑭𝑻. Inset: Same data in the AFM phase after subtracting an 
appropriate constant in order to evaluate the temperature dependence of 𝚪𝒙 and 
𝚪𝒛. Dotted lines refer to a 𝑻
−𝟒 temperature behaviour. 
 
In Figure A6 we tentatively plot the scattering rate for the in-plane (Γ𝑥) 
and out of plane (Γ𝑧) directions. For each direction, it was evaluated as 
Γ = 𝜌𝐸𝑋𝑃/(𝜌𝜏)𝐷𝐹𝑇 where 𝜌𝐸𝑋𝑃 is the measured electric resistivity 
(bottom panel of Figure A2) and (𝜌𝜏)𝐷𝐹𝑇 is the DFT result in Figure 5. 
It is worth to notice that we obtain reasonable values of Γ𝑥 and Γ𝑧 in the 
range 1-10 meV and 100-400 meV for the AFM and PM phase 
respectively.  
In the AFM phase, we find that Γ𝑧/Γ𝑥 ~3 at 10 K and the anisotropy 
interestingly increases up to ~5 when approaching TN (Figure A6). This 
could suggest an anisotropic scattering mechanism in the AFM state, 
which becomes much more important when approaching TN. 
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It is known that at low temperature BaFe2As2 is characterized by the 
presence of anisotropic magnetic excitations [5,11,12,15]. In particular, 
neutron polarization analysis performed by Li et al [12] detects the 
presence of anisotropic spin excitations in the AFM state, being those 
polarized along the c-axis much more pronounced than the in-plane 
ones [12]. Moreover, anisotropic spin-wave velocities, have been 
reported in ref. [15], with the in-plane spin-wave velocity (~280 meV 
Å) larger than the c-axis spin-wave velocity (~57 meV Å) and an 
isotropic energy gap is ∆~9.8 meV. In addition, in ref. [11] it is shown 
that also ∆ is anisotropic, being larger for the in-plane excitations (~19 
meV) than out-of-plane excitations (~12 meV). Assuming in the 
ordered state a dominating scattering mechanism of electrons by 
magnons, the above evidences would suggest a scattering rate along c 
larger than the in-plane (ab) one, in agreement with data reported in 
Figure A6.  
In addition, in the inset of Figure A6 we report the bi-logarithmic plot 
of Γ𝑥 and Γ𝑧 after subtracting a residual contribution in order to 
emphasize the temperature dependence. It turns out that the data are 
quite well described by a power law 𝑇4 (dashed lines). This is the 
temperature dependence for the (antiferromagnetic) magnon-electron 
scattering rate, estimated by replacing the magnon spectrum for the 
ferromagnet (𝜔(𝑞) ∝ 𝑞2) with the spectrum (𝜔(𝑞) ∝ 𝑞) [13,14] 
expected for an antiferromagnet neglecting the energy gap. Given 
∆ ~10 meV [11,15] this means for 𝑇 ≳100 K.  
In contrast with the AFM phase, in the PM phase it results that Γ𝑥/Γ𝑧 
~2 (Figure A6). In this phase, inelastic neutron scattering [12,15] on 
BaFe2As2 detects anisotropic spin fluctuations. Short-range 
antiferromagnetic fluctuations are also believed to be the source of the 
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unusual linear temperature increase of the magnetic susceptibility above 
the AFM transition [16, 17, 18], which we observe to be anisotropic 
(upper panel in Figure A2). 
In addition, in ref. [12] it is reported that spin fluctuations in the PM 
state are anisotropic (with in-plane fluctuations larger than those out-of-
plane) immediately above TN, but become isotropic already at 160 K. 
In this scenario, the in-plane short-range spin fluctuations could 
increase Γ𝑥 with respect to Γ𝑧 near TN but this mechanism cannot 
explain why the anisotropy survives up to 300 K (Figure A6).  
However, at higher temperature, other mechanisms come into play such 
as phonons and correlations effects [19] which are not included in the 
present calculations.  
The thermal conductivity is given by 𝜅 = 𝜅𝑒𝑙 + 𝜅𝑝ℎ,with 𝜅𝑒𝑙 and 𝜅𝑝ℎ 
being the electron and the phonon contribution, respectively. 𝜅𝑒𝑙 can be 
estimated from the Wiedemann-Franz law 𝜅𝑒𝑙 = 𝐿0𝑇/𝜌, where 
𝐿0 = 2.44 × 10
−8WΩK
-2 is the Lorentz number and ρ the electric 
resistivity. 
It is worth to notice that the Wiedemann-Franz law is expected to be 
valid in the limit of low and high temperatures [20], namely when 
inelastic scattering can be neglected. This was already shown by means 
of transverse thermal conductivity measurements in CaFe2As2 [21], 
Fe1+dTe1-xSex [22] and Ba(Fe1−xCox)2As2 [23]. We will therefore limit 
our discussion to low and high temperature limits. 
In Figure A3 we compare the measured thermal conductivity 𝜅 (solid 
lines) with the contribution from electrons 𝜅𝑒𝑙 (dotted lines). It turns out 
that 𝜅𝑒𝑙/𝜅 at low temperature is up to 50% and 60% for the in-plane and 
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out-of-plane case, respectively. This differs from what was measured in 
other iron-based compounds: in polycrystalline LaFeAsO [24,25] and 
SmFeAsO [26], it was observed that thermal conductivity is dominated 
by phonons and the same result was reported for Ba(Fe1−xCox)2As2 
single crystals in ref. [5]. Since 𝜅𝑒𝑙 is limited by the collisions with 
defects and impurities [30], 𝜅𝑒𝑙 is indeed expected to be higher in our 
single crystal, where the annealing process remarkably removed crystal 
defects and lattice dislocations [27]. Interestingly, Figure A3 shows that 
the low-temperature bump of 𝜅 could be due to 𝜅𝑒𝑙 which shows a 
broad peak around 40 K, both for the in-plane (upper panel) and out-of-
plane (lower panel) measurement.  
Let’s now consider the feature observed at TN in both 𝜅𝑥 and 𝜅𝑧 (Figure 
A3) and the corresponding bump at 120 K. Since at high temperature 
𝜅𝑒𝑙/𝜅 reduces to 20%, we see that the leading contribution to 𝜅 is 𝜅𝑝ℎ 
in the PM phase. When approaching TN, as already discussed in [26], an 
abrupt rise of 𝜅𝑝ℎ is expected in correspondence to the gap opening at 
the Fermi surface, due to carrier condensation and consequent 
suppression of electron-phonon scattering. We therefore ascribe the 
bump at 120 K to an enhancement of 𝜅𝑝ℎ due to the SDW gap opening 
at TN. Interestingly, the feature at TN is more abrupt for 𝜅𝑧 than for 𝜅𝑥. 
In Figure A7 the temperature dependence of the anisotropy 𝜅𝑥/𝜅𝑧 is 
reported. As already mentioned, 𝜅𝑥 is a factor ~3 larger than 𝜅𝑧. In 
order to separate the anisotropy of the phonon contribution from those 
of the electron contribution, we calculate 𝜅𝑥,𝑧
𝑝ℎ
= 𝜅𝑥,𝑧 − 𝜅𝑥,𝑧
𝑒𝑙  (see the 
inset of figure 7). This estimation depends on the validity of the 
Wiedemann-Franz law, thus it is expected to be valid in the limit of low 




symbols) between 30 and 300 K is reported in Figure A7. At high 
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temperature, as expected from the small contribution of electrons (see 
Figure A3, 𝜅𝑒𝑙 ≪ 𝜅), the anisotropy 𝜅𝑥
𝑝ℎ
/𝜅𝑧
𝑝ℎ almost reproduces 𝜅𝑥/𝜅𝑧, 




reaching a value around 5 at 30K. 
 




𝒑𝒉 (red symbols) between 30 and 300 K, where 𝜿𝒑𝒉 is the phonon 
contribution to thermal conductivity, estimated as 𝜿𝒙,𝒛
𝒑𝒉
= 𝜿𝒙,𝒛 − 𝜿𝒙,𝒛
𝒆𝒍 . Inset: 
phonon contribution to 𝜿𝒙 (𝜿𝒙
𝒑𝒉, black curve) and to 𝜿𝒛 (𝜿𝒛
𝒑𝒉, red curve). The 
dashed region of temperature indicates where the Wiedemann-Franz law is not 
reliable. 
 
A complete model for 𝜅𝑝ℎ is reported in [28,29]. However, it is 
qualitatively expected that 𝜅𝑝ℎ ∝ 𝐶𝑣𝑙, where 𝐶 is the heat capacity, 𝑣 is 
the sound velocity and 𝑙 is the phonon mean free path [30]. Although 
186 
this formula is an approximation, it gives hints of the main mechanisms 
into play. 
At high temperature, the phonon-phonon scattering is expected to be 
dominant and, if we assume as first approximation that this mechanisms 
is isotropic, we expect that 𝜅𝑥
𝑝ℎ
/𝜅𝑧
𝑝ℎ reflects the anisotropy of the sound 
velocities 𝑣𝑥/𝑣𝑧.  
On the other hand, at low temperatures phonons should mainly relax 
with the sample boundaries and 𝑙 becomes comparable with the sizes of 
the sample. Therefore, 𝑙 is limited by the width 𝑎 (the thickness 𝑐) when 




𝑝ℎ becomes ∝ (𝑣𝑥/𝑣𝑧)(𝑎/𝑐). Remarkably, for the measured 
crystal the ratio (𝑎/𝑐)~2. Considering that at high temperature we 




to ~6, which is in good agreement with our low temperature data in 
Figure A7. 
We conclude that our thermal conductivity data suggest an anisotropy 
of the sound velocities, with the in-plane sound velocity bigger by a 
factor ~3 than the out-of-plane one. Qualitatively, from calculations in 
ref. [31], we could infer that the sound velocity is predicted to be 
anisotropic but, to our knowledge, sound velocity values have never 
been reported for BaFe2As2 compounds.  
In this regard, it might be interesting to notice that phonon contribution 
to thermal expansion along c-axis is measured to be a factor 2 larger 
than that along a-axis [32]. This would be correlated with a larger in-
plane sound velocity as compared to the out-of-plane as emerged from 
our experiment.  
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We finally move to the Seebeck coefficient, reported in Figure A4 
(upper panel). We measured an remarkable anisotropy of this property, 
both in magnitude and sign. As already mentioned, 𝑆𝑧 has never been 
reported before and we can compare our Seebeck data with Hall 
coefficient (𝑅𝐻 in bottom panel of Figure A4), whose in-plane value 
was measured on the same crystal [33] and whose out-of-plane value 
was reported in ref. [2].  
Indeed, both Seebeck and Hall effect are carrier-sign-sensitive transport 
properties and we can therefore discuss the changes of sign of 𝑆 in 
terms of 𝑅𝐻.  
It is interesting to notice that whereas the in-plane 𝑅𝐻 is negative from 5 
to 300 K (bottom panel of Figure A4), in ref. [2] it is reported that the 
out-of-plane 𝑅𝐻 shows a sign change from negative to positive around 
200 K and it becomes negative again below TN (bottom panel of Figure 
A4). Remarkably, 𝑆𝑥 is mostly negative (being slightly positive just for 
a small temperature range around 100 K) whereas we measured that 𝑆𝑧 
changes in sign from negative to positive in almost the same 
temperature range as the out-of-plane 𝑅𝐻 (see Figure A4).In the PM 
phase, in ref. [2] it was proposed that, the contributions of electrons and 
holes are nearly balanced, and the prevailing carrier changes from 
electrons at high temperatures to holes between 200 K and TN. Instead, 
upon entering the AFM phase, the negative values of both 𝑆𝑧 and 𝑅𝐻 
indicate that electrons dominate the out-of-plane conduction below TN. 
These considerations lead to the conclusion that multiband effects can 
play a role in qualitatively understanding the anisotropy of the Seebeck 
coefficient. However a quantitative comparison with ab initio 
calculations is challenging and requires further studies. 
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B In-plane anisotropy of 
Seebeck and Nernst 
coefficients of BaFe2As2 
parent compound 
 
As the Seebeck effect is a powerful tool to explore effects related to 
Fermi surface and scattering mechanisms, it turns out to be more 
sensitive than resistivity to nematicity, the spontaneous symmetry 
breaking of planar crystalline directions, driven by magnetic or orbital 
degree of freedom. Nematicity is observed in transport, magnetic and 
optical properties of 122 compounds at the boundary between tetragonal 
and orthorhombic phases, but universal consensus has not yet been 
achieved about its origin. Nematicity of the Seebeck effect is 
investigated in detwinned crystals of BaFe2As2 and CaFe2As2 [1]. In 
Figure B1 (panels (a) and (b)) are displayed the temperature behaviours 
of 𝑆𝑎(𝑇) and 𝑆𝑏(𝑇) the Seebeck coefficients along the in-plane a- and 
b-axes. In either case, the anomaly at TSDW is more pronounced along 
the b-axis, but both 𝑆𝑎 and 𝑆𝑏 seem to share the same characteristic 
features. Nevertheless, the thermoelectric power measured along the a-
axis differs significantly from that measured along the b-axis and the 
anisotropy in the SDW phase is much more pronounced than that 
observed for the resistivity (Figure B1c) [1]. Figure B1d compares the 
normalized anisotropy of the thermoelectric power ∆𝑆 = (𝑆𝑏 −
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𝑆𝑎)/(𝑆𝑚𝑎𝑥 − 𝑆𝑚𝑖𝑛) for both samples. ∆𝑆 in BaFe2As2 is similar to that 
reported for EuFe2(As1-xPx)2 [2], i.e., it is slightly negative just above 
TSDW and rapidly turns positive just below the transition. However, ∆𝑆 
in BaFe2As2 clearly changes sign back to negative at low temperatures, 
which is not the case for EuFe2(As1-xPx)2. This does also not happen in 
CaFe2As2, where ∆𝑆 stays positive in the entire SDW phase and, in 
agreement with resistivity data, there is no sign of anisotropy above 
TSDW. 
 
Figure B1: Temperature dependences of the thermoelectric power in BaFe2As2 (solid 
points: sample No. 1; open points: No. 2) (a) and CaFe2As2 (b) along the orthorhombic 
a and b axes. Inset presents the schematic diagram of the experimental set up for the 
thermoelectric measurements. (c) Temperature dependences of the normalized 
resistivity anisotropy. Inset presents the schematic diagram of the experimental setup for 
resistivity measurements. (d) Temperature dependences of the normalized thermopower 
anisotropy in BaFe2As2 (solid points: sample No. 1; open points: No. 2) and CaFe2As2. 
After [1]. 
 
Similarly to the Seebeck effect, in [1] it has also been measured the in-
plane anisotropy of the Nernst effect of the BaFe2As2 and CaFe2As2 
crystals. Their results are shown in Figure B2a, where it is evident that 
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the Nernst effect also shows a sizable anisotropy, with 𝜈𝑎 and 𝜈𝑏 
exhibiting the large anomaly below TSDW attributed to the possible 
influence of highly mobile Dirac fermions. It is worth noting that the 
Nernst coefficient at the maximum is about an order of magnitude larger 
in BaFe2As2 than in CaFe2As2.  
The normalized anisotropy of the Nernst coefficient Δ𝜐 = (𝜐𝑏 −
𝜐𝑎)/(𝜐𝑚𝑎𝑥 − 𝜐𝑚𝑖𝑛) presented in Figure B2b is substantial in the SDW 
phase. Δ𝜐(𝑇) in BaFe2As2 is positive (𝜐𝑏 > 𝜐𝑎) and roughly 
proportional to the average Nernst signal, whereas Δ𝜐(𝑇) in CaFe2As2 is 
negative just below TSDW, then Δ𝜐 becomes positive at low temperature, 
i.e. 𝜐𝑏 > 𝜐𝑎. Analogously to the resistivity and thermopower, there is no 
anisotropy of the Nernst effect in the tetragonal phase of CaFe2As2, 
whereas in BaFe2As2 a contribution from fluctuations appears below 
~200 K. 
 
Figure B2: Temperature dependences of the Nernst coefficient along the orthorhombic a 
and b axes for BaFe2As2 and CaFe2As2. After [1]. 
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By considering the band model of [3] and the anisotropy of both 
resistivity and Nernst effect, the authors of [1] concluded that the Dirac 
band is rather isotropic in-plane, whereas anisotropy should be 
attributed to the regular holelike carriers. 
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C Experimental details 
 
PPMS The zero-field and low field (B<9T) transport measurements 
have been performed using a commercial Physical Property 
Measurement System (PPMS) by Quantum Design (Figure C1). This 
system allows to make (magneto)resistance, Hall effect, thermal 
conductivity, Seebeck effect and Nernst effect measurements in a range 
of temperature between 2 and 400 K and applying a magnetic field from 
-9T to 9T. The system can work in high vacuum (10-6 torr) in order to 
create the best conditions for thermoelectric measurements. 
 
Figure C1: Quantum Design Physical Property measurements system (PPMS) 
 
Resistivity and Hall effect measurements were performed using a 
standard four-probe technique. In Figure C2a the general scheme for 
electric transport measurements is shown. It consists of two current 
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leads at the extremities of the sample, two electrodes to pick up the 
longitudinal difference of potential ∆𝑉𝑥  and two electrodes for the 
transverse difference of potential ∆𝑉𝑦 . For the magnetoresistance and 
Hall effect measurements a magnetic field B was applied 
perpendicularly to the current flow.  
Figure C2b shows the practical realization of the experimental setup in 
case of a sample of millimetric dimensions where the electrodes are 
copper wires glued on the sample with a silver epoxy. This is the setup 
used for resistivity, magnetoresistance and Hall effect measurements 
both on Ba-122 single crystal (Chapter 3) and Bi-2201 single crystals 
(Chapter 4). The operative definition for resistivity and Hall coefficient 













             (2) 
 
where 𝑙 is the width of the sample, ∆𝑥 (∆𝑦) is the distance between the 
two longitudinal (transverse) voltage probes (see Figure C2a). 𝑅𝑥𝑦 =
∆𝑉𝑦/𝐼 is the Hall resistance. 
 
Figure C2: (a) Measurement configuration for (magneto)resistance and Hall effect 
measurements; (b) Practical realization on a bar-shaped sample. 
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The Hall effect measurement is often characterized by spurious voltages 
∆𝑉𝑠𝑝 that are added to ∆𝑉𝑦, principally due to a misalignment between 
the transverse electrodes which causes ∆𝑦 being not perpendicular to 
the current flow direction. Therefore the measured signal is ∆𝑉𝑚𝑒𝑎𝑠 =
∆𝑉𝑦 + ∆𝑉𝑠𝑝 . In order to delete the spurious part of the signal, it is 
sufficient to invert the direction of B, since we have ∆𝑉𝑦(𝐵) =
−∆𝑉𝑦(−𝐵), whereas the spurious signals are symmetric (∆𝑉𝑠𝑝(𝐵) =





           (3) 
 
 
Figure C3: Seebeck effect measurement configuration. Inset: ideal temperature 
distribution along the sample. 
 
Unlike electric transport measurements, thermoelectric measurements 
require high vacuum conditions in order not to dissipate heat to the 
environment. Figure C3 shows the general scheme of a Seebeck effect 
measurement. It includes: (i) a heater and a thermal mass put at the 
extremities of the sample in order to create a longitudinal gradient of 
temperature ∆𝑥𝑇; (ii) two thermometers to measure the difference of 
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temperature and (iii) two electrodes to measure the Seebeck voltage ∆𝑉𝑆 
(we set them at the same positions of the thermometers). An usually 
allowed approximation is to consider a constant gradient of temperature 





             (4) 
 
where ∆𝑇 is the difference between the temperatures measured by the 
two thermometers. ∆𝑇  is set to be a fraction of the sample average 
temperature 𝑇. In particular the heater power is set in order to keep 
∆𝑇
∆𝑥
~0.02÷0.03 (see Figure C4). Moreover the heating pulse must have a 
defined shape (typically a square wave or a sine function) in order to 
distinguish the response to the heater excitation from the spurious 
signals caused by the fluctuations of the background. 





             (5) 
 
Figure C4: ∆𝑻 vs 𝑻 curve, where ∆𝑻 is the difference of temperature measured by the 
two thermometers mounted on the sample for a Seebeck effect measurement according 
to the configuration of Figure C3. 
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Figure C5 shows the practical realization of the measurement scheme of 
Figure C3 in the Thermal Transport Option (TTO) of the PPMS: four 
high quality copper bars are glued to the sample through silver paste 
(Figure C5a); then the heater and two “Cernox 150” thermometers 
(which also play the role of electrodes) are connected to three bars 
while the fourth (“cold foot”) is clamped to the thermal mass (Figure 
C5b) in order to obtain the complete set up (Figure C5c). Note that in 
this set up the minimum sample dimension has to be at least 1 mm [1] 
in order to support the copper bars. In our case it was then possible to 
perform thermoelectric measurements on the Ba-122 crystal but not on 
the Bi-2201 crystals, whose thickness is around 150 𝜇m (see Chapter 4). 
 
Figure C5: (a) Sample preparation for a Seebeck effect measurement: high purity copper 
bars on a millimetric sample to let the connection of the heater and thermometers; (b) 
heater and thermometers mounted on the sample; (c) TTO sample holder of the PPMS. 
 
Figure C6a shows the general scheme of a Nernst effect measurement. 
The measurement is performed in an external magnetic field B, applied 
perpendicular to the gradient of temperature (along the z axis in Figure 
C6a). The experimental setup is almost the same as for the Seebeck 
effect described above. The main difference is that the voltage ∆𝐕𝐍 is 
measured transversally (i.e. along the y-direction in Figure C6a) with 








             (6) 
 
In analogy to the Hall effect measurement, also a Nernst effect 
measurement is characterized by spurious signals due to the 
misalignment of the electrodes, that causes an additional Seebeck 
voltage component 𝑆𝑚𝑖𝑠. Moreover another source of spurious signals 
are the copper wires used for electric connections that contribute with a 
Seebeck voltage 𝑆𝐶𝑢 due to the fact that their extremities are in principle 
at different temperatures. 
 
 
Figure C6: (a) Nernst effect measurement scheme; Inset: Ideal temperature distribution 
along the sample; (b) practical realization  of the measurement scheme in Figure C6a on 
the TTO sample holder of the PPMS 
 
Therefore the measured signal is 𝑁𝑚𝑒𝑎𝑠 = 𝑁 + 𝑆𝑠𝑝 where 𝑆𝑠𝑝 = 𝑆𝑚𝑖𝑠 +
𝑆𝐶𝑢 . Again, in order to delete the spurious part of the signal, it is 
sufficient to invert the magnetic field direction, because 𝑁  is 
antisymmetric (𝑁(𝐵) = −𝑁(−𝐵)) as respect to 𝐵, while the spurious 





|                      (7) 
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HFML (Nijmegen) High field characterization on Ba-122 (see Chapter 
3) has been performed at the international facility High Field Magnet 
Laboratory (HFML) of Nijmegen (The Netherlands). All the 
experiments were carried out in a work-station (Figure C7a) set with a 
water-cooled copper magnet capable to create DC magnetic fields in a 
range between -30 and 30 T. We performed all the measurements with 
both positive and negative 𝐵 in order to separate the even (Seebeck) and 
odd (Nernst) part of the signal with respect to 𝐵. 
 
 
Figure C7: (a) High Field Magnet Laboratory work-station; (b) Ba-122 sample mounted 
for thermal transport on the sample stage of the probe. 
 
The Seebeck and Nernst measurement schemes (shown in Figure C3 
and C6 respectively) were practically realized on a homemade probe at 
the HFML (Figure C7b). In this case the sample and the resistive heater 
were directly glued with a thermal conducting varnish respectively on 
the probe (cold foot) and on the top of the sample (see Figure C7b). Six 
electrodes were put on the sample using manganin wires welded on the 
sample with silver paste, in order to collect the Seebeck and the Nernst 
signals at the same time.  
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IFW (Dresden) The thermal and thermoelectric transport properties on 
the single crystals of Bi-2201 have been measured using an 
experimental setup consisting of: 
 A liquid-He cryostat from Oxford Instruments endowed with 
15/17 T superconducting magnet. 
 A homemade probe sketched in Figure C8. The probe 
supporting parts are stainless steel capillaries that contain the 
copper wires for the electrical connection between the plugs at 
the top of the probe and the sample stage at the bottom. The 
probe is inserted in a stainless-steel tube directly sinking in the 
He bath. The thermal exchange between the He bath and the 
probe is realized through a brass cylinder pressing on copper 
plates, thermally connected to the copper sample stage at the 
bottom of the probe. The cooling power supplied by the He bath 
is balanced by a heater cup which allows a high precision 
temperature stabilization from 4.2 K to room temperature. Two 
Cernox temperature sensors are glued at the bottom of the probe 
in the positions indicated in the inset of Figure C8. The sample 
temperature sensor is our reference for the experimental data. 
All the measurements have been realized in condition of high 
vacuum by pumping inside the stainless-steel tube. 
 The required electronic devices: #1 Lakeshore 340 temperature 
controller connected to the heater-cup of the probe to change 
and stabilize the temperature for the measurements; #1 Keithley 
2400 source meter to supply the heating current to the sample 
heater for thermal and thermoelectric measurements; # 3 
Keithley 2182 A/E nanvoltmeter to pick up the sample heater 




Figure C8: sketch of the home-made probe for transport measurements [2] 
 
The sample stage offer an area of 2 cm x 1 cm to mount the sample with 
a vertical extension around 1 cm. Figure C9 shows a photo of a Bi-2201 
sample prepared for thermal conductivity measurements. The thermal 
circuit is realized by gluing the bottom of the sample to the copper 
sample stage, which plays the role of thermal mass (stabilized by the 
balance of the cooling power of the He-bath and the heater cup). The 
sample is glued using a tested electrical insulating glue, with high 
performance in heat conduction (the blue glue in Figure C9). A 3 KΩ-
resistive heater is glued on the top of the sample in order to create a 




Figure C9: Bi-2201 sample mounted for thermal transport on the sample stage of the 
probe. 
 
The temperature gradient is estimated using a Chromel-Au differential 
thermocouple, whose tips are glued to the sample using again the 
thermal blue glue. The thermocouple principle is based on the Seebeck 
coefficient at the Chromel-Au junction. The thermocouple calibration 
(Seebeck coefficient vs temperature) is shown in Figure C10a. Since 
many of our measurements have been realized in relatively high 
magnetic fields (up to 15 T), the field-effect on the thermocouple has to 
be considered. 
 
Figure C10: a) Seebeck coefficient of the Chromel-Au thermocouple as a function of 
temperature. b) Magnetic field dependence of the the Seebeck coefficient of the 












































Figure C10b exhibits the calibration of the thermocouple for three 
selected temperatures. In particular the graph shows the field-
dependence up to 16 T of the Seebeck coefficient divided by its zero 
field value S(B)/S0, evidencing a non-negligible correction for T<30K. 
The electrodes to pick up the Seebeck and/or the Nernst signals consists 
of calibrated copper wires attached to the sample through silver paste in 
the preferred position. 
 
Figure C11: Schematic of the measurement procedure as a function of time 
 
All the measurements have been carried out in conditions of 
temperature and magnetic field stability. Figure C11 shows a scheme of 
the measurement procedure: once the temperature T and the field B are 
stable, the sample heater is switched on in order to apply the heating 
power WH to the sample. The thermocouple reacts measuring the 
temperature difference ΔT and the corresponding Seebeck (Nernst) 
voltage ΔVS (ΔVN) is also measured until they both get stable. The 
stability values are used to calculate the transport coefficients: 
 
𝑆 = (∆𝑉𝑆/𝑙𝑆)/(∆𝑇/𝑙𝑇), 
𝑁 = (∆𝑉𝑁/𝑙𝑁)/(∆𝑇/𝑙𝑇), 
time [s] 
Stable temperature 
Stable magnetic field  
Heater on Heater off 
Thermocouple signal 
Seebeck or Nernst signal 






𝑘 = (𝑊𝐻/𝐴)/(∆𝑇/𝑙𝑇), 
 
where lS, lN, lT and A are the distance between the Seebeck electrodes, 
the distance between the Nernst electrodes, the distance between the 
thermocouples tips and the sample cross section. As usual, we 
performed the measurements from -14 T to 14 T and we symmetrized 
the signal to get the even contributions (Seebeck and longitudinal 
thermal conductivity), whereas we antisymmetrized it to extract the odd 
effects (Nernst and transverse thermal conductivity). 
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D Magnetization and 
magnetic susceptibility 
measurement of Bi-2201 L2 
sample 
 
The field dependent magnetization 𝑀 and the temperature dependent 
volume magnetic susceptibility 𝜒𝑉𝑜𝑙
(𝑆𝐼) were measured by a commercial 
dc-SQUID magnetometer (MPMS2 by Quantum Design) in a 
temperature range from 2 to 300 K by applying a magnetic field up to 
5.5 T. 
Figure D1 shows the 𝑇-dependence of 𝜒𝑉𝑜𝑙
(𝑆𝐼) measured between 2 and 30 
K in an applied magnetic field 𝜇0𝐵 = 1 mT, parallel to the 𝑐-axis. The 
measurement is performed in order to measure the magnetic shielding, 
performed by first cooling the sample to a low temperature (2 K) below 
𝑇𝐶, then turning on the magnetic field (ZFC curve, black empty bullets 
in Figure D1). The superconducting transition is narrow, with an onset 
temperature 𝑇𝑐~11 K and the saturation value ~ −0.9 reached at ~8 K. 
This is a proof of the good quality of the crystal. 
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Figure D1: Temperature dependence of the volume magnetic susceptibility 𝝌𝑽𝒐𝒍
(𝑺𝑰) 
between 2 and 30 K in an applied magnetic field 𝝁𝟎𝑩= 1 mT. The zero-field cooled 
(ZFC) curve (black empty bullets) has been measured cooling down the sample below 
𝑻𝑪, then turning on the magnetic field. After reaching 30 K the sample has been in-field 
cooled down and the measurement was repeated by heating again up to 30 K (FC curve, 
red empty bullets). 
 
The low temperature saturation value 𝜒𝑉𝑜𝑙
(𝑆𝐼)
~−0.9 corresponds to a 90% 
Meissner fraction which implies that almost all the sample is 
superconducting. This value has been obtained taking into account the 
demagnetization factor. We approximate our sample to a disk which 
may be considered the limiting case of a very flattened oblate ellipsoid 
with 𝑐/𝑎~0.05 (𝑐~90𝜇m is the thickness of the sample, 𝑎~1.75 mm is 
the average in-plane dimension). From [1] it has been estimated that to 
this 𝑐/𝑎 correspond 𝑁⊥ ∼0.02 and 𝑁∥ ∼0.95, where 𝑁⊥(𝑁∥) is the 
demagnetization factor when 𝜇0𝐵 is applied in-plane (out-of-plane). 
Since we applied 𝜇0𝐵 out-of-plane to obtain 𝜒𝑉𝑜𝑙
(𝑆𝐼), we corrected the 




= 𝜒𝑒𝑥𝑝/(1 − 𝑁∥𝜒𝑒𝑥𝑝) 
Figure D2 shows the magnetization 𝑀 measured in the normal state at a 
temperature just above (12 K) and well above (300 K) 𝑇𝐶~11 K, 
varying the applied field from 0 to 5.5 T. 𝑀 is linear for both 
temperatures, as expected for a paramagnet. A slight deviation from 
linearity can be observed in the T=300 K curve and this could be due to 
a small ferromagnetic impurity which is well saturated for fields above 
0.5 T. 
 
Figure D2: Magnetic field dependence of the magnetization 𝑴 from 0 to 5.5 T, at T=12 
K (black empty bullets) and T=300 K (red empty bullets). 
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