Although a standard reinforcement learning model can capture many aspects of reward-seeking behaviors, it may not be practical for modeling human natural behaviors because of the richness of dynamic environments and limitations in cognitive resources. We propose a modular reinforcement learning model that addresses these factors. Based on this model, a modular inverse reinforcement learning algorithm is developed to estimate both the rewards and discount factors from human behavioral data, which allows predictions of human navigation behaviors in virtual reality with high accuracy across different subjects and with different tasks. Complex human navigation trajectories in novel environments can be reproduced by an artificial agent that is based on the modular model. This model provides a strategy for estimating the subjective value of actions and how they influence sensory-motor decisions in natural behavior.
The virtual environment as seen through the HMD. The red cubes are obstacles and the blue spheres are targets. There is also a gray path on the ground leading to a goal (the green disk). At the green disk the subject is 'transported' to a new 'level' in a virtual elevator for another trial with a different arrangement of objects.
Spatial navigation has been used as a canonical benchmark task for standard RL/IRL 99 algorithms in machine learning, and therefore is selected as the experimental domain for 100 testing our model. The task is an ideal testbed for modular RL since it is convenient for 101 introducing multiple (sub-)tasks. In following sections of this paper, computer There were no monetary rewards in the task. Since following paths, avoiding obstacles, 138 and heading towards targets are frequent natural behaviors, we assume that subjects 139 have some learned, and perhaps context-specific subjective values associated with the 140 three task components, and our goal was to modulate these intrinsic values using the 141 instructions. The instructions were to walk normally, but to give some priority to the 142 particular task components in the different conditions. To encourage such prioritization, 143 Subjects received auditory feedback when colliding with obstacles or targets. When 144 objects were task-relevant, this feedback was positive (a fanfare) or negative (a buzzer), 145 while collisions to task-irrelevant objects resulted in a neutral sound (a soft bubble 146 pop) [4] . The color of the targets and obstacles was counterbalanced in another version 147 of the experiment and was found not to affect task performance or the distribution of 148 eye fixations so the control was not repeated in the present experiment [26] . The order 149 of the task was Task 1, 2, 3, and 4. This order was chosen so as not to influence the 150 single task conditions by doing the double task. Thus it is possible there are some order 151 effects. In another experiment in the environment the order of the conditions was 152 counterbalanced and no obvious order effects were observed [26] . 153 We analyze data collected from 25 human subjects. A single experimental trial 154 consisted of a subject traversing the room, with the trial ending when the goal at the 155 end of the path is reached. Objects' positions and the path's shape differed on every 156 trial. Each subject performed four trials for each task condition. 157 Data availability This general paradigm of navigation with targets and obstacles 158 has been used to evaluate modular RL and IRL algorithms [2, 19] and to study human 159 navigation and gaze behaviors [4, 27] . The data that support the findings of this study 160 are made public and available at [28] . 161 
Modular Reinforcement Learning 162
Reinforcement learning basics A standard reinforcement learning model is 163 formalized as a Markov decision process (MDP). The MDP models the interaction 164 between the environment and a decision maker which will be referred as an agent. 165 Formally, an MDP is defined as a tuple S, A, P, R, γ [5], where: 166 • S is a finite set of environment states. Let s t denote the agent's state at discrete 167 time step t. The state encodes relevant information for an agent's decision.
168
• A is a finite set of available actions. Let a t be the action agent chooses to take at 169 time t. The agent interacts with the environment by taking an action in its 170 observed state.
the probability of entering state s when agent takes action a in state s. The state 173 transition function describes the dynamics of the environment that are influenced 174 by an agent's action. 175 • R is a reward function. r t denotes the scalar reward agent received at time step t. 176
• γ ∈ [0, 1) is a discount factor. The agent values future rewards less than an 177 immediate reward, therefore future rewards are discounted by parameter γ at 178 every discrete time step. γ = 0 indicates that the agent is myopic and only seeks 179 to maximize the immediate reward.
180
• π : S → A is called a policy of the agent, which specifies the probability of chosen 181 each action in each state.
182
In machine learning, the purpose of a reinforcement learning algorithm is to find an 183 optimal policy π * that maximizes the longterm cumulative reward. Many RL 184 algorithms are based on value function estimation. The action-value function (also 185 called Q-value function) estimates the expected longterm reward for taking an action in 186 a given state, and follow policy π afterwards. Formally, the Q-value function 187 conditioned on policy π is defined as [5]:
Given the Q-value function it is convenient for an agent to select the action that 189 maximizes expected future returns.
190
Modular Reinforcement Learning The divide-and-conquer approximation of RL 191 leads to modular reinforcement learning, in which a module is a subtask of the original 192 task. Each module is hence a simpler problem, so that its value function and policy can 193 be learned or calculated efficiently. A module is also modeled by an MDP 194 S (n) , A, P (n) , R (n) , γ (n) , where n is the index of the nth module. Note that each 195 module has its own state space, transition function, reward function, and discount 196 factor, but the action space is shared between modules because all modules reside in a 197 single agent.
198
Let N be the number of modules and Q (n)π (n) denote module Q-value function of 199 the nth module conditioned on module policy π (n) . For simplicity, we will drop π (n) 200 and write Q (n) . Let Q without superscription denote the global Q function (also drop 201 global policy π). Modular RL sums module Q functions to obtain the global Q 
There can be multiple module objects of a module, e.g., several identical obstacles 204 nearby to avoid. The number of objects of each module is denoted as M (1) , . . . , M (N ) . 205 Note that for a given module, its module objects share the same Q (n) since their 206 module MDPs are identical. But at a given time they could be in different states 207 relative to the agent's reference frame which can be denoted as s (n,m) for module n 208 object m. To generalize the above equation:
This assumes independent transition functions between module objects [19] . A module 210 action-value function Q (n) may be calculated from solving Bellman equations using 211 dynamic programming or through standard learning algorithms with enough experience 212 data, which we argue to be infeasible for human performing natural tasks. Q (n) needs 213 to be calculated efficiently with reasonable cognitive load.
214
In our experiments, both the state transition function and reward function are 215 deterministic hence the expectation in Eq (1) can be dropped. Since each module Q 216 function only considers a single source of reward from a single module object, and 217 assuming a policy that leads the agent directly to the module object, Q (n) (s (n,m) , a) 218 takes the following simple form:
where r (n) is the reward for the nth module, γ (n) is its discount factor, and d(s (n,m) , a) 220 is the spatial or temporal distance between the agent and the module object m after 221 taking action a at state s (n,m) . Note Eq (4) converts value function back to its simplest 222 form in [15] . This simple form allows a decision maker to calculate the action-value for 223 a state efficiently when needed instead of beforehand. This matters when humans need 224 to make decisions fast and when it is computationally expensive to calculate value 225 functions using a standard RL algorithm. It is also unlikely for a human to pre-compute 226 the values for all future states and use dynamic programming to obtain a global policy 227 when they visit the environment for the first time. Doing so would at least require a 228 human to store Q-values for relevant states (a Q-table) in its memory system, which is 229 convenient for an artificial agent but would be difficult for a real-time human decision 230 maker. goal of modular IRL is to estimate the underlying reward and discount factor for each 257 module to recover the value function, given a sequence of observed state-action pairs, 258 i.e., a trajectory that traverses through the state space, as shown in Fig 3A . 259 We follow the Bayesian formulation of IRL [36, 37], Maximum Likelihood IRL [38], 260 and improve the modular IRL algorithm in [19] . These approaches assume that the 261 higher the Q-value for an action a t in state s t , the more likely action a t is observed in 262 behavioral data. Let η denote the confidence level in optimality (the extent to which an 263 agent selects actions greedily, default to be 1), and let exp(·) denote the exponential 
Next, the global action-value function Q(s t , a t ) is decomposed using Eq (3) with module 270 Q functions Q (1:N ) , therefore the likelihood becomes:
Take the log of the likelihood function:
Substituting Eq (4) into Eq (8):
The variables to be estimated from the data are module rewards r (1:N ) and discount 274 factors γ (1:N ) . The number of modules N , the number of objects for each module
, and distances d(s (n,m) t , a t ) for each object are all state information and 276 can be observed from the environment. This formulation follows closely the work by [19] , 277 extending it to use the new formulation of modular RL, handle multiple objects of each 278 module, estimate the discount factors, and derive a slightly different objective function. 279 Sparse modular inverse reinforcement learning Modular IRL can only guess 280 which objects are actually being considered by the decision maker when chosen an 281 action. To address this problem, we can further add a L 1 regularizer −λ N n=1 ||r (n) || 1 282 to Eq (9), which causes some module rewards to become 0 so these modules would be 283 ignored in decision making. This is an extension of using a Laplacian prior in Bayesian 284 IRL [36] . In addition to the benefit from an optimization perspective, the regularization 285 term has the following important interpretation in terms of explaining natural behaviors. 286 A hypothetical module set is a set H = {1, · · · , N } contains N modules that could 287 potentially be of an agent's interest. However, due to the limitations in computational 288 resource, the agent can only consider a subset of H at a time, denoted H . In a rich 289 environment many modules' rewards would be effectively zero at current decision step, 290 hence |H | |H|. For instance, a driving environment could contain hundreds of 291 objects in H. But a driver may pay attention to only a few. The regularization constant 292 λ serves as a cognitive capacity factor that helps determine H from the observed 293 behaviors. Therefore the final objective function of modular IRL is:
Note that if we are to fit r (1:N ) and γ (1:N ) simultaneously, the above objective function 295 is non-convex. However, the objective becomes convex if only fitting r (1:N ) . Since γ (n) (10)) is used as the objective 316 function to estimate reward r and discount factor γ for the target, obstacle, and path 317 modules. However the regularization constant is found to be close to zero since there 318 are only three modules. Recall that each subject performs each task four times, and 319 each time the path and the arrangement of objects are different. We use leave-one-out 320 cross evaluation, where r, γ are estimated using all-but-one training trials that are from 321 the same subject and same task condition and evaluated on the remaining test trial.
322
Since the parameter estimates are based on the other three trials, all of our prediction 323 results shown below are for a novel environment with similar components -this requires 324 the model to generalize across environments. The number of data samples obtained 325 from a single trial is typically around 100 hence sample efficiency is critical for the 326 performance of an algorithm.
327
Different r and γ are estimated for each subject under each task condition for each 328 module, hence there are 25 subjects × 4 conditions × 3 modules × 4 trials = 1,200 329 different pairs of r, γ estimations. The state information for the model includes the 330 distance and angle to the objects, while the state space is discretized using grids of size 331 0.572 by 0.572 meters, a parameter chosen empirically that produces the best modeling 332 result. It also matches the approximate length of a step in VR, so is a suitable scale for 333 human direction decisions. Empirically, as long as the grid size is within reasonable 334 range of human stride length (0.3-0.9 meters) the algorithm's performance is fairly 335 robust.
336
The path is discretized into a sequence of waypoints which are removed after being 337 visited (similar to the targets). The action space spans 360 degrees and is discretized to 338 be 16 actions using bins of 22.5 degrees. This is a suitable discretization of the action 339 space, given the size of the objects at the distance of 1-2 meters, where an action 340 decision is most likely made.
341
Qualitative results and visualization The most intuitive way to evaluate the 342 modular RL model is to see whether the model can accurately reproduce human 343 navigation trajectories. The Q-value function of a modular RL agent is calculated using 344 r and γ estimated from human data. Next, the modular RL agent is placed at the same 345 starting position as the human subject and starts to navigate the environment until it 346 reaches the end of the path. The agent chooses an action probabilistically based on the 347 Q-value of the current state, using a softmax action selection function as in Eq (5). The 348 reason to let the agent choose actions with a certain degree of randomness is that the The figures demonstrate that the model's generated trajectory clouds align well with 363 observed human trajectories. When a local trajectory distribution is multi-modal, e.g., 364 in Fig 4D, 4F, 4J , 4K, and 4L, the human trajectories align with one of the means. The 365 next important observation is the between-subject variation. Trials within each row are 366 from the same environment under the same task instruction. However, human 367 trajectories can sometimes exhibit drastically different choices, e.g., Fig 4E versus 4F , 368 4J versus 4K. These differences are modeled by the underlying r and γ, and accurately 369 reproduced by the distributions generated. This means that we can compactly model Between-task and between-subject differences We then look at the way average 375 reward estimates vary between different tasks when aggregating data from all subjects. 376 The results are shown in Fig 5A. Overall, the estimated r values vary in an appropriate 377 manner with task instructions. Thus obstacles are valued higher when the instructions 378 prioritize this task, and targets are valued higher when that task is prioritized. Note 379 that the obstacle avoidance module is given some weight even when it is not explicitly 380 prioritized -this is consistent with the observation that subjects deviates from the path 381 to avoid obstacles even when obstacles are task-irrelevant. This may reflect a bias which 382 is carried over from natural behavior with real obstacles. The relatively high value for 383 the path may indicate that subjects see staying near the path as the primary goal.
384
The between-subject differences in reward are shown in Appendix 2 for all 25 385 subjects. At each individual subject's level, changing in the relative reward between the 386 modules is also consistent with task instructions. An one-way ANOVA test suggests 387 that individual differences are evident across subjects under the same task instruction 388 (see Appendix 2 for details). Fig 5. (A) Normalized average rewards across different task instructions. The error bar represents the standard error of the mean between subjects (N = 25). The obstacle module has negative reward, but to compare with the other two modules its absolute value is taken. The estimated reward agree with task instructions. (B) Average discount factors across different task instructions. The error bar represents the standard error of the mean between subjects (N = 25). Fig 5 is that task-relevant module rewards and discount factors are stable across task conditions. To show this quantitatively, for each subject, we combine module rewards from Task 2 (path + obstacle) and Task 3 (path + target) to synthesize the rewards for Task 4 (path + obstacle + target) in the following way:
Stability of rewards and discount factors across tasks An important observation from
r task4 target = r task3 target (11) r task4 obstacle = r task2 obstacle (12) r task4 path = (r task2 path + r task3 path )/2
Then the discount factors are synthesized in the similar way. The synthesized rewards 398 (re-normalized) and discount factors from Task 2 and 3 are found to be very close to 399 those estimated from Task 4, as shown in Table 1 . However, task-irrelevant rewards and 400 discount factors are not stable. This result indicates that task-relevant module rewards 401 and discount factors generalize to a different task condition. Thus modules are 402 independent and transferable in this particular scenario. and uses a unit reward of 1 for the module that is task-relevant, e.g., in Task 2 the path 409 and the obstacle modules would have rewards of +1 and -1 respectively, and the target 410 module would have a reward of 0. The fixed γ agents estimate r only, and use fixed 411 γ = 0.1, 0.5, 0.99. A Bayesian IRL agent without modularization and assumes a fixed 412 discount factor [36] is also implemented where the implementation details can be found 413 in Appendix 3. 414 We choose two performance metrics to evaluate these models. The first one is the 415 number of objects intercepted by the agent's entire trajectory under different task The second quantitative evaluation metric would be the angular difference, i.e., 426 policy agreement, which is obtained by placing an agent in the same state as a human 427 and measuring the angular difference between the agent's action and the human 428 subject's action. This metric differs from the previous one because it emphasizes more 429 on the accuracy of local decisions instead of the whole trajectory. Thus this angular 430 difference is a local metric instead of a holistic one. The comparison results are shown 431 in introduced the first modular IRL and demonstrated its effectiveness using an simulated 459 avatar. The navigation tasks are similar but we use data from actual human subjects. 460 While they use a simulated human avatar and moving from the straight path, our 461 curved path proves quite different in practice, as well, being significantly more 462 challenging for both humans and virtual agents. We then generalize the state space to 463 let the agent consider multiple objects for each module, while the original work assumes 464 the agent considers one nearest object of each module.
465
Bayesian IRL was first introduced by [36] as a principled way of approaching an 466 ill-posed reward learning problem. Existing works using Bayesian IRL usually 467 experiment in discretized gridworlds with no more than 1000 states with an exception 468 being the work of [39] which was able to test on a goal-oriented MDP with 20,518 states 469 using hierarchical Bayesian IRL.
470
The modular RL architecture proposed in this work is most similar to a recent work 471 in [40], in which they decompose the reward function in the same way as the modular 472 reinforcement learning. Their focus is not on modeling human behavior, but rather on 473 using deep reinforcement learning to learn a separate value function for each subtask given time for different behavioral objectives. Another possibility is to extend the 485 modular RL to a two-level hierarchical system. Learned module policies are stored and 486 a higher-level scheduler or arbitrator decides which modules to activate or deactivate 487 given the current context and the protocol to synthesize module policies. An example of 488 this type of architecture can be found in [2] . the modular IRL. In a virtual-reality human navigation experiment, we showed 497 multitask human navigation behaviors, across subjects and under different instructions, 498 can be modeled and reproduced using modular RL.
499
Modular RL/IRL makes it possible to estimate the subjective value of particular 500 human behavioral goals. Over the last 15 years it has become clear that the brain's 501 internal reward circuitry can provide a mechanism for the role of tasks on both gaze 502 behavior and action choices. It is thought that the ventromedial prefrontal cortex and 503 basal ganglia circuits encode the subjective values driving behavior [46] [47] [48] . The present 504 work shows that it is possible to get a realistic estimate of the subjective value of goals 505 in naturalistic behavior, and these values might reflect the underlying reward machinery. 506 Many of the reward effects observed for neurons have very simple choice response 507 paradigms. Thus it is important to attempt to link the primary rewards used in 508 experimental paradigms and the secondary rewards that operate in natural behavior.
509
Previous human experiments have typically used simple behaviors with money or points 510 as rewards. In our experiment we used instructions to bias particular aspects of basic 511 natural behavior with no explicit rewards.
512
The results provide support for a modular cognitive architecture when modeling 513 natural visually guided behaviors. Modularization reduces the size of state space and 514 alleviates the curse of dimensionality. Consequently modular IRL is more sample 515 efficient than the standard Bayesian IRL. In addition, modular RL estimates a discount 516 factor for every module hence it is more flexible and powerful than a standard RL 517 model in which the discount factor is unitary and fixed. The modeling result suggests 518 having such flexibility is indeed helpful. It may also explain why basal ganglia has the 519 mechanism to implement multiple discount factors [16] . 520 The decomposition of global task also allows humans to reuse a learned module later 521 in a new environment. This claim is supported by the observation that task-relevant 522 module rewards and discount factors are stable and generalize to a different task 523 condition. When immersed in a new environment, the simple form of Eq (4) allows value 524 function to be computed with reasonable cognitive load. It is possible that subjects 525 learn stable values for the costs of particular actions like walking and obstacle avoidance 526 and these subjective values factor into momentary action decisions [1] . For example, 527 humans direct gaze to nearby pedestrians in a simple uninstructed walking context with 528 a probability close to 0.5, with small variability between subjects [49] and a similar gaze 529 distribution was found in a virtual environment [50] . These values may change in more 530 complex contexts, as in the decoy effect for example [51] . The present work provides a 531 way of testing the circumstances in which such subjective values might change.
532
Modular RL allows intuitive interpretation for multitask behaviors, where relative 533 importance and reward discounting rates can be compared between modules directly. 534 We expect this modular approach of RL can be applied to and can explain many 535 natural tasks.
[52] has shown that a wide range of human behaviors can be modeled as 536 consisting of microbehaviors, so many behaviors are a mixture of simple modules and 537 could potentially be modeled in this way.
538
A question remains of how these modules are formed originally. The intuition for a 539 modularized strategy comes from two conjectures: learning is incremental and 540 attentional resource is limited. From a developmental perspective, a complicated natural 541 task is often divided in to subtasks when learning happens, e.g., curriculum learning [53], 542 hence a real-time decision-making rule is likely to be a combination of pre-learned 543 subroutines. A subtask is attended when needed to save computational resource.
544
Limitations of the model and future work Although modular RL/IRL is able to 545 produce trajectories that are similar to human behavior, the match was imperfect as 546 demonstrated by the angular difference. One difficulty with modeling human behavior 547 is that we defined the state space and a set of modules by hand without knowing the 548 actual state representation or task decomposition that the human uses. This may 549 account for the discrepancy between the human and agent policies. Ideally, we could 550 learn state representation from data, but this involves the challenging task of combining 551 representation learning and IRL. The work in [54] provides a potential method for An important consequence of being able to get a quantitatively estimated subjective 563 reward and discount factor of a module is that it is possible to test whether these values 564 are stable across contexts. For example, the value of avoiding an obstacle should be 565 stable across moderate variations in the environment such as the changes in obstacle 566 density or changes in the visual appearance of the environment. If this is true, then it is 567 possible to make predictions about behavior in other contexts using learned modules.
568
And it would also be possible to use the prediction error to indicate that other factors 569 need to be considered.
570
Estimates of the value of the underlying behaviors will also allow prediction of the 571 gaze patterns subjects make in the environment. It has been suggested that gaze 572 patterns reflect both the subjective value of a target and uncertainty about 573 task-relevant state [2, 4, 59, 60] . For example, gaze should be frequently deployed to look 574 at pedestrians in a crowded environment since it is important to avoid collisions and 575 there is high uncertainty about their location. Also gaze is deployed very differently 576 depending on the terrain and the need to locate stable footholds, reflecting the 577 increased uncertainty of rocky terrain [61] . Estimates of the subjective value might thus 578 allow inferences about uncertainty as well.
579
In conclusion, we have demonstrated that modular reinforcement learning can 580 plausibly account for sequences of sensory-motor decisions in a natural context, and it is 581 possible to estimate the internal reward value of behavioral components such as path 582 following, target collection, and obstacle avoidance. The estimated reward values and 583 discount factors enabled us to predict long walking trajectories in a novel environment. 584 This framework provides a potentially useful tool for exploring the task structure of 585 natural behavior, and investigating how momentary decisions are modulated by internal 586 rewards and discount factors.
587 Table 1 . Estimated rewards and discount factors comparing to the ground truth for the six modules in the 2D gridworld experiment. The results are presented as mean ± standard error (N = 10). The estimations are highly accurate due to the availability of a large amount of data.
r (1) r (2) (10)) in terms of sample efficiency.
778
Again the gridworld contains 10 modules and each has 10 objects. The agent only Table 2 . One-way ANOVA for individual differences in reward between subjects and across task instructions. Between-subject differences for all modules are significant in all task conditions. Target r Obstacle r Path r Task 1 F (25, 4) = 6.53 F (25, 4) = 5.60 F (25, 4) = 4.57 p = 3.38 × 10 −11 p = 1.16 × 10 −9 p = 8.44 × 10 −8 Task 2 F (25, 4) = 8.09 F (25, 4) = 12.11 F (25, 4) = 12.12 p = 1.41 × 10 −13 p = 1.18 × 10 −18 p = 1.16 × 10 −18 Task 3 F (25, 4) = 7.65 F (25, 4) = 5.91 F (25, 4) = 3.17 p = 6.11 × 10 −13 p = 3.50 × 10 −10 p = 4.50 × 10 −5 Task 4 F (25, 4) = 21.38 F (25, 4) = 5.03 F (25, 4) = 7.20 p = 6.57 × 10 −27 p = 1.21 × 10 −8 p = 3.00 × 10 −12 considers 2 modules, i.e., the agent makes decision by treating all other modules to have 780 zero rewards. Therefore, the hypothetical module set has size |H| = 10 and actual 781 module set has |H | = 2.
782
The mean squared error (MSE) of the estimated reward is shown in Fig 3. If data is 783 scarce, the sparse version of modular IRL algorithm (λ = 0.1, 0.25) can recover rewards 784 more accurately than the non-sparse version. Sparse modular IRL correctly identifies 785 modules that the agent paid attention to, indicated by low MSE values obtained. As 786 the regularization constant λ controls the importance of the regularization term, a very 787 large λ introduces a large bias in estimation and may fail to converge to the truth, as 788 shown by λ = 1. One can use the standard cross-validation techniques in choosing the 789 value for λ. Table 2 shows ANOVA results for individual differences in reward between subjects. 
