Abstract. Tone-mapped images are the low dynamic range (LDR) images converted from high dynamic range (HDR) images. Recently, the objective quality assessment of tone-mapped images is becoming a challenging problem. However, there is no mature algorithm to deal with this issue until the tone-mapped image quality index (TMQI) was proposed recently, which is tone-mapped image quality index (TMQI). Unfortunately, the pooling method of the structural fidelity map in TMQI is the simple "mean", which makes the result unsatisfying. On the other hand, recent studies have found that different locations of an image may have different contributions to the quality perception of the human visual system. The significance of a local image region can be well characterized by a visual saliency (VS) model. Inspired by this insight, in this paper, we propose a VS-based pooling strategy for the objective quality assessment of tone-mapped images. The experimental results clearly demonstrate the efficacy of our proposed method.
Introduction
Recently, researchers have shown a growing interest in high dynamic range (HDR) images. Compared to the low dynamic range (LDR) images, the range of intensity levels of HDR images is largely wider, thus enjoying advantages. Specifically, the range of intensity level of HDR images could be on the order of 10000 to 1, which allows for accurate representations of luminance variations in real scenes, ranging from direct sunlight to faint starlight [1] , while the LDR images only have 256 intensity levels. However, General displays are designed for displaying LDR images, so we must use tone-mapping operators (TMOs) to create the corresponding LDR images for the visualization of HDR images. As the reduction in dynamic range, the LDR images converted from HDR images cannot preserve all the information. With an increasing number of TMOs being developed, a question appears, that is which TMO has a better performance? This question drives us to develop an index to compare them, and then utilize the index for optimizing parameters in TMOs.
In the past few years, the quantitative evaluation of image perceptual quality has become mature, and there has been a lot of image quality assessment (IQA) indices of full reference (FR) methods, some of which show good consistency with subjective ratings when measure the image quality. However, all of the above are only for measuring images when the reference image and the test image have the same dynamic range, so we cannot use them for our purpose.
Until Yeganeh and Wang proposed tone-mapped image quality index (TMQI) [2] , TMO assessment relied almost entirely on human subjective evaluations. However, there are many limitations which make human subjective evaluations difficult to be popularized: 1) it is expensive and inefficient; 2) it is tough to optimize; 3) human observers may ignore some missing information. What must be acknowledged is that TMQI has made a great contribution to the objective quality assessment of tonemapped images.
TMQI proposed by Yeganeh and Wang [2] is quite efficient. In this method, a multi-scale structural fidelity measure and a statistical naturalness measure are combined. However, it has deficiency in pooling strategy it uses. Recent studies have found that different locations of an image may have different contributions to the quality perception of the human visual system. And the significance of a local image region can be well characterized by a visual saliency model. Consequently, in this paper, we attempt to extent TMQI by proposing a novel VS-based pooling strategy. Specifically, in our method, we use VS as a weight map, which is inspired by its successful use on IQA [4, 5] . The experimental results demonstrate that the VS-based pooling strategy can achieve significantly better performance than the simple "mean" that used in TMQI.
The rest of the paper is organized as follows. Section 2 provides some background knowledge about two visual saliency models which have outstanding performance when used in IQA. Section 3 presents how visual saliency information is integrated into TMQI. Section 4 reports the experimental results. Finally, Section 5 concludes the paper with a summary.
Two Visual Saliency Models
Building effective computational models to simulate human visual attention has been studied by scholars for a long time. Most of the existing visual attention models are bottom-up VS models, which suppose visual attention is driven by low-level stimulus in the scene, such as orientation, edges and intensities. Here, we only introduce two visual saliency models of this kind. In [3] , dozens of various VS models have been proposed and several of them could predict the human visual attention accurately. Recently, researchers have gradually found that VS is closely relevant to the image's perceptual quality. Various methods have been attempted to integrate VS information into IQA metrics [4] . These methods demonstrate that a VS-weighted pooling strategy could perform better than the simple "mean" scheme. However, no one tries to use VS-based pooling strategy in the objective quality assessment of tonemapped images. In this paper, we tried 5 kinds of VS models, but in this section we only give a brief introduction about two of them which we found have outstanding performance when used in IQA [5] or saliency detection [7] , namely SR and SDSP.
Spectral Residual Visual Saliency
Spectral residual visual saliency (SRVS) model was proposed in [6] . The computation of SRVS consists of two steps. First, we calculate the spectral residual from the log spectrum of the examined image, and then the VS map is obtained by transforming the spectral residual to the spatial domain. According to the information theory, the information in an image consists of innovation part and prior knowledge part, and the former is much easier to catch the attention of a person. In this model, spectral residual approximately represents the innovation part of an image by removing the statistical redundant components. Suppose I is the examined image. According to [6] , SRVS can be computed as the following:
where F and F -1 denote the Fourier Transform and Inverse Fourier Transform, respectively. (x, y) denotes the pixel point in the spatial domain while (u, v) denotes the pixel point in the frequency domain. abs(·) returns the magnitude of a complex number, angle(·) returns the argument of the complex number, h n (u, v) is a n×n mean filter, g(x, y) is a Gaussian function, which smoothes the saliency map for better visual effects, and * represents the convolution. The equations (1-4) are for the computation of spectral residual, and equation (5) is for transforming from frequency domain to spatial domain.
SDSP: Saliency Detection by Combining Simple Priors
Saliency detection by combining simple priors (SDSP) was proposed in [7] . This method was inspired by three simple priors. Firstly, the behavior that the human visual system detects salient objects in a visual scene can be well modeled by band-pass filtering. Secondly, people would pay more attention on the center of an image. Thirdly, warm colors are much easier to catch people's attention than cold colors. The SDSP can be obtained as follows:
where S F (x), S D (x), S C (x) are the maps using the three simple priors, corresponding to frequency prior, location prior and color prior, respectively. They can be computed in equations (7), (9) and (10), respectively.
As for frequency prior maps, (
where I L , I a , and I b are the three resulting channels. For a given image I in the RGB color space, at first, it will be converted to the CIEL*a*b* color space. g(x) (x= (x, y) ∈R 2 ) is the transfer function of a log-Gabor filter in the frequency domain, which can be expressed as: ( )
where (u= (u, v) ∈R 2 ) is the coordinate in the frequency domain, ω 0 is the filter's center frequency, and σ F controls the filter's bandwidth. g(x) could be approximately obtained by performing a numerical inverse Fourier transformation to G(u).
As for location prior maps,
this prior can be simply and effectively modeled as a Gaussian map. c denotes the center of the input image I and σ D is a parameter. As for color prior maps,
1 exp (10) where σ C is a parameter and I an and I bn can be computed as: (11) where I a and I b have the same definitions as above, mina (maxa) is the minimum (maximum) value of I a , and minb (maxb) is the minimum (maximum) value of I b .
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Integrating Visual Saliency into TMQI TMQI proposed by Yeganeh and Wang [2] was inspired by two successful design principles in IQA literature. The first is the structural similarity (SSIM) approach [8] and its multi-scale derivations [9, 10] , and the second is the natural scene statistics (NSS) approach [11] . SSIM advocates that the main purpose of the human visual system is to extract structural information from the visual scene, which makes the structural fidelity a good method to predict the perceptual quality of an image. NSS maintains that the human visual system is highly adaptive to viewing field and uses the departure from natural image statistics as a measure of perceptual quality of an image. Based on these two principles, Yeganeh and Wang proposed the Tone Mapped image Quality Index (TMQI), which combines a multi-scale structural fidelity measure and a statistical naturalness measure [2] .
Structural Fidelity
Same as the original SSIM, the structural fidelity is applied locally, but it contains only two components, which was defined as:
where x, y are two local patches extracted from the HDR image and the tone-mapped LDR one. σ x , σ y and σ xy are the local standard deviations and cross correlation between the two corresponding patches in HDR and LDR images. C 1 and C 2 are two positive stabilizing constants, used to control the result between 0 and 1. From the equation, we can see the second item is the same as the structure comparison component in the original SSIM, while the luminance comparison part is absolutely ignored since TMOs are mainly to change local intensity and contrast. The first item is the improved version of the corresponding one in the SSIM. It will work if one of HDR and LDR images is significant and the other one is insignificant. Otherwise, it makes little contributions.
To determine the significance of the signal strength, we pass the local standard deviation σ through a nonlinear mapping, and obtain the σ' value. The nonlinear mapping has to highly meet the visual sensitivity, and be designed so that significant signal strength is mapped to 1 and insignificant signal strength to 0, with a smooth transition in-between, which has been extensively studied in [12] . The computation of σ' is as the following:
2.6 0.0192 0.114 exp 0.114
where λ is a constant to fit psychological data, f is spatial frequency and k =3. Using these equations, we could obtain σ x , σ y , and then the local structural fidelity is computed. Then we use a sliding window running across the image to obtain the local structural fidelity of all the patches. Then we need to pool all the locals to get a single score of the image. The pooling method in TMQI is the simple "mean", which does not take the characters of human visual system into account. To overcome this deficiency, we propose a new method to use VS-based pooling strategy in the objective quality assessment of tone-mapped images. It has been widely accepted that a good quality score pooling strategy should correlate well with human visual fixation. We use VS models to characterize the visual importance of a local region. If the LDR image has a high VS value, it implies that this position x will have a high impact on human visual system (HVS), so we use V m (x) to represent the SRVS value or the SDSP value of each patch. Therefore, the structural fidelity at each scale can be computed as:
where Ω means the whole image spatial domain. Following the idea used in multiscale [9] and information-weighted SSIM [10] , we also adopt a multi-scale approach, where the images are iteratively low-pass filtered and down-sampled to create an image pyramid structure [13] . So far, the overall structural fidelity could be calculated by combining scale level structural fidelity scores using the method in [9] :
where L is the number of scales and β l is the weight of the l-th scale. The equations (12) (13) (14) (15) (16) (17) (18) demonstrate the computation of the structural fidelity, and we discover that there are some parameters in the procedure. The same with TMQI, we set C 1 =0.01
and C 2 =10 in (12), μ =128 in (15) and L=5 in ( 
Statistical Naturalness
Except faithfully preserving the structural fidelity of the HDR image, the tone-mapped LDR image should also look natural. The statistical naturalness model used here is also from [2] , which is built upon brightness and contrast, because the brightness and contrast of an image could be reflected by the mean and standard deviation. The histograms of the means and standard deviations of natural images could be well fitted using a Gaussian and a Beta probability density functions given by: Recently, studies suggested that brightness and contrast are highly independent [14] , which means their joint probability density function would be the product of them. Therefore, the statistical naturalness measure could be computed as:
where K= max{P m , P d }, is to constrain the value between 0 and 1.
Quality Assessment Model
The model is the same as TMQI, which is a three-parameter function combining the structural fidelity measurement S and the statistical naturalness N:
where a adjusts the relative importance of the two components, and α and β determine their sensitivities, respectively. Based on experience, we set a =0.8800, α=0.3046, and β=0.7088. Until now, we could get a single score of a tone-mapped image. Figure 1 illustrates the scheme of our method for computing Q. The part circled by red frame is the difference between our method and TMQI. 
Experiments and Results

Test Protocol
In our experiment, we use a database introduced in [2] , in which there are 15 data sets, and each data set has 1 HDR image and 8 LDR images created by 8 TMOs from the HDR image. The first five LDR images generated by the TMOs developed by Reinhard et al. [15] , Drago et al. [16] , Durand & Dorsey [17] , Mantiuk et al. [18] and Pattanaik et al. [19] are computed using the publicly available software Qtpfsgui [20] . In addition, the last three LDR images were created using the built-in TMOs in Adobe Photoshop, namely "Exposure and Gamma," "Equalize Histogram," and "Local Adaptation," respectively. The parameters used in 8 TMOs are their default values. The reference HDR images include different indoor and outdoor scenes and are all available online [21] [22] [23] [24] . In the subjective test, each subject is required to give the ranking scores from 1 to 8 representing the best and the worst quality, respectively. The subjective rankings for each image set are the average ranking scores given by 20 subjects. The metric employed to evaluate our index is Spearman rank-order correlation coefficient (SRCC) [25] , which is defined as:
where d i is the difference between the i-th image's ranks in subjective and objective evaluations. There is no parameter in this metric which is rank-order based correlation and independent of any monotonic nonlinear mapping between subjective and objective scores. From the equation we can find that a smaller d i value can lead to a higher SRCC value, and SRCC value will be more close to 1, especially when there are no differences between all of the image's ranks in subjective and objective evaluations, the SRCC value will be 1.
Performance Evaluation
The experiments have been carried out in our validation process, using the same database which is from [2] , and all the parameters we use are the ones we discussed in section 3.3. In the first experiment, we calculate the SRCC values between the mean ranking scores and 6 sets of objective quality assessment scores obtained from 6 pooling strategies: simple "mean", 2 visual saliency models we have mentioned in section 2, and 3 typical visual saliency models, respectively. The result is given in Table 1 . We use the SRCC metric to compare the scores obtained from the objective assessment index using 6 different kinds of pooling methods with the behavior of an average subject on each image set. The row called "MSP" means the mean subjective performance, which is calculated by comparing the mean ranking scores and the ranking scores given by each individual subject for each image set, and the range of ± 1 standard deviation from SRCC values of the mean over all subjects indicates that TMQI behaves quite similarly to an average subject. From Table 1 , we observed that except the Itti [26] and GBVS [27] visual saliency models, which are developed a few years ago, the remaining three models show better performance than the simple "mean" pooling strategy used in TMQI, especially SDSP.
The running speed of each selected pooling methods was also evaluated. Experiments were performed on a Lenovo Qitian M7150 PC with a Pentium (R) Dual-Core CPU. The software platform was Matlab R2013a. The total time cost consumed by each IQA pooling methods from reading images to obtain the mean SRCC of 15 images sets is listed in Table 2 . From Table 2 we can find that since there is no complex computation involved in our index, it has low computational cost, and what is worth mentioning is that the best SDSP is only 55 seconds slower than the simple "mean" pooling strategy, while the negligible extended time leads to a much better performance. 
Conclusion
In this paper, we propose a new method to use VS-based pooling strategy in the objective quality assessment of tone-mapped images. This pooling strategy is designed based on the assumption that an image's VS map has a close relationship with its perceptual quality. Experimental results indicate that VS-based pooling schemes could lead to better performance than just simple "mean". Moreover, VS models used in our paper have very low computational complexity, similar as simple "mean". In conclusion, VS can be a better candidate of pooling strategy for the objective quality assessment of tone-mapped images for real-time applications.
