ABSTRACT Compressed sensing is a novel information collection theory. Compared with the Nyquist sampling theorem, compressed sensing can obtain all the information of a signal with very few samples. The deterministic construction of the measurement matrix is an important research area in compressed sensing. Inspired by the observation that the parity-check matrix of low-density parity-check code can be used as a deterministic measurement matrix, in this paper, a special balanced incomplete block design proposed by Bose is exploited to construct the deterministic measurement matrix. The incidence matrix of the balanced incomplete block design proposed by Bose is used as the deterministic measurement matrix. The experimental results show that the proposed measurement matrix has lower mutual coherence than some widely used measurement matrices and shows better performance than the progressive edge-growth measurement matrix. Moreover, by using the embedding operation, the modified measurement matrix with a more flexible size and improved performance is constructed. In our simulation, the modified measurement matrix has lower mutual coherence and better performance than some widely used measurement matrices.
I. INTRODUCTION
Compressed sensing (CS) [1] - [3] is a new information collection theory. Compared with the Nyquist sampling theorem, in compressed sensing, the information of a signal can be obtained with very few samples. CS has been widely used in patient localization [4] , information security [5] , direction of arrival (DOA) estimation [6] , and other related areas. The measurement matrix is an important research area in CS. It can be divided into the random measurement matrix and the deterministic measurement matrix. Many random measurement matrices have been proposed, such as the Gaussian random measurement matrix [1] , the partial Fourier measurement matrix [3] , the Bernoulli random measurement matrix [1] , and the random sparse measurement matrix [7] . Although the random measurement matrices satisfy the restricted isometry property (RIP) [18] with high probability, it is hard to verify whether a random matrix satisfies the RIP or not. Moreover, because all of their elements need to be stored, they need a large storage space. The deterministic measurement matrix can overcome these drawbacks. Many deterministic measurement matrices have been proposed. Devore [8] proposed the deterministic measurement matrix based on the finite field polynomial. Li et al. [9] proposed the measurement matrix by using the algebraic curves over finite fields. Amini et al. [10] constructed the deterministic measurement matrix based on the p−ary BCH code. However, these matrices have been exceeded by the recently proposed matrices. Recently, the deterministic measurement matrices constructed from the low-density parity-check (LDPC) codes have drawn researchers' attention. Dimakis et al. [11] proved that the parity-check matrix of the LDPC code with excellent performance can be used as a proper measurement matrix, and they proposed the deterministic measurement matrix by using the Gallager LDPC code. On this basis, Lu et al. [12] constructed the deterministic measurement matrix using the progressive edge-growth (PEG) algorithm, which is a method of constructing LDPC code. Liu and Xia [13] constructed the deterministic measurement matrix by using the parity-check matrix of the array code. Zhang et al. [14] constructed the deterministic measurement matrix by using the protograph LDPC codes. Li and Ge [15] proposed the deterministic measurement matrix by using the finite geometry, which is also a method of constructing LDPC codes.
The above mentioned deterministic measurement matrices constructed from the LDPC codes show superior performance. Inspired by this, in this paper, we propose another deterministic construction of the measurement matrix based on LDPC codes. We note that the LDPC codes [16] constructed from the Bose-BIBDs (a special balance incomplete block design proposed by Bose [17] ) show superior performances. Inspired by this, in this paper, we exploit the Bose-BIBD to construct the deterministic measurement matrix. Four types of deterministic measurement matrices are constructed from Bose-BIBDs. They have lower mutual coherences than some widely used measurement matrices and better performance than the PEG deterministic measurement matrix. Moreover, the modified measurement matrices are constructed by using the embedding operation. Compared with the Bose-BIBD measurement matrix, the modified measurement matrix has a more flexible size and an improved performance. In the simulation, the modified measurement matrix has lower mutual coherence and better performance than some widely used measurement matrices.
The remainder of this paper is organized as follows. In Section 2, we introduce the basics of CS and BIBD. In Section 3, we construct four types of deterministic measurement matrices using Bose-BIBDs. In Section 4, we construct the modified Bose-BIBD deterministic measurement matrix. In Section 5, we provide the simulation results and discussions. The conclusions are stated in Section 6.
II. RELATED BASICS
In this Section, we introduce the related basics of compressed sensing and BIBD.
A. THE BASICS OF COMPRESSED SENSING
If there are no more than K nonzero entries in the signal x ∈ R N and K N , we call x a K sparse signal. x can be sampled by the measurement matrix ∈ R M ×N , where M < N , to obtain the signal y ∈ R M . It can be seen that the high-dimensional signal x is reduced to the lowdimensional signal y by sampling. Theoretically, x cannot be recovered from y. However, CS illustrates that if is a proper measurement matrix, x can be perfectly recovered from the low-dimensional signal y.
The RIP condition [18] , [19] was proposed to judge whether the measurement matrix is a proper matrix. If for any K sparse signal x there is a constant 0 < δ K < 1 that satisfies (1), the measurement matrix is said to satisfy the RIP with order K . The minimum nonnegative number δ K that satisfies (1) is called the restricted isometry constant (RIC) of order K . If δ K is small enough, the orthogonal matching pursuit (OMP) [22] or other recovery algorithms can be used to recover the original signal perfectly.
(1)
Moreover, because low mutual coherence means the RIP, the mutual coherence plays an important role in the construction of the deterministic measurement matrix. The mutual coherence µ ( ) of the measurement matrix is the maximum absolute value of the normalized inner product of two arbitrary column vectors in the measurement matrix. The definition of mutual coherence is
Bourgain et al. [19] proved that satisfies the RIP of
B. THE BASICS OF BIBD
Bose-BIBD is a special kind of BIBD. In this part, we introduce the basic concept of BIBD. BIBD is a long-standing topic in combinatorial mathematics [17] .
Definition 1: 1) each element of Z appears in ρ blocks and ρ > 0, and 2) every two elements of Z appear together in λ blocks.
Definition 2:
The incidence matrix of the (m, n, ρ, γ , λ) − BIBD is an m × n binary matrix H, the elements of which are defined as
Definition 3: If every column of H has d 1s, it is called a regular binary matrix and the column weight is d.
Ammar et al. [16] proved that the incidence matrix of BIBD can be used as the party-check matrix of LDPC code. Dimakis et al. [11] proved that the parity-check matrix of LDPC code can be used as the deterministic measurement matrix. Inspired by this, in this paper, the incidence matrix of Bose-BIBD (a special BIBD proposed by Bose) is used as the deterministic measurement matrix.
Example 1: Let Z = {1, 2, 3, 4, 5, 6, 7} be a finite set. There is a set of 7 blocks B = {{1, 2, 4} , {2, 3, 5} , {3, 4, 6} , {4, 5, 7} , {5, 6, 1} , {6, 7, 2} , {7, 1, 3}}. Each block contains 3 elements, each element of Z appears in 3 blocks, and every two elements of Z appear together in 1 block. According to Definition 1, (Z , B) is a (7, 7, 3, 3, 1) −BIBD. According to Definition 2 and Definition 3, the incidence matrix of this BIBD is a 7 × 7 regular binary matrix and its column weight is 3, as shown in Table 1 . 
III. DETERMINISTIC CONSTRUCTION OF THE MEASUREMENT MATRIX BASED ON Bose-BIBD
Bose-BIBD [17] is an important kind of BIBD. The basic theory of constructing Bose-BIBDs is the finite fields Abelian group symmetrically repeated differences method. For details of this method, see the Appendix A.
In this Section, we first introduce two basic theories of constructing Bose-BIBD. Then, we construct four types of deterministic measurement matrices based on the four types of λ = 1 Bose-BIBDs [16] .
Theorem 1: If the additive Abelian group G = x i
: 1 ≤ i ≤ k has the order of k, then each element in G can be repeated q times to form a set Z . The kq elements in Z are divided into q classes as (10) . If blocks B 1 , B 2 , · · · , B n (nγ -subsets of Z ) satisfy the following conditions, then (kq, kn, ρ, γ , λ) −BIBD can be constructed by adding each element in G to the elements of each block.
1) Among the nγ elements of n blocks, ρ of them come from each of the q classes. 2) Both the pure differences and the mixed differences formed from the elements of the n blocks occur λ times. The n blocks are the base blocks.
For details of an example of constructing Bose-BIBD based on Theorem 1, see the Appendix B.
Theorem 2: As defined in Theorem 1, G is an additive Abelian group with k elements, and Z is a set of kq elements.
(n + eγ -subsets of Z ∪ ∞) satisfy the following conditions, then by adding each element of G to each of the blocks with
of them belong to each of the q classes, and among
, λ of them belong to each of the q classes of Z . 3) Both the pure differences and the mixed differences formed from the elements of Z in n + e blocks occur λ times.
A. THE TYPE-1 DETERMINISTIC MEASUREMENT MATRIX
The type-1 Bose-BIBD is derived from theorem 1. Let s be a positive integer and 12s + 1 be the power of a prime number. Suppose α is the GF (12s + 1) 's primitive element, and c is an odd integer no more than 12s + 1. If α and c satisfy α 4s − 1 = α c , there are s basic blocks
where 0 ≤ i < s. By adding each element of GF (12s + 1) to each block's elements in turn, s (12s + 1) blocks can be constructed. The type-1 Bose-BIBD is a (12s + 1, s (12s + 1) , 4s, s, 1) −BIBD, and its incidence matrix has the size of (12s + 1) × s (12s + 1). The type-1 deterministic measurement matrix is the incidence matrix of the type-1 Bose-BIBD, which has the size of (12s + 1) × s (12s + 1).
B. THE TYPE-2 DETERMINISTIC MEASUREMENT MATRIX
The type-2 Bose-BIBD is also derived from theorem 1. Let s be a positive integer and 20s + 1 be the power of a prime number. Suppose α is a primitive element of the finite field GF (20s + 1), and c is an odd integer less than 20s + 1. If α and c satisfy α 4s + 1 = α c , there are s basic blocks
where 0 ≤ i < s. By adding each element in GF (20s + 1) to the element of each basic block in turn, s (20s + 1) blocks can be constructed. The type-2 Bose-BIBD is a (20s + 1, s (20s + 1) , 5s, s, 1) -BIBD, the incidence matrix of which has the size of (20s + 1) × s (20s + 1). The type-2 deterministic measurement matrix is the incidence matrix of the type-2 Bose-BIBD, which has the size of (20s + 1) × s (20s + 1).
C. THE TYPE-3 DETERMINISTIC MEASUREMENT MATRIX
The type-3 Bose-BIBD is designed based on theorem 2. Let s be a positive integer and 4s + 1 be the power of a prime number. Let q = 3, we repeat each element of GF (4s + 1) 3 times, and all the 3 (4s + 1) elements form the set Z . Let ∞ be a symbol adjoined to Z . Then, the set Z ∪ {∞} has 12s + 4 elements.
According to theorem 2, when n = 3s and e = 1, there exists a (3 (4s + 1) + 1, (4s + 1) (3s + 1) , 4s , α
where 0 ≤ i < s.
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Ionin and Kaharaghani [20] concluded that the incidence matrix of this design has the form
where
and C i are cyclic matrices with the size of (4s + 1)×(4s + 1). O is a zero matrix with the size of (4s + 1) × s (4s + 1). I is an identity matrix with the size of (4s + 1) × (4s + 1). z is a line vector with 4s + 1 1s. o is a line vector with s (4s + 1) 0s. J i is a matrix formed by adding each element in GF (4s + 1) to the i-th block's first and second elements. C i is a matrix formed by adding each element in GF (4s + 1) to the i-th block's third and fourth elements. The type-3 deterministic measurement matrix is the incidence matrix of the type-3 Bose-BIBD, which has the size of 3 (4s + 1) × (4s + 1) (3s + 1).
D. THE TYPE-4 DETERMINISTIC MEASUREMENT MATRIX
The type-4 Bose-BIBD is derived from theorem 1. 
where 0 ≤ i < s. Ionin andKaharaghani [20] concluded that the incidence matrix of this design has the form
J i and C i are cyclic matrices with the size of (4s + 1) × (4s + 1). O is a zero matrix with the size of (4s + 1) × s (4s + 1). D is a matrix that consists of a row of s identity matrices, which has the size of (4s + 1) × (4s + 1). I is an identity matrix with the size of (4s + 1) × (4s + 1). J i is a matrix formed by adding each element in GF (4s + 1) to the i-th block's first and second elements. C i is a matrix formed by adding each element in GF (4s + 1) to the i-th block's third and fourth elements.
The type-4 deterministic measurement matrix is the incidence matrix of the type-4 Bose-BIBD, which has the size of 5 (4s + 1) × (4s + 1) (5s + 1).
For details of an example of constructing the type-1 Bose-BIBD measurement matrix, see the Appendix C. The constructions of other type deterministic measurement matrices are similar to it.
IV. MODIFIED Bose-BIBD MATRIX
In this part, we construct the modified Bose-BIBD measurement matrix by using the embedding operation [10] .
Theorem 3: Assume that there is a binary matrix A m1×n1 with the mutual coherence µ A , and F is a ω c × n2 matrix with the mutual coherence µ F . Each column of A has ω c nonzero elements that are individually 1 1 , 1 2 , · · · , 1 ω c . F has ω c rows that are individually ν 1 , ν 2 , · · · , ν ω c . We replace the ω i (1 ≤ ω i ≤ ω c ) -th nonzero element in each column of A with the ω i (1 ≤ ω i ≤ ω c ) -th row of F and replace each zero element in A with a zero vector o 1×n2 . Then, an m1 × n1n2 measurement matrix E with the mutual coherence µ E = max (µ A , µ F ) can be constructed.
The proof of theorem 3 has been detailed by Amini et al. [10] , and thus, we do not show it again here. In constructing the deterministic measurement matrix, we first construct the matrix E, and then, the modified measurement matrix can be constructed by randomly selecting several columns from the matrix E.
In this paper, we embed the discrete Fourier transform (DFT) matrix (a low mutual coherence matrix) into our proposed Bose-BIBD measurement matrix. Other low mutual coherence matrices, such as the conference matrix [20] and the Grassmannian frames matrix [21] , can also be embedded into our proposed Bose-BIBD measurement matrix. In this way, the embedding operation gives more flexibility for constructing the deterministic measurement matrices. Thus, our proposed Bose-BIBD measurement matrix plays the role of the basic infrastructure.
V. MUTUAL COHERENCE OF OUR PROPOSED MEASUREMENT MATRIX
As illustrated in Section 2, mutual coherence plays an important role in evaluating the measurement matrix. The lower the mutual coherence is, the better the measurement matrix is. In this part, we compare the mutual coherence of our proposed measurement matrix with those of the Gaussian random measurement matrix [1] , random sparse measurement matrix [7] , and PEG matrix [12] by using the Monte Carlo method. Among them, the Gaussian random matrix and random sparse measurement matrix are the state-of-the-art random matrices. The PEG measurement matrix is a widely used deterministic measurement matrix. Please notice that, in our following figures and tables, the four types of measurement matrices are abbreviated as Bose-BIBD, Gaussian random, random sparse and PEG. In the Monte Carlo method, we use the following hypothesis.
• The x label of the Fig. 1 is the column weight ω c , which has been defined in Definition 3.
• The mutual coherences of the PEG measurement matrix and the random sparse measurement matrix are affected by the column weight. Then, the column weights of the PEG matrix and random sparse matrix are designed to increase gradually until the mutual coherence becomes stable.
• Since the mutual coherences of the Gaussian random measurement matrix and the random sparse measurement matrix have randomness, we use the average mutual coherence of 1000 randomly generated matrices. The Fig. 1 shows the mutual coherences of four types of measurement matrices with the size of 109 × 981. The Bose-BIBD measurement matrix is the incidence matrix of the (109, 981, 4, 4, 1) −BIBD. With the increase of the column weight, the mutual coherence of the random sparse measurement matrix decreases and finally stabilizes at approximately 0.58. The mutual coherence of the PEG measurement matrix reaches the minimum value when the column weight ω c = 3. The mutual coherence of the Bose-BIBD measurement matrix is always smaller than those of the other measurement matrices.
In order to get a comprehensive result, we test the mutual coherences of some measurement matrices with randomly determined sizes. As shown in Table 2 , the mutual coherences of four Bose-BIBD matrices and two modified Bose-BIBD matrices are tested. The results are similar to Fig.1 . It can be seen that the mutual coherences of Bose-BIBD measurement matrix and modified Bose-BIBD measurement matrix are always smaller than those of the other measurement matrices.
VI. SIMULATION AND DISCUSSION
We compare the perfect recovery percentage of our proposed matrix with those of the Gaussian random measurement matrix [1] , random sparse measurement matrix [7] , and PEG matrix [12] . The elements of Gaussian random measurement matrix follow standard norm distribution and each column is normalized. Each column of the random sparse measurement matrix has 4 nonzero elements and their positions are randomly selected. The PEG matrix is generated by using the PEG algorithm.
A. EXPERIMENTAL DESIGN
The K − sparse vectors are used as the testing signals. The positions and the values of the nonzero elements of the testing signal are randomly generated. The orthogonal matching pursuit (OMP) [22] algorithm is used to recover the signals. The perfect recovery percentage is used to evaluate the performance of the measurement matrix. For each sparsity order, 1000 experiments are conducted. If the relative error in the i-th experiment
, where x * i is the recovered signal and x i is the original signal, the recovery is assumed to be perfect. If N s experiments are success, the perfect recovery percentage is N s 1000 . Since the performances of the PEG matrix and the random sparse matrix are affected by the column weight [7] , [12] , we use the column weight that leads to their best performance. Fig. 2 (a) shows the perfect recovery percentages of the 438 × 1 signals with the sparsity order K changing from 10 to 30. The Bose-BIBD measurement matrix is constructed from the (73, 438, 4, 4, 1) −BIBD, which is the type-1 Bose-BIBD. Fig. 2 (b) shows the perfect recovery percentages of the 183 × 1 signals with the sparsity order K changing from 10 to 35. The Bose-BIBD measurement matrix is constructed from the (61, 183, 5, 5, 1) −BIBD, which is the type-2 Bose-BIBD. Fig. 2 (c) shows the perfect recovery percentages of the 130 × 1 signals with the sparsity order K changing from 5 to 25. The Bose-BIBD measurement matrix is constructed from the (40, 130, 4, 4, 1) −BIBD, which is the type-3 Bose-BIBD. We can see that in these experiments, the Bose-BIBD measurement matrix performs consistently better than the random measurement matrix and the PEG measurement matrix.
B. PERFORMANCE OF THE Bose-BIBD MEASUREMENT MATRIX
In the following two experiments, the performances of some measurement matrices with relatively small measurement ratios M /N are tested. Fig. 3 (a) shows the perfect recovery percentages of the 981 × 1 signals with the sparsity order K changing from 10 to 40. The Bose-BIBD measurement matrix with the size of 109 × 981 is constructed from the (109, 981, 4, 4, 1) −BIBD, which is a type-1 Bose-BIBD. Fig. 3 (b) shows the perfect recovery percentages of the 2892 × 1 signals with the sparsity order K changing from 25 to 80 with the step of 5. The Bose-BIBD measurement matrix with the size of 241 × 2892 is constructed from the (241, 2892, 5, 5, 1) −BIBD, which is a type-2 Bose-BIBD. In the above two experiments, the Bose-BIBD measurement matrix performs worse than random measurement matrices but performs consistently better than the PEG measurement matrix.
From the above experiments, we note that the deterministic sparse measurement matrices, such as the Bose-BIBD matrix and the PEG matrix, perform better than the random measurement matrix for relatively higher measurement ratios M /N . As M /N declines, the deterministic sparse measurement matrices' advantage over the random measurement matrix diminishes. When it is approximately M N < 1/9, the deterministic sparse measurement matrix performs worse than the random measurement matrix. Lu and Xia [23] also observed this phenomenon. To our best knowledge, the reason for this phenomenon has not been studied. It is worth being researched further.
C. PERFORMANCE OF THE MODIFIED Bose-BIBD MEASUREMENT MATRIX
As shown in Fig. 4 (a) , we test the perfect recovery percentages of the 400×1 signals with the sparsity order K changing from 10 to 35. By embedding a 4 × 4 DFT matrix into the incidence matrix of the (73, 438, 4, 4, 1) −BIBD, a 73×1752 matrix is constructed. The modified measurement matrix is constructed by randomly choosing 400 columns from the 73 × 1752 matrix. constructed. The modified matrix is constructed by randomly choosing 300 columns from the 40 × 520 matrix. Fig. 4 (d) shows the perfect recovery percentages of the 500 × 1 signals with the sparsity order K changing from 1 to 45. First, we embed a 5 × 5 DFT matrix into the incidence matrix of the (65, 208, 5, 5, 1)-BIBD, and then, we obtain a 65 × 1040 matrix. The modified matrix is constructed by randomly choosing 500 columns from the 65 × 1040 matrix.
We can see that the modified measurement matrix performs consistently better than the other measurement matrices. Moreover, compared with the Bose-BIBD measurement matrix, the modified Bose-BIBD measurement matrix has greater advantages over the other measurement matrices. That is because the modified measurement matrix has more elements than 0 and 1, which allow it to be able to sample more information than the Bose-BIBD measurement matrix. On the other hand, with improved performances, the modified measurement matrices can avoid the Bose-BIBD matrices' performance decline phenomenon to some extent.
As the Bose-BIBD measurement matrix just has 0 and 1 two elements, when sampling signal, it just needs addition operation, this means that it has lower computational complexity than dense measurement matrix. This feature makes it particularly suitable for the wireless sensors, which have weak computation ability. Moreover, the Bose-BIBD matrix has quasi-cycle structure, then, it can be easily hardware realized by using the shift register.
VII. CONCLUSION
This paper focuses on research of the deterministic measurement matrix. First, four types of deterministic measurement matrices are constructed based on the four types of Bose-BIBDs. They have lower mutual coherences than some widely used measurement matrices and have better performances than the PEG measurement matrix. Moreover, the modified measurement matrices are constructed by using the embedding operation. Compared with the Bose-BIBD measurement matrix, the modified measurement matrix has a more flexible size and an improved performance. In our simulation, the modified measurement matrix has lower mutual coherence and better performance than some widely used measurement matrices.
APPENDIX A THE SYMMETRICALLY REPEATED DIFFERENCES METHOD
If the additive Abelian group G = x i : 1 ≤ i ≤ k has the order of k, each element in G can be repeated q times and is labeled x i 1 , x i 2 , · · · , x i q , where 1 ≤ i ≤ k. The kq elements form the set Z . We divide the elements in Z into q classes. Then, the j-th class can be denoted as There are γ (γ − 1) differences formed from the γ elements of B, and one of them can be denoted as Obviously, the above blocks form a (13, 13, 4, 4, 1) -BIBD.
APPENDIX C EXAMPLE OF CONSTRUCTING THE TYPE-1 Bose-BIBD MEASUREMENT MATRIX
Suppose s = 6. Then, 12s + 1 = 73 is a prime number. Obviously, c = 33 and α = 5 satisfy 5 24 − 1 = 5 33 . According to (4), the base blocks are {0, 1, 8, 64}, {0, 25, 54, 67}, {0, 41, 36, 69}, {0, 3, 24, 46}, {0, 2, 16, 55}, and {0, 50, 35, 61}. By adding each element in GF (73)to each element in the base block in turn, the (73, 438, 4, 4, 1) -BIBD is constructed. The type-1 deterministic measurement matrix is the incidence matrix of this design.
