Validated computations for connecting orbits in polynomial vector fields by Berg, Jan Bouwe van den & Sheombarsing, Ray
Validated computations for connecting orbits
in polynomial vector fields
Jan Bouwe van den Berg∗ Ray Sheombarsing
February 22, 2019
Abstract
In this paper we present a computer-assisted procedure for proving the existence
of transverse heteroclinic orbits connecting hyperbolic equilibria of polynomial vector
fields. The idea is to compute high-order Taylor approximations of local charts on
the (un)stable manifolds by using the Parameterization Method and to use Chebyshev
series to parameterize the orbit in between, which solves a boundary value problem.
The existence of a heteroclinic orbit can then be established by setting up an appro-
priate fixed-point problem amenable to computer-assisted analysis. The fixed point
problem simultaneously solves for the local (un)stable manifolds and the orbit which
connects these. We obtain explicit rigorous control on the distance between the numer-
ical approximation and the heteroclinic orbit. Transversality of the stable and unstable
manifolds is also proven.
1 Introduction
Connecting orbits play a central role in the study of dynamical systems. They provide a
detailed picture of how a dynamical system can evolve from one “state” (e.g. an equilibrium,
a periodic orbit or another type of recurrent set) into another. Furthermore, their existence
can often be used to establish more complicated dynamical phenomena through forcing
theorems. However, proving the existence of a connecting orbit for a given nonlinear ODE
is in general a difficult (if not impossible) task to accomplish by hand. For this reason, one
often resorts to numerical methods. While numerical methods can provide valuable insight
into quantitive properties of a connecting orbit, which would otherwise be out of reach with
merely a pen and paper analysis, the results are usually non-rigorous and cannot be used
in mathematical arguments. In particular, a standard numerical method does not yield a
proof for the existence of a connecting orbit.
In this paper we present a general computer-assisted method for proving the existence of
transverse connecting orbits between hyperbolic equilibria for nonlinear ODEs. The method
is based on solving the finite time boundary value problem
du
dt
= g (u) , t ∈ [0, L],
u(0) ∈Wuloc (p0) ,
u(L) ∈W sloc (q0) ,
(1.1)
where g : Rn → Rn is a general polynomial vector field, p0, q0 ∈ Rn are hyperbolic equilibria
and L > 0 is the time needed to travel between the local (un)stable manifolds. We assume
that dim (Wu (p0)) + dim (W s (q0)) = n+ 1, which is a necessary condition for a transverse
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connecting orbit to exist. The idea is to solve (1.1) by computing Taylor expansions for
charts on the local (un)stable manifolds via the parameterization method [6, 30], which
are used to supplant the boundary conditions in (1.1) with explicit equations, and to use
Chebyshev series and domain decomposition techniques [32] to parameterize the orbit in
between. We remark that the assumption that g is polynomial is not as restrictive as it
initially might seem, since many nonlinearities which consist of elementary functions can
be brought into polynomial form by using automatic differentiation techniques, see [19] for
instance.
Before we proceed with a more detailed description of our method, a few remarks con-
cerning the development of numerical methods for connecting orbits are in order. Many
numerical methods (both rigorous and non-rigorous) are based on approximating (un)stable
manifolds and solving finite time boundary value problems. We mention the numerical (non-
rigorous) methods implemented in the continuation packagesMatcont [11] and AUTO [12]
in particular. Furthermore, many validated numerical methods have been developed over
the last decade. It is beyond the scope of this text to give an overview. Nevertheless, we
mention the functional analytic methods developed in [2,3, 5, 17,20–22,25,26,29,32], which
are based on solving fixed point problems, the topological methods developed in [34–37],
which are based on covering relations, cone conditions [15, 41, 42] and rigorous integration
of the flow via Lohner-type algorithms [40], and the methods in [9, 18] based on shadowing
techniques.
The first step in the development of our validated numerical method is to recast (1.1)
into an equivalent zero finding problem F (x) = 0. The unknowns in this problem are the
Taylor coefficients of the parameterizations of the local (un)stable manifolds, which include
the equilibria and the associated eigendata, the coordinates of the endpoints u(0) and u(L)
on the associated charts, and the Chebyshev coefficients of the orbit. Next, we use the
computer to determine an approximate zero of F . The numerical computations are then
combined with analysis on paper to construct a Newton-like map T whose fixed points
correspond to zeros of F . Finally, we use pen and paper estimates to derive a finite number
of inequalities, which can be used to determine a neighborhood around the approximate
solution on which T is a contraction. An essential property of these inequalities is that they
can be rigorously verified with the aid of a computer. This approach is in the literature
often referred to as a parameterized Newton-Kantorovich method or the radii-polynomial
approach (see [10,38]).
Our construction builds on the work in [21,25,26]. In those papers heteroclinic orbits for
particular vector fields were studied using the parameterization method, Chebyshev series
and the radii-polynomial approach to validate solutions of the boundary value problem (1.1).
Whereas in [21,25,26] the charts on the local (un)stable manifolds were validated separately
from the proof of the connecting orbit between them, the main contribution of the current
paper is that we solve all ingredients of the problem simultaneously, and in great generality.
While this means we have to introduce a fair amount of notation, the advantage is that our
framework is very flexibly. Indeed, the mathematical analysis and the code are developed in
full detail for general polynomial vector fields. Moreover, setting up this framework opens
the door for various extensions. In particular, the formulation as a zero finding problem in
an appropriately chosen (product) Banach space provides a foundation to study continuation
and bifurcation problems, see also Section 1.2. Furthermore, the presented method deals in
a unified and systematic manner with the cases of real and complex eigenvalues associated
to the parameterizations of the (un)stable manifolds (see also the examples in Section 1.1).
We note that in part of the paper we impose a technical “non-resonance” condition on the
eigenvalues of the linearized problems at the equilibria, see Section 3.1. This condition is by
no means fundamental, but it reduces the (already heavy) notational burden. As explained
in Section 1.2, the general case follows by combining the current work with [30].
Finally, we note that it is a feature of the Newton-Kantorovich fixed point method that
any heteroclinic orbit that we find using our methodology is the transverse intersection of
the stable and unstable manifolds of the equilibria it connects, see Proposition 3.22. Such
transversality information is often essential when one aims to use the connecting orbits as
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ingredients for forcing theorems.
In this paper we at times refer to previous work for certain proofs, bit we give sufficient
details of the constructions to understand the algorithm. Hence the duo of paper and code
is self-contained. The fully documented Matlab code is available at [33].
1.1 Applications
To illustrate the efficacy of the method, we have chosen two travelling wave problems origi-
nating from partial differential equations Here we present some example results. Additional
rigorously validated orbits and more details can be found in Section 6.
Application 1 (Traveling fronts in the Lotka-Volterra equations). The Lotka-Volterra equa-
tions are a system of reaction-diffusion equations given by
∂v
∂t
= D
∂2v
∂x2
+ v (1− v − w) ,
∂w
∂t
=
∂2w
∂x2
+ aw (v − b) ,
(1.2)
where D > 0, a > 0, b ∈ (0, 1) and (t, x) ∈ R2. This system has three homogeneous
equilibrium states: (v, w) = (0, 0), (v, w) = (1, 0) and (v, w) = (b, 1 − b). We have used
our method to prove the existence of solutions of (1.2) of the form v(t, x) = ζ1(x− κt) and
w(t, x) = ζ2(x− κt), where ζ1, ζ2 : R→ R and κ < 0, which satisfy
lim
τ→−∞ (ζ1 (τ) , ζ2 (τ)) = (1, 0), limτ→∞ (ζ1 (τ) , ζ2 (τ)) = (b, 1− b).
Such solutions are often referred to as traveling fronts with wave speed κ.
Substitution of the traveling wave Ansatz (ζ1, ζ2) into (1.2) shows that connecting orbits
from (b, 0, 1− b, 0) to (1, 0, 0, 0) for the four dimensional system of ODEs
du
dt
=

−u2
D−1 (κu2 + u1 (1− u1 − u3))
−u4
(κu4 + au3 (u1 − b))
 (1.3)
correspond to traveling wave profiles (ζ1(t), ζ2(t)) = (u1(−t), u3(−t)) and vice versa. We
have successfully validated connecting orbits in (1.3) for various values of κ ∈ [−1,−0.5938].
For these parameter values, the equilibria (b, 0, 1−b, 0) and (1, 0, 0, 0) have a two dimensional
unstable and three dimensional stable manifold, respectively. In particular, the stable eigen-
values of the linearization at (1, 0, 0, 0) consist of one complex conjugate pair of eigenvalues
and one real eigenvalue. We have depicted a validated traveling wave profile and the corre-
sponding connecting orbit for a particular wave speed in Figures 1.1 and 1.2, respectively.
The reader is referred to Section 6.1 for the details.
Application 2 (Traveling fronts in a fourth order parabolic PDE). We have proven the
existence of traveling fronts v(t, x) = ζ (x− κt) for the following fourth order parabolic PDE:
∂v
∂t
= −γ ∂
4v
∂x4
+
∂2v
∂x2
+
(
v − a)(1− v2) (1.4)
where −1 < a ≤ 0 and γ > 0. Such travelling waves have been studied in [1] used geometric
singular perturbation theory for small γ, and in [27] by Conley index techniques. In this
paper we focus on traveling fronts between the homogeneous states v ≡ −1 and v ≡ a for
(relatively) large γ.
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Figure 1.1: Validated traveling wave profiles of (1.2) for a = 5, D = 3, b = 12 and
κ = −0.7767. The depicted parts of the traveling wave profiles correspond to the first
and third component of the connecting orbit between the unstable and stable manifold of
(b, 0, 1− b, 0) and (1, 0, 0, 0), respectively. The time of flight of the connection between the
(un)stable manifolds was L = 20.
We have successfully established the existence of connecting orbits from (−1, 0, 0, 0) to
(a, 0, 0, 0) for the four dimensional system of ODEs
du
dt
= −

γu2
γu3
γu4
κu2 + u3 + (u1 − a)
(
1− u21
)
 , (1.5)
which correspond to traveling wave profiles ζ (t) = u1
(
− tγ
)
, for fixed values of a and the
wave speed κ, and various values of γ ∈ [0.4557, 10.50]. We rescaled time with a factor γ
so that the system in (1.5) is well-defined at γ = 0. We have depicted a validated traveling
wave profile and the corresponding connecting orbit in Figures 1.3 and 1.4, respectively. The
reader is referred to Section 6.2 for the details.
1.2 Extensions and future work
We now discuss possible extensions. The first extension is to let the vector field explicitly
depend on a parameter and to perform rigorous (pseudo-arclength) continuation of connect-
ing orbits. This involves a relatively straightforward application of the uniform contraction
principle and a slight modification of the estimates developed in this paper (see [7,25,28,31]
for instance). Furthermore, in order to carry out continuation efficiently, we need to develop
algorithms (heuristics) which automatically determine near-optimal parameter values for the
validation of the charts on the local (un)stable manifolds and the connecting orbit. More
specifically, during continuation it might become necessary to modify the number of Taylor
coefficients, the size of the charts on the local (un)stable manifolds, the grid on which the
connecting orbit is computed, the number of Chebyshev coefficients, or the integration time.
The second extension involves the incorporation of resonances. In this paper, we assume
that the (un)stable eigenvalues associated to the (un)stable manifolds satisfy a so-called
non-resonance condition. This condition is related to the regularity of the chart mappings
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Figure 1.2: A three dimensional projection of a validated connecting orbit of (1.3) for a = 5,
D = 3, b = 12 and κ = −0.7767. The geometric objects colored in red and blue correspond
to parameterizations of the local unstable and local stable manifold of (b, 0, 1− b, 0) and
(1, 0, 0, 0), respectively, which were computed (and validated) by using the parameterization
method. The curve in black corresponds to the piece of the connecting orbit which was
validated by using Chebyshev series. The time of flight of the connection between the
(un)stable manifolds was L = 20. We remark that the integration time was not optimized,
i.e., it is possible to decrease L and “arrive” in the parameterized local (un)stable manifolds
earlier.
obtained via the parameterization method. In short, the parameterization method is based
on constructing a smooth conjugacy (analytic in our case) between the nonlinear flow on
the (un)stable manifold and an “easier” fully understood model system. One can choose
this model system to be linear, which we do in this paper, if the (un)stable eigenvalues
satisfy a non-resonance condition. If there are resonant eigenvalues, however, one needs to
use a nonlinear model system instead. This is explained in detail in [30]. Generically, one
will encounter resonances during continuation. Therefore, in order to successfully perform
validated continuation, we need to allow for the possibility of resonant eigenvalues and
modify the current method accordingly as explained in [30]. In particular, we need to
develop an algorithm which automatically detects when to “switch” between the linear and
nonlinear model flow during continuation. Furthermore, a careful analysis of the case in
which a pair of complex conjugate eigenvalues become real (or vice versa) is needed as well.
After the above extensions have been implemented, one can start developing tools for the
rigorous study of bifurcations of connecting orbits for nonlinear ODEs.
The computer-assisted method presented in this paper is implemented in an object ori-
ented framework in Matlab using the Intlab package [23] for interval arithmetic. A third
and useful extension would be to incorporate an extra degree of freedom into the classes
for the connecting orbit so that additional equations and variables can be added (or re-
moved) in a convenient manner. This would facilitate the required modifications for dealing
with non-polynomial vector fields via automatic differentiation techniques, analyzing con-
necting orbits in vector fields with symmetry, proving the existence of homoclinic instead of
heteroclinic orbits, and performing bifurcation analysis.
Finally, we remark that the computational efficiency of the current implementation can
be improved. For instance, the equations for the parameterizations of the local (un)stable
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Figure 1.3: A validated traveling wave profile of (1.4) for a = −0.1, κ = −2 and γ = 4.202.
The depicted part of the traveling wave profile corresponds to the first component of the
connecting orbit between the unstable and stable manifold of (−1, 0, 0, 0) and (a, 0, 0, 0),
respectively. The time of flight of the connection between the (un)stable manifolds was
L = 4.
manifolds and the connecting orbit in between are to a large extent uncoupled. As a conse-
quence, the derivative of the zero finding map F has a block structure, which can be exploited
to reduce the computational costs of the computation of an approximate inverse (we need
an explicit finite dimensional approximate inverse to construct a Newton-like map T ). Fur-
thermore, in applications it might not be necessary to resolve the full local stable manifold
equally well in all directions, but a rather more focussed parameterization centered around
the slow eigendirections of the equilibria is appropriate, since a connecting orbit generically
tends to enter the stable manifold via these directions.
1.3 Outline of the paper
This paper is organized as follows. In Section 2 we review some basic facts about Cheby-
shev series, Taylor series and sequence spaces, which will be used extensively throughout
this paper. In Section 3 we set up an equivalent zero finding problem for (1.1) by using
domain decomposition, the parameterization method, Chebyshev series and Taylor series.
In Section 4 we set up an equivalent fixed-point problem and explain how the existence of
a zero can be established with the aid of a computer. This involves the construction of
computable bounds which are developed in full detail in Section 5. Finally, in Section 6 we
demonstrate the effectiveness of the method by proving the existence of traveling fronts in
parabolic PDEs. We also discuss some algorithmic aspects.
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Figure 1.4: A three dimensional projection of a validated connecting orbit of (1.5) for
a = −0.1, κ = −2 and γ = 4.202. The geometric objects colored in red and blue correspond
to parameterizations of the local unstable and local stable manifold of (−1, 0, 0, 0) and
(a, 0, 0, 0), respectively, which were computed (and validated) by using the parameterization
method. The curve in black corresponds to the piece of the connecting orbit which was
validated by using Chebyshev series. The connecting orbit was relatively “short” and the
time of flight was L = 4. We remark that the integration time was not optimized.
2 Preliminaries
In this section we develop a functional analytic framework for analyzing maps which arise
from the study of connecting orbits. We start in Section 2.1 by recalling basic results
from Chebyshev approximation theory. In Sections 2.2 and 2.3 we introduce spaces of
geometrically decaying sequences and multivariate arrays, respectively. In addition, we
review methods for analyzing bounded linear operators on them.
2.1 Chebyshev series
In this section we recall basic notions and results from Chebyshev approximation theory.
The reader is referred to [24] for the proofs and a more comprehensive introduction into the
theory of Chebyshev approximations.
Definition 2.1. The Chebyshev polynomials Tk : [−1, 1] → R are defined by the relation
Tk (cos (θ)) = cos (kθ), where k ∈ N0 and θ ∈ [0, pi].
Chebyshev series constitute a non-periodic analog of Fourier cosine series and have similar
convergence properties. For instance, any Lipschitz continuous function admits a unique
Chebyshev expansion. In this paper, we will consider Chebyshev expansions of analytic
functions. The Chebyshev coefficients of such regular functions decay (in analogy with
Fourier series) at a geometric rate to zero. A more precise statement is given in the next
proposition.
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Proposition 2.2. Suppose u : [−1, 1]→ R is analytic and let
u = a0 + 2
∞∑
k=1
akTk
be its Chebyshev expansion. Let Eν ⊂ C denote an open ellipse with foci ±1 to which u can
be analytically extended, where ν > 1 is the sum of the semi-major and semi-minor axis of
Eν . If u is bounded on Eν , then |ak| ≤Mν−k for all k ∈ N0, where M = supz∈Eν |u(z)|.
The Chebyshev coefficients of the product of two Chebyshev series is (in direct analogy
with Fourier cosine series) given by the symmetric discrete convolution:
Proposition 2.3. Suppose u, v : [−1, 1]→ R are Lipschitz continuous and let
u = a0 + 2
∞∑
k=1
akTk, v = b0 + 2
∞∑
k=1
bkTk,
be the associated Chebyshev expansions. Then
u · v = (a ∗ b)0 + 2
∞∑
k=1
(a ∗ b)k Tk, where (a ∗ b)k :=
∑
k1+k2=k
k1,k2∈Z
a|k1|b|k2|.
2.2 Geometrically decaying sequences
In this section we introduce a sequence space suitable for analyzing analytic functions, and
elementary operations on them, via their Chebyshev coefficients. Recall that the Chebyshev
coefficients of an analytic function u : [a, b] → Rn decay exponentially fast to zero by
Proposition 2.2. In light of this observation we define
`1ν,n :=
{
(ak)k∈N0 : ak ∈ Cn,
∞∑
k=0
∣∣∣[ak]j∣∣∣ νk <∞, 1 ≤ j ≤ n
}
,
where [ak]j denotes the j-th component of ak and ν > 1 is some prescribed weight, endowed
with the norm
‖a‖ν,n := max1≤j≤n
{∣∣∣[a0]j∣∣∣+ 2 ∞∑
k=1
∣∣∣[ak]j∣∣∣ νk
}
.
In the special case that n = 1 we shall write `1ν := `1ν,1 and ‖·‖ν := ‖·‖ν,1. It is a straight-
forward task to verify that `1ν,n equipped with this norm is a Banach space over C.
Remark 2.4. In this paper we are exclusively concerned with Chebyshev expansions of real-
valued functions. From this perspective it is more natural to consider sequence spaces over
R instead of C . The reason for using a space of complex valued sequences is that we wish
to couple the Chebyshev expansions with chart maps for (un)stable manifolds, which might
be complex-valued (see Section 3). We will proof a-posteriori that the Chebyshev coefficients
are real by using arguments based on symmetry.
The operation of multiplying two Chebyshev series can be lifted to the level of sequences,
giving rise to the symmetric discrete convolution ∗, as shown in Proposition 2.3. This
additional product structure on `1ν yields a particularly nice space:
Proposition 2.5. The space
(
`1ν , ∗
)
is a commutative Banach algebra over C.
Proof. This follows directly from Proposition 2.3 and the triangle inequality.
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One of the reasons for using the space `1ν is to have a relatively simple and sharp convolu-
tion estimate. Another important reason is that it is easy to compute the norm of bounded
linear operators. To explain how to compute the norm of a bounded linear operator on `1ν
we introduce the notion of the corner points. Let (ek)k∈N0 denote the canonical Schauder
basis for `1ν , i.e. (ek)l := δkl for l ∈ N0, so that
a =
∞∑
k=0
akek,
for any a ∈ `1ν .
Remark 2.6. We shall frequently use the Schauder basis (ek)k∈N0 to identify an element
a ∈ `1ν with the infinite column vector
[
a0 a1 . . .
]T .
Definition 2.7. The corner points {ξk,ν}k∈N0 ⊂ `1ν of the unit ball in `1ν are defined by
ξk,ν := εk,νek, where
εk,ν =
{
1 k = 0,
1
2ν
−k, k ∈ N.
We shall write ξk,ν = ξk and εk,ν = εk whenever there is no chance of confusion.
The norm of a bounded linear operator on `1ν can be computed by simply evaluating it
at the corner points as shown in the next proposition:
Proposition 2.8. Let (X, ‖·‖X) be a normed vector space. If L ∈ B
(
`1ν , X
)
, then
‖L‖B(`1ν ,X) = supk∈N0
‖L (ξk)‖X .
Proof. It is clear that
‖L‖B(`1ν ,X) ≥ supk∈N0
‖L (ξk)‖X ,
since ‖ξk‖ν = 1 for all k ∈ N0 by definition.
Conversely, let a ∈ `1ν be arbitrary and observe that
a = a0ξ0 + 2
∞∑
k=1
akξkν
k.
Therefore, since L is bounded,
L (a) = a0L (ξ0) + 2
∞∑
k=1
akL (ξk) νk.
Consequently,
‖L (a)‖X ≤ sup
k∈N0
‖L (ξk)‖X ‖a‖ν
for any a ∈ `1ν , which proves the claim.
Now, suppose L ∈ B (`1ν1 , `1ν2), where ν1, ν2 > 1. Then L can be identified with an
infinite dimensional matrix with respect to the basis (ek)k∈N0 . More precisely, there exists
unique coefficients {Lij ∈ C : i, j ∈ N0} such that
L (ej) =
∞∑
i=0
Lijei '
[L0j L1j . . . ]T , j ∈ N0.
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Hence
L(a) =

L00 L01 . . .
L10 L11 . . .
...


a0
a1
...
 , (2.1)
for any a ∈ `1ν1 . In this particular setting, Proposition 2.9 can be interpreted as the statement
that ‖L‖B(`1ν1 ,`1ν2) is a weighted supremum of the `
1
ν2-norms of the columns of L. Moreover,
in this case the converse of Proposition 2.9 holds as well:
Proposition 2.9. Let ν1, ν2 > 1 and suppose {Lij ∈ C : i, j ∈ N0} are coefficients such that
the expression in (2.1) yields a well-defined linear operator L : `1ν1 → CN0 , i.e., (L(a))k is
finite for all a ∈ `1ν1 and k ∈ N0. Then L ∈ B
(
`1ν1 , `
1
ν2
)
if and only if supl∈N0 εl,ν1
∥∥L(·,l)∥∥ν2 <
∞. Moreover, if L ∈ B (`1ν1 , `1ν2), then
‖L‖B(`1ν1 ,`1ν2) = supl∈N0
εl,ν1
∥∥L(·,l)∥∥ν2 . (2.2)
Proof. It follows directly from Proposition 2.9 that supl∈N0 εl,ν1
∥∥L(·,l)∥∥ν2 < ∞ whenever
L ∈ B (`1ν1 , `1ν2) and that in this case the operator norm is given by (2.2). Conversely,
suppose supl∈N0 εl,ν1
∥∥L(·,l)∥∥ν2 <∞. Let a ∈ `1ν1 be arbitrary, then
‖L (a)‖ν2 ≤
∞∑
l=0
|L0l| |al|+ 2
∞∑
k=1
∞∑
l=0
|Lkl| |al| νk2
=
∞∑
l=0
|al|
∥∥L(·,l)∥∥ν2
= |a0|
∥∥L(·,0)∥∥ν2 + 2 ∞∑
l=1
εν1,l |al|
∥∥L(·,l)∥∥ν2 νl1
≤
(
sup
l∈N0
εl,ν1
∥∥L(·,l)∥∥ν2
)
‖a‖ν1 .
Since the first factor in the right-hand side is finite, L : `1ν1 → `1ν2 is thus a bounded linear
operator.
2.3 Multivariate sequences
In this section we introduce a space of sequences indexed by d-dimensional multi-indices,
where d ∈ N. This space will be used to analyze Taylor series of analytic functions P :
{z ∈ C : |z| ≤ ν}d → Cn, where ν > 0. Such functions arise in the the analysis of local
charts on (un)stable manifolds via the parameterization method developed in [8].
Formally, a sequence indexed by d-dimensional multi-indices is a function p : Nd0 → C.
The function p is usually referred to as a d-dimensional array or multivariate sequence. In
analogy with ordinary sequences, we shall write (as usual)
pk := pk1...kd := p (k) , k ∈ Nd0.
Furthermore, for any multi-index k ∈ Nd0, we write |k| =
∑d
i=1 ki, which is not to be confused
with the absolute value of a (complex) number. In addition, we introduce a partial ordering
 on Nd0 by
k  l def⇔ kj ≤ lj , ∀ 1 ≤ j ≤ d.
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We will now follow the same approach as in the previous section to set up a functional
analytic framework for analyzing geometrically decaying arrays. Let ν > 0 and define
W 1ν,n,d :=
p : Nd0 → Cn
∣∣∣∣∣∣
∑
k∈Nd0
∣∣∣[pk]j∣∣∣ ν|k| <∞, 1 ≤ j ≤ n

endowed with the norm
‖p‖W 1ν,n,d := max1≤j≤n
∑
k∈Nd0
∣∣∣[pk]j∣∣∣ ν|k|.
In the case that the dimension d can be easily inferred from the context it will be omitted
from the notation. In addition, if n = 1 and it is clear from the context whether p ∈ `1ν or
p ∈W 1ν , we shall write ‖p‖W 1ν,n,d = ‖p‖ν .
Next, recall that the Taylor coefficients of the product of two Taylor series is given by
the one-sided discrete convolution, also referred to as the Cauchy product. More precisely,
if f, g : {z ∈ C : |z| < ν}d → C admit power series expansions
f(z) =
∑
k∈Nd0
fkz
k, g(z) =
∑
k∈Nd0
gkz
k,
where f˜ = (fk)k∈Nd0 and g˜ = (gk)k∈Nd0 are d-dimensional arrays, then
(fg)(z) =
∑
k∈Nd0
(
f˜ ∗ g˜
)
k
zk,
(
f˜ ∗ g˜
)
k
:=
∑
α+β=k,
α,β∈Nd0
f˜αg˜β , (2.3)
on {z ∈ C : |z| < ν}d. In particular, the Cauchy product ∗ yields a natural product structure
on W 1ν . This is summarized in the following proposition.
Proposition 2.10. The space
(
W 1ν ,∗
)
is a commutative Banach algebra.
Proof. This follows directly from the definition of ∗ in (2.3) and the triangle inequality.
Next, we derive an expression for the norm of a bounded linear operator on W 1ν . For
this purpose we introduce a multivariate analog of the corner-points:
Definition 2.11. The corner-points {ξk,d,ν}k∈Nd0 ⊂ W
1
ν of the unit ball in W 1ν are defined
by (ξk,d,ν)l := ν
−|k|δkl, where l ∈ Nd0. We shall write ξk,d,ν = ξk whenever there is no chance
of confusion.
As before, the norm of a bounded linear operator on W 1ν can be computed by evaluating
it at the corner-points.
Proposition 2.12. Let (X, ‖·‖X) be a normed vector space. If L ∈ B
(
W 1ν , X
)
, then
‖L‖B(W 1ν ,X) = sup
k∈Nd0
‖L (ξk)‖X .
Proof. See Proposition 2.8.
3 An equivalent zero finding problem
In this section we set up a zero finding problem for establishing the existence of connecting
orbits. Let us start by giving a precise description of the problem. Suppose p˜0, q˜0 ∈ Rn are
hyperbolic equilibria of g. The objective is to validate an isolated connecting orbit u from
p˜0 to q˜0, which is robust with respect to “small” perturbations in g, by solving a boundary
11
value problem (BVP) on a finite time domain. The method is based on the observation that
a connecting orbit from p˜0 to q˜0 is characterized by
du
dt
= g(u), t ∈ [0, L],
u(0) ∈Wuloc (p˜0) ,
u(L) ∈W sloc (q˜0) ,
(3.1)
where L > 0 is the time of flight needed to travel from Wuloc (p˜0) to W
s
loc (q˜0).
IfWu (p˜0) andW s (q˜0) intersect transversally along u, then the connecting orbit is robust,
i.e., it will persist for sufficiently “small” perturbations in g. In this case, the intersection
Wu (p˜0) ∩ W s (q˜0) ∩ U , where U is a neighborhood of the connecting orbit in which it
is unique, is necessarily an one dimensional manifold. Hence, by counting dimensions, a
necessary condition for the existence of a transverse isolated connecting orbit is
nu + ns − n = 1, nu := dimWu (p˜0) , ns := dimW s (q˜0) .
This condition is often referred to as a non-degeneracy condition for connecting orbits. We
shall henceforth assume that this condition is satisfied. In particular, we do not assume
a-priori that the connecting orbit is isolated and transverse. Instead, we will obtain these
properties from the proof of existence (a contraction argument), see Proposition 3.19.
We start by setting up equations for local charts on the (un)stable manifolds by using the
parameterization method [8] and the methodology presented in [30]. These charts will be
used to supplant the boundary conditions in (3.1) with explicit equations. Next, we set up
an equivalent system of equations for the differential equation by using Chebyshev series and
domain decomposition as explained in [32]. Finally, in order for the resulting zero finding
problem to be well posed, we complete the system of equations by imposing appropriate
phase conditions.
3.1 Charts on the (un)stable manifolds
In this section we give a brief overview of the method developed in [30] to compute local
charts on the (un)stable manifolds. The reader is referred to [30] for a more detailed expo-
sition of the theory. We consider the computation of a local chart on the stable manifold of
q˜0. A chart on the unstable manifold of p˜0 can be computed in the same way by reversing
the sign of the vector field.
The Parameterization Method The idea of the parameterization method [8] is to con-
struct a diffeomorphism which conjugates the nonlinear dynamics on the stable manifold
to an easier and fully understood flow ψ. For the sake of simplicity, let us assume that
Dg (q˜0) is diagonalizable. This assumption is, however, not necessary, as we will explain in
a moment.
Let λs1, . . . , λsns ∈ C be the stable eigenvalues of Dg (q˜0). If all eigenvalues are real and
semisimple, then there exists neighborhoods U ⊂ Rn and V ⊂ Rns of q˜0 and 0, respectively,
such that the dynamics on W s (q˜0) ∩ U is conjugate to the flow
ψ (t, φ) := exp
(
t · diag (λs1, . . . , λsns))φ, t ≥ 0, φ ∈ V. (3.2)
If some of the eigenvalues are complex, however, special care has to be taken. Let us for
the moment forget about this technicality and consider the complex dynamics generated by
u′ = g(u) on Cn. Then the dynamics on the complex local stable manifold, which we denote
by W s,cloc (q˜0), is conjugate to the flow ψ restricted to the polydisk
Bνs :=
{
φ ∈ Cns : max
1≤i≤ns
|φi| ≤ νs
}
,
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for some sufficiently small νs > 0.
The idea is to find an analytic map Q : Bνs → Cn which conjugates the nonlinear flow
ϕ on W s,cloc (q˜0) to the linear flow ψ on Bνs for t ≥ 0. In other words, we seek a map Q such
that
Bνs Cn
Bνs Cn
ψ
Q
ϕ
Q
commutes, i.e., Q (ψ (t, φ)) = ϕ (t, Q (φ)) for all (t, φ) ∈ R≥0 × Bνs . Differentiation of this
relation at t = 0 yields the so-called invariance equation:
DQ(φ) · diag (λs1, . . . , λsns)φ = g (Q(φ)) , φ ∈ Bνs . (3.3)
Note that this equation does not depend on time anymore. Moreover, it is easy to see that
if the invariance equation holds, then
t 7→ u(t) := Q (ψ (t, φ))
is an orbit in W s,c (q˜0) for any φ ∈ Bνs , i.e., Q : Bνs → W s,cloc (q˜0) (see [30, Lemma 2.6]).
Therefore, the problem of computing a chart is now reduced to solving (3.3).
Solving the invariance equation Since Q is assumed to be analytic on Bνs , i.e., Q is
analytic on a slightly larger open neighborhood of Bνs , there exist coefficients q ∈ W 1νs,n,ns
such that
Q (φ) =
∑
k∈Nd0
qkφ
k.
Observe that the zeroth order Taylor coefficient is necessarily the equilibrium, i.e., q0 = q˜0.
Furthermore, since Q is assumed to be a diffeomorphism, it must hold that
DQ (0)Cns = Tq0W
s,c
loc (q0) = Es,
where Es is the stable eigenspace ofDg (q0). In other words, the first order Taylor coefficients
{qk : |k| = 1, k ∈ Nns0 } are the eigenvectors of Dg (q0). Note that these are only determined
up to a scaling.
To determine the higher order Taylor coefficients {qk : |k| ≥ 2, k ∈ Nns0 }, we first intro-
duce the map C : W 1νs,n →W 1νs,n defined by
C (w) :=
∑
α∈A
gαw
α, wα :=
n∏
j=1
[wj ]
αj , (3.4)
where the latter product is understood to be the one-sided discrete convolution. Further-
more, A ⊂ Nn0 and {gα : α ∈ A} ⊂ Rn are the coefficients of g in the monomial basis. In
particular, observe that
g (Q (φ)) =
∑
k∈Nns0
Ck (q)φ
k, (3.5)
since the Taylor coefficients of the product of two Taylor expansions is given by the one-
sided discrete convolution. Formally, we should incorporate the weight νs and dimension ns
into the notation for C. However, since these parameters can usually be inferred from the
context and we wish to use the same notation for the unstable manifold, we have chosen to
omit them from the notation.
13
Substitution of the Taylor expansion for Q into (3.3) yields the following system of
equations:
〈λs, k〉 qk − Ck (q) = 0, λs :=
[
λs1 . . . λ
s
ns
]T
, |k| ≥ 2, (3.6)
where 〈·, ·〉 denotes the standard Hermitian inner product on Cns . We shall use this system
of equations to set up a zero finding problem for computing a chart on W s,cloc (q˜0). Before we
proceed, observe that (3.6) is equivalent to
[Dg (q0)− 〈λs, k〉 I] qk = Dg (q0) qk − Ck(q), |k| ≥ 2. (3.7)
Moreover, differentiation of (3.5) at φ = 0 shows that Dg (q0) qk = Ck(q) for |k| = 1.
Hence (3.7) reduces to the eigenvalue/eigenvector equation for Dg (q0) for |k| = 1. Similarly,
repeated differentiation of (3.5) at φ = 0 shows that the right-hand-side of (3.7) only depends
on Taylor coefficients of order strictly below |k|. In conclusion, the Taylor coefficients q can
be computed recursively up to any desired order provided
〈λs, k〉 6= λsi for all 1 ≤ i ≤ ns and |k| ≥ 2. (3.8)
The latter condition is usually referred to as a non-resonance condition and is related
to the regularity of Q. More precisely, in the presence of a resonance, the parameterization
method, as applied above with the linear “model” flow ψ, does not yield an analytic conju-
gation Q. It is explained in [30] how to construct an analytic conjugation in the present of a
resonance. The idea is to use a nonlinear normal form for ψ instead of just the linear flow in
(3.2). The interested reader is referred to [30] for a detailed exposition of the resonant case.
For the sake of presentation, however, we shall assume throughout this paper that there are
no resonances.
We are now ready to set up a zero finding problem for computing the Taylor coefficients
of Q (which include the equilibrium and eigenvectors) and the eigenvalues λs:
Definition 3.1 (Taylor map for stable manifolds). Let 0 < ν˜s < νs be given weights. The
Taylor map FQ : Cns ×W 1νs,n →W 1ν˜s,n for stable manifolds is defined by
(FQ (λ
s, q))k :=

g (q0) , k = 0,
[Dg (q0)− 〈λs, k〉 I] qk, |k| = 1,
〈λs, k〉 qk − Ck (q) , |k| ≥ 2.
Remark 3.2. The latter map is well-defined since (〈λs, k〉 qk)k∈Nns0 ∈ W
1
ν˜s,n
for any q ∈
W 1νs,n and 0 < ν˜s < νs.
Remark 3.3. If (λs, q) is a zero of FQ, then so is (λs, µq), where µ ∈ Cns and (µq)k := µkqk,
see [30, Lemma 2.2]. We will get rid of this extra degree of freedom by fixing the orientation
and length of the eigenvectors. In particular, observe that the scaling of the eigenvectors
(and in turn the “scaling” of q) determines the decay rate of the coefficients q and hence the
size of Bνs . In effect, the length of the eigenvectors determine (roughly speaking) the “size”
of the patch on W s,cloc (q0) parameterized by Q. The interested reader is referred to [6] for a
more thorough explanation where this phenomena is explored in detail.
The zero finding problem for the computation of a chart on the unstable manifold is
set up in an analogous way. For the sake of completeness (and introducing notation) let
us explicitly state the assumptions and the associated zero finding map. We assume that
Dg (p˜0) is diagonalizable and that the associated eigenvalues λu ∈ Cnu satisfy the non-
resonance condition (3.8). The goal is to compute a parameterization P : Bνu ⊂ Cnu →
Wu,cloc (p˜0) of the form P (θ) =
∑
k∈Nnu0 pkθ
k, where νu > 0, by finding a zero of the following
map:
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Definition 3.4 (Taylor map for unstable manifolds). Let 0 < ν˜u < νu be given weights.
The Taylor map FP : Cnu ×W 1νu,n →W 1ν˜u,n for unstable manifolds is defined by
(FP (λ
u, p))k :=

g (p0) , k = 0,
[Dg (p0)− 〈λu, k〉 I] pk, |k| = 1,
〈λu, k〉 pk − Ck (p) , |k| ≥ 2.
Symmetry In the preceding exposition we considered the complex dynamical system u′ =
g(u) on Cn. Our main interest, however, is the computation of invariant manifolds in the
real-valued dynamical system on Rn. We will now explain how we can recover charts for the
(un)stable manifolds in the real system from the complex ones through the use of symmetry.
We remark that one could also have set up the parameterization method in the real-valued
setting from the start. However, in that case, we would have had to separate the cases
between the presence of complex eigenvalues and a completely real spectrum. It is in our
opinion more convenient from both a practical and theoretical point of view to develop a
unified approach.
Let us consider the stable manifold again. Observe that complex eigenvalues will always
appear in conjugate pairs, since g is real -analytic. Suppose there are ds complex conjugate
pairs of eigenvalues and ns − 2ds real ones. Furthermore, assume that we have ordered the
eigenvalues λs in such a way that λsi = λsi+1 for i ∈ {2l + 1 : 0 ≤ l ≤ ds − 1}. Next, define
the map Σ : Cns → Cns by
Σ (z1, . . . , z2ds , z2ds+1, . . . , zns) := (z2, z1, . . . , z2ds , z2ds−1, z2ds+1, . . . , zns) , (3.9)
and note that Σ is an involution on Cns . For this reason we shall frequently write z? := Σ(z).
In particular, note that we ordered the stable eigenvalues in such a way that (λs)? = λs.
Finally, we extend this notion of involution to W 1νs,n by defining
(q?)k := qk? , k ∈ Nns0 .
It can be readily seen from (3.9) that k? = Σ(k) is simply a permutation of the multi-index k.
The key observation for obtaining charts for the real manifolds is stated in the following
lemma. The proof can be found in [30, Lemma 2.1].
Proposition 3.5. If q ∈ W 1νs,n is symmetric, i.e., q? = q, then the map Q : Bνs → Cn
defined by
Q (φ) :=
∑
k∈Nns0
qkφ
k
is real valued on the set Bsymνs := {φ ∈ Bνs : φ? = φ}. In addition, if λs ∈ Cns is symmetric
and F (λs, q) = 0, then Q|Bsymνs is a parameterization of the real stable manifold W sloc (q0).
Remark 3.6. Note that Bsymνs is a real manifold of dimension ns. More precisely, we can
identify Bsymνs with the (real) manifold
Bsym,reνs :=
{
φ ∈ Rns : |φ2j−1|2 + |φ2j |2 ≤ νs, 1 ≤ j ≤ ds, |φj | ≤ νs, 2ds + 1 ≤ j ≤ ns
}
by using the (linear) map ιs : Rns → Cns defined by
ιs (φ) := (φ1 + iφ2, φ1 − iφ2, . . . , φ2ds−1 + iφ2ds , φ2ds−1 − iφ2ds , φ2ds+1, . . . , φns) .
Remark 3.7. Strictly speaking, when q? = q the assumption that λs is symmetric is not
necessary. To see this, let esi ∈ Cns be the unit vector defined by [esi ]j = δij, where 1 ≤ i, j ≤
ns. If F (λs, q) = 0 for some λs ∈ Cns , then
Dg (q0) qk = λ
s
kqk, |k| = 1.
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In particular, if we take the complex conjugate of the lefthand-side of the above expression
for k = es2j−1, we obtain
Dg (q0) qes2j−1 = Dg (q0) qes2j−1 = Dg (q0) qes2j = λ
s
2jqes2j , 1 ≤ j ≤ ds,
since g is real-analytic and q? = q by assumption. On the other hand,
Dg (q0) qes2j−1 = λ
s
2j−1qes2j−1 = λ
s
2j−1qes2j , 1 ≤ j ≤ ds.
Hence it follows that (λs)? = λs.
In conclusion, in order to conclude that a point lies on the real stable manifold, it suffices
to verify that q? = q. It is explained in Section 4 how we can verify this in practice. For
now, let us mention that the verification is based on the following observation whose proof
can be found in [30, Lemma 4.1]:
Lemma 3.8. The map FQ is compatible with ?, i.e., FQ
(
(λs)
?
, q?
)
= FQ (λ
s, q)
? for any
(λs, q) ∈ Cns ×W 1νs,n.
Analogous results hold for the parameterization of the unstable manifold of p˜0. To avoid
clutter in the notation we shall denote the involution associated to the unstable manifold of
p˜0 by ? as well.
3.2 Chebyshev series and domain decomposition
In this section we follow the strategy in [32] to recast the differential equation into an
equivalent zero finding problem on `1ν,n. The reader is referred to [32] for the details. Let
Pm := {t0 = 0 < t1 < . . . < tm = 1}, where m ∈ N, be any partition of [0, 1]. Then the
differential equation in (3.1) is equivalent to
(P1)
{
du1
dt
= Lg (u1) , t ∈ [0, t1] , (Pi)

dui
dt
= Lg (ui) , t ∈ [ti−1, ti] ,
ui (ti−1) = ui−1 (ti−1) ,
,
where 2 ≤ i ≤ m. These boundary conditions are thus imposed on the internal nodes of
the partition Pm only. The boundary conditions at the end points will be discussed in
Section 3.3. If (Pi)
m
i=1 admits a solution, then each ui is real-analytic since g is. Therefore,
there exists weights νi > 1 and real coefficients ai ∈ `1νi,n such that
ui = a
i
0 + 2
∞∑
k=1
aikT
i
k
in C ([ti−1, ti]). Here
(
T ik
)
k∈N0 are the shifted Chebyshev-polynomials on [ti−1, ti] defined
by
T ik(t) = Tk
(
2t− ti − ti−1
ti − ti−1
)
, k ∈ N0. (3.10)
Next, define the map c : `1νi,n → `1νi,n by
c(a) :=
∑
α∈A
gαa
α, aα :=
n∏
j=1
[a]
αj
j , (3.11)
where the latter product is understood to be the symmetric discrete convolution ∗. Then
g (ui) = c0
(
ai
)
+ 2
∞∑
k=1
ck
(
ai
)
T ik,
16
since the Chebyshev coefficients of the product of two functions is given by the symmetric
discrete convolution. Formally, we should incorporate the index i into the notation for c to
emphasize its dependence on the weight νi. However, since the domain of c can usually be
easily inferred from the context, we haven chosen to omit the index from the notation.
Remark 3.9. Throughout this paper we will need to analyze Dc
(
ai
)
, where ai ∈ `1νi,n and
1 ≤ i ≤ m, on numerous occasions. For this reason, we state here for future reference how
this derivative can be computed in an efficient way. Since
(
`1νi,n, ∗
)
is a Banach algebra, we
may use the “usual” rules of calculus to compute the derivative of c. In particular, direct
differentiation of (3.11) with respect to ai shows that
D [c]j
(
ai
)
a˜i =
n∑
l=1
gˆijl ∗ [a˜i]
l
, a˜i ∈ `1νi,n, 1 ≤ j ≤ n, (3.12)
where [c]j denotes the j-th component of c and gˆ
ijl ∈ `1νi are the Chebyshev coefficients of
∂gj
∂xl
(
ai0 + 2
∞∑
k=1
aikT
i
k
)
, 1 ≤ l ≤ n. (3.13)
Substitution of the Chebsyshev expansions for (ui)
m
i=1 into (Pi)
m
i=1 yields an equivalent
system of equations for the coefficients and gives rise to the following map:
Definition 3.10 (Chebyshev map for ODEs). Let (νi)
m
i=1 and (ν˜i)
m
i=1 be collections of
weights such that 1 < ν˜i < νi for all 1 ≤ i ≤ m. The Chebyshev map for ODEs is the
function Fu :
⊕m
i=1 `
1
νi,n → `1ν˜1,n/Cn ⊕
⊕m
i=2 `
1
ν˜i,n
defined by
Fu (a) :=
(
f1
(
a1
)
, f2
(
a1, a2
)
, . . . , fm
(
am−1, am
))
,
where a =
(
a1, . . . , am
)
, f1 : `1ν1,n → `1ν˜1,n/Cn is given by(
f1
(
a1
))
k
:= ka1k −
L (t1 − t0)
4
(
ck−1
(
a1
)− ck+1 (a1)) , k ∈ N,
and fi : `1νi−1,n × `1νi,n → `1ν˜i,n by
fi
(
ai−1, ai
)
:=

ai0 − ai−10 + 2
∞∑
l=1
(
(−1)l ail − ai−1l
)
, k = 0,
kaik −
L (ti − ti−1)
4
(
ck−1
(
ai
)− ck+1 (ai)) , k ∈ N,
for 2 ≤ i ≤ m.
Remark 3.11. The map Fu is well-defined, since
(
kaik
)
k∈N0 ∈ `1ν˜i,n for any ai ∈ `1νi,n and
1 < ν˜i < νi.
Let us stress the subtle difference between the latter map and the one constructed in
[32]; in the current setting we allow for complex Chebyshev coefficients. The main reason for
this is that the parameterization maps P and Q (see the previous section) are in principle
complex-valued and we wish to use them to proof that u(0) ∈Wuloc (p˜0) and u(L) ∈W sloc (q˜0).
We will conclude a-posteriori that the Chebyshev coefficients are in fact real by invoking
symmetry arguments. Indeed, for any a =
(
a1, . . . , am
)
, define a :=
(
a1, · · · , am
)
by(
ai
)
k
:= aik. We will conclude that an element a is real, i.e., a = a, by using the following
observation:
Lemma 3.12. The map Fu is compatible with conjugation, i.e., Fu (a) = Fu(a).
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Proof. Let a =
(
a1, . . . , am
) ∈ ∏mj=1 `1νj ,n be arbitrary. We will prove that c(aj) = c (aj)
for 1 ≤ j ≤ m. The desired result follows directly from this observation. Recall that a
Chebyshev series is a Fourier series up to coordinate transformation. To be more precise,
let 1 ≤ j ≤ m, set aj−k := ajk for k ∈ N, and define
sj (θ) :=
tj − tj−1
2
(cos θ + 1) + tj−1, θ ∈ [0, pi] .
Then
aj0 + 2
∞∑
k=1
ajkT
j
k (sj (θ)) =
∑
k∈Z
ajke
ikθ, θ ∈ [0, pi] ,
by (3.10) and the definition of the Chebyshev polynomials (see Definition 2.1). Note that
the latter series converges uniformly to an analytic 2pi-periodic function, since aj ∈ `1νj ,n.
Furthermore, since aj−k = a
j
k (by definition), it follows that
g
(
aj0 + 2
∞∑
k=1
ajkT
j
k
)
=
∑
k∈Z
ck
(
aj
)
eikθ,
where c is defined in (3.11) and we have set c−k
(
aj
)
:= ck
(
aj
)
for k ∈ N. In particular,
g
(
aj0 + 2
∞∑
k=1
ajkT
j
k
)
=
∑
k∈Z
ck (aj)e
ikθ.
On the other hand, since g is real-analytic, similar reasoning shows that
g
(
aj0 + 2
∞∑
k=1
ajkT
j
k
)
= g
(
aj0 + 2
∞∑
k=1
ajkT
j
k
)
=
∑
k∈Z
ck
(
aj
)
eikθ.
Therefore, since a (pointwise) convergent Fourier series is unique, we conclude that c
(
aj
)
=
c (aj).
Finally, observe that by construction we now have the following result:
Proposition 3.13. Suppose a ∈⊕mi=1 `1νi,n is symmetric, i.e., a = a, then F (a) = 0 if and
only if the functions
{
ui = a
i
0 + 2
∑∞
k=1 a
i
kT
i
k : 1 ≤ i ≤ m} constitute a solution of (Pi)mi=1.
3.3 The connecting orbit map
In this section we set up a zero finding problem for (3.1). We have already set up appropriate
zero finding mappings for the ODE and charts on the (un)stable manifolds. What remains
is imposing appropriate phase conditions.
Boundary conditions We can now replace the boundary conditions in (3.1) with explicit
equations. Let P and Q denote the local parameterizations of the complex unstable and
stable manifold as before, respectively. Then the conditions u(0) ∈ Wuloc (p˜0) and u(1) ∈
W sloc (q˜0) are equivalent to the problem of finding coordinates θ ∈ Bsymνu and φ ∈ Bsymνs such
that
u1(0)− P (θ) = a10 + 2
∞∑
k=1
(−1)k a1k −
∑
k∈Nnu0
pkθ
k = 0,
um(1)−Q (φ) = am0 + 2
∞∑
k=1
amk −
∑
k∈Nns0
qkφ
k = 0.
As mentioned before, we will verify a-posteriori that θ? = θ and φ? = φ so that P (θ) and
Q (θ) are points on the real (un)stable manifolds.
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Length of the eigenvectors Recall that the first order Taylor coefficients of P and Q
are determined up to a rescaling. To get rid of this extra degree of freedom we prescribe
the length and orientation of the eigenvectors of Dg (p˜0) and Dg (q˜0). More precisely, we
require that
〈pk, pˆk〉 − u,k = 0, |k| = 1, k ∈ Nnu0 ,
〈qk, qˆk〉 − s,k = 0, |k| = 1, k ∈ Nns0 ,
where pˆk, qˆk ∈ Cn are prescribed vectors and u,k, s,k > 0. In practice, pˆk and qˆk are numer-
ical approximations of the eigenvectors of Dg (p˜0) and Dg (q˜0), respectively, and u,k, s,k
are their respective squared lengths. In order to respect the symmetry ?, we impose the
following ordering:
pˆk? = pˆk, u,k? = u,k, |k| = 1, k ∈ Nnu0 , (3.14)
qˆk? = qˆk, s,k? = s,k, |k| = 1, k ∈ Nns0 . (3.15)
We recall again that the length of the eigenvectors determines the decay rate of the Taylor
coefficients and hence the size of the domains of P and Q.
Translation invariance in time Finally, we introduce a phase condition to fix the time
parameterization of the connecting orbit. In [4, 13] a phase condition specifically tailored
for continuation is presented. The idea is to fix a reference function u˜ and to minimize the
functional
s 7→
∫ ∞
−∞
‖u(t− s)− u˜(t)‖22 dt
on some appropriate functions space, where u is the connecting orbit. This phase condition
is used in popular software packages for continuation such as AUTO and Matcont and
was first suggested in [13].
The intuition is that this phase condition enforces the connecting orbit to remain as close
as possible (in the L2-sense) to the reference solution with respect to small shifts in time. In
practice, u˜ is the solution computed at the previous continuation step (or just the numerical
approximation uˆ in case we are not performing continuation). In particular, a necessary
condition for the latter functional to have a minimum at s = 0 is∫ ∞
−∞
〈u(t)− u˜(t), u˜′(t)〉 dt = 0. (3.16)
We shall use (3.16) to construct an appropriate phase condition in terms of Chebyshev
coefficients by approximating the integral on a finite domain. First, write
u =
m∑
i=1
ui1[ti−1,ti], u˜ =
m∑
i=1
u˜i1[ti−1,ti].
If the time of flight L > 0 is sufficiently large, then∫ ∞
−∞
〈u(t)− u˜(t), u˜′(t)〉 dt ≈
∫ 1
−1
〈u(t)− u˜(t), u˜′(t)〉dt
=
m∑
i=1
∫ ti
ti−1
〈ui(t)− u˜i(t), u˜′i(t)〉 dt.
Next, write
ui = a
i
0 + 2
∞∑
k=1
aikT
i
k, u˜i = b
i
0 + 2
∞∑
k=1
bikT
i
k, 1 ≤ i ≤ m.
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For notational convenience, let us omit the superscripts from the Chebyshev coefficients and
assume (for the moment) that ui and u˜i are scalar functions. Then
〈ui − u˜i, u˜′i〉L2
= 2 (a0 − b0)
∞∑
l=1
bl
〈
T i0,
dT il
dt
〉
L2
+ 4
∞∑
k,l=1
(ak − bk) bl
〈
T ik,
dT il
dt
〉
L2
, (3.17)
where 〈·, ·〉L2 denotes the standard complex inner product on L2 ([ti−1, ti]).
Now, rescale time back to [−1, 1], use the coordinate transformation θ = arccos (t) and
the definition of the Chebyshev polynomials to see that〈
T ik,
dT il
dt
〉
L2
= l
∫ pi
0
sin (lθ) cos (kθ) dθ
=

2l2
l2 − k2 , k + l ≡ 1 mod 2,
0, otherwise,
for any k, l ∈ N0. Finally, substitution of the latter expression into (3.17) yields
〈ui − u˜i, u˜′i〉L2 = 4
(a0 − b0) ∞∑
l=0
b2l+1 + 2
∞∑
s=1
∑
k+l=2s+1
k,l∈N
(ak − bk) bl l
2
l2 − k2
 . (3.18)
If ui and u˜i are vector-valued, then we need to carry out the above computations component-
wise and sum over the components.
In practice, we choose the Chebyshev coefficients of u˜ to be real, since in the end we
wish to establish the existence of a real-valued connecting orbit. Altogether, this motivates
the following definition:
Definition 3.14 (Phase condition for translation invariance in time). Let b =
(
b1, . . . ,
bm) ∈ ⊕mi=1 `1νi,n be given symmetric sequences, i.e., b¯ = b, such that bik = 0 for k ≥ Ni,
for some N ∈ Nm. The phase condition for translation invariance in time is the map
η :
⊕m
i=1 `
1
νi,n → C defined by the following truncated version of (3.18):
η
(
a1, . . . , am
)
:=
m∑
i=1
n∑
j=1
[ai0 − bi0]j b
Ni−1
2 c−1∑
k=0
[
bi2k+1
]
j
+ 2
Ni−2∑
s=1
∑
k+l=2s+1
1≤k,l≤Ni−1
[
aik − bik
]
j
[
bil
]
j
l2
l2 − k2
 . (3.19)
Remark 3.15. The expression for η might seem complicated at first sight. Note, however,
that η is really just an affine linear map depending on finitely many components aik only.
We are now ready to set up the connecting orbit map. To this end, let
ν := (νu, νs, ν1, . . . , νm) , ν˜ := (ν˜u, ν˜s, ν˜1, . . . , ν˜m)
be given weights such that ν˜ < ν, νu, νs > 0, νi > 1 for 1 ≤ i ≤ m, and set
Xν : = Bνu × Bνs × Cnu × Cns ×
m∏
i=1
`1νi,n ×W 1νu,n,nu ×W 1νs,n,ns ,
Yν˜ : = C2n+1+nu+ns × `1ν˜1,n/Cn ×
m∏
i=2
`1ν˜i,n ×W 1ν˜u,n,nu ×W 1ν˜s,n,ns .
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Definition 3.16 (Chebyshev-Taylor map for connecting orbits). The Chebyshev-Taylor
map F : Xν → Yν˜ for connecting orbits is defined by
F (x) :=

a10 + 2
∞∑
k=1
(−1)k a1k −
∑
k∈Nnu0
pkθ
k
am0 + 2
∞∑
k=1
amk −
∑
k∈Nns0
qkφ
k
[〈pek , pˆek〉 − u,k]nuk=1
[〈qek , qˆek〉 − s,k]nsk=1
η
(
a1, . . . , am
)
,
Fu
(
a1, . . . , am
)
FP (λ
u, p)
FQ (λ
s, q)

,
where x =
(
θ, φ, λu, λs, a1, . . . , am, p, q
)
.
Remark 3.17. We shall frequently denote elements in Yν˜ by
y = (yt0 , ytm , ypˆ1 , yqˆ1 , yη, ya, yp, yq) ,
where
• yt0 , ytm ∈ Cn correspond to the equations for the boundary conditions at t = t0 and
t = tm, respectively,
• ypˆ1 ∈ Cnu , yqˆ1 ∈ Cns correspond to the equations for fixing the length and orientation
of the eigenvectors,
• yη ∈ C corresponds to the phase condition for fixing the time parameterization of the
orbit,
• ya, yp and yq correspond to the Chebyshev and Taylor coefficients, respectively, as
before.
The only reason for introducing the weights ν˜ is to specify the codomain of F . These
weights are irrelevant though, since we will establish the existence of a connecting orbit by
analyzing a fixed point map from Xν into itself, see Section 4.2. For this reason, we only
specify a norm on Xν . Namely, we set
‖x‖Xν := max
{
max
1≤i≤nu
|θi| , max
1≤i≤ns
|φi| , max
1≤i≤nu
|λui | , max
1≤i≤ns
|λsi | ,
max
1≤i≤m
∥∥ai∥∥
νi,n
, ‖p‖νu,n , ‖q‖νs,n
}
,
where x =
(
θ, φ, λu, λs, a1, . . . , am, p, q
)
.
Symmetry revisited Next, we examine the compatibility of F with respect to the sym-
metries introduced in the previous sections. In particular, the involution operations on the
space of Taylor and Chebyshev coefficients yield an symmetry operation ? on Xν defined by
x? :=
(
θ?, φ?, (λu)
?
, (λs)
?
, a¯, p?, q?
)
.
Similarly, we define an involution on the range Yν˜ , also denoted by ?, via
y? :=
(
yt0 , ytm , y
?
pˆ1 , y
?
qˆ1 , yη, ya, y
?
P , y
?
Q
)
.
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Lemma 3.18. The map F is compatible with ?, i.e., F (x?) = F (x)? for any x ∈ Xν .
Proof. We start by considering the phase conditions associated to the unstable manifold.
First, observe that
a10 + 2
∞∑
k=1
(−1)k a1k −
∑
k∈Nnu0
pkθk = a10 + 2
∞∑
k=1
(−1)k a1k −
∑
k∈Nnu0
p?k (θ
?)
k
by definition of ? and reordering of the series associated to the unstable manifold. Further-
more, note that
〈p?k, pˆk〉 = 〈pk? , pˆk?〉, |k| = 1, k ∈ Nnu0 ,
since pˆk was ordered in a symmetric way, see (3.14). The computations for the stable mani-
fold are analogous. Next, observe that η (a) = η (a), since the Chebyshev coefficients b of the
reference orbit u˜ are real. Finally, recall that Fu (a) = Fu (a), FP
(
(λu)
?
, p?
)
= FP (λ
u, p)?
and FQ
(
(λs)
?
, q?
)
= FQ(λ
s, q)? by Lemmas 3.12 and 3.8, respectively. Altogether, this
proves the result.
We are now ready to formulate an appropriate characterization of a connecting orbit:
Proposition 3.19. Suppose F has a unique zero x in some open neighborhood U ⊂ Xν
and assume that x? ∈ U . Then p0, q0 ∈ Rn are equilibria of g, P (θ) ∈ Wuloc (p0), Q (φ) ∈
W sloc (q0), and the map u defined by the Chebyshev coefficients is an isolated connecting orbit
from p0 to q0.
Proof. Suppose F (x) = 0, then the previous lemma implies that x? = x, since x is the
only zero in U and x? ∈ U . Consequently, the Chebyshev coefficients a are real and P (θ)
and Q(φ) are points on the real (un)stable manifolds by Proposition 3.5. Therefore, u is
a connecting orbit from p0 to q0 by Proposition 3.13. Moreover, the connecting orbit is
isolated, since x is.
Remark 3.20. In practice, we seek a zero of F in a closed ball Br (xˆ) of radius r > 0
centered at an approximate zero xˆ obtained through numerical simulation. The numerical
computations yield an approximate zero which is almost symmetric (up to machine preci-
sion). We enforce that (xˆ)? = xˆ by going through “all” the elements of xˆ and imposing
the exact symmetry conditions. For example, for the Taylor coefficients qˆ, we determine
all the multi-indices k ∈ Ks such that k? ∈ Ks and then redefine qˆk? , for each k? 6= k,
by setting it equal to qˆk (if k? = k we set it equal to Re (qˆk)). The symmetry implies that
‖x− xˆ‖Xν = ‖x? − xˆ‖Xν for all x ∈ Xν . Hence Br (xˆ)
?
= Br (xˆ), which motivates the
assumption that x? ∈ U .
Transversality We end this section with a sufficient condition for proving that a connect-
ing orbit is transverse. The key observation is summarized in the following lemma:
Lemma 3.21. Suppose a, a˜ ∈ ⊕mi=1 `1νi,n are real. Let u,w : [0, 1] → Rn denote the maps
associated to a and a˜, respectively, i.e.,
u : =
m∑
i=1
1[ti−1,ti]ui, ui := a
i
0 + 2
∞∑
k=1
aikT
i
k,
w : =
m∑
i=1
1[ti−1,ti]wi, wi := a˜
i
0 + 2
∞∑
k=1
a˜ikT
i
k.
Then a˜ ∈ ker (DFu (a)) if and only if w′(t) = LDg (u(t))w(t) on [0, 1].
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Proof. A straightforward computations shows that a˜ ∈ ker (DFu (a)) if and only if
ka˜ik −
L (ti − ti−1)
4
(
Dck−1
(
ai
)
a˜i −Dck+1
(
ai
)
a˜i
)
= 0, 1 ≤ i ≤ m, k ∈ N,
a˜i0 − a˜i−10 + 2
∞∑
l=1
(
(−1)l a˜il − a˜i−1l
)
= 0, 2 ≤ i ≤ m.
Furthermore, substitution of the expression in (3.12) for Dc
(
ai
)
a˜i shows that the above
system of equations is equivalent to
dwi
dt
(t) = LDg (ui(t))wi(t), t ∈ [ti−1, ti] , 1 ≤ i ≤ m,
wi−1 (ti−1) = wi (ti−1) , 2 ≤ i ≤ m,
which proves the statement (see Proposition 3.13).
We are now ready to formulate a sufficient criterium for establishing the transversality
of a connecting orbit.
Proposition 3.22. Suppose x ∈ Xν is symmetric and F (x) = 0. If DF (x) is injective,
then x corresponds to a transverse connecting orbit.
Proof. It is shown in Proposition 3.19 that x corresponds to a connecting orbit u from p0 to
q0 with the property that u(0) = P (θ) ∈ Wuloc (p0) and u(1) = Q (φ) ∈ W sloc (q0). To show
that u is transverse, first observe that the mappings
P ◦ ιu : Bsym,reνu ⊂ Rnu → Rn, Q ◦ ιs : Bsym,reνs ⊂ Rns → Rn,
are parameterizations of Wuloc (p0) and W
s
loc (q0), respectively, by Proposition 3.5 and Re-
mark 3.6. Hence teh amp θ˜ 7→ ϕ
(
t, P ◦ ιu
(
θ˜
))
, where ϕ denotes the flow generated
by Lg, is a diffeomorphism from Bsym,reνu into W
u (p0) for any t ∈ R. Therefore, its deriva-
tive Dxϕ (t, P (θ))DθP (θ) ιu (evaluated at θ˜ = ι−1u (θ)) is an isomorphism from Rnu onto
Tϕ(t,P (θ))W
u (p0). Similarly, DφQ (φ) ιs is an isomorphism from Rns onto TQ(φ)W s (q0).
Consequently, since ϕ (1, P (θ)) = Q (φ) = u(1), the linear map
Φ1 :=
[
Dxϕ (1, P (θ))DθP (θ) ιu −DφQ (φ) ιs
]
is a surjection from Rnu × Rns = Rn+1 onto (Tu(1)Wu (p0) + Tu(1)W s (q0)) ⊂ Rn.
Now, supposeDF (x) is injective but u is not transverse. Then the intersection ofWu (p0)
and W s (q0) is (in particular) not transverse at u(1), since u is transverse if and only if it
is transverse at a point. Hence the map Φ1 : Rn+1 → Rn cannot be surjective. Therefore,
dim (ker (Φ1)) ≥ 2. Consequently, there exist two linearly independent vectors
[
θ˜1
φ˜1
]
,
[
θ˜2
φ˜2
]
∈
ker (Φ1) ⊂ Rnu × Rns . We will show that this leads to a contradiction by constructing a
nontrivial element in the kernel of DF (x).
Define ξ1, ξ2 : [0, 1]→ Rn by
ξj(t) := Dxϕ (t, P (θ))DθP (θ) ιu
(
θ˜j
)
, j ∈ {1, 2},
then a straightforward computation shows that
dξj
dt
(t) = LDg (u(t)) ξj(t), t ∈ [0, 1],
ξj(0) = DθP (θ) ιu
(
θ˜j
)
,
ξj(1) = DφQ (φ) ιs
(
φ˜j
)
,
j ∈ {1, 2}, (3.20)
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where the boundary condition at t = 1 follows from the fact that
[
θ˜1
φ˜1
]
,
[
θ˜2
φ˜2
]
∈ ker (Φ1).
Further note that ξ1(t) and ξ2(t) are linearly independent for each t ∈ [0, 1], since the vectors[
θ˜1
φ˜1
]
and
[
θ˜2
φ˜2
]
are, and the operators DθP (θ) ιu and DφQ (φ) ιs are injective. Consequently,
since
u =
m∑
i=1
1[ti−1,ti]
(
ai0 + 2
∞∑
k=1
aikT
i
k
)
, ai ∈ `1νi,n,
where a1, . . . , am are real, there exist (unique) real Chebyshev coefficients b1, b2 ∈
⊕m
i=1 `
1
νi,n
such that
ξj =
m∑
i=1
1[ti−1,ti]
((
bij
)
0
+ 2
∞∑
k=1
(
bij
)
k
T ik
)
, j ∈ {1, 2}.
In particular, note that any linear combination of b1 and b2 corresponds to a solution of
(3.20) and is thus an element in ker (DFu (a)) by Lemma 3.21.
Now, set λ˜u := 0nu , λ˜s := 0ns , p˜ := 0, q˜ := 0 and
hj :=
(
ιu
(
θ˜j
)
, ιs
(
φ˜j
)
, λ˜u, λ˜s, bj , p˜, q˜
)
∈ Xν , j ∈ {1, 2}.
If Dη(a)bj = 0 for some j ∈ {1, 2}, where η is the phase condition defined in (3.19), then
a straightforward computation shows that hj ∈ ker (DF (x)). Otherwise, without loss of
generality, we may assume that Dη(a)b1 6= 0 and set
h := h2 − Dη(a)b2
Dη(a)b1
h1.
A straightforward computation then shows that 0 6= h ∈ ker (DF (x)). Therefore, we have
reached a contradiction, sinceDF (x) is assumed to be injective. Hence umust be transverse.
Remark 3.23. In practice, the injectivity of DF (x) follows directly from our computer-
assisted proof (a contraction argument) and is thus obtained for “free”, see Remark 4.10.
4 Functional analytic setup
In this section we set up a functional analytic framework for establishing the existence of an
isolated zero of F . We start by introducing some notation and a finite dimensional reduction
of F . We then combine numerical simulation and analysis on paper to set up a Newton-like
operator T whose fixed points correspond to zeros of F . Finally, we derive a finite number
of inequalities to establish that T is a contraction in a neighborhood of an approximate zero.
4.1 Projections
In this section we define projections on both the range and domain. These projections will
help structure the calculations in the following sections.
Projections in Xν Write x =
(
θ, φ, λu, λs, a1, . . . , am, p, q
) ∈ Xν . Let 1 ≤ i ≤ m, 1 ≤
j ≤ n and k ⊂ N0. Define projections Πia : Xν → `1νi,n, Πija , Πijka : Xν → `1νi onto the
Chebyshev coefficients by
Πia (x) := a
i, Πija (x) :=
[
ai
]
j
,
(
Πijka (x)
)
l
:=
{[
ail
]
j
l ∈ k,
0 otherwise.
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In particular, if k is a singleton, we identify Πijka (x) '
[
aik
]
j
. Similarly, let I ⊂ Nnu0 , J ⊂
Nns0 and define projections ΠP : Xν → W 1νu,n , ΠjP , ΠjIP : Xν → W 1νu and ΠQ : Xν → W 1νs,n ,
ΠjQ, Π
jJ
Q : Xν →W 1νs onto the Taylor coefficients of the (un)stable manifolds by
ΠP (x) : = p, Π
j
P (x) := [p]j ,
(
ΠjIP (x)
)
k
:=
{
[pk]j , k ∈ I,
0, k 6∈ I,
ΠQ (x) : = q, Π
j
Q (x) := [q]j ,
(
ΠjJQ (x)
)
k
:=
{
[qk]j , k ∈ J ,
0, k 6∈ J .
As before, if I and J are singletons, we identify
(
ΠjIP (x)
)
' [pI ]j ,
(
ΠjJQ (x)
)
' [qJ ]j .
Finally, we define projections Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs : Xν → C by
Πjθ (x) : = θj , Π
j
λu (x) := λ
u
j , 1 ≤ j ≤ nu,
Πjφ (x) : = φj , Π
j
λs (x) := λ
s
j , 1 ≤ j ≤ ns.
Remark 4.1. In order to keep the notation and number of symbols to a minimum, we have
used the symbol k as a “dummy” index which, depending on the context, can be either an
element in N0,Nnu0 or N
ns
0 .
We shall denote the collection of projections onto the components of Xν by P, i.e.,
P :=
{
Πjθ : 1 ≤ j ≤ nu
}
∪
{
Πjφ : 1 ≤ j ≤ ns
}
∪
{
Πjλu : 1 ≤ j ≤ nu
}
∪
{
Πjλs : 1 ≤ j ≤ ns
}
∪ {Πija : 1 ≤ i ≤ m, 1 ≤ j ≤ n}
∪
{
ΠjP : 1 ≤ j ≤ n
}
∪
{
ΠjQ : 1 ≤ j ≤ n
}
.
Observe that
‖x‖Xν = maxΠ∈P ‖Π(x)‖Π(Xν) ,
where ‖·‖Π(Xν) denotes the norm on Π (Xν) ∈
{
C, `1νi ,W
1
νu ,W
1
νs
}
. In the following we shall
be a bit more sloppy in describing subsets of P by omitting the ranges for the components
of the projections. For instance, whenever we write
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
, we mean to say
that this set contains all components associated to these projections, i.e., it contains Πjθ for
1 ≤ j ≤ nu, Πjφ for 1 ≤ j ≤ ns, etc. We will adopt the same convention for the projections
into the range which are introduced at the end of this section.
Galerkin projection into Xν Let N ∈ Nm be a given truncation parameter and define
operators ΠiN : `
1
νi,n → `1νi,n by
(
ΠiN
(
ai
))
k
:=
a
i
k, 0 ≤ k ≤ Ni − 1,
0n, k ≥ Ni,
, 1 ≤ i ≤ m.
Similarly, let K = (Ku,Ks) ∈ Nnu × Nns , set
Ku : = {k ∈ Nnu0 : ki ≤ Kui , 1 ≤ i ≤ nu} ,
Ks : = {k ∈ Nns0 : ki ≤ Ksi , 1 ≤ i ≤ ns} ,
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and define ΠKu : W 1νu,n →W 1νu,n, ΠKs : W 1νs,n →W 1νs,n by
(ΠKu (p))k :=
pk, k ∈ K
u,
0n, k 6∈ Ku,
(ΠKs (q))k :=
qk, k ∈ K
s,
0n, k 6∈ Ks,
respectively. Finally, define the Galerkin-projection ΠNKdom : Xν → Xν into the domain by
ΠNKdom := I2(nu+ns) ⊕
m⊕
i=1
ΠiN ⊕ΠKu ⊕ ΠKs ,
where I2(nu+ns) is the identity on C2(nu+ns), and set XNK := ΠNKdom (Xν).
Remark 4.2. In practice, we choose an ordering on the set of multi-indices and identify
[ΠKu (p)]j with a column vector in C
∏nu
i=1(K
u
i +1) (and we do the same for the Taylor coef-
ficients associated to the stable manifold). The Chebyshev coefficients ΠiN (a) are identified
with a column vector in CnNi as well. Altogether, this yields an identification of ΠNKdom(x)
with a vector in Cκ, where
κ = n
(
m∑
i=1
Ni +
nu∏
i=1
(Kui + 1) +
ns∏
i=1
(Ksi + 1)
)
+ 2 (nu + ns)
= n
(
2 +
m∑
i=1
Ni +
nu∏
i=1
(Kui + 1) +
ns∏
i=1
(Ksi + 1) +
)
+ 2,
since nu + ns = n+ 1. In particular, XNK ' Cκ.
Projections in Yν˜ Recall that the range consists of elements of the form y = (yt0 , ytm ,
ypˆ1 , yqˆ1 , yη, ya, yp, yq), see Remark 3.17. We shall abuse notation and denote the projections
onto the Chebyshev and Taylor coefficients in the range in the same way as for the domain.
Furthermore, we define projections Πjt0 ,Π
j
tm ,Π
j
pˆ1
,Πjqˆ1 ,Πη : Yν˜ → C by
Πjt0(y) : = yt0 , Π
j
tm(y) := ytm , 1 ≤ j ≤ n,
Πjpˆ1 (y) : = [ypˆ1 ]j , 1 ≤ j ≤ nu,
Πjqˆ1 (y) : = [yqˆ1 ]j , 1 ≤ j ≤ ns,
Πη (y) : = yη.
The truncation operators on the range are defined in the same way as for the domain. For
this reason we shall use the same notation to denote them. There is one slight modification
in the projection onto the Chebyshev coefficients associated to the first domain, however,
namely we set (
Π˜1N
(
a1
))
k
:=
{
a1k, 1 ≤ k ≤ N1 − 1,
0, k ≥ N1.
Finally, we define the Galerkin-projection ΠNKran into the range by
ΠNKran := IC3n+2 ⊕ Π˜1N ⊕
m⊕
i=2
ΠiN ⊕ΠKu ⊕ΠKs
and set YNK := ΠNKran (Yν˜).
Remark 4.3. Observe that YNK ' Cκ, since nu +ns = n+ 1. Hence YNK and XNK have
the same dimension.
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4.2 An equivalent fixed-point problem
In this section we construct a Newton-like operator and set up an equivalent fixed point
problem. We start by introducing a finite dimensional reduction of the zero finding problem
amenable to numerical computations:
Definition 4.4 (Finite dimensional reduction). The finite dimensional reduction FNK :
XNK → YNK of the connecting orbit map F is defined by
FNK := Π
NK
ran ◦ F |XNK .
Next, we construct an approximation of DF (xˆ) and its inverse by combining numerical
computations and analysis on paper. To this end, assume that we have computed
(A1) an approximate zero xˆ =
(
θˆ, φˆ, λˆu, λˆs, aˆ, pˆ, qˆ
)
∈ XNK of FNK such that (xˆ)? = xˆ,
(A2) an approximate injective inverse ANK of DFNK (xˆ).
If the truncation parameters are sufficiently large and the grid is sufficiently fine, we expect
the linear part of the mappings Fu, FP and FQ to be dominant in a small neighborhood of
the approximate zero. This motivates the following definitions:
Definition 4.5 (Approximate derivative). The approximate derivative D̂F : Xν → Yν˜ at xˆ
is defined by
ΠD̂Fh : = Π(y), for Π ∈
{
Πjt0 ,Π
j
tm ,Π
j
pˆ1
,Πjqˆ1 ,Πη
}
,
[
ΠiaD̂Fh
]
k
: =

(
Πia(y)
)
k
, δi1 ≤ k ≤ Ni − 1,
k
(
Πia(h)
)
k
, k ≥ Ni,
, 1 ≤ i ≤ m,
[
ΠP D̂Fh
]
k
: =

(ΠP (y))k , k ∈ Ku,〈
λˆu, k
〉
(ΠP (h))k , k 6∈ Ku,
[
ΠQD̂Fh
]
k
: =

(ΠQ(y))k , k ∈ Ks,〈
λˆs, k
〉
(ΠQ(h))k , k 6∈ Ks,
where y = DFNK (xˆ) ΠNKdom(h).
Definition 4.6 (Approximate inverse). The approximate inverse A : Yν → Xν of DF (xˆ) is
defined by
ΠAh : = Π(x), for Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
,
(
ΠiaAh
)
k
: =

(
Πia(x)
)
k
, 0 ≤ k ≤ Ni − 1,
k−1
(
Πia(h)
)
k
, k ≥ Ni,
(ΠPAh)k : =

(ΠP (x))k , k ∈ Ku,〈
λˆu, k
〉−1
(ΠP (h))k , k 6∈ Ku,
(ΠQAh)k : =

(ΠQ(x))k , k ∈ Ks,〈
λˆs, k
〉−1
(ΠQ(h))k , k 6∈ Ks,
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where x = ANKΠNKran (h).
Remark 4.7. Note that A is injective, since ANK is (by assumption (A2)).
We are now ready to construct a Newton-like operator for F based at the approximate
zero:
Definition 4.8 (Newton-like operator). The Newton-like operator T for F based at xˆ is
defined by T := I −AF .
A straightforward computation shows that T maps Xν into itself by construction of the
approximate inverse A. The weights ν˜ are therefore irrelevant. Furthermore, observe that
T (x) = x if and only if F (x) = 0, since A is injective. We conclude this section with a
theorem which can be used to prove that T is a contraction in a neighborhood of xˆ by
checking a finite number of inequalities. The theorem is based on a parameterized Newton-
Kantorovich method and is often referred to as the radii-polynomial approach (see [16] for
instance).
Theorem 4.9 (Contraction mapping principle with variable radius). Suppose for each Π ∈ P
there exist bounds YΠ, ZΠ(r) > 0 such that
‖Π (T (xˆ)− xˆ)‖Π(Xν) ≤ YΠ, (4.1)
sup
v,h∈B1(0)
‖ΠDT (xˆ+ rv)h‖Π(Xν) ≤ ZΠ(r), (4.2)
where ‖·‖Π(Xν) denotes the norm on Π (Xν). If there exists a radius rˆ > 0 such that
ZΠ (rˆ) rˆ + YΠ < rˆ (4.3)
for all Π ∈ P, then T : Brˆ (xˆ)→ Brˆ (xˆ) is a contraction.
Proof. A proof can be found in [39].
Remark 4.10. If T is a contraction on Brˆ (xˆ), then there exists a unique zero x˜ ∈ Brˆ (xˆ) of
F . In particular, (x˜)? ∈ Brˆ (xˆ), since (xˆ)? = xˆ and ? is norm-preserving. Therefore, since
x˜ is unique in Brˆ (xˆ), we haven proven the existence of a real connecting orbit by Proposition
3.19. Moreover, DF (x˜) is injective, since
‖I −ADF (x˜)‖B(Xν ,Xν) = ‖DT (x˜)‖B(Xν ,Xν) < 1
by (4.2) and (4.3). Hence the connecting orbit is transverse by Proposition 3.22.
Remark 4.11. The radius rˆ in Theorem 4.9 serves as an error bound on the solution.
Indeed, since for any ν ≥ 1 the `1ν norm controls the C0 norm, it follows that along the
part of the heteroclinic orbit between the local invariant manifolds, which is described by the
(domain decomposed) Chebyshev series, the distance in phase space between the numerical
approximation and the solution is bounded by rˆ. An analogous bound holds for the distance
between the parts of the orbit lying near the (un)stable manifolds: the distance between the
orbit and the numerical approximation of the local manifold is bounded by rˆ. More precisely
locating the position of the orbit within the local stable manifold (and analogously for the
unstable one) requires solving the corresponding linear flow with initial data φˆ, see (3.2),
and considering its image under the mapping Qˆ : φ→∑k∈Ks qˆkφk.
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5 Bounds for proving contraction
In this section we compute the bounds as stated in Theorem 4.9 to prove that T is a
contraction in a neighborhood of xˆ. To compute these bounds, we need to project and
perform analysis on the various subspaces of Xν . Since the analysis for the unstable and
stable manifold is the same, we will only write down the arguments in detail for the unstable
manifold and simply state the analogous result for the stable manifold. We have aimed to
compute the sharpest bounds whenever possible, but there are occasions in which we have
chosen to use slightly less optimal bounds when the reduction in computational complexity
outweighed the potential loss in accuracy.
5.1 Y -bounds
In this section we compute bounds for the residual
T (xˆ)− xˆ = −AF (xˆ)
as stated in Theorem 4.9. To this end, observe that
ΠAF (xˆ) = ΠANKFNK (xˆ) , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
.
Furthermore, for k ∈ N0, 1 ≤ i ≤ m, 1 ≤ j ≤ n, we have that
Πijka AF (xˆ)
=

Πijka ANKFNK (xˆ) , 0 ≤ k ≤ Ni − 1,
−L (ti − ti−1)
4k
[
ck−1
(
aˆi
)− ck+1 (aˆi)]j , Ni ≤ k ≤ Ngj (Ni − 1) + 1,
0, otherwise,
since [ck (aˆ)]j = 0 for all k ≥ Ngj (Ni − 1) + 1, see the definition of c in (3.11). Similarly, for
k ∈ Nnu0 ,
ΠjkP AF (xˆ) =

ΠjkP ANKFNK (xˆ) , k ∈ Ku,
−
〈
k, λˆu
〉−1
[Ck (pˆ)]j , k ∈ J ju ,
0, otherwise,
where
J ju : =
{
k ∈ Nnu0 : ki ≤ NgjKui , 1 ≤ i ≤ nu
} ∩ (Ku)c ,
since [Ck (pˆ)]j = 0 for k 6∈ Ku, see (3.4).
The above computations show that there are only a finite number of non-vanishing
terms in AF (xˆ). Therefore, AF (xˆ) can be computed with the aid of a computer. It is now
a straightforward task to compute the Y -bounds by taking the appropriate norms of the
above expressions:
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Proposition 5.1 (Y -bounds). Let 1 ≤ i ≤ m and 1 ≤ j ≤ n. The bounds
YΠ : = |ΠANKFNK (xˆ)| , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
,
Y ija : =
∥∥Πija ANKFNK (xˆ)∥∥νi
+
L (ti − ti−1)
2
Ngj (Ni−1)+1∑
k=Ni
∣∣∣[ck−1 (aˆi)− ck+1 (aˆi)]j∣∣∣ νkik ,
Y jP : =
∥∥∥ΠjPANKFNK (xˆ)∥∥∥
νu
+
∑
k∈J ju
∣∣∣[Ck (pˆ)]j∣∣∣ ∣∣∣〈k, λˆu〉∣∣∣−1 ν|k|u ,
Y jQ : =
∥∥∥ΠjQANKFNK (xˆ)∥∥∥
νs
+
∑
k∈J js
∣∣∣[Ck (qˆ)]j∣∣∣ ∣∣∣〈k, λˆs〉∣∣∣−1 ν|k|s
satisfy the estimate in (4.1).
5.2 Z-bounds
In this section we compute bounds for DT as stated in Theorem 4.9. To this end, let r > 0,
v, h ∈ B1(0) be arbitrary and observe that
DT (xˆ+ rv)h =
(
I −AD̂F
)
h−A
(
DF (xˆ+ rv)−DF (xˆ) +DF (xˆ)− D̂F
)
h.
We shall use this decomposition to compute quadratic polynomials ZΠ(r) which satisfy the
condition in (4.2). Furthermore, throughout this section we shall write
h =
(
θ˜, φ˜, λ˜u, λ˜s, a˜, p˜, q˜
)
.
Let us start with analyzing the easiest term which measures the quality of the approxi-
mate derivative and inverse:
Lemma 5.2. Let Π ∈ P, then∥∥∥Π(I −AD̂F)∥∥∥
B(Xν ,Π(Xν))
≤ ‖Π (INK −ANKDFNK (xˆ))‖B(XNKν ,Π(XNKν )) .
Proof. It suffices to observe that(
I −AD̂F
)
h =
(
INK −ANKDFNK(xˆ)
)
ΠNKh,
where INK is the identity on XNKν . The latter equality holds because A and D̂F are
exact inverses of each other on the subspaces associated to the “tails” in W 1νu,n, W
1
νs,n and⊕m
i=1 `
1
νi,n.
Remark 5.3. Note that the computation of the stated bound is finite for each Π ∈ P, since
INK −ANKDFNK (xˆ) is a finite dimensional matrix.
5.2.1 Chebyshev series: convolution terms
In this section we develop tools for analyzing the terms
ΠijNa
(
DF (xˆ)− D̂F
)
, 1 ≤ i ≤ m, 1 ≤ j ≤ n,
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which will be used extensively in Section 5.2.2 to compute the Z-bounds. We start with the
observation that(
Πia
(
DF (xˆ)− D̂F
)
h
)
k
= −L (ti − ti−1)
4
Dck−1
(
aˆi
)
a˜i∞ −Dck+1
(
aˆi
)
a˜i∞, 1 ≤ k ≤ Ni − 1,
Dck−1
(
aˆi
)
a˜i −Dck+1
(
aˆi
)
a˜i, k ≥ Ni,
(5.1)
for 1 ≤ i ≤ m, where
(
a˜i∞
)
k
:=
0n, 0 ≤ k ≤ Ni − 1,
a˜ik, k ≥ Ni.
The goal is to construct workable matrix representations for both the finite (truncated) and
tail part of (5.1).
To construct suitable matrix representations for (5.1), recall that
D [c]j
(
aˆi
)
a˜i =
n∑
l=1
gˆijl ∗ [a˜i]
l
, 1 ≤ i ≤ m, 1 ≤ j ≤ n,
where the coefficients gˆijl are defined in (3.13), see Remark 3.9. In particular, note that
gˆijlk = 0 for k ≥ Mjl (Ni − 1) + 1, where Mjl := order
(
∂gj
∂xl
)
, since aˆik = 0 for k ≥ Ni.
Therefore, motivated by the above observations, we consider a sequence a ∈ `1ν such that
ak = 0 for k ≥ M˜ := M (N − 1) + 1, where M ∈ N, N ∈ N, ν > 1, and construct explicit
matrix representations for the mappings B(a),Γ(a) : `1ν → `1ν defined by
[B(a)a˜]k : =
(a ∗ a˜∞)k−1 − (a ∗ a˜∞)k+1 , 1 ≤ k ≤ N − 1,
0, k = 0 or k ≥ N,
[Γ(a)a˜]k : =
0, 0 ≤ k ≤ N − 1,
(a ∗ a˜)k−1 − (a ∗ a˜)k+1 , k ≥ N,
where
(a˜∞)k :=
0, 0 ≤ k ≤ N − 1,
a˜k, k ≥ N.
(5.2)
Remark 5.4. The parameters N and ν in this section are not to be confused with the vector
valued ones used throughout this paper. In practice, we set a = gˆijl, N = Ni and M = Mjl.
In particular, observe that
[
Πija
(
DF (xˆ)− D̂F
)
h
]Ni−1
k=1
= −L (ti − ti−1)
4
[
n∑
l=1
B
(
gˆijl
)
Πila (h)
]Ni−1
k=1
, (5.3)
[
Πija
(
DF (xˆ)− D̂F
)
h
]∞
k=Ni
= −L (ti − ti−1)
4
[
n∑
l=1
Γ
(
gˆijl
)
Πila (h)
]∞
k=Ni
, (5.4)
by (5.1).
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We begin by extending a and a˜ to “bi-infinite” sequences, by setting a−k := ak and
a˜−k := a˜k for k ∈ N, and constructing a bi-infinite matrix representation for the map
a˜ 7→ [(a ∗ a˜)k−1 − (a ∗ a˜)k+1]k∈Z .
We then convert this bi-infinite matrix representation to an “one-sided” matrix representation
by using appropriate reflections, which in turn will be used to construct the desired matrix
representations for B(a) and Γ(a). To be more precise, first observe that
(a ∗ a˜)k∈Z
=

. . .
. . .
. . .
. . .
. . .
aM˜−1
. . .
. . . a−1 a1−M˜
aM˜−1
. . . a0
. . . a1−M˜
aM˜−1 a1
. . .
. . . a1−M˜
. . .
. . .
. . .
. . .
. . .


...
a˜−1
a˜0
a˜1
...

.
Here we have identified elements in `1ν with bi-infinite column vectors (with respect to the
ordering as depicted above). The bandwidth of this bi-infinite matrix is M˜ − 1, since ak
vanishes for |k| ≥ M˜ . The shaded regions in grey indicate the position of the “zeroth” row
and column. Set bk := ak−1 − ak+1 for −M˜ ≤ k ≤ M˜ , then it follows from the above
expression that[
(a ∗ a˜)k−1 − (a ∗ a˜)k+1
]
k∈Z
=

. . .
. . .
. . .
. . .
. . .
bM˜
. . .
. . . b−1 b−M˜
bM˜
. . . b0
. . . b−M˜
bM˜ b1
. . .
. . . b−M˜
. . .
. . .
. . .
. . .
. . .


...
a˜−1
a˜0
a˜1
...

.
In particular, this bi-infinite matrix has bandwidth M˜ .
Next, we convert the latter matrix representation into a one-sided representation on
N0 by “reflecting” all elements on the left hand-side of the zeroth column to the right and
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ignoring the rows with negative indices. This yields[
(a ∗ a˜)k−1 − (a∗ a˜)k+1
]
k∈N0
=

b0 . . . b−M˜
...
. . .
. . .
. . .
bM˜
. . . b0
. . . b−M˜
bM˜
. . . b0
. . . b−M˜
. . .
. . .
. . .
. . .
. . .


a˜0
a˜1
...
...
...

+

b1 . . . bM˜
... . .
.
bM˜


a˜1
...
a˜M˜
 . (5.5)
Altogether, the sum of the above two matrices, which we will denote by S(a), constitutes
an infinite dimensional matrix representation of the map
a˜ 7→ [(a ∗ a˜)k−1 − (a ∗ a˜)k+1]k∈N0 .
Let B˜(a) ∈ C(N−1)×(M˜+N) denote the finite dimensional submatrix of S(a) defined by
B˜(a) :=
{
S(a)ij : 1 ≤ i ≤ N − 1, 0 ≤ j ≤ M˜ +N − 1
}
.
Note that we are using the convention that the indexing of the rows and columns start at
zero rather than at one. In view of (5.2), set the elements in the columns of B˜(a) with index
0 ≤ j ≤ N − 1 to zero and let B(a) denote the resulting matrix. Finally, let Γ∞(a) denote
the infinite dimensional matrix which consists of the rows of S(a) with index N and higher.
Then
[B(a)a˜]
N−1
k=1 = B(a) [a˜k]
M˜+N−1
k=0 , [Γ(a)a˜]k≥N = Γ∞(a)a˜ (5.6)
by construction.
In preparation for the analysis in Section 5.2.2, we show that the operator norm of Γ(a)
can be computed by considering a sufficiently large finite dimensional submatrix of Γ∞(a).
Lemma 5.5 (Operator norm of Γ(a)). Let ΓN (a) ∈ C(3M˜−N+1)×(2M˜+1) denote the sub-
matrix
{
S(a)ij : N ≤ i ≤ 3M˜, 0 ≤ j ≤ 2M˜
}
of S(a). Then
‖Γ(a)‖B(`1ν ,`1ν) =
∥∥∥∥∥
[
0N×(2M˜+1)
ΓN (a)
]∥∥∥∥∥
B(`1ν ,`1ν)
.
Proof. It follows directly from the expression in (5.5) that
‖Γ(a)ξk′‖ν =
M˜∑
k=−M˜
|bk| νk, ∀k′ ≥ 2M˜,
33
where (ξk′)k′∈N0 are the corner points introduced in Definition 2.7. This implies that
‖Γ(a)ξk′‖ν = ‖Γ(a)ξ2M˜‖ν for all k′ ≥ 2M˜ , hence
‖Γ(a)‖B(`1ν ,`1ν) = max0≤k′≤2M˜ ‖Γ(a)ξk′‖ν =
∥∥∥∥∥
[
0N×(2M˜+1)
ΓN (a)
]∥∥∥∥∥
B(`1ν ,`1ν)
,
by Proposition 2.9 and the definition of ΓN (a).
Remark 5.6. The latter results shows that the operator norm of Γ(a) is determined by its
first 2M˜ + 1 columns.
5.2.2 First order bounds
In this section we compute bounds for
A
(
DF (xˆ)− D̂F
)
h (5.7)
by projecting it onto all the relevant subspaces of Xν . For notational convenience, we shall
write y =
(
DF (xˆ)− D̂F
)
h throughout this section. We start by computing the difference
between the exact and approximate derivative.
A straightforward computation shows that
Πt0(y) = 2
∞∑
k=N1
(−1)k a˜1k −
∑
k 6∈Ku
p˜kθˆ
k, Πtm(y) = 2
∞∑
k=Nm
a˜mk −
∑
k 6∈Ks
q˜kφˆ
k. (5.8)
Furthermore, Π(y) = 0 for Π ∈ {Πpˆ1 ,Πqˆ1 ,Πη}, since the equations associated to ΠF are
linear and only depend on elements in the finite dimensional subspace XNK . Next, set
kijl := [0, (Mjl + 1) (Ni − 1) + 1] ∩ N0, 1 ≤ i ≤ m, 1 ≤ j, l ≤ n,
where Mjl = order
(
∂gj
∂xl
)
, then it follows from (5.3), (5.4) and (5.6) that
(
Πija (y)
)
k
=

∞∑
l=Ni
(−1)l [a˜il]j − ∞∑
l=Ni−1
[
a˜i−1l
]
j
, k = 0,
−L (ti − ti−1)
4
[
n∑
l=1
B
(
gˆijl
)
Π
ilkijl
a (h)
]
k
, 1 ≤ k ≤ Ni − 1,
−L (ti − ti−1)
4
[
n∑
l=1
Γ∞
(
gˆijl
)
Πila (h)
]
k
k ≥ Ni,
(5.9)
for 2 ≤ i ≤ m, see Section 5.2.1. Here the matrix-vector product B (gˆijl)Πilkijla (h) is
interpreted by using the identification
Π
ilkijl
a (h) '
[[
a˜i0
]
l
. . .
[
a˜imaxkijl
]
l
]T
.
The same formula holds for i = 1 and k ∈ N. In particular, if i = 1, then there is no
component to consider for k = 0. Finally, we compute that
(ΠP (y))k =
0n, k ∈ K
u,
−DCk (pˆ) p˜, k 6∈ Ku,
(ΠQ(y))k =
0n, k ∈ K
s,
−DCk (qˆ) q˜, k 6∈ Ks.
(5.10)
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Altogether, the above formulae give rise to the decomposition
y =
n∑
˜=1
(
Π˜t0(y) + Π
˜
tm(y) +
m∑
ı˜=2
Πı˜˜0a (y) +
m∑
ı˜=1
[
Πı˜˜[1:Nı˜−1]a (y) + Π
ı˜˜[Nı˜:∞)
a (y)
]
+Π
˜Kuc
P (y) + Π
˜Ksc
Q (y)
)
, (5.11)
where we have set
Kuc : = Nnu0 \ Ku, Ksc := Nnu0 \ Ks,
[1 : Nı˜ − 1] : = [1, Nı˜ − 1] ∩ N, [Nı˜ :∞) := [Nı˜,∞) ∩ N.
The strategy is to compute bounds for (5.7) by individually composing each term in the
above decomposition with A and analyzing the associated projections into the domain.
Remark 5.7. Observe that AΠı˜˜[Nı˜:∞)a , AΠ
˜Kuc
P and AΠ
˜Ksc
Q , are “diagonal” and “uncoupled”
in the sense that the only nonzero projections into the domain are Πı˜˜aAΠ
ı˜˜[Ni˜:∞), Π˜PAΠ
˜Kuc
P
and Π˜QAΠ
˜Ksc
Q .
Boundary conditions We start by considering the terms associated to AΠ˜t0(y), AΠ
˜
tm(y)
and AΠı˜˜0(y), which are related to the boundary conditions.
Lemma 5.8. Let Π ∈ P, 2 ≤ ı˜ ≤ m and 1 ≤ ˜ ≤ n, then
∥∥∥ΠAΠ˜t0(y)∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜t0∥∥∥
Π(Xν)
ν−N11 + max
1≤l≤nu
∣∣∣∣∣ θˆlνu
∣∣∣∣∣
Kul +1
 , (5.12)
∥∥∥ΠAΠ˜tm(y)∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜tm∥∥∥
Π(Xν)
ν−Nmm + max
1≤l≤ns
∣∣∣∣∣ φˆlνs
∣∣∣∣∣
Ksl +1
 , (5.13)
∥∥ΠAΠı˜˜0a (y)∥∥Π(Xν) ≤ ∥∥ΠANKΠı˜˜0a ∥∥Π(Xν) (ν−Nı˜ı˜ + ν−Nı˜−1ı˜−1 ) , (5.14)
where ‖·‖Π(Xν) denotes the corresponding norm on Π (Xν).
Proof. First observe that∥∥∥∥∥ai 7→ 2
∞∑
k=Ni
aik
∥∥∥∥∥
B(`1νi ,C)
=
∥∥∥∥∥ai 7→ 2
∞∑
k=Ni
(−1)kaik
∥∥∥∥∥
B(`1νi ,C)
= ν−Nii , 1 ≤ i ≤ m,
by Proposition 2.9. Similarly,∥∥∥∥∥∥p 7→
∑
k 6∈Ku
pkθˆ
k
∥∥∥∥∥∥
B(W 1νu ,C)
= sup

∣∣∣∣∣ θˆνu
∣∣∣∣∣
k
: k ∈ Nnu0 , ∃1 ≤ l ≤ nu such that kl ≥ Kul + 1

≤ max
1≤l≤nu
∣∣∣∣∣ θˆlνu
∣∣∣∣∣
Kul +1
,
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by Proposition 2.12, where in the last line we used that θˆ ∈ Bνu . Finally, the above bounds
and the expressions in (5.8) and (5.9) show that
∣∣∣Π˜t0 (y)∣∣∣ ≤ ν−N11 + max1≤l≤nu
∣∣∣∣∣ θˆlνu
∣∣∣∣∣
Kul +1
,
∣∣∣Π˜tm (y)∣∣∣ ≤ ν−Nm1 + max1≤l≤ns
∣∣∣∣∣ φˆlνs
∣∣∣∣∣
Ksl +1
,
∣∣Πı˜˜0 (y)∣∣ ≤ ν−Nı˜ı˜ + ν−Nı˜−1ı˜−1 ,
which proves the statement.
Remark 5.9. The computation of the stated bounds is finite for each Π ∈ P, since ANK is
a finite dimensional matrix.
Chebyshev coefficients Next, we consider the terms associated to AΠı˜˜Na (y). We start
with the observation that
AΠı˜˜[1:Nı˜−1]a (y) = −
L (tı˜ − tı˜−1)
4
n∑
l=1
ANKΠ
ı˜˜[1:Nı˜−1]
a B
(
gˆı˜˜l
)
Π
ı˜lkı˜˜l
a (h) (5.15)
by (5.9). Note that ANKΠ
ı˜˜[1:Ni˜−1]
a B
(
gˆı˜˜l
)
is a finite dimensional matrix which can be
explicitly computed on a computer. In particular,
ΠANKΠ
ı˜˜[1:Nı˜−1]
a B
(
gˆı˜˜l
)
, Π ∈ P,
corresponds to a finite dimensional matrix representation of a linear operator on `1νı˜ . Hence
the computation of its operator norm is finite.
Lemma 5.10 (Scalar and Taylor projections). Let 1 ≤ ı˜ ≤ m, 1 ≤ ˜ ≤ n and Π ∈{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λsΠ
j
P ,Π
j
Q
}
, then
∥∥ΠAΠı˜˜Na (y)∥∥Π(Xν) ≤ L (tı˜ − tı˜−1)4
n∑
l=1
∥∥∥∥ΠANKΠı˜˜[1:Ni˜−1]a B (gˆı˜˜l)∥∥∥∥
B(`1νı˜ ,Π(Xν))
.
Proof. It suffices to observe that
ΠAΠı˜˜Na (y) = ΠANKΠ
ı˜˜[1:Nı˜−1]
a (y), Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λsΠ
j
P ,Π
j
Q
}
,
by construction of the approximate inverse A. Hence the result follows directly from (5.15).
To analyze the terms Πija AΠı˜˜Na (y) for 1 ≤ i ≤ m, 1 ≤ j ≤ n, we first derive a more
explicit expression for the tail AΠı˜˜[Nı˜:∞)a (y). For this purpose, define a (infinite dimensional)
diagonal matrix Di∞ by
Di∞ :=

1
Ni
1
Ni + 1
. . .
 , 1 ≤ i ≤ m.
Then it follows from (5.9) and the definition of the approximate inverse that
Πij[Ni:∞)a AΠ
ı˜˜[Nı˜:∞)
a (y) =

0, (i, j) 6= (˜ı, ˜) ,
−L (ti − ti−1)
4
n∑
l=1
Di∞Γ∞
(
gˆijl
)
Πila (h), (i, j) = (˜ı, ˜) .
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Altogether, by combining the latter result with (5.15), we conclude that if (i, j) 6= (˜ı, ˜),
then
Πija AΠ
ı˜˜N
a (y) = −
L (tı˜ − tı˜−1)
4
n∑
l=1
Πij[0:Ni−1]a ANKΠ
ı˜˜[1:Nı˜−1]
a B
(
gˆı˜˜l
)
Π
ı˜lkı˜˜l
a (h) . (5.16)
Otherwise, if (i, j) = (˜ı, ˜), then
Πija AΠ
ijN
a (y)
= −L (ti − ti−1)
4
n∑
l=1
 Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×∞
Di∞Γ∞
(
gˆijl
)
Πila (h). (5.17)
We are now ready to compute the desired bounds. Before we proceed, observe that the
operator norms of the infinite dimensional matrices in (5.17) can be computed by considering
sufficiently large finite dimensional submatrices by the same reasoning as in Lemma 5.5. The
details are given in the lemma below.
Lemma 5.11 (Chebyshev projections). Let 1 ≤ ı˜, i ≤ m, 1 ≤ ˜, j ≤ n. If (˜ı, ˜) 6= (i, j), then
∥∥Πija AΠı˜˜Na (y)∥∥νi ≤ L
(
tı˜ − t˜i−1
)
4
n∑
l=1
∥∥∥Πij[0:Ni−1]a ANKΠı˜˜[1:Nı˜−1]a B (gˆı˜˜l)∥∥∥B(`1νı˜ ,`1νi) .
Otherwise, if (˜ı, ˜) = (i, j), then∥∥Πija AΠı˜˜Na (y)∥∥νi
≤ L (ti − ti−1)
4
n∑
l=1
∥∥∥∥∥∥
 Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×(M˜ijl−Ni+1)
DijlN ΓN
(
gˆijl
)
∥∥∥∥∥∥
B(`1νi ,`1νi)
,
where
DijlN :=

1
Ni
. . .
1
3M˜ijl
 , M˜ijl := Mjl (Ni − 1) + 1,
and ΓN
(
gˆijl
)
is defined in Lemma 5.5.
Proof. The statement for (˜ı, ˜) 6= (i, j) follows directly from (5.16) and the triangle inequality.
To prove the result for (˜ı, ˜) = (i, j), consider the linear operator
[
a˜i
]
l
7→
 Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×∞
Di∞Γ∞
(
gˆijl
)
 [a˜i]
l
. (5.18)
A similar computation as in Lemma 5.5 shows that∥∥∥∥∥∥
 Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×∞
Di∞Γ∞
(
gˆijl
)
 ξk′
∥∥∥∥∥∥
νi
=
M˜ijl∑
k=−M˜ijl
∣∣∣gˆijlk−1 − gˆijlk+1∣∣∣ νkik + k′ , ∀k′ ≥ 2M˜ijl,
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where (ξk′)k′∈N0 are the corner points introduced in Definition 2.7. Note that the latter
quantity is decreasing for k′ ≥ 2M˜ijl. Hence, by Proposition 2.9, the operator norm of (5.18)
is completely determined by its columns with index 0 ≤ k′ ≤ 2M˜ijl. The corresponding
submatrix is given by Πij[0:Ni−1]a ANKΠij[1:Ni−1]a B (gˆijl) 0N×(M˜ijl−Ni+1)
DijlN ΓN
(
gˆijl
)
 .
Therefore, the result now follows from (5.17) and the triangle inequality.
Taylor coefficients Finally, we consider the terms AΠ˜K
u
c
P (y) and AΠ
˜Ksc
Q (y). In particular,
recall that the only nonzero projections in this case are Π˜PAΠ
˜Kuc
P (y) and Π
˜
QAΠ
˜Kuc
Q (y). To
study these terms, we will use the following result:
Lemma 5.12. Let M ∈ N and set KuM := {k ∈ Nnu0 : ki ≤MKui , 1 ≤ i ≤ nu}. Suppose
p ∈W 1νu satisfies pk = 0 whenever k 6∈ KuM and define an operator Λu(p) : W 1νu →W 1νu by
(Λu(p)w)k :=
0, k ∈ K
u,〈
k, λˆu
〉−1
(p ∗ w)k , k 6∈ Ku.
Then Λu(p) is bounded and
‖Λu(p)‖B(W 1νu ,W 1νu)
≤ max
1≤j≤nu

∑
k∈KuM
kj≥Kuj +1−lj
|pk| ν|k|u
(kj + lj)
∣∣∣Re(λˆuj )∣∣∣+∑1≤i≤nu
i6=j
ki
∣∣∣Re(λˆui )∣∣∣ : 0 ≤ lj ≤ Kuj + 1
 .
Proof. It follows directly from the Banach algebra estimate that Λu(p) is bounded. To
obtain the stated bound for operator norm, first note that
(p ∗ w)k =
∑
α+β=k
α∈KuM
β∈Nnu0
pαwβ =
∑
max{0,ki−MKui }≤βi≤ki
pk−βwβ ,
for any k ∈ Nnu0 . In particular,
(p ∗ ξl)k =
pk−lν
−|l|
u , max {0, ki −MKui } ≤ li ≤ ki, 1 ≤ i ≤ nu,
0, otherwise,
for any l ∈ Nnu0 , where (ξl)l∈Nnu0 are the corner points introduced in Definition 2.11. Con-
sequently,
‖Λu(p)ξl‖νu =
∑
k∈Kuc∩(l+KuM )
|pk−l|
∣∣∣〈k, λˆu〉∣∣∣−1 ν|k|−|l|u
=
∑
k∈KuM
∃j:kj≥Kuj +1−lj
|pk|
∣∣∣〈k + l, λˆu〉∣∣∣−1 ν|k|u . (5.19)
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Next, observe that for any l ∈ Nnu0 and 1 ≤ j ≤ nu,∣∣∣〈k + l, λˆu〉∣∣∣ = ∣∣∣∣∣
nu∑
i=1
(ki + li) λˆ
u
i
∣∣∣∣∣
≥
∣∣∣∣∣
nu∑
i=1
(ki + li)Re
(
λˆui
)∣∣∣∣∣
≥ (kj + lj)
∣∣∣Re(λˆuj )∣∣∣+ ∑
1≤i≤nu
i6=j
ki
∣∣∣Re(λˆui )∣∣∣ ,
where in the last line we used the fact that all the λˆui have the same sign. Therefore, the
term in (5.19) is bounded by
max
1≤j≤nu
∑
k∈KuM
kj≥Kuj +1−lj
|pk| ν|k|u
(kj + lj)
∣∣∣Re(λˆuj )∣∣∣+∑1≤i≤nu
i 6=j
ki
∣∣∣Re(λˆui )∣∣∣ .
Finally, note that for any fixed 1 ≤ j ≤ nu, the above sum is strictly decreasing for lj ≥
Kuj + 1. Hence the desired result now follows from Proposition 2.12.
Remark 5.13. A similar statement holds for the map associated to the stable manifold.
The corresponding operator (for q ∈W 1νs) is denoted by Λs (q) : W 1νs →W 1νs .
We are now ready to compute the required bounds. To this end, observe that
D [C]j (pˆ) p˜ =
n∑
l=1
Gˆjlu ∗ [p˜]l , 1 ≤ j ≤ n, (5.20)
by the reasoning in Remark 3.9, where [C]j denotes the j-th component of C and Gˆ
jl
u are
the Taylor coefficients of
∂gj
∂xl
(
x 7→
∑
k∈Ku
pˆkx
k
)
, 1 ≤ l ≤ n.
The coefficients Gˆjls associated to the stable manifold are defined similarly.
Lemma 5.14 (Projection onto the Taylor coefficients). Let 1 ≤ j ≤ n, then∥∥∥ΠjPAΠjKucP (y)∥∥∥
W 1νu
≤
n∑
l=1
∥∥∥Λu (Gˆjlu )∥∥∥B(W 1νu ,W 1νu) , (5.21)
∥∥∥ΠjQAΠjKscQ (y)∥∥∥
W 1νs
≤
n∑
l=1
∥∥∥Λs (Gˆjls )∥∥∥B(W 1νs ,W 1νs) . (5.22)
Proof. It suffices to observe that
ΠjPAΠ
jKuc
P (y) =
n∑
l=1
Λu
(
Gˆjlp
)
[p˜]l
by (5.10), (5.20) and the definition of the approximate inverse.
The norms in the right-hand sides of (5.21) and (5.22) are controlled by using Lemma 5.12.
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First order coefficients of ZΠ(r) We are now ready to construct the first order terms
of the (quadratic) polynomials ZΠ(r) for Π ∈ P. For this purpose, we first introduce some
additional notation. We will denote the bounds in Lemma 5.2, which measure the quality
of the approximate derivative and inverse, by HΠ. The bounds in (5.12), (5.13) and (5.14),
which are related to the boundary conditions, will be denoted by Z1,˜t0Π , Z
1,˜tm
Π and Z
1,˜ı˜0
Π ,
respectively. The bounds in Lemmas 5.10 and 5.11, which are related to the differential
equation, will be denoted by Z1,˜ı˜[1:Nı˜−1]Π and Z
1,˜ı˜N
Πija
, respectively. Finally, the bounds in
(5.21) and (5.22), which are related to the invariance equation for the charts on the (un)stable
manifolds, will be denoted by Z1,jP and Z
1,j
Q , respectively.
With the above notation in place, we define
Z1Π : = HΠ +
n∑
˜=1
(
Z1,˜t0Π + Z
1,˜tm
Π +
m∑
ı˜=2
Z1,˜ı˜0Π +
m∑
ı˜=1
Z
1,˜ı˜[1:Nı˜−1]
Π
)
,
for Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs
}
, and
Z1
Πija
: = HΠija +
n∑
˜=1
(
Z1,˜t0
Πija
+ Z1,˜tm
Πija
+
m∑
ı˜=2
Z1,˜ı˜0
Πija
+
m∑
ı˜=1
Z1,˜ı˜N
Πija
)
, 1 ≤ i ≤ m, 1 ≤ j ≤ n,
Z1
ΠjP
: = HΠjP
+
n∑
˜=1
(
Z1,˜t0
ΠjP
+ Z1,˜tm
ΠjP
+
m∑
ı˜=2
Z1,˜ı˜0
ΠjP
+
m∑
ı˜=1
Z
1,˜ı˜[1:Nı˜−1]
ΠjP
)
+ Z1,jP , 1 ≤ j ≤ n,
Z1
ΠjQ
: = HΠjQ
+
n∑
˜=1
(
Z1,˜t0
ΠjQ
+ Z1,˜tm
ΠjQ
+
m∑
ı˜=2
Z1,˜ı˜0
ΠjQ
+
m∑
ı˜=1
Z
1,˜ı˜[1:Nı˜−1]
ΠjQ
)
+ Z1,jQ , 1 ≤ j ≤ n.
5.2.3 Second order bounds
In this section we compute bounds for
A (DF (xˆ+ rv)−DF (xˆ))h. (5.23)
We will compute the desired bounds by projecting (5.23) onto the relevant subspaces of Xν
as in the previous section. We start with the observation that
A (DF (xˆ+ rv)−DF (xˆ))h =
∫ 1
0
AD2F (xˆ+ τrv) [v, h] dτ r
by the (generalized) Mean Value Theorem. For notational convenience, we shall write y (τ) =
D2F (xˆ+ τrv) [v, h] and v =
(
θ˙, φ˙, λ˙u, λ˙s, a˙, p˙, q˙
)
. Furthermore, we will denote the max-
norm on both Cnu and Cns by ‖·‖∞.
Observe that Π (y (τ)) = 0 for Π ∈ {Πpˆ1 ,Πqˆ1 ,Πη}, since the equations associated to
these projections are linear. Furthermore, a straightforward computation shows that
Π˜t0 (y (τ)) = −
nu∑
l=1
∑
k∈Nnu0
kl
(
θˆ + τrθ˙
)k−el [
p˜kθ˙l + p˙kθ˜l
]
˜
−
nu∑
i,l=1
∑
k∈Nnu0
kl (ki − δil) [pˆk + τrp˙k]˜
(
θˆ + τrθ˙
)k−el−ei
θ˜lθ˙i (5.24)
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for 1 ≤ ˜ ≤ n. An analogous formula holds for Π˜tm (y (τ)). Next, let 2 ≤ i ≤ m, then(
Πia (y (τ))
)
k
(5.25)
=

0n, k = 0,
−L (ti − ti−1)
4
(
D2ck−1
(
aˆi + τra˙i
) [
a˙i, a˜i
]−D2ck+1 (aˆi + τra˙i) [a˙i, a˜i]) , k ∈ N.
(5.26)
This formula is also valid for i = 1 and k ∈ N, but in this case there is no component to
consider for k = 0. Finally, observe that
(ΠP (y (τ)))k =
D2g (pˆ0 + τrp˙0) [p˙0, p˜0] , k = 0,
D3g (pˆ0 + τrp˙0) [p˙0, p˜0, pˆei + τrp˙ei ] +D
2g (pˆ0 + τrp˙0) [p˜0, p˙ei ]
+ D2g (pˆ0 + τrp˙0) [p˙0, p˜ei ]−
(
λ˜ui p˙ei + λ˙
u
i p˜ei
)
, k = ei, 1 ≤ i ≤ nu,〈
λ˜u, k
〉
p˙k +
〈
λ˙u, k
〉
p˜k −D2Ck (pˆ+ τrp˙) [p˙, p˜] , |k| ≥ 2.
(5.27)
The formula for ΠQ (y (τ)) is analogous.
Altogether, the above formulae give rise to the decomposition
y (τ) =
n∑
˜=1
(
Π˜t0 (y (τ)) + Π
˜
tm (y (τ)) +
m∑
ı˜=1
Πı˜˜Na (y (τ)) + Π
˜
P (y (τ)) + Π
˜
Q (y (τ))
)
.
We will now follow the same strategy as in the previous section and compute bounds for
(5.23) by individually composing each term in the above decomposition with A and analyzing
the associated projections into the domain.
Boundary conditions We start by considering the terms associated to∫ 1
0
AΠ (y (τ)) dτ, Π ∈
{
Π˜t0 ,Π
˜
tm
}
, (5.28)
which are related to the boundary conditions. To compute the desired bounds, we first
analyze the two series in (5.24).
Lemma 5.15. Suppose θ ∈ int Bνu \ {0} and let ζ ∈ Cnu be such that ‖ζ‖∞ ≤ 1. Define a
linear map ϕu,1 : W 1νu → C by
ϕu,1(p) :=
nu∑
l=1
∑
k∈Nnu0
klpkθ
k−elζl.
Then ϕu,1 ∈
(
W 1νu
)∗ and
‖ϕu,1‖B(W 1νu ,C) ≤ Φu,1 (θ) :=

ν−1u , log
(‖θ‖∞
νu
)
≤ −1,
−
(
e ‖θ‖∞ log
(‖θ‖∞
νu
))−1
, otherwise.
41
Proof. It is clear that ϕu,1 is bounded for any θ ∈ int Bνu , since∣∣pkθk−el ∣∣ ≤ ‖θ‖|k|−1∞
ν
|k|
u
‖p‖νu , k ∈ Nnu0 . (5.29)
We will use this observation to compute a bound for the operator norm. Namely, let j ∈ Nnu0
be arbitrary, then
|ϕu,1 (ξj)| ≤
nu∑
l=1
jl |θ|j−el ν−|j|u ≤ ‖θ‖−1∞ |j|
(‖θ‖∞
νu
)|j|
,
where (ξl)l∈Nnu0 are the corner points introduced in Definition 2.11. In particular, observe
that ‖ϕu,1‖B(W 1νu ,C) = supj∈Nnu0 \{0} |ϕu,1 (ξj)| by Proposition 2.12, since ϕu,1 (ξ0) = 0.
Next, note that the map x 7→ xρx, where ρ ∈ (0, 1), is strictly increasing on
[
0,
−1
log ρ
]
,
strictly decreasing on
[ −1
log ρ
,∞
)
and has a global maximum on [0,∞) at x = −1
log ρ
. There-
fore, since |j| ≥ 1 for j ∈ Nnu0 \{0} and ‖θ‖∞ < νu, it follows that supj∈Nnu0 \{0} |ϕu,1 (ξj)| ≤
Φu,1 (θ) , which proves the result.
Remark 5.16. The analogues of ϕu,1 and Φu,1 in the context of the stable manifold are
defined similarly and are denoted by ϕs,1 and Φs,1 (φ), respectively.
Remark 5.17. In practice, θ is an interval enclosure of θˆ (see Lemma 5.21). Recall that θˆ
corresponds to a (numerically obtained) coordinate on the chart of the unstable manifold at
which the connecting orbit u starts. This is why we may assume that θ 6= 0.
The latter result provides a way to bound the first term in (5.24). To bound the second
term (5.24), we perform a similar analysis.
Lemma 5.18. Suppose θ ∈ int Bνu \ {0} and define a linear map ϕu,2 : W 1νu → C by
ϕu,2(p) :=
nu∑
i,l=1
∑
k∈Kuc
kl (ki − δil) pkθk−el−ei θ˜lθ˙i.
Then ϕu,2 ∈
(
W 1νu
)∗ and ‖ϕu,2‖B(W 1νu ,C) ≤ Φu,2 (θ) , where
Φu,2 (θ) := ‖θ‖−2∞

(Kumin + 1)
2
(‖θ‖∞
νu
)Kumin+1
, Kumin + 1 ≥ −2 log
(‖θ‖∞
νu
)−1
,
4
(
e log
(‖θ‖∞
νu
))−2
, otherwise,
and Kumin := min1≤i≤nu K
u
i .
Proof. The boundedness of ϕu,2 follows directly from the observation in (5.29) and the
assumption that θ ∈ int Bνu . To compute a bound for the operator norm, first observe that
ϕu,2 (ξj) = 0 for j ∈ Ku. Hence ‖ϕu,2‖B(W 1νu ,C) = supj∈Kuc |ϕu,2 (ξj)| by Proposition 2.12.
Furthermore, a straightforward computation shows that
|ϕu,2 (ξj)| ≤
nu∑
i,l=1
jl (ji − δil) |θ|j−el−ei ν−|j|u
≤ ‖θ‖−2∞
(‖θ‖∞
νu
)|j| nu∑
i,l=1
jl (ji − δil)
≤ ‖θ‖−2∞ |j|2
(‖θ‖∞
νu
)|j|
,
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for any j ∈ Kuc , where we used that
∥∥∥θ˜∥∥∥
∞
,
∥∥∥θ˙∥∥∥
∞
≤ 1. Now, note that the map x 7→ x2ρx,
where ρ ∈ (0, 1), is strictly increasing on
[
0,
−2
log ρ
]
, strictly decreasing on
[ −2
log ρ
,∞
)
and
has a global maximum on [0,∞) at x = −2
log ρ
. Therefore, since |j| ≥ Kumin + 1 for j ∈ Kuc ,
it follows that supj∈Kuc |ϕu,2 (ξj)| ≤ Φu,2 (θ) , which proves the result.
Remark 5.19. As before, the analogues of ϕu,2 and Φu,2 in the context of the stable manifold
are denoted by ϕs,2 and Φs,2 (φ), respectively.
We are now ready to compute bounds for (5.28). The computation of these bounds
consists of a mixture of interval analysis on the computer and ordinary estimates derived
with “pen and paper”. More precisely, as mentioned at the beginning of this paper, in order
to manage the rounding errors on the computer, all the bounds in this paper are computed
with interval arithmetic. Roughly speaking, this means that all the elementary operations on
floating point numbers are replaced by operations on intervals with endpoints representable
on a computer. In this way, one can compute rigorous bounds (and hence verify inequalities)
with the aid of a computer.
Now, in order to compute bounds for (5.28), we first define interval enclosures for θˆ, pˆ,
φˆ and qˆ. Let r∗ > 0 be an upper bound for the radius r and set
θˆ : =
nu∏
j=1
[
θˆj − r∗, θˆj + r∗
]
, pˆk :=
n∏
j=1
[
[pˆk]j −
r∗
ν
|k|
u
, [pˆk]j +
r∗
ν
|k|
u
]
, k ∈ Ku,
φˆ : =
ns∏
j=1
[
φˆj − r∗, φˆj + r∗
]
, qˆk :=
n∏
j=1
[
[qˆk]j −
r∗
ν
|k|
s
, [qˆk]j +
r∗
ν
|k|
s
]
, k ∈ Ks.
We require that r∗ is sufficiently small and that νu, νs are sufficiently large so that θˆ ⊂ int Bνu
and φˆ ⊂ int Bνs .
Remark 5.20. Strictly speaking, the endpoints of the above intervals should be floating
point numbers so that we can perform rigorous computations on a computer. In practice,
this amounts to computing slightly larger interval enclosures for θˆ, pˆ, φˆ and qˆ (compared to
the ones above). To avoid clutter in the notation, however, we have chosen to ignore this
rather technical (but easily solved) issue.
Lemma 5.21. Let 1 ≤ ˜ ≤ n, 0 < r ≤ r∗ and Π ∈ P, then
sup
τ∈[0,1]
∥∥∥ΠAΠ˜t0 (y (τ))∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜t0∥∥∥
Π(Xν)
supβ˜u, (5.30)
sup
τ∈[0,1]
∥∥∥ΠAΠ˜tm (y (τ))∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜tm∥∥∥
Π(Xν)
supβ˜s, (5.31)
where
β˜u : = 2Φu,1
(
θˆ
)
+ r∗Φu,2
(
θˆ
)
+
nu∑
i,l=1
∑
k∈Ku
kl (ki − δil)
∣∣∣[pˆk]˜∣∣∣ ∣∣∣θˆ∣∣∣k−el−ei ,
β˜s : = 2Φs,1
(
φˆ
)
+ r∗Φs,2
(
φˆ
)
+
ns∑
i,l=1
∑
k∈Ks
kl (ki − δil)
∣∣∣[qˆk]˜∣∣∣ ∣∣∣φˆ∣∣∣k−el−ei .
Proof. Let τ ∈ [0, 1] and 1 ≤ ˜ ≤ n be arbitrary and use Lemma 5.15 to see that the first
term in (5.24) is bounded by 2Φu,1
(
θˆ + τrθ˙
)
. To bound the second term in (5.24), we first
43
split it into two series; one over Ku and one over Kuc . We then use Lemma 5.18 and the fact
that pˆk = 0 for k ∈ Kuc to estimate∣∣∣∣∣∣
nu∑
i,l=1
∑
k∈Nnu0
kl (ki − δil) [pˆk + τrp˙k]j
(
θˆ + τrθ˙
)k−el−ei
θ˜lθ˙i
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
nu∑
i,l=1
∑
k∈Ku
kl (ki − δil) [pˆk + τrp˙k]˜
(
θˆ + τrθ˙
)k−el−ei
θ˜lθ˙i
∣∣∣∣∣∣+ rΦu,2
(
θˆ + τrθ˙
)
.
Altogether, we conclude that∣∣∣Π˜t0 (y (τ))∣∣∣ ≤ 2Φu,1 (θˆ + τrθ˙)+ r∗Φu,2 (θˆ + τrθ˙)
+
nu∑
i,l=1
∑
k∈Ku
kl (ki − δil)
∣∣∣[pˆk + τrp˙k]˜∣∣∣ ∣∣∣θˆ + τrθ˙∣∣∣k−el−ei , (5.32)
where we used the assumption that r ≤ r∗. Finally, observe that θˆ+τrθ˙ ∈ θˆ and pˆk+τrp˙k ∈
pˆk, since ‖θ˙‖∞, ‖p˙‖W 1νu,n ≤ 1. Hence (5.32) is contained in β
˜
u for all τ ∈ [0, 1], which proves
the result.
Remark 5.22. Observe that the computation of the bound in this lemma is finite, since Ku
is a finite set of multi-indices.
Chebyshev coefficients Next, we consider the terms associated to∫ 1
0
AΠı˜˜Na (y (τ)) dτ, 1 ≤ ı˜ ≤ m, 1 ≤ ˜ ≤ n, (5.33)
which are related to the equations for the Chebyshev coefficients. We start by computing a
bound for (5.26). Since we will have to perform a similar analysis for the Taylor coefficients
in the next paragraph, we first state a general result.
Lemma 5.23. Suppose (X, ∗) is a Banach algebra. Let 1 ≤ j ≤ n and define Gj :⊕n
l=1X → X and g˜j : Rn → R by
Gj(x) :=
∑
α∈A
[gα]j x
α, g˜j(x) :=
∑
α∈A
∣∣∣[gα]j∣∣∣xα,
where {gα : α ∈ A} ⊂ Rn are the coefficients of g in the monomial basis. Then∥∥D2Gj (x+ τrz) [y, z]∥∥ ≤ D2g˜j (‖x1‖X + r∗, . . . , ‖xn‖X + r∗) [1n,1n] ,
for any x = (xl)
n
l=1 , y = (yl)
n
l=1 , z = (zl)
n
l=1 ∈
⊕n
l=1X such that ‖y‖ , ‖z‖ ≤ 1, τ ∈ [0, 1]
and 0 < r ≤ r∗. Here ‖·‖ denotes the max-norm on ⊕nl=1X, and 1n denotes the vector of
length n containing 1-s.
Proof. Note that we may use the “usual” rules of calculus to differentiate polynomials on⊕n
l=1X, since (X, ∗) is a Banach algebra. In particular, a straightforward computation
shows that
D2Gj (x+ τrz) [y, z] =
n∑
i,l=1
∑
α∈A
αi (αl − δil) [gα]j (x+ τrz)α−ei−el ∗ yi ∗ zl.
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Hence, by the Banach algebra estimate,
∥∥D2Gj (x+ τrz) [y, z]∥∥ ≤ n∑
i,l=1
∑
α∈A
αi (αl − δil)
∣∣∣[gα]j∣∣∣ n∏
k=1
(‖xk‖X + r∗)(α−ei−el)k
= D2g˜j (‖x1‖X + r∗, . . . , ‖xn‖X + r∗) [1n,1n] ,
since ‖y‖ , ‖z‖ ≤ 1, τ ∈ [0, 1] and 0 < r ≤ r∗.
Remark 5.24. Note that the convolution mappings [C]j and [c]j are of the form Gj.
Next, we use the above result to compute bounds for (5.33). The key observation is
stated in the next lemma.
Lemma 5.25. Let 1 ≤ ı˜ ≤ m, 1 ≤ ˜ ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥Πı˜˜Na (y (τ))∥∥νı˜ ≤ Lνı˜ (tı˜ − tı˜−1)2 D2g˜˜ (∥∥[aˆı˜]1∥∥νı˜ + r∗, . . . ,∥∥[aˆı˜]n∥∥νı˜ + r∗) [1n,1n] .
Proof. Define linear operators σ1 : `1ν1 → `1ν1/C and
{
σı˜ : `
1
νı˜ → `1νı˜
}m
ı˜=2
by
σ1
(
a1
)
:=
(
a1k−1 − a1k+1
)
k∈N , σı˜
(
aı˜
)
:=
 0(
aı˜k−1 − aı˜k+1
)
k∈N
 .
A direct application of Proposition 2.9 shows that these operators are bounded and that
‖σ1‖B(`1ν , `1ν1/C) = 2ν1, ‖σı˜‖B(`1νı˜ ,`1νı˜) = 2νı˜, 2 ≤ ı˜ ≤ m. (5.34)
Therefore, since
Πı˜˜Na (y (τ)) =
L (tı˜ − tı˜−1)
4
σı˜D
2 [c]˜
(
aˆı˜ + τra˙ı˜
) [
a˙ı˜, a˜ı˜
]
by (5.26), the result follows directly from (5.34) and Lemma 5.23.
It is now a straightforward task to compute bounds for (5.33).
Lemma 5.26 (Scalar and Taylor projections). Let 1 ≤ ı˜ ≤ m, 1 ≤ ˜ ≤ n, 0 < r ≤ r∗ and
Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λsΠ
j
P ,Π
j
Q
}
, then
sup
τ∈[0,1]
∥∥ΠAΠı˜˜Na (y (τ))∥∥Π(Xν) ≤ ∥∥∥ΠANKΠı˜˜[1:Nı˜−1]a ∥∥∥B(`1νı˜ ,Π(Xν))
· Lνı˜ (tı˜ − tı˜−1)
2
D2g˜˜
(∥∥[aˆı˜]
1
∥∥
νı˜
+ r∗, . . . ,
∥∥[aˆı˜]
n
∥∥
νı˜
+ r∗
)
[1n,1n] .
Proof. It suffices to observe that
ΠAΠı˜˜Na (y (τ)) = ΠANKΠ
ı˜˜[1:Nı˜−1]
a (y (τ)) , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λsΠ
j
P ,Π
j
Q
}
,
by construction of the approximate inverse A. Therefore, the result follows directly from
Lemma 5.25.
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Lemma 5.27 (Chebyshev projections). Let 1 ≤ ı˜, i ≤ m, 1 ≤ ˜, j ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥Πija AΠı˜˜Na (y (τ))∥∥νi
≤ Lνı˜ (tı˜ − tı˜−1)
2
D2g˜˜
(∥∥[aˆı˜]
1
∥∥
νı˜
+ r∗, . . . ,
∥∥[aˆı˜]
n
∥∥
νı˜
+ r∗
)
[1n,1n]
·

∥∥∥Πija ANKΠı˜˜[1:Nı˜−1]a ∥∥∥B(`1νı˜ ,`1νi) , (˜ı, ˜) 6= (i, j) ,
max
{∥∥∥Πija ANKΠij[1:Ni−1]a ∥∥∥B(`1νi ,`1νi) , 1Ni
}
, (˜ı, ˜) = (i, j) .
Proof. It follows from the definition of the approximate inverse that
Πija AΠ
ı˜˜N
a = Π
ij
a ANKΠ
ı˜˜[1:Nı˜−1]
a + Π
ij
a AΠ
ı˜˜[Nı˜:∞)
a
=

Πija ANKΠ
ı˜˜[1:Nı˜−1]
a , (˜ı, ˜) 6= (i, j) ,
Πija ANKΠ
ij[1:Ni−1]
a
1
Ni
1
Ni + 1
. . .

, (˜ı, ˜) = (i, j) .
Hence
∥∥Πija AΠı˜˜Na ∥∥B(`1νı˜ ,`1νi) =

∥∥∥Πija ANKΠı˜˜[1:Nı˜−1]a ∥∥∥B(`1νı˜ ,`1νi) , (˜ı, ˜) 6= (i, j) ,
max
{∥∥∥Πija ANKΠij[1:Ni−1]a ∥∥∥B(`1νi ,`1νi) , 1Ni
}
, (˜ı, ˜) = (i, j) ,
by Proposition 2.9. The result now follows from Lemma 5.25.
Taylor coefficients Finally, we consider the terms associated to∫ 1
0
AΠ (y (τ)) dτ, Π ∈
{
Π˜P ,Π
˜
Q
}
, (5.35)
which are related to the equations for the Taylor coefficients of the (un)stable manifolds.
Observe that Π˜P (y (τ)) 6∈W 1νu , due to the presence of the terms
〈
λ˜u, k
〉
p˙k+
〈
λ˙u, k
〉
p˜k, see
(5.27). For this reason, in order to facilitate the analysis of (5.35), we introduce the term
y˜P (τ) := Π
˜
P (y (τ))− y˜P,λ (τ), where
(
y˜P,λ (τ)
)
k
:=

0, k ∈ Ku,〈
λ˜u, k
〉
[p˙k]˜ +
〈
λ˙u, k
〉
[p˜k]˜ , k 6∈ Ku,
i.e., y˜P (τ) is defined by removing the linear terms
〈
λ˜u, k
〉
[p˙k]˜+
〈
λ˙u, k
〉
[p˜k]˜ from the tail of
Π˜P (y (τ)). Hence y
˜
P (τ) ∈W 1νu . An analogous decomposition Π˜Q (y (τ)) = y˜Q (τ)+y˜Q,λ (τ)
is used to analyze the terms associated to the stable manifold.
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Lemma 5.28. Let 1 ≤ ˜ ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥∥y˜P (τ)∥∥∥
νu
≤ supσ˜u, sup
τ∈[0,1]
∥∥∥y˜Q (τ)∥∥∥
νs
≤ supσ˜s,
where
σ˜u : =
n∑
i3=1
[
nu∑
i=1
∣∣[pˆei ]i3 ∣∣ νu + r∗
]
n∑
i1,i2=1
∣∣∣∣ ∂3g˜∂xi1∂xi2∂xi3 (pˆ0)
∣∣∣∣
+ 3
n∑
i1,i2=1
∣∣∣∣ ∂2g˜∂xi1∂xi2 (pˆ0)
∣∣∣∣+D2g˜˜ (‖[pˆ]1‖νu + r∗, . . . , ‖[pˆ]n‖νu + r∗) [1n,1n]
+ 2 (|Ku|+ 1) .
The bounds
{
σ˜s : 1 ≤ ˜ ≤ n
}
associated to the stable manifold are defined analogously.
Proof. Let τ ∈ [0, 1] and 1 ≤ ˜ ≤ n be arbitrary. It follows directly from (5.27) that∣∣∣(y˜P (τ))
0
∣∣∣ ≤ n∑
i1,i2=1
∣∣∣∣ ∂2g˜∂xi1∂xi2 (pˆ0 + τrp˙0)
∣∣∣∣ , (5.36)
since ‖p˙‖νu,n , ‖p˜‖νu,n ≤ 1. Next, we consider the first order components of y
˜
P (τ) by
separately analyzing the terms in (5.27) for |k| = 1. To this end, observe that
nu∑
i=1
∣∣D3g˜ (pˆ0 + τrp˙0) [p˙0, p˜0, pˆei + τrp˙ei ]∣∣ νu
≤
n∑
i3=1
[
nu∑
i=1
∣∣[pˆei ]i3 ∣∣ νu + r∗
]
n∑
i1,i2=1
∣∣∣∣ ∂3g˜∂xi1∂xi2∂xi3 (pˆ0 + τrp˙0)
∣∣∣∣ ,
and
nu∑
i=1
∣∣D2g˜ (pˆ0 + τrp˙0) [p˜0, p˙ei ]∣∣ νu ≤ n∑
i1,i2=1
∣∣∣∣ ∂2g˜∂xi1∂xi2 (pˆ0 + τrp˙0)
∣∣∣∣ ,
nu∑
i=1
∣∣∣λ˜ui [p˙ei ]˜ + λ˙ui [p˜ei ]˜∣∣∣ νu ≤ 2,
where we used that r ≤ r∗,
∥∥∥λ˜u∥∥∥
∞
,
∥∥∥λ˙u∥∥∥
∞
, ‖p˙‖νu.n , ‖p˜‖νu,n ≤ 1. It now follows from the
expression in (5.27) that
∑
k∈Nnu0
|k|=1
∣∣∣(y˜P (τ))
k
∣∣∣ νu ≤ n∑
i3=1
[
nu∑
i=1
∣∣[pˆei ]i3∣∣ νu + r∗
]
n∑
i1,i2=1
∣∣∣∣ ∂3g˜∂xi1∂xi2∂xi3 (pˆ0 + τrp˙0)
∣∣∣∣
+ 2
n∑
i1,i2=1
∣∣∣∣ ∂2g˜∂xi1∂xi2 (pˆ0 + τrp˙0)
∣∣∣∣+ 2. (5.37)
Finally, we consider the remainder of y˜P , i.e., the components associated to |k| ≥ 2.
First, note that ∑
k∈Ku
|k|≥2
∣∣∣〈λ˜u, k〉 [p˙k]˜ + 〈λ˙u, k〉 [p˜k]˜∣∣∣ νku ≤ 2 |Ku| ,
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since
∥∥∥λ˜u∥∥∥
∞
,
∥∥∥λ˙u∥∥∥
∞
, ‖p˙‖νu.n , ‖p˜‖νu,n ≤ 1 and |k| ≤ |Ku| for k ∈ Ku. Furthermore,∑
k∈Nnu0
|k|≥2
∣∣D2Ck (pˆ+ τrp˙) [p˙, p˜]∣∣ νku ≤ D2g˜˜ (‖[pˆ]1‖νu + r∗, . . . , ‖[pˆ]n‖νu + r∗) [1n,1n]
by Lemma 5.23. Therefore,∑
k∈Nnu0
|k|≥2
∣∣∣(y˜P (τ))
k
∣∣∣ νku ≤ 2 |Ku|+D2g˜˜ (‖[pˆ]1‖νu + r∗, . . . , ‖[pˆ]n‖νu + r∗) [1n,1n] . (5.38)
Altogether, the sum of (5.36), (5.37) and (5.38) yields an upper bound for
∥∥∥y˜P (τ)∥∥∥
νu
, for
any τ ∈ [0, 1] and r ≤ r∗, and is contained in σ˜u. This proves the result.
It is now a straightforward task to compute bounds for (5.35).
Lemma 5.29. Let 1 ≤ ˜ ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥∥ΠAΠ˜P (y (τ))∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜P∥∥∥B(W 1νu ,Π(Xν)) supσ˜u, (5.39)
for Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs ,Π
ij
a ,Π
j
Q
}
and
sup
τ∈[0,1]
∥∥∥ΠAΠ˜Q (y (τ))∥∥∥
Π(Xν)
≤
∥∥∥ΠANKΠ˜Q∥∥∥B(W 1νs ,Π(Xν)) supσ˜s (5.40)
for Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs ,Π
ij
a ,Π
j
P
}
.
Proof. It suffices to observe that
ΠAΠ˜P (y (τ)) = ΠANKΠ
˜Ku
P (y (τ)) , Π ∈
{
Πjθ,Π
j
φ,Π
j
λu ,Π
j
λs ,Π
ij
a ,Π
j
Q
}
,
by construction of the approximate inverse A. Therefore, since
Π˜K
u
P (y (τ)) = Π
˜Ku
P
(
y˜P (τ)
)
,
the result follows from Lemma 5.28.
Lemma 5.30. Let 1 ≤ ˜, j ≤ n and 0 < r ≤ r∗, then
sup
τ∈[0,1]
∥∥∥ΠjPAΠ˜P (y (τ))∥∥∥
νu
≤

∥∥∥ΠjPANKΠ˜P∥∥∥B(W 1νu ,W 1νu) sup σ˜u, ˜ 6= j,
max
{∥∥∥ΠjPANKΠjP∥∥∥B(W 1νu ,W 1νu) ,
(
min
1≤i≤nu
∣∣∣Re(λˆui )∣∣∣ (Kui + 1))−1
}
· supσ˜u
+2
(
min
1≤i≤nu
∣∣∣Re(λˆui )∣∣∣)−1 , ˜ = j.
The statement and corresponding bound for the stable manifold is analogous.
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Proof. If ˜ 6= j, then
ΠjPAΠ
˜
P (y (τ)) = Π
j
PANKΠ
˜Ku
P
(
y˜P (τ)
)
by definition of the approximate inverse and y˜P (τ). Therefore, in this case, the result follows
immediately from Lemma 5.28. Now, assume that ˜ = j and observe that
ΠjPAΠ
j
P (y (τ)) = Π
j
PAΠ
j
P
(
yjP (τ)
)
+ ΠjPAΠ
j
P
(
yjP,λ (τ)
)
.
In particular, since yjP (τ) ∈W 1νu , we may bound the first term in the above expression by∥∥∥ΠjPAΠjP (yjP (τ))∥∥∥
νu
≤
∥∥∥ΠjPAΠjP∥∥∥B(W 1νu ,W 1νu)
∥∥∥yjP (τ)∥∥∥
νu
≤
∥∥∥ΠjPAΠjP∥∥∥B(W 1νu ,W 1νu) sup σju,
where in the last line we used Lemma 5.28 again.
Next, we derive a more explicit expression for
∥∥∥ΠjPAΠjP∥∥∥B(W 1νu ,W 1νu). To this end, recall
the definition of ΠjPAΠ
j
P (see Definition 4.6) and observe that∣∣∣〈λˆu, k〉∣∣∣ ≥ min
1≤i≤nu
∣∣∣Re(λˆui )∣∣∣ (Kui + 1)
for any k ∈ Kuc . Therefore, it follows from Proposition 2.12 that∥∥∥ΠjPAΠjP∥∥∥B(W 1νu ,W 1νu)
≤ max
{∥∥∥ΠjPANKΠjP∥∥∥B(W 1νu ,W 1νu) ,
(
min
1≤i≤nu
∣∣∣Re(λˆui )∣∣∣ (Kui + 1))−1
}
.
Finally, a straightforward computation shows that∥∥∥ΠjPAΠjP (yjP,λ (τ))∥∥∥
νu
=
∑
k∈Kuc
∣∣∣〈λ˜u, k〉 [p˙k]j + 〈λ˙u, k〉 [p˜k]j∣∣∣ ∣∣∣〈λˆu, k〉∣∣∣−1 νku
≤ 2
(
min
1≤i≤nu
∣∣∣Re(λˆui )∣∣∣)−1 ,
since |〈λu, k〉| ≤ ‖λu‖∞ |k| and
∣∣∣〈λˆu, k〉∣∣∣ ≥ min1≤i≤nu ∣∣∣Re(λˆui )∣∣∣ |k| for any k ∈ Nnu0 and
λu ∈ Cnu . Altogether, this proves the result.
Second order coefficients of ZΠ(r) We are now ready to finish the construction of
the quadratic polynomials ZΠ(r) for Π ∈ P. As before, we first introduce some additional
notation. We will denote the bounds in (5.30), (5.31), (5.39), (5.40) and Lemmas 5.26, 5.27,
5.30 by Z2,˜t0Π , Z
2,˜tm
Π , Z
2,˜P
Π , Z
2,˜Q
Π , Z
2,˜ı˜N
Π , Z
2,˜ı˜N
Πija
and Z2,˜P
ΠjP
, Z2,˜Q
ΠjQ
, respectively. Finally, we
set
Z2Π :=
n∑
˜=1
(
Z2,j˜t0Π + Z
2,j˜tm
Π +
m∑
ı˜=1
Z2,˜ı˜NΠ + Z
2,˜P
Π + Z
2,˜Q
Π
)
, Π ∈ P,
and define
ZΠ(r) := Z
1
Π + Z
2
Πr, Π ∈ P.
Then ZΠ(r) satisfies (4.2) by construction.
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6 Applications: traveling fronts in parabolic PDEs
In this section we use our method to prove the existence of connecting orbits in systems of
ODEs which arise from the study of traveling fronts in scalar parabolic PDEs. In addition,
we perform discrete continuation (discrete in the sense that we rigorously validate the solu-
tion for many parameter values, but we do not attempt to obtain a continuous parametrized
branch of solutions). This also demonstrates the effectiveness of the phase condition intro-
duced in Definition 3.14. Before we proceed to the applications, we first give a rough outline
of our main procedure for validating connecting orbits. We have tried to automate as many
steps as possible, but there are still certain steps which are based on experimentation.
Step 1: Compute parameterizations of the local (un)stable manifolds
1.1 Compute numerical approximations p˜0 and q˜0 of the equilibria of interest.
1.2 Compute numerical approximations
{(
λ˜uk , p˜k
)
: |k| = 1
}
and
{(
λ˜sk, q˜k
)
: |k| = 1
}
of
the eigendata associated to Dg (p˜0) and Dg (q˜0), respectively. In this step we set the
length of the approximate eigenvectors to one.
1.3 Choose the number of Taylor coefficients Ku ∈ Nnu0 and Ks ∈ Nns0 and compute
approximate zeros
(
λˆu, pˆ
)
,
(
λˆs, qˆ
)
of the mappings
(λu, p) 7→
[[
ΠjK
u
P FP (λ
u, p)
]n
j=1
[〈pek , p˜ek〉]nuk=1
]
, (λs, q) 7→
[[
ΠjK
s
Q FQ (λ
s, q)
]n
j=1
[〈qek , q˜ek〉]nsk=1
]
by Newton’s method.
1.4 If necessary, increase the truncation parameters and rescale the eigenvectors so that
validation is feasible, see Remark 6.1 below.
Step 2: Compute an accurate approximation of a connecting orbit
2.1 Compute a numerical approximation of a connecting orbit. This step is based on
solving the truly nonlinear part of the problem and involves experimentation. It is
obviously problem dependent.
2.2 Use the domain decomposition algorithm developed in [32] to compute a grid (ti)
m
i=0
and an accurate approximate connecting orbit
uˆ =
m∑
i=1
1[ti−1,ti]
(
aˆ0 + 2
Ni−1∑
k=1
aˆikT
i
k
)
,
so that the decay rates of the Chebyshev coefficients aˆi are equidistributed over the
subdomains [ti−1, ti]. The number of modes Ni is chosen in such a way that
∣∣aˆiNi−1∣∣ ≈
10−16. The number of subdomains m is determined by experimentation. In general,
we use as many subdomains as necessary in order to ensure high decay rates of the
Chebyshev coefficients.
2.3 Use uˆ as a reference orbit to fix the time parameterization of the connecting orbit (see
Definition 3.14).
Step 3: Validate the connecting orbit and (un)stable manifolds
3.1 Combine the results from the previous two steps to construct a symmetric approximate
zero xˆ =
(
θˆ, φˆ, λˆu, λˆs, aˆ, pˆ, qˆ
)
of FNK (see Remark 3.20).
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3.2 Set r∗ = 10−5, νu = νs = 1 (see Remark 6.1) and compute the weights (νi)
m
i=1 as
explained in Remark 6.2 below.
3.3 Initialize the numerical data with interval arithmetic and construct the n(m+ 4) + 2
radii-polynomials
pΠ(r) := Z
2
Πr
2 +
(
Z1Π − 1
)
r + YΠ, Π ∈ P.
3.4 Determine an interval I on which all the radii polynomials are negative.
If we fail to find an interval I on which all the radii polynomials are negative, we try to
determine which parameters (the truncation parameters, the weights νi or the “scalings” of
the coefficients pˆ and qˆ) need to be modified by “visual” inspection and try again.
Remark 6.1 (Scaling and the number of Taylor coefficients). Observe that for any νu, ν˜u > 0
it holds that p ∈W 1νu if and only if νuν˜u p ∈W 1ν˜u with the scaling notation introduced in Remark
3.3. Therefore, since the parameterization mappings FP and FQ are invariant under the
rescaling p 7→ µp (see Remark 3.3), we have chosen to set νu = νs = 1 and search for
appropriate scalings which ensure that pˆ and qˆ decay sufficiently fast to zero. To be more
precise, we explain in detail how we choose the scalings of the eigenvectors and the number
of Taylor coefficients for the unstable manifold (the procedure for the stable manifold is
analogous).
The main idea is to choose the scalings and number of Taylor coefficients in such a way
that the bound for ΠjP
(
DF (xˆ)− D̂F
)
is below some prescribed tolerance. More precisely,
in light of (5.10), (5.20) and Lemma 5.12, we aim to find a truncation parameter Ku ∈ Nnu0
and a scaling factor µ ∈ (0,∞)nu such that[
min
1≤i≤nu
(Kui + 1) min
1≤i≤nu
∣∣∣Re(λˆi)∣∣∣]−1 ∥∥∥µGˆjl∥∥∥
1
≤ εu, 1 ≤ j, l ≤ n, (6.1)
where εu > 0 (in practice we set εu = 12). We start by determining K
u ∈ Nnu0 . To
this end, observe that the scaling factor µ has no effect on
∣∣∣Gˆjl0 ∣∣∣. For this reason, we set
Ku :=
(
max1≤j,l≤nu K
u
jl
)
1nu , where Kujl ∈ N is the smallest integer such that
Kujl >
∣∣∣Gˆjl0 ∣∣∣
ζεu min1≤i≤nu
∣∣∣Re(λˆui )∣∣∣ − 1, 1 ≤ j, l ≤ n, ζ ∈ (0, 1].
Here ζ ∈ (0, 1] is an additional parameter chosen through experimentation (in practice we
use ζ = 34).
Next, we determine an appropriate scaling factor µ. Let 1 ≤ j, l ≤ n and approximate∣∣∣Gˆjlk ∣∣∣ ≈ ∣∣∣Gˆjl0 ∣∣∣ ρ−|k|jl , where ρjl = e−sjl and sjl is the slope of the best line through the points
d, log
∑
|k|=d
∣∣∣Gˆjlk ∣∣∣
 : ∑
|k|=d
∣∣∣Gˆjlk ∣∣∣ > 10−16, 0 ≤ d ≤ |MjlKu|
 . (6.2)
Recall that Mjl = order
(
∂gj
∂xl
)
. Now, if µı < ρjl for all 1 ≤ ı ≤ nu and |Ku| is sufficiently
large, then ∥∥∥µGˆjl∥∥∥
1
≈
∣∣∣Gˆjl0 ∣∣∣ nu∏
ı=1
ρjl
ρjl − µı .
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Motivated by this observation and the inequality in (6.1), we set µı = µ for 1 ≤ ı ≤ nu and
require that
ρjl
ρjl − µ ≤
εu min1≤i≤nu (Kui + 1) min1≤i≤nu
∣∣∣Re(λˆui )∣∣∣∣∣∣Gˆjl0 ∣∣∣

1
d
=: ξjl
for all 1 ≤ j, l ≤ n. Therefore, we set
µ := min
1≤j,l≤nu
ρjl
ξjl − 1
ξjl
.
We remark that one could determine a more “refined” scaling factor µ, which need not
be the same in each direction, by taking the decay rates of Gˆjl in each separate direction
into account (as opposed to using the “uniform” rate in (6.2) which ignores the different
directions of the array). In addition, one could take the different sizes of the eigenvalues
into account in the definition of ξjl.
Remark 6.2. To determine the weights (νi)
m
i=1, we use a heuristic procedure slightly more
refined than the one used in [32]. Namely, we try to ensure that the bound for the tail of
Πija
(
DF (xˆ)− D̂F
)
is below some prescribed tolerance (rather than requiring the residual
to be below some tolerance as in [32]). More precisely, in light of (5.9), we require that
L (ti − ti−1)
2Ni
(
νi + ν
−1
i
) ∥∥gˆijl∥∥
νi
≤ ε, 1 ≤ i ≤ m, 1 ≤ j, l ≤ n. (6.3)
where ε > 0 is some prescribed tolerance (in practice we set ε = 12).
We use the rough approximation
∣∣∣gˆijlk ∣∣∣ ≈ ∣∣∣gˆijl0 ∣∣∣ ρ−kijl , where ρijl = e−sijl and sijl is the
slope of the best line through the points{(
k, log
(∣∣∣gˆijlk ∣∣∣)) : 0 ≤ k ≤Mjl (Ni − 1) , ∣∣∣gˆijlk ∣∣∣ > 10−16} .
In practice, ρijl is roughly the same for all 1 ≤ i ≤ m and 1 ≤ j, l ≤ n due to the choice of
the grid, and we therefore write ρ = ρijl. If νi < ρ and Ni is sufficiently large, then
∥∥gˆijl∥∥
νi
≈
∣∣∣gˆijl0 ∣∣∣
1 + 2Mjl(Ni−1)∑
k=1
(
νi
ρ
)k ≈ ∣∣∣gˆijl0 ∣∣∣ ( 2ρρ− νi − 1
)
. (6.4)
Altogether, (6.3) and (6.4) yield the constraint
ν3i + (αijl + ρ) ν
2
i + (1− αijlρ) νi + ρ ≤ 0, αijl :=
2Niε
L (ti − ti−1)
∣∣∣gˆijl0 ∣∣∣ . (6.5)
Finally, we determine an interval [νmin, νmax] ⊂ R>0 on which (6.5) is satisfied for all 1 ≤
i ≤ m and 1 ≤ j, l ≤ n. Then, if νmax > 1, we choose a weight νˆ ∈ [νmin, νmax] such that 1 <
νˆ < ρ and set νi = νˆ on each subdomain (in practice we set νˆ = 12 (max {1, νmin}+ νmax)).
If νmax ≤ 1, we increase the number of subdomains (to increase ρ) or use a higher number
of Chebyshev coefficients Ni and then try again.
6.1 Lotka-Volterra
We have proven the existence of connecting orbits from (b, 0, 1− b, 0) to (1, 0, 0, 0) in (1.3)
for a = 5, b = 12 , D = 3 and different values of κ. Recall that these orbits correspond
to traveling fronts of (1.2) with wave speed κ. The choices for these parameter values
were somewhat arbitrary and were obtained by experimenting with the parameter values
considered in [14]. In particular, we chose the parameters in such a way that the stable
eigenvalues associated to (1, 0, 0, 0) consisted of one complex conjugate pair of eigenvalues
and one real eigenvalue.
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Connecting orbit at κ = −1 We started with a numerical approximation of a connecting
orbit at κ = −1 and used the steps outlined in the previous section to obtain the following
computational parameters:
• Parameterization mappings: we used Ku = [13 13] and Ks = [9 9 9] Taylor
coefficients for approximating the local (un)stable manifolds. The length of the stable
and unstable eigenvectors was set to u,ek = 0.0565 and s,ek = 0.0635, respectively.
The truncation parameters and the scalings of the eigenvectors were obtained via
the procedure in Remark 6.1. The scalings of the eigenvectors were relatively small,
since the procedure in Remark 6.1 was designed to use as little Taylor coefficients as
possible to ensure that validation is feasible. If we would allow for larger truncation
parameters, the scalings of the eigenvectors (and hence the “size” of the charts on
the local (un)stable manifolds) could be increased substantially. However, since it is
computationally cheaper to increase the integration time in comparison to increasing
the truncation parameters for the (un)stable manifolds, we have chosen to keep the
truncation parameters Ku and (especially) Ks small.
• Chebyshev approximations: we usedm = 3 subdomains and N = [50 47 50] Cheby-
shev modes. The integration time was set to L = 15. The Chebyshev coefficients
are shown in Figure 6.1a. This figure shows that the decay rates of the Chebyshev
coefficients were approximately the same on each subdomain (hence the domain de-
composition was successful).
• Validation parameters: we used νi = 1.1967 on each subdomain. This value was
obtained from the procedure in Remark 6.2.
The dimension of the Galerkin projection was dim
(XNK) = 5382. With the above choices
for the computational parameters, we successfully validated a connecting orbit at κ = −1
and proved that the radii-polynomials were negative for r ∈ [8.6070 · 10−11, r∗]. We remark
that it is possible to validate the connecting orbit with a smaller number of Chebyshev
coefficients as well. The reason why we used more Chebyshev coefficients than strictly
necessary was to get the bounds Z1
Πija
as small as possible with an eye towards future work,
namely in order to make continuation with large step-sizes feasible.
Discrete continuation Next, we continued the connecting orbit at κ = −1 by performing
pseudo-arc length continuation. At each continuation step, we tried to validate the orbit
with the same computational parameters. We succeeded in validating a family of connecting
orbits in this way for a finite number of wave speeds κ ∈ [−1,−0.7861], see Figure 6.2a. The
reader is referred to the code for the exact parameter values κ at which the connecting orbits
were validated. Here we only give rounded values of κ using four decimal places.
We were not able to validate the connecting orbit at the next continuation step κ ≈
−0.7767 with the same computational parameters. The reason for this was that the bound
for Π4Q
(
DF (xˆ)− D̂F
)
became too large, which was related to the fact that the decay rates
of qˆ decreased as κ increased. In addition, the real part of the stable eigenvalues decreased
as well when κ increased (see Figure 6.3), which contributed to the deterioration of the
bounds for the stable manifold. On the other hand, the bounds for Πija
(
DF (xˆ)− D̂F
)
did
not deteriorate at all during the continuation process. The main reason for this is that the
shape and time parameterization of the orbit remained roughly “the same” throughout the
continuation procedure. This caused the decay rates of the Chebyshev coefficients to remain
roughly the same as well, as shown in Figure 6.1.
To validate connecting orbits for κ ≥ −0.7767, we recomputed the parameterization of
the local stable manifold as explained in Remark 6.1. This resulted in a parameterization
with Ks =
[
12 12 12
]
Taylor coefficients. Furthermore, the length of the stable eigenvec-
tors was set to s,ek = 0.02275. The resulting parameterized part of the stable manifold was
significantly smaller due to the new scaling of the eigenvectors. To ensure that the endpoint
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(b) κ ≈ −0.7861
Figure 6.1: A semi-logarithmic plot of the (nonzero) Chebyshev coefficients of
the connecting orbits at κ ∈ {−1,−0.7861} on all subdomains for all four
components. The black lines correspond to the best line through the points{(
k, log
∣∣∣[aˆik]j∣∣∣) : ∣∣∣[aˆik]j∣∣∣ ≥ 10−16, 0 ≤ k ≤ Ni − 1, 1 ≤ i ≤ m, 1 ≤ j ≤ n}. The results
show that the decay rates of the Chebyshev coefficients remained roughly the same for
κ ∈ [−1,−0.7861].
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Figure 6.2: A bifurcation diagram obtained by continuing the connecting orbit at κ =
−1. The bifurcation curves were computed by performing (non-rigorous) pseudo-arc length
continuation in the parameter κ. The red points on the curves correspond to validated
connecting orbits. In all cases the validation radius rˆ was bounded by 2.5347·10−9. The curve
in Figure 6.2a was computed with truncation parameters Ku =
[
13 13
]
, Ks =
[
9 9 9
]
and N =
[
50 47 50
]
. The connecting orbits were validated by using νi = 1.1967 on each
subdomain. The curve in Figure 6.2b was computed with truncation parameters Ku =[
13 13
]
, Ks =
[
12 12 12
]
and N =
[
55 52 62
]
. The connecting orbits were validated
by using νi = 1.1627 on each subdomain. The “gap” at κ ≈ −0.7071 corresponds to a
bifurcation caused by the presence of a resonance at κ = − 12
√
2.
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Figure 6.3: The dependence of the stable and unstable eigenvalues on κ.
of the connecting orbit was contained in the smaller chart, we integrated the connecting
orbit forward in time (while keeping the “initial” starting point on the unstable manifold
fixed) and increased the integration time to L = 20. We then used the procedures from
the previous section again to refine the Chebyshev approximations. In particular, we used
m = 3 subdomains, N =
[
55 52 62
]
Chebyshev modes and used νi = 1.1627 on each sub-
domain. The dimension of the Galerkin projection was dim
(XNK) = 10258. With these
parameter values, we were able to successfully validate a finite number of connecting orbits
for κ ∈ [−0.7767,−0.7075], see Figure 6.2b.
Figure 6.2b shows that there is a bifurcation at κ ≈ −0.7071. To understand what caused
this bifurcation, we consider the (approximate) stable eigenvalues λˆs at κ ≈ −0.7075:
λˆs ≈
−0.3537 + 1.541i−0.3537− 1.541i
−0.7072
 .
Note that λˆs1 + λˆs2 ≈ λˆs3. This provides numerical evidence for the presence of an eigenvalue
resonance at κ ≈ −0.7071 and explains the observed bifurcation. In this relatively simple
case, one can prove with pen and paper that there is in fact a resonance at κ = − 12
√
2.
Hence, in order to validate connecting orbits near κ = − 12
√
2 (and in particular at the
resonance point itself), one needs to modify the mapping FQ by conjugating to a nonlinear
normal form (instead of just the linear one) as explained in [30]. Here we do not pursue this
issue any further and leave it as a future research project.
To continue the connecting orbit past the resonance, we set κ = −0.7 and then continued
further from this point. We succeeded in validating connecting orbits for κ ∈ [−0.7,−0.5938]
without changing the computational parameters, see Figure 6.2b. As κ increased, the “size”
of the chart on the local stable manifold kept decreasing. As a consequence, for κ > −0.5938,
the endpoint of the connecting orbit was too far away from the stable equilibrium in the
sense that the bounds related to the equation u(1) = Q (φ) were too large (also see Figure
6.4). Although we did not continue any further, we remark that validation for κ > −0.5938 is
feasible by increasing the integration time and recomputing the Chebyshev approximations
as before.
An interesting future research project would be to develop algorithms for automatically
detecting when the integration time and/or manifolds need to be modified. We believe that
the heuristics in Remarks 6.1 and 6.2 would be a good starting point for developing such
algorithms.
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Figure 6.4: The dependence of the stable parameterization variables φˆ for κ ∈
[−0.7,−0.5938]. The results show that
∣∣∣Re(φˆ1)∣∣∣ = ∣∣∣Re(φˆ2)∣∣∣ increased as κ increased
and eventually became too large (in the sense that the bounds related to the equation
u(1) = Q (φ) were too large). This issue can be resolved by either integrating the connect-
ing orbit further in time (increasing L) or by enlarging the chart on the local stable manifold
in the “directions” of φ1 and φ2.
6.2 Traveling fronts in a fourth order parabolic PDE
We have proven the existence of connecting orbits in (1.5) from (−1, 0, 0, 0) to (a, 0, 0, 0) for
a = −0.1, κ = −2 and various values of γ. Recall that these orbits correspond to traveling
fronts of (1.4) with wave speed κ. The values for a and the wave speed κ were chosen
through experimentation. We started with a connecting orbit at γ ≈ 0.4557 (see the code
for exact parameter value) and then used the procedure as explained at the beginning of
this section to select the following computational parameters:
• Parameterization mappings: we used Ku = [15 15] and Ks = [12 12 12] Taylor
coefficients for approximating the local (un)stable manifolds. The length of the stable
and unstable eigenvectors was set to u,ek = 5.4476 · 10−2 and s,ek = 5.3337 · 10−3,
respectively.
• Chebyshev approximations: we used m = 2 subdomains and N = [62 61] Chebyshev
modes. The integration time was set to L = 30. The decay rates of the Cheby-
shev coefficients were approximately the same on each subdomain (hence the domain
decomposition was successful).
• Validation parameters: we used νi = 1.1491 on each subdomain.
The dimension of the Galerkin projection was dim
(XNK) = 10314. With the above choices
for the computational parameters, we were able to validate the connecting orbit at γ ≈ 0.4557
and proved that the radii-polynomials were negative for r ∈ [4.8332 · 10−10, 2.8332 · 10−6].
Next, we performed (non-rigorous) pseudo-arclength continuation and tried to validate
the orbits at each discrete continuation step by using the same computational parameters.
If the validation failed at a particular continuation step, we determined the cause (as in
the previous section) and resolved the issue by modifying the computational parameters.
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γ L N Ks u,k s,k νi Obstruction
[0.4557, 0.7046] 30 [62 61] 12 5.4 · 10−2 5.3 · 10−3 1.15 λˆu1 ≈ 2λˆu2
[0.7146, 1.233] 30 [62 61] 9 5.4 · 10−2 5.3 · 10−3 1.15 λˆu1 ≈ λˆu2
[1.243, 4.089] 8 63 9 0.12 0.17 1.11 λˆs1 + λˆ
s
2 ≈ λˆs3
[4.202, 10.50] 4 51 7 0.17 0.12 1.15 rˆ > r∗
Table 6.1: The (approximate) computational parameters used to validate connecting orbits
for γ ∈ [0.4557, 10.50]. Each row in the table corresponds to an interval on which we
performed (non-rigorous) pseudo-arclength continuation and validated rigorously a finite
number of connecting orbits with the same computational parameters. In particular, we
used Ku =
[
15 15
]
on each interval (though validation with less Taylor coefficients is
feasible). We were not able to validate connecting orbits past the right endpoints of the
intervals without modifying the computational parameters. In each case, we have indicated
the obstruction for validating connecting orbits near the (right) endpoint of the interval.
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Figure 6.5: Bifurcation diagrams obtained by continuing the connecting orbit at γ ≈
0.4557. The bifurcation curves were computed by performing (non-rigorous) pseudo-arc
length continuation in γ. The red points on the curves correspond to validated connecting
orbits. In each case, the validation radii were bounded by: (a) rˆ ≤ 4.6324 · 10−6, (b)
rˆ ≤ 5.3757 · 10−6, (c) rˆ ≤ 9.9475 · 10−6. The values of the computational parameters are
reported in Table 6.1.
In addition, we also checked in the case of failure whether the dimension of the Galerkin-
projection could be significantly reduced by decreasing the integration time and the number
of Chebyshev or Taylor coefficients (with special emphasis on reducing the number of Taylor
coefficients associated to the stable manifold). The results are summarized in Table 6.1. The
corresponding bifurcation curves are shown in Figure 6.5 and the associated traveling wave
profiles are depicted in Figure 6.6.
We remark that validation of connecting orbits for γ > 10.50 is feasible; the reason for the
“obstruction” rˆ > r∗ was that the decay rates of the Chebyshev coefficients decreased as γ
increased, which eventually resulted in a bound for the residual (i.e. the bound Y ija ) that was
too large. This issue can be easily resolved by using domain decomposition or increasing
the number of Chebyshev coefficients (or by just increasing r∗). Similarly, validation of
connecting orbits for γ < 0.4557 (but sufficiently far away from 0) is feasible as well; the
bottleneck for small γ is the validation of the local stable manifold. Indeed, as γ decreases,
the real parts of the stable eigenvalues decrease (see Figure 6.7) and the number of needed
Taylor coefficients increases. An interesting future research project would be to determine
how close one can get to the “singular” case γ = 0 with the current method.
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Figure 6.6: The first component u1, which corresponds to a traveling wave profile of (1.4),
of the validated connecting orbits for γ ∈ [0.4557, 10.50]. In each case, for γ close to the left
endpoint of the interval, we have colored the associated orbits in dark blue. As γ increased,
we used increasingly lighter shades of blue. Note the oscillations for larger values of γ.
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Figure 6.7: The dependence of the stable and unstable eigenvalues on γ.
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