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Highlights 
 New holistic framework is developed to handle multi-source data and urban features. 
 Flood data from social media are a useful source for setting the model parameters. 
 Urban micro-features can significantly influence simulated inundation extent and depth. 
 Constant infiltration can better represent drainage capacity than the rainfall reduction 
approach in the study. 
 This study provides an in-depth insight into high resolution urban flood modelling. 
 
Abstract: High accuracy models are required for informed decision making in urban 
flood management. This paper develops a new holistic framework for using 
information collected from multiple sources for setting parameters of a 2D flood 
model. This illustrates the importance of identifying key urban features from the 
terrain data for capturing high resolution flood processes. A Cellular Automata based 
model CADDIES was used to simulate surface water flood inundation. Existing 
reports and flood photos obtained via social media were used to set model parameters 
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and investigate different approaches for representing infiltration and drainage system 
capacity in urban flood modelling. The results of different approaches to processing 
terrain datasets indicate that the representation of urban micro-features is critical to 
the accuracy of modelling results. The constant infiltration approach is better than the 
rainfall reduction approach in representing soil infiltration and drainage capacity, as it 
describes the flood recession process better. This study provides an in-depth insight 
into high resolution flood modelling. 
Key words: CADDIES; DEM resolution; drainage capacity; flood modelling; 
multi-information; urban feature 
1. Introduction 
Urban flooding has become one of the most significant natural hazards due to 
climate change and rapid urbanization (Di Paola et al., 2014; Fu et al., 2011; Vacondio 
et al., 2016; Yang et al., 2016; Yin et al., 2016b). The growing trends of the frequency 
and the intensity of extreme rainfall events have increased the likelihood that the 
surface runoff overwhelms the drainage capacity. As a result, greater flood impacts to 
human society are expected to happen (Curebal et al., 2016; Korichi et al., 2016; 
Rosso and Rulli, 2002). For example, the July 2012 flood event in Beijing led to 79 
deaths and an estimated economic loss of US$1.86 ×109 (Yin et al., 2016a). To 
develop effective strategies for flood risk management, better understanding of flood 
dynamics is essential. In an urban area, not only the terrain elevation, but also the 
existence of artificial structures above the ground and the drainage network 
underground affect the runoff propagation significantly. Therefore, assessing the flood 
 3 
 
movements in urban area requires a modelling approach that can reflect the influences 
of these factors. 
Significant efforts have been made during the last few decades to improve 
accuracy and efficiency of urban flood modelling through enhanced methodology and 
numerical methods (Bates et al., 2010; Chen et al., 2007; Chen et al., 2010; Nguyen et 
al., 2006) and applications of parallel computing technologies (Ghimire et al., 2013; 
Glenis et al., 2013; Lamb et al., 2009; Smith and Liang, 2013). However, modelling 
accuracy is still affected by four main issues: 1) the level of details available in the 
topographic representations of terrain and urban key features (Haile and Rientjes, 
2005; Horritt and Bates, 2001; Leandro et al., 2016; Rafieeinasab et al., 2015); 2) the 
lack of calibration and validation data (Fu et al., 2011; Hall et al., 2005; Horritt, 2000; 
Leandro et al., 2011); 3) the approach used to consider the effects of underground 
urban drainage infrastructure (drainage capacity) (Chen et al., 2009; Environment 
Agency, 2013b); and 4) the uncertainty of accelerated land use changes (De MOEL 
and Aerts, 2011; Du et al., 2015; Shi et al., 2007). 
Micro urban features such as buildings, roads and underpasses can change the 
flow patterns and lead to erroneous simulation results (Allitt et al., 2009; Chen et al., 
2012a; Chen et al., 2012b; Haile and Rientjes, 2005; Horritt and Bates, 2001; 
Priestnall et al., 2000; Vojinovic and Tutulic, 2009). For example, depending on how 
the buildings are represented in a model, the water may flow around buildings when 
the movement is restricted by building walls, or it may enter buildings when the water 
level exceeds the heights of their entrances. In recent years, the availability of Light 
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Detection and Ranging (LiDAR) data has enabled modelling using high resolution 
terrain data with a horizontal spatial resolution ranging from 0.25 m to 2 m and a 
vertical accuracy between 5 cm and 15 cm (Bates et al., 2003; Chen et al., 2012a; 
Deshpande, 2013). The improved quality of topographic datasets allows hydraulic 
models to better describe the flow dynamics affected by buildings in urban areas. The 
original LiDAR data - often in the form of a digital surface model (DSM), which 
includes buildings, trees, bridges over main roads and any other objects and features, 
can significantly influence the flow direction in modelling. Filtering algorithms are 
applied to produce a digital elevation model (DEM) that represents the ground surface 
only (Priestnall et al., 2000). Nevertheless, ability of a generic filtering procedure to 
capture the complex situations in an urban environment is limited, such that a better 
processing is necessary to build a suitable terrain model for urban flood simulations. 
Pluvial flooding in urban areas often occurs rapidly such that it is difficult to 
obtain good measurements of flood extents and depths for model calibration and 
validation. To bridge this gap, multiple sources of information can be used, such as 
the existing reports or the historical flood extent maps, as an alternative approach to 
reconstruct an accurate representation of reality (Chau and Lee, 1991; Mark et al., 
2014). Although satellite imagery was used for delineating flood extents and 
calibrating model parameters to simulate fluvial events (Di Baldassarre et al., 2009; 
Domeneghetti et al., 2014; Horritt, 2000; Mason et al., 2009; Matgen et al., 2004; 
Oberstadler et al., 1997), it is not feasible to implement such an approach for 
short-lived pluvial events. In another study, dendrogeomorphic evidence (i.e., scars on 
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trees) was used as benchmarks in roughness calibration (Ballesteros et al., 2011). In 
urban areas, the wide availability of smart phones, digital photos and social media 
provides an opportunity to obtain flood-related information where direct 
measurements are not available (René et al., 2015), which can support model 
verification. For example, platforms such as Twitter or crowd-sourcing web portals 
now carry a wealth of information regarding on-going or past flood events (Smith and 
Liang, 2013; Wang et al., 2018; Yu et al., 2016). However, most of the applications 
can only underpin the locations and timing of flooding, and require human labour to 
extract flood depth or extent information (Fohringer et al., 2015). 
In recent years, computer vision has received increasing attention in many 
engineering studies, including water level measurement, sewer overflow monitoring, 
urban flood warning (Du et al., 2017; Narayanan et al., 2014; Ridolfi and Manciola, 
2018; Yu and Hahn, 2010). For example, Du et al. (2017) put forward a new 
grey-scale image processing method for fluid edge analysis, which can overcome 
many of the inherent challenges of fluid-edge measurement. Yu and Hahn (2010) 
proposed a difference image based JPEG communication scheme and water level 
measurement scheme using sparsely sampled images in time domain. 
The correct representation of the infiltration in permeable areas and the drainage 
capacity of the underground pipe system can significantly influence accuracy of urban 
surface flood modelling (Leandro et al., 2016). Without considering the soil 
infiltration and the function of drainage systems, the flood simulations may be less 
accurate. However, the availability of drainage network data is very limited in many 
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areas such that a new approach to account for the factor is needed. Several 
applications have proposed a discounted rainfall rate or a fixed infiltration rate to 
account for the influence of soil infiltration and drainage in urban flood modelling 
(Chang et al., 2015; Chen et al., 2009; Environment Agency, 2013b; Henonin et al., 
2013). 
This paper aims to present a new holistic framework for high resolution 2D 
urban flood modelling that utilizes information from multiple sources and takes into 
account the influences of critical urban features on flood propagation. The new 
framework integrates the methodology to address the key challenge in improving the 
accuracy of urban flood simulations, including extraction of flood information, 
handling of urban key feature and model assessment methods. More specifically, an 
original procedure is developed to extract flood inundation extent and depth from 
social media photographs collected during flood events, and cross-validated using 
terrain analysis. Urban key features such as building layouts and underpasses are 
identified using different terrain data sets. The confusion matrix is used as a model 
assessment approach to consider the impact of model uncertainties and determine the 
values of key parameters. In this paper, the Cellular Automata Dual-DraInagE 
Simulation (CADDIES) model (Guidolin et al., 2016) was applied to a case study in 
Wallington, London (UK), for comparison of two approaches for representing soil 
infiltration and drainage capacity. The storm event of 7 June 2016 was simulated to 
investigate how the urban feature representations in different terrain data settings 
affect flood modelling. The results obtained from the case study show the important 
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role of using multi-information sources in setting the parameters of the model, and the 
impact of urban key features on the performance of 2D flood simulation. 
2. Methodology 
Figure 1 summarizes the new framework developed in this study, which consists 
of three main components: DEM revision, flood information extraction, and flood 
modelling. These are explained in detail below. 
CADDIES
Rainfall
Infiltration 
rate
DEM MasterMap 
Identify buildings and roads 
III. Flood modelling II. Flood information extraction I. DEM revision
Identify other critical micro features 
from DEM, DSM, Google Map and 
MasterMap
DSM
Revise DEM by raising 
buildings and lowering roads
Revise the elevations of micro features
Inundation predictions
(extent and depth) 
Collect flood-related 
information, e.g. photos
Identify landmarks, e.g. lamp posts 
and pavement fence
Compare landmarks with Google 
Street View photos and satellite images
Identify and delineate the boundary 
of flooding 
Extract ground 
elevations
Estimate water 
level
Determine flood 
extent and depth
Model evaluation using 
confusion matrix method
Revised DEM
Observed inundation 
(extent and depth) 
Multi-source flood inundation 
data sets 
R
e
se
t in
filtr
a
tio
n
 r
a
te
Good agreement?
No
End
Yes
 
Fig. 1. The framework for high resolution urban flood modelling that considers the utilization of 
information from multiple sources and reflects the influences of critical urban features on flood 
propagation (DEM: digital elevation model, DSM: digital surface model) 
2.1. Terrain data revision 
As mentioned above, the generic DSM filtering algorithms for producing bare 
earth DEM has severe limitations in representing the actual urban environment. In the 
Environment Agency’s (EA) surface water mapping, the terrain elevations of building 
footprints were raised by up to 0.3 m to reflect the floor level of buildings, while the 
elevations of roads were lowered by 0.125 m (Environment Agency, 2013b). We first 
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adopted the same approach, shown in Figure 1, to alter DEM for flood modelling and 
the results show a discrepancy with the filed observations. Therefore, we further 
investigated different thresholds for raising the terrain elevations of building 
footprints and other detailed modification to better present urban micro features in 
flood modelling. 
(1) The topography polygon data from the Ordnance Survey MasterMap (2015) 
are converted into a land cover types map in raster format to identify the cells 
representing building footprints and roads. 
(2) Both the raster files of DEM and land cover types overlapped such that the 
elevation data of building and road cells are revised accordingly. 
(3) DSM is used to identify some other critical micro features, i.e., underpasses, 
by comparing their elevation differences between DEM and DSM, and also verifying 
the micro features through Google Map and MasterMap. The elevations of the cells, 
which represent these features, are further revised according to the real flow patterns 
near the key micro features. 
2.2. Reconstructing flood scenarios from multiple sources 
Although there were no detailed level or extent measurements at the location in 
Wallington during the 2016 flood event, many photos and videos were taken by the 
public and shared via social media or reported in the news. Most of the information 
were automatically time stamped via the devices or platforms being used. The flood 
information is manually processed in stages (Fig. 1). 
(1) Related flood photos and videos at different timings during the event were 
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collected from social media and news websites. 
(2) The landmarks near the flood boundary, such as lamp posts and pavement 
fences in the photos, were used as reference points to identify the boundary of the 
flood extent by comparing them to the Google Street View photos and satellite images. 
Then the locations of the boundary are determined using the Google Map service and 
geo-referenced in GIS. 
(3) The ground elevations at those boundary points were extracted from LiDAR 
data and used as the water level to delineate the boundary of flooding, assuming the 
cells within the boundary with lower elevations were submerged during the event. The 
flood extent obtained from the terrain analysis was cross-validated again using the 
above data. 
(4) Finally, water depths within the flood extent were obtained by subtracting the 
ground elevation of each cell from the water level extracted in step (3), and then 
inundation volume and area can be estimated. Furthermore, the inundation area and 
volume were calculated with simplified formulas (1) and (2), respectively, which are 
then used to compare with the simulation results: 
S N s                        (1) 
 
1
N
w i
i
V h h s

                   (2) 
Where S is the inundation area, s is the area of the cell, N is the number of flooded 
cells, hw is the water level, hi is the ground elevation of each cell. 
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2.3. Accounting for infiltration and drainage capacity in urban flood modelling 
The methods used to consider infiltration and drainage capacity in urban flood 
modelling are different (Chang et al., 2015; Leandro et al., 2009; Vojinovic and 
Tutulic, 2009). The highly efficient one-dimensional (1D) model is the most 
commonly used tool to simulate the hydraulic performance of urban drainage systems, 
and infiltration during the simulation process of the rainfall-runoff is usually 
calculated by using an additional module. For example, Storm Water Management 
Model (SWMM) provides choices for modeling infiltration, i.e., Horton Method and 
Green-Ampt Method. Leandro et al. (2016) introduced a modified Green-Ampt 
equation for handling compacted urban soils with limited storage capacity when 
modelling rainfall-runoff in urbanized areas. However, difficulties exist in obtaining 
drainage system data to build the sewer network model (Liu et al., 2015; Zhang and 
Pan, 2014). For example, in some cities, there is a lack of sufficient and accurate 
knowledge and data on the sewer system, such as pipe layout and diameters. 
In this paper, two approaches, rainfall reduction and constant infiltration, were 
used to represent soil infiltration and urban drainage network capacity. In the rainfall 
reduction approach, a fixed percentage reduction is applied to the design rainfall 
before input to the model to reflect the infiltration and drainage capacity in urban 
areas, i.e., the design rainfall is reduced to represent infiltration over pervious areas 
and then a further reduction of rainfall is applied to represent the effect of the drainage 
system (Environment Agency, 2013a). In the constant infiltration approach, the soil 
infiltration and the function of sewer drainage system are represented as constant 
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infiltration rates in the 2D overland flow model. The design rainfall is applied directly 
onto the surface without any reduction.  
2.4. Flood modelling using CADDIES 
CADDIES is a fast 2D urban flood simulation model based on the principle of 
cellular automata (CA) (Ghimire et al., 2013; Gibson et al., 2016; Guidolin et al., 
2016; Guidolin et al., 2012). This model’s effectiveness has been proven on the EA’s 
2D benchmark test cases and real world case studies (Guidolin et al., 2016). In this 
paper, the DEM, DSM and revised DEM data were used as input to the CADDIES 
model to analyze the impact of terrain data on the simulation results. 
2.5. Performance assessment 
To evaluate the performance of various model settings, we adopted two 
indicators, the true positive rate (TPR) and positive predictive value (PPV) from a 
confusion matrix (Chang et al., 2015). A confusion matrix is a table with two rows 
and two columns, which shows the number of false positives, false negatives, true 
positives and true negatives, and can be used to calculate TPR, PPV, true negative rate 
and negative predictive rate. As flooded cells are concerned, so TPR and PPV are 
selected for use in this study and are calculated as below: 
                    
TP
TPR
TP FN


                       (3) 
                    
TP
PPV
TP FP


                       (4) 
Where TP represents the number of cells for which the model correctly predicted 
flooding, FP is the number of cells incorrectly predicted as flooded, and FN denotes 
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the number of flooded cells that the model failed to predict correctly. 
Higher TPR and PPV values indicate that the model better approximated the 
observed flooding. For example, the maximum TPR and PPV are 1 under the situation 
when FN and FP are equal to 0, i.e., the predicted flooding extent from the model is 
the same as the observed flooding. 
This framework was applied to a case study in London using a high-performance 
desktop machine, which has an Intel Core i7-4770K CPU having four physical cores 
at 3.50 GHz, 32 GB of main memory and a Tesla K20c graphics card with 2496 
CUDA cores and 5 GB of video memory. The use of the GPU approach significantly 
improved computational performance, while achieving required accuracy. For 
example, the simulation time for the study area (1 m x 1 m resolution) is less than 100 
seconds, which enables flood modelling to be undertaken while considering a large 
number of scenarios, such as different storm events and different combinations of 
infiltration rates. 
3. Case study 
3.1. Study area 
In this paper, the Wallington area in the London Borough of Sutton was used as 
the case study (Fig. 2). The topography data (Ordance Survey, 2015) was classified 
into six different land cover types, including building, green land, manmade surface, 
rail, road and road side areas, to set up the parameters for infiltration and roughness 
estimates. The total area is 0.25 km2, 69.4% of which is occupied by buildings and 
impervious surfaces, while 30.6% of the area remains as permeable green land. 
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Fig. 2. Land cover of the study area and the image of the underpass during dry weather. Cells 1-4 
(1 km x 1 km) are radar rainfall cells covering the study area. 
Although there are no rivers or watercourses, Wallington has suffered flooding 
from pluvial events frequently. For example, 44 mm of rainfall fell on the morning of 
20 July 2007 that overwhelmed the local drainage system such that the surface water 
flowed along the roads from the surrounding areas towards the underpass at 
Wallington Station (Sutton, 2010). Therefore, flooding in the Wallington Station Road 
Bridge area is due to a combination of insufficient capacity of the local drainage 
network and low-lying terrain. 
3.2. Terrain data 
The EA’s 1 m resolution LiDAR DEM (bare terrain) and DSM (terrain with 
buildings and vegetation), with a vertical accuracy of ±0.15 m (Environment Agency, 
2016), were used to represent the terrain elevation, as shown in Figs. 3(a) and (b). 
Two approaches for revising the DEM were applied for modelling the building 
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blockage effect: 1) DEM I that the elevations of building footprints were raised by 0.3 
m and roads were lowered by 0.125 m (Environment Agency, 2013b), and 2) DEM II 
that the elevations of building footprints were raised by 5.0 m and roads were lowered 
by 0.125 m, as shown in Figs. 3(c) and (d). These two approaches are in line with 
recommendations in literature (Environment Agency, 2013b; Vojinovic and Tutulic, 
2009). The first approach assumes that the water can flow through the building once 
the depth exceeds the threshold height of 0.3 m, while the second approach literally 
forces the water to flow around buildings. Furthermore, several problems with DEM 
were resolved prior to modelling. For example, the difference between the elevation 
of the pavement and the road underpass is 1.5 m, but is not correctly represented in 
the DEM. Therefore, the elevations of the pavement at the underpass were also 
revised to provide an accurate digital representation. 
 
Fig. 3. DEM and DSM data of the study area. (a) 1 m x 1 m resolution DEM, (b) 1 m x 1 m 
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resolution DSM, (c) 1 m x 1 m resolution revised DEM I with roads lowered by 0.125 m and 
building blocks raised by 0.3 m, (d) 1 m x 1 m resolution revised DEM II with roads lowered by 
0.125 m and building blocks raised by 5.0 m. 
3.3. Drainage capacity 
EA developed the updated Flood Map for Surface Water for England and Wales 
(Environment Agency, 2013a) with 2 m resolution using the hydraulic model JFlow + 
2D (Bradbrook, 2006). In the EA’s modelling, the design rainfall in the urban area 
was reduced by 30% to represent infiltration losses in pervious surfaces, and a fixed 
rate of rainfall reduction (for most cases, 12 mm/h was used as the fixed rate, but it 
was varied between 6 mm/h and 20 mm/h) was further applied to represent the effect 
of the drainage system, as shown in Fig. 4, before being input to the model to reflect 
the infiltration and drainage capacity in urban areas. Even though the released maps 
only provide the flood extent information, i.e., no detailed flood depths are given, they 
can be used as reference for evaluating CADDIES modelling results. This was 
performed using the exactly same rainfall treatment settings. 
The rainfall reduction approach assumes that soil infiltration and drainage 
capacity are accounted for in the model indirectly via this simplified methodology. 
However, the flood tends to recede via the drainage pipe systems once the rainfall 
intensity is less than the sewer capacity. The rainfall reduction approach fails to 
correctly represent the process of flood evolution over time, thus a different approach 
was introduced. As CADDIES allows spatially varying infiltration rates to be 
specified for different land cover, different constant infiltration rates were applied to 
each land cover category (a constant infiltration approach, the same is in the EA 
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studies) to reflect both urban drainage capacity and soil infiltration. 
 
Fig. 4. Reduced rainfall approach for flood modelling. 
3.4. Rainfall events 
3.4.1. Design rainfall events 
The rainfall with three durations (1, 3 and 6 h) of 30, 100 and 1000 year return 
periods, using the Intensity-Duration-Frequency (IDF) curves from the Flood 
Estimation Handbook (FEH) (CEH, 2015), were modelled and compared to the EA’s 
surface water mapping. However, after comparing the numerical simulation results of 
events of different durations with the same return period, we found that rainfall events 
of 1h duration consistently led to worse surface water flooding than events with 
longer durations, which was not surprising considering relatively small catchment 
(longest distance less than 1 km). The design rainfall depth of 1 hour and peak rainfall 
intensity (using a 2-minute time step) under different return periods are shown in 
Table 1. 
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Table 1  
Rainfall depth and peak rainfall intensity of 1-hour design rainfalls for 30-, 100- and 1000-year 
return periods. 
Return period (year) Rainfall depth (mm) Peak rainfall intensity (mm/h) 
30 32 121 
100 42 159 
1000 69 263 
3.4.2. The 7 June 2016 event 
On 7 June 2016, a high intensity precipitation event lasting for 40 minutes 
caused flash flooding with more than 2 m water depth and three cars were completely 
submerged under the bridge on Wallington High Street. 
The radar rainfall data were collected from the British Atmospheric Data Centre 
(BADC) archive, with spatial and temporal resolutions as 1 km and 5 minutes, 
respectively, and used as the input into the CADDIES model for this event. The study 
area is covered by four radar cells as shown in Fig. 2. Fig. 5 shows the rainfall 
hyetographs of the 7 June 2016 event for the four radar cells. The event began around 
14:00 and lasted about 1.5 hours, and more than 90% of the rainfall occurred in the 
first 40 minutes. For example, the total rainfall registered in radar cell 1 during 1.5 
hours was about 58 mm with the peak rainfall intensity of 163 mm/h, which occurred 
between 14:20 and 14:25. 
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 Fig. 5. The rainfall hyetographs of the 7 June 2016 event for the four cells in the study catchment 
(shown in Fig. 2). 
3.5. Inundation data 
Fig. 6(a), (b) and (c) show three photos collected from Twitter featuring the flood 
event in the area of Wallington station at 14:50 on 7 June 2016. The flood boundary 
was determined from these flood pictures. For example, as shown in Fig. 6(a) and (b), 
the signpost and pavement fence near the boundary line were identified in the photos 
as the reference points. By comparing these landmarks with the Google Street View 
photos and satellite images, the spatial relationship between the buildings and the 
landmarks can be identified, which helped delineate the boundary of the flooding. The 
water level was obtained using the elevation of the boundary. Assuming the horizon 
water level covering the neighbor areas with lower elevations, the flood extent was 
determined through terrain analysis as the red-outlined polygon shown in Fig. 6(d). 
Furthermore, the high resolution MasterMap information, including the detailed 
layouts of buildings, roads, and roadsides, were used to cross-validate the flood 
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boundary identified from terrain analysis. A water level of 51.4 m was determined at 
14:50, and then the water depth of each cell was calculated by subtracting its ground 
elevation from the water level. 
 
Fig. 6. The flood extent and depth near Wallington station at 14:50 on 7 June 2016 
(Twitter@Sunil). 
4. Results and discussion 
4.1. Comparison with the EA results 
We adopted the same approaches of building footprint treatment, rainfall 
reduction and roughness setting to the ones used in the EA’s surface water mapping 
for comparing our modelling results. Variable Manning’s roughness values were 
assigned to different land cover types: (1) 0.05 s/(m1/3) for the building areas; (2) 0.03 
s/(m1/3) for green lands; (3) 0.025 s/(m1/3) for manmade surface areas; (4) 0.05 s/(m1/3) 
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for rails; and (5) 0.02 s/(m1/3) for roads, pavements (Environment Agency, 2013a). 
 
Fig. 7. Maximum flood depth of the study area obtained for the 30-, 100- and 1000-year design 
rainfall with the rainfall reduction approach. The red lines represent the flood extent obtained from 
the EA maps. 
The spatial results for the maximum inundation extent and depth in the study 
area considering 30-, 100- and 1000-year return periods are presented in Fig. 7. The 
red lines represent the flood extents from the EA maps, extracted from the WMS 
service, and the blue shades represent the maximum water depths obtained by 
CADDIES. As expected, the underpass at Wallington station had the highest water 
depth of about 1.5 m. Thus, the simulation results of a sub-area underneath the 
Wallington station are highlighted and shown in detail. In the rainfall reduction 
approach, the CADDIES results show a good agreement between the modelled 
maximum inundation (extent and depth) and the EA results for all return periods when 
the drainage capacity was set to 6 mm/h, as shown in Figs. 8(a), (b) and (c). This 
demonstrates that CADDIES is capable of reproducing results that are in agreement 
with the ones obtained from the JFlow + 2D model. 
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Fig. 8. Maximum flood depth in the underpass at Wallington station for the 30-, 100- and 
1000-year design rainfall events using the rainfall reduction approach and constant infiltration 
approach. The red lines represent the flood extent from the EA maps. 
The spatially variable infiltration rates were set and validated by comparing 
model predictions with the EA results using the rainfall reduction approach. Different 
combinations of infiltration rates were investigated, for example, the rate for green 
land use type was chosen from 15, 20, 25, 30, 35, 40 and 45 mm/h, and the rate for 
other layers, such as roads, manmade surfaces and similar areas was chosen from 10, 
15, 20, 25 and 30 mm/h. TP, FP and FN in Wallington were counted by comparing the 
flood extent obtained from the model and the identified flood extent from the EA 
maps. The TPR and PPV were obtained from the 35 combinations of infiltration rates 
for 30-, 100- and 1000-year return periods. The resulting relationships between TPR 
and PPV are shown in Fig. 9. For example, each circle data point corresponds to one 
combination of the infiltration rate for the rainfall with the 30-year return period. 
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However, trade-offs exist between the two objectives, and even more extensive 
solution sets can be generated using various assumptions. 
 
 
Fig. 9. True positive rate and positive predictive value for each combination of infiltration rates 
under the 30-, 100- and 1000-year design rainfall events. The triangles show the results of the 
combination of infiltration rates, i.e., 25 mm/h and 15 mm/h for the green land cover and other 
land covers, respectively. 
 
In order to select the most appropriate combination of infiltration rates from the 
corresponding parameter sets in Fig. 9, we further compared the flood area of the 
underpass at Wallington station with the reported flood areas (1084 m2, 1756 m2, and 
2280 m2 for the 30-, 100- and 1000-year design rainfall events, respectively) from EA 
flood maps, as this is a critical area with potentially severe consequences. Table 2 
shows the PPV, TPR and flood area of 4 combinations of infiltration rates. When 
using the combination of 25 mm/h and 15 mm/h, there are minimum differences 
between the flood areas obtained from the model and those from EA maps. 
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Table 2 True positive rate, positive predictive value and flood area of underpass for 4 different 
combinations of infiltration rates under the 30-, 100- and 1000-year design rainfall events. 
Infiltration rates 
(mm/h) 
30-year 100-year 1000-year 
Green 
land 
Other land 
covers 
PPV TPR Area (m2) PPV TPR Area (m2) PPV TPR Area (m2) 
20 10 0.32 0.99 1416 0.52 0.88 1916 0.66 0.66 2364 
25 15 0.39 0.98 1264 0.56 0.82 1720 0.67 0.63 2320 
30 10 0.35 0.99 1376 0.54 0.86 1872 0.67 0.64 2324 
35 10 0.36 0.99 1356 0.55 0.85 1864 0.67 0.64 2348 
 
As shown in Fig. 9 (triangles), a combination of infiltration rates, i.e., 25 mm/h 
and 15 mm/h for the green land cover and other land covers, respectively, were 
chosen using the confusion matrix analysis in combination with the inundation extent 
comparisons for the underpass at Wallington station. The results for the inundation 
extent obtained from the constant infiltration approach show a better agreement with 
the EA results, as shown in Figs. 8(d), (e) and (f), than the rainfall reduction approach. 
In addition, the temporal evolution of flood volumes and areas for the study 
region and the underpass at Wallington station for a design rainfall of 30-year return 
period are presented in Fig. 10. The flood volumes during the first 30 minutes of the 
simulations are low for both approaches, and then they increase rapidly (the peak 
rainfall occurs at about 30 minutes from the start). The flood volume obtained using 
the constant infiltration approach begins to decrease after 60 minutes due to the 
continuous drainage. However, the flood volume obtained using the rainfall reduction 
approach stays relatively flat after reaching its peak because drainage is not allowed 
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in the model setting. The results demonstrate the approach using constant infiltration 
rate can better reflect the physical phenomena where the excess runoff is absorbed by 
the sewer system. But the peak volumes from both approaches are similar, for 
example, the maximum flood volumes are 1,643 m3 and 1,784 m3 for the constant 
infiltration and the rainfall reduction approaches, respectively. The flood area curves 
in Fig. 10(b) show a similar trend to the flood volume curves, and the maximum flood 
areas are 4,108 m2 and 4,252 m2, respectively. 
Similarly to Figs. 10(a) and (b), the flood volumes and areas in the underpass at 
Wallington station under two different infiltration conditions, are shown in Figs. 10(c) 
and (d). The flood volume and area from the rainfall reduction approach show the 
same trends as with the entire study area. However, the changes for the constant 
infiltration approach are slow because the limited inlet drainage capacity cannot 
quickly drain away the amount of ponding water that has concentrated into the area. 
The peak values of volume and area obtained using both approaches are similar, i.e., 
the maximum flood volume and area from constant infiltration and the rainfall 
reduction approaches are 984 m3 and 1308 m2, and 1080 m3 and 1360 m2, 
respectively. 
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Fig. 10. Flood volume and area over time for the 30-year return period rainfall with the constant 
infiltration approach and rainfall reduction approach. (a) and (b) for the entire study area, (c) and 
(d) for the underpass at Wallington station, respectively. 
4.2. The impact of terrain data 
To investigate the influence of the terrain data on flood simulation results at 
Wallington station, four different terrain data versions described earlier (i.e. DEM, 
DSM, DEM I and DEM II) with the grid size of 1 m x 1 m were used. Spatially varied 
rainfall hyetographs were applied to different parts of the catchment covered by four 
radar cells in CADDIES. Fig. 11 shows the modelled inundation depth and extent 
results at 14:50 on 7 June 2016, which can be compared to the inundation identified 
from the photos in Fig. 6. Furthermore, the identified inundation volume and area 
calculated with simplified formulas (1) and (2) are 1,023 m3 and 1,285 m2. 
 The use of the bare DEM results in a significant loss of urban feature 
information, such as buildings and roads. As shown in Fig. 11(a), the flood extent is 
larger than that estimated from the photos and there is flooding inside buildings. This 
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is because the water can flow over the building layer when using the DEM data for 
modelling. However, the photos in Fig. 6 show no flooding inside buildings. Clearly, 
output is affected to a large extent by the bare DEM without considering the blockage 
effect of buildings. The DSM data includes terrain features, such as road and railway 
embankments, bridges and tunnels, which may change flow paths and can influence 
the flood evolution over time (Vacondio et al., 2016). For example, as shown in Fig. 
11(b), the flood was divided into two parts by the railway bridge. Thus, topography is 
one of the critical factors affecting the simulation results. In order to achieve a 
satisfactory output, terrain data were revised to achieve correct description of these 
important features. 
Fig. 11(c) and (d) show the inundation depth and extent obtained using DEM I 
and DEM II. The main difference between the two DEMs is the building height raised 
to reflect the blockage effect, i.e., 0.3 m or 5.0 m. The flood volume and area of the 
underpass at Wallington station with DEM I are 2,137 m3 and 2,113 m2, respectively. 
They are, however, 1,894 m3 and 1,932 m2, respectively for DEM II. The simulation 
results show that the inundation obtained using DEM I terrain data is larger than that 
with DEM II. However, the results obtained using DEM II are closer to observations, 
so they are considered better than those obtained with DEM I. This is particularly 
relevant to the treatment of buildings in high resolution urban flood modelling. The 
building height used DEM I is 0.3 m, so the flow through buildings is allowed to 
occur once the depth exceeds the assumed depth threshold. This confirms the finding 
that the raised building height has an effect on simulation results (Environment 
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Agency, 2013b). 
 
Fig. 11. The modelled inundation (extent and depth) at Wallington station at 14:50 on 7 June 2016 
by using different terrain data, (a) the original bare DEM, (b) the DSM, (c) the revised DEM I 
with the building blocks raised by 0.3 m, and (d) the revised DEM II with the building blocks 
raised by 5.0 m. The red boundary line represents the observed flood areas at 14:50 on 7 June 
2016. 
4.3. The impact of drainage capacity 
As discussed above, the combination of constant infiltration rates of 25 mm/h 
and 15 mm/h for green land and other land covers, respectively, was selected to get 
similar results with the EA study. However, when we applied that scenario to the 7 
June 2016 event, the modelled results showed differences from the inundation 
identified from collected photos, i.e., it was larger than the identified inundation, 
which indicated that the infiltration rates used in the model could be lower than the 
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real drainage capacity. Therefore, three more scenarios of infiltration rates were 
chosen for further impact analysis of drainage capacity: ‘Infiltration I’ with 30 and 20 
mm/h; ‘Infiltration II’ with 40 and 30 mm/h; and ‘Infiltration III’ with 50 and 40 
mm/h, with the first value used for the green land and the second for other land covers. 
The flood maps at Wallington station under different infiltration scenarios are shown 
in Fig. 12, and all these flood maps were obtained with terrain data of DEM II. 
 
Fig. 12. The modelled inundation (extent and depth) at Wallington station at 14:50 on 7 June 2016 
by using different sets of infiltration rates, (a) 25 mm/h and 15 mm/h, (b) 30 mm/h and 20 mm/h, 
(c) 40 mm/h and 30 mm/h and (d) 50 mm/h and 40 mm/h. The red boundary line represents the 
flood areas at 14:50 on 7 June 2016. 
Table 3 shows the resulting inundation (volume and area) for the underpass at 
14:50 for the simulations using the different drainage capacity scenarios. The 
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inundation volume and area for the underpass gradually reduce with increasing 
drainage capacity, i.e., 1894, 1686, 1314 and 1014 m3 for the scenarios as 
‘Infiltration’, ‘Infiltration I’, ‘Infiltration II’ and ‘Infiltration III’, respectively. The 
results show that the ‘Infiltration III’ produced the flood volume and area by far 
closest to observations, with minor differences of 9 m3 and 87 m2 (0.9% and 6.8%) 
respectively. 
 
Table 3 Inundation volume and area for the underpass at Wallington station at 14:50 on 7 June 
2016 from photos and modelled by using different infiltration rate scenarios. 
 Estimated ‘Infiltration’ ‘Infiltration I’ ‘Infiltration II’ ‘Infiltration III’ 
Volume (m3) 1023 1894 1686 1314 1014 
Area (m2) 1285 1932 1788 1546 1372 
 
Finally, the scenario of ‘Infiltration III’ settings is used with the design rainfall of 
30-, 100- and 1000-year return periods. Fig. 13 shows that the modelled flood extent 
estimates for different return periods are smaller than that from the EA study values. 
The results indicate that the drainage capacity in the EA study might be 
underestimated, which is also supported by the EA’s latest review of approaches to 
represent drainage capacity for surface water mapping (Environment Agency, 2017). 
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Fig. 13. Maximum flood depth of the underpass at Wallington station under the 30-, 100- and 
1000-year design rainfall with infiltration sets of 50 mm/h and 40mm/h. The red lines represent 
the flood extent from the EA’s map. 
5. Conclusions 
In this paper a holistic framework was developed to utilize the publicly available 
data to extract flood-related information for model calibration and validation. The 
proposed procedure allows the cross-validation of the derived data that improves the 
quality and reliability of the information. We also compared different parameter 
settings to investigate how to represent the influences of urban key features on flood 
propagations in high resolution modelling approach. Two methods, rainfall reduction 
and constant infiltration, were investigated and compared to reflect the soil infiltration 
and urban drainage network capacity when those information sources are absent. 
Furthermore, the impact of four different methods for extracting relevant terrain data 
was investigated through numerical simulations. The framework was tested on a case 
study of the Wallington (London) storm event on 7 June 2016. Specifically, the 
following conclusions could be drawn. 
(1) The identified flood information obtained from social media is a useful 
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source for setting the model parameters. 
(2) Two approaches for representing soil infiltration and drainage capacity, which 
were tested in this work, lead to different flood evolution results. The results of the 
rainfall reduction approach are not capable of reproducing in full the expected 
behaviour where the flood volume and area recede gradually after the flood peak 
occurs. The constant infiltration approach can describe the recession process better 
and should therefore be used for urban flood modelling. 
(3) Urban micro-features, including buildings and underpasses, have significant 
influence on the inundation extent and depth. The results from the study suggest the 
building height should be raised by 5.0 m and the underpass elevations should be 
revised according to the actual flow condition. 
This analysis improves understanding of urban flood processes and helps 
decision-making in flood risk management. Even though this study is developed for a 
small area, the knowledge generated from the CADDIES application can be scaled up 
to the city scale application by addressing the basic questions of how to set different 
drainage capacity and how to identify the important urban features in a large-scale 
terrain data. An automatic methodology for extracting flood information from photos 
should be further developed and we will study this in the future. Furthermore, many 
1D/2D coupled models have been developed in recent years (Chen et al., 2007; 
Leandro et al., 2009), which can be used for identifying which of the simplified 
approaches for taking into account infiltration for urban flood modelling. There is a 
need to further compare the results of 1D/2D with the 2D models using the rainfall 
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reduction and constant infiltration approaches. 
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