The hydrodynamic Q-tensor model has been used for studying flows of liquid crystals and liquid crystal polymers. It can be derived from a variational approach together with the generalized Onsager principle, in which the total energy decreases in time.
Introduction
The liquid crystal is an intermediate phase, which possesses properties of both the liquid and the solid simultaneously. Namely, there exists some partial order either in space (positional order) or in molecular orientation (orientational order) in liquid crystals. There are several types of liquid crystal phases classified based on their orientational and the positional order, including the nematic phase, the cholesteric phase, the smectic phase, the biaxial phase, and the columnar phase (cf. [1, 2] ). Each type requires a specific free energy to characterize its symmetry, thermodynamic properties and static behavior. There has not been a unified theory that applies to all liquid crystal phases presently. For flows of liquid crystals, hydrodynamics must be coupled with their thermodynamic properties. The variational principle together with the generalized Onsager principle has emerged as a new paradigm to derive proper hydrodynamic theories for flows of complex fluids, including liquid crystals. Theories so derived normally possess a variational structure as well as the energy dissipation property [3] [4] [5] [6] [7] [8] [9] .
There have been two primary types of theories for this flowing material system, each of which targets a different length scale and phenomena. The kinetic theory is built upon a microstructural probability distribution function coupled to a macroscopic flow field. A representative of the kinetic theories is the well-known Doi-Hess theory for flows of nematic liquid crystal polymers (cf. [10] ), which describes mesoscopic dynamics of flows of nematic liquid crystals. The other is the continuum model for flows of nematic liquid crystals that we consider in this paper.
In the continuum description of flows of nematic liquid crystals, there exist mainly two descriptions for the average molecular orientation of liquid crystal molecules. One uses a unit vector (known as the director), that represents the macroscopic orientation of nematic liquid crystals. The representative models are the Ericksen-Leslie model [11] and its extensions to include a scalar order parameter for variable degree of orientation [12] . There have been a quite large number of works on the analysis [12] [13] [14] [15] [16] and numerical study of these two models [13, 17, 18, 8, 19, 20] . The least desirable aspects of the unit vector model are its singularities at point defects and inability to represent line defects as well as biaxiality. An alternative approach is to use a second order tensor M with tr(M) = 1 (i.e. the trace of M is 1) to describe the macroscopic orientation of liquid crystals, which is identifiable with the second moment of the orientational (or microstructural) distribution function of liquid crystals in a kinetic theory [21] . In practice, the deviatoric part of the second moment tensor or the Q-tensor, Q = M − 1 3 I is often used in place of the second moment tensor [22, 23] . It measures the deviation of M from its isotropic value. Here Q is a symmetric, traceless 3 × 3 tensor. It has been established in [23] that the director theories are derivable from Q-tensor theories in the weak flow and weak elastic limit. Thus, it is perceived that director theories are applicable to low molecular weight liquid crystals while the tensor based model can be applied to liquid crystal polymers as well.
In this paper, we focus on a Q-tensor theory for flows of nematic liquid crystals. To facilitate our presentation, we define two tensor spaces: the symmetric second order tensor space M and the symmetric, traceless second order tensor space M tr 0 M = {M : M ∈ R 3,3 , M = M T }, M tr 0 = {Q : Q ∈ R 3,3 , Q = Q T , tr(Q) = 0}, (1.1) where tr(Q) is the trace of tensor Q. We define projection operator P : M −→ M tr 0 as follows
For any Q ∈ M tr 0 , one can always decompose Q in its spectral representation
where n i , i = 1, 2, 3 are the unit column eigenvectors of Q, (which forms an orthonormal basis in R 3 ), and λ i are the corresponding eigenvalues. Since tr(Q) = 0, one deduces
In addition for liquid crystals, − 3 . If λ i ̸ = λ j , i ̸ = j, then Q is called biaxial, otherwise Q is called uniaxial. So, the Q tensor model can describe both uniaxiality and biaxiality in flows of nematic liquid crystals while the director model such as the Ericksen-Leslie model can only handle uniaxiality.
For nematic liquid crystals, we consider the following free energy in the Q tensor model
where Ω is the material domain, L is an elastic constant and F B (Q) is the bulk free energy density, given by
where a, b, c are constants, c > 0 is usually assumed so that F B (Q) can attain a minimum which is physically required. Let D denote the rate of strain tensor and W the vorticity tensor as
with (∇u) i j = ∂ j u i , i, j = 1, 2, 3. The nondimensionalized hydrodynamic Q-tensor model of nematic liquid crystals is summarized as follows (cf. [7, 24, 25] )
with (H∇Q) k = H i j ∇ k Q i j , and
where ρ is the dimensionless density which is normally set to ρ = 1, H is the molecular field, the first two terms in S together with the material derivative of Q define the Gordon-Schowalter derivative, p is the hydrostatic pressure, Σ is the elastic stress tensor, 1/M is the relaxation time, ξ is a geometric parameter of the nematic liquid crystal molecule that is confined between −1 and 1 (cf. [24] ). In the following, we work with the dimensionless equations. The initial conditions of the system are
For the boundary conditions, u and Q are either 12) where Q 0 and Q 0 are prescribed tensor functions as the initial and boundary conditions of the orientational tensor, respectively, and u 0 is a prescribed initial velocity. The hydrodynamic Q-tensor model has been studied in various flow geometries like shear and elongation flows to predict rheological properties of nematic liquid crystal polymers [26, 24, 21, 7, 27] . For some analytical and numerical works related to this model, we refer to [28, 16, [29] [30] [31] and the references therein. Despite that some numerical codes are developed to simulate flow behavior of nematic liquid crystals using the model, there have never been a systematic effort to analyze the numerical scheme used for solving the model equations exploring the variational and dissipative property of the model (1.7). As we will show in the next section that the governing system of Eqs. (1.7) obeys a total energy dissipation law. It would therefore be desirable to develop numerical schemes that respect the energy dissipation property. This type of numerical scheme is called the energy stable scheme. The challenge to developing efficient numerical schemes while preserving energy stability for this model lies in (i) the bulk potential (1.5) is highly nonlinear, and (ii) there exists a strong coupling between the velocity field u and the orientational tensor field Q, in the nonlinear stress term Σ (defined in (1.10)) and the term S (defined in (1.9)). In [25] , we have designed a first and a second order semi-discrete scheme in time employing both the convex-splitting strategy [32] [33] [34] and the stabilizer approach [35, 36] , and showed the developed numerical schemes are unconditionally energy stable. However, the second order scheme is nonlinear and implicit, which can potentially lead to difficulties in numerical implementation and normally requires nontrivial iterations.
Recently, we have developed a general strategy to transform a series of nonlinear bulk potentials into quadratic forms via the change of variables in [37] [38] [39] [40] [41] [42] [43] [44] [45] such that one can readily obtain a linear numerical scheme for various stiff dissipative systems that involve nonlinear potentials in complex forms. We coined a name for the practice: energy quadratization. In this paper, we will follow the energy quadratization strategy to develop numerical schemes to solve the governing system of equations in the Q-tensor model. The obtained new semi-discrete scheme is not only linear and second order accurate, but also unconditionally energy stable in the sense that it maintains energy dissipation at the semi-discrete level irrespective of the time step in the discretization. This novel energy quadratization strategy can be readily adapted to develop linear, stable numerical schemes for models derived via total energy variation [46-48, 34,49] .
In the implementation of the numerical scheme, we discretize the temporal semi-discrete scheme in space using a second order finite difference method subject to the given boundary conditions. We then implement the second order, linear, unconditionally energy stable scheme on a GPU card to enhance computational efficiency. We first benchmark the convergence rate numerically through a mesh refinement test and then study four different examples with a focus on defect dynamics in flows of nematic liquid crystals. These include (i) how defects of the same degree separate from each other in the case of Dirichlet boundary conditions for the Q tensor; (ii) how hydrodynamics affect defect dynamics in the case of defect nucleation and annihilation; (iii) how boundary conditions dictate defect dynamics; and (iv) how shear flow affects defect dynamics in a cavity flow geometry. These numerical examples are presented to demonstrate the effectiveness of the numerical scheme in revealing the intricate dynamics of liquid crystals with defects.
The rest of the paper is organized as follows. In Section 2, a new equivalent reformulation of the hydrodynamic Q-tensor model is presented based on the energy quadratization strategy. In Section 3, a second order semi-discrete, linear scheme in time is presented, where we show rigorously that this new scheme satisfies the discrete energy dissipation law. In Section 4, various numerical examples are presented to validate the accuracy and stability of the scheme. Finally, we give a concluding remark in Section 5.
Model reformulation
We now reformulate model (1.7) into an equivalent form using the energy quadratization strategy developed recently [50, [37] [38] [39] [40] [41] [42] [43] [44] [45] , from which we develop novel numerical schemes to solve the governing system of equations in the Q-tensor model. Before proceeding, we introduce some notations that will be used throughout the paper.
For any second order tensor functions M 1 , M 2 , vector function u, v and scalar functions f, g in L 2 (Ω ) space, where Ω is the domain of the functions, we define the following L 2 inner products:
Consequently, the L 2 norms of second order tensor, vector, and scalar functions are given respectively by
We establish the following bounded property for the bulk potential F B (Q) firstly.
Theorem 2.1. Given any constant c > 0, the bulk potential
has a uniform lower bound that only depends on a, b, c.
Proof. We denote the three eigenvalues of Q by λ 1 , λ 2 , λ 3 . Then 4) subject to the constraint
Without loss of generality, we consider a larger domain for
In the domain
we easily show that
, F B (Q) has a uniform lower bound that only depends on a, b, c.
By Theorem 2.1, for any given parameters a, b, c (c > 0), we can always pick a constant A 0 , that only depends on a, b, c, such that F B (Q) + A 0 > 0. Then, we introduce a new scalar variable q defined by
It follows that
In terms of the new symbol q, we rewrite the free energy as follows:
We further denote
One can easily see that B(u, u) = u · ∇u when ∇ · u = 0. We remark that the extra term
was first introduced in [51] . Then, we have the broadly used property as follows (cf. [52, 53] ).
Lemma 2.1. Given the trilinear form
it follows that
if u, v are periodic or satisfy
where d is the dimension of the domain Ω .
Using the above notations, we rewrite the dynamic equations in (1.7) into the following form
where
Here we use slightly different notations H and σ to present H and Σ after the new intermediate variable q is introduced. Notice that in (2.14), no boundary condition for q is necessary since the equation for q is only ODE with time, thus it only needs an initial condition at every x:
The boundary conditions of u and Q are given in (1.12).
Before we derive the energy dissipation law for the PDE system (1.7) or its equivalent system (2.14), the following lemma is needed.
Proof. From (1.9), we have
From (1.10), we have
The combination of the left hand side of (2.20) gives (∇ · Σ , u); analogously, the combination of the right hand side of (2.20) gives (H, S). This completes the proof.
We next establish the energy law for the system (1.7) as follows.
Theorem 2.2. The total energy in model (1.7) satisfies the following dissipation law
Proof. We calculate the energy dissipation rate for (1.7) directly. It follows from the chain rule that
δQ ) = −H and use (2.14), we then have
Applying Lemmas 2.1 and 2.2 and noticing that (u, −∇ p) = (∇ · u, p) = 0, we arrive at (2.21).
Since the new model (2.14) and model (1.7) are identical, they satisfy the same energy dissipation law as in (2.21), but in terms of the new variable q, it reads as follows
Numerical schemes
In this section, we develop time-marching numerical schemes for the newly transformed system (2.14). Let δt > 0 be the time step size and t n = n δt for 0 n. We denote the discrete value of the variable (•)(x, t) at t n as (•) n (x), where (•) denotes a generic physical variable. We next present a linear, second order, semi-discrete scheme in time and show that the new scheme is unconditionally energy stable. To simplify the presentation,we introduce the following notations
where ( ·) n+1 denotes an intermediate approximation of (·).
Scheme for the hydrodynamic coupled model
The second order, linear, numerical scheme for the hydrodynamic model (2.14) is given in the following.
. Then for any n ≥ 0, we obtain (u n+1 , p n+1 , Q n+1 , q n+1 ) through the following two steps:
Step 1: we solve for ( u n+1 , Q n+1 , q n+1 ) using
and the boundary conditions are either
Step 2: we solve for (u n+1 , p n+1 ) using
where the boundary conditions are either (i) periodic or (ii) u n+1 · n| ∂Ω = 0.
Notice that from (3.2), we can express q n+ 1 2 as
Then, we can substitute it into the equation for H n+1/2 in (3.3). As a result, the equation for q n+1 is decoupled from the others. Thus, we can solve for (Q n+1 , u n+1 ) firstly and then q n+1 in step 1. Specifically, the transport equation for Q n+1 in the scheme can be reformulated as follows
We need to prove scheme (3.7) is a linear mapping from M tr 0 → M tr 0 .
Theorem 3.1. Given Q n−1 , Q n ∈ M tr 0 , The scheme (3.7) (or (3.2)) warrants that Q n+1 ∈ M tr 0 . Proof. Taking the trace for the discrete transport equation of Q n+1 in (3.7), we obtain
Given that Q n−1 , Q n ∈ M tr 0 , we derive
It then follows from (3.9) that
Taking the L 2 inner product of the above equation with tr(Q n+1 ), we arrive at 12) which implies tr(Q n+1 ) = 0.
In addition, we can show Q n+1 is symmetric. From scheme (3.2), given Q n , Q n−1 ∈ M, the transport equations for Q = (Q n+1 ) T . Finally we conclude Q n+1 ∈ M tr 0 .
Remark 3.1. For scheme (3.5), we can decouple u n+1 and p n+1 in two steps: we solve for p n+1 firstly and then u n+1 . Taking divergence on both sides of (3.5), we obtain a Poisson equation for p n+1 :
The Poisson equation is solved either subject to the Neumann boundary condition ∂ n p n+1 | ∂Ω = 0 or the periodic boundary condition, that is decided by the boundary conditions of other variables. Afterwards, u n+1 is updated by the following formula:
Therefore, the scheme defined in (3.2)-(3.5) is equivalent to the following algorithm which is more easily to be implemented.
Step 2: solve for q n+1 from
Step 3: solve for p n+1 from the Poisson equation
Step 4: update u n+1 using
We next prove the unconditional energy stability of the scheme defined in (3.2)-(3.5) (or its equivalent version in (3.15)-(3.19)) as follows. 19) ) is unconditionally energy stable, satisfying the semi-discrete energy dissipation law 20) where E n is defined by
Proof. First, we take the L 2 inner product of the equation for  u n+1 , Q n+1 , q n+1 from (3.2) with δtu and δtq
Using the expression of H n+ 1 2 in (3.3) and substituting it into (3.23), we have
Next, taking the L 2 inner product of (3.5) with
In addition, from (3.5), we obtain the following by taking the L 2 inner product of (3.5) with
Taking the L 2 inner product of (3.5) with δtu n+1 , we have
From (3.5), we obtain
Adding Eqs. (3.27)-(3.29), we end up with
Similar to Lemma 2.2, we have
Finally, we combine (3.22), (3.24), (3.25) and (3.30) to obtain
This completes the proof.
Remark 3.2. In Schemes 1 and 2, the pressure field is decoupled from the other variables through the projection method (cf. the references in the overview of projection method in [54] ). One alternative scheme to solve the system is using the following "coupled" scheme where the velocity and the pressure are coupled together. The scheme reads as follows.
Given the initial values of
This scheme is linear and second order in time. This scheme is also suitable for the Stokes flow where the material derivative of u vanishes. To solve the coupled linear system (in particular velocity field u and pressure p), we need an efficient preconditioner (cf. [55] ). Moreover, we can prove that the coupled scheme still follows the energy law with a similar proof as Scheme 1. We omit the details here due to their similarity.
We next establish the uniqueness of the solution for the Scheme (3.2)-(3.5) (or (3.15)-(3.19)).

Theorem 3.3. The scheme defined in (3.2)-(3.5) (or (3.15)-(3.19)) admits a unique solution.
Proof. Assuming that  u 1 , Q 1 , q 1 and  u 2 , Q 2 , q 2 are two solutions of (3.2), we let
Thus  u 0 , Q 0 , q 0 are the solutions of the following system
By taking the L 2 inner product of (3.36) with  u 0 , (3.37) with −(
2 ), (3.38) with q 0 , and combining all equalities, we arrive at
We deduce thatũ 0 = 0, q 0 = 0, and Q 0 = 0. Since the uniqueness and existence for (3.5) is easy to establish, we complete the proof.
Scheme for the Q-tensor model
If hydrodynamic effects are so weak that they can be neglected, model (2.14) reduces to a nematodynamic equation system
We refer to it as the reduced model in this paper. Following the same strategy in the development of schemes for the coupled model, we devise a linear, second order numerical scheme as follows:
Applying identity (3.6), we write Q n+1 as the solution of the following linear system
We have the following result for the linear operator  A. Proof. For any Q ∈ M tr 0 , we have  AQ ∈ M tr 0 from Theorem 3.1. For any (Q 1 , Q 2 ) ∈ M tr 0 satisfying the boundary condition (1.12),
Thus the linear operator  A is self-adjoint. Moreover, for any Q ∈ M tr 0 , one can easily derive
The "=" is valid if and only if Q = 0. Then, the proof is complete.
Remark 3.3. The unconditional energy stability of scheme (3.41) for the simple model (3.40) can be established similar to Theorem 3.2. We omit the details here. We emphasize that scheme (3.42) is extremely efficient since the linear operator in (3.42) is positive definite, thus it can be solved by many efficient linear solvers, e.g., BiCG, GMRES, or other Krylov subspace methods.
Remark 3.4. Although we consider only time discrete schemes in this paper, the results here can be carried over to any consistent finite-dimensional Galerkin type approximations since the proofs are all based on a variational formulation with all test functions in the same space as the space of the trial functions. About the standard analysis technique when the space discretization is involved, we refer to [35, 33] .
Numerical results
We now present some numerical experiments in two space dimensions to validate the theoretical results derived in the previous section and demonstrate the efficiency, energy stability and accuracy of the proposed numerical schemes. Here, the semi-discrete Scheme 1 is further discretized in space via the equal-spaced, finite difference method. Then, it is implemented on a GPU for computational efficiency, as each mesh point can be mapped into a single computational thread, shown in Fig. 1(b) . In the following, we will use the color map depicted in Fig. 1(a) to denote changes of a scalar and use the following model parameter values (unless otherwise stated):
We note that the choice of the gauge value A 0 in the free energy functional does not affect the results at all. Thus, its value can be chosen as any value so long as it serves our purposes, i.e. the definition of q(Q) makes sense.
Accuracy and stability test
We first test convergence rates of Scheme 1. The following initial conditions
are used.
We perform the refinement test of the time step size. The numerical errors are calculated as the difference between the solution of coarse time step and that of the adjacent finer time step. We present the Cauchy sequence of L 2 errors at t = 1 with different time step sizes in Table 4 .1. We observe that the scheme is second order accurate. Table 4 .2 The stability comparison of Scheme 1 with the second-order nonlinear implicit scheme in [25] . The energy at t = 1 is shown, where the first row of energy is calculated by Scheme 1 and the second row of energy is calculated by the second-order nonlinear implicit scheme in [25] . The "×" sign indicates the numerical solver does not converge. 
Stability test
We further compare the stability of Scheme 1 with the second-order implicit scheme developed in [25] . We choose L x = L y = 2, and a = − 
where atan2(x, y) is the standard function to calculate the arctangent of y/x, and k = 4. In Table 4 .2, we show the free energy at t = 1 calculated with different time steps using both schemes. We notice that Scheme 1 converges to the correct solution, as the time step decreases. But the implicit scheme of [25] does not converge when using relatively larger time steps. That means Scheme 1 can allow much larger time step from the stability concern than the nonlinear implicit scheme of [25] . On the other hand, due to the second order accuracy, Scheme 1 can provide acceptable results even with very time step. For instance, when δt = 0.01, the relative error is only 0.77%.
Dynamics of defects in liquid crystals
In this subsection, we study defect dynamics in flows of liquid crystals numerically using the implemented linear scheme. We conduct a study of a point +1 defect subject to the Dirichlet boundary condition on Q. This study aims to demonstrate the initial point +1 defect (initial data) is unstable, and how the degree 1 defect splits into two 1/2 defects and then evolves to reach a steady state. Specifically, we use the default parameter values and a domain
We use the no-slip boundary condition for u, u| ∂Ω = 0 and a Dirichlet boundary condition for Q:
For the example shown in Fig. 2 , the initial value of Q 0 is given by
We compute the planar mode where Q x z , Q yz = 0 initially. We note that these two components remain zero for all time. This means that e = (0, 0, 1) T is always an eigenvector of Q and Q zz is the corresponding eigenvalue. In the entire simulation, the eigenvalue is not the largest. So, the major director, the eigenvector corresponding to the largest eigenvalue of Q is on the x y plane. The liquid crystal orientation on the x y plane is primarily described by the major director and the eigenvalue difference of the two eigenvalues corresponding to the two eigenvectors on the x y plane, which are plotted in Fig. 2 . The velocity field and the energy density function with respect to time are also shown. The eigenvalue difference of the two eigenvalues corresponding to the eigenvectors on the x y plane is a true measure of the degree of orientation of the liquid crystal. When the difference is zero, it represents a state of the liquid crystal whose orientation on the x y plane is isotropic and dominant. We refer to this state as the defect, which may include an isotropic state or an oblate state. From the simulation in Fig. 2 , we observe that the initially imposed +1 defect is not stable so that it splits into two + 1 2 defects over time subject to the Dirichlet boundary condition. The two 1 2 defects move away from each other slowly inducing a weak velocity field shown in Fig. 2(m-n) , where two pairs of vortices are shown existing around the defects when they are near the boundary. One pair is much weaker than the other. When the defect pair moves away from the boundary, the weaker vortex pair goes away leaving the stronger vortex pair correlating with the pair of defect. 
Effect of hydrodynamics on liquid crystal dynamics
In this example, we examine how hydrodynamics affect liquid crystal dynamics by numerically integrating both the hydrodynamic model (2.14) and the nematodynamic model (3.40) and then study them comparatively. We use the same initial data, the set of parameter values and boundary conditions whenever appropriate. Namely, we use the default parameter values together with η = 0.1, and λ = 1 in this example. The initial data are given by and the boundary conditions are given by
There exists a mismatch in orientation in the circular region and the rest of the domain initially. We will see how this mismatch amplifies over time. The simulation with hydrodynamics is shown in Fig. 3 while the one without hydrodynamics is given in Fig. 4 . One can easily see that dynamics predicted by the two models are totally different. The defects in the simulation of the hydrodynamic model consist of two pairs of ± 1 2 defects that eventually annihilate each other. Whereas, in the model without hydrodynamics, the defects stay in a ring form and the ring shrinks with time. Eventually, the ring disappears. This simulation shows hydrodynamics has a significant impact on transient dynamics of liquid crystals and nematodynamics alone would not render the correct defect dynamics. Therefore, any conclusions drawn from the nematodynamics need to be scrutinized. We remark that the knee or step in the energy plot in Fig. 3(n) and Fig. 4(n) is due to the annihilation of defects, at which energy decreases slightly.
Anchoring effect at the boundary
In this example, we examine how anchoring boundary conditions influence liquid crystal dynamics. We use the same initial values, and the set of parameter values, but different boundary conditions. The domain is set at L x = 2, L y = 1. In the simulation shown in Fig. 5 , we impose the Dirichlet boundary condition for Q:
In the simulation shown in Fig. 6 , we employ the Neumann boundary condition for Q:
By comparison, we observe a huge difference in terms of defect dynamics with the two different boundary conditions, indicating the dominating role played by the boundary anchoring condition in defect dynamics in liquid crystals. With the Dirichlet boundary condition, we observe a large number of defect creation and annihilation. Whereas the number of defects are considerably less in the case with the Neumann boundary condition. In the case of the Dirichlet boundary condition, there are four defects. In (a), the total defect count is eight 1 2 defects and six − 1 2 defects. In the case of Neumann boundary conditions, only two clusters of defects exist, each of which is composed of four 1 2 defects. The left cluster consists of all negative ones while the right cluster is composed of all positive ones. The pair of defects in the middle attract each other while the other six close to the boundary are attracted to the boundary. The middle pair annihilates each other, whereas the others all moved out of the domain. At the end of the simulation, all defects disappear from the computational domain.
This comparison indicates that the defects in the case of Dirichlet boundary condition tend to annihilate each other so that the number of surviving defects is the difference between the positive and negative defects initially, whereas, the defects in the Neumann boundary condition tend to migrate out of the domain after some near-neighbor annihilation. In the end, no defect survives in the computational domain. Hence, the boundary condition is instrumental to long time dynamics of defects in the liquid crystal system. The numerical simulations are summarized in Figs. 7, 8 , respectively. We see that defects shed off near the shearing boundary due to shear. As time goes by, more defects are created by shear within the cavity flow geometry. The orientational field, represented by the principal eigenvector or major director, at various time slot is shown in Fig. 7 , where the flow patterns become increasingly heterogeneous in space with time. Fig. 8 depicts the director orientation together with the difference of eigenvalues of Q corresponding to the two eigenvectors on the x y plane. Corresponding to the increasingly complex flow pattern, the orientational structure also becomes more complex and heterogeneous. 
Defect dynamics in a sheared cavity
Conclusion
In this paper, a novel, second order in time, linear scheme is developed to simulate liquid crystal flow systems governed by a hydrodynamic Q-tensor model. The new scheme demonstrates the following features. First of all, it is linear, which requires less computational cost to compute and is easy to implement. Secondly, it is second order and unconditionally energy stable in time. This allows us to use larger time steps while preserving the accuracy in numerical simulations. It extends our earlier work on a similar model using a first order and a second order in time nonlinear scheme. This new scheme performs much better than nonlinear schemes which requires additional iterations. Several numerical examples are presented to demonstrate the usefulness of the new scheme and to exhibit a host of interesting defective dynamics in various liquid crystal flows. The energy quadratization methodology employed here can be extended to fairly general generalized hydrodynamic models governed by systems of dissipative partial differential equations.
