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ABSTRACT 
 
PERFORMANCE EVALUATION OF MULTIPLE ANTENNA SYSTEMS 
 
by 
M-ADIB EL EFFENDI 
The University of Wisconsin-Milwaukee, 2013 
Under the Supervision of Professor Devendra Misra 
 
Wireless traffic is in a continuous increase and there are growing demands for wireless 
systems that support higher interference suppression and noise mitigation for mobile and 
cellular communications. Single antenna systems use frequency or time diversity to 
overcome the multipath fading effect as it represents a major problem that results in sever 
performance degradation. However, frequency diversity is inefficient in terms of 
bandwidth requirements and time diversity needs slow time varying channels. Space 
diversity has been proposed as an alternative to the former schemes where more antennas 
are added to the transmitter and/or receiver. Nevertheless, when multiple antennas are 
used; two different gains can be employed to boost system performance represented by 
the space diversity gains and array gain and it is not yet clear which gain has better 
performance as most of the published work study each one separately. Further, there is a 
variety of beamforming algorithms can achieve a high array gain to mitigate noise and 
interference. However, because each algorithm uses a different approach to achieve this 
goal, an ambiguity arises in some of their performance aspects as it is possible that some 
algorithms may have similar performance in interference suppression but varies in their 
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capability in mitigating noise or vice versa. This may have a big impact on their 
performance in some environments where the interference and noise floors vary 
considerably and yet no study has fully addressed this problem. In this work, multiple 
input multiple output antenna systems were investigated using a variety of antenna 
configurations and algorithms to evaluate their performance under different noise and 
interference levels using MATLAB software modeling tools. It was found that array gain 
gives higher system performance in comparison with the space diversity gain and can be 
considered the most optimal scheme. After analyzing the performance of different 
beamformers, it was found that phase shift and MVDR beamformers both have the same 
capability in mitigating white noise while they vary in their ability in interference 
suppression depending on the level of SINR of the surrounding environment. Also, Frost 
beamformer shows high interference suppression while its noise mitigation capability is 
very low which limits its use in applications where the noise floor is higher than the 
interference floor. 
Keywords: beamformers, transmit diversity, receive diversity, space time coding 
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Chapter 1: Introduction 
1.1 Background and previous work: 
Multiple input multiple output (MIMO) antenna systems have been a hot topic for 
investigation for the last two decades due to their promising capabilities in providing high 
data rates and better performance in comparison with single input single output (SISO) 
systems. One of the main problems in wireless systems is the characteristics of the 
wireless channel which has a big impact on the quality of the overall system due to 
multipath fading. In general, the behavior of the wireless channel varies depending on the 
environment that surrounds both the transmitter and receiver sides. For example, in 
satellite communication systems where there is a direct line of sight between the 
communicating units; multipath fading is negligible, but in cellular and mobile 
communications scenarios where there are a lot of obstacles and no direct line of sight is 
available between the transmitting and receiving units; different replicas of the original 
signal arrive to the receiver from different paths which can be added either constructively 
or destructively depending on the phase or time delay of each replica [1] and results in 
multipath fading. Signal multipath fading is directly affected by the speed of both the 
transmitting and receiving ends such that fading increases with increasing speed and vice 
versa. Mitigating this problem can be done by increasing the transmission power of the 
wireless link in order to increase the signal to noise ratio which results in improved 
system performance, but this technique is power consuming especially for handheld 
mobile devices in which battery life time is extremely important. Other techniques use 
time or frequency diversity to solve this problem. However, time diversity suffers from 
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large delays in slow varying channels because it uses time interleaving [2]. On the other 
hand frequency diversity consumes high bandwidth which is a big waste of the frequency 
spectrum. A previous work conducted in 1991 by Wittneben [3, 4] suggested the use of 
space diversity to improve performance and his method is based on using finite impulse 
response filters with different coefficients that are chosen to achieve optimal diversity 
gain. In 1997 Seshadri and Tarokh [5] made a big contribution by designing space time 
trellis codes for multiple antenna systems, and it combines transmit diversity with 
forward error correction to achieve high performance gains. However, their design comes 
with a big cost of more processing which increases as a function of both the diversity 
order and bandwidth efficiency [2]. To fully address this problem, Alamouti [2] proposed 
in 1998 a novel scheme that uses two transmit antennas and one receive antenna using 
special space time block codes that are simple to implement and  can achieve an 
improved performance while maintaining a constant bandwidth. A lot of contributions 
have been made since then and in the same year Tarokh [6] proposed a novel technique 
that adds a coding gain which results in better performance. Before that time, space 
diversity was achieved by increasing the number of antennas at the receiver side while 
employing one antenna at the transmitter side and the diversity which results from this 
method is called receive diversity. However, this method has a big disadvantage 
represented by the more computational complexity at the receiver side. However, the 
techniques that are adopted to achieve transmit diversity are different from those used to 
achieve receive diversity. In the first case the proposed space time coding by Alamouti is 
used while in the second situation maximum ratio combining is employed at the receiving 
unit. It should be mentioned that transmit diversity can be achieved even if two or more 
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antennas are used in the receiver as long as space time encoder and decoder are used in 
the transmitter and receiver chains respectively. Nevertheless, as long as encoding in the 
transmitter side manifests itself in more processing times, the corresponding system may 
show a slow behavior and supply low data rates. Other schemes have been proposed to 
replace the encoding and decoding chains with linear signal detection methods at the 
receiver side to get higher data rates but there is an ambiguity in terms of their level of 
performance compared with the transmit and receive diversity schemes. All the former 
methods are for single user MIMO systems where one user exists in the network. In 
multiuser MIMO systems, the situation becomes more complicated as another problem 
represented by interference coming from different users is added to the multipath fading 
problem. Therefore, other techniques are needed to deal with this situation because the 
aforementioned schemes do not have the capability of interference suppression. Since 
2001 a lot of researchers contributed to overcome this obstacle starting from Caire and 
Shamai [7] who proposed in that year a precoding method called dirty paper coding 
(DPC) to overcome the overall channel effect and showed an acceptable performance. In 
2002 Fischer and others [8] applied Tomlinson-Harashima Precoding invented by 
Harashima in 1972 which uses a precoding technique to eliminate interference and has 
low power requirements. The final contribution came by Peel and others [9] in 2005 
when they proposed a technique that improves performance by regularizing the inverse of 
the channel response through the addition of an identity matrix. All of these three 
techniques assume one antenna is present at the receiver side represented by the mobile 
unit where no space diversity is available to the receiver. However, if the receiving unit 
has two or more antennas then space diversity can be used to suppress multipath fading 
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while the interference problem still exists. This problem has been a predicament until 
finally cracked in 2004 by Choi and Murch [10] who were able to decompose the 
multiuser MIMO channel to single user MIMO channels which cancel all interference 
and then linear detection techniques can be used at the receiver to suppress the multipath 
fading problem. All of the presented schemes employ omnidirectional antennas where no 
beam directivity exists. On the other hand, there is a lack of investigation that study the 
application beamformers used for radar and sonar in mobile communications where 
directional beams are formed to the desired users and array gains are achieved instead of 
diversity gains. For this purpose, there are a lot of statistical algorithms can be applied to 
optimize system performance on the receiver side such as Frost [11], Minimum Variance 
Distortionless Response (MVDR) and Least Constrained Minimum Variance (LCMV) 
algorithms [12] based on minimizing the mean squared error, while the phase shift 
approach [13] can be employed at both at the receiver and transmitter sides. The phase 
shift approach improves performance at the receiver by making an alignment of the 
received signal phases to achieve constructive addition of waveforms, while it adjusts the 
phases of the antenna elements at the transmitter to form directional beams to the 
intended receiver. However, the performance of each algorithm among others is totally 
unclear. Further, a clear judgment weather beamforming outperforms space diversity 
techniques remains missing. 
1.2 Problem description and thesis overview: 
Although there have been a lot of investigations that studied multiple antenna systems for 
both single user and multiuser scenarios, a lot of gaps in each scenario still exist because 
those investigations are recent. In the single user systems, a fair comparison that 
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addresses the performance of space diversity under the same conditions is still missing. 
Further, most of the investigations that treated multiuser systems do not take into account 
the increased number of users on system performance and as the performance depends on 
the number of antennas in the receiving unit, they do not show a complete performance 
comparison between single antenna and multiple antenna receivers under similar 
conditions as well. This work tries to bridge these gaps to offer a fair comparison 
between the single user MIMO systems on one hand and multiuser MIMO systems on the 
other hand to find the optimal scheme for each case. The major contribution of this work 
is to study the performance of beamforming systems represented by phase shift, MVDR, 
LCMV and Frost beamformers, and give a detailed analysis of their capabilities in 
suppressing interference and noise under different interference and noise floors to fully 
address the usability of each beamformer in different applications. This is because most 
of the published studies do not take into account the level of noise and interference floors 
separately on the overall ability of beamformers in achieving sufficient performance in 
applications where the noise and interference floors vary significantly. Therefore, a 
detailed analysis is required that takes those points into account which is the basic aim of 
this work. A further step is taken to model some of the performance aspects with 
mathematical functions using OriginLab analysis software to enable performance 
predictions in real time applications. Also, a performance comparison between the space 
diversity schemes and beamforming schemes is presented to find the optimum approach 
that gives the highest performance possible and consequently make a judgment weather 
beamforming outperforms space diversity techniques.  
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Chapter 2: Single User MIMO Systems 
Chapter Summary: 
In this chapter, the aim is to resolve part of the ambiguity that governs some of the 
performance aspects of the space diversity schemes for single user MIMO systems. In 
this work, the outdoor fading environment is considered where multipath fading exists. 
First, the basic principles and theory that describe the single user schemes are presented 
then the results and findings of this work are listed. 
2.1) Introduction: 
Modern wireless communication systems and mobile technology use smart antenna 
systems that have capabilities in adapting with different conditions of the wireless 
channel in order to support both high quality and data rates for mobile users. The ability 
of smart phones that employ this type of antennas to cope with the changes of the indoor 
and outdoor environments requires adaptive techniques to make radio communications 
more robust. Traditional systems use time and frequency diversity techniques which are 
based on the principle that says: the probability that multiple statistically independent 
fading channels experience deep fading simultaneously is very low [14]. Based on this 
idea the former diversity techniques work as follows: 
1) Time diversity: 
In this technique the signal of interest is transmitted over different time slots, and because 
the channel conditions change with time; there should be one time instance where at least 
one of the transmitted versions of the signal experience low fading [15].  
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2) Frequency diversity: 
This scheme transmits the signal of interest on different frequencies with a frequency 
separation big enough to make the fading that occurs at one frequency different from the 
fading which occurs at the other frequency [16]. However, because the frequency 
spectrum is a scarce resource this makes such type of scheme inefficient [16]. 
3) Space diversity: 
MIMO antenna systems use a diversity scheme that is different from the former two 
schemes called space diversity which uses multiple antennas that are sufficiently 
separated in order to make the signal in each path experience a different fading such that 
the correlation between paths is very small [17]. This scheme can be divided into transmit 
diversity, receive diversity [17] and spatial multiplexing techniques. Figure 2.1 shows the 
former diversity schemes: 
 
Figure 2.1 Illustrations of time, frequency, and space diversity techniques 
2.2) MIMO channel model: 
In order to study the performance of MIMO systems, it is important to understand the 
behavior of MIMO channels because it is different from the channel model that 
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characterizes the behavior of the general wireless single input single output (SISO) 
system. The models that describe the indoor and outdoor environments are different and 
in this work the outdoor case is considered where a Base Station (BS) and a Mobile 
Station (MS) exchange wireless data as shown in Fig. 2.2: 
 
Figure. 2.2 MIMO wireless channel model 
One of most recent models that provide an accurate description of the above channel was 
developed by Pedersen and others [18] in the year of 2000 using a simple statistical 
model. In this model, assuming a Uniform Linear Antenna (ULA) array; the received 
baseband signal vector can be written as (bold style letters refer to a matrix notation 
through this work) [18]: 
 =
∅ −  +… . . … 1.1	 
: the complex amplitude of the  component. 
: delay of the  component. 
∅: incidence azimuth of the  component. 
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: transmitted information signal 
Here it has been assumed that [, , ∅], !", ", ∅"]………… !, , ∅] are independent 
identically distributed (iid) processes. The received signal vector can be written as [18]: 
 = !#, #", #$, …… . #%] … . . … 1.2 
Where the components in  are the signals at the output of the M antenna elements. 
∅ is the array steering vector and can be omitted in space diversity schemes where no 
directional beams are formed and it can be written as [18]: 
 = !'∅, '"∅, '$∅,…… . '%∅]… . . … 1.3 
 is a complex white Gaussian noise processes with identical power density [18]: 
 = !,", $, …… .%] 	… . . … 1.4 
2.3) Transmit Diversity: 
The general block diagram of the transmit diversity scheme is shown in Fig. 2.3 below: 
 
Figure 2.3 General block diagram of transmit diversity MIMO systems  
2.3.1) Alamouti Scheme: 
Transmit diversity is used in the uplink where MSs transmit data streams to the BS. As 
mentioned before, Alamouti was the first who invented this approach and here the basic 
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principles of this scheme are shown. Figure 2.4 clarifies Alamouti’s approach which is a 
specific case of the former block diagram: 
 
Figure 2.4 Alamouti Scheme 
The basic idea of this scheme is to achieve the diversity gain which is defined as the 
increase in the signal to noise ratio in a MIMO antenna system compared to the gain of a 
SISO antenna system [19]. This is done by transmitting two replicas of each symbol 
through each of the transmitting antennas in two different time slots in order to make the 
fading of the replicas independent of each other [20], and here the process details are 
shown. Assuming two channel gains ℎ and ℎ" along a time invariant channel [14]: 
ℎ = ℎ + +, = ℎ = |ℎ|./012 … . . … 1.5 
ℎ" = ℎ" + +, = ℎ" = |ℎ"|./014 … . . … 1.6 
Where |ℎ|and  denote the amplitude gain and phase rotation respectively. In the first 
time slot, the information symbols and " are transmitted by the antennas Tx1 and Tx2 
respectively, and the received signal 6at the end of the first time slot is [20]: 
6 = ℎ + ℎ"" + 7… . . … 1.7 
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Where 7 is a complex noise sample. During the second time slot, a transformed version 
of the two symbols is transmitted such that the negative conjugate of " is transmitted by 
Tx1 and the conjugate of  is transmitted by Tx2 as shown in Fig. 2.4 above. In other 
words, the assignment of the time slots to the transmitter antennas is swapped, therefore; 
the received signal at the end of the second time slot can be expressed as [20]: 
6" = −ℎ"∗ + ℎ"∗ + 7"… . . … 1.8 
Where 7" is a complex noise sample. The idea behind the transform and swap is that the 
consecutive time slots are not faded independently, therefore; no diversity gain would be 
achieved by mapping the transformed replicas to the same antennas of the first time slot 
[20]. At the receiver side, the two transmitted symbols are separated using a channel 
estimator as shown in Fig. 2.4. Therefore; the extracted symbols are [20]: 
; = ℎ<<<6 + ℎ"6"<<< = |ℎ|" + |ℎ"|" + ℎ<<<7 + ℎ"7"<<<… . . … 1.9 
;" = ℎ"<<<6 − ℎ6"<<< = |ℎ|" + |ℎ"|"" + ℎ"<<<7 − ℎ7"<<<… . . … 1.10 
Alamouti code word can be expressed in a matrix form as [14]: 
? = @ −"∗" ∗ A… . . … 1.11 
By using a maximum likelihood detector; the receiver can decide the more likely 
transmitted symbol based on the lowest Euclidean distance measure [20]. One of the 
important properties of this codeword is orthogonality and all codes that use the above 
principle are called orthogonal space time block codes (OSTBC), and this can be shown 
as follows where I is the identity matrix [14]: 
12 
 
 
 
?.?B = @||" + |"|" 00 ||" + |"|"A = ||" + |"|"C ⇒ ? is orthogonal 
2.3.2) Generalization on Alamouti Scheme: 
Alamouti scheme can be expanded to engage  transmit antennas and  receive 
antennas as shown in Fig. 2.5: 
 
Figure 2.5 Alamouti scheme for  system  
If Eis the transmitted signal from the Ftransmit antenna during symbol period, the 
received signal at the Greceive antenna during the symbol period can be given as 
[14]: 
60 = H IJK		Lℎ0		ℎ0"…… . ℎ0MNO PQQ
QR ...MNST
TTU + V0… . . … 1.12 
Where K and IJ are the noise and signal powers respectively. During a period of T 
symbols for the Greceive antenna, the former relation becomes [14]: 
L6	6". . 60O = H IJK		Lℎ0		ℎ0"…… . ℎ0MNO PQQ
QR ...MN
...MN"
… 
...MNST
TTU 
+LV0V0"…V0O… . . … 1.13 
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If  receive antennas are assumed then it is possible to write [14]: 
PQQ
QR 6...6MW
6"...6MW"
… 6
...6MWSTT
TU = H IJK	 PQQ
QR ℎ...ℎMW
ℎ"...ℎMW""
…
ℎMN...ℎMWMNST
TTU 
X
PQQ
QR ...MN
...MN"
… 
...MNST
TTU + PQQ
QR Y...YMW
Y"...YMW"
… Y
...YMWSTT
TU … . . … 1.14 
2.3.3) Transmit Diversity with Channel State Information (CSI): 
In the above approach only the receiver knows the channel state information (CSI). 
However, if the transmitter can get a feedback about CSI then the diversity gain should 
be improved. This can be done through the use of codewords which leads to the principle 
of precoding. In this approach the CSI is represented by codewords in a form of 
quantized vectors [14]. The receiver at the receiving end estimates the CSI and maps this 
information to the most appropriate codeword and feeds the index of the corresponding 
codeword back to the transmitter which already has the same codeword list. The 
transmitter then gets a sense of the CSI and adjusts the transmitted signal by picking 
another codeword that reverses the effect of the channel [14]. Figure 2.6 shows this 
scheme:  
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Figure 2.6 Block diagram of transmit diversity with precoding 
The question here is how to design the codewords in order to achieve improved system 
performance. Love and Heath [21] answered this question in a paper published in 2005 
when they suggested a codeword design criterion that minimizes the error probability of 
the symbol errors of the precoded system. Consequently, the transmitted symbol is 
multiplied by a codeword in advance that opposes the channel response and the received 
signal is given as [14]: 
Z = HIJ [\ + ]… . . … 1.15 
Where h is the channel matrix vector, W is the precoding matrix vector, Z is the noise 
vector, C is the codeword matrix vector,  is the noise power and IJ is the signal 
power. The error probability can be expressed as [14]: 
PrI``a`|B ≤ expf− IJK ||B\gE,0||"4 h… . . … 1.16 
Where ||. ||"is a second order norm and IE,0 = 'E − '0 is the error matrix between the 
transmitted and received codewords 'E and	'0 (F ≠ G. According to Love and Heath, the 
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optimum codeword jklwill be the one that minimizes this error probability function 
which consequently maximizes B\gE,0 [14]: 
jkl = argopX\∈r,Es0 ||B\gE,0||"r = argopX\∈r ||B\||"r … . . … 1.17 
Where F is a codebook which contains a set of codewords such that [14]: 
t = u\v,\w, …… . ,\xy… . . … 1.18 
The design of the former codewords is beyond the scope of this research. However, here 
the practical codewords that are adopted by the IEEE 802.16e specification are used in 
this work and were proposed by a team of researchers in Bell Labs and based on Discrete 
Fourier Transform (DFT) [22]: 
t = u\z{|, }\z{|, …… . , }~/v\z{|y… . . … 1.19 
The proposed coefficient is given as [22]: 
\r = 1√+
PQQ
QQQ
R 1.E" /.E" "/...E" //STT
TTT
U
; 				+,  = 1,2, …… . ,  .					. … . . … 1.20 
Where L is the number of points in Fourier Transform, and  is [22]: 
} = .E" 2 ⋯ 0⋮ ⋱ ⋮0 ⋯ .E" N = Fp f@.
E"2	MN 	.E"	4MN 	.E"	MN …….E"	MNMN Ah… . . … 1.21 
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The E variables are determined such that the following minimum chordal distance is 
maximized [14]: 
 = argpXu2,2,…Nymin,",…MN/ \z{|, }\z{|… . . … 1.22 
In the case of IEEE 802.16e WiMax the above variables are given as [14]: 
j = 1√4 PQQ
QR1 1 11 .E"	" .E"	$11 .E"	.E"	 .
E"	.E"	 ST
TTU,	 
jE = Fp .E"	 	.E"	 	.E"	 	.E"	 E/j, F = 2, . .64.					 … . . … 1.23		 
2.4) Receive Diversity: 
Another method for achieving high performance is to use more antennas at the receiver 
side with maximum ratio combining (MRC) to get a receive diversity while one antenna 
is used at the transmitter. In this case, the space time block coding is not used as in the 
transmit diversity scheme, but the noise effect is alleviated by the use of MRC at the 
receiver. The MRC scheme works by combining the signals with the highest magnitude 
while the rest of the received signals are attenuated as shown in Fig. 2.7: 
 
Figure 2.7 MRC scheme 
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The combined signal can be expressed as [14]: 
6% = HIK\[X +\]… . . … 1.24 
WhereI , K  are the signal and noise powers respectively, X is the received signal, [ 
represents the channel response matrix and ] is a noise vector. \ is a weight vector that 
represents a phase shift to make appropriate alignment of the received signal phases and 
it is found such that the signal to noise ratio is maximized [14]: 
 = IK |\[|"||\||"… . . … 1.25 
The above ratio is maximized at \ = [∗which yields  = M  ||ℎ||"[14]. 
2.5) Spatial Multiplexing: 
Other methods of implementation depend totally on signal detection algorithms of the 
spatially multiplexed signals at the receiver side without any coding or additional 
processing at the transmitter. Here three methods for linear detection are presented. 
2.5.1) Linear Detection: 
Linear detection aims to cancel all signals except the signal of interest from the desired 
antenna [14]. There are three basic methods that can be used to detect spatially 
multiplexed signals; zero forcing (ZF) detection, minimum mean square error (MMSE) 
detection and maximum likelihood (ML) detection. The ZF and MMSE methods 
decouple the received MIMO signals into uncorrelated signals [23] and the detection of 
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each symbol is given by a linear combination of the received signals [14]. Figure 2.8 
shows a general block diagram of spatially multiplexed MIMO systems: 
 
Figure 2.8 Spatially multiplexed MIMO systems  
2.5.1.1) ZF Detection: 
The ZF technique cancels the channel effect by using the following matrix [14]: 
\¡{ = B¢B/B¢… . . … 1.26 
The detected symbol is found as [14]: 
?£¡{ = \¡{ = ? + B¢B/B¢¡ = ? + ¡£¡{… . . … 1.27 
Where . ¢is the Hermitian transpose operation. The power of the expected value of the 
noise is found to be [14]: 
I¤||¡£¡{||"¥ = 
¦]w¦§w … . . … 1.28
MN
E  
Where ¦]and ¦§ are the variances of noise and signal respectively.  
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2.5.1.2)  MMSE Detection: 
The MMSE algorithm detects the transmitted symbol by minimizing the mean squared 
error u?£ − ??£ − ?¢y [23], and the weight matrix is given as [14]: 
\¨¨©ª = B¢B+ ¦]wC/B¢… . . … 1.29 
Where ¦] is the noise variance that needs to be known at the receiver. The F row vector 
«¬,¨¨©ª can be found by optimizing [14]: 
«¬,¨¨©ª = ­®¯«°2,°4,…..,°N	±­² |«[§|wII ∑ |«[§|w + ||«||wMN0,0sE ¦]w… . . … 1.30 
The estimated symbol at the receiver is [14]: 
?£¨¨©ª = \¨¨©ª = B¢B+ ¦]wC/B¢.  = ?£ + B¢B+ ¦]wC/B¢¡
= ?£ + ¡£… . . … 1.31 
The expected noise power can be found as [14]: 
I¤||¡£¨¨©ª||"¥ = 
 ¦]w¦§w¦§w + ¦]w"
MN
E … . . … 1.32 
2.5.1.3) ML Detection: 
The maximum likelihood detection has a very simple principle which is based on the 
exhaustive search by calculating the Euclidean distance between the received signals and 
all possible transmitted signal vectors in order to maximize the likelihood function which 
is shown in Fig 2.9 and given as [24]: 
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´|? = 1µ¶"M exp f− || − B?||w¶" h… . . … 1.33 
 
Figure 2.9 Likelihood function 
 Where: N is the number of all possible vectors. Therefore, the estimated symbol is the 
one that satisfies the following criteria [14]: 
?£% = argmin || − B?||"… . . … 1.34 
2.6) Results and findings: 
Transmit Diversity Versus Receive Diversity: 
In this section one of the aims of this work has been met where a detailed comparison 
between the former single user MIMO schemes is presented under similar conditions to 
find the optimum scheme which results in the highest performance possible. All analysis 
assumes outdoor environment and similar noise and multipath fading conditions where a 
lot of scatterers exist between the transmitting and receiving units. It also assumes single 
user scenarios with omnidirectional antennas in a flat fading channel environment and 
both the transmitting and receiving units are not moving. First, the performance of 
transmit diversity is investigated for different number of transmit antennas and the results 
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are shown in Fig. 2.10 below (equations 1.5-1.14). It can be seen that increasing the 
number of antennas at the transmitter increases system performance because the diversity 
gain increases as well. For example, in the 21 system the diversity order is 2 because 
there are two different paths followed by the signal, and when the diversity order is 
doubled in the 41 system the bit error rate took a further shift downwards indicating 
better performance. It should be mentioned that OSTBC is a generalization of Alamouti’s 
21 system where the same principle of Alamouti’s space time block coding is used. 
 
Figure 2.10 Alamouti 21and OSTBC 41 
Next, the same diversity order is maintained but instead of employing 4 antennas at the 
transmitter; 2 antennas are moved to the receiver and 2 are kept at the transmitter to get 
2X2 system. Then, a combiner is implemented at the receiver with ML detection 
(equation 1.34) in order to combine the received signals from the two antennas, and the 
results are shown in Fig. 2.11: 
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Figure 2.11 OSTBC 4X1 compared to 2X2 
The performance has been improved by a considerable amount although the diversity 
order did not change and this is because there is a receive diversity gain added to the 
transmit diversity gain which results in better noise mitigation. Consequently, in order to 
give a fair judgment weather receive diversity outperforms transmit diversity two systems 
have been implemented, the first system has 4 transmit antennas and 2 receive antennas 
(4X2 system), and the other has 2 transmit antennas and 4 receive antennas (2X4) system 
(equation 1.14). Both systems have similar fading conditions and employ ML detection at 
the receiver side (equation 1.34). The results are listed in Fig. 2.12 below: 
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Figure 2.12 4X2 Vs 2X4 Systems 
It is clear that the system which employed 4 antennas at the transmitter has lower 
performance which reveals that under similar conditions receive diversity outperforms 
transmit diversity. However, because more antennas at the receiver side implies more 
processing is required, consequently; if the receiver is a mobile unit then this means 
shorter battery lifetime because more computations are required to extract the 
information signal. Next, the precoding scheme employed by IEEE 802.16e WiMax 
networks is implemented for the sake of finding its noise mitigation capability in 
comparison with the former schemes. First, percoding has been implemented for 2X1 
system (equations 1.17- 1.23) and compared with 4X1 system without precoding and the 
results are shown in Fig. 2.13: 
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Figure 2.13 OSTBC 4X1 Vs Precoded Alamouti 2X1 
The reported results are highly important because it shows that the 2X1 system can 
achieve better performance with precoding than the 4X1 system with no precoding. 
Therefore, two antennas can be saved which corresponds to saving 50% of the emitted 
power and consequently reducing 50% of the interference levels taking into account the 
used antennas are omnidirectional. However, if the percoded 2X1 system (equations 1.15-
1.23) is compared to the 2X2 (equation 1.14) with no precoding (has the same diversity 
order of 4X1) where both transmit and receive diversity exist, then almost similar 
performance is observed except at high SNR where the precoded 2X1 seems to have 
better performance as shown in Fig. 2.14 below: 
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Figure 2.14 Precoded Alamouti 2X1 Vs OSTBC 2X2 
Moving to the receive diversity, transmitter and receiver chains have been implemented 
in order to address the performance of receive diversity. It is assumed that the receiver 
has perfect knowledge of the channel state information and the received signal is 
combined at the receiver using MRC followed by a maximum likelihood detector. First, 
1X2 system is implemented (equations 1.24, 1.25), then more antennas are added to the 
receiver and the results are shown in Fig. 2.15 below: 
 
Figure 2.15 System performance of MRC 
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Increasing the number of antennas at the receiver side improved performance and no 
space time coding is used in this scheme. Next, precoded Alamuoti 2X1 is implemented 
(equations 1.15-1.23) taken into account the same noise level and channel conditions of 
the receive diversity scheme (equation 1.34) and the performance of both systems is 
listed for the sake of comparison as shown in Fig. 2.16: 
 
Figure 2.16 MRC 1X2 Vs Precoded Alamouti 2X1 
The reported result is very interesting as it shows that precoded Alamouti which is a 
transmit diversity scheme where the transmitter has perfect knowledge of the channel 
state information outperforms the receiver diversity scheme for the same diversity order 
(which is 2 in this case). This can be explained as follows; noise is added to the signal 
after being broadcast in the way to the receiver and even if the receiver has perfect 
knowledge of the channel state information in the receive diversity scheme, there is no 
possibility to eliminate the effect of noise as it is already combined with the received 
signal. Therefore, what the receiver does to reduce the noise is combining different 
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replicas that experience low noise and fading to maximize the signal to noise ratio which 
has limited capability as the receiver cannot control the amount of added noise in the 
signal. On the other hand, if the transmitter has perfect knowledge of the channel state 
information, then it uses adaptive procedure to adjust the broadcast signal by adding the 
reverse of the channel such that when the channel effect takes place it can be highly 
reduced, and the signal arrives to the receiver with a very little noise which results in 
better performance. However, if the transmitter does not have perfect knowledge of the 
channel then the performance may get lower and in such a situation the receive diversity 
could result in better performance.  
Spatial Multiplexing Vs Transmit and Receive Diversity: 
Spatial multiplexing employs a minimum of two antennas at each side of the 
communication link and it does not employ any space time coding or precoding 
techniques, therefore its performance is unclear as it uses transmit and receive diversity 
implicitly with linear detection at the receiver. This work aims to address this problem, 
and for this purpose three linear detection algorithms; ZF, MMSE and ML have been 
implemented using different number of antennas. First, the performance of each 
algorithm (equations 1.27, 1.31, 1.34) for a 3X3 system is shown in Fig. 2.17: 
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Figure 2.17 System performance of spatial multiplexing 
The results of this work show that if the ZF and MMSE algorithms are applied to MIMO 
systems then at low SNR both algorithms show similar performance while at high SNR 
the MMSE shows better performance. This can be explained by looking back at the 
equations that express their noise powers which are listed here for convenience: 
I¤||¡£¡{||"¥ = 
¦]w¦§w
MN
E ,			I¤||¡£¨¨©ª||"¥ = 
 ¦]
w¦§w¦§w + ¦]w"
MN
E  
It is clear that at low SNR the variances of the noise (¦]) and signal (¦§) have close 
values which makes the noise powers in both algorithms close to each other and this 
manifests itself in a similar performance at low SNR, but as the SNR increases; the noise 
variance becomes lower and the noise powers of the former algorithms differ 
considerably which results in better performance in the MMSE approach. On the other 
hand, ML detection seems to have the highest performance because it does not work by 
minimizing the error presence in the received signal but rather by finding minimum 
distance between the received vector and a database of corresponding vectors, and in 
spite of the noise presence is still able to find the correct match because noise has a 
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limited effect in manipulating the distance between the original vector and the received 
vector. For this reason the ML approach appears to have an optimal performance. In 
order to find if the diversity order has an impact on the spatial multiplexing scheme, more 
number of antennas are added to both the transmitter and receiver sides (equations 1.27, 
1.31, 1.34) and the results are shown in Fig. 2.18: 
 
Figure 2.18 Spatial Multiplexing with increased diversity order 
Increasing the diversity order corresponds to higher performance as can be seen from the 
above figure. However, this increase in performance seems to be moderate compared to 
the value of the diversity order which has been increased from 4 (in the 2X2 system) to 9 
(in the 3X3 system) but yet the corresponding improvement seems to be lower than 
anticipated. To clarify the reason behind this behavior the receive diversity scheme has 
been shown in Fig. 2.19 with the rest of the former schemes: 
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Figure 2.19 Receive diversity Vs Spatial Multiplexing 
It is clear that receive diversity represented by MRC (equations 1.24, 1.25) falls in the 
same performance frame with the spatial multiplexing schemes (equations 1.27, 1.31, 
1.34) particularly with ML detection. This can be understood by knowing that the 
receiver chains in the receive diversity and spatial multiplexing schemes are similar as 
both use similar combining and linear detection methods, consequently they appear to 
have close performance and it can be said that ML 2X2 and MRC 1X2 are almost the 
same except that there is one more antenna at the transmitter in the ML 2X2 scheme. As a 
result, increasing the number of antennas in the transmitter side does not have a 
tremendous impact overall on performance taking into account that space time coding is 
not used at the transmitter. This reveals an important fact about how transmit diversity 
actually works where increasing the number of antennas alone does not have a major 
effect if no space time coding is accompanied at each antenna. This is because the paths 
that each antenna provides to the signal will not be faded independently, but rather a 
correlation between them will take place and space time coding helps to break this 
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correlation. Therefore, increasing the number of antennas alone does not have a major 
contribution in mitigating the noise effect and providing better performance. On the other 
hand, the precoding method (equations 1.15-1.23) which depends on the knowledge of 
CSI is shown on the same figure and it proves to be the most powerful approach. This 
concludes the results of the key performance aspects of single user MIMO systems, and 
Fig. 2.20 shows additional comparisons where the SISO system shows the lowest 
performance among the rest of the schemes and adding more antennas to the receiver 
always results in a better noise mitigation. 
 
Figure 2.20 comparisons between different schemes 
This work aims to find a mathematical formulation to describe the performance when the 
number of antenna elements is increased at the receiver side (equations 1.24-1.25). This 
helps predicting system performance when more antennas are employed at the receiver 
side for both the transmit and receive diversity schemes. In order to achieve this purpose, 
the SNR has been fixed at a constant value (2dB) while the number of antennas at the 
receiver has been increased, and the corresponding performance is recorded for both the 
transmit and receive diversity schemes. OriginPro mathematical modeling software has 
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been used to find the most accurate function that fits the obtained curve and the result of 
this modeling is shown in Fig. 2.21: 
 
Figure 2.21. Performance using different number of antennas 
According to the reported results, as the number of antenna elements increases at the 
receiver side the performance increases exponentially. In other words, the BER cure 
decreases with exponential behavior as shown in the above figure where the linear scale 
is considered instead of the logarithmic to visualize the effect. The reported exponential 
has the following form: 
6 = exp	p + ·X + ¸X" 
Where 6 is the performance measure (BER in this case) X represents the number of 
antenna elements at the receiver and p, ·, ¸ are constants which depend on the channel 
conditions. Next, the same simulation has been run but with employing space time coding 
at the transmitter side (equations 1.15-1.23) to see the effect of the added transmit 
diversity gain and the result is shown in Fig. 2.22 below with logarithmic scaling: 
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Figure 2.22 Effect of employing space time coding compared to MRC 
As can be seen, the curve of MRC has been shifted downwards when space time coding 
is used indicating the importance of space time coding in transmit diversity. 
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Chapter 3: Multiuser MIMO Systems 
Chapter Summary: 
In the near future, leading carriers are moving to the Long Term Evolution (LTE) service 
that aims to provide more throughput and higher data rates by adopting MIMO systems 
as it is one of the key enablers of such improvements [25]. However, as more users need 
to be served by one Base Station; new problems emerge due to the need to detect multiple 
streams from different users at the same time. Therefore; different interference 
cancellation techniques needs to be adopted at the Mobile Station to overcome this 
problem because the single user techniques which were described in the last chapter lack 
interference suppression capabilities. In this chapter, five different algorithms are 
investigated and their performance is analyzed under similar conditions in order to find 
the optimum scheme which leads to the lowest interference possible. First, the basic 
theory of each technique is presented and then the results and findings of this work are 
listed. 
3.1) Multiuser MIMO system model: 
Figure 3.1 shows the system model for multiuser MIMO: 
 
Figure 3.1 Multiuser MIMO system 
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3.1.1) Uplink Model (Multiple Access Channel): 
The uplink model describes the data streams that are directed from MSs to a BS and it is 
called the Multiple Access Channel (MAC) [14]. Let ? ∈ ℂMºbe the transmitted 
signal from the user where  = 1,2, … , », and %¼ ∈ ℂM½be the received signal 
from all the » users assuming ¾ is the number of antennas at the base station and % is 
the number of antennas at each mobile station, then the total received signal vector at the 
base station can be written as [14]: 
%¼ = B? + ¡ ⇒ vw..¿ = !Bv Bw . . B¿] 
?v?w..?¿ + ¡……… . 2.1 
Where: B ∈ ℂM½Mºis the channel matrix between the  MS and the BS and ¡ ∈
ℂM½ is a noise matrix.  
3.1.2) Downlink Model (Broadcast Channel): 
The downlink model describes the data streams that are directed from a BS to MSs and it 
is called the Broadcast Channel (BC) [14]. Using the same assumptions for the MAC 
channel, the received signal vector can be expressed as [14]: 
 = B? + ¡ ⇒ vw..¿ = 
BvBw..B¿ ? + 
¡v¡w..¡¿……… . 2.2 
3.2) Transmission methods for the broadcast channel: 
Here the methods for detecting data streams that are being broadcast to the MS which 
depend on the number of antennas at the receiving unit are investigated. The detection 
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methods used for the single antenna receivers are different from those for multiple 
antenna receivers and the reasons will be clarified next. In all coming treatments, the 
transmitter is always a BS and the receivers are MSs. 
3.2.1) Single antenna receivers: 
If the MS has only one receive antenna, then it will not be able to suppress any 
interference based on receive diversity principles. As a result, the transmitter needs to 
adopt precoding techniques to alleviate the interference effects [26] before transmission 
and this requires a perfect knowledge of the channel state information. There are four 
proposed methods to cancel the interference and noise effects for the single antenna 
receivers: dirty paper coding, Tomlinson and Harashima precoding, channel inversion 
and regularized channel inversion. 
3.2.1.1) Dirty Paper Coding (DPC): 
Caire and Shamai [7] proposed in 2001 an approach based on decomposing the channel 
matrix at the transmitter (assuming the channel is known to the transmitter) into an 
ordered set of interference channels such that the interference signal of the F user is 
generated as a linear combination of the signals transmitted in channels G < F [7]. 
Assuming three users, let ?£ = !;	;"	;$] be the precoded vector of the data signal  
? = !	"	$]. Consequently, the received signal vector at the MS is given as [8]: 
 = B?£ + ¡ ⇒ Á##"#$Â = Á
BvBwBÃÂ Ä
;;";$Å + Á
VV"V$Â……… . 2.3 
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Where B ∈ ℂ$ is the channel matrix. Decomposing B to an upper triangular matrix 
L and orthonormal matrix Q using LU decomposition (Cholesky decomposition) gives 
[14]: 
B = ~Æ = Á 0 0" "" 0$ $" $$ÂÇÈÈÈÈÉÈÈÈÈÊ~
ÁËË"Ë$ÂÌÆ
……… . 2.4 
Transmitting Æ¢? through the channel eliminates Æ due to the channel effect and we are 
left with ?. Therefore, the received signal vector can be rewritten as [14]: 
 = ~ÆÆ¢?	 + ¡ ⇒ Á##"#$Â = Á
 0 0" "" 0$ $" $$Â Á
"$Â + Á
VV"V$Â……… . 2.5 
• Signal received by user 1 is [14]: 
# = .  + V……… . 2.6 
Where . is a scaled version of . For interference free transmission we need [14]: 
 = ; ⇒ # = . ; + V……… . 2.7 
• Signal received by user 2 [14]: 
#" = ". ÇÉÊCÍÎÏ®ÐÏ®ÏÍÑÏ+ "". "ÇÉÊÒ§ÓÔÕ + V"Ö×§ØÙ = ". ; + "". " + V"……… . 2.8 
For interference free transmission we need [14]: 
#" = " + V"……… . 2.9 
This requires [14]: 
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" = ;" − """  = ;" − """ ;……… . 2.10 
• Signal received by user 3 [14]: 
#$ = $.  + $". "ÇÈÈÈÈÉÈÈÈÈÊCÍÎÏ®ÐÏ®ÏÍÑÏ + $$. $ÇÉÊÒ§ÓÔÕ + V$Ö×§ØÙ……… . 2.11 
For interference free transmission we need [14]: 
#$ = $ + V$……… . 2.12 
This requires [14]: 
$ = ;$ − $$$  − $"$$ "……… . 2.13 
From the above it can be seen that the precoding matrix for interference free transmission 
can be expressed as [14]: 
Á"$ÂÌÚÛÙÜ×ÝÙÝ
=
PQ
QQ
R 1 															0 																				0− """ 															1 																				0− $$$ + $"$$ """ 														− $"$$ 																				1ST
TT
U Ä;;";$ÅÌÒ§ÓÔÕ
……… . 2.14 
3.2.1.2) Tomlinson-Harashima Precoding (THP): 
Fischer and others [8] proposed this technique in 2002 for MIMO systems where non-
linear pre-equlization is performed at the transmitter to overcome the interference effect 
caused by the MIMO channel. Their approach is shown in Fig. 3.2: 
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Figure 3.2 THP for MIMO channels 
In this scheme the transmitted symbol XÞis expanded in order to achieve power saving 
because according to Shannon there is a tradeoff between power and bandwidth 
efficiency [27]. Therefore, expanding the constellation corresponds to the consumption of 
more bandwidth. Each symbol is expanded according to the following operation [14]: 
¸ = oßàXÞ = XÞ +  + G7……… . 2.15 
Where , 7 are chosen depending on the signal constellation. For o-ary PSK (where o 
is the number of points in the constellation) they are chosen as follows [8]: 
 = 2√oá ,			7 = 2√oâ ……… . 2.16 
Where á , âare the real and imaginary parts of the signal. The original symbol can be 
recovered by an opposite operation [14]: 
XÞ = oßà¸ = ¸ −  + G7……… . 2.17 
Given the data symbols Xã, then the precoded symbols X¢ are found as [8]: 
XÞ¢ = oßà äXãÞ −
 ·Þ. X¢Þ/ å = XãÞ + + G7ÇÈÈÈÉÈÈÈÊJlæçèéè	êëìík −
 ·Þ. X¢
Þ/
 ……… . 2.18	
		î = 1,2, … . ».			 
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Where ·Þ is a feedback matrix that contains the CSI. Assuming three users and applying 
the LQ decomposition method on the channel response as in DPC [14]: 
B = ~Æ = Á 0 0" "" 0$ $" $$ÂÇÈÈÈÈÉÈÈÈÈÊ~
ÁËË"Ë$ÂÌÆ
……… . 2.19 
Then we find that the precoded data symbols can be expressed as [14]: 
X¢ = aXã = Xã……… . 2.20 
X"¢ = a Xã" − """ X¢ = Xã" − """ Xã + 2ï" + G7"……… . 2.21 
X$¢ = a Xã$ − $$$ X¢ − $"$$ X"¢
= Xã$ − $$$ X¢ − $"$$ X"¢ + 2ï$ + G7$……… . 2.22 
Consequently, the received signal vector is [14]: 
Á66"6$Â = Á
 0 0" "" 0$ $" $$Â Ä
X¢X"¢X$¢Å + Á
VV"V$Â……… . 2.23 
• Signal received by user 1 [14]: 
6 = X¢ + V = Xã + V……… . 2.24 
• Signal received by user 2 [14]: 
6" = "Xã + ""X"¢ + V" = ""Xã" + ""2ï" + G7" + V"……… . 2.25 
By scaling and detection [14]: 
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6ã"ðêñæéè = 6""" = Xã" + 2ï" + G7" + V"""……… . 2.26 
Xò"ðééñéè = a ó 6ã"ðêñæéèô = Xã" + V"""……… . 2.27 
• Signal received by user 3 [14]: 
6$ = $X¢ + $"X"¢ + $$X$¢ + V$	6$ = $$Xã$ + $$. 2ï$ + G7$ + V$……… . 2.28 
By scaling and detection [14]: 
6ã$ðêñæéè = 6$$$ = Xã$ + 2ï$ + G7$ + V$$$……… . 2.29 
Xò$ðééñéè = a ó 6ã$ðêñæéèô = Xã$ + V$$$……… . 2.30 
3.2.2) Multiuser MIMO Channel Decomposition: 
Another approach was proposed in 2004 by Choi and Murch [10] based on decomposing 
the multiuser channel into separate single user channels to cancel interference after that 
the channel inversion technique can be used to mitigate noise effects. This approach is 
shown in Fig. 3.3: 
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Figure 3.3 Multiuser MIMO decomposition 
Let ¾ be the number of transmit antennas at the BS, %,is the number of receive 
antennas at each MS and K be the total number of users in the network. The data are pre-
processed at the BS before transmission and the received signal vector in the  MS can 
be written as [14]: 
Z = B
«ÞõÞ ö÷Þ + ¡ = B«ö÷ÇÈÉÈÊêEøçæ + 
 B«Þ
õ
Þ,Þs ö÷ÞÇÈÈÈÈÉÈÈÈÈÊáçéùúéùéçñé
+ ¡ÖMkE,é……… . 2.31 
Where: 
ö÷Þ: The data symbol vector of user K 
«Þ: The precoding matrix 
B: The channel matrix 
¡: The noise matrix 
The aim is to make the interference term equals to zero by selecting none zero precoding 
matrices. This condition can be expressed as [14]: 
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B«Þ = û,						∀ ≠ î 
For this purpose, a new channel matrix is constructed which contains the channel 
matrices of all users except the intended  user [14]: 
B = !B¢ … . .B¢/	B¢ý…… .B¢Þ]¢ ……… . 2.32 
Based on the proposed method in [10], by applying the singular value decomposition 
(SVD) on the matrix B we find [14]: 
B = þ!	û]!v	w]¢……… . 2.33 
Using matrix operations, if both sides are multiplied by w we get [14]: 
Bw = þ!	û] @vwA¢ w = þ !v]¢wÇÈÉÈÊ = þ ûð = û……… . 2.34 
Consequently, the best precoding matrix that cancels all the interference is	« = wand 
this gives the following received signal vector assuming three users [14]: 
ÁZvZwZÃÂ = Á
Bv Bv BvBw Bw BwBÃ BÃ BÃÂ Ä
\v?£v\w?£w\Ã?£ÃÅ + Á
¡v¡w¡ÃÂ = Á
Bv\v Bv\w Bv\ÃBw\v Bw\w Bw\ÃBÃ\v BÃ\w BÃ\ÃÂ Ä
?£v?£w?£ÃÅ + Á
¡v¡w¡ÃÂ 
ÁZvZwZÃÂ = Á
Bv\v û ûû Bw\w ûû û BÃ\ÃÂ Ä
?£v?£w?£ÃÅ + Á
¡v¡w¡ÃÂ……… . 2.35 
This way the multiuser MIMO channel has been decomposed to single user MIMO 
channels [10].  
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3.3) Channel Inversion: 
This method cancels the channel effect by multiplying the data stream with the opposite 
channel response at the transmitter such that the channel effect is cancelled when the 
signal arrives to the receiver [26]. For this reason, the CSI must be perfectly known to the 
receiver which feeds this information back to the transmitter. Figure 3.4 shows this 
technique: 
 
Figure 3.4 Channel Inversion 
Based on the above figure the transmitted signal can be written as [26]: 
Ò = 1√B¢BB¢/Ý……… . 2.36 
Where Ý is the data signal vector, H is the channel matrix, and	 is a scaling factor to 
limit the total transmitted power. The symbol. ¢ denotes the Hermitian transpose. At 
the receiver, only the desired signal is seen with additive Gaussian noise and this can be 
expressed as [26]: 
X0 = 1√ 0ðææ + .0ðMkE,é……… . 2.37 
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3.4) Regularized Channel Inversion: 
Peel and others [9] proposed in 2005 a technique that regularizes the inverse of the 
channel response through the addition of identity matrix before inverting as follows [9]: 
Ò = B¢BB¢ + Cõ/……… . 2.38 
Where:  is the transmitted signal vector. After going through the channel, the (un-
normalized) signal at the receiver can be expressed as [9]: 
BÒ = BB¢BB¢ + Cõ/……… . 2.39 
By using the singular value decomposition (SVD) BB¢ = ÆÆ¢, the former equation 
can be rewritten as [9]: 
BÒ = Æ 
+ CÆ¢
= @ËÞ,  + … . ËÞ,õ ÞÞ + A ÄË,
¢ ⋯ ËÞ,¢⋮ ⋱ ⋮Ë,Þ¢ ⋯ ËÞ,Þ¢Å Á
..ÞÂ……… . 2.40 
Where ËÞ,is the ËÞ,entry of the matrix Æ. The un-normalized desired signal term is 
[9]: 
ó
 
 +  ËÞ,"
Þ
 ôÞ 
Where  is the eigenvalue of BB¢. All the remaining terms  ≠ î represent 
interference terms and they must be cancelled in order to get an interference free signal 
for the » user which can be expressed as [9]: 
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6Þ = 1√ ó
  +  ËÞ,"
Þ
 ôÞ + Þ……… . 2.41 
Where: Þcombines noise and interference effects. In order to achieve this, the optimum 
value of  needs to be found such that the signal to noise plus interference ratio is 
maximized [9]: 
	
 ≈ ∑  + õ 
"
¶"»"∑  + " + »õ ∑   + " −õ ∑  + õ "
……… . 2.42 
After some mathematics it can be shown that the optimum value of  which maximizes 
the above SINR is [9]: 
 = »¶" = » ……… . 2.43 
Where K is the number of users and ¶"is the noise power. 
3.5) Multiple antenna receivers: 
If the receiver has more than one antenna, then the multiuser MIMO channel is 
decomposed to independent single user MIMO channels and afterwards any of the space 
diversity techniques can be used to mitigate noise and multipath fading. 
3.6) Results and Findings: 
In this work it is assumed that there is a maximum of 11 users in the network, all of them 
are stationary not moving. The base station is broadcasting different data streams for each 
user in a multipath fading environment and the channel state information is known to the 
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transmitter. First, the channel and regularized channel inversion algorithms (equations 
2.36-2.37, 2.38-2.43) are simulated and their performance is shown in Fig. 3.5 below for 
different number of users in the network: 
 
Figure 3.5 Multiuser MIMO system performance using channel inv and reg channel inv 
It is obvious that in both cases the performance degrades as the number of users increases 
in the network because the level of interference becomes higher. In Fig. 3.6 the 
performance of both algorithms is shown for 11 users for the sake of comparison: 
 
Figure 3.6 Comparison between channel inversion and regularized channel inversion 
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It is clear from the former figures that the regularized channel inversion offers higher 
performance compared to the channel inversion and this improvement is due to the added 
factor  that maximizes the signal to noise ratio. Second, the DPC (equations 2.3-2.14) 
and THP (equations 2.15-2.30) algorithms are implemented under the same conditions 
for different number of users and the results are shown in Fig. 3.7: 
 
Figure 3.7 Multiuser MIMO system performance using DPC and THP 
In Fig. 3.8 a comparison between the former two schemes is shown for 5 users: 
 
Figure 3.8 Comparison between DPC and THP 
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The reported result is interesting, although the THP consumes more bandwidth it shows 
lower performance compared to DPC which conserves the bandwidth of the system. The 
difference in their performance seems to be higher at low SNR but as the SNR increases 
their performance becomes closer. It is expected that as long as both algorithms use the 
same precoding method which is based on the channel decomposition approach and THP 
consumes more spectral bandwidth, then THP shall have better performance but the 
results show the opposite. This can be explained by the way THP manipulates the 
constellation of the signal in order to achieve power conservation. In THP the 
constellation is expanded at the transmitter side before the signal is sent to the receiver. 
This expansion changes the original locations of the I and Q components of the signal 
which increases the probability of erroneous recovery especially after the noise is added 
to the signal which results in more deviation from the original locations of the 
constellation points. In order to make a fair judgment concerning the optimal scheme of 
the single antenna receivers, the algorithms are implemented where the same number of 
users is considered under the same noise and fading conditions and the results are shown 
in Fig. 3.9: 
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Figure 3.9. Comparison between the single antenna detection algorithms 
The findings of the work show that the regularized channel inversion (equations 2.38-
2.43) approach has superior performance among the rest of the proposed algorithms. The 
reason behind this performance can be understood by fact that although regularized 
channel inversion requires perfect knowledge of the channel state information like the 
rest of the schemes, it does not aim to decompose the channel using Cholesky 
decomposition as in DPC and THP which has high approximation errors, but rather it 
uses the SVD decomposition method which gives better approximation to the channel 
matrix which has a strong impact on the system performance. This has been reported for 
a different application by [28]; where it has been shown that Cholesky decomposition has 
more roundoff errors in comparison with SVD. Moving to the multiple antenna receivers, 
this work investigated the multiple antenna receivers approach for two users and each 
user has a MS with two antennas and spatial multiplexing is employed at the receiver 
chain with ML detection (equation 1.34) after the channel is decomposed (equations 
2.31-2.35). The results are compared with the regularized channel inversion and shown in 
Fig. 3.10 below: 
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Figure 3.10. Multiple antenna receivers and Reg channel inversion 
Using two antennas at the receiver with ML detection gives better performance compared 
to the proposed single antenna algorithms. This shows that in general multiple antenna 
receivers shall result in higher performance compared to single antenna receivers because 
space diversity gain becomes available. 
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Chapter 4: MIMO Systems using Beamforming 
Chapter Summary: 
In the previous chapters the single user and multiuser MIMO schemes were investigated. 
All of those schemes use omnidirectional antennas where the antenna elements radiate in 
all directions with no beam directivity. In this chapter the performance of MIMO systems 
is evaluated using antenna arrays where directional beams are formed to the intended 
users and nulls are formed in the direction of interference. The major contribution of this 
work is presented in this chapter where four different techniques widely used in different 
signal processing applications: phased arrays, LCMV, MVDR and Frost algorithms are 
applied to MIMO systems for the sake of investigating the wireless system performance 
using beamforming. First, the basic theory of each algorithm is presented then a 
communication system is implemented for each one and different performance aspects 
are evaluated. 
4.1) Phased Arrays: 
Phased arrays have the ability to provide high beam gains which has a lot of advantages 
in applications like radar, sonar and imaging [13]. Incorporating phased arrays in MIMO 
systems shall bring a major advantage to the wireless communication systems 
represented by the capability of spatial filtering which gives phased arrays high potential 
to suppress all signals coming from undesired directions [29]. On the other hand, spatial 
filtering can be used to alleviate the problem of fading and multichannel interference as 
well [30]. 
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• Phased array transmitter: 
Phased arrays form a phase shift beamformer and it is mainly used for narrow band 
applications [31]. It can be employed at both the transmitter and receiver for the sake of 
boosting system performance. Omnidirectional transmitters radiate power in all directions 
and only a small portion of the emitted power gets to the receiver while the rest form an 
interference source for other receivers in the network [29]. On the other hand, phased 
arrays allow most of the radiated power to be steered in the desired direction which 
boosts the maximum range of communication without increasing the power level as 
shown in Fig. 4.1: 
 
Figure 4.1 Phased array transmitter 
The radiation pattern of the array is found by multiplying the radiated pattern of a single 
antenna element by the array factor [29]. To clarify this point; consider a one directional 
array of M elements as shown in Fig. 4.2: 
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Figure 4.2 Linear array of N elements 
The elements are uniformly spaced with a spacing of d and centered around X = 0, their 
position can be written as [13]: 
Xì = ! − 0.51 + o],						 = 1,2, … . ,o.			 ……… . 3.1 
The array factor represents the spatial response and is given as the coherent sum of the 
element voltages and can be expressed as follows (assuming no phase steering) [13]: 
ït = 
 ïì.0" J%ì ……… . 3.2 
Where: θ is the angle of incidence and  is the wavelength. The radiation pattern is given 
as [13]: 
t = I´Xït = I´ 
 ïì.0" J%ì = cos
" 
 ïì.0" J%ì ……… . 3.3 
Where EP is the element pattern and it is represented as a cosine function raised to a 
power that is called the element factor EF. The former pattern has a maximum value at 
 = 0. In order to steer the array to have a maximum in a different direction, the phase of 
55 
 
 
 
each element needs to be adjusted by a weight that modifies both the voltage and phase as 
follows [13]: 
	j = ïì = pì.0 ……… . 3.4 
Then the steered radiation pattern can be written as [13]: 
t = cos" 
 pì.0ÇÈÉÈÊ
éEø .0" J
%
ì ……… . 3.5 
Where ìis [13]: 
	ì = −2µ Xìsinθk ⇒ t = cos" 
 pì.0" J/" J
%
ì ……… . 3.6 
Each element has a phase shifter to apply the appropriate weights in order to steer the 
main beam in the desired directions [13]. 
• Phased array receiver: 
Phased arrays can be incorporated at the receiver side as shown in Fig. 4.3:  
 
Figure 4.3 Phased array receiver 
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To find the improved signal, we start by finding the time delay between two adjacent 
antenna elements as follows [32]: 
 = sinθ¸ ……… . 3.7 
Where  and ¸ are the element spacing and the speed of light respectively. The received 
signal by the first antenna element is [32]: 
k = ï'a2µ + ……… . 3.8 
The received signal by the 7antenna element is [32]: 
E = k − 7 = ï − 7'a2µ − 7 +  − 7……… . 3.9 
Where ï and  are the gain and phase of the signal respectively and  is the carrier 
frequency. After appropriate weighting we get [32]: 
ï = ï − 7,				 = 	 − 7,			∅ç = 7∅ = 2µ7	……… . 3.10 
The combined signal is given as [32]: 
k = 
ï − 7M/çK 'a2µ +  − 7 − 2µ7 + ∅ç……… . 3.11 
k = 
ïM/çK 'a2µ +  − 2µ7 + ∅ç = . k……… . 3.12 
This shows that signals which arrive at each antenna element can be added coherently to 
give an improved signal gain at the output of the receiver [32]. 
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4.2) MVDR Beamformer: 
The minimum variance distortionless response (MVDR) beamformer is one of the 
adaptive optimum statistical beamformers which assurers a distortionless response for a 
predefined steering direction [33]. In this section the principles of the MVDR 
beamformer are presented and analyzed in order to find the optimal weights that give 
improved performance. Let’s consider a received plane wave signal which can be written 
in the frequency domain representation using vector notation as [12]: 
? = ?Ø +  ……… . 3.13 
Where ?Ø is the received signal array and  is a zero mean random noise vector. 
The transmitted signal vector ?Ø can be decomposed into a transmitted signal vector 
{ and array manifold vector called the steering vector : », as follows [12]: 
Transmitted Signal Vector = Information Signal Vector  Steering Vector 
⇒ ?Ø = {.: ¿Ø ⇒ ? = {.: ¿Ø + ……… . 3.14 
Where:  and », are the frequency and the wave number respectively. On the other hand, 
the noise has the following spectral matrix [12]: 
Òç = Òñ + ¶°"C……… . 3.15 
Where Òç is the noise covariance matrix. The output of the weight processor is shown in 
Fig. 4.4 and is given as [12]: 
 = \B. ? = { + Ô,		For distortion free response 
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Figure 4.4 Block diagram of the MVDR beamforming 
Where: {and Ô are the original signal vector and a white Gaussian noise 
respectively and \Bis 1N weight vector. For clarification, the former equations can be 
rewritten as follows [12]: 
 = \B. ? = \B!?Ø + ] = \B!{.: ¿Ø + ] 
 = \B!{: ¿Ø + Òç] = {\B.: ¿Ø +\B. Òç	
⇒	 = {.\B.: ¿Ø + Ô……… . 3.16	
Where: Ô = \B. Òç 
• Distortionless Criterion: 
For distortion free response this requires [12]: 
 = {……… . 3.17 
Consequently this needs [12]: 
\B.: ¿Ø = 1……… . 3.18 
Because [12]: 
 = {.\B.: ¿ØÇÈÈÈÈÉÈÈÈÈÊ+ Ô = {. 1ð + Ô……… . 3.19 
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It also requires minimizing the noise power which is given as [12]:  
I!|Ô|"] = \B. Òç.\……… . 3.20 
Therefore, two conditions must be met which are called criterion and constraint such that 
[12]: 
Criterion: minimize I!|Ô|"]; subject to the Constraint: \B.: ¿Ø = 1 
One useful method to solve this problem is Lagrange multipliers which is a method for 
finding the local maxima and minima of a function subject to equality constraints [34]. A 
new variable  called Lagrange multiplier is introduced to form the Lagrangian which is 
given as [34]: 
tX, 6,  = X, 6 + !X, 6 − ¸]……… . 3.21 
Where in this case: 
Minimize: X, 6⇔ I!|Ô|"] = \B. Òç.\……… . 3.22 
Subject to:	X, 6 = ¸ ⇔\B.: ¿Ø = 1……… . 3.23	 
Where:	X, 6⇔\B.: ¿Ø,										¸ = 1……… . 3.24 
The aim is to find the weights \B that minimize	t. After some mathematics those 
weights can be found as [12]: 
\B = : ¿Ø.B: ¿Ø. Òç/……… . 3.25 
Where: : ¿Ø = !B: ¿Ø. Òç/.: ¿Ø]/v……… . 3.26 
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4.3) LCMV Beamformer: 
This type of beamformer imposes more constraints on the beamformer characteristics in 
cases where unexpected change of the working conditions takes place such as changing 
the supposed angle of arrival where the desired signal arrives from a different angle. For 
this purpose some linear constrains can be imposed to control the behavior of the 
beamformer. The general form for a constraint condition can be expressed as: 
Weight Vector X Constraints = Intended Result Response 
This can be formulated as follows [12]:  
\B.  = ÓB or B.\ = Ó……… . 3.27 
The aim is to find the weights matrix \B that makes  and	Ó equal to each other. The 
linear constraint minimum variance (LCMV) beamformer minimizes the noise power as 
in the MVDR case but subject to a set of more constraints \B.  = ÓB [12]. Here two 
types of constraints are imposed; the same distortionless constraint of the MVDR 
beamformer in addition to a directional constraint to overcome the DoA mismatch, and 
the aim is to find a set of weights \B that satisfies those constraints. Starting from the 
input signal to the beamformer which can be written as [12]: 
? = . { + ……… . 3.28 
Where: { and are the information signal and the steering vectors respectively and  is a 
white Gaussian noise vector. The output signal is given as [12]: 
 = \B. ?……… . 3.29 
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Next the following constraints are imposed: 
• Distortionless constraint: 
This is the same constraint of the MVDR beamformer which can be written as [12]: 
\B. !"#$ = 1……… . 3.30 
Where  !"#$ is a steering vector with a DoA mismatch from the desired direction.  
• Directional constraint: 
To rectify the DOA mismatch problem a constraint on the steering vector is imposed 
[12]: 
\B.»E = ÓE ……… . 3.31 
Where ÓEis the value of the constraint and »E denotes the wavenumber along the desired 
ÓE. To avoid the DoA mismatch problem, beam directivity is required in the desired 
direction %ìwith ±∆%ìmismatch tolerance and this can be expressed as [12]: 
\B%ì = 1,												\B%ì + ∆%ì = 1,												\B%ì − ∆%ì = 1…… . 3.32 
This can be written in a matrix notation as follows [12]: 
\B.  = ÓB			Where:  = !%ì		%ì + ∆%ì		%ì − ∆%ì], Ó = Á111Â… . 3.33 
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• Null constraints: 
Assuming there is a jamming signal coming from a known direction, a constraint 
condition needs to be imposed on the steering vector that put nulls in the direction of 
interferers. This can be expressed as [12]: 
\B.» = 1……… . 3.34 (Desired direction) 
\B.»E = 0,			F = 2,3, … . ,oK……… . 3.35 (Interferers) 
Thus [12]: 
 = !v()*)(		w+",				Ã+",				-+",…………				xû+",]				, 
Ó| = !1			0			0			0…… . .0]……… . 3.36 
The aim is to find the weights \Bthat satisfy all the former three constraints. Lagrange 
multipliers can be used here to solve this problem where the noise power which is given 
by  \B. Òç.\ must be minimized subject to the former three constraints that 
can be written in matrix form as \B.  = ÓB. Consequently the Lagrangian is [12]: 
. = \B. Òç.\ + !\B.  − ÓB]/+ /B!B.\ − Ó]……… . 3.37 
The value of \ that minimizes the above function needs to be found and this can be done 
by taking the complex gradiant of . with respect to \and setting it to zero [12]: 
Òç.\ + / = û ⇒ \ = −Òç/	/……… . 3.38 
⇒\B.  = ÓB ⇒ −/BBÒç/	 = ÓB……… . 3.39 
Solving for ¢ and substituting in \ gives [12]: 
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\B = ÓB!BÒç/	]/vBÒç/……… . 3.40 
Assuming white noise this equation reduces to [12]: \B = ÓB!B	]/vB 
4.4) Frost Beamformer: 
Frost [11] proposed in 1972 an algorithm based on the constrained least mean squares 
CLMS to detect a signal coming from a desired direction and suppress noise and 
interference that arrive at other directions. It has been applied to solve problems in 
electromagnetics and it is based on minimizing the total power subject to a constraint 
[35]. It is classified as a broadband beamformer and can be modeled with a finite impulse 
response model as shown in Fig. 4.5: 
 
Figure 4.5. Frost beamformer 
It consists of an array with K sensors and each sensor is followed by a transversal filter 
with J weights [35]. The weights are updated in order to minimize the CLMS of the 
output error where the impulse response of the whole system represents the constraint for 
the weights of all filters and must be equalized to unity [35]. To find the optimum 
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weights of this beamformer, let î be a vector of tap voltages at the îsample 
(because the voltages are sampled at the array taps) [11]: 
?î = LXî∆, X"î∆,…… . . , Xõ0î∆O……… . 3.41 
Where: T denotes a transpose. These tap voltages can be written as a sum of the signal in 
the desired direction and the noise signal that arrives from undesired directions [11]: 
?î = ~î + î……… . 3.42 
Where [11]: 
 
 = !7î∆, 7"î∆, 7$î∆, …… , 7õ0î∆] 
The output of the beamformer is given as [11]: 
Zî = \?î = ?î\……… . 3.43,																				\ = Lj,j", …… .jõ0O 
The output signal power is [11]: 
I!6"î] = I!\?î. ?î\] = \1JJ\……… . 3.44 
The aim is to make the impulse response represented by the weights equal to unity which 
can be expressed as [11]: 
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0\ = 20 ……… . 3.45,			G = 1,2, … . , 3 
Where [11]: 
 
Consequently, the constraint matrix can be defined as [11]: 
 
Also, { is defined as a J dimensional vector of weights of the desired direction [11]: 
{ =
PQQ
QQ
R..
0..
0ST
TTT
U
 
Therefore; the constraints can be written in the following form [11]:   |\ = {            
The frequency response is fixed in the desired direction, therefore; minimizing the total 
output power in the undesired direction will minimize the noise power as well which may 
be expressed as follows [11]: 
Minimize \1JJ\				; Subject to |\ = {……… . 3.46 
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Where 1JJis the signal autocorrelation function. Using Lagrange multipliers to solve this 
problem yields [11]: 
4j = \1JJ\			 + |\−{……… . 3.47 
Taking the gradient with respect to W [11]: 
5\4j = 1JJ\		 + 6……… . 3.48 
For optimality those two vector terms must be antiparallel and this can be accomplished 
by setting the sum to zero [11]: 
5\4j = 1JJ\		 + 6 = û……… . 3.49 
Consequently, the optimal weight vector is [11]: 
\789 = −1JJ/6……… . 3.50 
⇒ |\789 = −|1JJ/6 = { ⇒ 6 = −!|1JJ/]/v{……… . 3.51 
Therefore [11]: 
\789 = 1JJ/!|1/vJJ]/v{……… . 3.52 
If 1JJ is unknown and must be learned from the statistics of data using adaptive 
algorithm, then the next weight vector must take the form [11]: 
\î + 1 = \î − :5\4!\î] = \î − :!1JJ\î 		+ 6î]……… . 3.53 
Where \î + 1 must satisfy the same constraint [11]: 
{ = |\î + 1 = |L\î − :!1JJ\î	+ 6î]O……… . 3.54 
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Solving for Lagrange multipliers 6î and substituting in the equation of \î + 1 gives 
[11]: 
\î + 1 = \î − :!C − |/|]1JJ\î + |/!{ − |\î] 
\î + 1 = Ú!\î − :1JJ\î] + þ……… . 3.55 
Where: 
Ú = C − |/|,						þ = |/{		 
Substituting: 1JJ = ?î.?|î ⇒ \î + 1 = Ú!\î − :Zî?î] + þ… 3.56	 
4.5) Results and Findings: 
In this section the results of this investigation are discussed and OriginLab software has 
been used to model some of the performance results in terms of deterministic 
mathematical functions. It has been assumed that all users are stationary in a multipath 
fading environment and the performance of each algorithm is evaluated under the same 
noise and interference conditions. First, the performance of the phase shift beamformer is 
investigated (equations 3.1-3.12). A phase shift beamformer is implemented at the 
transmitter and receiver sides of the intended user and two interfering sources are 
introduced from two different azimuth angles 80 and 20 degrees and the desired 
information signal arrives to the user from an azimuth angle of 45 degrees. The antenna 
array is a ULA and the antenna elements are separated by a half wavelength distance and 
the noise level is fixed while the interference level is varied. Different numbers of 
antenna elements are used and the results are shown in Fig. 4.6 below: 
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Figure 4.6 MIMO system performance using phase shift beamformer 
It is clear that most of the performance improvement happens at low SINR (Signal to 
Noise plus Interference Ratio) and part of the negative SINR has been shown where the 
noise and interference power is higher than the signal power. As the number of antenna 
elements increases further improvement is achieved. In order to explain the effect of 
adding more elements on performance, the corresponding radiation pattern for the used 
number of elements is shown in Fig. 4.7 along with the time domain signals: 
 
Figure 4.7 Phase shift beamformer approach 
As the number of antenna elements increases, the beam directivity towards the desired 
direction which is at angle 45 becomes higher. This boots the signal power over noise and 
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interference and this is obvious in the time domain signals where reduction in noise and 
interference results in smoother pulses. However, as can be seen in the radiation pattern, 
the interferers at angles 20 and 80 could not be totally eliminated even when more 
antennas are used due to the existence of side lobs. Second, the MVDR beamformer has 
been implement (equations 3.13-3.26) at the receiver side while the transmitter employs 
phase shift beamformer (equations 3.1-3.5). It is simulated under the exact same 
conditions and assumptions of the Phase shift beamformer and here the results and 
findings are reported. Figure 4.8 shows the performance of the MVDR beamformer for 
different number of antenna elements along with time domain signals and a comparison 
with the phase shift beamformer is shown in the same figure: 
 
Figure. 4.8 Performance of MVDR and Phase shift beamformer  
The performance of MVDR beamformer is different from that of phase shift at low SINR 
especially when the noise and interference powers are higher than the signal power and 
the time domain signals clarify this improvement. In MVDR the pulses are perfectly 
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recovered from noise and interference. To find the reason behind this difference the 
radiation patterns of both beamformers are illustrated in Fig. 4.9: 
 
Figure 4.9 Radition pattern of MVDR and Phase shift beamformers 
The radiation pattern helps explain the performance difference between the two 
beamformers. As can be seen on the figure, the MVDR beamformer shows higher 
interference suppression capability compared with the phase shift beamformer because it 
attenuates the signal in the direction of interferers at 20 and 80 degrees while the phase 
shift beamformer cannot provide the same suppression ability. However, at high SINR 
this difference in performance is eliminated as the phase shift beamformer can boost 
more power in the direction of the signal to achieve the same level of performance as the 
MVDR. It is not clear though which beamformer has higher noise mitigation as the 
radiation pattern does not show this information. Therefore, interferers have been 
eliminated and both beamformers were run in a noisy environment and the results are 
shown in Fig. 4.10: 
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Figure 4.10. Performance of MVDR and Phase shift beamformer under noise only 
The results in Fig. 4.10 are very important as they reveal a significant fact. Both 
beamformers show the exact same noise mitigation capability and this suggests that in a 
low interference environment and under moderate to high signal to interference ratios any 
of them can used, but if the interference floor becomes higher than the noise floor then 
MVDR becomes preferred as it offers better interference suppression. Further, as shown 
in the same figure; changing the number of elements in MVDR has a big impact on 
mitigating noise as well, because increasing the number of antenna elements from 3 to 5 
results in better noise mitigation where the curve is shifted downwards when 5 elements 
are employed. Therefore, the number of antenna elements plays a major role not only in 
interference suppression but also in noise mitigation. The similarity in performance 
between the phase shift and MVDR beamformers in mitigating noise can be explained by 
fact that noise has the same effect on phase information in the phase shift beamformer 
and the steering vectors (which are phase shifts in the first place) in the MVDR 
beamformer. This makes those types of beamformers show a similar behavior concerning 
noise mitigation. In order to formulate a mathematical expression for the improved 
72 
 
 
 
performance in terms of the number of antenna elements for the sake of comparison with 
the diversity techniques (where performance was increased exponentially as more 
antennas were added to the receiver), OriginPro mathematical software has been used 
again for this purpose. It is assumed that no interference exists and only noise is present. 
Figure 4.11 shows the reported results: 
 
Figure 4.11. The effect of increasing the number of elements on BER (MVDR) 
It has been found that this improvement shows the behavior of an exponential decay 
function which can be expressed as: 
6 = ï.//ù + 6K 
Where:  represents the number of antenna elements and ï < 0, ` < 0	, 6K < 0 are 
constants. This result is interesting as the trend of performance improvement in 
beamforming systems is also an exponential but has a different degree at the exponent 
compared to the one found in the diversity systems. In figure 4.12 the corresponding 
73 
 
 
 
improvement in the SNR as the number of elements increases is shown to prove that the 
power becomes more concentrated with more antenna elements: 
 
Figure 4.12. The effect of increasing the number of elements on SNR (MVDR) 
This modeling showed that this curve follows an exponential growth function which is 
exactly the opposite of the former function and it can be expressed as: 
6 = ï.ý/ù + 6K 
Where:  represents the number of elements and ï, 6K, `	 are constants. This shows that 
the bit error rate decreases exponentially simultaneously as the SNR grows with the 
opposite exponent. Next, the performance of the LCMV beamformer (equations 3.27-
3.40) is simulated under the same conditions of the previous beamformers where it has 
been implemented at the receiver and the desired signal arrives at an azimuth angle of 45 
with two interfering sources at two azimuth angles of 20 and 80. The reported results are 
shown in Fig. 4.13 along with the performance of the MVDR beamformer for the sake of 
a fair comparison: 
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Figure 4.13 Performance of LCMV compared with MVDR 
The results show exact same performance for both beamformers under the same 
conditions which clarifies that the imposed constraints of the LCMV beamformer have no 
effect at all if the assumed conditions do not change. Therefore, the LCMV beamformer 
has no privilege over the MVDR beamformer in such a situation. To double check this 
point both MVDR and LCMV beamformers are simulated again in two environments but 
under the same conditions for a fair comparison. In the first case only interference exists 
and no noise is present and in the second situation the exact opposite case in simulated 
where no interference exists but only noise is present and the reported results are shown 
in Fig. 4.14: 
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Figure 4.14. Comparison between MVDR and LCMV 
The results show again that both LCMV and MVDR beamformers have the exact same 
performance under the same conditions for both noise and interference suppression where 
the left and right figures show the performance of interference suppression and noise 
mitigation respectively. In order to find the difference between the LCMV and MVDR 
beamformers, the expected direction of the desired signal has been changed for both 
beamformers to see if the constraints in the LCMV beamformer can give any difference 
in performance compared to the MVDR beamformer. For this purpose, the same 
simulation was run under the same conditions again with the presence of noise and 
interferece but in this case the direction of the desired signal has been changed to deviate 
from the expected direction by +5 degrees (equations 3.33) to become 50 instead of 45 
(Direction of Arrival or DoA mismatch) and the results are shown in Fig. 4.15: 
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Figure 4.15 Comparison between MVDR and LCMV with DoA mismatch 
The results show that the MVDR beamformer totally failed in achieving any acceptable 
performance when the signal did not arrive from the anticipated direction while the 
LCMV beamformer succeeded in extracting the desired signal. This clarifies the effect of 
the imposed constraints on performance when the working conditions change. To further 
visualize the effect, the radiation patterns of the both beamformers are shown in Fig 4.16: 
 
Figure 4.16 Radiation pattern of the MVDR and LCMV beamformers 
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It is obvious from the radiation pattern that the MVDR beamformer nulled the signal at 
45 degrees because it has been treated as an interference signal while the LCMV 
beamformer succeeded in keeping track of the direction of the desired signal. Next the 
performance of Frost beamformer (equations 3.41-3.56) is investigated and compared 
with the rest of the algorithms. Frost beamformer has been simulated under the same 
conditions of the rest of the beamformers using 10 antennas in the absence of interference 
to find the noise mitigation ability of Frost compared to others and its performance is 
shown in Fig. 4.17: 
 
Figure 4.17 White noise mitigation of Frost 
Frost appears to have the lowest performance among others. The reason behind this poor 
performance can be explained by the way it works which is based on minimizing the 
mean squared error of the whole signal which includes noise and the desired signal as 
well which consequently minimizes the desired signal power. This can be further 
explained by comparing the differences between the constraints that each beamformer 
imposes on its performance. Frost does not impose a distortionless constraint as in the 
MVDR beamformer (equations 3.18) but it minimizes the mean squared error (equation 
78 
 
 
 
3.44) which does not have perfect elimination of distortion as in the MVDR case. This 
limits its performance if the noise floor is higher than the interference floor as shown in 
Fig 4.18 below, while the rest of the investigated beamformers do not have this limitation 
because they have sufficient noise mitigation. 
 
Figure 4.18 Frost Vs phase shift beamformers 
The plots on the left and right show a comparison between the Frost and phase shift 
beamformers in a noise free and in a noise with interference environments respectively. 
The results show that Frost has better interference suppression capability than phase shift 
in the absence of noise but if high noise exists then the situation is revered where the 
phase shift outperforms Frost. In Fig. 4.19 a comparison between transmit diversity, 
receive diversity, spatial multiplexing and MVDR beamforming in the presence of noise 
and fading is shown where three antennas are employed in the receiver side for each 
scheme expect for the transmit diversity case where one antenna is used in the receiving 
station: 
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Figure 4.19 Comparison between all schemes 
The most powerful method among all schemes is the MVDR beamforming where it 
outperforms the diversity schemes and this reveals that array gain is better than diversity 
gain therefore employing beamforming schemes in mobile and cellular systems shall 
result in high performance for all mobile users. 
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Chapter 5: Conclusions and Further Work 
5.1) Conclusions: 
In this thesis the performance of multiple antenna systems has been evaluated under 
similar conditions and key results have been reported. First, the transmit diversity scheme 
showed improved performance when more antennas were added to the transmitting 
station because this resulted in a higher diversity gain. However, receive diversity 
outperforms transmit diversity unless precoding which requires a perfect knowledge of 
channel state information is employed at the transmitter side. Spatial multiplexing 
techniques have a similar performance as the receive diversity techniques and increasing 
the diversity order in spatial multiplexing by using more antennas results in improved 
performance but still lower than the anticipated. This is due to the absence of space time 
coding in such schemes which shows the importance of space time coding in breaking the 
correlation between signal paths. Also, it was found that increasing the number of 
antennas at the receiver increases performance exponentially. The performance of single 
antenna receivers in multiuser MIMO highly depends on perfect knowledge of the 
channel state information where the regularized channel inversion showed the highest 
performance compared to others. This is because it decomposes the channel using the 
SVD method, while others use Cholesky decomposition which has higher roundoff errors 
that results in lower system performance. DPC outperforms THP although the later has 
higher bandwidth requirements and the reasons can be traced to manipulating the signal 
constellation which increases the error probability. In addition, the power saving 
characteristics in THP minimizes the signal power and results in lower signal to noise 
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ratios. Four different beamforming algorithms have implemented to simulate their 
performance in mobile communications and it has been found that phase shift, MVDR 
and LCMV beamformers share the same noise mitigation capabilities while they vary in 
suppressing interference. MVDR and LCMV have higher interference suppression than 
phase shift and LCMV outperforms MVDR in case of DoA mismatch. It has been found 
that increasing the number of antennas in MVDR beamformers improves performance 
exponentially as in space diversity systems but with a different order at the exponent. 
Frost beamformer has low noise suppression capability which limits its use in 
applications where the noise floor is higher than the interference floor. This has been 
confirmed when compared to the phase shift beamformer in such an environment where 
the phase shift outperformed Frost, but when noise was eliminated the opposite result was 
observed. Finally, when all the investigated schemes were compared; it was found that 
the MVDR and LCMV beamforming have superior performance can be considered as the 
optimal schemes for MIMO mobile communications.  
5.2) Further Work: 
There are a lot of unsolved problems in MIMO systems for both single user and multiuser 
scenarios. The single user MIMO systems were analyzed under the assumption of perfect 
knowledge of CSI. However, in real communication systems such knowledge may not be 
totally available and consequently other models that deal with such a situation remains an 
open problem for further investigation. On the other hand, the capacity of Gaussian 
broadcast channels is still an open problem as well [14] in addition to finding coding 
schemes for single antenna receivers that can achieve both high performance and power 
efficiency at once. 
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