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Abstract
Chinese definition modeling is a challenging
task that generates a dictionary definition in
Chinese for a given Chinese word. To accom-
plish this task, we construct the Chinese Def-
inition Modeling Corpus (CDM), which con-
tains triples of word, sememes and the cor-
responding definition. We present two novel
models to improve Chinese definition mod-
eling: the Adaptive-Attention model (AAM)
and the Self- and Adaptive-Attention Model
(SAAM). AAM successfully incorporates se-
memes for generating the definition with an
adaptive attention mechanism. It has the ca-
pability to decide which sememes to focus on
and when to pay attention to sememes. SAAM
further replaces recurrent connections in AAM
with self-attention and relies entirely on the at-
tention mechanism, reducing the path length
between word, sememes and definition. Ex-
periments on CDM demonstrate that by incor-
porating sememes, our best proposed model
can outperform the state-of-the-art method by
+6.0 BLEU.
1 Introduction
Chinese definition modeling is the task of gener-
ating a definition in Chinese for a given Chinese
word. This task can benefit the compilation of dic-
tionaries, especially dictionaries for Chinese as a
foreign language (CFL) learners.
In recent years, the number of CFL learners
has risen sharply. In 2017, 770,000 people took
the Chinese Proficiency Test, an increase of 38%
from 20161. However, most Chinese dictionaries
are for native speakers. Since these dictionaries
usually require a fairly high level of Chinese, it
is necessary to build a dictionary specifically for
CFL learners. Manually writing definitions relies
on the knowledge of lexicographers and linguists,
1According to Hanban, http://www.hanban.edu.
cn/tests/node_7475.htm
which is expensive and time-consuming (Wang,
2009; Zhang, 2011; Wei and An, 2014). There-
fore, the study on writing definitions automatically
is of practical significance.
Definition modeling was first proposed by No-
raset et al. (2017) as a tool to evaluate differ-
ent word embeddings. Gadetsky et al. (2018) ex-
tended the work by incorporating word sense dis-
ambiguation to generate context-aware word defi-
nition. Both methods are based on recurrent neu-
ral network encoder-decoder framework without
attention. In contrast, this paper formulates the
definition modeling task as an automatic way to
accelerate dictionary compilation.
In this work, we introduce a new dataset for the
Chinese definition modeling task that we call Chi-
nese Definition Modeling Corpus (CDM). CDM
consists of 104,517 entries, where each entry con-
tains a word, the sememes of a specific word
sense, and the definition in Chinese of the same
word sense. Sememes are minimum semantic
units of word meanings, and the meaning of each
word sense is typically composed of several se-
memes, as is illustrated in Figure 1. For a given
word sense, CDM annotates the sememes accord-
ing to HowNet (Dong and Dong, 2006), and the
definition according to Chinese Concept Dictio-
nary (CCD) (Liu and Yu, 2017). Since sememes
have been widely used in improving word rep-
resentation learning (Niu et al., 2017) and word
similarity computation (Liu and Li, 2002), we ar-
gue that sememes can benefit the task of definition
modeling.
We propose two novel models to incorporate
sememes into Chinese definition modeling: the
Adaptive-Attention Model (AAM) and the Self-
and Adaptive-Attention Model (SAAM). Both
models are based on the encoder-decoder frame-
work. The encoder maps word and sememes into
a sequence of continuous representations, and the
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decoder then attends to the output of the encoder
and generates the definition one word at a time.
Different from the vanilla attention mechanism,
the decoder of both models employs the adaptive
attention mechanism to decide which sememes to
focus on and when to pay attention to sememes
at one time (Lu et al., 2017). Following Noraset
et al. (2017); Gadetsky et al. (2018), the AAM
is built using recurrent neural networks (RNNs).
However, recent works demonstrate that attention-
based architecture that entirely eliminates recur-
rent connections can obtain new state-of-the-art in
neural machine translation (Vaswani et al., 2017),
constituency parsing (Kitaev and Klein, 2018) and
semantic role labeling (Tan et al., 2018). In
the SAAM, we replace the LSTM-based encoder
and decoder with an architecture based on self-
attention. This fully attention-based model allows
for more parallelization, reduces the path length
between word, sememes and the definition, and
can reach a new state-of-the-art on the definition
modeling task. To the best of our knowledge, this
is the first work to introduce the attention mech-
anism and utilize external resource for the defini-
tion modeling task.
In experiments on the CDM dataset we show
that our proposed AAM and SAAM outperform
the state-of-the-art approach with a large margin.
By efficiently incorporating sememes, the SAAM
achieves the best performance with improvement
over the state-of-the-art method by +6.0 BLEU.
2 Methodology
The definition modeling task is to generate an ex-
planatory sentence for the interpreted word. For
example, given the word “旅馆” (hotel), a model
should generate a sentence like this: “给旅行
者提供食宿和其他服务的地方” (A place to
provide residence and other services for tourists).
Since distributed representations of words have
been shown to capture lexical syntax and seman-
tics, it is intuitive to employ word embeddings to
generate natural language definitions.
Previously, Noraset et al. (2017) proposed sev-
eral model architectures to generate a definition
according to the distributed representation of a
word. We briefly summarize their model with the
best performance in Section 2.1 and adopt it as our
baseline model.
Inspired by the works that use sememes to im-
prove word representation learning (Niu et al.,
word 旅馆hotel
旅游
tour
吃
eat
娱乐
recreation
住下
reside
给旅⾏行行者提供⻝⾷食宿和其他服务的地⽅方
A place to provide residence and other services for tourists
场所
place
sememes
sentence
Figure 1: An example of the CDM dataset. The word
“旅馆” (hotel) has five sememes, which are “场所”
(place), “旅游” (tour), “吃” (eat), “娱乐” (recreation)
and “住下” (reside).
2017) and word similarity computation (Liu and
Li, 2002), we propose the idea of incorporating
sememes into definition modeling. Sememes can
provide additional semantic information for the
task. As shown in Figure 1, sememes are highly
correlated to the definition. For example, the se-
meme “场所” (place) is related with the word
“地方” (place) of the definition, and the sememe
“旅游” (tour) is correlated to the word “旅行者”
(tourists) of the definition.
Therefore, to make full use of the sememes in
CDM dataset, we propose AAM and SAAM for
the task, in Section 2.2 and Section 2.3, respec-
tively.
2.1 Baseline Model
The baseline model (Noraset et al., 2017) is im-
plemented with a recurrent neural network based
encoder-decoder framework. Without utilizing the
information of sememes, it learns a probabilistic
mapping P (y|x) from the word x to be defined to
a definition y = [y1, . . . , yT ], in which yt is the
t-th word of definition y.
More concretely, given a word x to be defined,
the encoder reads the word and generates its word
embedding x as the encoded information. After-
ward, the decoder computes the conditional prob-
ability of each definition word yt depending on the
previous definition words y<t, as well as the word
being defined x, i.e., P (yt|y<t, x). P (yt|y<t, x) is
given as:
P (yt|y<t, x) ∝ exp (yt; zt,x) (1)
zt = f(zt−1, yt−1,x) (2)
where zt is the decoder’s hidden state at time t,
f is a recurrent nonlinear function such as LSTM
and GRU, and x is the embedding of the word be-
ing defined. Then the probability of P (y|x) can be
computed according to the probability chain rule:
P (y|x) =
T∏
t=1
P (yt|y<t, x) (3)
We denote all the parameters in the model as θ
and the definition corpus as Dx,y, which is a set of
word-definition pairs. Then the model parameters
can be learned by maximizing the log-likelihood:
θˆ = argmax
θ
∑
〈x,y〉∈Dx,y
logP (y|x; θ) (4)
2.2 Adaptive-Attention Model
Our proposed model aims to incorporate sememes
into the definition modeling task. Given the word
to be defined x and its corresponding sememes
s = [s1, . . . , sN ], we define the probability of gen-
erating the definition y = [y1, . . . , yt] as:
P (y|x, s) =
T∏
t=1
P (yt|y<t, x, s) (5)
Similar to Eq. 4, we can maximize the log-
likelihood with the definition corpus Dx,s,y to
learn model parameters:
θˆ = argmax
θ
∑
〈x,s,y〉∈Dx,s,y
logP (y|x, s; θ) (6)
The probability P (y|x, s) can be implemented
with an adaptive attention based encoder-decoder
framework, which we call Adaptive-Attention
Model (AAM). The new architecture consists of a
bidirectional RNN as the encoder and a RNN de-
coder that adaptively attends to the sememes dur-
ing decoding a definition.
Encoder Similar to Bahdanau et al. (2015), the
encoder is a bidirectional RNN, consisting of for-
ward and backward RNNs. Given the word to
be defined x and its corresponding sememes s =
[s1, . . . , sN ], we define the input sequence of vec-
tors for the encoder as v = [v1, . . . ,vN ]. The
vector vn is given as follows:
vn = [x; sn] (7)
where x is the vector representation of the word x,
sn is the vector representation of the n-th sememe
sn, and [a; b] denote concatenation of vector a and
b.
The forward RNN
−→
f reads the input sequence
of vectors from v1 to vN and calculates a forward
hidden state for position n as:
−→
hn = f(vn,
−−−→
hn−1) (8)
where f is an LSTM or GRU. Similarly, the back-
ward RNN
←−
f reads the input sequence of vectors
from vN to v1 and obtain a backward hidden state
for position n as:
←−
hn = f(hn,
←−−−
hn+1) (9)
In this way, we obtain a sequence of encoder hid-
den states h = [h1, ...,hN ], by concatenating the
forward hidden state
−→
hn and the backward one
←−
hn
at each position n:
hn =
[−→
hn,
←−
hn
]
(10)
The hidden state hn captures the sememe- and
word-aware information of the n-th sememe.
Decoder As attention-based neural encoder-
decoder frameworks have shown great success
in image captioning (Xu et al., 2015), document
summarization (See et al., 2017) and neural ma-
chine translation (Bahdanau et al., 2015), it is nat-
ural to adopt the attention-based recurrent decoder
in Bahdanau et al. (2015) as our decoder. The
vanilla attention attends to the sememes at every
time step. However, not all words in the definition
have corresponding sememes. For example, se-
meme “住下” (reside) could be useful when gen-
erating “食宿” (residence), but none of the se-
memes is useful when generating “提供” (pro-
vide). Besides, language correlations make the se-
memes unnecessary when generating words like
“和” (and) and “给” (for).
Inspired by Lu et al. (2017), we introduce the
adaptive attention mechanism for the decoder. At
each time step t, we summarize the time-varying
sememes’ information as sememe context, and
the language model’s information as LM context.
Then, we use another attention to obtain the con-
text vector, relying on either the sememe context
or LM context.
More concretely, we define each conditional
probability in Eq. 5 as:
P (yt|y<t, x, s) ∝ exp (yt; zt, ct) (11)
zt = f(zt−1, yt−1, ct) (12)
LayerNorm
Adaptive
Multi-head
Attention
Feed
Forward
LayerNorm
word
position
N ×
h
Multi-head
Attention
Multi-head
Attention
zl−1≤t zl−1≤t
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ctl
LayerNorm
zl−1t
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Attention
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Figure 2: An overview of the decoder for the SAAM. The left sub-figure shows our decoder contains N identical
layers, where each layer contains two sublayer: adaptive multi-head attention layer and feed-forward layer. The
right sub-figure shows how we perform the adaptive multi-head attention at layer l and time t for the decoder. zlt
represents the hidden state of the decoder at layer l, time t. h denotes the output from the encoder stack. cˆt
l is the
sememe context, while olt is the LM context. c
l
t is the output of the adaptive multi-head attention layer at time t.
where ct is the context vector from the output of
the adaptive attention module at time t, zt is a de-
coder’s hidden state at time t.
To obtain the context vector ct, we first compute
the sememe context vector cˆt and the LM context
ot. Similar to the vanilla attention, the sememe
context cˆt is obtained with a soft attention mecha-
nism as:
cˆt =
N∑
n=1
αtnhn, (13)
where
αtn =
exp(etn)∑N
i=1 exp(eti)
etn = w
T
cˆ [hn; zt−1]. (14)
Since the decoder’s hidden states store syntax and
semantic information for language modeling, we
compute the LM context ot with a gated unit,
whose input is the definition word yt and the pre-
vious hidden state zt−1:
gt = σ(Wg[yt−1; zt−1] + bg)
ot = gt  tanh(zt−1) (15)
Once the sememe context vector cˆt and the LM
context ot are ready, we can generate the context
vector with an adaptive attention layer as:
ct = βtot + (1− βt)cˆt, (16)
where
βt =
exp(eto)
exp(eto) + exp(etcˆ)
eto = (wc)
T [ot; zt]
etcˆ = (wc)
T [cˆt; zt] (17)
βt is a scalar in range [0, 1], which controls the rel-
ative importance of LM context and sememe con-
text.
Once we obtain the context vector ct, we can
update the decoder’s hidden state and generate the
next word according to Eq. 12 and Eq. 11, respec-
tively.
2.3 Self- and Adaptive-Attention Model
Recent works demonstrate that an architecture en-
tirely based on attention can obtain new state-
of-the-art in neural machine translation (Vaswani
et al., 2017), constituency parsing (Kitaev and
Klein, 2018) and semantic role labeling (Tan et al.,
2018). SAAM adopts similar architecture and
replaces the recurrent connections in AAM with
self-attention. Such architecture not only reduces
the training time by allowing for more paralleliza-
tion, but also learns better the dependency between
word, sememes and tokens of the definition by re-
ducing the path length between them.
Encoder Given the word to be defined x and its
corresponding ordered sememes s = [s1, . . . , sN ],
we combine them as the input sequence of embed-
dings for the encoder, i.e., v = [v0,v1, . . . ,vN ].
The n-th vector vn is defined as:
vn =
{
x, n = 0
sn, n > 0
(18)
where x is the vector representation of the given
word x, and sn is the vector representation of the
n-th sememe sn.
Although the input sequence is not time or-
dered, position n in the sequence carries some use-
ful information. First, position 0 corresponds to
the word to be defined, while other positions cor-
respond to the sememes. Secondly, sememes are
sorted into a logical order in HowNet. For exam-
ple, as the first sememe of the word “旅馆” (ho-
tel), the sememe “场所” (place) describes its most
important aspect, namely, the definition of “旅馆”
(hotel) should be “. . . . . . 的地方” (a place for ...).
Therefore, we add learned position embedding to
the input embeddings for the encoder:
vn = vn + pn (19)
where pn is the position embedding that can be
learned during training.
Then the vectors v = [v0,v1, . . . ,vN ] are
transformed by a stack of identical layers, where
each layers consists of two sublayers: multi-head
self-attention layer and position-wise fully con-
nected feed-forward layer. Each of the layers
are connected by residual connections, followed
by layer normalization (Ba et al., 2016). We re-
fer the readers to (Vaswani et al., 2017) for the
detail of the layers. The output of the encoder
stack is a sequence of hidden states, denoted as
h = [h0,h1, . . . ,hN ].
Decoder The decoder is also composed of a
stack of identical layers. In (Vaswani et al., 2017),
each layer includes three sublayers: masked
multi-head self-attention layer, multi-head atten-
tion layer that attends over the output of the
encoder stack and position-wise fully connected
feed-forward layer. In our model, we replace the
two multi-head attention layers with an adaptive
multi-head attention layer. Similarly to the adap-
tive attention layer in AAM, the adaptive multi-
head attention layer can adaptivelly decide which
sememes to focus on and when to attend to se-
memes at each time and each layer. Figure 2
shows the architecture of the decoder.
Different from the adaptive attention layer in
AAM that uses single head attention to obtain the
sememe context and gate unit to obtain the LM
context, the adaptive multi-head attention layer
utilizes multi-head attention to obtain both con-
texts. Multi-head attention performs multiple sin-
gle head attentions in parallel with linearly pro-
jected keys, values and queries, and then combines
the outputs of all heads to obtain the final attention
result. We omit the detail here and refer the read-
ers to (Vaswani et al., 2017). Formally, given the
hidden state zl−1t at time t, layer l − 1 of the de-
coder, we obtain the LM context with multi-head
self-attention:
olt = MultiHead(z
l−1
t , z
l−1
≤t , z
l−1
≤t ) (20)
where the decoder’s hidden state zl−1t at time
t, layer l − 1 is the query, and zl−1≤t =
[zl−11 , ...,z
l−1
t ], the decoder’s hidden states from
time 1 to time t at layer l − 1, are the keys and
values. To obtain better LM context, we employ
residual connection and layer normalization after
the multi-head self-attention. Similarly, the se-
meme context can be computed by attending to the
encoder’s outputs with multi-head attention:
cˆt
l = MultiHead(olt,h,h) (21)
where olt is the query, and the output from the en-
coder stack h = [h0,h1, . . . ,hN ], are the values
and keys.
Once obtaining the sememe context vector cˆtl
and the LM context olt, we compute the output
from the adaptive attention layer with:
clt = β
l
to
l
t + (1− βlt)cˆtl, (22)
where
βlt =
exp(eto)
exp(eto) + exp(etcˆ)
elto = (w
l
c)
T [olt; z
l−1
t ]
eltcˆ = (w
l
c)
T [cˆt
l; zl−1t ] (23)
3 Experiments
In this section, we will first introduce the construc-
tion process of the CDM dataset, then the experi-
mental results and analysis.
Train Valid Test
# words 27,047 1,503 1,502
# entries 94,029 5,218 5,270
# tokens 662,410 37,174 36,813
# sememes 160,792 8,966 8,851
Table 1: Statistics of the CDM dataset. Jieba Chinese
text segmentation tool is used during segmentation.
3.1 Dataset
To verify our proposed models, we construct the
CDM dataset for the Chinese definition model-
ing task. Each entry in the dataset is a triple that
consists of: the interpreted word, sememes and
a definition for a specific word sense, where the
sememes are annotated with HowNet (Dong and
Dong, 2006), and the definition are annotated with
Chinese Concept Dictionary (CCD) (Liu and Yu,
2017).
Concretely, for a common word in HowNet and
CCD, we first align its definitions from CCD and
sememe groups from HowNet, where each group
represents one word sense. We define the se-
memes of a definition as the combined sememes
associated with any token of the definition. Then
for each definition of a word, we align it with the
sememe group that has the largest number of over-
lapping sememes with the definition’s sememes.
With such aligned definition and sememe group,
we add an entry that consists of the word, the
sememes of the aligned sememe group and the
aligned definition. Each word can have multi-
ple entries in the dataset, especially the polyse-
mous word. To improve the quality of the cre-
ated dataset, we filter out entries that the definition
contains the interpreted word, or the interpreted
word is among function words, numeral words and
proper nouns.
After processing, we obtain the dataset that con-
tains 104,517 entries with 30,052 unique inter-
preted words. We divide the dataset according to
the unique interpreted words into training set, val-
idation set and test set with a ratio of 18:1:1. Table
1 shows the detailed data statistics.
3.2 Settings
We show the effectiveness of all models on the
CDM dataset. All the embeddings, including word
and sememe embedding, are fixed 300 dimen-
sional word embeddings pretrained on the Chi-
nese Gigaword corpus (LDC2011T13). All defi-
nitions are segmented with Jiaba Chinese text seg-
Figure 3: Experimental results of the three models on
CDM test set. Since this is the first work to utilize se-
memes and attention mechanism for definition mod-
eling, the baseline method is non-attention and non-
sememes.
mentation tool 2 and we use the resulting unique
segments as the decoder vocabulary. To evaluate
the difference between the generated results and
the gold-standard definitions, we compute BLEU
score using a script provided by Moses, follow-
ing Noraset et al. (2017). We implement the Base-
line and AAM by modifying the code of Lu et al.
(2017) 3, and SAAM with fairseq-py 4.
Baseline We use two-layer LSTM network as
the recurrent component. We set batch size to 128,
and the dimension of the hidden state to 300 for
the decoder. Adam optimizer is employed with
an initial learning rate of 1 × 10−3. Since the
morphemes of the word to be defined can benefit
definition modeling, Noraset et al. (2017) obtain
the model with the best performance by adding a
trainable embedding from character-level CNN to
the fixed word embedding. To obtain the state-of-
the-art result as the baseline, we follow Noraset
et al. (2017) and experiment with the character-
level CNN with the same hyperparameters.
AAM To be comparable with the baseline, we
also use two-layer LSTM network as the recurrent
component.We set batch size to 128, and the di-
mension of the hidden state to 300 for both the
encoder and the decoder. Adam optimizer is em-
ployed with an initial learning rate of 1× 10−3.
SAAM We have the same hyperparameters as
Vaswani et al. (2017), and set these hyperparam-
2https://github.com/fxsjy/jieba
3https://github.com/yufengm/Adaptive
4https://github.com/pytorch/fairseq
Word Sememes Model Generated Definitions
气压计
(barometer)
用具(tool)
测量(measure)
力量(strength)
气(gas)
Baseline
测量轨道刻度盘的仪表
(Instrument for measuring track dial.)
AAM
测量大气压力的装置
(An instrument that measures atmospheric pressure.)
SAAM
测量大气压力的装置
(An instrument that measures atmospheric pressure.)
啼鸣
(birdsong)
喊(cry)
禽(bird)
Baseline
发出哀鸣的声音
(To make a whining sound.)
AAM
发出大的声音
(To make a loud noise.)
SAAM
鸟类发出的特有的声音
(The unique cry of birds.)
旅馆
(hotel)
场所(place)
旅游(tour)
吃(eat)
娱乐(recreation)
住下(reside)
Baseline
为人们提供食宿的地方
(A place to provide residence to people.)
AAM
为旅行者提供食宿的地方
(A place to provide residence to tourists.)
SAAM
给旅行者提供食宿和其他服务的地方
(A place to provide residence and other services to tourists.)
Table 2: Example definitions generated by our models. Baseline represents Noraset et al. (2017). Note that
Baseline do not utilize sememes, while the AAM and SAAM models both use sememes.
Model Valid Test
Baseline 29.57 29.71
AAM 32.24 32.81
SAAM 37.11 36.36
−position 36.79 36.05
−adaptive 35.69 35.93
−sememes 32.26 32.83
Table 3: Ablation study: BLEU scores on the CDM
validation set and test set. For the last three rows,
we remove position embedding, the adaptive attention
layer or sememes information from SAAM model.
eters as (dmodel = 300, dhidden = 2048, nhead =
5, nlayer = 6). To be comparable with AAM, we
use the same batch size as 128. We also employ
label smoothing technique (Szegedy et al., 2016)
with a smoothing value of 0.1 during training.
3.3 Results
Main Results We report the experimental re-
sults on CDM test set in Figure 3. It shows that
both of our proposed models, namely AAM and
SAAM, achieve good results and outperform the
baseline by a large margin. With sememes, AAM
and SAAM can improve over the baseline with
+3.1 BLEU and +6.65 BLEU, respectively.
We also find that sememes are very useful for
generating the definition. The incorporation of
sememes improves the AAM with +3.32 BLEU
and the SAAM with +3.53 BLEU. This can be ex-
plained by that sememes help to disambiguate the
word sense associated with the target definition.
Among all models, SAAM which incorporates
sememes achieves the new state-of-the-art, with a
BLEU score of 36.36 on the test set, demonstrat-
ing the effectiveness of sememes and the architec-
ture of SAAM.
Table 2 lists some example definitions gen-
erated with different models. For each word-
sememes pair, the generated three definitions are
ordered according to the order: Baseline, AAM
and SAAM. For AAM and SAAM, we use the
model that incorporates sememes. These exam-
ples show that with sememes, the model can gen-
erate more accurate and concrete definitions. For
example, for the word “旅馆” (hotel), the base-
line model fails to generate definition containing
the token “旅行者”(tourists). However, by inco-
porating sememes’ information, especially the se-
meme “旅游” (tour), AAM and SAAM success-
fully generate “旅行者”(tourists). Manual inspec-
tion of others examples also supports our claim.
Ablation Study We also conduct an ablation
study to evaluate the various choices we made for
SAAM. We consider three key components: posi-
tion embedding, the adaptive attention layer, and
the incorporated sememes. As illustrated in table
3, we remove one of these components and report
the performance of the resulting model on valida-
tion set and test set. We also list the performance
of the baseline and AAM for reference.
It demonstrates that all components benefit the
SAAM. Removing position embedding is 0.31
BLEU below the SAAM on the test set. Remov-
ing the adaptive attention layer is 0.43 BLEU be-
low the SAAM on the test set. Sememes affects
the most. Without incoporating sememes, the per-
formance drops 3.53 BLEU on the test set.
4 Related Work
4.1 Definition Modeling
Distributed representations of words, or word em-
beddings (Mikolov et al., 2013) were widely used
in the field of NLP in recent years. Since word em-
beddings have been shown to capture lexical se-
mantics, Noraset et al. (2017) proposed the defini-
tion modeling task as a more transparent and direct
representation of word embeddings. This work
is followed by Gadetsky et al. (2018), who stud-
ied the problem of word ambiguities in definition
modeling by employing latent variable modeling
and soft attention mechanisms. Both works focus
on evaluating and interpreting word embeddings.
In contrast, we incorporate sememes to generate
word sense aware word definition for dictionary
compilation.
4.2 Knowledge Bases
Recently many knowledge bases (KBs) are estab-
lished in order to organize human knowledge in
structural forms. By providing human experien-
tial knowledge, KBs are playing an increasingly
important role as infrastructural facilities of natu-
ral language processing.
HowNet (Dong and Dong, 2003) is a knowledge
base that annotates each concept in Chinese with
one or more sememes. HowNet plays an important
role in understanding the semantic meanings of
concepts in human languages, and has been widely
used in word representation learning (Niu et al.,
2017), word similarity computation (Liu, 2002)
and sentiment analysis (Fu et al., 2013). For ex-
ample, Niu et al. (2017) improved word represen-
tation learning by utilizing sememes to represent
various senses of each word and selecting suitable
senses in contexts with an attention mechanism.
Chinese Concept Dictionary (CCD) is a
WordNet-like semantic lexicon (Yu et al., 2001;
Yu, 2002), where each concept is defined by a set
of synonyms (SynSet). CCD has been widely used
in many NLP tasks, such as word sense disam-
biguation (Yu, 2002).
In this work, we annotate the word with aligned
sememes from HowNet and definition from CCD.
4.3 Self-Attention
Self-attention is a special case of attention mecha-
nism that relates different positions of a single se-
quence in order to compute a representation for the
sequence. Self-attention has been successfully ap-
plied to many tasks recently (Cheng et al., 2016;
Parikh et al., 2016; Lin et al., 2017; Vaswani et al.,
2017; Tan et al., 2018; Kitaev and Klein, 2018).
Vaswani et al. (2017) introduced the first
transduction model based on self-attention by
replacing the recurrent layers commonly used
in encoder-decoder architectures with multi-head
self-attention. The proposed model called Trans-
former achieved the state-of-the-art performance
on neural machine translation with reduced train-
ing time. After that, Tan et al. (2018) demon-
strated that self-attention can improve seman-
tic role labeling by handling structural informa-
tion and long range dependencies. Kitaev and
Klein (2018) further extended self-attention to
constituency parsing and showed that the use of
self-attention helped to analyze the model by mak-
ing explicit the manner in which information is
propagated between different locations in the sen-
tence.
Self-attention has many good properties. It re-
duces the computation complexity per layer, al-
lows for more parallelization and reduces the path
length between long-range dependencies in the
network. In this paper, we use self-attention based
architecture in SAAM to learn the relations of
word, sememes and definition automatically.
5 Conclusion
We introduce the Chinese definition modeling task
that generates a definition in Chinese for a given
word and sememes of a specific word sense. This
task is useful for dictionary compilation. To
achieve this, we constructed the CDM dataset
with word-sememes-definition triples. We pro-
pose two novel methods, AAM and SAAM, to
generate word sense aware definition by utilizing
sememes. In experiments on the CDM dataset
we show that our proposed AAM and SAAM out-
perform the state-of-the-art approach with a large
margin. By efficiently incorporating sememes, the
SAAM achieves the best performance with im-
provement over the state-of-the-art method.
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