Abstract-The paper investigates the fundamental limits of communication over electrical multiple-input-multiple-output (MIMO) networks in which information transmission is associated to energy exchanges. We first develop the computation of the Shannon capacity of a MIMO, wideband, frequency-dependent, time-invariant channel. This gives us the fundamental equations linking the achievable bit-rate, the needed power and its distribution over the necessary bandwidth. Such equations are then specialized to a general cascade of electrical stages and further detailed to tackle the case of a specific lumped elements circuit. With reference to such a circuit the effectiveness of the method is demonstrated by addressing simple cases which highlight the role of different kinds of coupling between electrical paths. Finally, the case of transmission over intra-chip buses realized with a real-world silicon technology is addressed, for which the effect of massive parallelism is discussed.
I. INTRODUCTION

W
HEN not using wireless channels, common information processing systems transmit data through channels made of electrical conductors, that can assume various configurations (e.g., coaxial cables, intra-chip buses, etc.).
The case of electrical conductors is the one we address here trying to establish the fundamental relationships among the maximum achievable errorless bitrate ( , the Shannon capacity of the channel [1] ), the power needed to achieve it , and its distribution along the frequency axis (the transmitted signal power spectrum and its support band ). The approach we follow is to model the system of conductors as a linear, Multiple Input Multiple Output (MIMO), frequencydependent, time-invariant channel whose transfer features and Gaussian noise contributions are derived starting from electrical characteristics and system temperature.
Analogous results are well-known for a channel which is a bundle of twisted-pairs, for which theoretical grounds [2] have been developed into the analysis of specific systems [3] - [5] . The R. Rovatti is with ARCES, University of Bologna, 40125 Bologna, Italy (e-mail: riccardo.rovatti@unibo.it).
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Digital Object Identifier 10.1109/TCSI.2013.2245473 approach common to these papers is to assume that all the transmitters adopt the same spectral shaping for their signals. What arrives at a receiver is made of a useful component filtered by the twisted-pair transfer function plus all the interfering signals filtered by a cumulative cross-talk transfer function. Two transfer functions are used independently of the number of interferers and of the coupling paths: thus implicitly reducing a MIMO framework to an uncoupled parallel of equally driven SISO channels with spectrally-shaped interference and thermal noise.
What we propose here is to analyze the full complexity of MIMO electrical networks, thus accepting coupling as a part of the transfer features of the channel and looking at the fundamental relationships regulating communication when transmitters are coordinated to optimize global performance. In our case, in fact, there is only one "user" in control of all the signal sources with the aim of maximizing the total throughput, as it happens in intra-chip communications over a bus.
This approach generalizes the one in [6] that focuses on two parallel wires only and thus may rely on the basic even-mode/ odd-mode eigenstructure of such an arrangement. Indeed, such a structure is a special case of the eigenfunction decomposition we exploit for our transfer and noise-correlation matrices.
Our focus on electrical aspects is also confirmed by the emphasis we give to the equivalence between information propagation and energy exchange between subsequent stages, an emphasis that leads us to model the systems in terms of "effective" or "root-mean-square" signals. This is analogous to what is done in [7] - [9] to tackle the power/capacity trade-off, although in the context of wireless arrays.
In our paper, the scope of such a concept is extended to cover the characterization and modeling of the load/receiver stage, whilst addressing wired wideband systems in which coupling is normally regarded as a parasitic effect, and whose transfer and noise features are globally frequency-dependent.
No constraint is put on the waveforms that are used to transmit information over the wires. Rather, we determine the optimal spectral profile to optimize communication. This is different from what is done in other contributions that use and characterize switching signals in an information-theoretic framework (see, e.g., [10] , [11] or [12] ) and try to derive and construct coding schemes to reduce power consumption (see, e.g., [13] and [14] ).
Schematically, we consider three stages with a common ground reference: voltage generators (input stage), a -port (propagation stage) connecting the input stage to a final -port (load stage). We restrict our attention to propagation and load stages that can be characterized by both impedance and 1549-8328 © 2013 IEEE admittance matrices and, as anticipated, regard information transmission as a net flow of energy from input to load.
For such a system we first derive a general parametric solution to the maximization problem entailed in the computation of Shannon capacity for MIMO, deterministic, time-invariant, frequency-dependent channels.
More specifically, the cascade of the three stages above is characterized with a single, frequency-dependent, Hermitian and positive-semidefinite matrix . By pairing classical results on static MIMO channels, and on Single Input Single Output (SISO) frequency-dependent channels, capacity and power are then obtained by generalizing the well-known flooding criterion [15] to operate both along the frequency domain and over the discrete collection of eigenvalues of . Hence, given a nonnegative scalar parameter (the "flooding level"), explicit expressions for and can be given. A further analysis of the "flooded" regions allows to compute the optimal power spectral profile and the corresponding bandwidth .
As a byproduct of this approach, for any given target bitrate we are able to compute the minimum needed power as . Thanks to the convexity of we compute the ultimate lower bound on the energy needed to transfer a single bit over the electrical network, that turns out to be related to the largest eigenvalue of . Flooding along frequency domain and along eigenvalues can be described from a geometrical point of view. For each frequency, the orthogonal eigenvectors of the Hermitian positivesemidefinite form a privileged basis. Signals projected on different eigenvectors are uncorrelated, thus non-interacting to the extent of identifying independent virtual SISO channels.
Since the diagonalization of happens by means of linear transformation, the signals going through each of the channels corresponding to the eigenvectors of are a proper linear combinations of the signals going through the physical MIMO channel.
Moreover, for each of such SISO channels and for any infinitesimal bandwidth , the capacity can be computed by the classical formula . The needed Signal-to-Noise-Ratio is , where is the power at the input of that channel (a degree of freedom) and NGR is the Noise-to-power-Gain-Ratio (NGR) characterizing the channel itself and it is the inverse of the corresponding eigenvalue.
The flooding process administers the independent channels by matching their NGR frequency profiles against the same flooding level .
This ascertained, the qualitative behavior of and can be anticipated by inspection of the NGR frequency profiles.
To demonstrate both the effectiveness of NGR inspection and how the reactive interaction between conductors can affect the fundamental limits of information transmission, an ad-hoc lumped highly regular electrical network is laid down and analyzed.
A capacitive load is assumed and different propagation conditions are investigated: i) purely resistive propagation, ii) capacitive coupling between signal paths and with the common ground, iii) capacitive and inductive coupling between signal paths.
In all these cases, circuit parameters are taken to be either 0 or 1 to concentrate interesting phenomena in the neighborhood of the frequency of 1 Hz, thus disregarding their magnitude in real-world settings.
The whole machinery is finally applied to a real electrical network with the same topology in which parameters are set to emulate the behavior of a intra-chip communication bus. This allows to investigate in a close-to-real setting the effect of parasitic coupling and of increasing parallelism.
II. SHANNON CAPACITY OF DETERMINISTIC FREQUENCY-DEPENDENT MIMO CHANNELS WITH AWGN
In the following we will indicate scalar quantities with italic letters, vector quantities with bold lower case, and matrix quantities with bold upper case.
The general problem that concerns us can be stated in normalized form considering a -dimensional vector of input processes, a corresponding -dimensional vector of output processes and a matrix of time-invariant impulse response functions . The link between input and output is (1) where is a vector of white Gaussian noise processes with independent components and denotes convolution.
We will measure energy in units, with ( is the Boltzmann constant and is the system temperature) and we will assume that all normalized noise components have constant power spectral density equal to .
To drive the system we have a limited power budget imposing that the total power of the input vector cannot exceed some . Since we aim at analyzing channels with possibly a non-trivial frequency dependence, we will proceed in our derivations only in the frequency domain. We then translate all previous time-domain relationships into the frequency domain, maintaining the same names and capitalization for the involved quantities. Let us decompose the behavior of the system along the frequency axis by considering infinitely many orthogonal systems, each working in a separate infinitesimal band . A fraction (the power spectral density being measured in units) of the total power is allocated to each of those systems, and it contributes to the whole capacity with a corresponding (the capacity spectral density being measured in bit). Exploiting the total power , the original system is able to yield a total capacity , a fact that can be formally derived exploiting the limiting behavior of the projections of the systems over suitably defined basis functions [16] , [17] .
For each given frequency , the classical narrowband approximation [18] holds within the infinitesimal band thus implying that the above model (1) reduces to a relationship linking complex random vectors through a complex non-random matrix.
Hence, in the neighborhood of we consider the channel where is a circular Gaussian random vector with ( being the identity matrix, indicating statistical expectation, and the transpose-conjugate of its argument) and the vector is constrained to have power . Following a well-established path (see, e.g., [15] ), we may now consider the collection of the non-vanishing eigenvalues of or (it is the same set of positive numbers) to derive that for any (2) (3) where and the sums may contain up to elements. For , based on these parameterizations we may compute (4) which holds also for , since in that case it must be . Assume now that the infinitesimal-band channels, for which (2) and (3) hold, align over a given finite frequency interval . The capacity of the resulting wideband channel depends on how the total power is distributed among the infinitesimalband channels, i.e., on the power spectral density of the total input signal.
Assuming that such a power spectrum is something that we can tune to optimize transmission, the Shannon capacity of the wideband channel is the solution of the optimization problem
In such an optimization problem, the objective function is concave and the constraints are linear. Hence, the Karush-KuhnTucker conditions [19] , [20] are both necessary and sufficient to determine the solution. The optimal power spectral distribution is such that where is the Lagrange's multiplier corresponding to the equality constraint and the function yields the Lagrange's multipliers corresponding to the non-negativity constraint of . Considering a and using (4), we may rewrite the KarushKuhn-Tucker conditions as (5) (6) (7) From now on assume that the are sorted in non-increasing order, i.e., that , and define the band (8) of the input signals as the set of frequencies for which at least one the terms is non-zero and therefore (2) allocates a non-vanishing power.
For any , (7) implies so that (5) forces , independent of . Note that is an energy level.
Thanks to this, a solution for the wideband capacity problem can be parametrized by exploiting (2), (3) and "reversing" (6) . This yields (9) (10) Equations (2), (8), (9), (10) explicit the fundamental limits of information transmission over a deterministic, time-invariant, frequency-dependent MIMO channel with AWGN given in the normalized form (1) .
Recalling Section I, each identifies a distinct and non-interacting virtual SISO channel. For the th channel, is the ratio between the output noise power spectral density and the channel power gain, i.e., the equivalent noise power spectral density at the input. Thus, is the power spectral density of the total (signal+noise) input to the channel. Equations (9) and (8) tell us that, to achieve maximum information transmission, the input signal should be designed so that such a total input of each virtual channel is independent of , i.e., white.
As a final remark, note that following the same path that led us to (4) we may derive . Therefore, is positive and monotonically decreasing when increases and is an increasing and concave function of . Since the energy needed to transmit a single bit through the electrical system we are modeling is [21] , the concavity of with respect to yields the lower bound Let us now go back to (9) to note that implies with so that that specializes the more general and celebrated Von NeumannLandauer lower bound (measured in units) that holds independently of the electrical embedding we are analyzing [22] .
III. APPLICATION TO MIMO ELECTRICAL NETWORKS
Let us now refer to the electrical channel defined in Section I. We have to map the transfers of electrical energy between the input stage, the propagation stage and the load stage into the normalized model in (1), which will be used with the same number of input and output terminals . With reference to Fig. 1 , information to be transmitted is encoded and used to drive an array of voltage generators whose internal impedance we consider negligible. Power flows through the propagation stage and is transferred to the load stage. Received power is finally converted into signals that are decoded to retrieve information. Within the electrical circuits, noise is generated by resistive components [23] and properly modeled with additional effective voltage generators separated from ideal noiseless circuit elements.
To track energy flows we identify signals with "effective" voltages and combine them linearly (with an invertible transformation analogous to what is used in [7] , [8] ) to comply with the requirement that the overall superimposed disturbances are independent and with constant power spectral density equal to . The input stage is made of complex voltage sources with a common ground. The voltage sources are connected with the input terminals of the propagation -port and feed it with a vector of complex voltage waveforms , where stands for vector transposition. The output terminals of the propagation -port are connected to the input terminals of the load stage that receives the complex voltage waveforms . The cascade of the propagation and the load stages is characterized by a frequency-dependent voltage gain matrix and by a frequency-dependent input admittance matrix , that is seen by the sources when driving the input terminals. Moreover, when the sources are grounded, the frequency-dependent output impedance matrix is seen from the output terminals. Finally, the load stage alone is characterized by a frequency-dependent admittance matrix . Let us first reason as if noise were not present. As far as voltages are concerned, we have . The amount of power entering the propagation stage in the infinitesimal band , in which all frequency dependent characteristics can be considered constant, is . If we define we have , hence . Note that is Hermitian and positive semi-definite. In the following we will assume that it is also non-singular.
The effective input signals are for which . Note that, if is such that no current is absorbed at a certain frequency, the corresponding effective signal is null even though non-vanishing voltages are applied at the input terminals. This is due to the fact that in absence of net energy flows there may not be information transmission between the signal sources and the propagation stage.
Similarly, the effective output signals are where . The gains between effective input and output voltages can be arranged in the effective gain matrix so that is equivalent to . Noise enters the system in encoding, propagation, and decoding.
The exact nature of the encoding and decoding processes is unknown, and we model their noise contributions introducing a Gaussian additive disturbance to each emitted voltage and a Gaussian additive disturbance to each effective voltage . The covariance of the vector of these disturbances (measured in units) is for some small . The covariance of the vector of these disturbances (measured in units) is for some small .
The noise contribution of the propagation stage is modeled introducing two arrays of , zero-mean, Gaussian voltage sources and in series, respectively, with the left-hand-side and the right-hand-side terminals.
This subsumes the classical model of noisy multiports [24] prescribing that each port is associated with an equivalent series noise voltage generator.
It is convenient to move noise contributions so that they insist on the output nodes .
To do so, follow the propagation of disturbances, starting from the and the whose series enters the propagation stage and sums with the , eventually becoming equivalent to a single array of Gaussian noise sources that can be expressed in vector form as . Since the disturbance due to the encoding is independent of that due to the propagation, the covariance matrix of is (11) where , , and are the auto-covariance and cross-covariance matrices of the two vectors and . Considering the propagation -port alone, and assuming that is the impedance matrix linking left-hand current with left-hand voltages, that is the impedance matrix linking right-hand currents with right-hand voltages, and that is the impedance matrix linking right-hand currents with left-hand voltages we know that [24] , when measured in units, the above covariance matrices are nothing but (12) Next, if we assume that the load is noisy, we may model its noise contribution with a further array of , zero-mean, Gaussian voltage sources each in series with a load terminal. The noise sources are independent of the and their covariance matrix measured in units is (13) A noiseless load may be modeled with . In any case, by equating at each output terminal the currents that flow into the load and the ones that come from the propagation stage, we obtain that, when signal sources are grounded, the nodes are non-null and equal to . The covariance matrix of such a disturbance, measured in units, is with (14) Since these disturbances affect the voltage vector , the vector of effective voltages is affected by an effective noise vector with covariance where we have used the fact that (and thus also its square root) is Hermitian. Assuming that disturbance due to decoding and those due to propagation and load are uncorrelated, we finally have that signals used for decoding are affected by a total noise with covariance matrix with
To finally meet the requirement of (1) let us set
With this, the non-vanishing eigenvalues can be extracted from the matrix (15) to be substituted into (2), (8), (9), and (10). By specializing what we discussed for a general MIMO channel, the eigenvectors of identify non-interacting SISO electrical networks whose effective voltages and currents are proper linear combination of those occurring in the physical system. Each of these SISO networks is like an independent "virtual wire" with its own frequency dependency and noise features compounded in the corresponding NGR profile.
IV. LOCALLY-COUPLED HOMOGENEOUS IMPEDANCE NETWORKS
To focus on the characterization of the trade-off between power and capacity in bus-like structures, we need to specialize the scheme in Fig. 1 to approximate the main physical features of parallel wires.
To do so, we lay down the network schematized in Fig. 2 in which each the th wire is thought to connect the node with the node .
Effects due to the non-negligible length of individual wires are taken into account by means of series impedances ( and ) and a grounding impedance . Due to the presence of neighboring wires each path is coupled with other paths thus implying cross-elements in the lumped network.
Our model is a largely simplified version of more sophisticated ones (see, e.g., [25] and [26] ) from which we also get the key assumption that capacitive and inductive coupling between nonadjacent lines is practically negligible with respect to the one between adjacent lines or to the capacitive coupling with ground.
More formally, further to the input nodes with voltages and to the output nodes with voltages , the circuit therein features intermediate nodes with voltages . Nodes are connected by a regular mesh of impedances/admittances characterized by six quantities:
• to the corresponding . These paths are cross-coupled due to:
• the inductive coupling that causes an emf in series to each that is proportional to the (change of) current in the neighboring paths;
• the capacitive coupling that causes a current injection in the nodes that is proportional to the (change of) voltages in the neighboring nodes. Other causes of coupling, e.g., the proximity of devices at the transmitter or receiver end, are surely present but not modeled here. Hence, we assume that loads are electrically decoupled and indistinguishable, i.e., and thus . From this and from (13) we also get that, if the load is noisy, . We specialize the previous formulas to this network thus computing , ,
, and (which needs the matrices , , as well as , , ) as in (15) . To do so, we concentrate on the currents entering the nodes due to the different converging branches. 
Since we infer for (17) The coupling through the admittances produces a vector of currents injected in the nodes , which is related to the voltages of the same nodes by where is the matrix (24) From (23) and (24) we get with . This can be substituted into to eliminate and yield the gain matrix (25) where (26) Moreover, since , from (20) we get from which whose symmetry allows us to write (27) To compute the output admittance matrix we set in (20) and exploit to obtain (28) As far as the impedance matrices , , and are concerned, these can be computed using the current expressions from (20) to (23) . Given the circuit configuration in Fig. 2 , relates with when , relates with when , while relates with when . Straightforward calculations lead to (29) The above expressions yield symmetrical matrices that can be plugged into (12) and, in turn, into (11) to get . This can be coupled with the previous and substituted into (14) to obtain .
According to what discussed in Section III, now that we have explicit expressions for , , , and we may compose the matrix in (15) and compute its frequency-varying eigenvalues to be plugged into the parameterizations in (2), (8), (9), (10).
V. CAPACITIVE-ONLY AND INDUCTIVE-ONLY CASES
When one of the two coupling effects represented by and is largely dominant with respect to the other we may safely neglect the latter and set either or . Beyond physical significance, this assumption allows the derivation of an analytical relationship between the circuit parameters and the eigenvalues .
In fact, note first that only one non-diagonal matrix ( if , if ) enters the computation of all the factors of . Indicate with the set of the eigenvectors of the surviving matrix and say that a generic matrix is -based when it has the same set of eigenvectors.
By their very definition, and are -based. All other, diagonal, matrices involved in the computation of the factors of are multiples of , and thus are -based.
Since sum and inverses of -based matrices are themselves -based, we know that in (26) , and thus in (25) , and in (28) are -based.
From the fact that , , and in (29) are -based we finally get that in (14) is also -based.
Eventually, since and are symmetric, eigenvectors in are real and propagate through the operator implying that in (27) 
VI. EXAMPLES OF QUALITATIVE BEHAVIORS
In this Section we discuss qualitative trends implied by different coupling phenomena. This is done by restricting ourselves to a simple realization of all the impedances by means of elementary resistors, capacitors and inductors. More specifically, let us set As far as load is concerned, we use the series of a resistor and a capacitor, i.e., that we choose since it allows to better highlight the effect of the different parameters characterizing the transmission -port. We will address the parallel of a capacitor and a resistor in the Section devoted to the discussion of a real case.
The processing noise of both the encoder and decoder will be equivalent to . Note that, with this setting, non-active coupling is modeled by zeroing the corresponding reactive effect. All non-zero values are combined to give the frequency profiles of the NGRs.
Though we cannot write in simple terms the relationship between circuit parameters and NGRs (what is needed is the computation of the eigenvalues of a suitably built matrix) it can be reasonably expected that significant features of the profiles (i.e., minima, maxima, flexes) are in the neighborhood of sums of products of resistance, capacitance and inductance values, in analogy to what happens in the transfer functions of common passive lumped circuit. This is why, when looking for a normalized setting allowing comparison between different qualitative behaviors, we choose to set non-zero values to 1 when dealing with , , , and , reasonably expecting that significant trends appear for frequency of few Hertz or non-negligible fractions of Hertz.
Though not fully formal, this "normalization" works and allows us to concentrate plots and considerations within the two limit frequencies
Hz to Hz. We will also set . This is to place the corresponding band-limiting effect close to the maximum allowed frequency Hz while leaving room to observe the effects due to the other reactive components around Hz. To clarify this point assume first that and set , with so that no coupling enters the analysis. In these conditions we may compute, for example, the power needed to achieve the target capacity bit/s and its distribution along the frequency axis. Since , the matrix has only one eigenvalue corresponding to a single NGR . The profile of such an NGR is reported at the top of Fig. 3 as the thick curve.
Given the the target capacity bit/s, numerically inverting (10) yields a flooding level of that is also reported at the top of Fig. 3 as an horizontal straight line. Starting from the NGR and from , (9) gives a total power . In this simplified setting, the power spectral distribution can be directly derived as the difference between and the unique NGR. Its profile is reported at the bottom of Fig. 3 . Note how, since the NGR flattens out for , the full frequency range is exploited.
This implies that the total power needed to achieve a certain capacity is decided both by the circuit parameters and by the available frequency range. In this case, if is increased while keeping fixed, decreases.
Assume now that . The profile of the resulting NGR is reported at the top of Fig. 4 as the lower curve.
Given the target capacity, (10) yields a flooding level of that is also reported at the top of Fig. 4 as the upper straight line. Starting from the NGR and from , (9) gives a total power . In this case, the total power is not distributed over the whole range of available frequencies but it is determined by the intersection of the flooding level with the NGR that, in turn, depends only on circuit parameters. As a result, as far as is large enough to comprise all interesting behaviors, it does not affect the needed power and its frequency distribution.
A. Non-Coupled Paths
Before introducing coupling between paths, we analyze the simple cases in which, , , , for , 4, 8. The absence of coupling is equivalent to substituting for all in the expression of Section V, thus obtaining that is independent of . Hence, all the NGR functions share the same profile, that is the same of Fig. 4 , and is also reported as the thick curve at the top of Fig. 5 . In the same Figure we also report the flooding levels needed to achieve the Shannon capacity of 10 bit/s, i.e., for , for and for . As expected, the threshold decreases as increases since the overall capacity is obtained exploiting parallel paths.
The same happens to the total power needed for transmission that goes from for to for to for . This well-known effect favoring parallel uncorrelated transmission is due to the concavity of the logarithm linking the signal-to-noise ratio to the Shannon capacity.
As increases, this decreasing total power is distributed over a narrowing bandwidth 
B. Capacitive Coupling
Starting from the previous configuration, we may introduce a strong capacitive coupling between signal paths by setting while keeping . At the top of Fig. 6 , we show the four NGR profiles for along with the flooding level needed to achieve a Shannon capacity of bit/s. The four profiles are not coincident due to coupling. Actually, the fact that three out of four NGRs exhibit a rapid increase toward infinity for all non-negligible frequencies implies that virtually all available power is allocated along the lower curve that is coincident with the NGRs in Fig. 5 .
The straightforward interpretation of this fact is that the strength of coupling makes the presence of multiple paths almost completely useless unless a large amount of power is available. In any case, the most efficient way of employing available power is to drive all input voltages with instantaneously equal values thus avoiding the dumping effect of coupling capacitances. This is obviously equivalent to using a single electrical path as confirmed by the needed power that is here and must be compared with that needed by a single path, i.e., . Cusps in the PSD plot at the bottom of Fig. 6 reflect the fact that power is spent in a decreasing number of NGRs as the their profiles become higher than the threshold.
To quantify the effect of capacitive coupling, Fig. 7 reports the relationship between the power needed to achieve a Shannon capacity of 10 bit/s as function of spanning from to . Note that this capacitance range goes from a substantial lack of interaction between the wires to a configuration in which voltage variations across wires are practi- Fig. 7 . The power needed to achieve a Shannon capacity of 10 bit/s in a system with plotted against the coupling capacity .
cally impossible since they would imply huge energy transfers . This is reflected by the behavior of the NGRs as changes and by the consequent power allocation by means of flooding.
In fact, a detailed calculation extending what we already perceived by intuition when dealing with reveals that, in this case, the first eigenvector of the matrix identifies the common mode propagation, i.e., the behaviour of that particular linear combination of effective voltages yielding their average. Common mode dynamics is intrinsically independent of coupling capacitances, thus the corresponding NGR profile does not depend on
. Therefore, such a profile can be seen in the top plots of both Fig. 5 (where it happens to be the same profile of all of the NGRs) and Fig. 6 .
By comparing the two Figures mentioned above, we note that, as the coupling increases, the NGRs profiles other from the common mode change their shapes, moving upwards.
Hence, the higher the the larger the fraction of power allocated to the common mode propagation with respect to the other linear combinations, i.e., ideal transmission strategies cope with strong coupling by choosing data encodings favoring similar voltages in neighboring wires.
Consequently, the left and right asymptotes of Fig. 7 corresponds to the power of the no-coupling case, , and the power of the single-wire case, .
C. Capacitive and Inductive Coupling
Further to capacitive coupling we may add the inductive coupling between paths, which we model by a mutual inductance and by a self-inductance . Fig. 8 compares the NGR profiles of this system with those of Fig. 6 .
Note that adding inductive coupling raises the NGR profiles and thus impairs communication. This is evident since the power needed to reach the same Shannon capacity of 10 bit/s increases from to . The same effect can be noticed on the bandwidth that goes from Hz to Hz. To quantify the joint effect of capacitive and inductive coupling, Fig. 9 reports the relationship between the power needed to achieve a Shannon capacity of 10 bit/s as function of spanning from to for different values of . Fig. 8 . The NGR profiles of a system with paths, with both capacitive and inductive coupling along with the flooding threshold needed to achieve a Shannon capacity of 10 bit/s (solid lines) compared with the same plots for a system with capacitive coupling only from Fig. 6 (dashed lines) . Again, the needed power decreases as the coupling (both capacitive and inductive) decreases with asymptotic limit equal to the no-coupling case .
D. Information-Theoretic Design Hints
What we get from the previous qualitative behaviors, is that the general flooding mechanism relies on the NGR profiles to identify on which "virtual wires" it is convenient to deploy power to optimize transmission capacity.
Though it may be impossible to reproduce the power distribution of the ideal encoder, knowing the features of the most effective virtual wires can be of help to approximate ideal behavior by means of real circuitry.
This straighforwarldy applies, for example, to the most favorable virtual wire of the capacitive coupling case (Section VI-B), which is nothing but the common mode. Actually, many encoding techniques proposed to cope either with power consumption or with performance of buses (see e.g., [27] , [28] ) try to approximate common-mode behavior though, being such approximations based on square waveforms, results are still far from the theoretical bound we derive.
In general, sophisticated encoding policies may derive inspiration from the consideration of further eigenvectors in the implicit priority order given by the magnitudes of the corresponding NGRs.
VII. A REAL-WORLD CASE
In this section we model a bus realized within an integrated circuit by means of an established 0.35 m technology with five metal layers. All technological parameters are taken from [29] .
As far as the load is concerned, metal wires terminate at MOS gates that are the input port of a minimum size buffer. This means that, for what concerns the relationship between applied voltage and drawn current, the load behaves as a capacitance . Though, in principle, it would be possible to recycle the charge stored on such gate capacitance, this is not done in actual integrated implementations, thus the net energy transfer to the decoder amounts (at least) to what is wasted to drive the buffer. Note that this does not take into account energy taken directly from the power supply by the buffer itself thus configuring a best-case analysis for what follows.
Coherently with its capacitive nature, we will see such a buffer as a noiseless device that simply copies the energy received at its input to the decoding stage. This implies that no noise is added by the load admittance to the whole communication.
Our load admittance has the threefold task of: modeling the electrical instantaneous relationship between voltages and currents; modeling the energy exchange that ultimately happens between the propagation -port and the decoder; resulting in a vanishing noise contribution.
The electrical relationship is that of a capacitance (thus ), the power exchange is quantified by the energy required to charge such a capacitor at the instantaneous voltage values applied to it (thus ) and a zero noise contribution implies . Note that the first two requirements are contradictory since they impose that can be only partially satisfied by a unique admittance. For simplicity's sake, we will set to exactly model power dissipation at the expense of a 10% phase error and of a 1.3% amplitude error in the frequency response.
With this model we tackle the case of a 2 mm bus with parallel wires realized in the layer. We will assume that both and layers are grounded. Each wire in the bus is therefore coupled with the ground node by means of and with neighboring wires by means of . The total resistance of the aluminum along the wire is split in . Inductive effects are considered as negligible. Hence, we may resort to the analytical expression in Section V with for . The analysis is performed in the frequency range , for buses at the temperature , and assuming that the encoding and decoding stages add a noise of . Fig. 10 reports the NGR profiles and the power spectrum of the signals needed to achieve a capacity of bit/s over wires. The corresponding power is over a bandwidth of 140 MHz.
Conventional square wave signals transmitting bit/s over each of the 32 available wires would require a power in the order of , thus confirming that we are dealing with fundamental limits of communication.
The effect of increasing parallelism is highlighted in Figs. 11  and 12 . Fig. 11 reports the relationship between the power and the bandwidth required to achieve 1 Gbit/s over buses with an increasing number of wires . The effect of coupling is highlighted by comparing with the trend of a bus with the same number of wires without coupling. Parallelism decreases the needed power and bandwidth that asymptotically approaches the fundamental limit due only to the noise at the receiver.
To understand why, we may start from the expression in Section V, set and and indicate the dependence of the eigenvalues on , and by . We have that is monotonically decreasing with for any , that for (see also Fig. 10 that reports ), and for . We may now recall (10) , explicit the dependency of the capacity on the number of wires and write It is now easy to see that where we have exploited the fact that is non-decreasing in .
Since we also have , the flooding level must decrease when increases and the target capacity is kept constant.
Since the NGR profiles are monotonically increasing in , when decreases the overall signal band collapses to 0. Hence, we may consider the values of the NGR profiles for for which By substituting this into (10) and (9) and restricting the integrals to a vanishing neighborhood of 0 we get, for , which is the minimum possible energy per transmitted bit when the only noise cause is the noise of the final decoder. Note that the noise in the encoding stage does not affect this limit as it follows the same path of the propagation noise and affects a node whose impedance grows to infinity as , thus making energy exchanges negligible. Fig. 12 shows how this limit is approached by plotting the ratio between the actual energy needed to transmit a single bit over our -conductors system the limit .
VIII. CONCLUSION
We investigated the fundamental limits of communication over electrical MIMO networks.
The discussion develops in few steps. First, (2), (8), (9), and (10) give the link between the achievable bit-rate, the needed power and its distribution over the necessary bandwidth by generalizing the classical water-filling mechanism to a generic MIMO, frequency-dependent, time-invariant channel.
By modeling information transmission as the exchange of energy between electrical components, the above equations have been specialized to the cascade of properly defined multi-port stages. Equation (15) , expresses the matrix whose eigenvalues enter (2), (8), (9) , and (10), in terms of electrical network parameters.
A lumped elements circuit implementing the propagation stage in the above scheme is then analyzed to express the network parameters in terms of individual admittances, allowing a further partial analytical development in Section V.
The lumped circuit case, and its analytical sub-case, are then used to show the effectiveness of the method in general and with reference to a real-world case allowing to highlight the effects of capacitive as well as inductive coupling between electrical paths and of parallelism in bus transmission.
