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Among different topological and related phases of condensed matter, nodal semimetals occupy a
special place – the electronic band topology in these materials is related to three-dimensional bulk,
rather than to surface, states. A great variety of different realizations of electronic band crossings
(the nodes) leads to a plethora of different electronic properties, ranging from the chiral anomaly to
solid-state realizations of a black-hole horizon. The different nodal phases have similar low-energy
band structure and quasiparticle dynamics, which both can be accessed experimentally by a number
of methods. Optical measurements with their large penetration depth and high energy resolution
are ideally suited as such a bulk probe; especially at low energies where other spectroscopic methods
often lack the required resolution. In this contribution, we review recent optical-conductivity studies
of different nodal semimetals, discuss possible limitations of such measurements, and provide a
comparison between the experimental results, simple theoretical models, and band-structure-based
calculations.
I. INTRODUCTION
Succeeding graphene and topological insulators, nodal
semimetals came into focus of condensed matter physics a
few years ago [1–24]. In these there-dimensional (3D) ma-
terials, linearly dispersing electronic bands possess point
and/or line crossings in the vicinity of the chemical po-
tential in the bulk Brillouin zone (BZ). These bulk band
crossings may lead to topologically trivial (as in the case
of Dirac semimetals) or nontrivial (e.g., in Weyl semimet-
als) electronic phases. Important is that the low-energy
electronic dispersion relations can be approximated by
a solution of Dirac equation or its modifications [25].
This makes the optical (interband) response of nodal
semimetals generally different from the response of “or-
dinary” 3D metals and semiconductors and often allows
probing the low-energy band structure via optical con-
ductivity measurements. The studies on nodal semimet-
als, where the linear frequency-dependent conductivity,
σ(ω) = σ1(ω) + iσ2(ω), had been measured, were in fo-
cus of many recent experimental reports. Such measure-
ments reflect the bulk material properties, as the skin
depth is typically above a few tens of nanometers for any
measurement frequency and of the order of 100 nm to
1 µm for the most interesting far-infrared portion of the
spectrum [26–28]. In this paper, we summarize our find-
ings obtained in such measurements within the last few
years and review the most relevant optical results from
literature.
In the discussion, we concentrate exclusively on the
optical-conductivity features related to the electronic
band structure. In addition, optical spectra may contain
information on such effects as strong electron-electron or
electron-phonon coupling. Possible importance of these
interactions in different Dirac materials is widely de-
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bated [29–35]. It looks like the majority of experimental
results on nodal semimetals (particularly, for nonmag-
netic systems) can be understood within a single-particle
picture. Still, there are reports on experimental detec-
tion of different collective effects, also by optical means.
For example, a density-wave formation was suggested in
the Dirac semimetal Ca1−xNaxMnBi2 [36] and a strong
coupling between optical phonons and Weyl quasiparti-
cles was discussed in TaAs [37]. Reviewing such effects
is not the scope of this paper. Here, we just note that in
all examples discussed later the collective effects do not
manifest themselves in optical conductivity in an explicit
way. For instance, the phonon modes remain sharp (and
of Lorentzian shape), even though these modes overlap
in frequency with the interband (Drude) response of con-
ducting carriers, see, e.g., Refs. [27, 38].
II. THEORETICAL BACKGROUND:
ELECTRONIC BAND DISPERSION AND
OPTICAL CONDUCTIVITY
In this section, we briefly recap theoretical predictions
for the frequency behavior of optical conductivity in the
major types of nodal semimetals (see Fig. 1). More de-
tails for specific cases can be found in vast available lit-
erature, especially in the works of J. P. Carbotte and
coauthors [39–48].
In the case of electron-hole symmetric d-dimensional
bands with E(k) ∝ ±|k|z, the real part of the interband
optical conductivity is supposed to follow a power-law
frequency dependence [49, 50],
σIB1 (ω) ∝ ω
(d−2)/z. (1)
For Dirac andWeyl semimetals, d = 3, the bands are con-
ical (z = 1), and Eq. 1 can be more specifically rewritten
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FIG. 1. Model band structures for different nodal semimet-
als. Upper row: schematic band dispersions near the nodes
in Dirac, triple-point, Weyl, and multifold semimetals (from
left to right). The multifold-semimetal dispersion is presented
for a spin-1 threefold-fermion case. Middle row: more realis-
tic (but still schematic) band structures, related to the com-
pounds considered in this review – Dirac (Cd3As2), Weyl (the
TaAs family), and multifold semimetals (RhSi and other ma-
terials from the space group No. 198). For the latter case, the
electronic bands are shown without SOC being included (cf.
the accurate band-structure calculations for RhSi in Fig. 12).
For a triple-point realistic band dispersion, refer to Fig. 10.
In the two upper rows, the band degeneracy is encoded as
the line thickness – thin lines represent nondegenerate bands,
whereas thick lines represent (doubly) degenerate bands. Bot-
tom raw: a graphical explanation of the differences between
the Dirac (or Weyl) semimetals (left picture) and nodal-line
semimetals (middle and right pictures). The band crossings
are depicted as bold red points and lines. Note that the actual
k-space is 3D; thus, the shown figures are the relevant cuts of
the full (four-dimensional) E(k) pictures.
as
σIB1 (ω) =
e2NW
12h
ω
vF
, (2)
where NW is the number of Weyl nodes (for a single
Dirac node, NW = 2), vF is the Fermi velocity, h = 2pi~
is the Planck constant, and all Weyl/Dirac bands are
considered to be identical (up to a spin degree of freedom)
with their nodes situated at the chemical potential µ. If
the node position is not at the chemical potential (µ 6= 0),
transitions for the energies below 2µ are Pauli blocked,
and Eq. (2) is modified to
σIB1 (ω) =
e2NW
12h
ω
vF
θ {~ω − 2µ} , (3)
where θ{x} is the Heaviside step function and any carrier
scattering is ignored. In this case, an intraband contri-
bution to conductivity will also be present in the spectra.
For finite electron scattering, the Heaviside function can
be replaced, for example, by
1
2
+
1
pi
arctan
ω − 2µ/~
γ
(4)
with γ representing an appropriate scattering rate, and
intraband conductivity can be approximated by a stan-
dard Drude ansatz [51].
In Ref. [40], it was shown that tilting the conical bands
(relevant, e.g., for type-II Weyl semimetals [52, 53]) af-
fects the linear behavior of optical conductivity: σIB1 (ω)
remains (quasi)linear, but experiences slope changes at
certain frequency points, whose positions are related to
µ and to the tilt angle.
For generalizations of Weyl bands with higher Chern
numbers [7, 23, 54–57], the shape of σIB1 (ω) depends on
the band dispersion relations. In the so-called multi-
fold semimetals, where a few linear (rotationally sym-
metric) bands with generally different slopes cross at a
given point of the BZ [7, 23], the optical conductivity
is linear in frequency (up to the steps, related to the
Pauli-blocked transitions) [58]. For more complicated
band structures, such as touching bands with a linear
dispersion in one direction and parabolic dispersions in
the remaining two [54, 55], σIB1 (ω) is expected to be
anisotropic [59], in accordance with Eq. 1. Additionally,
if the nodes are situated at different energies, as appears,
e.g., in real multifold semimetals, σIB1 (ω) changes its fre-
quency run at different energy scales. The important
point is that the total interband σ1(ω) can often be de-
composed into contributions from the nodes of each kind,
simplifying interpretation of experimental spectra.
A particularly interesting case is the nodal-line
semimetals (NLSMs) [5], where the presence of a con-
tinues line of nodes effectively reduces the dimensional-
ity of the crossing electronic bands to d = 2. This re-
duced dimensionality leads to a frequency-independent
σIB1 (ω) according to Eq. 1. Earlier, such “flat” opti-
cal conductivities were predicted and experimentally ob-
served in graphene and graphite [60–62] with a universal
conductance value per one graphene sheet, pie2/(2h). In
NLSMs, no universal sheet conductance is expected; in-
stead σIB1 (ω) is related to the length of the nodal line k0
in a BZ [43, 44, 63]. For a circular nodal line, one has:
σIB1 (ω) =
e2k0
16~
. (5)
It is assumed here that the plane of the nodal circle is per-
pendicular to the electric-field component of the probing
radiation and that there is no particle-hole asymmetry.
For µ 6= 0, a Pauli edge (Eqs. 3 and 4) occurs in the
conductivity spectra.
3III. LINEAR OPTICAL RESPONSE: REVIEW
OF EXPERIMENTAL RESULTS
A. Experiment versus computations
A large number of recent experiments are devoted to
measuring optical conductivity in nodal-semimetal can-
didates [26–28, 36, 38, 65–78]. There are also theoretical
studies, where σ(ω) is computed for particular semimetal
compounds based on their band structure [79–83]. Some
studies combine both, experiment and band-structure-
based computations [27, 28, 64, 84, 85]. We would like to
stress here that usually the match between measurements
and such computations is only qualitative. In Figs. 2
and 3, we show two typical examples of the theory-vs-
experiment spectra comparison – for YbMnBi2 and NbP,
correspondingly. In both cases, the calculations repro-
duce the major features observed in the experimental
conductivity, but fail to catch the exact frequency po-
sitions of the features and their spectral shapes. This
result is not surprising, considering the well-known diffi-
culties of ab initio optical-conductivity calculations, es-
pecially at low frequencies. It seems optimal to com-
bine experimental studies with both, simple-model (or
effective-Hamiltonian) approaches and ab initio calcula-
tions, as attempted, e.g., in Refs. [38, 64, 84, 85]. This
may allow a deeper insight into the relation between the
semimetal band structure and its optical conductivity.
Additionally, band-selective optical-conductivity calcula-
tions are quite helpful. Such calculations are, however,
rarely performed [27, 64, 84].
FIG. 2. Optical conductivity of YbMnBi2. The solid ma-
genta line shows experimental interband conductivity (i.e.,
the Drude contribution is subtracted) at 5 K. The other curves
are band-structure-based calculations for different canting an-
gles of Mn2+ magnetic moments. Reproduced with permis-
sion from Ref. [64], copyright (2017) by the American Physical
Society.
B. Nodal-line semimetals
ZrSiS and its relatives. We start reviewing optical-
conductivity measurements of nodal semimetals with Zr-
SiS. The reason for this is a relatively simple, basi-
cally model, band structure of this layered, quasi-two-
dimensional, compound. (We note that all currently
available optical measurements of ZrSiS and its rela-
tives were performed on in-plane surfaces and showed no
anisotropy, consistent with the tetragonal in-plane sym-
metry of these compounds.) ZrSiS possesses a nodal line,
situated near the Fermi level [86, 87]. Although the shape
of the line is rather complex and, furthermore, the line
is slightly gapped due to spin-orbit coupling (SOC), the
linearity of the electronic bands forming this nodal line
extends up to ∼0.5 eV, and other (nonlinear) bands do
not cross the Fermi level. This makes ZrSiS one of the
best systems for searching the signatures of Dirac elec-
trons in the optical conductivity spectra.
Measurements of the optical conductivity in ZrSiS have
been reported in Refs. [26, 84, 88, 89]. In Fig. 4, we
display the real part of the optical conductivity obtained
in Ref. [26]. The striking feature of the spectra is the
flat, frequency-independent, region spanning from 250 to
2500 cm−1 (30 – 300 meV) for almost all temperatures
investigated (at T ≥ 100 K, the flat region starts at a bit
higher frequencies because of a broadened free-electron
Drude mode). This observation is in perfect agreement
with the simple-model predictions for NLSMs discussed
above (Eqs. 1 and 5).
The sharp dip in the 10-K spectra could be interpreted
as either a Pauli edge or the spin-orbit gap, enabling
hence the upper estimate for the gap of around 30 meV.
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FIG. 3. Interband optical conductivity of NbP calculated
from its band structure with (red line) and without (blue
line) SOC and the total (i.e., inter- and intraband) exper-
imental NbP conductivity at 10 K (black line). Intraband
(Drude) contributions to the conductivity are not included in
the computations. Inset shows same sets of data on a broader
frequency scale. All spectra are for the (001)-plane response.
Reproduced with permission from Ref. [27], copyright (2018)
by the American Physical Society.
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FIG. 4. In-plane optical conductivity of ZrSiS. Reprinted with
permission from Ref. [26], copyright (2017) by the American
Physical Society.
Our later magneto-optical investigations provide a more
accurate value of 26 meV [89], in a reasonable agrement
with the calculated value of 15 meV [86].
As frequency gets higher than 400 meV, σ1(ω) first
decreases and then increases again, demonstrating a U-
shape behavior. Similar behavior was also observed in
a number of related compounds – ZrSiSe, ZrGeS, and
ZrGeTe [84] – and reproduced in band-structure-based
calculations for all four materials [81, 84]. Interpretation
of the high-energy upturn of the U-shaped conductivity is
rather straightforward – it is due to transitions between
almost parallel bands near the X and R points of the BZ
of these compounds.
According to Ref. [84], the low-energy part of the U-
shaped conductivity, where σ1(ω) is roughly proportional
to 1/ω, can be interpreted as being due to a “nodal
plane” (cf. Eq. 1 for Dirac bands and d = 1). In other
words, there is a further electronic-band dimensionality
reduction due to the quasi-two-dimensional (band) struc-
ture of these compounds: the dispersion is linear only in
one k-space direction, whereas it is almost absent along
the nodal line, as well as in the out-of-plane direction.
This nodal-plane picture can only work for relatively high
frequencies, as otherwise the band structure cannot be
approximated as two dimensional. Indeed, a basically
frequency-independent σIB1 (ω) is observed at low frequen-
cies (below 0.4− 0.5 eV) in all four materials, albeit the
frequency span of the flat conductivity is largest in ZrSiS.
These flat areas of σIB1 (ω) cannot be accurately repro-
duced by the available calculations based on the band
structure [81, 84]. Instead, the calculated low-energy
σIB1 (ω) is found to increase with frequency. Habe and
Koshino [81] suggested that the observed flat conductiv-
ity might be a cumulative effect of the increasing inter-
band conductivity and a decreasing Drude contribution.
However, the experimental data do not support this ex-
planation. As one can see from Fig. 4, the Drude term
is very narrow and does not overlap with the flat region.
Also, it is the interband conductivity (i.e., the conductiv-
ity after subtraction of the Drude modes), which shows
the almost flat regions at low energies in Ref. [84].
Overall, the flat interband conductivity of ZrSiS at low
energies is a robust experiential result (in ZrSiSe, ZrGeS,
and ZrGeTe, similar behavior is observed). The simple
interpretation based on Eqs. 1 and 5 offers a good quali-
tative interpretation of this result. More advanced band-
structure-based calculations of optical conductivity are
required to provide a full description for these observa-
tions.
NbAs2. This material is another example of a NLSM.
Unlike ZrSiS, the nodal lines in NbAs2 do not form closed
loops or cages in a BZ, but span from one BZ to an-
other. Most importantly, the nodal lines in NbAs2 are
“dispersive”, meaning that the nodal-line energy posi-
tion depends on the momentum. In fact, the nodal lines
in ZrSiS and its relatives also possess such dispersion.
However, it is much weaker than in NbAs2 and does not
seem to affect the optical spectra appreciably. Similarly
to ZrSiS, the nodal lines in NbAs2 are gapped. Shao et
al. [85] found in NbAs2 experimentally and also showed
analytically that the optical conductivity due to the tran-
sitions between the linear bands, crossing along such dis-
persive nodal lines, demonstrates a linear-in-frequency,
rather than a frequency-independent, behavior.
Indeed, the slope of the nodal line (i.e., ∂E/∂k‖, where
k‖ represents the k direction along the nodal line) plays
the same role as the Fermi velocity of a linear band.
Thus, for a band with a relatively large ∂E/∂k‖ there
will be no dimensionality reduction and the band can be
considered as a 3D Dirac band with anisotropic Fermi
velocity. If v‖ = ∂E/∂k‖ is not negligible, but still much
smaller than the Fermi velocities in the directions per-
pendicular to the nodal line, v‖ will mostly be responsi-
ble for the slope of σIB1 (ω). The linear increase of σ
IB
1 (ω)
is limited in frequency by the energy, corresponding to
the difference between the extrema of the nodal-line en-
ergy positions. Above this frequency, σIB1 (ω) becomes
frequency-independent (if the bands forming the nodal
line retain their linearity at these energies).
FIG. 5. Optical conductivity of NbAs2 for two different
crystallographic directions. Left panel – experiment, right
panel – DFT calculations. Reproduced with permission from
Ref. [85], copyright (2019) by the authors.
5Such behavior of the optical conductivity was recorded
in NbAs2, see Fig. 5. The optical conductivity is
anisotropic, because the nodal lines span almost paral-
lel to the a axis. The linear behavior of σIB1 (ω) is clearly
seen in the measurements and can be nicely reproduced
by DFT calculations. Perhaps, it is the best match be-
tween experiment and ab initio calculations reported for
a nodal semimetal so far.
C. Weyl and Dirac semimetals
The TaAs family. TaAs was one of the first con-
firmed Weyl semimetals [14, 15, 90] and its optical con-
ductivity was reported as early as in 2016 [69]. This com-
pound, as well as its family members (TaP, NbAs, and
NbP), possesses 24 Weyl nodes, i.e., twelve pairs of the
nodes with opposite chiralities [14, 15, 17, 91]. The nodes
are “leftovers” of nodal rings, which are gapped by SOC
everywhere in BZ, except of these special points. The
nodes can be divided in two groups, commonly dubbed
as W1 (NW1 = 8) and W2 (NW2 = 16). According to
band-structure calculations, in TaAs the W1 (W2) nodes
are situated around 20 − 25 meV (10 meV) below the
Fermi level [80, 91].
Fig. 6 reproduces the real part of TaAs optical conduc-
tivity obtained in Ref. [69]. The zero-frequency-centered
Drude mode is followed by an almost linear σ1(ω), which
changes its slope at around 25 meV. The low-frequency
linear σ1(ω) can be associated with the transitions be-
tween the linearly dispersing bands near the low-energy
(W2) nodes. According to the spectra, the Pauli edge
for these transitions should be situated at or below 10
meV, implying that the nodes are 5 meV off the Fermi
level. This is not in disagreement with the band-structure
calculations mentioned above: the accuracy of such cal-
culations and the exact position of the Fermi level in a
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given sample are both within plus/minus a few meV.
The decreased slope of the linear σ1(ω) for ~ω > 25
meV may look puzzling at first glance: at higher energies,
the W1 nodes should start contributing to σ1(ω); hence
it should increase more rapidly with ω. To qualitatively
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6FIG. 9. Optical conductivity of Cd3As2 studied on a few different samples. The graphs are adapted with permission form
Refs. [71] (left panel) and [93] (right panel), copyright (2016, 2018) by the American Physical Society. In the latter study,
optical response from the (112) and (001) surfaces of different samples was collected, as shown by the red and purple curves
[the (112)-surface response] and by the blue and green curves [the (001) response]. The inset in the left panel demonstrates the
k-averaged ∂E/∂k, expressed as an energy-dependent Fermi velocity, for the (112)-plane measurements shown in this panel.
Schematic Kane-model-like band structure, proposed for Cd3As2 as an alternative of Dirac cones, is depicted in the right panel.
explain the decreasing slope, one should recall that the
Weyl nodes in TaAs are leftovers of gapped nodal lines.
The bands, forming the W2 nodes, flatten out in the k
direction along the nodal lines at quite small energies
(the nodal-line gap is in the tens-of-meV range). Thus,
at these energies the optical response starts to remind
the nodal-line situation: σ1(ω) gets flattened.
One can notice that there is a small bump on the initial
linear σ1(ω) at some 15 meV. This bump was reproduced
in later optical measurements of TaAs [92]; a similar, but
much stronger, peak was detected in TaP at comparable
energies [92, 94], see Fig. 7. In Ref. [92] these features
were attributed to the transitions between the Lifshitz
points of the bands forming the Weyl nodes (cf. Fig. 1,
middle row).
Alternatively, such bumps might be related to the
transitions between almost parallel bands split by SOC.
Similar features were observed in our optical study of
NbP at approximately 30 and 60 meV (see Fig. 3)
and interpreted as being due to such transitions, based
on ab initio band-resolved optical-conductivity calcula-
tions [27]. We are not aware of any band-structure-based
optical-conductivity calculations for TaAs and TaP at
low enough frequencies; thus, the correct interpretation
of the observed low-energy peaks in these compounds is
still to be found.
An interpretation of different spectral features de-
tected in the optical conductivity of NbP is given in
Fig. 8. The band-selective optical-conductivity compu-
tations seem to be the best way for making such assign-
ments.
All optical-conductivity measurements of the TaAs
family compounds discussed above have been performed
on (001) surfaces, which have tetragonal crystallographic
symmetry and no optical anisotropy. The out-of-plane re-
sponse (with the electric-field component of the probing
light parallel to [001] direction) was studied in Ref. [95]
for TaAs. A linear increase of the low-energy interband
conductivity was also observed for this polarization at
the energies below 25 meV.
Cd3As2. Cadmium arsenide is one of the first discov-
ered Dirac semimetals [9–12, 96]. Band-structure calcula-
tions [9] predict two Dirac cones per BZ in this material.
Its optical conductivity has been reported in a number
of publications [71, 93, 97–99] and its (magneto)-optical
properties were recently thoroughly reviewed [100].
In our brief review, we would like to point out that
the (almost) linear-in-frequency interband conductivity
is observed in Cd3As2 up to very high frequencies, sig-
naling a large energy scale of the (quasi)linear electronic
bands, see Fig. 9, where results collected on five differ-
ent samples are displayed. The Pauli edge is observed
in the spectra at 600 to 1700 cm−1, depending on the
sample. This large variation of the Pauli-edge position
is related to the naturally present As vacancies, whose
concentration depends on sample-growth and annealing
conditions. Additionally, free carriers in Cd3As2 demon-
strate nonuniform spatial distribution, forming charge
puddles with characteristic scales of 100 µm, as demon-
strated by optical microscopy [93].
A closer inspection of the conductivity spectra reveals
a slight superlinear increase of σ1(ω). This increase was
attributed either to electron-self-energy effects or to de-
viations of the crossing bands from perfect linearity [71].
7In the letter case, ∂E/∂k is energy dependent, as shown
in the inset of the left panel in Fig. 9.
Concluding the subsection on Cd3As2, we note that the
picture with two Dirac bands extending up to high ener-
gies (hundreds of meV) has been challenged by magneto-
optical measurements [98], which are best consistent with
a Kane-like model [101–103] with three electronic bands,
one of the bands being almost flat. (Dirac cones may
still appear in this model, but on a much smaller energy
scale, see the diagram in the right panel of Fig. 9). The
tunneling data [96] can be (re)interpreted based on this
model. It has been argued [93] that the σ1(ω) spectra are
also consistent with the model. Still, band-structure cal-
culations and ARPES results favor a Dirac, rather than
a Kane-like, picture for Cd3As2. A full consensus about
the electronic band structure of this material is still to
be established.
Semimetals with strongly tilted Dirac or Weyl
cones. As mentioned above, tilting the Dirac or Weyl
cones should lead to the modifications of the interband
optical conductivity: σIB1 (ω) is still linear, but demon-
strates changes in its slope at certain frequency points.
A body of experimental work was conducted on materi-
als with (supposedly) strongly tilted 3D Dirac or Weyl
cones [64, 70, 104–106]. Linear portions of experimental
σ1(ω) were indeed reported, e.g., for YbMnBi2 – a type-
II Weyl semimetal candidate. However, intraband con-
tribution often masks the interband optical transitions in
such materials. This is particularly relevant for type-II
semimetals, where free carriers exist even if the chemical
potential is situated at the nodal point [22] and, hence,
Drude-like contributions are supposed to dominate the
optical-conductivity spectra. This was indeed observed,
for example, in WTe2 and MoTe2 [105, 106].
D. Triple-point semimetals
The existence of triple points, where one nondegener-
ate and one doubly degenerate band cross, implies the
presence of bulk nodal lines in the band structure of
triple-point semimetals (TPSMs) [22]. Because of this
band-structure complexity, no simple models for the op-
tical conductivity are available for these materials. Thus,
a comparison between experiment and band-structure-
based computations is the way to interpret σIB1 (ω) in
TPSMs. As an example, we review below the results of
our optical-conductivity measurements in GdPtBi [28], a
TPSM and a member of the half-Heusler family, which is
recognized for a broad variety of exotic and potentially
functional properties [107, 108].
In the paramagnetic state (GdPtBi enters the antifer-
romagnetic state at 9 K [109] – this phase was not ex-
amined by optics), at low temperatures (e.g., at 10 to 50
K), we found σ1(ω) in GdPtBi to be linear in a broad
frequency range: the linearity spans down to 100 cm−1,
see Fig. 10 (a,d), indicating a low free-carrier density.
Unlike the situation in a simple conical band, this lin-
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FIG. 10. Panel (a): Experimental optical conductivity of
GdPtBi at three different temperatures (the curves for 25
and 50 K are shifted upwards for clarity). Panel (b): Band
structure of GdPtBi near the triple point (3p). The chemi-
cal potential is set to the triple-point position. Doubly de-
generate bands are shown as thick lines and nondegenerate
bands as thin lines. Panel (c): Calculated interband conduc-
tivity of GdPtBi for a few different positions of µ as indi-
cated. Panel (d): Comparison of the measured (upper curve)
and calculated for µ = 0 (bottom curve) optical conductiv-
ity of GdPtBi. The sharp phonon mode at around 150 cm−1
is not included in the calculated conductivity. The experi-
mental curve is shifted upwards by 100 Ω−1cm−1 for clarity.
Adapted with permission from Ref. [28], copyright (2018) by
the American Physical Society.
earity is not due to the transitions within such a band.
Our calculations showed instead that the linear σIB1 (ω)
is a cumulative effect of transitions between a few bands
with predominantly, but not exclusively, linear disper-
sion relations (Fig. 10 (b)). We also found that varying
the position of the chemical potential within only ±30
meV drastically changes the overall shape of σIB1 (ω), as
demonstrated in Fig. 10 (c). Thus, the simple conical
dispersion, where µ only affects the frequency position of
the Pauli edge, see Eqs. 3 and 4, is obviously not relevant
for GdPtBi.
E. Multifold semimetals
Multifold semimetals – the materials, which possess
the characteristic electronic band crossings with degen-
eracies higher than two [7, 23] – attract currently a
lot of attention. This electronic phase may occur in
noncentrosymmetric compounds with no mirror planes.
A number of multifold semimetals were recently pre-
dicted and experimentally confirmed, leading to a real-
ization of “topological chiral crystals” [110–116]. Among
other chirality-related properties, these materials are be-
lieved to demonstrate a peculiar nonlinear optical phe-
nomenon – the quantized circular photogalvanic effect
8(QCPGE) [117]. In this effect, the circularly polarized
photons excite the chiral band carriers in such a way
that the resultant photocurrent is quantized in units of
material-independent fundamental constants. Recently,
the observation of QCPGE was reported in RhSi [118], an
established multifold semimetal [111–113]. The knowl-
edge of frequency-dependent linear conductivity in mul-
tifold semimetals is also essential, in particular, for a
proper interpretation of QCPGE experiments. Here, we
review recent reports on experimental determination of
σ1(ω) in RhSi [38, 118] and compare the obtained re-
sults with the available theoretical calculations [58, 83].
As noticed above, the optical conductivity of multi-
fold semimetals is supposed to demonstrate a linear-
in-frequency σIB1 (ω), similarly to 3D Dirac and Weyl
semimetals.
Fig. 11 shows experimental [38, 118] and calculated [83]
optical conductivity of RhSi. The experimental curves
follow each other quite well. The deviations between the
curves can be explained by different free-carrier contribu-
tions. Despite some discrepancy between the calculations
and both experimental curves, the match can be consid-
ered as satisfactory (cf. Figs. 2 and 3). Both low-energy
features of the interband experimental conductivity – the
initial (i.e., for the frequencies just above the Drude roll-
off) linear increase and the further flattening – are repro-
duced by theory.
To establish a better connection between the features
observed in the most interesting, low-energy, part of
the experimental conductivity and the interband opti-
cal transitions, in Fig. 12 we show σ1(ω) from Ref. [38]
together with the low-energy band structure of RhSi. Ad-
ditionally, the interband contribution to the optical con-
ductivity, σIB1 (ω), from this reference, is presented. At
the lowest frequencies (below approximately 2500 cm−1),
the interband conductivity is entirely caused by transi-
tions in the vicinity of the Γ point. No other interband
optical transitions are possible (either the direct gap be-
tween the bands is too large, or the transitions are Pauli
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FIG. 11. Optical conductivity of the multifold semimetal
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tical conductivity are depicted as vertical arrows in (a). The
corresponding frequency scales are indicated by the horizontal
arrows of the same color in (b). Adapted from Ref. [38].
blocked). The bands near the Γ point are all roughly
linear (two of them are basically flat); thus, a linear-in-
frequency interband conductivity is expected [58]. In-
deed, σIB1 (ω) is proportional to frequency in this range
(cf. the orange arrows in both panels of Fig. 12). At
somewhat higher frequencies (∼ 3000− 4000 cm−1), the
flat bands start to disperse downward; thus, the linear-
ity of σIB1 (ω) is not expected anymore. However, the
interband contributions in the vicinity of the R points
become allowed at roughly the same energy (see the grey
arrows in panel (a)). These transitions provide a dom-
inating contribution to conductivity, and the linear-in-
frequency increase of σIB1 (ω) is restored with a larger
slope (the grey arrow in panel (b)). At frequencies above
6000 cm−1, the optical conductivity flattens out, form-
ing a broad flat maximum. It can be attributed to the
transitions between the almost (but not exactly) parallel
bands along the M–R line, which are shown as dotted
green arrows. The maximum is not sharp because other
transitions with comparable energies also contribute at
these frequencies; see, e.g., the dotted green arrow be-
tween the Γ and R points. In Fig. 12, we also show the
results of effective-Hamiltonian calculations [58] for the
contributions near the Γ point. An extrapolation of these
calculations (originally performed for frequencies below
320 cm−1) to higher frequencies is shown as a solid purple
9line. The experimental σIB1 (ω) is generally steeper than
the results of these calculations. The mismatch can be
related to deviations of the bands from linearity even at
low energies [83, 111, 112]. This can be clarified in more
advanced band-structure-based optical-conductivity cal-
culations. In any case, the predicted linear run of σIB1 (ω)
is experimentally confirmed for a multifold semimetal.
F. Linear-in-frequency conductivity in other
materials
The fact that 3D Dirac and Weyl semimetals were
predicted to demonstrate a quite unusual (linear-in-
frequency) optical conductivity, stimulated experimental
efforts in finding such σ1(ω) in different materials and
in making proposals based on these observations. For
example, Timusk et al. [66] reported a linear σ1(ω) in
a number of quasicrystals and suggested the presence of
3D Dirac fermions in these materials. To our knowledge,
this proposition remains to be confirmed by other ex-
perimental methods, as well as by theory. The original
forecasts of a Weyl state in pyrochlore iridates [3] stim-
ulated an optical study of Eu2Ir2O7, where linear σ1(ω)
was observed in a limited range at low energies [68]. Up
to now, no firm confirmations of a Weyl state in this or
other pyrochlore iridates are reported; they are currently
believed to be trivial antiferromagnetic insulators with
important role of electron correlations [119–121]. Inter-
estingly to note that linear σ1(ω) in a broad frequency
range was observed in BaCoS2, another material with
strong electron correlations [122]. This linearity was not
attributed to 3D conical bands (which actually do not
exist in this compound), but to an effect of electron cor-
relations. These examples, as well as the case of GdPtBi
discussed above, demonstrate once again that interpre-
tations of linear σ1(ω) should always be made with care
and theory output is essential for such interpretations.
IV. CONCLUSIONS
When graphene shifted in the focus of condensed mat-
ter physics, its constant in frequency conductivity ap-
peared as a peculiarity at first glance. Soon it became
clear that this was the tip of an iceberg: materials with
interesting band structure and topology are predicted
and discovered at a rapid pace since. The Dirac cones
in graphene are just a particular case of a class of sys-
tems that is not restricted to two dimensions. Different
nodal semimetals, possessing conical bands in their bulk,
are currently at the center of studies, and conductivity of
these materials is directly related to the electronic band
dispersion and dimensionality. Albeit ARPES is surely
the most proper method to study the band structure and
Fermi surface, its severe restriction to the sample surface
often causes problems that can be overcome by optical
methods, as a genuine bulk sensitive technique. In this
brief survey, we considered a representative selection of
recent experimental results on optical studies of different
nodal semimetals. The presented examples demonstrate
the abilities, as well as limitations, of linear optics to
reveal the bulk band structure at low energies.
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