Abstract. In this paper we consider a complete connected noncompact Riemannian manifold M with bounded geometry and spectral gap. We prove that the Hardy type spaces X k (M ), introduced in a previous paper of the authors, have an atomic characterization. An atom in X k (M ) is an atom in the Hardy space H 1 (M ) introduced by Carbonaro, Mauceri and Meda, satisfying an "infinite dimensional" cancellation condition. As an application, we prove that the Riesz transforms of even order
Introduction
Suppose that M is a complete connected noncompact Riemannian manifold with Ricci curvature bounded from below and positive injectivity radius. Denote by −L the Laplace-Beltrami operator on M : L is a symmetric operator on C ∞ c (M ) (the space of compactly supported smooth complex-valued functions on M ). Its closure is a self adjoint operator on L 2 (M ) which, with a slight abuse of notation, we still denote by L. We assume throughout that the bottom b of the spectrum of L is strictly positive. Important examples of manifolds with these properties are nonamenable connected unimodular Lie groups equipped with a left invariant Riemannian distance, and symmetric spaces of the noncompact type with the Killing metric. It is known [CMM1, Section 8 ] that for manifolds with Ricci curvature bounded from below the assumption b > 0 is equivalent to an isoperimetric property, which implies that M has exponential volume growth, ergo the Riemannian measure is nondoubling.
In [MMV2] we introduced a sequence X 1 (M ), X 2 (M ), . . . of new spaces of Hardy type on M with the property that
and the sequence Y 1 (M ), Y 2 (M ), . . . of their dual spaces, and showed that these spaces may be used to obtain endpoint estimates for interesting spectral multipliers of L, including the purely imaginary powers of L, and the first order Riesz transform. Here H 1 (M ) is the atomic Hardy space introduced in [CMM1] . Each of the inclusions above is proper and each of the spaces X k (M ) is an isometric copy of H 1 (M ). We refer the reader to Section 2 for the definitions of the spaces H 1 (M ), X k (M ) and Y k (M ).
Since X k (M ) is continuously included in H 1 (M ), each function in X k (M ) admits an atomic decomposition in terms of H 1 -atoms (these are defined as classical Euclidean atoms [CW, St2] , but their support is contained in balls of radius at most 1)). Recall that an atom a in H 1 (M ) must have integral 0. This cancellation condition may also be expressed by saying that a is orthogonal to the subspace of L 2 (M ) of functions that are constant on the support of a. E.M. Stein posed the question whether functions in X k (M ) may be characterised as those functions in H 1 (M ) that admit a decomposition in terms of atoms satisfying further cancellation conditions. The purpose of this paper is to prove such an atomic characterisation of X k (M ) on manifolds as above satisfying, in the case where k ≥ 1, the additional requirement that the first k covariant derivatives of the Ricci tensor of M be uniformly bounded.
Specifically, we say that A is an X k -atom if A is an H 1 -atom supported in a ball B of radius at most 1 and is orthogonal in L 2 (B) to the space Q k B of all functions V in L 2 (M ) such that L k V is constant on a neighbourhood of B. Note that, contrary to the classical case, the cancellation condition required for X k (M )-atoms is expressed as orthogonality to a infinite dimensional subspace of L 2 (M ). As far as we know, this is the first time that an "infinite dimensional" cancellation condition appears in the literature in connection with Hardy spaces.
An interesting and challenging problem is to prove L p (M ) bounds for the Riesz transforms for p in (1, ∞) and endpoint results for p = 1. After the pioneering works of Stein [St1] and R.S. Strichartz [Str] , several contributions have appeared recently on the subject. We refer the reader to [CD, ACDH] and the references therein for L p (M ) bounds. Endpoint results in the case where µ is doubling and M satisfies some extra assumptions, such as appropriate on-diagonal estimate for the heat kernel or scaled Poincaré inequality have been obtained in [CD, Ru, MRu, AMR] .
To the best of our knowledge, very little is known about L p (M ) bounds for higher order Riesz transforms. N. Lohoué [Lo] proved that if M is a Cartan-Hadamard manifold such that the first 2k covariant derivatives of the Riemann tensor of M are uniformly bounded, and the Laplace-Beltrami operator has spectral gap, then the Riesz transforms of even order
The atomic characterization of the spaces X k (M ) enables us to prove, in a more general setting, an endpoint result for ∇ 2k L −k when p = 1, namely that these operators are bounded from
We then obtain the L p (M ) boundedness for p in (1, 2) by interpolation with a classical L 2 (M ) result of T. Aubin [Au] . We emphasise the fact that our proof is very short and simple. Now we briefly outline the content of this paper. In Section 2, after stating the basic geometric assumptions on the manifold M and their analytic consequences, we recall the definition of the spaces X k (M ) and their properties. In Section 3 we define the atoms in X k (M ), we prove some of their properties and we define the atomic space X k at (M ). In Section 4, we prove that
, with equivalent norms. The argument uses a technical lemma, whose proof is rather long and is deferred to Section 6. In Section 5 we prove the boundedness results for the Riesz transforms of even order.
We will use the "variable constant convention", and denote by C, possibly with sub-or superscripts, a constant that may vary from place to place and may depend on any factor quantified (implicitly or explicitly) before its occurrence, but not on factors quantified afterwards. If T is a bounded linear operator from the Banach space A to the Banach space B, we shall denote by T A;B its norm. If A = B we shall simply write T A instead of T A;A .
Basic definitions and background material
Suppose that M is a connected n-dimensional Riemannian manifold of infinite volume with Riemannian measure µ. Denote by Ric the Ricci tensor, by −L the Laplace-Beltrami operator on M , by b the bottom of the L 2 (M ) spectrum of L, and set β = lim sup r→∞ log µ B(o, r) /(2r). By a result of R. Brooks b ≤ β 2 [Br] .
Definition 2.1. We say that M has C ℓ bounded geometry if the injectivity radius is positive and the following hold:
• if ℓ = 0, then the Ricci tensor is bounded from below;
• if ℓ is positive, then the covariant derivatives ∇ j Ric of the Ricci tensor are uniformly bounded on M for all j in {0, . . . , ℓ}.
Basic assumptions 2.2. We make the following assumptions on M :
(ii) M has C ℓ bounded geometry for some nonnegative integer ℓ.
We denote by κ the smallest positive number such that Ric ≥ −κ 2 .
Remark 2.3. It is well known that for manifolds with properties (i)-(ii) above there are positive constants α, β and C such that
where B(p, r) denotes the geodesic ball with centre p and radius r. Moreover, they satisfy the uniform ball size condition, i.e., for every r > 0 (2.2) inf µ B(p, r) : p ∈ M > 0 and sup µ B(p, r) : p ∈ M < ∞.
See, for instance, [CMP] , where complete references are given.
Remark 2.4. By [Gr, Section 7.5] there exists a nonnegative number δ such that the following ultracontractive estimate holds e −tL 1;2
Clearly this implies
We denote by B the family of all balls on M . For each B in B we denote by c B and r B the centre and the radius of B respectively. Furthermore, we denote by c B the ball with centre c B and radius c r B . For each scale parameter s in R + , we denote by B s the family of all balls B in B such that r B ≤ s.
We recall the definitions of the atomic Hardy space H 1 (M ) and its dual space BM O(M ) given in [CMM1] .
Definition 2.5. An H 1 -atom a is a function in L 1 (M ) supported in a ball B with the following properties: 
and f B denotes the average of f over B. We endow BM O(M ) with the "norm"
Remark 2.9. It is straightforward to check that f is in BM O(M ) if and only if its sharp maximal function f ♯ , defined by
Here B 1 (x) denotes the family of all balls in B 1 that contain the point x.
Now we recall the definition of the new Hardy spaces
Definition 2.10. For each positive integer k we denote by
Definition 2.11. For each positive integer k we denote by
Remark 2.13. We recall the following properties of the spaces
(this is the analogue for the spaces X k (M ) of the celebrated result of C. Fefferman and Stein [FeS] ).
Special atoms
Atoms in X k (M ) will be L 2 (M ) functions supported in a ball B that satisfy a size condition analogous to that for H 1 -atoms and an infinite dimensional cancellation condition, which will be expressed as orthogonality to the space of "k-quasiharmonic" functions on B defined below.
Definition 3.1. Suppose that k is a positive integer, and that B is a ball in M .
Remark 3.2. Observe that the following are equivalent:
and is smooth in a neighbourhood of B, and
by the definition of the space Q k B , and L k V is a constant in the sense of distributions in a neighbourhood of B. Hence V is smooth on that neighbourhood by elliptic regularity.
The converse is obvious.
Observe the following inclusions, which are direct consequences of the definition of
functions f with support contained in the ball B, and satisfying B f dµ = 0.
Proposition 3.3. Suppose that k is a positive integer, and that B is a ball in M .
The following hold:
Proof. We prove (i). First we show that (Q
, hence the last inner product vanishes, as required.
Next we prove that the integral of
⊥ by assumption and
Then V is smooth in a neighbourhood of B by Remark 3.2, and
The last equality follows from the facts that L k V is constant in a neighbourhood of B, and that
, and the first statement of (ii) follows.
To prove the second statement of (ii), observe that the support of
as required to conclude the proof of (iii) and of the proposition.
by Proposition 3.3 (iii) and
is an H 1 -atom, and the required estimate follows from the definition of X k (M ).
Definition 3.6. Suppose that k is a positive integer. The space X k at (M ) is the space of all functions F in H 1 (M ) that admit a decomposition of the form F = j λ j A j , where {λ j } is a sequence in ℓ 1 and {A j } is a sequence of X k -atoms supported in balls B j in B 1 . Atoms supported in balls in B 1 will be called admissible. We endow X k at (M ) with the norm
In this section we prove that X k (M ) = X k at (M ) with equivalent norms. We need two lemmata.
Proof. Denote by D the operator √ L − b and by m σ,k the function defined by
The function m σ,k is bounded, even and holomorphic in the strip S β = {ζ ∈ C : |Im ζ| < β} and there exists a constant C such that
The conclusion follows from [MMV2, Thm 3.4 ].
The main step in the proof of the atomic decomposition of X k (M ) is Lemma 4.2 below, which will be proved in Section 6.
Lemma 4.2. Suppose that k is a positive integer and that
, and there exists a constant C, independent of A, such that
where κ is the constant which appears in the lower bound of the Ricci tensor.
The main result of this section is the following. 
, and that the right-hand inequality in (4.2) holds.
Suppose that F = j λ j A j , where A j is an admissible X k -atom. By Remark 3.5 (see (3.1)), the function U −k
Thus, F is in X k (M ), and
The right-hand inequality in (4.2) follows from this by taking the infimum over all the decompositions of F of the form
and that the left-hand inequality in (4.2) holds. For notational convenience, in the rest of this proof we denote H 1 (M ) also by X 0 (M ), and write R instead of R 4β 2 +κ 2 and U instead of U 4β 2 +κ 2 .
We argue inductively. The result is trivial in the case where k = 0, because U 0 = I. Suppose that the result holds for k − 1 and that F is in
, and f X k−1 = F X k , by Remark 2.13. By the induction hypothesis for each ε in R + there exist a sequence {A j } of admissible X k−1 -atoms and a summable sequence {c j } of complex numbers such that
Observe that we may write
because the series j c j A j converges to f in H 1 (M ), and U is bounded on H 1 (M ) by Lemma 4.1.
From (4.4) and Lemma 4.2, we see that
Therefore F is in X k at (M ), and F X k at ≤ C F X k , as required. This concludes the proof of the theorem.
Remark 4.4. Suppose that k is a positive integer and that s is a scale parameter in R + . The space of all functions F in H 1 (M ) that admit a decomposition of the form F = j λ j A j , where {λ j } is a sequence in ℓ 1 and {A j } is a sequence of X k -atoms supported in balls B j in B s agrees with
is an equivalent norm on X k at (M ). To prove this, it suffices to observe that minor modifications in the proof of Theorem 4.3 and Lemma 4.2 show that F is in X k (M ) if and only if it admits a decomposition in terms of X k -atoms supported in balls in B s .
Remark 4.5. Suppose that p is in (1, ∞) and denote by p ′ the index conjugate to p. Assume that k is a positive integer and that B is in B.
It is straightforward to modify the theory of this section to show that
plays an important rôle here.
As a consequence of the atomic decomposition of the space X k (M ), we may describe explicitly the action of elements of Y k (M ), the dual of X k (M ), on finite linear combinations of X k -atoms. 
Clearly
It may be worth describing how the functional ℓ acts on X k -atoms, or, more generally, on functions in X k fin (M ). Suppose that A is a X k -atom with support contained in an arbitrary ball B. Since U −k
β 2 A is a finite linear combination of H 1 -atoms by Remark 3.5. Therefore
β 2 is self adjoint, we may write
A similar argument shows that if F is in X k fin (M ) and its support is contained in the ball B, then
It may be worth observing that a consequence of this representation formula for ℓ, and of the fact that ℓ Y k = f BMO , is that
where
and f B denotes the average of f over B. The proof of this fact is straightforward and is omitted.
Riesz transforms of even order
Denote by ∇ the covariant derivative on M . The Riesz transform of order ℓ is the operator ∇ ℓ L −ℓ/2 mapping smooth functions with compact support on M to sections of the bundle T ℓ (M ) of covariant tensors of order ℓ. In this section we exploit the atomic decomposition of the spaces X k (M ) to prove that the Riesz transforms of even order
To prove this result we need to strengthen the bounded geometry assumption on M , by replacing the derivatives of the Ricci tensor with those of the Riemann tensor in Definition 2.1.
Definition 5.1. We say that M has C ℓ strongly bounded geometry if the injectivity radius is positive and the following hold:
• if ℓ = 0, then the Ricci tensor is bounded from below Ric ≥ −κ 2 for some positive κ;
• if ℓ is positive, then the covariant derivatives ∇ j R of the Riemann tensor are uniformly bounded on M for all j in {0, . . . , ℓ}.
We recall that the boundedness of the first order Riesz transform on L 2 (M ) follows from the identity L = ∇ * ∇ and the self-adjointness of L on L 2 (M ) [Str] . From a result of Aubin [Au, Prop. 3] , it follows also that if b > 0 and M has C ℓ−2 strongly bounded geometry then the Riesz transform of order ℓ ≥ 2 extends to a bounded operator from
In [MMV2] the authors, under the additional assumption that b = β 2 , proved that the Riesz transform of order 1 maps X k (M ) to L 1 T 1 (M ) for k large enough. In general, the Riesz transforms of order one do not map
. A counterexample on noncompact symmetric spaces will appear in a forthcoming paper of the authors [MMV3] . Notice that the modified Riesz transform of order 1, i.e. the operator ∇(L + εI) −1/2 , for ε > 0, maps 
Suppose that A is a X k -atom associated to the ball B. Then, by Remark 3.5, the function L −k A is supported in B. Hence, by Hölder's inequality and the boundedness of
) boundedness and the aforementioned result of Aubin.
Proof of Lemma 4.2
In this section we shall prove Lemma 4.2. First we need a variant of the "economical decomposition of atoms" proved in [MMV2, Lemma 5.7 ].
Lemma 6.1. Suppose that k is a positive integer and that M has C k bounded geometry (see Definition 2.1). If a is an
H 1 -atom in Dom(L k ), then L k a is in X k at (M ). Furthermore,
if the support of a is contained in the ball B, then there exists a constant C such that
Proof. Suppose first that the support of a is contained in a ball B such that r B ≤ 1.
is a X k -atom supported in a ball in B 1 and the lemma is proved.
Next, suppose that r B > 1. Denote by S a 1/3-discretisation of M , i.e. a set of points in M that is maximal with respect to the property min{d(z, w) : z, w ∈ S, z = w} > 1/3, and d(S, x) ≤ 1/3 ∀x ∈ M.
The family {B(z, 1) : z ∈ S} is a covering of M which is uniformly locally finite, by the uniform ball size and the local doubling property of the Riemannian measure (see, for instance, [Ch, Theorem 3.10] ). By the same token, the set B ∩ S is finite and has at most N points z 1 , . . . , z N , with N ≤ C µ(B), where C is a constant which does not depend on B. Denote by B j the ball with centre z j and radius 1, and by {ψ j : j = 1, . . . , N } a partition of unity on B subordinated to the covering {B j : j = 1, . . . , N }. The existence of a uniform bound on the derivatives of the Ricci tensor implies that we can choose the functions ψ j and φ h j so that their covariant derivatives of order up to 2k are uniformly bounded for all j and h (see [He, p. 14] ). Now, denote by a 0 j the function a ψ j . Clearly
Then, for every h in {1, . . . , N j }, the support of a h j is contained in B(z h−1 j , 1), the integral of a h j vanishes and
In the last two inequalities we have used the uniform ball size property (2.2). Hence there exists a constant C, independent of j and h, such that 
where, in the last inequality, we have used the estimate a
, and
j 2 is a multiple of a X k -atom supported in a ball of radius 1, with a constant C which does not depend on j and h by the uniform ball size property. Thus
Adding up the inequalities in (6.2), we obtain
Remembering that N j ≤ C r B and N ≤ C µ(B), and using Schwarz's inequality, we see that the right-hand side is dominated by
In the last inequality we have used the fact that {ψ j } is a partition of unity on B, subordinated to the uniformly locally finite covering {B j }. This completes the proof of the lemma.
Remark 6.2. There exists a constant C such that
⊥ , then the function L −k f is a multiple of a H 1 -atom, by Proposition 3.3. The conclusion follows, by Lemma 6.1.
The second ingredient in our proof of Lemma 4.2 are two technical results in onedimensional Fourier analysis (see Lemma 6.3 and Lemma 6.5 below). To state them we need some more notation. For every f in L 1 (R) define its Fourier transform f by
If f is a function on R, and λ is in R + , we denote by f λ and f λ the λ-dilates of f , defined by
For each ν ≥ −1/2, denote by J ν : R \ {0} → C the modified Bessel function of order ν, defined by
t ν , where J ν denotes the standard Bessel function of the first kind and order ν (see, for instance, [L, formula (5.10 .2), p. 114] for the definition). Recall that J −1/2 (t) = 2 π cos t and that J 1/2 (t) = 2 π sin t t .
For each positive integer ℓ, we denote by O ℓ the differential operator t ℓ D ℓ on the real line. For the proof of the following lemma, see [MMV2, Lemma 4 .1].
Lemma 6.3. For every positive integer k there exists a polynomial P k+1 of degree k + 1 without constant term, such that
Denote by ω an even function in C Denote by φ the function ω 1/4 − ω, where ω 1/4 denotes the 1/4-dilate of ω. Then φ is smooth, even and vanishes in the complement of the set {t ∈ R : 1/4 ≤ |t| ≤ 4}. For a fixed R in (0, 1] and for each positive integer i, denote by E i the set {t ∈ R :
[log 4 (3/R)] ] + 1. To avoid cumbersome notation, we write ρ i instead of 1/(4 i R). Then (6.5)
Suppose that c is in R + , and denote by r the function defined by
Note the decomposition
where the functions S i : R → C are defined by
and, for i in {1, . . . , d},
where N is a positive integer.
Remark 6.4. Note that there exist constants c ℓ such that
Lemma 6.5. Suppose that N is a positive integer. The following hold:
Proof. By Remark 6.4, to prove (i) it suffices to show that (6.10) sup
This is a standard estimate in Fourier analysis. Recall that r(t) = (1/c) e −c|t| . It is straightforward to check that D r = −c r sgn, and that for each k ≥ 1
∀t ∈ R, and the required estimate follows.
To prove (ii), observe that, on the one hand, by (6.8) and (6.10)
On the other hand, the function J N −1/2 is bounded, so that
We have used the fact that ρ 0 = 1/R and R ≤ 1 in the last inequality. The proof of the lemma is complete.
The third, and last, ingredient in the proof of Lemma 4.2 is the following proposition, which shows that certain functions of the operator L map H 1 -atoms into functions that have integral 0. For technical reasons, it is convenient to work with functions of the wave propagator
instead of functions of L. We recall that −κ 2 is the greatest lower bound of the Ricci curvature (see Basic assumptions 2.2). The reason for considering the operator D 1 instead of D = √ L − b is that, in order to prove estimates of the gradient of the kernels associated to functions of L, we need to exploit the identity dL = L d, where L is the Hodge Laplacian L on 1-forms and d denotes exterior differentiation (see [MMV1, Prop. 5.5] ). Whereas, in general, the operator L − b is not a positive operator on 1-forms, the operator L − b + κ 2 is nonnegative on manifolds whose Ricci curvature satisfies the lower bound Ric ≥ −κ 2 .
Proposition 6.6. Suppose that ν is in [−1/2, ∞), that w is a complex measure on R and that a is an
The following hold: (6.8) and (6.9) .
Proof. A simple argument, based on the finite speed of propagation property of the operator L − b + κ 2 , shows that
(see [MMV2, Prop. 5.5] ). Since W ν and the function S i are integrals of J ν (t·) with respect to complex measures, we obtain the desired conclusion by interchanging the order of integration.
Remark 6.7. Note that for every ν in [−1/2, ∞) the function λ → J ν (tλ) is even and of entire of exponential type t, so that kernel k Jν (tD1) of the operator J ν (tD 1 ) is supported in the set {(x, y) ∈ M × M : d(x, y) ≤ t} by the finite propagation speed.
The main step in the proof of our main result is Lemma 4.2, which we restate for the reader's convenience. The idea, used in the proof, of subordinating spectral functions of L to the wave propagator has been used several times since its appearance in [CGT, Ta] .
Lemma (4.2). Suppose that k is a positive integer and that
Proof. Suppose that the atom A is supported in the ball B(p, R). Then R ≤ 1, because A is admissible. Denote by N an integer > n/2 + 3. For notational convenience, in this proof we shall write J instead of J N −1/2 , R instead of R 4β 2 +κ 2 , U instead of U 4β 2 +κ 2 and c instead of 4β 2 + b. Observe that R = r(D 1 ) (the function r was defined in (6.6)).
Step I: splitting of the operator. Define the operators S and T spectrally by (6.12) S = ( ω * r)(D 1 ) and T = (r − ω * r)(D 1 ).
Then UA = LRA = LSA + LT A. We shall prove that both LSA and LT A are in X k at (M ) and that there exists a constant C, independent of A, such that (6.13)
The proof of estimates (6.13) will be given in Steps II and III.
Step II: proof of the first inequality in (6.13) . Note that ω r has support in [−3/4, 3/4] . Define the functions S i as in (6.8) and (6.9). Observe that, by (6.7), (6.14) S = Next, we claim that there exists a constant C, independent of A, such that for i in {0, . . . , d}
Deferring momentarily the proof of the claim, we show that the first inequality in (6.13) follows from it. Indeed, by (6.14) and the triangle inequality,
Now Remark 6.2 and (6.16) imply that
as required to prove the first inequality in (6.13).
To conclude the proof of Step II it remains to prove (6.15) and (6.16). The function S 0 is bounded by Lemma 6.5 hence S 0 (D 1 ) is bounded on L 2 (M ) by the spectral theorem, and
Furthermore, the integral of S 0 (D 1 )A vanishes by Proposition 6.6 (ii), so that S 0 (D 1 ) A is a constant multiple of an H 1 -atom. Denote by k Si(D1) the integral kernel of the operator S i (D 1 ). Observe that
By Minkowski's integral inequality and the fact that the support of S i (D 1 ) A is contained in B i , we have that
To estimate I i (y), we observe that
and, by (6.9) and (6.12),
Recall that φ ρi is supported in E i = {t ∈ R : 4 i−1 R ≤ |t| ≤ 4 i+1 R}, that the support of ω r is contained in [−1, 1] and that d(p, y) < R. Then, by [MMV1, Prop. 2.2 (iii) ] (with J in place of F ), there exists a constant C, independent of i and R, such that
Thus,
This concludes the proof of (6.15). Now we prove (6.16).
where F (λ) = λ 2 J (λ). Since the function λ → F (tλ) is an even entire function of exponential type |t| and the support of φ ρi is contained in the set E i , the support of F (tD 1 ) A is contained in B i , by finite propagation speed. Thus
and, by Minkowski's integral inequality,
Since sup λ∈R + (1 + λ) N −2 |F (λ)| < ∞ by the asymptotics of Bessel functions of the first kind and N − 2 > n/2 + 1 by assumption, we may use [MMV1, Prop. 2.2 (iii)], and conclude that
Therefore, since the support of φ ρi is contained in the set E i ,
Now, the inequality (6.16) for i ∈ {1, ..., d} follows directly from this, (6.17) and (6.15).
Next we consider LS
To prove that
, with norm independent of R in (0, 1] observe that, by the spectral theorem and Lemma 6.5
where C is independent of R. This concludes the proof of (6.16), and of Step II.
Step III: proof of the second inequality in (6.13). For each j in {1, 2, 3, . . .}, define ω j by the formula (6.18) ω j (t) = ω(t − j) + ω(t + j) ∀t ∈ R.
Observe that ∞ j=1 ω j = 1 − ω and that the support of ω j is contained in the set of all t in R such that j − 3/4 ≤ |t| ≤ j + 3/4.
In the rest of this proof, we write Ω j,N instead of P N (O)(ω j r). Observe that the support of Ω j,N is contained in {t ∈ R : j − 3/4 ≤ |t| ≤ j + 3/4}. Moreover, since r(t) = c −1 e −c|t| and c > 2β there exist constants C, ε > 0 such that (6.19) Ω j,N ∞ ≤ C e −2βj ∀j ∈ {1, 2, . . .}.
Define the function T j : R → C by (6.20)
We may use the observation that (m − ω * m) = Observe that, at least formally,
To prove that the series converges in X k at (M ) we estimate LT j (D 1 )A 2 . Note that (6.22)
We have already estimated T j (D 1 )A 2 in (6.21), so we concentrate on D where F (λ) = λ 2 J (λ). By using (6.19), [MMV1, Proposition 2.2 (ii)] and the fact that the support of Ω j,N is contained in {t : j − 3/4 ≤ |t| ≤ j + 3/4}, we obtain that there exist constants C and ε > 0 such that By summing over j, we see that
thereby concluding the proof of Step III and of the lemma.
