Abstract. In this paper, we consider a monolithic approach to handle coupled fluid-structure interaction problems with different hyperelastic models in an all-at-once manner. We apply Newtons method in the outer iteration dealing with nonlinearities of the coupled system. We discuss preconditioned Krylov sub-space, algebraic multigrid and algebraic multilevel methods for solving the linearized algebraic equations. Finally, we compare the results of the monolithic approach with those of the corresponding partitioned approach that was studied in our previous work.
Introduction
Parallel to the development of the partitioned approach for the fluidstructure interaction (FSI) simulation (see, e.g., [24, 8, 51, 38, 29] ), the monolithic one also attracts many interests in the last decade; see, e.g., [11, 23, 9, 34, 14, 40, 61, 12] . Compare to the flexibility of the partitioned approach, where existing fluid and structure sub-problem solvers can be directly reused or adapted in an iterative manner, the monolithic one behaves more stable and robust by dealing with the coupled nonlinear FSI system in an all-at-once manner. Formally speaking, we apply Newton's method (see [26] ) in an outer iteration dealing with nonlinearities originated from the domain movements, convection terms, material laws, transmission conditions and stabilization parameters (that may depend on the solution itself); as a price to pay, at each Newton iteration, a large linearized system is to be solved efficiently.
In the monolithic approach, the linearization of the nonlinear coupled system turns out to be a nontrivial task and requires tedious work on both the analytical derivation and computer implementation. One difficulty considered in this work results from the hyperelastic nonlinear material law as for the thick-walled artery with the media and adventitia layer (see [42, 33] ), for which the second and fourth order tensors of the energy functional with respect to the right Cauchy-Green tensor demand heavy amount of computational effort in each Newton iteration; see, e.g., [41, 16] for an introduction on the basic tools used to derive these quantities under the Lagrangian framework and e.g., [4] for the simulation of such arterial tissues. Thanks to our previous work in [52] , the linearization for the hyperelastic models tackled in a partitioned FSI solver is reused in this work. Another difficulty stems from the fluid domain movement handled by the Arbitrary-Lagrangian-Eulerian (ALE) method, where the fluid domain displacement is introduced as an additional variable; see, e.g., [45, 30, 27] . To formalize the derivative of the fluid sub-problem with respect to the fluid domain displacement, the domain mapping (see, e.g., [75] ) and shape derivative calculus (see, e.g., [14, 2] ) are two typical robust approaches mainly considered so far. In the domain mapping approach, the fluid sub-problem is mapped to the one on the reference (initial) fluid domain via the ALE mapping, that matches the Lagrangian structure domain on the interface for all the time. Therefore, the FSI transmission conditions are defined on the unchanged interface between the fluid and structure reference domains. By transforming the fluid sub-problem from the current domain (ALE framework) to the reference domain (Lagrangian framework), the fluid domain deformation gradient tensor and its determinant arise, which leads to a formulation similar to the one under the Lagrangian framework as usually adopted in continuum mechanics. Thus, for the fluid sub-problem, we follow the same approach to compute the directional derivative with respect to the fluid domain displacement (see related techniques in, e.g., [41, 16] ) as we used for the hyperelastic equations in [52] . In the second approach based on a shape derivative technique (see, e.g., [67] ), the derivative of the fluid sub-problem is then evaluated by computing the directional derivative with respect to the change of geometry (a small perturbation) on the current domain; see also this technique employed by the partitioned Newton's method in [24, 79] .
In addition to the effort on the linearization of the coupled nonlinear system, the monolithic solver requires the properly designed preconditioners and solvers (as inner iteration) for the linearized coupled FSI system at each Newton iteration and may demand more effort. In [61] , the preconditioned Krylov subspace method (see, e.g., [63] ) and geometrical multigrid method (see, e.g., [39] ) with a Vanka-like smoother are employed to solve the linearized and discretized 2D FSI system using the high order Q 2 − P 1 stabilized finite element pair. For the complex 3D geometries and unstructured meshes, in [34] , the GMRES method (see [64] ) accelerated by the block Gauss-Seidel preconditioner is considered, for which the block inverse is approximated by smoothed aggregation multigrid (see, e.g., [65] ) for each sub-problem. In order to improve the performance, a monolithic FSI algebraic multigrid (AMG) method using preconditioned Richardson iterations with potentially level-dependent damping parameters as smoothing steps is further developed therein. Besides, the monolithic solver is shown capable of utilizing parallel computing resources. In [23] , parallel preconditioners of the coupled problem based on the algebraic additive Schwarz (see, e.g., [70] ) preconditioners for the sub-problems are built for both the convective explicit and geometry-convective explicit time discretized FSI systems. As a 2D counterpart, in [11] , a one-level additive Schwarz preconditioner (see, e.g., [70] ) for the linearized system is considered for the fully implicit time discretized FSI system, that is based on a sub-domain preconditioner constructed on an extention of a non-overlapping sub-domain to its neighbors.
In this work, we focus on the development and comparison of different monolithic solution methods, namely, the Krylov subspace methods preconditioned by the block LU decomposition of the coupled system, the AMG and algebraic multilevel (AMLI [5, 7, 72, 6, 50, 49] , also referred to as K-cycle [57, 59] ) method, applied to the coupled FSI system with nearly incompressible hyperelastic models (see [42, 33] ). Our solution methods are mainly based on a class of special AMG methods developed in [47] and [73, 74] , for the discrete elliptic and saddle point problems, respectively, where the robust matrix-graph based coarsening strategies are proposed in a (pure) algebraic manner. This class of AMG methods have been applied to the sub-problems in the fluidstructure interaction simulation; see [79, 78, 77, 52] . Particularly in our recent work [52] , we have developed this approach by carefully choosing the effective smoothers: Braess-Sarazin smoother (see [17, 80] ) and Vanka smoother (see [71, 76] ), for the linearized Navier-Stokes equations under the ALE framework and hyperelastic equations under the Lagrangian framework, respectively. In order to further extend this class of AMG methods to the monolithic coupled FSI system after linearization, the two essential components in the AMG methods, the coarsening strategy and the smoother, for the coupled system are to be developed. Namely, the robust coarsening strategy using the stabilized Galerkin projection is constructured based on the inf − sup condition (see, e.g., [18, 35] ) on coarse levels for the indefinite sub-problems. By this means, we obtain the stabilized coupled systems on coarse levels. The effective smoother is designed by damped block Gauss-Seidel iterations applied to the coupled system, that are based on the AMG cycles for the mesh movement, fluid and structure sub-problem, respectively. According to our numerical experiments, we observe the robustness of the damping parameter with respect to the AMG levels and different hyperelastic models adopted in the FSI simulation. As a variant of our coupled AMG method, we further consider the AMLI method for the coupled FSI system, in which we use the hierarchy of the coupled systems constructured in an algebraic manner as in the AMG methods. The smoothing for the coarse grid correction equation is performed by a flexible GMRES (FGMRES [62] ) scheme preconditioned by the multilevel preconditioner; see, e.g., [3] the application for the non-regularized Bingham fluid problem using the geometric multigrid method. In order to improve the performance, we finally consider the GMRES and FGMRES Kyrlov sub-space method preconditioned with such AMG and AMLI cycles.
The remainder of the paper is organized in the following way. In Section 2, the coupled FSI system using a family of hyperelastic models for a model problem is formulated in a monolithic way. Section 3 deals with the temporal and spatial discretization, and Newton's method tackling the linearization for the coupled nonlinear FSI system. In Section 4, several monolithic solution methods for the linearized FSI system are considered in detail. Some numerical experiments are presented in Section 5. Finally, in Section 6, some conclusions are drawn. 
f . At time t = 0, we have all the initial configurations. See an illustration in Fig. 1 .
As usually adopted, we use the Lagrangian mapping (see, e.g., [41, 16, 60] 
s and t ∈ (0, T ) to track the motion of the structure body, where
For the fluid sub-problem, we employ the arbitrary Lagrangian Eulerian (ALE, see, e.g., [45, 27, 30] 
3 follows the fluid and structure particle motion on the Γ 0 , and is arbitrary extended into the fluid domain Ω 0 f (see, e.g., [75] ). The fluid domain velocity Figure 1 . A schematic illustration of the domain mappings.
this mapping, the fluid velocity u(·,
Here for simplicity of notations, u(·, ·) andp(·, ·) are used to indicate the variables under the Eulerian framework.
Basic notations in Kinematics.
In order to formulate the coupled system on the reference domain Ω 0 , we first introduce the following basic notations in Kinematics of nonlinear continuum mechanics; see, e.g., [41, 16, 60] . Let F f = ∂A t /∂x = I + ∇d f for x ∈ Ω 0 f and F s = ∂L t /∂x = I + ∇d s for x ∈ Ω 0 s denote the fluid and structure deformation gradient tensor, respectively. The determinant is given by J f = detF f and J s = detF s , respectively. For the nonlinear hyperelastic models, further notations are used, namely, the right CauchyGreen tensor C = F T s F s and the three principal invariants I 1 = C : I, I 2 = 0.5(I 2 1 − C : C) and I 3 = detC, respectively. Furthermore, the second Piola-Kirchoff tensor S is defined by S = 2∂Ψ/∂C, where Ψ denotes the invariant dependent energy functional determined by the material properties.
2.3.
A family of hyperelastic models. A family of hyperleastic models are used in this work, that posses nearly incompressible or anisotropic properties; see, e.g., [16, 41, 42, 33, 4] . We first consider the model of Neo-Hookean material, for which the energy functional is given by
where
denotes the invariant, κ the bulk modulus and c 10 the material parameter related to the shear modulus. The second Piolad-Kirchoff tensor is then given by
with S = c 10 ∂J 1 /∂C, where the structure pressure
is introduced in order to overcome the locking phenomena with large bulk modulus; see, e.g., [48, 53, 36, 69] .
We then consider the modified model of Mooney-Rivlin material, for which the energy functional is given by
denotes the invariant and c 01 the material parameter related to the shear modulus. The second Piolad-Kirchoff tensor is then accordingly given by
where S = c 10 ∂J 1 /∂C + c 01 ∂J 2 /∂C. We finally consider the model of the anisotropic two-layer thickwalled artery; see [42, 33] . The energy functional of such an arterial model is defined by
, where k 1 and k 2 are a stress-like material parameter and a dimensionless parameter, respectively, associated with contribution of collagen to the response, and J 4 > 1 and J 6 > 1 are invariants active in extension, that are defined as
A 2 : C, respectively. The tensors A 1 = a 01 ⊗ a 01 and A 2 = a 02 ⊗ a 02 are prescribed with the direction vectors a 01 = (0, cos α, sin α)
T and a 02 = (0, cos α, − sin α) T , respectively, where α ∈ {α M , α A } denotes the angle between the collagen fibers and the circumferential direction in the media and adventitia, respectively. The second Piola-Kirchoff tensor S for this hyperelastic model is computed as
In our numerical experiments, we use the geometrical configuration and material parameters of a rabbit carotid artery prescribed in [42] . For modeling arterials in the FSI simulation considering specific fiber orientation, prestress and zero-stress configurations, and viscoelastic support conditions, we further refer to [14, 68, 43, 56, 55, 15, 13] for relevant details.
2.4. Coupled fluid-structure interaction system. The coupled FSI system in strong form reads:
supplemented with the corresponding boundary conditions
n , and proper initial conditions u(x, 0) = 0 for all
s . Here ρ f and ρ s denote the fluid and structure density, respectively, n f and n s the fluid and structure outerward unit normal vector, respectively, σ f (u, p f ) := µ(∇u + ∇ T ) − p f I the Cauchy stress tensor with the dynamic viscosity term µ. Note that for the fluid sub-problem, we transform the momentum balance and mass conservation equations from the Eulerian to Lagrangian framework using the ALE mapping.
3. Temporal and spatial discretization and linearization 3.1. The temporal discretization. For the time discretization of the fluid sub-problem, we use the first order implicit Euler scheme. Let u n := u(·, t n ) and w n := w(·, t n ) = ∂ t d f (·, t n ) denote the approximateions of the fluid and fluid domain velocity at time level t n = n∆t, n = 1, ..., N , ∆t = T /N , i.e., the time period (0, T ] is subdivided into N equidistant intervals. At time level t 0 , the FSI solution is given by the initial conditions. The time derivatives at the level t n are then approximated as
For the structure sub-problem, a first order Newmark-β scheme is used (see [58] ), i.e.,
where 0 < β ≤ 1 and 0 ≤ γ ≤ 1.
3.2.
The time semi-discretized weak formulation. In order to find the finite element FSI solution on proper function spaces, we first formulate the weak formulation for the coupled system (8) . We introduce the notations
f ) for the standard Sobolev and Lebesgue spaces (see, e.g., [1] 
f ) be the fluid velocity and pressure space, respectively. The function spaces V s and Q s for the structure displacement and pressure shall be properly chosen regarding the nonlinearities; see, e.g., [10, 22] . Incorporating boundary conditions, we further introduce the following function space notations:
0 } for the structure sub-problem. The weak formulation for the coupled system (8) reads:
, where β 2 = ρ s /(β∆t 2 ) and β 1 = ρ s /(β∆t). As observed, the fluid sub-problem is coupled with the mesh movement sub-problem in Ω 0 f and coupled with the structure sub-problem on Γ 0 . The mesh movement sub-problem is coupled with the structure sub-problem on Γ 0 . The equilibrium of surface tractions on Γ 0 is realized by the equilibrium of the residual of the weak formulation for the fluid and structure momentum equations with nonvanishing test functions v f ∈ V f,0 and v s ∈ V s,0 on Γ 0 , where v f = v s on Γ 0 ; see [79] .
3.3. The spatial discretization and stabilization. As in [52] , we use Netgen [66] to generate the tetrahedral mesh of the computational FSI domain Ω 0 with conforming grids on the FSI interface and resolved different structure layers. For the mesh movement, we use P 1 finite element on the tetrahedral mesh. For the fluid and structure sub-problem, we use P 1 − P 1 finite element with stabilization in order to fulfill the inf − sup or LBB (Ladyshenkaya-Babuška-Brezzi) stability condition (see, e.g., [18, 35] ), and to tackle the instability in advection dominated regions of the domain. In particular, we employ a unified streamline-upwind and pressure-stabilizing Petrov-Galerkin (SUPG/PSPG) method (see, e.g., [44, 19, 25, 32, 31] ) to stabilize the P 1 − P 1 discretized fluid sub-problem. For the structure sub-problem, we use the PSPG method (see, e.g., [44, 48, 53, 36] ) to suppress the instability caused by equal order finite element interpolation spaces for the displacement and pressure. The application of this stabilization technique to the hyperelastic equations of anisotropic two-layer thick walled artery is prescribed in [52] .
3.4.
Newton's method for the nonlinear FSI system. Formally speaking, after discretization in time and space of the coupled FSI system (8), we obtain the following nonlinear finite element algebraic equation (12) R(X) = 0 with (13)
where the subscripts m, f and s representing mesh movement, fluid and structure, respectively, and ms, mf s and sf the coupling among corresponding sub-problems. Furthermore R ms (X) = 0, R mf s (X) = 0 and R sf (X) = 0 stand for the finite element equations for the fluid mesh movement sub-problem coupled with the Dirichlet boundary condition on Γ 0 from the structure sub-problem, for the fluid sub-problem coupled with the fluid domain displacement from the mesh movement subproblem and Neumann boundary condition on Γ 0 from the structure sub-problem, for the structure sub-problem coupled with the Dirichlet boundary condition on Γ 0 from the fluid sub-problem, respectively. The finite element solutions of the fluid domain displacement, fluid velocity and pressure, and structure displacement and pressure are denoted by D m , U f and U s , respectively.
Newton's method applied to the nonlinear coupled FSI equation (12) is presented in Algorithm 1, where J k denote the Jacobian matrix and δx k the corrections of the finite element solutions at the kth step nonlinear iteration. Note that the two terms ∂R ms /∂U s and ∂R sf /∂U f take the derivatives with respect to the structure displacement and fluid velocity, respectively, that corresponds to the linearization of two Dirichlet interface conditions on Γ 0 between the fluid and structure domain displacement, and between the fluid and structure velocity, respectively. The linearization of the Neumann interface condition on Γ 0 and of the fluid sub-problem are given in the second row of J k . The linearization of structure sub-problem is given in the third row of J k .
Besides the costly assembly procedure of J k in (14) , another main cost in Algorithm 1 is to solve the linearized equation (15) . More precisely, we come up with the linearized FSI system in the following reordered form (17) that we aim to solve (for simplicity of notations, Algorithm 1 Newton's method Given initial X 0 , for k ≥ 0, 1: assemble the Jacobian matrix J k at the current state X k : for (12)
solve the linearize system up to a relative residual error reduction factor ε l :
update the solution X k+1 = X k + δx k , and go to step 1, until the relative residual error reduction with the factor ε n is fulfilled:
we neglect the subscript k and zero matrix entries):
where the superscripts γ and i are used to denote qualities associated to the nodal degrees of freedom (DOF) on the interface and the total remaining DOF in the domain and on the other boundaries of the domain. Furthermore, the qualities with the superscripts γγ, ii, γi and iγ indicate, that they result from the coupling of corresponding DOF. The solution posses a symbol ∆ in front, indicating the DOF of the correction. It is easy to see from (17) how the sub-problems are linearized and coupled in a big FSI system. On the computer implementation, we are not explictly assembling the system (17), but the separate system for each sub-problem. The matching conditions are imposed implicitly by the conforming grids on the interface. This is easily implemented in the preconditioned Krylov subspace methods.
The monolithic algebraic multigrid and multilevel approaches for the big coupled system require the formal systems on coarse levels. Furthermore, a direct solver is usually applied on the coarsest level, which requires an explictly formed system. Therefore, it is convenient and practical to form the big system in an explicit way and meanwhile to keep the flexibility of system assembling for each sub-problem. Therefore, we reformulate the system (17) as
where A m , A f and A s represent the mesh movement, fluid and structure stiffness matrix from the finite element assembly, respectively , which are permuted from the corresponding ones in (17) according to their local nodal numbering of the finite element mesh for each subproblem. The coupling matrix between i ∈ {m, f, s} and j ∈ {m, f, s} are denoted by A ij , i = j. The solution vectors ∆d m , ∆u f and ∆u s denote the DOF of the correction for the fluid domain displacement, fluid velocity and pressure, and structure displacement and pressure, respectively. The residual vectors are presented by r m , r f and r s for the fluid domain movement, fluid and structure sub-problem, respectively. These qualities are similar to the ones in (17) , except that they are not recorded based on the separation of the interface and remaing DOF. For consistency of notations, we will restrict our discussion to the solution methods of the linearized system (18) from now on.
Monolithic solution methods for the coupled system
In this section, we discuss and compare different monolithic solution methods, namely, the preconditioned Krylov subspace methods, the algebraic multigrid and algebraic multilevel method, applied to the coupled system (18).
4.1.
The preconditioned Krylov subspace methods. Because of the block structure of the system matrix K in (18), we discuss some preconditioners mainly based on the LU decomposition (see, e.g., [63] ). The inverse of the preconditioner applied to a given vector is easily realized using our efficient AMG methods for sub-problems (see [52] ). 4.1.1. The block-diagonal preconditioner. We first consider the simplest block-diagonal preconditionerP D , that is obtained by approximating
f, s}, are corresponding multigrid preconditioners for each sub-problem; see, e.g, [37, 46] . The inverse of P D is easily evaluated by
which corresponds to one AMG iteration applied to each sub-problem, that is developed in [52] . This preconditioner completely neglects the coupling conditions among different sub-problems.
4.1.2.
The block lower triangular preconditioner. The block lower triangular preconditionerP L is obtained by approximating
It is easy to see the inverse ofP L is given by
which is nothing but a block Gauss-Seidel iteration (using forward substitution) with zero initial guess applied to (18) . This is easily computed since we have efficient AMG methods to approximate the inverse of A m , A f and A s . It is also easy to see one inverse operation ofP L only requires (approximately) inverting A m , A f and A s once. This preconditioner has taken into account the coupling block A f m , the directional derivative of the fluid sub-problem with respect to the fluid domain displacement.
4.1.3.
The block upper triangular preconditioner. We then consider the block upper triangular preconditionerP U obtained by approximating
The coupling blocks A ms and A f s are included, which represent the coupling of the Dirichlet interface condition between the fluid and structure domain displacement, and the coupling of the Neumann interface condition between the fluid and the structure surface traction, respectively. The inverseP
U is given by
that is nothing but a Gauss-Seidel iteration using a backward substitution. As we see the block A f m of the derivative of the fluid sub-problem with respect to the fluid domain displacement is not take into account.
4.1.4.
The SSOR−preconditioner. We consider a Symmetric Successive Over-Relaxation (SSOR) with a special choice of the relaxation parameter ω = 1. The preconditioner is based on the following LU factorization of P SSOR given by (26)
that can be reformulated as P SSOR = K + R SSOR , where the remainder R SSOR is given by
The SSOR preconditionerP SSOR is then given by (27) 
The inverse ofP SSOR is computed by two block Gauss-Seidel iterations using the backward and forward substitution consecutively: 4.1.5. The ILU (0)−preconditioner. We finally consider the ILU (0)− preconditionerP ILU . This incomplete factorization technique is described in, e.g., [63, 20, 6] . Here we apply a block ILU (0) factorization for the coupled FSI system given by (29)
that can be rewritten as P ILU = K + R ILU , where the remainder R ILU is given by
The preconditionerP ILU is then given by (30)
The inverse ofP ILU is then computed by two block Gauss-Seidel iterations using the forward and backward substitution consecutively: 
4.2.
Algebraic multigrid method for the coupled FSI system. The LU factorization is probably the best well-known preconditioner for solving general systems. Unfortunately, those preconditioners discussed in Section 4.1 for the FSI coupled system are not robust with respect to, e.g., the mesh size. As we observe from numerical experiments, the iteration numbers increase when the mesh is refined. In order to eliminate the mesh dependence, we consider the AMG and AMLI method. These methods tackles the low and high frequency errors separately by using the smoothing and coarse grid correction step. We discuss two essential components, the coarsening strategy and smoother, that are used in both the AMG and AMLI method. [73, 52] , that take the stability into account by proper scaling and avoid a mixture of velocity/displacement and pressure components on coarse levels, n More sophisticated and expensive coarsening strategies of the AMG method for saddle point systems arising from the fluid sub-problem can be found in [54] . In this work, we restrict ourselves to the strategy introduced in [73] , where a simple scaling technique is applied. We then define a restriction matrix R
T . The system on the finest level L is given by (18) that is formulated as K 1 x 1 = b 1 . Then the system matrix on the coarse level l + 1 is formulated by the Galerkin projection that has considered the stability of indefinite sub-systems on coarse levels: (34)
where A l i , i ∈ {m, ms, f m, f, f s, sf, s} denote the matrices on the level l, l = 1, ..., L − 1. On the coarsest level L, the coupled system is solved by a direct solver.
The smoother.
To complete the AMG method we need an iterative method (the smoother) for the problem
where k is the iteration index. For this coupled FSI system, we consider the following preconditioned Richardson method, that turns out to be an effective FSI smoother with sufficient large number of smoothing steps: For k ≥ 0,
where the preconditioner is given by (38) P
with the scaled block diagonal matrices. The inverse of each of these matrices is realized by applying one AMG cycle to each sub-problem, that has been developed in our previous work [52] . In principle, these damping parameters ω i , i ∈ {m, f, s}, may be chosen differently. For simplicity, we use ω m = ω f = ω s = ω in our numerical experiments. This FSI smoother shows numerical robustness with respect to different hyperelastic models considered in the coupled FSI system and the AMG levels, i.e., the same damping parameter ω has been used in our numerical experiments. It is easy to see, one iteration of the preconditiond Richardson method consists of three steps of the following damped block Gauss-Seidel like iteration, that is demonstrated in Algorithm 2.
Algorithm 2 Block Gauss-Seidel iteration:
4.2.3.
The algebraic multigrid iteration. The basic AMG iteration is given in Algorithm 3, where m pre and m post refer to the number of preand post-smoothing steps. For ν = 1 and ν = 2, the iterations in Algorithm 3 are called V-and W-cycle, respectively. In our numerical experiments, we choose the W-cycle. On the coarsest level L, we use direct solver to handle the coupled system. As seen from Algorithm 3, steps 1-3 and steps 14-16 correspond to the presmoothing and postsmoothing, respectively, steps 4-13 are referred to as "coarse grid correction". The full AMG iterations are realized by repeated application of this algorithm until it satisfies certain stopping criteria. The iteration in this algorithm is also combined with GMRES [64] and FGMRES [62] methods, that leads to fast convergence of the preconditioned Krylov subspace methods for the coupled FSI system.
x l+1 = 0, 9: for k = 1, ..., ν do 10:
end for 12: end if 13:
4.3. Algebraic multilevel method for the coupled FSI system. The AMLI method [5, 7, 72, 50] , sometimes referred to as "K-cycle", is viewed as a W-cycle with the Krylov acceleration at the intermediate levels; see, e.g. [57, 59, 3, 72] . Here we combine our monolithic AMG method with the FGMRES Krylov subspace method at the intermediate levels, i.e., we reuse the coarsening strategy and smoothers constructed for the FSI AMG method. Instead of calling the AMG cycle (steps 9-10 in Algorithm 3), the AMLI algorithm calls the AMLI cycle recursively ν times as a preconditioner inside the FGMRES method for the coarse grid correction equations; see step 9 in Algorithm 4.
It is easy to see, this method represents a variant of the W-cycle AMG method in the case of ν = 2; see an illustration for such Wcyles with 3 levels (L = 3) in Fig. 2 . Compared to the AMG W-cycle, the two preconditioned FGMRES iterations are called consecutively on the second level of the AMLI W-cycle, that are used to accelerate the convergence rate.
Numerical experiments
5.1. Material and geometrical data, meshes and boundary conditions. We use the geometrical data from [21, 42] ; see an illustration in Fig.3 . In order to compare FSI simulation using different hyperelastic models (see Section 2.3), we adopt the same geometrical data 12: for k = 1 to m post do 13: (except the angles α M and α A ) for the models of Neo-Hookean and Mooney-Rivlin materials. Furthermore, we set the value of the material parameters for three hyperelastic models as indicated in Tab. 1,
• mm Figure 3 . Geometrical data for a carotid artery from a rabbit (see [42, 21]) where M denotes the media and A the adventitia. We use Netgen Table 1 . The value of material parameters for three hyperelastic models.
[66] to generate finite element mesh for the computational FSI domain, that provides conforming grids on the FSI interface and two-layered structure interface. In order to study the robustness of the solvers (see Section 4) for the linearized coupled FSI system with respect to the discretization mesh parameter, three finite element meshes are generated using Netgen. In Tab. 2, we summarize the total number of grid nodes (#Nod), tetrahedra (#Tet) and degrees of freedom (#Dof) in the finite element simulation, that includes the mesh movement, fluid and structure sub-problems. For the fluid, we set the density ρ f = 1 #Nod #Tet #Dof mg/mm 3 , the dynamic viscosity µ = 0.035 Poise. The fluid Neumann boundary condition on Γ t in is given by g in = 1.332n f kPa for t ≤ 0.125 ms and g in = 0 kPa for t > 0.125 ms. The remaining boundary conditions are specified in Section 2. The fluid and structure are at the rest in the initial time. The time step size ∆t is set to 0.125 ms. We run the simulation until 12 ms.
5.2.
Convergence of Newton's method. To verify the linearization for the coupled nonlinear FSI system (see Section 3.4), we show the relative error (err) and iteration number (#it) of Newton's method for the FSI simulation using three different hyperelastic models: Neo-Hookean (FSI NH), Mooney-Rivlin (FSI MR) and artery (FSI AR), and three different meshes: Coarse mesh (C), intermediate mesh (I) and fine mesh (F); see Tab. 3 for details. Note that since we observe the same performance of Newton's method for solving the nonlinear system at all time steps, only the performance at the first time step is recorded in Tab. 3 for simplicity of presentation. From the convergence history displayed in Tab. 3, we observe (near)quadratic convergence rate of Newton's method, that conforms the derivation for the linearization of the coupled nonlinear FSI system, stemming from the domain movements, convection terms, material laws, transmission conditions and stabilization parameters. We observe nearly the same convergence rate for the nonlinear FSI system using three different hyperelastic models on the coarse, intermediate and fine mesh. At each iteration of Newton's method, we use the preconditioned Krylov subspace, algebraic multigrid and multilevel methods to solve the linearized FSI system; see numerical results in Section 5.3 and 5.4. Table 3 . The convergence history of Newton's method for the FSI nonlinear system using three hyperelastic models and meshes.
5.3. Iteration numbers of preconditioned Krylov subspace methods. To compare performance of preconditioned Krylov subspace methods for the linearized coupled FSI system, we use the GMRES method combined with the preconditioners from Section 4.1. The stopping criterion for the GMRES method is set by the relative error 10 −9 . We compare the total number of GMRES iterations (#it) to reach this criterion for the FSI simulation using the Neo-Hookean (FSI NH), Mooney-Rivlin (FSI MR) and artery (FSI AR) model on coarse mesh (C), intermediate mesh (I) and fine mesh (F). The detailed numerical results are shown in Tab. 4 . Note that since the performance is similar for all Newton iterations, we demonstrate the iteration numbers at the first Newton iteration. The inverse of each sub-problem in the preconditioners is realized by calling the corresponding AMG cycle, that has been developed in [52] . As we observe from the iteration numbers of Table 4 . The performance of preconditioned GMRES method for the linearized FSI system using three hyperelastic models and meshes.
the linear solvers using different preconditioners in Tab. 4, the solver with the preconditionerP D requires more iteration numbers than the other four preconditioners. The solvers with the preconditionersP L , P U ,P SSOR andP ILU require almost the same number of iteration numbers. As expected, when the mesh is refined, the iteration number of the preconditioned GMRES method increases. We will see in Section 5.4 that, the mesh dependence is eliminated by using the multigrid and multilevel method.
5.4.
Iteration numbers of algebraic multigrid and multilevel methods. In this section, we compare the performance of the AMG and AMLI method for the linearized coupled FSI system. More precisely, we show the number of iteration numbers (#it) of the AMG, AMLI, AMG preconditioned GMRES (AMG GMRES), AMG preconditioned FGMRES (AMG FGMRES), AMLI preconditioned GMRES (AMLI GMRES) and AMLI preconditioned FGMRES (AMLI FGMRES) method, respectively, up to the relative error 10 −9 . We run the FSI simulation using the Neo-Hookean (FSI NH), Mooney-Rivlin (FSI MR), artery (FSI AR) model, on the coarse (C), intermediate (I) and fine (F) mesh, respectively. See Tab. 5 for details. We use 8 − 10 smoothing steps in the AMG and AMLI cycle, each of which only requires 1 AMG cycle for the corresponding mesh movement, fluid and structure sub-problem (see Section 4.2.2). As preconditioners, we only apply 1 AMG or AMLI cycle in the preconditioned GMRES or FGMRES iteration. As we observe from Tab. 5, the AMG and AMLI method Table 5 . The performance of the AMG, AMLI, and AMG and AMLI preconditioned Krylov subspace method for the linearized FSI system using three hyperelastic models and meshes. requires the same iteration numbers for each case. The AMG and AMLI preconditioned GMRES and FGMRES methods show improved performance with fewer iteration numbers than the AMG and AMLI methods. When the mesh is refined, we observe the iteration numbers using these methods stay in a very similar range. This demonstrates the robustness of the multigrid and multilevel method for the coupled FSI system with respect to the mesh refinement. 5.5. Visualization of the numerical solutions. In order to demonstrate the numerical simulation results, we visualize the structure deformations and fluid velocity fields in Fig. 4 , where the FSI solutions at time level t = 8 ms using the structure models of the Neo-Hookean material, the Mooney-Rivlin material and the anisotropic two-layer thick walled artery, are respectively shown.
5.6.
Comparison with the partitioned approach. In this section, we compare the numerical simulation results obtained by the monolithic approach with the results by the partitioned approach as in [52] .
We first compare the fluid pressure waves obtained from the FSI simulation using different structure models. In Fig. 5, Fig. 6 and Fig.  7 , we plot fluid pressure waves along the center line with the starting We compare the pressure waves at different time levels using the monolithic and partitioned approach. According to our experiments, we observe at the first time steps, the solution obtained by using the monolithic and partitioned approach conforms to each other very well. With time stepping, the solution obtained by the partitioned approach has smaller magnitude than the solution by the monolithic approach. This is due to the fact that, at each time level of the partitioned approach, we apply the fixed-point method to the reduced interface equation in an iterative manner, which introduce some additional errors in the solution procedure. These additional errors are accumulated with time stepping. However, for the monolithic approach, we solve the coupled system in an all-at-once manner, such additional errors are eliminated.
Secondly, in order to see the effects of different structure models applied in the FSI simulation, we also compare the fluid pressure waves extracted from the FSI simulation using the model of Neo-Hookean material (solid lines), Mooney-Rivlin material (dashed lines) and anisotropic two-layer thick walled artery (dash dotted lines) in Fig. 8 , where the horizontal line represents the center line (in cm), and the vertical line represents the pressure (in Pa). As we observe, the simulation results obtained from the model of Neo-Hookean and Mooney-Rivlin material are quite similar to each other (the speed and magnitude of the pressure waves). This is due to the fact that these two models have only one term difference in the energy functional; see (2) and (4). The pressure waves obtained from the model of the anisotropic two-layer thick walled artery travels with slower speed and smaller magnitude than the other two models. As we discussed in [52] , for the partitioned approach, we need around 50 ∼ 55 fixed-point iterations at each time step; for the monolithic approach we need about 4 Newton iterations. In each fixed-point iteration, we need about 4 − 5 Newton iterations for solving the fluid and structure sub-problems; and in each Newton iteration, we apply the AMG sub-problem solvers for the linearized systems. For each Newton iteration in the monolithic approach, we need about 10 coupled AMG or AMLI iterations; and each coupled AMG or AMLI iteration requires apply one iteration of AMG sub-problem solvers. Altogether we observe almost 50% saving of the computational cost in the monolithic approach in comparison with the partitioned approach. Further reduction in computational cost will be realized by using parallel computing, see, e.g, [28] , that is considered as a forthcoming work.
Conclusions
In this work, we have developed the monolithic approach for solving the coupled FSI problem in an all-at-once manner. The Newton method for the nonlinear coupled system demonstrates its robustness and efficiency. For solving the linearized FSI system, the preconditioned Krylov sub-space, algebraic multigrid and algebraic multilevel methods have shown their good performance and robustness. In particular, the monolithic AMG and AMLI methods show more robustness than the preconditioned Krylov sub-space methods utilizing block factorization of the coupled system, i.e., the iteration numbers stay in a same range with the mesh refinement. Compare to the partitioned approach, the monolithic approach developed in the work shows its more robustness and efficiency with respect to the numerical results and solution methods. 
