Trial wave functions for a Composite Fermi liquid on a torus by Fremling, M. et al.
Trial wave functions for a Composite Fermi liquid on a torus
M. Fremling,1 N. Moran,1 J. K. Slingerland,1, 2, 3 and S. H. Simon3
1Department of Theoretical Physics, Maynooth University, Ireland.
2Dublin Institute for Advanced Studies, School of Theoretical Physics, 10 Burlington Rd, Dublin, Ireland.
3Rudolf Peierls Centre for Theoretical Physics, 1 Keble Road, Oxford OX1 3NP, United Kingdom.
(Dated: July 12, 2018)
We study the two-dimensional electron gas in a magnetic field at filling fraction ν = 1
2
. At this filling the
system is in a gapless state which can be interpreted as a Fermi liquid of composite fermions. We construct
trial wave functions for the system on a torus, based on this idea, and numerically compare these to exact
wave functions for small systems found by exact diagonalization. We find that the trial wave functions give
an excellent description of the ground state of the system, as well as its charged excitations, in all momentum
sectors. We analyze the dispersion of the composite fermions and the Berry phase associated with dragging a
single fermion around the Fermi surface and comment on the implications of our results for the current debate
on whether composite fermions are Dirac fermions.
PACS numbers: 74.78.Na 74.20.Rp 03.67.Lx 73.63.Nm
I. INTRODUCTION
In the study of the fractional quantum Hall effect, the gap-
less state at filling fraction ν = 12 has enjoyed a special status.
This state can be described in terms of composite fermions1
(CFs) that are moving in a vanishing effective magnetic field,
which form a Fermi liquid state2,3. Recently, there has been
renewed interest in this state as it has been proposed that the
composite fermions could be Dirac fermions4,5 and are re-
lated to surface states of a 3D topological insulator6–8. Re-
cent advances in DMRG for fractional quantum Hall states
have shown the emergence of a Fermi disc9. While DMRG is
a powerful general purpose method, systems based on com-
posite fermions have traditionally been described using trial
wave functions based directly on Slater determinants for the
composite fermions, combined with a flux attachment factor
implementing most of the strong correlations of the actual
electrons. These wave functions have been fundamental to
the success of the composite fermion paradigm for fractional
quantum Hall states and allow for a great deal of physical in-
tuition about non-interacting fermions to be harnessed in the
description of the strongly interacting low energy spectrum.
The aim of this paper is to carefully revisit and test the com-
posite fermion construction on a torus. This geometry is very
suited to the study of Fermi liquid type behavior, for example
the emergence of Fermi discs, even at relatively small system
sizes, but has been difficult to study in the past, because it was
difficult to evaluate the natural CF trial wave functions.
Trial wave functions for the half-filled system based on the
composite fermion idea have been studied before. An ex-
tensive study was done by Rezayi and Read in the spheri-
cal geometry10. The spherical CF construction works very
well but is more similar in spirit to atomic physics than to the
physics of a Fermi liquid, especially at small system sizes.
The organizing quantum number on the sphere is angular mo-
mentum, rather than momentum, and for system sizes acces-
sible by exact diagonalization, the lowest energy states at half
filling are described by a shell model, with accompanying
Hund’s rules. On a torus, the states of the electron system
are organized by momentum and one expects to find ground
states which are Fermi discs of composite fermions even at
system sizes accessible to exact diagonalization. The torus
also has the advantage that different ground states with the
same filling fraction all occur at exactly the same magnetic
flux and not shifted with respect to each other, as is the case
on the sphere. This allows for example the implementation
of particle-hole duality as a symmetry of the ground state of
exactly half filled systems. Therefore the torus provides a nat-
ural setting for study of the half-filled system. Some earlier
work on the half-filled system on a torus does exist. CF trial
wave functions like the ones we study here were proposed
already in 1994 by Read11,12, although he did not explicitly
specify a toroidal geometry. A notable numerical study on the
torus is Ref. 13. In that paper, the focus was on the transition
between the CF Fermi liquid and Pfaffian state. Trial wave
functions for composite fermion states were only considered
for special momentum sectors and on the square torus geom-
etry. It appears that there was also interesting unpublished
numerical work by Haldane and collaborators, some of which
is briefly described in Ref. 14. More recent numerical work
in Refs. 15 and 16 use trial wave functions which are not nec-
essarily fully in the LLL. Other work focuses on approximate
LLL-projections for the torus17, generalizing the Jain-Kamilla
projection for spherical and planar systems to the torus - this
has not been developed for the half filled system so far.
The work presented here complements and extends these
works, considering all momentum sectors, finding the global
ground state, studying the CF dispersion, investigating the role
of particle-hole symmetry and other discrete symmetries in
the half filled state and considering tori of different geome-
tries. We also consider the charge excitations of the CF liquid.
We use energy projection18 to obtain a controlled approxima-
tion of the LLL projection for system sizes up to those reached
by exact diagonalization.
This paper is organized as follows. In Sec. II we introduce
the composite fermion wave functions for a half filled Landau
level on the torus and we discuss the relevant symmetries and
momentum sectors of the toroidal system.
In Sec. III, we determine to what extent a model of non-
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2interacting CFs filling a Fermi disc can reproduce the actual
energy landscape seen in exact diagonalization of finite elec-
tron systems. We find strong qualitative agreement between
the energy landscapes from ED and those produced by non-
interacting CFs.
We continue, in Sec. IV, with an investigation of the effects
of particle-hole and orbital inversion transformations on the
projected CF states. These transformations do not commute
with the center of mass momentum and therefore mix the mo-
mentum sectors (in essentially the same way). While our trial
states are not exactly invariant under these transformations we
do find that there is strong overlap between the CF-states at
momentum K and the corresponding particle-hole or inver-
sion transformed reverse flux CF states at momentum −K.
We also find that the CF states are typically more symmetric
under orbital inversion than under particle-hole conjugation.
In Sec. V we test how well the CF trial wave functions
approximate the lowest energy states in all centre of mass mo-
mentum sectors. We find that there is generally good overlap
between the exact states and the CF states in all sectors, al-
though the best results are obtained in the sectors with the
lowest ground state energies and largest gaps. Performing
symmetrization under orbital inversion or particle-hole sym-
metrization typically does not significantly increase the over-
lap.
In Sec. VI we consider charged excitations of the CF liquid
which occur when the flux is raised or lowered by one quan-
tum from the flux of the CF liquid ground state. Natural trial
wave functions for these states are given by considering CFs
subject to a single effective flux, at level n = Ne of the Jain
series, i.e. at filling ν = Ne2Ne±1 where there is one CF Landau
level per electron. We find that these states indeed provide a
good description of the electron system.
In light of the recent discussion of whether the compos-
ite fermions are Dirac fermions, it is interesting to investigate
whether the electron system can be modeled better by nonin-
teracting non-relativistic fermions with quadratic dispersion,
or by noninteracting Dirac fermions with linear dispersion.
We attempt to fit the CF dispersion from the exact energies in
Sec. VII, but we find that the exact spectrum can be fit well
with a wide range of CF dispersions and we are thus not able
to resolve the question of linear vs. quadratic dispersion.
In Sec. VIII we attempt to extract the Berry phase which oc-
curs when one CF is dragged around the CF Fermi disc. Here,
we see qualitatively similar features to those which were an-
nounced for larger systems using approximate methods16, but
finite size effects make any definite interpretation problematic.
Further discussion can be found in Sec. IX.
II. COMPOSITE FERMION WAVE FUNCTIONS
A. The CF construction at ν = 1
2
Electronic wave functions for the fractional quantum Hall
effect can often be accurately described by a wave-function
of composite fermions. For a system of Ne electrons on the
plane, we can write these trial wave functions in the form
Ψtrial(z) = PLLL
ψCF (z)
∏
i<j
(zi − zj)2m
 e− 14 ∑j |zj |2
 .
(1)
Here, the zi are complex coordinates on the plane and PLLL
represents projection onto the lowest Landau level of the elec-
tron system. The factor
(∏
i<j(zi − zj)2m
)
e−
1
4
∑
j |zj |2 is
the so called flux attachment factor. It is also the Laughlin
wave function for a system of bosons at filling ν = 12m . The
remaining factor ψCF (z) can be thought of as the wave func-
tion of an effective system of composite fermions, particles
formed from electrons by attaching 2m flux quanta. Con-
cretely, ψCF is usually a Slater determinant,
ψCF (z) = det [ψk(zj)]
containing Ne orbitals of a system with a reduced magnetic
flux, the effective flux seen by the composite fermions. The
effective flux is chosen so that the total flux of the trial
wave function is the desired flux Ns of the electron sys-
tem. In the case shown, the flux attachment factor captures
2m(Ne − 1) flux quanta (the flux corresponds to the highest
power of any electron coordinate). Hence the effective flux is
Ns − 2m(Ne − 1).
In the description of gapped quantum Hall states, the ef-
fective flux is nonzero and the orbitals in the determinant are
organized into Landau levels. However, in the special case
where m = 1 and Ns = 2(Ne − 1), the effective flux van-
ishes and the orbitals in the Slater determinant are simply or-
bitals of free electrons in zero magnetic field on the plane, in
other words, plane waves eık·r with well defined two dimen-
sional momentum k. The hope is always that the system can
be thought of as non-interacting CFs, that is, the Slater deter-
minant will give a good trial wave function and the choice of
orbitals which take part in it can be obtained from some single
particle energy model for the CFs – usually, but not necessar-
ily just the single particle energies of the problem which yields
the orbitals. In the problem with effective flux equal to zero,
the orbitals should fill a Fermi disc, minimizing the sum of the
single particle CF energies k.
B. Specifics and symmetry structure on the torus
A problem that immediately arises when constructing such
a wave function on a plane or disc is that the possible wave
vectors k = (kx, ky) form a continuous set. Considering the
system with periodic boundary conditions (i.e. on a torus) nat-
urally makes the number of momentum states finite and allows
trial wave functions at finite Ne to be defined properly. Using
the torus also brings some further advantages. For example
the state with zero effective flux will now occur at Ns = 2Ne,
i.e. precisely at half filling, which is useful in the investigation
of particle-hole duality. Also the absence of a physical bound-
ary simplifies the system considerably, and hopefully makes
finite systems more representative of the bulk of the system’s
thermodynamic limit.
3We choose the torus to be defined by lattice vectors, rep-
resented as complex numbers L1 = L ∈ R and L2 = τL,
were τ = τ1 + ıτ2 is a complex parameter encoding the ge-
ometry of the torus . We will refer to the cases τ = ı and
τ = 12 + ı
√
3
2 as the square and hexagonal torus, respec-
tively. The toroidal problem is only well defined if the torus
is pierced by an integer number of flux quanta which sets the
torus area to A = L2τ2 = 2piNs`2B , where `B is the magnetic
length. The CF construction introduced on the plane carries
over directly to the torus with the only change that the flux
attachment factor in Eq. (1) is replaced by a Laughlin state
Φ 1
2
(z) for the torus19. Since the Laughlin state on the torus
is not unique, this leaves some ambiguity and it appears that
there may be multiple sets of trial wave functions depending
on the chosen Laughlin ground state. However, we show in
App. C that a change of the choice of Laughlin ground state
can be compensated with a global shift of the momenta of the
composite fermions.
For the continued discussion, we need to give some infor-
mation regarding the structure of momentum sectors. One
may define magnetic translation operators which in Landau
gauge take the form
t(a+ ıb) = e
a∂x+b∂y+ı2piNs
xb
`2
B
and define periodic boundary conditions such that
t(L)ψ(z) = t(τL)ψ(z) = ψ(z). Magnetic translations
do not in general commute. In fact, we may define small
translations tj = t(Lj/Ns) that satisfy t1t2 = eı
2pi
Ns t2t1.
Using these, we define the center of mass translations
Tj =
Ne∏
k=1
t
(k)
j =
Ne∏
k=1
t(k)
(
Lj
Ns
)
which satisfy the relation T1T2 = eı2piνT2T1. We note that at
half filling (T2)2 commutes with T1 and the Hamiltonian and
thus {H,T1, T 22 } form a good set of commuting operators,
with associated well defined quantum numbers. As TNsj = 1
we define the K1 and K2 quantum numbers of a state as
T1ψ = e
ı2pi
K1
Ns ψ
(T2)
2ψ = eı2pi
2K2
Ns ψ = eı2pi
K2
Ne ψ.
The bosonic wave function Φν= 12 (z) can be chosen such that
it has (K1,K2) = (0, 0) (see App. C). Using this choice we
find that the eigenvalues for ψCF from (1) under a full revolu-
tion of the jth particle around the torus handles are
t(j) (L)ψCF = e
ıLk(j)x ψCF
t(j) (τL)ψCF = e
ıL(τ1k(j)x +τ2k
(j)
y )ψCF.
Requiring periodic boundary conditions restricts the set of
momenta and we have
k = kx + ıky = k1G1 + k2G2, (2)
where the reciprocal lattice vectors are G1 = − ı2piLτ2 τ and
G2 = ı
2pi
Lτ2
. This dual lattice has geometry τG = G2G1 = − 1τ
which is related to the direct lattice by a modular S-transform.
We will abuse the notation a bit here and alternatively let k re-
fer to the physical momentum (kx, ky) or the reciprocal lattice
indices (k1, k2). This abuse of notation extends to the total
momentum K =
∑
j k
j .
In using the indices k1 and k2 the many body quantum num-
bers of the CF-FL state are then
T1ψCF = e
ı 2piNs
∑Ne
j=1 k
j
1ψCF
T 22ψCF = e
ı 2piNe
∑Ne
j=1 k
j
2ψCF
giving K1 =
∑Ne
j=1 k
(j)
1 and K2 =
∑Ne
j=1 k
(j)
2 .
We here see that we can write a wave function for any
desired momentum (K1,K2) by choosing an appropriate set
{(k1, k2)} to use in the plane wave factor.
C. Lowest Landau level projection
At half filling on the torus we may perform the lowest Lan-
dau level projection which appears in (1) exactly. Normally
this is not straight forward on a torus, but here it is facilitated
by the absence of fluxes in the plane wave factor. The pro-
jected state is given by
ψCF = e
− 12
∑
j|k(j)|2 det
(
t
(i)
−k(j)2 ,k(j)1
)
ψ 1
2
(3)
where tn,m = t
(
1
Ns
(nL1 +mL2)
)
is a finite translation on
the Ns × Ns grid of boundary condition preserving transla-
tions. Note that the direction of the translations is perpendicu-
lar to the direction of the momenta k(j) since ~Lm · ~Gn = δmn.
Note also that the above result is a gauge invariant statement
and not an artifact of the choice of Landau gauge. A detailed
derivation of (3) is given in App. A.
We define an FS (Fermi surface) configuration to be a sin-
gle Slater determinant of plane wave states. We note that the
effect of multiplying with a plane wave before projection is
the same (up to a scale factor) as adding a translation opera-
tor after projection. From this result we draw two non-trivial
conclusions. The first is that changing k1 → k1 + Ns will
not change the actual state after projection, only the normal-
ization. Secondly, changing all k(j)1 → k(j)1 + 1 is the same
as adding a global translation T2 after projection. This does
not change the state after projection in any qualitative way ex-
cept to transform the state at K1 into its degenerate copy at
K1 +Ne. Similar statements hold for k2 and T2.
While the exact projection is given by (3), this expression
does not yield an efficient algorithm for evaluation of the wave
functions, because of the need to anti-symmetrize over trans-
lation operators. In all our numerical work in the rest of this
paper we therefore make use of the energy projection which
we introduced in Ref. 18. This allows for essentially exact
projection of any reasonable trial wave function at system
sizes close to those accessible to exact diagonalization. To
deal with trial wave functions for larger system sizes, one may
consider using approximate projection schemes or even modi-
fied trial wave functions which are not fully in the LLL. Refer-
ences 15 and 16 represent recent advances in these directions.
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FIG. 1. Comparison between exact energy landscape and composite
fermion energy landscape, given by (4) for Ne = 15. The lowest
(highest) energy is at the darkest (lightest) red. The ground states at
(K1,K2) = (6, 6) and (K1,K2) = (5, 6) respectively are accu-
rately identified by the CF model, as well as the low energy features.
The arrows show the directions of the two reciprocal unit vectors G.
Energy is in arbitrary units.
Since we are mostly interested in comparison with exact wave
functions here, we do not pursue these approximate methods.
III. ENERGY LANDSCAPES.
There are vastly more distinguishable FS configurations
(choices of k1, ...,kNe ) than actual energy eigenstates at a
particular momentum K. (There are
(
Ns
N
)
states in the LLL
and
(
N2s
N
)
FS configurations.) It is therefore important to find
an estimate for the variational energy that a FS state will have
after projection, in order to select a trial space in which to
construct composite fermions.
For this purpose we assume the composite fermions are
non-interacting and that their single particle energy is given
by15,20
CF (k) =
∣∣∣∣k− KNe
∣∣∣∣d (4)
where k = (kx, ky), K =
∑Ne
j=1 k
(j) is the total momentum
of all the composite fermions and d gives the type of disper-
sion relation. The total CF energy would then be the sum
ECF =
∑Ne
j=1 CF
(
k(j)
)
.
For d = 2 there is often high degeneracy among the CF
states, because there are many different ways to write an
integer as a sum of many squares. We can split this by
adding a “surface tension” term in the energy. This counts
Ne Square deg. Hexagonal deg.
7 (0,2) 4 (0,0) 1
8 (1,1) 4 (1,2) 6
9 (0,0) 1 (0,3) 6
10 (0,2) 2 (0,5) 6
11 (4,5) 8 (2,-4) 12
12 (6,6) 4 (4,-4) 6
13 (5,5) 4 (5,-6) 12
14 (4,7) 8 (0,7) 6
15 (6,6) 4 (5,6) 12
TABLE I. Momentum sectors (K1,K2) containing the globally min-
imal total CF-energy ECF for square and hexagonal torus. The num-
ber of momentum sectors with the same minimal ECF is listed as
’deg.’.
G2
G1
G1
G2
FIG. 2. The FS configurations with the lowest CF-energy for the
global ground state at Ne = 15 for a square and hexagonal torus.
These are located at (K1,K2) = (6, 6) and (K1,K2) = (5, 6)
respectively. The center of mass is at the blue small dot.
the empty orbitals next to the occupied orbitals, and sums
over all occupied orbitals. This can be recast formally as∑
〈i,j〉(Ni(Nj − 1) +Nj(Ni− 1)), where 〈i, j〉 is a sum over
nearest neighbour CF orbitals.
There is an ongoing discussion on whether CFs are conven-
tional non-relativistic fermions or more Dirac like, which at a
naive level would translate into choosing between d = 2 or
d = 1 respectively. In this paper we will be using d = 2,
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FIG. 3. Plot of the overlap between all of the 30 FS-states with smallest CF energy and their PH conjugated/orbital inverted duals for Ne = 10
in the momentum sectors (5, 5) and (2, 3). Left = Square torus , Right = Hexagonal torus. Upper=Particle hole conjugation, Lower= Orbital
inversion. The momentum sectors (2, 3) and (8, 7) are related under PH conjugation/orbital inversion as (K1,K2)→ (Ne −K1, Ne −K2).
At Ne = 10 the (5, 5) sector is self dual. As can be seen, in square geometry the overlaps are extremely high with both the inverted state
and the PH conjugated state. In the hexagonal geometry, only the FS configurations with the lowest CF-energy have high overlap with their
inverted and PH conjugated duals. The FS-conjurations are in general more inversion symmetric than PH symmetric.
unless otherwise specified.
The offset KNe is a peculiarity for composite fermions, but
can be easily argued for by noting that the actual variational
energy of any FS state will be invariant under a global recip-
rocal translation k(j) → k(j) +G.21 In the discussion bellow,
we will always choose k(j) such that it is in the first Brillouin
zone. We reassuringly note that if the shift is not included in
(4), then the energy landscape from exact diagonalization is
not reproduced even qualitatively.
We note that the CF energy in (4) has good qualitative
agreement with the exact ground state energy obtained from
exact diagonalization, see Fig. 1. It gives both a good esti-
mate of the location of the sectors with high energy as well as
low energy. Specifically (4) manages to pinpoint the precise
momentum sector of the total ground state as well as the low
lying excitations. We note that the actual variational energy of
the FS states in (1) looks similar to the CF-energy/exact en-
ergy but we don’t show it here. See however Fig. 4 for a full
scan of the variational energy at Ne = 10 and Ne = 11 on
a square lattice, and Fig. 6 for Ne = 10 on a hexagonal and
τ = 2ı rectangular lattice.
To generate the CF energy landscape in the figure above we
have performed a search over FS configurations and found the
ones that minimizes (4) in each momentum sector. See App. B
for an algorithm that generates all FS configurations in order
of monotonically increasing CF energy. There will typically
be more than one FS configuration that minimizes (4). Some
of these will be related by symmetry transformations such as
reflections or rotations, but others may actually represent dif-
ferent shaped Fermi discs. These accidental degeneracies can
usually be split by the surface tension, mentioned earlier.
Within a momentum sector, the ground state configuration
will be given by the most closely packed CF state that still
respects the momentum constraints. As the effective origin
depends on the momentum sectors, the momentum sector of
the global ground state will depend strongly on the system size
as well as shape of the torus. See Tab. I for a list of momentum
sectors containing the global grounds states at various system
sizes.
IV. PARTICLE-HOLE AND ORBITAL INVERSION
SYMMETRIES ON THE TORUS
The LLL is exactly particle-hole symmetric as long as
LL mixing is ignored but the CF construction is not PH-
symmetric. The consensus is however that CFs restore PH
symmetry approximately, something that is now also observed
for bosons22. It is interesting to ask to what extent this approx-
imation holds for the FS configurations. In this setting it is
also interesting to consider to which degree orbital inversion
6symmetry is respected, as inversion is also a symmetry of the
LLL (one that does not change the filling fraction).
We now consider the behavior of the trial wave functions
under two types of transformations on the torus: particle hole
symmetry C and orbital inversion symmetry I . These are de-
fined as follows,
C = K
Ns∏
n=1
(
a†n + an
)
where K is complex conjugation and a†n and an are the elec-
tron creation and annihilation operators for orbital n.
The other transformation is an orbital reflection (or inver-
sion) that exchanges the ith and (Ns − i)th orbital in Landau
gauge. In terms of operators, inversion is defined as
I =
[Ns/2−1]∏
i=1
Ii,Ns−i+1,
where the operator acting on the sites i and j can be written as
Iij = a
†
iaj + aia
†
j + 1−Ni −Nj + 2NiNj .
The operator C has commutation relation
CTj = (−1)Ns−1TjC (5)
for j = 1, 2 and also changes the filling fraction as ν → 1−ν.
Inversion acts non-trivially on T1 and on T2 as
IT2 = T
−1
2 I (6)
but does not change the filling fraction ν. Note that particle-
hole conjugation and inversion commute (IC = CI).
For a well defined momentum K1 at a general filling frac-
tion, the two operators have the effect
K1
C→
Ns∑
j=1
j −
Ne∑
j=1
kj =
Ns (Ns + 1)
2
−K1
K1
I→
Ne∑
j=1
(Ns + 1− kj) = Ne −K1
Let us now specialize to Ns = 2Ne, giving K1
C or I→ Ne −
K1. To appreciate the effect onK2 by I andC, it is instructive
to consider the effect of I and C on a state with a well defined
K2 quantum number. The eigenvalues K2 are then obtained
as
T 22 (I|K2〉) = Ie−ı2pi
K2
Ne |K2〉 = e−ı2pi
K2
Ne (I|K2〉)
T 22 (C|K2〉) = Ceı2pi
K2
Ne |K2〉 = e−ı2pi
K2
Ne (C|K2〉)
where we use the commutations relations (5) and (6). In both
casesK2
C or I→ −K2. We note here that for a half filled system
C and I map between the same two sectors, but they do it in
different ways and in general I 6= C.
We also note that in general, momentumK is not preserved
under C and I which means that it is often wrong to talk
about particle-hole/inversion “invariance”. Rather one should
be talking about “co-variance” under these transformations.
There is an important exception to this picture, the self-dual
sectors where Kj = −Kj or Kj = Ne −Kj . These sectors
are (K1,K2) = (0, 0) =
(
0, Ne2
)
=
(
Ne
2 , 0
)
=
(
Ne
2 ,
Ne
2
)
.
Since C and I act within these sectors, we can really check
for invariance here.
A first question to investigate is how invariant/covariant the
FS states are, and how different FS states map to each other
under PH/inversion. To answer this question we fix a small
system size (for illustrative purposes) Ne = 10 and consider
the NFS = 30 FS configurations with the lowest total CF-
energy in a few selected symmetry sectors for hexagonal and
square geometry. See Fig. 3. In the self dual sector (5, 5)
we then plot the overlap between all of the NFS states and
their PH/inverted counterparts. In the non-self dual sectors
we must construct one set of NFS states in sector K and then
another set of NFS states in sector−K that also minimize the
CF energy. The PH/inversion then transforms the sector −K
into the sector K which enables us to take overlaps between
all states in the usual manner.
In the square geometry, we find consistently good overlap
of the PH/Inversion images of these low CF energy states and
the reversed flux duals of the same states. At zero effective
flux, the reverse flux attachment construction is equivalent to
the direct flux attachment construction and means that, when
taking the reversed flux dual of a state, the FS set
{
kj
}
is
replaced by
{−kj} (i.e. we rotate it by 180◦). The need to
rotate the FS configuration 180◦ persists even in the self dual
sectors. We also find a general trend that the FS states are
more symmetric under inversion than under PH-symmetry but
the effect is small.
We also performed the same test on hexagonal (See again
Fig. 3) as well as rectangular tori. We find the same general
picture, namely that FS configuration tend to have high over-
lap with their reversed flux counterparts. For some states the
actual overlaps are not particularly large here, but the overlap
between any FS state and its reversed flux dual still tends to
be larger than the overlaps with the other CF states we consid-
ered.
V. QUALITY OF PROJECTED TRIAL WAVE FUNCTIONS
We now wish to test the quality of the CF wave functions (1)
against the exact ground state in each momentum sector. First
we find the trial states with the lowest CF energy (there may
be multiple states related by symmetry). We project these trial
states onto the LLL using energy projection18 and orthogonal-
ize the resulting states. All diagonalization is performed using
the Hammer package23. Finally, we diagonalize the Coulomb
interaction within the trial space. This yields the variational
energies shown in figures 4, 5 and 6
We will report here on the overlap between FS states for all
momentum sectors on a square torus for Ne = 10 and Ne =
11 (see Fig. 4) and will show selected sectors for Ne = 12
and Ne = 13 (see Fig. 5 ). We also report on Ne = 10 for a
hexagonal and rectangular torus (see Fig. 6). It is in principle
7(0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (1,1) (1,2) (1,3) (1,4) (1,5) (2,2) (2,3) (2,4) (2,5) (3,3) (3,4) (3,5) (4,4) (4,5) (5,5)
(K1,K2) sector
−3.05
−3.00
−2.95
−2.90
−2.85
−2.80
−2.75
−2.70
E
ne
rg
y
[e
2
/²
0
] 0.134
0.574
0.659
0.681
0.485
0.855
0.869
0.856
0.995
0.995
0.995
0.995
0.551
0.981
0.986
0.984
0.166
0.623
0.622
0.623
0.568
0.994
0.995
0.994
0.504
0.992
0.993
0.993
0.976
0.976
0.977
0.977
0.957
0.957
0.958
0.958
0.957
0.957
0.960
0.958
0.690
0.963
0.964
0.964
0.468
0.935
0.939
0.939
0.006
0.006
0.164
0.010
0.001
0.799
0.877
0.804
0.991
0.991
0.991
0.991
0.983
0.983
0.983
0.983
0.961
0.961
0.964
0.961
0.185
0.257
0.589
0.584
0.984
0.984
0.986
0.987
0.967
0.967
0.968
0.968
0.374
0.988
0.989
0.989
Diagonalized Energy Ne = 10, square
Single FS All FS All FS+PH All FS+Inv
(0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (1,1) (1,2) (1,3) (1,4) (1,5) (2,2) (2,3) (2,4) (2,5) (3,3) (3,4) (3,5) (4,4) (4,5) (5,5)
(K1,K2) sector
−3.35
−3.30
−3.25
−3.20
−3.15
E
ne
rg
y
[e
2
/²
0
]
0.543
0.994
0.995
0.994
0.676
0.978
0.979
0.979
0.886
0.886
0.889
0.889
0.242
0.469
0.497
0.484 0.9710.971
0.972
0.971
0.462
0.909
0.915
0.913
0.948
0.948
0.949
0.948 0.949
0.949
0.949
0.949
0.004
0.004
0.012
0.007
0.984
0.984
0.985
0.985
0.030
0.030
0.052
0.030
0.989
0.989
0.990
0.990
0.971
0.971
0.972
0.971
0.000
0.517
0.967
0.966 0.325
0.981
0.982
0.981
0.958
0.958
0.962
0.961
0.941
0.941
0.947
0.942
0.763
0.959
0.962
0.959
0.326
0.801
0.846
0.802
0.974
0.974
0.976
0.974
0.000
0.000
0.014
0.018
Diagonalized Energy Ne = 11, square
Single FS All FS All FS+PH All FS+Inv
FIG. 4. Comparing variational energy of FS states to the exactly diagonalized energy for Ne = 10 (upper) and Ne = 11 (lower) on a
square torus in all momentum sectors (up to C4 rotations). The blue horizontal bars show the exact energy of the Coulomb interaction from
diagonalization. The red discs are the variational energy of (one of) the FS configuration(s) that minimize the CF energy within a given
(K1,K2) sector. The green discs are the eigen-energies of the Coulomb interaction, projected onto the space spanned by all FS configurations
(related by symmetry) that minimize the CF energy. The purple/cyan discs are eigen-energies of the Coulomb interaction, projected onto the
space spanned by all FS configurations (related by symmetry) that minimize the CF energy as well as their PH conjugated/orbital inverted
reversed flux duals. The colored numbers in each momentum sector show the squared overlap between the lowest energy FS superposition
(of the corresponding color) and the Coulomb ground state in that momentum sector. As can be seen, the variational energy of the chosen FS
configurations (green) is close to the Coulomb energy, and the squared overlap is almost always very close to one. The larger overlaps are
found in momentum sectors with lower energies and where the energy gap is large. Adding in PH-conjugation (purple) or orbital inversion
(cyan) has most often negligible impact on the variational energy and overlap with the Coulomb ground state. This is related to the fact that
most FS configurations are highly PH/inversion symmetric, see Fig. 3.
possible to push the numerics to larger system sizes, but at an
exponentially increasing cost.
A. Individual FS states
We begin by considering how well the restriction of min-
imizing CF energy and surface tension works when con-
sidering the variational energy of individual FS states. In
Fig. (4) we see the variational energy of (one of) the pre-
selected FS-states shown in red. We see that the variational
energy of this state displays features that are similar to the
exact energy landscape. We note that for the lowest ex-
act energy states the variational energy is almost the same
as the exact energy with overlaps that are close to unity at
(K1,K2) = (0, 2) , (1, 2) , (2, 5) , (3, 3) with squared overlap
of 0.995, 0.976, 0.991, 0.983 respectively for Ne = 10. At
Ne = 11 the story is similar with the lowest energy sectors at
(K1,K2) = (1, 4) , (2, 2) , (4, 5) showing squared overlaps of
0.984, 0.989, 0.974 respectively.
There are some notable exceptions to the above mentioned
story such as (0, 5) and (5, 5) at Ne = 10, (0, 0) and (2, 5)
at Ne = 11. The squared overlap here is only 0.568, 0.374,
0.543 and 0.325 respectively. In these cases there also exist at
least one other symmetry related state that must be taken into
account. Adding these symmetry partners and diagonalizing
in the space spanned by these extra states (green) we obtain
ground state overlaps that are 0.995, 0.988, 0.994 and 0.981
with the lowest energy state. For the larger systems at Ne =
12 and Ne = 13 the story is the same: If the pre-selected
FS state is unique it has a large overlap with the ground state,
and if it isn’t unique then adding the symmetric cousins yields
squared overlaps that are above 0.97.
Further, we observe that states with high energy are typ-
ically less well described by the the CF states. This also
correlated with the energy gap being smaller when the CF-
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FIG. 5. Comparing variational energy of FS states to the exactly diagonalized energy for Ne = 12 (left) and Ne = 13 (right) on a square
torus for the lowest energy momentum sectors (up toC4 rotations). The symbols are as in Fig. 4. Just as in Fig. 4, if there are more than one FS
configurations that minimize the CF energy all of the FS states need to be taken into account to obtain a good approximation of the Coulomb
ground states. Also here, PH conjugation/inversion has a minute effect on the wave function.
description is worse, implying the need to include CF interac-
tions at higher energy.
B. PH/Inversion symmetrization
Next we consider the effect of including particle-hole and
inversion transformations into the trial space. We are inter-
ested in investigating if making the wave functions PH sym-
metric has an effect on the overlap with the Coulomb ground
state. We proceed as follows: If the FS states at momentum
K are given by the configurations {k}, we simply construct
the reversed flux duals of these CF states with configurations
{−k} in the −K sector. We then PH-conjugate/invert these
CF states to the momentum sector K and add them to our
trial space, and diagonalize the Coulomb interaction within
this space.
The data for PH-conjugation and inversion can be found in
the purple and cyan data respectively in Fig. 4 and 5. In the
figures we see that including PH/inversion doubles the num-
ber of states in the trial space (as it should) but it has almost
negligible effect on both the variational energy and the over-
lap with the ground state. We note that when there is a dif-
ference between PH and inversion, it is as a rule PH conjuga-
tion that gives the best (but still small) boost in overlap. This
fits well with the observation in Section IV that the FS states
tended to be more inversion covariant than PH covariant. The
reader may note that the actual numbers of visible states in
purple/cyan is not always twice the number of visible green
states. These states can be found at higher energy than visible
and are dominated by MC noise, as the FS states are almost
completely PH/inversion covariant.
The energy projection method provides very precise results
for the overlaps and variational energies of states with ade-
quate weight in the LLL and reasonable overlap with the low
lying Coulomb spectrum, provided that sufficiently many MC
samples are used. See Ref. 18, for details. Here these con-
ditions are satisfied and the errors on the variational energy
(included in the figures) are smaller than the colored discs
in all cases except potentially for some of the highest energy
states considered. The dominant (small) systematic error in
the method actually causes the overlaps of good variational
states to be underestimated and their variational energies to
be overestimated. This effect is due to an overestimation of
overlaps on the high energy, low overlap states, which causes
overlaps on good trial states to be renormalized downwards
(and variational energies to be pushed upwards).
C. Hexagon and Rectangle
We also considered the hexagonal torus as well as rectan-
gular torus at τ2 = 2, see Fig. 6 for data. We find that in
both geometries the FS-states are a worse match to the exact
ground state than in the square geometry. However for the
very lowest energy states – (0, 5), (2, 4), (2, 5) for hexagonal,
(5, 5), (4, 5), (3, 3) , (2, 5) (1, 1) for rectangular – the FS -
description still works well. The FS-states are better for the
rectangular than the hexagonal lattice.
We note that also here, just as in the square case, neither
PH conjugation nor inversion symmetry has a large impact on
the improvement of the trial space. The FS states are already
close to PH/inversion covariant. Again, the improvement is
slightly better for PH than inversion.
D. Thermodynamic limit
Finally we verify that the expected CF Fermi liquid state
at ν = 12 really is gapless, by extrapolating the ground state
energy density to the thermodynamic limit. As the structure
of the energy landscape is non-trivial – with degeneracies and
a constantly moving global ground state – we choose to fo-
cus on the gap for momentum preserving excitations, aver-
aged over all momentum sectors. We find (inset of Fig. 7)
that the gaps do scale to zero in the thermodynamic limit. We
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FIG. 6. Comparing variational energy of FS states to the exactly diagonalized energy for Ne = 10 on the τ = 2ı rectangular torus (upper)
and the hexagonal torus (lower). The symbols are as in Fig. 4. Here we see that the composite fermion wave function is generally less good at
approximating the Coulomb ground state, than was the case on the square torus. On the rectangular torus, adding in PH/inversion symmetry
does little to improve the wave functions, but on the hexagonal tours a definite improvement can bee seen in some momentum sectors, e.g. (2, 4)
and (5, 5). This is not surprising given that the FS configurations where less PH/inversion symmetric on the hexagonal torus than on the square
torus. See Fig. 3.
also extrapolate the energy density of the global ground state
(green) and find a thermodynamic value of  = −0.4655 e20`B .
If we instead extrapolate the average energy of the lowest
energy states (red) over all momentum sectors we obtain
 = −0.4677 e20`B . Both of these values agree reasonably well
with the energy density obtained by scaling the exact energy
of the Ns = 2Ne ± 1 states (studied in more detail section
VI). For those states, the results are + = −0.4650 e20`B and
+ = −0.4639 e20`B , see Fig. 9.
VI. CHARGED EXCITATIONS
In this section we consider adding charged excitations on
top of the half filled state in the sense of adding or reducing
one flux quantum for at total of N±s = 2Ne± 1 fluxes, giving
a filling fraction ν± = Ne2Ne±1 . In this setting the composite
fermions will be moving in an effective magnetic field reduced
to a single flux quantum. The composite fermions will then
occupy a tower of Λ-levels with only a single electron in each
level. The CF wave function is therefore written as
ψν± = PLLL det
Ne−1∏
j=0
η(±)nj (zj)
φ 1
2
(7)
where η(+)n (z) is the (only) nth level Landau orbital at Nφ =
1 and η(−)n (z) =
(
η
(+)
n (z)
)?
is the complex conjugate for
reverse flux attachment.
At this filling fraction, T1 only commutes with T 2Ne±12
which means that there exists only one K2 sector and it has
quantum number K2 = 0. All the K1 momentum sectors are
degenerate and related by T2 translation operations. The wave
function ψν± in (7) will not be in a well defined momentum
state, but we may without loss of generality project it onto the
K1 = 0 momentum sector as
ψν±,K1=0 =
1√
N±s
N±s∑
j=1
T j1ψν± .
We again use energy projection to approximate the PLLL
operation. We first note that the CF state describes the
Coulomb ground state very well, with an overlap that is above
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FIG. 7. Extrapolation of the exact average ground state (GS) en-
ergy and average (momentum preserving) first excited (FE) state for
a square torus to the thermodynamic limit. Data for hexagon looks
qualitatively the same.
Inset: The gap (cyan) in all momentum sectors, and the gap averaged
over all momentum sectors (black bars) extrapolated to the thermo-
dynamic limit (blue line). We conclude that the average gap is is
closing in the thermodynamic limit.
Main Plot: The ground state (purple) and first exited state (cyan)
energy density for all momentum sectors. Average (red) and global
(green) ground state energy extrapolated to the thermodynamic limit.
The blue line is the gap size extracted from the inset superimposed
on the average ground state energy (red). Note: The horizontal posi-
tion of the energies of the GS and FE states are slightly shifted with
respect to each other for better readability.
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FIG. 8. Main Plot: The overlap between the Coulomb ground
state at Ne electrons and Ns = 2Ne ± 1 flux quantum and the CF
wave function (7) for that flux. The overlap is higher than 0.99 for
all system sizes considered, except for two outliers at Ne = 9, 10.
here seems to be an even odd effect as to whether CF(±) has higher
overlap at a given system size.
Inset: Overlap reduction factor per particle , related to the overlap
as |〈ψCF |ψED〉| = (1− )Ne . This is stable at  ∼ 8 · 10−3 almost
independently of system size.
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FIG. 9. Inset: The exact gap at Ns = 2Ne + 1 (red) and Ns =
2Ne−1 (cyan) extrapolated to the thermodynamic limit for a square
torus. The gap appears to be closing in the thermodynamic limit,
both from higher and lower number of fluxes, but we are not yet in a
scaling regime.
Main Plot: The energy density of the exact ground state (GS), first
excited (FE) state and composite fermion state (CF) for a square torus
with Ns = 2Ne ± 1, and their extrapolations to the thermodynamic
limit. The red and cyan lines are the gap size extracted from the inset,
superimposed on the ground state energies (green and yellow). The
composite fermions model the ground states very well and variational
energy of the composite fermion states are almost indistinguishable
from the energies of the exact ground states on the scale of the plot.
The black dashed line is the extrapolation of the global ground state
energy for a half filled system (same as green line in Fig. 7).
0.99 for all system sizes considered, see Fig. 8. The overlap
is naturally falling, so in the inset we also plot the effective
overlap reduction factor per particle  = 1−|〈ψCF |ψED〉|
1
Ne ,
which is stable at  ∼ 8 · 10−3 almost independent of system
size.
We also consider the variational energy of the CF state com-
pared to the exact energy of the ground state as well as the
first excited state, see Fig. 9. We find that the variational en-
ergy approached from both higher and lower fluxes converge
to the same value, which is consistent with the value obtained
for the scaled ground state energy precisely at half filling –
see Fig. 7. We also find that the gap between the first excited
and ground state decreases as the system size increases. Here
it does however seems that we are not yet in a scaling regime,
even though it looks plausible that the gap vanishes in the ther-
modynamic limit. One should remember here, when compar-
ing to the half filled result, that due to the smaller symmetry,
the Hilbert space that needs to be constructed for diagonaliza-
tion is roughly Ne · 2±1 times the size of the Hilbert space
at half filling. As a direct consequence we cannot push the
numerics to the same system sizes.
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A. Charge gap in the thermodynamic limit
To determine the charge gap in the thermodynamic limit,
we wish to estimate the energy needed to add or remove a
magnetic flux, while preserving the area of the torus. From
the scaling relations in Fig. 7 and Fig. 9 it should be clear that
the energy per particle of a system with Ns = 2Ne + s fluxes,
s = −1, 0, 1 is approximately given by Es/Ne = c+ ds/Ne,
where c is independent of s. The total energy can thus be
written as
Es = (εs − ε ·Ne) e
2
0`B
,
where εs is the slope, and ε is the (negative) intercept in the
figures. When computing the charge gap, we must take care
to ensure that the torus area is kept constant, which amount to
letting `B depend on Ns through A = 2piNs`2B . Taking this
into account gives the charge gap
∆± = E± − E0 ≈
(
ε± − ε0 ∓ ε
4
) e2
0`B
,
as compared to (ε± − ε0) e20`B if `B is held constant.
In Fig. 10 we compute the charge gap for the the ν± states.
Although there are clearly visible finite size effects, the data
appear to support that the charge gap for removing a flux in
the thermodynamics limit is positive ∆− ≈ 0.05 e20`B , and
for adding one flux is negative ∆+ ≈ −0.02 e20`B . For com-
parison we may consider the charge gap at ν = 1/3 (see in-
set in Fig. 10), where there is an energy cost both for remov-
ing and adding magnetic flux. Note that the jagged structure
in the charge gap is due to the irregular energy of the global
ground state at half filling, rather than effect coming from the
ν± ground states. Also note that the second order difference
measure for the stability E+ +E− − 2E0 = ∆+ + ∆− gives
a result (in the thermodynamic limit) that is independent of
whether the magnetic length or area is held constant.
VII. LINEAR VS. QUADRATIC DISPERSION
Here we comment on the discussion on the true disper-
sion relation of the composite fermions. If the CFs are Dirac
Fermions they should in principle have linear dispersion at
least at small k, although this is not necessary at larger k. To
directly probe the dispersion of the composite fermions we
may attempt to fit the CF-energy defined in (4) to the actual
energy of the lowest energy state in each momentum sector.
We attempt to fit the ground state energy in all sectors using a
simple model of the dispersion e.g. in the form
Ek = E0 + cα
(
`B |k| sinα+ `2B |k|2 cosα
)
(8)
where α tunes between a quadratic and a linear dispersion.
We note that stable Fermi disc would exist in the range −pi2 <
α ≤ pi2 , although to avoid Mexican hat potentials we should
restrict 0 ≤ α ≤ pi2 .
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FIG. 10. Main Plot: The charge gap at constant torus area A (as
opposed to constant magnetic length `B) for adding (removing) a
magnetic flux at ν = 1/2. Although the finite size effect are large, it
is clearly seen that the energy needed to add (remove) a magnetic flux
is negative (positive). See comparison with ν = 1/3 in inset. The
dashed lines show the extrapolation of the gap to the thermodynamic
limit.
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a magnetic flux at ν = 1/3, as comparison. Here there is a (positive)
energy gap both for adding or removing a magnetic flux.
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FIG. 11. The estimate of the effective mass for non-relativistic CFs
or the speed off light for Dirac CFs for a square and hexagonal torus.
We find that the masses and velocities are stable in a wide range of
Ne and for both square and hexagonal tori.
To determine the preferred value of E0, cα and α we scan
over α and minimize using least squares fit for the parameters
E0 and cα. Unfortunately we find that the CF energy land-
scape in many cases is quite insensitive to the exact value of
α and quite different α can still generate qualitatively similar
energy landscapes. This should probably not be too surprising
as for large Ne one may linearize around the Fermi momen-
tum kF and obtain the energy Ek ≈ E˜0 + c˜αδk where E˜0 =
E0+cαkF (sinα+ cosα), c˜α = cα (sinα+ 2kF ` cosα) and
δk = |k| − kF . The Fermi momentum is kF = 2pinFL =
2pi
√
Ne
pi√
2piNs`B
=
√
2Ne
Ns
1
`B
= 1`B .
Although we cannot determine which (if any) of α = 0
(quadratic) or α = pi2 (linear) is preferred we can still de-
termine the effective mass m? or effective speed of light c?
that the corresponding composite fermions would have if their
dispersion actually were one of the above. By equating (8)
with either c?~|k| or ~2|k|22m? we find that c? = cpi2 `B/~ and
m? = ~2/(2`2Bc0). We find that c0 = 0.090 ± 0.006 e
2
0
and
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Case I II III IV
N = Steps in full path 8 10 10 10
No corners Cut 6.94pi 8.71pi 8.84pi 8.89pi
Cut corner A ( -1 step) 6.02pi 7.83pi 7.91pi 7.87pi
Cut corner B ( -1 step) 6.00pi 7.79pi 7.99pi 7.95pi
Cur corner A & B ( -2 steps) 5.08pi 6.91pi 7.07pi 6.93pi
TABLE II. The Berry phase accumulated when stepping through N
FS states to let two composite fermions trade places. The four con-
sidered paths are show in Fig. 12. We consider moving two particles
along the solids paths in the figure, and compute the Berry phase that
is accumulated. We also consider cutting the corners at A and/or B
(dashed lines in Fig. 12) and repeat the procedure. We find that when
a corner is cut the Berry phase is reduced by ∼ pi and when two
cornets are cut, then Berry phase is reduced by ∼ 2pi compared with
the path with no corner cut. The phase that is accumulated is ap-
proximately eıθ = (−1)N−1, but there are finite size effects, and the
phase we measure differs from the expected phase by typically 0.1pi,
although there are cases in the table with errors as much as 0.3pi.
cpi
2
= 0.195 ± 0.009 e20 quite independently of system size.
The mass and velocity come out roughly the same for square
and hexagonal tori, and are consistent with the observation
that c?m? ≈ ~/`B when linearizing around the Fermi mo-
mentum. This translates into m? = 5.6 ± 0.2 0~2/(e2`B)
and c? = 0.195± 0.010 e2/(0~), see Figure 11.
Our result is close to other values for the effective mass
m? = 60~2/(e2`B) and m? = 50~2/(e2`B) reported in the
literature in Ref. 24 and 25 respectively.
VIII. BERRY PHASE
It has recently been proposed in the literature that if the
CFs are Dirac fermions then they should yield a Berry phase
equal to pi if a single fermion is dragged around the Fermi disc.
This phase occurs at tree level in the Dirac picture4, but not at
mean field level in the Halperin-Lee-Read picture2 (although
the phase should reappear once corrections are included16).
On a plane, for non-interacting fermions, dragging a
fermion around the Fermi surface is the same as continuously
changing its momentum k in a loop. For CFs, the whole pic-
ture is complicated by the fact that we do not have single par-
ticle CF wave functions in the conventional sense. Rather the
momentum k is dressed with a Jastrow factor (see (1)) when
the CFs bind two flux quanta. Thus dragging k in a loop
means to change the k in the exponential, an operation that
affects the entire many-body wave function.
On the torus the matter is further complicated by the avail-
able momenta being discrete and wave functions with differ-
ent total momenta K being orthogonal to each other. Thus,
changing kj in discrete steps around the Fermi disc, is singu-
lar in the sense that the obtained Berry phase if this procedure
would be eıθ = 0 identically. We may however move two
CFs at opposite sides of the Fermi disc at the same time while
preserving the total momentum. When the two CFs have per-
formed half a revolution of N steps, they have collectively
performed a full revolution around the Fermi disc of 2N steps.
As the different FS states have low overlap with each other
along the path, the Berry phase is at best ill conditioned. We
remedy this by constructing a set of intermediate states that
continuously connects the different FS-states. The intermedi-
ate states are constructed as the lowest eigenvalue of the pro-
jector
Pa,l = 1− (1− a) |kl〉 〈kl| − a |kl+1〉 〈kl+1| .
We can then use the formula
eıθ ≈
N−1∏
l=0
〈kl|kl+1〉 , (9)
to evaluate the Berry phase.
We perform the Berry phase calculation for a selection of
Fermi discs at (I)Ne = 11 withK = (0, 0) as well well as the
the ground states at (II) Ne = 11 with K = (4, 5), the ground
states at (III) Ne = 12 with K = (6, 6) and Ne = 13 with
(IV) K = (5, 5). The paths of these exchanges can be seen in
Fig. 12.
As two CFs have traded place while circumnavigating the
Fermi Disc the last and first state differ my a minus sign
| k0〉 = −| kN 〉. The Berry phases that we obtain are reported
in Tab. II and do no contain this extra minus sign due to the
exchange.
For path (I) we note that the states at position A and B
are high energy states, and we may attempt to ignore them
by cutting the corners at A and/or B. In doing so we find
that cutting a corner (in all four paths considered) reduces the
overall phase by pi. Thus by cutting both the corners at A and
B we reduce the Berry phase of 2pi. The full Berry phase
that we acquire is thus eıθ ∼ eıpi(N−1), where N counts the
number of FS states in the path. There are finite size effects,
and the phase we measures differs from the expected phase by
typically 0.1pi, although there are cases in the table with errors
as much as 0.3pi.
We have recently become aware that Wang et. al.16 and Ger-
aedts et. al26 also have performed a calculation of this type.
They use a modified wave function that allows them to cir-
cumvent the projection problem and target much larger system
sizes than is amenable to ED. In their work, they find that the
total Berry phase is eıθ = ıN+(−ı)N−(−1)W where W is the
winding number, while N± is the number of (anti-)clockwise
steps through FS-states that have been taken in the path. Their
results are consistent with what we see in our numerics, since
as we are moving two particles (half a revolution) we should
see eıθ = (ıN (−ı)0(−1) 12 )2 = (−1)N−1 according to their
formula. We clearly see in our numerics the N dependence in
(−1)N−1, however our system sizes seem to small to be able
to fully resolve the phase (−1)W that Wang et. al. reports.
Lastly we remark that as the wave functions used in Ref. 16
are not the result of a controlled projection it would be in-
teresting to study how those wave functions differ from the
exactly projected wave functions used in this paper.
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(I) Ne = 11 (k1, k2) = (0, 0) (II) Ne = 11 (k1, k2) = (4, 5) (III) Ne = 12 (k1, k2) = (6, 6) (IV) Ne = 13 (k1, k2) = (5, 5)
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FIG. 12. Path of dragging two CFs (red discs) aground the Fermi disc such that momentum is conserved. The two colors (blue,green) show
the paths for the two CFs on either side of the Fermi disc. After the move, the Fermi disc is returned to its original configuration. There is a
phase of pi from the exchange of the electrons and in addition a Berry phase.
IX. DISCUSSION AND OUTLOOK
In this paper we have systematically tested the composite
fermion wave functions at filling fraction ν = 1/2. We find
that the trial wave functions give an excellent description of
the global Coulomb ground state, but also do very well in
modeling most of lowest energy states in all momentum sec-
tors. The CF wave functions also model the charged excita-
tions at ν± = Ne2Ne±1 to high accuracy. An interesting ques-
tion is how the CF state at ν± is connected to the state at half
filling. It would be nice to better understand if/how the pic-
ture of filling an increasing number of – more closely packed
– Λ-levels connects to the filled CF Fermi disc.
We also find that the low energy CF states are almost fully
particle hole symmetric, but that particle hole symmetry is
broken at higher energies, especially on the hexagonal torus.
The methods used in this paper can be used to project any
wave function written in real space to the LLL, and it would
be interesting to compare the exactly projected wave functions
with the wave functions developed in Ref. 16 and Ref. 17.
The work presented here is in agreement with the work in
Refs. 16 and 26 showing that the Berry phase picked up when
a composite fermion is moved around the Fermi surface is pi.
There seems however to be a contribution to the Berry phase
that depends on the number of FS-configurations that that k-
space path traverses. This extra phase is not accounted for in
the simplest of the Dirac composite fermions descriptions and
does not seem to be possible to explain away as an Aharonov
Bohm-phase. All in all, this warrants more investigations into
the nature of the composite fermions at half filling. The Berry
phase calculation would be interesting to carry out in the plane
as it would allow for determining the local Berry curvature,
and its properties, by taking advantage of the continuous set
of momenta.
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Appendix A: Exact LLL projection of the CF wave functions
The exact projection of formula (3) of (1) has been known
for many years in the literature27 and can be argued for starting
from Ref. 28. The formula does however not seem to have
a published derivation anywhere, so a service to the reader,
we provide that. We begin by noting that we can write the
composite Fermi liquid at ν = 12 as
ψCF = PLLLA
[
eı2pi
∑Ne
i=1(k
i
xxi+k
i
yyi)ψ 1
2
]
,
where ψ 1
2
is the bosonic Laughlin state ν = 12 and k
i
x, k
i
y the
labels the collection of occupied CF-momenta k = (kx, ky),
and zj = L(xj + τyj). For notational simplicity we will drop
the index i and the sum
∑Ne
i=1, such that e.g. kxx ≡
∑Ne
i=1 =
kixxi. We can do this as the projections for the different elec-
trons commute.
We first note that since kx, ky ∈ Z, the exponential fac-
tor eı2pi(kxx+kyy) is periodic in x and y (with period 1). As
a consequence, any gauge dependence only affects ψ 1
2
. We
can therefore, without loss of generality, choose to work in
symmetric gauge.
The ladder operators in symmetric gauge are
a† =
√
2
(
1
4
z¯ − ∂z
)
, b† =
√
2
(
1
4
z − ∂z¯
)
where a† increases the Landau level index and b† increases the
angular momenta within a LL. We can express z, z¯, ∂z, ∂z¯ in
terms of a, a†, b, b† and also by extension x and y. This gives
y =
a+ b† − a† − b
ı
√
2Lτ2
x =
(
a† + b
)
τ − (a+ b†) τ¯
ı
√
2Lτ2
. (A1)
Inserting (A1) into the exponential gives
kxx+ kyy =
1
ı
√
2
[
k¯a− ka†]+ 1
ı
√
2
[
k¯b† − kb]
where
k¯ =
1
Lτ2
(ky − kxτ¯), k = 1
Lτ2
(ky − kxτ) . (A2)
We can now write ψCF as
ψCF = PLLLA
[
e
√
2pi(k¯a−ka†)e
√
2pi(k¯b†−kb)ψ 1
2
]
,
and since [PLLL, b] =
[
PLLL, b
†] = 0 we can pull the b oper-
ators to the left and we have
ψCF = A
[
e
√
2pi(k¯b†−kb)PLLLe
√
2pi(k¯a−ka†)ψ 1
2
]
.
Next, using the CBH-formula eva
†−v¯a = e−
1
2 |v|2eva
†
e−v¯a,
we have
ψCF = A
[
e
√
2pi(k¯b†−kb)PLLLe−2pi
2|k|2e−
√
2pika†e
√
2pik¯aψ 1
2
]
= A
[
e
√
2pi(k¯b†−kb)PLLLe−2pi
2|k|2e−
√
2pika†ψ 1
2
]
= A
[
e
√
2pi(k¯b†−kb)e−2pi
2|k|2ψ 1
2
]
= e−2pi
2∑
j |kj |2A
[
e
√
2pi(k¯b†−kb)ψ 1
2
]
.
The second line is due to ajψ 1
2
= 0 for all j, the third is since
PLLL
(
a†
)n
ψ 1
2
= 0 if n > 0 for all j. In the last line we pull
exp
(
−2pi2 |k|2
)
out of the antisymmetrization.
Inspecting e
√
2pi[k¯b†−kb], we see that this can be interpret as
magnetic translation of t−ky,kx acting on z. To see this clearly
we write
b = =
√
2
4
L (x+ τ¯ y) +
√
2 (−τ¯ ∂x + ∂y)
L (τ − τ¯)
b† = =
√
2
4
L (x+ τy) +
√
2 (−τ∂x + ∂y)
L (τ − τ¯) .
This gives (up to terms linear in x and y - which are gauge
dependent)
√
2pi
[
k¯b† − kb] = − ky
Nφ
∂x +
kx
Nφ
∂y +O(x) +O(y).
We can thus write the state ψCF as
ψCF = e
−2pi2∑j |kj |2A
∏
j
t−kjy,kjxψ 12
 . (A3)
Using (A2) we may also express |k|2 as
|k|2 = 1
L2τ22
|ky − kxτ |2
=
k2y − 2kykxτ1 + k2x |τ |2
2piNs`2Bτ2
.
Appendix B: Algorithm to find the lowest pseudo-energy
FS-states
A state with N CFs in distinct CF orbitals with momenta
ki has pseudo-energy E =
∑
i i. Here, the single particle
pseudo-energies i depend on both ki and the total momentum
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K, we have i = (ki−K/N). We now present an algorithm
which serves to determine the M sets {ki} which have the
lowest pseudo-energy.
First of all we choose K and order the single particle mo-
menta ki by their pseudo-energies i, so 1 ≤ 2 ≤ 3 ≤ ....
(If some of the i are equal we order them however we like.)
We define Im = {im1 , im2 , ..., imN} to be the ordered list con-
taining the indices of the set of N single particle momenta so
that the total pseudo-energy E(K) takes its mth lowest value.
Here we consider all possible sets of momenta, so for exam-
ple I0 = {1, 2, ..., N}, regardless whether∑i ki = K. There
may be some ambiguity in the definition of Im if there are
sets of momenta with exactly the same total pseudo-energy.
This has no impact on the algorithm. We simply require that
E(I1) ≤ E(I2) ≤ E(I3) ≤ .... We will collect the index sets
for the M lowest configurations satisfying
∑
i ki = K in an
ordered list T (again there can be some ambiguity in the order
if there are sets that yield the same energy). In the algorithm
we also make use of a further list L of index sets ordered by
total pseudo-energy. We now proceed as follows
: Initialization:
Set L = {I0}.
If
∑N
i=1 ki = K, set T = L. Otherwise set T = ∅.
: Iteration:
Given Im, we formally define imN+1 = N
2 + 1 and
consider all p such that ip+1 > ip + 1. These are
the indices for which the orbital after the pth orbital is
empty in the state described by Im. Construct the in-
dex sets Im,p = {im,p1 , im,p2 , ..., im,pN } given by im,pl =
δp,l(i
m
p + 1) + (1− δp,l)iml . These sets describe states
in which the particle in the pth orbital has been moved
to the next orbital in the pseudo-energy ordering. The
reason for the definition of imN+1 is to make sure that the
particle in the N th orbital can always be moved, unless
this orbital is the highest energy orbital (in which case
imN = N
2).
Add those Im,p which are not already contained in the
ordered list L to L (making sure L remains ordered by
pseudo-energy).
Set Im+1 to be the first (lowest pseudo-energy) element
of the list L. (There may be multiple elements of Lwith
this energy but this does not matter to us here).
Remove Im+1 from L.
If K(Im+1) = K then add Im+1 tot the list T .
We repeat the iteration step until the list T has the desired
length M . At this point there may still be further index sets
which lead to the same pseudo-energy as the last set in T ,
but no index sets with lower pseudo-energy exist. Note that
the list L in this algorithm grows at most linearly with the
number of iterations, but in reality it will almost always grow
more slowly at low energy, as it typically only contains states
near the current Fermi “circle”. In other words, as long as
Im represents a fairly compact Fermi “disc” then we expect
the length of L to be of the order of the circumference of this
“disc”. Also with reasonably isotropic pseudo-dispersion, we
expect that we should find a state with the desired momentum
roughly every N2 iterations, since there are N2 momentum
sectors, so we can naively estimate that the algorithm will take
about MN2 iterations to find the desired states.
Appendix C: One or two composite fermion Fermi liquids?
The wave function for the composite Fermi liquid is not
completely specified by Eq. (3) as the bosonic Laughlin
ground state wave function which appears, as ψ 1
2
is not
unique. On the torus, there is a degenerate doublet of ground
states, with a basis for the two dimensional space given by
momentum eigenstates at K = (0, 0) and K = (Ne, 0). We
can write these wave functions explicitly as
ψ
(s)
1
2
= e−
1
2
∑
i y
2
i
∏
i<j
ϑ1(zij | τ)2 (C1)
× ϑ
[
s
q +
1
2 (Ne − 1)
1
2 (Ne − 1)
]
(2Z| 2τ) .
Here s ∈ {0, 1} labels the momentum sectors, so Kx = sNe,
and zij =
zi−zj
L and Z =
∑Ne
j=1
zi
L are the relative and center
of mass coordinates respectively. The modular parameter τ
encodes the geometry of the torus and appears in the general-
ized Jacobi theta function
ϑ
[
a
b
]
(z| τ) =
∞∑
k=−∞
eipiτ(k+a)
2
ei2pi(k+a)(z+b).
The function θ1 which appears in the torus version of the Jas-
trow factor is defined as ϑ1(z| τ) = ϑ
[
1
2
1
2
]
(z| τ). Note that
the index s only appears in the factor which depends on the
centre of mass coordinate Z, as is to be expected, since it sets
the center of mass momentum.
We can now write CF liquid wave functions for either
choice of s as
ΨK1,K2,s = det
[
t
(i)
−k(j)y ,k(j)x
]
ψ
(s)
1
2
(z)
Here, the collection of k(j) form some Fermi disc as usual and
we ignore a scale factor which depends on the k(j) present in
Eq. (3) (The functions ΨK1,K2,s are not normalized anyway,
with or without this factor.) Global magnetic translations act
on ΨK1,K2,s as follows,
TxΨK1,K2,s = e
ı2pi
K1+Nes
Ns ΨK1,K2,s
T 2yΨK1,K2,s = e
ı2pi
K2
Ne ΨK1,K2,s
TyΨK1,K2,s = e
ı2pi
K2
Ns ΨK1,K2,s+1. (C2)
Here we have used (K1,K2) to label the momentum of the
composite fermions. The full momentum of the wave function
ΨK1,K2,s is then (K˜1, K˜2) = (K1 +Nes,K2). It appears that
we can obtain different trial wave functions at a given value of
K˜ using either K1 = K˜1 and s = 0 or using K1 = K˜1 −Ne
and s = 1. However, we now show that the wave functions
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with s = 1 are actually equal to wave functions with s = 0
where the momenta ki1 of all CFs are shifted by one unit.
Consider the effect of a global change kjy → kjy − k0 for all
j. We have
det
[
t
(i)
−kjy+k0,kjx
]
= det
[
e−ı2pi
k0k
j
x
2Ns t
(i)
k0,0
t
(i)
−kjy,kjx
]
=
∏
i
t
(i)
k0,0
e−ı2pi
∑
j
k0k
j
x
2Ns det
[
t
(i)
−kjy,kjx
]
= e−ı2pi
k0K1
2Ns T k0x det
[
t
(i)
−kjy,kjx
]
Similarly we have that if kjx → kjx + k0, then
det
[
t
(i)
−kjy,kjx+k0
]
= e−ı2pi
k0K2
2Ns T k0y det
[
t
(i)
−kjy,kjx
]
.
Using (C2) we can write the effect on ΨK1,K2,s as
ΨK1,K2+Nek0,s = ΨK1,K2,se
ı2pi
k0K1
2Ns eı2pi
k0Nes
Ns
ΨK1+Nek0,K2,s = ΨK1,K2,s+k0e
ı2pi
k0K2
2Ns .
Note here that ΨK1+Ns,K2,s ∝ ΨK1,K2,s and
ΨK1,K2+Ne,s ∝ ΨK1,K2,s. The conclusion is thus
that we are able to mod out K2 → K2 + Ne and
K1 → K1 + Ns but not K1 → K1 + Ne. Note how-
ever that ΨK1+Nek0,K2,s ∝ ΨK1,K2,s+k0 which means
that K˜1 → K˜1 + Ne can be implemented by changing the
s-sector. This last result also tells us that any configuration
with K1 → K1 + Ne is after projection equivalent to an
unshifted configuration where s → s + 1. This freedom can
be used to minimize MC errors, by choosing the Laughlin
state s that minimizes
∑
j |kj |2 in (3).
