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Abstrat
We study the homogenization of a Shrödinger equation in a pe-
riodi medium with a time dependent potential. This is a model for
semiondutors exited by an external eletromagneti wave. We prove
that, for a suitable hoie of osillating (both in time and spae) po-
tential, one an partially transfer eletrons from one Bloh band to
another. This justies the famous "Fermi golden rule" for the transi-
tion probability between two suh states whih is at the basis of various
optial properties of semiondutors. Our method is based on a om-
bination of lassial homogenization tehniques (two-sale onvergene
and suitable osillating test funtions) and of Bloh waves theory.
Dediated to the memory of Frédéri Poupaud.
1 Introdution
This work is devoted to the mathematial justiation of a problem of mean
eld approximation in solid state physis. More preisely, we study the ho-
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1
mogenization of the following Shrödinger equation
 i
∂uǫ
∂t
−∆uǫ +
(
ǫ−2c
(x
ǫ
)
+ dǫ(t, x)
)
uǫ = 0 in R
N × (0, T )
uǫ(t = 0, x) = u
0
ǫ(x) in R
N ,
(1)
where 0 < T < +∞ is a nal time. The potential c(y) is a real, bounded
and periodi funtion dened for y ∈ TN (the unit torus). Equation (1) is
the so-alled one-eletron model for desribing the eletrons in a rystal or
in a semiondutor, haraterized by the periodi potential c(y) [7℄, [8℄, [25℄.
An exterior eld is also applied to the sample: in rst approximation it is
desribed by another real potential dǫ(t, x) whih depends also on the time
variable in ontrast to c (see Setion 4 for the ase of an eletromagneti
potential). In (1) the size of the bakground mirosopi potential is of order
ǫ−2 while that of the exterior marosopi potential is of order ǫ0, so dǫ is just
a small perturbation (the relative size of whih is the square of the period).
It an also be seen as a ontrol ating on the semiondutor and its spei
dependene on ǫ will vary with the initial ondition and the desired nal or
target state at time T (see (4) below). For example, the exterior potential
an be light illuminating the semiondutor: if its energy is high enough, it
an exite eletrons from the valene band to ondution band. This eet
is alled optial absorption. Its onverse eet (light emitted by eletrons
going from the ondution band to the valene band) is at the root of many
important devies suh as lasers, light emitting diodes and photo-detetors
[8℄, [24℄, [25℄.
Remark that Plank's onstant has been normalized to unity in (1). We
emphasize that the ǫ-saling in (1) is not the usual semi-lassial saling
for Shrödinger equation [6℄, [11℄, [12℄, [13℄, [14℄, [20℄ whih would involve
a ǫ−1 oeient in front of the time derivative. Instead, it is the saling
of homogenization as in [2℄, [3℄, [4℄. In physial terms it orresponds to an
asymptoti study for muh longer times than in the semi-lassial limit (we
refer to [3℄ for a more omplete disussion of the saling).
Let us desribe a typial example of our results. We introdue the so-
alled Bloh or shifted ell problem,
−(divy + 2iπθ)
(
(∇y + 2iπθ)ψn
)
+ c(y)ψn = λn(θ)ψn in T
N ,
where θ ∈ TN is a parameter and (λn(θ), ψn(y, θ)) is the n-th eigenouple. In
physial terms, the Bloh frequeny θ is the quasi momentum and the range
2
of λn(θ), as θ varies, is a Bloh or energy band. We onsider an initial data
whih is a wave paket of the type
u0ǫ(x) = ψn
(x
ǫ
, θn
)
e2iπ
θ
n
·x
ǫ v0(x), (2)
and we would like to attain a nal state at a dierent momentum θm and
energy λm(θ
m)
uTǫ (x) = ψm
(x
ǫ
, θm
)
e2iπ
θ
m
·x
ǫ vT (x). (3)
For ahieving this goal we hoose an osillating potential
dǫ(t, x) = ℜ
(
ei
(λm(θ
m)−λn(θ
n))t
ǫ2 e2iπ
(θm−θn)·x
ǫ
)
d
(
t, x,
x
ǫ
)
, (4)
where ℜ denotes the real part, and d(t, x, y) is a real potential dened on
[0, T ] × RN × TN . Formula (4) for the potential is quite natural: the osil-
lating phase in time orresponds to the energy dierene between the initial
and nal state (2), (3), while the osillating phase in spae orresponds to
the momentum dierene. In other words, the potential puts energy and mo-
mentum in the system so as to have global onservation of these quantities.
In truth we annot reah (even approximately) the desired nal state (3).
Instead we end up with a mixed state, ombination of (2) and (3). Under
the assumption that θn and θm are ritial points of their non-degenerate
energy levels (whih implies that the group veloities of the wave pakets (2)
and (3) vanish) and are non-resonant (whih means that no other state are
exited by the external potential), see (7) and (8) below, we shall prove in
Theorem 3.2 that the solution of (1) satises
uǫ(t, x) ≈ e
i
λn(θ
n)t
ǫ2 e2iπ
θ
n
·x
ǫ ψn
(x
ǫ
, θn
)
vn(t, x)+e
i
λm(θ
m)t
ǫ2 e2iπ
θ
m
·x
ǫ ψm
(x
ǫ
, θm
)
vm(t, x),
where the marosopi prole (vn, vm) is the unique solution of the following
Shrödinger homogenized oupled system

i
∂vn
∂t
− div (A∗n∇vn) + d
∗
nm(t, x) vm = 0 in R
N × (0, T )
i
∂vm
∂t
− div (A∗m∇vm) + d
∗
mn(t, x) vn = 0 in R
N × (0, T )
vn(t = 0, x) = v
0(x) in RN
vm(t = 0, x) = 0 in R
N ,
(5)
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with homogenized oeients A∗n, A
∗
m and d
∗
nm = d
∗
mn. The tensors A
∗
n and
A∗m are the inverses of the eetive masses of the partiles orresponding
to the initial and desired nal state. The oupling oeient d∗nm is given
by a formula (see (20) and Remark 3.3) known as "Fermi golden rule" [7℄,
[9℄, [24℄. The homogenized system (5) is a model for light absorption in
semiondutors. When θn = θm one talks about "diret" absorption, and
when θn 6= θm about "indiret" absorption [7℄, [8℄, [24℄, [25℄. In truth, one
does not nd (5), as it stands, in the physial literature where instead a
simpler semi-lassial piture is used. Speially, physiists talk about the
transition probability between the two states (2) and (3), whih is preisely
equal to the squared modulus of the oupling oeient d∗nm.
To obtain the homogenized limit (5) we follow the method introdued
in [2℄, [3℄. The main idea is to use Bloh wave theory to build adequate
osillating test funtions and pass to the limit using two-sale onvergene
[1℄, [19℄.
The ontent of this paper is as follows. Setion 2 is devoted to realling
basi fats about Bloh waves and two-sale onvergene as well as stating
our main assumption. Setion 3 gives our main result of homogenization.
Setion 4 fouses on a generalization of the Shrödinger equation (1) whih
takes into aount an eletromagneti eld. Finally Setion 5 is onerned
with a resonant ase where more than two states are oupled.
2 Bloh spetrum and two-sale onvergene
In this setion we reall some results on Bloh waves and two-sale on-
vergene, and we introdue our main assumptions on the initial and target
states.
We assume that the potential c(y) is a real measurable bounded periodi
funtion, i.e. belongs to L∞(TN), while the potential d(t, x, y), appearing
in (4), is real, measurable, uniformly bounded, periodi in y and smooth in
(t, x). We reall that, for given θ, the Bloh (or shifted) spetral ell equation
− (divy + 2iπθ)
(
(∇y + 2iπθ)ψn
)
+ c(y)ψn = λn(θ)ψn in T
N , (6)
admits a ountable sequene of real inreasing eigenvalues (λn)n≥1 (repeated
with their multipliity) and normalized eigenfuntions (ψn)n≥1, with ‖ψn‖L2(TN ) =
1, sine its Green operator is a ompat self-adjoint omplex-valued operator
4
on L2(TN ). The dual parameter θ is alled the Bloh frequeny or quasi
momentum and it runs in the dual ell of T
N
, whih, by our hoie of nor-
malization fator 2π in the phase fator, is again the unit torus TN . In other
words, by periodiity it is enough to onsider θ ∈ TN . For more details on
Bloh waves, see e.g. [10℄, [17℄, [23℄.
In the sequel, we shall onsider two energy levels n,m ≥ 1 and Bloh
parameters θn, θm ∈ TN suh that the eigenvalues λn(θ
n) and λm(θ
m) satisfy
the following assumption
for p = n,m
{
(i) λp(θ
p) is a simple eigenvalue,
(ii) θp is a ritial point of λp(θ) i.e., ∇θλp(θ
p) = 0.
(7)
Of ourse, we assume that, either n 6= m, or n = m and θn 6= θm (if n = m
and θn = θm, then dǫ = d(t, x, x/ǫ) and this ase was already treated in
[3℄). The simpliity assumption, i.e. part (i) of (7), is generi and simplies
onsiderably the analysis. In partiular, it implies that λp(θ) is innitely
dierentiable in a viinity of θp, and one an introdue the group veloity
∇θλp(θ). The ritiality assumption, i.e. part (ii) of (7), is physially relevant
when states at the bottom or top of Bloh bands are onsidered. For a
disussion of this type of assumptions, as well as possible weaker ones, we
refer to [3℄.
We also add a non-resonant assumption
(iii) for any p ≥ 1, λp(2θ
n − θm) 6= 2λn(θ
n)− λm(θ
m).
(8)
The interpretation of assumption (8) is the following. The osillating poten-
tial dǫ, dened by (4), has been designed to transfer the initial state with
(quasi) momentum θn and energy λn(θ
n) to the target state θm, λm(θ
m).
The only requirement is that momentum and energy are onserved during
this proess. Atually there is another possible state that an be reahed un-
der the onservative ation of dǫ, namely the state with momentum 2θ
n− θm
and energy 2λn(θ
n)− λm(θ
m). In order to simplify the analysis, assumption
(8) forbids this additional state as a standing wave solution of (1) without
exterior potential. Setion 5 explores the resonant ase where (8) is not
satised.
Under assumption (7) it is well-known [15℄ that one an make a hoie of
an eigenvetor suh that the n-th eigenouple of (6) is smooth in a neighbor-
hood of θn. Introduing the operator An(θ) dened on L
2(TN ) by
An(θ)ψ = −(divy + 2iπθ)
(
(∇y + 2iπθ)ψ
)
+ c(y)ψ − λn(θ)ψ, (9)
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we dierentiate (6) with respet to θ. Denoting by (ek)1≤k≤N the anonial
basis of R
N
and by (θk)1≤k≤N the omponents of θ, the rst derivative satises
An(θ)
∂ψn
∂θk
= 2iπek·(∇y+2iπθ)ψn+(divy+2iπθ) (2iπekψn)+
∂λn
∂θk
(θ)ψn, (10)
and the seond derivative is
An(θ)
∂2ψn
∂θk∂θl
= 2iπek · (∇y + 2iπθ)
∂ψn
∂θl
+ (divy + 2iπθ)
(
2iπek
∂ψn
∂θl
)
+2iπel · (∇y + 2iπθ)
∂ψn
∂θk
+ (divy + 2iπθ)
(
2iπel
∂ψn
∂θk
)
+
∂λn
∂θk
(θ)
∂ψn
∂θl
+
∂λn
∂θl
(θ)
∂ψn
∂θk
−8π2ek · elψn +
∂2λn
∂θl∂θk
(θ)ψn
(11)
Under assumption (7) we have ∇θλn(θ
n) = 0, thus equations (10) and (11)
simplify for θ = θn and we nd
∂ψn
∂θk
(θn) = 2iπζkn,
∂2ψn
∂θk∂θl
(θn) = −4π2χkln , (12)
where ζkn satises
An(θ
n)ζkn = ek · (∇y + 2iπθ
n)ψn + (divy + 2iπθ
n) (ekψn) in T
N , (13)
and χkln satises
An(θ
n)χkln = ek · (∇y + 2iπθ
n)ζ ln + (divy + 2iπθ
n)
(
ekζ
l
n
)
+el · (∇y + 2iπθ
n)ζkn + (divy + 2iπθ
n)
(
elζ
k
n
)
+2ek · elψn −
1
4π2
∂2λn
∂θl∂θk
(θn)ψn in T
N .
(14)
We know that ζkn and χ
kl
n exist sine they are dened by (12) as multiple
of the derivatives of ψn with respet to θ (and assumption (7) ensures that
ψn is indeed dierentiable). However, if we forget for a moment denition
(12), the existene and uniqueness of the solutions to (13) and (14) is not
at all obvious. Sine the operator An(θ
n) has a non empty kernel spanned
6
by ψn, one should apply the Fredholm alternative: equations (13) and (14)
admit a unique solution (up to the addition of a multiple of ψn) if and
only if their right hand side are orthogonal to ψn (i.e. satisfy the Fredholm
ompatibility ondition). This ompatibility ondition is not immediately
satised. Atually, it gives new informations whih are a onsequene of the
previously established existene of ζkn and χ
kl
n . In partiular, the ompatibility
ondition of (14) yields a formula for the Hessian matrix∇θ∇θλn(θ
n) in terms
of ψn and ζ
k
n that we shall use later (see (31)).
Remark 2.1 All our results an be generalized if we replae the Laplaian
in (1) by the more general operator div(A(y)∇·) where A(y) is a symmetri,
bounded, periodi and uniformly oerive matrix. In this ase, the Bloh
spetral ell problem (6) beomes
−(divy + 2iπθ)
(
A(y)(∇y + 2iπθ)ψn
)
+ c(y)ψn = λn(θ)ψn in T
N .
A tensor A(y) 6= Id may be interpreted as a periodi metri. It makes sense
for the study of wave propagation in a periodi media (see e.g. [2℄).
Finally we reall the notion of two-sale onvergene introdued in [1℄,
[19℄.
Proposition 2.2 Let uǫ be a sequene uniformly bounded in L
2(RN). There
exists a subsequene, still denoted by uǫ, and a limit u0(x, y) ∈ L
2(RN ×TN )
suh that uǫ two-sale onverges (weakly) to u0 in the sense that
lim
ǫ→0
∫
RN
uǫ(x)φ(x,
x
ǫ
) dx =
∫
RN
∫
TN
u0(x, y)φ(x, y) dx dy
for all funtions φ(x, y) ∈ L2
(
R
N ;C#(T
N)
)
.
Notation: for any funtion φ(x, y) dened on RN × TN , we denote by φǫ
the funtion φ(x, x
ǫ
).
3 Main result
Due to our assumptions on the oeients, if the initial data u0ǫ belongs to
H1(RN), there exists a unique solution of the Shrödinger equation (1) in
C
(
[0, T ];H1(RN)
)
whih satises the following a priori estimate.
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Lemma 3.1 There exists a onstant C > 0, whih depends on T but not on
ǫ, suh that the solution of (1) satises
‖uǫ‖L∞((0,T );L2(RN )) = ‖u
0
ǫ‖L2(RN ),
ǫ‖∇uǫ‖L∞((0,T );L2(RN )N ) ≤ C
(
‖u0ǫ‖L2(RN ) + ǫ‖∇u
0
ǫ‖L2(RN )N
)
.
(15)
Proof of Lemma 3.1. We multiply equation (1) by uǫ and we integrate by
parts. Sine all oeients are real, taking the imaginary part yields
d
dt
∫
RN
|uǫ(t, x)|
2dx = 0.
Next we multiply (1) by ǫ2 ∂uǫ
∂t
and we take the real part to get
d
dt
∫
RN
(
ǫ2|∇uǫ|
2 +
(
c
(x
ǫ
)
+ ǫ2dǫ(t, x)
)
|uǫ|
2
)
dx = −2ǫ2
∫
RN
∂dǫ
∂t
(t, x)|uǫ|
2 dx,
whih yields (15) sine ǫ2 ∂dǫ
∂t
is bounded in view of (4). ✷
Our main result is the following homogenization theorem.
Theorem 3.2 Assume (7) and (8) and that the initial data u0ǫ ∈ H
1(RN) is
u0ǫ(x) = ψn
(x
ǫ
, θn
)
e2iπ
θ
n
·x
ǫ v0(x), (16)
with v0 ∈ H1(RN). Then the solution of (1) an be written as
uǫ(t, x) = e
i
λn(θ
n)t
ǫ2 e2iπ
θ
n
·x
ǫ ψn
(x
ǫ
, θn
)
vn(t, x)
+ ei
λm(θ
m)t
ǫ2 e2iπ
θ
m
·x
ǫ ψm
(x
ǫ
, θm
)
vm(t, x) + rǫ(t, x),
(17)
with
lim
ǫ→0
∫ T
0
∫
RN
|rǫ(t, x)|
2 dx = 0, (18)
and (vn, vm) ∈ C
(
[0, T ];L2(RN )
)2
is the unique solution of the homogenized
Shrödinger system

i
∂vn
∂t
− div (A∗n∇vn) + d
∗
nm(t, x) vm = 0 in R
N × (0, T )
i
∂vm
∂t
− div (A∗m∇vm) + d
∗
mn(t, x) vn = 0 in R
N × (0, T )
vn(t = 0, x) = v
0(x) in RN
vm(t = 0, x) = 0 in R
N ,
(19)
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with A∗p =
1
8π2
∇θ∇θλp(θ
p), for p = n,m, and
d∗nm(t, x) = d
∗
mn(t, x) =
1
2
∫
TN
d(t, x, y)ψn(y, θ
n)ψm(y, θ
m) dy. (20)
Remark 3.3 Formula (20), giving the oupling oeient d∗nm, is a ver-
sion of the famous "Fermi golden rule" in quantum mehanis or solid state
physis [7℄, [9℄, [24℄. More preisely, the squared modulus of d∗nm is alled
the transition probability per unit time from state n to m and its formula is
Fermi golden rule (see e.g. Chapter 6 in [24℄). The inverse tensor (A∗n)
−1
is alled the eetive mass of the partile orresponding to the wave funtion
vn [9℄, [16℄, [18℄. These eetive oeients not only depend on the hosen
periodi rystal (haraterized by the potential c(y)) but also on the energy
level or Bloh band n,m of the partile, and on the quasi momentum θn,m.
Eetive mass theorems were already obtained in [3℄, hapter 4 of [4℄, [21℄,
[22℄. However, the derivation of the oupled system (19) and the justiation
of the Fermi golden rule is new to the best of our knowledge.
Sine θn and θm are not neessarily minimum points, the tensors A∗n
and A∗m an be neither denite nor positive. Nevertheless, the homogenized
problem (19) is still well posed in C([0, T ];L2(RN))2 (by using semi-group
theory [5℄), although its solution may not belong to L2((0, T );H1(RN))2.
In general d∗nm does not vanish, so that there is indeed a oupling between
the two modes n and m. Nevertheless, if d(t, x, y) ≡ d(t, x) in (4) and
θn = θm, then, by orthogonality of the modes, we have d∗nm = 0.
Remark 3.4 As already notied in [3℄, the saling of (1) is not the usual
semi-lassial saling for Shrödinger equation [6℄, [11℄, [12℄, [13℄, [14℄. The
atual saling of (1) means that we are interested in muh longer times than
in the semi-lassial limit.
Remark 3.5 As already said in Remark 2.1 all our results, inluding The-
orem 3.2 an be generalized if we replae the Laplaian by the more general
operator div(A(y)∇·) with a real symmetri, bounded, periodi and uniformly
oerive matrix A(y).
Remark 3.6 Theorem 3.2 still holds true if the initial data is given by a
ombination of the two states
u0ǫ(x) = ψn
(x
ǫ
, θn
)
e2iπ
θ
n
·x
ǫ v0n(x) + ψm
(x
ǫ
, θm
)
e2iπ
θ
m
·x
ǫ v0m(x)
instead of (16). Of ourse, it yields a non-zero initial data for vm in (19).
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Proof of Theorem 3.2. This proof is in the spirit of our previous works
[2℄, [3℄. Dene two sequenes
vnǫ (t, x) = uǫ(t, x)e
−i
λn(θ
n)t
ǫ2 e−2iπ
θ
n
·x
ǫ ,
vmǫ (t, x) = uǫ(t, x)e
−i
λm(θ
m)t
ǫ2 e−2iπ
θ
m
·x
ǫ .
(21)
Sine |vnǫ | = |v
m
ǫ | = |uǫ|, by the a priori estimates of Lemma 3.1 we have, for
p = n,m,
‖vpǫ‖L∞((0,T );L2(RN )) + ǫ‖∇v
p
ǫ ‖L2((0,T )×RN ) ≤ C,
and applying the ompatness of two-sale onvergene (see Proposition
2.2), up to a subsequene, for p = n,m, there exists a limit wp(t, x, y) ∈
L2
(
(0, T )× RN ;H1(TN)
)
suh that vpǫ and ǫ∇v
p
ǫ two-sale onverge to wp
and ∇ywp, respetively. Similarly, by denition of the initial data, v
n
ǫ (0, x)
two-sale onverges to ψn (y, θ
n) v0(x) and vmǫ (0, x) two-sale onverges to 0
if θm 6= θn and to ψn (y, θ
n) v0(x) if θm = θn.
First step. We multiply (1) by the omplex onjugate of
ǫ2φ(t, x,
x
ǫ
)ei
λn(θ
n)t
ǫ2 e2iπ
θ
n
·x
ǫ
where φ(t, x, y) is a smooth test funtion dened on [0, T )× RN × TN , with
ompat support in (t, x) for xed y. Integrating by parts this yields
−iǫ2
∫
RN
u0ǫφ
ǫ
e−2iπ
θ
n
·x
ǫ dx− iǫ2
∫ T
0
∫
RN
vnǫ
∂φ
ǫ
∂t
dt dx
+
∫ T
0
∫
RN
(ǫ∇ + 2iπθn)vnǫ · (ǫ∇− 2iπθ
n)φ
ǫ
dt dx
+
∫ T
0
∫
RN
(cǫ − λn(θ
n) + ǫ2dǫ)vnǫ φ
ǫ
dt dx = 0.
Passing to the two-sale limit yields the variational formulation of
−(divy + 2iπθ
n)
(
(∇y + 2iπθ
n)wn
)
+ c(y)wn = λn(θ
n)wn in T
N .
By the simpliity of λn(θ
n), this implies that there exists a salar funtion
vn(t, x) ∈ L
2
(
(0, T )× RN
)
suh that
wn(t, x, y) = vn(t, x)ψn(y, θ
n). (22)
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Replaing n by m in the previous argument, a similar result holds true for
wm(t, x, y) = vm(t, x)ψm(y, θ
m).
Seond step. We multiply (1) by the omplex onjugate of
Ψǫ = e
i
λn(θ
n)t
ǫ2 e2iπ
θ
n
·x
ǫ
(
ψn(
x
ǫ
, θn)φ(t, x) + ǫ
N∑
k=1
∂φ
∂xk
(t, x)ζkn(
x
ǫ
)
)
(23)
where φ(t, x) is a smooth test funtion with ompat support in [0, T ) ×
R
N
, and ζkn(y) is the solution of (13). Integrating by parts, the resulting
omputation was already done in [3℄ in the absene of the osillating potential
dǫ(t, x). We briey reall it: after some algebra, and using the summation
onvention for the repeated index k, we obtain∫
RN
∇uǫ · ∇Ψǫdx =
∫
RN
(∇+ 2iπ
θn
ǫ
)(φvnǫ ) · (∇− 2iπ
θn
ǫ
)ψ
ǫ
n
+ǫ
∫
RN
(∇+ 2iπ
θn
ǫ
)(
∂φ
∂xk
vnǫ ) · (∇− 2iπ
θn
ǫ
)ζ
k,ǫ
n
−
∫
RN
ek
∂φ
∂xk
vnǫ · (∇− 2iπ
θn
ǫ
)ψ
ǫ
n
+
∫
RN
(∇+ 2iπ
θn
ǫ
)(
∂φ
∂xk
vnǫ ) · ekψ
ǫ
n
−
∫
RN
vnǫ∇
∂φ
∂xk
· ekψ
ǫ
n
−
∫
RN
vnǫ∇
∂φ
∂xk
· (ǫ∇− 2iπθn)ζ
k,ǫ
n
+
∫
RN
ζ
k,ǫ
n (ǫ∇+ 2iπθ
n)vnǫ · ∇
∂φ
∂xk
(24)
A rst simpliation arises from the denition of ψn whih satises, for any
smooth ompatly supported test funtion Φ,∫
RN
(∇+ 2iπ
θn
ǫ
)ψǫn · (∇− 2iπ
θn
ǫ
)Φ +
1
ǫ2
∫
RN
(cǫ − λn(θ
n))ψǫnΦ = 0. (25)
A seond simpliation omes from the denition of ζkn∫
RN
(∇+ 2iπ
θn
ǫ
)ζk,ǫn · (∇− 2iπ
θn
ǫ
)Φ +
1
ǫ2
∫
RN
(cǫ − λn(θ
n))ζk,ǫn Φ =
ǫ−1
∫
RN
(∇+ 2iπ
θn
ǫ
)ψǫn · ekΦ− ǫ
−1
∫
RN
ekψ
ǫ
n · (∇− 2iπ
θn
ǫ
)Φ.
(26)
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Combining (24) with the other terms of the variational formulation of (1),
we easily hek that the rst line of its right hand side anels out beause
of (25) with Φ = φvnǫ , and the next three lines anel out beause of (26)
with Φ = ∂φ
∂xk
vnǫ . We keep the three last terms of (24) whih are bounded.
Finally, (1) multiplied by Ψǫ yields after simpliation
−i
∫
RN
u0ǫΨǫ(t = 0)dx− i
∫ T
0
∫
RN
vnǫ
(
ψ
ǫ
n
∂φ
∂t
+ ǫ
∂2φ
∂xk∂t
ζ
k,ǫ
n
)
dt dx
−
∫ T
0
∫
RN
vnǫ∇
∂φ
∂xk
· ekψ
ǫ
ndt dx
−
∫ T
0
∫
RN
vnǫ∇
∂φ
∂xk
· (ǫ∇− 2iπθn)ζ
k,ǫ
n dt dx
+
∫ T
0
∫
RN
ζ
k,ǫ
n (ǫ∇+ 2iπθ
n)vnǫ · ∇
∂φ
∂xk
dt dx
+
∫ T
0
∫
RN
dǫvnǫ Ψǫ dt dx = 0.
(27)
We an pass to the two-sale limit in eah term of (27) as was done in [3℄,
exept for the last one whih is the only new and dierent term. The last
line of (27) is equal to∫ T
0
∫
RN
d
(
t, x,
x
ǫ
) 1
2
(
ei
(λm(θ
m)−2λn(θ
n))t
ǫ2 e2iπ
(θm−2θn)·x
ǫ + e−i
λm(θ
m)t
ǫ2 e−2iπ
θ
m
·x
ǫ
)
uǫ
(
ψn(
x
ǫ
, θn)φ(t, x) +O(ǫ)
)
dt dx
=
∫ T
0
∫
RN
d
(
t, x,
x
ǫ
) 1
2
(
v2n−mǫ + v
m
ǫ
) (
ψn(
x
ǫ
, θn)φ(t, x) +O(ǫ)
)
dt dx
where we introdued a new sequene v2n−mǫ dened, similarly to (21), by
v2n−mǫ (t, x) = uǫ(t, x)e
−i
(2λn(θ
n)−λm(θ
m))t
ǫ2 e−2iπ
(2θn−θm)·x
ǫ . (28)
Applying the same arguments as in the rst step, this sequene v2n−mǫ is
easily shown to two-sale onverge to w2n−m(t, x, y) whih satises
−(divy + 2iπ(2θ
n − θm))
(
(∇y + 2iπ(2θ
n − θm))w2n−m
)
+c(y)w2n−m = (2λn(θ
n)− λm(θ
m))w2n−m in T
N .
(29)
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Beause of the non-resonane assumption (8), namely that 2λn(θ
n)−λm(θ
m)
is not equal to any eigenvalue λp(2θ
n−θm), the spetral problem (29) has no
solution other than 0, whih implies that w2n−m(t, x, y) ≡ 0. The two-sale
limit of (27) is thus
−i
∫
RN
∫
TN
|ψn|
2v0φ(t = 0) dx dy − i
∫ T
0
∫
RN
∫
TN
|ψn|
2vn
∂φ
∂t
dt dx dy
−
∫ T
0
∫
RN
∫
TN
ψnvn∇
∂φ
∂xk
· ekψndt dx dy
−
∫ T
0
∫
RN
∫
TN
ψnvn∇
∂φ
∂xk
· (∇y − 2iπθ
n)ζ
k
ndt dx dy
+
∫ T
0
∫
RN
∫
TN
ζ
k
n(∇y + 2iπθ
n)ψnvn · ∇
∂φ
∂xk
dt dx dy
+
1
2
∫ T
0
∫
RN
∫
TN
d(t, x, y)ψmvmψnφ dt dx dy = 0.
(30)
To simplify (30) we reall that
∫
TN
|ψn|
2dy = 1, that d∗nm(t, x) is dened by
(20), and we introdue
2 (A∗n)jk =
∫
TN
(
ψnej · ekψn + ψnek · ejψn
+ψnej · (∇y − 2iπθ
n)ζ
k
n + ψnek · (∇y − 2iπθ
n)ζ
j
n
−ζ
k
n(∇y + 2iπθ
n)ψn · ej − ζ
j
n(∇y + 2iπθ
n)ψn · ek
)
dy.
(31)
Beause of the Fredholm ompatibility ondition of equation (14) for the
seond derivative of ψn, the matrix A
∗
n, dened by (31), is atually equal to
1
8π2
∇θ∇θλn(θ
n). Finally (30) is equivalent to
−i
∫
RN
v0φ(t = 0) dx− i
∫ T
0
∫
RN
vn
∂φ
∂t
dt dx−
∫ T
0
∫
RN
A∗nvn · ∇∇φdt dx
+
∫ T
0
∫
RN
d∗nm(t, x)vmφ dt dx = 0.
(32)
A symmetri argument works for vm (hanging n in m in the test funtion
Ψǫ). However, the initial ondition is zero in the homogenized equation
for vm. Indeed, either θ
m 6= θn and we already know that vmǫ (0) two-sale
13
onverges to 0, or θm = θn and the orthogonality property∫
TN
ψnψm dy = 0 for m 6= n
implies that the oeient in front of the test funtion φ(0) vanishes, whih
in the variational formulation implies that vm(0) = 0. Therefore, (32) and
its ounterpart for m instead of n yield a very weak form of the homogenized
system (19). Sine A∗n, A
∗
m are real symmetri matries and d
∗
nm = d
∗
mn, (19)
admits a unique solution in C
(
[0, T ];L2(RN)
)2
. By uniqueness of this solu-
tion, the entire sequene vpǫ two-sale onverges weakly to ψp (y, θ
p) vp(t, x)
for p = n,m.
It remains to prove the strong onvergene (18). We ompute
‖rǫ(t)‖
2
L2(RN ) = ‖uǫ(t)‖
2
L2(RN ) + ‖ψ
ǫ
nvn(t)‖
2
L2(RN ) + ‖ψ
ǫ
mvm(t)‖
2
L2(RN )
− 2R
∫
RN
vnǫ (t)ψ
ǫ
nvn(t) dx− 2R
∫
RN
vmǫ (t)ψ
ǫ
mvm(t) dx
+ 2R
∫
RN
ei
(λn(θ
n)−λm(θ
m))t
ǫ2 e2iπ
(θn−θm)·x
ǫ ψǫnvn(t)ψ
ǫ
mvm(t) dx.
(33)
By the orthogonality property of the Bloh waves, the last integral in (33)
onverges to 0. By applying two-sale onvergene, we an pass to the limit
in the seond line and in the last two terms of the rst line of (33). For the
remaining term we use Lemma 3.1 whih implies
‖uǫ(t)‖
2
L2(RN ) = ‖u
0
ǫ‖
2
L2(RN ) → ‖ψnv
0‖2L2(RN×TN ) = ‖v
0‖2L2(RN )
by the normalization ondition of ψn. Thus we dedue
lim
ǫ→0
‖rǫ(t)‖
2
L2(RN ) = ‖v
0‖2L2(RN ) − ‖vn(t)‖
2
L2(RN ) − ‖vm(t)‖
2
L2(RN )
whih is preisely 0 beause of the onservation of energy of the homogenized
system (19), i.e.
‖vn(t)‖
2
L2(RN ) + ‖vm(t)‖
2
L2(RN ) = ‖v
0‖2L2(RN ).
Sine limǫ→0 ‖rǫ(t)‖
2
L2(RN ) = 0, the Lebesgue dominated onvergene theorem
yields (18). ✷
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Remark 3.7 Reall that the funtion ζk(y) is the solution of (13), unique
up to the addition of a multiple of ψn. This multiple may depend on (t, x)
and therefore the test funtion Ψǫ, as well as the homogenized system ould
depend on the hoie of this additive term. Atually the homogenized system
depends on ζk only through the homogenized tensor A
∗
n, dened by (31). If we
replae ζk(y) by ζk(y)+ck(t, x)ψn(y), an easy alulation shows that all terms
ck anel out beause of the Fredholm alternative for ζk, i.e. the right-hand
side of (13) is orthogonal to ψn. Thus, the homogenized system is uniquely
dened whatever the hoie of the additive onstant in ζk(y).
Remark 3.8 A formal two-sale asymptoti expansion (in the spirit of [4℄)
of the solution uǫ of (1) would give
uǫ(t, x) ≈ e
i
λn(θ
n)t
ǫ2 e2iπ
θ
n
·x
ǫ
(
ψn
(x
ǫ
, θn
)
vn(t, x) + ǫ
N∑
k=1
∂vn
∂xk
(t, x)ζkn(
x
ǫ
)
)
+ ei
λm(θ
m)t
ǫ2 e2iπ
θ
m
·x
ǫ
(
ψm
(x
ǫ
, θm
)
vm(t, x) + ǫ
N∑
k=1
∂vm
∂xk
(t, x)ζkm(
x
ǫ
)
)
.
As usual in periodi homogenization, this expansion suggests the hoie of the
test funtion Ψǫ, in the proof of Theorem 3.2. Another possible interpretation
of Ψǫ is as follows. The large ǫ
−2
terms in the variational formulation of
(1) anel out beause of the equation satised by ψn. However, new terms
of order ǫ−1 appear beause of the rst order derivatives of ψn. They are
ompensated in turn by the seond order derivatives of the orretor ζkn.
Remark 3.9 Part (i) of assumption (7) states that the eigenvalues λn(θ
n)
and λm(θ
m) are simple. This hypothesis is ruial in order to be able to
dierentiate the spetral ell problem with respet to θ. If one of these eigen-
values is not simple then, as is well known, it is not anymore dierentiable,
but merely diretionally dierentiable (whih is not enough for our purpose).
So, we do not know how to generalize Theorem 3.2 in the ase of multiple
eigenvalues. There is one notable exeption when one eigenvalue is of mul-
tipliity, say p > 1, and there exists loally a labelling of the eigenvalues and
eigenvetors in p smooth branhes. Note that it is a very strong assumption,
whih is rarely meet in pratie. Then, using an argument of [3℄, one an
generalize Theorem 3.2 and obtain a limit system similar to (19), with as
many equations as the repeated multipliities of the eigenvalues λn(θ
n) and
λm(θ
m), and oupled only by zero-order terms.
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Remark 3.10 Part (ii) of assumption (7) states that the group veloities
vanish, ∇θλn(θ
n) = ∇θλm(θ
m) = 0. If it is not the ase, then it indues
a large drift of order ǫ−1 and the homogenized system (19) an be obtained
only in a moving frame of referene, following this large drift (see [3℄ for
more details). Therefore, if ∇θλn(θ
n) 6= ∇θλm(θ
m), one an not generalize
Theorem 3.2 sine both initial and target states move with large dierent
speeds, so no oupling is possible in the limit as ǫ goes to zero. In the ase
∇θλn(θ
n) = ∇θλm(θ
m) 6= 0 it is tehnially possible to generalize Theorem
3.2, following the argument of [3℄, but this result would not make muh sense
sine it would assume that the exterior potential dǫ(t, x) move with the same
veloity, or at least is marosopially onstant, whih is usually not the ase
in physial appliations.
4 Eletromagneti potential
Instead of (1) we now onsider a Shrödinger equation with an exterior ele-
tromagneti eld
 i
∂uǫ
∂t
− (div+ iǫAǫ) (∇+ iǫAǫ) uǫ + ǫ
−2c
(x
ǫ
)
uǫ = 0 in R
N × (0, T )
uǫ(t = 0, x) = u
0
ǫ(x) in R
N ,
(34)
where Aǫ(t, x) is the eletromagneti vetor potential, i.e. a funtion from
R
+×RN into RN [7℄, [9℄, [24℄. The eletri eld E and magneti eld B are
reovered by
E(t, x) = −
∂Aǫ
∂t
(t, x) and B(t, x) = urlAǫ(t, x).
For an eletromagneti wave, the vetor potential is assumed to be given by
Aǫ(t, x) = R
(
ei
(λm(θ
m)−λn(θ
n))t
ǫ2 e2iπ
(θm−θn)·x
ǫ
)
a
(
t, x,
x
ǫ
)
, (35)
where R denotes the real part and a(t, x, y) is a bounded smooth funtion
from R
+×RN ×TN into RN . As before, c(y) is a bounded funtion from TN
into R, the initial data u0ǫ belongs to H
1(RN), and the onlusion of Lemma
3.1 still holds true: there exists a unique solution of (34) in C
(
[0, T ];H1(RN)
)
whih is uniformly bounded in L2
(
(0, T )× RN
)
, independently of ǫ. Theo-
rem 3.2 an be generalized as follows.
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Theorem 4.1 Assume (7) and (8) and that the initial data u0ǫ ∈ H
1(RN) is
u0ǫ(x) = ψn
(x
ǫ
, θn
)
e2iπ
θ
n
·x
ǫ v0(x),
with v0 ∈ H1(RN). The solution of (34) an be written as
uǫ(t, x) = e
i
λn(θ
n)t
ǫ2 e2iπ
θ
n
·x
ǫ ψn
(x
ǫ
, θn
)
vn(t, x)
+ ei
λm(θ
m)t
ǫ2 e2iπ
θ
m
·x
ǫ ψm
(x
ǫ
, θm
)
vm(t, x) + rǫ(t, x),
with
lim
ǫ→0
∫ T
0
∫
RN
|rǫ(t, x)|
2 dx = 0,
and (vn, vm) ∈ C
(
[0, T ];L2(RN )
)2
is the unique solution of the homogenized
Shrödinger system

i
∂vn
∂t
− div (A∗n∇vn) + d
∗
nm(t, x) vm = 0 in R
N × (0, T )
i
∂vm
∂t
− div (A∗m∇vm) + d
∗
mn(t, x) vn = 0 in R
N × (0, T )
vn(t = 0, x) = v
0(x) in RN
vm(t = 0, x) = 0 in R
N ,
(36)
with A∗p =
1
8π2
∇θ∇θλp(θ
p), for p = n,m, and
d∗nm(t, x) = d
∗
mn(t, x) =
i
2
∫
TN
ψm(y, θ
m)a(t, x, y) · (∇− 2iπθn)ψn(y, θ
n) dy
−
i
2
∫
TN
ψn(y, θ
n)a(t, x, y) · (∇+ 2iπθm)ψm(y, θ
m) dy.
(37)
Remark 4.2 In general d∗nm does not vanish, even if a(t, x, y) is a onstant
vetor and θn = θm, so that there is indeed a oupling between the two modes
n and m.
Proof of Theorem 4.1. The proof is very similar to that of Theorem
3.2. The rst step is idential, and in the seond step we hoose the same
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test funtion Ψǫ, dened by (23). The higher order term in the variational
formulation is∫
RN
(∇+ iǫAǫ) uǫ · (∇− iǫAǫ) Ψǫdx =
∫
RN
∇uǫ · ∇Ψǫ
+iǫ
∫
RN
(
uǫAǫ · ∇Ψǫ −ΨǫAǫ · ∇uǫ
)
dx
+ǫ2
∫
RN
|Aǫ|
2uǫΨǫ dx.
(38)
The rst term in the right hand side of (38) is exatly the previous term (24).
The last one goes to zero, while the seond one is the only new term whih
yields a non-zero limit. Indeed, integrating by parts in this term gives
iǫ
∫
RN
(
uǫAǫ · ∇Ψǫ −ΨǫAǫ · ∇uǫ
)
dx = iǫ
∫
RN
uǫ
(
2Aǫ · ∇Ψǫ +ΨǫdivAǫ
)
dx
= i/2
∫
RN
(v2n−mǫ + v
m
ǫ )φ
(
2aǫ · (∇y − 2iπθ
n)ψ
ǫ
n + ψ
ǫ
ndivya
ǫ
)
dx
+i/2
∫
RN
2iπ
(
v2n−mǫ (θ
m − θn) · aǫ + vmǫ (θ
n − θm) · aǫ
)
φψ
ǫ
ndx+O(ǫ).
(39)
Realling that the two-sale limit of v2n−mǫ is 0, the limit of (39) is
i/2
∫
RN
∫
TN
vmφψm
(
2a · (∇y − 2iπθ
n)ψn + ψndivya+ 2iπψn(θ
n − θm) · a
)
dx dy
whih yields formula (37) for the oupling oeient d∗nm. The rest of the
proof is idential to that of Theorem 3.2. ✷
5 The resonant ase
In this setion we ome bak to the original Shrödinger equation (1) but we
hange assumption (8) by assuming that there is a single resonane between
the initial data and the target state, namely{
(iii) there exists l ≥ 1 suh that λl(2θ
n − θm) = 2λn(θ
n)− λm(θ
m),
(iv) for any p ≥ 1, λp(3θ
n − 2θm) 6= 3λn(θ
n)− 2λm(θ
m).
(40)
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We keep assumption (7) that we extend to the new eigenvalue λl for the
Bloh parameter θl = 2θn − θm, i.e.
for p = n,m, l
{
(i) λp(θ
p) is a simple eigenvalue,
(ii) θp is a ritial point of λp(θ) i.e., ∇θλp(θ
p) = 0.
(41)
With these new assumptions we generalize Theorem 3.2 by obtaining a limit
system oupling three possible states instead of just two.
Theorem 5.1 Assume (41) and (40) and that the initial data u0ǫ ∈ H
1(RN)
is
u0ǫ(x) = ψn
(x
ǫ
, θn
)
e2iπ
θ
n
·x
ǫ v0(x),
with v0 ∈ H1(RN). The solution of (1) an be written as
uǫ(t, x) = e
i
λn(θ
n)t
ǫ2 e2iπ
θ
n
·x
ǫ ψn
(x
ǫ
, θn
)
vn(t, x)
+ ei
λm(θ
m)t
ǫ2 e2iπ
θ
m
·x
ǫ ψm
(x
ǫ
, θm
)
vm(t, x)
+ ei
λ
l
(θl)t
ǫ2 e2iπ
θ
l
·x
ǫ ψl
(x
ǫ
, θl
)
vl(t, x) + rǫ(t, x),
with
lim
ǫ→0
∫ T
0
∫
RN
|rǫ(t, x)|
2 dx = 0,
and (vn, vm, vl) ∈ C
(
[0, T ];L2(RN )
)3
is the unique solution of the homoge-
nized Shrödinger system

i
∂vn
∂t
− div (A∗n∇vn) + d
∗
nm(t, x) vm + d
∗
nl(t, x) vl = 0 in R
N × (0, T )
i
∂vm
∂t
− div (A∗m∇vm) + d
∗
mn(t, x) vn = 0 in R
N × (0, T )
i
∂vl
∂t
− div (A∗l∇vl) + d
∗
ln(t, x) vn = 0 in R
N × (0, T )
vn(t = 0, x) = v
0(x) in RN
vm(t = 0, x) = 0 in R
N
vl(t = 0, x) = 0 in R
N ,
with A∗p =
1
8π2
∇θ∇θλp(θ
p), for p = n,m, l, and
d∗np(t, x) = d
∗
pn(t, x) =
1
2
∫
TN
d(t, x, y)ψn(y, θ
n)ψp(y, θ
p) dy (42)
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for p = m, l.
Remark 5.2 More generally, there ould be multiple resonanes between the
initial and target state. Let k0 ≥ 1 be the order of the resonane. Under
a suitable generalization of assumption (40), all modes of momentum (k +
1)θn − kθm and energy (k + 1)λn(θ
n) − kλm(θ
m) are oupled for −1 ≤ k ≤
k0. Theorem 5.1 an be generalized to obtain an homogenized system for
(vm, vn, v2n−m, ..., v(k0+1)n−k0m) in whih the oupling matrix d
∗
is hermitian
of size k0 + 2 with the following sparse struture
d∗ =


0 × 0
× 0 × 0
0 × 0 × 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 × 0 × 0
0 × 0 ×
0 × 0


Proof of Theorem 5.1. The only modiation with respet to the proof of
Theorem 3.2 is the fat that the sequene v2n−mǫ , dened by (28), now admits
a non-zero two-sale limit ψl(y, θ
l)vl(t, x) beause the spetral ell problem
(29) has a non-trivial solution ψl, as a onsequene of part (iii) of assumption
(40). No other states appear beause of part (iv) in (40). The rest of the
proof is similar to that of Theorem 3.2 and we safely leave it to the reader.
✷
Aknowledgments. This work was partly done when M. Vanninathan was
visiting the Centre de Mathématiques Appliquées at Eole Polytehnique.
The support of the MULTIMAT european network MRTN-CT-2004-505226
is kindly aknowledged by G. Allaire. The authors thank G. Milton for
bringing this problem to their attention.
Referenes
[1℄ G. Allaire, Homogenization and two-sale onvergene, SIAM J. Math.
Anal. 23(6):14821518 (1992).
20
[2℄ G. Allaire, Y. Capdebosq, A. Piatnitski, V. Siess, M. Vanninathan,
Homogenization of periodi systems with large potentials, Arh. Rat.
Meh. Anal. 174, pp.179-220 (2004).
[3℄ G. Allaire, A. Piatnitski, Homogenization of the Shrödinger equation
and eetive mass theorems, Comm. Math. Phys., 258 (2005), 1-22.
[4℄ A. Bensoussan, J.-L. Lions, G. Papaniolaou, Asymptoti analysis for
periodi strutures, North-Holland, Amsterdam, 1978.
[5℄ H. Brézis, Opérateurs maximaux monotones et semi-groupes de ontra-
tions dans les espaes de Hilbert, North-Holland, Amsterdam (1973).
[6℄ V.S. Buslaev, Semilassial approximation for equations with periodi
oeients, Russian Math. Surveys, 42, pp.97-125 (1987).
[7℄ M. Cohen, Introdution to the quantum theory of semiondutors, Gor-
don and Breah, New York (1972).
[8℄ M. Cohen, J. Chelikowsky, Eletroni struture and optial properties of
semiondutors, Springer Series in Solid-State Sienes 75, Berlin (1988).
[9℄ C. Cohen-Tannoudji, B. Diu, F. Laloë, Méanique quantique, Hermann,
Paris (1973).
[10℄ C. Cona, J. Planhard, M. Vanninathan, Fluids and periodi strutures,
RMA 38, J. Wiley & Masson, Paris (1995).
[11℄ M. Dimassi, J.-C. Guillot, J. Ralston, Semilassial asymptotis in mag-
neti Bloh bands, J. Phys. A 35, no. 35, 75977605 (2002).
[12℄ P. Gérard, Mesures semi-lassiques et ondes de Bloh, Séminaire sur
les équations aux Dérivées Partielles, 19901991, Exp. No. XVI, 19 pp.,
Éole Polyteh., Palaiseau (1991).
[13℄ P. Gérard, P. Markowih, N. Mauser, F. Poupaud, Homogenization lim-
its and Wigner transforms, Comm. Pure Appl. Math. 50, no. 4, 323379
(1997).
[14℄ C. Gérard, A. Martinez, J. Sjöstrand, A mathematial approah to the ef-
fetive Hamiltonian in perturbed periodi problems, Comm. Math. Phys.
142, no. 2, 217244 (1991).
21
[15℄ T. Kato, Perturbation theory for linear operators, Springer-Verlag,
Berlin (1966).
[16℄ Ch. Kittel, Introdution to solid state physis, John Wiley, New York
(1996).
[17℄ P. Kuhment, Floquet theory for partial dierential equations, Operator
Theory: Advanes and Appliations, 60, Birkhäuser Verlag, Basel, 1993.
[18℄ H.P. Myers, Introdutory solid state physis, Taylor & Franis, London
(1990).
[19℄ G. Nguetseng, A general onvergene result for a funtional related to
the theory of homogenization, SIAM J. Math. Anal. 20(3), pp. 608623
(1989).
[20℄ G. Panati, H. Sohn, S. Teufel, Eetive dynamis for Bloh eletrons:
Peierls substitution and beyond, Comm. Math. Phys. 242, pp.547-578
(2003).
[21℄ F. Pedersen, Simple derivation of the eetive-mass equation using a
multiple-sale tehnique, Eur. J. Phys., 18, pp.43-45 (1997).
[22℄ F. Poupaud, C. Ringhofer, Semi-lassial limits in a rystal with exte-
rior potentials and eetive mass theorems, Comm. Partial Dierential
Equations, 21, no. 11-12, pp.1897-1918 (1996).
[23℄ M. Reed, B. Simon,Methods of modern mathematial physis, Aademi
Press, New York (1978).
[24℄ B. Sapoval, C. Hermann, Physis of semiondutors, Springer Verlag,
New York (1995).
[25℄ P. Yu, M. Cardona, Fundamentals of semiondutors, Springer, Berlin
(1996).
22
