Abstract. We give a new solvability criterion for the boundary Carathéodory-Fejér problem: given a point x ∈ R and, a finite set of target values, to construct a function f in the Pick class such that the first few derivatives of f take on the prescribed target values at x. We also derive a linear fractional parametrization of the set of solutions of the interpolation problem. The proofs are based on a reduction method due to Julia and Nevanlinna.
Introduction
The Carathéodory-Fejér problem [8] is to determine whether a given finite sequence of complex numbers comprises the initial Taylor coefficients of a function analytic in the unit disc D and having non-negative real part at each point of D. A "boundary" version of the problem was introduced by R. Nevanlinna [17] in 1922. Here one prescribes the first n + 1 coefficients of the Taylor expansion of a function about a point of the boundary of D. In fact Nevanlinna studied the corresponding question for functions in the Pick class P, which is defined to be the set of analytic functions f on the upper half plane Π def = {z ∈ C : Im z > 0} such that Im f ≥ 0 on Π. In this paper we shall study the following variant of the Carathéodory-Fejér problem, in which the interpolation node lies on the real axis.
Problem ∂CF P:
Given a point x ∈ R, a non-negative integer n and numbers a −1 , a 0 , . . . , a n ∈ C, determine whether there exists a function f in the Pick class such that f is analytic in a deleted neighbourhood of x and
where L k (f, x) is the kth Laurent coefficient of f at x. The nomenclature ∂CF P follows that introduced by D. Sarason in [20] . Functions in the Pick class can have simple poles on the real axis, and so the boundary version of the Carathéodory-Fejér problem makes allowance for such poles.
In this paper we give a new solvability criterion for Problem ∂CF P and an explicit parametrization of all solutions. We use only elementary methods; we believe that this will make our results easily accessible to engineers working in control and signal processing, where boundary interpolation questions arise (see [2, Part VI], [14] ).
We say that Problem ∂CF P is solvable if it has at least one solution, that is, if there exists a function f ∈ P, meromorphic at x, such that the equations (1.1) hold. We say that the problem is determinate if it has exactly one solution and is indeterminate if it has at least two solutions (and hence, by the convexity of the solution set, infinitely many solutions).
Solvability of Problem ∂CF P is closely related to positivity of Hankel matrices. For a finite indexed sequence a = (a −1 , a 0 , a 1 , . . . , a n ) or a = (a 0 , a 1 , . . . , a n ) and positive integer m such that 2m − 1 ≤ n we define the associated Hankel matrix H m (a) by H m (a) = [a i+j−1 ] m i,j=1 . We shall say that the Hankel matrix H m (a) is southeast-minimally positive if H m (a) ≥ 0 and, for every ε > 0, H m (a) − diag{0, 0, . . . , ε} is not positive. We shall abbreviate "southeast-minimally" to "SE-minimally".
To state our main result we need the following notation. Weaker notions of solvability are also of interest. It transpires, though, that Problem ∂CF P has solutions in any reasonable weak sense if and only if it is solvable the strongest possible sense as defined here (the function is rational and analytic at the interpolation nodes); we plan to show this in a future paper.
There is an extensive literature on boundary interpolation problems, well summarized in [2, Notes For Part V]. We mention particularly papers of J. A. Ball and J. W. Helton [3] , D. Sarason [20] , D. R. Georgijević [10, 11] , I.V. Kovalishina [13] and V. Bolotnikov and A. Kheifets [7] , and the books of J. A. Ball, I. C. Gohberg and L. Rodman [2] , and of V. Bolotnikov and H. Dym [6] . These authors make use of Krein spaces, moment theory, measure theory, reproducing kernel theory, realization theory and de Branges space theory. They obtain far-reaching results, including generalizations to matrix-valued functions and to functions allowed to have a limited number of poles in a disc or half plane. See in particular a recent paper of V. Bolotnikov [4] which treats the analogous problem for the Schur class and contains some results similar to ours; proofs are given in [5] .
There is also a tradition of elementary treatments of interpolation problems (for example, [15, 19] ). In this paper we go back to the Nevanlinna-Julia recursion technique and derive a new solvability criterion and a parametrization of all solutions without the need for any Hilbert space notions beyond positivity of matrices.
The paper is organised as follows. In Section 2 we describe Julia's reduction procedure and its inverse, and give important properties of reduction and augmentation in the Pick class. In Section 3 we state and prove an identity which shows that Julia reduction of functions corresponds to Schur complementation of Hankel matrices. In Section 4 we show that Problem ∂CF P has a solution in the case that a 0 ∈ Π. In Section 5 we consider the case of the boundary Carathéodory-Fejér problem ∂CF P(R) with all real a i : we show that if the Hankel matrix is positive definite then Problem ∂CF P(R) is solvable for all positive integers n. In Section 6 we give a solvability criterion for a relaxation of Problem ∂CF P(R), in which one equation in the interpolation conditions (1.1) is replaced by an inequality. In Section 7 we prove Theorem 1.2, that is, we give a solvability criterion for Problem ∂CF P. In Section 8 we give a parametrization of solutions of Problem ∂CF P, including an explicit formula for the solution in the determinate case (Theorem 8.1). We also derive a linear fractional parametrization of the set of solutions of the interpolation problem. In Section 9 we discuss Nevanlinna's treatment of a Carathéodory-Fejér problem with the interpolation node at ∞. We point out an inaccuracy in one of his statements about solvability of the problem and give a counter-example. In Section 10 we close with a few comparisons of our results and methods with those of some other authors.
We shall write the imaginary unit as i, in Roman font, to have i available for use as an index. We denote the open unit disc by D and the unit circle {z : |z| = 1} by T.
Julia reduction and augmentation in the Pick class
The main tool of this paper is a technique for passing from a function in the Pick class to a simpler one and back again. Nevanlinna used a recursive technique for eliminating interpolation conditions at points on the real line [16] . The reduction procedure (in the case of a function analytic at an interpolation point) is due to G. Julia [12] . It is analogous to the better-known "Schur reduction" for functions in the Schur class [21] . See [1] for a detailed updated account of reduction and augmentation in the Pick class. For any x ∈ R we shall say that a function f ∈ P is analytic at x if f extends to a function analytic in a neighbourhood of x. Definition 2.1. (1) For any non-constant function f ∈ P and any x ∈ R such that f is analytic at x and f (x) ∈ R we define the reduction of f at x to be the function g on Π given by the equation
.
(2) For any g ∈ P, any x ∈ R such that g is meromorphic at x and any a 0 ∈ R, a 1 > 0, we define the augmentation of g at x by a 0 , a 1 to be the function f on Π given by
Remark 2.2. Let g be a real rational function of degree m and let f be the augmentation of g at x by a 0 , a 1 > 0. Then f is a real rational function of degree m + 1.
Here, as usual, the degree of a rational function f = p q is defined to be the maximum of the degrees of p and q, where p, q are polynomials in their lowest terms.
We shall need the following basic properties of the Pick class P (for example, [1, Proposition 3.1]). Proposition 2.3. Let f be a non-constant function in the Pick class and let x ∈ R.
(1) If f is analytic and real-valued at x then f ′ (x) > 0. (2) If f is meromorphic and has a pole at x then f has a simple pole at x, with a negative residue.
The important property of the operations of reduction and augmentation is that they preserve the Pick class. The following is contained in [1, Theorem 3.4] .
(1) If a non-constant function f ∈ P is analytic and real-valued at x then the reduction of f at x also belongs to P and is analytic at x. (2) If g ∈ P is analytic at x and a 0 ∈ R, a 1 > 0 then the augmentation f of g at x by a 0 , a 1 belongs to P, is analytic at x and satisfies f (x) = a 0 , f ′ (x) = a 1 .
Notes.
(1) Under the assumptions of Definition 2.1 (1) we have f ′ (x) > 0. For suppose f (ξ + iη) = u + iv with ξ, η, u, v real: since v > 0 on Π and v(x) = 0 we have v η (x) ≥ 0 and hence, by the Cauchy-Riemann equations, u ξ (x) ≥ 0. Furthermore the restriction of v to a neighbourhood of x in R attains its minimum at x, and so
(2) A function g obtained by reduction is not a general element of P. For if g is the reduction of a Pick function meromorphic at x then g is analytic at x. (4) Reduction and augmentation also apply to a wider class of functions in P. Specifically, if f ∈ P satisfies Carathéodory's condition at x ∈ R, that is,
then the reduction of f at x exists and belongs to P. The augmentation f of g ∈ P at x by a 0 ∈ R, a 1 > 0 lies in P, satisfies Carathéodory's condition at x and
It is simple to work out the relation between the Taylor series of a function and its reduction. Proposition 2.5. Let x ∈ R. Let f be analytic at x and satisfy f ′ (x) = 0, and let g be the reduction of f at x (so that g is given by the equations (2.1)). Let the Taylor expansions of f, g about x be
Then the Taylor coefficients f j and g j are related by
or equivalently,
which relation can also be expressed by the matricial formula (2.3).
as z → 0 then the augmentations f, F of g, G respectively at 0 by a 0 and a 1 ( = 0) satisfy
Proof. A routine calculation gives equation (2.5), and so we have
Lemma 2.7. Let x ∈ R and a 0 , a 1 , . . . , a n+2 ∈ R. Let f ∈ P be analytic at x and
Let g be the reduction of f at x, and let
Proof. By assumption,
. . , n + 1. In view of Proposition 2.5,
as z → x. As in Lemma 2.6,
2 ) as z → x. Therefore equations (2.10), (2.8) and (2.9) imply
Although Problem ∂CF P is formulated for functions meromorphic at x, in fact the crux of the problem is the analytic case.
Proposition 2.8. Problem ∂CF P is solvable if and only if a −1 ≤ 0 and there exists a functionf in the Pick class such thatf is analytic at x and
Proof. Suppose that f is a solution of Problem ∂CF P. By Proposition 2.3, if f is meromorphic and has a pole at x then f has a simple pole at x, with a negative residue. Therefore a −1 ∈ R and a −1 ≤ 0. By the lemma of Julia (see for example [1, Theorem 3.4] ) the functionf
z − x also belongs to the Pick class. Clearlyf is analytic at x and satisfies the equations (2.12). Conversely, suppose that a −1 ≤ 0 andf ∈ P satisfies the equations (2.12). The function a −1 /(z − x) is in the Pick class, and so therefore is the function
which is thus a solution of Problem ∂CF P.
An identity for Hankel matrices
The function-theoretic relation between a function f and its reduction g at a point corresponds to an identity relating their associated Hankel matrices. In fact the matricial identity holds more generally -for formal power series.
g j z j be formal power series over a field F with f 1 = 0. Suppose that g is the reduction of f at 0, that is,
where T f is the infinite Toeplitz matrix
and the superscript T denotes transposition.
There are no issues of convergence in equation (3.2). Taking the (i, j) entries of both sides, we find that the identity is equivalent to
Proof. In the algebra F [[z, w]] of formal power series over F in commuting indeterminates z, w,
and hence
Since g is the reduction of f at 0 we have
On multiplying through by (f (z)−f 0 )(f (w)−f 0 )/(zw) and writing as a power series we find that
Cancel z − w and equate the coefficients of z i w j for i, j ≥ 1 to obtain
Some terminology: for a matrix M, "positive" means the same as "positive semidefinite", and is written M ≥ 0, whereas M > 0 means that M is positive definite.
In a block matrix
where A is non-singular, the Schur complement of A is defined to be D − CA −1 B. By virtue of the identity 
g j z j be formal power series over C with f 1 = 0 and f 0 , f 1 , . . . , f n ∈ R, and let g be the reduction of f at 0. Then, for any n ≥ 1,
and
Proof. The left hand side of equation (3.2) is the Schur complement of the (1, 1) entry of the Hankel matrix 
By virtue of Remark 3.2, if we take the n × n truncation of both sides in equation (3.2) we obtain the identity, for any n ≥ 1,
Moreover, if the last equation holds for each n ≥ 1 then equation (3.2) is true. One can see also that det (schur
In view of (3.7),
g j z j be formal power series over C with f 1 = 0 and f 0 , f 1 , . . . , f n ∈ R, and let g be the reduction of f at 0. Then the n × n Hankel matrix
is congruent to the Schur complement of the (1, 1) entry in the (n + 1) × (n + 1) Hankel matrix
Consequently H n+1 (f ) > 0 if and only if f 1 > 0 and H n (g) > 0.
Proof. By Corollary 3.3, the Schur complement of the (1, 1) entry of the n+1-square
f,n where T f,n is the n × n truncation of T f . Since T f,n is a real matrix, T T f,n is the adjoint of T f,n . Furthermore, since f 1 = 0, T f,n is invertible. Thus the identity (3.6) is a congruence between H n (g) and the Schur complement of the (1, 1) entry of H n+1 (f ).
The final statement follows from the facts that (1) 
Boundary-to-interior interpolation
In this section we prove solvability of Problem ∂CF P in the case that the target value a 0 has positive imaginary part, that is, lies in the interior of Π, not on the boundary.
Recall that we denote by D the open unit disc {z : |z| < 1} and by D the closed unit disc {z : |z| ≤ 1}. The Schur class S is the set of functions analytic and have modulus bounded by 1 in D.
Theorem 4.1. Let x ∈ R and a −1 , a 0 , a 1 , . . . , a n ∈ C, where n ≥ 1, a −1 ≤ 0 and Im a 0 > 0. There exists a function f in the Pick class that is analytic in a deleted neighbourhood of x and satisfies
In [2, p.457] the authors give an elegant way of treating boundary-to-interior interpolation problems. Their technique could doubtless be adapted to the present context, but in keeping with the elementary approach of this paper we prefer to give a "bare hands" proof.
Proof. It is enough to find a functionf in the Pick class that is analytic at x and satisfies
The function f (z) = a −1 z−x +f (z) will then satisfy conditions (4.1). With the aid of the Cayley transform we may reduce the construction of such a functionf in the Pick class to the construction of ϕ ∈ S as in the following Proposition.
There exists a function ϕ in the Schur class such that ϕ is analytic at τ and
Proof. By means of a Möbius transformation we may reduce to the case that b 0 = 0. Let q be the smallest index k, 1 ≤ k ≤ n, such that b k = 0 (if all b k = 0 then of course ϕ ≡ 0 suffices). We will construct a function ϕ(z) of the form
where ψ is analytic on D. For such ϕ and for all j, q ≤ j ≤ n,
as z → τ . Thus, it will suffice to choose ψ such that, for all j, q ≤ j ≤ n,
Therefore we require ψ, analytic on D, regular at the point τ , such that
and, in view of equation (4.4) and the fact that we require |ϕ| ≤ 1,
For the next step we need a technical observation.
Proof. It is easy to see that h N (τ ) = 1 and h For all z ∈ D,
Hence, for all N ≥ 1,
For z ∈ T in any compact subset K of T \ {τ },
Conclusion of the proof of Proposition 4.2. Let 
is satisfied for each function ψ N . Let us prove condition (4.6), that is,
Choose ε > 0 such that
Then for all θ such that |θ| ≤ ε we have
For all θ such that |θ| ≥ ε and z = e iθ τ we have
uniformly as N → ∞. Therefore, condition (4.6) holds for ψ = ψ N for sufficiently large N.
for sufficiently large N, we obtain ϕ ∈ S that satisfies (4.2).
The boundary Carathéodory-Fejér problem with positive definite
Hankel matrix
In this section we consider the special case of the boundary Carathéodory-Fejér problem in which a −1 = 0 and all a i are real.
Problem ∂CF P(R) Given a point x ∈ R and a 0 , a 1 , . . . , a n ∈ R, find a function f in the Pick class such that f is analytic at x and
Theorem 5.1. Let n be a positive integer, let a = (a 0 , a 1 , . . . , a n ) and let m be the integer part of 1 2 (n + 1). Suppose the Hankel matrix H m (a) > 0. Then Problem ∂CF P(R) is solvable and indeterminate. Moreover, the solution set of the problem contains a real rational function of degree equal to the rank of H m (a).
Proof. In the case n = 1 we have m = 1 and
is a solution of Problem ∂CF P(R) for every c ∈ R, and so the problem is solvable and indeterminate, and its solution set contains a real rational function of degree equal to rank H 1 (a) = 1.
Consider the case n = 2. Again m = 1 and H 1 (a) = [a 1 ] > 0. We want to prove that there exists f ∈ P such that f (x) = a 0 , f
If f is a function with the desired properties then the reduction of f at x takes the value a 2 /(a 1 ) 2 at x. Accordingly let g be any function in P that is analytic at x and satisfies g(x) = a 2 /(a 1 ) 2 , e.g.
Let f be the augmentation of g at x by a 0 , a 1 . Then f is an interpolating function as required. In particular, if c is chosen to be zero then we obtain the interpolating function
The function f is a real rational function of degree 1, and rank H 1 (a) = 1. Thus the assertions of the theorem hold when n = 1 or 2, that is, when m = 1. Suppose the statement of the theorem holds for some m ≥ 1; we shall prove it holds for m + 1, in which case n = 2m + 1 or 2m + 2. Let H m+1 (a) > 0; then a 1 > 0. Let , g 1 , . . . , g 2m−1 ) is congruent to schur H m+1 (a) and therefore is positive definite. Now n − 2 is either 2m − 1 or 2m, and so, by the inductive hypothesis, there exist at least two functions g ∈ P such that
one of these functions being a real rational function of degree equal to the rank of H m (g 0 , g 1 , . . . , g 2m−1 ). For both g,
Let f be the augmentation of g at x by a 0 , a 1 ; then f ∈ P and f is analytic at x. Note that
and so
We obtain two solutions of Problem ∂CF P(R), one of them a real rational function of degree equal to
By induction the statement of the theorem holds for all m ≥ 1.
A relaxation of the boundary Carathéodory-Fejér problem
It is not far from the truth that Problem ∂CF P(R) (for n = 2m − 1) is solvable if and only if its associated Hankel matrix H m (a) is positive. However, consider the case that a 1 = 0. Then H m (a) ≥ 0 if and only if a 2 = a 3 = · · · = a n−1 = 0 and a n ≥ 0, whereas Problem ∂CF P(R) is solvable if and only if a 2 = a 3 = · · · = a n = 0. It turns out that positivity of H m (a) characterises solvability of a relaxed version of the problem:
Problem ∂CF P ′ (R) Given a point x ∈ R and a 0 , a 1 , . . . , a n ∈ R, find a function f in the Pick class such that f is analytic at x,
Theorem 6.1. Let n be an odd positive integer, a = (a 0 , . . . , a n ) ∈ R n+1 , x ∈ R. Proof. First consider the case that a 1 = 0. By Proposition 2.3, any f ∈ P for which f ′ (x) = 0 is a constant, and so Problem ∂CF P ′ (R) is solvable if and only if a 2 = · · · = a n−1 = 0 and a n ≥ 0. As we observed above, these are also the conditions that H m (a) ≥ 0, and so (1) is true when a 1 = 0. It is easily seen that (2) and (3) also hold in this case. We therefore suppose henceforth that a 1 > 0. When m = 1 we have H m (a) = [a 1 ] > 0 and Poblem ∂CF P ′ (R) has infinitely many solutions, to wit
Accordingly statement (1) of the theorem holds when m = 1. It is clear from equation (6.2) that (2) and (3) also hold in this case. Suppose sufficiency holds in statement (1) of the theorem for some m ≥ 1; we shall prove it holds for m + 1.
Suppose H m+1 (a) ≥ 0. If H m+1 (a) > 0 then by Theorem 5.1, Problem ∂CF P(R) is solvable. A fortiori, so is Problem ∂CF P ′ (R). We may therefore suppose that H m+1 (a) is positive and singular.
Let
. . , g 2m−1 ) is congruent to schur H m+1 (a). Since H m+1 (a) is positive and singular, so is H m (g 0 , g 1 , . . . , g 2m−1 ). By the inductive hypothesis there exists a function g ∈ P such that
F is the augmentation of G at x by a 0 , a 1 ; let f be the augmentation of g at x by a 0 , a 1 . Thus f ∈ P, f is analytic at x and, by Lemma 2.6,
Therefore f (k) (x)/k! = a k for k = 0, 1, . . . , 2m. By Lemma 2.7, we have
Since
Thus f is a solution of ∂CF P ′ (R). By induction, sufficiency holds in statement (1). Now suppose that necessity holds in (1) for some m ≥ 1. Suppose a problem ∂CF P ′ (R) has a solution f ∈ P for some x ∈ R and a = (a 0 , . . . , a 2m+1 ). Let g be the reduction of f at x. Then g ∈ P, and so, by the inductive hypothesis, H m (g 0 , g 1 , . . . , g 2m−1 ) is congruent to schur H m+1 (f ) where
. Thus H m+1 (f ) ≥ 0. Since f is a solution of Problem ∂CF P ′ (R),
Thus, by induction, necessity also holds in statement (1) of the theorem, and so (1) is proved. We know that (2) holds when m = 1; suppose it holds for some m ≥ 1 and consider a solvable problem ∂CF P ′ (R) with a = (a 0 , . . . , a 2m+1 . By (1),
. . , g 2m−1 ) is positive. By the inductive hypothesis there is a real rational function g of degree no greater than rank H m (a) that satisifes the relations (6.3). Let f be the augmentation of g at x by a 0 , a 1 ; then f is a real rational function of degree equal to
Exactly as in the proof of necessity in (1), f is a solution of Problem ∂CF P ′ (R). Thus, by induction, (2) holds for all m.
Necessity holds in statement (3) by Theorem 5.1: if H m (a) > 0 then Problem ∂CF P(R) is indeterminate, and so a fortiori ∂CF P ′ (R) is indeterminate. We know that sufficiency holds in statement (3) when m = 1. Suppose it holds for some m ≥ 1; we shall prove it holds for m + 1.
Let H m+1 (a) be positive and singular for some a = (a 0 , . . . , a 2m+1 ). Assume that functions f 1 and f 2 in P are solutions of the problem ∂CF P ′ (R). Let
. . , g 2m−1 ) is congruent to schur H m+1 (a). Since H m+1 (a) is positive and singular, so is H m (g 0 , g 1 , . . . , g 2m−1 ). Therefore, by Lemma 2.7, the reductions g 1 and g
2 at x of f 1 , f 2 respectively are solutions of the problem ∂CF P ′ (R) for the data x ∈ R and g 0 , g 1 , . . . , g 2m−1 ∈ R. By the inductive hypothesis the solution of this problem is unique, and so g 1 = g 2 . Since f 1 , f 2 are both equal to the augmentation of this function at x by a 0 , a 1 we have f 1 = f 2 . Thus, by induction, for any m ≥ 1, if H m (a) is positive and singular then the problem ∂CF P ′ (R) is determinate.
The idea of proving a solvability result for a boundary interpolation problem by first solving a relaxed problem has been used by several authors in the context of the boundary Nevanlinna-Pick problem; for example, D. Sarason [20] .
A criterion for the boundary Carathéodory-Fejér problem
In this section we prove Theorem 1.2, that is, we give a solvability criterion for Problem ∂CF P: Given a point x ∈ R and a −1 , a 0 , a 1 , . . . , a n ∈ C, where n is a non-negative integer, to find a function f in the Pick class such that f is analytic in a deleted neighbourhood of x and
To start with we consider the case where all terms of the sequence are real and deduce a solvability theorem for Problem ∂CF P(R) from Theorem 6.1. Things are somewhat diffrent for even and odd n; we start with odd n. Proof. Necessity of (1). Suppose that Problem ∂CF P(R) has a solution f ∈ P but that its Hankel matrix H m (a) is neither positive definite nor SE-minimally positive.
A fortiori f solves Problem ∂CF P ′ (R), and so, by Theorem 6.1, H m (a) ≥ 0. Since H m (a) is not positive definite, H m (a) is singular, and so Problem ∂CF P ′ (R) has the unique solution f . Since H m (a) is not SE-minimally positive there is some positive a n′ < a n such that H m (f ) ≥ 0, where H m (f ) is the matrix obtained when the (m, m) entry a n , n = 2m − 1, of H m (a) is replaced by a n′ . Again by Theorem 6.1, there exists h ∈ P such that h is analytic at x, h (k) (x)/k! = a k for k = 0, 1, . . . , n − 1 and h (n) (x)/n! ≤ a n′ < a n . In view of the last relation we have h = f , while clearly h is a solution of Problem ∂CF P ′ (R), as is f . This contradicts the uniqueness of the solution f . Hence if the problem is solvable then either H m (a) > 0 or H m (a) is SE-minimally positive.
Sufficiency of (1). In the case H m (a) > 0, by Proposition 5.1, the problem ∂CF P(R) is solvable. Suppose that H m (a) is SE-minimally positive. By Theorem 6.1 there is an f ∈ P such that f (k) (x)/k! = a k for k = 0, 1, . . . , n − 1 and f (n) (x)/n! ≤ a n . If in fact f (n) (x)/n! < a n , then consider the matrix H m (f ) obtained when the (m, m) entry a n of H m (a) is replaced by f (n) (x)/n!. Since H m (f ) is the Hankel matrix of a problem ∂CF P ′ (R) that is solvable (by f ), we have H m (f ) ≥ 0 by Theorem 6.1, and so H m (a) majorises the non-zero positive diagonal matrix diag {0, . . . , a n − f (n) (x)/n!}, contrary to hypothesis. Thus f (n) (x)/n! = a n , that is, f is a solution of Problem ∂CF P(R). We have proved (1). Moreover, since H m (a) is singular, f is the unique solution of Problem ∂CF P ′ (R), hence is real rational of degree at most rank H m (a).
(2) If ∂CF P(R) has a solution then the associated Hankel matrix H m (a), n = 2m − 1, is positive definite or SE-minimally positive. If H m (a) > 0, by Theorem 5.1, there is a real rational solution of degree rank H m (a). If H m (a) is SE-minimally positive, by Theorem 6.1, ∂CF P ′ (R) is determinate and the solution f of ∂CF P ′ (R) is a real rational function of degree at most rank H m (a). As is shown above, f is also the solution of ∂CF P(R). By Kronecker's theorem [18, Theorem 3.1] , the real rational function f has degree equal to rank H m (a). Thus (2) holds for all m.
Theorem 5.1 proves the necessity of statement (3): H m (a) > 0 implies that Problem ∂CF P(R) is indeterminate. As in statement (2), by Theorem 6.1, if H m (a) is SE-minimally positive then Problem ∂CF P(R) is determinate.
We now turn to the solvability question for even n. Proof. By Theorem 7.1, there exists a unique solution f ∈ P of Problem ∂CF P(R):
and f is real rational function of degree r. Suppose H r (a) is singular of rank r ′ < r. Since H m (a) is SE-minimally positive, H r (a) is positive. By Theorem 6.1, there is a unique solution g ∈ P of the relaxed problem
. . , 2r − 2, and
Moreover, the solution g is a real rational function of degree no greater than r ′ . We have a contradiction since f is also a solution of Problem 7.2 and f is a real rational function of degree r, which is strictly greater than r ′ . Hence H r (a) is nonsingular.
is SEminimally positive and a 1 > 0. Then Problem ∂CF P(R) is solvable if and only if
where r = rank H m (a). Moreover, the solution f is unique and is a real rational function of degree equal to r. Proof. By assumption, H m (a) is SE-minimally positive and a 1 > 0. Thus, by Theorem 7.1, there exist a unique F ∈ P such that F (k) (x)/k! = a k for k = 0, 1, . . . , 2m−1 and F is a real rational function of degree equal to r = rank H m (a), 1 ≤ r ≤ m.
By a result of Kronecker [18, Theorem 3.1], the infinite Hankel matrix
has rank r. Therefore any square (r + 1) × (r + 1) submatrix is singular. By Lemma 7.3, H r (F ) > 0. Hence, by equation (3.5),
Thus Problem ∂CF P(R) is solvable if and only if equation (7.3) holds.
Theorem 7.5. Let n be an even positive integer. Then
(1) Problem ∂CF P(R) is solvable if and only if either the associated Hankel matrix H m (a), n = 2m, is positive definite or H m (a) is SE-minimally positive of rank r ≥ 1 and a n satisfies (7.3). (2) The solution set of the problem, if non-empty, contains a real rational function of degree equal the rank of the Hankel matrix.
(3) The problem is determinate if and only if the Hankel matrix is SE-minimally positive and a n satisfies (7.3).
Proof. Necessity of (1). Suppose that Problem ∂CF P(R) has a solution f ∈ P such that f (k) (x)/k! = a k for k = 0, 1, . . . , 2m. This f ∈ P is also a solution of Problem ∂CF P(R) for n = 2m − 1. The Hankel matrix H m (a) for Problem ∂CF P(R) with n = 2m and with n = 2m − 1 is the same. By Theorem 7.1, H m (a) is positive definite or SE-minimally positive.
In the case that a 1 = 0, the constant function f (z) = a 0 is the solution of ∂CF P(R). Therefore, a 2 = a 3 = · · · = a 2m = 0. Thus H m (a) is SE-minimally positive and a n satisfies (7.3).
If H m (a) is SE-minimally positive and a 1 > 0 then by Proposition 7.4, a n satisfies (7.3).
Sufficiency of (1). In the case H m (a) > 0, by Proposition 5.1, the problem ∂CF P(R) is solvable.
Consider the case that a 1 = 0. Then H m (a) ≥ 0 if and only if a 2 = a 3 = · · · = a n−1 = 0 and a n ≥ 0. H m (a) is SE-minimally positive, and so a n = 0. Hence the constant function f (z) = a 0 is the solution of ∂CF P(R). Suppose that H m (a) is SE-minimally positive, a 1 > 0 and a n satisfies (7.3). Then by Proposition 7.4, there is an f ∈ P such that f (k) (x)/k! = a k for k = 0, 1, . . . , n, that is, f is a solution of Problem ∂CF P(R). We have proved (1) . Moreover, f is real rational of degree equal to rank H m (a).
(2) Suppose Problem ∂CF P(R) solvable. By (1) either the associated Hankel matrix H m (a), n = 2m, is positive definite or both H m (a) is SE-minimally positive of rank r ≥ 1 and a n satisfies (7.3). In the former case, by Theorem 5.1, there is a real rational solution of degree rank H m (a). In the latter case, if a 1 = 0 then H m (a) = 0 and the conclusion follows easily, whereas, when a 1 > 0, if H m (a) is SE-minimally positive and a n satisfies (7.3), then by Proposition 7.4, the solution f of ∂CF P(R) is a real rational function of degree equal to rank H m (a). Thus (2) holds for all m.
(3) By Theorem 5.1, if H m (a) > 0 then Problem ∂CF P(R) is indeterminate. By Proposition 7.4, if H m (a) is SE-minimally positive and a n satisfies (7.3) then the problem ∂CF P(R) is determinate.
We now come to the proof of the main solvability result of the paper. We make a couple of preliminary observations. It is well known (for instance, [1, Proposition 3.1]) that, for each f in the Pick class, if f is meromorphic and has a pole at x ∈ R then f has a simple pole at x, with negative residue. Therefore Problem ∂CF P is only solvable if a −1 ∈ R and a −1 ≤ 0. Problem ∂CF P is trivial if n = 0. It is easy to see from consideration of Taylor expansions that a non-constant function in the Pick class has non-vanishing derivative at any point of R at which it takes a real value (for example, [1, Proposition 3.1]). Accordingly we suppose in Problem ∂CF P that n ≥ 1 and Im a 0 ≥ 0. Proof of Theorem 1.2. By Proposition 2.8, we may reduce to the case that a −1 = 0.
(1) If a function f ∈ P is analytic at x then the restriction of Im f to a suitable neighbourhood of x in R is a smooth non-negative real function. Suppose that f ∈ P is a solution of Problem ∂CF P and ρ(a) is odd; then a 0 is real and so Im f attains its minimum of 0 at x. The first non-zero derivative of the real function Im f at x is therefore an even derivative, and so the first non-real term of the sequence a has even subscript. Hence, if ρ(a) is odd then Problem ∂CF P has no solution.
(2) We consider the case that ρ(a) is finite and even. The proof will be by induction on ρ(a). If ρ(a) = 0, which is to say that Im a 0 = 0, then statement (2) holds by virtue of Theorem 4.1. Now let m ≥ 1 and suppose that statement (2) of the theorem holds whenever ρ(a) ≤ 2m−2. Consider any sequence a = (a 0 , . . . , a 2m , . . . , a n ) such that ρ(a) = 2m. Suppose that H m (a) > 0 and Im a 2m > 0. We have a 1 > 0. Let ∞ 0 g j z j be the reduction of n 0 a j z j at 0. By Proposition 2.5, g 0 , g 1 , . . . , g n−2 ∈ C can be written in matrix terms thus:
Here the entries printed in mathematical Roman font are known to be real. It follows on truncation to the first 2m − 2 rows that g 0 , g 1 , . . . , g 2m−3 are real, and hence ρ(g 0 , g 1 , . . . , g n−2 ) ≥ 2m − 2. From the (2m − 1)st row of equation (7.4) we have a
and hence, on taking imaginary parts, we find that
and so ρ(g 0 , . . . , g n−2 ) = 2m − 2. By Corollary 3.4, the Hankel matrix H m−1 (g 0 , . . . , g 2m−1 , . . . , g n−2 ) is congruent to schur H m (a). Since H m (a) > 0, it is also true that H m−1 (g 0 , . . . , g 2m−1 , . . . , g n−2 ) > 0. By the inductive hypothesis there exists g ∈ P such that
j at x by a 0 , a 1 . Let f be the augmentation of g at x by a 0 , a 1 . Thus f ∈ P, f is analytic at x and, by Lemma 2.6,
Thus f has all the desired properties, and we have proved sufficiency in statement (2) of Theorem 1.2.
Conversely, suppose that ρ(a) = 2m and Problem ∂CF P has a solution f ∈ P. Let g(z) = j g j (z − x) j be the reduction of f at x. Then by Theorem 2.4 g ∈ P and g is analytic at x. Again from equation ( Statements (3) and (4), concerning the case that all a j are real, follows from Theorem 7.1 and Theorem 7.5.
Parametrization of solutions
In this section we give various descriptions of the solution set of Problem ∂CF P (when nonempty). The simplest case occurs when the associated Hankel matrix is SE-minimally positive, for then, by Theorem 7.1, there is a unique solution.
Theorem 8.1. Let a = (a −1 , a 0 , . . . , a n ) ∈ R n+2 where a −1 ≤ 0 and suppose that H m (a) is SE-minimally positive and of rank r ≥ 1, where m is the integer part of 1 2 (n + 1). If n is even, suppose further that a n satisfies condition (7.3). The unique solution F of Problem ∂CF P is
Proof. By Proposition 2.8, in the case a −1 ≤ 0,
where f is the unique solution of Problem ∂CF P(R); see equation ( has rank r, and hence any (r + 1)-square submatrix of H is singular. Thus, for k ≥ 1,
By Lemma 7.3, det H r (a) = 0, and thus
The numbers s j , t j are expressible in terms of quantities a i (j), 0 ≤ i ≤ n − 2(j − 1), which are given inductively, for j = 1, . . . , m, by the equations
Then s j , t j are defined by the equations (8.6) s j = a 0 (j), and, if n is even,
Proof. The proof is a repetition of the proof by induction on n of Theorem 5.1.
Proof. Apply Corollary 3.3 with
We obtain
for n = 1, 2, . . . , m − j. Writing k = j + 1 and iterating this relation we find a(1) ).
Put n = 1 to obtain
which is equation (8.7). It follows from equation (8.7) that
We prove equation (8.9) by induction on l. Note that
, so that (8.9) holds when l = 1. Suppose that
Then, in view of equation (8.11) ,
We can give an alternative expression for the parametrization of solutions in Theorem 8. In this notation the relationship between f k+1 and its augmentation f k at x by s k , t k can be written
where, for k = 1, . . . , m,
The recursion for f in Theorem 8.2 becomes:
We therefore arrive at the following linear fractional parametrization.
where n ≥ 1, a −1 ≤ 0 and a 1 = 0. Suppose H m (a) > 0 where m is the integer part of 1 2 (n + 1). Then the general solution of Problem ∂CF P is
are real polynomials of degree at most m satisfying, for some K > 0,
where A k (z) is given by equations (8.13), the quantities s k , t k are as in Theorem 8.2 and if n is even then h is any function in P that is analytic at x and satisfies h(x) = s m+1 , and if n is odd then h is any function in P that is analytic at x.
Nevanlinna's analysis
Although Nevanlinna's paper [17] appears to be the first on the boundary Carathéodory-Fejér problem, it is rarely cited in subsequent work on the topic. Nevertheless, as we show in this paper, the methods he introduced are of sufficient power to prove detailed results on solvability and parametrization for Problem ∂CF P(R). We believe they have considerable merit in their simplicity and accessibility.
Nevanlinna's own formulation of the problem differs slightly from ours, in that he took the interpolation node to be ∞. Given real numbers c 0 , . . . , c 2m−1 he sought a function f such that −f is in the Pick class and j+1 c j z j differs from F (z) by a term which is O(z 2m−1 ) as z → 0 in any nontangential approach region {z : ε < arg z < π − ε} for ε ∈ 0, π 2 . Nevanlinna's primary interest was the determinacy of solutions of the Stieltjes moment problem, but en route he discussed solvability criteria for Problem ∂CF P(R). His Satz I on page 11 describes the recursive procedure for constructing solutions of the problem (the method we used in the proof of Theorem 6.1 and Part (2) of Theorem 1.2, with appropriate minor changes) and, states, roughly speaking, that the problem has a solution if and only if the recursion works. He does not formally state a solvability criterion in terms of the original data, but in a discussion on the following page he implies that, in our terminology, Problem ∂CF P(R) is solvable if and only if either the associated Hankel matrix H m (c) > 0 or, for some k ∈ {1, . . . , m − 1}, det H j (c) > 0 for 1 ≤ j ≤ k and det H k+1 (c) = · · · = det H m (c) = 0. He did not give a full proof of this statement, and in fact it is inaccurate. Consider the case m = 3, Here det H 1 (c) > 0 and det H 2 (c) = det H 3 (c) = 0, but since H 3 (c) is positive, singular and not SE-minimally positive, the corresponding problem ∂CF P(R) has no solution.
Conclusion
We have presented an elementary and concrete solution of the classical boundary Carathéodory-Fejér interpolation problem. There are numerous alternative approaches in the literature, many addressing more general interpolation problems, but we believe that our main theorem, Theorem 1.2, is new. Specifically, (a) the notion of SE-minimal positivity of the associated Hankel matrix in the solvability criterion is new, (b) we allow complex data a 0 , . . . , a n in Problem ∂CF P and (c) we allow both even and odd n. We comment briefly on some other approaches found in the literature.
A very valuable source of information about all manner of complex interpolation problems is the book of Ball, Gohberg and Rodman [2] . On pages 473-486 they study the "generalized angular derivative interpolation (GADI) problem" associated with a data set consisting of a 4-tuple of matrices. They solve the problem using their highly-developed realization theory of rational matrix functions. Their Corollary 21.4.2 relates to a problem which contains our Problem ∂CF P(R) as a special case (modulo identification of the disc with a half-plane): one must take N = 1, k = 0, C 0− = 1 0 . . . 0 , C 0+ = a 0 a 1 . . . a 2m−1 and A 0 to be the 2m-square Jordan block with eigenvalue x. The conclusion, after some work, is that H m (a) ≥ 0 is necessary and H m (a) > 0 is sufficient for solvability of ∂CF P(R). They also give an explicit linear fractional parametrization of the solution set in the case that H m (a) > 0. Since they eschew "singular" problems throughout the book (here, problems for which H m (a) is singular), they do not obtain a solvability criterion.
The monograph [6] by Bolotnikov and Dym is entirely devoted to boundary interpolation problems, though for the Schur class rather than the Pick class. They reformulate the problem within the framework of the Ukrainian school's Abstract Interpolation Problem and solve it by means of operator theory in de BrangesRovnyak spaces. They too study a very much more general problem than we do here. See also [7, Theorem 4.3] .
J. A. Ball and J. W. Helton have developed a far-reaching theory of interpolation which they call the "Grassmanian" approach; it makes use of the geometry of Krein spaces. It gives a unified treatment of many classical interpolation problems, including the ones studied in this paper -see [3, Theorem 6.3] . Inevitably, one pays for the generality with a less concrete parametrization.
The treatment that is closest to ours is probably that is of Georgijević [10] . He allows finitely many interpolation nodes in R and finitely many derivatives prescribed at each interpolation node. He too uses Nevanlinna-Julia recursion, which he calls the "Schiffer-Bargmann Lemma"
1 , but his methods are less elementary: he uses de Branges-Rovnyak spaces and Nevanlinna's integral representation for functions in the Pick class. He obtains a solvability criterion for Problem ∂CF P(R), in the case that n is odd, which differs from ours.
We believe that a combination of the ideas in this paper with those in [1] will produce a solution to the boundary interpolation problem with multiple nodes in R and with finitely many derivatives prescribed at each interpolation node, but we have not worked out the details.
