In [Ann. of Math.169 (2009)], Min Ru proved a second main theorem for algebraically nondegenerate holomorphic curves in complex projective varieties intersecting fixed hypersurface targets. In this paper, by using a different proof method, we generalize this result to moving hypersurface targets.
Introduction
During the last century, several Second Main Theorems have been established for linearly nondegenerate holomorphic curves in complex projective spaces intersecting (fixed or moving) hyperplanes, and we now have a satisfactory knowledge about it. Motivated by a paper of Corvaja-Zannier [5] in Diophantine approximation, in 2004 Ru [15] proved a Second Main Theorem for algebraically nondegenerate holomorphic curves in the complex projective space CP n intersecting (fixed) hypersurface targets, which settled a longstanding conjecture of Shiffman [17] . In 2011, Dethloff-Tan [6] generalized this result of Ru to moving hypersurface targets (this means where the coefficients of the hypersurfaces are meromorphic functions) in CP n . In 2009, Ru [16] generalized his Second Main Theorem to the case of holomorphic curves in smooth complex varieties of dimension n. The main idea in the approach of all the papers mentioned above is to estimate systems of n hypersurfaces in general position by systems of hyperplanes, and then to reduce to the case of hyperplanes. To prove the Second Main Theorem for the case of curves in smooth complex varieties intersecting (fixed) hypersufaces, in [16] For a non-zero meromorphic function ϕ, denote by ν ϕ the zero divisor of ϕ, and set N ϕ (r) := N νϕ (r). Let Q be a homogeneous polynomial in the variables x 0 , . . . , x M with coefficients which are meromorphic functions. If Q(f ) := Q(f 0 , . . . , f M ) ≡ 0, we define N f (r, Q) := N Q(f ) (r). Denote by Q(z) the homogeneous polynomial over C obtained by evaluating the coefficients of Q at a specific point z ∈ C in which all coefficient functions of Q are holomorphic (in particular Q(z) can be the zero polynomial). We say that a meromorphic function ϕ on C is "small" with respect to f if T ϕ (r) = o(T f (r)) as r → ∞ (outside a set of finite Lebesgue measure).
Denote by K f the set of all "small" (with respect to f ) meromorphic functions on C. Then K f is a field.
For a positive integer d, we set M for x = (x 0 , . . . , x M ) and I = (i 0 , . . . , i M ). Denote by K Q the field over C of all meromorphic functions on C generated by a jI : I ∈ T d j , j ∈ {1, . . . , q} . It is clearly a subfield of K f . Let V ⊂ CP M be an arbitrary projective variety of dimension n, generated by the homogeneous polynomials in its ideal I(V ). Assume that f is nonconstant and Imf ⊂ V. Denote by
generated by I(V ). We note that Q(f ) ≡ 0 for every homogeneous polynomial Q ∈ I K Q (V ). We say that f is algebraically nondegenerate over K Q if there is no homogeneous polynomial
The set Q is said to be V − admissible (or in (weakly) general position (with respect to V )) if there exists z ∈ C in which all coefficient functions of all Q j , j = 1, ..., q are holomorphic and such that for any 1 j 0 < · · · < j n q the system of equations
As we will show in section 2, in this case this is true for all z ∈ C excluding a discrete subset of C.
As usual, by the notation " P " we mean that the assertion P holds for all r ∈ [1, +∞) excluding a Borel subset E of (1, +∞) with
Our main result is stated as follows: Main Theorem. Let V ⊂ CP M be an irreducible (possibly singular) variety of dimension n, and let f be a non-constant holomorphic map of C into V.
Assume that f is algebraically nondegenerate over K Q . Then for any ε > 0,
In the special case where the coefficients of the polynomials Q j 's are constant and the variety V is smooth, the above theorem is the Second Main Theorem of Ru in [16] . According to Vojta ([19] , p. 183) generalizing this theorem of Ru to singular varieties can be done already by his proof methods without essential changes of the proof (see also Chen-Ru-Yan [3] , [4] ), so the essential generalization in our main result is the one to moving targets. We define the defect of f with respect to a homogenous polynomial
As a corollary of the Main Theorem we get the following defect relation. 
Lemmas
Let K be an arbitrary field over C generated by a set of meromorphic functions on C. Let V be a sub-variety in CP M of dimension n defined by the
For each positive integer k and for any (finite or infinite dimensional)
, we denote by W k the vector sub-space consisting of all homogeneous polynomials in W of degree k (and of the zero polynomial; we remark that W k is necessarily of finite dimension). The Hilbert polynomial H V of V is defined by
By the usual theory of Hilbert polynomials (see e.g. [11] ), for N >> 0, we have
For each z ∈ C, we denote W (z) := {P (z) : P ∈ W, all coefficients of P are holomorphic at z}.
It is clear that
is a basis of W (a) (and in particular dim K W = dim C W (a)) for all a ∈ C excluding a discrete subset.
Proof. Let (c ij ) be the matrix of coefficients of {h j } K j=1 . Since {h j } K j=1 are linearly independent over K, there exists a square submatrix A of (c ij ) of order K and such that det A ≡ 0. Let a be an arbitrary point in C such that det A(a) = 0 and such that all coefficients of {h j } K j=1 are holomorphic at a. For each P ∈ W whose coefficients are all holomorphic at a, we write P = K j=1 t j h j with t j ∈ K. In fact, there are coefficients b j (j = 1, . . . , K) of P such that (t 1 , . . . , t K ) is the unique solution in K K of the following system of linear equations:
By our choice of a, so in particular we have det A(a) = 0, and since {b j }
K j=1
are holomorphic at a, we get that the {t j } K j=1 are holomorphic at a. Therefore,
On the other hand, still by our choice of a, we have h j (a) ∈ W (a) for all j ∈ {1, . . . , K}. Hence, {h j (a)} K j=1 is a generating system of W (a). Since det A(a) = 0, the matrix (c ij (a)) has maximum rank. Therefore, {h j (a)} K j=1 are also linearly independent over C.
Throughout of this section, we consider a V − admissible set of (n + 1)
We write
where a jI ∈ K and T d is again the set of all I :
. . ) be a family of variables. Set
We have
Assume that the ideal I(V ) is generated by homogeneous polynomials P 1 , . . . , P m . Since {Q 0 , . . . , Q n } is a V − admissible set, there exists z 0 ∈ C such that the homogeneous polynomials
is called an inertia form of the polynomials P 1 , . . . , P m , Q 0 , . . . , Q n if it has the following property (see e.g. [20] ):
for i = 0, . . . , M and for some non-negative integer s. It is well known that (m+n+1) homogeneous polynomials P i (x 0 , . . . , x M ), Q j (. . . , t jI , . . . , x 0 , . . . , x M ), i ∈ {1, . . . , m}, j ∈ {0, . . . , n} have no common non-trivial solutions in x 0 , . . . , x M for special values t 0 jI of t jI if and only if there exists an inertia form R (depending on t 0 jI ) such that R(. . . , t 0 jI , . . . ) = 0 (see e.g. [20] , page 254). Choose such a R for the special values t 0 jI = a jI (z 0 ), and put R(z) := R(. . . , a kI (z), . . . ) ∈ K. Then by construction, R(z 0 ) = 0, hence R ∈ K \ {0}, so in particular R only vanishes on a discrete subset of C, and, by the above property of the inertia form R, outside this discrete subset, Q 0 (z), . . . , Q n (z) have no common solutions in V . Furthermore, by the definition of the inertia forms, there exists a non-negative integer s such that
where
Let f be a nonconstant meromorphic map of C into CP M . Denote by C f the set of all non-negative functions h : C −→ [0, +∞] ⊂ R, which are of the form
2)
By the First Main Theorem we have
It is easy to see that sums, products and quotients of functions in C f are again in C f . By the result on the inertia forms mentioned above, similarly to Lemma 2.2 in [6], we have
In fact, the second inequality is elementary. In order to obtain the first inequality, we use equation (2.1) in the same way as the corresponding equation in Lemma 2.1 in [6] , and we observe that we have
the maximum only needs to be taken over the Q j (f 0 , ..., f M ), j = 0, ..., n. The rest of the proof is identically to the one of Lemma 2.2 in [6] . Let N be a positive integer divisible by d. Denote by τ N the set of all
. We use the lexicographic order in τ N .
Definition 2.4. For each
is a basis of the K-vector space
Proof. Firstly, we prove that:
By the definition of L I N , and by (2.5), we get
where I * is the smallest elements of τ N . On the other hand, {γ I * 1 , . . . , γ I * m I * N } form a basis of
Then, by (2.5), we have
Then, similarly to (2.6), we have
whereĨ is the smallest element of τ N \ {I * }. Continuing the above process, we get that t Iℓ = 0 for all I ∈ τ N and ℓ ∈ {1, . . . , m I N }, and hence, we get (2.4). Denote by L the K-vector sub-space in K[x 0 , . . . , x M ] N generated by
Now we prove that: For any I = (i 1 , . . . , i n ) ∈ τ N , we have
On the other hand, by the definition of L
Hence,
We get (2.7) for the case where I = I ′ . Assume that (2.7) holds for all I > I * = (i * 1 , . . . , i * n ). We prove that (2.7) holds also for I = I * . Indeed, similarly to (2.8), for any γ I * ∈ K[x 0 , . . . , x M ] N −d I * , we have
t I * ℓ · γ I * ℓ + h I * ℓ , where h I * ℓ ∈ L I * N , and t I * ℓ ∈ K.
Then,
(2.9)
Therefore, by the induction hypothesis,
Then, by (2.9), we have
This means that (2.7) holds for I = I * . Hence, by (descending) induction we get (2.7).
For any
is a generating system of
. Combining with (2.4), we get the conclusion of Lemma 2.6. Proof. Denote by (I(V ), Q 1 , . . . , Q n ) the ideal in K[x 0 , . . . , x M ] generated by I(V ) ∪ {Q 1 , . . . , Q n }. For each z in C such that all coefficients of Q j (j = 1, . . . , n} are holomorphic at z, we denote by (I(V ), Q(z), . . . , Q(z)) the ideal in C[x 0 , . . . , x M ] generated by I(V ) ∪ {Q 1 (z), . . . , Q n (z)}. We have
Indeed, for any P ∈ (I(V ), Q 1 (z), . . . , Q n (z)), we write P = G + Q 1 (z) · P 1 + · · · + Q n (z) · P n , where G ∈ I(V ), and
, then all coefficients of P are holomorphic at z. It is clear that P (z) = P. Hence, we get (2.10). Let I be an arbitrary element in τ N . Let
be a basic system of (I(V ), Q 1 , . . . , Q n ) N −d· I , where g jk ∈ I(V ), and
By Lemma 2.2, and since {Q 0 , . . . , Q n } is a V − admissible set, there exists a ∈ C such that:
is a basic system of (I(V ), Q 1 , . . . , Q n ) N −d· I (a), ii) all coefficients of Q j , R jk , γ jk , g jk are holomorphic at a, and iii) the homogeneous polynomials Q 0 (a), . . . , Q n (a) ∈ C[x 0 , . . . , x M ] have no common zero points in V. On the other hand, it is clear that h k (a) ∈ (I(V ), Q 1 (a), . . . , Q n (a)), for all k = 1, . . . , K. Hence, by (2.10), and by i), we have
Hence, by Remark 2.5, and by Lemma 2.2, for each I ∈ τ N , we have (we recall that a ∈ C was chosen to satisfy Lemma 2.2)
This implies that
By (2.11), and by the usual result of intersection theory (see [11] , Theorem 7.7, page 53), there exists a positive integer n 0 such that 
Indeed, let {P 1 , . . . , P s } be a basis of the C− vector space I(V ) N . It is clear that I K (V ) N is a vector space over K generated by I(V ) N , therefore {P 1 , . . . , P s } is also a generating system of I K (V ) N . Then, for the claim, it suffices to prove that if t 1 , . . . , t s ∈ K satisfy
We rewrite (2.14) in the following form
If the above system of linear equations has non-trivial solutions, then rank K A < s. Then rank C A(z) < s for all z ∈ C excluding a discrete set. Take a ∈ C such that rank C A(a) < s. Then the following system of linear equations
has some non-trivial solution (t 1 , . . . , t s ) = (α 1 , . . . , α s ) ∈ C s \ {0}. Then α 1 · P 1 + · · · + α s · P s ≡ 0, this is a contradiction. Hence, we get Claim 1.
By Lemma 2.6 and by Claim 1, we have 15) for all N large enough.
On the other hand
, and
Therefore, by (2.12) and (2.15), for N >> 0, divisible by d, we have:
Denote by η(N) the number of integers k ∈ {0, d, 2d, . . . , N} such that
we have that (2.18) is equivalent to the existence of a polynomial
For any I and γ 0 satisfying the condition above, we will construct a sequence of 
On the other hand since (e 1s , . . . , e ns ) > I, we have (e 1s + ℓ 1 , · · · , e ns + ℓ n )
Therefore, we get (2.20) . From the argument above we get that for each I ∈ τ N satisfying N −d· I = k ≥ n 0 , and
So by this fact, if, for each positive integer t, we still denote β(t) the number of I ∈ τ t satisfying m
On the other hand, by (2.17), we have
Hence, η(N) = O(1). This completes the proof of Lemma 2.7.
Lemma 2.8. For each s ∈ {1, . . . , n}, and for N >> 0, divisible by d, we have:
Proof. By Lemma 2.7, for each k ∈ N * := {0, d, 2d, . . . , N} \ N , and for each
n , for all symmetry I ′ = (i σ(1) , . . . , i σ(n) ) of (i 1 , . . . , i n ). Hence,
Hence, for each i ∈ {1, . . . , n}
We recall that by (2.15) , for N >> 0, we have
Therefore, from Lemmas 2.6, 2.8 we get immediately the following result. 
where u(N) is a function in N satisfying u(N) O(N n ), P is a homogeneous polynomial of degree
Lemma 2.10 (see [14] ). Let f be a non-constant holomorphic map of C into
the field over C of all meromorphic functions on C generated by {a ji , i = 0, . . . , M; j = 1, . . . , q}. Assume that f is linearly non-degenerate over
. Then for each ǫ > 0, we have
where max K is taken over all subsets K ⊂ {1, . . . , q} such that the polynomials H j , j ∈ K are linearly independent over K {H j } q j=1
. Remark 2.11. Since the coefficients of H ′ j s are small functions (with respect to f ), by the First Main Theorem, and by (2.21), for each ǫ > 0, we have 
where P J is a homogeneous polynomial of degree
On the other hand, since the coefficients of P J are small functions (with respect to f ), it is easy to see that there exist h J ∈ C f such that
This implies that there are functions
for some h J ∈ C f .
We fix homogeneous polynomials Φ 1 , . . . ,
2) It is easy to see that there exists a meromorphic function ϕ such that
and
ϕ are holomorphic and have no common zeros (note that all coefficients of Φ ℓ are in
be the holomorphic map with the reduced representation F :=
Since f is algebraically nondegenerate over K Q , and since the polynomials Φ 1 , . . . , Φ H V (N ) form a basis of
, we get that F is linearly non-degenerate over K Q . As a corollary, F is linearly non-degenerate over the field over C generated by all coefficients of L ℓ 's.
It is easy to see that Hence, by (3.1), and by taking h ∈ C f such that log + h J log + h for all J, we get log |Q j 1 (f )| · · · |Q jn (f )| ≥ A(N) · H V (N) · log |ϕ| + log 
