We consider the indi↵erence-zone (IZ) formulation of the ranking and selection problem with independent normal samples. In this problem, we must use stochastic simulation to select the best among several noisy simulated systems, with a statistical guarantee on solution quality. Existing IZ procedures sample excessively in problems with many alternatives, in part because loose bounds on probability of correct selection lead them to deliver solution quality much higher than requested. Consequently, existing IZ procedures are seldom considered practical for problems with more than a few hundred alternatives. To overcome this, we present a new sequential elimination IZ procedure, called BIZ (Bayes-inspired Indi↵erence Zone), whose lower bound on worst-case probability of correct selection in the preference zone is tight in continuous time, and nearly tight in discrete time. To the author's knowledge, this is the first sequential elimination procedure with tight bounds on worst-case preference-zone probability of correct selection for more than two alternatives. Theoretical results for the discrete-time case assume that variances are known and have an integer multiple structure, but the BIZ procedure itself can be used when these assumptions are not met. In numerical experiments, the sampling e↵ort used by BIZ is significantly smaller than that of another leading IZ procedure, the KN procedure of Kim and Nelson (2001) , especially on the largest problems tested (2 14 = 16, 384 alternatives).
Introduction
In the use of simulation, one commonly encounters the problem of selecting the best among several simulated systems, e.g., selecting the method for operating a supply chain with minimum average cost, or selecting the configuration of an assembly line with maximum throughput. The higher-level problem of deciding how many simulation samples to take from each system to best support this selection of the best is called the ranking and selection (R&S) problem. Doing well in R&S requires balancing the amount of time spent sampling against the quality of the ultimate selection.
Our theoretical results (the IZ guarantee, and tightness of the worst-case preference-zone PCS bound) assume that the sampling variances are known, and are either common across alternatives, or are integer multiples of a common divisor. The BIZ procedure itself, however, allows both known and unknown sampling variances with arbitrary values, and numerical results suggest that the procedure's performance is robust to deviations of the sampling variances from the structure assumed by the theoretical results.
Although our bound on worst-case preference-zone PCS is tight in continuous time, and nearly tight in discrete time, BIZ's PCS under configurations that are not least favorable can be strictly larger than the target. Thus, in these other configurations, BIZ also over-delivers on PCS. Furthermore, Wang and Kim (2012) shows that, for a variant of Paulson's procedure, the contribution to over-delivery from the Bonferonni inequality is smaller than from the requirement that PCS be no smaller than the target for slippage configurations in the preference zone. However, violating this slippage configuration requirement would violate the IZ guarantee itself, while our results show that the Bonferonni inequality can be avoided while retaining the IZ guarantee.
Numerical experiments demonstrate that, across a variety of configurations, BIZ's over-delivery is much less than that of a leading IZ procedure, the KN procedure of Kim and Nelson (2001) . The KN family of procedures "might be considered state-of-the-art for IZ R&S" (Branke et al. 2007 ),
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Article submitted to Operations Research; manuscript no. OPRE-2011-09-480 and has been shown to be highly e cient compared to other existing IZ procedures (Malone et al. 2005, Wang and . Thanks to reduced over-delivery, BIZ requires fewer samples than KN on a variety of problems.
Although the PCS bounds presented in this paper are non-Bayesian, the BIZ procedure is derived using a Bayesian approach. This derivation employs a Bayesian prior concentrated on slippage configurations. The proof techniques are reminiscent of results on the relationship between minimax and Bayesian analysis from decision theory (see, e.g., Berger (1985) ). Thus, this work connects the IZ with the Bayesian formulation of R&S (see, e.g., Gupta and Miescke (1996) , Chick and Inoue (2001) , Frazier et al. ( , 2009 ), , Chick et al. (2010) ).
We begin in Section 2 by formally stating the IZ formulation of the R&S problem. We then introduce the BIZ procedure for discrete time in Section 3, first assuming a known common sampling variance in Section 3.1, and then the allowing sampling variances to be heterogeneous and unknown in Section 3.2. Our theoretical results, first that the BIZ procedure satisfies the IZ guarantee when the variance is known and is either common across alternatives or has an integer multiple structure, and second that it has tight worst-case preference-zone PCS bounds in continuous time, are given in Section 4. To support this analysis, a continuous-time generalization of the discrete-time BIZ procedure is also given. Section 5 gives numerical results, including a comparison with the KN procedure of Kim and Nelson (2001) and the P ⇤ B procedure of Bechhofer et al. (1968) .
Indi↵erence-Zone Ranking and Selection
We have k alternative simulated systems, among which we would like to select the best. Samples from system x 2 {1, . . . , k} are normally distributed and independent, over time and across alternatives. Let µ x and 2 x be the mean and variance of this sampling distribution. Let µ = (µ 1 , . . . , µ k ) and = ( 1 , . . . , k ) be the corresponding vectors of sampling means and variances. Together, the pair µ, are referred to as a system configuration. Our goal is to observe samples sequentially over time to find which alternative is the best, in the sense of having the largest µ x . Let t = 0, 1, 2, . . . index time, and let Y tx be the sum of the samples observed from alternative x by time t, so that Y tx is a discrete-time random walk with N (µ x , 2 x ) increments and Y 0x = 0. For any set A ✓ {1, . . . , k} let Y tA be the vector (Y tx : x 2 A), and Y t be the vector Y t = (Y t1 , . . . , Y tk ). Any R&S procedure observes samples over time, either adaptively or deterministically, and either choosing to sample all of the alternatives at each time, or only a subset. Based on these samples, the procedure eventually stops sampling and selects an alternative as its estimate of the best. Call the selected alternativex. The goal in designing an R&S procedure is to take as few samples as possible, while still accurately selecting the best alternative.
We now define the indi↵erence-zone guarantee, which is a statistical guarantee on the quality of the solution produced by an R&S procedure. First, we define the probability of correct selection as PCS(µ, ) = P µ, ⇢x 2 arg max
where P µ, is the probability measure under which samples from system x have mean µ x and variance 2 x . In the common-variance case, when 2 x = 2 for all x, we write PCS(µ, ) in place of PCS(µ, ) and P µ, in place of P µ, . Then, we define the preference zone (PZ), parameterized by > 0, to be the set PZ( ) = µ 2 R k : µ [k] µ [k 1] ,
. . . µ [1] are the sorted components of µ. This is the set of system configurations under which the best alternative is better than the second best by at least . The complement of the preference zone is called the indi↵erence zone, and is the set of system configurations in which we are indi↵erent between the best and second best alternatives.
Then, a procedure meets the indi↵erence-zone (IZ) guarantee at P ⇤ 2 (1/k, 1) and > 0 if PCS(µ, ) P ⇤ for all µ 2 PZ( ).
We assume that P ⇤ > 1/k because IZ guarantees for smaller values of P ⇤ can be met by choosinĝ
x uniformly at random from among {1, . . . , k} without observing any samples. In this definition, whether a procedure meets the IZ guarantee depends upon , although procedures that satisfy the IZ guarantee are usually designed to do so for all 2 R k ++ .
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In this section we define the Bayes-inspired IZ procedure (BIZ), and summarize the theoretical results shown later in Section 4. This procedure is developed using a Bayesian motivation, although the PCS bounds and IZ guarantee that we show are non-Bayesian. We first define a version for known common variance in Section 3.1, and then generalize to unknown and/or heterogeneous variances in Section 3.2. The BIZ procedure as described in this section operates in discrete time.
In support of theoretical analysis, Section 4 provides generalizations of this discrete-time procedure that may operate in discrete or continuous time.
The BIZ Procedure with Known Common Variance
We first define the Bayes-inspired indi↵erence zone (BIZ) procedure for the case of common known variance, when 2 x are all equal to the constant 2 . In Section 4, we show that this procedure satisfies the IZ guarantee, with tight bounds on worst-case preference-zone PCS in continuous time.
Below, in Section 3.2, we generalize to heterogeneous and/or unknown sampling variances.
BIZ is an elimination procedure. It maintains a list of alternatives that are in contention, and at each point in time, it takes one sample from each alternative in this set. Initially, all alternatives are in contention, and over time, as samples are observed, alternatives are eliminated. Once an alternative is eliminated, it may not come back into contention, and will not be considered for selection when sampling stops. When all but one alternative has been eliminated, this remaining alternative is selected as the best. In contrast with non-elimination procedures, which sample every alternative at every time, elimination procedures may eliminate bad alternatives quickly to reduce sampling e↵ort.
BIZ is parameterized by the values P ⇤ 2 (1/k, 1) and > 0 for which we desire an IZ guarantee, and a parameter c satisfying
(1)
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The parameter c determines how aggressively we eliminate alternatives, and its choice is discussed below in Section 3.3. We recommend setting it to its maximum value, 1 (P ⇤ ) 1 k 1 . The procedure also depends on the sampling variances
For each t, x 2 {1, . . . , k}, and subset A ✓ {1, . . . , k}, we define a function
In Section 4, this expression is shown to be equal to a Bayesian posterior probability that alternative
x is the best, given Y t , and given that the best is in the subset of alternatives A. The BIZ procedure for known common sampling variance is then defined by Alg. 1.
Algorithm 1 BIZ for known common sampling variance, in discrete time
while min x2A q tx (A)  c do
4:
Let x 2 arg min x2A q tx (A).
5:
Let P P/(1 q tx (A)).
6:
Remove x from A.
7:
end while
8:
Sample from each x 2 A and add this sample to Y tx to obtain Y t+1,x . Then increment t.
9: end while 10: Selectx 2 arg max x2A Y tx as our estimate of the best.
The set A is the set of alternatives in contention, and is initially set to contain all of the alternatives in Step 1. Alternatives can be eliminated either in Step 6, or by the final selection in
Step 10, which e↵ectively eliminates all remaining alternatives except the one selected. These eliminations are performed based on the current value of (q tx (A) : x 2 A), and an adaptively updated Article submitted to Operations Research; manuscript no. OPRE-2011-09-480 threshold P . The threshold P , which is initially set to P ⇤ , can be interpreted as a Bayesian posterior probability of selecting the best that we must achieve to stop sampling.
Motivation:
We motivate the BIZ procedure as follows. First, consider elimination resulting from exiting the outer "while" loop in Step 2 and going to Step 10. Recall that q tx (A) can be interpreted, in a Bayesian setting, as the posterior probability that x is the best (given that the best is in our contention set). The quantity P is a threshold on the probability of correctly selecting the best that we must achieve to stop sampling. In Step 2, if an alternative exceeds the this threshold P , then we exit the loop and select it as best in Step 10. Now, consider elimination resulting from entering the inner while loop in Step 3 and going to
Step 7. The quantity min x2A q tx (A) is this posterior probability for the alternative in contention that is least likely to be the best. The inner while loop, Step 3, checks whether this minimal posterior probability is below the threshold c, and if it is, eliminates this alternative by removing it from A in steps 4 to 7. In addition to removing this alternative from A, the threshold P is increased, to account for the fact that we may have incorrectly removed the best alternative from A, and should strengthen the criteria that we must meet in Step 2 to stop.
The behavior of this algorithm is illustrated in Figure 1 . The example illustrated has k = 4 alternatives. The lower threshold c is plotted as a horizontal line, and the upper threshold P is plotted as a line with jumps. The posterior probability q tx (A) for each alternative x is also plotted versus time t. The figure uses the additional notation ⌧ n to indicate the time at which the nth elimination occurs, and Z n to indicate the alternative eliminated. Starting from time t = 0, the contention set A contains all 4 alternatives and we plot q tx (A) for each. At time ⌧ 1 , min x2A q tx (A) hits the lower threshold c and the alternative Z 1 achieving this minimum is eliminated. The values q tx (A) jump at this time, as an alternative is removed from A. This jump is small for the two alternatives with small posterior probabilities q tx (A), but is larger for the one alternative with a higher value. The threshold P also jumps.
Moving forward from time ⌧ 1 , three alternatives remain in A, and we plot q tx (A) for each. A second alternative is eliminated at time ⌧ 2 when its posterior probability q tx (A) hits threshold c. (At the same time, the largest posterior probability comes very close to the upper threshold, but does not hit it.) After time ⌧ 2 , posterior probabilities q tx (A) are plotted for the two remaining alternatives, until an alternative meets the upper threshold P (marked "Final selection"). At this time, the alternative whose q tx (A) hits the upper threshold is selected as best, and sampling stops.
The BIZ Procedure with Heterogeneous and Unknown Sampling Variances
While Section 3.1 assumed a common known sampling variance 2 x = 2 , sampling variances are often heterogeneous and unknown in practice. In this section, we generalize the BIZ procedure to handle heterogeneous sampling variances, in both variance-known and variance-unknown settings.
When the variances are known and are integer multiples of a common value, this procedure retains the IZ guarantee of the known common-variance BIZ procedure. The continuous-time version of this procedure presented in Section 4.5 also retains the IZ guarantee, with a tight worst-case preference-zone PCS bound. However, in discrete time, when the variances are unknown or lack an integer multiple structure, we do not have a proof that it satisfies the IZ guarantee. Instead, in this setting, we present this procedure as a heuristic. Algorithm 2 Discrete-time implementation of BIZ, for unknown and/or heterogeneous variances. 1: For each x, sample alternative x n 0 times and set n 0x n 0 . Let Z 0x and b 2 0x be the sample mean and sample variance respectively of these samples. Let t 0.
2: Let A {1, . . . , k}, P P ⇤ , t 1.
Let x 2 arg min x2A b q tx (A).
6:
Let P P/(1 b q tx (A)).
7:
Remove x from A. Let z 2 arg min x2A n tx / b 2 tx .
10:
For each x 2 A, let n t+1,x = ceil
11:
For each x 2 A, if n t+1,x > n tx , take n t+1,x n tx additional samples from alternative x. Let Z t+1,x and b 2 t+1,x be the sample mean and sample variance respectively of all samples from alternative x thus far.
12:
Increment t.
13: end while 14: Selectx 2 arg max x2A Z tx /n tx as our estimate of the best.
for some > 0, we have t = t = n tx / 2 x , terms cancel, and Y 0 tx is exactly equal to its approximation. Below, in Section 4.5, we analyze special cases in which this occurs and show that, in these situations, Alg. 2 satisfies the IZ guarantee, and does so with a tight bound on worst-case preference-zone PCS in continuous time. 
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B as a Special Case
When c = 0 and variances are known and common, the discrete-time BIZ procedure is equivalent to the non-elimination procedure P ⇤ B introduced by Bechhofer et al. (1968) . This can be seen as follows: Because Y tx is almost surely finite at any fixed t, q tx (A 0 ) > 0 almost surely. Thus, in
Step 3 of Alg. 1, min x2A q tx (A) > 0 = c, the loop from Steps 4 to 7 will never execute, and A = {1, . . . , k} and P = P ⇤ . The resulting procedure is then no longer an elimination procedure, and takes one sample from every alternative at each point in time. It stops and selects the alternative with the largest sample mean at the first time t for which max x=1,...,k q tx ({1, . . . , k}) P ⇤ . This is exactly the P ⇤ B procedure of Bechhofer et al. (1968) . The parameter c determines the trade-o↵ between the number of stages of sampling and the overall number of samples taken. When c = 0 the procedure does no elimination. When c > 0, the procedure eliminates alternatives, with larger c causing more aggressive elimination, decreasing the number of samples and increasing the number of stages. In highly parallel computing environments, and some biological and agricultural applications, one can evaluate many alternatives simultaneously, and the focus is on minimizing the number of stages. In simulation, however, when the number of alternatives is large compared to the parallelism in one's computing environment, the focus is on minimizing the number of samples taken.
In Section 5 we compare the number of samples taken by BIZ with c at its maximum value, 
Theoretical Analysis
In this section, we present our theoretical results: that IZ guarantees hold for Alg. 1 and, if variances are known and have a special structure, Alg. 2; and that continuous-time generalizations of these procedures have tight bounds on worst-case preference-zone PCS. 
Generalization to Continuous Time: Observation Process
Although the R&S problem occurs in discrete time in practice, our theoretical analysis relies on a generalization in which observations occur in continuous time, while decisions about eliminating alternatives or stopping to select the best are made at any of a predetermined set of decision points.
When this set of decision points is the non-negative integers Z + = {0, 1, . . .}, we recover the discretetime BIZ procedure. When it is the non-negative reals R + = [0, 1), we obtain a continuous-time version of BIZ, which we later show has tight worst-case bounds on preference-zone PCS.
Recall from Section 2 that, in discrete time and under P µ, , the sum of all samples from alternative x by time t, given in the stochastic process (Y tx : t 2 Z + ), is a discrete-time random walk with N (µ x , 2 x ) increments. We generalize this by letting (Y tx : t 2 R + ) be a Brownian motion under P µ, starting from 0, with drift µ x , volatility x , and independence across x. This is consistent with the previous definition of Y tx at integer times t, since (Y tx : t 2 Z + ) continues to be a discrete-time random walk with N (µ x , 2 x ) increments. As before, for each A ✓ {1, . . . , k} we let
. We let F = (F t : t 2 R + ) be the filtration generated by (Y t : t 2 R + ). In the continuous-time setting, we assume that the variances are known. If they are not known, they can be estimated with perfect accuracy from a sample path (Y tx : 0  t  ✏) for any ✏ > 0.
Generalization to Continuous Time: The BIZ Procedure with Common Variance
We now generalize the BIZ procedure for known common variance in discrete time (Alg. 1) to include the continuous-time setting. In this section, we assume 2 x = 2 for all x, with 2 known.
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Article submitted to Operations Research; manuscript no. OPRE-2011-09-480 This generalized BIZ procedure includes a parameter T which is a set of decision points, and is set to either R + or Z + . Setting T = R + provides a continuous-time procedure, while setting T = Z + recovers the discrete-time procedure Alg. 1.
To define this generalized BIZ procedure, we recursively define a sequence of stopping times
. . , Z k 1 and P 0 , P 1 , . . . , P k 1 , and random sets
We first define ⌧ 0 , A 0 and P 0 as
Then, for each n = 0, 1, . . . , k 2, we define ⌧ n+1 , Z n+1 , A n+1 and P n+1 recursively given ⌧ n , A n , and P n as
Finally, with these quantities defined,x is the single alternative in A k 1 ,
In this definition, the times ⌧ 1 , . . . , ⌧ k 1 are times at which alternatives are eliminated, the random variables Z 1 , . . . , Z k 1 are the alternatives eliminated at these times, and A n is the set of alternatives in contention starting at time ⌧ n . The random variables P 0 , . . . , P k 1 are thresholds our posterior probability of being best must achieve to allow us to stop sampling. The times at which alternatives are eliminated has a particular structure: Initially, elimination occurs because min x2An q tx (A n )  c, i.e., because this posterior probability of being best fell below the lower threshold c. Eventually though, an elimination occurs because max x2An q tx (A n ) P n , i.e., because an alternative's posterior probability of being best exceeded the upper threshold P n . At this time, Lemma 6 below shows that all alternatives except one are eliminated simultaneously, ⌧ n+1 = ⌧ n+2 = · · · = ⌧ k 1 , and that the one alternative remaining in A k 1 (which is selected as best) is the one whose q tx (A n ) satisfied
We define a random variable M so that the time at which this occurs is ⌧ M = ⌧ n+1 , and the M th through the (k 1)st eliminations occur simultaneously in this way. When T = Z + , the algorithm defined by (4) is identical to Alg. 1. We see this as follows. The stopping time ⌧ n is the value of t in Alg. 1 at the time when the nth alternative is eliminated, either explicitly in Step 6 (if n < M), or implicitly in Step 10 (if n M ). For 1  n < M, at time ⌧ n , we go through the inner while loop (Steps 2 through 7) for the nth time. The alternative x chosen for elimination in Step 4 is Z n ,
Step 5 takes P from P n 1 to P n , and Step 6 takes A from A n 1 to A n . At time t = ⌧ M , the condition of the outer while loop checked in
Step 2 fails to be satisfied, and Alg. 1 goes to Step 10 and selects arg max
, which Lemma 6 below shows is the same as the selectionx made by the procedure defined by (4).
In (4b), the choice among the arg min set for Z n+1 does not a↵ect the analysis, but we set Z n+1 to be the alternative with the smallest index in that set. When ⌧ n+1 = 1, we choose P n+1 = 1 and Z n+1 uniformly at random from A n , although again this choice does not a↵ect the analysis because later in Lemma 4 we show that ⌧ n+1 < 1 almost surely under any P µ, . The claim that each ⌧ n is a stopping time is justified in Section 4.3, in Lemma 5.
This definition of BIZ in continuous time also provides an extension of P ⇤ B to continuous time, obtained by setting c = 0. The resulting procedure can be simplified, as is shown below in Lemma 7, to a procedure that samples from all alternatives, eliminating none, until a selection is made at
This time can be written
When T = Z + , this is the original discrete-time P ⇤ B procedure of Bechhofer et al. (1968) .
Preliminaries for the Proofs
In this section, we present definitions and preliminary results that support our main theoretical results for the common variance setting in Section 4.4. We continue to assume that 2 x = 2 for all x, with 2 known.
Article submitted to Operations Research; manuscript no. OPRE-2011-09-480 We first construct a probability measure Q under which the vector of sampling means is chosen at random according to a prior distribution. To indicate that the vector of sampling means under Q is random, and may di↵er from the true vector of sampling means µ, we denote it by ✓. We emphasize that Q is a mathematical construct that we use to analyze the BIZ procedure, and is di↵erent from the true sampling distribution P µ, . We construct Q as follows. Let X ⇤ be chosen uniformly at random from among 1, . . . , k, and let ✓ X ⇤ = . Let ✓ x = 0 for all x 6 = X ⇤ . Configurations of the form ✓ X ⇤ ✓ x = for some parameter > 0 are called slippage configurations in the R&S literature, and slippage configurations in which = are often the most di cult configurations under which to select correctly.
We then define a family of probability measures that includes and generalizes Q. For each u 2 R k
.) Given ✓, we let each (Y tx : t 2 R + ) be an independent Brownian motion under Q u with drift ✓ x and volatility . Defining
, we have Q = Q u , so this definition generalizes the previously defined Q. The following lemma provides an expression for the posterior probability that a specified alternative x 0 has the largest sampling mean, given the prior Q u and partial information about the permutation R. Proofs of this and other lemmas may be found in the appendix.
arg max x u x . Let R be the (random) set of permutations r with R(x) = r(x) for x / 2 A. Then,
If R contains no permutations r with r(x 0 ) = r ⇤ , then the numerator in this expression is 0.
Lemma 1 has as a consequence Lemma 2 below, which gives the posterior probability under Q that alternative x has the best sampling mean, given that the best is in a specified set A.
This expression is exactly q tx (A) (with x 0 in place of x), defined earlier in (2). As discussed in
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The expression is una↵ected if we also condition on (R(x))
Later, we also use the following monotonicity result. Its proof involves algebraic manipulations of expressions from Lemmas 1 and 2.
Lemma 3. Suppose
. . , k}, and
for each x 2 A, and
Our results also require the following pair of technical lemmas. The first states that, with probability 1, the BIZ procedure takes finitely many samples. Its proof employs a standard geometric decay argument. The second states that the elimination times are stopping times of the filtration generated by the observation process Y , and uses elementary manipulations of events.
Lemma 5. For each n = 0, 1, . . . , k 1, ⌧ n defined by (4) is a stopping time of F.
In Section 4.2, we stated that, at the first elimination time ⌧ n+1 caused by an alternative's q tx (A n ) exceeding P n , all other alternatives are eliminated simultaneously, and this alternative is selected as the best. We describe this behavior more formally in the following lemma, whose statement uses the definition of the random variable M , OPRE-2011-09-480 so that ⌧ M is the first time at which we eliminate an alternative because max x2A n 1 q ⌧n,x (A n 1 ) exceeds P n 1 .
Lemma 6. Suppose 2 x = 2 > 0 8x. Then, for any µ 2 R k , the following statements hold almost
Lemma 6 allows us to formally state the previously claimed simplification of BIZ when c = 0, from the discussion in Section 4.2 of the P ⇤ B procedure.
We may now state two lemmas, which together constitute the proof of the main result in Section 4.4. These lemmas use CS = {x 2 arg max x ✓ x , ⌧ k 1 < 1} to denote the event of correct selection. Lemma 8 shows that the non-Bayesian probability of correct selection PCS(u, ) is identical to the probability of correct selection under the Bayesian prior Q u . The proof follows a symmetry or "equalizing" argument.
. Furthermore, PCS(u, ) is invariant to translations and permutations of u.
Lemma 9 shows that the conditional Bayesian PCS is bounded below by the random variable P n 1 , with equality in the case of continuous-time sampling and prior Q.
Lemma 9. Suppose 2 x = 2 > 0 8x. Then, for each n = 1, . . . , k 1 and each u 2 PZ( ),
If T = R + and u = [ , 0, . . . , 0] then this inequality holds with equality. 
Theoretical Results for the Common Variance Setting
Using the preliminary results from the previous section, we now state and prove our main result common known variances, Theorem 1. The first statement shows that the BIZ procedure satisfies the IZ guarantee in both discrete and continuous time. The second statement in the theorem shows that, in continuous time, the bound on the worst-case preference-zone PCS of the BIZ procedure is tight. This second statement can be interpreted as showing that any slack in the PCS bound for BIZ in discrete time is due to the gap between the time at which the continuous-time procedure
would eliminate an alternative and the next integer-valued time.
, and
Then, under the BIZ procedure defined by (4),
Proof: Let µ 2 PZ( ). Let µ 0 be a permutation of µ such that µ 
Furthermore, u 2 PZ( ). Since X ⇤ 2 A 0 and M 1 with probability 1, and the complement of A 0 is empty, taking n = 1 in Lemma 9 shows
Then, the tower property of conditional expectation provides
where E Qu is the expectation under Q u . Combining (7) and (9) provides PCS(µ, ) P ⇤ .
Frazier OPRE-2011-09-480 We have shown that PCS(µ, ) P ⇤ for all µ 2 PZ( ). This shows that inf
To see that the infimum is equal to P ⇤ when T = R + , consider µ = u = [ , 0, . . . , 0]. Lemma 9 shows that, in this case, the inequalities in (8) and (9) are actually equalities. Combining equality in (9) with the equality (7) shows that PCS([ , 0, . . . , 0], ) = P ⇤ , implying inf
This shows that the infimum must in fact equal P ⇤ . ⇤
The last paragraph of the proof shows that the infimum of the PCS over the preference zone is achieved by the configuration [ , 0, . . . , 0]. The invariance of the PCS to translations and permutations of the configuration shown by Lemma 8 implies that the infimum is also attained by any slippage configuration with parameter . Thus, these slippage configurations are least-favorable for the BIZ procedure with common known variance.
Theoretical Results for the Heterogeneous Variance Setting
We now discuss the heterogeneous known variance setting. We present a continuous-time procedure that is analogous to the discrete-time Alg. 2. This continuous-time procedure satisfies the IZ guarantee and has tight worst-case preference-zone PCS bounds. We then use this fact to show that Alg. 2 satisfies the IZ guarantee when variances are known and have a special integer multiple structure.
For each x let n x (t) = 2 x t. This quantity is the continuous-time analogue of the discretetime quantity n tx in Alg. 2, and in the certain special cases discussed below, n x (t) = n tx for all integer times t. Now define a stochastic process (Y
x . A straightforward computation shows that (Y 0 tx : t 2 R + ) is a Brownian motion with drift µ x and volatility 1/ , so any algorithm that performs R&S in the continuous-time common-variance case can be run on the modified observation processes Y 0 , and the result is a continuous-time R&S algorithm for the original observation process Y . This was also noted for discrete time in Section 3.2.
With this motivation, the continuous-time BIZ procedure for known heterogeneous variances is obtained by applying the continuous-time BIZ procedure for common sampling variances from (4) to the modified observation process Y 0 . More explicitly, this procedure is defined by first setting 
then defining recursively, for n = 0, 1, . . . , k 2,
where q 
and finally letting the selected alternativex be the single entry in A k 1 ,
When sampling variances are identically equal to 2 across alternatives and = 1/ 2 , we have
, and the procedure defined by (10) is identical to (4). The following theorem shows that this procedure satisfies the IZ guarantee, and its worst-case preference-zone PCS bound is tight in continuous time. This is true even when sampling variances di↵er from each other. 
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Article submitted to Operations Research; manuscript no. OPRE-2011-09-480 Letx be the selection decision defined by (4) using 2 = 1/ , and the same specified values of P ⇤ , , c, and T. The distribution of Y 0 under P µ, is equal to the distribution of Y under P µ, . Consequently, the distribution ofx under P µ, is equal to the distribution ofx under P µ, . This implies that P µ, x 2 arg max x µ x = P µ, {x 2 arg max x µ x }. The result then follows from applying Theorem 1 to P µ, {x 2 arg max x µ x }. ⇤ While (10) is directly implementable in continuous time, it is more di cult to apply in discrete time. While one can set T to Z + in (10), the resulting procedure is not always implementable in discrete time. The reason is that (10) requires observations of Y nx(t),x for t 2 T. If n x (t) = 2 x t can fail to be an integer for some t 2 T, then these observations may be unavailable in discrete time.
However, if the variances have a special integer multiple structure, then (10) is implementable in discrete time, and is equivalent to Alg. 2. In particular, suppose the variances 2 x are known and satisfy 2 x = a x 2 for some common 2 and integers a 1 , a 2 , . . . , a k . If we set = 1/ 2 and T = Z + , then n x (t) = a x t is always an integer for t 2 Z + , and all observations of Y nx(t),x required by (10) are available in discrete time. Furthermore, in this case, (10) is identical to Alg. 2 with parameters B x = a x , n 0 = 0, and b 2 x = 2 x . A direct consequence of this and Theorem 2 is that Alg. 2 satisfies the IZ guarantee, in this special case. We have just shown the following corollary to Theorem 2. 
Outside of the common variance setting, the integer multiple structure assumed by Corollary 1 is unlikely to appear in practice. Also, in practice one would set B x to 1, rather than to the values assumed by Corollary 1, to improve the responsiveness of the algorithm and reduce expected sample sizes. Thus, while Corollary 1 provides insight into the behavior of Alg. 2, it is not designed to provide an IZ guarantee that directly applies to how this algorithm is used in practice. Instead, we 
Numerical Results
We demonstrate the performance of the BIZ procedure in discrete time with maximum elimination (c = 1 (P ⇤ ) 1 k 1 ) on standard test problems, and compare it to another leading IZ procedure, the KN procedure of Kim and Nelson (2001) , first on problems with common known sampling variance, then on problems with common unknown sampling variance, and finally on problems with heterogeneous unknown sampling variance.
The KN procedure improves over previously proposed IZ procedures in a number of configurations (Kim and Nelson 2001) , and the KN family of procedures has been regarded by Kim and Nelson (2006) In problems with known variance, we modify KN from its original version in Kim and Nelson (2001) to take advantage of knowing the variance. Where the original procedure uses estimates of the variance, the modified procedure uses the actual value. The modified procedure also uses the tighter constant (h ⇤ ) 2 = 2c⌘ ⇤ in place of the parameter h 2 from Kim and Nelson (2001) , where c = 1, and
. We set n 0 = 1. This modified procedure is the same as the P procedure in Wang and Kim (2012) , and when used in common variance configurations, the same as Paulson's procedure Paulson (1964) . In problems where the sampling variance is unknown, we use KN as originally described in Kim and Nelson (2001) , with c = 1 and n 0 = 100.
We also compare to the P ⇤ B procedure of Bechhofer et al. (1968) , which is BIZ with no elimination, as described in Section 3.3. In our figures, we denote the P ⇤ B procedure by BKS, the initials of the authors of Bechhofer et al. (1968) .
We examine both the PCS and the expected total number of samples taken, denoted E[N ]. We emphasize that N counts the total number of samples taken, and so a procedure without elimination and µ x = 0 for x 6 = 1. For many procedures, including BIZ and KN, a slippage configuration with parameter is the configuration in the preference zone in which correctly selecting the best is most di cult, and is often used as a test case to better understand the behavior of R&S procedures.
Here, = 1, x = 2 = 100, and P ⇤ = 0.9. Experiments were performed at k = 2, 3, . . . , 8, and then at integral powers of 2 up to k = 2 14 = 16, 384.
PCS under this SC is shown in the right-hand panel of Row 1. We know from their IZ guarantees that PCS for all three procedures is bounded below by the target probability P ⇤ = 0.9. Apparent deviations below 0.9 are due to estimation error -standard errors for PCS reported for BIZ and BKS are approximately p 0.9 ⇥ 0.1/10 4 = .003. Under KN, which has a loose worst-case preferencezone PCS bound and which over-delivers on PCS for large problems, PCS quickly rises away from P ⇤ as the number of alternatives grows. In contrast, under BIZ and BKS, PCS remains close to P ⇤ . The proximity of PCS to the target shows that, although the lower bound on worst-case preference-zone PCS given in Theorem 1 is no longer tight as we move from continuous to discrete time, the bound remains nearly tight in discrete time, at least in the settings tested. samples in expectation, while BIZ takes (7.574 ± .003) ⇥ 10 6 . The number of samples taken by KN is 3 times larger than the number taken by BIZ.
Although both BIZ and BKS deliver a PCS that is close to the target, BIZ requires many fewer samples than BKS (a factor of 4.4 times fewer samples at k = 16, 384) because of its ability to eliminate poor alternatives early. This ability and its associated improvement in sampling e ciency, while clearly present, is relatively modest here in this slippage configuration where all of the
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MDM:
Row 2 of Figure 2 shows performance under the monotone decreasing means (MDM) configuration, in which µ x = x. Unlike a slippage configuration in which the best is exactly better than the second best, where it is di cult to tell the best alternative from the others, the MDM configuration allows easier identification of the best alternative. As with the SC considered previously, = 1, x = 2 = 100, P ⇤ = 0.9, and experiments were performed at k = 1, 2, 3, . . . , 8, and then at integral powers of 2 up to k = 2 14 = 16, 384.
In the right-hand panel of Row 2, we again see that KN's PCS grows quickly away from the target, and is indistinguishable from 1 for k > 100 on the scale at which the figure is plotted. In contrast, RPI: Row 3 of Figure 2 shows performance of KN and BIZ on random problem instances (RPI).
To generate a single random problem instance, we first choose k = ceil(exp(U )), where U is uniform between 0 and log(16, 384), and ceil(x) is the smallest integer greater than or equal to x. When generated in this way, k 2 with probability 1. We then generated the sampling mean of each of the k alternatives randomly from an independent normal distribution with mean 0 and variance 0.25. Those sampling means that are not best, but are within of the best, are then rounded down to be exactly from the best. This ensures that the configuration is in the preference zone. Here, 2 = 100, = 0.5, and P ⇤ = 0.8. We generated 75 random problem configurations in this way.
The right-hand panel of Row 3 shows that PCS under both procedures for each problem instance is at or above P ⇤ = 0.8, as predicted by the theory. (There is one configuration with an estimated BIZ PCS of 0.797 ± .004, which is below 0.8, but not by a statistically significant margin.) In this RPI setting (as in the SC and MDM settings), KN's PCS is larger than that of the BIZ procedure, and it becomes extremely close to 1 as k increases. On several large problem configurations, KN selected correctly on every one of the 10, 000 independent replications. This indicates extreme over-delivery. In contrast, BIZ's PCS is lower than that of KN, and is evenly distributed within the interval [P E[N ]/k under BIZ initially increases with k, taking an average value near 800 at k = 10, and then declines for k 10 down to near 600 for the largest problems. In contrast, the average number of samples taken by KN is near 1400 at k = 10, and rises to near 2000 at k = 16, 384. Here again, BIZ's ability to deliver a PCS that is closer to the target allows it to take fewer samples.
Common unknown variance: Figure 3 shows the performance of KN and BIZ (Algorithm 2) on the configurations SC, MDM, and RPI, with unknown sampling variance. Although the vari- 29 ance is common across the alternatives, this fact is unknown to the algorithms. In this situation, we set n 0 = 100 for both KN and BIZ, and set B x = 1 for BIZ. Quantities are estimated using 10, 000 independent replications. Performance trends from the common known variance setting are apparent here as well: compared with KN, BIZ has a PCS that is closer to the target of P ⇤ = 0.9, and takes fewer samples. One di↵erence appears in the MDM configuration: the limiting value of E[N ]/k as k grows is n 0 = 100, because each alternative must be sampled at least n 0 times. These experimental results show that BIZ works well, even when the variance is unknown, at least in the settings investigated. In each configuration, performance quantities were estimated with 10, 000 independent replications. Again, BIZ performs well on these problem configurations, providing a PCS closer to P ⇤ and taking fewer samples than KN, providing evidence that BIZ's performance is robust to both unknown and heterogeneous variance.
Additional numerical experiments: Additional numerical experiments investigating the probability of good selection (Nelson and Banerjee 2001) for configurations outside the preference zone are presented in the appendix. 
Conclusion
We have developed a new IZ procedure, called the Bayes-inspired IZ (BIZ) procedure. In continuous time, our lower bound on its worst-case preference-zone probability of correct selection is tight, and in discrete time, numerical experiments demonstrate that our lower bound is close to the procedure's true worst-case probability of correct selection. This is the first sequential elimination procedure with tight worst-case preference-zone bounds on probability of correct selection for more than 2 alternatives.
These theoretical results assume that the sampling variances are known, and have a particular integer multiple structure. In practice, sampling variances are unknown and do not possess an integer multiple structure, but numerical experiments suggest that the procedure's performance is robust to violations of these assumptions.
The tightness of this lower bound allows the procedure to take fewer samples than other IZ procedures, especially for problems with large numbers of alternatives. While the BIZ procedure takes only as many samples as is required to meet the desired lower bound on probability of correct selection, other procedures like the KN procedure of Kim and Nelson (2001) deliver a true probability of correct selection that is much larger than requested, and consequently take many more samples than is needed. Thus, having a tight lower bound improves e ciency and allows the BIZ procedure to select the best with fewer samples.
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Proof of Lemma 1. The suppositions u r⇤ = max x u x and u 2 PZ( ) imply u r⇤ > u x for all x 6 = r ⇤ . This implies that the event X ⇤ = x 0 is identical to the event R(x 0 ) = r ⇤ .
Before computing the probability that R(x 0 ) = r ⇤ , we first compute the probability that R = r for a generic r. Consider any fixed permutation r of the integers {1, . . . , k}. By Bayes rule, the conditional probability 
where c(r, y) = (2⇡ 2 )
i . Because r 2 R is a permutation of u with fixed values for (r(x))
x / 2A , it follows that
is identical for all r 2 R. Furthermore,
does not depend upon r, so c(r, y) is identical for all r 2 R.
This allows us to rewrite the likelihood as
Now let r vary over R. Because the event {R(x 0 ) = r ⇤ } is the union of all the events {R = r} with r(x 0 ) = r ⇤ , and only those r 2 R have nonzero likelihood, we have
which recovers the claimed expression.
Proof of Lemma 2. Recall that Q = Q u , where u = [ , 0 . . . , 0] 2 PZ( ). Let R be as defined in Lemma 1 and let r ⇤ = 1 2 arg max x u x . Then, the expression from Lemma 1 provides an expression for
Frazier: IZ R&S with Tight Bounds on Probability of Correct Selection Article submitted to Operations Research; manuscript no. OPRE-2011-09-480 33 On the event X ⇤ 2 A, and for r 2 R, P x2A Y tx u r(x) = Y t,r 1 (r⇤) since u r(x) = 0 for all x except the alternative r 1 (r ⇤ ) which is best under permutation r, and u r 1 (r⇤) = . The event X ⇤ 2 A is measurable given (R(x))
x / 2A because X ⇤ 2 A i↵ R(x) 6 = r ⇤ for all x / 2 A. On this event, the expression from Lemma 1 becomes
where a x = | {r 2 R : r(x) = r ⇤ } | is the number of elements of R in which a given alternative x is the best. Since a x = (|A| 1)! is constant for all x 2 A on the event X ⇤ 2 A, we cancel it to obtain
Finally, this expression does not depend upon (R(x))
x / 2A , and so
Proof of Lemma 3. Without loss of generality we assume that max x u x = . If this is not the case, then we add the constant max x 0 u x 0 to each u x , which does not change the value of
We will show that Q {X ⇤ =x | B}  Q u {X ⇤ =x | B}, which is su cient to show (5) because
This quantity is well-defined because
Article submitted to Operations Research; manuscript no. OPRE-2011-09-480 enough to show that f u (x)  f (x) for each x 2 A. This follows trivially for x =x, so we now consider x 6 =x. Let x 0 2 A with x 0 6 =x. We have, by Lemmas 2 and 1, where R and r ⇤ are as defined in Lemma 1,
Multiplying through by the strictly positive quantity
shows that the sign of this expression for [f
1 is the same as the sign of
The second line uses that the values of r(x) for x 2 A \ {x, x 0 } are the same between the two sums P r2R:r(x)=r⇤,r(x 0 )=j and P r2R:r(x 0 )=r⇤,r(x)=j . The third line uses that u r⇤ = . Consider the sign of the last term, exp(u j y
Thus, the sign of (11) is nonnegative, which shows that
for each x, which shows (5).
The proof of (6) follows a similar argument, but withx 2 arg min x2A y x . In this case, f u (x) f (x) for each x 2 A because yx  y x 0 implies that exp(y (11) is nonpositive.
Frazier: IZ R&S with Tight Bounds on Probability of Correct Selection Article submitted to Operations Research; manuscript no. OPRE-2011-09-480 35 Proof of Lemma 4. We will show recursively that ⌧ n < 1 a.s. for each n = 0, 1, . . . , k 1. The statement holds for ⌧ 0 = 0. Now suppose that ⌧ n < 1 a.s. for some n  k 2, and we will show that ⌧ n+1 < 1 a.s. Define a random variable a = 2 1 log((k 1)P n )/(1 P n )). If n = 0 then P n = P ⇤ 2 (0, 1), implying a is finite. If n > 0, then
< 1, implying P n 2 (0, 1) and a is finite. Fix a deterministic time t 0, let ⌧ 0 = ⌧ n + t, and letx be any F ⌧ 0 -measurable random variable that is almost surely in A n . Consider the event that ⌧ n < 1 and Y
x 2 A n \ {x} and
The value of a was chosen to make this last equality with P n hold. Thus, on the event considered,
We now definex 2 arg max x2An Y ⌧ 0 ,x , which is F ⌧ 0 -measurable and is almost surely in A n . The previous discussion implies
This implies that
where the second line follows from the fact Y
,x and the third line follows from the independence of increments of Y sx under P µ, . The probability P µ, {Y
,x , exceeding 0. This probability is (µx/ 2 ), which is bounded below by 
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a, exceeding 0. This probability is ( (a+µ x )/ 2 ), and is bounded below by ( (a+
Thus, replacing ⌧ 0 with ⌧ n + t,
Let ✏ be the quantity on the right-hand side of this inequality. ✏ < 1 is an F ⌧n -measurable random variable that does not depend on t.
By repeated application of this inequality, we have for any finite t that P µ, {⌧ n+1 > ⌧ n + t | F ⌧n }  (1 ✏) t , which vanishes in the limit as t ! 1. This implies that P µ, {⌧ n+1 = 1} = 0.
Proof of Lemma 5. We show the claim using induction. It is trivially true for ⌧ 0 = 0. Now suppose the claim is true for some n, and we show that it holds for n + 1. To show that ⌧ n+1 is a stopping time, it su ces to show that {⌧ n+1  t} is F t measurable for each t 0. Let t 0, and write
The last event in this expression {q sx (A) / 2 (c, P n ) for some s 2 [⌧ n , t] \ T } can be rewritten as S s2Q {s 2 [⌧ n , t] \ T} \ {q sx (A) / 2 (c, P n )} where Q denotes the rational numbers. For the case T = Z + , this follows from T ⇢ Q. For the case T = R + , it follows from the fact that (c, P n ) is an open set, and from the continuity of the sample paths of s 7 ! q sx (A). (This sample-path continuity follows in turn from the continuity of q sx (A) considered as a function of Y s , and the continuity of the sample paths of Y s .) It is convenient to rewrite and summarize this as
On the event {M k 1}, where the first inequality is due to P n = P n 1 /(1 min x2A n 1 q ⌧n,x (A n 1 ))  P n /(1 c) for n = 1, . . . , k 2 on {M k 1}, and the second inequality is due to c  1 (P ⇤ ) 1/(k 1) . This implies
implying that if (15) holds, so does (14). The fact that at least one of (15) and (14) holds implies that (14) holds, which implies that (12) holds. This shows part (a).
We claim that, for n = M, M + 1, . . . , k 1, the following statements hold:
(iii) max x2A n 1 q ⌧n,x (A n 1 ) P n 1 . We show this by induction on n.
We first consider the base case, n = M . In this case, (i) follows trivially. (ii) follows because We now show the induction step. Suppose that (i), (ii), and (iii) hold for some n 2 [M, k 2].
We show they also hold for n + 1. We have, by (ii) for n,
The first term of (16) satisfies exp( 2 Y ⇤ )/ P x2A n 1 exp( 2 Y ⌧n,x ) = max x2A n 1 q ⌧n,x (A n 1 ) P n 1 , where we have used (iii) for n. We rewrite the ratio in the second term of (16) This and the definition of ⌧ n+1 implies that ⌧ n+1 = ⌧ n , implying in turn that (i) and (iii) are met for n + 1. Combining the two terms of (19), we obtain
with equality if u = [ , 0, . . . , 0] and T = R + . Thus, the induction statement holds.
Appendix B: Additional Numerical Results
In Figure 5 we test the performance of BIZ on problem configurations outside the preference zone. Recall that a procedure satisfying the indi↵erence-zone guarantee requires that the lower bound P ⇤ on PCS only be met for problem configurations in the preference zone PZ( ) =
, where the best alternative is better than the second best alternative by at least . For studying problem configurations outside the preference zone, Nelson and Banerjee (2001) suggests that performance be measured by the probability of good selection (PGS),
For configurations in the preference zone, PGS is equal to PCS. But for configurations outside the preference zone, the two quantities di↵er.
A natural generalization of the indi↵erence-zone guarantee would be a lower bound on PGS over all configurations, i.e., a probability of good selection guarantee of the form, PGS(µ, ) P ⇤ for all µ 2 R k + .
A procedure that satisfies this PGS guarantee also satisfies the IZ guarantee, but a procedure satisfying the IZ guarantee does not necessarily satisfy the PGS guarantee.
The numerical results in Figure 5 suggest that the BIZ procedure may satisfy the PGS guarantee, at least in the common known variance case. However, this has not been confirmed theoretically, and doing so is left for future work. The probability of good selection (PGS) plotted as a function of (µ1 µ2)/ for BIZ procedure with common known-variance for problem configurations with k = 3, 10, and 100 alternatives. All configurations considered had µ = [ , µ2, 0, . . . , 0], = 0.5, P ⇤ = 0.9, and = 10. When (µ1 µ2)/ = 1, we have a slippage configuration with parameter . When this quantity is 1, the configuration is in the preference zone, and when it is < 1, it is in the indi↵erence zone.
