In this article, we consider the problem of testing the equality of mean vectors of dimension p of several groups with a common unknown non-singular covariance matrix Σ, based on N independent observation vectors where N may be less than the dimension p. This problem, known in the literature as the Multivariate Analysis of variance (MANOVA) in high-dimension has recently been considered in the statistical literature by Srivastava and Fujikoshi [7] , Srivastava [5] and Schott [3] . All these tests are not invariant under the change of units of measurements. On the lines of Srivastava and Du [8] and Srivastava[6], we propose a test that has the above invariance property. The null and the non-null distributions are derived under the assumption that (N, p) → ∞ and N may be less than p and the observation vectors follow a general non-normal model.
Introduction
The problem of testing the equality of mean vectors of several groups with common unknown nonsingular covariance matrix, the so called MANOVA or multivariate analysis of variance has been considered many times in the statistical literature. For normally distributed observation vectors when the total sample size N is considerably larger than the dimension p of the vector, Wilks [9] likelihood ratio test is commonly used with Box's [2] approximation for the distribution of the test statistic. For dimension p larger than the sample size N , this testing problem has also been recently considered in the literature by Srivastava and Fujikoshi [7] , Srivastava [5] , and Schott [3] for normally distributed observation vectors.
In this article, we consider a general model which includes normal distributions and propose a test that is invariant under the change of units of measurements. That is, the test statistic is invariant under the transformation by non singular diagonal matrices. Thus, without any loss of generality, we assume that the covariance matrix is a correlation matrix Λ = Λ 1/2 Λ 1/2 , where Λ 1/2 is the unique positive definite matrix. Since the MANOVA problem is a special case of the multivariate regression model, we assume that the N × p matrix of observations follow the model
where X is an N × k matrix of known constants of rank k, Θ is a k × p matrix of unknown parameters, k ≤ p, and for ν k ≥ 0,
Here Λ = (λ ij ) = Λ 1/2 Λ 1/2 is the non-singular correlation matrix. For normally distributed u i with zero mean vector and identity covariance matrix, the conditions (1.2)-(1.3) are satisfied with K 4 = 0.
The problem of testing in the model (1.1) is that of testing the hypothesis H : CΘ = 0 vs A : CΘ ̸ = 0, where C is a q × k known matrix of rank q ≤ k. For example, in testing the equality of k = (q + 1) mean vectors, the observation matrix Y is of the form given by Y = (y 11 , . . . , y 1N ; . . . ; y k1 , . . . , y kN k ) ′ , (1.4) where N i independent vectors are obtained from the ith group with mean vector µ i , i = 1, . . . , q + 1, and N = N 1 + · · · + N q+1 . All the observation vectors have the same covariance matrix which we have assumed in this article as non singular correlation matrix Λ. To write the problem of testing the equality of k = (q + 1) mean vectors as a regression model, we define a vector 1 r = (1, . . . , 1) ′ as an r-vector with all the elements equal to one,
and
Thus, the regression model representing the mean vectors of k = (q + 1) groups is given by (1.1) with Y , X and Θ defined respectively in (1.4)-(1.6). The problem of testing the equality of k = (q + 1) mean vectors is given by H : CΘ = 0 against the alternative A : CΘ ̸ = 0 where C is now given by q × (q + 1) matrix.
In general, for testing the hypothesis H : CΘ = 0 , we consider the variation due to the hypothesis given by
where 9) is an N × N matrix of rank q < N . The matrix G is an idempotent matrix of rank q, G m = G for a positive integer m. That is, there are q eigenvalues that are equal to 1 and the remaining N − q eigenvalues are zero. Also G is symmetric and positive semi-definite. That is, if G = (g ij ), then we have
The last equality implies that
In fact for X and C defined by (1.5) and (1.7) respectively in testing the equality of (q +1) mean vectors, we have
. Thus, in this article for the general multivariate regression model, we shall make the following assumptions: 10) and
The matrix G is a positive semi-definite matrix and hence g ii ≥ 0. Also tr [G 4 ] = q. So the condition A(4) is not a strong condition. The Assumption A(5) gives the local alternative under which the non-null distribution of the statistic will be obtained. The variation due to the error which can be used to estimate the correlation matrix Λ with or without the hypothesis H being true is given by
where I N − H is also an idempotent matrix of rank
, and hence, under normality assumption, it implies that B and S are independently distributed but we do not have normality. The sample correlation matrix R is defined by
where D S = diag(S) is a diagonal matrix with the same diagonal elements as the diagonal elements of S. In this paper, we propose the test statistic
where
is a correction factor to speed up the convergence of the statistic T 1 to normal which goes to one for n = O(p δ ), δ > 1/2, as given in Srivastava and Du [8] . Under the assumption of normality, Yamada and Srivastava [10] have shown that as (n, p) → ∞, T 1 is asymptotically normally distributed. In this article we show that this result holds under the general distributions described above in (1.2)-(1.3).
The organization of this paper is as follows. In Section 2, we derive the asymptotic distribution of T 1 under the general distribution described in (1.2)-(1.3) when the hypothesis H holds. The asymptotic non-null distribution of this statistic under local alternative is given in Section 3. The asymptotic distribution of another statistics proposed in the literature is considered in Section 4. In Section 5, the power of the proposed test is compared with some existing tests through simulation. The results on moments are given in Sectionsec:moment. The paper concludes in Section 7.
Asymptotic Null Distribution of T 1
We first note that the diagonal elements of the sample covariance matrix S goes in probability to the corresponding diagonal elements of the covariance matrix which in the case of this paper is Λ. Thus, D S → I p in probability as n → ∞. It also follows from Srivastava and Du [8] and Srivastava [6] 
in probability. From the Assumption A(2), it is finite. Thus, we need only to find the asymptotic distribution of
Under the hypothesis H : CΘ = 0, and hence GXΘ = 0. Thus, under H, T 1 becomes
where U = (u 1 , . . . , u N ) ′ , and u 1 , . . . , u N are independent and identically distributed p-vectors with mean vector 0 and covariance matrix I p . The fourth moment of each component
. . , p as the model satisfies the conditions (1.2)-(1.3).
Alternatively, we may assume that u i1 , . . . , u ip are independently distributed as is done in Srivastava [6] which results in somewhat simpler algebraic manipulations. But we will continue with the assumptions (1.2) -(1.3). Writing G = (g ij ), we find that the numerator of T 1 in (2.3) is given by
We note that
since tr (Λ) = p and
. Using Lemma 6.1 given in Section 6, we find that the variance of J 1 is given by
Hence, the first term goes to zero in probability. Thus, in probability
with E(q n,p ) = 0, and
from the Assumption (A). Let 8) and let ℑ j be the σ-algebra generated by the random vectors u 1 , . . . , u j . Letting u 0 = 0, and ℑ 0 = (ϕ, Ω) = ℑ −1 , where ϕ is the empty set and Ω the whole space, we find that
Hence, the sequence {η k , ℑ k } is a sequence of integrable martingale difference. Thus, to establish the asymptotic normality of the random variable q n,p given in (2.5), we may use the Theorem 4 from Shirayev [4] . This requires establishing the Lindberg condition.
And showing that
We first show (II). From (2.10) we find that
Thus, to show that the convergence condition (II) is satisfied, we need to show that the variance of the random variable C goes to zero. The variance of C is given by
We will show that the variance of each term in the right side goes to zero which will imply that V ar(C) goes to zero. The variance of the first term is
and (
2 /q 2 ≤ 1, the variance of the first term goes to zero. Next, we show that under the Assumption (A), the variance of the second term goes to zero. That is
which goes to zero under Assumptions A(3) and A(4). Then,
To show that Lindberg's condition (L) is satisfied, we need to only show that
See Srivastava [6] . That is,
from Assumption A(3). Thus, we have proved the following theorem. 
where Φ denotes a standard normal distribution function, and P 0 denotes that the probability has been computed under the hypothesis H Corollary 2.1 As (N, p) → ∞,
Asymptotic Non-Null Distribution of T 1
In this section, we derive the asymptotic distribution of the statistic T 1 under local alternative given by the Assumption A(5), namely
From Theorem 2.1, it follows that in probability the statistic
goes to N (0, 1) under the hypothesis H. This implies that irrespective of any hypothesis, the random variable
It may be noted that the random variable T * 1 depends on unknown parameters Θ. We now show that under the assumption A(5)
and since G 2 = G,
which goes to zero under the Assumption A(5). Thus,
Hence,
where P 1 denotes that the probability has been computed under the local alternative hypothesis given in A(5). It may be noted that if the assumption that D Σ = I p , where D Σ = diag(σ 11 , ...., σ pp ), Σ = (σ ij ) is dropped, then the power can be written as
for the model Y = XΘ + Σ 1/2 Λ 1/2 U . Hence, we get the following theorem.
Theorem 3.1 Under the model
Σ , where the elements of U satisfies conditions (1.2) -(1.3)
Other Tests
Bai and Saranadasa [1] proposed a two-sample test for testing the equality of two mean vectors. A generalized version of this test for the MANOVA problem was given by Srivastava and Fujikoshi [7] for normally distributed observation vectors. It is given by
Under the hypothesis H : CΘ = 0, T 2 is asymptotically normally distributed as N (0, 1). That is,
By following the methods given in Section 2 of this article, it can be shown that the asymptotic normality of T 2 under the hypothesis still holds for the non-normal model considered in this paper under the corresponding modified assumptions on the covariance matrix Σ in place of the correlation matrix Λ. Similarly it can be shown that under the alternative hypothesis A(5), the asymptotic distribution is given by lim (n,p)→∞
) .
The test T 2 for normally distributed observation vectors was also considered by Schott [3] who obtained its distribution under the condition that (n/p) goes to a constant as (n, p) → ∞. It has been shown in Srivastava and Du [8] that T 1 performs better than T 2 . The test proposed by Srivastava [5] , which has been shown to perform better than T 2 in Srivastava and Fujikoshi [7] is not considered in this paper as its distribution under non-normal model has yet to be derived.
Power and Attained Significance Level
In this section we compare the power of the statistics T 1 and T 2 in finite samples by simulation. We first examine the attained significance level to the nominal value α = 0.05.
The attained significance level (ASL) isα T = #(T 1H > z 1−α )/r where T 1H are values of the test statistic T 1 ( or T 2 ) computed from data simulated under H, r is the number of replications and z 1−α is the 100(1 − α)% point of the standard normal distribution. The ASL assesses how close the null distribution of T 1 (or T 2 ) is to its limiting null distribution. From the same simulation, we also obtainẑ 1−α as the 100(1 − α)% point of the empirical null distribution, and define the attained power byβ T = #(T 1A >ẑ 1−α )/r, where T 1A are values of the T 1 (or T 2 ) computed from data simulated under A.
Through the simulation, we compare the proposed test T 1 with T 2 . It may be noted that irrespective of the ASL of any statistic, the power has been computed when all the statistics in the comparison have the same specified significance level as the cut off points have been obtained by simulation. The ASL gives an idea as to how close it is to the specified significance level. If it is not close, the only choice left is to obtain it from simulation, not from the asymptotic distribution. It is common in practice, although not recommended, to depend on the asymptotic distribution, rather than relying on simulations to determine the ASL. 
The observation matrix is
For the hypothesis, without loss of generality we choose µ 1 = µ 2 = µ 3 = 0. For the alternative hypothesis, we choose
To generate the Y matrix from a non-normal distribution, we generate 3N * p i.i.d. random variables u ij from three kinds of chi-square distributions, namely, χ Tables 1, 2 and 3, respectively. The critical values are computed based on 100,000 replications and the ASL and the powers are obtained based on 10,000 replications. It is noted that the 95% point of the standard normal distribution is 1.64485. Three tables report the critical values and the power in the hypothesis of the two tests, and it is seen that the values of the ASL are appropriate. As reported in the tables, the powers of the two tests perform similarly in Case 1, but the proposed test T 1 has much higher powers than T 2 in Case 2. For the χ 2 2 -distribution, which has higher skewness and kurtosis, T 1 has slightly higher power than T 2 in Case 1. Clearly, when Σ = I p , all the components have the same unit of measurements and hence both tests perform equally well but when the unit of measurements are not the same, as in Case 2, the proposed test performs much better than the test based on T 2 .
Results on moments
We here provide results on moments. Proof. For (a), note that a ij = a ji . Then under condition (6.1),
. , p, and
For (b), from condition (6.1), it follows that
which, together with the equality in (a), yields the equality in (b). For (c), it is seen that Proof. This corrolary is shown as follows: 
Concluding Remarks
In this article, we have proposed a test which is invariant under the change of unit of measurements. It has been shown to perform better than the test proposed by Srivastava and Fujikoshi [7] and Schott [3] unless Σ = σ 2 I p in which case both tests are equally good. Our simulation results show that both tests are robust and the assumptions of normality is not needed to carry out any of the two tests.
