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Coffee sample preparation
Four freshly brewed roasts of coffee (Light, Dark, Medium Regular, and Medium Decaffeinated) were purchased from a local coffee shop. From each roast, sixteen 1.2 mL samples were drawn and stored at -80°C for 24 hours. The samples were then lyophilized at -50°C and 0.1 mBar for 24 hours and subsequently redissolved in 1.0 mL of 99.8% D 2 O (Isotec, St. Louis, MO; ChEBI:41981) without pH adjustment. Following redissolution, the samples were centrifuged at 12k RPM and 25°C for 5 minutes and 800 µL of the supernatant was collected into NMR tubes.
The samples were stored in their NMR tubes at 4°C for 36 hours prior to data collection.
Caffeine extraction
Measurement of the caffeine concentration in each coffee roast was performed based on previously outlined procedures 1 Absorption spectra of caffeine standards and extracts were collected on a Shimadzu UV-2501PC with a 1.0 nm slit width and 1.0 cm quartz cuvettes. Spectra were collected between the wavelengths of 500 nm and 230 nm.
NMR spectroscopy
All NMR experiments were collected on a Bruker Avance DRX 500. 
Caffeine quantitation
A reference spectrum of caffeine in CH 2 Cl 2 was generated from the three standard UV/Vis absorption spectra by taking the mean of the spectra after multiplicative scatter correction. To quantify caffeine in the extracts, the absorption spectrum of each extract was fit by nonlinear least squares to the sum of a scaled caffeine reference spectrum and no more than two extra S-4 'background' Gaussian bands. The ratio of the fit caffeine reference spectrum in each extract to that of the known samples was used as an estimate of caffeine concentration in the extracts.
Concentrations of the medium regular, medium decaffeinated, dark and light roasts were 1.526 mM, 0.217 mM, 1.979 mM and 4.993 mM, respectively.
Multivariate analysis
All NMR spectra were loaded, pre-processed, pre-treated and modeled inside the GNU Octave For Principal Component Analysis (PCA), the dataset was normalized by the Probabilistic Quotient (PQ) method 6 and subjected to optimized bucketing 7 . Low-variation "noise" bins were automatically removed from the dataset 8 resulting in a final dataset having 64 observations and 371 variables. The dataset was scaled to unit variance and PCA modeling produced six Figure 3 illustrates the scoresspace data resulting from both PCA before and after LDA transformation.
For Orthogonal Projections to Latent Structures Regression (OPLS-R), the dataset was aligned using a per-class application of interval correlation-optimized shifting 9 and PQ normalization, 
