Abstract -We investigate the Navier-Stokes initial boundary value problem in the half-plane
Introduction
In this paper we consider the following Navier-Stokes initial boundary value problem u t + u · ∇u + ∇π u = ∆u , ∇ · u = 0 in (0, T ) × Ω , u = 0 on (0, T ) × ∂Ω, u = u 0 on {0} × Ω ,
where the symbol Ω denotes an exterior domain, R n and R n + , n ≥ 2, and by a · ∇b we mean (a · ∇)b. We look for solutions global in the time to problem (1) with non decaying initial data. The problem of the existence of solutions to (1) with non decaying data has been considered by several authors and, we think that the first results, where n ≥ 2, go back to the papers [12, 14, 15, 19, 20] . But the special case of the two-dimensional problem involves a particular interest for the possibility to obtain global existence in the pointwise norm. A natural setting of the problem is the function space L ∞ ((0, T ) × Ω). In this sense a first result is given by Giga, Matsui and Sawada in [15] limited to the Cauchy problem. Subsequently, in [27] Sawada and Taniuchi improve the L ∞ -norm of the solutions of [15] . Based on a result by Zelik in [32] , a recent contribute given by Gallay in [9] establishes an estimate that up today is the best one:
However all these results concern the Cauchy problem associated to the 2D-Navier-Stokes equations with non decaying data. Subsequently, the problem has been considered in exterior domains. Firstly Abe in [1] gives a result of local existence of the mild solution with initial data u 0 ∈ L ∞ (Ω) that can be seen as a weak solution to the Navier-Stokes problem. Then, in [23] Maremonti and Shimizu improve the result by Abe giving the existence and uniqueness of solutions to the Navier-Stokes initial boundary value problem in exterior domains which are defined for all t > 0. Actually, these authors are able to prove a smooth extension of the solution determined by Abe. The results contained in [23] can be also seen as a "structure theorem" of the weak solution given in [1] . The result by Maremonti and Shimizu is based on the possibility to reduce the problem to an L 2 -theory. In the sense that the solution u is seen as the sum of three fields, that is u = U + W + w, where U and W are solutions to a linear problem and keep the non decaying character of the initial data, instead w is the solution to a nonlinear perturbed NavierStokes with homogenous initial data and suitable force data with compact support. For the field w is applicable the L 2 -theory (see e.g. [18] ). However this approach seems to be unable to work in the case of ∂Ω not bounded.
More recently, in [2] , as particular case of the results by Maremonti and Shimizu, Abe proves global existence in exterior domains by means of the special assumption of u 0 ∈ L ∞ (Ω) (Ω ⊆ R 2 ) and ||∇u 0 || 2 < ∞. In the case of the half-plane, he obtains a result under the assumption that the initial data is decaying from the viewpoint of Hardy's inequality.
Although the geometry of the half-plane, and more in general the one of the half-space, concerns a particular case of the mathematical theory, it is very interesting in the applications and recall the attention of several authors [6, 7, 8, 17] . Therefore the aim of the present paper is to prove that the result obtained by Maremonti and Shimizu in [23] also holds in the half-plane. In order to state our chief results we introduce some notations.
By the symbol C 0 (Ω), we denote the set of all solenoidal vector fields ϕ ∈ C ∞ 0 (Ω). By the symbol J q (Ω), q ∈ (1, ∞), we indicate the completion of C 0 (Ω) in L q (Ω) Lebesgue space. The symbol P q indicates the projector from L q (R Moreover, up to a function c(t), we get the estimate |π(t, x)| ≤ P (t)|x| µ , for all t > 0 and x ∈ R 2 + ,
for a suitable µ ∈ (0, 1), and, for all ε > 0 and T > 0, P (t) ∈ C(ε, T ) ∩ L s (0, T ) for a suitable s > 1.
Remark 1. Comparing the assumptions made on u 0 in [23] with the one of Theorem 1, we point out that other the integrability of ∇u 0 , as a consequence of the Sobolev embedding, we assume more regularity for the initial data.
Although it is possible to deduce an estimate of the ||u(t)|| ∞ for all t > 0, for the sake of the brevity, we do not give it. Like in the paper [23] , the problem of the existence and the bound of the uniform norm of the solutions are two different questions.
Unlike all the quoted results, Theorem 1 enjoys of a quite original proof, which aquires a further interest for its application to the three-dimensional case. The proof is a variant of the one exhibits in the paper [21, 22] , where the solutions are decaying in some sense. More precisely, firstly we introduce a finite family of solutions, each is the solution of a Navier-Stokes linearezed problem. The first element of the family is the solution to the Stokes problem with non decaying initial data u 0 . The number of the solutions depends on the exponent p of ||∇u 0 || p . If p = 2, then we have just one linear (Stokes) problem, hence the solution (U, π U ). Then, in order to solve problem (1), we study the solution (w, π w ) to the perturbed (nonlinear) Navier-Stokes problem where the coefficients are U and ∇U, the problem has an homogeneous initial data and body force U · ∇U, that as a matter of course belongs to L 2 (see problem (57)). So a L 2 -theory is applicable to prove the existence of (w, π w ). Hence u := U + w solves (1). If p > 2, we consider the greatest integer floor k of log 2 p 2
. It is such that
solution of a corresponding linearezed problem (see (31) ) where the coefficient are v ℓ , ∇v ℓ , ℓ = 1, . . . , h, the initial data is zero and the force data is the v
by construction the last step is a field (w, π w ) solution to a nonlinear perturbed Navier-Stokes problem with homogeneous initial data and force data
) (see problem (64)). In this final step we can apply the L 2 -theory which allows to conclude the proof of Theorem 1.
The approach used in the proof of Theorem 1 also allows us to deduce the following result for the 3D-Navier-Stokes Cauchy problem and IBVP in the half-space:
+ . Then there exists a field u : (0, ∞) × Ω → R 3 which is a solution in the distributional sense to problem (1). Moreover, set k the greatest integer floor of log 2 p 2 , we get u := U + k+1 ℓ=1 v ℓ + w, where for all η > 0 and T > 0,
Finally, the solution u is strongly continuous to the initial data, lim
Apart of an interesting, but a special, result obtained by Sawada in [26] , as far we know, the result of Theorem 2 is the first of its kind. We do not give the proof of Theorem 2. Formally it is quite analogous to the one of the 2D case. The unique difference concerns the last step. Actually, for the field w we have to employ a Hopf-Leray existence theorem. This last gives to our solution the character of weak solution, and makes the difference with the 2D case, for which the L 2 -theory allows to obtain regular solutions (see e.g. [18] ). In the claims of Theorem 2 it has not to surprise that the initial data is assumed continuously with respect to the uniform norm. This is a consequence of the fact that for all data u 0 ∈ C(Ω) at least on some interval (0, T 0 ) the solution is regular as proved in [14, 19] .
The authors would like to conclude the introduction giving special thanks to Professor Yasushi Taniuchi who made our attention to the IBVP for the half-plane problem with non-decaying data.
Some notations and preliminaries
By the symbol χ, we denote a smooth positive cutoff function such that
). For q = 2, we set l := 2 − 2 q and by
, we mean the set of functions such that
where the functional ≪ · ≫
2−
2is given by
For q = 2 we set B 1,2 (Ω) := W 1,2 (Ω). By the symbol C k,λ (Ω), k ∈ N and λ ∈ (0, 1), we denote the Hölder's space of functions continuous differentiable with their derivatives D α u, |α| ≤ k, and with D α u, |α| = k λ-Hölder continuous. The norm in C k,λ is indicated by || · || k,λ and Hölder's seminorm by ⌊ ⌈·⌉ ⌋ when there is no confusion about the domain.
Let q ∈ [1, ∞), let X be a Banach space with norm · X . We denote by L q (a, b; X) the set of all function g : (a, b) → X which are measurable and such that the Lebesgue integral
As well as, if q = ∞ we denote by L ∞ (a, b; X) the set of all function g : (a, b) → X which are measurable and such that ess sup t∈(a,b) g(t) X = g L ∞ (a,b;X) < ∞. Finally, we denote by C([a, b); X) (resp. C(a, b; X)) the set of functions which are continuous from [a, b) (resp. (a, b)) into X and normed with sup
where c is independent of f . If f ∈Ẇ Proof. See e.g. [11] Section II.5 .
Assume that γ tr (u) = 0. Then, there exists a constant c independent of u such that
provided that, for j = 0, 1 and m = 1, 2, 1 ≤ q, r ≤ ∞,
) and m = 2, then, for r ∈ (1, ∞), we also get
Proof. Inequality (6) is the well Gagliardo-Nirenberg inequality. Inequality (7) is related to the solenoidal functions and it is consequence of the fact that ||∇ 2 u|| r ≤ c||P r ∆u|| r 1 for r ∈ (1, ∞).
We recall the following well known version of Gronwall inequality:
Lemma 3 (Gronwall lemma). Assume that ϕ(t), ψ(t), h(t) and k(t) are continuous and nonnegative functions on [0, T ]. Assume that the following integral inequality holds:
Then we get
1 We remark that in the case of m = 2 inequality (6) also can be given by means of ∆ in place of ∇ 2 .
Stokes problem
In this section we study the following initial boundary value problem:
In order to discuss problem (8) by means of the Green function with the special assumption
, we have to premise some results. We start with the following well known result:
Proof. We reproduce the proof for the sake of the completeness. Introduced a polar coordinate frame (r, θ), almost everywhere in r > 0, we get
Integrating this last inequality on ( R, ∞), we deduce the thesis.
The following is also a well known result (see e.g. [25] and [2] ). Again for the sake of the completeness we reproduce the proof given in [25] .
and for all R > 0, the sequence converges to
Proof. We denote by {χ n } the sequence of cutoff functions with χ n := χ(
), where χ(ρ) is the cutoff function introduced in section 2. Hence, for all n ∈ N, the support is the ball B 2n and |∇χ n (x)| ≤ c n . For all n ∈ N, we set u n := u 0 χ n and we consider the Bogovski problem
Since u 0 is divergence free, in problem (11) the compatibility condition is satisfied. Hence there exists at least a solution u n , and since the domain (B 2n − B n ) ∩ R 2 + is of homothetic kind, with a constant c independent of n we obtain
where for the latter estimate we have employed Lemma 4. By the Poincaré inequality and (12) 
Employing the Gagliardo-Nirenberg inequality, via estimates (12) 1 - (13) we get
We extend u n to zero on R 2 + . For all n ∈ N, the extension is denoted again by u n . We define u n 0 := u n + u n . Hence it follows that the sequence {u
Trivially we get that, for all R > 0, the sequence {u
. Then Lemma 4 estimate (12) 2 ensure the convergence of the sequence {u
. Actually we get
We represent the solution to problem (8) by means of the Green function furnished in [28] and in [30] , see also [31] . In two-dimensional case the Green function is defined as follow:
In formula (15)- (16) function Γ(t, z) is the kernel of heat equation and function E(z) is the fundamental solution of Laplace equation and y * := (y 1 , −y 2 ). we denote by Γ * (t, x, y) := Γ(t, x − y * ). We set
, and µ > 0, the following estimates hold:
with c and a positive constants independent of t, x and y .
Via suitable hypotheses for data u 0 , a solution to the Stokes problem (8) can be represented in components as
) with null divergence, there exists a unique smooth solution to problem (8) such that
with c independent of u 0 . Moreover, we get
Finally, up to a function c(t), for the pressure term π U we get
Proof. In the case of u 0 ∈ C(R 2 + ) see Solonnikov [29] , Theorem 1. In the case of u 0 ∈ L ∞ (R 2 + ), the proof proposed by Solonnikov need some minimum modifications. We have to prove that the solution U given by representation formula (18) 1 satisfies the initial condition (20) 1 . Further, the proof of the uniqueness, proposed by Solonnikov in [29] , also works in the case of
. Actually the proof is based on an argument of duality, hence the property (20) 1 is sufficient in order to prove the reciprocity formula given by the duality. We consider the sequence {u n 0 } of Lemma 5. We have that ||u n 0 || ∞ ≤ c||u 0 || ∞ , and u 0 − u n 0 has a support for |x| > n, for all n ∈ N. Hence, choosing n sufficienty large such that supp φ ⊂ B n , we get
where U n (t) is the solution of problem (8) corresponding to the initial data u n 0 . Via the representation formula, employing estimates (17) 1,2 , for all x ∈ supp φ, we get
with c independent of t and n, m. Hence for the former term of (22) we obtain the estimate
For the latter term of (22), applying Hölder's inequality, for q ∈ (1, ∞), we get (21) is contained in [19] , Theorem 2.1 .
, the solution furnished by Theorem 3 verifies
with a constant c independent of u 0 .
Proof. Firstly we assume p ≥ 2. By virtue of Lemma 5 there exist a sequence {u
, where u n 0 := u n + u n has a compact support, and enjoys estimates (10) . We denote by (U n , π U n ) the sequence of solutions corresponding to {u n 0 }, where
has a support for |x| > n, by representation formula and estimates (17) , for all t > 0, we get that
which ensures the uniform convergence on any compact K subset of R 2 + . Analogous is the proof of the following convergence:
for all t > 0, and compact
From the representation formula of U n it is not difficult to deduce for the tangential derivative that
From the equation of the divergence we also get
Since for all t > 0, the kernels are of Calderon-Zigmund kind, via (10), we can deduce uniformly in t > 0 and in n ∈ N
where Γ[∇u
Hence, integrating by parts with respect to y 1 , we easily get
Integrating by parts with respect to y 2 , we get
Hence, it follows
In the case of I n 2 , by virtue of (26), we get
Applying the Calderon-Zigmund theorem and the properties of heat kernel, we deduce the estimate
Collecting estimates (25) and (27)- (28), we deduce that
This last estimate, the pointwise convergence ensured by (24) and the Fatou theorem prove (23) .
. Hence all the the above computations hold without the special approximation {u n 0 } of Lemma 5.
We conclude the section recalling the following well known and special result (see e.g. [24] ):
where the constant c is independent of G.
with c indepedndent of u 0 and G.
A linearezed Navier-Stokes problem
For our aims the following initial boundary value problem is crucial:
(31)
ii. For all ℓ = 1, . . . , h, and for all T > 0,
, where we assume p 2 h > 2 . We start with the following
) with v = 0 a.e. on (0, T ) × {x 2 = 0} and v = 0 a.e. on {0} × R 2 + . Then, a.e. in t ∈ (0, T ), it holds that
for ℓ = 0, . . . , h, and with c independent of w ℓ , v and t.
Proof. Sine p/2 ℓ−1 > 2, empolying the Gagliardo-Nirenberg inequality, for all ℓ = 1, . . . , h, we get (q ℓ :=
We recall that in our hypotheses on v the following estimates hold
and
Applying Holder's inequality, after employing estimates (34)-(35), estimates (32) easily follow.
. Then, a.e. in t ∈ (0, T ) the following estimates hold with q :=
for all ℓ = 0, . . . , h, here J ε [·] is a spatial mollifier and constant c(ε) is independent of w ℓ , v and t.
Proof. Estimates (32) hold. Since q > 2, by virtue of the properties of the mollifier the inequalities (36) hold immediately.
. Then, a.e. in t > 0, for p > 2 ℓ , the following estimates hold
where
Proof. Applying Holder's inequality we get
Hence, by virtue of properties of the mollifier, and our hypotheses on v and V , we deduce (37) a.e. in t ∈ (0, T ).
Theorem 6. Under Assumption 1 for w ℓ and F , there exists a unique solution to problem (31) such that, for all T > 0, v ∈ C(0, T ;
where the constant c is independent of w ℓ and F , and we set g(t) :=
Proof. We introduce the following approximation problem:
where J ε [·] is a spatial mollifier and F ε := exp[−ε|x| 2 ]F . Of course, a solution to problem (39) is a pair (v ε , π vε ), for the sake of the simplicity and of the brevity we omit the index ε. For all ε > 0 and T > 0, the data F ε belongs to L 2 (0, T ; L 2 (R 2 + )). Thanks to this firstly we are able to develop a L 2 -theory for problem (39) depending on ε. Then on the base of this result, we approach the L q -theory of solution to problem (31) based on the L q -theory of the Stokes problem. Employing the Galerkin method, in the way suggested by Heywood in [16] , we can easily establish the existence of the Galerkin approximation sequence which satisfies the set of relations
Applying Hölder's inequality, employing estimates (37) with V substituted by v, and by Lemma 3 from the first relation of the set we easily get the energy inequality
Subsequently, from the remaining two relations of the above set, applying Hölder's inequality, employing estimates (37) with V substituted by P ∆v, v t along the two cases, and via (40) we easily get ,
Now standard arguments related to the Galerkin method allow us to deduce the existence of a pair (v ε , π vε ) solution to problem (39) such that
Now our task is to prove that the family of solutions {v ε } admits a limit for ε → 0 enjoying of the property (38). By virtue of (41), we can apply Lemma 7 for each term of the right hand side of problem (39). Hence, for all ε > 0, we can claim that
By virtue of Theorem 5 related to the Stokes problem, for all ε > 0 and T > 0, we can claim that
, and c is independent of ε and T . Now we look for estimates in L q (0, T ; L q (R 2 + )) for function G which are independent of ε. By virtue of Lemma 6 and estimates (33) for w ℓ , applying the Cauchy and the Hölder inequality, we get
for all ℓ = 0, . . . , h. Analogously, we get
for all ℓ = 0, . . . , h. Finally, we easily deduce that ||F ε (t)|| q ≤ ||F (t)|| q , for all t > 0 and ε > 0 .
Collecting estimates (43)-(45), recalling the definition of G, from (42) 2 , for a suitable η > 0 in estimate (43), for all s > 0, we obtain
where we have set
From (46) an application of Lemma 3 ensures that
Enclosing the last estimate in the right hand side of (46) a trivial computation furnishes
(48) Estimates (47)-(48) are independent of ε. Hence, taking into account the definition of G, collecting estimates (43)-(45) and estimate (48), we have proved that
Thus, proving that s 0 g(t)dt is finite for all s > 0, then we have concluded the proof of the theorem. By virtue of the assumption on w 0 and weight t q−1 , the integrability question can be restricted to the cases of ℓ = 1, . . . , h. By virtue of estimates (33) 1 and assumptions on w ℓ , we have
dt < ∞ for all s > 0 and ℓ = 1, . . . , h .
Analogously, by virtue of estimates (33) 2 , we get
The theorem is completly proved.
The linearezed Navier-Stokes IBVP in
In order to discuss the uniqueness we have to consider the following linearezed Navier-Stokes problem:
here the symbol (∇b) T means the transpost of tensor ∇b and a · (∇b) T = (
The investigation on problem (49) appears very similar to the one of the previous section. Actually there are some different technical aspects that make the difference. Theorem 6 is related to the existence, whereas Theorem 7 given below is related to the uniqueness by duality. Although the proofs are approached by a similar way (that is, initially by means of the L 2 -theory), we look on the two theorems from a different point of view. As opposed to the previous section, here we discuss the initial boundary value problem with an initial data ϕ • = 0 and body force F = 0, we study an L q theory for q ∈ (1, 2) with the special property (54) (see below Theorem 7). These are not given in section 4. As well the following lemmas are thought by slightly different way. Hence, in order to make more readable the results of section 4 and of this section, we have thought that it is better to furnish the results in two separated theorems, rather than to state all the results in a unique large theorem.
We start with the following
with a h = ) (χ is defined in section 2).
Proof. Applying Hölder's inequality, employing the properties of the mollifier, and Gagliardo-Nirenberg inequality we get
which prove (51)
Then almost everywhere in t ∈ (0, T ) it holds that
where J ε [·] is a spatial mollifier, and χ ε (x) := χ(εx) is the smooth cutoff function with support (
) (χ is defined in section 2). The constant c is independent of ϕ and ε.
Proof. We recall the following:
Applying Hölder's inequality and Gagliardo-Nirenberg's inequality, we get
q , a.e. t ∈ (0, T ).
So that easily estimate (53) 1 follows. Analogously applying Hölder's inequality and Gagliardo-Nirenberg's inequality we get
Again we claim that easily estimate (53) 2 follows.
there exists a unique solution to problem (49) such that for all T > 0
Proof. We consider the approximation problem
) (χ is defined in section 2). In order to obtain the solution to problem (55), we can apply as usual the Galerkin method. Employing estimates (51), where in place of φ we set ϕ to obtain the energy inequality, then φ = P ∆ϕ and φ = ϕ t to obtain the estimate for ||∇ϕ|| 2 , we arrive at the relations:
It is known, these estimates allow us to obtain a solution to problem (55) in the L 2 -setting. Thanks to the properties of mollifier and the previous result of existence in L 2 -setting, for all q ∈ (1, 2), we can consider, not uniformly in ε > 0, the right hand side of (55) belonging to
. Hence by virtue of Theorem 5, for all ε > 0 we obtain a solution (ϕ, π ϕ ) verifying also estimate (30) with the right hand side of equation (55) 
Now we look for estimates of (ϕ, π ϕ ) in the L q -setting, q ∈ (1, 2), and uniformly with respect to ε. Applying estimates (53) to the right hand side of (56), we get
Employing the Cauchy inequality, by means of Hölder's inequality, we deduce
Employing Gronwall's lemma, we get
Since the last inequality is uniform with respect to ε > 0, we have proved that for all q ∈ (1, 2) there exists a solution (ϕ, π ϕ ) to problem (55). Now we prove that, for any pair q, q ∈ (1, 2), the corresponding solutions to problem with the same initial data ϕ • ∈ C 0 (R 2 + ) coincide. For this goal we denote by (ψ, π ψ ) the difference of the solutions (ϕ q , π ϕq ) and (ϕ q , π ϕ q ) corresponding to the same initial data ϕ • ∈ C 0 (R 2 + ). Since problem (49) is linear, (ψ, π ψ ) satisfies the same (49), but with all the homogeneous data. The uniqueness is achieved employing the so called weighted function method in this connection see. e.g. [13] . Multiplying by ψe −µ|x| , µ > 0, the first equation of (49) related to ψ, setting g := e − µ 2 |x| , we get
Applying the Cauchy inequality, we get
Applying Hölder's inequality, and subsequently the Cauchy inequality, we get
Employing the Gagliardo-Nirenberg inequality, and then the Cauchy inequality, we obtain
Finally, we consider the terms with pressure fields. It is enough to argument on single term, the discussion for the other term is anologous. Applying Hölder's inequality and Lemma 1, we get
Collecting the estimates for J i , choosing η small, we arrive at
Integrating the last differential inequality, uniformly in µ > 0, we deduce
where we set C(t) := c µ + sup (0,T ) ||V ||
Hence in the limit for µ → 0 we prove the uniqueness.
6 A special IBVP of the perturbed NavierStokes equations
(57)
The following result holds:
, satisfying the divergence free, and, for some
, for some q > 2, then there exists a unique solution to problem (57) such that for all T > 0
where we have set π w (t) := π w (t, 0), j(t) ∈ L σ (0, T ), γ ∈ (0, 1) and σ > 2.
Proof. We set D(t) := exp t + c dτ . By making use of the Galerkin method, essentially in the way employed in section 4 for problem (31), we can deduce the following inequalities:
uniformly in t > 0. Hence we consider as achieved (58) 1 . We look for the following decomposition of the solution:
where (w 1 , π w 1 ) is the solution to problem (8) with zero initial data and force data G 1 := −(V + w) · ∇w, further (w 2 , π w 2 ) is the solution to problem (8) with zero initial data and G 2 := −w · ∇V , and finally (w 3 , π w 3 ) is the solution to problem (8) with zero initial data and G 3 := F . By virtue of estimate (59)- (60), employing the Gagliardo-Nirenberg inequality, we get
. Hence Theorem 5 ensures the existence of a unique solution such that w 1 ∈ C(0, T ; J 1, 
, and by Sobolev embedding theorem
) for some q > 2. Hence Theorem 5 ensures the existence of a unique solution such that w 3 ∈ C(0, T ;
. As well as for the solutions we get
The difference (w − w 1 − w 2 − w 3 , π w − π w 1 − π w 2 − π w 3 ) is a solution to the Stokes problem with homogenous data. Hence it is easy to prove that, up to a constant for the pressure field, the difference is identically zero. Therefore the decomposition holds and we deduce (58) 2 via (61) and (58) 3 employing Sobolev embedding theorem and setting j(t) := ||∇π w 1 (t)|| 8 3 + ||∇π w 2 (t)|| r 1 + ||∇π w 3 (t)|| q . Finally, setting γ := min{
}, as well setting σ = min{ 8 3 , r 1 , q}, we complete the proof.
7 Proof of Theorem 1
Existence
We develop the proof distinguishing the following cases for the initial data:
In all the cases 1)-2) by (U, π U ) we denote the solution to problem (8) assuming data U(0, x) := u 0 whose existence is ensured by Theorem 4.
1) In the case p = 2, we consider problem (57) with coefficient V := U and data force
Denoted by (w, π w ) the solution of Theorem 8, setting u := U + w and π u := π U + π w we have proved the existence.
2) In the case of p ∈ (2, 4], we denote by (v 1 , π v 1 ) the solution to problem (31) where we assume for data:
By the regularity of U, for all T > 0, we have that
Actually, if p ∈ (2, 4], applying Hölder's inequality, we get
2 For the last claim we apply the interpolation of Lebesgue spaces, hence we get
2 , for all t > 0 .
This last estimate and (19) 
where w 0 := U, w ℓ := v ℓ , ℓ = 1, . . . , k + 1 , and
The last claim is consequence of the fact that . . , k + 1, and of estimate (58) 2 for w. The proof of the existence is completed if the regularity properties hold. This is a classical result for solutions to the 2D-Navier-Stokes problem, hence it is omitted.
Uniqueness
We begin recalling that the pressure field π u determined in section 7.1 is given by the sum
For each term we have the following estimates:
almost everywhere in t > 0 and for all x ∈ R 2 + , where we set π
almost everywhere in t > 0 and for all x ∈ R 2 + , where we have set
vi. finally, for π w (t, x) estimate (58) 3 holds.
The following lemma concerns a weighted energy estimate of the kind proved in [13] .
Lemma 11. Let (u, π u ) and (u, π u ) be two regular solutions to problem
Assume that there exist ρ, ρ ∈ (0, 1) such that
Proof. We set W := u − u and π W := π u − π u + π u (t) − π u (t). Denoted by ρ 0 := max{ρ, ρ}, by the assumption (65) we have |π
We consider the system of the difference (W, π W ) written as: (68)
We start claiming that V enjoys of estimate (66). For this it is enough to verify the hypotheses of Lemma 11. Of course, we can limit ourselves to verify assumption (65) 1 . This assumption is a consequence of items iv.-vi. . Actually, a simple computation allows us to say that ρ = 1 − We also remark that by construction ∇u = In such a way the pair ϕ(τ, x) := ϕ(t − τ, x) π ϕ (τ, x) := π ϕ (t − τ, x) , for all τ ∈ [0, t] , is a solution to the adjoint problem of (68): 
We multiply equation (68) 1 by χ R (x) ϕ. We assume that R >diam{supp ϕ • }.
Integrating by parts on (0, t) × R In the previous relation substituting the right hand side of (69), integrating by parts, we get ( V , ϕ • ) = t 0 ( V , ∆χ R ϕ) + 2( V , ∇χ R · ∇ ϕ) + (u · ∇χ R , V · ϕ)
Since, V , u ∈ L ∞ ((0, T )×R 2 + ), and ϕ ∈ C(0, T ; L q (R 2 + ))∩L q (0, T ; J 1,q (R 2 + )), for all q ∈ (1, 2), applying Hölder's inequality, we immediately deduce that lim R→∞ |J 1 (t) + J 2 (t) + J 3 (t)| = 0 , for all t ∈ (0, T ).
Since π = π u − π u , and π u verifies (65) 1 with ρ = 1 − Choosing r, r in such a way that the exponent of R are negative, we get that lim R→∞ |J 4 (t)| = 0 , for all t ∈ (0, T ) .
Analogously, recalling that V has finite weighted energy (66), applying Hölder's inequality with exponents 2 β , 2 1−β and 2, we get
here we have introduced the constant π ϕ 0 of Lemma 1. We remark that the introduction of any constant is allowed by the fact that (∇χ R , V ) = 0. As well we remark that for all β ∈ (0, 1) there exists a r ∈ (1, 2) such that . Concurrently made these remarks justify the estimate of J 5 . Thus, employing (5), the following holds:
Hence we deduce lim R→∞ |J 5 (t)| = 0 , for all t ∈ (0, T ) .
Collecting the estimates related to J i (t) we have that for R → ∞ the right hand side of (70) Therefore, function V is the gradient of some H(t, x), which is harmonic for V has divergence free. Hence we can claim that V ≡ 0. The uniqueness is proved.
