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Climate change affects the environment and natural resources immensely. Rainfall, temperature and
evapotranspiration are major parameters of climate affecting changes in the environment. Evapotrans-
piration plays a key role in crop production and water balance of a region, one of the major parameters
affected by climate change. The reference evapotranspiration or ET0 is a calculated parameter used in this
research. In the present study, changes in the future rainfall, minimum and maximum temperature, and
ET0 have been shown by downscaling the HadCM3 (Hadley Centre Coupled Model version 3) model data.
The selected study area is located in a part of the Narmada river basin area in Madhya Pradesh in central
India. The downscaled outputs of projected rainfall, ET0 and temperatures have been shown for the 21st
century with the HADCM3 data of A2 scenario by the Least Square Support Vector Machine (LS-SVM)
model. The efﬁciency of the LS-SVM model was measured by different statistical methods. The selected
predictors show considerable correlation with the rainfall and temperature and the application of this
model has been done in a basin area which is an agriculture based region and is sensitive to the change of
rainfall and temperature. Results showed an increase in the future rainfall, temperatures and ET0. The
temperature increase is projected in the high rise of minimum temperature in winter time and the
highest increase in maximum temperature is projected in the pre-monsoon season or from March to
May. Highest increase is projected in the 2080s in 2081e2091 and 2091e2099 in maximum temperature
and 2091e2099 in minimum temperature in all the stations. Winter maximum temperature has been
observed to have increased in the future. High rainfall is also observed with higher ET0 in some decades.
Two peaks of the increase are observed in ET0 in the AprileMay and in the October. Variation in these
parameters due to climate change might have an impact on the future water resource of the study area,
which is mainly an agricultural based region, and will help in proper planning and management.
 2016, China University of Geosciences (Beijing) and Peking University. Production and hosting by
Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/
licenses/by-nc-nd/4.0/).1. Introduction
With the increasing population and demand, the availability of
water per capita is decreasing. Uneven distribution of water re-
sources both spatially and temporally is further making the situa-
tion more complicated along with the added impact of climate
changes. The world climate is continually changing with the
increasing concentration of carbon dioxide and other trace gases
(Kamga, 2001). It has deep implication in the water resource.
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oscience Frontiers (2016), htmanagement and future planning. According to the Central Water
Commission (2005), the water availability per capita has reduced
from 5176 m3 in 1951 to about 1588 m3 in 2010 in India, which was
predicted to decline further in 2025 up to 1434 m3. Changes in the
climatic parameters are altering the water balance of a region and
emergency measures should be taken for planning and manage-
ment of the existing water resources. It is also necessary to assess
the future impact of climate change on the water balance of a re-
gion to ensure proper planning and optimum use of the present
water resources. Several models have been developed to under-
stand the complex process of the hydrologic system (Arnold and
Allen, 1996). Among these, many models involve the watershed
heterogeneity, spatial distribution of vegetation, soil properties,
topography, evaporation, rainfall and landuse like ANSWERS (Arealction and hosting by Elsevier B.V. This is an open access article under the CC BY-NC-
ll, temperature and reference evapotranspiration in the central India
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(Beasley et al., 1977) and agricultural nonpoint source (AGNPS)
(Young et al., 1987, 1989), Soil Water Assessment Tool (SWAT)
(Arnold et al., 1993; Rouhani et al., 2007; Thampi et al., 2010; El-
Sadek et al., 2011; Shi et al., 2013), European hydrological system
(MIKE SHE) (Abbott et al., 1986) and Water Erosion Prediction
Project (WEPP) (Laﬂen et al., 1991). Gosain et al., (2009) reported
that among the various available models, the semi-distributed
hydrological models are more useful. The impacts of climate
change have affected the water balance, resulting in an increasing
disparity between the demand and supply of water that has
resulted in greater attention to the planning of water resources
(Guo et al., 2002).
Different studies (Hulme et al., 2002; Fowler et al., 2005) indi-
cated that climate change due to anthropogenic factors have
resulted in temperature changes leading to corresponding changes
in the rainfall variability and spatial distribution, which further
causes changes in the characteristics of the future runoff. Therefore,
careful planning is required for the management of water resources
and future adaptation. Different climate models are predicting the
continuous rise of highly intense rainfall events in the 21st century
(IPCC, 2007). Climate change effects on the monsoon rainfall of
Southeast Asia has also been reported by Loo et al. (2015). Changes
in the global climate have alarmed everyone to know about the
future climate and its effect. As the General Circulation Models
(GCMs) cannot be utilized directly for any regional hydrological
models (Wigley et al., 1990; Carter et al., 1994), statistical tech-
niques of downscaling are serving the purpose because it can relate
global climatic variables with the local meteorological or hydro-
logical variables. Many studies have used statistical relations be-
tween themonthly or annual rainfall and the soil erosion by rainfall
from the outputs of GCM at large scale (Yang et al., 2003; Zhang
et al., 2005; Ito, 2007). Statistical downscaling utilizes the system
relationship as obtained from the observed data (Wigley et al.,
1990). Statistical downscaling can be classiﬁed into three
different types. One is transfer function-based methods (Wigley
et al., 1990; Buishand et al., 2004; Ghosh and Mujumdar, 2008),
which represents whether the relationship is linear or non-linear
between the predictor and predictand. Next is the weather
pattern-based approach (Schnur and Lettenmaier,1998; Kidson and
Renwick, 2002), which includes the grouping of local meteorolog-
ical variables with various classes of the atmospheric circulation,
and the last is stochastic weather generators (Wilks, 1998; Khalili
et al., 2009) that gives synthetic time series of the weather data
for inﬁnite length by using statistical properties of the observed
weather in a particular location. Various methods are used widely
for the statistical downscaling (Chu et al., 2010) among which
Support Vector Machine (SVM) is an important method used by
many researchers (Anandhi et al., 2009; Raje and Mujumdar, 2011).
A recent study of the climate change was done in Sikkim of India
indicating effect of temperature and rainfall change on crop yield
(Deb et al., 2014).
As observed from the above study, although future generations
of rainfall and temperature is frequent, but there has been limited
study of future generation of evapotranspiration. However,
evapotranspiration is not only major climatic parameters control-
ling water balance, but also a major factor controlling crop pro-
duction. And in the areas of limited rainfall or rainfall based
agricultural season (as in the case of study area), variation in ETmay
create problem. In this area, which is situated in the central India in
Narmada river basin, future generation of evapotranspiration has
not been done before. It is also necessary to correlate three pa-
rameters and to assess their effects in the future to develop better
management strategies. Therefore, the major objectives are (1) to
downscale future climate parameters (rainfall, temperature) and toPlease cite this article in press as: Kundu, S., et al., Future changes in rainf
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htassess its impact in the study area; (2) and to estimate future
reference evapotranspiration (ET0) from the downscaled tempera-
ture by Hargreaves method in three stations in the study area,
which also shows a relation to the temperature variation of the
area. The study has been carried out with the GCM (HADCM3) data
downscaled with Least Square Support Vector Machine (LS-SVM)
model.
2. Study area
The study area is located in the central part of India and is a part
of the Narmada River basin in Madhya Pradesh. The area extends
from 214702400N to 232600600N and 773404400E to 784202100Ewith
the total area of 12,290 km2. It covers three districts of Betul,
Hoshangabad and Raisen. The region experiences the subtropical
type of climate with hot, dry summer from April to June and a cool
dry winter. The average rainfall varies from 900 to 1150 mm
annually as observed in the last 41 years of rainfall data. Maximum
rainfall (more than 80%) occurs during themonsoon season. Annual
minimum and maximum temperatures vary from 19.5 to 32.5 C
(last 41 years temperature data) (Fig. 1).
3. Data and methodology
3.1. Data
The monthly observed rainfall, minimum temperature and
maximum temperature data have been taken for 3 stations for 41
years (1961e2001) from the Indian Water Portal. The outliers
within the data series were checked and the detected values were
computed with the use of the normal ratio method. Future ET0 is
calculated from the downscaled temperature data by the Har-
greaves method (Hargreaves and Samani, 1982) due to limited data
availability. Details of the stations are given in the Table 1.
HADCM3 and NCEP (National Center for Environmental Pre-
diction) data have been used for future prediction with the A2
scenario obtained from the given link (http://www.cccsn.ec.gc.ca/?
page¼pred-hadcm3).
3.2. Methodology
The predictor data have been obtained from the NCEP for 41
years from 1961 to 2001 (Kalnay et al., 1996) on the scale of 2.5
(latitude)  2.5 (longitude). Proper selection is required for the
predictors for downscaling and the selected variables should be
simulated by GCMs which remain correlated with the surface
variables (Wetterhall et al., 2005). The monthly variables (rain-
fall, minimum and maximum temperature) have been used to
downscale the predicted future climate with the HADCM3 model
(Hadley GCM 3). It has a grid dimension of 2.5 latitude  3.75
longitude (417 km  278 km area). According to Toews and Allen
(2009), HADCM3 is considered as very popular and mature
model and many studies are found with this model (Houghton
et al., 2001; Collins et al., 2001; Hassan et al., 2013). Analysis
was done with the A2 scenario with the model output of 1961 to
2099. The NCEP grid points and HADCM3 grid points’ locations
do not match, thus inverse distance weighted method (IDW) of
interpolation was applied prior to the use of GCM outputs in
prediction.
The NCEP Reanalysis data are provided by the NOAA-CIRES
Climate Diagnostics Center, Boulder, Colorado, USA. The NCEP/
NCAR Reanalysis Project is a joint project between the National
Centers for Environmental Prediction (NCEP) and the National
Center for Atmospheric Research (NCAR). Themain objective of this
joint effort is to provide new atmospheric analyses using historicalall, temperature and reference evapotranspiration in the central India
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Figure 1. Study area.
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spheric state (Climate Data Assimilation System, CDAS). The NCEP
data is applied to generate the GCM outputs (example HADCM3) for
the entire globe. However, the resolution of the NCEP data is
2.5  2.5 (latitude longitude) grid. The NCEP/NCAR Reanalysis 1
version is used for the study. The link is http://www.esrl.noaa.gov/
psd/data/gridded/data.ncep.reanalysis.html.
The observed station data have been taken as predictands with
the NCEP (predictor) variable from 1961 to 2001 for annual climatic
analysis. Among 26 variables of the NCEP data, only highly corre-
lated data have been selected as the predictors (Table 2). The
selected NCEP data are then standardized. The LS-SVM model is
performed for calibration and validation using selected predictor of
NCEP and observed data. During the calibration and validationPlease cite this article in press as: Kundu, S., et al., Future changes in rainfa
by Least Square Support Vector Machine, Geoscience Frontiers (2016), httime, 70% (1961e1989) and 30% (1990e2001) of data sets have
been used respectively. Predictor selection is an essential process
for downscaling and it is said that a variable can be considered as a
predictor if there exist a relationship between the predictor and the
predictand (Wetterhall et al., 2005). Selection of predictors is done
on the basis of some factors such as (1) majority of predictors
should remain physically related to the local-scale elements and
should be realistically GCM simulated, (2) predictors should be
available from the datasets and output archives of GCM, (3) remain
highly correlated to the predicted data. Raje and Mujumdar (2011)
selected the predictors for the SVMmethod based on the screening
of the predictor variables at the beginning by analyzing the corre-
lationwith the downscaled variable at one station. Similar methods
have been applied in this research.ll, temperature and reference evapotranspiration in the central India
tp://dx.doi.org/10.1016/j.gsf.2016.06.002
Table 2
Selected predictor variables.
Sl no. Predictors Full name of predictors Rainfall Tmax Tmin
1 Mslp Mean sea level pressure Yes Yes Yes
2 p__u Zonal velocity component Yes Yes
3 p__v Meridional velocity component Yes Yes
4 p__z Vorticity (surface) Yes Yes Yes
5 p500 Geopotential height at 500 hPa Yes Yes Yes
6 p850 Geopotential height at 850 hPa Yes
7 temp Mean temperature Yes Yes
8 p5zh Divergence at 500 hP
9 p5th Wind direction at 500 hPa
10 rhum Surface relative humidity Yes
11 shum Speciﬁc humidity Yes
12 r500 Relative humidity at 500 hPa
13 r850 Relative humidity at 850 hPa
14 p5_v Zonal wind at 500 hPa Yes
15 p5_z Vorticity at 500 hPa Yes
16 p8_z Vorticity at 850 hPa Yes
17 p8_th Wind direction at 850 hPa Yes
Table 1
Information of stations.
Sl no. Station name Lat.
(N)
Long.
(E)
Alt
(m)
Duration
of data
Data type
1 Betul 21.18 78.06 437 1961e2001 Rainfall, Minimum
and maximum
temperature and
ET0 estimated from
temperature
2 Hoshangabad 22.73 78.08 313 1961e2001
3 Raisen 23.26 78.12 433 1961e2001
S. Kundu et al. / Geoscience Frontiers xxx (2016) 1e144The reduced climate variable signiﬁes a major portion of the
variability within the original data. The LS-SVM method has been
used on the reduced standardized data and calibration and vali-
dation is performed. The GCM (or HADCM3 here) data have been
standardized before using it. The trained LS-SVMmodel is analyzed
to get downscaled future rainfall and temperature outputs. Bias
correction is applied to the predicted data. The LS-SVMmodel used
to obtain downscaled future rainfall and temperature projection of
the A2 scenario of three stations, are presented in decade outputs
from 2011 to 2099. The future ET0 is then generated from the
downscaled temperature for the period of 2011 to 2099 (Fig. 2).
3.2.1. LS-SVM method
Least Square Support Vector Machines (LS-SVM) is considered
to have few advantages over the standard SVM (Suykens, 2001). LS-
SVM is a least square version of the standard SVM and has a kernel-
based method.
Here, a linear solution corresponds to the non-linear solution in
the higher dimensional feature space to the lower dimensional
input space respectively. This helps SVM in downscaling the non-
linear problems (Anandhi et al., 2008). Instead of the convex
quadratic programming (QP) problem for the standard SVM, solve
of linear equations are carried out in LS-SVM. LS-SVM is proposed
by Suykens and Vandewalle (1999) and has been used in the works
of Tripathi et al., (2006) and Anandhi et al., (2008) for the down-
scaling of rainfall. N patterns {(xi, yi), i ¼ 1,., N} of a ﬁnite training
sample are considered, where xi stands for the ith pattern in the N-
dimensional space (xi¼ [x1i,., xNi ]˛<N) form input to the LS-SVM,
and where yYi ˛ <N represents the corresponding value of the
required output of the model. Again, by considering learning ma-
chine by a set of possible mappings, x1 f (x,w), where f ($) denotes
a deterministic function that always provides the same output for
the given input pattern x parametersw (w˛<N). The training phase
of the learning machine includes adjustment of the parameters w.
Parameter estimation is made by minimizing the cost functionPlease cite this article in press as: Kundu, S., et al., Future changes in rainf
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htJL(w ˛ <N). The optimization problem of LS-SVM for estimation of
the function is made by minimization of the cost function.
JLðw; eÞ ¼
1
2
wTwþ 1
2
C
XN
i¼1
e2i (1)3.3. Subject to the constraint of equality
yi  byi ¼ ei i ¼ 1; ::::::::;N (2)
where C represents a positive real constant and by shows the actual
model output. The initial term of the cost function denotes model
complexity-penalty function or weight decay. This function is used
to regularize the weight sizes and to penalize the large weights.
Hence, this helps in the improvement of generalization perfor-
mance (Hush and Horne, 1993). The next or the second term of the
cost function gives the penalty function. The optimization problem
solution is attained by considering the Lagrangian given as
Lðw; b; e;aÞ ¼ 1
2
wTwþ 1
2
C
XN
i¼1
e2i 
XN
i¼1
aifbyi þ ei  yi
)
(3)
where ai represents the Lagrangemultipliers and b denotes the bias
term. The optimality conditions are given by8>>>>>><>>>>>>:
vL
vw
¼ w
XN
i¼1aifðxiÞ ¼ 0
vL
vb
¼
XN
i¼1ai ¼ 0
vL
vei
¼ ai  Cei ¼ 0; i; ::::::;N
vL
vai
¼ byi þ ei  yi ¼ 0; i ¼ 1; ::::::;N
(4)
The conditions above of optimality can be given as the solution
to the following set of linear equations after eliminating w and ei
0 /1T
/1 Uþ C1I

b
a

¼

0
y

(5)
where,
y ¼
2664
y1
y2
«
yN
3775; 1! ¼
2664
1
1
«
1
3775
NN
(6)
a ¼
2664
a1
a2
«
aN
3775; I ¼
2664
1 0 / 0
0 1 / 0
« « « «
0 0 / 1
3775
NN
(7)
Here IN represents N  N identity matrix, and U ˛ RNN repre-
sents the kernel matrix deﬁned by U that has been obtained from
the application of Mercer’s theorem.
Ui;j ¼ K

xi; xj
 ¼ 4ðxiÞT4xj:::ci; j (8)
where 4 ($) is the nonlinear transformation function that converts a
nonlinear problem to the linear problem in a feature space of
higher dimension. The resulting LS-SVM model for estimation of
function is given asall, temperature and reference evapotranspiration in the central India
tp://dx.doi.org/10.1016/j.gsf.2016.06.002
Figure 2. Methodology.
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X
ai
*Kðxi; xÞ þ b* (9)
where, K(xi, x) is considered as the inner product kernel function
(product of vectors xi and xj) which is deﬁned in accordance with
Mercer’s theorem (Mercer, 1909; Courant and Hilbert, 1970) and
b* represents the bias. Various kernel functions are found
including linear, polynomial, splines, sigmoid and radial basis
function (RBF) from which Radial basis function (RBF) method is
used here. The linear kernel is considered as a special case of the
RBF (Keerthi and Lin, 2003). In this case RBF is used which is
given as,
K

xi; xj
 ¼ exp  xi  xj2
2s2
!
(10)
where, s represents thewidth of RBF kernel that can be adjusted for
the control of the RBF expressivity. The RBF kernels show ﬁnite and
localized responses across the entire range of predictors.
3.3.1. Bias correction of the predictands
The LS-SVMmodel used to obtain future rainfall projection of the
A2 scenario, are given as the projected rainfall, minimum and
maximum temperatures and ET0 of every decade from 2011 to 2099
(2011e2020, 2021e2030, 2031e2040, 2041e2050, 2051e2060,
2061e2070, 2071e2080, 2081e2090 and 2091e2099) of three sta-
tions of Betul, Hoshangabad and Raisen. Bias correction was applied
to the predicted data. The use of non-linear method was done for the
correction by a power law relationship of P*¼ aPb, where a and b are
constants. Thismethod is not used for bias correction of the normallyPlease cite this article in press as: Kundu, S., et al., Future changes in rainfa
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htdistributed data, because this method produces a dataset that is not
normally distributed. The adjustment of mean and variance is per-
formed in the correction. It is given as (Leander and Buishand, 2007),
PSDcorr ¼ Pobs þ
 
sðPobsÞ
s

Pgcm
! Pi  Pobsþ Pobs  Pgcm
(11)
where, PSDcorr is the climatic variables with bias correction; Pobs is
the mean daily observed climatic variables; Pgcm represents the
mean daily GCM climatic variables (predicted); sðPobsÞ is the
standard deviation showing the observed climate variables;
sðPgcmÞ stands for the standard deviation of the GCM climate var-
iables (predicted); Pi represents the daily or monthly climate var-
iables from HadCm3 data (not corrected). This method of bias
correction was used by Raneesh and Thampi (2013) and Mondal
et al. (2014).
3.3.2. LS-SVM performance
The LS-SVMmodel calibration and validation is assessed by four
performance indexes used by other researchers such as, Root mean
square error (RMSE) (Kundu et al., 2014), Normalized Mean Square
error (NMSE) and Nash-Sutcliffe coefﬁcient (NASH) and correlation
coefﬁcient (CC) (Duhan and Pandey, 2014; Nash and Sutcliffe, 1970).
Root mean square error is given as
RMSE ¼
ﬃﬃﬃﬃ
1
N
r XN
i¼1


yi  byi2 (12)ll, temperature and reference evapotranspiration in the central India
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Figure 3. Calibration and Validation of LS-SVM of different variables (rainfall, minimum temperature, maximum temperature and ET0).
S. Kundu et al. / Geoscience Frontiers xxx (2016) 1e146Normalized Mean Square error is NMSE ¼
1
N
PN
i¼1


yi  byi2
ðSobsÞ2
(13)Please cite this article in press as: Kundu, S., et al., Future changes in rainf
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htNash Sutcliffe coefficient is NASH ¼ 1
1
N
PN
i¼1


yi  byi2
1
N
PN
i¼1


yi  byi2
(14)all, temperature and reference evapotranspiration in the central India
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Figure 3. (Continued)
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¼
N
P

yi  byi ðP yiÞ 
Pbyiﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ"
N
P

yi  byi2
#

"
N
P

yi  byi2
#vuut
(15)
Where, yi and byi show the time series of the observed and
Please cite this article in press as: Kundu, S., et al., Future changes in rainfa
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htsimulated predictands respectively and the N represents the sam-
ple size of the training and testing data. A small value of the RMSE
and NMSE depicts that the discrepancy is less between the
observed and predicted series; hence it will provide better accuracy
for prediction while in case of NASH and CC the higher values give
better accuracy.
The reference evapotranspiration or ET0 has been calculated
using the Hargreaves method from the downscaled temperature
data. It is given as (Hargreaves and Samani, 1985; Vicente-Serrano
et al., 2014),ll, temperature and reference evapotranspiration in the central India
tp://dx.doi.org/10.1016/j.gsf.2016.06.002
Table 3
Model performance at calibration and validation time.
Betul Hoshangabad Raisen
Methods Calibration Validation Calibration Validation Calibration Validation
Rainfall
RMSE 15.911 16.273 16.253 27.053 13.469 19.148
NMSE 2.254 2.503 1.885 5.429 1.139 2.351
NASH 0.950 0.946 0.958 0.952 0.952 0.950
CC 0.962 0.954 0.961 0.957 0.958 0.953
Minimum Temperature
RMSE 1.35 1.51 0.98 1.12 1.44 1.57
NMSE 0.98 1.12 0.054 0.069 0.076 0.084
NASH 0.968 0.961 0.975 0.96 0.969 0.965
CC 0.981 0.978 0.982 0.973 0.978 0.971
Maximum Temperature
RMSE 0.95 1.12 0.81 0.96 1.22 1.36
NMSE 0.073 0.087 0.056 0.069 0.091 0.119
NASH 0.97 0.967 0.971 0.964 0.973 0.97
CC 0.985 0.981 0.979 0.976 0.986 0.979
ET0
RMSE 0.104 0.203 0.106 0.188 0.146 0.177
NMSE 0.007 0.027 0.007 0.022 0.013 0.019
NASH 0.985 0.983 0.986 0.981 0.981 0.979
CC 0.989 0.985 0.989 0.986 0.985 0.982
S. Kundu et al. / Geoscience Frontiers xxx (2016) 1e148ET0 ¼ 0:0023RaTD0:5ðT þ 17:8Þ (16)
Here, R represents the Linacre equation, Ra stands for the
extraterrestrial solar radiation, T is mean air temperature, and TD
shows the difference between maximum and minimum
temperature.
4. Results and discussion
4.1. Model calibration and validation
For developing the SVM model, 70% of the data were used for
calibration and remaining 30% of the data were used for validation
of the model. The three stations of Betul, Hoshangabad and Raisen
were used for the downscaling. The training data was taken from
1961e1989 and 1990e2001 were used in the testing of the dataset.
The data of rainfall and temperature were used as the predictand.
Fig. 3 shows the observed and predicted monthly rainfall, mini-
mum and maximum temperature and ET0 for the calibration and
validation of LS-SVM model of Betul, Hoshangabad and Raisen. It
can be deduced from the given graph that the predicted values of
the validation are very close to the observed values for all the three
stations. Calibration also has given quality result between the
observed and predicted values.
4.2. Model efﬁciency
In order to obtain good results between the observed and pre-
dicted variable, the parameters of the model are adjusted at the
time of calibration with different statistical measures for perfor-
mance, such as Root Mean Square Error (RMSE), Normalized Mean
square Error (NMSE), NasheSutcliffe Efﬁciency Index (NASH) and
Correlation Coefﬁcient (CC). The calibrated and validated errors of
LS-SVM model of three stations of the study area are given in the
Table 3. In rainfall, the calibrated values of the RMSE range from
13.47 to 16.25m and validation ranges from 16.27 to 27.05m. NMSE
ranges from 1.14 to 2.25 m for calibration and 2.35 to 5.43 m for
validation. The NASH values vary from 0.950 to 0.958 (calibration)
and from 0.950 to 0.956 (validation). The CC values range from
0.958 to 0.962 for calibration and from 0.953 to 0.957 for validation.
In minimum temperature, the RMSE varies from 0.98 to 1.44 m in
calibration and 1.12 to 1.57 m in validation. In NMSE, the calibratedPlease cite this article in press as: Kundu, S., et al., Future changes in rainf
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htvalues vary from 0.054 to 0.076 m and validation values range from
0.069 to 0.084 m. The Nash values vary from 0.968 to 0.975 (cali-
bration) and from 0.96 to 0.965 (validation). In CC, calibration
values range from 0.978 to 0.982 and validation ranges from 0.971
to 0.978. In maximum temperature, the RMSE values for calibration
range from 0.81 to 1.22 m and validation from 0.96 to 1.36 m. In
NMSE, the calibration varies from 0.056 to 0.091 m and validation
varies from 0.069 to 0.119 m. In NASH, calibration ranges from 0.97
to 0.973 and validation from 0.964 to 0.97. In CC, calibration varies
from 0.979 to 0.986 and validation from 0.976 to 0.981. The ET0
accuracy in RMSE varies from 0.104 to 0.146 m (calibration) and
from 0.177 to 0.203 m (validation). The NMSE values of calibration
range from 0.007 to 0.013 m and validation from 0.019 to 0.027 m.
The Nash values of LS-SVM vary from 0.981 to 0.986 (calibration)
and from0.979 to 0.983 (validation) and the CC values of calibration
vary from 0.985 to 0.989 and validation from 0.982 to 0.986. ET0
accuracy results also indicate good performance of the LS-SVM
model (Table 3).4.3. Downscale of future projected rainfall, minimum temperature,
maximum temperature and calculated ET0 of the A2 scenario
Downscaling of the A2 scenario, as simulated from the GCM, is
performed after the calibration and validation of the LS-SVM
model. The GCM (HADCM3) data are used in the calibrated and
validated LS-SVM model to obtain a downscaled result of future
projected predictands or annual rainfall, ET0, minimum and
maximum temperatures. This is illustrated by the box diagram in
Fig. 4 for the time slices of 10 years from 2011 to 2099 (2011e2020,
2021e2030, 2031e2040, 2041e2050, 2051e2060, 2061e2070,
2071e2080, 2081e2090 and 2091e2099) of the three stations of
Betul, Hoshangabad and Raisen. The middle line of the box plot
represents the median value while the upper and lower edges
signify the 75% and the 25% of the data set respectively. The highest
and lowest limits of the upper and lower vertical lines indicate
highest and lowest values respectively. The black square depicts the
simulated mean and the pink straight line shows the observed
mean from 1961 to 2001. The data downscaled with the NCEP and
the GCM data are compared with the observed data. This ﬁgure
show an increase in the future rainfall, temperatures and ET0 with
some ﬂuctuations of increase and decrease within decades.all, temperature and reference evapotranspiration in the central India
tp://dx.doi.org/10.1016/j.gsf.2016.06.002
Figure 4. Future scenario of different decades (A) Rainfall, (B) minimum temperature, (C) maximum temperature, and (D) ET0.
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Increasing rainfall is observed in all the three stations compared
to the observed mean value of 926.93 mm. In Betul, 2011e2020
indicates very similar mean to the observed rainfall. There is aPlease cite this article in press as: Kundu, S., et al., Future changes in rainfa
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htcontinuous rising trend with little ﬂuctuation in 2031e2040 and
2071e2080. The decade of 2091e2099 shows the highest increase
(approx. >1200 mm). Hoshangabad experiences a little higher
observed mean of 1088.85 mm than Betul that increases to aroundll, temperature and reference evapotranspiration in the central India
tp://dx.doi.org/10.1016/j.gsf.2016.06.002
Figure 5. Future scenario of different months (A) Rainfall, (B) minimum temperature), (C) maximum temperature, and (D) ET0.
S. Kundu et al. / Geoscience Frontiers xxx (2016) 1e14101600 mm in 2091e2099. There is little ﬂuctuation with downward
trend in the 2021e2030 and 2051e2060 but the overall trend is
showing an increase in the future rainfall. Raisen experiences the
mean observed rainfall of 1165.88 mm and all the future rainfall
shows an increase than the observed mean. Highest increase is
observed in the 2081e2090 (approx. 1600 mm) that decreases to
about 1500 mm in the 2091e2099 (Fig. 4A,B).
4.3.2. Minimum temperature
There is an increase in the simulated mean of minimum tem-
perature in the future than the observed mean. In Betul, thePlease cite this article in press as: Kundu, S., et al., Future changes in rainf
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htobserved mean is 19.8 C and the simulated mean of 2011e2020
and 2051e2060 is similar to the observed mean. The period of
2061e2070 indicates highest rise in the minimum temperature
(>20 C) and an overall increasing temperature is noticed in all the
decades with few ups and downs. In Hoshangabad, the mean
observed temperature is 19.2 C showing an increasing tempera-
ture from 2021e2030 onwards. Highest increase is observed in the
2041e2050 (around 19.6 C). The increase is also high in the
2091e2099. In Raisen, the mean observed minimum temperature
is 19.3 C and there is an almost gradual increasing trend from
2011e2020 onwards. The 2011e2020 and 2021e2030 indicate aall, temperature and reference evapotranspiration in the central India
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Figure 5. (continued).
S. Kundu et al. / Geoscience Frontiers xxx (2016) 1e14 11lower temperature than the observed mean. The highest temper-
ature increase is observed in the year 2091e2099 (approx. 20 C)
(Fig. 4A,B).
4.3.3. Maximum temperature
The maximum temperature is projecting a continuous increase
in the future in the three stations. The observed mean of Betul is
32.9 C. The decade of 2021e2030 shows that the simulated mean
is less than the observed mean, but there is a constant increase
from the 2030 onwards. The highest increase is observed in thePlease cite this article in press as: Kundu, S., et al., Future changes in rainfa
by Least Square Support Vector Machine, Geoscience Frontiers (2016), ht2091e2099 (33.5 C). Hoshangabad indicates the mean observed
maximum temperature of 32.3 C with the highest increase in the
2091e2099 (33.2 C). The initial decades show decrease up to the
year 2030 and there is a continuous increase in the simulated
temperature after that. Raisen has the mean observed temperature
of 32.3 C and 2081e2090 shows the maximum increase (33.2 C).
The temperature increase pattern in different decades is similar in
Hoshangabad and Raisen. Hence, 2081e2090 and 2091e2099 have
the highest rate of maximum temperature increase in three sta-
tions (Fig. 4C,D).ll, temperature and reference evapotranspiration in the central India
tp://dx.doi.org/10.1016/j.gsf.2016.06.002
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The ET0 in all the three stations indicates a rise in different de-
cades. The mean observed ET0 of Betul is 6.15 mm and 2031e2040
shows lower simulated mean than the observed value. The decades
of 2021e2040, 2041e2050 and 2051e2060 have almost similar ET0
like the observed mean and highest increase is observed in
2081e2090. In Hoshangabad, the observed mean is 6.02 mm and
the highest increase is in the 2081e2090. Some decades from
2011e2020, 2021e2030 and 2071e2080 have lower projected ET0
values than the observed ET0. Raisen experiences the observed
mean ET0 of 6 mm and highest is observed in 2081e2090
(6.16 mm). In Raisen also, in some decades from 2011e2040 and
2051e2060, lower simulated ET0 than the observed value has been
projected (Fig. 4C,D).
4.4. Downscale of future projected rainfall, minimum temperature,
maximum temperature and calculated ET0 of A2 scenario in
different months
Fig. 5 gives the variation in the projected rainfall, minimum and
maximum temperature and ET0 respectively in different months as
the mean of 30 years’ time slice. Here, 2020s indicates the mean of
2011e2040, 2050s indicates mean of 2041e2070 and 2080s in-
dicates mean of 2071e2099. The results of future rainfall are higher
than the observed rainfall in all the three stations. The months of
July and August (major monsoon months) show highest rainfall in
three stations (Fig. 5A,B). Theminimum temperature shows highest
rise in May and June in the future in three stations. The winter
months of December and January indicate a higher rate of increase
in minimum temperature than other months (Fig. 5A,B). In case of
monthly maximum temperature, there is a wide variation. Lower
than the observed temperature is noticed in May while higher than
the observed temperature is found in the December and January.
The 2080s shows a higher rise in maximum temperature from
February to April in all the stations. There are two peaks of the
increase, one peak in AprileMay and then another small peak in
October. This may occur as monsoon rains lower the day temper-
ature and October indicates bright sunshine that might cause
temperature rise (Fig. 5C,D). ET0 is projecting a decrease in the
future in May in three stations. Some decrease in different other
months is also observed in three stations. Winter months show an
increase in ET0 in all the three stations (Fig. 5C,D).
There is a continuous rise in the minimum and maximum
temperature. Some ﬂuctuation with decreased temperature is
found, but there is an overall increasing minimum and maximum
temperatures generated by LS-SVM in the future. The ET0 is a
parameter that has been computed from temperature here, which
is an indicative of the actual ET. Increasing temperature lead to the
increase in the evapotranspiration or calculated ET0 in most de-
cades in all stations. Increased minimum temperature, particularly
in the winter months is of signiﬁcant concern indicating the global
warming effect. Since Madhya Pradesh is a landlocked area, higher
temperature projection in future might affect the cropping pattern
and crop growth rate of the area. There is also an increase in the
future rainfall. However, the increase in the rainfall will be a
problem if very high intensity rainfall increases. Increasing mini-
mum and maximum temperature of A2 scenario in the future is
projected by Anandhi et al. (2009). A recent study in central India
by Duhan and Pandey (2014) has shown an increase in the mini-
mum and maximum temperature of the A2 scenario and has re-
ported that LS-SVM has given the best result among three methods
of multiple linear regression (MLR), artiﬁcial neural network (ANN)
and Least Square Support Vector Machine (LS-SVM) for the future
simulation of temperature. The LS-SVM is based on SVM method,
which works and capture the non-linear relation between thePlease cite this article in press as: Kundu, S., et al., Future changes in rainf
by Least Square Support Vector Machine, Geoscience Frontiers (2016), htpredictand and the predictor (Raje andMujumdar, 2011). The linear
Statistical Downscaling Model (SDSM) and non-linear Support
Vector Machine (SVM) have been compared and SVM model has
given better results in downscaling precipitation with better basic
statistics (Chen et al., 2010). Tripathi et al. (2006) showed that the
SVM method is appropriate for precipitation downscaling at the
regional scale and Anandhi et al. (2008) used themodel at the basin
scale. The present work is implementing the model at basin scale
(12,290 km2) and downscaling both precipitation and temperature
and ET computation from the downscaled temperature. The
methodology is observed to be strong in selecting the predictors
which are chosen on the basis of their sensitivity to the rainfall and
temperature. The calibration and validation results show the
robustness of the model. The projected rainfall and temperature
shows an increase in the future in different decades. An increasing
temperature in India is also observed in the studies of Kothawale
et al. (2012) and Rai et al. (2012). The increasing rate of future
rainfall is observed in many works of India (Rupa Kumar et al.,
2006), in the eastern (Kannan and Ghosh, 2011), north and north-
west (Raje andMujumdar, 2011) and south (Meenu et al., 2013) part
of India. Increasing rainfall in a part of central India has also been
reported by Mondal et al. (2014) in the A2 scenario. Increasing rate
of ET0 is reported by Rehana and Mujumdar (2013) in the southern
part of India that also conforms to the present study. Increased ET0
in the pre-monsoon season or in March to May months, when
rainfall is very low and temperature increase is high, may require
certain awareness and management strategies to cope with the
situation.
5. Conclusion
The present study deals with the changes in the pattern of
different climate variables to estimate and investigate the future
changes in the water resources of the region. Three major param-
eters of climate, i.e. rainfall, temperature (minimum and
maximum) and reference evapotranspiration have been considered
to downscale the future projection of climate change over the basin
area in the A2 scenario with the HADCM3 data. The ET is derived
from the temperature only by the Hargreaves method, because of
the non-availability of other parameters. Therefore, it does not
include the sensitivity of other parameters affecting ET, as done by
the Penman-Monteith method. However, according to the Vicente-
Serrano et al. (2014), Hargreaves method can be considered as a
quality technique in calculating ET0 if all variables required for the
Penman-Monteith are not available. The LS-SVM model is used for
downscaling the GCM dataset to analyze the future climate from
2011 to 2099 in a part of the Narmada river basin of central India.
The efﬁciency of the LS-SVM model is measured with four statis-
tical methods (RMSE, NMSE, NASH, CC) in respect to model cali-
bration and validation that proved the feasibility of the model. The
results show an increase in the minimum and maximum temper-
atures in the A2 scenario in the future and 2081e2099 indicates a
high increase. Wintermonths of December and January are affected
by the highest change. The ET0 is also projected to have increased
with some ﬂuctuation of both increase and decrease in different
decades. Highest rise is projected in 2091e2099, particularly in the
winter season (November to January) and the monsoon season
(July to September). The resultant increase in rainfall is observed
mainly in themonsoonmonths. The Hoshangabad and Raisen show
a maximum increase in rainfall while Betul has the maximum ET0.
Although uncertainties are always there in the projection of climate
change, but an estimation of the possible future changes in climate
downscaled for an area is possible and essential. The increased rate
of change may results in the occurrence of water related hazards or
might create problems in the water availability. An increase in theall, temperature and reference evapotranspiration in the central India
tp://dx.doi.org/10.1016/j.gsf.2016.06.002
S. Kundu et al. / Geoscience Frontiers xxx (2016) 1e14 13future projection of all the parameters may imply future hazards of
ﬂood and drought occurrences. This study expresses the need for
understanding the future change of climate that may lead to some
accompanying changes in the local natural resources affecting the
life of people.
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