Abstract. We introduce and analyze a trust-region sequential quadratic programming (SQP) method for the solution of smooth equality constrained optimization problems, which allows the inexact and hence iterative solution of linear systems. Iterative solution of linear systems is important in large-scale applications, such as optimization problems with partial differential equation constraints, where direct linear solves are too expensive or not applicable because system matrices are never formed explicitly. Our trust-region SQP algorithm is based on a composite-step approach which decouples the step into a quasi-normal and a tangential step and includes several critical modifications of step computations needed to cope with the inexact solution of linear systems. The global convergence of our algorithm is guaranteed under rather general conditions on the substeps. We propose algorithms to compute the substeps and prove that these algorithms satisfy the conditions to ensure global convergence. All components of the resulting algorithm are specified in such a way that they can be directly implemented. Our linear solver stopping criteria accommodate usersupplied parameters that can be used to tune the efficiency of the algorithm, yet they are free of Lipschitz constants and other application-dependent parameters that are difficult or impossible to compute. Numerical results indicate that our algorithm converges even for very coarse linear solver requirements. Furthermore, the linear solver stopping criteria are adapted to the convergence of the overall SQP algorithm. Coarse and therefore inexpensive linear system solves are used frequently.
1. Introduction. Sequential quadratic programming (SQP) methods are used successfully for the solution of smooth nonlinear programming problems. Each iteration of an SQP method requires the solution of linear systems that involve the constraint Jacobian or its transpose. Most convergence theories for SQP methods and most SQP implementations require that these linear systems be solved exactly. For many large-scale problems, especially problems with partial differential equation (PDE) constraints, this is not possible. In many such applications, constraint Jacobians are not formed explicitly and only their action and the action of their transpose on a vector are available. Even if these matrices are formed explicitly the solution of the linear systems using direct linear algebra is prohibitively expensive. In these cases, iterative linear system solvers have to be applied. As a consequence, all linear systems that arise in SQP methods are solved inexactly and it is crucial to account for this inexactness in the design and in the convergence analysis of SQP methods.
In this paper we introduce a trust-region SQP algorithm for equality constrained optimization problems that incorporates inexact linear system solves, we construct stopping criteria for the iterative linear system solves that are free of unobservable quantities and therefore can be easily implemented, and we prove global convergence of the algorithm.
Our algorithm is based on the composite-step trust-region SQP framework presented by Dennis, El-Alem and Maciel [9] , but contains several algorithmic modifications necessary to ensure its convergence in the presence of inexact linear system solves. The algorithmic modifications needed to handle inexact linear systems solves are derived from Heinkenschloss and Vicente [18] . Like [18] we only tighten the linear system stopping tolerances as necessary, allowing coarse and relatively inexpensive linear system solves whenever possible. Unlike [18] , where the optimization variables are decomposed into basis and non-basis (control and state) variables, this paper uses a full-space approach, which allows one to incorporate recent advances in iterative solvers and preconditioners for so-called KKT or augmented systems. Moreover, we specify and analyze detailed algorithms for substep computations that are necessary for the implementation of the overall SQP method. The numerical examples documented in this paper and in our report [26] show that our algorithm is remarkably insensitive to the user-specified parameters in the proposed linear solver stopping conditions. The specific parameter choices affect only the efficiency of the algorithm, not its global convergence. In contrast, if iterative linear system solves are used in a conventional composite-step trust-region SQP algorithm designed for exact linear systems solves, then very fine solver tolerances are required to achieve convergence, which is computationally expensive. Moreover, it is difficult to determine a priori how fine these tolerances must be, necessitating a laborious trial-and-error process.
To our knowledge the first global convergence result for an SQP method with inexact linear system solves is given by Jäger and Sachs [21] , where a line-search reduced-space SQP approach is investigated. In a similar fashion, the paper [3] by Biros and Ghattas establishes convergence requirements for an inexact quasi-Newton reduced-space SQP method. In both cases, the implementation of the algorithm requires the knowledge of Lipschitz constants and similar quantities that are difficult to estimate in practice. In contrast our algorithm does not depend on such parameters, and its implementation is therefore fully defined. Other papers like [24] describe SQP methods with globalization strategies and with inexact linear systems solves. However, they only provide heuristics for linear solver tolerances, with no theoretical results.
Inexact line-search SQP methods for convex and nonconvex equality constrained problems are introduced by Byrd, Curtis, and Nocedal in [5] and [6] . The paper [5] assumes that the approximation of the Hessian of the Lagrangian is uniformly positive definite on the null space of the constraint Jacobian. Therefore, steps can be computed by an inexact solution of the KKT system. The above convexity assumption is relaxed in [6] . The steps are still computed by solving a KKT system, but with a perturbation of the Hessian matrix. This perturbation is constructed so that the modified Hessian exhibits positive definiteness when applied to the computed step. This perturbation is determined iteratively and may require repeated KKT solves per step computation.
In this paper we use a trust-region approach. In contrast to line-search methods, trust-region methods determine the step by approximately minimizing a quadratic model of the Lagrangian subject to the linearized equability constraints and a trustregion constraint. The resulting subproblems are well posed even if the Hessian is not positive definite on the null space of the linearized constraints and, consequently, no Hessian perturbation is needed to enforce convexity of the subproblems. Moreover, the trust-region constraint acts as a regularizing term for the step, which can be beneficial for ill-conditioned problems. However, compared to line search methods, the step computation can be more involved, especially for convex well-posed problems.
Trust-region SQP methods with inexact solvers are presented in [18, 30] . The paper [18] by Heinkenschloss and Vicente focuses on a composite-step trust-region SQP technique in the reduced space. The algorithm handles inexactness in first-order derivative information as well as inexact linearized constraint equation solves. The control of inexactness is guided by the progress of the optimization algorithm and can be implemented without the knowledge of Lipschitz constants and similar quantities that are difficult to estimate in practice. As we have mentioned before, this paper builds on [18] , but uses a full-space approach, which offers more flexibility in the choice of iterative solvers and preconditioners for KKT/augmented systems. In addition, we specify and analyze algorithmic details of step computation that are important for the efficient implementation of the trust-region SQP method. In our trust-region method, the step computation requires multiple augmented system solves, but these are obtained from the KKT system by replacing the Hessian with the identity and are easier to solve iteratively than KKT systems with the Hessian of the Lagrangian.
In [30] Walther presents a trust-region SQP method for a class of problems (2.1). The main difference between [30] and this paper is that [30] assumes the explicit construction of a matrix A k that approximates the Jacobian c x (x k ) of the constants. In addition, an explicit representation of a matrix Z k with A k Z k = 0 is required. The setting in [30] is motivated by the use of rank-one updates to approximate the constraint Jacobian as introduced in [16] . In our paper the applied null-space representation is never computed explicitly, but through an approximate projection onto the null space, realized by the iterative solution of a so-called augmented system. One major contribution of our paper is the detailed analysis of the impact of an inexact solution of this augmented system.
Recently, Ziems and Ulbrich [31] presented an inexact SQP method for PDE constrained optimization. The major contribution of [31] is the rigorous treatment of adaptive PDE discretizations. As in [18] , they use the splitting of the variables x into so-called states y and controls u and a resulting null-space representation given in (2.7) below. The full-space approach and careful description of step computations introduced in our paper could be used instead. Therefore, our paper complements [31] .
The paper is organized as follows. In Section 2 we review composite-step trustregion SQP with exact linear system solves. This section establishes some basic notation and highlights the difficulties that arise when linear systems are solved iteratively and therefore inexactly. Section 3 introduces our trust-region SQP method with inexact linear system solves and states the global convergence result. As mentioned earlier, our algorithm in Section 3 builds on [18] , but is based on a full-space formulation that provides more flexibility in the choice of iterative solvers and preconditioners. The algorithm in Section 3 poses general conditions on the substeps, but does not specify how substeps can be computed so that they satisfy the conditions needed to ensure global convergence. Concrete algorithms to compute substeps are given in Section 4, along with the analyses that prove that the resulting substeps meet the conditions sufficient for the global convergence of the overall algorithm. Section 5 illustrates the performance of our algorithm on a discretized optimal control problem governed by the Navier-Stokes equations. In particular, our algorithm is insensitive to usersupplied linear solver parameters and converges even for very coarse solver tolerances. The same observation holds when the algorithm is applied to other PDE-constrained optimization problems, as documented in our report [26] .
The Composite-
Step Trust-Region SQP Algorithm and Approximate Representations of the Constraint Null Space. We begin with a summary of the classical composite-step trust-region SQP framework, based on the work presented in [9] . See also [8, Sec. 15.4.2] . Additionally, we motivate the modifications that are necessary when linear systems within this algorithm are solved inexactly.
Let X and C be Hilbert spaces and let f : X → R and c : X → C be sufficiently smooth functions. We consider the equality-constrained NLP min f (x) (2.1a)
The basic formulation of our algorithm requires that f and c are continuously Fréchet differentiable and that the Fréchet derivative c x (x) of the constraint is surjective. To prove convergence we will need additional assumptions, stated in Section 3.5.
Throughout the paper we identify the duals of the Hilbert spaces X and C with themselves, i.e., X * = X and C = C * . This greatly simplifies the presentation of the optimization algorithm. Of course, one can take
be the Lagrangian for (2.1). Let x k be the k-th SQP iterate and λ k the Lagrange multiplier estimate at x k . Let H k = H(x k , λ k ) be the Hessian ∇ xx L(x k , λ k ) of the Lagrangian or a self-adjoint approximation thereof. Trust-region SQP methods compute an approximate solution of (2.1) by approximately solving a sequence of subproblems derived from
To deal with the possible incompatibility of the constraints (2.2b), (2.2c) we apply a Byrd-Omojokun-like composite step approach. See [8, Sec. 15.4.2] for an overview. The trial step s k is computed as the sum of a quasi-normal step n k and a tangential step t k , see Figure 3 .1 (left pane). The role of the quasi-normal step n k is to reduce linear infeasibility. It is computed as an approximate solution of
where ζ ∈ (0, 1) is a fixed constant. Once the quasi-normal step n k is computed, the tangential step t k is computed as an approximate solution of the subproblem
For the computation of the tangential step one typically eliminates the constraints (2.4b) using a representation of the null space of c x (x k ). Let Z be a Hilbert space and let W k : Z → X be a bounded linear operator such that
We can set t k = W k w k and replace (2.4) by
Problems (2.4) and (2.5) are equivalent up to the constant L(
). An approximate solution can be computed, e.g., by the Steihaug-Toint conjugate gradient method [8, Sec. 7.5.1].
There are several ways to define a null-space representation W k . For small to medium size problems in X = R n one can use a QR decomposition. If x = (y, u) ∈ X = Y × U and if the partial Jacobian c y (y k , u k ) has a continuous inverse, one can use Z = U and
This choice is often possible in PDE-constrained optimization. Finally, one can also choose Z = X and W k to be the projection onto the null space of c x (x k ). In this case
k and s = W k w can be computed by solving the so-called augmented system
We see that the application of W k or of W * k given in (2.7) or in (2.8) requires the solution of linear systems involving the Jacobian of the constraints or its adjoint. In PDE-constrained optimization applications, the application of c y (y k , u k ) −1 to a vector, which is needed for the application of (2.7), requires the solution of a linearized PDE. If W k is the projection onto the null space of c x (x k ), the system (2.8) can be solved using a variety of iterative methods for saddle point problems. See, e.g., [2, 12] and references therein.
Once the trial step s k is computed, we must decide whether to accept the step and how to update the trust-region radius ∆ k . We use the augmented Lagrangian merit function
to perform these tasks. The step is accepted or rejected and the trust-region radius is updated based on the ratio between the actual reduction
and the predicted reduction
Here λ k+1 is a Lagrange multiplier estimate corresponding to the trial iterate x k + s k . In summary, one step of the composite-step trust-region SQP algorithm involves the following tasks.
Algorithm 2.1 (One step of a composite-step trust-region SQP algorithm). 6. Decide whether to accept the new iterate x k+1 = x k + n k + t k , and update ∆ k+1 from ∆ k , based on ared k /pred k . Convergence results for this and related algorithms can be found, e.g., in [9, 10, 11] , see also the overview in [8, Sec. 15.4] . A key assumption in these analyses is that the tangential step t k lies exactly in the range of the null-space operator W k . If the linear systems arising from null-space representations (2.7) and (2.8) are solved approximately, this assumption is no longer true. This and additional complications are analyzed in the following section.
Step Trust-Region SQP Algorithm with Inexact Linear System Solves. Methods for the computation of the quasi-normal step n k and the computation of the Lagrange multiplier λ k+1 require the solution of one linear system involving the Jacobian of c or its adjoint. The computation of the tangential step t k requires the solution of several linear systems involving the Jacobian of c or its adjoint. If these linear systems are solved iteratively, then n k , λ k+1 and t k cannot be computed exactly and several properties of the steps, such as the property that the tangential step lies in the null space of the linearized constraints, are violated. See Figure 3 .1. The design of stopping criteria for iterative linear systems solves (the accuracy requirements for these steps) is delicate, since one quantity depends on others. For example, the tangential-step subproblem (2.4) depends on the quasi-normal step n k . If the quasi-normal step n k is not computed accurately enough, then no matter how accurately the linear systems in the tangential-step computation are solved, the trial step s k = n k + t k will not be accepted. On the other hand, the expense of a very accurate computation of the quasi-normal step will be wasted if the following tangential-step computation uses linear system solves that are too coarse. Thus we want to design stopping criteria for the linear system solves arising in Algorithm 2.1 so that we obtain a globally convergent algorithm, but avoid the oversolving of linear systems. In particular, we must adjust the accuracy of the linear system solves based on the progress of the trust-region SQP algorithm.
Adjusting the accuracy of the linear system solves based on the progress of the trust-region SQP algorithm can be achieved using the techniques developed in [18] , which result in subtle but important algorithmic changes in the trust-region SQP algorithm. In this section we extend the inexactness framework of [18] by removing the requirement that X = Y × U and that the optimization variable x = (y, u) be decomposed into non-basic and basic variables y and u, respectively, so that the partial Jacobian c y (y k , u k ) has a continuous inverse. While these assumptions are satisfied for many PDE-constrained optimization problems, the use of (2.7) is not always the best choice. In fact, recently, there has been a lot of research on iterative methods for KKT systems, see e.g. [2, 12] and references therein. Since (2.8) is just a particular KKT system, we can make use of iterative methods for KKT systems if we choose Z = X and W k to be the projection onto the null space of c x (x k ) implemented via the solution of the augmented system (2.8). Here we focus on this scenario.
Assumption. Again we assume that f and c are continuously Fréchet differentiable and that the Fréchet derivative c x (x) of the constraint is surjective. Furthermore, for the remainder of this paper we assume that W k is the projection onto the null space
Left: A sketch of the quasi-normal step n k and the tangential step t k computed using exact linear system solves. Right: A sketch of the quasi-normal step n k , the solution t k of the tangential subproblem and the tangential step t k computed using inexact linear system solves.
of c x (x k ) implemented via the solution of the augmented system (2.8). In particular,
Step. The quasi-normal step n k is computed as an approximate solution of (2.3). The approximate solution must satisfy the boundedness condition
where κ 1 > 0 is independent of k, and the fraction of Cauchy decrease condition
where κ 2 , κ 3 > 0 are independent of k. These conditions on the quasi-normal step are derived in [9] . In Section 4.1 we specify a concrete algorithm for the computation of n k , based on the inexact solution of an augmented system, and demonstrate that conditions (3.1) and (3.2) can be easily satisfied.
Inexactness in the Tangential
Step. The tangential step t k is an approximate solution of (2.4) or, equivalently, t k = W k w k , where w k is an approximate solution of (2.5). In practice, one first computes w k as an approximate solution of (2.5), and then one applies W k to get t k = W k w k . In the inexactness framework it is important to separate these two steps.
With inexact linear system solves in the application of W k , the reduced gradient W k g k and the reduced Hessian W k H k W k are no longer available. We will show in Section 3.2 that the inexact solution of the linear systems (2.8) leads to a perturbation W k of W k . This perturbation is in general not self-adjoint. Furthermore, we will show that if inexact linear system solvers are used in an algorithm for the solution w k of (2.5) effectively solves
instead of (2.5). As before,
The approximate solutions of (3.3) and (3.4) are denoted by w k and t k , respectively, and they obey t k = W k w k . We describe in the next section how the tangential step t k is computed once an approximate solution w k of (3.3) or t k of (3.4) is found. Remark 3.1. Comparing (3.3) with (2.5) one may expect an objective function in (3.3a) with
implies that (3.3) and (2.5) are identical. In the inexact case, using (3.3a) will allow us to prove the important decrease condition (3.7) stated below. We will discuss these issues further in Section 4.2.
We define
To establish convergence of our trust-region algorithm with inexact linear system solves, we need to impose requirements on the size of the perturbation W k − W k . Specifically we need the following conditions. First, the inexact reduced gradient W k g k needs to satisfy 6) for some ξ 1 > 0 independent of k. Second, we impose the fraction of Cauchy decrease condition on t k with respect to the inexact quadratic model q k ,
for κ 4 , κ 5 , κ 6 > 0, independent of k. Establishing the existence of W k and ensuring that it satisfies (3.6)-(3.7) is not trivial. We will present and analyze an algorithm for the computation of t k in Section 4.2.
Balancing Progress in the Computation of the Tangential and the Quasi-Normal
Steps. After we have computed an approximate solution t k = W k w k of (3.4) we have to compute the step s k . In the exact case, where W k = W k , we set s k = n k + t k . With inexactness, however, t k = W k w k will in general no longer be in the null space of c x (x k ) and may destroy some of the linear feasibility gained by the quasi-normal step n k . To compensate for this, we will compute t k from t k to restore linear feasibility as needed. See Figure 3 .1 (right pane) for an illustration. This computation of the tangential step t k from t k is already used in [18] , and we adapt it to the full-space case. To motivate our approach, we revisit the computation of the predicted reduction (2.11) if the null-space projection can be executed exactly.
If
Straightforward calculations and using
show that in this case the predicted reduction can be written as
With inexact linear system solves the trial step is s k = n k + t k , with
where we have defined
This will effect the term
For the predicted reduction with inexactness we replace
and replace n k by n k + t k in
Recalling t k = W k w k , we obtain for the predicted reduction with inexactness
and
In our algorithm, we first compute a penalty parameter ρ k satisfying
and then, if necessary, we apply an approximate projection to t k to compute the tangential step t k such that it satisfies the requirement
where η 0 ∈ (0, 1 − η 1 ), and η 1 ∈ (0, 1) is the smallest acceptable ratio of the actual and predicted reduction. Since |rpred(r
where
There are two additional conditions on the tangential step. The first condition is related to how much the tangential step t k can deviate from the projection W k t k of t k and reads
for some ξ 3 > 0 independent of k. The second condition is
for ξ 4 > 0 independent of k. We note that (3.12), (3.13) and W k = 1 imply that
3.4. Lagrange Multipliers. The Lagrange multiplier estimate λ k is computed as an approximate solution of min ∇f (x k ) + c x (x k ) * λ X * . The global convergence theory for our inexact trust-region SQP algorithm only requires that the sequence of Lagrange multiplier estimates {λ k } k∈N be bounded. It is relatively easy to compute a Lagrange multiplier estimate so that this assumption is satisfied. A concrete algorithm based on the approximate solution of an augmented system is specified in Section 4.4. Of course, poor Lagrange multiplier estimates often lead to slowly converging SQP algorithms, thus additional assumptions are often desired, see Section 4.4.
Remark 3.2. After n k and t k are computed, the tangential step t k is computed to satisfy (3.10). However, the right-hand side in (3.10), defined in (3.8), contains a reference to λ k+1 , the Lagrange multiplier estimate at the trial step x k + n k + t k . This apparent circular dependence arises because we want to relax our accuracy requirements on the tangential step as much as possible. In the exact trust-region SQP algorithm this issue does not arise, since r 3.5. The Trust-Region SQP Algorithm with Inexactness Control. We can now formulate the SQP algorithm in the inexact setting.
Algorithm 3.3 (Trust-region SQP algorithm with inexactness control). 1. Initialization. Choose initial point x 0 , initial trust-region radius ∆ 0 , con-
Step Computation.
i. Compute a quasi-normal step n k satisfying (3.1) and (3.2). ii. Compute t k satisfying (3.6)-(3.7). (c) Acceptance Test.
i. Compute a new Lagrange multiplier estimate λ k+1 . ii. Update the penalty parameter. If
iii. Compute the tangential step t k satisfying the conditions (3.10), (3.12) and (3.13). iv. Compute the trial step
Otherwise set x k+1 = x k , λ k+1 = λ k , and ∆ k+1 = α 1 s k X . To prove global convergence of our algorithm we make the following assumptions, comparable to those made in, e.g., [9, 10, 11, 18 
The global convergence property of Algorithm 3.3 is stated in Theorem 3.4.
Theorem 3.4. Let assumptions (A1)-(A7) be satisfied. The sequences of iterates generated by Algorithm 3.3 satisfy
Additionally, we have
The proof of Theorem 3.4 is based on the global convergence analysis given in [9] and follows the modifications given in [18] . It is stated in Appendix A.
Subproblem Algorithms with Stopping Conditions for Linear
Solvers. In the previous section we described our inexact trust-region SQP method and established a first-order global convergence result. We now specify concrete algorithms
• for computing a quasi-normal step n k that satisfies conditions (3.1) and (3.2),
• for the approximate solution of the tangential subproblem (3.4), so that the existence of W k can be guaranteed and so that the solution t k of (3.4) satisfies conditions (3.6) and (3.7), • for the computation of a tangential step t k that satisfies conditions (3.10), (3.12) and (3.13), and • for the computation of a Lagrange multiplier estimate λ k .
Computation of the Quasi-Normal
Step. The quasi-normal step n k is computed as an approximate solution of (2.3). It must satisfy (3.1) and (3.2) where κ 2 , κ 3 > 0 are independent of k. It follows from the standard theory of trust-region methods, see, e.g., [8, Sec. 6.3.2] , that the fraction of Cauchy decrease condition (3.2) is satisfied if
We use a dogleg method to compute an approximate solution of (2.3), see, e.g., [8, Sec. 7.5.3] . Let n cp k be the Cauchy point, i.e., the solution of
It is easy to verify that
C and compute the quasi-normal step by moving from n cp k as far as possible toward n N k while staying within the trust region with radius ζ∆ k . The minimum norm solution n N k can be computed by solving an augmented system, see [4, p. 7] . However, when the augmented system is solved iteratively, we find it favorable to solve for
We allow a nonzero residual r 1 k r 2 k ∈ X × C whose size is restricted in Lemma 4.2. Our algorithm for computing the quasi-normal step is given as follows. Algorithm 4.1 (Dogleg method for the quasi-normal subproblem).
1
then the inexact quasi-normal step n k computed using Algorithm 4.1 satisfies (3.1) and (3.2). Proof. i. We show that (3.1) is satisfied. Assumption (A4) guarantees the ex-
If n k is computed in step 3 of Algorithm 4.1, then n k = n cp k + θ k δn k . It is easily shown from (4.3) that
Consequently,
where we have used that r
ii. We show that (3.2) is satisfied. If n k is computed in step 2 of Algorithm 4.1, then n k solves (4.1) and, hence, satisfies the Cauchy decrease condition (3.2).
If n k is computed in step 3 of Algorithm 4.1, then n k = n cp k + θ k δn k and, due to the second equation in (4.
Since n cp k solves (4.1) and, hence, satisfies the Cauchy decrease condition (3.2), so does n k .
Criteria other than (4.4) also guarantee that the inexact quasi-normal step n k computed using Algorithm 4.1 satisfies (3.1) and (3.2). In the second part of the proof of the previous lemma it was used that r
In the first part of the proof it is needed that r i k C ≤ η i c(x k ) C for some η i independent of k. The criterion (4.4) is computationally convenient since it specifies a bound on the residual. To additionally control the rate of convergence of the SQP algorithm, we enforce the following linear solver stopping condition (LSSC). LSSC 4.3. Let 0 < ξ qn ≤ 1. In our implementation, we replace (4.4) with the stronger condition
If an iterative solver used for the solution of (4.3) is initialized with the zero vector, the condition (4.5) implies that the initial residual
is reduced by at least ξ qn .
Solution of the Tangential Subproblem.
The second task is the computation of an approximate solution of the tangential subproblem (3.4) . This is accomplished by a modification of the Steihaug-Toint (ST) conjugate gradient (CG) method. If the linear systems (2.8) are solved exactly, then the STCG method described in [28, 29] , [8, Sec. 7.5.1], [22, p. 75] , can be directly applied to (2.5). However, if the linear systems (2.8) are solved iteratively, then an application of W k to a given vector r is replaced by W k (r), where W k : X → X is in general a nonlinear operator. This issue also arises when 'nonlinear preconditioners' are used in Krylov subspace methods [27] and specifically in the CG method [1, 14, 23] . Our modification of the STCG method is based on the ideas in [1, 14, 23] . However, since the CG algorithm now serves as a subproblem solver in the SQP method, rather than a linear system solver discussed in, e.g., [1, 14, 23] , the computed step t k must meet the requirements outlined in Section 3.2. Therefore, a new analysis is needed.
In Section 4.2.1 we present our modifications of the STCG algorithm that guarantee the existence of the operator W k , which makes the subproblem (3.4) well posed. The solution t k of (3.4) obtained by our STCG algorithm automatically satisfies condition (3.7). This is a key result, proved in Theorem 4.11. In Section 4.2.2 we give conditions on W k that are sufficient to guarantee (3.6) and promote fast convergence of the SQP algorithm.
An Inexact Conjugate Gradient
Method for the Solution of the Tangential Subproblem. As discussed, in the case where projections W k can be computed exactly, the solution of the tangential subproblem (2.5) can be accomplished by the Steihaug-Toint (ST) conjugate gradient (CG) method, see [28, 29] , [8, Sec. 7.5.1], [22, p. 75] . The application of STCG to (2.5) gives an algorithm which iterates in the w variables. Rather than iterating in the w variables, one can reorganize the computations in such a way that one iterates in the t = W k w variables, see [15, 25] . In the case where W k is the projection onto the null space of c x (x k ), i.e., has the properties W k = W 2 k = W * k , this leads to the following algorithm in which we use t k,i to denote the ith STCG iterate for the computation of the tangential step t k .
Algorithm 4.4 (STCG method for the solution of (2.5), in t k variables). 0. Given tol
The application of W k requires the solution of the augmented system (2.
is in general a nonlinear operator. To extend the STCG method to handle such inexactness the formulation of the STCG method in the form of Algorithm 4.4 is more suitable than the direct application of the STCG to (2.5). In Algorithm 4.4, the application of W k appears as the application of a preconditioner (although in this form it does not accelerate the convergence). If the linear system (2.8) arising in the application of W k is solved iteratively, then this inexact application of W k depends nonlinearly on the vector to which it is applied. This issue of 'nonlinear preconditioners' has been addressed in [27] , and specifically for preconditioned conjugate gradient methods in [1, 14, 23] . Our modifications of Algorithm 4.4 are in part motivated by [1, 14, 23] . However, these papers are concerned with the convergence properties of nonlinearly preconditioned CG methods. This is relevant in our context, but we need to address other questions, such as the Steihaug-Toint termination criteria.
In the inexact regime, one obstacle in applying the STCG method to the tangential subproblem is the loss of symmetry (and potentially linearity) of the inexact reduced Hessian. This is one reason to move nonlinearities (due to the inexact application of W k ) away from the Hessian operator by using Algorithm 4.4 instead of directly applying STCG to (2.5). In addition, due to the inexact application of W k we lose the three-term recurrence enjoyed by the conjugate gradient method and we must apply full orthogonalization. Our extension of the STCG Algorithm 4.4 to handle inexact applications of W k is given next. We use t k,i to denote the ith STCG iterate in the computation of t k .
Algorithm 4.5 (STCG method with inexact null-space projections).
If r i , p i X = 0 and p i , H p i X < 0, compute θ such that n k + t k,i + θ p i = ∆ k , and return t k = t k,i+1 = t k,i + θ p i and t
Remark 4.6. i. A straightforward induction argument can be used to show that if W k = W k , the quantities generated by Algorithms 4.4 and 4.5 obey
However, Algorithm 4.5 includes a subtle modification that will be important to ensure the decrease condition (3.7). In Algorithm 4.4 we have
whereas in Algorithm 4.5 we have
Another interpretation of this modification is the following. Algorithm 4.4 generates iterates t k,i that are approximate solutions of
If we replace r i , i = 0, 1, . . . in Algorithm 4.4 by
then the iterates t k,i are approximate solutions of
k the problems (4.6) and (4.7) are identical, since for t ∈ Range(W k ) we have t = W k t and g k , t X = g k , W k t X = W k g k , t X . If W k is applied inexactly, then these identities no longer hold and therefore our modification in the definition of r i will be important for the proof of the fraction of Cauchy decrease condition (3.7). We will discuss this later, see Remark 4.12.
ii.
. Hence the stopping criterion in Step 1a of Algorithm 4.5 reduces to the one in Step 1a of Algorithm 4.4.
iii. If W k = W k , then r i , p i X < 0 for all i. Since Algorithm 4.5 uses W k instead of W k , it is possible that r i , p i X ≥ 0. This makes the check for negative curvature in Step (1c) of Algorithm 4.5 slightly more involved. Furthermore, if r i , p i X = 0 in Step (1d), then p i , H p i X ≥ 0 and Algorithm 4.5 stagnates. Therefore, the stopping condition (1d) is included in Algorithm 4.5. Due to inexact application of W k we may
is not a descent direction of q k at t k,i , but − p i is. If r i , p i X > 0, then α i < 0, hence q k will be reduced when moving from t k,i to t k,i + α i p i . If t k,i + α i p i is outside the trust region, we can only move from t k,i to t k,i + α i p i until the trust-region boundary is reached. This is accomplished in Algorithm 4.5 in Step (1g) by choosing the sign of θ equal to the sign of α i .
iv. In addition to the solution t k of the tangential subproblem, Algorithm 4.5 always returns the tangential Cauchy point t cp k = t k,1 , which may be required by Algorithm 4.19, see Section 4.3, to ensure global convergence. Clearly, it is possible that t k = t cp k , in which case only one vector is returned. Next we state a few useful properties of Algorithm 4.5, labeled conjugacy and orthogonality, respectively. These properties are known to hold for the STCG Algorithm 4.4 with exact linear system solves. Then we state the equivalence of Algorithms 4.5 and 4.4 in the case when W k can be applied exactly. This result is already mentioned in Remark 4.6i. The equivalence property is important, as we would like to recover the convergence behavior of the exact STCG method if linear systems can be solved accurately. We then use a standard technique to prove that every iterate of the algorithm minimizes
over the set of previously computed search directions. (We will see at the end of this section why it is justified to use the same notation q k in (3.5) and (4.8).) Finally, we show that, from the point of view of Algorithm 4.5, the nonlinear operator W k can be replaced with a linear representation W k . The existence of W k enables us to formulate an inexact quadratic functional which is minimized by Algorithm 4.5. Lemma 4.7 (Conjugacy Property). Let { p i } be the sequence of search directions generated by Algorithm 4.5. Then
Proof. The result can be proved by a straightforward induction argument. Lemma 4.9 (Minimization Property). Suppose Algorithm 4.5 terminates with t k,i+1 . Then the iterates t k,j , j = 1, 2, . . . , i, minimize the quadratic function q k defined in (4.8) over span{ p 0 , p 1 , . . . , p j−1 }. Moreover,
Proof. Using the conjugacy property, we find that for each j ∈ {1, 2, . . . , i}
Since Algorithm 4.5 does not terminate in iteration i − 1, and j ≤ i, we have p , H k p X > 0, for = 0, 1, . . . , j − 1. Therefore the unique minimizer (γ * 0 , γ * 1 , . . . , γ * j−1 ) of q k is given by
in other words
Step (1h) of Algorithm 4.5 gives
where we have used the conjugacy property. This implies that t k,j = j−1
.., p j−1 }. Additionally, since γ j = 0, j = 0, . . . , i − 1 (otherwise, Algorithm 4.5 would have terminated earlier),
To complete the proof, we need to consider the last iterate t k,i+1 and show that
If t k,i+1 is returned in Step (1a) or in Step (1d) (of iteration i + 1), then using the same arguments as before we can show that t k,i+1 minimizes q k over span{ p 0 , p 1 , ..., p i }, hence q k ( t k,i+1 ) < q k ( t k,i ).
If t k,i+1 is generated by Step (1c) or by Step (1g) (of iteration i), we have
If t k,i+1 is generated by Step (1c), then p i , H k p i X ≤ 0 and θ r i , p i X < 0 or alternatively p i , H k p i X < 0 and θ r i , p i X = 0. In both cases we obtain q k ( t k,i+1 ) < q k ( t k,i ). Note that since the algorithm did not terminate in the previous iteration in
Step (1g), we have n k + t k,i X < ∆ k and, consequently, θ = 0. If t k,i+1 is generated by Step (1g), then r i , p i X < 0 and p i , H k p i X > 0. The quadratic ϕ → ϕ r i , p i X + ϕ 2 2 p i , H k p i X strictly decreases as ϕ goes from 0 to α i computed in Step (1e). Since 0 < |θ| ≤ |α i | and sign(θ) = sign(α i ), this implies q k ( t k,i+1 ) < q k ( t k,i ). Again, note that since the algorithm did not terminate in the previous iteration in Step (1g), we have n k + t k,i < ∆ k , thus |θ| > 0.
In the remainder of this section, we turn to proving the existence of a fixed linear operator W k that can replace its nonlinear counterpart W k in Algorithm 4.5. As noted in [23, p. 1450] , the existence of W k is easy if g k , r 1 , ..., r i are linearly independent. In [23] the existence of W k is tied to conditions on W k , which is not necessary in our case.
Lemma 4.10. Let r j , j = 0, . . . , i, be the residuals generated by Algorithm 4.5. If r i = 0, then r 0 , r 1 , ..., r i are linearly independent and g k , r 1 , ..., r i are linearly independent.
Proof. i. Suppose that the vectors r 0 , ..., r i are linearly dependent. Then there exist coefficients {ξ j } ii. Suppose that the vectors g k , r 1 , ..., r i are linearly dependent. Then there exists a sequence of coefficients {ξ j } i j=0 with i j=0 |ξ j | > 0, i.e., not all ξ j can be zero, such that
Again, let ξ s be the first nonzero coefficient in {ξ j } i j=0 , i.e., the sum above starts at index s. If s > 0, then we can proceed as in part i to derive a contradiction. If s = 0, then due to Lemma 4.8
Hence g k , W k (g k ) X = 0 and Algorithm 4.5 would have terminated in Step 0, which
Since the vectors r j , j = 0, 1, ..., i, are linearly independent, the operator R i : R i+1 → X , given by
has full column rank. Furthermore, we introduce matrices Y i : R i+1 → X and Y i : R i+1 → X , given by
It is easy to verify that the operator
has the property
The linear operator W k with the property (4.13) is not unique. In fact if W k satisfies (4.13) and if E k is an operator with E k g k = 0, E k r j = 0, j = 1, . . . , i., then W k + E k also satisfies (4.13). For example, if the inverse of Y i * R i exists, then
also satisfies (4.13). By Algorithm 4.5,
and by Lemma 4.8, the matrix Y i * R i is lower triangular. If the orthogonal projections are computed exactly,
Later we will use (4.14) rather than (4.12). We also emphasize that W k is a theoretical construct that is never actually computed. However, having shown the existence of a fixed linear representation of the null-space operator, we can reinterpret Algorithm 4.5 as the standard Steihaug-Toint CG algorithm with W k replaced by W k . Note that even though W k = W * k = W 2 k the linear operator W k in general does not have these properties.
Step (1b) of Algorithm 4.5 yields p i ∈ Range( W k ). Furthermore, t k,0 = 0 ∈ Range( W k ). From Step (1f) we directly obtain
for all i. This implies that Algorithm 4.5 effectively sees problem (4.7) as
i.e., that Algorithm 4.5 is effectively an STCG algorithm applied to (4.15). Problem (4.15) is exactly the problem (3.4) introduced earlier in Section 3.2. With this observation we are able to prove the condition (3.7) independent of which linear operator W k with the property (4.13) is chosen.
Theorem 4.11. Let the assumption (A5) be satisfied and let W k satisfy (4.13). If Algorithm 4.5 returns t k,i , i ≥ 0, there exist κ 4 , κ 5 , κ 6 > 0, independent of k, such that the fraction of Cauchy decrease condition (3.7) holds for t k = t k,i .
Proof. Recall the definition (3.5), q k (t) = W k g k , t X + 1 2 H k t, t X , and note q k (0) = 0. If Algorithm 4.5 returns t k = t k,0 = 0, then r 0 = W k g k = 0 and (3.7) is satisfied for any choice of κ 4 , κ 5 , κ 6 (as both sides of the inequality (3.7) are zero).
Otherwise, since p 0 = − W k g k , the first iterate t k,1 generated by Algorithm 4.5 is the solution of
Furthermore, since
and the solution t k,1 of (4.16) obey 
This proves the claim for the case t k = t k,1 . If Algorithm 4.5 terminates with t k,i , i ≥ 2, Lemma 4.9 implies
which gives (3.7).
Remark 4.12. The term W k g k , t X in the objective function in (4.16) is important for the proof of (3.7). As we have discussed in Remark 4.6i, obtaining W k g k , t X in the objective function instead of g k , t X requires a subtle but important change in
Step 0 of Algorithm 4.5 compared to Step 0 of Algorithm 4.4.
Controlling
Inexactness in the Application of W k . In Section 4.2.1 we have shown that if W k is an inexact orthogonal projection onto the null space, applied by iteratively solving augmented linear systems (2.8), then Algorithm 4.5 solves problem (4.15) . This is true no matter how accurately the systems (2.8) are solved. In Theorem 4.11 we have also shown that STCG iterates t k generated by Algorithm 4.5 satisfy (3.7) for any W k with property (4.13). Again, this result does not depend on how accurately the systems (2.8) are solved. However, conditions (3.6) and (3.13) can only be satisfied if the systems (2.8) are solved sufficiently accurately. We will address the accuracy requirements next.
Recall that Steps 0 and 1a in Algorithm 4.5 each require the solution of a system of the type (2.8). In Step 0 of Algorithm 4.5 the inexact projected gradient r 0 = W k (g k ) = W k g k is computed. The iterative linear system solver returns r 0 satisfying 18) where we allow a nonzero residual e = (e 1 e 2 ) ∈ X × C.
Theorem 4.13. Let the assumption (A4) be satisfied and let r 0 = W k g k be computed as in (4.18) . If
then r 0 satisfies (3.6).
Proof. Let
and let Φ : X → X × C, Ψ : X × C → X be prolongation / restriction operators given by
We obtain
Assumption (A4) guarantees the existence of ν > 0 such that G 
which proves the claim.
Remark 4.14. To enforce (4.19) as the stopping condition for a linear solver we compare at every linear solver iteration the size of the residual vector e 1 e 2 to the size of r 0 , the X -component of the corresponding iterate.
LSSC 4.15. Let 0 < ξ pg ≤ 1 be a selectable parameter. In our implementation, we replace condition (4.19) with the stronger stopping condition
Provided that the iterative solver used for the solution of (4.18) is initialized with the zero vector, this stopping condition ensures that the iterative solver reduces the residual by at least ξ pg . The linear system (4.18) and the residual tolerances described in Theorem 4.13 and LSSC 4.15 specify the computation of W k in Step 0 of Algorithm 4.5. For iterations i = 0, 1, . . ., we also have to specify residual tolerances for the computation of
Step 1a of Algorithm 4.5. The iterative linear system solver returns z i satisfying
where we allow a nonzero residual e = (e 1,i e 2,i ) ∈ X × C. LSSC 4.16. Let 0 < ξ proj ≤ 1. In our implementation, we compute z i = W k ( r i ), i = 1, . . . , i k , from (4.21) with
Provided that the iterative solver used for the solution of (4.21) is initialized with the zero vector, (4.22) ensures that the residual is reduced by at least ξ proj .
Clearly, the accuracy with which we compute
Step 1a of Algorithm 4.5, i.e, the choice (4.22) for the stopping tolerance of the system (4.21), impacts the practical performance of the algorithm, but the first order convergence result is determined by the accuracy with which we compute W k , i.e., solve (4.18), in Step 0 of Algorithm 4.5. This was described completely in Theorem 4.13 and LSSC 4.15.
In Appendix B we will show, under suitable conditions, that if Algorithm 4.5 terminates after i k + 1 iterations there exists a constant C > 0 independent of k such that for W k defined in (4.14)
This result is shown using the representation (4.14) of W k . The precise statement is given in Theorem B.1. Since this result is not needed for the proof to establish the conditions for first order convergence, and since proof of (4.23) requires a few technical results, we provide the details in Appendix B.
To summarize, the iterative linear system solves in Steps 0 and 1a of Algorithm 4.5, which are required to compute r 0 = W k (g k ) and and z i = W k ( r i ), respectively, are performed using an iterative solver so that the residuals in (4.18) and (4.21) satisfy (4.20) and (4.22), respectively. As a result condition (3.6) is satisfied and we have the error bound (4.23).
Computation of the Tangential
Step. Once the approximate solution t k of the tangential subproblem (3.4) has been obtained, the tangential step t k is computed subject to conditions (3.10), (3.12) and (3.13).
Condition (3.12) is very similar to condition (3.6) and entails another inexact null space projection,
where we allow a nonzero residual e = (e 1 e 2 ) ∈ X × C. Lemma 4.17. Let the assumption (A4) be satisfied and let t k be computed as in (4.24) . If
then t k satisfies (3.12).
The proof of Lemma 4.17 is analogous to the proof of Theorem 4.13. Instead of (4.25) we implement the following stronger condition. LSSC 4.18. Let 0 < ξ tang ≤ 1. In our implementation we replace condition (4.25) with the more stringent stopping condition
Provided that the iterative solver used for the solution of (4.24) is initialized with the zero vector, this stopping condition ensures that the residual is reduced by at least ξ tang . Next we discuss the enforcement of condition (3.10) . If the new Lagrange multiplier λ k+1 is known, then pred(n k , t k ; ρ k ) given by (3.8) is a fixed constant, and rpred(r t k ; ρ k ) defined in (3.9) depends on the size of r t k def = c x (x k )t k . Since t k satisfies (4.24), i.e., is an inexact projection of t k into the null space of c x (x k ), the size of r t k is determined by the size of e 1 X + e 2 C . In particular the condition (3.10) can be satisfied by making ξ tang in (4.26) sufficiently small. This is what is done in our implementation. We fix ξ tang and solve (4.24) with the stopping criterion (4.26). If the condition (3.10) is not satisfied, we reduce ξ tang and re-solve (4.24) with the refined stopping criteria. In practice, we restart the iterative solver so not to waste the work performed in the previous solve of (4.24). The previous considerations apply when the new Lagrange multiplier λ k+1 is known. The basic convergence result Theorem 3.4 only requires that the sequence {λ k } k∈N is bounded and therefore allows great flexibility in the choice of Lagrange multiplier estimates. However, for the actual performance of the algorithm, λ k+1 is computed at the trial iterate x k + n k + t k as discussed in Section 4.4 below. Therefore, whenever we refine ξ tang in the stopping tolerance (4.26), i.e., change t k , we recompute λ k+1 . The loop in step 1(a) of Algorithm 4.19 enforces the condition (3.10).
It remains to discuss how we enforce condition (3.13). If n k is orthogonal to the subspace and if t k = t k is in the null space of the constraints, then s k = n k + t k = n k + t k , so t k X ≤ s k X . Therefore, in the exact case (3.13) is satisfied. In the inexact case, it could happen that with coarse solutions of the augmented systems the substep t k is relatively far away from the null space, and condition (3.13) is violated. Therefore, we fix ξ 4 and monitor condition (3.13). If it is violated, then we further tighten the accuracy conditions used to compute t k and t k . This is done in the loop in Step 1 of Algorithm 4.19 below. This can be expensive, but in our experiments such recomputations are rarely needed. We will comment more on this below.
In Algorithm 4.19, η 0 ∈ (0, 1) and ξ 4 > 1 are the parameters in (3.10) and (3.13), respectively. The parameters ξ qn , ξ pg , ξ proj , ξ tang ∈ (0, 1) are the forcing parameters used in (4. ii. Compute Lagrange multiplier estimate λ k+1 at ii. The constant reduction factor 10 −1 in Algorithm 4.19 can be replaced by more elaborate choices as long as these reduction factors are bounded away from one.
Theorem 4.21. Let the assumptions (A4) and (A7) be satisfied. The tangential step t k generated by Algorithm 4.19 satisfies conditions (3.10), (3.12) , and (3.13).
Proof. Condition (3.12) is trivially satisfied due to Step 1ai and Lemma 4.17. For a given outer iteration i, after a finite number of reductions of ξ tang we have (4.26) ) and, by (3.11) , also condition (3.10). It remains to show that after a finite number of iterations i, Algorithm 4.19 generates n k and t k such that (3.13) is satisfied. Note that if (3.13) is not satisfied
Step 1b enforces t k = t cp k and in the subsequent iterate i reduces ξ qn , ξ pg , ξ proj and ξ tang by a constant factor. Therefore, it is sufficient to show that (3.13) is satisfied if t k = t cp k and ξ qn , ξ pg , ξ proj and ξ tang are sufficiently small. For the rest of the proof we therefore assume t k = t cp k . First we will show that
for sufficiently small ξ pg and ξ tang . Note that the Cauchy point t 
with ē 1 X + ē 2 C ≤ ξ pg r 0 X , see (4.20) . In particular, we have c x (x k ) r 0 X ≤ ξ pg r 0 X , which due to t cp k = γ r 0 implies
We note that this result is independent of the value of γ. From
with e 1 X + e 2 C ≤ ξ tang t cp k X , see (4.26), we obtain
Combining this result with (4.28) and the assumption (A4) implies that there exists a constant C independent of k such that
Using the inequality t
Hence, if ξ pg and ξ tang are small enough such that C(ξ pg + ξ tang ) < 1 and
then (4.27) holds. Let n * k be the quasi-normal step computed with the exact null-space projector W k and let t * k solve (4.24) with e 1 = 0 and e 2 = 0. In this case n *
where n cp k ∈ Range(c x (x k ) * ) and, since δn * k solves (4.3) with r
Combining this with (4.27) gives the desired inequality (3.13).
Lagrange Multiplier Computation.
If linear systems are solved exactly, the Lagrange multiplier estimate λ k can be computed by solving the linear system
If linear systems are solved inexactly, i.e. involve a non-zero system residual, it is advantageous to relate the norm of the residual to the norm of the gradient of the Lagrangian. Therefore, given a previous Lagrange multiplier estimate λ k−1 , the new multipliers λ k can be computed via λ k = λ k−1 + ∆λ, where ∆λ satisfies Global convergence proofs for SQP methods require boundedness of the Lagrange multipliers, as stated in the assumption (A6). This requirement is easily imposed with inexact linear system solves.
Lemma 4.22. Let the assumption (A4) be satisfied. Let the sequence λ k of inexact Lagrange multipliers be generated by λ k = λ k−1 + ∆λ, where ∆λ satisfies (4.30) with
for a fixed ξ lmg > 0 independent of k. Then the sequence {λ k } of Lagrange multipliers is bounded.
Proof. From (4.30) we directly obtain
General assumptions (A4) give uniform boundedness of the quantities
The claim follows from elementary norm inequalities and the boundedness of the residual norms r 1 k X and r 2 k C . LSSC 4.23. Let 0 < ξ lmh ≤ 1 be a selectable parameter. In our implementation we replace condition (4.31) with the stopping condition
Provided that the iterative solver used for the solution of (4.30) is initialized with the zero vector, (4.32) ensures that the residual is reduced by at least ξ lmh .
5. Numerical Results. In this section we examine the performance of our trustregion SQP algorithm with inexact linear system solves, Algorithm 3.3, on a PDEconstrained optimization problem. Additional numerical results are given in [17, 26] . In particular, the report [26] contains a compact statement of Algorithm 3.3 and numerical studies of its application to various PDE-constrained optimization problems. The numerical results presented in this section are taken from [26] , where further details of the problem discretization, linear systems solvers, and results for that particular example, and others, can be found.
As discussed earlier, our trust-region SQP algorithm requires the solution of augmented systems of the form, e.g., (4.3) or (4.24), which are necessary and sufficient optimality conditions for convex quadratic programs (QPs) with QP Hessians given by identities. Hence, all augmented system solvers can be used. In the numerical example of this section the augmented systems are solved using a left-preconditioned GMRES algorithm with an incomplete-LU preconditioner. Since for a given SQP iteration the matrix is the same in all augmented systems, the cost of setting up the preconditioner can be amortized over several linear system solves.
To examine the benefits of inexactness control in Algorithm 3.3, we compare it to a closely related conventional trust-region SQP algorithm (sketched in Section 2), in which the direct solves of all augmented systems are replaced by preconditioned GMRES solves with a fixed relative tolerance. This is what one may do when forced to retrofit an existing NLP code with iterative linear system solves. We note that in addition to the static treatment of linear solver tolerances, the conventional SQP algorithm contains none of the global convergence safeguards of Algorithm 3.3 to deal with inexactness.
For brevity, we use the label I-SQP for our algorithm with inexactness control, Algorithm 3.3, and the label C-SQP for the conventional algorithm. The algorithm parameters shared between I-SQP and C-SQP are: We introduce a nominal linear solver tolerance, tol LS , which is varied in our experiments. Given tol LS , the remaining I-SQP parameters are set to ξ qn = ξ pg = ξ proj = ξ tang = ξ lmh = tol LS , ξ 4 = 2 and ξ lmg = 10 4 . To improve the efficiency of inexact STCG, Algorithm 4.5, we use an additional termination criterion, developed in Appendix B. The fixed relative solver tolerance used in C-SQP is set to tol LS . Our example problem is the optimal boundary control of the Navier-Stokes equations to minimize vorticity behind a backward facing step, and is modeled after [20] .
Let Ω ∈ R 2 be the channel with a backward facing step shown in Figure 5 .1. We consider an optimal control problem governed by the Navier-Stokes equations formally stated as follows:
subject to the Navier-Stokes equations
with boundary conditions
Here u is the flow velocity, p is the pressure, g is the control. The viscosity is ν = 5 × 10
and the penalty parameter α = 10 −1 and δ = 10 −5 are given. By n we denote the unit outward normal; b is a given function. We only apply suction and blowing in wall-normal direction. That is, g = gn. The boundary condition (5.1) is a penalized form of the Dirichlet condition u = g on Γ c .
At the inflow boundary Γ in = {0} × [0.5, 1] we assume that the flow is a parabolic function with b(x 1 , x 2 ) = 8(x 2 − 0.5)(1 − x 2 ). The control is applied on the boundary Γ c = {1}×[0, 0.5]. The computational domain is divided into 352 triangles with a finer mesh across the area in which recirculation occurs. We discretize the Navier-Stokes equations using Taylor-Hood finite elements. Table 5 .1 Inexact SQP algorithm (I-SQP). Note: all numbers are totals across the entire SQP run; prec builds denotes the number of times the incomplete-LU preconditioner for augmented systems is computed; a posteriori refine denotes the number of times the safeguard t k X > ξ 4 n k + t k X is activated in Algorithm 4.19; nonconvex QP denotes the number of times zero or negative curvature is encountered in STCG, Algorithm 4.5. I-SQP handles iterative linear system solves very robustly. Table 5 .1 documents the performance of the I-SQP algorithm as the nominal linear solver tolerance tol LS is increased from 10 −8 to 0.5. The I-SQP algorithm is extremely robust with respect to variation of the nominal tolerance tol LS ; it converges in all cases. As reported in Figure 5 .2, the algorithm dynamically chooses linear solver tolerances as it makes progress toward a solution. The nominal tolerance tol LS can be interpreted as an upper bound on the relative augmented system residuals computed by I-SQP. At the same time, the median residual is not significantly smaller than tol LS .
In contrast, as shown in Table 5 .2, C-SQP only converges if the nominal linear solver tolerance is small. We terminate the optimization after 100 iterations. It is not clear how to choose the nominal linear solver tolerance a priori. In other examples, documented in [26] , even a fine nominal linear solver tolerance of tol LS = 10 −8 does not lead to convergence of C-SQP. For our numerical tests, the total number of GMRES iterations is a good measure of the overall efficiency of the algorithm. In this example, for the nominal tolerances of tol LS = 10 −7 and tol LS = 10 −8 , C-SQP required fewer total GMRES iterations than I-SQP. This is due, e.g., to the computation of t k , which is not necessary for C-SQP. However, the fine tolerances tol LS = 10 −7 and tol LS = 10 −8 are not needed in I-SQP, and nominal tolerances of tol LS = 10 −2 to tol LS = 10 −5 result in fewer GMRES iterations compared to C-SQP with tol LS = 10 −7 . Moreover, as mentioned earlier, it is impossible to determine a priori whether tol LS = 10 −7 leads to convergence of C-SQP. Table 5 .1 shows that the number of I-SQP iterations decreases as the nominal tolerance tol LS is decreased. However, smaller tol LS values imply a larger computational cost per iteration, shown in the row GMRES iters/call, the average number of GMRES iterations per augmented system solve. Therefore, I-SQP enables tradeoffs between the accuracy of linear system solves and the number of optimization iterations. In this example a nominal tolerance of tol LS = 10 −2 or tol LS = 10 −3 is an excellent choice. Additional numerical experiments in [26] show that a nominal tolerance between tol LS = 10 −2 and tol LS = 10 −4 is a good choice in general. Table 5 .1 shows that only for the very coarse nominal tolerance of tol LS = 0.5 the condition t k X > ξ 4 n k + t k X is violated, in a single I-SQP iteration. In this one case Step 1 of Algorithm 4.19 terminates with i = 1; in all other cases, i = 0. Hence, there are virtually no recomputations.
Finally, we note that the inexactness in linear system solves can cause nonconvexity in quadratic subproblems, as evidenced by the last row in Table 5 .1, tol LS = 10 −2 . Our algorithm remains robust and efficient without the need for Hessian modifications. Our report [26] contains detailed descriptions of applications of Algorithm 3.3 to various PDE-constrained optimization problems. The observations made for the example presented in this paper hold for other numerical examples documented in [26] .
6. Conclusion. We have developed and analyzed a full-space composite-step trust-region SQP algorithm for the solution of large-scale equality constrained optimization problems that allows the inexact and therefore iterative solution of the linear systems arising in the step and Lagrange multiplier computations. If exact linear system solves are performed, the algorithm fits into the framework presented in [9] . To handle inexact linear systems solves, several algorithmic modifications are needed. These are motivated by [18] , but in this paper we use a full-space approach, which provides more flexibility in the choice of linear system solvers and preconditioners, and in particular allows the use of recently proposed, efficient KKT solvers. A significant contribution of this paper is the detailed specification and analysis of algorithms for substep computations that are necessary for an efficient implementation of our SQP algorithm. The resulting algorithm accommodates user-specified parameters to tune its efficiency, however the algorithm does not depend on problem-specific parameters, such as Lipschitz constants, that cannot be computed and are even expensive to estimate. We have proved first-order global convergence of the algorithm for a wide range of user-supplied linear solver parameters. In practice the algorithm is remarkably robust to large amounts of inexactness in linear system solves.
We are investigating extensions of our approach to large-scale finite dimensional problems with inequality constraints, by using the ideas from [7] .
Appendix A. Proof of Global Convergence of the Inexact Trust-Region SQP Algorithm.
Our proof of Theorem 3.4 is based on the global convergence analysis given in [9] and follows the modifications given in [18] .
Proof. There are three modifications to the convergence analysis in [9] . i. Relation between the size of the trial step s k to the trust-region radius ∆ k : First, we need to relate the size of the trial step s k to the trust-region radius ∆ k . In particular we need the existence 1 of κ 7 , κ 8 > 0 independent of k such hat
and, if s k is rejected,
The first inequality follows from s k = n k + t k , (2.3b), (3.12), W k = 1, and
The second inequality follows directly from the trust region update in Step 2cvi of Algorithm 3.3.
ii. Error between the actual and the predicted reduction: The second modification concerns the estimates of the actual and the predicted reduction. Analogously to [18] we will be able to show |ared(s k ; ρ k ) − pred(n k , t k ; ρ k ) − rpred(r iii. Predicted reduction in the model: Using (3.7) one can use the same arguments as those applied in [9, L. 7.3, 7.6 ] to show the existence of a constant K 5 independent of k such that for any positive ρ pred(n k , t k ; ρ) ≥κ 4 W k g k X min κ 5 W k g k X , κ 6 
iv. We can now complete the proof as in [18] . The estimates (A.2) and (A.3) are used in the analysis only when rejection occurs in Step 2cvi of Algorithm 3.3. If s k is rejected, we know that
which in our inexact context implies
Thus, when the estimate (A.3) is required, we obtain
and the analysis in [9] remains unchanged except for the fact that pred(n k , t k ; ρ k ) is used instead of pred(s k ; ρ k ) and the lower bound 1 − η 0 − η 1 ∈ (0, 1) is used instead of 1 − η 1 . A similar bound is obtained when the estimate is given by (A.3). The limit (3.16) is obtained by combining (3.15), (3.6), and (3.1).
Appendix B. Error Estimates for Inexact Null-Space Projections.
In this section we provide a bound for W k − W k L(X ) by managing the size of the residuals e i = (e 1,i e 2,i ) ∈ X × C in (4.21). Instead of using the representation (4.12) we use (4.14). Let i k be the number of iterations performed in Algorithm 4.5. Furthermore, let R i k and Y i k be defined as in (4.10) and (4.11), respectively.
The advantage of representation (4.14) is that if exact linear system solves are used in Algorithm 4.5, then the projected residual vectors W k g k , W k r 1 , ..., W k r i k are orthogonal, and since W *
, where
If S i k 2 < 1, then (I i k + S i k ) is invertible and (I i k + S i k ) −1 = I i k + S i k with S i k = − S i k (I i k + S i k ) −1 and S i k 2 ≤ S i k 2 /(1 − S i k 2 ), see e.g. [13, p.58] . In this case we can write
