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It takes of the order of Na operations to solve a set of N linear equations in N 
unknowns or to invert the corresponding coefficient matrix. When the underlying 
physical problem has some time- or shift-invariance properties, the coefficient 
matrix is of Toeplitz (or difference or convolution) type and it is known that it can 
be inverted with O(Na) operations. However non-Toeplitz matrices often arise 
even in problems with some underlying time-invariance, e.g., as inverses or 
products or sums of products of possibly rectangular Toeplitz matrices. These 
non-Toeplitz matrices should be invertible with a complexity between O(Na) 
and O(Na). In this paper we provide some content for this feeling by introducing 
the concept of displacement ranks, which serve as a measure of how ‘close’ to 
Toeplitz a given matrix is. 
I. INTRODUCTION 
Problems in many fields lead ultimately to the solution of linear matrix 
equations 
Ra = m, 
where R is a given N x N matrix, say, and m is a given N x 1 vector. The 
number of operations required to solve such an equation, or to find R-l, is of the 
order of N3 (multiplications and additions). This can be prohibitive if N is large 
(500 or 1000 or 3000, as can arise in many power system or econometric calcula- 
tions). For this, and other reasons, we must often try to bring in any special 
features or structures that may be present in the original physical problem. In 
many applications we have the property 
R = [yij] = [Ye+]. 
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That is, the phenomena are invariant to a change in the time- or space-origin 
(e.g., as with stationary random processes, or homogeneous media, etc.). In this 
case, the matrix R is said to be a Toeplitx matrix and has the nice feature that its 
inverse can be found with only O(N2) multiplications. Moreover the inverse can 
be computed recursively, i.e., the N x N inverse can be readily updated to 
yield the (N + 1) x (N + 1) inverse. 
However, non-Toeplitz matrices may arise even in problems with some 
underlying time-invariance and we might wonder if the nice properties of 
Toeplitz matrices will carry over to them. Let us first consider some examples 
of how such non-Toeplitz matrices can arise. 
(i) Consider a stationary Gaussian sequence with covariance matrix T, 
a Toeplitz matrix. To solve statistical problems involving the sequnce, we 
shall need the matrix T-l (since this determines the density function); but the 
inverse of a Toeplitz matrix is not Toeplitz (unless the matrix is upper- or 
lower-trangular). 
(ii) We encounter non-Toeplitz matrices of the form [Tl ! T,], where 
Tl and T2 are Toeplitz, in certain design problems for time-invariant control 
systems (e.g., in applying the Sylvester criterion for the relative primeness of 
two polynomials) or in studying propagation through layered media. 
(iii) Consider the problem of choosing coefficients {a, ,..., a,} so as to 
minimize the sum of the squared-errors 
g et2 = $ (ri - N2 
in fitting a time-series model 
Yt = i akyt-k f et, t = 0, 1 ,...) N. 
1 
It can be seen quite readily that the so-called normal equations for solving this 
problem require the inversion of the non-Toeplitz matrix Y’Y, where 
(iv) Consider a discrete-time linear system 
xi+l = Fx, + Gvi , yi = Hx, , i>,O 
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where x is an rr x 1 so-called state-vector, ZI is a white-noise process with 
ET+; = Q6,j , and the initial value of x is a zero-mean random variable such that 
Ex,x; = IT,, , Ev,x; E 0 
and {n, ,F, G, H} are known constant matrices. Now unless F is stable and fl,, 
is specially chosen, the output process y will not be stationary and its covariance 
matrix will not be Toeplitz. 
According to present theory, therefore this matrix, as also those in the three 
earlier examples, would require O(N3) multiplications for their inversion. This 
is unsatisfying, however, because one feels that these matrices, though non- 
Toeplitz, have a certain underlying structure that should allow us to regard 
then as being in some sense “close” to Toeplitz and thus invertible with some 
degree of effort between O(N2) and O(N3). 
In fact, by a process of abstraction and simplification of results obtained in 
[l]-[4] for certain nonlinear (Riccati- and Chandrasekhar-type) differential 
equations associated with the state-space model in (iv), we have been able to 
realize this hope. Thus we have shown roughly (more precise results are stated 
later) that with any invertible N x N matrix we can associate an integer OL, 
1 < 01 < N, such that it takes O(N2a) operations to compute its inverse. In the 
examples just described we shall see that 
(i) or[P1] = 2, T = a Toeplitz covariance matrix 
(ii) a[T, i T,] < 3, Ti = Toeplitz matrices 
(iii) a[Y’Y] < 4, Y = a Toeplitz matrix 
(iv) a[li] < n, the dimension of the state-vector x. 
[Applications and further studies related to (i) can be found in [q, for (ii) in 
[6]-[7], for (iii) in [8]-[9] and for (iv) in [lo]-[ll].] 
Such results enable us to better match our physical intuition to available 
mathematical models and the substantial computational benefits they provide for 
large N should also allow for more accurate modeling via interactive (trial- 
and-error) methods. 
In the rest of this paper, we shall show how to make the above remarks more 
precise, and we shall also indicate some further results and extensions, e.g., 
to integral operators. 
II. DISPLACEMENT RANKS AND THEIR SIGNIFICANCE 
It is known (see, e.g., [12]-[13]) that a nonsingular N x N Toeplitz matrix, 
with nonzero leading minors, can be inverted with of the order of Na multiplica- 
tions operations as compared to the order of N3 multiplications generally needed 
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for a non-Toeplitz matrix. But if a non-Toeplitz matrix is (somehow) known to 
be the inverse of some Toeplitz matrix, then we should expect that it too 
should be invertible with O(P) multiplications. But then the question is what 
property a Toeplitz matrix and a Toepliz-inverse have in common (since they 
are not both Toeplitz) ? The answer to this question led us to the more general 
results noted in the introduction. The key properties of a matrix for this purpose 
are summarized by two numbers ot+ and 01~ , called the displacement ranks for 
reasons that will appear presently (see the discussion of Lemma 1). 
DEFINITION 1. The (+)-displacement rank of an N x N matrix R is the 
smallest integer or,(R) such that we can write 
a+(R) 
R = c LJJ, (1) 
1 
for some lower-triangular Toeplitz matrices {Li} and some upper-triangular 
Toeplitz matrices { Ui}. 
DEFINITION 2. The (-)-displacement rank of an N x N matrix R is the 
smallest integer CL-(R) such that we can write 
a-(R) 
R = 1 %& (2) 
for some lower-triangular Toeplitz matrices (Zi} and upper-triangular Toeplitz 
matrices {U,}. 
We shall see below that these two ranks often coincide, and that in general they 
will be nearly the same. But the distinction is necessary to state a complete 
result. 
THEOREM 1. The ( f)-displacement rank of a matrix is equal to the (F)-dis- 
placement rank of its inverse, i.e., 
cu+(R) = ar-(R-l) and cc(R) = or,(R-l). 
EXAMPLE. If T is a symmetric Toeplitz matrix, then the representations 
T= T+.I+I. T;=I. T++ T;.I 
where T+ is the lower-triangular part of T, show that Q(T) are not greater than 
than 2, and we shall show presently that (unless T is diagonal or zero) 
a+(T) = 2 = K(T). 
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Therefore according to the theorem we must have 
cL(T-1) = 2 = a+(T-l), 
and in fact it is known (see, e.g., [14]-[15]) that there exist lower-triangular 
Toeplitz matrices Jai and 58 such that 
T-l = B’g - zzz!‘d. (3) 
This example also shows that it would be useful to have a more explicit way of 
determining the q than is provided by the original definitions. This is given by 
the following lemmas, which will also give us the tools for the proof of 
Theorem 1. 
LEMMA 1. Alternative Characterization of Displacement Rank. The (&)- 
displacement ranks can be computed as 
or+(R) = rank{R - ZRZ’), a-(R) = rank{R - Z’RZ}, (4) 




. . . 
. . 
O ‘1’0 
Remarks. It can be checked that 
R-ZRZ’= [;f;.!;] - [I a “1, 
where i? is the (N - 1) x (N - 1) leading submatrix of R. 
Therefore for a Toeplitz matrix T, we can see that 
(5) 
(6) 
which has (generic) rank 2, thus showing again that or+(T) = 2. In an obvious 
notation, we can similarly write 
R-ZZ’RZ= [I;‘] - lo F I]. (7) 
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The expressions (6) and (7) explain why we used the names displacement ranks 
for the oli; we see also that 1 a+ - 01~ j < 2. To prove Lemma 1, and to show 
how to obtain representations of the form (l)-(2), we note the following result. 
LEMMA 2. Given column vectors {xi , yi , i = I,..., (u}, the functional equation 
R - ZRZ’ = f xiy; 
1 
has the unique solution 
R = f L(xi) U(y;), 
1 
(8’3) 
where L(x) denotes a lower-triangular Toeplitz matrix whose first column is x 
(note that this completely speciJies L(x)), and U( y’) denotes an upper-triangular 
Toeplitz matrix whose $rst row is y’. 
Similarly, the functional equation 
R - Z’RZ = i xiy; 
1 
has the unique solution 
R = i U(a;)L(j$), 
1 
where 
1’ = [XN ... Xl] when x’ = [Xl 
Proof of Lemma 2. For uniqueness, note that 
R, - ZR,Z’ = R, - ZR,Z’ 
implies that 




whose only solution is clearly zero (cf. the meaning of ZRZ’ as shown in (6)). 
The fact that the unique solution of (8a) is given by (8b) can be verified by 
direct calculation, showing first that 
L(x) U(y’) - Z[L(x) U(y’)] Z’ = xy’, 
a fact the reader may find amusing to check for 3 x 3 matrices. i 
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Proof of Lemma 1. This is immediate from the results of Lemma 2. Thus if 
R has a minimal representation 
R = 2 L(q) U(y;) 
1 
then 
R - ZRZ’ = 2 xiy;, 
1 
which clearly has rank 01+ . 
Conversely if R - ZRZ’ has rank 01+ , then there must exist vectors 
{xi , yi , i = l,..., IX+} such that 
R - ZRZ’ = 2 xiy; 
1 
and then by Lemma 2, 
R = 5 L(xi) u( y;). 
1 
A similar proof can be used for the a--representation. 1 
Lemma 1 gives an easy proof of Theorem 1. 
Proof of Theorem 1. Let p(A) denote the rank of A. Then we note that 
a-(R-1) = p{R-l - Z’R-12) 
= p{(R-l - Z’R-?Z) R) 
= p(I - Z’R-lZR} 
since rank is unaffected by multiplication by a nonsingular matrix. Now by a 
well-known matrix result that 
p(I - AB} = ~(1 - BA} 
we can continue the above chain as 
a-(R-l) = p{I - ZRZ’R-l} 
= f{(I - ZRZ’R-l) R} 
= f{R - ZRZ’} = a,(R). 
A similar argument will establish that 
a+(R-I) = cc(R). 1 
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This simple proof shows that in fact the result of Theorem 1 is quite general. 
Thus it depends very little on the nature of the entries of R, as long as they are 
such that the cited rank properties still hold. For example, the entries of R could 
be matrices themselves. It is also rather striking that the proof does not depend 
upon what the matrix 2 actually is. We defined it above as a lower-shift matrix 
because we wish to focus (see Theorem 2 below) on relations to Toeplitz 
matrices, which are almost invariant under a shift. But other emphases can be 
accommodated by choosing 2 differently. For example, we could focus on 
relations to “periodic” matrices by choosing Z as the “unit circulant matrix” OO’.l 
10. 0 
z,= 0 I . . . I. ! (10) 0. 10 
Other choices can also be made, e.g. ZD, where D is a diagonal scaling or 
“weighting” matrix, but we shall not pursue this question here (cf. [3b]). 
The choice of Z as the lower shift matrix is the one that leads to representa- 
tions of the form (cf. Lemma 2) 
(114 
which can be obtained by forming R - ZRZ’ and then trying to find 201 vectors 
{xi , yi} such that 
R - ZRZ’ = i xiy; 
1 
Clearly there can be many choices of vectors {xi , yi) and many choices of 01. 
Note though that ti can often be much less than the rank N of the nonsingular 
matrix R. The smallest possible value of a will be the rank of R - ZRZ’, but 
unless we have some special information on R, this rank may not be easy to 
determine by direct numerical evaluation. It is therefore important to know 
(see Theorem 2 below) that for the computation of R-l, we can work with any 
representation of the form (1 l), not necessarily the minimal one. 
THEOREM 2. Suppose that we have representation of R as 
not necessarily a minimal one (i.e., N > a+(R)). Suppose also that all the leading 
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minors of R are nonzero. Then there exists an algorithm for computing R-l in the 
f orm 
R-l = i U(ai)L(bl) 
1 
Wb) 
with of the order of N20r multiplications. 
The significance of the fact that (unlike Theorem 1) Theorem 2 does not need 
minimal representations of R is that we can try to choose {xi , yi , CY} in ways that 
might be most convenient for particular applications, and that we might be 
satisfied with representations C L(xJ U( yi) that are “reasonable” approxima- 
tions to R. For example, we might decide for a (covariance) matrix R to choose 
the xi , y; (yj = x:) as the (eigen)vectors corresponding to the 01 largest singular- 
(or eigen-) values of R - ZRZ’. This is a form of “principal components” 
analysis, but applied not (as usual) to the matrix R but to R - ZRZ’; the point 
is that the latter matrix might (if R is “close” to a Toeplitz matrix) have rank 
much less than the rank of R, which is just the size of R. As an extreme example, 
if R is Toeplitz, and of size 1000 x 1000, it may easily have a 100 “large” 
singular-values; however, R - ZRZ’ would have only 2 singular-values. The 
point is that any principal components approximation to a Toeplitz matrix will 
in general no longer be Toeplitz; by applying the method to the “difference” 
matrix R - ZRZ’, we preserve as much of the Toeplitz structure as possible. 
The proof of Theorem 2 is lengthy (by comparison to the other proofs given 
here) and can be found in [ll], [16]. H owever we might note that the proof is 
constructive, and gives a recursive procedure for successively inverting the 
principal submatrices of R. In fact, it is a striking fact that the algorithm has the 
same “form” as the Levinson-Trench ([12, 131) algorithms for inverting a 
Toeplitz matrix-only the dimensions of certain variables and the values of 
certain parameters are determined differently, in a way that depends on the actual 
form of the representation (11). The Levinson-Trench recursions are known to 
be the same as the well known recursions for the Szego polynomials orthogonal 
on the unit circle (see, e.g., [17, Ch. 111 or [15]. Among other things, this 
connection explains the origin of the assumption in Theorem 2 that the leading 
minors of R be nonzero, a standard condition in the theory of orthogonal 
polynomials. We might mention that this condition might be relaxed (and in fact 
we have already done so for the problem of inverting “Hankel” matrices- 
see [18]). 
To partly make up for omitting the proof of Theorem 2, let us close by showing 
an application of its final result, namely of the representation (12). In many 
statistical problems, we have to compute quadratic forms of the type 
Y’R-lY, Y’ = [Yl ,**-, YNI. 
Now if R-l is an arbitrary but known matrix, then by forming R-lY and then 
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Y'R-lY, we see that the quadratic form can be evaluated with a number of 
multiplications proportional to N*, N being the size of the matrix R. However if 
R-l is found in the form (12b), then it turns out that the quadratic form can be 
evaluated with proportional to aN log N multiplications, which can be a sub- 
stantial reduction if N is large and 01 is small. The reason is that with (12b), we 
can write 
Y’R-lY = i (U(Uj) Y)’ . (I!&) Y). (13) 
But since U(aJ is a triangular Toeplitz matrix, U(aJ Y can be seen to be the 
“convolution” of the sequences ai and Y. Now a convolution can be evaluated 
by a Fast Fourier Transform, which needs only proportional to N log N opera- 
tions (see, e.g., [19, p. 3471). The representation (12b) is also useful in simpli- 
fying certain “hardware” implementations, as we discuss in connection with 
certain signal-detection problems in [5]. 
III. CONCLUDING REMARKS 
So far our discussions have been based on the use of the shift operators, 
R - ZRZ' & j(R), say and R - Z'RZ g r(R), say. (14) 
We may, of course, apply such operators repeatedly. Then, for example, we 
could form l"(R) and call the rank of the resulting (twice) shifted matrix, the 
“second order” (+)-displacement rank of R. This may often be much less. It 
is not hard to construct suitable examples. 
In general we may talk of “m-th order” displacement ranks, though from a 
numerical point of view such high-order shifting may be infeasible. We remark 
that the use of powers of corresponds in a sense to using different Taylor expan- 
sions of R about the “origin” of Toeplitz matrices. 
As noted before, one need not make Toeplitz matrices central in the analysis. 
A closely related class is that of Hankel matrices (whose (i, j)-th element is of the 
form Y<+~ rather than r+), which can also be inverted with O(N2) operations. 
To classify matrices in terms of their degree of non-Hankelness, the reader can 
check that we should use the operations 
[(R)=R- ZRZ and l(R) = R - Z'RZ'. (15) 
[Writing these out explicitly will explain why we have used the notations 1, I, 
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where fl+ = rank [(R) and the (Hi”} are upper triangular Hankel matrices. We 
could also consider mixed operators 1(](R)) or [(l(R)), which will be appropriate 
when R is “close” to a Toeplitz plus Hankel matrix.l We may also recall the 
introduction of 2, in Eq. (10) of Section II. Clearly numerous other variations, 
each appropriate to certain special situations, can be devised.2 
We note too that the concept of displacement ranks can be applied to problems 
other than that of matrix inversion. For example in [20], we apply it to obtain 
fast algorithms for Cholesky decomposition, completing certain earlier results 
described in [3]. Toeplitz matrices have of course been the subject of extensive 
investigation and many interesting properties and applications have been dis- 
covered (see, e.g., [17]). It seems possible that the ideas of this paper can be 
used to extend some of these results to arbitrary matrices. 
Finally, we should note that the results presented here have close analogs 
in the continuous-time problem of finding the Fredholm resolvent H(., *) of a 
kernel K(., .), i.e., of solving the integral equation 
H(t, s) + 1’ H(t, T> W, $1 = K(t, s), 0 < t, s < T. 
0 
The analog of a Toeplitz matrix is a Toeplitz or displacement or convolution 
kernel of the form K(t - s). The shift operator will correspond to the differential 
operator a/i% + a/as, and the displacement rank will be related to the minimal 
number of terms required in the expansion 
($ + &) m 4 = f 9%(t) q):(s) Ai .
i=l 
These ideas are discussed in greater detail in [4] and [lo]. 
r We may note that Levinson [12] described an attempt to solve Toeplitz equations by 
reducing the problem to one of half size but involving matrices of the form (Toeplitz 
f Hankel). He dropped this idea in favor of a direct attack on the Toeplitz equations. 
However the converse idea (viz. imbedding Toeplitz f Hankel matrices in a larger 
Toeplitz block matrix) can be applied to study sums of products of Toeplitz and Hankel 
matrices. 
2 There are indications that the above results can be nicely understood in terms of two- 
variable (2-D) generating functions. For example, the formula (3) for T-r can be 
obtained from a generating function of the form (see [15] for details) 
44 a(w) - b(z) eJ) 
l--w * 
Some relevant results for 2-D polynomial matrices can be found in [21]. 
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