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Abstract
Uno de los modelos ma´s utilizados para la simulacio´n de mareas es el RMA-10 desarrollado por I. P.
King (1993) y sus colaboradores. Entre las principales caracterı´sticas se puede destacar sus cualidades
de descripcio´n, su capacidad de trabajar con grilla irregular y con distintos tipos de elementos y el tra-
tamiento que realiza de la viscosidad turbulenta. Sin embargo en muchos casos, principalmente cuando
se trabaja en 3 dimensiones, los excesivos costos computacionales, tiempo de ca´lculo, del modelo los
transforman en una eleccio´n prohibitiva. Por estas razones, se disen˜o´ y desarrollo´ una modificacio´n del
modelo centrada en la etapa de resolucio´n de los sistemas lineales. Esta modificacio´n se presento´ en
trabajos anteriores.Este trabajo se centra en evaluar la modificacio´n propuesta anteriormente, estudiando
la influencia de las estrategias de ordenamiento de pivotes en el tiempo de co´mputo y la capacidad de
escalamiento de la propuesta ante el aumento del taman˜o de los problemas.
Keywords: Palabras Claves: Computacio´n de alto desempen˜o, me´todos nume´ricos, RMA-10.
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1. INTRODUCCIO´N
En las u´ltimas de´cadas, la simulacio´n computacional de fluidos ha emergido como un a´rea
de intenso trabajo. En Uruguay, en la Facultad de Ingenierı´a (FIng) de la Universidad de la
Repu´blica, desde hace algunos an˜os, se esta´ trabajando en el modelado nume´rico del Rı´o de
la Plata. En un principio se construyeron modelos basados en la utilizacio´n de esquemas de
diferencias finitas. Con el fin de obtener mejoras en diversas caracterı´sticas del modelado, se
realizo´ el pasaje del paradigma de diferencias finitas al de elementos finitos. A tales efectos se
opto´ por el modelo RMA-10, ampliamente utilizado en el modelado de estuarios.
Las cualidades de descripcio´n del modelo, su capacidad de trabajar con grilla irregular y
con distintos tipos de elementos ası´ como el tratamiento que realiza de la viscosidad turbu-
lenta, permiten la obtencio´n de resultados sumamente alentadores en diversas simulaciones
realizadas. En contraposicio´n a la mejora del modelado, se incrementan de forma abrupta los
costos computacionales (tiempo de procesamiento), lo que implica un gran obsta´culo para su
utilizacio´n y para aplicar mejoras al modelo (mejorar la precisio´n y expandir eficientemente el
modelo a tres dimensiones). Teniendo en cuenta la problema´tica anterior en trabajos previos se
desarrollo´ una variante del modelo utilizando te´cnicas de alto desempen˜o [6].
Este trabajo se centra en evaluar la propuesta realizada anteriormente. Se presenta un bre-
ve estudio del efecto de usar distinas estrategias de ordenamiento, ası´ como la evaluacio´n de
la escalabilidad ante el aumento de taman˜o de los problemas a resolver de la propuesta de
modificacio´n del modelo RMA-10 presentada anteriormente.
Lo que resta de este documento se estructura de la forma que se describe a continuacio´n.
Primero se presenta una introduccio´n al modelo RMA-10, luego se ofrece un resumen de la
propuesta de modificacio´n realizada anteriormente, que abarca la descripcio´n de los casos de
prueba, el estudio de los tiempos de ejecucio´n del modelo original y el disen˜o de la propuesta.
A continuacio´n se describen los estudios realizados y los resultados obtenidos. Por u´ltimo, se
presentan las conclusiones y trabajos futuros planteados.
2. EL MODELO NUME´RICO
El modelo RMA-10 [10], fue presentado en el an˜o 1993 por I. King, para realizar modelados
y simulaciones nume´ricas en tres dimensiones de la circulacio´n hidrodina´mica. Disen˜ado en
particular para trabajar en situaciones donde las magnitudes de las velocidades verticales son
importantes y la estratificacio´n por densidad se presenta como un factor significativo.
El modelo describe las variables de estado, presio´n y velocidad (en tres dimensiones),
utilizando la formulacio´n de Galerkin [7] de elementos finitos, para resolver nume´ricamen-
te las ecuaciones implicadas, que ba´sicamente derivan de la combinacio´n de las ecuaciones de
Navier-Stokes, continuidad ma´sica, adveccio´n-difusio´n, y una ecuacio´n de estado que relaciona
la densidad con la salinidad, temperatura y sedimento suspendido. En el modelo las fuerzas de
friccio´n, el efecto de Coriolis y la tensio´n del viento en la superficie tambie´n son representadas.
El modelo RMA-10 puede ser utilizado para la simulacio´n de situaciones que poseen una
dependencia del tiempo, ası´ como aplicado a la resolucio´n de problemas estacionarios.
Adema´s de ser utilizado en FIng para realizar diversos estudios preliminares del transporte
de sedimentos en el Rı´o de la Plata, el modelo RMA-10 ha sido aplicado con e´xito en varios
escenarios. Entre otras se destacan las aplicaciones realizadas en la Bahı´a de San Franciso, en
el puerto de New York, en la Bahı´a Galveston y en el Rı´o St. Lawrence [14].
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Cuando se trabaja con el modelo en su versio´n tridimensional es necesario especificar en los
archivos de entrada la cantidad de capas con las que se quiere realizar la simulacio´n nume´rica
[11]. Esta cantidad se puede definir uniformemente para todo el dominio de resolucio´n o espe-
cificar la cantidad de capas para cada uno de los elementos definidos en el plano horizontal.
Las condiciones de borde se pueden especificar en te´rminos de descarga, de velocidad o de
nivel del agua. En caso de ser necesario, se puede utilizar una estructura vertical de la densidad.
Otro aspecto relevante del modelo RMA-10 es el tratamiento que realiza de la viscosidad
turbulenta horizontal. Mientras que la mayorı´a de los modelos bidimensionales integrados en
profundidad trabajan con un u´nico valor del coeficiente de viscosidad turbulenta, el modelo
RMA-10 permite la utilizacio´n de diferentes estrategias. Entre las opciones, la ma´s simple es
trabajar con un u´nico valor del coeficiente de viscosidad turbulenta, el cual es constante. Una
segunda opcio´n es trabajar con el modelo de viscosidad propuesto por Smagorinsky.
La implementacio´n del modelo RMA-10 se compone de diversos mo´dulos codificados en
Fortran. El Algoritmo 1 presenta un pseudo-co´digo simplificado del modelo.
La primera etapa del Algoritmo 1 (paso 1) corresponde a una componente de inicializacio´n
del modelo. En esta etapa se obtienen la grilla de ca´lculo y los para´metros globales, como son
la cantidad ma´xima de pasos y el criterio de convergencia del me´todo de resolucio´n de sistemas
no lineales, la cantidad de pasos de tiempo que se desea simular, etc.
Algoritmo 1 Pseudo-co´digo del RMA-10.
1: Inicializacio´n
2: for 1:cantPasosSimulacio´n do
3: Calcular estructuras auxiliares
4: for 1 : cantPasosNewton-Raphson do
5: Resolver sistema lineal para calcular aporte
6: Calcular velocidades verticales
7: Desafectar ecuaciones que cumplen condicio´n de convergencia
8: end for
9: Modificar las condiciones iniciales
10: Registrar resultados
11: end for
12: Finalizacio´n
Luego, como se puede observar en el Algoritmo 1 entre los pasos 2 y 11, el programa se
compone de un ciclo. En cada iteracio´n del ciclo se efectu´an los ca´lculos necesarios para rea-
lizar la simulacio´n de un paso de tiempo. Las ecuaciones del planteo del me´todo de elementos
finitos (MEF) del modelo se componen principalmente de un sistema de ecuaciones no linea-
les. Como se puede apreciar en los pasos 4 al 8 del Algoritmo 1, para la resolucio´n de estos
sistemas de ecuaciones no lineales se utiliza la estrategia de Newton-Raphson.
Debido al importante costo computacional que implica la resolucio´n de grandes sistemas
lineales, por lo general es la etapa de los MEF ma´s importante en cuanto a tiempo de co´mputo,
el modelo RMA-10 utiliza la estrategia de desafectar de la iteracio´n de Newton-Raphson en
pasos intermedios, aquellas ecuaciones que cumplan el criterio nume´rico de convergencia, es-
pecificado en el Algoritmo 1 por el paso 7. Por esta razo´n, el taman˜o de las matrices a resolver
durante la iteracio´n normalmente va disminuyendo a partir del segundo paso del ciclo.
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En las distintas aplicaciones dina´micas de MEF, es necesario realizar en cada paso de tiem-
po (o en cada paso de la iteracio´n de Newton-Raphson en problemas no lineales) el ca´lculo
de los valores de los nodos de los distintos elementos de la malla. Estos valores se utilizan
para la generacio´n, luego de una etapa de ensamblado, de la matriz de rigidez. En el modelo
RMA-10 se dispone de la rutina FRONT (y varias sub-rutinas) para realizar estas tareas que se
corresponden al paso 5 del Algoritmo 1.
Para efectivizar el ca´lculo de los coeficientes se utilizan distintas sub-rutinas. En tiempo de
ejecucio´n y dependiendo del tipo/forma del elemento que se este´ procesando, se determina cual
sub-rutina utilizar. Para el ca´lculo de los valores de los nodos es necesario efectuar integrales.
Este ca´lculo se realiza utilizando una cuadratura de Gauss.
La estrategia de resolucio´n de los sistemas lineales utilizada es el me´todo frontal, presentada
por Irons en 1970 [9] y extendida para matrices no sime´tricas por Hood en 1976 [8]. Los
me´todos frontales son versiones de la eliminacio´n Gaussiana, relacionadas directamente con
los elementos finitos y disen˜adas en un principio para disminuir las necesidades de memoria
de las estrategias esta´ndar de resolucio´n. Su estrategia de trabajo que se basa en ir cargando a
memoria la matriz de a trozos (los distintos frentes), permitio´ a las distintas implementaciones
de los me´todos resolver grandes sistemas lineales en el hardware disponible en los an˜os 70.
Luego, en el paso 6 del Algoritmo 1, se calculan las velocidades verticales.
Por u´ltimo, el paso 12 del Algoritmo 1, corresponde a una etapa de finalizacio´n de la apli-
cacio´n. Algunas de las tareas que se destacan en esta etapa son el registro de resultados finales,
la liberacio´n de recursos computacionales y la clausura de archivos.
3. TRABAJO PREVIO
El trabajo previo consistio´ en definir casos de prueba, evaluar los tiempos de ejecucio´n del
modelo original y disen˜ar una modificacio´n del modelo RMA-10 que mejore el desempen˜o
computacional. En el trabajo de Ezzatti y Piedra-Cueva [6] se puede profundizar en la propues-
ta.
3.1. Casos de prueba
Se utilizan 2 casos de prueba que difieren en la cantidad de elementos, nodos y capas con
las que se discretiza el dominio a simular, ası´ como en las condiciones de borde impuestas.
El caso N-31K se define por 1630 elementos y 5113 nodos en el plano, con cantidad de
capas variables entre los distintos elementos, como ma´ximo se utilizan 3 capas. Estos valo-
res implican un ma´ximo de 30787 ecuaciones en los sistemas lineales. Este caso corresponde
al modelado real del Rı´o de la Plata que se cuenta en FIng en la actualidad. Utilizando esta
discretizacio´n se han realizado estudios en los cuales se validaron resultados empı´ricamente
[7].
El caso N-40K utiliza para la descripcio´n del dominio 4578 elementos y 9950 nodos en
un plano, teniendo un nu´mero variable de capas para cada uno de los elementos. La cantidad
de ecuaciones de las matrices de los primeros pasos de las iteraciones de Newton-Raphson es
39759. En ocasiones se utiliza una modificacio´n de este caso que emplea cantidad de capas
uniforme en el dominio, lo que implica sistemas lineales de mayor taman˜o.
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3.2. Evaluacio´n de tiempos del modelo RMA-10
Para realizar esta etapa del trabajo se utilizo´ el caso de prueba N-31K, realizando el total
de las ejecuciones en un computador Dell, con dos procesadores Pentium IV de 1.8 GHz, que
dispone de 1 GB RAM, sistema operativo Linux Red Hat 7.3 y compilador Fortran Intel 7.0.
En el Cuadro 1 se resumen los tiempos de ejecucio´n evaluados para las distintas etapas del
modelo RMA-10 especificadas en el Algoritmo 1.
Etapa Tiempo (seg)
Inicializacio´n. 0.59
Calcular estructuras auxiliares. 0.02
Resolver sistema lineal para calcular aporte. 35.57
Resolver velocidad vertical. 0.55
Desafectar ecuaciones que cumplen condicio´n de convergencia. 0.10
Modificar las condiciones iniciales y registrar resultados. 0.06
Cuadro 1: Tiempos de ejecucio´n de las distintas etapas del modelo RMA-10.
Considerando los resultados resumidos en el Cuadro 1, se puede concluir que la mayor
fuente de consumo de tiempo de co´mputo es la etapa de ca´lculo y resolucio´n de las matrices
de rigidez. Esta etapa se realiza en cada paso de la iteracio´n del me´todo Newton-Raphson y es
efectuada por la rutina FRONT del modelo RMA-10.
Debido a que la rutina FRONT resulto´ ser la ma´s costosa, se realizo´ una segunda instancia de
estudio orientada a evaluar los tiempos de co´mputo de las distintas etapas de la rutina FRONT.
Como se menciono´ anteriormente, la rutina FRONT utiliza el me´todo frontal para la resolu-
cio´n de los sistemas lineales. El me´todo no necesita realizar el ca´lculo de todos los coeficientes
de la matriz de rigidez para comenzar a realizar la factorizacio´n, sino que su modalidad de
trabajo es ir evaluando los distintos elementos y factorizar los distintos frentes. Sin embargo,
para intentar identificar las zonas criticas del co´digo, se delimitaron y calcularon los tiempos
de los tres fragmentos lo´gicos que a priori posee la rutina: el ca´lculo de los coeficientes, la
factorizacio´n de los distintos frentes de la matriz dispersa y la resolucio´n.
Para calcular los tiempos de las etapas lo´gicas de la rutina FRONT se efectuo´ la sumatoria
de los tiempos de las partes que las componen. Por ejemplo, el tiempo de factorizacio´n se
calculo´ como la sumatoria de los tiempos de ejecucio´n para factorizar cada uno de los frentes.
En el Cuadro 2 se puede observar la relacio´n de tiempos de co´mputo de las tres partes
identificadas de la rutina FRONT. Los tiempos presentados son el promedio de 10 ejecuciones.
Etapa Tiempo (seg) Desv. Est.
Ca´lculo de coeficientes 2.88 0.11
Factorizacio´n 32.14 0.16
Sustitucio´n hacia atra´s 0.55 0.01
Total 35.57 0.19
Cuadro 2: Tiempos de ejecucio´n de las distintas etapas lo´gicas de la rutina FRONT.
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En base a los tiempos calculados se puede concluir que la factorizacio´n es en forma ca-
tego´rica la etapa ma´s costosa de la rutina FRONT.
3.3. Propuesta realizada
La propuesta consiste en cambiar la metodologı´a de trabajo que utiliza la rutina FRONT.
Estableciendo una etapa de generacio´n de la matriz de rigidez, luego utilizar un algoritmo para
factorizar y resolver los sistemas lineales. Debido a las importantes dimensiones de las matrices
de rigidez, para su manejo, hay que utilizar estrategias de almacenamiento disperso.
La lo´gica e implementacio´n de la nueva rutina FRONT se puede dividir (a diferencia de la
rutina FRONT original) en tres fases independientes, que se describen a continuacio´n.
Ca´lculo de los coeficientes: calcula todos los coeficientes de la matriz aportados por los
distintos elementos. Los valores calculados se cargan en una estructura auxiliar.
Generacio´n de la matriz: en base a los resultados de los ca´lculos de la etapa previa, fil-
trando y reordenando distintos coeficientes se genera la matriz dispersa en algu´n formato.
Resolucio´n del sistema: se realiza la factorizacio´n y resolucio´n del sistema lineal.
Ca´lculo de los coeficientes
La primera etapa de ca´lculo de los coeficientes se compone de una iteracio´n sobre los ele-
mentos de la malla, en la cual para cada elemento se calcula el aporte a los coeficientes de la
matriz de cada uno de los nodos para cada una de las variables libres. Para esto se utilizan las
rutinas originales del sistema, que calculan los coeficientes y los almacenan en una estructura
local que como ma´ximo posee 80 valores (20 nodos por elemento y 4 variables libres).
A continuacio´n se almacenan los valores anteriormente calculados en una estructura auxiliar
de tipo tabla de dispersio´n abierta [2]. Esta estructura se utiliza para almacenar globalmente
toda la matriz. La estrategia de las tablas de dispersio´n (hash) se basa en dividir el conjunto de
datos a almacenar en una cantidad especifica de clases (cubetas). Para esta tarea es necesario la
definicio´n de una funcio´n de dispersio´n, la cual para cada objeto del conjuto de datos devuelve
una u´nica clase. Al utilizar hash abiertos, cada cubeta dispone de una lista de elementos.
En esta propuesta la funcio´n de dispersio´n utilizada queda definida por la fila del coeficiente
a almacenar (fdispersio´n(coefij) = i) y la lista de las cubetas se compone de varios nodos en
donde cada uno de ellos es una dupla en el que se dispone del indicador de columna y el valor.
Para cargar los datos se aplica la funcio´n de dispersio´n a cada coeficiente (por ejemplo
coefij), y una vez obtenida la cubeta (la i en el ejemplo) de la tabla de dispersio´n, se recorre la
lista que tiene asociada la cubeta buscando si ya existe alguna entrada cuyo valor de columna
sea igual al de la columna del coeficiente a almacenar (j en el ejemplo), en caso afirmativo se
suma al valor de la entrada el valor del coeficiente calculado, en caso contrario se agrega un
nuevo nodo al final de la lista con el valor e indicador de columna correspondiente.
Al finalizar esta etapa se cuenta con todos los coeficientes de la matriz en un formato dis-
perso simple. Sin embargo, pueden existir entradas que posean valores nulos.
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Generacio´n de la matriz
La segunda etapa de la rutina propuesta consiste en llevar a cabo diversas tareas de depura-
cio´n, que se realizan para poder invocar al me´todo de resolucio´n. Entre otras tareas se pueden
filtrar los coeficientes nulos, ordenar los coeficientes y/o generar las estructuras auxiliares de
forma de disponer de la matriz en el formato necesario para la siguiente etapa.
Si bien conceptualmente esta etapa es adaptable para cualquier solver, se desarrollo´ una
versio´n particular para la biblioteca utilizada. En este caso se filtran los coeficientes nulos y no
se establece ningu´n orden.
Resolucio´n
La u´ltima etapa se encarga de la factorizacio´n y resolucio´n del sistema lineales. Para esta
tarea se utiliza la versio´n serial de la biblioteca de MUMPS 4.3 [5], biblioteca que utiliza los
me´todos multifrontales. La biblioteca MUMPS necesita disponer de la biblioteca BLAS, en el
trabajo se utilizo´ la implementacio´n de Goto disponible en su sitio web [1].
Resultados
Las matrices involucradas en la resolucio´n del modelo RMA-10 aplicado al Rı´o de la Pla-
ta son altamente mal condicionadas, generando que pequen˜as perturbaciones en los ca´lculos
puedan implicar grandes cambios en los resultados nume´ricos en pocos pasos de simulacio´n.
En este sentido, y con el objetivo de realizar la validacio´n desde el punto de vista nume´rico, se
comparo´ el resultado de efectuar una simulacio´n de importancia media de 576 pasos de tiem-
po equivalente a 192 horas (8 dı´as) de simulacio´n sobre cinco puntos distribuidos en distintas
zonas de la malla para el caso N-31K.
Nodo Versio´n Vel. Total Elevacio´n Salinidad
Nodo 1519 Original 0.111316 0.784859 33.9156
Nodo 1519 Propuesto 0.111293 0.784851 33.9156
Nodo 2421 Original -0.395645 0.885763 33.6970
Nodo 2421 Propuesto -0.395656 0.885757 33.6970
Nodo 3021 Original 0.365118 1.19102 23.4713
Nodo 3021 Propuesto 0.365115 1.19102 23.4713
Nodo 3215 Original -1.09168 0.888560 22.4547
Nodo 3215 Propuesto -1.09166 0.888556 22.4547
Nodo 4226 Original 0.567655 2.08858 0.179923E-04
Nodo 4226 Propuesto 0.567654 2.08858 0.179923E-04
Cuadro 3: Resultados nume´ricos de la versio´n original y propuesta.
Los resultados obtenidos se pueden observar en el Cuadro 3, que presenta valores de veloci-
dad total, elevacio´n y salinidad. El estudio de la informacio´n que brinda la tabla permite afirmar
que ambas versiones obtuvieron resultados sumamente similares, ya que las diferencias en los
resultados nume´ricos finales en ninguna ocasio´n superan el 0,01%.
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En cuanto a la evaluacio´n de tiempos de co´mputo, el estudio se centro´ en la comparacio´n
de los tiempos de ejecucio´n del modelo original y el resultante de las variaciones propuestas
por un lado y en la comparacio´n de los tiempos de las rutinas FRONT original y la propuesta.
En el Cuadro 4 se presentan los tiempos de ejecucio´n de realizar una simulacio´n de 576
pasos de tiempo utilizando el modelo en la versio´n original y la propuesta. Se puede observar
que el tiempo de ejecucio´n de la versio´n propuesta es casi una cuarta parte de la versio´n original.
Versio´n Tiempo (minutos)
Original 1578,6
Propuesta 450,7
Cuadro 4: Comparativo de tiempos de la versio´n original y la propuesta.
En cuanto a los tiempos que insume la nueva rutina FRONT en el Cuadro 5 se presentan los
tiempos de ejecucio´n promedio de cada una de las tres etapas especificadas en la seccio´n de
disen˜o de la versio´n propuesta, ası´ como el tiempo de ejecucio´n de la rutina en su totalidad.
Estudiando los resultados del Cuadro 5 y compara´ndolos con los tiempos de ejecucio´n de
la rutina original se pude observar que la rutina FRONT original implica aproximadamente
cuatro veces el tiempo que insume la rutina propuesta. Adema´s, si comparamos el tiempo de
factorizacio´n de la rutina original con la suma de los tiempos de cargar la estructura auxiliar,
el reordenamiento, ma´s el tiempo de factorizacio´n y resolucio´n del sistema lineal de la rutina
FRONT propuesta, es posible concluir que la relacio´n de costo es de aproximadamente 6 a 1.
Etapa Tiempo (seg) Desv. Est.
Ca´lculo de coeficientes 3.48 0.10
Reordenamiento 0.20 0.02
Resolucio´n 4.91 0.05
Total 8.59 0.06
Cuadro 5: Tiempo de ca´lculo de las distintas etapas de la rutina FRONT propuesta.
4. ESTUDIOS REALIZADOS
Este trabajo se centra en la realizacio´n de diferentes estudios del desempen˜o computacional
de la propuesta de modificacio´n del modelo RMA-10 realizada anteriormente. En particular, se
evalu´a el impacto de utilizar distintos estrategias de ordenamiento de pivotes y la capacidad de
escalado de la propuesta ante el aumento en el taman˜o de los problemas.
4.1. Estrategias de ordenamiento
La obtencio´n de buenos tiempos de ejecucio´n al resolver sistemas lineales utilizando me´to-
dos multifrontales esta condicionada por la aplicacio´n de estrategias de ordenamiento de pi-
votes. Encontrar un ordenamiento o´ptimo de los pivotes es un problema NP-difı´cil, por lo que
las distintas estrategias se basan en heurı´sticas que intentan lograr una solucio´n de compromi-
so entre el tiempo de ca´lculo, los posibles errores nume´ricos y la minimizacio´n del fill-in ( la
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aparicio´n de nuevos coeficientes no nulos en la matriz durante su factorizacio´n), explotando
diferentes caracterı´sticas de las matrices. Esto implica que la aplicacio´n de una estrategia de
ordenamiento puede ser muy buena para un tipo de matrices, pero no ser efectiva para otro. La
biblioteca MUMPS dispone de las estrategias de ordenamientos AMD [4], AMF [12], PORD
[13] y QAMD [3].
El estudio consistio´ en evaluar los tiempos de ejecucio´n de la rutina FRONT sobre sistemas
lineales del caso N-31K, utilizando las diferentes estrategias de ordenamiento. En el Cuadro
6 se pueden observar el tiempo de ejecucio´n de la rutina al utilizar las distintas estrategias de
reordenamiento.
Ordenamiento Tiempo (seg) Desv. Est.
AMD 8.59 0.06
AMF 8.75 0.04
PORD 8.85 0.06
QAMD 8.50 0.04
Cuadro 6: Tiempo de ca´lculo de la rutina FRONT utilizando diferentes estrategias de ordena-
miento.
En base a los resultados obtenidos se puede afirmar que las estrategias evaluadas alcanzan
resultados similares sobre la clase de sistemas lineales que se intentan resolver. Aunque las
estrategias QAMD y AMD logran una pequen˜a ventaja, siendo esta u´ltima la estretegia que por
defecto escoge la bibloteca para resolver los sistemas con los que se prueba en esta seccio´n.
4.2. Escalabilidad
La segunda parte del estudio se centro en evaluar la escalabilidad de la propuesta ante el
aumento de dimensiones de los problemas.
La Figura 1 muestra la evolucio´n del tiempo de ejecucio´n de la rutina FRONT original y la
propuesta, al variar la cantidad de ecuaciones de los sistemas a resolver, para el caso N-31K.
Los resultados que se obtienen son sumamente alentadores con respecto a la rutina. Cuando
se resuelven pocas ecuaciones (menos de 7000), el desempen˜o de la versio´n original de la
rutina es igual o superior al de la versio´n propuesta. Sin embargo, a medida que se incrementa
el nu´mero de ecuaciones a resolver, las diferencias en los tiempos de ejecucio´n a favor de la
rutina propuesta aumentan considerablemente hasta llegar a su punto ma´ximo para el caso del
mayor sistema lineal evaluado, de 30787 ecuaciones. En este u´ltimo caso, la versio´n propuesta
resulta 4 veces ma´s ra´pida.
Una vez obtenidos los resultados sobre la escalabilidad de la versio´n propuesta con el ca-
so de prueba N-31K, se intentaron validar dichos resultados trabajando con sistemas del caso
N-40K. Al utilizar el caso N-40K no solo se valido´ la teorı´a, sino que se descubrio´ un hecho
relevante. Una cualidad de los sistemas lineales de este caso es que si bien las matrices con
las que trabaja poseen un nu´mero mayor de ecuaciones que en la resolucio´n de los sistemas
lineales del caso N-31K, la densidad (cantidad de coeficientes no nulos sobre cantidad total de
coeficientes) de las matrices del caso N-40K es mucho menor. Como ejemplo de las diferencias
de densidad mencionadas anteriormente se puede observar que las matrices de mayor taman˜o
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en el caso N-31K son de 30787 ecuaciones y poseen en el entorno de 2854000 coeficientes
no nulos, lo que implica una densidad en el entorno de 0,0030. Por su parte, las mayores ma-
trices en el caso N-40K son de 39759 ecuaciones y cuentan con aproximadamente 2333000
coeficientes no nulos implicando, una densidad cercana a 0,0015.
Figura 1: Escalabilidad de la rutina propuesta al aumentar el nu´mero de ecuaciones a resolver.
Las cualidades de los sistemas lineales presentes en ambos casos permiten estudiar la de-
pendencia de los tiempos de co´mputos de la rutina FRONT original y de la versio´n propuesta
con respecto al nu´mero de ecuaciones, ası´ como la dependencia con respecto a la cantidad de
coeficientes no nulos presentes en las matrices. El Cuadro 7 presenta dichos resultados.
Caso Coef. no nulos Versio´n Tiempo (seg) Desv. Est
N-31K 2853756 Original 35.57 0.19
N-31K 2853756 Propuesta 8.59 0.06
N-40K 2332752 Original 54.01 0.14
N-40K 2332752 Propuesta 6.06 0.13
Cuadro 7: Tiempos de la rutina FRONT original y propuesta para los casos N-31K y N-40K.
Por u´ltimo, se realizaron algunos experimentos para evaluar la escalabilidad de la rutina
propuesta con sistemas lineales del caso N-40K modificado. Se evaluaron los tiempos de ejecu-
cio´n de la rutina FRONT propuesta para distintos sistemas lineales, los cuales poseen cantidades
mayores de ecuaciones que los evaluados anteriormente. Los resultados de los experimentos se
resumen en el Cuadro 8.
Al observar los datos de el Cuadro 8 se puede corroborar los resultados anteriores, ya que
los tiempos de ejecucio´n esta´n ligados a la cantidad de coeficientes no nulos.
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5. CONCLUSIONES
Se realizo´ un breve estudio de la influencia en el desempen˜o computacional de utilizar las
distintas estrategias de ordenamiento de pivotes disponibles en la biblioteca MUMPS. La bi-
blioteca incluye implementaciones de las estrategias AMF, AMD, QAMD y PORD. En todos
los casos probados, los tiempos de ejecucio´n para resolver los sistemas lineales involucrados
en la aplicacio´n del modelo RMA-10 al Rı´o de la Plata con las distintas estrategias de ordena-
miento fueron similares, mostrando una leve ventajas las estrategias AMD y QAMD.
Un aspecto relevante de la rutina FRONT propuesta son los resultados de escalabilidad ante
el aumento de ecuaciones que presenta. Ante aumentos en las dimensiones del problema, la
versio´n propuesta muestra su capacidad de escalar en mejor forma que la versio´n original,
esta afirmacio´n se confirma observando que al resolver sistemas lineales de aproximadamente
7000 ecuaciones los tiempos de ejecucio´n de ambas versiones son equivalentes, mientras que
al resolver sistemas del entorno de 30000 ecuaciones la versio´n propuesta es aproximadamente
4 veces ma´s ra´pida que la original y al resolver sistemas de 40000 ecuaciones las diferencias
entre los tiempos de ejecucio´n llegan a ser de 9 a 1 a favor de la nueva rutina.
Otro aspecto importante de la rutina FRONT propuesta es que su tiempo de ejecucio´n depen-
de de´bilmente de la cantidad de ecuaciones de los sistemas lineales a resolver, y se encuentra
fuertemente ligado a la cantidad de coeficientes no nulos. Este resultado es importante por dos
razones, por un lado porque generalmente la densidad en las matrices vinculadas a la resolu-
cio´n de modelos de elementos finitos es baja, pero tambie´n porque brinda una vı´a de trabajo
para disminuir el tiempo de co´mputo al trabajar con sistemas lineales de grandes dimensiones,
buscando disminuir la densidad de las matrices involucradas.
6. TRABAJO FUTURO
A continuacio´n se describen las lı´neas de trabajo que se esta´n llevando adelante en la actua-
lidad o se plantean abordar en un futuro cercano.
El proceso de generacio´n de la matriz de rigidez global puede mejorarse significativamente.
Entre otras opciones, resulta interesante aprovechar la re-utilizacio´n de informacio´n de pasos
anteriores de tiempo para la facilitar la ubicacio´n de los coeficientes en la matriz de rigidez.
Otro aspecto que se considera promisorio es profundizar el estudio de las estrategia de or-
denamiento de los pivotes al factorizar los sistemas lineales. Ya sea evaluando otras heurı´sticas
generales o desarrollando estrategias particulares para el problema.
La resolucio´n de sistemas lineales dispersos es un a´rea de investigacio´n sumamente dina´mi-
ca y parece interesante el estudio de otras bibliotecas de resolucio´n de sistemas lineales de uso
pu´blico.
Ecuaciones Coef. no nulos Tiempo (seg) Desv. Est.
67035 4676347 12,24 0,20
90021 6729391 25,84 0,33
113007 8782516 35,95 0,51
Cuadro 8: Tiempos de ejecucio´n de la rutina FRONT para matrices del caso N-40K modificado.
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Por u´ltimo, parece importante abordar la inclusio´n de estrategias de programacio´n paralela
al modelo RMA-10 y en particular a la rutina FRONT.
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