Let X be a smooth variety over a field k of characteristic p > 0, and let E be an overconvergent isocrystal on X. We establish a criterion for the existence of a "canonical logarithmic extension" of E to a smooth compactification X of X whose complement is a strict normal crossings divisor. In the process, we construct a category of overconvergent log-isocrystals and discuss its basic properties, including full faithfulness of some restriction functors. In subsequent work, we will use these results to show that a canonical logarithmic extension always exists after pulling back E along a suitable cover of X.
Introduction
In a series of papers of which this is the first, we plan to prove a "semistable reduction" theorem for overconvergent F -isocrystals, a class of p-adic analytic objects associated to schemes of finite type over a field of characteristic p > 0. This theorem is expected to have consequences for the theory of rigid cohomology, in which overconvergent F -isocrystals play the role of coefficient objects of locally constant rank. Before describing this result and its consequences for rigid cohomology, we illustrate by recalling a complex analytic analogue of this p-adic analytic assertion.
An analogy: complex local systems
Let X ֒→ X be an open immersion of smooth varieties over C, with X proper and X \ X a strict normal crossings divisor. (Here and throughout "variety" will be used as shorthand for "separated scheme of finite type".) A local system on the complex analytic space X an associated to X consists of a vector bundle on X an equipped with an integrable connection; the ones of primary interest are those satisfying certain growth conditions near X \ X, as in [14, II.2] . The local system determines (and is determined by) the monodromy representation ρ : π 1 (X an ) → GL n (C) of the (topological) fundamental group of X an . (Specifically, given a pointed loop in X an , parallel transport along that loop, as determined by the connection, determines an automorphism of the vector fibre at the base point. The integrability of the connection means that this automorphism depends only on the homotopy type of the loop.)
Given a component Z of X \ X, one obtains from ρ a new representation by restriction to the subgroup of π 1 (X an ) generated by some loop winding once around Z. Of course this subgroup depends on the choice of the loop, but that choice acts on the loop by a conjugation in π 1 , and so does not alter the isomorphism class of the restricted representation. That restriction is called the local monodromy representation associated to Z.
The local monodromy representation measures the "badness" of the singularities of the connection along Z. For instance, if the connection extends without singularities across Z, the local monodromy representation is a trivial representation. More interestingly, the local monodromy representation is unipotent (i.e., its semisimplification is a direct sum of trivial representations) if and only if the bundle and connection extend to a vector bundle equipped with an integrable connection with logarithmic singularities (i.e., simple poles) and nilpotent residues along Z; such an extension is unique if it exists. (This uniqueness relies crucially on the nilpotent residue condition; otherwise many distinct extensions are possible.) In particular, the existence of such a "canonical logarithmic extension" (the "prolongement canonique" of [14, Proposition II.5.2] ) is determined by a codimension 1 criterion, so its existence on X minus a codimension 2 subscheme implies its existence on X [14, Corollaire II.5.8].
For local systems of "algebro-geometric origin", e.g., the i-th relative Betti cohomology of a smooth proper morphism to X, one typically obtains a canonical logarithmic extension after pulling back along a suitable finite cover of X. This can be shown "extrinsically", using semistable reduction of varieties, but a more intrinsic approach involves recognizing such local systems as analytic objects equipped with extra data, namely variations of Hodge structures. (At this point our discussion, being purely of motivational nature, will turn unabashedly cursory; see [16] for a more comprehensive overview.)
A variation of Hodge structures on X consists of a local system over the complex analytic space X an associated to X, plus some additional Hodge-theoretic data which we will not describe here, save to mention the principal example: the i-th homology of a family of smooth projective complex analytic varieties. A basic fact about variations of Hodge structures is the monodromy theorem, due in this form to Borel [32, Lemma 4.5] : the restriction of the local system to the subgroup generated by a loop around a single component Z of X \ X (a/k/a the local monodromy representation associated to Z) becomes unipotent upon further restriction to a subgroup of finite index.
From the monodromy theorem, one easily deduces that a local system on X coming from a variation of Hodge structures admits a canonical logarithmic extension after pulling back along a suitably chosen finite morphism f : Y → X. Formally locally, if X \ X is defined by t 1 t 2 · · · t m = 0, and the local monodromy representation along t i = 0 becomes unipotent after restriction to the index d i subgroup, then Y is the cover given by adjoining t 1/d i i for i = 1, . . . , m. (In other words, Y is the maximal toroidal cover of the toroidal embedding (X, X) with the prescribed local ramification.) We describe this situation by saying that such local systems have the "semistable reduction property".
Extension of overconvergent isocrystals
We now consider a p-adic analogue of the situation of the previous section. Let X ֒→ X be an open immersion of smooth k-varieties, for k a field of characteristic p > 0, such that Z = X \ X is a strict normal crossings divisor. Let E be an overconvergent isocrystal on X; this is a positive characteristic analogue of a local system with growth conditions at infinity, constructed using p-adic rigid analytic geometry (see Section 2.3). Although it is not so easy to define a p-adic local monodromy group, one can construct an analogue of the local monodromy representation. (One can then a posteriori construct a local monodromy group from an appropriate Tannakian category, if desired.) We show (Theorem 5.2.1) that again the local monodromy representations are unipotent if and only if E admits a "canonical logarithmic extension" to X; that is the main result of the present paper.
Continuing the analogy, one can then ask whether one can associate to E of "algebrogeometric origin" a certain global analytic object that will ensure that E admits a canonical logarithmic extension. The object that provides this control is a Frobenius structure: the analogue of the monodromy theorem is that the semisimplified local monodromy representations, being equipped with Frobenius structures, necessarily have finite image. This is the p-adic local monodromy theorem ("Crew's conjecture") of André, Mebkhout and the author.
Thus one expects that one can pull back E along a finite cover and get a canonical logarithmic extension. This is basically true, but it is not at all a trivial consequence of Theorem 5.2.1, because of wild ramification in positive characteristic: the analogue of the construction in the complex case produces a singular Y , on which the extension criterion does not apply. Resolving the resulting of singularities (using an alteration in the manner of de Jong [11] ) produces new components whose local monodromy is not a priori under control.
In subsequent papers in this series, it will be shown that one can uniformly control the local monodromy of all exceptional components. This control, together with Theorem 5.2.1, the p-adic local monodromy theorem, and de Jong's alterations theorem, will yield an analogue of the semistable reduction property for overconvergent isocrystals with Frobenius structure. It will also be shown that the removal of singularities provided by the alterations theorem is essential; more specifically, we will exhibit examples of overconvergent isocrystals with Frobenius structure that cannot admit a canonical logarithmic extension after pullback along any finite cover.
Applications in rigid cohomology
In the theory of algebraic de Rham cohomology of varieties over a field of characteristic zero, the ability to "compactify coefficients" makes it possible to prove various finiteness theorems by passing to smooth proper varieties. With a semistable reduction theorem for overconvergent F -isocrystals, one hopes to obtain analogous results in rigid cohomology; we now describe some possible such results.
Shiho [33] has shown that semistable reduction implies the finite dimensionality of rigid cohomology with coefficients in an overconvergent F -isocrystal. Although one can also prove this more directly (see [24] ), Shiho's construction may yield insight into the relative setting, where a direct argument seems more difficult.
Nakkajima [29] has shown that semistable reduction implies the existence of complexes, constructed from log-crystalline cohomology, that compute the rigid cohomology of an arbitrary scheme of finite type (not even separated!) over k. These complexes may shed some light on the rigid weight-monodromy conjecture of Mokrane [28] .
Berthelot (private communication) has suggested that semistable reduction may be of value in the theory of arithmetic D-modules. In particular, one currently does not know that the restriction of a holonomic D-module to a closed subscheme is again holonomic; possibly this can be proved by "approximating" the D-module with overconvergent log-isocrystals.
Some of our side results may have their own relevance. For instance, the fact that a convergent isocrystal admits an overconvergent structure if the same is true after restriction to an open dense subset (Proposition 6.3.1) can be used to prove a case of Berthelot's conjecture [3] on overconvergence of direct images of smooth proper morphisms. This is because the pushforwards one is trying to construct exist in the convergent category by arguments of Ogus [30] , and the pushforwards exist "generically" in the overconvergent category by the results of [24] . We intend to amplify these comments in separate work.
Structure of the paper
We conclude this introduction with a summary of the structure of the paper. Note that (unlike the rest of this introduction) these comments only summarize the structure of the present paper; the structures of subsequent papers in this series will be described therein.
In Chapter 2, we set notation and review some basic concepts for our work: the rudiments of rigid geometry, affinoid and dagger algebras, convergent and overconvergent isocrystals, F -isocrystals, and Robba rings.
In Chapter 3, we collect a number of "local" results about p-adic differential equations. In particular, we study closely the concept of unipotence in the local setting.
In Chapter 4, we construct a category of overconvergent log-isocrystals and establish some of its basic properties. One key property we need is the full faithfulness of the restriction functor from a scheme to an open dense subscheme; this means that the question of giving a logarithmic extension of an overconvergent isocrystal is Zariski local.
In Chapter 5, we introduce the notion of unipotence of an overconvergent isocrystal along a divisor, and prove that the existence of a canonical logarithmic extension to a smooth k-variety X of an overconvergent isocrystal on an open dense subscheme U is equivalent to unipotence along the codimension 1 components of X \ U. In particular, this condition can be detected in codimension 1, by analogy to Zariski-Nagata purity.
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Review of rigid cohomology
In this chapter, we review the methodology for handling overconvergent isocrystals on smooth affine schemes. Our presentation is based on [24, Chapters 2 and 3], from whose notation and terminology we deviate only as necessary. One notable change is that we do not assume that all of our isocrystals come with Frobenius structure, which means we must pay more attention to convergence conditions; one can imagine a somewhat fanciful analogy to the growth conditions of [14, II.2] .
Before proceeding, we set some notation for throughout the chapter and the paper. Let k be a field of characteristic p > 0 (not necessarily perfect), and let K be a field of characteristic 0 complete with respect to a discrete valuation, whose valuation subring O has residue field k. Assume that K admits an endomorphism σ K lifting the p-power Frobenius on k, and fix a choice of σ K . For n a nonnegative integer, let K σ −n K denote a field isomorphic to K in which K is embedded via σ n K . Let π be a uniformizer of O and let v p be the valuation on K alg normalized so that v p (p) = 1. Let | · | denote the norm on K alg given by |x| = p −vp(x) . We reiterate our convention that "k-variety" will be taken to mean "separated scheme of finite type over k". Any additional modifiers are to be passed through to the structural morphism: e.g., smooth, affine, proper, irreducible, connected, geometrically reduced.
Affinoid algebras and rigid geometry
We begin by introducing affinoid algebras following [24, 2.1] (and ultimately [5, Chapter 6] ), and a bit of rigid geometry following [5] .
Definition 2.1.1. Let T n = K x 1 , . . . , x n be the ring of power series in x 1 , . . . , x n over K which converge for x i ∈ K alg with |x i | ≤ 1; this ring is p-adically complete and noetherian. An affinoid algebra is any topological K-algebra isomorphic to a quotient of T n . It turns out any K-algebra homomorphism between affinoid algebras is continuous, so we could have dropped "topological" in the previous sentence. Moreover, any finite module over an affinoid algebra inherits a canonical topology. 
Definition 2.1.3. For A an affinoid algebra, the set of elements of A with spectral seminorm at most 1 form a subring A int of A, called the integral subring. Likewise, the set of elements of A with spectral seminorm less than one, which are precisely the topologically nilpotent elements, form an ideal of A int . We call the quotient of A int by this ideal the reduction of A, and we call the Spec of the reduction the special fibre of A. Definition 2.1.4. For A an affinoid algebra and f ∈ A, the localization of A at f is a minimal affinoid algebra containing A in which A is invertible. The special fibre of a localization of A is visibly a basic open subset of the special fibre of A.
One can make a category of geometric objects, the rigid analytic spaces, by glueing together spaces of the form Maxspec A for A an affinoid. We will not go into the details, since we only really need one result from the theory, an analogue of the fact that coherent sheaves on an affine scheme can be constructed by glueing on a finite open cover. The result below follows, for instance, from a theorem of Kiehl [5, Theorem 9.4/3]. Proposition 2.1.5. Let A be an affinoid algebra, and let A 1 , . . . , A n be localizations of A such that Maxspec A = ∪ i Maxspec A i . For i, j ∈ {1, . . . , n}, let A ij be a minimal localization of A containing both A i and A j . Suppose that M 1 , . . . , M n are finitely generated (resp. finite locally free) modules over A 1 , . . . , A n , respectively, and
are isomorphisms satisfying the cocycle condition φ jl • φ ij = φ il . Then there exist a finitely generated (resp. finite locally free) A-module M and isomorphisms
In particular, we will refer to finite locally free modules over A as "vector bundles on Maxspec(A)"; Proposition 2.1.5 tells us these glue like ordinary vector bundles.
Dagger and fringe algebras
Affinoid algebras suffice for constructing one analogue of local systems, the "convergent isocrystals". However, these do not have good cohomological properties, so it is better to work with smaller "overconvergent" rings; these are the dagger algebras we define below, following [24, 2.2] . One can analogize the whole of rigid geometry similarly, obtaining GrosseKlönne's category of dagger spaces [17] ; we will not pursue this. Definition 2.2.1. For each ρ > 1 in the norm group of K alg , let T n,ρ be the ring of power series in x 1 , . . . , x n over K which converge for |x i | ≤ ρ. Let W n be the union of the T n,ρ . A dagger algebra is any K-algebra isomorphic to a quotient of some W n . Definition 2.2.2. One can topologize W n , and accordingly any dagger algebra, in two natural ways. One way is as a subring of T n ; we call this the affinoid topology. The other is as the direct limit of the T n,ρ , each of which is topologized as an affinoid algebra in its own right; we call this the fringe topology. It turns out any K-algebra homomorphism between dagger algebras is continuous for either type of topology, so in particular a dagger algebra has well-defined affinoid and fringe topologies, not depending on the choice of a surjection from W n . Moreover, any finite module over a dagger algebra inherits canonical affinoid and fringe topologies. Definition 2.2.3. Given a dagger algebra A, we call a subalgebra of A a fringe algebra if it occurs as the image of T n,ρ for some surjection f : W n → A. By construction, a sequence in A converges for the fringe topology if and only if it converges for the affinoid topology within a single fringe algebra. See [24, 2.3] for more details on fringe algebras. Remark 2.2.4. One can also work with one might call "daggenoid" algebras, which are quotients of the ring H m,n of series in x 1 , . . . , x m , y 1 , . . . , y n convergent for |x i | ≤ 1 and |y j | ≤ δ, for some δ > 1 depending on the series. These can be used to define "partially overconvergent isocrystals", on which we will remark again later.
∇-modules
We now construct what we call ∇-modules; these will be modules with connection satisfying a certain convergence condition. The discussion mostly follows [24, 3.3] , but the notion of convergence of a connection (which is skipped in [24] , since there only modules with Frobenius structure occur and the convergence condition is automatic for those) draws from [4] . Definition 2.3.1. Let A be an affinoid algebra or a dagger algebra. As in [24, 3.1] , one can associate to A a module of continuous differentials Ω (b) ∇ is integrable: the map
If A is regular, then the "locally free" hypothesis is superfluous [24, Lemma 3.3.4] . Note that for A a dagger algebra and M a module with connection over A, for any sufficiently large fringe algebra B of A there is a unique module with connection M B over B such that Then for any δ with 0 < δ < 1 in the norm group of K alg , there exists a fringe algebra C of B such that for any v ∈ M C and any λ ∈ K alg with |λ| ≤ δ,
converges to an element of M C .
Note that the operators ∂ i • ∇ used in (c) commute whenever ∇ is integrable. Also, it suffices to verify the convergence condition on a basis of M; if A is integral, it is also sufficient to check convergence after replacing A by a single localization. (That is, convergence of ∇ is a "generic" condition and not just a "local" condition; the latter would only mean that we could check convergence by running over a set of localizations of A whose Maxspecs cover that of A.) [24, Lemma 3.3.4] , N and M/N must both be locally free, that is, N must be a direct summand of M in the category of A-modules. However, M need not split as a ∇-module.
Algebras of MW-type and isocrystals
We now recall the notion of an "algebra of MW-type" (MW standing for Monsky-Washnitzer), with which we construct convergent and overconvergent isocrystals; see [4, 2.5] for the comparison with Berthelot's original construction. Note that the results of this paper concern only smooth k-varieties, so it is not necessary to use the more general construction of Berthelot (analogous to Hartshorne's definition [19] of algebraic de Rham cohomology in characteristic zero by passage to the formal completion of a smooth overscheme along the given scheme). Y → X, it can be shown that the pullback functors f * and g * , from ∇-modules over B to ∇-modules over A, are naturally isomorphic, and that these natural isomorphisms satisfy a cocycle condition (when comparing three morphisms from A to B) and are compatible with composition with a morphism of dagger algebras on either side. (The convergence condition here becomes crucial.) One then gets a well-defined category fibred over the category of smooth affine k-varieties; this is the category of overconvergent isocrystals (over K). If one uses affinoid algebras instead, the result is the category of convergent isocrystals. Since these categories are sheaves (thanks to Proposition 2.1.5), one immediately obtains a definition of (over)convergent isocrystals on smooth nonaffine schemes. .) Again, we can sheafify to get categories of (over)convergent F -isocrystals on any smooth scheme.
Definition 2.4.6. For M a ∇-module over A, we denote by H 0 (M) the set of v ∈ M with ∇v = 0; we also refer to elements of M in the kernel of ∇ as being horizontal. Note that any Frobenius structure on M acts on H 0 (M). If A and M correspond to a k-variety X and (over)convergent (iso)crystal E, respectively, then we also denote H 0 (M) by H 0 (X, E).
As the notation suggests, H 0 (X, E) coincides with the zero-th (convergent or rigid) cohomology of X with coefficients in E. In particular, the functor U → H 0 (U, E) on the Zariski site is a sheaf. Moreover, we have the following comparison between the convergent and overconvergent settings [23, Theorem 1.1].
Proposition 2.4.7. Let E be an overconvergent F -isocrystal on a smooth k-variety X. Then H 0 (X, E) is the same whether computed in the overconvergent or convergent category.
In particular, the restriction functor from overconvergent to convergent F -isocrystals is fully faithful, because (Frobenius-equivariant) horizontal morphisms from E to F correspond to (Frobenius-invariant) elements of H 0 (X, E ∨ ⊗F ). (The analogous result without Frobenius structures would follow from a conjecture of Tsuzuki [34, Conjecture 1.2] by imitating the arguments of [23] , but it is far from clear how to approach the conjecture.)
2.5Étale pullback and pushforward
If f : A → B is a morphism of dagger algebras of MW-type corresponding to a finiteétale morphism on special fibres, then B is finiteétale over A. One then has a natural pushforward functor f * from ∇-modules over B to ∇-modules over A, namely restriction of the B-action to A. • take the canonical homomorphism A → Hom A (B, B) sending a to the multiplicationby-a map;
• rewrite Hom A (B, B) as Hom A (B, A) ⊗ A B, then use the trace pairing to identify Hom A (B, A) with B;
• let ψ be the image of 1 under the resulting A-module homomorphism A → B ⊗ A B;
Concretely, in case b 1 , . . . , b r form a basis for B over A and c 1 , . . . , c r form the dual basis (with respect to the trace pairing), then
Since both of the aforementioned constructions are canonical, they glue to yield maps
whenever f : Y → X is a finiteétale morphism of smooth k-varieties, E is an isocrystal on X, and F is an isocrystal on Y (convergent or overconvergent, with or without Frobenius structure).
Robba-type rings
The classical Robba ring measures the "local monodromy" of an overconvergent isocrystal on a curve near a missing point. It admits a relative generalization as introduced in [24, 2.5]; although we will not use the relative form in this paper (except implicitly in the proof of Proposition 5.3.1), there is no harm in introducing it here. (There is also a multivariate generalization introduced in [24] , which we will not need.)
Definition 2.6.1. For A a reduced affinoid or dagger algebra, and r > 0, define R t A,r to be the set of bidirectional formal sums i∈Z c i t i , with c i ∈ A, such that for 0 < s ≤ r,
in the affinoid (for A affinoid) or fringe (for A dagger) topology of A. This set forms a ring under ordinary series multiplication; moreover, for 0 < s ≤ r, one has a valuation given by
(This valuation is denoted w naive s in [22] , where w s is defined more canonically in terms of a Frobenius lift. But the two definitions coincide for r sufficiently close to 0.) If A is affinoid, R t A,r is complete for the Fréchet topology generated by the w s . (One can make a comparable but subtler statement in the dagger case; we will not do so here.) Definition 2.6.2. We define R t A , the Robba ring over A, as the union of the R t A,r over all r > 0, topologized as the direct limit. We drop the t from the superscript if it is understood, and we drop the A from the subscript in the "classical" case A = K. (In that case, R is the ring of functions which are rigid analytic on some annulus of outer radius 1, within the open unit disc over K.)
Having explained how to lighten the notation, we now do the opposite, explaining "decorations" which we use to denote certain allied rings. Definition 2.6.3. We use the superscript "+" to denote the subring of series including only nonnegative powers of the series parameter. We use the superscript "int" to denote the subring of R A of series whose coefficients lie in A int . We use the superscript "bd" to denote the subring of series whose coefficients lie in λA int for some λ ∈ K. These decorations are combinable; for example, R
Remark 2.6.4. By results of Lazard [26] (see also [22, Chapter 3] ), the rings R K , R + K , and R +,bd K are Bézout rings, that is, every finitely generated ideal is principal. Note that every finite locally free module over such a ring is free. The Bézout property is also shared trivially by R int K (which is a discrete valuation ring) and R bd K (which is a field), but not by R t,+,int K , in which the ideal (p, t) is not principal.
Modules over Robba rings
Definition 2.7.1. For A an affinoid or dagger algebra, we define the module of continuous differentials Ω 1 R A /K as the direct sum of Ω 1 A/K ⊗ A R A with the free module over R A generated by dt. This module is equipped with a K-linear derivation d :
A/K denotes the derivation associated to A. Again, we define Ω 1 R A /B for B a subring of R A by quotienting; we normally only do this when B = A. We use the same definition in the presence of the decorations "int", "bd" or "+". In the case where "+" is present, we can define a module of logarithmic differentials Ω 1,log by using dt/t rather than dt as the generator. Definition 2.7.2. By a module with connection over R A , relative to some subring B of A (which will be K unless otherwise specified, though B = A will also be common), we shall mean a finite locally free R A -module M equipped with an integrable B-linear connection
We will make frequent use of the map D : M → M given by
Let ∇ h be the component of ∇ in the other directions, so that
One can define ∇-modules by adding a convergence condition, but for simplicity we treat only the one case we will use. Definition 2.7.3. By a ∇-module over R K , we shall mean a module with connection M over R K such that for any v ∈ M and any x ∈ R int K with |x| < 1, the sum Definition 2.7.5. Since there is no convergence condition needed in order to define (F, ∇)-modules, we may define an (F, ∇)-module over R A to be a module with connection M equipped with an isomorphism σ * M → M of modules with connection. Over K, this again implies the convergence condition (see [7, ), so an (F, ∇)-module is also a ∇-module. Moreover, it can be shown that the category of (F, ∇)-modules over R A is independent of the choice of the Frobenius lift σ; however, we will only need this for A = K, for which see [8, Proposition 2.5-1].
Remark 2.7.6. A warning about the previous definitions is needed about the hypothesis, built into the above definitions, that a module M over R A is finite and locally free. It would be convenient in certain contexts to be able to argue that one can then find localizations B 1 , . . . , B m of A, whose special fibres cover that of A, such that M ⊗R B i is a free R B i -module for i = 1, . . . , m. However, we do not know whether or not this is always possible. Definition 2.7.7. We say a free module with connection M over R A is constant if it admits a constant basis, i.e., a basis v 1 , . . . , v n such that ∇ t v i = 0 for all i. We say M is unipotent if M admits a strongly unipotent basis, i.e., a basis
Remark 2.7.8. It is easy to verify [24, Proposition 5.2.6] that M is unipotent if and only if it admits a unipotent filtration, a filtration whose successive quotients are isomorphic to the trivial module with connection. In particular, the property that M is constant/unipotent is invariant under pullback by continuous automorphisms of R A ; that is, it does not depend on the implicit choice of a series parameter t.
The above notions also make sense with R A replaced by R + A ; however, for the latter ring one has an additional variant. Definition 2.7.9. Define a module with logarithmic connection, log-∇-module, or (in case the Frobenius lift σ is a standard extension) a log-(F, ∇)-module over M just like a module with connection, log-∇-module or (F, ∇)-module, but with the module of differentials Ω
replaced by its logarithmic analogue, generated by dt/t rather than by dt. (The requirement that σ be a standard extension ensures that σ acts on logarithmic differentials, by sending dt/t to p dt/t.) Then D acts on M/tM by a A-linear map, which we call the residue of M. In particular, if this map is nilpotent, we say the connection has nilpotent residue. This is automatic for a log-(F, ∇)-module: see Lemma 3.2.2.
Local results
In this chapter, we gather together some facts about modules with connection over R K and related rings. Although we will apply these results later over R L for some larger fields L, we will work over K here so that we can retain our notational setup. In particular, we use k to denote the residue field of K.
Before proceeding, we set up some additional notation across the chapter. We write R to mean R t K , and likewise in the presence of additional decorations. Following [12] and [22] , we define Γ to be the p-adic completion of R int . (This constitutes mixing of apples and oranges, as in [22] the "base of decorations" is Γ rather than R, so that our R is there denoted Γ an,con , our R int is denoted Γ con , and so on. However, we choose here to lighten notation at the cost of a little consistency.) Let θ denote the derivation θ(x) = t dx dt on R and all rings derived from it.
Unipotence over a field
We collect here some facts related to the unipotence property.
In this proof, we use some definitions and results from [22, Section 3.5] without further comment. (The necessary facts can also be found in [26] .)
Proof. The divisibility must already hold in R r for some r. If a is not a unit in R r , by [22, Lemma 3.26] we may factor a in R r as uv, where u is a nonconstant polynomial in t and v is relatively prime to u. (More precisely, if s is the highest slope of a less than or equal to r, then u is pure of slope s and v has all slopes less than s.) Then uv divides u
. But this is impossible, as du dt is a polynomial in t of lower degree than u (and u is pure, so cannot be written as a unit of R r times a polynomial of lower degree). Hence a is a unit in R r and hence also in R, forcing a ∈ R bd . Proof. We first check that if v 1 , . . . , v n ∈ ker(∇) are linearly dependent over R, then they are linearly dependent over K. Namely, choose m as small as possible so that v 1 , .
It now suffices to prove that any set of R-linearly independent elements of ker(∇) belong to an R-basis of M. In fact, it suffices to check this under the additional hypothesis that M is spanned over R by ker(∇): otherwise, the saturated span of ker(∇) is a ∇-submodule, and any basis of it extends to a basis of M.
We first verify this claim for rank M = 1. In this case, let e be a generator, and write ∇e = ne ⊗ dt. If ∇v = 0 for v = ce, then 0 = e ⊗ (nc dt + dc), so c divides by projecting v 1 , . . . , v n onto M 2 and then deleting each term contained in the span of its predecessors, the resulting sequence generates a unipotent filtration of M. Hence M 2 is unipotent; by the same argument applied to the dual exact sequence, M 1 is also unipotent.
We conclude with a form of the p-adic local monodromy theorem of [1, 22, 27] (formerly known as Crew's conjecture or the Crew-Tsuzuki conjecture). Though this result forms the basis of semistable reduction, we will not actually use it in this paper; its application will occur later in the series of papers (where we will also clarify what happens when k is not perfect). Proof. Put n = rank M. Define the polynomials Q i (x) for i ≥ 0 as Q 0 (x) = 1 and
Put P 0 (x) = 1 and
, so the sum l f l (v) converges t-adically, and the sum l D n f l (v) converges t-adically to zero. We thus need to show that l f l (v) converges to a limit in M.
Choose a basis e 1 , . . . , e n of M, and define w r on M by w r ( i c i e i ) = min i {w r (c i )}. Define the matrices N (l) by
then for any λ ∈ O alg , we have w r ((λ/t) l N (l) ) → ∞ for r sufficiently small, by the definition of convergence applied to te j . (Note our convention that w r is applied to a matrix by taking the minimum over entries, rather than as an operator norm.) It follows that for any λ ∈ O alg , we have
for r sufficiently small; in fact this holds for all r because w s (v) ≥ w r (v) for v ∈ M and s > r. Thus for any given r,
We conclude that f l (e i ) converges to a limit v i in M for each i. We can construct a dual basis to the v i by applying the same argument to the dual of M, so the v i form a basis of M. Thus they form the desired unipotent basis.
The proposition also admits the following converse. Proof. Define the matrices Φ, N over K by
That means the set of nonzero eigenvalues of N is invariant under the map x → px σ . But v p (px σ ) = v p (x) + 1, so this invariance is impossible unless the set is empty, that is, unless N is a nilpotent matrix.
Finding solutions in unipotent modules
We now recall a recipe from [24, Chapter 5] for iteratively constructing the horizontal elements of a unipotent module with connection. This recipe will be used in a relative setting in Section 5.3. Proof. The "if" implication is evident. For the reverse, we proceed by induction on n = rank M. Suppose that M is unipotent, and let v 1 , . . . , v n be a basis of M such that D carries v j into the R-span of v 1 , . . . , v j−1 for j = 1, . . . , n.
We proceed as follows to construct e 1 , . . . , e n ∈ M such that for j = 1, . . . , n, e 1 , . . . , e j has the same R-span as v 1 , . . . , v j and De j is a K-linear combination of e 1 , . . . , e j−1 . Suppose we have constructed such e j for j ≤ i. Write
with each a j ∈ R. Choose b j ∈ R such that t db j dt − a j ∈ K (i.e., formally integrate a j dt t sans its residue term), and put
Then the desired property is satisfied also for j = i+1. Hence this iteration proceeds through i = n, to yield the desired result.
This yields a converse for Proposition 3.2.1. Proof. The desired module over R + is the R + -span of a strongly unipotent basis; the convergence condition is easily verified.
We can now describe the iteration that produces the horizontal elements of a unipotent module with connection. 
Then for any v ∈ M, the sequence {f l v} ∞ l=0 converges to a horizontal element of M; moreover, this limit is not always zero.
Since this is precisely [24, Lemma 5.3.1], we will suppress a few calculational details to highlight the idea of the proof.
Proof. Let e 1 , . . . , e n be a strongly unipotent basis of M, and write De j = i X ij e i . Write v = i a i e i and a i = m a im t m , and write f l v = i b il e i and b il = m b ilm t m . Then we can calculate the b ilm separately for each m: namely,
For m = 0, this equation yields b jlm = i (X e−1 ) ij a im , which does not depend on l. For 0 < |m| ≤ l, we have b jlm = 0 because (m 2 I − (mI + X) 2 ) e = 0. Thus it looks like the m = 0 terms of the sum m b ilm t m are steadily collapsing, and the result is converging to the m = 0 term.
To justify this, however, one must make sure that the terms that have not collapsed, i.e., those with |m| ≥ l, do not disrupt the convergence. In fact, for h = max{0, max i,j {−v K (X ij )}}, one obtains the estimate
{v K (a im ) + mr − e(e − 1)⌈log p (|m| + l + 1)⌉ − (e − 1)h} for any r for which w r (a i ) is defined for each i. The right side of the estimate can be bounded below by an expression of the form cl − d for some c, d with c > 0. Thus f l v converges to i b i00 e i , which runs over the entire image of D e−1 on the K-span of the e i . In particular, the limit exists and is always horizontal but not always zero, as desired.
We will use this construction later in a relative setting; for now, we mention in passing one corollary. 
Local full faithfulness
In this section, we establish a logarithmic version of [12, Theorem 9.1], the key "local" ingredient of our "global" Theorems 4.5.1 and 4.5.5.
In our argument, the following proposition stands in for (and generalizes) [12, Proposition 6.4]. Proof. By Proposition 3.2.1, N ⊗ R is unipotent. Let v 1 , . . . , v m be a basis of N over R bd and w 1 , . . . , w m a unipotent basis of N over R. Write w i = j A ij v j ; then by [22, Proposition 6.5], the matrix A factors as BC, with B and C invertible over R + and R bd , respectively. Put x i = j C ij v j ; now on one hand, the x i belong to N ⊆ M ⊗ R bd . On the other hand, the w i are part of a unipotent basis of M, so belong to M ⊗ R + , and the x i are R + -linear combinations of the w i . We conclude that the x i belong to M ⊗ (R bd ∩ R + ) = M, so we may take N 1 to be the R +,bd -span of the x i .
We now give the local results that will later lead to Theorems 4.5.1 and 4.5.5. 
Proposition 3.4.2. (a) Let M be a log-∇-module with nilpotent residue over R
+ . If v ∈ M ⊗ R satisfies ∇v = 0, then v ∈ M. (b) Let M be a log-(F, ∇)-module over R +,bd . If v ∈ M ⊗ Γ[ 1 p ] satisfies ∇v = 0, then v ∈ M.
Overconvergent log-isocrystals
Throughout this chapter, let X be a smooth irreducible k-variety and let Z be a strict normal crossings divisor on X. We construct a category of overconvergent log-isocrystals on the pair (X, Z), by imitating the "Monsky-Washnitzer construction" of overconvergent isocrystals. In addition to the geometric restriction, we impose the additional restriction that all log-isocrystals under consideration have nilpotent residue. In this limited setting, one has a restriction functor to the convergent log-isocrystals constructed by Shiho [33] .
Log-isocrystals
It will be convenient to restrict attention to a situation in which Z is "simple". Note that this condition is satisfied by a sufficiently small neighborhood of any given closed point of X. • The union of the D i is equal to Z.
Suppose Condition 4.1.1 is satisfied; let A be a dagger algebra of MW-type with special fibre X. Choose a map h : K t 1 , . . . , t m † → A corresponding to f , put e i = h(t i ), and define Ω We wish to define the category C A,h of overconvergent log-isocrystals (with nilpotent residue) on X as the category of log-∇-modules (with nilpotent residue) over A, with respect to h. (We drop the phrase "with nilpotent residue" since we will never speak of any other situation, but this restriction is crucial in several of our results.) However, we must verify that this is in some sense independent of the choice of f or h.
To begin with, note that if h ′ : K u 1 , . . . , u m † → A is another morphism associated to f , we can construct a pullback functor ψ h,h ′ : C A,h → C A,h ′ . Namely, we can write h = h ′ • j where j(u i ) = t i for i = 1, . . . , m, so we can take ψ h,h ′ to be pullback by j.
We are far from done checking the necessary compatibilities; for instance, one must check that there is a canonical equivalence of categories between C A,h and C A,h ′ . Also, one must exhibit pullback functors corresponding to morphisms of smooth affine log-schemes and show that they are "well-defined" (that is, any two such functors associated to the same morphism over k are naturally isomorphic). Fortunately this is relatively easy to accomplish: we will reduce these compatibilities to the corresponding ones for overconvergent isocrystals, where they are known.
Remark 4.1.3. Note that one can also make the above construction using affinoid algebras, obtaining a putative category of convergent log-isocrystals on X with a natural faithful restriction functor from the category of overconvergent log-isocrystals. However, such a category has already been constructed by Shiho [33] , without the smoothness restriction or the requirement of nilpotent residues. In fact, our construction agrees with Shiho's construction restricted to our situation; the proof is the same as the verification that convergent isocrystals are computed by the convergent topos, as in [31] .
Local monodromy of log-∇-modules
Before returning to the construction of overconvergent log-isocrystals, we illustrate how to construct the "local monodromy" of a log-∇-module over a dagger algebra. This construction will be useful for establishing the full faithfulness of the functor "restriction to an open subset"; it will also intervene in the extension criteria of Chapter 5.
Let X be a smooth irreducible k-variety, let Z be a strict normal crossings divisor on X, and suppose Condition 4.1.1 is satisfied. Let A be a dagger algebra of MW-type with special fibre X and choose a map h : K t 1 , . . . , t m † → A. Let D be one of the irreducible components of Z; then D is the zero locus in X of the reduction modulo π of some t i .
Let I ⊆ A int be the set of elements whose reductions modulo π vanish along D, and let B be the I-adic completion of the localization of A at I. By the Cohen structure theorem [9] , there exists an isomorphism B ∼ = O L t for some complete discrete valuation ring O L , in which t i maps to t. This yields embeddings A ֒→ R +,bd L and A t
One can associate a "monodromy representation" to an overconvergent log-isocrystal M over A as follows. Consider the tannakian category of all ∇-modules over R L which admit an (unspecified) Frobenius structure. By [1, Théorème 7.1.1], the automorphism group of this category is canonically isomorphic, as an affine algebraic group over K alg , to the product of the additive group with the inertia subgroup of Gal(k((t)) sep /k((t))). Thus any M in the category yields a representation of the latter group. In particular, any log-∇-module M over A yields a log-∇-module over R + L with nilpotent residue (the convergence condition over A implying that over R + L ), which admits a Frobenius structure by Proposition 3.2.1. Since M is necessarily unipotent, its monodromy representation is as well.
Restriction to open subsets
We retain the notation of the previous sections, including Condition 4.1.1. Proof. Let U be the special fibre of B. Then U is an open dense subset of X and X \ U is purely of codimension 1. In fact, we may as well assume that X \ U is irreducible (as is X by hypothesis), as we can obtain the general result by repeatedly applying this case.
First suppose X \ U is a component of Z. Then the construction of the previous section gives an embedding B ֒→ R Next suppose X \ U is not a component of Z; in this case, we must tweak the situation slightly to put X \ U into Z. Note that it suffices to prove the claim after replacing A by a localization corresponding to an open subset of X meeting X \ U (as the intersection of this localization with B will be precisely A). In particular, if we put Z ′ = Z ∪ (X \ U), we can shrink X to ensure that Condition 4.1.1 is satisfied with Z replaced by Z ′ , and with the new map f ′ being the product of f with a regular function X → A 1 with zero locus X \ U. If we take h ′ to be an embedding K t 1 , . . . , t m+1 † ֒→ A that acts as h on K t 1 , . . . , t m † , then C A,h may be viewed as a subcategory of C A,h ′ . In particular we may view M as an element of C A,h ′ , so that the previous construction applies to yield the desired result. By considering internal Homs, it follows that morphisms of overconvergent isocrystals extend from their B-localizations. We thus immediately obtain canonicality of pullbacks, independence from the choice of lift, and glueing for log-∇-modules, from the corresponding assertions for overconvergent isocrystals. We may now officialy define the category of overconvergent log-isocrystals (with nilpotent residue) on a smooth affine k-variety X, as the category of log-∇-modules over some dagger algebra with special fibre A, and on a general smooth k-variety by glueing. This means we cannot construct the category of convergent log-isocrystals with nilpotent residue by simply reducing to the nonlogarithmic case as above. There are two ways around this: appeal to Shiho's construction, or work with partially overconvergent isocrystals. (That is, to treat convergent isocrystals on (X, Z), we pass to convergent isocrystals on X \ Z overconvergent along Z. Then one may again appeal to part (a) of Proposition 3.4.2.) Remark 4.3.4. The nilpotent residue condition, which we will not be mentioning explicitly, plays a crucial role in Proposition 4.3.1. (In particular, it cannot be used to define overconvergent log-isocrystals without a residue condition, though surely this can be done with more work.) This is analogous to the situation in [14, II.5] , where logarithmic extensions with nilpotent residue are "canonical" and logarithmic extensions with arbitrary residue are not; indeed, the simplest example in that setting is relevant here also. Namely, put A = K t † and B = K t, t −1 † , let n be a positive integer, and let M be the ∇-module over A generated by a single element v such that ∇v = nv ⊗ dt t
. Then the kernel of ∇ on M is trivial, but the kernel of ∇ on M B contains t −n v.
Frobenius structures on log-isocrystals
To construct Frobenius structures on overconvergent log-isocrystals, we imitate the construction in the nonlogarithmic case. To do so, though, we must use special Frobenius lifts that respect the logarithmic structure. . . , t m † . We define a log-(F, ∇)-module over A as a log-∇-module equipped with an isomorphism σ * M ∼ = M. Thanks to Proposition 4.3.1, this definition does not depend on the choice of σ, so we may also speak of overconvergent log-isocrystals equipped with Frobenius structure, or for short overconvergent log-F -isocrystals, on any smooth k-variety. Likewise (see Remark 4.3.3), one can speak of convergent log-F -isocrystals.
In the presence of Frobenius, one has the following convergent analogue of Proposition 4.3.1. 
Summary
To collect all of the information of this chapter in one place, we summarize some relevant facts about the construction of convergent and overconvergent log-isocrystals, and their immediate consequences.
We first discuss the restriction of an overconvergent log-isocrystal on X to a subvariety of X. As we have already seen, there is no problem with restricting to open subvarieties: if U ⊆ X is open, then U ∩ Z is a strict normal crossings divisor of U, and there is a natural restriction functor of overconvergent (or convergent) log-isocrystals from X to U.
The situation is more complicated when we want to restrict to a reduced irreducible closed subscheme W of X. Let Z ′ be the union of the components of Z not containing W ; we must assume that Z ′ ∩ W (which has codimension 1 in W ) is a strict normal crossings divisor. Then any overconvergent log-isocrystal on (X, Z) restricts to an overconvergent log-isocrystal on (W, Z ′ ∩ W ). Next, we articulate the full faithfulness of restriction to open dense subsets in the overconvergent case, which follows from Proposition 4.3.1 and has numerous useful consequences. Note that this improves [15, Théorème 4] even in the nonlogarithmic case, by eliminating the requirement of the Frobenius structure.
Theorem 4.5.1. For X a smooth k-variety, U ⊆ X an open dense subscheme, and E an overconvergent log-isocrystal on (X, Z), we have H 0 (X, E) = H 0 (U, E). Hence the functor "restriction to U", on overconvergent log-isocrystals on (X, Z), is fully faithful.
One consequence of this is that if an overconvergent log-isocrystal on U extends to X, the extension is unique. Also, we obtain the following strengthening of [23, Theorem 1.1].
Corollary 4.5.2. The restriction functor from overconvergent log-F -isocrystals on X to convergent log-F -isocrystals on X is fully faithful.
Proof. The restriction from overconvergent log-F -isocrystals on X to convergent F -isocrystals on U = X\Z is fully faithful, because it is the composition of the restriction of overconvergent log-F -isocrystals from X to U (fully faithful by Theorem 4.5.1) and the overconvergent-toconvergent restriction functor on U (fully faithful by [23, Theorem 1.1]). On the other hand, that restriction factors the other way as overconvergent-to-convergent restriction on X followed by restriction (of convergent F -isocrystals) from X to U, so the former must also be fully faithful.
Another useful corollary is that the extension problem, for a given overconvergent isocrystal, is a Zariski local question. (It is probably alsoétale local, but we did not verify this.) Corollary 4.5.3. Let X be a smooth k-variety, let U be an open dense subscheme of X, and let V 1 , . . . , V n be an open cover of X. Let E be an overconvergent log-isocrystal on (U, Z ∩ U), and suppose that E extends to an overconvergent log-isocrystal on (V i , Z ∩V i ) for i = 1, . . . , n. Then E extends to an overconvergent log-isocrystal on (X, Z).
Proof. Let F i be the extension of E to (V i , Z ∩ V i ). Then by Theorem 4.5.1, the canonical isomorphism E ∼ E extends to an isomorphism f ij :
because they coincide on U ∩ V i ∩ V j ∩ V k and the restriction functor from X to U is faithful. Thus the V i can be glued using the maps f ij to give an overconvergent log-isocrystal on (X, Z), as desired.
Yet another consequence is that the extension problem can be pushed forward along a finiteétale map. The proof uses some basic facts about pushforwards of overconvergent logisocrystals along finiteétale maps, whose proofs are analogous to those in the nonlogarithmic case and are hence omitted.
E). Let E be an overconvergent log-isocrystal on (U, D ∩ U). Then E extends to an overconvergent log-isocrystal on (X, D) if and only if f * E extends to an overconvergent log-isocrystal on (Y, E).
Note that it is crucial for f to beétale over all of Y , not just over Y \ E.
Proof. Clearly f * E extends if E does, since pushforward commutes with restriction. Suppose on the other hand that f * E extends to F over (Y, E). Recall from Section 2.5 that the trace map tr : E → f * f * E and the adjunction morphism ad : f * f * E → E compose in one direction to yield multiplication by d = deg(f ) on E, and in the other direction to yield d times a projector on f * f * E whose image is isomorphic to E. By Theorem 4.5.1, the projector extends to a projector on f * F . The image of this projector is an overconvergent log-isocrystal on (X, D), which is the desired extension of E.
For convergent F -isocrystals, we obtain the following analogue of Theorem 4.5.1. (As noted in Remark 4.3.3, we also expect this result to hold without Frobenius structures.) Theorem 4.5.5. For X a smooth k-variety, U ⊆ X an open dense subscheme, and E a convergent log-F -isocrystal on (X, Z), we have H 0 (X, E) = H 0 (U, E). Hence the functor "restriction to U", on convergent log-F -isocrystals on (X, Z), is fully faithful.
Remark 4.5.6. By establishing a suitable form ofétale descent (as in the nonlogarithmic case considered in [15] ), one can construct overconvergent log-isocrystals on more general log-schemes (e.g., when Z is no longer a strict normal crossings divisor). We will not pursue this here.
Extension, unipotence and purity
In this chapter, we give a criterion for an overconvergent log-isocrystal to extend to X from an open dense subscheme U, to the effect that the isocrystal should have "unipotent local monodromy" along each codimension 1 component of X \ U.
Unipotent and constant local monodromy
Let X be a smooth k-variety and let D be an irreducible, geometrically reduced divisor on X. We now explain the notions of constancy and unipotence along D of an overconvergent (log)-isocrystal on X \ D. The "log" is irrelevant here; since the notion will be defined by first shrinking X, we can always omit the non-log-trivial part of X. We also may as well assume X is irreducible and D is smooth. Note that constancy and unipotence along a divisor are not properties of a global nature: even if X is smooth and proper, an overconvergent isocrystal on X \ Z which is constant/unipotent along each component of Z need not be globally constant/unipotent, or even have any horizontal sections at all! Remark 5.1.3. In the presence of a Frobenius structure, one can use André's theorem as describe in Section 4.2 to associate to M a representation of the inertia subgroup of Gal(k((t)) sep /k((t)))×G a , which is trivial/unipotent if and only if M has constant/unipotent local monodromy as in Definition 5.1.1.
Remark 5.1.4. One can also define a global monodromy group and representation from E, as done by Crew [10] . However, unlike in the ℓ-adic situation, the local monodromy representation is not typically obtained by restricting the global monodromy representation to an inertia subgroup! Later in the series, we will construct a representation of a suitable group which includes all of the local monodromy representations.
Remark 5.1.5. If k is not perfect, a reduced divisor D on X may not be geometrically reduced. However, we may still define constant/unipotent local monodromy by D by passing to some finite radicial extension k ′ on which D becomes geometrically reduced and checking the condition there (the exact choice of k ′ does not matter).
Extension criteria
We can now give a criterion for the existence of a "canonical logarithmic extension" of an overconvergent isocrystal. Its proof will occupy the rest of this chapter.
Theorem 5.2.1. Let X be a smooth k-variety, let Z be a strict normal crossings divisor on X, let U be an open subscheme of X, and let E be an overconvergent log-isocrystal (resp. log-F -isocrystal) on (U, U ∩ Z). Then the following are equivalent:
(a) E extends to an overconvergent log-isocrystal (resp. log-F -isocrystal) on (X, Z).
(b) E has unipotent local monodromy along each component of Z, and constant local monodromy along each component of
The result for F -isocrystals follows from the case for isocrystals, since Theorem 4.5.1 implies that a Frobenius structure automatically extends if the underlying isocrystal does. Thus we focus on the isocrystal case.
Remark 5.2.2. Note that Theorem 5.2.1 imply that E extends if and only if it extends in codimension 1. This should bring to mind the Zariski-Nagata theorem on purity of the branch locus, which in this context states that for f : Y → X a finite morphism with Y normal and X regular, the subscheme of X on which f fails to beétale has pure codimension 1 in X. (See [18, Exposé X, Théorème 3.1] for a less restrictive formulation.) In fact, that statement is equivalent to the unit-root case of Theorem 5.2.1. In particular, one cannot expect Theorem 5.2.1 to hold without the hypothesis that X is smooth, as purity of the branch locus already fails for normal nonsmooth base varieties. This is the reason we will have to devote effort later in the series to controlling the "extra monodromy" of exceptional divisors.
Filling in along a divisor
In this section, we illustrate how to use the condition of constant or unipotent local monodromy along a divisor to fill in an overconvergent F -isocrystal, in a very simple case. The argument (part of which has been stowed in Section 3.3) is adapted directly from [24, Chapter 5] .
, where Z is a union of coordinate hyperplanes. Suppose that E is constant (resp. unipotent) along
Proof. To E corresponds a vector bundle V 1 with logarithmic connection and nilpotent residue on the affinoid space
for some 0 < δ < 1, η > 1 and ǫ > 1. In particular, for L the completion of Frac K x 1 , . . . , x n for the affinoid topology, V 1 induces a unipotent module M with connection over R t L . Consider the iteration given by Proposition 3.3.4. Since M is unipotent, for an appropriate choice of e, the iteration converges to an element killed by D which is not always zero.
Now consider what happens if we apply the same iteration to a section of V 1 . As in [24, Lemma 5.3.2] , one sees that for some c > 0, the iteration converges to a section of V 1 defined over the admissible (but not affinoid) subspace of U 1,ǫ given by
The idea is to use the Hadamard three circles theorem to interpolate between the strong convergence coming from Proposition 3.3.4, which is applicable over |x i | < 1, with whatever bound one happens to get by a straightforward estimate over |x i | < ǫ.
We obtain over U ′ 1,c a set of sections of V 1 killed by the vertical connection. These generate a subbundle of V 1 stable under the connection. Repeat the argument for the quotient by this subbundle (possibly decreasing c), and so on until V 1 is exhausted. The result is a filtration of V 1 over U ′ 1,c by ∇-stable subbundles, in which each quotient is spanned by sections killed by the vertical connection. In fact, the K x 1 , . . . , x n † -span of these sections is locally free (because it carries a connection) and hence free by an analogue of the Quillen-Suslin theorem [23, Theorem 6.7] . In other words, V 1 admits a unipotent basis of sections over some U In particular, using that strongly unipotent basis, we can construct another vector bundle V 2 with logarithmic connection on the affinoid space
for some 0 < δ < δ ′ < 1 and some 1 < ǫ ′ < ǫ, such that V 1 and V 2 become isomorphic (as vector bundles with connection) over U 1,ǫ ′ ∩ U 2,ǫ ′ . Since U 1,ǫ ′ , U 2,ǫ ′ , U 1,ǫ ′ ∩ U 3,ǫ ′ are all affinoid spaces, we may glue to obtain the desired isocrystal.
General filling over a perfect field
In this section, we parlay the calculation from the previous section into a proof of the (b) =⇒ (a) implication of Theorem 5.2.1, but only after restricting to the case where k is perfect to simplify the geometric arguments. We will handle the general case in the next section.
We need a lemma that will help us pass from isocrystals over complicated varieties to more complicated isocrystals over simpler varieties. This result as stated is [25, Theorem 2] ; a weaker result, restricted to k infinite and perfect and not controlling the divisors through x, appears in [21] . Let E be an overconvergent log-isocrystal on (U, Z ∩ U) with constant (resp. unipotent) local monodromy along D 1 . Then E extends to an overconvergent log-isocrystal on (X, Z) (resp. on (X, D 1 ∪ Z)).
Proof. Let x ∈ X be a closed point. By Lemma 5.4.1, there exists a open neighborhood V of x in X and a finiteétale morphism f : V → A n carrying D 1 , . . . , D m into distinct coordinate hyperplanes H 1 , . . . , H m . By Proposition 5.3.1, f * E extends to an overconvergent log-isocrystal on (A n , f (Z)) (resp. on (A n , H 1 ∪ f (Z))); hence by Corollary 4.5.4, E extends to an overconvergent log-isocrystal on (V, Z ∩ V ) (resp. on (V, (D 1 ∪ Z) ∩ V )). Since x was arbitrary, we conclude that E extends to an overconvergent log-isocrystal on (X, Z) (resp. on (X, D 1 ∪ Z)), as desired.
Proof of Theorem 5.2.1 for k perfect. As noted earlier, it suffices to show that (b) implies (a); there is no loss of generality in assuming that X \ U contains Z. We show that E extends from U to successively larger subsets U 0 , U 1 , . . . of X by repeatedly applying Lemma 5.4.2.
Put U 0 = U. If U i is properly contained in X \ Z and E extends to an overconvergent isocrystal on U i , choose a smooth point x of Y i = (X \ Z) \ U i , and choose a divisor D of X smooth at x and containing an irreducible component of Y i . By Lemma 5.4.2, E extends to an overconvergent isocrystal on some open set U i+1 in X \Z containing U i and also containing x.
On the other hand, if U i is the complement of some subset of the divisors of Z and E extends to an overconvergent log-isocrystal on (U i , U i ∩ Z), we may apply Lemma 5.4.2 again to show that E extends to an overconvergent log-isocrystal on (U i+1 , U i+1 ∩ Z), where U i+1 is the complement of the same subset of divisors of Z less one of them. Repeating, we eventually deduce that E extends to all of (X, Z), as desired.
Imperfect fields
We now complete the proof of Theorem 5.2.1 by handling the imperfect case.
Proof of Theorem 5.2.1. Again, we need only show (b) =⇒ (a). The proof in the previous section carries over as long as each irreducible component of X \ U is smooth. In particular, it applies when Z = X \ U; we may thus reduce to the case where Z = ∅.
Let A be a dagger algebra of MW-type with special fibre X, and let B = A f −1 † be a localization of A whose special fibre is contained in U. The proof of Theorem 5.2.1 goes through if we allow k to be replaced by some finite radicial extension k ′ . It suffices to show that if Theorem 5.2.1 holds (with our additional restrictions) with k replaced by k ′ = k(y 1/p ), then it holds over k.
Choose a lift y of y to O, and put
. By hypothesis, M 1 contains a finite locally free A 1 -module N 1 , stable under ∇, which generates M 1 over B 1 . By full faithfulness of restriction to U, N 1 is in fact uniquely determined by these conditions.
We claim that N = M ∩ N 1 , which is obviously an A-submodule of M stable under ∇, generates M over B. It suffices to check this after enlarging K and K 1 to include a primitive p-th root of unity ζ p . In this case, K 1 becomes Galois over K with group G = Gal(K 1 /K), which we identify with Z/pZ by declaring that e ∈ {0, . . . , p − 1} carries y 1/p to ζ e p y 1/p . By the functoriality of rigid cohomology (and the fact that G acts trivially modulo π), we have a canonical action of G on M 1 with invariants M; by the uniqueness of N 1 , it is acted on by G as well. For i = 0, . . . , p − 1, define
then each f i maps M 1 into M and N 1 into N. Given any set of generators of N 1 over A 1 which also generate M 1 over B 1 , their images under all of the f i generate N over A and also generate M over B.
Hence N is finitely generated over A and ∇-stable, hence locally free, and N ⊗ B ∼ = M. Thus E does extend to an overconvergent isocrystal on X, as desired.
Complements
In this chapter, we discuss some variants and applications of Theorem 5.2.1, and mention some related questions.
Partial overconvergence
One can relax the overconvergent hypothesis in Theorem 5.2.1, by working with "partially overconvergent" isocrystals. Here is a sample statement (not the most general possible).
Theorem 6.1.1. Let X be a smooth k-variety, and let Z be a strict normal crossings divisor on X, and put U = X \ Z. Let E be a convergent isocrystal on U which is overconvergent along Z. Then the following are equivalent.
(a) E extends to an convergent isocrystal (resp. log-isocrystal) on X (resp. on (X, Z)).
(b) E has constant (resp. unipotent) local monodromy along each component of Z.
The definition of overconvergence along a closed subset is given in [4, 2.2] . The proof proceeds as does that of Theorem 5.2.1, except that one replaces dagger algebras by certain hybrids between dagger and affinoid algebras. For instance, for H the hyperplane t 1 = 0 in A n , the data of a convergent isocrystal on A n \ H which is overconvergent along H is given by a ∇-module over the ring of power series in t 1 , . . . , t n over K which converge for
for some ǫ with 0 < ǫ < 1 depending on the series. Although it does not make sense to extend Theorem 5.2.1 to the convergent setting, as there is no analogue of the local monodromy construction, it makes sense to ask for the extendability of an isocrystal in codimension 2. However, even with Theorem 6.1.1 we were unable to resolve this question. Question 6.1.2. Let X be a smooth k-variety, let Z be a strict normal crossings divisor on X, and let U be an open dense subset of X such that X \ U has codimension at least 2 in X. Let E be a convergent log-isocrystal (or log-F -isocrystal) on (U, U ∩ Z). Does E necessarily extend to (X, Z)?
Remark 6.1.3. An affirmative answer to this question would generalize a result of de Jong and Oort [13, Theorem 4.1], which states that for E a convergent F -isocrystal on X, the Newton polygon of Frobenius changes slopes in codimension 1. That is because the Newton polygon of Frobenius is constant on X if and only if E admits an ascending slope filtration over X.
Subobjects and Ext
We now proceed to applications, starting with the following strengthening of Theorem 4.5.1. Theorem 6.2.1. Let X be a smooth k-variety, Z a strict normal crossings divisor on X, and j : U → X an open immersion with dense image. Let E be an overconvergent log-isocrystal on (X, Z) and F a sub-log-isocrystal of j * E. Then F = j * G for some sub-log-isocrystal G of E.
Proof. Since E is constant (resp. unipotent) along each codimension 1 component of X \ U not contained in Z (resp. contained in Z), the same is true of F by Proposition 3.1.4. By Theorem 5.2.1, F extends to an overconvergent log-isocrystal G on E; by Theorem 4.5.1, the embedding F ֒→ E over U extends to an embedding G ֒→ E over X, as desired.
Remark 6.2.2. This situation should be contrasted with the situation that arises when proving that the forgetful functor from overconvergent to convergent F -isocrystals is fully faithful, as in [23] . There one does not have an analogue of Theorem 6.2.1, as an overconvergent F -isocrystal can have nonconstant convergent subcrystals that do not descend to the overconvergent category. For instance, if f : X → B is the Legendre family of elliptic curves minus the supersingular fibres, then R 1 f * O X is a rank two overconvergent F -isocrystal on B which has a unit-root subobject in the convergent category, but not in the overconvergent category. (If it had a unit-root subobject in the overconvergent category, then by Theorem 4.5.1, it would also have a unit-root subobject even if the supersingular fibres were not excluded, which is absurd.) Theorem 6.2.1 implies that if E is an overconvergent log-isocrystal on X and 0 → F 1 → E → F 2 → 0 is a short exact sequence of overconvergent log-isocrystals over an open dense subset of X, then it is a short exact sequence of overconvergent log-isocrystals over X itself. We next proceed to a sort of converse of this statement.
Proposition 6.2.3. Let X be a smooth k-variety, let Z be a strict normal crossings divisor on X, and let U be an open dense subset of X. Let E 1 and E 2 be overconvergent log-isocrystals on (X, Z). Then the group Ext(E 1 , E 2 ) is the same whether computed over U or over X.
Proof. Recall that the group Ext(E 1 , E 2 ) classifies short exact sequences 0 → E 1 → F → E 2 → 0 (6.2.4) up to isomorphisms of same. Let Ext X and Ext U be the groups so computed over X and U; then restriction induces a homomorphism Ext X → Ext U . We first note that this homomorphism is injective: given two short exact sequences over X and an isomorphism over U, the isomorphism is defined over X by Theorem 4.5.1.
To show that the homomorphism is surjective, we must show that given a short exact sequence (6.2.4) over U, F and the arrows can be defined over X. Now F is unipotent along each codimension 1 component of X \ U by Proposition 3.1.4, so F does indeed extend to an overconvergent log-isocrystal on X. As for the arrows in (6.2.4), they are defined over X by Theorem 4.5.1.
We conclude that the map Ext X → Ext U is an isomorphism, as desired.
Remark 6.2.5. One can similarly ask whether Ext groups are preserved by overconvergentto-convergent restriction. One can obtain such a result for F -isocrystals using Theorem 6.1.1, but such a result is surely not best possible. For instance, in the nonlogarithmic case, this result was established by Chiarellotto and le Stum [6, Proposition 1.3.1] with no hypothesis on smoothness of X or presence of Frobenius. They also showed that the Ext groups have a cohomological interpretation:
The contagion of overconvergence
Next, we note that the property of overconvergence of an F -isocrystal is in a sense "contagious". (Again, the obstruction to removing the hypothesis on Frobenius structures is described in Remark 4.3.3.) Proposition 6.3.1. Let X be a smooth k-variety, let Z be a strict normal crossings divisor and let U be an open dense subscheme of X. Let E be a convergent log-F -isocrystal on (X, Z) whose restriction to U is isomorphic to (the overconvergent-to-convergent restriction of ) an overconvergent log-F -isocrystal on (U, U ∩ Z). Then E is isomorphic to (the restriction of ) an overconvergent log-F -isocrystal on (X, Z).
One can also replace overconvergence here by overconvergence along certain divisors in the complement of X in some larger variety, by replacing Theorem 5.2.1 by Theorem 6.1.1.
Proof. The overconvergent log-F -isocrystal F we are given on U is constant/unipotent along each codimension 1 component of X \ U. Hence by Theorem 5.2.1, F extends to an overconvergent log-F -isocrystal G on (X, Z). The convergent restriction to G is isomorphic to E over U; by Theorem 4.5.5, it is also isomorphic to E over X. This yields the desired result.
As noted in the introduction, one can in principle use Proposition 6.3.1 to prove a result in the direction of a conjecture of Berthelot [3, 4.3] . This conjecture states that for f : X → Y a smooth proper morphism of k-varieties, there exist higher direct images R i f * O X of the constant sheaf in the category of overconvergent F -isocrystals on Y . (We refrain here from saying what exactly "higher direct images" are supposed to be in this setting.)
The relevance of Proposition 6.3.1 to Berthelot's conjecture arises from two earlier constructions. By [30, Theorem 3 .1], the higher direct images exist in the category of convergent F -isocrystals. On the other hand, by repeated application of [24, Theorem 5.15] and the relative excision sequence and Gysin isomorphisms (which do not currently appear to be known), we should have that on some open dense subscheme U of X, the higher direct images exist in the category of overconvergent F -isocrystals. Thus at least if X is smooth, Proposition 6.3.1 implies that one has overconvergent F -isocrystals on Y which "generically" are higher direct images. Whether they really play this role over all of X, and what happens when X is nonsmooth, are subtler questions which we defer to another occasion.
Miscellaneous applications
As another application, we show that overconvergent isocrystals on smooth blowups of smooth spaces can be "blown down". The analogous fact for representations of fundamental groups is [18 Proof. Since f is birational, the subset U of X on which f is an isomorphism has codimension at least 2 in X. Thus the restriction of E to U extends by Theorem 5.2.1 to an overconvergent isocrystal F on X. Then E and f * F are isomorphic over U; by Theorem 4.5.1, they are also isomorphic over Y . Uniqueness also follows from Theorem 4.5.1.
We next make an observation about extending crystals, rather than isocrystals. Theorem 6.4.2. Let X be a smooth k-variety, let Z be a strict normal crossings divisor on X, and let U be an open dense subscheme of X. Let E be a nondegenerate crystal of finite rank locally free O-modules on U ∩ Z, corresponding to an overconvergent isocrystal F . Suppose that F extends to an overconvergent log-isocrystal on (X, Z). Then E extends canonically to a nondegenerate log-crystal on (X, Z).
Proof. Since the statement is local, we may assume X is affine. Choose a dagger algebra A with special fibre X, and let B be a localization with special fibre contained in U. Let A and B be the p-adic completions of A and B. Then E corresponds to a finite locally free B int -module M, equipped with a connection, while F corresponds to a ∇-module N over B. The two must become isomorphic over B, which means we may regard M as a submodule of N ⊗ B B.
By hypothesis, N contains an A-lattice N 1 which is a log-∇-module. Put M 1 = M ∩ (N 1 ⊗ A A) ; to show the existence of an extension of E, we simply observe that M 1 is an A-lattice in M (because it is p-saturated in M).
To check canonicality (which in particular implies that the extensions glue), by the usual internal Hom argument, it suffices to show that if v ∈ M satisfies ∇v = 0, then v ∈ M 1 . However, by full faithfulness of overconvergent-to-convergent restriction, we know that v ∈ N; then by Theorem 4.5.1, we deduce that v ∈ N 1 . Hence v ∈ M 1 as claimed.
