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Abstract
A digital distance transformation converts a binary image in Zn to a distance transform, where
each picture element in the foreground (background) has a value measuring the closest distance
to the background (foreground). In a weighted distance transform, the distance between two
points is de,ned by a minimal path consisting of a number of steps between neighbouring
picture elements, where each type of possible step is given a length-value, or a weight. In 4D,
using 3× 3× 3× 3 neighbourhoods, there are four di/erent weights. In this paper, optimal real
and integer weights are computed for one type of 4D weighted distance transforms. The most
useful integer transform is probably 〈3; 4; 5; 6〉, but there are a number of other ones listed. Two
integer distance transforms are illustrated by their associated balls.
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1. Introduction
Results regarding data sets in 4D digital space, Z4, are being found more and more
in literature, both regarding theory and emerging applications. Examples where 4D is
used are: when processing 3D grey-level images, just as some 2D problems are solved
using temporary 3D images; for volume data sequences, such as ultrasound volume
images of a beating heart; or for the discretisation of the parameter space of a robot
or robot arm. Some examples where 4D images are treated are found in [14–17].
In a distance transform image, each element in the objects (background) has a value
measuring the distance to the background (objects). Distance Transforms (denoted DT)
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have proven to be excellent tools for many di/erent image operations. Therefore, dis-
tance transforms in 4D are moving from being a theoretical curiosity, [2], to becoming
a useful tool.
The basic idea, utilised for most DTs, is to approximate the global Euclidean dis-
tance by propagation of local distances, i.e., distances between neighbouring pixels.
This idea was probably ,rst presented by Rosenfeld and Pfaltz in 1966, [19]. This
approach, where a global feature is computed by local operations, is motivated by ease
of computation. In sequential computation only a small area of an image is available
at the same time. In massively parallel computation (if such an approach still exists)
each pixel has access only to its immediate neighbours. Distance transforms can be
de,ned on images digitised on di/erent grids, but here we will only consider images
as functions on Zn.
Most distance transforms can roughly be divided into three classes:
• Path-generated distance transforms. The distance is measured as the number of steps
between neighbouring pixels necessary to travel from one pixel to another. In 2D,
the most common ones are the City block (D42) and Chessboard (D
8
2) DTs, where
the subscript denotes the dimension [20].
• Weighted or chamfer distance transforms, denoted WDT. The local steps between
neighbouring pixels are given di/erent weights. In 2D, the most common WDTs are
〈2; 3〉 and 〈3; 4〉, where the ,rst number is the local distance between edge-neighbours
and the second number is the local distance between point-neighbours [3].
• Euclidean distance transforms. In each pixel a vector is stored, consisting of the
number of steps, in each dimension, between two pixels [11]. For example, in 2D
the vector (2; 7) in an object pixel would indicate that the closest pixel in the
background would be found by taking 2 steps in the x-direction and 7 steps in the
y-direction, so that the distance value is
√
53.
Path-generated and weighted DTs can be computed in arbitrary dimensions by only
two raster scans through the image, where, at each point, the image values in a small
neighbourhood of the point are used to compute the new point value [2,3]. Euclidean
DTs, in the most straightforward algorithm, requires 2n raster scans through the image,
where n is the dimension [2]. This number can be improved (e.g. three scans are
suDcient in 2D), but the number of scans is still high in higher dimensions [18].
Path-generated DTs are the easiest conceptually and to compute, but they are very
rotation dependent, i.e., the same object oriented in di/erent ways gets very di/erent
DT values. Euclidean DTs are of course perfectly rotation independent up to digitisation
e/ects, but more onerous to compute. They are also diDcult to use in actual applications
[5], both because so many di/erent distance values occur and because the reverse
Euclidean DT is not straightforward to compute, see [9] for the 2D case. The reverse
DT is often necessary in applications. It starts with a number of “seed” pixels with
distance values and computes the object that results when a disc with the given value
as radius is placed around each seed point. For path-generated and WDTs, the reverse
distance transform needs only two raster scans, just as the direct DT.
The WDTs are almost as easy to compute and use as the path-generated DTs, but
are, with suitable weights, much more rotation independent. Therefore, ,nding such
weights in 4D is desirable. The theory of path-generated DTs was extended to higher
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dimensions early on [12]. A ,rst, not very good, e/ort of discovering WDTs in higher
dimensions is found in [2] and a better one in [7]. Euclidean DTs in higher dimensions
are discussed in [18].
Important theoretical results on general DTs in higher dimensions have been pub-
lished [16] a few years ago. In this paper, necessary conditions for an nD DT to be
a metric are presented. In [6], WDTs in 3D, ful,lling these criteria, were exhaustively
investigated for 3× 3× 3 neighbourhoods. There proved to be two types of such DTs,
the “obvious” one and one less intuitive. In 4D, the situation is even more complex,
and there are at least eight di/erent cases of WDTs. In this paper, the most “natural”
and simple case will be investigated, and optimal real and integer weights for this case
will be presented.
In Section 2, the geometry and general equations are developed. In Section 3 the
algorithm for computing WDTs by chamfering is given. In Section 4, optimal weights
are computed, where optimality is de,ned as minimising the maximum di/erence from
the Euclidean distance in an M ×M ×M ×M image. In Section 5, the optimal real
and integer WDTs are listed. Finally, two good integer DTs are illustrated by their
associated balls.
2. Geometry and equations
Denote a digital object on a hyper-cubic grid F , and the complement of the object GF ,
where the sets F and GF are not necessarily connected. A distance transformation con-
verts the binary image to a distance image, or DT. In the DT, each hyxel (hyper-volume
picture element) has a value measuring the distance to the closest hyxel in GF .
A good underlying concept for all digital distances is the one proposed by Yamashita
and Ibaraki [23]:
Denition 1. The distance between two points x˜ and y˜ is the length of the shortest
path connecting x˜ to y˜ in an appropriate graph.
They proved that any distance is de,nable in the above manner, by choosing an
appropriate neighbourhood relation and an appropriate de,nition of path length.
In 4D hyper-cubic space, each hyxel has 80 neighbours of four types: 8 volume-
neighbours, 24 face-neighbours, 32 edge-neighbours, and 16 point-neighbours. A 3 ×
3× 3× 3 neighbourhood in 4D is illustrated in Fig. 1. A path between two hyxels in
the 4D image can thus include steps in 80 directions, if only steps between immediate
neighbours are allowed.
The DT(i; j; k; l) of a hyxel in F is the minimum length of a path connecting
(i; j; k; l) to any hyxel in GF . Steps between volume-neighbours have length a, steps
between face-neighbours have length b, steps between edge-neighbours have length c,
and steps between point-neighbours have length d, and no other steps are allowed.
See Fig. 1 again, where the 80 neighbours of the central, zero, hyxel are marked
with their associated local distances. Due to symmetry, when computing optimal a; b; c;
and d it is enough to consider distances from the origin to a hyxel (x; y; z; w), where
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Fig. 1. Neighbourhood for 3 × 3 × 3 × 3 WDTs, where a, b, c, and d are the four local distances. The
hyper-cube is illustrated by its nine planes. The letters in italics illustrates chamfering, see Section 3.
06w6 z6y6 x6M and M is the maximal dimension of the image. The distance
to be minimised then becomes D(x; y; z; w). A 3 × 3 × 3 × 3 WDT will be denoted
〈a; b; c; d〉.
As the length of any minimal path is de,ned only by the numbers of steps of
di/erent types in it, the order of the steps is arbitrary. Therefore, we can always
assume a minimal path where the steps are arranged in a number of straight line
segments, equal to the number of di/erent directions of steps used.
Not all combinations of local distances a; b; c; and d result in useful distance trans-
forms. The DT should be semi-regular, de,ned as follows.
Denition 2. Consider two picture elements that can be connected by a straight line;
i.e.; by using only one type and direction of local step. If that line de,nes the distance
between the pixels; i.e.; is a minimal path; then the resulting DT is semi-regular. If
there are no other minimal paths; then the DT is regular.
From [16] we have the following result:
Theorem 1. A distance transform in Zn that is a metric is semi-regular. A semi-regular
distance transform in Z2 is a metric.
Thus, all suggested DTs should be semi-regular as this is a necessary but, in higher
dimensions, unfortunately not a suDcient condition for being metrics.
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Fig. 2. The hyper-polyhedron in a; b; c; d-space that results in semi-regular 4D weighted distances (thick
lines). The thin lines separates di/erent cases. The grey area is Case I4, which will be investigated in this
paper.
As there are four types of steps, there are four types of straight paths possible in the
hyper-cubic grid. To ,nd the conditions for 4D regularity we must investigate all the
ways these four straight paths can be approximated by paths using other steps and ,nd
the conditions for the straight path being the shortest. The result is that a 4D WDT is
semi-regular if the following inequalities hold (see [6] for a complete description of
the method of computation):
a6 b; b6 2a; b6 c; c6 32b; c6d; d6
4
3c: (1)
These inequalities de,ne a hyper-polyhedron in a; b; c; d-parameter space. A cut through
this polyhedron at d= 2 and with a as a scale factor is shown in Fig. 2.
It is possible to consider the path-generated DTs as WDTs. The 4D DT analo-
gous to the Chessboard DT in 2D is 〈1; 1; 1; 1〉, or D804 , where the distance to all
80 neighbours is set to 1. The 4D DT analogous to the City block DT in 2D is
〈1; 2; 3; 4〉, or D84 (not to be confused with Chessboard DT, D82, in 2D), where the
distance to the eight volume-neighbours is set to 1. Both D84 and D
80
4 are semi-regular
(but not regular) according to the inequalities in (1). Expressions for the distances,
with 06w6 z6y6 x, are
D84 = x + y + z + w; (2)
D804 = x: (3)
The conditions in (1) may seem restrictive, but they are not suDcient to determine
unique expressions for regular WDTs. If we compute the distances from the origin,
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choosing the shortest paths and assuming that the local distances have the proper-
ties in (1), we discover (at least) eight di/erent, equally valid cases. For example,
the hyxel (2; 2; 1; 1) can be reached either as (1; 1; 1; 1) + (1; 1; 0; 0) = d + b or as
(1; 1; 1; 0) + (1; 1; 0; 1) = 2c. The inequalities in (1) do not determine which is the
shorter path. By investigating all the possible allowed combinations of steps to hyxels
in 06w6 z6y6 x—a simple but somewhat tediuos task—the eight di/erent cases
were discovered. In 3D, there is the same phenomenon, but there are only two cases
[6].
In Fig. 2, the eight cases discovered in 4D are marked by thin lines. In each of the
Cases, unique expressions could be found for the resulting distance transforms, and the
local distances could be optimised. However, the area marked “Case I” is the most
interesting and easiest to handle. For this Case, and only for this Case, there is only
one distance expression valid for all hyxels, and that expression, moreover, is the one
we would expect, as it is an extension of the equations in 2D and in Case I3 in 3D.
For the other Cases in 4D, there are di/erent expressions for the distance values in
di/erent parts of the hyper-image, depending on the direction between the two hyxels
connected by the minimal path, just as for Case II3 in 3D.
In the triangular hyper-cone delimiting Case I4
b6 2a; c6d; a+ c6 2b; b+ d6 2c; (4)
the distance between the origin and (x; y; z; w) is
Case I4: D = wd+ (z − w)c + (y − z)b+ (x − y)a for 06w6 z6y6 x:
(5)
For comparison the corresponding expressions in 2D and 3D are
Case I2: D = yb+ (x − y)a for 06y6 x (6)
and
Case I3: D = zc + (y − z)b+ (x − y)a for 06 z6y6 x: (7)
Eq. (5) is found in [2]. There, however, the limitations in parameter space (4), are not
given, nor even discussed.
3. Computing distance transforms
As stated in the Introduction, path-generated and weighted distance transforms are
easily computed by two raster scans through the image, independently the dimension
and of the image contents. The computations start by initialising the image. Picture
elements in GF , from which the distances are to be computed, are set to zero and pixels
in F are set to in,nity.
In the ,rst raster scan, starting one picture element from the border, a new value is
computed for each in,nity valued picture element. Compute the sums of the values of
the already visited neighbours and the corresponding local distances. In Fig. 1, the local
distances of the already visited hyxels in the neighbourhood are in boldface letters. The
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new picture element value is the minimum of the these sums, four in 2D, 13 in 3D,
and 40 in 4D. This ,rst scan computes the distances from left-up-top-“front”. In the
second scan, the scan direction is reversed. Again, for each picture element the sum
of the neighbours’ values and the local distances are computed. The only di/erence is
that now the picture element itself must be included, adding zero. In Fig. 1, the local
distances of the already visited hyxels in the second scan are in italic letters. This scan
computes the distances from right-down-bottom-“back”.
The algorithm in pseudo-code in 4D becomes
First pass:
for i = 2; 3; : : : ; lines do
for j = 2; 3; : : : ; columns do
for k = 2; 3; : : : ; layers do
for l= 2; 3; : : : ; volumes do
v1i; j; k; l = min(p;q;r; s)∈N
{v0p;q; r; s + n}
Second pass:
for i = lines− 1; : : : ; 2; 1 do
for j = columns− 1; : : : ; 2; 1 do
for k = layers− 1; : : : ; 2; 1 do
for l= volumes− 1; : : : ; 2; 1 do
v2i; j; k; l = min(p;q;r; s)∈N
{v1p;q; r; s + n}
where v0 is the initial image,N is the set of already visited neighbours in the neigh-
bourhood, and n is the appropriate local distance, a; b; c or d. In the path-generated
DTs, the only neighbours taken into account are, of course, those from which steps can
be taken in the minimal path, e.g., in D84, only the four visited volume neighbours are
investigated in each scan. The code can be used also in 2D and 3D, by just removing
the appropriate loops.
Incidentally, the reverse DT is computed using the same algorithm, but subtracting
n and maximising over N.
4. Optimality computations
In this section, the optimal local distances for the Case I 4D WDT will be computed.
Optimality here is de,ned as minimising the maximal di/erence between the WDT and
the Euclidean distance in an image of size M ×M ×M ×M . Other optimality criteria
have been used in the literature for 2D and 3D WDTs. The most popular of these have
been to minimise the root mean square average of the error over all possible directions
from the origin, i.e., the L2-norm over a Euclidean circle or sphere with in,nite radius,
see, e.g., [13,21]. Thus, the optimisation is dependent on an imbedded Rn structure and
it is not clear how this will translate to digital space, especially for short distances.
Minimising the maximum error in a square image gives a more straightforward result.
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It is true that the maximum error computed can occur as points that are between the
points in Zn, but it is still a de,nite upper error limit for all picture elements in the
image.
The maximum of a particular type of function will often have to be computed during
the optimisation. The following Lemma is then used.
Lemma 3. The function f() =  +  − !
√
"+ k2; where ||¡√k|!| and |"|¿ 1
has the maximum value
fmax =  −
√
!2 − 
2
k
√
" for =

√
"√
k2!2 − k2 :
Proof. The extremal value is found by computing the derivative f′(); setting it to
zero; solving for ; and simplifying the resulting expressions.
4.1. Real valued weights
The di/erence between the computed distance transform value, see (5), and the
Euclidean distance is
E(x; y; z; w) = (d− c)w + (c − b)z + (b− a)y + xa−
√
x2 + y2 + z2 + w2;
for 06w6 z6y6 x6M: (8)
This di/erence is to be minimised in an M × M × M × M image. Put the origin
in a corner of the image, i.e., in (0; 0; 0; 0). We can then assume that the maximum
di/erence, denoted maxdi/, occurs for x =M . As 06w6 z, the maximum of E(w)
occurs for
w = 0;
@
@w
E(y; z; w) = 0 or w = z:
The di/erence in these three cases are found by simple insertion or by using Lemma
3 with =w; =(d−c);  =(c−b)z+(b−a)y+Ma; !=k=1, and "=M 2+y2+ z2.
We get
E1(y; z) = (c − b)z + (b− a)y + aM −
√
M 2 + y2 + z2 for (M; y; z; 0);
E2(y; z) = (c − b)z + (b− a)y + aM −
√
1− (d− c)2
√
M 2 + y2 + z2
for (M; y; z; wmax);
E3(y; z) = (d− b)z + (b− a)y + aM −
√
M 2 + y2 + 2z2 for (M; y; z; z):
For each of these three expressions the maximum can occur for
z = 0;
@
@z
E(y; z) = 0 or z = y;
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as 06 z6y. We get the following nine di/erence expressions, using insertion and
Lemma 3.
E11(y) = (b− a)y + aM −
√
M 2 + y2 for (M; y; 0; 0);
E12(y) = (b− a)y + aM −
√
1− (c − b)2
√
M 2 + y2 for (M; y; zmax; 0);
E13(y) = (c − a)y + aM −
√
M 2 + 2y2 for (M; y; y; 0);
E21(y) = ∅; as 0 = z¡w = wmax;
E22(y) = (b− a)y + aM −
√
1− (d− c)2 − (c − b)2
√
M 2 + y2
for (M; y; zmax; wmax);
E23(y) = (c − a)y + aM −
√
1− (d− c)2
√
M 2 + 2y2 for (M; y; y; wmax);
E31(y) ≡ E11(y);
E32(y) = (b− a)y + aM −
√
1− 12 (d− b)2
√
M 2 + y2
for (M; y; zmax; zmax);
E33(y) = (d− a)y + aM −
√
M 2 + 3y2 for (M; y; y; y):
For each of these seven expressions the maximum can occur for
y = 0;
@
@y
E(y) = 0 or y =M;
as 06y6 x = M . We get the following 21 expressions, again using insertion and
Lemma 3:
E111 = (a− 1)M for (M; 0; 0; 0);
E112 = (a−
√
1− (b− a)2)M for (M; ymax; 0; 0);
E113 = (b−
√
2)M for (M;M; 0; 0);
E121 = ∅; as 0 = y¡z = zmax;
E122 = (a−
√
1− (c − b)2 − (b− a)2)M for (M; ymax; zmax; 0);
E123 = (b−
√
2
√
1− (c − b)2)M for (M;M; zmax; 0);
E131 ≡ E111;
E132 = (a−
√
1− 12 (c − a)2)M for (M; ymax; ymax; 0);
E133 = (c −
√
3)M for (M;M;M; 0);
E221 = ∅; as 0 = y¡z = zmax
E222 = (a−
√
1− (d− c)2 − (c − b)2 − (b− a)2)M
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for (M; ymax; zmax; wmax);
E223 = (b−
√
2
√
1− (d− c)2 − (c − b)2)M for (M;M; zmax; wmax);
E231 = ∅; as 0 = y = z¡w = wmax
E232 = (a−
√
1− (d− c)2 − 12 (c − a)2)M for (M; ymax; ymax; wmax);
E233 = (c −
√
3
√
1− (d− c)2)M for (M;M;M; wmax);
E321 = ∅; as 0 = y¡z = zmax;
E322 = (a−
√
1− 12 (d− b)2 − (b− a)2)M for (M; ymax; zmax; zmax);
E323 = (b−
√
2
√
1− 12 (d− b)2)M for (M;M; zmax; zmax);
E331 ≡ E111;
E332 = (a−
√
1− 13 (d− a)2)M for (M; ymax; ymax; ymax);
E333 = (d− 2)M for (M;M;M;M):
Thus, 15 di/erence expressions Eijk remain. The maximum of these 15 expressions
should now be minimised by varying a; b; c, and d. Numerical experimentation show
that max(Eijk) is minimal for E222 = −E111 = −E113 = −E133 = −E333. Solving these
equations yields
aopt = 1−R ≈ 0:9048;
bopt =
√
2−R ≈ 1:3191;
copt =
√
3−R ≈ 1:6369;
dopt = 2−R ≈ 1:9048; (9)
with
maxdi/ =±RM ≈ ±0:0951M;
and R= 12(1−
√
2
√√
6 + 2
√
3 +
√
2− 7) ≈ 0:0952:
It is easy to check that the optimal solutions ful,l the inequalities (4), and thus are
in the allowed hyper-cone in parameter space. Also, the maximum di/erence from the
Euclidean distance is a fraction of the size of the image, as can be expected.
4.2. Integer valued weights
Using real valued local distances, (9), in digital images is generally not desirable.
Integer local distances are preferable. This is especially true in higher dimensions,
as the memory requirements for 3D and 4D images are very great already for 8-bit
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images. Storing real values increase the memory requirements above what is practical
for most users. Also, when using DTs in applications, integer values are most often
preferable [5].
Candidate integer weights, denoted A; B; C, and D, are found by multiplying optimal
local distances by an integer scale factor and rounding to the nearest integer. This
means that A becomes the scale factor, and, e/ectively, a = 1. Thus we need the
optimal solutions for a ≡ 1, as ,xing a will mean that the optimal b, c, and d are
di/erent than before. In this case, we solve E∗222 =−E∗113 =−E∗133 =−E∗333, where the
star denotes that a= 1 has been substituted in the expressions. The solutions are
a∗opt = 1;
b∗opt =
√
2−S ≈ 1:2796;
c∗opt =
√
3−S ≈ 1:5975;
d∗opt = 2−S ≈ 1:8654; (10)
with
maxdi/∗ =±SM ≈ ±0:1346M;
and S= 12
√
2−
√√
6 + 2
√
3 +
√
2− 7 ≈ 0:1346:
Also in this case, the optimal solutions ful,l inequalities (4).
Candidate integer approximations are now found by multiplying b∗opt ; c
∗
opt, and d
∗
opt
with a scale factor A and rounding to integers. First check that the resulting values
〈A; B; C; D〉 ful,l the inequalities (4), i.e., if error expressions Eijk are valid. If this is
the case, the maximal di/erence is computed as the maximum of all expressions Eijk ,
with a= 1; b= B=A; c= C=A, and d=D=A. The best possible approximation result is
maxdi/∗. Good integer 3× 3× 3× 3 WDTs are listed in Section 5.
For the optimal, real valued, WDTs, maximum negative and positive di/erences from
the Euclidean are equal, i.e., the maxdi/ occurs with both positive and negative sign.
This is not necessarily true for the integer distance transforms. For example, 〈2; 3; 4; 4〉
has the maximum error +0.2929 and the minimum error 0. Thus, the DT gives too large
distance values, generally. Vossepoel suggested a method for improving integer WDTs,
by multiplying the computed distance transform by a real valued “rescale” factor, see
[22], with corrections in [1] and further treatment in [4]. If the WDT is rescaled so that
the negative and positive errors are “balanced”, then the maximum error will decrease.
In fact, the best possible value will now be maxdi/ (9) rather than maxdi/∗ (10).
The rotation dependency will, of course, be the same as before rescaling, as the range
of the errors have not diminished. However, if the actual distances are important in
the application where the DT is used, then the ,nal results can be multiplied by this
rescale factor to get better approximations to Euclidean values.
The rescale factor, denoted , is computed by ,nding the worst positive and neg-
ative errors and computing the rescale factor from them. For example, the 〈2; 3; 4; 4〉
WDT has maximum error for E112 = E132 = E222 = E232 ≈ 0:2929 and minimum error
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for E111 = E333 = 0. Inserting 〈; 32; 2; 2〉 and solving E112 =−E333, that is
−
√
1− 122 = 2− 2;
gives rescale factor
= 119 (12 +
√
30) ≈ 0:9199
for a “balanced” WDT. The error is reduced to reduced maxdi/ = ±0:1603. This is
a signi,cant improvement compared to the unscaled 0.2929, but should be compared
to maxdi/ = 0:0951 rather than to maxdi/∗ =0:1336. More examples are given in the
next Section.
5. Results
In this Section, the results of the optimality computations are summarised and il-
lustrated. Table 1 lists a number of distance transforms. First, the path-generated DTs
D84 and D
80
4 are listed, with their associated maxdi/. These are easily computed from
expressions (2) and (3). Next in Table 1 comes the optimal values for Case I4, both
for free a and a ≡ 1.
After the real valued WDTs, the best integer approximations, using scale factors
(=A) up to 20, are listed in Table 1 in order of decreasing maxdi/. For practical
purposes, 〈3; 4; 5; 6〉 is probably the best choice. The maxdi/ is reasonably good, with
a small scale factor. Note that it is hard to improve on 〈15; 20; 24; 28〉. Note also that
Table 1
Integer 3× 3× 3× 3 distance transformations
DT type a b c d Maxdi/ Rescale
D8 1 — — — +2:00000
D80 1 1 1 1 −1:00000
Real aopt bopt copt dopt ±0:09515
Real 1 b∗opt c∗opt b∗opt ±0:13456
Integer 2 3 4 4 +0:29289
Integer 3 4 5 6 +0:18350
Integer 6 8 10 11 ±0:16667
Integer 6 9 10 11 ±0:16667
Integer 7 10 12 13 +0:15485
Integer 8 11 13 15 +0:14304
Integer 15 20 24 28 +0:13590
Rescaled 2 3 4 4 ±0:16029 0.91985
Rescaled 3 4 5 6 ±0:13100 0.96241
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all integer DTs are on the border of the allowed hyper-cone de,ned by (4), except
〈7; 10; 12; 13〉, which should thus exhibit the most “typical” traits of Case I4 DTs in
4D.
Two rescaled integer WDTs are also listed in Table 1. The computation for 〈2; 3; 4; 4〉
is given in the previous section. For 〈3; 4; 5; 6〉 the maximum error occurs for E222 =
E232 = E322 = E332 ≈ +0:1835 and the minimum error occurs for E113 ≈ −0:0809.
Solving E222 = −E113 gives  = (21
√
2 − 3√46)=52 ≈ 0:9624. The two next in-
teger WDTs 〈6; 8; 10; 11〉 and 〈6; 9; 10; 11〉 are already balanced and cannot be im-
proved. For 〈7; 10; 12; 13〉, 〈8; 11; 13; 15〉, and 〈15; 20; 24; 28〉, the minimum errors are
−0:1429; −0:1250, and −0:1333, respectively. These three WDTs are thus almost bal-
anced already, and rescaling will give very little improvement. Note that for the rescaled
〈3; 4; 5; 6〉 the maxdi/ is lower than the best possible theoretical maxdi/ for integer
WDTs
It must be remembered that even if Case I is the “natural” one of the cases for 4D
DTs, there is no guarantee that it is the best case. In 3D, the analogous Case I3 gave
the best maxdi/3, but the other case, Case II3, gave the best maxdi/
∗
3 (with a ≡ 1),
so better integer approximations could be found for Case II3 than for Case I3, see [6].
The same may well be true in 4D.
A good way to characterise a DT is the object of its associated ball, de,ned
as all pixels=voxels=hyxels with a distance less than or equal to the radius from
a single central element. In 2D, the City block and Chessboard distance balls are
a diamond and a square, respectively. In 3D the corresponding distance transforms
D63 and D
26
3 balls are an octahedron and a cube, respectively. In 4D, the D
8
4 and
D804 balls are a hyper-octahedron and a hyper-cube, respectively. Note that the tetra-
hedron, the octahedron, and the cube are the only “Platonic” solids that exist in
any dimension, see [10]. In 4D, the Case I4 3 × 3 × 3 × 3 WDT balls are hyper-
polyhedra.
Illustrating hyper-polyhedra is not very easy. One way of doing this was presented
in [8]. A 4D digital image is created, with a single object hyxel in the middle. The
DT is then computed from this object into the background, in the standard way. If
this image is thresholded at a suitable level, a ball with the radius of the threshold
value is created. The threshold should be as large as possible while the ball created
is still completely within the image. We now have a binary 4D image containing the
ball we wish to visualise. If we ,x the w-level in this image, we will get a 3D image
containing a “hyper-slice” of the 4D ball, which is in itself a polyhedron. This 3D
object can be visualised using any 3D imaging technique suited for binary images.
Ideally, the consecutive hyper-slices can be shown as a sequence, a “movie,” but here
we are constrained to show a few sample hyper-slices. In Figs. 3 and 4, we show the
〈3; 4; 5; 6〉 and the 〈7; 10; 12; 13〉 balls with radius 46. The six hyper-slices were chosen
so that the di/erent shapes the ball has at di/erent levels are shown. They are not
equally spaced in 4D, see the Figs. for the chosen w-values, where w = 1 denotes the
slice with the “,rst” ball hyxel. These two WDTs were chosen, as the 〈3; 4; 5; 6〉 is the
one most probable to be used and the 〈7; 10; 12; 13〉 is the only one exhibiting all the
faces that a general 4D Case I4 WDT can have. The mid-slice, w = 46, is a 〈3; 4; 5〉
ball and a 〈7; 10; 12〉 ball, respectively (see [6]).
174 G. Borgefors /Discrete Applied Mathematics 125 (2003) 161–176
Fig. 3. The ball of the 〈3; 4; 5; 6〉 distance transform, shown as 3D cuts through 4D space at six di/erent
levels.
6. Conclusions
Optimal weighted distance transforms in 4D using 3 × 3 × 3 × 3 neighbourhoods
have been investigated. The best possible such DT, using real valued weights, has a
maximal di/erence from the Euclidean distance of 9.51%. The best possible integer
valued DT is proven to have a maximal di/erence of 13.46%. The most useful WDT is
probably 〈3; 4; 5; 6〉 with a maximal di/erence of 18.35%. This was, in fact, what was
suggested already in [2], but there the motivation was much weaker. By rescaling the
〈3; 4; 5; 6〉 values with a real valued rescale factor, the maximal di/erence decreases to
13.10%. A number of other integer WDTs with higher scale factors, but with smaller
maximal di/erences are also listed.
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Fig. 4. The ball of the 〈7; 10; 12; 13〉 distance transform, shown as 3D cuts through 4D space at six di/erent
levels.
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