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CHAPTER

8

Excursion: Single Particle Reconstruction in
Cryo-electron Microscopy
An instinctive interest in confusion and incoherence seems also to be
part of what excites curiosity and promotes adaptability. . . the
excitement of feeling that what looks incoherent might yet be made
sense of, the excitement of straining to see shapes emerging from a
literal or metaphorical mist.
— Michael Edgeworth McIntyre
This capstone chapter lies outside our main line of development and is entirely Track2 level; it may be skipped. The analysis gets intricate, but the payoff is immense: An
application of posterior probability maximization that contributed to a revolutionary
advance in imaging (Nobel Committee, 2017).
Also, this chapter differs from others in that it makes explicit reference to one computing platform (Python); these sections appear in smaller type. Every operation used,
however, has analogs in other computer math systems.

8.1 SIGNPOST: ALIGNMENT
The great advances of molecular biology largely stem from the realization that many
biomacromolecules have definite structures, and that structure largely determines function. Thus, for an understanding of function we need to “see” the molecule’s structure.
But how can we “see” objects that are smaller than the wavelength of light? Localization
microscopy can get us only down to a few nanometers; x-ray crystallography can go further,
but has its own limitations. Accordingly, we turn to electron microscopy, but as we’ll see,
on single molecules it delivers very noisy data.
The Focus Question is:
Biological question: How can we combine many noisy images to get one clean image?
Physical idea: We must first align the images, but our best estimate of the required alignment is actually a probability distribution.

8.2 A POWERFUL NEW TOOL
8.2.1 Many macromolecules of interest cannot be crystallized
In the 20th century, the major imaging mode capable of atomic resolution was x-ray
crystallography. But this method requires that we prepare a macroscopic crystal sample,
and unfortunately many proteins cannot be crystallized. Even if we succeed with a particular protein, the crystalline state is far from its native condition (aqueous solution); for
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example, arranging it into a crystal may lock every molecule into a single conformation,
suppressing any natural diversity. Also, it may be inconvenient to express enough protein
to make suitable crystals. Finally, your protein may be hard to purify, leading to other junk
in the sample; it may have conformational substates, again leading to a heterogeneous
sample; it may sometimes be bound to a substrate and other times not; and so on.
Again: x-ray crystallography requires a crystal, that is, an enormous number of identical copies of the object of interest, all regularly oriented. The preceding paragraphs imply
that it would be advantageous to instead image individual macromolecules. The wavelength of visible light is far too big for this purpose, but electrons are suitable.1 Imaging
techniques that do not use crystals are generally called “single-particle.”
Now, however, we face a new suite of challenges:
Electrons are stopped by air, so electron microscopy (EM) must be done in vacuum.
But macromolecules need to be hydrated. In vacuum all the hydrating water quickly
boils off, destroying the structure we wanted to find. Researchers realized that at
ultralow temperature, ice has ultralow vapor pressure and hence can coexist with
vacuum for long enough to get an image. But ice crystallization also disrupts the
structure of a macromolecule. One of the revolutionary advances in the field was
the discovery that ultrafast freezing circumvents this problem by creating vitreous
(noncrystalline) ice.
The electron contrast of a single macromolecule is very poor. That is, most electrons
pass right through the sample, unaffected by the macromolecule of interest. This
background of electron counts is subject to Poisson fluctuations that are large relative
to the modulation created by the sample, unless one uses a heavy exposure to get
sufficiently large signal/noise ratio. But heavy exposure damages the sample. Part of
the solution was the discovery that less damage arises at ultra-low temperature. That
improvement still wasn’t enough to make the method practical, however.
Instead of imaging a single macromolecule, one can image 10 000 or more copies.
The electron exposure can be spread across those many copies. If there were some
way to beat down the noise by merging those 10 000 images, then we would address
the damage problem, because each copy gets a reduced dose.
10 000 copies sounds like a lot, but it’s a far smaller sample than that needed for x-ray
crystallography. So the method is attractive whenever obtaining an adequate sample
size is difficult.
But every one of those thousands of particles is a 3D object, oriented at random, and
all we see is a 2D projection. Moreover, there still remains the problem of sample
heterogeneity.
Addressing all of the challenges just listed required advances along several fronts. This
chapter will focus on just one of those: F. Sigworth’s application of Bayesian reasoning
to extract information from a large number of high-resolution, but also high-noise, data
samples. Figure 8.1 shows an early example of what can be accomplished by this class of
methods. Figure 8.2 illustrates the rapid improvement in the state of the art, as effective
resolution went from 2
down to 0.6
(and still better in later work).
1 Aberrations

of electron focusing set the limit of resolution to something around 0.1
comparable to the size of single atoms.
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Figure 8.1: Noise versus signal. (a) [Electron micrographs.] Three representative raw images of a large macromolecular complex (T-antigen in complex with the origin of SV40 replication). A total of 7590 such images was
obtained, but none is useful to the unaided eye. (b) [Reconstructions.] Left: initial guess used to begin iterative refinement. The next panels show the reconstruction after 1, 2, 5, 10, 20, and 50 iterations of a maximum-posterior
algorithm like the one developed in this chapter. [From Scheres et al., 2005.]
Figure 8.2: [Reconstructions from electron micrographs.] Rapid improvement in cryo-EM resolution. (a) The electron-transport chain components in a mitochondrial supercomplex I1 III2 IV1 ,
as determined in 2011. (b) The same complex as
determined 2016. Subcomplexes I, III and IV are
shown in blue, green and pink, respectively.

b

a
10 nm

[(a) From Althoff et al., 2011. (b) Adapted by permission from Springer Nature:
From Fig. 1b center, p. 645 of Letts et al., The architecture of respiratory supercomplexes. Nature vol. 537 ©2016.]

T2 Section 8.2.1 (page 218) outlines some of the other advances leading to the cryo-EM revolution.

8.2.2 The coronavirus spike protein
A novel coronavirus, SARS-CoV-2, emerged in 2019 and quickly became a pandemic.
The medical community’s response to this challenge was extraordinarily prompt, in part
because no virus is ever entirely novel. But in addition, the advent of modern cryo-electron
microscopy contributed to the speed of discovery of vaccines, therapeutic antibodies, and
other antiviral treatments.
Like many other viruses, SARS-CoV-2 features many copies of a protein called Spike
(or simply “S”) protruding from a container (the “capsid”). S protein is the key point of
engagement, so disabling it disrupts the virus’s ability to infect host cells. An infected
individual’s body does this in part by generating antibodies, medium-sized molecules
engineered to bind to, and hence obstruct, parts of a foreign protein. The goal for medicine
was to assist this process.
Researchers knew that imaging S, getting an understanding of its structure, and
producing a map of potential binding sites would allow them to analyze which antibodies
or inhibitors would be promising for further clinical trials. This protein is large; it also
has multiple conformations; and it is modified by the addition of many sugar groups (it is
a “glycoprotein”). Traditional x-ray crystallography imaging of such difficult targets often
June 5, 2021
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Figure 8.3: [Experimental data.] Spike protein
conformations. Classes of images extracted from
many copies of S from the severe acute respiratory
syndrome coronavirus (SARS-CoV-1). Left: Natural
form. Two quite different conformations are seen.
Each square subimage corresponds to a region
◊ 30 . Right: Corresponding images
about 30
from a mutant designed to stabilize the pre-fusion
conformation. The authors found similar results
with the related Middle East respiratory syndrome
(MERS) virus. [From Pallesen et al., 2017.]

takes years, if it can be done at all. But within a few weeks of the publication of the virus
genome, two research groups solved the main features of its structure using cryo-electron
microscopy.
This breakthrough did not emerge from nowhere, so let us back up to some earlier
work. One way to immunize a person against a virus is to inject a relevant fragment of a
protein presented by that virus (an antigen). The body recognizes that a foreign protein
is present and retools a population of blood cells (lymphocytes) to generate appropriate
antibodies. Although antibody production eventually falls off, another cell population
“remembers” the challenge and can rapidly swing into action later if an actual infection
occurs, generating antibodies matched to the remembered antigen. A similar strategy
works indirectly, by instructing the body’s own cells to produce the antigen.2
But proteins are flexible, and an isolated molecule may not have the same shape
as one attached to an intact virion. Indeed, it was well known that other coronaviruses
had this feature: Their S protein in isolation was unstable, often changing from the
normal “pre-fusion” conformation to another one. When injected into a human, many
would at best stimulate production of useless antibodies. A way was needed to modify
the S protein, stabilizing a conformation similar enough to the pre-fusion form that the
body’s lymphocytes would generate the right antibodies. Knowing the structure of the
S protein was essential to finding the appropriate modification, and to demonstrating
that it worked. Figure 8.3 shows the key 2017 result, obtained well before the advent of
SARS-CoV-2. Modifying just two amino acids in the protein’s chain stabilized the prefusion conformation. J. Pallesen and coauthors went on to document that this modification
“results in greatly increased conformational homogeneity and elicitation of potent antibody
responses,” compared to the natural form of S, in the case of MERS virus.
The same researchers presciently pointed out that their design “presents a general
approach to produce soluble prefusion coronavirus S ectodomains and overcomes the
first hurdle in subunit vaccine development.” Indeed, when SARS-CoV-2 appeared, the
groundwork was prepared. The first vaccines licensed for emergency use in the United
States both made use of this modification. The approach of learning everything we can
about existing viruses, even those that seem under control by other means, is sometimes
called the “prototype pathogen approach for pandemic preparedness.”
After this breakthrough, other structures have revealed how spike binds to its host-cell
receptor, the details of antibody responses, and how therapies based on antibodies or other
2 The
June 5, 2021
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Figure 8.4: [Simulated data.] An example of a
1D “image.” (a) An array of 85 discrete “pixels”
are each assigned an “intensity” value. In words,
the image contains an “object” on the left with
hard edges, and two other objects with softer
edges. (b) Intensity values displayed on a gray
scale. (c) Image corrupted by additive noise.

0.0

b
c
0

40
x, pixels

protein inhibitors bind Spike to prevent infection.

8.3 EXTRACTING A SIGNAL FROM VERY NOISY DATA
It is time to look at the mathematics and physics underlying the breakthroughs described
earlier. As mentioned in Section 8.2.1, we’d like to beat noise by combining many instances
of a noisy image. But each instance is centered at a different unknown position, subjected
to a different unknown 3D rotation, and projected to a plane. So we cannot merely average
them. Instead, we will apply the general framework of inference developed in Chapter 7.
To get to the heart of the problem without too much complexity, let’s start with a
one-dimensional version of the problem. Figures 8.4a,b show an artificial “image,” that is,
intensity versus one coordinate. The intensity values were scaled so that the variance of
intensity over all “pixels” equals one.
Figure 8.4c shows a simulated dataset generated by corrupting the image with noise
that was additive, Gaussian, and uncorrelated. Each of those properties is roughly valid
for real electron microscopy data. In the next figure below, the first three panels of each
row are typical instances of noisy individual images at various values of the signal to
noise ratio (SNR), defined as
(variance of image across pixels)/(variance of noise in a given pixel across instances).

Thus, SNR can be poor if the noise is large (large denominator), or if the image contrast
was poor to begin with (small numerator). The rightmost panels show how averaging the
images over 1500 instances reduces the noise in a familiar way:3

3 The

simulated data shown here and in following figures are available in Dataset 11.

June 5, 2021

Jump to Contents

Index

Notation

80

200

Chapter 8

Excursion: Single Particle Reconstruction in Cryo-electron Microscopy

3 instances of simulated data (no jitter)
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Although the top row has the lowest (worst) SNR, all three cases look pretty close to
Figure 8.4a after averaging.
But now recall that in real experimental data, each image has unknown spatial
location. We may see faint blobs indicating likely positions of our objects (“regions of
interest”), but the exact registration is far from clear (Figure 8.1a). We may hope that
when we identify each region of interest in an EM image, each may be roughly centered,
but really there will be some “jitter.” The following images show the same simulated
datasets as the preceding ones, but now modified by random left/right shifts. The shifts
are Gaussian distributed with mean zero and standard deviation 6 pixels (out of 85 total
width):
3 instances of simulated data (with jitter)
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8.4

Cross-Correlation

Comparing the rightmost panels to Figure 8.4a shows that now, even averaging over 1500
instances doesn’t help much!
We just encountered the “alignment problem”: You can’t win by averaging noisy
signals unless you know their proper alignment.

8.4 CROSS-CORRELATION
8.4.1 A peak in the cross-correlation function identifies the best match of two
signals
We might try to address the alignment problem by using the averaged signal as a guess,
then shifting each sample to get the best match to the guess, and finally averaging over
all samples. To understand what “best match” means and how to find it, we must now
digress to introduce the concept of cross-correlation.
Imagine that you have recorded a musical performance through two microphones
feeding two different recording devices. Thus, you now have two similar signals, but they
are not synchronized.4 Before you can reproduce stereophonic sound, you must align
them.
The two audio signals are similar, so a simple approach would be to slide one signal
back and forth in time relative to the other until their imperfect match is as good as
possible. For example, we could try to find a constant time shift that minimizes the
))2 . Expanding minus this expression, we
total squared mismatch d ( 1 ( )
2(
therefore wish to maximize
( )=

d

1(

)2

2(

)2 + 2

1(

)

2(

)

(8.1)

over , holding both of the functions 1,2 fixed. The first term of this formula is independent
of , so we may drop it when maximizing. The second term is also independent of , as
we can see by making a change of variables in the integral: =
. Only the third term
is interesting. Regarding it as a function of , we call it the cross-correlation function5
of 1 and 2 (times 2). Computer math packages offer very fast algorithms to evaluate
cross-correlation.

8.4.2 Numerical implementation
Actually, a digital sound recording consists of samples corresponding to measured air
pressure at discrete instants of time. Similarly, and more relevant for our purposes, digital
photos consist of “pixels” corresponding to measured light intensity at discrete spatial
points on a camera’s detector. In both situations, we need a discrete version of the crosscorrelation function.
4 Perhaps

you forgot the traditional hand-clap sometimes used for this purpose.
term is reminiscent of the correlation coefficient defined in Equation 3.26 (page 58). Both quantities tell
us something about the similarity of two things, but they are distinct ideas. The correlation coefficient is a
single number; it involves the expectation over many instances of an expression involving two scalar random
variables. The cross-correlation is a function (of ); it involves a single instance of each signal ; and the signals
are themselves series of numbers. T2 The cross-correlation is a generalization of autocorrelation (Section 3.5.4,
page 58 and Equation 6.12, page 158).
5 The
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Also, the shift introduced in Equation 8.1 can be either positive or negative (its range
is centered on zero). That’s inconvenient if we wish to represent the cross-correlation as a
sequence of numbers in a computer’s memory. So instead we create an offset index that
takes only nonnegative values, as follows.
Consider two signals, each with duration . There is no point in considering shifts by
more than ± , because outside of that range there is no overlap. Thus, the offset quantity
= + may be taken always to be nonnegative. We can reexpress the cross-correlation
wherever appears. We now translate that insight
as a function of by substituting
into discrete language.

Cross-correlation in Python
Thus, suppose that and are arrays of length , indexed starting from zero. The function
numpy.correlate(x, y, mode="full") is then defined as6
corr , [ ] =

1

=0

[ ] [

+

1] for

= 0, … , 2(

1).

(8.2)

Often we will write a discrete index in the traditional way, as a subscript (but in this chapter
with the nontraditional computer convention that such indices start at zero). In other formulas,
however, it seems less cumbersome to write such indices in-line, enclosed in square brackets as in
Equation 8.2. (Continuous functional dependence will still be denoted in the traditional way, with
round parentheses.)
The vector is padded with zeros to give meaning to nonexistent entries referred to in the sum.
Equivalently such terms can just be omitted in the sum.7 The index is the discrete version of the
continuous offset introduced earlier; note that its range is nearly twice as great as the lengths of
and .
If and are identical, then the cross-correlation is maximal at =
1. Suppose instead
that equals shifted left by slots, that is,
[ ]= [ +

] for

= 0, … , (

1).

Then Equation 8.2 is maximal when = (
+
1) + , that is, at = + (
1). In our
problem we are not given ; instead, we find a best guess for by maximizing corr , [ ] over
and letting =
(
1). We can then align and by shifting to the left by slots.
Although we restricted the definition Equation 8.2 to a limited range of shifts, even so, the
outlying values of are not very informative, because for large shifts the signals don’t overlap much.
For that reason, many people prefer to use a modified offset that includes only the middle entries,
which we will denote by corr , . Python offers this shortened cross-correlation with the option
mode="same", so named because the result is an array with the same length as the inputs.
Explicitly, if is an odd integer, then the output of numpy.correlate(x, y, mode="same")
is
corr , [ ] =

1

=0

[ ]

+

2

1

= 0, … , (

for

1).

(8.3)

The functions corr and corr differ only in the offset and the range of their variable: Comparing
1
Equations 8.2 and 8.3 shows that corr[ ] corr [ ] if =
lies within its stated bounds.8
2
6 The

asterisk denotes complex conjugation, but we will only use real time series so we may ignore that detail.

7 Some other related Python functions require the keyword argument mode="constant" to specify this behavior;

check their documentation before using them.
8 For even values of
, we have the less symmetrical relation
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Figure 8.5: [Simulated data.] Failure of the simplest alignment approach. Left to right: The initial guess (template); a typical instance of simulated data; the cross-correlation function of the preceding two images; and finally,
the new average over all 1500 samples, each aligned to maximize its cross-correlation with the template. For this
illustration, the templates were taken to be the results from simple averaging (rightmost panels of the preceding
figure). Compare the reconstructed “images” in the last column to the true image (Figure 8.4).
Thus, corr

,

has the same number of entries as

and is maximum at its midpoint

=(

1) 2.

Your Turn 8A

a. Confirm that last assertion by considering the vectors = = [1, 2, 3, 4, 5] and working
out Equation 8.3 by hand. Then ask your computer to evaluate the cross-correlation function
and comment.
b. Keep as in (a) but now let = [2, 3, 4, 5, 0]. Confirm the statement made earlier about the
peak of the cross-correlation function.

8.5 APPROACH TO THE 1D ALIGNMENT PROBLEM VIA
CROSS-CORRELATION
The preceding section suggested an approach to the alignment problem:
Make a rough guess (called a “template”) about the signal, for example, by averaging
the samples naively;
Align each sample to that common guess by maximizing their cross-correlation; and
Finally average the aligned samples.
Figure 8.5 shows the result of this procedure. For high SNR, the last column looks
almost good. But for lower SNR, we can’t find accurate alignments for the noisy individual
instances, and so adding them still yields a blurred image. Even having more samples
June 5, 2021
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won’t necessarily help, because the number of fitting parameters (the unknown shifts)
increases along with the number of samples.
We could try an iterative approach, in which we use the new average as a revised
starting guess and repeat. But F. Sigworth and others found that artifacts present in the
starting guess (however it may have been obtained) can persist throughout this process;
aligning the samples can accentuate features of the starting guess whether they are real
or not.
The following sections will develop a more principled approach and apply it to the
same data as was used in preceding figures. Later sections will upgrade everything to 2D
images.

8.6 IMPROVED APPROACH VIA MAXIMUM POSTERIOR
We have some partial success, but it leaves us wondering
Why did alignment by cross-correlation work as well as it did?
Why didn’t it work better than that, and what alternative might outperform it?
Keep those questions in mind as we begin again. The following sections will introduce a
lot of notation, so here is a summary for reference:

or
or
S

or
( )

indexes a collection of experimental images each of size
indexes a specific pixel of an image
an experimental image
unknown true image
shift operator
unknown true shift of image ; q and q : its expectation and variance
noise strength
noise in image
latent probability for image to be shifted by

8.6.1 To extract an image, marginalize latent shift variables
Sigworth realized that the alignment of each image is actually a probability distribution,
not fully represented by any single “best” choice. And anyway, we don’t really care about
the alignment; all we want for our science is the best possible image given the data. Earlier
chapters gave us the tools we need to parlay these insights into a powerful analysis method.
Specifically, the problem is one of maximizing a posterior probability estimate.
Suppose that we have images indexed by . We will write to indicate an array
whose entries are called
, where index = 0, … , (
1) addresses a particular pixel.
That is, the overarrow indicates that an index has been suppressed for brevity.9 We are
proposing a physical model in which these values are given by a randomly shifted true

9 This

convention is similar to ordinary vector notation, but does not “point” in ordinary space. Later we will
introduce spatial vectors, and distinguish them with bold type instead of an arrow.
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combined with additive noise:10
= S(

) +

.

physical model
1D EM image

(8.4)

In this formula,
The detector noise
in pixel is assumed to be uncorrelated across images, and
also across the pixels within each image. It is Gaussian distributed with variance
2 . We suppose that a background has been subtracted, so negative values of
are
= 0. Explicitly, then,
allowed and the expectation of the noise in each pixel is is
the PDF for the noise is11
({ }) = (2 )

2 exp

1

1
2

=0

2

.

(8.5)

The shift operator S(
) in Equation 8.4 indicates that is to be shifted left by
slots, where is an instance of another random variable that is uncorrelated across
images. ( < 0 means right shift by
slots.) That is,
(S(

) ) =

+

.

(8.6)

Shifting discards pixels that fall outside the window and “pads” the other side (that is, fills
it) with zeros. Equivalently, we can imagine that the true image extends to infinity in
both directions, but it’s zero outside the window of pixels. To complete our specification
of physical model 8.4, we now add

The shift of each image is itself Gaussian distributed with expectation q and
variance ( q )2 . (More precisely, the shift follows a discrete version of a Gaussian.)

The sum in the exponential in Equation 8.5 looks like the Pythagorean formula for the
length-squared of a vector, but in an -dimensional space. We’ll use the same shorthand
2.
for such quantities as we use in ordinary 3-space:
All together, then, our data model involves a set of unknown parameters: the true
image { 0 , … ,
}. Notice that
1 } and the true offsets { 1 , … ,
A single true image with pixels is common to all of the experimental images.
A single true shift is common to every pixel in image , but different for each image.

In addition, there are parameters describing the noise ( ) and the shifts ( q , q ). To keep
our calculations minimal, we will suppose that these extra parameters have known values.
For example, we could make images with no sample in the microscope, examine the pure
noise that results, and find . Alternatively, we will be testing our algorithm on simulated
data, and we know what values of parameters were used to create it.12 Specifically we will
suppose q = 0 and q = 6 pixels.
10

T2 More advanced treatments allow for a “contrast transfer function”; see Section 8.8 a (page 219).
Gaussian distribution is given by Equation 5.8 (page 107).
12 Of course, we also know what image we used to create the simulated data. But we won’t “tell” our algorithm
that, because we are testing whether it can recover an image.
11 The
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Among the unknown parameters, interests us but the { } do not. So we would like
to know what image maximizes the marginal posterior distribution ( data), where
the data are the collection { } of all images taken.13 That is, we want to optimize
(

data) =

, { } data

1 ,…,

(8.7)

over , holding the experimental data { } fixed. We now reexpress the integrand via the
Bayes formula:14
( , { })
=
data
,{ }
.
(8.8)
(data)
,…,
1

The factor in the denominator is a constant as usual, and hence will not affect finding the
maximum over . The noise contributions to the experimental images are all statistically
independent of one another, so the first PDF factorizes.15 We have no prior information
about , so its distribution is Uniform.16 But we have assumed that the { } are samples
from a Gaussian distribution, so Equation 8.5 gives:17
=

1 ,…,

(

1

,

1)

(

,

)e

1

2

e

(2 q 2 )

2

(2 q 2 )
.

(8.9)

The complicated multiple integral over all shifts can be rearranged into the product
of a set of single integrals, a big simplification. Moreover, our physical model, embodied
in Equation 8.4, tells us the PDF we need: Given the true image and its shift, the difference between the observed data and the shifted true image is distributed according to
Equation 8.5.
Maximizing Equation 8.9 is the same as maximizing its logarithm. We may drop
any additive constants we like, because they don’t affect our search for the optimal .
Combining the last few remarks, we see that we wish to optimize the quantity
( )=
where we made the abbreviation
( ,

) = exp

(

+

=1

ln

( ,

)2 (2

),

2)

exp(

(8.10)

2

(2

q

2 )).

(8.11)

The function ( , ) is sometimes called the latent probability for image to be shifted
by . We will sometimes abbreviate it as ( ); that is, sometimes we’ll suppress mention
of the dependence.
The notation “argmax” refers to the argument value at which a function achieves its

13 Marginalization

was introduced in Section 3.4.5 (page 47).
Equation 7.1 (page 163).
15 Section 3.4.2 (page 44) introduced this idea.
16 T More advanced treatments do incorporate a prior; see Section 8.8 c (page 221).
2
17 We can think of this step as an instance of the extended product rule (Equation 3.27, page 62).
14 See
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maximum, so our best estimate for the true image is18
= argmax .

(8.12)

As always, the experimental data { } are to be held fixed during the maximization. The
key point is that
The optimization in Equation 8.12 does not require finding the individual shifts
for each image. Rather, we marginalize over the .
We wish to evaluate Equation 8.12, that is, maximize the log posterior:19
=0=

( )

1

( )

2

,(

)

for all .

(8.13)

To solve Equation 8.13 for , we proceed iteratively: Start with a guess prev (the “previous
estimate”) for the true image. In the factors, hold equal to its previous estimate. Then
solve for the that appears explicitly in the last factor and use it as the next estimate of
the image:
prev
( ) ,( )
next
1
.
(8.14)
=
prev
( )

T2

Here is the total number of images in the experimental data. After using Equation 8.14 to
refine our estimate of , we then substitute the new estimate into Equation 8.11 to update
prev ,
each , and then repeat. If this procedure converges, that is, if eventually next
then we have found a solution to the extremal condition Equation 8.13.
There has been a lot of mumbo-jumbo, but now we can step back and interpret
Equation 8.14: It expresses the refined estimate next as the average (over the experimental
images ) of the weighted averages of shifted image data, with weighting factors given by
the latent probabilities . The following subsection will point out that those factors
can be found by evaluating cross-correlations.
Section 8.6 a (page 218) discusses refinement of the other parameters. Section 8.6 b (page
219) says more about the iterative algorithm informally introduced above.

8.6.2 The cross-correlation again enters, this time in a weighting function
The factors involve cross-correlation functions. To see that, expand the expression in
Equation 8.11:
S(

)

2

=

1

=0

(

)2 +

1

=0

(

+

)2

2

1

=0

+

.

(8.15)

principle, , q , and q are also unknowns that we wish to infer along with the image, but as mentioned we
are simplifying by assuming that their values are known. We only seek to infer the image . A more complete
discussion would augment Equation 8.14 with similar formulas that refine estimates of these parameters.
19 T In this expression, we inverted the shift operator and applied it to
instead of . This step fails when we
2
include the microscope’s (noninvertible) contrast transfer function; see Section 8.8 a (page 219).
18 In
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As mentioned earlier, the notation on the left side refers to the sum of squares of the
individual entries.
The first term on the right side of Equation 8.15 is independent of . In the last term,
the sum is restricted because both and are zero outside the window. As promised,
this term equals 2 corr ,
+ 2 1 , the cross-correlation (Equation 8.3).
The shift may be positive or negative. For computer implementation, it’s more
convenient to have a nonnegative indexing system, so as in Section 8.4.2 we eliminate
in favor of the offset integer variable
=

+

2

1

,

for 0

(

The second term of Equation 8.15 then becomes
( )= S

+

2

1).

2

1

.

(8.16)

It’s useful to define a reduced form of the latent probabilities by defining a modified
2 (2 2 ) , where
version of : Let be Equation 8.11 divided by the quantity exp
the are quantities that depend on but not on . Specifically:
( ) = exp

(2

2) 1

( )+

2 corr

,

exp

( )

(2

q

2) 1

2

1 2

. (8.17)

We define
as the largest value of the two preceding terms, introduced here to keep
the exponential from getting too big. Any such multiplicative constant will cancel from
formulas such as Equation 8.14, even though it does depend on (see Equation 8.18 below).
2 (Equation 8.21
When we need log posterior for other purposes, we’ll reinstate and
below).
Define normalization factors20
prev

=

Then Equation 8.14 becomes
next

=

1

prev

[

]

prev

[ ]

prev

1
=0

1.

,(

+ 2 1 ).

(8.18)

The following section will discuss implementation of Equation 8.18, but first let’s
return to the questions at the start of this section (page 204):
Why did alignment by cross-correlation work as well as it did? Why didn’t it work better
than that? The procedure in Section 8.5 is an approximation to the full maximumposterior formula: Instead of the weighted average over all shifts (Equation 8.18), it
used a single representative best shift for each image.
What alternative might outperform it? Equation 8.18 is our improved proposal.

20 Some

authors refer to the calculation of
and
as “the expectation step,” part of the “expectation–
maximization algorithm.” The following calculation of Equation 8.18 is then called “the maximization step.”
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8.6.3 Numerical implementation of convolution
To understand Equation 8.18 better, and implement it efficiently, notice that it involves a
convolution.21 The key difference between the definition Equation 5.17 and the one for
cross-correlation (Equation 8.1) is that in convolution, the integration variable appears
with a minus sign in the second factor. So despite their different interpretations, crosscorrelation and convolution are mathematically similar; computer math systems also
offer fast convolution algorithms.

Convolution in Python
Once again, we must adapt Equation 5.17 for functions represented by discrete samples, for example,
the pixels of a digital image. Again we need to offset in Equation 5.17 in order to get a nonnegative
index. Thus, for two vectors and of length the output returned by numpy.convolve(r, s,
mode="same") is
[ ]

[ ]=

+

2

1

= 0, … (

for

1).

(8.19)

Again the sum is over “all” , that is, all values for which both and are nonzero.22

8.6.4 Iterative construction of the inferred image
We can now reexpress Equation 8.18 very succinctly by recognizing each term as a discrete
convolution (Equation 8.19) with a filter function:
next

=

prev

1

(

prev

)

= 0, … , (

for

1).

(8.20)

Each filter function in turn involves a cross-correlation (Equation 8.17).
The log posterior (Equation 8.10) is then a constant plus23
=

ln

1
2 2

2

.

(8.21)

8.6.5 Summary and results in 1D
Previous sections have outlined an iterative algorithm to refine an initial guess about the
image. Each step feeds the current estimate into Equation 8.20 to obtain the next estimate.
In words, the formula says that
The next refined version of the image is the average over all experimental images
of the convolution of each image with a filter.
We did not attempt to choose any one “best” shift, as was done in Section 8.4.1.

21 Section

?? (page ??) and Section 5.2.5 (page 110) introduced convolution.
other related Python functions require the keyword argument mode="constant" to specify padding
with zeros; check the documentation.
23 The quantities
were defined after Equation 8.17.
22 Some
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Figure 8.6: [Fits to simulated data.] 1D image reconstructions obtained by maximum
posterior. Compare to the last column in Figure 8.4 (page 199).

Figure 8.7: [Pixel array.] An example of a 2D
image. An array of 85 ◊ 85 discrete pixels are each
assigned an intensity value.

For each of three SNR levels, the reconstructions stabilized after iterating Equation 8.20 just five times. Figure 8.6 shows that at low SNR the result is indeed somewhat
better than that of the simple alignment method (Figure 8.5).

8.7 APPROACH TO THE 2D PROBLEM VIA CROSS-CORRELATION
The alignment problem is harder in 2D, because we must deal with random rotations in
addition to 2D translations.24 The notation will get intricate, but really we will just follow
the same steps as in our 1D warmup problem (Sections 8.5–8.6). The payoff for using the
maximum-posterior approach will be more dramatic than in 1D.
Figure 8.7 shows an example image. Similarly to the 1D case, we now add noise and
jitter the simulated data samples in both and (SD=6 pixels). Here are the averages
over 1500 samples at various noise levels:25

24 It’s

harder still in 3D, where there will be random 3D rotations, projection to 2D, and 2D projected jitter to
deal with.
25 The simulated data shown here and in following figures is available in Dataset 11.

June 5, 2021

Jump to Contents

Index

Notation

8.7

Approach to the 2D Problem Via Cross-Correlation

3 instances of simulated data (with jitter, no rotation)

average of many

SNR
= 0.028

SNR
= 0.11

SNR = 1

However, as mentioned earlier there are also random rotations. Adding these and attempting the same averaging yields:
3 instances of simulated data (with jitter and rotation)

average of many

SNR
= 0.028

SNR
= 0.11

SNR = 1

Even at high SNR, there’s almost nothing left in the average. Indeed, the average must
be approximately rotationally invariant, because it was generated using a Uniform distribution of rotations. Aligning images to that average is a doomed enterprise, so we won’t
attempt that.
Instead, often in microscopy we have a preexisting idea about the structure but it’s not
very good (that’s why we’re doing our experiment). We want to merge the new with the
old to get an improved image. Accordingly, we now try to align each noisy image to a fixed
template, then average the shifted images. (Later, Section 8.8 will replace this approach
by a maximum-posterior calculation.) For our illustration, the template contains some
June 5, 2021

Jump to Contents

Index

Notation

211

212

Chapter 8

Excursion: Single Particle Reconstruction in Cryo-electron Microscopy

template

sim. data
instance

corr,rand
orientation

corr,best
orientation

average
of many

best align.

SNR
= 0.028

SNR
= 0.11

SNR
=1

Figure 8.8: [Simulated data and fits.] Image reconstruction via alignment. The second column shows one illustrative instance of simulated data, followed by its 2D cross-correlation function with the template image (first column). Lighter shades of gray correspond to larger values. A total of 1500 noisy instances were generated, aligned
to the template, and then averaged. The upper-right panel shows the result for simulated images with low signal to
noise ratio. Compare the last column to the original, Figure 8.7. The circled smudge in the upper left of this panel
is very significant: This feature was not present at all in the simulated data; rather, it is a prejudice indirectly inherited from the initial template (leftmost panel). Although the template was not itself included in the averaging,
the algorithm shifted and rotated each noisy image in an attempt to match it to the template, and in so doing
pulled this spurious feature from pure noise.

symbols and a letter in the wrong alphabet (leftmost panels of Figure 8.8).
As in Section 8.5, each row in Figure 8.8 starts with a template image that we wish to
improve upon. The second column gives one instance of the simulated raw data. Column 3
gives the cross-correlation of that image with the template. A computer code recomputed
this cross-correlation for various rotated versions of the template, and chose the one
whose maximal correlation was the greatest. Column 4 shows the cross-correlation of
that optimally rotated template to the data instance; it is more sharply peaked than the
one in column 3. The optimal shift is then applied to the image, followed by a rotation
opposite to the one that aligned the template to the image.
The procedure just described yields one aligned image. The rightmost column of
Figure 8.8 shows the pixel-wise average of all the individually aligned images. The caption
points out a pathology that appears at low SNR.

More about alignment

Suppose that ( , ) is a template image and that
( , ) = ( , ) where

=

cos

+

is a rotated version. Thus
sin

The rotation is chosen to best match some data image :
( , )
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=

sin

+

cos

.

(8.22)
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Then the oppositely rotated data image is what we want for our average:
( , ) = ( , ) where

=

cos

sin

,

=

sin

+ cos

.

In our application, should also first be translated (shifted) by the amount that optimizes its
cross-correlation with the rotated template. This procedure led to the images in the rightmost two
columns of Figure 8.8.
We must be careful about an unfortunate notation clash. In computer science, an array S[I,J]
is normally thought of as being indexed by I = which row (“downward” in a matrix or spreadsheet)
and J = which column (“rightward” in a matrix or spreadsheet), whereas an image is normally
thought of as [ , ] where = rightward displacement from the origin and = upward. We can
use either convention, but we must choose one and stick with it consistently.

8.8 IMPROVED APPROACH VIA MAXIMUM POSTERIOR, 2D
8.8.1 To extract a 2D image, marginalize latent shift and rotation variables
Figure 8.8 shows that alignment by cross-correlation of images was only partially successful. We now explore posterior maximization, proceeding in parallel to the 1D discussion
in Section 8.6.
Again suppose that we have images indexed by . We will write to indicate an
array whose entries are called
, where indices , = 0, … , (
1) address a particular
pixel of image . Our physical model is that these values are given by a randomly shifted
and rotated true image, corrupted by additive Gaussian noise:26
= S(

) R( )

+

.

physical model
2D EM image

(8.23)

The notation indicates that is first rotated about the origin through angle , then shifted
by the 2D vector
. The rotation operator in Equation 8.23 is defined in Equation 8.22.
In Equation 8.23,
The detector noise
is again assumed to be uncorrelated across images, and also
across the pixels within each image, and Gaussian distributed with known variance27
2 . We suppose that a background has been subtracted, so negative values of
are
= 0.
allowed. The expectation of the noise in each pixel is
The shift vector consists of two independent, random variables that are uncorrelated
with each other, and across images. We assume moreover that those variables each
follow a discretized version of a Gaussian distribution with known means q and
with variance of both components equal to a known value ( q )2 . (The index labels
the instance.)
The angle is Uniformly distributed over the circle and uncorrelated across images.
As in the 1D case, the true image
pixels.
26

is taken to be zero outside the window of

◊

T2 Section 8.8 a (page 219) discusses more realistic models.
in the 1D case, we’ll simplify by not attempting to infer the value of .

27 As
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Equation 8.23 uses the “spreadsheet” convention mentioned earlier: S(0, 1) means
to shift to the left one step, whereas S( 1, 0) means to shift it upward one step. More
generally, we adapt Equation 8.6:
)

S(

=

.

+

(8.24)

In this formula, boldface letters are shorthand for pairs of integers.
All together, then, our data model involves a set of unknown parameters , { }, and
{ }. In addition, there are parameters , q , and q that for simplicity we again suppose
to be known and given. In particular, assume that q = . We wish to find the maximally
probable image given the observed data { }. That is, we must optimize
data =

1 ,…,

d

} data .

,{ ,

The summation refers to all 2 components of the shifts { }.
We again reexpress the integrand via the Bayes formula:
=

d

1 ,…,

data

,{ ,

,{ ,

}

(data)

}

(8.25)

.

(8.26)

The factor in the denominator is a constant as usual, and hence will not affect finding the
maximum over . The images are all statistically independent of one another, so the first
PDF factorizes. We have no prior information about , so its distribution is Uniform.28
All told, then,
=

1 ,…,

d

1

,

1,

,

1

e

,

1

2

(2 q 2 )

e

2

(2 q 2 )
.

(8.27)

(The rotation angles are Uniformly distributed.)
The complicated sums and integral over all
shifts and rotations can again be
rearranged to simplify it. Again, our physical model Equation 8.23 tells us the PDF to use
in Equation 8.27: Given the true image and its shift and rotation, the difference between
the observed data and the shifted true image is Gaussian distributed.
Maximizing Equation 8.27 is the same as maximizing its logarithm. Also, we may
drop any additive constants we like, because they, too, don’t affect our search for the
optimal . Combining the last few remarks, we see that we wish to optimize the quantity
=

ln

d

, ,

,

(8.28)

a generalization of Equation 8.10 (page 206). This time, define the latent probability

28
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) for image to be shifted and rotated by , :

( , ,

) = exp

(R( ) )

,

2

+

(2

2)

exp

2

(2

q

2)

.

(8.29)

Again, boldface is shorthand for ( , ). We will sometimes abbreviate by writing ( , );
that is, sometimes we’ll suppress mention of the dependence.
We again maximize the log posterior:
d

=

( ,

= 0 for all , .

)

d

1

( , )

2

)(S( ) )

R(

(8.30)

The notation means that should first be shifted, then rotated.
To solve Equation 8.30, we again proceed iteratively: Start with a guess (estimate)
for the true image . In the factors, hold the parameters, including , equal to their
current estimates. Then solve for the that appears explicitly in the last factor and use it
as the next estimate of the image:
next

=

d

1

prev

( , ) R(
d

prev

)(S( )

( ,

)

)

.

(8.31)

Sigworth reorganized Equation 8.31 by pushing the integral over all the way to
the left, that is, performing it last. The rotation operators are linear, and act only on
indices, so they, too, can be postponed until after the sum over :
next

=

1

d R(

)

prev

d

( , )S( )
prev

( ,

)

.

The advantage is that the costly rotations need only be done once per

(8.32)
value.

8.8.2 Summary and results in 2D

T2

We have finished upgrading our iterative algorithm from 1D to 2D. To show it in action, the
initial guess for the image was chosen to be the same as was used in Figure 8.8 (leftmost
column). For each SNR level, the refinement was iterated 9 times with 1500 samples.
Figure 8.9 shows that the maximum-posterior algorithm is able to extract images from
even extremely noisy data without creating artifacts like the one we previously found with
the more naive alignment method.
Section 8.8 (page 219) gives details and describes various extensions of this result.

THE BIG PICTURE
We have seen how to approach the problem of alignment of multiple images probabilistically. We simplified by supposing that alignment is just a matter of a rigid Euclidean motion
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SNR = 0.028

SNR = 0.11

SNR = 1.0

Figure 8.9: [Fits to simulated data.] 2D image reconstructions obtained by maximum
posterior, starting from the same initial template as in Figure 8.8. Compared to the last column of that figure, we see that at low SNR, the maximum-posterior approach in Section 8.8
is much more successful than simple alignment, with the same input data and the same starting guess. In particular, the starting guess has been effectively forgotten; no spurious features
remain even at low SNR, in contrast to Figure 8.8.

(translation and rotation), but more elaborate possibilities, involving microscope-induced
distortion, can be handled in a similar way.
As always, the dangerous step is that computing the posterior requires that we know
a valid statistical model for the data. If we test our approach on simulated data that were
generated from precisely that assumed model, then our results may well be much worse
when we move on to real data! In practice, elaborate statistical tests are used to assess the
reliability of the results in each particular experiment.
Our 2D exercise still falls short of the real problem, which is reconstructing a 3D structure. However, the 2D problem is still relevant. For example, a particular macromolecule
may orient itself in only a few ways relative to the surface of the ice in a sample; then we
have effectively a discrete choice of 3D “views” to sort out. Such an analysis can also be
the prelude to a fully 3D reconstruction.

KEY FORMULAS
Cross-correlation, continuous:

d

1(

)

2(

).

Cross-correlation, discrete: Full:
corr

,

[ ]=

Truncated:
corr

,

[ ]=

1

=0
1
=0

[ ] [

+

[ ]

+

Convolution, continuous:
(
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)( ) =

d

1] for

2

1

() (

for

).

= 0, … , 2(

1). [8.2, page 202]

= 0, … , (

1). [8.3, page 202]

[5.17, page 111]

Further Reading

Convolution, discrete:
[ ]=

[ ]

+

2

1

for

= 0, … (

1).

[8.19, page 209]

FURTHER READING
Semipopular:
Nobel Committee, 2017; Ramakrishnan, 2018.
Intermediate:
Videos: Getting started in cryo-EM (cryo-em-course.caltech.edu/videos). CryoEM101
(cryoem101.org). NCCAT SPA short course 2020: www.youtube.com/watch?v=W5-0tbosvw8 .
en.wikipedia.org/wiki/Cryogenic_electron_microscopy = perma.cc/S44B-GEYH;
en.wikipedia.org/wiki/High-resolution_transmission_electron_microscopy
= perma.cc/8N3V-5QZ3 .

Sigworth, 2016.
Correlation and convolution: Press et al., 2007.
Expectation–maximization algorithm: Holmes & Huber, 2019; Do & Batzoglou, 2008;
Sigworth et al., 2010.
T2 Fourier transforms, convolution and cross-correlation: Berendsen, 2007; Hobbie &
Roth, 2015, ch. 12.
Technical:
This chapter has largely followed the pioneering analysis of Sigworth, 1998.
Reviews: Fernandez-Leiro & Scheres, 2016; Cheng et al., 2015.
Early imaging of Spike: In human HKU1 virus, Kirchdoerfer et al., 2016. In a mouse
coronavirus (MHV), Walls et al., 2016.
Stabilization of pre-fusion conformation of MERS Spike protein: Pallesen et al., 2017.
Later work on SARS-CoV-2: Wrapp et al., 2020; Walls et al., 2020.
The Electron Microscopy Data Bank (EMDB) at Protein DataBase in Europe:
www.ebi.ac.uk/pdbe/emdb ; the Electron Microscopy Public Image Archive:
www.ebi.ac.uk/pdbe/emdb/empiar .
Expectation–maximization algorithm: Scheres et al., 2005; Sigworth et al., 2010.
Time-resolved cryo-EM: Kaledhonkar et al., 2019. Simultaneous determination of multiple
conformational states: Dong et al., 2019.
Cryo-electron tomography: Oikonomou & Jensen, 2017; Chang et al., 2016.
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T2
Track 2

8.2.1 Other aspects of the cryo-EM revolution
Other aspects of the cryo-EM revolution not discussed in the main text include
A new class of detectors with better spatial resolution was invented. The old detectors
imaged electrons with a phosphor screen that was in turn viewed by a CCD (light)
camera. The new “direct” electron detectors omit that intermediate step and so
eliminate some of the blurring that it creates. They are also more sensitive than older
technology; increased sensitivity translates into lower dose needed to form the image,
and hence reduced damage to the sample. Modern instruments also count the exact
integer number of electrons detected in each pixel, and so are not fooled by random
variations in the signal amplitudes of individual detection events.
The new detectors also have far better time resolution. Why do we care, when our samples are frozen? Because in addition to electron-beam damage, there is beam-induced
specimen movement that deforms the sample significantly on the sub-nanometer
scale we’d like to see. A fast camera can take a video of each individual particle, and
individual frames of that video can be realigned by using cross-correlation. When
this was done, researchers found that the intrinsic resolution of the EM instruments
had been much better all along than what had seemed to be the case. Specifically,
exposures as short as 0.25 per frame, over 5–10 total, reveal that motion during
the older, slower frames blurred the images by as much as 2.5 . Correcting this
motion was one step toward today’s resolution, which can approach 0.2 .
Current work uses more than the 10 000 images mentioned above. For example, a
recent study of a G-protein coupled receptor (GPCR) structure required 17 000 images
each with 2.5 106 particles (although only 5% of those were usable) (Zhang et al.,
2017).
“Hardware coma correction” and other advances vastly improve the usable field of
view, and hence throughput of the technique.
Computing infrastructure, GPU programming, and so on, have also advanced by
enormous factors.
Ultrafast sample preparation (100 ) prevents some artifacts arising from the migration of proteins to the air–water interface (where they are subject to unnatural
forces), forming daisychains, and so on (Noble et al., 2018).
Whole-cell electron cryo-tomography is another recent extension of these ideas; see
the references.

T2
Track 2

8.6 a Estimating other parameters
The main text only attempted to refine the estimate of the image , but a similar procedure
works for the other unknown parameters. For example, we can refine our estimate of the
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noise strength parameter:
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.

8.6 b Expectation–maximization algorithm
Equation 8.14 (page 207) is an example of an expectation–maximization algorithm. This
class of algorithms can be shown to increase the likelihood on each refinement step;
however, slow convergence, getting stuck at local maxima, and so on, are still problems as
with any optimization, and various more sophisticated methods can instead be applied.
All we will say here is that in every example shown in this chapter, the posterior did in
fact increase with each iteration.

T2
Track 2

8.8 a Contrast transfer function
The main text used a statistical model of electron microscopy data in which the observed
counts in each camera pixel are taken to be a shifted, rotated version of the true image
plus noise (Equations 8.4, page 205 and 8.23). Actually, however, the microscope adds
distortions (aberrations), and its limited resolution also blurs the observed image. For the
very thin films typically used as samples, however, we can invoke the “weak phase object
approximation,” which states that the observed image will still be linear in the true image:
= CS(

) R( )

+

.

(8.34)

Here the new object is a linear operator C called the microscope’s contrast transfer function under the conditions chosen for the experiment. It can be determined empirically,
for example, by imaging known sample objects.
Unlike the shift and rotation operators, the contrast transfer function is not invertible:
For example, it encodes an irretrievable loss of information from blurring. This aspect
blocks our progress at the step corresponding to Equation 8.30 (page 215), where an
inverse must be taken. S. Scheres addressed this issue by introducing a prior distribution
on the space of inferred images , a regularization procedure acknowledging that we
cannot extract details below the microscope’s resolution (Scheres, 2012a).

8.8 b Details of posterior maximization in 2D
This section closely parallels the corresponding treatment in one dimension (Section 8.6.2).
The factors involve cross-correlation functions. To see that, expand the expression
entering Equation 8.29:
S(

)(R( ) )

2

=

2

+ S(

)(R( ) )

2
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2 refers to the sum of squares over both
This time, the norm-squared notation
2
directions in the image, a total of
terms.
The first term on the right side of Equation 8.35 is independent of and . In the
last term, the sum is restricted because both and R( ) are zero outside the box. As
1
1
promised, this term equals 2 corrR( ) ,
0 + 2 , 1 + 2 , by the 2D version of
Equation 8.3 (page 202). That’s a useful realization, because computer math packages
offer fast implementations of corr .
1
1
The indices are integers in the ranges
, = 0 or 1. For computer
2
2
implementation, it’s more convenient to have a nonnegative indexing system, so we rewrite
in terms of integer offset indices:

=

+

2

1

,

for 0

(

The second term of Equation 8.35 now becomes
( , )= S
=

Some factors in

( , ) = exp

◊ exp

0

1

+

1

2

R( )

, =0

,

+

2

+ 0

2

1

(

1
1

1),

= 1, 2.

R( )

2

),(

+ 1

2

1

)

(8.36)

2.

will again cancel, so define the reduced form
(2

(2

2) 1
q

2) 1

( , )+
(

0

2

1

2 corr
R( ) ,
q0 )

2

+(

( )

1

2

2
q1 )

1

.

(8.37)
(8.38)

Here is the largest value of the two preceding terms, introduced here to keep the exponential from getting too big. Any such multiplicative constant will cancel from formulas
such as Equations 8.31 (page 215) and 8.40 below, even though it does depend on .
We discretize . Also define normalization factors
=

prev

,

Then Equation 8.32 (page 215) becomes
next

=

1

R(

prev

)

prev

[ ,

prev

]

1.

[ , ]S

(8.39)

2

1

.

(8.40)

As in the 1D case, we can interpret Equation 8.40 as the average over of the weighted
averages of shifted and rotated image data, with weighting factors given by the
factors.
More succinctly, for each we have a two-dimensional convolution with filter functions
determined by the cross-correlations:
=

1

R(

)

prev

(

prev
,

) .

(2D version of Equation 8.20, page 209)

(8.41)
That’s useful because computer math packages also have fast convolution functions. In
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Equation 8.41, , denotes the array whose
The log posterior is
=

ln

0,

1

( , ).

entry is

1
2 2

2

Track 2

+ const.

We can track this quantity as we refine our best guess about . We may drop everything
except the first term because that’s the only term that depends on the current estimate of
(data are held fixed and we are not attempting to infer , nor q ).

Summary of Sigworth’s algorithm
For each cycle of refinement, start with the previous estimate,

prev .

1. Build a table of rotated copies of the estimated image.
2. Build a table of norms of the rotated and shifted estimates.
3. Build a table of the PDF for

and .

4. Loop over data samples :

i. Build a table of corrR(

(a) Loop over :

) prev ,

.

ii. Exponentiate the table and multiply by other factors in Equation 8.38 (page 220) to obtain .
(b) Sum over and
page 220).

to get the normalization factor 1

(c) Loop over :
i. Build up running tallies over of
each (Equation 8.41).

prev

prev

prev

(Equation 8.39,

, separately for

ii. Also accumulate log posterior values.
5. Reverse-rotate each running image tally by its angle , then finally combine them
(that is, perform the sum over in Equation 8.41), divided by (Equation 8.41).
6. Move on to the next refinement step using the output of this step as the new
estimate.

8.8 c Fourier methods
To go beyond the point reached in the main text requires that we use the Fourier transformation. In fact, computer math packages generally implement both cross-correlation
functions and convolutions internally using Fourier transformations. Introducing them
explicitly has several advantages (Scheres et al., 2007, Grigorieff, 2007).
The Fourier approach reexpresses an image in terms of spatial frequencies. This
framework allows us to acknowledge that the noise in the images is not independent
across pixels, but rather has a dependence on spatial frequency that we can measure and
hence model. The noise is approximately independent across bins in Fourier space.
Also, the contrast transfer function and image prior mentioned in (a) are simpler in
terms of spatial frequency than they are in real space.
Finally, the Fourier approach lets us extend our inference problem to three spatial
June 5, 2021
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dimensions. Each image in our dataset is a projection of the molecule to a single plane,
that is, each pixel intensity describes the integral along the perpendicular direction of
electric potential in the sample. The corresponding statement in Fourier space is that each
image tells us about a single slice through spatial-frequency space. Assembling all of those
inferred slices gives us an estimate of the complete 3D Fourier transform of the electric
potential.
Historically, the
algorithm accounted for the contrast transfer function
and implemented alignment by cross-correlation, working in Fourier space for reasons
including those just mentioned (Grigorieff, 2007). Later, the
algorithm implemented a maximum a posteriori method like the one sketched in (a) above, but in Fourier
space and with 3D reconstruction (Scheres, 2012b). Those systems were later joined by
others including cryo
(Punjani et al., 2017) and cis
(Grant et al., 2018).

8.8 d Heterogeneous samples
We can readily extend the treatment to account for multiple conformations and other
sorts of heterogeneity. Simply augment the continuous variables and by an additional
discrete “classification” label . Then ( , , ) tell us the estimated probability that
image has shift and orientation and that it belongs to class . We now marginalize
over , , and , then optimize over several true images { }. Iterating the posterior
maximization refines the estimates, now including the probabilistic assignment of each
image to the classes.
Today, even a molecular machine with a complex working cycle (such as the ribosome29 ) can be captured in various different states of its cycle and the different states
can be disentangled during the analysis, giving structures for all the states from a single
experiment.30 Previously one had to try to freeze every copy of the molecular machine
in just one state, then do repeated experiments with various pure states. Today dozens
of different substructures all jumbled in the view can be automatically classified and
separately imaged.
In addition to discrete classification of conformations, statistical analysis can now
extract continuously varying families, and even map the trajectories that a protein or complex could take through the space of those conformations (Dashti et al., 2020; Moscovich
et al., 2020).

29 Ramakrishnan,
30 Figure

2018.
8.3 (page 198) shows an example.
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