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1 本研究の背景と目的
深層学習 (以下,ディープラーニング)は,多層のニュー
ラルネットワークを用いた機械学習アルゴリズムであ
る. 多層構造をもつモデル上での学習により, 変数間の
複雑な関連性を表現でき, モデルは非常に高い柔軟性を
もつ．ディープラーニングは近年, 画像認識, 音声認識,
物体認識の精度を競う数々のコンペティションで過去
の記録を大幅に塗り替える高い性能を見せ, ここ数年で
一気に広まった. しかし, 画像 音声 物体認識以外で
の適用が進んでいないのが, 研究課題の一つである. 中
でもノイズがなく, 多様な行動パターンをもつマーケ
ティングの分野へのディープラーニングの適用が期待
できるが, 研究事例は少ない．
本研究では, ECサイト上のコンテンツにおける顧客
のアクセス行動の複雑性を深層学習を用いて学習し, 顧
客の購買を予測する. その際に, 予測モデルに Convo-
lutional Neural Network (以下, CNN), Deep Neural
Network (以下, DNN), ロジスティック回帰モデルの 3
種類のモデルを用いる. ただし, CNNについて, データ
セットを作成する際には変数の並び順を主成分分析を
用いて決定することで, 変数間の関係性にも考慮する.
最適化手法には確率的勾配降下法と Adam法を用いる
ことで, 最適化手法の違いにも言及する. 最後に 3種類
のモデルの予測に正解 不正解のユーザにどのような
特徴があるかを捉えることで, モデルの特徴を明らか
にするとともに場合に応じてモデルの使い分けに言及
する．
2 解析手法
2.1 Convolutional Neural Network
CNNは, 主に画像認識に応用されるニューラルネッ
トワークである. CNNの特徴は, 基本的に畳み込み層
とプーリング層の特殊な層を交互に接続した構造をも
つ. そして, これらの層を複数回繰り返すことによって,
対象となるデータの特徴を抽出する. ただし, 最終的な
出力層は全結合する層を加えたものになる. 以下, マー
ケティングデータへの適用方法の説明を行う.
2.2 畳み込みの定義
入力は, データのサイズが W  F の K 枚 (K: チ
ャネル), 変数のインデックスを (i; j)(i = 0;    ;W  
図 1: 畳み込み層の計算方法
1; j = 0;    ; F   1)とする. 実数の変数 (i; j)の値を
xijとする. そして,フィルタと呼ばれるサイズの小さい
データ (サイズはH G)のインデックスを (p; q)(p =
0;    ; H   1; q = 0;    ; G   1)で表し, 変数値を hpq
とする. マーケティングデータの畳み込みは, データと
フィルタ間での積和計算 (1)式を行うものである.
uij =
H 1X
p=0
H 1X
q=0
xi+p;j+qhpq (1)
2.3 畳み込みの働き
マーケティングデータの畳み込みにおる働きは, フィ
ルタの特徴的な変数や類似した変数値のパターンが入
力データのどこにあるのかを検出する役割である. 本
研究では, 畳み込みの特徴的な抽出が可能な点をマー
ケティングデータの購買予測モデルに適用することで,
各ユーザの特徴的な変数を抽出することが可能になり,
購買予測モデルの精度向上に期待できると考えられる.
2.4 畳み込み層の計算方法
畳み込み層は, 畳み込みの演算を行う単層ネットワー
クである. 実際には 1つのチャネルに 1つのフィルタ
を畳み込むことにより, 複数のデータを用意し使い, 多
チャネルに複数のフィルタを並行して畳み込む方が実
用的である. 入力層では, 本研究ではK = 4だが, 中間
層では, K は一意には定めない.
図 1では, 第 l層に位置する畳み込み層が直前の l 1
層からKチャネルのデータ zl 1ijk (k = 0;    ;K 1)を受
け,これにM種類のフィルタhpqkm(m = 0;    ;M 1)
を適用している. 各フィルタは入力と同じチャネル数
K を保有し, サイズはH GK となる. 図 1におい
てm = 0; 1; 2の 3つの各フィルタで並行して計算が行
われ, それぞれ 1チャネルずつで uijk の出力が得られ
る. この計算の終了後, 結果を変数ごとに全チャネルに
わたって加算するもので (2)式のように表すことがで
きる.
uijm =
K 1X
k=0
H 1X
p=0
H 1X
q=0
z
(l 1)
i+p;j+q;khpqkm + bijm (2)
ただし, bijmはバイアスであり, 各フィルタごとに全ユ
ニット共通としている. 最後に, 得られた uijm に活性
化関数を適用し, (3)式の値が最終的な出力となり, 次
の層へと値が伝播する.
zlijm = f(uijm) (3)
ただし, 入力のサイズがW  F K から, 畳み込み後
の出力はW  F M になる.
2.5 プーリング層の働き
プーリング層は, 畳み込み層と対で使われる. 基本的
には畳み込み層の後に設置されるので, 畳み込み層か
らの出力がこの層への入力となる. プーリング層では
データのどの位置でフィルタの応答が強かったかとい
う情報を一部捨て, データ内に現れる微小な位置変化に
対する応答の普遍性を実現するものである.
2.6 プーリング層の計算方法
プーリング層の入力は直前の畳み込み層の出力とな
るので, W  F M となる. その入力データ上の変数
(i; j)を中心とするH F の領域をとり, この領域内の
中に含まれる変数の集合を Pij とする. この Pij 内の
変数について, チャネルK ごとに H2 個ある変数値を
使って一つの変数値 uijk を算出する. 方法の一つとし
て最大プーリング法がある. この方法は H2 個ある変
数値の最大値を選択する.
uijk = max(p;q)2Pijzpqk (4)
プーリング層の処理自体は非常に単純だが, 多層ニ
ューラルネットワークや最大プーリング法などの方法
論の種類や効果の違いについては, 不明瞭な点も挙げら
れている.
2.7 活性化関数と出力関数
本研究では学習が速く, あてはまりも良いとされる正
規化線形関数
f(u) = maxf0; ug (5)
を用いる. これは, z = uの線形関数のうち u < 0の部
分を u = 0で置き換えた単純な関数である. 出力が偏
ることもなく, 最終的にもよりよい結果が得られること
が多いと言われている [1].
予測クラス分類には (6)式で示すソフトマックス関
数を使用する. ネットワークの出力層に分類したいク
ラス数 K と同数のユニットを並べ, この層の活性化
関数を次のように選ぶ. 出力層 l = L の各ユニット
k(= 1;    ;K)の総入力は, 1つ下の層 l = L   1の出
力を元に u(L)k (=W(L)z(L 1)+b(L)) と与える. これを
元に, 出力層の k番目のユニットの出力を
yk  expfu
(L)
k gPK
j=1 expfu(L)j g
(6)
このようにして出力される. なお, y1;    ; yK の総和は
1となる.
2.8 誤差関数
誤差関数には, (7)式で示す交差エントロピーを使用
する.
E(w) =  
NX
n=1
KX
k=1
dnklogyk(xn;w) (7)
ただし, dnk は正解クラス, yk は予測クラスを表して
いる.
2.9 確率的勾配降下法
扱うデータ数が非常に大きい場合, 全訓練データを使
用してパラメータを推定することは現実的でない. そこ
で,本研究では,確率的勾配降下法 (Stochastic Gradient
Descent, SGD)を用いて, パラメータを推定する. SGD
では, ランダムに少数の学習データを選んで誤差関数を
計算し, その勾配方向にパラメータを修正する操作を
反復する手法である. 重み w(t) の更新は, 抽出された
サンプル nについて計算される誤差関数En(w)の勾配
En を計算する.
w(t+1) = w(t)   "En
そして, 次の重み w(t+1) の更新には, また別の少数の
サンプルを用いて同様にEn を評価し, 更新する.
このような方法により, 計算コストの削減が行え, サ
ンプルが学習毎に違うため, 局所的な解に陥るリスクを
低減することが可能である.
2.10 DropOut
ニューラルネットワークは, 表現力が高いモデルのた
め, 一般に過学習に陥りやすい. それを回避するため
に学習時に確率的に選別されたユニットのみを決めら
れた割合で抽出したものを学習に使用し, 選別されな
かったユニットは使用しない DropOutが, 現在広く用
いられている. 具体的には, DropOutは毎回ランダム
に一定割合 のユニットを使用しない状態で学習を行
う. 本研究では, 中間層 nにおいて  = 0:5を設定して
過学習制御を行った. DropOutは, モデル平均という
複数のネットワークを独立に学習し, 推論時にそれらの
結果を平均したものと同じ効果があると考えられてい
る. 学習終了時には, 各モデルの予測結果の幾何平均を
最終的な予測結果とする.
2.11 学習係数
勾配降下法は, パラメータの更新量を学習係数によっ
て変化するため, 学習係数は学習の良し悪しを大きく
左右する. ただし, 本研究では正規化線形関数を用い
ており, 上述のような考慮をする必要はあまり考える
必要はないとされている. また, 学習係数を自動的に
定める方法で注目されているのが Adam法である [2].
Adam法は, AdaGradの勾配が疎になる場合に強い性
質と RMSPropの非定常な問題に強い性質の 2つの長
所をもっている.
3 実験方法
3.1 本分析対象である ECサイトについて
本研究は, 検証として株式会社ゴルフダイジェスト 
オンライン (以下, GDO)社を対象とする実験を行う.
GDO社は,インターネットを通じてゴルフのワンストッ
プ サービス (見る 買う 行く 楽しむ)を展開する国
内の最大級のゴルフポータルサイトを運営している企
業である.
3.2 データ概要
本研究では, 大きく 4つのカテゴリのデータ (アクセ
スログデータ, 購買データ, 予約データ, デモグラフィッ
クデータ)を用いて, 対象期間内にドライバーを買うか
買わないかの購買予測モデルの構築を行う. ドライバー
は, 高額な購買になることから突発的な購買行動は起こ
りにくく, 直近 1ヶ月程度の検討期間を考えることで消
費者の迷いの部分の行動を定量化できると考える. ま
た, 会員登録から対象期間までに累積の行動を考えるこ
とで, GDOでのロイヤルティを捉えることが可能とな
る. 消費者行動の複雑性を CNNを用いることで, 消費
行動の隠れた特性を捉え, 購買予測の精度向上につなが
ると期待できる. なお, 分析は以下の環境で行った.
<データ概要 >
学習データ: (308440) データ
テストデータ: (60040) データ
目的変数: 2015/08/20  2015/08/27 ゴルフのドライ
バーの購入有無 f1,0g
説明変数: アクセスログデータ (10変数), 購買データ
(10変数), 予約データ (10変数), デモグラフィックデー
タ (10変数)の 4チャネル
学習回数: 100,000回 (ミニバッチ 500件)
図 2にデータの集計期間について示す.
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図 2: データ集計期間
3.3 本研究で用いるデータセットの作成方法
本研究では, 入力データの列の順番を主成分分析に
よる主成分負荷量の順番で並び替えた方法と恣意的な
操作を加えないランダムで並び替えた方法を採用する.
具体的には, 4つのデータ (アクセスログ, 購買, 予約,
デモグラフィック)に対し, それぞれ主成分分析を用い
てそれらの主成分負荷量を絶対値, 正負, 両端の 3種類
で並び替えるものである. また, ランダムな並び替えを
比較することにより, データセットの作り方への影響を
測ることも行う.
分析の際には, 各種変数をそれぞれについて正規化を
行った.
4 結果
本研究では, 各モデル毎に 5回実験を行った. 実験精
度の最大値を表 1に示す.
4.1 各モデルの正答率の最大値
表 1: 各モデルの正答率の最大値
第 1主成分 第 2主成分 第 3主成分 第 13主成分
絶対値 CNN-SGD 65.83 % 65.67 % 67.50 % 68.83 %
CNN-Adam 66.00 % 66.50 % 65.50 % 66.33 %
正負 CNN-SGD 67.50 % 64.83 % 65.83 % 67.33 %
CNN-Adam 65.50 % 66.17 % 67.33 % 67.17 %
両端 CNN-SGD 65.50 % 66.00 % 63.50 % 67.33 %
CNN-Adam 64.33 % 66.00 % 64.67 % 67.67 %
各成分毎と同サイズ 第 1第 3主成分と同じサイズ
ランダム CNN-SGD 66.33 % 68.33 %
CNN-Adam 68.00 % 68.33 %
DNN-SGD 66.17 % |
DNN-Adam 62.17 % |
Logistic Regression 68.33 %
絶対値 正負 両端の第 13主成分と, ランダムの第
1第 3主成分と同じサイズのデータセットの正答率が
高いことが分かる.
ここからは, 表 1で色付けした 3つのモデルに着目
して, 議論を行う．
4.1.1 DNNとCNNの学習の様子
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図 3: DNNと CNNのエントロピー誤差の推移
図 3より, DNNは, 学習が上手く行えており, 徐々に
誤差が少なくなっていく. CNNは, 誤差が徐々に大き
くなっていくことから, 学習の早い段階で過学習が起き
始めていることが分かる.
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図 4: DNNと CNNのバリデーションデータにおける
正答率の推移
図 4より, DNNは, 徐々にバリデーションデータの
正答率が高くなっていくことが分かる. CNNは, 学習
の早い段階で正答率が最大になっていることが分かる.
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図 5: モデルの使い分け: ユーザ毎の正答比較
図 5より, ロジスティック回帰モデルと DNNは, 正
答しているユーザの特徴に違いがわずかだがある. し
かし, ロジスティック回帰モデルと CNNは, 正答して
いるユーザの特徴があまり見受けられない.
5 考察とまとめ
本研究を通じての全体の考察を以下に記載する. 表
2には本研究のモデルの比較を示す.
表 2: 各モデルの優劣についての比較表
ロジスティック回帰モデル DNN CNN
モデルの最高予測精度 68.33 % 66.17 % 68.83 %
エントロピー誤差     正しい学習 過学習
バリデーションデータの予測精度     学習回数に応じて徐々に上昇 ある学習回数より減少
一般ユーザの予測 予測 予測 予測
特殊なユーザの予測 予測 予測4 予測
表 2をより詳細に説明する.
マーケティングデータに CNNの適用を行うことで,
精度向上ができた. CNNの特徴抽出の強みが, 精度向
上に寄与したと考えられる.
CNN のデータセットに主成分分析を用いてデータ
セットの順番を行う工夫を行ったが, 大きな精度の改善
は得られなかった. しかし, チャネル数を増やすことで
成果が上がることが分かった.
最適化手法については, SGD法とAdam法での違い
についてのはっきりとした差異は見受けられなかった.
DNNは, 過学習を起こさず学習できているのに対し,
CNNは過学習が起こっている. バリデーションデータ
における予測精度は, DNNは学習回数に応じて徐々に
上昇している. 学習回数を増やすことで, 精度向上の可
能性があると言える.
CNNは, 過学習の影響からか早い段階の学習で高い
精度を出し, 学習回数が増えるにつれて精度が減少する
ことが言える. 過学習の問題についてはデータの次元
が少ない可能性が考えられる. 予測できているユーザ
の違いについては, ロジスティック回帰モデルと CNN
は, 似たような正答の仕方をしている. しかし, DNNは
異なる正答の仕方をしているので, 組み合わせること
で, より多くのユーザへの購買予測が可能になる.
今後の課題は, データセットに時系列のユーザ行動情
報を加えることで, CNNの特徴抽出の強みが活きるこ
とが挙げられる.
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