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1 Introduction and Problem Statement
This project will address the problem of estimating the shape of an object from estimated surface normals. The surface
normals can be estimated for example using multiple images made under different lighting conditions, better known as
photometric stereo. We will particulary address the problem of integrability of ﬁnite differences of surface at two dimensional
grid. We will address the problem using new techniques for inference by probability propagation across the graphs. This
approach is inspired by the recent work on decoding of Turbo codes and Phase unwrapping [1], [2].
1.1 Problem Formulation
We assume that image plane is parallel to xOy plane, and that surface has representation (x,y,z(x,y)). In this way, sur-
face point with coordinates (x,y,z(x,y)) projects into point (x,y) in image plane. For pixel intensity I(x,y) and irradiance
B(x) we have:
I(x,y) = kB(x)
= kB(x,y)
= kρ(x,y)N(x,y) · S1
= g(x,y) · V 1
where g(x,y) = ρ(x,y)N(x,y) and V 1 = kS1. ρ(x,y) is the albedo of the surface, N(x,y) is the surface normal and
S1 is the direction of the light source.
The problem is to estimate g. Since we are able to control the location of the light sources S, with sufﬁcient number of
light sources, we would be able to estimate g using least squares solution for over-constrained system [3].
Note that
N(x,y) =
g
kgk
is the surface normal at point (x,y). The surface normal is related to the partial derivatives ∂z
∂x and ∂z
∂y through the formula:
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In the noiseless case, partial derivatives are enough to reconstruct the original surface up to an additive constant by simple
integration. Integration could be performed along any path, because integrability constraint is satisﬁed (line integration along
a closed loop should be 0). However, in the presence of noise in the estimate, the constraint is likely to be violated.2 Work Plan
The approach will be to view the estimated partial derivatives as random variables. Within each elementary loop, the
integrability constraint has to be satisﬁed. We will infer the true values of ﬁnite differences using probability propagation
in factor graphs [4]. Factor graphs constitute of two type of nodes: variable nodes that correspond to hidden variables,
and check nodes that impose the constraint on variables they are connected. Two type of messages that correspond to
conditional distribution functions are being passed between the nodes. Practical applications have shown that almost correct
marginalization can be obtain using iterative message passing across this graph.
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