In this paper we study the following question posed by H. S. Wilf:
P(A (m) n ) be the probability that j has multiplicity m. We show that for xed m, P(A (m) n ) goes to 0 at the rate 1= ln n. A more careful analysis uncovers an unexpected result: (ln n)P(A (m) n ) does not have a limit but instead oscillates around the value 1=m as n ! 1.
This work is a counterpart of a recent paper of Corteel, Pittel, Savage and Wilf who studied the same problem in the case of partitions rather than compositions.
Introduction
In this paper we consider the multiplicity of a randomly chosen part size in a random composition of an integer n. Let us recall that a multiset = f 1 ; : : : ; k g is a partition of an integer n if the j are positive integers, called parts, such that P j = n. Compositions are merely partitions in which the order of parts is signi cant. Thus, for example, the integer 3 admits three partitions, f1; 1; 1g, f2; 1g and f3g, and four compositions, namely (1; 1; 1), (1; 2), (2; 1) and (3) .
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Integer partitions (as deterministic objects) have been studied for quite some time, but Erd os and Lehner 5] were apparently the rst to study integer partitions from the probabilistic perspective, namely, they considered the set of all partitions, P(n), of an integer n, as a probability space equipped with the uniform probability measure. Quantities of interest are treated as random variables and one can study their probabilistic properties, most typically, the limiting properties as n ! 1. Erd os and Lehner, for example, considered the limiting distribution of the total number of parts in a partition. Their paper opened a new line of investigation.
Goh and Schmutz 10] obtained the central limit theorem for the number of di erent part sizes in a random partition, that is, they proved that the number of di erent part sizes, appropriately normalized, has, approximately, the standard Gaussian distribution. (Several years earlier Wilf 17] found an asymptotic formula for the expected number of distinct part sizes.) This approach culminated in an important paper by Fristedt 9] , who proved that the joint distribution of the multiplicities of part sizes is that of independent geometric random variables (Y k ), with parameters (1 ? p k ), conditioned on the event f P kY k = ng.
Fristedt's work, in turn, opened new possibilities and resulted in further progress in our understanding of the structure of random partitions. A good example is a paper of Pittel 16] substantiating two well{known conjectures concerning integer partitions. Utilizing Fristedt's result, quite recently Corteel, Pittel, Savage and Wilf 3] provided an answer to the following question. Consider the following two{step sampling procedure: rst choose uniformly at random a partition of n. Then, out of all di erent part sizes in pick one uniformly at random. What is the asymptotic unconditional probability that this part size has a certain speci ed multiplicity, say, m? For example, partition = f3; 2; 2; 1; 1; 1g of the number 10 has three di erent part sizes 1, 2, and 3 and only one of them has multiplicity three, namely 1. Thus, for this particular partition, the probability of choosing a part that has multiplicity three is 1=3. In order to nd the unconditional probability of randomly choosing a part of multiplicity three in a randomly chosen partition of 10, one would have to average similar probabilities over all partitions of 10. Corteel, Pittel, Savage and Wilf showed that in general the probability in question approaches 1=(m(m+1)) (in particular, the probability that the randomly chosen part size in a random partition is unrepeated approaches 1=2 as n ! 1.)
Wilf then asked the same question for random compositions: what is the asymptotic value of the probability that a randomly chosen part size in a random composition of an integer n has multiplicity m ? Our aim here is to provide an answer as complete as we can. On the \ rst level" of precision the answer is simple: for every xed m this probability approaches zero. One would then like to know the rate of this convergence. We will show that the rate is 1= ln n. Speci cally, if A (m) n is the event that a randomly chosen part size in a random composition of n has multiplicity m then there exist constants c 1 (m) c 2 (m) such that c 1 (m) (ln n)P(A (m) n ) c 2 (m), for n 2. The next natural step is to nd possibly tight bounds on c 1 (m) and c 2 (m), or to show that the limit (ln n)P(A (m) n ) exists as n ! 1. This is the place where things become a bit tricky. In order to describe the di culties let us brie y discuss the argument. Letting U (m) n and D n denote the number of parts of multiplicity m and the number of distinct part sizes, respectively, we have
n =D n ). In the case of partitions, Corteel, Pittel, Savage and Wilf used Fristedt's result to argue that D n is heavily concentrated around its expectation, and therefore, P(A (m) n ) is asymptotic to the ratio of expectations EU (m) n =ED n and one needs to nd asymptotic values of these two expectations.
In the case of compositions much of the story is the same, with one crucial exception, the expected value of U n ) oscillates around the value 1=m as n ! 1.
The rest of the paper is organized as follows: in the next section we will introduce notation and state our result precisely. In Section 3 we will describe the probabilistic set-up. In Section 4 we estimate the number of distinct part sizes and show that D n is heavily concentrated about its expectation. In Section 5, we give an estimate for the expected number of parts of given multiplicity. In Section 6, we compute bounds on the oscillation. We equip C(n) with the uniform probability measure P, (i.e. P( ) = jC(n)j ?1 = 2 ?n+1 for every 2 C(n)) and we will denote the expectation with respect to that measure by E . Throughout the paper the letter c is reserved for an absolute constant whose value is of no relevance and may change from line to line.
We consider the following experiment. First a composition is chosen at random. Then, out of all distinct part sizes one is selected uniformly at random. We would like to know what is the unconditional probability that this part size has multiplicity m. We will denote this event by A (m) n . Since for a given composition the probability that a randomly chosen part size has multiplicity m is given by the ratio U
the unconditional probability that a randomly chosen part size in a random composition has this multiplicity is just the expected value of that ratio. That is,
Thus, our goal is to approximate this expectation. Our result is as follows. 3 Probabilistic Set-up Much of our proof relies on an appropriate interpretation of a composition, found, e.g., in Andrews 1] . This interpretation allows us to connect the study of random compositions to another much investigated topic, namely the study of runs of successes in independent Bernoulli trials (see for example Erd os and R enyi 6] or Erd os and R ev esz 7].) In order to describe this connection we interpret compositions as follows: consider a composition = ( 1 ; : : : ; k ) of n into parts 1 ; 2 : : : ; k (for example, (2; 1; 2; 3; 1; 1) is a composition of the Bernoulli trials with the probability of success p, waiting times for successes are independent and identically distributed (i.i.d.) random variables whose common distribution is that of a geometric random variable with parameter p. Since n ) we will work with the ratio U (m) n =D n , but it will be clear from our argument, for example, that ED n log 2 n ! 1; as n ! 1:
We will proceed in the following fashion: we will establish the existence of two sequences of natural numbers (`n) and (k n ) which increase to in nity and are asymptotically the same, i.e. lim n!1`n k n = 1;
and such that both probabilities
tend to zero as n ! 1 at a rate faster than 1= log 2 n. This will allow us to replace the D n in the denominator by either of the sequences (`n) or (k n ), and then in the next section, we will approximate the expected value of U (m) n . We begin with establishing the existence of (`n). For a composition = ( 1 ; : : : ; k ), let S n ( ) denote the number of consecutive part sizes (starting with size 1) in . That is, S n ( ) = maxf`: 8j `9i k : i = jg:
Consider for a moment an arbitrary integer`n. Since S n ( ) D n ( ) we have P(D n `n) P(S n `n) P(9j `n; 8i < ; : ? i 6 = j);
where we purposely ignored the last part n ? P ?1 j=1 ? i by writing \i < ". In order to bound the last probability we rst notice that, since is equidistributed with the random varialble 1 + Bin(n ? 1; 1=2), we have
Moreover, is well concentrated around its mean. Namely, for every t > 0 we have P(j ? E j t) 2 expf? 2t 2 n ? 1 g:
In particular, letting t n = p (n ? 1) ln n, we get P(j ? E j t n ) 2 expf?2 ln ng = 2 n 2 :
(The value of plays a minimal role in the argument, so we will set it to be 1 for the rest of this section; we just want to mention that by increasing this value as necessary we can get arbitrary polynomial rate of convergence to zero of this probability. This will be useful in the next section.) Let q ? n = E ? t n = (n + 1)=2 ? p n ln n. Then we can bound (1) by P(9j `n; 8i < ; : ? i 6 = j) P(j ? E j > t n )
+ P(f9j `n; 8i < ; : ? i 6 = jg \ fj ? E j t n g):
From (2), the rst probability in the right-hand side (rhs) of (3) goes to 0 at a polynomial rate, so we concentrate on the second. Since j ? E j t n implies that q ? n = (n + 1)=2 ? o(n) we bound the second term in the rhs of (3) by P(f9j `n; 8i < ; : ? i 6 = jg \ fj ? E j t n g)
f? i 6 = jg) =`n n =D n 1 we infer that
As we will see in the next section, E U (m) n = (1), so that the second term in the last sum is dominating.
As for the lower bound consider a sequence (k n ) which will be speci ed later. We then have n ? E U (m) n I Dn>kn ):
We will choose (k n ) so that the term EU (m)
n I Dn>kn will be of lower order than EU (m) n . Since the latter term will be shown to be bounded away from zero, this means that it su ces to choose (k n ) so that EU (m) n I Dn>kn ! 0; as n ! 1:
Since the number of distinct part sizes is no larger than the largest part size, (The second inequality is valid since the size of the last part is no more than ? .) It follows that fD n > k n g f? n > k n g; and thus EU (m) n I Dn>kn E? n I ? n kn :
To nd a choice of (k n ) that would make this latter expectation go to 0 we write E? n I ? n kn = Choosing k n log 2 (n (n)) we get E ? n I ? n kn 2n + 2n log 2 (n (n)) n (n) ; which goes to 0 for (n) = log 2 2 n, for example. Thus one can set k n log 2 (n log 2 2 n). With these choices of (`n) and (k n ) we obtain that
By the choice of (`n) and (k n ) the last two expectations are bounded above by P(D n <`n) + P(D n > k n ) 2 2 ?q ? n =2`n + P(? n > k n ) Therefore, we need to estimate the sum of P(j 2 U (m) ). The degree of difculty of this approximation increases with the accuracy that one desires to achieve. Furthermore, since, as we will see, EU (m) n is an oscillatory function, explicit bounds on E U (m) n , no matter how tight, cannot be used to show that (ln n)P(A (m) n ) converges. Thus, one may consider devoting too much attention to an accurate approximation to be a questionable investment. We will present the detailed argument for the fairly precise bound on EU (m) n but the reader interested in just the fact that this expectation is (1) (which is all that is needed to establish (4)) will notice that the argument may be simpli ed. To make this point more transparent let? i ( ), i = 1; : : : ; ( ) denote the parts of a composition , i.e.
? i ( ) = ? i ( ); for i < ( ) and? ( ) ( ) = n ?
It is much more convenient to work with ?'s rather than with?'s, because the last part,? , complicates the dependence structure. As a result a nonnegligible part of an argument is to show that \tildas" can be neglected. This is, of course, not an issue if one is interested merely in a (1) result; tildas may be dropped, since the single part? can be ignored without a ecting U (m) n by more than 1. We begin by estimating the rst probability in (5), and then we will show that the sums over j of last two probabilities are negligible. Let q n = (n + 1)=2 t n . As in the previous section, let t n = p (n ? 1) ln n, but we now choose = 2 so that from (2) we get nP(j ? E j t n ) 2=n 3 . To get an upper bound on the rst term in (5) The second probability in the rhs of (6) Similarly, to get a lower bound for the rst term of (5) 
and P(f? = jg \ n ?1
in (5) and to show that they are negligible compared to the sum over j of the rst term in (5). Since f? = jg f? jg f? jg;
for the probability in (7) 
A more detailed analysis reveals a quite interesting and unexpected phenomenon. The right-hand side in (9) does not have a limit, but exhibits oscillations about 1=(m ln 2). To see this, one approach is as follows (for convenience we will replace q ?m by q in (9){ this does not a ect asymptotics): expanding (1 ?2 ?j ) q using the binomial formula, and summing over j, gives where the \legality" of passing to the limits is easily checked ( n , as n gets large.
As noted in the previous section, the sum (10) oscillates about 1=(m ln 2). We would like to note that the oscillation is not an artifact of our approximation. The data shows that the actual value of EU (10) n (dotted), the approximating sum (10) and 1=(10 ln 2) (bold). 
For small m this bound is very good, but as illustrated in Table 1 , as m increases it becomes increasingly weaker. In fact, for m exceeding the value 52 it becomes useless as the thus obtained bound on the amplitude exceeds the mean value, 1=(m ln 2). (Thus, from this bound on the oscillation, one could not even conclude that the quantity (10) is positive.) A more detailed analysis of the nature of these uctuations is perhaps an interesting question but we do not pursue it much further in this paper. One thing worth pointing out is that oscillations of EU (m) n are highly nonsymmetric around 1=(m ln 2). On one hand, considering q of the form m2 p and replacing the sum over j by its largest term (corresponding to j = p) we nd that f is increasing for x < x 0 and decreasing for x > x 0 , where x 0 = log 2 (q=m). Therefore, letting k 0 = log 2 (q=m)] be the integer part of x 0 , we see that and the argument is completed.
