Abstract. In this paper, we study a coupled dynamic system describing nematic liquid crystal flows. The system was motivated by the Ericksen-Leslie equations modeling the flow of nematic liquid crystals. The purpose of studying the simplified system is to understand the flow properties of more complicated materials, the material configurations , as well as the interactions between them. Unlike in the previous studies where the Dirichlet boundary conditions are prescribed, we consider here the free-slip boundary conditions which possess a number of distinct advantages. The results in this paper form the analytical background for the forthcoming numerical simulations of the system.
1. Introduction. We are interested in the following system modeling the nonNewtonian flows of liquid crystal materials (cf. [1, 6, 7, 8, 14] ):
3) with initial conditions u| t=0 = u 0 , d| t=0 = d 0 , (1.4) and appropriate boundary conditions.
In the above system, u represents the velocity vector of the liquid crystal fluid, p is the pressure, and d represents the director of the molecules. Ω ⊂ n is a bounded polygonal domain (unless otherwise stated). D(u) = where n is the outward normal of ∂Ω. We want to point out that, in the case of liquid crystal flows, the last relation of (1.5) represents the fact that there is no contribution to the surface forces, σ · n, from the director field d.
Not only the boundary conditions (1.5) seem to be more appropriate for some types of flow in the bulk of a liquid crystal configuration, but they also allow us to construct more efficient numerical schemes for the numerical simulation of the liquid crystal flows. Furthermore, the influence of the corner singularities is less severe with the free-slip and Neumann boundary conditions than with the Dirichlet boundary conditions. The purpose of this paper is to derive basic theoretical results concerning the liquid crystal flows with the boundary conditions (1.5) and provide an analytical background for the upcoming numerical investigation.
The paper is organized as follows: In the next section, we will introduce some notations and recall some mathematical results which are relevant to the analysis of liquid crystal flows. Then, in Section 3, we study a weak formulation for the liquid crystal flows with the boundary conditions (1.5). we will introduce an iterative Galerkin scheme to prove the global existence of the weak solutions. The crucial step is to maintain the energy law (3.17) for each finite dimensional approximation. In Section 4, we study the regularity and the classical solutions. We then introduce in Section 5 an equivalent formulation which allows us to construct a decoupled time discretization scheme for the liquid crystal flows.
Notations and mathematical preliminaries.
2.1. Notations. We denote by L 2 (Ω) the space of the square integrable functions on Ω equipped with the usual inner product and norm,
For any positive integer m, we denote by H m (Ω) the usual Sobolev space of m-th order, and by
We will also adopt the notation (cf. [2] ) of H m n (Ω), which denotes the space of vector functions v ∈ H m (Ω) whose normal component on the boundary vanishes, i.e.,
and
2.2. Interpolating inequalities and compactness lemmas. We now recall some basic interpolating inequalities that will be used throughout the paper. The first lemma is the Sobolev-Nirenberg inequality [3] and the second lemma contains the Ladyzhenskaya inequalities [5, 10] . 
Finally, we will need the following Aubin-Lions compactness lemmas (cf. [15, 11] ).
) and there exists a constant C such that
3. Weak formulation with the free-slip boundary conditions.
3.1. Free-slip boundary conditions. In the conventional Newtonian fluid, the free-slip boundary conditions are
together with the kinetic boundary condition
Here, the stress tensor σ(u, p) = pI + νD(u). (3.8) amounts to saying that the surface force is perpendicular to the surface. This is usually the case for the air contacted surfaces.
Lemma 3.1. Assuming (3.8-3.9) and ∂Ω is Lipschitz continuous, then
Furthermore, if u is sufficiently smooth, we have also
Proof. We derive from (3.8) and (3.9) that (σ · n) · u| ∂Ω = 0. Hence, (3.10) is a direct consequence of the Green's formula.
To fix the idea, we consider the three-dimensional case below. Thanks to (3.8) and (3.9), we have
Since u · n| ∂Ω = 0, the last term in the above formula can be computed as follows:
Here, τ k (k = 1, 2) are the unit tangential vector on the surface. Now, in the case of Ω being a polygonal domain whose boundary consists of flat pieces, the last term in the above formula vanishes since ∇ τ k n i = 0. Hence, we derive from (3.14) that
which implies (in the case of flat boundaries) that
In fact, (3.16) can also be viewed as that (∇ × u) × n has to be parallel to n. Therefore, it is also equivalent to (3.11) in the three-dimensional case, and equivalent to (3.12) in the two dimensional case where
Finally, if u is sufficiently smooth, the identity
In the case of flat boundaries,
which implies (3.13).
Energy law.
Previous studies (cf. [8, 9, 14, 13] ) on the system (1.1)-(1.3) indicates that it is important to derive an energy law for the system. In fact, such an energy law implies that the system will obey the second law of thermo-dynamics, hence, it is dissipative in the isothermal cases.
Under the boundary conditions (1.5), we can formally derive the following energy identity. 
Proof. Because of (1.2), we have the identity
Next, we multiply the equation (1.1) 
3.3. Existence of weak solutions. A weak formulation of the system (1.1)-(1.3) under the boundary conditions (1.5) is:
. The Rellich's compactness theorem [3] shows that the following inclusions are true and each space is dense in the next one:
Moreover, the first inclusion is compact. According to the regularity of the Stokes' operator (cf. [15, 2, 5]), 
. in D(A) as a basis of H.
Now, we can follow the procedure of [8] to construct a sequence of approximate solutions. For the sake of convenience, we will take λ = γ = ν = 1 below.
Let P m : L 2 (Ω) → span{φ 1 , . . . , φ m } be the orthogonal projector in L 2 (Ω). We consider the following approximate problem:
with the initial condition: are in fact a nonlinear ordinary differential system in t for the coefficients. The fact that all terms are smooth is enough for this ODE system to have a local solution up to a time T 0 . In the case that T 0 is small, the map u m toū is a contraction map. Hence, the Leray-Schauder fixed point theorem [4] gives the desired result.
Notice that the approximate solutions are in fact all classical solutions. This is due to the smoothness of the basis functions {φ i }, which are eigenfunctions of the Stokes operator A. The energy law (3.23) in the following lemma guarantees that the local solutions from Lemma 3.3 exist for all time. 
where 18)-(3.19) . Indeed, using the same type of compactness arguments as in [8, 15, 12] enables us to prove the convergence of each terms in the system (3.18)-(3.19), leading to the following theorem: 
for all T < +∞.
4. Regularity and uniqueness results. In order to obtain the global existence of the classical solution for the system (1.1)-(1.4), together with the regularity and the uniqueness of the weak solutions, we need to derive higher-order energy inequalities. Note that the boundary conditions (1.5) played essentially the identical role as the Dirichlet boundary conditions in deriving the energy identity (3.17). However, the role of the boundary conditions will be significantly different for higher-order energy laws. The two-dimensional case and the three-dimensional case share the same treatment while the difference in results is due to the differences in Sobolev embedding theorems (cf. [15, 8] ).
Lemma 4.1. We denote
A = Ω [ 1 2 |∇ × u| 2 + λ 2 |∆d − f (d)| 2 ] dx, B = Ω [−ν|∇ × ∇ × u| 2 − γλ|∇(∆d − f (d))| 2 ] dx.
Then, in the two-dimensional case, the weak solution (u, d) of the system (1.1)-(1.3) with the free-slip boundary condition (3.12) and the initial conditions (1.4) satisfies the following high-order energy law:
1 2 d dt A + 1 8 B ≤ C 1 A 2 + C 2 ,(4.
25)
In particular,
In the three-dimensional case, any weak solution (u, d) of the system (1.1)- (1.3) with the boundary conditions (1.5) and the initial conditions (1.4) satisfies the following high-order energy law:
Proof. Thanks to Lemma 3.1, we have formally the following identities:
Note also that the equation (1.1) is equivalent to the following equation under the divergence-free condition (1.2):
Hence, we can replace u t in (4.28) by the above relation to derive
Similarly, we can replace d t in (4.29) by (1.3) to get
(4.31)
Combining the equations (4.31) and (4.31), we arrive at: 
(4.33)
On the other hand, we derive from u · n| ∂Ω = 0 that
Now, using the fact that f (d) only depends on d which satisfies the maximum principle and hence is bounded, we have It remains to estimate the right hand side of the last inequality. Now the estimate will depend on the space dimension. In the two dimensional case, we have
Combining the above inequalities, we arrive at (4.25). Finally, we can derive the inequality (4.27) in the same way as the two-dimensional case. The only difference is that instead of the last estimate above, we have
. Substitute this into the argument for the two-dimensional case, we get the estimate (4.27) for the three-dimensional case.
The immediate consequences of the above lemma is the following theorem: 
5.
A decoupled numerical algorithm.
An equivalent formulation with the boundary conditions (1.5).
The main computational advantage with the boundary conditions (1.5) is that it leads an equivalent formulation which allows the decoupling of the pressure from the velocity in the computation.
Consider the following equation: Proof. Taking the divergence of (1.1), using(1.2) and the fact that divD(u) = ∆u = −∇ × (∇ × u), together with the result (3.13) in Lemma 3.1, we can derive (5.36) easily.
On the other hand, taking the divergence of (1.1) and using (5.36), we find that
This relation together with (1.5) and the initial condition div u| t=0 = div u 0 = 0, we derive (1.2). 
For the sake of simplicity, we only wrote a first-order time discretization. However, higher-order (≥ 2) time discretization can be easily adopted and should be used in practice. In a forthcoming paper, we shall analyze and implement such a scheme using a spectral discretization for the spatial variables.
