An equivalent strain constraint can be used instead of a crack propagation constraint based on the value o f the stress intensity factor, when the latter constraint is not available in a structural optimization package. The approach is demonstrated at two levels of fidelity for minimum weight design of a composite blade-stiffened panel with a crack. The low-fidelity approach utilizes a closed form solution of stress intensity factor while the high-fidelity approach computes it from the stress distribution around the crack. Results are compared with a direct approach that implements stress intensity factor as a constraint in the structural optimizations. The equivalent strain was computationally efficient, but did not converge to the optimum design when started from a very different initial design. Using the low-fidelity direct approach to obtain initial design for optimization based on the highfidelity model reduced computational cost for both direct optimization and the equivalent-strain approach, and it eliminated the problem of convergence to the wrong design for the latter approach.
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INTRODUCTION
In designing aircraft wing panels, one of the most important concerns is crack propagation in the skin of the panels. However, modeling crack propagation in complex structures entails high computational costs and the capability may not be available in the structural optimization software. Vitali et al.
1 combined high-fidelity (HF) and lowfidelity (LF) analyses for alleviating the ___________________________________________ computational burden of including crack propagation constraints. For the high-fidelity analysis, a detailed finite element model including the crack was created using the STAGS program 2 , and fracture mechanics theory 3 utilizing the stress distribution around the crack tip was applied. The low-fidelity model instead made use of a much coarser finite element mesh not including the crack, and a closed form solution for a cracked plate of infinite width.
Vitali et al. 1 performed analyses using both the high-fidelity and the low-fidelity analyses for a number of panels. Then a response surface (RS) was constructed for the ratio of the stress intensity factors obtained from the high-fidelity and the low-fidelity models as a function of stiffener spacing and thickness. This so-called correction response surface (CRS) was used to predict stress intensity factors by multiplying it with an RS constructed by fitting a large number of low-fidelity results. The CRS approach was shown to be more accurate than an RS fitted to only high-fidelity results.
Papila and Haftka 4 implemented crack propagation constraint directly within the structural optimization program GENESIS 5 . The stress intensity factor was determined by both low-fidelity and highfidelity approaches.
They performed number of structural optimizations for blade-stiffened wing panels for different load levels, crack sizes, and blade heights. They used the optimization results to fit a weight equation for the optimum panel weight as a function of configuration parameters.
They showed that the response surface allows detection of some cases where the low-fidelity model produces weights that are substantially different from the weights predicted by the high-fidelity model.
Direct optimization with stress intensity constraint is not available in all structural optimization packages, and the CRS approach may not be practical for very large number of design variables. Therefore, the present paper investigates as an alternative an equivalent strain approach. The equivalent strain approach was inspired by a similar methodology used in an in-house Ford Motor Company Program called STOPFAT (Structural Thickness Optimization Procedure based on FATigue life). STOPFAT replaces the fatigue life constraint, a feature not generally available in most finite element programs, with an equivalent stress constraint.
A first attempt to include crack propagation constraint in an optimization problem in the form of equivalent strain constraint can be found in Vitali et al. 6 The objective of the present paper is to investigate further the performance of the equivalent strain concept and to focus on its convergence properties. It also compares the application of the equivalent strain constraint based on the high-fidelity or low-fidelity models. Section 2 presents the problem definition, describes the methodology, and details the steps of the approach. Sections 3 and 4 provide low-fidelity and high-fidelity results, respectively. Approaches combining the low-fidelity and high-fidelity models are presented in Section 5, and Section 6 offers concluding remarks.
METHODOLOGY 2.1 Problem Definition
Minimum weight design of composite bladestiffened panels with a through-thickness crack was studied. The geometrical dimensions and panel configuration parameters are shown in Figure 1 . The panels were loaded in tension of magnitude P y N that is one of the configuration parameters, together with crack length 2a and the blade height h. The in-plane loading P y N for each configuration was modeled by the point force, P y as given in Eq. (1), together with the constraint of uniform displacement in y-direction at the loaded ends. 
The loaded edges and the unloaded edges are simply supported and free, respectively Due to the symmetry of the problem, only one quarter of the panel was modeled in the finite element analysis. The analysis and the optimization were carried out using the structural optimization program GENESIS 5 . The material used for the panel was AS4/3501-6 graphite/epoxy, and its properties are given in Table 1 . The stacking sequence of the skin and the stacking sequence of the stiffener were kept constant as [+45/90/0] s .
The thicknesses of different plies, +45°, 90° and 0°, present in the skin and in the stiffener were used as design parameters. The thicknesses of the +45° and -45° plies in each laminate were set to be equal to each other. A total of six ply thickness design variables were used and were labeled as 
Stress Intensity Factor Calculation
For isotropic materials, the fracture toughness of a material K Q is a material property determined by mechanical tests that is used as a limit on the stress intensity factor K. For laminated composites, however, K Q depends on both the material properties of the laminates and on their lay-ups. In other words, K Q should be determined for each lay-up under consideration even if the same composite material is used.
Vaidya and Sun 8 proposed a method for predicting crack propagation in a composite laminate based on the properties of the 0° plies. For composite laminates, experimental results obtained by these authors showed that while matrix cracks provide stress relaxation, the final fracture of the laminate is controlled by fiber breakage in the 0° plies. Following their method, the average stress intensity factor, K through the thickness of the plate is computed by modeling the laminate as an equivalent orthotropic plate. Then the stress intensity factor in the zero-degree ply
where η is defined as the ratio of the nominal stress in the 0° ply to the average stress in the laminate. It is important to note that both stresses used to obtain the ratio η must be calculated far from the crack field, and 0° direction coincides with the loading direction, y, that is perpendicular to the crack:
Note that η depends on both the stacking sequence and the type of loading. The crack in the skin of the panel is assumed to propagate, leading to structural failure, when the stress intensity factor in the The average stress intensity factor K through the thickness of the plate is computed here by two approaches. The high-fidelity approach is based on the theoretical distribution of y σ near the crack tip of the equivalent orthotropic panel as:
The high-fidelity value of K , K HF , was obtained by fitting y σ as a function of the distance from the crack tip, r using Eq.(4) in a least square sense. Whitney and Nuismer 10 reported that Eq.(4) is generally considered to be quite accurate when
where a denotes the half crack length size.
In this small region near the crack tip a refined finite element mesh is needed. The high-fidelity model created using the FEMB/Genesis 7 program to satisfy this need is shown in Figure 2 .
The low-fidelity approach used to calculate the stress intensity factor K, employs the infinite cracked
where y σ is the average stress present in an equivalent orthotropic panel that does not model the crack at the location where the crack is assumed to be. The value of the stress intensity factor obtained by the low-fidelity method is denoted by K LF . K LF is approximate mainly for two reasons: (i) the finite size of the panel was not taken into consideration in Eq.(5); and (ii) the beneficial effect of the stiffener on reducing the stress intensity factor could not be fully captured by this model. However, the low-fidelity method has the advantage of being computationally inexpensive.
Equivalent Strain Constraint
Because not all finite element programs have provisions to include stress constraints in structural optimization, it may be useful to replace the stressintensity constraint by a stress or strain constraint. Both models will be used with the equivalent strain constraint. The high-fidelity model may be appropriate when the analyst can easily calculate the stress intensity factor from a detailed finite element model, but cannot easily use it in a structural optimization program. The low-fidelity model, being based on a simple equation, allows inclusion of the stress intensity even when it is not easy to calculate it from a detailed finite element model. 
where K 0 is the stress intensity factor generated by the remotely applied stress resultant on the panel skin, 
where the left hand side of Eq. (7) represents the strains in the principal directions of the laminate at an angle θ, R(θ) is the rotation matrix from the global to the laminate coordinates, A -1 is the inverse of the laminate in-plane stiffness matrix, and all y N , is the allowable stress resultant. These strain values are then used as allowable strains instead of the stress intensity factor constraint in the panel weight optimization problem.
Once the panel is optimized, the optimum design will not necessarily satisfy the crack propagation constraint, and the procedure is repeated until convergence. There is no guarantee, however, that the procedure will converge or that it will converge to the true optimum.
The procedure can be summarized in the following steps:
1. Low-fidelity FE analysis to determine in-plane load far y N , 2. Calculation of K and K 0 based on current stress values from low-fidelity or high fidelity model 3. Calculation of allowable strains from Eqs. (6) and (7) 4. Use of the allowable strains in the minimum panel weight optimization (using low fidelity FE model since crack is not present) and determine far y N , for the current design.
5. Go to step 2 for the new design and check for convergence.
The iterative convergence criterion requires absolute change in the weight of the panel and in the stress intensity factor K 0 during two subsequent iterations not more than 10 -5 and 10 -1 , respectively. With default GENESIS convergence criteria, the convergence criteria in Step 5, were occasionally automatically satisfied when GENESIS made no AIAA 2001-1207 4 change in the design during an iteration. Consequently, for the last iteration we also ran the optimization with tightened convergence criteria in GENESIS.
PANEL CONFIGURATION STUDY BASED ON LOW-FIDELITY EQUIVALENT STRAIN APPROACH
A first panel configuration study was considered based only on the low-fidelity stress intensity factor K LF , that is stress values from lowfidelity model is used in step 2 given in the previous section. Different configurations were obtained by changing three configuration parameters shown in Figure 1 (i) the crack length 2a, (ii) the blade height h, and (iii) the panel in-plane design load P y N . The ranges of the three configuration parameters are given in Table 2 .
Twenty-seven configurations were studied corresponding to lower, center, and upper levels for design variables was carried out using the equivalent strain approach with the low-fidelity model. Two different sets of initial designs were used in order to assess the effect of initial design on the convergence of the equivalent strain approach. One initial design was a quasi-isotropic laminate with all plies at their upper limits (0.025 inches). The second design was 90°-ply dominated laminate where the proportion of the 90°-ply thickness is higher than 0°, +45° and -45° plies. Comparisons are shown for three of the 27 configurations in Table 3 to 5. Of the 27 optimizations with a thick quasi-isotropic initial design, 19 configurations required a single optimization iteration following step 1 of the procedure for convergence, while eight configurations required two iterations. On the other hand, the changes in weight and K 0 value between the iterations are very small for all eight configurations.
The top parts of Table 3 to 5 present the results for three of these eight configurations, Configuration 9, 12 and 27, with quasi-isotropic initial design. In the tables, the second columns show the low-fidelity (LF) direct optimization 4 results including CPU time spent on a machine with 700 MHz Pentium III processor and 528MB RAM memory. determined by Eqs. (6) and (7). The iteration columns present the design variables and the strain levels after LF optimization using the allowable strain limits reported in the preceding column, and present also updated allowable strains to be used for next iteration. For convergence in i th iteration, the relevant column should report achieved strain levels converged to the allowable strains determined for (i+1) st iteration. Table  3 to 5 show that optimal weights by LF direct optimization and LF equivalent strain approach are almost the same when started with quasi-isotropic layup although the material distribution within the plies is slightly different. The present approach traded were set to their upper limit value (0.025 inches), which caused the initial designs violated the constraint on K 0 . From these initial designs the optimization converged more slowly. Furthermore, the designs obtained from the 90°-ply dominated initial design were substantially heavier, by 16% to 40%. The lower halves of Table 3 to 5 summarize the results with a 90°-ply dominated initial design for Configurations 9, 12 and 27.
The weight of the stiffened panel of Configuration 9, Configuration 12 and Configuration 27 were 37%, 40% and 38% heavier, respectively, than with quasi-isotropic initial design. Note that for these designs the allowable strains min _ ) , ( 2 1 all ε ε are much tighter than the bounds for the quasi-isotropic case. This particular allowable strain component limits the deformation in the direction transverse to the loading or 0° direction indicated in Figure 1 . Since the transverse deformation is mainly controlled by the 90°-ply, the optimizer attempts using more material in that ply.
The results were also checked against the results of high-fidelity optimization subject to direct constraint on K 0 as implemented by Papila and Haftka 4 . Figure 4 compares optimal weights by direct high-fidelity optimization and the low-fidelity equivalent strain approach. Figure 4 shows that the low-fidelity procedure of equivalent strain produces heavier designs, especially for larger crack sizes. For example, Configurations 9 and 27 have the same blade height and in-plane design load, but of minimum and maximum crack size, respectively. The deviation from the highfidelity design is about 2% for Configuration 9 whereas it is about 7% for Configuration 27. It seems that almost all of these deviations are due to the use of LF stress intensity calculations rather than replacing the crack propagation constraint with a strain constraint because the optimal weight by LF direct optimization and LF equivalent strain constraint approach are almost identical.
EQUIVALENT STRAIN CONSTRAINT BASED ON HIGH-FIDELITY MODEL
The equivalent strain constraint was also applied with high-fidelity analyses and the results are compared with the ones obtained from low-fidelity method and high-fidelity direct optimization 4 . In the high-fidelity equivalent strain approach, the value of the stress intensity factor utilized in Eq. (5) is K HF as determined from Eq. (3). That is, stress values from the high-fidelity model are used in step 2 as given in section 2.3. For each panel, K HF was calculated and the corresponding allowable strains were obtained. The structure was then o ptimized using the equivalent strain constraint based on LF model, and the procedure was repeated.
Therefore, the equivalent strain constraint based on HF method is actually a multi-fidelity approach that uses lowfidelity model in the optimization where derivatives are needed and the high-fidelity model in a few analyses to improve the accuracy of the results.
The three configurations reported in Table 3 to 5 were studied also with the high-fidelity equivalent strain approach. K , allowable strains and weight are determined by high-fidelity analysis at the state of design variables determined by LF optimization using the allowable strains from preceding column /iteration. Therefore, for each iteration column, the CPU time for one LF optimization and one HF analysis are reported. The total CPU time at i th iteration is the cumulative CPU times spent before and in the i th iteration. Table 6 to 8 show that procedure may need more than one iteration for both feasible and infeasible initial designs as in LF equivalent strain case. As noted earlier in section 2.3, iterations may be halted prematurely by the GENESIS convergence criterion (default settings in GENESIS).
Tightening the GENESIS convergence setting may cause additional iterations if the strain levels actually achieved and the updated allowable strain levels at the last iteration are still different.
With quasi-isotropic initial design optimal weight for Configuration 9, 12 and 27 is only 0.07%, 1.5% and 0.5% heavier than the HF direct optimization results, respectively. For these designs, the HF equivalent strain approach made use of less material in the blade w hile increasing material in the skin. For Configuration 12 (Table 7) , for instance, K at 99277 i.e. the low level of the stress intensity factor, and the strain levels reported at the column for iteration 1 in upper half of Table 7 indicated that there was still room to progress for a lighter design at iteration 2. We tried much tighter Genesis convergence/control parameters 11 instead of the default settings within the optimization of iteration 2. The optimal design resulted in 0 HF K as 100002 and 1.5% heavier than the HF direct optimum.
Besides providing a capability to optimize for stress intensity factor when this is not available in a structural optimization program, the equivalent strain approach may also reduce computational cost because it does not require derivatives of the stress intensity factor. The CPU time spent for the optimal design of Configurations 9, 12, and 27 was reduced by factors of 2.5, 1.6, and 1.2, respectively. These gains are relatively small because of two factors. GENESIS calculates the derivatives of the stress intensity factor analytically and uses efficient approximations, so that the number of stress intensity calculations is minimized. The gains could be more substantial when these derivatives are calculated by finite differences.
On the other hand, the sensitivity to initial design remained to be a problem as shown by the lower halves of the tables. As in the LF results, tighter minimum bound of strains 1 ε and 2 ε caused use of material in 90°-ply while the target level of stress intensity factor was reached mainly by the changes in skin t 0 through the iterative procedure. The optimal weight found were higher than HF direct optimal weight by about 40% for the three configurations
COMBINATION WITH LOW-FIDELITY DIRECT OPTIMIZATION
In order to handle the sensitivity to initial design and reduce the computational cost, the optimum design obtained by low-fidelity direct optimization 4 may be used as the initial design for the high-fidelity optimization. This applies to both the direct approach and the equivalent strain approach. Table 9 summarizes the application of these multifidelity approaches for Config. 9 and 27, at upper and lower halves of the table, respectively. We can now compare the first column of Table 6 and Table 9 for Configuration 9. The CPU time spent for the optimum was reduced from about 127 sec. to about 67 sec. (8.21 sec. for LF direct optimization + 58.3 sec. HF direct optimization). In the high-fidelity equivalent strain approach optimal design was found in 54 CPU seconds. The optimal weight by multifidelity direct approach and equivalent strain approach are 1.896 and 1.912 lb., respectively. The latter is heavier by less than 1% although the material distribution in the skin and the blade is different. The difference for Configuration 27 (Table 8 and Table 9 ) is much smaller in terms of both material distribution and the optimal weight. It seems that combining the LF direct optimization with HF equivalent strain approach solves the sensitivity to initial design, but does not bring in noticeable computational saving. The multi-fidelity direct optimization benefits the most in terms of computational cost. It should be cautioned, however, that even though the differences in weight are small, the equivalent strain approach converges to a different design, and for other problem the difference in weight may be more significant.
CONCLUDING REMARKS
An equivalent strain approach may be used to model stress intensity constraints in structural optimization programs that do not provide optimization capabilities for such constraints. We evaluated the convergence properties and computational savings provided by such an approach. Two levels of fidelity were used. The lower-fidelity model employs an analytical formula to obtain the stress intensity factor, and can thus be used even with software that makes it difficult to calculate the stress intensity factor. The higher-fidelity model employs a refined finite element model near the crack and periodic calculation of the stress intensity factor. In both cases a low-fidelity model that does not model the crack is used for optimization with the equivalent strain approach. Results for stiffened composite panel were compared to direct optimization with a stress intensity constraint.
The low-fidelity equivalent strain design was conservative, and up to 7% heavier than designs obtained with direct high-fidelity optimization. However, most of the difference was due to the difference between the low-fidelity and h igh-fidelity models rather than due to the use of the equivalent strain constraint. For both high-fidelity and low-fidelity applications of the equivalent strain constraint we found that the design converged to a poor solution when started far away from the optimum, a problem not shared by direct optimization. The equivalent strain constraints provided gains computer time ranging from a factor of 1.2 to 2.5 compared to direct optimization. However, we expect larger gains if analytical derivatives for the stress concentration factors are not available.
The problem of convergence to a heavy design from a poor starting point was mostly solved by performing first low-fidelity direct optimization (where the stress intensity factor is obtained from a formula). Then the final low-fidelity optimum was used as initial design for the high-fidelity optimization. Still, while the equivalent strain approach converged to designs with close to optimal weight, the design variables were substantially different raising the possibility that for other problems the difference in weight may be more substantial. The use of initial direct LF optimization also reduced computational cost substantially for the direct optimization and eliminated the computational advantage of the equivalent strain constraint for the examples we studied.
It seems that the direct implementation of propagation constraint as multi-fidelity approach as combination of both low-and high-fidelity levels is very efficient as long as the analysis and optimization tools such as Genesis allow it to be implemented. The equivalent strain approach can be considered if the direct implementation is not possible. In addition, the efficient approximations and the analytical sensitivity calculations in the Genesis reduce t he advantage of equivalent strain approach, and the approach may provide substantial computational savings with other programs using finite difference based sensitivity information. 
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