Introduction
In recent years, significant weight reductions have been achieved in commercial aircraft design. The newly developed Airbus A350 consists of 53% composite material, resulting in CO 2 emissions per passenger which are 25% lower than the current aircraft in its class [1] . Such remarkable improvements in structural efficiency have been greatly aided by developments in finite element (FE) modelling, especially in the area of composite damage modelling. Following publication of results from the World Wide Failure Exercise (WWFE) outlined in [2] , research involving US and European researchers led to the development of "LaRC" (Langley Research Centre) failure criteria [3] [4] [5] . Crucially, LaRC criteria are physically-based and incorporate the Puck criteria of [6, 7] , which had performed well in the WWFE. Coupled with greater availability of computational power, more widespread use of physically-based composite damage models has considerably improved predictions of failure onset. However, as the drive towards even lighter, more efficient structures continues, there is a growing need to ensure that crashworthiness is not compromised by lightweighting measures.
Aircraft skin structure plays a crucial role in absorbing energy in a crash situation. The composite fuselage skin structure of the Airbus A350 features bolted joints, where countersunk fasteners are used for aerodynamic reasons. As damage tends to localise at stress concentrations, joints have a significant influence on the level of energy absorbed in a crash situation. In fact, in a global aircraft crash simulation, if the failure of fastened joints is not modelled accurately, global kinematics and the predicted overall crash behaviour can be completely incorrect [8] . Thus, accurate simulation of catastrophic failure of dynamically loaded countersunk composite joints is an important research goal for the aircraft industry.
Dynamic structural analyses are normally carried out using an explicit solver, which offers important benefits for modelling catastrophic failure of composite bolted joints, including a robust handling of contact and material softening [9] . For these reasons, explicit FEA is set to play an increasingly important role in simulating failure of complex aircraft structures [10] . et al [11] A highly efficient global modelling approach was developed, in which laminates were modelled using shell elements, and joint behaviour was represented by et al [12] [11]
. Here, correlation with experiment improved when additional link elements were included to account for the inhibiting effect on delamination of compressive through-thickness stress arising from fastener pre-load.
In our recent quasi-static modelling study of [9] , bearing failure of countersunk composite joints was simulated using 3D explicit FE models. A physically-based damage model was used to predict composite failure and very good correlation was obtained with experiment. Quasi-static numerical studies are generally used in sizing aircraft joints and do not feature prediction of fastener failure, as joint sizing is based on the initial rather than ultimate failure loads. However, studies involving dynamic loading are used to investigate crashworthiness behaviour, so the simulation of complete joint separation is important. Prediction is needed not just of damage initiation, progression and preliminary failure, e.g. bearing failure, but also ultimate failure of the joint, which is often sudden or "catastrophic" (e.g. net-tension failure, bolt failure or bolt pullthrough).
Although catastrophic failure of dynamically-loaded composite bolted joints has been analysed using global and stacked shell models, high fidelity 3D models have not yet been applied to this problem. Furthermore, little or no attention has been given to the prediction of fastener fracture, with most numerical studies focusing solely on composite damage, or including only a simple plasticity law to deal with nonlinearity in the response of the fastener material. The aim of the current paper is to use detailed 3D solid FE modelling to simulate catastrophic failure of dynamically-loaded composite bolted aircraft joints for the first time. Far greater attention is given to the prediction of fastener damage than in previous studies, with a Johnson-Cook failure model assigned to the bulk fastener material. A novel approach of using cohesive elements at critical failure locations allowed representative fractures to be captured where the bulk metal failure model was not quite so predictive. This type of high-fidelity FE modelling of dynamically-loaded joints has significant potential to further improve predictive capabilities and provide valuable inputs to global crashworthiness models.
Experimental Results
High speed tensile tests of countersunk composite bolted joints, representative of fuselage skin joints, were carried out in [14] , as part of a crashworthiness study in the MAAXIMUS project [15] . The joints were designed to promote bearing failure (w/d=6.25) and were manufactured from HexPly ® M21E/IMA carbonepoxy pre-preg. Joints were fastened with 4.8 mm diameter, aerospace grade titanium (Ti-6Al-4V) bolts, having 130° countersunk heads (ABS0873), and steel nuts (ASNA2536). Bolt-hole clearance was maintained at less than 57µm, which represents a H8 tolerance of ISO 286-2 (1988) and is considered a realistic upper tolerance for aerospace joints. Two layups were studied. Joint geometries are shown in Figure 1 , with relevant dimensions given in Table 1 . The tests which featured a test velocity (TV) of 10 m/s are the main focus of this paper so unless stated otherwise, a 10 m/s loading rate is considered. Regarding the abbreviations used, "CLam_B1" for example, refers to a joint with "C"-layup laminates, and one bolt ("B1"). A test repeat number is also included (e.g. "CLam_B1_1" indicates the first instance of a number of 10 m/s test repeats).
In [14] , the type of final (i.e. catastrophic) failure had a substantial effect on the amount of energy absorbed by the joint, which contributes significantly to overall structural crashworthiness. Two types of final failure mode were observed in [14] -fastener fracture at a thread (denoted "FF" failure) and fastener pull-through (denoted "FP" failure). As shown in Table 2 , all C-layup joints (CLam_B1 and CLam_B3) exhibited FP as the final failure mode. For the ELam_B1 joints, which feature thicker laminates, three of the six specimens exhibited FF failure, while the other three exhibited FP failure. An FF failure of an E-layup, single-bolt joint is shown in Figure 2 (a), while an FP failure of the same joint type is shown in Figure 2 (b). It can be seen that the FF failure is associated with far less bearing damage, and hence energy absorption, than the FP failure, because the fastener failure at a thread interrupts the crushing process.
A crack in the countersunk head can be seen in Figure 2 (a), appearing on the side where the bolt rotates down into the laminate (i.e. the side which is not reacting the in-plane bearing load). In the tests of [14, 16, 17] , this type of crack was evident in the thicker (E-layup) joints, but not in the thinner C-layup joints. This was attributed in [14] to the higher moment being reacted by the fastener (due to the more eccentric load path) in thick, single-lap joints. A further observation in high speed experiments was the removal of the cadmium coating from the nut (see ring markings on non-countersunk (NCSK) laminates in Figure 2 (a) and (b)), which indicated significant normal loads arising between the nut and laminate in this region.
The filtered load-deflection curves from the 10 m/s single-bolt joint tests are shown in Figure 3 . The CLam_B1 joints, which all failed by FP (fastener pull-through), exhibit a gradual softening after the ultimate load is reached. The thicker ELam_B1 joints exhibit nearly twice the ultimate load of the CLam_B1 joints.
Repeats 1 and 3 of the ELam_B1 joints, which fail by FF (fastener fracture at a thread), exhibit a complete drop-off in load after ultimate load is attained. Even for the one E-layup joint that did not fail in this catastrophic manner (i.e. repeat 2), the load initially drops much more sharply than in the thinner C-layup joints, and then, at about 2.5 mm joint deflection, the response settles to a more gradual unloading slope, similar to that of the C-layup joints. The initial sharp drop is attributed to the aforementioned countersunk head fracture.
Finite Element Models

Model details and objectives
This numerical investigation focuses on 10 m/s loading of single-bolt and three-bolt joints. Three models (CLam_B1, ELam_B1 and CLam_B3) were developed in Abaqus/Explicit, with the bolt-hole contact region of the CLam_B1 model shown in Figure 4 . Images such as those in Figure 4 and Figure 5 have half of the model removed to give a better view of the bolt-hole contact region. A bolt pre-load of 2.28 kN was introduced by applying a thermal expansion to the nut, as outlined in [18] . Contact surfaces were defined at part level and could be included in multiple assembly-level interactions. Prior to any calibration, the friction coefficients used in [19] were utilised, i.e. 0.7 for laminate-laminate interactions, 0.3 for nut-laminate interactions, and 0.1 for bolt-laminate interactions.
The simulations featured a physically-based damage model, implemented in VUMAT, with non-linear inplane shear behaviour for the simulation of composite failure. Maximum stress criteria were used to predict tensile and compressive fibre failures, while the crack band model [20] was used to mitigate mesh sensitivity. Although delamination was not modelled explicitly, the use of Puck criteria allowed for the prediction of ply failures which mimicked delaminations [21] . Furthermore, the Mohr-Coulomb type intralaminar failure criteria ensure that through-thickness compressive forces increase resistance to laminate splitting, which is physically realistic (and was found to be important in [13] ). For further details on the damage model and the joint modelling approach, see [9] . Some notable differences between the quasi-static modelling of [9] and these analyses are:
 Joint end displacements were applied using a 10 m/s velocity boundary condition instead of the smooth step displacement used in [9] .
 A compressive fibre fracture energy (G fc ) of 143 kJ/m 2 was used in all models. Based on results obtained in [9] , this was considered suitable for predicting bearing damage development in this toughened carbon-epoxy material.
 Near-hole meshes featured 35 rings of elements (having one ply thickness in the radial direction), as shown in Figure 4 . This highly-refined region of mesh was required to adequately simulate the extensive hole crushing occurring prior to separation. All composite elements which could potentially come in contact with the fastener or nut were included in interior surface contact definitions.
 A material model incorporating plasticity and damage was applied to the titanium fastener regions.
 Cohesive elements were included in two locations, as shown in Figure 4 , to allow fastener fractures to be simulated at the fracture locations of the experiments (see [14] ). Cohesive zones were defined at the thread location (to simulate FF fracture) and in a ring inside the countersunk head (to simulate head fracture which facilitates FP joint failure). The cohesive zones could be made inactive by using very large strengths (i.e. 10,000 MPa) to enforce elastic behaviour across a particular cohesive zone, or activated at the FF or FP zone (or both) simply by lowering the strengths at the relevant zone.
 Due to the inclusion of the cohesive elements, selective mass scaling was applied to retain the  Rather than pure stiffness hourglass control, which is suited to quasi-static simulations [22] , a combined stiffness-viscous control, with a weighting factor of 0.5, was utilised in the dynamic models.
The Johnson-Cook [23] material model which is available in Abaqus/Explicit was used to simulate the mechanical response of the titanium fastener. This material model incorporates rate-dependent plasticity and a progressive damage formulation, although effects of temperature on the material behaviour have been omitted for these analyses. The yield stress ( ) which governs rate-dependent plasticity is defined as:
( 1) where is the equivalent plastic strain and A, B, C and n are material parameters. Relevant parameters for
Ti-6Al-4V, shown in Table 3 , were obtained from an FAA study conducted by Lesuer [23] . The reference strain rate ( ) was taken to be 1.0.
The Johnson-Cook criterion, defining the equivalent plastic strain at damage onset, is given by:
where d 1 -d 4 are parameters, given in Table 3 .
In addition to the mechanical behaviour of the fastener, a large number of model parameters can be expected to vary with loading rate. For example, most high-rate testing studies on carbon-epoxy suggest enhancement of matrix-dominated properties with loading rate [24] [25] [26] [27] . The mechanical response of the joint materials may also be affected by temperature increases caused by the friction forces acting in the hole crushing region [28] . Such effects are not so easily accounted for in these FE models. Thus, to adequately capture the complex failure process, a model calibration procedure is considered justified. In this, certain parameters are varied to obtain reasonable correlation with experiment for a baseline case (i.e. CLam_B1_TV10). Using the calibrated parameters, other cases are modelled to see if experimental trends can be captured.
Model Calibration
CLam_B1 joints failed via fastener pull-through (FP), so a key goal of the calibration was to achieve this failure in simulations. It was also necessary to eliminate some non-characteristic behaviour which arose in trial simulations and improve model predictions for the baseline case. Initially, both cohesive zones were deactivated, to investigate if pull-through could be simulated solely using the built-in Johnson-Cook plasticity and metal damage model of Abaqus/Explicit. The complete model calibration applied to the CLam_B1 model is summarised in Table 4 and outlined here.
The first simulations showed "bursting" to occur, i.e. the nut burst through the non-countersunk (NCSK)
laminate at the side of the hole not in contact with the bolt, as shown in "Mod_0" in Figure 5 (a). This did not occur in the experiments, but our simulations of a countersunk joint in [29] showed this region of the NCSK laminate to be under severe compressive through-thickness stress due to the bolt rotation and consequent pressing of the nut into the laminate. In addition, the removal of the cadmium nut coating (see Section 2) via friction is also indicative of high normal forces between the nut and NCSK laminate. Thus, even though bursting did not occur in the tests, it is likely that it could have done with minor changes in test parameters, and therefore prediction of its occurrence is not unreasonable. To prevent bursting in the model, in "Mod_1"
(simulation with first modification), we assigned elastic properties to surface layers at this side of the hole in the NCSK laminate, as shown in Figure 4 .
Two other features, which appeared in Mod_1, but not in the tests, were (1) penetration of highly distorted elements into the bolt and (2) the development of significant NCSK hole crushing rather than CSK hole crushing. Neither of these issues arose in the quasi-static models of [9] (which were required to predict far less hole crushing). To rectify this, modifications were made to the element deletion criterion: 
2. The shift in hole crushing from the CSK hole to the NCSK hole, after the development of extensive bearing damage, was attributed to insufficient element deletion in the countersunk area. A very conservative value of 1.0 had been chosen for the element deletion criterion, in order to leave the elements in the analysis for as long as possible. However, as elements in the countersunk region are initially highly skewed due to the high (130°) head angle, in order to be deleted, they must become far more distorted than those located elsewhere. Lowering the shear strain threshold (Ω)for the material in the countersunk region (identified as "VUMAT_CSK" in Figure 4) , from 1.0 to 0.4, allowed these elements to be more readily deleted, permitting CSK hole crushing to dominate, as had been seen in experiments.
The next adjustment was to the friction parameters (see Mod_3 action of Table 4 ), but this still did not yield pull-through failures. Instead stable composite crushing dominated, with no mechanism for catastrophic joint failure (see Figure 5) ). In [30] , a range of Johnson-Cook material parameters are presented for Ti-6Al-4V, indicating a degree of uncertainty associated with these inputs. With this in mind, metal plasticity and damage parameters were varied significantly to promote fastener damage. However, in simulations where the fastener was more damageable, the damage tended to localise in the shank just below the countersunk section and so the fastener fracture was different to that of experiment (where the angled part of head had been torn away from the shank). It was thus concluded that catastrophic failure could not be predicted solely 
Results
Load-deflection and damage in the calibrated model versus experiment
Reaction forces obtained from dynamic models generally feature large-amplitude, high-frequency content, and require filtering to remove frequencies which are not of structural significance. Frequencies of structural significance are typically two to four orders of magnitude less than the highest frequency which can be captured by the model [22] , which is related to the stable time increment. Here, reaction forces at the fixed end of the joint were output at every increment. This ensured that all solution frequencies were present in the raw signal, preventing any possibility of aliasing during post-processing. In the post-processing phase, this raw data was filtered to remove unwanted high-frequency noise in the numerical solution. Various low pass filters were trialled, and a filter of 5 kHz was found to adequately remove high frequency content without excessively smoothing the predicted response. It is noted that the raw force signals from the high speed tests of [14] were low-pass filtered at a frequency of 2.5 kHz to remove oscillations associated with the test rig.
The higher filter cut-off applied to the numerical results gave confidence that the structural response of tests was adequately represented in the filtered response.
The filtered and unfiltered force signals for the calibrated CLam_B1 joint model are presented in Figure   6 (a). While the unfiltered numerical response cannot be meaningfully interpreted, the filtered response is characteristic of the load-deflection curves obtained in the high speed tests of [14] . Due to the significant effects of machine slack on the stroke readings of high speed tests, digital image correlation was used to obtain displacement measures in [14] , and these are compared with nodal displacements at the same locations in the model. Force readings were taken from the fixed ends of the models, as this was the side where the load cell was positioned in the tests. In Figure 6 (b), the filtered force-extension response of the model is plotted alongside the experimental results (which were available to extensions of 5 mm).
Remarkably good agreement is seen between experiment and simulation in the elastic loading phase, for which the model response is largely independent of calibrated parameters. The subsequent failure onset and crushing loads in the model (which was calibrated according to Table 4 ) also captured the experimental response well over the 5 mm extension for which experimental data was available. A peak load of 7.3 kN was predicted, which is within the experimental values, and this peak was followed by a significant drop, which was also apparent in repeat 3 of the experiments. In the model, the force recovered slightly between extensions of 2.5 mm and 4 mm, whereas the experimental readings showed a gradual load drop-off. The development of compressive fibre damage in the CLam_B1 model is shown in Figure 7 . At a displacement of 2 mm, the countersunk head has begun to separate. After separation of the countersunk head, the assembly remains intact, with the bolt shank gradually pulling through the countersunk hole (see inset at 6 mm displacement). At this point, the crushing composite "flows" up under the nut, at the nonclamped side of the NCSK hole. A high speed test image taken just prior to joint separation is compared to the CLam_B1 model in Figure 8 . Similar bolt rotations are observed in experiment and in simulation. Very significant countersunk hole crushing is evident in both model and test at final separation.
Single-Bolt Failure Prediction
With model parameters kept unchanged from the calibrated model, the thicker joint exhibiting fastener pullthrough (FP) failure was simulated in a model denoted "ELam_B1_FP". The predicted response curve is plotted alongside the experimental response of the sample which exhibited fastener pull-through (repeat 2)
in Figure 9 (a). It is evident that the elastic response of the FP model accurately captures experimental behaviour in the early loading region. However, the onset of damage occurs earlier than in experiments and the predicted ultimate strength, at 10 kN, is 1-2 kN lower than experimental values. Inaccuracy in the ultimate strength could be due to the use of cohesive elements (calibrated for the CLam_B1 model) to simulate head fracture, the properties of which are not rate dependent. Ultimate strengths of ELam_B1 joints in high speed tests were considerably higher than those attained in quasi-static tests, which was attributed to a rate-enhancement in the mechanical behaviour of the fastener. This would not be captured in Separation of the FF joint model, after fracture in the FF zone, was somewhat delayed compared to the joint separation observed in high speed test footage. This was due to model friction forces acting between the fastener shank and non-countersunk hole, which prevented immediate release/separation after FF fracture and resulted in further hole crushing. This led to the final drop-off slope in the load deflection curve ( Figure   9 (b)) being more gradual than in the tests. This discrepancy could be minimised by reducing the interior friction parameter which controls the friction forces acting between the fastener and eroding holes. Reduced bolt-hole friction forces would facilitate an easier release of the fastener from the NCSK hole, limiting crushing during separation. However, employing reduced interior friction across all models would diminish the stable crushing loads in the other models and so was not invoked.
In the work of Pearce et al [31] , stacked shell model predictions of a 10 m/s joint response, diverged significantly from experimental results after extensive bearing damage. This was attributed to the inability of the model to reproduce behaviour of debris material (of woven fabric composite) and it was proposed that smooth particle hydrodynamics (SPH) be considered to overcome this. In contrast, although an initial calibration was necessary, the 3D simulations conducted here showed reasonably good agreement with experimental response curves, even after significant bearing damage development. This improvement may be partially attributed to the fact the shell elements do not calculate the through-thickness shear or normal stresses accurately [31] .
Images from the high speed tests taken just prior to the separation of ELam_B1 joints are compared with model images in Figure 10 . The FF model, shown in Figure 10(b) , exhibits a crack in the countersunk bolt head at the side of the hole not in contact with the bolt, in addition to detachment of the nut section. As discussed in [14] , the head crack on the non-load-bearing side of the countersunk hole is caused by the high out-of-plane forces required to maintain equilibrium. In line with experiment, this was solely a feature of the ELam_B1 simulations -the CLam_B1 model did not exhibit crack initiation at the non-loaded side (but the head was rather "ripped off" from the load-bearing side). The FP model of Figure 10 Figure 11 . The limited bearing damage at both holes (compared to a CLam_B1 model), the exposed fracture surface at the shank, and the crack in the countersunk head are all features of the experimental test.
The single-bolt joint models demonstrated that fastener fracture at a thread (FF failure) was more likely to occur in an ELam_B1 joint than in a CLam_B1 joint. To examine this further, the same mode 1 strength (1950 MPa) was applied to the cohesive elements at the FF zone in a CLam_B1 model. In this model, the FF cohesive elements did not fracture, and an identical FP response to that observed for the original CLam_B1 (FP) model was again observed. This showed that FF failure, which dramatically reduced energy absorption, would occur more readily in an E-layup joint than in a C-layup joint. This had also been an important conclusion of the experiments in [14] .
Multi-Bolt Failure Prediction
The CLam_B3 model is shown in Figure 12 (a). The filtered and unfiltered forces extracted from the fixed end of the CLam_B3 joint are plotted in Figure 12 (b). The peak load of the filtered curve, at 21.5 kN is about three times that obtained in the single bolt (CLam_B1) joint simulation of Figure 6 (a). Force is plotted against displacement at the DIC location, for both experiments and simulation, in Figure 12 (c). The maximum available displacement from DIC in experiments was 10 mm. As can be seen in the forceextension curves of Figure 12 (c), the predicted elastic response captures that of experiment reasonably well, and the prediction of ultimate strength, at 21.5 kN, is very close to the experiments. However, the predicted rate of load drop-off (following ultimate failure) was significantly greater than in the experiments.
Combined with the fact that joint separation occurred sooner in the model than in experiments, this indicates that energy absorption (which is considered in the next section) is under-predicted in the simulation. This is corroborated by comparisons of post-failure countersunk hole elongations of model and experiment (see Figure 13 ). It is clear that crushing at each hole in the model is marginally less than that of experiment. In spite of this, the predicted post-failure deformation of the countersunk laminate appears highly satisfactory.
Energy Absorption
Energy absorption was calculated by integrating the area under the filtered load-deflection curves. In the high speed joint testing study of [14] , energy absorption values exhibited significant scatter. The scatter was not unique to this test series and had been previously attributed by Li et al [32] to the instabilities which arise as fasteners progressively pull through composite material. Considering both the significant experimental scatter and the limitations of modelling debris using mesh-based methods [12] , accurate prediction of energy absorption is considered to be beyond the capability of the current models. Thus, the focus here is on the prediction of variations in energy absorption across the range of joints considered.
The energy absorbed in the ELam_B1_FP model, at 32. of [14] . Accurate prediction of energy absorption is considered a challenge for future modelling work, where the treatment of both fastener fracture and composite debris will need to be improved.
Conclusions
Catastrophic failure of dynamically-loaded countersunk composite bolted joints was simulated using fully three-dimensional FE models for the first time, with a strong focus on modelling fastener failure. This is in contrast to previous 3D numerical studies which focus solely on composite damage or include only a simple plasticity law to capture nonlinearity in the fastener.
A degree of model calibration was required for these complex analyses which feature both composite and fastener damage. However, following calibration of certain model parameters for the CLam_B1 baseline case, the simulations exhibited key trends observed in experiments:
1. The ultimate load achieved in the ELam_B1 joint simulation was higher than that of the CLam_B1 model. However, it was lower than that of experiment, which may be attributed to an enhanced mechanical response of the fastener in dynamic tests which would not have been accounted for in the cohesive zone model. Some practical experience gained in this high speed 3D modelling may be helpful to other analysts:
 Filtering of the dynamic reaction force signal obtained from the model was necessary to remove high frequency numerical noise. This noise is purely numerical and so is completely different to high frequency noise typically seen in high speed experimental force signals.
 Lowering the element deletion criteria may be helpful where very highly distorted elements break down the contact enforcement or cause the solution to terminate prematurely.
 It is worth considering if regions of (initially) highly skewed elements (e.g. at meshes around the countersunk) should be given a lower element deletion criterion compared to more regular mesh regions. If elements are initially very skewed, the large shear strain thresholds which are typically applied as element deletion criteria may be unsuitable. Alternatively, the meshing strategy may be altered, but it is difficult to avoid non-skewed elements where the fastener head angle is high (e.g.
130°).
In future, a number of developments should help bypass the calibration required here. These include:
 Modelling of the countersunk fastener to a greater degree of accuracy, by capturing small scale details such as the thread geometry, the hexagonal shape of the nut and even the manufacturer's stamp which act as local stress raisers.
 Using a sophisticated material subroutine for simulating plasticity, damage and fracture in Ti-6Al-4V. A comprehensive suite of test data for the titanium, identifying failure envelopes for shear and ductile metal failure modes, would also be needed.
 Modelling the contact interactions using a rate-dependent friction formulation.
Improved facilities for modelling debris within commercial FE codes such as Abaqus, would also enhance the predictive capability of these types of failure analyses. Table 1 for values of e, w, t, g and L. All dimensions are in mm. 
