Abstract
Introduction

11
Geostatistical analysis of spatially variable geological data allows us to quantify the 12 uncertainties in inferences made from partial samples by treating data as realizations of 13 a random field. In most cases the underlying model is multivariate Gaussian, and the 14 plausibility of this assumption is usually judged from the marginal distribution of obser-15 vations (e.g. Webster and Oliver, 2007) . Where necessary the data may be transformed, moments entirely characterize the spatial distribution of a variable since all odd moments larger than the first are zero and all even moments larger than the second can be written 23 in terms of it. However, it is known that the complex geometries that may be encountered 24 in geological data, the strongly-connected patterns of coarse-textured alluvium in former 25 braided streams are a locus classicus, might not be fully characterized by the first and 26 second moments, and more complex spatial distributions are necessary (e.g. Guardiano
27
and Srivastava, 1993).
28
It is therefore necessary to develop exploratory methods to examine the higher- 
Cumulants
42
A real-valued random variable, Z, with a probability density function f Z (z), has a 
Note that the rth non-centred moment of Z,
is the coefficient of v r r! in the rth term in this expansion, hence the name of the function.
47
Cumulants of the random variable may be defined in a similar and related way. 
where κ r is the rth cumulant of Z.
51
The cumulants and moments of a distribution are related, for example (Kendall and 
However, cumulants have certain properties which can make them more useful than 
We denote linear combinations of the variables in Z, and the powers of this term using 59 Einstein's simplified convention for notation of multiple summations (Kuptsov, 2001) :
where the term v r Z r on the right is defined in Eq [6],
Given this notation, the multivariate moment-generating function can be expanded as
and, similarly,
As in the univariate case, the cumulants of increasing order, κ r , κ r,s , . . . appear as coeffi-
65
cients in the expansion. The moments and cumulants in the multivariate case are found
66
to be related in a simple way, the moments of some order are given by the sum of products 67 of cumulants over partitions of the superscripts so, for moments and cumulants of order 68 up to three:
and
The expressions above can be rearranged to express the cumulant of order k as functions
72
of moments of order m ≤ k and cumulants of order < k: 
where Cov [·, ·] denotes the covariance of the terms in the brackets, and
i.e. the third cumulant is equal to the third moment. This is zero for multivariate Gaus-78 sian Z. In fact all multivariate cumulants of order m > 2 are zero for the Gaussian 79 case (Bilodeau and Brenner, 1999) . This is demonstrated for the fourth cumulant in the 80 appendix.
81 Dimitrakopoulos et al. (2010) describe the extension of multivariate cumulants to 82 the spatial random field Z(x). Consider the third-order cumulant. Given some location 83
x we may define a set of three locations {x, to that of Dimitrakopoulos et al. (2010) . Given such a configuration, and making the 87 ergodicity assumption that the distribution of Z(x) is independent of x, we may express 88 the third-order cumulant for the random field at these locations as a function of lag only:
given Equation (16) When Z(x) is a zero mean spatial field this simplifies to
Note from the discussion above that, for a Gaussian random field, the cumulants
. . , h r−1 ) for any lags and for r > 2 are zero. This does not depend on assump-92 tions of ergodicity.
93
As proposed by Dimitrakopoulos et al. (2010) of interest), the estimator for the third cumulant of a zero-mean random variable from a 100 set of observations at locations X is therefore
where there are N (h 1 , h 2 ) sets of observations whose locations are translations of the basic
The data used in this study are all from the Bunter Sandstone formation. The Bunter Sandstone is a sheet-sand complex comprising mainly fine-grained but locally medium-or 107 coarse-grained material (Cameron et al., 1992 (Holloway, 2009; Senior, 2010 (Bifani, 1986) .
115
The data are derived from analysis of cores extracted from 32 wells across the North (Ketter, 1991) . The analyses reported in this paper are limited to porosity data 126 from plugs in water-filled sections of the cores, excluding results from gas-filled material.
127
A total of 1282 measurements from the 32 cores were available. reason a linear mixed model of the following form was fitted for exploratory purposes
where Z(i, x) is a random variable: the porosity at depth x within the ith well. 
where R (·; ψ) is a correlation function with parameters in ψ and ξ ∈ [0, 1] is the nugget 141 ratio, the proportion of the variance of η which is not correlated at spatial scales resolved 142 by the sampling. This may include measurement error. Because the argument of the 143 correlation function is the distance between two locations within a borehole rather than 144 two absolute positions, the correlation structure is said to be second-order stationary 145 (Journel and Huijbregts, 1977) . Various correlation functions may be considered, provided 146 that they guarantee a positive definite correlation matrix for η at any set of unique sites.
147
One such function is the exponential:
with r, a distance parameter the only element in ψ. An alternative is the spherical 149 function:
for which a is the distance parameters, the range of the covariance function. Under these correlation models the term η at two locations in a borehole are expected to be more 152 similar the closer they are in space.
153
The variance parameters of the linear mixed model in Eq.
[22] -the variances σ 2
and σ 2 W , the nugget ratio ξ and the terms in ψ -are best estimated by residual maximum 155 likelihood (REML) (Verbeke and Mohlenbergs, 2000) . This entails the assumption that 156 the random effects can plausibly be regarded as realizations of a normal random field. In 157 the context of this study we examined the plausibility of this assumption (which we know 158 cannot be strictly true because porosity is bounded in the interval [0,100]), by examining 159 the marginal distribution of the residuals from an ordinary least squares fit of the LMM.
160
Exploratory statistics were computed for the residuals, including the robust measure of 161 skewness, the octile skew, proposed by Brys et al. (2003) . Because porosity is a proportion,
162
as noted above, we repeated this exploratory analysis after a logistic transformation of the that this is plausible after an appropriate transformation.
169
The parameters of the linear mixed model were then estimated by REML. The lme 170 procedure in the nlme library for R (Pinheiro et al., 2013; R Development Core Team, 171 2010) was used, and spherical and exponential correlation functions for η were considered.
172
The variance parameters for η were tested by cross-validation. Each residual from the 173 well mean was removed from the data set in turn and predicted by ordinary kriging from
174
the remaining values in the same well. This was done using the xvok2d algorithm in the
175
GSLIB library (Deutsch and Journel, 1997) . For each observation, η(i, x) this provides a 176 kriging estimate,η(i, x), and the prediction error variance (kriging variance) σ 2 K (i, x). A useful diagnostic (Lark, 2009 ) is the standardized squared prediction error, with mean one and median 0.455 for normal kriging errors when the variance parameters are correct:
The linear mixed modelling framework was used to test the hypothesis that porosity 180 depends on depth down the well. Neither exploratory plots of the data nor these models 181 provided any evidence for a trend in porosity with depth, and so I proceeded with the 182 model in Equation [22] where the mean porosity is constant within any well. 
Note that under this definition the locations are in order x 1 , x 2 , x 3 up or down the well,
187
and the cumulant is symmetric in the sense that κ 3 η (h 1 , h 2 ) = κ 3 η (h 2 , h 1 ).
188
In practice, when sampling is not on a regular array, it is necessary to allow some 189 tolerance in the definition of the lag distances (Dimitrakopoulos et al., 2010) . In this study 
We then define the estimate κ 3 Carlo simulation procedure was developed.
205
Under the null hypothesis of multivariate normality the variability of the data is 
where I is a N × N identity matrix and R is an N × N correlation matrix such that the 213 entry R{k, l} for the lth observation η(i, d) and the kth η(j, d ) is:
where R is a correlation function with parameters in ψ. In this study the correlation 215 function fitted by REML, and the estimated parameters were used. Once V has been 216 computed it is possible to find its Cholesky factorization:
where L is a lower-triangular matrix with real and positive diagonal elements and L * is its conjugate transpose. This factorization is guaranteed to exist because the matrix R, as a 
where the elements of g are independent values with a standard normal distribution.
223
In this study the IMSL subroutine chfac was used to compute the Cholesky fac- to the sampling distribution of κ 3 η . In this study 100 000 realizations of η were generated 235 and used to compute the sampling distribution of κ 3 η (h 1 , h 2 ) for the specified lags under 236 the null hypothesis.
237
Two approaches were used to examine the extent to which the empirical cumulants 238 of the data are consistent or otherwise with a null hypothesis of normality. The first was 239 to find the maximum absolute value of the estimated cumulants over all lag distances, 240 κ 3 η,max = max κ 3 η (h 1 , h 2 ) ; h 1 = 25, 50, . . . , 500cm; h 2 = 25, 50, . . . , 500cm .
This statistic was evaluated for the empirical residuals from the well means, and 241 then for each of a set of 100 000 realizations of η, generated as described above. Since the 242 expected value of the cumulant under the null hypothesis of a multivariate Gaussian ran-243 dom variable is zero a large value of κ 3 η,max provides evidence against this null hypothesis.
244
The strength of evidence is measured by a p-value which can be approximated by ordering 245 the values of κ 3 η,max from the simulations and computing the proportion of these which 246 exceed the observed value.
247
The second approach was to test the separate cumulants for each lag pair h 1 , h 2 . For 248 some observed lag pair at which the observed cumulant is κ 3 η (h 1 , h 2 ) the p-value for the null 249 hypothesis of a zero cumulant is computed by finding the proportion of the 100 000 realiza-250 tions of η for which the cumulant fall outwith the interval − κ 3 η (h 1 , h 2 ) , + κ 3 η (h 1 , h 2 ) .
251
These p-values were inspected for a set of lag combinations, excluding those with fewer 252 than 600 supporting triplets of observations. This is a multiple hypothesis test, in which
253
we examine a family of null hypotheses which are not mutually independent. For that
254
reason it is necessary to control the family-wise error rate (FWER), α rmF W , which is the 255 probability of one or more of the family of null hypotheses' being rejected although all 256 of them are true. The simplest way to control the family-wise error rate for a set of m 257 hypotheses is to reject only those for which p < α FW /m. This is the Bonferroni control
258
of FWER, and is valid for non-independent hypotheses (Snedecor and Cochran, 1980).
259
However, it is relatively lacking in power. An alternative, also valid for non-independent 260 hypotheses, is the procedure due to Holm (1979 
Let k r be the smallest value of k for which this expression is true. One may then reject,
264
with FWER α FW , the null hypotheses H 1 , H 2 , . . . , H kr−1 . This procedure was followed to 265 find the subset of lag pairs for which the null hypothesis that the cumulant is zero could 266 be rejected. 
using the scatterplot3d package in R. This is comparable to the examination of two-271 dimensional scatterplots of {z(x), z(x + h)} which is sometimes advocated as an exploratory 272 technique in geostatistics (Goovaerts, 1997) . to adding a constant to the variable and has no effect on the shape of the distribution.
Results
274
279
The residuals after a logistic transform are more skewed than in the other two cases. All Table 2 shows the results of the REML estimation of the variance parameters for Table 2 . Note that the mean is close to 1.0, but the 288 median is rather smaller than is expected.
289
It was found that the numbers of triplets of observations from which to estimate the 290 cumulant for particular lag pairs N h 1 ,h 2 varied. For most pairs of lags there were between 291 600 and 1600 triplets, so those lags supported by fewer observations were discarded. Figure   292 3 shows the estimated values κ 3 η (h 1 , h 2 ) which are plotted only in the lower half of the 293 plot (where h 1 > h 2 ). The dots in the upper half of the plot indicate the lags at which 294 the number of supporting triplets of observations was fewer than 600.
295
The largest absolute value of the third cumulant over the lags considered was 57.8 296 for lag-pair {50 cm, 250 cm}. Table 3 shows the percentiles of the maximum absolute value 297 of the third cumulant over 100 000 realizations of the Gaussian model, and also percentiles 298 of the third cumulant for lags {50 cm, 250 cm}. Figure 4 shows the approximate density 299 functions for (a) the maximum absolute value of the third cumulant over all lags and 300 (b) the third cumulant for lags {50 cm, 250 cm} from the 100 000 realizations. The 301 density was obtained by the kerneldensity procedure in GenStat (Goedhart, 2009) .
302
This, and the percentiles in Table 3 , indicate that the cumulant is distributed more or less 303 symmetrically about zero under the null hypothesis of a multivariate Gaussian distribution.
304
The percentiles of the maximum absolute value of the third cumulant over all lags in Table   305 3 shows that the approximate p-value for the evidence provided by the absolute maximum 306 third cumulant for these data against a null hypothesis of normality is less than 0.01, but 307 larger than 0.001.
308
In the upper half of Figure Table   340 2).
341
The significance tests on the cumulants -item (3) in the list above -allow us to re- for the purpose of assessing the plausibility of distributional assumptions. We know in 346 most cases that a variable is not strictly normally distributed, and, particularly with large data sets, we do not expect the null hypothesis of normality to be accepted. For example,
348
with the data in this paper, we know that they cannot have a Gaussian distribution at the can identify notable differences between the correlation of η(x 1 ) with η(x 2 ) conditional 363 on the value of η(x 3 ). This is not consistent with an assumption of stationarity in the 364 covariance. This is consistent with the cross-validation results, presented in Table 2 . Note develop robust estimators of the cumulants, but it would be necessary to find estimators 373 that do not import distributional assumptions through the use of particular consistency corrections (Lark, 2000) while remaining reasonably efficient.
375
In short, the analysis of the third cumulants of the variable provides us with a basis 376 for identifying particular plots of the data which allow us to examine its deviation from a 
388
Note that in the case study there was no evidence for any trend in porosity with 389 depth, and so it was assumed that the mean porosity in any well was constant. If a trend for the uncertainty in the estimation of the well means.
395
Given the sparsity of wells, and the distances between them, the current study 396 was limited to cumulants in one dimension, attention was also focussed on the third 397 cumulants. Any third cumulant in one dimension is defined for a lag pair, and so can 398 easily be displayed in 2-D plots. The extension of this method to higher-order cumulants,
399
to two or more dimensions, or both would make it harder to use visualization in the 400 analysis of data. However, the general principles used in this paper, for the estimation of empirical cumulants and the use of multiple hypothesis testing methods to find lag- can see that its third cumulant is zero since:
where Appendix. The fourth cumulant of a multivariate-Gaussian random variable is zero.
Using the notation from section 2, and considering the zero-mean case for brevity of notation, the fourth multivariate cumulant can be written as κ r,s,t,u = E rstu − {E rs E tu + E rt E su + E ru E st } , 
because of the disappearance of odd-order moments, see, for example, Jansen and Stoica (1988) . Note that the term in braces on the RHS of Eq.
[36] is equivalent to the RHS of Eq.
[37], from which it follows immediately that κ r,s,t,u = 0. Table 3 . Quantiles of (a) Maximum value of the third cumulant over all lags, κ 3 η,max ;
and (b) Value of the third cumulant for lag pair {50 cm, 250 cm}, κ 3 η (50 cm, 250 cm);
computed from 100 000 realizations of the random model for η. 3. Map of estimates, κ 3 η (h 1 , h 2 ) (below the diagonal). Symbols appear above the diagonal where the estimate was judged significantly different from zero. Small grey circles indicate where the estimate is supported by fewer than 600 triplets.
4. Estimated density functions for (top) the maximum absolute value of the third cumulant over all lag pairs under a null hypothesis of a multivariate Gaussian distribution and (bottom) the third cumulant for lag pair {50 cm, 250 cm}.
5. Scatter plots of data triplets for observations at x 1 and x 2 = x 1 +h 1 for (left) η(x 3 ) < 0 and (right) η(x 3 ) > 0, x 3 = x 2 + h 2 . Top row, h 1 = 50 cm, h 2 = 250 cm; bottom row, h 1 = 150 cm, h 2 = 275 cm.
6. Map of estimates κ 3 η (h 1 , h 2 ) for a simulated random variable in which wells are divided randomly into segments and segment porosity is weakly correlated with segment thickness. 
