Some past studies of credit risk ratings migration have found trend reversals and evidence that the data generating process is non-stationary. Using a sample of FCS mortgages, we find no compelling statistical evidence of either phenomenon. We do find evidence that our sample of loans may be characterized by two types of borrowers, namely, movers and stayers. This type of borrower heterogeneity is unobserved because movers that do not migrate are indistinguishable from stayers who never migrate. We report on the development of a flexible nonparametric model for estimating transition probabilities. The model can also be used to estimate non-stationary transition probabilities and an example is provided.
Introduction
Credit risk migration matrices are important inputs for many pricing and risk management applications. With respect to corporate bonds, the matrices are used to quantify the likelihood that a bond with a given rating will transition to another rating or stay the same over a specified period of time. For other fixed income securities such as mortgages, the matrices quantify the likelihood that a borrower's risk rating improves, stays the same, or deteriorates over time. In either case, portfolio quality changes can be assessed by coupling the estimated matrices with a valuation model for the fixed income securities in question. Portfolio quality changes can be used to monitor business performance, manage exposure to credit risk, and in the case of mortgages, help a bank manage their capital position.
There are many important issues to consider within the context of estimating transition probabilities for risk migration matrices. The standard approach used by ratings agencies such as Moodys, Standard and Poor's, or Fitch Ratings is to assume that a bond's risk rating migrates according to a stationary, first-order Markov chain. Maximum likelihood (ML) estimation of stationary transition probabilities for this type of stochastic process is straightforward since the ratings agencies have the requisite micro-level data showing the transition of each bond among risk rating categories over time. 1 Building on work by Lee and Judge (1996) , Stokes and Gloy (2007) show how to estimate stationary transition probabilities for loan delinquency and credit risk migration when micro-level data are unavailable.
However, even when micro-level data are available, there are some potential problems with applying the standard approach in practice, especially for mortgages. First, a first-order Markov chain is merely an assumption and not a financial truth. In fact, research by Bahar and Nagpal (2001) find evidence of a "momentum" effect wherein bond ratings changes are more likely to be followed by similar ratings changes. Research by Phillips and Katchova (2004) using credit score proxies and Behrens and Pedersen (2007) for Farm Credit System (FCS) loans suggests that trend reversals (i.e. downgrades followed by upgrades and upgrades followed by downgrades) are apparent. Although both Phillips and Katchova (2004) and Behrens and Pedersen (2007) attribute these trend reversals to non-stationarity, it may actually just be evidence that the stochastic process generating risk ratings is a second or higher-order Markov chain (that may or may not be stationary) or perhaps not Markov at all.
Even so, the stationarity assumption associated with the standard approach is thought to be particularly restrictive. Like their stationary counterparts, ML estimation of non-stationary transition probabilities and the testing of stationarity are also straightforward. 2 However, the resulting ML transition probabilities are merely time dependent. If risk rating migration is non-stationary, it is obviously more interesting and potentially more useful to condition the estimation of the transition probabilities on relevant economic information. As noted by Golan, Judge, and Miller (1996) , without a sufficiently long time series, degree of freedom issues can quickly make the estimation problem ill-posed and underdetermined.
Additionally, it is an empirical regularity that some firm's risk ratings never change while others change on a fairly regular basis. With the standard Markov chain approach, obligor risk ratings are assumed to be homogeneous with respect to their movement behavior among ratings categories. Hamilton and Cantor (2004) and Duffie, Wang, and Saita (2006) suggest that risk ratings may not be Markov due to borrower heterogeneity. Behrens and Pedersen (2007) also suggest a type of borrower heterogeneity in that seasoned FCS loans tend to migrate less than unseasoned loans. Interestingly, Frydman and Kadam (2004) note the exact opposite for corporate bonds. Frydman, Kallberg, and Kao (1985) , Frydman and Kadam (2004), and Frydman (2005) propose a Mover-Stayer (MS) model as an alternative model of risk rating migration when unobserved heterogeneity is present. In this model, the stayer's movement is characterized by an identity matrix (i.e. they never migrate) while movers migrate according to a first-order Markov chain. In this case, the heterogeneity is unobserved because not all the movers move each period making it impossible to observe how many stayers are in the population.
It is important to note that the stochastic process generating risk rating migration consisting of two independent first-order Markov chains, one for movers and one for stayers, is a mixed process and is itself not a Markov chain (1 st -order or otherwise). Therefore, the existence of unobserved borrower heterogeneity necessarily implies that the ML estimation of transition probabilities and any subsequent tests, whether from a stationary process or not, are inappropriate.
The purpose of this article is to report on the development of a flexible nonparametric econometric model for estimating transition probabilities for risk rating migration matrices. The model is an entropy-based econometric model and therefore accommodates limited data (i.e. a short time series and/or a large state space) by default. Additionally, the model can capture unobserved heterogeneity in a MS framework, yet nests homogeneity as a special case. The model can also be specified in a non-stationary setting allowing for the accommodation of economic information in the estimation of the model parameters. In the following sections, we briefly discuss literature making use of the standard approach for estimating risk migration matrices. We then propose an alternative approach for estimating stationary and non-stationary risk migration matrices. Using a sample of FCS loans, we compare the impact of the different estimates on the value-at-risk of a portfolio of loans.
ML Estimation of Migration Matrices
Risk rating migration is typically modeled as a first-order Markov chain where the states of the chain are borrower or loan risk ratings. Stationary transition probabilities, pij, represent the probability that borrowers with risk rating i migrate or transition to risk rating j over a specified period of time such as a year. A matrix of these probabilities, P, can be estimated via the method of maximum likelihood if a time-series of micro-level (i.e. account level) data are available. Assuming a stationary, first-order Markov chain is appropriate, the ML estimator for the transition probabilities is
where nij is the observed number of borrowers that had risk rating i at time t and have risk rating j at time t+1. Barry, Escalante, and Ellinger (2002) , Escalante et al. (2004) , Phillips and Katchova (2004) , and Deng et al. (2007) all use (1) to estimate the probability that the risk rating for Illinois Farm Business Farm Management Association member's businesses transition among five credit score classes. It is important to point out that lender data was not used in any of these studies. The producer data that was used are assumed to proxy actual loan performance that might be experienced by a bank with a financial relationship with these businesses. Phillips and Katchova (2004) suggest that the Markov assumption of independence is violated while Deng et al. (2007) suggests there is little evidence to reject the assumption. However, in both cases the analyses conducted are for testing stationarity of a first-order Markov chain. While stationarity is an issue worthy of investigation, testing the order of the Markov chain is perhaps a more critical first step especially in light of trend reversals or momentum. If there are trend reversals or momentum in ratings migration, knowing that the current rating is i is insufficient for determining the probability of transitioning to risk rating j since one would need to know something about one or more of the previous period's risk ratings. For example, upgrades being more likely to be followed by downgrades (i.e. trend reversal) could be consistent with a stationary (or non-stationary) secondorder Markov chain with transition probability pkij [pkij(t) in the non-stationary case]. Gloy, LaDue, and Gunderson (2005) and Behrens and Pedersen (2007) use (1) to estimate first-order stationary transition probabilities for borrower risk ratings using actual bank data. In the former case, data were pooled from commercial and FCS sources and a common five-tier risk rating system was employed to estimate the transition probabilities. In the latter case, FCS borrowers from AgriBank were risk rated according to a nine-point scale and the transition probabilities estimated from these data.
One improvement in these research efforts when compared to the previously cited research is the use of data from the lender's actual clientele. When compared to the research making use of credit score proxies, retention rates (i.e. the probability of remaining in the same risk rating category) tend to be higher. This implies that transition probabilities estimated from actual lender data are suggestive of less probability of upgrades or downgrades from a given risk rating.
Even so, Behrens and Petersen (2007) find evidence of trend reversal, or what they refer to as path dependence and use a test statistic developed by Anderson and Goodman (1957) for determining whether estimated transition probabilities for a first-order Markov process are stationary or non-stationary. As noted above trend reversal could be consistent with a second-(or higher) order Markov chain that may or may not be stationary. A test of the null hypothesis of a first-order Markov chain against the alternative of a Markov chain of order r is also given by Anderson and Goodman (1957) . Testing for stationarity after testing the order of the process seems like a more logical progression.
Also calling into question the use of (1) above is the generally held belief that the stochastic process generating risk ratings is stationary. While maximum likelihood can also be used to estimate non-stationary transition probabilities arising from Markov chains, say pij(t) in the first-order case, the resulting probabilities are not linked to the economic information that presumably influence them over time. It is possible to directly link the estimation with relevant economic information such as pij(t) = f (Xβ β β β). However, degree of freedom issues quickly become a problem for even a modestly-sized matrix of explanatory variables X since the parameter vector β β β β can meet or exceed the number of sample data points required for estimation. In addition, there is no guidance on the functional form of the relationship between the covariates and the probabilities.
Compounding the issue of estimation in light of a non-stationary Markov chain is the research cited above that the Markov model, in its strictest form, may not be applicable for risk ratings. Unobserved heterogeneity means that some borrowers never get upgraded or downgraded while others experience upgrades and/or downgrades on a frequent basis. It is likely the case that the strength (or lack of strength) of a borrower's financial position may be the primary reason a borrower's risk rating does not change.
Conceptually, one of the simplest models to account for this type of heterogeneity is the Mover-Stayer (MS) model originally proposed by Blumen, Kogan, and McCarthy (1955) . In the MS model, the transition probability matrix, P, is a mixture of two independent first-order Markov chains but is itself not a Markov chain. The movers transition according to the Markov matrix M while the stayer's transitions are characterized by an identity matrix and a vector S showing the proportion of stayers in a given state. In matrix terms, P is decomposed in the following manner
where I is a Q×Q identity matrix with Q states (risk rating classes).
The difficulty in estimating transition probabilities in the MS model arises for at least two reasons. First, while stayers do not move with probability one, movers may move or stay over a transition which makes distinguishing between stayers and movers that stay very difficult. It can also be difficult to generate consistent estimates of P for reasons related to the available time series. Goodman (1961) improved upon Blumen, Kogan,and McCarthy's (1955) estimators for the transition probabilities characterizing the movers and proportion of stayers, the latter's being dependent on the number of transitions, T, being sufficiently large so that M T ≈ M ∞ .
Goodman (1961) also presents ML estimates for M and S when T is small so long as the number of observed units in each state is large. Frydman (2005) also presents ML estimators for a continuous-time MS model specifically developed for bond ratings migration. Unfortunately, FCS's recent adoption of a 14-tier risk rating system implies that none of Goodman's (1961 ) or Frydman's (2005 results are directly applicable since the available time series is short. 3
Entropy Estimation of Migration Matrices
Because risk rating migration may be non-Markovian due to borrower heterogeneity and the number of transitions under the FCS's new 14-tier risk rating system is small, we suggest an alternative to the ML estimation of P. More specifically, we make use of an estimation technique specifically designed to accommodate situations when T is small, or more appropriately, when TQ < Q 2 where Q represents the number states or risk rating classes in P. The risk rating migration problem is ill-posed and underdetermined in this setting and represents an ideal situation where entropy can be used to select from among the infinite number of probability distributions characterizing the data generating process.
It is important to point out that with more conventional (e.g. parametric) methods of estimating the parameters of the mover-stayer model are not possible given the data at hand. However, an entropy approach that accommodates the possibility of movers and stayers is not problematic if movers and stayers are not present in the population since the estimated proportion of stayers can be zero (i.e. all movers). In this sense, the MS model nests a more restrictive entropy-based specification for estimating transition probabilities when borrower heterogeneity is not present or ignored.
Following Golan, Judge, and Miller (1996) , a simple maximum entropy formalism for the stationary first-order Markov problem is
and non-negativity conditions
In this system, M is a Q 2 ×1 vector of transition probabilities, 1 is a Q×1 vector of ones, xT is a TQ×1 vector of state outcomes for T transitions and xT-1 is a TQ×Q 2 matrix of state outcomes for T transitions. With TQ < Q 2 , the matrix ( )
The Shannon entropy function, H(M), takes a maximum when the distribution of transition probabilities is uniform. The constraints of the system are given by the moment consistency equations in (4) which are collectively the first-order Markov assumption, additivity equations in (5) that ensure the states modeled are inclusive of the system under study, and non-negativity condition in (6) which ensure the estimated probabilities are proper probabilities.
The system (3) - (6) is an oversimplification in that it is a pure inverse problem and is therefore only appropriate when the data generating process is first-order Markov and the data are observed without error. While entropy is an effective way to deal with the issue of so few data points, conventional tests of significance are not possible. Therefore, point estimates are likely less appealing than a distribution of probabilities from which estimation precision can be determined. Techniques have been developed by Soofi (1992 Soofi ( , 1994 and Golan (1994) to measure estimate precision and the importance of the contribution of information in reducing information uncertainty concerning the unknown probabilities.
The simple maximum entropy model presented above can be reparameterized to accommodate for these limitations in a straightforward way. First, we augment the objective function and specify the entropy over all the unknown probabilities associated with the parameters to be estimated for the risk rating migration problem as well as the error that will apply to the moment consistency conditions in (4). The objective function to be maximized is now
where M is the transition probability matrix for the movers, S is a matrix of the probabilities associated with the proportion of stayers, and W is a matrix of error probabilities. Let u = [u1 u2 … uL] and q = [q1 q2 … qL] be parameter support vectors and v = [v1 v2 … vL] be an error support vector so that calculating uM M = is a matrix of expected (i.e. probability weighted) mover transition probabilities. Similarly, qS S = is a vector of expected (i.e. probability weighted) proportions of stayers, while vW W = is a matrix of errors associated with the moment consistency constraints to be specified below. While the parameter and error supports are all notated as having L elements, this need not be the case.
The moment consistency conditions reconcile mover transitions between risk rating categories each time period. Making use of the support vectors described above, this implies that the first-order Markov relation for the movers is 4
Similarly, the new additivity conditions imply that
where these equations ensure that all the estimated probabilities in each row sum to one. Lastly, non-negativity constraints for all probabilities are required so that
The maximization of (7) subject to (8) -(10) results in estimates of discrete probability distributions of each mover transition probability, proportions of stayers, and errors. Using the parameter supports, P can be calculated via (2), or using the present notation
Also, it is important to note that because entropy is additive (Behara, 1990) , the model captures all of the parameter and error probability uncertainty in the objective function. Lastly, if there is no unobserved heterogeneity in a risk rating category, there should be some empirical evidence that the proportion of stayers in a given risk rating category is zero. In this case, the model presented in (7) subject to (8) -(10) collapses to that of a stationary, first-order Markov chain with borrower homogeneity.
By default, the model presented above is consistent with a uniform prior for all parameter and error probabilities with information (i.e. data) suggesting whether departures from the uniform assumption are warranted. Non-sample information may be useful to incorporate and the model presented in this section can be expanded to allow for a non-uniform prior distribution. For example, Gloy, LaDue, and Gunderson (2005) find that risk ratings do not typically move much from period to period, but that when they do, there is more probability of a downgrade than an upgrade. An identity matrix prior or something close to it is, therefore, likely more useful non-sample information than the default prior.
More generally, allowing for any prior distributions for the mover, stayer, and error probabilities only influences the objective function (7). Let , , S M and W be matrices of prior probabilities so that minimizing
subject to (8) - (10) is a generalized cross entropy mover-stayer model.
Nonstationary estimation can also be accommodated in the present approach. As noted above, non-stationary transition probabilities arise when the probabilities of a transition are impacted in some way by economic information. For example, the price of a firm's output affects the ability of the firm to service debt. As output price falls, the probability of delinquency may rise implying that the probability of a downgrade in risk rating is imminent.
A variable such as output price could be included as a part of the estimation although it is unclear how M should functionally depend on the variable. We follow Courchane, Golan, and Nickerson (2000) and Glennon and Golan (2003) and augment the moment consistency conditions in (8) in the following way. Let zT be a T×F matrix of observations on a total of F factors or covariates measured for T transitions and assumed to affect the transition probabilities in some way. Multiplying (8) through by zT gives
, which can be used in place of (8) to estimate the non-stationary transition probabilities (i.e. minimizing (14) subject to (9) (10) and (15)). We refer to this model as a generalized instrumental variable cross entropy mover-stayer model. The importance of adding information can be gauged by calculating normalized entropy which measures the reduction in information uncertainty attributable to a covariate (Golan, Judge, and Miller, 1996) . With no loans in the first three risk rating categories, Q = 10 including a default state. Since our data correspond to the implementation of the 14-tier risk rating system adopted by AgChoice in 2004, T = 3 and there are two observed transitions for risk ratings. As noted, the short length of time series is a key reason for using an entropy model for estimating transition probabilities as is any possible heterogeneity that necessitates a mover-stayer framework. Short of this approach, it is likely that the standard approach (i.e. equation (1)) is the only way to estimate transition probabilities.
For comparison purposes to the stationary and non-stationary MS model results to follow, presented in table 2 are the results of applying (1) to the data under the assumption that risk ratings are generated by a stationary first-order Markov chain with borrower homogeneity. Visually, the empirical probabilities do not appear to be stationary. In addition, some of the retention probabilities are similar in magnitude to Gloy, LaDue, and Gunderson (2005) and Behrens and Pedersen (2007) . This is especially true for the second matrix and in general for more highly rated borrowers. In addition, there tends to be more probability of loans upgrading than downgrading for nearly every risk rating class. Anderson and Goodman (1957) develop a test statistic for testing the null hypothesis that risk ratings are a stationary first-order Markov chain against the alternative hypothesis that risk ratings are a stationary second-order Markov chain. 5 The statistic is n n p / are ML estimates for a second-order Markov chain. We estimate χ 2 = 167.1 using our data so that with Q(Q-1) 2 = 810 degrees of freedom, we fail to reject the null hypothesis and conclude that if the data generating process is stationary and Markov, there is no statistical evidence that it is a second-order process. 6 Therefore, we conclude that there is no statistical evidence in support of trend reversals or momentum in risk ratings migration in this portion of AgChoice's loan portfolio. This test statistic should be used for other research, most notably Behrens and Pedersen (2007) since their data is from an FCS source as well.
Having established there is no empirical support for a second-order process, it remains to determine whether there is empirical evidence that the first-order transition probabilities are stationary. Again, Anderson and Goodman (1957) develop a test statistic for testing the null hypothesis that risk ratings are a stationary first-order Markov chain against the alternative hypothesis that risk ratings are a non-stationary first-order Markov chain. The statistic is
which has the usual limiting distribution with Q(Q-1)(T-1) = 180 degrees of freedom. We estimate χ 2 = 176.8 and therefore fail to reject the null that risk ratings are a stationary process. 7 This result is not entirely surprising given the short time span of the data (3 years) and is actually consistent with previous research for bonds. For example, Kiefer and Larson (2004) find evidence of a stationary process for bond ratings migration for periods up to four or five years. They recommend re-estimating the transition probabilities after this amount of time has passed. Behrens and Pedersen (2007) reject stationarity using a sample spanning about 6 ½ years.
As noted above, if there is heterogeneity in the population of borrowers, there is no way to estimate the proportion of stayers in a sample of mortgages using the parametric results from Blumen, Kogan, and McCarthy (1955) , Goodman (1961) or Frydman (2005) . As an alternative, consider that an upper bound on the number of stayers is given by the diagonal of P where P is any estimate of P (e.g. maximum likelihood estimate). This implies { } P S diag = is potentially useful information. The diagonal of the matrix of stationary transition probabilities estimated using all three time periods (not presented) are potentially a mixture of movers and stayers and therefore represent the maximum number of potential stayers.
To conduct the entropy estimation, we let L=5 and the parameter supports were specified as u = q = [0 ¼ ½ ¾ 1] and the error support vector was specified as v = [-100 -50 0 50 100]. In the former case, the mover transition probabilities and proportion of stayers are all non-negative and bounded by zero and one making the choice of parameter supports straightforward. Through the choice of the error support, the errors are symmetric about zero and are of a magnitude that is consistent with the data on the number of borrowers used in equation (8).
Minimizing (14) subject to (8) - (10) using { } P Sdiag = , P M= , and prior error probabilities that are uniform results in the transition probability matrix presented in table 3. 8 This risk rating migration matrix is a first-order Markov chain for the movers in the sample. The system normalized entropy for these results is 0.2013 which indicates a reasonably high level of overall estimate precision since the value is relatively far from one. The most notable difference between this matrix and typical risk rating transition probability matrices is the lack of probability mass on the main diagonal implying virtually zero rating retention rates for the movers. Risk rating class nine is a notable state where there is a 5.62% probability of retention for a mover with this risk rating.
Presented in table 4 are the estimated distributions of the proportions of stayers in each risk rating category along with the expected value and normalized entropy measures. The system normalized entropy for these results is 0.3759 which also indicates a reasonably good level of overall estimate precision. With the exception of risk rating category 11, the estimated proportions of stayers in the sample are all relatively high. Additionally, in most cases the normalized entropy for each risk rating category, which measures the precision of the stayer estimates, are reasonably low. While there is little empirical support for stayers in risk rating categories 10 and 11, there is strong support for stayers in risk rating category nine. This result is consistent with the estimated probability of retention for movers with a risk rating of nine presented above. Further, there is reasonably strong support for stayers in the remaining risk rating categories especially four and 12.
Taken together, these results are reasonable in that risk ratings four and 12 are the highest and lowest risk ratings. Loans with the highest (lowest) risk rating probably go to farms with the strongest (weakest) financial position. Since it takes awhile for a financial position to deteriorate (improve) it is likely the case that stayers exist in these classes owing to inertia in their financial position. Risk rating nine is somewhat similar although at least in 2005, there were more loans with a risk rating of nine than any other risk rating class (see Table 1 ). An obvious question to ask in light of these results is why there is such a high proportion of stayers in risk rating class nine? An answer may be that fixed rate dairy loans in AgChoice's portfolio do not get their ratings adjusted very often. Ona more substantive level however, this is probably a good question fo rAgChoice since they either see no reason to upgrade or downgrade loans carrying s risk raiting of nine, or they just aren't doing it.
Presented in table 5 is the estimated risk rating migration matrix (i.e. the matrix of ij p ) consisting of a mixture of the two Markov matrices for movers and stayers. This matrix is constructed by applying equation (2) using the estimates from tables 3 and 4. The most important differences between these estimates and those arising from ML estimation for a first order Markov chain are the retention and default probabilities. Consistent with Frydman (2005) , the probability of default by risk rating category in the presence of stayers is never higher than when there are no stayers. Retention rates are also much higher in the MS framework. Below, we compare these results with other estimates of the risk rating migration matrix with respect to their impact on value-at-risk.
Although there was no compelling evidence to suggest that risk rating migration is non-stationary over the short time span of our data, the estimation of nonstationary transition probabilities is still of interest for cases when the null hypothesis can be rejected. By way of an example, milk prices and annual volatility in milk prices are covariates that may influence risk rating migration. As milk prices decline, dairy producers may have trouble servicing debt and this could easily result in delinquency or default. In either case, it is reasonable to assume that the borrower's numerical risk rating is positively related to the price of milk. 9 Similarly, contemporary financial theory would suggest that as the volatility of the firm's output price changes, the firm faces a changing level of business risk. How the firm responds to changes in business risk may also influence their risk rating so that borrower risk rating is also negatively related to volatility.
Presented in table 6 is a non-stationary transition probability matrix found by minimizing (14) subject to (9) (10) and (15) using lagged Pennsylvania state average wholesale milk price and the lagged annual volatility of Pennsylvania wholesale milk price as covariates that condition the estimation of the transition probability estimates (Pennsylvania Agricultural Statistics, 2006) . Given no empirical evidence supporting non-stationarity, it is not surprising that the estimated matrix in table 6 is nearly identical to the one presented in table 5. The system normalized estimates for the proportions of stayers 0.3759 which is identical to that reported previously. With regard to the mover risk rating migration matrix, the system normalized entropy is 0.2002 which represents a miniscule improvement in precision with the inclusion of the covariates. The reason the improvement is so small is attributable to the fact that the transition probabilities offer no evidence of being non-stationary so adding covariates to the estimation offers little improvement in estimate precision.
Comparison of Matrices and Methods
To compare the impact of the alternative methods of estimating risk rating migration matrices, we computed the 5% value-at-risk (VaR) for a portfolio of mortgages using the ML estimates for a stationary first-order Markov chain, and the entropy MS estimates for stationary and non-stationary stochastic processes. To compute the value-at-risk, we assume a portfolio of fixed rate mortgages carrying a 6.5% interest rate and maturity of 20 years. Further, loss given default is assumed to be 10% in all cases.
Credit spreads for pricing the mortgages one period ahead were estimated for each risk rating category by assuming the time zero value of the mortgages, V(0), is the present value of the mortgages' value at time t, V(t), discounted at the risk free rate r plus the credit spread πi. In continuous time, this implies V(0) = V(t)×exp[(-r+πi)t] for a portfolio of risky mortgages (i.e. mortgages that can default) and V(0) = EV(t)×exp(-rt) for riskless mortgages where E is the expectation operator. If the default event is Bernoulli, the expected value, EV(t), is given by V(t)×(1-piD) + V(t)×(1-lgd)×piD, where piD is the probability of default from any risk rating category i and lgd is loss given default. Combining results, the credit risk premium for each risk rating category can be expressed as πi = ln(1-lgd× piD) for a one-year horizon.
U.S. Treasury bond data was used to find spot rates from which forward rates were calculated. These forward rates were then used in conjunction with the credit risk premiums to estimate one-year forward yield curves to discount the mortgages' cash flows conditional on the transition from any risk rating category to any other risk rating category. Mortgages were priced on a per $100 of face value basis. Once the one-year ahead mean and standard deviation of the mortgage value was estimated, the moments were used to fit a beta distribution to the loan values from which the 5% VaRs could be determined.
Shown in table 7 are the 5% VaRs by risk rating class according to the method used to estimate the transition probabilities. For example, mortgages of the type described carrying a risk rating of four have a 5% VaR equal to $89.55 per $100 of face value irrespective of which transition probability estimates are used. The interpretation is that 5% of the time, we should expect the value of the mortgage to fall below $89.55 per $100 of face value given the likelihood of credit quality changes that may occur over one year.
In comparing the results, there is little difference between stationary MS and nonstationary MS VaR's since there was little difference in the estimation of the transition probabilities for the sample data. However, whether there is unobserved borrower heterogeneity in the sample matters for most of the other VaR's calculated. This is because the risk rating migration implied by the MS model suggests a lower probability of default than the maximum likelihood estimates for a stationary first-order Markov chain. For example, there is no statistical evidence that the VaR suggested by the stationary MS risk ratings migration matrix is lower than the VaR stemming from ML estimation for risk ratings five through nine. Recall, risk rating nine offers compelling evidence of a high proportion of stayers. Therefore, there is a corresponding low probability of downgrade and/or default. This makes the VaR for the MS model very high relative to the VaR for the ML model since there is little to no risk of a downgrade or default. With regard to risk rating classes 10 and 11, recall there was little empirical evidence of stayers in the sample and as a result, the MS VaR is much closer to the ML VaR. This implies that ignoring borrower heterogeneity could potentially cause AgChoice to hold much more capital in reserve than is actually necessary in an effort to manage an overstated level of credit risk in their portfolio.
Summary and Conclusions
In this article, we present a model for estimating credit risk rating migration matrices in the presence of unobserved heterogeneity, namely, movers and stayers in the population of borrowers. Motivating the Mover-Stayer framework is the regular occurrence of obligors whose rating never changes due most likely to exceptionally strong (or weak) financial position. The approach is also flexible in a number of respects. First, if no such heterogeneity exists, the model collapses to a maximum entropy version of the familiar first-order Markov chain. Second, the entropy approach is sensitive to short time series which are nearly always problematic in studies of credit risk migration. Lastly, the model can accommodate non-stationary transition probability estimation with minor adjustments to the moment consistency conditions. We estimate risk migration matrices for a sample of Farm Credit System mortgages and do not find evidence of the trend reversals and momentum effects noted in other research. We test for the order of the process and determine that for our data, risk ratings are not likely a second-order Markov chain. Similarly, past studies have concluded that the transition probabilities are non-stationary. We test this hypothesis and find no evidence that over the short span of our data that nonstationary estimation is needed.
The mover-stayer model we estimate does, however, suggest the potential presence of borrower heterogeneity in our sample of loans. The most compelling evidence is for risk rating category nine where perhaps as high a proportion as 97% of obligors were stayers over the sample period. If there is a high proportion of stayers in AgChoice's portfolio fixed-rate dairy loan portfolio, they are likely holding more than enough capital since the risks of downgrade and default are likely overstated. This result is consistent with past studies for corporate bonds where the presence of stayers has the effect of increasing the retention rates in the matrix and lowering the probability of default across risk classes. Consequently, the value-at-risk implied by transition probabilities estimated from our mover-stayer model suggest much higher values and therefore would be suggestive of less capital needed to manage credit risk. Further research is needed to help determine whether borrower heterogeneity exists for other samples. In addition, past research should be revisited to help determine whether the trend reversals identified are the result of non-stationarity or simply a higher-order Markov process. 
