We describe an algorithm for computing points o = io < ii < • • • < xjt < Zfc+i = b which solve certain nonlinear systems d (z,_i,xt) = d(i,,x,+i), i = 1,... ,fc. In contrast to Newton-type methods, the algorithm converges when starting with arbitrary points. The method is applied to compute best piecewise polynomial approximations with free knots. The advantage is that in the starting phase only simple expressions have to be evaluated instead of computing best polynomial approximations. We finally discuss the relation to the computation of good spline approximations with free knots.
for all knots a = yo < yi < ■ ■ ■ < yk < 2/fc+i = b. It is easy to verify that every leveled set is optimal. Using the idea of an algorithm for segment approximation in [10] , in Section 1 we give an algorithm to compute a sequence of knot sets converging to a leveled (and therefore to an optimal) set. Simultaneously, a sequence converging to the optimal value m*; = min max d(yi,yi+i)
{yi,-,yk)o<i<k is determined. In contrast to Newton-type methods, the algorithm converges for arbitrarily chosen (e.g., equidistant) knots. In Section 2 we apply the above algorithm to best uniform approximation of a given function / e C[a, b] by piecewise polynomials with free knots. This approximation problem will be solved in two phases.
In phase one we choose a suitable function d which is derived from results on the minimal deviation in best polynomial approximation and compute a leveled set of knots for d. Starting with this set of knots, in phase two we apply our algorithm developed in [10] to the function d(x,î/)=pmm ||/-p|| [*,"], where nm is the space of polynomials of degree at most m and || ■ || denotes the supremum norm. We obtain an optimal set of knots for best piecewise polynomial approximation of /.
The advantage of the two-phase method is that in phase one, only a simple expression d(x¿,x¿+i) has to be evaluated, while in phase two we have to apply the Remez algorithm to compute the value d(x¿,x,+i). Moreover, our numerical results show that in most cases the set of knots obtained in phase one is already nearly optimal.
We finally use these optimal knots as fixed knots and compute a corresponding best spline approximation which in general yields a good or nearly best spline approximation for free knots.
1. The Algorithm.
In this section we describe the algorithm for computing a leveled set of knots {xi,..., x*;}.
We first state an obvious analogue of a well-known result on segment approximation given in Lawson [6] and Meinardus [7] . (ii) Every leveled set of knots is optimal.
(iii) There exists a leveled set of knots.
then there exists a unique optimal set of knots. This set has k distinct knots.
Description of the Algorithm. Let d be a function satisfying (0.1)-(0.3). In the nth step (n > 0) of the algorithm we will compute a set of knots {xi,n,..., Xk,n} such that O--Xo,n < Xitn <■■ < Xk,n < Xk+l,n = b, and we set "i,n = ayXin, Xi-\-itn), * = ">.. ., K.
To start the algorithm, we choose a set of knots {xi,o, • • •, Xk,o} (e.g., equidistant)
such that
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use and compute these values. We set o0 = min{d,,o: i = 0,...,k} and 60 = max{diß • i = 0,..., k}.
We proceed by induction as follows. For n > 1 we set dn = (an_i6n_i)1/2.
Then we compute a set of knots {xiin,..., Xk,n} such that a = X0,n < Xi," < • • • < Xjnt" < Xjn + i,n = ■■■ = Xk+l,n = b and o-i,n = dn, 1 = 0, . . . ,Jn -1.
(Note that djni" < dn if jn < k.) We set c" = dk,n, an =max{a"_i,min{c",dn}} and bn = min{£>"_i,max{cn,dn}}.
In the nth step (n > 1) we compute for p = 1,..., jn each knot xß,n by induction as follows: Having obtained
for some index i > 0, we get the knot x,+ijn as the limit of a sequence (xp) which is defined as follows. Choose points xi and x2 such that
Then apply the regula falsi method for the exponents ¿1, 6n, 62 by setting Then either
In the first (respectively second) case, analogously as above we compute Í4 by regula falsi for the exponents 61, 6n, ¿3 (respectively ¿3, 6n, 62), where d(x¿,n,X3) = IO63, and proceed by induction. (For another possibility of computing the set of knots {xi,",...,Xjn,"} see [10] .) The following convergence result can be proved analogously as Theorem 3.1 in [10] . THEOREM 1.2. If mk = 10s, dn = 106", on = 10Q" and bn = IO"" for all n, then \6 -«5n| < ^l0"-1 ~ ^"-il -■ ■ ■ -2^'a° ~ ^°l for all n and lim dn = mk.
n-*oo
In general, condition (1.2) is satisfied and therefore, since linin-K^d,, = rnk, it is easily verified that the sequence {xi,n,..., Xk,n} converges to the unique optimal set of knots {xi,... ,Xfc}. For a more general convergence result, which also holds for our algorithm, see [10] .
Application
to Piecewise Polynomials with Free Knots. In this section we describe a two-phase method for computing best piecewise polynomial approximations with free knots and introduce several functions d which can be used in place of the minimal deviation in phase one of the method.
Let To solve this problem, we compute a leveled set of knots which by Theorem 1.1 is optimal. This could be done by applying our algorithm directly to the function d as in (2.1). Then in each step of the algorithm we have to compute minimal deviations as in (2.1) by using the classical Remez algorithm (see [7] ).
In order to obtain a faster algorithm, in phase one of our method we replace the function in (2.1) by a suitable function d which can be easily evaluated, and we compute by our algorithm a leveled set of knots for this function. (The choice of such type of suitable functions will be described subsequently.) Our numerical results show that by this approach, in most cases, we already obtain a nearly best piecewise polynomial (which sometimes may suffice for practical purposes).
Then in phase two we apply our algorithm to the function d in (2.1) by using the knots computed in phase one as starting points.
In the following we describe various functions d which can be used in phase one. In particular, these functions satisfy (0.1)-(0.3). The choice of d depends on properties of the functions to be approximated and therefore we distinguish certain function classes. is real for all t e [a,ß]. If / e A[a,ß], we denote by Er an ellipse with foci a and ß such that / is holomorphic in int Er, where r = p + q is the sum of the half axes p and q of Er. Moreover, let r(f) be the supremum of all such numbers r, with corresponding half axes p(f) and <?(/). Then !?,•(/) is called the regularity ellipse of/.
We will use the following theorem of S. N. Bernstein (see [7] The points defined in (2.5) are the extreme points of the Chebyshev polynomial of degree m + 1 (see [7] ).
We give an interpretation of the lower bound (2.7). If we choose in the first step of the classical Remez algorithm the points in (2.5), then we have to compute a polynomial p 6 nm and a real number X such that In contrast to the functions d in Subsections 2.1 and 2.2, the function d in (2.9) does not satisfy (0.3), in general. However, in some cases our algorithm worked, although (0.3) was not satisfied (see, e.g., Example 1 in Section 3).
Moreover, we are able to prove that for a special class of functions, (2.9) satisfies (0.1)-(0.3). We finally describe a further approach for functions f e C\a,b\. If we want to approximate / by piecewise polynomials from PPm,fc for m > 1, then we can first compute a leveled set of knots for PPi,k and then apply our algorithm to PPm,k by using the knots for PPi,k as starting points.
2.4. Good Spline Approximations with Free Knots. We briefly discuss the computation of good or nearly best spline approximations with free knots in connection with the above algorithm for piecewise polynomials.
Best uniform approximation by splines with free knots is a nonlinear approximation problem. Therefore, if Newton-type methods are used, there arise two main difficulties. First, such algorithms only converge if one starts with nearly optimal knots. Therefore, since in general nearly optimal knots are not known, the convergence of Newton-type methods is not guaranteed. Secondly, even if the algorithms converge, in general they only yield local best approximations.
In view of these difficulties we use a different method which yields a good or nearly best global approximation and which converges if we start with arbitrary (e.g., equidistant) knots.
Let a function / G C[a, b] be given which we want to approximate by functions from Sm,it, the set of splines of degree m with A; free knots. In step one of the method we approximate / by PPm,k and compute a corresponding leveled set of knots a = xq < xi < ■ ■ ■ < Xk+i = b. This leveled set of knots reflects the critical parts of / in the following sense. In those parts, where the intervals [x¿,x¿+i] are relatively large, / can be approximated efficiently by nm. On the other hand, in those parts, where relatively small knot-intervals appear, the function behaves badly with respect to polynomial approximation. Therefore, since splines are piecewise polynomials satisfying certain differentiability properties at the knots, we take the above computed leveled set of knots {xi,...,Xfc} for PPm,k as fixed knots and compute a best uniform approximation of / from Sm(xi,... ,Xk), the space of splines of degree m with k fixed knots, by applying the Remez-type algorithm in [9] .
Our approach works for arbitrary continuous functions / G C [a,6] . Moreover, if / satisfies certain differentiability properties, then we can also take, instead of a leveled set of knots for PPm,k, the knots from phase one of our algorithm as fixed knots, which are easier to compute.
Actually, in the special case of differentiable functions /, Dodson [5] , de Boor [1], [2] and Burchard [4] suggested to take the leveled set of knots for the functions d from Subsection 2.2 as fixed knots for spline approximations. In the above papers the computation of such a leveled set of knots was only solved approximately, since no general algorithm was available (see also [3, p. 180 
]).
Moreover, in our method we can control how efficient the resulting spline approximation is, since d(f,PPm,k)<d(f,Smik)<d(f,Sm(xi,...,xk)). Our numerical results show that in general we obtain a good or nearly best global spline approximation with respect to free knots.
3. Numerical Results. We will give some numerical examples on best piecewise polynomial approximations and on good spline approximations with free knots.
We first consider piecewise polynomials with free knots and compare the minimal deviations for equidistant knots, for knots computed in phase one of the algorithm and for optimal knots. In all subsequent tables the first row in each box gives the minimal deviation for equidistant knots. The second and third rows give minimal deviations corresponding to knot partitions computed in phase one by using various functions d which will be specified in each example. The fourth row gives the minimal deviation for optimal knots. 
