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Abstract 
A new approach to the theory of kernel approximations is developed for the numerical solution of Fredholm integral 
equations ofthe second kind. The objective is to determine the solution to any desired accuracy using a degenerate-kernel 
operator of fixed rank-- that is, without increasing the number of terms in the approximate k rnel. Consequently, high 
accuracy is achieved without incurring the computational costs associated with solving large algebraic systems. The 
procedure mploys projection techniques to construct accelerated degenerate-kernel schemes that give rise to a bi- 
sequence of higher-order approximate solutions. Error expressions are obtained and a numerical example of solving 
a weakly singular equation is given. 
Keywords: Degenerate kernel; Projection methods; Acceleration schemes; Successive approximations; Integral equa- 
tions 
1. Introduction 
Operator  equations of the second kind 
y = g + Ky  (1.1) 
arise frequently in applications. Here y and g are elements of a Banach space, with norm I[" II, on 
which K is a compact linear transformation. The operator I - K is invertible and (1.1) has a unique 
solution y = ( I -  K ) - lg .  System (1.1) occurs in naval architecture [7], electrostatics [17] and 
polymer physics [16]. In these problems and others of practical interest [1, 2, 4, 9, 23-1 the Fredholm 
operator 
b 
Ky(x)  = f ,  k(x , t )y(t )dt ,  a <% x <<. b, (1.2) 
is a line integral defined by its kernel k(x, t), a ~< x, t ~< b. Applications involving surface integrals 
are also common [2, 9]. 
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The degenerate-kernel m thod [-3, 5, 6, 12, 13, 15, 18, 20] is a well-known umerical technique for 
constructing approximate solutions to (1.1). A separable-kernel approximation 
N 
kN(X,t) = ~ dpi(x)lPi(t) ~ k(x, t), a ~< x, t ~< b, N/> 1, (1.3) 
i=1  
is chosen and used to define YN = g + KNYN, a discrete version of (1.1), where 
b 
KNy(x) = f l  kN(X,t)y(t)dt, a <. x <% b, (1.4) 
is an integral operator that converges to (1.2) in norm as the rank N--. oo. The approximate 
solution 37N is obtained by solving a readily derived system of N equations for the N functionals 
?i(YN) = Sba IPi(t)yN(t)dt, 1 <<. i <<. N. The magnitude of the error ]1Y - 37N II depends on the choice of 
basis elements and the number of terms in (1.3). In order to improve the accuracy for a particular 
type of separated kernel, it is necessary to increase N. For highly accurate solutions, this results in 
large algebraic systems, and this tends to inhibit the use of kernel approximations. 
The present work develops a new approach in which the objective is to attain any desired 
accuracy of approximation toy using a degenerate-kernel operator of fixed rank- -  that is, without 
increasing the number of terms in (1.3). Consequently, high accuracy is achieved without incurring 
the computational costs associated with solving large linear systems. This is accomplished by 
converting (1.1) to a pair of equations 
m-I 
y = (K -- KN)"( I  - QNK) - 'g  + ~, (K - KN)J(g + KNy), 
j=O 
(K - KN)(I -- QNK) -  ' PN = O, 
(1.5a) 
(1.5b) 
where QN = I -- PN and PN is a bounded linear projection of rank N chosen so that I - QNK is 
invertible and II PN ]] is uniformly bounded in N. 
For each positive integer m, Eq. (1.5a) is a discrete system for y defined by the rank N degenerate- 
kernel operator KN. Eq. (1.5b) defines KN and is referred to as a spanning condition. It reduces to 
a set of N equations for the N basis elements ~b~ in (1.3) once the ~bg are specified. Thus, in principle, 
the solution of (1.1) can be constructed from a fixed rank degenerate-kernel operator. First, KN is 
obtained by solving the N x N system associated with (1.5b). Then y is constructed by resolving the 
N x N system associated with (1.5a) for a particular m ~> 1. The equivalence of (1.1) and (1.5) is 
established in the next section. 
The theoretical system (1.5) provides the basis for reducing (1.1) to any one of an infinite number 
of equivalent equisized finite dimensional problems. However, because (1.5) requires the inversion 
o f / -  QNK, in practice it can be implemented only approximately. Here (I - QNK) -  1 is developed 
in the form of an infinite series defined by the iterates of QNK. Successive truncations of the series 
generate a sequence of approximations to (1.5). The nth approximation defines a rank N degener- 
ate-kernel scheme whose solution yr,,,,) satisfies the order relation 
][Y - Yt,,,,)li = O(6~v]l QNK II") (1.6) 
D.R. Dellwo /Journal of Computational nd Applied Mathematics 58 (1995) 135-149 137 
with fin = sup,~> 111K - K~ ) 11. The separated-kernel operator K~ ) is obtained by solving the nth 
approximation to (1.5b). It follows from (1.6) that 
lim [I Y - Y(n,m) II = 0 
n- -~OC 
for each m/> 1 provided IIQNK l[ < 1, and 
lira II Y -- Y~.,z) II = 0 
m-~oo 
for each n >~ 1 provided 6N < 1. Most important, (1.6) is geometric n both indices and implies that 
the rate of convergence with respect o N increases with either n or m. 
The bi-sequence of higher-order approximations yr.,,.) is also shown to satisfy 
Ily - yr,,m)I[ _ O(6~v), (1.7) 
I l y -  y~ll 
where y, is the approximate solution defined by the nth-order projection method of [11, p. 112]. 
Hence, the degenerate-kernel scheme with index (n,m) has an error that is exponentially small 
relative to the error associated with the nth-order projection method. The scheme with index 
(n, m) -- (1, 1) yields an approximation to y that is equivalent to that obtained by Sloan et al. [25]; 
see also [21, 22]. 
The construction of accelerated degenerate-kernel m thods is discussed in Sections 2 and 3. The 
theory of Section 2 assumes [[QNK l[ is small and develops estimates (1.6) and (1.7). The projection 
method of Section 3 assumes l[ KQN II is small and develops alternate versions of (1.6) and (1.7). An 
application of solving a singular integral equation is presented in Section 4. In applications the 
higher-order schemes involve iterates of the kernel, and it may be necessary to resort o numerical 
integration for their evaluation in some cases. An integration technique whose accuracy is 
comparable tothat of the scheme must be employed, and this represents he most serious limitation 
to achieving an arbitrary accuracy. Solution of the spanning condition requires construction ofthe 
inverse matrix for an N x N system. However, this is an inexpensive computation because the rank 
N of the degenerate-kernel operator is fixed. Finally, although no illustrative xamples of hybrid 
methods are included in this article, the schemes tudied here can be combined with other 
cost-saving techniques such as multigrid or extrapolation to create even more efficient numerical 
procedures for solving (1.1). 
2. Methods of the first kind 
The objectives of this section are (1) to establish the equivalence of(1.1) and (1.5), (2) to define the 
accelerated degenerate-kernel methods of the first kind, and (3) to establish the accuracy of the 
higher-order schemes by deriving the error bounds (1.6) and (1.7). The first task is taken up in this 
subsection. The remaining oals are addressed in Sections 2.1 and 2.2, respectively. The principal 
assumption underlying the acceleration procedure developed here is 
(A1) t[ QNK II ~ 0 as N -~ ~.  
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The equivalence of (1.1) and (1.5) will follow from the requirement that (1.5b) has a solution KN 
that converges in norm to K as N ~ or. Conditions under which (1.5b) has a unique solution are 
given in Proposition 2.1. Proposition 2.2 establishes the equivalence of (1.1) and (1.5a) when 
11K - KN [I < 1. The following assumption and observation are introduced in support of the first 
proposition: 
(A2) The range of PN is spanned by the elements ui, 1 ~< i ~< N, and the N x N matrix (cl))) with 
coefficients cl) ) = yj(ui)is invertible. Here ~,j(y) = S~ ~j(t)y(t) dt is a linear functional associated with 
the coordinate lement ~i in (1.3). The elements ui and qJj are chosen a priori. The inverse of(cl) )) is 
denoted by tdll)~ , - ' i j  ," 
(O1) (A1) implies the existence of O~ = (I - QNK)- lu~ for sufficiently large N. 
Proposition 2.1 is also supported by 
(A3) ~N-- (~  a ~1' )) ~ik YJ(QNKOk ---~0 as N ~ oo. 
k=l 
Here I" I denotes an appropriate matrix norm. 
Proposition2.1. Assumptions (A1)-(A3) imply that for sufficiently large N (1.5b) has a unique 
solution (1.4) whose kernel (1.3) is defined by the basis elements 
N 
flPi(X) = ~'~ dijgOj(x), 1 <<. i <~ N. (2.1) 
j= l  
Here (dij) is the inverse for the matrix (cii) with coefficients 
cij = 7j(0i), 1 ~< i,j ~< N. (2.2) 
Proof. The proposition is a consequence of the observation that (1.5b) is reducible to a set of linear 
equations, 
N 
c,j(oj(x) = KO,(x), 1 <<. i <~ N, (2.3) 
j= l  
for the kernel functions ~bi n (1.3). It follows from (2.2) and the definition of 0~ (see (O1)) that 
c,j = el + 
Thus, (A2) and (A3) imply that the system matrix in (2.3) is an invertible perturbation of(cl))). [] 
The following assumption, observation and identity are introduced in support of the second 
proposition: 
(A4) 11K ~- KN 11 ~ 0 as N ~ oo. Here KN is the solution of (1.5b). 
(02) (A1) implies that (1.1) is equivalent to y = (I - QNK)-I(QNg + PNY) for large N, see [11]. 
(I1) Let A be a linear operator for which I -  A is invertible. Then ( I -  A)-1 = Z~,5o 1A j + 
A"(I  - A)-1 for any integer m >~ 1. 
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Propos i t ion  2.2. Assumptions (A1)-(A4) imply that for sufficiently large N (1.1) is equivalent to (1.5a), 
with KN defined by (1.5b). 
Proof .  (A4) implies that for large N (1.1) is equivalent to 
y = (I -- AN)-l(g + KNy), (2.4) 
where AN = K -- KN and KN is the solution of(1.5b). Using (I1), with A = AN, to replace (I -- AN)- 1 
in (2.4), it follows that (1.1) is equivalent to 
m--1  
y = ~ A~(g + KNy) + Amy (2.5) 
j=0  
for any positive integer m. Next, it follows from (02) and (1.5b) that 
A~vy = A~(I - QNK)-I(QNg + PNY) 
= A'~(I - QNK)- 'g. (2.6) 
The proof is completed by substituting (2.6) into (2.5). [] 
This subsection concludes with a comment concerning assumption (A4). The comment is 
supported by the following observation: 
(03) The solution of (1.5b) is of product integration type, KNy = KHNy, where tiN is the 
projection 
N N 
t iny  = d,jO)7,(y). 
i= l j= l  
The observation is a consequence of (1.3), (1.4) and (2.1). In Banach space it leads to the conclusion 
that (A4) is insured by assuming 
(A5) [[ I-IN II is bounded uniformly in N, 
see [21], [20, p. 204]. This is essentially a condition on the functionals 7i appearing in tin and 
defined in (A2). Hence, (A5) places a limitation on the choice of ~i in (1.3) and u~ in (A2). 
2.1. First-kind acceleration 
Accelerated degenerate-kernel schemes of the first kind, 
n-1  m-1  
y,,,,,) = (K -- K~)) m ~ (QNK)Jg + ~ (K -- K~')J(g + K~)y~,,,.,), 
j=O j=O 
n-1  
(K -- K~') ~ (QNK)JPN = O, 
j=O 
are obtained by replacing (I QNK)-x with .-1 - 2j=o (QNK) ~ in (1.5). 
(2.7a) 
(2.7b) 
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For each pair (n, m) of positive integers, Eq. (2.7a) is a discrete system for y(,,,,) defined by the 
rank N degenerate-kernel operator 
f K~)y =.  #pl")(x)~hi(t) y(t)dt = ~ ~bI")(x)~,i(y). (2.8) 
Ja i= l  i= l  
Eq. (2.7b) defines K ~) and is referred to as the nth-order first-kind spanning condition. It reduces to 
a set of N equations for the N functions qSl "), 1 ~< i ~< N, appearing in the kernel of (2.8). Once 
K~ ~ has been constructed from (2.7b), an approximate solution to (1.1), y(,,,,), is obtained by solving 
the N × N system associated with (2.7a). Eq. (2.7a) is referred to as the ruth-order degenerate-kernel 
method efined by the nth-order spanning condition. The solvability of (2.7b) and the error analysis 
associated with (2.7a) are discussed in the next subsection. System (2.7) is used in Section 4 to 
construct approximate solutions of a model problem. 
2.2. Error analysis for methods of the first kind 
The first task of this subsection is to establish conditions under which (2.7b) has a unique 
solution K ~). This is carried out in Proposition 2.3. The second task is to ascertain the accuracy of 
(2.7a) by establishing the error bounds (1.6) and (1.7). This is carried out in Theorem 2.4. The third 
proposition is supported by assumption: 
(A6) qN--SUp dik 7j(QNKO k ) --,0 asN~oo.  
n>~l k=l  
n -1  Here 01 ") = Yj=o (QNK)~ui for 1 ~< i ~< N. 
Proposition 2.3. 
large N, (2.7b) has a unique solution (2.8) whose kernel is defined by the elements 
N 
= dijKOj (x), 1 <<.i<<.N. 
j= l  
Here (dl7)) is the inverse for the matrix (cl~.)) with coefficients 
cl~ )= 7j(Ol')), 1 <~ i,j <~ N. 
Assumptions (A2) and (A6) imply that, for any positive integer n and sufficiently 
(2.9) 
(2.10) 
Proof. The proof is similar to that of Proposition 2.1 and is omitted. [] 
The central result of this section, given in Theorem 2.4, is supported by the following assumption 
and observation: 
(A7) 6N ~ sup II K - K~ ) II ~ 0 as N ~ ~.  
n~>l 
Here K~ J is the solution of (2.7b). 
(04) (A1), (02) and (I1) (with A =QNK, re=n) imply that 
n-1  j Y = ~j=o (QNK) (QNg + PNY) + (QNK)"y, for any positive integer n. 
(1.1) is equivalent to 
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Theorem 2.4. Assumptions (A1), (A2), (A6) and (A7) imply that for sufficiently laroe N the solution of 
(2.7a) satisfies (1.6) and (1.7) of the Introduction. 
Proof. (A7) implies that for large N (1.1) is equivalent to 
y = (I -- A~))- x(9 + K~)y) (2.11) 
for each positive integer n. Here A~ ) = K -- K~ ) and K~ ) is the solution of (2.7b). Using (I1) with 
A = d~) to replace the inversion in (2.11), it follows that (1.1) is equivalent to 
m--1  
y = ~ (A~))J(9 + K~)y) + (A~))"y (2.12) 
j=O 
for each integer m = 1, 2 . . . . .  Next, (04) and (2.7b) imply 
L j=O _i 
n-1  
= (A~)) " ~ (QNK)J9 + (A~))m(QNK)"y. (2.13) 
j=O 
Substituting (2.13) into (2.12) gives 
n-1  m-1  
y = (A~)) '' ~, (QNK)J9 + ~, (A~))-i(g + K~)y) + (A~))"(QNK)"y. (2.14) 
j=0  j=0 
Thus, for sufficiently large N, (1.1) is equivalent to (2.14) for any choice of m, n 1> 1. It follows from 
(2.14) and (2.7a) that the error y - y(,,,,, associated with (2.7a), satisfies 
Rn,m(Y -- Y(n,m)) = (K -- K~))"(QNK)"y, (2.15) 
where the operator R,,,, is given by 
m-1 
R, m = I -- Z (A~))JK~) = (I -- d~) ) - ' [ l  - K + (A t"'v" t,'~")l , N I ~N J "  
j=O 
If I1(I - K) -~ tl IlK II0?v < ¼ then R,,m is invertible with II R.~/I < 411(I - K) -x II and (1.6) follows 
from (2.15), for sufficiently large N. 
Finally, (1.7) is obtained by expressing the factor (QNK)"y on the right-hand side of (2.15) in 
terms of the error y - y, of the nth-order projection method: 
(QNK)"y = I -- y" (QuK)JPN (y -- y,). (2.16) 
j=O 
Eq. (2.16) is a result of (04) and the definition of y., see [11, p. 112]. [] 
The closing comment of this section concerns assumption (A7) and parallels the concluding 
remark before Section 2.1. It is supported by the following observation, which is a result of(2.8) and 
(2.9): 
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(05) The solution of (2.7b) is of product integration type, K~)y = KlI~)y, where //~) is the 
projection 
N N 
= dlj Oj ?i(Y). 
i= l j= l  
In Banach space (05) leads to the conclusion that (A7) is insured by the following assumptions: 
(A8) II/-/~) [I is bounded uniformly in N. 
(A9) supl lH~ ) -H~ )ll--*0 asN~oo.  
n>~2 
3. Methods of the second kind 
The discussion presented in Section 2 is based on the approximation K ~ PsK for large N. The 
approach taken in this section employs KPN as an approximation to K and assumes 
(A10) IL KQN II ~ 0 as N --, oo. 
In this case, the analogue of (1.5) is 
m-I  
y=(K  -- KN)"(I--  KQN)- lg + ~ (K -  KN)J(g + KNy), 
j=O 
(3.1a) 
(K - KN)(I -- KQN)- I KPs = O. (3.1b) 
For each positive integer m, Eq. (3. la) is a discrete system for y defined by the rank N degenerate- 
kernel operator Ks, see (1.4). Eq. (3.1b) defines Ks and is referred to as a spanning condition of the 
second kind. The equivalence of (1.1) and (3.1) is discussed in this subsection. The accelerated 
degenerate-kernel schemes that approximate (3.1) are presented in Section 3.1. The accuracy of 
these higher-order schemes is analyzed in Section 3.2. 
The first task of this subsection is to establish conditions under which (3.1b) has a unique 
solution, Ks. The second task is to show that (1.1) is equivalent to (3.1a), with K~ defined by (3.1b). 
Conditions guaranteeing the solvability of (3.1b) are given in Proposition 3.1, which is supported 
by the following assumptions and observation: 
(All) The N x N matrix =(1)x (,.~j ~ with coefficients 7.m ~j = yj(Ku,) is invertible. Its inverse is denoted 
by (dlJ)). 
(06) (A10) implies the existence of Oi = (I - KQ~)- 1Kui for sufficiently large N. 
(A12) )1 
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Proposition 3.1. Assumptions (AI0)-(A12) imply that for large N (3.1b) has a unique solution (1.4) 
whose kernel (1.3) is defined by the basis elements 
N 
(gi(x)= ~ ~ijKOj(x), 1 <~ i % N. 
j= l  
Here (dij) is the inverse for the matrix (?i j) with coefficients ?ij = 7j(Oi). 
Proof. The proof is similar to Proposition 2.1 and is omitted. [] 
This subsection concludes with Proposition 3.2, which establishes the equivalence of (1.1) and 
(3.1). The proposition is supported by the following assumption and observation: 
(A13) [r K - KN II --' 0 as N ~ ~. Here KN is the solution of (3.1b). 
(07) (A10) implies that (1.1) is equivalent to y = (I - KQN)-l(g + KPNy) for large N. 
Proposition 3.2. Assumptions (A10)-(A13) imply that for sufficiently large N (1.1) is equivalent to 
(3.1a), with KN defined by (3.1b). 
Proof. The proof parallels that of Proposition 2.2 and is omitted. [] 
3.1. Second-kind acceleration 
Accelerated degenerate-kernel schemes of the second kind are obtained by replacing 
(I KQN)-I in (3.1) with "-1 J - ~=o (KQN) : 
n-1  m- I  
y("") = (K - K~)) " ~ (KQN)Jg + ~ (K - K~))J(o + K~)y("'m)), (3.2a) 
j=0  j=O 
n-1  
(K - K~ )) ~ (KQN)JKPN = 0. (3.2b) 
j=0  
For each pair (n, m) of positive integers, Eq. (3.2a) is a discrete system for y("") defined by the 
rank N degenerate-kernel operator K~ ), see (2.8). Eq. (3.2b) defines K~ ) and is referred to as the 
nth-order second-kind spanning condition. It reduces to a set of N equations for the N functions 
~b (") 1 ~< i ~< N, appearing in (2.8). Once K~ ) has been constructed from (3.2b), an approximate i , 
solution to (1.1), y(""), is obtained by solving the N x N system associated with (3.2a). The solvability 
of (3.2b) and the error analysis associated with (3.2a) are discussed in the next subsection. 
3.2. Error analysis for methods of the second kind 
Proposition 3.3 establishes conditions under which (3.2b) has a unique solution. It is supported 
by the following assumption: 
(A14) qN = sup ~ik 7j(KQNOk ) --* 0 as N --* oo. 
n~>l k=l  
Here 0"I ") , -  l = Yj=0 (KQN)JKui for 1 ~< i ~< N. 
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Proposition 3.3. Assumptions (A11) and (A14) imply that, for any positive inteoer n and sufficiently 
large N, (3.2b) has a unique solution (2.8) whose kernel is defined by the elements 
N 
(n) (n) qbl")( x) = ~ Jij KOj (x), 1 ~ i <~ N. 
j= l  
Here (cTal~)) is the inverse for the matrix ~(") (cij ) with coefficients _~!".),j = 7j(gl")). 
Proof. The proof is similar to that of Proposition 2.1 and is omitted. [] 
The principal result of this section is summarized in Theorem 3.4, and assumes 
(A15) ~ 'N=sup l IK -K~ ) [ l~0 asN~oo.  
n~>l 
Here K~ ) is the solution of (3.2b). 
Theorem3.4. Assumptions (A10), (All), (A14) and (A15) imply that for sufficiently large N the 
solution of (3.2a) satisfies 
II y - yt. ,m~ II ---- Ofg?v II KQN II" II QNY II) (3.3) 
and 
II Y - y(,,m)II _ O(3"~), (3.4) 
II y - y(")11 
where yr,) is defined by the nth-order second-kind projection method of [11, p. 113]. 
Proof. Both (3.3) and (3.4) are obtained from the following analogue of (2.15): 
R,,m(Y - y(,,m)) = (K -- K~))m(KQN)"y. (3.5) 
Here K~ ) is the solution of (3.2b) and/~, m I m-1 , = -- 2j=0(K -- K~))JK~ ) The derivation of (3.5) 
parallels the derivation of (2.15) in Theorem 2.4 and is omitted. [] 
Finally, it is noted that in Banach space the following assumptions imply (A15): 
(A16) II/'/~) II is bounded uniformly in N. 
(A17) sup I I /7~ - ~q~)It -~ 0 as S -~ oo. 
n~>2 
Here/-]~) is the projection 
N N 
(n) (n) t ]~y  = E Z J, j  Oj ~,(y). 
i=1  j= l  
4. A model problem 
Numerical investigations of the Kirkwood-Riseman equation [16], 
y(x) = o(x) + 2 Ix - t l - 'y(t)dt,  Ixl~< 1, 
-1 
(4.1) 
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have been reported by several authors. A Chebyshev series approximation is obtained in [19]. 
A polynomial collocation technique is discussed in [24]. Accelerated quadrature and projection 
methods are developed in [10] and [11], respectively. An accelerated refinement procedure is 
presented in [8]. The parameters ~ and 2 are real valued and 9 is a bounded function. For 
0 < ~ < 1 the integral operator in (4.1) is a compact ransformation from L~[  - 1, 1] to C[  - 1, 1], 
with fl" II denoting the sup norm. 
The present analysis of (4.1) with 9(x) = 1, a = 0.5 employs system (2.7) with 
N 
PNy(x) = ~ y(x*)e,(x), N >/ 1, (4.2) 
i=1  
and 
x 
xi 
7~(Y) = ½N y(t)dt, 1 <~ i <~ N. (4.3) 
x~ 1 
The projection (4.2) represents a piecewise constant interpolant of y on a uniform mesh: 
- 1 --- Xo < xl < ..- < XN = 1, Xi = -- 1 + 2 iN-  1. The midpoint and the characteristic function of 
the interval (xi-  1, xi) are denoted by x* and ei(x) = 1 (0) for xi -  1 < x <~ xi (otherwise), respectively. 
The averaging functionals (4.3) define the discrete operator (2.8) and are supported by the same grid 
as (4.2). 
Assumptions (A1)-(A3), (A6) and (A7) are easily verified and Theorem 2.4 can be used to 
estimate the errors associated with the various degenerate-kernel methods considered here. For 
example, (A1) follows from the bound IIQNKtl = O(N-1/2), see [11, 14]. Assumption (A2) is 
a consequence of 7j(ei) = 6ij, where 6~j is the Kronecker delta. (A3) and (A6) follow from the 
observation that both eN and qN are O(N-1/2) with matrix norm 
N 
I(K/j)I = max ~ IKijl. 
l <~j~N i= l  
The triangular inequality, (05) and the bounds 
II K - II = O(N-  ,/2), 
sup  II - nk7 [P = O(N-  1/2) 
n~>2 
imply that (A7) is satisfied with 6N = O(N-  1/2) .  Finally, the choice ~Oi = (½N)ei and u~ =- ei used 
here may be universal. That is, (A1)-(A3), (A6) and (A7) may be satisfied for any continuous or 
weakly singular kernel. However, no attempt has been made to establish this conjecture rigorously. 
Six numerical techniques are investigated here. The first-order first-kind projection scheme of 
[11] converges at the rate O(N-  1/2) and is the least accurate method considered. The second-order 
projection scheme and the degenerate-kernel method (2.7) with (n, m) = (1, 1) are more accurate and 
converge at the rate O(N-  1). The most accurate techniques studied are the third-order projection 
scheme and the degenerate-kernel methods (2.7) with (n, m) = (1,2) and (2, 1). Their common rate of 
convergence is O(N-3/2). Hence this example will illustrate the use of degenerate-kernel methods 
to accelerate the convergence of first- and second-order first-kind projection schemes. 
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The algebraic systems defining the projection methods are not presented here. Details of that 
calculation are discussed in [11]. The linear equations defining the degenerate-kernel schemes with 
(n,m) = (1, 1), (1,2) and (2, 1) are outlined below. 
Spanning condition (2.7b) with n = 1 is used to construct he first-order degenerate kernel. 
Normally, this requires construction of an inverse matrix. However, for the choice of ~b~ and ui used 
here, the system matrix is the identity, and there is no need for an inversion. The first-order 
spanning condition yields 
N 
K  y(x) = F, 
i=1  
where the 7i are given by (4.3) and 
~i(x) = Ix - tL-1/E dt. (4.4) 
Eq. (2.7a) with (n, m) --- (1, 1) defines the first-order degenerate-kernel method associated with the 
first-order first-kind spanning condition. The coefficients in its solution 
N 
Y~I,1)(x) = 1 + 2 ~ c~j(x)aj (4.5) 
j= l  
satisfy the N x N system 
N 
a i  = 1 + 2 ~ o~ijaj, 1 <<. i <<. N, (4.6) 
j= l  
where c~ij = 7i(ej). Eq. (2.7a) with (n, m) = (1,2) defines the second-order degenerate-kernel approxi- 
mation 
ytl.a)(X) : 1 + 2 ~, ~j(x)bj + ~2 ~ (X) -- ~-a O~k(X)(XkJ bj, (4.7) 
j= l  j= l  k=l  
where 
i 
1 
fli(x) = Ix -- tl-1/2cq(t)dt. 
-1 
The coefficients in (4.7) satisfy 
b,= l +2 ~_, cqjbj + )2 ~, f l i j -  ~,k~kj , 1 <<. i <~ N, 
j= l  j= l  k=l  
where flij = 7i(flj). 
The second-order spanning condition (2.7b) with n =- 2 yields 
N 
j= l  
(4.8) 
(4.9) 
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Table 1 
End point error estimates associated with (1) the first-order first-kind projection method 
[ 11], (2) the first-order degenerate-kernel m thod (4.5) and (3) the second-order degener- 
ate-kernel method (4.7). Here g(x) = 1, ~ = ½ and 2 = - ½ in (4.1). The error estimates are 
based on the 100-node third-order projection result y(1) ~ 0.484410 
Nodes Projection method 
1 st-order error 
Degenerate-kernel m thods 
(lst-order spanning condition) 
lst-order error 2nd-order error 
20 0.074081 -0.005172 0.000607 
40 0.057100 -0.002936 0.000189 
60 0.048602 -0.002092 0.000076 
80 0.043201 -0.001641 0.000027 
N E N tl ~I  2)(X) = '~ E dl 2) o~j(x) "~ ,~ (x) -- E O~J(X~)O~k(X) " 
j= l  k=l  
with 
The coefficients dl 2) are the elements of the inverse for the N × N matrix with coefficients 
6ij + 2(7ij - ~i(x*)). Numerical computation of the dl 2) is not costly, since the number of nodes 
N is presumed small, usually N<< 100. Eq. (2.7a) with (n, m) = (2, 1) defines the first-order degener- 
ate-kernel method associated with the second-order first-kind spanning condition. The coefficients 
in its solution 
N 
Ylz.1) = 1 + ~ r~)2)(X)Cj (4.10) 
j= l  
satisfy 
= Utjl nil "~ ~ ~i l -  O{l(X~)t~ik Cj, 1 <. i <<. N. (4.11) 
j= l  l=1 k=l  
The integrals (4.4) and (4.8) can be evaluated and the systems (4.6), (4.9) and (4.11) analyzed 
without resorting to numerical integration. Estimates for the end point error are tabulated in 
Tables 1-3 for 2 = -0.5.  The solution of (4.1) is not differentiable at the end points and the discrete 
methods exhibit their worst rates of convergence at x = -Y- 1. 
Table 1 contains end point error estimates obtained from a first-order projection method, and 
the first- and second-order degenerate-kernel methods, Eqs. (4.5) and (4.7), respectively, defined by 
the first-order first-kind spanning condition. The accelerated convergence of the degenerate-kernel 
methods relative to the projection method is clearly evident and is consistent with (1.7) of the 
introduction. 
Table 2 contains the end point error estimates obtained from a second-order projection method 
and the first-order degenerate-kernel method defined by the second-order first-kind spanning 
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Table 2 
End point error estimates associated with (1) the second-order first-kind 
projection method [11], and (2) the first-order degenerate-kernel method 
(4.10). Here g(x) = 1, ~ = ½ and 2 = -½ in (4.1). The error estimates are based 
on the 100-node third-order projection result y(1) ~ 0.484410 
Nodes Projection method 
2nd-order error 
Degenerate-kernel method 
(2nd-order spanning condition) 
lst-order error 
20 --0.004994 0.000575 
40 -0.002837 0.000185 
60 --0.002021 0.000076 
80 --0.001585 0.000028 
Table 3 
End point error estimates associated with the third-order first- 
kind projection method [11]. The error estimates are based on 
the 100-node third-order projection result y(1) ~ 0.484410 
Nodes 20 40 60 80 
Error 0.000551 0.000178 0.000072 0.000025 
condition, Eq. (4.10). Again, the accelerated convergence of the degenerate-kernel m thod relative 
to the projection method is demonstrated. 
Finally, comparison of the three tables confirms the previous assertions that (1) the first-order 
projection method is the least accurate technique studied, (2) the second-order p ojection method 
and Y(1,1) converge at the same rate, and (3) Y(1,2), Y(2,1) and the third-order projection scheme (see 
Table 3) are the most accurate methods considered and converge at identical rates. Moreover, the 
computational requirements are virtually the same for the first-order projection method and (4.5) 
as well as for the second-order p ojection method and (4.7). 
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