This paper deals with the following fractional Schrödinger equations with Choquard-type nonlinearities
Introduction.
In this paper, we study the fractional Schrödinger equations with Choquard-type nonlinearities as follows (−∆)
where 0 < α, β < 2, 1 ≤ p < ∞ and n ≥ 2. The fractional Laplacian is a nonlinear nonlocal pseudo differential operators defined as u(x) − u(y) |x − y| n+α dy,
here C n,α is a normalization constant. To make sense for the integrals, we require u ∈ C 1,1 loc ∩ L α , and set L α = {u ∈ L 1 loc (R n ) |ˆR n |u(x)| 1 + |x| n+α dx < ∞}.
The Choquard equation arises in a variety of applications such as quantum mechanics, physics of laser beams, physics of multiple-particle systems, which we refer to [1] . We remark that the nonlinear Choquard equation is a certain approximation to Hartree-Fock theory for a component plasma [2] . It is worth mentioning that [3] considered the fractional Choquard equations with the nonhomogeneous term (|x| β−n * u p ) u p−1 . Afterwards, Ma and Zhang [4] extended their results to Choquard equations with fractional p-Laplacian.
The fractional Laplacian has attracted much attention in recent years. It has been widely applied in mathematical physics [5] , image processing [6] , finance [7] , and so on. For more backgrounds on the fractional Laplacian operator (−∆) α 2 , we refer to [8, 9, 10] . Nevertheless, since the fractional Laplacian is nonlocal, many traditional methods that deal with the local operator cannot be applied directly. To overcome this difficulty, the pioneering work can be traced back to Caffarelli and Silvestre [11] . They reduced the nonlocal problem into a local one in higher dimensions by introducing the extension method. This method has been applied successfully in investigating the equations with (−∆)
s , a series of related problems have been studied from then on(cf. [12, 13] and the references therein). In addition, another effective tool to handle the higher order fractional Laplacian is the method of moving planes in integral forms, which turns a given pseudo differential equations into their equivalent integral equations, we refer to [14, 15, 16] for details. However, even though using the extension method or the integral equations method, sometimes we still need to impose conditions on the range of s or some integrability conditions on the solutions additionally. Furthermore, the methods we mentioned above are not applicable to other kinds of nonlinear nonlocal operators, such as the fully nonlinear nonlocal operator and fractional p-Laplacian(p = 2).
Lately, Chen et al. [17] developed a direct method of moving planes which can overcome the difficulties above. They obtained the nonexistence, symmetry and monoticity of positive solutions for existence semi-linear equations involving the fractional Laplacian. We are particularly interested in the method using in handling the nonlinear Schrödinger equation in the article. We also refer to [18, 19] for related interesting results of Schrödinger equations.
Inspired by the literatures above, we naturally consider the properties of positive solutions for the fractional Schrödinger equations with Choquard-type nonlinearities based on the extended direct method of moving planes. In this paper, we construct a decay result at infinity and a narrow region principle for the related equations first in order to obtain the symmetry of solutions to the problem(1.1).
Throughout the paper, let
(1.4)
Hence,the project to study (1.1) turns out to consider its equivalent problem (1.4).
Before stating our main results, we first give some basic notations. Let
be the moving plane, Σ λ = {x ∈ R n | x 1 < λ} be the region to the left of the plane, Σ λ = R n \ Σ λ , and
To compare the values of u(x) with u(x λ ) and v(x) with v(x λ ), we denote
Obviously, U λ and V λ are anti-symmetric functions, i.e., U λ (
Furthermore, C denotes a constant whose value may be different from line to line, and only the relevant dependence is specified in this paper.
To be precise, we state our main result as follows.
loc ∩ L β is a positive solution pair of (1.4) and
where C 1 , C 2 , a, γ are constants and γ satisfies γ > β p−1 . Then u must be radially symmetric and monotone decreasing about some point in R n .
Remark 1.2. Since the Kelvin transform is not valid for the Schrödinger equations because of the presence of the term u, we need to impose the additional assumptions on the behavior of u and v at infinity.
In order to prove Theorem 1.1 , we need to obtain the following two auxiliary conclusions, which are key ingredients in the direct application of the method of moving planes.
with C 1 (x), C 3 (x) < 0, C 2 (x) > 0, and
Then there exists a constant R 0 > 0 such that if
then at least one of x 0 and x 1 satisfies
where C 1 (x), C 2 (x) and C 3 (x) are bounded from below in Ω and
The above conclusions hold for an unbounded narrow region Ω if we further assume that
The remainder of this paper is organized as follows. The proof of Theorem 1.3 and Theorem 1.4 is given in section 2. Then we prove Theorem 1.1 in the last section.
Decay at Infinity and Narrow Region Principle
In this section, we give the proof of Theorem 1.3 and Theorem 1.4 which are essential in the subsequent section to derive Theorem 1.1 .
Proof of Theorem 1.3 . (Decay at Infinity) We argue by contradiction, if (1.10) is violated, then from the definition of the fractional Laplacian (1.2) and a direct calculation
where
Now we estimate the integral term in (2.1) for fixed λ and x 1 ∈ Σ λ with |x 1 | sufficiently large. Let
Then inserting (2.2) into (2.1) , we obtain
Combining (2.3) with (1.6) and C 1 (x) < 0, we derive
and
In terms of (2.4),(1.5) and the lower semi-continuity of U λ on Ω, we can show that there exists
From a similar argument as in (2.1)(2.2), we can show
From (1.6),(2.5) and (2.6), we can deduce
for sufficiently large |x 0 | and |x 1 |. The last inequality follows from assumptions (1.7) and (1.8). This is a contradiction. Hence, the relation (1.10) must be valid for at least one of x 0 and x 1 . The proof of Theorem 1.3 is completed.
Now we start the proof of Theorem 1.4 as follows.
Proof of Theorem 1.4 . (Narrow Region Principle) The proof goes by contradiction. Without loss of generality, we assume that there exists a x ∈ Ω such that
By the definition of (−∆) β 2 , we have
Thus,
Combining this with (1.11) and C 1 (x) < 0, we have
From(2.9), we know that there exists a x such that
Similar to (2.8), we can derive that
By (1.11) and C 3 (x) < 0, for δ sufficiently small, we have
which is a contradiction. Therefore, (1.12) is true. To prove (1.13), we suppose there exists x 0 ∈ Ω such that φ(x 0 ) = 0.
(2.12)
Combining this with (1.11) and C 1 (x) < 0, we can derive
which is a contradiction with (1.12). Therefore V λ (x 0 ) is identically 0 in Σ λ . Since
From (1.11) and C 1 (x) < 0, we know
We already proved
Consequently it must be true that
Combining this with the fact
From a similar argument, we can show if U λ (x) is 0 at one point in Σ λ , then V λ (x) and U λ (x) are identically 0 in R n .
For the unbounded narrow region Ω, the condition
guarantees that the negative minimum of U λ (x) and V λ (x) must be attained at some point x 0 and x 1 respectively, then we can derive the similar contradiction as above.
This completes the proof of Theorem 1.4 .
Radial Symmetry of Positive Solutions
In this section, we prove the radial symmetry of positive solutions to (1.4).
Proof of Theorem 1.1. Choosing a direction to be x 1 -direction, then we divide the proof into two steps.
Step 1. Start moving the plane T λ from −∞ to the right along the x 1 -axis. We will claim that
for sufficiently negative λ.
If (3.1) is violated, without loss of generality, we assume that there exists an x ∈ Σ λ such that
Similar estimates as (2.1)-(2.3) in the proof of Theorem 1.3 yield that
Now we show that
Indeed, if not, V λ (x) ≥ 0. Then by (1.5) and mean value principle,
where ξ ∈ u(x λ ), u(x) .
Then from condition (1.5), we know that for λ sufficiently negative,
As a matter of fact, (−∆) α 2 U λ (x) > 0, contradiction. Thus, (3.3) must hold. So we can conclude there exists an x ∈ Σ λ such that
Next, we verify that
If not, on one hand, similar to (2.3), we have
On the other hand, it follows from mean value theorem that
where ϑ ∈ u( x), u( x λ ) . This contradiction deduces (3.5).
Thus, in terms of the above estimates and mean value theorem, we can derive
for sufficiently negative λ. Then in terms of Theorem 1.3 , we know that one of U λ (x) and V λ (x) must be nonnegative in Σ λ for sufficiently negative λ. Without loss of generality, we can suppose that
To show that (3.8) also holds for V λ (x), we argue by contradiction again. If V λ (x) is negative at some point in Σ λ , then there must exist an x 0 ∈ Σ λ such that
Then from a similar argument, we can show
Hence, the proof of Step 1 is completed.
Step 2. Step1 provides a starting point, from which we can now move the plane T λ to the right along the x 1 -axis until its limiting position as long as (3.1) holds. More precisely, let
then the behavior of u and v at infinity guarantee λ 0 < ∞.
In the sequel, we claim that u is symmetric about the limiting plane T λ0 , that is to say
By the definition of λ 0 , we first show that either
To prove this, without loss of generality, we assume there a point x ∈ Σ λ0 such that
then it must be revealed that
If not, on one hand
On the other hand,
That's a contradiction. Then it follows from U λ0 (x) = −U λ0 (x λ0 ) that
Similarly, it can be easy to verify that
Therefore, if (3.9) is violated, then
Next, we prove that the plane can still move further in this case. To be more rigorous, there exists ε > 0 such that
for any λ ∈ (λ 0 , λ 0 + ε). This is a contradiction with the definition of λ 0 , then the assertion (3.9) holds. We now focus to prove (3.11).
From (3.10), we have the following bounded away from zero estimate
for some C δ > 0 and R 0 > 0. By the continuity of U λ (x) and V λ (x) with respect to λ, then there exists a positive constant ε such that
for any λ ∈ (λ 0 , λ 0 + ε).
Furthermore, on the basis of Theorem 1.3 , we know that if
then there exists a positive consant R 0 large enough such that one of x 0 and x 1 must be in B R0 (0).
We may suppose |x 0 | < R 0 . Thus, we can derive
Next, we show that (3.12) also holds for x 1 . Note that from a similar argument in the proof of 1.4,
, mean value theorem and (2.11), we have
for sufficiently small δ, ε and ϑ ∈ u λ (x 1 ), u(x 1 ) . Hence, a simple modification and combination of the above inequalities deduces that must not be valid for sufficiently small δ and ε. This contradiction yields that
Finally, from (3.13) and (3.14), we have
Then combining with Theorem 1.4 , we conclude that
for sufficiently small δ and ε. Hence, (3.11) holds.
Consequently, we must have
Since x 1 direction can be chosen arbitrarily, so we can conclude that the positive solution u is radially symmetric and monotone decreasing with respect to some point in R n . This completes the proof of Theorem 1.1 .
