Keywords: Continuum Degree of homogeneity Dendrite Local dendrite Suspension 1 n -Homogeneous Given a positive integer n, a space is a said to be 1 n -homogeneous provided there are exactly n orbits for the action of the group of homeomorphisms of the space onto itself. In this paper we determine the degree of homogeneity of the suspension of X, in terms of that of X, when X is a local dendrite. Further, we establish which are the orbits of Sus( X) and, finally, we show that no dendrite has 1 3 -homogeneous suspension.
Introduction
Let H(X) denote the group of homeomorphisms of a space X onto itself. An orbit of X is the action of H(X) at a point x of X , namely {h(x): h ∈ H(X)} for a given point x ∈ X . Given a positive integer n, a space is a said to be 1 n -homogeneous provided that X has exactly n orbits. Hence, 1-homogeneous spaces are the homogeneous spaces. If X is a topological space, then the degree of homogeneity of X , denoted by d H (X), is defined as the number of orbits of X . The symbol O X (x) denotes the orbit of the space X that contains x.
Recently there has been increasing interest on 1 n -homogeneity, in particular on 1 2 -homogeneity; in fact, several papers have been written on the subject: results about 1 2 -homogeneous spaces are developed in [3, 8, [11] [12] [13] , and results about 1 2 -homogeneous suspensions and 1 2 -homogeneous cones can be found in [5] and [10] . Finally, results about 1 2 -homogeneous or 1 3 -homogeneous hyperspaces can be found in [1, 9, 14] .
Sam B. Nadler Jr. asks in [8, p. 342, 4 .18] which classes of continua have 1 2 -homogeneous suspensions. In [5] the authors give a partial answer to that question. Later, A. Illanes asked which local dendrites have 1 3 -homogeneous suspensions. In this paper we give an answer to that question; moreover, we analyze how some subsets of Sus( X) behave under homeomorphisms of Sus( X) onto Sus( X). Further, we determine which are the orbits in Sus( X) in terms of the orbits of X and, finally, we show that no dendrite has 1 3 -homogeneous suspension. In Sections 2, 3 and 4 we present some notation, terminology and some basic results that we will use in this paper.
In Sections 5 and 6 we show some basic results about the suspension of a finite graph with no end points, and results about the suspension of a local dendrite. [5, p. 488, 4.4.2] ) If X is a local dendrite and E( X) = ∅, then X does not contain simple ∞-ods.
Lemma 3.8. ([2, p. 50, Remark to 6.4]) If X is a locally connected continuum that is not a finite graph, then X contains simple
∞-ods. 
is a continuous function.
In [5, 
X belong to the same orbit in Sus( X).
Observation 3.13. Let X be a metric space and let x ∈ X . Assume that x does not belong to any arc in X . Let A be a pathwise connected subcontinuum of Sus( X) \ {v
In [5, p. 484, 3.0.2] it is proved that if X is a metric space, with no arcs, such that |X| 3, then for each x ∈ X and each t ∈ (−1, 1), the point (x, t) is not the core of any simple triod in Sus( X). As an immediate consequence of this result we have the following. Proof. As a consequence of Observation 3.14 we have that H((x, 0)) = (y, t), for some y ∈ X and for some t ∈ (−1, 1 We finish this section introducing some important sets; these will be used several times throughout the paper. Notation 3.16. Let X be a local dendrite and let Z = Sus( X). Define the following subsets of Z : P = {w ∈ Z : w belongs to the manifold interior of a 2-cell in Z } and
Note that the sets P and Q are invariant under homeomorphisms of Z onto Z . Observation 3.17. Let P and Q be the subsets of Sus( X) defined in Notation 3.16. In [5, p. 484, 3.0.3] it is stated that every point of (OR(X) ∪ R( X)) × (−1, 1) belongs to P . Also, in [5, p. 484, 3.0.4] it is stated that every point of E( X) × (−1, 1) belongs to Q . Finally, in [5, p. 484, 3.0.5] it is stated that, if X is a local dendrite, then the vertices of Sus( X) belong to the manifold interior of a 2-cell in Sus( X) if and only if X contains a simple closed curve. Hence, if X is a local dendrite and contains a simple closed curve, then P = Sus OR(X) ∪ R(X) and
Notation 3.18. Let X be a continuum that contains free arcs. Define the following subset of X , let M = {x ∈ X: x ∈ int( A) for some free arc A of X}.
Observation 3.19. Let X be a continuum that contains free arcs and let M be as defined in Notation 3.18. Then no point of M is the core of a simple triod in X .
Some basic results
In this section we present basic facts on a continuum, which will be used throughout the paper. For example, we show that if X is a locally connected continuum such that X = S 1 , and if L is a free arc in X , then there exists a maximal free arc or a loop that contains L (Lemma 4.24).
We begin this section with the following simple result, which will be used in Section 7.
Lemma 4.20. Let X be a metric space and let H : Sus( X) → Sus( X) be a homeomorphism such that H({v
Proof. Suppose that π * (H(A × {0})) is contractible in X ; then, there exists a point p ∈ X and there exists a continu-
X }, it is easy to see that k is well defined and continuous. Moreover,
On the other hand, since A is not contractible in X , it follows that A × {0} is not contractible in 
Now, by (5) there exists an arc C , in K , with end points e 2 and e 3 . Note that (A 1 ∪ A 2 ∪ B) ∪ C is a locally connected continuum (Lemma 3.4). Moreover, from (7) we have that L X = { J : J is a maximal free arc in X} and
We will often consider the end points of an element A ∈ L X ∪ S X . Hence, when we say that p and q are the end points of A, and A ∈ S X , we understand that {p} = {q} = bd( A).
Lemma 4.24. Let X be a locally connected continuum such that
Proof. Let M be as defined in Notation 3.18. Let p and q be the end points of L. We observe that if bd(K ) = ∅, then K = X . This implies that M = X . Hence, by Observation 3.19, we obtain that X contains no simple triods. Since X is a locally connected continuum such that X = S 1 , by [7, p. 135, 8 .40 (b)] we conclude that X is an arc; it follows that X is a free arc and we are done. Thus, in the rest of the proof we will assume that
Claim I. K is connected im kleinen at every point. Assume that K is not connected im kleinen at some point. In [7, p. 78, 5.13] it is proved that then there exists a nondegenerate convergence subcontinuum L, such that L ⊂ K and such that K is not connected im kleinen at any point of L. However, since K is connected im kleinen at every point of K , then L ⊂ bd(K ). By (8) it follows that L is degenerate; a contradiction. Therefore, K is connected im kleinen at every point. By Claim I we obtain that K is locally connected [7, p. 84, 5.22] . Also, by Lemma 4.22 we have that K is a continuum with no simple triods. Thus, by [7, p. 135, 8 .40 (b)] we conclude that K is an arc or a simple closed curve.
Next, we will show that K ∈ L X ∪ S X . (8) it follows that K is not connected; a contradiction. Thus, bd(K ) ⊂ E(K ). Therefore, K is a free arc.
Suppose now that there exists a free arc
J in X such that K J . Observe that K ⊂ K \ bd(K ) J \ bd( J ). Since J \ bd( J ) is contained in some component of M and since K J \ bd( J ), we obtain that K A, for some component A of M; a contradiction. Therefore, K ∈ L X . Finally, since L \ {p, q} ⊂ K , we conclude that L = L \ {p, q} ⊂ K and K ∈ L X ∪ S X . 2
Suspensions of finite graphs with no end points
In this section we show some basic results about the suspension of a finite graph. Mainly, we deal with finite graphs that have no end points, and we prove that if X is a graph such that E( X) = ∅ (and
is an orbit of Sus( X) (Lemma 5.29).
We begin this section with the following observation. Then we have that
Notice that the sets U and V are invariant under homeomorphisms of Sus( X) onto Sus( X).
In Lemmas 5.26-5.28 we consider Z = Sus( X). For the following result recall that Cone( X) is the quotient space
X × I/ X×{1} .
Lemma 5.26. Let X be a finite graph and let C be a loop in X such that
Proof. First, we show that Sus(C ) is a retract of Sus( X). To this aim, we consider the function r : X → C given by
By Lemma 3.10, we have that r is a retraction. Therefore, there exists a retraction of Sus( X) onto Sus(C ). In particular, Sus(C ) is a retract of Sus( X) \ {(p, 0)}. Since Sus(C ) is a 2-sphere and, hence, is not contractible, it follows that Sus( X) \ {(p, 0)} is not contractible.
Lemma 5.27. Let X be a finite graph such that E( X) = ∅ and R( X) = {p, q}, with p = q, and
Proof. Since X is not an m-theta for any m ∈ N, and |R(X)| = 2, by Lemma 3.6 we conclude that X contains loops.
, there exists a loop C such that bd(C ) = {q}. Thus, by Lemma 5.26
Lemmas 5.26 and 5.27 imply the following result.
Lemma 5.28. Let X be a finite graph such that E( X) = ∅ and R(
Proof. Since |R(X)| = 2 and O X (p) = O X (q), we have that X is not an m-theta, for any m ∈ N. Thus, X contains loops (Lemma 3.6). Let C be a loop in X ; without loss of generality we will assume that bd(C ) = {q}. By Lemma 5.26 it follows
By Lemma 3.11 we have that
If 0) ), then by (10) 
We are now able to prove the main result of this section.
Lemma 5.29. Let X be a finite graph such that E( X)
Proof. Let V be as in Observation 5.25. By (9) of that observation, we have that V = Sus(R( X)). We will develop the rest of the proof in three cases.
Case I. R( X) = {p}.
In this case, we have that V is the arc Sus({p}). By Lemma 3.11 we know that {p} × (−1, ((p, 0) ). By Lemma 3.12 we have that {v 0) ) (Lemma 3.11). Moreover, by Lemmas 5.27 and 5.28 0) ). Thus, by Lemma 3.12 we obtain that {v (9) of Observation 5.25) and V is invariant under homeomorphisms of Sus( X) onto Sus( X), we conclude that {v
In this case, since R( X) is a space with no arcs, by Observation 3.14 we obtain that {v
X } is an orbit of Sus(R( X)).
Since the set V = Sus(R( X)) is invariant under homeomorphisms of Sus( X) onto Sus( X), we conclude that {v
Suspensions of local dendrites
In this section we prove some technical lemmas that will be used in Section 7. Among them, we show that if X is a local dendrite (and X / ∈ {I,
X } is an orbit of Sus( X) (Corollary 6.31).
Lemma 6.30. Let X be a local dendrite such that X = I and E(
Proof. Let Q be as defined in Notation 3.16. If X contains no simple closed curves then, by (4) of Observation 3.17, we have that Q = Sus(E( X)). Since X is a dendrite and X = I , it follows that |E(X)| 3. Therefore, since E( X) does not contain arcs;
Hence, in the rest of the proof we will assume that X contains simple closed curves.
Let P be as defined in Notation 3.16. By (1) and (2) of Observation 3.17 we have that
Moreover, since Q is invariant under homeomorphisms of Sus( X) onto Sus( X), we have that
Since P is invariant under homeomorphisms of Sus( X) onto Sus( X), and by (12) we know that v
The following result is a consequence of Lemmas 5.29 and 6.30. This fact will be used several times in the next section to prove our main result.
Corollary 6.31. Let X be a local dendrite such that X / ∈ {I, 
Lemma 6.32. Let X be a local dendrite such that X = I. If H : Sus( X) → Sus( X) is a homeomorphism and e ∈ E( X), then H(Sus({e})) = Sus({ f }), for some f ∈ E( X).
Proof. Let Q be as defined in Notation 3.16. If X contains no simple closed curves then, by (4) of Observation 3.17, we have that Q = Sus(E( X)). Recall that Q is invariant under homeomorphisms of Sus( X) onto Sus( X). Since E( X) is a space with no arcs and |E(X)| 3 (X is a dendrite such that X = I ), then by Lemma 3.15 applied to the space with no arcs E( X), we conclude that H(Sus({e})) = H| Q (Sus({e})) = Sus({ f }), for some f ∈ E( X).
Hence, in the rest of the proof we will assume that X contains a simple closed curve. By (2) of Observation 3.17, we have that Q = E( X) × (−1, 1) . Since Q is invariant under homeomorphisms of Sus( X) onto Sus( X), it follows that H({e} × (−1, 1) (−1, 1) , for some f ∈ E( X). Since X = I and E( X) = ∅, then by Corollary 6.31
we have that H({v
Corollary 6.33. Let X be a local dendrite such that X = I and let H : Sus( X) → Sus( X) be a homeomorphism. If y ∈ E( X), then H(Sus({ y})) = Sus({x}), for some x ∈ E( X).
Proof. Since y ∈ E( X), there exists a sequence {e n } ∞ n=1 ⊂ E( X), that converges to y. Then, {Sus({e n })} ∞ n=1 converges to
Sus({ y}) (with the Hausdorff metric)
. Now, by Lemma 6.32, for each n ∈ N we have that H(Sus({e n })) = Sus({e n }), for some e n ∈ E( X). This implies that {Sus({e n })} ∞ n=1 converges to H(Sus({ y})). Therefore, H(Sus({ y})) = Sus({x}), for some x ∈ X . Moreover, since {Sus({e n })} ∞ n=1 converges to Sus({x}), then the sequence {e n } ∞ n=1 converges to x. Finally, since {e n } ∞ n=1 ⊂ E( X), we conclude that x ∈ E( X). 2 Notation 6.34. Let X be a local dendrite. Denote by
OR L (X) = OR(X) \ OR NL (X).
Notation 6.35. Let X be a local dendrite and let P be as defined in Notation 3.16. We consider the following subsets of P : K P = w ∈ P : w has a planar neighborhood in Sus(X) and
Observation 6.36. Let X be a local dendrite such that R( X) = ∅, and let P be as defined in Notation 3.16. Further, let OR NL (X) and OR L (X) be as defined in Notation 6.34 and let K P and L P be as defined in Notation 6.35. By Lemma 3.9 and by (1) and (3) of Observation 3.17 we have that
Moreover, since P is invariant under homeomorphisms of Sus( X) onto Sus( X), it follows that the sets K P and L P also are invariant under homeomorphisms of Sus( X) onto Sus( X).
Notation 6.37. Let X be a local dendrite. Denote by
Note that R ND (X) is a discrete space.
Observation 6.38. Let X be a local dendrite such that R( X) = ∅, let Q be as defined in Notation 3.16, let L P be as defined in Notation 6.35 and, finally, let R D (X) and R ND (X) be as defined in Notation 6.37. Consider the following subsets of L P :
It follows from Observation 6.36 that
or
(15) (14) and (15) of Observation 6.38, we obtain
Now, assume that r ∈ R ND (X) and let W 2 be as defined in Observation 6.38. Then, using (14) and (15) of Observation 6.38, and the fact that W 2 is invariant under homeomorphisms of Sus( X) onto Sus( X) (Lemma 6.39), we obtain that
Finally, by Corollary 6.31 we know that H({v
We conclude this section with the following result, which is a direct consequence of Lemmas 6.32 and 6.40. 
is a homeomorphism, then H(Sus(E( X) ∪ OR NL (X) ∪ R( X))) = Sus(E( X) ∪ OR NL (X) ∪ R( X)).

The main theorem
In this section we prove the main result of this paper (Corollary 7.49). We begin with the following technical lemma, which will be essential in the proof of Lemma 7.44 and Theorem 7.46. (H(p, 0) )} = {r} = {s}. 
. Thus, by (19) we have that H A × {0} ∩ Sus {r} = ∅ and H A × {0} ∩ Sus {s} = ∅.
X } (Corollary 6.31), we obtain that H( A × {0}) ⊂ B × (−1, 1) . Then π * (H(A × {0}) ) is an arcwise connected subset of B. By (20) we have that r, s ∈ π * (H(A × {0})); therefore, π * (H(A × {0})) = B. Finally, by (19) we conclude that {r, s} = {π * (H(p, 0) ), π * (H(q, 0) )}.
Proof of (iii). If A ∈ S X , then p = q. Hence, by (19) it follows that r = s. This implies that B ∈ S X . Now, since
On the other hand, since A is not contractible in X , then π * (H(A × {0})) is not contractible in X either (Lemma 4.20). This implies that π * (H(A × {0}) ) is an arcwise connected subset of B that is not contractible in X . Hence, since B ∈ S X , we conclude that π * (H(A × {0})) = B. Finally, by (19) we have that {π * (H(p, 0) )} = {r} = {s}. 
Proof of (iv). If
, where r and s are the end points of B, and r and s are the end points of B . As a consequence of this and by (21) we conclude that π
Now we consider the following observation. (H(a, 0) ) and π * (H(b, 0) ). Thus, since A and π * (H(A × {0})) are homeomorphic, for each A ∈ L X ∪ S X with end points a and b, we can define a homeomorphism:
Note that if x ∈ OR L (X), then by Lemma 4.24 we know that there exists A ∈ L X ∪ S X such that x ∈ A. Thus, we may define a function h : X → X given by Proof. By Corollary 6.31 we know that H({v 1) ; hence, we may apply π * ; this implies that h is well defined at the point 43 we obtain that h is well defined.
Next, we will show that h is continuous. To this aim, let x ∈ X and let {x n } ∞ n=1 be a sequence in X that converges to x.
Let {x n i } ∞ i=1 be a subsequence of {x n } ∞ n=1 . We will show that the subsequence {h(
. It suffices to analyze three cases:
In this case, it follows that x ∈ E( X) ∪ R( X) ∪ OR NL (X). This implies that h(x n i ) = π * (H((x n i , 0) )) and h(x) = π * (H((x, 0) )). Since H and π * are continuous, in this case we conclude that {h(
converges to h(x).
Case II. There exists k ∈ N and there exist A 1 
In this case, it follows that x ∈ k l=1 A l . Define f :
. Thus, f is well defined. Moreover, since for each l ∈ {1, . . . ,k}, we have that A l is a closed subset of X , and f A l is continuous, then as a consequence of Lemma 3.10 we obtain that f is continuous.
Case III. For each i ∈ N, we have that x n i ∈ A n i , for some A n i ∈ L X ∪ S X . Moreover, we will assume that a n i and b n i are the end points of A n i , and that A n i = A n j whenever i = j.
Let i ∈ N. Observe that A n i \ {a n i , b n i } is an open and connected subset of X . Now, for each i = j, we have that converges to {x}, we obtain that x ∈ OR NL (X) ∪ E( X) ∪ R( X). Thus, by Lemmas 6.32 and 6.40 it follows that H Sus {x} = Sus {y} , for some y ∈ X.
(25)
On the other hand, for each i ∈ N, by (i) of Lemma 7.42 we have that H(Sus( A n i )) = Sus(B n i ), for some B n i ∈ L X ∪ S X . Thus, from (24) and (25) we obtain that {Sus(
converges to Sus({ y}). This implies that
converges to {y}. (27) and by (26) we conclude that {h(
is any subsequence of {x n } ∞ n=1 and since {h(
converges to h(x), we conclude that {h(x n )} ∞
n=1
converges to h(x). Therefore, h is continuous. 2 
Let OR L (X) and OR NL (X) be as defined in Notation 6.34 and let h : X → X be the function defined in Observation 7.43. By Lemma 7.44 we know that h is well defined and continuous. We will show in three steps that h is a homeomorphism and that h(u) = v.
Step 1. The function h is one-to-one.
To this aim, let x, y ∈ X be such that x = y. It suffices to analyze four cases:
By Lemmas 6.32 and 6.40 we have that H(Sus({x})) = Sus({z}) and H(Sus({ y})) = Sus({w}), for some z, w ∈ OR NL (X) ∪ R( X) ∪ E( X). Since x = y, it follows that Sus({z}) = Sus({w}); hence, z = w. Thus, since H((x, 0) ), H(( y, 0)) ∈ X × (−1, 1) (Corollary 6.31) we have that (H(y, 0) ), by Corollary 6.41 we obtain that h( y) /
∈ OR L (X). This implies that h(x) = h( y).
This completes the proof of Step 1.
Step 2. The function h is surjective.
To this aim, let y ∈ X . Consider the following cases: 
This completes the proof of Step 2.
Since X is a compact and Hausdorff space, from Step 1, Step 2 and Lemma 7.44 we conclude that h : X → X is a homeomorphism. Finally, in the last step we will show that h(u) = v.
Step 3. h(u) = v.
To this aim, we consider the following cases:
Case I. If u ∈ OR NL (X) ∪ E( X) ∪ R( X).
In this case, by (28) we conclude that h(u) = π * (H((u, 0) we have that π * (H(A u × {0})) = B and {π * (H((a u , 0) )), π * (H((b u , 0) ))} = {r, s}. Hence, since u ∈ A u \ {a u , b u }, we obtain that h(u) = f A u (u) ∈ B \ {r, s}. 
b) If d H (X) is infinite, then
In Corollary 7.50 the condition of having nonempty set of end points is essential, because there exist local dendrites with no end points with 1 3 -homogeneous suspension. For example, by (ii) of Corollary 7.49 we know that every 1 2 -homogeneous finite graph X , with no end points (and X / ∈ {S 1 } ∪ {θ m : m ∈ N}), has 1 3 -homogeneous suspension. Such is the case of the continuum that has the shape of the figure eight, or that of a complete finite graph. As a matter of fact, the following corollary holds. It would be interesting to determine the degree of homogeneity of Sus( X), for some other classes of continua related to local dendrites, or to 1-dimensional continua. We conclude this section stating some problems in connection with such classes. 
