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Abstract 
 
The ethical implications and social impacts of artificial intelligence have become topics of 
compelling interest to industry, researchers in academia, and the public. However, current analyses 
of AI in a global context are biased toward perspectives held in the U.S., and limited by a lack of 
research, especially outside the U.S. and Western Europe. 
 
This article summarizes the key findings of a literature review of recent social science scholarship 
on the social impacts of AI and related technologies in five global regions. Our team of social 
science researchers reviewed more than 800 academic journal articles and monographs in over a 
dozen languages. 
 
Our review of the literature suggests that AI is likely to have markedly different social impacts 
depending on geographical setting. Likewise, perceptions and understandings of AI are likely to 
be profoundly shaped by local cultural and social context. 
 
Recent research in U.S. settings demonstrates that AI-driven technologies have a pattern of 
entrenching social divides and exacerbating social inequality, particularly among historically-
marginalized groups. Our literature review indicates that this pattern exists on a global scale, and 
suggests that low- and middle-income countries may be more vulnerable to the negative social 
impacts of AI and less likely to benefit from the attendant gains. 
 
We call for rigorous ethnographic research to better understand the social impacts of AI around 
the world. Global, on-the-ground research is particularly critical to identify AI systems that may 
amplify social inequality in order to mitigate potential harms. Deeper understanding of the social 
impacts of AI in diverse social settings is a necessary precursor to the development, 
implementation, and monitoring of responsible and beneficial AI technologies, and forms the basis 
for meaningful regulation of these technologies.  
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INTRODUCTION 
 
The ethical implications and social impacts of artificial intelligence are topics of compelling 
interest to industry, researchers in academia, and the public. However, current analyses of AI in a 
global context are biased toward perspectives held in the U.S., and limited by a lack of research, 
especially outside the U.S. and Western Europe. To effectively engage with the global 
community on issues related to the ethics of AI-driven technologies (indeed all digital 
technologies), it is essential to understand how these technologies are understood and 
implemented around the world.  
 
The importance of a global conversation about the social impacts and ethics of AI has appeared 
in industry and government reports,1 as well as in academic debates,2 and is only beginning to 
receive sustained attention. This article offers an important step toward a meaningful 
conversation about AI ethics across cultures. Regional differences constitute a critical blind spot 
that has gone largely unexplored and represents an opportunity to advance the industry 
discussion on AI ethics. This path-breaking global research project offers a foundational framing 
of the debate and provides a review and synthesis of relevant social science research through 
perspectives and case studies from Africa, Asia, Latin America, the Middle East, as well as 
Southern and Eastern Europe.  
 
A key contribution of this research asserts that in order to understand ethics, we must 
understand culture, and vice versa. Societies have unique ethical vocabularies, 
understandings, and expectations.3 Terms like “fairness” and “privacy” can mean different 
things in different places.4 This is not to say that all systems of values are created equal. Even 
the most cursory glance at human history confirms that societies have elaborated ethical 
systems that support human flourishing, but also systems that cause profound suffering. 
Ethics is not just a subject for study by philosophers or anthropologists. Nor is it simply 
principles that we encounter already existing in the world. Ethics is also something that we 
do. It requires action and engagement.5 To understand AI ethics, we must think deeply about 
the relationship between society and technology across the globe. But deliberation is not 
enough. We must also commit to an active ethical engagement that ensures AI technologies 
support human flourishing around the world.  
 
KEY FINDINGS 
  
1) Regional differences are significant 
While scholarship on the global impacts of AI is lacking, social science research has a deep 
record of analyzing the relationship between society and technology more generally. This 
research suggests that AI is highly likely to have markedly different social impacts depending on 
cultural setting. Likewise, perceptions and understandings of AI are likely to be profoundly 
shaped by local cultural and social contexts.  
 
2) AI can exacerbate social inequality  
Research in U.S. settings demonstrates that AI-driven technologies have a pattern of entrenching 
social divides and exacerbating social inequality, particularly among historically-marginalized 
groups. Our research findings indicate that this pattern exists on a global scale, and suggest that 
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low- and middle-income countries may be more vulnerable to negative social impacts of AI and 
less likely to benefit from positive outcomes. Any amplification of social inequality can increase 
social instability, putting entire societies at risk, with potentially far-reaching geopolitical 
consequences. 
 
3) Further action is essential 
Despite the clear and evident need for global understandings of AI, research has been neglected. 
High quality, on-the-ground research is unavailable, resulting in major gaps in our 
understandings of the social impacts of these technologies around the world. Rigorous, 
independent ethnographic research is needed to investigate the ethical and social implications of 
AI across cultures. This is particularly critical to understand where AI systems may be 
amplifying social inequality and how harms may be mitigated.  
 
Methods 
This research project assessed the state of AI and related technologies in five global regions with 
particular focus on fourteen countries. A team of social science researchers reviewed more than 
800 academic journal articles and monographs. Analysis was carried out in over a dozen 
languages and also assessed numerous policy papers, government reports, and local and regional 
media.6 
 
Our analysis found major gaps in the scholarly literature. In fact, little systematic research has 
been done on the social impacts or ethical implications of AI systems anywhere in the world. 
Therefore, in order to think through these effects, we included consideration of adjacent 
technologies. As proxy technologies, these tools and systems are similar to or correspond to AI 
but are not explicitly aligned; examples include social media, cell phones, and forms of 
surveillance like CCTV. We believe that these technologies provide leading indicators of the 
social impacts of AI systems.  
 
This article is a synthesis of a vast review of available literature in the social sciences. 
Assessment of academic databases suggests this is the first analysis of its kind: a large-scale, 
systematic review of the ethical implications and social impacts of artificial intelligence around 
the world. 
 
PART I: DEFINING THE TERMS   
 
A serious conversation about AI ethics across cultures must begin with an interrogation of key 
terms: artificial intelligence, culture, and ethics. We argue that a) artificial intelligence is shaped 
by its social context at all phases of its development and use. As such, it takes distinct forms in 
different places. We propose a working definition of b) culture that avoids reductive thinking 
that can lead to stereotyping in favor of a dynamic and nuanced understanding of social context. 
We show how c) ethics are ultimately inseparable from culture. We demonstrate how 
ethnographic research methods are uniquely capable of analyzing ethics and culture in tandem.   
 
A) DEFINING AI: A Social View of AI 
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From an anthropological view, artificial intelligence is best understood as a “technosocial 
system,” meaning that the technical aspects of AI are intrinsically and intimately connected to its 
social aspects. Social values and assumptions shape how we perceive, design, and use AI, as well 
as inform our perceptions, hopes, and fears of these technologies.7  
 
Perception and Imagination 
A subtle way that technology and society are woven together can be found in how we imagine 
technology. What hopes and fears drive the technologies we choose to develop, and how we 
accept, reject, and use the technologies around us?  
 
Technologies emerge from a society’s vision of the world and new technologies spark new ways 
to imagine the future.8 When a society develops a technology, it does so because it has attained 
the technological mastery and know-how, but also because it has stories that inform the 
imaginations of makers. For example, Martin Cooper created the first personal cell phone after 
seeing Captain Kirk’s communicator on an episode of Star Trek.9  
 
A society’s cultural imagination and its technologies are closely connected. For example, 
scholars have noted that the popularity of violent science fiction movies like the Terminator 
series has influenced how Americans imagine technology, leading to fears of killer robots.10 By 
contrast, in Japanese cultural imagination, robots may be more likely to be associated with 
Mighty Atom (Astro Boy), a beloved manga character, perhaps leading to less hesitancy about 
coexistence with robots/AI.11  
 
Some scholars, both Japanese and non-Japanese, attribute importance to Shintoism which 
recognizes all beings (including robots) as having spirits.12 They theorize such cultural traditions 
lead to a preference for artificial intelligence technologies that take material form (hence the 
convergence of robotics and AI in Japan). Such an explanatory framework may account for why 
robots like Sony’s AIBO and Honda’s ASIMO were accepted so easily in Japan.13 
 
However, many ethnographers and other scholars have recently noted that this ideal of the happy 
coexistence of robots and humans is not the whole story. For example, despite attempts to 
introduce robots as caregivers for the elderly to meet the challenge of Japan’s aging population, 
most families are rather unwilling to utilize robots, preferring the human touch.14 Thus we see 
that cultural imagination plays an important—but not always predictable—role in the 
relationship between technology and society. Ethnographic research can highlight the 
unexpected swerves and influences of cultural categories held in a collective imagination. 
 
Design and Development  
The social world in which AI is embedded shapes its development and design. People invent, 
design, and program technical systems. The general public has most often been alerted to the 
social aspects of AI design by dramatic problems and failures that make the news. But, even 
when AI systems function as intended, social values and cultural assumptions are always 
integrated into their design. When considering how development and design impact AI ethics 
across cultures, we must ask: who makes AI and who is AI made for?  
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1) Who makes AI? Who gets to participate in designing AI technologies? As will be discussed 
at greater length in Part II of the article , the persistent global digital divide excludes people from 
many parts of the world from participating in the design and development of AI technologies. 
For example, in many places, people lack the educational opportunities necessary to gain the 
specialized skills needed for AI.15 Girls and women are especially affected by this skills gap.16 
These dispersed inequities raise the question: What are the long-term social consequences of AI 
technologies that are developed without full participation of women from the global south?  
 
Even when people acquire skills and training to cross the digital divide, they may encounter 
obstacles. For example, African scholars persistently encounter visa issues that prevent them 
from participating in international conferences held in North America and Europe.17 Visa issues 
led the International Conference on Learning Representation, a major AI symposium, to move 
their 2020 meeting to Addis Ababa, so that African researchers can participate.18 
 
2) Who is AI made for? What cultural logics and assumptions are written into AI design? Data, 
the necessary foundation of AI, is deeply interwoven with society. People generate data. And 
people decide what counts as data and how, where, when, and why it should be gathered, sorted, 
and used. As Principal Researcher at Microsoft Research and founder of AI Now Kate Crawford 
explains, “data will always bear the marks of its history.”19  
 
From a cross-cultural perspective, a key concern is that much of the world leaves a thin digital 
footprint. People from low- and middle- income countries are likely to be radically 
underrepresented in the datasets central to developing AI systems, reinforcing the exclusion of 
their interests and needs. As a 2018 white paper from the World Economic Forum points out, an 
average U.S. household can generate a data point every six seconds. In Mozambique, where 
about 90% of people lack internet access, the average household generates zero digital data 
points.20 In a world where data plays an increasingly powerful social role, to be absent from 
datasets may lead to increasing marginalization with far-reaching consequences.  
 
Implementation and Use  
The close relationship between the social and the technological informs how AI is designed, but 
more importantly how it is utilized. Technology is rarely used under laboratory conditions or by 
people with the same demographic profile as those who designed it or tested it.  
 
Technologies enter a world that is already living, that is built on history, and that is shaped by 
economic and political structures.21 As MIT Technology Review’s Karen Hao argues, “Even the 
fairest and most accurate systems can still be used to infringe on people’s civil liberties.”22 The 
most thoughtfully-designed technologies can work in ways that are not just because they are used 
in the real world with all its imperfections and problems.  
 
For example, in Saudi Arabia women cannot travel abroad without the signed consent of their 
male guardians (muharram)—husbands, fathers, brothers or adult sons. A 2015 ethnographic 
case study examined a mobile app intended to replace this infamous “yellow slip.”23 Initiated as 
part of the Saudi e-government strategy, the app alerted male relatives of women’s movements 
through SMS messages. Journalist Safa Alahmad wrote, “The new compulsory text service, 
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compliments of the Saudi ministry of interior, is not only a vicious reminder that Big Brother is 
watching me but that now he will snitch and tell my ‘guardian’ every time I leave the country.”24  
 
In this case, the technology itself was not necessarily biased or flawed, but it was deployed under 
existing social conditions with results that were both predictable (it enforced the status quo) and 
surprising (women found ways to speak up against the technology, in some cases by using other 
technologies, like Twitter).25  
 
Technologies are used in the wild, in a complex and imperfect world. They can have unintended 
consequences and unexpected results. They can be used in ways that are creative and politically 
liberating or inequitable and repressive.  
 
B) DEFINING CULTURE  
 
By now it should be clear that we cannot understand the impacts and ethics of AI without 
understanding the social world within which it is embedded. This requires grappling with the 
importance of culture. At first glance, the concept of “culture” may seem straightforward and 
intuitive. Yet when we begin to unpack its definition, culture turns out to be quite complex. The 
scholar Raymond Williams famously wrote that “culture is one of the two or three most 
complicated words in the English language.”26 
  
Beyond Simple Slogans 
Culture is often discussed in terms of ethnicity, nationality, and language. People from a 
particular culture are assumed to have a core, unchanging set of beliefs and characteristics. 
Harvard anthropologist and physician Arthur Kleinman names this prevalent form of talking 
about culture the “trait list approach.”27 Based on his immersive research in the United States and 
China, he critiques this common approach as far too simplistic. He warns that it leads to 
sweeping generalizations like the “Chinese believe this” and the “Americans believe that” — “as 
if entire societies or ethnic groups could be described by these simple slogans.”28 Anthropology 
rejects the “trait list approach” because it dangerously simplifies human experience, and leads to 
stereotyping rather than true understanding. 
 
The Problem with Culture 
Anthropologists are wary of how oversimplified ideas about “culture” can be used in service of 
troubling political projects—like arguing for the innate superiority of one group of people over 
another and justifying racism and xenophobia.  
 
For example, anthropologist Charles Briggs documented a cholera epidemic in an indigenous 
community in Venezuela.29 Cholera is highly treatable, but the Venezuelan Ministry of Health 
failed to respond adequately and scores died. In response, officials blamed the deadly outbreak 
on “indigenous culture” which was portrayed in stereotypes and caricatures of dirty, poor, and 
ignorant indígenas. In this case, as in many others, “culture” was used to blame the victim, 
deflect responsibility from institutions, and place responsibility for a devastating public health 
crisis on people’s supposed “way of life” rather than their access to clean water or adequate 
medical care.30  
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Limits of the Culture Concept  
Even when “culture” is used with good intentions, problems can arise. Using a “trait list” 
approach can make it seem like “culture” is the answer to all questions of difference, distracting 
from other important considerations.  
 
The limitations of “trait list” notions of culture have become very clear in medical settings. 
Physicians are increasingly committed to developing what they call “cultural competency,” or 
core skills of cross-cultural understanding and communication. However, studies reveal that 
physicians regularly make the mistake of attributing to “culture” issues that have other causes 
and require unrelated solutions.31  
 
For example: a doctor in California is treating a recent Mexican immigrant who is HIV positive. 
The man's wife died of AIDS one year earlier, and their four-year-old son is also HIV positive. 
Despite the doctor’s attempts to explain the importance of regular medical treatment, the man 
has not been bringing his son to the clinic regularly for care. The doctor consults with a medical 
anthropologist to understand what cultural beliefs about health and medicine are preventing the 
man from seeking treatment for himself and his son. The anthropologist discovers that the man is 
a low-paid bus driver and he cannot afford to miss work to take his son to the clinic regularly. He 
misses appointments not because of cultural differences or distinct beliefs, but due to his 
practical socioeconomic situation.32 
 
While such practical considerations may seem obvious, they often get overlooked in the name of 
culture. The insights gained from blind spots in “cultural competency” in medicine are important 
to issues of technology across cultures. Cultural differences exist alongside other differences 
(like economic status). This is true when we are thinking about technology, as well as medicine. 
Cultural differences will shape the way that people around the world respond to new 
technologies, but so will more everyday concerns, like literacy and broadband speed. To deeply 
understand people’s experiences we must move beyond oversimplified “trait list” approaches to 
culture. 
 
Culture: A Working Definition  
We propose a working definition of culture that honors the complex social lives of human beings 
but is also simple enough to be useful. Culture is a dynamic and ever-changing repertoire of 
shared understandings, inseparable from history, politics, and economics.  
 
1. Culture is shared  
Culture is a loosely-bounded system of shared experiences and understandings, some of which 
are explicit (consciously known, openly discussed, and present in public documents like rules 
and laws) and some of which are implicit (unconsciously known in the form of assumptions, 
intuition, and “common sense”). However, “shared” does not always mean agreed upon. Current 
debates in the U.S. about immigration and healthcare (sometimes called “the culture wars”) offer 
evidence that cultural experience can be shared without being agreed upon.  
 
2. Culture is heterogeneous 
Culture is not homogenous or seamless. It encompasses a diversity of subcultures, social groups, 
and individual differences. Cultural processes frequently differ even within close groups. 
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Differences in age, gender, political persuasion, class, education, religious conviction, ethnic 
identity, regional roots, and personality are just a few of the markers of diversity within a culture. 
For example, Vladimir Putin, Garry Kasparov, and Maria Sharapova are all Russian and share 
many cultural understandings, but their differences refute any easy notion of Russian culture as 
homogenous.   
 
3. Culture is always changing 
Culture is not static or permanent; it is always changing. Some aspects change quickly: music 
tastes, hairstyles, fashion trends, and diet fads. Other aspects change slowly: wealth disparity 
between black and white households in the U.S. has remained much the same since the 1950s.33 
The gender pay gap is entrenched.34 Achieving diversity among corporate, political, and military 
elites has taken place at a glacial pace.35 
 
4. Culture is interconnected 
Culture is connected to and informed by political and economic structures, and inseparable from 
experiences of history. We can’t understand German culture without understanding National 
Socialism and the Stasi. We can’t understand South African culture without understanding 
colonialism and apartheid. We can’t understand Irish culture without the potato famine and the 
Penal Laws banning Catholics from holding public office and buying land.  
 
5. Culture is reflexive  
Finally, we can only reflect on other cultures through the lens of our own culture and experience. 
Are apartments in Paris small? It depends on whether you are coming from Tokyo or Texas. Is 
Mexican pico de gallo salsa spicy? Not if you grew up in Tamil Nadu eating Chettinad cuisine. Is 
swimming topless at a public beach scandalous or expected? Do armed units patrolling the street 
give you a sense of safety or fear? Your answers depend on your cultural background and 
personal experience. There is no simple way to eradicate this cultural “baggage.” The best cross-
cultural thinkers and researchers embrace their own unique cultural background and use it as a 
tool. They don’t try to think about culture in a vacuum, but understand it as a meeting of 
experiences. 
 
CASE STUDY: COLONIAL LEGACIES 
New technologies are tied to existing histories. For instance, the history of colonialism in 
Africa has created a continuing legacy of distrust. The late nineteenth century “Scramble 
for Africa” in which European powers fought to occupy territory and exploit resources on 
the continent continues to impact contemporary African-European collaborations. 
In one case, an African research partnership for an anti-malarial drug disintegrated when local 
scientists affiliated with foreign drug companies received foreign patents.36 Some traditional 
healers have become suspicious of scientists and potential intellectual property theft, and now 
refuse to share their herbal knowledge. Cases like this raise profoundly important questions of 
ownership, international patents, and the ongoing foreign appropriation of African resources 
and knowledge practices. What will this mean for AI developers and local concerns over 
intellectual property? How can foreign researchers navigate the boundaries between 
collaboration and exploitation? 
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C) DEFINING ETHICS: A Plurality of Ethical Frameworks  
Western moral philosophy is built on three pillars: Aristotelian virtue ethics, Kantian deontology, 
and consequentialism. But formal moral frameworks have originated in societies across the 
world, including Confucian, Shinto, and Hindu thought, as well as the religious frameworks of 
Judaism, Christianity, and Islam, among many others.37 Not only do a multitude of moral 
frameworks exist across cultures, there is significant variation within these frameworks, adding 
to their diversity. We need only consider the differences between Catholic and Protestant thought 
in Christianity, or Sunni and Shiite thought in Islam, to see that this is the case.  
 
While formal moral frameworks drawn from philosophy and religion are important, they form 
only one aspect of a cross-cultural study of ethics. Every culture has a living system of ethics, 
which includes formal moral frameworks, but also many other factors such as politics, history, 
law, customs, common sense, and individual experience.38 These multiple aspects of a culture’s 
living system of ethics are linked together.39 In other words, ethics and culture are inseparable.  
 
To understand ethics, we must understand culture, and vice versa. Ethics and culture must be 
considered together as interlocking strands of social DNA. These twin helices constitute each 
other. To understand any culture, we must consider its values; to understand values, we must 
understand their cultural context. Because ethics and culture are joined, we cannot study ethics 
solely as a philosophical abstraction. Ethics must be studied in everyday cultural context to be 
fully understood. In other words, it is not enough to know the “rules of the game,” we must also 
understand how people play.40 Up-close and on-the-ground research is vital. 
 
Part I Conclusion 
In ‘Part I: Defining the Terms,’ we have defined the terms AI, culture, and ethics. We explained 
how artificial intelligence is shaped by social context at all phases of development and use. Our 
working definition recognizes culture as a vibrant and dynamic, not as a dry and dusty list of 
unchanging traits. We examined ethics as much more than just rules, but a living system. We 
argued that culture and ethics are ultimately inseparable.  
 
PART II: ASKING HARD QUESTIONS  
 
Rather than offering a simple set of solutions, situating AI ethics within heterogeneous and 
malleable cultural milieus complicates the way AI technologies interface with global 
populations. To address questions of the social impacts and ethical implications of artificial 
intelligence technologies, technology companies and governments are increasingly developing 
ethical principles. In 2018, sixteen countries released national AI strategies, all of which included 
at least some stated ethical principles.41 While such principles can offer an important first step in 
discussions about ethical AI across borders and cultures, they also raise difficult questions. How 
are terms like “fairness” and “privacy” understood in countries outside the United States? Is 
inclusive AI the same everywhere? Could a system empower people in one part of the world, and 
be disempowering somewhere else? How will we know how these technologies are playing out 
on the ground? Is understanding local legal statutes and relying on independent assessments from 
global NGOs enough?   
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There are no easy answers, but ethical deliberation requires that we not back away from hard 
questions. In this section, we will explore two hard questions:  
1) How do AI principles translate linguistically and culturally across borders? 
2) How do AI principles translate in practice around the world? 
 
AI PRINCIPLES IN TRANSLATION  
 
How do AI principles translate linguistically and culturally across borders? When translating 
concepts like “fairness” and “privacy” across cultures, we can expect to encounter 
mistranslations and misunderstandings along the way. The value-laden terms used in AI 
principles do not seamlessly translate between languages. In 2017, a machine-translation error 
caused a Palestinian man’s Facebook post of “good morning” to be rendered as “attack them,” 
leading to his arrest by Israeli police.42 Even as machine translation becomes ever-more 
sophisticated, and errors of this type less likely, language carries subtle meaning.  
 
In a more nuanced case, Facebook’s “like” button is translated as curtir in Brazilian Portuguese, 
which is closer to the English word for “enjoy.” People’s reluctance to “enjoy” negative events 
led to algorithmic filtering with political consequences for indigenous land rights activism in 
Brazil.43 Anthropologists Rodrigo Ochigame and James Holston followed an indigenous 
collective in Mato Grosso do Sul struggling to regain control of their land from the powerful 
agribusinesses that control it. The group uses Facebook as its primary mode of outreach to the 
public, and often posts videos of violent acts carried out by private agribusiness militias and 
photos of the funerals of murdered indigenous activists. The researchers found that although 
many Facebook users found the posts to contain important information, they were reluctant to 
“enjoy” posts of violence and oppression. Because users did not “like” the posts, Facebook’s 
filtering algorithm considered them unpopular and reduced their visibility. Consequently, land 
rights activists faced barriers in spreading their message through social media.  
 
This was not a case of mistranslation, but an illustration of the subtle power of words and the 
nuanced meanings they carry. AI principles are inevitably value-laden terms, dense with 
significance. Such terms, even when thoughtfully translated, can have distinct connotations and 
meanings in different cultures.  
 
Culture and Understanding  
“Privacy” is a term frequently mentioned in discussions of AI ethics. Yet, when ethical principles 
call for “privacy” what do people hear? The answer depends very much on who is listening. 
Conceptions of privacy differ by culture. An American visiting the Netherlands is likely to be 
struck by the lack of curtains on windows, with families eating dinner and watching TV in clear 
view of the street. Americans are likely to have been raised with the ideal that privacy is a 
natural right of the individual, whereas someone who grew up in China is more likely to have 
absorbed a notion of privacy as something that pertains to the family rather than the individual. 
In China, the concept of privacy appears to be shifting. While it was once seen in primarily 
negative terms, often closely related to ‘‘selfishness,” that has softened.44  
 
In the U.S., conversations about General Data Protection Regulation (GDPR) revolve around 
“privacy,” but in Europe, the discussion centers on “data protection.” As Julie Brill, former 
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Commissioner of the Federal Trade Commission, and current Microsoft Corporate Vice 
President and Deputy General Counsel has pointed out, these are not merely semantic 
differences, but reveal distinct cultural conceptions and concerns about the relationship between 
individuals, governments, and corporations. When Americans talk about “privacy” instead of 
“data protection” in the EU, they often miss this subtle but important cultural difference.   
 
Conceptions of privacy are shaped by culture and intersect with our understandings of the nature 
of personhood and the relationship between the individual and society.45 The ethical ideas 
informing AI principles do not travel light, but come encumbered with social histories and 
cultural assumptions.  
 
AI PRINCIPLES IN PRACTICE 
 
AI principles are not just words. They are intended to guide practice. In this section we ask: How 
do AI principles translate in practice around the world? Is an AI system “fair” or “inclusive” the 
same way everywhere? 
 
Our literature review reveals a dearth of research on the social impacts of AI systems, especially 
in settings outside the U.S. and Western Europe. Without further rigorous ethnographic research, 
this remains an open question. However, existing social science research on the intersection of 
society and technology gives us important clues to understanding how AI principles may 
translate in practice.  
 
AI Everywhere 
AI technologies can be expected to take shape in distinct ways in different places.46 When big 
ideas and big technologies come into contact with local cultures, everything and everyone is 
changed by the encounter. Instead of thinking of big ideas and big technologies as being 
“brought” to a place, we should think of them as colliding with a place, and creating tensions, 
friction, and new possibilities. We can also think of technologies as being transplanted to a place, 
taking root in local soil.47 The result may be an “invasive species” that causes unanticipated and 
long-lasting harm, or hardy hybrids that bear new fruit.48 
 
We can be sure that as AI principles and systems travel, in every place they collide with a local 
culture, something new and different will happen. AI will take different forms in different 
regions.  
 
We are seeing the fruits of AI technologies as they crop up around the world.  
 
• In Brazil, AI is being used to decrease corruption by “Rosie,” an AI system that detects 
and tweets unusual patterns of payment to politicians.49  
• India is home to a quarter of tuberculosis cases across the world. In Delhi, a leading 
hospital is using AI to screen digital chest X-rays with remarkable success.50  
• In Nigeria, machine learning is being used for “data-driven farming,” to analyze soil and 
help farmers decide what crops to plant and how to manage them.51 
• A start-up has developed an algorithm for use in classrooms in India, to gauge student 
comprehension of material by reading facial expressions.52 
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• In the São Paulo subway, a private company has installed a facial recognition system that 
detects people’s emotional responses to ads.53  
• In Rio, middle-class commuters check apps that monitor shootings before leaving the 
house.54  
• The Delhi Police have started using predictive policing methods, analyzing satellite 
images and using clustering algorithms to locate “hotspots.”55 
 
What will be the social impacts of these AI projects? What fruit will they bear?  
 
CASE STUDY: BIOMETRIC IDENTITY PROGRAMS  
In recent years, several biometric identity systems have been rolled out in the developing 
world. ID4Africa, a self-described “movement,” is a collaboration in progress between state 
governments, development agencies, and industry. The Aadhaar identity card in India is the 
world’s largest program: as of 2018, 92% of India’s resident population of 1.339 billion 
have received the card and been registered in this system.56 
A principle argument in favor of biometric programs is that they support the universal 
procurement of formal identification, lack of which currently leaves large portions of the 
global poor unable to access government services or legally travel across borders. In 
addition, biometric programs are promoted as a means to centralize and expedite social 
services and enforce election integrity and the principle of one person, one vote.57  
One of the most common arguments against biometric identification is the risk of 
surveillance and tracking through facial or voice recognition and the digital traces left by 
geolocation. Opponents argue that these could be used to intimidate and suppress political 
opposition.58 Privacy experts voice concerns about storing sensitive data in centralized 
locations potentially vulnerable to hacking. Data breaches in the Aadhaar system attest to 
this risk.59 In India, some people have dropped out of HIV antiretroviral treatment programs 
for fear that sensitive personal information will be exposed through Aadhaar, which is 
linked to a wide range of services.60   
Critics have also pointed out that malfunctions of such vast systems can have dire 
repercussions. For example, the Aadhaar program has been linked to problems obtaining food 
rations, leading to several deaths by starvation.61 Although biometric systems generally have a 
low error rate, at such a massive scale, even a 2% error rate could affect millions of people.62 
 
 
Amplifying Inequality  
While AI systems hold incredible promise for social goods like improved agriculture, better 
medicine, and more accessible education, so far this promise comes with a dark side. AI systems 
have a pattern of entrenching and amplifying social inequality.63  
 
A few well-known examples from the U.S. illustrate this point: job recruiting tools biased against 
women;64 Latinx and African American borrowers faced with discriminatory credit algorithms;65 
bias regarding race, gender, and/or sexual orientation in sentiment analysis systems, natural 
language processing technologies, and datasets of photos used to train image recognition 
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software.66 Taken together, these incidents reveal a pattern in which AI systems 
disproportionately affect historically disadvantaged, marginalized, and vulnerable groups.  
 
A Global Pattern 
AI’s pattern of entrenching and amplifying social inequality does not stop at national borders. In 
fact, countries outside the U.S. and Western Europe, particularly low- and middle-income 
countries, may be more vulnerable to the negative social impacts of AI systems, and less likely to 
benefit from positive outcomes. The World Economic Forum Global Future Council on Human 
Rights has determined that risks for discriminatory outcomes in machine learning are “especially 
high” for these countries.67 
 
Nearly half of the world lives on less than $5.50 per day, political corruption is a significant 
problem for two-thirds of the global population, and more than a third of humanity lives under 
authoritarian rule.68 AI systems are produced and used in imperfect, unequal landscapes in which 
any amplification of inequality could have profound and devastating effects.  
 
We have already seen that stigmatized and persecuted groups, like religious, ethnic, sexual, and 
gender minorities, are particularly at risk. The role of social media distribution algorithms in the 
genocidal oppression of Myanmar’s Rohingya population, 69 China’s intensive surveillance of 
Uighur communities,70 and the surveillance of political activists and dissidents by authoritarian-
minded governments71 are among recent well-known examples on the international stage. Any 
consideration of the ethics of AI across cultures must take into account how AI technologies may 
further entrench and amplify social inequalities.  
 
CASE STUDY: FACIAL RECOGNITION SYSTEMS AND POLICING IN BRAZIL   
“Fairness” is an important ideal in discussions of AI ethics. In the context of the United 
States, the use of AI in judicial sentencing and policing has received wide critical attention 
for bias and unfairness. As detailed in investigations from ProPublica and Georgetown Law 
Center, these technologies are least accurate for those they are most likely to affect: African 
Americans.72  
Research on fairness and bias of AI systems in the U.S. context raises troubling questions 
for how such technologies will travel. As of now, there has been little rigorous, on-the-
ground research on the social impacts of these technologies outside the U.S., so we can 
only speculate. But given what we know from the U.S. context, we should take the 
intersection of AI technologies and existing social biases in policing and sentencing very 
seriously.  
A case in point: In January 2019, Brazilian President Jair Bolsonaro’s ultraconservative Social 
Liberal Party (PSL) introduced a bill to permit security cameras with integrated facial 
recognition technology in public spaces for purposes of policing.73 The same month, a 
government delegation visited China with an eye to buying facial recognition technology.74 
 
 
Deepening Digital Divides 
Despite high global rates of connectivity, the digital divide persists.75 The emergence of AI 
technologies may reinforce the current digital divide and introduce new forms of exclusion.76 
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Without adequate ICT infrastructure, communities around the world will be excluded from 
technological participation at a moment in history when AI could soon revolutionize all areas of 
daily life.77 As a result, AI could exacerbate existing disparities and lead to further 
marginalization of communities. One of the drivers of this divide is exclusion from the datasets 
that AI systems are trained and built on. Much of the world leaves a thin digital footprint; people 
from low- and middle- income countries are likely to be radically underrepresented in the 
datasets central to developing AI systems, reinforcing this exclusion.  
 
Furthermore, a lack of high-skill employment in large swaths of the world can leave 
communities out of the opportunities to redress errors or ethical missteps baked into the 
technological systems. Many people around the world lack educational opportunities to develop 
the specialized skills needed for AI; girls and women are especially affected.78 This skills gap 
shuts out people from participating as creators (not just consumers or subjects) of AI 
technologies.79  
 
AI Labor Exclusions   
While AI is anticipated to fuel global economic growth, most of the gains are predicted in the 
U.S. and China.80 Low- and middle-income countries are likely to reap only modest benefit, 
while also bearing the brunt of AI-driven job loss.81 As a 2019 report from the ILO states 
succinctly: “Left to its current course, the digital economy is likely to widen both regional and 
gender divides.”82 
 
Most AI tools and industries are likely to be concentrated in a handful of countries while the 
poorest countries will have very little chance of harnessing these technologies for their own 
domestic economies. According to PwC, of the $15.7 trillion in wealth AI will generate globally 
by 2030, seventy percent will accrue to China and America.83  
 
Analyses predict that AI and other new technologies will continue to benefit higher-skilled 
workers who can utilize creativity, problem-solving, and interpersonal skills.84 Low- and 
medium-skilled workers are expected to face downward pressures from increasingly competent 
machines and AI software. There is a strong possibility that these downward pressures will 
exacerbate already high levels of income inequality globally.85 For example, low- and middle-
income countries are seeing the rapid expansion of an AI-driven informal labor sector, leading to 
what critics call a rising class of “digital day laborers,”86 such as poorly paid “clickworkers” who 
trace and label photos to support machine learning.87 The Internet Society warns, “There is a 
high risk that the benefits of AI will be unevenly distributed within and across societies—
exacerbating current and future digital divides” with geopolitical implications.88 
 
Global Risks 
The social impacts of AI systems will be distinct in different places. The repercussions of these 
impacts have the potential to be widely, even globally, felt. While the negative consequences of 
AI systems will be felt by the most vulnerable groups first, and most directly, any amplification 
of social inequality can increase social instability, and put entire societies at risk.  
 
Scholarly literature across disciplines highlights troubling links between social inequality, 
political and economic instability, authoritarian forms of government, civil unrest, and violent 
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conflict.89 Social issues of this magnitude can have widely-felt repercussions, for example by 
increasing global migration or disrupting international financial markets.90 Therefore, even if the 
most troubling negative effects of AI systems are initially felt by only a small portion of a 
population, this does not mean that ill-effects will be contained to one social group. Any increase 
in social inequality carries risks for entire societies.  
 
Social Organization and Control  
AI poses hard questions. At a meeting of the UN High-Level Panel on Digital Cooperation in 
January 2019, Assistant Secretary-General for Strategic Coordination Fabrizio Hochschild 
reflected on these risks and uncertainties:  
 
“Will emerging technologies contribute to peace overall or will they undermine it? Will 
they generally further access to sustainable development or will they further inequality? 
Will they facilitate respect for human rights or will they provide new tools to those who 
wish to contain or violate the realization of human rights?”91  
 
As AI principles are translated and put into practice around the world, these are difficult 
questions to confront. AI systems offer powerful tools of social organization and control. AI will 
be leveraged in many pro-social ways: from guaranteeing the integrity of elections, to increasing 
the efficiency of public transportation systems, to more effectively responding to natural 
disasters. However, AI systems can also be used for non-democratic ends, such as intensive 
surveillance of citizens and to intimidate activists and dissidents.92 
 
Social control is exercised not only by what governments can do but what a population believes 
they can do. Thus, governments routinely both exaggerate and minimize the sophistication of 
their surveillance capabilities in order to appear more powerful or less threatening, depending on 
their aims. For example, during the Obama administration, the U.S. government exaggerated the 
success of the National Security Agency’s surveillance programs in averting terrorist attacks.93 
Likewise, the Chinese government routinely overstates its capabilities to appear more 
omnipotent, evidenced by a widely circulated story of the unlucky concertgoer caught for 
“economic crimes” by a facial recognition system among a crowd of 60,000 at a pop concert.94  
 
The reality is often more modest. Surveillance is patchy, and much of the technology is not yet 
as powerful as it appears. As The New York Times reported, although police wear sleek smart 
glasses, the facial recognition technology they use requires someone to stand still for several 
seconds to make an identification; they are mostly used to check identity not nab crooks.95 The 
infamous billboards displaying the faces of jaywalkers are the result of humans sifting through 
photos taken at crosswalks, not facial recognition.96 Social control relies not only on 
technological sophistication, it is also closely connected to cultural imagination.  
 
CASE STUDY: SINGAPORE, SURVEILLANCE, AND SARS 
In Singapore, state surveillance is widely accepted as a fact of life.97 For example, the 
telecommunications firm SingTel has been criticized since the early 2000s for its role in 
mass surveillance, but this appears to generate little controversy among Singaporeans, 
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where state surveillance in the form of CCTV, monitoring of social media, and “lateral 
surveillance” by peers appear to be an established norm.98  
Singapore’s response to the severe acute respiratory syndrome (SARS) outbreak in 2003 
revealed the extent of state authority and the political will for surveillance and social control. 
The Singapore government enforced exceptional measures, including: blanket screening of 
entering visitors, school closures, placing 8,000 people under home quarantine (including 
extensive video monitoring by a security company), placing 4,300 people under telephone 
surveillance, and issuing electronic wrist tags for quarantine violators.99 While Singapore had 
the third largest rate of infection in Asia, it managed to contain the disease in just over three 
months. Not only did the population comply with the extreme measures, many observers see 
the government’s handling of SARS as having increased national pride and allegiance to the 
state.100 
 
 
Tolerance, Acceptance, and Resistance  
As AI technologies become more pervasive and their social impacts more deeply felt, we can 
expect a range of responses. In any given society, facial recognition technologies are likely to be 
embraced by some people and greeted as a threat by others. Some people will find it convenient 
not to have to use a card at the ATM or feel safer in public spaces with police surveillance. Other 
people will worry about their privacy, immigration documentation, or parole status. The social 
impacts will not be “one size fits all” even within the same country or city.  
 
Likewise, societies will evaluate the ethics and social impacts of AI systems differently. While 
some societies appear poised to embrace or at least tolerate wide-scale government surveillance 
enabled by AI systems, in other places in the world these technologies are sparking resistance.  
 
In countries like Singapore and China, surveillance, whether AI-driven or in other forms, does 
not seem to generate much controversy among citizens. State surveillance appears to be an 
acceptable exchange for security and stability.101 However, in other regions there have been signs 
of discontent. In 2016, Venezuela introduced a national ID system, “carnet de la patria,” or 
“fatherland card.”102 Developed with support from Chinese telecom ZTE Corp, the card tracks 
users across a range of services and is linked to healthcare and social programs, including 
subsidized food. Shortly after its introduction, activists hacked into the national database and 
deleted accounts of prominent politicians in an act of political defiance.103 
 
A 2019 study examining the ubiquitous presence of cameras and social media in Israel and the 
Occupied Palestinian Territories noted that while Israeli state surveillance is aimed at tracking 
Palestinian dissidents and alleged terrorists, the faces of Israeli soldiers are also captured and 
circulated on social media, giving rise to demands for personal accountability. This study 
demonstrates that surveillance intended as top-down may move in bottom-up directions, being 
used by people under surveillance in unexpected ways.104 
 
In Part I of the article, we discussed a case in which Saudi Arabia replaced “yellow slips” 
requiring male consent for women’s travel with an app. While this demonstrates how states can 
use technologies to monitor and constrict citizen movement, it also illustrates how ordinary 
women contested new forms of technologically-mediated surveillance, for example when activist 
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Manal Al-Sharrif alerted her Twitter followers whenever her husband received a text notification 
about her movements.105 
 
In Singapore and China too, cracks in acceptance appear to be growing as individuals have 
greater access to outside media and economic growth begins to slow. As one observer writes, 
“The more time Singaporeans spend online, the more they read, the more they share their 
thoughts with each other and their government, the more they've come to realize that Singapore's 
light-touch repression is not entirely normal among developed, democratic countries—and that 
their government is not infallible.”106 These realizations are not only emerging among a more 
wary populace but among the firms and agencies producing the technologies. An article on the 
official WeChat channel of Tencent Digital in China on “positive and negative aspects of facial 
recognition technology” discusses the ethical dilemmas involved with the development of facial 
recognition technology by major companies outside of China, noting that “all technology is a 
double-edged sword.” Though the December 2018 post could have been tailored to garner 
positive public relations, the article marks an important and unusual public consideration of AI 
ethics in China. A consideration reinforced by the introduction of the Beijing AI Principles in 
May of 2019, further underscoring a “surprising willingness to discuss such issues within 
Chinese policy circles.”107  
 
CASE STUDY: SOCIAL CREDIT SYSTEM IN CHINA 
One of the most widely discussed developments of life in contemporary China is also one 
of the least clearly understood abroad. Almost every day, a news article is published 
alleging that China’s social credit scoring system ranks citizens based on their political 
views and social behavior, drawing data from facial recognition-enabled surveillance 
cameras as well as e-commerce and social media platforms that seamlessly integrate public 
and private sector data. Yet many of these core assumptions about the social credit system 
do not match facts on the ground: there is no unified national “social credit score,” facial 
recognition and AI are not included in evaluated data, and the information shared between 
the state and private sector is currently patchy and governed by limited memoranda of 
understanding.  
The “social credit system” is a blanket term for a series of initiatives meant to strengthen 
the enforcement of pre-existing laws in China.108 Auxiliary objectives include the creation 
of a reliable financial credit system, elimination of market fraud, and the reduction of 
“dishonest” behavior in fields as diverse as environmental pollution and academic 
plagiarism. Although numerical scores are used to evaluate the performance of individuals 
and companies in some limited and still experimental city-level cases, the state itself is not 
currently using the system to make socially consequential judgments about citizens.109  
Overall, the Chinese public generally perceives the social credit system as beneficial to 
society. The system is well received by Chinese citizens, who believe it is an example of 
the state taking action to prevent fraud (although there are few accounts from blacklisted 
entities available by which to analyze this perspective). Surveys have found that younger, 
better-educated urban residents were most inclined to favor the system, which the authors 
suggest may result from this sub-population benefiting the most from good credit.110 
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China’s social credit system is currently a patchwork of public-private partnerships piloted in 
various second-tier cities. It is not yet the sinister dragnet that Western media fear, nor is it a 
ruse. These tools offer a set of population monitoring and evaluation metrics that are still a 
work in progress, with potentially far-reaching consequences in store. 
 
CONCLUSION 
 
In our review and synthesis of social science research in five world regions with particular focus 
on fourteen countries, our analysis finds that AI can be expected to have critical social impacts 
around the world, and that these impacts will have significant regional variation. Likewise, 
perceptions and understandings of AI are likely to be profoundly shaped by cultural context. 
Consequently, further research will be required to make sense of the social impacts and ethical 
implications of emerging and future AI technologies.  
 
The Case for Ethnography  
AI systems are created and used in a flawed, imperfect, and unpredictable world. It is the 
meeting of AI technologies and the real world that demands our attention, and must be a research 
priority. We call for further research on the social and ethical impacts of AI, through 
ethnographic inquiry that is attuned to how these technologies are affecting communities in all 
parts of the world.  
 
Kate Crawford of AI Now has long advocated for empirical research to assess the social impact 
of AI technologies at all stages, from design to deployment and regulation.111 Data & Society, 
founded by Microsoft Research Principal Researcher danah boyd, has recently established an 
initiative to support “empirically grounded research rather than speculation” because the social 
impacts of AI “can only be fully understood by observing, listening, and speaking with people on 
the ground.”112  
 
As AI principles and AI practices travel around the world, we—thinkers and makers—must 
travel with them. We must closely engage with them, whether they are being used across the 
globe or across the street. We must track them at every step from design to daily use, paying 
close attention to how they are translated, understood, and implemented. We must not stop 
asking hard questions, or accept easy answers. If we do this, AI systems can work to increase 
human flourishing around the globe rather than amplify inequality. 
 
This article has argued that AI systems have demonstrated a pattern of exacerbating inequality, 
often in the most unequal societies and particularly for the most vulnerable populations. While 
AI-based technologies offer enormous promise to better the lives of people everywhere, they also 
bring risks. The unwanted social impacts of AI may be felt most immediately by historically 
marginalized groups, but they are unlikely to be limited to any particular group. Their 
repercussions may be widely felt. The most socially vulnerable populations are the canaries in 
the data mining, so to speak. As Virginia Eubanks has so trenchantly observed, if we want to 
predict the future of technological impacts on society, we need only train our eyes on how these 
systems affect the most vulnerable among us: “Systems tested in low rights environments will 
eventually be used on everyone.”113 
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Toward an AI Ethics across Cultures  
We need an ethics of AI across cultures that takes these risks seriously. As philosopher and 
scholar of the Holocaust John K. Roth has written, talking about ethics is not enough: “no simple 
reaffirmation of ethics, as if nothing disastrous had happened, will do.”114 We must act in full 
knowledge that AI systems are developed and used in an imperfect and unequal world—in a 
world where disastrous things have happened, and can happen again.  
 
Talking about AI ethics is not enough, and principles are only a first step. A practice of ethics is 
crucial. We must work to create the world we want. “What is our human project for the digital 
age?” asks Luciano Floridi, Professor of Philosophy and Ethics of Information at Oxford, 
echoing the increasingly urgent call to think not only about the technology we can produce, but 
about the technology we should produce.115  
 
We see cause for deep concern regarding the pattern of amplifying inequality that AI systems 
have exhibited so far. However, AI could also be a force for decreasing divisions and creating a 
more equal world. “AI can help to bridge the digital divide and create an inclusive society,” as 
Uyi Stewart of the Bill & Melinda Gates Foundation has said.116 But to achieve this “puts an 
enormous responsibility on AI practitioners to be ethical, transparent, and intentional in how we 
implement AI technologies. We need to pay attention to practical challenges on the ground in 
executing on the promise of AI.”117 
 
To determine what technologies we should produce, to implement our technologies with 
intention, to monitor their impact on human lives everywhere on earth, and to evaluate whether 
they are supporting or undermining the societies we want to build for ourselves and future 
generations—this is the ethical project that lies before us.  
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