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In the last decade, the transport of intensity has been increasingly used in microscopy, wavefront sensing, and met-
rology. In this study, we verify by simulation and experiment the use of the transport of intensity equation (TIE) in
the accurate testing of optical aspheric surfaces. Guided by simulation results and assuming that the experimental
setup parameters and the conic constants are known, one can estimate an appropriate defocusing distance Δz that
leads to an accurate solution of the TIE. In this paper, this method is verified through the construction of a non-
nulled experiment for testing the 2D profile of an aspheric surface. The theoretical method and experimental results
are compared to validate the results. Finally, to validate the TIE methodology, the phase distribution obtained by
TIE is compared with the phase distribution obtained by a Shack–Hartmann sensor. © 2016 Optical Society of
America




In the last two decades, compact and precise optical lens design
systems became very important in the design of cameras, tele-
scopes, microscopes, binoculars, laser printers, office copiers,
endoscopes for minimally invasive surgery, laser-based optical
readers for CD-ROM, product code laser scanners in supermar-
kets, ultra-precise projector lenses used in making integrated
circuits, optical communication systems, and much more.
Aspheric surfaces are crucial components in the design of
optical systems as they reduce the overall size and weight of
optical components, resulting in a compact optical device.
However, these advantages come with manufacturing and
optical testing challenges which are still subject to ongoing
research [1–6]. There are three main techniques for aspheric
testing [1,7]: (a) profilometry techniques, which exhibit good
range but lower sensitivity; (b) interferometry techniques,
which have good sensitivity but less range (stitching and annual
subaperture for large aspheres); and (c) geometric ray tech-
niques, which are highly sensitive to zonal errors and figure
asymmetries and can serve as a quick qualitative method to
verify interferometric-based techniques. On the other hand,
interferometry-based techniques are divided into two main cat-
egories: (a) null-testing (departure from an asphere) typically
uses stigmatic imaging, aberration compensation, or aberration
matching setups. Since the reflection beam from an aspheric
surface exhibits large deviation in the optical path, null systems
are usually employed [8]. (b) Non-null testing (mild departure
from a sphere) typically uses slope measurement [7], non-null
interferometry using an array of point sources [5], annual sub-
aperture testing and stitching [9–14], and wavefront sensing
using the Shack–Hartmann (SH) wavefront sensor which was
used to measure rotationally symmetric aspheres [15].
In this paper, we adopt the non-null testing configuration
for testing the wavefront of an aspheric surface through the use
of the TIE method. The advantages of the TIE technique are
accuracy, simplicity of optical setup, repeatability, high resolu-
tion, and speed, since there is no raster scanning involved as in
profilometry techniques.
TIE was first suggested by Teague [16] and Sreibl [17]. The
application of TIE in optical-quality testing of telescopes was
suggested by Roddier et al. in 1993 [18,19]. During the last
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three decades, several techniques were developed to solve the
TIE. Some of the techniques were based on Green’s functions
[20], multigrid (MG) approach [21,22], and the Zernike
polynomial expansion technique [23,24]. In the last decade,
TIE has been used in several areas of optics, such as in adaptive
optics and topography retrieval [24,25], quantitative phase-
sensitive imaging for biological and bioengineering applications
[26,27], optical measuring such as refractive index profile mea-
surement and fringe analysis [28–30], and high speed optical
tomography [31–33], just to name a few.
In a standard TIE optical setup, the phase of the optical
beam can be recovered by measuring the intensity distributions
at multiple defocused planes (minimum two) perpendicular
to the propagation direction. The defocusing distance Δz sepa-
rating these two planes is crucial to correctly estimate the
derivative of the intensity along the propagation direction z.
In Section 2, we derive the relation between the phase and
the derivative of the intensity. For a correct recovery of the
phase, an accurate estimate of Δz is crucial. Note that there
are two competing factors that should be considered. If the
defocusing distance Δz is very small, the measurement noise
might exceed the difference between the intensity distributions
at the two defocused planes. If the defocusing distance is large,
the signal will be less affected by measurement noise error.
However, the estimate of the derivative becomes less accurate.
Hence, the distance Δz has to be correctly estimated to obtain
accurate results.
In the last decade, several techniques were proposed to find
an optimized defocusing distance to improve the estimate of the
axial intensity derivative from the intensity measurements in
multiple planes. Some of these methods consider the effect
of noise, higher-order derivatives, multiple intensities on
equally or unequally spaced planes, or a combination of these
factors [34–39].
In an earlier work, we assumed that the conic constant (CC)
and radius of curvature (RC) of an aspheric surface are known,
and a theoretical method was derived to accurately estimate the
defocusing distance by investigating the error contribution due
to Δz [40]. We concluded that an optimum value for Δz is re-
lated to the peak-to-valley (PV) of the phase distribution. The
contribution of piston, tilt, and the quadric terms have been
eliminated, for making accurate estimation of the PV [40].
In this paper, we demonstrate experimentally how to mea-
sure optical aspheric surfaces of known CC and RC. The
accuracy of the measurement obtained using TIE is validated
by using a Shack–Hartmann (SH) wavefront sensor.
2. TRANSPORT OF INTENSITY EQUATION
The TIE is derived starting from the Helmholtz equation:
∇2⊥  k2U r  0, that governs the propagation of the com-
plex wave field U x; y; z  Ex; y; z expjkz in free space,




∂y2 is the trans-
verse Laplacian operator. The TIE equation can be derived
from the imaginary part of the Helmholtz equation under para-




 I∇2φx; y; z  ∇I∇φ; (1)
where φ is the unknown phase. The complex amplitude
Ex; y; z is related to the intensity by




expjφx; y; z: (2)
Based on Eq. (1), the TIE equation relates the axial change
(derivative) ∂I∕∂z of the transverse spatial intensity distribu-
tion to the spatial intensity Ix; y; z and phase ϕx; y; z. In
a first-order approximation, the derivative is approximated as
the difference between two measured intensities divided by




Ix; y;Δz∕2 − Ix; y; −Δz∕2
Δz
: (3)
One of the simplest and widely used techniques to solve the
TIE is based on the Fourier transform iterative technique [18].
In this technique, it is assumed that the intensity distribution at
the pupil plane (z0  0) is approximately constant ∇I  0.
Figure 1(a) below shows the location of the pupil plane. Hence,
Eq. (1) can be converted into a Poisson equation [27]:
Fig. 1. (a) Schematic of the simulated non-null setup for aspheric
surface testing. The peak-to-valley (PV) of the phase distribution is
controlled by the size of the pupil P of the system; (b) cartoon showing
the center of curvature of the asphere coinciding with the focal plane of
the condenser; and (c) the 3D view of the non-null test configuration.
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where S denotes the signal function and is given by
S  Ix; y; z0  Δz∕2 − Ix; y; z0 − Δz∕2
Ix; y; z0  Δz∕2  Ix; y; z0 − Δz∕2
; (5)
where Ix; y; z0 − Δz∕2 and Ix; y; z0  Δz∕2 represent the
intensity distributions along the z axis at the overfocused and
underfocused planes of the system, respectively. These two
planes are separated by the defocusing distance Δz. Note that
Eq. (4) can be solved using the Fourier transform technique:











where F and F −1 are the forward and inverse 2D Fourier
transform; kx and ky are the spatial frequencies in the
Fourier domain. The k2x  k2y  term is due to the Laplacian
operator in the frequency domain.
3. EXPERIMENTAL SETUP, RESULTS, AND
SIMULATION
The methodology for testing the aspheric surface using TIE is
discussed in this section. This section is divided into four parts.
The experimental setup of the non-null test configuration is
discussed in detail in the first part. In the second part, and
in order to obtain a good estimate of the defocusing distance,
we simulate the propagation of the complex fields for different
PVs. As a result, the intensities before and after the image plane
are computed using Fresnel propagation. The phase aberration
due to the simulated aspheric surface is then computed
using TIE.
In the third part, and guided by simulation results, exper-
imental results are shown. In the fourth part, the experimental
results obtained using TIE are compared with the results ob-
tained by a Hartmann wavefront sensor for validation purposes.
A. Experimental Setup
In this section, the experimental setup of the non-null test con-
figuration is discussed and the TIE methodology outlined in
Section 2 is used for testing the 2D topography of an asphere.
In the non-null configuration, the phase aberration of the re-
flected wave due to the aspherical surface is the departure from
the phase of a known spherical surface, and hence is given by
φr  φasphr − φsphr; (7)
where φsphr and φasphr are the phases of the spherical and
aspheric surfaces, respectively. Note that φsph is the compen-
sated part of the phase due to the condenser lens. This means
that in the experimental setup, the center of curvature of the
asphere should coincide with the focal plane of the condenser
lens, as shown in Fig. 1(b). If the aspheric surface parameters













where R is the radius of curvature at the vertex of the aspheric
surface, K is the conic constant, k is the wave number, r ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2  y2
p
is the radial distance from the optical axis, and
Aiφr2i are the higher-order aspheric terms. In this study, and
for the sake of simplicity, we neglect the higher-order aspheric
terms.
Figure 1(a) shows a schematic of the simulated non-null
setup for aspheric surface testing. A partially coherent 470 nm
LED source is used for illumination. The light passes through a
spatial filter with a pinhole of 100 μm diameter. The beam is
collimated by a high-quality double lens L1f  500 mm.
Then, the collimated beam illuminates the aspheric surface tar-
get assembly through a spherical condenser. The magnification
of 1:7.2 is introduced by a collimating lens L2 in front of the
CCD camera, which captures the overfocused (z−1 plane) and
underfocused (z1 plane) intensities. The CCD camera used is
640 × 480 pixel array size (DMK 21AF04 camera by Imaging
Source), where each pixel size is Δx  5.6 μm. The CCD is
mounted on a translation stage controlled by a stepper motor
of precision accuracy of 0.048 mm. Another x-y manual trans-
lation stage and a tip/tilt mount are also used for adjusting the
position of the aspheric surface. Note that the peak-to-valley
(PV) of the phase distribution is controlled by the size of
the pupil P of the system (A1). Figure 1(c) shows a 3D view
of the same non-null test setup [41].
In the experimental setup, an aspheric surface of known
conic constant K  −0.012 and radius of curvature R 
15 mm is used. The diameter of the tested surface is 16.8 mm.
The pupil size can be reduced by using an iris (A1) placed
before the condenser lens, as shown in Fig. 1(a). To obtain
a precise estimate of the axial derivative of the intensity, several
experiments are carried out. Guided by simulation results,
a series of experiments show that the optimal value of the
defocusing distance is related to the PV of the aspheric phase
distribution.
B. Simulation
The simulation is conducted as follows: for each of the five pu-
pil diameters [24, 21, 19, 16.8, and 15] mms corresponding to
PVs [255.9, 112.6, 68, 35, and 20.6] rad, the defocusing dis-
tance Δz is varied from 1.0 to 400 mm. In order to be able to
quantify the percentage of the error between the predefined
wavefront [computed from Eqs. (7) and (8)] and reconstructed
one using TIE [Eq. (6)] in each of the cases above, the root
mean square (RMS) error was chosen as a figure of merit,
and can be written as [40]
ER 
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiRR φTIE − φi2dAp ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiRR
φ2TIEdA
p ; (9)
where φTIE is calculated from TIE, φi is the predefined phase
distribution from Eq. (8), and dA is the elemental area. The
results are shown in Fig. 2. The cross, dashed-dotted, dashed,
solid, and dotted curves are the values of ER versus Δz for dif-
ferent values of PV. From Fig. 2, one can easily deduce that the
RMS error between the solution from TIE and the real value
strongly depends on Δz. Also, one can deduce that for each of
the PV values, the TIE solution is not monotonic, but attains a
minimum value in a narrow band of Δz. This narrow band is
different for different values of PV. One can also deduce that
the defocusing distance value in which the narrow band exists,
and its width are inversely proportional to the value of PV.
Hence, larger PVs needs smaller defocusing distances.
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In Fig. 3, the solid blue line shows the simulated optimum
data of Δz (which correspond to the narrow band region
around the minimum of ER) versus PV deduced from the data
shown in Fig. 2. The error bars illustrate the width of the nar-
row band regions from Fig. 2. As an example, in Fig. 3 the
narrow band region cut-off is chosen to be at ER  0.1
(see dashed red line in Fig. 2).
C. Experimental Results
The simulation results shown in Fig. 3 serve as a guiding
basis for estimating the correct range of the defocusing distance
for a certain PV value. This estimate should be used while
conducting the experiment in order to achieve low ER. The
experimental setup shown in Fig. 1(c) is used to test an aspheric
surface having the same parameters as those used in the sim-
ulation. The illumination light from an LED passes through a
spatial filter which is collimated by lens L1 before converging
on the aspheric surface by a condenser lens (see Fig. 1). The
reflected light from the aspheric surface is reflected from a beam
splitter (BS) and then collimated by lens L2. An aperture stop
(A2) situated at the focal point before lens L2 is used to only
pass the reflection from the aspheric surface to be tested.
The first step is to record the overfocused and underfocused
intensity distributions on both sides of the virtual image plane
Fig. 2. Simulation results showing the root mean square error ER
versus defocusing distances Δz for several values of PV.
Fig. 3. Optimum value (min ER) of the defocusing distance Δz
versus PV. Solid curve is the simulation and the black (o) marker
is the experimental data. The vertical bars show the range of the narrow
band when the minimum ER < 0.1.
Fig. 4. Root mean square error ER of the experimental measure-
ments at different defocusing distances Δz for (a) PV  35 rad,
(b) 67 rad, and (c) 80 rad, respectively.
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with separation Δz 0  3.5 2.5 ×m mm, where m  1, 2,
3, etc. The equivalent separation distances in object space are
given by Δz  Δz 0 ×M, where M  7.2 is the magnification
of the system. The second step is to compute the signal func-
tion S using Eq. (5). In step 3, the Fourier method is imple-
mented to solve the TIE to obtain the experimental phase value
due to the aspheric surface. The experimentally calculated and
simulated phase distributions are substituted in Eq. (9) to find
the error, ER.
Figures 4(a), 4(b), and 4(c) illustrate the RMS error ER ver-
sus the defocusing distances Δz, for PV  35 rad, 67 rad, and
80 rad, respectively. Three third-order polynomials are fitted to
the data points to find the minimums of the curves which give
the optimal separation distances of Δz  190 mm, 85 mm,
and 50 mm, respectively. These defocusing values are marked
by black circular markers in Fig. 3 above, which is clearly
within the prediction of the simulation results. It is worth not-
ing that aspherical wavefront slopes with high PV are out of
Shack–Hartman dynamic range.
D. Result Validation Using the Shack–Hartmann
Wavefront Sensor
For validation purposes, and in order to evaluate the accuracy of
the TIE solution at a given defocusing distance Δz, a Shack–
Hartmann wavefront sensor (SHWS) is used. The SHWS is
mounted instead of the CCD camera in the experimental setup
in Fig. 1. The SHWS sensor consists of a camera model
MLA150-7AR and a 50 × 50 microlens array of overall size
10 × 10 mm from Thorlabs. Each lenslet has a focal length
of f  6.7 mm and a diameter of 150 μm. To calculate
the Hartmann vectors, the centroids of the recorded spots
on the SHWS camera are analyzed by subtracting the SH
grid coordinates of the object beam from that of the reference
beam. The wavefront phase distribution is then reconstructed
by integration using Hudgins methods.
For the case of PV  35 rad, Figs. 5(a) and 5(b) show the
reconstructed phase distributions using TIE and the SHWS,
respectively. As shown in Fig. 5, the results obtained from
the SHWS are in excellent agreement with those measured
by the TIE technique. The solid blue line and the SHWS data
points (black circles) for the case of PV  35 rad in Fig. 6
shows two profiles of phase distributions that pass through
the center of the 3D phase distributions of Figs. 5(a) and 5(b),
respectively. It is obvious that the TIE has a higher resolution
than SHWS, which is a major advantage of the TIE technique.
We should note that the wavefront RMS error measured by
the SHWS is about 10 nm. The definition of error given in
Eq. (9) is equivalent to the ratio between the RMS of the noise
to the average of the signal. Therefore, for a wavefront of nomi-
nal value of PV of 40 rad, (roughly 20 rad mean signal value)
the ER is 0.006, which is far smaller than TIE errors.
4. CONCLUSION
In this paper, a non-nulled experiment was constructed for test-
ing an aspheric surface with known conic constant (CC) and
radius of curvature (RC) parameters. We have shown experi-
mentally that the solution using the TIE method depends
Fig. 5. Phase distribution calculated using (a) TIE and (b) the
SHWS for the case when PV  35 rad.
Fig. 6. Phase distribution profile passing through the center of the
3D phase distributions of Fig. 5. Solid line profile is obtained by TIE
and the star marker profile is obtained from SHWS for the case where
PV  35 rad.
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on the defocusing distance Δz. We verified that the TIE sim-
ulation results serve as a guide to predict the best defocusing
distance to measure the topography of an aspheric surface with
known parameters. Using simulation, a proper defocusing dis-
tance Δz is estimated to be about 190 mm for PV  35 rad,
leading to an accurate solution of the TIE. Two more experi-
ments were also conducted for two other values of PV 
67 rad and 80 rad, leading roughly to the defocusing distances
of Δz  85 mm and 50 mm, respectively, which are in agree-
ment with predictions of simulation results shown in Fig. 3.
For verification of the solution, a Shack–Hartmann wavefront
sensor was also employed. The phase distribution of the SHWS
is in agreement with the results obtained by TIE.
Due to the different sources of error in SHWS and TIE
techniques, some deviation of both plots in Fig. 6 is expected.
The SHWS cannot recover the high spatial frequency compo-
nents of the wavefront, and the recovered slopes of the wave-
front are an average over the micro-lens diameter. However, the
accuracy of SHWS is higher than that of TIE by an order of
magnitude. Generally, the solution using TIE for a wavefront
with a wide range of spatial frequencies is also not very accurate.
The small defocusing distance is suitable for recovering the high
frequency wavefront components and vice versa for low
frequencies [42].
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