Online learning makes sequence of decisions with partial data arrival where next movement of data is unknown. In this paper, we have presented a new idea as multiple times weight updating that update the weight iteratively for same instance. The proposed technique analyzed with popular algorithms from literature and experimented using established tool. The results indicates that mistake rate reduces to zero or close to zero for various datasets and algorithms. The overhead running cost is not too expensive and achieving mistake rate close to zero further strengthen the proposed technique. The proposed technique could be helpful to meet real life challenges.
Introduction
The Machine learning is one of the solution to the real life problems. Online learning is sub-field of machine learning. Online learning includes mainly weight updation with respect to minimization of loss. The online learning overcome the batch based system limitations in the situations, where training of model with respect to partial data arrival or real time application with unknown next movement of data. We have witnessed efficient algorithms in online learning from year 2000 onwards. These algorithms were regularly experimented with new data sets and it did help to explore new algorithms in online learning. We have presented selected literature in online learning and the most of the techniques discussed in literature have been used with proposed method in experimentation. One of early online learning algorithm was Perceptron [14] . It is inspired by the information processing of neural cells called a neuron. The prediction of the perceptron algorithm based on a linear prediction function that combines a set of weighted vector and the training vector. The Relaxed Online Maximum Margin Algorithm (ROMMA) [9] is an incremental approach based on the maximum margin. ROMMA used the linear threshold function for classification. The maximum margin function can be formulated by minimizing the length of target vector subject to the number of linear constraint. Approximate Large Margin Classification Algorithm (ALMA) [2] is an incremental algorithm, which approximate the maximal p − norm margin for the set of linear separable data. ALMA works directly with the primal of the maximal margin. Online Gradient Descent (OGD) [18] for online convex functions, motivated from the infinitesimal gradient ascent and it deals with the Euclidean geometry. OGD is more general than expert setting that it can handle an arbitrary sequence of convex functions. The other algorithm as Second Order Perceptron (SOP) [11] used the second order properties of the data for learning the linear threshold function, defined as an interaction between eigenvalues of the correlation matrix of the data and target vector. The performance analysis of SOP remains within the mistake bound model of the online learning. The mistake bound depends on the parameter controlling the sensitivity of the algorithm to the distribution of these eigenvalues. The online Passive Aggressive (PA) [6] follow the margin based online learning. The learning strategy of PA is based on the loss function (Hinge loss). The updation is passive when the loss function value is zero otherwise aggressively update the classifier when the loss is non-zero. PA updates classifier in such a manner that new update classifier should stay as close as to the previous classifier. It fails when the incoming data is non separable. To overcome above limitation there are two variant of PA. PAI and PAII balance the trade-off between the "passiveness" and "aggressiveness" using the positive parameter C called the aggressive parameter. Online Newton Step (ONS) [1] algorithm, which achieve the logarithmic loss for any arbitrary sequence of strictly convex functions. ONS use the second order information of the loss function and is based upon newton method for offline classification. ONS show the connection between follow-the-leader and Newton Method. It provides a logarithmic regret for higher order derivative. The Confidence-Weighted linear classification (CW) [10] algorithm is defined over the notion of confidence parameter. The less confident parameters are updated more aggressively than more confident ones. The confidence parameter is expressed in the term of Gaussian distribution over training vector. Narrow Adaptive Regularization of Weights (NAROW) [12] allow to design and relative mistake bound for any loss function. The mistake bound for any loss function, allowing to recover and improve the bounds of online classification algorithms. The new online classification algorithm for optimize the general bound called NAROW, which makes use of adaptive and fixed-second order information. NAROW also provide bound for diagonal matrices. A new algorithm based upon the velocity constraint in an online learning algorithm. In the learning process of Normal Herd (NHERD) [5] regularization of linear velocity term are used to herd the normal distribution. NHERD update is more aggressive for diagonal covariance matrix. Double Updating Online Learning algorithm (DUOL) [13] is other online learning algorithm, when incoming instance is misclassified, it will be added into the pool of support vector and assigned with a weight, which often remain unchanged during the rest of the learning process. DUOL is dynamically tune the weights of the support vector in order to improve the classification performance. This is an online learning technique that perform better in the presence of noisy label data. The Adaptive Regularization of Weight vector (AROW) [7] is variant of confidence weight learning, beside that it holds various desirable properties of online learning algorithms: (1) confidence weighting, (2) large margin training and (3) handle the non-separable data. LIBOL is an opensource library for large-scale online learning algorithms [15] which includes all the state-of-arts algorithms for online classification. SOLAR (Scalable Online Learning Algorithms for Ranking) [4] learning to rank is learn some ranking model from training data using machine learning method, which is a type of information retrieval. This algorithm learn a ranking model from sequence of training data in an online learning fashion. This algorithm tackle the pairwise learning to ranking problem using scaleable online learning approach. Soft Confidence-Weighted Learning (SCW) [3] , which is the variant of confidence-weighted (CW) capable to handle non-separable cases, that is the limitation of CW. It is first online learning algorithm that hold the four silent properties: (1) confidence weighting, (2) capable to handle non-separable data, (3) large margin training, (4) adaptive margin. SCW exploits the adaptive margin by assigning different margin to different vector via a probability formulation. Online Bayesian Passive Aggressive (BayesPA) ( [16] ) framework for Bayesian models with maximum margin posterior regularization. For great flexibility and explorative analysis, BayesPA perform non-parametric Bayesian inference. A survey on online learning algorithms [17] , which presents state-of-art algorithms in this research field and their behavior has been discussed recently. It includes categorization of the online learning in three types: (1) Online supervised learning (2) online learning with limited feedback (3) Online unsupervised learning. To the best of our knowledge, we are first to introduce MTWU model updating using multiple iteration for the same data points and our finding proves the efficiency of MTWU. The MTWU applied to all popular online learning algorithms including binary and multiclass environment with benchmark data sets. Our method establish the fact that most of the online learning algorithms reduce mistake rate to very low value. This paper include four section including this section as introduction. The section 2 present preliminaries of online learning and proposed method has been discussed in section 3. The section 4 presents the experimentation using benchmark data sets and future scope of present work.
Preliminaries
This section include the working of online learning algorithms that handle the data points in the form (x i , y i ) where y i is the class label of instance x i . The online algorithm works in rounds where x i and its prediction function is h(x i ). The prediction results is class labelŷ i and the loss function is L(y i ,ŷ i ). This update the model with prediction rule h and form problems to minimize the loss as n i=1 L(y i ,ŷ i ). the Algorithm 1 presents the nature of simple online learning algorithm.
Algorithm 1 Working of Online Learning Algorithm
⊲ n is number of data point 3:
The goal is to minimize the loss value, which is used in predication task in learning method. It takes target value as input and determined the loss i.e difference between target value and the predicated value. Few common types of loss functions are hinge loss and squared error loss For the "Maximum Margin" classification hinge loss is the most promising function. For the predicted valueŷ i is defined as:
Note thatŷ i output of the classifier function. Quadratic loss is also called Mean Square Error (MSE), which is commonly used for regression loss functions. Quadratic loss is the sum of squared difference between the actual output and the predicated output.
Convergence of logistic loss and hinge loss is similar, but logistic is continues. The continues property of logistic loss may be utilized by the gradient descent method. At any point logistic loss does not assign a zero penalty.
The update rule values vary with respect different algorithms. For example, few selected update rules are discussed in following paragraph. The loss function use by PA ( [6] ) is in equation 1. The updation is passive when l = 0 otherwise aggressively updation come into an action. The closed form updation rules of three variant of PA is
The OGD [18] used to solve the online convex optimization problems. The OGD used equation 1 as a loss function and updation rule is:
OGD use some predefined learning rate (η t ). SOP [11] is the incremental variant of whitened perceptron algorithm. The weight updation strategy of SOP is:
The SOP predication is computed in trial t, use v k−1 an n-dimensional weight vector and X k−1 use n-row matrix, where subscript k − 1 indicates the number of times vector v and the matrix X have been updated in the first t − 1 trials. ONS [1] is the online variant of the Newton-Raphson method and use the second order properties of the loss function. The updation rule of ONS is:
Where ∇ t and A t are gradient and hessian values. In this algorithm projection is according to the norm defined by the matrix A t . CW [10] learning method for linear classification is based upon standard deviation. CW update the weight that is based upon the confidence of the weight vector. The confidence of the weight vector is calculated using the Gaussian distribution and the covariance matrix. The updation rule of CW is:
µ is the mean vector and Σ is covariance matrix. D KL is the KL divergence distance between two distributions. The online algorithms are successfully applied to binary and multiclass data. In literature, all the successful online learning algorithms have been proved with upper bound mistake rate that further prove the strong mathematical foundations behind these techniques.
The MTWU Step
Our proposed MTWU is applicable to mostly state-of-art algorithms. The MTWU include simple but powerful step as multiple times weight updating of single instance. The algorithm 2 presents the working of MTWU. A loop is applied to train the weights for one instance at a time that results in loss minimization and weights are trained optimally. We have noticed less mistake rate at m = 2 and achieve constant mistake rate (zero in some cases) from m = 8 onwards. The updation for mostly cases improve m = 2 onwards where mistake rate appears zero for few data sets. The MTWU do not include any other changes in established algorithms other than introduction of loop. Also, no changes are made to feature vector and predicted class in each iteration of introduced loop. The weights are updated in each iteration subject to the dependent values used in the each algorithm and in single iteration of respective algorithm. The result of MTWU are discussed in next
⊲ n is the number of data point 3: for k=1 to m do ⊲ where m=1 to n 4:
Compute Loss as L(y i ,ŷ i ) 6: if L(y i ,ŷ i ) > 0 then 7: w i+1 = w i + < update rule > ⊲ Updating rule depends on the selected algorithm section to prove the efficiency of proposed method. As MTWU used with established online learning techniques, we noticed that algorithm used with MTWU has been discussed in literature thoroughly. This also includes convergence rates for respective algorithms. Our MTWU is a step that repeat definite number of times, therefore, it do not interfere with convergence rate of used algorithms. Convergence rate for a sequence x 1 , x 2 , ..., x n converges to a value r and their exists real number λ > 0 and a ≥ 1 such that,
then we say that a is the rate of convergence of the sequence. When a = 1 we say that sequence converges linearly and when a = 2 we say sequence quadratically. If 1 < a < 2 then sequence exhibits super linear convergence.
Experiment
In this section, we apply MTWU to popular and selected online learning algorithms mentioned in section 1 introduction. The benchmark datasets are used and experiments are conducted for both binary and multiple classes datasets. We have used benchmark tool as Libol ( [15] ) to prove the effectiveness of our proposed technique MTWU. The Table 1 present names for online learning algorithms as used in tool Libol. 
Binary class datasets
The binary datasets used are svmguide3 and covtype. The svmguide3 includes 1243 data points 21 features. we have used MTWU for m = 1, 2, 4, 8, 16, 32 for each algorithm. This m is the variable used for iteration in algorithm 2 at line 3. Table 2 present results for dataset svmguide3. We find that each algorithm in Table 2 achieve mistake rate as zero for some value of m. The algorithms SOP, SCW, PA2, PA1, OGD, CW, ALMA and IEELIP achieve zero mistake rates at m = 4 where as algorithm SCW2 at m = 8. Table 3 present covtype dataset results that achieve mistake rate as zero using the algorithms PA2, PA1, PA, ALMA, aROMMA, and IELLIP at m = 2 where as SOP and OGD at m = 8.
Multi classes datasets
The used datasets for mutiple classes are mnist, glass and segment. The dataset mnist include 60K data points and 780 feature in each data point for 10 classes. The segment dataset contains 2310 data points and 19 features for 7 classes respectively. The glass dataset include 214 data points and 300 features for 6 classes. Similar to the binary class experiments, MTWU applied with m = 1, 2, 4, 8, 16 and 32. Table 4 presents mnist dataset results that achieve mistake rate as zero at some value of m. 
Comparison
The m = 1 value refer to working of original algorithms. we have updated weights for m = 2, 4, 8, 16, 32 times and almost all algorithms achieving zero The online learning is real time prediction in data but lack in mistake rate as compare to batch processing. Using MTWU, it could overcome mistake rate challenge. The overburden extra time is very less using MTWU as each instance trained for very few iterations and most of algorithms achieve zero mistake rate for m ≤ 4 iterations. This study shows MTWU is an effective technique that has promising results to deliver. In particular, its use to multiple classes is praiseworthy as complexity to classify data increases with multiple classes. We have witnessed the importance of MTWU to both first and second order online learning algorithms. The disadvantage of MTWU is extra cost of running time but achieving zero mistake rate do not discourage the importance of MTWU. From this situation we feel that MTWU will be a useful to all platfrom of online learning algorithms to meet the real life data challenges. 
