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Abstract
As smart factory trends gain momentum, there is a growing need for
robust information transmission protocols that make available sensor
information gathered by individual machines. Wireless transmission
provides the required flexibility for industry adoption but poses chal-
lenges for timely and reliable information delivery in challenging in-
dustrial environments. Protocol development can be characterized by
three steps: designing a system that has desired properties, implement-
ing this design, and validating whether the implementation has the
anticipated properties. This work contributes to all of these steps but
focuses on design and evaluation aspects. To this end, we first identify
requirements specific to our use case and derive concrete design prin-
ciples that protocols should implement. We then propose mechanisms
that implement these principles for different types of protocols, which
retain compatibility with existing networks and hardware to varying
degrees. Last, we propose evaluation techniques for possibly propri-
etary networking protocols, rendering, among others, the adaption of
protocols to specific industrial use cases more cost efficient.
We distinguish protocols by the extent towhich nodes in the network
may perform extensive computation on information. When limiting
such computation to information sources, we show that prioritization
tailored to the use case is a powerful tool to implement robustness
against challenged connectivity. This prioritization conveys an accurate
preview of information from the production process, and we provide
precise bounds for the quality of that preview. By moving parts of the
computational work into the network, we show that reordering queues
in accordance with our prioritization scheme improves fairness among
machines. Finally, we show how network coding, a technique that
generates new combinations of so-far-received information on the fly
and fully within the network, can benefit our use case. To implement
the derived principles in the domain of network coding, we improve
upon existing, prioritizing network coding schemes by introducing
specialized encoding and decoding mechanisms.
The last step of protocol development is evaluation. Here, we iden-
tify that it is often challenging to assess real-world protocol implementa-
tions in network simulations. We thus propose a novel architecture that
allows simulating virtually any real-world protocol implementation
by leveraging modern operating system properties. We demonstrate
that our approach provides sufficient performance and improves the
validity of evaluation results over the state of the art.

Zusammenfassung
Industrie-4.0 bringt eine wachsende Nachfrage an Netzwerkprotokol-
len mit sich, die es erlauben, Informationen vom Produktionsprozess
einzelner Maschinen zu erfassen und verfügbar zu machen. Drahtlose
Übertragung erfüllt hierbei die für industrielle Anwendungen benötig-
te Flexibilität, kann in herausfordernden Industrieumgebungen aber
nicht immer zeitnahe und zuverlässige Übertragung gewährleisten.
Grundsätzlich kann die Entwicklung von Netzwerkprotokollen in
drei wesentliche Schritte untergliedert werden: Der Entwurf eines Sys-
tems mit gewünschten Eigenschaften, die Implementierung davon
sowie die Überprüfung, ob das entwickelte System tatsächlich die ge-
wünschten Eigenschaften aufweist. Diese Arbeit trägt zu allen drei
Schritten bei, mit einem Fokus auf Design- und Evaluierungsaspekte.
Hierzu identifizieren wir zunächst Anforderungen für unseren indus-
triellen Anwendungsfall und leiten daraus konkrete Entwufskriterien
ab, die Protokolle erfüllen sollten. Anschließend schlagen wir Proto-
kollmechanismen vor, die jene Entwurfskriterien für unterschiedliche
Arten von Protokollen umsetzen, die in verschiedenem Maße kompati-
bel zu existierenden Netzwerken und existierender Hardware sind.
Hierbei unterscheiden wir Protokolle danach, welche Knoten im
Netzwerk wesentliche Berechnungen vornehmen. Anhand klassischer
Protokollentwürfe, in denen wesentliche Berechnungen nur an der
Quelle von Informationen vorgenommen werden, zeigen wir, wie an-
wendungsfallspezifische Priorisierung von Netzwerkdaten dabei hilft,
zuverlässige Übertragung auch unter starken Störeinflüssen zu gewähr-
leisten. Der vorgeschlagene Priorisierungsmechanismus übermittelt
eine akkurate Vorschau von Prozessinformationen, deren Fehler wir
durch präzise Schranken benennen können. Ferner zeigen wir, dass
die Fairness zwischen einzelnen Maschinen durch Veränderung von
Warteschlangen verbessert werden kann, wobei hier ein Teil der Al-
gorithmen von Knoten innerhalb des Netzwerks durchgeführt wird.
Schlussendlich zeigen wir wie Network-Coding, eine Technik, die voll-
ständig innerhalb des Netzwerks neue, kombinierte Daten aus bereits
empfangenen Daten erzeugt, zu unserem Anwendungsfall beitragen
kann. Um die vorgeschlagenen Entwurfskriterien in der Domäne von
Network-Coding umzusetzen, erweitern wir existierende, priorisierte
Network-Coding-Verfahren um ein spezialisiertes Kodierungs- und
Dekodierungsverfahren.
Der letzte Schritt von Protokollentwicklung ist die Evaluation. Hier
stellen wir fest, dass es nicht ohne weiteres möglich ist, existierende,
10
industrielle Protokollimplementierungen mit simulativen Evaluati-
onstechniken zu untersuchen. Um diesen Missstand zu adressieren,
schlagen wir eine Architektur vor, die es erlaubt, nahezu beliebige
Protokollimplementierungen in Simulationen zu verwenden, indem
Eigenschaften moderner Betriebssysteme ausgenutzt werden. Wir zei-
gen, dass unser vorgeschlagener Ansatz ausreichend performant für
praktische Anwendungen ist und, darüber hinaus, die Validität von
Evaluationsergebnissen gegenüber existierenden Ansätzen verbessert.
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1.1 Motivation and Challenges
Industrial production accounts for 16% of Europe’s gross domestic
product and, according to the European commission, is a drivingmotor
for productivity and job creation [38]. Moreover, manufactured prod-
ucts account for 80% of Europe’s exports, the manufacturing sector
employs more than 30 million people, and at least as many jobs exist
in associated service sectors [38]. Today, industry nations’ manufactur-
ing industry has to face both the ongoing trend of mass-production’s
relocation into low-wage countries as well as a trend towards product
individualization and customization [15].
Smart factory concepts are an answer to these challenges and are
also known as Industry 4.0. The latter term, coined by the German
government, stems from retrospectively terming the widespread in-
dustrial adoption of electricity and the digital transformation as second
and third industrial revolution, respectively; Industry 4.0 comprises
the following fundamental concepts [77]: fully sensorized and actor-
supported production as well as its ‘‘smart’’ algorithmic exploitation
with various techniques of ubiquitous computing; cyber-physical sys-
tems, in which the physical and the digital properties of production
systems merge to an extent that they cannot be meaningfully differ-
entiated any more; as well as decentralization and self-organizing
capabilities of manufacturing systems to address the increasing de-
composition of the classic production hierarchy. Reliable and efficient
wireless communication protocols serve as an enabling factor for this
vision [81].
A driving motor of smart factory concepts is information from the
production process itself [81]. Considered particularly useful in var-
ious sectors of manufacturing industry is sensor information: motor
load sensor information from drilling machines, for instance, is used
for sensor-based tool condition monitoring [35]; similarly, drilling pro-
cess control is enabled by vibration sensor information [119]. Plastic
industry uses material heat and pressure sensors for process control
and monitoring, i. e., to automatically detect various kinds of product
defects [59, 100]. Traditionally, such machines’ sensor information
– if available at all – was only used locally, for use in local feedback
loops or to help machine operators better assess current process quality.
When made available to connected computing systems, however, such
information becomes more useful, e. g., for remote process control and
analysis, predictive maintenance, or tracking customer complaints [55,
77].
Using wireless communication for the transmission of sensor in-
formation has benefits over traditional approaches using Ethernet or
other cable-based solutions: wired connectors are not always available
at all machine positions, and deploying new cables can be expensive
and reduces spatial flexibility. Wireless solutions do not suffer from
these limitations, rendering them an enabler for low-cost retrofitting
of existing factories to benefit from smart factory concepts. On top of
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that, wireless solutions can better accommodate quickly-changing pro-
duction environments and the relocation of machines, which becomes
more important for individualized small-batch production.
Key challenges for efficient wireless transmission are the large quan-
tity of available information, as well as the challenging industrial envi-
ronment. Many relevant parameters are acquired as time series data
with high frequency. The acquired information may over-saturate
the available wireless capacity when multiple machines with several
sensors each operate in parallel, as is the case in most production set-
ups. Resulting delays may be prohibitive for industrial applications,
as process deviations are detected too late. At the same time, factory
floors often cover large areas and contain metal obstruction, which may
impede wireless transmissions [102]. Therefore, for larger sites, single-
hop communication may be insufficient to support wireless coverage
throughout the factory. Especially with multi-hop communication,
however, the allocation of network capacity to individual machines is
challenging. It is necessary to allocate sufficient network capacity to
each machine to ensure timely transmission of process information.
This work’s general objective is to identify and improve upon wire-
less protocol design and evaluation aspects for protocols that imple-
ment transmission of process information in manufacturing-industry
environments. To this end, the following chapters transition fromman-
ufacturing industry requirements to more specific aspects of protocol
design and, finally, protocol evaluation. The contributions described
in the individual chapters were in part implemented on hardware and
tested during project demonstrations. These results characterize more
readily usable solutions for specific usage scenarios. But this disserta-
tion also contains more fundamental research results, e. g., providing
asymptotic improvements or enabling previously impossible methods
of protocol evaluation. These results provide benefits to a wider range
of use cases, but may require more applied research to fit a specific
usage scenario.
1.2 Outline and Contributions
Evaluation
Concrete
implementation
System
design
Idea
(a) Protocol development.
Experimental
test
Concrete
prediction
Hypothesis
or model
Observation
(b) The scientific method.
Figure 1.1: Protocols development
versus the scientific method [40]. If
the protocol evaluation step is neg-
ative, the design is refined and con-
secutive steps are repeated until the
system has the desired properties.
In this aspect, system development
mimics the scientific method of hy-
pothesis testing and refinement.
System development can be characterized by three main steps [33, 40]:
designing a system that has desired properties, implementing this
design, and validating whether the implementation has the anticipated
properties (compare Figure 1.1). We contribute to all three of these
steps for protocol development, but focus on the design and evaluation
stages. The remainder of this work is organized as follows.
Chapter 2 describes plastic industry as a tangible manufacturing-
industry use case and derives principal requirements for suitable pro-
tocols, which limits the reasonable design space. An important result
of Chapter 2 is that multi-hop networking capabilities are required to
cover larger factory sites.
Multi-hop network protocols can be distinguished by where im-
portant computations are performed: in traditional store-and-forward
architectures, such computations are performed at the sources and des-
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tiations of information only, and intermediate nodes neither modify,
nor act upon the forwarded information. In Chapter 3, we describe
suitable protocol mechanisms for manufacturing industry that are per-
formed at the source and destiation of information. An important idea
of the presented source-based protocols is to first transform sensor in-
formation to a format in which content can be prioritized meaningfully.
In particular, we contribute protocol mechanisms that leverage an en-
ergy compacting time-frequency transform to enable an early preview
of sensor information. Prioritization is then used to provide that early
preview even if wireless connectivity does not permit transmission of
all information, e. g., due to temporary interference. We complement
the source-based prioritization with a technique to obtain precise error
bounds on the preview, and present a compression scheme based on
combining the preview functionality with an entropy encoder.
In chapter 4, we explore how forwarding nodes can exploit knowl-
edge of forwarded information. By retaining the store-and-forward
architecture but allowing for some restricted computations on for-
warded content, we strike a compromise between performance and
compatibility. That is, we benefit from improved protocol performance
but retain compatibility with co-existing applications on the same net-
work and keep the requirements on nodes’ computational capacities
low. We show that applying prioritization based on expected infor-
mation utility supports obtaining a precise approximation of process
information as early as possible in larger factories. At the same time,
we show that in-network prioritization supports fairness throughout
the factory environment; that is, machines at different locations receive
a similar amount of available network capacity.
Networking protocols that perform arbitrary computations on traf-
fic can simplify routing decisions, improve throughput, and increases
tolerance against packet loss. At the same time, they are often com-
putationally expensive and replace the routing layer, rendering such
approaches less compatible with existing protocols. A well-known
group of protocols here is network coding, in which nodes generate
‘‘combinations’’ on the fly instead of forwarding traffic. As future
industrial hardware is expected to provide more powerful computa-
tional capabilities, we discuss to what extent network coding can be
beneficial to industrial protocol designs in Chapter 5. Thereby, we
explore a fundamentally different part of the protocol design space.
First, we explore to what extent key requirement from Chapter 2 and
concepts fromChapters 3 and 4 translate to protocol solutions based on
network coding. In particular, we identify expanding window random
linear codes as promising candidate codes, which, however, suffer from
inefficient decoding techniques for our use case. Consequently, we
contribute a novel and use-case fitted decoding technique that reduces
both computational complexity and space complexity. Further, we con-
tribute an optimized generation process of coded packets that reduces
message overhead, resulting from so-called linear dependency, and
that improves the time until an approximation becomes available.
Chapter 6 concludes the larger picture of protocol development by
introduction 23
identifying evaluation obstacles for industrial applications – and re-
moves major obstacles from the evaluation process. In particular, we
identify the inability to easily assess network protocols in state of the
art simulators if these protocols were originally implemented for test
beds or real-world deployment. Thus, the state of the art often requires
Protocols that are developed from
scratch, with real-world deployment
in mind, can also benefit from our
proposed architecture, but modeling
in the simulator can still help to better
understand protocol mechanisms.
duplicate implementations for deployment and simulation, which may
differ in subtle ways – impeding evaluation validity. This restriction
is therefore both a possible cause of error and causes redundant im-
plementation efforts. Chapter 6 contributes a novel architecture that
allows running virtually any protocol implementation in discrete event
simulators. We provide a detailed performance evaluation of our pro-
posed architecture with a Linux based implementation and evaluate
with existing, real-world protocols, which we also use in Chapter 4.

2Challenges and Design Principles
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2.1 Overview
In this chapter, we examine the industrial use case more closely. To
this end, we focus on a tangible example process from an important
manufacturing industry sector: plastic injection molding. The global
market of injection moulded plastics is significant; it is expected to be
worth more than 400 billion Euros by 2025 [49]. While other materials
can be molded as well, in the following, we focus on plastic injection
molding, which is one the most important plastics processes in use
today [97].11 In terms of production output, the
European plastics industry ranks sec-
ond after China and before the United
States with 18% of the world produc-
tion [103]. Given the inherent moti-
vation for further automation in high
wage countries, such as Europe or the
United States, we consider plastics
industry a good example use case.
In the following, we identify requirements on communications sys-
tems for this industrial use case, which bounds the reasonable design
space. Next, we derive concrete principles that guide the proposed
protocol designs and mechanisms of the following chapters. While
this chapter focuses on plastic industry, the identified requirements
and design principles apply to a wide range of manufacturing industry
settings where parts are produced in a cyclic fashion. To make it easier
to use the contributions of this work in other scenarios, we formal-
ize the use case as an abstract system model and employ that model
consistently throughout this work.
2.2 The Use Case of Injection Molding
Injection molding can be described as the process of injecting (‘‘push-
ing’’) molten material with high temperature and pressure into a mold
(the ‘‘form’’). The mold consists of at least two parts, which are initially
pressed together tightly during the material injection so that the cavity
within the mold is sealed. After injection, the material cools off and
hardens in the mold’s cavity until, finally, the mold is opened and the
solid part ejected.
In plastic injection molding, dried product material granulate is
melted by an injection-molding machine. The material is pushed by
a screw-type plunger within a barrel towards the mold with high
pressure. Modern injection-molding machines expose multiple time-
variant parameters from internal sensors. Such machine parameters
include the position of the screw and the machine temperature and
material pressure in the barrel. More recently, temperature and pres-
sure sensors have been incorporated into the construction of the mold,
which allows to measure material properties directly while the final
product is formed. Pressure sensors in the mold, e. g., serve as a valu-
able indicator for several kinds of defective products [4, 59]. Mold
temperature sensors can, e. g., be used to detect short shot defects,
which occur when the mold’s cavity is not fully filled with material,
or variations in the cooling system resulting in improper melt tem-
peratures [110]. Commercial sensor acquisition equipment typically
queries such sensors with 100Hz to 1000Hz, with a total of 4 to 8
sensors covering most machines and molds [80, 104].
A key property of the injection-molding process in general is its cyclic
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nature. The process, once set up, takes about the same duration for
producing a single part each time. After producing a part, the machine
cools down for a period of time. The machine exposes signals that
indicate whether the mold is currently open or closed. Those signals
can be used to detect whether themachine is currently injecting or cools
down the mold. The ratio (penetration) of machines andmolds that are
sensorized, i. e., equipped with such acquisition equipment of process
information, has a direct impact on required network capacity. Typical
small and medium-sized enterprise (SME) [37] factory dimensions
vary from 10m2 to 150m2 in diameter, with machines arranged in
rows along aisles to have them accessible by, e. g., forklift trucks [105,
Annex I: Industry Partner Survey] [107]. Figure 2.1 shows an example
of such a factory site from a Netherlands-based SME.
Figure 2.1: An injection-molding factory.
2.3 Information Utilization
A number of tasks can be improved or enabled by utilizing collected
sensor information from the injection-molding production process. We
split these applications into two categories, based on how tolerant the
applications are towards delay and inaccurate process information.
Suitable machine parameters, such as injection speed, material tem-
perature, or holding pressure, depend on the mold used and the exact
type of material injected. Imperfect machine parameters result in an
increased risk of producing defective parts. Set up of a mold in an
injection-molding machine is usually done based on the operator’s
previous experience and documentation. Especially first-time setup
of molds, thus, is a lengthly trial-and-error process [120]. Even if the
process is set up and eventually stable, it usually does not remain stable
permanently: environmental variations in, e. g., ambient temperature,
input material quality, or material dryness, can necessitate different
machine parameters. Currently, detecting resulting product defects is
a manual process where an operator visually inspects samples from a
batch of products on a regular basis.
Given that sensor recordings from the production process are avail-
able for algorithmic exploitation, machine-learning algorithms can
derive optimized machine parameters to improve setup time and de-
tect defective parts as they are produced [100, 120, 130]. This promises
to reduce personnel cost for quality inspection and to improve product
quality. Furthermore, archiving sensor recordings of all parts produced
In addition to an unsatisfied customer,
insufficient product quality can have a
direct impact on the cost of production
when a whole batch is returned due to
defective products.
along with identifying information, such as a part number, facilitates to
track back customer complaints. Likewise, such an archive enables to
retrospectively update, based on such complaints or internal findings,
error detection models to avoid similar defects in the future. P
re
ci
si
on
Delay
Fault detection
Archival
Figure 2.2: Application require-
ments in the industrial use case.
As outlined in Figure 2.2, we categorize the aforementioned appli-
cations into those that are primarily delay constrained (lower-left part)
and those that are more constrained by precision requirements (upper-
right part): training machine learning models and information archival
is a long-term endeavor, so timely delivery of sensor information is not
critical. However, sensor information must have sufficient precision to
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create detailed models. It is impossible to know at the time of system
deployment what algorithmic exploitation of acquired information
might be possible in the future. Considering that aspect, it is generally
desirable to archive sensor information exactly as recorded.
Other applications of information from the production process do
not necessarily require full precision of process information, but de-
pend on timely information delivery. Most importantly, detecting
defective parts must occur fast to avoid costly production of scrap ma-
terial. Similarly and in a worst case scenario, strong anomalies that
could not be detected in time, such as machine overheating, may cause
damage to machines.
2.4 Industrial Environment Requirements
In this section, we analyze the plastic industry use case and derive
major requirements and non-requirements on suitable communication
technology.
Power availability: injection-molding machines generally have power
outlets to supply ancillary systems with energy, so battery driven
communication systems are not required. Not requiring battery-driven
hardware allows for more expensive algorithmic solutions than, e. g.,
most wireless sensor network (WSN) algorithms [7].
Wireless technology: wired communication, however, such as Ethernet,
is not usually available at machines’ locations [87]. Especially older
factories may not provide any communication infrastructure. As laying
cables retrospectively is expensive, we expect smart factory solutions
that depend on cable-based technology to suffer from lower industry
adoption. Moreover, wired solutions can make relocating and rear-
ranging machines more expensive, impeding production flexibility.
Consequently, we require wireless solutions in the following.
In the EU-funded Horizon 2020 project
PREVIEW [106], for instance, we en-
counter no Ethernet connectors near
any machine at two out of four par-
ticipating injection-molding SMEs.
Not a single factory site had Ethernet
connectors available at all machines.
Local systems: an important consideration is whether to use licensed,
cellular communication systems, or often-unlicensed (e. g., industrial,
scientific and medical radio bands) local area network (LAN) commu-
nication. The latter has the advantage that it allows for more control
over the (often less-expensive LAN) communication hardware and
does not impose running costs for cellular data. Also, a local solution
offers the option to keep data that originates in the factory at a server
on the factory site. Such a locality argument can help address secu-
rity concerns, as factory personnel (particularly in SMEs) is often only
trained to maintain physical security, such as access to the site and
equipment, but not security of systems interacting over the Internet.22 In other words, personnel will
usually disallow strangers from
entering offices or the factory.
Finally, LAN solutions provide independence from cellular coverage,
an important issue as factories are often located at the outskirts of cities
– with suboptimal coverage. On a similar note, using LAN solutions,
production is not affected by a cellular outage.
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2.5 Design Principles for Wireless Protocols
We have established why wireless LAN communication technology is
favourable for our industrial use case. We now derive and motivate
more concrete requirements – which serve as guiding principles – on
protocol designs on top of wireless LAN systems.
Preview functionality
Wireless communication in factory environments may suffer from se-
vere obstruction if nodes are located at distant locations in the factory.
Moreover, existing wireless technology in the factory and moving ma-
chinery (e. g., forklift trucks, gates, or cranes) can temporarily impede
connectivity. Consequently, network capacity can vary significantly
among machines in a factory and vary significantly over time.
To ensure continuous and reliable operation, even in case of chal-
lenged connectivity, it is important that wireless protocols resiliently
deal with temporarily insufficient wireless capacity to deliver all pro-
cess information. The delay-sensitive information utilization tasks that
we outlined in Section 2.3 do not necessarily require full precision.
Therefore, to address situations where network capacity is insufficient,
protocols should implement a preview functionality that quickly conveys
the most important information – possibly with reduced precision.
Without specific knowledge of the application scenario, it is not
known how precise that preview must be to allow for, e. g., effective
fault detection. Furthermore, multiple detectors may be used in paral-
lel, each requiring a different degree of precision. To maximize flex-
ibility, we thus require preview mechanism to allow for incremental
updates, where the preview’s precision improves over time as more
network packets arrive.
Multi-hop capabilities
In larger factories, the distance between machines and the data collec-
tion system may be larger than wireless coverage permits. Deploying
access points throughout the factory requires laying network cables
and thereby induces additional factory-retrofitting costs. A cheaper
and more flexible solution is to have each machine’s communication
system forward information from other machines, forming a multi-hop
communication system.
Given typical factory dimensions, all machines can communicate
with the data collection server given sufficient penetration of machines
that are equipped with communication equipment. If penetration is
low or the factory layout is unusual (e. g., a large empty area between
groups of machines), we require additional communication systems to
be deployable independent of machines. These systems do not need
access to wired communication systems, as they forward information
wirelessly. The additional nodes’ placement is, therefore, only depen-
dent on power availability.
30 wireless networking in future factories: protocol design and evaluation strategies
Fairness
A concern of wireless multi-hop communication systems is fairness
between machines. Commonplace networking protocols give a greater
proportion of network capacity to nodes that are closer to the destina-
tion [70]. In a worst case scenario, machines that are located farthest
from the data collection server may permanently suffer from insuffi-
cient network capacity to deliver process information. Avoiding such
problems in retrospect, i. e., after the protocol design phase, would
require more elaborate network planning, which reduces set-up flexi-
bility and may not fully thwart against remote machines suffering from
unexpected communication interruption during production. Multi-
hop communication protocol designs should, therefore, implement
fairness mechanisms that allocate sufficient network capacity to indi-
vidual machines, regardless of their respective locations or temporarily
impeded connectivity.
2.6 System Model
Our system model is an abstraction and summary of the previously
described industrial use case. We describe all protocol designs in
terms of this system model, which makes it easier to compare protocol
mechanisms and to map mechanisms to other use cases. We assume
that sensor information transmitted is acquired in form of time series
data that is associated with individual production cycles, as is the case
in most industrial production processes. Our network consists of u
machines m1, . . . ,mu. Each machine is equipped with a number of
sensors. The number of sensors can differ per machine, as can the
duration of cycles and the sensors’ sample rates. Therefore, we identify
units of information to be transmitted as a series of sensor values, which
is identified by a machine-sensor-cycle 3-tuple (i, j, k), with machine
number i, sensor number j, and production cycle number k.
Typical sensor frequencies range between 100Hz and 1000Hz, and
typical cycle durations are in the order of 1 s to 60 s, which gives be-
tween 100 and 30.000 samples per production-cycle tuple. We identify
those samples as:
a(i,j,k) =
(
a1, a2, . . . , a∣∣∣a(i,j,k)∣∣∣
)
. (2.1)
Sensor information is recorded for a cycle duration; between such
production cycles, machines have a cool down period, during which
no sensor information is recorded.
We assume that, on average, link rates suffice to transmit all ma-
chines’ cycle information at the ratewithwhich they are generated. Still,
bottlenecks may occur temporarily when connectivity is challenged,
e. g., due to wireless interference or temporary obstruction.
Each machine i is equipped with one wireless node ni; we call those
nodes source nodes. One additional wireless node, termed sink node ns, is
installed in the network and connected to a centralized data collection
server. In addition, we support an arbitrary number of forwarding
challenges and design principles 31
nodes that are not attached to a machine. These nodes extend wireless
coverage for larger factories. Wireless nodes are assumed to operate
non-stop, but they may fail temporarily, e. g., due to power failures,
maintenance system reboots, or factory personnel relocating nodes.
The objective is to continuously transmit all available information
from the machines m1, . . . ,mn towards sink ns. In addition to raw
sensor samples, meta-data is needed to allow correct identification and
processing of acquired process information. This meta-data meta(i,j,k)
always includes the production-cycle-identifying information tuple
(i, j, k) itself. Additional meta-data may include, e. g., cycle timestamps,
sensor sample rates, or mold and material description fields. As the
size of the meta-data can be considered small relative to the time series
data size, we abstract from the application details and model meta-
data as arbitrary information. Unless otherwise noted and w. l. o. g.,
we describe the protocol mechanisms in terms of a single production
cycle (i, j, k) and thus frequently drop the index to improve readability.
Protocol mechanisms are executed
repeatedly for consecutive production
cycles, and in parallel for multiple
machines and sensors.
2.7 Chapter Summary
This chapter introduced plastic injection molding, one of the most
important plastic production processes in use today, as an example use
case, and established how sensor information from injection molding
can be used for a variety of purposes, such as automated product fault
detection.
We identified several requirements on industrial systems: delivering
sensor information to centralized systems should be done wirelessly
to avoid expensive factory retrofitting, and with local area networks
to obtain independence from cellular coverage and reduce ongoing
costs. On top of being wireless, a number of design aspects must be
considered in protocol and communication system designs: depending
on the envisoned application, different trade-offs are feasible between
sensor information precision and timely information delivery. Protocol
designs for the industrial use case should utilize these trade-offs to
convey important information even if connectivity is challenged. More-
over, wireless systems for process information delivery should support
multi-hop communication to cover large factory sites. These multi-hop
capabilities should behave fair, that is, allocate sufficient network ca-
pacity for continuous operation to individual machines regardless of
their position in the factory.
Finally, we introduced the system model that we use throughout
this work. The system model focuses on cyclic time-series information
that can uniquely be identified by a three-tuple of machine number,
sensor number, and production cycle count. Communication nodes in
our system model may operate in conjunction with a machine (acting
as sources), or in isolation (acting as mere forwarders).
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3.1 Overview
This chapter is based on previous work
by the author [89, © 2015 IEEE], [93,
© 2017 IEEE] and parts of a collab-
orative work [123, © 2017 IEEE]. In
particular, the evaluation of ThE-
MAtiC in Section 3.6 is based on
work performed by co-author Ha-
gen Sparka; initial investigations on
ThEMAtiC were performed as part
of a supervised study project [124].
In this chapter, we introduce networking mechanisms that are imple-
mented at the origin of process information. That is, no requirements
are imposed on nodes that forward information. Thus the mechanisms
work in the same manner in a single-hop network topology (i. e., in
small factories or using access points) and in larger multi-hop topolo-
gies. In particular, this chapter focuses on mechanisms that implement
the preview functionality that we outlined in Section 2.5. The following
chapters, in contrast, focus on the remaining design principles, which
are specific to multi-hop networks.
In this chapter, we describe three contributions: first, we proposeWe lay a focus on the first two contri-
butions, since we build upon them
in the next chapter. More details on
the third contribution can be found
in our original publication [123].
a protocol mechanism that quickly conveys a characteristic represen-
tation of process information by utilizing an energy compacting time-
frequency transform. Second, we show how to implement accurate
and provably correct bounds for the residual error between this char-
acteristic representation and the original process information. Last,
we outline how to obtain an effective lossless compression scheme
by combining an energy compacting time-frequency transform with
entropy encoding techniques.
3.2 Related Work
Recent results show that production process parameters can be opti-
mized using artificial intelligence and genetic optimization algorithms
to improve product quality and minimize mold setup time [22, 120,
130]. Huang [59], in particular, demonstrates that injection molding
process parameters can be optimized effectively using recordings from
sensors inside the cavity. These results, hence, motivate the necessity
to efficiently transmit sensor information to be used used for fault
detection and parameter optimization, amongst other use cases.
The information dissemination requirements in our scenario relate
to common use cases for wireless sensor networks (WSNs), which are
ad-hoc networks composed of a large number of inexpensive, low-
power sensor nodes. Common application scenarios include health
monitoring, military, disaster recovery, and security [7, 108]. In the
WSN context, a large body of literature exists on techniques that save
bandwidth by means of summarization and inexpensive compression
before transmission [109].
Research on compression for WSNs mostly optimizes for energy
consumption and computational effort [68]. Marcelloni et al. [84, 85]
propose lossless compression algorithms for WSNs. The authors ex-
ploit the high correlation between consecutive samples to reduce the
range of values before using these deltas as input to an entropy en-
coder. Kolo et al. [69] improve upon this work by employing two
entropy encoders and dynamically selecting the encoder which yields
the best compression ratio. In comparison, our industrial use case is
not as restrictive as WSN applications with regard to computational
resources. A key difference to our work is that samples are compressed
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with knowledge of preceding samples only, whereas all of our mecha-
nisms described in this chapter make use of greater available resources
and apply more advanced processing to the full information from a
production cycle. This is the foundation how we achieve the early
approximate previews with error bounds that we require in Chapter 2.
Similar to the lossless compression scheme that we propose, Huang
et al. [60] employ a discrete cosine transform (DCT) based noise filter to
improve lossless compression of vibration data. Different to our work,
however, the authors do not derive a domain specific noise model and
refrain from using a computationally more expensive entropy-optimal
encoding scheme.
Another area of research in WSNs is lossy compression of sensor in-
formation, surveyed by Fasolo et al. [39], in which the sink reconstructs
a signal that deviates from the original sensor samples. Such lossy
compression mechanisms, however, assume that a number of sensor
nodes observe spatially correlated data, such as the temperature dis-
tribution within a certain geographical area. In factories, information
correlation is mostly temporal, e. g., observed pressure during a manu-
facturing cycle, rather than spatial. Therefore, existing summarization
mechanisms that aggregate information from multiple nodes are not
applicable.
Christin et al. [24] and Willig et al. [136] provide an overview of
industrial wireless sensor networks. The protocols and techniques de-
scribed in their work are agnostic to the transmitted data. We, however,
embrace the idea of an unreliable communication channel and use
knowledge about the encoded sensor information for smarter retrans-
missions. Also, most contributions on industrialWSNs focus on energy
considerations. This is especially true for industrial outdoor networks,
which often run on solar power. Kulau et al. [73], e. g., describe an
outdoor sensor network for smart farming applications in industrial
agriculture. Gernert et al. [46] build upon this work and propose the
use of mobile farming machinery as a delay tolerant networking node
that collects sensor information from the field. Here, temperature and
soil moisture sensors enable precise watering of parts of a field. The
time frame for harvesting crops is much longer than an injection mold-
ing production cycle, so sensor information must be transmitted much
faster in our scenario. In the industrial settings that we consider, source
nodes are located nearby manufacturing machines, which provide the
relevant sensor information, and the nodes are supplied energy via
power outlets at the machines. Energy consumption is consequently
much less of a concern.1 1 Injection molding requires significant
amounts of energy to constantly melt
the product material and maintain a
high pressure within the system. The
energy consumption of wireless nodes
attached to the machines is insignificant
in comparison.
To implement the preview functionality required in Chapter 2, we
use the discrete cosine transform (DCT). A compression algorithm very
similar to our proposed protocol mechanism is the JPEG still picture
compression standard [133]. After applying several transformations to
linearize the two-dimensional input information, JPEG uses the DCT
to prioritize more important information that characterizes the input
image’s main features. JPEG decompression also supports incremen-
tally increasing image quality, not unlike our approach. Apart from
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the different domain, our protocol mechanism has two key advantages:
first, it bounds the error of the signal’s preview, i. e., the characteristic
representation. While JPEG compression allows a preview of the image,
it cannot quantify by how much the preview differs from its original.
Second, our mechanism is more than a compression algorithm that is
used on top of a reliable transport. Rather, it embraces unreliable trans-
port and allows the sink to build a characteristic representation and
bound its error even if network packets are lost during transmission.
3.3 Characteristic Representation
Recall that this chapter is concerned with protocol mechanisms that
operate at the end points of communication only. The preview function-
ality is therefore only implemented at the source, i. e., the production
machine, and a corresponding operation is performed at the processing
server. We do not assume a reliable communication channel in Chap-
ter 2, so the basic network model here is an abstract and simple packet
erasure channel between each source nodes and the sink node. This
model applies to a multi-hop topology as well if nodes maintain rout-
ing tables, e. g., using link-state routing as a complementary protocol
[27].22 In a multi-hop network, the number
of packet erasures, that is, lost packets,
will be greater, though. Packets may
be lost on any of the hops, after all.
In order to convey a preview of process information quickly, each
source node performs three main tasks prior to wireless transmission,
which we describe in this section: (1) transform information to the
frequency domain, (2) partition the resulting coefficients into blocks
suitably sized forwireless transmission, and (3) reordering those blocks
in accordance with a prioritization function. After each wireless trans-
mission, the processing server will have a set of coefficient blocks. The
next section describes how the production server calculates the preview
from these blocks.
Frequency transform
The transformation step uses the DCT and utilizes its energy compaction
property for information prioritization: broadly speaking, this means
that most of the contained sensor information can often be approxi-
mated with few of the DCT’s low-frequency coefficients; higher fre-
quencies then help to provide more details. In their totality, coefficients
represent the complete original information.
A key motivation behind using a frequency transform such as the
DCT is that we can use it to approximate the information from the full
production cycle, that is, without any gaps. When we lack coefficients
at the sink node, it can still approximate the full production cycle (from
the beginning to the end), albeit with less precision.
Figure 3.1 shows an example of such an approximation. Here, the
figure shows the in-mold temperature of an injection-molded auto-
motive part as it is created. It can be seen that the approximation,
which is based on just 5% of the DCT coefficients, closely follows the
original signal already. In fact, the approximation mostly filters out
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Figure 3.1: A preview of sensor informa-
tion from 5% of DCT-coefficients.
sensor noise. As the material touches the sensor, which is shown in
the magnified section, the detected temperature raises rapidly. In this
section of the figure, it can be seen that the approximation introduces
compression artifacts near the point where the slope changes quickly.
While the approximation shown may already be of sufficient quality
to detect severely misconfigured process parameters, the compression
artifacts motivate further updates to obtain a more precise picture of
the production process state.
Formally, the DCT and its inverse, the inverse discrete cosine trans-
form (IDCT), define mappings between a time-varying sequence of
N(=
∣∣∣a(i,j,k)∣∣∣) samples a = (a1, a2, . . . , aN) and a semantically equiv-
alent set of N cosine coefficients X = (X1,X2, . . . ,XN). Here, a is
the data collected at the sensor node during each production cycle,
which is to be transmitted to the sink. We define the DCT and IDCT
analogously to [6]:
dct(a) : Xk =
N
∑
n=1
an cos
(
pi(k− 1)
N
(
n− 1
2
))
, (3.1)
idct(X) : ak =
1
2
X1 +
N−1
∑
n=1
Xn+1 cos
(
pin
N
(
k− 1
2
))
. (3.2)
Coefficient partitioning
The coefficient cycle X has the same size as a and is usually too large
for efficient wireless transmission in a single packet [71]. We therefore
partition X into blocks B =
(
b1, b2, . . . , b|B|
)
that satisfy a maximum
packet size constraint of P bytes. To save network capacity, our block
splitting algorithm only includes relevantmeta-datawith the first block
of each cycle, which we term head block.3 The remaining blocks save 3 Relevant meta-data contains the
machine number, sensor number and
cycle number (i, j, k), but could also
contain, e. g., description fields for the
machine material, the mold used, and
the current machine configuration.
space by only holding a reference to the head block and, therefore, can
accommodate more coefficients.
Formally, head block b1 for samples X consists of
b1 =
(
meta, (X1,X2, . . . ,Xφ1)
)
, (3.3)
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where φ1 (with 1 ≤ φ1 ≤ |X|) is an index chosen such that b1 contains
the maximum possible amount of coefficients while still satisfying the
packet size constraint P. Consecutive blocks are built analogously, but
with a reference – in the form of an (e. g., cryptographic) hash H(·) –
to their head block:
b2 =
(
H(b1), (Xφ1+1,Xφ1+2, . . . ,Xφ2)
)
, (3.4)
b3 =
(
H(b1), (Xφ2+1,Xφ2+2, . . . ,Xφ3)
)
, (3.5)
...
b|B| =
(
H(b1), (Xφ|Φ|−1+1,Xφ|Φ|−1+2, . . . ,Xφ|Φ|)
)
. (3.6)
Specifically, the index set Φ = { φ1, . . . , φ|Φ| }must satisfy
∀ φi ∈ Φ : BinSize(bi) ≤ P and ∀ i < j : φi < φj, (3.7)
where BinSize(·) is a coefficient block’s binary, serialized size. In
addition, we require that for all i < |Φ| that φi is the largest number
that satisfies Equation (3.7). After transforming cycle information with
theDCT and splitting sensor readings into blocks, each block is inserted
into the sending queue.
Prioritization mechanism
As it is likely that the available sensor information per time unit may
temporarily over-saturate available wireless capacity, an important
component of our protocol is a suitable information prioritization met-
ric. We use this metric to locally prioritize the sending queue of all
wireless nodes, which may contain information from different sen-
sors and and different production cycles. Rather than implementing a
complex function that prioritizes using these individual parameters,
we argue that a simple yet effective prioritization can be achieved by
leveraging the DCT’s energy compaction. Namely, we sort coefficient
blocks in the sending queue such that low-frequency components are
transmitted prior to high-frequency components, independent of their
associated cycle id and sensor id. Due to our coefficient partitioning
method, this simply means block bi has priority over block bj whenever
i < j, even if the cycle-identifying tuple is different for the two blocks.
As a result, our wireless nodes first transmit information that en-
ables the sink to approximate with similar precision all cycles that are
currently transmitted. If the wireless capacity is not saturated, it is
likely that the current production cycle’s data is completely transmit-
ted before the next cycle completes and is added to the transmission
queue. If the channel is temporarily over-saturated, the next cycle’s
low-frequency coefficients will be added to the sending queue with
higher priority than the current cycle’s lower-frequency coefficients.
Thereby, we ensure that all cycles can be approximated with low delay,
and detailed representations are only transmitted when the current
network capacity is sufficient.
The prioritization mechanism can be implemented efficiently using
a priority queue of coefficient blocks, which can be implemented as a
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heap. This way, taking the highest priority coefficient block from the
priority queue only requires constant time. Insertions take logarithmic
time with respect to the size of the queue, which is sufficient for our
use case where queues are expected to be temporary (see Section 2.6).
3.4 Preview Calculation
Whenever the sink receives a block of coefficients, it performs two steps:
first, it derives a current preview of the sensor information and then
re-calculate an error bound on that preview.
Preview calculation
The preview calculation works as follows: let I = {1, . . . ,N} be the set
of all coefficient indices and R ⊆ I the set of indices of those coefficients
that are currently known to the sink. For constructing the preview â(R)
based on this knowledge,4 the sink sets all unknown coefficients to 4 In this work, we frequently use double-
index notation. To help distinguish an
index from exponentiation, we add
parentheses to the upper index.
zero and then calculates the IDCT of these coefficients.
That is, each coefficient with an index in R is used, and each un-
known coefficient (not part of R) is assumed to be zero:
â(R) = idct
(
X̂
(R))
, where X̂
(R)
=
(
X̂(R)1 , . . . , X̂
(R)
N
)
(3.8)
with X̂(R)k =
Xk if k ∈ R,0 otherwise.
When all coefficients have arrived, i. e., when R = I, the approximation
â(R) equals idct
(
dct(a)
)
= a. That is, the approximation equals the
original process information. Note that no additional transmissions
are required for the preview functionality.
Error bounds
The provided preview’s error decreases as more packets arrive at the
sink. Full precision is achieved when all coefficients have arrived. Be-
fore that point, it is desirable that the sink can characterize the deviation
between the current preview â(R) and the not-yet-known signal a that
was recorded by the machine. Therefore, we implement a mechanism
that provides an upper bound for this error.
We define the maximum relative preview error, hereafter simply
called error, of a preview â(R) = (â(R)1 , . . . , â
(R)
N ) as follows:
err(a, â(R)) =
N
max
k=1
∣∣∣∣∣ ak − â
(R)
k
ak
∣∣∣∣∣. (3.9)
With this definition, a preview sample â(R)k with err(a, â
R) = p
implies that the true value, ak, is in the range
ak ∈
[
â(R)k
1+ p
,
â(R)k
1− p
]
. (3.10)
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To estimate the current error at the sink, we introduce a concept
that we term e-values. Intuitively, the e-value e(a,M) characterizes the
error if coefficients with indices in M ⊂ I are still missing, i. e., when
R = I \M. More formally,
e(a,M) = err
(
a, idct
(
X̂
(I\M)))
. (3.11)
Because e-value calculation requires knowledge of a, e-values can
only be calculated by source nodes. Our goal is to allow the sink node
to obtain knowledge about the e-value for the currently missing coeffi-
cients. Taking into account lost packets due to unreliable transmissions,
the sink may miss any subset of the original coefficients. Transmitting
e-values for all possible combinations of missing coefficients would
imply exponential overhead and is thus not viable. We therefore trans-
mit only specific e-values, selecting them in a way that still allows for
accurate error bounds.
Assume the sensor node sends a packet containing a block of coef-
ficients Xj, . . . ,Xk. First, we include an e-value erest that characterizes
the remaining error, assuming the sink has received all coefficients
X1, . . . ,Xk and none of the coefficients Xk+1, . . . ,XN :
erest = e
(
a, { k+ 1, . . . ,N }). (3.12)
In addition, we observe that transmission errors are likely to affect
single packets. Consequently, we include the e-values associated with
missing only the predecessor block or the successor block and no other
coefficients; we call these epred and esucc, respectively.
Using these three e-values, the sink can calculate error bounds for
any transmission errors that affect at most two consecutive coefficient
blocks. To this end, we use the following bound, which we formally
prove in Section 3.A.
Theorem 1 (Cumulative bound). Let K and L be sets of missing coefficient
indices. Then
e(a,K) + e(a, L) ≥ e(a,K ∪ L). (3.13)
That is, the sum of e-values for sets of missing coefficients yields an
upper bound on the actual e-value for the sets’ union. Applying this
theorem, our protocol estimates the current error at the sink by adding
known e-values associated with missing coefficients.
Consider the following example: let a set of sensor values be fully
described by coefficients X1, . . . ,X10, and let each block only contain a
single coefficient. The sensor node has transmitted the first seven coef-
ficients, but the third coefficient’s block was lost during transmission.
The sink, hence, has knowledge of:
X1,X2, X4,X5,X6,X7.
As e
(
a, { 3 }) was transmitted as epred in the packet carrying X4, as
well as as esucc in X2’s packet, the sink calculates:
E = e
(
a, { 3 })+ e(a, { 8, 9, 10 }), (3.14)
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which is equal to or larger than e
(
a, { 3, 8, 9, 10 }) by the above theorem,
and thus again provides a valid upper bound on the error. When no
packets are missing, the error bound provided by e-values equals the
actual error as calculated at the source. The fewer packets are missing
the closer the bound is to the error at the source, since Theorem 1 has
to be invoked less often.
If too many e-values are missing to
apply Theorem 1, the last-known
preview can still be used with its
error bound while waiting for the
re-transmission of missing coefficients
and e-values.
Smart retransmissions
So far, we have implemented amechanism that transcodes time-varying
sensor information using the DCT to prioritize characteristic informa-
tion during transmission, as well as a mechanism to bound its errors.
While a key feature of our transmission scheme is its resilience to packet
losses, it is desirable to retransmit missing coefficients to achieve even-
tual transmission of complete, precise information. Moreover, impor-
tant low-frequency coefficient blocks may be lost during transmission,
making retransmissions a necessity.
Different to sequential protocols, such as the transmission control
protocol (TCP), we can use the sending queue’s priority for retransmis-
sions as well. To implement retransmissions, the source node re-uses
the original transmission queue of frequency components that have
not yet been sent; to trigger retransmissions, the processing server
periodically sends acknowledgment vectors for each production cycle,
with one bit signaling reception of one coefficient block. In addition,
each node sets a timeout when sending a block. Having received a
positive acknowledgment for a block, the sensor node marks that block
as successfully transmitted. As soon as two negative acknowledgments
or two timeouts are received for a block (or any combination thereof),
the sensor node re-inserts that block to its transmission queue.5 Since 5 Requiring two timeouts or negative
acknowledgments avoids spurious
retransmissions that can otherwise
result from media access control (MAC)
layer queues.
the queue is ordered by increasing coefficient frequency, the retransmis-
sion mechanism ensures that the sink receives blocks with important
coefficients first.
3.5 Efficient Preview Without Incremental Updates
The mechanisms discussed so far provide fine grained, incremental
updates to the approximation at the sink. We consider these updates
to process information important for use cases where several product
fault detection algorithms may require different degrees of precision.
Also, by not making any assumptions on how precise the preview has
to be, these approaches’ are applicable to a wide range of use cases.
When designing a system for a specific use-case, however, it is plau-
sible that the required preview precision for timely fault detection is
known beforehand and only a single precision level is required. In
this special case, it is still desirable to eventually obtain all process
information with maximum precision for archival-category use cases,
but incremental updates provide no benefit. Although such scenarios
are not the focus of this work (we require incremental updates in Sec-
tion 2.5), this section outlines how compression can be improved in
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Figure 3.2: Compression
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these scenarios and the amount of information to be transmitted over
the network thereby reduced.
The proposed compression algorithm, named Two stEp Model Ac-
Compressor (ThEMAtiC), works by combining a DCT-based approx-
imation, similar to Section 3.3, with an entropy encoder that provides
a lossless compression of the residual error between the approxima-
tion and the full signal. As soon as the compressed samples are fully
received by the sink, the approximation can be re-calculated to fully
reflect the original signal.
Effective lossless compression with entropy encoding
Our compression algorithm is based on arithmetic coding (AC) [137], a
form of lossless entropy encoding. Unlike Huffman codes, AC does not
impose restrictions on symbol probabilities for achieving near-optimal
compression, which usually results in an improved performance [112].
Arithmetic coding requires a data model, i. e. symbol probabilities, as aHuffman codes add overhead
if symbol probabilities do not
follow an exact binary pattern.
parameter. Themore precise themodel, the better the compression that
AC achieves [45]. Figure 3.2 summarizes our AC-based compression:
sensor samples and a data model are used as input to an arithmetic
coder. Ourmain contribution is the derivation process for a data model
that enables highly effective compression for typical industrial sensor
information streams.
We derive our data model in two steps, which are shown in Fig-
ure 3.3: first, a DCT is applied to the original sensor information.
Exploiting that the DCT results in a number of coefficients that repre-
sent information of the original signal with decreasing precision, we
select a subset of the DCT’s output based on energy (not frequency)
Figure 3.3: Data model
derivation. © 2017 IEEE
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to obtain a lossy compression mechanism. Using the DCT in this way
is similar but not identical to applying a low pass filter to the original
signal: it approximates its basic shape, but filters noise components.
The resulting overall compression algorithms, however, is lossless, as
we compress the remaining error next.
Second, we model derivations – which represent sensor noise and
approximation error – from this approximation using an additive white
Gaussian noise (AWGN) model. The resulting data model consists of
two components: (a) a subset of all DCT coefficients and their respec-
tive frequencies and (b) the AWGN variance. These two components
together give us the probability that a sample at a given point in time
assumes a certain value in the value range. Note that the way in which
we choose the cosine coefficients here is especially well suited to sepa-
rate the AWGN from the signal. In the frequency domain, the former
will contribute uniformly to the energies of all frequencies, while the
signal will produce a limited number of high energy coefficients.
Using AWGN to jointly model approximation error and sensor noise
strikes an effective balance between complete customization of the
probability distribution and using a generic distribution for all trans-
missions. The former would cause prohibitive overhead, as the whole
table would need to be transmitted, whereas the latter would sacrifice
compression performance by leaving domain knowledge unused.
Finally, we use the per-sample probability distributions and the un-
modified sensor information as input to arithmetic coding. Both the
resulting compressed sensor information and the data model are then
sent over the wireless network to the receiver node. Using the received
data model, this node reconstructs the per-sample probability distribu-
tion and applies arithmetic coding decompression to the compressed
data.
3.6 Evaluation
To evaluate the proposed mechanisms, we use real-world sensor read-
ings that were obtained during injectionmolding production processes.
Our evaluation focuses on three main aspects:
1. characterization of the residual error using the proposedDCT-based
pre-processing and prioritization technique;
2. comparing the actual approximation error to the error bound; and
3. the achieved compression ratio of the proposed algorithm.
Unless otherwise noted, data points in plots show the arithmetic
mean, and error bars indicate 95% confidence intervals. Error bars
might not always be visible in the figures when the error is very small.
Methodology
Evaluation data The real-world dataset used in this evaluation is het-
erogeneous and contains a variety of semantic subsets. The dataset
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was recorded during injection molding of an automotive part, where
the holding pressure was modified in a controlled way. Therefore the
dataset not only contains recordings from ‘‘good’’ parts, but also in-
cludes recordings of parts with both aesthetic and technical issues. By
varying the holding pressure, various defects such as short shots, sink
marks, scratch marks, and overpacking were induced. Overall, our
dataset is a collection of sensor recordings for more than 160 produced
plastic parts, each containing the readings of five different sensors,
measuring four different physical quantities with different noise char-
acteristics and curve shapes. Here, we do not discern between the over
20 unique subsets forming our real-world dataset. Instead, we deem
the presence of faulty parts an important property of our evaluation
data, as the timely transmission and effective compression of faulty
parts’ data is at least as important as compression of good parts.
Each production cyclewas recorded by five sensors at 500Hz sample
rate each. The part produced is rather large with a 25 s cycle duration;
thus, a total of 12 500 samples per sensor per cycle was collected. Two
of the sensors were located at the injection molding machine and track
(1) the position of the screw that injects plastic into the mold and (2)
pressure in themachine. The remaining three sensors are located in the
mold’s cavity and track (3) cavity pressure and cavity temperatures in
the (4) front and (5) back. Temperature at more than one position can,
for instance, be used to detect non-fills, that is, faults that stem from
insufficient fill in the mold. Temperature and pressure information use
Kelvin and bar (absolute), respectively, as units of measurement.
Note that we use this real-world dataset in the evaluation of Chap-
ter 4 and Chapter 5 as well.
Simulation set-up To evaluate transmission time, representation er-
ror, and our error bound’s quality, we use the discrete-event network
simulator ns-3 [56] (version 3.29). A single 30m hop, from machine to
sink, is simulated via YANS Wifi model [76] with IEEE 802.11g MAC
and 2.4GHz physical layer. We assume a blocked line of sight between
machine and sink. The effects of multipath propagation and large-scale
path loss are accounted for by the Rayleigh and log-distance propa-
gation loss models, one superimposed on the other [54]. The source
sends at a constant rate of 1Mbit/s; in real scenarios, a suitable data
rate can be determined experimentally or by estimation. The acknowl-
edgment interval is 200ms, which we found to be a good compromise
in most scenarios. We set the maximum packet size constraint P (see
Section 3.3) to 1 kB,6 which helps to reduce packet loss [71].6 Thus, ≈ 240 coefficients plus
meta data are stored in each packet. We use all 165 pre-recorded production cycles for transmitted pro-
duction cycles in the simulation. Each measurement is performed for
600 s simulated time after a 100 s transient phase. The simulated source
has four sensors and sends 8 production cycles before it stops. Simula-
tions are executed 40 times; each repetition uses a separate sub-stream
of ns-3’s MRG32k3a pseudo-random number generator to ensure un-
correlated results [75]. Pseudo-randomness is used in the simulation’s
wireless fading model, the ns-3 bit error model, which is affected by
computing at the source 45
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Figure 3.5: Average transmission error.
fading and path loss, and exponentially distributed variations in packet
send times, which we use to avoid collisions and other synchronization
effects.
Table 3.1: Number of sen-
sor coefficients. © 2017 IEEE
Sensor coefficients
Screw position 2.1 %
Machine pressure 4.5 %
Cavity pressure 5.0 %
Cavity temperature front 3.5 %
Cavity temperature back 3.0 %
Compression set-up Since ThEMAtiC compresses agnostic of under-
lying protocol mechanisms, we restrict the comparison to other com-
pression algorithms. We compare the compression ratio to the WSN-
specific compression algorithm SC [84], which is based on compress-
ing information deltas, making it well-suited for compressing sensor
information. In addition, we compare our algorithm against three
computationally more expensive general-purpose compression algo-
rithms: the Burrows-Wheeler-transformation-based [16] bzip2, the
newer xz compression, which, among other techniques, also uses arith-
metic coding, and the recently standardized [9] brotli algorithm. For
evaluation, we used the highest, i. e., most effective, compression level
that each algorithm supports. The fraction of coefficients used in the
approximation step for each sensor is given in Table 3.1.
Approximation quality
To assess the quality of the DCT-provided approximation, we consider
both the average error over all samples, and themaximum error between
two samples of the approximation and the full process information.
The average error serves as an indicator for general approximation
quality, whereas themaximum error is a better fit to detect compression
artifacts such as the artifact shown in Figure 3.1. We vary the log-
distance exponent γ in our simulation to match different reception
conditions; Figure 3.4 provides a convenient mapping of path loss
exponent to packet loss in our simulated scenario.
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Figure 3.4: Packet delivery ratio
(PDR) for varying path loss expo-
nents. Without retransmissions,
i. e., using broadcast MAC frames.
Figure 3.5 shows the average absolute error of the approximation, as
soon as it is available, compared to the full signal. Approximation error
of the in-mold temperature sensor is shown in Figure 3.5a whereas
Figure 3.5b gives the pressure error of the pressure error. As can be
seen, the error reduces quickly when the most important coefficients
have arrived. In particular, γ = 2.9 and γ = 3.1 result in the approxi-
mation’s error quickly converging to zero. It took less than 1.6 s until
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the error of the preview drops below 100mK for γ ≤ 3.1 and 0.6 s for
an preview with less than 100mbar residual error. Even with γ ≥ 3.3,
at which we observe packet loss rates of 70% and more, the error drops
below 100mK and 100mbar within 2 s and 0.8 s, respectively, which is
much shorter than the average production cycle duration. Notably, the
average temperature error drops slower, as it is more affected by noise
and thus requires more coefficients to approximate all details.
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Figure 3.6: Maximum transmission error.
Figure 3.6 shows the identical scenario’s results, but gives the maxi-
mum approximation error over time, again averaged over all runs and
applicable sensors (two pressure sensors, two temperature sensors).
As expected, the observed error is higher due to compression artifacts,
but it still quickly conveys precise process information. While the tem-
perature sensor exhibits a higher level of noise, the pressure changes
more rapidly, making pressure harder to approximate without arti-
facts. This effect can be seen by comparing Figure 3.6 to Figure 3.5:
in Figure 3.6, the temperature sensor’s preview gains precision faster,
whereas Figure 3.5 shows the opposite relationship.
Error-bound closeness
An important feature of our approach is the preview functionality’s
error bound. Therefore, we compare our transmission scheme’s error
bound – which can be calculated at the sink – with the actual repre-
sentation error. Figure 3.7 shows the maximum error (γ = 3.3) from
Figure 3.6a and, in addition, gives the error bound as calclated by the
sink. Here, the error on the y-axis is given as maximum relative error,
in accordance with our error metric Equation (3.9) from Section 3.4.
We observe that themean difference between error bound and actual
error during transmission is only 0.2 base points (e. g., hundredths
of a percentage point); and even the maximum difference per cycle
(averaged over all production cycles) is merely 6.5 base points.77 In part, these low errors can
be attriuted to the already-low
relative error of the sensor.
Summarizing, our proposed mechanism fulfills the preview require-
Figure 3.7: Error bound
vs actual maximum error.
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Figure 3.8: Comparison of compression
results. © 2017 IEEE
ment we identified in Section 2.5. Due to the DCT, the sensor infor-
mation representation’s error bound improves quickly with increasing
transmission time, allowing for quick responses based on characteristic
features. Finally, the transmitted error bound closely resembles the
actual error to the point that it is almost identical, and thereby enables
informed decision making at the sink.
Compression ratio
Last, Figure 3.8 compares the compression effectiveness of ThEMAtiC
to brotli, bzip2, xz, and SC. The x-axis groups by sensor type, the
y-axis shows compressed total size in bits divided by the number of
samples N; thus, a low number of bits per sample indicates a high
compression ratio. In general, the energy-consumption-focused WSN
algorithm SC is the least effective for all sensor typeswhen compared to
the computationally more complex general purpose algorithms, so we
focus on comparing ThEMAtiC to those general purpose algorithms.
Our dataset’s cavity temperature readings exhibited the highest
degree of noise, so the good compression of ThEMAtiC matches our
expectations: ThEMAtiC compresses cavity temperature between 16%
and 29% better than the three general purpose algorithms.
For the cavity pressure sensor, the DCT requires a large number of
coefficients to approximate the sensor readings with sufficient preci-
sion (see also Table 3.1), resulting in performance comparable to but not
surpassing that of generic compressionmechanisms. For machine pres-
sure, the achieved compression of ThEMAtiC is better than brotli.
The difference in performance to the remaining two general purpose
compression algorithms is statistically insignificant (for p = 0.05).
Summarizing, ThEMAtiC provides superior or on-par performance
for four out of five machine and in-cavity sensors, rendering it a good
fit for industrial applications with characteristings similar to our use
case.
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3.7 Chapter Summary
In this chapter, we introduced networking and compression techniques
that are implemented at the sources of process information. The con-
tributions described in this chapter have in common that they first
transform the sensor information from the production process into the
frequency domain. Here, they exploit the energy compaction property
of the DCT to obtain an approximation of sensor information. The
first mechanism that we introduced distributes the DCT coefficients
into network packets and prioritizes transmissions so that important
information is delivered first. As a consequence, the processing server
can quickly calculate a preview of process information that over time
improves in precision. We also showed how a bound on the error of this
approximation can be calculated by the server and shown that it closely
follows the actual error, enabling the incremental activation of fault de-
tection algorithms that require different degrees of precision. Last, we
showed how, instead of improving the approximation incrementally, it
can be utilized to construct an effective lossless compression algorithm
based on entropy encoding techniques. This algorithm is useful in
scenarios where incremental updates to the initial approximation are
not required and it does not require custom network protocols, so it
can be integrated easily with existing networking solutions.
Chapter Appendices
3.A Proof of Theorem 1
We first state and prove a lemma based on transformation matrices
that we subsequently use to prove Theorem 1 from Chapter 3.
In the following, an orthogonal transformation matrix A of size
N × N is used for the discrete cosine transform (DCT) and the inverse
discrete cosine transform (IDCT). 8 We assume X = Aa corresponds 8 Such a transformation matrix can be
derived by scaling the DCT with a factor
of
√
2/n or
√
2/(n− 1), depending on
the variant of the DCT.
to the DCT and a = ATX to the IDCT. Here, a and X are matrices of
size N × 1, that is, column vectors.
Lemma 1. For a signal a with N samples and coefficients X = Aa, let R,
M, X̂
(R)
and â(R) be defined as in Section 3.4, the following equation holds: The important property of Lemma 1
is that it allows us to describe a pre-
view’s error solely in terms of missing
coefficients M, whereas the definition
of the preview – and thus the error – is
based on received coefficients R. This
property can be seen by the use of R on
the left-hand side of the lemma and M
on the right-hand side.
∣∣∣∣∣ am − â
(R)
m
am
∣∣∣∣∣ =
∣∣∣∣∣ 1am ∑i∈M ATm iXi
∣∣∣∣∣ ∀m ∈ { 1, . . . ,N } . (3.15)
Proof. According to its definition, the preview â(R) equals:
â(R) = ATX̂
(R)
= A(T)(IN X̂
(R)
), (3.16)
where IN is the N × N identity matrix. We split the identity matrix
intoN sparsematrices Z(1),Z(2), . . . ,Z(N) of sizeN×N, their elements
defined by
Z(k)i j =
1 if i = j = k,0 otherwise. (3.17)
Since IN =
N
∑
k=1
Z(k), we can substitute:
AT(IN X̂
(R)
) = AT(Z(1)X̂
(R)
+ Z(2)X̂
(R)
+ · · ·+ Z(N)X̂(R)) (3.18)
= AT(Z(1)X̂
(R)
) + AT(Z(2)X̂
(R)
) + · · ·+ AT(Z(N)X̂(R)).
(3.19)
Considering that
a = AT(Z(1)X) + AT(Z(2)X) + · · ·+ AT(Z(N)X) (3.20)
and that Z(i)X̂
(R)
only contains zeroes if i ∈ M, but Z(i)X̂(R) = Z(i)X
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if i /∈ M, we can instead write:
â(R) = a− AT
(
Z(i1)X
)
−
(
Z(i2)X
)
− · · · −
(
Z(i|M|)X
)
(3.21)
= a− ∑
i∈M
AT
(
Z(i)X
)
= a− ∑
i∈M
∣∣∣∣∣∣∣∣
AT1 iXi
...
ATN iXi
∣∣∣∣∣∣∣∣ (3.22)
Applying index m (∀m ∈ { 1, · · · ,N }) yields
â(R)m = am − ∑
i∈M
ATm iXi, (3.23)
which can be used at the left-hand side of the lemma.
Theorem 1 (Cumulative bound). Let K and L be sets of missing coefficient
indices. Then
e(a,K) + e(a, L) ≥ e(a,K ∪ L). (3.13)
Proof. Using Lemma 1, e(a,K) + e(a, L) equals:
The triangle inequality |x| +
|y| ≥ |x+ y| is used on every
term between (3.25) and (3.26).
N
max
m=1
∣∣∣∣∣ 1am ∑k∈K ATm k · Xk
∣∣∣∣∣+ Nmaxm=1
∣∣∣∣∣ 1am ∑l∈L ATm l · Xl
∣∣∣∣∣ (3.24)
≥ Nmax
m=1
(∣∣∣∣∣ 1am ∑k∈K ATm k · Xk
∣∣∣∣∣+
∣∣∣∣∣ 1am ∑l∈L ATm l · Xl
∣∣∣∣∣
)
(3.25)
≥ Nmax
m=1
∣∣∣∣∣ 1am ∑k∈K ATm k · Xk + 1am ∑l∈L ATm l · Xl
∣∣∣∣∣ (3.26)
≥ Nmax
m=1
∣∣∣∣∣ 1am ∑i∈K∪L ATm i · Xi
∣∣∣∣∣ = e(a,K ∪ L). (3.27)
4Multi-HopNetworks and In-Network
Computation
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4.1 Overview
This chapter is a revised and ex-
tended version of the author’s pub-
lication [93, © 2017 IEEE]. The ex-
tended evaluation uses the eval-
uation techniques described in
the author’s publications [91, 92].
Parts of the real-world implemen-
tation in Section 4.5 were developed
by co-authors Stefan Dietzel, Laura
Wartschinski, and Ben Schumacher.
The trend towards smart factories necessitateswireless transmission
of production process information. Protocols must transfer process
information in a timely manner even with temporary wireless interfer-
ence on the factory floor and regardless of machines’ location in the
network topology.
In this chapter, we complement the source-based mechanisms from
the previous chapter with multi-hop capabilities to cover larger factory
floors. This chapter introduces TANDEM, a topology-independent,
wireless multi-hop network protocol that implements in-network pri-
oritization to provide an early approximation of process information.
TANDEM applies a time-frequency transformation to prioritize more
valuable information, decouples multi-hop communication steps to
improve robustness, and uses an acknowledgment overhearing mech-
anism to save transmissions. We analytically discuss reliability and
fairness aspects and show, using simulations, that TANDEM’s prioriti-
zation is beneficial to obtain an early preview of sensor information
even in large factories. In addition and as a proof of concept, we
implement TANDEM on industrial grade hardware and provide a
performance overview.
4.2 Related Work
TANDEM’s use case closely relates to wireless mesh networks, for
which a number of routing protocols have been proposed in the last
decades [8]. Ad-hoc on-demand distance vector (AODV) [101] and
open link state routing (OLSR) [28] are two traditional approaches that
aim to provide generic unicast routing mechanisms in such networks.
AODV implements a reactive routing mechanism: routes are generated
only when information is to be forwarded, reducing control message
traffic but regularly introducing delays when sending packets. OLSR
is an example of a link-state proactive routing mechanism, in which
every node periodically maintains network topology information and
routes for the whole network. In our use case, the number of nodes
in the network is limited. Overhead due to proactive route mainte-
nance, therefore, is not prohibitive. Different to forwarding routing
decisions, we employ an acknowledgment mechanism that optimizes
for robustness and prioritization, but we require detailed network state
information including link quality, for which we utilize OLSR’s topol-
ogy information base [27, 28, 98]. We do not, however, use OLSR for
actual information routing.
To determine best forwarding paths, we use the expected trans-
mission count (ETX) metric [31], as simple hop counts would neglect
differences in link quality, whichmay be particularly different in factory
settings. The core idea of ETX is to estimate the number of transmis-
sions that are necessary in order to successfully transmit messages.
Thereby, ETX strikes a balance between link reliability – which short
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links provide at the cost of a high hop count – and low delay – which
can be achieved using (geographically) long hops at the cost of lossy
communication. Draves et al. [34] compare different routing metrics
for static and mobile network scenarios and argue that ETX performs
best in static scenarios, such as our industrial use case.
Biswas et al. [13] propose an information dissemination protocol that
is optimized for mesh networks and uses opportunistic overhearing to
quickly cover large distances by adding meta-data called forwarding
lists to each packet. In contrast to their proposal, we use overhearing
during acknowledgment dissemination only, butwe adhere to next-hop
forwarding decisions for transmitting sensor information to reduce
overhead and protocol complexity. Thereby, our protocol strikes a
balance between the advantages of opportunistic overhearing, which
can reduce the number of forwarding hops, and ad hoc routing, which
removes the need for forwarding lists without unnecessary flooding
of information and fully utilizes link-layer retransmissions without
requiring hardware support.
In order to eliminate the need for complex routing path decisions and
metrics, someworks (e. g., [20, 72]) propose to apply network coding [5,
58] as an alternative that opportunistically disseminates coded packets
instead of determining paths before transmission. While such network
coding protocols can eliminate path calculation complexity, they may
introduce additional network overhead, which can be prohibitive if
network capacity is limited. Also, decoding a coded information col-
lection requires receiving a sufficient number of independent linear
combinations, disallowing prioritized and partial decoding. Existing
approaches that allow prioritized decoding, e. g., [95], add significant
computational complexity, which makes them unsuitable for most
existing mesh networks. We revisit network coding and address the
aforementioned problems in Chapter 5.
Related to generic mesh networks, several routing algorithms have
been proposed to disseminate information using wireless sensor net-
works [66]. Often, these approaches use routing metrics similar to
those discussed above but combine them with different requirements.
Sensor networks require support for a much larger number of nodes,
more frequent topology changes, and are bound by severe limitations
on nodes’ memory, computational capacity, and permissible energy
consumption [7]. In our industrial setting, the number of nodes is
usually limited, power is readily available throughout a workshop, and
more powerful hardware can be used, rendering the faster but more
expensive ad hoc mechanisms preferable.
4.3 The TANDEM Protocol
The TANDEM protocol operates on production cycles as defined in
Section 2.6. Here, we present an overview of the protocol’s operation
before we delve into its details in the following subsections.
After a production cycle is completed, each machine transfers the
acquired sensor information a(i,j,k) to its attached wireless source node
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ni. Here, information is pre-processed and inserted into the nodes’
transmission queue.11 Pre-processing based on the dis-
crete cosine transform (DCT) was
discussed in more detail in Section 3.3.
Both source nodes and forwarding nodes schedule their information
transmissions using a sending queue with an associated prioritization
function. In the context of a multi-hop network, this function operates
on information from different production cycles, different sensors, and
different machines in the network. Nodes determine the shortest path
to reach the sink using link-state routing information that containes
information about the links’ quality.
To improve robustness, acknowledgments are not only sent by the
sink, but by each forwarding node on the path to the sink. To reduce
overhead, these acknowledgements are sent periodically, acknowledg-
ing whole cycles instead of individual coefficient packets. Acknowledg-
ments also leverage the wireless medium’s inherent broadcast nature
by implementing an overhearing mechanism. Responsibility for packet
delivery is repeatedly passed on to nodes that are closer to the sink
until eventually, the sink receives and acknowledges each packet.
Distributed information prioritization
Figure 4.1: Input and output flows
of a node’s transmission queue.
Figure 4.1 schematically shows coefficient flows inside a single wire-
less node. Within a node, new process information enters the trans-
mission queue in one of two ways. First, whenever the connected
machine finishes a production cycle, this cycle’s sensor information
is pre-processed and inserted into the transmission queue, which is
shown by the horizontal arrows. Moreover, in a multi-hop network,
nodes may also act as forwarders to other nodes’ information, which
is the second option. Whenever a forwarding node receives packets
with coefficients, these coefficients are inserted into the transmission
queue as well.
Identical to the single-hop scenario described in Chapter 3, we sort
the transmission queue by the coefficients’ associated frequency, since
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low-frequency components add more details to the preview of infor-
mation at the sink. Due to the forwarding role of many nodes, the
queue likely contains coefficient blocks from different machines in a
multi-hop scenario. TANDEM nodes prioritize irrespective of the orig-
inating machine, that is, exclusively on coefficient frequency. Thereby,
we ensure that all cycles can be approximated with low delay, and de-
tailed representations are only transmitted when the current network
capacity is sufficient.
Besides prioritizing information that provides an early approxima-
tion of sensor information, our transmission queue management also
improves the fairness of network bandwidth allocation between ma-
chines. That is, it guarantees that important information is delivered
independent of a node’s distance to the sink – an important property
that we discuss as part of our protocol analysis in Section 4.4.
Topology management and transmission
Whenever the sending queue is non-empty, the most highly prioritized
coefficient block is forwarded towards the sink. To determine the next
forwarding hop, each wireless node maintains the current network
topology in form of a directed, weighted graph that represents link
quality information. As we assume wireless nodes to remain at mostly
static positions, we can obtain this topology information with tolerable
communication overhead using existing link-state approaches.
The expected topology format is a graph that includes directed edge
weights wi ∈ [0, 1] representing the expected packet delivery ratios.
We obtain the ETX [31] for each directed edge – that is, the expected
amount of total transmissions required to successfully transmit infor-
mation along the edge – by taking the multiplicative inverse of the
delivery ratio, 1/wi. Using the ETX-annotated graph as input, each
wireless node then uses Dijkstra’s weighted shortest path algorithm
to determine the path towards the sink that has the lowest cumula-
tive ETX. From the calculation results, the wireless node obtains its
next hop towards the sink, which is determined by selecting the closest
neighbor node on the calculated shortest path. In addition, the wireless
node stores its own ETX distance to the sink:
Dni =∑
i
1
wpi
, (4.1)
where pi are the edges along the node’s shortest path towards the sink.
Figure 4.2 shows n2 as an example sending node, which obtains the
marked shortest path towards the sink, a distance Dn2 ≈ 3.41, and n4
as its next hop. Note that all shortest path calculations are only used
locally to determine the next hop; subsequent nodes perform the same
calculations to determine their next hop, and so forth. No routing
information is transmitted along with the coefficient blocks, because
topology information is more recent in a node’s proximity and wireless
nodes can accommodate changing interference in the environment
during transmissions along a path.
Once the wireless node has determined its next hop, it serializes the
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Figure 4.2: Topology management
and next-hop calculation. © 2017 IEEE
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next coefficient block bi from its sending queue to a binary representa-
tion and transmits the packet to its next hop. Block bi is then temporar-
ily removed from the sending queue until it is either acknowledged by
a wireless node closer to the sink (in which case it is removed perma-
nently) or until it is considered lost (in which case it is re-scheduled
for transmission).
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Figure 4.3: State machine used
for re-transmissions. © 2017 IEEE
Figure 4.3 shows the state machine that is used for re-transmissions,
which incorporates timeouts for lost acknowledgment packets. The
states can be summarized as follows:
q0 The coefficient block is in the transmission queue.
t1 The block has been sent and is now in transit.
t2 The block has been transmitted successfully.
l1 The block is possibly/likely lost.
l2 The block is considered lost and will be re-inserted into the trans-
mission queue.
In the state machine, transitive state l1 accounts for uncertainty if a
given coefficient block was successfully transmitted or not: the transi-
tive state l1 can be entered even upon successful transmission if (a) the
next-hop’s acknowledgment message is encoded before the relevant
coefficients were received or (b) if a timeout occurs after a positive
acknowledgment has been lost. To avoid overhead, we thus only trig-
ger re-transmissions from state l2, which requires any two events of a
timeout or a negative acknowledgment. Note that a single positive ac-
knowledgment does not suffer from such uncertainty. All three states
after initial transmission thus share an edge to t2, which indicates
successful transmission.
Different from end-to-end mechanisms, such as TCP acknowledg-
ments, we implement reliability in a transitive manner. That is, packets
that are being forwarded along a shortest-path segment only cause
retransmissions on this segment and not, as it is the case for TCP, along
the whole path.
Periodic broadcast acknowledgments
Each wireless node periodically transmits information until it receives
an acknowledgment from another wireless node that is closer towards
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the sink. We combine two optimizations to avoid unnecessary transmis-
sion overhead: first, each node acknowledges whole cycles at once and
sends acknowledgements periodically. Second, nodes farther than one
hop away may overhear acknowledgments to reduce re-transmissions.
An aggregated acknowledgment packet consists of the identifying
machine-sensor-cycle tuple and a bit vector v. A bit 1 at position l in
the bit vector indicates that coefficient block bl of the cycle has been
received. Conversely, vl = 0 indicates that block bl has not yet been
received or was lost during transmission.
Acknowledgment periods are fixed time intervals. We say amachine-
sensor-cycle is fresh if a node has received at least one packet with some
of its coefficients during the current acknowledgment period. In every
period, each node broadcasts an acknowledgment packet for every
fresh cycle. The transmission using bit vectors saves bandwidth, be-
cause fewer, aggregated packets reduce the transmission overhead
due to packet headers. Since acknowledgments are implemented as
link-layer broadcasts, they can be overheard by all nodes within com-
munication range, possibly skipping hops along the shortest path.
When nodes receive a broadcast acknowledgment, they determine
its meaningfulness based on their own sending state machine, which
is given in Figure 4.3, and their local topology knowledge: positive
n1
n2
D ≈ 3.41
Removes (b1, b2, b4)
n3
D ≈ 2.22
n4
D ≈ 2.30
n5
n6
D ≈ 1.25
ns
Acknowledges:
(2, 1, 3) : 1
b1
1
b2
0
b3
1
b4
0
b5
0
b6
Figure 4.4: Opportunistic acknowledg-
ments. © 2017 IEEE
acknowledgements are processed by all nodes farther away from the
sink, irrespective of their next-hop relationships. That is, when a node
receives a positive acknowledgement in form if a 1-bit, it compares its
own cumulative ETX towards the sink to that of the acknowledging
node. If its own distance is perceived as larger than the distance of
the node that sent the acknowledgement by a margin δ, the respective
coefficient block is considered to be successfully transmitted and is
removed from the transmission queue.2 In the example shown in 2 The system parameter δ reduces
the impact of temporarily conflicting
topology information between nodes.
Through experimentation, we found a
margin of δ = 1/2 (i. e., one half hop)
sufficient to support reliability in all
considered scenarios.
Figure 4.4, assuming δ = 1/2, n2 removes b1, b2, and b4 from its sending
queue, because Dn4 + δ ≈ 2.7 < Dn2 ≈ 3.41. The other receivers,
n3 and n6, discard the acknowledgement, because Dn4 > Dn3 and
Dn4 > Dn6 , respectively.
In contrast to positive acknowledgments, negative acknowledge-
ment bits only impact the sending state machine if the acknowledging
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node had been selected as next hop for the particular block bi. This
restriction avoids superfluous re-transmissions, which otherwise occur
whenever negative acknowledgements are overheard from nodes that
are two or more hops downstream towards the sink and have not yet
received the block in question. In Figure 4.4, n3 and n6 ignore all nega-
tive acknowledgements in the bit vector, because they never selected
n4 as next forwarding hop, whereas n2 counts b3, b5, b6 as negatively
acknowledged.
4.4 Protocol Properties
This section discusses two protocol properties: reliability and fairness.
With reliability we refer to guarantees that acknowledged information
is delivered to the sink eventually. The fairness aspect is important to
our use case as we want to make sure that all machines’ information
is prioritized equally, i. e., machines farther from sink are not at a
disadvantage. Reliability is best evaluated analytically, since we are
interested in worst case behavior; we assess fairness both analytically
in this section and via network simulations in the next section.
Reliability
In Section 4.3, we argued that our hop-by-hop acknowledgmentmecha-
nism adds a high degree of reliability to the protocol, i. e., all confirmed
information is delivered to the sink eventually for all practical purposes.
As each node indefinitely re-transmits blocks to its respective next hop
until an acknowledgment is received, with the final next-hop being the
sink, the sink receives all information eventually when all nodes con-
tinuously execute TANDEM. In practice, however, unexpected node
failure renders it impossible to guarantee reliability to the same de-
gree as end-to-end protocols. That is, it is principally impossible to
guarantee that all acknowledged information has been delivered with
hop-by-hop protocol designs [70]. In protocols that acknowledge on a
per-hop basis, already confirmed packets may be lost when (a) more
messages are received than can fit in nodes’ memory or (b) nodes
exhibit failure.Apart from insufficient memory and
node failure, theoretical threats to re-
liability with hop-by-hop schemes
include circular routing and, on a sim-
ilar note, strongly diverging topology
information with our opportunistic
acknowledgment mechanism. Both
threats can be mitigated by tracking the
forwarding path for each packet and by
fixing the next-hop for each production
cycle. The mitigation impedes perfor-
mance while adding little to reliability.
If greater reliability is truly required
for the particular use case, we thus sug-
gest to consider redundant forwarding
paths or complementary end-to-end
reliability, since these techniques also
mitigate failure of forwarding nodes.
In our system model, we assume that bottlenecks are temporary,
which we argue avoids queue overflows with high likelihood. We
model the duration of a node being a bottleneck, that is, a node re-
ceiving more information than it can send, with random variable
X : R → R. Since bottlenecks are temporary, the probability P(X > k)
diminishes for a longer duration k and the limit lim
k−>∞
P(X > k) is 0;
therefore,
∀ p ∈ (0, 1] ∃ k ∈ R : P(X > k) < p. (4.2)
In other words, for any failure probability p, however small, we can
find an upper bound k on the bottleneck duration. Even when assum-
ing worst case behavior, in which case a bottleneck has a sending rate
of zero, memory required to compensate for bottlenecks scales linearly
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with the bottleneck’s duration. Therefore, for each node, an upper
bound L ∈ O(k) on buffer space requirements can be found with neg-
ligible error p. As a result, when network size, expected link rates, and
each machine’s sensor information rates are known, wireless nodes’
storage size can be fitted large enough to guarantee sufficient buffering
space for the use case,3 which provides a high degree of reliabilty if 3 A conservative upper bound on
required memory can be found by
muliplying all of these factors, which we
exemplify below.
nodes are functional at all times.
Further, we assume in our system model that node failure is tem-
porary. While new information is routed around failed nodes via a
different path, if available, some information may become unavailable
upon node failure: when a node that temporarily stores acknowledged
yet not forwarded blocks in its sending queue – and those blocks are not
stored by any other node at the time – exhibits temporary failure, that
node’s blocks would be lost permanently if the information was only
stored in volatile memory. In order to guarantee eventual information
delivery, TANDEM nodes are therefore required to persistently store
blocks in their sending queue and re-send them after recovering from
temporary failure.4 The delay of receiving the affected production 4 Our protocol implementation also
utilizes existing, volatile main memory
without impeding reliability, which we
describe in Section 4.5.
cycles’ process information will increase by the downtime of the node
that exhibit failure, but information will be delivered eventually.
As an example, when nodes have 1GB of persistent storage available
for coefficient block storage, assuming a typical 500Hz sample rate,
30 s cycle duration, four sensors per machine, and up to 15machines
in the workshop, TANDEM nodes can compensate bottlenecks and
temporary node failures for at least two hours.
Fairness
The machines’ sensor information is equally important regardless of
whether a given machine is located next to the sink or at the other
end of the production floor. Most end-to-end window-based proto-
cols, such as TCP, however, result in fairness behavior that gives more
distant nodes a smaller proportion of bottleneck link capacity [70].
What we strive for with TANDEM is to guarantee an identical share
of bandwidth to all machines. In network literature, the term max-min
fairness [11, pp. 524] has been used to to describe packet schedulers that
only increase a packet flow’s bandwidth when no packet flow with
lower bandwidth can be increased instead. Hahne [51] showed that by
employing a local round-robin scheduler at each forwarding node, the
network eventually achieves global max-min fairness for every flow in
the network given identical packet sizes.
The fairness analysis here is based on
the classic approach inherited from
wired networks, where fair bandwidth
shares in ad-hoc networks are pre-
assigned to a network graph [62]. Our
system model differs, however, from
such a wired scenario: (1) we have
varying output rates depending on
a node’s current connection quality
to its respective next hop, (2) we only
allow for temporary bottlenecks, and
(3), our input data rates are not constant,
but cyclic. Despite these differences,
we believe that the notion of max-min
fairness is helpful to describe long-term
behavior, where average output and
data rates resemble constant rates, and
we explicitly consider the impact of
temporary bottlenecks.
Let R(mi) be the data rate frommachinemi’s associated source node
to sink ns. Then, a feasible rate allocation vector r =
(
R(m1),R(m2), ...
)
,
i. e., a rate allocation vector for which no node exceeds its maximum
sending rate, is defined as max-min fair if for each machine mi, R(mi)
cannot be increased while maintaining feasibility without decreasing
R(mj) for some j 6= i, R(mj) < R(mi).
Without any bottleneck nodes, i. e., no node’s packet receive rate
being greater than its maximum sending rate, TANDEM equals a
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round-robin scheduler and therefore is max-min fair, as coefficient
blocks with decreasing priorities arrive from each packet flow. More-
over, without bottlenecks, all rates in the rate allocation vector r must
be equal.
Since our system model allows for temporary bottlenecks, next we
consider the aftermath of such a congestion event, a non-equal rate
allocation vector rˆ, that is,
∃ i, j : R(mi) < R(mj). (4.3)
We argue that after congestion events, our prioritization results in
faster convergence to a max-min fair rate allocation than round-robin:
forwarding nodes prioritize packets based on coefficient frequencies.
We assume w. l. o. g. that forwarding node nk lies on the shortest path
of both flow mi → ns and flow mj → ns, in other words, nk sched-
ules packets that pertain both to rate R(mi) and rate R(mj). After
the congestion event, R(mi) < R(mj) holds, therefore forwarder nk
will on average have more packets with low frequency components
of mi in its sending queue, which leads to a prioritized rate R(mi) for
low-frequency components, accelerating convergence to max-min fair
rates in the network. The same is less true for higher frequency com-
ponents, since low-frequency components pertaining to R(mj) will
be prioritized over high frequency components of R(mi), so restora-
tion of max-min fair data rates takes proportionally longer for higher
frequency coefficients.
4.5 Evaluation
To validate TANDEM’s performance, we performed extensive discrete
event network simulations. In addition and as a proof of concept, we
implemented TANDEM on industrial grade wireless hardware and
measured performance. Unless otherwise noted, data points in plots of
this section show the arithmetic means and 95% confidence intervals.
Error bars might not always be visible in the figures when the error is
very small.
Methodology
Simulation set-up The simulation set-up closely follows Chapter 3:
we base our simulations on the discrete event network simulator ns-
3 [56] and model wireless transmission via YANSWifi model [76] with
IEEE 802.11g media access control (MAC) and 2.4GHz physical layer.
We consider obstructed line of sight and account for the effects of multi-
path propagation and large-scale path loss by employing Rayleigh and
log-distance propagation loss models, one superimposed on another.
To obtain a meaningful sample size, we repeat each simulation using 20
independent sub-streams of NS-3’s MRG32k3a pseudo-random num-
ber generator (PRNG) [75]. In addition to the packet loss probability,
we add randomness to simulations by varying machines’ cycle start
times and by adding a random delay before sending each packet.
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As time series data, we replay the pre-recorded sensor readings
from real injection-molding machines and use packet sizes derived for
a maximum packet size P = 1024B. Identical to Chapter 3, nodes send
We have described our evaluation data
more closely in Section 3.6.
with 1Mbit/s rate and use a 200ms acknowledgment interval unless
stated otherwise. Each simulated machine has four sensors, two cavity
temperature sensors and two pressure sensors. Each sensor records
samples at 500Hz rate over 25 s production cycle duration. After each
production cycle, machines have a cool-down period twice as long as
the cycle.
The simulated factory topology is based on typical industrial factory
layouts. Figure 4.5a shows an example workshop that is approximately
50m long and consists of two rows of injection-molding machines. To
show scalability, we simulate a similar but larger three-row topology,
as shown in Figure 4.5b and vary the factory length from 40m to 80m.
Node distances are fixed to 20m while network conditions are varied
via the log-distance path loss exponent γ, using values sensible for
factory environments [102]; for this topology configuration, Figure 4.6
maps γ-values to the packet delivery ratio of broadcast packets, i. e.,
without MAC-layer retransmissions.
Row 1Row 2
(a) A two-machine-row injection-molding
factory.
ms m3 m6 m9 m12
m1 m4 m7 m10 m13
m2 m5 m8 m11 m14
20m
20
m
40m× 40m
40m× 60m
40m× 80m
(b) Simulation topology.
Figure 4.5: Simulation topology.
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Figure 4.6: Expected delivery probabili-
ties.
Topology information In Section 4.3, we described that each node re-
quires up-to-date topology information, which is obtained using ex-
isting link-state approaches. To obtain up-to-date network topology
information, each node thus runs an OLSR implementation. Figure 4.7
shows the interactions between TANDEM and OLSRd, the most com-
mon real-world OLSR implementation [98], in a single wireless node:
OLSRd computes topology information by exchanging control traffic
with other nodes. The TANDEM protocol obtains the ETX-annotated
topology information from OLSR via a JSON-based querying appli-
cation programming interface (API) provided by OLSRd. TANDEM
regularly connects to its local OLSRd service via transmission control
protocol (TCP) over a loopback interface. It then fetches and parses
recent topology information and stores the ETX-annotated graph in
memory.
The topology information fromOLSRd is used in both the real-world
implementation and our simulation. Ns-3 does provide a dedicated
OLSR simulator model, but the model lacks important features com-
pared to the real-world implementation. Most importantly, the sim-
ulator model does not provide the ETX information that TANDEM
requires. The real-world OLSRd estimates ETX information via ‘‘link-
quality’’ extensions, which also became part of RFC 7181 [27]. The ns-3
model, in contrast, only implements the original OLSR standard [28],
which is limited to hop-count topology information. It is therefore
necessary to load the real-world model to obtain accurate simulation
results.5 5 Or to re-implement its extensions
as part of the ns-3 model, which is a
tedious and error prone task.
To load the real-world protocol as part of the ns-3 simulation, we
utilize a novel technique termed discRete event protocol emulatIon
vesseL (gRaIL) [92]. Basically, gRaIL is a ‘‘vessel’’ – or wrapper – for
binary protocol implementations. Combined with a specific protocol
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Figure 4.8: Prioritization effects on
40m × 80m factory floor (γ = 3.4).
0 2 4 6 8 10 12 14
0.00
0.20
0.40
0.60
0.80
1.00
Time in s
C
u
m
u
la
ti
ve
d
is
tr
ib
u
ti
on
0-10%
0-20%
0-50%
100%
implementation, gRaIL provides an accurate discrete-event model of
that protocol’s logic and networking operations. The boundary be-
tween our normal ns-3 simulation and the emulated OLSR protocol,
provided by gRaIL, is highlighted by the black box in Figure 4.7.Figure 4.7: TANDEM and gRaIL in a
single wireless node. Since gRaIL is a complex software architecture and useful for a broad
range of industrial protocol evaluation tasks, we describe it separately
in Chapter 6. What is important here is that gRaIL in combination with
OLSRd provides a valid simulation model of the real-world OLSRd
protocol implementation.66 We validate gRaIL in combination
with OLSRd specifically in Section 6.7.
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Figure 4.9: Prioritization effects on
40m × 80m factory floor (γ = 2.8).
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Figure 4.10: Prioritization effects on
40m × 80m factory floor (γ = 3.1).
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Figure 4.11: Effects of different
acknowledgment intervals on
40m × 80m factory floor. (γ = 3.4)
First, we evaluated how long it takes to receive a production cycle’s
prioritized low-frequency components. To this end, we simulated 15
machines in the 40m× 80m factory. Each machine transmits 8 produc-
tion cycles over 600 s simulated time. Figure 4.8 shows the cumulative
distribution function (CDF) of the relative time until the most priori-
tized 10%, 20%, 50%, and 100% of frequency coefficients were received.
It can be seen that in-network prioritization has a drastic, non-linear
effect: the most prioritized 10% and 20% of the lowest frequencies are
available after a median time of only 220ms and 420ms, respectively,
whereas median transmission duration of all the frequency coefficients
is 2.7 s, which is one order of magnitude slower. The steepness of
the low frequency components (10% and 20%) implies a high degree
of fairness despite the very different distance betwen individual ma-
chines and the central server, which supports our fairness results in
Section 4.4. A similar prioritization and fairness effect can be seen for
lower path loss exponents (that is, better connectiviy) in Figures 4.9
and 4.10. We also examined the effects of different acknowledgment
intervals on the prioritization performance, but overall found a low
dependency of TANDEM on the acknowledgment interval. Figure 4.11
exemplary shows the relative delay to receive the most important 20%
of frequency components for acknowledgment intervals in 50ms to
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(b) Pressure error.
Figure 4.12: Average error over time for
40m× 80m workshop.
400ms in the largest factory scenario with γ = 3.4. It can be seen that
the receive times do not differ much, and are in fact worst for the 50ms
interval, which imposes the greatest probability to send non-innovative
coefficients that were already successfully transmitted, as the timeout
duration is derived from on the acknowledgment interval.
Prioritization and error
Next, we examined the effect of an incomplete set of coefficients on the
sink’s estimation quality. For this purpose, we use the pre-recorded
sensor information from injection-molding machines that records both
temperature and pressure within the mold. Pressure is given in bars
(absolute) and temperature in degrees Kelvin. For each point in time
we plot the average error based on the sink’s information reconstruc-
tion. Here, we do not require that consecutive frequency coefficients
were received, but instead also allow for gaps in the spectrum: analo-
gous to missing high-frequency components, missing low-frequency
coefficients are set to zero in order to reconstruct an approximation
of the signal. Figures 4.12a and 4.12b show how the average error in
the signal, that is, the average over all reconstructed samples’ absolute
error, decreases over time for temperature and pressure, respectively.
In our pre-recorded sensor data, pressure samples assume values
between between 1 bar and 331 bar. For γ-values 2.8, 3.1, and 3.4, it took
on average less than 100ms until the error of the preview drops below
1 bar, which is already less than 0.5% of the value range. It took less
than 0.6 s, 0.7 s, and 0.8 s, respectively, until the error of the preview
drops below 100mbar. Similarly, temperature values range from 306K
to 355K and the mean error drops below 100mK after 1.7 s, 1.8 s, and
2 s for γ of 2.8, 3.1, and 3.4, respectively. The average error drops slower
for cavity temperature because samples are more distorted by noise,
which results in less efficient DCT compression, necessitating more
coefficients for precise decoding.
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(c) Precision comparison to unicast (γ = 3.1).
Figure 4.13: Broadcast ac-
knowledgment mechanism.
Broadcast acknowledgment impact
Acknowledgment utilization: furthermore, we examined the extent to
which TANDEM’s broadcast acknowledgment algorithm helps in con-
firming packets based on overhearing. To this end, we let each node
track whether blocks sent were confirmed via overhearing or by its
designated next hop. Let h be the number of blocks that were con-
firmed by each node’s next hop and o be the number of blocks that
were confirmed by other nodes through overhearing, then we define
the metric acknowledgment overhearing utilization as o/(o+ h). Fig-
ure 4.13a shows this average ratio for all nodes in the network as a
function of path loss exponent γ. The acknowledgment overhearing
utilization is shown for all three factory size configurations; it can be
seen that the protocol benefits most from acknowledgment overhearing
when packet loss rates are high. Since only paths that involve three
or more nodes can add to overhearing utilization, larger topologies
(40m× 60m and 40m× 80m) benefit more from the mechanism.77 It can also be seen that the fixed dis-
tance between machines in the simula-
tions makes some node distances more
favorable for overhearing, explaining
the somewhat wave-shaped function.
Acknowledgment savings: in addition, we evaluated how many trans-
missions were saved by the overhearing mechanism in comparison to
standard 802.11 unicast, which involves MAC layer retransmissions.
Figure 4.13b shows that TANDEM’s overhearing mechanism consis-
tently saves between 31.2% and 57.1% of MAC-layer transmissions
for good and bad connectivity (γ ∈ [2.8, 3.4]). Figure 4.13c shows
that using TANDEM’s acknowledgment mechanism, the precision
at the sink improves with similar speed as when using the unicast
acknowledgment approach. For different γ-values, both acknowledg-
ment approaches provide very similar performance. Thus, the saving
in transmissions through TANDEM’s acknowledgment mechanism,
which means less energy used and less load on the wireless medium,
usually comes without a cost in terms of preview performance.
Reliability: finally, we verify our analytic results on the reliability of
our opportunistic hop-by-hop acknowledgment scheme. First, we
note that for all simulation scenarios (all factory sizes and all γ in
{ 2.8, 2.9, . . . , 3.4 }), we observed eventual transmission of all coeffi-
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cients for 100% of all production cycles. In total, we observedmore than
140 000 production cycles – or over 7 000 000 coefficient blocks – being
successfully transmitted, confirming our analysis that the acknowledg-
ment mechanism is highly reliable. On top of that, we tracked the size
of the transmission queue, which we argued in Section 4.4 would be
of limited size in scenarios without persistent bottlenecks. Figure 4.14
shows the queue size’s cumulative distribution for the largest factory
scenario and three different degrees of connection quality. We record
the queue size in each node whenever it is about to transmit a coef-
ficient block. The plot, thus, only accounts for times when a node is
actively sending. Each production cycle produces sensor information
from four sensors in parallel. 200 400 600 800 1,000
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Figure 4.14: Cumulative dis-
tribution of nodes’ transmis-
sion queue sizes at send events.
So even without any forwarding tasks, a queue size of more than
200 kB is reached regularly in each source node. In light of that fact,
we consider the observed maximum queue size over all scenarios of
about 1MB low. If longer lack of connectivity is considered, i. e., longer-
duration bottlenecks in Section 4.4, we expect the queue sizes to grow
beyond these results, as described in the analytical results section. The
figure also shows, as expected, that the queue size is somewhat smaller
with better connectivity.
Real-world measurements
As a proof of concept and to validate that our simulation results corre-
spond to real world scenarios, we implemented TANDEMon industrial
grade IP68-certified hardware and evaluated the protocol in a four-
node diamond shape topology with three source nodes and one sink
node. Table 4.1 summarizes the main hardware and software compo-
nents used.
Table 4.1: Main system
components. © 2017 IEEE
Component Description
CPU
500MHz AMD
Geode LX800
RAM 256MB DDR RAM
Storage 8GB CompactFlash
Expansion 2 miniPCI slots
Ethernet Via VT6105M
Antenna Ports U.FL (Mini-SMT)
Wireless
Atheros XSPAN
AR9220
Operating System Debian 8
Impl. Language Google Go
To support reliability, our TANDEM implementation employs a
persistent database to store coefficient blocks that are recorded from a
machine or received over the wireless link. Only an indexing key to
the persistent database is written to the memory-backed prioritization
queue that we described in Section 4.3. As a result, temporary node
failure can be resolved on the next start up of the wireless node by
iterating over all entries in the persistent storage and restoring the prior-
itization queue. The other two data structures, namely sender state and
confirmation set, cannot be restored – which causes temporary redun-
dant transmissions in case of node failures, but nonetheless ensures
reliability.8 Topology information is obtained via a loopback TCP link 8 Conceptually, the in-memory priori-
tization queue works like a cache. As
soon as a coefficient block is received
it can be forwarded from memory.
Persistent storage becomes important
when an acknowledgment is sent, as
acknowledgments cause nodes to delete
process information permanently.
to OLSRd. The link is used to query OLSRd’s JSON-based topology
API, identically to the simulation scenario but without using gRaIL,
as we are not running a simulation. Otherwise, the implementation
follows Section 4.3, we well.
Prioritization results are shown in Figure 4.15a and confirm our
simulation results: the prioritized information is transmitted quickly
in all cases, whereas high frequency components take longer and are
distributed less evenly. We further obtained a total of 20 compari-
son measurements using reliable TCP transmissions with equivalent
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(a) CDF of partial information reception.
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Figure 4.15: Real-world measurements.
data sizes, that is, including the relevant production cycle’s meta data.
Shortest paths were provided by OLSRd with link quality extensions
enabled. TCP transmission took an average of 12.0 s, which is shown by
the vertical line in Figure 4.15b. While TCP took less time for delivering
all information, our in-network prioritization gives a close approxima-
tion much faster. As soon as a preview was available, the mean error
we observed was lower than 180mbar, which are less than 0.05% of the
value range. Similarly, as soon as an approximate cavity temperature
is available, its the mean error is less than 0.06% of the range.
In the real-world measurements, we observed an average acknowl-
edgment overhearing utilization of 9.91% on the distant source node,
which is the only node that can overhear acknowledgments due to the
simple topology. Again, this result is in line with simulation results in
Section 4.5.
4.6 Chapter Summary
To facilitate reliable wireless communication in larger-scale industrial
environments, we described a wireless multi-hop transmission pro-
tocol, TANDEM, that is tailored towards the use case of delivering
production processes’ sensor information in a timely manner. Built
upon the mechanisms in Chapter 3, TANDEM utilizes the DCT’s high
energy compaction to prioritize important information in the network
and uses a novel hop-by-hop reliability mechanism that utilizes the
wireless medium’s inherent broadcast nature by overhearing acknowl-
edgments.
Our simulative evaluation results, which are supported by a real-
world implementation, show that our protocols’ in-network prioriti-
zation ensures timely delivery of prioritized frequency components
despite challenging network conditions. Using real sensor readings
from sensorized injection-moldingmachines for evaluation, our evalua-
tion shows that the error of an approximation based on our in-network
prioritization is low and that this information is available much faster
than delivery of all information would allow. We also observed that
our acknowledgment approach saves transmissions by overhearing
normally discarded, distant acknowledgment information.
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5.1 Overview
This chapter is based on previous work
by the author [90, © 2016 IEEE], [94]
and parts of a collaborative work [114,
© 2018 IEEE]. In particular, the per-
formance indicators described in Sec-
tion 5.8 were derived jointly with co-
author Marie Schaeffer and the iNsPECt
extension of the network-coding imple-
mentation in Section 5.11 was developed
by her. Preliminary investigations for
Sections 5.8 to 5.11 of this chapter were
conducted as part of a supervised study
project and masters thesis [116, 117].
The previous chapters discussed mechanisms where the main com-
putations were performed either at the source of information or –
to some extent – at forwarding nodes. Limiting work performed by
intermediate nodes can help to improve compatibility with existing net-
works, and, it bounds computational overhead at network nodes. After
all, a node in amulti-hop networkmay forwardmuchmore information
than it can produce in a given time frame.1 The advent of more power-
1 Gupta et al. [50] showed that the ratio
of ‘‘own’’ traffic versus forwarded traffic
diminishes asymptotically for larger
multi-hop networks, which is a funda-
mental result on ad-hoc networking scal-
ability. The industrial wireless networks
that we consider in this work, however,
do not count the thousands of nodes
that many internet of things applica-
tions demand. As a result, the asymp-
totic limitations are not fundamental
to our use case, but demonstrate the
potential pitfalls of applying expensive
computations on forwarded contents.
ful industrial computers than what we assumed in Chapters 3 and 4,
however, will enable more complex networking solutions.2 Particularly,
2 E. g., the industrial and embedded
systems that we evaluated with in
Section 4.5 were not capable of exe-
cuting approaches that we consider
here with sufficient performance.
more powerful processing resources allow to perform computations
on information that would otherwise only be forwarded.
An important approach to such computations is network coding, a
widely studied and multifaceted approach to communication systems
[42]. Network coding is, at its core, the act of combining multiple input
packets to construct new output packets. Using network coding in
our use case potentially improves the throughput, simplifies routing
decisions, and adds robustness against packet loss – all using a sin-
gle coding operation that is performed by all nodes in a distributed
manner. In wireless multi-hop networks, this coding operation also
implements opportunistic networking without requiring separate pro-
tocol mechanisms, rendering the protocols on top of network coding
potentially less complex in design than traditional store-and-forward
designs. In fact, challanges of wireless networks, such as unreliable
links and packets’ broadcast nature, which make traditional routing
difficult, are characteristics for which network coding is a natural solu-
tion [32]. On top of that, network coding has been shown to be capacity
achieving, that is, being able to achieve themaximumpossible through-
put in multi-hop networks, which is often greater than what traditional
store-and-forward architectures can achieve [57]. Last, the approaches
that we consider here naturally implement redundancy within the net-
work, so that individual forwarding nodes can fail without impeding
reliability.33 Source nodes must not fail perma-
nently, being, at least temporarily,
a singular location where produc-
tion process information resides.
In this chapter, we explore to what extent the principles that we de-
rived in Chapter 2 hold in the domain of network coding. Thereby, we
bring about two important aspects: first, we shed light on a fundamen-
tally different part of the protocol design space than what we explored
so far; and second, we guide the transition of so-far-obtained results to
future technology. To this end, we first give an overview of network
coding and identify applicable coding schemes for our use case. Next,
we identify two main challenges associated with such coding schemes,
namely, efficient ‘‘layer selection’’ and efficient decoding capabilities.
After reviewing relatedwork, we propose two components that directly
address these challenges: an optimized decoding technique and an
overhead-minimizing layer selection mechanism. Last, we show how
those (more fundamental) contributions can be fitted to the concrete
injection-molding scenario from Chapters 2 to 4.
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5.2 Introduction to Network Coding
This section introduces network coding and prioritized network cod-
ing. Here, we provide a high-level description of relevant operations,
omitting some details; the following sections provide those details. Details such as, e. g., how network
coding ‘‘messages’’ are constructed
and mapped to our use case or how
decoding is implemented.Traditional network coding
NC was introduced by Ahlswede et al. [5] to improve the throughput
in communication networks. In their work, the network model is a
directed graph with one node as the source and multiple nodes as
receivers. Ahlswede et al. demonstrate that the optimal throughput,
which is given by the “minimum cut” between the source node and
any receiver in a network graph, can be achieved when the nodes send
linear combinations of the original messages. Later, Ho et al. [57]
showed that randomly chosen linear coefficients c1, c2, . . . , cn over a
finite field Fq are sufficient to achieve optimal flow rates in a wireless
network setting; this approach is called random linear network coding
(RLNC). With RLNC, linear combinations are built by multiplying the
n original messages m(1),m(2), . . . ,m(n) with the random coefficients,
the j-th linear combination x(j) being:
In this chapter, we frequently employ
double-index notation that is common
in the network coding community.
To help distinguish an index from
exponentiation, we add parentheses to
the upper index.
x(j) =
n
∑
i=1
c(j)i m
(i). (5.1)
When multiple such combinations are received, they form a system
of linear equations. The original messages can be retrieved by solving
the system with, for example, Gaussian elimination, once a sufficient
number of combinations were received.
Wireless ad-hoc networks benefit from applying RLNC, as it im-
proves bandwidth use while reducing routing complexity [20]. As
such, RLNC is an alternative to traditional routing-based approaches
that require to calculate distance metrics between sources and sink
and require to maintain routing tables [13].4 Besides ad-hoc networks, 4 We have used such traditional routing
information in Chapter 4 for forwarding
decisions.
the idea of network coding has been applied to peer-to-peer content
distribution networks [3, 25, 134] and multimedia streaming [83].
Prioritized network coding
A restriction of RLNC is that is not generally possible to decode a subset
of messages with fewer than n linear combinations. However, all mes-
sages can be decoded immediately once enough linear combinations
were received. This has been described as the “all-or-nothing property”
[139] and is a fundamental restriction. In our scenario – where we aim
to provide a detailed approximation of process information as early as
possible – the all-or-nothing property is prohibitive as it nullifies any
benefits from prioritization over the original messages. Our use case is
not the only one in that regard: in peer-to-peer file sharing systems,
and evenmore so in multimedia applications, the delay caused by wait-
ing for enough linear combinations may be prohibitive for delivering
sufficient service quality.
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This limitation has been acknowledged early on in network coding
research, e. g., Chou et al. [23] describe an information dissemination
scheme for ad-hoc networks where more important information is
coded with higher redundancy and can be decoded earlier by receiving
nodes. Later, Nguyen et al. [95] propose prioritized network coding
(PNC), which is based on RLNC and reduces per-packet delay. PNCIn literature, the encoding tech-
nique that we refer to as PNC here
is also known as the expanding
window random linear code [132].
introduces hierarchical layers R1,R2, . . . ,R|R| of prioritized messages,
where Rl (1 ≤ l ≤ |R|) is a natural number that counts the number of
messages contained in the priority layer l. Linear combinations of the
l-th layer encode only messages from m(1),m(2), . . . ,m(Rl):Note that if just one priority
layer is used, i. e., R = (n),
Equation (5.2) equals Equa-
tion (5.1), and PNC equals RLNC x
(j) =
Rl
∑
i=1
c(j)i m
(i), for a layer-l combination. (5.2)
The main benefit of using prioritized network coding, i. e., applying
Equation (5.2) over Equation (5.1), is that much fewer coded packets
are required to decode all messages up to a particular priority layer.
Two important questions remain: first, how to determine which
layer to choose for generating new linear combinations. That is, how
to select l when generating a linear combination with Equation (5.2).
The most basic approach, termed hierarchical network coding (HNC)
[95], is to choose layers uniformly at random. HNC generally provides
lower per-packet delay than RLNC, but increases the overhead due to
non-informative linear combinations, i. e., linear combinations from
layers that can already be decoded. Second, the question, how to de-
code such layered information can be implemented efficiently, has not
seen much attention. If all layers are decoded using separate decoders,
the amount of memory and the computational overhead required for
decoding increases linearly in the number of layers, which limits the
system’s applicability. We address both of these questions with two
separate contributions: an efficient, specialized decoder that has con-
stant memory requirements and constant computational complexity
with respect to the number of layers, and an integrated layer selection
scheme that minimizes the overhead imposed by PNC.
5.3 Related Work
We have already introduced general network coding literature. In this
section, we provide an overview of existing works that are closely
related to our two main contributions.
Prioritized network coding
Esmaeilzadeh et al. [36] explicitly studied the layer selection problem
both for systems without any knowledge about the receivers’ decoder
states and for systems with perfect knowledge about the decoder states.
The proposed layer selection algorithm is based on an exhaustive search
through packet erasures. In addition, finite-horizon Markov decision
processes are proposed for the perfect-knowledge system model. The
authors describe their perfect-knowledge model as idealistic, since per-
fect knowledge is usually unavailable. Additionally, both algorithms’
computing within the network 71
high computational complexity makes them unusable for practical
applications with greater numbers of layers or sessions, but they may
serve as a theoretical upper bound. We, different to [36], assume lim-
ited knowledge of the neighbors’ decoder states and derive a simpler
performance indicator that does not require exhaustive searching.
Shenglan Huang et al. [121] build upon HNC with uniform random
layer selection to minimize the amount of redundant packets sent in
a multi-sender use case. Their algorithm estimates, according to loss
rates and information about links, the ideal number of linear combina-
tions that each sender should produce to reduce linearly dependent
combinations. The algorithmdoes not, however, provide layer selection
capabilities different from HNC.
Chau et al. [21] also use the HNC coding technique but propose an
additional coding scheme that combines messages frommore than one
HNC-coded generation. Thereby, the scheme provides additional re-
dundancy, which protects against packet loss, and reduces the number
of transmissions until all layers can be decoded. Our proposed layer
selection technique could be used in conjunctionwith their HNC-based
coding scheme, since it does not modify the coding format.
Approaches different from the layered PNC have been proposed
to reduce per-packet delay in NC: Shrader et al. [122], for example,
propose to employ a systematic coding approach. Namely, a subset of
the network’s nodes sends non-coded packets in some circumstances.
Due to the selective choice of nodes, the level of error protection is not
reduced, but the non-coded packets reduce per-packet delay as they
do not require decoding. Yan et al. [139] instead trade correctness of de-
coded information for an increased chance of rank-deficient decoding
by regarding the decoder matrix as a collection of underdetermined
systems and implementing rank-deficient decoders. Finally, Claridge
et al. [26] demonstrate that rank deficient decoding without chance of
error is feasible when using a small enough finite field. Such a small
field, however, also reduces the level of error protection and increases
the chance of linear dependency. Different to PNC, all these approaches
share that they do not guarantee decoding in order of priority, that is, it
is possible that low priority information is decoded before high priority
information. To highlight this difference, we use the term per-layer delay
instead of per-packet delay, as the latter neglects messages’ different
priorities.
Decoding linear equation systems
Solving linear systems is necessary to retrieve original information in
RLNC as well as PNC. Nodes transmit packets that are composed of
an encoding vector, i. e., coefficients, and an information vector, i. e.,
coded information. Gaussian elimination [10] writes entries from the
encoding and information vectors as rows into an extended coefficient
matrix, the decoder matrix [43]. When the decoder matrix has full
rank, the matrix is brought into upper triangle (i. e., row echelon) form
and then solved using backward substitution. Gaussian elimination
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requires O(n3) finite field operations to bring a matrix into upper
triangle form and O(n2) operations for the backward substitution.
Although RLNC reuses the coefficients for messages of b symbols each
[47], both steps have to be performed b times, once for each symbol in
a message. Rather than performing backward substitution once the
matrix has full rank, it can be done incrementally when new linear
combinations are received [25, 135]. Thereby, the total decoding delay
is split over a longer time frame and less computation is necessary
when the decoder reaches full rank.
LU decomposition is “a ‘high-level’ algebraic description of Gaussian
elimination” [48, p. 111]. To solve the linear system Ax = z, LU decom-
position works in two stages: first, the coefficient matrix A is factored
into a lower and an upper triangular matrix L and U, respectively, so
that A = LU. Second, the utility system Ly = z is solved by backward
substitution and Ux = y is solved by forward substitution. The first
step takes O(n3) finite field operations, the second and third step only
require O(n2) operations. Solving coefficients independent of infor-
mation vectors is particularly beneficial for network coding, because
encoding vectors are usually re-used for a number of symbols from
the original information. In LU decomposition, the (computational
complexity wise) more expensive first step has to be performed only
once instead of b times; only the less expensive substitutions need to be
performed b times. Therefore, we base our decoding algorithm on LU
decomposition, which we extend to support decoding of prioritized
layers in a joint decoding matrix.
5.4 System Overview
A network coding system consists of three main components: the
encoder, the re-encoder, and the decoder [43]. We now explain how
PNC can be applied to our industrial use-case, and we briefly cover
all three components, reiterating necessary basics of network coding
where necessary.
Information model
In a network coding system, it is required that the information to be
transmitted by a source node can be split into so called ‘‘generations’’
of equally sized messages M = (m(1),m(2), . . . ,m(n)). In our use
Mapping between production cycles
and generations different than one-to-
one mappings are possible, however,
less beneficial: many production cycles
in a single PNC generation increase
delay before a preview is available.
Conversely, distribution process in-
formation from one production cycle
over multiple generations weakens
error protection and diminishes the
in-order decoding benefits of PNC.
case, the concept of generations can conveniently be mapped to pro-
duction cycles, so that messages within a generation are blocks of
DCT-coefficients. Note that individual symbols in a messages are not
necessarily equal to individual discrete cosine transform (DCT) coef-
ficients. Each message m(i) consists of b symbols (m(i)1 ,m
(i)
2 , . . . ,m
(i)
b )
over a finite field Fq.
We are concerned with prioritized messages, i. e., some messages
convey more information than others. In the following, and w. l. o. g.,
we assume m(i) has higher priority than m(j) for all 1 ≤ i < j ≤ n. In
case of DCT-coefficients, this criterion is trivially true if the messages
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index reflects the frequency of the DCT-coefficients contained therein
(as we assumed throughout Chapters 3 and 4).
PNC introduces hierarchical layers that we formalize as the vector
r = (r1, r2, . . . , r|r|) ∈ N|r|. Each entry rl denotes the number of mes-
sages that the layer l adds, so it holds that n = ∑|r|l=1 rl . Analogously,
we define R as the cumulated layer vector with Ri = ∑il=1 rl .
Encoding
To encode and transmit information, each source creates a sequence of
network-coded packets; the j-th packet has the form (c(j), x(j)). The
components are:
1. an encoding vector c(j) = (c(j)1 , c
(j)
2 , . . . , c
(j)
n ), that is, a sequence of
randomly chosen coefficients over Fq, and
2. an information vector x(j) = (x(j)1 , x
(j)
2 , . . . , x
(j)
b ), which contains the
actual linear combination.
The information vector of the l-th (1 ≤ l ≤ |r|) layer and j-th coded
packet is encoded as follows [43, 132]:
x(j)k =
Rl
∑
i=1
c(j)i m
(i)
k ∀1 ≤ k ≤ b (5.3)
Since finite field operations are generally performed over all symbols
of a message or information vector, we usually omit the symbol index
k, which reduces Equation (5.3) to Equation (5.2).
Multiple generations (i. e., production cycles) or multiple source
nodes (i. e., machines) fit the above definitions by executing the en-
coding mechanism repeatedly in sequence or in parallel, respectively.
Re-encoding
PNC’s re-encoding at intermediate nodes is identical to RLNC, but
packets of different layers should not be mixed.5 To create the q-th 5 Due to the hierarchical nature of layers,
already-received linear combinations of
higher-priority layers can be re-encoded
as well. Encoding lower-priority linear
combinations, however, can cause
additional delays at the decoder side.
Effectively, the newly generated linear
combination has the same layer as the
lowest-priority linear combination that
it encodes.
linear combination, a node re-encodes all applicable linear combina-
tions of the l-th layer. We address these linear combinations by their
indices, o, o + 1, . . . , p, so in total the l-th layer has p − o + 1 linear
combinations. To build the linear combination, p− o+ 1 random co-
efficients, named cˆ(q), are generated. That is, one coefficient for each
original linear combination. Next, each linear combination’s encoding
vector and information vector are multiplied by their respective, newly
generated coefficients and cumulated. This process has been described
as ‘‘recursive,’’ since it works analogously to Equation (5.2) [43]. The
result, (c(q), x(q)), is a valid coded packet of the l-th layer, as can be
seen by the following transformation:
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x(q)k =
p
∑
j=o
cˆ(q)j · x
(j)
k =
p
∑
j=o
cˆ(q)j ·
Rl
∑
i=1
c(j)i m
(i)
k , (5.4)
=
Rl
∑
i=1
p
∑
j=o
cˆ(q)j c
(j)
i︸ ︷︷ ︸
=c(q)i
m(i)k . (5.5)
Here, the leftmost expression shows the (‘‘recursive’’) construction rule
for the information vector. The last expression demonstrates that this
information vector indeed is a linear combination of the original mes-
sages generated using coefficients c(q). Note that all original messages
belong to the l-th layer.
The recursive generation of new linear combinations does not re-
quire decoding at intermediate nodes. In most protocols, however,
intermediate nodes need to know (and report) whether received com-
binations were linearly dependent or not. Determining whether linear
combinations are dependent works identically to decoding: the newly
received linear combination is added to the decoder state, that is, the
system of linear equations. If the rank of the decoder matrix increases
after the application of elimination, the combination is independent. If
the new linear combination’s row in the decoder state was reduced to
additive identities only, however, the row was linearly dependent.
The finite fieldF28 is a typical choice for network coding [43, 138] and
is assumed in the following. With F28 , linear dependencies between
randomly generated combinations are unlikely [57], and the elements’
binary representations occupy one byte each, which is advantageous
in practical systems.
5.5 Optimized Decoding Approach
How early the receiver can decode the received information depends
both on the time that the decoder requires for decoding and on the time
until sufficient independent linear combinations could be obtained;
the latter aspect depends on the strategy that each node uses to send
coded packets of different layers. We now focus on efficient decoding
aspects and afterwards discuss optimized layer selection strategies in
Sections 5.8 to 5.11.
To accommodate for space efficient decoding of many hierarchical
layers with low storage space overhead, we propose a new decoding
algorithm, JOint laYer deCodEr (JOYCE), that is based on LU decom-
position and a joint decoding matrix. Here, we provide an overview of
our proposal’s key algorithmic ideas. Section 5.6 will provide details
of our implementation and a decoding example.
Assume the receiver collected g linear combinations: (c(1), x(1)),
(c(2), x(2)), . . . , (c(g), x(g)). Each combination contributes a linear equa-
tion,
x(j)k =
n
∑
i=1
c(j)i m
(i)
k ∀1 ≤ j ≤ g, 1 ≤ k ≤ b, (5.6)
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to b systems of linear equations, where b is the message size in symbols.
Each of these systems has n unknowns, namely m(1)k , . . . ,m
(n)
k , and g
knowns x(1)k , . . . , x
(g)
k . A core requirement to decoding layered network
coding is that the receiver must maintain its decoding state in such a
way that, as soon as Rp linearly independent packets that encode the
p-th layer have been received, the messages contained in that layer can
be reconstructed.
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Figure 5.1: Decoder state: existing vs.
proposed algorithm. © 2016 IEEE
To solve all k equation systems simultaneously, we use LU decom-
position, as discussed in Section 5.3. As received packets may encode
different layers of the original data, we need to modify the original LU
decomposition algorithm to support joint decoding of different layers.
Figure 5.1 compares existing solutions and our algorithm in an ab-
stract example that shows the upper triangular matrix of LU decom-
position: the example considers two layers with two messages each
r = (2, 2). The left-hand side shows the existing approach, with one
matrix, (a) and (b), per layer. The right-hand side shows our approach,
with only one matrix (c) for both layers. Arrows show how thematrices
change when one iteration of Gaussian elimination is applied.
In the depicted example, the receiver has already received three
linear combinations, two of which belong to the first layer and one
belongs to second layer. The coefficients of these linear combinations’
encoding vectors fill the first rows of matrices (a), (b), and (c). In the
example’s matrices, if the content of an entry is unknown, we introduce
a new identifier named after its matrix, e. g., element (3, 3) in matrix
(f) becomes f3,3. Whenever the contents of an entry is known, we use
its more specific identifier, e. g., c(1)2 in all matrices.
The received information suffices to successfully decode the first
layer, as two out of two linear combinations were received already.
Without our approach, however, the receiver would need to maintain
separate decoding matrices for each layer, in Figure 5.1 denoted by (a)
and (b), which need to be solved in parallel, resulting in (d) and (e)
after factorization was applied. Matrix (d) solves the first layer while
(e) is the (so far incomplete) solution towards decoding the second
layer.
Our contribution is to allow for early decoding of individual lay-
ers without the need for additional decoding matrices. Instead, we
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regard the matrices for each individual layer as sub-matrices of a joint-
decoding matrix (c). Without modification, applying LU decompo-
sition to (b) destroys the different layers’ encoding vectors’ trailing
zeroes. This effect is shown in (e). Intuitively, matrix (e) does not con-
tain enough rows with additive identities in columns 3 and 4 to decode
layer r1, because trailing identities (entries e3,3 and e3,4) were overwrit-
ten during the elimination step. Therefore, the vector in row three of
matrix (e) is no longer part of the linear subspace that corresponds to
the first prioritization layer, and thus prohibits partial decoding. To
enable joint decoding, we extend LU decomposition to maintain the or-
der of layers during decoding, as shown in matrix (f), where entry (2, 2)
equals d2,2 after factorization. Matrix (f) can be used to decode the first
layer, while it is at the same time the currently optimal, incomplete
solution towards decoding the second layer. The important lesson here
is that joint decoding requires rows, i. e., linear combinations, that are
sorted by their respective priority layer.
Note that the example in Figure 5.1 is a simplification since no decom-
position has been applied to matrices (a), (b), and (c) previously. As a
result, all the decoding work has to be performed at once. Our decoder,
in contrast, works incrementally to evenly split the delay caused by
decoding among the reception of individual linear combinations. Thus,
it has to support partially decoded input matrices for the reordering
step, which we describe in the next section.
5.6 Optimized Decoding Algorithms
Implementing the joint decoder matrix requires two main algorithms.
First, we extend LU decomposition to allow for incremental decoding
steps whenever new packets are received. Second, we implement a
method we term counter elimination, which inverts individual steps of
the LU elimination algorithm to allow for order preservation – and
thereby early decoding – of individual layers. Third, we describe an
optimization that introduces two utility structures φ and δ to refine the
decoder’s comparison function. This optimization, according to our
analysis and experiments, has such a drastic impact on performance
that we consider it an integral part of the decoding algorithm.
Initialization
A core aspect of LU decomposition is that the coefficient matrix is
first solved independently before the solution is used to recover the
original data packets. Our extension to that algorithm does not affect
the remaining forward and backward substitution steps to recover the
original data.
LU decomposition uses three matrices: a pivoting matrix P, a lower
triangular matrix L, and an upper triangular matrix U. Initially, U is
the n× nmatrix that consists of additive identities only, and L and P
are n× n identity matrices.
When the first linear combination (c(1), x(1)) is received, encoding
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Algorithm 1: Update decoder for new
encoding vector c. © 2016 IEEE
1: procedure Update(c)
2: u← current matrix rank
3: for all i← 1, 2, . . . , n do
4: Uu+1,i ← ci
5: end for
6: ReorderByLayer( )
7: GaussianElimination( )
8: end procedure
vector c(1) is used to fill the first row in U; L and P are not modified,
and x(1) is stored for later steps of the LU decomposition algorithm.
No information can be decoded yet.6 6 Except when r1 = 1, in which case the
received information trivially represents
the first information block m(1)
Incremental decoding and reordering
Whenever an additional linear combination is received, we update
the decoding matrices and incrementally decode the so-far-received
information to ensure that information in prioritized layers can be
decoded as early as possible.
The incremental decoding algorithm uses the decoding technique
described by Fragouli et al. [43]. We extend the existing incremental
approach by (a) modifying it for use with LU decomposition and (b)
by maintaining a joint decoder matrix for prioritization layers r =
(r1, r2, . . . , r|r|). To implement joint decoding, it is necessary that rows
inU, i. e., encoding vectors, are sorted by their associated prioritization
layer. Otherwise, the trailing additive identities in their encoding
vector would be overwritten during the elimination process, preventing
the decoder from decoding prioritized data blocks early. For now,
we focus on the implementation of incremental decoding using LU
decomposition; we then discuss the details of the reordering process.
Algorithm 1 shows the high level decoder algorithm. The loop in
lines 3 to 5 writes the new encoding vector in U’s first free (i. e., ‘‘all-
zeroes’’) row. Depending on the received packet’s prioritization layer,
U’s rows may not be ordered by priority after the insertion. Therefore,
we call the procedure ReorderByLayer (line 6) to reorder the rows
according to their encoding vector’s prioritization layer. Finally, Gaus-
sian elimination (line 7) is used to eliminate elements in U and write
the factors used to L. As usual, elimination may perform row swaps Pivoting-row-swaps occur whenever
a elimination step yields an additive
identitiy on the main diagonal.
as part of its pivoting, so the order of the rows may change again at
this step.
The procedure ReorderByLayer in Algorithm 2 implements a
comparison-based in-place sorting algorithm. Essentially, the compar-
ison operator  is used to (re-)order U so that encoding vectors are
ordered by the priority of their layers. When re-ordering is finished,
the rows are ordered with the most important vectors at the top. Swaps
perform the actual exchange of encoding vectors inU whenever out-of-
order rows are found. Both comparisons and swaps need to take into
account the particularities of LU decomposition to avoid side effects;
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Algorithm 2: Adjacent-row-swap in-
place comparison sort. © 2016 IEEE
1: procedure ReorderByLayer
2: repeat
3: s← false
4: for all i← n− 1, n− 2, . . . , 1 do
5: if ¬ (i i+ 1) then
6: Swap(i, i+ 1)
7: s← true
8: end if
9: end for
10: until ¬s
11: end procedure
Algorithm 3: Swap operation for rows i
and j = i+ 1. © 2016 IEEE
1: procedure Swap(i, j)
2: u← current matrix rank
3: for all k← j+ 1, j+ 2, . . . , u do
4: CounterEliminate(k,i)
5: end for
6: SwapRows(P,i,j)
7: SwapRows(U,i,j)
8: for all k← 1, 2, . . . , i do
9: Li,k ↔ Lj,k
10: end for
11: end procedure
most importantly, they must update L and P to reflect changes in U,
and they must ensure that no additive identities are swapped to U’s
main diagonal.
To this end, we exploit that our decoder works incrementally; that is,
whenever a packet is received, the matrix is in an almost-sorted state.
When a new coding vector is added at the bottom of U, it is likely out
of order. Hence, we start sorting with the last non-zero row in U. We
use the encoding vectors’ layers to decide whether two adjacent rows
should be swapped. The layer information can be derived from an
encoding vector by counting its number of trailing additive identities.
The helper data structure γi maps row index i to its encoding vector’s
cumulative layer Ri for all 1 ≤ i ≤ |r|. Formally, two rows i and j
where i < j need to be swapped unless γi ≤ γj:Note that Equation (5.7) implements
the comparison function without the
integral optimizations. The compari-
son function shown here will, without
need, undo pivoting-induced row
swaps at each step. We will update the
comparison function to include the im-
portant optimizations in Equation (5.9).
i j⇔ γi ≤ γj. (5.7)
Algorithm 3 implements the actual swapping of two adjacent matrix
rows. The cell swaps in matrices U and L are performed in lines 6
to 10. But before doing so, the swap operation needs to ‘‘undo’’ certain
elimination operations so that swapping rows i and j does not invalidate
the decoder state. Most importantly, note that the row swap operation
changes the entries in the matrix’s main diagonal for rows i and j.
Cells on the main diagonal may have been used for elimination, but
U(i, i)’s new positionmay itself be subject to elimination after the swap.
Therefore, lines 3 to 4 processes all cells that lie in column i and that lie
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Algorithm 4: Counter elimination.
© 2016 IEEE
1: procedure CounterEliminate(i, j)
2: for all l ← 1, 2, . . . , n do
3: U(i, l)← U(i, l) + L(i, j) ·U(j, l)
4: end for
5: L(i, j)← 0
6: end procedure
below the two swapped rows. For each of those cells, we apply what
we term counter elimination to undo previous elimination operations
and prepare the row swap.
Moving throughU in decreasing row order (Algorithm 2 line 4), the
comparison operation – and possibly the swap operation – is repeated
with adjacent pairs of i, j where j = i+ 1 until no out-of-order rows
are found in the mutable part of U.
Counter elimination
To implement counter elimination and ‘‘undo’’ certain elimination
operations, we need to re-calculate previous values in U and alter L
accordingly. Effectively, counter elimination is the partial reversal of a
previous iteration of Gaussian elimination. The technique eliminates a
factor in L andmodifiesU accordingly – whereas Gaussian elimination
eliminates in U and modifies L. Counter elimination, as shown in
Algorithm 4, applies to a cell in U and L that is selected by row and
column index i, j, respectively. In lines 2 to 4, the original values of U
are restored using the information contained in L. Afterwards, line 5
discards the corresponding elimination factor in L.
Once counter elimination has been performed on all necessary cells,
and all row swaps have been performed, the high-level algorithm
continues to apply Gaussian elimination. Barring pivoting, U is still
ordered by increasing layer priority afterwards and allows to decode
information from all layers for which sufficient encoding vectors have
been received. When receiving the next packet, the decoding algo-
rithms are executed in the same way until all information layers have
been recovered.
Optimized comparisons
In Equation (5.7), we defined the comparison function  solely in
terms of γ without delving into optimization details. Our experiments
show that this definition, while functionally correct, results in subpar
performance. Here, we explain necessary changes to the comparison
condition to achieve high performance.
Gaussian elimination requires non-zero elements on U’s main diag-
onal; when the elimination algorithm encounters a zero on the main
diagonal, it performs row swaps as part of its pivoting. The simple
swap condition γi ≤ γj reverts these pivoting swaps even if no rows
that substantiate the need for pivoting changed. In other words, Al-
gorithm 1 line 6 induces row swaps that are immediately undone in
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line 7, rendering the swap operation useless in the first place.
Our optimized comparison avoids superfluous row swaps based
on two utility structures φ and δ. The first utility structure, φ, is a
marker that tracks which parts of U may be modified momentarily
and which parts are immutable. Whenever a new encoding vector is
received, φ is reset to point to the new vector’s position in U; all rows
with a lower row index are considered immutable. At least one row
in a swap operation must be mutable, otherwise the swap is skipped.
Whenever two rows i, i+ 1 are swapped, we update φ← min(φ, i). By
adhering to these rules, rows are swapped only when the reordering
is not necessarily undone by subsequent Gaussian elimination.
Skipping row swaps based on φ alone, however, introduces corner
cases where our decoder cannot decode prioritized layers as early as
possible. Specifically, pivoting may occur in the Gaussian elimination
phase so that two encoding vectors i and j are not ordered by their re-
spective prioritization layer. A newly received linear combination from
layer l, with Rl < max(γi,γj), suffices (with high probability) to re-
solve such pivoting. Intuitively, the newly received linear combination
must be swapped to a row position ‘‘above’’ the pivoting-induced out-
of-order row. With φ-immutability in place, though, these out-of-order
rows cannot be resolved (or: ‘‘passed’’) by new linear combinations
that belong to a prioritization layer l with Rl ≥ min(γi,γj).
We therefore define a second utility structure, δ, to ensure that
pivoting can be resolved in all cases; δ maps a row index i to the
maximum cumulative layer count found in all rows with an index
smaller or equal to i:
δi =
γi, if i = 1max(γi, δi−1), otherwise. (5.8)
Based on φ and δ, we define the optimized comparison operation as
follows:
i j⇔ j < φ ∨ δi ≤ γj. (5.9)
Using δ instead of γ in the right inequality in Equation (5.9) enables
swapping the new encoding vector above a point where pivoting oc-
curred (i. e., with lower row index). Hence, an attempt is made to
resolve pivoting during the next Gaussian elimination phase. This
attempt is only made once, as the relevant vector is in the immutable
region of the decoder matrix afterwards.
Decoding by example
Now that we have explained JOYCE’s decoding details, we complement
these algorithmic details with an example. Our example focuses on
the interaction of the utility structures in particular: Figure 5.2 shows
the main decoder matrix U in different decoding stages (a)–(g); P and
L are not shown in the example. In addition to U, we show the utility
structures δ, γ, and φ left of each matrix. U is a 6× 6 decoder matrix,
but we only show the non-zero rows for conciseness. The dotted line
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δ γ φ
4 4 × × × × 0 0
6 6 0 × × × × ×
6 4 → × × × × 0 0
δ γ φ
4 4 × × × × 0 0
4 4 → × × × × 0 0
6 6 0 × × × × ×
δ γ φ
4 4 × × × × 0 0
4 4 0 0 × × 0 0
6 6 0 × × × × ×
δ γ
4 4 × × × × 0 0
6 6 0 × × × × ×
6 4 0 0 × × 0 0
δ γ φ
4 4 × × × × 0 0
4 4 → × × × × 0 0
4 4 0 0 × × 0 0
6 6 0 × × × × ×
δ γ φ
4 4 × × × × 0 0
6 6 0 × × × × ×
6 4 0 0 × × 0 0
6 4 → × × × × 0 0
δ γ
4 4 × × × × 0 0
4 4 0 × × × 0 0
4 4 0 0 × × 0 0
6 6 0 0 0 × × ×
(a) (b)
(c) (d)
(e) (f) (g)
ReorderByLayer
Gauss (cont.)
ReorderByLayer Gauss
Figure 5.2: Decoding by example.
© 2016 IEEE
indicates that rows above this row index are set immutable by φ. We
do not show the cells’ exact content, but ‘‘0’’ for a finite field’s neutral
element or, otherwise, the placeholder symbol ‘‘×’’. The example
coding system considers two layers, r1 = 4 and r2 = 2.
Initially, in state (a), the decoder previously received and processed
two linear combinations, one from each layer. The third, newly received
encoding vector is written to the third row and belongs to the first layer.
Comparing δ2 (= γ2) to γ3, the call to ReorderByLayer swaps rows
2 and 3. State (b) shows the result, in which order by prioritization
layer is restored. In state (b), the already-eliminated cell (U3,1) is still
eliminated, i. e., the decoding work performed in previous increments
was preserved by the swap. Next, Algorithm 1 line 7 invokes Gaus-
sianElimination. After eliminating U2,1, U2,2 also becomes zero in
our particular example, as can be seen in state (c). Since U2,2 lies on
the main diagonal and must not be zero, Gaussian elimination invokes
pivoting and reverses the previous row swap, which is shown in state
(d), where the decoder matrix U is in upper triangular form.
In state (e), another linear combination of the first layer is received.
Comparing δ3 to γ4 indicates that rows (3, 4) need swapping in an
attempt to resolve the pivoting. After swapping rows (3, 4), the pro-
cedure ReorderByLayer swaps rows (2, 3) and finally rows (3, 4),
resulting in decoder state (f). State (f) reveals that cell U3,2, despite be-
ing subject to counter elimination, retains its zero value. After another
application of GaussianElimination, matrix U in decoder state (g)
is upper triangular. In addition, the matrix is ordered by prioritization
layer. If another linear combination of the first layer is received, that
layer can be decoded utilizing the first three rows’ already-decoded
state.
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5.7 Evaluation: Optimized Decoding
To evaluate our algorithm, we assess it both analytically and measure
performance of an example implementation. We compare decoding
delay, computational complexity, and memory requirements of our
algorithm compared to existing decoding without a joint decoding
matrix. As discussed in Section 5.4, we assume a single sender and a
single generation of information. Moreover, we allow for the sender
to employ fine-grained layering (up to one layer per message); that is,
|r| ∈ Θ(n).
Finally, we assume that the sender uses a layer-selection strategy that
selects layers for generating new linear combinations approximately
in order of priority. Approximately, here, means that the sender mayWe will revisit layer selection strate-
gies in Section 5.8. Here, we use
a simple model that encompasses
a range of reasonable strategies.
deviate from a perfect order by some offset, e. g., due to imperfect
knowledge about the receiver’s state. We model this assumption as a
random deviation from the ideal order that is bounded by a constant C
(C  n). Specifically, the sender transmits a number of linear combina-
tions that each encode the currently highest-priority layer that helps to
decode information, rideal, with a random offset uniformly distributed
in the range [−C,+C].
Analytical evaluation
We first discuss the decoding delay. Assume that the original informa-
tion is divided into |r| ∈ Θ(n) priority layers, and we are interested
in the delay until the first layer’s r1 packets can be decoded. With
RLNC, the decoder must receive at least n linearly independent combi-
nations before it can decode the first layer. Using PNC, only r1 linearly
independent packets that encode the first layer are required. When
linear combinations are sent in order of priority, PNC’s decoding delay
is in Ω(n/|r|); if we assume fine-grained layering (i. e., |r| ∈ Θ(n)),
partial decoding delay is in Ω(1). Using our optimized decoder does
not change this property.
As described in Section 5.3, the dominant factor for space complexity
during decoding RLNC is the n× n coefficient matrix; space complex-
ity is O(n2) [48, p. 116]. Decoding PNC layers separately requires |r|
parallel decoders with a total space complexity in O(|r| · n2). When
using fine-grained layers, we have space complexityO(n · n2) = O(n3).
Our approach uses a joint decoder matrix for all layers. The only addi-
tional data data structures are two mappings of size n from row index
to prioritization layer, which are used for efficient reordering in the
decoder matrix. These data structures are asymptotically insignificant
compared to the space of the decoder matrix. Our decoding algorithm,
therefore, has space complexity O(n2), which is as good as RLNC and
much better than PNC with existing decoding.
It is more difficult to find an upper bound on computational complex-
ity than space complexity. LU decomposition requires O(n3) finite
field operations to factor a matrix of row vectors into L and U. PNC
performs n insertions of linear combinations into the matrices. Each
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insertion, without our decoding technique, requires inserting into up to
|r| decoding matrices, each taking O(n2) finite field operations. PNC’s
computational complexity, therefore, is in O(|r| · n3), which is O(n4)
for fine-grained layers.
To find an upper bound on computational complexity for JOYCE,
we discuss the steps that are performed in addition to normal RLNC
decoding. We take a top-down approach and start with Algorithm 1:
JOYCE extends the incremental elimination process by a reordering
step. This step takes place during an increment that is called O(n)
times in total. Considering that we need O(n) increments, the total
cost of JOYCE is O(n3 + n · CR) where CR is the cost associated with
each call to ReorderByLayer.
ReorderByLayer is essentially a sorting algorithm that implements
comparisons and swaps. In our implementation, comparisons are
much cheaper than swaps. Comparisons require a constant number
of operations, whereas row swaps consist of two for loops: one that
performs the actual value swaps and one that performs counter elimi-
nations. In the worst case, our reorder algorithm performs a quadratic
number of swaps. However, we assume that linear combinations are re-
ceived in order – respective to their layers’ priorities – with a maximum
deviation of C layers from the ideal layer. As sorting is only performed
on the out-of-order part of the matrix U, we have at most C2 swaps,
which is in O(1) with respect to n. The swap operation itself contains
one loop that is iterated n times to perform the actual row swap. In
addition, counter elimination is performed up to C times. Counter
elimination itself iterates over all columns and therefore requires O(n)
operations. This gives us CR ∈ O(n) and a total computational com-
plexity for JOYCE in O(n3).
Algorithm Delay Space Computations
RLNC Ω(n) O(n2) O(n3)
PNC Ω(1) O(n3) O(n4)
JOYCE Ω(1) O(n2) O(n3)
Table 5.1: Complexity overview.
© 2016 IEEE
Table 5.1 summarizes the results of the analytical evaluation in terms
of delay, space complexity, and computational complexity. Using our
decoder combines the best properties of RLNC and PNC: early decod-
ing with low space complexity and low computational complexity. Of
course, asymptotic complexity provides only a rough picture of the ac-
tual run time of algorithms, especially since sizes of n are often limited
in practical network coding implementations. Hence, we complement
our analytic evaluation with performance measurements.
Performance evaluation
We compare the decoding performance of JOYCE with existing, non-
optimized decoding using separate decoding matrices per layer (here-
after referred to as ‘‘PNC’’ for consciseness, identical to the encoding
process) and normal RLNC. Our implementations use the finite field
F28 defined by the irreducible polynomial x
8 + x4 + x3 + x + 1, as
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suggested in [29]; hence, each input byte is uniquely identified by an
element in the finite field. We implement multiplication as addition
using a logarithm table and an ‘‘anti-log’’ table [29, p. 184]. All algo-
rithms are implemented in C++ and compiled by Clang v. 3.7.1 using
optimization level 3. We performed tests on a Linux systemwith kernel
version 4.4.7, an Intel Core i7 processor, and 8GB main memory.
To ensure that the process image and all libraries are in the file-
system cache, we performed two preliminary runs before each mea-
surement. The measurements themselves were repeated five times for
each set of parameters. We refrain from implementing optimizations
for the individual algorithms’ intricacies to ensure comparability. All
data points in plots show the arithmetic means and 95% confidence in-
tervals (assuming normal distribution). Error bars might not always be
visible in the figureswhen the error is very small. Test data and network
coding coefficients were generated using C++’s random_device ran-
dom number generator. Memory measurements show the peak resident
size. Although we have implemented both stages to verify correctness,
performance measurements only account for the time it takes to factor
coefficient vectors into upper and lower triangular matrices. That is,
only the asymptotically dominant factor, the first step of LU decompo-
sition, is compared, since the second step is identical for all decoders
and depends on the message size system parameter b.7
7 Thus, when b is rather small, the
decoding time shown is similar to the
full decoding delay. E. g., in Chapters 3
and 4, we used P = 1 kB, and b ≈ P
would be a reasonable mapping here.
Figure 5.3: Decoding tech-
niques’ peak memory usage.
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Memory usage: for memory usage, we fixed n and varied the number
of prioritization layers, since those have a direct effect on the number
of matrices for PNC. Memory usage for PNC and JOYCE is shown
in Figure 5.3. The plot confirms Section 5.7’s analytic results: PNC’s
memory usage grows linearly with the number of prioritization layers,
whereas our approach’s memory usage is independent of |R|.88 PNC has fewer data points,
as its implementation re-
quires n to be a multiple of |R|.
Decoding time: as described in the analytical evaluation, the decoding
time depends on the order in which the different prioritization layers’
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Figure 5.4: Decoder’s cumulative, first
stage decoding delay.
linear combinations are received by the decoder. In Figure 5.4, we
use the same sender model as in the analytical evaluation and assume
that the sender has only limited knowledge about the decoder’s state,
for example, due to packet loss. Since the layered prioritization ap-
proaches transmit more linear combinations than non-layered RLNC,
we measure cumulative decoding time to keep the comparison fair.
That is, we measure the time that all insertions take until full rank is
achived.
Traditional PNC’s decoding-performance is near-identical for differ-
ent values for C; we exemplarily plot C = 16. The parameter C = 16
means that linear combinations encode a number of data blocks that
differs from the ideal layer by up to 16 layers, which we consider suf-
ficient for most applications. The parameter C = 64 yields an offset
range of 128, which is already one third of n and represents extremely
coarse information about the decoder state.
Our results show that, for both C = 16 and C = 64, our algorithm
performs significantly better than PNC. Compared to RLNC, our ap-
proach runs 4% faster when C = 16 and 23% slower when C = 64.
The first result is surprising, because RLNC does not use any prioriti-
zation layers. We would, therefore, expect RLNC to always perform
better than JOYCE. We attribute our approach’s performance gain to
the simplified elimination process, as many of the cells inU are already
additive identities when prioritization layers are used.
Finally, we evaluate performance in a worst-case scenario where the
sender randomly chooses layers to use for creating linear combinations,
i. e., follows the HNC layer selection strategy. That is, the sender’s
uncertainty is not bounded by C in this setting and, on top of that,
we set |r| = n. We can see in Figure 5.5 that JOYCE’s performance
degrades significantly in comparison to Figure 5.4. However, even in
this worst-case scenario, JOYCE performs consistently better than the
traditional PNC decoder. We plot RLNC for comparison, even though
no prioritization is supported.
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Figure 5.5: Worst case decoding delay.
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Efficient decoding: evaluation summary
Summarizing, our measurements confirm the complexities derived
in Section 5.7. Memory consumption of our approach is constant,
whereas traditional PNC decoding has linearly increasing memory
requirements with respect to the number of prioritization layers. The
performance of our approach is also asymptotically better than PNC
and similar to RLNCwhenwehave limited knowledge about the sender
state. This means that in most practical scenarios, our decoding al-
gorithm can be used to add prioritization support to RLNC systems
without incurring decoding cost, neither computationally nor memory
wise. Even in theworst-case scenario, JOYCE performs significantly bet-
ter than existing decoders, although in this case, prioritization comes
at the cost of additional decoding complexity.
5.8 Layer Selection Problem
In the previous sections, we saw that the decoding performance of PNC
largely depends on the layer selection strategy. During the performance
evaluation, we already argued that it is a reasonable assumption to
select layers for generating linear combinations approximately in order
of priority. Here, we revisit the layer selection question and discuss
principal properties of layer selection to determine how to efficiently
select a layer for encoding. Besides impacting decoding performance,
layer selection has a direct impact on (a) how long it takes until priori-
tized layers can be decoded due to sufficient decoder rank and (b) how
costly prioritization is in terms of non-innovative linear combinations
being sent.
According to our information model, data to be transmitted is parti-
tioned into different priority layers. Given this partition, the challenge
is to find an efficient transmission process implementing the prioritiza-
tion scheme that is defined by the layers. Here, “efficient” comprises
two aspects: low per-layer delay and low number of total transmissions.
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The per-layer delay for prioritized layers describes the prioritization
performance, whereas the total number of transmissions describes the
overhead that is introduced. Ideally, both aspects are jointly optimized
by implementing effective prioritization without introducing overhead.
It is impossible, however, to achieve low delay at the same time
as low overhead in all situations, as these goals may conflict. Rather,
we propose a strategy that jointly optimizes both aspects whenever
possible and prioritizes low delay in conflict situations. To understand
the connection between delay and total transmission number, consider
an example topology with one source node S and three non-source
nodesN1, N2, andN3.9 Assume a simple PNC systemwith a generation 9 We employ a slightly different notation
here to signify that network coding
always considers multiple receivers of
information. There is no single next
hop, as in Chapter 4, but all nodes
in the proximity receive and process
linear combinations. It is therefore
more helpful to describe examples for
a single sender and multiple receivers
than the other way around. Section 5.12
addresses the single-sink scenario more
explicitly.
size n = 4 and two priority layers r = (2, 2). We will now discuss two
scenarios: one where delay and overhead are in conflict and one where
both can jointly be optimized.
As the first scenario, assume nodes N1,N2, and N3 have received 1, 1,
and 0 linearly independent combinations of the first layer, respectively,
and only N3 has received 1 linear combination of the second layer.
Now, S sends two more linear combinations of the first layer. Then, N1
and N2 can decode the first layer after having received the first linear
combination, and node N3 can decode after having received both linear
combinations. However, two more linear combinations of the second
layer must be sent before all nodes can retrieve the second priority
layer. If, instead, S immediately starts sending linear combinations of
the second layer, all nodes must wait for one more transmission before
they can decode the first layer. After only three transmissions in total
(instead of four, as before), all nodes can decode layer one and two.
As the second scenario, consider nodes N1, N2, and N3 have initially
received 2, 1, and 0 independent combinations of the first layer and
1, 2, 3 independent linear combinations of the second layer, respectively.
In this case, sending only one combination of the (lower priority) second
layer from the beginning saves one transmission and achieves minimal
per-layer delay.
The important observation here is that the goals of prioritization
and not introducing extraneous transmissions can conflict, but this is
not always the case. Our goal is to provide optimal prioritization first,
but identify such occasions where we can save transmissions without
introducing per-layer delay.
5.9 Proposed Selection Algorithm
In this section, we approach the problem statement with a simplified,
theoretical model: nodes have knowledge of their neighbors’ decoder
matrix rank and each layer’s linear subspace dimension. There are no
packet losses or delays. Wedescribe the proposed algorithm, eNhanced
Prioritized nEtwork Coding (iNsPECt), from the perspective of an
individual node. In Section 5.10, we incorporate packet losses, delays,
and the need for feedback messages in the design of a network protocol
based on this algorithm.
Our proposed algorithm combines two complementary strategies,
88 wireless networking in future factories: protocol design and evaluation strategies
which we term “Ord” and “SL,” that are used to decide which layer to
select for transmission of the next linear combination. Both strategies
(and our algorithm) make use of the fact that when one node’s decoder
matrix for a given layer has a higher rank than its neighbor’s, sending
a linear combination is with high probability innovative. “Ord,” short
for in order, is a greedy strategy that selects layers in strict order of
prioritization; “SL” sends linear combinations of a single layer only.
Our key idea is to use strategy Ord by default to minimize delay for
prioritized layers. But we resort to sending a lower priority layer (with
strategy SL) if it reduces the required total transmissions and does not
negatively affect per-layer delay. Strategy SL takes a target layer i as a
parameter; SL(i) sends only linear combinations of layer i until layer i –
and thus all higher priority layers, as well – can be decoded. Obviously,
SL(i) requires the minimum number of transmissions until layer i can
be decoded; and strategy SL(|r|) equals RLNC. Strategy Ord instead
sends linear combinations of the highest priority non-decodable layer
until each neighbor can decode that layer. It then continues with the
next layer. Therefore, Ord ensures that high priority layers are always
decoded before lower-priority layers.
To determine which strategy to use, our algorithm models the bene-
fits of choosing one strategy over the other at any point in time with
two performance indicators. Each indicator takes a parameter i and
returns the benefits or drawbacks that result from choosing strategy
SL(i) over Ord.
The first indicator, Qrt(i), counts the savings in total number of trans-
missions until each neighbor of a node can decode layer i. Positive
values indicate that using SL(i) is beneficial over choosing Ord. The
second indicator, Qdc(i), analogously counts the additional per-layer
delay (in transmissions) until a node’s neighbors can decode layers 1 to
i, cumulated over the layers and all neighbors. Positive values indicate
additional overhead introduced by choosing SL(i). In the following,
we first derive the two indicators from our simplified system model
and then define the selection algorithm.
Performance indicators
Reduction in transmissions: we define RT(∗)SL (i) as the number of re-
quired transmissions until all neighbors can decode layer i using the
SL strategy. Analogously, RT(∗)Ord(i) denotes the number of required
transmissions using the Ord strategy. Consequently, the savings in
transmissions are:
Qrt(i) = RT
(∗)
Ord(i)− RT
(∗)
SL (i). (5.10)
Next, we derive RT(∗)Ord(i) and RT
(∗)
SL (i). Let γ
(x)
l be the number of
independent linear combinations of layer l that neighbor x has received
(and equivalently, the number of dimensions of the linear subspace
that pertains to layer l), and let Γ(x)l be the accumulated number of
received combinations from layer 1 to l of neighbor x. Let RT(x)SL (i) be
the number of transmissions required for a single node x to decode
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layer i. Layer i can be decoded once layer i’s linear subspace has full
rank, i. e., when Γ(x)i = Ri. Alternatively, layer i may be decoded when
a lower priority subspace has full rank, i. e., Γ(x)j = Rj for some j > i.
Thus,
RT(x)SL (i) = min
(
Ri − Γ(x)i ,
|r|
min
j=i+1
(
Rj − Γ(x)j
))
⇔ RT(x)SL (i) =
|r|
min
j=i
(
Rj − Γ(x)j
)
. (5.11)
To generalize RT(x)SL (i) to RT
(∗)
SL (i), we take the maximum over all neigh-
bors:
RT(∗)SL (i) = maxx∈Neigh.
RT(x)SL (i). (5.12)
We construct RT(∗)Ord(i) recursively. Since strategies Ord and SL are
identical for i = 1, it holds that
RT(x)Ord(1) = RT
(x)
SL (1), and
RT(∗)Ord(1) = maxx∈Neigh.
RT(x)SL (1) = RT
(∗)
SL (1).
(5.13)
Counting the required transmissions for the (i+ 1)-th layer, we first
count the transmissions from the i-th layer and then add the remaining,
maximum missing matrix rank over all neighbor nodes:
RT(∗)Ord(i+ 1) =
RT(∗)Ord(i) + maxx∈Neigh.
(
RT(x)SL (i+ 1)− RT(x)SL (i)
)
, (5.14)
which, if we define RT(x)SL (0) = 0, reduces to
RT(∗)Ord(i) =
i−1
∑
j=0
max
x∈Neigh.
(
RT(x)SL (j+ 1)− RT(x)SL (j)
)
. (5.15)
Per-layer delay: analogously, we define DC(x)SL (i) and DC
(x)
Ord(i) as the
cumulative per-layer delay (in transmissions) until node x can decode
each layer up to iwith the SL and Ord strategies, respectively. Similarly,
DC(∗)SL (i) and DC
(∗)
Ord(i) define this delay cumulatively for all neighbor
nodes. Our indicator,
Qdc(i) = DC
(∗)
SL (i)−DC(∗)Ord(i), (5.16)
gives the additional per-layer delay that results from choosing strategy
SL over Ord.
With the SL strategy, each nodewaits a timespan that is independent
from the other nodes’ decoder matrix states, as each node’s rank of
layer i increases independently until full rank is obtained. As the SL
strategy only sends linear combinations of layer i, each non-decodable
layer below i of neighbor xwill become decodable after exactly RT(x)SL (i)
transmissions. Therefore, we count the number of non-decodable layers
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(right-hand factor) multiplied by the number of transmissions required
for decoding each layer (left-hand factor):
DC(x)SL (i) = RT
(x)
SL (i) ·
i
∑
k=1
min
(
RT(x)SL (k), 1
)
, (5.17)
DC(∗)SL (i) = ∑
x∈Neigh.
DC(x)SL (i). (5.18)
Again, we derive the per-layer delay for the Ord strategy recursively
and in two steps. First, we derive the non cumulated per-layer delay
nc(x)Ord(i) so that
DC(x)Ord(i) =
i
∑
j=1
nc(x)Ord(j). (5.19)
Again, for i = 1 both strategies behave identically, thus DC(x)Ord(1) =
nc(x)Ord(1) = DC
(x)
SL (1) and DC
(∗)
Ord(1) = DC
(∗)
SL (1). For i+ 1, we distin-
guish between two cases based on whether the (i + 1)-th layer can
be decoded if the i-th layer can be decoded, which formally is the
proposition:
RT(x)SL (i+ 1) = RT
(x)
SL (i). (5.20)
If Equation (5.20) holds, the induction step is trivial, as no additional
delay comes from layer i+ 1: nc(x)Ord(i+ 1) = nc
(x)
Ord(i). If Equation (5.20)
does not hold, node x requires exactly as many independent linear
combinations as it is short of full rank to decode layer i + 1, i. e.,
RT(x)SL (i+ 1)−RT(x)SL (i). Since theOrd strategywill not start sending lin-
ear combinations of rank i+ 1 until all other neighbors can decode layer
i, we also have to wait for RT(∗)Ord(i) transmissions before the (i+ 1)-th
layer’s rank increases:
nc(x)Ord(i+ 1) =
nc
(x)
Ord(i), if Equation (5.20) holds, else
RT(∗)Ord(i) + RT
(x)
SL (i+ 1)− RT(x)SL (i).
(5.21)
For all nodes, we obtain:
DC(∗)Ord(i) = ∑
x∈Neigh.
DC(x)Ord(i). (5.22)
Algorithm
We have defined the two performance indicators Qrt(i), which counts
the required transmissions until layer i can be decoded by all neighbor
nodes, and Qdc(i), which counts the per-layer delay over all neighbors
and layers up to i. We now use these indicators in an algorithm that
takes a node’s state as input and returns the layer choice as output.
Whenever a node generates and transmits a linear combination, it
executes the algorithm iNsPECt first, which is given in Algorithm 5.
To keep computational overhead low in practical systems, iNsPECt
introduces a system parameter kahead, which bounds the number of
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layers that a node may deviate from the Ord strategy. For large num-
bers of layers, bounding the deviation with kahead not only improves
our algorithm’s performance, but allows to use optimized decoding
techniques [90].
Algorithm 5: iNsPECt. © 2018 IEEENode state: n, r,R, and system parameter kahead
1: procedure LayerChoice(γ(x), Γ(x) ∀x ∈ Neigh.)
2: choice← start← first non decodable layer of Neigh.
3: lastrt ← Qrt(start)
4: for i← start+ 1, . . . ,min(start+ kahead, |r|) do
5: if Qrt(i) > lastrt ∧Qdc(i) ≤ 0 then
6: choice← i
7: lastrt ← Qrt(i)
8: end if
9: end for
10: return choice
11: end procedure
In Algorithm 5 line 2, the Ord strategy is employed by default. That
is, a node selects the layer with the highest priority that any of its
neighbors cannot decode. To reduce the total number of transmissions,
our algorithm uses the previously defined performance indicators in
two steps:
(a) check if a lower priority layer can save transmissions by computing
Qrt and
(b) check if the lower priority negatively affects per-layer delay by
computing Qdc.
These steps are repeatedly performed in the conditional at line 5 for all
kahead candidate layers in the loop at lines 4 to 9. Whenever a candidate
layer in the loop further reduces transmissions compared to the last
candidate and does not increase per-layer delay, it is selected as next
candidate. Finally, the selected layer is returned in line 10.
Dependent onm, the number of neighbors fromwhich feedback has
recently been received, the algorithm’s runtime is in O(m kahead |r|).
For three layers, a common choice in multimedia streaming [95], the
runtime is linear in the number of neighbors.
5.10 Protocol Design
We now describe a simple yet effective network protocol that instanti-
ates the layer selection algorithm for practical systems. Wefirst describe
the protocol for a single network coding generation and a single source,
and then describe how the protocol supports multiple parallel genera-
tions (e. g., from multiple input sources) and subsequent generations
(for continuous information delivery).
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Message types
The protocol requires only two types of messages: data messages,
which contain linear combinations, and feedback messages, which
concisely encode a node’s decoder state. We use UDP as the underlying
transport protocol, because reliability is ensured by network coding’s
forward error correction properties.
Figure 5.6: Message format: gen-
eral header and message spe-
cific data part. © 2018 IEEE Type
1 bit
Generation
number
15 bits
Origin ID
32 bits
Source ID
32 bits
Data
The general message format is shown in Figure 5.6: a leading bit
is used to denote message type, and the remaining 15 bits of the first
two octets encode the generation number that the message belongs to.
Origin node and source node, each encoded using 32 bits, are used to
manage neighbor state and assign linear combinations to the correct
decoding system. Each node is assigned a unique number in the system;
alternatively, unique parts of the IP addresses can be used for local
topologies.
Data messages contain linear combinations, which consist of an en-
coding vector and an information vector, as described in Section 5.4. If
a linear combination from a layer with higher priority is sent, not all
coefficients in the encoding vector are used; in that case, the remain-
ing coefficients are set to the additive identity (i. e., “zeroes”) of the
finite field. Thus, encoding vectors contain n coefficients, whereas the
information vector consists of b symbols. Each coefficient and symbol
are elements of the finite field F28 and can be encoded as a single byte.
Data messages, therefore, have a length of b+ n+ 10 bytes.
Feedback messages encode γ(x); that is, they encode howmany linearly
independent combinations of each layer a node x has received. This is
identical to the rank of each layer’s decoder matrix or the dimension
of each layer’s linear subspace. A feedback message encodes each
rank with two bytes; thus, the total feedback message length is 2 · |r|+
10 bytes, where |r| is the total number of layers. Since the feedback
messages’ size does not depend on the generation size n nor on the
message size b, feedback messages are usually much smaller than data
messages.
Transmission mechanism
We employ a constant-rate approach to sending linear combinations.
That is, if there is at least one generation which is not marked as fully
transmitted every data message transmission interval λdata, a node
builds a linear combination according to Equation (5.3), encoded as a
data message, and sends it. First, the iNsPECt algorithm is executed to
determine the ideal layer i for building the next linear combination. If
that layer-i’s decoder matrix has insufficient rank to generate a linear
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combination, i is incremented repeatedly until a linear combination
can be built. If, initially, no feedback is available, we default to sending
a linear combination of the highest priority layer.
Whenever a layer-i linear combination is sent, the feedback vector
γ(x) for each neighbor x is incremented, presuming the linear combina-
tion’s successful reception. In addition, a flag is set that indicates that
the feedback vector is assumed instead of authoritative. If an assumed
feedback vector indicates the generation is fully transmitted, the node
continues to send linear combinations until an authoritative feedback
message is received as confirmation. Thereby, nodes avoid delays at
the end of each generation. By handling assumed and authoritative
feedback in this way, we ensure that layers of lower-than-ideal priority
may be selected, but never layers of higher priority. This bias may lead
to increased per-layer delay for the current layer. It does not, however,
cause additional overhead from linearly dependent combinations, nor
does it affect the lower priority layers’ decoding delay.
On reception of a linear combination, a node first counts the trailing
number of additive identity elements in the encoding vector to deter-
mine the combination’s layer. Next, the linear combination is inserted
into each decoder matrix that pertains to a lower or equal priority
than the linear combination’s layer. Whether the newly received linear
combination is innovative is determined using Gaussian elimination.
If the rank of the matrix increases, the combination was innovative;
otherwise, the new row is reduced to additive identity elements [43].
Feedback mechanism
Feedback is broadcast periodically and cumulatively for a generation’s
layers: once every feedback interval λfb, a feedback message is created
for each incomplete generation. Usually, feedback messages are only
sent when the generation is incomplete, i. e., the node’s decoder matrix
state does not have full rank for all layers. If, however, a linear combi-
nation for a complete generation is received, a feedback message that
indicates successful reception of the whole generation (with Γ|r| = R|r|)
is sent once.
The feedback’s purpose is not only to inform other nodes about the
current decoder state, but it also allows other nodes to learn about their
neighborhood. When a node receives a feedback message from a node
x, it includes x in its neighbor set (Neigh. in Algorithm 5) and updates
γ(x) with the rank vector that is included in the feedback message. If a
feedbackmessage is receivedwhere the combination of origin identifier
and generation number is unknown, that message is ignored, as the
feedback contained is not helpful. Feedback vectors and neighborhood
states expire after a timeout that should be chosen as a multiple of the
feedback interval to avoid incomplete neighbor sets.
The proportion between the data interval λdata and λfb is impor-
tant for the performance of the proposed algorithm. The smaller the
feedback interval, the better each node’s stored feedback represents its
neighbors’ decoder state, since it is updated more often. On the other
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hand, even tough feedback messages have a small size, more frequent
feedback means more network capacity is used for traffic that does not
directly contribute to the delivery of the sources’ information.
Multiple generations
Often, information delivery is not a singular event but has to be per-
formed on a regular basis. In this case, a new protocol state is created
for each information generation. A fully-transmitted generation’s state
can be removed after a sufficiently long delay. The exact delay required
depends on the use case’s reliability requirements. At least, it should
be larger than the feedback interval to account for badly connected
nodes that might not yet have obtained full rank in their decoder state.
Parallel handling of generations is required whenever generations’
transmissions overlaps. Overlap may be caused by challenging con-
nectivity during the previous generation’s transmission or by new
generations that are spawned in parallel by one or multiple network
nodes. When processing multiple generations, each generation’s de-
coder state and feedback state are kept separately. Upon reception of a
feedback message, the corresponding generation’s state is identified
by the unique tuple of generation number and origin ID. If no decoder
state exists for that generation, an empty decoder state is created. The
receiving nodewill now, as specified in before, send feedbackmessages
for that generation as well to request linear combinations.
Before sending a linear combination, it is necessary to first select a
generation from all currently active generations. Nodes select genera-
tions in a round robin fashion, prioritizing their own generations over
those they forward for other nodes. The motivation behind this pri-
oritized round-robin scheme is that a node’s ‘‘own’’ generations have
full rank by definition. Consequently, the chances of a node sending
linearly dependent combinations that are derived from own genera-
tions is almost zero. But the chances are substantially higher for other
nodes’ generations. The earlier-described sending mechanism is then
executed for the selected generation.
5.11 Evaluation: Layer-Selection
In this section, we briefly give an overview of the evaluation set-up
and then provide detailed information on the simulations performed
before we give evaluation results. Extended evaluation results that
are more specific to the industrial use-case are given in the following
section.
Methodology
Overview: we evaluate using the discrete event network simulator ns-3
(version 3.26) [56]. As in the previous chapters, wireless links between
nodes are modeled via YANS Wifi model [76] with 802.11g MAC and
2.4GHz PHY. We simulate the physical channel with the log-distance
computing within the network 95
propagation loss model and the Rayleigh fast fading model, one super-
imposed on the other [54]. We choose the path-loss exponent γ = 3.0
and configured path loss at the reference distance 1m according to Friis’
model for 2.4GHz, which is in line with a range of office and industrial
environments [54, 102]. Nodes send actual linear combinations in the
simulation, so there is a (small) chance for linear dependency even if a
layer’s decoder matrix does not have full rank. Each simulation is run
for 600 s simulated time and nodes send five generations each. Simula-
tions are executed 10 times; each repeated simulation uses a separate
sub-stream of ns-3’s MRG32k3a pseudo-random number generator to
ensure uncorrelated results [75]. Pseudo-randomness is used in the
simulation’s wireless fading model, the ns-3 bit error model, which
is affected by fading and path loss, generation of NC coefficients, and
exponentially distributed variations in packet send times, which we
use to avoid collisions and other synchronization effects. All figures
in the evaluation sections show the sample mean and 95% confidence
intervals (assuming normal distribution). Error bars may not be visible
when the confidence is very high.
Data input and output: simulated nodes model the arrival of infor-
mation to be transmitted as a reoccurring event at a regular interval.
Every i seconds, a new generation is created for each source node in
the simulation. Each node creates five consecutive generations in each
simulation run. We set i = 5 s for all small-generation (n = 10) simu-
lations, i = 25 s for all larger-generation (n = 50) simulations. Linear
combinations are sent by each node at a fixed output data-rate. The
sending mechanism is implemented as a send event that reoccurs at a
fixed output interval. That output interval is calculated by dividing
the linear combinations’ size by the output data rate. Single source,
multi-source, and industrial simulations use 100 kbit/s, 200 kbit/s,
and 1Mbit/s output rate, respectively.
Timers in the simulation: to avoid synchronization artifacts due to de-
terministic timers, which may limit the results’ validity, we implement
all relevant timer intervals as (pseudo) random variables: the next send
event for linear combinations follows an exponential distribution with
expected value 1/λ being the output interval. For the feedback interval
and the maintenance timer, we determine the duration until the next
event by weighting only 50% of the interval exponentially distributed
and set the remaining 50% fixed. This modification avoids bias from
timers expiring too soon due to the exponential distribution’s positive
skew. We further avoid synchronization in data generation: each node
initially delays data generation by a uniform random duration in the
interval [0, i].
Performance evaluation overview
In this section, we focus on the layer choice’s impact on decoding
delay. To this end, we compare iNsPECt to PNC’s HNC variant and
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RLNC, which we both described in Section 5.3. As a lower bound on
decoding delay, we additionally show the decoding time for each layer,
which results from sending only linear combinations of that particular
layer. We note that this method to derive a lower bound uses smaller
generation sizes, so the lower bound can be unattainable for full-sized
generations.
We highlight the impact on delay in three different simulation sce-
narios:
• a small-scale topology with a single source and small generations
that comprise few source messages to evaluate the impact of varying
feedback rates,
• a larger topology to show multi-hop capabilities and support for
multiple sources, and finally
• a set of larger, randomized topologies to support the generality of
our results.
Small-scale topology
N1 N2
N3 S
N4
30m
30m
30m 30m
30m
(a) Small regular topology.
S1 S2 S3 S4
N5 N6 N7 N8
N9 N10 N11 N12
N13 N14 N15 N16
(b) Larger regular topology.
N1
N2
N3
N4
N5
(c) Wireless nodes in random disc topol-
ogy. Here, only five nodes are shown,
whereas the simulation uses 16 nodes.
Figure 5.7: Regular and ran-
domized topologies used in
simulations. © 2018 IEEE
Figure 5.7a shows the small-scale topology: one source S and four
nodes N1 to N4 are arranged in a partial grid with 30m grid width.
Due to the grid layout, nodes N1 and N2 have 30m distance from the
center-positioned source, whereas nodes N2 and N4 are 42m away,
which results in lower packet delivery ratio (PDR) for these nodes. We
evaluate a small generation (n = 10) with small layers r = (2, 2, 3, 3)
to highlight the effects of the layer selection and feedback rates.
The mean time until all sink nodes are able to decode layers 1 to 4,
respectively, is given in Figure 5.8 for two different feedback rates. Re-
sults for frequent feedback are shown in Figure 5.8a: the y-axis shows
the average time from beginning to transmit the current generation
until a layer can be decoded by a node. The x-axis gives the individual
layers, which are inherently cumulative due to the hierarchical nature
of layers. It can be seen that using RLNC, the time until all layers can
be decoded is identical for all layers. Since RLNC offers maximum
protection against erasures and has the lowest chance to send linearly
dependent combinations, it gives us the optimal decoding time for
layer 4 (and thus all layers) in the last column. The HNC strategy, being
fully randomized and independent of any feedback, provides faster
recovery of the highest prioritized first layer, similar decoding time for
the second layer, and worse delay than RLNC for the third and fourth
layer. The proposed algorithm, iNsPECt, consistently outperforms
HNC between 26.1% and 70.3%. Also, the delay is just 11.8% higher
than the lower bound for the most highly prioritized 1st layer (compared
to 276.3% for HNC). The layer 4 decoding delay of iNsPECt is only
25.1% higher than the optimal RLNC delay. These 25.1% analogously
give the overhead imposed by the prioritization scheme, since the
additional delay corresponds to the number of linearly dependent com-
binations that are due to prioritization. In comparison, this overhead
is 69.3% for HNC.
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(b) Low feedback rate (λdata/λfb = 1/3)
Figure 5.8: Small topology results:
per-layer delay for different feedback
rates.
In a second step, we lowered the feedback rate to 1/3 · λdata, which
is quite low compared to the individual layer sizes: without losses,
another layer has to be selected every two or three linear combinations
or all subsequently sent combinations are linearly dependent. The
results are shown in Figure 5.8b in a format identical to Figure 5.8a:
RLNC and HNC, working without feedback, are unaffected by the
change. iNsPECt is still faster than HNC for all layers, but due to
the lack of recent feedback and the resulting uncertainty about the
neighbors’ decoder states, the algorithm resorts to sending layers of
lower priority than necessary, which have amuch lower chance of linear
dependency. The downside of this approach can best be seen in the
second and third layers, where decoding delay is still 35.0% and 23.9%
better than HNC, but also increases by 26.5% and 12.2% compared
to the better feedback rate scenario. A positive aspect of resorting to
lower priority linear combinations is that linear dependency is less
likely, which can be seen best at the fourth layer, where decoding time
is not significantly different from the former scenario. This means that
albeit iNsPECt’s per-layer delay is not as low as before, it is still better
than HNC and total prioritization overhead compared to RLNC does
not increase at all.
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Larger topology and random topology
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(b) Layers 1–2
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Figure 5.9: Larger topology results:
per-layer delay for different (cumulative)
layers and varying distances.
We now demonstrate scalability to larger ad-hoc networks with multi-
hop requirements. The larger network topology is shown in Figure 5.7b
and has 16 nodes in total: 4 source nodes and 12 non-source nodes. As
before, nodes are arranged in a grid, but now we have four nodes in
each row. We simulate a larger generationwith n = 50 and 4 layerswith
layer sizes r = (10, 10, 15, 15). Figure 5.9 shows the simulation results
for medium feedback rate (λdata/λfb = 1/2) and varying grid distances
x between neighbor nodes from 10m to 50m. Figures 5.9a to 5.9c give
decoding delay for layer 1, layers 1–2, and layers 1–4, respectively.
iNsPECt allows nodes to retrieve themost highly prioritized 1st layer
73.9%, 74.7%, and 70.9% faster than HNC for node distances of 10m,
30m, and 50m, respectively. Also, the first and second layers’ retrieval
times with iNsPECt almost match their respective lower bounds for
distances below 30m.
Results look similar for the second layer in Figure 5.9b, where iN-
sPECt yields a 51.8% to 52.5% reduced per-layer delay over HNC.
Interestingly, the benefit of HNC over RLNC for prioritized layers di-
minishes with greater distances between nodes (and thus lower PDR):
at 40m distance between nodes, HNC gives roughly the same per-layer
delay as RLNC. We attribute the poor performance of HNC with low
PDR in the large-scale scenario to inefficient multi-hop capabilities:
when the source has few opportunities to successfully transmit linear
combinations to the inner nodes in the network, low priority linear
combinations are more useful, because they have amuch higher chance
of being innovative.
As expected, Figure 5.9c shows that the last layer – and thus all
layers due to the hierarchical layer structure – is decoded the fastest
with RLNC, which has the highest level of error protection against
packet loss and the lowest chance of sending linear combinations of
layers that already have full rank in neighbors. The delay given in
Figure 5.9c is a direct indicator for the total number of transmissions
required for sending one full generation. Therefore, it is also indicative
for achievable throughput. For distances at or below 30m, iNsPECt has
at most 18.1% overhead compared the optimum RLNC. This overhead
increases to 25.8% at 40m distance between neighbors and 34.9% at
50m. HNC, in comparison, results in a message overhead of 81.1%
over RLNC.
Last, we verify the system’s properties in a set of larger random-
ized topologies. Figure 5.10 shows mean per-layer delay for twenty
different topologies where the nodes’ locations are selected uniform at
random in a disc that has the same overall area as the 30m-distance
grid topology. Again, we see a better performance of iNsPECt than
HNC for all layers and a low total overhead of only 10.2% compared
to RLNC, which is the lowest overhead seen so far. Notably, iNsPECt
enables decoding the most highly prioritized first layer 73.1% faster
than HNC.
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Figure 5.10: Random topology results:
average per-layer delay.
Layer-selection: evaluation summary
We evaluated iNsPECt in both smaller and larger scenarios and com-
pared it to HNC and RLNC for different feedback rates, distances, and
topologies. iNsPECt significantly outperforms HNC in every scenario
that we tested. Having only sporadic feedback and thus outdated de-
coder state information has no effect on the system’s overhead in terms
of linear dependency, but it increases decoding delay for some layers,
albeit keeping delay significantly lower than HNC. Remarkably, in all
scenarios, that is, for small and large distances, for high and low feed-
back rates, and for the small and larger-scale scenarios, the most highly
prioritized layer’s decoding delay was within 12% of the optimum.
Compared to RLNC, the overhead of iNsPECt in most regular grid
scenarios was less than 25%, which we consider a low cost for having
prioritization. In non-regular, randomized topologies, iNsPECt has an
even lower overhead that almost matches the lower bound on delay.
5.12 Evaluation: Injection-Molding Use Case
The last section considered layer selection benefits in terms of layer
decoding delay for abstract networks. Here, we extend these results by
considering the concrete, industrial example use case from Chapters 2
to 4 to demonstrate practical benefits of such a delay reduction. We also
exemplify hownetwork coding generation and protocol parameters can
be derived from use case requirements so that network-coding-induced
message overhead remains sustainable.
As we recall, in our example use case, plastic injection molding,
machines inject molten plastic with high pressure and temperature
into a form, termed the ‘‘mold.’’ In this section, we compare the impact
of the two prioritized network coding techniques HNC and iNsPECt
on delays in sensor data collection. As a third mechanism, regular
RLNC [57] serves as a baseline for our comparison.
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Building generations from cyclic sensor information
Using regular RLNC as an example, we explain how network coding in
general can be applied to our sensor data collection use case. We then
discuss how prioritized network coding mechanisms can be combined
with the presented industry use case.
RLNC splits information into generations of data messages. In our
case, a generation can be mapped to one production cycle worth of
sensor information from a single sensor, i. e., the message set M for a
cycle (i, j, k) holds a(i,j,k). As before, each message consists of symbols
over the finite field F28 .
So in summary, one generation encompasses information from one
particular machine i, one sensor j, and one production cycle k. Only
the production cycle counter k increases over time, we thus map that
counter to the generation number field in the general header format
(see Figure 5.6). The origin ID must consist of both sensor number j
and machine ID i to uniquely identify a cycle. Since our factory setting
is a local area network where we can control IP addresses, we simply
use a unique part of the IP address as machine ID and only store the
sensor number in the header.
To apply prioritized network coding techniques to our industrial use
case, we pre-process sensor information so that it can be divided into
different priority layers, as described in Chapter 3. We apply the DCT
to each production cycle’s sensor information and divide its output into
blocks of coefficients. Blocks with low-frequency coefficients provide
an early preview of a complete sensor cycle, whereas blocks with high-
frequency coefficients incrementally increase that preview’s accuracy to
enable more demanding fault detection techniques. We again use one
injection cycle as a generation, but take the blocks’ coefficient frequency
as basis for prioritization. High priority layers thus contain only low
frequency coefficients, which convey more information. Low priority
layers, due to their cumulative nature, contain both low frequency and
high frequency components.
Factory network model and evaluation
Our topology represents a typical factory layout with rows of machines
in a regular grid. It is identical to the grid topology given in Figure 5.7b.
But instead of having few senders and many receivers, the industrial
use case requires only one sink node, ns, that is connected to the fac-
tory’s central storage and processing system. The remaining fifteen
nodes represent the machines, which record sensor information from
the production process. We consider two sensors for each machine, so
after a production cycle, each node starts to transmit two generations
in parallel, as described in Section 5.10.
Again, we use our real, pre-recorded sensor information of the in-
jection molding process. Our sensor information stems from 25 s long
production cycles that were sampled at 500Hz rate. Analogously to
Section 5.11, we split frequency components into four priority layers
(r = (10, 10, 15, 15)) with a generation size of n = 50 frequency com-
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Figure 5.11: Approximation’s average
sensor error over time.
ponents to limit each data message’s size to 1 kB. During each run,
several production cycles are transmitted to the sink.
Analytical overhead assessment
An important consideration for any network coding scheme is message
overhead. Recall from Section 5.3 that in any network coding scheme,
messages consist of an encoding vector c(j) and an information vector
x(j). Each information vector holds b symbols, so, when neglecting
message overhead due to linear dependency, the required n linear
combinations to decode a generation contain n · b symbols, which is
identical to the number of symbols in the generation’s message set M.
Consequently, message overhead (again, neglecting linear dependency)
originates from the encoding vector only. We can thus summarize each
message’s overhead as the ratio between encoding vector size and
information vector size, that is, n/b. In our proposed mapping of
process information to generations, the generation size n is determined
by the product of a production cycle’s duration t, the sample rate r, and
the size of each sample in symbols divided by b. Assuming no more
than four symbols per sample,10 we can thus determine the message 10 Which is in line with our system
model from Chapter 2overhead for cyclic sensor information as:
Overhead =
4 · t · r
b2
. (5.23)
With our concrete set of sensor information, the 25 s production cycle
duration and 500Hz sample rate, we obtain 5% message overhead,
which we consider sufficiently low. Different industrial parameters
may result in larger message overhead, for instance, due to higher
sample rates or longer production cycles. In this case, increasing the
information vector size b should be considered while keeping in mind
that this might negatively affect packet loss [71].
Simulative results
Figures 5.11a and 5.11b show the simulation results for temperature
error over time and pressure error over time. The measurement starts
when the first message is being transmitted. Several messages are
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required before frequency components become decodable, which ex-
plains the initially very high average error that results from production
cycles without any frequency components decodable at the server. It
can be seen that the preview provided by the PNC scheme iNsPECt
quickly gains precision. It is virtually indistinguishable from the origi-
nal sensor information much earlier than RLNC can provide any infor-
mation at all. HNCgains precisionmore quickly on average thanRLNC,
as well. The overhead of the HNC scheme, however, results in RLNC
providing the full picture before HNC can lower the remaining error
below 1K or 1 bar. In contrast, iNsPECt achieves such a low average
error approximately four times as fast as RLNC for both temperature
and pressure readings. The maximum time until each production cycle
was available with full precision was 3.4 s with our baseline RLNC. As
a result of the principal message overhead imposed by PNC schemes,
iNsPECt and HNC required up to 4.2 s and 6.0 s, respectively, until the
preview reached full precision. Especially with iNsPECt, however, the
residual error is extremely low (≤ 3mK and ≤ 2mbar) even before
RLNC finishes transmission.
Summarizing, we evaluated the impact of prioritized network cod-
ing for the smart-factory use case, using our real sensor information
from the injection-molding process. Our results confirm the trends
shown in Section 5.11 and suggest that iNsPECt provides significant
benefits over non-prioritized RLNC, whereas HNC can only provide a
coarse preview before RLNC provides the full picture.
5.13 Chapter Summary
This chapter introduced non-traditional, network-coding based net-
work architectures. Network coding is disruptive in that it is not based
on the classical store-and-forward pattern. Network coding thus breaks
compatibility with existing protocols that assume routing in lower pro-
tocol layers. Often, network coding introduces high computational
overhead, but it can offer throughput benefits that go beyond what
is possible with store-and-forward architectures. The advent of more
powerful embedded systems thus renders network coding a promising
research direction for future smart factories.
In this chapter, we identified two potential showstoppers when
it comes to network coding and the smart factory use case that we
characterised in Chapter 2. A key requirement in our use-case is the
preview functionality, which, in the case of network coding, requires
early decoding of an underdetermined system of linear equations. The
first showstopper is how long the decoding process takes with multiple
priority layers, and the second is the question how priority layers can
be selected efficiently during the encoding process.
To address the first concern, we contributed a novel decoding al-
gorithm based on a joint representation of priority layers in a single
decoder state. On top of that, we contributed a layer-selection mecha-
nism in the encoding scheme that is designed for low decoding delay
but at the same time keeps overhead from linearly dependent combi-
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nations low. The evaluation results show that our decoding approach
is faster and requires less memory than existing decoding approaches,
and that our layer-selection scheme does provide faster delivery of
prioritized information than existing approaches. Compared to the
previous chapters, these contributions are more fundamental in nature:
our proposed decoder provides asymptotically better performance
than existing approaches, and our proposed layer-selection mecha-
nism provides performance that is in many cases very close to the
theoretical optimum. To support more applied research in this field,
we also contributed an easy-to-implement mapping between network
coding generations and industrial process information, and we demon-
strate that this mapping only introduces tolerable message overhead.
Despite the similar industrial settings, the use of network coding,
as proposed in this chapter, offers different trade-offs compared to
the multi-hop protocols from Chapter 4: network coding implements
redundancy over all nodes and thereby renders reliable information
deliverymuchmore likely even ifmultiple forwarding nodes fail during
transmission. Moreover, network coding enables decoding in a strict
linear manner, that is, without any ‘‘gaps’’ in the spectrum that we
saw in the mechanisms from Chapters 3 and 4. Consequently, it is
much easier to quantify the preview error. The mechanisms do not
require the complex e-value bounds from Chapter 3.11 On the other 11 Although the simple ‘‘e-rest’’ bound
by itself is still helpful in the network
coding scenario.
hand, the native support of redundant transmissions causes greater
overhead in the network, which is a trade-off to consider depending
on the particular industrial requirements at hand.
Given our positive results, we consider network coding a promising
candidate for future industrial process control and industry automa-
tion, especially when transmission redundancy is desired.

6Evaluating With Native Stacks: Dis-
crete Event Protocol Emulation
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6.1 Overview
Protocol evaluation is an integral part of network protocol design.
Since protocol complexity increases with smart factory trends, pro-
tocols become harder to understand intuitively. It is therefore more
important than ever to systematically assess protocols. Network sim-This chapter is a revised and ex-
tended version of the author’s pub-
lications [91] and [92, © 2019 IEEE].
ulations are a common choice for protocol assessment, as they offer
precise control over otherwise external influences, such as wireless
interference. At the same time, simulations support more detailed pro-
tocol models than analytical evaluations, and we have used simulative
evaluation techniques extensively throughout chapters Chapters 3 to 5
From the perspective of experimental design, simulations constitute
a middle ground between analytical protocol evaluation and testbeds.
Compared to testbeds, a major drawback of simulations is that exist-
ing protocols require a separate implementation in the discrete event
model. In this chapter, we propose a novel architecture to evaluate un-
modified, binary protocol implementations in state-of-the-art discrete
event simulators by utilizing the operating system’s system call barrier,
which separates user-space processes from the operating system ker-
nel. Not requiring protocol sources is especially useful in the industry,
where implementations are often proprietary. We have utilized this
architecture to obtain accurate simulative results in Chapter 4.
This chapter first provides an overview of evaluation methods and
existing simulation techniques before it describes our proposed archi-
tecture. Based on an exemplary implementation of our architecture for
the Linux platform and the ns-3 simulator, we then demonstrate the
validity and feasibility of our approach using widely used, real-world
networking protocols. We show that our approach more closely resem-
bles realistic protocol performance when compared to simulator-based
protocol models. Moreover, we show that our approach performs
better than existing solutions for more realistic protocol simulations.
6.2 The Case for Native Protocol Evaluation
Parallization of simulations is often
used to obtain a statistically meaning-
ful sample size much quicker than it
would be possible with real-time mea-
surements. This is especially true for
wireless protocol evaluation, where
wireless interference thwarts paral-
lelization of measurements within
the range of interference in test beds.
Complementing analytical and testbed-based evaluation methods, sim-
ulative approaches have proved to be a powerful tool for evaluating
network protocols. The most common [74] network simulator class,
discrete event simulation, combines several beneficial properties. By
giving full control over otherwise external influences on simulation
results, discrete event simulations allow to reproduce results much eas-
ier than, e. g., using testbeds. Moreover, the decoupling of simulated
time and real time allows to run single simulations faster and allows
multiple simulations to run in parallel.
Finally, discrete event simulators support perfect repeatability, which
means that repeating simulations with the same parameters results
in exactly the same results. Thereby, discrete event simulators allow
to scrutinize protocol behavior caused by rare network constellations,
such as a certain sequence of packet losses or delays.
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To be executed in a simulator environment, however, protocol code
may have to be re-implemented within the simulator’s programming
framework. Simulative evaluation results, therefore, may suffer from
lacking realism due to simplistic re-implementations of network proto-
cols [12]. In the worst case, network protocols are implemented twice
and independently, once for real world deployment and once for sim-
ulative evaluation. Making the matter worse, existing protocols that
are used in the industry may only have proprietary implementations,
making it even harder to create a simulator based implementation.
Besides the increased development and maintenance costs, possible
differences in independent protocol implementations threaten to inval-
idate statements derived from simulation results.
Consequently, it has been a goal of the networking research com-
munity to find techniques that serve as a vessel for native protocol
implementations within a network simulator [17, 52, 65, 86, 88, 125,
129]. Such a technique would improve realism by using native proto-
col implementations instead of simpler, simulator-based replications.
Moreover, it would support existing protocols in the sense that it would
neither require re-implementations of nor changes to existing protocol
implementations. Over the last decade, we have seen several attempts
to find such a ‘‘vessel.’’ Solutions so far, however, either impose sig-
nificant restrictions on protocol implementations or outright break
discrete event simulation guarantees, such as perfect repeatability.
Our proposed and novel architecture, named discRete event proto-
col emulatIon vesseL (gRaIL), allows to combine native protocols with
discrete event simulations. For the first time, our approach allows to
use virtually any network protocol in a state-of-the-art discrete event
network simulator. gRaIL is based on loading unchanged binary proto-
col implementations through a technique called system call wrapping. It
inspects, replaces, and re-implements relevant input and output opera-
tions exclusively based on the so-called system call barrier. This barrier
usually separates applications from the host operating system, and it
has convenient properties for protocol emulation. We show that gRaIL
is able to accommodate native state-of-the-art routing protocols with
a small impact on simulation performance and more realistic results
compared to simulator-based protocol stacks.
6.3 Approaches to Protocol Evaluation
When designing or revising communication protocols, we aim to under-
stand their behavior in different scenarios and using different protocol
parameters. Approaches to evaluation employ models as an abstrac-
tion to achieve desirable evaluation qualities. Differences between
approaches’ qualities are summarized Figure 6.1. We first introduce
each quality and contextualize it with related terms that are used in
different fields.
Validation of models has been defined as the “substantiation that a
model within its domain of applicability possesses a satisfactory range
of accuracy consistent with the intended application of the model.”
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Figure 6.1: Overview of different proto-
col evaluation techniques. © 2019 IEEE
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[113] Accuracy describes the model predictions’ closeness to the real
system, and sufficient accuracy means that the model can be used as
a substitute for the real system in experiments [19]. When combining
several models, a study’s validity depends on every model’s accuracy.
Repeatability means experimenters are able to repeat a previously
conducted evaluation and observe the same overall result. It is a funda-
mental requirement of any experiment [40], and it has been described
as a prerequisite for validity [82]. We use the term perfect repeatability
when not only the experiment’s overall result but also all observable
intermediate results can be repeated exactly. Reproducibility, by exten-
sion, describes the ability of other researchers to reproduce the original
results. Results in the networking community often suffer from lacking
reproducibility that results from insufficient documentation of the eval-
uation methodology [74, 78]. Moreover, some evaluation approaches,
such as complex testbeds, limit reproducibility due to their exposure
to real-world influences – even if all relevant information is supplied.
Scalability characterizes the feasibility to evaluate a large number of
network nodes, vary numerous experiment parameters, and use a large
experiment area, amongst others. A method’s scalability thus limits
the domain for which valid results can be obtained with reasonable
cost.
Next, we distinguish between analytical and testbed evaluations in
terms of these qualities and argue how simulative evaluations have
evolved as a combination thereof. Analytical evaluation – in the context
of network protocol design – involves deriving a simplifying model
for both the physical environment and the protocol’s behavior. George
Box stated that “all models are wrong, but some are useful.” [14]
Being an abstraction, every model is wrong when used out of context.
Thus, a model should be developed for a specific purpose, and its
validity should be determined with respect to that purpose [113]. If the
model is valid, results reflect the protocol’s expected behavior for that
purpose. Perfect repeatability is achieved since analytical expressions
yield the same result each time. Analytical evaluation serves well to
derive asymptotic results that characterize protocol behavior for very
large systems. With an inaccurate model or wrong or undocumented
assumptions, results do not reflect real-world protocol behavior.
Testbed-based evaluations run protocol implementations on real-
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hardware nodes. As neither hardware nor software is modeled, testbed
studies often possess a high degree of accuracy. The realism comes at
the cost of reduced scalability: hardware cost and effort increase with
testbed size. Evaluation repeatability is not guaranteed with testbeds
either, since external influences cannot be controlled. Testbed experi-
ments are often hard to reproduce, since specific testbed conditions,
such as wireless interference, cannot easily be reproduced.
Broadly summarizing, analytical models enable repeatability, repro-
ducibility, and scalability, whereas testbeds often provide strong validity.
As a compromise, researchers often use network simulators, such as
ns-3 [56] or OMNeT++ [131], to evaluate their proposals. As shown in
Figure 6.1, network simulations can be regarded as a middle ground
between analytical protocol assessment and testbeds.
Modern network simulators usually use simplifying models for
physical layer aspects of protocols, such as wireless transmissions.
These models have been validated by real-world experiments for a
wide range of applications [54, 79, 127]; and they allow to control envi-
ronmental variables to an extent not possible using testbeds. Thereby,
we can better isolate the effects of using the proposed network pro-
tocol versus alternative implementations. Simulations can be highly
reproducible when all models used and their respective parameters
are published along with the results.
Higher protocol layers, in contrast, are re-implemented within the
simulator, closely mimicking their real-world equivalents. A protocol
layer implemented within the simulator is effectively an extremely
detailed model for the real-world protocol. Most notably, the proto-
col under evaluation is either re-implemented – and thus modeled
– within the simulator environment. Or, it is prototyped in the sim-
ulator before its potential real-world implementation. In both cases,
the separate implementation is an abstraction and thus has a limited
domain of applicability. Validation has to be performed for each in-
tended application of the model, and the domain of applicability must
be documented explicitly to avoid user errors [113]. Such implemen-
tation differences between re-implemented protocol layers and their
real-world counterparts have been identified as a cause of error in the
past [12]. In contrast to physical layer aspects, models of higher proto-
col layers do not help control external influences and thus provide no
inherent benefit. Rather, they are a prerequisite to evaluate protocols
by simulation.
Therefore, it is desirable to simulate native protocols to reduce the
amount of modeling required and thereby improve simulation validity.
Using native protocols as models within simulations can currently
be performed at the source level, the build or compilation step, or by
means of virtualization. Each method inherently restricts applicabil-
ity to certain protocols, removes simulator guarantees such as perfect
repeatability, or affects scalability. Mechanisms that improve simu-
lation realism and do away with major restrictions are an active area
of research and may significantly contribute to objective, quantitative
protocol evaluation.
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6.4 Simulation and Emulation Techniques
We compare existing simulation and emulation techniques that aim to
improve realism in terms of requirements imposed on the evaluated
protocol: the availability of a protocol’s source code, its implementa-
tion’s programming language, and assumptions of how the protocol
is implemented exactly. Finally, we consider whether the approach
affects experiment repeatability, reproducibility, scalability, or realism.
Status quo: partial source reuse
We term the simplest formof code reuse between a protocol’s real-world
implementation and a simulator implementation partial source reuse. It
resembles the traditional approachwhere researchers either implement
a novel algorithm directly within the simulation framework’s model or
re-implement an existing protocol. This approach requires (a) that the
protocol implementation’s sources are available or yet to be written,
and (b) that their (desired) programming language is compatible with
the simulator language. In case of existing code, it is then possible
to copy and paste chunks of source code to the network simulator
implementation and execute them as part of the simulation. Several
software components need porting or re-implementation to work in a
discrete event simulator.
• Real-world socket APIs cannot be used in a simulator; instead, the
network abstractions provided by the simulator must to be used.
• Time is different from the system time in a network simulator, so no
system time queries must be made.
• Randomnumbers have to stem from the simulator’s pseudo-random
number facility exclusively.
• Concurrency is often not supported by discrete event simulators;
instead the asynchronous event dispatcher of the simulator has to
be used.
• Global variables may prevent spawning more than one application
instance in a simulator.
• File system operations may conflict when more than one application
instance is simulated.
Protocol implementation fragments can be distinguished based on
whether they cause such side effects. Following compiler theory con-
ventions, we term fragments without side effects pure as opposed to
impure fragments, which cause side effects. More specifically, we denote
a fragment as pure when its instructions have no directly observable
effect outside of the protocol’s process and no outside information is
obtained by those instructions. Impure program fragments, in con-
trast, involve input or output operations as described in the list above,
e. g., sending to or reading from a network socket. The out-of-process
environment interacted with by input/output operations should be
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the simulated environment, not the system environment in which the
simulator is executed. Therefore, each impure fragment’s execution
has to be replaced when using the partial source reuse approach.
We conclude that partial source reuse can help alleviate duplicate
implementation efforts. However, the approach by nomeans eliminates
those efforts; all of the above issues have to be addressed manually.
Moreover, working with existing protocol versions may be impossible
due to tight restrictions on protocol implementations.
Full source reuse
Recent research [17, 41, 52, 65, 86, 125, 126] has investigated code reuse
to avoid duplicate implementations. Here, we discuss approaches
based on sharing a protocol implementation’s entire source code for
simulation and real-world deployment. We distinguish two different
variants: employing a software compatibility layer and using alterna-
tive compilation methods. For both approaches, the sources must be
available, and further restrictions on the sources apply, as described
below.
Software compatibility layer Huang et al. [61] propose using a software
compatibility layer that abstracts network operations and other op-
erations that influence simulation results. Following the approach,
existing software has to be modified to use abstractions instead of the
operating system’s native functionality. Click [88] takes a special ap-
proach: network protocols are implemented in a modular fashion in
both C++ and a domain-specific router configuration language. Click
protocol implementations can be deployed on real hardware or inte-
grated with a simulator, such as ns-3 [126]. The compatibility layer’s
aim is to find suitable programming abstractions for the critical soft-
ware components listed in Section 6.4. Protocols are implemented
against this compatibility layer instead of APIs that are specific to
the real world or simulation environments. The Click approach only
works when developing a new protocol, as tight integration with Click
is needed. Another restriction is that the compatibility layer can only
support those features that all supported platform APIs provide, i. e.,
their least common denominator.
Mayer et al. [86] consider a lightweight compatibility layer for OM-
NeT++. Instead of compiling sources into an executable, a shared
library is built and dynamically loaded into the simulator. The authors
suggest to replace the network functionality with a compatibility wrap-
per. Thereby, network functionality, calls that query the current time,
e. g., can be exchanged if the protocol is built for real-world deployment
instead of simulation.
Liu et al. [79] apply the same compatibility layer approach in an
even more lightweight way for a comparative study of mobile ad hoc
network (MANET) routing protocols. Here, the existing routing pro-
tocol implementations’ sources are modified manually. During this
process, impure parts are replaced by a thin wrapper re-implementing
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input/output operations with simulator equivalents if the protocol is
compiled for simulation.
Alternative compilation Tazaki et al. [129] propose a refined shared
library approach for the ns-3 simulator. The proposed technique,
with some remaining restrictions, allows a protocol implementation’s
sources to run unmodified in the simulator. In particular, the sources
run without using a compatibility layer. Instead of using a compatibil-
ity layer (which requires source code changes), calls to the operating
system’s standard libraries are redirected to a wrapper library. The
wrapper library either passes the call to an operating system library
(for most calls) or provides an alternative implementation based on
simulator facilities. For example, a function call that normally returns
the current system time is replaced by a wrapper that returns simula-
tion time instead. The approach can be used for kernel space protocols
in a similar fashion [65, 128]. Kim et al. [67] extend the idea to allow
easy transition from simulated protocol layers to emulated layers and
further to testbed protocol implementations. Ivey et al. [64] implement
NVIDIA CUDA [96] bindings to show that the approach is applicable
to GPU based algorithms as well.
Shared library approaches suffer, however, from several remaining
conceptual restrictions: compilation to a shared library requires that
the source code is available and in fact can be compiled into such a
compatible library. The latter does not hold for most interpreted pro-
gramming languages and even many mainstream compiled languages,
such as Java or Go. In addition, the directly executed protocol must not
issue system calls directly, as that would bypass the wrapper library.
Protocol emulation
A quite different approach is to run node processes or even the nodes’
operating systems via virtualization and solely exchange network traffic
between these real processes and the simulation. In the context of the
OMNeT++ simulator, this approach was first briefly discussed in [86]
and later implemented by Staub et al. [125]. The ns-3 simulator offers
such emulation support with the TAP bridge module [2].
The advantage is that full code reuse is trivial, since processes run in
the same environment as theywouldwhendeployed. Noprogramming
language limitations or tool-chain restrictions apply. Unfortunately,
this approach does not maintain perfect repeatability, because only net-
work operations are simulated. Processes or operating systems do not
run in the simulated time domain, but in their respective system time
domain. Slight time variations that result from non real-time operating
systems and unpredictable system (pseudo-)random numbers further
limit repeatability. Despite the limited repeatability, Handigol et al. [52]
have successfully used protocol emulation through process reuse to
reproduce important network experiment results.
The emulation approach generally requires careful performance iso-
lation and resource provisioning. Otherwise, results are systematically
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biased as processes compete for shared resources such as CPU time
[52]. Even when these precautions are taken, the operating system
scheduler and randomness-related system calls still leak uncontrolled
entropy into the simulation results. Thus, network experiments with
the same parameters and same random generator initialization seeds
do not usually produce the same results with the emulation approach.
When analyzing rare network constellations, this is a significant restric-
tion, and generally a step back from discrete event simulation’s perfect
repeatability guarantees.
As a special case, simulator protocol models can be used with real
networks [1]. Here, the development starts with a simulator protocol
model. That protocol model is then combined with a network simula-
tor running in real time. The simulator passes networking operations
to the host system’s network hardware. Carneiro et al. [18] show that
this approach allows for fast prototyping in ns-3 with sufficient perfor-
mance for control traffic and to some extent (forwarded) user traffic.
The performance was later improved by Fontes et al. [41] bymoving the
data plane (which handles user traffic) out of the simulator and into ei-
ther user space or kernel space. This approach can eliminate duplicate
implementation efforts, but – similar to software compatibility layer
approaches – requires a model implementation that is compatible with
the simulator. Different to gRaIL, existing implementations cannot be
used as is, and novel protocol development must be performed with
techniques that are compatible to the simulator.
In summary, we can distinguish existing approaches by the ‘‘barrier’’
they choose between a native protocol and the discrete event simulation.
Both the partial source-reuse approach and software compatibility
layers work on the source level. The alternative compilation approach
goes one step further and works on the compilation step. Finally, the
protocol emulation approach virtualizes the native protocols’ operating
systems and thus works below the system call level, but thereby looses
perfect repeatability.
6.5 Discrete Event Process Emulation
We argue that the ideal composition of native protocols and a discrete
event simulator is to load binary protocol implementations to enhance
evaluation realism. Using binaries avoids strict requirements on source
code availability, programming language, language features, and so
forth. At the same time, most of the environment outside of the protocol
under evaluation should be as controlled as possible in order to ensure
repeatability. In particular, fully virtualizing the protocol’s operating
system would make it difficult to control entropy.
Therefore, we argue that the most suitable barrier between protocol
and simulator lies between protocols’ processes and the host operating
system. Modern operating systems implement exactly this kind of
barrier in form of the system call interface. The system call interface is a
natural fit for native protocol loading, as processes are generally not
allowed to perform impure operations – unless they issue a system call.
114 wireless networking in future factories: protocol design and evaluation strategies
Figure 6.2: Discrete event protocol
emulation architecture. © 2019 IEEE
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That is, operations that cause input/output are exclusively performed
via system calls. On most operating systems, the system call barrier
is accessible via a kernel interface, making it feasible to implement an
interception layer at this interface.
Therefore, we use the operating system’s system call interface as the
basis for our discrete event process emulation technique. In the follow-
ing, we first give an overview of our approach’s general architecture
before we discuss in more detail how our approach handles system call
processing. To establish the feasibility to rewrite all necessary system
calls for process emulation, we derive a taxonomy that separates sys-
tem calls into six categories. This categorization gives rise to a compact
system architecture. We complement the feasibility discussion with a
system call usage analysis based on the Linux operating system as an
example platform.
Architecture overview
Our architecture’s main design goals are: support for simulation va-
lidity and repeatability, interoperability with existing discrete event
simulators, and feasibility to be implemented using existing operating
system frameworks.
An overview of our proposed architecture is depicted in Figure 6.2,
where three native protocols are used in a network simulation. Dashed
lines show process boundaries. In the top part, each simulated node’s
emulated native protocol runs as an individual user space process.
Modern discrete event simulators, e. g., ns-3 and OmNET++, run in
a single process that contains all relevant models and the main event
loop. In our proposed architecture, we extend the simulator process
with one dedicated gRaIL-component per emulated protocol. We keep
the simulators’ single threaded control flow for interoperability. Each
gRaIL-component processes its respective protocol’s system calls and
either forwards them to the host’s kernel or re-implements them based
on existing simulation models.
A convenient property of the system call barrier is process isolation.
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Having protocols in their own operating systemprocesses results in bet-
ter protocol isolation compared to simulator-based protocol stacks. For
instance, our approach shields global variables from other processes,
which would be available to all protocol instances in the traditional
approach. Similarly, alternative-compilation-based approaches require
numerous countermeasures to isolate native protocols’ memory re-
gions from each other [129].
We take into account existing interfaces that are already imple-
mented by operating systems to offer system call interception. In case
of Unix/Posix systems, this interface is ptrace, previously used to
implement debuggers or application firewalls. The ptrace framework
allows to intercept and modify system calls at two points in time: first,
when the monitored process issues a system call, but before the kernel
executed the call. Second, after a system call was processed by the
kernel, but before the monitored process sees the result.
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Figure 6.3: Protocol emulation’s control
flow as a state machine. © 2019 IEEE
gRaIL’s main state machine is shown in Figure 6.3 for a single emu-
lated process. This state machine is a direct result of the requirements
posed by discrete event simulators and system call interception capa-
bilities that we discussed in Section 6.5.
The simulator’s main discrete event loop is shown as state E, where
the next event is processed via the reflexive edge. We extend this
main loop with states S0 and S1. State S0 corresponds to a system
call intercepted after it was issued, but before it was processed by the
kernel; state S1 corresponds to a system call intercepted after it was
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processed by the kernel, but before its result is returned to the process.
The three states arranged vertically in the middle, namely E, S0, and
S1, constitute the simulator process. The left-hand state K signifies the
kernel of the simulator’s host operating system, whereas the right-hand
state P is the emulated protocol process.
The control flow starts, same as without our emulation technique,
with the main discrete event loop. The simulator’s main loop (E→ E)
takes the, in simulated time, soonest event from its event loop and pro-
cesses it. Processing an eventmight influence the simulatedworld state,
e. g., through a packet being sent. At some point, the emulated protocol
is started through a simulator event (E→ P). This event causes the em-
ulated protocol’s process to be spawned andmonitored for system calls
by the host process (the simulator in our case). Thereby, the simulator
yields execution to the emulated protocol’s process, which continues
(P → P) until it issues a system call. Once a system call is issued by
the emulated protocol, the native protocol’s process is blocked by the
kernel. The simulator is notified and enters state S0, where it examines
the system call based on its type and arguments (P → S0). Further
processing depends on this examination where the system call is as-
signed a certain category. In any case, a result is returned eventually
from state S1.
System call categories
In order to implement system calls with the gRaIL architecture, we have
to map typical system call behavior to the mechanics of discrete event
simulators. The following, exhaustive list of categories determines
how system calls are processed by the simulator in states S0 and S1.
The categories were derived from three system call characteristics: (1)
whether the system call affects simulation results, (2) at what point in
(simulated) time the system call’s result is available, and (3) whether
the system call terminates the process. The resulting categories are
summarized in the following list:
Cat. I: The system call has no effectwhatsoever on simulation results
and is passed through to the operating system kernel.
Cat. II: The system call is re-implemented in terms of what the simu-
lator provides (e. g., a pseudo-random number). The result
can be obtained at once and is returnedwithin the same point
of simulated time.
Cat. III: The system call requires re-implementation, but the result
is only available at a later point in time. Thus, an event is
registered with the simulator.
Cat. IV: The system call requires re-implementation, but the result
is not available and depends on conditions, so a handler is
registered with the simulator.
Cat. V: The system call is a hybrid of categories III and IV.
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Cat. VI: The system call terminates the process.
Category I is the simplest; it encompasses, for instance, setting internal
memory permissions, allocating newmemory, or switching the process
image. None of these system calls affects – or is affected by – the
simulated environment. Therefore, these calls are not handled by the
simulator, but by the operating system’s kernel (S0 → K). Therefore,
category I system calls need not be modified.
If a given system call potentially affects simulation results, it must
be re-implemented within the simulator. In this case, we must consider
that discrete event simulations are inherently asynchronous. That is,
future results are entirely handled by spawning events for a future time.
System calls, in contrast, are to a large extent synchronous. They halt a
process’s execution until a result is available and returned. One impor-
tant distinction is, therefore, whether the system call is synchronous
or asynchronous (i. e., blocking or non blocking).
We can further subdivide system calls based on their return behavior.
Synchronous calls may return at (a) a fixed time in the future or (b)
return based on external circumstances (e. g., reading from a socket
until data arrives). When neither (a) nor (b) are true, we have an
asynchronous system call that we list as category II. If either (a) or (b)
are true, the system call falls in category III or category IV, respectively.
If both (a) and (b) are true, we have a category V call.
Category II of system calls require re-implementation. For instance,
the gettimeofday system call normally returns the current system
time. But if an emulated native protocol requests the current time,
the simulated time is returned instead by the protocol emulator. The
simulator immediately returns the system call’s result (S0 → S1 in
Figure 6.3) without further interaction with the kernel or main event
loop.
Categories III and IV of system calls have in common that the system
call’s result is not immediately available. The third category includes
system calls with a fixed return time. An example system call with a
fixed return time is nanosleep, which makes the process sleep for
a specified amount of time. In this case, an event is registered with
the simulator (S0 → E). This event (E → S1) is executed after the
specified amount of simulated time, e. g., the duration parameter of
the nanosleep system call. The system call’s result is then returned
to the the protocol’s process. In the case of nanosleep, the result is
the simulated-time duration that the process slept.
Category IV comprises system calls that block until certain condi-
tions become true, e. g., waiting for the arrival of a network packet on
a specific socket. These system calls cannot be handled via scheduling
discrete events at a fixed future point in time. Instead, they require
registering callback handlers in simulated components such as sock-
ets (S0 → E). Once the callback handler is executed, it translates the
simulated environment relevant to the system call back to the process
and returns the result. For example, consider a simulated socket that
receives a simulated network packet that the process waits for. This
packet is translated to a native operating systempacket and passed back
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to the process as the system call’s return value (or modified argument).
A number of common system calls are hybrids of categories III
and IV and thus category V. Hybrid handling is necessary whenever a
system call is blocking, but it also allows to set a timeout. For instance,
such a system call may wait for new information on a socket, but only
up to a maximum time. In that case, a handler is registered (identically
to category IV) for the condition that should result in continuing the
blocked call. In addition, and in the same way as for category III, an
event is registered for the specified timeout duration.
Finally, some system calls, which we list as category VI, are used to
terminate the process in case of an error condition or when the process
successfully finishes execution. In both cases, the wrapper is no longer
needed: all registered events and registered handlers of the process
are canceled and control is given back to the discrete event simulator.
Before that, however, the call is passed through to the kernel to have the
native protocol’s process terminate. Therefore, category VI is a special
case of category I in the depicted state machine where S1 removes all
remaining state.
In summary, category I catches all pure system calls, whereas cat-
egory VI is a special case that marks the end of process emulation.
Categories II to V result directly from mapping possibly synchronous
system calls to inherently asynchronous discrete event simulators.
System call usage analysis
While implementing the handling of system calls is a manual pro-
cess, not all software will use all available system calls. To understand
development effort and feasibility, we analyze system call usage on
Linux/amd64 as an example platform. Specifically, we analyze sys-
tem call usage for Debian ‘‘Stretch,’’ a common Linux-based server
operating system.
Debian’s kernel, which is Linux 4.9, specifies a total of 404 system
calls, 314 of which are supported by amd64. A much smaller number
of system calls is actually used by typical network protocol implemen-
tations. To quantify this argument, we analyze all available network
category software packages.
We inspect system-call symbols that we find in protocol binaries and
recursively all dynamic libraries that these binaries require. Theoretically,
it is possible that a program dynamically calculates system calls not
found as symbols in its binary or dependent libraries. But in practice,
there is no reason to obfuscate sources or binaries in such a way. On the
other hand, it is rare that all functions of a library are used, especially
when a large dynamic library is loaded. Consequently, not all system
calls are actually issued by protocols that depend on libraries, rendering
the analysis result a plausible upper bound.
Debian’s network category consists of 1941 packages. Of those,
only 1790 packages contain non-GUI software, which is suitable for
simulation. Of these non-GUI packages, 877 packages contain binaries
to analyze.
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Figure 6.4: Cumulative distribution
of required system calls per network
package. © 2019 IEEE
The number of system calls in each of the packages’ binaries is
shown as a distribution plot in Figure 6.4: the x-axis shows packages
sorted by the number of required system calls and the y-axis shows the
cumulative distribution. Common network protocol implementations
aremarked. Themaximum number of required system calls for an indi-
vidual package is 148. However, only a total of 228 distinct system calls
was found over all packages, i. e., only 56.4% of the Linux 4.9 system
calls are used at all. Therefore, we conclude that implementing system
call interception with compatibility for all network software packages
is feasible, especially when considering that their implementation is a
one-time effort.
6.6 Linux-based Implementation
To demonstrate gRaIL’s viability, we describe our example implemen-
tation on the Linux/amd64 platform. We describe in detail how each
system call category identified in Section 6.5 is implemented. We omit
category VI, as it is just a small variation of category I. For ease of
reading, we use exemplary representatives of each category during the
descriptions.
Category I: passthrough
Since category I is the simplest to implement, we use it to describe the
conceptual handling of system calls in detail. First, a protocol is started
by a discrete event. As an example, assume this protocol later issues a
brk system call.
When initially starting the protocol, the simulator first executesfork
to create a second process, execve to switch that process’s image to the
native protocol binary, and uses the ptrace framework to configure
system call tracing.
Next, the (parent) simulator process waits for the native protocol to
issue a system call and subsequently handles that system call, as shown
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Algorithm 6: Conceptual handling of a
category I system call. © 2019 IEEE
1: function sysc_handler(pid)
2: wait_for_syscall(pid)
3: syscall_id← get_child_reg(pid, rax)
4: switch syscall_id do
5: case SYS_mprotect:
6: . . .
7: case SYS_brk:
8: wait_for_syscall(pid)
9: register_event(SYS_HANDLER, 100 ns)
10: break
11: case SYS_gettimeofday:
12: case SYS_getrandom:
13: . . .
14: end switch
15: end function
in Algorithm 6: line 2 is the call to a function that waits for a system
call via the ptrace framework. Specifically, the PTRACE_SYSCALL
command is used to execute the traced process until it issues a system
call. The simulator process waits for such an event using waitpid
and checks that the resulting status code is indicative for a system
call event. In order to identify an issued system call and find the
category it belongs to, we use the system call’s numeric identifier. On
Linux/amd64, this identifier is located in the protocol process’s rax
register, which is read in line 3.
The simulator now determines the correct category for the system
call’s numeric identifier using the switch statement in lines 4 to 14.
Each ‘‘case’’-expression matches a specific system call using its Linux-
specific symbolic identifier. Here, lines 5 to 7 match our category I
system call brk. Lines 11 onwardmatch different system call categories.
A category I system call is not modified in any way. Therefore, the
simulator continues execution of the process in line 8 until the system
call’s result is available from the kernel. Finally, in line 9, the system call
handler re-registers itself to the discrete event simulation’s main event
loop. Here, we add a delay of 100 ns simulated time to avoid so-called
‘‘poll loops,’’ which could exist in native protocols. The emulated
protocol’s process remains halted after the function finishes. When the
function reaches line 2, the protocol’s execution is continued.
Our description so far only considered a single protocol process
being executed. Multiple protocol processes in simulation are support
as follows: as only one process is executed at the same time, at most
one process is being waited for at any given point in time. To simulate
multiple processes, execution between processes is switched when-
ever a system call is issued. That way, parallel protocol simulation is
linearized analogously to executing ordinary system processes on a
single-core CPU system – except that the switch-over point is not based
on resource usage, but on processes’ system call execution.
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Category II: substitution
Discrete sim. core Syscall wrapper Native protocol
Start protocol
Start process
Run
Loop
gettimeofday
Load time zone arg.
Return time zone arg.
Get sim. time
Return sim. time
Write time value arg.
Write return value 0
Continue execution
Figure 6.5: A category II system call.
© 2019 IEEE
The processing of a category II system call is shown as a sequence
diagram in Figure 6.5. Recall that category II comprises all system calls
that return immediately but need to be modified in order to maintain
repeatability. Common examples are getting the current time or ob-
taining a random number. The strategy to handle these system calls
is to replace their return value with values controlled by the simula-
tor. Discrete event simulators already implement the necessary state
management and methods, so gRaIL only needs to implement proxy
methods for the corresponding system calls.
In Figure 6.5 we discuss the implementation using gettimeofday
as a representative for this system call category shown. The wrapper
intercepts and inspects the system call and classifies it as a category II
call, i. e., no involvement of kernel code is required to determine the
call’s result itself. The handler procedure for this particular system call
is executed and, as a first step, loads the system call’s arguments into
the simulator’s memory. In case of gettimeofday, the first argument
is the a time-value data structure into which the current time is to be
written; the second argument is a data structure that indicates the time
zone in which the date should be returned. On Linux/amd64, argu-
ments to system calls are passed as CPU registers to the kernel. These
CPU registers are mapped to a special memory area that can be read
from and written to via ptrace. In the case of gettimeofday, both
arguments are passed as pointers, so the CPU registers only contain
pointers to emulated protocol specific memory regions. As a second
step, the system call handler thus copies this memory to a local variable
in the simulator process to inspect the time zone argument. Next, the
handler obtains the current simulation time from the simulator core,
converts it according to the time zone argument, and copies it into the
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Figure 6.6: A category III sys-
tem call (omitting protocol pro-
cess initialization). © 2019 IEEE
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native protocol’s memory location that is given by the system call’s
first argument. Finally, the return code 0, which indicates successful
completion of gettimeofday, is written to the process’s rax register,
which is used for system call return values.
Category III: timer-triggered
In contrast to category II, system calls in category III do not return
immediately. As their return is after a fixed time period, however,
these system calls can conveniently be handled by the discrete event
simulator’s event queue. We describe the process using nanosleep
as a representative system call.
Figure 6.6 shows an example sequence diagram for the nanosleep
system call, assuming initial protocol startup has already taken place.
The nanosleep system call has only one parameter: a data structure
that holds the time the processwishes to sleep. The system call wrapper
loads this argument from the process’s memory and parses the time
value. Next, it registers an event with the simulator that is triggered
after the relative time value argument duration; the simulator then
continues executing its main event loop. The native protocol’s process
remains sleeping during this period. After the specified duration
of simulation time, the registered event is triggered: the system call
wrapper writes the return value and continues execution of the native
protocol’s process.
Category IV: context-triggered
Figure 6.7 describes handling of the category IV system call recv,
which is used to read network packet data from a socket. The recv
call has four parameters: the socket number, a pointer to a buffer for
the received packet’s payload, an indicator of the buffer’s maximum
length, and an optional option field. We assume that when the system
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Continue process
Figure 6.7: A category IV system call
(omitting protocol process initialization).
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call recv is issued, a valid socket to receive data from was already
created in the simulation. Despite having a pointer argument for the
buffer, it is not necessary to load the associated memory region. The
wrapper only writes to this region when receiving packets.
Category IV system calls block for an unspecified duration. In our
case, that is until a packet is received by the socket. Therefore, a callback
handler is registered with the simulator. As soon as a registered handler
is executed, it copies the data received to the memory region in the
protocol’s process, honoring the buffer’s maximum size. Before the
process is continued, the number of bytes copied is written to the
return-value register of the protocol process.
Category V: hybrid
The system call select is a typical representative of category V, which
are hybrids of category III and category IV: select allows a process
to register callbacks for socket-related events, e. g., receiving a new
packet. select, however, also allows to specify a timeout duration
after which the call should return even if no registered event occurred.
If the registered timeout event is executed prior to the handler, it un-
registers the handler. Conversely, the handler un-registers the event
when it is executed first.
Moreover, select allows to conditionally block on several network
sockets’ events and specify a timeout. We handle such behavior in
our architecture by having the first handler or timeout event that is
run un-register all remaining handlers and events. Thereby, the pro-
tocol’s process is halted until all obsolete handlers and events are
un-registered.
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6.7 gRaIL Evaluation
We evaluate gRaIL using a Linux-based implementation for ns-3 [56],
which supports more than 55 exemplary system calls. In addition, we
implement the functionality of several kernel sub-systems that can be
accessed through system calls.
The evaluation focuses onmodel verification and validation, i. e., whether
gRaIL-based evaluations impede results, and simulator performance, i. e.,
whether gRaIL is feasible for practical simulation scenarios. As appli-
cation scenarios, we use two examples for commonly used networking
software:
1. an ad-hoc networking scenario using the open link state routing dae-
mon Olsrd [99], and
2. a wired networking scenario using Iperf [63], a tool for performing
network throughput measurements.
For each scenario, we describe the implemented simulation set-up, and
the verification, validation, and performance results.
Olsrd implements open link state routing (OLSR) [28], a MANET
routing protocol, as a user space daemon that modifies the operating
system’s routing tables via kernel interfaces. The Olsrd software is
widely used, e. g., connecting over 400 nodes in the Berlin area as part
of the Freifunk network [44]. A version of OLSR is implemented as part
of the ns-3 distribution. However, ns-3’s implementation does not im-
plement all of the native distribution’s improvements. Therefore, OLSR
is a good candidate for evaluation, as it allows to compare differences
between a common protocol’s re-implementation for discrete-event
network simulators and real-world protocol code.
Iperf 3 is a common network performance analysis tool, best known
for its TCP-based throughput tests. Iperf 3 implements a control chan-
nel to negotiate benchmark parameters and a separate TCP or UDP
connection to perform the actual benchmarking, in the following jointly
referred to as the “Iperf protocol.” Iperf serves to evaluate gRaIL’s suit-
ability for wired networks. It also serves as an example for a TCP-based
protocol in contrast to Olsrd’s UDP-based message exchanges.
We highlight that our proof-of-concept implementation of gRaIL
consists of fewer than 3000 non-empty, non-comment lines of code,
as reported by cloc. Yet, it runs native Iperf and Olsrd protocols in
simulations. Iperf, in comparison, counts more than 8000 lines of code,
whereas Olsrd consists of over 30 000 lines of code. Even the simplified
OLSR model in the ns-3 simulator counts more than 5000 lines of code.
We use ns-3 version 3.28, settings are summarized in Table 6.1.
YANS Wifi model [76] is configured with IEEE802.11g media access
control (MAC) and 2.4GHz physical layer. We consider an obstructed
line of sight and account for multi-path propagation and large-scale
path loss by employing Rayleigh and log-distance propagation loss
models, one superimposed on another [54]. For wired simulations,
links are modeled as full-duplex point-to-point links. To obtain inde-
pendent samples for wired simulations, we employ a (pseudo) ran-
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Wireless setting Value
Transient phase, measure duration 150 s, 300 s
UDP traffic generation OnOffApplication (CBR mode)
Area per node 15m to 20m radius disc
802.11g channel Channel 1, 20Mhz ch.width (*)
Phy. rate adaption mechanism ErpOfdmRate54Mbps (const. rate)
Path loss exponent γ = 3.0 (*)
Reference path loss at 1m 40.1 dBm (Friis at 2.4GHz)
TX-power 16.02 dBm (*)
Antenna gain, cable atten. 0 (*)
Error rate model NistErrorRateModel (*)
Wired setting Value
Simulation duration 100 s
Point to point error model 1 bit error per s
RTT 40ms (=10ms link delay)
Iperf TCP-flow duration 10 s (Iperf 3 default)
(*) ns-3.28 default setting
Table 6.1: Simulation settings.
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domized receive error model with an error rate of one bit error per
second. Simulations run on a system with an Intel Core i7 CPU (four
cores, eight threads, 2.7GHz clock), 24GiB main memory, and Debian
‘‘Stretch’’ (kernel version 4.9.0).
We repeat each simulation at least ten times, using independent
sub-streams of ns-3’s MRG32k3a pseudo-random number generator
(PRNG) [75]. Unless otherwise specified, all data points show the
sample mean, and error bars indicate 95% confidence intervals (using
the non-parametric, bias-corrected and accelerated bootstrap method
[30]). Error bars may not be visible when the confidence is very high.
Ad-hoc networking scenario (Olsrd)
Simulation set-up Figure 6.8 shows the simulated topology: we use
a random disc topology of n nodes that communicate over wireless
links. In addition, a client node C generates generates and sends UDP
packets towards the server node S, which acts as a sink, at a constant
bit rate (CBR). As indicated by the solid lines in Figure 6.8, C and S are
connected via point-to-point links to their respective inner disc nodes.
Client and server nodes are solely simulated by ns-3, thus, all CBR
user traffic is generated within ns-3. Depending on the simulated sce-
nario, the inner disc nodes’ OLSR implementation is either provided
by ns-3, gRaIL, or ns-3’s TAP bridge. Figure 6.9 gives an overview of
the components and relevant data flows in each scenario: most no-
tably, only the TAP bridge involves routing user traffic through Linux
Container (LXC) virtualization and updates to routing tables outside of
the ns-3 simulator. In the case of gRaIL and TAP bridge, OLSR control
traffic is generated outside of the simulation.
The setup requires multiple OLSR features: nodes C and S each
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Figure 6.8: Random disc wire-
less topology for Olsrd simula-
tions (here: n = 5). © 2019 IEEE
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reside in separate IP subnets, which are propagated throughout the
whole network via OLSR host native interface messages; and the disc
nodes find shortest multi-hop paths in the wireless topology and set
routing tables accordingly. The simulated small-scale and larger se-
tups facilitate verification and validation, as well as checking of model
accuracy and simulation performance.
Verification of perfect repeatability To verify our expectation that gRaIL
maintains perfect simulation repeatability, we generated random sim-
ulation topologies and executed each one repeatedly using the same
random seed. For each simulation, we recorded both user traffic and
OLSR control traffic in pcap files, which contain each frame’s content
and headers with precise timestamps in simulated time. In addition,
we configured ns-3 to enrich pcap files with radiotap headers. These
headers show, among other information, the received signal strength
indicator (RSSI), i. e., the signal strength with which each frame was
received by the simulated wireless network adapter. The RSSI is highly
variable for each frame due to the noise introduced by the Rayleigh fast
fading model. Therefore, observed RSSI in the simulation is a strong
indicator for the presence or absence of potential input or output leaks
in gRaIL’s implementation.
We executed a total of 10 simulation scenarios with random disc
topologies (n=30). We repeated each simulation three times, using
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the same configuration and initialization of ns-3’s random number
generator. Next, we checked whether the pcap files were byte identical
for simulation scenarios that used the same random seed and set-up
and, conversely, verified that they differed for scenarios with different
random generator initializations.
100% of the captured traffic was identical when the simulated sce-
nario was identically configured, and 100% of the generated pcap files
differed when the scenario differed in any respect. Note that the pcap
traces contain precise timestamps, which means each frame was sent
and received at the exact same time, with the exact same RSSI, and
fully identical content, including all headers. We consider these results
strong evidence that gRaIL is able to maintain perfect repeatability.
Validation against an emulated testbed The goal of validation is a model
that accurately predicts the performance of its real-world counterpart
[19]. gRaIL loads unmodified, real-world protocol binaries into a dis-
crete event simulator. The combination of gRaIL with a protocol binary
can therefore be considered a (very detailed) model of the protocol.
Ideally, we only want to validate the accuracy of gRaIL in isolation,
not (at the same time) the accuracy of, e. g., ns-3’s path loss and fading
models, bit error model, MAC model, and so forth. The TAP bridge
component of ns-3 [2] allows us to observe the behavior of the real-
world Olsrd protocol implementation, running in LXC virtualization.
As discussed in Section 6.4, ns-3’s TAP bridge is an example for an
emulated testbed [53]. Using such an emulated testbed, we can com-
pare gRaIL-Olsrd to an Olsrd instance that runs in real time and sets
actual Linux routing table entries, but uses the same simulated topol-
ogy, wireless model, and shares much of the network stack (compare
Figure 6.9).
We focus on small, random disc topologies with only five inner-disc
nodes (and thus five virtual machines). This setup accommodates a
common weakness of emulation-based approaches: increased system
load due to large topologies could impede model accuracy. Over 200
simulations with one node per 20m radius disc density, we observed
an average packet delivery ratio (PDR) of 82.8% with gRaIL and 82.1%
with the emulated test bed. The similar, cumulative distribution of the
observed PDRs can be seen in Figure 6.10. Beside the similar PDRs,
Figure 6.10 shows that more than half of the topologies allow for very
good routes, which result in PDRs close to 100%, and about 10% of
topologies are challenging with PDRs in the range 0% to 10%. Thus,
for further statistical analysis, we have to take into account that the
observed PDR is highly correlated with the PRNG initialization, which
determines the random topology.
To validate the gRaIL-based simulation against the emulated testbed,
we consider the similarity of the PDR for each generated topology using
paired tests on identical topologies. The mean difference per topology
in PDR was 0.8 percentage points. Next, we quantify the pairwise
similarity between the models with a statistical equivalence test. The
null hypothesis is that the gRaIL model for Olsrd yields different re-
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Figure 6.10: PDR distribution for OLSR
random disc simulations. © 2019 IEEE
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sults in terms of PDR than the emulation-based testbed. We first
note that the PDR distributions, according to a Shapiro-Wilk normality
test, are not normally distributed (p = 1.63× 10−22  0.05). Conse-
quently, we cannot use Wellek’s equivalence test. Instead, we use the
non-parametric, regression-based two one-sided test (TOST) [111], a
bootstrap-based statistical equivalence test specifically designed for
model validation. This test compares pairs of a prediction (gRaIL’s
PDR) to an observation (TAP’s PDR): the test rejected the null hy-
pothesis of differences between model and observation (at α = 0.05,
margins of similarity e0 = 0.05 and e1 = 25%). Similarly, a robust
TOST equivalence test (Schuirmann’s TOST test [118], using Yuen’s
robust t-test [140]) rejected the null hypothesis of different models as
well (α = 0.05, paired test variant, margin of similarity e = 0.05). We
conclude that gRaIL and TAP bridge models for loading the real-world
OLSR implementation are equivalent for the simulated scenarios.
Model accuracy in a larger scenario Next, we look at scalability aspects
and consider larger and more dense topologies. Here, we also compare
ns-3’s internal OLSR model to the TAP and gRaIL approaches.
The original OLSR protocol uses a simple hop-count metric to de-
termine shortest paths. The Olsrd daemon, in contrast, uses the more
fine grained expected transmission count (ETX) [31] metric per default.
This ETX metric accounts for varying quality levels of links and is
used in the next protocol version’s proposed standard as well [27].
The simulator ns-3 only implements the older, hop-count-based draft
standard [28]. In the following, we compare ns-3’s OLSR model to a
similarly configured Olsrd daemon that is emulated with the proposed
gRaIL approach. Additionally, we show results for gRaIL-loaded Olsrd
with its default configuration, which has the ETX protocol extensions
enabled, and compare results to an emulation testbed, as well.
Figure 6.11 shows PDR results for larger random disc topologies.
Here, the x-axis gives the varying number of nodes in a random disc
topology. To avoid artifacts from too dense topologies (where the
PDR would be close to 100% most of the time), we increase the disc
area proportionally to the number of nodes, effectively keeping the
node density in the disc constant (with one node per 15m radius disc
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Figure 6.11: OLSR model performance
in terms of PDR. Varying number of
nodes in random disc topology (with
constant node density). © 2019 IEEE
area). Since OLSR only determines routing table choices for the inner-
disc nodes, the PDR-relevant user traffic does not pass the system call
barrier. Consequently, gRaIL’s model performance advantage in terms
of PDR over ns-3 in Figure 6.11 must result exclusively from routing
table choices, making an unfair bias of the gRaIL architecture over ns-3
unlikely.
The results show a significant PDR advantage (8.9 to 43.4 percent-
age points) of the gRaIL-modeled real-world OLSR implementation
(default configuration with ETX), when compared to ns-3’s internal
OLSR model. Different from gRaIL, the TAP bridge approach routes
the actual user traffic through virtual machines, which means that
the virtual machines are responsible for acknowledging MAC frames.
Traffic thus has to pass from the simulator process to the forwarding
node’s LXC container and back; the same is true for MAC layer ac-
knowledgments. The TAP bridge model, being a real-time approach, is
susceptible to delays resulting from such overhead, and the observed
PDRworsens faster than with the other models in the larger topologies.
At n = 10 nodes, the PDR is already 7 percentage points worse than
the ns-3 model, at n = 50, the remaining PDR is only 1.7% and thus
25.5 percentage points worse than the ns-3 model. In terms of PDR, the
native OLSR implementation on average outperforms the ns-3 OLSR
model consistently with 6.6 percentage points – evenwhen it is running
without ETX extensions. This confirms previous results from Bikov
et al. [12], who observed similar model performance differences be-
tween ns-3’s OLSR model and the real-world implementation in earlier
versions of ns-3 and Olsrd.
Our findings confirm that differences between native protocol imple-
mentations and simulator-based protocol models can severely impact
the results’ applicability to the real world, be it because of unnoticed
errors in the model or non-standard extensions that are used in native
implementations.
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Figure 6.12: OLSR simulator per-
formance in terms of execution
time. Varying number of nodes in
random disc topology (with con-
stant node density). © 2019 IEEE
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Simulator performance Next, we quantify the simulation execution
time using gRaIL compared to that of vanilla ns-3 simulations and the
TAP bridge approach to evaluate scalability and performance. The
results are shown in Figure 6.12, where the x-axis is chosen identically
to Figure 6.11, but the y-axis shows total simulation execution time. The
TAP bridge approach provides almost constant runtime with respect
to the number of simulated nodes: if the simulation executes faster
than system time, it is throttled by the TAP bridge module. Should,
however, the simulation fail to keep up with the real-time emulated
OLSR software, it causes packet drops due to timeouts. The TAP
bridge thus suffers in model performance with increasing system load,
whereas the other approaches suffer in simulation execution time,
which can be seen by comparing Figure 6.12 to Figure 6.11. From
the remaining two OLSR models, ns-3 provides the best simulator
performance. In comparison, gRaIL-based simulations took (with the
RFC3626 conformant, native OLSR), from 10.2% to 152.0% more time
to finish. With the ETX calculations enabled in the OLSR protocol
implementation, the overhead increases by 20.1% to 78.8% compared
to the RFC configuration. We note that the overhead is, in part, due to
the higher PDR,which causesmore load in the simulator for forwarding
the CBR user traffic.
Finally, we consider both simulator and protocol-process memory
consumption using smem, which reports proportional set size, a metric
that takes into account both per-process memory consumption and
shared memory. Over 10 repetitions, gRaIL’s and ns-3’s simulator
processes required on average 57.6MB and 57.7MB, respectively. For
50 nodes, gRaIL uses 60.0MB main memory and ns-3 66.7MB. In
addition, gRaIL’s OLSR processes each required 347.4 kB and 352.1 kB
for n = 5 and n = 50. That means for 50 nodes, gRaIL simulations
require about 11.0MB more memory than ns-3, which is much less
than typical simulation systems’ available main memory.
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Wired networking scenario (Iperf 3)
Simulation set-up We now show results for executing the TCP-based
Iperf protocol with gRaIL and compare its model accuracy and simula-
tor performance to the alternative compilation approach direct code
execution (DCE) [129].1 We choose DCE for comparison here as the 1 DCE supports several kernel-space
protocol stacks. For comparability, we
have configured DCE to use the ns-3
stack.
best-known alternative compilation approach for ns-3. The simulated
topology is one Iperf server node connected to one Iperf client node
via an intermediate router node R. Figure 6.13 shows each simulated
scenario’s components and traffic flows for node nc.
gRaIL
ns-3 stack
PTP
Node
Iperf
DCE+Iperf
ns-3 stack
PTP
Node
gRaIL dce
Iperf ctrl. flow
Iperf data flow
Figure 6.13: Components and con-
trol flow: DCE vs gRaIL. © 2019 IEEE
Note that all Iperf traffic is generated outside of the ns-3 model stack,
but forwarded over router node R’s inside the simulation.
Having the latest Iperf protocol version, Iperf 3, run as part of a
discrete event simulation with DCE required several preparatory steps.
First, we had to find third-party patched sources, as the original sources
used unsupported system library functions and contained a poll loop
that results in an infinite loop with DCE. Next, the C sources had to be
compiled using specific compiler options to assure DCE-compatibility
of the resulting binary: (1) the binary has to be a dynamic ELF binary;
(2) the binary has to contain all symbols in the symbol table (and
not only symbols that are actually used); (3) the binary must consist
of position independent code; and (4) the binary must not invoke
‘‘fortified’’ library functions, which include additional range checks to
avoid out of bounds accesses, since those are not supported by DCE.
Using gRaIL, none of these steps is required and it is possible to
simply use the official Iperf binary without any modification.2 gRaIL 2 The poll loop in the original Iperf
implementation, while not resulting in
an infinite loop, can negatively affect the
performance of gRaIL.
is capable of loading the modified Iperf version used by DCE as well,
which we use for comparability.
Verification and validation against an existing model We first perform
the same comparison as in Section 6.7 on a sample of 10 simulation re-
sults with varying channel capacity in 1Mbit/s to 30Mbit/s: given an
identical scenario and identical PRNG initialization, all pcap-recorded
traffic was identical in every way for gRaIL. The same was not true
for the DCE model, which we attribute to an unimplemented system
library function that reports, among other statistics, processor utiliza-
tion for the executing process. As DCE leaks this system-provided
information into the simulation, it produces different traffic traces with
each simulation, regardless of PRNG seeds.
Apart from the latter not being perfectly repeatable, we could not
determine significantly different results between gRaIL and DCEwhen
executing the Iperf simulations. Figure 6.14 gives the cumulative distri-
bution of observed throughput. We performed a total of 50 simulations
with channel capacity varying from 1Mbit/s to 30Mbit/s. The ob-
served throughput, except header overhead, closely matches the chan-
nel capacity for both models, which is visible by the almost-matching
steps in the cumulative distribution. In addition, both the regression-
based TOST equivalence test [111] (with α = 0.05, e0 = ±25%, e1 =
±25%) and the pairwise, robust TOST (with e = ±0.3Mbit/s) rejected
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Figure 6.14: Cumulative distribution
of observed throughput. © 2019 IEEE
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the null hypothesis of different model behavior in terms of throughput
(at α = 0.05).
Simulator performance Figure 6.15 shows total execution time as a
function of channel capacity. The figure gives a lower bound based on a
much simpler ns-3 simulation using ns-3’s BulkSendApplication,
which only models an equal-duration TCP transmission without the
control channel, exchange of results, or actual payload. Regardless
of whether DCE or gRaIL is used, both native Iperf protocols fully
saturate the channel, which means there is no unfair bias between
implementations. With larger channel capacity, Iperf sends more data
over its TCP socket, and therefore, both protocol client and server
require more time processing.
Figure 6.15: Total simulation
execution time. © 2019 IEEE
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Surprisingly, gRaIL consistently outperforms DCE despite the more
intricate use of the system barrier as opposed to simpler function calls
within a single process; at 30Mbit/s, gRaIL’s mean performance ad-
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vantage over DCE is 12.6%, and at least 38.2% of gRaIL’s simulator
execution time (only 33.4% for DCE) can be attributed to ns-3 packet
processing.
Evaluation summary
Our evaluation demonstrates that the gRaIL approach to utilize the
system call barrier enables simulating native, binary protocols with
sufficient performance for most applications. Our results show that
the performance is lower than having a dedicated protocol model in
the simulator, but at the same time, it demonstrates the pitfalls of such
a duplicate model: divergent protocol behavior (in this case: worse
route choices). The comparison of gRaIL to the alternative-compilation-
based approach DCE shows: gRaIL performs better in an Iperf-based
TCP simulation. At the same time, gRaIL makes native protocols much
easier to use by not requiring modifications to sources, alternative
compilation, or even availability of sources.
6.8 Chapter Summary
Discrete event network simulations are a powerful tool to evaluate
network protocols. A long-standing shortcoming, however, is their
dependency on separate protocol models that duplicate implementa-
tion efforts and may even impede simulation validity. In this chapter,
we proposed gRaIL, a novel architecture to combine native protocol
implementations with modern discrete event simulators. Our design
is based on exploiting the operating system’s system call barrier to pro-
vide isolation between protocol instances and distinguish pure from
impure operations. Different to existing approaches, gRaIL can execute
binary protocol implementations and requires no modifications to or
even availability of the protocol implementation’s sources.
We instantiated the proposed architecture for the Linux/amd64
platform and demonstrated that it is capable of running full fledged
network protocols, such as OLSR or Iperf, with sufficient accuracy
and performance. We used that gRaIL implementation to improve the
simulation results in Chapter 4 compared to the original publication
[93];3 we believe, though, that the proposed architecture is helpful in a 3 In the original TANDEM publication,
topology information came from a
custom extension of the ns-3 OLSR
model, which, however, resulted in
notably less accurate routes.
much larger context and constitutes an important step towards more
realistic protocol evaluation. This is especially the case with existing –
possibly proprietary – protocols used in the industry.
Our implementation is available on Github as an ns-3 module for
download, experimentation, and extension.4
4 https://github.com/ns3grail
/grail

7Conclusion
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Manufacturing is an important industry sector, and industrial pro-
duction is a driving motor for productivity and job creation in devel-
oped countries. In this context, smart factories not only seek to further
improve productivity and flexibility, but are an answer to the challenge
of the relocation of industrial production into low-wage countries.
Smart factories, encompassing fully sensorized and decentralized sys-
tems, require reliable and efficient wireless protocols for challenging
environments.
This work made several contributions to two integral components
of industrial protocol development: protocol design and protocol eval-
uation. After identifying important properties of industrial protocols,
we proposed several protocol mechanisms in Chapter 3 to Chapter 5,
whereas Chapter 6 regarded protocol evaluation.
At the source, we showed that compression and prioritization based
on the discrete cosine transform (DCT) enables a fast and approximate
preview of information from the production process – with precise
error bounds. Moving prioritization tasks into forwarding nodes, we
showed how larger factories can benefit from such mechanisms with
improved coverage, fairness, and reliability. We also solved two main
challenges that disallow the utilization of network coding for industrial
use cases: first, we proposed a specialized decoding technique for
prioritized, network-coded information, and second, we contributed
an efficient encoding scheme to minimize delay until a preview of
process information is available.
Last, this dissertation examined the evaluation of industrial proto-
cols and identified that state of the art techniques to simulate existing,
possibly proprietary protocols cannot retain important properties of
discrete event simulations, such as perfect repeatability. To address
this shortcoming, we contributed a novel simulation technique that
chooses the system-call level as the barrier between native, binary pro-
tocols and the discrete event simulation. We validated our evaluation
technique on the Linux platform for existing protocols and showed
that it provides sufficient performance for typical protocol evaluation
applications, and we used our technique for the evaluation of protocol
designs that we proposed earlier in this work.
We consider the contributions of this dissertation as important steps
towards smart factories in a changing and developing industrial land-
scape. Although motivated by the requirements of manufacturing
industry, the utility of the contributed protocol mechanisms and evalu-
ation techniques is not necessarily limited to industrial settings. Com-
pression and prioritized transmission of sensor information are simi-
larly important to home automation or autonomous vehicles, and the
contributions to network coding are well suited to scenarios with mul-
tiple receivers or sinks, which is common in multimedia streaming.
Likewise, our proposed protocol evaluation technique simplifies or
enables the simulation of existing protocol implementations, whether
they are industry related or not.
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