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Two-particle rapidity (or pseudorapidity) correlation function C(y1, y2) was used in analysing
fluctuation of particle density distribution in rapidity in high-energy heavy-ion collisions. In our
research, we argue that for a centrality window, some additional correlation may be caused by a
centrality span, when the mean two- and single-particle densities over a centrality window are used
directly in the calculation , just like 〈N(y1, y2)〉 / [〈N(y1)〉 〈N(y2)〉]. We concentrate on removing
the influence of collision-centrality span on correlation function, and two calculation methods are
raised. In one method, correlation coefficients are considered to be the ratios of probabilities (not
the particle density). In the other method, a relative multiplicity is introduced to unity the events
of different centralities. For testing the methods, ampt model is used and a toy granular model is
built to simulate the fluctuation of particle density in rapidity.
I. INTRODUCTION
Hot and dense matter is created in high-energy heavy-
ion collisions. The fluctuation of stopping at early stage
may lead an event-by-event fluctuation of particle den-
sity in rapidity at final stage [1–8]. The particle density
fluctuation in rapidity can be fully parameterized with a
group of polynomials [1], such as Chebyshev polynomials
[1], Legendre polynomials [2] or some other orthogonal
polynomials, just like
ρ (y; a1, a2, · · · ) = ρ0 (y)
[
1 +
∞∑
n=0
anTn (y)
]
, (1)
where ρ(y; a1, a2, · · · ) is the single particle density of
an event, ρ0(y) is the mean particle density over the
events. In Ref. [2], Tn(y) ≡
√
n+ 12Pn(y/Y ), where the
P0(x) = 1, P1(x) = x, P2(x) = (3x
2 − 1)/2, · · · are
Legendre polynomials and illustrated in Fig. 1, and Y
characterizes the range of rapidity fluctuation, |y| < Y
(Here, Y = 6). The event-by-event fluctuation of the
rapidity distribution is described by the parameters an.
For instance, a1 reflects the asymmetry [9] of particle
density distribution in rapidity of an event. 〈a1〉 is null
in the symmetrical collision system, and
〈
a21
〉
does not
have to be null. The variance reflects how the longitudi-
nal shape is changing event by event. On the other hand,
purely statistical particle multiplicity fluctuation can also
cause event-by-event fluctuation in rapidity. Therefore,〈
a2n
〉
=
〈
(aobsn )
2
〉−〈(arann )2〉 was used for describing pure
event-by-event shape fluctuation (nonstatistical compo-
nent of these longitudinal harmonics) [2], where aobsn
characterizes the fluctuations due to finite number of par-
ticles in the events, and arann corresponds purely statisti-
cal fluctuation, see Ref. [2] or Appendix A.
∗ ronghuahe2007@163.com
Two-particle rapidity correlation function C(y1, y2)
was used for calculating
〈
a2n
〉
[1, 10]. The definition
of two-particle rapidity correlation function (2PC) can
be obtained by comparing the double charged hadrons
inclusive cross section d2σ2ch/dy1dy2 to the product of
single charged particle inclusive cross sections dσ1ch/dy.
The definition of correlation function C(y1, y2) can be
expressed as 1
C(y1, y2) =
〈nch〉2
〈nch(nch − 1)〉 ·
σchd
2σ2ch/dy1dy2
(dσ1ch/dy1) (dσ1ch/dy2)
(2)
where σch is the total charged hadron production cross
section, and nch is the charged hadron multiplicity. The
ratio of multiplicity moments is caused by the normaliza-
tion of single- and double-charged hadron inclusive cross
sections as∫
dy1dy2
(
d2σ2ch/dy1dy2
)
= 〈nch (nch − 1)〉σch, (3)∫
dy (dσ1ch/dy) = 〈nch〉 σch. (4)
This definition Eq. (2) insures that C (y1, y2) ≡ 1 when
the charged hadrons are uncorrelated [11].
In recent years, two-particle correlation function was
usually written as
C (y1, y2) =
ρ2 (y1, y2)
ρ1 (y1) ρ1 (y2)
, (5)
where ρ2(y1, y2) and ρ1(y) are two- and single-particle
density distribution, respectively [12–17]. (The differ-
ences between Eqs. (2) and (5) are discussed in Sec. II
and Appendix C.) At a given a0, a1, · · ·
ρ2(y1, y2; a0, a1, · · · )=ρ1(y1; a0, a1, · · · )ρ1(y2; a0, a1, · · · ).
(6)
1 The definition of 2PC is borrowed from two-identical-pion corre-
lation function about pion interferometry in Ref. [11]
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FIG. 1. Illustration of Legendre polynomials.
Because ρ2(y1, y2) and ρ1(y) are averages over ai, 2PC
could be expressed as [1, 2]
C(y1, y2)=1+
∞∑
m,n=0
〈aman〉 Tm(y1)Tn(y2) + Tm(y2)Tn(y1)
2
,
(7)
and 〈aman〉 was expressed as [1, 2]
〈aman〉 = 1
Y 2
∫
[C (y1, y2)− 1]
× Tm(y1)Tn(y2) + Tm(y2)Tn(y1)
2
dy1dy2,
(8)
see Ref. [1, 2] or Appendix B.
But for a centrality window (which is not narrow
enough), if the averages ρ2(y1, y2), ρ1(y1), and ρ1(y2)
are calculated over the events of different centralities, we
found that some positive additional correlations may be
caused (discussed in detail in Sec. II and Appendix C).
For solving such a problem in the calculation of C(y1, y2)
for a centrality window, in Ref. [2], events were divided
into narrow centrality intervals according to their total
multiplicity. And then 2PCs were calculated in each
event class. At last, an average of the 2PCs of the cen-
trality intervals was made as the final result of the whole
window. By the way, this method is denoted by Caverage
for being distinguished with other methods in this paper.
In this paper, we try to calculate C(y1, y2) of a central-
ity window from other ways to remove or reduce the in-
fluence of the centrality window span (or the influence of
the mixing of events of different centralities), and a multi-
phase transport (ampt) model [18] at
√
sNN = 200 GeV
of Au+Au collisions is utilized. For testing the methods,
we made a toy granular model to simulate the event-by-
event fluctuation of particle density in rapidity.
This paper is organized as follows. We discuss the
additional positive correlations calculated with Eq. (5)
in Sec. II. Sec. III shows the methods used for removing
or reducing the influence of centrality span. In Sec. IV,
the calculation methods are tested with ampt model and
a toy granular model. A summary is given in Sec. V.
II. ADDITIONAL POSITIVE CORRELATION
We argue that the mixing of events of different cen-
tralities may cause some additional positive correlations,
and the reasons are shown as follows.
It is said in section I that ρ1(y) and ρ2(y1, y2) are mean
single particle density in rapidity and mean double par-
ticle density over events, respectively. If the events are
divided into event classes according to the centrality 2,
single- and double-particle densities in rapidity can be
expressed as the averages over the event classes, just like
ρ1(y) = 〈ρ1(y; ε)〉 ,
ρ2(y1, y2) = 〈ρ2(y1, y2; ε)〉 , (9)
where ρ1(y; ε) and ρ2(y1, y2; ε) stand for the mean single-
and double-particle densities of an event class around
centrality ε. For explaining where the possible addi-
tional positive correlation come from, we assume that
C(y1, y2; ε) of the event classes are equal to each other
(Here, a centrality window divided into n event classes),
and ρ1(y; ε) decreases with increasing centrality ε. Under
these assumptions, 2PC of the whole centrality window
is bigger than 2PCs of event classes, just like
C (y1, y2) > 〈C (y1, y2; ε)〉 = C (y1, y2; ε) , (10)
because of
〈ρ2(y1, y2; ε)〉
〈ρ1(y1; ε)〉 〈ρ1(y2; ε)〉 >
〈ρ2(y1, y2; ε)〉
〈ρ1(y1; ε)ρ1(y2; ε)〉 . (11)
Inequality (11) is discussed in detail in Appendix C. We
argue that the ”additional correlation” is caused by av-
eraging single- and double-particle densities over a cen-
trality window which is not narrow enough.
For describing such a phenomenon, two-particle pseu-
dorapidity correlation function of the string melting
ampt model (partonic scattering section is 3 mb) of
Au+Au collisions at
√
sNN = 200 GeV is utilized. As
shown in Fig. 2, the centrality window 5%-15% is divided
into two sub-windows 5%-10% and 10%-15%, and 2PC
of 5%-15% (Fig. 2a) is higher obviously than 2PCs of
5%-10% (Fig. 2b) and 10%-15% (Fig. 2c). We guess that
if the influence of centrality window span on C(η1, η2)
is removed, 2PC of 5%-15% should be in the middle of
2PCs of 5%-10% and 10%-15% (discussed in Sec. IV).
It is worth to note that in the calculation of 2PC in
Fig. 2, ρ1(η) is calculated as the ratio of charged parti-
cles number N(η) in a pseudorapidity interval around
2 Centrality is denoted by ε, and it is worth to note that no mat-
ter whether the centrality ε is decided with multiplicity or some
other variables, the discussion in this section will not be influ-
enced.
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FIG. 2. Two-particle pseudorapidity correlation function C(η1, η2) of the string melting version ampt model of Au+Au
collisions at
√
sNN = 200 GeV (partonic scattering section is 3 mb), and the results of centrality windows 5%-15%, 5%-10%,
and 10%-15% are shown in subgraphs (a), (b), and (c), respectively.
η to the interval width δη (in this paper, δη = 0.1),
just like 〈N(η)〉 /δη. And similarly, ρ2(η1, η2) is calcu-
lated with 〈N(η1)N(η2)〉 /δη2. Therefore, C(η1, η2) can
be calculated with the equation 〈N(η1)N(η2)〉〈N(η1)〉〈N(η2)〉 . Consid-
ering the situation η1 = η2, the expression was writ-
ten as 〈N(η1)N(η2)〉〈N(η1)〉〈N(η2)〉 −
δ(η1−η2)
〈N(η1)〉
in Ref. [2]. On the
other hand, for explaining the additional positive cor-
relations, we make an extreme example as follows. We
assume that there is no correlation between particles.
In other words, particles emit independently and ran-
domly. For a certain centrality ε (not a centrality win-
dow), C(y1, y2; ε) =
ρ2(y1,y2;ε)
ρ1(y1;ε)ρ1(y2;ε)
= 1, which is equiva-
lent to ρ2(y1, y2; ε) = ρ1(y1; ε)ρ1(y2; ε). For a centrality
window, we assume that ρ1(y1; ε) and ρ1(y2; ε) both de-
crease with increasing ε, so for the centrality window,
ρ2(y1, y2) = 〈ρ2(y1, y2; ε)〉
= 〈ρ1(y1; ε)ρ1(y2; ε)〉
> 〈ρ1(y1; ε)〉 〈ρ1(y2; ε)〉
= ρ1(y1)ρ1(y2),
(12)
which is equivalent to C(y1, y2) bigger than 1. The de-
tailed discussion is shown in Appendix C.
Where is the additional positive correlation come
from? In the normalized definition of two-particle ra-
pidity correlation function Eq. (2), it is obvious when
the charged hadrons are uncorrelated, C(y1, y2) ≡ 1. We
guess that the additional positive correlation is caused
by the 2PC expression Eq. (5) where the particle den-
sity distributions are utilized. Single- and double-particle
density distributions in rapidity can be expressed as
ρ1(y1) = dσ1ch/ (σchdy1) , ρ1(y2) = dσ1ch/ (σchdy2) ,
ρ2(y1, y2) = d
2σ2ch/ (σchdy1dy2) , (13)
Therefore, the difference between Eqs. (2) and (5) is
a ratio 〈nch〉2 / 〈nch (nch − 1)〉. It’s notable that for
a specific centrality (or a centrality window narrow
enough), if we assume that nch obeys a Poisson distri-
bution (the variance of nch is equal to its expectation),
〈nch〉2 / 〈nch (nch − 1)〉 = 1. But when the centrality win-
dow is not narrow enough, the assumption of the Poisson
distribution may be not suitable 3, and some positive cor-
relation may be added.
III. METHODS
For removing or reducing the influence of the mixing
of events of different centralities, in Ref. [2], events in a
centrality window were divided into some narrow central-
ity intervals. In this section, we try to solve this problem
from other ways.
A. Cdefintion method
In this method, we deduce the expression of C(y1, y2)
(which can be used directly in calculation) from its defi-
nition. Eq. (2) can be written in another way as 4
C(y1, y2)=
d2σ2ch/dy1dy2
σch 〈nch(nch−1)〉
/(
dσ1ch/dy1
σch 〈nch〉 ·
dσ1ch/dy2
σch 〈nch〉
)
= Psame (y1, y2) / [P1 (y1)P1 (y2)]
= Psame (y1, y2) / Pdiff (y1, y2) , (14)
where Psame(y1, y2) is the probability density of a pair
of particles with rapidities y1 and y2 chosen from the
3 Some discussions about the influence of centrality window on
forward-backward multiplicity correlation strength [19–21] with
a negative binomial distribution are in Ref. [22].
4 The core idea of dealing with two-particle correlation function
as the ratio of Psame(y1, y2) to Pdiff(y1, y2) is borrowed from the
research about the two-identical-pion interferometry [23–25].
4same event, Pdiff(y1, y2) is the probability of a pair of
particles chosen from different events, which is equal to
the product of the single particle probability densities
P (y1) and P (y2).
5 Psame and Pdiff can be expressed as
Psame (y1, y2)=
∑
iNi (y1)Ni (y2)−δ(y1−y2)Ni (y1)
δy1δy2
∑
i nch,i (nch,i − 1)
, (15)
Pdiff (y1, y2) =
∑
i6=j Ni (y1)Nj (y2)
δy1δy2
∑
i6=j nch,inch,j
, (16)
where i and j stand for the event numbers. δy1 and
δy2 are the widths of the rapidity bins around y1 and
y2, respectively. N(y1) and N(y2) are the numbers of
particles falling into y1- and y2-bins. nch is the number
of charged particles in an event in rapidity range [−Y, Y ]
(In this paper, Y = 6). By taking Eqs. (15) and (16)
into Eq. (14), two-particle rapidity correlation function
can be calculated with
C(y1, y2)=
[ 〈N(y1)N(y2)〉
〈N(y1)〉 〈N(y2)〉−
δ(y1 − y2)
〈N(y1)〉
] 〈nch〉2
〈nch(nch−1)〉 ,
(17)
when the number of events is big enough. And
Eq. (17) could be understood as C(y1, y2) =
ρ2(y1,y2)
ρ1(y1)ρ1(y2)
·
〈nch〉
2
〈nch(nch−1)〉
.
B. Crelative method
In this part, we try to introduce a relative multiplicity
to calculate C(y1, y2) without the influence of centrality
fluctuation (or centrality span) in a centrality window. 6
From the discussion in Sec. II, we consider that Eq. (5)
is suitable for calculating C(y1, y2) at a specific centrality
(real centrality) or a centrality interval which is narrow
enough. The single- and double-particle densities in ra-
pidity can be calculated as
ρ1(y1) = 〈N(y1)〉 /δy1, ρ1(y2) = 〈N(y2)〉 /δy2,
ρ2(y1, y2) = 〈N(y1)N(y2)〉 / (δy1δy2) ,
ρ2(y1, y1) = 〈N(y1) [N(y1)− 1]〉 / (δy1)2
(18)
where N(y) is the number of particles in the rapidity
bin around y, and δy is the bin width. Therefore, for a
5 Pdiff(y1, y2) = P1(y1)P (y2) is only suitable for the discussion
under the assumption: for a centrality window, the shapes of
mean single-particle probability density distribution P1(y) of dif-
ferent centralities are similar with each other. In other words, the
Cdefinition method should be used for a centrality window which
is not too wide. In our test with the ampt model of Au+Au
collisions at
√
sNN = 200 GeV, when the centrality window is
not wider than 5%, it works well.
6 The core idea of the relative multiplicity was raised in the re-
search about removing or reducing the influence of centrality fluc-
tuation on forward-backward multiplicity correlation strength
[26].
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FIG. 3. Illustration of reference windows in the Crelative
method.
specific centrality, 2PC can be calculated with
C(y1, y2; ε) =
〈N(y1)N(y2)〉ε
〈N(y1)〉ε 〈N(y2)〉ε
− δ(y1 − y2)〈N(y1)〉ε
, (19)
where ε stands for the specific centrality, and the aver-
aging over the events is denoted by 〈· · · 〉 ε.
The collision centrality depends on the impact param-
eter. But in experiments, the impact parameter cannot
be determined directly, so in this method, charged parti-
cle multiplicity within a rapidity range (which does not
overlap the y1 and y2 bins) was used, and called reference
multiplicity Nref [27]. The reference range is illustrated
in Fig. 3.
In this method, reference multiplicity is used not only
for centrality cut. For a certain centrality ε, the expecta-
tion of reference multiplicity is denoted by µref. There-
fore, 2PC at ε can be expressed as
C(y1, y2; ε) =
〈n∗(y1)n∗(y2)〉ε
〈n∗(y1)〉ε 〈n∗(y2)〉ε
− δ(y1 − y2)
µref 〈n∗(y1)〉ε
, (20)
where n∗(y1) ≡ N(y1)/µref and n∗(y2) ≡ N(y2)/µref, and
are called ideal relative multiplicity. In a centrality win-
dow (Here, it is a reference multiplicity window in fact),
if we assume that the shapes of rapidity probability dis-
tributions of different centralities are similar with each
other, 〈n∗(y)〉ε = 〈n∗(y)〉. Therefore, 2PC of the cen-
trality window can be expressed as (discussed in detail
in Appendix D)
C(y1, y2) =
〈n∗(y1)n∗(y2)〉
〈n∗(y1)〉 〈n∗(y2)〉 −
δ(y1 − y2)
µref 〈n∗(y1)〉 , (21)
where 〈· · · 〉 without a sub-index stands for the average
over the centrality window. But this equation cannot be
used for calculating 2PC directly, because for an event,
the ideal relative multiplicities n∗(y1), n
∗(y2) and refer-
ence multiplicity expectation µref cannot be gotten ex-
perimentally.
5For a measured multiplicity Nref, we assume that its
expectation µref obeys a Gaussian distribution around
Nref with a half-width
√
Nref. Reference multiplicity (NO
”ideal”) is defined as n(y) = N(y)/Nref. For a centrality
window (reference multiplicity window), the relationship
between the averages of ”relative multiplicity” and ”ideal
relative multiplicity” can be expressed as (see Ref. [26]
or Appendix D).
〈n(y1)〉 = 〈n∗(y1)〉 , 〈n(y2)〉 = 〈n∗(y2)〉 ,
〈n(y1)n(y2)〉 = 〈n∗(y1)n∗(y1)〉
(
1 +
1
〈Nref〉
)
,
〈
n2(y1)
〉
=
〈
n∗2(y1)
〉 (
1 +
1
〈Nref〉
)
,
〈 1
Nref
〉
=
〈 1
µref
〉
,
(22)
Taking Eq. (22) into Eq. (21), 2PC can be expressed as
C (y1, y2)=
〈n(y1)n(y2)〉(
1+ 1〈Nref〉
) 〈n(y1)〉 〈n(y2)〉 −
δ(y1−y2)
〈n(y1)〉
〈 1
Nref
〉
,
(23)
where relative multiplicities n(y1) ≡ N(y1)/Nref, n(y2) ≡
N(y2)/Nref and reference multiplicity Nref can be mea-
sured experimentally.
IV. TESTING THE METHODS WITH AMPT
MODEL AND A TOY GRANULAR MODEL
In Fig. 4, for the string melting ampt model of Au+Au
collisions at
√
sNN = 200 GeV (partonic scattering sec-
tion is 3 mb), two-particle pseudorapidity correlation
function C(η1, η2) of centrality windows 5%-15%, 5%-
10%, and 10%-15% are calculated with three methods.
For the Caverage
7, Cdefinition, and Crelative methods, the
centrality windows are cut with multiplicity of all parti-
cles, number of charged hadrons within pseudorapidity
range [−Y, Y ], and reference multiplicity Nref, respec-
tively.
It is seen obviously in Fig. 4 that 2PCs are all very
week and around 1, and the results with different meth-
ods are similar with each other. For the Caverage and
Crelative methods, 2PC of 5%-15% is in the middle of
2PCs of 5%-10% and 10%-15%, and this phenomenon
is more reasonable than the results in Fig. 2, which are
calculated with the ratio of ρ2(η1,η2)
ρ1(η1)ρ1(η2)
[Eq. (5)] directly.
Unfortunately, the Cdefintion method is suitable for the
centrality windows wider than 5%. By the way, the verti-
cal scale in Fig. 4 is different from Fig. 2. In other words,
for ampt model, C(η1, η2) calculated with the Caverage,
Cdefinition, and Crelative methods are weaker than the re-
sults in Fig. 4. In addition, they are closer to 1, and even
lower than 1 (negative correlation).
7 This method was raised in Ref. [2] and introduced simply in Sec. I
of this paper.
On the other hand, we build a toy granular model to
simulate the particle density fluctuation in rapidity. This
idea is borrowed from some researches about two-pion
correlation [28–31] and some similar simulation based on
blast-wave model [32–34]. We assume that an event is
composed of some random granules, and the particles in
a granule share the same collective rapidity. Fig. 5 illus-
trates the particle density distributions of the granules in
a random event. In Fig. 5, Ng is the number of granules,
µg is the expectation of number of particles in a granule,
σy is the half-width of the particle density distribution
of a granule. Here, the rapidity of particles in a gran-
ule obeys a Gaussian distribution around the collective
rapidity, and the collective rapidity distribution is bor-
rowed from mean rapidity distribution of ampt model
used above, though this assumption is rough.
More than 2 × 105 random events are made with the
granular model (Here, µg = 10 and σy = 1.0) by utilizing
the distribution of charged hadron multiplicity (|y| < 6)
of ampt model used above. We deduced the theoret-
ical expression of
〈
a2n
〉
of the granular model in Ap-
pendix E, as shown in Eq. (E6). For testing the 2PC
calculation methods,
〈
a2n
〉
as a function of centrality 8
is calculated with Eq. (8) and shown in Fig. 6. It’s seen
that for n = 1, 2, · · · , 8, the 〈a2n〉 calculated with Caverage,
Caverage and Caverage are similar with the results of deriva-
tion as shown in subgraph (a), (b), and (c), respectively.
But for n = 0, the differences between them can be ob-
served as shown in subgraph (d).
In addition, we observe that
〈
a2n
〉
increases with cen-
trality in Fig. 6. It can be explained as: when the mul-
tiplicity expectation µg of granules is set, for less central
events, there are less granules, which may lead to more
violent fluctuation of particle density distribution.
V. SUMMARY
The additional positive correlation is presented in
the calculation utilizing the ratio of two-particle den-
sity ρ2(y1, y2) to product of single-particle densities
ρ1(y1)ρ1(y2) with ampt model of Au+Au collisions at√
sNN = 200 GeV. We argue that this phenomenon is
due to a mixing of events of different centralities in a cen-
trality window. In other words, this phenomenon may be
caused by the centrality span. For removing or deducing
the influence of centrality mixing (or centrality span), the
Cdefinition and Crelative methods are raised. In Cdefinition
method, the expression for calculating C(y1, y2) is de-
duced from the normalized ratio of two-particle probabil-
ity to product of single-particle probability [Eq. (2)]. In
Crelative method, a relative multiplicity is introduced for
8 Here, for the Caverage and Cdefinition methods, centrality bins
are cut with charged particle multiplicity within [−Y, Y ], and for
the Crelative method, centrality bins are cut with the reference
multiplicity illustrated in Fig. 3.
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FIG. 4. C(η1, η2) calculated with Caverage [2], Cdefinition, and Crelative method are drawn in the 1st, 2nd, and 3th columns. In
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FIG. 5. For the granular model, when Ng , µg , and σy are
set to 15, 10, and 1.0, respectively, the probability density
distributions of granules in a random event (blue full curve)
and a total probability density distribution of the event (red
dashed curve) are shown.
unifying the events of different centralities, and the bias
caused by fluctuation of reference multiplicity is modified
under a Gaussian assumption. The methods are tested
with ampt model and a toy granular model which sim-
ulates particle density fluctuation in rapidity. For ampt
model, 2PC of 5%-15% is in the middle of 2PCs of 5%-
10% and 10%-15%, as expected. For the granular model,
most of results of theoretical results
〈
a2n
〉
(n = 1, 2,
. . . , 8) can be reproduced with the calculation methods,
though for
〈
a20
〉
, the differences between the results of
model and derivation can be seen.
ACKNOWLEDGMENTS
We thank Yan Yang, Hang Yang, Professor Wei-Ning
Zhang and Professor Jing-Bo Zhang for the advices and
discussions.
Appendix A: 〈aman〉 without statistical fluctuation
In this part, we aim at why 〈aman〉 without statistical
fluctuation was written as
〈
aobsm a
obs
n
〉− 〈aranm arann 〉.
The y distribution of particles in an event can be un-
derstood as the sum of statistical fluctuation and the
particle density distribution without statistical fluctua-
tion, and the latter can be seen as a collective part, and
the former can be seen as a non-collective part. Before
the discussion, some functions are defined as follows:
(1) ρ(y; a0, a1, a2, · · · ): the particle density without
statistical fluctuation (which can be understood as the
”collective” part).
(2) ρran(y; aran0 , a
ran
1 , a
ran
2 , · · · ): the particle density dis-
tribution including only statistical fluctuation (which can
be understood as ”non-collective”).
(3) ρobs(y; aobs0 , a
obs
1 , a
obs
2 , · · · ): the particle density dis-
tribution including both event-by-event fluctuation and
statistical fluctuation (which can be understood as the
sum of ”collective” and ”non-collective”).
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FIG. 6. For the granular model with µg = 10 and σy = 1,〈
a2n
〉
(n = 1,2,· · · ,8) as a function of centrality are calcu-
lated with the Caverage , Cdefinition, and Crelative methods and
drawn as makers in (a), (b), and (c), respectively, and the
corresponding deduced results are drawn with curves. In (d),
comparisons between
〈
a20
〉
of derivation and these three meth-
ods are shown.
(4) ρ0(y): the mean single-particle density distribu-
tion.
For an event,
ρobs(y; aobs0 , a
obs
1 , a
obs
2 , · · · ) = ρ0(y)
[
1 +
∑
n
aobsn Tn(y)
]
,
ρran(y; aran0 , a
ran
1 , a
ran
2 , · · · ) = ρ0(y)
[
1 +
∑
n
arann Tn(y)
]
,
8ρ(y; a0, a1, a2, · · · ) = ρ0(y)
[
1 +
∑
n
anTn(y)
]
, (A1)
where Tn(y) ( n = 0, 1, 2, · · · ) are complete orthogonal
basis functions. Because the observed particle density
distribution ρobs(y; aobs0 , a
obs
1 , . . . ) can be understood as the
sum of the ρ(y; a0, a1, . . . ) and pure statistical fluctuation
ρran(y; aran0 , a
ran
1 , . . . )− ρ0(y). Hence,
ρobs(y; aobs0 , a
obs
1 , . . . )= ρ(y; a0, a1, . . . )
+
[
ρran(y; aran0 , a
ran
1 , . . . )−ρ0(y)
]
, (A2)
⇒
∑
n
aobsn Tn(y) =
∑
n
arann Tn(y) +
∑
n
anTn(y). (A3)
By utilizing the orthogonality of Tn(y), for an event,
aobsn = a
ran
n + an. (A4)
It is assumed that arann is independent of am, no matter
whether m = n or m 6= n. Therefore,〈
aobsm a
obs
n
〉
=〈aranm arann 〉+〈aman〉+〈aranm 〉 〈an〉+〈arann 〉 〈am〉 ,
(A5)
Besides, from the definition of ρobs and ρran, it is known〈
ρobs(y; aobs0 , a
obs
1 , a
obs
2 , · · · )
〉
= ρ0(y), (A6)
〈ρran(y; aran0 , aran1 , aran2 , · · · )〉 = ρ0(y). (A7)
Taking the expressions of ρobs and ρran in Eq. (A1) into
Eqs. (A6) and (A7), respectively,∑
n
〈
aobsn
〉
Tn(y) = 0,
∑
n
〈arann 〉 Tn(y) = 0. (A8)
By utilizing the orthogonality of Tn(y) and Eq. (A4),〈
aobsn
〉
= 0, 〈arann 〉 = 0, 〈an〉 = 0, n = 0, 1, 2, · · · (A9)
Taking Eq. (A9) into Eq. (A5),〈
aobsm a
obs
n
〉
= 〈aranm arann 〉+ 〈aman〉 . (A10)
Appendix B: calculating 〈aman〉 with two-particle
rapidity correlation function
Two-particle rapidity correlation function can be ex-
pressed as
C(y1, y2)=
〈
ρobs (y1; a1, a2, · · · ) ρobs (y2; a1, a2, · · · )
〉
〈ρobs (y1; a1, a2, · · · )〉 〈ρobs (y2; a1, a2, · · · )〉
= 1 +
∞∑
m,n=0
〈
aobsm a
obs
n
〉
Tm(y)Tn(y). (B1)
For the events including only statistical fluctuation,
Cran(y1, y2) = 1, so that
Cran(y1, y2)= 1 +
∞∑
m,n=0
〈aranm arann 〉Tm(y)Tn(y) = 1,
⇒
∞∑
m,n=0
〈aranm arann 〉Tm(y)Tn(y) = 0. (B2)
Taking Eq. (B2) into Eq. (B1) and utilizing Eq. (A10),
C(y1, y2)=1 +
∞∑
m,n=0
〈aman〉Tm(y)Tn(y),
=1+
∞∑
m,n=0
〈aman〉 Tm(y1)Tn(y2)+Tm(y2)Tn(y1)
2
(B3)
By utilizing the normalization and orthogonality ex-
pressed as 1
Y 2
∫ Y
−Y
∫ Y
−Y Tm(y1)Tn(y2)dy1dy2 = δmn, in-
tegrating both sides of Eq. (B3), we can get
1
Y 2
∫ Y
−Y
∫ Y
−Y
[C(y1, y2)− 1]Tµ(y1)Tν(y2)dy1dy2
=
∞∑
m,n=0
〈aman〉 δmµδnν + δmνδnµ
2
= 〈aµaν〉 ,
(B4)
which is equivalent to Eq. (8).
Appendix C: positive correlation caused by
centrality span
In this part, we explain where the additional positive
correlation is from, when 2PC is calculated with Eq. (5).
In a centrality window, we assume that the 2PCs of nar-
row sub-windows are equal to each other. For example,
in the centrality window 10%-20%, we assume
C(y1, y2; 10%)=C(y1, y2; 11%)= · · ·=C(y1, y2; 20%)=c.
(C1)
Here, C(y1, y2; ε) stands for the 2PC of a centrality bin
around ε, the bin widths are all equal to 1%, c is a con-
stant. Hence,
ρ2(y1, y2; 10%)
/[
ρ1(y1; 10%)ρ1(y2; 10%)
]
= ρ2(y1, y2; 11%)
/[
ρ1(y1; 11%)ρ1(y2; 11%)
]
= · · ·
= ρ2(y1, y2; 20%)
/[
ρ1(y1; 20%)ρ1(y2; 20%)
]
= c.
(C2)
⇒ 〈ρ2(y1, y2; ε)〉〈ρ1(y1; ε)ρ1(y2; ε)〉 =
∑
ε ρ2(y1, y2; ε)∑
ε ρ1(y1; ε)ρ1(y2; ε)
= c.(C3)
Besides, we assume that
ρ1(y1; 10%) > ρ1(y1; 11%) > · · · > ρ1(y1; 20%), (C4)
ρ1(y2; 10%) > ρ1(y2; 11%) > · · · > ρ1(y2; 20%). (C5)
Therefore,
〈ρ1(y1; ε)〉 〈ρ1(y2; ε)〉 < 〈ρ1(y1; ε)ρ1(y2; ε)〉 , (C6)
⇒ 〈ρ2(y1, y2; ε)〉〈ρ1(y1; ε)〉 〈ρ1(y2; ε)〉 >
〈ρ2(y1, y2; ε)〉
〈ρ1(y1; ε)ρ1(y2; ε)〉 , (C7)
⇒ C(y1, y2; 10%−20%) > c, (C8)
where, 〈· · · 〉 stands for the average over all the centrality
bins within 10%-20%. By comparing Eqs. (C1) and (C8),
9we argue that some additional positive correlation may
be caused by a wide centrality span.
It is notable that in the derivation above, this propo-
sition is used
a1 > a2 > · · · > an > 0
b1 > b2 > · · · > bn > 0
}
⇒ 〈ai〉 〈bi〉 < 〈aibi〉 . (C9)
It is proved as follows.
〈aibi〉 > 〈ai〉 〈bi〉 (C10)
⇔n
n∑
i=1
aibi −
n∑
i=1
n∑
j=1
aibj > 0 (C11)
⇔


a1(b1−b1)+a1(b1−b2)+· · ·+a1(b1−bn)
+a2(b2−b1)+a2(b2− b2)+· · ·+ a2(b2− bn)
+ · · ·
+an(bn−b1)+an(bn−b2)+· · ·+an(bn−bn)>0
(C12)
⇔
n∑
i=1
n∑
j=i+1
(ai − aj)(bi − bj) > 0 (C13)
⇐
{
a1 > a2 > a3 > · · · > an > 0
b1 > b2 > b3 > · · · > bn > 0
proved. (C14)
Appendix D: detailed derivation of Crelative method
In this section, some detailed derivations about the
Crelative method are added. For a certain centrality ε,
C(y1, y2; ε) can be expressed as Eq. (20), just like
C(y1, y2; ε) =
〈n∗(y1)n∗(y2)〉ε
〈n∗(y1)〉ε 〈n∗(y2)〉ε
− δ(y1 − y2)
µref 〈n∗(y1)〉ε
=
〈[
n∗(y1)− 1µref δ(y1 − y2)
]
n∗(y2)
〉
ε
〈n∗(y1)〉ε 〈n∗(y2)〉ε
,
(D1)
where n∗(y1) ≡ N(y1)/µref and n∗(y2) ≡ N(y2)/µref. It
is equivalent to
C(y1, y2; window) 〈n∗(y1)〉ε 〈n∗(y2)〉ε
=
〈[
n∗(y1)− δ(y1 − y2)
µref
]
n∗(y2)
〉
ε
.
(D2)
Here, we assume C(y1, y2; ε) of different centralities in
the window are equal to each other, and denoted by
C(y1, y2; window). If we assume the shapes of single-
particle probability density distribution in rapidity of dif-
ferent centralities are similar with each other,
〈n∗(y)〉ε = 〈n∗(y)〉 (D3)
where 〈· · · 〉WITHOUT a sub-index ε stands for the aver-
age over the whole centrality window, and it is equivalent
to
∫ · · · f(ε)dε, where f(ε) is the centrality probability
density distribution in the window. Averaging both sides
of Eq. (D2) over the events in the window and utilizing
Eq. (D3),
C(y1, y2; window) =
〈[
n∗(y1)− δ(y1−y2)µref
]
n∗(y2)
〉
〈n∗(y1)〉 〈n∗(y2)〉 .
(D4)
It is equivalent to Eq. (21).
On the other hand, under the Gaussian assumption,
we deduce the relationship between the averages about
ideal relative multiplicity n∗(y) and relative multiplicity
n(y) as follows. Here, for a measured Nref, we assume
that µref obeys a Gaussian distribution as
G
(
µref;Nref,
√
Nref
)
=
1√
2piNref
exp
[
− (µref−Nref)
2
2Nref
]
,
(D5)
where µref and
√
Nref can be understood as the truth
value and statistical error of a measured Nref, respec-
tively. It is worth to note that the Gaussian approxima-
tion is not suitable enough for the most central events
such as 0%-5%, and it is discussed in detail in Ref. [26].
When the most central windows are avoided, under the
Gaussian assumption,
〈 µref
Nref
〉
=
∫∫
µref
Nref
G
(
µref;Nref,
√
Nref
)
h (Nref) dNrefdµref
= 1, (D6)〈 µ2ref
N2ref
〉
=
∫∫
µ2ref
N2ref
G
(
µref;Nref,
√
Nref
)
h (Nref) dNrefdµref
= 1 +
1
〈Nref〉 , (D7)
where h (Nref) is the probability density function of Nref
in a centrality window (in fact, it is a Nref window).
We define an ideal relative reference multiplicity nref ≡
Nref/µref, and Eq. (D7) can be simplified to
〈
1
nref
〉
= 1
and
〈
1
n2
ref
〉
= 1 + 1〈Nref〉 .
By utilizing Eqs. (D6) and (D7), the relationship be-
tween 〈n(y1)〉, 〈n(y2)〉, 〈n(y1)n(y2)〉,
〈
n2(y1)
〉
,
〈
1
Nref
〉
and 〈n∗(y1)〉, 〈n∗(y2)〉, 〈n∗(y1)n∗(y2)〉,
〈
n∗2(y1)
〉
,
〈
1
nref
〉
can be expressed as
〈n(y1)〉 =
〈
N(y1)
µref
µref
Nref
〉
=
〈
n∗(y1)
1
nref
〉
= 〈n∗(y1)〉
〈
1
nref
〉
= 〈n∗(y1)〉 ,
10
〈n(y1)n(y2)〉 =
〈
N(y1)
µref
N(y2)
µref
µ2ref
N2ref
〉
=
〈
n∗(y1)n
∗(y2)
n2ref
〉
= 〈n∗(y1)n∗(y2)〉
(
1 +
1
〈Nref〉
)
,
〈
n2(y1)
〉
=
〈
N2(y1)
µ2ref
µ2ref
N2ref
〉
=
〈
n∗2(y1)
〉〈 1
n2ref
〉
=
〈
n∗2(y1)
〉 (
1 +
1
〈Nref〉
)
,〈
1
Nref
〉
=
〈
1
µref
µref
Nref
〉
=
〈
1
µref
〉〈
1
nref
〉
=
〈
1
µref
〉
. (D8)
Similarly, 〈n(y2)〉 = 〈n∗(y2)〉. Here, the correlation between n∗(y1) (or n∗(y2)) and nref is ignored. Taking Eq. (D8)
into Eq. (D4) and ignoring the correlation between n∗(y1) (or n
∗(y2)) and µref, the expression of 2PC of the Crelative
method [Eq. (23)] can be gotten.
Appendix E: theoretical expression of C(y1, y2) and 〈aman〉 of granular model
C(y1, y2) and 〈aman〉 of the granular model are deduced as follows. In this part, G(x;µ, σ) stands for a Gaussian
function of x with an expectation µ and standard deviation σ. In this toy granular model, we assume:
(1) number of particles mg in a granule obeys a Gaussian function G(mg;µg,
√
µg);
(2) the normalized collective rapidity probability distribution function is denoted by fg(yg);
(3) rapidity of particle in a granule obeys a Gaussian function around the collective rapidity yg, which is denoted
by G(y; yg, σy).
For an event with Ng granules, when the granular multiplicity mgi and the granule rapidity ygi (where the sub-index
i = 1, 2, . . . , Ng is the ordinal number of granules) are known, the single- and double-particle density distributions
can be expressed as
ρ1(y;mg1 ,mg2 , · · · , yg1 , yg2 , · · · ) =
Ng∑
i=1
mgiG (y; ygi , σy) , (E1)
ρ2(y1, y2;mg1 ,mg2 , · · · , yg1 , yg2 , · · · ) =
Ng∑
i=1
Ng∑
j=1
mgimgjG (y; ygi , σy)G
(
y; ygj , σy
)
. (E2)
When the granule-multiplicity expectation µg and the granular collective rapidity distribution fg(yg) are both known,
ρ1(y) =
∫
· · ·
∫ [ Ng∑
i=1
mgiG (y; ygi , σy)
] Ng∏
j=1
fg(ygj )G
(
mgj ;µg,
√
µg
)
dygjdmgj = Ngµg
∫
G (y; yg, σy) fg(yg)dyg, (E3)
ρ2(y1, y2) =
∫
· · ·
∫ Ng∑
i=1
Ng∑
j=1
mgimgjG (y1; ygi , σy)G
(
y2; ygj , σy
) Ng∏
k=1
fg(ygk)G
(
mgk ;µg,
√
µg
)
dygkdmgk
=Ng (Ng − 1)µ2g
∫
G (y1; yg, σy) fg(yg)dyg
∫
G (y2; yg, σy) fg(yg)dyg
+Ng
(
µ2g + µg
) ∫
G (y1; yg, σy)G (y2; yg, σy) fg(yg)dyg.
(E4)
The theoretical expression of 2PC of the granular model is calculated as the ratio of ρ2(y1, y2) to ρ1(y1)ρ1(y2) (Here,
the number of granules Ng is a constant),
C(y1, y2) =
ρ2(y1, y2)
ρ1(y1)ρ1(y2)
=
1
Ng
(
1 +
1
µg
) ∫
G (y1; yg, σy)G (y2; yg, σy) fg(yg)dyg∫
G (y1; yg, σy) fg(yg)dyg
∫
G (y2; yg, σy) fg(yg)dyg
+ 1− 1
Ng
. (E5)
Taking Eq. (E5) into Eq. (8), 〈aman〉 can be expressed as
〈aman〉 = 1 + µg〈M〉Y 2
∫ Y
−Y
∫ Y
−Y
∫
G (y1; yg, σy)G (y2; yg, σy) fg(yg)dyg∫
G (y1; yg, σy) fg(yg)dyg
∫
G (y2; yg, σy) fg(yg)dyg
Tm(y1)Tn(y2)dy1dy2 − 2δm0δn0
Ng
. (E6)
The factor 1
Ng
(
1 + 1
µg
)
in Eq. (E5) can be written as
1+µg
〈M〉 , just like the ratio in Eq. (E6). Here 〈M〉 = Ngµg can be
11
1y6−
4− 2−
0 2 4
6
2
y
6−4−
2−
02
4
6
) 2y
,
 
1y(
C
0.99
1.00
1.01
1.02
1.03
1.04
1.05
=200GeVNNs(a) AMPT Au+Au 
    40%-45%
1y6−
4− 2−
0 2 4
6
2
y
6−4−
2−
02
4
6
) 2y
,
 
1y(
C
0.99
1.00
1.01
1.02
1.03
1.04
1.05
=10.00gµ=2.00,  α(b) 
1y6−
4− 2−
0 2 4
6
2
y
6−4−
2−
02
4
6
) 2y
,
 
1y(
C
0.99
1.00
1.01
1.02
1.03
1.04
1.05
=14.00gµ=2.50,  α(c) 
1y6−
4− 2−
0 2 4
6
2
y
6−4−
2−
02
4
6
) 2y
,
 
1y(
C
0.999
1.000
1.001
1.002
1.003
1.004
1.005
=2.76TeVNNs(d) AMPT Pb+Pb 
    20%-25%
1y6−
4− 2−
0 2 4
6
2
y
6−4−
2−
02
4
6
) 2y
,
 
1y(
C
0.999
1.000
1.001
1.002
1.003
1.004
1.005
=5.00gµ=0.40,  α(e) 
1y6−
4− 2−
0 2 4
6
2
y
6−4−
2−
02
4
6
) 2y
,
 
1y(
C
0.999
1.000
1.001
1.002
1.003
1.004
1.005
=7.50gµ=0.60,  α(f) 
FIG. 7. Comparisons between C(y1, y2) of ampt model and the deduced results of granular model [Eq. (E11)]. For Au+Au
collision at
√
sNN = 200 GeV, 2PC for the centrality window 40%-45% are shown in subgraph (a). In subgraph (b) and (c),
2PC are calculated with Eq. (E11) with σevent,y and 〈M〉 which are gotten from corresponding data in (a), and the parameters
µg and α are adjusted and signed in the subgraphs. The similar calculations are made for Pb+Pb collisions at
√
sNN =
2.76 TeV, and the results are shown in (d), (e), and (f).
In addition, for simplifying the expression of 〈aman〉, we assume that granule-rapidity distribution fg(yy) is a
Gaussian function with an expectation 0 and a standard deviation σyg , denoted by
fg
(
yg;σyg
)
=
1√
2piσyg
exp
(
− y
2
g
2σ2yg
)
. (E7)
For simplifying the following expressions, we define α ≡ σ2y/σ2yg , which can be understood as a relative width of
granule in rapidity. Taking Eq. (E7) into Eqs. (E5) and (E6), C(y1, y2) and 〈aman〉 can be expressed as
C(y1, y2) =
1
〈M〉
{
(1 + µg)(α + 1)√
(α+ 2)α
exp
[
−y
2
1 + y
2
2 − 2(α+ 1)y1y2
2σ2ygα(α+ 1)(α+ 2)
]
− µg
}
+ 1, (E8)
〈aman〉 = 1 + µg〈M〉
1
Y 2
∫
α+ 1√
(α+ 2)α
exp
[
−y
2
1 + y
2
2 − 2(α+ 1)y1y2
2σ2ygα(α + 1)(α+ 2)
]
Tn(y1)Tn(y2)dy1dy2 − 2µgδm0δn0〈M〉 . (E9)
Under the Gaussian assumption of fg(yg), the rapidity distribution in events can be expressed as
dNch
dy
∝
∫
G(y; yg, σy)fg(yg;σyg )dyg =
1√
2pi
√
α+ 1σyg
exp
[
− y
2
2(α+ 1)σ2yg
]
, (E10)
which can be understood as a Gaussian distribution with a half-width σevent,y =
√
α+ 1σyg . Taking σevent,y into
Eqs. (E8) and (E9), C(y1, y2) and 〈aman〉 are expressed respectively as
C(y1, y2) =
1
〈M〉
{
(1 + µg)(α + 1)√
(α+ 2)α
exp
[
−y
2
1 + y
2
2 − 2(α+ 1)y1y2
2σ2event,yα(α + 2)
]
− µg
}
+ 1, (E11)
〈aman〉 = 1 + µg〈M〉
1
Y 2
∫
α+ 1√
(α + 2)α
exp
[
−y
2
1 + y
2
2 − 2(α+ 1)y1y2
2σ2event,yα(α+ 2)
]
Tn(y1)Tn(y2)dy1dy2 − 2µgδm0δn0〈M〉 , (E12)
12
where the σevent,y and 〈M〉 can be measured as the standard deviation of rapidity and mean charged particle mul-
tiplicity, respectively. For ampt model of Au+Au collisions at
√
sNN = 200 GeV (centrality 40%-45%) and Pb+Pb
collisions at
√
sNN = 2.76 TeV (centrality 20%-25%), we try to reproduce the C(y1, y2) by adjusting the parameters
α and µg, and the results are shown in Fig. 7.
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