I. INTRODUCTION
A policy reduces emissions from deforestation and forest degradation (REDD + ) when emissions with the policy are lower than emissions in the absence of policy. To design policy we therefore need an idea of emissions in the absence of policy. This idea is operationalized in a reference rate, a threshold such that a country receives compensation if its emissions fall below the threshold. Current proposals for a policy mechanism to reduce emissions from deforestation and forest degradation only crudely answer this question regarding emissions in the absence of policy. Proposals often answer this question through the use of historical average emissions from deforestation. In this paper, I show how using historical averages is conceptually and empirically inappropriate for setting reference rates. I further show that the use of historical average emissions as reference rates will likely lead to higher implementation costs of a REDD + mechanism. There are two main problems in setting a reference rate. First, the reference rate is a prediction. Although we have a grasp of the drivers of (emissions from) deforestation (Angelsen and Kaimowitz 1999; Pfaff, Amacher, and Sills 2013) , predicting the amount of future deforestation is difficult. Figure 1 shows the variability in deforestation levels over time in the Legal Amazon. 1 Only a remarkably prescient (or lucky) analyst in 1993 could have predicted the following years' deforestation levels-or emissions-with accuracy. It is almost certain that any prediction will differ from the realized rate of emissions.
The second problem is that we would like to know ex post what the rate of emissions from deforestation and forest degradation would have been in the absence of a policy. It is well known that this counterfactual value is impossible to observe (Holland 1986 ). For if a policy is implemented, one cannot simultaneously observe what would have occurred in the absence of that policy. These problems mean we are likely to have had forecast error, the difference between the reference rate and the counterfactual, and have no way of knowing how large this forecast error was.
Further, there is an asymmetry in forecast error: a given overestimation of emissions has different consequences than a given underestimation. Given this asymmetry, I propose that a criterion for reference rates be to minimize the cost of forecast error. Such a criterion is absent from both the academic and policy discussions surrounding reference rates in discussions to reduce emissions from deforesta- tion and forest degradation (Griscom et al. 2009; UNFCCC 2009a UNFCCC , 2009b UNFCCC , 2011 . 2 I illustrate these ideas by forecasting agricultural land expansion across a sample of deforesting countries. I provide evidence that the costs of forecast error are likely to be exacerbated with current proposals for setting reference rates. Many reference rate proposals rely on historical deforestation rates and impose a single model of deforestation across participating countries. I show that both of these assumptions lead to higher forecast error: historical rates of agricultural land expansion are not necessarily the best predictor of future agricultural land expansion, 3 and the most accurate forecast models differ by country. I also show that simple models can outperform more complex models, running counter to intuition that many variables models are required to capture the complexity of the deforestation process (Pirard and Karsenty 2009) .
While not mapping perfectly to deforestation, agricultural land is often used to empir-ically investigate deforestation. 4 This is because agricultural land expansion is one of the main proximate causes of tropical deforestation (Gibbs et al. 2010; Geist and Lambin 2002; Buys 2007) . Agricultural land expansion can be converted to emissions from deforestation by multiplying values with the average carbon content per unit area. For example, there is approximately 1,250 tonnes of CO 2 equivalent per hectare arising from deforestation in Indonesia (Busch et al. 2009 ). Therefore, in this paper references to deforestation can be taken to mean emissions from deforestation. The benefit of using this data is that the forecasts generated are country specific, using a broadly comparable cross-country dataset.
Forest cover data would be preferred; however, forest cover data are currently measured with considerable error (Angelsen 2008) . Tropical deforestation occurs in some of the more remote regions of the planet, which leads to high costs of collecting such information. Even with modern satellite technology can it be difficult to distinguish trends in forest cover (Mayaux et al. 2005) . Some proposals are explicitly designed with data quality in mind (Mollicone et al. 2007; Grassi et al. 2008) . Nevertheless, even if forest cover data were perfectly measured, current reference rate proposals would still generate additional costs.
Measurement error is only a sufficient condition of incorrect reference rates. A necessary condition of incorrect reference rates is that the data be used to predict future deforestation. Prediction fundamentally differs from explaining or summarizing the past. To predict deforestation, a model uses past data to explain future events. To explain deforestation, a model uses past data to explain past events.
For example, the relationship between roads and deforestation is investigated using data on the placement of roads and nearby deforestation (Chomitz and Gray 1996; Pfaff 1999; Deng et al. 2011) . Explaining deforestation takes (say) the density of roads at a given point in time and investigates the correlation with deforestation at that point in time. 5 Now, compare explanation with prediction, where data on roads at a given point in time are used to predict deforestation in subsequent periods. The objective with explanation is to construct a model that explains as much of the variation in deforestation through variation in explanatory variables such as road networks. The objective in prediction is to construct a model that reduces the difference between the prediction and the realized deforestation, or the forecast error.
Since the objectives across explanatory and predictive models differ, so do the criteria for selecting the best model (Auffhammer and Steinhauser 2012) . As both the explanatory variables and the variable being explained are in the same sample of data, criteria for assessing explanatory models are termed insample criteria. Examples of in-sample criteria include information criteria (Akaike or Schwarz) and (adjusted) R 2 . On the other hand, as a prediction is outside of the sample used to generate the predictive model, the criteria used to assess predictive models are termed out-of-sample criteria. Examples of out-of-sample criteria include the mean squared error and the mean absolute error. As reference rates are predictions of future emissions from deforestation and forest degradation in the absence of policy, it follows that in selecting models for reference rates, out-ofsample criteria are relevant. 6 The limits of the data used in this paper are fully acknowledged. My objective here is not to construct reference emissions rates. My objective is to illustrate the assumptions currently underpinning the setting of reference rates. In illustrating these assumptions, the analysis provides some guidance for the use of data improvements expected to arise over the next decade (UNFCCC 2009a (UNFCCC , 2009b . 5 Throughout this paper, the focus is on accounting for the variation in the dependent variable, and so correlations suffice. Where the identification of causality is the objective, more structure in the model is required.
6 Griscom et al. (2009) use out of sample methods to compare reference rate proposals. Unfortunately, there is only one forecast error per proposal. One can make only limited claims about the performance of reference rates based on a sample size equal to one.
II. THE COSTS OF INCORRECTLY SET REFERENCE RATES
As forecast error is inevitable, so are any costs associated with forecast error. The costs are large, with one estimate suggesting that depending on the reference rate, Indonesia could stand to gain anywhere from 0 (and not participating in a REDD + policy), to $3 billion from participating in a REDD + policy (Angelsen 2008) .
Managing the costs of forecast error is not simply a matter of improving the precision of predicting the counterfactual rate of emissions. The nature of the costs depends on the direction of the error. Where the reference rate of emissions is above counterfactual emissions, two different types of costs emerge. First, compensation for emissions reductions will exceed the opportunity cost of participation. These additional payments are not required to provide an incentive to reduce emissions and are a windfall to deforesting nations. These payments could be used to reduce emissions elsewhere. Further, it is possible that a nation may have its cake and eat it through receiving compensation without deviating from counterfactual emissions rates.
Second, costs also arise when a high reference rate is interpreted as the true counterfactual rate of emissions from deforestation. If associated permits are traded in global carbon markets, permits are issued for reduced emissions that did not occur. These permits, often termed "hot air" (Eliasch 2008; Corbera, Estrada, and Brown 2010) , no longer represent mitigated carbon and reduce the effectiveness of global climate mitigation efforts. An additional cost is that the lower carbon prices brought about by increased supply may make other genuine emissions reductions projects unviable.
On the other hand, a reference rate could be below the counterfactual level of emissions. Under this scenario the deforesting nation may not be fully compensated for the opportunity costs of reducing emissions. This missing compensation reduces the value of participation to the deforesting nation, lowering the likelihood of participation.
Further, with other countries receiving compensation for reducing emissions, non- Corridors based on historical averages Grassi et al. 2008 Reference rates constructed using historical averages Herold et al. 2012 Forecasting without forecast errors Combes-Motel et al. 2009 Compensate efforts rather than reduced deforestation Pirard and Karsenty 2009 Compensate efforts rather than reduced deforestation participation potentially carries an additional cost of carbon leakage. Carbon leakage is the change in emissions that arises due to a policy-induced decrease in emissions elsewhere.
So not only does a country not reduce emissions with a low reference rate, the country may deforest more than it otherwise would. Since the costs of forecast error depend on the sign of error, minimizing error is unlikely to minimize the costs of error. To see this, suppose a forecast overestimating the future counterfactual will be more costly than an underestimate. That is, hot air has higher costs than nonparticipation. 7 This being the case, a slightly lower reference rate than the best estimate of the counterfactual could lower the expected costs of implementing a REDD + policy. Minimizing the costs of error as an objective, rather than minimizing error, is consistent with the broader notion of reducing emissions at least cost.
III. EXISTING REFERENCE RATE PROPOSALS
In this section, existing reference rate proposals are discussed. Attention is drawn to two reasons why the costs of forecast error are exacerbated with current proposals. Table 1 summarizes the structure of reference rates for various REDD + policy proposals. The selection is based on the summaries 7 Some proposals have been designed to reduce or eliminate the costs of hot air (Grassi et al. 2008; Combes-Motel, Pirard, and Combes 2009). of Griscom et al. (2009) and Busch et al. (2009) , with additional proposals included. The majority of these reference rates rely on historical reference rates to set their emissions targets. These targets may include national (Santilli et al. 2005) or global deforestation emissions rates (Mollicone et al. 2007; Strassburg et al. 2009; Woods Hole Research Center 2008) . Reference rate proposals may also take uncertainty into account (Joanneum Research 2006; Grassi et al. 2008) .
There are other proposals that eschew the need for setting reference rates (Terrestrial Carbon Group 2008; Herold et al. 2012 ; Combes-Motel, Pirard, and Combes 2009). The Terrestrial Carbon Group (2008) establishes a deforestation budget, allowing each country to clear "economically viable" forest stock over 50 years. Under this proposal we will still require an estimation of economically viable forest stock. Combes-Motel, Pirard, and Combes (2009) eschew reference rates for avoided deforestation in favor of "compensated successful efforts." The idea is to reward efforts instead of rewarding deforestation efforts below reference rates, since accurate reference rates are difficult to establish. The authors are concerned about the risk of hot air and resolve this risk by removing REDD + from carbon markets, something Pirard and Karsenty (2009) also propose. By excluding REDD + from carbon markets, a large source of funds is lost (Tacconi 2009 ).
Finally, I note the analysis of Herold et al. (2012) , who provide a practical framework through which forecasting can be implemented. Owing to implementation difficulties, forecasting reference rates is expected to occur in later phases of REDD + . The authors correctly understand the role of forecasting, and develop a (single) model of forecast deforestation in Brazil. The statistics for forecast accuracy appear to be based upon in-sample criteria rather than out-of-sample criteria.
Weaknesses of These Reference Rate Proposals
There are two main weaknesses of these proposals that I wish to draw attention to. First, reference rates are often based on past deforestation rather than the prediction of future deforestation. Second, reference rates typically impose a single model of deforestation over all countries. Both of these weaknesses raise the costs of forecast error.
Many of the reference rates in Table 1 use historical rates of emissions from deforestation. Even the designers of the corridor approach suggest the use of historical rates for reference upper and lower bounds. The historical rate of emissions from deforestation summarizes past emissions from deforestation; however, a reference rate is set based on future rates of emissions from deforestation.
There is some notion of prediction in some of these proposals, but these proposals predict future emissions in an ad hoc manner. For instance, the reason for the inclusion of global deforestation rates into a country's reference rate is partly to account for carbon leakage. The proposal designers are aware that past rates of deforestation will not predict the future well, and adjust reference rates accordingly. Unfortunately this prediction is ad hoc and the reference rate unlikely to be accurate.
A second problem with current proposals for reference rates is the imposition of a uniform deforestation model across countries. It is true that in these proposals, each country will have a different reference rate because the model is parameterized according to country characteristics. For instance, a higher historical rate of emissions will result in a higher reference rate; however, for all of these proposals, the model of the reference rate is common across countries.
For such reference rates to be accurate, the processes of deforestation and forest degradation need to be equivalent across countries. A great deal of research highlights how the determinants of deforestation are dependent on the local context (Angelsen and Kaimowitz 1999; Buys 2007; Pfaff, Amacher, and Sills 2013) . Further, it is well accepted that macroeconomic processes will differ by country for even the most basic of variables (Lütke-pohl and Krätzig 2004) . Where countries have different processes of forest use, a model that estimates the reference rate well in one country is unlikely to estimate a reference rate well in another country. Assuming an incorrect model generates error in setting reference rates, which raises the costs of implementing a reduced deforestation policy.
I am not suggesting that uniform models provide no insights. Models have their role in both clarifying and improving our understanding of the world. Whether these models have superior predictive power is an empirical question. 8 Here, I raise this empirical question by entertaining the possibility that countryspecific models of deforestation may forecast more accurately than global models.
IV. METHOD
In this section I discuss the forecasting procedure employed in this paper. I begin with a discussion of the general framework, followed by the criteria for model fit.
Country-level forecasts of agricultural land expansion are estimated for the 16 countries with a UN-REDD National Program. 9 Because it is the largest source of emissions from land use, land use change, and forestry (FAO 2013), I also include Brazil.
The sample of countries is small, but sufficient to make the empirical application's argument. I focus on these 17 countries because first, they all are participating in REDD + .
Second, the largest emitters of greenhouse gases from deforestation are included, like Indonesia and Brazil; if the argument holds for these countries, then the argument holds for any REDD + policy. Third, I only need a handful of countries and models to show the heterogeneity in agricultural land expansion process across countries. Indeed, the results are more striking because of the relatively small number of countries and the small number of models employed. 10
General Model
I use a flexible framework that allows different countries to have different forecasting models. The most general model used to estimate agricultural land expansion for country i, τ periods away from time t is equation [1] . The process of agricultural land expansion in a country is best characterized as a unit root process, so the dependent variable will d i,t + τ be the rate of agricultural land expansion.
In equation [1] , is the rate of agriculd i,t − s tural land expansion for region i at time , is a vector of lagged covariates t − s x i,t − r at time , and is a vector of foret − r x i,t +1 casted values of covariates. I have 224 other countries' lagged agricultural land expansion rates in this general framework . I am ald j,t lowing the opportunity for a country's rate of agricultural land expansion to be predicted by a neighboring country's rate. This claim seems plausible, given the discussion concerning carbon leakage (Wunder 2009; Murray, McCarl, and Lee 2004; Meyfroidt and Lambin 2009 ). Further, it has been shown that using spatial lags, in addition to temporal lags, improves forecast performance in other contexts (Giacomini and Granger 2004; Auffhammer and Steinhauser 2007) . Spatial lags are weighted by coefficients , which w ij are assumed to be known in advance. Overall, 92 different models are estimated for each country.
Model Fit Criteria
Equation [1] can be used to generate many different models by changing the combination of right-hand-side variables. The combinations used are presented in Appendix A. To establish which model "best" predicts the future, out-of-sample criteria are required. Outof-sample criteria are based on the forecast error. I use the mean squared error (MSE), which is appropriate where the marginal costs of forecast error increase in the size of the error. 11 Since the costs of setting reference rates too high are qualitatively different from setting reference rates too low, I also develop criteria that account for the direction of error.
To generate these statistics I first need a sample of forecast errors for country i. The procedure to obtain a sample of forecast errors is algorithm 1 (see Appendix B). First, I choose a forecast length τ and a starting year t. The model generates a forecast growth rate, , from which a forecast over agricultural
, can be estimated. Then t iŝ l i,t + τ increased by one and another forecast obtained. The procedure is repeated until the final year in the dataset T, generating a sequence of agricultural land expansion rate estimates. After τ periods, the actual land expansion rate, , and land area, , are
realized, and a forecast error, e i,t + τ = , can be obtained. This forecast
There are many possible error functions that could be used as criteria for model selection. For instance, prior versions of this paper used two additional criteria: mean absolute error (MAE), and the mean Canberra error (MCE), based on the Canberra distance (Lance and Williams 1966, 1967) . The criteria are useful under different assumptions concerning the marginal costs of error. Where the marginal costs of error are proportional to the size of the error, the MAE is useful. Where the marginal costs of error increase in the size of the error, the MSE is more relevant. The MCE would be useful in the case where the marginal costs of error are greater when agricultural land expansion rates are low. Outside of the differences in interpretation, focusing on the MSE does not change the paper's results.
error is obtained for all forecasts. T − t − τ + 1 In this paper, T = 2010, = 2000, and τ = 1.
t Let be a sequence of fore-
cast errors, which are converted to the MSE via equation [2] .
[2]
Because the MSE squares errors, the values of the statistic are not so easy to interpret. The benefit of the MSE is that the statistic punishes higher error terms more greatly. That is, a forecast error of 2% has an MSE equal to 0.02 2 = 0.0004. This is more than twice as costly as an MSE of 1%, 0.01 2 = 0.0001. To compare various models, I use the relative mean squared forecast error (RMSE). The RMSE for a model is calculated by dividing the model's MSE by the benchmark model's MSE. In this paper, the benchmark model will be the historical average deforestation rate over 1990-2000, in line with proposals outlined above.
The MSE cannot assess the direction of error, since the MSE treats overestimates and underestimates equivalently. As a first step to establishing the costs of forecast error, I introduce additional criteria that assess the direction of error. I define a positive error where the forecast is higher than the realized value, and a negative error where the forecast is less than the realized value. Thus, deforesting nations are better off and hot air occurs under positive errors, while deforesting nations incur costs and have an incentive not to participate under negative errors.
In equation [3] , I define the mean positive error (MPE) and the mean negative error (MNE). I also take the mean error (ME), which is just the sum of errors over all forecasts. The ME establishes whether a model forecasts an overestimate or an underestimate on average.
[3a]
[3b] 
is the numn = T − t − τ + 1 − n N P ber of years where the forecast is below the realized expansion rate.
V. DATA
In this section, I discuss the data used in the analysis, discuss their validity in use for investigating emissions from deforestation, and present a preliminary diagnostic test.
The data used come from the World Bank development indicators (World Bank 2013). This is a cross-country panel of all nations. For parsimony, I focus on three variables: agricultural land, income, and population. Agricultural land is in square kilometers, income is gross domestic product in constant local currency units, and population is straightforward. The maximum length time series used in this analysis runs from 1980 to 2010. There are two chief concerns with the data. First, since the data are collected from different national agencies, the data quality will vary from country to country. Second, agricultural land expansion is only a proxy of emissions from deforestation. An alternative dataset is the UN Food and Agriculture Organization's (FAO) forest inventory dataset. There are two main problems with the FAO's dataset. First, as with the agricultural land area data, quality varies across countries. In addition, there is also a concern over the quality of pre-2000 data. Pre-2000 observations are constructed through models of deforestation where observations are missing (Rudel and Roper 1997; Grainger 2008 ). This leaves only Note: "Number of periods" is the number of periods of data available, "land area" is in thousands of square kilometers, and "growth rates" of land area is in percent.
three years' worth of post-2000 data. 12 Using average deforestation rates from three years of levels data leaves only one error estimate.
Data Summary
Summary statistics for agricultural land area for each country investigated are presented in Table 2 . The number of periods is the number of periods where agricultural land area differs in successive periods. This is a measure of data quality. Large deforesting nations like Brazil and Indonesia have good coverage of data (Indonesia's repeated observations were in 1980 and 1982). There are concerns over the data quality in Tanzania, Solomon Islands, and the Democratic Republic of the Congo.
There is substantial variation in agricultural land area across countries. Brazil, Nigeria, and Indonesia have the largest agricultural land areas. Accordingly, these three countries have the largest variation in land area over time. Another sense of the variation adjusts for the size of land area. Given their 12 Specifically the years 2000, 2005, and 2010. size, Cambodia and Vietnam have large variation in agricultural land over time. Overall, variability in agricultural land expansion rates differs by orders of magnitude across countries. This is consistent with each country having different processes of agricultural land area accumulation. This further means that both the forecast error and the costs of error are likely to vary across countries.
Growth rates of agricultural land varied between 0.01% and 2.5% over 1980-2010. Countries with larger agricultural land areas did not necessarily have small rates of agricultural land growth (for example, Indonesia), and vice versa (for example, Zambia).
There is strong evidence that the levels of agricultural land area do follow a unit root process for most countries in the sample. On the other hand, growth rates do not follow a unit root process for any country in the sample. 13 This result has two consequences for the 13 Unit root processes are highly persistent, which means that shocks to a variable (for instance, a large one-off expansion of agricultural land) have very long lasting effects. These persistent processes invalidate standard asymptotic theory that is used for inference, and suggest spurious re- analysis. As mentioned, I will forecast the growth of agricultural land area, rather than the level. Second, the presence of unit roots also provides evidence against the use of historical reference rates. The historical deforestation rate as a reference rate is equivalent to saying that past deforestation predicts future deforestation. A unit root in growth rates says that future deforestation is past deforestation plus an error term. As such, rejection of the unit root without a constant provides some evidence against the use of historical deforestation rates as reference rates.
VI. RESULTS
The section first presents the best-performing model for each country, followed by an investigation into the direction of error.
Best-Performing Model
The best-performing model for each country is presented in Table 3 . In this table are the empirical exercise's main arguments. First, the best forecast model differs by country. Given that the number of models is small, 14 this heterogeneity in best-performing models is striking. There is strong evidence that a global model will not generate the most accurate reference rates at the country level. Second, Table 3 shows that for nearly all countries in the sample, alternative models improve upon historical averages as forecasts.
There is no single model that performs best across the sample. Distributed lag models (equation [A3] 15 ) perform best for eight countries. Except for the case of the Philippines and Solomon Islands, the combination of lags lationships between variables. The null hypothesis that the growth rate of agricultural land expansion follows a unit root process can be rejected at the 1% level for all countries except Ecuador. For Ecuador, the null hypothesis can be rejected at the 5% level. On the other hand, the null hypothesis that the log of agricultural land follows a unit root process cannot be rejected for most countries.
14 Ninety-two models are estimated. For an example of the thousands of possible combinations of forecasting models that can arise from a general model such as [1], see Auffhammer and Steinhauser (2012) , who develop 27,216 models from two general models. 15 All models are presented in Appendix A.
differs across these countries. Overall, imposing one model for each country will result in larger forecast error than allowing country-specific models. Outside of the Republic of the Congo, the improvement in performance by moving from historical reference rates to the best-performing model ranges between 7% and 99%. One reason the historical rate can underperform is that the historical rate will incorporate large shocks in past deforestation rates. An example of this can be seen in Figures 2 Note: The values are the cumulative difference between predicted agricultural land area and realized agricultural land area. The units are hundreds of square kilometers. and 3. 16 These figures show the estimated growth rates of agricultural land and the associated change in levels for the case of Indonesia. Figure 2 shows that the historical reference rate is particularly influenced by one year's decline in agricultural land area. On the other hand, other models investigated are less prone to the influence of outliers, resulting in a better prediction of future agricultural land area, as shown in Figure 3 . 16 Estimated models presented are the historical reference rate and the projected environmental Kuznets curve model, which was the best-performing model in MSE error terms. Table 4 shows the cumulative error in terms of land area in squared kilometers by using the best-performing model. Since land area will be in some sense proportional to emissions and therefore compensation, we can use such a metric to compare the distributional consequences of such a policy. Positive numbers indicate a higher than realized value of land area.
Assuming costs are increasing in the cumulative deviation of the reference level to actual land area, we see that alternative models result in large cost reductions. Brazil and Paraguay would be the biggest winners under historical reference rates, but Indonesia and Nigeria would have little incentive to participate. The average absolute decline in error of the best-performing model is 30% of the historical baseline.
The results also show the heterogeneity in the forecast error rates across countries. Since the deforestation forecast error is likely to differ across countries, so too will confidence about reduced deforestation permits issued across different countries. Where emissions permits are not believed to represent actual Note: Columns three and five are, respectively, the number of years where the best-performing forecast is greater than or less than the realized value. For precise definitions, see equation [3] . MFE, mean forecast error; MPFE, mean positive forecast error; MNFE, mean negative error.
emissions reductions, participants in carbon markets may discount reduced deforestation permits. If permits are not distinguished by country, then some credible permits may lose value through association with less credible permits. On the other hand, distinguishing permits by country might result in some countries receiving the lion's share of REDD + funds.
It is possible that the models in Table 3 may be selected based on chance. That is, the improvements in forecast error do not reflect the ability of the model to capture the underlying deforestation process. Such a-very realpossibility does not invalidate the paper's thesis. First, there are formal techniques to investigate so-called data snooping (White 2000; Hansen 2005) . Second, the possibility of chance guiding model selection reminds us of the impossibility of certainty in setting reference rates. Awareness of this impossibility directs attention away from a search for the perfectly accurate forecast into a conversation about managing this error.
The Direction of Errors in the BestPerforming Models
The paper's final investigation looks at the direction of error with each country's bestperforming model. Recall that asymmetric costs of an incorrect reference rate are likely: a higher reference rate generates hot air and windfall benefits to the deforesting country; a lower reference rate may lead to nonparticipation.
The results are found in Table 5 . There is much heterogeneity in the results, with 10 countries having a positive average error and seven having negative average error. There are five countries with a positive average error and at most two periods of underestimation. These countries would gain from such a baseline. On the other hand, it is difficult to see Tanzania, Vietnam, or Panama agreeing to such a reference rate, with an underestimated reference rate in at least eight periods.
The table allows us to think about the costs of over-and underestimation. Indonesia has an equal number of years of over-and underestimation. However, the underestimates have greater error than the overestimates; on average an overestimate is almost 7,000 km 2 , while underestimates average almost 16,000 km 2 . Such a baseline would cost Indonesia overall, and there may be reluctance to voluntarily enter into such a baseline. Although this is the most accurate forecast, Indonesia may prefer alternative models or selection cri-teria that do not impose substantial costs in some periods. In other words, this framework allows us to trade off the costs of overall error minimization with increased likelihood of participation.
VII. CONCLUSION
Estimating reference rates is a challenge for the implementation of policy to reduce emissions from deforestation and forest degradation. Where the reference rate is set incorrectly, costs arise. By not focusing on outof-sample criteria, current reference rates systematically add to these costs. In this paper, I highlight how current proposals for reference rates can exacerbate the costs of setting reference rates. First, proposals set reference rates without predicting future deforestation. Second, current proposals employ one global model of deforestation that is parameterized according to national deforestation rates.
Through country-specific forecasts of agricultural land expansion, I show that these assumptions are invalid. First, historical benchmarks are unlikely to provide the most accurate forecasts. Second, no universal forecasting model for setting reference rates arises in this analysis. Rather, the conclusion drawn is that each country has its own process of agricultural land expansion. These results imply that current proposals for setting reference rates are likely to increase the costs of reducing emissions from deforestation and forest degradation.
I acknowledge that emissions from deforestation and agricultural land expansion do not map one to one; however, the results indicate that the use of a single model to set reference rates across countries may raise the costs of implementing REDD + policy. This result will become important when data quality improvements allow more countries to set reference rates with forecasting methods (Herold et al. 2012 ).
There will be costs to allowing countryspecific reference rates. First, this may open a window for strategic behavior in setting reference rates. Some countries might have more capacity to obtain more generous reference rates through bargaining power alone. A counterargument is that more open data could be used to assess proposals and prevent such behavior.
I acknowledge this paper's data limitations and note the chief focus of this paper is highlighting the importance of forecast error. Awareness of and focusing on this error in setting reference rates can be used to understand the costs and benefits of different reference rate proposals. Where the costs of measurement error are sufficiently high, then uniformly applied, historical averages could be justified. Importantly, this justification rests on solid economic grounds: lowering the costs of setting reference rates. Further, the criteria suggest that the timing of transitions between phases, as by Herold et al. (2012) , comes down to benefits and costs of transitioning from one reference rate design to another.
The REDD + literature to date has intuitively grasped the notion about the costs of error. For instance, with proposals mitigating the possibility of carbon leakage or hot air in the design of reference rates. I suggest that the costs of error in various reference rate proposals be made explicit and used as a criteria for setting reference rates. Naturally, estimating the costs of error is a worthy topic of future research. Focusing on the costs of error can provide a rationale for nonforecasted reference rates in the short term, can provide guidance on when to transition to using more data intensive techniques, and therefore can also exploit the improvements in data quality expected in the long term.
APPENDIX A: FORECASTING MODELS
In this paper I forecast the following year's agricultural land growth. Outside of the historical average, the models are all specific versions of equation [1] . [A1]
Historical Averages
i,Historical 
Univariate AR(p) Estimates
The univariate AR(p) models have up to four lags of agricultural expansion rates as predictors. This is sufficient for macroeconomic variables (Lütkepohl and Krätzig 2004) .
[A2]
i,t + 1 i,0 ͚ i,s i,t +1− s i,t +1 s = 1
Multivariate Estimates
Thus far I have focused only on agricultural land expansion; however, we know more about the process of deforestation. In particular, population and national income are commonly thought to explain deforestation (Angelsen and Kaimowitz 1999; Van and Azomahou 2007) . This additional information on the process of deforestation could be used to improve forecasts. National income is the GDP in constant local currency units. Where n is the population growth rate and g is the GDP growth rate, [A3]
͚ i,r i,t +1− r i,t +1 r = 1
Forecasted Explanatory Variables
It is possible that models based on in-sample criteria perform very well as forecasts. In this section, I use basic explanatory models deforestation as predictors.
I choose two basic models. First I estimate a basic model using two commonly used explanatory variables: population and income. The second is the environmental Kuznets curve. The models for the forecasts without a lagged dependent variable are in equation [A4] . To convert these models into forecasts of agricultural land expansion, I obtain forecasts of explanatory variables.
where is forecasted GDP growth for country i ĝ i,t +1 at time t + 1, and is the forecast of population n i,t +1 growth for country i at time t + 1. The forecasted data are taken from the IMF World Economic Outlook reports (International Monetary Fund 2013) . There are multiple editions of the World Economic Outlook reports each year, which provide estimates of the following years' national income and population. I take estimated income from the September/October report each year.
Spatial Estimates
Previous authors have shown how forecasts can be improved by using spatial models (Giacomini and Granger 2004; Auffhammer and Steinhauser 2007; Auffhammer and Carson 2008) . In this section, I use agricultural land expansion rates from neighboring countries as predictors of a country's agricultural land expansion rate.
The basic model is in equation [A5] , where is w ij a weight determining how much of a neighbor country j is to country i. Although I am only forecasting agricultural land expansion rates for a handful of countries, j can be any of the 224 currently existing countries, not just those for which I forecast agricultural land expansion.
[A5]
The data for the weighting matrix come from Mayer and Zignago (2011) . The data are in the form of a 224 × 224 matrix, with elements equal to 0 if the row country does not share a border with the column country. The cell equals 1 if the row country shares a border with the column country (Table A1) .
A limitation of this data is that only land boundaries are recognized. Countries that share an offshore border, for instance Papua New Guinea and the Solomon Islands, are not deemed neighbors. A consequence of this tight definition is that islands are not deemed to share contiguous boundaries with any country. As such, spatial forecasts for the Philippines, Solomon Islands, or Sri Lanka cannot be estimated.
It would be possible to manually alter the weighting matrix, but for two reasons I choose not to. First, it is difficult to determine which countries share an offshore border. For instance, a border between Papua New Guinea and the Solomon Islands seems reasonable, but how to treat Sri Lanka and Indonesia remains unclear. I err on the side of clarity in this ex-
