The monitoring of equipment and operating conditions of a complex installation is an important task for an accelerator control system, especially for a machine with high intensity circulating beams like the ISR. It is essential that the control system provides the relevant correct alarms and warnings whilst at the same time not flooding the operators with irrelevant information.
Introduction
The need to have a good alarm system that is reliable, gives concise accurate information on faults, and also provides information on the remedial actions to take has become very important for the ISR. Some aspects of storage ring operation have strongly influenced the design of the alarm system described here.
Proton beams of more than 35 Amps are used at the maximum energy of 31.4 GeV for experimental physics. These high intensities are usually achieved after periods of preparation of the order of ten to twelve hoursl. In such a time scale the tracking of faults is of vital importance in terms of operation time saving. For the ISR one can say that this is the major function of the alarm system as the safety of the machine is generally ensured by proper hard-wired interlock chains on the equipment.
An alarm system reflects the equipment of the accelerator and as such it is always in a state of change, new equipment is installed and old indications can take on new meanings. This continual change puts a load on the operators to be able to respond to alarms in the correct way. As greater and greater demands are made on the performance of the accelerator so the number of monitored quantities increases. With already several hundred different types of alarm condition, referring to many more items of equipment, the task of conveying the urgency and the root cause of an alarm in a simple text message is of considerable importance.In addition enough flexibility must be provided to implement any required modifications without a major rework of the software. These problems have been tackled at the ISR and this paper is intended to give an insight into the alarm system and the facilities it offers. The actual alarm system was introduced at the end of 1979 and by the start of 1980 most of the monitoring programs had been converted to the new system.
The new alarm system
The alarm system is naturally an integral part of the ISR control system 2,3 and has evolved alongside the more recent developments. Consequently many of the tools that directly or indirectly have contributed to the alarm system were developed for the control system as a whole.
The database software, display software and message transport system were readily available when the design of the alarm system was made. The major consequence of this was that the design could concentrate on the operational requirements, without becoming overwhelmed by problems of implementation. This may seem to require an intelligent approach to reduce the number of messages, but was in fact achieved by using the simple method mentioned below.
At the lower levels of the alarm system the equipment is monitored by individual programs which deal with complete subsystems.
Taking advantage of this, the alarm processor limits the number of messages on the screen from a particular monitoring program.
In the present system a maximum of three are shown, and if more are present then a summary message is shown instead.
All the details associated with a summary message may be retrieved at the touch of a button.
In most cases when a fault disappears the monitoring program which generated the original alarm informs the alarm system, and the corresponding message is then erased. However some types of fault message cannot be cancelled automatically (for example partial beam current loss) as it is difficult to define what the correct conditions is. This is typical for situations where changes are monitored rather than reference values.
Facilities are therefore supplied to allow these messages to be manually cancelled.
When, in spite of all precautions and filtering mentioned, a fault condition is continually signalled and then reset without affecting the operation of the machine (as can be the case with a faulty acquisition system or intermittent changing of status bits in the hardware) then the alarm system can be instructed to ignore that fault. Later, when the hardware has been repaired, the fault may be again activated. Over the whole of the ISR this interplay of consequences and reduction posed a non-trivial problem for the alarm system.
The solution adopted was to use database software to fully define the elements of the accelerator and their interrelationships. However the application of this information was left to the individual programs that were intrinsically involved with the various types of equipment that they monitored. The databases operated at two levels.
The lower level database, which already existed for the control system, described the equipment giving its address, units of measurement, scaling factors etc. and several control parameters.
This information was expanded to include such items as the water circuit, octant, sector etc. needed for the consequential and reduction analysis.
The most important items in this database from the alarm system point of view, were the equipment name, its address and the information used in performing the reduction and consequential analysis. The monitoring program sends the format number and a list of parameters to the local alarm processor which forms the second level. This local conversion keeps the monitoring programs small and enables alarm messages to be recorded on disc, or printed at a local printer on each of the subsystem computers. The correct functioning of each subsystem's monitoring is therefore assured even in times of machine shut down, when cabling and other serious upheavals take place affecting the computer network. This is of particular importance for the ISR vacuum system which is monitored 365 days of the year.
A similar scheme of formats with wild card matching options was adopted to match the text of an alarm message with the index to the operational procedures in the HELP facility. The text is made more meaningful by allowing the wild card matches to be substituted into the text. For example, the alarm message 2CR108 SWITCHED OFF may appear for any of the 350 or so power supplies.
2CR108 is one particular power supply. Only one alarm format and one help format will exist for this type of fault. The operational procedure when displayed would, with the substituted wild card text, read : repetitively at various periods ranging from once every 10 to 15 seconds up to once every 10 to 15 minutes.
The most common repetition rate being once a minute.
One of the problems inherent in the monitoring of equipment is that when there are no alarm messages being produced one has to be sure that the equipment is still being monitored. With passive subsystems such as vacuum or cryogenics the accelerator can continue to operate even when the subsystem computer has stopped. With the power supply subsystem a computer stoppage would soon be detected but again the control of the accelerator would not be affected by a stoppage of the monitoring programs.
To resolve this question of reliability a surveillance scheme was introduced at the top level of the alarm system.
The central alarm system maintains a list of the active monitoring programs and each of them must send a message to indicate that it has finished a check.
Overdue conditions can therefore be detected and an alarm message produced.
The operator can request a display of the list of alarm programs telling him when they last ran and how frequently they run. The central alarm system itself is surveyed by means of a hardware watch-dog timer, hard-wired to an audio alarm in the control room.
Conclusions
The operations team have now had more than a year 's experience with the new alarm system and the expectations have been achieved with a high degree of satisfaction.
When important breakdowns affect the machine the filtering of information works very well: the screen display has never overflowed and appears quite sufficient to communicate at any instant all messages concerning major faults. One of the greatest successes was undoubtedly the HELP facility which provided instant instructions on the actions to take when faced with a fault.
