We examine the use of wavelet packets for the fast solution of integral equations with a highly oscillatory kernel. The redundancy of the wavelet packet transform allows the selection of a basis tailored to the problem at hand. It is shown that a well chosen wavelet packet basis is better suited to compress the discretized system than wavelets. The complexity of the matrix-vector product in an iterative solution method is then substantially reduced. A twodimensional wavelet packet transform is derived and compared to a number of one-dimensional transforms that were presented earlier in literature. By means of some numerical experiments we illustrate the improved efficiency of the two-dimensional aproach. 
Introduction
An integral equation formulation is frequently used for the solution of exterior boundary value problems. The domain of the unknown is then restricted to a finite boundary. This reduces the problem dimension by one in comparison to formulations based on partial differential equations. Various fast methods have been proposed for the numerical solution of such integral equation problems with O(N log N ) or even O(N ) complexity, where N is the number of unknowns in a boundary element discretization. Among these are the Fast Multipole Method [18] , methods based on Panel Clustering or Hierarchical Matrices [19] , and wavelet based methods [4, 11] . In this article, we will consider the wavelet approach and apply that method for solving oscillatory problems.
It is well-known that matrix compression methods based on wavelets deteriorate for high frequency problems. Indeed, the compressed wavelet transformed discretization matrix loses its sparsity with increasing frequency. The proportionality constant in the asymptotic complexity estimate O(N ) is therefore a function of the frequency. For the two-dimensional Helmholtz problem, this constant grows almost linearly with the wavenumber k [27, 22] . It is common to choose N proportional to k, yielding an O(N 2 ) complexity for high frequency problems.
The goal of this paper is to describe a fast solution method for the two-dimensional Helmholtz equation with a wavenumber that is large with respect to the size of the boundary. We use an integral equation formulation of the problem and discretize that equation by using boundary elements. Our aim is to solve the corresponding discretized system of equations with an iterative Krylov-space solver. The matrix-vector product will be accelerated by a sparsifying transformation of the discretization matrix based on using wavelet packets. Wavelet packets exhibit a finer frequency resolution than wavelets, and it is shown that they are better suited to compress problems with a certain inherent frequency. This was reported earlier by Deng and Ling [15, 16] and by Golik [17] . Here, we propose a different wavelet packet transform, and show that the results of the above references can be further improved, quite considerably.
We present and motivate the model formulation in Section 2. Some essential theory of wavelets and wavelet packets is recalled in Section 3. The application of wavelet packets to integral equations is discussed in Section 4. Numerical results are presented in Section 5, that demonstrates the matrix compression performance of the wavelet packet basis. We analyze the improved computational complexity in Section 6, and we compare with competitive methods. Finally, we end in Section 7 with some concluding remarks.
Model formulation 2.1 The combined field integral equation for the Helmholtz problem
We consider the two-dimensional Helmholtz equation
defined on the complement in R 2 of a compact and connected region Ω, with Dirichlet or Neumann boundary conditions imposed on the boundary of Ω, i.e., the closed curve Γ. There exist several equivalent formulations of this problem as an integral equation. In this section, we point out the formulation that will be used throughout the article.
Four basic integral operators are widely used in the solution of elliptic boundary value problems: the single layer potential S, the double layer potential D and its adjoint D * , and the hypersingular operator N . These operators are described for the Laplace equation and the Helmholtz equation in, e.g., [25] , both for the two-dimensional and the three-dimensional case. A review of the relevant theory can be found in [24] . The kernel function for the two-dimensional Helmholtz problem is given by
with H
0 (z) the Hankel function of the first kind of order zero and i the imaginary unit. The above mentioned integral operators are given by
The notation ∂ ∂ν(x) and ∂ ∂ν(y) is used to denote the outward normal derivative with respect to the x-variable and the y-variable respectively. The use of these operators leads to the following four integral equation formulations of the exterior boundary value problem,
(
Here, f represents the given Dirichlet boundary condition's right hand side function, and g the Neumann boundary condition's right hand side function. The functions q and r are the densities of the single layer potential and the double layer potential, respectively.
The solution of the exterior Dirichlet and Neumann boundary value problems is unique. However, the integral formulations (2) and (3) become singular for the countably infinite set of values of the wavenumber k that correspond to the eigenvalues of the Laplacian in the interior domain. This singularity can be overcome by combining the formulations. A common formulation in electromagnetics is the so-called Combined Field Integral Equation.
This equation is a linear combination of the equations in (2), and is given by
The scaling factor iωµ 0 , or, equivalently, ickµ 0 , with c the speed of light and µ 0 the permeability of free space, is added so that the solution q has a physical meaning. It represents the current on Γ induced by an incoming electromagnetical wave. Equation (4) is valid for all values of the wavenumber whenever α = 0. The parameter α in (4) can be chosen freely. For the purpose of this article we will choose it such that the condition number of the corresponding discretized system of equations is minimized. This was investigated by Amini [2] , and leads to the choice α = 1 k .
The value of α has a large effect on the condition number of the discrete problem, and thus also on the number of matrix-vector products that are required in an iterative solution method. We will quantify the difference with the common choice α = 1 by means of some numerical results in Section 5.
Collocation and Galerkin approaches for discretization
We will consider two different discretization schemes for equation (4): the collocation and Galerkin methods. For the collocation approach we partition Γ into N segments or elements. A set of pulse basis functions is used, each with height 1 on one element and zero elsewhere. We apply a one point integration formula for the ds y -integrals, as given in [20] . Define ∆ i , r i and n i as the width, center position, and outgoing normal of the ith pulse. The discretization matrix M is then given by
1 (k|r i − r j |)) otherwise.
We also implemented a full Galerkin method, where both the trial and test functions are the scaling functions φ i of Daubechies wavelets [13] . The elements are given by
They can efficiently be computed by using the integration routines described in [23] .
The approximation to the solution of (4) is found by solving
with the elements of M given by (6) or (7) and with b the corresponding discretization of the right hand side of (4) on Γ. Typically, the size N of matrix M is chosen proportional to k. In our numerical experiments, for example, we take 10 elements per wavelength. For solving (8) iterative methods of Krylov subspace type can be very effective. Such methods are based on matrix-vector products. The computational complexity of one matrix-vector product is O(N 2 ). Here, the matrix M will be transformed and compressed in order to obtain a faster matrix-vector product. Several matrix compression techniques will be compared in this paper. The compression error can be measured in different ways. Assume x is the exact solution of (8), and y is the solution of the compressed problem. Then the relative error of the solution and the relative residual error are given by
respectively. The residual error is a weaker error measure, but it is very useful in practice. E.g., in computational electromagnetics applications an approximate solution y with residual error e R represents a current that induces the same electromagnetic field as the exact solution x to a certain precision e R . Both error measures will be considered in the numerical examples.
3 A review of wavelets and wavelet packets
Wavelets
The theory of wavelets is described, e.g., in [14] . We will repeat some basic facts here mainly to establish notation. First, we recall the two scale relation satisfied by the scaling function φ, and we define the corresponding wavelet function ψ as follows,
with suitable choices of coefficients g k and h k . The wavelets have a certain number d of vanishing moments, i.e., ψ(x)x l dx = 0, for l = 0, . . . , d − 1.
Wavelets enable a multiresolution analysis. Define the shifted and dilated wavelet and scaling functions as φ jk (t) := 2 j/2 φ(2 j t − k) and ψ jk (t) := 2 j/2 ψ(2 j t − k). Then the corresponding function spaces V j := span{φ jk (t)} and W j := span{ψ jk (t)} on scale j satisfy
This leads to the decomposition
Any function f ∈ V J can be expanded in the basis of scaling functions {φ Jk (t)} or in the basis suggested by (10), i.e.,
One can go from one representation to the other by using the Fast Wavelet Transform, that is based on a repeated application of the following relations,
Starting at a scale j + 1 with scaling function coefficients v j+1,k , application of (12) gives the values v jk and w jk such that
The inverse transform is performed by using the formula
The computational complexity of the Fast Wavelet Transform and its inverse for a function in V J is O(N ), with N the dimension of V J . Both transforms can conceptually be written as a matrix vector product, with a transformation matrix T ∈ R N ×N and its inverse T −1 .
Decomposition (10) divides the frequency spectrum of the original function space. The scaling functions on the coarse scale capture the lowest frequency content of a function, while the wavelets progressively add more detail and higher frequency content. The basis functions on coarser scales are more localized in frequency, at a cost of spatial resolution, while the basis functions on finer scales are more localized in space, at a cost of frequency resolution.
Wavelet packets
Wavelet packets can be seen as a generalization of wavelets. They were introduced and developed by Coifman, Meyers, Quake and Wickerhauser [8, 10] . The idea is based on additional applications of the so-called splitting trick. In the wavelet transform, function space V j+1 is split into V j and W j , using the filters g and h and the relations (12) . The resulting space V j is split again, a process that is continued until decomposition (10) is obtained.
One can also split function space W j further by using the same filters. Two function spaces are then obtained with direct sum equal to W j . Continued recursive application leads to a binary tree of function spaces with root V J . The basis functions of these spaces are called wavelet packets. The frequency resolution increases downwards in the tree, now also for the higher frequencies, again at the cost of spatial resolution. What part of the frequency spectrum lies in each function space is the subject of [21] . The trees for the wavelet and wavelet packet function spaces are shown in Figure 1 . To describe this more formally, we introduce a parameter n to denote the frequency. Set w 0,0,0 = φ and define recursively
The wavelet packets are now given by w njk (t) = 2 j/2 w n00 (2 j t − k). We represent the function spaces involved by W nj = span{w njk }. A basis of V J = W 0J can be identified by a subset Λ of the set of indices Ξ := {(n, j) ∈ Z 2 }, such that the corresponding wavelet packets w njk form a basis of V J . It is convenient here to use the multi-index notation λ = (n, j). We can expand any function f ∈ V J in the basis denoted by Λ as
Both decompositions of f in (11) are special cases of (15) . A fast wavelet packet transformation can be devised, by using relations similar to (12) . The full wavelet packet decomposition at level J is the transform corresponding to the basis functions w nJk . The computational complexity of this transformation is O(J2 J ) = O(N log N ).
A two-dimensional wavelet packet transform of a matrix A can be defined by applying a one-dimensional transform to all rows and columns of the matrix successively. The resulting matrix is called the rectangular transform of A. Alternatively, a two-dimensional wavelet packet transform can be obtained by considering a quadtree of function spaces of the form W λ ×W µ , for λ, µ ∈ Ξ×Ξ. A subtree with any selection of function spaces that covers V J ×V J leads to a two-dimensional basis. The tensor product basis functions are given by
This approach is called the square transform. The structure of the square transform B of a matrix is shown in the left hand side of Figure 2 (a). We denote each square subblock by B µ,λ .
Best basis algorithm of Coifman and Wickerhauser
It can be proven that, for a vector x of N elements, there exist more than 2 N possible wavelet packet bases. Coifman and Wickerhauser presented a method to find a best basis for a given criterion [10] . The algorithm finds a global minimum for a cost function P ({x λ }), among all possible wavelet packet representations {x λ } of x. It is applicable for cost functions that satisfy P (∅) = 0, and P ({t i }) = i p(|t i |) for some function p, i.e., it is additive. The choice
leads to the wavelet packet transform with the smallest number of elements larger than τ .
The algorithm uses a bottom-up approach. First, a full wavelet-packet decomposition of x is computed up to scale 0. The lowest cost representation of the part of x that lies in
A similar expression can be given for Q(n, 1), n = 1 . . . 2 J−1 . The lowest cost representation of the part of x that lies in W n,j , j > 1, is given by
By induction, the global minimum of P is given by Q(0, J). The corresponding best basis is found by remembering the arguments that minimize the expressions (17) and (18) .
An extension of this algorithm to the two-dimensional case is possible only for the square transform discussed previously. The cost of a subblock B λ,µ is evaluated by P (B λ,µ ). An additive cost function cannot be found for the rectangular transform, since in that case the subblocks corresponding to λ and µ, for λ, µ ∈ Λ, overlap for each combination of λ and µ. Hence, in that case the efficient best basis algorithm can only be approximated.
Wavelet packets for the solution of integral equations 4.1 Earlier work
The use of wavelet packets for the fast solution of integral equations has been considered previously in [17, 15, 16] . Deng and Ling, and Golik independently studied wavelet packet based matrix compression. Both reported a number of significant elements after compression that scales as O(N 4/3 ) for the Combined Field Integral Equation (4) with collocation. Both approaches were based on a one-dimensional transform and, hence, only an approximation to the best basis algorithm was applied. In [17] a top-down approximation to the best basis algorithm is performed on the right hand side of the linear system (8) . The resulting basis is used for compressing the matrix using the rectangular transform. In [15] a top-down approximation to the best basis for the rectangular transform is performed on the matrix in (8) itself. In [16] a one-dimensional wavelet packet basis is constructed that zooms in on the frequency given by k [16] .
Here, we will consider the use of a two-dimensional wavelet packet basis using the square transform. This will increase the freedom in the choice of basis greatly. Moreover, the best basis algorithm can be applied exactly and the sparsity results can be much improved. 
The nonstandard matrix-vector product
A one-dimensional wavelet packet tranform U of a regular matrix M can be written as U = T M T . The matrix-vector product y = M x can then be computed easily as
A matrix-vector product with a matrix obtained after a two-dimensional wavelet packet transformation is more involved, but can still be defined [28] . The algorithm for the matrix-vector product is a three-step procedure. Assume that W is a two-dimensional wavelet packet transform of M . First, the representation coefficients x λ , for λ ∈ Ξ are computed for all scales j = 0, . . . , J. Next, for each block W µ,λ in W that corresponds to a function space W µ × W λ , compute
Finally, the result y is given by
The latter is easily computed by adding the inverse transformation of each y µ . The algorithm is clarified in Figure 2 (a). The right hand side of the figure depicts the representations of x on each scale j. The left hand side of the figure shows the structure of the transformed matrix with subblocks W µ,λ . The matrix-vector product requires one to multiply each subblock on scale j of the dense matrix with the matching block on scale j of x. Note that the structure of the matrix strongly resembles that of the so-called H 2 -matrices used in the fast solution of integral equations [5] . The matrix-vector product is also very analogous. The three steps described above relate directly to the three steps for a matrix-vector product with H 2 -matrices: Forward Transformation, Multiplication, and Backwards Transformation (see [5] ).
The algorithm as described above requires many small matrix-vector products and the construction of special purpose software. It is possible however to simplify the implementation considerably, by noting that the computations can be rewritten as one matrix-vector product with a large very sparse matrix. Consider a block-diagonal matrix S of total dimension N log 2 N × N log 2 N , where each of the log 2 N subblocks of size N × N on the diagonal corresponds to the full wavelet-packetdecomposition of M at a scale j, for j = 0 . . . log 2 N − 1.
(Note that there will be no need to construct S entirely.) Define the extended vector e as the N log 2 N × 1 vector (x 1 , . . . , x j , . . . , x log 2 N ) T , where each subvector x j of N elements corresponds to the full wavelet packet decomposition of x at a scale j. Matrix S and vector e are depicted in Figure 2(b) . The matrix S and the vector e contain all the information that is needed to compute the matrix-vector product for any possible two-dimensional wavelet packet basis by the following algorithm.
1. Compute the extended vector e.
2. Construct the sparse matrix S by copying from S only those subblocks that correspond to a function space W µ × W λ that is in the wavelet packet quadtree.
3. Compute the regular matrix-vector product u = S e.
4. Sum the inverse wavelet-packet transformation of each component of u.
The result is exactly the same as in the previous algorithm. However, the new algorithm is easier to implement since no special data structures are required. Many existing codes already implement optimized matrix-vector products for large, sparse matrices, sequentially or in parallel.
Matrix compression: scaling of the threshold
A compression of the discretization matrix is obtained by discarding small elements in the transformed matrix. The most straightforward implementation uses a fixed threshold value τ , i.e., the compressed matrix W is given by
A more advanced compression strategy utilizes a scale dependent threshold [11] . Such a strategy can improve sparsity, but for the arguments in this paper the simpler strategy is already sufficient. A natural question that arises is how to choose the parameter τ as a function of N or k, in order to guarantee a fixed error. To answer this question, we will construct an estimate for the matrix compression error as a function of τ and N (or k). We will consider the matrix obtained with the collocation scheme, and we measure the matrix compression error as the relative error
First we determine the asymptotic behaviour of M 2 , with M the collocation matrix whose elements are given in (6). The Hankel functions for large arguments behave as The maximum absolute column sum norm M 1 and the maximum absolute row sum norm
. From this and from the inequality M 2 2 ≤ M 1 M ∞ we can deduce that
The orthogonal wavelet transform and orthogonal wavelet packet transform can be represented by a transformation matrix T with T 2 = 1. Therefore,
The error W − W 1 can be bounded by the worst case value N τ . In fact, noting that the number of nonzero elements in W grows approximately linearly in k [27, 22] , the number of discarded elements is also proportional to k and W −W 1 could be bounded by akτ for some real constant a > 0. This will not make a difference compared to the worst case value N τ , because for our purposes k ∼ N . The infinity norm is similar, leading to W −W 2 = O(N τ ). Combined with (21), this yields
The error (20) will be bounded only if
Remark 1. A threshold that is often proposed in the literature is τ = M 1 N [20] . This threshold has indeed the appropriate asymptotic behaviour.
Remark 2. The analysis for the Galerkin matrix with elements given by (7) is largely the same. The integration with the test function φ i would lead to an additional factor ∆ i = O(1/N ) in a one-point quadrature rule, when compared to (7). This is compensated by the product of the two scaling factors 2 J/2 of the trial and test functions φ j and φ i , since 2 J = N . The scaling factors arise from the expression φ Jk (x) = 2 J/2 φ(2 J x − k). Hence, the size of the elements of (7) and (6) is of the same order, and the analysis above leads to the same asymptotic behaviour (22) for the threshold in the Galerkin method.
Choice of wavelet family
The domain in the setting of this article is a closed curve Γ. We can therefore apply periodic wavelets and, by doing so, avoid any edge effects at domain boundaries. This allows us to concentrate solely on the compression effect.
It can be shown that an optimal implementation of the wavelet method, i.e., one that has a computational complexity of O(N ), should employ biorthogonal, rather than orthogonal wavelets [11] . Wavelet packets based on biorthogonal wavelet filters are not guaranteed to be stable however [7] , so we are restricted to orthogonal wavelet packets. We employ the popular Daubechies wavelets since they are compactly supported. Other orthogonal wavelets with finite filters would lead to similar results.
The compression is influenced by the number of vanishing moments d. A larger value of d leads initially to better compression, but also requires a larger number of filter coefficients h k and g k . This increases the computation time of the wavelet and wavelet packet transformations. A suitable tradeoff for the purposes of this article proved to be the choice d = 7.
Total computational complexity
Three phases of the solution method as described in this article contribute to the computational complexity: the setup of the discretization matrix, the wavelet packet transform and thresholding, and the iterative solution of the resulting system. The construction of the full discretization matrix requires O(N 2 ) operations, both for the collocation approach and the galerkin approach. The computational complexity of the best basis algorithm for a matrix is O (N 2 log N ) , slightly larger than the setup cost. The complexity of the solution phase with an iterative method depends on the condition number of the matrix, and on the complexity of the matrix-vector product. The condition number is not significantly influenced by the compression, so the gain of our method lies solely in a faster matrix-vector product. The higher cost for the transformation will be compensated if the same system is solved for several different boundary conditions, since the setup has to happen only once. This is a common case e.g. in electromagnetical engineering, where incoming waves from different angles lead to different boundary conditions. The high transformation cost can be avoided by approximating the best-basis algorithm with lower complexity methods. To this end, we considered a two-dimensional top-down approach: in each step of the wavelet packet transformation, the sparsity of a subblock in the matrix corresponding to a function space is compared to the sparsity in the representation of its four children spaces. If the sparsity is not improved, the subblock is not further transformed. The sparsity of the resulting basis is only a local minimum in the space of all possible bases, compared to the global minimum obtained by the best basis algorithm. However, the costly full wavelet packet decomposition is not required with this approach.
The high setup cost can also be avoided if the size of the elements in a wavelet packet basis can be estimated a priori. A suitable basis can then be selected that leads to a large number of small elements that do not need to be computed. Such estimates are available in the regular wavelet approach, and are based on the vanishing moments of the wavelets and the smoothness of the kernel function. Similar estimates for wavelet packets are not yet available. They should also incorporate the frequency resolution of the wavelet packets and the inherent frequency of the kernel function.
Numerical results
In this section, we will discuss the results of four numerical experiments. First, we evaluate the performance of the discussed matrix compression methods for a fixed threshold that scales with N as determined in Section 4.3. Next, we evaluate the matrix compression for a threshold that is adaptively chosen in order to obtain a fixed error. Third, we investigate the complexity of the number of nonzero entries in the compressed matrices, and finally we discuss the condition number of the model formulation.
We consider two different shapes for the boundary Γ, a circle and a duct, inspired by the shapes used in [15, 27] , see Figure 3 . The circle has diameter D = 1, and the duct has a total circumference D = 16. We have obtained qualitatively similar results with other shapes.
The examples are only model problems; they are used mainly to illustrate the method and its performance. Although a simple geometry, the duct has sharp corners, and a non-convex shape with possible resonances -these are two important complications in two-dimensional wave scattering. The extension of the method to more complicated geometries, including multiple scattering configurations, is straightforward. Applications include the scattering of an incoming electromagnetical wave on a wire grid (a number of cylinders with circular cross section).
The boundary condition in all examples is a plane wave e ikx , incoming at an angle of 45 degrees with respect to the horizontal cross-section of the boundary. The value of k is chosen proportional to N , such that there are 10 degrees of freedom for each wavelength. For completeness, we also depict a solution for one particular value of k in Figure 4 . We compare five compression methods for each example: the regular wavelet transformation itself, the approach of [15] and [17] , discussed in Section 4.1, the two-dimensional best basis algorithm and its top-down approximation. These methods will be referenced respectively by (W), (NearBB1), (RhsBB), (BB2) and (NearBB2). All results were similar for the collocation and the Galerkin approach (7), so we proceed here with only the simpler discretization by collocation (6).
We used the two error measures (9), i.e., the relative solution error and the relative residual error. As a first example, we chose a threshold such that the error for the problem with size N = 128 was about 2.0%. The threshold was then scaled with N as suggested by the estimate (22) . The results are given in Figure 5 . The plotted values are the numbers of The number of nonzero elements (nze) relative to N after thresholding with a scaling threshold. The initial threshold is such that the error (e R or e S ) is 2% for N = 128. nonzero elements in the compressed discretization matrix, divided by N . According to the results of [27, 22] , we expect the line representing the regular wavelet transformation to be linear, i.e., the number of elements grows quadratically with N . This is clearly visible in the Figure. The results show a much reduced number of significant elements of the wavelet packet transformations compared to the wavelet transformation. The residual error criterion increases the sparsity level in all cases. The two-dimensional best basis produces the highest sparsity, and is better than the wavelet transformation by a factor of 17 at N = 4096 for the circle. The wavelet packet basis captures the inherent problem frequency much better than the classical wavelet basis. The factor for the duct is approximately 2.5. Due to the sharpness of the corners and the complex shape, it appears more difficult for the wavelet packet basis to capture all of the relevant frequencies. The computed errors e R and e S are not constant at 2% however, and tend to decrease slowly with N . All values varied between 2.5% and 1% for the (b) nze/N for the duct, eR = 2% Figure 6 : The number of nonzero elements (nze) relative to N after thresholding with an adapative threshold, such that the relative residual error is fixed at 2 ± 0.05%. current example. The errors for the wavelet-packet transformations seemed to decrease faster than for the wavelet transformation. These observations indicate that the scaling threshold (22) is somewhat too restrictive, and that the wavelet-packet transformations not only produce more sparsity, but also a more accurate representation. The threshold can therefore be larger than for the wavelet transformation.
To quantify the maximal possible sparsity in this setting, we choose the threshold in the next example such that the error is kept constant at 2.0 ± 0.05%. Of course, in practice this procedure is not feasible, but for analysis purposes it does provide some additional insight. A binary search algorithm, starting with the scaling threshold as initial value, found a suitable threshold value typically in 4 to 6 iterations. The results are given in Figure 6 for the residual error criterion. The threshold values scaled approximately as O(N −1/3 ) for (BB2). The sparsity is much improved: for N = 4096, (BB2) for the circle requires 36, 596 elements to satisfy the error criterion, compared to 56, 842 in the previous example. The difference for the duct is in this case negligible: 468, 775 elements for the adaptive threshold, compared to 475, 246 for the scaling threshold. The corresponding dense matrix has 16 million elements.
It should be noted that for the duct, (NearBB2) and (BB2) are not significantly better than the one-dimensional (NearBB1). While (BB2) guarantees the best possible compression for a two-dimensional wavelet-packet basis for a fixed threshold, the criterion in which we match the threshold to the final compression error leads to different thresholds for the different methods. The (NearBB2) method is the best one in this case by a small margin. It was verified for other obstacles that the largest gain with (BB2) is obtained for smooth obstacles. For nonsmooth obstacles with corners, such as the duct, the top-down approximations (NearBB1) and (NearBB2) perform almost equally well or sometimes even marginally better than (BB2). The other obstacles considered were an ellipse, a rounded gear wheel and an L-shaped domain with corners.
Finally, we would like to examine the asymptotical complexity of the number of nonzero elements in the compressed matrices as a function of N . Table 2 : Value of β in the estimate S = O(N β ) for the duct, using the residual error criterion.
of significant elements S as S = O(N β ) for some β ∈ R. The value of β can then be estimated from two successive discretizations with N 1 and N 2 unknowns, and S 1 and S 2 significant elements, by β ∼ log(S 1 /S 2 )/ log(N 1 /N 2 ). Tables 1 and 2 show the results for the circle and the duct. The value of β approximates 1.5 for the scaling threshold, but is lower for the threshold that corresponds to a fixed error. The number of elements is therefore empirically O(N 1.5 ) for the scaling threshold, and at best O(N ) for the computed threshold. A complexity of O(N 1.4 ) seems to be a best fit. A rigourous mathematical proof for these empirical complexities has not been found, but an argument that supports the results is given in the next section.
The condition number of the formulation (4) with optimal choice α = 1/k is monotonously but slowly increasing. The values for the test problems are given in Table 3 . The condition number for the duct with N = 4096 unknowns is 465, compared to the moderately large value of 2.5e4 for the formulation with the common choice of α = 1. The latter formulation leads to more irregular behaviour for the condition number. It can be seen from formula (6) for the matrix elements, that the contribution of 6 Computational complexity of the matrix-vector product 6 .1 Sparsity of the discretization matrix
The numerical results demonstrate the improved sparsity of the discretization matrix when using wavelet packets as basis functions. A rigourous proof of the reduced complexity would be rather involved, due to the adaptive nature of the algorithm. However, an estimate is derived below. In addition, insights are gained into the behaviour of the method.
Denote byŵ n (ξ) the Fourier transform of the wavelet packet function w n,0,0 (x). Since w n,0,0 (x) is compactly supported, the same can not hold forŵ n (ξ). However, the main energy ofŵ n (ξ) is located inside a certain frequency band that depends on n. Its size can be estimated from the variance
Ideally, each wavelet packet basis function w n,0,0 (x) has a frequency spectrum inside a band of fixed size, that does not overlap with the spectrum of other basis functions. This is only approximately the case. It is shown that σ n ∼ n δ with δ > 0 a small constant [9] . The size of the band is approximately proportional to the standard deviation
Consider a function that is sampled at N = 2 L equispaced points. The entire frequency spectrum is given by 0 ≤ f < 2 L . In the ideal case, w n,j,k (x) has a frequency spectrum of the form f ∈ [2 j (ξ 0 −1/2), 2 j (ξ 0 +1/2)], i.e., a band of fixed width 2 j , with ξ 0 the average frequency ofŵ n (x). The basis functions w n,j,k (x), n = 0, . . . , 2 L−j − 1, then cover the entire spectrum independently from each other. Now consider the function cos(2πf x), with a frequency f that is proportional to N . A value of ξ 0 , and a corresponding value of n, can be found for any fixed scale j such that f ∈ [2 j (ξ 0 − 1/2), 2 j (ξ 0 + 1/2)]. Hence, the cosine can be represented accurately on scale j by only 2 j basis functions w n,j,k (x), k = 0, . . . , 2 j − 1, independently of N . Both ξ 0 and n scale linearly with N . Now assume a bandwidth of n δ/2 . Then there are O(n δ/2 ) intervals of the form [2 j (ξ 0 − O(n δ/2 ), 2 j (ξ 0 + O(n δ/2 ))] that contain f . Hence, the total number of coefficients required to represent the cosine accurately on scale j has order O(2 j n δ/2 ) = O(2 j N δ/2 ). The value of δ can be determined easily for a given wavelet family from a numerical experiment. We have computed the number of coefficients larger than a fixed treshold for the function cos(2πf x), x ∈ [0, 1], with N = 10f . The result is shown for a wavelet approximation and a best basis approximation in Figure 7 . The number of coefficients in the wavelet approximation scales linearly in N . For the best basis approximation, we have δ/2 ≈ 0.7.
In two dimensions, the number of wavelet coefficients scales as O(N 2 ), and the number of coefficients in the best basis approximation scales as O(N 2δ/2 ) = O(N 1.36 ). This estimate agrees reasonably well with the results of the previous section. The simplified model, i.e., the compression of a two-dimensional function with an inherent frequency, illustrates the principles of the compression of the discretization matrix. The influence of the singularity may be discarded in this estimate, as it can be represented locally on each scale with only few coefficients. 
Comparison to existing methods
Various methods have been proposed in recent years for the solution of wave problems at high frequencies by boundary element methods. The Fast Multipole Method has been extended for high frequency problems, yielding a computational complexity of O(N log N ) in [12] . However, the constants involved are reported to be large. The same complexity can be obtained, again with large constants reported, when using hierarchical basis functions with Hierarchical Matrices [3] . Once the compressed discretization matrix in our approach is computed, the number of operations in a matrix-vector product is essentially proportional to the number of significant elements, with a low proportionality constant.
A technique that has perhaps more in common with our described approach, is the use of plane waves as basis functions [26] . Similarly to suitably chosen wavelet packets, plane wave basis functions incorporate the wave nature of the problem. Numerical results indicate that the typical requirement of 10 basis functions per wavelength is reduced to 2−4 basis functions. This leads to very significant savings. However, this approach only reduces the constants, and does not lower the order of the computational complexity of a matrix-vector product.
Finally, in some cases, the solution of the integral equation may be modelled by a smooth function times a very oscillatory, but known, ansatz function. A discretization approach can then be devised to approximate the non-oscillating smooth function, with a number of operations that is actually independent of the wavenumber [6] . However, currently, this approach is limited to convex obstacles.
Concluding remarks
The two-dimensional wavelet packet transformation is suitable for the compression of the discretization matrix of an oscillatory integral equation. Results previously reported were improved with a factor of up to 6 by the use of this transformation for problems with a smooth boundary. The computational complexity was numerically shown to be approximately O(N 1.4 ), which should be compared to O(N 2 ) for the regular wavelet transformation. The number of matrix-vector products was minimized by the chosen integral equation formulation of the problem. Further, due to a new formulation of the wavelet-packet transformed matrix-vector product, they can be computed by existing software that is optimized for this purpose.
The cost of the setup phase is increased. The method is particularly effective if a solution is required for multiple boundary conditions, or if the solution phase dominates the total computation time. The cost of the wavelet packet transformation can be reduced by approximating the best basis algorithm with a top-down approach. The sparsity is then reduced by a factor of approximately 2 for smooth boundaries, while the results are equally good for boundaries with corners.
