This paper proposes to expand the visual understanding capacity of computers by helping it recognize human sign language more efficiently. This is carried out through recognition of facial expressions, which accompany the hand signs used in this language. This paper specially focuses on the popular Brazilian sign language (LIBRAS). While classifying different hand signs into their respective word meanings has already seen much literature dedicated to it, the emotions or intention with which the words are expressed haven't primarily been taken into consideration. As from our normal human experience, words expressed with different emotions or mood can have completely different meanings attached to it. Lending computers the ability of classifying these facial expressions, can help add another level of deep understanding of what the deaf person exactly wants to communicate. The proposed idea is implemented through a deep neural network having a customized architecture. This helps learning specific patterns in individual expressions much better as compared to a generic approach. With an overall accuracy of 98.04%, the implemented deep network performs excellently well and thus is fit to be used in any given practical scenario.
Introduction
Sign language is an essential medium used by deaf people to communicate with other people in their environment. As sign language doesn't have a speech component through which an average human conveys the emotion behind what he says or does, the facial expressions assume this important role in a sign language.
A computer trained only to understand the language through hand gestures would fail to understand the semantic and structural level context of what the person tries to convey. A lot of literature on this topic [1, 3, 4, 7, 8, 9, 11, 15, 16, 17] has primarily focused on sign language recognition through hand gestures only without considering its facial expressions aspect. Combining classification of facial expressions along with hand gestures would result in a more efficient interpretation [13, 18] .
These facial expressions are called `Grammatical Facial Expressions' (GFEs) as they help to resolve the semantic level ambiguity in human sign language. Facial expression recognition has attracted attention over recent years, because of the fact that it can be very useful in many applications such as speech recording systems which uses sign language to normal language text conversion, subtitling a video in which sign language is conveyed etc. Neural network techniques are used for this topic as it is very efficient in learning complex functions when given enough training data. Previous work on GFE classification [2] is based upon traditional classification methods, thus in turn failing to leverage potential of recent deep learning developments. This paper presents comparison of proposed model performances with those stated by Freitas et al. [9] , with both models being computed on the same dataset. Performance comparisons with a generic fully connected neural network have also been presented. 
Importance of Grammatical Facial Expressions
Sign language consists of mainly two components: manual and non-manual. The manual components consist of hand shape, palm orientation and arm movement. The non-manual components consist of facial expressions, pose and mouth movement. Some signs can be distinguished from manual components only, while rest need the additional non-manual component to distinguish them. The Brazilian sign language system consists of certain words which have nearly identical hand sign formation. They differ from each other only in terms of the facial expression with which they are said. Hence Sign language recognition only through manual cues leads to inefficient and ambiguous classification.
Facial expressions play a vital role in effectively communicating the information through to the listener. In a language such as English, the exclamation mark, question mark, the comma etc. provides the emotion attached to a said sentence by the source. As reshuffling the comma in different positions in same sentence can completely change the meaning of it, in the same way change or absence of GFEs in a sign language can completely change its meaning.
Database Collection
This paper is based upon empirical results computed on `Grammatical Facial Expression Dataset', created by Freitas et al. [9] and obtained under public license from University of California, Irvine Machine learning repository [14] . This dataset is based upon facial expression made by a sign language performer (further mentioned as user) captured through individual video frames. There are eight fundamental types of grammatical markers in Brazilian sign language [Libras] system as stated by Brito [5] and de Quadros et al. [6] . These are as follows, along with their meanings: Multiple frames were captured from each of these marker videos and predefined attribute face points ( Figure 1) were located in each of these frames. The X, Y (frontal image plane) and Z (depth) coordinates of each of these 100 attributes, for each frame were recorded using a Microsoft Kinect TM sensor.
These frames were then hand classified as a binary classification task for each individual class with help of a sign language expert. This procedure was implemented for two users (A and B) so as to reduce any particular user bias present in acquired data. The dataset contains 27965 frames in total, classified into 18 different classes (9 for each user). Description of dataset constituents can be seen in Table 1 .
The implemented test set comprises of 30% of the total dataset available. This gives a sample (frame) count of 400 -450 samples per class (for binary classification) for each user.
Data Pre-Processing
For each attribute, its (X, Y) coordinate points are given in pixels, whereas its Z coordinate is given in mm. As both units are different and hence their numerical ranges being different, Z score standardization is performed on dataset before using it in experimentation. This also makes the learnt model invariant to the location of face in captured frame (i.e. having a different set of attribute numerical values). Some isolated coordinate values missing from the dataset are represented by a placeholder value of '0.0'. Such random values could lead to wrong model learning. Hence, these values are replaced by mean of that particular attribute point's (either X, Y or Z) remaining sample values present in dataset. This particular modification was positively supported by enhanced model performance. Each of the marker's binary classification dataset contains an unequal number of positive and negative cases, with on average negative ones being much greater than positive ones (refer Table 1 ). This might lead the model to be slightly biased towards learning the negative pattern. Hence for training, equal number of both classes are considered. This does lead to an appreciable increase in model performance.
Deep Neural Network Architecture
For this model, a customized feed-forward deep network architecture was implemented. It consists of two hidden layers along with the standard input and output layers. The entire customized architecture can be referred to in Figure 2 . Here, for each sample (frame) the attribute point's standardized X, Y, Z coordinates are fed to a single neuron in the first hidden layer. Thus, 100 neurons present in first hidden layer are tuned to find learning pattern in each of its respective attribute point's coordinates. The space represented by first layer can be expressed as, Subsequently, varied clusters of these neurons are fed to specific neurons in the second hidden layer. As seen from figure 1, certain clusters of attribute points (i.e. first layer neurons) represent specific parts of human face. These respective clusters can be referenced from 
Initialization and Hyper parameter tuning
The Hyper parameters of network are optimized based upon performance comparison of different models having varying hyper parameter values. The optimized values used for model training are as shown in Table 3 . `Tanh' activation function is preferred over other functions owing to its better performance for this model. `Softmax with cross entropy' function is used as activation for the output layer neurons. The weights of entire network and their biases are initialized using Xavier Initialization method [10] . Empirically, this initialization is found to perform better than random initialization for this model, in turn helping the cost function initialize closer to its global minimum.
Network Training
The `Mean Squared Error' function is used as the cost function for this model, expressed as difference between model predictions and its true output values. For training purpose, `Adam' optimization algorithm [12] was implemented owing to its faster convergence rate, being computationally efficient and been lesser dependent on hyper parameter tuning.
The model learning rate is decreased exponentially with a decay ratio of 0.9 in every 7000 iteration steps. This implementation helps the cost function to reach its global minimum value quicker, such that it does not overshoot and miss the minimum when it is close to it, owing to larger initial learning rate. For increasing generalization capacity and to avoid over fitting of model, l2-norm regularization is used in form of a product term with hyper parameter `Regularization Beta', in order to control its contribution to the cost function.
Multiclass classification
For training the network to distinguish between multiple markers, four models having different number of markers to classify are implemented. These models have three, five, seven and nine markers to classify respectively. Corresponding number of neurons are present in the output layer of each model. All possible combinations of markers are used for each of these four model.
Marker combinations are selected separately for User A and User B. Each model accuracy stated in Table 4 is calculated as a mean of these tested combinations. For training and testing the models, positive samples from each marker class in the incorporated dataset are combined to form separate data subsets. These subsets are created according to all possible marker combinations for the four models. This aggregates to about 200 -225 samples per marker class per user.
Results
The accuracy of proposed model on all the markers individually as a binary classification task is shown in Table 5 . It also demonstrates accuracy comparison of proposed model with that of a generic fully connected network with exact same number of hidden, input and output layer neurons, keeping all its model hyper parameters and the optimization algorithm identical. The overall accuracy is calculated as mean of individual class mean accuracies over the three variants (refer Table 5 ), which results to 98.04%. As each marker test set differs in number of samples, better accuracy representation in terms of F score, precision and recall is shown in Table 6 . These values are further compared with Freitas et al. (2014) [9] . For Multiclass classification task, accuracies of four models implemented for each user can be refer to in Table 4 .
Discussion
The F-score, Precision and Recall values obtained are much improved as compared to those of accepted method present in literature. This validates that a customized network architecture as proposed here, is better capable of learning the correlation patterns in different face region coordinates for a particular expression type. The learning constraints provided to the hidden layer neurons in form of the customized architecture, help the model learn the patterns more accurately than a generic fully connected one (Table 5) . For Multiclass classification, the model performs equally well and its accuracy remains mostly constant over range of different number of markers to classify.
Certain considerations include the fact that proposed model was tested on a limited dataset. This leaves it slightly untested over higher variance in certain attribute coordinates. Also this method was tested on only two users as available in the dataset. More users would have GFEs of higher degrees of variance in terms of structure of their face and method of expressing a particular GFE. A larger and more varied dataset can thus help to better train and further validate the proposed model.
Conclusion
The overall accuracy of proposed method is excellent, such that it can reliably be used for classifying GFEs captured in form of video frames. The model performs equally well for both the Binary and Multiclass classification tasks, demonstrating its ability to correctly distinguish between a GFE and a non-GFE and between different types of GFEs. Further work on this topic would involve combining this proposed model with the current accepted methods of hand signs classification, in order to create a much evolved human sign language recognition system.
