We study predictive density estimation under Kullback-Leibler loss in 0-sparse Gaussian sequence models. We propose proper Bayes predictive density estimates and establish asymptotic minimaxity in sparse models.
Introduction and Main results.
Predictive density estimation is a fundamental problem in statistical prediction analysis [1, 7] . Here, it is studied in a high dimensional Gaussian setting under sparsity assumptions on the unknown location parameters. Fuller references and background for the problem are given after a formulation of our main results.
We consider a simple Gaussian model for high dimensional prediction:
(1) X ∼ N n (θ, v x I), Y ∼ N n (θ, v y I), X ⊥ ⊥ Y |θ.
Our goal is to predict the distribution of a future observation Y on the basis of the 'past' observation vector X. In this model, the past and future observations are independent, but are linked by the common mean parameter θ which is assumed to be unknown. The variances v x and v y may differ and are assumed to be known. The true probability densities of X and Y are denoted by p(x|θ, v x ) and p(y|θ, v y ) respectively. We seek estimatorsp(y|x) of the future observation density p(y|θ, v y ), and study their risk properties under sparsity assumptions on θ as dimension n increases to ∞.
To evaluate the performance of a predictive density estimatorp(y|x), we use Kullback-Leibler 'distance' as loss function:
L(θ,p(·|x)) = p(y|θ, v y ) log p(y|θ, v y ) p(y|x) dy.
The corresponding KL risk function follows by averaging over the distribution of the past observation:
ρ(θ,p) = L(θ,p(·|x)p(x|θ, v x ))dx. Now, given a prior measure π(dθ), the average or integrated risk is (2) B(π,p) = ρ(θ,p)π(dθ).
For any prior measure π(dθ), proper or improper, such that the posterior π(dθ|x) is well defined, the Bayes predictive density is given by (3)p π (y|x) = p(y|θ, v y )π(dθ|x).
The Bayes predictive density in (3) minimizes both the posterior expected loss L(θ,p(·|x))π(dθ|x) and the integrated risk B(π,p) in the class of all density estimates, e.g. Sec. 2.4 of [31] . The minimum is the Bayes KL risk:
B(π,p) . (4)
We study the predictive risk ρ(θ,p) in a high dimensional setting under an 0 -sparsity condition on the parameter space. This 'exact' sparsity condition has been widely used in statistical estimation problems, e.g. [17, Ch. 8] . With θ 0 = #{i : θ i = 0}, consider the parameter set:
The minimax KL risk for estimation over Θ is given by (5) R N (Θ) = inf p sup θ∈Θ ρ(θ,p), the infimum being taken over all predictive density estimatorsp(y|x). We often write pde for predictive density estimate. The notation a n ∼ b n denotes a n /b n → 1 as n → ∞ and a n = O(b n ) denotes |a n /b n | is bounded for all large n.
1.1. Main Results.. Henceforth, we assume v x = 1. As the problem is scale equivariant, results for general v x will easily follow. A key parameter is the future-to-past variance ratio (6) r = v y /v x = v y , v = (1 + r −1 ) −1 .
Here v is the 'oracle variance' which would be the variance of the UMVUE for θ, if both X and Y were observed. The variance ratio r determines not only the magnitude of the minimax risk but also the construction of minimax optimal pdes. In our asymptotic model, the dimension n → ∞ and the sparsity s = s n may depend on n, but the variance ratio r remains fixed.
In the sparse limit η n = s n /n → 0, for any fixed r ∈ (0, ∞), Mukherjee and Johnstone [32] evaluated the minimax risk to be: (7) R N (Θ n [s n ]) ∼ 1 1 + r s n log(n/s n ) = 1 1 + r nη n log η −1 n , and a thresholding based pde was shown to attain the minimax risk. By their nature, thresholding rules are not smooth functions of the data. This paper develops proper Bayes pdes -necessarily smooth functionsthat are asymptotically minimax in sparse regimes. Throughout we consider sparse symmetric priors (8) π[η] = (1 − η)δ 0 + 1 2 η(ν + + ν − ), where δ 0 is unit mass at 0, and η ∈ [0, 1] is the sparsity parameter, while ν + is a probability measure on (0, ∞) and ν − is its reflection on (−∞, 0). Priors on θ are built from i.i.d. draws:
where η n = s n /n. The Bayes pde based on prior π n is the product density estimate:p (y|x) = n i=1p (y i |x i ) .
We begin with a discrete 'grid prior' ν + G in which the support points have equal spacing (9) λ = λ(η) = 2 log η −v , and geometric mass decay at rate η v = e −λ 2 /2 . More precisely,
The corresponding sparse grid prior π G [η] built via (8) has a schematic illustration in Figure 1 . Such discrete priors are a natural starting point for our predictive setting given their optimality properties in point estimation, recalled in the next subsection.
Our first result gives a precise description of the first order asymptotic maximum risk of the Bayes pdep G based on the multivariate product prior π G,n . Define
Let r 0 = ( √ 5 − 1)/4 be the positive root of the equation 4r 2 + 2r − 1 = 0, and note that h + r > 0 iff r < r 0 . Theorem 1.1. As η n = s n /n → 0, for any fixed r ∈ (0, ∞) we have
Thus for all r ≥ r 0 ,p G is exactly minimax optimal, while for all r < r 0 , it is minimax suboptimal but still attains the minimax rate, and has maximum risk at most 1.25 times the minimax value, whatever be the value of r.
As the future-to-past variance ratio r decreases, the difficulty of the predictive density estimation problem increases, as we have to estimate the future observation density based on increasingly noisy past observations. Theorem 1.1 shows that rules which are minimax optimal for higher values of r can be sub-optimal for lower values of r. This phenomenon was seen with threshold density estimates in [32, Sec. S.2, Lemma S.2.1] as well as in the recent work of [28] on non-sparse prediction. Schematic for the grid prior. The uniform spacing λ between the support points is shown on the x-axis and the logarithm of the probabilities of the support points on the y-axis, the latter having linear decay.
To obtain asymptotic minimaxity for all r, we need to modify the prior. The Bi-grid π B prior is obtained from π G by selecting an 'inner zone' on which the spacing of the prior atoms is reduced from λ to bλ, where
Note that b < 1 iff r < r 0 . The decay ratio in the inner zone is increased from η v = e −λ 2 /2 to η vb 2 = e −b 2 λ 2 /2 . See Figure 2 for a schematic depiction.
More precisely, π B is a sparse symmetric prior of form (8) with
The normalization c = c(η) is at (28) . The support points fall in two zones:
(i) Inner zone:
The cardinality of the inner zone is
A main result of the paper is that the Bayes predictive density estimatê p B based on the product prior π B,n is asymptotically minimax optimal. Theorem 1.2. For each fixed r ∈ (0, ∞), as η n = s n /n → 0, we have
as n → ∞. Schematic for the bi-grid prior. The x-axis now shows the two spacings, and the y-axis the two different rates of log-linear decay of the prior probabilities.
The following theorem shows that the bi-grid prior π B is also asymptotically least favorable.
Unlike Theorem 1.2 we need the assumption that s n → ∞. It ensures that π B,n actually concentrates on Θ n [s n ], namely that π B,n (Θ n [s n ]) → 1 as n → ∞. For the case where s n does not diverge to ∞ an asymptotically least favorable prior can be constructed from a sparse prior built from 'independent blocks'. The construction is discussed in Section 2.3.
1.2. Discussion. A fully Bayesian approach is a natural route to pdes with good properties [2, 13] , with advantages over 'plug-in' or thresholding based density estimates. Indeed, a coordinatewise threshold rulep T (y|x) = n i=1p T (y i |x i ) is typically built from univariate pdes which combine two Bayes pdes -for example based on uniformp U and cluster priorsp CL , as in [32, Eq. (14) ]:p
This is manifestly discontinuous as a function of the data x.
The bi-grid Bayes rule achieves the same purposes as the hybridp T . Indeed, the close spacing bλ in the inner section of π B yields the same risk control as the (unevenly spaced) cluster prior for small and moderate θ, while the uniform λ spacing in the outer section of π B controls risk for large θ in the same way as the uniform prior.
Decision theoretic parallels between predictive density estimation and the point estimation of a Gaussian mean under quadratic loss have been established by [4, 9-12, 20, 22, 39] for unconstrained θ, and by [38] , [6] , [24] and [32] for various constraint sets Θ.
The phase transition seen in Theorems 1.1 and 1.2 seems however to have no parallel in point estimation. Indeed, it follows from [16] that a first order minimax rule for quadratic loss in the sparse setting is derived from the Mallows prior [27] , with ν
Here λ e = 2 log η −1 = v −1/2 λ so that the predictive setting involves a reduced spacing in the prior. More significantly, there is no analog in point estimation of the inner section with its further reduced spacing for r < r 0 .
Our main technical contribution lies in sharp methods for bounding the global KL risk for general bi-grid priors, see Lemmas 2.2 and 2.3, and for spike-and-slab priors, Section 3. The sharp predictive risk bounds established here provide new asymptotic perspectives in the information geometric framework of [21, 23, 40] and augment new sparse prediction techniques for general multivariate predictive density estimation theory developed in [4, 10, 22, 25, 26, 29] .
1.3. Minimax risk of Spike and Slab priors. Some of the most popular Bayesian variable selection techniques are built on the "spike and slab" priors [8, 15, 30] . Such priors and their computationally tractable extensions have found success in variable selection in high-dimensional sparse regression models, e.g. [3, 14, [34] [35] [36] [37] and the references therein. While this is a well established methodological research area [33] , optimality of their respective predictive density estimates has so far not been studied.
Here, we consider simple "spike and slab" prior distributions in the flavor of the foundational paper [30] . Thus, let 
The result is hardly surprising, as the support of π S is restricted to [−l, l] for l fixed, and the corresponding pde has large risk away from the support. Consider therefore bounded subsets of the sparse parameter sets Θ n [s n ]:
We allow t = t n to increase with n, and note next that the increase must be at least as fast as λ n to have minimax risk equivalent to Θ n [s n ]. Lemma 1.2. For all t n there is a simple bound
The next result says that there is a substantial range of sparsities η n = s n /n for whichp S [t n ] is asymptotically minimax over the bounded sets Θ n [s n , t n ], and hence also over Θ n [s n ]:
Note that if t n → ∞ at a rate slower than (log η −1
At the other extreme, we show next that if t n grows at rate η −β n or higher for any β > 0, then no spike and uniform slab procedure can be minimax optimal. Theorem 1.5. If η n = s n /n → 0 and log t n = β log η −1 n for some β > 0, then as n → ∞, (1)) .
1.4.
Organization of the Paper. Section 2 presents the risk properties of the Grid and Bi-grid prior based pdes and proofs of the main results. Section 3 proves the spike-and-slab results. Section 4 compares the performance of the pdes through simulation experiments. Proofs of all lemmas are in the Appendix.
Proof of the main results. We focus on priors with
The predictive density then has product form p π (y|x) = n i=1p π 1 (y i |x i ) and the predictive risk is additive (14) ρ
When the context is clear, we drop the subscript and writep π for the univariate Bayes predictive density also. For our sparse parameter sets Θ n [s] and Θ n [s, t], there is an easy reduction of the maximum multivariate risk of a product rule to a univariate risk maximum. Indeed, (14) yields
Sparse priors. We turn now to the predictive risk properties of univariate priors of the form
The following risk decomposition is fundamental; it is proved in the appendix.
Lemma 2.1. Let Z ∼ N (0, 1). For a sparse prior,
where D θ (Z) = N θ,1 (Z) and
, and so we have the simple but useful "basic lower" and "basic upper" risk bounds
From Jensen's inequality,
and since E exp(ζZ) = exp(ζ 2 /2),
and, in particular,
Consequently, from the right side of (18), then (19) (for v = 1) and the previous display,
Return now to the univariate reduction (15) . From (21) it is clear that (1)). So for the minimaxity results of Theorems 1.1, 1.2 and 1.4, it suffices to show the univariate bound (22) sup
for then sup
Risk Properties of the Grid and the Bi-grid Priors based estimates.
To allow a unified analysis, we introduce a class of discrete sparse priors that includes both grid and bi-grid priors. For 0 < b ≤ 1 and r > 0, let
The support points satisfy µ 0 = 0 and µ j = λα j for j > 0, where the piecewise linear spacing function
The prior masses are given by
for j ≥ 1. The decay function in the prior probabilities (25)
has the same form as α j with b replaced by b 2 . This choice is crucial for Lemma 2.2 below and its consequent risk bounds. In particular, note that β j ≤ α j and that the incrementsβ j = β j+1 − β j satisfy
In addition, l → α 2 l − β l is increasing for l ≥ 1, as
The normalizing constant c(η) is determined by
Since π D is a sparse prior, we may apply the decomposition of predictive risk given in Lemma 2.1. Inserting the discrete measure (23), we obtain
In the special case v = 1, it will be helpful to write
The probability ratio π j /π 0 can also be written in exponential form. To this end, introduce
We can therefore, for example, rewrite
To obtain an upper bound for ρ(θ,p D ) we use (17) . We focus on two consecutive terms N j , N j+1 in (29); ignoring all other terms trivially yields a lower bound for N θ,v . For the upper bound for D θ , a single (suitably chosen) term D j in (31) suffices, but more care is needed to show that the neglected terms are negligible.
Bring in a co-ordinate system (l, ω) for θ: each θ ≥ 0 can be uniquely written in the form θ = λ(α l + ω) for a uniquely determined l ∈ N and ω ∈ [0,α l ). We can therefore write l = l(θ) and ω = ω(θ).
We argue heuristically that l(θ) is an appropriate choice of index for our bounds. Indeed, from (30) and (33), (35) E log N j = c − 1 2 {(µ j − θ) 2 /v − λ 2 β j } after collecting terms not involving j into c. Hence, for θ ∈ [µ l , µ l+1 ), the choice j = l or l + 1 will minimize or nearly minimize the quadratic, and these suffice for the lower bound. For D θ , we have from (34) 
Focus therefore on the terms N l(θ) and D l(θ) . When θ = λ(α l + ω),
. Combining this with (33), for j = l, l + 1, we can write
in terms of three linear functions of ω:
and, corresponding to N l+1 , (38) 
We now state our key uniform bounds on the risk components of (23).
Lemma 2.2. For any fixed r ∈ (0, ∞) and b ∈ [0, 1], with λ defined in (9), uniformly in θ = λ(α l + ω) ≥ λ, we have the following bounds:
The rather intricate proof is given in the appendix. The appearance of the positive part of d(l, ω) in the upper bound may be understood this way:
In the reverse direction, we need only a bound for θ ∈ [µ 1 , µ 2 ] in our proofs of theorems 1.1 and 1.2. 
Our task is to investigate when σ(l, ω) ≤ 1. First assume d(l, ω) ≥ 0. In this easier case, from (37), r(n − d) = α 2 l + 2α l ω, and so
Now, suppose that d(l, ω) < 0. For l = 0, control on the risk is immediate from (18) , and so, from now on l ≥ 1. We compare n(l, ω) andň(l, ω) for ω ∈ [0,α l ] by using (38) . Both are linear functions of ω, intersecting at ω * =α l (1 + v)/2 <α l . Now n(l, 0) >ň(l, 0) whileň has a larger positive slope. Hence n ∨ň equals n on [0,
Hence, in seeking the maximum of σ(l, ω) on [0,α l ], we may confine attention to 0 ≤ ω ≤ ω * . On this range
say, where we used α l ≥ 1 and (27) . In particularσ(0) = 1 andσ(ω * ) = 1 + ω * (ω * − 2r). For the grid prior, b = 1 and one evaluates
, which establishes the upper bound in Theorem 1.1. For the lower bound, we look at the risk at θ * = λ(1 + ω * ). Apply Lemma 2.3 using n(1, ω * ) = 2v −1 ω * , to get from (18)
, since the quantity in braces equals 1 + ω 2 * − 2rω * =σ(ω * ) = 1 + h + r . This completes the proof of Theorem 1.1.
We now turn our attention to proving Theorem 1.2. We first verify that if b ≤ min{1, 4r}, then l ≥ K necessarily implies d(l, ω) ≥ 0. Set K * = 1 + 2 b −3/2 . From the monotonicity (27) , along with ω ≥ 0, we have For the univariate problem the Bayes risk of the prior π B is
where the equality above follows by symmetry and the inequality by (16) . From (28) we have 2c (1)) and the proof is done.
Remark. When s n does not diverge to ∞, an 'independent blocks' sparse prior using π B is asymptotically least favorable, along the lines of [17, Ch. 8.6] . Let π S (τ ; m) denote a single spike prior of scale τ on R m . This chooses an index I ∈ {1, . . . , m} at random and sets θ = τ e I , where e i is a unit length vector in the ith co-ordinate direction. We randomly draw τ from (ν
However, instead of (9), we choose λ = v 1/2 (t m − log t m ) where t m = √ 2 log m. The independent blocks prior π IB,n on Θ[s n ] is built by dividing {1, . . . , n} into s n contiguous blocks B j , each of length m = m n = [n/s n ]. Independently for each block B j , draw components according to π S (·; m) and set θ i = 0 for the remaining n − m n s n coordinates. This prior is supported on Θ[s n ] as any draw from π IB,n has exactly s n non-zero components. The proof that it is least favorable is then analogous to that of Theorem 6 in [32] .
3. Risk properties of Spike and Slab procedures. We again use the risk decomposition provided by Lemma 2.1, now with the univariate spike and slab prior π S [η, l]. We use N S θ,v (Z) and D S θ (Z) to denote the associated risk components of Lemma 2.1 for the spike and slab predictive density estimatesp S [l] based on the prior π S [η, l] for some l > 0 (the dependence on l is kept implicit in the notations).
Proof of Lemma 1.2. For the first upper bound, simply take ν = δ 0 in Lemma 2.1; the corresponding π 0 = δ 0 has ρ(θ,p π 0 ) = θ 2 /(2r). The bound now follows from (15) . For the second statement, we claim that whenever t n > λ n , then as n → ∞,
Indeed, the independent blocks prior π IB n constructed in [32, Theorem 6] 
.
For lower bounds on risk of its predictive density estimate, the following convexity inequality is helpful. It is proved in the appendix.
The proof of Lemma 1.1 follows easily from the above lemma. From the left side of (18) and Lemma 3.1,
Hence, sup 
where we have set Z θ,v = Z + θ/ √ v and
In the appendix, we show that, uniformly in v ∈ (0, 1), l ≥ 1 and |θ| ≤ l,
From the preceding three displays and EZ 2 θ,v = 1 + θ 2 /v we obtain
For D S θ , we show in the appendix that for each r > 0, and with λ = 2v log η −1 andλ = λ/ √ v + √ 2 log λ,
We assemble these pieces to bound ρ(θ,p S [l]) and claim that
For 0 < θ < λ, simply use the basic upper bound (18) along with (46). For the remaining two cases, we use the full decomposition (16) of Lemma 2.1. To this end, note from (45) and v −1 = r −1 + 1 that
Combining this with the bounds in (46) yields the remaining two bounds. For any l ≥ 1 such that log l = o(λ 2 ), we conclude that as λ → ∞,
This completes the proof of (22) and, as remarked there, the proof of Theorem 1.4.
3.2.
Proof of Theorem 1.5. We use the basic lower risk bound (18) , and show that for suitable θ that E log N S θ,v Z cannot be large enough to offset the leading term θ 2 /(2r). To obtain a result uniform over all slab widths l, we need two different types of upper bound on N S θ,v . Define t λ andt λ = o(t λ ) by setting log t λ = βλ 2 /(2v) and logt λ = log t λ − λ. We look first at large values of l, using representation (42). Observe first that for l >t λ , the right side of (44) yields
for a constant C = C(v) if we setθ 2 = λ 2 + 2v logt λ . Using now (42) and
Hence, from the left side of risk bound (18) ,
Now observe from the definition oft λ thatθ 2 = (1 + β)λ 2 − 2vλ and that θ < t λ for large λ. We conclude that for large λ,
For l ≤t λ , we set θ = t λ and use the left side of (18), then Lemma 3.1:
where in the last inequality we usedt λ = o(t λ ). Consequently,
inf
Combining (47) with (48) and then using (15) to go over to the multivariate problem, we obtain
Theorem 1.5 now follows from (13) of Lemma 1.2.
Numerical Experiments.
We looked at the numerical effectiveness of our asymptotic results under different levels of sparsity η n , with special focus on moderate values. The product structure and the good bounds (15) relating maximal multivariate and univariate risks allow us to concentrate on the maximal risk of the univariate pdes. We use a constrained prior space m l (η) = {π ∈ P(R) : π(θ = 0) ≥ 1 − η, π(|θ| > l) = 0}, and set l = 5λ = 5 2 log η −v . We consider three sparsity levels: (a) Moderate: η = 0.1, (b) High: η = 0.001, (c) Very High: η = 10 −10 . Figure 3 shows univariate risk plots in the three sparsity regimes for the following pdes:
• Hard threshold Plug-in pde (H-Plugin):
• Cluster prior and Thresholding (C-Thresh) based asymptotically minimax pdep T proposed in [32, Eqn. (12)- (14) The basic features of the risk plots are unchanged even under moderate sparsity. The hard threshold plug-in density estimatorp H does poorly for small values of r. For each r, the maximal risks ofp T andp B lie near or below the asymptotic level of log η −1 /(1 + r) under high and very high sparsity, and at worst moderately above the asymptotic level for moderate sparsity. Table 1 reports the maximum value of the risk plots for these predictive estimators. [ Table 2 in the Supplement shows the locations of their respective maxima.] The tables and plots show that the Bi-grid prior Bayes pde and the C-Thresh pdep T have similar worst case performance. The maximal risk of the spike and slab procedure is higher than that ofp T orp B but does not exceed the asymptotic minimax level by much. Numerical evaluation of the maximum risk for the different univariate predictive densities over [−l, l] as the degree of sparsity (η) and predictive difficulty r varies. Here, we have chosen l = 5λ, where λ is defined in (9) . In 'Asymp-Theory' column we report the asymptotic minimax risk λ 2 /(2r). In the other columns, we report the maximum risk of the estimators as quotients of the 'Asymp-Theory' risk. 5. Future work. In this paper our results are based on known sparsity levels. Recently, computationally tractable Bayesian methods which adapts to unknown sparsity levels and possibly dense signals have been developed for point estimation [3, 5, 37] . Using the approach of Johnstone and Silverman [18, 19] for point estimation, an interesting future direction will be to construct adaptive predictive density estimates.
6. Appendix: Proof Details.
6.1. Proof of the "risk decomposition" Lemma 2.1. Using (16) , write the Bayes predictive density as
after rewriting numerator and denominator in the first ratio respectively as π 0 φ(y|0, r)φ(x)N (x, y), and
After simple algebra, we find
and D(x) is analogous, but without terms in y and r. Note also that
Hence, from (49) and the definition of predictive loss
To obtain ρ(θ,p π ), take expectation also over X ∼ N (θ, 1). Since Y ∼ N (θ, r) independently of X, the random variable X + Y /r ∼ N (θ/v, 1/v) may be expressed in the form θ/v + Z/ √ v. Recalling the sparse prior form π(dµ) = (1 − η)δ 0 + ην, we get
and the Lemma follows from the previous two displays. 6 .2. Proofs of the lemmas used in Section 2.1.
Proof of Lemma 2.2. We do the easy lower bounds involving N θ,v (Z) first. Indeed, the bound for θ < λ follows just from N θ,v (Z) ≥ 1. For θ = λ(α l + ω) ≥ λ, by (36) we know:
Hence, the proof of the lower bound is completed by using
The proof of the upper bound on E log D θ (Z) is more involved, and we first outline the approach. From (31) and 1 + x + y < (1 + x)(1 + y/x), we have
where we setĎ
Henceforth in the proof, we make the choice l = l(θ) except that when 0 ≤ θ < µ 1 we set l = 1.
For the first term (henceforth we call it the main term) in (51) we will show
with O(λ) being uniform in l. For the other term in (51) we will show that it is O(λ) for all l (and so, henceforth we call it the remainder term). For that purpose, we write
Now use the elementary inequality log(
We will later show that the two main right side terms are each O(λ). This concludes the outline; we now turn to detailed analysis.
The Main term in (51). We first dispose of the case 0 ≤ θ < λ. From (32) and (33),
}. Since θ < λ and c 1 (η) < (1 − η) −1 , and using log(1 + x) ≤ log 2 + (log x) + ,
Symmetry of L(Z) about 0 implies that log D
From the previous two displays and log(1
We now bound the expectation on the right side. Consider first those l for which α l ≤ 2 + r −1 and thus µ l ≤ (2 + r −1 )λ. Noting that
we then conclude that
Now consider the remaining l, with α l ≥ 2 + r −1 , for which we claim that
We verify this via the equivalent form α 2 l − 2β l ≥ 2r −1 . We have
for both 1 ≤ l ≤ K and l > K. So if l 0 ∈ R + satisfies α l 0 = 2 + r −1 , we have
Since ω ≥ 0, we have from (37) and (55),
From the bound E(Z − x) + ≤ φ(x)/x 2 we calculate
uniformly in λ ≥ 1 and l such that α l ≥ 2 + r −1 . Combining the two cases with (54), we have proven the bound (52) on the first term of (51).
We turn now to bounding the remainder (53). This depends on the decay between successive terms D j , so we start by using (34) to derive a useful representation for D j+1 /D j . Indeed, using µ j = λα j and θ = λ(α l + ω), we define
and arrive at, for j ≥ 1,
We now show that l → ∆ l achieves a maximum at l = 0. This will also verify the claim in Section 2 that j → G(µ j ; θ) is minimized at j = l(θ) for each θ ∈ [µ l , µ l+1 ). The argument splits into two largely parallel cases.
Suppose first that j ≥ l, so that j = l + k for k ≥ 0. Using α l + ω ≤ α l+1 , thenβ l+k =α 2 l+k and finallyα l+k + α l+k = α l+k+1 , we have
with strict inequality when k ≥ 1.
Suppose now that j < l, so that
As final preparation, we record a useful bound whose proof is provided at the end this proof.
Lemma 6.1. If a 1 , a 2 , . . . are positive, then for each n ≥ 1,
We next concentrate on bounding the first term of (53). Use (58) with a k = D l+k /D l and log(1 + a 1 ) ≤ log 2 + (log a 1 ) + to write
In (56) with j = l, we have seen that ∆ l ≥ 0 and so
so that the right side of (59) 
Second term of (53). Now use (58) with
In (56) with j = l − 1, we have seen that ∆ l−1 ≤ 0 and so
From (56), now with j = l − k − 1,
Thus, we have proved the desired bound on the second term. This completes the proof of the lemma.
Proof of Lemma 6.1. We use induction. The bounds 1 + x + y < (1 + x)(1 + y/x) and log(1 + x) < x, valid for positive x, y, establish the case n = 1. For general n, let a k = a k+1 /(1 + a 1 ) for k = 1, . . . , n. Then
where the inequalities use the cases n − 1 and n = 1 in turn.
Proof of Lemma 2.3. We modify some of the methods used in Lemma 2.2 to incorporate now v = r(1 + r) −1 ∈ (0, 1). With N j defined as in (29) and (30) , and arguing as around (51), we bound log N θ,v (Z) ≤ log(1 + N 1 ) + log(1 +Ň 1 ),
The desired control of the main term is easier here than in Lemma 2.2: for l = 1,
Turn now to the remainder term. Since N −j D = N j exp(−2v −1/2 µ j θ), we may argue as before to obtain the analog of (53):
where, using Lemma 6.1 with a k = N k+1,1 and settingŘ
Using definition (30) and then (33) and (24), we obtaiň
where we put θ = λ(1 + ω) and usedβ k =α 2 k and α k+1 =α k + α k to write
Since b ≤ 1, we necessarily have K − 1 = 2b −3/2 ≥ 2, and therefore
since ω ≤ b and we have set u = 1 − √ v ≥ 0. We arrive at
, and therefore E(logŘ 1 )
For k ≥ 2, we write log
The last two paragraphs show that Rem(λ) = O(λ) and complete the proof.
6.3. Detailed proof of the lemmas and the inequalities used Section 3.
Proof of Lemma 3.1. From (20), we find
for w = θl/v ≥ 1. From this and Jensen's inequality (19) , we obtain
since the term in braces is bounded by 1/e + 1/2 ≤ 1.
Proof of (43). Use v ≤ 1, then 0 ≤ θ ≤ l and finally l ≥ 1 to conclude
Now use symmetry of Z and then Jensen's inequality to get
Proof of (46). From the definition (42) with v = 1 and using Φ l,1 ≤ 1,
From the upper bound in (44), we have
which suffices for the first bound. If θ ≥λ, we put W = (θ + Z) 2 and c = λ 2 /v and apply the inequality
where the last inequality uses the Mills ratio bound P (Z > x) ≤ x −1 φ(x).
Supplementary Risk plots.
Here, through numerical evaluations we provide further insights on the risk properties for the pdes considered in the previous sections. Figure 4 below shows the risk of the grid prior is well controlled below the desired limit when r = 1. Also, the plot reveals that the risk function exhibits periodicity for sufficiently large parametric values (in this case as |θ| ≥ 2λ) with a period of λ. In Figure 5 we have the risk plots of the grid and bi-grid priors for different values of r. The bi-grid comes in play for r < r 0 ≈ 0.309. From the plots we see that for |θ| ∈ [λ, 2λ], the risk function for the grid prior is roughly decreasing in |θ| for large value of r but is bi-modal as r decreases towards r 0 . At r 0 its two peaks are equal in height and as r decreases further the gap between the maximal risk of the grid prior and the bi-grid prior widens. In Figure 6 , we exhibit a scenario where the pde based on the grid prior is no longer optimal and its risk is far dominated by the bi-grid prior based pde. To understand the differences in the risk properties between the grid and bi-grid prior as r varies, we now concentrate on the behavior of the risk components theoretically analyzed in Section 2. Following the proofs of theorems 1.1 and 1.2, we concentrate on the dominant component of the risk σ(l, ω) as defined in (39) where, θ = λ(α l + ω). below the minimax value (shown in dotted horizontal line). Here, d + (l, ω) starts being positive roughly at l = 1 and ω = 0.5 onwards; and so, the plot of σ(l, ω) forp G has 3 piecewise quadratics for θ ∈ [λ, 2λ] but 2 piecewise quadratics for the following intervals. The next plot shows the dominant risk forp G when r = 0.25. In this case, d + (l, ω) starts being positive roughly at l = 2 and ω = 0.5 onwards; and so, the plot of σ(l, ω) forp G has 3 piecewise quadratics for θ in the interval [2λ, 3λ]. Here, the dominant risk is not always contained below the minimax value. The bottom plot shows the dominant risk forp B when r = 0.25 and it is always contained below the minimax value. Note, that we have used different colors to display the dominant risk for different values of l and have used vertical lines to partition the θ values belonging to different values of l. These partitions are same for the top two plots as they both involvep G but is different forp B in the bottom plot. For r = 1, the top plot displays the dominant risk σ(l, ω) ofp G in the y-axis as |θ| = λ(α l + ω) varies in the x-axis. The next two plots show the dominant risk ofp G andp B respectively for r = 0.25. For each plot, the benchmark minimax value (adjusted) of λ 2 is represented by the dotted horizontal line. The vertical lines partition |θ| into intervals corresponding to the different values l (based on the coordinate system for θ used in Section 2; the purple lines denotes the boundaries for differential spacings) and different colors are used to display the dominant risk in these partitions. Here, λ = 5 for all the 3 plots. . For three different choices of l the risk plots were tracked the interval [0, t]. It was seen that the risk is controlled below the benchmark value of λ 2 /(2r) = 4.5 when l = t. In that case, the risk function initially increases at a quadratic rate and peaks near λ and thereafter decreases at a rapid rate. Table 2 shows the locations of the maxima of the pdes discussed in Section 4. Table 2 Numerical evaluation of the location of maxima of the risk plots over [−l, l] for the different univariate predictive densities as the degree of sparsity (η) and predictive difficulty r varies. Here, we have chosen l = 5λ, where λ is defined in (9) . In 'Asymp-Theory' column we report the theoretically obtained first order asymptotic maxima.
