Let G be a linear connected semisimple Lie group. We denote by U (g) K the algebra of left invariant differential operators on G that are also right invariant by K, and Z(U (g) K ) denotes center of U (g) K . In this paper we give a sufficient condition for a differential operator P ∈ Z(U (g) K ) to have a fundamental solution on G. This result extends the same one obtained previously for real rank one Lie groups and groups with only one conjugacy class of Cartan subgroups.
Introduction.
Let G be a linear connected semisimple Lie group. The algebra of left invariant differential operators on G is canonically identified with the universal algebra U(g). The operators of the center Z(g) are the bi-invariant differential operators on G. More generally, we consider the algebra U(g) K of right K-invariant differential operators in U(g), where K is a maximal compact subgroup of G. Z(U(g) K ) will denote its center.
We denote by D(G) the space of C ∞ functions with compact support.
The dual D (G) of continuous linear functionals in D(G) is the space of distributions of G.
An operator P in U(g) acts on D (G) in the following way:
where P t ∈ U(g) is such that, if dx is a Haar measure on G,
In addition, if X ∈ g, X t = −X, so the P → P t is the anti-automorphism of U(g) extending −Id of g. Also, this map preserves the subalgebras Z(g) and U(g) K .
Definition 1.
A distribution E ∈ D (G) is a fundamental solution of a differential operator P ∈ U(g) if P E = δ, where δ(f ) = f (1); and E is a parametrix of P if P E − δ ∈ C ∞ (G).
In this paper we extend the main result of [1] for a connected semisimple Lie group with a simply connected complexification. We start by recalling this result as it was stated in [1] .
Remember that in general Z(U(g) K ) Z(g) ⊗ Z(k) (Knop's Theorem [9] ). Given h 0 and t 0 Cartan subalgebras of g 0 and k 0 respectively, we will denote γ G h and γ K t the Harish-Chandra homomorphisms of Z(g) and Z(k) with respect to the subalgebras h and t: Then we have
Z(g) × Z(k)
Therefore, by the way of the homomorphisms described above, we can 
When P is a bi-invariant operator, we obtain a complete proof of the Theorem announced in [2] (see [3] for another proof of this result):
The proof of Theorem 1.1 goes by explicit construction of the fundamental solution of P , using the Plancherel formula as the main tool.
Preliminaries.
In this section we fix notation and summarize some known facts about representation theory that will be needed through this paper. We refer to [1] for any unexplained notation. 2.1. Notation. Let G be a linear connected semisimple Lie group, g 0 its Lie algebra. The complexification of any real Lie algebra will be denoted without the subscript.
We will assume that G has a simply connected complexification, that is, G is the analytic subgroup corresponding to g 0 of the simply connected complex group with Lie algebra g. θ will denote a Cartan involution in either g 0 , g or G. Let g 0 = k 0 ⊕ p 0 be a Cartan decomposition of g 0 with respect to θ; that is, k 0 = {X ∈ g 0 : θX = X} and p 0 = {X ∈ g 0 : θX = −X}.
If K is the analytic subgroup of G with Lie algebra k 0 , K is a maximally compact subgroup of G. We fix t 0 a Cartan subalgebra of k 0 coming from a maximal torus T of K.
On g we define the inner product, (X, Y ) = −B(X, JθY ), where B is the Killing form of g and J is conjugation with respect to g 0 .
Let H be any θ-stable Cartan subgroup. To avoid overloading the notation, we will not use superscripts for these subgroups when working with a fixed H or whenever is clear from the context.
Discrete series of
If α ∈ ∆(g 0 , h 0 ) is a real root, let γ α = exp 2πiH α , where H α ∈ a is the standard co-root. If F (B) is the group generated by all the γ α , then F (B) is a finite abelian subgroup of Z M . It also holds
Discrete series representation of M # are parametrized by pairs (λ, χ) such that:
1) λ is a discrete series parameter of M 0 ; that is, λ ∈ ib 0 is nonsingular and λ − ρ M is analytically integral, or equivalently, λ is analytically
We denote π # (λ, χ) the respective discrete series representation of M # , which has the following properties: 
Properties 1 and 2 above also hold for π(λ, χ).
As in the connected case, λ is called the Harish-Chandra parameter of π(λ, χ) (or π # (λ, χ)). We will denote S d (M ) the set of all pairs (λ, χ) that defines a discrete series representation of M and S d (M 0 ) the set of HarishChandra parameters λ.
H-series of G.
Given π(λ, χ) a discrete series representation of M , ν ∈ a a complex linear functional on a, the H-series of G consists of the representations
π(H, λ, χ, ν) has infinitesimal character λ + ν relative to h 0 . We will denote its global character by Θ(H, λ, χ, ν). The unitary H-series is the subset when ν takes pure imaginary values on a 0 .
Plancherel formula.
We can now write down the Plancherel formula for semisimple groups. Let Car(G) denote a set of representatives of θ-stables Cartan subgroups.
Theorem 2.1. There is a nonnegative function m(H, λ, χ, ν) defined in
The function m(H, λ, χ, ν) has the following properties: 
We refer to [5, Theorem 6 .17] for a more general and explicit statement of the above formula, and to [6, Lemma 3.3] for the inequality (ii).
Action of P on characters.
If π is an admissible representation with global character Θ π and infinitesimal character χ π , and P ∈ Z(g) is a bi-invariant differential operator, then
In [1] we prove a similar result for an operator P ∈ Z(U(g) K ). We recall it here. If E ∈ D (G) and τ ∈K is an irreducible unitary representation of K, then E τ denotes its isotypic component.
Proposition 3.1. If π is an admissible representation with infinitesimal character χ π and global character Θ π , and P is a differential operator in
Z(U(g) K ), then P Θ τ π = (χ π ⊗ χ τ )(P ) Θ τ π .
Inversion of infinitesimal characters.
Let
is an H-series representation, τ ∈K with infinitesimal character µ τ ∈ it 0 , and P ∈ Z(U(g) K ), we denote
Notice that this equation is independent of χ. With this notation, Proposition 3.1 can be written
Observe that P (H, λ, τ, ν) is a polynomial function of ν ∈ a , and we will denote it P (H, λ, τ ). Also, if P ∈ Z(g) or in Z(k), the expression P (H, λ, τ, ν) simplifies to P (H, λ, ν) or P (τ ), respectively.
then there exist a constant C and a positive integer k such that
Proof. This follows directly from (3) and Theorem 4.1 in [1] .
Proposition 4.1 allows us to invert infinitesimal characters of the fundamental series, but we need to do it simultaneously for every H-series, H ∈ Car(G).
Then we will need the following:
So we just need to verify (5) for J 0 × T provided that it is satisfied for H × T with H fundamental.
Let Γ be a set of strongly orthogonal noncompact imaginary roots such that b J is obtained from b by Cayley transform c Γ . Then γ G = c −1
, its extension by 0 to ib 0 defines a character inB 1 . We write λ for this extension, so c Γ (λ) = λ J . Then, if ν ∈ a ,
If P has order m in U(g), P (H, λ, µ) and P (J, λ J , µ) are polynomial functions of order ≤ m on a and (a J ) respectively, and their norms are the norms of the vectors in C m+1 formed with their coefficients, then, by Schwarz inequality,
so by hypothesis
Inversion of global characters.
One important step in building the fundamental solution of P is the construction of distributions R π such that P R π = Θ π for each representation π that appears in the Plancherel formula. In this section we will define these distributions R π . First we state an analog of Proposition 6.3 in [1] for the H-series. We notice that the proof goes exactly the same way.
Proposition 5.1. Let H ∈ Car(G). There exist Z ∈ Z(g), a positive constant C, an ε > 0 and a positive integer k such that
1 Although this is a well-known result, we include a sketch of the proof here, since we don't have a reference. Let T be a torus, and T1 ⊆ T any subtorus. Then there is a vector space V and a lattice Λ such that T = V/Λ. Also T1 = V1/Λ1, where V1 is a subspace of V and Λ1 = Λ ∩ V1.
It suffices to find another subtorus T2 such that T = T1 × T2, and for that it suffices to find a sublattice Λ2 such that Λ = Λ1 ⊕ Λ2.
Let's see first that Λ/Λ1 is torsion free: let η ∈ Λ and suppose that kη ∈ Λ1 for some positive integer k. Then η = (1/k)kη ∈ V1 so η ∈ Λ1. Now if {ξ1, . . . , ξn 1 } and {η1 + Λ1, . . . , ηn 2 + Λ1} are generating sets as free abelian groups of Λ1 and Λ/Λ1 respectively, then it's easy to see that Λ = Z[ξi, ηj], and we set Λ2 = Z[ηj].
I wish to thank Prof. Joseph Wolf for giving me this sketch.
We are now in position to define the distributions R(H, λ, χ, ν) for P ∈ Z(U(g) K ) satisfying the hypothesis of Theorem 1.1. Let ε > 0 be given by Proposition 5.1, m the order of P and let Φ ∈ C ∞ (Pol 0 (m) × C) be the nonnegative function given by [1, Lemma 6.6] .
Given (λ, χ) ∈ S d (M ), τ ∈K, and a fixed ν ∈ a , we put
This definition makes sense because
Proposition 5.2. The map defined by (7) is a finite order distribution for all (λ, χ) ∈ S d (M ), ν ∈ a . This map has also the following properties: (i) P R(H, λ, χ, ν) = Θ(H, λ, χ, ν). (ii) For every positive integer k and f ∈ D(G), exist a constant C > 0 which only depends on the support of f and a differential operator
Proof. Although the argument is the same as [1, Proposition 6.8] for MAN minimal parabolic, we will sketch it here in order to verify that every step of the argument still applies for MAN any cuspidal parabolic.
(i) is clear, combining (4) with [1, Lemma 6.6 (iii)] and the fact that P (H, λ, τ, ν + z) is holomorphic in z.
Let's see that (7) defines a distribution: According to [1, Lemma 6.6 (iv)] and [1, Lemma 6.7] together with Proposition 4.2, it holds, for all |z| < ε and some k,
On the other hand, if Z ∈ Z(g) and Ω ∈ Z(k) are given by Proposition 5.1 and [1, Lemma 6.1] respectively, and if s 1 and s 2 are positive integers, we have, for some positive integer k,
Let K ⊆ G be a compact subset. Note that for H-series representations the multiplicity n τ of any K-type satisfies n τ ≤ dim τ ([8, p. 207]); so
On the other hand, given ϕ in the space where
and taking A = sup
Now combining (8) , (9) and (10) we obtain, for all f supported in K,
is a finite order distribution. To see (ii), just observe that B λ,ν = 1 if ν ∈ ia 0 , so given k if we take
s 2 with the s 2 chosen above and
becomes
with C depending only K. 
If R(H, λ, χ, ν) are the distributions defined by (7) , then the map R defined by
is a finite order distribution which is a fundamental solution of P . Proof. Equality P R = δ is clear by Plancherel formula (Theorem 2.1) and because P R(H, λ, χ, ν) = Θ(H, λ, χ, ν); it only remains to prove that R is a finite order distribution. For that we will prove that each of the following are finite order distributions:
Let K be a compact subset and f ∈ D K (G); for each positive integer k let D k ∈ Z(U(g) K ) be given by Proposition 5.2 (ii); then, using Theorem 2.1 (ii),
Choosing k large enough so that the sum and the integral are finite, we obtain an operator D ∈ Z(U(g) K ) and a constant C depending only on K such that
and this proves that R H is a distribution of finite order less or equal that the order of D.
7. Final remarks.
7.1. P-convexity of G. Suppose that P ∈ Z(U(g) K ) satisfies the conditions of Proposition 6.1. The existence of fundamental solution of P implies that the differential equation P u = f has a solution u ∈ C ∞ (G) for all f ∈ D(G). Now, in order to guarantee the solvability of
, it is necessary to analyze the P -convexity of G.
We have done this already in [1, §8] . We just have to notice that that argument applies for general linear semisimple groups, since Johnson's injectivity criterion (Theorems 5.1 and 5.2 in [7] ) holds for these groups. Since G C is simply connected, λ = ρ is a character of B, and consequently we cannot apply Corollary 1.2 in this case.
Operators of Z(k). Let's consider P ∈ Z(k) ⊂ Z(U(g) K )
. Then P can be seen as a differential operator acting on both G and K. Now, according to [ Proof. All we have to do at this point is notice that inequality (16) is nothing else than (12) for P ∈ Z(k), so we can apply Proposition 6.1 directly.
Let's finish analyzing the case of Ω K ∈ Z(k) the Casimir of K. In this case we have (see [1, §11] )
So if we choose τ such that λ τ = ρ K , by [1, Prop. 11.1] , Ω K doesn't have a parametrix.
However, if we take Ω K + C such that C > |ρ K | 2 , then
(Ω K + C)(H, λ, µ, ν) = χ µ (Ω K + C) ≥ Constant and Theorem 1.1 applies, therefore Ω K +C does have a fundamental solution.
