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Abstract
The notion of degree and related notions concerning recurrence and transience for a class
of Le´vy processes on metric Abelian groups are studied. The case of random walks on a
hierarchical group is examined with emphasis on the role of the ultrametric structure of
the group and on analogies and differences with Euclidean random walks. Applications to
separation of time scales and occupation times of multilevel branching systems are discussed.
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1 Introduction
For a Le´vy process X on a metric Abelian group, we introduce its degree γ as the supremum
over all ζ > −1 for which the operator power Gζ+1 of the Green operator of X is finite (in a
sense made precise in subsection 2.1). If γ is positive, we call it the degree of transience, if it is
negative, we call −γ the degree of recurrence of X. This extends notions defined in [8]. For a
transient process X, the degree of transience can be characterized as the order up to which the
moments of last exit times LB (from a ball B with positive radius) of X are finite. For a large
class of recurrent random walks on countable state spaces (at least for those whose transition
probabilities pt have a power asymptotics in t) the degree of recurrence equals the order up to
which the moments of first return times to the origin are finite.
We say that X has degree γ+ (or alternatively, γ−) if X has degree γ and Gγ+1 is finite (or
infinite). For example, d-dimensional Brownian motion has degree γ− with γ = d/2 − 1.
A definition of k-strong transience for each integer k ≥ 1 was given in [8], which can be
rephrased as follows: X is k-strongly transient if the degree is bigger than k or equal to k+.
(The case k = 1 corresponds to the usual strong transience.) If the degree is either k− or k+ then
we say that X is at the border of k-strong transience (if k ∈ N), or the border between transience
and recurrence (if k = 0). A process with degree k− is not k-strongly transient and for such a
process the (k + 1)-st operator power Gk+1t of the incomplete potential operator Gt =
∫ t
0 Ts ds
(where Tt is the semigroup of the motion) typically has a subalgebraic growth as t→∞. More
generally, we will define operators G
(ζ+1)
t , ζ > −1, which in a certain sense interpolate between
the integer powers of Gt, and we will investigate the growth of G
(γ+1)
t as t → ∞ for various
examples of processes with degree γ−.
A versatile class of random walks which (i) covers the range (−1,∞) of degrees, (ii) contains
a wealth of examples with degrees γ− and γ+, and (iii) allows a thorough analysis of cases on
the borders, are random walks on hierarchical groups (called hierarchical random walks). They
have their origin in the “light bulb” random walk studied by Spitzer [33] (page 93), and a model
introduced by Sawyer and Felsenstein [32] in the context of genetics. For more background and
references on hierarchical random walk we refer to the survey article [10].
The state space of the hierarchical walks is ΩN , the hierarchical group of order N . This is
a countable Abelian group consisting of sequences of numbers in {0, 1, . . . , N − 1} only a finite
number of which are different from zero, with the metric such that the distance between two
sequences is the largest coordinate number for which the respective coordinates are different.
The countable group ΩN is useful for the study of the large scale properties of hierarchical
random walks. For the small scale properties it is necessary to pass to a continuum hierar-
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chical group (consisting of semi-infinite sequences). Le´vy processes on such a group have been
considered in [2, 15, 16, 27].
Hierarchical groups are examples of ultrametric spaces, where the distance d(x, y) satisfies
the strong (or non-archimedean) triangle inequality d(x, y) ≤ max{d(x, z), d(z, y)}. Ultrametric
spaces are qualitatively different from Euclidean spaces; e.g. two balls are either disjoint or one
contains the other. Consequently, a random walk on ΩN can leave a closed ball of radius R only
by making a single jump of size greater than R and not by a sequence of small jumps; in this
respect, the hierarchical random random walks behave differently from Euclidean random walks.
On the other hand, some important aspects of the long-time behaviour of random walks as well
as some classes of interacting random walks depend only on their degree and consequently will
be the same for random walks on Euclidean lattices and hierarchical groups of the same degree.
It is therefore of interest to calculate the degree of a random walk on a hierarchical group with
jump distribution in a parametric family in terms of the parameters, and also to investigate finer
properties (such as the growth of G
(γ+1)
t as t→∞) for a family of processes all with degree γ−.
For a given N ≥ 2, µ > 0, and a sequence (cj) of positive numbers, we consider the random
walk on ΩN which jumps distance j with probability proportional to cj−1/N
(j−1)/µ, j = 1, 2, ...,
choosing the arrival site uniformly among all sites at this distance. We call this the (µ, (cj), N)-
random walk. The special case cj = 1 gives the (µ, (1), N)-random walks, some of whose features
were already studied in [8]. It is known that for a (µ, (1), N)-random walk
pt(0, 0) ∼ t−µh(t),
where h is a function which is bounded away from 0 and∞ and is “slowly oscillating” (i.e. h(log t)
is periodic in t). Consequently it has degree (µ − 1)−, and the growth of G(µ)t is logarithmic as
t→∞. For a transient (µ, (1), N)-random walk and ζ < µ − 1, we will study the asymtptotics
of the last exit time moments ELζBR as R → ∞, where BR is a ball of radius R containing the
starting point.
Let us now turn to the more general (µ, (cj), N)-random walks. We will show that under a
mild condition on (cj), finiteness of G
µ is equivalent to convergence of the sum
∑
j c
−µ
j . For µ = 1
and µ = 2 this amounts to transience and strong transience of the walk. These summability
conditions also play a major role in connection with hierarchical equilibria of one- and two-level
branching populations [9].
With a view towards so-called mean-field limit (see [9, 10]), it is of interest to study the
behaviour of (µ, (cj), N)-random walks as N →∞. It turns out that for a wide class of sequences
cj , the degree of these random walks approaches µ − 1 as N → ∞. Indeed, we will show that
for 0 < lim inf cj+1/cj ≤ lim sup cj+1/cj < ∞ the degree of the (µ, (cj), N)-random walk is
µ − 1 + O(1/ logN) as N → ∞. If lim cj+1/cj = 1, then the degree of the (µ, (cj), N)-random
walk is µ− 1 for all N , and it is (µ − 1)+ iff the c−µj are summable. For nondecreasing cj such
that
∑
c−µj diverges, the degree of the (µ, (cj), N)-random walk is (µ− 1)−, and G(µ)t grows like
const
∑µ log t/ logN
j=0 c
−µ
j as t→∞. In particular, the (µ, ((j+1)β), N)-random walk (with 0 < β)
has degree µ − 1, and it has degree (µ − 1)− iff β ≤ µ−1. In this case, G(µ)t grows like const
log log t for β = µ−1, and like const (log t)1−βµ for 0 < β < µ−1. Proposition 3.3.1 gives exact
asymptotics for the growth of incomplete potential operator powers in some critical cases.
In subsection 3.5 we investigate the behaviour of the Markov chain given by the distance of
a hierarchical walk to a fixed point in ΩN , called distance Markov chain, which is the analogue
of a (Euclidean) Bessel process. We will see that the distance Markov chains of hierarchical and
Euclidean random walks behave differently, even if the underlying random walks have the same
degree of transience/recurrence. For discrete time hierarchical random walks, we will study
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the distribution of the maximum of the distance Markov chain between times 0 and n, and its
asymptotics as n→∞, and we will see that for µ ≥ 1, N j/µ is (asymptotically as N →∞) the
right time scale for observing the exit behaviour of a (µ, (ηj), N)- random walk from a closed
ball of radius j. In [9] we study 2-level branching particle systems with a strongly transient
migration on ΩN which approaches the border of strong transience as N →∞, and which leads
to a separation of time scales and to a cascade of quasiequilibria associated to a sequence of
nested balls of increasing radii, in the N →∞ limit. The results in subsection 3.5 describe the
appropriate time scale on each ball according to its radius and explain why, asymptotically as
N →∞, only the evolution of the underlying random walk on the ball and on the surrounding
ball of the next radius are relevant. This is the key for the cascade of quasiequilibria obtained
in [9] (see Remark 3.5.11).
Part of the results obtained in the paper were motivated by questions that arise in connection
with occupation time fluctuations and hierarchical equilibria of branching systems studied in
[8, 9]. The equilibrium behaviour and occupation time fluctuations of branching random walks
and multilevel branching random walks provide examples of phenomena in which an essential
role is played by the degree of the random walk, and also by the fine behaviour of the (k+1)-st
powers of the incomplete potential operator Gt when the random walk has degree k
− with k ∈ N.
We will briefly review in Section 4 how the growth of Gk+1t and GG
k
t as t → ∞ carries over
to the growth functions in the norming of the occupation time fluctuations of k-level branching
systems (k = 0, 1, 2). For α-stable processes and cj-random walks having degree k−, it is known
from [8] that this growth function is
√
t log t. A case of particular interest, which is not covered
by the results of [8], is provided by the jβ-random walks investigated in subsection 3.3. Here,
we encounter a whole family of processes, all with degree k−, leading to the (very) slow growth
functions
√
t(log)δ , 0 < δ ≤ 1, and √t log log t.
Some of the results obtained in the paper have been stated without proof in the survey article
[10].
The paper is organized as follows. Section 2 deals with degree and related notions, Section
3 refers to hierarchical random walks, and Section 4 is devoted to occupation time fluctuations
of branching systems.
2 Degrees of transience and recurrence
2.1 Green operator powers and the degree of a Le´vy process
We consider Le´vy processes X ≡ {X(t), t ≥ 0} with cadlag paths on S, a Polish space with
(additive) Abelian group structure. We call 0 (∈ S) the origin of S. For countable S, X is a
random walk on S in continuous time.
The following function spaces will be used:
Cb(S): continuous functions with bounded support,
Bb(S): bounded measurable functions with bounded support,
C+b (S),B+b (S): elements of the previous spaces with non-negative values.
Let {Tt, t ≥ 0} denote the semigroup of X, i.e., Ttϕ(x) = Exϕ(X(t)), ϕ ∈ Bb(S). Recall that
the potential (or Green) operator of X is defined by
Gϕ =
∫ ∞
0
Ttϕdt, ϕ ∈ Bb(S),
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and the fractional powers of G are given by
Gζϕ =
1
Γ(ζ)
∫ ∞
0
tζ−1Ttϕdt, ζ > 0, (2.1.1)
provided that the integrals are well defined. Note that Gζ1+ζ2 = Gζ1(Gζ2) and for ζ = k integer,
(2.1.1) coincides with the kth (operator) power of G. Recall that the process X is said to be
recurrent iff Gϕ ≡ ∞ for ϕ ∈ C+b (S), ϕ 6= 0, and transient iff ||Gϕ|| < ∞ for ϕ ∈ C+b (S) (|| · ||
denotes the supremum norm).
Definition 2.1.1 The degree γ of X is defined as
γ = sup{ζ > −1 : Gζ+1ϕ <∞ for all ϕ ∈ B+b (S)}. (2.1.2)
If γ > 0, we call γ the degree of transience of X, and if −1 < γ < 0, we call −γ the degree of
recurrence of X. The case γ = 0 is considered in Definition 2.1.3.
Remark 2.1.2 (a) These definitions extend Definition 2.4.2 in [8] (see Remark 2.4.2 below).
(b) The definition of degree is valid without the Abelian group assumption, but in all the cases
we consider here the space is an Abelian group and the processes are symmetric.
In the transient case we will relate Gζ for ζ > 1 to moments of last exit times (see subsection
2.2), and in the recurrent case we will relate Gζ for ζ < 1 to the finiteness of certain moments
of first return times at least in special cases (see subsection 2.3).
If the degree γ defined by (2.1.2) is finite, it may be that Gγ+1ϕ < ∞ or Gγ+1ϕ ≡ ∞,
ϕ 6= 0. In order to distinguish between the two cases and abbreviate statements we introduce
the following terminology:
Definition 2.1.3 For a process X of finite degree γ, we say that it has degree γ+ if
Gγ+1ϕ <∞, ϕ 6= 0, (2.1.3)
and it has degree γ− if
Gγ+1ϕ ≡ ∞, ϕ 6= 0. (2.1.4)
A process having degree 0− will be called critically recurrent.
The symmetric α-stable Le´vy process on Rd, 0 < α ≤ 2 (called α-stable process henceforth)
has degree γ− with
γ =
d
α
− 1. (2.1.5)
We will also consider continuous time random walks on Zd for which the jump distribution is in
the domain of attraction of a symmetric α-stable law and is 1-lattice (i.e. the lattice generated
by all vectors x−y such that the transition probabilities p1(0, x) and p1(0, y) are strictly positive
coincides with Zd). These walks will be called (α, d)-random walks for short, and they also have
degree γ− with γ given by (2.1.5). Indeed, combining a multidimensional local limit theorem
([29], Theorem 6.1) with a moderate deviations argument for Poisson random variables it is easy
to see that the transition probability pt of an (α, d)-random walk satisfies
pt(0, 0) ∼ const t−d/α as t→∞. (2.1.6)
Note that within the class of symmetric α-stable processes and of (α, d)-random walks the
degree γ is restricted to [−1/2,∞). Obviously, these processes are critically recurrent for d = α.
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For Brownian motion (α = 2) on Rd and simple symmetric random walk on Zd the degree is
d/2 − 1. By the scaling property of the α-stable process, E0LζBR = Rαζ E0L
ζ
B1
for all R, where
E0L
ζ
B1
<∞ for ζ < γ. This growth in R willl be compared later on with corresponding results
for certain hierarchical random walks.
A simple asymmetric random walk on Z has degree ∞. Also, Brownian motion on an
infinite-dimensional Hilbert space (with nuclear covariance) has degree ∞.
Concluding this subsection, we recall the notions of strong/weak transience and k-strong/weak
transience [8] which are closely related to the notion of degree and which play a role e.g. in
connection with multilevel branching particle systems (see Section 4).
Definition 2.1.4 For each integer k ≥ 1, we say that X is
k-strongly transient iff ||Gk+1ϕ|| <∞ for ϕ ∈ B+b (S),
and
k-weakly transient iff ||Gkϕ|| <∞ for ϕ ∈ B+b (S)
and Gk+1ϕ ≡ ∞ for ϕ ∈ C+b (S), ϕ 6= 0.
The case k = 1 corresponds to the usual strong and weak transience. Definition 2.1.4 is
compatible with (and more streamlined than) the one in [8] (Definition 2.1.1). In [8] we referred
to Gk+1ϕ ≡ ∞ as “level k recurrence” because it corresponds to recurrence of “level k clans” in
branching systems. Note that k-strong transience implies γ ≥ k, and k-weak transience implies
γ ∈ [k − 1, k]. Conversely, γ > k implies k-strong transience, and γ ∈ (k − 1, k) implies k-
weak transience. We shall see in examples that certain critical behaviours occur when γ takes
an integer value. The α-stable process is k-strongly transient iff α < d/(k + 1) and k-weakly
transient iff d/(k + 1) ≤ α < d/k.
2.2 Degree of transience and moments of last exit times
In this subsection we give a connection between the operator powers Gζ , ζ ≥ 1, defined in (2.1.1)
and moments of last exit times. Intuitively, this relates to the degree of transience as follows:
the higher the degree of transience, the quicker the process tends to leave a bounded set forever.
For a non-empty Borel set A ⊂ S, let LA denote the last exit time of X from A,
LA = sup{t ≥ 0 : X(t) ∈ A} (if {t ≥ 0 : X(t) ∈ A} 6= φ).
Proposition 2.2.1 Assume X is transient and for any closed ball K ⊂ S,
sup
x∈K
G1K(x) <∞, (2.2.1)
and for any closed ball C ⊂ K◦ (interior of K),
inf
x∈C
G1K(x) > 0. (2.2.2)
Then there exist positive constants a1 and a2 such that for all ζ > 0 and x ∈ S,
a1G
ζ+11C(x) ≤ ExLζC ≤ a2Gζ+11K(x). (2.2.3)
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The proof is borrowed from [30, 31]. Those papers deal only with processes on Rd but the
argument is general.
Proof. Let FA = inf{t > 0 : X(t) ∈ A} (the hitting time of A ⊂ S). By the Markov property of
X we have
G1K(x) ≥ Ex
(
1 [FC<∞]EX(FC)
∫ ∞
0
1K(X(t))dt
)
≥ inf
y∈C
G1K(y)Px(FC <∞). (2.2.4)
By the Markov property and transience,
G1K(x) = Ex
(
1 [FK<∞]EX(FK)
∫ ∞
0
1K(X(t))dt
)
≤ sup
y∈K
G1K(y)Px(FK <∞). (2.2.5)
It follows from conditions (2.2.1) and (2.2.2), and from (2.2.4) and (2.2.5) that there exist
positive constants b1 and b2 such that
b1Px(FC <∞) ≤ G1K(x) ≤ b2Px(FK <∞) (2.2.6)
for all x.
Again by the Markov property,
ExL
ζ
C =
∫ ∞
0
Px(LC > t)ζt
ζ−1dt =
∫ ∞
0
ExPX(t)(FC <∞)ζtζ−1dt, (2.2.7)
since LC > t iff FC ◦ θt < ∞, where θt is the shift of paths ω : (θtω)(s) = ω(t + s). Hence, by
(2.2.6) and (2.2.7) there exist positive constants b3 and b4 such that
b3
∫ ∞
0
ExG1C(X(t))ζt
ζ−1dt ≤ ExLζC ≤ b4
∫ ∞
0
ExG1K(X(t))ζt
ζ−1dt (2.2.8)
for all x.
Finally, for any closed ball K,∫ ∞
0
ExG1K(X(t))ζt
ζ−1dt =
∫ ∞
0
Ex
∫ ∞
0
1K(X(t+ s))dsζt
ζ−1dt
=
∫ ∞
0
Ex
∫ ∞
t
1K(X(s))dsζt
ζ−1dt = Ex
∫ ∞
0
1K(X(s))
∫ s
0
ζtζ−1dtds
=
∫ ∞
0
sζTs1K(x)ds, (2.2.9)
and (2.2.3) follows from (2.2.8), (2.2.9) and (2.1.1). ✷
The following corollary is immediate.
Corollary 2.2.2 The degree of transience γ (≥ 0) is also given by
γ = sup{ζ ≥ 0 : ELζBR <∞ for all R > 0}, (2.2.10)
where BR is a centered open ball of radius R. For irreducible transient random walks on a
countable Abelian group,
γ = sup{ζ ≥ 0, ELζ <∞}, (2.2.11)
where L is the last exit time from 0.
Remark 2.2.3 For transient Le´vy processes on Rd, a set like on the r.h.s. of (2.2.10) is con-
sidered by Sato and Watanabe [30, 31].
Conditions (2.2.1) and (2.2.2) hold in all the examples considered in this paper.
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2.3 Degree of recurrence and moments of first return times
In this subsection we only consider the case of countable S. We denote the transition probability
of X by pt(x, y). As before, we assume that the walk X is irreducible and (unless stated
otherwise) starts in the origin.
Definition 2.3.1 Consider the holding time
H = inf{t > 0 : Xt 6= 0}
and the first return time to the origin
T = inf{t > H : Xt = 0}.
For transient X the last exit time L from the origin is the sum of a geometric number of
i.i.d. copies of T conditioned to be finite, plus and independent copy of H. Hence, in this case
we have for all ζ > 0,
ELζ <∞ iff E[T ζ |T <∞] <∞.
Thus for transient X, the characterization (2.2.11) of the degree of X is equivalent to
γ = sup{ζ ≥ 0 : E[T ζ |T <∞] <∞}.
We now ask whether a similar characterization of the degree in terms of moments of first
return times also holds in the recurrent case .
For the rest of this subsection we assume that X is recurrent. Put R = T −H, and
ρt = P[R > t],
that is, 1− ρ is the distribution function of the excursion time length R of X from the origin.
Lemma 2.3.2 Assume rate 1 holding times of X. Then for all t > 0,∫ t
0
ps(0, 0)ρt−sds+ pt(0, 0) = 1. (2.3.1)
Proof. We consider the process Yt := 1{Xt 6=0}. The successive times H1 < H2 < ... when Y
jumps from 0 to 1, together with the times T1 < T2 < ... when Y jumps back from 1 to 0, form
an alternating renewal process, with the period in 0 having distribution L(H) = Exp(1) and the
period in 1 having distribution L(R). Disintegrating the event {Yt = 1} with respect to the last
jump of Y from 0 to 1 before time t we obtain
P[Yt = 1] =
∫ t
0
P[Hi ∈ (s, s+ ds), Ti > t for some i = 1, 2, ...]
=
∫ t
0
P[Hi ∈ (s, s+ ds), Ti −Hi > t− s for some i = 1, 2, ...]
=
∫ t
0
P[Hi ∈ (s, s+ ds) for some i = 1, 2, ...]P[R > t− s]
=
∫ t
0
ps(0, 0) ρt−sds.
The proof is complete since P[Yt = 0] = pt(0, 0). ✷
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Remark 2.3.3 (a) Assume that for some µ > 0 and a slowly varying function ℓ(t),
pt(0, 0) ∼ t−µℓ(t) as t→∞. (2.3.2)
Then the degree of the walk is γ = µ− 1. Indeed, (2.3.2) implies that for each ε > 0,
pt(0, 0) ≥ c1t−µ−ε and pt(0, 0) ≤ c2t−µ+ε (2.3.3)
for finite positive constants c1, c2 depending on ε, and sufficiently large t. Hence for all δ > 0,
choosing ε = δ/2 in (2.3.3) we see that∫ ∞
1
tµ−1+δpt(0, 0)dt =∞ and
∫ ∞
1
tµ−1−δpt(0, 0)dt <∞.
The claim follows from (2.1.1) and (2.1.2).
(b) Assume that pt satisfies (2.3.2) for µ ∈ (0, 1) (as it is the case for (α, d)-random walks
with d < α and µ = d/α, see (2.1.6)). It follows from (2.3.1) that the Laplace transforms p˜(λ)
and ρ˜(λ) of pt(0, 0) and ρt are related by
p˜(λ)ρ˜(λ) = λ−1 − p˜(λ), (2.3.4)
hence by a Tauberian theorem ([1], Theorem 1.7.6) one has
ρ˜(λ) ∼ λ−µℓ1(1/λ) as λ→ 0 (2.3.5)
for some slowly varying ℓ1. Using another Tauberian theorem ([1], Theorem 1.7.2) one infers
that
ρt ∼ tµ−1ℓρ(t) as t→∞ (2.3.6)
for some slowly varying function ℓρ(t). Since
ERζ =
∫ ∞
0
ρtζt
ζ−1dt, (2.3.7)
we obtain from (2.3.6), by a similar argument as in part (a), that
−µ+ 1 = sup{ζ ≥ 0 : ERζ <∞}.
Since the first return time T differs from R only by the exponentially distributed holding time
H, and since the degree of the walk is γ = µ− 1 we have
− γ = sup{ζ ≥ 0 : ET ζ <∞}. (2.3.8)
The next proposition shows that (2.3.8) characterizes the degree of recurrence for all critically
recurrent random walks satisfying the the additional requirement
pt(0, 0) = o(t
−1+ε) as t→∞ for all 0 < ε. (2.3.9)
Proposition 3.2.4 and its corollary show that an example of such a class of random walks are
the (1, (cj), N)-random walks (introduced in Definition 3.1.4) where (cj) satisfies (3.2.16) and∑
j c
−1
j =∞.
Proposition 2.3.4 For a recurrent random walk satisfying (2.3.9), the return time T has no
moments of positive order.
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Proof. We put gt =
∫ t
0 ps(0, 0)ds. For all s, t > 0 such that pr(0, 0) < 1/2 for all r ≥ s, we have
from (2.3.1)
1/2 ≤ 1− ps+t(0, 0) =
∫ s
0
pr(0, 0)ρs+t−rdr +
∫ s+t
s
pr(0, 0)ρs+t−rdr.
Since ρt is decreasing, the first term on the r.h.s is bounded by gsρt, and the second one is
bounded by gs+t − gs. Hence we obtain
1/2 ≤ gsρt + gt+s − gs.
Using (2.3.9), we have for each 0 < ε < 1 and suitable constants c1, c2 > 0 depending on ε,
ρt ≥ 1/2 − (gs+t − gs)
gs
≥ 1/2 − c1[(s + t)
ε − sε]
c1 sε
= c2s
−ε − ((1 + t/s)ε − 1).
Putting s = t1/(1−2ε) this turns into
c2 t
−ε/(1−2ε) −
(
1 + t−2ε/(1−2ε)
)ε
+ 1 ∼ c2 t−ε/(1−2ε) − εt−2ε/(1−2ε) as t→∞.
This shows that ρt decays slower than t
−δ for any δ > 0, and in view of (2.3.7) completes the
proof. ✷
The next proposition shows that for µ ∈ (0, 1) a less restrictive condition than (2.3.2) assures
at least that the first return time has all moments of order less than 1 − µ. This condition
is fulfilled by the (µ, (cj), N)-random walks with µ ∈ (0, 1) and (cj) satisfying (3.2.16) (see
Proposition 3.2.4).
Proposition 2.3.5 For µ ∈ (0, 1), assume
pt(0, 0)
−1 = o(tµ+ε) as t→∞ for all 0 < ε (2.3.10)
(and consequently γ ≤ µ− 1). Then the return time T has all moments of order less than 1−µ.
Proof. Since ρt is decreasing, we have from (2.3.1)
1 ≥ 1− pt(0, 0) =
∫ t
0
ps(0, 0)ρt−sds ≥ ρtgt. (2.3.11)
From (2.3.10) we have that for each ε > 0 there exists a constant c > 0 such that pt(0, 0) ≥
ct−µ−ε, and consequently gt ≥ c1t1−µ−ε for some c1 > 0. Hence because of (2.3.11) we have for
each ε > 0 and a suitable constant cε
ρt ≤ cεtµ+ε−1, t > 0. (2.3.12)
Consequently, for all δ ∈ (0, 1 − µ), putting ε = δ/2 in (2.3.12), we have from (2.3.7)
ER1−µ−δ =
∫ ∞
0
(1− µ− δ)t(1−µ−δ)−1ρtdt ≤ const
∫ ∞
1
t−1−δ/2dt+ const <∞.
Then it suffices to recall that T = H + R, where H is exponentially distributed and therefore
has moments of all orders. ✷
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Remark 2.3.6 Put γ = µ− 1.
(a) For µ ∈ (0, 1) the power asymptotics (2.3.2) implies the equality (2.3.8) (Remark 2.3.3
(b)), which in this case characterizes the degree of recurrence in terms of moments of first return
times (Remark 2.3.3 (a)).
(b) For µ = 1, the “weak” power asymptotics (2.3.3) (right part) still guarantees (2.3.8), see
Proposition 2.3.4.
(c) For µ ∈ (0, 1), the “weak” power asymptotics (2.3.3) (left part) implies that the return
time T has all moments of order less than 1 − µ = −γ (see Proposition 2.3.5). Hence in this
case we have at least the bound
− γ ≤ sup{ζ ≥ 0 : ET ζ <∞}. (2.3.13)
(d) It would be interesting to know whether the characterization (2.3.8) holds in general for
recurrent random walks with degree γ.
2.4 Incomplete potentials
We now define the incomplete potential operator Gt which together with its powers plays a basic
role in occupation time results.
Definition 2.4.1 For a process X on S we define the operator
Gtϕ =
∫ t
0
Tsϕds, ϕ ∈ Bb(S), (2.4.1)
where {Tt} is the semigroup of X. Moreover, we denote by Gkt , k = 2, 3, . . . the (operator)
powers of Gt.
When Gkϕ <∞, Gk+1t ϕ→∞ as t→∞, ϕ ∈ B+b (S), ϕ 6= 0, the order of the growth of Gk+1t ϕ
determines the appropriate normings for the occupation times in k-level branching populations.
This is discussed in section 4.
For the α-stable process on Rd (having degree γ = d/α − 1) and integer k ≥ 0 ,
Gk+1t ∼ κ log t for γ = k ( equivalently α = dk+1),
Gk+1t ∼ κtk−γ for k − 1 < γ < k (equivalently dk+1 < α < dk )
(2.4.2)
and
Tt ∼ κt−(γ+1) as t→∞. (2.4.3)
In these formulas κ stands for a positive constant which is different in each case, and formulas
(2.4.2) and (2.4.3) are symbolic. For example, the precise meaning of Gt ∼ κt−γ is
∫
S ϕGtψdρ ∼
κt−γH(ϕ,ψ), ϕ,ψ ∈ Cb(S), where ρ is the Lebesgue measure on Rd andH(ϕ,ψ) is some positive-
definite bilinear form [8]. The “critical” cases γ = k are associated with slowly varying growth
of Gk+1t .
We use the following notations:
at ≍ bt as t→∞ if at/bt and bt/at remain bounded as t→∞, and
at ∝ bt as t→∞ if at/bt and bt/at are o(tε) as t→∞ for all ε > 0.
The same notations will be used also for discrete indices j = 1, 2, .. in place of t.
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Remark 2.4.2 (a) For transient processes it is useful to consider the operator Rt defined by
Rt = G−Gt, t > 0
(see [28]). It is easy to see that if Rt ≍ t−γ as t → ∞ for some γ > 0 (called transience of
order γ in [8]), then the process is transient with degree γ−, and if Gt ≍ t−γ as t→∞ for some
γ ∈ (−1, 0) (called recurrence of order −γ in [8]), then the process is recurrent with degree γ−.
(b) Recurrent processes such that Gt = o(t
ε) as t → ∞ for all ε > 0 are critically recurrent.
Indeed, for any ζ ∈ (−1, 0) and 0 < ε < −ζ,∫ ∞
1
tζTtϕdt ≤
∞∑
k=0
(2ζ)k
∫ 2k+1
2k
Ttϕdt ≤ const
∞∑
k=0
(2ζ)k(2k+1)ε <∞.
An important case is Gt ∼ const log t (which was called critical recurrence in [8]).
For processes with degree γ, from the viewpoint of occupation times it is necessary to compute
the growth of GGk−1t and of G
k
t for an integer k with γ+1 ≤ k < γ+2 (cf. section 4). However,
also in the case of non-integer ζ ≥ γ + 1 it is interesting to study the growth of the operators
G
(ζ)
t ϕ =
1
Γ(ζ)
∫ t
0
sζ−1Tsϕds, t > 0, ϕ ∈ Bb(S) (2.4.4)
for ϕ ≥ 0, ϕ 6= 0. Indeed, the following lemma and its corollary show that for integer k ≥ γ+1,
and a large class of walks, G
(k)
t captures at least the growth of G
k
t . Note that if Ttϕ ≍ t−(γ+1),
then
G
(k)
t ≍
{
tk−(γ+1) if k > γ + 1,
log t if k = γ + 1.
(2.4.5)
Lemma 2.4.3 For k = 1, 2, ... and ϕ ∈ B+b (S), ϕ 6= 0,
(a)
0 ≤ Gktϕ−G(k)t ϕ ≤
∫ t
0
ds1
∫ t
0
ds2 . . .
∫ t
0
dsk−1
∫ t+s1+...+sk−1
t
Tsϕds. (2.4.6)
(b) Assume Ttϕ ≍ t−(γ+1) for some γ > −1. Then for integer k ≥ γ + 1,
G
(k)
t ϕ ≤ Gktϕ ≤ G(k)t ϕ+ const tk−(γ+1), (2.4.7)
and therefore
G
(k)
t
{ ≍ Gkt if k > γ + 1,
∼ Gkt if k = γ + 1.
(2.4.8)
Proof. For k = 1, Gtϕ = G
(1)
t ϕ, so there is nothing to prove. For k ≥ 2,
G
(k)
t ϕ =
∫ t
0
TsG
(k−1)
t−s ϕds, (2.4.9)
since from (2.4.4) the derivatives w.r. to t of both sides of (2.4.9) coincide by the semigroup
property.
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Iterating (2.4.9),
G
(k)
t ϕ =
∫ t
0
ds1
∫ t−s1
0
ds2 . . .
∫ t−s1−...−sk−1
0
dskTs1+...+skϕ. (2.4.10)
On the other hand,
Gktϕ =
∫ t
0
ds1
∫ t
0
ds2 . . .
∫ t
0
dskTs1+...+skϕ, (2.4.11)
Subtracting (2.4.10) from (2.4.11) we find
0 ≤ Gktϕ−G(k)t ϕ ≤
∫ t
0
ds1
∫ t
0
ds2 · · ·
∫ t
0
dsk−1
∫ t
t−s1−...−sk−1
dskTs1+...+skϕ. (2.4.12)
Substituting s = s1 + ...+ sk in the r.h.s. of (2.4.12) we have (2.4.6).
Under the assumption of part (b), (2.4.7) is immediate from (2.4.6), and (2.4.8) follows from
(2.4.5) and (2.4.7). ✷
Corollary 2.4.4 For γ > −1, an integer k ≥ γ + 1 and ϕ ≥ 0, ϕ 6= 0,
(a) if Ttϕ ≍ t−(γ+1) then
Gktϕ ≍
{
tk−(γ+1) if k > γ + 1,
log t if k = γ + 1,
(2.4.13)
(b) if Ttϕ ∝ t−(γ+1), then Gkt ϕ ∝ tk−(γ+1).
An example for (a) in the preceding corollary is given by the (γ + 1, (1), N)-random walks
(see (3.2.3) and Remark 3.1.5), and an example for (b) is provided by the (γ+1, (cj), N)-random
walks with cj+1/cj → 1 (see Proposition 3.2.4).
Definition 2.4.5 For discrete S (as in the case of the hierarchical random walks studied in the
following section) and ζ > 0 we put
g
(ζ)
t =
1
Γ(ζ)
∫ t
0
sζ−1ps(0, 0)ds = G
(ζ)
t 1{0}(0), t > 0, (2.4.14)
g(ζ) =
1
Γ(ζ)
∫ ∞
0
sζ−1ps(0, 0)ds = G
ζ1{0}(0). (2.4.15)
For the (α, d)-random walk (having degree γ− with γ = d/α− 1), (2.1.6) implies
g
(γ+1)
t ∼ const log t,
g
(ζ)
t ∼ const tζ−(γ+1) for ζ > γ + 1. (2.4.16)
3 Random walks on the hierarchical group
3.1 Hierarchical random walks
Definition 3.1.1 Let N be an integer ≥ 2. The (countable) hierarchical group of order N is
defined by
ΩN = {x = (x1, x2, . . .) : xi ∈ ZN , xi 6= 0only for finitelymany i},
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where ZN = {0, 1, . . . , N − 1} is the cyclic group of order N , with addition componentwise
mod(N). In other words, ΩN is the direct sum of a countable number of copies of ZN . We
endow ΩN with the translation-invariant hierarchical distance | · | defined by
|x− y| =
{
0 if x = y,
max{i : xi 6= yi} if x 6= y.
Note that d(x, y) = |x− y| is an ultrametric.
Definition 3.1.2 (rj-random walk). We consider hierarchical random walks {ξn} on ΩN defined
by ξn =
n∑
i=1
ηi, n = 1, 2, . . ., where ηi, i = 1, 2, . . . are i.i.d. random variables in ΩN with
distribution
P[η = y] =
r|y|
N |y|−1(N − 1) , y ∈ ΩN , y 6= 0, P[η = 0] = 0, (3.1.1)
and {rj , j = 1, 2, . . .} is a probability distribution on N = {1, 2, . . .}. Note that the random walk
jumps from x to y such that |x− y| = j ≥ 1 by first choosing distance j with probability rj and
then choosing y uniformly on the sphere of radius j with center at x (since N j−1(N − 1) is the
number of points at distance j from a given point). We assume that rj > 0 for all j, hence these
random walks are irreducible.We call rj-random walk the random walk defined by (3.1.1). We
will introduce descriptive names for special choices of rj, and in some cases simplified names for
easy identification; the name rj-random walk always refers to the general case.
Remark 3.1.3 (a) The rj-random walks are the most general “symmetric” random walks on
ΩN in the sense of the uniform choice of a point at a given distance.
(b) ΩN can also be represented as the set of leaves of a tree TN . Each inner node of TN is
at some level (or depth) j ≥ 1, and the leaves are at level 0. Each inner node at level j has
one neighbouring node at level j + 1 (its parent) and N neighbouring nodes at level j − 1 (its
children). For a leaf x, let aj(x), j = 1, 2, ... denote its chain of ancestors. The rj-random walk
jumps from the leaf x with probability rj to a leaf uniformly chosen among all the leaves which
descend from aj(x) but not from aj−1(x). (c) The case N = 2 corresponds to the “light bulb”
random walk in [33]. A criterion for transience/recurrence in this case was given in [6], and
extended in [17] allowing N to depend on the index of each component. Sawyer and Felsenstein
[32] used random walks on ΩN to study genetic relatedness in a spatially structured population.
It would be interesting to study hierarchical random walks with random N (i.i.d. numbers of
outgoing edges from each inner node), and non-symmetric hierarchical random walks.
The n-step transition probability p(n)(x, y) of the rj-random walk {ξn}, which can be ob-
tained by Fourier methods [32, 18, 26], is given by
p(n)(0, y) = (δ0,|y| − 1)
fn|y|
N |y|
+ (N − 1)
∞∑
k=|y|+1
fnk
Nk
, n ≥ 1, y ∈ ΩN\{0}, (3.1.2)
p(1)(0, 0) = 0,
where
fk =
k−1∑
j=1
rj − rk
N − 1 = 1− rk
N
N − 1 −
∞∑
j=k+1
rj , k ≥ 1. (3.1.3)
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A continuous-time random walk X = {X(t), t ≥ 0} on ΩN corresponding to {ξn}, with unit
rate holding time, i.e., with transition probability
pt(0, y) = e
−t
∞∑
n=0
tn
n!
p(n)(0, y), t ≥ 0, y ∈ ΩN , (3.1.4)
is given by
pt(0, y) = (δ0,|y| − 1)
e−h|y|t
N |y|
+ (N − 1)
∞∑
j=|y|+1
e−hjt
N j
, t ≥ 0, y ∈ ΩN , (3.1.5)
where hj = 1− fj, i.e.,
hj = rj
N
N − 1 +
∞∑
i=j+1
ri, j = 1, 2, . . . , (3.1.6)
[18, 26]. The rk are obtained from the hk by
rk =
N − 1
N
hk − (N − 1)
2
N
Nk
∞∑
j=k+1
hj
N j
, k = 1, 2, . . . . (3.1.7)
Definition 3.1.4 ((µ, (cj), N)-random walk). We consider rj-random walks (3.1.1) with jump
probabilities rj of the form
rj = D
cj−1
N (j−1)/µ
, j = 1, 2, . . . , (3.1.8)
where µ is a positive constant, {cj , j = 0, 1, . . .} is a sequence of positive numbers and D is a
normalizing constant. This random walk as well as its continuous time version with unit rate
holding times will be called (µ, (cj), N)-random walk, emphasizing the three elements that define
the jump probabilities. (It will be clear in each case whether the time is continuous or discrete.)
Remark 3.1.5 For fixed N and µ 6= 1, a (µ, (ηj), N)-random walk is the same as a (1, (cj), N)-
random walk with cj = ηjN
j(µ−1)/µ. This transformation is useful because we also are interested
in the behaviour of (µ, (cj), N)-random walks as N → ∞, for sequences (cj) not depending on
N . In this so-called hierarchical mean field limit (see [9] and references therein), the reciprocal
of the constant µ plays an important role as a scaling parameter concerning separation of time
scales (Remark 3.5.11).
Example 3.1.6 The (1, (cj), N)-random walk (called c-random walk in [8]) has jump probabil-
ities
rj =
(
1− c
N
)( c
N
)j−1
, j = 1, 2, . . . , where 0 < c < N. (3.1.9)
In this case hj defined by (3.1.6) is given by
hj =
N2 − c
N(N − 1)
( c
N
)j−1
, j = 1, 2, . . . . (3.1.10)
This random walk will sometimes be called cj-random walk for brevity. Note also that by
Remark 3.1.5 a (1, (cj), N) random walk is the same as a (µ, (1), N) random walk with
µ =
logN
log(N/c)
.
3.2 Degrees of hierarchical random walks
Since ΩN is countable and the random walks are irreducible, it suffices to consider, instead of
the operator Gζ defined in (2.1.1), the number g(ζ) defined by (2.4.15). The following formula
with discrete-time transition probabilities can also be used:
g(ζ) =
1
Γ(ζ)
∞∑
n=1
Γ(ζ + n)
n!
p(n)(0, 0). (3.2.1)
Remark 3.2.1 (a) We have from [8] that the (1, (cj), N)-random walk has degree γ− with
γ =
log c
log(N/c)
, (3.2.2)
Equivalently (see Remark 3.1.5) the (µ, (1), N)-random walk, µ > −1, has degree γ− with
γ = µ − 1. Note that the range of degrees of the (1, (cj), N)-random walks is (−1,∞). In this
sense this class is richer than the class of α-stable processes on Rd (and (α, d)-random walks).
(b) Another consequence from [8] is that for a (1, (cj), N)-random walk with degree γ we
have
pt(0, 0) ∼ const t−(γ+1)ht, (3.2.3)
g
(γ+1)
t ∼ const log t,
g
(ζ)
t ≍ tζ−(γ+1) for ζ > γ + 1, (3.2.4)
where ht = h
(γ)
t is a slowly oscillating function (recall that g
(ζ)
t is defined by (2.4.14)).
Remark 3.2.2 (a) Comparing (2.4.16) with (3.2.4) we see that (1, (cj), N)-random walks and
(α, d)-random walks with degree γ (i.e. c = N1−α/d) have the same order of growth of g
(ζ)
t for
ζ ≥ γ + 1.
(b) The (1, (cj), N)-random walks can also be compared to α-stable processes in terms of
the decay of the potential operators. For positive integer k < γ + 1, the k-th power GkN,γ of
the potential operator GN,γ of this hierarchical random walk has a kernel of the form (see [8],
(4.2.2))
GkN,γ(0, x) = constN
−|x|(1−k/(γ+1)),
where γ is the degree (3.2.2). If γ = dα − 1 (hence d > αk), this can be written as
GkN,γ(0, x) = constρ(x)
−(d−αk),
where
ρ(x) = N |x|/d.
ρ(x) is the “Euclidean radial distance” of x from 0, so that the volume of a ball of radius ρ grows
like ρd. Therefore the powers of the potential operator of the (1, (cj), N)-random walk and the
respective ones for the α-stable process have the same spatial asymptotic decay.
(c) For the (µ, (cj), N)-random walk with 0 < c < N1/µ the degree is
γ = γN =
µ− 1 + µ log c/ logN
1− µ log c/ logN . (3.2.5)
Hence γN → µ − 1 as N → ∞, more precisely, γN = µ − 1 + O(1/ logN) as N → ∞.
In the case µ = 2, since the degree equals 1 for Brownian motion (α = 2) on R4 or simple
symmetric random walk on Z4 (see (2.1.5)), the N → ∞ limit behaviour of this hierarchical
random walk can be viewed as corresponding to Euclidean dimension d = 4. This case plays
a role in the behaviour of two-level branching systems discussed in [9]. Hierarchical models
“around dimension 4” also play a prominent role in statistical physics [10].
We turn now to transience properties of the (µ, (cj), N)-random walk. We will sometimes
write pt, G
ζ , Gkt ,D with a subscript or superscript (µ) when we need to emphasize the dependence
on µ.
We have, from (3.1.6) and (3.1.8),
hj = rjsj, where (3.2.6)
sj =
N
N − 1 +
1
rj
∞∑
i=j+1
ri =
N
N − 1 +
1
cj−1
∞∑
i=j+1
ci−1
N (i−j)/µ
, j = 1, 2, . . . ,
therefore
hj = D
dj−1
N (j−1)/µ
where dj−1 = cj−1sj , j = 1, 2, . . . . (3.2.7)
We need conditions for finiteness of the powers Gζ in terms of the hj .
Proposition 3.2.3 For any ζ > 0,
(1) Gζ = Gζ(µ) <∞ iff
∞∑
j=1
1
N jhζj
<∞ iff
∞∑
j=0
1
N j(µ−ζ)/µdζj
<∞, (3.2.8)
where hj and dj are given by (3.1.6), (3.2.7) and (3.2.8).
(2) In terms of the cj in (3.1.8),
Gζ = Gζ(µ) <∞ iff
∞∑
j=0
1
N j(µ−ζ)/µcζj
<∞, (3.2.9)
provided that
lim sup
j→∞
1
rj
∞∑
i=j+1
ri <∞ (or equivalently lim sup
j→∞
1
cj
∞∑
i=j+1
ci
N (i−j)/µ
<∞). (3.2.10)
A sufficient condition for (3.2.10) is
lim sup
j→∞
cj+1
cj
< N1/µ, (3.2.11)
and hence for large N it suffices that lim sup
j
cj+1/cj <∞.
Proof. (1) We have, from (3.1.5) and (2.1.1),
Gζ = Gζ(µ) = (N − 1)
∞∑
j=1
1
N jhζj
, (3.2.12)
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Then the first part of (3.2.8) is obvious from (3.2.12), and the second one follows from (3.2.7).
(2) (3.2.9) and (3.2.10) follow from part (1) and (3.2.6). ✷
The defining quantities of the (µ, (cj), N)-random walk (3.1.8) are µ, the sequence (cj) and
N , but conditions for finiteness of the powers of G are more conveniently established by the
sequence (dj) defined by (3.2.6) and (3.2.7). The cj can be obtained from the dj by (3.1.7),
(3.1.8) and (3.2.7); e.g., for µ = 1,
cj =
N − 1
N
dj − (N − 1)
2
N3
N2j
∞∑
i=j
di
N2i
. (3.2.13)
An obvious consequence of the previous proposition for the (µ, (cj), N)-random walk is
Gµ <∞ iff
∞∑
j=1
1
dµj
<∞, (3.2.14)
or in terms of the cj ,
Gµ <∞ iff
∞∑
j=1
1
cµj
<∞, (3.2.15)
provided that
lim sup
j→∞
1
cj
∞∑
i=j+1
ci
N (i−j)/µ
<∞. (3.2.16)
Note that (3.2.6) and (3.2.7) imply dj ≥ cj , therefore
∑
j 1/c
µ
j <∞ implies Gµ <∞.
We have seen that the cj-random walk with degree γ actually has degree γ−. Now we ask
for existence of (1, (cj), N)-random walks of degree γ
+. The next proposition and its corollary
give an answer.
Proposition 3.2.4 Consider a (µ, (cj), N)-random walk such that
inf
j
cj > 0 and lim
j→∞
cj+1
cj
= 1. (3.2.17)
Then for each ε > 0
pt(0, 0) = o(t
−µ+ε) as t→∞ (3.2.18)
and
pt(0, 0)
−1 = o(tµ+ε) as t→∞. (3.2.19)
Proof. It is not difficult to show from (3.2.6) and (3.2.7) that (3.2.17) implies
lim
j→∞
dj+1
dj
= 1. (3.2.20)
We have from (3.1.5) and (3.2.7) that
pt(0, 0) = const
∞∑
j=1
N−j exp
(
−D dj−1
N (j−1)/µ
t
)
≤ const
∞∑
j=1
N−j exp
(
−K c
j−1
N (j−1)/µ
t
)
,
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where c (< 1) can be chosen arbitrarily close to 1 and K is another constant. The latter
expression can be rewritten as
const
∞∑
j=1
N−j exp
(
−K 1
N (j−1)/µ
′ t
)
,
where µ′ (< µ) can be chosen arbitrarily close to µ. The estimate (3.2.18) is now immediate
from (3.2.3), where the constant γ appearing there is chosen as µ′ − 1. The estimate (3.2.19) is
proved in an analogous way. ✷
Corollary 3.2.5 Under the assumptions of Proposition 3.2.4,
(a) the degree of the random walk is γ = µ− 1, and it is γ+ iff ∑
j
1/cµj <∞,
(b) if µ < 1 then the return time to 0 has all moments of order less than 1− µ,
(c) if µ = 1 then the return time to 0 has no moments of positive order.
Proof. (a) is immediate from (3.2.18), (3.2.19), (2.1.2) and by noting that condition (3.2.11)
holds.
(b) follows from (3.2.19) and Proposition 2.3.5.
(c) follows from (3.2.18) and Proposition 2.3.4. ✷
Next we give an example of a walk satisfying the assumptions of Proposition 3.2.4.
Example 3.2.6 (jβ-random walk). Consider a (µ, (cj), N)-random walk with µ > 0 such that
dj defined by (3.2.6) and (3.2.7) is given by
dj = (j + 1)
β , j = 0, 1, . . . , where β ≥ 0. (3.2.21)
We call this a jβ-random walk, referring to dj rather than to cj . The degree of this random walk
is γ = µ− 1, and it is γ+ if β > 1/µ, and γ− if β ≤ 1/µ. Since cj also behaves like (j +1)β (see
(3.3.1) below), we could consider the random walk with cj = (j + 1)
β instead of (3.2.21), but
this would complicate the exact asymptotics derived in subsection 3.3 because they are more
directly related to dj than to cj .
The next result shows in particular that for a large class of sequences (cj) the degree of the
(µ, (cj), N)-random walk approaches µ as N →∞.
Proposition 3.2.7 Consider a (µ, (cj), N)-random walk, denote its degree by γ and put
c = lim sup
j→∞
cj+1
cj
, c = lim inf
j→∞
cj+1
cj
.
(1) If c < N1/µ, then
γ ≤ µ− 1 + µ log c/ logN
1− µ log c/ logN . (3.2.22)
(2) If c < N1/µ, then
γ ≥ µ− 1 + µ log c/ logN
1− µ log c/ logN . (3.2.23)
(3) If 0 < c ≤ c <∞, then γ = µ− 1 +O(1/ logN) as N →∞.
19
Proof. (1) For each a ∈ (c,N1/µ), the (µ, (aj), N)-random walk has degree (see (3.2.5))
γ(a) =
µ− 1 + µ log a/ logN
1− µ log a/ logN .
Let 0 < ζ < γ + 1. Then, by (2.1.1), (3.2.9) and by the definition of the degree γ,∑
j
1
N j(µ−ζ)/µcζj
<∞. (3.2.24)
Since cj ≤ Kaj for all j = 0, 1, ... and a suitable constant K > 0, (3.2.24) implies∑
j
1
N j(µ−ζ)/µajζ
<∞.
Consequently, ζ ≤ γ(a) + 1. It follows that γ ≤ γ(a), and since a is arbitrary, the assertion
(3.2.22) follows.
(2) is proved in an analogous way, and (3) is immediate from (1) and (2). ✷
We now pass to last exit times. The following results describe the behaviour of moments of
the last exit time LBR from a closed ball BR of radius R for transient c
j-random walks.
Proposition 3.2.8 For a (µ, (ηj), N)-random walk with µ ≥ 1, η > 1 and BR a closed ball of
radius R centered at 0,∫ ∞
0
tµ−1Pt(0, BR)dt = Γ(µ)
(N − 1)µ+1
(N (µ+1)/µη−1 − 1)µ
1
ηµ − 1
(
N
ηµ
)R
. (3.2.25)
where Pt(0, BR) :=
∑
x∈BR
pt(0, x).
Corollary 3.2.9 Under the conditions of Proposition 3.2.8,
(1) for fixed N ,
E0L
µ−1
BR
≍ Γ(µ) (N − 1)
µ+1
(N (µ+1)/µη−1 − 1)µ
1
ηµ − 1
(
N
ηµ
)R
as R→∞, (3.2.26)
(2) For fixed R,
E0L
µ−1
BR
≍ Γ(µ) η
µ
(ηµ − 1)
(
N
ηµ
)R
as N →∞, (3.2.27)
and in particular
(3)
E0L
µ−1
BR+1
E0L
µ−1
BR
≍ N
ηµ
as N →∞. (3.2.28)
Proof of Proposition 3.2.8 and Corollary 3.2.9: We sketch the proof of (3.2.25).
Writing c = ηN (µ−1)/µ, hj = ba
j−1 with b = (N2 − c)/N(N − 1) and a = c/N (see (3.1.10))
we obtain from (3.1.5)∫ ∞
0
tµ−1Pt(0, BR)dt =
∑
x∈BR
∫ ∞
0
tµ−1pt(0, x)dt
=
Γ(µ)
bµ
[
(N − 1)
∞∑
j=1
1
N ja(j−1)µ
−
R∑
m=1
Nm−1(N − 1)
Nma(m−1)µ
+(N − 1)
R∑
m=1
Nm−1(N − 1)
∞∑
j=m+1
1
N ja(j−1)µ
]
.
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Computing the summations and substituting the expressions for a and b leads to (3.2.25).
The results (3.2.26) and (3.2.27) are obtained from (3.2.25) and (2.2.3), and (3.2.28) also
follows from the previous results. ✷
Remark 3.2.10 (a) Consider a cj-random walk on ΩN and an α-stable process on R
d having
the same degree γ. We see from the previous corollary that, for ζ < γ, E0L
ζ
BR
grows like Rαζ
for the α-stable process on Rd, and it grows like (N/c)(ζ+1)R for the cj-random walk on ΩN . If
the degrees of the two processes coincide (i.e., c = N1−α/d) then (N/c)ζR = ραζ where ρ = NR/d
is the Euclidean radial distance from 0 (Remark 3.2.2(b)). This shows that a cj-random walk
takes on the average a longer time to leave an “Euclidean” ball than an α-stable process with
the same degree.
(b) Part (3) of Corollary 3.2.9 shows that there is separation of time scales on balls of hierarchical
radius R and R + 1 as N → ∞. The analogue to (3.2.28) is true for the α-stable process on
R
d, on balls of “Euclidean” radius NR/d and N (R+1)/d (corresponding to hierarchical distance
R and R + 1) as N → ∞. Indeed, on appropriate time scales, one sees certain features of
Euclidean random walks related to separation of time scales. See e.g. Cox and Griffeath [5]
where diffusive clustering in the two-dimensional voter model is shown based on such features
of two-dimensional simple random walk.
(c) For the cj-random walk, from (3.1.9) we have rj = (N/c)rj+1. Hence a jump of size j is
N/c times more likely than a jump of size j + 1. Therefore, as time flows the points visited by
the random walk form a clustered pattern: the walk spends some (long) time jumping within a
closed ball of radius j, and forming a cluster there, before jumping to a point outside the ball,
and beginning a new cluster within another ball of radius j, which by the ultrametric structure
of ΩN is necessarily disjoint from the previous ball, and so on. This behaviour is analogous to
that of the Weierstrass random walk on the lattice studied in [23, 24, 25]. The one-dimensional
Weierstrass random walk has step distribution with density function
a− 1
2a
∞∑
n=0
a−n[δ(x−∆bn) + δ(x+∆bn)], x ∈ R,
where a, b and ∆ are constants, a > 1, b > 0, ∆ > 0. When b is an integer the walk stays on a
lattice. (The characteristic function of the step distribution is Weierstrass’ example of a function
which is everywhere continuous and nowhere differentiable.) The d-dimensional Weierstrass
random walk is an obvious extension.
3.3 A special class of hierarchical random walks
We know that (µ, (1), N)-random walks have degree (µ− 1)− and g(µ)t defined by (2.4.14) grows
logarithmically. In this subsection we will construct a class of hierarchical walks with degree
(µ − 1)− for which g(µ)t grows only sublogarithmically. To this end we consider (µ, (cj), N)-
random walks defined by (3.1.8) such that cj ≤ cj+1 for all j. It can be shown easily from
(3.2.6) and (3.2.7) that this assumption implies dj ≤ dj+1 for all j and
N
N − 1 <
dj
cj
<
N
N − 1 +
1
N1/µ−1
for all j. (3.3.1)
If cj is non-decreasing, then lim inf cj+1/cj ≥ 1. Hence Proposition 3.2.7 implies that the
degree is greater or equal to µ − 1. If we assume in addition that ∑j 1/dµj = ∞, then (3.2.14)
implies that Gµ is infinite, hence the degree is (µ − 1)−.
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To state the next proposition in a compact way, we put
f
(1)
t = Gt(0, 0), f
(2)
t = G
2
t (0, 0), f
(3)
t = (G
2
tG)(0, 0). (3.3.2)
Proposition 3.3.1 Assume dj ≤ dj+1 for all j, and∑
j
1
dµj
=∞. (3.3.3)
(a) In case µ = 1, 2 or 3,
f
(µ)
t ∼
N − 1
NDµ(µ)
µ log t/ logN∑
j=0
1
dµj
as t→∞
where D(µ) is the normalizing constant in (3.1.8).
(b) For general µ and g
(µ)
t defined by (2.4.14),
g
(µ)
t ∼
N − 1
NDµ(µ)
µ log t/ logN∑
j=0
1
dµj
as t→∞.
(The upper limits in the sums are understood as integer part.)
Proof. Denote (see (3.1.5) and (3.2.7))
p
(µ)
t = p
(µ)
t (0, 0) =
N − 1
N
q
(µ)
t , (3.3.4)
q
(µ)
t =
∞∑
j=0
exp{− dj
Nj/µ
D(µ)t}
N j
, (3.3.5)
We will omit the superscript and subscript (µ) but the value of µ will be clear in each case.
(a) Case µ = 1. By (3.3.4), (3.3.5) (3.3.2) and (2.4.1),
Gt(0, 0) =
N − 1
ND
∫ Dt
0
qsds, where qt =
∑
j
exp{− dj
Nj
t}
N j
.
The Laplace transform of qt is
q˜(λ) =
∫ ∞
0
e−λtqtdt =
∑
j
1
N j
1
(λ+
dj
Nj
)
=
∑
j
1
λN j + dj
,
and q˜(λ)→∞ as λ→ 0 by (3.3.3).
Write
q˜(λ) = F1(λ) + F2(λ),
where
F1(λ) =
∑
j≤Q(λ)
1
λN j + dj
, F2(λ) =
∑
j>Q(λ)
1
λN j + dj
,
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with
Q(λ) = − log λ
logN
, 0 < λ < 1.
Since
F2(λ) ≤ 1
λ
∑
j>Q(λ)
1
N j
≤ L 1
λNQ(λ)
= L,
where L is a constant, then
q˜(λ) ∼ F1(λ) as λ→ 0.
Write
F1(λ) = J1(λ) + J2(λ),
where
J1(λ) =
∑
j≤Q(λ)
1
dj
,
J2(λ) =
∑
j≤Q(λ)
(
1
λN j + dj
− 1
dj
)
= −
∑
j≤Q(λ)
λN j
(λN j + dj)dj
.
Since infj dj > 0,
|J2(λ)| ≤ Lλ
∑
j≤Q(λ)
N j ≤ L1λNQ(λ) = L1,
where L and L1 are constants, then F1(λ) ∼ J1(λ), and therefore
q˜(λ) ∼ J1(λ) as λ→ 0.
Let
H(t) =
∑
j≤Q(t−1)
1
dj
, t > 0,
so J1(λ) = H(1/λ). H(t) is slowly varying at ∞. Indeed, let x > 1, then
H(tx)
H(t)
= 1 +
∑
j
Rt,x(j),
where
Rt,x(j) =
d−1j 1[Q(t
−1) < j ≤ Q((tx)−1)]∑
k≤Q(t−1) d
−1
k
.
Since the sequence dj is non-decreasing,
∑
j
Rt,x(j) ≤
d−1
Q(t−1)+1
(Q((tx)−1)−Q(t−1))
d−1
Q(t−1)
Q(t−1)
≤ log(tx)− log t
log t
=
log x
log t
→ 0 as t→∞,
hence
H(tx)
H(t)
→ 1 as t→∞.
A similar argument works for 0 < x < 1.
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By a Tauberian theorem ([1], Theorem 1.7.1)
∫ t
0
qsds ∼
Q(t−1)∑
j=1
1
dj
as t→∞,
and the conclusion follows.
Case µ = 2. Using the formula
G2t (0, 0) =
∫ t
0
∫ t
0
ps+rdsdr = 2
∫ t
0
∫ r
0
ps+rdsdr
we have
G2t (0, 0) = 2
N − 1
ND2
∫ Dt
0
∫ r
0
qs+rdsdr, where qt =
∑
j
exp{− dj
Nj/2
t}
N j
.
Let
Mt =
∫ t
0
qs+tds =
∫ 2t
t
qsds =
∑
j
1
N j
∫ 2t
t
exp
{
− dj
N j/2
s
}
ds
=
∑
j
exp{− dj
Nj/2
t} − exp{− dj
Nj/2
2t}
N j/2dj
.
The Laplace transform of Mt is
M˜ (λ) =
∑
j
1
N j/2dj
(
1
λ+
dj
Nj/2
− 1
λ+ 2
dj
Nj/2
)
=
∑
j
1
(λN j/2 + dj)(λN j/2 + 2dj)
= F1(λ) + F2(λ),
where
F1(λ) =
∑
j≤Q(λ)
1
(λN j/2 + dj)(λN j/2 + 2dj)
,
F2(λ) =
∑
j>Q(λ)
1
(λN j/2 + dj)(λN j/2 + 2dj)
,
with
Q(λ) = −2 log λ
logN
, 0 < λ < 1.
Since
F2(λ) ≤ 1
λ2
∑
j>Q(λ)
1
N j
≤ L 1
λ2NQ(λ)
= L,
then
M˜(λ) ∼ F1(λ) as λ→ 0.
Write
F1(λ) = J1(λ) + J2(λ),
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where
J1(λ) =
1
2
∑
j≤Q(λ)
1
d2j
,
J2(λ) =
∑
j≤Q(λ)
(
1
(λN j/2 + dj)(λN j/2 + 2dj)
− 1
2d2j
)
= −
∑
j≤Q(λ)
λ2N j + 3djλN
j/2
2(λN j/2 + dj)(λN j/2 + 2dj)d2j
.
Since
|J2(λ)| ≤ L
(
λ2
∑
j≤Q(λ)
N j + λ
∑
j≤Q(λ)
N j/2
)
≤ L1(λ2NQ(λ) + λNQ(λ)/2) = L2,
then F1(λ) ∼ J1(λ) and therefore
M˜(λ) ∼ J1(λ) as λ→ 0.
Let
H(t) =
1
2
∑
j≤Q(λ)
1
d2j
,
so J1(λ) = H(1/λ). H(t) is slowly varying at ∞ (as above), and the conclusion follows by
follows by the Tauberian theorem.
The case µ = 3 is proved similarly, using the formula
G2tG = 2
∫ t
0
∫ r
0
∫ ∞
0
ps+r+ududsdr.
(b) The proof is analogous to that of part (a) for µ = 1, hence we will only give a sketch
showing a step which is different.
Proceeding as above we obtain from (2.4.14), (3.3.4) and (3.3.5),
g
(µ)
t =
1
Γ(µ)
N − 1
N
1
Dµ
∫ Dt
0
qsds,
where
qt = t
µ−1
∑
j
exp{− dj
Nj/µ
t}
N j
.
The Laplace transform of qt is given by
q˜(λ) = Γ(µ)
∑
j
1
(λN j/µ + dj)µ
= Γ(µ)(F1(λ) + F2(λ)),
where
F1(λ) =
∑
j≤Q(λ)
1
(λN j/µ + dj)µ
, F2(λ) =
∑
j>Q(λ)
1
(λN j/µ + dj)µ
,
with
Q(λ) = −µ log λ
logN
, 0 < λ < 1,
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and F2(λ) is bounded, so q(λ) ∼ Γ(µ)F1(λ) as λ→ 0.
Write
F1(λ) = J1(λ) + J2(λ),
where
J1(λ) =
∑
j≤Q(λ)
1
dµj
, J2(λ) =
∑
j≤Q(λ)
dµj − (λN j/µ + dj)µ
(λN j/µ + dj)µd
µ
j
.
We show that J2(λ) is bounded.
Case µ > 1: By convexity,
(a+ b)µ − bµ ≤ 2µ−1aµ + (2µ−1 − 1)bµ, a, b ≥ 0.
Using this inequality with a = λN j/µ and b = dj we obtain
|J2(λ)| ≤
∑
j≤Q(λ)
[
2µ−1λµN j
(λN j/µ + dj)µd
µ
j
+
(2µ−1 − 1)
(λN j/µ + dj)µ
]
. (3.3.6)
Case 0 < µ < 1: Using the obvious inequality
(a+ b)µ − bµ ≤ aµ, a, b ≥ 0,
with a = λN j/µ and b = dj we obtain
|J2(λ)| ≤
∑
j≤Q(λ)
λµN j
(λN j/µ + dj)µd
µ
j
. (3.3.7)
Inequalities (3.3.6) and (3.3.7) imply that J2(λ) is bounded in both cases.
Therefore q˜(λ) ∼ Γ(µ)J1(λ) as λ → 0, and the rest of the proof is like that of part (a) for
µ = 1. ✷
Remark 3.3.2 (a) In [8] we derived exact asymptotics for the growth of the incomplete po-
tential operators Gt for recurrent c
j-random walks. Unless c = 1, these walks have degree < 0
(see (3.2.2)) and hence behave differently from the critically recurrent walks inverstigated in
Proposition 3.3.1 (case µ = 1).
(b) The proof of Proposition 3.3.1 for µ = 1 provides a form of approximation for a class of
divergent series, including the series
∑
n−s, 0 < s ≤ 1, related to the Riemann Zeta function
[20].
Using the well known formulas
n∑
j=1
1
j
∼ log n and
n∑
j=1
1
jβ
∼ n
1−β
1− β for β ∈ (0, 1) as n→∞,
we obtain the following results from Proposition 3.3.1:
Corollary 3.3.3 The (µ, ((j + 1)β), N)-random walk (with 0 < β) has degree γ = µ − 1, and
it has degree γ− iff β ≤ µ−1. In this case, g(µ)t grows like const log log t for β = µ−1, and like
const (log t)1−βµ for 0 < β < µ−1. Note that these growths have a similar pattern as (2.4.2)
and (2.4.16) for the α-stable process and the (α, d)-random walk, and (3.2.4) for the cj-random
walk, except that t is now replaced by log t.
26
The jβ-random walk defined in Example 3.2.6 is a special case for Proposition 3.3.1, and we
obtain from it as an ingredient for our discussion of occupation time fluctuations of jβ-branching
random walks (subsection 4.2) the following exact asymptotics:
µ = 1, 2 : Gµ <∞ for β > 1µ ,
Gµt ∼ N−1NDµ log log t for β = 1µ ,
Gµt ∼ (N−1)µ
1−µβ
NDµ(1−µβ)(logN)(1−µβ)
(log t)1−µβ for 0 < β < 1µ ,
µ = 3 : G3 < ∞ for β > 13 ,
G2tG ∼ N−1ND3 log log t for β = 13 ,
G2tG ∼ (N−1)3
1−3β
ND3(1−3β)(logN)1−3β
(log t)1−3β for 0 < β < 13 .
(3.3.8)
(Recall that Dµ = (Dµ(µ), µ = 1, 2, 3).
3.4 An occupation time limit
The incomplete potential operator Gt defined by (2.4.1) is also the norming for occupation time
limits of Darling-Kac type [7] for recurrent random walks. For the critically recurrent random
walks of subsection 3.3 we have the following result:
Proposition 3.4.1 Let X = {X(t), t ≥ 0} be the continuous time version of the (1, (cj), N)-
random walk with cj ≤ cj+1 for all j in the recurrent case (
∑
j d
−1
j = ∞ where dj is given by
(3.2.6), (3.2.7)). Then for any function F : ΩN → R+ with bounded support,
P
[
ND
(N − 1)∑y∈ΩN F (y)∑j≤log t/ logN d−1j
∫ t
0
F (Y (s))ds < x
]
→ 1− e−x, x ≥ 0, (3.4.1)
as t→∞, where D is the normalizing constant in (3.1.8).
Proof. Using (3.1.5) we have for λ > 0,
πλ(x, y) :=
∫ ∞
0
e−λtpt(x, y)dt
= (δ0,|x−y| − 1)
1
N |x−y|(λ+ h|x−y|)
+ (N − 1)
∞∑
j=|x−y|+1
1
N j(λ+ hj)
.
By (3.2.8), πλ(x, y)→∞ as λ→ 0, and by (3.2.7),∑
y∈ΩN
πλ(x, y)F (y) = (N − 1)F (x)
∞∑
j=1
1
λN j +NDdj−1
+
∑
y 6=x
F (y)
[
− 1
λN |x−y| +NDd|x−y|−1
+ (N − 1)
∞∑
j=|x−y|+1
1
λN j +NDdj−1
]
.
We know from the proof of Proposition 3.3.1 with µ = 1 that
∑
j
1
λN j + const dj
∼ const
− logλ/ logN∑
j=1
1
dj
as λ→ 0,
where the right-hand side is slowly varying as λ → 0. The result then follows from Theorem 1
of [7]. ✷
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Remark 3.4.2 (a) In the case of d-dimensional simple symmetric random walks, for d = 1 the
norming is t1/2 and the limit is the truncated normal distribution, and for d = 2 the norming is
log t and the limit is the exponential distribution [7]. Hence, form the point of view of occupation
time the critically recurrent random walks in Proposition 3.4.1 behave like 2-dimensional simple
symmetric random walks.
(b) Recall that the recurrent cj-random walk with c < 1 behaves differently from the random
walks above (Remark 3.3.2(a)). In particular, in contrast with Proposition 3.4.1 the continuous
time cj-random walk with c < 1 does not satisfy an occupation time result as above. Indeed,
condition (A) of [7] is satisfied with the norming g(λ) =
∑
j 1/(λN
j + const cj) (denoted by
h(s) in [7]), and by Theorem 2 of [7], if there existed an occupation time limit distribution as
t → ∞, then g(λ) would necessarily be of the form g(λ) = λ−αL(λ−1) for some α, 0 < α ≤ 1,
and slowly varying L(λ−1), and by a Tauberian theorem we would have Gt ∼ tαL(t)/Γ(α + 1)
as t → ∞. But it is shown in [8] (Lemma 3.1.1) that Gt ∼ const t−γht where γ is the degree
(3.2.2) (−1 < γ < 0), and ht is the function
ht =
∞∑
j=−∞
(baj−1t)γ(1− e−baj−1t), t > 0,
where a = c/N and b = (N2−c)/N(N −1), and this function is slowly oscillating but not slowly
varying.
3.5 Distance Markov chain
Some properties of random walks on ΩN depend only on the distance from 0, which we study
in this subsection. This is more easily done in discrete time. We exemplify with the cj-random
walk (with µ = 1 for simplicity) to show explicit results.
Definition 3.5.1 Let {ξn} be the rj-random walk on ΩN defined by (3.1.1) and let
Zn = |ξn|. (3.5.1)
{Zn} is a Markov chain on N0 = {0, 1, 2, . . .} called distance Markov chain.
We denote the transition probability of {Zn} by pij = P[Zn+1 = j|Zn = i].
Proposition 3.5.2 The transition probabilities pij are as given as follows:
(1) rj-random walk:
pij = rj, j > i,
r1 + · · ·+ ri−1 + riN − 2
N − 1 = 1−
ri
N − 1 −
∞∑
j=i+1
rj , j = i(6= 0), (p00 = 0),
ri
1
N i−j
, 0 < j < i,
ri
1
N i−1(N − 1) , 0 = j < i.
(3.5.2)
(2) cj-random walk:
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pij =
(
1− c
N
)( c
N
)j−1
, j > i,
1−
( c
N
)i
− 1− c/N
N − 1
( c
N
)i−1
= 1−
( c
N
)i N − 2
N − 1 −
( c
N
)i−1 1
N − 1 , j = i(6= 0),(
1− c
N
)( c
N2
)i−1
N j−1 =
(
1− c
N
)( c
N
)i−1 1
N i−j
, 0 < j < i,(
1− c
N
)( c
N2
)i−1 1
N − 1 , 0 = j < i.
(3.5.3)
Proof. The proof relies on the ultrametric property: |x| < |y| ⇒ |y − x| = |y|, and |x| = |y|, x 6=
y ⇒ |y − x| = |y|. We prove (3.5.2):
j > i: A jump of {Zn} from i to j is the same as from 0 to j.
j = i (6= 0): This happens in two ways:
(i) for each k = 1, . . . , i−1, {ξn} jumps to a point with the same l-coordinates, l = k+1, . . . , i,
and different k-coordinate as the previous point, which occurs with probability rk, and all
such points are favorable, or
(ii) {ξn} jumps to a point with i-coordinate different from that of the previous point and from
0, which occurs with probability ri, and there are N
i−1(N − 2) favorable possibilities out
of N i−1(N − 1).
0 < j < i: {ξn} jumps a distance i from the previous point, which occurs with probability
ri, and there are N
j−1(N − 1) favorable possibilities out of N i−1(N − 1).
0 = j < i: This is as the previous case with one favorable possibility out of N i−1(N − 1).
(3.5.3) is immediate from (3.5.2). ✷
We next state without proof some elementary results that follow directly from Proposition
3.5.2.
Proposition 3.5.3 Let τj = inf{n : Zn ≥ j}, j ≥ 1, and Ti = first exit time of {Zn} from i
(starting at i). Then
(1) rj-random walk:
P0[τj = n] =
(
j−1∑
i=1
ri
)n−1 ∞∑
i=j
ri, n = 1, 2, . . . , E0(τj) =
1∑∞
i=j ri
. (3.5.4)
Pi[Ti = n] = p
n−1
ii (1− pii), n = 1, . . . , EiTi =
1
1− pii . (3.5.5)
(2) cj-random walk:
P0[τj = n] =
(
1−
( c
N
)j−1)n−1 ( c
N
)j−1
, n = 1, 2, . . . , E0(τj) =
(
N
c
)j−1
. (3.5.6)
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EiTi =
(
N
c
)i N − 1
N(1 + 1/c) − 2 . (3.5.7)
Remark 3.5.4 For the cj-random walk we have from (3.5.3) that pii ≈ 1 for large i or large
N , and for every i, pi,i+1/pi,i−1 = c and
∑∞
j=i+1 pij/
∑i−1
j=0 pij = c(N − 1)/(N − c) = 1 (resp. >
1, < 1) iff c = 1 (resp. > 1, < 1). It is interesting that these quotients are independent of
i. This shows that the walk tends to stay at the same distance from 0 and the value of c
determines the tendency to go away from or towards 0. (3.5.7) shows that the walk stays at
distance i an average of the order of (N/c)i steps before making a jump to another distance.
Since
∑i
j=0 pij = ((N/c)
i − 1)∑∞j=i+1 pij, in one step from i the distance chain is (N/c)i − 1
times more likely to stay within distance i from 0 than it is to jump to a larger distance from 0.
Proposition 3.5.5 For the cj-random walk, consider the expected distance from 0 of {Zn} after
one step starting from i, i.e., Di =
∞∑
j=1
jpij . We have
D0 =
N
N − c ,
Di = i+
( c
N
)i−1 [ c
N − c −
(N − c)(N i − 1)
N i(N − 1)2
]
, i > 0 (3.5.8)
For c = 1,
Di = i+
1
N2i−1(N − 1) , i > 0. (3.5.9)
Corollary 3.5.6 (1) For c ≥ 1, Di > i for all i.
(2) For c < 1,Di < i iff
i > LN (c) :=
1
logN
(
− log
(
1− c
(
N − 1
N − c
)2))
. (3.5.10)
Proofs of Proposition 3.5.5 and Corollary 3.5.6: The calculations use (3.5.3) and the standard
summation formulas
n∑
j=1
jxj =
x− (n+ 1)xn+1 + nxn+2
(1− x)2 ,
∞∑
j=n
jxj =
nxn − (n− 1)xn+1
(1− x)2 , 0 < x < 1.
For i = 0:
D0 =
(
1− c
N
) ∞∑
j=1
j
( c
N
)j−1
=
(
1− c
N
) N
c
c/N
(1− c/N)2 =
1
1− c/N =
N
N − c .
For i > 0:
Di = i
[
1−
( c
N
)i
− N − c
N(N − 1)
( c
N
)i−1]
30
+
(
1− c
N
) ∞∑
j=i+1
j
( c
N
)j−1
+
(
1− c
N
)( c
N2
)i−1 i−1∑
j=1
jN j−1
= i
[
1−
( c
N
)i
− N − c
N(N − 1)
( c
N
)i−1]
+
(
1− c
N
) N
c
(i+ 1)(c/N)i+1 − i(c/N)i+2
(1− c/N)2
+
(
1− c
N
)( c
N2
)i−1 1
N
N − iN i + (i− 1)N i+1
(N − 1)2
= i+
( c
N
)i−1 [ c
N − c −
(N − c)(N i − 1)
N i(N − 1)2
]
.
The term in square brackets is equal to
cN i(N − 1)2 − (N − c)2(N i − 1)
(N − c)N i(N − 1)2 ,
and the numerator equals N i[c(N − 1)2 − (N − c)2] + (N − c)2, which is positive for all i iff
c(N − 1)2 ≥ (N − c)2, iff c ≥ 1. Hence for c ≥ 1, Di > i for all i.
For c < 1,Di < i iff N
i[(N − c)2 − c(N − 1)2] > (N − c)2, iff
i >
1
logN
log
(N − c)2
(N − c)2 − c(N − 1)2 = LN (c). ✷
Remark 3.5.7 (a) Since for c ≥ 1 (i.e. for non-negative degree of the walk) the drift is positive,
in this case {Zn} is a submartingale. For c < 1, {Zn} behaves like a submartingale for i ≤ LN (c),
and when it exceeds LN (c) it stops behaving that way because the drift becomes negative. Note
that LN (c) → ∞ as c ր 1. In the case of (Euclidean) d-dimensional Brownian motion (i.e.,
c = N1−2/d, see Remark 3.2.2(a)), {Zn} is the analogue of a Bessel process, but Bessel processes
do not behave the way {Zn} does. This exhibits a qualitative difference between hierarchical
random walks and Euclidean processes, which is due to the ultrametric structure of ΩN .
(b) For c < 1, let
TN (c) = ⌊LN (c)⌋+ 1,
i.e., τTN (c) is the time of the first jump over the threshold LN (c) where the drift of {Zn} becomes
negative. Then, from (3.5.6) and (3.5.10),
lim
N→∞
E0(τTN (c)) =
1
1− c .
We give next some results on the maximal process Z∗n := max
1≤m≤n
Zm, n = 1, 2, . . ..
Proposition 3.5.8 For j ≥ 1,
(1) rj-random walk:
P0 [Z
∗
n = j] =
(
j∑
i=1
ri
)n
−
(
j−1∑
i=1
ri
)n
, (3.5.11)
P0 [Z
∗
n ≥ j] = 1−
(
j−1∑
i=1
ri
)n
. (3.5.12)
31
(2) cj-random walk:
P0 [Z
∗
n = j] =
(
1−
( c
N
)j)n
−
(
1−
( c
N
)j−1)n
, (3.5.13)
P0 [Z
∗
n ≥ j] = 1−
(
1−
( c
N
)j−1)n
. (3.5.14)
Proof.
(1)
P0[Z
∗
n ≥ j] = P0[Z∗n ≥ j, Z∗n−1 ≥ j] + P0[Z∗n ≥ j, Z∗n−1 < j]
= P0[Z
∗
n−1 ≥ j] + P0[Z∗n ≥ j, Z∗n−1 < j].
By (3.5.4),
P0[Z
∗
n ≥ j, Z∗n−1 < j] = P0[τj = n] =
(
j−1∑
i=1
ri
)n−1 ∞∑
i=j
ri,
so
P0[Z
∗
n ≥ j] = P0[Z∗n−1 ≥ j] +
(
j−1∑
i=1
ri
)n−1 ∞∑
i=j
ri,
hence
P0[Z
∗
n ≥ j] =
∞∑
i=j
ri
n−1∑
ℓ=0
(
j−1∑
i=1
ri
)ℓ
= 1−
(
j−1∑
i=1
ri
)n
,
and (3.5.11) follows.
(2) (3.5.13) and (3.5.14) are special cases of (3.5.11) and (3.5.12). ✷
The next corollaries are easy consequences (see Remark 3.1.5 for Corollary 3.5.10).
Corollary 3.5.9 For j ≥ 1,
(1) rj-random walk:
P0 [Z
∗
n = j] ∼
(
j∑
i=1
ri
)n
as n→∞. (3.5.15)
(2) cj-random walk:
P0 [Z
∗
n = j] ∼
(
1−
( c
N
)j)n
as n→∞. (3.5.16)
Corollary 3.5.10 For the (µ, (ηj), N)-random walk with µ ≥ 1,
(1)
lim
j→∞
P0
[
Z∗⌊Nj/µ⌋ ≤ j
]
=

0
1/e
1
iff η

> 1,
= 1,
< 1
(3.5.17)
(2) For j ≥ 1,
lim
N→∞
P0
[
Z∗
⌊Nj/µ⌋
= ℓ
]
=
{
e−η
j
, ℓ = j,
1− e−ηj , ℓ = j + 1. (3.5.18)
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Remark 3.5.11 Corollary 3.5.10 shows that N j/µ is the right time scale for observing the
exit behaviour of a (µ, (ηj), N)-random walk from a closed ball of radius j. Asymptotically as
N → ∞, only the closed ball of radius j and the surrounding closed ball of radius j + 1 are
relevant. In [9] we consider the cases µ = 1, 2 and we study the behaviour of branching systems
on a sequence of nested closed balls of increasing radii in ΩN , which due to the behaviour just
described lead to separation of time scales (see also Remark 3.2.10(b)) and, as a consequence,
to a cascade of quasiequilibria as N →∞.
The following result explains why it is easier to compute probabilities for Z∗n than for Zn.
Proposition 3.5.12 Z∗n, n = 1, 2, . . . is a Markov chain with transition matrix Q = (qij) given
by
qij =

0, j < i,∑i
k=1 rk, j = i,
rj, j > i,
(3.5.19)
Proof. Assume Z∗n = i. Then
Z∗n+1 =
{
i iff |ηn+1| ≤ i,
i+ k, k ≥ 1 iff |ηn+1| = i+ k,
where ηn+1 is the (n + 1)st step of the random walk {ξn}, independently of Z1, . . . , Zn. Then
the form of Q is obvious. ✷
Remark 3.5.13 Proposition 3.5.12 reflects the fact that in an ultrametric space all interior
points of a closed ball are at the “center”. Clearly, Euclidean random walks do not have the
property in this proposition because it matters where inside the ball the jump starts from.
However, it is worthwhile to mention a behaviour of simple random walk on Z2 which has
certain features of separation of time scales, with close connections to the Erdo¨s-Taylor theorem
(see [5] and references therein): Consider the ball BR with radius R centered around the origin.
For all 0 < a < a′, and large t, the walk starting in x ∈ Bta/2 is at time ta
′
“nearly uniformly”
distributed on Bta′/2 , independently of the starting position.
We now give some results on the moments of Zn and the rate of escape for of the c
j-random
walk.
Proposition 3.5.14 (1) For the cj-random walk and for all n ≥ 1 and any M > 0 (M not
necessarily an integer),
E0(Z
∗
n)
M =
∞∑
j=1
jM
(
c
N
)j(N
c
− 1
) n∑
k=1
(
1−
(
c
N
)j)n−k(
1−
(
c
N
)j−1)k−1
, (3.5.20)
and
E0Z
M
n ≤ n
N − c
c
∞∑
j=1
jM
(
c
N
)j(
1−
(
c
N
)j)n−1
, (3.5.21)
(2)
lim
n→∞
1
n
E0Z
M
n = 0. (3.5.22)
(3)
lim
n→∞
Zn
n
= 0 a.s. (3.5.23)
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Proof. (1) Let a = c/N . By (3.5.13),
E0(Z
∗
n)
M =
∞∑
j=1
jM
[
(1− aj)n − (1− aj−1)n]
=
∞∑
j=1
jM (aj−1 − aj)
n∑
k=1
(1− aj)n−k(1− aj−1)k−1,
which is (3.5.20).
To obtain (3.5.21) we use the obvious inequalities
E0Z
M
n ≤ E0(Z∗n)M ,
and
(aj−1 − aj)
n∑
k=1
(1− aj)n−k(1− aj−1)k−1 = (a−1 − 1)aj(1− a)n−1
n∑
k=1
(
1− aj−1
1− aj
)k−1
≤ n(a−1 − 1)aj(1− aj)n−1.
(2) (3.5.22) follows from (3.5.21) by dominated convergence.
(3) (3.5.23) follows from (3.5.21) by Chebyshev’s inequality and the Borel-Cantelli lemma. ✷
Remark 3.5.15 (a) The transition matrix (3.5.19) of Z∗n for the c
j-random walk is
qij =

0, j < i
1− (c/N)i, j = i,
(1− c/N)(c/N)j−1, j > i,
and the n-step transition matrix Qn = (q
(n)
ij ) is given by
q
(n)
ij =

0, j < i,
(1− (c/N)i)n, j = i,
(1− (c/N)j)n − (1− (c/N)j−1)n, j > i.
(3.5.24)
(b) Proposition 3.5.14 (3) means that the rate of escape of the cj-random walk is 0. The following
result, which is more precise than (3.5.23), is obtained using (3.5.24):
P0[Z
∗
n ≥ δ log n] ∼
⌊δ log(c/N)⌋
1 + ⌊δ log(c/N)⌋n
1+⌊δ log(c/N)⌋ as n→∞ (3.5.25)
for all δ > 1/ log(N/c), and this implies for any δ > 2/ log(N/c),
P0[Z
∗
n ≥ δ log n i. o.] = 0. (3.5.26)
4 Occupation time fluctuations of branching systems
In this section we apply the results on the operator Gt obtained in subsection 3.3 to derive
asymptotic results for the occupation time fluctuations of branching systems. To keep the
presentation self-contained, we first give a short review of the subject.
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4.1 Incomplete potentials and growth functions
Multilevel branching systems were introduced by Dawson and Hochberg [11] and they have been
studied by several authors [8, 9, 12, 14, 19, 21, 22, 34]. In addition to the individual particle
branching there is an independent branching of families of related particles (2-level branching),
and this idea can be extended to higher levels of branching. The main difficulty in dealing with
these models is that the independence of behaviour of individual particles no longer holds due
to the higher-level branchings.
Here we assume that the group S is locally compact with countable base, Haar measure ρ, and
the process X has stationary independent increments which are symmetric and have a strictly
positive density with respect to ρ. In the analysis of large time occupation time fluctuations of
k-level branching particle systems on S (where k = 0 corresponds to absence of branching), a
basic problem consists in finding a norming at such that the occupation time fluctuation
1
at
∫ t
0
(Xs − EXs)ds (4.1.1)
has a non-trivial limit in distribution as t→∞, where Xs in the empirical measure of the particle
system at time s. Under appropiate assumptions on the system (suitable initial conditions,
critical binary branchings), it turns out that EXt = ρ for all t, and in the cases of recurrent and
of k-weakly transient motion the form of at is dictated by the order of the growth of operator
Gt defined by (2.4.1) and its powers as t → ∞. Precisely, at is determined by Gt for recurrent
motion, by G2t for weakly transient motion, and by G
3
t (or G
2
tG) for 2-weakly transient motion.
Occupation time fluctuation limits of up to 2-level branching systems were investigated in
[8], to which we refer the reader for more information and details. For the 0-level and the 1-level
particle systems the initial condition was taken to be a Poisson random field with intensity ρ.
The 1-level system has a “Poisson-type” equilibrium state, and for the 2-level system the initial
condition was taken to be a Poisson random field of “2-level particles” whose intensity is the
canonical measure of the equilibrium state of the 1-level system. The moments of this canonical
measure involve the potential operator G [8] (Appendix), and this implies that one has to deal
with G2tG rather than G
3
t (e.g. (3.3.8)). A different initial condition that can be assumed for
the 2-level system is a Poisson random field with intensity measure δδxρ(dx), and this would
lead to G3t in place of G
2
tG. (In case Rt defined in Remark 2.4.2 (a) decreases like t
−γ for some
γ > 0, then G2tG and G
3
t have the same order of growth, see [8], Lemma 2.4.2.)
It is shown in [8] that for each k-level branching system, if the growth of Gt, G
2
t , etc., is given
by an increasing function ft, then the norming at for the occupation time fluctuation (4.1.1) is
at =
(∫ t
0
fsds
)1/2
. (4.1.2)
For k-strongly transient motion at is the “classical” noming at = t
1/2.
For the α-stable process on Rd (with no branching),
at =

t1−d/2α for α > d,
(t log t)1/2 for α = d,
t1/2 for α < d.
Note that t1−d/2α → t1/2 as α ց d, so there is a discontinuity in the order of the growth at
α = d, and for this value of α the “critical” fluctuations of the occupation time are bigger than
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t1/2. The critical case corresponds to γ = 0, where γ is the degree of the α-stable process given
by (2.1.5).
For Brownian motion (α = 2) on Rd and the 0-level system (no branching):
at =

t3/4 for d = 1,
(t log t)1/2 for d = 2,
t1/2 for d ≥ 3,
[3, 13]. The same pattern is repeated for the 1-level branching system (individual particle
branching) 2 dimensions higher [4], where the critical case corresponds to γ = 1, and for the
2-level branching system (individual branching and family branching) 4 dimensions higher [8],
where the critical case corresponds to γ = 2.
In the general setting of branching systems on locally compact Abelian groups the t → ∞
limits of the occupation time fluctuations are Gaussian random fields described in detail in [8].
The Gaussian property is due to the finiteness of the variance of the branching laws. A class of
infinite variances branching laws leads to stable random fields [8].
4.2 Occupation time fluctuations of jβ-branching random walks
The occupation time fluctuation limits of branching systems of cj-random walks are given in
[8]. A different situation occurs for the class of hierarchical random walks in subsection 3.3. For
illustration we consider the jβ-random walk (Example 3.2.6, dj = (j + 1)
β , β ≥ 0). We obtain
the following result from (3.3.8) and (4.1.2) for µ = 1 (0-level system), µ = 2 (1-level system)
and µ = 3 (2-level system):
at =

t1/2(log t)(1−µβ)/2 for β < 1/µ,
(t log log t)1/2 for β = 1/µ,
t1/2 for β > 1/µ.
The forms of the limit Gaussian random fields of the occupation time fluctuations can be obtained
from [8] (Theorems 2.2.1 to 2.2.3), and the constants can be computed from (3.3.8). For example,
for the 0-level system with transient motion (β > 1, at = t
1/2) the covariance kernel of the limit
Gaussian field, obtained from (3.1.5), is
k(x, y) =
2N
D
[
(N − 1)ζ(β) +
(
δ0,|x−y| − 1
)
|x− y|−β − (N − 1)
|x−y|∑
j=1
j−β
]
,
where D is the normalizing constant in (3.1.8) and ζ(·) is the Riemann Zeta function. For the
1-level system in the critical case (β = 1/2, at = (t log log t)
1/2), the covariance kernel of the limit
Gaussian field is a constant (= (N − 1)/ND2), hence the occupation time fluctuation limits in
all regions of ΩN are perfectly correlated.
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