The standard quadratic price adjustment cost function makes no allowance for firm size or for scale economies. Incorporating quadratic price adjustment costs into the profit function, a firm's speed of price adjustment is both shown to be a positive/negative function of its size when firms have scale economies/diseconomies with regard to these costs and to be a negative function of market power. The intuitive explanation is that large firms that can defray this type of cost have less reason to slow price adjustment, while firms with market power are better able to offset price adjustment costs by slowing their speed of price adjustment. These results are used to derive an industry error correction model of pricing where the speed of price adjustment is a weighted average of the firm effects. Estimation of the model is carried out on data obtained from nine two-digit Australian manufacturing industries during the period 1994:3 to 2002:2. The empirical results suggest that the speed of price adjustment is positively related to the size of firms within an industry and negatively related to industry concentration. Given that these variables do not change rapidly over time, they are likely to have a steadying influence on the speed of price adjustment at an aggregate level in the face of changes to monetary and fiscal policy.
Introduction
A common method of introducing price dynamics into a pricing equation is to add the costs of price adjustment directly into a firm's profit function. As part of a project to extend the microeconomic foundations of macroeconomics, Rotemberg (1982a Rotemberg ( , 1982b ) models these costs as a quadratic function. This innovation has been particularly influential in the New Keynesian literature (see Roberts, 1995 Roberts, , 1992 . Martin (1993) starts from a profit equation that incorporates a quadratic price adjustment cost function and takes the theoretical analysis a step further by deriving the speed of price adjustment as a function of market power. Implicit in Martin's formulation is that the speed of price adjustment is also a function of firm size, although this point remains unexplored in his paper.
There are few references in the literature that posit a relationship between firm size and the speed of price adjustment. Domberger (1983) does suggest that large firms have large profit cushions and, as a result, are less risk averse, leading to faster speeds of price adjustment. However, his focus is on the role of industry concentration and the length of the production period, so he neither models nor tests this proposition.
A natural corollary to Domberger's suggestion is that firms have economies of scale over certain adjustment costs. This also happens to be a hidden assumption underlying quadratic price adjustment cost functions. In Section 2 of this paper, a model is derived that makes explicit the positive relationship between economies of scale in regard to quadratic price adjustment costs and the speed of price adjustment.
The logic of the model is that firms that are able to defray these adjustment costs over a large output have less reason to slow their pace of price adjustment.
A second feature of the model is the negative relationship between market power and the speed of price adjustment, as per Martin (1983) . This proposition has some support in the empirical literature, as there are a number of studies that use industry concentration as a proxy for market power and find a negative relationship with the speed of price adjustment (for example, Dixon (1983) , Bedrossian and Moschos (1988) , Weiss (1993) and Shaanan and Feinberg (1995) for Australian, Greek, Austrian and U.S. manufacturing, respectively). Finally, averaging across the industry transforms the model into an error correction form, which places fewer restrictions on the short-run dynamics of the estimating equation when compared to a partial adjustment model.
A review of the empirical literature indicates that the length of the production period is also considered an important determinant of the speed of price adjustment. Domberger (1983) suggests that inventories being valued at historical cost, rather than opportunity cost, sets up a disequilibrium wedge. This results in firms with short production periods placing a greater weight on the costs of disequilibrium, leading to greater speeds of price adjustment. In support, Dixon (1983) finds a negative relationship between the speed of price adjustment and the production lag for Australian manufacturing industries.
Australia, along with many other countries, has entered a period of relative price stability since the beginning of the 1990s. In spite of this, Dwyer and Leong (2001) do not find a shift in the speed of price adjustment at the aggregate level in the period after 1990 when compared to the 1985-1990 period. However, at a disaggregated level, some of the structural features thought to be important determinants of the speed of price adjustment have changed. For example, computerisation has allowed new approaches to inventory management, such as just-in-time systems, to become widespread. Also, increased exposure to international markets has had an impact on the market power of local firms. For this reason alone, it is worthwhile taking a fresh look at the structural determinants of the speed of price adjustment at the industry level.
In Section 3, empirical testing of the model is carried out on quarterly twodigit Australian manufacturing data for the period 1994:3 to 2002:2. The results suggest that the speed of price adjustment at the industry level is positively related to the average size of sales for large firms within the industry and is negatively related to industry concentration. In this post-1990 period, the influence of the production lag on the speed of price adjustment appears to be negative for some statistical model specifications, but only at a low level of significance.
Section 4 discusses the implications of the theoretical and empirical results as they relate to particular macroeconomic and microeconomic policy areas.
The model
Consider an imperfectly competitive industry that consists of N firms, each producing a differentiated product. Let the short-run profit function of the i th firm be:
where i and t represent firm and time subscripts, respectively, and it p , it q ,
α and S indicate price, output, target output, constant marginal cost (excluding adjustment costs), a cost of adjustment parameter and an economies of scale parameter, respectively. It can be seen that the first term on the right-hand side of (1) is revenue minus non-adjustment related costs, while the second term on this side is the cost of price adjustment.
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When S is zero, the cost of price adjustment in (1) is the standard quadratic price adjustment cost function. This implies larger imposts on the firm for larger percentage price changes. Rotemberg (1982a Rotemberg ( , 1982b cites unfavourable customer reaction to higher prices as an example of this type of cost. Presumably, the firm imputes a value to the loss of current and future goodwill when prices are raised to levels above expectations or when prices are increased well in advance of competitor prices. In a similar but alternative scenario, firms uncertain about market conditions may be unsure ex ante that a given target price is optimal and so impute a cost to rapid price change (for a discussion, see Domberger; 1983, pp 54-59) .
Adjustment costs can also arise in input markets, with many authors pointing to turnover costs in relation to labour (see Kraft, 1995; Kasa, 1998; and Lindbeck and Snower, 2001) . Given the rationing role of prices, it seems reasonable to model these adjustment costs in the form of quadratic price adjustments under certain conditions.
For example, during a demand slowdown firms often hoard labour rather than face the costs associated with retrenching employees and then rehiring during the next upturn.
A way of achieving this outcome and limiting losses in labour productivity is to maintain output levels through smaller price changes. In this paper, the quadratic price adjustment cost function is interpreted as representing an amalgam of implicit costs that can arise from adjustments in both product and input markets.
With the standard quadratic price adjustment cost function, the implicit cost to the firm of a given proportional price change remains the same regardless of firm size.
Therefore, the absolute value of the cost of price adjustment would be the same for a multinational company as for a local artisan (given the same i α ). This only makes sense if there are extreme economies of scale. In order to allow for varying scale effects, the price adjustment cost is also a function of the firm's target output level.
For a given price adjustment, it can be seen from (1) that the average cost of price adjustment declines with target output (economies of scale) when S is less than one;
that it increases with target output (diseconomies of scale) when S is greater than one;
and that it is constant when S is equal to one.
In the absence of adjustment costs, the first-order condition for profit maximisation is as follows:
where * indicates the equilibrium values of price, output and the slope of the demand function. When adjustment costs are taken into consideration, * it q and * it p become the firm's target output and target price, respectively (this assumption is standard in the literature). Given that the actual price and the target price differ, firm output can be approximated using the following first-order Taylor series:
Substituting (3) into (1) explicitly expresses profit as a function of price. After calculating the first-order profit maximising condition and incorporating (2) into the analysis, it can be shown that the firm chooses to change prices according to the following model:
it it dp dp = η it can be seen from (5) that the firm's speed of price adjustment increases/decreases with target output when the firm has economies/diseconomies of scale with respect to the costs of price adjustment; that firm revenue is positively correlated with the speed of price adjustment when S is zero; and that as demand becomes more/less elastic the firm's speed of price adjustment increases/decreases.
In order to give further direction to the empirical analysis in this paper, it is necessary to aggregate firm effects across the industry. Taking a weighted average of (4) across all firms in the industry and manipulating gives the following error correction model:
where d is an industry subscript and Following Bloch (1992) , i w represents the i th firm's share of the value of industry shipments at a point in time. Therefore, the industry prices and target prices given in (7) Generally, pricing equations will be a function of cost and demand shift variables, except when the demand function is iso-elastic and moves proportionally (see Bloch, 1992; and Olive, 2002) . Sawyer (1982) suggests that industry concentration may act on firm price conjectures, inter alia, to make demand less elastic and increase margins. This causal relationship is further discussed and applied to Australian manufacturing by Bloch (1992) and Bloch and Olive (1999) . Following this reasoning, it is expected that an increase in industry concentration will reduce the industry speed of price adjustment. However, Katics and Petersen (1994) and Ghosal (2000) find that increasing import share weakens the market power of firms in highly concentrated U.S. manufacturing industries.
Therefore, the measure of industry concentration employed in this study is the ratio of sales from the four largest firms divided by the value of sales in the domestic market, which takes into account the increased volume of imported product that domestic firms in Australia have had to compete with through the 1990s.
Given sufficient economies of scale with regard to price adjustment costs, it is expected from (5) and (7) that average firm revenues will be positively correlated with the industry speed of price adjustment. In the empirical model, sales averaged across the four largest firms are used to represent average firm revenue. This seems reasonable as the largest firms are likely to have the greatest weights in (7).
Although it is not immediately obvious from the theoretical model how the length of production period should impact on the speed of price adjustment, it is included in the empirical model because of its prominence in the literature. Dixon (1983) calculates the number of production lags dependent on the time it takes to progress from raw materials to work in progress to finished goods. Times are calculated from the value of stocks at each stage, the usage and sales rates, and assumptions about the continuous and progressive nature of the production process. A series for the length of production period in each industry is constructed using this method. From these calculations, it is clear that the number of production lags ( In Equation (9) below, the speed of price adjustment is modelled as fixed for any one industry over the period of examination, but as a linear function of the structural variables across industries. This cross-sectional approach is necessary because industry concentration is only available for particular years. However, taking industry values at a point in time may also better approximate the long-run values of the structural variables. Given reasonably small differences between lag period prices and target prices means that the cross-industry variation in the average industry it β should be relatively small when compared to the cross-industry variation in the structural variables, and consequently, this influence is not incorporated into the empirical model. A consequence of non-stationary errors might be a spurious OLS regression that over-rejects the null hypothesis. In order to test whether the error term is indeed stationary, the time series properties of the data are investigated, with the results presented in (Pantula et al, 1994) 
Estimation
Equations (8), (9) and (10) (8) and (10) by the method of seemingly unrelated regressions (SUR) while constraining the coefficients in the error correction mechanism to their long run values. (1.38) (-2.14) (0.85) Estimation carried out using TSP. t statistics computed from heteroscedastic-consistent standard errors are in parentheses. ** indicates significant at the 1% level for a two-tailed t test. *indicates significant at the 5% level for a two-tailed t test. Table 2 presents the results for (10) when the coefficient estimates for the speed of price adjustment are constrained to be the same across industries and the other coefficients from (8) CR4 is negative and significant at the 1% level, which conforms to the findings in Dixon (1983) , Bedrossian and Moschos (1988), Weiss (1993) and Shaanan and Feinberg (1995) . It suggests that firms in concentrated industries are in a better position to take price adjustment costs into account by slowing their speed of price adjustment.
By comparison, the results for the production lag are relatively weak with a negatively significant effect at the 5% level occurring only when t y is excluded from the regression. 5 One explanation for this outcome could be the result of changes in the way that inventories are managed in an age of computerisation, thus changing what behavioural impact that production lags have had on firm pricing policy. 4 As the series used in this study are in index form, not all of the regression estimates for (8), (9) and (10) are easy to interpret when series are in levels. Characterising an index as an unknown number multiplied by its true value, parameter estimates will generally be the true estimates multiplied by unknown constants. The exceptions are the speed of price adjustment estimates for (10) which will be the true estimates only when industry prices (and, therefore, lagged prices and price differences) are multiplied by the same unknown number. In contrast, if the time series variables are transformed into natural logs, the slope coefficient estimates can be directly understood as the unknown numbers fall into the estimates of the constant coefficients (i.e. the 1 d θ ) . Given the similarity of the results shown in Table 2 , using series in levels does not seem to be a serious problem in the estimation of (10). 5 Kremers et al (1992) indicate that the speed of adjustment in the single equation has an asymptotic distribution that ranges from normal to Dickey-Fuller under the null of no cointegration. The exact nature of the distribution is determined by the short-run dynamics and the signal-to-noise ratio. In the absence of an exact analytical distribution for a panel under the null, the t-distribution is assumed. However, that Student's t ratio might over-reject the null is a further reason to describe the results for the production lag as weak.
Comparing across the results from Manufacturing (28) with values of 0.43 and 0.51, respectively. Clearly firm size is a dominant factor in the speed of price adjustment as the two latter industries have much larger firms on average than do the two former industries. Using the mean-lag
, the maximum number of quarterly lags it takes for half the impact of a change in price to be felt for an industry is 11.5 lags when the speed of price adjustment is 0.08 and 1.0 lags when the speed of price adjustment is 0.51.
Apart from the speed of price adjustment and its determinants, the long-run elasticities of industry price with respect to average variable cost, import price, manufacturing price and aggregate income are also of interest, as they can be compared to previous studies. When the time series variables are expressed as natural Table 3 that average variable . Therefore, the industry target price is a linear function of the average influence of demand shift variables and marginal cost on firm target price.
