Abstract. We consider boundary-value problems for elliptic equations with constant coefficients and apply Monte Carlo methods to solving these equations. To take into account boundary conditions involving solution's normal derivative, we apply the new mean-value relation written down at boundary point. This integral relation is exact and provides a possibility to get rid of the bias caused by usually used finite-difference approximation. We consider Neumann and mixed boundary-value problems, and also the problem with continuity boundary conditions, which involve fluxes. Randomization of the mean-value relation makes it possible to continue simulating walk-on-spheres trajectory after it hits the boundary. We prove the convergence of the algorithm and determine its rate. In conclusion, we present the results of some model computations.
Introduction
Different stochastic algorithms can be applied for treating numerically boundaryvalue problems. For elliptic equations, the most efficient and commonly used Monte Carlo methods are the walk-on-spheres (WOS) algorithm [1] [2] [3] , and the random walk on the boundary algorithm [4] . The WOS algorithm provides the tool for efficient simulation of exit points of the diffusion process to the domain's boundary. Averaging of known values at these points provides an estimate for the solution. This algorithm works well for the Dirichlet boundary conditions. Common way of treating flux conditions is to simulate reflection from the boundary in accordance with the finite-difference approximation of normal derivative [5] [6] [7] [8] . Such approach introduces bias into the estimate.
Application of walk on the boundary algorithms makes it possible to solve not only Dirichlet, but also Neumann and third boundary-value problems. The same approach can also be used to solving problems with continuity boundary conditions [9, 10] . However, this class of algorithms has its limitations.
Recently, we proposed new approach to constructing Monte Carlo algorithms for solving elliptic boundary-value problems with flux conditions. This approach is based on the mean-value relation written for the value of solution at boundary point. It provides a possibility to get rid of the bias when treating algorithmically boundary conditions that involve normal derivative.
Formulation of the problem and walk-on-spheres algorithm
Consider the linearized Poisson-Boltzmann (Helmholtz) equation
in a bounded domain G ⊂ R m , and mixed boundary-value problem for it:
Here, α = 1, β = 0 on Γ 0 , and vice versa:
We suppose the boundary to be piece-wise smooth and the parameters of the problem to guarantee that the unique solution exists [11] . To simplify the inference and formulas involved, in the rest of the paper we consider only the three-dimensional Euclidean space. It is clear, however, that the integral formula derived stays valid for an arbitrary m ≥ 2.
To find the solution at a fixed point, x 0 , we use the walk-on-spheres algorithm. Let x ∈ G. We define d(x) as the distance from this point to the boundary Γ . Next we consider the ball B(x, d(x)) and write down the integral Green's formula for solution, u, and the Green's function for this ball, Φ κ,d :
Here
, and S(x, d(x)) denotes the sphere of radius d(x) centered at the point x. Randomization of (3) leads to the estimate based on simulation of the walkon-spheres Markov chain. The chain is defined by the recursive relation:
, and we treat the factor,
, as the survival probability. For κ = 0 (or if we use the weight estimate [3] ), WOS with probability one converges to the boundary. Let x k be the first point of the Markov chain that hit Γ ε , the ε-strip near the boundary, and denote by x * k ∈ Γ the point nearest to For
where
as ε → 0. To be sure that the nearest point on the boundary, x * k , is elliptic, we use the walk-in-subdomains technique [12] .
Note that for x * k ∈ Γ 0 the value of u(x * k ) is not known. To estimate it, we will use the integral formula derived in the next section.
Mean-value relation at a point on the boundary
For an elliptic point on the boundary, x ∈ Γ 0 , consider the ball B(x, a) and the Green's function Φ κ,a for this ball taken at its center. For every y = x, we have
G the interior part of the ball that lies inside the domain, and let S i (x, a) be the interior part of its surface. We apply the Green's formula to the pair of functions, u and Φ κ,a , in B i (x, a) \ B(x, ε), excluding small neighborhood of the point. Both functions satisfy the PoissonBoltzmann equation in this domain, Φ κ,a = 0 on S(x, a), and we suppose that everywhere on Γ B(x, a), u satisfies the Neumann boundary conditions. Next we take into account smoothness of u and that for elliptic points the surface area of
As a consequence, we obtain in the limit the following integral formula:
Clearly, this formula stays valid when κ = 0. In this case the Green's function
For convenience, we explicitly isolate singularities in the kernels of integral operators and rewrite (6) in the following form:
Here, cos ϕ yx is the angle between the external (with respect to B i (x, a)) normal vector at a point, y, and vector, y − x. The weight function,
is smooth, and W κ,a = q(κ, a) = κa sinh(κa) on the surface of auxiliary sphere,
S(x, a).
Clearly, everywhere in B(x, a) \ {x}, this weight function is positive and its value is less than one. For κ = 0 it equals one identically.
The second weight function,
, is also smooth. It is less than or equal to one, and
. Obviously, for κ = 0 it equals one identically.
Construction of the algorithm and its convergence
Suppose first that the part of the domain's boundary with Neumann conditions, Γ 0 , is convex. In this case, the kernel of the integral operator in (7) is substochastic, which means that it is non-negative and its integral is less than or equal to one. Therefore, we can use this kernel as the transition density. The
, is treated as the survival probability on this transition. (Note that for the plane boundary, with probability one x i+1 is distributed isotropically on the half-sphere S i (x * i , a), and survival probability equals q (κ, a) .)
The described construction of Markov chain corresponds to so-called direct simulation of integral equation [2] . This means that the resulting estimate for the solution's value at a point,
Here, N is the random length of Markov chain, and ξ[F ] are estimates for the right-hand side of the integral equation. This function is defined by (4), (5), (7), which gives
For Markov chains based on direct simulation, the finiteness of mean number of steps, EN < ∞, is equivalent to convergence of Neumann series for the correspondent integral operator, which kernel coincides with the transition density of this Markov chain. Besides that, the kernel of integral operator that defines the second moment of the estimate is also equal to this density [2] . This means that for exactly known free term, F , the estimate (8) is unbiased and has finite variance. The same is true if estimates, ξ[F ](x i ), are unbiased and have uniformly in x i bounded second moments. It is clear that we can easily choose such density that estimate for the integral in (9) will have the requested properties.
To prove that the mean number of steps is finite, we consider the auxiliary boundary-value problem:
From (9) it follows that for this problem F (
in such a way that a/R > c 0 ε 1/2 for some constant c 0 . Here, R is the smallest curvature radius at the elliptic point, x * i ∈ Γ 0 . Consider the estimate (8) for p 0 . Note that the mean-value relation (7) is valid only when Γ B(x * i , a) ⊂ Γ 0 . From here it follows that radii of auxiliary spheres, a i , can be arbitrary small. Nevertheless, it can be easily shown that the probability of reflected diffusion coming to Γ 1 and thus being terminated remains to be separated from zero. Therefore, the mean number of reflections near the line that separates Γ 0 and Γ 1 is bounded by some constant, c * . Next we fix some value, a * , and divide the set of all reflections into two classes: in the first one we put reflections with radii, a i , which are greater than a * , and the second class includes the reflections with a i < a * . Let N 0,1 and N 0,2 be, respectively, mean numbers of reflections in the correspondent classes. Then we have p 0 > N 0,1 a * c 1 for some constant c 1 < 1, and, hence, the overall number of reflections, N 0 = N 0,1 + N 0,2 is less than
From here it follows that the overall mean number of steps of the described version of the walk-on-spheres algorithm is of the same order as for the case of the Dirichlet boundary conditions, which means EN < const| log(ε)|.
In the previous reasoning we supposed error functions φ 0 and φ 1 to be known exactly. This presupposition provided us with a possibility of proving that the estimate (8) is unbiased. To obtain a functioning estimate we are forced to get rid of these unknowns. The resulting bias in the estimate is φ 1 + N 0 φ 0 , which is O(ε) when ε → 0. This means that we proved the following proposition.
Proposition 1. The new version of the walk-on-spheres algorithm provides the estimate, ξ[u](x), for the mixed boundary-value problem (1), (2). Variance of this estimate is bounded, and its bias is O(ε), where ε is the width of the strip near the boundary of the domain. For the required accuracy of solution, δ = ε, computational cost of the algorithm is O(log(δ) δ
−2 ). For κ > 0 and for pure Neumann boundary-value problem, the algorithm has the same properties.
Note that with the finite-difference approximation for the solution's normal derivative, every hit of the ε-strip near the boundary, Γ 0 , introduces O(ε + h 2 ) bias into the estimate (h is the step value in approximation) [7, 6] . Mean number of reflections in this case is
then the resulting bias is O(h), and the overall mean number of steps is O(log(h) h
−1 ). Thus, for the required accuracy δ, we have to take ε ∼ δ 2 and h ∼ δ. The computational cost of this algorithm is O(log(δ) δ −3 ).
So, as we see, the approach we described here makes it possible to substantially improve the efficiency of the walk-on-spheres algorithm when applied to solving mixed and Neumann boundary-value problems.
The algorithm described above works for convex Γ 0 . If it is not the case, the kernel of the integral operator in (7) can be negative, and direct simulation is not possible. This also means that changing the kernel of the integral operator to its modulus can lead to non-convergent Neumann series, and, thus, to nonoperable Monte Carlo estimates.
To solve this problem, we propose using simple approximation to the integral relation. Consider the tangent plane at the point, 
Other boundary-value problems and applications
The approach proposed in this paper works also for other boundary-value problems with flux conditions on the boundary. Consider, in particular, the problem of finding the electrostatic potential in a system of two dielectrics, G i and G e , with different permittivities, i and e , respectively. Both solution and flux are required to be continuous on the surface between two bodies:
where u i is defined in G i and u e is defined in G e , Γ = G i G e . For elliptic point, x ∈ Γ , and no charges present in its vicinity, we consider the ball, B(x, a), and apply the Green's formula separately in two domains: to the pair of functions, u i and Φ 0,a , in (G i B(x, a) ) \ B(x, ε), and to the pair of functions, u e and Φ 0,a , in (G e B(x, a)) \ B(x, ε). Taking into account boundary conditions (11) we have in the limit as ε → 0: 
Here, S i (x, a) = S(x, a) G i and S e (x, a) = S(x, a) G e . Randomization of this integral relation provides a possibility to apply our revised version of the walk-on-spheres algorithm to this class of problems. It is essential to note that solving such electrostatic problems is an extremely important task for molecular biophysics. In this case, compact G i can be considered as a molecule (e.g. protein) immersed into aqueous solution.
Another problem coming from molecular physics is the problem of computing diffusive and reactive properties of a molecule. If one part of the molecule's surface is reactive and the other part is reflective, then the problem can be reduced to calculating a functional of the solution to mixed boundary-value problem considered in this paper.
Results of computations
To show the efficiency of the proposed walk-on-spheres algorithm in use, we consider the model problem of solving (10) in the unit cube. We consider the Neumann conditions to be given only on one side, whereas on all other sides of the cube the solution equals zero.
We took the center of the cube as the initial point of the walk-on-spheres Markov chain. The computed mean number of reflections in our new algorithm does not depend on ε when ε → 0 and tends to the constant value, which equals approximately 0.365. The mean value of radius of auxiliary sphere is 0.21. The results in Table 1 clearly show that the mean number of steps in the whole trajectory linearly depend on log(ε). This means that, asymptotically, number of steps in this algorithm is of the same order as in the case of ordinary walkon-spheres algorithm applied to solving Dirichlet boundary-value problem.
For comparison, the same model problem was solved using the walk-onspheres algorithm in combination with the finite-difference approximation of the normal derivative. For this method, mean number of reflections linearly depends on h −1 = ε −1/2 , and mean number of steps in the whole trajectory obeys power law and can be approximated by O(h −1.059 ) dependence when h → 0. 
