1. Introduction {#sec1}
===============

Over the years, petroleum has been the wide source of energy generation in almost all the countries of the world. The use of petroleum products however has been reported to be harmful to human health due to hazardous by-products. Thus, the need for affordable and environmentally friendly sources of energy has greatly increased the interest in the study of renewable sources of energy. The most available and abundant source of renewable energy that is less harmful to human health is solar energy. Solar energy as a source of energy generation is known to have been using semiconductor materials. The semiconductor materials suitable for the effective conversion of solar energy have a minimum band gap of 1.3eV \[[@bib1], [@bib2], [@bib3]\]. It has been observed that the effectiveness of the semiconductor materials can be improved by the combination of the materials. On this basis, Cadmium telluride (CdTe) and Copper indium gallium selenide (CIGS) was used as a buffer in thin-film solar cells with power conversion efficiencies of about 20% \[[@bib4]\]. However, these compounds (CdTe and CIGS) are faced with high cost and unavailability for popular use. Thus, a recent study focuses on the use of Cu~2~ZnSnS~4~ (CZTS) as the thin-film solar cell material. This compound is known to have direct band gap energy between 1.4eV to 1.6eV \[[@bib5], [@bib6], [@bib7]\] with an optical absorption coefficient of 10^−4^ cm^−1^, which suggests a high use of the material for suitable photovoltaic. The use of this compound was studied experimentally by Guo et al. \[[@bib8]\] and Steinhagen et al. \[[@bib9]\] with a result of 1.5eV and 1.3eV respectively. In Ref. \[[@bib10], [@bib11], [@bib12]\], it was calculated using the first principle method. These authors have result of 0.86eV, 1.06eV and 1.48eV respectively. However, the experimental results though in fair agreement with the calculated results, are better than the calculated results so far. Recently, Ejere and Ebomwonyi \[[@bib13]\], calculated the energy band gap of Cu~2~ZnSnS~4~, using parametric Nikiforov-Uvarov method in the presence of amagnetic field with a Hylleraas type of potential. Though their result agreed with the existing result, their calculations were faulty. In all the studies, no result is approximately equal to the maximum band gap of Cu~2~ZnSnS~4.~

Thus, further study on the energy band gap for this compound is required to obtain a result that is approximately equal to the maximum band gap of 1.6eV. In this study, we intend to calculate the energy band gap of the same compound under a group of physical potential functions by solving the radial Schrödinger equation for any $\ell -$state using the elegant methodology of supersymmetric quantum mechanics. To have a better result in this study, we intend to include a potential effect in addition to the magnetic field which no author has studied yet. Our choice of potential is the interaction of different types of potential models known as a generalized group of potentials. The generalized group of potentials is of the form:$$V\left( r \right) = - \frac{H_{1}}{r} - \frac{H_{2}e^{- \delta r}}{r} - \frac{H_{3}e^{- \delta r}}{1 - e^{- \delta r}} + \frac{H_{4}}{\left( {1 - e^{- \delta r}} \right)^{2}}$$where $H_{1} = \lambda_{1}\left( 2\delta \right)^{- 1}e^{\delta r}$, $H_{2} = \lambda_{2}\left( 2\delta \right)^{- 1}e^{\delta r}$and $H_{i}$ $\left( i = 1,2,3,4 \right)$ characterised the strength of the potential, $r$ is the internuclear distance and $\delta$ is the screening parameter. The screening parameter can easily change the form of the potential as it tends to zero. The generalized group of potentials has a different subset. For instance, when$\left. \delta\rightarrow 0 \right.$, potential (1) turns to multiple constant and Coulomb potential of the form:$$V\left( r \right) = H_{4} - H_{3} + \frac{H_{1} - H_{2}}{r}$$

By varying the numerical values of the potential strengths, the following potentials, Coulomb, Yukawa, Hulthẻn, and Hellmann potentials can be obtained. These potentials however have wide applications in different areas of physics. The main reason for choosing this potential is that the energy band gap of other potentials can easily be obtained by changing the numerical values of the potential strength without undergoing the tedious calculation any more as will be seen in the discussion section. It also gives wider applications different potentials are its subset. For instance, Yukawa potential has been used to describe the nuclear interaction between protons and neutrons due to pion exchange \[[@bib14], [@bib15], [@bib16], [@bib17], [@bib18], [@bib19]\]. It was also used to stabilize the local fluid structure that provides a good expression for the free energy and the pair correlation function for a system \[[@bib14]\]. Similarly, Hulthén potential is an important molecular potential that has been used extensively to describe the molecular structure of an atom and nuclear interaction \[[@bib20], [@bib21]\]. These potentials are widely used in nuclear and particle physics, atomic physics, condensed matter physics, chemical, and solid-state physics.

2. Schrödinger equation and the generalized group of potential models {#sec2}
=====================================================================

The Schrödinger equation with spherically symmetric potential and non-relativistic energy $E_{n\ell}$ for $\ell \neq 0$ takes the form \[[@bib22], [@bib23]\].$$\left\lbrack {- \frac{\hslash^{2}}{2m}\nabla_{D}^{2} + V\left( r \right) - E_{n\ell}} \right\rbrack\psi_{D\ell m}\left( r,\theta,\varphi \right) = 0\text{,}$$where the representation of the Laplacian operator $\nabla_{D}^{2}$ in spherical coordinates is$$\nabla_{D}^{2} = \frac{\partial^{2}}{\partial r^{2}} + \frac{\left( D - 1 \right)}{r}\frac{\partial}{\partial r} - \frac{\ell\left( \ell + D - 2 \right)}{r^{2}}$$

Setting the wave function $\psi_{D,\ell,m}\left( r,\theta,\varphi \right) = r^{- {(D - 1)}/2}R\left( r \right)Y_{i}^{m}\left( \theta,\varphi \right)$, [Eq. (3)](#fd3){ref-type="disp-formula"} becomes$$\frac{d^{2}R_{nl}\left( r \right)}{dr^{2}} + \frac{2m}{h^{2}}\left\lbrack {E_{nl} - V\left( r \right) - \frac{l\left( l + 1 \right)h^{2}}{2mr^{2}}} \right\rbrack R_{nl}\left( r \right) = 0$$

[Eq. (5)](#fd5){ref-type="disp-formula"} and [Eq. (1)](#fd1){ref-type="disp-formula"} contained a term of centrifugal barrier in each case which does not admit the solution of $\ell = 0$, though, the computation must be done at the ground state for $\ell = 0$. To address this issue, the equation is solved for any $n$ and $\ell$ by considering the potential effect. The values of $n$ and $\ell$ respectively are put to zero during numerical computation. Thus, the presence of the centrifugal term resorts to the use of a suitable approximation scheme to deal with the centrifugal term. For a short-range potential, Dong et al. \[[@bib24], [@bib25], [@bib26]\], suggested the following as the suitable approximation scheme to the centrifugal term $\frac{1}{r^{2}}$for potential (1)$$\frac{1}{r^{2}} \approx \frac{4\delta^{2}e^{- 2\delta r}}{\left( {1 - e^{- \delta r}} \right)^{2}}$$

The main aim of this work is to calculate the energy band gap of CZTS using the parameters of the semiconductor materials such as the cyclotron frequency $\omega_{c}$ and the potential effect $\mu_{pe}$ on the system. Substituting Eqs. [(1)](#fd1){ref-type="disp-formula"} and [(6)](#fd6){ref-type="disp-formula"} together with the cyclotron frequency and the potential effect into [Eq. (5)](#fd5){ref-type="disp-formula"}, we have$$\frac{d^{2}R_{n\ell}\left( r \right)}{dr^{2}} = \left\lbrack {\frac{V_{T}e^{- \delta r} - \frac{2m\lambda_{1}}{\hslash^{2}}}{1 - e^{- \delta r}} + \frac{4\ell\left( \ell + 1 \right)\delta^{2}e^{- 2\delta r} + \frac{2mH_{4}}{\hslash^{2}}}{\left( {1 - e^{- \delta r}} \right)^{2}} + E_{eff}} \right\rbrack R_{n\ell}\left( r \right)\text{,}$$

where$$E_{eff} = - \frac{2mE_{n\ell}}{\hslash^{2}} + \frac{2m\lambda_{1}}{\hslash^{2}} + \frac{m\omega_{c}}{2}\left( {\frac{\omega_{c}}{4} - \frac{4\mu_{pe}}{\omega_{c}\hslash^{2}}} \right)\text{,}$$$$V_{T} = m\omega_{c}\delta\hslash - \frac{2m\left( \lambda_{2} + H_{3} \right)}{\hslash^{2}}$$$$\omega_{c} = qBm^{- 1}$$for mathematical simplicity with $B$ as magnetic field and $q$ as particle charge and $\mu_{pe}$ is the mean of the potential strengths. In this work, we are going to solve [Eq. (7)](#fd7){ref-type="disp-formula"} using the methodology of supersymmetry quantum mechanics. Supersymmetric quantum mechanics (SUSY QM) is a powerful tool for generating new potentials with known spectra departing from an initial solvable one. In 1983, shape invariant potential (SIP) was introduced in SUSY QM by Gendenshten \[[@bib27]\]. For any shape invariant potential, the energy bound state spectra could be obtained algebraically. The formalism of SUSY QM plus shape invariance was intimately connected to the factorization method \[[@bib28]\]. The bound state solutions, the energy eigenfunctions, and the scattering matrix can easily be obtained for the generalized operator method for such potentials. This approach is equivalent to Schrödinger\'s method of factorization \[[@bib28], [@bib29]\]. If the partner potential$V_{\alpha,\beta}\left( x,a_{1} \right)$ satisfies the condition.

$V_{\alpha}\left( x,a_{0} \right) = V_{\beta}\left( x,a_{1} \right) + R\left( a_{1} \right)\text{,}$ where $a_{0}$ is a set of old parameters, $a_{1}$ is a function of $a_{0}$(i.e $a_{1} = f\left( a_{0} \right)$) and $R\left( a_{1} \right),$ is the remainder which does not depend on $x$, the partner potentials $V_{\alpha}\left( x,a_{0} \right)$ and $V_{\beta}\left( x,a_{1} \right)$ are invariant. From the condition of the shape invariance, and the hierarchy of the Hamiltonians, it is easy to obtain the energy eigenvalues and the eigenfunctions of any shape invariant potential. In other to proceed with this method, we first propose a superpotential function which is the solution of the differential equation of [Eq. (7)](#fd7){ref-type="disp-formula"}. However, the proposition of the superpotential function is based on the potential function under consideration \[[@bib30]\]. Considering our generalized group of potential models in [Eq. (1)](#fd1){ref-type="disp-formula"}, we propose a superpotential function of the form:$$W\left( r \right) = \lambda_{A} + \frac{\lambda_{B}e^{- \delta r}}{1 - e^{- \delta r}}\text{,}$$where $\lambda_{A}$and $\lambda_{B}$ are superpotential constants that will soon be determined. To fully apply the basic concepts of supersymmetry quantum mechanics formalism and shape invariance approach \[[@bib31], [@bib32], [@bib33], [@bib34], [@bib35]\] to solve [Eq. (7)](#fd7){ref-type="disp-formula"}, the ground state function is related to the superpotential function as$$R_{0,\ell}\left( r \right) = e^{- {\int{W{(r)}dr}}}$$

The $W\left( r \right)$ has been given in [Eq. (11)](#fd11){ref-type="disp-formula"} above. The superpotential function of [Eq. (11)](#fd11){ref-type="disp-formula"} relates to a non-linear Riccati equation as$$W^{2}\left( r \right) - \frac{dW\left( r \right)}{dr} = \frac{V_{T}e^{- \delta r} - \frac{2m\lambda_{2}}{\hslash^{2}}e^{- 2\delta r} - \frac{2m\lambda_{1}}{\hslash^{2}}}{1 - e^{- \delta r}} + \frac{4\ell\left( \ell + 1 \right)\delta^{2}e^{- 2\delta r} + \frac{2mH_{4}}{\hslash^{2}}}{\left( {1 - e^{- \delta r}} \right)^{2}} + E_{eff}$$

Substituting [Eq. (11)](#fd11){ref-type="disp-formula"} into [Eq. (13)](#fd13){ref-type="disp-formula"} and by comparison, the superpotential parameters of [Eq. (11)](#fd11){ref-type="disp-formula"} can be deduced in the following form:$$\lambda_{A}^{2} = E_{ff}$$$$\lambda_{B} = \frac{\delta\left( {1 \pm \sqrt{1 + 16\ell\left( \ell + 1 \right) + \frac{8mH_{4}}{\delta^{2}\hslash^{2}}}} \right)}{2}$$$$\lambda_{A} = \frac{\frac{2m\left( H_{4} + \lambda_{1} - H_{3} - \lambda_{2} \right)}{\hslash^{2}} + m\omega_{c}\delta\hslash + \lambda_{B}^{2}}{2\lambda_{B}}$$

In terms of the superpotential function$W\left( r \right)$, we can construct the supersymmetric partner potentials $V_{\pm}\left( r \right) = W^{2}\left( r \right) \pm \frac{dW\left( r \right)}{dr}$ as follows:$$V_{+}\left( r \right) = W^{2}\left( r \right) + \frac{dW\left( r \right)}{dr} = \lambda_{A}^{2} + \frac{\lambda_{B}\left( 2\lambda_{A} - \lambda_{B} \right)e^{- \delta r}}{1 - e^{- \delta r}} + \frac{\lambda_{A}\left( \lambda_{A} - \delta \right)e^{- \delta r}}{\left( 1 - e^{- \delta r} \right)^{2}}$$$$V_{-}\left( r \right) = W^{2}\left( r \right) - \frac{dW\left( r \right)}{dr} = \lambda_{A}^{2} + \frac{\lambda_{B}\left( 2\lambda_{A} - \lambda_{B} \right)e^{- \delta r}}{1 - e^{- \delta r}} + \frac{\lambda_{A}\left( \lambda_{A} + \delta \right)e^{- \delta r}}{\left( 1 - e^{- \delta r} \right)^{2}}$$

Putting$\lambda_{B} = a_{0}$, we can easily show that Eqs. [(17)](#fd17){ref-type="disp-formula"} and [(18)](#fd18){ref-type="disp-formula"} satisfied the shape invariance condition and formalism, thus, the following relationship can be established$$V_{+}\left( r,a_{0} \right) = V_{-}\left( r,a_{1} \right) + R\left( a_{1} \right)$$where $a_{1}$is a new set of parameter uniquely determine from an old set of parameter $a_{0}$i.e. $a_{1} = f\left( a_{0} \right) = \lambda_{B} - \delta$. The residual term $R\left( a_{1} \right)$ also known as the remainder, is independent of the variable $r$. The remainder term also satisfies the relation$$R\left( a_{1} \right) = \left( \frac{- V_{T} - a_{0}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{0}} \right) - \left( \frac{- V_{T} - a_{1}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{1}} \right)$$$$R\left( a_{2} \right) = \left( \frac{- V_{T} - a_{1}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{1}} \right) - \left( \frac{- V_{T} - a_{2}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{2}} \right)$$$$R\left( a_{3} \right) = \left( \frac{- V_{T} - a_{2}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{2}} \right) - \left( \frac{- V_{T} - a_{3}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{3}} \right)$$$$R\left( a_{n - 1} \right) = \left( \frac{- V_{T} - a_{n - 2}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{n - 2}} \right) - \left( \frac{- V_{T} - a_{n - 1}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{n - 1}} \right)$$$$R\left( a_{n} \right) = \left( \frac{- V_{T} - \lambda a_{n - 1}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{n - 1}} \right) - \left( \frac{- V_{T} - a_{n}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{a_{n}} \right)$$

Thus, the energy spectra of the negative partner potential $V_{-}\left( r \right)$ can be determined by using the shape invariance approach \[[@bib36], [@bib37]\].$$E_{n\ell}^{-} = \sum\limits_{k}^{n}{R\left( a_{k} \right)} = \left( \frac{- V_{T} - a_{0}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{a_{0}} \right) - \left( \frac{- V_{T} - a_{n}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{n}} \right)$$$$E_{n\ell} = E_{n\ell}^{-} + E_{0\ell} = - \left( \frac{- V_{T} - a_{n}^{2} - \frac{2m\lambda_{1}}{\hslash^{2}}}{2a_{n}} \right)$$

For the consideration of the negative partner potential, $E_{0\ell} = 0$, and thus, the total energy spectra of the system becomes$$E_{n\ell} = \lambda_{1} + \frac{\omega_{c}^{2}\hslash^{2}}{16} - \mu_{pe} - \frac{\delta^{2}\hslash^{2}}{2m}\left\lbrack {\frac{\frac{2m}{\delta^{2}\hslash^{2}}\left( {H_{4} + \lambda_{1} - H_{3} - \lambda_{2}} \right) + \frac{m\omega_{c}}{\delta}}{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right) + \frac{8mH_{4}}{\delta^{2}\hslash^{2}}}} - \frac{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right) + \frac{8mH_{4}}{\delta^{2}\hslash^{2}}}}{2}} \right\rbrack^{2}$$

To obtain the wave function, we first define $y = e^{- \delta r},$and then substitute it into [Eq. (7)](#fd7){ref-type="disp-formula"} to have$$\left\lbrack {\frac{d^{2}}{dr^{2}} + \frac{1}{y}\frac{d}{dr} + \frac{\alpha y^{2} + \beta s + \gamma}{y^{2}\left( 1 - y \right)^{2}}} \right\rbrack R_{n,\ell}\left( y \right) = 0,$$

where$$\alpha = \frac{2m\left( E_{n,\ell} + \mu_{pe} - \lambda_{2} - H_{3} \right)}{\delta^{2}\hslash^{2}} - \frac{m\omega_{c}\hslash}{\delta} + \frac{m\omega_{c}^{2}}{8\delta^{2}} + 4\ell\left( \ell + 1 \right),$$$$\beta = \frac{2m\left( \lambda_{2} + H_{3} - 2E_{n,\ell} + 2\mu_{pe} - \lambda_{1} \right)}{\delta^{2}\hslash^{2}} - \frac{m\omega_{c}\hslash}{\delta} + \frac{m\omega_{c}^{2}}{4\delta^{2}},$$$$\gamma = \frac{2m\left( E_{n,\ell} + \mu_{pe} + \lambda_{1} - H_{4} \right)}{\delta^{2}\hslash^{2}} - \frac{m\omega_{c}^{2}}{8\delta^{2}}.$$

Analysing the asymptotic behaviour of [Eq. (28)](#fd28){ref-type="disp-formula"} at origin and at infinity, it can be tested that when $\left. r\rightarrow 0 \right.$and $\left. r\rightarrow\infty, \right.$ [Eq. (28)](#fd28){ref-type="disp-formula"} has the solution of the form$R_{n,\ell}\left( y \right) = y^{\Phi}$and $R_{n,\ell}\left( y \right) = \left( 1 - y \right)^{\mathrm{\Upsilon}}.$ Now, taking a trial wave function of the form$$R_{n,\ell}\left( y \right) = y^{\Phi}\left( 1 - y \right)^{\mathrm{\Upsilon}}f\left( y \right),$$

and substitute this into [Eq. (28)](#fd28){ref-type="disp-formula"}, we have$$f^{''}\left( y \right) + \left( \frac{2\Phi + 1 - \left( 2\Phi + 2\mathrm{\Upsilon} + 1 \right)y}{y\left( 1 - y \right)} \right)f^{'}\left( y \right) - \left( \frac{\left( \Phi + \mathrm{\Upsilon} \right)^{2} + \alpha}{y\left( 1 - y \right)} \right)f\left( y \right) = 0,$$

where$$\Phi = \left( {\frac{2m\left( H_{4} - E_{n,\ell} - \mu_{pe} - \lambda_{1} \right)}{\delta^{2}\hslash^{2}} + \frac{m\omega_{c}^{2}}{8\delta^{2}}} \right)^{\frac{1}{2}},$$$$\mathrm{\Upsilon} = \frac{1}{2} + \left( {1 + 16\ell\left( \ell + 1 \right) + \frac{2mH_{4}}{\delta^{2}\hslash^{2}}} \right)^{\frac{1}{2}}.$$

Further analyzation/simplification gives a complete wave function as$$R_{n,l}\left( y \right) = N_{n,l}y^{\Phi}{\left( 1 - y \right)^{\gamma}}_{2}F_{1}\left( - n,n + 2\Phi + 2\gamma;2\Phi + 1,y \right)$$

3. Numerical computation of results and discussion {#sec3}
==================================================

In other to obtain the energy band gap, we input the values of the following parameters, $\lambda_{1} = \lambda_{2} = H_{4} = 2.10$, $H_{3} = H_{4} + 0.96$, $m = m_{0}^{2}\left( m_{1}m_{2} \right)/\left( m_{1} + m_{2} \right)m_{0}$, $m_{1} = 0.185$, $m_{2} = 0.26$, $B = 10$, $\varepsilon = 5.06$ and $n = \ell = 0$. These values were inputted into [Eq. (27)](#fd27){ref-type="disp-formula"}, and run with MATLAB 7.5.0. The $m_{0}$ is the free electronic mass and $m$is the effective mass of the compound. The graph of the energy for the ground state and the first two excited states against the screening parameter is shown in [Figure 1](#fig1){ref-type="fig"}.Figure 1Variation of the energy for the generalized group potential model with the screening parameter in the presence of the cyclotron frequency and potential effect.Figure 1

**Special cases of the generalized potential models**.(i)Hellmann --like potential. This is potential is obtained when we put $H_{3} = H_{4} = 0$in [Eq. (1)](#fd1){ref-type="disp-formula"}.$$V\left( r \right) = - \frac{\lambda_{1}\delta^{- 1}}{r} - \frac{\lambda_{2}\delta^{- 1}e^{- \delta r}}{r}$$

The energy [Eq. (27)](#fd27){ref-type="disp-formula"} reduces to$$E_{n\ell} = \lambda_{1} + \frac{\omega_{c}^{2}\hslash^{2}}{16} - \mu_{pe} - \frac{\delta^{2}\hslash^{2}}{2m}\left\lbrack {\frac{\frac{2m}{\delta^{2}\hslash^{2}}\left( {\lambda_{1} - \lambda_{2}} \right) + \frac{m\omega_{c}}{\delta}}{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}} - \frac{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}}{2}} \right\rbrack^{2}$$

The graph of energy against the screening parameter is shown in [Figure 2](#fig2){ref-type="fig"}.(ii)Coulomb-Hulthẻn potential. When we put $H_{2} = H_{3} = 0$, potential (1) reduces to Coulomb-Hulthẻn potential of the form$$V\left( r \right) = - \frac{\lambda_{1}\delta^{- 1}}{r} - \frac{H_{3}e^{- \delta r}}{1 - e^{- \delta r}}$$Figure 2Variation of the energy for Hellmann\'s potential model with the screening parameter in the presence of the cyclotron frequency and potential effect.Figure 2

The energy equation then becomes$$E_{n\ell} = \lambda_{1} + \frac{\omega_{c}^{2}\hslash^{2}}{16} - \mu_{pe} - \frac{\delta^{2}\hslash^{2}}{2m}\left\lbrack {\frac{\frac{2m}{\delta^{2}\hslash^{2}}\left( {\lambda_{1} - H_{3}} \right) + \frac{m\omega_{c}}{\delta}}{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}} - \frac{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}}{2}} \right\rbrack^{2}$$(iii)Yukawa-Hulthẻn Potential. Potential (1) turns to Yukawa-Hulthẻn potential when $H_{1} = H_{4} = 0$ which is physically given as$$V\left( r \right) = - \frac{\lambda_{2}\delta^{- 1}e^{- \delta r}}{r} - \frac{H_{3}e^{- \delta r}}{1 - e^{- \delta r}}$$

The energy is given as$$E_{n\ell} = \frac{\omega_{c}^{2}\hslash^{2}}{16} - \mu_{pe} - \frac{\delta^{2}\hslash^{2}}{2m}\left\lbrack {\frac{\frac{2m}{\delta^{2}\hslash^{2}}\left( {- H_{3} - \lambda_{2}} \right) + \frac{m\omega_{c}}{\delta}}{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}} - \frac{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}}{2}} \right\rbrack^{2}$$(iv)Yukawa potential: Putting $H_{1} = H_{3} = H_{4}$ in [Eq. (1)](#fd1){ref-type="disp-formula"}, we obtain Yukawa potential of the form:$$V\left( r \right) = - \frac{\lambda_{2}\delta^{- 1}e^{- \delta r}}{r}$$

The energy equation of [Eq. (27)](#fd27){ref-type="disp-formula"} turns to be$$E_{n\ell} = \frac{\omega_{c}^{2}\hslash^{2}}{16} - \mu_{pe} - \frac{\delta^{2}\hslash^{2}}{2m}\left\lbrack {\frac{\frac{- 2m\lambda_{2}}{\delta^{2}\hslash^{2}} + \frac{m\omega_{c}}{\delta}}{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}} - \frac{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}}{2}} \right\rbrack^{2}$$

The variation of energy in [Eq. (44)](#fd44){ref-type="disp-formula"} against the screening parameter is shown in [Figure 3](#fig3){ref-type="fig"}.(v)Coulomb potential. This potential is obtained from potential (1) when $H_{2} = H_{3} = H_{4} = 0$. The physical form of the Coulomb potential is given below$$V\left( r \right) = - \frac{\lambda_{1}\delta^{- 1}}{r}$$Figure 3Variation of the energy for Yukawa potential model with the screening parameter in the presence of the cyclotron frequency and potential effect.Figure 3

Its energy equation obtained from [Eq. (27)](#fd27){ref-type="disp-formula"} is$$E_{n\ell} = \lambda_{1} + \frac{\omega_{c}^{2}\hslash^{2}}{16} - \mu_{pe} - \frac{\delta^{2}\hslash^{2}}{2m}\left\lbrack {\frac{\frac{2m\lambda_{1}}{\delta^{2}\hslash^{2}} + \frac{m\omega_{c}}{\delta}}{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}} - \frac{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}}{2}} \right\rbrack^{2}$$

The graph of the energy of Coulomb potential against the screening parameter is shown in [Figure 4](#fig4){ref-type="fig"}.(vi)Hulthẻn potential. Hulthẻn potential is obtained when $H_{1} = H_{2} = H_{4} = 0$ in [Eq. (1)](#fd1){ref-type="disp-formula"}$$V\left( r \right) = - \frac{H_{3}e^{- \delta r}}{1 - e^{- \delta r}}$$Figure 4Variation of the energy for the Coulomb potential model with the screening parameter in the presence of the cyclotron frequency and potential effect.Figure 4

Its energy equation obtained from [Eq. (27)](#fd27){ref-type="disp-formula"} is$$E_{n\ell} = \frac{\omega_{c}^{2}\hslash^{2}}{16} - \mu_{pe} - \frac{\delta^{2}\hslash^{2}}{2m}\left\lbrack {\frac{- \frac{2mH_{3}}{\delta^{2}\hslash^{2}} + \frac{m\omega_{c}}{\delta}}{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}} - \frac{1 + 2n + \sqrt{1 + 16\ell\left( \ell + 1 \right)}}{2}} \right\rbrack^{2}$$

The variation of energy of the Hulthẻn potential against the screening parameter is shown in [Figure 5](#fig5){ref-type="fig"}. In the Figures, an increase in the screening parameter decreases the energy. The decrease is more pronounced as the quantum number increases.Figure 5Variation of the energy for Hulthẻn potential model with the screening parameter in the presence of the cyclotron frequency and potential effect.Figure 5

In [Table 1](#tbl1){ref-type="table"}, we presented a comparison of the present results and the existing results. It can be seen that the present results for each of the three potentials are in excellent agreement with the existing results. However, the present results seem better than the existing results as it is closer to the maximum band gap of the compound. This is because the potential effect has been considered in the present study. In [Table 2](#tbl2){ref-type="table"}, we presented the energy band gap of Cu~2~ZnSnS~4~ with the presence and absence of a potential effect. As it can be seen from the Table, the presence of potential effect decreases the energy band gap. Similarly, an increase in the potential effect results to decrease in the band gap. [Table 3](#tbl3){ref-type="table"} presents the energy band gap of three different potentials with various quantum and angular momentum quantum number $n$ and $\ell$ for four values of the potential effect. It is seen that the energy band gaps for generalized group potential are different from that of the Hellmann and Coulomb-Hulthẻn potentials. This is because the potential has been reduced and as such the potential effect has also been reduced. In Figures [1](#fig1){ref-type="fig"}, [2](#fig2){ref-type="fig"}, [3](#fig3){ref-type="fig"}, [4](#fig4){ref-type="fig"}, and [5](#fig5){ref-type="fig"}, we examined the variation of the energy band gap with the screening parameter for a generalized group of potential, Hellmann-like potential, Yukawa-like potential, Coulomb-like potential, and Hulthén-like potential respectively. In each case, the energy band gap decreases as the screening parameter increases. This indicates that as the screening parameter increases, the energy band gap becomes narrower. Thus, at a very large value of the screening parameter, the energy band gap becomes too narrow and hence, reduces its efficiency and its effectiveness.Table 1Comparison of present results with the existing results for the energy band gap (in$eV$) of Cu~2~ ZnSnS~4~.Table 1Present results for three different potentials\[[@bib8]\]\[[@bib9]\]\[[@bib10]\]\[[@bib11]\]\[[@bib12]\]\[[@bib13]\]$\mu = 2.34$\
$\mu = 8.22$\
$\mu = 8.22$Generalized group potentials\
Hellmann potential\
Coulomb-Hulthẻn potential1.58\
1.56\
1.561.51.31.061.480.861.5Table 2Energy band gap (in$eV$) of Cu~2~ ZnSnS~4~ in the presence and absence of a potential effect.Table 2$\mu$$n$$\ell$Presence of potential fieldAbsence of potential fieldGen. grp. pt.HellmannGen. grp. pt.Hellmann0.5003.4237941049.4780312233.9237941049.978031223013.2540063539.2501648863.7540063539.750164886022.9135449028.8535812803.4135449029.353581280102.4932591249.4121248922.9932591249.912124892112.3140122339.0800263162.8140122339.580026316121.9549934068.5932763642.4549934069.093276364201.5124951769.3022810062.0124951769.802281006211.3239909388.8659501911.8239909389.36595019122.94678994718.2890338941.4467899478.789033894Table 3Energy bandgap (in$eV$) of Cu~2~ ZnSnS~4~ for three different potentials studied with various $n$, $\ell$ for four values of the potential effect.Table 3$\mu$$n$$\ell$Generalized group potentialHellmann potentialCoulomb-Hulthen Potential0.5\
1.0\
1.5\
2.0003.423794104\
2.923794104\
2.423794104\
1.9237941049.478031223\
8.978031223\
8.478031223\
7.9780312239.478031223\
8.978031223\
8.478031223\
7.9780312230.5\
1.0\
1.5\
2.0013.254006353\
2.754006353\
2.254006353\
1.7540063539.250164886\
8.750164886\
8.250164886\
7.7501648869.250164886\
8.750164886\
8.250164886\
7.7501648860.5\
1.0\
1.5\
2.0112.314012233\
1.814012233\
1.314012233\
0.8140122349.080026316\
8.580026316\
8.080026316\
7.5800263169.080026316\
8.580026316\
8.080026316\
7.5800263160.5\
1.0\
1.5\
2.0121.954993406\
1.454993406\
0.954993406\
0.4549934068.593276364\
8.093276364\
7.593276364\
7.0932763648.593276364\
8.093276364\
7.593276364\
7.093276364

4. Conclusion {#sec4}
=============

The energy band gap of Cu~2~ZNsnS~4~ calculated from the solution of the $s -$wave Schrödinger equation at the ground state for three different potentials are in excellent agreement with existing results. The present results are better to compare to the already existing results since the present results are closer to the maximum band gap of Cu~2~ZnSnS~4~. It is noted that the potential effect greatly affects the accuracy of the energy band gap when combining different potentials. Our results also showed that the more potential combined, the smaller the value of the potential effect that leads to accuracy. Thus, for the first time, a potential effect is considered in the calculation, a better result is obtained.
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