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Abstract 
 Generating Shadows for Urban Design 
by 
Robert Jensen 
Through advancements in 3D technology, one is now able to analyze the impact of 
sunlight on the built environment by way of studying shadows and the amounts thereof. 
Urban planners, property developers, and other professionals are looking to expand upon, 
or work within, the premise of the right to light. The ability to know when and where 
shadows exist is a precursor to using that information to make better informed decisions 
about our environment. The ability to obtain information about shadows and, in turn, 
store that data in an accessible format that provides visualization possibilities is the 
desired outcome. 
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Chapter 1  – Introduction 
The notion of a right to light is an ancient concept dating back to the time of the Roman 
Empire. In practice, the ability of people to receive natural light without interference was 
considered an important aspect of life, especially by way of their dwellings having an 
unblocked view of the skyline. In modern times, efforts to codify this concept have been 
written into laws, bylaws, and related governmental regulations. This right is oftentimes 
expressed as a generic right to an unobstructed view. This is an outward-looking 
perspective that ignores specific mention of incoming light. 
Urban planners, in particular, and property developers in general are interested in the 
amount of light contacting the built environment and the impact that can or will have. 
When there is a lack of light on the surface, the inference is that another object is acting 
as an impediment. Given that the position of the sun in the sky changes continuously, the 
amount of time that a specific location is not receiving light is variable. Determining the 
percentage of light, ranging from full light to full shadow, for a specific location 
throughout a period of time is a desirable result for urban planners and those interested in 
property development. 
The strategic objective of this project to provide insight into the optimal utilization of 
light in a built environment. In order to determine the percentage of light on a specific 
location during a defined period of time, the project turned to the analysis of shadows 
cast by objects. Shadows allow the physics of light to be easily observed and studied 
because they are visible by definition. Architects in particular are mindful of shadows and 
the interplay of objects and their surroundings. 
The usage of products derived from data on shadows extends to, but is not limited to, 
the following: public works asset management, resource allocation and deployment of 
city equipment, the selection of building materials for existing and proposed structures, 
formulas for mixing concrete and asphalt products, and the exploitation of the 
agricultural potential of vertical gardening and green roofs. In short, the ability to know 
when and where shadows exist is a precursor to using that information to make better 
informed decisions about built environments. 
1.1 Client 
The target clients of this project are urban planners and property developers, who are 
always in need of additional information sources in order flush out fully formed thoughts 
and visions regarding the manner in which built environments are created, maintained, 
and allowed to evolve. The decision-makers rely on data sources that give an indication 
of the impact of a change to and by a built environment. Based on the amount of sunlight 
that is able to have an impact on the ground’s surface, stakeholders in a built environment 
can generate policies, processes, and workflows that are further informed by the presence 
or absence of light. 
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1.2 Problem Statement 
Urban planning departments and property developers are in need of methods to visualize 
and analyze the impact of sunlight on the built environment, and a common way to make 
such an illustration is by way of a shadow map. The ability to generate a map of shadows 
has long been available to graphic artists and illustrators, but less so to users of a 
geographic information system (GIS). There are several GIS software packages, 
including the Sun Shadow Volume tool from Esri. This tool produces an output that 
aggregates the percentage of shadow within a distinct area of interest to a user-specified 
unit of time. With this newly available data, the challenge for this project was an 
investigation of whether or not a process could be created to scale up in order to handle 
feature counts and time frames in the realm of big data. 
1.3 Proposed Solution 
The outcome of this project is an additional entry to the suite of tools available to urban 
planners, property developers, and health care organizations. Specifically, the deliverable 
is a Python script that analyzes input features and generates raster outputs, which are used 
to illustrate the impact of sunlight on a built environment. Additionally, the results of the 
process outlined by this project should be of interest to agronomists, especially regarding 
vertical gardening and green roofs. Energy organizations involved in locating potential 
solar panel installations would welcome information about sunlight coverage. In the 
future, companies dedicated to energy insurance may find ways to make use of this 
information as well. Knowledge about exposure to sunlight will make for more-informed 
choices on suitable locations for plant growth.  
1.3.1 Goals and Objectives 
Using 3D features as inputs, the goal of this project was to derive information on the 
amount of shade cast on locations nearby. This amount of shade was used to determine 
further information such as the number of minutes and hours of sun per day, the 
percentage of shadow throughout the day, the usability of the land cover the suitability of 
ground cover, the economic value of trees and related landscaping materials, and the 
relevance to local regulations for land use and planning purposes. 
The project represents an effort to contribute a new workflow for urban development 
to the field of geodesign. In a broad sense, the project aimed to add a tool to the existing 
toolbox of GIS analysis. Also, it is envisioned that future projects could expand on 
elements found in this project. Design and management of shadow analysis results 
represent a growing industry with the expansion, and availability, of big data. This big 
data is representative of, but not limited to, light detection and ranging (LIDAR) point 
clouds and the availability of increasingly detailed building and foliage data in both 2D 
and 3D. 
1.3.2 Scope 
Based on feedback from project stakeholders and project management advisors, the 
project was envisioned to run over the course of nine months. The project was expected 
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to deliver a process through which users could analyze features and receive insight into a 
built-up environment. The scope of the project was focused on delivering the ability to 
obtain information about shadows and, in turn, store that data in an accessible format that 
provides visualization possibilities and information products. 
1.3.3 Methods 
The project consisted of four phases. Each phase was completed in chronological order to 
maintain progress and minimize the amount of time needed to account for revisions, 
changes in scope, and any unexpected circumstances. The project commenced in March 
2017 and was executed over the course of nine months. The first three phases of the 
project were centered on establishing workflows and then processing features. The fourth 
phase of the project was to interpret results and document the entirety of the project. 
The first phase of the project was focused on analyzing the requirements of clients 
and generating a project proposal for review. The focus on the requirements was 
necessary for creating a process to support more informed decision making. The first task 
was completed when the 3D building features were obtained and the solar data, for sunset 
and sunrise times, was collected from the United States Naval Observatory. These tasks 
were assigned to the project team for completion. The final task for the first phase of the 
project was formatting the solar data into a .CSV file. 
The second phase of the project started with the creation of a data model to store the 
3D building features. Field names and attribute values were generated and assigned to 
features after processing the input features for quality. The file geodatabase was created 
and flushed out with metadata that was catalogued and populated within the database in 
order to complete the task. Additionally, the geodatabase had a mosaic dataset inserted 
into it. The second phase was completed with the creation of a mosaic dataset in the 
previously created geodatabase. 
The third phase of the project commenced with running a series of geoprocessing 
tools in a Python scripting environment. These tasks were performed by computers, and 
while the level of effort was moderate, the time for processing all features was 
significant. These tools were run in an iterative manner and then the results were 
aggregated. These tools included the Sun Shadow Volume tool to do the bulk of the 
analysis and several conversion tools to transform the resultant features from multi patch 
to raster. 
1.4 Audience 
The target audience for this project report consist of urban planners and property 
developers who are interested in making more informed decisions about existing and 
proposed buildings. While there is no requirement for a deep understanding of GIS or the 
underlying mechanics of the Python script used to produce results, there is a working 
assumption that the audience is familiar with the role that light and shadows play relative 
to these professionals respective disciplines. The outcome of the project was expected to 
be a new tool available for use by urban planners and property developers. 
When it comes to making decisions on how elements interact with and maintain the 
built-up environment, all sources of information are worthy of consideration. The 
information products developed from this project are a new source of input data. Without 
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the products created by this project, the target audience of users would be relying on an 
incomplete set of information or utilizing interpretation and inferences from related 
information products. The usage of derived products from data on shadows extends but is 
not limited to the following: public works asset management, resource allocation and 
deployment of city equipment, the selection of building materials for existing and 
proposed structures, formulas for mixing concrete and asphalt products, rental rates for 
apartment units, solar panel site selection, and the exploitation of the agricultural 
potential of vertical gardening and green roofs. In short, the ability to know when and 
where shadows exist is a precursor to using that information to make better-informed 
decisions about built environments. 
1.5 Overview of the Rest of This Report 
The remainder of this report contains detailed descriptions of the components of the 
project. A thorough description of the research methods, system design, data collection, 
and geographic analysis will provide readers a solid base of knowledge of how the results 
were arrived at and serve as a learning path for the topics in the project. Chapter 2 
outlines existing research on sunlight’s importance across multiple disciplines and the 
application of shadows in real-world scenarios. Chapter 3 details the system design for 
the project as well as project planning and the modifications undertaken as the project 
evolved. Chapter 4 discusses the data used in this project and explains the rationale 
behind the collection thereof, the data models implemented, and the structures employed 
to prepare for use in scripting. Chapter 5 provides an in-depth discussion on the project 
implementation and the approaches used for resolving each technical objective; this 
chapter also explains how certain aspects of the project were either considered or 
reinforced. Chapter 6 describes the final results of the project and how the deliverables 
are to be used. Chapter 7 concludes the project with final thoughts and suggestions for 
future work in this area of study. 
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Chapter 2  – Background and Literature Review 
There is a premise advanced by scientists, academics, agronomists, and planners that 
states that making an urban environment “green” will lead to improvements in the 
usability of built locations and generally make the quality of life for all change for the 
better. The premise holds that vegetation grown on building rooftops acts to lower the 
buildings’ interior temperatures and microclimates that are cooler within urban canyons 
(Cheng, Cheung, & Chu, 2010).  As the populations of cities increase, the number of 
buildings needed for housing and business increases in tandem. While this provides the 
opportunity for roof-top gardens, there is competition for usable space in the form of 
solar panels, water tanks, air conditioners, and other items related to the operation of 
buildings. To address this lack of space, urban planners and property developers have to 
look to new, and potentially creative solutions. These solutions include the materials used 
to construct the built-up environment and address the impact their composition has on 
interior and exterior temperatures. 
There are sustainability efforts under way that are generating interesting approaches 
and are potentially important to architecture and the environment (Sheweka & Mohamed, 
2012). Between efforts to synthesize energy conservation with climate change solutions, 
architects are looking to methods, processes, and approaches that address power 
consumption in buildings. There is a perception that opportunities to reduce power 
consumption in buildings through materials and processes. One area of the influence on 
urban heat islands (UHI) coming from a change in materials is the potential for cooling 
exterior building surfaces (Sheweka & Mohamed, 2012). 
2.1 Urban Heat Islands 
The “envelope of hot air that hovers over cities due to heat reflective material and the 
lack of vegetation is known as the ‘Urban Heat Island’ effect” (Carpenter, 2008). There 
are multiple impacts from UHI on the surrounding environment, including increased 
energy demand during warmer months, the resultant costs of running and maintaining air 
conditioning units, the amount of air pollution and emissions from greenhouse gases 
present, the incidence of heat stroke and mortality, and the quality of water sources 
(Sheweka & Mohamed, 2012). Due to the sheer volume of building walls, the addition of 
vertical gardens to buildings represents a significant opportunity for reducing the 
phenomenon of UHI (Sheweka & Mohamed, 2012). The increase in temperature in an 
urban area is caused by the impervious elements necessary to support human populations 
such as pavements and buildings. These elements retain heat within their surfaces after 
converting sunlight and radiating it back into the surrounding environment (Sheweka & 
Mohamed, 2012). 
2.1.1 Thermal Comfort 
Research has sought an improved understanding of the link between microclimatic 
conditions of urban spaces and the comfort of the people who use them. While the 
response of individuals to these conditions may be made subconsciously, they can result 
in changes of usage based on shifts in the climate (Nikolopoulou, Baker & Steemers, 
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2001). To influence the manner in which people use urban spaces, legislation was 
introduced to address such elements as wind speed at ground level where people would 
congregate, and the absence of shadows cast by buildings around the time of sunrise and 
sunset (Nikolopoulou, Baker, & Steemers, 2001). Efforts to respond to such legislation 
focused on building materials, and green façades. 
2.1.2 Thermal Performance 
The ability of a microclimate to reduce ambient temperatures is related to the 
composition of the elements found within that microclimate. Materials have thermal 
properties that indicate their ability to “absorb solar radiation during day time and 
reradiate it as heat during the night” (Synnefa, Santamouris, & Livada, 2005). The darker 
the color of the materials, the more likely they are to contribute to rising temperatures. 
Changing the surface color of a building to something “cooler” along the color 
spectrum—white, for example—will reduce ambient air temperature by way of 
reflectance (Synnefa et al., 2005). While this effect is generally positive, it is also a 
passive solution and can lead to the unintended consequences of light being reflected 
onto neighboring buildings and surface streets to the point at which visibility is impaired. 
In consideration of this vegetation—in the form of a green façade—provides a more 
accepted method for reducing building surfaces’ impact on the ambient air temperature. 
2.2 Green Façade  
Vertical gardening is a viable solution for areas where there is an abundance of vertical 
space, but ground-level space is limited by streets, sidewalks, and buildings 
(Rahkshandehroo, Yusof, & Najd, 2015). The remaining usable space for vegetation on 
buildings is provided by their roofs and façades. In parallel with the general acceptance 
of rooftop gardens, there is a growing popularity for adding green spaces to the exteriors 
of buildings. This is due, in part, to the small footprint of, aesthetic improvement from, 
and temperature reduction impact by vertical gardening (Cheng et al., 2010). Growing 
vegetation on the sides of buildings is not just an alternative but a supplement to rooftop 
gardening. The taller a building is, the higher its wall-to-roof ratio is; therefore a 
significant surface area exists for potential green space (Cheng et al., 2010). However, 
the potential use for green façades is constrained by access to light. Where buildings cast 
a shadow onto neighboring buildings, it is critical to know the extent those shadows can 
reach. In short, vegetation on the sides of buildings can be strategically located when 
information is available about shadows. 
2.2.1 Aesthetic Improvement 
Green façades provide variation in urban environments, and studies have shown that the 
presence of plants has a positive correlation on mental health and general well-being 
(Sheweka & Mohamed, 2012). This is because plants can hide and obscure unsightly 
features on building surfaces, thus increasing the property value of the building and 
illustrating unique structural elements (Sheweka & Mohamed, 2012). It is surmised that 
the vegetation used in the green façades can inject new life into older buildings 
(Rahkshandehroo et al., 2015). 
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2.2.2 Building Structure Protection 
By definition, buildings are exposed to the elements, and the surface materials experience 
wear and tear over time, including expansion and contraction because of the extremes in 
temperature, and degradation or disintegration due to structural failure. This is an organic 
outcome of exposure to sunlight, wind, rain, and other weather conditions (Sheweka & 
Mohamed, 2012). By virtue of using a green façade, a building exterior has limited 
exposure to the elements and, as such, will experience a fraction of the downside results 
of long-term interaction with weather conditions and temperature changes. A side benefit 
of a green façade is that the seals used for doors, windows and siding are likely to remain 
strong because of the absence of wind pressure (Sheweka & Mohamed, 2012). 
2.2.3 Indoor Air Quality 
One factor that building construction must account for is the infiltration of contaminants 
to the interior of the building. This was commonly accomplished by way of ventilation 
systems, and this comes as an opportunity cost to the usable space of the building. Using 
a green façade provides an external filter for pollutants, gases, volatile organic 
compounds, and other elements found inside buildings or in the building materials 
themselves (Sheweka & Mohamed, 2012). 
2.2.4 Ancillary Benefits 
In addition to the previously discussed benefits of a green façade, there are smaller, but 
equally significant upsides to placing vegetation on a building’s façade. Vegetation 
muffles sound, which is of considerable benefit to those inside a building (Sheweka & 
Mohamed, 2012).  
2.3 Vertical Gardening 
Unlike the roof of a building, external-facing walls have little or no insulation to combat 
solar warming, thusly vertical gardening provides a solution to a problem that is inherent 
to building construction. That problem is the lack of space for insulation in walls in 
general and exterior walls, in particular, and the need for cooling and heating systems to 
compensate for that absence. Vertical gardening is emerging as a viable solution to 
address this problem.  
Sunlight can raise the surface temperature of concrete by as much as 10 degrees 
centigrade (18 degrees Fahrenheit) over the surrounding ambient air temperature (Cheng 
et al., 2010). This influence on temperature is most noticeable during seasons of intense 
sunlight, and while this influence is generally limited to one meter away from the 
building façade, this does speak to the need to consider selective placement of vegetation 
on building surfaces in order to maximize the plants’ exposure to direct sunlight (Tan, 
Wong, & Jusuf, 2014). Maintaining cooler surface temperatures during warmer months is 
a significant factor in reducing power consumption. In turn, the interior temperature of 
buildings is reduced by mitigating a source of external heat.  For high-density urban 
environments, energy consumption is lowered by way of improvements to the outdoor 
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boundary conditions (Tan et al., 2014). Temperatures fluctuate throughout the day, and 
the impacted surface area of a building exterior adjusts accordingly. 
2.3.1 Exterior Air Quality 
Air temperatures are rising in urban environments because of the influence of vehicle 
emissions, air conditioners, and industrial effluents. All of this, in combination with 
urbanization and industrialization, has led to a loss of vegetation across the surface of the 
earth (Pandey, Pandey, & Tripathi, 2015). The impact of vertical gardening on the 
environment is made by the ability of vegetation to ingest pollutants in the air through the 
surface area of leaves. The areas of interest where green façades have a noticeable impact 
are dust control, humidification, and the generation of cold air. In essence, a green façade 
can act as a natural air conditioner (Sheweka & Mohamed, 2012). 
2.3.2 Energy Efficiency 
An added benefit of green façades is the ability of the vegetation to act as a thermal 
insulator. In warmer months, the vegetation layer prevents approximately 70 - 95% of the 
energy from sunlight from getting to a building’s surface, and thus the need to cool the 
building from the inside can be drastically reduced. Conversely, during colder months, 
the vegetation layer reduces the impact of wind flow around a building and also prevents 
heat radiating from the building itself from escaping (Rahkshandehroo et al., 2015). 
Essentially, the thermal insulator regulates outside air temperatures. The influence is 
dependent on the local climate, the density of the vegetation used, the distance of the 
vegetation from the building surface, and the material type of the building itself. 
However, the point remains that vegetation can have an impact on both heating and 
cooling (Sheweka & Mohamed, 2012). The possibility also exists for building owners to 
benefit from subsidies or credits for using green materials and, or pursuing credentials 
such as Leadership in Energy and Environmental Design (LEED). 
2.4 Spatial Understanding 
The field of urban planning and design is one of several professional and academic areas 
of interest for which the study of shadows could emerge as another viable tool for 
identifying changes. In part, this is a reflection of the fact that “very little existing 
literature has addressed the issues of the perceived usefulness of 3D visualizations over 
2D and the use of cartographic shadow representations in the planning community” 
(Herbert & Chen, 2015). With modern technology, shadows are generated from features 
present in a 3D environment and viewed there as well. To this end, there is plenty of 
opportunity for growth, although Slocum et al. (2001) considered that it was still 
necessary to conduct research into whether such technology actually helped users 
understand geospatial environments at all.  
The ability to generate shadows is a well-developed area of study in the realm of 
computer science, animation, and graphic arts. Conversely, the ability to store and 
analyze the generated shadows is an emerging field of study that this project strives to 
contribute to. Considering that spatial data is now collected in vast sums, the capabilities 
of software to operate on such data are also being stretched to their limits. As Xu, Abdul-
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Kadar, and Gao (2016) reflected, “the availability of such large amounts of data and the 
multi-dimensional nature induces an acute need for development of novel approaches to 
assist with the near real-time processing, visualization, and analysis by end users” (pp. 1). 
After the generation of shadow data, there is a paramount need to aggregate that 
sunlight data into meaningful segments for comprehension and processing. This 
aggregation is necessary, as argued by Pons & Ninyerola (2008): “to obtain a continuous 
surface is very interesting for integrating and analyzing spatial information” (pp. 1821). 
The authors state that establishing a reasonable time frame for each solar data project is 
required, and “computing solar radiation values on the Earth surface on a monthly and an 
annual basis” can give “valuable results from a DEM of medium resolution” (pp. 1831). 
The computational environment required for potentially vast sums of observational 
solar data manifests itself in the chosen file format and the manner in which the file is 
organized. Each time frame of collected and processed data could be stored in one of five 
specific approaches (Song, Li, Zhou, & Lei, 2016). There are two options posited by 
Song et al. (2016), using raster-based storage: a set of single-band rasters for each time 
frame, and a set of individual bands for each time frame in a multiband raster. The 
researchers argue for three options using file-based storage, “including an un-tiled, un-
stacked data organization (method 1), a tiled, un-stacked dataset (method 2), and a tiled 
and stacked dataset (method 3)” (pp. 14). The storage method that is utilized matters to 
management and memory usage, which in turn drives the ability for users to perform 
analysis on spatial datasets. 
With vast sums of data in hand, the challenge for analysis is framed by the 
performance of tools and processes that are best suited to smaller sets of raster data. The 
available file formats for storing multi-dimensional data, such as shadows, include the 
Hierarchical Data Format (HDF). This is a file format that Xu, Abdul-Kadar, & Gao 
(2006) indicate was created to store multiple objects, and it has been “used in several 
missions by NASA [National Aeronautics and Space Administration] to store and 
distribute image data” (pp. 2). Limitations of raster operations include the processes for 
reading an input, manipulating the input, and creating a new derived output. Although 
logical by design, the sheer volume of data poses an inherent risk to storage as each 
additional piece of derived content is created. 
While there are significant amounts of data under consideration, an interesting aspect 
of the 3D data is that the level of detail (LOD) of it does not, in and of itself, pose a 
corresponding level of risk to the project. According to Biljecki, Ledoux, & Stoter 
(2017), one can “refute the universally accepted assumption that finer LODs inherently 
bring more accurate results in spatial analyses” (pp. 14) in regards to the quality of 3D 
features because of the economic law of diminishing returns. Increasing the resolution of 
data from submeter to subcentimeter does not result in a hundredfold improvement in 
analytical options because “in geo-visualization a more accurate shadow probably does 
not make any difference” (Biljecki et al. 2017). 
2.5 Alternative Software Options 
ArcGIS software was used in this project. Additionally, the following software packages 
comprise a sample of those available in the field of urban planning for the generation of 
and interaction with shadows. 
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 CityEngine (http://www.esri.com/software/cityengine) 
o This software transforms 2D GIS Data into Smart 3D City Models. 
 Amethyst ShadowFX V3 (http://www.shadowfx.com) 
o This software provides sun and shadow analysis. 
 Lumion 8 (https://lumion.com) 
o This software renders architectural CAD designs. 
 CityPlanner (https://cityplanneronline.com) 
o This software provides 3D modelling and built in shadow analysis. 
 Autodesk (https://www.autodesk.com) 
o This software is for the architecture, engineering, and construction 
industries. Available software includes AutoCad, AutoCAD Civil 3D, 
Infraworks, and REVIT. 
While there is a significant variety of capabilities among the available software 
packages, they all have the common goal of generating shadows in a 3D environment for 
use in the field of urban planning. 
2.6 Summary 
All things being equal, a green façade has a monetary value associated with it in terms of 
its installation and care. Consideration is needed for the support mechanism that holds the 
vegetation in place, as well as the maintenance of the vegetation, including watering 
processes. The selection of vegetation should be made based on site-specific design 
constraints such as climate, budget, and the vegetation’s adaptability to the local 
environment. This includes the ability of the vegetation in question to sustain full sunlight 
during peak hours, and thus the available placement choices. For effectiveness, the 
vegetation should be placed in such a way that it receives the maximum amount of 
sunlight for the longest duration of time as possible. 
Lower interior temperatures in summer lead to a reduction in the amount of UHI, 
which in turn leads to a more livable urban environment. Because of a green façade, there 
is a diminished need to clean the surface of a building, decreased need to resurface a 
building, less reliance on insulation, and lower power consumption for air conditioning to 
reduce internal air temperatures. Higher interior temperatures in winter can lead to an 
increase in morale for people inside buildings, while lowering power consumption for 
heating systems to raise internal air temperatures. 
For urban planners and property developers, one way to determine where to place 
vegetation to ascertain where sunlight is found on the surface. By way of ordinary 
reckoning, the absence of sunlight is shadows. The more significant the coverage of 
shadows on a segment of an urban environment, the less need there is to make changes to 
those surfaces to combat the impact of UHI. The usage of shadows helps narrow down 
the area needed for a green building exterior, which provides an economic incentive to 
pursue that exploration. This exploration is made evident in the form of particular 
segments of a street going green, specific floors in a building getting a new facade, 
unique species of vegetation being used in those locations, and related infrastructure 
projects being undertaken to support a greener built-up environment. 
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Chapter 3  – Systems Analysis and Design 
Collecting solar information about a built environment involves the usage of 3D features 
and surface elevation. These datasets are complex by nature and require substantial 
processing capabilities to derive usable and informative outputs. This chapter will discuss 
the approaches employed to address this issue and the manner in which the project plan 
evolved to embrace change. 
3.1 Problem Statement 
There are several GIS users, including urban planners and property developers, who are 
searching for solutions to address the influence of light and shadow on urban areas. 
Commonly, shadow maps have been prepared as illustrations of the interplay between 
light and dark. While these shadow maps were prepared by graphic artists, architects and 
illustrators, they have tended to be highly localized to individual buildings, and less so to 
the surrounding neighborhood or wider areas. For GIS users, the available technology to 
generate shadows was nascent and required advances in software and hardware. The Sun 
Shadow Volume tool from Esri, can be used to generate shadows for analysis (Esri, 
2017a). This tool produces an aggregated output that simulates the percentage of light 
and shadow during a user-provided time frame, within an area of interest. While this 
option is available now for nonprofessional users, the challenge for this project was 
creating a process that would handle big data and address long periods of time, such as 
months, seasons, and years. 
3.2 Requirements Analysis 
The requirements analysis of this project supported the primary goal of building a 
deliverable and repeatable process. The final deliverable consisted of a Python script and, 
as such, the majority of the project activities focused on implementing project 
requirements within that script. The requirements analysis specifically did not mention 
the manner in which any potential client would obtain 3D input features. The only 
necessity was that those features have geometries and height values. 
The requirements analysis for the project consisted of both functional and 
nonfunctional requirements (Table 1).  
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Table 1. Functional and nonfunctional requirements. 
Requirement Functional/Nonfunctional Description 
ArcGIS >= 10.4, or 
ArcGIS Pro >= 1.0 
Nonfunctional The GIS software was 
chosen for suitability of 
tools therein. 
Obtain solar data  Functional The process shall change 
input text into a machine-
readable format. 
Convert solar data Functional The project shall obtain 
location specific sunrise 
and sunset data. 
Generate 3D output Functional The process shall 
generate derived 3D 
features when it is run. 
Generate raster output Functional The process shall 
generate output in a raster 
format when it is run. 
 
The functional requirements were defined as being what each process must 
accomplish when the process is undertaken. The functional requirements focused on the 
data inputs and the processing steps necessary to produce the expected output. The 
nonfunctional requirements were defined as being the manner in which each process was 
accomplished. The nonfunctional requirements focused on the software packages that 
were selected for processing capabilities and potential. 
3.2.1 Functional Requirements 
There were four functional requirements for the project. The first functional requirement 
was to establish a process that obtains properly formatted solar data. This was critical to 
the success of the project, as the ability of generate output shadow features is based solely 
on the completeness of sunrise and sunset information—solar data—as inputs. 
The second functional requirement was to create a process to ensure that solar data 
was converted into a suitably formatted text file. The resultant text file had to be 
formatted to a standard date-time format such as MM/DD/YYYY HH:MM:SS AM. The 
subsequent processes in the project required a properly formatted text file as an input 
parameter. 
The third functional requirement project was a process to generate 3D output in 
multipatch format. This was critical to the success of the project, as the deliverable 
information products are all founded on this data type. The output 3D features came from 
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the properly formatted solar data and were then used in subsequent processing to generate 
output raster features. 
The fourth functional requirement was a process to generate raster content. The 
assumption was that the process would be capable of handling all input features, without 
resorting to parsing the features into small subsets. While small subsets would not 
represent a fatal flaw in and of themselves, they would represent a new requirement with 
an additional level of effort. 
3.2.2 Nonfunctional Requirements 
There was one nonfunctional requirement for the project. The nonfunctional requirement 
centered on the software used for the processes in the project. The software package 
selected was chosen based on its functionality and the author and in the broader GIS 
community’s familiarity with it. The set of deliverable information products did not 
include software or hardware systems, as this would have been an unnecessary burden for 
any potential user of this project’s processes. The Python script can reside in any 
environment a potential user deems suitable. 
3.3 System Design 
Similar to the requirements previously described in this report, the system design for the 
project reflects the work undertaken to develop a process for creating shadows from 3D 
input features. The system design did not take into consideration the manner in which 
input data would be obtained by any prospective user. The system design presented in 
figure 3.1 identifies the major aspects of the analysis and shows the processing steps 
utilized to build a satisfactory deliverable product. 
 
Figure 3-1: System Design. 
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The result is a workflow through which inputs will be transformed into outputs. 
3.3.1 Communication Requirements 
There are no communication requirements for a user of the deliverable Python script 
from this project, as the input and output features can be contained on a single machine. 
This machine does not need to participate in a networked environment for software 
authorization or data processing across multiple machines in order for the user to be 
successful. This machine will need access to a networked location that serves as the 
archive for data inputs and outputs in order to support backup processes. 
3.3.3 Hardware and Software Requirements 
The hardware requirement is defined as commodity machinery that is capable of running 
a desktop operating system and meets the minimum recommendations from Esri for 
ArcGIS software. The software for this project has a requirement of either ArcGIS 10.4 
or later, or ArcGIS Pro 1.0 or later. 
3.4 Project Plan 
The planning for the project was designed with an agile scrum method in mind in order to 
facilitate the decision-making process as circumstances changed. The resultant project 
plan focused on introspection and short-duration phases in order to handle the complexity 
and elements of risk inherent to the project. 
Table 2. Original Project Plan. 
    Start 
Month 
End Month 
Phase Description 
1 Plan     
1.1 Analyze requirements March April 
1.2 Obtain data April April 
2 Design      
2.1 Create data model May May 
2.2 Create database May May 
2.3 Create mosaic dataset May May 
3 Develop and Test     
3.1 Generate output features May July 
3.2 Aggregate output features June July 
3.4 Populate mosaic dataset July August 
4 Deploy     
4.1 Review, rework, perform regression August September 
4.2 Complete final report September November 
4.3 Prepare presentation October November 
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The resultant timeline resembled a traditional waterfall method but took into account 
the reality of parallel efforts being undertaken. 
3.4.1 Revised Plan 
Once the first phase of the project drew to a conclusion, the plan for the project evolved 
to incorporate the concept of poka-yoke. Poka-yoke is a Japanese design term that can be 
translated as mistake proofing and is generally used to prevent human error through 
design. The purpose of poka-yoke is to look inward and focus on self-examination of 
processes and operational techniques used in a project or production environment. 
The significant change to the project was a deliberate pivot from creating a one-off 
workflow, where a singular outcome would be the deliverable, to a highly repeatable and 
presumably scalable process. The singular outcome plan was deemed to be both 
predictable and biased towards a pre-determined result. There was no desire to fit a 
problem into a known outcome, rather there was an interest in exploring the unknown 
and preparing responses to the unpredictable. 
Table 3. Revised Project Plan. 
    Start 
Month 
End 
Month Phase Description 
1 Plan     
1.1 Analyze requirements March April 
1.2 Obtain data April April 
2 Design      
2.1 Create workflow diagram May May 
3 Develop and Test     
3.1 Generate Python script May July 
4 Deploy     
4.1 Review, rework, regression August September 
4.2 Complete final report September November 
4.3 Prepare presentation October November 
 
While mistakes and errors are inevitable in any project and significant attention must 
be paid in order to mitigate them, striving to eliminate them from happening in the first 
place was the desired outcome of implementing poka-yoke on this project. Errors have 
significant impact on projects, and one should strive to achieve predictable outcomes 
(Shenoy, 2016). 
Poka-yoke was chosen to be a mechanism for improvement to the project, whereby 
time was set aside to ensure that mistakes were both identified and minimized and that 
the solutions to potential mistakes were thoughtfully put into procedures. It required a 
level of effort whereby each step of the project was examined for the way in which a user 
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or machine would perform an action. By taking a step back to look at how a user would 
implement the processes being developed, it was revealed that there was the potential for 
misuse, misinterpretation, or mistake at each level of the project. By recognizing the 
inherent risks of computers failing, software encountering errors during operations, and 
humans accidently performing an action, the information products developed by this 
project were refined and, as a result, improved. 
3.5 Summary 
Performing due diligence on the requirements of the project revealed shortcomings in the 
original project plan and led to the reinforcement of critical elements and a focus on 
overriding themes central to the desired deliverables. These efforts allowed the project to 
complete milestones in a timely fashion and provided a framework within which to 
confirm measurable results against expectations. 
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Chapter 4  – Database Design 
The project was designed to generate two stand-alone information products. These would 
serve as the vehicles within which input data is processed and derived data would be 
contained. The first information product is a database with the second product stored 
within it. The second information product is a mosaic dataset that is used to manage and 
present the output data for visualization. Combined, these information products were 
conceived as the devices that would assist in the integration of shadow analysis into 
urban planning and development projects.  
4.1 Conceptual Data Model 
The conceptual data model was based on the vision for the project. That vision specified 
that buildings would have different shadows at different times (Figure 4-1). The buildings 
would come from any data type and would require two attributes for geometry and 
height. Together with solar data they would create shadows. These shadows would also 
need two attributes for geometry and height. 
 
Figure 4-1: Conceptual Data Model. 
4.2 Logical Data Model 
The processes detailed by this project require two pieces of input data: buildings and the 
dates and times of sunset and sunrise (solar data) for a user specified location. These two 
pieces of input data are the required parameters in the script that generates output data. 
While building inputs can be obtained from any number of providers in any number of 
data types, the logical data model was used as the mechanism to establish acceptance 
criteria for those inputs. Additionally, solar data is available from a multitude of sources, 
and the project script was constructed to exactly match the data type expected by the 
input parameters of the tools used in the script. 
For inputs, the buildings would be stored in either a database or shapefile, and the 
text file(s) for solar data would be stored in a flat folder structure. For outputs, the 
processes described by the project plan specified a file geodatabase as being the database 
flavor. Within this database, there would be a mosaic dataset in place to manage the 
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raster outputs generated by the script used in the project. The raster outputs would be 
stored within a flat folder structure that was shared with the database. 
The feature type requirement of the buildings was that they be three-dimensional by 
definition and stored in Esri’s Multipatch Geometry type. Regardless of which data type 
the data was originally captured as, conversion tools exist to change the data into the data 
type specified by the project. The attribution requirement for buildings was that the Z 
attribute property for the points that construct each multipatch part be populated with 
known, defined values that software packages could interpret and visualize. These 
known, defined values include a vertical datum and a corresponding linear unit of 
measurement. The scale requirement for the buildings was that they be captured at as 
large a scale as possible for usage and interrogation at a highly localized level. There was 
no requirement for the buildings to have specific projection or coordinate system 
information. For the currency requirement for the buildings, the attribution value for 
capture date needed to be populated. The positional accuracy for the buildings was 
required to be submeter or higher resolution in order to generate effective outputs. 
The feature type requirement for solar data was that features types were stored in a 
text file. The solar data had an attribution requirement for dates and times to be formatted 
in an industry-acceptable style. The solar data had a formatting requirement: the data had 
to be easily translatable into a machine-readable text format. The solar data had no 
requirements for scale, coordinate system, or projection information, in as much as it is 
not geographic data. The solar data had a currency requirement that the data be 
identifiable as years, months, days, hours, minutes, seconds, and period, and be presented 
in a consistent order. The solar data had a positional requirement that equated the extents 
of a city to the generally accepted definition of city limits. 
There was no requirement for versioning a database, as this information product was 
not envisioned as featuring an enterprise level of data storage. There was, however, a 
requirement that the geodatabase be capable of supporting a mosaic dataset. 
For outputs, the shadow features and rasters had to be in a data type that was 
universally readable by most software packages. For shadow features, the requirement 
was specifically the multipatch format. For raster features, the requirement was 
specifically the tagged image file (TIF) format. 
4.3 Data Sources 
The 3D building data was obtained from an end user who had provided the data to the 3D 
content team at Esri. The provided 3D building data was created by the end user 
providing it, and the rights for using the data belong exclusively to the end user. The 
acquired data was not redistributable and was intended to be used solely within the 
framework of a previously agreed upon memorandum of understanding between Esri and 
the end user. 
The solar data was acquired from the United States Naval Observatory (USNO), 
Astronomical Applications Department (USNO, 2017). Because it came from a federal 
government agency, the data was placed in the public domain, and there was no licensing 
issues or restrictions that would need to be adhered to in any capacity by this project. 
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4.4 Data Collection Methods 
The source material for solar data was obtained from the website for the United States 
Naval Observatory Astronomical Applications Department by way of filling out a form 
on the USNO website (U.S.N.O., 2017). Once the material was downloaded, it was 
placed into a spreadsheet program. The resultant spreadsheet was examined for empty, 
missing, and NULL values, and corrections were applied manually as needed. When the 
spreadsheet was deemed acceptable, the data was sorted in ascending order of date and 
time, and the spreadsheet was saved as a comma delimited text file. While the source 
material from the data provider was always accurate, the conversion into a spreadsheet 
could be hampered by misinterpretations of spacing and tabs, which would require minor 
adjustments by the project team. 
4.5 Data Scrubbing and Loading 
As the nature of the project was centered on using an automated script to achieve 
expected results, the project’s approach to data scrubbing and loading was proactive. 
Advance knowledge of what the script was able to accept for parameter inputs permitted 
the project to screen the potential input data for completeness. A file geodatabase 
structure was used due to its management capabilities of establishing conformity to 
naming conventions for the elements contained within the file geodatabase. This 
included, feature classes, mosaic datasets, and rasters. While the script for the project 
would dictate where and when outputs—both intermediate and final—were to be located, 
the database would handle conflicts between new and existing features.  
The input parameter values for the properties of the input feature classes had to be 
documented in order to become suitable inputs for the processing tasks to be completed 
by the script. Furthermore, the default parameter values for properties of the rasters that 
would be generated during the processing tasks needed to be properly documented. Data 
input errors would also be controlled by the geoprocessing framework provided by 
ArcGIS, and validation routines would be added to the script to notify the user of any 
unacceptable input parameter values or data types. 
In anticipation of these notifications, coded-value domains would be fully populated 
with expected parameter values, and the feature classes using the corresponding domains 
would use those established default values. The review of appropriated field values 
would include, but not be limited to, ArcGIS Data Reviewer in order to identify data 
entry issues. The issues considered would include NULL values, values outside of 
expected ranges, and values in unexpected fields. At the same time, conformity with 
geometric norms would be examined with topological operators. In all cases, issues 
would be categorized and discussed with the data provider before an agreement was 
made on which party would be responsible for addressing them in, if possible, a 
reasonable fashion and time frame. 
The main requirement of the project was to obtain properly formatted solar data. 
This was deemed critical to the success of the project as the ability of generate output 
shadow features was based solely on the completeness of sunrise and sunset information 
as inputs. The acceptance criteria for solar data consisted of two tasks. The first task was 
verifying that the source material be accessible from the website for the United States 
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Naval Observatory, Astronomical Applications Department. The second task was 
verifying that the solar data could be converted into a suitably formatted text file. 
Testing conditions for the first task would determine whether the website was 
operational and whether the data was available for download to the general public. 
Navigating to the website would test the availability of the website based on whether a 
valid response from the web host was received. By following the links on the website to 
the Data Services area and on to the Rise/Set/Transit/Twilight Data section, testing would 
determine the availability of the solar information data. By navigating through the 
website to the eventual endpoint where data can be obtained, confirmation of the 
availability of the test data would be based on receipt of a successful download of solar 
data from the web host. 
The testing conditions for the second task would determine whether the text file was 
machine readable and confirm whether the formatting of the solar data was in a the 
following date-time format: MM/DD/YYYY HH:MM:SS PERIOD. Automated testing 
was used to confirm that the solar data had been converted into a suitably formatted text 
file and could be broken into multiple steps to reveal whether the data met the acceptance 
criteria. This testing examined 100 % of the data and had a reject value of zero. Any error 
generated would be considered the final error, and thus the automated testing would be 
deemed a failure. 
By way of the Python script making an attempt to open the text file, the test would 
confirm the proper formatting of the file by virtue of the file having opened. Additionally, 
individual lines of the text file being returned, by way of a valid response to the script, 
would confirm the completeness of the entire text file. The script would be provided with 
error messages from ArcGIS in the event that the solar data was not properly formatted. 
4.6 Summary 
In summary, the data phase of this project encompassed a data migration effort that 
would use a file geodatabase to deliver the final information products. To reach the 
widest audience possible with this script, the processes had to ensure that users would not 
have to abandon their existing work products or workflows. Specifying the ability of the 
script to accept one data type created an opportunity for the user to use widely available 
conversion methods to create their inputs in an industry standard data type. Creating a 
degree of separation from a user’s raw inputs ensured that no harm would be caused to a 
user’s original data. In turn, it was important for the script to be able to generate outputs 
in an industry-standard data type that could, in turn, be converted to any other data type 
that met a user’s specific needs. Having the ability to plug seamlessly into existing 
workflows was an important goal for the project.  
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Chapter 5  – Implementation 
The usage of scripting environments to bring automation to processing data is well-
known, and tackling big data is an emerging field of interest. Ascertaining the ideal order 
of processing data was a result of refining multiple iterations within ModelBuilder and 
scripting environments. While the tools used were not new in and of themselves, it was 
their ability to scale up to industrial levels that was uncertain. Implementation of the 
proposed solution was by way of a Python script that detailed the methods used for 
producing shadows from a set of input features. The scope of the project deliverables was 
designed to supplement existing systems employed by users. The deliverables were 
conceived as serving as a framework within which new functionality would become 
easily incorporated whenever they were readily available. 
5.1 Preprocessing 
The first step in the project was to address the issue of how big data would be handled. 
Three-dimensional features by nature, are complex in terms of their geometry, and as the 
number of features increases, so too will the corresponding amount of time to process as 
well as the amount of memory required. The time frames used by the tools were limited 
to single days; there were two options explored in order to account for this computing 
limitation. One approach was to tackle this in advance of any processing, and the other 
was to tackle this after all processing had been completed. The subsequent discussion will 
be found in section 5.5. 
Managing a selected set of features by subdividing a dataset into adjoining 
neighborhoods is the approach to be taken in advance of processing. Each neighborhood 
was conceived of having approximately 500 features, with flexibility given for 
geographic considerations. These considerations included, landmark features such as 
bodies of water, open spaces, and undeveloped land. Recognizing that each selected set 
of features needed to have a 15 % overlap with all its adjoining neighborhoods ensured 
that edge features would be processed multiple times. This intentional overlap certified 
that no features were missed by processing. Subsequent overlay operations were used to 
identify duplicate cells or features and used an average value as the final result. 
Finally, there was a check on the quality of the data, which can be performed on 3D 
features in Esri software. The 3D features used in this project are multipatch features, and 
there is a test available to determine whether each feature completely encloses a volume 
of space. The tool that performs this test is the Is Closed 3D tool, and the result of 
running the tool is a new field appended to the input features that indicates whether or not 
an individual feature is enclosed. For features that are not fully enclosed, the Enclose 
Multipatch tool is available. 
5.2 Solar Data Processing 
The initial phase of the script deals with the processing of the solar data prepared by the 
project. When the resultant text file had met the acceptance criteria (Figure 5-1), it was 
used as the first input parameter in the Python script. 
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Figure 5-1: Solar Data Sample. 
The script was structured to perform the operation of opening a text file and parsing 
each entry on a line-by-line basis. Each line in the text file was used as the source for 
strings of input to tool parameters in the subsequent section of code. The input 
parameters expected a string value that described a time entry, formatted as 
MM/DD/YYYY HH:MM:SS PERIOD. One parameter was for the Start Date and Time, 
and the other was for the End Date and Time. Using the variable of sunrise for Start and 
the analogous variable of sunset for End was the logical method for parsing the 
appropriate input values from each line in the solar data text file (Figure 5-2).  
 
 
Figure 5-2: Pseudo-code Snippet 1. 
Once the preconditions of the process were in place, a general workflow was 
followed, as outlined by the flowchart in figure 5-3. 
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Figure 5-3: Flowchart. 
Once the sunrise and sunset values had been extracted from the solar data text file, 
the script would then proceed to the next task. The Sun Shadow Volume tool analyzes 
multipatch features, and these features had to be presented to the tool parameter as the 
data type Feature Layer (Figure 5-4). 
 
 
Figure 5-4: Pseudo-code Snippet 2. 
The feature layer creation task satisfied the requirement of generating an in-memory 
layer of multipatch building features for subsequent tools. The equivalent view is 
presented as a flowchart snippet in Figure 5-5. 
 
 
Figure 5-5: Flowchart Snippet 1. 
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The Sun Shadow Volume tool analyzes multipatch features, and these features had to 
be presented to the input features parameter of the tool as the data type Feature Layer. 
5.3 Shadow Generation 
The primary analytical task of the project was the creation of three-dimensional 
representations of shadows cast by buildings. The task was computation intensive and 
varied in elapsed time by the number of features under consideration. Shadows were 
modeled by the Sun Shadow Volume tool as multipatch features, and were created when 
input features were extruded using the direction of sunlight. Light from the sun was 
considered to be traveling in a parallel manner and moving in a direction calculated from 
the relative position of the sun. The position of the sun was arrived at from a series of 
equations that have been modeled on solar calculations from National Oceanic and 
Atmospheric Administration (NOAA) (N.O.A.A., 2017). Each extrusion started and 
ended at a vertical plane that was perpendicular to the horizontal projection of the sun's 
rays (Esri, 2017a). 
When all parameter values for the tool had been populated, the script was able to 
continue. Contextual information about the time zone and the usage of Daylight Saving 
Time was required to adjust the position of the sun to a more precise location for use by 
the tool. These adjustments were made to achieve more representative results of reality 
on the ground (Figure 5-6). 
 
 
Figure 5-6: Pseudo-code Snippet 3. 
The equivalent view is presented as a flowchart snippet in Figure 5-7. 
 
 
Figure 5-7: Flowchart Snippet 2. 
The construction of this particular section of the script was set up to both manage the 
number of features processed by the tool and the time frame that the tool had to consider 
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for analysis. This ensured that the tool would minimize issues related to memory 
consumption and management, as well as produce finer-grained units of output data that 
could be aggregated in postprocessing. Selecting one hour as the interval unit of time 
struck the appropriate balance between overall processing speed and information capture 
capabilities. 
Finally, the minimum Z value of each input building was considered to be zero, and 
from there the construct of the resultant multipatch feature from each building began. The 
output of the tool were three-dimensional volumes composed of Z values, which 
generally resemble triangles that have been extruded. These values came into play during 
subsequent processing steps. 
5.4 Temporal and Spatial Calculations 
The second analytical task of the project was to produce raster outputs that could be 
assembled in a logical manner. As the Sun Shadow Volume tool produced multipatch 
features as outputs, it was incumbent on the script to convert them into a suitable raster 
format for further processing. This task was broken out into multiple steps. 
5.4.1 Establish Processing Loop 
The first step in the task involved the selection of features from the output of the Sun 
Shadow Volume tool. Given that the tool was calculating the total shadow volume for 
one day and the unit of interval for the tool was one hour, it was necessary to identify 
each individual hour of results for further processing (Figure 5-8). 
 
 
Figure 5-8: Pseudo-code Snippet 4. 
The equivalent view is presented as a flowchart snippet in Figure 5-9. 
 
 
Figure 5-9: Flowchart Snippet 3. 
Using a subloop to extract each individual hour of shadow volume from a single 
day’s worth of shadow volumes was required for subsequent processing steps. These 
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steps would produce an output that showed the accumulated number of hours of shadow 
cast by the input features. 
5.4.2 Convert Multipatch to Raster 
The Multipatch to Raster tool was used in the second step of the task and for the simple 
conversion of one data type to another. While the output raster format of the tool was 
limited to one of three specific types, there were no unexpected impediments to the 
project as a result. The tool was scripted in such a way as to use the naming convention 
of daily results from earlier processes and allow for a manageable processing load. The 
resultant cell values were the Z value from the multipatch feature. The determination of 
the Z value for each cell was based on an intersection of the multipatch feature with a 
virtual line extended from each cell center location. The maximum Z value from those 
intersections was assigned to each cell in the output raster. The remaining task was to 
declare the cell size for the rasters, and this was set to 1 meter (Figure 5-10). 
 
 
Figure 5-10: Pseudo-code Snippet 5. 
The equivalent view is presented as a flowchart snippet in Figure 5-11. 
 
 
Figure 5-11: Flowchart Snippet 4. 
While the Multipatch to Raster tool produced .TIF files as the output, the files 
contained floating point cell values that needed to be addressed before they could be used 
in further raster calculation efforts. 
5.4.3 Convert Floating Point to Integer 
The third step of the task was needed to address the floating point cell values found in the 
output .TIF files. In short, the cell values had to be converted to integer type. The Int tool 
was used to truncate raster cell values, instead of rounding them off. It was deemed 
prudent to undervalue the amount of sunlight by way of truncation, instead of overstating 
the amount by way of rounding off. Having a fraction of an hour as a stored cell value 
would introduce a level of inaccuracy that could not supported by the project, since 
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shadow coverage is constantly changing. The tool used to perform this conversion was 
the Int tool in the ArcGIS Spatial Analyst toolbox (Figure 5-12). The Spatial Analyst 
toolbox was called into the script during the establishing phase of the script. 
 
 
Figure 5-12: Pseudo-code Snippet 6. 
The equivalent view is presented as a flowchart snippet in Figure 5-13. 
 
 
Figure 5-13: Flowchart Snippet 5. 
Further to the usability factor, this conversion was also used to reduce the storage 
space required after a switch from intricately detailed multipatch features into raster 
features. 
5.4.4 Reclassify Raster 
The fourth step of the task was concerned with the classification of the raster cell values 
into values that would be best-suited for further processing. This step was necessary to 
replace all cell values that were negative or NODATA with a value of zero, and all cell 
values that were positive with a value of one (Figure 5-14). 
 
 
Figure 5-14: Pseudo-code Snippet 7. 
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The equivalent view is presented as a flowchart snippet in Figure 5-15. 
 
 
Figure 5-15: Flowchart Snippet 6. 
The reclassification of the cell values in the rasters were required to reflect the fact 
that the outputs could only represent two conditions within each cell: shadow, or no 
shadow. Doing so allowed for raster math calculations to be performed without 
producing unexpected results. When the addition operations were performed and one of 
the input cell values was NODATA, the resultant cell value would always be NODATA 
and thusly a value that was incorrect. 
5.4.5 Using Raster Calculator 
The fifth step of the task was dedicated to combining all the individual rasters from a 
single day into one raster. Each of the hourly rasters from a single day were added 
together using the Raster Calculator tool to create a new output raster (Figure 5-16). 
 
 
Figure 5-16: Pseudo-code Snippet 8. 
The equivalent view is presented as a flowchart snippet in Figure 5-17. 
 
 
Figure 5-17: Flowchart Snippet 7. 
Since each input raster had values of either zero or one, the combined raster would 
contain values that represent the sum of all cell values. The accumulated number of hours 
of shadow at every location would be captured in each raster cell.  
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5.4.6 Convert Raster to Polygon 
The sixth, and final step of the task was concerned with the conversion of each daily 
raster file into polygonal features (Figure 5-18). 
 
 
Figure 5-18: Pseudo-code Snippet 9. 
The equivalent view is presented as a flowchart snippet in Figure 5-19. 
 
 
Figure 5-19: Flowchart Snippet 8. 
The result of this conversion would be polygonal features that could be categorized 
by the number of hours in a feature in order to be used with other vector feature layers. 
Specifically, the input raster is the result of the Multipatch To Raster tool. Doing so 
allowed for the Z values of the shadow volume to be carried forward for analytical 
purposes such as comparing the height of shadows in each raster cell and the number of 
hours in each raster cell. 
5.5 Cleanup 
Once the script had finished processing the features for a single day’s worth of sunrise 
and sunset times, there were two tasks remaining. The first was to embed time-stamp 
information into the polygonal features, and the second was memory management. These 
two steps were required to complete the loop through one line of content in the solar data 
text file. The second task was needed to ensure the proper functioning of a machine doing 
the processing (Figure 5-20). 
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Figure 5-20: Pseudo-code Snippet 10. 
The equivalent view is presented as a flowchart snippet in Figure 5-21. 
 
Figure 5-21: Flowchart Snippet 9. 
By ensuring that memory allocation was properly accounted for and ready for use by 
subsequent workflows, the process proposed by the project can be used safely. 
5.6 Postprocessing 
Regardless of whether preprocessing was undertaken for input features, the remaining 
task for the project was getting the resultant rasters to display seamlessly with each other. 
The project selected the use of a mosaic dataset to manage the feature overlap. This is an 
inherent benefit of a mosaic dataset in that it performs the interpretation of the overlap 
between raster files. Mosaic datasets also provide the option of building seamlines from 
the features used for initial neighborhood selections as a way to further ensure that seams 
between the participating rasters are not obvious. 
5.7 Summary 
The implementation efforts of the project were designed to build a process that would 
generate and store multiple iterations of shadow information in identical locations. 
Decisions were made to reflect optimal organization of big data and facilitate an iterative 
approach across big data. Each step in the script was the end result of investigating and 
refining geoprocessing tasks in isolation that, in turn, were assembled in a logical order to 
produce expected and reproducible results. While there are limitations for software in 
computing big data, the processes in place in the project script provided a framework 
within which successful outcomes could be realized without resorting to customization. 
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Chapter 6  – Results and Analysis 
The project resulted in a scripted process that provided a solid understanding of the 
amount of shadows present in a given location throughout a defined time period. For the 
purpose of analysis, the specified time interval was set to one hour, and the images to 
follow were all generated within this time period. Depending on the time of year, the 
number of one-hour periods from sunrise to the noonhour would vary from as many as 
eleven to as few as two, depending on the latitude at which the input features were 
located. Section 6.1 will discuss the results of the project with the aid of figures of three-
dimensional features, along with corresponding figures of two-dimensional features. 
Afterwards, section 6.2 will go into further detail about analyzing the results and section 
6.3 will provide a discussion of broad themes introduced by the analysis. Finally, section 
6.4 will draw conclusions for the chapter. 
The project also examined the potential for software to scale up to larger numbers of 
features and larger areas of geographic interest. As technology has advanced, the ability 
to capture input data of significant numbers, size, and complexity has tended to remain 
ahead of the ability of software and hardware to analyze those inputs and generate 
outputs. While this tendency remains a discrepancy between the two, the gap is not 
significant enough to prevent or stymie progress. 
6.1 Results 
For this project, the input features were 3D building models located in the contiguous 
United States—to be specific—close to the 42nd parallel to be specific. The study area 
represents a typical city in the northeast of the United States, composed of mixed-use 
buildings (Figure 6-1). 
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Figure 6-1: Example of 3D Building Features, with 50% Transparency. 
The initial time frames, sunrise through to sunset—provided to the parameters of the 
tool—produced output features that were technically correct but potentially misleading 
(Figure 6-2). For example, the results from the particular day pictured below would seem 
to indicate that shadows were being cast from very long distances. This includes shadows 
being cast beyond building features and higher elevations that are known to exist in 
reality, as indicated by the underlying basemap. 
 
 
Figure 6-2: Overhead View of Shadows Extending Towards the Horizon. 
The representation of shadows as three-dimensional multipatch features gave the 
impression of shadows extending far beyond reasonable limits. Given the absence of 
features at the edge of the provided dataset’s image, users could deduce that shadows cast 
from nearby buildings would be highly unlikely to extend over great distances. This was 
not a shortcoming of the process built by the project, or of the data provided by the client, 
but rather a cautionary context within which results were interpreted. This context also 
provided a change to the manner in which input parameter values were provided to the 
process. Instead of using precise times for sunrise and sunset, the project used the nearest 
whole hour after sunrise and the nearest whole hour before sunset. 
During the initial moments of twilight, when sunlight was cast toward the horizon 
and across all features, shadows were generated that appeared to be extending to infinity. 
Twilight can be specified as either civil, nautical, or astronomical, depending on how 
many degrees below the horizon the user wishes to start the generation of shadows. 
While the capture of data during the selected twilight period generates shadows that are 
endless, users could infer that either the tools employed to build the results are faulty to 
an unknown degree, or that the input data has an inherent flaw that is difficult to ascertain 
by the user (Feature 6-3). 
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Figure 6-3: Shadows Extending Towards the Horizon. 
In order to account for this potentially misleading phenomenon, the start time values 
were adjusted to be more consistent and represent a moment of time closer to sunrise than 
to twilight. This adjustment could require anywhere from a one- to three-hour difference 
before the cast shadows shortened to a recognizable distance from the input buildings. 
The variation of the start time could be tailored to suit any period of reference for which 
analysis is required, but, in general, it makes sense to round up to at least the first full 
hour after sunrise, and round down to the last full hour before sunset. Making these 
adjustments has the added benefit of allowing the user to work with data that are whole 
integer values instead of fractions of hours. 
6.1.1 Sunrise 
When the start time for a single day, was set to 7:00 a.m., the resultant shadows extended 
a noticeable distance, but not so far as to be misconstrued as unexpected results from the 
tools or the data itself. There were distinct volumes of shadows, on the side of the 
buildings opposite from the sunrise, which are depicted in the resultant multipatch 
features on the left, and the resultant raster features on the right (Figure 6-4). 
 
      
Figure 6-4: Shadows at 7:00 a.m. — 3D and 2D views.       
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Each volume is represented in color by purple for the multipatch features and in grey 
for the raster features. While the shadow volumes are significant in length, they are still 
within a reasonable frame of view. 
When the start time was instead set to 8:00 a.m., the shadow volumes were less 
significant in length than at 7:00 a.m. Again, there were distinct volumes of shadows on 
the side of the buildings opposite from the sunrise, as depicted in the multipatch features 
on the left, and the raster features on the right (Figure 6-5). 
 
      
Figure 6-5: Shadows at 8:00 a.m. — 3D and 2D views. 
Each volume is represented in color by purple for the multipatch features and grey 
for the raster features. 
Finally, when the start time was set to 9:00 a.m., the shadow volumes were much 
less significant in length than at 7:00 a.m. Once again, there were distinct volumes of 
shadows on the side of the buildings opposite from the sunrise, as depicted in the 
multipatch features on the left, and the raster features on the right (Figure 6-6). 
 
      
Figure 6-6: Shadows at 9:00 a.m. — 3D and 2D views. 
Each volume is represented in color by green for the multipatch features and grey for 
the raster features. 
Accounting for the varying start times of sunset presumes that the user was interested 
in different amounts of elapsed time after sunrise had concluded, with distinct amounts of 
buffer being included on account of twilight. Adjusting the start time allows the user to 
eliminate the less significant results that occur during early morning hours. For the 
purpose of this project, 9:00 a.m. was deemed an appropriate start time. 
6.1.2 Sunset 
A similar adjustment to elapsed time can be included to account for the twilight period 
after sunset. While shadows are still being cast as sunset occurs, the intensity of those 
shadows lessens as the time of day gets closer to sunset and, subsequently, twilight. 
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When sunset was chosen as the end time, the resultant shadows on the side of the 
buildings opposite from the sunset extended a noticeable distance. This is a similar 
phenomenon to those results for the start time of 7:00 a.m. For reference purposes, sunset 
was approximately 7:00 p.m. in the example below (Figure 6-7). 
 
.       
Figure 6-7: Shadows at Sunset — 3D and 2D views. 
Each volume is represented by the transparent color for the multipatch features and 
by grey for the raster features. Accounting for more than five hours of elapsed afternoon 
time presumes that a user, interested in the maximum amount of elapsed time before 
sunset had commenced, would want to know the farthest distance that shadows could be 
cast across. Additionally, this would account for a small amount of buffer being included 
on account of twilight. 
When the start time was set to 9:00 a.m. and 5:00 p.m. was chosen as the end time 
(Figure 6-8), there were four distinct rings of shadows on the side of the buildings 
opposite from the sunset, which can be detected in the resultant multipatch features, each 
ring representing an hour of elapsed time. 
 
      
Figure 6-8: Shadows at 5 p.m. — 3D and 2D views. 
Each volume is represented in color by blue for the multipatch features and by grey 
for the raster features. Accounting for less than five hours of elapsed afternoon time 
presumes the user—interested in a meaningful amount of elapsed time before sunset had 
commenced—would want to know the average distance that shadows could be cast. 
Additionally, this would account for a meaningful amount of buffer being included on 
account of twilight. 
6.1.3 Midday 
To illustrate what shadows would look like at midday and the minimal extent they would 
cover, the start time was set at noon and the end time was set at 1:00 p.m. for one hour of 
elapsed time (Figure 6-9). 
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Figure 6-9: Shadows at Noon Hour — 3D and 2D views. 
In most cases, the shadows extend a short distance from the buildings and appear to 
nearly duplicate the shape of the input features. Each volume is represented in color by 
purple for the multipatch features and by grey for the raster features. This is indicative of 
the position of the sun being at or near 90 degrees perpendicular to the surface of the 
earth, and supports the computations of the tools generating expected results. Since the 
study area of the project is not at the equator, the sun is not perpendicular to the buildings 
being analyzed and, thus, the shadows extend a noticeable distance from the buildings. 
6.2 Analysis 
The choice of starting point and ending points indicate their analytical interest in a 
particular time frame—be it mornings, afternoons, full days, or a combination thereof. 
Further, the selected time interval would also provide visual evidence of change over 
time. When all hours of shadow volumes were combined, the resultant 3D and 2D 
footprints were pronounced. 
When considering urban corridors that run primarily east-west, the ability to 
distinguish between areas of light and dark becomes greater, especially where streets are 
less likely to be draped in shadows (Figure 6-10). 
 
    
Figure 6-10: Shadows on East-West Corridors — 3D and 2D views. 
Each hourly volume is represented by yellow, blue and green for the multipatch 
features, and by the progression of red to blue for the raster features. 
When considering urban corridors that run primarily north-south in direction, the 
ability to distinguish between areas of light and dark becomes greater as well, especially 
where streets are more likely to be draped in shadows (Figure 6-11).  
 
37 
    
Figure 6-11: Shadows on North-South Corridors — 3D and 2D views. 
Again, each hourly volume is represented by yellow, blue and green for the 
multipatch features and by the progression of red to blue for the raster features. 
When considering potential uses for open space, the specified time frames can have a 
significant impact on their interpretation. For example, when lighting is being considered 
in a potential park (Figure 6-12), the difference between sunset and twilight can be 
noticeable. 
 
 
Figure 6-12: Location for Potential New Green Space. 
The neighborhood space above represents an area that could benefit from a new 
community park. The amount and placement of shadows generated in this area during 
sunset and twilight can directly impact decisions about where new lighting should be 
placed for a potential park and the lighting potential for those installations (Figure 6-13).  
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Figure 6-13: Difference of Shadows between Sunset and Twilight. 
There is an increase of one hour of shadow between sunset and twilight, as 
represented by the additional shadow volumes in the figure above on the right. 
Finally, when examining the heights at which shadows are cast on neighboring 
buildings, results will vary based on the specified start and end times. In the test case 
below, the input buildings are brown and the selected neighbor is blue (Figure 6-14). 
 
 
Figure 6-14: Determining Influence of Shadows from Neighboring Buildings. 
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Decisions can be made based on the height at which a shadow is cast on a 
neighboring building and the changes in height over time as the sun moves closer to a 
perpendicular position to the local features (Figure 6-15). 
 
       
Figure 6-15: Shadows cast at 7:00 a.m., 8:00 a.m., and 9:00 a.m. 
The plants in a vertical garden could have their position adjusted based on the 
amount of shadows throughout the day. Plants that are more tolerant of sunlight could be 
placed at higher locations than plants that are less tolerant of sunlight. 
The final piece of information to be gathered from the output features is the height of 
shadows cast by building features. Knowledge about the vertical footprint of shadows is 
as important as that of the horizontal footprint. These features are the resultant polygons 
from a conversion of the initial raster of shadow volumes, before it was reclassified by 
individual hours. The cells in white represent a height value of zero feet, and they 
progress from a light shade of yellow for the smallest height values to a dark shade of 
orange for the largest height values (Figure 6-16). 
 
      
Figure 6-16: Shadow Elevation in Feet — 3D and 2D views. 
Comparing and contrasting the cell values for height with the cell values for hours of 
shadow provide a valuable information product about the spatial and temporal nature of 
shadows. 
6.3 Discussion 
There were several questions that emerged from the project analysis, specifically about 
figures that could be observed or calculated from the generated shadows. Among the 
questions considered were the following: Could the results of the process indicate the 
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amount of light from any observation point? Could the user identify distinct periods of 
time during the course of each day? Could they indicate the amount of energy at that 
observation point? 
The first question was straightforward to address in as much as the results of the 
project indicate the elapsed time of shadows during the course of a day. Logic holds that 
the inverse of shadows would be the elapsed time of sunlight during the course of a day. 
By way of providing the sunrise and sunset times to the tools being run, the user would 
know the maximum number of hours for a specified day and could use basic math 
equations to determine the requested figures. The unit of time specified when running the 
tools would have an impact on the results, as a one-hour unit will generate outputs that 
are distinct from a two-hour unit. 
The second and most important question focused on the ease with which a user can 
identify the difference between different time periods in a single day. The answer to the 
question was clear when viewing the results of the process in three-dimensional shadow 
volumes and their equivalent raster footprints. Starting with early morning, the series of 
images below depict shadows that proceed through late morning, midday, early 
afternoon, and late afternoon (Figure 6-17).  
 
 9 a.m.  
  1 p.m.   
 5 p.m.  
Figure 6-17: Depiction of Hourly Shadows for a Single day. 
41 
A complete hour-by-hour breakdown is available in appendix A. The three-
dimensional view provided by multipatch features shows each period of time as visible 
based on the angles and the color selection. The answer to the question was almost as 
clear when viewing results in two dimensions, as provided by raster (Figure 6-18) or 
polygonal features (Figure 6-19).  
 
   
Figure 6-18: Depiction of All Shadows for One Day — 3D view. 
   
Figure 6-19: Depiction of All Shadows for One Day — 2D view. 
When multipatch features are flattened into two dimensions, each cell has to average 
out the distinct slices found in three dimensions, and some of the information’s accuracy 
is lost in the transition, by way of interpolating values from a feature type without a cell 
size value into a feature type with cell size values. 
The final question, about energy levels, was harder to address by the project, as that 
information is not generated by the tools used in the project. However, there are 
additional geoprocessing tools from Esri, including Area Solar Radiation and Solar 
Radiation Graphics that produce that type of information. The project results could be 
used as a correlation to the results of using other tools, such that they provide further 
reference and contextual information about energy levels. Specifically, these other tools 
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consider the duration of sunlight in their calculations, so adding shadow information 
would reduce that figure from an assumed full day of direct light.  
6.4 Limitations 
When the shadow volume results were converted to raster, as described in section 5.4.2, 
the results were not entirely clear. The immediate concern was that the footprints of the 
multipatch features were not the same as the coverage of the raster (Figure 6-20). 
 
   
Figure 6-20: Overhead Depiction of Shadow Volumes above Raster Output. 
When looking at the contrast between the colorful multipatch layer and grayscale 
raster layer underneath, it is obvious that the two do not match. As discussed earlier in 
section 5.3, the output multipatch features of the Sun Shadow Volume tool were 
constructed based on the minimum Z value being equal to zero. As such, the output of the 
Raster to Multipatch tool should contain Z values that are all greater than or equal to 
zero. For reasons not yet explained, this was not the case. 
Upon examination of the raster features, it was discovered that there are numerous 
cells with negative or NODATA values. These cells are depicted in figure 6-20 as various 
shades of grey. The underlying reason for these nonpositive cell values comes from a 
limitation in the Sun Shadow Volume tool. During the processing of features, there is no 
consideration of any elevation surface; and as a result, the shadow volumes continue to 
be extruded past the virtual zero set for each building and then below the ground’s 
surface. As the extrusion goes beyond the expected limit, there are now negative values 
and NODATA entries in the output. 
When the two layers, raster and multipatch, are displayed together, the raster layer is 
always drawn at the surface level and masks the subsurface multipatch features, as seen 
in figure 6-20. When the multipatch layer is displayed in isolation, the subsurface 
features are drawn as well and appear to have a continuous coverage (Figure 6-21). 
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Figure 6-21: Overhead View of Belowground Shadow Volumes. 
The immediate concern is whether or not these negative and NODATA values have 
any impact on the results. While it is easy to picture a shadow being cast downhill before 
it intersects with the ground level, there is a question of how the surface of the earth 
should be accounted for. By virtue of the Sun Shadow Volume tool’s setting an arbitrary 
value of zero to the minimum Z value of each building, there logically remains a 
possibility that negative values will be generated when shadow volumes continue 
downhill but not below ground level. When the results are seen from a perspective where 
subsurface features are on display, the negative values are immediately obvious (Figure 
6-22). 
 
  
Figure 6-22: Depiction of Shadow Volumes, Surface and Subsurface. 
The red features in figure 6-22 are the final raster and represent the surface of the 
earth. The multicolored features below the surface are quite distinct and seem to be 
analogous to an iceberg. When viewed in GIS software for 3D features, there is an option 
for subsurface features to be toggled on and off as needed. This is done to minimize the 
number of features that need to be rendered and to provide an accurate depiction of 
aboveground features. 
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While it is clear that shadows are extending quite a distance away from the buildings, 
it is not clear why the surface of the earth was not considered as a barrier by the Sun 
Shadow Volume tool. At the time of this project being finalized, the developers of the 
tool indicated that the surface of the earth is not considered as an input parameter or as an 
element of the equations used to generate output features. There remains a worthwhile 
discussion to be had with the developers of the tool on the matter of adding elevation 
surfaces as an optional input parameter to the tool. This would permit users to more 
accurately generate shadow volumes that are above ground only. While the inclusion of 
the surface of the earth would require additional computations by the tool, these efforts 
would not be unique to the Sun Shadow Volume tool. The Visibility toolset, in the 
ArcGIS 3D Analyst toolbox from Esri, contain tools—Line Of Sight, Skyline, and 
Viewshed and others—that consider a raster surface as one of their input parameters 
(Esri, 2017b). 
Although the reason behind the presence of negative values has been discovered, 
there remains a question of how to proceed with those values. Since the project is 
concerned with shadows at or above ground level, it is clear that the reclassification of 
cell values is a viable solution. As negative values were not required for future 
processing, the process to reclassify them to a value of zero was implemented, as 
described in section 5.4.4 of this paper. Although the process represents a workaround, it 
also shows how a project can overcome a limitation in GIS software and still produce 
worthwhile results. 
6.5 Summary 
The question of which time frame is best for analysis is dependent on the situation being 
investigated. The end result of the process created by the project is the option to produce 
multiple start points from which to perform analysis. Having those multiple start points 
can provide the rationale behind a visually driven narrative. Urban planners and property 
developers making decisions that are predicated on location—such as vertical gardening, 
rooftop gardening, site selection, and producing green and open spaces—can benefit 
strongly from knowing the times when shadows are present and absent and the intensity 
of those shadows across an elapsed time. 
Scaling up the analysis of larger datasets and complex features remains an issue for 
users, in spite of advances in the capabilities of software and hardware. While software is 
capable of interrogating ever-more complex features and scenarios, it is still not capable 
of producing expected results in a timely manner across large datasets. Despite this 
current limitation on the number of features, software has advanced significantly and 
noticeably in a relatively short time. These advances still require some ingenuity on the 
part of users to partition their data into subsets for processing and subsequent reassembly 
at the end of analysis, but these efforts are not impediments. For the intended clients of 
this project, the road map for success is no longer elusive, and this project will put them 
in a position to succeed. 
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Chapter 7  – Conclusions and Future Work 
This project was undertaken with the goal of illustrating how shadows can be an 
informative and useful aspect of urban planning and property development. The project 
proposal was outlined in chapter 1 to describe what the desired outcomes were for the 
study of shadows. Chapter 2 detailed a literature review of the best available knowledge 
on the subject of shadows and their usage in the field of urban planning, providing 
broader context for why shadows are important. The project revealed that there is a wide 
variety of applications for the knowledge gained about the spatial and temporal nature of 
shadows. 
A thorough description of the project plan and its implementation was presented in 
chapter 3 to assist in the understanding of how the project proceeded to completion. The 
project showcased that thorough planning, with the built-in incentive to continuously 
refine and adapt, was the appropriate path for a process that needs to scale up to handle 
big data. The manner in which data for the project was captured and processed was 
described in chapter 4, such that the question of why particular data were selected would 
be answered in full. The project reaffirmed that data verification is always a requirement 
to be undertaken with utmost seriousness. 
Chapter 5 provided relevant information about how each technical process of the 
project was implemented, along with contextual details to explain why each step was 
considered for inclusion. In doing so, the project provided insight into the generation of 
shadows, the optimal operation of individual tools, and the preferred linkage of the 
outputs from one tool being the inputs of the subsequent tool. 
Finally, the outcome of analyzing and manipulating data was presented in chapter 6 
in order to show how the data derived from shadows was useful and how it can be 
interpreted. The project revealed that the outputs of the data processing had visual 
possibilities on more than one level, and these could be accounted for in the processes of 
the project. There remain some limitations in the software package used for the project, 
but this serves a reminder that results should always be questioned in order to obtain a 
deeper level of understanding about the subject matter being examined. 
7.1 Conclusions 
The implementation efforts of the project were designed to build a process that could be 
used in multiple fields of study. As stated by Crowley (2011), it was envisioned that 
future work in the realm of shadows would be aided by geodesign and provide “a more 
realistic way of studying the interaction of shadow and the environment” (pp. 68). While 
geodesign has become a standard bearer for the capabilities of GIS analysis, it has not—
in and of itself—become a complete solution. Rather, geodesign is composed of concepts 
and methods that enable a diverse group of stakeholders to discuss a situation with a 
spatial perspective. While geodesign can use and benefit from shadows as the spatial 
perspective, it does not generate the shadows. 
At the same time, software tools have been developed to generate shadows with 
increasingly improved accuracy, and application viewers exist within which a user can 
dynamically use interactive features with shadows and perform analyses. The ability to 
46 
capture data in increasing detail has, for better or worse, outpaced the ability of software 
packages to process the data. While one potential solution is to place big data into a 
Hadoop cluster, this is not always possible for users or viable in terms of an effective use 
of limited resources. The solution preferred by this project is to reduce data into 
manageable units, iterate them individually, and then reassemble them at the end of 
processing. Having a solution that can be broken out by its component parts for ease of 
integration into existing workflows is an ideal outcome for potential users. 
7.2 Future Work 
The implementation efforts of the project were designed to advance the use of shadows in 
analytical situations. In part, this was accomplished by way of the underlying philosophy 
of the Kaizen method, which comprises continuous incremental improvements. By 
understanding previous efforts in this subject matter and incorporating them with 
advances in technology and academic studies, progress on this subject matter will be 
made. 
As technology improves and produces more capable computing systems, users will 
be better positioned to analyze big data and produce desired outputs in a timely manner. 
Further study in the realm of big data can use shadows as subject matter, given the 
complexity of the input features and the volume of output materials that require storage 
management to support real-world simulations. 
For urban planners and property developers, using shadows for real-world 
simulations is more than a nascent element of GIS at this moment in time, but complete 
solutions are still needed. Cities and similar governing bodies have begun to enact 
regulations to address the interplay of shadows and sunlight, but determining how to 
enforce zoning requirements for proposed buildings that might intersect existing lines of 
shadow planes is an emerging field of study. 
Finally, the development of green spaces, or open space, is an endeavor that needs to 
account for the impact of new trees or other structures. Incorporating the analytical 
potential from studying shadows is such that users can incorporate additional 
understanding into their products or projects. For example, The Trust for Public Land 
could add shadow information to further inform its ParksScore ratings system 
(ParkScore, 2017). This system already includes several spatial criteria and demographic 
considerations, so the inclusion of the impact from shadows on the surrounding 
environment could be beneficial. 
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Appendix A. Raster Depictions of Shadows—One Day 
The following images are of a sample location of a representative single day for the study 
area of this project. Each row indicates the raster produced from the initial shadow 
volume multipatch features, the time of day, and the reclassified raster for that same hour. 
The progression runs from sunrise to the first full hour after sunrise, onwards to the last 
full hour before sunset, and finally with sunset. 
 
 Sunrise  
 7:00 a.m.  
 8:00 a.m.  
 9:00 a.m.  
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 10:00 a.m.  
 11:00 a.m.  
  Noon   
 1:00 p.m.  
 2:00 p.m.  
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  3:00 p.m.  
 4:00 p.m.  
 5:00 p.m.  
 6:00 p.m.  
 Sunset  
