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Resume { Les algorithmes de localisation en traitement d'antenne utilisent souvent l'hypothese de sources ponctuelles. Or, de
recentes etudes montrent que dans un milieu riche en obstacles, le front d'onde se distord et les trajets subissent une dispersion
angulaire. Aussi cet article propose-t-il une methode de type sous-espace robuste a une distribution azimutale de puissance, et
dont nous analysons les performances. Il motive de plus l'utilisation de techniques de Prediction Lineaire, alternatives de poids
a la localisation Haute Resolution (HR) de sources diuses.
Abstract { Array processing algorithms use to be based on the point source hypothesis assuming that the antenna is radiated
by plane waves. However, recent studies in urban areas underscored an angular spreading of the impinging rays due to scatterers
bringing about diuse multipaths. This paper proposes a generalization of a subspace location algorithm and motivates the use
of Linear prediction methods as an alternative for High resolution bearing estimation of scattered sources.
1 Introduction
Ce travail se propose de revenir sur l'hypothese de la
source ponctuelle qui para^t peu realiste dans certains
contextes suscitant actuellement beaucoup d'intere^t. En
eet, de recentes etudes en telecommunication urbaine,
montrent que l'antenne ne recoit pas un Dirac d'energie
dans la direction de la source, mais qu'elle est illuminee
par une densite angulaire de puissance, repartie selon une
distribution donnee, de part et d'autre de la direction no-
minale d'arrivee. Or, pour de tels scenarii, les methodes
de type sous-espace traditionnelles, peu robustes, donnent
des resultats souvent decevants.
Cet article concerne donc la caracterisation de telles
sources dites diuses, a savoir situees dans un milieu riche
en obstacles. Une modelisation simple et realiste consiste
a ne considerer que les phenomenes locaux de diraction
dus a un grand nombre de \diuseurs" a proximite de
la source. Le signal se concoit alors comme la somma-
tion de Q ondes planes, chacune de gain complexe 
q
(t) -
temporellement et spatiallement blanc, et provenant d'au-
tant de sources ponctuelles situees a 
q
(t) de la position
reelle de l'emetteur. Ainsi, pour une unique source, le si-
gnal recu par l'antenne peut s'ecrire, avec les notations
conventionnelles :
x(t) = s(t)
Q
X
q=1

q
(t)a( + 
q
(t)) + b(t)
Ce modele a permis a certains auteurs [1,2,3] l'elaboration
de nombreuses methodes HR generalisees, toutes basees
sur une decomposition en sous-espaces. Ces dernieres sont
en eet plus performantes que leur correspondantes pour
de petits etalements angulaires. Le present travail, outre
sa contribution au developpement et a l'etude des perfor-
mances de telles techniques, montre qu'il est interessant
d'exploiter les proprietes de techniques HR fondees sur la
Prediction Lineaire.
2 Methode de sous-espaces
pour sources diuses
2.1 Sensibilite des methodes HR
Une importante famille d'algorithmes HR repose sur la
determination d'un sous-espace source dont la dimension
dim(Es) est donnee par le rang de la matrice de cova-
riance R
x
. Or, dans le cas de trajets dius plus ou moins
correles, R
x
devient rapidement de rang plein et les per-
formances de tels algorithmes se degradent. La gure 1
quantie ces degradations par la repartition des valeurs
propres de R
x
(calculee avec T=100 echantillons), en fonc-
tion de l'etalement angulaire 

. Cette simulation comme
les suivantes, concerne une unique source en 0
Æ
qui illu-
mine selon Q=300 trajets dius, une antenne lineaire uni-
forme, dont les N capteurs sont separes de =0.5 longueur
d'onde. Le rapport signal a bruit est RSB=10 dB. Dim(Es)
varie donc avec 

et il s'avere necessaire d'elaborer des
algorithmes adaptes, ne reposant plus sur cette propriete
d'espaces source et bruit distincts et orthogonaux.
2.2 Algorithme de type sous-espace
Cet algorithme a ete introduit par B. Champagne dans
[3], nous le generalisons ici au cas gaussien et en etudions
les performances. La correlation entre les dierents trajets
dius joue un ro^le fondamental dans le developpement al-
gorithmique de notre methode. Deux cas extre^mes sont
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Fig. 1 { Valeurs propres de Rx
consideres :
- Les trajets arrivant des dierentes raies sont coherents,
alors dim(Es)=1.
- Les trajets dius sont entierement decorreles. Dans ce cas
l'estimation de dim(Es) est un probleme delicat et crucial.
2.2.1 Trajets dius entierement correles (cas CD)
Modelisation L'enveloppe complexe de la sortie des cap-
teurs se modelise x (t) = a () s (t) + b (t) avec
a () =

1; e
j2sin 
; :::::; e
j2(N 1) sin 

T
.
Dans le cas de trajets dius entierement correles, le vec-
teur directionnel a() peut e^tre substitue par le vecteur
generalisea
g
(; 

) =
R
+1
 1
a ( + ) g (; 

) d ou g (; 

)
est la densite angulaire de signal et  la petite deviation
que fait une raie donnee avec la direction nominale d'ar-
rivee. Supposons de plus que cette distribution soit nor-
male N (0; 

) avec 

representant l'ecart type de la dif-
fusion et S la puissance du signal. La k-ieme composante
de a
g
(; 

) s'ecrit alors :
[a
g
(; 

)]
k
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1
p
2
2

Z
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j2(k 1) sin(+)
e
 
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 
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Sous l'hypothese de faibles etalements angulaires le vec-
teur directionnel generalise se met sous la forme :
[a
g
(; 

)]
k
= S  [a ()]
k
e
 2[

(k 1) cos()]
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Un algorithme de type sous-espace est ainsi developpe
pour l'estimation du vecteur parametre
^
	 =

^
; ^


, se-
lon le critere :
^
	 =

^
; ^


= argmin
	
tr
h
a
g
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)
H
^

b
a
g
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i
Et donc, dans le cas d'une seule source
^
	 ' argmin
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b
^
R
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
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(E [L (	)])
ou R
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g
(	) a
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(	)
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2
I est la matrice de co-
variance et L (	) l'anti-logvraisemblance. Ce critere s'in-
terprete comme une approximation du maximum de vrai-
semblance.
Etude des performances
a) Variance theorique : La variance theorique de
l'estimateur propose se calcule de la me^me maniere que
dans [4]. On montre en eet que via un developpement du
projecteur estime
^

b
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,
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valeurs/ vecteurs propres de la matrice de covariance, et
en posant
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La variance theorique a pour expression :
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b) Borne de Cramer Rao : La borne de Cramer
Rao (BCR) s'obtient classiquement [5] :
[BCR]
i;j
=

FIM
 1

i;j
= T  tr

Rx
 1
@Rx
@	
i
Rx
 1
@Rx
@	
j

Simulation La gure 2 illustre une simulation de 200
Monte Carlo comparee a ses performances statistiques,
avec N=10 et RSB=10 dB. Il appara^t que cette methode
de sous-espaces generalisee donne d'excellents resultats : la
variance theorique et la borne de Cramer Rao sont confon-
dues, la simulation valide notre etude theorique.
2.2.2 Trajets dius entierement decorreles
(cas ID)
Modelisation On utilise dans ce cas la matrice de co-
variance sans bruit des signaux gaussiens
[H (	)]
k;l
= Se
j2(k l) sin()
Z
+1
 1
e
j2(k l) cos()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qui se met sous la forme :
H (	) = S 
h
a () a ()
H
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Le critere s'ecrit alors :
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	 = argmin
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
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Etude des performances
a) Variance theorique : En posant de me^me
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la variance theorique s'ecrit :
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b) Borne de Cramer Rao : La BCR se calcule avec
la me^me expression que 2.2.1 en prenant comme matrice
de covariance Rx = H (	) + 
2
I.
Simulation La gure 3 illustre une simulation de 200
Monte Carlo comparee a ses performances statistiques,
avec N=30, et RSB=30 dB. Le comportement hache de
la variance theorique s'explique par une mauvaise estima-
tion de dim(Es) dont nous n'avons pas trouve de methode
eÆcace de determination.
3 Prediction Lineaire pour sources
diuses
3.1 Deconvolution d'un spectre AR
La methode de deconvolution d'un spectre Auto-Regressif
proposee convient pour toute repartition de l'etalement
angulaire. La gure 4 en illustre le principe dans le cas
gaussien.
1 2 3 4 5 6 7 8 9
0
0.05
0.1
0.15
0.2
Estimation de la Direction d’Arrivée
Ecart type σθ (deg)
Ec
ar
t Q
ua
dr
at
iqu
e 
M
oy
en
 (d
eg
)
1 2 3 4 5 6 7 8 9
0
0.01
0.02
0.03
0.04
0.05
Estimation de l’écart type σθ
Ecart type σθ (deg)
Ec
ar
t Q
ua
dr
at
iqu
e 
M
oy
en
 (d
eg
)
PERFORMANCES  DE L’ALGORITHME DE TYPE SOUS−ESPACE (CAS ID)
BCR 
Variance théorique 
Monte Carlo 
BCR 
Variance théorique 
Fig. 3 { Performances de l'algorithme pour une source ID
S
α
MC
Spectres gaussiens        
paramétrés par α     
^
                                 
Restitution du spectre           
gaussien par moindres carrés     
Sh
0
Prédiction Linéaire
processus de    
déconvolution   
S
α
0
Spectres lorenziens   
paramétrés par h      
Spectre gaussien de la densité     
angulaire de puissance des signaux 
Fig. 4 { Principe de la deconvolution
La prediction lineaire minimise le critere d'erreur rela-
tive F (
0;
h) :
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() : Or, ne disposant pas de forme
analytique simple pour H
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e^tre obtenus numeriquement via le cepstre), F (
0;
h) est
approxime par F
1
(
0;
h) :
F
1
(
0;
h) =
R
jlog [S
h
()]  log [S

0
()]j
2
d
^
h
0
est ainsi solution de
 !
rF
1
(
0
;h) = 0 et donc ^
0
de
 !
rF
1

;
^
h
0

= 0: Un algorithme du second ordre per-
met d'eectuer cette optimisation. L'ordre du predicteur
a ete determine empiriquement en fonction de l'etalement
angulaire, et donc de dim(Es). Le principal inconvenient
de cette methode est le caractere discret de cet ajuste-
ment. Nous travaillons sur l'introduction d'une informa-
tion a priori de douceur spectrale an de permettre une
determination plus optimale. La gure 5 illustre une si-
mulation de 200 Monte Carlo comparee a la BCR, avec
N=10 et RSB=20 dB.
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Fig. 5 { Performances de la deconvolution
3.2 Introduction d'une distribution angu-
laire Lorentzienne
Les resultats experimentaux decrits dans [6] montrent
qu'une forme gaussienne de la repartition angulaire de
puissance n'est pas assez < pointue> pour decrire la realite.
Nous proposons alors d'introduire la distribution loren-
zienne, qui de surcro^t est optimale pour la Prediction
Lineaire. Une telle repartition angulaire nous permet ainsi
de disposer d'un estimateur robuste, a la fois de la di-
rection d'arrivee et de l'etalement angulaire, et ce, sans
deconvolution. Ces parametres sont obtenus comme l'in-
dique la gure 6.
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La gure 7 illustre une simulation de 200 Monte Carlo
comparee a la BCR, avec N=20, et RSB=10 dB.
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4 Conclusion
Ce travail a porte sur le probleme de l'estimation si-
multanee de la direction d'arrivee et de l'etalement angu-
laire de sources diuses, dans le cas de reections locales a
l'emetteur. Une technique de type sous-espace a ete mise
en oeuvre sous l'hypothese d'une repartition gaussienne
de la densite angulaire de puissance et peut aisement e^tre
generalisee a toute autre forme de repartition. Elle s'ac-
compagne d'une etude de performances. D'autre part, nos
simulations concernant la prediction lineaire comparent
les performances des algorithmes proposes a la Borne de
Cramer Rao ; elles montrent qu'il est possible d'obtenir de
bons estimateurs des parametres d'intere^t aux prix d'une
faible complexite de calcul et avec l'exigence d'un scenario
realiste.
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