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Abstract. The main goal of the present article is to extend the Bogolyubov method for deriving kinetic
equations to dissipative many-body systems. The basic conjecture underlying the Bogolyubov approach
is the functional hypothesis, according to which, the many-particle distribution functions are assumed to
be functionals of the one-particle distribution function on kinetic time scales. Another ingredient in the
Bogolyubov approach is the principle of the spatial weakening of correlations, which reflects statistical
independence of physical values at distant spatial points. One can consider it as a reasonable mixing
property of many-particle distribution functions. The motivation behind the generalization of Bogolyubov’s
approach to (classical) many-body dissipative systems is the wish to describe the dynamics of granular
systems, in particular granular fluids. To this end we first define a general dissipative fluid through a
dissipation function, thereby generalizing the commonly employed models for granular fluids. Using the
Bogolyubov functional hypothesis we show how a reduction of the pertinent BBGKY hierarchy can be
achieved. The method is then employed to cases which can be treated perturbatively, such as those in which
the interactions are weak or the dissipation is small or the particle density is small. Kinetic descriptions
are obtained in all of these limiting cases. As a test case, we show that the Bogolyubov method begets the
now standard inelastic Boltzmann equation for dilute monodisperse collections of spheres whose collisions
are characterized by a fixed coefficient of normal restitution. Possible further applications and implications
are discussed.
PACS. 05.20.-y 05.20.Dd45.70.-n47.70 Nd
1 Introduction
The dynamics of granular systems in general and gran-
ular gases in particular is of much current interest [1].
Except for the physical dimensions of typical macroscopic
grains, the main difference between granular and molec-
ular many-body systems is the dissipative nature of the
interactions in the former. This property has far reaching
consequences, many of which are a-priori counterintuitive.
While much of the theory of granular solids and quasi-
static granular flows is of phenomenological nature, gran-
ular gases seem to be well described by kinetic theory [1],
i.e. the Boltzmann [2,3], or Enskog-Boltzmann equations
[4,5], with the possible exception of strongly inelastic sys-
tems. Attempts to go beyond the Boltzmann level of de-
scription are noted [6,7,8], but so far these directions have
not been fully exploited.
The Bogolyubov method for deriving kinetic equations
for many-body systems [10,11] is based on an assump-
tion known as the functional hypothesis. According to it,
for long times t ≫ τ0, many-particle distribution func-
tions become functionals of the corresponding one-particle
distribution function. Characteristic time τ0 is of the or-
der of the typical duration of a collision (for hard sphere
collisions, τ0 is the time in which a particle traverses a
distance that equals its diameter). The Bogolyubov func-
tional hypothesis can be considered as a generalization of
the Chapman-Enskog method for deriving hydrodynamic
equations on the basis of kinetic equation. It should also be
emphasized that the term “functional hypothesis” is not,
in some measure, adequate because this statement was
proved for some important cases (see, e.g., [12]). In fact,
the first proof of the functional hypothesis was given by
Gilbert in discussion of solutions of the Boltzmann equa-
tion.
An important component of the Bogolyubov method is
the principle of spatial correlations weakening, which re-
flects statistical independence of physical values at distant
spatial points. One can consider it as a reasonable mix-
ing property of many-particle distribution functions. The
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impact of the Bogolyubov approach on kinetic theory is
described in [13], and a detailed exposition of his ideas in
this field and some of their applications can be found in
the monograph [12], whose techniques we generalize here
to render them applicable to dissipative systems.
The present article has two main goals. The first is
to present a (rather straightforward) generalization of the
standard models of granular gas collisions by introducing
a dissipation function in conjunction with a Hamiltonian
formulation of classical mechanics for dissipative systems.
The use of dissipation functions is of course not new, but
their application to granular systems seems to be novel.
On the basis of this formulation we develop a BBGKY
hierarchy for dissipative systems. A BBGKY hierarchy for
a system of hard inelastically colliding spheres, which is
based on a pseudo-Liouville equation, is presented e.g.,
in [8,9]. However, in this approach there is a problem of
adequacy of description of many-body dynamics by using
a pseudo-Liouville equation.
The second goal of this article is to implement the Bo-
golyubov method to the derivation of kinetic equations to
the case of dissipative many-body classical systems. As
mentioned, this approach is based on the functional hy-
pothesis. This conjecture seems to be borne out by all
studied nonequilibrium systems we are aware of. In some
non-trivial cases, such as the properties of non-equilibrium
steady states, it was shown to successfully reproduce re-
sults obtained by other methods [14]. Moreover, the Bo-
golyubov method enables to study, for example, the prob-
lem of convergence and non-analyticity arising in a per-
turbation theory [15]. Whether in the realm of granular
systems it will yield novel results, which the commonly
used methods are incapable of producing, is at present
unclear. However, given the difficulties one faces when
studying granular systems we believe it is important to
explore the possibilities afforded by an alternate formula-
tion. Therefore, this article is devoted to the exposition
of the Bogolyubov formulation of the kinetics of dissipa-
tive gases. As a simple test, it is shown that in the limit
of a dilute collections of monodisperse spheres interacting
by collisions characterized by a fixed coefficient of normal
restitution, the present formulation reproduces the cor-
responding (inelastic) Boltzmann equation. Other cases,
which can be treated perturbatively are presented below.
The structure of this paper is as follows. In section 2
we formulate a dissipative dynamics on the basis of Hamil-
ton equations of motion and dissipation function. Then we
derive the corresponding Liouville equation and BBGKY
hierarchy and formulate the Bogolyubov principle of spa-
tial correlation weakening for many-particle distribution
functions. Section 3 introduces the Bogolyubov functional
hypothesis and boundary condition as necessary concept
for solving BBGKY hierarchy. It also formulates the basic
equations for deriving kinetic descriptions in different lim-
iting cases. In particular, it is shown how a kinetic equa-
tion in the limit of weak interactions can be derived. Sec-
tion 4 deals with kinetic theory in the low density limit.
Here a generalized Boltzmann equation for gases with dis-
sipative interactions is obtained. Section 6 is devoted to
a derivation of a generalized Boltzmann equation for the
case of weak dissipation. At the end of this section a sketch
of the theory of homogeneous cooling states is presented.
Section 7 discusses the connection of the proposed kinetic
theory of gases in the presence of dissipative interaction
with the Bolztmann equation for inelastic rigid spheres.
Finally, Section 8 comprises a brief summary and outlook.
2 Formulation, the Liouville equation and the
BBGKY hierarchy
Consider a system composed of N identical classical par-
ticles of mass m each. Their reversible interactions are as-
sumed to be derivable from a Hamiltonian, H , and their
dissipative interactions are assumed to be determined by
a dissipation function, R. Both H and R are assumed to
depend on the spatial coordinates of the centers of mass
of the particles, {xi; 1 6 i 6 N} and the respective mo-
menta {pi; 1 6 i 6 N}. The generalized Hamilton equa-
tions are given by:
p˙in = −
∂H
∂xin
−
∂R
∂pin
, x˙in =
∂H
∂pin
, (1)
where we assume for simplicity that the particles experi-
ence only binary interactions:
H = H0 + V =
∑
16i6N
p2i
2m
+
∑
16i<j6N
Vij , Vij ≡ V (xij),
(2)
and where H0 denotes the kinetic part of the Hamiltonian.
The dissipation function R is taken to depend on the co-
ordinate and momentum differences (to preserve Galilean
invariance). For sake of simplicity it assumed to equal a
sum of two-particle interactions:
R =
∑
16i<j6N
Rij , Rij ≡ R(xij ,pij), (3)
where xij ≡ xi − xj and pij ≡ pi − pj . As the entity
Rij is a scalar, it depends on p
2
ij , x
2
ij and pijxij . The
resulting equations of motion are invariant under Galilean
transformations, as they should, and conserve momentum
but not energy. The force exerted by particle j on particle
i is defined as
Fij,n ≡ Fn(xij ,pij) = −
∂Vij
∂xin
−
∂Rij
∂pin
(4)
The time derivative of total energy of the system is given
by
dH
dt
= −
∑
16i6N
∂R
∂pin
∂H
∂pin
= −
∑
16i6N
pin
m
∂R
∂pin
. (5)
We shall assume that the nature of dissipation is asso-
ciated with friction of macroscopic particles. Therefore, as
a model dissipation function, we take Rij as follows [16]:
Rij =
1
2
γ(xij)p
2
ij , (6)
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moreover, γ(xij)=0 when |xij | & r0, where r0 is the radius
of dissipative interaction, i.e. the dissipative force acts at
the moment of contact of particles. According to (5), (6),
one finds
dH
dt
= −
2
m
∑
16i<j6N
Rij < 0.
Since γ(xij) > 0 (see [16]), the energy dissipation occurs.
As a precursor to the derivation of the corresponding
Liouville equation for the system described by Eqs. (1), we
first present some rather well known results concerning
general systems of ordinary differential equations of the
form:
x˙i(t) = hi(x1(t), ..., xN (t)), 1 6 i 6 N. (7)
In particular, if hi is a random field, then Eqs. (7) can be
used to derive the kinetic description of stochastic systems
[17]. Denote by Xi(t, x) the solution of the Cauchy prob-
lem of this equation with initial condition x ≡ (x1, x2, ..., xN )
(Xi(x, 0) ≡ xi). It is well known that Eqs. (7) admit the
following formal solution:
Xi(t, x) = e
tΛ(x)xi, (8)
where
Λ(x) =
∑
16i6N
hi(x)
∂
∂xi
. (9)
When the evolution operator etΛ(x) acts on an arbitrary
function ϕ(x) the result is as follows:
eτΛ(x)ϕ(x) = ϕ(eτΛ(x)x). (10)
Notice that since Eqs. (7) are autonomous, the solution
(8) can be inverted:
x′i ≡ Xi(t, x)⇒ x = X(−t, x
′). (11)
Define D(x, 0) to denote the probability distribution
of the initial conditions x (see Eqs. (7)). Normalization
requires that
∫
dxD(x, 0) = 1 (dx ≡ dx1...dxN ). (12)
The distribution function at time t is, therefore, given by
D(x, t) =
∫
dx′D(x′, 0)
∏
16i6N
δ(xi −Xi(t, x
′)). (13)
Changing the integration variables from x′ to y = X(t, x′)
and using the relation (11), one obtains
D(x, t) = I(x, t)D(X(−t, x), 0), (14)
where
I(x, t) =
∣∣∣∣∂X(−t, x)∂x
∣∣∣∣ (15)
is the Jacobian of the transformation x→ X(−t, x).
Following (8)-(10) and expression (14), it can be shown
that the distribution function D(x, t) satisfies the equa-
tion:
∂D
∂t
=

∂I
∂t
− I
∑
16i6N
hi
∂
∂xi

 I−1D. (16)
The equation of motion for the Jacobian I(x, t) has the
form
∂I(x, t)
∂t
+ Λ˜(x)I(x, t) = 0, I(x, 0) = 1, (17)
with operator Λ˜(x) defined by
Λ˜(x)ϕ(x) ≡
∑
16i6N
∂
∂xi
(hi(x)ϕ(x)) . (18)
In deriving (17) we have employed the fact that
∫
dx∂D/∂t =
0 (see (13)) and that this relation should hold for any al-
lowed initial distribution function. Upon elimination of
∂I/∂t on the right-hand side of (16), one obtains
∂D(x, t)
∂t
+ Λ˜(x)D(x, t) = 0. (19)
A comparison of (14) with the solution of Eq. (19) gives
the following operator relation:
e−tΛ˜(x) = I(x, t)e−tΛ(x). (20)
At this stage we return to the dynamical model (1)–
(3). In this case, the corresponding Liouville equation (19)
and the evolution equation (17) for the Jacobian (where
xi = (xi,pi)) assume the form:
∂D
∂t
− {H,D} =
∑
16i6N
∂
∂pin
(
D
∂R
∂pin
)
, (21)
∂I
∂t
− {H, I} =
∑
16i6N
∂
∂pin
(
I
∂R
∂pin
)
, (22)
where {A,B} is a Poisson bracket,
{A,B} =
∑
16i6N
(
∂A
∂xin
∂B
∂pin
−
∂A
∂pin
∂B
∂xin
)
.
The operators Λ(x), Λ˜(x), which are defined by (9), (18),
become for the case of Eqs. (1):
Λ(x) =
∑
16i6N
pin
m
∂
∂xin
+
∑
16i,j6N
Fij,n
∂
∂pin
, (23)
Λ˜(x) =
∑
16i6N
pin
m
∂
∂xin
+
∑
16i,j6N
∂
∂pin
Fij,n. (24)
The generalized Liouville equation (21) represents a
basis for studying kinetics of systems with dissipative in-
teraction. The next step is to derive the corresponding
generalized BBGKY hierarchy, which is a starting point
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for derivation of kinetic equations. The s-particle distri-
bution function is defined by
fs(x1, ..., xs; t) = V
s
∫
dxs+1...dxND(x1, ..., xN , t), (25)
where V is the volume of the system and xi = (xi,pi). Us-
ing the Liouville equation (21), one now straightforwardly
obtains the desired hierarchy:
∂fs
∂t
= −Λ˜sfs −
∑
16i6s
∂
∂pin
1
v
∫
dxs+1fs+1Fi s+1,n, (26)
where Λ˜s is given by Eq.(24) with N = s and 1/v ≡ N/V
is the particle number density. The generalized BBGKY
hierarchy (26) reduces to the standard BBGKY hierarchy
when the dissipation function vanishes.
Our next goal is to solve the hierarchy (26) employing
a perturbative approach. To this end we shall take the Bo-
golyubov principle of spatial correlation weakening [11] as
a basis of our consideration. In terms of the many-particle
distribution functions fs(x1, ..., xs; t), this principle states
that
fs(x1, ..., xs, t) −−−→
r→∞
fs′(x
′
1, ..., x
′
s′ , t)fs′′(x
′′
1 , ..., x
′′
s′′ , t),
(27)
where two groups of s′ and s′′ (s = s′ + s′′) particles
are formed from x1, ..., xs and r is the minimal distance
between the particles from different groups. The relation
(27) has a simple physical meaning: the phase variables of
particles are statistically independent at large distance be-
tween particles. The property (27) of fs(x1, ..., xs, t) holds
in the thermodynamic limit and it specifies a set of func-
tions, in terms of which one should seek a solution of the
BBGKY hierarchy.
3 Kinetic stage of evolution
The present section is devoted to a description of a kinetic
stage of evolution for the dissipative system under consid-
eration. Following Bogolyubov, we assume his functional
hypothesis as a basis of our investigation [12]. Accord-
ing to this hypothesis, for sufficiently large times, many-
particle distribution functions depend on time and initial
distribution functions only through one-particle distribu-
tion function [10,11]:
fs(x1, ..., xs, t) −−−→
t≫τ0
fs(x1, ..., xs; f(t)), (28)
where
f1(x1, t) −−−→
t≫τ0
f(x1, t).
Here fs(x1, ..., xs; f) are functionals of the one-particle dis-
tribution function, τ0 is a microscopic time, usually esti-
mated as a collision time. One can consider the above func-
tional hypothesis (28) as a generalization of the Chapman-
Enskog approach to the derivation of hydrodynamic equa-
tions proceeding from the Boltzmann equation.
According to the functional hypothesis (28), the func-
tionals fs(x1, ..., xs; f) are universal because they do not
depend on initial conditions for the many-particle distri-
bution functions fs(x1, ..., xs; t = 0). These functionals
can be calculated in a perturbative approach. To illus-
trate the subsequent steps in this direction, we first study
a more simple perturbative approach for the case of weak
interactions. The next section deals with the low density
limit, which is adequate to the situation of granular sys-
tems, in particular granular fluids.
Following Eqs. (26), the single-particle distribution func-
tion satisfies the kinetic equation of the form
∂f(x1, t)
∂t
+
p1n
m
∂f(x1, t)
∂x1n
= L(x1; f(t)), (29)
where the functional L(x1, f) represents the generalized
collision integral,
L(x1; f) = −
∂
∂p1n
1
v
∫
dx2f2(x1, x2; f)F12,n. (30)
The Bogolyubov functional hypothesis (28), in self-evident
shorthand notation, gives:
∂fs(f(t))
∂t
=
∫
dx
δfs(f)
δf(x)
∣∣∣∣
f→f(t)
∂f(x, t)
∂t
, (31)
where δfs/δf denotes a functional derivative. This rela-
tion and Eqs.(26) yield the following equation for the func-
tional fs(f):
−
∫
dx
δfs(f)
δf(x)
pn
m
∂f(x)
∂xn
+
∑
16i6s
pin
m
∂fs(f)
∂xin
= Ks(f) (32)
where we have introduced an auxiliary functional Ks(f),
Ks(f) = −
∑
16i,j6s
∂
∂pin
(fs(f)Fij,n)−
−
∑
16i6s
∂
∂pin
1
v
∫
dxs+1fs+1(f)Fi s+1,n−
−
∫
dx
δfs(f)
δf(x)
L(x; f).
Next, following Bogolyubov again [10,11], in order to
obtain an unambiguous solution to Eq. (32) we need to for-
mulate a asymptotical condition (”boundary condition”)
for the functionals fs(f). This condition should reflect
the principle of spatial correlation weakening (27) and it
should be written taking into account the evolution of the
system in physical direction of time [10,11]. To this end,
we introduce an auxiliary parameter τ , which has dimen-
sions of time but does not represent physical time, and we
use it in the following manner:
e−τΛ
0
sfs(x1, ..., xs; f) =
= fs
(
x1 −
p1
m
τ,p1, ...,xs −
ps
m
τ,ps; f
)
−−−−→
τ∼+∞
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∏
16i6s
f
(
xi −
pi
m
τ,pi
)
= e−τΛ
0
s
∏
16i6s
f(xi). (33)
Here e−tΛ
0
s is the evolution operator of s free particles and
Λ0s is given by the first term in (23) (see also (24)):
Λ0s =
∑
16i6s
pin
m
∂
∂xin
. (34)
The asymptotical condition (33) can be written in a more
compact form,
lim
τ→+∞
e−τΛ
0
sfs(x1, ..., xs; e
τΛ01f) = f0s (x1, ..., xs; f), (35)
where
f0s (x1, ..., xs; f) ≡
∏
16i6s
f(xi). (36)
In order to solve Eqs.(32) we recast them in the form
∂
∂τ
e−τΛ
0
sfs(e
τΛ01f) = −e−τΛ
0
sKs(e
τΛ01f). (37)
(The straightforward differentiation of (37) gives Eqs. (32)).
Upon integrating Eq. (37) over τ from 0 to +∞, and us-
ing the above boundary condition (35), one obtains the
following chain of integral equations for the distribution
functions:
fs(f) = f
0
s (f) +
∫ +∞
0
dτe−τΛ
0
sKs(e
τΛ01f). (38)
Equations (38) are solvable in a perturbative theory in
weak interaction. In the leading approximation in small
parameter λ (Fij,n ∼ λ), one obtains:
f (0)s (f) = f
0
s (f),
L(1)(x1; f) = −
1
v
∂
∂p1n
f(x1)
∫
dx2f(x2)F12,n.
This yields the following kinetic equation (see (29)), cor-
rect to linear order in the interaction strengh:
∂f(x1)
∂t
+
p1n
m
∂f(x1)
∂x1n
=
=
1
v
∂
∂p1n
f(x1)
(∫
dx2f(x2)
∂V12
∂x1n
+
∫
dx2f(x2)
∂R12
∂p1n
)
(39)
In the absence of dissipative forces (i.e., in the case R =
0) this kinetic equation reduces to a kinetic equation of
Vlasov type with a self-consistent field U(x1) given by:
U(x1) =
∫
dx2V12
∫
dp2f(x2,p2).
Another simple case is that of spatial homogeneity (but
in the presence of dissipation). Then, Eq. (39) transforms
to:
∂f(p1)
∂t
=
1
v
∂
∂p1n
f(p1)
∂
∂p1n
∫
dp2f(p2)R0(p12), (40)
where
R0(p) ≡
∫
dxR(x;p). (41)
When the dissipation function is given by (6), one obtains
from (40), (41) the following equations for the densities of
energy, momentum, and particle number:
∂
∂t
∫
dp
p2
2m
f(p) = −
γ0
2vm
∫
dp1dp2f(p1)f(p2)p
2
12 < 0,
∂
∂t
∫
dppf(p) = 0,
∂
∂t
∫
dpf(p) = 0,
where
γ0 ≡
∫
dxγ(x).
We see that the system becomes cool (the kinetic energy
decreases) during its time evolution as it should be. The
chain of integral equations (37) allows of studying the
higher order approximations in interaction without any
principal difficulties.
4 Kinetic equation for dilute gases with
dissipative interaction
The present section is devoted to the case of small den-
sity with arbitrary in strength short-range interaction. In
addition, we do not allow for the possibility of formation
of complexes of particles, so as to avoid the necessity to
introduce additional distribution functions. However, the
Bogolyubov method can be applied here as well.
In principle, we can start from the chain of integral
equations (38), as in the previous section. However, this is
not convenient as the density expansion would require the
use of nontrivial resummation techniques applied to the
pertinent virial expansion (see, for example, [12]). There-
fore, we choose to employ here an alternate approach,
similar to those, developed by Bogolyubov to derive the
Boltzmann equation.
Clearly, the expansion of the distribution functions
fs(x1, ...xs; f) in Taylor functional series in the one-particle
distribution, f(x), is equivalent to a density expansion (in
powers of 1/v). Moreover, it is easy to see, on the basis of
the structure of Eqs. (32), that the leading contribution
to fs(f) is proportional to f
s. In accordance with this, it
is convenient to rewrite Eqs. (32) in the form:
−
∫
dx
δfs(f)
δf(x)
pn
m
∂f(x)
∂xn
+ Λ˜sfs(f) = Qs(f), (42)
where we have introduced a new auxiliary functionalQs(f),
Qs(f) ≡ −
∑
16i6s
∂
∂pin
1
v
∫
dxs+1fs+1(f)Fi s+1,n−
−
∫
dx
δfs(f)
δf(x)
L(x; f).
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The differential operator Λ˜s is defined by (24) with N = s.
The expansion of the left-hand side of Eqs. (42) includes
terms that are proportional to f s and higher order contri-
butions, whereas the right-hand side is, at least, of order
f s+1.
The next step is to formulate a boundary condition
for (42) taking into account the evolution of the system
in physical direction of time. This boundary condition re-
flects the principle of spatial correlation weakening. From
(20), (10), (8) we have
e−τΛ˜sfs(f) = Is(x, τ)e
−τΛsfs(f) =
= Is(x, τ)fs (X1(−τ, x), ..., Xs(−τ, x); f) ,
where Is(x, τ) denotes the Jacobian (15) for s-particle dy-
namics. The application of the principle of spatial corre-
lation weakening (27) now yields
e−τΛ˜sfs(f) −−−−→
τ∼+∞
Is(x, τ)
∏
16i6s
f
(
X∗i (x)−
τ
m
P ∗i (x),P
∗
i (x)
)
. (43)
Here, following [10,11,12], we have introduced the asymp-
totic coordinates and momenta X∗i (x) = (X
∗
i (x), P
∗
i (x))
(i = 1, ..., s),
Xi(t, x) −−−−→
t∼−∞
X∗i (x) +
t
m
P ∗i (x),
Pi(t, x) −−−−→
t∼−∞
P ∗i (x) (44)
(Xi(t, x) ≡ (Xi(t, x),Pi(t, x))). The asymptotic coordi-
nates and momentaX∗i (x) do exist, because, for long times
in the past, the particles of the system with interaction
under consideration are in a state of free motion. Now,
according to (43), we need to find the limiting value of
Jacobian, Is(x, t) as t → +∞. Making use the definition
(15), one obtains
Is(x, t) =
∣∣∣∣∂X(−t, x)∂x
∣∣∣∣ =
∣∣∣∣∂X(−t, x)∂X∗(x)
∣∣∣∣
∣∣∣∣∂X
∗(x)
∂x
∣∣∣∣,
whence, exploiting (44), we have
Is(x, t) −−−−→
t→+∞
I∗s (x) ≡
∣∣∣∣∂X
∗(x)
∂x
∣∣∣∣. (45)
As a result, (43) can be written in the final form
lim
τ→+∞
e−τΛ˜sfs(x; e
τΛ01f) = f (s)s (x; f), (46)
where
f (s)s (x; f) ≡ I
∗
s (x)
∏
16i6s
f(X∗i (x)) (47)
(above, in (35), (36), we have used a more detailed no-
tation (x1, ..., xs) ≡ x). To solve Eqs. (42) taking into
account the obtained boundary condition (46), we rewrite
it as follows:
∂
∂τ
e−τΛ˜sfs(e
τΛ01f) = −e−τΛ˜sQs(e
τΛ01f). (48)
(The straightforward differentiation of (48) gives Eqs. (42)).
Integration of this chain of equations over τ from 0 to
+∞ yields the following integral equations for the many-
particle distribution functions:
fs(f) = f
(s)
s (f) +
∫ +∞
0
dτe−τΛ˜sQs(e
τΛ01f), (49)
Equations (49) are solvable in a perturbative approach in
density. Similar integral equations were obtained in [12] for
Hamiltonian systems. The difference between both equa-
tions consists in the presence of the asymptotical value of
Jacobian I∗s (x) in Eqs. (47).
In the leading order in density, Eqs. (49) give the two-
particle distribution function, which is proportional to the
squared density,
f
(2)
2 (x1, x2; f) = I
∗
2 (x1, x2)
∏
16i62
f(X∗i (x1, x2),P
∗
i (x1, x2)).
(50)
Next, using (29) and (30), one obtains the following kinetic
equation:
∂f(x1, t)
∂t
+
p1n
m
∂f(x1, t)
∂x1n
= L(2)(x1; f(t)), (51)
where the collision integral L(2)(x1; f) is determined by
L(2)(x1; f) = −
1
v
∂
∂p1n
∫
dx2f
(2)
2 (x1, x2; f)F12,n. (52)
The kinetic equation (51) is a generalization of the Boltz-
mann kinetic equation to non-Hamiltonian systems. The
collision integral (52) is written in the Bogolyubov form
and expressed through the asymptotic coordinates and
momenta, and the Jacobian corresponding to two-particle
dynamics.
In the case of weakly nonuniform states, when the gra-
dients of the one one-particle distribution function f(x,p)
are small, the collision integral (52) can be further sim-
plified. For these states, the range r0 of the interpartical
forces is small compared to the characteristic scale of inho-
mogeneity a, r0 ≪ a, i.e. in comparison to those distances
over which the one-particle distribution function f(x,p)
changes substantially. Also, we take into account that
|X∗i (x1, x2)− xi| ∼ r0, P
∗
i (x1, x2) ≡ P
∗
i (x21,p1,p2),
(53)
(i = 1, 2). Following Eq. (50) these asymptotic coordinates
and momenta of the two particles problem determine the
two-particle distribution function f
(2,0)
2 (x1, x2; f) to sec-
ond order in the particle density and zeroth order in the
gradients. Using (42) one obtains:
p12,n
m
∂f
(2,0)
2 (x1, x2; f)
∂x1n
+
∂
∂p1n
(f
(2,0)
2 (x1, x2; f)F12,n)+
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+
∂
∂p2n
(f
(2,0)
2 (x1, x2; f)F21,n) = 0.
Integration of this equation over x2 leads, using (52), to
an expression for the collision integral L(2,0)(x; f),
L(2,0)(x1; f) =
1
v
∫
dx2
p21,n
m
∂f
(2,0)
2 (x1, x2; f)
∂x2n
, (54)
where
f
(2,0)
2 (x1, x2; f) =
= I∗2 (x1, x2)f(x1,P
∗
1(x1, x2))f(x1,P
∗
2(x1, x2)) (55)
(see (50), (53)).
Now, we evaluate integral over x2 (dx2 = dx2dp2) in
(54). The integration can be replaced by an integration
over the difference x21 (see (50), (53)). In performing the
integral over x21, we employ cylindrical coordinates z, b
and ϕ with the origin at the point x1 and the z-axis di-
rected along the vector p21:
L(2,0)(x1; f) =
1
v
∫
dp2
∫ 2pi
0
dϕ
∫ ∞
0
db b
|p21|
m
×
× f
(2,0)
2 (x1, x2; f)|
z=+∞
z=−∞ (56)
where f
(2,0)
2 (x1, x2; f) is given by (55). The asymptotic
momenta
P∗i (x⊥, z,p1,p2) ≡ P
∗
i (x21,p1,p2),
which determine f
(2,0)
2 (x1, x2; f), have the following prop-
erties:
P∗i (x⊥, z,p1,p2, )|z→+∞ = p
′
i(b, ϕ,p1,p2),
P∗i (x⊥, z,p1,p2)|z→−∞ = pi, (57)
where x⊥ = (x21)⊥ = (b, ϕ), z = x21p21/|p21|. Indeed,
according to (44), P∗i (x1, x2) are the momenta of two par-
ticles at the moment of time t = −∞, if at t = 0 they
have phase variables x1,p1,x2,p2. Then, the relationship∣∣∣(x1 + p1
m
t)− (x2 +
p2
m
t)
∣∣∣ = |x12|+ z
t0
t+O(t2)
(t0 ≡ |x21|m/|p21|), which is valid for small t, shows the
following: when z > 0, the collision of particles precedes
the moment t = 0, whereas when z < 0, the collision oc-
curs after t = 0. This reasoning explains the relations (57),
where p′1(b, ϕ,p1,p2), p
′
2(b, ϕ,p1,p2) are the momenta of
particles before the collision (precollisional momenta) af-
ter which the particles have momenta p1, p2.
With these observation we can now find the following
expression for the generalized Boltzmann collision integral
determined by (55) and (56):
L(2,0)(x1; f) =
1
v
∫
dp2
∫ 2pi
0
dϕ
∫ ∞
0
db b
|p21|
m
×
×{I ′2(x⊥,p1,p2)f(x1,p
′
1)f(x1,p
′
2)−f(x1,p1)f(x1,p2)},
(58)
where
I ′2(x⊥,p1,p2) = I
∗(x1, x2)|z=+∞. (59)
The calculation of the collision integral L(2,0)(x1; f) (much
like the calculation of the two-particle distribution func-
tion) involves only the solution of the two-particle dynam-
ics. This is elaborated in the subsection that appears im-
mediately below.
5 Dissipative dynamics
5.1 Relative motion in two-particle dynamics
For the Hamiltonian systems the two-particle problem is
reduced to study of relative motion of the particles. The
same situation takes place in the presence of dissipative
forces.
To obtain this result and some its consequences, let us
consider the equations of motion for two particles in the
presence of dissipative forces. According to Eqs. (1)-(4),
these equations have the form
mx˙1 = p1, mx˙2 = p2, (60)
p˙1 = F(x12; p12), p˙2 = −F(x12; p12), (61)
where
Fn(x;p) = −
∂V (x)
∂xn
−
∂R(x;p)
∂pn
.
Let us introduce the following new phase variables x, p,
xc, pc with clear meaning:
x = x1 − x2, p =
p1 − p2
2
,
xc =
x1 + x2
2
, pc = p1 + p2. (62)
Then, the equations of motion (60), (61) are separated
into equations for the center of mass and relative motion:
2mx˙c = pc, p˙c = 0, (63)
mx˙ = 2p, p˙ = F(x, 2p). (64)
Let x(t,x,p), p(t,x,p) be a solution of Eqs. (64) with
initial conditions x, p. According to (44), (62), the corre-
sponding asymptotic coordinates and momenta are given
by
p(t,x,p) −−−−→
t∼−∞
p∗(x,p),
x(t,x,p) −−−−→
t∼−∞
x∗(x,p) +
2t
m
p∗(x,p), (65)
where
p∗(x,p) ≡
1
2
(P ∗1(x1, x2)− P
∗
2(x1, x2))
x∗(x,p) ≡X∗1(x1, x2)−X
∗
2(x1, x2). (66)
Integrating Eqs. (63), we can also come to the following
identities:
p1 + p2 = P
∗
1(x1, x2) + P
∗
2(x1, x2),
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x1 + x2 = X
∗
1(x1, x2) +X
∗
2(x1, x2). (67)
The comparison of Eqs. (65)-(67) enables to express
the asymptotic coordinates and momenta X∗i (x1, x2) and
P∗i (x1, x2) through the functions x
∗(x,p), p∗(x,p)
P∗1(x1, x2) =
pc
2
+ p∗(x,p), P∗2(x1, x2) =
pc
2
− p∗(x,p),
X∗1(x1, x2) = xc+
1
2
x∗(x,p), X∗2(x1, x2) = xc−
1
2
x∗(x,p).
(68)
We can see that the calculation of asymptotic phase vari-
ables for the two-particle dynamics is reduced to the cal-
culation of asymptotic phase variables for the relative mo-
tion.
Next, consider the Jacobian I2(x1, x2, t) that corre-
sponds to the dynamics of two particles and determines
the collision integral (58). According to Eq.(22), this Ja-
cobian satisfies the following equation:
∂I2
∂t
− {H2, I2} =
∂
∂p1n
(
I2
∂R
∂p1n
)
+
∂
∂p2n
(
I2
∂R
∂p2n
)
,
where H2 is the two-particle Hamiltonian (see (2) for N =
2). Changing the independent variables in this equation to
x, p, xc, pc (see (62)), one finds:
∂I2
∂t
+
pcn
2m
∂I2
∂xcn
+
2pn
m
∂I2
∂xn
−
∂V
∂xn
∂I2
∂pn
=
1
2
∂
∂pn
(
I2
∂R
∂pn
)
.
Since I2(x1, x2, 0) = 1, it follows from the latter equa-
tion that the Jacobian does not depend on xc and pc, i.e.
I2(x1, x2, t) ≡ I2(x,p, t). The Jacobian I2(x,p, t) satisfies
equation
∂I2
∂t
− {h, I2} =
1
2
∂
∂pn
(
I2
∂R
∂pn
)
, I2|t=0 = 1, (69)
where
{h, I2} =
∂h
∂xn
∂I2
∂pn
−
∂h
∂pn
∂I2
∂xn
, h ≡
p2
m
+ V (x). (70)
Next, introduce the Jacobian I˜2(x,p, t) corresponding to
the dynamics defined by (64). It can be easily seen, us-
ing Eqs. (22), (64), that this Jacobian satisfies the same
equation and initial condition as I2(x,p, t) (see Eqs. (69),
(70)). Therefore, these two Jacobians are equal to each
other,
I2(x,p, t) = I˜2(x,p, t). (71)
Taking into account this result and the definition (45) of
the limiting Jacobian, we obtain
I∗2 (x1, x2) = I
∗
2 (x,p) =
∂(x∗,p∗)
∂(x,p)
. (72)
5.2 Two-particle dynamics with weak dissipation
The present section is devoted to the study of the case of
weak dissipation, namely the kinetics for which it is suf-
ficient to consider only the linear order in an expansion
of collision integral in powers of the dissipation function.
This case is similar to the corresponding expansion in pow-
ers of the degree of inelasticity [2].
In accordance with Eqs. (45), (57)-(59), in order to de-
rive a kinetic equation in the case of weak dissipation, we
have to calculate the asymptotic coordinates X∗i (x1, x2)
and momenta P ∗i (x1, x2) (i = 1, 2) in a perturbative ap-
proach in the dissipation function R(x,p). However, in the
previous sub-section, we have showed that it is sufficient
to find the asymptotic coordinates x∗(x,p) and momenta
p∗(x,p) for relative motion. This motion is described by
the solution x(t, x) ≡ x(t,x,p), p(t, x) ≡ p(t,x,p) of Eqs.
(64), which can be written in the form
x(t,x,p) = et(λ0+λ1)x, p(t,x,p) = et(λ0+λ1)p, (73)
where the operators λ0, λ1 have the following structure:
λ0 ≡
2pn
m
∂
∂xn
−
∂V (x)
∂xn
∂
∂pn
, λ1 ≡ −
1
2
∂R(x, 2p)
∂pn
∂
∂pn
(74)
(see Eqs. (7)-(9)).
In the sequel, while calculating x(t,x,p), p(t,x,p)
we shall consider λ1 as a small perturbation. The unper-
turbed relative motion is expressed as
p(0)(t,x,p) = etλ0p, x(0)(t,x,p) = etλ0x. (75)
Since the operators λ0 and λ1 do not commute, we use
the following well known expansion:
et(λ0+λ1) = etλ0 +
∫ t
0
dt′et
′λ0λ1e
(t−t′)λ0 + ... (76)
This formula, in conjunction with (73)-(75), gives
p(t, x) = p(0)(t, x) +
∫ t
0
dt′ λ1 p
(0)(t− t′, x)
∣∣∣
x→x(0)(t′,x)
,
x(t, x) = x(0)(t, x) +
∫ t
0
dt′ λ1 x
(0)(t− t′, x)
∣∣∣
x→x(0)(t′,x)
(x(0)(t, x) ≡ (x(0)(t, x),p(0)(t, x)). Using (65), it is easy
to find the asymptotic momentum p∗(x) and coordinate
x∗(x) by letting t to −∞:
p∗(x) = p∗(0)(x)−
∫ 0
−∞
dt λ1 p
∗(0)(x)
∣∣∣
x→x(0)(t,x)
,
x∗(x) = x∗(0)(x)−
∫ 0
−∞
dt λ1
{
x∗(0)(x)−
−
2t
m
p∗(0)(x)
}∣∣∣∣
x→x(0)(t,x)
. (77)
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Consider now the Jacobian I2(x, t) in the linear order
in the dissipation function R. To this order in R, it follows
from Eq. (69) (with I2(x, t) = 1 at R = 0) that
∂I2
∂t
+ λ0I2 =
1
2
∂2R(x, 2p)
∂pn∂pn
,
whence
I2(x, t) = 1 +
1
2
∫ 0
−t
dt′
∂2R(x, 2p)
∂pn∂pn
∣∣∣∣
x→x(0)(t′,x)
.
According to Eq. (45), the asymptotic value of the Jaco-
bian I2(x, t) is given by the formula:
I∗2 (x) = 1 +
1
2
∫ 0
−∞
dt
∂2R(x, 2p)
∂pn∂pn
∣∣∣∣
x→x(0)(t,x)
. (78)
6 Kinetic equation in the weak dissipation
approximation
In this section we study the kinetic equation (29) with the
collision integral (58) in the weak dissipation approxima-
tion. In the spatially homogeneous case and in the linear
approximation in R, the collision integral Eq. (58) assumes
the form:
L(2,0)(p1; f) = L
(2,0)
0 (p1; f) + L
(2,0)
1 (p1; f), (79)
where L
(2,0)
0 (p1, f) is the Boltzmann collision integral,
which accounts only for the reversible (potential) inter-
actions:
L
(2,0)
0 (p1; f) =
1
v
∫
dp2
∫ 2pi
0
dϕ
∫ ∞
0
db b
|p21|
m
×
× {f(p′10)f(p
′
20)− f(p1)f(p2)} (80)
(p′i0 ≡ p
′
i
(0) are the Boltzmann precollisional momenta).
The second term in (79) is a correction to the Boltzmann
collision integral, which accounts for dissipation to linear
order in R:
L
(2,0)
1 (p1; f) =
1
v
∫
dp2
∫ 2pi
0
dϕ
∫ ∞
0
db b
|p21|
m
×
×δ[I ′(x⊥,p1,p2)f(p
′
1)f(p
′
2)],
where x⊥ = (x21)⊥ = (b, ϕ) (see section 4). It is clear
that I ′ = 1 for the reversible dynamics (when R = 0).
Thus, taking into account that δp′1 = −δp
′
2 (see (57),
(68)) and using (77), (78) for the asymptotic values of the
momentum and Jacobian, we find
L
(2,0)
1 (p1; f) =
1
v
∫
dp2
∫ 2pi
0
dϕ
∫ ∞
0
db b
|p21|
m
×
×
{
a(x⊥,p) + bn(x⊥,p)
(
∂
∂p1n
−
∂
∂p2n
)}
×
× f(p1)f(p2)|p1,p2→p′10,p′20
, (81)
where
a(x⊥,p) =
1
2
∫ 0
−∞
dt
∂2R
∂pn∂pn
∣∣∣∣
x→x(0)(t,x), z→+∞
, (82)
bn(x⊥,p) =
1
2
∫ 0
−∞
dt
∂R
∂pm
∂p
∗(0)
n
∂pm
∣∣∣∣∣
x→x(0)(t,x), z→+∞
(83)
(z = (xp)/|p|, see section 4).
Next we wish to evaluate (81) for the case in which
the particle interactions vanish (V = 0). In this case the
solution of the equations of motion assumes of the form
x(0)(t, x) = x+
2t
m
p
and, as expected, the asymptotic momentum and space
coordinate coincide with their respective initial values,
p∗(0) = p, x∗(0) = x. Noting that
∫ 0
−∞
dtg
(
x+
2t
m
p
)
=
∫ 0
−∞
dtg
(
x⊥, z +
2t
m
p
)
=
=
m
2p
∫ z
−∞
dz′g(x⊥, z
′)
is valid for an arbitrary function g(x) = g(x⊥, z) (the z-
axis of the cylindrical coordinates we employ is chosen to
point in the direction of p), one finds, using (82), (83),
that:
a(x⊥,p) =
m
4p
∫ ∞
−∞
dz
∂2R(x⊥, z, 2p)
∂pn∂pn
,
bn(x⊥,p) =
m
4p
∫ ∞
−∞
dz
∂R(x⊥, z, 2p)
∂pn
.
Finally, upon substituting these expressions into (81) and
noting that p′10 = p1, p
′
20 = p2 for V = 0, one obtains
L
(2,0)
1 (p1; f) =
1
v
∂
∂p1n
f(p1)
∂
∂p1n
∫
dp2f(p2)R0(p12),
(84)
where R0(p) is defined by Eq. (41). Formula (84) coincides
with (40) obtained within the weak interaction approxi-
mation.
In conclusion of this section we briefly concern the
question of the evolution of the system described by the
kinetic equation
∂f(p, t)
∂t
= L
(2,0)
0 (p; f(t)) + L
(2,0)
1 (p; f(t)). (85)
Let τr be the relaxation time defined by the usual Boltz-
mann term in Eq. (85). In the absence of dissipative inter-
action this relaxation leads to the Maxwellian distribution
for f(p, t). However, in the presence of small dissipative
interaction described by the second term in Eq. (85), we
shall observe a weak relaxation of temperature of the sys-
tem, i.e. the homogeneous cooling state (see, for example,
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[1]). The description of this state can be based on the
functional hypothesis of the form
f(p, t) −−−→
t≫τr
f(p, ε(t)), (86)
where the asymptotic value of the energy density ε(t) is
defined by ∫
dpf(p, t)
p2
2m
−−−→
t≫τr
ε(t).
This functional hypothesis results to the equation for ε(t),
∂ε(t)
∂t
= L(ε(t))
with the following right-hand side:
L(ε) ≡
∫
dp
p2
2m
L
(2,0)
1 (p1; f(ε))
(the Boltzmann collision integral L
(2,0)
0 (p1; f) does not
contribute to L(ε)).
The distribution function f(ε), according to Eq. (85)
and the functional hypothesis (86), satisfies the equation
∂f(ε)
∂ε
L(ε) = L
(2,0)
0 (p; f(ε)) + L
(2,0)
1 (p; f(ε)). (87)
This equation is solvable in a perturbative approach in
powers of the dissipation function. We shall not discuss
here the study of the homogeneous cooling state based on
the obtained equations. This can be done similar to those
theory developed for spatially nonuniform states in [2,4].
Finally, we note that in another terminology, the sketched
theory is the application of the Chapman-Enskog method
to the solution of the kinetic equation (85).
7 Connection to the Boltzmann equation for
inelastic rigid spheres
In this section we compare our kinetic equation (58) with
that obtained by considering a system of rigid particles
experiencing instantaneous inelastic collisions character-
ized by a fixed coefficient of normal restitution (see, e.g.
[2,4]):
L′(p1; f) =
d2
mv
∫
kp12>0
dp2
∫
d2k(kp12)×
× {
1
ε2
f(p′1)f(p
′
2)− f(p1)f(p2)}, (88)
where k is a unit vector pointing from the center of sphere
1 to that of sphere 2 at the moment of contact (d2k =
sin θdθdϕ; the polar axis z is directed along p21 = p2−p1),
d is the diameter of a sphere, and ε is the coefficient of
normal restitution. Using the identity
∫ 2pi
0
dϕ
∫ ∞
0
b db|p12|... = d
2
∫
kp21>0
d2k(kp21)...
(b = d sin θ, 0 6 θ 6 pi/2), one obtains from (88):
L′(p1; f) =
1
v
∫
dp2
∫ 2pi
0
dϕ
∫ ∞
0
db b
|p21|
m
×
×
{
1
ε2
f(p′1)f(p
′
2)− f(p1)f(p2)
}
. (89)
Here p′1, p
′
2 are the precollisional momenta are determined
by
p′1 = p1 +
1 + ε
ε
k(pk), p′2 = p2 −
1 + ε
ε
k(pk), (90)
where p = (p1 − p2)/2. The collision integral (58) is de-
termined by the asymptotic (t → −∞) values of the mo-
menta, coordinates, and Jacobian, which specify the two-
particle dynamics. In terms of the relative momentum p,
the collision law (90) can be written as
p′ = p+
1 + ε
ε
k(pk). (91)
Within the framework of the formalism developed in this
article, one needs to know the relation between the asymp-
totic values of coordinate x′ and the initial coordinate x.
We establish this relation in the terms orf the relative co-
ordinate x = x1 − x2 as follows:
x′ = x+
1 + ε
ε
k(xk). (92)
Using the above x′ (we assume k = const) we obtain the
Jacobian:
∂(x′,p′)
∂(x,p)
=
1
ε2
.
Substitution of this Jacobian into the collision integral
(58) gives the collision integral (89). Therefore, when (90),
(91) are satisfied, the collision integrals (58), (88) coincide,
as they should.
8 Conclusion
We have shown that the Bogolyubov method of derivation
of kinetic equations can be applied to dissipative many-
body systems with the corresponding modifications. In
the case of inelastically colliding hard spheres we repro-
duce the inelastic Boltzmann equation. The reader may
be justified in asking whether yet another formulation is
needed to study dissipative systems. We believe that the
answer is that given the difficulties encountered by other
approaches, in particular the problems emanating from
the lack of scale separation in granular systems, it is ad-
vantageous to consider a powerful approach such as that
of Bogolyubov. The application of this approach to dense
systems, for instance, would not only serve to comple-
ment the results obtained by using the Enskog corrected
Boltzmann equation, but may also enable the study of
systems (such as binary granular mixtures) where a naive
application of the Enskog-Boltzmann equation has been
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shown to be invalid even in the framework of elastically
interacting particles [18]. Much like any other approach to
many-body systems, the present one is not directly use-
ful: perturbative expansions need to be implemented to
obtain physically significant results. However, as the for-
mulation is rather different from e.g., those directly based
on the Boltzmann equation or its ring corrections, one
may be able to study hitherto inaccessible cases (or lim-
its), e.g. when gradients are large (typical of granular sys-
tems) or many-body contacts are of importance. Whether
the present approach will indeed provide useful results for
these and other cases of dissipative systems remains to be
seen.
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