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With the recent technological advances in wireless commu-
nications, integrated digital circuits, and micro electro me-
chanical systems (MEMS); development of wireless sensor
networks has been enabled and become dramatically feasible.
Wireless sensor networks (WSNs) are large networks made
of a numerous number of sensor nodes with sensing, com-
putation, and wireless communications capabilities. Many
various routing, power management, and data dissemina-
tion protocols have been designed for wireless sensor net-
works (WSNs) dependent on both the network architecture
and the applications that it is designed for. In this paper,
we present the state of the art of wireless sensor networks’
architecture and design features. Also, in this paper, we in-
troduce recent work on routing protocols for WSNs and their
design goals and challenges. Also, an overview of the ap-
plication that WSNs assist in is presented. Finally, several
open research questions of wireless sensor networks manage-
ment and issues are suggested and put forward.
1 Introduction
With the recent technological advances in wireless communi-
cations, processor, low power, highly integrated digital elec-
tronics, and micro electro mechanical systems (MEMS) [1];
it becomes possible to significantly develop tiny and small
size, low power, and low cost multifunctional sensor nodes.
These nodes are capable of wireless communications, sensing
and computation (software, hardware, algorithms). So, it is
clear that wireless sensor network (WSN) is the result of the
combination of sensor techniques, embedded techniques, dis-
tributed information processing, and communication mech-
anisms. A WSN is a network that is made of hundreds or
thousands of these sensor nodes which are densely deployed
in an unattended environment with the capabilities of sens-
ing, wireless communications and computations (i.e., collect-
ing and disseminating environmental data). Many different
routing, power management and data dissemination proto-
cols have been designed for WSNs, dependent on both the
architecture of WSN and the applications that WSN is in-
tended to support. These protocols support the practical ex-
istence of WSNs and efficiently make them an integral part
of our lives in the real world. These protocols are different
from conventional ones; in essence they need to support var-
ious unique requirements and constraints to make wireless
sensor networks practically useful and operating, these re-
quirements and constraints are introduced by factors such as:
memory, small-size, low-power consumption, fault-tolerance,
low-latency, scalability, adaptivity, and robustness.
Consequently; many different academic and industrial
applications have been developed based on WSNs. These ap-
plications cover many aspects ranging from military to civil-
ians applications. The idea beyond these applications is that;
densely deploying sensor nodes with capabilities of sensing,
wireless communications, and computation in an unattended
environment will assist in measuring ambient conditions in
that specific environment, and obtaining the characteristics
about phenomenon surrounding these sensors. Moreover,
other applications for wireless sensor networks can be seen
in environmental monitoring and control field (e.g., robot
control), high-security smart homes, tracking, and identifi-
cations and personalization [2]. Although there are some
previous works on surveying WSNs [3], this survey is distin-
guished from these efforts in that; it integrates the design
factors and requirements of routing, power management and
data dissemination protocols for WSNs with the applications
that these protocols are designed to support.
Our paper is structured as follows: the state of the art of
wireless sensor networks architecture and the protocol stack
are discussed in section 2. In sections 3 and 4, we present
a review of the recent ongoing research on routing proto-
cols for WSNs, describing their design goals, characteristics,
challenges, classifications, assumptions, their advantages and
drawbacks, and our recommendations and directions for im-
provements. Section 5, presents a brief review of the applica-
tions that based on WSNs with the focus on integrating these
applications with the routing, power management and data
dissemination protocols that support these applications. In
section 6, several open research questions of WSNs manage-
ment and issues are suggested and put forward. Finally, we
outline our conclusions and highlight some recommendations
and directions for future work in section 7.
2 The Communications Architecture
of WSNs.
We mentioned above that a WSN is a network made of
a numerous number of sensor nodes with sensing, wireless
communications and computation capabilities. These sen-
sor nodes are scattered in an unattended environment (i.e.,
sensor field) situated far from the user as shown in Fig.1.
The upper side of the architecture above in (Fig.1) repre-
sents the communication architecture for WSNs. The main
entities that build up the architecture are [4]:
• The Sensor nodes that form the sensor network.
• The sink (Base Station) communicates with the user via
internet or satellite communication.
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• Phenomenon which is an entity of interest to the user to
collect measurements about.
• The user who is interested in obtaining information about
specific phenomenon to measure/monitor its behavior.
2.1 The Architecture of the Protocol Stack
for Wireless Sensor Networks
The architecture of protocol stack [3] used by the sink and
sensor nodes is shown in Fig. 2. This protocol stack inte-
grates power and routing awareness (i.e., energy-aware rout-
ing), integrates data with networking protocols (i.e., data
aggregation), communicates power efficiently through the
wireless medium, and promotes cooperative efforts of sensor
nodes (i.e., task management plane). This protocol stack
(Fig. 2) is made up of physical layer, data link layer, net-
work layer, transport layer, application layer, power man-
agement plane, mobility management plane, and task man-
agement plane. The physical layer addresses the needs of
a robust modulation, transmission and receiving techniques.
The network layer takes care of routing the data supplied by
the transport layer. The transport layer helps to maintain
the flow of data if the wireless sensor network application
requires it. Depending on the sensing tasks, different types
of application Software can be set up and used on the appli-
cation layer.
The power management plane manages how a sensor
node uses its power and manages its power consumption
among the three operations (sensing, computation, and wire-
less communications). For instance, to avoid getting dupli-
cated messages, a sensor node may turn off it receiver after
receiving a message from one of its neighbors. Also, a sen-
sor node broadcasts to its neighbors that it is low in power
and can not take part in routing messages. The remain-
ing power is reserved for sensing and detecting tasks. The
mobility management plane detects and registers the move-
ment/mobility of sensor nodes as a network control primi-
tive. Hence; a route back to the user is always kept, and sen-
sor nodes can keep track of who their neighbors of other sen-
sor nodes are. Therefore, the nodes can balance their power
and task usage by knowing this situation. The task manage-
ment plane (i.e., cooperative efforts of sensor nodes) balances
and schedules the events’ sensing and detecting tasks from
a specific area. Hence; not all of the sensor nodes in that
specific area are required to carry out the sensing tasks at
the same time. Depending on their power level, some nodes
perform the sensing task more than others.
3 Sensor Networks Protocols
3.1 Design Challenges
Many design factors have been addressed by many researchers
in this field; such as Reliability, Scalability, Topology, Energy
Consumption, Hardware constraints, Data fusion, Security,
Self-Configuration, Network dynamics and Quality of Ser-
vice, and Connectivity and Coverage. Some recommended
solutions to these challenges are as follows: a reduction in
the active duty cycle for each sensor node, a minimization of
data communications over the wireless channel (i.e., aggre-
gation, communicate network state summaries instead of ac-
tual data), and maximization of network life time (i.e., min-
imum energy routing) will give hand to the energy depletion
challenge. Scalability, on another hand; may be enhanced
by organizing network in a hierarchical manner (e.g., clus-
tering) and utilizing localized algorithms with localized in-
teractions among sensor nodes, while robustness to environ-
mental changes, may be improved through self-organizing,
self-healing, self-configuring, and self-adaptive networks.
3.2 Classification of Sensor Networks Rout-
ing Protocols
There are different ways by which we can classify the sensor
networks’ routing protocols. According to network struc-
ture, these routing protocols can be classified as flat, hi-
erarchical, and location-based protocols. Also, these pro-
tocols can be classified into multipath-based, query-based,
negotiation-based Quality of Service (QoS)-based, or coherent-
based depending on the protocol operation. Moreover, these
protocols can be classified into three categories, namely, re-
active, proactive, and hybrid protocols depending on route
discovery. In flat-based routing, all nodes are assigned the
same roles or functionalities. In hierarchical-based routing,
nodes will play different roles or functionalities, aiming at
routing techniques clustering the nodes with different roles
so that the heads of the cluster can do some data aggregation
or confusion in order to save power, while in location-based
routing; sensor nodes’ positions are exploited to route the
data to specific regions other than the whole network. On
the other hand; in reactive protocols, routes are computed on
demand. In proactive protocols, routes are computed before
they are needed, while hybrid protocols utilize a combination
of the ideas of both reactive and proactive protocols.
4 Routing Protocols for WSNs
In this context, we introduce the most well-known routing
protocols for wireless sensor networks. In this context, we
introduce the most well-known routing protocols for wireless
sensor networks.
A. Flooding
Flooding [5] is an old routing mechanism that may also be
used in sensor networks. In flooding, a node sends out the
received data or the management packets to its neighbors
by broadcasting, unless a maximum number of hops for that
packet are reached or the destination of the packets is ar-
rived. However; there are some deficiencies for this routing
technique [5]:
• Implosion: is the case where a duplicated data or packets
are sent to the same node. Flooding is a function of the
network topology.
• Overlap: if two sensor nodes cover an overlapping mea-
suring region, both of them will sense/detect the same data.
As a result, their neighbor nodes will receive duplicated data
or messages. Overlapping is a function of both the network
topology and the mapping of sensed data to sensor nodes.
• Resource blindness: In flooding, nodes do not take into
account the amount of energy resource available to them at a
given time. A WSN protocol must be energy resource-aware
and adapts its sensing, communication and computation to
the state of its energy.
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B. GOSSIPING
Gossiping protocol is an alternative to flooding mechanism.
In Gossiping [6], nodes can forward the incoming data/packets
to randomly selected neighbor node. Once a gossiping node
receives the messages, it can forward the data back to that
neighbor or to another one randomly selected neighbor node.
This technique assists in energy conservation by randomiza-
tion. Although, gossiping can solve the implosion problem,
it can not avoid the overlapping problem. On the other
hand; gossiping distribute information slowly, this means it
consumes energy at a slow rate, but the cost is long-time
propagation is needed to send messages to all sensor nodes.
C. SPIN
SPIN (Sensor Protocols for Information via Negotiation) [7]
is a family of adaptive protocols for WSNs. Their design goal
is to avoid the drawbacks of flooding protocols mentioned
above by utilizing data negotiation and resource-adaptive
algorithms. SPIN is designed based on two basic ideas; (1) to
operate efficiently and to conserve energy by sending meta-
data (i.e., sending data about sensor data instead of sending
the whole data that sensor nodes already have or need to
obtain), and (2) nodes in a network must be aware of changes
in their own energy resources and adapt to these changes to
extend the operating lifetime of the system. SPIN has three
types of messages, namely, ADV, REQ, and DATA.
• ADV: when a node has data to send, it advertises via
broadcasting this message containing meta-data (i.e., de-
scriptor) to all nodes in the network.
• REQ: an interested node sends this message when it wishes
to receive some data.
• DATA: Data message contains the actual sensor data along
with meta-data header. SPIN is based on data-centric rout-
ing where the sensor nodes send ADV message via broadcast-
ing for the data they have and wait for REQ messages from
interested sinks or nodes. The semantics of SPIN’s meta-
data format is application dependent and not supported by
SPIN. In another words; SPIN uses application specific meta-
data to name the sensed data. Although, SPIN has some ad-
vantages, such as (1) solving the problems associated with
classic flooding protocols, and (2) topological changes are lo-
calized, it has its own drawbacks like; (1) scalability, SPIN is
not scalable, (2) if the sink is interested in too many events,
this could make the sensor nodes around it deplete their en-
ergy, and (3) SPIN’s data advertisement technique can not
guarantee the delivery of data if the interested nodes are far
away from the source node and the nodes in between are not
interested in that data.
D. Directed Diffusion
Directed diffusion [8] is another data dissemination and ag-
gregation protocol. It is a data-centric and application aware
routing protocol for WSNs. It aims at naming all data gen-
erated by sensor nodes by attribute-value pairs. Directed
diffusion consists of several elements; first of all, naming;
where task descriptors, sent out by the sink, are named
by assigning attribute-value pairs. Secondly, interests and
gradients; the named task description constitutes an inter-
est that contains timestamp field and several gradient fields.
Each node stores the interest in its interest cache. As the
interests propagate throughout the network, the gradients
from the source back to the sink are set up. Thirdly, data
propagation, when the source has data for the interest, it
sends out the data to the interest (i.e., sink) along the in-
terest’s gradient path. Fourthly, after the interest (sink)
starts receiving low rate data events, it reinforce one par-
ticular neighbor to draw down higher quality (higher data
rate) events. This feature of directed diffusion is achieved
by data-driven local rules. Directed diffusion assists in sav-
ing sensors’ energy by selecting good paths by caching and
processing data in-network since each node has the ability
for performing data aggregation and caching. On the other
hand; Directed diffusion has its limitations such as; imple-
menting data aggregation requires deployment of synchro-
nization techniques which is not realizable in WSNs. Also,
the overhead in data aggregation involves recording infor-
mation. These two drawbacks may contribute to the cost of
sensor node, which is not desired.
E. LEACH
LEACH (Low Energy Adaptive Clustering Hierarchy) [9] is a
self-organizing, adaptive clustering-based protocol that uses
randomized rotation of cluster-heads to evenly distribute the
energy load among the sensor nodes in the network. LEACH
based on two basic assumptions: (a) base station is fixed and
located far away from the sensors, and (b) all nodes in the
network are homogeneous and energy-constrained. The idea
behind LEACH is to form clusters of the sensor nodes de-
pending on the received signal strength and use local cluster
heads as routers to route data to the base station. The key
features of LEACH are:
• Localized coordination and control for cluster set-up and
operation.
• Randomized rotation of the cluster ”base stations” or ”clus-
ter heads” and the corresponding clusters.
• Local compression to reduce global communication.
In LEACH, the operation is separated into fixed-length rounds,
where each round starts with a setup phase followed by a
steady-state phase. The duration of a round is determined
priori.
1. Advertisement phase
2. Cluster set-up phase
3. Schedule Creation phase
4. Data Transmission phase.
Although, LEACH has shown good features to sensor net-
works, it suffers from the following drawbacks:
• It can not be applied to time-constrained application as it
results in a long latency.
• The nodes on the route a hot spot to the sink could drain
their power fast. This problem known as ”hot spot” problem.
• The number of clusters may not be fixed every round [10].
• It can not be applied to large sensor networks.
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F. PEGASIS
PEGASIS (Power-Efficient GAthering in Sensor Information
Systems) is a greedy chain-based power efficient algorithm
[11]. Also, PEGASIS is based on LEACH (the scenario and
the radio model in PEGASIS are the same as in LEACH).
The key features of PEGASIS are
• The BS is fixed at a far distance from the sensor nodes.
• The sensor nodes are homogeneous and energy constrained
with uniform energy.
• No mobility of sensor nodes.
PEGASIS is based on two ideas; Chaining, and Data Fusion.
In PEGASIS, each node can take turn of being a leader of
the chain, where the chain can be constructed using greedy
algorithms that are deployed by the sensor nodes. PEGA-
SIS assumes that sensor nodes have a global knowledge of
the network, nodes are stationary (no movement of sensor
nodes), and nodes have location information about all other
nodes. PEGASIS performs data fusion except the end nodes
in the chain. PEGASIS outperforms LEACH by eliminat-
ing the overhead of dynamic cluster formation, minimizing
the sum of distances that non leader-nodes must transmit,
limiting the number of transmissions and receives among all
nodes, and using only one transmission to the BS per round.
PEGASIS has the same problems that LEACH suffers from.
Also, PEGASIS does not scale, can not be applied to sensor
network where global knowledge of the network is not easy
to get.
H. GEAR
GEAR (Geographical and Energy Aware Routing) [12] is
a recursive data dissemination protocol WSNs. It uses en-
ergy aware and geographically informed neighbor selection
heuristics to rout a packet to the targeted region. Within
that region, it uses a recursive a geographic informed mech-
anism to disseminate the packet. GEAR, like other sensor
networks protocols, developed according to some assump-
tions in mind:
• Sensor nodes are static (i.e., immobile).
• There is an existence of a localization system that enables
each node to know its current position.
• Sensor nodes are energy-constrained accompanied with lo-
cation information about all other nodes (i.e., each node
knows its location and its energy level, and its neighbor’s
location and remaining energy level.
• The link that connects nodes is bi-directional. GEAR has
two phases: (1) forwarding the packets toward the targeted
region, and (2) forwarding the packets within the targeted
region R. Although GEAR reduces the energy consumption
for the route set up. it is not scalable and does not support
data diffusion.
Based on the analysis and thorough survey of the mentioned
protocols, we believe that an efficient routing protocol for
wireless sensor networks should have some key features, such
as:
• Data Aggregation: we believe that reducing the data size
quickly using computation will play a key role in supporting
efficient query processing, and reducing the overall network
overhead. Hence saving power.
• Dynamic clustering architecture is required. Since such
architecture will preclude cluster heads from depleting their
energy quickly. Hence, long network’s lifetime.
• Threshold for sensor nodes on data transmission and dis-
semination: this will help in saving energy by reducing un-
necessary transmissions (i.e., redundancy) and giving the
network long lifetime.
• Randomized path selection: multi-path selection to desti-
nation could improve fault tolerance and handle the overhead
of network load.
• Mobility: most of the current protocols assume that sen-
sor nodes are static (i.e., immobile). However, for some ap-
plications, nodes need to be mobile. Hence, new routing
algorithms are needed to handle the mobility and network
topology changes.
• Self-configuration: since sensor nodes are prone to failure
due to some factors or new sensor nodes may join the net-
work, an update, self-configuration, self-healing, and adapta-
tion to changes in network topology or environmental changes
should be considered.
• Security: there is a desperate need to develop distributed
security approaches for wireless sensor network. Hence, achiev-
ing secure routing.
• Quality-of-Service, dependability, and localization need to
be considered and given more attention.
• Time synchronization.
5 Applications
Sensor networks are applied in a wide range of areas, such
as military applications, public safety, medical, surveillances,
environmental monitoring, commercial applications, habitat
and tracking [13]. In general, sensor networks will be ubiqui-
tous in the near future, since they support new opportunities
for the interaction between humans and their physical world.
In addition, sensor networks are expected to contribute sig-
nificantly to pervasive computing and space exploration in
the next decade. Deploying sensor nodes in an unattended
environment will give much more possibilities for the explo-
ration of new applications in the real world (see Fig.3).
6 Wireless Sensor Networks Man-
agement
Sensor networks have different architecture than traditional
wired data networks. Sensor networks are set up in a random
manner. On the other hand, the WSNs are applications-
dependent which implies that the management requirements
also change among sensor networks, and a configuration er-
ror of a WSN in unpredictable situations may cause the
fail and/or loss of the whole entire network even before it
starts to operate. Also, the behavior of WSN is highly un-
predictable and dynamic. All these factors have to be in-
corporated by various sensor network models that describe
the current network’s states. Some of the possible suggested
models are:
• Network Topology Model: it describes the actual topology
map and the connectivity and/or reachability of the net-
work. It also may assist routing operations and obtaining
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information a bout future deployment of nodes [14], since
the topology of a network affects many of its characteristics,
such as latency, capacity, and robustness, as well as the com-
plexity of data routing and processing. This requires careful
handling of network topology maintenance [3]. Paper [3]
defined three phases related to topology maintenance and
changes (e.g., malfunctioning of some sensor nodes); Pre-
deployment and deployment phase, Post-deployment phase,
and Re-deployment of additional nodes phase.
• Residual Energy Model: describes the remaining energy
level of the nodes or the network. Using this information as
well as the data from network topology, coupled together;
would make it possible to identify the weak areas (i.e., areas
that have short lifetime) of the network [14].
Cost Model: describes the cost of equipment, energy, and
human cost to maintain the desired performance levels of
the network.
Usage Patterns Model: represents the activity of the network
in terms of period of time for nodes’ activity, quantity of data
transmitted per sensor unit or the movements made by the
target, and tracking of hot spots in the network to avoid hot
spot problem [14].
Behavioral Model: describes the behavior of the network.
Since sensor networks are highly unpredictable, dynamic,
and unreliable, statistical and probabilistic models may be
much more efficient in estimating the network behavior than
estimating the network behavior than deterministic models.
• Coverage Area Model: a sensing coverage area map that
represents the actual sensor’s view of the environment and
communications coverage map that describes the communi-
cation coverage area from the range of the RF transceiver
[14].
The above models would build up the MIB (management In-
formation base). Also, these models could be used for differ-
ent network management functions such as: deployment of
sensors, network operating parameters, coverage area super-
vision function, topology map discovery function, network
connectivity discovery function, node localization discovery
function, prediction function for future network states, mon-
itored area definition function, design of sensor networks, en-
ergy level function, self-test function [14,15,16]. Since sensor
nodes are unattended as well as the environment these sen-
sors are situated in; human intervention to perform some
network maintenance tasks, such as configuration, protec-
tion, healing, and energy replenishment is becoming im-
practical. So, it is our belief that self-management solu-
tions (self-configuration, self-healing, self-optimization, self-
protection, self-service, self awareness, and self knowledge)
[15,16], are promising functional key management solutions
that can cope with the various unique requirements and con-
straints imposed on WSNs due to resource restrictions intro-
duced by some factors (e.g., small-size, memory, low-power
consumption, fault-tolerance, low-latency, scalability, adap-
tivity, and robustness). Attempts to build up management
system that can combine all of these features are proposed
by some interested researchers in this field. L. B. Ruiz, et al.
[17,18], have proposed an architecture for WSN management
called ”MANNA”. Also, other attempts have been carried
out on the power management for WSNs [19,20]. Also, it
is our belief that sensor network management could borrow
from artificial intelligence approach, in general, swarm intel-
ligence [21], in particular, to achieve scalable, robust, and
adaptable management system for WSNs. Different algo-
rithms, optimization techniques, and collective intelligence
could be adapted and brought to the field of wireless sensor
network.
7 Conclusion
In this paper, we presented the state of the art of wire-
less sensor networks; their architecture, routing protocols
for WSNs, their applications. Also, in this paper, we in-
troduced some recommendation and directions as guidelines
and hints that would assist and give enhancements to the
future design of protocols and algorithms for wireless sensor
networks. Also, in this paper, a brief review of the applica-
tion based on wireless sensor networks is given. Finally, our
directions and recommendations for wireless sensor network
management are suggested and put forward.
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Table 1: Comparison of some of the routing protocols in
Wireless Sensor Network. Loc:Localization, Lo-A: Location
Awareness.
Class-tion Scalability Mobility Data-Agg Energy Usage Loc QoS Multihop Query Lo-A
Flooding Flat Limited No No High No No Yes No No
SPIN Data-centric Limited Possible No Limited No No Yes Yes No
Directed Flat Limited Limited Yes Limited Yes No Yes Yes No
LEACH Hierarchical Good Fixed BS Yes High Yes No No No No
PEGASIS Hierarchical Good Fixed BS No High Yes No No No No
GEAR Location Limited Limited No Limited No No Yes No Yes
Figure 1: The wireless sensor networks protocol stack (source
[3]).
Figure 2: Sensor nodes scattered in a sensor field And The
Components of a single sensor node (source [3]).
Figure 3: Sensor Network Applications Development.
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