Abstract. We study the 'Up the River' problem formulated by Aldous [Ald02], where a unit drift is distributed among a finite collection of Brownian particles on R + , which are annihilated once they reach the origin. Starting K particles at x = 1, we prove Aldous' conjecture [Ald02] that the 'push-the-laggard' strategy of distributing the drift asymptotically (as K → ∞) maximizes the total number of surviving particles, with approximately 4 √ π √ K surviving particles. We further establish the hydrodynamic limit of the particle density, in terms of a two-phase Partial Differential Equation (PDE) with a moving boundary, by utilizing certain integral identities and coupling techniques.
Introduction
In this paper we study the 'Up the River' problem formulated by Aldous [Ald02] . That is, we consider K independent Brownian particles, which all start at x = 1, and are absorbed (annihilated) once they hit x = 0. Granted a unit drift, we ask what is the optimal strategy of dividing and allocating the drift among all surviving particles in order to maximize the number of particles that survive forever. More precisely, letting B i (t), i = 1, . . . , K, denote independent standard Brownian motions, we define the model as an R (1.1)
Focusing on the asymptotic behavior as K → ∞, we prove that the optimal strategy is the naïve push-the-laggard strategy φ i (t) := 1 {X i (t)=Z(t)} , where Z(t) := min{X i (t) : X i (t) > 0}, (1.2) which allocates all the unit drift on the laggard Z(t).
Remark 1.1. Due to the recursive nature of Brownian motions in one-dimension, ties do occur in (1.2), namely P(#{i : X i (s) = Z(s)} > 1, for some s ≤ t) > 0, for all large enough t. Here we break the ties in an arbitrarily fixed manner. That is, any strategy (φ i (t))
is regarding as a push-the-laggard strategy. As the analysis in this paper is independent of the exact choice of breaking the ties, hereafter we fix some arbitrary way of breaking the ties and refer to (1.3) as the push-the-laggard strategy.
Furthermore, we prove that, due to self-averaging, U (∞) is in fact deterministic to the leading order, under the push-the-laggard strategy. More explicitly, U (∞) ≈ 4 √ π K 1/2 . Define the scaled process
The following is our main result:
(a) Regardless of the strategy, for any fixed n < ∞ and γ ∈ (0, 1 4 ), we have
4)
where C = C(n, γ) < ∞ depends only on n and γ, not on the strategy. (b) Under the push-the-laggard strategy, for any fixed γ ∈ (0, Here U ⋆ (t, x) and z ⋆ (t) are deterministic functions, which are defined in two separated phases as follows. For t ≤ , the moving boundary phase, letting p N (t, y, x) := p(t, y −x)+p(t, y +x) denote the Neumann heat kernel, we define U ⋆ (t, x) := 2p(t, x) + , ∞), (1.10)
As we show in Section 3, the integral equation (1.10) admits a unique solution.
The pair ( U ⋆ , z ⋆ ), defined by (1.7)-(1.10), is closely related to certain PDE problems, as follows. Let Φ(t, y) := P(B(t) > y) denote the Brownian tail distribution function. For t ≤ 1 2 , a straightforward calculation (see Remark 1.4) shows that the function U ⋆ (t, x) in (1.7) is written as the tail distribution function of u 1 (t, x): where u 1 (t, x) is defined as u 1 (t, x) := −2∂ x p(t, x) + 4 Φ(t, x).
(1.12)
It is straightforward to check that this density function u 1 solves the heat equation on x > 0 with a boundary condition u 1 (t, 0) = 2:
∂ xx u 1 ∀0 < t < 1 2 , x > 0, (1.13a) u 1 (t, 0) = 2, ∀0 < t < , we consider the following Stefan problem, a PDE with a moving boundary:
, ∞)) nondecreasing, z 2 ( As we show in Lemma 3.1, for each sufficiently smooth solution (u 2 , z 2 ) to (1.14), the functions U ⋆ (t, x) := ∞ x u 2 (t, y) 1 {y≥z⋆(t)} dy and z ⋆ (t) := z 2 (t) satisfy (1.9)-(1.10) for t ≥ 1 2
. Remark 1.4. To see why (1.11) holds, differentiate (1.7) in x to obtain ∂ x U ⋆ (t, x) = 2∂ x p(t, x) − 2 t 0 x t−s p(t − s, x)ds. Within the last integral, performing the change of variable y :=
, we see that t 0 x t−s p(t − s, x)ds = 2 Φ(t − s, x). From this (1.11) follows.
Remark 1.5. Note that for Equation (1.14) to make sense classically, one needs u 2 (t, x) to be C 1 up to the boundary {(t, z 2 (t)) : t ≥ 0} and needs z 2 (t) to be C 1 . Here, instead of defining the hydrodynamic limit classically through (1.14), we take the integral identity and integral equation (1.9)-(1.10) as the definition of the hydrodynamic limit equation. This formulation is more convenient for our purpose, and in particular it requires neither the smoothness of u ⋆ onto the boundary nor the smoothness of z ⋆ . We note that, however, it should be possible to establish classical solutions to (1.14), by converting (1.14) to a parabolic variational inequality. See, for example, [Fri10] . We do not pursue this direction here.
Before stating the precise result on hydrodynamic limit, we explain the intuition of how (1.13)-(1.14) arise from the behavior of the particle system. Indeed, the heat equations (1.13a) and (1.14b) model the diffusive behavior of (X K i (t)) i away from Z K (t). In view of the equilibrium measure of gaps of the infinite Atlas model [PP08] , near Z K (t) we expect the particle density to be 2 to balance the drift exerted on Z K (t), yielding the boundary conditions (1.13b) and (1.14d). The function −2∂ x p(t, x) is the average density of the system without the drift. (The singularity of −2∂ x p(t, x) at t = 0 captures the overabundance of particles at t = 0 compared to the scaling K 1/2 .) As the drift affects little of the particle density near t = 0, we expect the entrance law (1.13c). The absorption phase (t ≤ 1 2 ) describes the initial state of the particle system with a high density, where particles are constantly being absorbed, yielding a fixed boundary Z K (t) ≈ 0. Under the push-thelaggard strategy, the system enters a new phase at t ≈ , where the density of particles is low enough (≤ 2 everywhere) so that the drift carries all remaining particles away from 0. This results in a moving boundary Z K (t), with an additional boundary condition (1.14e), which simply paraphrases the conservation of particles
u 2 (t, y)dy = 0.
The following is our result on the hydrodynamic limit of ( U K (t, x), Z K (t)): Theorem 1.6 (hydrodynamic limit). Under the push-the-laggard strategy, for any fixed γ ∈ (0, , it is standard to verify that sup x∈R U ⋆ (t, x) diverges as 2 √ 2πt
as t ↓ 0. With U K (t, x) defined in (1.6), we have that
drift: see [BFK05, CP10, CP11, IPB + 11, IK10, IKS13] , for their ergodicity and sample path properties, and [DSVZ12, PS14] for their large deviations properties as the dimension tends to infinity. In particular, the hydrodynamic limit and fluctuations of the Atlas-type model have been analyzed in [CDSS, DT15, HJV15] .
Here we take one step further and analyze the combined effect of rank-dependent drift and absorption, whereby demonstrating the two-phase behavior. With the absorption at x = 0, previous methods of analyzing the large scale behaviors of diffusions with rank-dependent drift do not apply. In particular, the challenge of proving Theorem 1.6 originates from the lack of invariant measure (for the absorption phase) and the singularity at t = 0, where a rapid transition from K particles to an order of K 1/2 particles occurs. Here we solve the problem by adopting a new method of exploiting certain integral identities of the particle system that mimic (1.7)-(1.10). Even though here we mainly focus on the push-the-laggard strategy under the initial condition X i (0) = 1, ∀i, the integral identities apply to general rank-dependent drifts and initial conditions, and may be used for analyzing for general models with both rank-dependent drifts and absorption.
Outline. In Section 2, we develop certain integral identities of the particle system X that are crucial for our analysis, and in Section 3, we establish the necessary tools pertaining to the integral equation (1.10). Based on results obtained in Sections 2-3, in Sections 4 and 5 we prove Theorems 1.6 and 1.2, respectively.
(2.1)
Essential to our proof of Theorems 1.2 and 1.6 are certain integral identities of the particle system X = (X(t); t ≥ 0) that mimic the integral identities (2.1). This section is devoted to deriving such identities of the particle system, particularly Proposition 2.6 in the following.
As it turns out, in addition to the particle system X, it is helpful to consider also the Atlas models. We say that Y = (Y i (t); t ≥ 0) m i=1 is an Atlas model with m particles if it evolves according to the following system of stochastic differential equations:
We similarly define the scaled processes
Note that here K is just a scaling parameter, not necessarily related to the number of particles in Y .
To state the first result of this section, we first prepare some notations. Define the scaled empirical measures of X and Y as:
(2.4)
For any fixed x ≥ 0, consider the tail distribution function Ψ(t, y, x) := P(B ab x (t) > y), y > 0, of a Brownian motion B ab x , starting at B ab x (0) = x and absorbed at 0. More explicitly, Ψ(t, y, x) := Φ(t, y − x) − Φ(t, y + x), (2.5) which is the unique solution to the following equation
Adopt the notations
(a) For the particle system (X(t); t ≥ 0), under any strategy, we have the following integral identity:
where
i be an Altas model. We have the following integral identity:
Remark 2.2. To motivate our analysis in the following, here we explain the meaning of each term in the integral identity (2.7). From the definitions (1.6) and (2.3) of U K (t, x) and µ
, so it is reasonable to expect the term
of independent Brownian particles starting at x = 1 and absorbed at x = 0, without drifts. Letting X 
it is standard to show that
That is, the term G K (t, x) on the r.h.s. (2.7) accounts for the contribution (in expectation) of the absorption. Subsequent, the time integral term
(. . .)ds arises from the contribution of the drifts (φ i (t)) K i=1 allocated to the particles, while the martingale term M(t, x) encodes the random fluctuation due to the Brownian nature of the particles.
Proof. Under the diffusive scaling X
, we rewrite the SDE (1.1) as
(2.14)
Fixing arbitrary t < ∞, x ≥ 0, with Ψ solving (2.6a), we apply Itô's formula to
using (2.14) to obtain
. Using this in (2.15), summing the result over i, and dividing both sides by √ K, we conclude the desired identity (2.7). Similarly, the identity (2.66) follows by applying Itô's formula with the test function Φ(t K − s, y − x).
Based on the identities (2.7) and (2.10), we proceed to establish bounds on the empirical measures µ K t and ν K t . Hereafter, we use C = C(α, β, . . .) < ∞ to denote a generic deterministic finite constant that may change from line to line, but depends only on the designated variables. In the following, we will use the following estimates of the heat kernel p(t, x). The proof is standard and we omit it here.
We adopt the standard notations ξ n := (E |ξ| n ) 1 n for the L n -norm of a give random variable ξ and |f | L ∞ (Ω) := sup x∈Ω |f (x)| for the uniform norm over the designated region Ω.
Lemma 2.3. Let (Y i (t); t ≥ 0) i be an Atlas model. The total number #{Y i (0)} of particles may be random but is independent of σ(Y i (t) − Y i (0); t ≥ 0, i = 1, . . .). Let ν K t to be as in (2.4). Assume (Y K i (0)) i satisfies the following initial condition: given any α ∈ (0, 1) and n < ∞, there exist D * , D α,n < ∞ such that
For any given T < ∞, we have
Proof. Fixing such T, α, n and [a, b], throughout this proof we use C = C(T, α, n, D * , D α,n ) < ∞ to denote a generic finite constant. To the end of showing (2.20), we begin by estimating ν
To this end, we set x = b, a in (2.10), take the difference of the resulting equation, and take expectations of the result to obtain
(2.23)
Combining (2.23) and (2.22) yields
With (2.24), our next step is to bound E(J 1 ) and E(J 2 ). For the former, we use
m -norm of the last expression yields
(2.25)
Further, as the heat kernel p(t, y
(2.26)
Set m = n, s = 0 and t = s K in (2.26). Then, for each j-th term within the sum, use (2.19) to bound ν
Inserting (2.27) into (2.25), we then obtain
As for J 2 , by (2.16) we have
Inserting (2.28)-(2.29) in (2.24), we see that (2.20) holds for n = 1. To progress to n > 1, we use induction, and assume (2.20) has been established for an index m ∈ [1, n). To setup the induction, similarly to the proceeding, we set x = b, a in (2.10), take the difference of the resulting equation, and take the L m+1 -norm of the result to obtain
Further combining this with (2.23) yields
(2.30)
For J 1 m+1 and J 2 m+1 we have already established the bounds (2.28)-(2.29), so it suffices to bound J 3 m+1 . As J 3 is a martingale integral of quadratic variation
, we applying the Burkholder-DavisGundy (BDG) inequality to obtain
The induction hypothesis asserts the bound (2.20) for n = m. With this in mind, within the integral in (2.31), we use m+1 2 ≤ m to bound the · m+1 2 norm by the · m norm, and write
(2.32)
To bound the factor | p(u, · )| L ∞ (R) on the r.h.s. of (2.32), fixing (2α − 1) + < β < α, we use (2.16) to write
Now, within the r.h.s. of (2.32), using (2.33),
and (2.26), we obtain
By the induction hypothesis, ν
this for x = a, b in (2.34), and combining the result with (2.31), followed by j∈Z p(1, j * ) ≤ C, we obtain
Inserting this bound (2.35) back into (2.31), followed by using
Within the last expression, using the readily verify inequality:
, by the same procedure of deriving (2.7), we have the following integral identity:
Having prepared the necessary notations, we now begin the proof of (2.37). Instead of proving (2.37) directly, we show
for all m = 1, . . . , n. Once this is established, combining (2.44) for m = n and (2.40) for m = 1, the desired result (2.37) follows.
. We begin by settling (2.44) for m = 1. Similarly to the procedure for obtaining (2.24), using (2.41) for m = n and (2.39) in place of (2.10) and (2.23), respectively, here we have
As noted in Remark 2.2, expressions of the type J 
While this expression diverges (for a < 1+m √ K ) as K → ∞, for any fixed s > 0 the absorption mechanism remedies the divergence, resulting in converging expression for the fixed s > 0. To see this, with G K (t, x) defined in (2.8), we use ∂ y Ψ(s, y, x) = p N (s, y, x) and Ψ(s, 0, x) = 0 to write
Letting x = a, b in (2.82), taking the difference of the resulting equations, followed by applying the estimate (2.16), we obtain the following bound of J m 1 , which stays bounded as K → ∞ for any fixed s > 0:
As for J m 2 , similarly to (2.29), by using (2.16) and
Combining (2.47)-(2.48) with (2.45), we conclude (2.44) for m = 1. Having establishing (2.44) for m = 1, we use induction to progress, and assume (2.44) has been established for some index m ∈ [1, n). Similarly to (2.30), here we have
(2.49)
m+1 , similarly to (2.31)-(2.32), by using the BDG inequality here we have
, following the same calculations in (2.32)-(2.34), here we have
where β ∈ ((2α − 1) + , α) is fixed, j * := |j| ∧ |j + 1| and
Since the empirical measure µ
By the induction hypothesis,
Using (2.53) for x = ±a, ±b in (2.51), and combining the result with (2.50), we arrive at
Within the last expression, further using
Using this bound and the bounds (2.47)-(2.48) in (2.49), we see that (2.37) holds for the index m + 1. This completes the induction and hence concludes (2.37).
The bound (2.38) follows by (2.37) and (2.51).
Lemmas 2.3-2.4 establish bounds that are 'pointwise' in time, in the sense that they hold at a fixed time s within the relevant interval. We next improve these pointwise bounds to bounds that hold for all time within a relevant interval.
Lemma 2.5. Let T, L, n < ∞ and
] and any strategy,
where ],
Proof. We first prove Part (b). Fixing L, T, n < ∞ and α ∈ ( ], to simplify notations we use, C(a 1 , a 2 , . . .) < ∞ to denote generic finite constants that may depend on L, T, α, n, D * , D α,j and the designated variable a 1 , a 2 , . . .. To the end of proving (2.56), we cover [−L, L] by intervals I j of length K −α :
Indeed, each I x,α is contained in the union of three consecutive such intervals I j , so it suffices to prove
By (2.20) we have, for any t ∈ [ 1 K
, T ], β ∈ (0, 1) and k < ∞,
, fixing β close enough to 1 we have ν
−ε , for some fixed ε > 0. With this, applying Markov's inequality we obtain
Now, fixing k ≥ (n + α + 2)ε −1 and taking the union bound of (2.59) over |j| ≤ LK α and t = t ℓ := ℓK −2 , 1 ≤ ℓ ≤ T K 2 , we arrive at
To move from the 'discrete time'
By (2.18), we assume without lost of generality the total number of Y -particles is at most K. Hence, taking the union bound of (2.61) over ℓ ≤ T K −2 and over all particles i = 1, 2, . . . ≤ K, we obtain
That is, with high probability, no particle travels farther than distance |I j | within each time interval J ℓ . Therefore,
Combining this with (2.60) yields the desired result (2.57). Part (a) is proven by similar argument as in the preceding. The only difference is that, instead of a moment bound of the form (2.58), we have from (2.37) the moment bound
> γ, (2.62) yields (2.55) by same argument we obtained (2.58).
Equipped with Lemmas 2.3-2.5, we proceed to the main goal of this section: to develop integral identities (in different forms from (2.7) and (2.10)) that are convenient for proving the hydrodynamic limits. Recall from (2.2) that W (t) is the analogous laggard of the Atlas model (Y i (t); t ≥ 0) i and that W K (t) denotes the scaled process. For any fixed t, we define the scaled distribution function of Y as
(2.63)
be any given strategy. The following integral identity holds for all t < ∞ and x ≥ 0:
Here R K (t, x) is a remainder term such that, for given any T, n < ∞ and γ ∈ (0,
where C = C(T, γ, n) < ∞, and is in particular independent of the strategy. (b) Let (Y i (t); t ≥ 0) i be an Atlas model, and let W K (t) and V K (t, x) be as in the preceding, and assume (Y K i (0)) i satisfies the conditions (2.18)-(2.19). Then, the following integral identity holds for all t < ∞ and x ∈ R:
(2.66)
is a remainder term such that, given any T, n < ∞ and γ ∈ (0,
where C < ∞ depends only on T, n and D * , D α,n .
The proof of Proposition 2.6 requires a Kolmogorov-type estimate, which we recall from [Kun97] as follows.
Lemma 2.7 ([Kun97, Theorem 1.4.1]). Let T < ∞, a ∈ R, and let F be a C([0, ∞) × R)-valued process. If, for some α 1 , α 2 , k ∈ N and C 1 < ∞ with
68)
Note that, although the dependence of C 2 is not explicitly designated in [Kun97, Theorem 1.4.1], under the present setting, it is clear from the proof of [Kun97, Lemma 1.4.2, Lemma 1.
Proof of Proposition 2.6. The first step of the proof is to rewrite (2.7) and (2.10) in a form similar to (2.64) and (2.66). To motivate this step, recall from Remark 2.2 that the term µ
In view of this, we write
Similarly, for the the the first two terms on the r.h.s. of (2.7), we write
Under these notations, we rewrite (2.7) as
(2.73) Equation (2.72) gives the desired identity (2.64) with the explicit remainders R K (t, x). Similarly for the Atlas model Y , we define
and rewrite (2.10) as
Further using integration by parts:
we write
Equations (2.72) and (2.77) give the desired identities (2.64) and (2.66) with the explicit remainders R K (t, x) and R ′ K (t, x), as in (2.73) and (2.76). With this, it suffices to show that these remainders do satisfy the bounds (2.65) and (2.67). To this end, fixing arbitrary T, n < ∞ and γ ∈ (0, 1 4 ), we let C(k) < ∞ denote a generic constant depending only on T, n, α, γ, D * , D α,n , and the designated variable k.
We begin with a reduction. That is, in order to prove (2.65) and (2.67), we claim that it suffices to prove
for all a ∈ R. To see why such a reduction holds, we assume that (2.78) has been established, and take the union bound of (2.78) over a ∈ Z ∩ [−K, K] to obtain
To cover the regime |x| > K that is left out by (2.80), we use the fact that each X K i (t) evolves as a Brownian motion with drift at most √ K (and absorption) to obtain
That is, with a sufficiently high probability, each particle
From these we conclude that, on Ω K ,
Combining this with (2.80) gives the desired bound (2.65). A similar argument shows that (2.79) implies (2.67). Having shown that (2.78)-(2.79) imply the desired results, we now return to proving (2.78)-(2.79). This amounts to bounding each term on the r.h.s. of the explicit expressions (2.73) and (2.76) of R K (t, x) and R ′ K (t, x). To this end, fixing t ≤ T , a ∈ R and x ∈ [a, a+1], we establish bounds on the following terms in sequel.
(i ) By (2.46) for m = 0, we have that
Applying the bound (2.17) for α = 1 4
within (2.82), we obtain
in (2.71) and in (2.75) yields
, it is standard to show that t → |Φ(t K , y) − Φ(t, y)| decreases in t, and that |Φ(
) and letting I x,α be as in (2.54), we write
). From these bounds we conclude
Recall the definition of E(t, x) and E ′ (u, t, x) from (2.70) and (2.74). Applying ν
· on both sides of (2.85a)-(2.85c), respectively, we obtain
On the r.h.s. of (2.86) sit two types of terms: the 'concentrated terms' that concentrate on the small interval 1 I ±x,α ; and the 'tail terms' with the factor exp(−K α− 1 2 ). For the tail terms, writing ν
0)}, and using the bound (2.18) and #{X
87c) with probability ≥ 1 − CK −n . Next, to bound the concentrated terms, we consider the covering X := {I y,α : |y| ≤ a + 1} of [−a − 1, a + 1]. With x ∈ [a, a + 1], we clearly have that I ±x,α ∈ X , so by Lemma 2.5 it follows that
, with probability 1 − CK −n . Inserting this into (2.87) gives
The strategy is to apply Lemma 2.7 for F (t, x) := K 1/4 N K (t, x). With N K (t, x) defined as in (2.11), for such F we have F (0, 0) = 0, so the condition (2.68) holds trivially. Turning to verifying the condition (2.69), we fix t < t ′ and x, x ′ ∈ R. With N K (t, x) defined as in (2.11), we telescope F (t, x) − F (t ′ , x ′ ) into F 1 + F 2 − F 3 , where
. Similar to the way we obtained (2.31), here by the BDG inequality we have
for any fixed k > 1. On the r.h.s., the kernel functions f 1 , f 2 , f 3 appear in square (i.e. power of two). We use (2.16)-(2.17) to replace 'one power' of them with C(t − s) to bound ν K s , f j (s, · ) k/2 , j = 1, 2, 3, whereby obtaining
We have thus verify the condition (2.69) for (α 1 , α 2 ) = (
). Now apply Lemma 2.7 to
. From this and Markov's inequality, we conclude
The term M K (t, x) is bounded by similar procedures as in the preceding. The only difference is that the estimate (2.38), unlike (2.21), introduces a singularity of M K (t, x) as t → 0, so we set F (t, x) := t x) ). The extra prefactor t . Consequently, following the preceding argument we obtain P sup 
The Stefan Problem
In this section, we develop the necessary PDE tools. As stated in Remark 1.5, we take the integral identity and integral equations (1.9)-(1.10), instead of (1.14), as the definition of the Stefan problem. To motivate such a definition, we first prove the following:
Lemma 3.1. Let (u 2 , z 2 ) be a classical solution to the following PDE, i.e.,
, and has a C 2 -extension onto a neighborhood of D,
Define the tail distribution function of u 2 as U 2 (t, x) := ∞ x u 2 (t, y)dy. We have
Proof. Instead of the tail distribution function U 2 (t, x), let us first consider the distribution function U 2 (t,
u 2 (t, y)dy. We adopt the convention that U 2 (t, x)| x<z 2 (t) := 0. By (3.1b), (3.1c)-(3.1d), U 2 (s, y) solves the heat equation in {(s, y) : s > 0, y > z(s)}. With this, for any fixed t > 0 and x ∈ R, we integrate Green's identity
over {(s, y) : ε < s < t − ε, y > z(s) + ε}. Letting ε → 0, and combining the result with U 2 (s, z 2 (s)) = 0 and (3.1c), we obtain
Note that the preceding derivation of (3.4) applies to all x ∈ R, including x < z 2 (t). Setting x = z 2 (t) in (3.4), on the l.h.s. we have U 2 (t, z 2 (0)) = 0. Further using U 2 (0, y) = U 2 (0, 0) − U 2 (0, y), we see that (3.3) follows.
We now turn to showing (3.2). A straightforward differentiation, following by using (3.1c)-(3.1d), gives
Inserting (3.6) into the last term in (3.5) yields
we see that (3.2) follows.
We next turn to the well-posedness of (3.3). The existence of a solution to (3.3) will be established in Lemma 4.11, Section 4.2, as a by-product of establishing the hydrodynamic limit of certain Atlas models. Here we focus the uniqueness and stability of (3.3). To this end, we consider w ∈ C([0, T ]) that satisfies
that measures how nondecreasing the given function is.
, we consider w 1 and w 2 satisfying (3.7) for f = f 1 and f = f 2 , respectively. Let L := sup{|w 1 (t)|, |w 2 (t)| : t ≤ T }+1.
Indeed, when f 1 = f 2 = 0, Lemma 3.2 yields Corollary 3.3. The solution to (1.10) is unique.
Proof of Lemma 3.2. To simplify notations, let
, z − y))dy (3.10) denote the expression on the l.h.s. of (3.7). From the explicit expressions (1.11)-(1.12), we have that
(3.11)
Setting C 1 := 4 c 1 ∨ 1 and δ := C 1 (ε + ε ′ + ε ′′ ) ≤ 1, we write w δ 2 (t) := w 2 (t) + δ to simplify notations, and consider the first time t * := inf{t ≤ T : w 1 (t) ≥ w δ 2 (t)} when w 1 hits w δ 2 . Indeed, since C 1 ≥ 1, we have w 1 (0) ≤ w 2 (0) + |w 2 (0) − w 1 (0)| < w 2 (0) + δ, so in particular t * > 0. Taking the difference of (3.7) for (t, f ) = (t * , f 1 ) and for (t, f ) = (t * , f 2 ), we obtain
where g * (s) := p(t * − s, w 1 (t * ) − w 1 (s)) − p(t * − s, w 2 (t * ) − w 2 (s)). Next, using w 1 (s) ≤ w 2 (s) + δ, ∀s ≤ t * , we have
To bound the function g * (s), we consider the separately cases i ) w 2 (t * ) − w 2 (s) ≥ 0; and ii ) w 2 (t * ) − w 2 (s) < 0. For case (i ), by (3.13) we have |w 1 (t
. Combining these bounds with the readily verified identity
we obtain
where we used (1 − e −ξ ) ≤ 2 √ ξ, ∀ξ ∈ R + , in the last inequality. Now, if t * ≤ T , combining (3.15) with (3.12) and (3.11) yields δc 1 < ε + 4ε ′ , leading to a contradiction. Consequently, we must have t * > T .
We next establish a property of ( U ⋆ (t, x), z ⋆ (t)), that will be used toward the proof of Theorems 1.2 and 1.6.
) satisfying (1.9)-(1.10), we have
(3.16) Remark 3.5. As U ⋆ (t, x) represents the hydrodynamic limit of the scaled tail distribution function
) is a statement of conservation of particles within the moving boundary phase, in the hydrodynamic limit.
Proof. Fixing such ( U ⋆ (t, x), z ⋆ (t)), we define
From this expression, it is straightforward to verify that, for any fixed T < ∞,
, x)| x≤0 = 0, and, by (1.10),
(3.17)
From these properties of U ⋆ (t + 1 2 , x), by the uniqueness of the heat equation on the domain {(t, x) : t ∈ R, x < z ⋆ (t)}, we conclude that U ⋆ (t + 1 2 , x)| x≤z⋆(t+ 1 2 ) = 0. Therefore,
Next, set t = 1 2 in (1.9), and write 2p(
, y) into (3.18), followed by using the semigroup property
, z, y), we obtain
) and using (3.17) on the l.h.s., we conclude the desired identity (3.16).
As will be needed toward the proof of Theorem 1.2 and 1.6, we next show that z ⋆ (t) grows quadratically near t = ) to the integral equation (1.10), we have
Remark 3.7. For sufficiently smooth solutions to the PDE (1.14), one can easily calculate
by differentiating (1.14e) and (1.14b). Here, as we take the integral equation (1.10) as the definition of the Stefan problem, we prove Lemma 3.6 by a different, indirect method, which does not assume the smoothness of of z ⋆ .
Proof. We begin by deriving a useful identity. Write We now begin the proof of (3.20). Let Λ(t, x) be as in (3.9). Recall from (1.11) that
, y) defined in (1.12). Integrating by parts followed by a change of variable y →
From the explicit expression (1.12) of u 1 ( 1 2
, y), we see that u 1 ( 
where Λ 4 (t, x) is a bounded remainder function in the sense that lim t↓0 sup x∈R |Λ 4 (t, x)| < ∞, and
Insert the expression (3.23) into (1.10), we obtain
The strategy of the proof is to extract upper and lower bounds on
from (3.26). We begin with the upper bound. On the r.h.s. of (3.26), using p(t − s, w(t) − w(s)) ≤ p(t − s, 0), followed by applying the identity (3.21), we have that
Dividing (3.27) by t 1 2 and letting t ↓ 0, we conclude that lim t↓0 Λ 0 (
is strictly increasing, we must have lim t↓0 w(t) √ t = 0. Now, dividing both sides of (3.27) by t 2 , and letting t ↓ 0 using lim t↓0 w(t) √ t = 0, we further deduce that
From the explicit expression (3.24) of Λ 0 (x), we have that As t → w(t) is non-decreasing, by (3.30) we have
Taking the square of the preceding inequality further yields
Use this inequality (3.31) to write
Within the last expression, using e −ξ ≥ 1 − ξ for ξ = b 2 2 (t n − s)(2t n ) 2 , and using |p(t n − s,
, we obtain
Now, integrate (3.32) over s ∈ [0, t n ], using the identity (3.21) to obtain
for some constant C < ∞. Now, set t = t n in (3.27) and combine the result with (3.33).
After dividing both sides of the result by t 2 n and letting n → ∞, we arrive at lim Equipped with the tools developed previously, in this section prove Theorem 1.6. To this end, throughout this section we specialize (φ K i (t) : t ≥ 0) to the push-the-laggard strategy (1.2). Recalling that τ i denote the absorption of the i-th particle X i (t), we let
denote the extinction times (unscaled and scaled). Under the push-the-laggard strategy, Proposition 2.6(a) gives
We first establish a lower bound on the extinction time.
Lemma 4.1. For any fixed T, n < ∞, there exists C = C(T, n) < ∞ such that
Proof. Consider the modified process (X ab i (t); t ≥ 0) 1≤i≤K consisting of K independent Brownian motions starting at x = 1 and absorbed once they reach x = 0, and let τ ′ ext := inf{t : X i (t) = 0, ∀i} denote the corresponding extinction time. Under the natural coupling of (X ab i (t)) i and (X i (t)) i (by letting them sharing the underlying Brownian motions), we clearly have τ ext ≥ τ ′ ext . For the latter, it is straightforward to verify that
where B( · ) denotes a standard Brownian motion. From this the desired result follows.
By Lemma 4.1, toward the end of proving Theorem 1.6, without loss of generality we remove the localization · ∧ τ K ext in (4.2). Next, using the expression (2.82) of G K (t, x), from the heat kernel estimate (2.16) we have
For any fixed γ ∈ (0, 1 4
) and α ′ ∈ (0, 1), taking the difference of (2.1) and (4.2), followed by using the estimates (4.4)-(4.5) and (2.65), we obtain
with probability ≥ 1 − C(n, T )K −n . From this we see that the hydrodynamic limit (1.15) of U K (t, x) follows immediately from the hydrodynamic limit (1.16) of Z K . Focusing on proving (1.16) hereafter, in the following we settle (1.16) in the absorption phase and the moving boundary phase separately. For technical reasons, instead of using t ⋆ = 1 2 as the separation of these two phases, in the following we use ) and n < ∞, there exists C = C(γ, γ 1 , n) < ∞ such that (a) for all β ≤ 4γ 1 and K < ∞,
We settle Proposition 4.2(a)-(b) in Sections 4.1-4.2 in the following, respectively. To this end, we fix γ < γ 1 ∈ (0, 1 96 ), n < ∞ and T < ∞, and, to simplify notations, use C < ∞ to denote a generic constant that depends only on γ, γ 1 , n, T .
Proof of Proposition 4.2(a)
. Fix β ≤ 4γ 1 . We begin with a reduction. Since z ⋆ (t)| t≤ 1 2 = 0, by Lemma 3.6, we have sup t≤
From this, we see that is suffices to prove
To the end of showing (4.8), we recall the following classical result from [Fel71] . , we have 4β
), we begin with a short-time estimate:
Lemma 4.4. There exists C < ∞ such that
Proof. We consider first the modified process (
, which consists of K independent Brownian motions starting at x = 1, and absorbed at x = 0 and x = 1 2
denote the scaled process, and consider
the number of surviving X K,ab -particles of up to time K −2α . Let
From the definition (4.11) we see that N ab is the sum of i.i.d. Bernoulli(ρ * K ) random variables. Hence, by the Chernov bound we have
, and it is straightforward to show that
. Inserting this into (4.12), we arrive at
Next, we consider the process (X
, consisting of K independent Brownian motions starting at x = 1 and absorbed only at x = 0, coupled to ( X ab i (t)) i by the natural coupling that each i-th particle share the same underlying driving Brownian motion. Let X ab,K i
} denote the set of all X ab,K -particles that stay within (0,
, and let N ab := #Γ. We clearly have N ab ≥ N ab , and therefore
Now, couple (X ab,K (t)) and (X K (t)) by the aforementioned natural coupling. On the event
, while the total amount of (scaled) drift at disposal is K −2α+ 1 2 . This is less than 1 C K 1 2 for all large enough K. Consequently, the desired result (4.10) follows from (4.13).
Equipped with the short-time estimate (4.10), we now return to showing (4.8). Consider the threshold function
and the corresponding hitting time τ := inf{t ∈ R + :
To this end, by Lemma 4.4, without loss of generality we assume τ ∈ (K −2α , 1). As the trajectory of Z K is continuous except when it hits 0, we have
Hence at time τ , no particle exists between 0 and z * (τ ), or equivalently
. With this, taking the difference of (4.2) at x = z * (τ ) and at x = 0, and multiplying the result by πτ 2
)ds, and
Further using (2.65), for fixed δ ∈ (0,
+δ , (4.16) with probability 1 − CK −n . Given the inequality (4.16), the strategy of the proof is to extract the bound τ ≥ 1 2 + 1 7 K −2β from (4.16). To this end, we next derive a lower bound on h 1 and an upper bound on h 2 .
With G K (t, x) defined as in (2.8), we have
dy.
Taylor-expanding h 1 (a) to the fifth order gives h 1 (a) ≥ a 2 h 12 + a 4 h 14 − Ca 6 , where h 12 := √ Kτ , and therefore
Turning to estimating h 2 , we first observe that the function f 2 (s, z, z ′ ) as in (4.15) increases in z, ∀z ≤ z ′ , as is readily verified by taking derivative as follows:
Now, since t → z * (t) is increasing for all t ≥ K −2α , to obtain an upper bound on h 2 we replace Z K (s) with z * (τ ) for s ≥ K −2α . Further, with
√ τ , the last integral is evaluated explicitly by using (3.14), yielding
Taylor-expanding h 2 (a) to the fifth order, we further obtain
Now, combining (4.16)-(4.18), we arrive at
With α and δ chosen as in the preceding, it is now straightforward to check that, for a = K −β ,
a 2 + ( higher order terms )
From this the we conclude the desired result: τ > 1 2
, with probability ≥ 1 − CK −n .
Proof of Proposition 4.2(b).
To simplify notations, we let σ K := 1 2
. Define the scaled distribution function of surviving X-particles as
and, to simplify notations, we let
where u 1 (t, y) is defined in (1.12). Recall that γ < γ 1 ∈ (0, 1 96
) are fixed. Fix furthering γ 3 < γ 2 ∈ (γ, γ 1 ), we begin with an estimate on U K (t, x):
Lemma 4.5. There exists C < ∞ such that
, y)|. To bound the r.h.s., we take the difference of the integral identities (4.2) and (2.1) to obtain
We next bound the terms in (4.24)-(4.26) in sequel:
and (4.6) for β = 4γ 1 , we have
|.
-Using (2.65), we have
Combining these bounds yields , we have, with probability ≥ 1−CK −n ,
for all K large enough. This concludes (4.23).
Recall the definition of Atlas models from the beginning of Section 2. Our strategy of proving Proposition 4.2(b) is to reduce the problem of the particle system (X(s); s ≥ σ K ) to a problem of certain Atlas models (Y (t) : t ≥ 0) and (Y (t) : t ≥ 0), constructed as follows. To construct such Atlas models, recalling the expression of u 1 ( 1 2 , x) from (1.12), we define
(4.29)
Adopting the notation PPP(f (x)) for a Poisson point process on R with density f (x), for each K < ∞ we let (Y (t; K) : t ≥ 0) and (Y (t; K) : t ≥ 0) be Atlas models starting from the following initial conditions 
(4.31)
Having introduced the Atlas models Y and Y , we next establish couplings that relate these models to the relevant particle system X. Recall the definition of the extinction time τ K ext from (4.1). We let τ
denote the first absorption time (scaled by K −1 ) after σ K .
Lemma 4.7. There exists a coupling of (X
Similarly, there exists a coupling of (X
The proof requires a coupling result from [Sar15] : 
Proof of Lemma 4.7. As will be more convenient for the notations for this proof, we work with unscaled processes X(s + 1 2 K), X(s + σ K K) and Y (s), and construct the coupling accordingly.
We consider first Y and prove (4.33). At s = 0, order the particles as (
We claim that, regardless of the coupling, the following holds with probability 1 − CK −n :
Recalling from (4.20) that U K (t, x) denotes the scaled distribution function of X(t), with U K (t, x)| x<0 = 0, we see that (4.36) is equivalent to the following
To see why (4.37) holds, with (Y
is an inhomogeneous Poisson process with density √ Ku(x). From this, it is standard (using Doob's maximal inequality and the BDG inequality) to show that
(4.38)
Further, with u defined in (4.29), we have
Inserting this into (4.38), followed by using Markov's inequality P(|ξ| > K
Combining (4.39) and (4.22) yields , the r.h.s. of (4.40) is positive for all K large enough, so (4.37) holds.
Assuming the event (4.36) holds, we proceed to construct the coupling for s > 0. Let τ 1 := inf{t ≥ K)), we have a coupling such that
At time t = τ 1 , the system X loses a particle, so by reorder (Y i (τ 1 − 1 2 K)) i and (X i (τ 1 )) i , we retain the type of dominance as in (4.36). Based on this we iterate the prescribed procedure to the second absorption τ 2 := inf{s > τ 1 : Z(s) = 0}. As absorption occurs at most K times, the iteration procedure yields the desired coupling until the extinction time τ ext . We have thus constructed a coupling of (Y (s); s ≥ 0) and (X(s + 1 2 K) : s ≥ 0) under which (4.33) holds.
We now turn to Y and construct the analogous coupling of (Y (s); s ≥ 0) and (X(s+σ K K) : s ≥ 0). Similarly to (4.38), for V K (0, x) we have that
As seen from the expression (1.12), u 1 ( 1 2 , 0) = 2 and x → u 1 ( 1 2 , x) is smooth with bounded derivatives, so in particular
Inserting this estimate into (4.41), and combining the result with (4.23), we obtain that, with probability ≥ 1 − CK −n ,
for all K large enough. This together with V K (0, x)| x<K −γ = 0 yields the following dominance condition:
with probability ≥ 1−CK −n . Based on this, we construct the coupling for Y and X similarly to the proceeding. Unlike in the proceeding, however, when an absorption occurs, dominance properties of the type (4.42) may be destroyed. Hence here we obtain the coupling with the desired property only up to the first absorption time, as in (4.34).
We see from Lemma 4.7 that W K and W K serve as suitable upper and lower bounds for Z K . With this, we now turn our attention to the Atlas models Y and Y , and aim at establishing the hydrodynamic limits of W K and W K . To this end, recalling from Lemma 4.9. There exists C < ∞ such that
Proof. The proof of (4.43)-(4.44) are similar, and we work out only the former here. At any given time s ∈ R + , let us order the Y -particles as 
∞ -valued. We begin with a stochastic comparison of the gap process G(s). More precisely, given any [0, ∞] ∞ -valued random vectors ξ and ζ, we say ξ stochastically dominate ζ, denoted ξ ζ, if there exists a coupling of ξ and ζ under which ξ i ≥ ζ i , i = 1, 2, . . .. Since (Y i (0)) is distributed as in (4.31), with u(x) ≤ 2, ∀x ∈ R, we have that 
We consider an infinite Atlas model
, which is defined analogously to (2.2) via the following stochastic differential equations
with the following initial condition ). In view of the bound (4.49), the idea of bounding the quantity (4.46) is to couple (Y * (s); s ≥ 0) and (Y (s + s * ); s ≥ 0). As we showed previously G(Ks * ) and (4.51), together with W * (0) = W (s * K) (by (4.48)), we obtain
Having established the bound (4.52) for fixed s * ∈ [0, T ], we now take the union bound of (4.52) over
To pass from the 'discrete time'
, adopting the same procedure we used for obtaining (2.61), we obtain the following continuity estimate:
Combining (4.53)-(4.54) yields P sup
This concludes the desired result (4.43).
We next establish upper bonds on |W K | and |W K |.
Lemma 4.10. There exists C < ∞ and a constant L = L(T ) < ∞ such that
Proof. We first establish (4.55). The first step is to derive an integral equation for W K .
Recalling that V K (t, x) denote the scaled distribution function of Y , we apply Lemma 2.1(b) for Y = Y to obtain the following integral identity
Note that the conditions (2.18)-(2.19) hold for Y (0), which is distributed as in (4.31). Using the approximating (4.39), we have
58) with probability ≥ 1 − CK −n . Using (4.58) and (2.65) in (4.57), we rewrite the integral identity as
Further, with (Y K i (0)) distributed as in (4.31), it is standard to verify that
, so setting x = W K (t) in (4.59) we obtain the follow integral equations
, which, by (4.60), satisfies
Having derive the integral equation (4.62) for W K , we proceed to showing (4.55) based on (4.62). To this, we define w * (t) := W K (0) + at, for some a ∈ R + to be specified later, and consider the first hitting time τ := inf{t : W K (t) ≥ w * (t)}. As w → Since f * > 0, the event {f * ≤ 1 2 f * + K −4γ 3 } is empty for all large enough K, so
This together with (4.61) gives the upper bound P(W K (t) ≤ L, ∀t ≤ T ) ≥ 1 − CK −n for L := 1 + aT . A lower bound P(W K (t) ≥ −L, ∀t ≤ T ) ≥ 1 − CK −n follows directly from (4.52) for s * = 0. From these we conclude the desired result (4.55).
Similarly to (4.62), for V K (t, x) we have From this, the same argument in the proceeding gives the desired bound (4.56) for L = 1 + aT .
We now establish the hydrodynamic limit of W K and W K . Proof. The strategy of the proof is to utilize the fact that W K and W K satisfy the integral equations (4.62) and (4.66), respectively, and apply the stability estimate Lemma 3.2 to show the convergence of W K and W K . Given the estimates (4.63) and (4.67), (4.43)-(4.44), and (4.55)-(4.56), the proof of (4.68) and (4.69) are similar, and we present only the former. Such a z ⋆ will be constructed as the unique limit point of W K . We begin by showing the convergence of W K . To this end, we fix K 1 < K 2 , and consider the processes W K 1 and W K 2 . Since they satisfy the integral equation (4.62), together with the estimates (4.61), (4.63), (4.43) and (4.55), we apply Lemma 3.2 for (w 1 , w 2 ) = (W K 1 , W K 2 ) to obtain P(|W K 1 (s) − W K 2 (s)| ≤ CK Combining (4.70) and (4.72), we concludes the desired result (4.68).
Having established the hydrodynamic limit of the laggards W K and W K of the Atlas models Y and Y , we now return to proving Proposition 4.2(b), i.e. proving the hydrodynamic limit (4.7) of Z K (t) for t ∈ [σ K , T ]. We recall from Lemma 4.7 that we have a coupling of Z K and W K under which W K (t − , T ] ≥ 1 − CK −n .
Combining this with (4.68) yields
, T ] ≥ 1 − CK −n . As 4γ 3 > γ, the bounds (4.73) and (4.77) conclude the desired hydrodynamic limit (4.7) of Z K (t).
Proof of Theorem 1.2
We first settle Part(a). To this end, we fix an arbitrary strategy φ(t) = (φ i (t)) K i=1 , fix γ ∈ (0, 1 4 ) and n < ∞, and use C = C(γ, n) < ∞ to denote a generic constant that depends only on γ, n, and not on the strategy in particular. Our goal is to establish an upper on U K (∞) := lim t→∞ U K (t, Z K (0)), the total number of ever-surviving particles, scaled by 
