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Nomenclature
Organe Symbole de la variable Définition Unité
Roues vr et vd vitesse réelle du véhicule et vitesse désirée m.s−1
ωr vitesse à la roue rpm
Tr couple à la roue N.m
Pr puissance demandée à la roue W
Moteur ωth régime du moteur thermique rpm
Thermique Tth couple du moteur thermique N.m
Pth puissance mécanique du moteur thermique W
Rth ratio entre ωth et ωr −
Q débit carburant g.s−1
Machine ωe régime de la machine électrique rpm
Électrique Te couple de la machine électrique N.m
Pm puissance mécanique de la machine électrique W
Re ratio entre ωe et ωr −
Génératrice ωgen régime de la génératrice rpm
Tgen couple de la génératrice N.m
Pgen puissance électrique de la génératrice W
Rgen ratio entre ωth et ωgen −
Batterie Ubat tension à l’entrée du Step-Up V
Pbat puissance électrique de la batterie W
ibat courant de la batterie A
Rbat résistance interne de la batterie Ω
Step-Up Ue tension à la sortie du Step-Up V
Pelec puissance électrique à l’entrée du Step-Up W
Pe puissance électrique à la sortie du Step-Up W
PS pertes dans le Step-Up W
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Introduction Générale
Contexte
L’augmentation continue de la consommation énergétique mondiale dédiée à la mobilité pose
des enjeux environnementaux majeurs. Selon le rapport de 2015 de l’AIE (Agence Internationale
de l’Énergie) [11], le secteur du transport représente 30% de la consommation énergétique mon-
diale. La source d’énergie utilisée par ce secteur est majoritairement du pétrole occupant une
part de 75%. Ceci montre à quel point le transport est fortement dépendant d’une énergie non-
renouvelable et sujette à l’épuisement. En plus de cette dépendance énergétique, la conversion
de l’énergie chimique du carburant en énergie mécanique par les moteurs thermiques produit
des émissions polluantes dans l’air (NOx, CO, HC et les particules). Cette conséquence est un
danger considérable pour l’équilibre environnemental mais aussi un danger de l’ordre de santé
publique. Selon les estimations de l’OMS (Organisation Mondiale de la Santé)[10], la pollution
de l’air aurait provoqué des maladies non transmissibles chez presque 30% de la population
mondiale. C’est pourquoi, les gouvernements ont pris des mesures anti-pollution afin de réduire
ces effets néfastes. En Europe, les normes Euro anti-pollution ont été mises en place afin de
réglementer la production des polluants par les véhicules [42]. Les emissions de CO2 sont éga-
lement concernées par la réglmentation imposée par l’Europe qui a comme objectif de réduire
de −40% ces émissions entre 2007 et 2021 [75]. A Bruxelles, les voitures de plus de 20 ans qui
ne respectent pas les normes Euro sont interdites à la circulation. Dernier exemple, la mobilité
propre (électrique) est encouragée par les gouvernements sous la forme de prime à l’achat d’une
voiture électrique. Par ailleurs, l’évolution vers la baisse du coût de la production des énergies
renouvelables encourage fortement la transition énergétique de l’énergie fossile vers l’électricité
propre. A titre d’exemple, depuis 2010, le coût des nouvelles centrales solaires photovoltaïques
a baissé de 70%, celui de l’éolien de 25% et le coût des batteries de 40% (source : rapport 2017
de l’AIE [12]).
Du côté des constructeurs automobile, on considère que l’hybridation électrique des véhicules
est une solution efficace pour respecter les normes anti-pollution de plus en plus strictes ainsi
que pour réduire la forte dépendance à l’énergie fossile. Ce type de véhicule a été introduit sur le
marché de l’automobile par Toyota en 1997 avec la première Prius. L’utilisation de l’électricité
permet aux véhicules hybrides électriques de réduire leur consommation d’hydrocarbures ainsi
que leurs émissions polluantes grâce à :
— la possibilité d’arrêter le moteur thermique et de se déplacer en tout électrique.
— la possibilité de récupérer de l’énergie cinétique pendant les phases de freinage.
— la possibilité d’optimiser l’utilisation de l’énergie entre le carburant et l’électricité.
— la possibilité de déplacer les points de fonctionnement du moteur thermique vers des zones
à meilleur rendement.
Le premier point évoqué dans les avantages qu’offre l’hybridation électrique, à savoir, réduire
la consommation énergétique du véhicule, constitue l’objectif général de cette thèse. Autrement
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dit, on veut élaborer une optimisation énergétique permettant de réduire la consommation totale
du véhicule. Cette optimisation est aussi appelée "la gestion d’énergie". Elle consiste à calculer
les commandes optimales minimisant la consommation énergétique.
La résolution du problème d’optimisation énergétique du véhicule hybride électrique a été
largement traitée dans la littérature par les différentes méthodes d’optimisation. Les approches
de gestion d’énergie du véhicule hybride sont généralement classées en deux types : en-ligne
ou hors-ligne. Les stratégies en-ligne sont conçues pour être embarquées dans le véhicule où le
problème d’optimisation est résolu instantanément (en temps réel). Parmi les méthodes en-ligne
les plus connues, on cite :
— les méthodes heuristiques [25, 58, 9]. Elles sont définies par des règles basées sur des
connaissances énergétiques empiriques du véhicule. Exemple : en considérant que le mo-
teur thermique est la principale source de pertes d’énergie, on choisit de maximiser son
rendement dans n’importe quelle situation.
— l’ECMS (Equivalent Consumption Minimization Strategy) [50, 48, 15, 59, 60, 61, 64, 65].
Comme son nom l’indique, elle se base sur la minimisation de la consommation équivalente
qui prend en compte les deux sources d’énergie en introduisant un facteur de pondération
ajustable entre l’énergie thermique et l’énergie électrique. Ce facteur de pondération a un
lien direct avec le facteur de Lagrange défini dans le Principe du Maximum de Pontryagin.
— la programmation dynamique stochastique [34, 30, 24, 45]. Elle consiste à calculer hors-
ligne la commande optimale par programmation dynamique basée sur des probabilités,
généralement embarquée sur véhicule sous forme de cartographies.
— le MPC (Model Predictive Control) [6, 31, 67, 69, 68, 77]. Son principe est de calculer la
commande optimale sur un horizon futur glissant en se basant sur les informations fournies
par le système de navigation.
Concernant les méthodes hors-ligne, elles sont appliquées sur un trajet bien défini, ainsi,
elles ont toutes les informations nécessaires pour déterminer l’optimum global. En effet, elles se
basent sur une parfaite connaissance du trajet ainsi que de l’ensemble des événements agissant
sur le véhicule. Le rôle de ces stratégies est de déterminer l’optimum global qui servira de réfé-
rence afin d’évaluer les performances de la solution embarquée. Les stratégies hors-ligne les plus
connues sont la programmation dynamique et le Principe de Maximum de Pontryagin (PMP)
qui sera présenté dans la section 1.3.2 puis utilisé pour résoudre notre problème d’optimisation.
La programmation dynamique est basée sur le principe de Bellman [4] qui est le suivant : " Une
suite de décisions est optimale si, quels que soit l’état et la décision initiale considérée sur la
trajectoire qui lui est associée, la suite de décisions ultérieures est optimale vis-à-vis de l’état
résultant de la première décision." Les principales étapes de la programmtion dynamique sont :
discrétiser les variables d’optimisation (états, commandes), diviser le problème d’optimisation en
sous-problèmes et les résoudre itérativement de manière rétrograde en partant de l’instant final
vers l’instant initial. Pour chaque sous-problème, le coût de transition ainsi que le coût restant
sont minimisés. Le coût de transition est le coût de l’application de la commande sur un état
à un instant donné. Le coût restant est celui de la trajectoire optimale afin d’atteindre l’état
final à partir de l’état courant. Parmi les travaux réalisés dans la programmation dynamique
pour la gestion d’énergie du véhicule hybride, on cite : [51, 13, 14, 46], et dans le PMP, on cite :
[62, 32, 23, 76].
Dans cette thèse, nous nous intéressons tout particulièrement à l’aspect numérique des mé-
thodes d’optimisation qu’elles soient en-ligne ou hors-ligne. La programmation dynamique est
par construction une méthode purement numérique. En effet, elle se base sur la discrétisation
des commandes et des états continus pour le calcul du critère d’optimisation. De même pour
le PMP, il a également été utilisé numériquement [39]. L’optimisation numérique présente deux
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principaux inconvénients : le coût en temps de calcul et en mémoire. En effet, si le nombre ou/et
la taille des variables d’optimisation augmentent, le temps de calcul et la mémoire augmentent
d’une manière exponentielle. Afin de remédier à ces deux problèmes, la communauté scienti-
fique s’est intéressée récemment à l’optimisation convexe [8]. Cette méthode se base sur le calcul
analytique et explicite de l’optimum en utilisant la modélisation convexe. Dans une approche
convexe, le critère d’optimisation, en l’occurrence la consommation énergétique, est approximé
par des modèles convexes. De nombreux travaux ont été réalisés dans cette voie pour la gestion
d’énergie [1, 28, 20, 44, 33, 52, 27, 79, 78] et pour l’optimisation du dimensionnement [40, 79] du
véhicule hybride électrique. L’optimisation analytique a été le plus souvent utilisée pour le calcul
de la répartition optimale de couple (ou de puissance) qui est une variable continue, pour l’hy-
bride parallèle [40, 44, 33, 52, 27, 79, 78] ainsi que pour l’hybride série [1, 20, 78]. En revanche,
pour calculer les commandes optimales discrètes (état du moteur thermique, rapport de boite,
état de la machine électrique,...), elle est moins utilisée. A titre d’exemple, dans [40], l’état du
moteur thermique a été décidé a priori en utilisant une méthode heuristique. L’optimisation de
l’état du moteur thermique ainsi que le rapport de boite a été effectuée numériquement en utili-
sant la programmation dynamique dans [44]. Néanmoins, dans [20, 52], l’état optimal du moteur
thermique et celui de la machine électrique ont été déterminés analytiquement en utilisant le
PMP.
Dans [1, 79, 78], les auteurs proposent une approche de comparaison exhaustive qui combine
l’analytique et le numérique, cette méthode est appelée "SHM : Selective Hamiltonian Mini-
mization". Dans cette thèse, nous proposons un calcul analytique et direct de la puissance
optimale du moteur thermique pour les architectures parallèle, bi-parallèle et série ainsi que le
régime optimal du moteur thermique pour la configuration parallèle.
Motivations
Les travaux de cette thèse s’inscrivent dans le cadre de la synthèse des lois de gestion d’énergie
embarquées d’un véhicule hybride électrique. Étant une thèse CIFRE avec Renault, ces travaux
ont été menés en concordance avec un projet interne Renault sur un véhicule hybride. Les
verrous industriels de ce projet ont été l’objet et la source des problématiques de cette thèse.
Les principales problématiques traitées durant les 3 années de thèse sont :
1. réduire le temps de calcul.
2. réduire l’espace mémoire occupé par la gestion d’énergie.
3. garantir la régularité des commandes.
4. exploiter le maximum du potentiel du système.
5. faciliter la compréhension et la mise au point des commandes pour l’implémentation sur
véhicule.
6. introduire dans la gestion d’énergie un nouvel organe d’électronique de puissance : l’éléva-
teur de tension.
Les objectifs 1 à 5 ont été posés après avoir rencontré les problèmes suivants :
— la méthode numérique basée sur la discrétisation des variables d’optimisation est très
coûteuse en termes de temps de calcul et de mémoire [38].
— l’optimalité de la solution numérique dépend fortement de la finesse de la discrétisation
[70, 74].
— l’interprétation et la compréhension de la solution numérique sont parfois très difficiles.
Par exemple, si cette solution présente un comportement de pompage (changement de
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valeur brusque et fréquent), l’identification des causes de ce phénomène n’est pas chose
facile. C’est pourquoi, rendre la solution explicite permettra d’identifier en amont ce type
de problème afin de l’éviter lors de l’implémentation. Ce phénomène peut être lié à la
singularité de la solution. En effet, comme démontré dans [16, 17, 26], le contrôle optimal
du véhicule hybride peut être singulier sous certaines conditions. De plus, rendre le contrôle
explicite permettra de simplifier et de faciliter sa réalisation. En effet, dans la chaine
de production d’une loi de gestion d’énergie, de la conception à l’industrialisation, les
ingénieurs qui s’occupent de son développement ne sont pas forcément chargés de sa mise
au point. Pour cela, faciliter le transfert et la compréhension des informations entre les
différents intervenants est un gain important.
Pour toutes ces raisons, cette thèse a été dirigée avec l’objectif de concevoir des stratégies ana-
lytiques (explicites) pour la gestion d’énergie du véhicule hybride. Pour cela, nous avons choisi
d’utiliser l’optimisation convexe. Cette méthode est composée par deux étapes : la modélisation
convexe puis le calcul analytique des commandes. La modélisation convexe est une étape fonda-
mentale car, d’une part, un problème d’optimisation est dit convexe si et seulement si le critère
à minimiser est une fonction convexe, les contraintes inégalités sont des fonctions convexes et
les contraintes égalités sont des fonctions affines [8]. D’autre part, le calcul des commandes se
repose entièrement sur les modèles convexes. Par ailleurs, cette modélisation permet de lisser les
mesures expérimentales. C’est pourquoi, nous avons dédié une grande partie du chapitre 1 à la
modélisation convexe et à sa validité.
L’objectif 6 a abouti à la principale contribution applicative de cette thèse. D’un point de
vue industriel, l’élévateur de tension a été ajouté dans le but d’augmenter les performances du
véhicule. En effet, le rôle de cet organe est d’élever la tension de la batterie ce qui augmentera
la puissance mécanique maximale que peut produire la machine électrique en mode moteur ou
absorber en mode générateur. De notre point de vue, nous nous sommes intéressés à étudier
l’impact de cet organe sur la consommation énergétique. Pour cela, la tension d’alimentation
a été ajoutée comme variable d’optimisation dans la gestion d’énergie. Cette démarche a été
explorée par Toyota et publiée dans le brevet [71] pour un véhicule hybride contenant deux
machines électriques. Dans ce brevet, les auteurs montrent que les pertes des machines électriques
dépendent de la tension d’alimentation. En suite, ils proposent de calculer hors-ligne la tension
optimale minimisant ces pertes, puis l’embarquer sous la forme d’une cartographie en fonction
des couples et régimes des machines électriques. Le calcul de cette solution est basé sur une
méthode heuristique. Les auteurs ont défini dans la cartographie deux zones, une zone où la
tension n’est pas élevée et donc elle est égale à la tension de la batterie ; et une deuxième zone
où la tension est élevée à un certain niveau qui correspond probablement à une tension maximale.
La solution proposée par [71] peut ne pas être optimale dans certains cas car la discrétisation
de la tension n’est pas assez fine. Ainsi, la minimisation de la consommation énergétique peut
ne pas être réalisée. C’est pourquoi, nous proposons une méthode plus précise et en-ligne afin
d’exploiter le maximum de chance de gain énergétique. Le chapitre 5 est dédié à l’optimisation
de la tension pour minimiser la consommation énergétique.
Ce mémoire est composé de 5 chapitres :
1. Le chapitre 1 est consacré à la définition du véhicule hybride électrique, d’une manière
générale, et en particulier, celle du véhicule étudié dans le cadre du projet Renault. Il
contient aussi la modélisation énergétique convexe et non-convexe. A la fin de ce chapitre,
le problème d’optimisation énergétique est posé, suivi par la présentation de la méthodolo-
gie analytique qui consiste en : une modélisation convexe des consommations énergétiques,
le calcul des commandes optimales analytiquement et la validation des commandes analy-
tiques sur un simulateur de véhicule.
2. Le chapitre 2 traite l’application de la méthodologie analytique sur l’architecture parallèle.
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Les variables d’optimisation traitées dans ce chapitre sont : la répartition de puissance
calculée en utilisant deux modèles différents de la machine électrique (affine et quadratique
voir chapitre 1), la gestion de l’état du moteur thermique et l’optimisation du régime du
moteur thermique pour une boite de vitesses à rapports discrets puis continus. Les résultats
de simulation permettant de valider les commandes analytiques seront également présentés.
3. Le chapitre 3 est dédié à l’architecture bi-parallèle. La variable d’optimisation de ce cha-
pitre est la répartition de puissance entre le moteur thermique et les machines électriques.
Dans un premier temps, nous allons montrer comment appliquer la méthodologie ana-
lytique sur cette configuration. A la fin de ce chapitre, les résultats de validation des
commandes analytiques seront présentés.
4. Le chapitre 4 montre comment appliquer la méthodologie analytique sur l’architecture
série ainsi que les résultats de simulation. Les variables d’optimisation de ce chapitre sont
la puissance électrique produite par la génératrice ainsi que son régime.
5. Le chapitre 5 est dédié à l’optimisation énergétique d’un véhicule hybride équipé par un
élévateur de tension. La variable d’optimisation dans ce chapitre est la tension. Nous
étudierons en particulier dans le dernier chapitre, l’impact sur la consommation énergétique
(gain ou perte) causé par l’élévateur de tension. Cette étude est réalisée en comparant
le véhicule équipé d’un élévateur de tension à des véhicules similaires ne contenant pas
d’élévateur de tension.
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Chapitre 1
Le Véhicule Hybride Électrique : sa
modélisation et sa problématique de
gestion d’énergie
Ce chapitre est dédié au véhicule hybride électrique (Hybrid Electric Vehicle : HEV) : de sa
définition à sa supervision énergétique. Dans la première section, nous citerons d’abord les dif-
férents types et architectures des véhicules hybrides électriques, puis, l’architecture du véhicule
étudié dans cette thèse sera présentée. La section 1.2 traite la modélisation énergétique et dyna-
mique du véhicule ainsi que celles de ses composants. Concernant la modélisation énergétique,
chaque organe sera représenté par un modèle de référence ainsi que par un modèle convexe.
Les modèles de référence sont utilisés, d’une part, pour l’identification des modèles convexes.
D’autre part, ils sont utilisés pour la validation des commandes analytiques. Quant aux modèles
convexes, ils serviront pour la synthèse des commandes analytiques. Finalement, la section 1.3
présente le problème d’optimisation et la méthode choisie pour le résoudre.
1.1 Définition
Le véhicule hybride, au sens large, est un véhicule qui utilise au moins deux sources d’énergies
pour se mouvoir dont une est réversible. En général, l’une des sources d’énergie est l’énergie fos-
sile. Cette dernière est combinée avec une source d’énergie réversible : électrique, pneumatique,
hydraulique ou mécanique. Les travaux de cette thèse ont été menés sur le véhicule thermique
- électrique qui utilise deux sources d’énergie : l’énergie thermique provenant du carburant
(essence, diesel ou gaz naturel), et l’énergie électrique provenant d’un (ou des) élément(s) de
stockage (batterie, super-condensateur). Il est composé par : un moteur thermique ainsi qu’une
(ou des) machine(s) électrique(s) alimentée(s) par une batterie. Le principal avantage du vé-
hicule hybride électrique par rapport au véhicule conventionnel est son potentiel à réduire sa
consommation en énergie ainsi que ses émissions polluantes. En effet, l’énergie électrique offre
au véhicule :
— la possibilité de se déplacer en tout électrique sans aucune émission polluante,
— la récupération d’une partie de l’énergie cinétique au freinage,
— la réduction de la cylindrée du moteur thermique tout en conservant le même niveau de
performances que celui d’un véhicule conventionnel de puissance équivalente.
— placement des points de fonctionnement des organes dans les zones de meilleur rendement.
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1.1.1 Types
Les véhicules hybrides électriques sont classés suivant le nombre, le positionnement et/ou
la taille de leurs organes. Il existe deux grandes familles de véhicules hybrides électriques :
les rechargeables et les non-rechargeables. Les deux types de véhicules sont composés par les
mêmes organes cités ci-dessus. Par ailleurs, comme le montre la figure 1.1, l’hybride rechargeable
comporte de plus une prise électrique. Cette prise permet de recharger la batterie à partir d’une
source d’électricité extérieure au véhicule.
Prise 
Electrique
Reservoir de 
Carburant
Moteur 
Thermique
Machine 
Electrique
Batterie
Transmission
Figure 1.1 – Véhicule Hybride Électrique Rechargeable
Les véhicules hybrides peuvent être également classés selon le niveau d’hybridation. Cet
indicateur est défini par la taille de la motorisation électrique ainsi que par la capacité de la
batterie. En effet, selon le dimensionnement de ces dernières, la capacité du véhicule à assurer
la traction purement électrique varie. Les différents types de véhicules hybrides en fonction de
leur niveau d’hybridation sont :
— les Micro-Hybrides : ils sont équipés d’un alterno-démarreur (Stop&Start) qui coupe le
moteur lors d’un arrêt et le réactive au démarrage. Ce système est intéressant en ville
et présente un gain de 1 à 2% en consommation de carburant par rapport à un véhicule
thermique conventionnel.
— Les Mild-Hybrides : ils sont également équipés d’un système Stop&Start mais aussi des
systèmes d’assistance électrique et de récupération d’énergie au freinage. L’économie en
consommation de carburant, comparé au véhicule conventionnel, peut atteindre les 10%.
— Les Full-Hybrides : ils disposent d’une motorisation électrique plus importante et plus
puissante. Ceci permet au véhicule de rouler en tout électrique. Le gain en consommation
de carburant est généralement supérieur à 10% (dépend du cycle de roulage).
Dans cette thèse, le véhicule étudié est un Full-Hybride non-rechargeable. Néanmoins, les
travaux réalisés sont également applicables sur les Full-Hybrides rechargeables.
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1.1.2 Architectures
L’architecture du véhicule hybride est généralement définie par le positionnement de ses
composants. Nous étudierons, dans cette thèse, les architectures suivantes :
— L’architecture Série : dans cette configuration (figure 1.2), le véhicule est composé par un
moteur thermique et deux machines électriques : une qui fonctionne en tant que génératrice
et une autre qui assure entièrement la traction du véhicule en phase d’accélération ou le
freinage récupératif en phase de décélération. Le moteur thermique entraîne la génératrice
qui recharge la batterie et/ou alimente en électricité la machine de traction. Le moteur
thermique n’est pas lié mécaniquement aux roues dans ce cas. D’un point de vue gestion
d’énergie, cette architecture permet la mise en place d’une stratégie simple : placement du
moteur thermique sur son meilleur rendement, et ce quelque soit le type de roulage. En
revanche, l’énergie provenant du moteur thermique traverse une cascade de rendement en
passant par : la génératrice puis la batterie pour arriver en finalité à la machine de traction.
Ceci engendre la dégradation du rendement énergétique global du Groupe Moto-Propulseur
(GMP).
Moteur Thermique Carburant 
ME1
Génératrice Moteur Electrique 
Batterie
ME2
Lien Mécanique
Lien Electrique
𝑇r𝜔r
𝑃 t
𝜔t𝑇t 𝑃 en 𝑃e
Figure 1.2 – Architecture Série
— L’architecture Parallèle : dans cette configuration (figure 1.3), le véhicule est composé par
un moteur thermique et une seule machine électrique. Le moteur thermique ainsi que la
machine électrique sont liés mécaniquement aux roues. La puissance mécanique aux roues
est égale à la somme des puissances mécaniques fournies par le moteur thermique et la
machine électrique. Cette architecture offre un degré de liberté en plus pour la gestion
de son énergie comparée à l’architecture série. En effet, il existe plusieurs combinaisons
d’utilisation du moteur thermique et de la machine électrique afin de réaliser la volonté
conducteur. L’exploitation de ce degré de liberté augmente la complexité des algorithmes
de gestion d’énergie.
— L’architecture Série-Parallèle : cette configuration est la combinaison des deux architectures
présentées ci-dessus. Le véhicule est composé dans ce cas par un moteur thermique et deux
machines électriques. Cette architecture permet de fonctionner en mode série (embrayage
ouvert) ou en mode parallèle (embrayage fermé) selon le type de roulage (figure 1.4).
En général, le mode le plus utilisé de cette configuration est le mode parallèle. Dans ce
mode, la puissance mécanique aux roues est égale à la somme des puissances mécaniques
fournies par le moteur thermique et les machines électriques. Dans cette thèse, le mode
série-parallèle correspond à un mode parallèle bi-machines ; appelé aussi bi-parallèle. Avec
cette architecture, les possibilités de maximiser le rendement énergétique du GMP selon
le type de roulage sont multiples. Cependant, sa gestion d’énergie peut s’avérer complexe.
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Moteur Thermique Carburant 
ME
Batterie
Lien Mécanique
Lien Electrique
Moteur Electrique 
Transmission
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Figure 1.3 – Architecture Parallèle
Moteur Thermique Carburant 
ME1
Moteur Electrique 1 
Batterie
Moteur Electrique 2 ME2
Lien Mécanique
Lien Electrique
𝑇r𝑇 𝜔r𝜔
𝑃 t
𝜔th𝑇th 𝑇e 𝜔e
𝑇e𝜔e
𝑃e
𝑃e Transmission
Embrayage 
Figure 1.4 – Architecture Série-Parallèle
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1.1.3 Présentation du GMP Étudié
Le GMP hybride étudié (figure 1.5) dans le cadre du projet interne Renault comporte une
particularité qui réside dans ses différents modes de fonctionnement. En effet, il comporte un
mode parallèle (embrayage 1 ouvert et embrayage 2 fermé), un mode série (embrayage 1 fermé
et embrayage 2 ouvert), et un mode bi-parallèle (embrayage 1 fermé et embrayage 2 fermé). Le
lecteur peut trouver plus de détails sur cette architecture dans [72, 39, 22].
Batterie
Machine 
Principale
Moteur 
Thermique
Machine 
Secondaire
Embrayage 2
BV MT 𝑅th
Embrayage 1
BV = Boite de Vitesses
Lien Mécanique
Lien Electrique
Step-Up
BV MP𝑅ME
Figure 1.5 – Véhicule Étudié
Le véhicule de la figure 1.5 est composé par :
— un moteur thermique essence (MT) lié mécaniquement aux roues via sa boite de vitesses
à 3 rapports discrets (Rth1, Rth2, Rth3).
— la machine principale (MP) liée mécaniquement aux roues via sa boite de vitesses à 2
rapports discrets (Re1, Re2).
— la machine secondaire (MS) connectée mécaniquement au moteur thermique via un réduc-
teur fixe (Rgen).
— deux embrayages qui permettent la sélection du mode désiré.
— un convertisseur DC/DC élévateur de tension (Step-Up) qui a pour rôle d’élever la tension
de la batterie afin d’augmenter les performances des machines.
— la batterie qui est connectée à la MP et à la MS via des convertisseurs d’électronique de
puissance dont le Step-Up.
Les modes cinématiques possibles sont (figure 1.6) :
(1) Les modes électriques purs (EV1 et EV2) et hybrides série (E-Drive1 et E-Drive2) : la
machine principale assure seule la traction du véhicule. Quant au moteur thermique : il
est soit éteint en mode EV ; soit il alimente la machine secondaire (génératrice) en mode
série.
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Figure 1.6 – Modes Cinématiques Possibles
(2) Les modes hybrides parallèle (HYB1, HYB2 et HYB3) : la machine principale est décon-
nectée. Le moteur thermique et la machine secondaire sont liés mécaniquement aux roues
et assurent la traction du véhicule.
(3) Les modes hybrides bi-parallèle (HYB11, HYB21, HYB31, HYB12, HYB22 et HYB32) :
le moteur thermique ainsi que les machines électriques sont tous liés mécaniquement aux
roues.
1.2 Modélisation et Hypothèses
1.2.1 Modélisation Énergétique
La modélisation énergétique (appelée aussi quasi-statique) se base sur les modèles énergé-
tiques des organes. Ces modèles sont le plus souvent sous la forme de cartographies de mesures
expérimentales de la consommation énergétique (appelés ici modèles de référence). Dans cette
thèse, afin de synthétiser des commandes optimales analytiques, ces mesures ont été représen-
tées par des modèles analytiques et convexes. Dans ce type de modélisation, les dynamiques
transitoires des organes sont négligées, il est supposé alors que les commandes sont réalisées
instantanément. De plus, le conducteur n’est pas modélisé, il est représenté par un profil de
vitesse de référence.
On définit alors l’optimisation quasi-statistique, illustrée par la figure 1.7, qui se base uni-
quement sur les modèles énergétiques. Cette approche sera utilisée dans le chapitre 2 sections
2.2 et 2.3.
Profil de Vitesse
Le profil de vitesse ou le cycle de vitesse est une référence de roulage qui fournit une vitesse
consigne et une pente en fonction du temps. Ce roulage doit être reproduit par le véhicule lors
des essais afin de mesurer sa consommation énergétique ainsi que ses émissions polluantes. En
Europe, les cycles de vitesse les plus connus sont : NEDC, WLTC et les ARTEMIS urbain,
routier et autoroutier représentés par la figure 1.8. Le cycle NEDC (New European Driving
Cycle) comporte un roulage urbain (de 0 à 800 s) ; et un roulage extra-urbain où la vitesse
atteint les 120 km/h durant les 400 dernières secondes. Cependant, il est souvent considéré
pas suffisamment représentatif de la conduite réelle. Les ARTEMIS (Assessment and Reliability
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Figure 1.7 – Modélisation et Optimisation Énergétiques Quasi-Statiques
of Transport Emission Models and Inventory Systems) ont été conçus à partir d’une base de
données de roulages réels en Europe [2] ; et sont classés par type de roulage. Finalement, le cycle
le plus récent est le WLTC (Worldwide harmonized Light vehicles Test Cycles) qui contient tous
les types de roulage. Dans cette thèse, les simulations seront réalisées sur les cycles ARTEMIS
et WLTC.
Véhicule
Le modèle longitudinal du véhicule permet de relier la vitesse instantanée du véhicule
v(t)[m.s−1] aux forces qu’il subit au même instant. Le véhicule est soumis au principe fon-
damental de la dynamique, on a alors :
Ftrac(t)− Faero(t)− Ff(t)− Fg(t) = mtotvecv̇(t)[N ] (1.1)
— Ftrac est la force motrice,
— Faero est la traînée aérodynamique donnée par :
Faero(t) =
1
2
.ρ.S.Cx.v2(t) (1.2)
où, ρ[kg.m−3] est la masse volumique de l’air, S[m2] est la surface frontale du véhicule et
Cx est le coefficient de traînée aérodynamique du véhicule,
— Ff sont les frottements des trains roulants ainsi que des pneumatiques sur la route.
— Fg(t) = mvecg sin(θpente) où g est l’accélération de la pesanteur, θpente est l’angle de la
pente.
— mvec[kg] est la masse du véhicule et mtotvec[kg] est la masse totale qui comprend la masse du
véhicule ainsi que les inerties des organes en rotation (θth et θME). Alors, elle est donnée
par :
mtotvec = mvec +
θthR
2
th + θMER
2
e
R2r
Où, Rr[m] est le rayon des roues. Rth et Re sont les ratios entre la vitesse des roues et la
vitesse des organes en rotation.
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Figure 1.8 – Profil de vitesse des cycles NEDC, WLTC, ARTEMIS urbain, routier et autoroutier
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Finalement, le couple aux roues, la vitesse de rotation des roues ainsi que la puissance aux roues
sont donnés par :
Tr(t) = Ftrac(t).Rr[Nm] (1.3)
ωr(t) =
v(t)
Rr
[rad.s−1] (1.4)
Pr(t) = Tr(t)ωr(t)[W ] (1.5)
Transmission
La transmission entre les roues et l’arbre est donnée par :
ωa(t) = ωr(t)Rboite (1.6)
Ta(t) =
{
Tr(t)
ηBoiteRboite
si Tr(t) ≥ 0
Tr(t)ηBoite
Rboite
si Tr(t) ≤ 0
(1.7)
Où, Ta, ωa sont le couple et la vitesse l’arbre. ηBoite est le rendement de la transmission.
En considérant les ratios Rth et Re entre la vitesse des roues et les vitesses du MT et de la
MP, alors on a :
ωth(t) = ωr(t)Rth (1.8)
ωe(t) = ωr(t)Re (1.9)
Moteur Thermique
Modèle de Référence Le moteur thermique est modélisé par sa consommation de carburant
nécessaire pour produire la puissance mécanique Pth. Cette consommation est exprimée par le
débit carburant Q. Son modèle de référence est sous la forme d’une cartographie (figure 1.9)
de mesures expérimentales du débit carburant correspondant à un certain nombre de points de
fonctionnement (régime ωth, couple Tth). Le modèle de référence (figure 1.9) est donné par :
Q(t) = ṁfuel(Tth(t), ωth(t)) (1.10)
Où, mfuel est la masse du carburant. La puissance mécanique produite par le moteur thermique
est donnée par : Pth = Tthωth. Elle est bornée en fonction du régime ωth (figure 1.10), comme
suit :
P th(ωth(t)) ≤ Pth(t) ≤ P th(ωth(t)) (1.11)
Modèle Convexe Dans la littérature, il existe deux modèles analytiques pour définir la
consommation des moteurs thermiques en fonction de leur couple :
— Le modèle quadratique, utilisé aussi bien pour les moteurs Diesel que pour les moteurs
essence [28, 20, 79, 67, 68, 78],
— Le modèle affine, souvent utilisé pour les moteurs Essence [33, 78].
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Figure 1.9 – Cartographie de consommation en débit carburant ṁfuel en fonction du régime
ωth et du couple Tth du moteur thermique (les données ont été normalisées pour des raisons de
confidentialité). La courbe verte correspond à la zone où le rendement du moteur est maximum.
Les courbes rouge et rose correspondent aux couples maximal et minimal du MT respectivement.
Figure 1.10 – Limitations de la puissance Pth en fonction du régime. Les courbes rouge et bleue
correspondent aux puissances maximale et minimale respectivement.
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Le modèle convexe du débit carburant Q utilisé dans cette étude est une fonction de Pth
affine par morceaux. Cette fonction est composée par deux morceaux identifiés à partir des
données expérimentales. Le premier morceau est inspiré des droites de Willans qui modélisent
la puissance mécanique en fonction du débit carburant [56].
Le modèle convexe du débit carburant représenté graphiquement dans la figure 1.11, est
donné par :
Q(Pth, ωth) =
{
a1Pth +Q0(ωth) si P th(ωth) ≤ Pth ≤ Plim(ωth)
a2(Pth − Plim(ωth)) +Qlim(ωth) si Plim(ωth) ≤ Pth ≤ P th(ωth)
(1.12)
t
t
0 𝒂
𝒂
tt
Figure 1.11 – Représentation graphique du modèle convexe du débit carburant Q en fonction
de la puissance Pth
Où, Qlim est égal à :
Qlim = a1Plim +Q0 (1.13)
Q0 correspond à la consommation au ralenti qui dépend du régime ωth. Il est modélisé comme
suit :
Q0(ωth) = q2ω
2
th + q1ωth + q0 (1.14)
Plim correspond à la puissance où le rendement du moteur thermique est maximum (produit de
la courbe verte dans la figure 1.9 et le régime ωth). Elle est modélisée en fonction du régime ωth
comme suit :
Plim(ωth) = p1ωth + p0 (1.15)
La figure 1.12 montre que le modèle analytique de Q reproduit correctement les mesures ex-
périmentales. En effet, l’erreur absolue de la figure 1.13 est faible par rapport aux mesures
expérimentales de la figure 1.9. De plus, nous avons calculé la RMSE (Root Mean Square Er-
ror) sur toute la plage de régime du moteur thermique. Cette dernière est inférieure à 5%. Les
modèles (1.14) et (1.15) de Q0(ωth) et Plim(ωth) ont également été validés comme le montre la
figure 1.14.
A partir de ces résultats d’identification, on peut émettre les hypothèses suivantes :
Hypothèse 1 0 < a1 < a2 comme le montre la figure 1.15,
Hypothèse 2 a1 et a2 sont quasiment constants en fonction du régime ωth. En effet, d’après
la figure 1.15, la variance de a1 est inférieure à 5% et celle de a2 est inférieure à 10%. Dans la
suite, le calcul est réalisé avec les moyennes de a1 et a2.
Hypothèse 3 D’après la figure 1.14, Q0 et Plim sont strictement croissants en fonction du
régime ωth. On en déduit que q2 > 0, q1 > 0 et p1 > 0.
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Figure 1.12 – Validation du modèle analytique de Q
Figure 1.13 – Erreur Absolue de la modélisation du débit carburant Q[g.s−1] sur tout le domaine
(régime, couple) du moteur thermique
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Figure 1.14 – Validation du modèle analytique de Q0 1.14 (haut) et celui de Plim 1.15 (bas) en
fonction du régime ωth
Hypothèse 4 L’intersection du deuxième morceau de Q avec l’axe des ordonnées est négative
pour toute la plage de régime ωth, comme le montre la figure 1.15 (Qlim(ωth)− a2Plim(ωth) < 0
ou a2Plim(ωth)−Qlim(ωth) < 0). On en déduit que : a2 >
∂Qlim
∂ωth
∂Plim
∂ωth
.
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Figure 1.15 – Variation des coefficients a1[%] et a2[%] (haut) et de {a2Plim − Qlim} (bas) en
fonction du régime (ωth)
Machines Électriques
Modèle de Référence Le modèle de la machine électrique est représenté par sa puissance
électrique Pe qui inclut sa puissance mécanique Pm ainsi que ses pertes. Les pertes de la machine
électrique sont des mesures expérimentales sous la forme de cartographies en fonction d’un
certain nombre de points de fonctionnements (régime ωe, couple Te, tension Ue) (figure 1.16).
Le modèle de référence de la puissance électrique Pe est donné par :
Pe(t) = Pm(t) + Pertes(Te(t), ωe(t), Ue(t)) (1.16)
Où, Te, ωe et Ue sont respectivement le couple, le régime et la tension d’alimentation de la
machine électrique. Quant à la puissance mécanique Pm, elle est donnée par : Pm = Teωe et est
limitée en fonction du régime ωe et de la tension Ue comme suit (figures 1.17) :
P e(ωe(t), Ue(t)) ≤ Pm(t) ≤ P e(ωe(t), Ue(t)) (1.17)
Modèle Convexe Les pertes de les machines électriques sont généralement modélisés par
un polynôme quadratique en fonction du couple et du régime [28, 20, 33, 79]. Concernant la
dépendance des pertes par rapport à la tension, en se basant sur les mesures expérimentales, on
peut constater qu’elles évoluent en fonction la tension en quadratique. La puissance électrique
Pe (1.16) peut être modélisée comme un polynôme du second degré en fonction de Te, ωe et Ue :
Pe(Te, ωe, Ue) =
{
b−2 (ωe, Ue)T
2
e + b
−
1 (ωe, Ue)Te + b0(ωe, Ue) si T e(ωe, Ue) ≤ Te ≤ 0
b+2 (ωe, Ue)T
2
e + b
+
1 (ωe, Ue)Te + b0(ωe, Ue) si 0 ≤ Te ≤ T e(ωe, Ue)
(1.18)
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Figure 1.16 – Exemple de cartographie des pertes à tension constante en fonction du couple
et du régime de la machine électrique (les données ont été normalisées pour des raisons de
confidentialité)
Figure 1.17 – Limitations de la puissance Pm en fonction du régime et de la tension
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Où, les paramètres b±2 (ωe, Ue), b
±
1 (ωe, Ue) et b0(ωe, Ue) sont modélisés comme des polynômes
du second degré :
b±2 (ωe, Ue) =
2
∑
n=0
2
∑
m=0
α±nmU
n
e ω
m
e (1.19)
b±1 (ωe, Ue) =
2
∑
n=0
2
∑
m=0
β±nmU
n
e ω
m
e (1.20)
b0(ωe, Ue) =
2
∑
n=0
2
∑
m=0
γnmU
n
e ω
m
e (1.21)
Afin de valider le modèle (1.18), la moyenne par rapport à la tension de l’erreur absolue entre
les mesures (1.16) et le modèle analytique (1.18) a été calculée pour les deux machines. Les figures
1.18 et 1.19 représentent l’écart de modélisation de la machine principale et celui de la machine
secondaire respectivement. Ces écarts sont faibles par rapport aux mesures expérimentales avec
une RMSE inférieure à 10%. Ces résultats permettent de valider le modèle convexe (1.18).
Figure 1.18 – Écart de modélisation entre le modèle quadratique (1.18) et le modèle de référence
(1.16) de la puissance Pe pour tout le domaine (régime ωe, couple Te, tension Ue) de la machine
principale
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Figure 1.19 – Écart de modélisation entre le modèle quadratique (1.18) et le modèle de référence
(1.16) de la puissance Pe pour tout le domaine (régime,couple,tension) de la machine secondaire
Les modèles (1.19), (1.20) et (1.21) des coefficients b±2 (ωe, Ue), b
±
1 (ωe, Ue) et b0(ωe, Ue) de la
machine principale ont également été validés comme le montre les figures 1.20, 1.21, 1.22, 1.23
et 1.24. Les mêmes résultats ont été retrouvés pour la machine secondaire.
Figure 1.20 – Validation du modèle analytique de b+2 (ωe, Ue) en fonction du régime ωe (haut)
et de la tension Ue (bas)
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Figure 1.21 – Validation du modèle analytique de b−2 (ωe, Ue) en fonction du régime ωe (haut)
et de la tension Ue (bas)
Figure 1.22 – Validation du modèle analytique de b+1 (ωe, Ue) en fonction du régime ωe (haut)
et de la tension Ue (bas)
Figure 1.23 – Validation du modèle analytique de b−1 (ωe, Ue) en fonction du régime ωe (haut)
et de la tension Ue (bas)
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Figure 1.24 – Validation du modèle analytique de b0(ωe, Ue) en fonction du régime ωe (haut)
et de la tension Ue (bas)
Dans les chapitres 2 et 3, nous allons utiliser le modèle quadratique de Pe en fonction de la
puissance Pm, illustré graphiquement par la figure 1.25, qui peut être déduit à partir de (1.18)
en remplaçant Te par Pmωe :
Pe(Pm, ωe, Ue) =



b−2 (ωe,Ue)
ω2e
P 2m +
b−1 (ωe,Ue)
ωe
Pm + b0(ωe, Ue) si P e(ωe, Ue) ≤ Pm ≤ 0
b+2 (ωe,Ue)
ω2e
P 2m +
b+1 (ωe,Ue)
ωe
Pm + b0(ωe, Ue) si 0 ≤ Pm ≤ P e(ωe, Ue)
(1.22)
𝑃m𝑏0 0
𝑃e 𝑃m
𝑃e 𝑃e
𝒃+𝝎𝐞 , 𝒃+𝝎𝐞
𝒃−𝝎𝐞 , 𝒃−𝝎𝐞
Figure 1.25 – Représentation graphique du modèle quadratique de la puissance électrique Pe
en fonction de Pm
Les figures 1.26, 1.27 et 1.28 montrent que Pe évolue bien en quadratique en fonction de la
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puissance Pm, du régime ainsi que de la tension. On en déduit que le modèle analytique de Pe
(1.22) reproduit correctement les valeurs des mesures expérimentales.
Figure 1.26 – Validation du modèle analytique de Pe par rapport à Pm
Figure 1.27 – Validation du modèle analytique de Pe par rapport à ωe
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Figure 1.28 – Validation du modèle analytique de Pe par rapport à Ue
Le modèle quadratique (1.22) peut être simplifié en un modèle affine en fonction de Pm.
En effet, plus le régime de la machine augmente, plus le terme quadratique devient négligeable
(figure 1.29). Ce modèle sera utilisé notamment pour l’hybride série (chapitre 4) où le régime
de la génératrice est supérieur à 2000 rpm. Le modèle affine illustré par la figure 1.30 est donné
par :
Pe(Pm, ωe, Ue) =
{
a−(ωe, Ue)Pm + b(ωe, Ue) si P e(ωe, Ue) ≤ Pm ≤ 0
a+(ωe, Ue)Pm + b(ωe, Ue) si 0 ≤ Pm ≤ P e(ωe, Ue)
(1.23)
Où, a±(ωe, Ue) =
b±1 (ωe,Ue)
ωe
et b(ωe, Ue) = b0(ωe, Ue). L’écart de modélisation du modèle (1.23)
a été également calculé de la même manière que celui du modèle quadratique (1.22) pour des
régimes supérieurs à 2000 rpm. Il est représenté par les figures 1.31 et 1.32. Les écarts d’esti-
mation sont relativement faibles en fonction du couple et régime de la machine électrique. On
peut constater que plus le couple (en valeur absolue) est faible, plus l’erreur de modélisation
est élevée. En effet, le modèle linéaire n’est pas représentatif autour du couple nul car le terme
quadratique négligé b±2 est prépondérant dans ces zones là.
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Figure 1.29 – L’évolution du coefficient du terme quadratique b
−
2 (ωe,Ue)
ω2e
en fonction du régime
ωe
𝑃m0
𝑃e 𝑃m
+
−
𝑃e 𝑃e
Figure 1.30 – Représentation graphique du modèle affine de ma puissance électrique Pe en
fonction de Pm
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Figure 1.31 – Écart de modélisation entre le modèle affine (1.23) et le modèle de référence
(1.16) de la puissance Pe de la machine principale
Figure 1.32 – Écart de modélisation entre le modèle affine (1.23) et le modèle de référence
(1.16) de la puissance Pe de la machine secondaire
Les paramètres a− et a+ ne sont rien d’autre que le rendement et l’inverse du rendement
de la machine électrique (figure 1.33). Quant à b, il représente les pertes à vide de la machine
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(figure 1.24). D’après ces résultats, on peut émettre les hypothèses suivantes :
Hypothèse 5 b±2 > 0, ∀ωe comme le montre les figures 1.20 et 1.21.
Hypothèse 6 D’après les figures 1.33 et 1.24, a− et b sont croissants en fonction du régime ωe
et a+ est décroissant en fonction du régime ωe.
Hypothèse 7 0 < a− < 1 et a+ > 1, ∀ωe comme le montre la figure 1.33.
Figure 1.33 – Le rendement (a−) et l’inverse du rendement (a+) de la machine électrique en
fonction du régime
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Le tableau récapitulatif 1.1 présente les performances ainsi que l’utilisation des deux modèles
électriques : linéaire et quadratique.
Modèle Précision Simplification Utilisation
Linéaire + ++ 1. optimisation de la répartition de puissance
en hybride parallèle (chapitre 2)
2. optimisation de la puissance de la génératrice
en hybride série (chapitre 4)
Quadratique ++ + 1. optimisation de la répartition de puissance
en hybride parallèle (chapitre 2)
2. optimisation de la répartition de puissance
en hybride bi-parallèle (chapitre 3)
Table 1.1 – Performances et utilisation des modèles énergétiques de la machine électrique
Batterie
La batterie est modélisée, comme le montre la figure 1.34, par un circuit comportant une
source de tension OCV à vide et une résistance Rbat (représentant les pertes dans la batterie)
[3]. Le modèle énergétique de la batterie est donné par :
Pbat(t) = OCV (SoC)ibat(t)[W ] (1.24)
Pbat(t) = Pelec(t) +Rbat(SoC)i
2
bat(t) (1.25)
L’état de charge de la batterie (SoC) est défini par :
˙SoC(t) = − ibat(t)
Qmax
(1.26)
Où, Qmax[C] est la charge maximale de la batterie. La tension OCV et la résistance Rbat
dépendent de l’état de charge de la batterie comme le montre la figure 1.35. On définit également
l’état d’énergie de la batterie (SoE) par :
˙SoE(t) = −OCV (SoC)ibat(t)
Emax
(1.27)
Où, Emax = OCV Qmax[J ] est l’énergie maximale de la batterie. SoE[%] est limité comme suit :
SoEmin ≤ SoE(t) ≤ SoEmax (1.28)
Élévateur de Tension (Step-Up)
Le Step-Up utilisé dans cette étude est un élévateur de tension de type deux quadrants
[57, 29]. Il peut être représenté par le circuit électrique de la figure 1.36. Il est composé par deux
IGBT (Insulated Gate Bipolar Transistor) T1 et T2, deux diodes D1 et D2 et une self RSelf .
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𝑂𝐶
𝑅 t
t
𝑖 t
Elévateur de 
tension
(Step-Up)
e
Figure 1.34 – Circuit électrique représentant la batterie
Figure 1.35 – Évolution de la tension à vide OCV d’une cellule (bas) ainsi que de la résistante
Rbat (haut) de la batterie en fonction de son état de charge SoC
Ubat
Self
T1 D1
T2 D2
Ue
Figure 1.36 – Circuit Électrique modélisant le Step-Up
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Le modèle énergétique du Step-Up est donné par :
Pelec = Pe + PS (1.29)
Où, PS sont les pertes dans le Step-Up, Pelec est la puissance à l’entrée du Step-Up et Pe est
la puissance à la sortie du Step-Up. Les pertes dans le Step-Up comprennent les pertes par
conduction et les pertes par commutation :
PS = PConduction + PCommutation[W ] (1.30)
Les pertes par commutation PCommutation et par conduction PConduction sont données par :
— Quand Ue = Ubat, l’IGBT T1 est ouvert. Si le courant est positif (fonctionnement moteur),
seule la diode D2 conduit. Pour le fonctionnement générateur, seul l’IGBT T2 conduit.
Alors, dans ce cas, PCommutation = 0 et PConduction est donnée par :
PConduction =
{
(RSelf +RD2)i
2
bat si Pe ≥ 0
(RSelf +RT2)i
2
bat si Pe < 0
(1.31)
— Quand Ue > Ubat : L’IGBT T1 est ouvert pendant la fraction r de la période T du
convertisseur. Le reste du temps de la période T , c’est la diode D1 qui est ouverte. Alors,
les pertes par commutation sont données par :
PCommutation = (rVT1 + (1− r)VD1)ibat (1.32)
De même, L’IGBT T2 conduit pendant la fraction rT . Le reste du temps de la période T ,
c’est la diode D2 qui conduit. Alors, les pertes par conduction sont données par :
PConduction = (RSelf + rRT2 + (1− r)RD2)i2bat (1.33)
où, VT1 est la chute de tension aux bornes de l’IGBT T1, VD1 est la chute de tension aux
bornes de la diode D1, RSelf [Ω] est la résistance de la self, RT2 [Ω] est la résistance de
l’IGBT T2, RD2 [Ω] est la résistance de la diode D2 et r est le rapport cyclique défini par :
r = Ue−Ubat
Ue
.
Finalement, le courant ibat peut être calculé à partir des équations (1.24), (1.25), (1.29),
(1.32) et (1.33) comme suit :
Pbat = OCV ibat = Pelec +Rbati
2
bat
Ce qui équivaut à :
OCV ibat = Pelec +Rbati
2
bat
= Pe + PS +Rbati
2
bat
= Pe + PConduction + PCommutation +Rbati
2
bat
= Pe + (Rbat +RSelf + rRIGBT + (1− r)RDiode)i2bat + (rVIGBT + (1− r)VDiode)ibat
Alors, ibat est solution de l’équation du second degré :
(Rbat +RSelf + rRIGBT + (1− r)RDiode)i2bat + (rVIGBT + (1− r)VDiode −OCV )ibat + Pe = 0
Pour simplifier l’écriture de l’équation ci-dessus, on pose :
Rtotale = Rbat +RSelf + rRIGBT + (1− r)RDiode
Utotale = OCV − (rVIGBT + (1− r)VDiode)
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L’équation du second degré admet deux solutions. En appliquant les lois de Kirchhoff, la solution
retenue est :
ibat =
Utotale −
√
U2totale − 4RtotalePe
2Rtotale
(1.34)
Pour le chapitre 5, en considérant la résistance équivalente Rtotale qui inclue les résistances du
Step-Up ainsi que la résistante interne de la batterie, on écrira :
Pbat = Pe + PS (1.35)
Dans les chapitres 2, 3 et 4, afin de simplifier la résolution analytique, nous supposerons que les
pertes de la batterie ainsi que celles du step-up sont négligeables devant les puissances électriques
des machines. Autrement dit :
Hypothèse 8 Pbat ≈ Pe. Cette hypothèse sera validée par les résultats de simulation.
A la suite de la modélisation quasi-statique, nous allons présenter un autre type de modéli-
sation : la modélisation dynamique. Elle consiste à représenter les dynamiques transitoires des
différents organes.
1.2.2 Modélisation Dynamique
La modélisation dynamique prend en compte les transitoires des organes. En effet, chaque
organe possède un temps de réponse pour réaliser une certaine consigne. Pour cela, tous les
organes sont représentés par des modèles dynamiques qui prennent en compte leur temps de
réponse [38]. Dans cette démarche, le conducteur est également modélisé par un régulateur de
vitesse qui a pour objectif de minimiser l’écart entre la vitesse réelle du véhicule (vr) et la
vitesse consigne (vd). Cette régulation prend en compte les dynamiques ainsi que les inerties du
véhicule. L’approche dynamique, appelée aussi MIL (Model In the Loop), est représentée par la
figure 1.37. Dans cette configuration, la supervision énergétique est en communication continue
avec l’ensemble des organes du véhicule. Le schéma de la figure 1.37 présente les différents
interlocuteurs de la supervision énergétique. Parmi ces interlocuteurs, il y a le véhicule (modèle
véhicule), qui est chargé de transmettre en temps réel la valeur de la puissance à la roue (Pr)
demandée par le conducteur. De même, les différents organes (moteur thermique, machines
électriques, batterie,...) communiquent leur point de fonctionnement à la supervision énergétique.
En retour, la supervision énergétique calcule les points de fonctionnement optimaux (T optth , ω
opt
th ,
Uopte ,...) et les renvoie aux organes sous la forme de consigne. Ainsi, à titre d’exemple, pour
le calcul du couple optimal du moteur thermique (T optth ), qui dépend du régime de ce dernier,
l’optimisation énergétique reçoit la valeur réelle du régime du moteur thermique (ωcth) de la part
de la transmission.
La présentation de la modélisation s’achève à ce niveau. La suite du chapitre est consacrée à
l’optimisation énergétique : formulation du problème d’optimisation, présentation de la méthode
l’optimisation utilisée (le PMP) et définition de la méthodologie analytique.
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Figure 1.37 – Position de l’Optimisation Énergétique dans un simulateur de véhicule (environ-
nement MIL)
1.3 Supervision Énergétique
Dans le cadre de la synthèse des lois de gestion d’énergie du véhicule hybride électrique
bi-machines avec Step-Up défini dans la figure 1.5, l’objectif généralisé consiste à calculer la ou
les commandes optimales réalisant une économie d’énergie sous un nombre fini de contraintes.
Les commandes optimales ou les variables d’optimisation sont choisies selon leur impact sur
l’énergie du véhicule. En effet, comme déjà présenté dans la section modélisation énergétique
1.2.1, les principaux acteurs de l’énergie sont : les couples et régimes du moteur thermique et des
machines électriques ainsi que la tension d’alimentation des machines électriques. C’est pourquoi,
l’objectif de cette thèse est de déterminer les couples optimaux du moteur thermique et des
machines électriques, le régime du moteur thermique, ainsi que la tension optimale minimisant
les consommations thermique et électrique du véhicule.
Dans le simulateur véhicule de la figure 1.37, les contributions de cette thèse résident dans
la partie "Supervision Énergétique". Cette partie, dédiée au contrôle, est divisée en quatre sous-
parties comme le montre la figure 1.38 :
— Optimisation de la répartition de puissance (ou de couple) qui détermine les couples opti-
maux des machines et du moteur thermique (T opte1 (t), T
opt
e2 (t), T
opt
th (t)) aux régimes courants
et à la tension courante (ωcth(t), ω
c
e1(t), ω
c
e2(t), U
c
e (t)).
— Gestion du mode cinématique qui détermine le mode cinématique optimal parmi les modes
présentés dans la figure 1.6 aux couples courants et à la tension courante (T cth(t), T
c
e1(t), T
c
e2(t), U
c
e (t)).
Par conséquent, dans cette partie, les régimes optimaux du moteur thermique et des ma-
chines électriques sont déterminés (ωoptth (t), ω
opt
e1 (t), ω
opt
e2 (t)). Le lecteur peut trouver cette
partie détaillée dans [38].
— Optimisation de la tension : la tension optimale (Uopte (t)) est déterminée en fonction des
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couples et régimes courants (T ce1(t), T
c
e2(t), ω
c
e1(t), ω
c
e2(t)).
— Régulation du SoE : l’état d’énergie de la batterie est régulé par un PID sur la base d’une
cible et d’un certain nombre de contraintes imposées sur la batterie. Cette cible est le
maintien de l’état d’énergie autour de sa valeur intiale afin d’établir un bilan énergétique
nul pour la batterie (SoEfinal = SoEinitial). De plus, l’état d’énergie de la batterie est limité
par une borne min et une borne max. Ces bornes n’ont pas été prises en compte dans le
calcul analytique des commandes optimales. Les travaux de régulation du SoE réalisés
dans [38] sont utilisés dans cette thèse.
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Figure 1.38 – Lois de Gestion d’Énergie
Les travaux de cette thèse ont été orientés principalement vers le développement d’une stratégie
en-ligne sur la répartition de puissance et sur la tension. Néanmoins, au début de ces travaux,
nous avons développé une stratégie hors-ligne pour un véhicule hybride parallèle qui détermine
la répartition optimale de puissance ainsi que l’état et le régime optimaux du moteur thermique.
Afin de résoudre le problème d’optimisation énergétique, les méthodes du contrôle optimal
sont utilisées. Il existe dans le domaine de la commande optimale plusieurs approches d’optimi-
sation, on cite parmi elles :
— Le Principe du Maximum de Pontryagin (PMP) [53].
— La programmation dynamique [4].
— L’optimisation convexe [8].
— La programmation linéaire [5].
— Le calcul des variations [73].
Dans ce qui suit, le problème d’optimisation sous contraintes est défini. En suite, seulement
la méthode du PMP est détaillée car elle a été choisie pour résoudre le problème d’optimisation
énergétique du véhicule hybride présenté dans la figure 1.5. Finalement, nous allons montrer
comment appliquer le PMP sur notre cas d’étude.
1.3.1 Formulation d’un Problème d’Optimisation sous Contraintes
Un problème d’optimisation sous contraintes est défini par : la fonction coût ou le critère qui
est la fonction à optimiser et par les contraintes qui peuvent être des contraintes égalités et/ou
des contraintes inégalités.
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Le critère J est sous la forme d’une intégrale dans le temps. Il est donné par :
J =
∫ tf
t0
L(x(t), u(t), t)dt (1.36)
où, x ∈ R1×1 est l’état du système et u ∈ R1×1 est la commande du système.
L’optimisation est soumise aux contraintes, sur l’état et sur la commande, suivantes :
ẋ(t) = f(u(t), x(t), t) (1.37)
x(t) ≤ x(t) ≤ x(t) (1.38)
u(t) ≤ u(t) ≤ u(t) (1.39)
1.3.2 Principe du Maximum de Pontryagin (PMP)
Le Principe du Maximum de Pontryagin définit la condition nécessaire d’optimalité comme
suit :
Théorème : u∗ ∈ [u(t), u(t)] et x∗ ∈ [x(t), x(t)] sont respectivement la commande optimale et
la trajectoire associée pour le problème (1.37) et (1.36), si et seulement si :
H(λ∗, x∗, u∗, t) ≤ H(λ∗, x∗, u, t), ∀u ∈ U (1.40)
Autrement dit, la commande optimale u∗ qui minimise le critère J sous les contraintes
(1.37) et (1.38) est celle qui minimise l’Hamiltonien H, où H est défini par :
H(λ, x, u, t) = L(x, u, t) + λ(t)f(x, u, t) (1.41)
Avec, λ le facteur de Lagrange.
Les équations d’Hamilton associées sont :
ẋ∗ =
∂H
∂λ
(1.42)
λ̇∗ = −∂H
∂x
(1.43)
Si le problème d’optimisation comporte une commande discrète ou un état discret, alors,
le système devient hybride au sens mathématique du terme ; appelés les Systèmes Dyna-
miques Hybrides (SDH). Dans [54], l’auteur propose une classification pour les SDH selon
la nature de leur hybridation. Parmi ces classes, il y a les SDH de type "saut commandé".
Cette appellation signifie que l’hybridation du système est commandée. Autrement dit, le
système n’est pas naturellement hybride (au quel cas il contiendrait un état discret) mais
le devient après lui avoir imposé une commande discrète. Ce type de système correspond
à notre cas d’étude, pour cela, sa modélisation est présenté ci-dessous. On suppose que :
— k ∈ K est la commande discrète, où K = {1, 2, ..., N} et N ∈ N∗,
— uk ∈ Uk est la commande continue.
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[54] a proposé une modélisation pour les SDH de type "saut commandé" où la fonction
coût ainsi que la dynamique de l’état du système sont données par :
J =
∫ tf
t0
L(x, uk, k, t) =
∫ tf
t0
N
∑
k=1
mk(t)Lk(x, uk, t) (1.44)
ẋ = f(x, uk, k, t) =
N
∑
k=1
mk(t)fk(x, uk, t) (1.45)
Avec, mk = 1 quand k est le mode courant, sinon mk = 0.
Par ailleurs, dans [54] l’auteur démontre comment appliquer le PMP sur les SDH selon
leur classe. Pour le type "saut commandé", le PMP est appliqué comme suit :
— le PMP est appliqué au SDH global, H est donné par :
H(x, uk, k, λ, t) = L(x, uk, k, t) + λf(x, uk, k, t) (1.46)
— puis, le PMP est appliqué à chaque mode k, l’Hamiltonien correspondant est Hk et
il est donné par :
Hk(x, uk, λ, t) = Lk(x, uk, t) + λfk(x, uk, t) (1.47)
Finalement, il a été démontré par [54, 55] que les commandes optimales (k∗, u∗k), qui
minimisent le H global (1.46), vérifient :
H(x∗, u∗k, k
∗, λ∗, t) = min
k∈N
(min
uk∈U
Hk(x, uk, λ, t)) (1.48)
Application du PMP au problème d’optimisation énergétique du véhicule hy-
bride Dans la littérature, le choix de la fonction critère est diversifié. Dans [49, 18, 66],
la minimisation de la consommation de carburant a été l’objectif du problème d’optimi-
sation. Par ailleurs, la réduction des émissions polluantes a été introduite dans le critère
d’optimisation dans [37, 43, 65, 36]. L’état de santé de la batterie a également été pris
en compte dans le problème d’optimisation par [63, 19, 47, 52]. Dans notre cas d’étude,
l’objectif étant de minimiser la consommation de carburant sur un parcours donné, alors,
le critère J est défini par l’intégrale du débit carburant Q entre l’instant initial (t0) et
l’instant final (tf) du parcours. Il s’écrit comme suit :
J =
∫ tf
t0
Q(u(t))dt (1.49)
Où, u est la commande qui est définie dans les chapitres suivants selon le problème traité.
Elle peut être de nature continue ou discrète. Les commandes les plus utilisées dans la litté-
rature pour l’optimisation énergétique d’un véhicule hybride sont : les couples et régimes du
moteur thermique ainsi que des machines électriques, l’état du moteur thermique, le rap-
port de boite de vitesses, la vitesse du véhicule (éco-conduite), etc... [40, 41, 44, 7, 21, 35].
Par ailleurs, le choix de l’état du système est également diversifié. Dans la littérature, l’état
du système est défini par l’état de charge de la batterie, l’état de l’énergie de la batterie,
l’énergie de la batterie, la température de la batterie, etc... [40, 41, 44, 47]. Dans notre
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cas d’étude, l’état d’énergie de la batterie SoE est considéré comme l’état du système.
Finalement, le Problème d’Optimisation Énergétique (POE) s’écrit sous la forme :
POE :













minu
∫ tf
t0
Q(u(t))dt
˙SoE(t) = −Pbat(u(t))
Emax
0 ≤ SoE(t) ≤ 100
SoE(t0) ≤ SoE(tf)
u(t) ≤ u(t) ≤ u(t)
(1.50)
Par analogie avec l’équation (1.41), L = Q, f = − Pbat
Emax
et x = SoE. En posant, λeq(t) =
−λ(t)
Emax
, l’expression de l’Hamiltonien utilisée dans cette thèse est donnée par :
H(λeq, SoE, u) = Q(u(t)) + λeq(t)Pbat(u(t)) (1.51)
Afin de simplifier l’écriture des équations, dans la suite de ce mémoire, λeq est confondue
avec λ.
1.3.3 Méthodologie Analytique
Le principal objectif de cette thèse est de résoudre le problème POE analytiquement afin
de réduire le temps de calcul et de synthétiser des commandes régulières et robustes comme
discuté dans l’introduction. Pour cela, nous avons mis en place la méthodologie analytique,
basée sur le PMP, qui est composée par 5 étapes :
— Étape 1 : C’est l’étape de la modélisation et de formulation des hypothèses. Cette
étape consiste, d’une part, à identifier des modèles énergétiques sous la forme de
fonctions convexes usuelles. D’autre part, à analyser les mesures expérimentales et
leur comportement afin de comprendre et d’exploiter le maximum de phénomènes
permettant d’émettre des hypothèses, et ainsi, de simplifier la résolution de POE.
Exemple : variation faible de la tension OCV dans le domaine admissible du SoE ⇒
OCV est supposée constante.
— Étape 2 : Calcul de l’expression de l’Hamiltonien H où la commande u apparait d’une
manière explicite. Le calcul de H n’est pas simple car il contient des fonctions par
morceaux. Pour cela, nous distinguerons dans les chapitres 2, 3 et 4 plusieurs cas dans
le calcul de H. Ces cas sont tirés à partir de la comparaison des points de changement
d’équations de H entre eux.
— Étape 3 : Après avoir calculé l’expression de H, sa convexité par rapport à la com-
mande est étudiée. Cette étude consiste à vérifier la condition du premier ordre de
convexité de H par rapport à la commande u qui est donnée par [8] :
La dérivée de H par rapport à u
(∂H
∂u
)
est croissante ⇔ H(u) est convexe
Souvent, la convexité de H est assurée sous certaines conditions sur les paramètres
des modèles analytiques. Alors, cette étape nécessite un bouclage avec l’étape 1.
Autrement dit, certaines hypothèses nécessaires pour la convexité de H sont posées à
cette étape puis validées sur les mesures. Exemple : hypothèse 4, où on suppose que
a2Plim(ωth) > Qlim(ωth) sur tout le domaine du régime du moteur thermique (ωth),
a été posée à cette étape puis validée sur les mesures (figure 1.15).
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— Étape 4 : Une fois que la convexité de H est assurée alors la commande optimale uopt
est calculée par la résolution de l’équation ∂H
∂u
= 0 (sauf le cas linéaire où l’optimum
est déterminé selon le signe de la pente de H). Comme H est une fonction par mor-
ceaux, alors, nous allons également différencier dans les chapitres suivants plusieurs
cas dans le calcul des commandes optimales analytiques. Ces cas sont tirés à partir de
la comparaison des optimums de H avec les points de changement d’équations ainsi
qu’à partir de l’étude du sens de variation de H.
— Étape 5 : Les commandes analytiques trouvées dans l’étape précédente sont implé-
mentées hors-ligne ou/et sur le MIL afin de les valider.
Les étapes de réalisation de la méthodologie analytique sont résumées dans la figure 1.39.
Modélisation Analytique 
et Hypothèses  
Test de Convexité et 
Convexification de 
l’Hamiltonien
Calcul Analytique des 
Commandes Optimales 
Calcul Analytique 
de l’Hamiltonien
Validation
des Commandes 
Analytiques
Etape1
Etape2
Etape3
Etape4
Etape5
Figure 1.39 – Étapes de la Méthodologie Analytique
1.3.4 Méthodologie Numérique
Cette approche est également basée sur le PMP. La différence avec la méthodologie analy-
tique réside dans le calcul numérique de l’Hamiltonien ainsi que des commandes optimales
[39]. Le schéma de la figure 1.40 explique la méthode numérique qui résout le problème
d’optimisation en utilisant les modèles énergétiques convexes ou de référence. Les étapes
de la méthodologie numérique sont :
1. A chaque instant t, si la commande u est continue, elle sera maillée entre sa valeur
min et sa valeur max avec une résolution choisie ∆u.
2. La valeur de l’Hamiltonien H est calculée pour chaque valeur du vecteur commande
u en utilisant les modèles énergétiques de chaque organe.
3. uopt est la commande qui minimise le vecteur H(u).
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Discrétiser les commandes continues: = ∶ ∆ ∶
ou
Commandes discrètes : = { , , , … }
Calculer les valeurs du vecteur 𝐻 en utilisant les modèles 
analytiques ou de référence 
t = 𝑖𝑛𝑑 t
Extraire 𝑖𝑛𝑑 t qui correspond 
à l’indice de min𝑢 𝐻
Figure 1.40 – Approche Numérique
Cette approche est mise en place afin de valider l’approche analytique en comparant les
résultats des deux méthodes. Le processus de validation (figure 1.41) est composé par deux
étapes :
— Étape 1 : Validation Hors-Ligne. Elle consiste à comparer les sorties des deux stra-
tégies (les commandes) en fixant les entrées. Cette étape consiste à isoler le contrôle
optimal de l’environnement MIL afin de valider les commandes analytiques mais aussi
d’évaluer leurs performances en termes de temps de calcul et de mémoire. Le temps
de calcul consommé par chaque stratégie sera calculé comme suit :
Temps de calcul =
TUrbain + TRoutier + TAutoroutier + TWLTC
Nombre de cycles étudiés
(1.52)
Où, T la durée moyenne d’un cycle est égale au temps nécessaire pour réaliser le
calcul des commandes optimales pour un pas de temps.
Quant à la mémoire occupée par chaque stratégie, elle est définie par le nombre de
variables scalaires (variable de taille (1 × 1)). On considère qu’une variable scalaire
occupe 8 Bytes, soit 1 Double, 8 octets, ou encore 64 bits. Exemple : un vecteur de 10
valeurs occupe 10 Doubles.
— Étape 2 : Validation En-Ligne. Après simulation des deux stratégies sur MIL, leurs
bilans énergétiques (consommation de carburant et trajectoire du SoE) sont compa-
rés. La consommation de carburant et l’état d’énergie de la batterie sont fortement
liés. En effet, la consommation de carburant baisse quand la valeur finale du SoE à
la fin du cycle est faible (énergie électrique plus utilisée que l’énergie thermique) et
vice versa. Pour que les consommations des différentes stratégies soient comparables,
il faut qu’elles aient le même SoE final. C’est pourquoi, quand les SoE finaux des
stratégies sont différents, nous corrigeons la consommation de carburant comme il a
été fait dans [38].
Il a été montré dans [70, 74] que l’optimalité de la solution issue de l’approche numérique
dépend de la finesse du maillage de la commande. Pour cela, nous avons testé dans cette
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Figure 1.41 – Processus de Validation de l’Approche Analytique par sa comparaison avec
l’Approche Numérique
étude trois maillages (plus ou moins fin) : 10 points, 100 points et 1000 points. Le maillage
consiste à discrétiser la commande entre sa valeur min et sa valeur max avec une résolution
donnée. De plus, afin d’évaluer l’impact de la modélisation convexe sur l’optimalité des
solutions, nous avons mis en place deux stratégies numériques : une qui utilise les modèles
convexes (indice 1) et une autre basée sur les modèles de référence (indice 2). Finalement,
toutes les stratégies mises en place pour la validation sont présentées dans la figure 1.42.
Notation
Maillage
Méthode
10 points 100 points 1000 points
Numérique basée sur les
modèles convexes
𝐍𝐮𝐦 𝐍𝐮𝐦 𝐍𝐮𝐦
Numérique basée sur les 
modèles de référence
𝐍𝐮𝐦 𝐍𝐮𝐦 𝐍𝐮𝐦
Analytique Analytique 
Figure 1.42 – Stratégies Pour Validation
1.4 Conclusion
En conclusion, ce chapitre a permis de définir le véhicule hybride électrique ainsi que ses
organes. Nous avons défini le Principe du Maximum de Pontryagin qui est la méthode du
contrôle optimal choisie dans cette thèse pour résoudre le problème d’optimisation. Cette
48
méthode a été choisie car elle permet la résolution analytique du problème d’optimisation.
Nous avons également abordé dans ce chapitre une étude importante qui est la modélisa-
tion convexe qui permet d’appliquer la méthodologie analytique. Le chapitre finit par la
définition des étapes d’optimisation par la méthode analytique ainsi que par l’approche
numérique. Dans la suite de ce mémoire, l’application des approches analytique et numé-
rique pour le calcul des commandes optimales ainsi que les résultats en simulation seront
présentés.
Le tableau récapitulatif 1.2 présente, pour chaque architecture, les différentes commandes
qui seront calculées dans ce mémoire.
Architecture Variables d’optimisation
Parallèle 1. optimisation de la répartition de puissance
2. optimisation de l’état du moteur thermique
3. optimisation du régime du moteur thermique
4. optimisation de la tension
Bi-Parallèle 1. optimisation de la répartition de puissance
2. optimisation de la tension
Série 1. optimisation de la puissance de la génératrice
2. optimisation du régime de la génératrice
3. optimisation de la tension
Table 1.2 – Problèmes d’optimisation à traiter
49
50
Chapitre 2
Application à l’architecture Parallèle
Dans ce chapitre, l’objectif est d’optimiser la consommation de carburant d’un véhicule
hybride parallèle sans step-up composé par : un moteur thermique (MT) lié aux roues via
une boite de vitesses, une machine électrique (ME) qui délivre de la puissance aux roues
via une transmission à rapport fixe et une batterie (figure 2.1). Les variables d’optimisation
considérées dans cette étude sont : la répartition de puissance mécanique entre le MT et la
ME, l’état du MT (éteint ou allumé), ainsi que le régime du moteur thermique. Concernant
la boite de vitesses du MT, nous allons étudier dans ce chapitre deux types de boites : la
transmission à rapport discrets et la transmission à variation continue. Pour la synthèse
des commandes optimales citées ci-dessus, la méthodologie analytique est appliquée (figure
1.39).
Ce chapitre est composé par 3 sections : la première section traite l’optimisation de la
répartition de puissance, la deuxième section est dédiée à l’optimisation de l’état du MT
et la troisième à l’optimisation du régime du MT. Pour l’optimisation de l’état et le rapport
de boite discret du MT, le résultat de la commande optimale continue de la première section
sera utilisé.
2.1 Optimisation de la répartition de puissance
Le Problème d’Optimisation en mode Parallèle (POP ) où la répartition de puissance
est optimisée, c’est-à-dire, les puissances Pth, Pm sont les variables d’optimisation, s’écrit
comme suit :
POP1 :

















minPth
∫ tf
t0
Q(Pth(t), ωth(t))dt
˙SoE(t) = −Pbat(t)
Emax
0 ≤ SoE(t) ≤ 100
P th(ωth) ≤ Pth ≤ P th(ωth)
Pr = Pth + Pm
P e(ωe) ≤ Pm ≤ P e(ωe)
(2.1)
Comme présenté dans la section 1.3.2, en appliquant le PMP sur POP1, on a :
P optth = arg min
Pth∈[P th,P th]
(H(Pth, Pr, λ)) (2.2)
ou encore, en remplaçant Pth par Pr − Pm, on a :
P optm = arg min
Pm∈[P e,P e]
(H(Pm, Pr, λ)) (2.3)
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Figure 2.1 – Configuration Parallèle
Où, l’Hamiltonien est donné par l’équation (1.51) :
H(Pth, Pr, λ) = Q(Pth) + λ(t)Pbat(Pm) (2.4)
On rappelle que pour l’optimisation de la puissance :
1. les régimes ωth et ωe sont connus en amont de l’optimisation. En effet, dans une
implémentation en-ligne, l’optimisation de la répartition de puissance se base sur les
régimes réels mesurés au niveau des organes. Cette hypothèse de découplage entre
l’optimisation du régime et l’optimisation de la puissance est née à partir du principe
que la convexité de H par rapport à la puissance (ou par rapport au régime) est tou-
jours préservée quelque soit la valeur du régime (ou de la puissance). Cette hypothèse
a été vérifiée hors-ligne sur tout le domaine de couple et régime du moteur thermique
ainsi que de la machine électrique.
2. Pbat = Pe car les pertes dans la batterie sont négligées devant la puissance électrique
de la machine (hypothèse 8).
D’une part, les variables d’optimisation Pth et Pm sont bornées par les limitations propres
aux organes comme présenté dans les équations (1.11) et (1.17). D’autre part, elles sont
liées via l’équation (2.5) qui représente la volonté conducteur en puissance à la roue Pr.
En effet, dans une configuration parallèle, le bilan des puissances mécaniques à la roue est
donné par :
Pr = Pth + Pm (2.5)
D’après (2.5), Pth et Pm sont limitées comme suit :
P e(ωe) ≤ Pr − Pth ≤ P e(ωe) ⇔ Pr − P e(ωe) ≤ Pth ≤ Pr − P e(ωe) (2.6)
P th(ωth) ≤ Pr − Pm ≤ P th(ωth) ⇔ Pr − P th(ωth) ≤ Pm ≤ Pr − P th(ωth) (2.7)
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Finalement, le domaine admissible des commandes (Pth, Pm), après consolidation des limi-
tations organes (1.11) et (1.17) avec la volonté conducteur (2.6) et (2.7), est donné par :
P th(Pr, ωth, ωe) ≤ Pth ≤ P th(Pr, ωth, ωe) (2.8)
P e(Pr, ωth, ωe) ≤ Pm ≤ P e(Pr, ωth, ωe) (2.9)
Où, la borne inférieure P th(Pr, ωth, ωe) est égale au max entre la borne imposée par les
limitations organe (1.11) et celle imposée par la volonté conducteur (2.6). On a alors :
P th(Pr, ωth, ωe) = max
(
P th(ωth), Pr − P e(ωe)
)
=
{
P th(ωth) si P r ≤ Pr ≤ P th(ωth) + P e(ωe)
Pr − P e(ωe) si P th(ωth) + P e(ωe) ≤ Pr ≤ P r
(2.10)
P th(Pr, ωth, ωe) = min
(
P th(ωth), Pr − P e(ωe)
)
=
{
Pr − P e(ωe) si P r ≤ Pr ≤ P th(ωth) + P e(ωe)
P th(ωth) si P th(ωth) + P e(ωe) ≤ Pr ≤ P r
(2.11)
De même pour Pm, on a :
P e(Pr, ωth, ωe) = max
(
P e(ωe), Pr − P th(ωth)
)
=
{
P e(ωe) si P r ≤ Pr ≤ P th(ωth) + P e(ωe)
Pr − P th(ωth) si P th(ωth) + P e(ωe) ≤ Pr ≤ P r
(2.12)
P e(Pr, ωth, ωe) = min
(
P e(ωe), Pr − P th(ωth)
)
=
{
Pr − P th(ωth) si P r ≤ Pr ≤ P th(ωth) + P e(ωe)
P e(ωe) si P th(ωth) + P e(ωe) ≤ Pr ≤ P r
(2.13)
P r et P r représentent tout le domaine faisable de puissance à la roue, tel que :
P r(ωth, ωe) = P th(ωth) + P e(ωe) ≤ Pr ≤ P th(ωth) + P e(ωe) = P r(ωth, ωe) (2.14)
Dans la suite de cette section, la méthodologie analytique est appliquée sur le problème
(2.1). On commencera par le calcul de l’Hamiltonien (étape 2 dans la figure 1.39), puis sa
convexité sera étudiée (étape 3 dans la figure 1.39). Par la suite, la commande optimale
est calculée en minimisant l’Hamiltonien (étape 4 dans la figure 1.39). Finalement, afin de
valider l’approche analytique, les résultats de simulation issus de la méthode analytique
seront comparés à ceux de la méthode numérique (étape 5 dans la figure 1.39).
2.1.1 Utilisation du modèle linéaire de la machine électrique
Calcul détaillé de l’Hamiltonien
Dans ce cas, l’expression de l’Hamiltonien est calculée à partir du modèle carburant donné
par l’équation (1.12) et du modèle affine de la puissance batterie donné par l’équation
(1.23). Ici, Pth est choisie comme variable d’optimisation et Pm est déduite de l’équation
(2.5). Alors, l’Hamiltonien (2.4) peut s’écrire en fonction de Pth sous la forme générale
suivante :
H(Pth, Pr, λ) = A1Pth +A0 + λ(B1(Pr − Pth) + b) (2.15)
53
Afin de déterminer la commande optimale P optth , il faut d’abord calculer l’expression de H
en fonction de Pth. Ceci revient à déterminer A1 et B1 en fonction de Pth et de Pr comme
suit :
A1 =
{
a1 si Pth ≤ Plim
a2 si Pth > Plim
A0 =
{
Q0 si Pth ≤ Plim
Qlim − a2Plim si Pth > Plim
B1 =
{
a+ si Pth ≤ Pr
a− si Pth > Pr
De plus, comme P th(Pr) et P th(Pr) dépendent de Pr et que l’Hamiltonien dépend de Plim,
alors on distinguera les cas suivants :
— P th(Pr) < Plim ou P th(Pr) > Plim
— P th(Pr) < Plim ou P th(Pr) > Plim
En prenant en compte les formules de P th(Pr) (2.10) et celle de P th(Pr) (2.11), on en
déduit que :
— quand Pr < P th + P e → P th(Pr) = P th, alors, dans ce cas, Plim > P th(Pr) ∀Pr.
— quand Pr > P th + P e → P th(Pr) = Pr − P e, alors, dans ce cas :
{
Plim < P th(Pr) quand Pr > Plim + P e
Plim > P th(Pr) quand Pr < Plim + P e
De même pour comparer Plim à P th(Pr). Ces comparaisons sont résumées par la figure 2.2.
𝑃r𝑃r𝑃r 𝑃 + 𝑃e𝑃t + 𝑃e
𝑃t 𝑃r = 𝑃t 𝑃t 𝑃r = 𝑃r − 𝑃e 𝑃t 𝑃r = 𝑃r − 𝑃e𝑃t 𝑃r < 𝑃 𝑃t 𝑃r < 𝑃 𝑃t 𝑃r > 𝑃
𝑃r𝑃r𝑃 + 𝑃e
𝑃t 𝑃r = 𝑃r − 𝑃e 𝑃t 𝑃r = 𝑃t𝑃t 𝑃r < 𝑃 𝑃t 𝑃r > 𝑃 𝑃t 𝑃r > 𝑃
𝑃t + 𝑃e𝑃r
Figure 2.2 – Comparaison de Plim par rapport à P th(Pr) (haut) et par rapport à P th(Pr) (bas)
Les tableaux suivants résument tous les cas possibles sur Pr.
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— P th < Plim + P e
Pr P r P th Plim + P e Plim Plim + P e P r
Cas 1 2 3 4 5
— P th > Plim + P e
Pr P r Plim + P e P th Plim Plim + P e P r
Cas 1
′
2
′
3
′
4 5
Dans la suite du calcul, les intervalles de Pr sont appelés "Cas" et de λ "UC". Pour chaque
"UC", tous les "Cas" sont balayés et étudiés. Finalement, l’expression de l’Hamiltonien
H selon Pr est donnée par :
Cas 1 (ou 1
′
) : Pr ≤ Pr ≤ Pth (ou Pr ≤ Pr ≤ Plim +Pe) Dans ce cas, d’après la figure
2.2, on a : P th(Pr) et P th(Pr) sont inférieures à Plim. On en déduit que A1 = a1 et A0 = Q0.
De plus, Pr < P th, ceci implique que Pr < Pth. Alors, Pr − Pth = Pm < 0. On en déduit
que B1 = a−. H(Pth) est donné par :
Pth P th P th(Pr)
H (a1 − λa−)Pth +Q0 + λ(a−Pr + b)
H est convexe car il est affine.
Cas 2 : Pth ≤ Pr ≤ Plim +Pe Dans ce cas, d’après la figure 2.2, on a : P th(Pr) et
P th(Pr) sont inférieures à Plim. On en déduit que A1 = a1 et A0 = Q0. Concernant B1,
Pr > P th(Pr), on en déduit que : quand Pr < Pth, alors, B1 = a− ; et quand Pr > Pth,
B1 = a+. H(Pth) est donné par :
Pth P th Pr P th
H (a1 − λa+)Pth +Q0 (a1 − λa−)Pth +Q0
+λ(a+Pr + b) +λ(a−Pr + b)
H est convexe car, d’une part, il est affine par morceaux. D’autre part, au point de chan-
gement d’équation Pr, la dérivée à gauche de H (∂H
G
∂Pth
|Pth=Pr= a1 − λa+) est inférieure
à la dérivée à droite de H (∂H
D
∂Pth
|Pth=Pr= a1 − λa−). En effet, a+ > a− ⇔ −a+ < −a−
(hypothèse 7). La même démarche est appliquée sur les cas suivants. Les deux conditions
tirées pour que H soit globalement convexe par rapport à Pth sont : a+ > a− et a1 < a2
(hypothèse 1).
Cas 2
′
: Plim +Pe ≤ Pr ≤ Pth Dans ce cas, d’après la figure 2.2, on a : P th(Pr) < Plim
et P th(Pr) > Plim. On en déduit que : A1 = a1 et A0 = Q0, quand P th < Pth < Plim ;
et A1 = a2 et A0 = Qlim − a2Plim, quand Plim < Pth < P th. Concernant B1, comme
Pr < P th(Pr), alors, B1 = a−. H(Pth) est donné par :
Pth P th Plim P th
H (a1 − λa−)Pth +Q0 (a2 − λa−)Pth +Qlim − a2Plim
+λ(a−Pr + b) +λ(a−Pr + b)
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Cas 3 (ou 3
′
) : Plim +Pe ≤ Pr ≤ Plim (ou Pth ≤ Pr ≤ Plim) Dans ce cas, d’après la
figure 2.2, on a : P th(Pr) < Plim et P th(Pr) > Plim. On en déduit que : A1 = a1 et A0 = Q0,
quand P th < Pth < Plim ; et A1 = a2 et A0 = Qlim − a2Plim, quand Plim < Pth < P th.
Concernant B1, Pr > P th(Pr), on en déduit que : quand Pr < Pth, alors, B1 = a− ; et
quand Pr > Pth, B1 = a+. H(Pth) est donné par :
Pth P th Pr Plim P th
H (a1 − λa+)Pth +Q0 (a1 − λa−)Pth +Q0 (a2 − λa−)Pth − a2Plim
+λ(a+Pr + b) +λ(a−Pr + b) +Qlim + λ(a−Pr + b)
Cas 4 : Plim ≤ Pr ≤ Plim +Pe La même démarche que le cas précédent est appliquée
pour ce cas. Sauf que, dans ce cas, Pr > Plim, alors, H(Pth) est donné par :
Pth P th Plim Pr P th
H (a1 − λa+)Pth +Q0 (a2 − λa+)Pth − a2Plim (a2 − λa−)Pth − a2Plim
+λ(a+Pr + b) +Qlim + λ(a+Pr + b) +Qlim + λ(a−Pr + b)
Cas 5 : Plim +Pe ≤ Pr ≤ Pr Dans ce cas, d’après la figure 2.2, on a : Plim est inférieure
à P th(Pr) et à P th(Pr). On en déduit que : A1 = a2 et A0 = Qlim − a2Plim. Concernant
B1, quand Pr < Pth, B1 = a− et quand Pr > Pth,B1 = a+. H(Pth) est donné par :
Pth P th Pr P th
H (a2 − λa+)Pth +Qlim − a2Plim (a2 − λa−)Pth +Qlim − a2Plim
+λ(a+Pr + b) +λ(a−Pr + b)
Calcul de la commande optimale P optth
Le paragraphe précédent montre que H est une fonction continue et affine par morceaux
en fonction de Pth. Afin de trouver le minimum de H, il faut donc analyser son sens de
variation par rapport à Pth en étudiant le signe de ses pentes qui dépendent de λ. En
prenant en compte les hypothèses 1 et 7, où on suppose que a1 < a2 et a− < a+, nous
avons les conditions suivantes :
a1
a+
<
a1
a−
,
a2
a+
<
a2
a−
,
a1
a+
<
a2
a+
et
a1
a−
<
a1
a−
.
Alors, tous les cas possibles du signe des pentes de H (en couleur rouge dans les tableaux
précédents) peuvent être résumés dans les tableaux suivants :
— Si
a1
a−
<
a2
a+
λ 0
a1
a+
a1
a−
a2
a+
a2
a−
+∞
Pente de H UC1 UC2 UC3 UC4 UC5
a1 − λa− + + 0 − − −
a1 − λa+ + 0 − − − −
a2 − λa− + + + + 0 −
a2 − λa+ + + + 0 − −
(2.16)
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— Si
a1
a−
>
a2
a+
λ 0
a1
a+
a2
a+
a1
a−
a2
a−
+∞
Pente de H UC1 UC2
′
UC3
′
UC4
′
UC5
a1 − λa− + + + 0 − −
a1 − λa+ + 0 − − − −
a2 − λa− + + + + 0 −
a2 − λa+ + + 0 − − −
(2.17)
Dans ce qui suit, la puissance optimale P optth est calculée pour tous les cas cités ci-dessus.
UC1 (ou UC1
′
) : Dans ce cas, toutes les pentes de H sont positives. H est donc
croissant en fonction de Pth quelque soit Pr, ce qui implique :
P optth = P th(Pr) (2.18)
En prenant en compte l’expression de P th(Pr) donnée par (2.10), on obtient :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P th + P e P th
P th + P e ≤ Pr ≤ P r Pr − P e
UC2 (ou UC2
′
) : Dans ce cas, la pente a1 − λa+ est négative et les pentes a1 − λa−,
a2 − λa+, a2 − λa− sont positives. Alors, P optth est déterminée comme le montre la figure
2.3.
Pour UC2 et UC2
′
, P optth est donnée en fonction de Pr par :
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ P th P th 2.3.(a)
P th ≤ Pr ≤ Plim Pr 2.3.(b) et (c)
Plim ≤ Pr ≤ Plim + P e Plim 2.3.(d)
Plim + P e ≤ Pr ≤ P r Pr − P e 2.3.(e)
UC3 : Dans ce cas, les pentes a1 − λa+, a1 − λa− sont négatives et les pentes a2 − λa+,
a2 − λa− sont positives. Alors, P optth est déterminée comme le montre la figure 2.4.
Pour UC3, P optth est donnée en fonction de Pr par :
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ Plim + P e Pr − P e 2.4.(a) et (b)
Plim + P e ≤ Pr ≤ Plim + P e Plim 2.4.(c) et (d)
Plim + P e ≤ Pr ≤ P r Pr − P e 2.4.(e)
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𝑃t𝑃t𝑃t t = 𝑃t 𝑃t𝑃t𝑃t 𝑃t t = 𝑃r
𝑎 − 𝜆𝑎+𝑎 − 𝜆𝑎−𝑎 − 𝜆𝑎−
𝐻
𝑃t𝑃t𝑃t t = 𝑃r − 𝑃e 𝑃r
𝑎 − 𝜆𝑎+
𝑎 − 𝜆𝑎−
𝑃t𝑃t𝑃t 𝑃t t = 𝑃r
𝑎 − 𝜆𝑎+ 𝑎 − 𝜆𝑎−
𝑃
𝑎 − 𝜆𝑎−
𝐻𝐻
𝐻
𝑷𝐫 ≤ 𝑷𝐫 ≤ 𝑷𝐭 𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷𝐞
𝑷 + 𝑷𝐞 ≤ 𝑷𝐫 ≤ 𝑷
𝑷 + 𝑷𝐞 ≤ 𝑷𝐫 ≤ 𝑷𝐫
𝑃t𝑃t𝑃t 𝑃t t = 𝑃 𝑃r
𝑎 − 𝜆𝑎+ 𝑎 − 𝜆𝑎−𝑎 − 𝜆𝑎+
𝐻 𝑷 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷𝐞
Figure 2.3 – Détermination de P optth selon le sens de variation de H pour UC2 et UC2
′
𝐻
𝑃t𝑃t𝑃r
𝑃t𝑃t𝑃t 𝑃t t = 𝑃 𝑃r𝑃t𝑃t𝑃t 𝑃t t = 𝑃𝑃r
𝑃t𝑃t t = 𝑃t𝑃t 𝑃r
𝑎 − 𝜆𝑎+
𝑎 − 𝜆𝑎+ 𝑎 − 𝜆𝑎−𝑎 − 𝜆𝑎+ 𝑎 − 𝜆𝑎−
𝑎 − 𝜆𝑎+
𝑎 − 𝜆𝑎−
𝑎 − 𝜆𝑎−
𝑎 − 𝜆𝑎− 𝑎 − 𝜆𝑎+
𝑃t𝑃t
𝑎 − 𝜆𝑎−
𝐻𝐻
𝐻𝐻 𝑷𝐫 ≤ 𝑷𝐫 ≤ 𝑷𝐭 𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷𝐞
𝑷 + 𝑷𝐞 ≤ 𝑷𝐫 ≤ 𝑷 𝑷 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷
𝑷 + 𝑷𝐞 ≤ 𝑷𝐫 ≤ 𝑷𝐫
𝑃t t = 𝑃r − 𝑃e
𝑃t t = 𝑃r − 𝑃e
Figure 2.4 – Détermination de P optth selon le sens de variation de H pour UC3
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𝐻
𝑃t𝑃t𝑃t t = 𝑃t
𝑃t𝑃t𝑃t 𝑃t t = 𝑃r 𝑃 𝑃t𝑃t𝑃t 𝑃t t = 𝑃r𝑃
𝑎 − 𝜆𝑎+ 𝑎 − 𝜆𝑎− 𝑎 − 𝜆𝑎+ 𝑎 − 𝜆𝑎−
𝑎 − 𝜆𝑎−
𝑎 − 𝜆𝑎−
𝑃t𝑃t𝑃t t = 𝑃r
𝑎 − 𝜆𝑎+𝑎 − 𝜆𝑎−
𝑎 − 𝜆𝑎+ 𝑃t𝑃t𝑃t 𝑃t t = 𝑃r
𝑎 − 𝜆𝑎−𝑎 − 𝜆𝑎+𝐻
𝐻
𝑃t
𝐻
𝐻
𝑷𝐫 ≤ 𝑷𝐫 ≤ 𝑷𝐭 𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷𝐞
𝑷 + 𝑷𝐞 ≤ 𝑷𝐫 ≤ 𝑷 𝑷 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷𝐞
𝑷 + 𝑷𝐞 ≤ 𝑷𝐫 ≤ 𝑷𝐫
Figure 2.5 – Détermination de P optth selon le sens de variation de H pour UC3
′
UC3
′
: Dans ce cas, les pentes a1−λa+, a2−λa+ sont négatives et les pentes a1−λa−,
a2 − λa− sont positives. Alors, P optth est déterminée comme le montre la figure 2.5. Pour
UC3
′
, P optth est donnée en fonction de Pr par :
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ P th P th 2.5.(a)
P th ≤ Pr ≤ P th Pr 2.5.(b), (c), (d) et (e)
P th ≤ Pr ≤ P r P th
UC4 (ou UC4
′
) : Dans ce cas, les pentes a1 − λa+, a2 − λa+, a1 − λa− sont négatives
et la pente a2 − λa− est positive. Alors, P optth est déterminée comme le montre la figure
2.6.
Pour UC4 et UC4
′
, P optth est donnée en fonction de Pr par :
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ Plim + P e Pr − P e 2.6.(a) et (b)
Plim + P e ≤ Pr ≤ Plim Plim 2.6.(c)
Plim ≤ Pr ≤ P th Pr 2.6.(d) et (e)
P th ≤ Pr ≤ P r P th
UC5 : Dans ce cas, toutes les pentes de H sont négatives. H est donc décroissant en
fonction de Pth quelque soit Pr, ce qui signifie que :
P optth = P th(Pr) (2.19)
En prenant en compte l’expression de P th(Pr) (2.11), on obtient :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P th + P e Pr − P e
P th + P e ≤ Pr ≤ P r P th
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𝐻
𝑃t𝑃t𝑃t 𝑃t t = 𝑃r
𝑃t𝑃t𝑃t 𝑃t t = 𝑃r𝑃𝑃t𝑃t𝑃t 𝑃t t = 𝑃𝑃r
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𝑎 − 𝜆𝑎−
𝑎 − 𝜆𝑎− 𝑎 − 𝜆𝑎+
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𝑎 − 𝜆𝑎−
𝐻
𝐻 𝐻
𝐻
𝑷𝐫 ≤ 𝑷𝐫 ≤ 𝑷𝐭 𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷𝐞
𝑷 + 𝑷𝐞 ≤ 𝑷𝐫 ≤ 𝑷 𝑷 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷𝐞
𝑷 + 𝑷𝐞 ≤ 𝑷𝐫 ≤ 𝑷𝐫
𝑃t t = 𝑃r − 𝑃e
Figure 2.6 – Détermination de P optth selon le sens de variation de H pour UC4 et UC4
′
2.1.2 Utilisation du modèle quadratique de la machine électrique
La même démarche présentée dans la section précédente est appliquée pour l’optimisation
de la répartition de puissance en utilisant le modèle quadratique (1.22) de la machine
électrique.
Calcul détaillé de l’Hamiltonien
Dans ce paragraphe, l’expression de l’Hamiltonien est calculée à partir du modèle carburant
donné par l’équation (1.12) et le modèle quadratique de la puissance batterie donné par
l’équation (1.22). Ici, Pm est choisie comme variable d’optimisation et Pth est déduite de
l’équation (2.5). Alors, l’Hamiltonien peut s’écrire en fonction de Pm sous la forme générale
suivante :
H(Pm, Pr, λ) = A1(Pr − Pm) +A0 + λ(B2P 2m +B1Pm + b0) (2.20)
Afin de déterminer la commande optimale P optm , il faudrait calculer l’expression de H en
fonction de Pm. Ceci revient à déterminer A1, B1 et B2 en fonction de Pm et de Pr, tels
quel :
A1 =
{
a1 si Pm > Pr − Plim
a2 si Pm ≤ Pr − Plim
A0 =
{
Q0 si Pm > Pr − Plim
Qlim − a2Plim si Pm ≤ Pr − Plim
B1 =
{
b−1 si Pm ≤ 0
b+1 si Pm > 0
B2 =
{
b−2 si Pm ≤ 0
b+2 si Pm > 0
En suivant la même démarche expliquée pour le cas linéaire, les expressions de l’Hamilto-
nien en fonction de Pm et Pr sont données dans le cas quadratique par :
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Cas 1 : Pr ≤ Pr ≤ Pth
Dans ce cas, Pr − P th ≤ 0 et Pr − Plim ≤ 0. On a alors :
Pm P e Pr − Plim Pr − P th 0 P e
λb−2 P
2
m λb
−
2 P
2
m λb
−
2 P
2
m λb
+
2 P
2
m
H +(λb−1 − a2)Pm +(λb−1 − a1)Pm +λb−1 Pm +λb+1 Pm
+a2(Pr − Plim) +Q0 + λb0 +λb0 +λb0
+Qlim + λb0
H est convexe car d’une part il est composé par des morceaux quadratiques au coefficient
du second degré positif (b±2 > 0 hypothèse 5). D’autre part, la condition du premier ordre
de convexité est vérifiée aux points de changement d’équation. En effet, à :
(1) Pm = Pr − Plim, ∂H
G
∂Pm
|Pm=Pr−Plim< ∂H
D
∂Pm
|Pm=Pr−Plim car a1 < a2 (hypothèse 1).
(2) Pm = Pr − P th, ∂H
G
∂Pm
|Pm=Pr−P th<
∂HD
∂Pm
|Pm=Pr−P th car a1 > 0 (hypothèse 1).
(3) Pm = 0, ∂H
G
∂Pm
|Pm=0= ∂H
D
∂Pm
|Pm=0.
La même étude de convexité de H est appliquée sur les cas suivants.
Cas 2 : Pth ≤ Pr ≤ Plim
Dans ce cas, Pr − P th ≥ 0 et Pr − Plim ≤ 0. On a alors :
Pm P e Pr − Plim 0 Pr − P th P e
λb−2 P
2
m λb
−
2 P
2
m λb
+
2 P
2
m λb
+
2 P
2
m
H +(λb−1 − a2)Pm +(λb−1 − a1)Pm +(λb+1 − a1)Pm λb+1 Pm
+a2(Pr − Plim) +Q0 + λb0 +Q0 + λb0 +λb0
+Qlim + λb0
Cas 3 : Plim ≤ Pr ≤ Pr
Dans ce cas, Pr − P th ≥ 0 et Pr − Plim ≥ 0. On a alors :
Pm P e 0 Pr − Plim Pr − P th P e
λb−2 P
2
m λb
+
2 P
2
m λb
+
2 P
2
m λb
+
2 P
2
m
H +(λb−1 − a2)Pm +(λb+1 − a2)Pm +(λb+1 − a1)Pm +λb+1 Pm
+a2(Pr − Plim) +a2(Pr − Plim) +Q0 + λb0 +λb0
+Qlim + λb0 +Qlim + λb0
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Calcul de la commande optimale P optm
On constate que l’Hamiltonien est une fonction continue et convexe sous les conditions :
b−1 < b
+
1 , 0 < a1 < a2. Ces conditions ont été vérifiées dans le chapitre 1. En prenant
en compte les contraintes P e(Pr) et P e(Pr), nous déduisons la décomposition selon Pr
représentée par les tableaux suivants :
— Si − b
−
1
2b−2
> P e
— Si P th −
b−1
2b−2
< Plim + P e < P th
Pr P r P th −
b−1
2b−2
Plim + P e P th Plim Plim + P e P r
Cas 1.a 2.a 2.b 3.a 4 5
— Si P th −
b−1
2b−2
> Plim + P e
Pr P r Plim + P e P th Plim Plim + P e P r
Cas 1.b 2.b 3.a 4 5
— Si P th < Plim + P e
Pr P r P th −
b−1
2b−2
P th Plim + P e Plim Plim + P e P r
Cas 1.a 2.c 2.d 3.b 4 5
— Si − b
−
1
2b−2
≤ P e
— Si Plim + P e < P th
Pr P r Plim + P e P th Plim Plim + P e P r
Cas 1.b 2.b 3.a 4 5
— Si Plim + P e > P th
Pr P r P th Plim + P e Plim Plim + P e P r
Cas 1.c 2.d 3.b 4 5
Dans ce qui suit, la puissance optimale P optm est calculée pour tous les cas cités ci-dessus.
UC1.a : Selon la figure 2.7, ∀λ, P optm est égale à :
P optm = −
b−1
2b−2
(2.21)
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𝑃𝑃e𝑃e 𝑃 t = − −2 −
= 𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == − = 0= −
= 0= +
Figure 2.7 – Détermination de P optm selon le sens de variation de H pour UC1.a
UC1.b, UC1.c et UC2.a : Dans ces cas, Pr − P th < 0 et Pr − Plim < P e.
L’extremum a1−λb
−
1
2λb−2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
P e(Pr) ≤
a1−λb−1
2λb−2
≤ P e(Pr). Ce qui équivaut à : λ1−min ≤ λ ≤ λ1−max, où, λ1−min et λ1−max sont
les solutions des équations suivantes :
(1) a1−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ1−min = a12P e(Pr)b−2 +b−1
(2) a1−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ1−max = a12P e(Pr)b−2 +b−1
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃 t = 𝑃r − 𝑃t
= − == − = 0= −
= 0= +
𝑃𝑃e𝑃e 𝑃 t = − λ −2λ −
=
𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == −
= 0= − = 0= + 𝑃𝑃e𝑃 t = 𝑃e
=
𝐻
𝑃r − 𝑃
= − == −
= 0= −
= 0= +
− λ −2λ −
≤ 𝝀 ≤ 𝝀 𝐢−
𝝀 𝐢− ≤ 𝝀 ≤ 𝝀 𝐚𝐱−
𝝀 𝐚𝐱− ≤ 𝝀 ≤ +∞
Figure 2.8 – Détermination de P optm selon le sens de variation de H pour UC1.b, UC1.c et
UC2.a
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Comme le montre la figure 2.8, P optm est donnée en fonction de Pr et λ comme suit :
Cas sur λ P optm figure
0 ≤ λ ≤ λ1−min P e(Pr) 2.8.(a)
λ1−min ≤ λ ≤ λ1−max
a1−λb−1
2λb−2
2.8.(b)
λ1−max ≤ λ ≤ +∞ P e(Pr) 2.8.(c)
UC2.b et UC2.c : Dans ces cas, Pr − P th < 0 et P e < Pr − Plim < 0.
L’extremum a1−λb
−
1
2λb−2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
Pr − Plim ≤ a1−λb
−
1
2λb−2
≤ P e(Pr). Ce qui équivaut à : λ1−min ≤ λ ≤ λ1−max, où, λ1−min et λ1−max sont
les solutions des équations suivantes :
(1) a1−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ1−min = a12P e(Pr)b−2 +b−1
(2) a1−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ1−max = a12P e(Pr)b−2 +b−1
L’extremum a2−λb
−
1
2λb−2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
P e(Pr) ≤
a2−λb−1
2λb−2
≤ Pr − Plim. Ce qui équivaut à : λ2−lim ≤ λ ≤ λ2−max, où, λ2−lim et λ2−max sont
les solutions des équations suivantes :
(1) a2−λb
−
1
2λb−2
= (Pr − Plim) ⇔ λ = λ2−lim = a22(Pr−Plim)b−2 +b−1
(2) a2−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ2−max = a22P e(Pr)b−2 +b−1
Comme le montre la figure 2.9, P optm est donnée en fonction de Pr et λ comme suit :
Cas sur λ P optm figure
0 ≤ λ ≤ λ1−min P e(Pr) 2.9.(a)
λ1−min ≤ λ ≤ λ1−lim
a1−λb−1
2λb−2
2.9.(b)
λ1−lim ≤ λ ≤ λ2−lim Pr − Plim 2.9.(c)
λ2−lim ≤ λ ≤ λ2−max
a2−λb−1
2λb−2
2.9.(d)
λ2−max ≤ λ ≤ +∞ P e(Pr) 2.9.(e)
UC2.d : Dans ces cas, Pr − P th > 0 et Pr − Plim < P e.
L’extremum a1−λb
−
1
2λb−2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
P e(Pr) ≤
a1−λb−1
2λb−2
≤ 0. Ce qui équivaut à : a1
b−1
≤ λ ≤ λ1−max, où, a1b−1 et λ
1−
max sont les solutions
des équations suivantes :
(1) a1−λb
−
1
2λb−2
= 0 ⇔ λ = a1
b−1
(2) a1−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ1−max = a12P e(Pr)b−2 +b−1
L’extremum a1−λb
+
1
2λb+2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
0 ≤ a1−λb
+
1
2λb+2
≤ P e(Pr). Ce qui équivaut à : λ1+min ≤ λ ≤ a1b+1 , où, λ
1+
min et
a1
b+1
sont les solutions
des équations suivantes :
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𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃 t = 𝑃r − 𝑃t
= − == − = 0= −
= 0= +
𝑃𝑃e𝑃e 𝑃 t = − λ −2λ −
=
𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == −
= 0= − = 0= +
𝑃 t = 𝑃e
≤ 𝝀 ≤ 𝝀 𝐢−
𝝀 𝐢− ≤ 𝝀 ≤ 𝝀 𝐢−
𝝀 𝐚𝐱− ≤ 𝝀 ≤ +∞
𝑃𝑃e𝑃e𝑃 t = − λ −2λ −
=
𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == −
= 0= − = 0= +
𝝀 𝐢− ≤ 𝝀 ≤ 𝝀 𝐚𝐱−
𝑃𝑃e𝑃e
=
𝐻
𝑃 t = 𝑃r − 𝑃𝑃r − 𝑃t
= − == −
= 0= −
= 0= +𝝀 𝐢
− ≤ 𝝀 ≤ 𝝀 𝐢−
𝑃𝑃e𝑃e − λ −2λ −
=
𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= −
== − = 0= −
= 0= +
Figure 2.9 – Détermination de P optm selon le sens de variation de H pour UC2.b et UC2.c
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(1) a1−λb
+
1
2λb+2
= P e(Pr) ⇔ λ = λ1+min = a12P e(Pr)b+2 +b+1
(2) a1−λb
+
1
2λb+2
= 0 ⇔ λ = a1
b+1
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃 t = 𝑃r − 𝑃t
= − == − = 0= +
≤ 𝝀 ≤ 𝝀 𝐢+
𝝀 𝐚𝐱− ≤ 𝝀 ≤ +∞
== +
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == − = 0= +
𝝀 𝐢+ ≤ 𝝀 ≤ +
== +
𝑃 t = − λ +2λ +
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == −
= 0= +
+ ≤ 𝝀 ≤ −
== +
𝑃 t = 0
𝑃𝑃e 𝑃 t = − λ −2λ −
=
𝐻
𝑃r − 𝑃
= − == −
− ≤ 𝝀 ≤ 𝝀 𝐚𝐱−
𝑃e𝑃r − 𝑃t
= +== +
𝑃𝑃 t = 𝑃e− λ −2λ −
=
𝐻
𝑃r − 𝑃
= − == −
𝑃e𝑃r − 𝑃t
= 0= +== +
= 0
Figure 2.10 – Détermination de P optm selon le sens de variation de H pour UC2.d
Selon la figure 2.10, P optm est donnée en fonction de Pr et λ comme suit :
Cas sur λ P optm figure
0 ≤ λ ≤ λ1+min P e(Pr) 2.10.(a)
λ1+min ≤ λ ≤ a1b+1
a1−λb+1
2λb+2
2.10.(b)
a1
b+1
≤ λ ≤ a1
b−1
0 2.10.(c)
a1
b−1
≤ λ ≤ λ1−max
a1−λb−1
2λb−2
2.10.(d)
λ1−max ≤ λ ≤ +∞ P e(Pr) 2.10.(e)
UC3.a et UC3.b : Dans ces cas, Pr − P th > 0 et P e < Pr − Plim < 0.
L’extremum a2−λb
−
1
2λb−2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
P e(Pr) ≤
a2−λb−1
2λb−2
≤ Pr − Plim. Ce qui équivaut à : λ2−lim ≤ λ ≤ λ2−max, où, λ2−lim et λ2−max sont
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les solutions des équations suivantes :
(1) a2−λb
−
1
2λb−2
= (Pr − Plim) ⇔ λ = λ2−lim = a22(Pr−Plim)b−2 +b−1
(2) a2−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ2−max = a22P e(Pr)b−2 +b−1
L’extremum a1−λb
−
1
2λb−2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
Pr−Plim ≤ a1−λb
−
1
2λb−2
≤ 0. Ce qui équivaut à : a1
b−1
≤ λ ≤ λ1−lim, où, a1b−1 et λ
1−
lim sont les solutions
des équations suivantes :
(1) a1−λb
−
1
2λb−2
= 0 ⇔ λ = a1
b−1
(2) a1−λb
−
1
2λb−2
= (Pr − Plim) ⇔ λ = λ1−lim = a12(Pr−Plim)b−2 +b−1
L’extremum a1−λb
+
1
2λb+2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
0 ≤ a1−λb
+
1
2λb+2
≤ P e(Pr). Ce qui équivaut à : λ1+min ≤ λ ≤ a1b+1 , où, λ
1+
min et
a1
b+1
sont les solutions
des équations suivantes :
(1) a1−λb
+
1
2λb+2
= P e(Pr) ⇔ λ = λ1+min = a12P e(Pr)b+2 +b+1
(2) a1−λb
+
1
2λb+2
= 0 ⇔ λ = a1
b+1
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃 t = 𝑃r − 𝑃t
= − == − = 0= +
≤ 𝝀 ≤ 𝝀 𝐢+
𝝀 𝐢− ≤ 𝝀 ≤ 𝝀 𝐢−
== +
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == − = 0= +𝝀 𝐢
+ ≤ 𝝀 ≤ +
== +
𝑃 t = − λ +2λ +
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == − = 0= +
+ ≤ 𝝀 ≤ −
== +
𝑃 t = 0
𝑃𝑃e 𝑃 t = − λ −2λ −
=
𝐻
𝑃r − 𝑃
= − == −
− ≤ 𝝀 ≤ 𝝀 𝐢−
𝑃e𝑃r − 𝑃t
= 0= +== +
𝑃
=
𝐻
𝑃 t = 𝑃r − 𝑃
= − == −
𝑃e𝑃r − 𝑃t
= 0= +== +
𝝀 𝐢− ≤ 𝝀 ≤ 𝝀 𝐚𝐱−
𝑃
𝐻
𝑃e𝑃r − 𝑃t
= 0= +== +
𝑃e 𝑃r − 𝑃
== −
𝑃e
𝑃 t = 𝑃e
𝝀 𝐚𝐱− ≤ 𝝀 ≤ +∞
𝑃𝑃e − λ −2λ −
=
𝐻
𝑃r − 𝑃
= −
== −
𝑃e𝑃r − 𝑃t
= 0= +== +
− λ −2λ −
Figure 2.11 – Détermination de P optm selon le sens de variation de H pour UC3.a et UC3.b
Selon la figure 2.11, P optm est donnée en fonction de Pr et λ comme suit :
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Cas sur λ P optm figure
0 ≤ λ ≤ λ1+min P e(Pr) 2.11.(a)
λ1+min ≤ λ ≤ a1b+1
a1−λb+1
2λb+2
2.11.(b)
a1
b+1
≤ λ ≤ a1
b−1
0 2.11.(c)
a1
b−1
≤ λ ≤ λ1−lim
a1−λb−1
2λb−2
2.11.(d)
λ1−lim ≤ λ ≤ λ2−lim Pr − Plim 2.11.(e)
λ2−lim ≤ λ ≤ λ2−max
a2−λb−1
2λb−2
2.11.(f)
λ2−max ≤ λ ≤ +∞ P e(Pr) 2.11.(g)
UC4 : Dans ces cas, Pr − P th > 0 et 0 < Pr − Plim < P e.
L’extremum a2−λb
−
1
2λb−2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
P e(Pr) ≤
a2−λb−1
2λb−2
≤ 0. Ce qui équivaut à : a2
b−1
≤ λ ≤ λ2−max, où, a2b−1 et λ
2−
max sont les solutions
des équations suivantes :
(1) a2−λb
−
1
2λb−2
= 0 ⇔ λ = a2
b−1
(2) a2−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ2−max = a22P e(Pr)b−2 +b−1
L’extremum a2−λb
+
1
2λb+2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
0 ≤ a2−λb
+
1
2λb+2
≤ Pr−Plim. Ce qui équivaut à : λ2+lim ≤ λ ≤ a2b+1 , où, λ
2+
lim et
a2
b+1
sont les solutions
des équations suivantes :
(1) a2−λb
+
1
2λb+2
= (Pr − Plim) ⇔ λ = λ2+lim = a22(Pr−Plim)b+2 +b+1
(2) a2−λb
+
1
2λb+2
= 0 ⇔ λ = a2
b+1
L’extremum a1−λb
+
1
2λb+2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
Pr − Plim ≤ a1−λb
+
1
2λb+2
≤ P e(Pr). Ce qui équivaut à : λ1+min ≤ λ ≤ λ1+lim, où, λ1+min et λ1+lim sont
les solutions des équations suivantes :
(1) a1−λb
+
1
2λb+2
= P e(Pr) ⇔ λ = λ1+min = a12P e(Pr)b+2 +b+1
(2) a1−λb
+
1
2λb+2
= (Pr − Plim) ⇔ λ = λ1+lim = a12(Pr−Plim)b+2 +b+1
Selon la figure 2.12, P optm est donnée en fonction de Pr et λ comme suit :
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𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃 t = 𝑃r − 𝑃t
= − == + = 0= +
≤ 𝝀 ≤ 𝝀 𝐢+
== +
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == + = 0= +== +
𝑃 t = − λ +2λ +
𝑃𝑃e𝑃e
=
𝐻
𝑃r − 𝑃t
= −
= 0= ++ ≤ 𝝀 ≤ − == +
𝑃 t = 0
− ≤ 𝝀 ≤ 𝝀 𝐚𝐱−
𝑃
𝐻
𝑃e𝑃r − 𝑃t
= 0= +== +
𝑃 t = − λ −2λ −𝑃e
𝑃𝑃e𝑃e
= 𝐻
𝑃r − 𝑃 𝑃r − 𝑃t
= − == +
= 0= +𝝀 𝐢+ ≤ 𝝀 ≤ +== +
𝑃 t = − λ +2λ +
== +
𝑃r − 𝑃
== +
𝑃r − 𝑃𝝀 𝐢+ ≤ 𝝀 ≤ 𝝀 𝐢+
𝑃 t = 𝑃e
𝝀 𝐚𝐱− ≤ 𝝀 ≤ +∞
𝑃𝑃e − λ −2λ −
=
𝐻
𝑃r − 𝑃
= −
== +
𝑃e𝑃r − 𝑃t
= 0= +== +
𝑃𝑃e𝑃e
= 𝐻
𝑃 t = 𝑃r − 𝑃 𝑃r − 𝑃t
= − == + = 0= +
𝝀 𝐢+ ≤ 𝝀 ≤ 𝝀 𝐢+
== +
Figure 2.12 – Détermination de P optm selon le sens de variation de H pour UC4
Cas sur λ P optm figure
0 ≤ λ ≤ λ1+min P e(Pr) 2.12.(a)
λ1+min ≤ λ ≤ λ1+lim
a1−λb+1
2λb+2
2.12.(b)
λ1+lim ≤ λ ≤ λ2+lim Pr − Plim 2.12.(c)
λ2+lim ≤ λ ≤ a2b+1
a2−λb+1
2λb+2
2.12.(d)
a2
b+1
≤ λ ≤ a2
b−1
0 2.12.(e)
a2
b−1
≤ λ ≤ λ2−max
a2−λb−1
2λb−2
2.12.(f)
λ2−max ≤ λ ≤ +∞ P e(Pr) 2.12.(g)
UC5 : Dans ces cas, Pr − P th > 0 et Pr − Plim > P e.
L’extremum a2−λb
−
1
2λb−2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
P e(Pr) ≤
a2−λb−1
2λb−2
≤ 0. Ce qui équivaut à : a2
b−1
≤ λ ≤ λ2−max, où, a2b−1 et λ
2−
max sont les solutions
des équations suivantes :
(1) a2−λb
−
1
2λb−2
= 0 ⇔ λ = a2
b−1
(2) a2−λb
−
1
2λb−2
= P e(Pr) ⇔ λ = λ2−max = a22P e(Pr)b−2 +b−1
L’extremum a2−λb
+
1
2λb+2
est l’optimum si et seulement s’il vérifie les conditions suivantes :
0 ≤ a2−λb
+
1
2λb+2
≤ P e(Pr). Ce qui équivaut à : λ2+min ≤ λ ≤ a2b+1 , où, λ
2+
min et
a2
b+1
sont les solutions
des équations suivantes :
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(1) a2−λb
+
1
2λb+2
= P e(Pr) ⇔ λ = λ2+min = a22P e(Pr)b+2 +b+1
(2) a2−λb
+
1
2λb+2
= 0 ⇔ λ = a2
b+1
𝑃m𝑃m t = 𝑃e𝑃e
=
𝐻
i = i− =i = i+
≤ 𝝀 ≤ 𝝀 𝐢+
𝑃m𝑃e𝑃e
=
𝐻
i = i−
+ ≤ 𝝀 ≤ −
𝑃m t = 0
− ≤ 𝝀 ≤ 𝝀 𝐚𝐱−
𝑃m
𝐻
𝑃m t = − λ −2λ −𝑃e
𝑃m𝑃e𝑃e
= 𝐻i = i− =i = i+
𝝀 𝐢+ ≤ 𝝀 ≤ +
𝑃m t = − λ +2λ +
=i = i+ =i = i+
𝑃e
𝝀 𝐚𝐱− ≤ 𝝀 ≤ +∞
𝑃m
𝐻
− λ −2λ −
𝑃m t = 𝑃e
=i = i+
𝑃e
Figure 2.13 – Détermination de P optm selon le sens de variation de H pour UC5
Selon la figure 2.13, P optm est donnée en fonction de Pr et λ comme suit :
Cas sur λ P optm figure
0 ≤ λ ≤ λ2+min P e(Pr) 2.13.(a)
λ2+min ≤ λ ≤ a2b+1
a2−λb+1
2λb+2
2.13.(b)
a2
b+1
≤ λ ≤ a2
b−1
0 2.13.(c)
a2
b−1
≤ λ ≤ λ2−max
a2−λb−1
2λb−2
2.13.(d)
λ2−max ≤ λ ≤ +∞ P e(Pr) 2.13.(e)
2.1.3 Résultats de Simulations
Dans cette section, nous réalisons l’étape 5 de la méthodologie analytique (figure 1.39). Elle
consiste à comparer les résultats issus de la méthode analytique avec ceux de la méthode
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numérique. Comme présenté dans la figure 1.41, le processus de validation comporte deux
phases :
— la validation hors-ligne où les commandes analytiques sont comparées avec les com-
mandes numériques. En effet, pour que les commandes soient comparables, les stra-
tégies sont isolées du MIL (Model In the Loop de la figure 1.37) et sont soumises
aux mêmes entrées (limitations des commandes, puissance à la roue, facteur d’équi-
valence, régimes et tension). De plus, cette étape permet de quantifier le temps de
calcul ainsi que la mémoire consommés par chaque stratégie.
— la validation en-ligne où les stratégies sont implémentées dans le simulateur de véhi-
cule (MIL) afin d’établir leurs bilans énergétiques.
Pour rappel, comme présenté dans le tableau 1.42, les indices 1 et 2 dans les méthodes
numériques correspondent à l’utilisation des modèles convexes (modèle électrique qua-
dratique) et des modèles de référence respectivement. Il faut noter que, dans le calcul
de l’Hamiltonien pour les méthodes numériques, les pertes de la batterie sont prises en
compte. Ceci permet de valider l’hypothèse 8 où on suppose que les pertes de la batterie
sont négligeables devant la puissance électrique de la machine électrique.
Validation Hors-Ligne
Évaluation de l’impact du maillage
Ici, nous souhaitons identifier l’impact du maillage sur la solution numérique. La figure 2.14
présente la comparaison entre les commandes obtenues par : Num101 , Num
100
1 et Num
1000
1 ;
et la figure 2.15 présente celles obtenues par : Num102 , Num
100
2 et Num
1000
2 .
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Figure 2.14 – Les commandes obtenues par les méthodes numériques basées sur les modèles
convexes Num101 , Num
100
1 et Num
1000
1 (haut) et zoom sur ces commandes entre 269s et 275s (bas)
pour le cycle ARTEMIS Urbain
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Figure 2.15 – Les commandes obtenues par les méthodes Num102 , Num
100
2 et Num
1000
2 (haut)
et zoom sur ces commandes entre 180s et 215s (bas) pour le cycle ARTEMIS Autoroute
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Discussion Les figures 2.14 et 2.15 montrent que la solution numérique est très sensible
au maillage. En effet, on voit que plus le maillage est grossier, plus la commande s’éloigne
de la meilleure solution donnée par la méthode Num10002 . De plus, on voit apparaitre le
phénomène de pompage. On peut constater également que plus le maillage est grossier, plus
ce phénomène s’accentue : les sauts brusques de la commande sont plus grands ainsi que
plus fréquents. On constate également que le pompage dans la méthode Num1 est moins
important que celui dans la méthode Num2. En effet, l’un des principales objectifs de la
modélisation convexe est le lissage des modèles de référence (voir chapitre 1) qui réduit
ce type de comportement fortement indésirable. Compte tenue de ces résultats, dans la
suite de ce rapport, les commandes analytiques seront comparées uniquement à celles des
approches Num10001 et Num
1000
2 .
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Validation des solutions analytiques
Afin de valider le calcul analytique des commandes optimales indépendamment de l’effet
de la modélisation convexe, les commandes analytiques sont comparées avec celles de la
méthode Num10001 .
Figure 2.16 – Commandes optimales issues de la méthodologie analytique et de la méthode
Num10001 pour le cycle ARTEMIS Autoroute
Discussion Les figures 2.16 et 2.17 représentent les commandes P optth et P
opt
m obtenues
par la méthode analytique utilisant le modèle affine (1.23) et le modèle quadratique (1.22)
de la machine électrique ; et celles obtenues par la méthode Num10001 utilisant le modèle
quadratique (1.22). On voit que les courbes des solutions des trois stratégies sont très
similaires. Par conséquent, on peut tirer deux principales conclusions :
— l’impact des pertes de la batterie sur la répartition de puissance est négligeable (hy-
pothèse 8 validée).
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Figure 2.17 – Commandes optimales issues de la méthodologie analytique et de la méthode
Num10001 pour le cycle ARTEMIS Urbain
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— le modèle linéaire de la machine électrique (1.23) est aussi efficace que le modèle
quadratique (1.22).
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Le tableau 2.1 présente les résultats en temps de calcul des méthodes analytiques, Num10
et Num1000. Pour rappel, le temps de calcul est la moyenne des temps de calcul des 4 cycles
étudiés pour effectuer le calcul des commandes d’un pas de temps (1.52).
Stratégie Temps de Calcul [ms]
Analytique Linéaire 0.052
AnalytiqueQuadratique 0.084
Num10001 0.294
Num10002 0.42
Num101 0.084
Num102 0.105
Table 2.1 – Temps de calcul moyen consommé par les stratégies analytique linéaire, analytique
quadratique, Num10001 , Num
1000
2 , Num
10
1 et Num
10
2 pour le calcul des commandes sur un pas de
temps
Discussion D’après le tableau 2.1, la méthode analytique linéaire est la moins coûteuse
en temps de calcul. La méthode analytique quadratique consomme le même temps de
calcul que la méthode Num101 . Mais cette dernière présente un inconvénient important qui
est le pompage de la solution. Finalement, la méthode analytique quadratique consomme
jusqu’à 5 fois moins de temps de calcul par rapport au maillage 1000 à quasi-optimalité.
La mémoire occupée par chaque stratégie est définie par le nombre de paramètres mémo-
risés ainsi que le nombre et la taille des variables intermédiaires calculées pour obtenir la
commande optimale. Le nombre de paramètres est fixe. En effet, ces paramètres sont : soit
les coefficients des modèles convexes pour les méthodes analytiques et la méthode Num1 ;
soit les cartographies de consommation énergétique pour la méthode Num2. Pour l’optimi-
sation de la répartition de puissance d’un véhicule hybride parallèle, les paramètres utilisés
par chaque stratégie sont présentés dans le tableau 2.2.
Stratégie Paramètres Nombre total
Analytique MT : a1, a2, Plim, p0 et p1 5
Linéaire ME : a− et a+ 18
Analytique MT : a1, a2, Plim, p0 et p1 5
Quadratique ME : b−2 , b
−
1 , b
+
2 et b
+
1 36
Num1 MT : a1, a2, Plim, p0, p1, Q0, q2, q1, q0 et Qlim 10
ME : b−2 , b
−
1 , b
+
2 , b
+
1 et b0 45
Num2 MT : cartographie du débit carburant (25× 17) 425
ME : cartographie des pertes électriques (41× 15× 5) 3075
Table 2.2 – Nombre de paramètres fixes utilisés par les stratégies analytique linéaire, analytique
quadratique, Num1 et Num2 pour le calcul de la répartition optimale de puissance
Remarque : les paramètres du modèle convexe de la machine électrique apparaissent
dans les équations de b±2 (1.19) (9 paramètres), b
±
1 (1.20) (9 paramètres) et b0 (1.21) (9
paramètres).
Concernant les variables intermédiaires, leur nombre dépend également de la stratégie.
Pour les stratégies numériques, le nombre des variables intermédiaires est fixe. Il est égal à
la somme des tailles du vecteur H et du vecteur commande Pth (ou Pm). Par conséquent,
le maillage 1000 génère 2000 variables intermédiaires et le maillage 10 génère 20 variables
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intermédiaires. Pour les stratégies analytiques, les variables intermédiaires sont les seuils
de Pr et les seuils de λ. On peut remarquer que le nombre de ces seuils dépend du cas
sélectionné. Pour cela, on considèrera les cas qui comportent le nombre maximum de seuils.
Ces cas sont : UC2 et UC3 pour la méthode linéaire avec 2 seuils de Pr à calculer ; et UC3.a,
UC3.b et UC4 pour la méthode quadratique avec 6 seuils de λ à calculer. Pour la méthode
linéaire, nous avons un nombre fixe de seuils de λ à calculer qui est de 4 ( a1
a+
, a1
a−
, a2
a+
et a2
a−
) comme le montrent les tableaux (2.16) et (2.17). Pour la méthode quadratique,
nous avons un nombre fixe de seuils de Pr à calculer qui est de 5. Par ailleurs, la méthode
quadratique possède en plus de la méthode linéaire 4 autres optimums qui correspondent
aux extremums des morceaux quadratiques de l’Hamiltonien. Le nombre total des variables
intermédiaires pour chaque stratégie est résumé dans le tableau 2.3.
Stratégie Nombre total
Analytique Linéaire 6
Analytique Quadratique 15
Num10001 2000
Num10002 2000
Num101 20
Num102 20
Table 2.3 – Nombre de variables intermédiaires calculées par les stratégies analytique linéaire,
analytique quadratique, Num10001 , Num
1000
2 , Num
10
1 et Num
10
2 pour le calcul de la répartition
optimale de puissance
Remarque : les entrées de l’optimisation (puissance à la roue, régimes, facteur d’équiva-
lence,...) ne sont pas comptées dans le calcul de la mémoire car toutes stratégies consomment
les mêmes entrées.
Finalement, la mémoire totale occupée par chaque stratégie est égale au nombre des para-
mètres fixes + le nombre des variables intermédiaires, en considérant 1 scalaire = 1 Double
(tableau 2.4).
Stratégie Espace mémoire occupé [Doubles]
Analytique Linéaire 29
AnalytiqueQuadratique 56
Num10001 2055
Num10002 5500
Num101 85
Num102 3520
Table 2.4 – Espace mémoire occupé par les stratégies analytique linéaire, analytique quadra-
tique, Num10001 , Num
1000
2 , Num
10
1 et Num
10
2 pour le calcul de la répartition optimale de puissance
Discussion Le tableau 2.4 montre que les méthodes analytiques occupent largement
moins d’espace mémoire comparées aux méthodes numériques. Grâce à la méthode analy-
tique, nous avons réduit de 98% la mémoire comparé à la méthode Num10001 et de 99.5%
comparé à la méthode Num10002 .
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Validation des modèles convexes
Pour évaluer l’impact de la modélisation convexe sur la solution optimale, les commandes
de Num10001 sont comparées avec celles de Num
1000
2 . Cette comparaison est illustrée par la
figure 2.18.
Figure 2.18 – Comparaison des commandes obtenues par les méthodes Num10001 et Num
1000
2
sur le cycle ARTEMIS Autoroute
Discussion Les courbes des solutions des méthodes Num10001 et Num
1000
2 sont très proches.
Ceci permet de valider des modèles convexes.
Validation En-Ligne
Dans cette étape de validation, les stratégies analytiques et numériques sont testées en-ligne
sur le simulateur du véhicule (MIL) afin d’établir leurs bilans énergétiques (consommation
de carburant et trajectoire SoE). On rappelle que, dans ce chapitre, le véhicule étudié
est sans step-up. Sa batterie a une tension d’environ 400V . Il faut noter que le calcul
des consommations thermique et électrique de toutes les stratégies est réalisé à partir des
modèles de référence (1.10) et (1.16).
Remarque : la surconsommation (∆Conso [%]) est calculée par rapport à la consom-
mation de la méthode Num10002 . Elles est donnée par : ∆Conso = 100 × Conso−ConsorefConsoref .
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Cycle Stratégie Conso [L/100km] ∆Conso [%]
WLTC Analytique Linéaire 4.40 0.45
AnalytiqueQuadratique 4.39 0.22
Num10001 4.40 0.22
Num10002 4.38 -
Num101 4.91 12.1
Num102 4.54 3.65
ARTEMIS Analytique Linéaire 5.48 0.73
Urbain AnalytiqueQuadratique 5.45 0.18
Num10001 5.47 0.55
Num10002 5.44 -
Num101 5.96 9.55
Num102 5.72 5.14
ARTEMIS Analytique Linéaire 4.20 0.47
Routier AnalytiqueQuadratique 4.19 0.23
Num10001 4.18 0
Num10002 4.18 -
Num101 4.73 13.15
Num102 4.22 0.95
ARTEMIS Analytique Linéaire 6.22 0.97
Autoroutier AnalytiqueQuadratique 6.17 0.16
Num10001 6.17 0.16
Num10002 6.16 -
Num101 6.58 6.81
Num102 6.36 3.24
Table 2.5 – Résultats de consommation de carburant
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Où, Consoref [L/100km] est la consommation de carburant issue de la méthode Num
1000
2 et
Conso[L/100km] est la consommation de carburant issue des autres méthodes.
82
Figure 2.19 – Trajectoires SoE des stratégies analytique linéaire, analytique quadratique,
Num10001 et Num
1000
2 sur tous les cycles étudiés
Discussion D’après le tableau 2.5, on peut constater que :
— L’impact de la modélisation convexe sur la consommation de carburant de la méthode
Num10001 se traduit par une surconsommation inférieure à 0.55% par rapport à la
meilleure solution donnée par la méthode Num10002 .
— La méthode Num10001 et la méthode quadratique ont exactement la même consom-
mation.
— L’écart de consommation entre le modèle linéaire et le modèle quadratique de la
machine électrique est inférieur à 0.8%.
— La méthode Num101 présente une surconsommation qui peut atteindre les 13%.
— La méthode Num102 présente une surconsommation qui peut atteindre les 5%.
La figure 2.19 montre que les stratégies analytique linéaire, analytique quadratique, Num10001
et Num10002 ont des trajectoires SoE similaires sur tous les cycles étudiés.
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Étude de sensibilité des solutions analytiques
L’objectif de cette étude est de quantifier l’impact de la variation des paramètres des
modèles convexes sur la consommation de carburant. Pour cela, on introduit un facteur
de perturbation dans les paramètres utilisés par le calcul des commandes analytiques. La
consommation de carburant correspondant au paramètre perturbé est notée ˆconso. Pour
un paramètre donné, noté α, la perturbation p sera introduite comme suit :
α̂ = α+ pα (2.22)
Où, α̂ est le paramètre perturbé. La perturbation p correspond à l’erreur d’estimation
du paramètre α. Elle est introduite par un pourcentage multiplié par α afin qu’elle soit
représentative à l’échelle du paramètre α. On suppose que cette erreur varie au maximum
entre −30% et +30% (choix réalisé lors de l’identification des paramètres et de l’analyse
des mesures expérimentales).
Les paramètres des modèles convexes utilisés par l’optimisation de la répartition de puis-
sance sont : a1, a2, Plim, a− (noté b
−
1 en quadratique) et a+ (noté b
+
1 en quadratique).
La sensibilité de la solution analytique par rapport au paramètre α est représentée par
l’écart sα comme suit :
sα[L/100km] = ˆconso− conso (2.23)
Il faut noter que le calcul des consommations du moteur thermique (conso et ˆconso) est
réalisé à partir du modèle de référence (1.10). L’écart sα est multiplié par 100 pour faciliter
sa lecture quand ce dernier a une valeur très faible.
La figure 2.20 représente la sensibilité des solutions analytiques linéaire et quadratique par
rapport aux paramètres a1, a2, Plim, a− et a+. Ces résultats ont été obtenus sur le cycle
WLTC.
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Figure 2.20 – Sensibilité de la consommation de carburant par rapport à la variation des
paramètres a1, a2, Plim, a− et a+ pour l’optimisation de la répartition de puissance sur le cycle
WLTC
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Discussion
D’après la figure 2.20, on peut constater que :
— les solutions analytiques linéaire et quadratique sont plus sensibles à la sur-estimation
des paramètres a1 et a+ et à la sous-estimation des paramètres a2 et a−. En effet,
nous rappelons que les seuils du facteur d’équivalence (λ) permettant de détermi-
ner la répartition optimale de puissance, dépendent de ces paramètres. D’ailleurs, le
facteur d’équivalence optimal correspondant au bilan de batterie nul, pour tous les
cycles étudiés, varie entre les seuils a1
a−
et a2
a+
. On rappelle également que la solution
analytique est définie de la manière suivante. En dessous du seuil a1
a−
, l’électrique
est favorisé, on appellera cet intervalle "zone électrique" ; et au dessus du seuil a2
a+
,
le thermique est plus favorable ("zone thermique"). C’est pourquoi, sur-estimer a1
ou sous-estimer a− augmentera le seuil
a1
a−
et élargira la "zone électrique". Ceci en-
trainera une augmentation considérable du facteur d’équivalence afin de respecter la
contrainte sur l’état de charge de la batterie. Au quel cas, la solution pourrait basculer
dans la "zone thermique", d’où la surconsommation de carburant. Symétriquement,
sous-estimer a2 ou sur-estimer a+ élargira la "zone thermique", ainsi, la solution se
trouverait dans la "zone thermique", d’où la surconsommation de carburant.
— les solutions analytiques linéaire et quadratique présentent une sensibilité plus im-
portante à la sur-estimation de Plim par rapport à sa sous-estimation. En effet, Plim
étant, dans la majorité des cas, la solution optimale, sa sur-estimation positionnera le
point de fonctionnement du moteur thermique, choisi par l’optimisation analytique,
dans sa zone à richesse supérieure à 1 (zone correspondant à la pente a2 dans le
modèle convexe (1.12)).
2.1.4 Conclusion
En conclusion, la stratégie analytique permet de lisser les commandes, de réduire le temps
de calcul ainsi que l’espace mémoire tout en ayant une consommation assez proche de la
meilleure solution. La méthode analytique linéaire présente le meilleur compromis consom-
mation/performances. En effet, elle est la moins coûteuse en termes de temps de calcul et
de mémoire pour une surconsommation inférieure à 1%. La méthode numérique présente
des risques importants lorsque le maillage de la commande n’est pas assez fin. Comme
le montrent les résultats, les méthodes Num101 et Num
10
2 engendrent un pompage de la
commande et une surconsommation beaucoup trop élevés.
L’étude de sensibilité de la solution analytique nous a permis d’identifier les paramètres
qui ont le plus d’impact sur la consommation de carburant. D’après les résultats obtenus,
la solution analytique présente plus de sensibilité aux paramètres du moteur thermique a1
et Plim. Toutefois, une sur-estimation considérable de +30% de ces paramètres n’engendre
que 4% de surconsommation, ce qui est tout à fait tolérable. Cette étude pour l’architecture
parallèle a également été réalisée pour les autres configurations étudiées dans cette thèse
(parallèle avec boite de vitesses à variation continue, bi-parallèle et série). Les résultats
obtenus pour ces architectures sont identiques aux résultats de la section précédente. C’est
pourquoi, nous ne referons pas l’étude de sensibilité de la solution analytique par rapport
aux paramètres traités dans cette section dans la suite de ce mémoire.
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2.2 Optimisation de l’état du moteur thermique
Dans cette section, l’état, noté e, du moteur thermique est déterminé. Le moteur thermique
a deux états : "allumé" (e = 1) ou "éteint"(e = 0). Afin de déterminer eopt, on applique
le PMP pour les systèmes hybrides, comme présenté dans la section 1.3.2, sur le problème
suivant :
POP2 :





















minPth,e
∫ tf
t0
e×Q(Pth(t), ωth(t))dt
˙SoE(t) = −Pbat(t)
Emax
0 ≤ SoE(t) ≤ 100
P th(ωth) ≤ Pth ≤ P th(ωth)
Pr = Pth + Pm
P e(ωe) ≤ Pm ≤ P e(ωe)
e ∈ {0, 1}
(2.24)
Les commandes optimales sont données par :
[P optth , e
opt] = arg min
Pth,e
(H(Pth, e, Pr, λ)) (2.25)
Les résultats de la section précédente ont permis de valider le modèle affine de Pbat. Pour
cela, dans cette partie, H est calculé à partir des modèles affines de Q et de Pbat définis
dans les équations (1.12) et (1.23). H est donné par :
H(Pth, e, Pr, λ) = e.Q(Pth) + λPbat(Pr − Pth) (2.26)
Comme démontré par [54], le PMP pour les systèmes hybrides est composé par deux
étapes :
1. Le PMP est appliqué dans chaque mode discret :
— Quand e = 1 :
H = H1(Pth, Pr, λ) = Q(Pth) + λPbat(Pth) (2.27)
— Quand e = 0, on a : Q = 0, Pth = 0 alors Pm = Pr. L’Hamiltonien dans ce cas
est donné par (figure 2.21) :
H = H0(Pr, λ) =
{
λ. (a−Pr + b) si P e ≤ Pr ≤ 0
λ. (a+Pr + b) si 0 ≤ Pr ≤ P e
(2.28)
2. L’état discret du MT optimal est trouvé comme suit :
eopt = arg min
e={0,1}
{H1(P optth , Pr, λ), H0(Pr, λ)} (2.29)
L’objectif étant de comparer H1 à H0, on définit alors la fonction F0 telle que :
F0(Pr, λ) = H1(P
opt
th , Pr, λ)−H0(Pr, λ) (2.30)
Avec, H1(P
opt
th , Pr, λ) = Q(P
opt
th ) + λPbat(Pr − P
opt
th ).
Le choix du mode optimal se fera donc suivant le signe de la fonction F0 :
— Si F0 > 0 ⇒ le mode électrique est optimal (eopt = 0).
— Si F0 < 0 ⇒ le mode hybride est optimal (eopt = 1).
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𝐻0
λ −
λ +
λ
0 𝑃r
Figure 2.21 – Allure de l’Hamiltonien en mode électrique H0, avec : Pm = Pr et Pth = 0
— Si F0 = 0 ⇒ les deux modes sont optimaux.
L’expression de H1(P
opt
th , Pr, λ) est calculée à partir de la forme générale donnée par (2.15)
comme suit :
H1(P
opt
th , Pr, λ) = A1P
opt
th +A0 + λ(B1(Pr − P
opt
th ) + b) (2.31)
Nous avons trouvé dans la section 2.1.1 que P optth est en fonction de Pr et peut s’écrire sous
la forme : P optth (Pr) = αPr + β. En remplaçant P
opt
th (Pr) dans H1, on obtient :
H1(Pr, λ) = (A1α+ λ(1− α)B1)Pr +A1β +A0 + λ(b− βB1) (2.32)
Alors, F0 est une fonction affine par morceaux. Elle est donnée par :
F0(Pr, λ) =
{
(A1α+ λ(1− α)B1 − λa−)Pr +A1β +A0 − λβB1 si P e ≤ Pr ≤ 0
(A1α+ λ(1− α)B1 − λa+)Pr +A1β +A0 − λβB1 si 0 ≤ Pr ≤ P e
(2.33)
Dans ce qui suit, l’expression de F0 est déterminée pour les cas UC1 et UC2 de P
opt
th
présentés dans la section 2.1.1 (page 57). Les autres cas de P optth sont étudiés en annexe
section 6.1. Pour analyser le signe de F0(Pr, λ), comme elle est affine par morceaux, alors,
il suffit d’étudier son signe à chaque point de changement de coefficients. Puisque en mode
électrique la ME assure seule la traction du véhicule, alors, le domaine de puissance à la
roue où l’état optimal doit être déterminé est :
P e(ωe) ≤ Pr ≤ P e(ωe) (2.34)
UC1 : λ ≤ a1
a+
Dans ce cas, P optth = P th(Pr) et P th(Pr) < Plim (car Pr < Plim + P e), alors A1 = a1 et
A0 = Q0 ∀Pr (voir section 2.1.1). Quant à α, β et B1, ils sont donnés suivant Pr comme
suit :
α =
{
0 si P e ≤ Pr ≤ P e + P th
1 si P e + P th ≤ Pr ≤ P e
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β =
{
P th si P e ≤ Pr ≤ P e + P th
−P e si P e + P th ≤ Pr ≤ P e
B1 =
{
a− si P e ≤ Pr ≤ P th
a+ si P th ≤ Pr ≤ P e
Alors, F0(Pr, λ) est donnée par :
F0(Pr, λ) =







λa−Pr + a1P th +Q0 + λ(b− a−P th)− λ(a−Pr + b) si P e ≤ Pr ≤ P th
λa+Pr + a1P th +Q0 + λ(b− a+P th)− λ(a−Pr + b) si P th ≤ Pr ≤ 0
λa+Pr + a1P th +Q0 + λ(b− a+P th)− λ(a+Pr + b) si 0 ≤ Pr ≤ P e + P th
a1Pr − a1P e +Q0 + λ(b+ a+P e)− λ(a+Pr + b) si P e + P th ≤ Pr ≤ P e
(2.35)
Sachant que a1P th +Q0 = 0, alors F0(Pr) devient :
F0(Pr, λ) =







−λa−P th si P e ≤ Pr ≤ P th
λ(a+ − a−)Pr − λa+P th si P th ≤ Pr ≤ 0
−λa+P th si 0 ≤ Pr ≤ P e + P th
(a1 − λa+)Pr − a1P e +Q0 + λa+P e si P e + P th ≤ Pr ≤ P e
(2.36)
Comme le montre la figure 2.22, F0(Pr, λ) est positive quelque soit Pr et λ. Alors, eopt =
0 ∀(Pr, λ). 𝐹 𝑃r
−λ𝑎−𝑃th
λ𝑎+ − λ𝑎−
0𝑃th 𝑃e + 𝑃th
𝑎 − λ𝑎+
𝑃e𝑃e
−λ𝑎+𝑃th
𝑃r
Figure 2.22 – Allure de la fonction F0 déterminant l’état du moteur thermique en fonction de
Pr pour UC1
UC2 : a1
a+
< λ ≤ a1
a−
Dans ce cas, P optth (Pr) < Plim (car Pr < Plim + P e), alors A1 = a1 et A0 = Q0 ∀Pr. En
supposant que Plim < P e (le cas Plim > P e est traité en annexe section 6.1), α, β et B1
sont donnés suivant Pr comme suit :
89
α =



0 si P e ≤ Pr ≤ P th
1 si P th ≤ Pr ≤ Plim
0 si Plim ≤ Pr ≤ P e
β =



P th si P e ≤ Pr ≤ P th
0 si P th ≤ Pr ≤ Plim
Plim si Plim ≤ Pr ≤ P e
B1 =



a− si P e ≤ Pr ≤ P th
0 si P th ≤ Pr ≤ Plim
a+ si Plim ≤ Pr ≤ P e
Alors, F0(Pr, λ) est donnée par :
F0(Pr, λ) =







λa−Pr + a1P th +Q0 + λ(b− a−P th)− λ(a−Pr + b) si P e ≤ Pr ≤ P th
a1Pr +Q0 + λb− λ(a−Pr + b) si P th ≤ Pr ≤ 0
a1Pr +Q0 + λb− λ(a+Pr + b) si 0 ≤ Pr ≤ Plim
λa+Pr +Qlim − λa+Plim + λb− λ(a+Pr + b) si Plim ≤ Pr ≤ P e
(2.37)
En simplifiant, F0(Pr) devient :
F0(Pr, λ) =







−λa−P th si P e ≤ Pr ≤ P th
(a1 − λa−)Pr +Q0 si P th ≤ Pr ≤ 0
(a1 − λa+)Pr +Q0 si 0 ≤ Pr ≤ Plim
Qlim − λa+Plim si Plim ≤ Pr ≤ P e
(2.38)
D’après la figure 2.23, on a :
— Si λ < Qlim
a+Plim
, alors eopt = 0 ∀Pr,
— Si λ > Qlim
a+Plim
, alors eopt est donné par :
eopt(Pr) =
{
0 si P e ≤ Pr ≤ P0(λ)
1 si P0(λ) ≤ Pr ≤ P e
(2.39)
La même démarche est appliquée sur les autres cas de P optth (voir annexe section 6.1), ainsi,
le tableau du signe de F0, dans le cas où Plim < P e, est donné par :
λ 0
a1
a+
Qlim
a+Plim
Qlim
a−Plim
+∞
UC 1 2 ou 3 2 ou 3 3, 4 ou 5
F0(P e, λ) + + 0 − −
F0(Plim, λ) + + 0 − −
F0(0, λ) + + + 0 −
F0(Plim + P e, λ) + + + 0 −
F0(P e, λ) + + + +
D’après le tableau du signe de F0, on peut constater que, pour λ donné, F0(Pr) ne change
de signe qu’une seule fois de négative à positive. Autrement dit, l’équation F0(Pr) = 0 a
une solution unique. Cette solution est notée P0(λ) et servira de seuil pour déterminer eopt
comme suit :
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𝐹 r
−λ𝑎− t
0t
𝑎 − λ𝑎+
ee r
𝑎 − λ𝑎−− λ𝑎+
𝝀 < 𝐢𝒂+ 𝐢 𝐹 r
−λ𝑎− t0t
𝑎 − λ𝑎+
ee r
𝑎 − λ𝑎−
− λ𝑎+
𝝀 > 𝐢𝒂+ 𝐢
λ = λ𝑎+ − 𝑎
Figure 2.23 – F0 en fonction de Pr pour UC2. Quand λ <
Qlim
a+Plim
(à gauche), F0 ne change pas
de signe. Quand λ > Qlim
a+Plim
(à droite), F0 change une seule fois de signe de positive à négative
— Si Pr < P0(λ) ⇒ le mode électrique est optimal (eopt = 0).
— Si Pr > P0(λ) ⇒ le mode hybride est optimal (eopt = 1).
— Si Pr = P0(λ) ⇒ les deux modes sont optimaux. Dans ce cas, la commande est
singulière. Grâce à l’optimisation analytique, ce cas sera identifié en amont de l’im-
plémentation et sera traité à part en utilisant, par exemple, une hystérésis.
La figure 2.24 représente P0 en fonction de λ.
𝜆
e
e
𝜆0 i𝑎+ i
i
i + e
aa−i𝑎− i
𝜆𝑎+ − 𝑎 i − 𝜆𝑎− i𝜆𝑎+ − 𝜆𝑎−
𝜆𝑎− − 𝑎 e +𝜆𝑎− − 𝑎
aa−
Figure 2.24 – Allure de P0(λ) dans le cas où Plim < P e
Les résultats de simulation de l’optimisation analytique de l’état du MT sera présentée
avec les résultats de la section 2.3.1.
2.3 Optimisation du régime du moteur thermique
Dans cette section, le calcul analytique du régime optimal du moteur thermique (ωoptth ) est
présenté. On rappelle que le régime du moteur thermique est lié à celui de la roue via la
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transmission par le ratio Rth. Alors, le régime du moteur thermique est donné par :
ωth = ωrRth (2.40)
Comme ωr est une donnée du cycle de conduite 1.8, alors, il suffit de trouver le rapport
Rth optimal pour déterminer le régime thermique optimal.
Dans ce qui suit, le rapport de transmission optimal est déterminé dans le cas d’une
transmission à rapports discrets (section 2.3.1) et continus (section 2.3.2).
2.3.1 Rapports discrets
Dans le cas d’une transmission à rapports discrets, la variable d’optimisation Rth est
discrète. On suppose que Rth est dans l’ensemble {R1, R2} (figure 2.1). Afin de trouver
Roptth , on utilise le PMP pour les systèmes hybrides, comme présenté dans la section 1.3.2,
pour résoudre le problème suivant :
POP3 :

























minPth,Rth
∫ tf
t0
Q(Pth(t), Rth(t))dt
˙SoE(t) = −Pbat(t)
Emax
0 ≤ SoE(t) ≤ 100
P th(Rth) ≤ Pth ≤ P th(Rth)
Pr = Pth + Pm
P e(ωe) ≤ Pm ≤ P e(ωe)
Rth ∈ {R1, R2}
ωth(R1) < ωth(R2)
(2.41)
Les commandes optimales sont données par :
[P optth , R
opt
th ] = arg min
Pth,Rth
(H(Pth, Rth, Pr, λ)) (2.42)
Avec, H(Pth, Rth, Pr, λ) = Q(Pth, Rth)+λPbat(Pr−Pth). Dans cette étude, H est également
calculé à partir des modèles affines de Q et de Pbat définis dans les équations (1.12) et
(1.23).
Comme vu précédemment, le PMP pour les systèmes hybrides consiste à :
1. Appliquer le PMP dans chaque mode {R1, R2} afin de calculer P optth (Rth). L’Hamil-
tonien dans chaque mode est donné par :
— Quand Rth = R1 :
H = HR1(Pth, Pr, λ) = QR1(Pth) + λPbat(Pr − Pth) (2.43)
Alors, dans ce mode : P optth (R1) = argminPth (HR1(Pth, Pr, λ))
— Quand Rth = R2 :
H = HR2(Pth, Pr, λ) = QR2(Pth) + λPbat(Pr − Pth) (2.44)
Alors, dans ce mode : P optth (R2) = argminPth (HR2(Pth, Pr, λ))
2. Le rapport thermique optimal est trouvé comme suit :
Roptth = arg min
Rth={R1,R2}
{HR1(P optth (R1), Pr, λ), HR2(P
opt
th (R2), Pr, λ)} (2.45)
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Comme précédemment présenté pour l’état du MT, l’objectif étant de comparer HR1 à
HR2 , on définit alors la fonction FRT telle que :
FRT = HR1(P
opt
th (R1), Pr, λ)−HR2(P
opt
th (R2), Pr, λ) (2.46)
Le choix du rapport optimal se fera donc suivant le signe de la fonction FRT comme suit :
— Si FRT < 0 ⇒ le rapport R1 est optimal
— Si FRT > 0 ⇒ le rapport R2 est optimal
— Si FRT = 0 ⇒ les deux rapports sont optimaux
Les expressions de HR1(P
opt
th (R1), Pr, λ) et de HR1(P
opt
th (R1), Pr, λ) sont calculés à partir
de la forme générale donnée par (2.15) comme suit :
HR1(P
opt
th (R1), Pr, λ) = A11P
opt
th (R1) +A10 + λ(B11(Pr − P
opt
th (R1)) + b) (2.47)
HR2(P
opt
th (R2), Pr, λ) = A21P
opt
th (R1) +A20 + λ(B21(Pr − P
opt
th (R2)) + b) (2.48)
D’après la section 2.1.1, on peut constater la solution P optth (Pr) est une fonction linéaire de
Pr. Alors, P
opt
th (R1) et P
opt
th (R2) peuvent s’écrire en fonction de Pr sous la forme générale
suivante : P optth (R1) = α1Pr + β1 et P
opt
th (R2) = α2Pr + β2. En remplaçant P
opt
th (R1) dans
HR1 et P
opt
th (R2) dans HR2 , on obtient :
HR1(Pr, λ) = (A11α1 + λ(1− α1)B11)Pr +A11β1 +A10 + λ(b− βB11) (2.49)
HR2(Pr, λ) = (A21α2 + λ(1− α2)B21)Pr +A21β2 +A20 + λ(b− βB21) (2.50)
Dans ce qui suit, l’expression de FRT est déterminée pour les cas UC1 et UC2 de P
opt
th
présentés dans la section 2.1.1 (page 57). Les autres cas de P optth sont étudiés en annexe
section 6.2.1. Pour analyser le signe de FRT(Pr, λ), comme elle est affine par morceaux,
alors, il suffit d’étudier son signe à chaque point de changement de coefficients.
Comme ωth(R1) < ωth(R2), alors, P th(R1) > P th(R2) et P th(R1) < P th(R2) (selon la
figure 1.10). On en déduit que le domaine de puissance à la roue où le rapport optimal
doit être déterminé est :
P 1r = P th(R1) + P e(ωe) ≤ Pr ≤ P th(R1) + P e(ωe) = P
1
r (2.51)
Afin de faciliter la lecture des équations, nous simplifions l’écriture. L’exposant 1 (respec-
tivement 2) correspondra au premier rapport (respectivement deuxième rapport).
UC1 : λ ≤ a1
a+
Dans ce cas, les coefficients de HR1 et de HR2 sont donnés par :
α1 =
{
0 si P 1r ≤ Pr ≤ P e + P 1th
1 si P e + P
1
th ≤ Pr ≤ P
1
r
β1 =
{
P 1th si P
1
r ≤ Pr ≤ P e + P 1th
−P e si P e + P 1th ≤ Pr ≤ P
1
r
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A11 =
{
a1 si P
1
r ≤ Pr ≤ P 1lim + P e
a2 si P
1
lim + P e ≤ Pr ≤ P
1
r
A10 =
{
Q10 si P
1
r ≤ Pr ≤ P 1lim + P e
Q1lim − a2P 1lim si P 1lim + P e ≤ Pr ≤ P
1
r
B11 =
{
a− si P 1r ≤ Pr ≤ P 1th
a+ si P
1
th ≤ Pr ≤ P
1
r
α2 =
{
0 si P 2r ≤ Pr ≤ P e + P 2th
1 si P e + P
2
th ≤ Pr ≤ P
2
r
β2 =
{
P 2th si P
1
r ≤ Pr ≤ P e + P 2th
−P e si P e + P 2th ≤ Pr ≤ P
1
r
A21 =
{
a1 si P
1
r ≤ Pr ≤ P 2lim + P e
a2 si P
2
lim + P e ≤ Pr ≤ P
1
r
A20 =
{
Q20 si P
1
r ≤ Pr ≤ P 2lim + P e
Q2lim − a2P 2lim si P 2lim + P e ≤ Pr ≤ P
1
r
B21 =
{
a− si P 1r ≤ Pr ≤ P 2th
a+ si P
2
th ≤ Pr ≤ P
1
r
Alors, en supposant que P e + P 2th > P
1
th (le cas où P e + P
2
th < P
1
th est traité en annexe
section 6.2.1), la fonction FRT(Pr, λ) permettant le passage du rapport 1 à 2, est donnée
par :
FRT(Pr, λ) =





















λa−(P 2th − P 1th) si P 1r ≤ Pr ≤ P 2th
λ(a− − a+)Pr + λa+P 2th − λa−P 1th si P 2th ≤ Pr ≤ P 1th
λa+(P
2
th − P 1th) si P 1th ≤ Pr ≤ P e + P 2th
(λa+ − a1)Pr − λa+P 1th + (a1 − λa+)P e −Q20 si P e + P 2th ≤ Pr ≤ P e + P 1th
Q10 −Q20 si P e + P 1th ≤ Pr ≤ P e + P 1lim
(a2 − a1)Pr + (a1 − a2)P e +Q1lim − a2P 1lim −Q20 si P e + P 1lim ≤ Pr ≤ P e + P 2lim
a2(P
2
lim − P 1lim) +Q1lim −Q2lim si P e + P 2lim ≤ Pr ≤ P
1
r
(2.52)
Le tracé de la fonction FRT(Pr, λ) pour le UC1, définie ci-dessus, apparait à la figure 2.25.
Le signe de cette fonction permet alors de déterminer que :
Roptth (Pr) =
{
R1 si P
1
r ≤ Pr ≤ PRT
R2 si PRT ≤ Pr ≤ P 1r
(2.53)
Remarque : a2(P 2lim−P 1lim)+Q1lim−Q2lim > 0 est un résultat de l’hypothèse 4 où on suppose
que a2 >
∂Qlim
∂ωth
∂Plim
∂ωth
.
94
𝐹RT r
λ𝑎− t − t
r r
𝑎 − + −
λ𝑎+ t − t
−
r t t + e
+ e
𝑎 − 𝑎
λ 𝑎− − 𝑎+ λ 𝑎+ − 𝑎 RT
= + e + −𝑎 − 𝑎
Figure 2.25 – FRT en fonction de Pr pour UC1
UC2 : a1
a+
< λ ≤ a1
a−
Dans ce cas, les coefficients de HR1 et de HR2 sont donnés par :
α1 =







0 si P 1r ≤ Pr ≤ P 1th
1 si P 1th ≤ Pr ≤ P 1lim
0 si P 1lim ≤ Pr ≤ P e + P 1lim
1 si P e + P
1
lim ≤ Pr ≤ P
1
r
β1 =







P 1th si P
1
r ≤ Pr ≤ P 1th
0 si P 1th ≤ Pr ≤ P 1lim
P 1lim si P
1
lim ≤ Pr ≤ P e + P 1lim
−P e si P e + P 1lim ≤ Pr ≤ P
1
r
A11 =
{
a1 si P
1
r ≤ Pr ≤ P 1lim + P e
a2 si P
1
lim + P e ≤ Pr ≤ P
1
r
A10 =
{
Q10 si P
1
r ≤ Pr ≤ P 1lim + P e
Q1lim − a2P 1lim si P 1lim + P e ≤ Pr ≤ P
1
r
B11 =



a− si P 1r ≤ Pr ≤ P 1th
0 si P 1th ≤ Pr ≤ P 1lim
a+ si P
1
lim ≤ Pr ≤ P
1
r
α2 =







0 si P 1r ≤ Pr ≤ P 2th
1 si P 2th ≤ Pr ≤ P 2lim
0 si P 2lim ≤ Pr ≤ P e + P 2lim
1 si P e + P
2
lim ≤ Pr ≤ P
1
r
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β2 =







P 2th si P
1
r ≤ Pr ≤ P 2th
0 si P 2th ≤ Pr ≤ P 2lim
P 2lim si P
2
lim ≤ Pr ≤ P e + P 2lim
−P e si P e + P 2lim ≤ Pr ≤ P
1
r
A21 =
{
a1 si P
1
r ≤ Pr ≤ P 2lim + P e
a2 si P
2
lim + P e ≤ Pr ≤ P
1
r
A20 =
{
Q20 si P
1
r ≤ Pr ≤ P 2lim + P e
Q2lim − a2P 2lim si P 2lim + P e ≤ Pr ≤ P
1
r
B21 =



a− si P 1r ≤ Pr ≤ P 2th
0 si P 2th ≤ Pr ≤ P 2lim
a+ si P
2
lim ≤ Pr ≤ P
1
r
Alors, en supposant que P 2lim < P e + P
1
lim (le cas où P
2
lim > P e + P
1
lim est traité en annexe
section 6.2.1), FRT(Pr, λ) est donnée par :
FRT(Pr, λ) =

























λa−(P 2th − P 1th) si P 1r ≤ Pr ≤ P 2th
(λa− − a1)Pr − λa−P 1th −Q20 si P 2th ≤ Pr ≤ P 1th
Q10 −Q20 si P 1th ≤ Pr ≤ P 1lim
(λa+ − a1)Pr − λa+P 1lim +Q1lim −Q20 si P 1lim ≤ Pr ≤ Pl2
λa+(P
2
lim − P 1lim) +Q1lim −Q2lim si P 2lim ≤ Pr ≤ P e + P 1lim
(a2 − λa+)Pr + (λa+ − a2)P e si P e + P 1lim ≤ Pr ≤ P e + P 2lim
+Q1lim −Q2lim − a2P 1lim + λa+P 2lim
a2(P
2
lim − P 1lim) +Q1lim −Q2lim si P e + P 2lim ≤ Pr ≤ P
1
r
(2.54)
Comme tracé dans la figure 2.26, la fonction FRT(Pr, λ) dans le UC2 change de signe une
seule fois. En effet, elle négative pour Pr < P 1lim car comme ω
1
th < ω
2
th, on en déduit que
Q10 < Q
2
0 et P
2
th < P
1
th (figures 1.14 et 1.10) ; et elle est positive pour Pr > P
2
lim + P e
(hypothèse 4). L’intersection de FRT(Pr) avec l’axe des abscisses est donc soit pour Pr ∈
[P 1lim, P
2
lim] ; soit pour Pr ∈ [P 2lim, P 1lim + P e]. Ceci est déterminé selon λ. Ainsi, si λ <
Q2
lim
−Q1
lim
a+(P 2lim−P 1lim)
⇔ λa+(P 2lim−P 1lim)+Q1lim−Q2lim < 0, alors la solution de l’équation FRT(Pr) =
0 appartient à l’intervalle [P 2lim, P
1
lim + P e]. Dans le cas contraire, λ >
Q2
lim
−Q1
lim
a+(P 2lim−P 1lim)
⇔
λa+(P
2
lim − P 1lim) +Q1lim −Q2lim > 0, alors la solution de l’équation FRT(Pr) = 0 se trouve
dans [P 1lim, P
2
lim]. Une fois l’intersection, notée PRT(λ), déterminée, on en déduit alors que :
Roptth (Pr) =
{
R1 si P
1
r ≤ Pr ≤ PRT(λ)
R2 si PRT(λ) ≤ Pr ≤ P 1r
(2.55)
La même démarche est appliquée sur les autres cas de P optth (voir annexe section 6.2.1),
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𝐹RT r
λ𝑎− t − t
r r
𝑎 − + −
RT λ = λ𝑎+ + −λ𝑎+ − 𝑎−
r t t
+ e
+ e
𝑎 − λ𝑎+
λ𝑎+ − 𝑎λ𝑎− − 𝑎
λ𝑎+ − + −
𝝀 < 𝐢 − 𝐢𝒂+ 𝐢 − 𝐢
𝐹RT r
λ𝑎− t − t
r r
𝑎 − + −
−
r t t
+ e + e
𝑎 − λ𝑎+
λ𝑎+ − 𝑎
λ𝑎− − 𝑎
λ𝑎+ − + −
𝝀 > 𝐢 − 𝐢𝒂+ 𝐢 − 𝐢
RT λ = e + 𝑎 − λ𝑎+ + −𝑎 − λ𝑎+
Figure 2.26 – FRT en fonction de Pr pour UC2
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ainsi, le tableau du signe de FRT est donné par :
λ 0
a1
a+
Q2lim −Q1lim
a+(P 2lim − P 1lim)
Q2lim −Q1lim
a−(P 2lim − P 1lim)
a2
a−
+∞
UC 1 2, 3 ou 4 2, 3 ou 4 2, 3 ou 4 5
FRT(P
1
r , λ) + + + + +
FRT(P
2
lim + P e, λ) + + + + +
FRT(P
1
lim + P e, λ) − − 0 + + +
FRT(P
2
lim, λ) − − 0 + + +
FRT(P
1
lim, λ) − − − 0 + +
FRT(P
2
lim + P e, λ) − − − 0 + +
FRT(P
1
lim + P e, λ) − − − − −
FRT(P
1
r , λ) − − − − −
D’après le tableau du signe de FRT, on peut constater que, pour λ donné, FRT(Pr) ne change
de signe qu’une seule fois de négative à positive. Autrement dit, l’équation FRT(Pr) = 0 a
une solution unique. Cette solution servira de seuil pour déterminer Roptth comme suit :
— Si Pr < PRT(λ) ⇒ Roptth = R1,
— Si Pr > PRT(λ) ⇒ Roptth = R2,
— Si Pr = PRT(λ) ⇒ les rapports R1 et R2 sont tous les deux optimaux. Ce cas sera
isolé comme un cas particulier et sera traité par l’utilisation d’une hystérésis.
La figure 2.27 représente les expressions de PRT en fonction de λ dans le cas où
a2
a+
> a1
a−
(le cas où a2
a+
< a1
a−
est traité en annexe 6.2.1).
RT 𝜆
𝑎 − 𝑎 e + 𝑎 i + − i𝑎 − 𝑎
𝑎𝑎+ 𝜆0
i
i + e
𝑎𝑎−
i + e
𝑎 − 𝑎 e + 𝑎 i + − i𝑎 − 𝑎
i − i𝑎+ i − i i − i𝑎− i − i
𝑎 − 𝜆𝑎+ e + 𝑎 i + i − i − 𝜆𝑎+ i𝑎 − 𝜆𝑎+
− i + 𝜆𝑎+ i𝜆𝑎+ − 𝑎
i − i + 𝜆𝑎+ i − 𝜆𝑎− i𝜆𝑎+ − 𝜆𝑎−
− i + 𝜆𝑎− i + 𝜆𝑎− − 𝑎 e𝜆𝑎− − 𝑎
i − i + 𝑎 i − 𝜆𝑎− i𝑎 − 𝜆𝑎−
i 𝑎𝑎− 𝑎𝑎+
Figure 2.27 – Expressions du seuil PRT en fonction de λ
Résultats de Simulation
Dans cette section, les résultats de simulation de l’optimisation du régime du moteur
thermique pour une boite de vitesses à 3 rapports discrets (comme dans le véhicule de la
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figure 1.5) ainsi que la gestion de l’état du MT sont présentés. L’état "éteint" du MT est
considéré comme un rapport discret nul. Les résultats présentés sont issus d’une simulation
hors-ligne (figure 1.7). Les figures 2.28 et 2.29 représentent les commandes P optth et ω
opt
th
obtenues par la méthode analytique ; et celles obtenues par la méthode Num10001 utilisant
le modèle affine (1.23) de la machine électrique.
Figure 2.28 – Commandes optimales P optth et ω
opt
th issues de la méthodologie analytique et de
la méthode Num10001 pour le cycle ARTEMIS Autoroute
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Figure 2.29 – Commandes optimales P optth et ω
opt
th issues de la méthodologie analytique et de
la méthode Num10001 pour le cycle ARTEMIS Urbain
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Discussion La méthode analytique trouve exactement la même solution que la méthode
Num10001 (figures 2.28 et 2.29). Nous avons également comparé la méthode Num
1000
1 avec
la méthode Num10002 (figure 2.30). D’après la figure 2.30, les commandes issues des ap-
proches Num10001 et Num
1000
2 sont presque similaires. Ceci permet de valider la modélisation
convexe.
Figure 2.30 – Commandes optimales P optth et ω
opt
th issues des méthodes Num
1000
1 et Num
1000
2
pour le cycle ARTEMIS Urbain
Le temps de calcul est déterminé à partir de l’équation (1.52). Concernant la mémoire,
on applique la même démarche expliquée dans les résultats de la section précédente. Nous
avons, en plus des variables de l’optimisation de la puissance (tableau 2.4) :
— pour la gestion de l’état du moteur thermique : d’après la figure 2.24, il faut calculer
2 seuils de λ, les paramètres Q0 et Qlim ainsi que la fonction P0(λ) qui permet de
déterminer l’état optimal du MT. Au total, la méthode analytique aura besoin de 5
Doubles en plus pour le calcul de l’état optimal du MT.
— pour la gestion du rapport de boite : quand les trois rapports sont admissibles, afin
de décider entre eux, nous devons calculer alors (figure 2.27) :
— les paramètres Q10, Q
2
0, P
1
lim, P
2
lim, Q
1
lim, Q
2
lim, 2 seuils de λ et le seuil P
12
RT(λ) pour
décider entre les rapports 1 et 2,
— les paramètres Q20, Q
3
0, P
2
lim, P
3
lim, Q
2
lim, Q
3
lim, 2 seuils de λ et le seuil P
23
RT(λ) pour
décider entre les rapports 2 et 3,
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— les paramètres Q10, Q
3
0, P
1
lim, P
3
lim, Q
1
lim, Q
3
lim, 2 seuils de λ et le seuil P
13
RT(λ) pour
décider entre les rapports 1 et 3.
Au total, la méthode analytique aura besoin de 18 Doubles en plus pour le calcul du
rapport optimal du MT.
— pour les méthodes numériques, les vecteurs H et Pth de taille (N × 1) calculés pour
l’optimisation de la puissance deviennent des matrices de taille (N × 3). En effet,
pour chaque rapport, on doit calculer les vecteurs H et Pth. De plus, pour le rapport
0, la valeur de l’Hamiltonien en mode électrique (H0) est calculée. Finalement, la
valeur minimale de H de chaque rapport est sauvegardée puis comparée avec H0
et celle des autres rapports. Au total, pour le calcul du rapport optimal du MT, la
méthode numérique occupera presque 4 fois la mémoire utilisée pour l’optimisation
de la puissance.
Les résultats en termes de consommation de carburant, de temps de calcul et d’espace
mémoire occupé sont présentés dans les tableaux suivants.
Cycle Stratégie Conso [L/100km] ∆Conso [%]
WLTC Analytique 3.40 0.89
Num10001 3.40 0.89
Num10002 3.37 -
Num101 3.46 2.67
Num102 3.43 1.78
ARTEMIS Analytique 3.63 0.55
Urbain Num10001 3.63 0.55
Num10002 3.61 -
Num101 3.67 1.66
Num102 3.64 0.83
ARTEMIS Analytique 3.48 0.86
Routier Num10001 3.50 1.12
Num10002 3.45 -
Num101 3.53 2.31
Num102 3.49 1.15
ARTEMIS Analytique 5.18 0.19
Autoroutier Num10001 5.18 0.19
Num10002 5.17 -
Num101 5.25 1.54
Num102 5.22 0.96
Table 2.6 – Résultats de consommation de carburant des méthodes analytique, Num10001 ,
Num10002 , Num
10
1 et Num
10
2
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Figure 2.31 – Trajectoires SoE des stratégies analytique, Num10001 et Num
1000
2 sur tous les
cycles étudiés
Stratégie Temps de Calcul [ms]
Analytique 0.29
Num10001 4.87
Num10002 6.8
Num101 2.68
Num102 3.5
Table 2.7 – Temps de calcul moyen consommé par les stratégies analytique, Num10001 , Num
1000
2 ,
Num101 et Num
10
2 pour le calcul des commandes sur un pas de temps
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Stratégie Espace mémoire occupé [Doubles]
Analytique 51
Num10001 52 + 2000× 3 + 4 = 6056
Num10002 3500 + 2000× 3 + 4 = 9504
Num101 52 + 20× 3 + 4 = 116
Num102 3500 + 20× 3 + 4 = 3564
Table 2.8 – Espace mémoire total occupé par les stratégies analytique, Num10001 , Num
1000
2 ,
Num101 et Num
10
2
Discussion On peut constater que l’ajout d’une variable d’optimisation dans la mé-
thode numérique peut faire exploser le temps de calcul ainsi que la mémoire. En effet, en
comparant avec les résultats de la section précédente, la méthode numérique consomme
jusqu’à 4 fois plus de mémoire et jusqu’à 16 fois plus de temps de calcul. Pour la méthode
analytique, l’ajout d’une commande engendre également une surconsommation en temps
de calcul et en mémoire mais beaucoup moins importante que celle de la méthode numé-
rique. En effet, le temps de calcul n’a augmenté que de 4 fois celui de l’optimisation de
puissance et la mémoire a été multipliée par seulement 1, 6. Ce résultat est obtenu grâce à
la forme explicite de la solution analytique, qui est facile à implémenter, ce qui permet de
réduire considérablement le temps de calcul. Concernant la consommation de carburant,
la méthode analytique présente une surconsommation inférieure à 0.9% par rapport à la
méthode Num10002 . De plus, la figure 2.31 montre que les stratégies analytique, Num
1000
1
et Num10002 ont des trajectoires SoE similaires sur tous les cycles étudiés.
Étude de sensibilité des solutions analytiques
Comme présenté dans la section précédente, nous allons introduire une perturbation dans
les paramètres de la solution analytique afin de quantifier l’impact des erreurs de modéli-
sation sur la consommation de carburant.
Les paramètres utilisés par l’optimisation de l’état ainsi que du rapport du moteur ther-
mique sont : a1, a2, Plim, Q0 et a±. Concernant les paramètres a1, a2 et a±, nous avons
trouvé les mêmes résultats que la section précédente, c’est-à-dire, la solution analytique est
sensible à la sur-estimation des paramètres a1 et a+ et à la sous-estimation des paramètres
a2 et a− (voir page 86). C’est pourquoi, nous allons présenter uniquement la sensibilité
par rapport aux paramètres Plim et Q0.
On rappelle que la sensibilité de la solution analytique par rapport à ces paramètres est
calculée à partir de l’équation (2.23) en les faisant varier de ±30%.
Il faut noter que le calcul des consommations thermiques (conso et ˆconso) et électrique
est réalisé à partir des modèles de référence (1.10) et (1.16).
La figure 2.32 représente les sensibilités de la solution analytique par rapport aux para-
mètres Plim et Q0.
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Figure 2.32 – Sensibilité de la consommation de carburant par rapport à la variation des
paramètres Plim et Q0 pour l’optimisation de l’état ainsi que du rapport du moteur thermique
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Discussion
D’après la figure 2.32, on peut constater que la solution analytique présente une sensibilité
plus importante à la sur-estimation des paramètres Plim et Q0 par rapport à leur sous-
estimation. En effet, on rappelle que les seuils P0(λ) et PRT(λ), permettant de déterminer
l’état et le régime du moteur thermique respectivement, dépendent de ces paramètres,
comme le montrent les figures 2.24 et 2.27. Par exemple, si Q0 est sous-estimé, P0(λ)
diminue, alors, l’intervalle de puissance à la roue où le moteur thermique est démarré
s’élargit, d’où la surconsommation de carburant. De même, PRT(λ) diminue quand Plim
(ou Q0) diminue. Ceci élargira le domaine de puissance à la roue où le rapport court est
choisi (le rapport court est celui où le régime du moteur thermique est plus élevé), d’où la
surconsommation de carburant.
2.3.2 Rapports continus
Dans ce cas d’étude, le régime du moteur thermique ωth est une variable continue. Afin de
trouver ωoptth , on applique le PMP sur le problème suivant :
POP4 :





















minPth,ωth
∫ tf
t0
Q(Pth(t), ωth(t))dt
˙SoE(t) = −Pbat(t)
Emax
0 ≤ SoE(t) ≤ 100
P th(ωth) ≤ Pth ≤ P th(ωth)
Pr = Pth + Pm
P e(ωe) ≤ Pm ≤ P e(ωe)
ωth ∈ [ωth, ωth]
(2.56)
Les commandes optimales sont données par :
[P optth , ω
opt
th ] = arg min
Pth,ωth
(H(Pth, ωth, Pr, λ)) (2.57)
Tel que :
H(Pth, ωth, Pr, λ) = Q(Pth, ωth) + λPbat(Pr − Pth) (2.58)
où, les modèles affines par morceaux de Q (1.12) et de Pbat (1.23) sont utilisés.
On définit les indices "min" et "max" correspondant aux régimes ωth et ωth respectivement.
Dans la suite de cette section, H est calculé selon les cas de changement de pente des fonc-
tions affines par morceaux Q et Pbat (étape 2 dans la figure 1.39). Ensuite, les commandes
optimales sont déterminées après avoir étudié la convexité de H (étapes 3 et 4 dans la fi-
gure 1.39). Finalement, les résultats de simulation validant les solutions analytiques seront
présentés (étape 5 dans la figure 1.39).
Calcul de la commande optimale ωoptth
Dans un premier temps, le régime optimal ωoptth est déterminé en fonction de la puissance.
Ceci revient à résoudre l’équation suivante :
ωoptth (Pth) = argminωth
(H(Pth, ωth, Pr, λ)) (2.59)
Pbat ne dépend pas explicitement de ωth car on considère, dans cette étude, que le régime
du moteur thermique et celui de la machine électrique sont indépendants. Alors, l’équation
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(2.59) équivaut à :
ωoptth (Pth) = argminωth
(Q(Pth, ωth)) (2.60)
Ou encore :
∂H
∂ωth
=
∂Q
∂ωth
(2.61)
Afin de trouver ωoptth , nous allons résoudre l’équation :
∂Q
∂ωth
= 0 (2.62)
L’expression de Q(Pth, ωth) s’écrit, à régime donné, comme suit :
Q(Pth, ωth) =
{
a1Pth +Q0(ωth) si P th(ωth) ≤ Pth ≤ Plim(ωth)
a2(Pth − Plim(ωth)) +Qlim(ωth) si Plim(ωth) ≤ Pth ≤ P th(ωth)
(2.63)
Comme Plim(ωth) = p1ωth+ p0 (1.15), alors, Pth ≤ p1ωth+ p0 équivaut à ωth ≥ Pth−p0p1 . De
même, Pth ≥ Plim(ωth) ⇔ ωth ≤ Pth−p0p1 . On en déduit que, à puissance donnée, Q(Pth, ωth)
s’écrit comme suit :
Q(Pth, ωth) =
{
a2(Pth − Plim(ωth)) +Qlim(ωth) si ωth ≤ ωth ≤ ωc(Pth)
a1Pth +Q0(ωth) si ωc(Pth) ≤ ωth ≤ ωth
(2.64)
Où, ωc(Pth) =
Pth−p0
p1
, Q0(ωth) = q2ω2th + q1ωth + q0 et Qlim(ωth) = a1Plim(ωth) +Q0(ωth).
En injectant Plim(ωth) et Q0(ωth) dans l’équation précédente de Q, on obtient :
Q(Pth, ωth) =
{
q2ω
2
th + (q1 + (a1 − a2)p1)ωth + q0 + a2Pth si ωth ≤ ωth ≤ ωc(Pth)
q2ω
2
th + q1ωth + q0 + a1Pth si ωc(Pth) ≤ ωth ≤ ωth
(2.65)
D’après (2.65), le minimum de Q par rapport à ωth est atteint aux régimes : ω∗1th =
(a2−a1)p1−q1
2q2
et ω∗2th =
−q1
2q2
.
On peut remarquer que :
— comme ω∗2th < 0 (car q1 > 0 et q2 > 0), alors, le morceau 2 de Q(ωth) est strictement
croissant ∀ωth > 0 (voir figure 2.33),
— le positionnement de ω∗1th par rapport à ωc n’est pas connu. Alors, nous étudierons les
trois cas suivants :
1. Cas A : si ωth ≤ ω∗1th < ωc, ∀Pth ∈ [P th, P th] alors ω
opt
th =
(a2−a1)p1−q1
2q2
(voir
figure 2.33.(a)).
2. Cas B : si ω∗1th < ωth et s’il existe Pth = P
c
lim = Plim(ω
∗1
th ) pour laquelle ωc(P
c
lim) =
ω∗1th (voir figure 2.33.(a)&(b)), alors, l’optimum est ωc tant que ωth ≤ ωc ≤ ω∗1th
ce qui équivaut à Pminlim ≤ Pth ≤ P clim. Où, Pminlim et P clim sont les solutions des
équations (ωc = ωth) et (ωc = ω∗1th ) respectivement. Dans ce cas, le régime optimal
ωoptth (Pth) est donné par :
ωoptth (Pth) =



ωth si P th ≤ Pth ≤ Pminlim
ωc si P
min
lim ≤ Pth ≤ P clim
ω∗1th si P
c
lim ≤ Pth ≤ P th
(2.66)
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3. Cas C : si ω∗1th > ωc, ∀Pth ∈ [P th, P th] alors ω
opt
th = ωc (voir figure 2.33.(b)), alors,
l’optimum est ωc tant que ωth ≤ ωc ≤ ωth. Sachant que Pmaxlim est la solution de
l’équation (ωc = ωth), le régime optimal ω
opt
th (Pth) est donné dans ce cas par :
ωoptth (Pth) =



ωth si P th ≤ Pth ≤ Pminlim
ωc si P
min
lim ≤ Pth ≤ Pmaxlim
ωth si P
max
lim ≤ Pth ≤ P th
(2.67)
En tenant compte de l’hypothèse 4, où on suppose que a2 >
∂Qlim
∂ωth
∂Plim
∂ωth
, on se positionne dans
le cas C. En effet, ω∗1th > ωth, car :
ω∗1th =
(a2−a1)p1−q1
2q2
> ωth ⇔ a2p1 > 2q2ωth + q1 + a1p1 Or, a2p1 = ∂Plim∂ωth et 2q2ωth + q1 +
a1p1 =
∂Qlim
∂ωth
|ωth=ωth . Comme a2 ∂Plim∂ωth >
∂Qlim
∂ωth
∀ωth, on en déduit que ω∗1th > ωth donc
ω∗1th > ωc, ∀Pth ∈ [P th, P th].
Le régime optimal obtenu est le régime maximisant le rendement du moteur thermique.
En injectant le régime optimal (2.67) dans l’équation (2.65), on trouve :
Q(Pth, ω
opt
th ) =



a1Pth +Q
min
0 si P th ≤ Pth ≤ Pminlim
a1Pth + q0 + q1(
Pth−p0
p1
) + q2(
Pth−p0
p1
)2 si Pminlim ≤ Pth ≤ Pmaxlim
a2(Pth − Pmaxlim ) +Qmaxlim si Pmaxlim ≤ Pth ≤ P th
(2.68)
En posant : qc0 = q0 − q1p0p1 + (
q2p0
p1
)2, qc1 = a1 +
q1
p1
− 2 q2p0
p21
et qc2 =
q2
p21
, Q devient :
Q(Pth, ω
opt
th ) =



a1Pth +Q
min
0 si P th ≤ Pth ≤ Pminlim
qc2P
2
th + q
c
1Pth + q
c
0 si P
min
lim ≤ Pth ≤ Pmaxlim
a2(Pth − Pmaxlim ) +Qmaxlim si Pmaxlim ≤ Pth ≤ P th
(2.69)
𝑸 𝝎𝐭𝐡
𝜔th𝜔th∗ 𝜔th∗ 𝜔thc0
𝑸 𝝎𝐭𝐡
𝜔th𝜔th∗ 𝜔th∗𝜔thc0
Morceau 1
Morceau 2
Figure 2.33 – Allure de Q(ωth) dans le cas où ω∗1th < ωc (à gauche) ou ω
∗1
th > ωc (à droite)
Calcul de la commande optimale P optth
Afin de déterminer P optth , les expressions de H (2.58) en fonction de Pth et de Pr sont
calculées en utilisant le modèle de Q défini par l’équation (2.69) et le modèle affine de Pbat
donné par l’équation (1.23) (étape 2 dans la figure 1.39). H est la somme de deux fonctions
par morceaux : la fonction Q(Pth) qui comporte 3 morceaux donc 2 points de changement
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d’équations Pminlim et P
max
lim ; et la fonction Pbat(Pth) composée par deux morceaux donc 1
point de changement de pente Pr. Pour cela, on doit étudier le positionnement de Pr par
rapport à Pminlim et à P
max
lim . Tous les cas possibles sont présentés ci-dessous.
On rappelle que dans chaque cas, la convexité de H doit être vérifiée (étape 3 dans la
figure 1.39).
Calcul détaillé de L’Hamiltonien
Cas 1 : Pr < Pth
Pth P th P
min
lim P
max
lim P th
(a1 − λa−)Pth qc2P 2th (a2 − λa−)Pth
H +Qmin0 +(q
c
1 − λa−)Pth +Qmaxlim − a2Pmaxlim
+λ(a−Pr + b) +qc0 + λ(a−Pr + b) +λ(a−Pr + b)
H est convexe car d’une part il est composé par deux morceaux affine et un morceaux
quadratique au coefficient du second degré positif (qc2 > 0 hypothèse 3). D’autre part, la
condition du premier ordre de convexité est vérifiée aux points de changement d’équation.
En effet, à :
(1) Pth = Pminlim ,
∂HG
∂Pth
|Pth=Pminlim <
∂HD
∂Pth
|Pth=Pminlim car a1 < 2q
c
2P
min
lim + q
c
1.
Démonstration :
Sachant que : qc1 = a1 +
q1
p1
− 2 q2p0
p21
et qc2 =
q2
p21
. On a : 2qc2P
min
lim + q
c
1 = 2
q2
p21
(p1ωth +
p0) + a1 +
q1
p1
− 2q2p0
p21
= 2 q2
p1
ωth + a1 +
q1
p1
Comme, 2 q2
p1
ωth +
q1
p1
> 0 (ωth > 0 et hypothèse 3), alors, a1 < 2
q2
p1
ωth + a1 +
q1
p1
.
CQFD.
(2) Pth = Pmaxlim ,
∂HG
∂Pth
|Pth=Pmaxlim <
∂HD
∂Pth
|Pth=Pmaxlim car a2 > 2q
c
2P
max
lim + q
c
1.
Démonstration :
On a : 2qc2P
max
lim + q
c
1 = 2
q2
p21
(p1ωth + p0) + a1 +
q1
p1
− 2q2p0
p21
= 2 q2
p1
ωth + a1 +
q1
p1
La condition de convexité à Pmaxlim devient : a2 > 2
q2
p1
ωth + a1 +
q1
p1
. En multipliant
par p1, on obtient : a2p1 > 2q2ωth + a1p1 + q1. Ce qui équivaut à : a2
∂Plim
∂ωth
> ∂Qlim
∂ωth
(hypothèse 4). CQFD.
La même étude de convexité de H est appliquée sur les cas suivants.
Cas 2 : Pth ≤ Pr ≤ Pminlim
Pth P th Pr P
min
lim P
max
lim P th
(a1 − λa+)Pth (a1 − λa−)Pth qc2P 2th (a2 − λa−)Pth
H +Qmin0 +Q
min
0 +(q
c
1 − λa−)Pth +Qmaxlim − a2Pmaxlim
+λ(a+Pr + b) +λ(a−Pr + b) +qc0 + λ(a−Pr + b) +λ(a−Pr + b)
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Cas 3 : Pminlim ≤ Pr ≤ Pmaxlim
Pth P th P
min
lim Pr P
max
lim P th
(a1 − λa+)Pth qc2P 2th qc2P 2th (a2 − λa−)Pth
H +Qmin0 +(q
c
1 − λa+)Pth +(qc1 − λa−)Pth +Qmaxlim − a2Pmaxlim
+λ(a+Pr + b) +q
c
0 + λ(a+Pr + b) +q
c
0 + λ(a−Pr + b) +λ(a−Pr + b)
Cas 4 : Pr ≥ Pmaxlim
Pth P th P
min
lim P
max
lim Pr P th
(a1 − λa+)Pth qc2P 2th (a2 − λa+)Pth (a2 − λa−)Pth
H +Qmin0 +(q
c
1 − λa+)Pth +Qmaxlim − a2Pmaxlim +Qmaxlim − a2Pmaxlim
+λ(a+Pr + b) +q
c
0 + λ(a+Pr + b) +λ(a+Pr + b) +λ(a−Pr + b)
On peut constater que H(Pth) est une fonction continue et convexe sous les hypothèses 3,
4 et 7. Cette fonction comporte des morceaux affines ainsi que des morceaux quadratiques.
Afin de trouver le minimum de H par rapport à Pth, il faut donc analyser son sens de
variation qui dépend :
— du signe des pentes des morceaux affines,
— du positionnement des extremums des morceaux quadratiques P ∗1th et P
∗2
th par rapport
aux point de changement de pente Pminlim et P
max
lim . Où :
P ∗1th = p0 −
q1p1
2q2
+
(λa− − a1)p21
2q2
(2.70)
P ∗2th = p0 −
q1p1
2q2
+
(λa+ − a1)p21
2q2
(2.71)
Les comparaisons de P ∗1th et P
∗2
th par rapport à P
min
lim et P
max
lim suivant λ sont montrées
dans la figure 2.34. λ±min et λ
±
maxsont les solutions des équations suivantes :
(1) P ∗1th = P
min
lim ⇔ λ = λ−min =
2q2ωth+q1
a−p1
+ a1
a−
(2) P ∗2th = P
min
lim ⇔ λ = λ+min =
2q2ωth+q1
a+p1
+ a1
a+
(3) P ∗1th = P
max
lim ⇔ λ = λ−max =
2q2ωth+q1
a−p1
+ a1
a−
(4) P ∗2th = P
max
lim ⇔ λ = λ+max =
2q2ωth+q1
a+p1
+ a1
a+
Concernant le signe des pentes de H, nous avons les mêmes cas cités dans les tableaux
(2.16) et (2.17). Dans chaque cas, nous traiterons les intervalles de comparaison présentés
dans la figure 2.34. Finalement, en prenant en compte que :
— λ+min >
a1
a+
(car
2q2ωth+q1
a+p1
> 0)
— λ+max >
a1
a+
(car 2q2ωth+q1
a+p1
> 0)
110
𝑃 i ax
𝑃 i i
𝜆
𝑷𝐭𝐡∗𝑷𝐭𝐡∗
𝜆 i+ 𝜆 i− 𝜆 ax+ 𝜆 ax−
Figure 2.34 – Intersection de P ∗1th et P
∗2
th avec P
min
lim et P
max
lim
— λ−min >
a1
a−
(car
2q2ωth+q1
a−p1
> 0)
— λ−max >
a1
a−
(car 2q2ωth+q1
a−p1
> 0)
— λ−max <
a2
a−
(selon l’hypothèse 4)
— λ+max <
a2
a+
(selon l’hypothèse 4)
— λ+min < λ
−
min (car a+ > a−)
— λ+max < λ
−
max (car a+ > a−)
— λ±min < λ
±
max (car ωth > ωth). Tous les cas possibles du sens de variation de H sont
résumés dans les tableaux suivants :
— Cas A :
a1
a−
<
a2
a+
— Cas A.1 : λ+min <
a1
a−
, λ+max <
a1
a−
, λ−min <
a2
a+
et λ−max <
a2
a+
λ 0
a1
a+
λ+min λ
+
max
a1
a−
λ−min λ
−
max
a2
a+
a2
a−
+∞
UC 1 2.1 2.2 2.3 3.1 3.2 3.3 4 5
— Cas A.2 : λ+min >
a1
a−
, λ+max >
a1
a−
, λ−min <
a2
a+
et λ−max <
a2
a+
λ 0
a1
a+
a1
a−
λ+min λ
+
max λ
−
min λ
−
max
a2
a+
a2
a−
+∞
UC 1 2 3.4 3.5 3.6 3.2 3.3 4 5
— Cas A.3 : λ+min >
a1
a−
, λ+max >
a1
a−
, λ−min >
a2
a+
et λ−max >
a2
a+
λ 0
a1
a+
a1
a−
λ+min λ
+
max
a2
a+
λ−min λ
−
max
a2
a−
+∞
UC 1 2 3.4 3.5 3.7 4.1 4.2 4.3 5
111
— Cas A.4 : λ+min >
a1
a−
, λ+max >
a1
a−
, λ−min <
a2
a+
, λ−max <
a2
a+
et λ−min < λ
+
max
λ 0
a1
a+
a1
a−
λ+min λ
−
min λ
+
max λ
−
max
a2
a+
a2
a−
+∞
UC 1 2 3.4 3.8 3.9 3.10 3.3 4 5
— Cas A.5 : λ+min <
a1
a−
, λ+max <
a1
a−
, λ−min >
a2
a+
et λ−max >
a2
a+
λ 0
a1
a+
λ+min λ
+
max
a1
a−
a2
a+
λ−min λ
−
max
a2
a−
+∞
UC 1 2.1 2.2 2.3 3 4.1 4.2 4.3 5
— Cas A.6 : λ+min <
a1
a−
, λ+max >
a1
a−
, λ−min <
a2
a+
, λ−max <
a2
a+
et λ+max < λ
−
min
λ 0
a1
a+
λ+min
a1
a−
λ+max λ
−
min λ
−
max
a2
a+
a2
a−
+∞
UC 1 2.1 2.4 3.11 3.6 3.2 3.3 4 5
— Cas A.7 : λ+min <
a1
a−
, λ+max >
a1
a−
, λ−min <
a2
a+
et λ−max >
a2
a+
λ 0
a1
a+
λ+min
a1
a−
λ+max λ
−
min
a2
a+
λ−max
a2
a−
+∞
UC 1 2.1 2.4 3.11 3.6 3.12 4.4 4.3 5
— Cas A.8 : λ+min <
a1
a−
, λ+max >
a1
a−
, λ−min >
a2
a+
et λ−max >
a2
a+
λ 0
a1
a+
λ+min
a1
a−
λ+max
a2
a+
λ−min λ
−
max
a2
a−
+∞
UC 1 2.1 2.4 3.11 3.7 4.1 4.2 4.3 5
— Cas A.9 : λ+min <
a1
a−
, λ+max >
a1
a−
, λ−min <
a2
a+
, λ−max <
a2
a+
et λ+max > λ
−
min
λ 0
a1
a+
λ+min
a1
a−
λ−min λ
+
max λ
−
max
a2
a+
a2
a−
+∞
UC 1 2.1 2.4 3.13 3.9 3.10 3.3 4 5
— Cas A.10 : λ+min <
a1
a−
, λ+max <
a1
a−
, λ−min <
a2
a+
et λ−max >
a2
a+
λ 0
a1
a+
λ+min λ
+
max
a1
a−
λ−min
a2
a+
λ−max
a2
a−
+∞
UC 1 2.1 2.2 2.3 3.1 3.12 4.4 4.3 5
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— Cas A.11 : λ+min >
a1
a−
, λ+max >
a1
a−
, λ−min <
a2
a+
, λ−max >
a2
a+
et λ+max < λ
−
min
λ 0
a1
a+
a1
a−
λ+min λ
+
max λ
−
min
a2
a+
λ−max
a2
a−
+∞
UC 1 2 3.4 3.5 3.6 3.12 4.4 4.3 5
— Cas A.12 : λ+min >
a1
a−
, λ+max >
a1
a−
, λ−min <
a2
a+
, λ−max >
a2
a+
et λ+max > λ
−
min
λ 0
a1
a+
a1
a−
λ+min λ
−
min λ
+
max
a2
a+
λ−max
a2
a−
+∞
UC 1 2 3.4 3.8 3.9 3.14 4.4 4.3 5
— Cas B :
a1
a−
>
a2
a+
λ 0
a1
a+
λ+min λ
+
max
a2
a+
a1
a−
λ−min λ
−
max
a2
a−
+∞
UC 1 2.1 2.2 2
′
.3 3
′
4
′
.1 4.2 4.3 5
Détermination de P optth
Pour le cas A.1 (les autres cas sont traités en annexe section 6.2.2), P optth est donnée par
(étape 4 dans la figure 1.39) :
UC1 :
Dans ce cas, toutes les pentes de H sont positives. De plus, λ ≤ λ±min. H est donc croissant
en fonction de Pth quelque soit Pr, ce qui implique :
P optth = P th(Pr) (2.72)
En prenant en compte l’expression de P th(Pr) (2.10), on obtient :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P e + P th P th
P e + P th ≤ Pr ≤ P r Pr − P e
UC2.1 :
Dans ce cas, les extremums P ∗1th et P
∗2
th sont tous les deux inférieurs à P
min
lim . La pente a1−λa+
est négative et les toutes les autres pentes des parties affines de H sont positives, comme le montre
la figure 2.35.
P optth est donnée par :
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ P th P th 2.35.(a)
P th ≤ Pr ≤ Pminlim Pr 2.35.(b)
Pminlim ≤ Pr ≤ Pminlim + P e Pminlim 2.35.(c)
Pminlim + P e ≤ Pr ≤ P r Pr − P e
113
𝑃t
𝐻
𝑃 ax𝑃t t = 𝑃t 𝑃 𝑃t
𝐻
𝑃 ax𝑃t t = 𝑃r 𝑃 𝑃t
𝐻
𝑃 ax𝑃t t = 𝑃 𝑃r
𝑎 − λ𝑎−
𝑎 − λ𝑎−
𝑷𝐫 ≤ 𝑷𝐫 ≤ 𝑷𝐭 𝑷 ≤ 𝑷𝐫 ≤ 𝑷 + 𝑷𝐞𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷
𝑎 − λ𝑎+ 𝑎 − λ𝑎−
𝑎 − λ𝑎− 𝑎 − λ𝑎−𝑎 − λ𝑎+
Figure 2.35 – Détermination de P optth selon le sens de variation de H pour UC2.1
UC2.2 :
Dans ce cas, P ∗1th < P
min
lim et P
min
lim ≤ P ∗2th ≤ Pmaxlim . La pente a1−λa+ est négative et les toutes
les autres pentes des parties affines de H sont positives, comme le montre la figure 2.36.
𝑃t
𝐻
𝑃 ax𝑃t t = 𝑃t 𝑃r 𝑃 𝑃t
𝐻
𝑃 ax𝑃t t = 𝑃r 𝑃 𝑃t
𝐻
𝑃 ax𝑃 𝑃r
𝑷𝐫 ≤ 𝑷𝐫 ≤ 𝑷𝐭 𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷 𝑷 ≤ 𝑷𝐫 ≤ 𝑷𝐭 ∗𝟐 + 𝑷𝐞
𝑎 − λ𝑎+ 𝑎 − λ𝑎−
𝑎 − λ𝑎−
𝑎 − λ𝑎−
𝑎 − λ𝑎−
𝑃t t = 𝑃t ∗
𝑎 − λ𝑎−
𝑎 − λ𝑎+
Figure 2.36 – Détermination de P optth selon le sens de variation de H pour UC2.2
P optth est donnée par :
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ P th P th 2.36.(a)
P th ≤ Pr ≤ Pminlim Pr 2.36.(b)
Pminlim ≤ Pr ≤ P ∗2th + P e P ∗2th 2.36.(c)
P ∗2th + P e ≤ Pr ≤ P r Pr − P e
UC2.3 :
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th ≥ Pmaxlim . La pente a1 − λa+ est négative et les toutes les
autres pentes des parties affines de H sont positives, comme le montre la figure 2.37.
P optth est donnée par :
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ P th P th 2.37.(a)
P th ≤ Pr ≤ Pmaxlim Pr 2.37.(b) et (c)
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim 2.37.(d)
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
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𝑃t
𝐻
𝑃 ax𝑃t t = 𝑃t 𝑃r 𝑃
𝑃t
𝐻
𝑃 ax𝑃t t = 𝑃r 𝑃
𝑃t
𝐻
𝑃 ax𝑃 𝑃t t = 𝑃r
𝑷𝐫 ≤ 𝑷𝐫 ≤ 𝑷𝐭 𝑷 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱
𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷
𝑎 − λ𝑎+ 𝑎 − λ𝑎−
𝑎 − λ𝑎−
𝑎 − λ𝑎−
𝑎 − λ𝑎− 𝑎 − λ𝑎−𝑎 − λ𝑎+
𝑃t
𝐻
𝑃t t = 𝑃 ax𝑃 𝑃r
𝑷 𝐚𝐱 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱 + 𝑷𝐞
𝑎 − λ𝑎−𝑎 − λ𝑎+ 𝑎 − λ𝑎+
Figure 2.37 – Détermination de P optth selon le sens de variation de H pour UC2.3
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UC3.1 :
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+ et a1 − λa− sont négatives et
les pentes a2 − λa+ et a2 − λa− sont positives, comme le montre la figure 2.38.
𝑃t
𝐻
𝑃 ax𝑃t
𝑃t
𝐻
𝑃 ax𝑃r
𝑃t
𝐻
𝑃 ax𝑃 𝑃t t = 𝑃r
𝑷𝐫 ≤ 𝑷𝐫 ≤ 𝑷𝐭 𝑷 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱
𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷
𝑎 − λ𝑎+ 𝑎 − λ𝑎−
𝑎 − λ𝑎−
𝑎 − λ𝑎− 𝑎 − λ𝑎−
𝑎 − λ𝑎−𝑎 − λ𝑎+
𝑃t t = 𝑃
𝑃t t = 𝑃 𝑃t
𝐻
𝑃t t = 𝑃 ax𝑃 𝑃r
𝑷 𝐚𝐱 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱 + 𝑷𝐞
𝑎 − λ𝑎−𝑎 − λ𝑎+ 𝑎 − λ𝑎+
Figure 2.38 – Détermination de P optth selon le sens de variation de H pour UC3.1
P optth est donnée par :
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim 2.38.(a) et (b)
Pminlim ≤ Pr ≤ Pmaxlim Pr 2.38.(c)
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim 2.38.(d)
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC3.2 :
Dans ce cas, Pminlim ≤ P ∗1th ≤ Pmaxlim et P ∗2th > Pmaxlim . Les pentes a1 − λa+ et a1 − λa− sont
négatives et les pentes a2 − λa+ et a2 − λa− sont positives, comme le montre la figure 2.39.
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𝑃t
𝐻
𝑃 ax𝑃r 𝑃t
𝐻
𝑃 ax𝑃 𝑃t t = 𝑃r
𝑷𝐭 ∗𝟏 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱𝑷𝐞 + 𝑷𝐭 ∗𝟏 ≤ 𝑷𝐫 ≤ 𝑷𝐭 ∗𝟏
𝑎 − λ𝑎+𝑎 − λ𝑎− 𝑎 − λ𝑎− 𝑎 − λ𝑎−𝑎 − λ𝑎+
𝑃 𝑃t t = 𝑃t ∗
𝑃t
𝐻
𝑃t t = 𝑃 ax𝑃 𝑃r
𝑷 𝐚𝐱 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱 + 𝑷𝐞
𝑎 − λ𝑎−𝑎 − λ𝑎+ 𝑎 − λ𝑎+
Figure 2.39 – Détermination de P optth selon le sens de variation de H pour UC3.2
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ P ∗1th + P e Pr − P e
P ∗1th + P e ≤ Pr ≤ P ∗1th P ∗1th 2.39.(a)
P ∗1th ≤ Pr ≤ Pmaxlim Pr 2.39.(b)
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim 2.39.(c)
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC3.3 :
Dans ce cas, P ∗1th > P
max
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+ et a1 − λa− sont négatives et
les pentes a2 − λa+ et a2 − λa− sont positives, comme le montre la figure 2.40.
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ Pmaxlim + P e Pr − P e
Pmaxlim + P e ≤ Pr ≤ Pmaxlim + P e Pmaxlim 2.40
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC4 :
Dans ce cas, P ∗1th > P
max
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+, a1 − λa− et a2 − λa+ sont
négatives et la pente a2 − λa− est positive, comme le montre la figure 2.41.
Cas sur Pr P
opt
th figure
P r ≤ Pr ≤ Pmaxlim + P e Pr − P e
Pmaxlim + P e ≤ Pr ≤ Pmaxlim Pmaxlim 2.41.(a), (b), et (c)
Pmaxlim ≤ Pr ≤ P th Pr 2.41.(d)
P th ≤ Pr ≤ P r P th
UC5 :
Dans ce cas, P ∗1th > P
max
lim et P
∗2
th > P
max
lim . Toutes les pentes des parties affines de H sont
négatives. Alors, P optth est donnée par :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P th + P e Pr − P e
P th + P e ≤ Pr ≤ P r P th
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𝑃t
𝐻
𝑃t
𝐻
𝑃t t = 𝑃 ax𝑃 𝑃r
𝑃t
𝐻
𝑃t t = 𝑃 ax𝑃 𝑃r
𝑷 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱𝑷𝐫 ≤ 𝑷𝐭
𝑷 𝐚𝐱 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱 + 𝑷𝐞
𝑎 − λ𝑎− 𝑎 − λ𝑎− 𝑎 − λ𝑎−
𝑎 − λ𝑎−𝑎 − λ𝑎+
𝑎 − λ𝑎+
𝑃 𝑃t t = 𝑃 ax
𝑃t
𝐻
𝑃t t = 𝑃 ax𝑃 𝑃r
𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷
𝑎 − λ𝑎−𝑎 − λ𝑎+𝑎 − λ𝑎− 𝑎 − λ𝑎+
Figure 2.40 – Détermination de P optth selon le sens de variation de H pour UC3.3
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𝑃t
𝐻
𝑃t
𝐻
𝑃t t = 𝑃 ax𝑃 𝑃r
𝑃t
𝐻
𝑃 ax𝑃 𝑃t t = 𝑃r
𝑷 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱𝑷𝐫 ≤ 𝑷𝐭
𝑷 𝐚𝐱 ≤ 𝑷𝐫 ≤ 𝑷 𝐚𝐱 + 𝑷𝐞
𝑎 − λ𝑎− 𝑎 − λ𝑎− 𝑎 − λ𝑎−
𝑎 − λ𝑎−𝑎 − λ𝑎+
𝑎 − λ𝑎+
𝑃 𝑃t t = 𝑃 ax
𝑃t
𝐻
𝑃 ax𝑃 𝑃t t = 𝑃r
𝑷𝐭 ≤ 𝑷𝐫 ≤ 𝑷
𝑎 − λ𝑎−𝑎 − λ𝑎+𝑎 − λ𝑎− 𝑎 − λ𝑎+
Figure 2.41 – Détermination de P optth selon le sens de variation de H pour UC4
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Résultats de Simulations
Dans cette section, les résultats de simulation de l’optimisation du régime du moteur ther-
mique pour une boite de vitesses à variation continue sont présentés. Ces résultats sont issus
d’une simulation hors-ligne (figure 1.7).
Les figures 2.42 et 2.43 représentent les commandes P optth et ω
opt
th obtenues par la méthode
analytique ; et celles obtenues par la méthode Num1001 utilisant le modèle affine (1.23) de la
machine électrique.
Nous avons également comparé la méthode Num10001 avec la méthode Num
1000
2 (figure 2.44).
Figure 2.42 – Commandes optimales issues de la méthode analytique et de la méthode Num10001
pour le cycle ARTEMIS Autoroute
120
Figure 2.43 – Commandes optimales issues de la méthode analytique et de la méthode Num10001
pour le cycle ARTEMIS Urbain
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Discussion La méthode analytique trouve exactement le même solution que la méthode
Num10001 .
Les commandes issues des approches Num10001 et Num
1000
2 sont souvent similaires. Par mo-
ment, la solution de la méthode Num10002 oscille contrairement à celle de la méthode Num
1000
1 qui
est beaucoup plus lisse et régulière. Ce résultat montre encore une fois l’intérêt de la modélisation
convexe qui est de lisser les commandes.
Figure 2.44 – Commandes optimales issues des méthodes Num10001 et Num
1000
2 pour le cycle
ARTEMIS Autoroute
Le temps de calcul est déterminé à partir de l’équation (1.52). Concernant la mémoire, on
applique la même démarche expliquée dans les résultats de la section 2.1. Pour la méthode
analytique, nous avons, en plus des paramètres cités dans le tableau 2.2, les paramètres (q1, q2)
et les variables intermédiaires suivantes :
— pour l’optimisation de la puissance : on calcule 8 seuils de λ, 4 seuils de Pr au maximum
(UC3.1 et UC3.2) et les optimums P ∗1th , P
∗2
th , P
min
lim et P
max
lim . Au total, la méthode analytique
a 16 variables intermédiaires.
— pour l’optimisation du régime : d’après l’équation (2.67), nous avons à calculer une seule
variable intermédiaire qui est ωc.
— pour les méthodes numériques : le vecteur H calculé pour l’optimisation de la puissance
devient une matrice (N ×M). Où, N et M sont les tailles du maillage des commandes Pth
et ωth respectivement.
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Les résultats en termes de consommation de carburant, de temps de calcul et d’espace mémoire
occupé sont présentés dans les tableaux suivants.
Cycle Stratégie Conso [L/100km] ∆Conso [%]
WLTC Analytique 3.47 0.57
Num10001 3.46 0.28
Num10002 3.45 -
Num101 4.25 23.18
Num102 4.12 19.42
ARTEMIS Analytique 3.55 0.56
Urbain Num10001 3.55 0.56
Num10002 3.53 -
Num101 3.61 2.26
Num102 3.56 0.85
ARTEMIS Analytique 3.27 0.92
Routier Num10001 3.27 0.92
Num10002 3.24 -
Num101 3.30 1.85
Num102 3.53 8.95
ARTEMIS Analytique 4.27 0.23
Autoroutier Num10001 4.27 0.23
Num10002 4.26 -
Num101 4.30 0.93
Num102 4.28 0.47
Table 2.9 – Résultats de consommation de carburant des méthodes analytique, Num10001 ,
Num10002 , Num
10
1 et Num
10
2
Stratégie Temps de Calcul [s]
Analytique 0.92
Num10001 10.25
Num10002 30
Num101 1.64
Num102 17.34
Table 2.10 – Temps de calcul moyen consommé par les méthodes analytique, Num10001 , Num
1000
2 ,
Num101 et Num
10
2 pour le calcul des commandes sur un pas de temps
Stratégie Espace mémoire occupé [Doubles]
Analytique 40
Num10001 53 + 1000× 1000 + 2000
Num10002 3500 + 1000× 1000 + 2000
Num101 53 + 10× 10 + 20
Num102 3500 + 10× 10 + 20
Table 2.11 – Espace mémoire total occupé par les stratégies analytique, Num10001 , Num
1000
2 ,
Num101 et Num
10
2
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Figure 2.45 – Trajectoires SoE des stratégies analytique, Num10001 et Num
1000
2 sur tous les
cycles étudiés
124
Discussion Comme précédemment, on peut constater que l’ajout d’une variable d’optimisa-
tion continue dans la méthode numérique explose le temps de calcul ainsi que la mémoire. En
effet, en comparant avec les résultats de la section 2.1, la méthode numérique occupe jusqu’à 800
fois plus de mémoire et consomme jusqu’à 70 fois plus de temps de calcul. Pour la méthode ana-
lytique, l’ajout d’une commande continue a multiplié le temps de calcul que par 18 et la mémoire
par 1, 4. Ce qui est largement raisonnable relativement à la méthode numérique. Concernant la
consommation de carburant, la méthode analytique présente une surconsommation inférieure
à 1% par rapport à la méthode Num10002 . La figure 2.45 montre que les stratégies analytique,
Num10001 et Num
1000
2 ont des trajectoires SoE similaires sur tous les cycles étudiés.
2.3.3 Conclusion
En conclusion, la méthode analytique permet d’augmenter le nombre de variables d’optimisa-
tion (continues ou discrètes) tout en assurant un très bon compromis consommation/performances.
En effet, elle réduit considérablement le temps de calcul ainsi que la mémoire pour une surcon-
sommation inférieure à 1%.
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Chapitre 3
Application à l’architecture Bi-Parallèle
L’objectif de ce chapitre est d’optimiser la consommation de carburant d’un véhicule hybride
série-parallèle sans step-up composé par : un moteur thermique (MT), deux machines électriques
(ME1, ME2) et une batterie (figure 3.1). La variable d’optimisation considérée dans cette étude
est : la répartition de puissance mécanique entre le MT et les MEs. Afin de calculer la répartition
de puissance optimale, la méthodologie analytique est appliquée (figure 1.39).
3.1 Optimisation de la puissance
Le Problème d’Optimisation en mode Bi-Parallèle (POBP ) où la puissance Pm est la variable
d’optimisation s’écrit comme suit :
POBP :





























minPm
∫ tf
t0
Q(Pth(t), ωth(t))dt
˙SoE(t) = −Pbat(t)
Emax
0 ≤ SoE(t) ≤ 100
P th(ωth) ≤ Pth ≤ P th(ωth)
Pr = Pth + Pm
Pm = Pm1 + Pm2
P e(ωe1 , ωe2) ≤ Pm ≤ P e(ωe1 , ωe2)
P e1(ωe1) ≤ Pm1 ≤ P e1(ωe1)
P e2(ωe2) ≤ Pm2 ≤ P e2(ωe2)
(3.1)
En appliquant le PMP sur POBP , on a :
P optm = arg min
Pm∈[P e,P e]
(H(Pm, Pr, λ)) (3.2)
Avec, H(Pm, Pr, λ) = Q(Pth) + λ(t)Pbat(Pm). Q(Pth) est remplacé par son modèle affine défini
dans l’équation (1.12). Quant à Pbat, comme les pertes dans la batterie sont négligées (hypothèse
8), alors Pbat est donnée par :
Pbat(Pm) = Pe(Pm1 , Pm2) = Pe1(Pm1) + Pe2(Pm2) (3.3)
Le modèle quadratique en puissance défini par l’équation (1.22) est utilisé pour Pe1 ainsi
que pour Pe2 . On suppose également que les régimes (ωth, ωe1 , ωe2) sont connus en amont de
l’optimisation.
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mm
Figure 3.1 – Configuration Bi-Parallèle
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3.1.1 Calcul des Limitations
D’une part, les commandes Pth, Pm, Pm1 et Pm2 sont bornées par les limitations propres aux
organes comme présenté dans les équations (1.11) et (1.17). On a :
P th(ωth) ≤ Pth ≤ P th(ωth) (3.4)
P e1(ωe1) ≤ Pm1 ≤ P e1(ωe1) (3.5)
P e2(ωe2) ≤ Pm2 ≤ P e2(ωe2) (3.6)
P e(ωe1 , ωe2) ≤ Pm ≤ P e(ωe1 , ωe2) (3.7)
P e = P e1 + P e2 (3.8)
P e = P e1 + P e2 (3.9)
D’autre part, elles sont liées via l’équation (3.10) qui représente la volonté conducteur. En
effet, dans une configuration bi-parallèle, le bilan des puissances mécaniques à la roue est donné
par :
Pr = Pth + Pm = Pth + Pm1 + Pm2 (3.10)
D’après l’équation (3.10), chaque organe, en plus de ses limitations, il a les limitations sui-
vantes :
Pr − P e(ωe1 , ωe2) ≤ Pth ≤ Pr − P e(ωe1 , ωe2) (3.11)
Pr − P th(ωth) ≤ Pm ≤ Pr − P th(ωth) (3.12)
Pm − P e2(ωe2) ≤ Pm1 ≤ Pm − P e2(ωe2) (3.13)
Pm − P e1(ωe1) ≤ Pm2 ≤ Pm − P e1(ωe1) (3.14)
Finalement, en consolidant (c’est-à-dire en comparant les minimums (maximums) entre eux)
les limitations organes (3.4), (3.7), (3.5) et (3.6) avec les limitations imposées par la volonté
conducteur (3.11), (3.12), (3.13) et (3.14), on obtient :
— Limitations de Pth :
P th(Pr, ωth, ωe1 , ωe2) = max(P th(ωth), Pr − P e(ωe1 , ωe2))
P th(Pr, ωth, ωe1 , ωe2) =
{
P th(ωth) si P r(ωth, ωe1 , ωe2) ≤ Pr ≤ P th(ωth) + P e(ωe1 , ωe2)
Pr − P e(ωe1 , ωe2) si P th(ωth) + P e(ωe1 , ωe2) ≤ Pr ≤ P r(ωth, ωe1 , ωe2)
P th(Pr, ωth, ωe1 , ωe2) = min(P th(ωth), Pr − P e(ωe1 , ωe2))
P th(Pr, ωth, ωe1 , ωe2) =
{
Pr − P e(ωe1 , ωe2) si P r(ωth, ωe1 , ωe2) ≤ Pr ≤ P th(ωth) + P e(ωe1 , ωe2)
P th(ωth) si P th(ωth) + P e(ωe1 , ωe2) ≤ Pr ≤ P r(ωth, ωe1 , ωe2)
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— Limitations de Pm :
P e(Pr, ωth, ωe1 , ωe2) = max(P e(ωe1 , ωe2), Pr − P th(ωth))
P e(Pr, ωth, ωe1 , ωe2) =
{
P e(ωe1 , ωe2) si P r ≤ Pr ≤ P th(ωth) + P e(ωe1 , ωe2)
Pr − P th(ωth) si P th(ωth) + P e(ωe1 , ωe2) ≤ Pr ≤ P r
P e(Pr, ωth, ωe1 , ωe2) = min(P e(ωe1 , ωe2), Pr − P th(ωth))
P e(Pr, ωth, ωe1 , ωe2) =
{
Pr − P th(ωth) si P r ≤ Pr ≤ P th(ωth) + P e(ωe1 , ωe2)
P e(ωe1 , ωe2) si P th(ωth) + P e(ωe1 , ωe2) ≤ Pr ≤ P r
— Limitations de Pm1 :
P e1(Pm, ωe1 , ωe2) = max(P e1(ωe1), Pm − P e2(ωe2))
P e1(Pm, ωe1 , ωe2) =
{
P e1(ωe1) si P e(ωe1 , ωe2) ≤ Pm ≤ P e2(ωe2) + P e1(ωe1)
Pm − P e2(ωe2) si P e2(ωe2) + P e1(ωe1) ≤ Pr ≤ P e(ωe1 , ωe2)
P e1(Pm, ωe1 , ωe2) = min(P e1(ωe1), Pm − P e2(ωe2))
P e1(Pm, ωe1 , ωe2) =
{
Pm − P e2(ωe2) si P e(ωe1 , ωe2) ≤ Pm ≤ P e1(ωe1) + P e2(ωe2)
P e1(ωe1) si P e1(ωe1) + P e2(ωe2) ≤ Pr ≤ P e(ωe1 , ωe2)
P r et P r représentent tout le domaine faisable de puissance à la roue, où :
P r(ωth, ωe1 , ωe2) = P th(ωth) + P e(ωe1 , ωe2) ≤ Pr ≤ P th(ωth) + P e(ωe1 , ωe2) = P r(ωth, ωe1 , ωe2)
Dans la suite de ce chapitre, la méthodologie analytique, décrite dans la figure 1.39, est ap-
pliquée sur le problème (3.1). On commencera par le calcul de l’Hamiltonien (étape 2), puis sa
convexité sera étudiée (étape 3). Par la suite, la commande optimale est calculée en minimisant
l’Hamiltonien (étape 4). Finalement, afin de valider l’approche analytique, les résultats de simu-
lation issus de la méthode analytique seront comparés à ceux de la méthode numérique (étape
5).
Calcul détaillé de l’Hamiltonien : Étape 2
Afin de calculer P optm , l’expression de H en fonction de la commande Pm est déterminée.
Pour cela, on distinguera plusieurs cas selon le positionnement des points de changement de
coefficients de Q ainsi que ceux de Pbat. En remplaçant, Pbat par son expression (3.3) dans H,
on obtient l’expression condensée de H :
H(Pth, Pm1 , Pm2 , λ) = Q(Pth) + λ(Pe1(Pm1) + Pe2(Pm2)) (3.15)
Où, à partir de (1.22), on a :
Pe1(Pm1) =
{
a−1 (ωe1)P
2
m1 + b
−
1 (ωe1)Pm1 + c1(ωe1) si P e1(ωe1) ≤ Pm1 ≤ 0
a+1 (ωe1)P
2
m1 + b
+
1 (ωe1)Pm1 + c1(ωe1) si 0 ≤ Pm1 ≤ P e1(ωe1)
(3.16)
Pe2(Pm2) =
{
a−2 (ωe2)P
2
m2 + b
−
2 (ωe2)Pm2 + c2(ωe2) si P e2(ωe2) ≤ Pm2 ≤ 0
a+2 (ωe1)P
2
m2 + b
+
2 (ωe2)Pm2 + c2(ωe2) si 0 ≤ Pm2 ≤ P e2(ωe2)
(3.17)
En remplaçant, Pe1 , Pe2 par leurs modèles (3.16) et (3.17), Pm2 par Pm−Pm1 et Pth par Pr−Pm
(3.10) dans H, on obtient :
H(Pm, Pr, λ) = Q(Pr−Pm)+λ(a±1 P 2m1+b
±
1 Pm1+c1+a
±
2 (Pm−Pm1)2+b±2 (Pm−Pm1)+c2) (3.18)
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L’Hamiltonien H = Q + λPbat est une fonction polynomiale à deux variables Pm et Pm1 . Pm1
n’apparait que dans Pbat, minimiser H revient à minimiser Pbat et donc :
P optm1 (Pm) = argminPm1
(Pbat(Pm, Pm1)) (3.19)
Ce qui équivaut à :
min
Pm,Pm1
(H(Pm, Pm1 , Pr, λ)) = min
Pm
(Q(Pr − Pm) + λmin
Pm1
(Pbat(Pm, Pm1))) (3.20)
Pour cela, la résolution de (3.20) se fera en deux étapes :
1. calcul de P optm1 (Pm) avec (3.19).
2. calcul de de P optm avec (3.20).
Calcul de la puissance optimale de la machine principale
Dans ce paragraphe, nous allons résoudre l’équation (3.19). Pour cela, l’expression de Pbat(Pm1)
est déterminée. Pbat(Pm1) peut s’écrire sous la forme générale suivante :
Pbat(Pm1) = A2P
2
m1 +A1Pm1 + c1 +B2(Pm − Pm1)
2 +B1(Pm − Pm1) + c2 (3.21)
Alors, trouver l’expression de Pbat revient à déterminer les coefficients A2, A1, B2 et B1. D’après
(3.16) et (3.17), on sait que :
A2 =
{
a−1 si Pm1 ≤ 0
a+1 si Pm1 > 0
A1 =
{
b−1 si Pm1 ≤ 0
b+1 si Pm1 > 0
B2 =
{
a−2 si Pm2 ≤ 0
a+2 si Pm2 > 0
B1 =
{
b−2 si Pm2 ≤ 0
b+2 si Pm2 > 0
Comme Pm2 = Pm − Pm1 , Pm2 ≤ 0 ⇔ Pm1 ≥ Pm et Pm2 > 0 ⇔ Pm1 < Pm. Alors, B2 et B1 sont
donnés en fonction de Pm1 comme suit :
B2 =
{
a+2 si Pm1 ≤ Pm
a−2 si Pm1 > Pm
B1 =
{
b+2 si Pm1 ≤ Pm
b−2 si Pm1 > Pm
Finalement, les coefficients A2, A1, B2 et B1 sont déterminés en fonction de Pm1 et Pm
comme le montre les tableaux suivants :
— Cas A : si Pm ≤ 0, alors :
Pm1 P e1 Pm 0 P e1
A2 a
−
1 a
−
1 a
+
1
A1 b
−
1 b
−
1 b
+
1
B2 a
+
2 a
−
2 a
−
2
B1 b
+
2 b
−
2 b
−
2
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Dans ce cas, Pbat(Pm1) est donnée par :
Pbat(Pm1) =



a−1 P
2
m1 + b
−
1 Pm1 + c1 + a
+
2 (Pm − Pm1)2 + b+2 (Pm − Pm1) + c2 si P e1 ≤ Pm1 ≤ Pm
a−1 P
2
m1 + b
−
1 Pm1 + c1 + a
−
2 (Pm − Pm1)2 + b−2 (Pm − Pm1) + c2 si Pm ≤ Pm1 ≤ 0
a+1 P
2
m1 + b
+
1 Pm1 + c1 + a
−
2 (Pm − Pm1)2 + b−2 (Pm − Pm1) + c2 si 0 ≤ Pm1 ≤ P e1
(3.22)
— Cas B : si Pm ≥ 0, alors :
Pm1 P e1 0 Pm P e1
A2 a
−
1 a
+
1 a
+
1
A1 b
−
1 b
+
1 b
+
1
B2 a
+
2 a
+
2 a
−
2
B1 b
+
2 b
+
2 b
−
2
Dans ce cas, Pbat(Pm1) est donnée par :
Pbat(Pm1) =



a−1 P
2
m1 + b
−
1 Pm1 + c1 + a
+
2 (Pm − Pm1)2 + b+2 (Pm − Pm1) + c2 si P e1 ≤ Pm1 ≤ 0
a+1 P
2
m1 + b
+
1 Pm1 + c1 + a
+
2 (Pm − Pm1)2 + b+2 (Pm − Pm1) + c2 si 0 ≤ Pm1 ≤ Pm
a+1 P
2
m1 + b
+
1 Pm1 + c1 + a
−
2 (Pm − Pm1)2 + b−2 (Pm − Pm1) + c2 si Pm ≤ Pm1 ≤ P e1
(3.23)
La puissance optimale de la machine principale P optm1 (Pm) est donnée en fonction de Pm par :
— Si b+1 − b+2 ≥ 0 :
P optm1 (Pm) =













P e1 si P e ≤ Pm ≤ P−m
P ∗−m1 si P
−
m ≤ Pm ≤ P
−
m
0 si P
−
m ≤ Pm ≤ P+m
P ∗+m1 si P
+
m ≤ Pm ≤ P
+
m
P e1 si P
+
m ≤ Pm ≤ P e
(3.24)
— Si b+1 − b+2 ≤ 0 :
P optm1 (Pm) =













Pm − P e2 si P e ≤ Pm ≤ P−m
P ∗−m1 si P
−
m ≤ Pm ≤ P
−
m
Pm si P
−
m ≤ Pm ≤ P+m
P ∗+m1 si P
+
m ≤ Pm ≤ P
+
m
Pm − P e2 si P
+
m ≤ Pm ≤ P e
(3.25)
où : P ∗±m1 =
2a±2 Pm+b
±
2 −b
±
1
2(a±1 +a
±
2 )
Démonstration
Afin de déterminer P optm1 , il faut étudier la convexité de Pbat par rapport à Pm1 . Ceci revient
à calculer sa dérivée par rapport à Pm1 et à étudier son signe ainsi que son sens de variation. La
dérivée de Pbat par rapport à Pm1 est donnée par :
— Cas A :
∂Pbat
∂Pm1
=



2(a−1 + a
+
2 )Pm1 + b
−
1 − b+2 − 2a+2 Pm si P e1 ≤ Pm1 ≤ Pm
2(a−1 + a
−
2 )Pm1 + b
−
1 − b−2 − 2a−2 Pm si Pm ≤ Pm1 ≤ 0
2(a+1 + a
−
2 )Pm1 + b
+
1 − b−2 − 2a−2 Pm si 0 ≤ Pm1 ≤ P e1
(3.26)
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La dérivée de Pbat est affine par morceaux. Ses pentes : (a
−
1 + a
+
2 ), (a
+
1 + a
+
2 ) et (a
+
1 + a
−
2 )
sont positives en se basant sur l’hypothèse 5 qui montre que les coefficients du terme
quadratique de Pe sont positifs. Par conséquent,
∂Pbat
∂Pm1
est croissante par morceaux. De
plus, pour montrer que ∂Pbat
∂Pm1
est toujours croissante quelque soit Pm1 , il faut calculer ses
valeurs à droite et à gauche des points de changement d’expression, à savoir, à 0 et à Pm.
On a :
∂PGbat
∂Pm1
|Pm1=Pm= b
−
1 − b+2 + 2a−1 Pm (3.27)
∂PDbat
∂Pm1
|Pm1=Pm= b
−
1 − b−2 + 2a−1 Pm (3.28)
∂PGbat
∂Pm1
|Pm1=0= b
−
1 − b−2 − 2a+2 Pm (3.29)
∂PDbat
∂Pm1
|Pm1=0= b
+
1 − b−2 − 2a+2 Pm (3.30)
Alors,
∂PG
bat
∂Pm1
|Pm1=Pm −
∂PD
bat
∂Pm1
|Pm1=Pm= b
−
2 − b+2 . En prenant en compte l’hypothèse 7, où on
montre que 0 < b−2 < 1 et b
+
2 > 1, on a : b
−
2 −b+2 < 0. De même,
∂PG
bat
∂Pm1
|Pm1=0 −
∂PD
bat
∂Pm1
|Pm1=0=
b−1 − b+1 < 0. On en déduit que, pour Pm ≤ 0, ∂Pbat∂Pm1 est croissante ∀Pm1 . Maintenant, il faut
étudier le signe de ∂Pbat
∂Pm1
. Comme le montre la figure 3.2, on a :
— pour Pm1 ∈ [P e1 , Pm] :
∂Pbat
∂Pm1
< 0 car 2a−1 Pm1 < 0 (hypothèse 5), 2a
+
2 (Pm1 − Pm) < 0
(hypothèse 5 et Pm1 < Pm), et b
−
1 − b+2 < 0 (hypothèse 7).
— pour Pm1 ∈ [Pm, 0] : ∂Pbat∂Pm1 s’annule à P
∗−
m1 =
2a−2 Pm+b
−
2 −b
−
1
2(a−1 +a
−
2 )
.
— pour Pm1 ∈ [0, P e1 ] : ∂Pbat∂Pm1 > 0 car 2a
+
1 Pm1 > 0 (hypothèse 5), 2a
−
2 (Pm1 − Pm) > 0
(hypothèse 5 et Pm1 > Pm), et b
+
1 − b−2 > 0 (hypothèse 7).
Dans ce cas et hors contraintes, P optm1 = P
∗−
m1 . En revanche, pour que P
∗−
m1 soit l’optimum,
il faut qu’elle vérifie les conditions suivantes :
(a) P ∗−m1 ≤ 0, alors, Pm ≤
b−1 −b
−
2
2a−2
= P
1−
m ,
(b) P ∗−m1 ≥ Pm, alors, Pm ≤
b−2 −b
−
1
2a−1
= P
2−
m .
(c) P ∗−m1 ≥ P e1(Pm). Selon les limitions sur Pm1 données par (3.5) et (3.13) :
P e1(Pm) =
{
P e1 si P e1 + P e2 ≤ Pm ≤ P e2 + P e1
Pm − P e2 si P e2 + P e1 ≤ Pm ≤ P e1 + P e2
(3.31)
Alors,
{
P ∗−m1 ≥ P e1 si P e1 + P e2 ≤ Pm ≤ P e2 + P e1
P ∗−m1 ≥ Pm − P e2 si P e2 + P e1 ≤ Pm ≤ P e1 + P e2
Comme P ∗−m1 ≥ Pm et P e2 > 0, alors, la deuxième condition P ∗−m1 ≥ Pm − P e2 est
toujours vérifiée. Finalement, on a :
P ∗−m1 ≥ P e1 ⇔ Pm ≥
2(a−1 +a
−
2 )P e1
+b−1 −b
−
2
2a−2
= P 1−m ,
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(d) P ∗−m1 ≤ P e1(Pm). Selon les limitions sur Pm1 données par (3.5) et (3.13) :
P e1(Pm) =
{
Pm − P e2 si P e1 + P e2 ≤ Pm ≤ P e2 + P e1
P e1 si P e2 + P e1 ≤ Pm ≤ P e1 + P e2
(3.32)
Alors,
{
P ∗−m1 ≤ Pm − P e2 si P e1 + P e2 ≤ Pm ≤ P e2 + P e1
P ∗−m1 ≤ P e1 si P e2 + P e1 ≤ Pm ≤ P e1 + P e2
Comme P ∗−m1 ≤ 0 et P e1 > 0, alors, la deuxième condition P ∗−m1 ≤ P e1 est toujours
vérifiée. Finalement, on a :
P ∗−m1 ≤ Pm − P e2 ⇔ Pm ≥
2(a−1 +a
−
2 )P e2
+b−2 −b
−
1
2a−1
= P 2−m
Ces conditions peuvent être résumées comme suit :
P optm1 = P
∗−
m1 ⇔ max{P
1−
m , P
2−
m } ≤ Pm ≤ min{P
1−
m , P
2−
m } (3.33)
On peut constater que :
(a) Si b+1 − b+2 ≥ 0, ceci implique b−1 − b−2 ≤ 0 car les coefficients b−i={1,2} représentent le
rendement et les b+
i={1,2} représentent l’inverse du rendement. On en déduit :
(1) P−m = max{P 1−m , P 2−m } = P 1−m car dans ce cas P 1−m > P 2−m ,
(2) P
−
m = P
1−
m car P
2−
m > 0,
(b) De même, si b+1 − b+2 ≤ 0 ⇔ b−1 − b−2 ≥ 0, on en déduit :
(1) P−m = max{P 1−m , P 2−m } = P 2−m car dans ce cas P 2−m > P 1−m ,
(2) P
−
m = P
2−
m car P
1−
m > 0,
— Cas B : en suivant la même démarche que le cas précédent, on obtient pour Pm ≥ 0 :
∂Pbat
∂Pm1
=



2(a−1 + a
+
2 )Pm1 + b
−
1 − b+2 − 2a+2 Pm si P e1 ≤ Pm1 ≤ 0
2(a+1 + a
+
2 )Pm1 + b
+
1 − b+2 − 2a+2 Pm si 0 ≤ Pm1 ≤ Pm
2(a+1 + a
−
2 )Pm1 + b
+
1 − b−2 − 2a−2 Pm si Pm ≤ Pm1 ≤ P e1
(3.34)
Comme le montre la figure 3.3, dans ce cas et hors contraintes, P optm1 = P
∗−
m1 . Pour que P
∗+
m1
soit l’optimum, il faut qu’elle vérifie les conditions suivantes :
(a) P ∗+m1 ≥ 0 ⇒ Pm ≥
b+1 −b
+
2
2a+2
= P 1+m ,
(b) P ∗+m1 ≤ Pm ⇒ Pm ≥
b+2 −b
+
1
2a+1
= P 2+m ,
(c) P ∗+m1 ≤ P e1(Pm). Où, P e1(Pm) = min(Pm − P e2 , P e1). Comme P ∗+m1 ≤ Pm et P e2 < 0,
alors, P ∗+m1 ≤ Pm − P e2 est toujours vérifiée. Finalement, on a :
P ∗+m1 ≤ P e1 ⇔ Pm ≤
2(a+1 +a
+
2 )P e1+b
+
1 −b
+
2
2a+2
= P
1+
m
(d) P ∗+m1 ≥ P e1(Pm). Où, P e1(Pm) = max(Pm − P e2 , P e1). Comme P ∗+m1 ≥ 0 et P e1 < 0
alors P ∗+m1 ≥ P e1 est toujours vérifiée. Finalement, on a :
P ∗+m1 ≥ Pm − P e2 ⇔ Pm ≤
2(a+1 +a
+
2 )P e2+b
+
2 −b
+
1
2a+1
= P
2+
m
Ces conditions peuvent être résumées comme suit :
P optm1 = P
∗+
m1 ⇔ max{P
1+
m , P
2+
m } ≤ Pm ≤ min{P
1+
m , P
2+
m } (3.35)
On peut constater que :
134
(a) Si b+1 − b+2 ≥ 0, on a :
(1) P+m = P
1+
m car P
2+
m < 0,
(2) P
+
m = min{P
1+
m , P
2+
m } = P
1+
m car dans ce cas P
1+
m < P
2+
m .
(b) Si b+1 − b+2 ≤ 0, on a :
(1) P+m = P
2+
m car P
1+
m < 0,
(2) P
+
m = min{P
1+
m , P
2+
m } = P
2+
m car dans ce cas P
2+
m < P
1+
m .
𝑃m1
𝜕𝑃 t𝜕𝑃m1
𝑃 t
𝑃m1∗− 𝑃m1
0
0𝑃m
− − + +
− − + − 2 −𝑃m
− − − − 2 −𝑃m
+ − − − 2 −𝑃m
− − − − 2 −𝑃m
Figure 3.2 – Dérivée de Pbat par rapport à Pm1 quand Pm ≤ 0 (haut) et allure de Pbat (bas)
pour le cas A.
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𝑃m1
𝜕𝑃 t𝜕𝑃m1
𝑃 t
𝑃m1∗+ 𝑃m1
0
0 𝑃m
− − + +
+ − + − 2 +𝑃m
+ − − − 2 +𝑃m+ − + − 2 +𝑃m
− − + − 2 +𝑃m
Figure 3.3 – Dérivée de Pbat par rapport à Pm1 quand Pm ≥ 0 (haut) et allure de Pbat (bas)
pour le cas B.
Fin de la démonstration
3.1.2 Calcul de la répartition optimale entre le moteur thermique et les
machines électriques
Dans ce paragraphe, nous allons déterminer P optm . En considérant l’équation (3.20), P
opt
m est
donnée par :
P optm (Pr, λ) = argmin
Pm
(H(Pm, P
opt
m1 (Pm), Pr, λ)) (3.36)
Où, H(Pm, P
opt
m1 (Pm), Pr, λ) = Q(Pr − Pm) + λ(t)Pbat(Pm, P optm1 (Pm)) et Pbat(Pm, P optm1 (Pm)) est
obtenue en remplaçant Pm1 par P
opt
m1 (Pm) de l’équation (3.24) (ou (3.25) selon le signe de b
+
1 −b+2 )
et Pm2 par Pm − P optm1 (Pm) dans Pbat (3.3), comme suit :
Pbat(Pm, P
opt
m1 (Pm)) = P
opt
bat (Pm) =

















P−e1(P e1) + P
−
e2(Pm − P e1) si P e ≤ Pm ≤ P−m
P−e1(P
∗−
m1 ) + P
−
e2(Pm − P ∗−m1 ) si P−m ≤ Pm ≤ P
−
m
P−e1(0) + P
−
e2(Pm) si P
−
m ≤ Pm ≤ 0
P+e1(0) + P
+
e2(Pm) si 0 ≤ Pm ≤ P+m
P+e1(P
∗+
m1 ) + P
+
e2(Pm − P ∗+m1 ) si P+m ≤ Pm ≤ P
+
m
P+e1(P e1) + P
+
e2(Pm − P e1) si P
+
m ≤ Pm ≤ P e
(3.37)
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Où :







P−e1(Pm1) = a
−
1 P
2
m1 + b
−
1 Pm1 + c1
P+e1(Pm1) = a
+
1 P
2
m1 + b
+
1 Pm1 + c1
P−e2(Pm2) = P
−
e2(Pm − Pm1) = a
−
2 (Pm − Pm1)2 + b−2 (Pm − Pm1) + c2
P+e2(Pm2) = P
+
e2(Pm − Pm1) = a
+
2 (Pm − Pm1)2 + b+2 (Pm − Pm1) + c2
Ci-dessous, le calcul de P optm dans le cas où b+1 − b+2 ≥ 0 est présenté. Le cas contraire (b+1 − b+2 ≤
0) est présenté en annexe section 6.3. La fonction P optbat (Pm) est convexe par morceau car les
coefficients de ses termes quadratiques sont positifs (a−1 , a
+
1 , a
−
2 , a
+
2 > 0). De plus, P
opt
bat (Pm) est
globalement convexe car sa dérivée est croissante comme le montre la figure 3.4.
𝜕𝑃 tt𝜕𝑃m
0 𝑃e𝑃m− 𝑃m
2 − 𝑃e − 𝑃e + −2
−𝑃e + −𝟐𝒂𝟐−
𝑃e −
𝟐𝒂𝟐−
−
+
+
𝑃m− 𝑃m+ 𝑃m+
2 +𝑃e + +2
− 𝑃e − 𝑃e + + 𝟐𝒂𝟐+
𝟐𝒂𝟐+
Figure 3.4 – Détermination de
∂P
opt
bat
∂Pm
afin d’étudier la convexité de Pbat par rapport à Pm
Alors, H(Pm) est une fonction quadratique par morceaux et convexe. H(Pm) peut s’écrire
sous la forme générale suivante :
H(Pm, Pr, λ) = A1(Pr − Pm) +A0 + λ(t)(B2P 2m +B1Pm + b0) (3.38)
On note les points particuliers de changement d’équation de H par : P pm1 = P−m, P
p
m2 = P
−
m,
P pm3 = Pr − Plim, P pm4 = Pr − P th, P pm5 = P+m et P pm6 = P
+
m. En comparant P
p
m3 et P
p
m4 à
{P pm1, P pm2, P pm5, P pm6}, on obtient, selon Pr, les cas suivants :
— Cas1 : Pr ≤ P th
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Pr − P th < P−m P−m < Pr − P th < P
−
m Pr − P th > P
−
m
Pr − Plim < P−m Cas1.1 Cas1.2 Cas1.3
P−m < Pr − Plim < P
−
m − Cas1.4 Cas1.5
Pr − Plim > P
−
m − − Cas1.6
— Cas2 : Plim ≤ Pr ≤ P th
Pr − P th < P+m P+m < Pr − P th < P
+
m Pr − P th > P
+
m
Pr − Plim < P−m Cas2.1 Cas2.2 Cas2.3
P−m < Pr − Plim < P
−
m Cas2.4 Cas2.5 Cas2.6
Pr − Plim > P
−
m Cas2.7 Cas2.8 Cas2.9
— Cas3 : Pr ≥ Plim
Pr − P th < P+m P+m < Pr − P th < P
+
m Pr − P th > P
+
m
Pr − Plim < P+m Cas3.1 Cas3.2 Cas3.3
P+m < Pr − Plim < P
+
m − Cas3.4 Cas3.5
Pr − Plim > P
+
m − − Cas3.6
Pour le Cas2.5 (les autres cas sont traités en annexe section 6.3), l’Hamiltonien a comme
expressions :
Pm −∞ P pm1 P pm3 P pm2 0
Morceau1 Morceau2 Morceau3 Morceau4
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +Q0
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 ) +λc1
Pm 0 P
p
m5 P
p
m4 P
p
m6 +∞
Morceau5 Morceau6 Morceau7 Morceau8
a1(Pr − Pm) a1(Pr − Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Q0 +Q0 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e2(Pm) +λP
+
e1(P
∗+
m1 )
+λc1 +λP
+
e2(Pm − P ∗+m1 )
H est convexe car, d’une part, il est composé par des morceaux affines et quadratiques au
coefficient du second degré positif (a±1 > 0 et a
±
2 > 0 hypothèse 5). D’autre part, la condition
du premier ordre de convexité est vérifiée aux points de changement d’équation. En effet, à :
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(1) Pm = P
p
m1, ∂H
G
∂Pm
|Pm=Ppm1=
∂HD
∂Pm
|Pm=Ppm1 .
(2) Pm = P
p
m3, ∂H
G
∂Pm
|Pm=Ppm3<
∂HD
∂Pm
|Pm=Ppm3 car a1 < a2 (hypothèse 1).
(3) Pm = P
p
m2, ∂H
G
∂Pm
|Pm=Ppm2=
∂HD
∂Pm
|Pm=Ppm2 .
(4) Pm = 0, ∂H
G
∂Pm
|Pm=0< ∂H
D
∂Pm
|Pm=0 car b−2 < b+2 (hypothèse 7).
(5) Pm = P
p
m5, ∂H
G
∂Pm
|Pm=Ppm5=
∂HD
∂Pm
|Pm=Ppm5 .
(6) Pm = P
p
m4, ∂H
G
∂Pm
|Pm=Ppm4<
∂HD
∂Pm
|Pm=Ppm4 car a1 > 0 (hypothèse 1).
(7) Pm = P
p
m6, ∂H
G
∂Pm
|Pm=Ppm6=
∂HD
∂Pm
|Pm=Ppm6 .
On peut constater que l’extremum du morceau 7, − (b
−
1 a
−
2 +b
−
2 a
−
1 )(a
−
1 +a
−
2 )
2(a−1 a
−
2
2+a−2 a
−
1
2)
, est indépendant de
λ (de même pour celui du morceau 8 :
2a+2 P e1−b
+
2
2a+2
). Ces derniers vérifient les conditions suivantes
(car les coefficients a±i et b
±
i (i = {1, 2}) sont positifs) :
(1)
2a+2 P e1−b
+
2
2a+2
< P
+
m
(2) − (b
−
1 a
−
2 +b
−
2 a
−
1 )(a
−
1 +a
−
2 )
2(a−1 a
−
2
2+a−2 a
−
1
2)
< 0.
On en déduit que les morceaux 7 et 8 de H sont strictement croissants ∀Pm > P+m et ∀λ.
Par conséquent, dans ce cas d’étude, H est globalement convexe et est composé par huit
morceaux quadratiques, alors, il possède huit extremums. Nous étudierons que les extremums
des morceaux 1 à 6, représentés par la figure 3.5, qui dépendent de λ. Ils sont donnés par :





























P ∗1m =
a2−λb−2 +2λa
−
2 P e1
2λa−2
P ∗2m =
a2−λb∗−
2λa∗
−
P ∗3m =
a1−λb∗−
2λa∗
−
P ∗4m =
a1−λb−2
2λa−2
P ∗5m =
a1−λb+2
2λa+2
P ∗6m =
a1−λb∗+
2λa∗+
Où, a∗± =
a±1 (a
±
2 )
2+a±2 (a
±
1 )
2
(a±1 +a
±
2 )
2
, b∗± =
b±1 a
±
2 +b
±
2 a
±
1
a±1 +a
±
2
, α± =
a±2
(a±1 +a
±
2 )
et β± =
b±2 −b
±
1
2(a±1 +a
±
2 )
.
L’extremum P ∗1m est l’optimum si et seulement s’il vérifie les conditions suivantes : P e(Pr) ≤
P ∗1m ≤ P pm1. Ce qui équivaut à : λ1 ≤ λ ≤ λ2, où, λ1 et λ2 sont les solutions des équations
suivantes :
(1)
a2−λb−2 +2λa
−
2 P e1
2λa−2
= P pm1 ⇔ λ = λ1 = a2b−2 +2a−2 (Ppm1−P e1 )
(2)
a2−λb−2 +2λa
−
2 P e1
2λa−2
= P e(Pr) ⇔ λ = λ2 = a2b−2 +2a−2 (P e(Pr)−P e1 )
L’extremum P ∗2m est l’optimum si et seulement s’il vérifie les conditions suivantes : P
p
m1 ≤
P ∗2m ≤ P pm3. Ce qui équivaut à : λ3 ≤ λ ≤ λ4, où, λ3 et λ4 sont les solutions des équations
suivantes :
(1)
a2−λb∗−
2λa∗
−
= P pm3 ⇔ λ = λ3 = a22a∗
−
P
p
m3+b
∗
−
(2)
a2−λb∗−
2λa∗
−
= P pm1 ⇔ λ = λ4 = a22a∗
−
P
p
m1+b
∗
−
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𝑃e 𝑃m t = 𝑃m∗
𝐻== − − 2 −𝑃e= −
𝑃m 𝑃e 𝑃m0
Morceau 1𝑃e < 𝑃m∗ < 𝑃m
𝑃e 𝑃m t = 𝑃m∗
𝐻== − − − − + − + − −− − − + −= − − + − − −
𝑃m 𝑃e 𝑃m𝑃m
Morceau 2𝑃m < 𝑃m∗ < 𝑃m
𝑃e 𝑃m t = 𝑃m∗ 𝑃m 𝑃e 𝑃m𝑃m
𝐻
== − − − − + − + − −− − − + −= − − + − − −
Morceau 3𝑃m < 𝑃m∗ < 𝑃m
𝑃e 𝑃m t = 𝑃m∗4
== −= −
𝑃e 𝑃m𝑃m
𝐻
0
Morceau 4𝑃m < 𝑃m∗4 < 0
𝑃e 𝑃m t = 𝑃m∗5 𝑃e 𝑃m
𝐻
0 𝑃m5
== += +
Morceau 5
0 < 𝑃m∗5 < 𝑃m5
𝑃e 𝑃e 𝑃m𝑃m
𝐻
𝑃m t = 𝑃m∗
== + + − + + + + + +− + + + += + + + + − +
𝑃m
Morceau 6𝑃m < 𝑃m∗ < 𝑃e
Figure 3.5 – Représentation des extremums P ∗m selon leur positionnement par rapport aux
points de changement d’équation de H afin de déterminer P optm
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L’extremum P ∗3m est l’optimum si et seulement s’il vérifie les conditions suivantes : P
p
m3 ≤
P ∗3m ≤ P pm2. Ce qui équivaut à : λ5 ≤ λ ≤ λ6, où, λ5 et λ6 sont les solutions des équations
suivantes :
(1)
a1−λb∗−
2λa∗
−
= P pm2 ⇔ λ = λ5 = a22a∗
−
P
p
m2+b
∗
−
(2)
a1−λb∗−
2λa∗
−
= P pm3 ⇔ λ = λ6 = a22a∗
−
P
p
m3+b
∗
−
L’extremum P ∗4m est l’optimum si et seulement s’il vérifie les conditions suivantes : P
p
m2 ≤
P ∗4m ≤ 0. Ce qui équivaut à : λ7 ≤ λ ≤ λ8, où, λ7 et λ8 sont les solutions des équations suivantes :
(1) a1−λb
−
2
2λa−2
= 0 ⇔ λ = λ7 = a1b−2
(2) a1−λb
−
2
2λa−2
= P pm2 ⇔ λ = λ8 = a12a−2 Ppm2+b−2
L’extremum P ∗5m est l’optimum si et seulement s’il vérifie les conditions suivantes : 0 ≤ P ∗5m ≤
P pm5. Ce qui équivaut à : λ9 ≤ λ ≤ λ10, où, λ9 et λ10 sont les solutions des équations suivantes :
(1) a1−λb
+
2
2λa+2
= P pm5 ⇔ λ = λ9 = a12a+2 Ppm5+b+2
(2) a1−λb
+
2
2λa+2
= 0 ⇔ λ = λ10 = a1b+2
L’extremum P ∗6m est l’optimum si et seulement s’il vérifie les conditions suivantes : P
p
m5 ≤
P ∗6m ≤ P pm4. Ce qui équivaut à : λ11 ≤ λ ≤ λ12, où, λ11 et λ12 sont les solutions des équations
suivantes :
(1)
a1−λb∗+
2λa∗+
= P pm4 ⇔ λ = λ11 = a12a∗+Ppm4+b∗+
(2)
a1−λb∗+
2λa∗+
= P pm5 ⇔ λ = λ12 = a22a∗
−
P
p
m5+b
∗
−
Finalement, la commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗+P
p
m4+b
∗
+
P e(Pr)
a1
2a∗+P
p
m4+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m2+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m2+b
−
2
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
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3.2 Résultats de Simulations
Dans cette section, les résultats de simulation obtenus par la méthode analytique ainsi que
par la méthode numérique pour l’optimisation de la répartition de puissance sont présentés.
Pour rappel, la validation se déroule en deux étapes. Dans un premier temps, les commandes
issues des deux méthodes sont comparées hors-ligne en les soumettant aux mêmes entrées. En
suite, elles sont testées en-ligne dans l’environnement MIL. Il faut noter que, pour les méthodes
numériques, dans le calcul de l’Hamiltonien les pertes dans la batterie sont prises en compte
contrairement à la méthode analytique.
Validation Hors-Ligne
Les figures 3.6 et 3.7 représentent les commandes P optth et P
opt
m obtenues par la méthode
analytique et celles obtenues par la méthode Num10001 utilisant le modèle quadratique (1.22)
de la machine électrique. Nous avons également comparé la méthode Num10001 avec la méthode
Num10002 . Cette comparaison est illustrée par la figure 3.8. On rappelle que cette étape de va-
lidation a comme objectif de comparer les solutions issues des stratégies analytique, Num10001
et Num10002 afin de visualiser l’impact de la modélisation convexe et de la méthodologie analy-
tique sur l’optimalité des solutions (la solution la plus optimale étant donnée par la méthode
Num10002 ).
Discussion
La méthode analytique trouve exactement la même solution que la méthode Num10001 (figures
3.6 et 3.7). On en déduit que les pertes de la batterie ont un impact négligeable sur la répartition
de puissance relativement aux puissances électriques des machines. De plus, les commandes issues
des approches Num10001 et Num
1000
2 sont très similaires (figure 3.8). Ceci permet la validation
des modèles convexes.
Les temps de calcul des stratégies calculés à partir de (1.52) sont présentés dans le tableau
(3.1).
Stratégie Temps de Calcul [ms]
Analytique 0.12
Num10001 15.12
Num10002 36.53
Num101 0.25
Num102 0.46
Table 3.1 – Temps de calcul moyen consommé par les méthodes analytique, Num10001 , Num
1000
2 ,
Num101 et Num
10
2 pour le calcul des commandes sur un pas de temps
Concernant la mémoire, comme présenté dans les résultats de la section 2.1, il y a les para-
mètres fixes qui sont donnés par le tableau 3.2 et les variables intermédiaires.
Le nombre des variables intermédiaires dépend de la stratégie. En effet, pour les stratégies
numériques, le nombre des variables intermédiaires est fixe. Il est égal à la somme des tailles du
vecteur H et des vecteurs commandes Pm1 et Pm. Par conséquent, le maillage 1000 génère 3000
variables intermédiaires et le maillage 10 génère 30 variables intermédiaires. Pour la stratégie
analytique, les variables intermédiaires sont les seuils de Pr et les seuils de λ. On peut remarquer
que le nombre de ces seuils dépend du cas sélectionné. Pour cela, on considèrera le cas qui
comporte le nombre maximum de seuils : UC2.5 où on calcule 12 seuils de λ. Pour les seuils de
Pr, ils sont fixes et il y en a 6 à calculer. Par ailleurs, la méthode analytique possède 6 optimums
142
Figure 3.6 – Commandes optimales issues de la méthode analytique et de la méthode Num10001
pour le cycle ARTEMIS Autoroute
Stratégie Paramètres Nombre total
Analytique MT : a1, a2, Plim, p0 et p1 5
ME1 : a−1 , a
+
1 , b
−
1 et b
+
1 36
ME2 : a−2 , a
+
2 , b
−
2 et b
+
2 36
Num1 MT : a1, a2, Plim, p0, p1, Q0, q2, q1, q0 et Qlim 10
ME1 : a−1 , a
+
1 , b
−
1 , b
+
1 et c1 45
ME2 : a−2 , a
+
2 , b
−
2 , b
+
2 et c2 45
Num2 MT : cartographie du débit carburant (25× 17) 425
ME1 : cartographie des pertes électriques (41× 15× 5) 3075
ME2 : cartographie des pertes électriques (23× 15× 3) 1035
Table 3.2 – Nombre de paramètres fixes utilisés par les stratégies analytique, Num1 et Num2
pour le calcul de la répartition optimale de puissance
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Figure 3.7 – Commandes optimales issues de la méthode analytique et de la méthode Num10001
pour le cycle ARTEMIS Urbain
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Figure 3.8 – Commandes optimales issues des méthodes Num10001 et Num
1000
2 pour le cycle
ARTEMIS Autoroute
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qui correspondent aux extremums des morceaux quadratiques de l’Hamiltonien. Le nombre total
des variables intermédiaires pour chaque stratégie est résumé par le tableau 3.3.
Stratégie Nombre total
Analytique 24
Num10001 3000
Num10002 3000
Num101 30
Num102 30
Table 3.3 – Nombre de variables intermédiaires calculées par les méthodes analytique, Num10001 ,
Num10002 , Num
10
1 et Num
10
2 pour le calcul de la répartition optimale de puissance
Finalement, la mémoire totale occupée par chaque stratégie est égale au nombre des pa-
ramètres fixes + le nombre des variables intermédiaires, en considérant 1 scalaire = 1 Double
(tableau 3.4).
Stratégie Espace mémoire occupé [Doubles]
Analytique 101
Num10001 3100
Num10002 7535
Num101 130
Num102 4565
Table 3.4 – Espace mémoire occupé par les stratégies analytique, Num10001 , Num
1000
2 , Num
10
1
et Num102 pour le calcul de la répartition optimale de puissance
Validation En-Ligne
Dans cette étape de validation, les stratégies analytique et numériques sont testées en-ligne
sur le simulateur du véhicule (MIL) afin d’établir leurs bilans énergétiques (consommation de
carburant et trajectoire SoE). On rappelle que, dans ce chapitre, le véhicule étudié est sans
step-up. Sa batterie a une tension d’environ 400V . Il faut noter que le calcul des consommations
thermique et électrique de toutes les stratégies est réalisé à partir des modèles de référence (1.10)
et (1.16).
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Figure 3.9 – Trajectoires SoE des méthodes analytique, Num10001 et Num
1000
2 sur tous les cycles
étudiés
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Cycle Stratégie Conso [L/100km] ∆Conso [%]
WLTC Analytique 4.45 0.9
Num10001 4.45 0.9
Num10002 4.41 -
Num101 4.62 4.76
Num102 4.64 5.21
ARTEMIS Analytique 5.51 0.36
Urbain Num10001 5.51 0.36
Num10002 5.49 -
Num101 5.91 7.65
Num102 5.92 7.83
ARTEMIS Analytique 4.20 0.23
Routier Num10001 4.20 0.23
Num10002 4.19 -
Num101 4.39 4.77
Num102 4.44 5.96
ARTEMIS Analytique 6.29 0.96
Autoroutier Num10001 6.28 0.8
Num10002 6.23 -
Num101 6.45 3.53
Num102 6.51 4.5
Table 3.5 – Résultats de consommation de carburant des méthodes analytique, Num10001 ,
Num10002 , Num
10
1 et Num
10
2
Discussion D’après le tableau 3.5, on peut constater que :
— L’impact de la modélisation convexe sur la consommation de carburant de la méthode
Num10001 se traduit par une surconsommation inférieure à 1% par rapport à la meilleure
solution donnée par la méthode Num10002 .
— La méthode Num10001 et la méthode analytique ont exactement la même consommation.
— Les méthodes Num101 et Num
10
2 présentent une surconsommation qui peut atteindre les
8%.
La figure 3.9 montre que les stratégies analytique, Num10001 et Num
1000
2 ont des trajectoires SoE
similaires sur tous les cycles étudiés.
3.3 Conclusion
En conclusion, les résultats de ce chapitre montrent que la méthode analytique est aussi
efficace pour l’architecture bi-parallèle. Elle a permis de réduire le temps de calcul ainsi que
l’espace mémoire tout en ayant une consommation assez proche de la meilleure solution donnée
par la méthode Num10002 . La méthode analytique présente un très bon compromis consom-
mation/performances. En effet, elle est la moins coûteuse en termes de temps de calcul et de
mémoire pour une surconsommation inférieure à 1%. La méthode numérique présente des risques
importants lorsque le maillage de la commande n’est pas assez fin car, d’après les résultats, les
méthodes Num101 et Num
10
2 génèrent une surconsommation beaucoup trop élevée.
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Chapitre 4
Application à l’architecture Série
Dans ce chapitre, l’objectif est d’optimiser la consommation de carburant d’un véhicule hy-
bride série composé par : un moteur thermique (MT), une machine électrique principale qui
assure la traction du véhicule (ME), une génératrice (GEN) qui convertit la puissance méca-
nique délivrée par le MT en électricité et une batterie (figure 4.1). Les variables d’optimisation
considérées dans cette étude sont : la puissance électrique produite par la génératrice et le régime
de la génératrice. La méthodologie analytique est appliquée (figure 1.39) afin de déterminer les
commandes optimales.
Batterie
MT
𝑃ele 𝑃r𝑃t
𝑃 t
MEGEN
𝑃 en𝜔t 𝜔 en 𝜔r
Figure 4.1 – Configuration Série
Le Problème d’Optimisation en mode Série (POS) s’écrit comme suit :
POS :

















minPgen,ωgen
∫ tf
t0
Q(Pth(t), ωth(t))dt
˙SoE(t) = −Pbat(Pgen(t))
Emax
0 ≤ SoE(t) ≤ 100
P th(ωth) ≤ Pth ≤ P th(ωth)
0 ≤ Pgen ≤ P gen(ωth)
ωth ≤ ωth ≤ ωth
(4.1)
En appliquant le PMP sur POS, l’Hamiltonien en mode série est donné par :
H(Pth, Pgen, ωth) = Q(Pth, ωth) + λPbat(Pgen) (4.2)
Où :
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— Pbat est la puissance électrique de la batterie : Pbat(Pgen, Pr, ωr) = Pelec(Pr, ωr)−Pgen. On
rappelle que les pertes dans la batterie sont négligées (hypothèse 8),
— Pelec est la puissance électrique de la machine de traction. Elle est calculée à partir de la
puissance à la roue Pr et du régime de la roue ωr via le modèle quadratique défini par
l’équation (1.22).
— Pgen est la puissance électrique produite par la génératrice. Pgen est représentée par le
modèle en puissance affine défini par l’équation (1.23) (où Pgen ≥ 0) :
Pgen(Pth, ωgen) = −b0(ωgen) + b1(ωgen)Pth (4.3)
— A partir de (1.20) et (1.21), et en considérant la tension constante, les coefficients b1 et b0
peuvent être approximés par les modèles suivants :
b1(ωgen) =
b10 + b11ωgen + b12ω
2
gen
ωgen
(4.4)
b0(ωgen) = b00 + b01ωgen + b02ω
2
gen (4.5)
— ωgen est le régime de la machine génératrice. Il est lié au régime du MT ωth via un ratio
fixe Rgen comme suit :
ωgen = Rgen.ωth (4.6)
— Q(Pth, ωth) est remplacé par son modèle affine défini dans l’équation (1.12). Il est exprimé
en fonction des variables d’optimisation (Pgen et ωgen), en remplaçant Pth par
Pgen+b0
b1
(4.3)
et ωth par
ωgen
Rgen
(4.6), on obtient :
Q(Pgen, ωgen) =
{
a1
b1(ωgen)
(Pgen + b0(ωgen)) +Q0(ωgen) si Pgen ≤ P limgen
a2
b1(ωgen)
(Pgen + b0(ωgen)) +Qlim(ωgen)− a2Plim(ωgen) si Pgen > P limgen
(4.7)
Où, Q0(ωgen) et Plim(ωgen) sont obtenus en remplaçant ωth par
ωgen
Rgen
dans (1.14) et (1.15)
comme suit :
Q0(ωgen) = q0 + q1(
ωgen
Rgen
) + q2(
ωgen
Rgen
)2 (4.8)
Plim(ωgen) = p0 + p1(
ωgen
Rgen
) (4.9)
On pose : q
′
2 =
q2
R2gen
, q
′
1 =
q1
Rgen
et p
′
1 =
p1
Rgen
.
P limgen(ωgen) est obtenue en remplaçant Pth par (4.9) dans (4.3) :
P limgen(ωgen) = −b0(ωgen) + b1(ωgen)Plim(ωgen) (4.10)
Alors, H(Pgen, ωgen) est donné par :
H(Pgen, ωgen) =
{
a1
b1(ωgen)
(Pgen + b0(ωgen)) +Q0(ωgen) + λ(Pelec − Pgen) si Pgen ≤ P limgen
a2
b1(ωgen)
(Pgen + b0(ωgen)) +Qlim(ωgen)− a2Plim(ωgen) + λ(Pelec − Pgen) si Pgen > P limgen
(4.11)
D’après (4.11), on peut constater que ωgen n’apparait que dans Q. Ce qui équivaut à :
min
Pgen,ωgen
(H(Pgen, ωgen, λ)) = min
Pgen
(min
ωgen
(Q(Pgen, ωgen)) + λ(Pelec − Pgen)) (4.12)
Pour cela, la résolution de (4.12) se fera en deux étapes :
1. calcul de ωoptgen(Pgen) en minimisant Q(Pgen, ωgen),
2. calcul de P optgen en minimisant H(Pgen, ω
opt
gen(Pgen)).
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4.1 Optimisation du régime de la génératrice
Dans cette section, le régime optimal ωoptgen est obtenu en minimisant Q par rapport au régime
ωgen, on a :
ωoptgen(Pgen) = argmin
ωgen
(Q(Pgen, ωgen)) (4.13)
Après avoir remplacé b0(ωgen), b1(ωgen), Q0(ωgen) et Plim(ωgen) par leurs modèles en fonction
de ωgen dans (4.7), Q(Pgen, ωgen) peut s’écrire sous la forme générale suivante :
Q(Pgen, ωgen) =
A4ω
4
gen +A3ω
3
gen +A2ω
2
gen +A1(Pgen)ωgen +A0
b10 + b11ωgen + b12ω2gen
(4.14)
Où :
A4 = q
′
2b12 ∀Pgen
A3 =
{
a1b02 + q
′
2b11 si Pgen ≤ P limgen(ωgen)
a2b02 + q
′
2b11 + (a1 − a2)p
′
1b12 si Pgen > P
lim
gen(ωgen)
A2 =
{
q
′
2b10 + a1b01 + q
′
1b11 si Pgen ≤ P limgen(ωgen)
q
′
2b10 + a2b01 + q
′
1b11 + (a1 − a2)(p
′
1b11 + p0b12) si Pgen > P
lim
gen(ωgen)
A1 =
{
q
′
1b10 + a1(Pgen + b00) + q0b11 si Pgen ≤ P limgen(ωgen)
q
′
1b10 + q0b11 + a2(Pgen + b00) + (a1 − a2)(p0b11 + p
′
1b10) si Pgen > P
lim
gen(ωgen)
A0 =
{
b10q0 si Pgen ≤ P limgen(ωgen)
q0b10 + (a1 − a2)p0b10 si Pgen > P limgen(ωgen)
Comme Q est convexe par rapport au régime ωgen, alors, afin de trouver ω
opt
gen, il faudrait
résoudre l’équation :
∂Q
∂ωgen
= 0 (4.15)
De plus, pour déterminer les coefficients A4, A3, A2, A1 et A0, il faut comparer Pgen au point
de changement de pente P limgen . Ceci revient à résoudre l’équation suivante :
Pgen − P limgen(ωgen) = 0 ⇔
C3ω
3
gen + C2ω
2
gen + C1(Pgen)ωgen + C0
ωgen
= 0 (4.16)
Où, C3 = b02 + b12p
′
1, C2 = b01 + b11p
′
1 + b12p0, C1 = b10p
′
1 + b11p0 + b00 − Pgen et C0 = b10p0.
Les équations (4.15) et (4.16) sont des polynômes de degré 3 et 4 en fonction de ωgen. Le
calcul analytique de leurs racines est complexe. Pour cela, le régime optimal ωoptgen est calculé
hors-ligne numériquement suivant le schéma de la figure 4.2. Le régime optimal, en prenant en
compte les limitations sur le régime du MT, est donné par :
ωoptgen(Pgen) =



ωgen si P gen ≤ Pgen ≤ P limgen1
ωcgen(Pgen) si P
lim
gen
1 ≤ Pgen ≤ P limgen2
ωgen si P
lim
gen
2 ≤ Pgen ≤ P gen
(4.17)
Où :















ωcgen(Pgen) = α0 + α1Pgen
α0 =
P limgen
1ωgen−P limgen2ωgen
P limgen
1−P limgen2
α1 =
ωgen−ωgen
P limgen
2−P limgen1
P limgen
1 = b1(ωgen)Plim(ωgen)− b0(ωgen)
P limgen
2 = b1(ωgen)Plim(ωgen)− b0(ωgen)
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Discrétiser le régime: 𝜔ge = [𝜔ge ∶ ∆𝜔ge : 𝜔ge ]
Calculer la matrice ge , 𝜔ge
𝜔ge t ge = arg min𝜔gen ge , 𝜔ge
Figure 4.2 – Optimisation Numérique Hors-Ligne du régime de la génératrice par la minimisa-
tion de l’équation (4.14) par rapport à ωgen
Le résultat du régime optimal (4.17) est très similaire à celui de la section 2.3.2. En effet, on
trouve également que le régime optimal (ωcgen) est celui qui maximise le rendement du moteur
thermique.
4.2 Optimisation de la puissance électrique de la génératrice
Dans cette section, l’objectif est de déterminer P optgen , tel que :
P optgen = argmin
Pgen
(H(Pgen, ω
opt
gen)) (4.18)
En remplaçant ωgen par ω
opt
gen (4.17) dans le modèle de Q (4.7), on obtient Q(Pgen, ω
opt
gen) =
Qopt(Pgen) :
Qopt(Pgen) =







a1
bmin1
Pgen +
a1b
min
0
bmin1
+Qmin0 si P gen ≤ Pgen ≤ P limgen1
a1Plim(α0 + α1Pgen) +Q0(α0 + α1Pgen) si P
lim
gen
1 ≤ Pgen ≤ P limgen2
a2
bmax1
Pgen +
a2b
max
0
bmax1
− a2Pmaxlim +Qmaxlim si P limgen2 ≤ Pgen ≤ P gen
(4.19)
Alors, H(Pgen, ω
opt
gen, λ) = Hopt(Pgen, λ) est donné par (étape 2 dans la figure 1.39) :
Hopt(Pgen, λ) =







( a1
bmin1
− λ)Pgen + a1b
min
0
bmin1
+Qmin0 + λPelec si P gen ≤ Pgen ≤ P limgen1
C + (α1(a1p
′
1 + q
′
1 + 2q
′
2α0)− λ)Pgen + q
′
2α
2
1P
2
gen si P
lim
gen
1 ≤ Pgen ≤ P limgen2
( a2
bmax1
− λ)Pgen + a2b
max
0
bmax1
− a2Pmaxlim +Qmaxlim + λPelec si P limgen2 ≤ Pgen ≤ P gen
(4.20)
Où, C = a1p0 + a1p
′
1α0 + q
′
2α
2
0 + q
′
1α0 + q0 + λPelec, P
∗
gen =
λ−α1(a1p
′
1+q
′
1+2q
′
2α0)
2q
′
2α
2
1
, bmax1 =
b10+b11ωgen
ωgen
, bmin1 =
b10+b11ωgen
ωgen
, bmax0 = b00 + b01ωgen + b02ω
2
gen et b
min
0 = b00 + b01ωgen + b02ω
2
gen.
Selon la méthodologie appliquée dans cette thèse (figure 1.39), afin de déterminer P optgen (étape
4), la convexité de Hopt(Pgen) est étudiée (étape 3). Il faut noter que Hopt(Pgen) est convexe par
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morceaux car il contient deux morceaux affines et un morceau quadratique dont le coefficient du
second degré est positif (q
′
2α
2
1 > 0). En revanche, la convexité globale de H
opt(Pgen) n’est pas
toujours assurée. Ceci revient à vérifier la condition de convexité du premier ordre, c’est-à-dire,
à calculer et comparer les dérivées à gauche (∂H
optG
∂Pgen
) et à droite (∂H
optD
∂Pgen
) de Hopt(Pgen) aux
points de changement d’équations : P limgen
1 et P limgen
2. On distinguera donc les cas suivants :
Cas 1 : H est globalement convexe
Dans ce cas, on a :
∂HoptG
∂Pgen
|Pgen=P limgen1<
∂HoptD
∂Pgen
|Pgen=P limgen1 (4.21)
∂HoptG
∂Pgen
|Pgen=P limgen2<
∂HoptD
∂Pgen
|Pgen=P limgen2 (4.22)
Où :











∂HoptG
∂Pgen
|Pgen=P limgen1=
a1
bmin1
∂HoptD
∂Pgen
|Pgen=P limgen1= α1(a1p
′
1 + q
′
1 + 2q
′
2α0) + 2P
lim
gen
1q
′
2α
2
1 = λlim1
∂HoptG
∂Pgen
|Pgen=P limgen2= α1(a1p
′
1 + q
′
1 + 2q
′
2α0) + 2P
lim
gen
2q
′
2α
2
1 = λlim2
∂HoptD
∂Pgen
|Pgen=P limgen2=
a2
bmax1
Comme le montre la figure 4.3, l’extremum P ∗gen du morceau quadratique de H
opt(Pgen, λ) est
l’optimum si et seulement s’il vérifie les conditions suivantes : P limgen
1 < P ∗gen < P
lim
gen
1. Ce qui
équivaut à :
λlim1 < λ < λlim2 (4.23)
Où, λlim1 et λlim2 sont les solutions des équations suivantes :
(1) P ∗gen = P
lim
gen
1 ⇔ λ = λlim1
(2) P ∗gen = P
lim
gen
2 ⇔ λ = λlim2
Quand P ∗gen < P
lim
gen
1 et a1
bmin1
−λ > 0, alors, H est croissant ∀Pgen, d’où l’optimum est égal à P gen.
Si P ∗gen < P
lim
gen
1 et a1
bmin1
− λ < 0, l’optimum est égal à P limgen1. De même, à droite, si P ∗gen > P limgen2
et a2
bmax1
− λ > 0, alors P limgen2 est l’optimum ; et si P ∗gen > P limgen2 et a2bmax1 − λ < 0, alors P gen est
l’optimum.
Finalement, P optgen est donnée par :
λ a1
bmin1
λlim1 λlim2
a2
bmax1
P optgen P gen P
lim
gen
1 P ∗gen P
lim
gen
2 P gen
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𝐻
𝑃ge t = 𝑃ge 𝑃ge𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge 𝑃ge𝑃ge t = 𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge 𝑃ge𝑃ge t = 𝑃ge∗𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge 𝑃ge𝑃gei 𝑃ge t = 𝑃gei 𝑃ge
𝐻
𝑃ge 𝑃ge t = 𝑃ge𝑃gei 𝑃gei 𝑃ge
i
ax i ax
i
axi
axi ax
𝝀 ≤ 𝐢 𝐢 < 𝝀 ≤ 𝝀 𝐢
𝝀 𝐢 < 𝝀 ≤ 𝝀 𝐢 𝝀 𝐢 < 𝝀 ≤ 𝐚𝐱
𝝀 > 𝐚𝐱
Figure 4.3 – Détermination de P optgen quand Hopt(Pgen) est globalement convexe
Cas 2 : H est non-convexe à P limgen
1
Dans ce cas, on a :
∂HoptG
∂Pgen
|Pgen=P limgen1=
a1
bmin1
> λlim1 =
∂HoptD
∂Pgen
|Pgen=P limgen1 (4.24)
∂HoptG
∂Pgen
|Pgen=P limgen2=
a2
bmax1
> λlim2 =
∂HoptD
∂Pgen
|Pgen=P limgen2 (4.25)
Dans ce cas de figure, le minimum de Hopt(Pgen, λ) n’est pas global. Comme le montre
la figure 4.4, Hopt(Pgen, λ) peut posséder deux minimums locaux à P gen et à P
∗
gen (en bas
à gauche de la figure 4.4). Afin de déterminer l’optimum global de Hopt(Pgen), le signe de
Hopt(P ∗gen, λ)−Hopt(P gen, λ) est étudié en fonction de λ. Hopt(P gen, λ) est obtenu en remplaçant
Pgen par P gen dans (4.20) et Pgen par P
∗
gen pour H
opt(P ∗gen, λ). Après calcul, on obtient :
Hopt(P ∗gen, λ)−Hopt(P gen, λ) = 0 ⇔ aλ2 + bλ+ c = 0 (4.26)
Où :









a = −1
4q
′
2α
2
1
b = P gen +
α1(a1p
′
1+q
′
1+2q
′
2α0)
2q
′
2α
2
1
c = a1p0 + a1p
′
1α0 + q
′
2α
2
0 + q
′
1α0 + q0 −
(α1(a1p
′
1+q
′
1+2q
′
2α0))
2
4q
′
2α
2
1
− a1
bmin1
(P gen + b
min
0 )−Qmin0
Étude du signe de {Hopt(P ∗gen, λ)−Hopt(P gen, λ)}
Pour cela, on calcule le discriminant ∆ =
√
b2 − 4ac et on distingue les trois cas suivants :
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𝐻
𝑃ge t = 𝑃ge 𝑃ge𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge 𝑃ge𝑃ge t = 𝑃ge∗𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge 𝑃ge𝑃gei 𝑃ge t = 𝑃gei 𝑃ge𝐻
𝑃ge 𝑃ge t = 𝑃ge𝑃gei 𝑃gei 𝑃ge
i
ax
i
ax
i
ax
i
ax
𝝀 ≤ 𝝀 𝐢
𝝀 𝐢 < 𝝀 ≤ 𝝀 𝐢
𝝀 𝐢 < 𝝀 ≤ 𝐚𝐱
𝝀 > 𝐚𝐱
Figure 4.4 – Détermination de P optgen quand Hopt(Pgen) est non-convexe à P limgen
1
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— Si ∆ > 0 : Dans ce cas, aλ2 + bλ + c change de signe deux fois de négatif à positif à
λmin1 =
−b+
√
∆
2a ; puis de positif à négatif à λmin =
−b−
√
∆
2a (λmin2 > 0 car a < 0 et b > 0),
comme le montre la figure 4.5. Par conséquent, on a :
— Si λ ≤ λmin1 alors, P optgen = P ∗gen,
— Si λmin1 < λ < λmin2 alors, P
opt
gen = P gen,
— Si λ ≥ λmin2 alors, P optgen = P ∗gen,
En revanche, comme présenté dans le cas précédent, pour que P ∗gen soit l’optimum, il
faut que λ vérifie les conditions (4.23). Pour cela, λmin1 et λmin2 sont comparés à λlim1.
Comme le montre la figure 4.5, on a : λmin1 < λlim1 car −b2a < λlim1. En effet,
−b
2a =
α1(a1p
′
1 + q
′
1 +2q
′
2α0) + 2q
′
2α
2
1P gen et λlim1 = α1(a1p
′
1 + q
′
1 +2q
′
2α0) + 2q
′
2α
2
1P
lim
gen
1, comme
q
′
2 > 0 et P gen < P
lim
gen
1, alors, −b2a < λlim1. On en déduit que :
𝐻 t 𝑃ge∗ , λ − 𝐻 t 𝑃ge , λ
λ−2 λ i 1
𝐻 t 𝑃ge∗ , λ > 𝐻 t 𝑃ge , λ
𝐻 t 𝑃ge∗ , λ < 𝐻 t 𝑃ge , λ
𝝀 𝐢𝝀 𝐢
Figure 4.5 – Évolution de {Hopt(P ∗gen, λ)−Hopt(P gen, λ)} en fonction de λ
— Si λ < max{λlim1, λmin2} alors, P optgen = P gen,
— Si max{λlim1, λmin2} ≤ λ ≤ λlim2 alors, P optgen = P ∗gen,
Finalement, P optgen est donnée en fonction de λ par :
λ 0 max(λlim1, λmin2) λlim2
a2
bmax1
+∞
P optgen (λ) P gen P
∗
gen P
lim
gen
2 P gen
— Si ∆ = 0 : Comme a < 0, aλ2 + bλ + c est partout négatif sauf à −b2a où il s’annule.
Comme −b2a < λlim1, on en déduit que H
opt(P ∗gen, λ) < H
opt(P gen, λ) pour λ > λlim1. P
opt
gen
est donnée par :
λ 0 λlim1 λlim2
a2
bmax1
+∞
P optgen P gen P
∗
gen P
lim
gen
2 P gen
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— Si ∆ < 0 : Comme a < 0, alors aλ2 + bλ + c < 0. On en déduit que Hopt(P ∗gen, λ) <
Hopt(P gen, λ), ∀λ. Par conséquent, P optgen est donnée par :
λ 0 λlim1 λlim2
a2
bmax1
+∞
P optgen P gen P
∗
gen P
lim
gen
2 P gen
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Cas 3 : H est non-convexe à P limgen
2
Dans ce cas (figure 4.6), on a :
∂HoptG
∂Pgen
|Pgen=P limgen1=
a1
bmin1
< λlim1 =
∂HoptD
∂Pgen
|Pgen=P limgen1 (4.27)
∂HoptG
∂Pgen
|Pgen=P limgen2=
a2
bmax1
< λlim2 =
∂HoptD
∂Pgen
|Pgen=P limgen2 (4.28)
En appliquant la même démarche que le cas précédent, on étudie le signe de :
𝐻
𝑃ge t = 𝑃ge 𝑃ge𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge 𝑃ge𝑃ge t = 𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge 𝑃ge𝑃ge t = 𝑃ge∗𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge t = 𝑃ge𝑃gei 𝑃gei 𝑃ge
i
ax i ax
i
ax
i
ax
𝑃ge
𝝀 ≤ 𝟏𝟏 𝐢 𝟏𝟏 𝐢 < 𝝀 ≤ 𝝀 𝐢 𝟏
𝝀 𝐢 𝟏 < 𝝀 ≤ 𝝀 𝐚𝐱 𝝀 > 𝝀 𝐚𝐱
Figure 4.6 – Détermination de P optgen quand Hopt(Pgen) est non-convexe à P limgen
2
Hopt(P ∗gen, λ)−Hopt(P gen, λ) = 0 ⇔ a
′
λ2 + b
′
λ+ c
′
= 0 (4.29)
Où :









a
′
= −1
4q
′
2α
2
1
b
′
= P gen +
α1(a1p
′
1+q
′
1+2q
′
2α0)
2q
′
2α
2
1
c
′
= a1p0 + a1p
′
1α0 + q
′
2α
2
0 + q
′
1α0 + q0 −
(α1(a1p
′
1+q
′
1+2q
′
2α0))
2
4q
′
2α
2
1
− a2
bmax1
(P gen + b
max
0 )−Qmaxlim + a2Pmaxlim
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Étude du signe de Hopt(P ∗gen, λ)−Hopt(P gen, λ)
Pour cela, on calcule le discriminant ∆
′
=
√
b′2 − 4a′c′ et on distingue les trois cas suivants :
— Si ∆
′
> 0 : Dans ce cas, a
′
λ2 + b
′
λ + c
′
change de signe deux fois de négatif à positif à
λ1max =
−b′+
√
∆
′
2a′
; puis de positif à négatif à λ2max =
−b′−
√
∆
′
2a′
. Sauf que, comme le montre
la figure 4.7, comme −b
′
2a
′ > λlim2 (car P gen > P limgen
2), alors, λlim2 < λmax2. Par conséquent,
P optgen est donnée par :
λ 0 a1
bmin1
λlim1 min{λmax1, λlim2} +∞
P optgen P gen P
lim
gen
1 P ∗gen P gen
𝐻 t 𝑃ge∗ , λ − 𝐻 t 𝑃ge , λ
λ− ′2 ′λ i 2
𝐻 t 𝑃ge∗ , λ > 𝐻 t 𝑃ge , λ
𝐻 t 𝑃ge∗ , λ < 𝐻 t 𝑃ge , λ 𝝀 𝐦𝐚𝐱 𝝀 𝐦𝐚𝐱
Figure 4.7 – Évolution de {Hopt(P ∗gen, λ)−Hopt(P gen, λ)} en fonction de λ
— Si ∆
′
= 0 : Comme a
′
< 0, a
′
λ2 + b
′
λ + c
′
est partout négatif sauf à −b
′
2a′
où il s’annule.
Mais, comme λlim2 < −b
′
2a
′ , alors, P
opt
gen est donnée par :
λ 0 a1
bmin1
λlim1 λlim2 +∞
P optgen P gen P
lim
gen
1 P ∗gen P gen
— Si ∆
′
< 0 : Comme a
′
< 0, alors a
′
λ2 + b
′
λ + c
′
< 0. On en déduit que Hopt(P ∗gen, λ) <
Hopt(P gen, λ), ∀λ. Par conséquent, P optgen est donnée par :
λ 0 a1
bmin1
λlim1 λlim2 +∞
P optgen P gen P
lim
gen
1 P ∗gen P gen
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Cas 4 : H est non-convexe à P limgen
1 et à P limgen
2
Dans ce cas, on a :
∂HoptG
∂Pgen
|Pgen=P limgen1=
a1
bmin1
> λlim1 =
∂HoptD
∂Pgen
|Pgen=P limgen1 (4.30)
∂HoptG
∂Pgen
|Pgen=P limgen2=
a2
bmax1
< λlim2 =
∂HoptD
∂Pgen
|Pgen=P limgen2 (4.31)
En appliquant la même démarche que les deux cas précédents, comme le montre la figure
4.8, P optgen est donnée par :
λ 0 max{λmin2, λlim1} min{λmax1, λlim2} +∞
P optgen P gen P
∗
gen P gen
𝐻
𝑃ge t = 𝑃ge 𝑃ge𝑃gei 𝑃gei 𝑃ge𝐻
𝑃ge 𝑃ge𝑃ge t = 𝑃ge∗𝑃gei 𝑃gei 𝑃ge
𝐻
𝑃ge t = 𝑃ge𝑃gei 𝑃gei 𝑃ge
i
ax
i
ax
i ax 𝑃ge
𝝀 > 𝝀 𝐚𝐱
𝝀 ≤ 𝝀 𝐢
𝝀 𝐢 < 𝝀 ≤ 𝝀 𝐚𝐱
Figure 4.8 – Détermination de P optgen quand Hopt(Pgen) est non-convexe à P limgen
1 et à P limgen
2
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4.3 Résultats de Simulations
Validation Hors-Ligne
Comme vu précédemment, les commandes optimales en hybride série ne dépendent que du
facteur d’équivalence. Pour cela, nous ferons varier le facteur d’équivalence sur un large intervalle
afin de simuler tous les cas possibles cités dans la section précédente. De plus, la convexité de
l’Hamiltonien dépend des régimes min et max. C’est pourquoi, nous allons calculer et comparer
les seuils : a1
bmin1
, λlim1, λlim2 et
a2
bmax1
en faisant varier les régimes min et max afin de simuler les 4
cas de convexité de H abordés dans la section précédente. D’après les figures 4.9 et 4.10, dans
notre cas d’étude, l’Hamiltonien est toujours globalement convexe quelques soient les régimes
min et max ( a1
bmin1
< λlim1 et λlim2 <
a2
bmax1
).
Figure 4.9 – Comparaison de λlim1 avec
a1
bmin1
sur toute la plage des régimes min et max (ωgen,
ωgen). La différence λlim1 − a1bmin1 est toujours positive quelques soient les régimes min et max.
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Figure 4.10 – Comparaison de λlim2 avec
a2
bmax1
sur toute la plage des régimes min et max (ωgen,
ωgen). La différence λlim2 − a2bmax1 est toujours positive quelques soient les régimes min et max.
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La figure 4.11 illustre la comparaison des commandes issues de la méthode Num10001 avec
celles de la méthode analytique en fonction de λ.
Figure 4.11 – Comparaison des commandes obtenues par la méthode analytique et la méthode
Num10001 pour les différentes valeurs de λ
Discussion
La figure 4.11 permet de valider les commandes obtenues par l’application de la méthodo-
logie analytique. En effet, les commandes issues des méthodes analytique et Num10001 sont très
similaires (figure 4.11).
Nous avons également comparé la méthode Num10001 avec la méthode Num
1000
2 (figure 4.12).
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Figure 4.12 – Comparaison des commandes obtenues par les méthodes Num10001 et Num
1000
2
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Discussion
Les résultats obtenus montrent un intérêt important des modèles convexes et de la méthode
analytique qui réside dans la régularité de la solution. En effet, comme le montre la figure
4.12, la solution numérique basée sur les modèles de référence (Num10002 ) présente une forte
irrégularité sous la forme de sauts brusques. Ce type de comportement peut parvenir, d’une
part, des erreurs numériques dues à la discrétisation des commandes continues. D’autre part,
les erreurs de mesures réalisées sur les points de mesures du modèle de référence peuvent être
également à l’origine de ce phénomène. Or, le résultat de la méthode analytique représente mieux
la physique car il s’explique par le fait que la solution optimale pour l’hybride série est celle qui
maximise le rendement du moteur thermique (courbe verte dans la figure 1.9). Autrement dit,
l’optimum est de produire l’électricité au meilleur rendement du moteur thermique.
Le temps de calcul des stratégies calculé à partir de (1.52) est donné par le tableau (4.1).
Stratégie Temps de Calcul [ms]
Analytique 0.12
Num10001 15.11
Num10002 36.53
Num101 0.25
Num102 0.46
Table 4.1 – Temps de calcul moyen consommé par les méthodes analytique, Num10001 , Num
1000
2 ,
Num101 et Num
10
2 pour le calcul des commandes sur un pas de temps
Concernant la mémoire, comme présenté dans les résultats du chapitre 3, il y a les paramètres
fixes (tableau 4.2), et les variables intermédiaires.
Stratégie Paramètres Nombre total
Analytique MT : a1, a2, q2, q1, q0, p1 et p0 7
GEN : b1 9
Num1 MT : a1, a2, Plim, p0, p1, Q0, q2, q1, q0 et Qlim, 10
GEN : b1 et b0 18
Num2 MT : cartographie du débit carburant (25× 17) 425
GEN : cartographie des pertes électriques (23× 15× 3) 1035
Table 4.2 – Nombre de paramètres fixes utilisés par les stratégies analytique, Num1 et Num2
pour le calcul de la puissance et du régime de la génératrice optimaux
Pour les stratégies numériques, le nombre des variables intermédiaires est égal à la somme des
tailles du vecteur H et des vecteurs commandes Pgen et ωgen. Par conséquent, le maillage 1000
génère 3000 variables intermédiaires et le maillage 10 génère 30 variables intermédiaires. Pour
la stratégie analytique, les variables intermédiaires sont les seuils de λ. On peut remarquer que
le nombre de ces seuils dépend du cas sélectionné. Pour cela, on considère le cas qui comporte le
nombre maximum de seuils : quand H est globalement convexe où on calcule 4 seuils de λ. Par
ailleurs, la méthode analytique possède 4 optimums à calculer : ωcgen(Pgen), P
lim
gen
1, P limgen
2 et P ∗gen.
Ces derniers dépendent des paramètres : α0, α1, bmin1 , b
max
1 , P
min
lim et P
max
lim . Le nombre total des
variables intermédiaires pour chaque stratégie est résumé dans le tableau 4.3.
Finalement, la mémoire totale occupée par chaque stratégie est égale au nombre des pa-
ramètres fixes + le nombre des variables intermédiaires, en considérant 1 scalaire = 1 Double
(tableau 4.4).
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Stratégie Nombre total
Analytique 10
Num10001 3000
Num10002 3000
Num101 30
Num102 30
Table 4.3 – Nombre de variables intermédiaires calculées par les stratégies analytique, Num10001 ,
Num10002 , Num
10
1 et Num
10
2 pour le calcul de la puissance et du régime de la génératrice optimaux
Stratégie Espace mémoire occupé [Doubles]
Analytique 26
Num10001 3028
Num10002 4460
Num101 58
Num102 1490
Table 4.4 – Espace mémoire occupé par les stratégies analytique, Num10001 , Num
1000
2 , Num
10
1
et Num102 pour le calcul de la puissance et du régime de la génératrice optimaux
Validation En-Ligne
Dans cette étape de validation, les stratégies analytique et numériques sont testées en-ligne
sur le simulateur du véhicule (MIL) afin d’établir leurs bilans énergétiques (consommation de
carburant et trajectoire SoE). On rappelle que, dans ce chapitre, le véhicule étudié est sans
step-up. Sa batterie a une tension d’environ 400V . Il faut noter que le calcul des consommations
thermique et électrique de toutes les stratégies est réalisé à partir des modèles de référence (1.10)
et (1.16).
Cycle Stratégie Conso [L/100km] ∆Conso [%]
ARTEMIS Analytique 4.67 0.43
Urbain Num10001 4.67 0.43
Num10002 4.65 -
Num101 4.83 3.87
Num102 4.77 2.58
Table 4.5 – Résultats de consommation de carburant des méthodes analytique, Num10001 ,
Num10002 , Num
10
1 et Num
10
2
Remarque : compte tenu du dimensionnement des machines électriques, notre véhicule ne
peut effectuer les cycles extra-urbain en hybride série.
Discussion D’après le tableau 4.5, on peut constater que :
— L’impact de la modélisation convexe sur la consommation de carburant de la méthode
Num10001 se traduit par une surconsommation de 0.43% par rapport à la meilleure solution
donnée par la méthode Num10002 .
— La méthode Num10001 et la méthode analytique ont exactement la même consommation.
— Les méthodes Num101 et Num
10
2 présentent une surconsommation qui peut atteindre les
4%.
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Figure 4.13 – Trajectoires SoE des stratégies analytique, Num10001 et Num
1000
2 pour le cycle
ARTEMIS urbain
La figure 4.13 montre que les stratégies analytique et Num10001 ont des trajectoires SoE simi-
laires. La trajectoire SoE de l’approche Num10002 est différente du fait que les commandes sont
différentes.
4.4 Conclusion
En conclusion, la modélisation convexe permet de lisser les commandes (figure 4.12), de ré-
duire le temps de calcul ainsi que la mémoire tout en ayant une consommation assez proche de la
meilleure solution. La méthode analytique présente également le meilleur compromis consomma-
tion/performances pour l’hybride série. En effet, elle est la moins coûteuse en termes de temps
de calcul et de mémoire pour une surconsommation de 0.5%.
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Chapitre 5
Application au véhicule hybride équipé
d’un Élévateur de Tension
L’objectif de ce chapitre est de calculer la tension optimale qui minimise la consommation
énergétique d’un véhicule hybride équipé d’un Step-Up. On rappelle qu’à l’origine le Step-Up est
utilisé afin d’augmenter les performances de la(ou les) machine(s) électrique(s), et ce en élevant la
tension de la batterie comme le montre la figure 1.17. En revanche, la présence du Step-Up génère
des pertes qui sont plus ou moins importantes en fonction de la tension. Par ailleurs, les pertes
propres à la(aux) machine(s) électrique(s) dépendent elles aussi de la tension d’alimentation
(tension à la sortie du Step-Up) comme le montre la figure 1.28. Ceci nous a conduit à développer
une stratégie de pilotage de la tension d’une manière à optimiser la consommation totale d’énergie
tout en assurant le niveau de performances demandé par le conducteur.
Ce chapitre est divisé en quatre sections. La première section est dédiée à l’optimisation
analytique (en se basant sur la méthodologie analytique de la thèse figure1.39) de la tension pour
les architectures : mono-machine (parallèle) et bi-machines (bi-parallèle et série). Les résultats
de validation des solutions analytiques sont également présentés dans cette section. Elle est
suivie par la section 5.2 où la sensibilité de la solution analytique est quantifiée. Finalement,
l’évaluation des performances du Step-Up est présentée dans la section 5.3 en comparant le bilan
énergétique du véhicule étudié (figure 1.5) avec celui d’un véhicule similaire sans Step-Up.
On rappelle que, pour l’optimisation de la tension, les couples et régimes des machines
électriques sont connus. En effet, l’optimisation de la tension se base sur les couples et régimes
électriques réels mesurés au niveau des organes (figure 1.37). Cette hypothèse de découplage
entre l’optimisation de la tension, du régime et du couple tient du fait que la puissance électrique
Pe préserve sa forme convexe par rapport à chacune de ces variable quand les deux autres sont
constantes (figures 1.26, 1.27 et 1.28). Cette hypothèse a été vérifiée hors-ligne sur tout le domaine
(couple, régime et tension) des machines électriques.
5.1 Optimisation Analytique de la Tension
5.1.1 Véhicule Hybride Mono-Machine
Dans une configuration parallèle avec Step-Up, représentée par la figure 5.1, le véhicule est
composé par : une machine électrique (ME) connectée à la batterie via le Step-Up et un moteur
thermique (MT).
Le problème d’optimisation de la tension pour un véhicule hybride mono-machines (POTMM)
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Batterie ME 
MT
e, 𝜔e
𝑃r
th, 𝜔th
Step-Up 𝑃e, e𝑃 t, t
Figure 5.1 – HEV Parallèle avec Step-Up
s’écrit comme suit :
POTMM :













minUe
∫ tf
t0
Q(Tth(t), ωth(t))dt
˙SoE(t) = −Pbat(Te(t),ωe(t),Ue)
Emax
0 ≤ SoE(t) ≤ 100
SoE(t0) ≤ SoE(tf)
Ubat ≤ Ue ≤ U e
(5.1)
Afin de résoudre POTMM , le PMP est utilisé (voir section 1.3.2). L’Hamiltonien est donné
par :
H(Tth(t), ωth(t), Te(t), ωe(t), Ue, λ) = Q(Tth(t), ωth(t)) + λPbat(Te(t), ωe(t), Ue) (5.2)
Alors, la tension optimale est calculée à partir de :
Uopte (Te(t), ωe(t)) = argmin
Ue
(H(Tth(t), ωth(t), Te(t), ωe(t), Ue, λ)) (5.3)
où, Tth(t), ωth(t), Te(t), ωe(t) sont respectivement les couples et les régimes courants du MT ainsi
que de la ME.
D’après l’équation (1.35), on a :
Pbat = Pe + PS (5.4)
où, Pe est la puissance électrique de la ME et PS représente les pertes dans le Step-Up.
Le modèle quadratique de la puissance Pe en fonction de Te(t), ωe(t) et Ue est donné par
(1.18) :
Pe(Te, ωe, Ue) =
{
b−2 (ωe, Ue)T
2
e + b
−
1 (ωe, Ue)Te + b0(ωe, Ue) si T e(ωe, Ue) ≤ Te ≤ 0
b+2 (ωe, Ue)T
2
e + b
+
1 (ωe, Ue)Te + b0(ωe, Ue) si 0 ≤ Te ≤ T e(ωe, Ue)
(5.5)
Où, les paramètres b±2 (ωe, Ue), b
±
1 (ωe, Ue) et b0(ωe, Ue) sont donnés par les équations (1.19),
(1.20) et (1.21) comme suit :
b±2 (ωe, Ue) =
2
∑
n=0
2
∑
m=0
α±nmU
n
e ω
m
e (5.6)
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b±1 (ωe, Ue) =
2
∑
n=0
2
∑
m=0
β±nmU
n
e ω
m
e (5.7)
(5.8)
Concernant les pertes PS, elles sont déterminées à partir du modèle analytique présenté dans
l’équation (1.30). Ce modèle est non-convexe par rapport à Ue. Pour cela, afin de simplifier la
résolution analytique du problème POTMM , PS sont approximées par une fonction affine (donc
convexe) par rapport à Ue, comme suit :
PS(Te(t), ωe(t), Ue) = K1(Te(t), ωe(t))Ue +K0(Te(t), ωe(t)) (5.9)
La figure 5.3 montre que le modèle affine représente correctement les mesures de PS (3% de
RMSE). Les coefficients K0 et K1 du modèle (5.9) sont déterminés, en-ligne, en fonction de
Te(t) et ωe(t) par la méthode des moindres carrés comme le montre la figure 5.2.
ME e 𝑡𝜔e 𝑡 Modèle Analytique non-convexe de 𝑃
evect = [ e: ∆ e: e]
𝑃vect evect, e 𝑡 , 𝜔e 𝑡 Estimateur des MC𝐾𝐾 = 𝑋 𝑋 − . 𝑋 . 𝑃vect
𝑋 = 1⋮ e⋮1 e
Figure 5.2 – Estimation en-ligne des pertes Step-Up dans le cas mono-machine par les moindres
carrés
En remplaçant Pe et PS par leurs modèles (1.18) et (5.9) dans Pbat, Pbat peut s’écrire sous
la forme suivante :
Pbat(Te, ωe, Ue) = U2(Te, ωe)U
2
e + U1(Te, ωe)Ue + U0(Te, ωe) (5.10)
Où, U2(Te, ωe), U1(Te, ωe) et U0(Te, ωe) sont données par :
U2 =
{ ∑2
m=0(α
−
m2T
2
e + β
−
m2Te + γm2)ω
m
e si Te ≤ 0
∑2
m=0(α
+
m2T
2
e + β
+
m2Te + γm2)ω
m
e si Te ≥ 0
(5.11)
U1 =
{ ∑2
m=0(α
−
m1T
2
e + β
−
m1Te + γm1)ω
m
e +K1(Te(t), ωe(t)) si Te ≤ 0
∑2
m=0(α
+
m1T
2
e + β
+
m1Te + γm1)ω
m
e +K1(Te(t), ωe(t)) si Te ≥ 0
(5.12)
U0 =
{ ∑2
m=0(α
−
m0T
2
e + β
−
m0Te + γm0)ω
m
e +K0(Te(t), ωe(t)) si Te ≤ 0
∑2
m=0(α
+
m0T
2
e + β
+
m0Te + γm0)ω
m
e +K0(Te(t), ωe(t)) si Te ≥ 0
(5.13)
En remplaçant Pbat par (5.10) dans l’Hamiltonien, on obtient :
H(Tth(t), ωth(t), Te(t), ωe(t), Ue, λ) = Q(Tth(t), ωth(t))+λ
(
U2(Te, ωe)U
2
e+U1(Te, ωe)Ue+U0(Te, ωe)
)
(5.14)
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Figure 5.3 – Validation du modèle affine de PS
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On peut constater que dans H, Q ne dépend pas explicitement de Ue, ce qui implique :
Uopte (Te(t), ωe(t)) = argmin
Ue
(Pbat(Te, ωe, Ue)) (5.15)
Finalement, afin de déterminer Uopte , il suffit de résoudre l’équation suivante :
∂Pbat
∂Ue
= 0 (5.16)
A ce stade, il reste à étudier la convexité de Pbat (étape 3 dans la figure 1.39), donnée par
(5.10), par rapport à Ue. Ceci revient à déterminer le signe de U2(Te, ωe). En effet, si le signe
du terme U2(Te, ωe) est positif alors Pbat(Ue) est convexe et on peut alors garantir l’unicité de
la solution de (5.16) donnée par (étape 4 dans la figure 1.39) :
U∗e (Te, ωe) =
−U1(Te, ωe)
2U2(Te, ωe)
(5.17)
U2(Te, ωe) a été calculé, à partir de (5.11), sur tout le domaine (couple, régime) de la machine
principale (c’est-à-dire pour tout Te ∈ [T e, T e] et ωe ∈ [ωe, ωe]) comme le montre la figure 5.4.
D’après la figure 5.4, U2(Te, ωe) est positif ∀Te, ωe.
Figure 5.4 – Calcul de U2 pour la machine principale
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Finalement, la tension optimale Uopte (Te(t), ωe(t)), pour un hybride parallèle, est donnée par :
Uopte (Te(t), ωe(t)) =



U e(Te(t), ωe(t)) si U
∗
e (Te(t), ωe(t)) ≤ U e(Te(t), ωe(t))
U∗e (Te(t), ωe(t)) si U e(Te(t), ωe(t)) ≤ U∗e (Te(t), ωe(t)) ≤ U e
U e si U
∗
e (Te(t), ωe(t)) ≥ U e
(5.18)
Où, U e(Te(t), ωe(t)) est imposée par la demande conducteur.
Résultats de Simulation
Validation Hors-Ligne Comme le montre le résultat (5.18), la tension optimale ne dépend
que du couple et régime de la machine électrique. Pour cela, nous ferons la validation de la
solution analytique (5.18), notée UopteAnalytique , sur tout le domaine (couple, régime) de la machine
électrique. Les étapes de validation de la tension UopteAnalytique sont :
— Étape 1 : calcul de UopteAnalytique sur tout le domaine (couple, régime) de la machine (figure
5.5).
— Étape 2 : calcul des Pertes Électriques Totales (PET ) calculées en utilisant la tension
UopteAnalytique sur tout le domaine (couple, régime) de la machine, notées PETAnalytique. Les
PET comprennent les pertes de la batterie, les pertes du step-up et celles de la machine.
Les PET sont calculées à partir des modèles de référence (1.16) et (1.30).
— Étape 3 : calcul numérique de la tension optimale UopteNum (figure 5.6) qui minimisent les
PET en suivant le schéma de la figure 1.40. Soit, Ue est discrétisée entre U e et U e ; puis
pour chaque point de fonctionnement (Te, ωe), la tension numérique optimale est trouvée
comme suit :
UopteNum(Te, ωe) = arg min
Ue∈[Ue,Ue]
(PET (Te, ωe, Ue)) (5.19)
— Étape 4 : calcul des PETNum correspondant à la tension U
opt
eNum .
— Étape 5 : calcul de l’écart entre les pertes électriques de la solution numérique et celles de
la solution analytique, ∆PET = PETNum − PETAnalytique (représenté par la figure 5.7)
afin d’évaluer l’impact de la solution analytique sur les pertes électriques totales.
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Figure 5.5 – Représentation de la tension UopteAnalytique sur tout le domaine couple (Te), régime
(ωe) de la machine électrique
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Figure 5.6 – Représentation de la tension UopteNum sur tout le domaine couple (Te), régime (ωe)
de la machine électrique
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Figure 5.7 – Écart absolu des pertes électriques totales ∆PET sur tout le domaine couple (Te),
régime (ωe) de la machine électrique
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Discussion La figure 5.7 montre que l’écart absolu ∆PET est faible relativement aux consom-
mations électriques PETNum et PETAnalytique. En effet, il correspond à une RMSE inférieure à
5%. Ceci permet de valider la solution analytique (UopteAnalytique) représentée par la figure 5.5. Les
figures 5.5 et 5.6, représentant la tension optimale obtenue par la méthode analytique et par
la méthode numérique respectivement, montrent que la tension optimale présente une forme de
régularité en fonction du régime de la machine électrique. En effet, elle est croissante en fonction
de ce dernier. Cette caractéristique a bien été conservée par la modélisation convexe.
Validation En-Ligne Dans cette étape de validation, les stratégies analytique et Num10002
sont testées en-ligne sur le simulateur du véhicule (MIL) afin d’établir leurs bilans énergétiques
(consommation de carburant, Énergie Électrique Totale Perdue (EETP ) et trajectoire SoE). Il
faut noter que :
— l’énergie électrique totale perdue (EETP ) est l’intégrale des pertes électriques totales sur
un cycle donné.
— le calcul de la consommation de carburant et de l’EETP de toutes les stratégies est réalisé
à partir des modèles de référence (1.9), (1.16), (1.24) et (1.30).
— pour la stratégie analytique, le couple optimal de la machine électrique est calculé analy-
tiquement en utilisant les résultats de la section 2.1 du chapitre 2.
— pour la stratégie Num10002 , le couple optimal de la machine électrique est calculé numé-
riquement en utilisant les modèles de référence et en prenant en compte les pertes de la
batterie et du step-up dans le calcul de l’Hamiltonien.
Cycle Stratégie Conso [L/100km] EETP [Wh] ∆Conso [%] [%]
WLTC Analytique 4.37 362 0.45 6.47
Num10002 4.35 340 - -
ARTEMIS Analytique 5.36 150 0.18 10.34
Urbain Num10002 5.35 145 - -
ARTEMIS Analytique 4.17 240 0.24 6.66
Routier Num10002 4.16 225 - -
ARTEMIS Analytique 6.26 432 0.8 1.17
Autoroutier Num10002 6.21 427 - -
Table 5.1 – Résultats de consommation de carburant et de l’EETP des stratégies analytique
et Num10002
Discussion D’après le tableau 5.1, on peut constater que l’impact de la résolution convexe
sur la consommation énergétique se traduit par une surconsommation de carburant inférieure
à 0.8% et une surconsommation électrique inférieure à 10% par rapport à la meilleure solution
donnée par la méthode Num10002 .
La figure 5.8 montre que les stratégies analytique et Num10002 ont des trajectoires SoE
similaires sur tous les cycles étudiés.
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Figure 5.8 – Trajectoires SoE des stratégies analytique et Num10002 pour tous les cycles étudiés
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5.1.2 Véhicule Hybride Bi-Machines
Dans une configuration bi-machines avec Step-Up (bi-parallèle représentée par la figure 5.9
ou série représentée par la figure 5.10), le véhicule est composé par : deux machines électriques
liées à la batterie via le Step-Up et un moteur thermique.
Batterie
MT
𝑃r
Step-Up𝑃e e
ME2 ME1
𝑃e 𝑃e
𝑃 t, t
e , 𝜔e e , 𝜔e
th, 𝜔th
Figure 5.9 – HEV Bi-Parallèle avec Step-Up
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Batterie
MT
𝑃ele
MEGEN
Step-Up
r, 𝜔ren, 𝜔 en
𝑃 t, t
𝑃e, e
t , 𝜔t
Figure 5.10 – HEV Série avec Step-Up
Le problème d’optimisation de la tension pour un véhicule hybride bi-machines (POTBM)
s’écrit comme suit :
POTBM :













minUe
∫ tf
t0
Q(Tth(t), ωth(t))dt
˙SoE(t) = −Pbat(Te1 (t),ωe1 (t),Te2 (t),ωe2 (t),Ue)
Emax
0 ≤ SoE(t) ≤ 100
SoE(t0) ≤ SoE(tf)
Ubat ≤ Ue ≤ U e
(5.20)
Remarque : l’optimisation de la tension pour la configuration série avec Step-Up peut être
traitée par la même démarche que la configuration bi-parallèle en remplaçant : Te1 par Tgen, ωe1
par ωgen, Te2 par Tr et Te2 par ωr. En effet, l’optimisation de la tension reçoit en entrée les couples
et régimes courants des machines électriques et ce, quelque soit la configuration (bi-parallèle ou
série).
Le PMP est utilisé pour résoudre POTBM (voir section 1.3.2). L’Hamiltonien est donné
par :
H(Tth(t), ωth(t), Te1(t), ωe1(t), Te2(t), ωe2(t), Ue, λ) = Q(Tth(t), ωth(t))+λPbat(Te1(t), ωe1(t), Te2(t), ωe2(t), Ue)
(5.21)
Alors, la tension optimale est donnée par :
Uopte (Te1(t), ωe1(t), Te2(t), ωe2(t)) = argmin
Ue
(H(Tth(t), ωth(t), Te1(t), ωe1(t), Te2(t), ωe2(t), Ue, λ))
(5.22)
où, Tth(t), ωth(t), Te1(t), ωe1(t), Te2(t), ωe2(t) sont les couples et les régimes courants du MT, de
la ME1 et de la ME2 respectivement.
D’après l’équation (1.35), on a :
Pbat = Pe + PS (5.23)
où, Pe = Pe1 +Pe2 est la somme des puissances électriques des machines électriques. PS sont les
pertes dans le Step-Up.
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Les modèles analytiques des puissances Pe1 et Pe2 sont donnés par (1.18) :
Pe1(Te1 , ωe1 , Ue) =
{
b−21(ωe1 , Ue)T
2
e1 + b
−
11(ωe1 , Ue)Te1 + b01(ωe1 , Ue) si T e1(ωe1 , Ue) ≤ Te1 ≤ 0
b+21(ωe1 , Ue)T
2
e1 + b
+
11(ωe1 , Ue)Te1 + b01(ωe1 , Ue) si 0 ≤ Te1 ≤ T e1(ωe1 , Ue)
(5.24)
Pe2(Te2 , ωe2 , Ue) =
{
b−22(ωe2 , Ue)T
2
e2 + b
−
12(ωe2 , Ue)Te2 + b02(ωe2 , Ue) si T e2(ωe2 , Ue) ≤ Te2 ≤ 0
b+22(ωe2 , Ue)T
2
e2 + b
+
12(ωe2 , Ue)Te2 + b02(ωe2 , Ue) si 0 ≤ Te2 ≤ T e2(ωe2 , Ue)
(5.25)
Où, les paramètres b±21(ωe1 , Ue), b
±
11(ωe1 , Ue), b01(ωe1 , Ue), b
±
22(ωe2 , Ue), b
±
12(ωe2 , Ue) et b02(ωe2 , Ue)
sont donnés par (1.19), (1.20) et (1.21) comme suit :
b±21(ωe1 , Ue) =
2
∑
n=0
2
∑
m=0
α1±nmU
n
e ω
m
e1 (5.26)
b±11(ωe1 , Ue) =
2
∑
n=0
2
∑
m=0
β1±nmU
n
e ω
m
e1 (5.27)
b01(ωe1 , Ue) =
2
∑
n=0
2
∑
m=0
γ1nmU
n
e ω
m
e1 (5.28)
b±22(ωe2 , Ue) =
2
∑
n=0
2
∑
m=0
α2±nmU
n
e ω
m
e2 (5.29)
b±12(ωe2 , Ue) =
2
∑
n=0
2
∑
m=0
β2±nmU
n
e ω
m
e2 (5.30)
b02(ωe2 , Ue) =
2
∑
n=0
2
∑
m=0
γ2nmU
n
e ω
m
e2 (5.31)
Concernant PS, elles sont déterminées à partir du modèle analytique présenté dans l’équation
(1.30). Ce modèle étant non-convexe par rapport à Ue, afin de simplifier la résolution analytique
du problème POTBM , PS sont approximées par un modèle affine (donc convexe) en fonction
de Ue comme suit :
PS(Te1 , ωe1 , Te2 , ωe2 , Ue) = K0(Te1 , ωe1 , Te2 , ωe2) +K1(Te1 , ωe1 , Te2 , ωe2)Ue (5.32)
Les coefficients K0 et K1 du modèle (5.32) sont déterminés, en-ligne, en fonction de (Te1 , ωe1 , Te2 , ωe2)
par la méthode des moindres carrés comme le montre la figure 5.11. La figure 5.12 permet de
valider le modèle convexe (5.32) de PS (4% de RMSE).
En remplaçant Pe1 , Pe2 et PS par leurs modèles (1.18) et (5.32) dans Pbat, Pbat peut s’écrire
sous la forme suivante :
Pbat(Te1 , ωe1 , Te2 , ωe2 , Ue) = U2(Te1 , ωe1 , Te2 , ωe2)U
2
e+U1(Te1 , ωe1 , Te2 , ωe2)Ue+U0(Te1 , ωe1 , Te2 , ωe2)
(5.33)
Avec :
U2(Te1 , ωe1 , Te2 , ωe2) =
{
U−21(Te1 , ωe1) + U
−
22(Te2 , ωe2) si Te2 , Te1 ≤ 0
U+21(Te1 , ωe1) + U
+
22(Te2 , ωe2) si Te2 , Te1 ≥ 0
(5.34)
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ME1
e 𝑡 , 𝜔e 𝑡
Modèle Analytique non-
convexe de 𝑃
evect = [ e: ∆ e: e]
𝑃vect evect, e 𝑡 , 𝜔e 𝑡 ,e 𝑡 , 𝜔e 𝑡 Estimateur des MC𝐾𝐾 = 𝑋 𝑋 − . 𝑋 . 𝑃vect
𝑋 = 1⋮ e⋮1 e
ME2 e 𝑡 , 𝜔e 𝑡
Figure 5.11 – Estimation en-ligne des pertes Step-Up dans le cas bi-machines par la méthode
des moindres carrés
Figure 5.12 – Validation du modèle convexe des pertes Step-Up dans le cas bi-machines
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U±21(Te1 , ωe1) =
2
∑
m=0
(α2±m2T
2
e1 + β
2±
m2Te1 + γ
2
m2)ω
m
e1 (5.35)
U±22(Te2 , ωe2) =
2
∑
m=0
(α1±m2T
2
e2 + β
1±
m2Te2 + γ
1
m2)ω
m
e2 (5.36)
U1(Te1 , ωe1 , Te2 , ωe2) =
{
U−11(Te1 , ωe1) + U
−
12(Te2 , ωe2) +K1(Te1 , ωe1 , Te2 , ωe2) si Te2 , Te1 ≤ 0
U+12(Te1 , ωe1) + U
+
12(Te2 , ωe2) +K1(Te1 , ωe1 , Te2 , ωe2) si Te2 , Te1 ≥ 0
(5.37)
U±11(Te1 , ωe1) =
2
∑
m=0
(α2±m1T
2
e1 + β
2±
m1Te1 + γ
2
m1)ω
m
e1 (5.38)
U±12(Te2 , ωe2) =
2
∑
m=0
(α1±m1T
2
e2 + β
1±
m1Te2 + γ
1
m1)ω
m
e2 (5.39)
U0(Te1 , ωe1 , Te2 , ωe2) = U01(Te1 , ωe1) + U02(Te2 , ωe2) +K0(Te1 , ωe1 , Te2 , ωe2) (5.40)
U01(Te1 , ωe1) =
2
∑
m=0
(α2±m0T
2
e1 + β
2±
m0Te1 + γ
2
m0)ω
m
e1 (5.41)
U02(Te2 , ωe2) =
2
∑
m=0
(α1±m0T
2
e2 + β
1±
m0Te2 + γ
1
m0)ω
m
e2 (5.42)
En remplaçant Pbat par (5.33) dans l’Hamiltonien, on peut constater que dans H, Q ne
dépend pas explicitement de Ue, ce qui implique :
Uopte (Te1 , ωe1 , Te2 , ωe2) = argmin
Ue
(Pbat(Te1 , ωe1 , Te2 , ωe2 , Ue)) (5.43)
Finalement, afin de déterminer Uopte , il suffit de résoudre l’équation suivante :
∂Pbat
∂Ue
= 0 (5.44)
A ce stade, il reste à étudier la convexité de Pbat donnée par (5.33) par rapport à Ue. Ceci
revient à déterminer le signe de U2(Te1 , ωe1 , Te2 , ωe2). En effet, si le signe de U2(Te1 , ωe1 , Te2 , ωe2)
est positif alors Pbat(Ue) est convexe et on peut garantir l’unicité de la solution de (5.44) donnée
par :
U∗e (Te1 , ωe1 , Te2 , ωe2) =
−U1(Te1 , ωe1 , Te2 , ωe2)
2U2(Te1 , ωe1 , Te2 , ωe2)
(5.45)
U2(Te1 , ωe1 , Te2 , ωe2) a été calculé à partir de (5.34) sur tout le domaine (couple, régime) de la
machine principale et de la machine secondaire. Les figures 5.4 et 5.13 représentent U21(Te1 , ωe1)
de la machine principale et U22(Te1 , ωe1) de la machine secondaire respectivement. D’après les
figures 5.4 et 5.13, U21(Te1 , ωe1) et U22(Te1 , ωe1) sont positifs, comme U2(Te1 , ωe1 , Te2 , ωe2) =
U21(Te1 , ωe1) + U22(Te1 , ωe1), alors U2 est positif ∀(Te1 , ωe1 , Te2 , ωe2).
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Figure 5.13 – Calcul de U2 pour la machine secondaire
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Finalement, la tension optimale Uopte (Te1 , ωe1 , Te2 , ωe2) en mode série-parallèle est donnée
par :
Uopte (Te1 , ωe1 , Te2 , ωe2) =



U e(Te1 , ωe1 , Te2 , ωe2) si U
∗
e (Te1 , ωe1 , Te2 , ωe2) ≤ U e(Te1 , ωe1 , Te2 , ωe2)
U∗e (Te1 , ωe1 , Te2 , ωe2) si U e(Te1 , ωe1 , Te2 , ωe2) ≤ U∗e (Te1 , ωe1 , Te2 , ωe2) ≤ U e
U e si U
∗
e (Te1 , ωe1 , Te2 , ωe2) ≥ U e
(5.46)
Où, U e(Te1(t), ωe1(t), Te2(t), ωe2(t)) est imposée par la demande conducteur.
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Résultats de Simulations
Les résultats de simulation présentés ci-dessous ont été obtenus à partir du véhicule de la
figure 1.5. On rappelle que ce véhicule comporte les trois configurations étudiées : parallèle,
bi-parallèle et série. Nous pourrons alors valider l’optimisation convexe de la tension sur les
différentes architectures.
Validation Hors-Ligne On rappelle que cette étape de validation consiste à comparer hors-
ligne les commandes issues des stratégies analytique et numérique en les soumettant aux mêmes
entrées. Ces commandes ainsi que le mode cinématique apparaissent dans les figures 5.14 et 5.15.
Figure 5.14 – Mode cinématique (haut) et tensions optimales issues de la méthodologie analy-
tique et de la méthode Num10002 (bas) pour le cycle ARTEMIS Autoroute
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Figure 5.15 – Mode cinématique (haut) et tensions optimales issues de la méthodologie analy-
tique et de la méthode Num10002 (bas) pour le cycle ARTEMIS Urbain
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Temps de calcul Le temps de calcul de chaque stratégie a été déterminé à partir de
l’équation (1.52) (tableau 5.2).
Stratégie Temps de Calcul [ms]
Analytique 0.04
Num10002 0.54
Table 5.2 – Temps de calcul moyen consommé par les méthodes analytique et Num10002 pour le
calcul de la tension optimale sur un pas de temps
Espace mémoire occupé Pour l’optimisation analytique et numérique de la tension, les
paramètres fixes sauvegardés sont donnés par le tableau 5.3.
Stratégie Paramètres Nombre total
Analytique ME1 : b−21, b
+
21, b
−
11, b
+
11 et b01 45
ME2 : b−22, b
+
22 , b
−
12, b
+
12 et b02 45
Num2 ME1 : cartographie des pertes électriques (41× 15× 5) 3075
ME2 : cartographie des pertes électriques (23× 15× 3) 1035
Table 5.3 – Nombre de paramètres fixes utilisés par les stratégies analytique et Num2 pour le
calcul de la tension optimale
Remarque : les paramètres du modèle non-convexe des pertes step-up (1.30) ne sont pas
comptés parmi les paramètres fixes car ils sont consommés par les deux stratégies.
Concernant les variables intermédiaires, pour la méthode numérique, leur nombre est égal
à la somme des tailles du vecteur Pbat et du vecteur commande Ue. Par conséquent, la mé-
thode Num10002 génère 2000 variables intermédiaires. Pour la stratégie analytique, les variables
intermédiaires sont :
— d’après la figure 5.11, l’estimation en-ligne des pertes du step-up occupe de l’espace mé-
moire pour les vecteurs Uvecte , P
vect
S et la matrice X. Leur taille est déterminée selon le
nombre de paramètres à estimer. Comme nous avons deux paramètres à estimer (K0 et
K1), alors la taille minimale est de 2. Nous avons choisi la taille 5 pour une meilleure pré-
cision. Au total, pour l’estimation du modèle affine de PS, la stratégie analytique génère
21 variables intermédiaires.
— d’après l’équation (5.45), la tension optimale est calculée à partir des paramètres U2 et U1.
Ces derniers sont calculés à partir des équations (5.34) et (5.37). Au total, pour le calcul
de U∗e , la stratégie analytique génère 11 variables intermédiaires.
Le nombre total des variables intermédiaires pour chaque stratégie est résumé par le tableau
5.4.
Stratégie Nombre total
Analytique 32
Num10002 2000
Table 5.4 – Nombre de variables intermédiaires calculées par les méthodes analytique et
Num10002 pour le calcul de la tension optimale
Finalement, la mémoire totale occupée par chaque stratégie est égale au nombre des pa-
ramètres fixes + le nombre des variables intermédiaires, en considérant 1 scalaire = 1 Double
(tableau 5.5).
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Stratégie Espace mémoire occupé [Doubles]
Analytique 122
Num10002 6110
Table 5.5 – Espace mémoire total occupé par les stratégies analytique et Num10002 pour le calcul
de la tension optimale
Discussion Les tensions optimales obtenues par les méthodes analytique et Num10002 sont
très similaires. Ce résultat permet la validation des modèles convexes en fonction de la tension.
La méthode analytique consomme beaucoup moins de temps de calcul et de mémoire comparée
à la méthode Num10002 .
Validation En-Ligne Dans cette étape de validation, les stratégies analytique et numérique
sont testées en-ligne sur le simulateur du véhicule (MIL) afin d’établir leurs bilans énergétiques
(consommation de carburant, EETP et trajectoire SoE). On rappelle que :
— l’énergie électrique totale perdue (EETP ) est l’intégrale des pertes électriques totales sur
un cycle donné.
— le calcul de la consommation du carburant et de l’énergie électrique totale perdue de toutes
les stratégies est réalisé à partir des modèles de référence (1.9), (1.16), (1.24) et (1.30).
— pour la stratégie analytique, les couples optimaux des machines électriques sont calculés
analytiquement en utilisant les résultats des chapitres 2, 3 et 4.
— pour la stratégie Num10002 , les couples optimaux des machines électriques sont calculés
numériquement en utilisant les modèles de référence et en prenant en compte les pertes de
la batterie et du step-up dans le calcul de l’Hamiltonien.
Cycle Stratégie Conso [L/100km] EETP [Wh] ∆Conso [%] [%]
WLTC Analytique 4.35 520 0.23 5
Num10002 4.34 495 - -
ARTEMIS Analytique 5.34 194 0.37 5.43
Urbain Num10002 5.32 184 - -
ARTEMIS Analytique 4.12 349 0.73 4.5
Routier Num10002 4.09 334 - -
ARTEMIS Analytique 6.20 590 0.16 6.3
Autoroutier Num10002 6.19 555 - -
Table 5.6 – Résultats de consommation de carburant et de l’EETP des stratégies analytique
et Num10002
Discussion D’après le tableau 5.6, on peut constater que :
— L’impact de l’optimisation convexe sur la consommation énergétique se traduit se tra-
duit par une surconsommation de carburant inférieure à 0.8% et une surconsommation
électrique inférieure à 6.5% par rapport à la meilleure solution donnée par la méthode
Num10002 .
— Les pertes de la batterie et du step-up ont un effet négligeable sur la détermination de la
répartition optimale de puissance.
La figure 5.16 montre que les stratégies analytique et Num10002 ont des trajectoires SoE similaires
sur tous les cycles.
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Figure 5.16 – Trajectoires SoE des stratégies analytique et Num10002 pour tous les cycles étudies
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5.2 Étude de la sensibilité des solutions analytiques
Comme présenté dans l’étude de sensibilité de la section 2.1, nous allons introduire une
perturbation dans les paramètres de la tension analytique afin de quantifier l’impact des erreurs
de modélisation sur les pertes électriques totales (PET ). Nous ferons l’étude sur la machine
principale pour tout son domaine (couple, régime). Les résultats de cette étude présentés ci-
dessous sont aussi valables pour la machine secondaire ainsi que pour le cas bi-machines.
Les paramètres utilisés par l’optimisation de la tension sont : U2, U1 et K1. La sensibilité de
la tension analytique par rapport à ces paramètres est calculée à partir de l’équation (2.23). Sauf
que, comme vu précédemment, la tension a un impact direct seulement sur les pertes électriques
totales (PET ). Pour cela, la sensibilité, dans ce cas, est représentée par l’écart :
∆PET = ˆPET − PET (5.47)
Où, ˆPET est les pertes électriques totales obtenues par la tension analytique perturbée.
Il faut noter que le calcul des pertes électriques totales est réalisé à partir des modèles de
référence (1.16), (1.24) et (1.30).
Afin de visualiser l’écart de PET (∆PET ) engendré par la variation des paramètres sur
tout le domaine (couple, régime) de la machine principale, nous avons choisi de présenter les
sensibilités correspondant à la perturbation maximale, à savoir ±30%. Les figures 5.17 à 5.19
représentent les sensibilités de la tension analytique par rapport aux paramètres U2, U1 et K1
dans le pire des cas (d’abord +30% puis −30%). Nous avons tracé sur les figures 5.17 et 5.18
les points de fonctionnement du cycle WLTC afin de les situer par rapport à la sensibilité de la
solution analytique.
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Figure 5.17 – Écart de PET par rapport à la variation du paramètre U2 de +30% (haut) et
de −30% (bas) pour l’optimisation de la tension
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Figure 5.18 – Écart de PET par rapport à la variation du paramètre U1 de +30% (haut) et
de −30% (bas) pour l’optimisation de la tension
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Figure 5.19 – Écart de PET par rapport à la variation du paramètre K1 de +30% (haut) et
de −30% (bas) pour l’optimisation de la tension
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Discussion
D’après les figures 5.17, 5.18 et 5.19, on peut constater que
— l’écart de PET engendré par la variation des paramètres de la machine (U1 et U2) est plus
important que celui du paramètre du step-up (K1). En effet, le paramètre K1 a une valeur
beaucoup plus faible comparé à U1 du fait que les pertes de la machine sont beaucoup plus
importantes que les pertes du step-up.
— la sensibilité de la solution analytique est relativement faible comparée aux pertes élec-
triques totales. On en déduit que la solution analytique est robuste vis à vis de la variation
des paramètres.
— les points de fonctionnements où la sensibilité est le plus élevée ne sont pas utilisés pour
le cycle WLTC. Les points de fonctionnements de ce cycle se trouvent dans les zones où
la sensibilité est très faible.
5.3 Etude Comparative avec/sans Step-Up
L’objectif de cette étude est d’établir l’impact du step-up sur la consommation énergétique
du véhicule de la figure 1.5 (qu’on appellera "Véhicule A"). Pour cela, nous allons comparer la
consommation énergétique du "Véhicule A" à :
(1) la consommation énergétique du "Véhicule B1" qui est composé par les mêmes organes
que le "Véhicule A" mais ne contient pas de step-up. La tension de la batterie du "Véhicule
A" et du "Véhicule B1" est d’environ 200V .
(2) la consommation énergétique du "Véhicule B2" qui est composé par les mêmes organes
que le "Véhicule A" mais ne contient pas de step-up et sa batterie contient plus de cellules
que celle du "Véhicule A". Autrement dit, la tension de la batterie du "Véhicule B2" est
supérieure à la tension de la batterie du "Véhicule A". Le "Véhicule B2" correspond au
véhicule étudié dans les chapitres 2, 3 et 4. La tension de sa batterie est d’environ 400V .
Les machines électriques des "Véhicules B1 et B2" sont alimentées par la tension de la
batterie.
On rappelle que l’énergie électrique totale perdue (EETP ) est l’intégrale des pertes élec-
triques totales sur un cycle donné.
Cycle Stratégie Conso [L/100km] EETP [Wh]
WLTC Véhicule A 4.35 520
Véhicule B1 4.52 470
Véhicule B2 4.44 614
ARTEMIS Véhicule A 5.34 194
Urbain Véhicule B1 5.37 181
Véhicule B2 5.49 292
ARTEMIS Véhicule A 4.12 349
Routier Véhicule B1 4.27 310
Véhicule B2 4.18 400
ARTEMIS Véhicule A 6.20 590
Autoroutier Véhicule B1 6.32 530
Véhicule B2 6.27 680
Table 5.7 – Résultats de consommation de carburant et l’EETP des Véhicules A, B1 et B2
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Remarque : on précise que les résultats de cette étude ont été obtenus en utilisant les
stratégies analytiques.
Discussion
D’après le tableau 5.7, on peut constater que :
— le "Véhicule A" a une EETP supérieure à celle du "Véhicule B1" car, d’une part, le "Vé-
hicule A" compte les pertes du step-up en plus. D’autre part, comme les performances de
ses machines sont plus importantes alors la voie électrique est plus utilisée. Autrement dit,
les puissances max des machines électriques du "Véhicule A" sont supérieures à celles du
"Véhicule B1". Ceci permet au "Véhicule A" de : rouler plus souvent en tout électrique,
et d’avoir plus d’assistance électrique quand le moteur thermique est allumé. Exemple :
en roulage autoroutier, le "Véhicule A" roule en tout électrique 20 secondes de plus que
le "Véhicule B1". Aussi, en roulage autoroutier, les machines électriques du "Véhicule A"
produisent 200Wh et récupèrent 100Wh d’énergie électrique de plus que celles du "Véhi-
cule B1". C’est pourquoi, la consommation de carburant du "Véhicule A" est inférieure à
celle du "Véhicule B1".
— le "Véhicule A" a une consommation de carburant inférieure à celle du "Véhicule B2"
car le "Véhicule A" a une EETP plus faible grâce au pilotage de la tension. En effet, à
iso-performances, les deux véhicules ont le même potentiel électrique (roulage pur élec-
trique, récupération au freinage et assistante électrique). En revanche, le pilotage de la
tension permet au "Véhicule A" de minimiser sa EETP et donc réduire sa consommation
énergétique globale.
5.4 Conclusion
En conclusion, l’optimisation convexe de la tension s’adapte parfaitement dans la gestion
d’énergie globale du véhicule de la figure 1.5. En effet, elle est générique ce qui permet son
utilisation pour toutes les configurations. De plus, elle consomme peu de temps de calcul et de
mémoire tout en ayant une consommation énergétique proche de la meilleure solution.
Les résultats de l’étude de sensibilité ont montré que, dans la zone des points de fonctionne-
ments du cycle WLTC, la tension analytique est robuste par rapport à la variation des paramètres
des modèles convexes des machines électriques ainsi que du step-up.
La comparaison du véhicule de la figure 1.5 aux véhicules similaires sans step-up a permis
de montrer le gain qu’apportent le step-up en termes de performances ainsi que le pilotage de
la tension en termes d’économie d’énergie au véhicule.
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Conclusion Générale
La gestion d’énergie (ou l’optimisation énergétique) joue un rôle fondamental pour la réduc-
tion de la consommation énergétique du véhicule hybride électrique. Comme il a été présenté
dans ce mémoire, elle offre la possibilité d’exploiter au maximum le potentiel du véhicule hy-
bride. Cependant, elle cause parfois un certain nombre de problèmes, notamment, quand elle est
basée sur une méthode d’optimisation numérique. Chez Renault, la nature numérique des mé-
thodes d’optimisation existantes a suscité un ensemble de problématiques liées, d’une part, à leur
gourmandise en temps de calcul. Cette conséquence est directement engendrée par le maillage
des commandes ou/et leur nombre. En effet, quand la taille ou/et le nombre des variables aug-
mentent, le temps de calcul augmente sur une échelle exponentielle. D’autre part, la commande
numérique a présenté des phénomènes d’irrégularité fortement indésirables comme le pompage
ou le changement brusque de la valeur avec un gradient important. Par ailleurs, l’optimalité de
la solution numérique dépend fortement du maillage de la commande. Dans les résultats du troi-
sième chapitre, nous nous sommes intéressés, en premier lieu, à cette problématique en testant
trois maillages plus ou moins fins. Les résultats attendus n’ont fait que confirmer que l’optimalité
de la solution numérique est fortement sensible au maillage. Plus le maillage est grossier plus la
solution s’éloigne de la meilleure solution et l’effet de pompage s’accentue. C’est pourquoi, nous
avons développé et testé en simulation MIL (Model In The Loop) une méthodologie analytique
permettant de remédier à ces problèmes.
Le chapitre 1 a été dédié à la modélisation et à la définition de la problématique de super-
vision énergétique du véhicule hybride électrique. Nous avons consacré une grande partie de ce
chapitre à la modélisation convexe et à sa validation. Cette modélisation constitue une étape
fondamentale de la méthodologie analytique. En effet, elle permet de calculer les commandes
optimales analytiquement. Les modèles convexes ont été identifiés et validés à partir des me-
sures expérimentales. Nous avons également défini dans ce chapitre le problème d’optimisation
ainsi que le Principe du Maximum de Pontryagin qui a été choisi dans cette thèse comme mé-
thode de résolution. Le chapitre 1 finit par la définition des étapes de la méthode analytique qui
sont : la modélisation convexe, le calcul analytique des commandes optimales et la validation en
simulation des commandes analytiques.
Dans le chapitre 2, nous avons appliqué la méthodologie analytique sur l’architecture paral-
lèle. Les résultats de simulation ont montré que la solution analytique réduit considérablement
le temps de calcul (jusqu’à −94%) ainsi que l’espace mémoire occupé par l’optimisation énergé-
tique (jusqu’à −98%). Elle présente également une sous-optimalité très faible (surconsommation
de carburant inférieure à +1%). De plus, on montre, dans ce chapitre, que l’approche analytique
est efficace pour calculer aussi bien les commandes de nature continue que discrète. Les résultats
des deux dernières sections de ce chapitre ont montré que l’ajout d’une variable d’optimisation,
discrète ou continue (qui est le régime du moteur thermique), a légèrement augmenté le temps de
calcul et la mémoire contrairement à la méthode numérique où le temps de calcul et la mémoire
ont explosé. Cet avantage qu’offre la méthode analytique a été également prouvé par les résultats
des chapitres 3 et 4 qui comptent aussi deux variables d’optimisation continues. Finalement, les
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résultats d’étude de sensibilité montrent que la solution analytique est robuste par rapport à la
variation des paramètres des modèles convexes.
La configuration bi-parallèle a été traitée par le chapitre 3. La méthode analytique a encore
une fois fait ses preuves car, d’une part, elle s’est parfaitement adapté à la complexité de cette
architecture (comportant deux machines électriques). D’autre part, comme dit précédemment,
l’ajout d’une variable d’optimisation a légèrement augmenté le temps de calcul et la mémoire
(relativement à la configuration parallèle mono-machine). Les résultats de simulation MIL, à la
fin de ce chapitre, ont permis de valider les solutions analytiques (surconsommation de carburant
inférieure à +1%).
Dans le chapitre 4, les résultats de commandes optimales obtenues par l’approche analytique,
basée sur les modèles convexes, et celles obtenues par la méthode numérique, basée sur les
mesures expérimentales, ont mis en avant l’un des principaux intérêts de la modélisation convexe :
le lissage des commandes. Par ailleurs, la méthode analytique a également permis de réduire le
temps de calcul ainsi que la mémoire (jusqu’à −99%) tout en ayant une sous-optimalité très
faible (+0.5% de surconsommation de carburant).
Le chapitre 5 présente l’optimisation de la tension ainsi que les résultats de simulation de
la gestion d’énergie globale du véhicule de la figure 1.5, comprenant : l’optimisation convexe
de la répartition de puissance (pour les configurations parallèle et bi-parallèle), l’optimisation
convexe de la puissance électrique produite par la génératrice (pour la configuration série) et
l’optimisation convexe de la tension. Étant générique, l’optimisation analytique de la tension
s’est parfaitement adaptée à toutes les configurations. Cette caractéristique a facilité son implé-
mentation. De plus, elle consomme très peu de temps de calcul et de mémoire tout en ayant une
consommation énergétique proche de la meilleure solution. Enfin, les résultats de l’étude de sensi-
bilité ont montré que la tension analytique est robuste par rapport à la variation des paramètres
des modèles convexes des machines électriques ainsi que du step-up (+5% de surconsommation
électrique).
Dans les chapitres 4 et 5, nous retrouvons la principale limitation de la résolution analytique
qui réside dans sa complexité quand la fonction à minimiser est une fonction complexe. En effet,
dans le chapitre 4, la détermination du régime optimal de la génératrice revient à résoudre un
polynôme d’ordre 4, ce qui n’a pas été possible de le réaliser analytiquement car la solution
devient complexe et difficile à implémenter. De même, dans le chapitre 5, le calcul analytique de
la tension à partir du modèle de référence des pertes du step-up mène à résoudre un polynôme
d’ordre 3. Afin de contourner cette complexité, nous avons réalisé le calcul du régime optimal
de la génératrice dans le chapitre 4 numériquement et en amont de l’implémentation. Quant
à l’optimisation de la tension, nous avons proposé de modéliser les pertes du step-up par une
fonction affine de la tension. En conclusion, la résolution analytique risque d’être complexe
quand les modèles analytiques de la consommation énergétique sont des fonctions complexes
(ex : polynômes d’ordre supérieur à 3).
Un point important à soulever est le rôle de la convexité des modèles dans la résolution
analytique. En effet, pour garantir l’unicité de la solution, nous avons démontré avant chaque
calcul de commande la convexité de la fonction à minimiser, en l’occurrence l’Hamiltonien. Cette
propriété est indispensable car non seulement elle garantit l’unicité de la solution mais aussi
sa régularité. La convexité de l’Hamiltonien a fait l’objet d’une étude à part entière dans cette
thèse. En réalité, cette caractéristique n’a pas toujours été naturellement vérifiée malgré la nature
convexe des modèles énergétiques. Il a fallu imposer des hypothèses pour garantir la convexité.
Ces hypothèses ont toutes été validées sur les modèles de référence. Sauf pour le chapitre 4,
nous n’avons pas pu démontrer et garantir la convexité de l’Hamiltonien via des hypothèses.
En revanche, grâce à la nature explicite de ce dernier, nous avons pu étudier et distinguer tous
les cas possibles de convexité qui ont abouti à une solution unique. Cette démarche montre un
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intérêt particulier et fondamental de la méthode analytique qui est la connaissance et la maitrise
totales des solutions.
Un autre point à soulever qui concerne la forme de la solution analytique. Excepté la tension,
toutes les autres solutions analytiques se présentent sous la forme de plusieurs cas selon des
intervalles. Ces intervalles sont définis par des seuils sur la puissance à la roue (Pr) ou sur le
facteur d’équivalence (λ). En pratique, nous avons mis en place des hystérésis autour de ces
seuils afin d’éviter l’oscillation des commandes. Par ailleurs, cette forme est facile à implémenter
et permet de prendre en compte les limitations des organes.
Dans le dernier chapitre, dédié au step-up, nous avons réalisé une étude complète sur son
utilisation dans les différents types de roulage, son impact sur la consommation énergétique
ainsi que ses performances. Nous avons pu montrer que cet élément d’électronique de puissance
apporte un gain énergétique. En effet, grâce à l’augmentation des performances des machines
électriques, le véhicule équipé du step-up a un potentiel électrique plus important : il peut
rouler plus longtemps en tout électrique et récupère plus d’énergie en phases de freinage. Cette
caractéristique est l’une des principales sources de réduction de la consommation de carburant, et
ce pour les différents types de roulage. Concernant l’énergie électrique totale perdue (EETP ),
nous avons montré que le gain énergétique dépend du type de roulage ainsi que du véhicule
auquel le véhicule équipé d’un step-up est comparé. Pour cela, nous avons comparé le véhicule
avec step-up étudié dans cette thèse à deux véhicules similaires sans step-up en roulage urbain
et extra-urbain. Les résultats de cette étude comparative ont montré que la EETP du véhicule
avec step-up est plus importante. Cela est dû, d’une part, aux pertes générées par le step-up.
D’autre part, comme dit précédemment, dans ce véhicule, la voie électrique est plus utilisée. En
revanche, nous avons montré que le pilotage de la tension permet de réduire la EETP .
Les objectifs posés en début de cette thèse ont tous été atteints grâce à l’exploitation de
la méthode analytique. Le temps de calcul ainsi que l’espace mémoire occupé par la gestion
d’énergie ont été considérablement réduits. Grâce à la maitrise de la solution analytique, sa
régularité et sa robustesse peuvent être assurées. A travers l’utilisation de ces travaux par d’autres
collaborateurs dans le cadre de différents projets, la facilité du transfert d’information et de
la compréhension du contrôle a été, en effet, très reconnue. Enfin, la méthode analytique a
parfaitement su s’adapter pour les différentes configurations du véhicule étudié.
Comme perspectives, les commandes analytiques seront testées et validées sur un prototype
de véhicule. D’ailleurs, l’optimisation de l’hybride série a déjà été implémentée sur véhicule. Il
est aussi prévu d’étendre la méthodologie analytique sur d’autres types de véhicules (hybride
rechargeable, électrique pur,...). La méthodologie analytique, du fait de sa généricité, s’applique
sur tout type de véhicules comportant plus ou moins d’organes que ceux du véhicule étudié
dans cette thèse. En effet, la consommation énergétique de n’importe quel organe peut être
approximée par une fonction convexe et peut s’intégrer facilement dans la gestion d’énergie.
Cette démarche a été démontrée lors de l’ajout du step-up dans la supervision énergétique.
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Finalement, nous clôturons ce mémoire par un bilan des avantages et des inconvénients, tirés
de ces travaux, que présentent les méthodes analytique et numérique (tableau 5.8). Le tableau
5.8 évoque les principales problématiques rencontrées avec les méthodes d’optimisation. A savoir,
leurs consommations en temps de calcul et en mémoire, la régularité, l’optimalité, la réalisation,
l’implémentation et la robustesse de leurs solutions. Nous avons montré dans ce mémoire que les
principaux avantages de la méthode analytique sont : sa faible consommation en temps de calcul
et en mémoire, la maitrise de la solution qui permet de contrôler sa régularité et de garantir sa
robustesse ainsi que la facilité de sa mise au point. Par ailleurs, sa sous-optimalité et la difficulté
de sa réalisation restent ses principaux inconvénients, contrairement à la méthode numérique
qui est facile à réaliser et offre la possibilité d’avoir une meilleure optimalité.
Méthode Temps Mémoire Régularité Optimalité Difficulté Robustesse Mise
de Calcul de Réalisation au point
Analytique ++ ++ ++ + – ++ ++
Numérique – – – ++ ++ – +
Table 5.8 – Bilan des avantages et inconvénients des méthodes analytique et numérique
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Chapitre 6
Annexes
6.1 Optimisation de l’état du moteur thermique
Dans cette section, l’expression de F0(Pr, λ) ainsi que de P0(λ) sont déterminées pour les cas
de P optth présentés dans la section 2.1.1 (page 57) non traités dans la section 2.2.
UC2 (ou UC2
′
)
Si Plim + P e > 0
Cas F0(Pr, λ)
P e ≤ Pr ≤ P th −λa−P th
P th ≤ Pr ≤ 0 (a1 − λa−)Pr +Q0
0 ≤ Pr ≤ P e (a1 − λa+)Pr +Q0
Dans ce cas, P0(λ) est donnée par :
P0(λ) =
Q0
λa+ − a1
(6.1)
UC3 (UC3
′
, UC4 ou UC4
′
)
Si Plim + P e < 0
Cas F0(Pr, λ)
P e ≤ Pr ≤ Plim + P e (a1 − λa−)Pr + (λa− − a1)P e +Q0
Plim + P e ≤ Pr ≤ 0 Qlim − λa−Plim
0 ≤ Pr ≤ Plim (λa− − λa+)Pr +Qlim − λa−Plim
Plim ≤ Pr ≤ P e Qlim − λa+Plim
Dans ce cas, P0(λ) est donnée par :
P0(λ) =





P e si λ ≤ Qlima+Plim
Qlim−λa−Plim
λ(a+−a−) si
Qlim
a+Plim
λ ≤ Qlim
a−Plim
Q0+(λa−−a1)P e
λa−−a1 si λ ≥
Qlim
a−Plim
(6.2)
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Si Plim + P e > 0
Cas F0(Pr, λ)
P e ≤ Pr ≤ 0 (a1 − λa−)Pr + (λa− − a1)P e +Q0
0 ≤ Pr ≤ Plim + P e (a1 − λa+)Pr + (λa− − a1)P e +Q0
Plim + P e ≤ Pr ≤ P e (λa− − λa+)Pr +Qlim − λa−Plim
Dans ce cas, P0(λ) est donnée par :
P0(λ) =



















P e si λ ≤
Qlim
(a+ − a−)P e + a−Plim
Qlim−λa−Plim
λ(a+−a−) si
Qlim
(a+ − a−)P e + a−Plim
≤ λ ≤ Qlim
(a+ − a−)P e + a+Plim
Q0+(λa−−a1)P e
λa+−a1 si
Qlim
(a+ − a−)P e + a+Plim
≤ λ ≤ a1
a−
+
Q0
a−P e
Q0+(λa−−a1)P e
λa−−a1 si λ ≥
a1
a−
+ Q0
a−P e
(6.3)
UC5
Si P th + P e < 0
Cas F0(Pr, λ)
P e ≤ Pr ≤ Plim + P e (a1 − λa−)Pr + (λa− − a1)P e +Q0
Plim + P e ≤ Pr ≤ P th + P e (a2 − λa−)Pr + (λa− − a2)P e +Qlim − a2Plim
P th + P e ≤ Pr ≤ 0 (a2 − λa−)P th +Qlim − a2Plim
0 ≤ Pr ≤ P e λ(a− − a+)Pr + (a2 − λa−)P th +Qlim − a2Plim
Si P th + P e > 0
Cas F0(Pr, λ)
P e ≤ Pr ≤ Plim + P e (a1 − λa−)Pr + (λa− − a1)P e +Q0
Plim + P e ≤ Pr ≤ 0 (a2 − λa−)Pr + (λa− − a2)P e +Qlim − a2Plim
0 ≤ Pr ≤ P th + P e (a2 − λa+)Pr + (λa− − a2)P e +Qlim − a2Plim
P th + P e ≤ Pr ≤ P e λ(a− − a+)Pr + (a2 − λa−)P th +Qlim − a2Plim
Dans ce cas, P0(λ) est donnée par :
P0(λ) =
{
P e si λ ≤ Qlima−Plim
Q0+(λa−−a1)P e
λa−−a1 si λ ≥
Qlim
a−Plim
(6.4)
La figure 6.1 représente l’expression du seuil P0(λ).
6.2 Optimisation du régime du moteur thermique
6.2.1 Rapports Discrets
Dans cette section, l’expression de FRT(Pr, λ) ainsi que de PRT(λ) sont déterminées pour les
cas de P optth présentés dans la section 2.1.1 (page 57) non traités dans la section 2.3.1.
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𝜆
𝑒
Pe
aa+ +∞0
𝑖 + 𝑒
𝑖 − 𝜆𝑎− 𝑖𝜆𝑎+ − 𝜆𝑎−
𝜆𝑎− − 𝑎 𝑒 +𝜆𝑎+ − 𝑎
𝜆𝑎− − 𝑎 𝑒 +𝜆𝑎− − 𝑎
𝑎𝑎+ + 𝑎+Pe
𝜆𝑎+ − 𝑎
aa−𝑎𝑎− 𝑎𝑎− − 𝑎− 𝑒𝑖𝑎+ − 𝑎− Pe + 𝑎+ 𝑖
Figure 6.1 – Allure de P0(λ) dans le cas où Plim > P e
UC2 (ou UC2
′
)
Si P 2lim < P
1
lim + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 2th λa−(P 2th − P 1th)
P 2th ≤ Pr ≤ P 1th (λa− − a1)Pr − λa−P 1th −Q20
P 1th ≤ Pr ≤ P 1lim Q10 −Q20
P 1lim ≤ Pr ≤ P 2lim (λa+ − a1)Pr − λa+P 1lim +Q1lim −Q20
P 2lim ≤ Pr ≤ P 1lim + P e λa+(P 2lim − P 1lim) +Q1lim −Q2lim
P 1lim + P e ≤ Pr ≤ P 2lim + P e (a2 − λa+)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim + λa+P 2lim −Q2lim
P 2lim + P e ≤ Pr ≤ P
1
r a2(P
2
lim − P 1lim) +Q1lim −Q2lim
Si P 2lim > P
1
lim + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 2th λa−(P 2th − P 1th)
P 2th ≤ Pr ≤ P 1th (λa− − a1)Pr − λa−P 1th −Q20
P 1th ≤ Pr ≤ P 1lim Q10 −Q20
P 1lim ≤ Pr ≤ P 1lim + P e (λa+ − a1)Pr − λa+P 1lim +Q1lim −Q20
P 1lim + P e ≤ Pr ≤ P 2lim (a2 − a1)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim −Q20
P 2lim ≤ Pr ≤ P 2lim + P e (a2 − λa+)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim + λa+P 2lim −Q2lim
P 2lim + P e ≤ Pr ≤ P
1
r a2(P
2
lim − P 1lim) +Q1lim −Q2lim
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UC3
Si P 1lim > P
2
lim + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 1lim + P e Q10 −Q20
P 1lim + P e ≤ Pr ≤ P 2lim + P e (λa− − a1)Pr − λa−P 1lim +Q1lim + (a1 − λa−)P e −Q20
P 2lim + P e ≤ Pr ≤ P 1lim λa−(P 2lim − P 1lim) +Q1lim −Q2lim
P 1lim ≤ Pr ≤ P 2lim λ(a+ − a−)Pr − λa+P 1lim +Q1lim + λa−P 2lim −Q2lim
P 2lim ≤ Pr ≤ P 1lim + P e λa+(P 2lim − P 1lim) +Q1lim −Q2lim
P 1lim + P e ≤ Pr ≤ P 2lim + P e (a2 − λa+)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim + λa+P 2lim −Q2lim
P 2lim + P e ≤ Pr ≤ P
1
r a2(P
2
lim − P 1lim) +Q1lim −Q2lim
Si P 1lim < P
2
lim + P e et P
1
lim + P e > P
2
lim + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 1lim + P e Q10 −Q20
P 1lim + P e ≤ Pr ≤ P 1lim (λa− − a1)Pr − λa−P 1lim +Q1lim + (a1 − λa−)P e −Q20
P 1lim ≤ Pr ≤ P 2lim + P e (λa+ − a1)Pr − λa+P 1lim +Q1lim + (a1 − λa−)P e −Q20
P 2lim + P e ≤ Pr ≤ P 1lim + P e λ(a+ − a−)Pr − λa+P 1lim +Q1lim + λa−P 2lim −Q2lim
P 1lim + P e ≤ Pr ≤ P 2lim (a2 − λa−)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim + λa−P 2lim −Q2lim
P 2lim ≤ Pr ≤ P 2lim + P e (a2 − λa+)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim + λa+P 2lim −Q2lim
P 2lim + P e ≤ Pr ≤ P
1
r a2(P
2
lim − P 1lim) +Q1lim −Q2lim
Si P 1lim < P
2
lim + P e et P
1
lim + P e < P
2
lim + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 1lim + P e Q10 −Q20
P 1lim + P e ≤ Pr ≤ P 1lim (λa− − a1)Pr − λa−P 1lim +Q1lim + (a1 − λa−)P e −Q20
P 1lim ≤ Pr ≤ P 1lim + P e (λa+ − a1)Pr − λa+P 1lim +Q1lim + (a1 − λa−)P e −Q20
P 1lim + P e ≤ Pr ≤ P 2lim + P e (a2 − a1)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim + (a1 − λa−)P e −Q20
P 2lim + P e ≤ Pr ≤ P 2lim (a2 − λa−)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim + λa−P 2lim −Q2lim
P 2lim ≤ Pr ≤ P 2lim + P e (a2 − λa+)Pr − (a2 − λa+)P e +Q1lim − a2P 1lim + λa+P 2lim −Q2lim
P 2lim + P e ≤ Pr ≤ P
1
r a2(P
2
lim − P 1lim) +Q1lim −Q2lim
UC3
′
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 2th λa−(P 2th − P 1th)
P 2th ≤ Pr ≤ P 1th (λa− − a1)Pr − λa−P 1th −Q20
P 1th ≤ Pr ≤ P 1lim Q10 −Q20
P 1lim ≤ Pr ≤ P 2lim (a2 − a1)Pr − a2P 1lim +Q1lim −Q20
P 2lim ≤ Pr ≤ P
1
r a2(P
2
lim − P 1lim) +Q1lim −Q2lim
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UC4 (ou UC4
′
)
Si P 1lim > P
2
lim + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 1lim + P e Q10 −Q20
P 1lim + P e ≤ Pr ≤ P 2lim + P e (λa− − a1)Pr − λa−P 1lim +Q1lim + (a1 − λa−)P e −Q20
P 2lim + P e ≤ Pr ≤ P 1lim λa−(P 2lim − P 1lim) +Q1lim −Q2lim
P 1lim ≤ Pr ≤ P 2lim (a2 − λa−)Pr + λa−P 2lim +Q1lim − a2P 1lim −Q2lim
P 2lim ≤ Pr ≤ P
1
r a2(P
2
lim − P 1lim) +Q1lim −Q2lim
Si P 1lim < P
2
lim + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 1lim + P e Q10 −Q20
P 1lim + P e ≤ Pr ≤ P 1lim (λa− − a1)Pr − λa−P 1lim +Q1lim + (a1 − λa−)P e −Q20
P 1lim ≤ Pr ≤ P 2lim + P e (a2 − a1)Pr − a2P 1lim +Q1lim + (a1 − λa−)P e −Q20
P 2lim + P e ≤ Pr ≤ P 2lim (a2 − λa−)Pr +Q1lim − a2P 1lim + λa−P 2lim −Q2lim
P 2lim ≤ Pr ≤ P
1
r a2(P
2
lim − P 1lim) +Q1lim −Q2lim
UC5
Si P 2lim + P e > P
1
th + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 1lim + P e Q10 −Q20
P 1lim + P e ≤ Pr ≤ P
1
th + P e (a2 − a1)Pr + (a1 − a2)P e − a2P 1lim +Q1lim −Q20
P
1
th + P e ≤ Pr ≤ P 2lim + P e (λa− − a1)Pr − a2P 1lim +Q1lim + (a2 − λa−)P
1
th + (a1 − λa−)P e −Q20
P 2lim + P e ≤ Pr ≤ P
2
th + P e (λa− − a2)Pr + a2(P 2lim − P 1lim) +Q1lim −Q2lim + (a2 − λa−)(P
1
th + P e)
P
2
th + P e ≤ Pr ≤ P
1
r (a2 − λa−)(P
1
th + P
2
th) + a2(P
2
lim − P 1lim) +Q1lim −Q2lim
Si P 2lim + P e < P
1
th + P e
Cas FRT (Pr, λ)
P 1r ≤ Pr ≤ P 1lim + P e Q10 −Q20
P 1lim + P e ≤ Pr ≤ P 2lim + P e (a2 − a1)Pr + (a1 − a2)P e − a2P 1lim +Q1lim −Q20
P 2lim + P e ≤ Pr ≤ P
1
th + P e a2(P
2
lim − P 1lim) +Q1lim −Q2lim
P
1
th + P e ≤ Pr ≤ P
2
th + P e (λa− − a2)Pr + a2(P 2lim − P 1lim) +Q1lim −Q2lim + (a2 − λa−)(P
1
th + P e)
P
2
th + P e ≤ Pr ≤ P
1
r (a2 − λa−)(P
1
th − P
2
th) + a2(P
2
lim − P 1lim) +Q1lim −Q2lim
La figure 6.2 représente l’expression du seuil PRT(λ).
6.2.2 Rapports Continus
Dans cette section, les cas de détermination de P optth non traités dans la section 2.3.2 sont
présentés.
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𝑅𝑇 𝜆
𝑎 − 𝑎 𝑒 + 𝑎 𝑖 + − 𝑖𝑎 − 𝑎
aa+ +∞𝜆0
𝑖
𝑖 + 𝑒
aa−
𝑖 + 𝑒
𝑎 − 𝑎 𝑒 + 𝑎 𝑖 + − 𝑖𝑎 − 𝑎
𝑖 − 𝑖𝑎+ 𝑖 − 𝑖 𝑖 − 𝑖𝑎− 𝑖 − 𝑖
𝑎 − 𝜆𝑎+ 𝑒 + 𝑎 𝑖 + 𝑖 − 𝑖 − 𝜆𝑎+ 𝑖𝑎 − 𝜆𝑎+
𝑖 + 𝑒
𝑖 + 𝑒
𝑖 − 𝑖 + 𝑎 𝑖 − 𝜆𝑎− 𝑖𝑎 − 𝜆𝑎−
− 𝑖 + 𝜆𝑎− 𝑖 + 𝜆𝑎− − 𝑎 𝑒𝜆𝑎− − 𝑎
UC ’
UC ’
− 𝑖 + 𝑎 𝑖𝑎 − 𝑎
UC ’
− 𝑖 + 𝜆𝑎+ 𝑖𝜆𝑎+ − 𝑎
𝑖 aa− aa+
Figure 6.2 – Allure de PRT(λ) dans le cas où
a1
a−
> a2
a+
Cas A :
UC2 :
Dans ce cas, les extremums P ∗1th et P
∗2
th sont tous les deux inférieurs à P
min
lim . La pente a1−λa+
est négative et les toutes les autres pentes des parties affines de H sont positives.
P optth est donnée par :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P th P th
P th ≤ Pr ≤ Pminlim Pr
Pminlim ≤ Pr ≤ Pminlim + P e Pminlim
Pminlim + P e ≤ Pr ≤ P r Pr − P e
UC2.4 :
Dans ce cas, P ∗1th < P
min
lim et P
min
lim ≤ P ∗2th ≤ Pmaxlim . La pente a1−λa+ est négative et les toutes
les autres pentes des parties affines de H sont positives.
P optth est donnée par :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P th P th
P th ≤ Pr ≤ Pminlim Pr
Pminlim ≤ Pr ≤ P ∗2th + P e P ∗2th
P ∗2th + P e ≤ Pr ≤ P r Pr − P e
UC3 :
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+ et a1 − λa− sont négatives et
les pentes a2 − λa+ et a2 − λa− sont positives.
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P optth est donnée par :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ Pmaxlim Pr
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC3.4 :
Dans ce cas, les extremums P ∗1th et P
∗2
th sont tous les deux inférieurs à P
min
lim . Les pentes
a1 − λa+ et a1 − λa− sont négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
P optth est donnée par :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim + P e Pminlim
Pminlim + P e ≤ Pr ≤ P r Pr − P e
UC3.5 :
Dans ce cas, P ∗1th < P
min
lim et P
min
lim ≤ P ∗2th ≤ Pmaxlim . Les pentes a1 − λa+ et a1 − λa− sont
négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ P ∗2th Pr
P ∗2th ≤ Pr ≤ P ∗2th + P e P ∗2th
P ∗2th + P e ≤ Pr ≤ P r Pr − P e
UC3.6 :
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+ et a1 − λa− sont négatives et
les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ Pmaxlim Pr
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC3.7 :
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+ et a1 − λa− sont négatives et
les pentes a2 − λa+ et a2 − λa− sont positives.
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Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ Pmaxlim Pr
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC3.8 :
Dans ce cas, P ∗1th < P
min
lim et P
min
lim ≤ P ∗2th ≤ Pmaxlim . Les pentes a1 − λa+ et a1 − λa− sont
négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ P ∗2th Pr
P ∗2th ≤ Pr ≤ P ∗2th + P e P ∗2th
P ∗2th + P e ≤ Pr ≤ P r Pr − P e
UC3.9 :
Dans ce cas, Pminlim ≤ P ∗1th ≤ Pmaxlim et Pminlim ≤ P ∗2th ≤ Pmaxlim . Les pentes a1 − λa+ et a1 − λa−
sont négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P ∗1th + P e Pr − P e
P ∗1th + P e ≤ Pr ≤ P ∗1th P ∗1th
P ∗1th ≤ Pr ≤ P ∗2th Pr
P ∗2th ≤ Pr ≤ P ∗2th + P e P ∗2th
P ∗2th + P e ≤ Pr ≤ P r Pr − P e
UC3.10 :
Dans ce cas, Pminlim ≤ P ∗1th ≤ Pmaxlim et P ∗2th > Pmaxlim . Les pentes a1 − λa+ et a1 − λa− sont
négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P ∗1th + P e Pr − P e
P ∗1th + P e ≤ Pr ≤ P ∗1th P ∗1th
P ∗1th ≤ Pr ≤ Pmaxlim Pr
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
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UC3.11 :
Dans ce cas, P ∗1th < P
min
lim et P
min
lim ≤ P ∗2th ≤ Pmaxlim . Les pentes a1 − λa+ et a1 − λa− sont
négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ P ∗2th Pr
P ∗2th ≤ Pr ≤ P ∗2th + P e P ∗2th
P ∗2th + P e ≤ Pr ≤ P r Pr − P e
UC3.12 :
Dans ce cas, Pminlim ≤ P ∗1th ≤ Pmaxlim et P ∗2th > Pmaxlim . Les pentes a1 − λa+ et a1 − λa− sont
négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P ∗1th + P e Pr − P e
P ∗1th + P e ≤ Pr ≤ P ∗1th P ∗1th
P ∗1th ≤ Pr ≤ Pmaxlim Pr
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC3.13 :
Dans ce cas, P ∗1th < P
min
lim et P
min
lim ≤ P ∗2th ≤ Pmaxlim . Les pentes a1 − λa+ et a1 − λa− sont
négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ P ∗2th Pr
P ∗2th ≤ Pr ≤ P ∗2th + P e P ∗2th
P ∗2th + P e ≤ Pr ≤ P r Pr − P e
UC3.14 :
Dans ce cas, Pminlim ≤ P ∗1th ≤ Pmaxlim et P ∗2th > Pmaxlim . Les pentes a1 − λa+ et a1 − λa− sont
négatives et les pentes a2 − λa+ et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P ∗1th + P e Pr − P e
P ∗1th + P e ≤ Pr ≤ P ∗1th P ∗1th
P ∗1th ≤ Pr ≤ Pmaxlim Pr
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC4.1 :
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+, a1 − λa− et a2 − λa+ sont
négatives et la pente a2 − λa− est positive.
217
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ P th Pr
P th ≤ Pr ≤ P r P th
UC4.2 :
Dans ce cas, Pminlim ≤ P ∗1th ≤ Pmaxlim et P ∗2th > Pmaxlim . Les pentes a1−λa+, a1−λa− et a2−λa+
sont négatives et la pente a2 − λa− est positive.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P ∗1th + P e Pr − P e
P ∗1th + P e ≤ Pr ≤ P ∗1th P ∗1th
P ∗1th ≤ Pr ≤ P th Pr
P th ≤ Pr ≤ P r P th
UC4.3 :
Dans ce cas, P ∗1th > P
max
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+, a1 − λa− et a2 − λa+ sont
négatives et la pente a2 − λa− est positive.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pmaxlim + P e Pr − P e
Pmaxlim + P e ≤ Pr ≤ Pmaxlim Pmaxlim
Pmaxlim ≤ Pr ≤ P th Pr
P th ≤ Pr ≤ P r P th
UC4.4 :
Dans ce cas, Pminlim ≤ P ∗1th ≤ Pmaxlim et P ∗2th > Pmaxlim . Les pentes a1−λa+, a1−λa− et a2−λa+
sont négatives et la pente a2 − λa− est positive.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P ∗1th + P e Pr − P e
P ∗1th + P e ≤ Pr ≤ P ∗1th P ∗1th
P ∗1th ≤ Pr ≤ P th Pr
P th ≤ Pr ≤ P r P th
Cas B :
UC2
′
.3 :
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th ≥ Pmaxlim . La pente a1 − λa+ est négative et les toutes les
autres pentes des parties affines de H sont positives.
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P optth est donnée par :
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P th P th
P th ≤ Pr ≤ Pmaxlim Pr
Pmaxlim ≤ Pr ≤ Pmaxlim + P e Pmaxlim
Pmaxlim + P e ≤ Pr ≤ P r Pr − P e
UC3
′
:
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+ et a2 − λa+ sont négatives et
les pentes a1 − λa− et a2 − λa− sont positives.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ P th P th
P th ≤ Pr ≤ P th Pr
P th ≤ Pr ≤ P r P th
UC4
′
.1 :
Dans ce cas, P ∗1th < P
min
lim et P
∗2
th > P
max
lim . Les pentes a1 − λa+, a1 − λa− et a2 − λa+ sont
négatives et la pente a2 − λa− est positive.
Cas sur Pr P
opt
th
P r ≤ Pr ≤ Pminlim + P e Pr − P e
Pminlim + P e ≤ Pr ≤ Pminlim Pminlim
Pminlim ≤ Pr ≤ P th Pr
P th ≤ Pr ≤ P r P th
6.3 Optimisation de la répartition de puissance pour l’architec-
ture bi-parallèle
Dans cette section, les cas de détermination de P optm non traités dans la section 3.1 sont
présentés.
b
+
1 − b+2 ≥ 0
Cas 1.1 :
Pm −∞ P pm3 P pm4 P pm1 P pm2
a2(Pr − Pm) a1(Pr − Pm) λP−e1(P e1) λP−e1(P ∗−m1 )
H(Pm) +Qlim − a2Plim +Q0 +λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 )
+λP−e1(P e1) +λP
−
e1(P e1)
+λP−e2(Pm − P e1) +λP−e2(Pm − P e1)
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Pm P
p
m2 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e2(Pm) λP
+
e2(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(P e1)
+λc1 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b−2 +2a
−
2 (P e(Pr)−P e1 )
P e(Pr)
a1
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ a1
2a−2 P
p
m3+b
−
2 −2a
−
2 P e1
a1−λb−2 +2λa
−
2 P e1
2λa−2
a1
2a−2 P
p
m3+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
2a−2 P
p
m3+b
−
2 −2a
−
2 P e1
Pr − Plim
a2
2a−2 P
p
m3+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 1.2 :
Pm −∞ P pm3 P pm1 P pm4 P pm2
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP−e1(P ∗−m1 )
H(Pm) +Qlim − a2Plim +Q0 +Q0 +λP−e2(Pm − P ∗−m1 )
+λP−e1(P e1) +λP
−
e1(P e1) +λP
−
e1(P
∗−
m1 )
+λP−e2(Pm − P e1) +λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 )
Pm P
p
m2 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e2(Pm) λP
+
e2(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(P e1)
+λc1 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗
−
P e(Pr)+b∗−
P e(Pr)
a1
2a∗
−
P e(Pr)+b∗−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m1−P e1 )
P−m
a1
b−2 +2a
−
2 (P
p
m1−P e1 )
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m3−P e1 )
a1−λb−2 +2λa
−
2 P e1
2λa−2
a1
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P
p
m3−P e1 )
Pr − Plim
a2
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
220
Cas 1.3 :
Pm −∞ P pm3 P pm1 P pm2 P pm4
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +Q0
+λP−e1(P e1) +λP
−
e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1
Pm P
p
m4 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e2(Pm) λP
+
e2(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(P e1)
+λc1 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a−2 P e(Pr)+b
−
2
P e(Pr)
a1
2a−2 P e(Pr)+b
−
2
≤ λ ≤ a1
2a−2 P
p
m2+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m2+b
−
2
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m1−P e1 )
P−m
a1
b−2 +2a
−
2 (P
p
m1−P e1 )
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m3−P e1 )
a1−λb−2 +2λa
−
2 P e1
2λa−2
a1
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P
p
m3−P e1 )
Pr − Plim
a2
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 1.4 :
Pm −∞ P pm1 P pm3 P pm4 P pm2
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) λP−e1(P ∗−m1 )
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +λP−e2(Pm − P ∗−m1 )
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e1(P
∗−
m1 )
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 )
Pm P
p
m2 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e2(Pm) λP
+
e2(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(P e1)
+λc1 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗
−
P e(Pr)+b∗−
P e(Pr)
a1
2a∗
−
P e(Pr)+b∗−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
b−2 +2a
−
2 (P
p
m1−P e1 )
P−m
a2
b−2 +2a
−
2 (P
p
m1−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 1.5 :
Pm −∞ P pm1 P pm3 P pm2 P pm4
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +Q0
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 ) +λc1
Pm P
p
m4 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e2(Pm) λP
+
e2(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(P e1)
+λc1 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a−2 P e(Pr)+b
−
2
P e(Pr)
a1
2a−2 P e(Pr)+b
−
2
≤ λ ≤ a1
2a−2 P
p
m2+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m2+b
−
2
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
b−2 +2a
−
2 (P
p
m1−P e1 )
P−m
a2
b−2 +2a
−
2 (P
p
m1−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
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Cas 1.6 :
Pm −∞ P pm1 P pm2 P pm3 P pm4
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Q0
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm P
p
m4 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e2(Pm) λP
+
e2(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(P e1)
+λc1 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a−2 P e(Pr)+b
−
2
P e(Pr)
a1
2a−2 P e(Pr)+b
−
2
≤ λ ≤ a1
2a−2 P
p
m3+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m3+b
−
2
≤ λ ≤ a2
2a−2 P
p
m3+b
−
2
Pr − Plim
a2
2a−2 P
p
m3+b
−
2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
b−2 +2a
−
2 (P
p
m1−P e1 )
P−m
a2
b−2 +2a
−
2 (P
p
m1−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.1 :
Pm −∞ P pm3 P pm1 P pm2 0
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +Q0
+λP−e1(P e1) +λP
−
e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1
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Pm 0 P
p
m4 P
p
m5 P
p
m6 +∞
a1(Pr − Pm) λP+e2(Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Q0 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e2(Pm)
+λc1
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a+2 P e(Pr)+b
+
2
P e(Pr)
a1
2a+2 P e(Pr)+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m2+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m2+b
−
2
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m1−P e1 )
P−m
a1
b−2 +2a
−
2 (P
p
m1−P e1 )
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m3−P e1 )
a1−λb−2 +2λa
−
2 P e1
2λa−2
a1
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P
p
m3−P e1 )
Pr − Plim
a2
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.2 :
Pm −∞ P pm3 P pm1 P pm2 0
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +Q0
+λP−e1(P e1) +λP
−
e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1
Pm 0 P
p
m5 P
p
m4 P
p
m6 +∞
a1(Pr − Pm) a1(Pr − Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Q0 +Q0 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e2(Pm) +λP
+
e1(P
∗+
m1 )
+λc1 +λP
+
e2(Pm − P ∗+m1 )
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗+P
p
m4+b
∗
+
P e(Pr)
a1
2a∗+P
p
m4+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m2+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m2+b
−
2
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m1−P e1 )
P−m
a1
b−2 +2a
−
2 (P
p
m1−P e1 )
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m3−P e1 )
a1−λb−2 +2λa
−
2 P e1
2λa−2
a1
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P
p
m3−P e1 )
Pr − Plim
a2
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.3 :
Pm −∞ P pm3 P pm1 P pm2 0
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +Q0
+λP−e1(P e1) +λP
−
e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1
Pm 0 P
p
m5 P
p
m6 P
p
m4 +∞
a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP+e1(P e1)
H(Pm) +Q0 +Q0 +Q0 +λP
+
e2(Pm − P e1)
+λP+e2(Pm) +λP
+
e1(P
∗+
m1 ) +P
+
e1(P e1)
+λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m6−P e1 )
a1−λb+2 +2λa
+
2 P e1
2λa+2
a1
b+2 +2a
+
2 (P
p
m6−P e1 )
≤ λ ≤ a1
2a∗+P
p
m6+b
∗
+
P
+
m
a1
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m2+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m2+b
−
2
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m1−P e1 )
P−m
a1
b−2 +2a
−
2 (P
p
m1−P e1 )
≤ λ ≤ a1
b−2 +2a
−
2 (P
p
m3−P e1 )
a1−λb−2 +2λa
−
2 P e1
2λa−2
a1
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P
p
m3−P e1 )
Pr − Plim
a2
b−2 +2a
−
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.4 :
Pm −∞ P pm1 P pm3 P pm2 0
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +Q0
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 ) +λc1
Pm 0 P
p
m4 P
p
m5 P
p
m6 +∞
a1(Pr − Pm) λP+e2(Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Q0 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e2(Pm)
+λc1
226
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a+2 P e(Pr)+b
+
2
P e(Pr)
a1
2a+2 P e(Pr)+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m2+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m2+b
−
2
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.6 :
Pm −∞ P pm1 P pm3 P pm2 0
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +Q0
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 ) +λc1
Pm 0 P
p
m5 P
p
m6 P
p
m4 +∞
a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP+e1(P e1)
H(Pm) +Q0 +Q0 +Q0 +λP
+
e2(Pm − P e1)
+λP+e2(Pm) +λP
+
e1(P
∗+
m1 ) +P
+
e1(P e1)
+λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m6−P e1 )
a1−λb+2 +2λa
+
2 P e1
2λa+2
a1
b+2 +2a
+
2 (P
p
m6−P e1 )
≤ λ ≤ a1
2a∗+P
p
m6+b
∗
+
P
+
m
a1
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m2+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m2+b
−
2
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.7 :
Pm −∞ P pm1 P pm2 P pm3 0
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Q0
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm 0 P
p
m4 P
p
m5 P
p
m6 +∞
a1(Pr − Pm) λP+e2(Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Q0 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e2(Pm)
+λc1
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a+2 P e(Pr)+b
+
2
P e(Pr)
a1
2a+2 P e(Pr)+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m3+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m3+b
−
2
≤ λ ≤ a2
2a−2 P
p
m3+b
−
2
Pr − Plim
a2
2a−2 P
p
m3+b
−
2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.8 :
Pm −∞ P pm1 P pm2 P pm3 0
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Q0
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm 0 P
p
m5 P
p
m4 P
p
m6 +∞
a1(Pr − Pm) a1(Pr − Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Q0 +Q0 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e2(Pm) +λP
+
e1(P
∗+
m1 )
+λc1 +λP
+
e2(Pm − P ∗+m1 )
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗+P
p
m4+b
∗
+
P e(Pr)
a1
2a∗+P
p
m4+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m3+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m3+b
−
2
≤ λ ≤ a2
2a−2 P
p
m3+b
−
2
Pr − Plim
a2
2a−2 P
p
m3+b
−
2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.9 :
Pm −∞ P pm1 P pm2 P pm3 0
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Q0
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
−
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm 0 P
p
m5 P
p
m6 P
p
m4 +∞
a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP+e1(P e1)
H(Pm) +Q0 +Q0 +Q0 +λP
+
e2(Pm − P e1)
+λP+e2(Pm) +λP
+
e1(P
∗+
m1 ) +P
+
e1(P e1)
+λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m6−P e1 )
a1−λb+2 +2λa
+
2 P e1
2λa+2
a1
b+2 +2a
+
2 (P
p
m6−P e1 )
≤ λ ≤ a1
2a∗+P
p
m6+b
∗
+
P
+
m
a1
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−2
0
a1
b−2
≤ λ ≤ a1
2a−2 P
p
m3+b
−
2
a1−λb−2
2λa−2
a1
2a−2 P
p
m3+b
−
2
≤ λ ≤ a2
2a−2 P
p
m3+b
−
2
Pr − Plim
a2
2a−2 P
p
m3+b
−
2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 3.1 :
Pm −∞ P pm1 P pm2 0 P pm3
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
+
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm P
p
m3 P
p
m4 P
p
m5 P
p
m6 +∞
a1(Pr − Pm) λP+e2(Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Q0 +λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e2(Pm)
+λc1
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a+2 P e(Pr)+b
+
2
P e(Pr)
a1
2a+2 P e(Pr)+b
+
2
≤ λ ≤ a1
2a+2 P
p
m3+b
+
2
a1−λb+2
2λa+2
a1
2a+2 P
p
m3+b
+
2
≤ λ ≤ a2
2a+2 P
p
m3+b
+
2
Pr − Plim
a2
2a+2 P
p
m3+b
+
2
≤ λ ≤ a2
b+2
a2−λb+2
2λa+2
a2
b+2
≤ λ ≤ a2
b−2
0
a2
b−2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 3.2 :
Pm −∞ P pm1 P pm2 0 P pm3
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
+
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm P
p
m3 P
p
m5 P
p
m4 P
p
m6 +∞
a1(Pr − Pm) a1(Pr − Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Q0 +Q0 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e2(Pm) +λP
+
e1(P
∗+
m1 )
+λc1 +λP
+
e2(Pm − P ∗+m1 )
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗+P
p
m4+b
∗
+
P e(Pr)
a1
2a∗+P
p
m4+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
2a+2 P
p
m3+b
+
2
a1−λb+2
2λa+2
a1
2a+2 P
p
m3+b
+
2
≤ λ ≤ a2
2a+2 P
p
m3+b
+
2
Pr − Plim
a2
2a+2 P
p
m3+b
+
2
≤ λ ≤ a2
b+2
a2−λb+2
2λa+2
a2
b+2
≤ λ ≤ a2
b−2
0
a2
b−2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 3.3 :
Pm −∞ P pm1 P pm2 0 P pm3
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
+
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm P
p
m3 P
p
m5 P
p
m6 P
p
m4 +∞
a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP+e1(P e1)
H(Pm) +Q0 +Q0 +Q0 +λP
+
e2(Pm − P e1)
+λP+e2(Pm) +λP
+
e1(P
∗+
m1 ) +P
+
e1(P e1)
+λc1 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m6−P e1 )
a1−λb+2 +2λa
+
2 P e1
2λa+2
a1
b+2 +2a
+
2 (P
p
m6−P e1 )
≤ λ ≤ a1
2a∗+P
p
m6+b
∗
+
P
+
m
a1
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
2a+2 P
p
m3+b
+
2
a1−λb+2
2λa+2
a1
2a+2 P
p
m3+b
+
2
≤ λ ≤ a2
2a+2 P
p
m3+b
+
2
Pr − Plim
a2
2a+2 P
p
m3+b
+
2
≤ λ ≤ a2
b+2
a2−λb+2
2λa+2
a2
b+2
≤ λ ≤ a2
b−2
0
a2
b−2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 3.4 :
Pm −∞ P pm1 P pm2 0 P pm5
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
+
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm P
p
m5 P
p
m3 P
p
m4 P
p
m6 +∞
a2(Pr − Pm) a1(Pr − Pm) λP+e1(P ∗+m1 ) λP+e1(P e1)
H(Pm) +Qlim − a2Plim +Q0 +λP+e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
+λP+e1(P
∗+
m1 ) +λP
+
e1(P
∗+
m1 )
+λP+e2(Pm − P ∗+m1 ) +λP+e2(Pm − P ∗+m1 )
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗+P
p
m4+b
∗
+
P e(Pr)
a1
2a∗+P e(Pr)+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m3+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m3+b
∗
+
≤ λ ≤ a2
2a∗+P
p
m3+b
∗
+
Pr − Plim
a2
2a∗+P
p
m3+b
∗
+
≤ λ ≤ a2
2a∗+P
p
m5+b
∗
+
a2−λb∗+
2λa∗+
a2
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a2
2a+2 P
p
m5+b
+
2
P+m
a2
2a+2 P
p
m5+b
+
2
≤ λ ≤ a2
b+2
a2−λb+2
2λa+2
a2
b+2
≤ λ ≤ a2
b−2
0
a2
b−2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 3.5 :
Pm −∞ P pm1 P pm2 0 P pm5
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
+
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm P
p
m5 P
p
m3 P
p
m6 P
p
m4 +∞
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP+e1(P e1)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +λP+e2(Pm − P e1)
+λP+e1(P
∗+
m1 ) +λP
+
e1(P
∗+
m1 ) +λP
+
e1(P e1)
+λP+e2(Pm − P ∗+m1 ) +λP+e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m6−P e1 )
a1−λb+2 +2λa
+
2 P e1
2λa+2
a1
b+2 +2a
+
2 (P
p
m6−P e1 )
≤ λ ≤ a1
2a∗+P
p
m6+b
∗
+
P
+
m
a1
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m3+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m3+b
∗
+
≤ λ ≤ a2
2a∗+P
p
m3+b
∗
+
Pr − Plim
a2
2a∗+P
p
m3+b
∗
+
≤ λ ≤ a2
2a∗+P
p
m5+b
∗
+
a2−λb∗+
2λa∗+
a2
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a2
2a+2 P
p
m5+b
+
2
P+m
a2
2a+2 P
p
m5+b
+
2
≤ λ ≤ a2
b+2
a2−λb+2
2λa+2
a2
b+2
≤ λ ≤ a2
b−2
0
a2
b−2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
Cas 3.6 :
Pm −∞ P pm1 P pm2 0 P pm5
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim
+λP−e1(P e1) +λP
−
e1(P
∗−
m1 ) +λP
−
e2(Pm) +λP
+
e2(Pm)
+λP−e2(Pm − P e1) +λP−e2(Pm − P ∗−m1 ) +λc1 +λc1
Pm P
p
m5 P
p
m6 P
p
m3 P
p
m4 +∞
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) λP+e1(P e1)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +λP+e2(Pm − P e1)
+λP+e1(P
∗+
m1 ) +λP
+
e1(P e1) +λP
+
e1(P e1)
+λP+e2(Pm − P ∗+m1 ) +λP+e2(Pm − P e1) +λP+e2(Pm − P e1)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e1 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m3−P e1 )
a1−λb+2 +2λa
+
2 P e1
2λa+2
a1
b+2 +2a
+
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b+2 +2a
+
2 (P
p
m3−P e1 )
Pr − Plim
a2
b+2 +2a
+
2 (P
p
m3−P e1 )
≤ λ ≤ a2
b+2 +2a
+
2 (P
p
m6−P e1 )
a2−λb+2 +2λa
+
2 P e1
2λa+2
a2
b+2 +2a
+
2 (P
p
m6−P e1 )
≤ λ ≤ a2
2a∗+P
p
m6+b
∗
+
P
+
m
a2
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a2
2a∗+P
p
m5+b
∗
+
a2−λb∗+
2λa∗+
a2
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a2
2a+2 P
p
m5+b
+
2
P+m
a2
2a+2 P
p
m5+b
+
2
≤ λ ≤ a2
b+2
a2−λb+2
2λa+2
a2
b+2
≤ λ ≤ a2
b−2
0
a2
b−2
≤ λ ≤ a2
2a−2 P
p
m2+b
−
2
a2−λb−2
2λa−2
a2
2a−2 P
p
m2+b
−
2
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
P−m
a2
2a−2 P
p
m1+b
−
2 −2a
−
2 P e1
≤ λ ≤ a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
a2−λb−2 +2λa
−
2 P e1
2λa−2
a2
b−2 +2a
−
2 (P e(Pr)−P e1 )
≤ λ ≤ +∞ P e(Pr)
b
+
1 − b+2 ≤ 0
Cas 1.1 :
Pm −∞ P pm3 P pm4 P pm1 P pm2
a2(Pr − Pm) a1(Pr − Pm) λP−e1(Pm − P e2) λP−e1(P ∗−m1 )
H(Pm) +Qlim − a2Plim +Q0 +λP−e2(P e2) +λP−e2(Pm − P ∗−m1 )
+λP−e1(Pm − P e2) +λP−e1(Pm − P e2)
+λP−e2(P e2) +λP
−
e2(P e2)
Pm P
p
m2 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e1(Pm) λP
+
e1(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(Pm − P e2)
+λc2 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b−1 +2a
−
1 (P e(Pr)−P e2 )
P e(Pr)
a1
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ a1
2a−1 P
p
m3+b
−
1 −2a
−
1 P e2
a1−λb−1 +2λa
−
1 P e2
2λa−1
a1
2a−1 P
p
m3+b
−
1 −2a
−
1
≤ λ ≤ a2
2a−1 P
p
m3+b
−
1 −2a
−
1 P e2
Pr − Plim
a2
2a−1 P
p
m3+b
−
1 −2a
−
1 P e2
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 1.2 :
Pm −∞ P pm3 P pm1 P pm4 P pm2
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP−e1(P ∗−m1 )
H(Pm) +Qlim − a2Plim +Q0 +Q0 +λP−e2(Pm − P ∗−m1 )
+λP−e1(Pm − P e2) +λP−e1(Pm − P e2) +λP−e1(P ∗−m1 )
+λP−e2(P e2) +λP
−
e2(P e2) +λP
−
e2(Pm − P ∗−m1 )
Pm P
p
m2 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e1(Pm) λP
+
e1(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(Pm − P e2)
+λc2 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗
−
P e(Pr)+b∗−
P e(Pr)
a1
2a∗
−
P e(Pr)+b∗−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m1−P e2 )
P−m
a1
b−1 +2a
−
1 (P
p
m1−P e2 )
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m3−P e2 )
a1−λb−1 +2λa
−
1 P e2
2λa−1
a1
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P
p
m3−P e2 )
Pr − Plim
a2
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
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Cas 1.3 :
Pm −∞ P pm3 P pm1 P pm2 P pm4
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +Q0
+λP−e1(Pm − P e2) +λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2
Pm P
p
m4 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e1(Pm) λP
+
e1(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(Pm − P e2)
+λc2 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a−1 P e(Pr)+b
−
1
P e(Pr)
a1
2a−1 P e(Pr)+b
−
1
≤ λ ≤ a1
2a−1 P
p
m2+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m2+b
−
1
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m1−P e2 )
P−m
a1
b−1 +2a
−
1 (P
p
m1−P e2 )
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m3−P e2 )
a1−λb−1 +2λa
−
1 P e2
2λa−1
a1
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P
p
m3−P e2 )
Pr − Plim
a2
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 1.4 :
Pm −∞ P pm1 P pm3 P pm4 P pm2
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) λP−e1(P ∗−m1 )
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +λP−e2(Pm − P ∗−m1 )
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(P ∗−m1 )
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 )
Pm P
p
m2 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e1(Pm) λP
+
e1(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(Pm − P e2)
+λc2 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
239
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗
−
P e(Pr)+b∗−
P e(Pr)
a1
2a∗
−
P e(Pr)+b∗−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
b−1 +2a
−
1 (P
p
m1−P e2 )
P−m
a2
b−1 +2a
−
1 (P
p
m1−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 1.5 :
Pm −∞ P pm1 P pm3 P pm2 P pm4
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +Q0
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(P ∗−m1 ) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 ) +λc2
Pm P
p
m4 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e1(Pm) λP
+
e1(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(Pm − P e2)
+λc2 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a−1 P e(Pr)+b
−
1
P e(Pr)
a1
2a−1 P e(Pr)+b
−
1
≤ λ ≤ a1
2a−1 P
p
m2+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m2+b
−
1
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
b−1 +2a
−
1 (P
p
m1−P e2 )
P−m
a2
b−1 +2a
−
1 (P
p
m1−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
240
Cas 1.6 :
Pm −∞ P pm1 P pm2 P pm3 P pm4
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Q0
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2 +λc2
Pm P
p
m4 0 P
p
m5 P
p
m6 +∞
H(Pm) λP
−
e1(Pm) λP
+
e1(Pm) λP
+
e1(P
∗+
m1 ) λP
+
e1(Pm − P e2)
+λc2 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a−1 P e(Pr)+b
−
1
P e(Pr)
a1
2a−1 P e(Pr)+b
−
1
≤ λ ≤ a1
2a−1 P
p
m3+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m3+b
−
1
≤ λ ≤ a2
2a−1 P
p
m3+b
−
1
Pr − Plim
a2
2a−1 P
p
m3+b
−
1
≤ λ ≤ a2
2a−1 P
p
m2+b
−
1
a2−λb−1
2λa−1
a2
2a−1 P
p
m2+b
−
1
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
b−1 +2a
−
1 (P
p
m1−P e2 )
P−m
a2
b−1 +2a
−
1 (P
p
m1−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−)
≤ λ ≤ +∞ P e(Pr)
Cas 2.1 :
Pm −∞ P pm3 P pm1 P pm2 0
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +Q0
+λP−e1(Pm − P e2) +λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2
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Pm 0 P
p
m4 P
p
m5 P
p
m6 +∞
a1(Pr − Pm) λP+e1(Pm) λP+e1(P ∗+m1 ) λP+e1(Pm − P e2)
H(Pm) +Q0 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
+λP+e1(Pm)
+λc2
La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a+2 P e(Pr)+b
+
2
P e(Pr)
a1
2a+2 P e(Pr)+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−1
0
a1
b−1
≤ λ ≤ a1
2a−1 P
p
m2+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m2+b
−
1
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m1−P e2 )
P−m
a1
b−1 +2a
−
1 (P
p
m1−P e2 )
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m3−P e2 )
a1−λb−1 +2λa
−
1 P e2
2λa−1
a1
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P
p
m3−P e2 )
Pr − Plim
a2
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.2 :
Pm −∞ P pm3 P pm1 P pm2 0
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +Q0
+λP−e1(Pm − P e2) +λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2
Pm 0 P
p
m5 P
p
m4 P
p
m6 +∞
a1(Pr − Pm) a1(Pr − Pm) λP+e1(P ∗+m1 ) λP+e1(Pm − P e2)
H(Pm) +Q0 +Q0 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
+λP+e1(Pm) +λP
+
e1(P
∗+
m1 )
+λc2 +λP
+
e2(Pm − P ∗+m1 )
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗+P
p
m4+b
∗
+
P e(Pr)
a1
2a∗+P
p
m4+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−1
0
a1
b−1
≤ λ ≤ a1
2a−1 P
p
m2+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m2+b
−
1
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m1−P e2 )
P−m
a1
b−1 +2a
−
1 (P
p
m1−P e2 )
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m3−P e2 )
a1−λb−1 +2λa
−
1 P e2
2λa−1
a1
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P
p
m3−P e2 )
Pr − Plim
a2
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.3 :
Pm −∞ P pm3 P pm1 P pm2 0
a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Q0 +Q0 +Q0
+λP−e1(Pm − P e2) +λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2
Pm 0 P
p
m5 P
p
m6 P
p
m4 +∞
a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP+e1(Pm − P e2)
H(Pm) +Q0 +Q0 +Q0 +λP
+
e2(P e2)
+λP+e1(Pm) +λP
+
e1(P
∗+
m1 ) +P
+
e1(Pm − P e2)
+λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e2 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e2 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m6−P e2 )
a1−λb+2 +2λa
+
2 P e2
2λa+2
a1
b+2 +2a
+
2 (P
p
m6−P e2 )
≤ λ ≤ a1
2a∗+P
p
m6+b
∗
+
P
+
m
a1
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−1
0
a1
b−1
≤ λ ≤ a1
2a−1 P
p
m2+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m2+b
−
1
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m1+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m1−P e2 )
P−m
a1
b−1 +2a
−
1 (P
p
m1−P e2 )
≤ λ ≤ a1
b−1 +2a
−
1 (P
p
m3−P e2 )
a1−λb−1 +2λa
−
1 P e2
2λa−1
a1
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P
p
m3−P e2 )
Pr − Plim
a2
b−1 +2a
−
1 (P
p
m3−P e2 )
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.4 :
Pm −∞ P pm1 P pm3 P pm2 0
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +Q0
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(P ∗−m1 ) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 ) +λc2
Pm 0 P
p
m4 P
p
m5 P
p
m6 +∞
a1(Pr − Pm) λP+e1(Pm) λP+e1(P ∗+m1 ) λP+e1(Pm − P e2)
H(Pm) +Q0 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
+λP+e1(Pm)
+λc2
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a+2 P e(Pr)+b
+
2
P e(Pr)
a1
2a+2 P e(Pr)+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−1
0
a1
b−1
≤ λ ≤ a1
2a−1 P
p
m2+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m2+b
−
1
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
P−m
a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.6 :
Pm −∞ P pm1 P pm3 P pm2 0
a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Q0 +Q0
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(P ∗−m1 ) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λP−e2(Pm − P ∗−m1 ) +λc2
Pm 0 P
p
m5 P
p
m6 P
p
m4 +∞
a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP+e1(Pm − P e2)
H(Pm) +Q0 +Q0 +Q0 +λP
+
e2(P e2)
+λP+e1(Pm) +λP
+
e1(P
∗+
m1 ) +P
+
e1(Pm − P e2)
+λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e2 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e2 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m6−P e2 )
a1−λb+2 +2λa
+
2 P e2
2λa+2
a1
b+2 +2a
+
2 (P
p
m6−P e2 )
≤ λ ≤ a1
2a∗+P
p
m6+b
∗
+
P
+
m
a1
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−1
0
a1
b−1
≤ λ ≤ a1
2a−1 P
p
m2+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m2+b
−
1
≤ λ ≤ a1
2a∗
−
P
p
m2+b
∗
−
P
−
m
a1
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a1
2a∗
−
P
p
m3+b
∗
−
a1−λb∗−
2λa∗
−
a1
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m3+b
∗
−
Pr − Plim
a2
2a∗
−
P
p
m3+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
P−m
a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.7 :
Pm −∞ P pm1 P pm2 P pm3 0
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Q0
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2 +λc2
Pm 0 P
p
m4 P
p
m5 P
p
m6 +∞
a1(Pr − Pm) λP+e1(Pm) λP+e1(P ∗+m1 ) λP+e1(Pm − P e2)
H(Pm) +Q0 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
+λP+e1(Pm)
+λc2
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a+2 P e(Pr)+b
+
2
P e(Pr)
a1
2a+2 P e(Pr)+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−1
0
a1
b−1
≤ λ ≤ a1
2a−1 P
p
m3+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m3+b
−
1
≤ λ ≤ a2
2a−1 P
p
m3+b
−
1
Pr − Plim
a2
2a−1 P
p
m3+b
−
1
≤ λ ≤ a2
2a−1 P
p
m2+b
−
1
a2−λb−1
2λa−1
a2
2a−1 P
p
m2+b
−
1
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
P−m
a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.8 :
Pm −∞ P pm1 P pm2 P pm3 0
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Q0
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2 +λc2
Pm 0 P
p
m5 P
p
m4 P
p
m6 +∞
a1(Pr − Pm) a1(Pr − Pm) λP+e1(P ∗+m1 ) λP+e1(Pm − P e2)
H(Pm) +Q0 +Q0 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
+λP+e1(Pm) +λP
+
e1(P
∗+
m1 )
+λc2 +λP
+
e2(Pm − P ∗+m1 )
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a∗+P
p
m4+b
∗
+
P e(Pr)
a1
2a∗+P
p
m4+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−1
0
a1
b−1
≤ λ ≤ a1
2a−1 P
p
m3+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m3+b
−
1
≤ λ ≤ a2
2a−1 P
p
m3+b
−
1
Pr − Plim
a2
2a−1 P
p
m3+b
−
1
≤ λ ≤ a2
2a−1 P
p
m2+b
−
1
a2−λb−1
2λa−1
a2
2a−1 P
p
m2+b
−
1
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
P−m
a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 2.9 :
Pm −∞ P pm1 P pm2 P pm3 0
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a1(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Q0
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm) +λP−e1(Pm)
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2 +λc2
Pm 0 P
p
m5 P
p
m6 P
p
m4 +∞
a1(Pr − Pm) a1(Pr − Pm) a1(Pr − Pm) λP+e1(Pm − P e2)
H(Pm) +Q0 +Q0 +Q0 +λP
+
e2(P e2)
+λP+e1(Pm) +λP
+
e1(P
∗+
m1 ) +P
+
e1(Pm − P e2)
+λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
b+2 +2a
+
2 (P e(Pr)−P e2 )
P e(Pr)
a1
b+2 +2a
+
2 (P e(Pr)−P e2 )
≤ λ ≤ a1
b+2 +2a
+
2 (P
p
m6−P e2 )
a1−λb+2 +2λa
+
2 P e2
2λa+2
a1
b+2 +2a
+
2 (P
p
m6−P e2 )
≤ λ ≤ a1
2a∗+P
p
m6+b
∗
+
P
+
m
a1
2a∗+P
p
m6+b
∗
+
≤ λ ≤ a1
2a∗+P
p
m5+b
∗
+
a1−λb∗+
2λa∗+
a1
2a∗+P
p
m5+b
∗
+
≤ λ ≤ a1
2a+2 P
p
m5+b
+
2
P+m
a1
2a+2 P
p
m5+b
+
2
≤ λ ≤ a1
b+2
a1−λb+2
2λa+2
a1
b+2
≤ λ ≤ a1
b−1
0
a1
b−1
≤ λ ≤ a1
2a−1 P
p
m3+b
−
1
a1−λb−1
2λa−1
a1
2a−1 P
p
m3+b
−
1
≤ λ ≤ a2
2a−1 P
p
m3+b
−
1
Pr − Plim
a2
2a−1 P
p
m3+b
−
1
≤ λ ≤ a2
2a−1 P
p
m2+b
−
1
a2−λb−1
2λa−1
a2
2a−1 P
p
m2+b
−
1
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
P−m
a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 3.1 :
Pm −∞ P pm1 P pm2 0 P pm3
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm) +λP+e1(Pm)
+λP−e2(P e2) +λP
−
e2(Pm − P ∗−m1 ) +λc2 +λc2
Pm P
p
m3 P
p
m4 P
p
m5 P
p
m6 +∞
a1(Pr − Pm) λP+e1(Pm) λP+e1(P ∗+m1 ) λP+e1(Pm − P e2)
H(Pm) +Q0 +λc2 +λP
+
e2(Pm − P ∗+m1 ) +λP+e2(P e2)
+λP+e1(Pm)
+λc2
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
0 ≤ λ ≤ a1
2a+2 P e(Pr)+b
+
2
P e(Pr)
a1
2a+2 P e(Pr)+b
+
2
≤ λ ≤ a1
2a+2 P
p
m3+b
+
2
a1−λb+2
2λa+2
a1
2a+2 P
p
m3+b
+
2
≤ λ ≤ a2
2a+2 P
p
m3+b
+
2
Pr − Plim
a2
2a+2 P
p
m3+b
+
2
≤ λ ≤ a2
b+2
a2−λb+2
2λa+2
a2
b+2
≤ λ ≤ a2
b−1
0
a2
b−1
≤ λ ≤ a2
2a−1 P
p
m2+b
−
1
a2−λb−1
2λa−1
a2
2a−1 P
p
m2+b
−
1
≤ λ ≤ a2
2a∗
−
P
p
m2+b
∗
−
P
−
m
a2
2a∗
−
P
p
m2+b
∗
−
≤ λ ≤ a2
2a∗
−
P
p
m1+b
∗
−
a2−λb∗−
2λa∗
−
a2
2a∗
−
P
p
m1+b
∗
−
≤ λ ≤ a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
P−m
a2
2a−1 P
p
m1+b
−
1 −2a
−
1 P e2
≤ λ ≤ a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
a2−λb−1 +2λa
−
1 P e2
2λa−1
a2
b−1 +2a
−
1 (P e(Pr)−P e2 )
≤ λ ≤ +∞ P e(Pr)
Cas 3.2 :
Pm −∞ P pm1 P pm2 0 P pm3
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
H(Pm) +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim +Qlim − a2Plim
+λP−e1(Pm − P e2) +λP−e1(P ∗−m1 ) +λP−e1(Pm) +λP+e1(Pm)
+λP−e2(P e2) +λP
−
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
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Cas 3.4 :
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a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
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Cas 3.5 :
Pm −∞ P pm1 P pm2 0 P pm5
a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm) a2(Pr − Pm)
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
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La commande optimale P optm en fonction de Pr et λ est donnée par :
Cas sur λ P optm
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Optimisation Énergétique Convexe pour véhicule Hybride 
Électrique: vers une Solution Analytique 
Résumé :  
Cette thèse s'inscrit dans le cadre de la gestion d'énergie d'un Véhicule Hybride Électrique. Pour ce type de 
véhicule, l'optimisation énergétique est un enjeu majeur. Cela consiste à calculer les commandes optimales 
minimisant la consommation énergétique du véhicule sous un nombre fini de contraintes. Deux types de 
méthodes peuvent être utilisées pour résoudre ce problème d'optimisation. La première méthode et la plus 
utilisée, la méthode numérique, utilisant des modèles cartographiques basés sur des données. Elle présente 
deux inconvénients majeurs: temps de calcul et mémoire importants. La deuxième méthode, appelée 
analytique, qui permet de remédier à ces deux problèmes, a été utilisée dans cette thèse. Plus l'architecture 
du véhicule devient complexe (plusieurs machines électriques, moteur thermique, élévateur de tension), plus 
l'intérêt de cette approche sera important. La méthodologie analytique, proposée dans cette thèse, est 
composée principalement de trois étapes : la modélisation convexe, le calcul analytique des commandes et 
la validation des commandes analytiques sur un simulateur de véhicule. Cette méthodologie a été appliquée 
sur les trois configurations possibles du véhicule étudié : parallèle, bi-parallèle et série. Finalement, l'ajout de 
l'élévateur de tension dans la gestion d'énergie ainsi que l'étude de son impact sur la consommation 
énergétique du véhicule sont présentés dans le dernier chapitre. Les résultats obtenus en simulation 
montrent que la méthode analytique a permis de réduire considérablement le temps de calcul tout en ayant 
une sous-optimalité très faible.   
Mots clés : Véhicule Hybride Électrique, Gestion d'Énergie, Optimisation convexe, Résolution Analytique. 
 Convex Energy Management for Hybrid Electric vehicle: towards 
an Analytical Solution 
 
Abstract :  
This thesis focuses on the energy management of Hybrid Electric Vehicle. In this type of vehicle, energy 
optimization is a major challenge. It consists of calculating optimal commands that minimize the vehicle’s 
energy consumption under a finite number of constraints. The optimization issue could be solved using a 
digital method or an analytical method. This choice depends on the nature of energy models that monitor the 
optimization criteria: analytical or maps of experimental measurements. However, this method presents 
numerous disadvantages. Its calculation is extremely time-consuming for instance. Therefore, the works 
presented in this thesis were directed in order to develop an analytical solution where the calculation is less 
time consuming. The architecture of the vehicle is complex. In fact, the vehicle contains two electrical 
machines, a thermal engine and a step-up. These components have all a straight impact on the vehicle’s 
energy consumption so several optimization variables were defining. Consequently, working on an analytical 
solution was a natural choice. The proposed analytical methodology consists of three steps: convex 
modeling, the command analytical calculation as well as the analytical command validation on a vehicle 
simulator. This methodology was applied to three possible configurations of the studied vehicle: parallel, bi-
parallel and in serial. Finally, the step-up addition to the energy management as well as the study of its 
impact on the vehicle’s energy consumption are presented in the last chapter. The simulation results show 
that the analytical method reduces considerably the computing time and has an extremely low sub-
optimality.  
Keywords : Hybrid Electric Vehicle, Energy Management, Convex Optimization, Analytical Resolution. 
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