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Re´sume´ – L’algorithme du Gradient Conjugue´ (GC) a montre´ une efficacite´ e´quivalente a` celle du filtrage de Wiener multi-
e´tages (MSWF) [1, 2] pour compenser les interfe´rences dans les syste`mes de te´le´communications. Dans cet article, nous proposons
l’application du GC au proble`me du traitement spatio-temporel adaptatif en radar ae´roporte´. On pre´sente aussi une version
modifie´e de l’algorithme du GC pour le filtrage du fouillis radar a` faible support de donne´es en utilisant le lissage forward/backward
(f/b) pour l’estimation de la matrice de covariance. La version ainsi modifie´e permet a` la fois la compression en rang et la
compression en support de donne´es.
Abstract – The Conjugate Gradient (CG) algorithm has been shown to be as efficient as the Multistage Wiener Filter
(MSWF) [1, 2] to compensate interferences in telecommunication systems. In this paper, we propose the application of the CG to
interference suppression in Space-Time Adaptive Processing (STAP) radar. We also present a modified version of the algorithm
for low sample support by using the forward/backward (f/b) averaging in the estimation of the covariance matrix. The new
algorithm then allows both rank and sample support compression.
1 Introduction
La de´tection de cibles mobiles est l’un des objectifs es-
sentiels de la te´le´de´tection notamment pour les applica-
tions radar. Les retours de la cible sont souvent me´lange´s
avec de forts retours de fouillis de sol. Les performances en
de´tection de cibles des radars MTI classiques se trouvent
alors fortement de´grade´es par l’e´talement Doppler des re-
tours de fouillis, induits par le mouvement de la plate-
forme radar. Les cibles e´voluant a` faible vitesse peuvent,
par conse´quent, rester inde´tectables [3]. Le traitement adap-
tatif spatio-temporel (STAP) qui est une technique conc¸ue
pour re´soudre ces proble`mes inhe´rents aux techniques con-
ventionnelles a re´cemment attire´ l’attention de nombreux
chercheurs dans la communaute´ radar. A la diffe´rence d’un
formateur de voies classique (beamformer), le traitement
STAP inclut une dimension temporelle et constitue un
algorithme de filtrage bidimensionnel en angle et en Dop-
pler.
Conside´rons un re´seau spatio-temporel avec N capteurs
uniforme´ment espace´s etM e´le´ments de retard pour chaque
capteur. Le vecteur de ponde´ration optimal wopt de di-
mension NM qui maximise le rapport signal a` interfe´rence
(SINR) a` la sortie du re´seau est donne´ par [4] wopt =
κR−1i s, ou` κ est une constante, Ri est la matrice de cova-
riance des interfe´rences (foullis, brouilleurs et bruit ther-
mique) de dimension NM × NM et s est le vecteur di-
rectionnel de la cible. Comme la matrice Ri est inconnue
dans la pratique, Reed et al. [4] ont propose´ la me´thode
dite Sample Matrix Inversion (SMI) base´e sur l’estime´e de
la matrice de covariance des interfe´rences Rˆi. En ge´ne´ral,
les algorithmes sont choisis selon deux crite`res : (i) conver-
gence ; (ii) couˆt de calcul. La me´thode SMI pre´sente une
faible vitesse de convergence (2NM e´chantillons pour un
SINR de 3dB au dessous de l’optimal) [4] et un couˆt de cal-
cul e´leve´ O((NM)3). Pour acce´le´rer la convergence, les au-
teurs dans [5, 6] ont propose´ des me´thodes de sous-espaces
base´es sur la de´composition en valeurs propres (DVP) de
Ri. L’e´tude asymptotique de ces me´thodes montre qu’on
peut atteindre les meˆmes performances que la me´thode
SMI avec seulement 2r e´chantillons ou` r et le rang de
la matrice Rˆi, au lieu de 2NM avec un couˆt de calcul
O((NM)3). Dans [7], Goldstein et al. ont propose´ le fil-
trage de Wiener Multi-e´tages (MSWF). MSWF pre´sente
une compression du rang conside´rable compare´ aux me´thodes
base´es sur la DVP pour une vitesse de convergence com-
parable [8]. Re´cemment, l’e´quivalence entre le MSWF et
le Gradient Conjugue´ a e´te´ e´tablie [1] en se basant sur
les sous-espaces de Krylov [9]. Dans cet article, nous pro-
posons d’appliquer l’algorithme du gradient conjugue´ au
traitement adaptatif spatio-temporel pour les radars ae´ro-
porte´s. Nous introduisons, en plus, une version modifie´e
du GC en utilisant le lissage forward/backward (f/b) [10]
pour acce´le´rer la convergence de l’algorithme. Le mode`le
des signaux est donne´ dans la section 2. Dans la section
3, on pre´sente le principe du MSWF ainsi que quelques
exemples de simulations. La section 4 introduit l’algo-
rithme GC et la version modifie´e. Enfin les performances
de cette version sont teste´es dans la section 5, et la section
6 re´sume les principaux re´sultats.
2 Mode´le des signaux
Le retour radar spatio-temporel x, a` une distance donne´e
est constitue´ de l’e´cho de la cible ainsi que d’interfe´rences
(fouillis, brouilleurs et bruit thermique) [3]
x = αtvt + n (1)
ou`
– x = [x1, ..., xMN ]T est le vecteur des sorties du re´seau
spatio-temporel
– αt et vt ≡ v($t, νt) sont le facteur d’atte´nuation et
le vecteur directionnel de la cible respectivement, as-
socie´s aux parame`tres spatial $t et Doppler νt
v($t, νt) = b($t)⊗ a(νt) (2)
ou`
– a(νt) = [1 ej2piνt · · · ej2pi(M−1)νt ]T est le vecteur
directionnel temporel νk = ftfr , ft est la fre´quence
Doppler de la cible et fr est la fre´quence de trans-
mission du radar.
– b($t) = [1 ej2pi$t · · · ej2pi(N−1)$t ]T est le vec-
teur directionnel spatial ($t = dλsin(θt), d est la
distance de se´paration entre les e´le´ments de l’an-
tenne, λ est la longueur d’onde et θt est l’azimuth
de la cible).
– n = [n1, ..., nMN ]T
Le vecteur des interfe´rences n est compose´ du fouillis nc
du bruit thermique nb suppose´ blanc et de brouilleurs nj .
n = nc + nb + nj (3)
En supposant que ces composantes sont non corre´le´es,
on a
Ri = E{nnH} = Rc + σ2INM +
Nj∑
i=1
Rj(i) (4)
ou` Nj est le nombre de brouilleurs et Rj(i) est la matrice
de covariance du i-e`me brouilleur, Rc la matrice de cova-
riance du fouillis, σ2 est la variance du bruit et INM la
matrice identite´ de dimension NM ×NM .
3 Filtre a` Multi-e´tages de Wiener
La matrice de covariance Ri est ge´ne´ralement de rang
faible (voir figure 1(a)). Les algorithmes de sous-espaces
exploitent cette proprie´te´ pour supprimer les interfe´rences.
L’ide´e de base est de de´composer l’espace total des obser-
vations en deux sous-espaces : le sous-espace interfe´rence
qui correspond aux vecteurs propres dominants et le sous-
espace comple´mentaire appele´ sous-espace bruit. Dans des
environnements radar re´els, la dimension du sous-espace
interfe´rence est affecte´e par plusieurs parame`tres. Les fi-
gures 1(a) et 1(b) montrent, respectivement, l’effet de la
pre´sence de brouilleurs et le mouvement interne du fouillis
radar (internal clutter motion ou ICM) sur la dimension
du sous-espace interfe´rence. Il est connu [5] que la sous-
estimation du rang introduit des grandes pertes en SINR
rendant inefficace les algorithmes base´s sur la DVP. Pour
pallier a` ce proble`me, Goldstein et al. [11] ont propose´
l’algorithme de Wiener a` multi-e´tages (MSWF). Cet al-
gorithme est base´ sur la structure classique du filtre de
Wiener.
La figure 2 illustre une structure standard du MSWF a`
3 e´tages. En ge´ne´ral, le MSWF revient a` transformer la
matrice de covariance Rx0 (ou` x0 est l’observation a` la
sortie de la matrice du blocage B0) a` rang complet en une
matrice a` rang re´duit Rd ou` d = LHx0 [12] (voir figure
3), la matrice re´sultante Rd est alors donne´e par
Rd = LRx0L
H (5)
ou` L est la matrice de transformation
LH =
[
h1 BH1 h2 B
H
1 B
H
2 h3 · · ·
∏r
i=1B
H
i hr
]
(6)
ou` les hi =
rxi−1di−1
‖rxi−1di−1‖ sont de´finis comme les inter-corre´-
lations normalise´es entre le signal de re´fe´rence di−1 et le
vecteur observe´ xi−1 de chaque e´tage avec le pre´ce´dent
et Bi= I− hihHi sont les matrices de blocage. Le rang du
filtre MSWF correspond au nombre d’e´tages retenus apre`s
une troncature a` un rang r qui peut eˆtre choisi de manie`re
adaptative [13].
Le vecteur de ponde´ration w pour un filtre a` rang r est
donne´ par [11]
w = s−BH0 Lwmswf (7)
wmswf = R−1d rdd0 (8)
ou` rdd0 = E[dd
H
0 ] avec d = [ d1 d2 · · · dr ]
4 Algorithme du Gradient Conjugue´
L’algorithme de gradient conjugue´ (GC) consiste a` ra-
mener la re´solution du syste`me line´aire de Wiener-Hopf a`
celui de la minimisation de la fonction de couˆt [9]
φ (wGC) = wHGCRx0wGC − 2< (rx0d0wGC) (9)
La table 1 re´sume une version ite´rative du gradient conjugue´
ou` les pi sont les vecteurs de recherche du GC qui sont
Rx0-conjugue´s
piRx0pj = 0 ∀i 6= j (10)
wi est le vecteur de ponde´ration a` l’ite´ration i. Le GC
conjugue´ est e´quivalent aussi a` appliquer une transforma-
tion de re´duction du rang TCG a` la matrice de covariance
Rx0 , cette transformation est de´crite par les vecteurs de
recherche du GC pi
TCG = [ p1,p2 . . . ,pD] (11)
Une proprie´te´ du MSWF identifie´e dans [1, 2] est que la
matrice de transformation donne´e par l’e´quation (6) et la
matrice TCG engendrent le meˆme sous espace de Krylov
KD(rx0d0 ,Rx0)1 entraˆınant l’e´quivalence des solutions du
MSWF et du GC.
L’avantage du GC par rapport au MSWF est qu’on peut
avoir le vecteur de ponde´ration a` chaque ite´ration (e´tage)
ce qui permet d’implanter un test d’arreˆt (version adapta-
tive). Pour acce´le´rer la convergence du GC en support de
donne´es nous proposons d’estimer la matrice de covariance
par un lissage (f/b) [10] comme re´sume´ dans la table 2 ou`
Rf (n) et Rb(n) sont les matrices de covariance forward et
backward a` l’ite´ration n. Les avantages de notre approche
sont que d’une part, on aura une compression du rang par
le GC et, d’autre part, une compression en support de
donne´es.
5 Simulations et Re´sultats
Comme mesure de performances, on prend la perte en
SINR (SINRLoss) [3] a` la sortie du re´seau
SINRLoss =
∣∣wHs∣∣
wHRiw
(12)
Les simulations ont e´te´ re´alise´es sur 100 re´alisations de
Monte Carlo, l’antenne est line´aire a` N=14 e´le´ments et
M=16 impulsions. Le fouillis radar est suppose´ gaussien
1KD(rx0d0 ,Rx0 ) ≡ span{rx0d0 ,Rx0rx0d0 , . . . ,RD−1x0 rx0d0}
w0(n) = 0, p1(n) = g0(n) = rx0d0
ρ0(n) = g0(n)Hg0(n)
R(n) = R(n− 1) + µx(n)xH(n)
for i = 1 to D do
zi(n) = R(n) pi(n)
αi(n) =
ρi(n)
pi(n)Hzi(n)
wi(n) = wi−1(n) + αi(n)pi(n)
gi(n) = gi−1(n)− αi(n)zi(n)
ρi(n) = gi(n)Hgi(n)
δi(n) =
ρi(n)
ρi−1(n)
pi+1(n) = gi(n) + δi(n)pi(n)
End for
Tab. 1 – Algorithme du Gradient Conjugue´ ite´ratif
Rf (n) = Rf (n− 1) + µxf (n)xHf (n)
Rb(n) = Rb(n− 1) + µxb(n)xHb (n)
Rfb(n) = 0.5(Rb(n) +Rf (n))
Tab. 2 – Estimation de Ri par lissage Forward/Backward
avec un rapport fouillis sur bruit CNR=40 dB en pre´sence
de 4 brouillleurs avec les parame`tres suivants : rapport
brouilleur a` bruit JNR=[40 30 40 30] dB et angles azimuth
[45˚ -30˚ -45˚ 60˚ ]. Le signal de´sire´ est a` 0˚ en azimuth avec
un SNR=0 dB.
Dans les figures 4 et 5, on compare les performances du
MSWF pour une matrice de covariance the´orique connue
avec les algorithmes base´s sur la DVP (composantes prin-
cipales (PC) et Cross spectral Metric (CSM)). Dans les
deux cas, pre´sence de brouilleurs ou ICM, les figures mon-
trent bien la compression en rang du MSWF.
La figure 6 montre une comparaison des trois algorithmes
MSWF, GC ite´ratif comme de´crit dans la table 1 et PC
en fonction du rang. On constate que le gain apporte´ par
le GC en SINR est important par rapport au PC et que
le GC maintient ce gain lorsque le rang est surestime´. La
figure 7 montre bien que les performances du GC avec lis-
sage f/b de´passent celles du GC en terme de support de
donne´es.
6 Conclusion
Nous avons montre´ dans cet article que les algorithmes a`
rang re´duit convergent plus vite que les algorithmes base´s
sur la de´composition en valeur propres de la matrice de
covariance (PC, CSM). Nous avons applique´ aussi le gra-
dient conjugue´ dans le contexte du STAP, les re´sultats de
simulations ont montre´ l’efficacite´ de cet algorithme et sa
robustesse vis a` vis du rang et nous avons montre´ aussi que
l’on peut ame´liorer la convergence du gradient conjugue´
en terme du nombre de donne´es en utilisant le lissage f/b.
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Fig. 1 – Parame`tres affectant la dimension du sous-espace
interfe´rence (a) Effet des brouilleurs (b) Effet du mouve-
ment interne du fouillis (ICM)
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Fig. 2 – Illustration d’un Filtre de Wiener a` 3 e´tages
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Fig. 3 – Illustration du Filtrage a` rang re´duit
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Fig. 4 – Perte en SINR en fonction du rang pour une
matrice de covariance connue avec les parame`tres suivants
(a) En pre´sence de 4 brouilleurs a` [-60˚ -30˚ 45˚ 60˚ ] avec
JNR [40 30 40 30] dB respectivement
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Fig. 5 – Perte en SINR en fonction du rang pour une
matrice de covariance connue en pre´sence du mouvement
interne du fouillis (ICM) avec une vitesse du vent σv =
1m/s.
0 50 100 150
−40
−35
−30
−25
−20
−15
−10
−5
0
Rang
Pe
rte
 e
n 
SI
NR
 (d
B)
CG
MSWF
PC
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