Channel-coded feature maps (CCFMs) represent arbitrary image features using multi-dimensional histograms with soft and overlapping bins. This representation can be seen as a generalization of the SIFT descriptor, where one advantage is that it is better suited for computing derivatives with respect to image transformations. Using these derivatives, a local optimization of image scale, rotation and position relative to a reference view can be computed. If piecewise polynomial bin functions are used, e.g. B-splines, these histograms can be computed by first encoding the data set into a histogram-like representation with non-overlapping multidimensional monomials as bin functions. This representation can then be processed using multi-dimensional convolutions to obtain the desired representation. This allows to reuse much of the computations for the derivatives. By comparing the complexity of this method to direct encoding, it is found that the piecewise method is preferable for large images and smaller patches with few channels, which makes it useful, e.g. in early steps of coarse-to-fine approaches.
Introduction
Channel-coded feature maps (CCFMs) are a general way of representing image features like color and gradient orientation using channel representation techniques [5] . The basic idea is to create a joint histogram of spatial position and feature value, as illustrated in Fig. 1 . This can be viewed as a number of local feature histograms for different spatial positions. The most well-known variety of this kind of representations is the SIFT descriptor [7] , where position and edge orientation are encoded into a three-dimensional histogram. While SIFT uses linear interpolation to assign points to several bins, in general more advanced interpolations can be used, which can be modeled as having some basis function sitting at each bin. If we want to adjust the position in an image at which the CCFM is computed, e.g. in order to track an object between frames, the derivatives of the CCFM with respect to scale change, rotation and translation are needed. These derivatives are more well-behaved if the basis functions are smooth.
Various forms of feature histograms are rather common in object recognition and tracking. The shape contexts used in [1] are log-polar histograms of edge point positions. Since they are only used as a cue for point matching, no attempt of computing their derivatives with respect to image transformations is made. In [2] , objects are tracked using single (global) color histograms, weighted spatially with a smooth kernel. This can be seen as using a channelcoded feature map with only a single spatial channel. The gradient-based optimization is restricted to translations, scale changes are handled by testing a number of discrete scales, and rotation is not handled at all. In [12] , orientation histograms and downsampled color images are constructed efficiently by box filters using integral images [11] . This is possible since rotation of the tracked object is not considered. Usually when SIFT features are used in tracking (e.g. in [8] ), the descriptors are computed at fixed positions as originally described in [7] without attempting to fine-tune the similarity parameters.
The channel-coded feature maps generalize all these approaches, allow for arbitrary basis functions, support derivatives with respect to rotation, translation and scale changes, but are comparably time consuming to compute. While it is possible to track a single CCFM in almost real-time even using a straightforward encoding [6] , time becomes a limiting factor when several objects are considered simultaneously. This motivates looking for efficient algorithms. When the basis functions are piecewise polynomials, so are their derivatives, which indicates that some time may be saved by exploiting this piecewiseness. The key contribution of this paper is exploring this property and present-ing an algorithm for computing CCFMs and their derivatives using piecewise polynomials. This unfolds as a rather involved exercise in multi-dimensional convolutions and index book-keeping, and in order to write everything down in a convenient way some new notation is introduced. The computational complexity of this approach is compared to a more straight-forward algorithm, and situations where the piecewise approach is beneficial are identified.
Section 2 describes and defines channel-coded feature maps and how to optimize the similarity parameters. Section 3 contains the main contribution of this paper -how to compute the feature maps including their derivatives using piecewise polynomials. In Sect. 4, the computational complexity of the proposed method is analyzed theoretically, and the running times of two competing implementations are compared empirically.
2 Channel-coded Feature Maps
Introductory Example
A channel-coded feature map (CCFM) is a soft histogram with overlapping bin functions in the joint space of spatial coordinates and feature values, referred to as the spatio-featural space (SF-space). Assuming that we have two feature maps z i = z(u, v) and q i = q(u, v), giving e.g. the chromacity and gradient orientation for every pixel (u i , v i ), the channel-coded feature map is
The C/Java-inspired bracket is used to denote vector and array elements in order to avoid overloading the notation with too many sub-and superscripts. The vectorx = [ũ,ṽ,z,q] is called a channel center. Note that c is to be interpreted as a multi-dimensional array of numbers, meaning that this sum is only evaluated for channel centers located on a regular grid. For the sake of presentation, we consider only centers that are unit-spaced in each dimension, such thatũ,ṽ,z,q are integers. This simplifies the notation since the symbol used for denoting channel centers can be reused as index into c, and can be done without loss of generality since it is only a matter of rescaling the input space.
The basis function (or bin function) B is some bell-shaped smooth function with a compact support that extends past [−0.5, 0.5] in each dimension, such that the receptive fields of neighboring channels are overlapping. In this paper, we will only consider separable basis functions composed of splines [10] in each dimension. For our purposes, splines should be understood as piecewise polynomial functions with unit-spaced knots, not necessarily fulfilling some smoothness constraints (like being k times differentiable). Some examples of plausible spline basis functions are shown in Fig. 2. 
Motivation
Creating a channel-coded feature map from an image is a way of obtaining a coarse spatial resolution but still maintaining much information at each position. A 128 × 128 grayscale image can be converted to e.g. a 12 × 12 patch with 8 layers, where each layer represents the presence of a certain orientation. This is advantageous for methods that adjust the spatial location of an image patch based on a local optimization in the spirit of the KLT tracker [9] . The low spatial resolution increases the probability of reaching the correct optimum of the energy function, while having more information at each pixel improves the robustness and accuracy. Furthermore, using smooth basis functions instead of hard histograms makes the derivatives of the representation well-behaved.
Note that if we use weighted local gradient orientation as a single image feature, and use first-order B-splines as basis functions, the channel-coded feature map becomes equivalent to the SIFT descriptor [7] (referring to the final step of the SIFT procedure). The SIFT descriptor typically contains a 128-dimensional vector, which is computed in the same way as a first-order B-spline channel-coded feature map with four channels in each spatial dimension and eight channels in the orientation dimension. The only difference is that the SIFT operator additionally weights the samples added to the bins by a Gaussian function. Hence, the algorithm presented in this paper can be used for computing SIFT descriptors and their derivatives with respect to scale, orientation, and spatial position efficiently. Replacing the original binning algorithm of the SIFT descriptor extraction, which corresponds to what we later call direct encoding, with the proposed piecewise method, results in an algorithm that computes SIFT descriptors including their derivatives just 25% slower than the original SIFT algorithm. The benefit of the derivatives are twofold: They can be used for fitting local frames (tracking) and as a stability criterion of the SIFT descriptor.
General Definition and Notation
In general, we consider an arbitrary number of feature dimensions. Let X = {x i } i be a set of points in a D-dimensional spatio-feature space F, where the first two elements of each x i are the spatial image positions and the rest are feature values. Letx ∈ F be a channel center or, equivalently, a D-dimensional vector of integer indices. Let B be a D-dimensional separable spline. The CCFM of X is then a multi-dimensional array
Sometimes it will be practical to denote the two first elements of x as u and v to stress that they are in fact image coordinates, i.e. we define
, and similarlyũ =x [1] ,ṽ =x [2] .
Local Optimization of Similarity Parameters
One issue in applications like object pose estimation, tracking and image registration is the fine-tuning of similarity parameters. The problem is to find a similarity transform that maps one image (or image patch) to another image in a way that minimizes some distance function. One way to solve this is to encode the first image or patch into a target CCFM c 0 . Let f (s, α, b u , b v ) be a function that extracts a CCFM from a patch in the second image (the query image) of radius 2 s and rotation α, located at (b u , b v ). We then look for the parameters that make e = f (s, α, b u , b v ) − c 0 2 minimal. In [6] , this problem is one component of an appearance-based pose estimation method, and the optimization problem is solved using a Gauss-Newton method.
In order to minimize e with a local optimization, the derivatives of f (s, α, b u , b v ) with respect to the similarity parameters s, α, b u , b v are needed. From [6] equations (25) to (28) (changing the notation to fit the current presentation), these 2 Perpendicular distance between center and border derivatives are
When constructing an algorithm for computing CCFMs, these derivatives should also be considered. In the proposed algorithm, the first step in computing the original encoding can be reused in computing the derivatives, leading to an efficient method.
3 Implementation Using Piecewise Polynomials
Monopieces and Polypuzzles
In [10] , k'th order splines are uniquely characterized by an expansion in shifted k'th order B-splines. Here we take a different approach. Note that a polynomial is characterized by a coefficient for each participating monomial, and a piecewise polynomial is characterized by a set of such coefficients for each piece. In order to express this compactly, a one-dimensional monopiece P (p) (x) of order p is introduced as
Using these monopieces, any piecewise polynomial function with unit-spaced knots can be written as
Such a function B(x) will be called a (one-dimensional) polypuzzle. In contrast to splines as defined in [10] , this definition also support non-smooth and even non-continuous piecewise polynomials. In practice however, only continuous functions will be considered -otherwise the derivatives are not well-defined.
As long as the knots are unit-spaced, all splines are polypuzzles.
The shifts s can be at the integers or offset by 0.5, which is the case e.g. for odd-order centralized B-splines. K is a matrix holding coefficients for each polynomial order and shift. Note that we index this matrix directly with p and s even though s is not necessarily an integer. Think of K as a mapping P × S → R, where P is the set of polynomial orders and S is the set of shifts used. These sets are finite, so K can be represented by a matrix. Some examples are given in Table 1 .
The derivative of a continuous polypuzzle is another polypuzzle of lower order, and it is simple to state the relationship between the coefficient matrices of the two. Let K be the coefficient matrix of B . From the rules of polynomial differentiation, it follows that
Multidimensional Monopieces
A multi-dimensional monopiece is a separable function consisting of one monopiece in each dimension:
The vector p defines the polynomial order in each dimension and will be called a polynomial order map. A multi-dimensional separable polypuzzle is
Combining (10) with (8) gives the multi-dimensional polypuzzle expressed in terms of monopieces:
We expand this product and note that each term contains a product of one single-dimensional monopiece in each dimension according to
We can now gather all shift and polynomial order indices into index vectors s and p. The coefficients in front of the monopieces can be combined into a multi-dimensional version of K defined as Furthermore, the product of the monopieces can be written as a multidimensional monopiece P (p) (x − s), which lets us write (12) more compactly as
This equation simply states that the multi-dimensional polypuzzle can be written as a linear combination of translated multi-dimensional monopieces of different orders. The coefficients in front of the monopieces are organized in an array K, giving the coefficient for each translation s and polynomial order map p.
Monopiece Encodings
The proposed way of computing the channel-coded feature maps is to go via a monopiece encoding, defined as
This can be seen as a multi-layered CCFM where each p-layer corresponds to one polynomial order configuration p. Each layer is like a histogram using P (p) as basis function instead of the box function. The channels with different centersx within each layer are not overlapping, meaning that each pixel of the input image belongs to exactly one channel per layer. To compute this encoding, simply loop over the image, compute the value of each polynomial for each pixel, and accumulate the result into c. This is a generalization of the P-channel encoding used in [3, 4] , where only one constant and one linear function in each dimension were used. Here, we will use all monopieces needed for our target B-spline encoding. Which these are will be stated in Sect. 3.7.
Converting Monopiece Encodings to CCFMs
Recall the definition of channel-coded feature maps from (2), repeated here for convenience:
In order to see how to get from the monopiece encoding in (15) to the CCFM in (16), we rewrite (16) in terms of monopieces according to (14), rearrange the sums, and plug in the definition of the monopiece encodings from (15):
At this point, it is convenient to use the (·)-notation. With
Since these are functions of a vector variable, we can apply a multi-dimensional discrete convolution operator according to:
This is recognized from the right-hand side of (17), which to summarize gives us
In words, in order to convert from a monopiece encoding to a CCFM, we must perform one multidimensional convolution in each p-layer, and then sum over all layers. Note from the definition of K in (13) that for any given p, the filter kernel K[p, ·] is separable. This means that each convolution in (19) can be computed as a sequence of one-dimensional convolutions with kernel 
Reshape kernel1d to be along dimension d thislayer = thislayer * kernel1d (1D convolution) end for result += thislayer end for
Generalized Notation
In the next section, we describe how the derivatives are computed in the piecewise polynomial framework. In order to do that, we first need to further extend our notation. Recall that each multi-dimensional polypuzzle is characterized by its coefficient array K. In order to be able to express such matrices for different functions conveniently, we define K{f }[p,x] for any polypuzzle f such that
To be strict, there should always be a function within the {}-brackets, but the notation is simplified slightly by allowing ourselves to write things like K{vB u }, to be interpreted as K{x → vB u (x)}, where
T as in the previous chapter. Furthermore, we denote different complete encodings as c{f }, meaning the encoding obtained when using f as the multidimensional basis function. The relations (2) and (19) then generalize to
This compact notation which looks confusing at first glance, summarizes more or less everything said so far in a single equation. It is important to fully understand this equation before proceeding into the next section.
Derivatives
From (3) and (4), it is immediately clear that
These can be computed by Alg. 1 using K{B u } and K{B v }. The derivatives with respect to rotation and scale are more complicated. From (5), (6), we see that the four sums
are needed. If B is here a separable polypuzzle of order n, so is uB u and vB v , while vB u and uB v are of order n + 1. This means that in order to compute 
Compute the desired derivatives using equations (22), (23), (28), (29).
the derivative with respect to image rotation we need more monopieces than are needed for the original encoding. This is a bit disappointing, but can be handled without too much extra overhead.
To see how to construct I 1 , I 2 , I 3 , I 4 from a monopiece encoding, first rewrite I 1 as
By separating uB u (x) into
K{uB u } can be separated according to (13) with K 1 = K{xB 1 } and K d = K{B} for d = 1, and the encoding c{uB u } can be computed by Alg. 1. 4 The other sums from (24) can be handled in a similar way, and altogether we get
Each of these c-terms can be computed from the monopiece encoding c mp using Alg. 1 with the corresponding K. To see how to construct things like K{xB }, we first note that the identity function f (x) = x can be written as a piecewise polynomial with K{x}[0, s] = s and K{x}[1, s] = 1 for all s. This holds regardless of whether the shifts s are at the integers or at the 0.5-shifted integers. It is well-known that the product of two polynomials can be computed by a convolution of the polynomial coefficients, and for piecewise polynomials this convolution can be performed separately for each piece. In our notation this can be expressed compactly as
The complete algorithm for computing a channel-coded feature map together with its derivatives with respect to similarity transformation of the underlying image is given in Alg. 2. The function convert(c mp , K u , K v , K f ) mentioned in the pseudocode means running Alg. 1 for converting c mp using K u and K v in the spatial dimensions and K f in each feature dimension. For convenience, some standard coefficient matrices are given in Table 1 , useful for creating first-and second-order B-spline CCFMs.
Required Monopieces
For a basis function of order k, all combinations of monopieces from order 0 to k are needed in each dimension, giving in total (k + 1) D monopieces. Furthermore, because of the terms from uB v and vB u , some monopieces of order k + 1 in one spatial dimension are needed -but only together with monopieces of order k − 1 in the other spatial dimension. This gives in total β = (k + 1) D + 2k(k + 1) (D−2) monopieces. Some common cases are presented in Table 2 .
Complexity Analysis
In this section, the computational complexity of the method is compared to a more direct method. In this analysis, we consider an image of size M × M from which D − 2 features are computed, such that the spatio-featural space has D dimensions like before. This feature map is encoded using N channels in each dimension, resulting in N D channels in total. Let the basis function contain S pieces, such that exactly S channels are active at the same time in each dimension. This gives in total S D active channels for each input pixel.
• A) Direct Approach The simplest thing to do is to loop through the image and accumulate the values of each of the five times S D bins that are active for each pixel position. We need to compute the original encoding and the four derivatives separately. Each value of the encoding requires in the order of D operations. Ignoring the index calculation for determining the active channels gives a total of k 1 DS D M 2 operations, where k 1 is a constant depending on the computer architecture.
• B) Piecewise Approach As proposed in this paper, we start with computing a monopiece encoding from the image data using β monopieces, where β can be derived according to Sect. 3.7. Since each pixel is sent to β bins, this requires βM 2 monopiece evaluations, each requiring in average S operations. The entire monopiece encoding produces data of the size βN D . From this representation, we create the final B-spline encoding and its derivatives by the technique described in Sect. 3.
Computing On the reference system (Intel Core Duo, 1.66 GHz), (dimensionless) integer constants were estimated from empirical break-even points as
If the image is large compared to the number of channels, the complexity of the piecewise approach will be dominated by the first pass through the image, requiring 7SβM 2 operations. In the limit of infinitely large images, the monopieces method is a factor 17DS D /(7Sβ) faster than the direct method. As an example, consider the case of first-order B-spline basis functions (S = 2) and D = 3. Then 17DS D = 408 while 7Sβ = 168 according to Table 2 , i.e. the gain is about factor 2.4.
On the other hand, if the image size is small (e.g. 8 × 8), the influence of the number of channels increases and the piecewise approach becomes slower than the direct approach. For the example above and four channels in each dimension 5 , the direct method is faster by factor 5.4.
Furthermore, increasing the size S of the basis function while keeping everything else constant gives a dramatic advantage to the piecewise method, since the number of operations grows like S D for the direct approach but at worst only linearly in Sβ for the piecewise method.
The previous considerations of the computational complexity can be used to predict the break-even point for the two different algorithms. Depending on the number of channels and the image size, the direct or the piecewise approach is preferable, c.f. Fig. 3 . The empirical break-even points are plotted in the same figure and are basically consistent with the predictions. The slight overestimation for an intermediate number of channels might be explained by cache effects. The direct approach has larger memory requirements and therefore starts to use slower memory earlier than the piecewise approach does.
The quantitative time consumption and the empirical break-even point for a real system of course depend on the exact implementation and hardware used. Whereas the break-even points are rather stable, the time consumption can vary even on the same system, depending on the general load. Still, the absolute run-time is of interest when it come to time-critical applications, e.g. real-time tracking. In Fig. 4 , C++ implementations of the two approaches were compared in a number of situations. The experiments were run on a Pentium M running at 1.8 GHz. We conclude that the piecewise approach lifts the performance to video-realtime (25 Hz) in all cases, except for 2nd order, 8 3 channels, and larger images than 350 × 350. Those cases where the direct approach is faster are not relevant concerning video-realtime, as both methods are significantly faster than 40ms anyway. This might be however different if several patches are to be tracked simultaneously. With the current implementation, two patches of size 128 × 128 can be tracked at 12.5 Hz using similarity transformations (changes of scale, rotation, and position) and 6 channels in each dimension, whereas the direct approach reaches 5 Hz. Finally, the piecewise method is also suitable for video-realtime encoding: PAL sequences can be encoded into 9 × 6 spatial channels and 16 feature channels at 25 Hz whereas the direct methods reaches only 10 Hz.
Discussion
In this paper, we have described one way of implementing channel-coded feature maps using separable piecewise polynomial basis functions. This approach shows favorable computational complexity compared to a direct encoding for images and image patches larger than about 20 × 20 pixels. The method can be applied to speed-up many feature extraction method that are based on local histograms or statistics, e.g., SIFT features. The main advantage of the proposed method comes from the fact that much intermediate results can be reused in computing the derivatives. However, the amount of computation needed still grows rapidly when the basis functions become larger or the spatio-featural space higher-dimensional. This motivates trying to reduce the number of monopieces used. One motivation for channel-coded feature maps in the first place is to have a representation that responds smoothly to geometrical changes of the underlying image, with a coarse spatial resolution, but much information at each spatial position. Maybe these goals can be fulfilled with simpler basis functions, composed only of a subset of the monopieces needed for higher-order B-splines. This is related to the P-channel representation [3] , where the number of monopieces used grows linearly in the number of feature dimensions. However, that representation is less smooth and less suited for taking derivatives. Finding a good trade-off between computational complexity and performance in any given application is subject to future research. Table 2 Some examples of which monomials are required for different CCFMs.
