Abstract-One ambitious goal in current robotics research is to build robots that can interact with humans in an intuitive way and can do so outside the lab in real world situations and environments such as private homes or public places. Toy robots like, e.g., Sony's AIBO are already being sold successfully for entertainment purposes, but they usually lack sophisticated human-like interaction capabilities preventing non-expert users to instruct them for useful tasks. We have developed a robot that is capable of processing multi-modal instructions and can, therefore, be instructed interactively in a social situation. This paper gives an overview of the components of the system and their integration. The system performance is described in detail based on observations from human-robot interactions and processing times to identify critical system components and further research directions. Finally, we report on first humanrobot interactions with our robot BIRON (BIelefeld Robot companiON) being situated in a real home environment. These interactions demonstrate that our robot is able to interact with users in a real home environment and can thus serve as a basis for comprehensive user studies focussing on embodied interaction for social learning.
I. INTRODUCTION
To develop robots with navigation and manipulation skills has been a long tradition in robotics research. While huge progress has been made in the individual fields (e.g., the walking robot ASIMO [1] , juggling robots [2] , or artificial hands [3] ), there are only few robot platforms that combine several of these different functionalities. Moreover, the control of such systems is usually realized with a rather technical interface that naive users without training can hardly deal with. A more recent trend in robotics is to build so-called social robots that are able to communicate with humans in a socially intuitive way (see [4] for an overview). Relevant research aspects include the modeling and exploitation of joint attention, emotion, spatial knowledge of the robot, robot appearance, robot personality, etc. (see, e.g., [5] , [6] , [7] ). Besides these more non-verbal aspects it is also very important to enable verbal communication between the user and the robot since language is a very intuitive way to communicate for human beings. Many robots already possess dialog capabilities (e.g., [8] , [9] ) even if they are still quite simple. In our work, we strive for building robots that can do both carry out meaningful tasks and communicate with naive users in order to enable continuous socially embedded learning of the robot. This ambition requires integration of above mentioned capabilities in one single robotic system.
In order to achieve interactive learning we focus on exploiting the social context. Currently, learning issues are often addressed in robotics by focussing on manipulation actions (e.g. [10] ). While these approaches tend to use uni-modal input only to imitate visually observed actions, we aim at the broader issue of interactive knowledge acquisition in a social context where multi-modal information is taken into account. In order to realize complex learning behaviors it is necessary to not only incorporate functionalities like, e.g., attention mechanisms and interactive multi-modal dialog but also to integrate all components in some kind of architectural framework. Thus, what distinguishes our robot system from existing ones is its level of integration of multi-modal perceptual and production capabilities and its coherent integration framework enabling real-time interaction based on the robot's on-board sensors.
Within the European project COGNIRON [11] we address the interaction and spatial learning capabilities of a mobile robot for useful tasks by the so-called home tour scenario which is based on the idea that a freshly purchased robot needs to be shown around the home before actually being able to carry out useful tasks. Performing the home tour thus includes showing rooms and locations as well as important objects to the robot (see Fig. 1 ). In short, the home tour scenario is a dynamic learning process where the robot continuously 1-4244-0259-X/06/$20.00 ©2006 IEEE extends its knowledge through interaction with humans.
The realization of this scenario requires several fundamental capabilities for a mobile robot: (1) Focusing persons: Since both the user and the robot are mobile, the robot must be able to track and focus on its communication partner to establish an interaction situation. (2) Processing human speech: Users should be able to interact intuitively with the robot. (3) Analyzing human gesture: In this showing-around task the user will often need to use deictic gestures to specify the location of an object or a place. (4) Fusing multi-modal cues in a dialog: The objects and locations will need to be stored in a way that is accessible both to the dialog system as well as to the spatial representation and reasoning systems. (5) Identifying objects/locations: With the information collected from different modalities the robot should map the symbolic names and features of the intended object/location to their sensorbased representations (i.e. images or laser data). (6) Storing information: The collected multi-modal information needs to be stored for future retrieval. Furthermore, the individual components that enable these capabilities need to be integrated in a robotic system and their interaction must be coordinated in a meaningful way.
In our previous work we presented individual components of our robot and a basic integration approach [12] . In this paper, we present the overall system and its performance during human-robot interaction by giving technical results as well as qualitative observations of the robot performance during human-robot interactions of 14 naive users teaching the robot new objects. Further interactions took place in a real home environment. From these studies, we gained important insights guiding the next research steps in developing interactive social robots.
We will first introduce the robot hardware (section II) and briefly describe the individual components (section III) before reporting on the performance of our system (section IV).
II. THE ROBOT PLATFORM
We integrated the system modules for human-robot interaction on a Pioneer PeopleBot platform from ActivMedia (see Fig. 2 ). The platform is equipped with several sensors to obtain information of the environment and the surrounding humans: A pan-tilt color camera is mounted on top of the robot for acquiring images of objects and the upper body part of humans interacting with the robot. Two far-field microphones are located at the front of the upper platform, right below a touch screen display, for localizing sound sources. Below the microphones, a camera for detecting deictic gestures is attached. A SICK laser range finder is mounted at the front on the base platform.
All software components are running on a network of distributed computers. The on-board PC in the robot's base (Pentium III, 850 MHz) is used for controlling the drive and the on-board sensors as well as for sound localization. An additional PC inside the robot's upper extension (Pentium III, 500 MHz) is used for image processing as well as for person tracking and person attention. This second PC is connected to the 12" touch screen display on top of the robot that can be used as additional interactive device.
III. INTERACTION COMPONENTS
For interaction in the home tour scenario, the different functionalities outlined above have to be implemented in individual components. Fig. 3 depicts the different components and how they are linked to each other within the overall system architecture. Details on the underlying design principles and the communication middleware used to realize this integrated system can be found in [12] . The remainder of this section provides a short description of the main components. Person Tracking. The robot should enable users to engage in an interaction as easily as possible. For this reason the robot has to keep track of all persons in its vicinity. This is achieved through a multi-modal anchoring approach [13] . The developed framework efficiently integrates data coming from different types of sensors and copes with different spatio-temporal properties of the individual modalities. Person tracking is realized using three types of sensors. First, the laser range finder is used to detect humans' legs. Pairs of legs result in a characteristic pattern in range readings and can be easily detected [13] . Second, the camera is used to recognize faces and torsos. Face detection works best for faces in frontal view but it also detects side views enabling the visual tracking of persons who are currently not addressing the robot. The clothing of the upper body part of a person is observed by tracking the color of the person's torso [14] . Third, the stereo microphones are applied to locate sound sources in front of the robot. By incorporating information from the other cues robust speaker localization is possible [15] . Altogether, the combination of depth, visual, and auditory cues allows the robot to robustly track persons in its vicinity.
Person Attention System. Since the robot has only limited sensing capabilities, its attention (e.g., the viewing direction of the pan-tilt camera) must be controlled appropriately. In order to cope with complex situations with many people moving around the robot, we implemented an attention mechanism. Based on the humans tracked in its surrounding and the multimodal information associated with the individual humans, the person attention mechanism allows to selectively pay attention to 'interesting' humans [15] . Therefore, it has to fulfill two tasks: Firstly, it has to select a person of interest from the group of observed persons. Secondly, it has to control the alignment of the sensors in order to obtain relevant information from all persons in the robot's vicinity.
The attention mechanism is realized by a finite state machine. It consists of several states of attention, which differ in the way the robot behaves, i.e., how the pan-tilt unit of the camera or the robot base is controlled. The states can be divided into two groups representing bottom-up and topdown attention. When bottom-up attention is active, the robot looks for an interaction partner. The selection of the person to be focused in this phase solely depends on information provided by the person tracking. A person who is speaking and looking at the robot at the same time is rated as most interesting. In this case, the corresponding person is considered a potential interaction partner and gets focused. Top-down attention is activated as soon as the robot starts to interact with a particular person. During interaction the robot's focus of attention remains on this person even if it is not speaking. Here, in contrast to bottom-up attention, states of attention are solely changed by user commands processed by the dialog system and received via the execution supervisor.
Speech Recognition. In order to enable a multi-modal dialog, we integrated a speech recognition (ASR) component [15] . In earlier versions of the system the stereo microphones used for speaker localization were also used for speech recognition. However, since noise and speech from interfering talkers standing at different positions can only be suppressed to some extent by beam-forming and noise-reduction techniques, we now use a close-talking microphone for human-robot interaction. The activation of speech recognition is controlled by the attention mechanism which will only route recorded speech data to the speech recognition system when a tracked person is looking at the robot while speaking.
Speech Understanding. The chain of words generated by the ASR system needs to be analyzed with respect to its semantic meaning in order for the dialog system to handle it. The special challenge of speech understanding for humanrobot dialog is that the user input is spontaneous speech which is often incomplete or grammatically incorrect. Traditional approaches based on the analysis of written text are thus inappropriate. We, therefore, adopted a new concept based on the FrameNet [16] approach which we extended by two aspects: Firstly, we adapted FrameNet to the domain of situated communication [17] by explicitely considering multimodal cues such as gestures. Secondly, we added speech acts as extra information. A frame contains information about its relations to other frames (mandatory, optional, and hierarchical relations) and speech acts. Furthermore, a frame also contains indications about information coming from the scene, e.g., object descriptions or potential gestures. These frame definitions are stored in a frame description database and a lexicon provides the word-to-frame associations. A fast processing mechanism uses these frame definitions to generate semantic representations of the utterances and to evaluate these representations with respect to their semantic coherence.
Dialog System. The dialog system [18] carries out interactions with a user which includes transferring user commands to the robot control system and reporting task execution results to the user. To enable smooth communication the dialog system needs to handle multi-modal in-and output in a mixed initiative style. We view a human-robot dialog as a collaboration between two agents who participate in the dialog by generating contributions. To represent the contributions, we adopt a twolayered structure called interaction unit (IU) which is inspired by the language production model of Levelt [19] . The domain layer represents the agent's communicative intentions; the conversation layer produces verbal and non-verbal output to express this intention.
The dialog system can handle multi-modal object references by activating the object attention system (see below). Object reference resolution is triggered by deictic pronouns such as "this". Also, we implemented two robot personality traits: in contrast to the "basic" BIRON, the "initiative" BIRON initiates an interaction when the person attention system recognizes a person and also gives remarks on its own performance. We expect that this behavior will a have positive influence on the users' emotional state, especially when the interaction is not going very well.
Gesture Detection. In order to enable the robot to resolve multi-modal object references including gestures to objects in the environment, the system is supported by a component capable of recognizing pointing gestures [20] . As one crucial task in the home tour scenario is to learn new objects, not all objects the human is pointing at will be known to the system. We therefore split the task of object reference resolution in two cases: (1) when the object is unknown to the system a Condensationbased approach [21] is used to detect pointing gestures based on the trajectory of the hand. Information about the hand trajectory needed for the motion analysis is obtained by applying a skin color segmentation and tracking the resulting regions over time using a Kalman filter with a constant acceleration model. (2) when the object is already known symbolic information associated with this object is retrieved from the scene model and integrated in the existing Condensation-based process. This combination allows to handle situations where several objects are present in the scene and where the direction of the moving hand can be used to identify the object pointed at. The results of this module are the hand position, its pointing direction, and optionally the referenced object.
Object Attention System. Based on the recognized gestures and the verbal instruction processed by the speech components, the object attention system (OAS) [22] can resolve multi-modal references to objects. When the OAS is activated by the dialog, it will focus the pan-tilt camera on the position referred to by the user with a gesture in order to visually retrieve the object. The object detection method is not limited to very specific conditions such as a white background or very salient colors. However, in order for the algorithm to produce reliable results the background should not be too cluttered and have a different color than the referenced objects. If ambiguities arise during this process (e.g. when more than one object is found), the OAS will activate the dialog system to query the missing information from the user. Once all the necessary information has been acquired, the data from the scene analysis as well as the verbally specified attributes will be stored in the scene model. In this module, a crucial distinction is made between object types that are known to the robot and those that are unknown. In order to ascertain whether an object type is known or not, a description of the object given by the user (e.g., type, color, owner) is sent to the scene model and processing continues depending on the result of querying the scene model:
(1) If it is known, the scene model returns all object entries matching the symbolic description of the specified object. In order to verify if one of the returned objects is indeed the object the user refers to, the OAS has to analyze the camera image. This can be done by feeding previously learned object models from the scene model to an object recognition algorithm. Note, however, in the experiments in this paper we focus on learning new objects avoiding the need for a trainable one-shot object recognizer.
(2)If the object type is unknown the camera image is searched for verbally specified visual features such as shape or color by applying appropriate filters. We call these filters attention maps following the terminology of [23] where a similar technique is used. If an image region matching the search criteria is found it is supposed to contain a view of the referred object and is stored in the scene model. If the verbal information given is insufficient to determine a view, the user is asked through the dialog for more object features. Scene Model. Information acquired by the dialog system and the OAS during the interaction with a user have to be stored adequately. Because the same information from different modalities requires different ways of representation, the management of such a multi-modal database is a crucial issue. Our approach to this "scene model" is based on the concept of an active memory [24] . We extended the functionality of this memory in order to be able to handle different modalities. Therefore, the scene model includes a socalled modality converter for converting between symbolic and sensory information. This allows to map requests to both types of information. For example, the symbolic information "red" received from the dialog system can be mapped to a color value based on the HSI color model. The scene model can, therefore, be searched for both, entries with a symbolic label and sensory data in the form of image patches with a matching color value. The modality converter does not only support the access to the scene model, but also functions through the scene model as a bridge between the dialog and the OAS. In the case that the scene model does not contain the information requested from the dialog, the converted request is forwarded to the OAS for further processing.
Execution Supervisor. The execution supervisor [25] controls all the afore presented interaction modules and is designed to be as generic as possible. To achieve this requirement the execution supervisor interprets no data at all: It configures modules of the system at runtime based on received events containing needed parameters and routes incoming data to those modules which are responsible for processing the data. Since all information is encoded in XML, the execution supervisor does not need to distinguish the data structures it receives. In order to process events, the execution supervisor is controlled by an augmented finite state machine, which is also specified in XML. Each event corresponds to a transition in the AFSM. Thus, transitions between states can only be triggered by events. The finite state machine is augmented in so far, as with every executed transition a specific action is performed. These actions configure the system by emitting two specific types of messages: orders and conditions. These messages include parameters needed by the addressed receivers. The parameters are supplied by the event which initiated the corresponding action. Orders are sent to modules for reconfiguring them. Conditions are sent to modules in order to inform them about the internal state of the overall system.
IV. SYSTEM PERFORMANCE
In this section we describe the functionality of the overall system with qualitative observations from human-robot interactions that will guide our next design and development steps. We will then provide results from time measurements during 14 human-robot interactions to describe the processing behavior of the overall system and identify critical modules. We will conclude with a description of the robot performing in a real home environment.
In order to test the performance of our system with unbiased users we recorded interactions of 14 users who were unfamiliar with our system and with robots in general. During two runs, the subjects had to show several object to the robot with the robot being stationary (cf. Fig. 4) . In a different trial we recorded 11 human-robot interactions where subjects were actually able to guide the robot around.
A. Description of System Performance
Equipped with the interaction modules described above the robot can initiate an interaction with a person that is facing the robot by issuing a greeting. The user can now either ask the robot about its functionality (e.g. "What can you do?") or return the greeting and thus lock the robot's attention to him-or herself. Interactions with users who are not familiar with the system indicate that this phase is highly sensitive to the situation: if the user is the only person in the robot's radius of perception, there is generally no problem to start an interaction. However, the more persons are present in the robot's perception space the more difficult it will be to lock the attention to one person since the attention system will look from person to person in order to search for a communication partner. Therefore, in our next design phase we will integrate a basic situation awareness capability that will analyze the interaction patterns of the surrounding persons. If two persons are looking at each other -which can be detected by our two face detectors for frontal vs sideways faces -the robot should ignore these persons and spend more camera time on the persons actually facing the robot. Also, if the stereo microphone readings indicate an interactive (that is mutually exclusive) speaking pattern between these two persons the robot should ignore them until the pattern changes.
Once the user is registered to the system s/he can start to show the robot around. Upon explicit request (e.g. "Follow me") the robot will follow the user. In this phase the user can turn his/her back to the robot. Our observations of interactions with users indicate that this is a sensitive phase that deserves further attention: if the robot is too slow it will eventually lose sight of the user and get lost. However, if it is too fast and thus too close to the user this behavior may be perceived as threatening. Thus, it seems to be the case that there is only a small corridor of distances that fulfills both, the comfort requirements of the user and the technical requirements of the robot. Indeed, these observations confirm results from Wizardof-Oz experiments where person dependent comfort distances in HRI have been observed [26] . Based on detailed results from such analyses we intend to integrate a following behavior that respects the social spaces of the user in different situations (i.e. following, stopping, approaching etc) as proposed in [27] .
Apart from guiding the robot through the environment, the user can also show objects to the robot, this being the most useful feature as it enables continuous learning and thus adaptation to the environment. However, before a user can actually show an object s/he needs to prewarn the robot (e.g. "Let me show you something") and wait for the robot to respond ("Ok, I'm ready") in order to start the gesture recognition module. This way we can dramatically reduce the processing load which is very limited on the robot. Yet, this behavior is not very intuitive for the users who tend to forget this limitation. Thus, in our future design we will need to investigate ways to automatically trigger the full gesture recognition when needed. One way to do this, would be to monitor the interaction history and predict sequences where pointing gestures are likely.
B. Technical Evaluation
During these interactions, we recorded the timing behavior of the modules to evaluate the system on a technical level. Table I shows the measured processing times for the individual components described above. The architectural links between the modules have already been depicted in Fig. 3 .
A qualitative time scale of the integrated modules during the processing of the user's utterances "This is a cup" with a deictic pointing gesture is shown in Fig. 5 . As can be seen, the person attention system is continuously controlling the robot's hardware to orient the robot's sensors towards this interaction partner. The attention system detects when the person starts and stops speaking and reports this to the speech recognition system. During the 14 interactions, the mean length of user utterances was about 680 ms (see Table I , Line 1). After the end of a user utterance is detected, the speech recognition needs about one second to provide a result (see Table I , Line 2). This result is then processed by the speech understanding and the dialog system, which together require only 30 ms on average (see Table I , Lines 3 & 4) . Consequently, a system reaction from the dialog, e.g., a clarification question if the speech input was not understood correctly, is output via the text to speech module only about a second after the user finished his instruction. Note that the most critical component here is the speech recognition system which requires by far most of the processing time.
If the instruction is completely understood and a multimodal object reference has to be processed, the execution supervisor will reconfigure the system in order to localize the object. This module needs about 60 ms in average to send the reconfiguration orders to the related modules (see Table I , Line 5). In the example, the execution supervisor shifts control of the pan-tilt camera from the person attention to the object attention. Additionally, the interface to the hardware is configured accordingly. The object attention starts to localize the corresponding object. This process is relatively time consuming, with most runs needing more than 2 seconds (see Table I , Line 6). This is because not only the trajectory data from the gesture recognition has to be processed, but also the camera has to be aligned and the object recognition to be performed. The performance of the scene model was not evaluated in the experiment, as it was always empty at the beginning of an interaction session. When the referenced object is focused and an image is extracted, the execution supervisor is informed about the successful accomplishment of the object attention. In summary, an instruction including a multi-modal object reference takes more than three seconds to be completely processed. Thus, together with the speech recognition system the OAS is by far the most time-consuming module which therefore deserves further attention in our next design steps. Independent of its ability to control the hardware, the person attention provides person tracking results at more than 20 Hz (see Table I , Line 7) if a single person is in the vicinity of the robot.
Besides the processing time needed by the modules themselves, an additional delay is caused by the overhead that arises from the data exchange between the modules. On average, serializing the XML data and sending it from one module to another took less than 50 ms in the experiments. However, logging the data presented in Table I introduced an additional system load. Note that the communication behavior of the modules is also more complex than shown in Fig. 5 , as most modules send every 500 ms a heartbeat signal to show that they are still alive.
C. BIRON in a real home environment
Following the experiments in the lab environment detailed in the previous sections, we brought BIRON to a real inhabited appartement to carry out first tests with the robot under real world conditions. A scene from such an interaction is depicted in Fig. 1 . Such a home is the environment in which the robot has to operate later on and where it should be able to interact with the user.
In our tests, different users performed parts of as well as the complete home tour with the robot. Thus, the robot was shown several objects at different places with the user pointing towards the referenced object. Even under the non-constrained environment conditions in the apartment with changing light conditions over the course of a day, object learning sequences were successfully performed, sometimes needing clarification questions initiated by the dialog when words or gestures were not recognized.
Furthermore, the robot was lead through the apartment to learn different rooms and the hallway. In order to allow for a meaningful interaction an appearance based localisation module was recently integrated in the system [28] that is able to learn and recognize places based on their visual appearance. This phase of guiding the robot through the environment was sensitive to changing light conditions as the robot would sometimes lose track of the user's face when entering a new room. However, these cases were recovered by the dialog system informing the user about the situation, thus enabling quick recovery by the user.
What proved very valuable during these test trials was the reporting function of the dialog. When technical problems occur the dialog will inform the user. Note that while this feature is necessary and useful especially during development in order to better understand system failures, it is also important in interactions with less trained users in order to inform them when an interaction was not successful and how the user can react to this.
V. CONCLUSION
The user interactions with the system show that our robot serves as a test platform that allows to perform comprehensive user studies in natural environments. Such studies are necessary in order to investigate the effects of the user's interactions on the overall system behavior. More specifically, the social framework that is provided by the multi-modal attention and dialog system allows for natural and socially embedded interaction with the goal to teach the robot and thus enable it to adapt to new and changing environments.
Due to its modular architecture our system is easily extendable. In future work, increasing the robot's cognitive functionalities will be the main focus of our research to study and improve interactive social learning. Besides improving the individual components, ongoing work also aims at porting the complete system to a humanoid robot with an animated face [29] that is not mobile but has many more gestural expression capabilities than our robot BIRON and, consequently, can make the interaction much more sophisticated enabling complex non-verbal feedback possibilities.
