Abstract-Video-based surveillance systems have a wide range of applications for traffic monitoring, as they provide more information as compared to other sensors. In this paper, we present a rule-based framework for behavior and activity detection in traffic videos obtained from stationary video cameras. Moving targets are segmented from the images and tracked in real time. These are classified into different categories using a novel Bayesian network approach, which makes use of image features and image-sequence-based tracking results for robust classification. Tracking and classification results are used in a programmed context to analyze behavior. For behavior recognition, two types of interactions have mainly been considered. One is interaction between two or more mobile targets in the field of view (FoV) of the camera. The other is interaction between targets and stationary objects in the environment. The framework is based on two types of a priori information: 1) the contextual information of the camera's FoV, in terms of the different stationary objects in the scene and 2) sets of predefined behavior scenarios, which need to be analyzed in different contexts. The system can recognize behavior from videos and give a lexical output of the detected behavior. It also is capable of handling uncertainties that arise due to errors in visual signal processing. We demonstrate successful behavior recognition results for pedestrian-vehicle interaction and vehicle-checkpost interactions.
I. INTRODUCTION

I
T HAS been projected that the number of vehicles in the industrialized world will double to 1 billion by 2050, while a 12-fold increase in the developing world is expected, from 200 million to 2.5 billion vehicles. Such an enormous increase in vehicles would definitely require more sophisticated and intelligent handling of traffic resources. In dense traffic situations, the cost of an accident can be high with respect to loss of human life and disruptions on road networks working at or near full capacity. The world-wide economic cost resulting from traffic accidents is estimated to be about U.S. $518 billion a year. It is expected that, by the year 2020, road accidents could become the world's third leading cause of death and disability. Any reduction in the number or severity of such incidents would have large social and economic benefits. With this motivation, we consider a framework for detecting various traffic behaviors in video streams from stationary cameras, which are usually installed for visually monitoring traffic activities. Such a system can help in intelligent route guidance and event recognition for accident warning. Traffic congestion and accidents can be reported in real time to vehicles so that they can consider alternate routes to their destination. A comprehensive video-based surveillance system performs the following functions:
• detects mobile objects;
• tracks them through the image sequence;
• classifies the tracked targets;
• analyzes their behaviors.
There has been a significant amount of work in the area of detecting moving vehicles [1] - [4] . Foreground detection schemes usually have the problem of detecting shadows of moving objects as foreground. This problem has been addressed in previous works, such as [5] - [7] . There have been several works on the tracking of vehicles and classifying them into different types [8] - [12] . Others, along with tracking, have estimated important traffic parameters [13] , [14] by using image-processing techniques. With success in moving vehicle segmentation, tracking, and classification, the next stage in building a complete visual surveillance system is behavior detection for interaction between vehicles and between vehicles and pedestrians. Some examples of work done in detecting vehicle behavior from videos are [10] and [15] - [19] . In [15] , Herzog designed and constructed an integrated knowledge-based system that is capable of translating visual information into natural language descriptions. The focus was on high-level scene analysis, i.e., from geometrical representations, as might be provided by a vision system, into linguistic descriptions of object motions. In a combined vision and natural language system aimed at simultaneous natural language descriptions of dynamic imagery, the recognition of motion events has to be done incrementally so that they can be described even while they are in progress. Medioni et al. [10] presented a complete system for event detection and behavior recognition in videos taken from a single airborne moving camera. The event recognition involves humans and vehicles and uses optical flow to segment the mobile object from the background. Optical flow methods of segmentation are computationally very intensive and difficult to realize in real time without extra hardware support. Furthermore, there is no robust method for classifying the targets into different categories. Remagnino et al. [19] showed an elegant solution to the parking lot monitoring task. This work described a pedestrian and car surveillance system that models the interaction between any two agents using a small belief network. Behaviors and situations for object interaction were modeled using Bayesian networks. These probabilistic models have advantages and disadvantages. Advantages include the ability to handle uncertain and incomplete data, which are asynchronously input to the network. Disadvantages include a fixed topology, where prior and conditional probabilities for root nodes and links have to be known or learned. Training the network for optimal results requires a large data set for each behavior type, which may be difficult to obtain, especially for behaviors related to accidents. In [20] , Ivanov et al. presented an automatic surveillance system that labels events of human-car interactions in an open car park. Miura et al. [17] proposed a novel "intelligent navigator" based on an in-vehicle camera system. The two main components of the intelligent navigator are an advice-generation system and a road-scene recognition system. The advice-generation system is based on a layered reasoning architecture, with a vision system to detect lanes and vehicles. Here, only the behaviors that are of interest to a driver are discussed, not behaviors related to traffic management.
We present a complete real-time surveillance system with a rule-based behavior and event-recognition module for traffic videos. The behavior-recognition module of the system is similar in approach to the work of [10] , but here the system is designed for real-time operation and can be used for data acquired from existing video cameras on the sides of the roads and/or overpasses. Thus, the system does not require the deployment of new cameras. Furthermore, we have used the approach of translating measurements in image space to physical parameters in the world coordinate space by using camera calibration techniques, in conjunction with a Bayesian network-based target-classification scheme. This gives a more robust and reliable detection of events and, hence, of behaviors. The novel Bayesian network-based target classifier uses both image features and video-based tracking results. It is easy to get sufficient data to train a Bayesian network for classifying target types, but it is difficult to get sufficient training data for behavior recognition, especially those related to accidents. Therefore, our system uses Bayesian network for target classification, but a rule-based method for event and behavior analysis.
Henceforth, this paper is organized as follows. Section II gives an overview of the system and its different modules. Section III briefly discusses the mobile object-detection and tracking algorithms. Features such as position, velocity, etc. are translated to the world coordinate system by using camera calibration, as discussed in Section IV. Section V discusses some of the target features selected for representation of targets. Section VI discusses the Bayesian network used for classifying the different target types. Following this is the development of a framework for behavior analysis. Behavior analysis is context sensitive, where the context is usually formed by the different stationary objects and moving targets in the FoV of the camera. Section VII explains how the contextual information is programmed and used. Events and behaviors are discussed in Sections VIII and IX, respectively. In Section X, we show the successful working of our system on some example traffic videos. Finally, Section XI concludes this paper. Fig. 1 shows a schematic diagram of the various components of the complete behavior-recognition module and the flow of data. A statistical background model of the camera's FoV is computed from the image sequence. Background subtraction is used to segment the moving foreground objects that are then tracked with the tracking module. The behavior recognition system uses two types of inputs:
II. SYSTEM OVERVIEW
1) extracted features such as shape, position, motion, and track of the targets obtained from video analysis; 2) a priori knowledge of the spatial context of the various objects present in the FoV of the camera.
A priori knowledge of the relation between context and behaviors and description of behaviors in terms of events is programmed into the system. Based on contextual information, a decision is made about which scenarios to analyze. For a given context, only a subset of scenarios are analyzed, because we do not expect all behaviors to occur in a context. For example, there would be no behavior related to a checkpost in the FoV of a camera where there are no checkposts. Once the context is known, the different types of behaviors that need to be considered are significantly reduced. The output of the behavior recognition module is the recognized behavior and the frames in which the specific behavior took place.
III. MOTION DETECTION AND TRACKING
There have primarily been three classes of techniques for the segmentation of moving foreground objects in videos: 1) frame differencing, as used in [3] , [21] ; 2) background subtraction, as used in [22] - [25] ; and 3) optical flow, as used in [10] , [26] . Frame differencing does not yield good results when the objects are not sufficiently textured and optical flow computations are very intensive and difficult to realize in real time. We propose a background subtraction technique to segment the moving objects into image sequences. This technique is capable of modeling the background, even in the presence of foreground objects, and of updating the model as new video frames are acquired. Here, the background pixels are modeled with a single Gaussian distribution; this can be easily extended to a mixture of Gaussians, if desired.
Let frames of a color image sequence be used for modeling the background (we use ). We use the color space for background modeling because the empirical results of [7] show to be optimal for foreground segmentation and shadow suppression among the various standard color spaces studied there. Let be a pixel at image coordinate in frame . Since each pixel has three components, , and , their histograms are modeled by three Gaussians. We find the histograms , and of the pixels in the frames, at each spatial location and each channel. The peak of each histogram is the intensity or chrominance value most frequently found at the corresponding pixel location and channel and, thus, is expected to be the background. Using a window of width centered on the mode of each histogram, we compute the mean and variance of the Gaussian distribution using
In our computations, we use . Equations (1) and (2) are for the channel; the computation for other channels is similar. Each channel of each pixel has its own lower and upper thresholds obtained as a product of the corresponding standard deviation with a constant factor , which has smaller and larger values for obtaining the lower threshold and higher threshold, respectively, for use in hysteresis thresholding. Different threshold values are used for luminance and chrominance channels and are denoted as and , respectively. The work of Prati [6] on shadow detection in hue saturation and value (HSV) color space has shown that luminance values of the shadow pixels are always less than the mean and usually lie in a range of values below the mean. There are negligible change in the chromacity channels due to shadows. Therefore, in our algorithm we use two thresholds based on constants and to detect the shadow pixels as
This segmentation algorithm is a part of the hysteresis thresholding pseudo code. If the causal neighbors of pixel is foreground, then a lower value is used for , and . However, when the causal neighbors are not foreground, then higher values are used for these parameters. After segmentation the foreground pixels are grouped to form eight connected blobs. The convex hull of each blob is then approximated by an ellipse. We use Kalman filters and a dynamic programming-based pattern-matching technique to achieve robust tracking [27] . Fig. 3 shows shadow detection and multibody tracking results. In this paper, our main focus is behavior analysis; hence, we dispense with the details of feature extraction and tracking, which can be found in [28] .
IV. CAMERA CALIBRATION Working in world coordinates is better than image coordinates, as many ambiguities can be resolved. For example, perspective foreshortening gives an erroneous perception of target motion in the image plane. Targets that are closer to the camera appear to move more quickly than targets that are farther away, even if their ground speeds are similar. To translate the measurements in image coordinates to measurements in world coordinates, the camera parameters are required. This needs to be done only once for a camera setup and image coordinate space. The world coordinate axes are chosen so that the plane is aligned to the ground plane of the scene and the axis is perpendicular to the ground plane. The perspective transformation equation for a pin-hole camera model (3) is computed using manually selected points in the image space and their coordinates in the world coordinate space. Here, the subscripts and are used to indicate coordinate values of a point in the world and image space, respectively. To compute , the perspective projection matrix we need a minimum of six point matches. We pick more than this minimum number of corresponding points and use least squares to solve the overconstrained linear equations and filter out noise due to errors in measurements. To obtain the values of the world coordinates, we have used the standard dimensions on the road markings. Therefore, there is no need to take the actual ground measurements on the road. Fig. 4 shows some of the points chosen for camera calibration and their location in three dimensions for one of the videos.
From (3) it can be easily shown that if the three-dimensional (3-D) height of a point is known along with its image coordinates, then its unique 3-D location in world coordinate space can be computed as shown in (4) and (5) at the bottom of the next page. The classification of the object into one of the following classes-pedestrian, motorbike, cars, trucks, heavy trucks, and noise-using a Bayesian network (Section VI) allows us to represent the object's height by the values shown in Table I . These values were obtained by measuring typical heights of the objects in different classes. Fig. 5 . show some images of the different classes of targets used for classification. A point that lies on top of the target will have its coordinate equal to the height of the target as we have initially aligned the axes of the world-coordinate system with the ground plane of the scene. To ensure that the point chosen in the segmented foreground region is a good approximation to the top of the target, the following heuristics are used, based on the ellipse that approximates the target in the image space.
• For pedestrians and motorbikes, we select the point that lies on the major axis of the ellipse and is 10% into the perimeter of the ellipse from the front of the car. Here, the implicit assumption is that the pedestrians are standing or walking.
• For cars, the selected point lies on the major axis. It is midway between the centroid of the ellipse and the point where the major axis intersects the ellipse perimeter from the top of the image.
• For trucks and heavy trucks, the point we choose is on the major axis of the ellipse approximating the target and is 10% inside the ellipse boundary in the direction of motion of the target. Experiments showed that the different heuristics used for locating the top of cars and trucks was less prone to errors. We also show later (in Section X) that small errors in height estimate of the targets does not significantly affect the position and speed estimates.
Using this technique of translating measurements from image coordinates to world coordinates, we could detect vehicle speeds within an error range of %. This error range was obtained by comparing the vehicle's speedometer reading with estimated speed. This relatively high accuracy of speed estimation makes it possible to reliably infer the acceleration and deceleration of targets. pedestrians; 2) motorbikes; 3) cars; 4) buses and trucks; and 5) heavy trucks and double-decker buses. We have also included an additional category for noise. This classification is done based on the size, shape, velocity, and position of the target using a Bayesian network. 5) Target track: which is the trajectory of the target, obtained as the position of the target in previous frames. These target features are used for event detection and to define the context for interaction with other mobile objects. frames, camera calibration, and the Kalman filter estimates of the classified target's velocity in the image plane.
V. TARGET FEATURES
VI. BAYESIAN NETWORK CLASSIFIER
Bayesian networks (BNs) are useful for combining evidence in vision problems, particularly when the information is diverse, dependent, both causal and diagnostic (deductive and abductive), and the inference procedure is best posed in probabilistic terms [29] , [30] . BNs have been used in many applications, such as audio-visual speaker detection [31] and content-based image and video indexing [32] . Huang et al. [16] used a BN for automatic traffic scene analysis. Here, we present a BN for the classification of targets in video obtained from a fixed camera. The camera is usually placed above the road and looking downward onto the traffic. In this situation, when there is perspective foreshortening, it is difficult to build a deterministic functional relationship to map the size, shape, position, and motion features to the target class. For example, a car close to the camera may be the same size as a truck further from the camera. Similarly, a pedestrian passing by close to the camera may have the same apparent motion in image space as a quickly moving car far from the camera. Furthermore, there are internal dependencies in the features themselves. For example, the aspect ratio (shape parameter) of an object may depend upon its position in the image. Therefore, to establish a relationship between the various image features of a target and its class and also to model the conditional dependencies of the features, we propose a new BN classifier for inferring target class from measurements from each frame and tracking results. Fig. 7 shows the BN used for target classification. Each node is a variable and the target class is the root node. Here we use a Fig. 8) supervised training approach where the network parameters are learned for optimal classification performance. The seven measurement nodes are (the coordinates of the target in image space), and (the components of the targets motion in image space obtained from tracking), and (the major and minor axis of the ellipse modeling the target), and (the aspect ratio of the ellipse). An efficient inference algorithm is used to compute the distribution of the target class node given the measurements [29] . The network structure in Fig. 7 has been manually specified using the knowledge of the pin-hole camera model. The velocities and are dependent upon both the target class and the image position of the target, . Similarly the size of the target represented by and is made dependent upon the position of the target and its type. The aspect ratio, , measured for a target is dependent on its position and target type. In future development of our work we will consider network structure learning algorithms for better classification of the targets.
VII. CONTEXT
Context plays a very important role in the detection of events. The contextual information of the scene is provided by the operator and needs to be done once for a given surveillance setup. Context is defined by the spatio-temporal properties of static objects in the environment and by the zone of influence (ZoI) of mobile targets. Contextual information governs the different types of predefined scenarios of events that need to be analyzed for recognizing different behaviors. An example is the context of a checkpost, which checks the entrance of unauthorized vehicles. The behavior of interest would be improper access to the restricted area or detection of a malfunctioning checkpost.
Static objects that form a part of the context are defined geometrically by polygons and attributes such as name, function, time of normal interaction, status, etc. Table II gives the attributes of checkpost 1, as shown in Fig. 8 . This figure shows an example of a scene with static contextual objects, which form the context for recognition of behaviors at a checkpost. The objects are: 1) checkpost 1 for vehicles entering the restricted area and checkpost 2 for exiting vehicles; 2) areas for interaction 3 and 4 with checkposts 1 and 2, respectively; 3) cash card machine 5. When a target enters the area for interaction (AFI) of a checkpost, the system analyzes the scenarios of events related to the context of checkpost. There are different possible behaviors in this context and each is defined by a temporal sequence of events. To recognize behaviors that involve the interaction of two or more targets, we define a context that arises when two or more targets come in proximity with each other. Proximity of targets is determined by the normalized area of overlap of ZoI of the targets. The ZoI of a target is defined as the outer ellipse whose center and orientation is the same as the target's, but whose major and minor axes are 1.6 times that of the approximating ellipse. This value is heuristically chosen by experimentation. Fig. 9 shows a pedestrian in proximity to a car moving at high speed, simulating a potential accident behavior. Here, the context for analyzing accident behavior has been formed by the overlap of the ZoI of the pedestrian and the van shown with the larger ellipse around the targets. When two or more targets are close to each other, the system looks for events in which their relative velocity is dangerously high. The relative velocity of the targets is obtained by vector subtraction of the 3-D estimated velocities of the interacting targets.
VIII. EVENTS
Events are usually described by the spatio-temporal relationship between targets and contextual elements or with other targets. Events are also defined in terms of constraints on or proper-ties of the high-level target descriptors. For example, if we want to detect "speeding of cars," then its measured speed is compared with the upper speed limit provided by the operator. If the measured speed is greater than the speed limit provided by the operator, then the event "car is speeding" is detected.
Measurements from visual sensors are usually erroneous; therefore, the system should be robust to errors. To do this, we look for temporal consistency in detected events, which is measured by a confidence factor . In a given context, all the events that can take place are associated with the target using an initial value of . When a specific event is detected, its is increased by 0.2 and for other nondetected events is decremented by 0.2 The confidence factor has a floor value of 0 and maximum value of 1, i.e., once reaches a value 1 or 0, then it is not further incremented or decremented. The following are some examples of events we considered in our experiments.
1) Moving toward the checkpost: This event is detected when the current distance between the target and checkpost is greater than the distance between the target and checkpost in the next frame. 2) Stopped in front of the checkpost: The target is in the AFI of a checkpost and the speed of the target is less than a threshold. 3) Crossing the checkpost: The distance between target and checkpost is almost zero, but the speed is above a threshold. 4) Moves away from the checkpost on the other side of the checkpost: The direction of velocity is same as before, but the distance between the target and checkpost is increasing. 5) Moves away from the checkpost on the same side of the checkpost: The direction of velocity is reversed and the distance between the target and checkpost is increasing. 6) Moves out of the AFI of a checkpost: The current position of the target is within the AFI of a checkpost, but the velocity is directed away from the AFI of the checkpost. 7) Crosses the checkpost outside the AFI of the checkpost: The target is outside the AFI of a checkpost and is crossing the checkpost. The protocol for recognition of the event of crossing the checkpost is the same as 3).
IX. BEHAVIOR ANALYSIS
A behavior is defined as a sequence of events, with or without temporal constraints on the order of event occurrence. Behavior analysis can be as simple as the detection of a single event, e.g., a car is speeding, or can be a complex sequence of multiple events, e.g., a car is entering a restricted area and violating the checkpost norms. Given the context of the vehicle, different behaviors can be analyzed. , divided by the total number of events in that behavior (6) The behavior that yields the highest value of is considered to be the recognized behavior. To increase the discrimination of behavior recognition, a higher weight can be given to more crucial events and lower weights to the less significant events. For example, in the case of the behavior, "vehicle avoiding the checkpost and backing off," the most crucial event is, "target moves away from the checkpost on the same side of the checkpost." An example of a common and, hence, less significant event is "target moves toward the checkpost"; this event is common to all behaviors in the context of a checkpost.
X. RESULTS
This system has been tested on several videos of traffic scenes, which include pedestrians and other vehicles. For obtaining classification results using the BN proposed in this paper, over 1000 occurrences of different targets were identified and target tracking was performed for every one of them. Table III shows the average classification results of the BN-based scheme discussed previously. Very high recognition The estimated speeds from the proposed system, which uses h = 2:0 m, are in the range of 58.1-64.5 km/h in frames 606-620, as shown by the third plot from the top. This is quite accurate considering the low-level image-processing errors on video data. results have been obtained for cars and pedestrians. Table III also shows the accuracy of identifying segmentation error as noise. Lipton et al. [21] showed recognition results of 86.8% and 82.8% for vehicles and humans using Mahalanobis distance-based clustering. Here, we have a higher correct classification rate, even though the number of classes is six as compared to three in [21] . Fig. 10 shows the results of the 3-D motion estimation for different height values of a target. When the estimated height of the vehicle is taken to be zero, then there is significant error in the speed estimates. The speed estimates are in the range of 80-92 km/h when the actual speed is 65 km/h. The speed estimates for other values of height, such as 1.5, 2, and 2.5 m are close to the actual speed of 65 km/h. The initial frames when the target just enters the FoV show larger errors in speed estimates because the Kalman filter parameters take some time to settle to the correct value. Later, when the target starts moving out of the FoV of the camera, the errors in speed estimate may be attributed to the error in choosing the point that represents the height of the target. However, the speed estimates are quite accurate. This accurate measurement of speed allows detecting whether a vehicle is accelerating or decelerating. We show results of rule-based behavior recognition in two different contexts. One is for the interaction between two mobile targets and another is for the interaction between There are two targets in the FoV. Target 1 is a pedestrian and 2 is a van that has been classified to be of type car. The bar graph on the bottom right shows the measured speeds of targets 1, 2, and their relative speeds (1vs2). The relative speed of the targets is very high and they are in close proximity to each other. Therefore, it has been detected as a dangerous interaction in frame 232. Fig. 7 mobile targets and static objects in the environment. In the results, the different targets have been successfully classified into their respective classes. In these videos, there are four classes of targets pedestrians, motorbikes, cars, and trucks denoted by P, M, C, and H, respectively, in the results. The behaviors of the targets have been correctly annotated with textual remarks. Fig. 11 shows the correct detection of a dangerous interaction between a pedestrian and a vehicle. The targets are in close proximity to each other and their relative velocity is high. The system correctly analyzes this behavior to be dangerous and all such behaviors in the video stream were correctly detected. In Fig. 12 , we show the recognition of behaviors of vehicles at a checkpost. All the possible behaviors at the checkpost as discussed in Section IX were correctly analyzed and classified by the recognition factor . Figure captions give further details of the results.
XI. CONCLUSION
This paper describes a complete real-time rule-based behavior-recognition system for traffic videos. This system will be useful for better traffic rule enforcement by detecting and signaling improper behaviors. This system is capable of detecting potential accident situations and is designed for existing camera setups on road networks; thus, no new camera installation will be required. The system is based on the analysis of 2-D image The results of behavior analysis of the targets is shown by the bottom right bar graph. The behavior types 1, 2, 3, and 4 are the same as those discussed in Section IX. Target 1, the white car, has stopped at the check post for an unusually long time. This is correctly detected by the system as the recognition factor for behavior 2 is highest of all. Target 2, the black van, is avoiding the checkpost by backing off. This behavior has also been correctly detected as the recognition factor, in this case is highest for behavior 3. Target 3 is detected to be a pedestrian and, hence, not analyzed for behavior recognition in the context of the checkpost.
features and derived 3-D position and motion features. We have described a moving target-segmentation scheme that is dynamically updated and gives good shadow-detection results. The segmentation results are used to obtain 2-D image features of the target.
A novel approach to target classification in traffic videos using BNs has been proposed. This classifier has yielded very good classification results. Using the tracking results and the results of classification, world coordinate estimates of target position and velocity are obtained, which are accurate to within a small error of % of ground truth. The 3-D position and speed estimates are used for behavior recognition yielding robust behavior interpretations. The a priori knowledge of context and predefined scenarios is used for behavior recognition. The problem of imprecision and uncertainty due to errors in signal processing and image feature measurements have been handled by introducing a new parameter as a confidence measure. This confidence factor is based on the temporal consistency of detected events. We have demonstrated successful high-accuracy target classification and robust behavior recognition on real-life traffic videos. This system works well for changing illumination and rainy weather, as well. This system's performance can be further improved by having context descriptions made more specific to the target. For example, for the detection of proximity among targets, the ZoI of a target can be made more specific to the target type. The ZoI of pedestrians can be larger than vehicles, because pedestrians are more negatively affected by accidents. The ZoI can also be made a function of the speed of the target. Targets with greater speed have larger ZoI than targets with slower speeds. Such changes would further improve the system's performance and reliability.
