ABSTRACT In high-field magnetic resonance imaging, water-fat separation in the presence of B0 field inhomogeneity is an important research. Various field map estimation techniques that use three-point multiecho acquisitions have been developed for reliable water-fat separation. Among the numerous techniques, iterative decomposition of water and fat with echo asymmetry and least squares estimation (IDEAL) has gained considerable popularity as an iterative method for acquiring high-quality water and fat images. Some of the goals for the IDEAL are to obtain an initial estimate of the field map and to ensure that the algorithm arrives at the correct solution that is close to the true value. However, due to the worsened B0 inhomogeneity at high field, IDEAL cannot adjust for meaningful field map estimation, particularly for a large field of view. Previously, to improve the robustness of this estimation, a region-growing technique was developed to take advantage of the 2D linear extrapolation procedure through the seed point set by the median value in the target object. There are some limitations with this approach, for example, the dependence on the initial seed point such as its number, intensity, and position. In this paper, we introduce a robust method called the multiple region-growing scheme that does not need to consider parameters related to accuracy. As a result of the proposed method, we obtained a robust field map estimation that can be applied in high fields with an average accuracy of 91.9% higher than the existing method.
I. INTRODUCTION
Fat appears bright in magnetic resonance (MR) images acquired through several important pulse sequences, including fast spin-echo (FSE) [1] , steady-state free precession (SSFP) [2] , and spoiled gradient echo (SPGR). The inability to isolate water signals from fat signals could degrade the diagnostic value of these images, because bright fat signals can obscure underlying pathologies [3] . The threepoint Dixon (3PD) water-fat decomposition method is based on the frequency shift of fat with respect to water [4] - [6] . After Dixon's original work, Yeung and Kormos [7] , Glover and Schneider [8] , and Glover [9] showed that it is actually possible to determine φ by acquiring an additional image. Such a requirement on the field inhomogeneity is essentially the same as that for the successful fat suppression through the frequency selective methods. Therefore, correct water and fat separation using the Dixon approach has been deemed to rely largely on the success of phase unwrapping [10] . Phase unwrapping is a well-studied but long-standing problem outside the field of magnetic resonance imaging (MRI). Although several methods of phase unwrapping have been developed, no general solution is available, particularly in the context of MRI. Mathematically speaking, phase unwrapping can be stated simply as recovering the true phase φ from its principal or wrapped value φ ∧ :
k is an integer, and as explained above, φ ∧ is limited to a range from −π to π , and it is determined from φ through a wrapping operator as follows: Phase unwrapping is not meaningful for an isolated image pixel because any multiples of 2 can be added to its principal value. Thus, phase unwrapping is generally considered only for an ensemble of pixels for which the true underlying phase is assumed to be spatially continuous or smooth.
The field map is then demodulated from the source images, and water and fat images are calculated by a linear least squares approach. In this article, the term ''field map'' will refer to the B0 field offset for an individual pixel as well as the entire image field map estimation is a critical step in all multi-point water-fat decomposition methods (including IDEAL). However, it always involves some degree of ambiguity. For the conventional technique, the field map can be directly determined only if the true field map ranges between ± f /2 ( f :off-resonance frequency of fat relative to water). In practice, the field inhomogeneity may exceed this range. Phase unwrapping techniques are currently used to address this problem. Although phase unwrapping is welldeveloped, the algorithms are time consuming and complex. Incorrect unwrapping results in the swapping of water and fat components. Field map estimation is a critical step in all multi-point water-fat decomposition methods. However, this step always involves some degree of ambiguity. The iterative decomposition of water and fat with echo asymmetry and least squares estimation (IDEAL) method [11] avoids the need for phase unwrapping using an iterative field map estimation method. However, an intrinsic ambiguity still exists. Because of the worsened B0 inhomogeneity at high-field, IDEAL cannot adjust for meaningful field map estimation, particularly for a large field of view. Fig. 1 shows the general problem in high-field MRI.
In this paper, we describe the behavior of the ambiguity indicated in the previous paragraph, and propose an improvement to the robustness of the field map estimation using the multiple region-growing scheme. The configuration of this study is as follows: Section 2 describes the existing water-fat separation methods by presenting related works; Section 3 introduces a suggestive technique to improve field map estimation; Section 4 presents experiments and performance evaluations; and Section 5 ends with a conclusion.
II. RELATED WORKS
Among the various water-fat separation methods that currently exist, the method that has a preparation period is the one most widely used to enhance tissue contrast by reducing fat signals. However, for quantification purposes, the Dixon method [12] and its variants are preferred. The original Dixon method and the selective fat saturation method share the utilization of chemical shift differences between water and fat spins, and as a result, the performance of both methods highly depends on field homogeneity. However, for the Dixon method, such high sensitivity to local field homogeneity can be greatly reduced by collecting additional data for the estimation of a local field map. For improved water-fat separation, a 3PD method was proposed by Lodes et al. [13] in which the three-point complex data are collected with symmetric sampling intervals of {− , 0, }. Using this method, a field map can also be calculated through additional data acquisition. Further, there is improvement on the method's accuracy dependence on volume fraction of water and fat in the pixel and field homogeneity; however, the method's performance still appears to be limited when the fat fraction in the pixel is above 70%. In addition, when the field inhomogeneity is large, the method fails to correctly separate water and fat because of phase wrapping.
For more robust water-fat decomposition, the use of a phase unwrapping algorithm is crucial to all the multipoint Dixon (MPD) methods discussed above. Both the minimumnorm and the path-following methods for phase unwrapping have been used for Dixon imaging. In the minimum-norm methods, phase unwrapping is achieved by requiring that the local derivative of the true phase (unknown) and the derivative of the wrapped phase (measured and known) match ''as closely as possible.'' Perhaps the simplest and most-used minimum-norm method for phase unwrapping is by solving the least-squares problem.
And Path-following method based on residual value. A residue or pole in a phase map can be either positive or negative depending on whether the closed loop integration of the wrapped phase difference is positive or negative. Pathfollowing methods for phase unwrapping seek to define an integration path for phase unwrapping that does not enclose poles or encloses only equal number of positive and negative poles [14] . There are in general two different approaches for the path-following methods. One is to explicitly identify all the residues or poles in the phase map and then to place ''branch cuts,'' which are lines that connect two residues with different polarity. The integration path of phase unwrapping is prevented from crossing the ''branch cuts.'' Properly placed ''branch cuts'' will thus avoid enclosing unbalanced poles and ensure the uniqueness of the phase unwrapping [14] , [15] .
The other approach of the path-following methods does not aim to generate explicit ''branch cuts.'' In fact, it is not even necessary to identify the location of the residues. Instead, the integration path is guided or defined through some quality map, such as the phase derivatives. The idea VOLUME 7, 2019 behind the approach is that an integration path that is guided by a properly chosen quality map will be able to implicitly avoid enclosing any unbalanced poles.
The advantage of an explicit branch cuts method is that once branch cuts are generated, the phase unwrapping results are guaranteed to be unique and independent of the integration path. A limitation of the approach is that there is no guarantee that the placement of the branch cuts by any algorithm is truly optimal or correct. As discussed above, poles and residues may arise from different causes (e.g., undersampling or noise), and thus they may have different characteristics. It is, therefore, conceivable that minimizing the total length of the branch cuts alone may not always lead to the correct placement of the branch cuts. On the basis of their study of some phase maps in MRI, Chavez et al. [15] postulated that poles that are spatially close together are noise related and that longer-range poles are from true undersampling. Under this assumption, Chavez et al designed a fringeline tracking algorithm to distinguish between the two types of the poles based on their relative fringeline lengths. In the algorithm, noise poles of different polarities are paired up and easily taken care of. However, generation of the branch cuts for the long-range poles requires repeated application of the same fringeline tracking algorithm with different global phase offsets. Fringelines that stay relatively unchanged at the different global phase offsets are assumed as the branch cuts for the long-range poles. In comparison to the original Goldstein's algorithm, the algorithm by Chavez et al distinguishes two different types of poles that may exist in an MR image. However, the assumption that the two different types of the poles have different fringeline lengths is empirical, and hence there is still a fundamental limitation of not knowing whether the placement of the branch cuts is truly optimal [16] .
In this context, the IDEAL method recently proposed by Goldstein et al. [17] is advantageous. In IDEAL, the real and imaginary components of water and fat are continuously estimated for each pixel with varying local field homogeneity until the combination of the estimate best fits the actual complex data in a least squares sense. As such, subtle phase unwrapping algorithms are not necessary with this method. In addition, the choice of TE with IDEAL is less restrictive than with conventional MPDs, thus facilitating shorting of TR. This can be greatly beneficial in balanced SSFP imaging, because it helps to avoid banding artifacts. Potential disadvantages with the method are: a) it requires relatively long post-data processing time, and b) the accuracy of the iterative estimation of local field map depends on the proportion of water and fat in the pixel and sampling strategy, and thus it might need to be further refined [18] . While many efforts have been made to develop a robust three-point Dixon technique following the original Dixon paper, many investigators realized that substantial redundancy exists in the data from a three-point Dixon acquisition. Coombs et al. [19] and Skinneret al. [20] and Glover pointed out that correction of the field inhomogeneity effects can be achieved with the data from only a two-point acquisition. 
III. PROPOSED FIELD MAP ESTIMATION METHOD
To address the ambiguity problem of the B0 field map, we assume that the field map is spatially smooth, and we use the multiple region-growing scheme fitting method. We propose a more robust and simple field map estimation scheme. The key to our method is to start by separating each ''true'' and ''false region'' with least squares fitting using the multiple region-growing scheme at each region. We will refer to the field map estimation method proposed by Reeder et al. [21] as the pixel-independent method. The steps for the proposed field map estimation are described in Fig. 2 .
A. CALCULATION OF FIELD MAP
The 3PD water-fat decomposition method is based on the frequency shift of fat with respect to water [6] . This method acquires signals at three echo times and incorporates the field inhomogeneity into the signal model. The resulting image of the local resonance offset, called the ''field map'', is calculated analytically from the source images as the first step in the reconstruction.
Water and fat components can then be separated from the field map-corrected signals. In this paper, the term ''field map'' will refer to the B0 field offset for an individual pixel, as well as the entire image.
Using the equations in the pixel-independent method [21] , the algorithm summarizes the method used to determine the least squares estimate of water images and fat images for each pixel. A summary of the final chemical species decomposition is shown in Fig. 3 . The steps account for multicoil acquisitions and for the smoothing of the final field map. The most characteristic feature of the calculated field map is the homogeneity of the field. This homogeneity has different intensity values depending on the structure of the organs. Thus, the basic principle of the field map is that, depending on the structure, the intensity values are distributed when maintaining homogeneity between regions.
According to a matrix format, rows 1 to N of matrix A are used to calculate the real components of the signal, and rows N+1 to 2N are used to calculate the imaginary components of the signal. Using a well described least squares fitting approach for linear systems, Equation (3) it can be shown as
If an initial estimate of the field map ϕ 0 is known, Equation (4) can be indicate as
Equation (4) is a linear system of complex equations that can be split into real (S ∧ R n ) and imaginary (S ∧ l n )(S ∧I n ) parts.
where (ρ R j ) and (ρ l j ) are the real and imaginary components of the jj species, c jn = cos(2 f j t n ) and d jn = sin(2 f j t n ). Equation (5) forms a set of linear equations that are amenable to linear least squares fitting to decompose estimates of each chemical species.
In this field map, impulse noise, which is abrupt noise, or the wrapping phenomenon, where the intensity values of certain regions change, could occur. As a magnetic resonance (MR) scanner increases to high-field (e.g., 7T and 9.4T) and to a high-magnetic-field environment, the inhomogeneity of the B0 field increases, and an inaccurate field map is generated. If this inaccurate field map were used to calculate water and fat separation, the results would inevitably be inaccurate; thus, a medical specialist could not establish a proper clinical diagnosis. This paper proposes a water and fat separation method that is accurate, even in high fields, by improving the inhomogeneity of the B0 field.
B. ANALYSIS OF FIELD MAP
To obtain information on the direction and uniformity of field maps, the Gabor transform and the gradient vector flow (GVF) were used.
The directional information of the field map was calculated using the initial Gabor transform. This was to understand the texture features. The Gabor transform is defined as a sine function modified by the Gaussian function, through which specific direction information can be extracted from the space region. As a result, a filter bank that shows a set of filters passing through a specific frequency range in the frequency region can be formed. The Gabor transform used in this study is shown in Equation (6), in which u0 represents the radial frequency, and σ x and σ y define the Gaussian window width on the x axis and the y axis, respectively.
The Gabor transform has parts that are integers and parts that are imaginary numbers. The image size of the I pq (x, y) applied to the Gabor transform is obtained from the g pq (x, y) from the Gabor transform. This means the fourdirectional size of each pixel is calculated through the Gabor transform, and the direction of the relevant pixel is set as the maximum value direction.
Through GVF, the effects of field map wrapping are estimated to determine the regions that require corrections. The GVF of the input image is calculated as the sum of the partial differential value of the x direction and the y direction, as shown in the following equation. In the calculated GVF, the specific region with a zero or higher vector value can be assumed as significantly affected by the field map wrapping. The standard value of the specific region was designated as 225 pixels of the 15 × 15 mask through experiments that reflected the matrix size and the FOV. And, we do the watershed [22] method by using local minimum values that calculate the GVF image. A grey-level image may be seen as a topographic relief, where the grey level of a pixel is interpreted as its altitude in the relief. A drop of water falling on a topographic relief flows along a path to finally reach a local minimum. The following Fig. 5 represents the fieldmap directional information obtained through the analysis information after segmentation.
C. CORRECTION OF FIELD MAP
After determining the wrapping regions, fitting is performed using the least squares fit based on the corresponding regions. To perform fitting with minimum directional information, fitting is set to a cubic equation, and the number of pixels is fixed at 15. The fitting direction progresses in a regiongrowing [23] scheme, which is the direction with the field map intensity of the similarity region. Region growing is a method of measuring similarities among pixels and expanding and dividing the region. Using one seed point, the similarity of nearby pixels is measured to decide on the seed point. In nearby pixels A and B, the similarity is defined by the following Equation (7) .
In which g(A) and g(B) are the gray level pixel values of pixels A and B, and θ is the threshold. When the difference between the two pixel values is included in the threshold, there is no pixel similarity and the pixels are combined to grow the region.
In this study, we used not for region division but for the determination of the direction needed for the field map correction. Therefore, the ''schema-based'' was used. To signify the concept of simultaneous performance in the calculated true and false regions while not searching for the entire field map image with one region growing, the term ''multiple region growing'' was used. In region growing, the initial threshold of the true region was set at 0.4 (range: 0-1), and the false region, 0.7. These initial threshold settings are parameter decisions optimized to the image-scan environment in this study, which was set as the optimal value of the most extensive scope that does not miss the pixels during the region growing.
After the region growing is completed in the relevant true or false region, the threshold is renewed to continue the region growing for the residual pixels that are not combined due to their low similarity. The renewed threshold increase coefficient is set to increase by 0.1 each time. When the threshold increase coefficient is 0.2 or more, the regions with less similarity in region growing grow together, so in this study, the coefficient was set at 0.1. When region growing is performed, the overlapping pixels in the true and false regions should be determined. The histories of the pixels are compared to replace them with a pixel that has the greatest similarity with the past and present pixels. This means the region growing with the least difference in the pixel values is selected due to the greatest similarity among the nearby pixels. To efficiently unwrap the true and false regions, an optimal correction direction is suggested in this study.
The least-square method is for obtaining approximate value equations; i.e., to determine the least value of the sum of the squares of the approximate and real values. It can be used for values that cannot be accurately measured, and particularly to estimate the constants of a known equation. In this study, the least-square method was used to correct the values of the field map pixels in the region growing direction to approximate values.
Equations (8) show the calculation method of the leastsquare method. When the N-time measured values y 1 , y 2 . . . y n are estimated as the functions of other measurements (x 1 , x 2 . . . x n ), they can be the squares of the sums of the differences between y 1 and f (x i ).
In this study, the correction was separately performed through the approximated values of the recorded field map values in the true and false regions. There were 15 field map pixels, and cubic equations were used. The reason for the 15 or more pixels is that the 20 pixels in the nearby field map resulted in significant impulse noises. The cubic equation was for removing impulse noise through the approximation using the least directional information in the 15 field map data.
The remaining regions, with the exception of the regions that are fitted using the least squares method, are filled using two-dimensional linear interpolation. Below Fig. show the progress direction of the multiple region-growing scheme. As a result of the multiple region-growing schema-based correction method, field map correction was processed in each region, but the non-uniformity of the true and false regions remained. 
D. POST PROCESSING
Field map correction was processed in each region, but the non-uniformity of the true and false regions remained. To solve this problem, 5 × 5 region masks were positioned for the correction based on the field map values mapped in the mask edge and on the B-spline [24] curve. The B-spline curve can decide on random numbers of the control point without increasing the degree of the function in expressing the curve. Unlike the cubic Bezier curve, in the B-spline curve, there is no limit in the control point number. If two points are given, they are the same as a line; and with three points (P0, P1, and P2), the mid-point P1 becomes the curveshape control point, and its curve equation is the same as the quadratic Bezier curve formula. The progress of the boundary using the B-spline means the correction of the pixel one by one, not considering the pixel values out of the object (the background noise). Due to the region-growing schemabased correction by 15 pixels each time, the connected areas have discontinuity. The discontinuity is also detected in the boundary of the true and false regions. After the boundary discontinuity is corrected, the histogram correction method is used as the last post-processing method for the entire field map inhomogeneity correction using a normal distribution fit [25] . The purpose of the entire correction is to achieve a Gaussian distribution while maintaining the field map uniformity. Below Fig. shows the results of the separation of the water and fat images based on the final corrected field maps.
IV. EXPERIMENT
To evaluate the proposed method, experiments based on medical MR imaging were performed. The experiment data is listed in Table 1 and shown in Fig. 8 .
To provide more points for comparison, other techniques, such as the IDEAL [14] method, were implemented using the experiment data set. As indicated by the results listed in Table 3 , the existing IDEAL method could not recognize some of the water and fat regions. The performance evaluation of this experiment was performed based on the water and fat separation results, following the criteria from a medical specialist. For the medical specialist's evaluation of the portion of water detected in the fat image, quantitative evaluation was performed. Tables 2 and 3 list the accuracy  and sample results. Recently improved IDEAL, Fat sat methods [26] is lack of consistency due to difference of measurement position and experiment environment, even they have not been evaluated in clinical methods is the lack of objectivity. So compared to the current methods of research and also performed a comparison with all IDEAL, Fat sat method. Because the IDEAL and Fat sat are at least 10 years of proven clinical closer widely accepted way. So this paper reflects the this situation of comparison with the corresponding method.
By Table 2 , it can separate the water and fat region except swapping. But according to Table 3 , in case of IDEAL is not swapping with water and fat, but Fat sat method was swapping with water and fat region due to tolerance effect of magnetic resonance. To evaluate the performance of the suggested algorithm more detail, the confusion matrix is calculated. The method was applied successfully to 10 sets; each set was composed of 11 slice images of mouse scan data. Using the matrix, the accuracy, sensitivity, and specificity of the suggested algorithm and the typical algorithm were compared. The true positive (TP), false positive (FP), false negative (FN), and true negative (TN) are defined as follows Fig. 9 . The confusion matrix was calculated as follows table.
As described in Fig. 10 , the formula for defining the confusion matrix factors and for achieving accuracy, sensitivity, and specificity can be as follows Fig. The following Fig. 11 show the accuracy, sensitivity, and specificity results.
The confirmation of the calculated confusion matrix and the accuracy, sensitivity, and specificity results showed that the suggested method is more accurate and general in high magnetic fields than are typical algorithms.
V. CONCLUSION
In this paper, a water and fat separation method, which has less distortion by applying image processing methods to the field map calculations of Reeder and which is robust even in high-field with the use of effective field map correction, was proposed. When several inaccurate results were obtained, the progress direction method applied to the process sensitively affected accuracy during fitting. To provide more points for comparison, other techniques, such as the IDEAL method, were implemented using the experiment data set. However, it was noted that the existing IDEAL method cannot recognize some water and fat regions. According to this result, we can confirm that some of the MRI limitations are caused by field inhomogeneity at high-field MRI.
Given that the direction is determined based on the wrapping region areas initially defined, the corresponding areas are thought to be the most important accuracy factor. To increase the accuracy of the proposed method, a more objective index could be found using the homogeneity to evaluate these wrapping regions. In addition, in a case when the signal strength is not strong enough due to hardware problems, the field map measurements have limits despite their field tolerance. To address such problem, an effective 3D field-map measurement method that uses consecutive neighboring field maps should be sought other than using a single sheet of field map.
