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It is the aim of this paper to study the method of surface interpolation 
introduced by Coons [3] and Gordon [5] in the abstract setting of optimal 
interpolation in the sense of Sard [7, 81. As an illustration, blended linear 
interpolation will be considered (Gordon [4], Birkhoff and Gordon [2]). 
1. OPTIMAL INTERPOLATION 
The theory of optimal interpolation as a special case of Sard’s theory 
of optimal approximation [7, 81 is based on the tuple 
w, y, z u, F). (1-l) 
Here X, Y, Z are complex (separable) Hilbert spaces and 
u: x+ Y, F:X-+Z 
denote continuous linear mappings. Let us suppose that the completeness 
condition holds (Sard [S]). Thus, the bilinear form 
((x, Y>) = W, UY) + (Fx, FY) (x7 Y E -9 (1.2) 
is a scalar product on X, which induces the original topology on X. 
The problem of optimal interpolation reads as follows. 
For every x E X determine 4 E X such that 
F( = Fx, II Ufll 9 II UY II (FY = W, (Y Em. (1.3) 
Following Sard [7, 81, we construct the orthogonal projector P on 
(X; ((., .))) defined by 
Im(P) = Ker(F)l. (1.4) 
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Then the element 
rf = Px 
is the unique solution of (1.3). The operator P is called the spline interpozution 
projector corresponding to (1.1). 
2. ABSTRACT SURFACE INTERPOLATION 
The basic implicit tool of the method of surface interpolation of Coons 
and Gordon is the tensor product method. For tensor products of Hilbert 
spaces and linear mappings we refer to Berezanskij [l, pp. 39-501. 
Let us consider two problems of optimal interpolation that are described by 
(xj 3 Yj 9 Zj 7 Ui 7 Fj) (j = 1,2). 
Denote by 
pj (j= L2) 
the corresponding spline interpolation projectors and let 
li (j= I,3 
denote the identity mapping of Xi (j = 1,2). Now we are able to state 
the problem of abstract surface interpolation: 
For every x E X1 0 X, determine [ E X, @ X, such that 
J’l 0 A(0 = J’l 0 W, 11 0 F,(t) = 4 0 f’,(x), 
II u, 0 UE)II < II Ul 0 UY)ll? 
4 0 UY) = FI 0 Ux), 4 0 MY> = 4 0 F&d (Y E Xl 0 -w 
It is clear that the problem of abstract surface interpolation can be con- 
sidered as a problem of optimal interpolation which is characterized by 
the tuple 
More precisely, we have the following 
THEOREM. Suppose that 
Im(Fj) = Zi (j = 1,2). (2.2) 
Then for every x E X, @ X2 the element 
5 = (PI 0 4 + 11 0 pz - PI 0 pm (2.3) 
is the unique solution of the problem of abstract surface interpolation. 
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Proof. First let us verify the completeness condition (1.2) for the tuple 
(2.1). This condition is a direct consequence of the scalar product of the 
tensor product of (XI ; ((., .))) and (X, ; ((., .))), since we have for any 
pair x, y E XI @ X,: 
((x, v>) = (x, v) + VI 0 F,(x), FI 0 F,(Y)). 
Observe that the scalar product of the tensor product of (X, ; ((,, .))) and 
(X, ; ((., .))) and the scalar product of the tensor product of (XI ; (., .)) 
and (X, ; (., .)) induce equivalent norms. Thus the completeness condition 
holds in both cases. 
The more difficult part of the proof is to show that the operator 
p, 0 I, + 4 0 pz - p, 0 pz 
is the spline interpolation projector corresponding to (2.1). Taking into 
account that 
FjPi = Fj (j = La, 
PI 0 12 + 11 0 Pz - P, 0 Pz = 11 0 I2 - (II - P,) 0 (12 - Pz), 
it follows for every x E XI @ X, (for .$ see (2.3)): 
G x - 5) = G x - 0) = (Ul 0 u9, u, 0 U,(x - EN = 0. 
Thus PI @ I, + I, @ P2 - PI @ Pz is an orthogonal projector on 
(XI @ X, ; ((., .))) that satisfies 
(6 0 W’I 0 4 + 11 0 Pz - PI 0 Pz) = 4 0 4, 
(4 0 FM, 0 4 + 1, 0 P, - PI 0 Pz) = 4 0 F, . 
Hence 
Ker(P, 0 I2 + I, @ Pz - P, 0 Pz) C Ker(F, @ I, x I, @ F,). 
The only thing we have still to prove is to show that for every x E XI @ X, 
the relations 
FI 0 W) = 0, I, @ F2(x) = 0 
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imply 
(Pl 0 12 + 11 0 p, - Pl 0 P2>(x) = 0. 
If we take into account (1.4) and (2.2), an application of Banach’s theorem 
yields the existence of the continuous linear mappings 
that satisfy 
Thus we have 
F?+: Zi --f Xj Ci= 1,2) 
F,-‘F, = p. 3 (j = 1,2). 
(FL1 0 MF, 0 4) = PI 0 12, (4 0 K1)K 0 Pz> = 4 0 P, . 
Hence the relations 
imply 
4 0 Z,(x) = 0, Zl @ F,(x) = 0 
Pl 0 Z,(x) = 0, z1 @ Pz(x) = 0. 
Since we have 
(Pl 0 Z2)Vl 0 P2) = Pl 0 p2 3 
we obtain 
(Pl 0 I, + 4 0 P2 - Pl 0 P2Xx) = 0. 
Remark. Note that the projector PI @ I, + ZI @ Pz - P, @ P, is the 
Boolean sum of the projectors P, @ I, and Z1 0 Pz . For a further discussion 
of this aspect we refer to [6]. 
3. AN EXAMPLE 
One way of describing linear interpolation as optimal interpolation 
is based on the choice of the tuple 
w-w), L2V), c2, D, co x 9) (3.1) 
(J = [0, 11, IV2(.Z) a Sobolev space, eo, 1 E Dirac measures). In this connec- 
tion the linear interpolant of the function f E bP2(J), 
5(s) = f(W - 4 + f(l)% 
is the unique function in the set of functions g E Ws2(J) satisfying 
g(O) = f(O)? g(l) = f(l)? 
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which minimizes 
I I bds)12 ds. .I 
The blended linear interpolation [2, 41 is obtained by choosing (3.1) twice. 
An application of the general procedure of Section 2 yields the following 
concrete result (see also [4, 93). 
The blended linear interpolant of fE FW2(J) @ We2(J), 
ix& t> = f&4 t>(l - s> + f(l, t)s + f(s, O)(l - t> + f(s, 112 
- f(0, O)(l - s)(l - t) - f(0, l)(l - s)t 
- f(L 0) 41 - t> - f(L 1) st, 
is the unique function among all g E W1,2(J) @ W2(J) satisfying 
d.9 0) = fC.3 (9, &A., 1) = f(-, 11, 
do, .I = f(O, .I, g(l, .> = f(L .I, 
which minimizes 
ss I D,D,g(s, t)12 ds dt. J J 
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