We present a multi-dimensional indexing approach for fast sequence similarity search in DNA and protein databases. In particular, we propose effective transformations of subsequences into numerical vector domains and build efficient index structures on the transformed vectors. We then define distance functions in the transformed domain and examine properties of these functions. We experimentally compared their (a) approximation quality for k-Nearest Neighbor (k-NN) queries and both (b) pruning ability and (c) approximation quality for -range queries. Results for k-NN queries, which we present here, show that our proposed distances FD2 and WD2 (i.e. Frequency and Wavelet Distance functions for 2-grams) perform significantly better than the others. We then develop effective index structures, based on R-trees and scalar quantization, on top of transformed vectors and distance functions. Promising results from the experiments on real biosequence data sets are presented.
Introduction
Managing string databases has taken on particular importance especially in the past few years with the explosion of sequence data, such as genome and protein databases. Queries asking sequence similarity are widely used to capture interesting and useful information from these large databases. When long sequences are to be queried, both the I/O cost and the number of comparisons between sequences are very important since the algorithm to compute distance between sequences has O(n 2 ) time complexity. Majority of the sequence similarity algorithms in the literature assume that the database fits into memory [1, 2, 9, 15, 22, 24] . However, the size of typical databases increases rapidly, and it becomes impractical to use basic pattern matching algorithms. For example, GenBank [3] , a popular database containing nucleotide and protein sequences built by NCBI, is doubling its size every 15 months [4] . In this paper, we investigate similarity search problem in large string databases such as DNA and protein sequences, and propose efficient, accurate, and scalable query processing techniques for them. Since typical database size is getting larger, the least number of I/O operations is desired, ultimate aim being to access only the query answers. These observations naturally lead to the idea of indexing the data to improve the query performances. However indexing sequence data for similarity is not as easy as indexing ordered data. Transforming into multidimensional vector space is useful for this purpose.
One of the widely used similarity query type in DNA sequence databases is -range query, where the user poses a query sequence and a similarity threshold and ask all subsequences in the database that have a distance smaller than the threshold to the query sequence. Another important query type, which has a wide range of potential applications, is k-Nearest Neighbor, k-NN, query. The user can give a sequence and ask most similar k sub sequences to the given sequence. k-NN queries have several advantages. One big advantage is that the user does not need to have domain knowledge to run a k-NN query. Since users need to assign a similarity threshold for an -range query, they are expected to have a reasonable understanding of the similarity distance and the possible range of distances to get reasonable answers for the query. A relatively small similarity distance may result empty queries, while a large query radius may output a big portion of the database. Both scenarios do not give useful or interesting information to the user. Although, k-NN seems to be a natural choice in defining a similarity query, efficient implementation of it has not been studied well enough in the context of biomedical databases. There have not been effective techniques that support efficient k-NN query processing until some recent studies, i.e. [14] .
Approximate string matching problem has been extensively studied in the past. An excellent survey of sequential algorithms that do not use indexing mechanisms can be found in [18] . There have been previous studies on data management and indexing the genome using various strategies [9, 14, 15] . We will follow the methodology of clustering/indexing the subsequences after transforming them into a vector space and defining a distance metric for the new space. With the help of the distance functions, our framework achieves accurate approximations and effective pruning during the search. For efficient query processing in vector space, we adapt scalar quantization of the data both for indexing and searching. Our experimental results also show that an effective scalar quantization of transformed vectors improves the string search performance very significantly [8, 23] .
The rest of the paper is organized as follows. Section 2 makes an overview of the idea and then discusses tradeoffs in sequence query algorithms. Section 3 presents the distance functions we used in our experiments, and their properties. Section 4 describes the experiments and their results. Section 5 mentions the index performance and section 6 contains conclusion and future work.
String Query Processing

Overview
We propose both approximate and exact search techniques for efficient processing of subsequence similarity queries. Both of our approaches require transforming strings into vectors in multidimensional vector space. Instead of comparing strings with the query string we compare vector data representing the strings. For approximate similarity search, this step is the only operation required for our algorithm. To get exact answers for similarity search, we again prune the unlikely entries using different distance functions and then in the second phase refine the answers obtained from this step [14] . Nonpruned data is processed back in the string domain. This way the number of strings required to compare is significantly reduced.
We use a multidimensional index structure to accomplish query processing in the vector domain more efficiently. There is a wide range of indexing techniques proposed in the literature [5, 9, 12, 21] which can be applied to our framework. In this paper, we investigate effective distance functions that perform better on the widely used index structures for different kinds of queries. Especially if the index fits into main memory, the queries will be executed very efficiently. For approximate queries it will be very effective since only the final answers to the query will be fetched from secondary storage. For queries, which don't tolerate any error, I/O operations will be performed for all the entries that are not filtered.
These considerations increase the importance of the index size, which depends on the type of the index and the window size used to construct the subsequences from the long sequence. While constructing the windows to create subsequences, we follow the approach that was introduced in [10] . However, other approaches in the literature [7, 13, 16] are also applicable to our framework. For window size of 500 with 50% overlap amount, the initial size of the vector file (without compression) is between 5 and 50 % of the original sequence file -relative to different transformations-. To keep the index size smaller, we further compress the vectors using scalar quantization [8, 23] . The major advantage of scalar quantization is that the compressed data can also be used as an index structure during similarity search. Since the index is compressed using a lossy compression, there may be cases where the index itself may not be enough to give an acceptable answer to a query. However, our experimental results on real genome data show that the compressed index is enough for most of the similarity queries. The scalar quantization differentiates one transformed vector from other, and prunes the irrelevant vectors without checking the actual vector itself. For the cases where it is not enough to give an approximate answer to a particular query using just the compressed data, to be sure of not missing any correct answers, we use the method as a pruning step. In summary, the performance of similarity searching is improved very significantly using a dense index based on the scalar quantization of transformed vectors.
Figure-1 summarizes the preprocessing and building of the index and how the index is utilized is depicted in Figure- Larger amount of vectors returned (to be sure we don't miss any real answers, we prune only with non-probabilistic methods, so prune less). Then, we fetch all of the corresponding strings and further process them (calculating the edit distance to the query string) and eliminate false positives.
Tradeoffs
In string similarity queries, we need a similarity metric between string s 1 and s 2 , to decide if they are similar enough or not. One of these metrics is Edit Distance between two strings, which is a measure of difference. However, edit distance is an O(|s 1 |*| s 2 |) algorithm both in terms of time and space requirements, O(n 2 ) if the length of both strings is n. This is highly inefficient for genomic sequence queries since relatively long sequences are of particular interest to researchers. The total query time is linearly proportional to database size. This total query time can be made constant by making only preprocessing in time linear to database size. The data needs to be clustered using effective techniques such as k-means clustering. However, k-means clustering requires mean of two data entries as the input at middle stages and a meaningful mean definition is not available in the string domain. A more feasible approach is to transform the strings into a vector space, where mean can be easily defined with respect to the distance function. Transformations also reduce the time required to make each comparison, which is O(n 2 ) (where n is the size of the string). In the transformations we used, each string transforms into a vector of dimension d regardless of n, which meant comparison in constant time.
The transformations we used are lossy transformations, so the distance in this new space cannot be expected to keep the exact same relationships of the originating strings. 3 ) with some probability. This "preserving the order" is a highly desired property, since if it always holds, you can employ k-NN queries in this domain T, and the results will be the same k-nearest strings. The higher the correlation between edit distance values and approximating distances, the lower the error rate will be. We aim to find the function least sacrificing the accuracy, but increasing the efficiency substantially. 
Transformation Domains and Distance Functions
In this section, we investigate four different transformation domains and five different distance functions defined on them. The transformations and distances that use single character frequencies are from [14] , and here we generalize them for N-gram frequencies.
Frequency Transformation, FT#N(s) and Frequency Distance, FD#N(v 1 ,v 2 )
Definition 1: For a string s of length n consisting of characters from an alphabet Σ, we keep track of frequencies of occurrences of each character, using a vector v of |Σ| dimensions. Sum of those frequencies will eventually be n. This vector is the frequency transformation of this string s, FT1(s) [14] . We generalize this definition to FT#N(s) which is a vector of frequencies of N-grams (instead of 1-grams, i.e. alphabet symbols). i.e. frequency distance is a lower bound for edit distance of corresponding strings. s 2 ) as N increases. This is due to the fact that, one change in a character of the string doesn't have to cause a total change of N in the corresponding vector, it may be less. But to guarantee lower bound, we have to think of the worst case and always divide by N. This corollary is also parallel to our observations on real data. As N increased, our experiments resulted with lower average distances for transformations, but the ordering of the original data is preserved better in the transformed domain as will be depicted by charts 4-a and 4-b. 
Frequency Wavelet Transformation WT#N(s) and Wavelet Distance WD#N(v 1 , v 2 )
Definition 4: Definition of WT#N(s): After dividing s into two equal substrings s a and s b , we compute the transformations v a =FT#N(s a ) and v b =FT#N(s b ). Concatenation of addition and subtraction of those two vectors, [v a +v b , v a -v b ], is our N-gram Frequency Wavelet transformation, WT#N(s).
This transformation is presented in a more formal way with a recursive wavelet definition in our technical report [19] . Definition given here is the first two wavelet coefficients of last recursion in that formal definition. This definition promotes efficiency since elimination of recursion. 
Analysis of N:
In our experiments we used FD1, FD2, FDM, WD1 and WD2. As N increases, the sizes of the transformation vectors grow exponentially. FT1 transformation vector size is 4 1 =4, whereas FT2 is 4 2 =16 and FT3 will be 4
Performance Evaluation
We used human chromosomes 2, 18, 21 and 22 to run our experiments. In some experiments, we took random sequences from one file and ran it as a query on the same or another chromosome to compare the general behavior of function values in relation with edit distance. We evaluated the efficiency of distance functions for different purposes in "similar sequence" queries, each of them requiring different kind of experiments; (a) approximation efficiency on k-NN queries, (b) pruning efficiency on ε-range queries and (c) approximation efficiency on ε-range queries using scaled functions. Since k-NN queries have mentioned advantages, here we will concentrate on experiments with k-NN queries. For remaining experiments curious reader is referred to the technical report [19] .
Approximation Efficiency on K-NN Queries
This experiment aims to show how well each distance function preserve the ordering of the strings in the transformation domains, and such how well we can utilize each function to approximate the k-NN queries.
We took a sample from 18 th chromosome of human genome. We took the query sequence from the same sample. Then we measured all the distance values including edit distance to the query sequence. Sorting according to each distance function and taking the first k entries, gives you the k-NN with respect to corresponding distance function. Two measures of success for these approximate k-NN queries with reference to real query answers come to mind; (1) comparing average edit distances of them, (2) comparing true positive percentages out of k.
In those experiments, we took the query from the data file itself. This way we guaranteed it would be a more meaningful query. In a file where data windows are almost equally distant to the query string, k-NN query looses its meaning. In real applications, researchers are usually looking for similar sequences. Naturally, some data windows will be the k-nearest, but some or all of the k-nearest may not be similar to the query, so comparing results in meaningful queries is a more pragmatic measure of usefulness of the approximation method used. Another point of interest is the distances being concentrated in a small region (like normal distribution), whereas similar sequences are away from that region. For small k values the results are promising. Since there was only one exact match in the set, when k is small, the query for k nearest neighbors is a more meaningful query, nearest being the exact match and the rest being overlapping data windows to the exact match. Chart-1 depicts the results for a comparison of accuracy of each distance function for k-NN approximation, using average distance of query answers. In this chart, lowest of the series is the average values of the edit distances of nearest k neighbors according to edit-distance itself. Other series are average edit distances of knearest neighbors according to different distance measures evaluated on transformations of the query and data windows. As you can see WD2 gives the best approximation to actual k-NN. (W= 200, = 10). Same results are used to calculate the error rates and generate chart-2. Error rate of WD2 is around 1/3 of its nearest follower. We can reason about this success by looking at relation of distance values with respect to Edit Distance on chart 4.
To compare N-gram improvement over the current algorithms better, we should look at percentages of right guesses among k neighbors approximated using those distances. In charts 3-a,b we present comparisons of hit percentages of FD1 vs FD2 and WD1 vs WD2.
Charts 4-a,b represent what the approximate k-NN algorithm using WD2 and FD1 does. 4-a show the first 400 strings when sorted by their WD2 values to the query on the horizontal axis and corresponding Edit Distance and WD2 values. When we take first k of these strings, it corresponds to the approximate k-NN answers using WD2. If the idea is successful, we must also have lowest values for Edit Distance (ED). WD2 successfully orders the strings for ED, depicting why its error rate was so low in chart 2 and hit rate so high in chart 3. 4-b is the same for FD1, but it is not successful in getting the actual nearest entries except a few of them. (Note: Sample set is same. Since we showed first 400 after sorting, remaining actual nearest strings are not seen in 3-b).
Another way to depict the relation between ED and other distances is to sort by Edit Distance. In charts below more then 25000 strings are sorted with respect to their Edit Distance to a query. 5-a shows FD1 of these strings and 5-b shows WD2. WD2 has much lower variance and more proportional to ED values compared to other distances. 
Index Performance
As shown earlier, the transformation WT2 using WD2 distance outperformed others very significantly. We implemented two major indexing mechanisms on top of transformed vectors and performed various experiments to measure their efficiency both in terms of I/O cost and total running time. We briefly mention a representative result here. The relative performance of each technique was consistent in all experiments.
Vectors are produced for window lengths 250, 500 and 1000. The sliding amount is 100 characters. By this way, same number of vectors generated for each window size. We first implemented the brute-force method using the string data and edit distance calculations. In all our experiments, search based on edit distance took very long time, in the order of tens of minutes. We ran the same set of similarity queries on our indexing framework with WT2 and WD2. The time for a single query was much less than the brute-force method even without using an index. Our general experience with transformed domain was that the queries are executed very efficiently. However, even if a single query runs very fast on average, the speedup on query time is still important since multiple queries are very common in biomedical databases, and the aggregated time becomes significantly high. Also, the data sets we use in this section are rather small compared to the application domain that is targeted. We tested the performance of similarity search on transformed vectors using three strategies. For sequential access, we read the vectors sequentially from file, without an index and find k nearest neighbors. As a second approach, we implemented an R-tree based index, specifically VAM-Split R*-tree which we found to be the most effective among R-tree based approaches. Finally, we implemented the scalar quantization based indexing. The vector data is analyzed statistically and an effective scalar quantization is applied to the data. Then the quantized data is used as a dense index to the vectors themselves. Chart 6 shows a summary of performance comparison of these three techniques. Scalar quantization clearly outperforms others, and obviously these approaches based on the transformed vectors outperform the brute-force string search very significantly. 
Conclusion & Future Work
In this paper, we presented a framework for multi-dimensional indexing approach to string similarity search problem. In particular, we proposed some transformations of substrings into vector space and built effective index structures on the transformed vectors. In particular, scalar quantization based indexing technique is built on top of the transformed data. A very effective distance function is developed for the proposed transformations. We performed extensive performance evaluation of the proposed schemes with the current approaches and discussed the tradeoffs both in exact and approximate similarity searching. Up to now we evaluated what we can expect from different metrics and which of them supports what kind of query best. Our future plan is to experiment our system on large protein sequence data sets, and apply the proposed ideas to queries on natural language texts, image data and similar applications of queries.
