We consider a single-server queueing system with Poisson arrivals and general service times. While the server is up, it is subject to breakdowns according to a Poisson process. When the server breaks down, we may either repair the server immediately or postpone the repair until some future point in time. The operating costs of the system include customer holding costs, repair costs and running costs. The objective is to find a corrective maintenance policy which minimizes the long-run average operating costs of the system. The problem is formulated as a semi-Markov decision process. Under some mild conditions on the repair time and service time distributions and the customer holding cost rate function, we prove that there exists an optimal stationary policy which is characterized by a single threshold parameter: a repair is initiated if and only if the number of customers in the system exceeds this threshold. We also show how the average cost under such policies may be computed and how an optimal policy may efficiently be determined.
Introduction
This paper considers the problem of determining optimal repair policies for operating devices that are subject to breakdowns. This is a common problem in reliability models and a large amount of research on optimal operating policies for maintenance systems (see e.g. McCall (1965), Pierskalla and Voelker (1976), Sherif and Smith (1981)) exists in the literature. The major difference between our model and most existing repair models is that we view the operating devices as servers in a queueing system, providing service to arriving customers.
We consider a single-server queueing system with Poisson arrivals and general i.i.d. service times. While the server is up, it is subject to breakdowns according to a Poisson process. When the server breaks down, we may either repair the server immediately or postpone the repair until some future point in time. The operating costs of the system include customer holding costs, repair costs and running costs. The objective is to find a corrective maintenance policy which minimizes the stochastic systems, most structural results are obtained by verifying that value functions or solutions to certain optimality equations have specific properties-such as monotonicity, convexity, K-convexity, etc. Our proof is based on a parametric variation of one of the model parameters. The existence of a monotone optimal policy is first verified when this parameter takes on sufficiently small values and is then inductively extended from interval to interval. We believe that this approach may prove to be fruitful in many other models as well.
Model formulation
We consider a single-server queue with Poisson arrivals at rate A and general i.i.d. service times with service time distribution F(.). While the server is up and working, it is subject to breakdowns according to a Poisson process with rate a where 0 < a < 00, and possibly with a different rate ao0 with 0 ao < oo when the server is up but idle. We assume that the arrival, service and breakdown mechanisms are independent of each other. When a service is interrupted, it needs to be restarted from scratch, i.e., when the service of a job is restarted, its service time is a new independent sample from the distribution F(.). In the special case where service times are exponenftial, it is immaterial whether an interrupted service due to breakdowns is resumable or not. When the server breaks down, we can either initiate a repair or postpone the repair (wait) until some future point in time. Repair times are i.i.d. with general distribution G(.) and mean v, 0 < v < oo00.
The cost structure includes a customer holding cost rate H(i) ?0 where i represents the number of customers in the system, a fixed cost c -0 for each repair, a running cost rate r when the server is working, and a possibly different running cost rate r0 when the server is idle. The running cost is 0 when the server is broken. In some cases, ro0-r because additional costs (resources) are needed to serve the customers, e.g., electricity cost to run the machine. However, we do not impose any restriction on the relation between r and ro in our model. We can also include a reward R for each service completion. The long-run average value of this reward component is, however, constant for any policy under which the queueing system is stable. We therefore assume R =0. Our objective is to minimize the average operating costs of the system among all possible policies.
The wait/repair problem is formulated as a semi-Markov decision process with state space S = {(i, j) I i = 0, 1, 2, . . ., and j = 0, 1}. (X(t), Y(t)) E S denotes the state of the system at time t where X(t) represents the number of customers in the system at time t and Y(t) the status of the server at time t, with value 0 or 1 indicating that the server is down or up, respectively. The decision epochs include (i) breakdowns or service completions when the server is up and working; (ii) arrivals of customers when the server is idle or down and no repair has been initiated yet; and (iii) repair completions. 
Existence of an optimal stationary policy
We first impose the following three conditions. 
Condition 1. H(i) is non-decreasing in i and

A{F(oa)-ls + (F(oa)-1-1)v} < 1 where f(a) = fe-adF(t).
For any x, y E S, let p,(a) denote the one-step transition probability from state x to state y if action a is taken. Note that F(.) defined by F'(t) = 1 -e-" (Verification of (4) is analogous to that of (2), replacing G by P, v by s, and c by 0.) Conditions 1 and 2 thus ensure that all one-step expected costs are finite and polynomially bounded. As shown below, Condition 3 guarantees that a stationary policy exists with finite long-run average cost, namely the no-wait or 0-policy under which the server is repaired as soon as broken.
First, define C, as the expected total cost incurred under the no-wait policy when starting in state (i + 1, 1) until reaching state (i, 1). Proof. Since S, is a finite subset of the state space, it suffices to prove that the inequality holds for a fixed state y0 E S,. Let M*(x, yO) be the expected total cost incurred when statting in state x E S until the first visit to state yO under the no-wait policy. Similarly, let Ml(x) denote the expected total cost incurred under the no-wait policy when starting in state x e S up until the next visit to the set S,. We show that a constant K > 0 exists such that In the next section we use the following corollary with respect to the n-policies (n -1). For any stationary policy f, let c(x;f), t(x;f) and pxy(f) denote respectively, the one-step expected cost in state x, the one-step expected holding time in state x and the one-step transition probability from state x to state y, under policy f (x, y S). 
Characterization of an optimal policy
In this section, we prove that an n-policy is optimal, provided that the holding cost rate function H(.) is convex. We thus add the following Condition 4.
Condition 4. H(.) is convex.
Optimal time to repair a broken server 387 For any stationary policy f and any pair of states x, y E S, let Tf(x, y) denote the expected first passage time from state x to state y under policy f, and let Mf(x, y) denote the expected total cost when starting in state x until reaching state y. For n-policies, we write Tn(.) and M,(.) instead of Tf(.) and Mf(.).
We first prove a more limited result: there exists an optimal (stationary) policy which prescribes immediate repairs whenever the number of customers in the system is sufficiently large. Proof. The proof is by induction. We first establish that a number R, > -00 exists such that the 0-policy is optimal for all ro -R1.
Proof. Let f be a stationary policy which, in each state x e S, prescribes an action which achieves the minimum in (12). It follows from Theorem 3.3(b) that f is optimal. Assume to the contrary that policy f prescribes the wait action (action 1) for some state (i', 0) with i' > i*. Then there exists an integer i _ i* such that action 1 is prescribed in state (i, 0) and action 2 is prescribed in state (i + 1, 0). (Otherwise, no repairs would be initiated when the number of customers in the system exceed i* so that lim,, Pr {(X(t), Y(t)) = (i, 0) with i -N}
In view of Theorem 3.3 and Corollary 3.5, it suffices to show that Vo satisfies optimality equation (12) 1 + k, 1), (i + k, 1) ). 
Computing optimal n-policies
In this section we describe an efficient algorithm for the determination of an optimal n-policy. We first need the following two lemmas.
Lemma 5.1. The optimal average cost g* is piecewise linear, strictly increasing and concave in ro.
Proof. From Theorem 4.2, it follows immediately that g* is piecewise linear and strictly increasing in ro. Since g, is linear (and thus concave) in ro and g* = inf, {g,}, g* is concave in ro.
Lemma 5.2. For any fixed ro, the function g, is unimodal as a function of n.
Proof. We need to show that for any fixed ro and n, (i) if g, -gn+l, then g, 5 gn+k for all k -2 and (ii) if g, -gn-1, then g, - gn-k for all k i> 2.
To prove (i), recall from Lemma 3.6 that g, = ;r,(0, 1)ro + 9n with gn independent of ro and ;r,(0, 1) decreasing in n. Thus, if for some fixed ro = F and n, g, _ g,+1, then g, <gn+l for all ro < F. Thus, to prove (i), assume to the contrary that g, > gn+k and thus gnl >
•gn+k. It follows again from the above observations that gn+1 >gn+k for all ro--. Thus, the (n + 1)-policy is not optimal for any value of ro, contradicting Theorem 4.2.
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The proof of (ii) is similar.
In view of Lemma 5.2, an optimal n-policy may be obtained by a simple bisection procedure. Let N1 < N2 be integers such that gN+1 <gN, and gN2-1 5 -gN2.
Bisection procedure.
Step 0: Initialize n1:= N1; n2:= N2.
Step The bisection procedure clearly requires no more than O(log2 (N2/N1)) evaluations of {g,:n _1}. We now describe an efficient recursive procedure for the evaluation of the steady-state distribution {Ir,(.)} of the number of customers in system under the n-policy. This recursive scheme is analogous to that of standard M/G/1 queues, see e.g. Tijms (1986). With the help of the latter, the average cost g, of the n-policy is easily computed as well, see below.
Let T be the length of a busy cycle, and for any i _ 1, let 7T be the total amount of time during a busy cycle with i customers present. Our derivation of a recursive scheme is based on the observation that a busy cycle may be divided into a random number of disjoint, so-called service completion intervals separated by the service completion epochs and that E(Ti) may thus be calculated as the sum of the contributions to E(Ti) of these intervals. Thus, define the quantities Aik = the expected amount of time that k customers are present during a service completion interval that is started with i customers present (k _ i).
We also need Bjk = the expected amount of time that k customers are present during an interval which starts with j customers present and the initiation of a repair, and which terminates with the first service completion (k >_j _ n).
Similarly to the standard M/G/1 queue we obtain 
S(A + aOo) L
The running costs can be verified similarly.
Remarks
We first give some remarks on the case where the repair time is negligible, i.e. v = 0. Such a case might correspond to replacing the broken server (machine) by an available new server (machine). In this case, tmin = 0. However, all the results in Section 3 (and following) may be obtained by minor adaptations of the analysis in Section 3. In particular, we do not consider repair completion epochs as decision epochs. Instead, we define the one-step transition probability P(i,0)x(2) p(i,x(1)(l  and the one-step expected cost E[(i, 0); 2] = c + c[(i, 1); 1] . Furthermore, one easily verifies that convexity of the customer holding cost rate H(i) is not required to prove the optimality of monotone policies in Theorem 4.2.
When the service time distribution is exponential and the customer holding cost is linear, an alternative efficient algorithm based on difference equations may be found to compute an optimal monotone policy (see So (1985) ).
As pointed out in Section 1, one extension to the wait/repair problem is to include the option of turning off the server even when it is operational by paying a shutdown cost. This would permit saving the running cost when the number of customers in the system is sufficiently small (perhaps zero) to justify this action. However, we require that when the server is down, either because of a breakdown or being turned off, we will pay the same cost and require the same operation to bring the server back to work again. This model can apply in the situation where the server can be switched to do other types of work (corresponding to a shutdown) or it has to be switched to process some higher priority jobs when these jobs arrive (corresponding to a breakdown), and a repair corresponds to bringing the server back to serve the lower priority jobs. We can use a similar approach to show that there exists an optimal (stationary) policy which either never turns the server off or turns the server off only when there is no customer in the system, and repairs the server if and only if the number of customers in the system exceeds a certain level for this problem.
To see this, consider any stationary policy f which turns the server off when there are n (_1) customers in the system. First observe that under policy f, there will be at least n customers in the system once the number of customers in the system exceeds n, i.e., the states (i, j) for all i < n, j = 0, 1 are transient states. Now consider another (stationary) policy f* with f*(i, j) =f(i + n, j) for all i _ 0, j = 0, 1. Starting from any state (io, jo) and state (io + n, jo) under policies f* and f, respectively, the two systems are identical except that the system under policy f* has n customers less than that under policy f. Since the customer holding rate function is non-decreasing, the average cost under policy f* will be less than that under policy f. Therefore, we only need to consider two classes of policies. The first class of policies corresponds to those which never turn off the server and the problem then reduces to the wait/repair problem. The second class of policies corresponds to those which turn off the server only when there is no customer in the system. For this class of policies, the average cost will be independent of r0. However, we can use a similar parametric analysis on the shutdown cost to show that there exists an optimal policy which only turns the server off when there is no Optimal time to repair a broken server 395 customer in the system and repairs the server if and only if the number of customers in the system exceeds a certain level. As pointed out in the introduction, these results generalize those obtained for M/G/1 systems without breakdowns and repairs.
The assumption that the server's up times are exponential (while the repair time and service time distributions are arbitrary) appears to be essential: for different up-time distributions, it does not appear to be possible to compute (exactly) even such aggregate performance measures as the expected number of customers in the system, even if the simplest of all policies, the no-wait policy is adopted; see Gaver (1962) and Federgruen and Green (1986), (1988).
The proof technique used in this paper can be used to produce a similar type of structural result in many other models as well. In Federgruen and So (1989) we apply the technique to obtain structural results for other control problems in queueing systems subject to breakdowns and in priority queueing systems. We now sketch the application of the technique to the following control problem in M/M/1 queues with two discrete service rates.
Consider an M/M/1 queue with batch arrivals with rate A and i.i.d. batch sizes with mean x. Two service rates (parameters Ml and /2 with A1 <A 2) are available. The cost structure includes a non-decreasing and unbounded customer holding cost rate and two different service cost rates for the two available service rates. The problem is to choose the service rate to minimize the average operating costs of the system.
The problem can be formulated as a Markov decision process. The decision epochs include service completions and customer arrivals. To use our proof technique, we introduce an idle running cost rate ro when the system is empty. Under the conditions that Ax < A2 and that the customer holding cost rate is bounded above by a polynomial, we can use similar arguments to prove the analogous results in Lemma 4.1 and Theorem 4.2 in this problem. In particular, we can prove that an optimal monotone policy exists when ro0 = 0, i.e., a policy which uses the faster service rate /2 if and only if the number of customers in the system exceeds a certain level.
As shown, our proof technique appears to be very useful in proving structural results for control problems under the average cost criterion. It appears that the technique should be readily usable to obtain similar structural results under infiniteor finite-horizon discounted cost criteria. Note that our proof technique is primarily based on the existence of solutions to an optimality equation with a policy prescribing actions that achieve the minima in this equation being optimal. In most models where these results can be established, they can usually be established under the discounted cost criterion when they can be verified under the average cost criterion. (As in this paper, the proof for the latter is often based on that of the former.) We are currently investigating these conjectures.
