Abstract-Hand motion recognition based on surface electromyography (sEMG) has drawn much attention over last decades. Generally, sEMG can be non-invasively measured on the skin, and then different stable features directly relating to hand motion are extracted from the preprocessed sEMG. In order to improve computational efficiency, some dimensionreduction methods, such as PCA, LDA, are always employed to reduce the high-dimensional sEMG-features into a proper lowdimensional space. Afterwards, hand motions can be classified by a trained classification model. The proper sEMGfeatures and dimension-reduced data are keys for accurately identifying hand motions. This paper provides performance comparisons on different features combining with different dimension-reduction methods.
INTRODUCTION
Intuitive and friendly human-robot interface (HRI) [1] could be augmented and realized by using bio-signals [2] , such as electromyography (EMG), sonomyography, near infrared spectroscopy, electroencephalography (EEG). Generally, bio-signals are recorded by invasive or noninvasive manners. Invasive approaches always need surgery to implant electrodes in human body. Kuiken et al proposed target muscle reinnervation (TMR) [3] for real-time myoelectric control of multifunction artificial arms. Noninvasive approaches are much easier to implemented and popularly accepted by patients and volunteers. Non-invasive sEMG recording only need to adhere electrodes to the surface of muscles, and cannot bring inconveniences and harms to participants .
In recent years, the sEMG-based recognition has been well recognized as an effective tool to control prosthetic device [4] , human-assisting manipulators [5, 6] .
Generally, sEMG signals involve much information on physical movements [7] and muscle states. Classification, which distinguishes different motions from sEMG, is one of the key techniques for sEMG-based HRI. After preprocessing of raw sEMG signals, two key steps are involved: 1) extracting features from the sEMG, and 2) reducing the high-dimensional feature vectors into a proper low-dimensional space. For the first step, commonly used sEMG-features include ZC(Zero Crossing counts) [8] , SSC(Slope Sign Changes), WAMP(Willison Amplitude), MNF(MeaN Frequency), RMS(Root Mean Square), variance, WL(Waveform Length), Wavelet Packet Transform [9, 10] , Recurrence Rate [11] , et al. Selecting the proper features is important for sEMG-based pattern recognition. Some researchers are also digging more features, such as nonlinear properties [11] and fractal features [12, 13] .
Normally, many features make up a high-dimensional sample vector. However, building a classification model with the high-dimensional vector is computation consuming, complicate and error-prone. Thus, for the second step, some dimension-reduction methods, including PCA [14] , LDA) [15] , non-negative matrix factorization (NMF) [16] , locally linear embedding (LLE) [17] , are always implemented to reduce the dimensionality before constructing classification models.
Through a serial of experiments of hand motion recognition, this paper is trying to provide performance comparisons on different features with different dimensionreduction methods, and obtain deeper understanding of differences among them.
The rest of the paper is organized as follows. Section II presents experiments materials and methods. Experiments results and discussion will be shown in Section III. Finally, Section IV draws the conclusion.
II. MATERIALS AND METHODS

A. Experimental Protocol and sEMG Acquisition
In the experiments, Trigno Wireless EMG System was used, which contains 16 wireless EMG sensors, a base station and necessary driven software. A USB cable is needed to connect the base station to the PC, and 16 EMG sensors connect to the base station wirelessly (Fig. 1 ).
There are three able-bodied participants (three men of 25 2 years old) in the experiment. As shown in Fig. 2 , five kinds of hand gestures (or states) would be recognized: resting, making a fist, hand open, and pinching the index/middle finger. To acquire sEMG signals from the extensor digitorum, flexor digitorum, palmaris, and flexor carpi radialis, respectively, which are the main muscles concerned with the selected motions ( Fig.3) , there are totally four channels of surface EMG sensors are involved in every participant. Under the guide of a self-written software, participants followed the hand motion pictures shown in the screen. In every measurement session, every movement was performed for about 4s and then switched to another one in the order of grasp, open, index, and middle. What's more, two motions were separated by the rest for about 4s. Totally, the measurement session repeated four times. The signals of the first three sessions were used for model training, whereas the last one session was used for the performance evaluations.
The raw sEMG signals were directly recorded with 2KHz sampling frequency by four wireless sEMG sensors, which were adhered on the skin of four main muscles in the upper. Signals were wirelessly transmitted to the base station, which was connected to the PC by a USB cable. Raw sEMG signals of four channels were read and stored from the USB buffer in real-time. A personal desktop computer, with Intel core i7 3.4GHz, 4GB RAM, 32-bit Windows 7 OS, and a selfwritten software are necessary and helpful for the implementation of experiments.
B. Feature Extraction
It was indispensable to implement some preprocessing [18] , including low-pass filtering, full-wave filtering, and trimming on raw data from four channels. A moving window algorithm [19] of 64-ms time window with 32-ms increase window was used to extract the sEMG features (Fig. 4) , and was trying to smooth sEMG signals and avoid edge effects. Generally, the length of time window should be less than 150ms. ...
where m is the counts of the moving window. 
C. Dimension-reduction Methods
Many data sets have the property that the data points all lie close to a manifold of much lower dimensionality than that of the original data space [15] . Some dimensionreduction methods, including PCA, LDA and NMF, have been present to find the lower dimensionality subspace.
In LDA, the original data are projected into a lower dimensional subspace in a way increasing the separation of multi-classes. For this purpose, it introduces a key ratio of the between-class scatter matrix b S to within-class scatter matrix w S . In PCA, the variance of the projected data is maximized, or the average projection cost between the original data points and those in projected subspace is minimized. NMF, is actual a low-rank matrix factorization and elements in factorization result matrix are subject to be non-negative.
III. RESULTS
A. Recognition Accuracy Results of Single Feature and Two-feature Combination
The first experiment was conducted to show the performance comparisons on the different single feature using three different dimension-reduction methods, including PCA, LDA and NMF. The mean recognition accuracy results of three participants were shown in Fig. 4 . It was easy to find that LDA's and NMF's results were much better than those of PCA. Though many papers of sEMG based recognition have introduced PCA as a general dimension-reduction method, Fig. 5 provided a clear comparison that LDA is much more proper for our experiments. Especially, withinclass and between-class information were both considered into these experiments when LDA was implemented. PCA only maximized the variance of the projection matrix, without using classes' labels.
In Fig. 6 , similar results are shown that LDA outperformed other dimension-reduction methods. 
B. The Number of Features
To have a much deeper understanding, an example of accuracy results with combination of features (SSC, ZC and V_Ord) was shown in Fig. 7 .
Accuracy results in these two figures (Fig. 7 and In general, more features should have resulted in better accuracy. However, it was inferred that the mean accuracy result was not improved monotonically with increasing number of features [20] . As more features brought about more information relating to hand motion recognition, more noisy information of classification was enhanced and involved, too. 
IV. CONCLUSION
In order to dig the reason for performance of sEMG based hand motion recognition, not only three commonly used dimension-reduction methods, but also several proper features relating to hand motion recognition were studied in this paper. In such a supervised learning case, because within-class information and between-class information were both considered into dimension-reduction method LDA, it was reasonable that the experimental results stated LDA outperformed the best. Then, accuracy results with different single feature and combinations of features relating to hand motion recognition were discussed. The mean accuracy result was not improved monotonically while the number of features increased. It was possible that noisy information of classification had been enhanced or involved with increasing number of features.
