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Abstract. We consider non-absorbing inhomogeneous media represented by
some refraction index. We have developed a method to reconstruct, from
far-field measurements, the shape of the areas where the actual index differs
from a reference index. Following the principle of the Factorization Method,
we present a fast reconstruction algorithm relying on far field measurements
and near field values, easily computed from the reference index. Our recon-
struction result is illustrated by several numerical test cases.
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1 Introduction
We consider an inverse scattering problem consisting in shape reconstruction from physical mea-
surements. Since only specific parameters have to be determined, reconstruction can be expected
to be faster than in the general case.
A family of shape identification methods from far-field measurements is represented by the
Linear Sampling method [1, 2, 3]. This method is very fast, which makes it interesting from an
applicative point of view. It consists in a pointwise binary test: For each sampling point z, we look
for a solution to the far-field equation Fg = fz, where F is the far-field operator and fz is a specific
test-function. The solvability of the far-field equation is then used to determine the scatterer’s
shape. See [4] and references therein for a topical review. The Factorization Method [5, 6] is
an alternative to retrieve exactly an obstacle’s shape by solving the equation |F |1/2 g = fz. In
the case of absorbing inhomogeneous media, rather than obstacles, the Factorization Method
has to be adapted. Inhomogeneous media are located by considering the operator F# instead of
F , where F# = |ReF | + |ImF | [7, 8] . This family of methods allows to identify scatterers in
the air by taking advantage of the very simple expression of the far field of the Green function.
With (non-absorbing) inhomogeneous background media, it is only recently that a Factorization
Method has been proposed to reconstruct the shape of obstacles [9]. We address the problem of
reconstructing the support of a perturbation in an inhomogeneous background medium from far-
field measurements. In the near field case for electromagnetic waves, this would be the electrical
impedance tomography (EIT) [10, 11]. Hence, in this paper, targeted applications should be
non-destructive investigations [12, 13].
Consider the case where the acoustic refraction index of some inhomogeneous anisotropic
medium is assumed to be known. It may happen that, in some places, the actual index is
different from the reference value, as seen in Figure 1. This could happen for instance from a
perturbation, or a deterioration of the actual index. So we say there is a defect at any point where
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Figure 1: Reference setting (left) and actual setting (right).
the reference index is different from the actual index. Our main result is an explicit localization
of the defects. This localization is obtained from the reference index and measurements gathered
in the actual setting. To achieve this, we use those measurements to build an operator W˜# on
which we can apply the Factorization Method. With {σj ,Ψj} being an eigensystem for W˜#, we
show that the support Ω of the defects is characterized by the relation
z ∈ Ω ⇐⇒ 0 < w{n0,n1}(z) :=
∑
j
∣∣∣〈un0(·, z), ψj〉L2(Sd−1)∣∣∣2
σj

−1
,
where un0 are near-field data computed from the reference index. This leads to a fast algorithm
to reconstruct the shape of defects by plotting the values of w{n0,n1}. Moreover, since our
formulation does not rely on Green functions but on near-field data, the indicator function
w{n0,n1} is easy to compute. Typically, the near-field data un0 have already been computed in
the process of building the matrix representation of the operator W˜#.
In a first part of this paper, we will set the notations (section 2). Then, we develop the two main
steps of this method. First, we characterize the location of the defects by a set of test functions
(section 3). Then, these test functions are linked to the measurements by the Factorization
Method (section 5). Thus, this step will involve a factorization of some measurement operator
(section 4). Then, we can explicitly characterize the location of the defects from measurements
(section 6). A second part will illustrate the numerical behaviour of this method in a large range
of settings, including absorbing media and limited aperture data (section 7). We end by some
conclusions.
2 Presentation of the problem
If we consider time-harmonic acoustic waves with a fixed wave number k, the spatial part of
the wave equation is modeled by the Helmholtz equation. Inhomogeneous media are represented
by an acoustic refraction index denoted by n(x) and normalized to 1 in the air. Then, let us
denote by D the support of (n(x) − 1). The directions of measurements are taken on a subset
of the unit sphere Sd−1, where d is the problem’s dimension (d = 2 or 3). We denote this set of
measurement directions by Γm and the set of incidence directions for plane wave sources by Γe
(see figure 2).
We denote by ui ∈ L2loc(Rd) an incoming wave satisfying (3) with n = 1. The scattered field
is denoted by us ∈ L2loc(Rd) and is assumed to satisfy the Sommerfeld radiation condition
∂ru
s = ikus + o
(
|x|− d−12
)
. (1)
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Figure 2: General setting and notations.
With a refraction index n ∈ L∞(Rd), the total field denoted by
un := u
s + ui, (2)
is assumed to satisfy the Helmholtz equation for inhomogeneous media
∆un + k
2n(x)un = 0, x ∈ Rd. (3)
The linear system (1)-(2)-(3) defines un uniquely from u
i and it is known to be invertible in
L2(D). Thus, let us denote the corresponding automorphism by
Tn : L2(D) → L2(D),
ui 7→ un.
For practical reasons, we will mainly consider scattered waves having a plane-wave source
defined by ui(xˆ, z) = exp(ikz · xˆ), where xˆ ∈ Γe is the incidence direction. Then, let us define
the solution to (1)-(2)-(3) at the point z ∈ Rd, with a plane-wave source of incoming direction
xˆ, by
un(xˆ, z) := Tn(ui(xˆ, ·))(z).
Furthermore, the outgoing part of a wave has an asymptotic behaviour called the far field. Let
u∞n ∈ L2(Γm) denote the far field given by the Atkinson expansion [14]
un(x) = u
i(x) + γ
eik|x|
|x| d−12
u∞n (
x
|x| ) + o
(
|x|− d−12
)
,
where γ depends only on the dimension and is defined by
γ :=
{
eipi/4√
8pik
if d=2,
1
4pi if d=3.
We want to reconstruct the shape of defects in a reference medium whose index is denoted by
n0 ∈ L∞(D). Let then n1 ∈ L∞(D) denote the actual index, altered by the presence of these
defects. So denote the support of the difference between the two indices (see figure 1) by
Ω := support(n1 − n0).
The goal is to reconstruct the domain Ω from the reference index n0 and far-field measure-
ments u∞n1 .
3
3 Characterization of the domain Ω by test functions
The characterization of the defects’ location is based on an adaptation to our case of identification
by point-sources. Thus, we denote the fundamental solution to system (1)-(2)-(3) by
Φn(z, x), z, x ∈ Rd,
and its far field by
Φ∞n (z, xˆ), z ∈ Rd, xˆ ∈ Sd−1.
With help of this fundamental solution we can give solutions by potentials. So let us denote the
volumic potential corresponding to the refraction index n (see [15, pages 158 and following]) by
Vn : L
2(D)→ C0(Rd) and define it by
Vnh(x) = 〈h,Φn(·, x)〉L2(D),
where 〈·, ·〉L2(D) stands for the usual hermitian inner product for the Hilbert space L2(D), that is
〈f, g〉L2(D) =
∫
D
fg.
Furthermore, its asymptotic behaviour is given by the operator V∞n : L
2(D)→ L2(Γm) defined by
V∞n h(xˆ) := (Vnh)
∞(xˆ) = 〈h,Φ∞n (·, xˆ)〉L2(D). (4)
We can now state a first characterization of Ω by test functions:
Proposition 3.1. For each z ∈ R3, we have
z ∈ Ω ⇐⇒ Φ∞n0(z, ·) ∈ R
(
V∞n0 χΩ
)
.
Proof. Let us begin by building a pre-image of Φ∞n0(z, ·). Let z ∈ Ω and choose a ball Bz,ε, with
center z and radius ε, included in Ω. Let then fz be a smooth function being equal to Φ
∞
n0(z, ·)
out of Bz,ε and to 0 in Bz,ε/2. We denote by ∂ν the normal derivative and by ∂Ω the boundary
of Ω. Thus, we have fz = Φ
∞
n0(z, ·) on ∂Ω, ∂νfz = ∂νΦ∞n0(z, ·) on ∂Ω and (∆ + k2n0)fz = 0 out
of Bz,ε. We will then write a representation formula for this function. Green’s formula applied
to fz and Φ
∞
n0(x, ·) leads to∫
Ω
(
fz∆Φn0(x, ·)− Φn0(x, ·)∆fz
)
=
∫
∂Ω
(
fz∂νΦn0(x, ·)− Φn0(x, ·)∂νfz
)
.
Since ∆Φn0 + k
2n0Φn0 = −δx and fz = Φn0 on ∂Ω, we have∫
Ω
(
fz
(−δx − (k2n0)Φn0(x, ·))− Φn0(x, ·)∆fz)
=
∫
∂Ω
(
Φn0(z, ·)∂νΦn0(x, ·)− Φn0(x, ·)∂νΦn0(z, ·)
)
.
Finally, by Green’s formula, and recalling that Φn0 is a fundamental solution, we obtain
−fz(x)−
∫
Ω
(∆ + k2n0)fzΦn0(x, ·) = Φn0(z, x)− Φn0(x, z).
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By the symmetry of Green functions, this reduces to
fz(x) = −
∫
Ω
(∆ + k2n0)fzΦn0(·, x).
Since fz is equal to Φn0 out of Ω, we can consider the asymptotic behaviour of the previous
equation
Φ∞n0(z, xˆ) = f
∞
z (xˆ) = −V∞n0 [χΩ(∆ + k2n0)fz](xˆ),
where χΩ is the characteristic function of Ω. This proves the implication.
Conversely, assume that z /∈ Ω and that there is some function fz such that Φ∞n0(z, xˆ) =
V∞n0 fz(xˆ). By Rellich’s lemma we have Φn0(z, x) = Vn0fz(x) out of Ω∪ {z}. However, the right-
hand side term is continuous at z, while the left-hand side is singular, which is not possible.
Rather than characterizing Ω with the help of fundamental solutions, we state a similar char-
acterization, now relying on near-field data:
Theorem 3.2. Let us define the operator C : L2(D)→ L2(Γe) by
Cf(xˆ) = 〈f, un0(xˆ, ·)〉L2(D).
For each z ∈ Rd, we have
z ∈ Ω ⇐⇒ un0(·, z) ∈ R (CχΩ) .
Proof. We make use of the mixed reciprocity principle (see [9, equation (3.66)])
Φ∞n (z, xˆ) = un(−xˆ, z), (5)
to obtain Theorem 3.2 from Proposition 3.1. Indeed, from this proposition we have that z ∈ Ω
if and only if there is a function gz ∈ L2(Ω) such that
Φ∞n0(z, xˆ) = 〈gz,Φ∞n0(·, xˆ)〉L2(Ω).
Using the relation (5), this means
un0(−xˆ, z) = 〈gz, un0(−xˆ, ·)〉L2(Ω).
Thus, the function fz = χΩgz satisfies un0(·, z) = CχΩfz.
Remark 3.3. We have characterized Ω by using near-field solutions rather than fundamental
solutions. A similar approach is followed in [16] where the test functions are derived from an
adjoint problem. When the far field data u∞n0 is required, it is usually computed from the near-
field data un0 . Thus, the test functions involved in Theorem 3.2 will already be computed in any
inverse problem relying on a given reference far-field.
4 Factorization of the measurement operator
We have exhibited two operators, both characterizing the domain Ω by their ranges, each of
them through a specific set of test functions. Since the assumed reference index n0 is known,
the test function un0(·, z) can be evaluated. However, the operator CχΩ requires the explicit
5
knowledge of Ω to be defined. Thus, we need to find a way to connect these test functions to the
measurements.
We are looking for the location of defects. Thus, following [10], our measurement operator will
be the difference between the classical far-field operators corresponding respectively to the actual
index and the reference one. Denoting the classical far-field operator Fn : L
2(Γe)→ L2(Γm) by
Fng(xˆ) = 〈g, u∞n (xˆ, ·)〉L2(Γe),
we define the measurement operator by
W∞ := Fn1 − Fn0 . (6)
To connect the ranges of W∞ and CχΩ, we will follow the Factorization Method. This method
relies on some symmetric factorization F = H?TH of the far-field operator F , where H? char-
acterizes the domain which has to be located. Thus, we need a factorization of W∞ involving
the operator C defined in Theorem 3.2.
This factorization comes from integral representations, also known as the Lippmann-Schwinger
equations, for solutions to (1)-(2)-(3).
Lemma 4.1. Denoting the subtraction between the total fields generated by the reference index
and the actual one by
w = un1 − un0 ,
and by I the identity operator, we have the following integral representations in L2(D):
un0 =
(
I + Vn0k
2(n0 − 1)
)
ui, (7)
un1 =
(
I − Vn0k2(n1 − n0)
)−1 (
I + Vn0k
2(n0 − 1)
)
ui, (8)
w = Vn0k
2(n1 − n0)(
I − Vn0k2(n1 − n0)
)−1 (
I + Vn0k
2(n0 − 1)
)
ui. (9)
These representations rely on the uniqueness of solutions, which is a consequence of the unique
continuation principle.
Lemma 4.2 (Unique Continuation Principle). [17, Theorem 2.1.4] Let n ∈ L∞(Rd) satisfy
n(x) = 1 for |x| > a. Let un ∈ L2loc(Rd) denote a solution to (3) in Rd such that un(x) = 0 for
|x| > b, were b is some constant such that b > a. Then, we have un(x) = 0 on Rd.
Proof of Lemma 4.1. We will use the fundamental solution Φn0(z, ·) to write the integral repre-
sentations (7) and (8). The integral representation (9) will then follow by subtraction.
Let z ∈ Rd. First, we isolate in (3) the term (un − ui), which satisfies the same Sommerfeld
radiation condition as Φn0(z, ·)(
∆ + k2n
)
un =(∆ + k
2n0)(un − ui)
+ k2(n0 − 1)ui + k2(n− n0)un. (10)
Thus, we can apply Green’s formula to obtain∫
D
Φn0(z, ·)(∆ + k2n0)(un − ui)
=
∫
D
(un − ui)
(−(k2n0)Φn0(z, ·)− δz)
+
∫
D
Φn0(z, ·)
(
k2 + k2(n0 − 1)
)
(un − ui)
= −(un − ui)(z).
6
So, multiplying (3) by Φn0(z, ·) and integrating over D, it yields
−(un − ui) + Vn0k2(n0 − 1)ui + Vn0k2(n− n0)un = 0.
By setting successively n equal to n0 and n1, we obtain
un0 = u
i + Vn0k
2(n0 − 1)ui,
un1 − Vn0k2(n1 − n0)un1 = ui + Vn0k2(n0 − 1)ui.
Then, the Fredholm alternative and the unique continuation principle give us the invertibility
of the operator
(
I − Vn0k2(n1 − n0)
)
. This yields the representations (7) and (8).
Corollary 4.3. The product Tn1T −1n0 has the following integral representation:
Tn1T −1n0 =
(
I − Vn0k2(n1 − n0)
)−1
.
It is furthermore an automorphism in L2(O) for any open open set O containing Ω and it
maps functions satisfying (3) with n = n0 into functions satisfying (3) with n = n1.
Moreover, we have
χΩTn1T −1n0 = χΩTn1T −1n0 χΩ.
Proof. Recognizing the integral representation for un0 in (7) as the last term of the integral
representation for un1 in (8), it yields Tn1 =
(
I − Vn0k2(n1 − n0)
)−1 Tn0 .
Furthermore, this shows that
(
I − Vn0k2(n1 − n0)
)−1
maps total fields for the index n0 into
total fields for the index n1.
We conclude that
(
I − Vn0k2(n1 − n0)
)
is an automorphism in L2(O) for any open set O
containing Ω from the Fredholm alternative by using the unique continuation principle.
Finally, any function h satisfying h |Ω = 0 also satisfies
(
I − Vn0k2(n1 − n0)
)
h = h, and thus
χΩTn1T −1n0 = χΩTn1T −1n0 χΩ.
Corollary 4.4. The subtraction w can be obtained as image of the source ui by the following
product of operators:
w = Vn0k
2(n1 − n0)χΩTn1T −1n0 χΩTn0ui.
Proof. This follows immediately from (9) and Corollary 4.3.
Now that we have a characterization of w as image of a source ui by a product of operators,
we obtain a factorization for W∞.
Lemma 4.5. Defining the operator A by
A := k2(n1 − n0)Tn1T −1n0 ,
the measurement operator W∞ has a factorization of the form
W∞ = V∞n0 AC
?.
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Proof. Let us define the operator H : L2(Γe)→ L2(D) by
Hg(z) = 〈g,Φ∞1 (z, ·)〉L2(Γm).
Since Φ∞1 (z, xˆ) = e
ikz·xˆ, this is a superposition of plane waves and Hg is the Herglotz wave
function with kernel g. Thus, by (6), W∞g is the far field of (Tn1 − Tn1)Hg and it follows from
Corollary 4.4 that W∞ = V∞n0 k
2(n1 − n0)Tn1T −1n0 Tn0H. It is easy to see that
C? = Tn0H, (11)
and thus, replacing k2(n1 − n0)Tn1T −1n0 by A achieves the proof.
Our factorization of W∞ involves V∞n0 and C, which both have been shown to characterize
Ω. But this does not lead to a reconstruction algorithm. If we had a symmetric factorization,
the Factorization method would provide such an algorithm. Thus, we need a (one-to-one) re-
lation between the operators V∞n0 and C. In the proof of Theorem 3.2, and more specifically
in relation (5), we have already seen that these operators differ by a complex conjugate and a
symmetry with respect to the direction xˆ. This is the principle of time reversal, which maps an
outgoing wave onto an incoming wave [18]. The operator linking the far field of outgoing waves
to the far field of incoming waves is called the scattering operator [19, chapter X, §3]. Thus,
we will use the scattering operator to link V∞n0 and C. So let us define the scattering operator
Sn : L
2(Sd−1)→ L2(Sd−1) by
Sn := I + 2ik |γ|2 Fn.
We then have the following relation.
Lemma 4.6. Assume that the refraction indices are real-valued (n0, n1 ∈ R) and that measure-
ments as well as incidence directions are spread over the whole unit sphere (Γm = Γe = S
d−1).
Then, the operators V∞n0 and C satisfy
V∞n0 = Sn0C.
Proof. Let θ ∈ Γe. The operator C, as defined is Theorem 3.2, is the scalar product by un0(θ, ·),
which can also be written as Tn0 [Φ1(·, θ)]. Relation (5) shows that the operator V∞n0 , as defined
by (4), is the scalar product by Tn0 [Φ1(·, θ)]. Recalling the integral representation (7), we deduce
a representation of the subtraction of (the complex conjugate of) those functions:
Tn0 [Φ∞1 (·, θ)](z)− Tn0 [Φ∞1 (·, θ)](z)
=
∫
y∈Rd
(Φn0(y, z)− Φn0(y, z))k2(n0(y)− 1)Φ∞1 (y, θ).
Hence, we have to evaluate the imaginary part of the fundamental solution. For any y, z ∈ Rd
and R such that the ball BR of radius R contains y and z, we have
Φn0(y, z)− Φn0(y, z)
= −
∫
x∈BR
Φn0(y, x)(∆ + k
2n0(x))Φn0(z, x)
+
∫
x∈BR
Φn0(z, x)(∆ + k
2n0(x))Φn0(y, x)
= −
∫
x∈SR
(
Φn0(y, x)∂νΦn0(z, x)− Φn0(z, x)∂νΦn0(y, x)
)
.
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Since Φn0(z, x) is outgoing, and thus has a far field, letting R go to infinity in the last equation
yields
Φn0(y, z)− Φn0(y, z) = 2ik |γ|2
∫
xˆ∈Sd−1
Φ∞n0(y, xˆ)Φ
∞
n0(z, xˆ).
Hence, by recalling that Φ∞1 (·, θ) = ui(−θ, ·) and using the reciprocity principle, it holds that
Tn0 [Φ∞1 (·, θ)](z)− Tn0 [Φ∞1 (·, θ)](z)
=
∫
y∈Rd,
xˆ∈Sd−1
2ik |γ|2 Φ∞n0(y, xˆ)Φ∞n0(z, xˆ)k2(n0(y)− 1)Φ∞1 (y, θ)
=
∫
xˆ∈Sd−1
2ik |γ|2 Φ∞n0(z, xˆ)V∞n0 [k2(n0 − 1)Φ∞1 (·, θ)](xˆ)
=
∫
xˆ∈Sd−1
2ik |γ|2 Φ∞n0(z, xˆ)V∞n0
[
k2(n0 − 1)Φ∞1 (·, xˆ)
]
(θ)
= 2ik |γ|2 V∞n0 k2(n0 − 1)H
[
Φ∞n0(z,−·)
]
(θ)
= 2ik |γ|2 Fn0
[
Tn0 [Φ∞1 ](z)
]
(θ),
where Φ∞n0(z,−·) : xˆ 7→ Φ∞n0(z,−xˆ) is the function Φ∞n0(z, ·) with the change of variables
xˆ 7→ −xˆ,which is needed to obtain the expression of the operator H. Finally, this reduces
to Tn0 [Φ∞1 (·, θ)](z) =
(
I + 2ik |γ|2 Fn0
)
Tn0 [Φ∞1 ](z) and ends the proof.
We are now able to build an operator from the physical measurements which has a symmetric
factorization.
Corollary 4.7. Under the assumptions of Lemma 4.6, the operator W˜ : L2(Sd−1)→ L2(Sd−1)
defined by
W˜ := S?n0W
∞,
has a factorization of the form
W˜ = CAC?.
Proof. Lemma 4.5, yields the factorization W∞ = V∞n0 AC
?. From Lemma 4.6 we see that
V∞n0 = Sn0C. Thus, W
∞ = Sn0CAC
?. Since Sn0 is unitary, the result is straightforward.
Now we have a symmetric factorization holding for an operator W˜ built upon the physical
measurements. This factorization clearly involves the operator C which has been used in The-
orem 3.2 to characterize Ω by its range. Thus, the next step is to show a relation between the
ranges of C and W˜ .
5 Linking the test functions to the measurements
Theorem 3.2 provides test functions characterizing Ω through the range of CχΩ. The operator
CχΩ is not available through measurements but W˜ is. Furthermore, Corollary 4.7 gives the
relation W˜ = CAC?. The Factorization method is a way of linking ranges of operators. The
initial version states that if some operator F is normal and has a factorization of the form HTH?,
under some additional assumptions on H and T , the ranges of |F |1/2 and H coincide. Under the
assumptions of Lemma 4.6, it is known that the far-field operator Fn is normal [8, Theorem 4.4].
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But the set of normal operators is not a group, so the operator W˜ has no reason to be normal.
Thus, we will use a second version of the factorization method for non-normal operators:
Proposition 5.1 (The F# Method). [20, Theorem 2.1] Let X ⊂ U ⊂ X? be a Gelfand triple,
where U is a Hilbert space and X a reflexive Banach space such that the embeddings are dense.
Furthermore, let Y be a second Hilbert space and let F : Y → Y , H : X → Y and T : X? → X
be bounded linear operators such that
F = HTH?.
We make the following assumptions:
1. H is compact and has dense range,
2. ReT has the form ReT = G + K with some compact operator K and some self-adjoint
coercive operator G : X? → X,
3. ImT is non-negative on R (G?),
4. T is one-to-one, or ImT is strictly positive on ker(ReT ) \ {0}.
Then, the operator F# = |ReF |+ ImF is positive and the ranges of H and F
1
2
# coincide.
Since we have a symmetric factorization for W˜ , we will use Proposition 5.1 to link the ranges
of W˜# and CχΩ. The assumptions of this theorem require some coercivity. As we will see, this
is related to the contrast between the reference index n0 and the actual values of n1, i.e. the
defects should be clearly distinguished from the background. Thus, we will make the following
geometrical assumption.
Assumption 5.2. Assume that n0 and n1 are real valued and that either (n1−n0) or (n0−n1)
is locally bounded from below :
• for any compact subset ω included in Ω, there exists c > 0 such that (n1(z) − n0(z)) > c
for almost all z ∈ ω,
or
• for any compact subset ω included in Ω, there exists c > 0 such that (n0(z) − n1(z)) > c
for almost all z ∈ ω.
To use Proposition 5.1, we have to show that the operator A defined in Lemma 4.5 satisfies
the assumptions (2),(3) and (4).
Lemma 5.3. The operator A, defined in Lemma 4.5, satisfies Im〈Aϕ,ϕ〉 > 0, ∀ϕ ∈ R (C?).
Furthermore, under Assumption 5.2 we have A = A0 + K, where A0 is a self-adjoint coercive
operator and K is a compact operator.
Proof. Choose ϕ ∈ R (C?). This is a total field for the refraction index n0. Hence, there exists
an incident field f such that ϕ = Tn0(f). Let us set un0 = ϕ and un1 = Tn1(f). Thus, we obtain
Aϕ = k2(n1 − n0)un1 . Moreover, choosing R such that the ball BR of radius R contains Ω, it
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holds that ∫
Ω
k2(n1 − n0)un1(un0 − un1)
=
∫
BR
(∆ + k2n0)(un1 − un0)(un1 − un0)
=
∫
BR
k2n0|un1 − un0 |2 − |∇(un1 − un0)|2
+
∫
SR
(un1 − un0)∂ν(un1 − un0)
By letting R go to infinity, it comes∫
Ω
k2(n1 − n0)un1(un0 − un1)
=
∫
Rn
k2n0|un1 − un0 |2 − |∇(un1 − un0)|2
+ik |γ|2
∫
Sd−1
|u∞n1 − u∞n0 |2.
Hence, taking the imaginary part yields
Im
∫
Ω
k2(n1 − n0)un1un0 = k |γ|2
∫
Sd−1
|u∞n1 − u∞n0 |2.
This shows that Im〈Aϕ,ϕ〉 > 0.
Furthermore, we also have that
〈Aϕ,ϕ〉 =
∫
Ω
k2(n1 − n0)|un0 |2 +
∫
Ω
k2(n1 − n0)(un1 − un0)un0
= 〈A0ϕ,ϕ〉+ 〈Kϕ,ϕ〉,
with A0 = k
2(n1−n0)I and K = k2(n1−n0)(Tn1T −1n0 − I). With Assumption 5.2, A0 is clearly
coercive and self-adjoint. Moreover, (Tn1T −1n0 − I) = Tn1T −1n0 (I − Tn0T −1n1 ). By Corollary 4.3, it
holds that Tn0T −1n1 = I − Vn0(n1 − n0). Thus, K = k2(n1 − n0)Tn1T −1n0 Vn0(n1 − n0). Since Vn0
is compact and the other operators are bounded, K is compact too. All these results are then
extended to R (C?) by continuity.
We have now met all the requirements to state the following result.
Proposition 5.4. With Assumption 5.2 and Γm = Γe = S
d−1, we have
R
(
W˜
1
2
#
)
= R (CχΩ) ,
where W˜# :=
∣∣∣Re W˜ ∣∣∣+ ∣∣∣Im W˜ ∣∣∣, with the convention Re W˜ = 12 (W˜ + W˜ ?) and Im W˜ = 12i (W˜ −
W˜ ?).
Proof. We apply Proposition 5.1 with F = W˜ , H = CχΩ and T = A. Corollary 4.7 shows that
the operator W˜ has a factorization of the form CAC?, where A is an automorphism in L2(Ω),
as proved in Corollary 4.3. Thus, we obtain W˜ = CχΩAχΩC
? and satisfy assumption (4). The
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Herglotz wave operator H is known to be injective and compact [21]. Thus, relation (11) shows
that C? is injective too. So, C is compact and has dense range, which is assumption (1). Finally,
assumptions (2) and (3) of Proposition 5.1 follow from Lemma 5.3. Indeed, if A0 is self-adjoint
coercive, so is A0 +A
?
0 and if K is compact, so is K +K
?.
6 Characterization of the domain Ω by measurements
We have established that the domain Ω is characterized by the range of the operator CχΩ and
that this range coincides with the range of the operator W˜
1
2
# . Thus, we obtain a characterization
of Ω by the range of W˜
1
2
# .
Theorem 6.1. Under Assumption 5.2 and with Γm = Γe = S
d−1 then, for each z ∈ Rd, we
have
z ∈ Ω ⇐⇒ w{n0,n1}(z) :=
∑
j
∣∣∣〈un0(·, z), ψj〉L2(Sd−1)∣∣∣2
σj

−1
> 0,
where σj ∈ R+ are the eigenvalues of the positive self-adjoint operator W˜# and ψj ∈ L2(Sd−1)
are the corresponding eigenfunctions.
Proof. We combine Theorem 3.2 and Proposition 5.4 to obtain
z ∈ Ω ⇐⇒ un0(·, z) ∈ R
(
W˜
1
2
#
)
.
Finally, the characterization of Ω by the function w{n0,n1} is Picard’s range test criterion [22,
Theorem A.51].
Thus, to obtain a visualization of the domain Ω, we only have to plot the values of the function
w{n0,n1} on a set of sampling points denoted by {zi}.
Remark 6.2. The “F
1
2
#” method we used to locate defects is very close to the original “(F
?F )
1
4 ”
method [7, 5]. In both cases, a measurement operator F (or F#) is built to have two factoriza-
tions. One of the form HTH?, with some operator H characterizing the domain which has to
be located, and another one of the form F = |F | 12 U |F | 12 . If the involved operators T and U
are coercive, the ranges of H and |F | 12 are proved to match [8, Theorem 1.21]. This allows to
characterize the domain using the eigenvalues of an operator built from the measurements as we
have done in Theorem 6.1.
However, a singular values decomposition (SVD) seems to unify both approaches. Indeed,
it only requires the measurement operator to be compact [23]. This property is very stable
and satisfied by every measurement operator studied so far. Furthermore, singular values are
positive by nature. So, by considering singular values and the associated right singular functions
instead of the eigenpairs (σj ,Ψj), the function w{n0,n1} is still well defined. By considering right
singular functions, this is then the range test criterion for the operator |F | 12 . Moreover, we have
the natural factorization |F | = |F | 12 |F | 12 . This does neither require the indices to be real-valued
nor even require the set of measurements directions to match the set of incidence directions: The
SVD for matrices is well defined for rectangular matrices and we can apply it in our numerical
implementations of the method.
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The whole difficulty is then transferred to the problem of showing the existence of some
coercive operator E such that |F | = HEH?. Indeed, let us suppose that there exists some
coercive operator E such that |W∞| = CEC?. We would then be able to prove that the
ranges of the operators |W∞| 12 and CχΩ coincide. Thus, we could characterize the support Ω
of the defects by a function w{n0,n1} as defined in Theorem 6.1, but where the set {σj ,Ψj} will
be a right singular system for the measurement operator W∞ (instead of an eigensystem for
W˜#). We would then have a “F
?F
1
4 ”-like method, very simple to implement and which would
cover complex-valued indices as well as limited aperture measurements with non-corresponding
incident directions. That is, Γm could be different from S
d−1, but also different from Γe. All our
numerical experimentation validate this possibility.
7 Numerical results
In this section, we study the behaviour of our method through several numerical examples. In
all the simulations, a uniform random noise (given in % of the measurements) will be added
to the values of the effective far-field measurements (u∞n1). Data are generated through a P
1
finite elements discretization considering the geometry shown in Figure 1. The problem over
R2 is reduced to a bounded computing domain with help of cartesian Perfectly Matched Layers
(PML) [24]. From this, we form the matrices Fnj (l,m) = u
∞
nj (xˆl, xˆm), j = 0, 1. Due to the
reciprocity principle, the product of operators RFn0R, involved in the scattering operator, is
discretized by the matrix FTn0 (the transpose of Fn0). We then build a discrete version of W˜#.
Finally, we choose a set of sampling points {zi}i=1,2,... to be tested, interpolate the values of
un0(xˆ, zi) and plot the values of w{n0,n1}(zi). According to Theorem 6.1, w{n0,n1}(zi) should be
near to 0 out of the defects and have higher values inside.
7.1 Validation of the method
First, the reference background index n0 takes values in [2.31, 2.40] inside D. The actual index
n1 is then set equal to n0 out of Ω and takes values in [1.75, 1.79] inside Ω. The wave number k
is taken equal to 6 and the measurements are computed for 21 measurement/incidence directions
evenly distributed over the unit circle.
Figure 3 presents the results obtained by plotting the values of w{n0,n1} with varying amounts
of additional noise.
We notice that even with 10% additional noise, as shown in Figure 3b, both connected compo-
nents of the defects are clearly reconstructed. With 30% additional noise, figure 3c shows strong
perturbations but both defects are still correctly located. It is not until 50% additional noise, as
presented in Figure 3d that the smallest defect does no longer stand out from the background.
The left hand side defect being bigger, it is still visible but also begins to fade in the background
noise and its shape is no longer correctly reconstructed.
Figure 4 presents the results obtained in the same conditions but with different wave numbers
and with noise fixed at 2%.
We notice that with a small wave number (k = 0.3), the defects are perceived as a single blurry
area in Figure 4a. In figure 4b, with k = 1, the defects are still grouped under a single area, but
this time it looks more like a convex hull. When k = 3, both defects are clearly isolated and if
we set the wave number even higher we notice a sharpening of the picture, as seen on figures 4c
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(a) 2% noise (b) 10% noise
(c) 30% noise (d) 50% noise
Figure 3: Values of w{n0,n1} for real-valued indices with varying amounts of noise added to the
measurements of the actual refraction index.
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(a) k = 0.3 (b) k = 1
(c) k = 3 (d) k = 9
Figure 4: Values of w{n0,n1} for real-valued indices and different wave numbers.
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and 4d.
It comes out from these tests that the method is very stable with respect to measurement
errors when the wave number is fitted to the size of the defects. In these conditions, the possibly
multiple connected components of the defects are properly located.
7.2 Extension of the method: Complex-valued indices and dissociated
incidence/directions of measurements
We compute now w{n0,n1} from the singular values and right singular vectors for the discrete
version W∞ instead of the eigensystem for W˜#, as stated in Remark 6.2.
(a) n0 ∈ [2.19, 2.29] + i[0.01, 0.12] inside D and n1 ∈
[1.63, 1.69] + i[2.04, 2.12] inside Ω
(b) n0 ∈ [2.08, 2.30] + i[0.00, 0.15] inside D and n1 ∈
[1.52, 1.70] + i[0.10, 0.24] inside Ω
(c) n0 ∈ [2.35, 2.40] + i[2.05, 2.35] inside D and n1 ∈
[1.77, 1.80] + i[0.11, 0.31] inside Ω
(d) n0 ∈ [2.35, 2.39] + i[2.05, 2.29] inside D and n1 ∈
[1.76, 1.74] + i[1.91, 2.04] inside Ω
Figure 5: Values of w{n0,n1} for varying complex-valued indices and Γm 6= Sd−1 6= Γe.
Figure 5 presents the results obtained with a set of directions of measurements Γm different
from the incidence directions set Γe and different complex-valued indices.
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We take k = 6, Γe = [0; 2pi] with 35 incidence directions (+ symbol), Γm = [
7
6pi;
11
6 pi] with
21 measurements directions (o symbol) and 2% additional noise. In Figure 5a, we have n0 ∈
[2.19, 2.29] + i[0.01, 0.12] inside D and n1 ∈ [1.63, 1.69] + i[2.04, 2.12] inside Ω. This means that
the absorption is low in the background and high in the defects. The output is similar to the one
in Figure 5b where n0 ∈ [2.08, 2.30] + i[0.00, 0.15] inside D and n1 ∈ [1.52, 1.70] + i[0.10, 0.24]
inside Ω. Hence, if absorption of the background is low, the defects are properly located. In
Figure 5c, we have n0 ∈ [2.35, 2.40] + i[2.05, 2.35] inside D and n1 ∈ [1.77, 1.80] + i[0.11, 0.31]
inside Ω. This means that the absorption is high in the background and low in the defects. The
output is similar to the one in Figure 5d where n0 ∈ [2.35, 2.39] + i[2.05, 2.29] inside D and
n1 ∈ [1.76, 1.74] + i[1.91, 2.04] inside Ω: A highly absorbing background significantly degrades
the visual quality of the localization method, even with highly contrasting defects.
(a) Γm = [
4
6
pi, 12
6
pi] (b) Γm = [
5
6
pi, 10
6
pi]
(c) Γm = [
6
6
pi, 8
6
pi] (d) Γm = [
7
6
pi, 8
6
pi]
Figure 6: Values of w{n0,n1} for varying measurements apertures with complex-valued indices.
We see in Figure 6 the results obtained by gradually reducing the measurements aperture Γm.
The reference index n0 takes values in [1.25 1.31] + i[0.09, 0.18] inside D and n1 takes values in
[1.87 1.91] + i[0.51, 0.56] inside Ω. The wave number k is taken equal to 6 and we generate 35
measurements with 2% additional noise for the same number of incidence directions.
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As expected, reducing the measurements aperture, even with a fixed number of directions,
degrades the quality of the reconstruction.
Finally, in realistic applications, it could happen that the reference index n0, which is not
constant, is not precisely known. Thus, we study the behaviour of the defects reconstruction
method when having access only to an approximation of the reference index, or an average value,
denoted by n˜0.
First, the exact values of the reference index n0 are taken in [1.24 1.31] + i[0.08, 0.17] inside
D and we build n1 from n0 as before: n1 = n0 inside D \ Ω and n1 takes values in [1.86 1.91] +
i[0.50, 0.57] inside Ω. We take k equal to 6 and generate 35 measurements in [ 76pi,
11
6 pi] with 21
incidence directions in [0, pi] and 2% additional noise. Then, we set n˜0 to 1 out of D and to
1.2790 + 0.1210i inside D, which is the average value of n0 inside D.
(a) averaged n0 (b) n0 with 50% additional noise
(c) n0 averaged and shifted by 10% (d) n0 averaged and shifted by 30%
Figure 7: Values of w{n0,n1} for varying approximations of the reference index n0.
Figure 7a shows the plot of w{n˜0,n1} built with the modified test functions un˜0 and where W
∞
is formed from u∞n˜0 instead of the exact values. The visual quality of the reconstruction using an
averaged reference index n˜0 is similar to the quality obtained with the exact values of n0.
Figure 7b shows a plot of w{n˜0,n1} where n˜0 is n0 with 50% uniform random noise added in
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D. Even with a high level of noise added to the values of the reference index, we notice that the
defects are reconstructed as well as without any noise.
Finally, we study the influence of inaccuracy when considering an averaged version of the
reference index. Hence, we replace the values of n0 inside D by a constant value which is an
approximation of the average of the reference index inside D. Thus, we study the behaviour of
the method in cases where only an inaccurate average of the reference index is known. Figure 7c
shows an example where the values of n0 inside D are replaced by a constant value approximat-
ing the average value of n0 inside D within 10%. We notice that the reconstruction is still fine.
With these settings, we have to deviate from the exact average by more than 20% to ensure a
significant degradation of the reconstruction’s quality. An example is shown in Figure 7d, where
n˜0 is taken equal to the average value of n0 inside D multiplied by 1.28.
This method to reconstruct the shape of defects seems to provide good numerical results
when the surrounding absorption is low. The results with high surrounding absorption might be
physically interpreted as follows: The waves carrying the information about defects have to go
through the absorbing inhomogeneity before, and thus loose too much amplitude to be relevant
compared to the noise level. However, even with a low contrast between defects and background,
as in Figure 5(d), while the shape is not reconstructed, the location of the defects is still available.
Furthermore, we notice that in the good case of low background absorption and wide mea-
surements aperture, the method is highly insensitive to errors on the reference index. More
specifically, it seems that knowing an approximation of the average value of this index is enough
to detect defects in it from measurements as if the exact values of the reference index were known.
This suggests a good behaviour in realistic applications.
Remark 7.1. This method has been presented in the case where the reference index is pre-
cisely known. Thus, the values u∞n0 can be computed and the test functions un0(·, zi) can be
interpolated on the set of sampling points {zi}. But we could assume that u∞n0 is only known
from measurements, like u∞n1 is. This would be the case, for example, when monitoring moving
objects. Due to the low sensitivity of this method to uncertainties about the reference index, we
hope to obtain good results when u∞n0 is known through measurements. Thus, addressing the
inverse problem of approximating the test functions un0(·, zi) from the (measured) values u∞n0
could extend the actual algorithm to further applications. This can be done, for instance, by a
potential approach, as outlined in [25]. Indeed, the results shown in Figure 7 allow us to expect
good reconstructions even with approximate test functions.
8 Conclusion
We have developed a simple and fast method to reconstruct the shape of defects in a (given)
reference index. This method relies on the spectral data of an operator built from far-field
measurements done with the actual index and near-field data computed with the reference index,
rather than Green’s functions. This leads to a formulation which easily fits in more general inverse
problems where the near-field data are usually required at each step of an iterative process.
The provided numerical examples have shown the low sensitivity of this method to uncertainties
about the reference index or the measurements. This lets presume of a good behaviour in realistic
applications and opens a new direction for the detection of moving objects. At last, the presented
numerical evidence also encourages us to investigate the case of dissociated measurements and
incidence directions.
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