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Введение. Успешное развитие банка напрямую зависит от его способности  адекватно и оперативно реа-
гировать на изменения внешней среды, а также умения прогнозировать результаты тех или иных  внешних 
воздействий. 
Для достижения указанных целей многие банки внедряют системы интеллектуального анализа данных 
(data mining systems), обеспечивающие возможности решения следующих основных задач: анализ кредитно-
го риска,   прогнозирование остатков на счетах клиентов, управление портфелем ценных бумаг, повышение 
качества архивной финансовой информации, верификация данных по курсам валют и других. 
Классификационные модели (алгоритмы) обработки информации (классификаторы) являются одним из 
базовых типов моделей интеллектуального анализа данных [1]. На базе таких моделей определяется с объ-
ектами какого типа (из некоторого заранее определенного множества типов  объектов ),...,,( 21 LwwwL , 
аналитик оперирует в фиксированный момент времени.  
Широкий спектр существующих классификационных моделей наиболее полно проанализирован в  [1,2]. 
Одно из возможных направлений в развитии классификационных моделей связано с теорией нечетких 
множеств. Как отмечает Л.Заде, глубинная связь между такими моделями и моделями теории нечетких 
множеств основана на том факте, что  большинство реальных классов размыты по своей природе и переход 
от принадлежности к непринадлежности им скорее непрерывен, чем скачкообразен [3]. 
Принцип Бритвы Оккама для нечетких классификационных моделей анализа данных. Пусть  
)( mCardXX  и )( mCardLL  – фиксированные дискретные множества произвольной природы, 
а Y  – фиксированная совокупность функций, переводящих L   в отрезок  [0,1]  (
]1.0[: LY  и  – обладает некоторой совокупностью свойств,  характеризующих кон-
кретную предметную область).  Множества X  и Y  будем называть множествами начальных и финальных 
символов в задаче нечеткой классификации.  Пусть  также f  соответствует целевой классификационной 
функции (модели) из X  в Y , YXf : . Обозначим посредством  совокупность упорядоченных 
пар из YX   такую, что nixfyYyXxyx iiii
ni
iii ,1),(,,,)},{( 1 . В дальней-
шем будем называть   – обучающим множеством (для функции f ), а n  – порядком обучающего мно-
жества . 
Обозначим посредством  G  произвольный (нечеткий)  классификационный алгоритм (классификатор), 
переводящий  в гипотетическую классификационную функцию YXhGhh GGG :),(, . 
Построение приемлемой гипотетической функции (модели), как правило, осуществляется в рамках неко-
торой языковой структуры,  которая обеспечивает символическое  представление  множества потенциаль-
ных классификационных моделей H . Обозначим множество всех нечетких классификаторов,  индуциру-
ющих множество моделей (функций) H , посредством )}({G . Определим также фиксированную язы-
ковую структуру (язык) Z  как упорядоченную пару  ),( TI , где T  – есть множество предложений в язы-











На каждом Tt   определим   меру сложности RTC :   языка Z , которая может характеризовать 
как синтаксические, так и семантические аспекты предложения t . 
При фиксированной мере сложности C  языка Z  определим меру сложности )(hC  модели (функции) 
YXhG :  по следующему правилу: 





hC  .    
Иными   словами, сложность нечеткой классификационной модели h  зависит от языка   Z  и определя-
ется как сложность наипростейшего предложения  Tt ,  которое представляет эту модель. 
Пусть ),( TIZ    –  фиксированная языковая структура,   RTC :  – фиксированная мера слож-
ности языка  Z , X  и Y  – множества начальных и финальных символов в фиксированной задаче нечеткой 
классификации (интеллектуальной обработки данных). Пусть также f  соответствует фиксированной (но 
неизвестной) целевой классификационной функции и 
nixfyYyXxyx iiii
ni
iii ,1),(,,,)},{( 1  – обучающее множество целевой функ-
ции f  порядка n . 
Тогда, принцип Бритвы Оккама (принцип простоты) для нечетких классификационных моделей интел-
лектуального анализа данных может быть сформулирован следующим образом: при прочих равных услови-
ях следует выбирать тот элемент )}({* GG , который порождает наипростейшую (по мере сложности 








Основной проблемой, возникающей при использовании приведенной формулировки, является проблема 
неоднозначности в определении сложности (простоты) нечеткой классификационной модели Hh . Мо-
дель, простая в одном языке, может оказаться сложной в другом. 
Однако, по  крайней мере, для одного типа нечетких классификаторов принцип простоты интеллектуаль-
ного анализа данных  может быть сформулирован строго однозначным образом независимо от используе-
мой  языковой структуры. 
Критерий качества для вырождено самоотгадывающих нечетких классификационных моделей, 
основанный на инвариантной мере простоты.   Пусть 
ni
iii yx 1)},{(  – обучающее множество по-
рядка n  целевой классификационной функции YXf : , G  – нечеткий классификатор, переводящий  
 в гипотетическую классификационную функцию Gh из X  в Y , YXhG : .   Мы будем гово-
рить, что G  согласован с обучающим множеством  в том и только в том случае, когда выполняется со-
отношение: niyxh iiG ,1,)( .   При  фиксированных X , Y  и  обозначим посредством 
)(Con  –  совокупность всевозможных нечетких классификаторов, согласованных с . 
 Пусть G  – фиксированный элемент совокупности )(Con . Будем называть G  – вырождено само-
отгадывающим  (для  Θ)  нечетким классификатором в том и только в том случае, когда выполняются сле-
дующие условия: 
1.  G  согласован с любым подмножеством  
*
 таким, что 10
** nnCard  ( 0n – 
фиксированный параметр,  характеризующий структуру множества X . В случае, когда X   = 
mR , 
10 mn ). 
2.  Существует подмножество 1, 0
''' nnCard ,являющееся функцией от G   и , 





















'),( yx , то )),(\,(),( yxGФGФ . 
При фиксированных X , Y  и   обозначим посредством )(DSg  совокупность всевозможных не-
четких классификаторов вырождено самоотгадывающих для . Пусть )( 111 nCard  и 
)1)}(,{( 12212 nnCardyx  соответствуют произвольным обучающим множе-
ствам для целевой  классификационной  функции f , YXf : . 
Предположим, что в )( 1Con  существует,  как минимум, два различных элемента 1G и 2G . Мы бу-
дем говорить, что нечеткий классификатор 2G более эффективен, чем нечеткий классификатор 1G  (при 
переходе от обучающего множества 1  к обучающему множеству 2 ) и обозначать этот факт как 





где )(P  – вероятность события )( . 
Предположим, что в )( 1DSg  существует, как минимум, два различных элемента 1G и 2G . Обо-
значим )( '11 Cardn , ),( 1
'
1 GФ  и 
'
22 Cardn , ),( 2
'
2 GФ . Справедлива 
следующая 
 Теорема 1 [4]. Вероятность события )()(
12









Будем говорить, что  вырождено самоотгадывающий нечеткий классификатор 2G экономнее (проще) 
вырождено самоотгадывающего нечеткого классификатора 1G  (при переходе от обучающего множества 
1 к обучающему множеству 2 ) и обозначать этот факт как 2G  1G , в том и только в том случае, 






Теорема 2. (Критерий качества вырождено самоотгадывающих нечетких классификаторов) 
1212 GGGG  . 
Доказательство непосредственно вытекает из определений (2) и (3) и теоремы 1. 
Заключение. При использовании принцип Бритвы Оккама (принципа простоты) в моделях интеллекту-
ального анализа банковских данных (базирующихся на нечетких классификаторах) возникает проблема вы-
бора адекватной меры простоты (сложности) таких  моделей. Модель анализа данных являющаяся простой в 
одной языковой структуре может оказаться достаточно сложной в другой подобной структуре. 
В  работе показано, что как минимум для одного типа нечетких классификаторов принцип простоты мо-
жет быть сформулирован строго однозначным образом независимо от типа используемой языковой структу-
ры. 
Использование указанного типа нечетких классификаторов в системах интеллектуального анализа дан-
ных позволяет повысить эффективность обработки информации в банках. 
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В современном обществе работа с информацией становится главным содержанием профессиональной 
деятельности, а информационная культура – важным фактором развития личности и частью общей культу-
ры человека. Понимание соотношения специфического стиля мышления и информационной культуры, а 
также учет тенденций и специфики ее развития в образовательной сфере образования могут стать важными 
факторами обеспечения повышения качества обучения в вузе [1]. 
Наукой накоплен определенный опыт в рассмотрении феномена информационной культуры личности 
[2–5]. Общим для обозначенных подходов является определение в феномене информационной культуры 
неразрывной взаимосвязи со знаниями и умениями работать с информацией на основе информационных 
технологий и решением повседневных профессиональных задач с помощью компьютеров и электронных 
средств обучения. 
Информационная культура преподавателя является составной частью базисной культуры личности как 
системной характеристики человека, которая позволяет ему эффективно участвовать во всех видах работы с 
информацией: получении, накоплении, кодировании и переработке, создании на этой основе качественно 
новой информации и ее передаче, практическом использовании. Информационная культура системно вклю-
чает в себя грамотность и компетентность в понимания природы информационных процессов и отношений; 
гуманистически ориентированную информационную ценностно–смысловую сферу (стремления, интересы, 
мировоззрение, ценностные ориентации); развитую информационную рефлексию, а также творчество в ин-
формационном поведении и социально–информационной активности. Таким образом, в своем знаниево–
деятельностном аспекте информационная культура преподавателя высшей школы предполагает владение 
знаниями и умениями при использовании современных информационных технологий для решения познава-
тельных, профессиональных и иных задач. При этом, специфику IT–мышления следует рассматривать через 
интегральный показатель качества подготовки педагога высшей школы – новообразование субъекта дея-
тельности, формирующееся в процессе профессиональной подготовки, представляющее собой системное 
проявление знаний, умений, способностей и личностных качеств, позволяющих успешно решать функцио-
нальные задачи качественно нового уровня, составляющие сущность профессиональной деятельности. 
Усвоение больших объемов учебной информации и знание теоретических основ информатики, а также уме-
ние работать с определенным (может быть, даже большим количеством) компьютерных программ не гаран-
тирует наличие развитого IT–мышления. Основной эффект применения современных информационных тех-
нологий – это возможность решать принципиально новые задачи, которые в эпоху традиционных техноло-
гий просто не ставились. При этом системное и целостное представление об информационной культуре пре-
подавателя высшей школы, выделение ее структуры, функциональных составляющих, обоснование крите-
риев и уровней ее сформированности позволит целенаправленно и эффективно организовывать учебный 
процесс, принимать оптимальные решения в управленческой профессиональной деятельности. 
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