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Povzetek
Naslov: Oznacˇevanje skupin primerov v tocˇkovnih prikazih podatkov
Za boljˇse razumevanje visoko dimenzionalnih podatkov analitiki pogosto
uporabljamo projekcije ali uvrsˇcˇanje podatkov v nizˇje dimenzije. Ti pristopi
omogocˇajo izris tocˇkovnega prikaza podatkov v dveh dimenzijah, ki ohranja
strukturo prvotnih podatkov. Interpretacija teh prikazov zahteva dodatno
rocˇno analizo. V nasˇem delu predlagamo pristop za strojno razlago dvodi-
menzionalnih predstavitev podatkov. Predlagana metoda temelji na pristopu
za razlago dvodimenzionalnih predstavitev besedilnih dokumentov, ki ga v
nasˇem delu razsˇirimo za uporabo na splosˇnih tabelaricˇnih podatkih. Pristop
na tocˇkovnih prikazih poiˇscˇe skupine tocˇk in pripadajocˇe oznake, ki primere
v skupinah opiˇsejo v jeziku atributov, s katerimi so bili podatki prvotno opi-
sani. Skupine tocˇk dolocˇimo z algoritmom za razvrsˇcˇanje DBSCAN. Znacˇilne
oznake skupin pridobimo s pomocˇjo statisticˇnih testov. Metoda omogocˇa tudi
interaktivno raziskovanje in oznacˇevanje poljubnih podskupin, ki se uporab-
niku zdijo zanimive. Uporabnost pristopa prikazˇemo na analizi razlicˇnih
podatkovnih mnozˇic. Pokazˇemo, da je metoda koristna za ucˇinkovito ana-
lizo dvodimenzionalnih predstavitev podatkov in prikaz kljucˇnih znacˇilnosti
podatkov.
Kljucˇne besede




Title: Label inference for data clusters in point-based visualizations
Two-dimensional point-based visualizations of multidimensional data may
reveal data structures and clusters that require further interpretation. We
present an approach that can automatically annotate the clusters in these
visualisations. Our method extends the existing procedure for automatic an-
notation of two-dimensional representations of text documents and enables
it for general attribute-value data. We propose to finds groups of points
on scatterplot visualisations and assign them labels that describe a group’s
characteristics in a language of the attributes of the original data. The ap-
proach uses DBSCAN clustering algorithm to find groups of points in the
scatterplots. Statistical tests are used to determine labels for each of the
groups. The proposed approach also features an interactive exploration of
arbitrary subgroups manually chosen by the user. We analyze three datasets
to demonstrate the usefulness of our approach. We show that the proposed
method is sufficiently fast to support interactive analysis and that the group
annotations found by our approach are meaningful.
Keywords




Graficˇni prikazi nam lahko pomagajo pri analizi in razumevanju podatkov [1].
Omogocˇajo tudi jasnejˇso komunikacijo rezultatov podatkovne analize. Ucˇink-
ovita vizualizacija pretvori kompleksne podatke v bolj dostopno in uporabno
graficˇno obliko.
Podatkovne mnozˇice lahko opisujejo entitete, kot so na primer ljudje, iz-
delki ali drzˇave. Primer so podatki o potnikih, ki so se vkrcali na parnik
Titanik1. Ti potnika opiˇsejo z desetimi atributi (dimenzijami), ki vkljucˇujejo
starost, spol in podatek o tem ali je oseba prezˇivela nesrecˇo parnika. Podat-
kovna mnozˇica o drzˇavah sveta2 vsebuje osemnajst atributov, kot so sˇtevilo
prebivalcev, rodnost in bruto domacˇi proizvod. Podatki o profesionalnih no-
gometnih igralcih3 vsebujejo kar 89 dimenzij, kot so placˇa igralca, polozˇaj
igralca in ocene razlicˇnih sposobnosti igralca. Iz nasˇtetih primerov je ocˇitno,
da imamo v praksi opravka z visokodimenzionalnimi podatki. Za nam razu-
mljive vizualizacije smo obicˇajno omejeni na predstavitve v eni, dveh in treh
dimenzijah. Vecˇdimenzionalne podatke moramo zato za potrebe vizualizacij





2 POGLAVJE 1. UVOD
Slika 1.1: Primer dvodimenzionalne vlozˇitve t-SNE podatkov o potnikih s
Titanika. Tocˇke predstavljajo posamezne potnike. Iz slike je razvidno, da
so v podatkih prisotne skupine potnikov, katere bi za nadaljnjo analizo bilo
dobro opisati.
Pogosto uporabljen pristop za vizualno predstavitev vecˇdimenzionalnih
podatkov so projekcije ali vlozˇitev podatkov v nizˇje dimenzije [2]. Cilj teh
pristopov je predstavitev, ki ohrani strukturo prvotnih podatkov tako, da so
na primer primeri, ki so si blizu v originalnem prostoru, blizu tudi v prostoru
z zmanjˇsano dimenzijo. Za namene vizualizacije zˇelimo podatke predstaviti
v dveh dimenzijah, saj nam to omogocˇa jasen izris podatkov v tocˇkovnem
prikazu. Za konstrukcijo takih predstavitev so na voljo razlicˇni pristopi,
ki vkljucˇujejo metodo glavnih komponent [3], topolosˇko vlozˇitev UMAP [4],
vecˇdimenzionalno lestvicˇenje [5] in t-SNE [6]. Na sliki 1.1 opazimo, da taksˇne
dvodimenzionalne predstavitve lahko razkrijejo skupine podobnih primerov,
ki se najbrzˇ tudi v vecˇdimenzionalnem prostoru prvotnih podatkov nahajajo
v blizˇini drug drugega. Kljub tej zazˇeleni lastnosti ohranjanja strukture po-
datkov pa opis skupin iz samih vizualizacij ni razviden in ga zaradi izgube
informacije pri postopkih zmanjˇsanja dimenzij ne moremo neposredno raz-
brati. Interpretacija teh predstavitev je torej prepusˇcˇena analitiku, ki izbere
skupine tocˇk iz predstavitve ter nadaljnji analizi izbora.
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Cilj magistrske naloge je razvoj pristopa, ki na poljubnih dvodimenzio-
nalnih prikazih podatkov poiˇscˇe skupine in jih oznacˇi v jeziku atributov, s
katerimi so bili podatki prvotno opisani. Namen na ta nacˇin prirejenih oznak
je takojˇsna pomocˇ podatkovnemu analitiku pri interpretaciji in razumevanju
dvodimenzionalnih prikazov podatkov.
1.1 Prispevki magistrskega dela
V pricˇujocˇem delu predlagamo metodo, ki na poljubni dvodimenzionalni pro-
jekciji ali vlozˇitvi tabelaricˇnih podatkov najde zanimive skupine in jim dodeli
oznake v jeziku atributov prvotnih podatkov (slika 1.2). Nasˇ pristop avto-
matsko prikazˇe najbolj zanimive oznake brez rocˇne izbire uporabnika. Nasˇa
metoda omogocˇa interaktivno raziskovanje in oznacˇevanje blizˇnjih podsku-
pin, kjer se zgledujemo po tehniki, ki so jo za besedilne dokumente razvili
Heimerl in sod. [7]. Kot pri vecˇini del na tem podrocˇju smo pristop ovredno-
tili z raziskavo projekcij razlicˇnih podatkovnih mnozˇic.
Slika 1.2: Prototip rezultata nasˇe metode. Rdecˇe oznake veljajo za al-
goritmicˇno dolocˇene skupine. Modre oznake veljajo za dinamicˇno izbrano
podskupino, kjer so izbrani primeri znotraj obmocˇja oznacˇenega s krozˇnico.
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1.2 Struktura magistrskega dela
V nadaljevanju se v poglavju 2 osredotocˇimo na sorodna dela, opis uporablje-
nih metod in reimplementacijo metode za raziskovanje projekcij besedilnih
dokumentov, po kateri se zgleduje predlagana uporabniˇska izkusˇnja nasˇega
pristopa. V poglavju 3 podrobno opiˇsemo nasˇ pristop za oznacˇevanje skupin
primerov na projekcijah tabelaricˇnih podatkov. Pristop v poglavju 4 ovre-
dnotimo s primeri uporabe na vecˇ podatkovnih mnozˇicah. Delo zakljucˇimo
s sklepnimi ugotovitvami.
Poglavje 2
Sorodna dela in pristopi
V tem poglavju najprej opiˇsemo pristope, ki smo jih uporabili pri implemen-
taciji metode, razvite v pricˇujocˇi nalogi. Nato opiˇsemo sˇe sorodna dela in
reimplementacijo metode za raziskovanje projekcij besedilnih dokumentov,
po kateri se zgleduje predlagana uporabniˇska izkusˇnja nasˇega pristopa.
2.1 Gradnja dvodimenzionalnih tocˇkovnih
prikazov podatkov
Cilj metod za zmanjˇsanje dimenzij podatkov je predstavitev podatkov v
nizˇjih dimenzijah, ki ohrani strukturo prvotnih podatkov. Za namene vizu-
alizacije zˇelimo podatke predstaviti v dveh dimenzijah, saj nam to omogocˇa
jasen izris podatkov v tocˇkovnem prikazu. V tem podpoglavju podrobneje
opiˇsemo dve metodi za zmanjˇsanje dimenzij podatkov, ki ju uporabimo v
nasˇem delu. Obe metodi kot vhod sprejmeta tabelaricˇne podatke z nu-
mericˇnimi atributi.
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2.1.1 t-SNE
Pri metodi t-SNE [6] sta za predstavitev podatkov v nizˇji dimenziji kljucˇni
definiciji dveh verjetnostnih porazdelitev. Prva je pij in izrazˇa podobnost
za par primerov xi in xj v originalnem prostoru. Dolocˇena je z Gaussovo
porazdelitvijo nad evklidsko razdaljo med tocˇkama:
pj|i =
exp(−‖xi − xj‖2/2σ2i )∑
k 6=i






kjer N predstavlja sˇtevilo podatkovnih tocˇk. Standardni odklon Gaussove
porazdelitve σi se izracˇuna glede na perpleksnost, ki je vhodni parameter v
algoritem in je povezan s sˇtevilom sosednjih tocˇk, ki jih zˇelimo uposˇtevati.
Manjˇse vrednosti tega parametra pomenijo vecˇjo ohranitev lokalne struk-
ture podatkov pri zmanjˇsanju dimenzije, vecˇje vrednosti pa vecˇjo ohranitev
globalne strukture podatkov. Prednost uporabe perpleksnosti je, da se algo-
ritem prilagaja gostoti podatkov. To na primer pomeni, da bo odklon σi v
gostejˇsih obmocˇjih zavzel manjˇse vrednosti.
Pristop t-SNE dolocˇi taksˇno vlozˇitev v nizko dimenzionalni prostor
(y1, . . . , yN), ki cˇim bolj izrazˇa podobnosti pij. Pri tem je pomembna defini-
cija druge verjetnostne porazdelitve qij, ki podaja podobnost za par vlozˇenih
tocˇk yi in yj:
qij =
(1 + ‖yi − yj‖2)−1∑
k 6=l
(1 + ‖yk − yl‖2)−1 .
Z danima verjetnostnima porazdelitvama lahko natancˇno definiramo optimi-
zacijski cilj metode t-SNE. Naloga je izbira vlozˇitve, ki maksimira podobnost
med porazdelitvama p in q, oziroma minimizira razdaljo med njima. Razdaljo








Metoda t-SNE je zanimiva, ker zdruzˇi normalno porazdelitev in evklidsko
razdaljo. Posledica tega je vecˇja ohranitev lokalne strukture podatkov in
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manjˇsa ohranitev globalne strukture. Z drugimi besedami: metoda daje
veliko vecˇji poudarek na ohranitev blizˇnjih sosedov v vlozˇitvi, kot pa na
ohranitev natancˇne razdalje med zelo razlicˇnimi tocˇkami. To moramo pri
interpretaciji vlozˇitev uposˇtevati. Primere vlozˇitve t-SNE najdemo na slikah
1.1 in 2.4.
Morda je zanimivo sˇe to, da sta definiciji porazdelitev p in q precej po-
dobni, le da ena temelji na Gaussovi porazdelitvi, druga pa na Studentovi
t-porazdelitvi. Studentova t-porazdelitev ima tako imenovani tezˇek rep, kar
pomeni da vrednosti dalecˇ od modusa padajo precej pocˇasneje kot pri Gaus-
sovi porazdelitvi. To omogocˇa vecˇjo locˇljivost med skupinami v vlozˇitvi.
2.1.2 UMAP
Pri metodi UMAP [4] sta za predstavitev podatkov v nizˇji dimenziji kljucˇna
dva neusmerjena grafa: G1, katerega vozliˇscˇa so tocˇke v originalnem pro-
storu in G2, katerega vozliˇscˇa so vlozˇitve tocˇk v nizko dimenzionalni prostor
(y1, . . . , yN). Oba grafa sta tako imenovana grafa k-sosedov, kar pomeni da
je vsaka tocˇka povezana s k najblizˇjimi tocˇkami. Sˇtevilo sosedov k je tudi
glavni parameter metode UMAP. Manjˇse vrednosti tega parametra pomenijo
vecˇjo ohranitev lokalne strukture podatkov pri zmanjˇsanju dimenzije, vecˇje
vrednosti pa vecˇjo ohranitev globalne strukture podatkov. Dodatna komple-
ksnost je, da so povezave v grafih G1 in G2 obtezˇene. V metodi UMAP za
utezˇi uporabijo mero podobnosti, ki zavzema vrednosti med 0 in 1 in temelji
na razdaljah, ki so relativne glede na gostoto tocˇk. Gradnja grafov k-sosedov
in uporaba utezˇi, ki temeljijo na relativnih razdalj nam omogocˇata, da pri
vlozˇitvi podatkov znamo obravnavati podrocˇja razlicˇnih gostot tocˇk.
Z grobo definiranima grafoma G1 in G2 lahko zastavimo sˇe optimiza-
cijski cilj metode UMAP. Zˇeleli bi, da so povezave med grafoma G1 in G2
cˇim bolj podobne, oziroma da se utezˇi cˇim bolj ujemajo. Metoda torej iˇscˇe
taksˇno vlozˇitev (y1, . . . yN), ki proizvede graf G2 cˇim bolj podoben grafu G1.
Utezˇi lahko interpretiramo kot Bernoullijeve spremenljivke, torej verjetnosti
da povezave obstajajo. Razlike v utezˇeh lahko nato merimo z navzkrizˇno
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entropijo. Za lazˇjo predstavo lahko na celotno optimizacijo gledamo tudi kot
iskanje nizko dimenzionalne predstavitve grafa G1, pri cˇemer utezˇi predsta-
vljajo privlacˇne sile med tocˇkami.
Metodo UMAP smo v tem poglavju zelo na grobo opisali kot problem,
kjer optimiziramo podobnost med dvema grafoma. V resnici metoda temelji
na teoriji topologije. Topologija se ukvarja z oblikami, oziroma bolj natancˇno
z lastnostmi geometrijskih objektov, ki se ohranijo pri zveznih deformacijah.
Lahko trdimo, da je cilj metode UMAP pri znizˇanju dimenzij ohranitev to-
polosˇke oblike podatkov. To lahko trdimo, saj je ena glavnih prednosti te
metode ravno njena mocˇna matematicˇna podlaga, ki uporablja orodja alge-
braicˇne topologije. Primer vlozˇitve UMAP najdemo na sliki 2.4.
2.2 Grucˇenje podatkov
Metode za grucˇenje podatkov primere razvrstijo v skupine na tak nacˇin, da
blizˇnji primeri pripadajo isti skupini, oddaljeni primeri pa razlicˇnim skupi-
nam. V metodi, ki smo jo razvili v pricˇujocˇem delu, te pristope uporabimo na
dvodimenzionalnih predstavitvah podatkov, saj zˇelimo poiskati skupine, ki
so vidne na vizualizaciji podatkov. V tem podpoglavju opiˇsemo dve metodi
za grucˇenje podatkov.
2.2.1 Metoda voditeljev
Metoda voditeljev [8] na vhodu zahteva sˇtevilo skupin k in nato dolocˇi sku-
pine, ki so koncentricˇnih oblik. Osnovni algoritem najprej izbere k nakljucˇnih
tocˇk, ki jim pravimo voditelji. Za tem vsem tocˇkam priredi najblizˇjega vodi-
telja. S tem dobimo prvo razvrstitev v k skupin. Nato algoritem dolocˇi nove
voditelje. Novi voditelji so centroidi obstojecˇih skupin. Prirejanje najblizˇjega
voditelja in dolocˇanje novih voditeljev se ponavlja dokler se lega voditeljev
spreminja. Izracˇun centroidnih tocˇk je odvisen od izbrane mere razdalje.
V primeru evklidske razdalje je to geometrijsko srediˇscˇe G(S) primerov v
skupini S:






Ta algoritem za grucˇenje je iterativen in obicˇajno precej hiter. Njegova
slabost je potreba po dolocˇitvi tocˇnega sˇtevila skupin. Poleg tega ima al-
goritem tezˇave s skupinami, ki niso koncentricˇnih oblik. Pri uporabi tega
algoritma smo omejeni tudi z izbiro mere razdalje, saj mora izbrana mera
omogocˇati izracˇun centroidnih tocˇk. Primer grucˇenja z metodo voditeljev
najdemo na sliki 4.5.
2.2.2 Pristop DBSCAN
Za metodo DBSCAN [9] so skupine gosta obmocˇja tocˇk, locˇena z redkimi
obmocˇji tocˇk. Algoritem gosta obmocˇja najde s pomocˇjo tako imenovanih
jedrnih tocˇk. Tocˇka je jedrna, cˇe ima vsaj k sosedov. Sosesˇcˇina je dolocˇena z
radijem . Uporabimo lahko poljubno mero razdalje; v nasˇem pristopu je to
evklidska razdalja. Z jedrnimi tocˇkami lahko dolocˇimo skupino kot mnozˇico
tocˇk v kateri ima vsaka tocˇka v svoji sosesˇcˇini vsaj eno jedrno tocˇko z iste
mnozˇice. Skupino torej sestavljajo blizˇnje jedrne tocˇke in ostale tocˇke, ki so
dovolj blizu jedrnim. Minimalno sˇtevilo sosedov k in radij  sta najpomemb-
nejˇsa parametra algoritma. Z njima dolocˇimo kako goste skupine iˇscˇemo.
Z viˇsanjem k ali nizˇanjem  dolocˇimo vecˇjo gostoto, potrebno za nastanek
skupine.
Gostota tocˇk je torej za DBSCAN kljucˇnega pomena. Tak pogled na
razvrsˇcˇanje omogocˇa, da algoritem najde skupine poljubnih oblik, ki niso
nujno koncentricˇne. Slabost takega pogleda je, da algoritem ni sposoben najti
skupin z zelo razlicˇnimi gostotami. Poleg tega ima algoritem sˇe prednost, da
kot parameter ne potrebuje sˇtevila skupin. Sˇe ena posebnost algoritma je,
da najde tudi osamelce. To so tocˇke, ki jim algoritem ne prepiˇse nobene
skupine. Bolj natancˇno so to tiste tocˇke, ki med sosedi nimajo nobene jedrne
tocˇke.
10 POGLAVJE 2. SORODNA DELA IN PRISTOPI
Slika 2.1: Primer grucˇenja z DBSCAN na dvodimenzionalni vlozˇitvi podat-
kov o potnikih s Titanika. Tocˇke predstavljajo posamezne potnike. Barve
predstavljajo razlicˇne skupine. Tocˇke, ki niso oznacˇene z barvo, so osamelci.
2.3 Razlaga tocˇkovnih prikazov
Veliko raziskav se ukvarja s pristopi projekcij in vlozˇitvami podatkov v nizˇje
dimenzije [3, 4, 5, 6]. Manj del najdemo na temo interpretacije teh projekcij
oziroma njihovi predstavitvi v graficˇnem prikazu podatkov.
Kandogan [10] predlaga metodo za identifikacijo in oznacˇevanje skupin,
osamelcev znotraj skupin in trendov na tocˇkovnih prikazih (slika 2.2a). Trend
v tem kontekstu predstavlja atribut ter smer na projekciji, v kateri ta atribut
narasˇcˇa znotraj skupine. Za razvrstitev na skupine avtor uporabi pristop, ki
temelji na mrezˇni razdelitvi projekcije in zdruzˇevanju gostih celic. Osamelci
znotraj skupin so dolocˇeni na podlagi atributnih razdalj od povprecˇnega pri-
mera v skupini. Trendi znotraj skupin so dolocˇeni z uporabo linearne regre-
sije. S pomocˇjo pridobljenih znacˇilk je nato izbranih nekaj zanimivih atri-
butov. Zanimivost atributa je izracˇunana na podlagi metrik kot so varianca
vrednosti atributa znotraj skupin, prekrivanje zalog vrednosti atributa med
skupinami in mocˇi trendov tega atributa. Za vse zanimive atribute se nato
zgenerirajo oznake za skupine. Oznake vkljucˇujejo najpogostejˇse vrednosti
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atributa v skupinah (diskretni atributi), intervale zaupanja (zvezni atributi)
in posebne oznake za trende. Uporabnik mora nato rocˇno izbrati enega iz-
med zanimivih atributov ter nacˇin prikaza, na primer pricˇakovane vrednosti
atributa v skupinah. Namesto najbolj zanimivih znacˇilk za vsako skupino
posebej se za vse skupine v tem predlaganem pristopu prikazˇejo oznake, ki
temeljijo na enem izbranem atributu.
(a) Kandogan [10] (b) Silva in sod. [11]
(c) Heulot in sod. [12] (d) Stahnke in sod. [13]
Slika 2.2: Razlage dvodimenzionalnih vizualizacij iz sorodnih del. (a) Me-
toda za identifikacijo in anotacijo grucˇ, osamelcev znotraj grucˇ in trendov
na projekcijah. (b) Obarvanje tocˇk na projekciji glede na vpliv atributov na
sosednosti tocˇk. (c) Interaktivno raziskovanje projekcij in njihovih napak.
(d) Orodje za rocˇno raziskovanje projekcij.
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Silva in sod. [11] predlagajo metodo za obarvanje tocˇkovnih projekcij s
ciljem, da nam v jeziku originalnih atributov obrazlozˇi sosednosti blizˇnjih
tocˇk (slika 2.2b). Sosesˇcˇina tocˇk je dolocˇena z izbranim radijem. Metoda
obarva vsako tocˇko glede na atribut, ki najbolj prispeva k podobnosti s so-
sednimi tocˇkami. Predlagani sta dve meri za racˇunanje prispevka atributa
k podobnosti s sosednimi tocˇkami: razmerje lokalnega (sosedi) in globalnega
(vse tocˇke) prispevka atributa k evklidski razdalji ter razmerje lokalne in glo-
balne variance atributa. Prispevek atributa k evklidski razdalji se za par tocˇk
izracˇuna kot delezˇ evklidske razdalje med tocˇkama, ki ga lahko pripiˇsemo da-
nemu atributu. Cˇe se tocˇki razlikujeta le v vrednosti enega atributa, je delezˇ
za ta atribut 1, za ostale atribute pa 0. V pristopu se izracˇunajo tudi zaupa-
nja v pomembnosti atributov, ki so na vizualizaciji predstavljena s svetlostjo.
V tej magistrski nalogi predlagan in prej opisan pristop Kandogana [10] te-
melji na razdelitvi tocˇk v dvodimenzionalni predstavitvi v skupine. Pristop
Silva in sod. pa je koristen takrat, ko take razdelitve nimamo.
Heulot in sod. [12] predlagajo pristop, ki nam pri interpretaciji projekcij
podatkov pomaga uposˇtevati napake, ki nastanejo kot rezultat zmanjˇsanja
dimenzije podatkov (slika 2.2c). Skozi interaktivno raziskovanje z uporabo
navidezne lecˇe nam metoda omogocˇa, da se osredotocˇimo na izbrano tocˇko
v vizualizaciji. Ostale tocˇke v njeni blizˇini se glede na razdaljo do te tocˇke v
originalnem prostoru podatkov razdelijo na dve skupini. Prva skupina vse-
buje tocˇke, ki v originalnem prostoru niso blizu izbrane tocˇke. Te tocˇke se
premaknejo na rob sosesˇcˇine tocˇke in obarvajo drugacˇe. Druga skupina tocˇk
ostane na istem mestu, podrocˇje okoli njih pa se obarva glede na razdaljo do
izbrane tocˇke v originalnem prostoru. Pristop posebej oznacˇi tudi tocˇke, ki
niso v sosesˇcˇini ampak so v originalnem prostoru blizˇje kot nam to dolocˇa
izbrani prag. Predlagana metoda je zanimiv primer dinamicˇnega raziskova-
nja tocˇkovnih projekcij, ki zmanjˇsa mozˇnost napacˇnih interpretacij, ki lahko
izhajajo iz rezultatov napak v projekcijah.
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Stahnke in sod. [13] predlagajo orodje za interaktivno raziskovanje splosˇnih
projekcij visoko dimenzionalnih podatkov (slika 2.2d). Orodje podpira razi-
skovanje na nivoju posameznih tocˇk in skupin. Cˇe je na projekciji izbrana po-
samezna tocˇka, se za vsak atribut v originalnem prostoru izpiˇse njegova vre-
dnost in oznaka te vrednosti na predstavitvi porazdelitve vrednosti atributa.
Skupine tocˇk lahko pridobimo z rocˇno izbiro, hierarhicˇnim razvrsˇcˇanjem ali
pa na podlagi vrednosti razrednega atributa. Izbira dveh skupin prikazˇe
primerjavo povprecˇij ter porazdelitev za vse atribute. Orodje podpira tudi
raziskovanje vpliva atributov na projekcijo in vkljucˇuje dve tehniki za analizo
napak projekcij. Delo je primer dinamicˇnega in interaktivnega raziskovanja
projekcij. V primerjavi s cilji nasˇega dela vkljucˇuje veliko rocˇnega dela in
informacij ne filtrira avtomatsko glede na njihovo pomembnost, kar lahko z
vecˇanjem sˇtevila atributov predstavlja precejˇsnji problem.
2.4 Oznacˇevanje skupin besedilnih
dokumentov
Na podrocˇju vizualizacije besedilnih dokumentov se sˇtevilna dela ukvarjajo
z uvrsˇcˇanjem dokumentov v dvodimenzionalne prikaze [14]. Predlagani pri-
stopi obicˇajno vkljucˇujejo tudi metode za avtomatsko oznacˇevanje prikazov,
saj ogromno sˇtevilo mozˇnih besed in besednih zvez v dokumentih otezˇuje
rocˇno raziskovanje prikazov. Pristop, razvit v pricˇujocˇi disertaciji, smo osno-
vali po zgledu tehnike, ki so jo za analizo prikazov karte besedilnih dokumen-
tov razvili Han in sod. [15]. To podpoglavje je namenjeno opisu njihovega
pristopa in razvoju programa v jeziku Python, ki implementira to tehniko.
Pristop, ki ga predlagajo Han in sod. [15], kot vhod sprejme mnozˇico
besedilnih dokumentov in poljubno tocˇkovno predstavitev teh dokumentov v
dveh dimenzijah. Rezultat so oznake za zanimive skupine, kot jih vidimo na
primeru na sliki 2.3a. Oznake v tem primeru predstavljajo znacˇilne besede
za skupino dokumentov.
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(a) Staticˇne oznake. (b) Dinamicˇne oznake.
Slika 2.3: Staticˇne in dinamicˇne oznake na dvodimenzionalni predstavitvi
povzetkov s konference IEEE VIS. Posamezen povzetek je predstavljen s
tocˇko. Staticˇne oznake so prikazane v rdecˇih okvirjih in veljajo za skupino
oznakam blizˇnjih tocˇk. Dinamicˇne oznake v cˇrnih okvirjih se izracˇunajo
sproti in veljajo za tocˇke izbrane s krozˇnico.
Za dolocˇitev skupin na dvodimenzionalni predstavitvi dokumentov je upo-
rabljen algoritem za razvrsˇcˇanje DBSCAN [9]. Razvrsˇcˇanje na dvodimenzio-
nalni predstavitvi naj bi posnemalo vedenje analitika, ki iˇscˇe skupne lastnosti
sosednih dokumentov na tocˇkovnem prikazu. Algoritem za razvrsˇcˇanje DB-
SCAN je bil izbran, ker kot vhod ne potrebuje sˇtevila skupin, ki jih iˇscˇemo.
Dodatna prednost tega algoritma je, da so skupine tocˇk lahko poljubnih oblik,
ki niso nujno koncentricˇne.
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Po dolocˇitvi skupin je za vsako skupino potrebno poiskati sˇe znacˇilne be-
sede. Han in sod. za izracˇun pomembnosti preizkusijo dve meri. Prva je
TF-IDF, ki kot pomembno besedo sˇteje tisto, ki se v dokumentu pojavi po-
gosto, hkrati pa se pojavi v cˇim manjˇsem sˇtevilu dokumentov v celotnem
korpusu [16]. Za izracˇun pomembnosti besed za celotno skupino se vrednosti
TF-IDF med dokumenti preprosto povprecˇijo. Tezˇava te mere je, da nega-
tivno utezˇi tudi pojavitve enakih besed v razlicˇnih dokumentih znotraj iste
skupine. Zato avtorji priporocˇajo uporabo mere G2, ki primerja ponovitve
besed v dokumentih znotraj skupine s ponovitvami v preostalih dokumen-
tih [17]. Obe meri podrobno opiˇsemo v poglavju 2.4.1.
Poleg staticˇno dolocˇenih oznak metoda omogocˇa tudi interaktivno razisko-
vanje podskupin dokumentov, katerega rezultat so tako imenovane dinamicˇne
oznake, kot jih vidimo na sliki 2.3b. Podskupine dokumentov izbiramo z na-
videzno lecˇo, katere lokacijo in radij lahko spreminjamo. Metoda kot celota
omogocˇa ucˇinkovito raziskovanje dvodimenzionalnih predstavitev dokumen-
tov, kjer staticˇne anotacije sluzˇijo kot globalen pregled, dinamicˇne anotacije
pa omogocˇajo podrobnejˇsi pregled v podrocˇjih zanimanja.
2.4.1 Ocenjevanje pomembnosti besed v
skupini dokumentov
Prva predlagana mera za ocenjevanje pomembnosti besed v delu Han in
sod. [15] je TF-IDF [16]. V osnovi se ta mera uporablja za ocenjevanje po-
membnosti besed v enem dokumentu. Pomembnost za besedo t v dokumentu
d iz korpusa vseh dokumentov D izracˇunamo kot produkt dveh vrednosti:
tfidf(t, d,D) = tf(t, d) · idf(t,D) .
Intuitivno so pomembne besede tiste, ki se v dokumentu pojavljajo pogo-
steje. Pogostost pojavitve besede v dokumentu tf(t, d) lahko dolocˇimo na
vecˇ nacˇinov. V nasˇi metodi jo dolocˇimo kot normalizirano frekvenco besede







Hkrati lahko recˇemo, da so pomembne besede tiste, ki dokument dobro
locˇijo od ostalih dokumentov v korpusu. Redkost pojavitve besede v kor-
pusu idf(t,D) dolocˇimo s pomocˇjo normalizirane frekvence dokumentov iz
korpusa D, ki vsebujejo besedo t. Redkejˇsim besedam v korpusu zˇelimo pri-
pisati vecˇjo pomembnost, zato uporabimo inverzno frekvenco dokumentov,
ki vsebujejo besedo t. Pogosto uporabljena hevristika pri racˇunanju TF-




|{d ∈ D : t ∈ d}| .
Torej TF-IDF kot pomembno besedo sˇteje tisto, ki se v dokumentu pojavi
pogosto, hkrati pa se pojavi v cˇim manjˇsem sˇtevilu dokumentov v celotnem
korpusu. Za izracˇun pomembnosti besed v skupini dokumentov S, se vre-
dnosti TF-IDF med dokumenti v skupini preprosto povprecˇijo:





Tezˇava mere TF-IDF je, da negativno utezˇi tudi pojavitve besed v razlicˇnih
dokumentih znotraj iste skupine. Druga predlagana mera G2 [17] tega pro-
blema nima, ker primerja ponovitve besed v dokumentih znotraj skupine
s ponovitvami v preostalih dokumentih. Pomembnost besed pri tej meri
ocenjujemo z razlikami med pricˇakovanimi in dejanskimi frekvencami besed
znotraj in izven skupine. Dejansko frekvenco besede t v skupini S oznacˇimo
z O(t, S), pricˇakovano pa z E(t, S,D), kjer je D celoten korpus dokumentov.
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E(t, S,D) = N(S) · O(t,D)
N(D)
.
Ko enkrat poznamo pricˇakovane in dejanske frekvence besed v skupini doku-
mentov S in izven nje (S¯), lahko izracˇunamo pomembnost njihovih razlik s
pomocˇjo logaritemskega verjetja LL:
LL(t, S) = 2 ·
∑
S′∈{S,S¯}
O(t, S ′) · log O(t, S
′)
E(t, S ′, D)
.
Besede z najvecˇjim logaritemskim verjetjem imajo najpomembnejˇso razliko
v relativni frekvenci med dokumenti v skupini in dokumenti izven skupine.
2.4.2 Implementacija in primeri uporabe
Ker nasˇa metoda za splosˇne podatke temelji na delu Han in sod. [15], smo
se odlocˇili za izvedbo replikacijske sˇtudije omenjenega dela. Za ta namen je
bila potrebna izdelava lastne implementacije pristopa. To smo ovrednotili na
dveh korpusih besedilnih dokumentov.
Implementacija
Metodo smo implementirali1 v programskem jeziku Python2. Implementacija
je razdeljena na dva razreda. V abstraktnem razredu BaseExplorer je im-
plementirano vse potrebno za izris grafov, izris oznak in interaktivno izbiro
podskupin. Za te naloge smo si precej pomagali s knjizˇnico matplotlib [18].
Za pohitritev interaktivne izbire podskupin smo uporabili obstojecˇo imple-
mentacijo k-d dreves v knjizˇnici scikit-learn [19], ki v povprecˇju izbrano
podskupino najde v O(log n) cˇasu, kjer je n sˇtevilo tocˇk na vizualizaciji.
1http://github.com/simejanko/mag-multidim-proj-visualisation
2https://www.python.org/
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V razredu DocExplorer, ki deduje razred BaseExplorer, so implemen-
tirane vse naloge, ki so specificˇne za domeno besedilnih dokumentov. Za
predobdelavo teksta, ki vkljucˇuje odstranitev necˇrkovnih znakov, pretvorbo
v majhne cˇrke, odstranitev neinformativnih besed in pretvorbo v osnovno
obliko besed (lematizacijo) smo si pomagali s knjizˇnico nltk [20]. Za izracˇun
TF-IDF matrike smo uporabili implementacijo v knjizˇnici scikit-learn [19],
mero G2 pa smo implementirali sami s pomocˇjo hitrih vektorskih operacij
knjizˇnice numpy [21]. Sledi primer uporabe razreda.
seznam_dokumentov = ["prvo besedilo", "drugo besedilo"]
tocke_2d = [(0,0), (1,0)]
skupine = DBSCAN().fit_predict(tocke_2d)
# inicializacija objekta, kjer nastavljamo parametre metode
# kot so izbira tehnike za iskanje znacˇilnih besed
doc_explorer = DocExplorer(method="tfidf")
doc_explorer.fit(seznam_dokumentov, tocke_2d, skupine)
# izris dvodimenzionalne predstavitve s staticˇnimi oznakami
doc_explorer.plot_static()
# izris vmesnika za interaktivno raziskovanje podskupin
doc_explorer.plot_interactive()
Analiza korpusa povzetkov novic agencije Reuters
Najprej smo pristop ovrednotili na korpusu cˇlankov novic Reuters3 iz leta
1987. Korpus vsebuje 10, 788 cˇlankov oznacˇenih z devetdesetimi mozˇnimi
kategorijami. Izbrali smo si podmnozˇico cˇlankov iz naslednjih sˇestih katego-
rij: bencin, nastanitve, trg dela, les, maloprodaja in cˇaj. Izbrane kategorije
skupaj vsebujejo 195 cˇlankov.
3http://archive.ics.uci.edu/ml/datasets/Reuters-21578+Text+
Categorization+Collection






















Slika 2.4: Dve dvodimenzionalni vlozˇitvi Reuters cˇlankov in ocena njune
kvalitete z metodo VizRank [22]. Tocˇke predstavljajo cˇlanke. Barve tocˇk
predstavljajo kategorijo cˇlanka. Sˇtevilcˇna ocena primernosti projekcij s teh-
niko VizR nk je podana v oklepaju.
Poleg besedil metoda kot vhod sprejme dvodimenzionalno tocˇkovno pred-
stavitev mnozˇice dokumentov. Za pridobitev te najprej izvedemo osnovno
preobdelavo besedil, ki vkljucˇuje odstranitev necˇrkovnih znakov, pretvorbo
v majhne cˇrke in pretvorbo v osnovno obliko besed (lematizacijo). Nato za
dokumente izracˇunamo vektorje znacˇilk TF-IDF [16]. Nad matriko TF-IDF
lahko nato uporabimo pristope za projekcijo ali vlozˇitev dokumentov v nizˇje
dimenzije. Na sliki 2.4 sta rezultata dveh takih pristopov. Ker imamo v
uporabljenih podatkih znane razrede (kategorije cˇlankov), lahko te upora-
bimo za ocenjevanje kvalitete dvodimenzionalne predstavitve, saj bi radi da
so cˇlanki z enakih kategorij blizˇje kot cˇlanki z razlicˇnih kategorij. Kriterij
aproksimiramo z natancˇnostjo metode k-najblizˇjih sosedov (k = 10) na dani
dvodimenzionalni predstavitvi. Natancˇnost ocenimo s precˇnim preverjanjem.
Ta pristop ocenjevanja je znan pod imenom VizRank [22]. Ker najviˇsjo oceno
dobimo z uporabo metode UMAP, je ta vlozˇitev izbrana kot vhod v metodo
za razlago prikazov besedilnih dokumentov.




































Slika 2.5: Razlaga vlozˇitve cˇlankov Reuters s staticˇnimi (rdecˇe oznake) in
dinamicˇnimi oznakami. Tocˇke predstavljajo cˇlanke. Barve tocˇk predstavljajo
kategorijo cˇlanka.
Na sliki 2.5 je koncˇni rezultat metode. Po smiselnem priporocˇilu avtor-
jev je bila za dolocˇanje pomembnih besed uporabljena mera G2. Ker smo
tocˇke na vizualizaciji obarvali glede na kategorije, lahko vizualno ocenimo
smiselnost rezultata. Opazimo, da za kategoriji maloprodaje in cˇaja dobimo
dobro ujemanje med imenom kategorije in pomembnimi besedami. Prav tako
smiselne rezultate dobimo tudi pri ostalih kategorijah. Primeri teh so: ne-
zaposlenost pri trgu dela, enota pri nastanitvah (npr. stanovanjska enota)
in destilat pri bencinu. Nesmiselnih oznak ne dobimo. Med vprasˇljivimi sta
meseca januar in februar pri cˇlankih iz kategorije trga dela. Izkazˇe se, da
je v zacˇetku leta objave teh cˇlankov brezposelnost dosegala zelo nizke vre-
dnosti [23]. To bi lahko razlozˇilo tudi izbiro besede rekord. Za dolocˇene
kategorije tehnika DBSCAN najde vecˇ kot eno skupino, prav tako pa za
nekatere kategorije sploh ne dobimo svoje skupine.
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Povzetki s konference VIS
Metodo smo ovrednotili tudi na korpusu povzetkov s konference VIS [24]. Ta
je bil izbran zaradi njegove uporabe v delu, ki predlaga tu uporabljeno me-
todo [15], saj na ta nacˇin lahko bolj neposredno primerjamo rezultate. Zbirka
sicer vsebuje opisne podatke o 2867 cˇlankih, toda po filtriranju cˇlankov za
katere ni povzetka, dobimo 1514 cˇlankov. Predobdelava besedil in pridobitev
dvodimenzionalne predstavitve sta precej podobni tisti za Reuters cˇlanke v
poglavju 2.4.2, saj tak pristop opisujejo tudi avtorji metode. Tocˇnih para-
metrov uporabljenih metod sicer niso razkrili. Za vlozˇitev v dve dimenziji
smo pri teh podatkih uporabili le metodo t-SNE, saj to uporabijo tudi v
prvotnem cˇlanku.
Rezultate lahko primerjamo na slikah 2.3a in 2.6. Na tabeli 2.1 smo
zvrstili nekaj ujemajocˇih skupin in oznak. Med ujemanji je na primer skupina
povezana s socialnimi omrezˇji in skupina na temo grafov. Kljub temu pa je
na prikazih tudi mnogo skupin, ki se ne ujemajo, kljub njihovi smiselnosti.
Primer take je skupina povezana s sledenjem ocˇi na sliki 2.6. Razlike med
rezultati avtorjev in nasˇimi rezultati lahko nastanejo pri predobdelavi teksta,
pridobivanju TF-IDF matrike, vlozˇitvi in razvrsˇcˇanju v skupine. Vsi ti koraki
imajo nastavljive parametre, nekateri pa so celo odvisni od nakljucˇnosti kot
na primer ti za metodo t-SNE. Ker izvorno delo o teh parametrih ni porocˇalo,
lahko tu le povzamemo, da so nasˇi rezultati podobni tem v prvotnem delu,
niso pa identicˇni.











































































Slika 2.6: Razlaga prikaza povzetkov s konference VIS s staticˇnimi ozna-
kami. Tocˇke predstavljajo cˇlanke.
Tabela 2.1: Ujemajocˇe skupine in oznake na povzetkih s konference VIS
med replikacijsko sˇtudijo in prvotnim delom. Kot ujemanje smo sˇteli skupine
z vsaj dvema (od treh) ujemajocˇima oznakama.
Replikacijska sˇtudija Prvotno delo
social, mini, network network, social, matrix
edge, graph, diamond graph, edge, node
vortex, flow, core vortex, core, flow




V prejˇsnjem poglavju smo opisali metodo za razlago dvodimenzionalnih pred-
stavitev besedilnih dokumentov. V tem poglavju metodo razsˇirimo na splosˇne
tabelaricˇne podatke. Pristopa si delita uporabniˇsko izkusˇnjo.
Vhod v nasˇo razsˇiritev je tabela z oznacˇenimi tipi stolpcev (zvezni ali
diskretni) in poljubna tocˇkovna predstavitev podatkov s tabele v dveh di-
menzijah. Rezultat so staticˇne oznake za skupine primerov in zmozˇnost inte-
raktivne razlage dvodimenzionalne predstavitve podatkov preko dinamicˇnih
oznak (slika 1.2). Oznake v tem primeru predstavljajo znacˇilne vrednosti
atributov za dano skupino primerov. Torej vrednosti, ki opisujejo skupino in
jo hkrati dobro locˇijo od ostalih skupin.
Pristope, ki smo jih uporabili za pridobitev dvodimenzionalnih predsta-
vitev podatkov smo opisali zˇe v poglavju 2.1. Za dolocˇanje skupin na dvodi-
menzionalnih predstavitvah podatkov smo uporabili enak pristop kot pri me-
todi za razlago dvodimenzionalnih predstavitev besedilnih dokumentov. Ta
je opisan v poglavju 2.2.2. Vecˇja razlika med pristopoma je nacˇin racˇunanja
oznak, ki ga opiˇsemo v nadaljevanju.
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3.1 Racˇunanje oznak
Omenili smo zˇe, da oznake predstavljajo znacˇilne vrednosti atributov za dano
skupino primerov. V nasˇem pristopu znacˇilnost merimo s pomocˇjo stati-
sticˇnih testov. S statisticˇnimi testi pogosto primerjavo dva razlicˇna vzorca
podatkov (dvovzorcˇni testi) ali pa vzorec podatkov primerjamo z idealizirano
globalno porazdelitvijo podatkov (enovzorcˇni testi) [25]. Za vse statisticˇne
teste je kljucˇna sˇe dolocˇitev predpostavke o rezultatu te primerjave. Tej pred-
postavki pravimo nicˇelna hipoteza. Obicˇajno postavimo nicˇelno hipotezo, da
vzorca podatkov prihajata iz iste porazdelitve oz. da vzorec prihaja iz ide-
alizirane porazdelitve v primeru enovzorcˇnih testov. Rezultat statisticˇnih
testov je p-vrednost ali stopnja znacˇilnosti, na podlagi katere lahko nicˇelno
hipotezo sprejmemo ali zavrnemo. To je verjetnost, da se opazˇene razlike
med vzorci pojavljajo po naklucˇju, ob predpostavkah uporabljenega testa.
Manjka nam sˇe razlaga uporabe statisticˇnih testov za nasˇ problem. Za
neko skupino primerov bi radi nasˇli njej znacˇilne atribute. Te najdemo tako,
da za vsak atribut izvedemo statisticˇni test, kjer primerjamo vrednosti atri-
butov v skupini z vrednostmi izven skupine. Nicˇelna hipoteza je, da vrednosti
prihajajo iz enake porazdelitve. Rezultat tega postopka je vektor p-vrednosti
za atribute. Bolj znacˇilni atributi imajo nizˇje p-vrednosti. Nato lahko iz-
beremo nekaj najbolj znacˇilnih atributov za prikaz. Pred tem je smiselno
atribute sˇe izbrati glede na dolocˇeno mejo p-vrednosti. Ta meja predsta-
vlja najpomembnejˇsi parameter racˇunanja oznak v nasˇi metodi. Nizˇje kot
jo nastavimo, bolj smo lahko prepricˇani v pomembnost oznak, a hkrati v
rezultatu dobimo manj oznak. Dobri privzeti vrednosti sta 0.05 ali 0.01, ki
se v znanstveni literaturi pogosto pojavljata kot mejni vrednosti za sprejem
ali zavrnitev nicˇelne hipoteze.
Stopnje znacˇilnosti atributov uporabimo tudi za dolocˇanje velikosti pisave
za oznako. Najpomembnejˇsa oznaka za skupino je izrisana kot najvecˇja z
velikostjo pisave hmax. Najmanj pomembna oznaka za skupino, izmed oznak
izbranih za izris, je izrisana z velikostjo pisave hmin. Velikosti pisav za vse
ostale oznake za skupino so enakomerno porazdeljene med hmin in hmax.
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Parametra hmin in hmax lahko dolocˇi uporabnik.
Izbor statisticˇnega testa je odvisen od tipa atributa, kar opiˇsemo v pri-
hodnjih dveh podpoglavjih. Za lazˇjo predstavo celotnega postopka smo v
podpoglavju 3.1.3 vkljucˇili tudi enostaven primer izracˇuna oznak.
3.1.1 Zvezni atributi
Za nek znacˇilen zvezen atribut oznaka predstavlja povprecˇje vrednosti atri-
buta v skupini (slika 3.1). Za boljˇso informativnost oznak dodamo tudi po-
datek o tem, ali povprecˇje predstavlja relativno veliko ali majhno vrednost
glede na podatke izven skupine.
Slika 3.1: Primer oznak za zvezne atribute. Sivina predstavlja vrednosti
zveznega atributa.
Za dolocˇanje znacˇilnosti zveznih atributov primerjamo pricˇakovane vre-
dnosti atributov znotraj in izven skupine. Za ta namen uporabimo t-test [26],
ki je obicˇajno uporabljen za primerjavo povprecˇij dveh vzorcev ali primer-
javo povprecˇja enega vzorca z idealizirano normalno porazdelitvijo (enov-
zorcˇen test). Glavna predpostavka t-testa je, da vzorcˇna povprecˇja prihajajo
iz normalne porazdelitve. Ta predpostavka je zaradi centralnega limitnega
izreka precej varna, sploh v primerih z vecˇjim sˇtevilom podatkov. Sˇe ena
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predpostavka t-testa je predpostavka o enakosti varianc primerjanih vzor-
cev. Originalen Studentov t-test je kljub tej predpostavki precej robusten
v situacijah, kjer sta velikosti primerjanih vzorcev podobni. V nasˇi metodi
se na to ne moremo zanasˇati, saj primerjava vzorcev v skupini in izven nje
pogosto pomeni razlicˇno velike vzorce. Zato uporabimo Welchov t-test [27],
ki predpostavko o enakosti varianc primerjanih vzorcev razbremeni.
Welchov t-test
Vemo zˇe, da so t-testi uporabljeni za primerjavo povprecˇij vzorcev. Govorili
smo tudi zˇe o predpostavkah t-testov. Sedaj natancˇneje opiˇsimo Welchov
t-test [27]. Predpostavimo uporabo dvovzorcˇnega testa, kjer prvi vzorec
X1 predstavlja vrednosti nekega zveznega atributa znotraj izbrane skupine,
drugi vzorec X2 pa vrednosti istega atributa zunaj te skupine. Za prido-










V sˇtevcu t-statistike je primerjava med povprecˇji, ki jo pricˇakujemo. Vre-
dnost v imenovalcu je odvisna od variance vzorcev s in velikosti vzorcev N .
Intuitivno s tem uposˇtevamo, da smo v pomembnost razlike med povprecˇji
bolj prepricˇani, cˇe imamo vecˇje vzorce, oziroma cˇe vrednosti v vzorcu manj
variirajo. Za razliko od Studentovega t-testa [26] imenovalec ne temelji na
tako imenovani zdruzˇeni oceni variance, saj le ta privede do predpostavke o
enakosti varianc primerjanih vzorcev.
Za pridobitev stopnje znacˇilnosti, vrednost t-statistike vstavimo v Stu-
dentovo t-porazdelitev [26], ki je podobna normalni porazdelitvi, le da ima
tezˇek rep, kar pomeni da vrednosti dalecˇ od modusa padajo precej pocˇasneje
kot pri normalni porazdelitvi. Studentova t-porazdelitev ima dodaten para-
meter ν, ki mu pravimo prostorska stopnja. Vecˇja kot je prostorska stopnja,
manj tezˇka sta repa porazdelitve. To posledicˇno pomeni, da pri vrednostih
dalecˇ od modusa dobimo manjˇse p-vrednosti, torej vecˇje pomembnosti atri-
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butov. Ta vrednost zato, tako kot imenovalec t-statistike, izrazˇa prepricˇanje
o pomembnosti razlik med vzorcema. Pri Studentovem t-testu je prostorska
stopnja kar N1 +N2− 2. Pri Welchovem testu je ravno zaradi razbremenitve















Za nek znacˇilen diskreten atribut je oznaka seznam znacˇilnih vrednosti tega
atributa (slika 3.2). Znacˇilne vrednosti so vse tiste, ki so pod mejo p-
vrednosti, ki jo dolocˇi uporabnik.
color = blue color = orange or yellow
Slika 3.2: Primer oznak za diskretne atribute.
Za dolocˇanje znacˇilnosti diskretnih atributov primerjamo frekvence vre-
dnosti atributa znotraj skupine s pricˇakovanimi, cˇe bi vzorce nakljucˇno vlekli
s celotne podatkovne mnozˇice. Za ta namen uporabimo hipergeometricˇen
test [28]. Omenjeni test je enovzorcˇen, saj vzorec primerjamo s celotno po-
datkovno mnozˇico. Ker test podpira le binarne atribute, moramo diskretne
atribute z m vrednostmi razdeliti na m locˇenih binarnih atributov. Temu
pravimo tudi kodiranje z binarnimi spremenljivkami (angl. one-hot enco-
ding). Nato izvedemo m hipergeometricˇnih testov, katerih rezultat je vektor
p-vrednosti dolzˇine m. Kot p-vrednost za celotni atribut vzamemo minimalno
vrednost, saj nas zanima najbolj znacˇilna vrednost. Vredno je sˇe omeniti,
da izvajamo enostranske hipergeometricˇne teste. To pomeni, da iˇscˇemo le
diskretne vrednosti, ki se pojavijo pogosteje kot pricˇakovano in ne vrednosti,
ki se pojavijo redkeje kot pricˇakovano.
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Ker je hipergeometricˇen test enovzorcˇen, moramo zaradi konsistentno-
sti ob njegovi uporabi tudi za zvezne atribute uporabiti enovzorcˇen t-test.
Kljub temu pa bi kdaj radi uporabili dvovzorcˇne teste, saj je morda primer-
java vzorcev v skupini in izven nje veliko bolj smiselna kot primerjava vzorca
z idealizirano porazdelitvijo, ki jo ocenimo z vseh podatkov. Zato za diskre-
tne atribute nasˇa metoda podpira tudi uporabo dvovzorcˇnega t-testa. Tudi
tu uporabimo kodiranje z binarnimi spremenljivkami (angl. one-hot enco-
ding) in vsako binarno spremenljivko obravnavamo kot zvezno. Ko s t-testi
pridemo do p-vrednosti za vsako vrednost diskretnega atributa, je preostanek
postopka enak kot za enovzorcˇne teste.
Hipergeometricˇen test
Test za diskretne spremenljivke sloni na hipergeometricˇni porazdelitvi [28].
Kot smo zˇe omenili test v osnovni obliki podpira le binarne atribute. Hiper-
geometricˇna porazdelitev nam poda verjetnost, da se v vzorcu z n primeru
nahaja k primerov s pozitivno vrednostjo binarnega atributa, cˇe se v celotni
populaciji z velikostjo N nahaja K primerov s pozitivno vrednostjo binarnega
atributa. To verjetnost oznacˇimo s P (X = k).











Test je enovzorcˇen, saj primerjamo vrednosti binarnega atributa v skupini
(vzorec) s celotno populacijo. Namesto verjetnosti za opazˇeno vrednost po-
zitivnih primerov v skupini bi radi izvedeli, cˇe je opazˇena vrednost vecˇja kot
je pricˇakovano, saj iˇscˇemo vrednosti diskretnih atributov, ki se pojavijo po-
gosteje kot pricˇakovano. Torej zˇelimo P (X ≥ k). Ker je hipergeometricˇna
porazdelitev diskretna lahko to pridobimo s sesˇtevanjem verjetnosti.
P (X ≥ k) =
K∑
i=k
P (X = i)
Zgornja verjetnost predstavlja p-vrednost za neko vrednost diskretnega atri-
buta.
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3.1.3 Primer izracˇuna oznak
Za lazˇjo predstavo izracˇuna oznak na splosˇnih tabelaricˇnih podatkih, v tem
podpoglavju opiˇsemo primer pridobitve oznak na preprostih podatkih. Gre
za podatke o potnikih s Titanika1. Na sliki 3.3a je dvodimenzionalna pred-
stavitev teh podatkov in oznacˇena skupino za katero bomo dolocˇili oznake.
V tem primeru nas zanimata le dva atributa potnikov: starost (zvezen atri-
but) in tocˇka vkrcanja (diskreten atribut s tremi mozˇnimi vrednostmi). Na
sliki 3.3c je razvidno, da je lokacija vkrcanja najbrzˇ zelo znacˇilen atribut za
to skupino, saj so se skoraj vsi ljudje v skupini vkrcali na isti tocˇki. Cˇe to
vizualno primerjamo s porazdelitvijo na sliki 3.3b, bi rekli da je starost veliko
manj znacˇilna, kljub temu pa so vidne razlike med porazdelitvijo starosti v
skupini in drugje. Izgleda, da so ljudje v skupini nekoliko mlajˇsi od ostalih.
0
1
(a) Potniki s Titanika.













(b) Porazdelitev starosti potnikov na
Titaniku.












(c) Porazdelitev lokacij vkrcanja potni-
kov na Titaniku.
Slika 3.3: Dvodimenzionalna vlozˇitev potnikov s Titanika pridobljena z
metodo t-SNE in primerjave porazdelitev dveh atributov znotraj in zunaj
oranzˇno oznacˇene skupine.
1http://www.kaggle.com/c/titanic/data
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Tabela 3.1: Izracˇunane p-vrednosti dveh atributov za izbrano skupino na
podatkih s Titanika in ustrezne oznake. Uporabljeni so bili dvovzorcˇni t-
testi. Za diskreten atribut izracˇunamo verjetnost za vsako mozˇno vrednost
in za p-vrednost celotnega atributa vzamemo najmanjˇso.
Atribut Vrednost atributa p-vrednost Oznaka
starost / 3.89 · 10−4 starost = 26.89 (nizka)
lokacija vkrcanja
C 1.0
lokacija vkrcanja = SQ 0.998
S 1.78 · 10−38
V tabeli 3.1 je p-vrednost tocˇke vkrcanja precej manjˇsa od p-vrednosti
za starost. To je bilo pricˇakovano, kljub temu pa nas precej nizka vrednost
za starost glede na podobnost porazdelitev na sliki 3.3b nekoliko preseneti.
Podobnost porazdelitev je lahko zavajajocˇa, saj za zvezne atribute izvajamo
t-test, ki ne primerja neposredno porazdelitev ampak porazdelitve vzorcˇnih
povprecˇij ob predpostavki normalne porazdelitve. Na sliki 3.4 je razvidno,
da so porazdelitve vzorcˇnih povprecˇij v skupini in izven nje precej razlicˇne.
S tako nizkimi p-vrednostmi bi bila najbrzˇ za oznake izbrana oba atributa
(odvisno od dolocˇene meje). Pisava oznake bi bila vecˇja za lokacijo vkrcanja,
saj je bolj znacˇilen atribut.













Slika 3.4: Porazdelitev vzorcˇnih povprecˇij starosti za izbrano skupino na
podatkih o potnikih s Titanika. Predpostavljena je normalna porazdelitev.
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3.2 Implementacija
Metodo smo implementirali2 v programskem jeziku Python3. Implementacija
je razdeljena na dva razreda. V abstraktnem razredu BaseExplorer je im-
plementirano vse potrebno za izris grafov, izris oznak in interaktivno izbiro
podskupin. Ta razred je opisan zˇe v poglavju 2.4.2.
V razredu TabExplorer, ki deduje razred BaseExplorer, so implementi-
rane vse naloge, ki so specificˇne za tabelaricˇne podatke. Tu so implementirane
metode opisane v prejˇsnjem poglavju. Za delo s tabelaricˇnimi podatki smo
uporabili knjizˇnici pandas [29] in numpy [21]. Za t-teste smo uporabili im-
plementacijo v knjizˇnici SciPy 4. Za hipergeometricˇne teste smo prilagodili
implementacijo z orodja za podatkovno analizo Orange [30]. Sledi primer
uporabe razreda.
tabela = {"zvezen_atribut": [1,2], "diskreten_atribut": ["d1", "d2"]}
tabela = pandas.DataFrame(data=tabela)
tocke_2d = [(0,0), (1,0)]
skupine = DBSCAN().fit_predict(tocke)
# inicializacija objekta, kjer nastavljamo parametre metode
# kot so prag pomembnosti za izris oznak
tab_explorer = TabExplorer(p_threshold=0.01)
tab_explorer.fit(tabela, tocke_2d, skupine)
# izris dvodimenzionalne predstavitve s staticˇnimi oznakami
tab_explorer.plot_static()
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3.3 Problemi pristopa
Pristop za razlago dvodimenzionalnih predstavitev tabelaricˇnih podatkov,
kot smo ga opisali do sedaj, ima kar nekaj tezˇav. V tem podpoglavju demon-
striramo nekaj teh tezˇav in predlagamo dodatke za njihovo resˇevanje.
3.3.1 Problem vecˇkratnih primerjanj
Problem vecˇkratnih primerjanj se pojavi, ko statisticˇna analiza vsebuje vecˇ
statisticˇnih testov, od katerih lahko vsak proizvede statisticˇno pomembna
odkritja [31]. V nasˇem primeru odkritje pomeni najdbo pomembne oznake
za vizualizacijo. Intuicija za razumevanje tega problema je sledecˇa: vecˇ stati-
sticˇnih testov kot izvedemo, vecˇja je verjetnost, da zgolj po nakljucˇju najdemo
na videz pomembna odkritja. V nasˇem primeru to pomeni, da z vecˇanjem
sˇtevila statisticˇnih testov narasˇcˇa tudi sˇtevilo napacˇnih oznak.
Za olajˇsanje tega problema uporabimo popravek Benjimini-Hochberg (BH)
[32]. Ta postopek nadzira pricˇakovan delezˇ napacˇnih odkritij (angl. False
discovery rate ali FDR) tako, da ustrezno popravi p-vrednosti statisticˇnih
testov po njihovi izvedbi. Postopek smo empiricˇno testirali na povsem na-
kljucˇno zgeneriranih podatkih, kjer ne bi pricˇakovali nobenih oznak. Tudi
dvodimenzionalna predstavitev in razdelitev v skupine je bila v tem primeru
nakljucˇna. Na sliki 3.5 opazimo, da brez popravka BH dobimo kar nekaj
oznak, s popravkom pa nobene. To seveda ne pomeni, da se s tem postop-
kom vedno znebimo vseh napacˇnih oznak. Poleg tega se moramo zavedati,
da s tem popravkom tudi povecˇamo sˇtevilo oznak, ki so sicer pomembne, a
jih ne najdemo.
Sˇtevilo statisticˇnih testov pri nasˇi metodi raste s sˇtevilom atributov,
sˇtevilom mozˇnih vrednosti za diskretne atribute in s sˇtevilom najdenih sku-
pin na dvodimenzionalni predstavitvi podatkov. Pri racˇunanju staticˇnih
oznak popravek BH izvedemo za vsako skupino posebej, kar pomeni da ne
uposˇtevamo vecˇkratnih primerjav, ki so posledica vecˇjega sˇtevila najdenih
skupin na prikazu. Za to smo se odlocˇili zaradi konsistentnosti rezultatov
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med staticˇnimi in dinamicˇnimi oznakami. Pri dinamicˇnih oznakah problem
vecˇkratnih primerjanj seveda dobi precej drugacˇno razsezˇnost, saj teoreticˇno
lahko z interaktivnim raziskovanjem prikaza izvedemo toliko razlicˇnih skupin
statisticˇnih testov, kolikor je razlicˇnih izbir podskupin podatkov. Zato je po-
membno, da na tej tocˇki poudarimo, da nasˇa metoda ni orodje za natancˇne
statisticˇne analize, ampak orodje za vizualno analizo podatkov, ki uporablja
statisticˇne pristope.
d_19 = 3
z_118 = 0.46 (low)
d_3 = 0
z_86 = 0.46 (low)
d_5 = 0
z_97 = 0.55 (high)
z_103 = 0.46 (low)
(a) (b)
Slika 3.5: Razlaga projekcije nakljucˇnih podatkov (a) brez popravka BH
ter (b) s popravkom BH. Predpone oznak oznacˇujejo vrsto atributa (zvezen
ali diskreten).
3.3.2 Statisticˇna pomembnost in reprezentativnost
S statisticˇnimi testi v nasˇem pristopu iˇscˇemo pomembne razlike med pricˇakova-
nimi vrednostmi atributov med skupinami. Hkrati zˇelimo, da so te razlike za
skupine reprezentativne. Torej hocˇemo, da oznake dobro opisujejo celotno
skupino in ne le majhen delezˇ skupine v katerem najdemo razlike z ostalimi
skupinami. Statisticˇni testi tega kriterija ne uposˇtevajo. Omenjen problem
je prikazan na sliki 3.6a. Le majhen delezˇ tocˇk v desni skupini je zelenih, a
kljub temu skupino oznacˇimo z zeleno barvo. Za nadzor tega problema pre-
dlagamo zelo preprost pristop, kjer oznake filtriramo glede na to ali veljajo
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za dovolj velik delezˇ tocˇk v skupini. Prag delezˇa tocˇk je vhodni parame-
ter v nasˇo metodo. Na sliki 3.6b opazimo, da pristop uspesˇno izlocˇi oznako
z zeleno barvo. Dolocˇitev pragu reprezentativnosti je odvisna od tega kaj
obravnavamo kot zadostno reprezentativnost. Dobra privzeta vrednost za je

















Slika 3.6: Razlaga projekcije umetno zgeneriranih podatkov z diskretnim
atributom atr (a) brez uporabe pragu reprezentativnosti ter (b) z uporabo
50% praga reprezentativnosti.
Podoben pristop uporabimo tudi za zvezne atribute. Na sliki 3.7 je pri-
mer z dvema skupinama tocˇk, kjer ima zvezni atribut v oranzˇni skupini
bimodalno porazdelitev. Bimodalne porazdelitve so precej problematicˇne,
saj njihova pricˇakovana vrednost obicˇajno ni dober indikator celotne poraz-
delitve. Zato brez uporabe pragu reprezentativnosti na sliki 3.7a dobimo
za oranzˇno skupino oznako za visoko vrednost atributa, kljub temu da ima
vecˇino tocˇk v oranzˇni skupini manjˇse vrednosti od tocˇk v modri skupini. Kot
je razvidno na sliki 3.7b, prag reprezentativnosti filtrira oznako za oranzˇno
skupino. Kljub temu pa ostaja oznaka za modro skupino. To se zgodi, ker pri
racˇunanju delezˇa reprezentativnosti za modro skupino ne primerjamo vseh
parov primerov v in izven skupine, saj bi bilo to prevecˇ potratno, toda primer-
jamo vrednosti vseh tocˇk v modri skupini s povprecˇjem izven skupine. V tem
primeru so vse tocˇke izven modre skupine v oranzˇni skupini, torej ponovno
nastopi problematicˇnost bimodalne porazdelitve. Ta problem na vecˇjih po-
datkih z vecˇ skupinami postane manj prisoten, saj tam primerjava znotraj in
zunaj skupine ni ekvivalentna primerjavi dveh skupin in pricˇakovana vrednost
izven skupina obicˇajno predstavlja boljˇsi indikator celotne porazdelitve.
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atr = 1.00 (low) atr = 1.58 (high)
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Slika 3.7: Razlaga projekcije umetno zgeneriranih podatkov z zveznim atri-
butom atr (a) brez uporabe pragu reprezentativnosti (b) ter z uporabo pragu





V tem poglavju ocenimo uporabnost metode za razlago prikazov tabelaricˇnih
podatkov, ki smo jo opisali v poglavju 3. Pristop validiramo z analizo treh
podatkovnih mnozˇic.
4.1 Titanik
Pristop smo najprej ovrednotili na preprostih podatkih. Izbrali smo podatke
o potnikih, ki so se vkrcali na parnik Titanik1. Podatkovna mnozˇica vsebuje
891 potnikov in deset atributov. Od tega za nasˇ primer uporabimo pet atri-
butov, ki so opisani v tabeli 4.1. Dvodimenzionalno predstavitev podatkov
pridobimo z vlozˇitvijo t-SNE. Pred tem vse zvezne atribute standardiziramo.
Poleg tega t-SNE kot vhod sprejme le zvezne atribute, zato diskretne atribute
pretvorimo z binarnim kodiranjem (angl. one-hot encoding).
1http://www.kaggle.com/c/titanic/data
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Tabela 4.1: Atributi o potnikih s Titanika, ki smo jih uporabili za pridobitev
dvodimenzionalne predstavitve in njene razlage.
Ime atributa Tip atributa Zaloga vrednosti
spol diskreten mosˇki, zˇenska
starost zvezen 0 - 80
razred vozovnice diskreten 1, 2, 3
cena vozovnice zvezen 0 - 512
tocˇka vkrcanja diskreten S, C, Q








Fare = 16.82 (low)
Pclass = 1
Sex = female
Fare = 147.03 (high)
Pclass = 1
Sex = male
Age = 43.77 (high)
Pclass = 2
Sex = female
Fare = 21.60 (low)
Pclass = 2
Sex = male






Slika 4.1: Razlaga vlozˇitve potnikov s Titanika. Barva tocˇk oznacˇuje ali je
potnik nesrecˇo prezˇivel. Za tako obarvanje smo se odlocˇili, ker je obicˇajno
eden glavnih ciljev pri analizi teh podatkov iskanje povezanosti prezˇivetja z
lastnostmi potnikov.
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Na sliki 4.1 je vlozˇitev z dobro locˇenimi skupinami in pripadajocˇimi
staticˇnimi oznakami. Na levi strani vizualizacije je na primer skupina mosˇkih
iz tretjega razreda, ki so za vozovnico placˇali nizko ceno. Nizka cena za vozov-
nico iz tretjega razreda je smiselna. V desnem spodnjem kotu je skupina, ki
je cˇisto nasprotje prve: potnice iz prvega razreda, ki so za vozovnico placˇale
visoko ceno. Prav tako opazimo, da skoraj noben potnik v prvi skupini ni
prezˇivel, medtem ko so skoraj vse potnice v drugi skupini prezˇivele. Tudi
cˇe gledamo ostale skupine, sta spol in razred vozovnice precej povezana s
prezˇivetjem nesrecˇe. Najbolj spodnja skupina na primer vsebuje mosˇke s
prvega razreda. Vizualno lahko ocenimo, da je delezˇ prezˇivelih v tej sku-
pini opazno vecˇji od delezˇa za mosˇke s tretjega razreda, a kljub temu precej
manjˇsi od delezˇa za zˇenske s prvega razreda. V najbolj zgornji skupini je
skupina zˇensk s tretjega razreda. Delezˇ prezˇivelih v tej skupini je manjˇsi
kot pri potnicah s prvega razreda, a hkrati vecˇji kot pri mosˇkih s tretjega
razreda. Starost potnikov in tocˇka vkrcanja se med najpomembnejˇsimi ozna-
kami pojavljata malokrat, kar najbrzˇ pomeni, da za locˇitev med skupinami
na tej dvodimenzionalni predstavitvi nista tako pomembna.
Na sliki 4.1 ni oznak za nekatere manjˇse skupine. Zaradi bolj nazor-
nega prikaza smo namrecˇ staticˇne oznake omejili na skupine, ki vsebujejo
vsaj trideset potnikov. Manjˇse skupine seveda lahko raziskujemo s pomocˇjo
dinamicˇnih oznak, kot je prikazano na sliki 4.2a. Z dinamicˇnimi oznakami
lahko raziskujemo tudi podskupine. Na sliki 4.2b imamo primer podskupine
mosˇkih s tretjega razreda. Potniki v tej podskupini so otroci. Cˇe vizualno
primerjamo delezˇ prezˇivetja s celotno skupino lahko ocenimo, da je med otroci
vecˇji delezˇ prezˇivelih. Seveda taksˇna vizualna analiza ni najbolj zanesljiva,
a je precej koristna za nacˇrtovanje naknadnih analiz. Z dinamicˇnimi ozna-
kami lahko raziskujemo tudi vecˇ skupin naenkrat. Na sliki 4.2c oznacˇimo dve
manjˇsi skupini zˇensk iz tretjega razreda. Na sliki 4.2d pa oznacˇimo kar precej
vecˇjih skupin, katerim je skupno da vsebujejo nadpovprecˇno stare potnike s
prvega razreda.
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Fare = 16.82 (low)
Pclass = 1
Sex = female
Fare = 147.03 (high)
Pclass = 1
Sex = male
Age = 43.77 (high)
Pclass = 2
Sex = female
Fare = 21.60 (low)
Pclass = 2
Sex = male
















Fare = 16.82 (low)
Pclass = 1
Sex = female
Fare = 147.03 (high)
Pclass = 1
Sex = male
Age = 43.77 (high)
Pclass = 2
Sex = female
Fare = 21.60 (low)
Pclass = 2
Sex = male



















Fare = 16.82 (low)
Pclass = 1
Sex = female
Fare = 147.03 (high)
Pclass = 1
Sex = male
Age = 43.77 (high)
Pclass = 2
Sex = female
Fare = 21.60 (low)
Pclass = 2
Sex = male




















Fare = 147.03 (high)
Pclass = 1
Sex = male
Age = 43.77 (high)
Pclass = 2
Sex = female
Fare = 21.60 (low)
Pclass = 2
Sex = male




Fare = 13.10 (low)
Sex = female
Embarked = Q or C
Pclass = 3









Fare = 16.82 (low)
Pclass = 1
Sex = ale
Age = 43.77 (high)
Pclass = 2
Sex = female
Fare = 21.60 (low)
Pclass = 1
Fare = 88.05 (high)




Slika 4.2: Primeri dinamicˇnih oznak vlozˇitve potnikov s Titanika. Barva
tocˇk oznacˇuje ali je oseba nesrecˇo prezˇivela.
4.2 Drzˇave sveta
Druga podatkovna mnozˇica z osemnajstimi atributi opisuje 227 drzˇav sveta2.
Le dva atributa sta diskretna (regija in klima), ostali pa zvezni (npr. sˇtevilo
prebivalcev, rodnost, bruto domacˇi proizvod, . . . ). V primerjavi s podatki
o potnikih s Titanka v poglavju 4.1, ti vsebujejo vecˇ atributov toda manjˇse
sˇtevilo primerov. Podatki o drzˇavah sveta vsebujejo tudi neznane vrednosti
2http://www.kaggle.com/fernandol/countries-of-the-world
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zveznih atributov. Ta problem smo resˇili s pomocˇjo pristopa k-najblizˇjih so-
sedov tako, da smo neznane vrednosti atributov zapolnili s povprecˇno vredno-
stjo desetih najblizˇjih drzˇav z znanimi vrednostmi atributov. Za racˇunanje
razdalj med drzˇavami smo uporabili evklidsko razdaljo med atributnimi pred-
stavitvami drzˇav. Postopek za pridobitev dvodimenzionalne predstavitve
drzˇav je podoben kot pri podatkih o potnikih s Titanika. Torej standardiza-
cija zveznih atributov, pretvorba diskretnih atributov z binarnim kodiranjem
in vlozˇitev v dve dimenziji. Za vlozˇitev smo tokrat uporabili pristop UMAP.
Phones (per 1000) = 14.98 (low)
Coastline ratio = 0.66 (low)
GDP = 1833.33 (low)
Deathrate = 7.13 (low)
Coastline ratio = 7.94 (low)
Infant mort. (per 1000) = 25.03 (low)
Infant mort. (per 1000) = 4.96 (low)
Birthrate = 10.75 (low)
Literacy (%) = 97.15 (high)
Population = 289794.34 (low)
Area = 8224.41 (low)
Literacy (%) = 94.37 (high)
Slika 4.3: Razlaga dvodimenzionalne vlozˇitve drzˇav sveta.
Na sliki 4.3 so sˇtiri vecˇje skupine. Levo spodaj je skupina manj razvitih
drzˇav z nizkim bruto domacˇim proizvodom in nizkim delezˇem prebivalstva s
telefoni. Podrobnejˇsi pregled skupine s pomocˇjo dinamicˇnih oznak na sliki
4.4a razkrije, da gre za drzˇave z obmocˇja podsaharske Afrike. Na nasprotni
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strani tocˇkovnega prikaza se nahajata dve skupini z dobro razvitimi drzˇavami
z visoko pismenostjo, nizko smrtnostjo novorojencev in nizko rodnostjo. Eno
izmed dveh skupin sestavljajo manjˇse drzˇave z nizkim prebivalstvom. Po-
drobnejˇsi pregled druge skupine s pomocˇjo dinamicˇnih oznak na sliki 4.4b
razkrije, da gre za drzˇave zahodne Evrope. Drzˇave v desno spodnji skupini
na tocˇkovnem prikazu imajo nizko smrtnost in nizko smrtnost novorojencev,
zato bi ravno tako lahko trdili da gre za bolje razvite drzˇave. V tej skupini je
smrtnost novorojencev kljub temu precej vecˇja od zgornje skupine, zato gre
verjetno za srednje razvite drzˇave. Ker je ta skupina precej bolj razprsˇena
od ostalih, je zanimiva za raziskovanje podskupin z dinamicˇnimi oznakami.
Na sliki 4.4c je podskupina, ki vsebuje drzˇave z latinske Amerike in Karibov.
Drzˇave v tej podskupini imajo malo obale, kar morda nakazuje na notranje
drzˇave v latinski Ameriki. Na sliki 4.4d je podskupina, ki vsebuje drzˇave z
vzhodne Evrope in Baltske drzˇave. V primerjavi z drzˇavami zahodne Evrope
v zgornji skupini ima ta skupina podobno rodnost, toda precej viˇsjo smrtnost
novorojencev. Taksˇna opazˇanja so morda zanimiva za nadaljnjo analizo.
Deathrate = 7.13 (low)
Coastline ratio = 7.94 (low)
Infant mort. (per 1000) = 25.03 (low)
Infant m rt. (per 1000) = 4.96 (low)
Birthrate = 10.75 (low)
Literacy (%) = 97.15 (high)
Population = 289794.34 (low)
Area = 8224.41 (low)
Literacy (%) = 94.37 (high)
Phones (per 1000) = 14.98 (low)
Coastline ratio = 0.66 (low)
GDP = 1833.33 (low)
Region = SUB-SAH. AFRICA
Birthrate = 36.71 (high)
(a)
Phones (per 1000) = 14.98 (low)
Coastline ratio = 0.66 (low)
GDP = 1833.33 (low)
Deathrate = 7.13 (low)
Coastline ratio = 7.94 (low)
Infant mort. (per 1000) = 25.03 (low)
Population = 289794.34 (low)
Area = 8224.41 (low)
Literacy (%) = 94.37 (high)
Infant mort. (per 1000) = 4.96 (low)
Birthrate = 10.75 (low)
Literacy (%) = 97.15 (high)
Region = W. EUROPE
Area = 115988.00 (low)
(b)
Phones (per 1000) = 14.98 (low)
Coastline ratio = 0.66 (low)
GDP = 1833.33 (low)
Infant mort. (per 1000) = 25.03 (low)
Infant mort. (per 1000) = 4.96 (low)
Birthrate = 10.75 (low)
Literacy (%) = 97.15 (high)
Population = 289794.34 (low)
Area = 8224.41 (low)
Literacy (%) = 94.37 (high)
Coastline ratio = 1.08 (low)
Pop. Density = 49.06 (low)
Literacy (%) = 93.21 (high)
Arable (%) = 4.25 (low)
Region = LATIN AMER. & CARIB
(c)
Phones (per 1000) = 14.98 (low)
Coastline ratio = 0.66 (low)
GDP = 1833.33 (low)
Infant mort. (per 1000) = 4.96 (low)
Birthrate = 10.75 (low)
Literacy (%) = 97.15 (high)
Population = 289794.34 (low)
Area = 8224.41 (low)
Literacy (%) = 94.37 (high)
Coastline ratio = 1.74 (low)
Region = E. EUROPE or BALTICS
Area = 123208.41 (low)
Birthrate = 11.23 (low)
Infant mort. (per 1000) = 13.13 (low)
(d)
Slika 4.4: Primeri dinamicˇnih oznak vlozˇitve drzˇav sveta.
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4.3 Nogometni igralci
Razvito metodo smo preizkusili sˇe na podatkovni mnozˇici profesionalnih no-
gometnih igralcev3, ki za 18207 igralcev vsebuje 89 atributov. Po odstranitvi
atributov, ki za nas niso pomembni (na primer slika igralca), dobimo 81 atri-
butov. Od tega je sedem diskretnih atributov, ki vkljucˇujejo drzˇavljanstvo
igralca, klub igralca in njegov polozˇaj na igriˇscˇu. Manjˇsi delezˇ zveznih atri-
butov opisuje lastnosti igralca, ki vkljucˇujejo viˇsino, tezˇo in placˇo igralca.
Velika vecˇina zveznih atributov vsebuje ocene igralcˇevih sposobnosti. Vre-
dnosti ocen so na lestvici od nicˇ do sto. Od tega 26 atributov vsebuje ocene
igralca na razlicˇnih polozˇajih oziroma vlogah na igriˇscˇu. Ostale ocene opi-
sujejo igralcˇeve fizicˇne sposobnosti in splosˇne nogometne sposobnosti, ki so
koristne na vecˇ polozˇajih. Te ocene vkljucˇujejo hitrost sˇprinta, kondicijo,
reflekse, mocˇ strela, natancˇnost dolgih podaj in ostale podobne atribute. Po-
datki vsebujejo precej vecˇ atributov in primerov kot prejˇsnji dve mnozˇici. S
tem namenom smo jih tudi izbrali, saj je pomembno, da metodo testiramo
tudi na vecˇjih podatkih.
Postopek za pridobitev dvodimenzionalne predstavitve igralcev je podo-
ben kot pri prejˇsnjih dveh podatkovnih mnozˇicah. Torej standardizacija
zveznih atributov, pretvorba diskretnih atributov z binarnim kodiranjem in
vlozˇitev t-SNE. Vlozˇitev t-SNE na sliki 4.5 ne vsebuje skupin, ki bi bile dobro
dolocˇene z gostimi obmocˇji na prikazu, z izjemo zelene skupine na levi strani
prikaza. Posledicˇno nam ni uspelo najti dobrih parametrov za razvrsˇcˇevalni
algoritem DBSCAN. Zaradi tega smo v tem primeru za iskanje skupin na
dvodimenzionalni predstavitvi uporabili grucˇenje z vodniki. Ta algoritem
na vhodu zahteva sˇtevilo skupin. V nasˇem primeru smo iskali deset skupin.
To sˇtevilo smo izbrali, ker je bilo po nasˇi oceni to najvecˇje sˇtevilo skupin,
pri katerem oznake ne zavzamejo prevecˇ prostora na prikazu. Z uporabo
razlicˇnega algoritma za razvrsˇcˇanje smo tudi pokazali, da ima uporabnik
mocˇ izbire tehnike za razvrstitev v skupine.
3http://www.kaggle.com/karangadiya/fifa19
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StandingTackle = 65.10 (high)
SlidingTackle = 62.41 (high)
RCB = 62.25 (high)
Position = CB, RCB or LCB
LS = 70.20 (high)
ST = 70.20 (high)
Reactions = 71.45 (high)
RW = 72.83 (high)
ATK Work Rate = Medium
GKKicking = 61.32 (high)
GKPositioning = 62.87 (high)
GKReflexes = 65.96 (high)
Special = 1712.91 (high)
Dribbling = 64.87 (high)
ShortPassing = 65.58 (high)
LongPassing = 61.03 (high)
ShortPassing = 67.68 (high)
SlidingTackle = 66.52 (high)
RCM = 63.86 (high)
Interceptions = 67.05 (high)
Finishing = 56.17 (high)
Position = ST, RM or LM
Penalties = 54.81 (high)
Positioning = 54.76 (high)
Interceptions = 66.21 (high)
Marking = 65.69 (high)
LDM = 64.14 (high)
LCB = 66.37 (high)
LS = 67.28 (high)
LAM = 70.51 (high)
LB = 70.09 (high)
LCB = 68.84 (high)
LS = 65.48 (high)
LW = 64.25 (high)
LongShots = 61.12 (high)
Penalties = 62.29 (high)
SlidingTackle = 55.90 (high)
StandingTackle = 56.89 (high)
Interceptions = 53.60 (high)




Slika 4.5: Razlaga dvodimenzionalne vlozˇitve profesionalnih nogometnih
igralcev. Barve predstavljajo pripadnost skupini. Za tako obarvanje smo se
odlocˇili, ker meje med skupinami niso jasno razvidne. Zvezde oznacˇujejo tri
dobro poznane igralce.
Na sliki 4.5 vecˇina oznak vsebuje atribute, ki ocenjujejo razne sposobnosti
igralcev. To nas ne preseneti, saj razlicˇne ocene igralca predstavljajo zajetni
delezˇ vseh atributov, ki opisujejo igralca. To pomeni, da imajo ocene igralca
velik vpliv tudi na vlozˇitev t-SNE. Vse oznake za zvezne atribute opisujejo
relativno visoke vrednosti atributov. Za te podatke smo se namrecˇ odlocˇili
za izvedbo enostranskih statisticˇnih testov. Ker vecˇina atributov ocenjuje
sposobnosti igralcev, se s tem osredotocˇamo na mocˇne lastnosti igralcev.
Izmed vseh skupin na sliki 4.5 zelo opazno izstopa najbolj leva skupina,
oznacˇena z zeleno barvo. Glede na visoke ocene vratarskih sposobnosti je
zelo verjetno, da so v tej skupini vratarji. V tej skupini se nahaja dobro po-
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znan vratar Jan Oblak. Dobra locˇitev tocˇk med vratarji in ostalimi polozˇaji
je precej smiselna, saj se naloga vratarja med igro najbolj razlikuje od vseh
ostalih polozˇajev. Vratar je na primer edini, ki lahko igra tudi z roko. Na
nasprotni strani se v desnem spodnjem kotu nahaja skupina z visokimi oce-
nami sposobnosti na napadalskih polozˇajih. LS in ST predstavljata levega
in centralnega strelca, RW pa desno krilo. V to skupino spadata tudi dobro
poznana napadalca Ronaldo in Messi. Poleg tega imajo igralci v tej skupini
dober reakcijski cˇas. Zaradi te oznake bi bila za analitika morda zanimiva
nadaljnja raziskava vpliva reakcijskega cˇasa na napadalce. V najbolj zgor-
nji skupini, ki je oznacˇena z modro barvo, so igralci na skrajnih branilnih
polozˇajih (CB, RCB, LCB). Opazimo, da imajo ti igralci tudi visoko oceno
sposobnosti stojecˇega in drsecˇega odvzema zˇoge. Pomembnost te vesˇcˇine
za obrambnega igralca je precej smiselna. Z znanjem, da so igralci na vi-
zualizaciji razdeljeni po polozˇajih in sorodnih sposobnostih, lahko dodatno
razmislimo, zakaj meje med skupinami niso tako jasno razvidne. Mozˇna
razlaga bi bila, da veliko igralcev igra na vecˇ polozˇajih, oziroma imajo spo-
sobnosti, ki bi jim omogocˇale ucˇinkovito igro na vecˇ polozˇajih. S tem seveda
ne mislimo, da veliko branilcev lahko igra tudi napadalne polozˇaje. Najbrzˇ
pa je veliko polozˇajev med seboj precej sorodnih. Za primer lahko vzamemo
polozˇaj vezista, ki mora biti sposoben pomagati v napadu in obrambi.
4.4 Odzivnost metode
Uporabnost metode za oznacˇevanje dvodimenzionalnih predstavitev tabe-
laricˇnih podatkov smo do sedaj demonstrirali z analizo treh podatkovnih
mnozˇic. Za oceno uporabnosti je kljucˇna tudi odzivnost interaktivnega dela
metode. Predolgi cˇasi cˇakanja pri interaktivnem raziskovanju dvodimenzio-
nalnih prikazov bi pomenili slabo uporabniˇsko izkusˇnjo. Interaktivni del nasˇe
metode predstavljajo dinamicˇne oznake. Odzivnost nasˇe implementacije oce-
nimo s cˇasom, ki ga metoda potrebuje za izracˇun dinamicˇnih oznak.
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Tabela 4.2: Meritve odzivnosti racˇunanja dinamicˇnih oznak na treh podat-
kovnih mnozˇicah. Za vsako podatkovno mnozˇico smo izvedli tisocˇ cˇasovnih
meritev ter izracˇunali njihovo povprecˇje t¯ in standardni odklon σ. Pri vsaki
meritvi smo za skupino tocˇk na vizualizaciji nakljucˇno izbrali 1%-50% prime-
rov. To naj bi posnemalo vedenje uporabnika, ki raziskuje skupine razlicˇnih
velikosti. Uporabljen procesor: Intel i7 870 (2.93 GHz).
Podatkovna mnozˇica Sˇtevilo primerov Sˇtevilo atributov t¯± σ[s]
Titanik 891 5 0.011± 0.001
Drzˇave sveta 227 18 0.007± 0.001
Nogometni igralci 18207 81 0.370± 0.029
Na tabeli 4.2 je razvidno, da odzivnost za manjˇse podatkovne mnozˇice ni
problem, saj bi lahko za prvi dve podatkovni mnozˇici izracˇunali dinamicˇne
oznake za priblizˇno sto razlicˇnih skupin na sekundo. S tako majhnim zami-
kom bi uporabniku lahko poleg klikanja omogocˇili tudi odzivno raziskovanje
prikaza z vleko navidezne lecˇe. Zadnja podatkovna mnozˇica je, v primerjavi
s prvima dvema, dalecˇ najvecˇja. Tu je zamik pri racˇunanju oznak dovolj
velik, da ga uporabnik opazi. Kljub temu lahko recˇemo, da je s sposobnostjo
racˇunanja dveh do treh oznak na sekundo, uporabniˇska izkusˇnja s klikanjem
sˇe vedno precej odzivna in nemotecˇa. Za tako velike podatkovne mnozˇice bi
bilo raziskovanje z vleko navidezne lecˇe precej manj odzivno. Zanimivo je sˇe
opaziti, da so standardni odkloni na tabeli 4.2 relativno majhni, kljub temu
da nakljucˇno izbiramo skupine zelo razlicˇnih velikosti. To nakazuje, da je
nasˇa implementacija bolj odvisna od velikosti celotne podatkovne mnozˇice,
kot pa od velikosti izbrane skupine.
Poglavje 5
Sklepne ugotovitve
V magistrskem delu smo predstavili novo metodo za razlago dvodimenzional-
nih predstavitev podatkov. Metoda uporablja statisticˇne pristope za iskanje
zanimivih oznak za skupine tocˇk na vizualizaciji in omogocˇa interaktivno raz-
iskovanje podskupin tocˇk. Uporabnost pristopa smo demonstrirali z analizo
treh podatkovnih mnozˇic in z oceno odzivnosti nasˇe implementacije pristopa.
Vse metode so implementirane v jeziku Python in razvite v knjizˇnici, ki je
dostopna na spletnem repozitoriju1. Implementacija vkljucˇuje tudi primere
uporabe, ki so podani v zvezkih iPython v poddirektoriju repozitorija2.
Pridobitev dvodimenzionalne predstavitve podatkov in njena analiza je
pogosto eden prvih korakov splosˇne analize podatkov. Nasˇ pristop anali-
tiku omogocˇa ucˇinkovitejˇso analizo teh predstavitev. Oznake razlozˇijo pri-
kaz, z interaktivnim raziskovanjem pa lahko analitik, v skladu s cilji analize,
pregleduje poljubne podskupine. To analitiku omogocˇa bolj informativno
izbiro naslednjih korakov analize. Pristop je lahko uporaben tudi za pred-
stavitev rezultatov analize domenskim ekspertom. Rezultat nasˇega pristopa
skrije kompleksnosti analiticˇnih pristopov in s tem tudi ekspertu omogocˇa
ucˇinkovitejˇso interpretacijo dvodimenzionalnih predstavitev.
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na tem podrocˇju relativno malo. Mnogo vecˇ del se ukvarja s pridobivanjem
dvodimenzionalnih predstavitev podatkov, kot pa z njihovo razlago. V nasˇem
delu predstavimo le en mozˇen pristop. Zˇe pri nasˇem pristopu bi lahko raziskali
alternativne metode pridobivanja oznak. Namesto statisticˇnih pristopov bi
lahko na primer uporabili mere informativnosti atributov.
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