Abstract-This paper develops a neuro-dynamic programming (NDP) based near optimal boundary control of distributed parameter systems (DPS) governed by linear one-dimensional parabolic partial differential equations (PDE) under Dirichlet boundary control condition. The structure of the optimal cost functional is defined as an extension of its definition from lumped parameter systems (LPS) but for the infinite dimensional state space. Subsequently, the Hamilton-Jacobi-Bellman (HJB) equation is formulated in the infinite dimensional domain without using any model reduction. Since solving the HJB equation for the exact optimal value functional is burdensome, a radial basis function network (RBF) is subsequently proposed to achieve a computationally feasible solution online and in a forward-in time manner. The optimal value functional is tuned by using conventional adaptive laws such that the HJB equation error is minimized and accordingly the optimal control policy is derived. Ultimate boundedness (UB) of the closed-loop system is verified by using the Lyapunov theory. The performance of proposed controller is successfully verified on an unstable diffusion reaction process.
I. INTRODUCTION
Distributed parameter systems (DPS) are a major part of dynamical systems with wide range of applications [1] - [2] . As the name suggests, DPS arise in environments where system behavior changes continuously throughout the space. Similar to case of lumped parameter systems (LPS), the common attributes of a controller design for DPS should include: 1. a simple and reliable design; 2. feasible realtime implementation; 3. being robust to disturbances and modeling errors; and 4. closed-loop stability. However, the major challenge in the control of DPS when compared to a LPS is the infinite dimensional nature of state space modeled by partial differential equations (PDE). This characteristic makes control design qualities difficult to reach in contrast to finite set of ordinary differential equations (ODE) in LPS.
The successful results of linear optimal control of LPS motivated researchers to develop the operator theory for optimal control of DPS. The work was then extended to boundary control [3] where the design is performed in the infinite dimensional setting. However, a closed-form solution requires solving the operator Riccati equations which is significantly more time consuming in the infinite dimensional domain for DPS. Subsequently, various other approaches under the general category of optimize-thendiscretize control were proposed. In particular, boundary actuation received special attention in the previous decade due to backstepping approach [4] wherein the controller is developed through conventional calculus instead of operator theory. The backstepping approach further enhances the stability study through conventional calculus in the original PDE domain.
The advances in neuro-dynamic programming (NDP) on the other hand, and its successful forward-in-time implementation of optimal control policy for LPS [5] , encouraged researchers to investigate application of this method to DPS [6] - [7] . However, due to the difficulty of designing the controller in infinite dimensional domain and with PDE dynamics, the DPS system was discretized into an approximate finite dimensional state space and subsequently the welldeveloped NDP algorithms [8] were utilized for this reduced order model. Design of a controller using a reduced order model is broadly categorized as discretize-then-optimize [9] method. The benefit of this design approach is the possibility of using either the state of the art NDP or other feedback suboptimal control designs. However, its primary limitation is the degraded performance due to a reduced order finite dimensional model of the system.
In contrast, in this paper, a new NDP based boundary control of DPS governed by linear parabolic PDE under Dirichlet boundary condition is introduced. Unlike previous NDP based control methods for DPS [6] - [7] , no model reduction is utilized prior to the control design. The controller development is based on obtaining the Hamilton Jacobi Bellman (HJB) equation and the optimal boundary control policy in the infinite dimensional domain through calculus. The value functional is then approximated in order to design a suboptimal controller. The proposed suboptimal controller is the first to be designed according to the NDP for a DPS without any model reduction.
The development of the controller is as follows. First, the HJB equation is formulated in the infinite dimensional setting based on a novel definition of value functional. Subsequently, the optimal control policy is derived by using necessary conditions of optimality. Consequently, the value functional is estimated in a forward-in-time manner and the approximated optimal control policy is derived by using the estimation of value functional. Computationally efficient adaptive laws are proposed for online tuning of value functional weights. Eventually, Lyapunov analysis is utilized to demonstrate the closed-loop stability of the feedback system. Simulation results confirm the effectiveness of the proposed scheme on a diffusion-reaction process.
Throughout the paper, . stands for Euclidean norm for vectors or Frobenius norm for matrices. We recall the inequality . 2 ≤ . F where . 2 and . F represent the induced 2 norm and the Frobenius norm, respectively. The
The rest of the paper is organized as follows. In Section II the class of DPS under consideration is described and the state feedback optimal control approach is explained. Section III demonstrates the simulation results and Section IV provides the conclusion of the paper.
II. ADAPTIVE OPTIMAL CONTROL OF DPS MODELED
BY PARABOLIC PDE
In this paper, a DPS governed by a linear one-dimensional parabolic PDE dynamics expressed as
is considered, where Consider the linear DPS (1) with Dirichlet boundary control at z = l and general Robin boundary condition at z = 0 as
where u is the control input and g, h ∈ ℜ are known constants. The objective is to design a controller to minimize the following infinite horizon cost functionalV given bȳ
where r is a positive constant and Q(x) is a positive definite function. If the system state is a finite dimensional n × 1 vector x f , it is well-known that Q(x f ) could be defined in quadratic form as
where Q l is a positive definite n × n kernel matrix, x f i is the ith element of vector x f and Q l i j is the entry of matrix Q l at the ith row and jth column. However, in the case of DPS, since there are infinitely many states [12] that are continuous in the spatial domain, the finite dimensional summations in (4) should be substituted by integrals. Therefore, intuitively, taking s, z ∈ [0, l] as continuous spatial variables for a surface kernel function q(s, z) which correspond to discrete variables i, j as rows and columns of matrix Q l in (4), Q(x) for DPS can be specified equivalent to (4) in the following surface integral form as
where
) is a two dimensional continuous kernel function that has the same role of the kernel matrix Q l in finite dimensional definition (4). Remark 1: In order to further clarify the definition of Q(x) in (5) as extension of finite dimensional definition (4),
where the Riemann approximated definition of integrals is used. By defining (6) can be viewed analogous to definition of Q L in (4) . This implies that definition of Q(x) in (5) reduces to (4) for conventional finite dimensional state spaces. In order to proceed, the following assumption is necessary:
with q min ≥ b q where b q is a positive constant that will be defined later in the paper. Note that Q(x) can be designed arbitrarily.
The optimal cost functional is represented byV * (x,t). Similar to NDP control design of linear LPS with quadratic cost function [10] 
By taking the current time interval [t,t + δt),V in (3) can be represented in the recursive form as
whereV (x, u,t + δt) is the cost to go from time t + δt to ∞. Hence, the optimal value functional can be represented as
Now invoking the principle of optimality, Equation (9) becomes
It is assumed thatV * (x,t) is Gáteaux analytic [13] , i.e. its differential with respect to infinitesimal change of state x exists in the direction of system trajectory in the neighborhood of (x(z,t),t). If an integral functional Y (x) = l 0 y(x)dz with y(x) being a function of x is Gáteaux analytic, according to calculus of variations [13] , Y (x + δ x) with δ x being an infinitesimal change in x can be represented by its first order approximation as
Moreover, according to (7) 1 2
Therefore, revisiting (10),V * (x,t + δt) can be expressed in its first order approximation form as
where δ x is an infinitesimal variation in x as a consequence
and V * x(z,t) = ∂V * ∂ x(z,t) are partial derivatives of V * with respect to x(s,t) and x(z,t), respectively and ∂V * ∂t is partial derivative ofV * with respect to t. Substituting approximation (13) into equation (10) and cancelingV * (x,t) on both sides yields
Dividing through by δt, letting δt → 0 and substituting dynamics (1) yield
Since due to infinite time horizon, the cost functionalV * as defined in (7) is only state dependent and not explicitly dependent on time, ∂V * ∂t = 0 [10] . Therefore the Hamilton Jacobi Bellman (HJB) equation can be represented by
In [11] a similar result but with using a different approach is derived for parabolic semi-linear PDE. Subsequently, the Hamiltonian is defined as
Accordingly, using integration by parts twice, Hamiltonian can be represented as
∂ z 2 are the first and second spatial derivative of V * x with respect to z. Moreover, x(z,t) and V * x(z) (x, z) are represented by x(z) and V x * (z) for brevity. This convention will be used throughout the paper. Based on necessary conditions of optimality, in order for the control input to be minimizing for Hamiltonian (18), the Fréchet derivative of this equation with respect to u should be zero [13] . Therefore,
Substituting the optimal control in equation (18), the HJB equation for DPS (1) under Dirichlet boundary condition (2) can be represented in the form,
Since solving partial integro-differential equation (PIDE) (20) for the exact V * (z) is too difficult and time consuming, the objective is to find a suitable structure for estimation of V * (z). The continuous kernel function p(s, z) in (7) can be interpreted as an infinite dimensional array of unknown parameters to be approximated. It is well-known that radial basis function networks (RBF) can estimate an unknown continuous multi-variable function with a large enough yet finite set of basis functions [14] . The function p(s, z) in (7) can be represented in RBF approximated form as Hence, V * (x, z) can be represented in approximated form of
where Φ(x, z) is a n p × 1 vector defined as
and
Subsequently, the optimal value functional can be expressed as
with εV = l 0 ε V dz. Consequently, the optimal control can be rewritten as
with ε u = 1 2r gε V xz | z=l . The HJB equation becomes Fig. 1 . Closed loop state evolution under Dirichlet boundary condition
being a positive constant. Moreover, the actual control input will be bounded.
Proof: Refer to Appendix.
Remark 3:
The presented control design is also applicable to more general linear PDE dynamics such as [4] 
where c(.
is the integral variable. The basic PDE dynamics (1) are primarily chosen in this paper in order to avoid complicating illustrations. Moreover, it has been shown [4] that most widely applied DPS modeled by linear parabolic PDE are either in the form of or can be transformed into (1). In the following section, numerical implementation of the controller will be illustrated through simulation on a reactiondiffusion process.
III. SIMULATIONS
In this section, in order to verify the performance of proposed controller, a simulation example is provided. A typical linear reaction-diffusion system [4] with following linear parabolic PDE dynamics is considered:
where β α > 0, z ∈ [0, 1] and control input is only present at z = 1. The MATLAB pdepe function was used for simulation of dynamics in a real-time control setting with dz = 0.05. The boundary and initial conditions are expressed as
When u = 0, the open loop response of system can be obtained as
which is unstable for β α > π 2 . For this example, β α was chosen to be 17 and g = 1. The sampling time for updating control input was t s = 2msec. The chosen q(s, z) in cost functional (5) can be expressed as
with L n (.) being the Landau kernel, which is a continuous approximation for Dirac delta function, with n = 500, and the function distance(., .) calculates the distance between the diameter s 0 + z 0 − 1 = 0 and point (s, z)
The motivation behind choosing this q(s, z) is that it acts as an extension of the identity matrix for infinite dimensional cost functional (5) . Thirty six radial basis functions were chosen as φ i s to approximate p(s, z) with the structure expressed as 0.08 are satisfied for these parameters. Fig. 1 shows the good performance of controller in regulation of the DPS state. The smoothness of control input and fast convergence of HJB error are also shown in Fig. 2 . In addition, as depicted in Fig. 2 , increasing the update law parameter α 1 would speed up HJB error convergence rate. Fig. 3 shows the estimatedp(s, z) at the end of simulation. As shown, kernelp(s, z) can be interpreted as a continuous two dimensional array which resembles a kernel matrix with infinitely many entries in LPS optimal control. Finally, Fig. 4 depicts the control input Fig 3. Qualitatively, Fig. 4 shows that feedback from the middle of spatial domain is significantly more important for system stabilization than places near the boundaries. 
IV. CONCLUSIONS
This paper developed an NDP-based near optimal boundary control scheme for DPS governed by one-dimensional PDE under Dirichlet actuation condition without any finite dimensional model approximation prior to control design. By defining the value functional as the extension of its definition in linear LPS optimal control design, the HJB equation was derived in original infinite dimensional state space. Based on defined structure for the value functional as a surface integral, a RBF was proposed to estimate its unknown parameters as a continuous two-variable kernel function. The update law for RBF unknown weights was defined to reduce the HJB error while insuring system stability. Ultimate boundedness of the closed-loop system was verified by using the standard Lyapunov theory. Since model reduction was not utilized in control development, the design is more reliable and can be applied to achieve accurate control and closed loop stability of the original infinite dimensional system. The performance of proposed control method was successfully verified on a diffusion reaction process. 
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