This paper is centered on the complexity of graph problems in the well-studied LOCAL model of distributed computing, introduced by Linial [FOCS '87]. It is widely known that for many of the classic distributed graph problems (including maximal independent set (MIS) and (∆ + 1)-vertex coloring), the randomized complexity is at most polylogarithmic in the size n of the network, while the best deterministic complexity is typically 2 O ( √ log n) . Understanding and potentially narrowing down this exponential gap is considered to be one of the central long-standing open questions in the area of distributed graph algorithms. We investigate the problem by introducing a complexity-theoretic framework that allows us to shed some light on the role of randomness in the LOCAL model. We de ne the SLOCAL model as a sequential version of the LOCAL model. Our framework allows us to prove completeness results with respect to the class of problems which can be solved e ciently in the SLOCAL model, implying that if any of the complete problems can be solved deterministically in poly log n rounds in the LOCAL model, we can deterministically solve all e cient SLOCAL-problems (including MIS and (∆ + 1)coloring) in poly log n rounds in the LOCAL model.
INTRODUCTION & RELATED WORK
The question of whether a given distributed problem can be solved locally has been at the center of the theory of distributed graph algorithms since the 1980s, especially starting with the seminal work of Awerbuch, Goldberg, Luby, and Plotkin [5] , Linial [41] , and Naor and Stockmeyer [44] . The locality of distributed computations is captured by the LOCAL model [41, 47] , de ned as follows: a network is modeled as an undirected graph G = (V , E), the nodes V are the network devices, and the edges E are bidirectional communication links. Time is divided into synchronous communication rounds. In each round, each node can perform some arbitrary internal computation, send a message of possibly arbitrary size to each of its neighbors, and receive the messages sent to it by its neighbors. A typical objective in this setting is to solve some given graph problem on the network G by a distributed algorithm. For example, classic problems include computing a vertex or an edge coloring with a given number of colors [5, 8-10, 12, 13, 18, 19, 26, 32, 35, 36, 41, 51] , computing a maximal independent set (MIS) or a maximal matching [1, 13, 30, 34, 40, 41, 43] , or approximating classic optimization problems with local constraints such as maximum matching, minimum vertex cover, or minimum dominating set [20, 21, 33, 37, 39, 40, 50] . In any r -round algorithm in the LOCAL model, the output of a node can depend only on the initial states of nodes in the r -hop neighborhood of , but it can be an arbitrary function of this neighborhood [41] . Therefore, the LOCAL model captures a core issue of distributed computations in a precise mathematical sense: What global goals can be achieved based on only local information.
The Role of Randomness: A major challenge in designing fast distributed algorithms in the LOCAL model is to break symmetries and coordinate actions among nearby nodes. It is maybe not surprising that this has turned out much easier if the nodes are allowed to use randomization. 1 As a result, for many important problems, there currently is an exponential gap between the time complexity of the best randomized and the best deterministic distributed algorithms. Typically, an algorithm in the LOCAL model is considered e cient if its time complexity is polylogarithmic in the number of nodes n. For a large number of fundamental distributed graph problems (including MIS and (∆ + 1)-coloring), there are logarithmic or polylog-time randomized distributed algorithms (e.g., [1, 30, 35, 39, [41] [42] [43] ), whereas the best kown deterministic distributed algorithms have time complexity 2 O ( √ log n) [5, 45] .
Understanding whether this exponential separation is inherent is considered to be one of the major long-standing open problems of the area [10, 41] . In a recent breakthrough, in a series of papers [17, 18, 31] , it has been shown that in the LOCAL model, there are problems -e.g., ∆-coloring trees or computing a sinkless orientation -with a deterministic complexity of Θ(log ∆ n), while the randomized complexity is Θ(log log ∆ n). Moreover, for the important class of locally checkable labeling (LCL) problems, [18] A Complexity-Theoretic Perspective: In this paper, we investigate the role of randomness in distributed graph algorithms from a complexity-theoretic viewpoint. In particular, we study the class P-LOCAL of all graph problems which can be solved deterministically in polylogarithmic time in the LOCAL model and we de ne a much wider class P-SLOCAL of problems which informally consists of all problems where the output of all nodes is determined by sequentially looking at a polylog-radius neighborhood of each node. In particular, the class P-SLOCAL contains all the above mentioned classic problems for which polylog-time randomized distributed algorithms are known and where the current best deterministic solutions require time 2 O ( √ log n) . We prove that a number of natural distributed graph problems are P-SLOCAL-complete: If any of these problems has a deterministic polylog-time distributed algorithm, all problems in P-SLOCAL can be solved deterministically in polylog time in the LOCAL model and thus P-LOCAL = P-SLOCAL. Perhaps most surprisingly, we prove that the following natural and rudimentary-looking rounding problem is P-SLOCAL-complete: We are given a bipartite graph B = (U∪V , E), where the degree of each node in U is at least log c n for a desirably large constant c ≥ 2. The objective is to color each node in V red or blue such that for each node in U , the degree is approximately equally split. In fact any coarse but non-trivial relaxation of 'approximately equal' su ces, e.g., it is enough if the neighbors in the two colors have the same size up to poly-logarithmic factors. Using randomization, this can be done without any communication-i.e., in zero rounds-via 1 For example when computing a coloring with ∆ + 1 colors (where ∆ is the maximum degree of the network graph G), with high probability, it su ces to iterate the following simple randomized coloring scheme O (log n) times: Given any partial initial coloring, each uncolored node picks a uniformly random color among the colors still available to . If randomly picks a color x not chosen by any neighbor in the same iteration, outputs color x and otherwise the color of remains undecided.
independently coloring each node in V red or blue with probability 1/2. The problem can be seen as a basic rounding problem with linear constraints. Hence, in a certain sense, we show that the only obstacle to e cient deterministic distributed algorithms is an e cient deterministic algorithm for rounding fractional to integer values.
Implications on Randomized Distributed Algorithms: From our completeness results, it also immediately follows that all problems in P-SLOCAL have polylog-time randomized solutions in the LOCAL model. Thus, in addition to providing a tool to study the hardness of local symmetry breaking and coordination problems, the P-SLOCAL model provides a useful abstraction that simpli es studying what can be solved e ciently in the LOCAL model when allowing randomization. In particular, we show that computing (1 + ε)-approximate solutions for general covering and packing integer linear programs is in P-SLOCAL. This directly implies that covering and packing integer linear programs (such as e.g., the minimum dominating set problem or the maximum independent set problem) can be approximated arbitrarily well in polylogarithmic time in the LOCAL model. This signi cantly improves the best existing algorithms for these problems which achieved logarithmic or worse approximations [11, 16, 37, 40] .
In the following, we discuss our contributions and additional related work in more detail.
Sequential Local Computations
As argued, one of the main challenges in the LOCAL model is to locally coordinate the parallel actions of nearby nodes. Such local coordination becomes signi cantly easier if we remove the inherent parallelism of distributed computations and if the outputs of all the nodes can be computed sequentially, one node at a time. This can be well illustrated by the MIS or the (∆ + 1)-coloring problem. In both cases, there is a trivial greedy algorithm which sequentially processes all the nodes in an arbitrary order. In order to determine the output value of a node , the sequential MIS and (∆+1)-coloring algorithms merely need to inspect the already computed outputs of the neighbors of .
We generalize the above basic greedy algorithms and de ne the SLOCAL model. In the SLOCAL model, nodes are processed in an arbitrary order. When a node is processed, it can see the current state of its r -hop neighborhood for some r ≥ 0 and compute its output as an arbitrary function of this. In addition, can locally store an arbitrary amount of information, which can be read by later nodes as part of 's state. We say that r is the locality of an algorithm in the SLOCAL model. The model is de ned precisely and discussed more thoroughly in Section 2.3.
The SLOCAL model is loosely related to other sequential models in which, when studying a graph problem, the output of a single node has to be determined by only considering a small part of the graph. In particular, we would like to mention Local Computation Algorithms (LCA) [2, 48] . In LCAs, the focus is on bounding the local computation and the space for computing the output of each node to a sublinear or even poly log n. In contrast, we purposefully do not bound local computations or space in any way. As we later show completeness w.r.t. complexity classes of SLOCAL algorithms, we would like the SLOCAL model to be as general as possible. Unlike the SLOCAL model, LCAs allow some shared randomness and sometimes also some small amount of global memory. We do not allow any globally shared state as this would make the model too powerful 2 .
Complexity Classes
We introduce two basic complexity classes which are informally de ned as follows. The class LOCAL(t ) consists of all distributed graph problems which can be solved deterministically in t rounds in the LOCAL model. The class SLOCAL(t ) consists of all distributed graph problems which can be solved deterministically with locality t in the SLOCAL model. For formal de nitions of all the complexity classes, refer to Section 2.4. Note that the simple greedy algorithms show that MIS and (∆ + 1)-coloring are in the class SLOCAL(1), whereas we only know that they are in the class LOCAL 2 c √ log n for some constant c > 0 [45] . We are mostly interested in LOCAL and SLOCAL algorithms with locality polylogarithmic in the number of nodes n. Thus, we de ne P-LOCAL := LOCAL log O (1) n and P-SLOCAL := SLOCAL log O (1) n to capture algorithms with polylogarithmic locality.
Our approach can be viewed as an extension of the recent fundamental work of Fraigniaud, Korman, and Peleg in [29] on the complexity of distributed decision problems. In a distributed decision problem, every node has to output either yes or no such that for yesinstances, all nodes output yes, whereas for no-instances, at least one node outputs no. In [29] , the class LD(t ) is de ned as the set of all distributed decision problems which can be solved in t rounds in the LOCAL model. The class LOCAL(t ) extends LD(t ) to distributed search problems and we thus have LD(t ) ⊂ LOCAL(t ). The work started in [29] lead to a series of insightful results [24, 25, 27, 28] . We would however like to stress that while in the standard sequential setting, there are standard techniques for transforming many standard search problems into decision problems, the situation is very di erent in the distributed setting. In fact, most of the standard distributed search problems cannot be reduced to corresponding decision versions and studying decision problems is not su cient to capture some of the core di culties when developing algorithms for the LOCAL model.
De nitions & Completeness Results
We will show that all the problems in P-SLOCAL can be solved in randomized polylog time and in deterministic 2 O ( √ log n) time in the LOCAL model. Hence, except for the potential additional power of using randomization in the SLOCAL model, the class (deterministic) P-SLOCAL exactly captures what can be solved in polylog randomized time in the LOCAL model. To understand the separation between randomized and deterministic distributed algorithms, we thus need to study the deterministic complexity of the problems in P-SLOCAL in the LOCAL model. For distributed graph problems P 1 and P 2 , we say that P 1 is polylog-reducible to P 2 if a polylog-time deterministic distributed algorithm for P 2 implies a polylog-time deterministic distributed algorithm for P 1 . We de ne a problem P to be P-SLOCAL-complete if P ∈ P-SLOCAL and any problem in P-SLOCAL is polylog-reducible to P. Hence, if any P-SLOCAL-complete problem can be solved deterministically in polylog time in the LOCAL model, we have P-LOCAL = P-SLOCAL and thus all problems in P-SLOCAL have deterministic polylog-time LOCAL algorithms.
The best known deterministic algorithms for MIS and (∆ + 1)coloring, as well as for many other problems in P-SLOCAL are based on a decomposition of the network into clusters of small diameter, which was de ned by Awerbuch et al. in [5] .
De nition 1.1 (Network Decomposition). [5] A weak (strong) d (n), c (n) -decomposition of an n-node graph G = (V , E) is a partition of V into clusters such that each cluster has weak (strong) diameter at most d (n) and the cluster graph is properly colored with colors 1, . . . , c (n).
In [5] , it is shown that for d (n) = c (n) = 2 O ( √ log n log log n) , such a decomposition can be computed deterministically in the LOCAL model in 2 O ( √ log n log log n) rounds. This was later improved by
Panconesi and Srinivasan who managed to get rid of the log log n terms in all the above bounds [45] . It is not hard to see that given a d (n), c (n) -decomposition, an MIS, a (∆ + 1)-coloring, and in fact many other standard graph problems can be computed deterministically in time O d (n)c (n) in the LOCAL model. Using the decomposition of [45] , this results in deterministic distributed algorithms with time complexity 2 O ( √ log n) .
In [42] , it is shown that every graph has a O (log n), O (log n)decomposition and that such a decomposition can be computed by a randomized algorithm in O (log 2 n) rounds. 3 It has commonly been understood that the network decomposition problem takes a central role in understanding the complexity of local distributed computations [4, 5, 7, 11, 22, 42, 45] . We make the key signi cance of network decomposition formal by proving the following theorem.
Computing a weak or strong (poly log n, poly log n)decomposition of a given n-node network graph G is P-SLOCALcomplete.
Given the order π in which an SLOCAL-algorithm A processes the nodes of a graph G, there is a direct way to execute A in a distributed setting. If the locality of A is r , a node can compute its output as soon as all nodes within distance r which appear before in π have computed their outputs. If the maximum length of such a dependency chain is T , this leads to a Tr -round distributed algorithm for A. Unfortunately, the maximum dependency chain cannot be bounded by a small function, e.g., if G is a complete graph, there is always a dependency chain of length n. However, in the LOCAL model, for a node to determine its output in R rounds, it su ces if can learn all its dependency chains, i.e., if all the dependency chains of are contained in the R-neighborhood of in G. A given SLOCAL-algorithm thus has an e cient distributed implementation if we can nd an order π on the nodes such that any dependency chain is contained in a small-diameter neighborhood.
De nition 1.3 (Low Diameter Ordering). Given an n-node graph G = (V , E), a d (n)-diameter ordering of G is an assignment of unique labels to all nodes V such that for any path P on which the labels are increasing along P, any two nodes of P are within distance d (n) in G.
Note that on the complete graph, any order π is a 1-diameter ordering. We will show that every n-node graph G has an O (log 2 n)diameter ordering and that we get the following theorem.
There is a constant c > 0 such that for every function d (n) with c ln 2 n ≤ d (n) = log O (1) n, computing a d (n)-diameter ordering of an n-node graph G is P-SLOCAL-complete.
Using a network decomposition or a low-diameter ordering, there is a relatively direct way of turning a given SLOCAL-algorithm into a distributed one. We also show P-SLOCAL-completeness of the following extremely rudimentary looking problems.
De nition 1.5 (Local Spli ing). Given is a bipartite graph
For any λ ∈ [0, 1/2], we de ne a λ-local splitting of B to be a 2-coloring of the nodes in V with colors red and blue such that each node ∈ U has at least λ ·d ( ) neighbors of each color.
De nition 1.6 (Weak Local Spli ing). Given is a bipartite graph B = (U∪V , E B ) where E B ⊆ U ×V . We de ne a weak local splitting of B to be a 2-coloring of the nodes in V with colors red and blue such that each node ∈ U has at least 1 neighbor of each color.
If the minimum degree of any node in U is at least c ln n for a su ciently large constant c, then λ-local splitting (even for λ close to 1/2) and weak local splitting can be solved trivially in 0 rounds by using randomization: Color each node in V independently red or blue with probability 1/2; this coloring satis es the required conditions, with high probability. The following two theorems are the main technical contribution of our paper. They show that, in some sense, the above local splitting problems-even the weak local splitting-already capture the core of the di culty in designing polylog-time deterministic LOCAL algorithms. The local splitting problem can be viewed as a very special case of rounding, i.e., turning fractional values to integral values while respecting some linear constraints: Associate a variable x with each vertex ∈ V and think of each vertex u ∈ U as two linear constraints, λ∆
Setting each x b = 1/2 satis es the constraints for λ = 1/2. The objective is to round these 1/2 values to integral values in {0, 1} while respecting much weaker constraints, which are given by λ-values as small as λ = 1/ poly log n. Theorem 1.7 can therefore intuitively be interpreted as follows:
Coarsely rounding fractional numbers is essentially all that we do not know how to perform in poly log n deterministic rounds of the LOCAL model. If one can could do even coarse rounding in P-LOCAL, we could solve all the classic problems of the LOCAL model in P-LOCAL.
As an intermediate step to prove the P-SLOCAL-completeness of the local splitting problems, we consider distributed algorithms for the con ict-free multicoloring problem. This is a natural relaxation of the con ict-free coloring problem which was introduced in [23] in the context of frequency assignment in cellular networks. Note that the relaxation only strengthens the completeness result.
De nition 1.9 (Conflict-Free Multicoloring). [23] A q-color multicoloring of a hypergraph H = (V , E) is a function ϕ : V → 2 [q] \ {∅} which assigns a nonempty subset ϕ ( ) of the colors [q] to each node . A multicoloring ϕ is called con ict-free if for each hyperedge e ∈ E, there exists at least one color c such that |{ ∈ e |c ∈ ϕ ( )}| = 1, i.e., exactly one node in e has color c ∈ ϕ ( ).
If each node is assigned exactly one color, such a coloring is called a con ict-free coloring. Note that the con ict-free coloring problem is a generalization of the standard graph coloring problem. For a survey on various work related to con ict-free coloring, we refer to [49] . T 1.10. Con ict-free multicoloring with poly log n colors in almost uniform hypergraphs with poly n hyperedges is P-SLOCALcomplete.
Randomized Distributed Computations
Using randomization, an O (log n), O (log n) -decomposition can be computed in O (log 2 n) time in the LOCAL model [4, 22, 42] , the P-SLOCAL-completeness of the decomposition problem (Theorem 1.2) directly implies that all problems in P-SLOCAL have randomized polylog-time solutions in the LOCAL model. In fact, something slightly stronger holds. Let RLOCAL ε (t ) be the problems which can be solved by a randomized Monte Carlo algorithm with error probability at most ε in the LOCAL model in at most t rounds. Further, RSLOCAL ε (t ) is the corresponding randomized class for the SLOCAL model and we use P-RLOCAL ε and P-RSLOCAL ε to denote the corresponding randomized classes of problems with polylogarithmic complexity.
Hence, in particular, P-SLOCAL ⊆ P-RLOCAL 1/ poly(n) . In Section 7, we show that as long as all the constraints are local, arbitrarily good approximations of general distributed covering and packing integer linear programs can be computed e ciently in the SLOCAL model. This includes many important classic optimization problems, such as e.g., minimum (weighted) dominating set, minimum (weighted) vertex cover, maximum (weighted) independent set, maximum (weighted) matching.
The problem of computing a (1 + 1/ poly log n)approximation of a general distributed covering or packing integer linear program (with polynomially bounded weights) is in P-SLOCAL and hence also in P-RLOCAL 1/n c for every constant c > 0.
COMPUTATIONAL MODELS & COMPLEXITY CLASSES 2.1 Distributed Graph Problems
De nition 2.1 (Distributed Graph Problem). A distributed graph problem P is given by a set of triples of the form (G, x, ), where G = (V , E) is a simple, undirected graph and x and are |V |dimensional vectors with entries x and for each node ∈ V . We call x the input vector and the output vector. A tuple (G, x ) is called an instance of a graph problem P if there is an output vector such that (G, x, ) ∈ P. Then is called an admissible output for instance (G, x ).
Whether a triple belongs to P or not depends only on the topology of the graph G. Hence, if there is an isomorphism mapping G toG, then (G, x, ) ∈ P holds if and only if (G,x,˜ ) ∈ P holds, wherex and˜ are obtained from x and by applying the graph isomorphism from G toG.
Given an instance I = (G, x ) of a graph problem P, initially each node knows x . We always assume x includes a unique ID for and a global polynomial upper bound on n = |V |. In a distributed algorithm, the nodes need to compute an admissible output vector , where each node ∈ V outputs . For instance,
Remark. For simplicity, we de ne inputs and outputs only for nodes. Edge related problems -e.g., edge coloring -can be easily modeled as inputs and outputs to the incident nodes. Similarly, hypergraph problems can be modeled as graph problems, where the locality is captured by a simple graph in which two nodes u and are adjacent i u and are in a common hyperedge.
Distributed Local Algorithms
In a distributed graph problem P in the LOCAL model, each node ∈ V of an instance I = (G, x ) initially learns its input x , and must output by the end of the algorithm. The time complexity of a LOCAL algorithm A on I is the number of rounds until all nodes have completed the algorithm. Formally, the time complexity is a function T A : C → N, where C is the set of all possible instances.
In the case of randomized LOCAL algorithms, each node can produce an arbitrarily long private random bit string before it starts its computation. We focus on Monte Carlo randomized algorithms, which have xed time complexity but may have some probability to err and produce an inadmissible output. Let the random vector denote the output vector of a randomized LOCAL algorithm A on an instance I = (G, x ) of P. The error probability ε A (I) of A on I is the probability that (G, x, ) P.
Sequential Local Algorithms
We de ne the sequential local model (SLOCAL) as follows: Assume a problem instance I = (G, x ) for G = (V , E) is given. For each node ∈ V , there is an unbounded local memory S to store the local state of . Initially, S contains only the private input x of . Then an algorithm A in the SLOCAL model processes the nodes sequentially in an order p = 1 , 2 , . . . , n provided to A. The algorithm must work for any given order p. When processing node , the algorithm can query r -hop neighborhoods of node for di erent values of r , that is, A can read the values of S u for all nodes u in the r -neighborhood of . Based on this information, node updates its state S and computes its output . In doing so, node can perform unbounded computation, i.e., the new state of S can be an arbitrary function of the queried r -neighborhood of .
The output
can be remembered as a part of the new value of S . In randomized algorithms, each node produces an arbitrarily long private random bit string at the start of the execution (independent of p), which is stored in its initial state S .
The time complexity T A,p (I) of the algorithm on I with respect to order p is de ned as the maximum r over all nodes for which the algorithm queries an r -hop neighborhood of node . The algorithm's time complexity T A (I) on instance I is the maximum of all T A,p (I) over all orders p.
Let the random vector p denote the output of a randomized SLOCAL algorithm A on an instance I = (G, x ) of P on node order p. We de ne the error probability ε A (I) of A on I as max p Pr (G, x, p ) P .
Remarks: Many of the classic problems-e.g., maximal independent set, (∆ + 1)-vertex coloring, (2∆ − 1)-edge coloring, or maximal matching-can be solved in the SLOCAL model with locality O (1). Roughly speaking, we can say that any problem in which any correct partial solution can be extended to a global solution using only local knowledge has a small locality in the SLOCAL model.
In studying SLOCAL algorithms, it is convenient to allow nodes to write in the local memory of other nearby nodes. It is easy to see that this does not change the locality signi cantly. Concretely:
Any SLOCAL algorithm A with locality R in which each node can write into the local memory S u of other nodes u within its radius R can be transferred into an SLOCAL algorithm B with locality 2R in which writes only in its own memory S .
As explained above, the SLOCAL model assumes a single-phase of processing vertices. One can envision a generalization to k-phase algorithms, which can go through the nodes k times but has to work for any combination of orders in the di erent phases 4 . A detailed proof of the following lemma is deferred to the full version.
P . If we assume that in an algorithm with locality R a node u can write into the memory of the nodes in B R (u) (cf. Observation 2.2) it is straightforward to transfer a two-phase algorithm A with locality r 1 in phase one and r 2 in phase two into a single-phase algorithm B with locality r 1 + r 2 : A node u can obtain all the information it needs to compute its output in the second phase by simulating the rst phase of algorithm A for all nodes in B r 2 (u) which have not gone through the rst phase yet. This simulation needs locality r 1 + r 2 . Then the proof of the lemma follows with an inductive argument.
Complexity Classes
We next de ne the complexity classes. Let C be the collection of all instances (G, x ). A runtime function is a function t : C → Z + and an error function is a function ε : C → [0, 1]. We say that an algorithm A has locality t if T A (I) ≤ t (I). We focus on (upper bound) runtime-and error functions which depend only on the number of the graph's vertices in I. Hence, we simply write t (n) and ε (n).
De nition 2.4. For any runtime function t and error function ε de ne: LOCAL(t ): All graph problems P for which there exists a deterministic distributed LOCAL algorithm A such that for every instance I of P, we have T A (I) ≤ t (I). RLOCAL ε (t ): All graph problems P for which there is a randomized distributed LOCAL algorithm A such that for every instance I of P, we have T A (I) ≤ t (I) and ε A (I) ≤ ε (I). SLOCAL(t ): All graph problems P for which there exists a deterministic distributed SLOCAL algorithm A such that for every instance I of P, we have T A (I) ≤ t (I). RSLOCAL ε (t ): All graph problems P for which there exists a randomized distributed SLOCAL algorithm A such that for every instance I of P, we have T A (I) ≤ t (I) and
Each deterministic class is trivially contained in its randomized counterpart. Moreover, the classes related to the LOCAL model are contained in their SLOCAL model counterparts. Concretely, if in a LOCAL-algorithm, the nodes know an upper bound r on the runtime, this can be transferred into an algorithm which rst collects the r -hop neighborhood and then computes the output. L 2.5. For every t (n), LOCAL(t (n)) ⊆ SLOCAL(t (n)) and RLOCAL ε (t (n)) ⊆ RSLOCAL ε (t (n)) holds.
We use the O-notation for runtime in the natural way: the class of all graph problems for which there is a sequential O (t (n))-local algorithm is denoted by SLOCAL(O (t (n))) := c >0 SLOCAL(ct (n)). Our focus is on algorithms with polylogarithmic locality. 5 We thus introduce short notations for the above classes when the locality is polylogarithmic in the number of nodes n:
Locality Preserving Reductions
We now de ne reductions for distributed algorithms. An overlay graph of a graph
In our reductions, LOCAL algorithms are augmented with oracles for a given graph problem P. After calling a P-oracle on overlay graph G = (V, E), for each x ∈ V, node (x ) ∈ V is provided with the output of the oracle for node x.
De nition 2.6 (Reduction). A (randomized) reduction from a graph problem P 1 to a graph problem P 2 is a (randomized) LOCAL algorithm for P 1 which can use calls to a P 2 -oracle with instances on overlay graphs of G. The cost of a reduction is the cost of the LOCAL algorithm where each oracle call on an r -simulatable overlay graph contributes r rounds. In the case of a randomized reduction, the randomness of all oracle instances and the reduction algorithm are independent.
As standard, a reduction from a graph problem P 1 to a graph problem P 2 transfers a LOCAL algorithm for P 2 to a LOCAL algorithm for P 1 :
If there is a reduction from P 1 to P 2 and a t 2 (n ) round LOCAL algorithm for P 2 then there is a t (n) · t 2 (n ) round LOCAL algorithm for P 1 , where t (n) is the cost of the reduction and n is the size of the largest overlay graph used in the reduction.
De nition 2.8. (Hardness and Completeness) We say that a graph problem P is C-hard, for a complexity class C , with respect to t O (1) (n)-cost reductions if every graph problem in C reduces to P and the cost of each reduction is in t O (1) (n). We say that P is
Throughout the paper we are mostly interested in poly log n cost reductions. If a problem P 1 can be reduced to a problem P 2 with a polylog-cost reduction we say that P 1 is polylog-reducible to P 2 .
COMPLETENESS OF LOW DIAMETER ORDERING & NETWORK DECOMPOSITION
In this section we prove that the problems of computing a low diameter ordering and network decomposition are P-SLOCAL-complete. See De nition 1.3 and De nition 1.1 for the de nitions, respectively. Notation: For a graph G = (V , E), we use G r to denote the graph on vertex set V obtained by putting an edge between each two vertices of G with distance at most r .
Low Diameter Ordering & Network
Decomposition are P-SLOCAL-hard
P
. We consider an SLOCAL algorithm A with locality r = poly log n and an n-node network graph G = (V , E). Assume that an -low diameter ordering π of the graph G r is provided by an oracle where = poly log n and consider A when it operates on the order π .
When processing the nodes according to the order π , a node can collect its r -neighborhood and compute its output, as soon as all nodes within distance r of which appear before in order π are processed. Hence, every path on G r which is monotonically increasing w.r.t. π induces a dependency chain for executing A. Given that π is an -diameter ordering of G r , each such dependency chain, which is relevant for processing , is completely contained in the neighborhood of in G r . After collecting the r -neighborhoods in G of every node in the -neighborhood in G r , node therefore has enough information to locally simulate the part of the sequential execution of A which is relevant for processing node . Thus, given an -diameter ordering of G r , algorithm A can be executed in O ( r ) deterministic rounds in the LOCAL model.
The best known deterministic algorithms for many problems in P-SLOCAL are based on network decompositions (cf. De nition 1.1). In fact network decompositions directly imply low-diameter orderings and thus are su cient to simulate polylogarithmic SLOCAL algorithms. 
Decomposition via Sequential Ball Growing
The completeness of low diameter orderings and network decompositions (Theorem 1.2 and Theorem 1.4) follows by an adaption of the deterministic centralized sequential d (n), c (n) -decomposition algorithm from [6, 42] to the SLOCAL model with d (n), c (n) = O (log n). In this section, we begin with reviewing this centralized algorithm which is contributed to Linial and Saks [42] and Awerbuch and Peleg [6] .
Recall from De nition 1.1 that a weak d (n), c (n) -decomposition of an n-node graph G = (V , E) is a partition of V into clusters such that each cluster has weak diameter at most d (n) and the cluster graph is properly colored with colors 1, . . . , c (n). We refer to the vertices of the clusters of each color i as block i and denote them by V i . Thus, this decomposition partitions V into blocks V 1 , . . . , V c (n) .
The sequential algorithm of [6, 42] constructs the decomposition one block at a time. We describe one block of the construction, show that it produces non-adjacent clusters each with weak diameter d (n) = O (log n), and argue that it removes a constant fraction of the nodes. Thus, after O (log n) blocks, all nodes are removed and thus we have a O (log n), O (log n) -decomposition.
Construction of one block: Let
be the subgraph of G left after removing the vertices of blocks V 1 to V i−1 . We construct the clusters of the block V i , one at a time. During this process, we will discard some vertices of G i , once they are processed, and thus G i is gradually shrinking.
Repeat the following process until G i is empty: Pick an arbitrary vertex ∈ G i and start the following ball growing process on G i : Find the smallest radius r * such that
Note that r * ≤ log 2 n has to hold, because otherwise we would have B G i log 2 n+1 ( ) > n, which would be a contradiction with the graph having only n vertices. Add nodes of B G i r * ( ) as one cluster of V i , and then remove the nodes B G i r * +1 ( ) from G i . L 3.4. The sequential ball growing algorithm of Linial and Saks [42] and Awerbuch and Peleg [6] described above computes an O (log n), O (log n) -decomposition.
P
. It is easy to see that due to condition Equation (1), each block removes at least a constant fraction of the unclustered nodes. Hence, O (log n) blocks su ce.
In each block V i , each cluster has weak diameter at most 2r * ≤ 2 log 2 n, because it was found as a ball of radius at most r * around some node . Furthermore, no two clusters of the same block are adjacent because when constructing the rst cluster, its boundary nodes are removed from the graph but not added to the cluster, that is, we remove B G i r * +1 ( ) but de ne only B G i r * ( ) to be a cluster.
Low Diameter Ordering & Network
Decomposition are in P-SLOCAL Now, we adapt the deterministic sequential algorithm of the previous subsection to the SLOCAL model. This allows us to compute a network decomposition, and also a low-diameter ordering, in poly log n rounds of the SLOCAL model. 
OVERVIEW OF LOCAL SPLITTING COMPLETENESS PROOF
In the present section, we provide an outline over the proof that the local splitting problems de ned in De nitions 1.5 and 1.6 are P-SLOCAL-complete. The formal proof appears in Sections 5 and 6.
We need to show that local splitting is in the class P-SLOCAL and that local splitting is P-SLOCAL-hard, i.e., that there is a polylogreduction, reducing one of the problems we have already shown to be P-SLOCAL-complete to local splitting. We do this reduction in two steps. We rst reduce the con ict-free multicoloring problem (cf. De nition 1.9) to local splitting and we then reduce the problem of computing a (poly log n, poly log n)-decomposition to the con ictfree multicoloring problem (cf. De nition 1.1 and Theorem 1.2).
Reducing Con ict-Free Multicoloring to Local Splitting
We next sketch how to use a λ-local splitting blackbox algorithm (for λ = 1/ poly log n) to compute a poly log n-color con ict-free multicoloring of a given n-node hypergraph H = (V , E). A reduction to weak local splitting then follows by applying a simple reduction from λ-local splitting which we describe in Lemma 6.3. By using a distributed defective coloring algorithm from [38] , we rst show in Lemma 6.2 that for hypergraphs of at most poly log n rank, a poly log n-color con ict-free multicoloring can be computed in deterministic polylog time in the LOCAL model. The reduction then works in phases, where in each phase, we remove some hyperedges and nodes from H . We de ne δ := 1/λ, note that this implies that δ = poly log n. In each phase, we rst apply Lemma 6.2 and assign a new set of poly log n colors to make sure that for all hyperedges e of rank at most δ of the current graph H , there exists a color x such that exactly one node in e has color x. This allows to remove all hyperedges of rank at most δ . We then interpret the resulting hypergraph H as a bipartite graph in the obvious way and we apply our λ-local splitting oracle to this bipartite graph so that all nodes of H are either colored red or blue and so that each hyperedge e has at least λ|e | nodes of each color. We then remove all blue nodes from the graph H . Because after the removal of the low-rank hyperedges, all hyperedges have rank > δ , the λ-local splitting guarantees that each hyperedge has at least one red node. Therefore a con ict-free multi-coloring of the hypergraph after removing the blue nodes is also a con ict-free multi-coloring of the hypergraph before removing the blue nodes. Because each hyperedge e has at least λ|e | blue nodes which are removed, the removal of the blue nodes reduces the maximum rank of the hypergraph H by a factor 1 − 1/Θ(λ). Because the maximum rank at the beginning is at most n, the number of phases is at most O (log(n)/λ) and thus O (poly log n). Thus, the number of colors that we use for the con ict-free multicoloring is also O (poly log n).
Reducing Network Decomposition to Con ict-Free Multicoloring
We conclude this section by giving an overview of how to use con ict-free multicoloring to compute a network decomposition. The resulting decomposition algorithm bears some high-level similarities to existing randomized graph decomposition algorithms (e.g., [15, 22, 42] ). Assume that we have a q-color con ict-free multicoloring algorithm for almost uniform n-node hypergraphs for some q = poly log n and assume that we need to compute a (poly log n, poly log n)-decomposition of some graph G = (V , E).
As a rst step, each node ∈ V looks for a sequence of q + 1 consecutive radii r , r + 1, . . . , r + q such that all the balls B r +i ( ) for i ∈ 0, . . . , q have the same size up to a factor (1 ± ε) for a given constant ε > 0. Using standard ball growing arguments [3, 6, 42] , there exists such a radius of value r = O (q log(n)/ε ) and
clearly in the LOCAL model such a radius can then also be found in O (q log(n)/ε ) rounds for each node.
Each node now forms q + 1 hyperedges for its balls B r ( ), . . . , B r +q ( ) and the reduction constructs O (log(n)/ε) hypergraphs such that in each of them all hyperedges have the same size up to a (1 ± O (ε ))-factor and such that all hyperedges of a given node are in the same hypergraph. For each of these hypergraphs, we use the con ict-free multicoloring oracle to compute a q-color con ict-free multicoloring. Because each node has q + 1 hyperedges and the nodes in these hyperedges are con ict-free colored with q colors, by the pigeonhole principle, there is a color x and two radii r + a and r + b for 0 ≤ a < b ≤ q such that in B r +a ( ) and B r +b ( ), there is exactly one node w colored with color x. Clearly, for both balls, it has to be the same node. Node chooses this node w as its "cluster center" and it chooses color x as its cluster color. Because node w is within radius r + a of and there is no other node of color x within radius r + b ≤ r + a + 1 of , whenever a neighbor u of also chooses color x, node u also has to choose w as its cluster center. Hence, for every cluster color, any two nodes within the same connected component have the same cluster center and are thus within radius O (q log(n)/ε) in graph G. As we assumed that q = poly log n, this implies that the computed coloring directly induces a (poly log n, poly log n)-decomposition.
Weak Local Splitting is in P-SLOCAL
We here only discuss how to design an SLOCAL algorithm with polylog locality to compute a weak local splitting for a given bipartite graph B = (U∪V , E B ) where each node in U has degree c ln 2 n for a su ciently large constant c. An algorithm for λ-local splitting can then be obtained by using a simple reduction, which is described in Lemma 6.3. Using Lemma 2.3, we can design a multi-phase SLOCAL algorithm to show that weak local splitting is in P-SLOCAL. The algorithm is based on rst computing a (O (log n), O (log n))-decomposition of the graph G = (V , E), where there is an edge between u and in V if and only if u and have a common U -neighbor in B. It is shown in Lemma 3.5 that computing such a decomposition is in P-SLOCAL. We can use the network decomposition to compute weak local splitting as follows. Each cluster locally computes a red/blue-coloring of its nodes in O (log n) rounds. The probabilistic method guarantees that each cluster C can compute such a coloring such that for every node u of which C contains at least d ln n neighbors for a su ciently large constant d, the neighborhood N (u) becomes bichromatic. The decomposition guarantees that the neighborhood of each node u ∈ U is partitioned among at most O (log n) clusters. Because we assume that the minimum degree in U is at least c ln 2 n (for c su ciently large), for every node u ∈ U , there is a cluster which contains at least d ln n neighbors of u. Hence, we get a weak local splitting of the whole graph.
COMPLETENESS OF CONFLICT-FREE MULTICOLORING
In the present section, we study the distributed complexity of con ict-free multicoloring of hypergraphs (cf. [23, 49] and Definition 1.9). Recall that a q-color con ict-free multicoloring of a hypergraph H = (V , E) is an assignment of a nonempty set ϕ ( ) of colors from [q] to each node ∈ V such that for every hyperedge e ∈ E, there is a color x such that there is exactly one node in e which has color x in its set ϕ ( ). Note that in the special case of simple graphs, when each hypergraph contains only a pair of nodes, and if only one color is allowed per node, con ict-free coloring is equivalent to the standard de nition of proper graph coloring. In the following, for a given constant 0 < ε < 1, we call a hypergraph H = (V , E) almost uniform if there is an arbitrary k such that for each edge e ∈ E, k ≤ |e | ≤ (1 + ε )k. In the following, we prove Theorem 1.10. Theorem 1.10 (restated). Con ict-free multicoloring with poly log n colors in almost uniform hypergraphs with poly n hyperedges is P-SLOCAL-complete.
P
. The proof follows directly from Lemma 5.2 and 5.3 which are proven next in Sections 5.1 and 5.2.
Before presenting the proofs of Lemma 5.2 and 5.3, we remark that con ict-free multicoloring is trivial to solve using randomized algorithms with even zero locality. 
Con ict-Free Multicoloring is P-SLOCAL-Hard
We now rst show that con ict-free multicoloring of almost uniform hypergraphs with poly log n colors is P-SLOCAL-hard. Therefor we show that the problem of computing a (poly log n, poly log n)decomposition of a graph is polylog-reducible to the con ict-free multicoloring problem.
The problem of computing a q-color con ict-free multicoloring of an almost uniform hypergraph with q = poly log n colors is P-SLOCAL-hard.
P
. Assume that for some given 0 < ε < 1 and q = log O (1) n, such that for every k ≤ n, we have an oracle to compute a qcolor con ict-free multicoloring of a given n-node hypergraph H = (V H , E H ) with polynomially many hyperedges and where for each hyperedge e ∈ E H , k ≤ |e | ≤ (1 + ε/3) 2 k < (1 + ε)k. We use O (log n/ε ) iterations of the q-color multicoloring oracle to compute a (poly log n, poly log n)-decomposition of a given graph G = (V , E) in polylogarithmic deterministic time in the LOCAL model. Since Lemma 3.3 shows that (poly log n, poly log n)-network decomposition is P-SLOCAL-hard, we get that q-color multicoloring of almost uniform hypergraphs is also P-SLOCAL-hard.
Construction of the hypergraphs H 1 , . . . , H . We rst de ne = O (log n/ε) almost uniform hypergraphs H 1 , H 2 , . . . , H on the node set V . For each vertex , let B r ( ) denote the set of all vertices within distance r of in graph G. Let r be the smallest radius r such that |B r +q ( ) | |B r ( ) | ≤ 1 + ε/3. Note that r ≤ O (q log n/ε). This is because, otherwise, with every q additive increase in the radius of the ball B r ( ), its size would grow by a (1 + ε/3) factor and this cannot happen more than O (log n/ε) many times. For each node ∈ V add q + 1 hyperedges to the hypergraph H i , where each hyperedge is de ned by one of the vertex sets B r ( ), B r +1 ( ), . . . , B r +q ( ) and i is chosen such that i = log 1=ε /3 |B r ( )| .
Note that every node can perform this step and de ne its hyperedges in the LOCAL model in O q log n ε rounds. Notice that each hypergraph H i is almost uniform because each hyperedge e ∈ H i has size (1+ε/3) i ≤ |e | < (1+ε/3) 2 · (1+ε/3) i . Furthermore, each hyperedge of each H i has radius at most R = O (q log n/ε ) in G and thus a round of communication on H i can be simulated in O (q log n/ε ) rounds on G.
Construction of network decomposition. We make = O (log n/ε) (parallel) calls to the q-color multicoloring oracle to compute a qcolor con ict-free multicoloring for each hypergraph H i , where the coloring of H i for i ∈ [ ] uses colors in the range [ 
We claim that this provides a (2R, q )-decomposition.
De ne the network decomposition as follows. For each vertex ∈ G, we de ne a cluster center and a cluster color. The cluster centers and cluster colors are de ned as follows. Consider the hyperedges corresponding to the hyperedges B r ( ), B r +1 ( ), . . . , B r +q ( ) in H i . Associate each of these hyperedges e with one color c ∈ [1 + (i − 1)q, iq] such that exactly one vertex in e has color c. Note that such a color exists by the de nition of a con ict-free multicoloring. Since there are q + 1 hyperedges, one corresponding to each ball, and they are associated with only q colors in [1 + (i − 1)q, iq], by the pigeonhole principle, there are two radii r 1 , r 2 ∈ [r , r + q], r 1 < r 2 , such that the hyperedges corresponding to B r 1 ( ) and B r 2 ( ) are associated with the same color c ∈ [1 + (i − 1)q, iq]. Therefore, there is a node u ∈ B r 1 ( ) that is colored with color c and this is the only vertex in B r 2 ( ), and thus also in B r 1 +1 ( ), that is colored with color c. Then, will be in a cluster of color c and the cluster-center Center ( ) := u. Notice that when de ning t := dist ( , Center ( )), we have the following uniqueness property: the node Center ( ) = u is the only node within distance t + 1 of that has color c.
To prove that we get a (2R, q )-network decomposition, we argue that for each two neighboring nodes 1 and 2 which are in clusters of the same color c, we have Center ( 1 ) = Center ( 2 ). Let t 1 = dist ( 1 , Center ( 1 )) and t 2 = dist ( 2 , Center ( 2 )). Suppose that t 1 ≥ t 2 . Then, Center (t 2 ) is within distance t 1 + 1 of 1 . By the uniqueness property stated above, Center ( 1 ) is the only node within distance t 1 + 1 of 1 that has color c. Hence, Center ( 1 ) = Center ( 2 ). We therefore get that any connected component of the same color has weak diameter at most 2R, which concludes the proof.
Con ict-Free Multicoloring is in
There is an SLOCAL algorithm with poly log(n) locality that nds an O (log n)-color con ict-free multi-coloring 6 in any almost uniform hypergraph with poly(n) hyperedges.
P
. We describe a con ict-free multi-coloring algorithm with O (log n) phases. This can be transferred into a single-phase algorithm using Lemma 2.3. Using Observation 2.2, we can also assume that when processing a node u, u can write into the memory of nodes in its polylog-neighborhood. In each phase, we use one new color such that the number of hyperedges which do not have a unique color reduces by a constant factor. Consider the i th phase. Suppose that 1 , 2 , . . . , n is the provided order and we are now working on j . Let B r ( ) be the set of vertices within distance r of and E[B r ( )] be the set of hyperedges with all their vertices in B r ( ). We check the O (log n) neighborhood of j to see if j is processed before in the i t h phase. Otherwise, we use a ball growing method to nd a radius r ≤ R = O (log n) such that
Then, j assigns color i to some of the vertices in B r ( j ) such that a constant fraction of the hyperedges in E[B r ( )] have exactly one vertex with color i. Such a coloring exists, by a probabilistic method argument: coloring each u ∈ B r ( j ) with color i with probability 1 k would provide such a coloring, with a positive probability. Then, all nodes in B r +1 ( ) are considered processed for phase i; they will not be colored again in this phase.
Since |E[B r ( )]| ≥ |E[B r +2 ( )]|/2, this process removes a constant fraction of the edges incident on the newly processed nodes. Hence, at the end of the phase, at least a constant fraction of the hyperedges of this phase have received unique colors, i.e., having exactly one vertex with color i. Since per phase a constant fraction of the remaining hyperedges receive unique colors, O (log n) phases su ce. At the end, vertices with no color are assigned a default color.
COMPLETENESS OF LOCAL SPLITTING
In this section, we discuss the local splitting problems de ned in Definitions 1.5 and 1.6 and we show that these extremely rudimentary looking problems in some sense capture the core of the di culty in designing poly log n round deterministic algorithms in the LOCAL model. As outlined in Section 4, we reduce the con ict-free multicoloring problem to the local splitting problems. For completeness, we restate the de nitions of λ-local splitting and weak local splitting.
De nition 1.5 (Local Splitting). Given is a bipartite graph
De nition 1.6 (Weak Local Splitting). Given is a bipartite graph B = (U∪V , E B ) where E B ⊆ U × V . We de ne a weak local splitting of B to be a 2-coloring of the nodes in V with colors red and blue such that each node ∈ U has at 1 neighbor of each color.
Note that if δ is the minimum degree of any node ∈ U and we set λ ≥ 1/δ , any λ-local splitting is also a weak local splitting.
We will show that even for graphs where all nodes ∈ U have degree δ/2 < d ( ) ≤ δ , there is a constant c > 0 such that for any δ with c ln 2 n ≤ δ = log O (1) n, the weak local splitting problem is P-SLOCAL-complete. We prove this by rst reducing the problem of computing a 1/ poly log n-local splitting to the weak local splitting problem and by then reducing the con ict-free multicoloring of the previous section to the problem of computing a 1/ poly log n-local splitting of a given bipartite graph B. We note that the weak local splitting problem can be seen as a generalization of the weak 2coloring problem introduced and studied in [44] . A weak 2-coloring of a graph G is a 2-coloring of the nodes of G such that each node has at least one neighbor of a di erent color. If we de ne a hypergraph H with the same set of nodes as G and where we add a hyperedge for each of the n 1-neighborhoods of G, a weak local splitting of the bipartite graph corresponding to H is exactly a weak 2-coloring of G. Using techniques from [38, 41, 44] , the weak 2-coloring problem can be solved in O (log * n) deterministic rounds in the LOCAL model. Hence, the weak local splitting problem can be solved e ciently for some interesting special cases. We however show that even in sparse bipartite graphs, the general case is as hard as any P-SLOCALproblem.
Before proving the hardness of the local splitting problems, we point out that both local splitting problems are trivially solvable without communication when using randomization. O 6.1. There are positive constants c and ε < 1/2 √ c such that there is a zero-round randomized distributed algorithm which, w.h.p., solves the 1/2 − ε ln(n)/δ -local splitting problem for every bipartite n-graph B = (U∪V , E) in which each node in U has degree at least δ ≥ c ln n.
The randomized algorithm is trivial: Each node in V is independently colored red or blue with probability 1/2. Observation 6.1 then directly follows from Cherno bounds and a union bound over all nodes in U .
Speci cally, the goal of this section is to prove Theorems 1.7 and 1.8, which we restate here for completeness. The theorems directly follow from the technical lemmas which appear in the next two subsections. Theorem 1.7 (restated). For n-node bipartite graphs H = (U∪V , E) where all nodes in U have degree at least c ln 2 n for a large enough constant c, the λ-local splitting problem for any λ = 1 poly log n is P-SLOCAL-complete.
P
. The claim directly follows from Lemma 6.4 and 6.5. P . The claim directly follows from Lemma 6.3 to 6.5.
Weak Local Splitting is P-SLOCAL-Hard
As a part of the reduction for the local splitting problem, we need to show that in hypergraphs of polylogarithmic rank, the con ictfree multicoloring problem is in P-LOCAL. This is proven by the following lemma. L 6.2. Let H = (V , E) be an n-node hypergraph of rank at most κ = log O (1) n. There exists a q = log O (1) n such that a q-color con ict-free multicoloring of H can be computed in deterministic poly log n time in the LOCAL model.
P
. The solution consists of phases, where in each phase, we remove some of the hyperedges from H . Let H i be the hypergraph before starting phase i, i.e., we have H 1 = H . In each phase i, we color the nodes with colors from a new set C i of c = O (κ 2 log n) colors and we afterwards remove all hyperedges from H i which contain exactly one node with color x for some x ∈ C i . The process ends when all hyperedges are removed. We show that this can be done such that the number of phases is polylogarithmic in n, implying the statement of the lemma.
Let us now have a closer look at a speci c phase i. We de ne a multigraph G i based on H i . G i has the same node set as H i and the following edge set: We add one edge between every two nodes u, ∈ G i for every hyperedge e ∈ H i that includes both u and .
Hence, if the two nodes u and share hyperedges, we include parallel edges between u and in G i . Let ∆ i be the maximum degree of G i (where the degree of a node is the number of its edges).
In order to color the vertices of the hypergraph H i in phase i, we apply a distributed defective coloring algorithm of [38] to G i . Given a graph G, a d-defective c-coloring of G is a c-coloring of the nodes of G such that every node has at most d neighbors of the same color. In [38] , it is shown that in an n-node graph with maximum degree ∆, for any p ≥ 1, one can compute a (∆/p)-defective O (p 2 log n)coloring in a single communication round. From the construction in [38] , it is straightforward to see that the algorithm can also directly be applied to multigraphs, where in a d-defective coloring of a multigraph, each node must be in at most d monochromatic edges.
Using the algorithm from [38] , we compute a (∆ i /2κ)-defective O (κ 2 log n)-coloring of the multigraph G i . Now, each node of H i has one of c = O (κ 2 log n) colors. As stated, to obtain the hypergraph H i+1 for phase i + 1, we now remove every hyperedge e from H i for which there exists a color x among these O (κ 2 log n) colors such that exactly one node in e has color x. Let G i+1 be the multigraph which we obtain from the resulting hypergraph H i+1 and as before, let ∆ i+1 be the maximum degree of this multigraph. We next show that ∆ i+1 ≤ ∆ i /2. The claim of the lemma then directly follows because initially, each node can be in at most n−1 k −1 ≤ n κ−1 hyperedges and thus the the maximum degree ∆ 1 of G 1 is at most quasi-polynomial in n. Therefore, the number of phases is at most
It remains to show that ∆ i+1 ≤ ∆ i /2. Consider a node u and its incident hyperedges in H i . Notice that a hyperedge e ∈ H i of node u will remain for H i+1 only if at least one other node ∈ e receives the same color as the color assigned to node u. In this case, the corresponding edge {u, } in G i is monochromatic. Since the coloring of G i has defect at most ∆ i 2κ , we know that in G i there are at most ∆ i 2κ monochromatic edges incident to u. Hence, it follows H i+1 can have at most ∆ i 2κ hyperedges that contain node u. Given that each hyperedge of H i+1 , which is also a hyperedge of the original hypergraph H , has at most κ nodes, we get that in G i+1 , node has degree at most ∆ i /2. Thus, ∆ i+1 ≤ ∆ i /2. We next show that there is a reduction from the 1/ poly log nlocal splitting problem to the weak local splitting problem. L 6.3. Let δ , for 2 ≤ δ = log O (1) n, be an integer parameter and let λ = 1/δ . The λ-local splitting problem in n-node bipartite graphs B = (U∪V , E) is polylog-reducible to the weak splitting problems in a bipartite graph B = (U ∪ V , E ) where each node in U has degree δ/2 < d ( ) ≤ δ .
. By using an oracle for the weak splitting problem, we need to deterministically solve the λ-local splitting problem on B in polylog time in the LOCAL model. Note that we can w.l.o.g. assume that all nodes u ∈ U have degree d (u) ≤ δ as for nodes in U of degree d ( ) < δ , the condition on the neighboring colors is trivial (we then have λ · d ( ) = 0) and we can thus remove such nodes from U .
We transform the graph B into a bipartite graph B = (U ∪ V , E ) as follows. Each node ∈ U arbitrarily partitions its d ( ) ≥ δ neighbors N ( ) into parts N 1 ( ), . . . , N k ( ) of size δ /2 < N i ( ) ≤ δ . Note that such a partition is always possible. If N ( ) is partitioned into k parts, node is replaced by k nodes 1 , . . . , k in U , where node i is connected to N i ( ). Note that when running a distributed algorithm on B , node can simulate all nodes 1 , . . . , k . Clearly in B , all nodes U have a degree in (δ /2, δ ]. We can therefore run the weak local splitting oracle on B and get a coloring of V such that each node in U has at least one red neighbor and at least one blue neighbor in V . This implies that each node ∈ U has at least k ≥ d ( )/δ = λ · d ( ) neighbors of each color in V and we have therefore solved the λ-local splitting problem on B. The cost of the reduction is O (1).
We next prove that the λ-local splitting problem is P-SLOCALhard for any λ = 1/ poly log n. 
. We reduce the problem of computing a con ict-free multicoloring of a given hypergraph H to the given local splitting problem. Hence, assume that we are given an n-node hypergraph H = (V , E) with at most polynomially many hyperedges for which we want to compute a con ict-free multicoloring with poly log n colors by using a λ-local splitting oracle.
The reduction consists of phases similar to the algorithm described in the proof of Lemma 6.2. In each phase, we remove some of the hyperedges and some of the nodes. Let H i = (V i , E i ) be the hypergraph before starting phase i, i.e., we have H 1 = H . In each phase i, we color the nodes with colors from a new set C i of q = log O (1) n colors and we afterwards remove all hyperedges from H i which contain exactly one node with color x for some x ∈ C i . This will guarantee that all remaining hyperedges are large and we can then use the local splitting oracle to also remove some nodes. As in Lemma 6.2, the process ends when all hyperedges are removed. The goal of each phase is to reduce the rank of the hypergraph by a factor at least 1 − λ/2. Let R i be the maximum hyperedge size (i.e., the rank) of H i . Note that we have R 1 ≤ n. We thus need to show that for all i, R i+1 ≤ (1 − 1/λ)R i . Note that this implies that the reduction requires O log n λ = log O (1) n phases and we thus compute a con ict-free multicoloring of H with at most q = poly log n colors as required. Now, consider a single phase i of the reduction. De ne δ := 1/λ and let L i := {e ∈ E i : |e | ≤ δ } be the set of the hyperedges of graph H i of size at most δ . Let H i = (V , L i ) be the sub-hypergraph of H i which only contains the edges in L i . We then compute a q-color con ict-free multicoloring of H i for some q = log O (1) n. Lemma 6.2 guarantees that we can do this deterministically in poly log n rounds in the LOCAL model. This makes sure that for all hyperedges e in L i , there is a color x so that exactly one node in e has color x. Note that if R i ≤ δ , all hyperedges of H i are in L i and we are therefore done. In the following, we thus assume that R i > δ . After removing all hyperedges in L i , the resulting graph H i = (V i , E i \ L i ) has only hyperedges of size larger than δ and it remains to compute a con ict-free multicoloring of H i .
Let
be the bipartite graph which is obtained from H i in the following natural way. The left side U i contains a node for every hyperedge of H i , whereas the right side consists of the nodes V i of H i . The node u ∈ U i corresponding to some hyperedge e ∈ E i \ L i is connected to all the nodes in V i which are contained in e. In the following, let d i (u) be the degree of a node u ∈ U i in the bipartite graph B i . Note that for all u ∈ U i , we have d i (u) > δ . Using the λ-local splitting oracle, we now compute a λ-local splitting of the bipartite graph B i . Note that because we assumed that H has only polynomially many hyperedges, the bipartite graph B i also has at most polynomially many nodes and we can therefore e ciently simulate graph B i on the network graph H . This assigns colors red and blue to the nodes in V i such that every node u ∈ U i has at least λd i (u) = d i (u)/δ ≥ 1 neighbors of each color. Let V i,R be the set of red nodes. We de ne H i+1 to be the sub-hypergraph of H i which is induced by only the red nodes V i, R . That is, for each hyperedge of e of H i , the hypergraph H i+1 contains a hyperedge consisting of the nodes e ∩V i, R . Because each node in the bipartite graph B i has at least one red neighbor, these hyperedges are non-empty and therefore a con ict-free multicoloring of H i+1 directly implies a con ict-free multicoloring of H i (by potentially adding one additional color to the blue nodes to make sure that every node has at least one color). Because in B i , every node u ∈ U i has at least λd i (u) blue neighbors, the maximum hyperedge size of H i+1 is upper bounded by
This concludes the proof.
Weak Local Splitting is in P-SLOCAL
We next present a deterministic algorithm in the SLOCAL model with locality poly log n that solves the λ-local splitting problem on bipartite graphs B = (U∪V , E), where the minimum degree of nodes in U is Ω(log 2 n). While the problem is shown to be P-SLOCAL-hard even for λ = 1/ poly log n in Lemma 6.4, our SLOCAL algorithm achieves a much better split and even works for values of λ which are close to 1/2. Our algorithm also directly shows that for the given graphs, the weak local splitting problem is in SLOCAL. L 6.5. Let c and d be su ciently large positive constants. Then, for the family of n-node bipartite graphs B = (U∪V , E) where every node in U has degree at least δ ≥ c ln 2 n, the λ-local splitting problem is in P-SLOCAL for any λ ≤ 1/2 − d · ln n √ δ . P . Lemma 2.3 transfers any deterministic k-phase SLOCAL algorithm into a deterministic single-phase SLOCAL algorithm, while, except for a 2-factor, only adding up the locality of the kphases. Leveraging this point, here we provide a 2-phase algorithm A where each phase has locality no more than O (poly log n).
Let us assume that we are given a bipartite graph B = (U∪V , E B ), where every node u in U has degree d (u) ≥ δ ≥ c ln 2 n. Based on graph B, we de ne a graph G = (V , E G ) which contains a node for each "right-side" node ∈ V of B. Two nodes , ∈ V are connected by an edge in G if and only if and have a common neighbor in U in graph B.
In the rst phase of algorithm A, we compute a d (n), c (n)decomposition of the graph G with d, c = O (log n). Such a decomposition can be computed with locality poly log n by Lemma 3.5. Recall that this partitions the nodes V into clusters which are colored with O (log n) colors. Because two clusters with the same color cannot be neighbors, for every cluster color, every node u ∈ U on the "left side" of the bipartite graph B can only have neighbors from one cluster per color. For every node u ∈ U , the set of neighbors N (u) therefore belong to at most O (log n) di erent clusters.
For each cluster C ⊆ V , we now consider the induced bipartite graph B C = (U C∪ V C , E C ) consisting of all nodes V C = C and all nodes U C in U which have at least one neighbor in C. In an internal computation within each cluster, the nodes of all clusters are colored independently. Note that such a computation within a cluster can be done with locality O (log n) as each cluster has diameter O (log n).
To see how each cluster is colored, we consider the properties of a random coloring of a cluster C, where each node in C is independently colored red or blue with probability 1/2. Let u ∈ U C be a node of B C and let N C (u) be the neighbors of u in B C . By applying a standard Cherno bound, with probability 1 − 1/(2n), the absolute di erence between the number of red and blue nodes in N C (u) can be upper bounded by a term of order O ( |N C (u)| log n + log n). A union bound over all nodes in U C implies that there exists a red/blue coloring of the nodes in C such that for all u ∈ U C , the absolute di erence in the number of red and blue nodes among the nodes in N C (u) is at most α ( |N C (u)| log n + log n) for some constant α > 0. In one SLOCAL-phase with locality O (log n), such a red/blue-coloring can be computed for every cluster.
Recall that for each node u ∈ U , the neighborhood N (u) is partitioned among at most O (log n) di erent clusters. Assume that the set N (u) is partitioned among k u clusters and that it is partitioned into sets of sizes n u,1 , . . . , n u,k u . By combining the red/bluecolorings of all the clusters, we therefore obtain a red/blue-coloring of the whole set V such that for every node u ∈ U , the absolute di erence between the number of red and blue nodes in N (u) is upper bounded by
n u,i ln n + k u ln n = α · k u |N (u)| ln n + k u ln n .
The inequality in the rst line follows because for any integer k ≥ 1 and any x 1 , . . . , x k ≥ 0, it holds that k i=1 √ x i ≤ √ k k i x i , which follows from the Cauchy-Schwarz inequality. The claim of the lemma now follows by using that k u = O (log n) and by setting the constants c and d in the lemma statement large enough.
APPROXIMATING COVERING & PACKING INTEGER LINEAR PROGRAMS
In this section, we explain SLOCAL algorithms with complexity O (poly(log n/ε)) for computing (1 + ε) approximations of covering and packing Integer Linear Programs (ILP). In conjunction with Theorem 1.11, this implies that the same approximation can be achieved using randomized LOCAL algorithms with complexity O (poly(log n/ε)). Furthermore, if one can deterministically solve one of the problems shown to be P-SLOCAL-complete in the previous sections-for instance, local splitting, hypergraph con ict-free multi-coloring, or network decomposition-in poly log n rounds of the LOCAL model, then we would get O (poly(log n/ε)) round deterministic algorithms in the LOCAL model for (1 + ε) approximation of covering and packing ILPs.
The formulation of covering and packing ILPs, which are duals of each other, is given by Figure 1 . We imagine these LPs are represented via bipartite graphs H = (V , E), where V = L ∪ R and E ⊆ L × R as in [14, 39, 46] . There is one vertex ∈ L, |L| = n 1 , representing each variable and one vertex r ∈ R, |R| = n 2 , representing each linear constraint. The edges of the bipartite graph are such that each variable vertex related to x i (or j ) is connected to all linear constraint vertices that have a nonzero coe cient for x i (respectively j ). Various classic optimization problems can be easily viewed in this framework, with no more than an O (1) factor loss in the locality. This includes covering ILPs such as minimum dominating set, set cover, and vertex cover and packing ILPs such as maximum independent set and maximum matching. For instance, for maximum independent set in a graph G = (V , E), we have one variable vertex per each node of G, and one constraint vertex per each edge e = ( , u) ∈ E, which can be simulated by one of its endpoints, say the one with the larger ID. In the following, we provide simple deterministic SLOCAL algorithms with locality O (poly( log n ε )) for covering and packing ILPs. For simplicity, instead of presenting the algorithms in the general framework, we explain the algorithms for two concrete sample problems, maximum independent set and minimum dominating set. It is easy to see how these algorithms can be extended to the related general cases of packing and covering ILPs, respectively. The resulting time complexity will be polylogarithmic in n, 1/ε, and in the ratio between the largest and smallest weight and coe cient.
Sample Packing Problem: Approximating
Maximum Independent Set T 7.1. There is a deterministic algorithm with complexity O (poly(log n/ε)) in the SLOCAL model that computes a (1 + ε)approximation of the maximum independent set.
P
. We use a simple ball growing argument. Suppose that 1 , 2 , . . . , n is the ordering of the vertices provided to the SLOCAL algorithm.
Let α (H ) denote the independence number of graph H , i.e., its maximum independent set size. We begin with an empty global independent set. We start with some node 1 and nd a radius r such that α (G[B r +1 ( )]) ≤ (1 + ϵ ) · α (G[B r ( )]). Notice that r ≤ R = O (log n/ε). Compute a maximum independent set of B r ( ), add it to the global independent set, and remove B r +1 ( ) from the graph. This clearly has locality O (log n/ϵ ). Furthermore, it provides a (1 + ϵ ) approximation of the maximum independent set. The reason is as follows: we can decompose the optimal maximum independent set I * into n (potentially empty) subsets I 1 , . . . , I n , each being the vertices of I * which are removed when processing node i . Then, the computed independent set when processing i has size at least |I i |/(1 + ε ). Thus, overall, the computed independent set has size at least |I * |/(1 + ε ).
There is a randomized LOCAL algorithm with complexity O (poly(log n/ε )) that computes a (1 + ε)-approximation of the maximum independent set, with high probability.
We remark that, to the best of our knowledge, this is the rst algorithm providing this high probability approximation for maximum independent set. Prior to our work, it was known how to randomly compute an independent set whose size is in expectation a (1 +ϵ ) approximation of maximum independent set [16] . However, we are not aware of a method for transforming that algorithm to a high probability approximation guarantee, and indeed, due to the nature of the LOCAL model, such a transformation does not seem feasible, or at least is not straightforward.
Sample Covering Problem: Approximating
Minimum Dominating Set T 7.3. There is a deterministic algorithm with complexity O (poly(log n/ε)) in the SLOCAL model that computes a (1 + ε)approximation of the minimum dominating set.
P
. Again, we use a simple ball growing argument. Suppose that 1 , 2 , . . . , n is the ordering of the vertices provided to the SLOCAL algorithm.
For a node , let ( , r ) be the size of the smallest set of vertices in B r +1 ( ) that dominates B r ( ). We begin with an empty global dominating set. We start with some node 1 and nd a radius r such that ( , r + 2) ≤ (1 + ϵ ) · ( , r ). Notice that r ≤ R = O (log n/ε). Compute a smallest set in B r +3 ( ) that dominates B r +2 ( ), add it to the global dominating set, and remove B r +2 ( ) from the graph. Call B r ( ) the central ball of this step. This clearly has locality O (log n/ϵ ). Furthermore, it provides a (1 + ϵ ) approximation of the minimum dominating set. The reason is as follows: construct node sets V 1 , V 2 , . . . , V n and add each vertex ∈ V to the subset V i such that was in the central ball B r ( i ) when processing vertex i . Notice that some vertices will be in none of the sets V i . On the other hand, each two sets V i and V j have distance at least 3. Hence, no node can dominate vertices from two or more of these sets. Consider the optimal minimum dominating set D * and partition it into n disjoint (potentially empty) subsets D 1 , . . . , D n , each being the set of vertices of D * that dominate V i . Then, the computed dominating set when processing i has size at most |D i |(1 + ε). Thus, overall, the computed dominating set has size at most |D * |(1 + ε).
