Partial order (p.o.) reduction techniques are a popular and effective approach for tackling state space explosion in the verification of concurrent systems. These techniques generate a reduced search space that could be exponentially smaller than the complete state space. Their major drawback is that the amount of reduction achieved is highly sensitive to the properties being verified. For the same program, different properties could result in very different amounts of reduction achieved.
INTRODUCTION
State space enumeration using interleaving semantics is a highly successful strategy used in the verification of software systems. In this approach, the software system is represented by a labeled transition graph in which every reachable state of the system is enumerated. However, the size of the constructed graph, also known as the state space, quickly becomes exponential in the size of the program description. This is known as state space explosion, and is the fundamental obstacle in the verification of large software systems. Concurrent systems are particularly vulnerable to state space explosion because of the combinatorial number of possible interleavings of a set of concurrent events. For instance, a set of n concurrent events can be interleaved in n! ways, and an exhaustive state space search would explore each of these interleavings.
Partial order (p.o.) reduction strategies [24, 18, 19, 11 ] have emerged as a highly successful, and widely deployed, technique to reduce state space explosion. The widely-used model checker, SPIN, employs p.o. reduction.
Partial order reduction is based on the observation that it is not always necessary to explore all possible interleavings of a set of concurrent events. Sometimes, a given property is satisfied in one interleaving if and only if it is satisfied in all interleavings. Such properties are called equivalence-robust [19] . For the verification of equivalence-robust properties, it is sufficient to explore a single representative interleaving of a set of concurrent events. However, safety properties are rarely equivalence-robust. For example, in a mutual exclusion algorithm, a safety property of interest is that no two processes should be in the critical section simultaneously, that is, ¬EF (incs i ∧ incsj). Consider the (improbably) naive implementation of mutual exclusion in Figure  1 , where each process blindly enters and exits the critical section. The interleaving in Figure 1 (b) satisfies the safety property, whereas a safety violation occurs in Figure 1 (c).
To deal with more general properties, p.o. reduction techniques exploit the notion of invisibility of events. An event is said to be invisible with respect to a predicate only if execution of the event has no effect on the value of the pred-(c) icate. Let each state in an interleaving sequence be labeled by the value of the predicate to be checked. A sequence of adjacent states with the same label is called a stutter.
A labeled interleaving sequence can be collapsed by replacing each stutter by a single state with the same label as the states in the stutter. For example, the labeled sequence abbcccd can be collapsed into the sequence abcd. Two interleaving sequences are said to be stuttering-equivalent iff they can be collapsed into the same labeled sequence. It has been shown [20] that properties expressible in temporal logics without the next-time operator (LT L −X , CT L−X ) cannot distinguish between stuttering-equivalent paths. The reduced state space graph generated by p.o. reduction includes at least one stuttering-equivalent sequence for each interleaving sequence in the full state space graph.
Two distinct sequences can be stuttering-equivalent only if they contain invisible events. So, the effectiveness of p.o. reduction is highly dependent on the number of invisible events in the program. This makes p.o. reduction very sensitive to the predicates being checked [10] . If a large proportion of events change the value of the predicate, then little to no reduction may be achieved in the size of the constructed state space. Experimental results [10] show that the effectiveness of p.o. techniques diminishes rapidly with an increase in the number of visible events.
In this paper, we propose a new approach for detecting safety properties in a concurrent software system. Our approach achieves at least as much state space reduction as p.o. techniques. In addition, the amount of reduction achieved is independent of the properties being checked. Essentially, our approach eliminates the need to consider the visibility of events while constructing the reduced state space.
With p.o. reduction techniques, once a representative interleaving is chosen for inclusion in the reduced graph, we lose all information about the concurrency between events in the interleaving. In our proposed approach, we use p.o. techniques to generate a single representative interleaving for a set of concurrent events, while retaining concurrency information by assigning vector timestamps to the events in an interleaving. The vector timestamps allow us to treat the representative interleaving as a partially ordered set (poset) of events, in which concurrent events are incomparable. Thus, vector timestamps provide a "bridge" between interleaving semantics and a partial order trace semantics as described by Mazurkiewicz [16] .
We also present algorithms that can use the concurrency information carried by the representative interleaving to determine whether any possible interleaving of the corresponding trace could result in a safety violation. We focus on detecting temporal properties of the form EF (ψ). In general, the problem of detecting EF (ψ) on a trace is NP-complete in the number of events in the trace (i.e., in the length of the representative interleaving) [2] . However, for predicate classes that exhibit certain structure (characteristics), we can detect safety violations in time that is polynomial in the number of events in the trace. We introduce some of these predicate classes, together with polynomial-time detection algorithms for them.
Model-checking is rife with intractable problems. It wellknown that model-checking is PSPACE complete [3] . This complexity arises from a combination of factors, including concurrency between processes, local non-deterministic choice within a process, and the range of the variables used in the program. Different approaches attempt to minimize the impact of different factors. Our approach minimizes the impact of concurrency on the size of the constructed state space, and usually results in an exponentially smaller state space representation. In this regard, we are more effective than p.o. reduction techniques.
The most significant contribution of this paper is the notion of performing model checking by exploiting the structure (characteristics) of the properties to be checked. For predicates exhibiting certain characteristics, we can perform reachability checking in time and space that is polynomial in the size of the constructed state space representation. In reality, many properties of interest do exhibit characteristics that make them amenable to polynomial time detection.
To demonstrate the effectiveness of our techniques, we implemented our algorithms in the SPIN model checker [12] . We chose SPIN for our implementation because it is currently the most widely-used software verification tool, and is especially popular for the verification of concurrent software systems. We present experimental results from the verification of three well-known distributed algorithms: a dining philosophers algorithm, a mutual exclusion algorithm, and a leader election algorithm. In experiments, an implementation of our algorithms detected safety violations in a leader election protocol in 53.53 seconds, whereas SPIN with p.o. reduction took 547.41 seconds to detect the same violations.
The rest of this paper is organized as follows. In Section 2, we present necessary background information and definitions. Section 3 formalizes the definition of a trace cover, which is a (possibly infinite) set of traces that contain all the reachable system states. Section 4 presents an algorithm for constructing a (possibly infinite) representative interleaving for each trace in a trace cover. Section 5 describes the mechanism for assigning vector timestamps to the events in an interleaving, in order to obtain the partial order representation of the corresponding trace. In Section 6, we present an algorithm that generates a finite trace cover for finite-state systems. We introduce some tractable classes of predicates in Section 7, and present polynomial-time algorithms to detect such predicates. Experimental results are provided in Section 8. We discuss related work in Section 9, and finish with some concluding remarks in Section 10.
PRELIMINARIES
A program P is a triple (S, T, s0) where S is a finite set of states, T is a finite set of operations, and s0 ∈ S is the initial state. Each state s ∈ S is associated with a set of operations, called enabled(s), which contains all the operations that can be executed from s. An operation t ∈ enabled(s) transforms the state s into a unique state s ∈ S.
Each occurrence (execution) of an operation is called an event. In this paper, we sometimes use the term "event" to mean "the operation of which this event is an occurrence". The context will make clear which interpretation is the relevant one. We denote the unique state s reached upon executing the event α from the state s by s := α(s). Definition 1. An interleaving sequence of a program P is a (finite or infinite) sequence of events w = α1α2...., such that:
1. α1 ∈ enabled(s0), and 2. ∀i ≥ 1 : αi+1 ∈ enabled(si), where si := αi(si−1).
The set of states {s0, s1, s2....} generated by the interleaving sequence w is denoted by states(w). For a finite interleaving sequence w, the final state reached by the sequence is denoted by f in(s0, w).
Definition 2. [16, 19] An independence relation I ⊆ T ×T is an irreflexive, symmetric relation such that (α, β) ∈ I iff ∀s ∈ S:
, and
The enabledness condition states that execution of α does not affect the enabledness of β, and the commutativity condition states that executing α and β in either order results in the same state. The dependency relation D is the reflexive, symmetric relation given by D = (T × T ) \ I. Two events are independent if their corresponding operations are independent.
Mazurkiewicz [16] defined an equivalence relation ≡ D between finite sequences of operations, where ≡D is the smallest transitive relation that satisfies the following conditions, for all u, v, w ∈ T * :
2. If v = u1αβu2 and w = u1βαu2 for some u1, u2 ∈ T * and α, β ∈ T , such that (α, β) ∈ I, then v ≡D w.
Informally, v ≡D w iff v can be transformed into w by repeatedly commuting adjacent independent operations. This definition was extended to infinite sequences in [14] . Let P ref (v) denote the set of all finite prefixes of a (finite or infinite) sequence v ∈ T * ∪ T ω . We say that v D w for some
Definition 3. A trace is an equivalence class of the relation ≡D over the interleaving sequences of a program P.
For the rest of this paper, we fix the dependency relation D, and refer to it implicitly. A trace σ is also denoted by [s0, v] , where s0 is the (common) initial state of each interleaving sequence in the trace, and v is any member sequence of σ. It is easily shown [11] that if v ≡D w, then f in(s0, v) = f in(s0, w). We denote the unique final state of a trace σ by f inσ. is defined when θ = f inσ, as σ.σ
We say a finite trace σ is subsumed by a finite or infinite trace ρ, denoted by σ ρ iff there exists a trace σ such that ρ = σ.σ . If σ is not empty, then we say σ < ρ. Traces σ and σ are said to be consistent iff ∃σ : (σ σ) ∧ (σ σ). Note that any interleaving sequence of a trace contains the same set of events. We will use the notation σE to denote a trace σ with E as its set of events.
TRACE COVERS
Let v be an interleaving sequence. Every state s ∈ states(v) is the final state of some finite prefix of v, that is, ∀s ∈ states(v) :
be the set of all states generated by any interleaving sequence of the trace σ. We have:
Definition 4. A set of traces ∆ of a program P = (S, T, s0) is called a trace cover iff for every reachable state s ∈ S, there exists a trace σ ∈ ∆ such that s ∈ States(σ).
Lemma 1 implies that it is sufficient to consider only traces that are maximal under the relation when constructing a trace cover.
Mazurkiewicz [16] showed a correspondence between a trace and a partial order on the events in the trace, such that every linearization of the partial order is an interleaving sequence of the trace and vice-versa. Denote the partiallyordered set (poset) corresponding to a trace σE by (E, →). The relation → corresponds to Lamport's happened-before (causality) relation [15] , and is given by:
Definition 5. The happened-before relation → on a trace σE = [s0, w] is the smallest transitive relation that satisfies:
Thus, given a dependency relation and a representative sequence of a trace, we can construct the poset corresponding to that trace.
Given a poset (E, →), events α, β ∈ E are said to be incomparable (denoted α β) iff α → β and β → α. An (order) ideal of a poset (E, →) is a subset G ⊆ E such that for any e, f ∈ E, (f ∈ G) ∧ (e → f ) ⇒ (e ∈ G). We will use the term "ideal of a trace σE" to mean "ideal of the poset (E, →)".
Let G ⊆ E be an ideal of the trace σE. G can be viewed as a trace σG = (G, →). If G is finite, then σG σE. It has been shown (e.g., see [22, 8] ) that every state in States(σE) corresponds to the final state of some ideal G ⊆ E, and vice-versa.
REPRESENTATIVE INTERLEAVINGS
In the previous section, we noted that given a representative interleaving sequence of a trace σE and the dependency relation D, we can obtain the poset (E, →). Also, we are only interested in traces that are maximal under , because these contain all the states of the program. Thus, in order to construct a trace cover, we simply need the dependency relation D, and a representative interleaving sequence from each maximal trace of the program. It was shown in [14] that the set of sequences that satisfy the following constraint is exactly the set of interleaving sequences of traces that are maximal under the relation . Constraint 1. [19, 14] If an operation α is enabled at some state of an interleaving sequence π, then an operation that is dependent on α (possibly α itself ) must occur later (or immediately) in π.
If two traces are inconsistent, then they are subsumed by distinct maximal traces, that is, they cannot be represented by the same interleaving sequence. The following lemma helps us determine, in an online fashion, when two traces are inconsistent. ρ. By the definition of the relation , there exists an interleaving sequence w1 ∈ ρ such that vα1 is a prefix of w1. Similarly, there exists an interleaving sequence w2 ∈ ρ such that vα2 is a prefix of w2. Since [s0, w1] ≡ [s0, w2], each sequence must contain the same events. Thus, α1 also occurs in w2 and α2 also occurs in w1. More precisely, α1 occurs after α2 in w2, and α2 occurs after α1 in w1. Now, w1 ≡D w2 iff w2 can be obtained from w1 by repeatedly commuting adjacent independent operations. Clearly, in order to transform w1 into w2, α1 and α2 must be commuted at some iteration, which implies that α1 and α2 are independent. This contradicts the assumption that (α1, α2) ∈ D.
Definition 6. [11, 18] A set T of transitions enabled in a state s is persistent in s iff, for any non-empty path starting from s in the full state space graph:
such that ∀i ∈ {1...n} : ti ∈ T , ti is independent of all transitions in T .
It was shown [11, 18] that in order to construct at least one interleaving sequence per maximal trace, it is sufficient to explore only a persistent set of transitions from a given state. To create the fewest number of representative interleavings, we aim to use the smallest persistent set possible. The following lemma helps to reduce the size of the persistent sets chosen.
Lemma 3. If T is persistent in s and ∃α ∈ T such that ∀β ∈ T \ {α}: (α, β) ∈ I, then T \ {α} is also persistent in s.
Proof. Immediate from the definition of persistent sets.
As we are interested in using the smallest persistent sets, we only choose persistent sets that satisfy the following constraint.
By Lemma 3, any persistent set that does not satisfy the above constraint can be transformed into one that does, simply by removing the transitions that are independent of all other transitions in the set. By Constraint 2, if the persistent set contains more than one event, then the events are interdependent. Thus, each event in a persistent set must belong to a distinct maximal trace.
Algorithm 1 constructs a representative interleaving sequence for each maximal trace. The algorithm performs a breadth-first state space traversal, in which only a persistent subset of the set of enabled events is explored at each state. In steps 10-13, the first event from the persistent set is added to the current trace. By Constraint 2 and Lemma 2, the remaining events in the persistent set necessarily belong to inconsistent traces, so in steps 14-20, new traces are created for these events. Note that every sequence that is dequeued in line 25 represents some maximal trace of the program. Clearly, Algorithm 1 terminates iff the input program P has no infinite execution. The algorithm is presented here merely for clarity of presentation, and as a first step towards the construction of a finite trace cover. Theorem 1.
1. Every sequence generated by Algorithm 1 is an interleaving sequence of the input program P .
2. Assuming that every queued sequence is eventually explored, Algorithm 1 produces a trace-equivalent sequence for every interleaving sequence of the program P that satisfies Constraint 1.
Proof.
1. Obvious from the BFS construction.
2. The proof is by construction [19] . Let w = α 0, α1... be an arbitrary interleaving sequence of P starting from some state s in the full state graph, such that w satisfies Constraint 1.
(a) If α0 ∈ persistent(s), then the algorithm constructs the prefix α0 of w, and the construction proceeds inductively from the state α0(s).
(b) If α0 ∈ persistent(s), let w be the maximal prefix of w such that w contains no operations from persistent(s). From the definition of persistent sets (Definition 6), all the events of w are independent of all the events in persistent(s). Since w satisfies Constraint 1, it must contain some event that is dependent on an event in persistent(s). So, w is a proper prefix of w. Let w = w βv (where v could be the empty string). Thus, β is in persistent(s). Since β is independent of all the events in w , w βv can be transformed into βw v by commuting adjacent independent operations |w | times. That is, βw v is trace-equivalent to w and the algorithm constructs the prefix β of a path that is trace-equivalent to w. The construction proceeds inductively from the state β(s).
Algorithm 1 constructs a representative sequence for each maximal trace σE of the program. The following section presents a method to convert this representative sequence into the poset (E, →).
POSET REPRESENTATION OF A TRACE
Let w be an interleaving sequence created by Algorithm 1. In this section, we present a mechanism that assigns a timestamp to each event in w. This timestamping mechanism is a generalization of Fidge [7] and Mattern's [8] "vector clocks". A timestamp is an integer vector of dimension n, where n is the number of processes in the program 1 . We denote the 1 If the program can dynamically create and destroy processes, then we can take n to be the maximum number of
Given two n-dimensional vector timestamps, α.ν and β.ν, we compare them as follows.
Our timestamping algorithm imposes the following constraint on the program P . Let P consist of n processes, P1...Pn.
Constraint 3. Each event in the program P "belongs to" exactly one process. Let Pi be the process to which α belongs. We denote this by α ∈ Pi. Furthermore, α, β ∈ Pi ⇒ (α, β) ∈ D.
Constraint 3 is quite a natural assumption for distributed and parallel programs. We now describe an online mechanism for assigning timestamps to the events in a sequence. We assume that the empty sequence ε contains the empty event , and .ν = [0, 0, 0...., 0]. We assume that every event is dependent on . When an event α is concatenated to the sequence τ , it is assigned a timestamp as follows.
1. Let α ∈ Pi, where 1 ≤ i ≤ n.
2. Calculate the set dep(α), where:
3. For all j ∈ {1...n}, set:
Let τ be a representative sequence of the trace σE. The following theorem shows how our timestamping mechanism captures the poset (E, →).
Theorem 2. Given a trace σE, and α, β ∈ E:
Proof. Straightforward from the definition of → and the timestamping procedure.
FINITE TRACE COVERS
As noted earlier, Algorithm 1 can produce an infinite number of traces, each of infinite length. For finite-state programs, it is possible to obtain a finite number of traces, each of finite length, which encode all the reachable states of the program. In this section, we present a modified version of Algorithm 1 which produces such a finite trace cover.
Let (E, →) be the poset corresponding to the trace σE. The principal ideal of an event e ∈ E is denoted by ↓ e, and is given by:
Intuitively, ↓ e is the minimal set of events that must occur in any ideal that includes e. Lemma 4. Let G ⊆ E be any ideal of (E, →) such that e ∈ G. Then, f inσ G is reachable from f inσ ↓e . processes created.
Proof. It is clear that σ ↓e σG. From the definition of , we have σ ↓e .σ G\↓e = σG. That is, f inσ G is reachable from f inσ ↓e via an (actually, every) interleaving sequence of σ G\↓e . Lemma 4 was used by McMillan to construct a finite complete prefix for Petri Net unfoldings [17] . We use the same approach here to obtain a finite trace cover.
Let e and f be two events such that their principal ideals have the same final state, that is, f inσ ↓e = f inσ ↓f . By Lemma 4, any ideal containing an event e such that e → e corresponds to a state which is reachable from σ ↓e , hence is also reachable from σ ↓f . So, we need not add events e , such that e → e , to σ ↓e , as long as we add the corresponding events to σ ↓f . That is, e can be marked as a "cutoff event" [17] . McMillan showed that a sufficient condition for marking an event e as a cutoff event is the existence of an event f in any trace of the program, such that f inσ ↓f = f inσ ↓e , and | ↓ f | < | ↓ e|.
Algorithm 2 uses this notion of cut-off events to prune the sequences constructed by Algorithm 1. When an event α ∈ Pi is identified as a cut-off event in the sequence τ , further events from Pi are ignored when constructing larger sequences that contain τ as a prefix. The key difference between Algorithms 2 and 1 is that Algorithm 2 chooses its persistent sets from the set of eligible events at each state, whereas Algorithm 1 considers the set of enabled events. If an event α is identified as a cutoff event, then the corresponding process, denoted by proc(α), is marked as a cutoff process. This is done in lines 21-23 and 26-28. In line 7, only events belonging to non-cutoff processes are marked as eligible events. In line 9, the routine persistent (s) returns a persistent subset of the eligible events at state s. This persistent set is then explored further in lines 9-29.
Two sets of traces are said to be state-equivalent iff they have the same set of reachable states. For a given program, let ∆ be the set of traces produced by Algorithm 1, and Υ be the set of traces produced by Algorithm 2.
Proof. It is evident that every state in Υ is a state in ∆. The proof of the converse is as follows. Let G be an ideal of some trace in ∆, but not an ideal of any trace in Υ. Then, G contains a cutoff event, e. Thus, there is another event f in some trace of ∆ such that | ↓ f | < | ↓ e|, and f in σ ↓e = f inσ ↓f . Thus, ∆ has an ideal G =↓ f ∪ (G\ ↓ e) such that f inσ G = f inσ G . Note that |G | < |G| because | ↓ f | < | ↓ e|. If G is also not an ideal of Υ then, by similar reasoning, there is another ideal G in ∆ such that
If G is also not in Υ, we iterate this procedure again. We cannot iterate infinitely because the order < on the size of ideals is well-founded. Therefore, there must exist some ideal H in Υ that produces the same state as G.
Thus, Algorithm 2 also produces a trace cover for the program P . It now remains to be shown that Υ is finite. program. Let w = α1α2.... be an interleaving sequence, starting from the initial state s0, produced by Algorithm 2. Consider the first N + 1 events in this sequence. Since there are only N states, there exist events αi and αj in w, where 1 ≤ i < j ≤ N + 1, such that the state corresponding to the ideal ↓ αi is the same as the state corresponding to ↓ αj. Also, since w is a linearization of the partial order on α1, α2..., and i < j, we have | ↓ αi| < | ↓ αj|. Thus, αi would be recognized as a cutoff event. Thus, the length of any interleaving sequence cannot be more than N + 1.
(b) Follows from (a) and the fact that |enabled(s)| is finite for each state s.
EXPLOITING PREDICATE STRUCTURE
Recall that every ideal of (E, →) corresponds to a state of States(σE). Thus, there can be as many as |2 E | states in
States(σ). In general, detecting temporal properties of the form EF (ψ) on a trace σE is NP-complete in |E|. In this section, we present some special classes of predicates such that for a predicate ψ belonging to any of these classes, the temporal property EF (ψ) can be detected on a trace σE in time that is polynomial in |E|. The notation s |= ψ denotes that the state s satisfies the predicate ψ. These predicate classes and their detection algorithms were first introduced by one of the authors in [9, 2] , in the context of detecting predicates within a single poset. A novel contribution of our paper is to apply these detection algorithms, for the first time, to model-checking.
Linear predicates
It is well-known [4] that the set of all ideals of a poset forms a lattice under the subset relation ⊆. In particular, if G and H are ideals of the poset (E, →), then G ∩ H and G ∪ H are also ideals of (E, →).
Definition 7. A predicate ψ is said to be meet-closed in a trace σE iff for every pair of ideals G and H of (E, →):
Many useful predicates are meet-closed:
• A local variable is one whose scope is limited to exactly one process. A local predicate is a predicate that is defined using only local variables from a single process. It is easily verified that local predicates are meet-closed.
• If ψ1 and ψ2 are meet-closed, then so is ψ1 ∧ ψ2.
We define the restriction of an ideal G to a process Pi as:
Definition 8. Let G be an ideal of (E, →) such that f inσ G |= ψ. We say that process Pi is crucial at G if and only if, for all ideals H of (E, →):
Note that since G ⊆ H, G |P i = H |P i is equivalent to saying that G |P i is a strict subset of H |P i . Put simply, if the state f inσ G is reached during an execution of the program, the predicate ψ will not be satisfied in any state reached from G unless the crucial process executes at least one event.
Meet-closed predicates exhibit the following interesting property, which makes them particularly amenable to efficient detection algorithms.
Theorem 5. Let G be any ideal of the trace σE. Let ψ be a predicate such that f inσ G |= ψ. If ψ is meet-closed in σE, then there exists a crucial process at G.
Proof. We prove the contrapositive. Assume that there is no crucial process at G. Then, for every process Pi, there exists an ideal Hi such that G ⊆ Hi, and Hi |P i = G |P i , and f inσ H i |= ψ. By Constraint 3, each event e ∈ Hi belongs to exactly one process. Therefore, T i Hi = G. Since, f inσ G |= ψ, this means that ψ is not meet-closed.
We can now devise an algorithm to detect EF (ψ) within a trace σ = [s0, w], for a meet-closed predicate ψ. For an interleaving sequence w, let w |P i be the sequence derived by erasing from w all the events not belonging to process Pi. For example, if w = α1β1α2β2, where α1, α2 ∈ P1 and β1, β2 ∈ P2, then w |P 1 = α1α2.
Algorithm 3 shows the procedure for detecting EF (ψ) for meet-closed predicates ψ. In the algorithm, next(w |P i ) returns the next event from process Pi in the sequence w |P i . If no such event is found, it returns ∅. The algorithm examines the current state f inσ G , corresponding to the ideal G, to see if the predicate is satisfied. If not, then it identifies the crucial process Pi, and picks the next event, e, from w |P i . Recall that any state that satisfies ψ must correspond to an ideal that includes e and is a strict superset of G. The smallest such ideal is G∪ ↓ e. Therefore, the algorithm begins its next iteration with G∪ ↓ e. Assuming it takes O(C) time to find the crucial process at each step, it is clear that Algorithm 3 detects EF (ψ) on a trace σE in O(C.|E|) time.
Algorithm 3: detect EF
Definition 9. A predicate ψ is linear in a trace σE iff:
• ψ is meet-closed in σE, and
• the crucial process can be identified in O(|E| k ) time, for some constant k ≥ 0.
For a linear predicate, the time complexity of Algorithm 3 is O(|E| k ) for some constant k ≥ 1. As noted earlier, local predicates are meet-closed. Clearly, for a local predicate defined on local variables from process Pi, the crucial process is Pi. Thus, EF (ψ) can be detected in O(|E|) time for a local predicate ψ. Now, consider a predicate ψ = ψ1 ∧ ψ2 ∧ ... ∧ ψm, where each ψj is a local predicate. Clearly, this predicate is meet-closed. Furthermore, if a state does not satisfy this predicate, then there exists a ψj that evaluates to false in that state. The failing conjunct can be identified in O(m) time. Since each conjunct is a local predicate, this means that the crucial process can be identified in O(m) time. Thus, the predicate ψ is linear and EF (ψ ) can be detected in O(m.|E|) time.
0-1 sum predicates
Another useful class of predicates are those of the form x1 + x2 + .... + xn > k, where the xi are local variables, and k is a constant. A special case is where each of the xi can Figure 2 : The relation ;. (a) α ∈ ENL. (b)α, β ∈ EL, (c) α, β ∈ ENL, (d) α ∈ EL, β ∈ ENL, and (e) α ∈ ENL, β ∈ EL. Note that in (b) -(e), we also have α → β.
take only a value of either 0 or 1. We call such predicates 0-1 sum predicates. 0-1 sum predicates can be used to detect mutual exclusion violation (EF ( P i incsi > 1)). Or, to detect if there are more than k copies of a k-licensed software in use at once (EF ( P i in usei > k)). Let ϕ represent the 0-1 sum predicate (x1 +x2 +....+xn > k). We reduce the problem of detecting EF (ϕ) in a trace σE to the problem of computing the width of a poset
2 . An event α ∈ Pi is called a local event iff it affects only local variables at Pi (including the program counter at Pi). All other events are called non-local events. That is, the set of events E is partitioned into the set of local events, EL, and the set of non-local events, ENL. We now split each event β ∈ ENL into two sub-events, β nl and β l , where β nl affects only non-local variables (including message channels), and β l affects only local variables, including the program counter. Note that β l is a local event, but is not a member of EL. β can now be considered the sequential composition of βnl and β l , i.e., β ≡ β nl .β l . The splitting process transforms ENL into a set of sub-events,ÊNL. LetÊ = EL ∪ÊNL. We now transform the poset (E, →) into another poset (Ê, ;), where the relation ; is the smallest transitive relation that satisfies each of the following (as shown in Figure 2 
For any H ⊆ E, letĤ denote the "expanded" set of events obtained by splitting the non-local events of H. That is,
Let f rontier(Ĥ) denote the set of maximal events, under ;, from each process Pi inĤ:
That is, f rontier(Ĥ) contains the "latest" event inĤ from each process Pi. From Figure 2 , it is clear that f rontier(Ĥ) can contain only local events.
The proof for the following lemma is left to the reader (see [8, 22] ).
Lemma 5. G is an ideal of (E, →) iff ∀α, β ∈ f rontier(Ĝ) : (α ; β) ∧ (β ; α).
Let G be an ideal of (E, →) such that f inσ G |= ϕ. Let αj be the (local) event from Pj in f rontier(Ĝ). Let (αj) denote the local state (i.e., valuation of local variables) on Pj reached upon execution of αj. Since f inσ G |= ϕ, there must exist a set Π of (k + 1) processes such that ∀Pj ∈ Π, (xj = 1) in the local state (αj). By Lemma 5, ∀i, j ∈ Π : (αi ; αj) ∧ (αj ; αi).
Let E = S i {αi ∈ Pi|(xi = 1) in (αi)} That is, E is the set of all events that lead to a local state in which any xi is set to 1. Thus, in order to detect EF (ϕ), we simply need to determine whether the poset (E, ;) has width greater than k, where (E, ;) is the sub-poset of (Ê, ;) induced by the relation ; on the set E.
Tomlinson and Garg [23] presented an algorithm that solves this problem in O(k.m.n(k+log n)) time, where m = |E| and n is the number of processes in the program.
EXPERIMENTAL RESULTS
For our implementation, we modified the popular modelchecking tool, SPIN [12] . SPIN provides a choice of using either breadth-first search or depth-first search techniques to explore the state space. It uses a static reduction method [13] that is based on the partial order reduction techniques described in [18, 19] , to generate a reduced state space graph. By static, we mean that the dependency relations are computed offline, during the parsing stage, before the model checking run is initiated. The reduced transition graph is constructed by picking a persistent set (based on the computed dependency relation) to explore at each state.
We refer to our modified version of SPIN as TC-SPIN (Trace Cover SPIN). We used SPIN's existing static reduction mechanism for computing dependency relations and choosing persistent sets. The algorithms we have described in this paper use a breadth-first search strategy, so our experimental comparisons were also done against SPIN's breadth-first search mechanism. Note that our algorithms can easily be adapted to a depth-first search strategy. The changes we made to SPIN are as follows:
• Each trace produced by Algorithm 2 is stored in an auxiliary data structure, eponymously named trace, which consists of an array of linked lists. Each element of the array corresponds to a process, and each linked list stores the sequence of local states corresponding to w | P i , for each interleaving sequence w created by Algorithm 2.
• We implemented the mechanism for assigning vector timestamps to each event executed. These vector timestamps were stored alongs side the local process states in the linked lists for each w |P i .
• In a traditional breadth-first search, new states are stored in a hashtable. When an executed transition leads to a state that already exists in the hashtable, the current path is not explored further. In TC-SPIN, our criteria for stopping the exploration of a path is based on cut-off events. Accordingly, we used SPIN's hashtable implementation, but modified it to store the state f inσ ↓e for each event e that was explored by our algorithm. When a cut-off event is identified, we prune our search space accordingly, as described in Algorithm 2.
• We implemented the predicate detection algorithms presented in Section 7. The detection algorithms were invoked on each individual trace as soon as the construction of that trace was completed. Tables 1 and 2 present our experimental results from the verification of the following three protocols: 1) Chandy and Misra's distributed dining philosophers protocol [1] , with six philosophers (N = 6). We checked for the safety property that no pair of neighboring philosophers can ever eat simultaneously. 2) Dolev, Klawe and Rodeh's leader election protocol on a unidirectional ring [5] of six processes. We used random initialization to assign id's to the processes in the ring. The safety property to be verified was that there was never more than one leader in the ring. 3) Ricart and Agarwala's distributed mutual exclusion protocol [21] on five processes. The safety property to be checked was that there was at most one process in the critical section at any time.
The results in Table 1 are from verification runs where the protocols had no errors in them. For the second set of results, reported in Table 2 , we introduced errors (safety violations) in each of the protocols, and measured the time and memory required to find these errors. In all our experiments, we compiled the verifier with -DBFS (for breadthfirst search), and -DXUSAFE (to facilitate p.o. reduction). For SPIN, the safety properties were specified with an assert statement in a separate monitor process. For TC-SPIN runs, we specified our predicates in a different file. Consequently, for TC-SPIN runs only, we had to disable dataflow optimizations (-o1) during verifier generation because variables that were flagged as being "dead" were actually being read in our predicates file.
As seen from the results, partial order reduction helps tremendously in all three protocols. However, in SPIN, a persistent set can only consist of transitions that are invisible with respect to the property to be detected 3 . In TC-SPIN, a persistent set can consist of both visible and invisible transitions, that is, our reduction is insensitive to the visibility of transitions. It has been observed [10] that the effectiveness of partial order reduction deteriorates rapidly with an increase in the number of visible transitions. Therefore, the greater the percentage of visible transitions in a protocol, the greater the advantage of using TC-SPIN when compared to SPIN. Another interesting observation is that TC-SPIN actually uses more memory than SPIN, for the same number of states stored. This is because TC-SPIN stores additional information for each event executed. In addition to storing the global state f in σ ↓e corresponding to each event e, TC-SPIN also stores the vector timestamp of e, and the local state reached upon executing e. SPIN, on the other hand, only stores the global state reached upon executing an event. We are currently pursuing the implementation of some optimizations to reduce the memory consumed by TC-SPIN.
RELATED WORK
Our approach is a hybrid of an interleaving model such as is used in labeled transition graphs, and a true concurrency model, such as that used in Petri net unfoldings. In our model, we explore all interleavings of events that arise due to local non-deterministic choice within a process, while using a partial order representation to avoid exploring all interleavings of concurrent events. We differ from interleaving-based approaches as we avoid explicit generation of global states by using a partial order representation. Petri nets unfoldings also use a partial order representation of the state space. Unfoldings were originally used for deadlock detection by McMillan in [17] . Esparza later presented an algorithm for using unfoldings to verify safety properties expressed in a limited logic [6] . However, these algorithms were proposed for low-level Petri nets, which are inherently unscalable. Low-level net representations tend to be quite large even for very simple high level programs, making them impractical for use in the verification of (large) real-world programs.
CONCLUDING REMARKS
In this paper, we proposed a new approach for model checking concurrent and distributed programs. Our approach exploits the compactness of a partial order representation to avoid state space explosion during model generation. Further, we exploit the structure of the predicate to verify safety properties in time that is polynomial in the size of the generated model. We presented such polynomialtime algorithms for two tractable classes of predicates -linear predicates, and 0-1 sum predicates. Our experimental results confirm that our proposed approach results in significant savings in the time and memory required for verification, compared to partial order reduction techniques. For example, we verified a leader election protocol in 75.02 seconds, whereas partial order reduction techniques verified the same protocol in 777.24 seconds.
The algorithms we presented in this paper were limited to the detection of safety properties of the form EF (ϕ). A future direction of research is to develop efficient algorithms for the detection of properties involving additional temporal operators such as AF and EG. Another direction of research is to discover other tractable classes of predicates that allow for polynomial-time detection algorithms.
