Abstract-Traditional image aesthetic evaluation method usually involves the extraction of a set of relevant image aesthetic features and classification by a classifier trained on the set of features. The system's performance greatly depends on the effectiveness of the features. However, most of these features are carefully hand-crafted for specific datasets and assumed strong prior knowledge. Therefore, these features would not be optimal for general image aesthetic evaluation. The deep convolution neural network (DCNN) has the ability to automatically learn aesthetic features, and network structure of different complexity can learn aesthetic features at different scales and different point of views. Moreover, traditional image features, such as edge and saliency map, can be used as auxiliary information for the DCNN. Therefore, a Network-Paralleled and Data-Paralleled DCNN (NP-DP-DCNN) structure is proposed. The NetworkParalleled DCNN fuses networks of different complexity and the Data-Paralleled DCNN fuses original image data and derived feature maps to learn the aesthetic features from different scales and different point of views. Experimental results show that the proposed NP-DP-DCNN structure is able to achieve better classification performance than many existing methods.
INTRODUCTION
In recent years different kinds of sharing sites have sprung up with large amounts of image data, and judging the aesthetic value of an image has become a meaningful task. Traditionally, most research on aesthetic evaluation focused on feature design. Some global features [1, 2] derived from photographic practices have been used to differentiate between high quality and low quality photos. Besides features derived from basic photographic technique, some previous works [2, 3] separated an image into subject and background regions and extracted features from these two parts separately. In order to extract the subject region more accurately, Guo [4] used an image clarity detection method to define the subject region, and used semantic features when the subject region extraction failed. Traditional methods usually need the extraction of some handcrafted features. These discriminative features were designed for a particular dataset to obtain good performance, and they may not be optimal for other datasets. Take feature extraction methods in [5] for example, the regional feature named "face combined" was specifically designed for the category of "human", and the global feature named "scene composition" was designed specifically for the category of "night". It is obvious that these features would not perform well outside their intended category. Here, we introduce deep convolution neural network (DCNN) to automatically learn aesthetic features without the need to design hand-crafted features. DCNN [13] has recently achieved great success in solving many computer vision problems, i.e. hand-written digit recognition [6] , object recognition [7] , image classification [8] , and so on. With a deep structure, the DCNN could effectively learn complicated mappings while requiring minimal domain knowledge.
DCNN has also been used in image aesthetic evaluation. For example, [9] uses the DCNN as a feature generator and takes the output of the last convolution layer as the input to a SVM model, and was able to achieve good results. But this method simply uses DCNN to generate feature data for another classifier. Method in [10] also uses DCNN to train its regression model. As we know, network structures of different complexity may learn aesthetic features from different scales and different point of views. Based on this idea, a NetworkParalleled DCNN (NP-DCNN) structure is proposed by fusing DCNN of differing complexity. However, the NP-DCNN structure makes no use of features designed by traditional methods. Therefore, a Network-Paralleled and Data-Paralleled DCNN (NP-DP-DCNN) structure is proposed. The NP-DP-DCNN structure is implemented not only by fusing networks of different complexity, but also by fusing original image data and traditionally derived feature maps to effectively learn aesthetic features from different scales and different views.
The organization of this paper is as follows: Section II provides the details about the two parallel structures. Section III presents the experimental results. Finally, a conclusion will be made in Section IV.
II. IMPLEMENTATION OF THE PARALLEL DCNN
This section will give more detailed information about our two paralleled structures.
The NP-DCNN STRUCTURE
Research in [14] shows that different convolution layers of DCNN tend to learn different kind of features. The lower convolution layers tend to learn local features, for example the gradient change of an image. The higher convolution layers are able to learn features which can represent details of an image. For example, the facial features of people, whiskers of cats, and wheels of. If several DCNN structures with different depths are used in parallel, these DCNN structures are able to learn local and global features of images from different point of views. Therefore, a Network-parallel DCNN (NP-DCNN) structure is proposed that combined DCNN structures of different depth to learn the local and global features. The framework of our proposed NP-DCNN structure is shown in Fig. 1 . Images will be sent to different DCNN with different layers, and training of each DCNN will be done in paralleled. The output of different DCNN will then be fused by using a fully-connected layer.
THE DP-DCNN STRUCTURE
Traditional DCNN structures always used the original RGB image as input. However, some hand-crafted feature maps can provide more discriminative information, such as saliency information and edge information. As we know, images of higher aesthetic value have clearer subject area and high sharpness; in contrast, images of low aesthetic value have less clear subject area and lower sharpness. Two classical saliency map detection methods, i.e. the Histogram-based contrast (HC) [15] method and the Global Cues (GC) [15] method were used to extract the image saliency map. Fig. 2 indicates that images of high aesthetic value and low aesthetic value have different pattern. In Fig. 3 , we use the Sobel operator to extract the edge map. The result again indicates that images of higher aesthetic value have different pattern than images of low aesthetic value. If these saliency information and edge information are used together with the original RGB image as input, the DCNN can learn aesthetic features from different sources. Therefore, we parallel the original image with saliency map and edge map. The output of each DCNN is then fused at the last fullyconnected layer.
In summary, NP-DCNN can use networks of different depth to learn local and global image features from an image, and DP-DCNN can learn the discriminative information from different image sources. These two structures are then combined into a network parallel and data parallel structure as shown in Fig 4. Image of high quality HC map GC map
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Datasets
Two publicly available datasets are used in our evaluation. The first dataset, PhotoQualityDataset [5] , consists of images from a website that gathers images taken by both professional photographers and amateurs. The images are divided into 7 categories, i.e. animal, architecture, human, landscape, night, plant, and static. All images are labeled by 10 independent reviewers into 3 classes: high quality, low quality, and uncertain about quality. An image will be labeled as high quality or low quality if 8 out of 10 reviewers agree on the label, otherwise it will be labeled as of uncertain quality. It is apparent that PhotoQualityDataset is an unbalanced dataset, since the number of high quality images is much smaller than that of low quality images, as shown in Table I . The numbers of images in the seven categories given in Table I are too small to train CNN networks, therefore, it is necessary to produce more image data from the existing dataset. All images of each category are rotated by 90 degree, 180 degree and 270 degree respectively, and both the original images and the rotated images are randomly divided into 4 data batches. Three of them are used as the training set, and the last one as the testing set. In addition, we also generate additional training images by rotating images in the training set by a small random angle. The rotated images and the original images constitute a new PhotoQualityDataset dataset, and the new dataset is used to train our model. The number of images contained in each sub class of the new database is shown in Table II . The second dataset, CUHK dataset [16] , consists of a diverse set of high and low quality images from an image contest website (www.DPChallenge.com). The 60,000 images are rated by hundreds of users at DPChallenge.com. The top 10%, i.e. 6000 images in total, are rated as high quality images, and the bottom 10% are low quality images. We randomly choose 3000 high quality and 3000 low quality images as the training set, and the remaining 3000 high quality and 3000 low quality images as the test set.
Model Training
Stochastic gradient descent is used to train our model with a mini-batch size of 32 images, a momentum of 0.9, and a weight decay of 0.0005. Moreover, in order to reduce over-fitting, we introduce a data augmentation strategy. The form of data augmentation consists of generating randomly translated and horizontally reflected images, and then we randomly extract patches of size 224*224 from the source images of 256*256. By this way, our training dataset will be increased by a factor of 2048. The performance of our algorithm is evaluated on both datasets.
Experiment on PhotoQualityDataset
First, we compare the performance of a single DCNN with 3 layers, 4 layers and 5 layers on the PhotoQualityDataset, whose structure and recognition accuracies are shown in Table  III . The number of filters are 64, 96, 96, 64 and 64 in five convolutional layers respectively, and the kernel size are 7*7, 5*5, 3*3, 3*3 and 3*3 respectively. The experimental result indicated that the performance is best when using 4 layers for this dataset. This experimental result indicates that DCNN with more deep structure is not optimal for the specific datasets without big training data. Next, in order to select an effective NP-DCNN structure, we conducted experiments on nine kinds of paralleled structure on the PhotoQualityDataset, and choose the structure with the highest recognition accuracy as our final structure. The experimental result shown in Table IV indicated that the parallel structure with two four-layer DCNNs and one threelayer DCNN performed the best. Then, in order to investigate whether traditional aesthetic features based on saliency are effective, we used features extracted from the building category of PhotoQualityDataset to train a DCNN model. The trained model was then used as a classifier for all images in the dataset and the results are shown in Table V . Table V shows that both the saliency features and the edge features are able to give a classification accuracy of about 70%, which shows that the saliency features and the edge features are effective in training the aesthetic evaluation model. We combine these two traditional image aesthetic features with the RGB image as the parallel input data and train the DP-NP-DCNN models.
Finally, we compare our methods with 7 other methods [3, 4, 5, 9, 13, 16, 17] . Table VI shows that the average accuracy rate of the seven classes obtained by NP-DP-DCNN structure is 2.8% higher than the highest accuracy obtained by handcrafted features methods. The DCNN_SP method [9] uses DCNN in combination with spatial pyramid to evaluate image aesthetic. However, our method still achieves an accuracy of 1.31% higher than the DCNN_SP method. Our method obtained the best classification accuracy in the categories of animal, architecture, and landscape. On the other hand, the performance of our method in the other four categories is slightly below the best results. The best classification accuracy in the category of plant is achieved by [5] , because it proposed two kinds of special features for the category of plant, i.e., the complexity combination feature and the color combination feature. These features are strongly related to photography knowledge. The best accuracy in the category of Human is also achieved by [5] as it proposed a face combination feature based on face recognition, which can only be used in the this category. For the category of night, since the intensity of images in this category is too dark to reliably extract the saliency maps, the classification accuracy for methods in [3, 16, 17] was very poor (below 75%) as they only rely on the features extracted from saliency maps. The classification accuracy of [5] is moderately high in the category of night, which is 83.09%, due to the use of dark channel feature and scenery composition feature, which can represent image semantic. Method [4] achieves 87.42% classification accuracy in the category of night due to its semantic features which can represent the theme of this category well. Methods [4, 5] show that the semantic feature is effective for the category of night when it is difficult to extract image subject region. Nevertheless, compared with methods that use hand-crafted features, DCNN-based methods can easily achieve better performance. For example, the traditional DCNN structure achieves an accuracy of 87.6%, the NP-DCNN achieves an accuracy of 88.39%, and the NP-DP-DCNN achieves an accuracy of 89.56%.
When we fuse the network parallel and data parallel structures together, for the categories of animal, architecture, and landscape, the accuracies of our NP-DP-DCNN structure are about 1% higher than the second best classification accuracies using NP-DCNN. Therefore the GC, HC and Sobel features in these categories can distinguish high quality images from low quality images well. Once we fuse these traditional features as additional inputs into our system, these features can provide more auxiliary information to train the neural network. In the category of plant, the accuracy of our NP-DP-DCNN method is 2.97% higher than that of the NP-DCNN method.
The overall accuracy of our NP-DP-DCNN is 93.24%, which is the highest among all the methods tested, and it is 1.2% higher than the NP-DCNN method.
Experimental results on CUHK dataset
The average classification accuracies on the CUHK dataset are shown in Table VII . Compared with [4] , which can achieve the best performance among traditional methods using handcrafted features, the accuracy of our proposed NP-DCNN and NP-DP-DCNN methods is 1.52% and 2.4% higher, respectively. Moreover, the accuracy of our proposed NP-DCNN and NP-DP-DCNN methods is 1.26% and 2.14% higher than AlexNet [13] , respectively. The experimental result indicates that our proposed NP-DP-DCNN algorithm can also achieve the best performance on CUHK dataset.
IV. CONCLUSION
Two paralleled DCNN structures are proposed for image aesthetics evaluation, which are NP-DCNN and NP-DP-DCNN. The NP-DCNN aims to learn image aesthetic features from different scales. The NP-DP-DCNN structure aims to further fuse hand-crafted features as additional input to train a more effective DCNN model. To validate our method, experiments are conducted on two popular datasets, i.e. the PhotoQualityDataset and the CUHK dataset. Experimental results show that our NP-DCNN structure is able to perform better than AlexNet [13] and performs much better than all the traditional methods we compared. Furthermore, our NP-DP-DCNN can achieve higher classification accuracies than our NP-DCNN due to fusing complementary information from edge and saliency features. 
