Recent work in the field of middleware technology proposes semantic spaces as a tool for coping with the scalability, heterogeneity and dynamism issues arising in large scale distributed environments. Reflective middleware moreover offers answers to the needs for adaptivity and selfdetermination of systems where mobility and ubiquity add to such environments. Based on experiences with traditional middleware we argue that ontology-driven management is a major advancement for semantic spaces and provides the fundamental means for reflection. By means of ontologies, and ontology-based reasoning services we can implement automatic adaptation of the middleware's functionality to environmental changes and user desires.
Introduction
With the transformation of today's Web to a mobile and even ubiquitous web of interactive computers and small physical devices the coordination of large numbers of autonomous nodes gets particularly challenging, whilst issues of scalability, heterogeneity and dynamism in the underlying middleware arise. 1 In consequence middleware solutions are required that can adapt to dynamic changes of the user requirements and environmental conditions, and that customize its service to various end user devices. Reflective middleware is considered to provide essential answers in this respect [2, 3, 13] . 2 A system is reflective when it is able to manipulate and reason about itself [13] . Self-representation -an explicit representation of the internal structure of the implementation that the middleware maintains and manipulates -is important in order to support reflection in form of inspection and adaptation [2] . A critical concept in this regard, in particular in absence of central control, as it is the case with the Web or other highly distributed systems, is the concept of metadata. Metadata is data about the properties, capabilities, and requirements of system elements to enable their management and coordination. It is thus essential to develop metadata vocabularies for the self-representation of the space middleware and to install components that are able to create, collect, manage and interpret metadata.
Our proposed solution focuses on semantic spaces, a recent trend in the field of middleware for large scale open systems. Spaces are a powerful concept based on the notion of a common virtual memory for the coordination of autonomous nodes. Instead of explicitly exchanging messages or performing remote procedure calls, communication is done by reading and writing distributed data structures in a shared space. Semantic space middleware is then particulary tailored to the Semantic Web and Semantic Web services. Consequently, ontology-based modeling of metadata becomes the natural choice. Moreover, ontologies allow formalized representations of middleware descriptions and knowledge in a machine-understandable way and consequently provide the grounds for formal reasoning about the middleware implementation -a prerequisite for reflection, of course not only for semantic space middleware. This paper gives first an introduction to semantic spaces and their conceptual models and coordination primitives. Section 3 presents our approach to ontology-driven selfrepresentation of semantic space middleware, while Section 4 presents applications of the metadata infrastructure. Section 5 concludes the paper.
Semantic Web Middleware
Middleware aims at abstracting from client and storage implementations and provides a common access structure regardless of the underlying physical and logical characteristics. Common middleware solutions are Remote Procedure Call, object brokers, message-oriented middleware, as well as (Semantic) Web services. Web services are a promising and currently widely researched approach in particular for large scale open systems, as they offer globally accessible and platform independent applications via standardized protocols and service descriptions. However, (Semantic) Web services do not provide support for persistent publication of data, nor time-decoupling of messages so that data can outlive the services publishing or consuming it.
Tuplespace Computing
Linda-based systems, which originate from parallel computing, provide answers to these needs [8] . Linda was developed as a means to inject concurrency into sequential programming languages and has previously been mentioned as attractive for programming distributed applications [22] . It consists of coordination primitives and a shared data space (tuplespace) which contains the data (tuples). A tuple is an ordered list of typed fields. The coordination primitives are a small yet elegant set of operations that permit agents to emit a tuple into the space (operation out) or associatively retrieve tuples either removing them (in) or not (rd). Retrieval is governed by matching rules. Tuples are matched against a template, which is a tuple that contains both literals and typed variables. A match occurs if the template and the tuple have the same length and field types and if the value of literal fields are identical. The tuple ("N70241",EUR,22.14) will match the template ("N70241",?currency,?amount) and bind the variables currency and amount to the values EUR and 22.14 respectively. The operations are blocking and thus provide an inherited coordination mechanism. In summary a tuplespace: a) supports asynchrony and concurrency; i.e. the producers and consumers of a tuple do not need to know one another's address nor exist concurrently; b) permits associative addressing, i.e. data is retrieved on the basis of the type of data requested, rather than on which specific data is referenced; and c) separates the coordination model from characteristics of the host implementation environment.
While tuplespace systems clearly address the communication and coordination requirements of large scale Web applications, none of them explicitly copes with the intrinsic heterogeneity of encoding systems and message types. In this context semantic technologies have become increasingly popular in the last years. Simply including support for the management of semantic data in commercial releases (e.g. JavaSpaces [7] ) has proven to be difficult as they are not open architectures. They are built upon a data model (the object model of Java) which is not directly compliant with the Resource Description Framework (RDF, [12] ) underlying the Semantic Web.
Triplespace Computing
Combining Semantic Web technology and tuplespace computing provides a communication and coordination paradigm with persistent and asynchronous dissemination of machine-understandable data at its core that is called triplespace computing: RDF triples provide a natural link from the Semantic Web and tuplespaces to triplespaces [5] .
In TripCom -this paper is based on the project TripCom 3 -tuples are defined to contain three URI-typed fields for the subject, the predicate and the object of an RDF statement: < subject predicate object >. This corresponds to the RDF specification, while it does not violate the notion of a tuple as understood by Linda. Hence, our approach fully enables traditional Linda-like matching by allowing a comparison of the three fields of an individual tuple with the types and values of the fields in a template, while retrieval by RDF query languages, and thus semantic matching, is enabled through compliance to the RDF syntax and semantics [17] . The integration of RDF query languages is important because triples with different meaning can no longer be distinguished, as they have the same size and (mostly) the same field types: URI, URI, URI. Moreover, the relationship of triples through shared resources cannot be reflected in traditional Linda models, as there, tuples are independent, while RDF triples combined to graph structures.
Reconsidering the definition of the tuple (respectively triple) model is not sufficient to meet the requirements of large scale distributed systems. The structure of the global space and the coordination primitives must also be adopted.
Figure 1. Triple Space global architecture
In TripCom the global space is organized in a tree of nonoverlapping spaces. This structuring results in increased local scalability as it naturally groups related data and the users; e.g. considering a healthcare scenario we would have a space per regional authority with subspaces per hospital. The semantic data is then published and read from a particular virtual space rather than a global triplespace. The virtual spaces are co-authorized by a finite set of heterogenous and autonomous nodes that run a space kernel and that share the published data. 4 A kernel may (co-)authorize more than one space and is responsible for a part of the data in each of these spaces ( Figure 1 ).
In RDF triples can be grouped in graphs. This directly influences the signature and semantics of the coordination primitives. The TripCom the primitives are highly aligned with the original Linda-operations: out, rd, and in. These operations were installed to retrieve, respectively publish single tuples, while the exchange of RDF data, in particular RDF graphs, requires the writing and reading of multiple triples at once. In Table 1 the core operations are shown; the read primitives are also available in destructive mode, then called in, and inmultiple.
The operation out considers a set of triples that is to be stored in the space instead of only a single tuple.
The rd operation returns one match of the given template. The operation makes no guarantee as to when the match is returned to the client. The template is, at the most basic level, a single triple pattern, i.e. an RDF triple where any of the fields can be replaced by a variable. More expressive templates (e.g. derived from RDF query languages) can be supported by more sophisticated implementations. The actual set of triples returned is determined by the template interpretation rules of the semantic matching algorithm. An algorithm could for example consider a Concise Bounded Description [24] instead of only returning the triple matching the template. The timeout is provided to give a temporal bound for returning a match. If no match is found after the timeout, an empty set is returned. This does not make any statement about the existence of a match in the space. This complements well the fact that searching the entire Semantic Web (space) is not feasible or even desirable. Thanks to the tree hierarchy of spaces, it is however possible to explicitly address a particular part of the global space and to asymptotically approach completeness of search results. Completeness is one of factors considered in modeling trade-offs for Triple Space (cf. Section 4).
The rdmultiple operation has the same semantics as rd with the distinction that it returns multiple matches of the template. More details about the conceptual models, the coordination primitives and the modeling of semantic templates can be found in a previous publication [23] .
Ontology for Self-Representation
The coordination and data models for semantic spaces are close to maturity and provide the first building blocks towards the realization of the Triple Space Computing paradigm. However, semantic spaces lack so far solutions to the increasing complexity of a middleware's nonfunctional properties: distribution, availability, reliability, fault-tolerance, scalability, and security. Distribution, as measure to cope with network dynamics and scalability is essential for large scale installations. Moreover, the use and application context of data becomes critical in order to adapt the functionality, behavior and structure of middleware to changing user and system requirements.
Ontology-based metadata models that describe the published data, the spaces, the kernels and their (semantic) interrelationships and functionality provide support for improving the middleware with respect to the handling of nonfunctional properties. Ontologies are "explicit formal specifications of the terms in a domain and the relations among them" [10] and provide thus the necessary means to formally self-represent the middleware -including the coordinated users and data -and to reason about the middleware's state, processes and actions to take (e.g. distribution and clustering strategies, matching algorithms); selfrepresentation and reasoning are pre-requisites for reflection [2] .
In the remainder of this section we introduce the development process of the space ontology and present a first release of the ontology in a second subsection.
Ontology Development Process
The first release of the space representation ontology was developed in the course of the TripCom project [14] . Based on the technological requirements expressed by the various work packages of TripCom, and the collected set of competency questions [11, 20] an initial ontology model was developed. A selection of the released competency questions is shown in Table 2 . This selection clearly shows that the necessary elements to be covered are very diverse. Depending on the working background of the respondents (conceptual, architectural or application scenario work package) the questions got a wholly different focus:
• Conceptual questions:
organization of spaces; relationship of triples, graphs, spaces and kernels; distribution and replica information. 
• Architectural questions: type of repositories, query language support.
• Application questions: access logs, author information, discovery of spaces by topic.
The development process included also an evaluation of the ontology with related experts of the consortium: seven interviewees (two domain experts, two infrastructure users, and three software engineers). The evaluation procedure was adopted from [9] and helped to further tailor the ontology to the needs of the various components and showcase applications.
By reason of the status of the project it was decided to fully outsource the modeling of security and trust related issues. An extension to the ontology release to be presented in the next subsection will be developed as one of the next steps of TripCom. Moreover, the current release also lacks many of the expected concepts and properties needed to model distributed spaces and kernels. This was due to the fact that the respective algorithms are not yet in place and that the requirements were thus not fully clear. A more detailed discussion of the results would exceed the scope of this paper; the reader is however referred to the respective project deliverable [14] .
The ontology developed so far concentrates thus on the description of triples, graphs and the spaces they are published in. Moreover the ontology addresses some of the functionalities of the kernels: language and reasoning support, storage infrastructure, installed query engines (cf. Section 3.2), and was released in three languages: RDFS, OWL-Lite, and WSML-Flight. The RDFS version has quite limited expressivity and it is mostly suitable to represent taxonomic typing of individuals and resources, is however the obvious choice as long as the semantic space middleware is designed for communicating and coordination RDFbased knowledge. OWL-Lite is the simplest dialect of OWL [18] , and by roughly being an extension to RDFS, its expressivity is enough to apply cardinality constrains (restricted to 0 or 1) to the properties and specify transitive, inverse and symmetric properties. WSML-Flight is the least expressive language of the logic programming branch of the WSML language family [4] . WSML-Flight was chosen for its support for rules and query resolution. Features that become particularly important when reflection and adaption rules are added to the semantic space middleware (cf. Section 4. Moreover, WSML-Flight provides a direct link to the Semantic Web services technologies of WSMF [6] , for which Triple Space Computing was originally defined.
In the next part we shortly introduce the ontology and the modeled domain. Further details about the ontology are available at http://www.tripcom.org/ontologies/.
Outline of the Ontology
An excerpt of the triplespace ontology (classes and properties) is given in Figure 2 .
A space is a virtual container for semantic data and is a subspace of another space (unless the space is at the root of the tree). A space is envisioned to provide a scoped interaction platform for a given topic (seeAlso topic/topic map). Furthermore, the vocabularies which are mainly applied within a given space might be seen to define the space and hence to provide additional information about the content.
The semantic data can be stored in form of triples with the same syntax and semantics as RDF statements or as RDF graphs which consist of several triples. A triple can thus be part of a graph. The triple format is for many languages (e.g. OWL-Lite, WSML-Flight) only a serialization and does hence not reflect the semantics of the language formalism/format applied. This language issue becomes obvious when considering WSML service descriptions that are originally written in WSML but published in the space as RDF triples. Such a service description (e.g. written in WSML-Flight) results in a graph of several dozens of triples. The graph is tagged with the language identifier for WSML-Flight in order to make sure that any potential reader knows how to deserialize and interpret the triples. 5 Data is always written by a particular user agent at a given date into a triple space; this agent is then the publisher of that piece of data. The information about the publisher and the date of publication constitute the first access log entry. Whenever a data item is accessed: written, read, modified or eventually deleted, a new access log entry is written.
Figure 2. Graphical representation of concept structure
As a space only exists virtually, a user actually accesses a kernel. A kernel shares a number of spaces which are known and accessed by the local user ( Figure 3) . A kernel does not only manage several spaces, but a space might be shared at more than one kernel -the normal case in distributed environments. In order to ensure the desired persistency of the data that a kernel manages they host locally a repository which is accessed by use of a query engine. In order to retrieve data, a particular query language (e.g. SPARQL [21] ) might be applied.
Figure 3. Kernel representation
The ontology just described is only a first step towards a self-representation infrastructure for semantic space middleware. As mentioned previously the ontology concentrates so far on the modeling of data and spaces. The more important objectives for the ontology are however its use for reflection to address the issues of scalability and distribution. We will thus enhance the ontology in order to model non-functional properties and in particular the tradeoffs between them; e.g. completeness of results vs. query complexity and latency, or consistency of data vs. replication and hence faster access to knowledge. System configuration rules and user preferences modeled by use of the ontology will influence and trigger the desired behaviors and algorithms.
In the next section we look in more detail at applications of the ontology for the management and adaptation of the space middleware's non-functional aspects and at the ways we expect to achieve better performance.
Applications of the Ontology
Self-representation, enabled through the ontology just presented, and the ability to react to changes of the selfrepresentation by altering the middleware's behavior and state are the instruments for reflection [2] ; the latter is referred to as causally connected. This is however only possible if the system can reason about itself and manipulate its behavior and structure. Consequently, formal reasoning, and in particular the evaluation of rules becomes a central procedure of our approach.
Two main forms of reflection exist, behavioral and structural reflection [3] . The former considers the execution of tasks and alters its behavior to adapt the outcome to the user requirements and the environmental state. This includes for example adaptation of the semantics of the coordination primitives. The latter refers to the ability to alter its internal organization. In the scope of semantic space middleware this includes the management of space hierarchies, kernel bindings, but also the physical distribution and clustering of data.
Applications of Behavioral Reflection
The coordination primitives introduced in Section 2 are available both in blocking and non-blocking mode; for this reason the timeout parameter was specified. In that way the execution at one kernel can be halted until another application publishes the required data. In other words, in blocking mode the caller waits until the desired information is discovered and returned; a procedure that coordinates the two applications without opening a direct link between the two. In order to avoid infinite waiting time, it is possible to provide a timeout with any retrieval operation. Non-blocking execution on the other hand means that the space returns immediately with an empty answer set in case no information was discovered. This "immediate return" is however quite indeterministic, in particular in large scale open systems. Does the retrieval operation return if there is locally no information available, or only if direct neighbor nodes do not have the searched data? There is a large number of strategies in this respect: local, neighborhood or even global search via seeAlsoKernel-related kernels. User preference rules based on ontological data will be taken into account at runtime in order to choose the right discovery approach. This is a first example of behavioral reflection through userdriven configuration and runtime interpretation.
Further, the network characteristics have influence on the desired retrieval strategies. In situations where a node is only connected via wireless links, it is desirable to limit the communication overhead, and discovery algorithms will have to take into account a trade-off between retrieval latency and completeness of the achievable results. For the eHealth use case [15] this means for example that a rescuer in the field, using a mobile device, will only retrieve vital information, rather than a whole medical report. The user or space owner can thus define rules which control the behavior of the middleware depending on the given environment and network state (Figure 4 ).
Applications of Structural Reflection
Scalability and as direct consequence thereof distribution are the most relevant non-functional properties at the time being and are the primary focus of our work. Similar considerations as the ones we will present are however also valid for availability, reliability and certainly security and trust aspects.
With respect to distribution the space middleware implements a number of distribution and clustering algorithms. These algorithms work on the internal structures and the links between kernels and spaces. Having the kernels organized in a peer-to-peer network, there will be various situations where reflection is applied: selection and adaptation of the algorithms for the clustering of data within a space for optimized distribution of triples among the sharing kernels, establishing and managing shortcuts between kernels of the same space, or structuring and linking of related spaces for the routing of inter-space requests. Furthermore, reflection will also be applied to influence the physical network structure: the network topology and system requirements will influence the size of the routing tables, or the number of super-peers to choose. Related work about the trade-off between scalability and stability of distributed hash table approaches was recently presented in [25] .
Clustering the data of a given space is an interesting distribution approach. Each kernel of a given space takes care of one of the clusters and requests are directly forwarded to the kernel that is most likely to return matching triples. A similar approach for non-semantic tuplespaces was implemented in SwarmLinda [1] . Data can for example be clustered by use of access patterns [16] derived from the AccessLogEntries, i.e. jointly accessed information is stored at the same kernel. Other clustering algorithms use semantic similarities of triples with respect to topic maps, or the ontologies to which a triplespace adheres (derived from the definedBy or seeAlso annotations). The clustering algorithm to execute depends highly on user desires, system requirements and the interpretation of the published data. The size of the network and the clusters have moreover influence on the need for reclustering (application of another algorithm, or redistribution of established clusters). The selection of the appropriate algorithm is automated by encoding the conditions and constraints in rules that are resolved against the ontological representation of the space middleware and the environment.
Figure 4. Ontology-driven adaption
In summary, having multiple algorithms implemented to tackle the same non-functional property enables generally applicable adaptation. The algorithms to run are chosen based on user and system rules, environmental parameters and the knowledge gained from inspection ( Figure 4 ). This section highlights only some examples of use of the space ontology with respect to reflection. Besides adapting the coordination primitives, the discovery scope or the clustering algorithms and routing information, we expect that reflection will also improve the quality of other nonfunctional properties in similar ways.
Conclusion
While the conceptual work for semantic spaces becomes mature and the data models and interaction primitives are well defined, the given approaches to ontology-driven management are still in its infancy. We presented a first release of an ontological approach to the modeling of spaces and the description of data and kernels. By providing "an explicit representation of the internal structure of the middleware implementation that the middleware maintains and manipulates" [13] we are able to reason about the middleware, its procedures and algorithms and to adapt the behavior and structure to user needs and environmental changes. In this paper we also presented early work with these new possibilities and our current efforts to bring semantic space middleware further towards open distributed systems; or even mobile and ubiquitous environments.
We currently further analysis the processes and algorithms of the semantic space middleware with respect to the management of its non-functional properties. This work will be supported by studies of existing distributed information systems and reflective middleware solutions. A number of reflective middleware implementations are discussed in [3] . Based thereon we will enhance the space ontology with the necessary features to fully cover the required concepts and relations to represent the middleware, its behavioral patterns and structure.
Within the project TripCom we will focus on the nonfunctional properties of scalability and distribution. TripCom aims at a communication and coordination middleware for an 'Internet of Services'. Global coverage, scalability for thousands of applications and services, and thus the distribution of kernels and data is of central concern.
