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Re´sume´
D’une part, nous de´veloppons la the´orie ge´ne´rale des inverses ge´ne´ralise´s de matrices en la
mettant en rapport avec la the´orie constructive des modules projectifs de type fini. D’autre
part nous pre´cisons certains aspects de cette the´orie lie´s au calcul formel et a` l’analyse
nume´rique matricielle. Nous de´montrons en particulier qu’on peut tester si un A– module
de pre´sentation finie est projectif et calculer une matrice de projection correspondante (( en
temps polynomial )). Plus pre´cise´ment pour une matrice A ∈ Am×n on peut de´cider s’il
existe un inverse ge´ne´ralise´ B pour A (c’est-a`-dire une matrice B ve´rifiant ABA = A et
BAB = B) et, en cas de re´ponse positive, calculer un tel inverse ge´ne´ralise´ par un algo-
rithme qui utilise O(p6 q2) ope´rations arithme´tiques (avec p = inf(m,n), q = sup(m,n)) et
un nombre polynomial de tests d’appartenance d’un e´le´ment a` un ide´al engendre´ par (( un
petit nombre d’e´le´ments. )).
1 Introduction
Dans cet article A de´signe un anneau commutatif arbitraire. D’une part, nous de´veloppons
la the´orie ge´ne´rale des inverses ge´ne´ralise´s de matrices en la mettant en rapport avec la the´orie
constructive des modules projectifs de type fini. D’autre part nous pre´cisons certains aspects de
cette the´orie lie´s au calcul formel et a` l’analyse nume´rique matricielle.
Nous utiliserons une mesure assez grossie`re de la complexite´ des calculs sur machine : cette
complexite´ sera mesure´e essentiellement a` travers le nombre d’ope´rations arithme´tiques de base
dans A.
∗Partially supported by MCyT grant BFM 2002-04402-C02-0.
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2 Introduction
Nous supposerons en outre souvent qu’il y a sur l’anneau A un test explicite d’appartenance a`
un ide´al de type fini (l’anneau est (( fortement discret )) selon la terminologie des mathe´matiques
constructives). Par exemple un corps explicite est fortement discret si et seulement si il posse`de
un test d’e´galite´ a` ze´ro. Nous supposerons aussi que ce test pour (( x ∈ 〈x1, . . . , xn〉 ? )) (avec la
re´ponse comple`te en cas d’appartenance) utilise un nombre d’ope´rations (( e´le´mentaires )) borne´
par O(ns) (nous ne pre´cisons pas plus la nature exacte de ces ope´rations). Nous dirons alors
que A est O(ns)-fortement discret. Notez que le test a` ze´ro utilise donc un nombre d’ope´rations
e´le´mentaires borne´ par une constante.
Dans la suite une (( ope´ration e´le´mentaire )) sera ou bien une ope´ration arithme´tique de
base dans l’anneau, ou bien l’une des ope´rations e´le´mentaires qui interviennent dans le test
d’appartenance a` un ide´al de type fini.
Par exemple on a facilement.
Lemme 1.1 Sur un anneau O(ns)-fortement discret, on a un test pour de´terminer si un ide´al
de type fini 〈x1, . . . , xn〉 est idempotent et donner, en cas de re´ponse positive un ge´ne´rateur idem-
potent de l’ide´al. Ce test utilise un nombre d’ope´rations arithme´tiques en O(n4) et un nombre
d’autres ope´rations e´le´mentaires en O(n2s+1).
Preuve Re´sulte imme´diatement du (( de´terminant trick )) qui prouve qu’un ide´al de type fini
idempotent est engendre´ par un idempotent. On a besoin du re´sultat des n tests d’appartenance
(( xi ∈ 〈x1, . . . , xn〉2 ? )). Le O(n4) ope´rations arithme´tiques provient du calcul du de´terminant
qui fournit l’idempotent recherche´. 2
Un syste`me line´aire sur A, pre´sente´ sous forme matricielle AX = Y (A ∈ Am×n), est parti-
culie`rement (( agre´able )) si on peut calculer une solution (quand il en existe une) en fonction
line´aire de Y , autrement dit, quand il existe une matrice B ∈ An×m telle que ABAX = AX
pour tout X, i.e. ABA = A. Dans le cas ou` ceci est possible, nous disons que l’application
line´aire de´finie par A est localement simple. Si en outre BAB = B la matrice B est appele´e un
inverse ge´ne´ralise´ de A.
La litte´rature sur le sujet des inverses ge´ne´ralise´s est assez conside´rable. Nous renvoyons plus
particulie`rement a` [1], [2], [3], [6] ou [15].
Pour ce qui concerne les modules projectifs de type fini qui donnent pour l’essentiel la meˆme
the´orie sous une forme un peu plus abstraite, nous renvoyons a` [11] et pour un traitement
e´le´mentaire et constructif a` [7].
Nous citons maintenant quelques re´sultats significatifs obtenus dans le travail pre´sent.
Nous devons d’abord introduire (ou rappeler) quelques de´finitions.
Soient E et F deux A– modules. Deux applications line´aires ϕ : E → F et ϕ• : F → E sont
dites croise´es si on a :
Imϕ⊕Kerϕ• = F , Kerϕ⊕ Imϕ• = E (1)
Nous notons Qn la matrice diagonale ayant pour coefficient en position (k, k) la puissance
tk−1 ou` t est une inde´termine´e. Si A ∈ Am×n on note A◦ la matrice Qm−1 A Qn.
L’anneau A(t) est le localise´ S−1A[t] ou` S est l’ensemble des polynoˆmes primitifs (i.e., les
coefficients engendrent l’ide´al 〈1〉).
Certains des e´nonce´s qui suivent sont un peu moins pre´cis que dans le texte.
Les deux premiers the´ore`mes que nous citons doivent sans doute se trouver dans la litte´rature.
Du moins il est raisonnable de penser qu’ils font partie du folklore.
The´ore`mes 5.1 et 5.5 Soient E un A– module projectif de type fini, ϕ : E → E une application
line´aire et Pϕ(Z) = det( IdE+Zϕ) = 1+
∑
`≥1 d` Z
`. Les proprie´te´s suivantes sont e´quivalentes :
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1. ϕ est croise´e avec elle-meˆme, et Imϕ est un module projectif de rang k.
2. ϕ est de rang ≤ k et dk est inversible.
3. deg Pϕ ≤ k, dk est inversible et, en de´finissant pi par
pi = dk−1ϕ− dk−2ϕ2 + · · ·+ (−1)k−1ϕk,
on a les e´galite´s pi ϕ = dk ϕ et pi
2 = dk pi.
Les the´ore`mes qui suivent sont, a` notre connaissance, nouveaux.
The´ore`mes 5.3 et 5.4 Soient E et F deux A– modules projectifs de type fini et deux applica-
tions line´aires ϕ : E → F et ϕ• : F → E. Posons Pϕϕ•(Z) = det( IdF +Zϕϕ•) = 1+
∑
`≥1 a` Z
`.
Les proprie´te´s suivantes sont e´quivalentes :
1. ϕ et ϕ• sont croise´es et Imϕ est un module projectif de rang k.
2. ϕ et ϕ• sont de rang ≤ k et ak est inversible.
3. deg Pϕϕ• ≤ k, ak est inversible et, en de´finissant θ par
θ = ak−1 ϕ• − ak−2 ϕ•ϕϕ• + · · ·+ (−1)k−1ϕ•(ϕϕ•)k−1,
on a les deux e´galite´s ϕθ ϕ = ak ϕ et ϕ
• ϕθ = ak ϕ•.
The´ore`me 5.7 Soient E et F deux A– modules projectifs de type fini engendre´s par n e´le´ments
(ou moins), et deux applications line´aires ϕ : E → F et ϕ• : F → E. Alors on peut, avec un
nombre d’ope´rations arithme´tiques en O(n4), et un nombre de tests (( x ∈ 〈y〉 ? )) en O(n3),
de´cider si ϕ et ϕ• sont croise´es, et en cas de re´ponse positive calculer des inverses ge´ne´ralise´s
de ϕ et ϕ• en O(n4) ope´rations arithme´tiques.
The´ore`me 6.5 Soit une matrice A ∈ Am×n. On pose P (Z, t) = det(In + ZAA◦) = 1 +∑
`≥1 g`(t)Z
`. Les proprie´te´s suivantes sont e´quivalentes :
1. A est localement simple de rang k sur A.
2. A est localement simple de rang k sur A(t).
3. A et A◦ sont croise´es sur A(t), de rang k.
4. A et A◦ sont croise´es sur A(t), degZ(P ) ≤ k et le polynoˆme tk(n−k)gk(t) est primitif.
5. degZ(P ) ≤ k, le polynoˆme tk(n−k)gk(t) est primitif et si on pose B(t) = gk−1(t)A◦ −
gk−2(t)A◦AA◦ + · · ·+ (−1)k−1(A◦A)k−1A◦, on a A ·B(t) ·A = gk(t)A.
Si A est un anneau re´duit, la dernie`re condition se simplifie en (( degZ(P ) ≤ k et le polynoˆ-
me tk(n−k)gk(t) est primitif )). Lorsque les conditions sont ve´rifie´es B(t)/gk(t) est un inverse
ge´ne´ralise´ de A sur l’anneau A(t).
The´ore`me 6.7 Soit une matrice A ∈ Am×n. Les proprie´te´s suivantes sont e´quivalentes :
1. A est localement simple sur A.
2. A est localement simple sur A(t).
3. A et A◦ sont croise´es sur A(t).
The´ore`me 6.8 Sur un anneau A fortement discret, on peut tester si une matrice A ∈ Am×n est
localement simple, et en cas de re´ponse positive, calculer un inverse ge´ne´ralise´ de la matrice. Soit
p = min(m,n), q = max(m,n). Si l’anneau est O(ns)-fortement discret, ces calculs consomment
O(p6 q2+p q4) ope´rations arithme´tiques et O(p4 q+pq2s+1) autres ope´rations e´le´mentaires. Avec
les meˆmes bornes de complexite´, on calcule un inverse ge´ne´ralise´ de A et des matrices de pro-
jection sur le noyau et sur l’image de A.
4 2 Identite´s de Cramer et premier inverse ge´ne´ralise´
Dans nos calculs de complexite´, nous avons utilise´ les algorithmes de multiplication usuels
pour les polynoˆmes et les matrices. On peut donc ame´liorer les performances en utilisant des
algorithmes de multiplication rapide.
Signalons enfin que les preuves de cet article reposent en partie sur des identite´s de Cramer ge´-
ne´ralise´es (voir sections 2.1 et 3) dont nous avons eu du mal a` trouver la trace dans la litte´rature.
Nous remercions a` ce sujet d’une part les statisticiens indiens et d’autre part Mustapha Rais
pour un expose´ a` Poitiers dans lequel il interpre´tait les re´sultats de [4] au moyen de la the´orie
des invariants.
2 Identite´s de Cramer et premier inverse ge´ne´ralise´
2.1 Formules de Cramer usuelles et inusuelles
Une matrice A ∈ Am×n sera dite de rang ≤ k si tous les mineurs d’ordre k+1 sont nuls. Pour
une matrice A ∈ Am×n nous noterons Aα,β la matrice extraite sur les lignes α = {α1, . . . , αr} ⊂
{1, . . . ,m} et les colonnes β = {β1, . . . , βs} ⊂ {1, . . . , n}.
Si B est une matrice carre´e d’ordre n, nous notons B˜ ou AdjB la matrice cotranspose´e (on
dit parfois adjointe). La forme e´le´mentaire des identite´s de Cramer s’e´crit alors B B˜ = B˜ B =
detB In.
Supposons la matrice A de rang ≤ k. Soit V ∈ Am×1 un vecteur colonne tel que (A |V ) soit
aussi de rang ≤ k. Appelons Aj la j- e`me colonne de A. Soit µα,β = det(Aα,β) le mineur d’ordre
k de la matrice A extrait sur les lignes α = {α1, . . . , αk} et les colonnes β = {β1, . . . , βk}. Pour
j = 1, . . . , k soit να,β,j le de´terminant de la meˆme matrice extraite, a` ceci pre`s que la colonne
j a e´te´ remplace´e par la colonne extraite de V sur les lignes α. Alors on obtient pour chaque
couple (α, β) de multi-indices et chaque j ∈ {1, . . . , k} une identite´ de Cramer :
µα,β V =
∑k
j=1
να,β,j Aβj (2)
due au fait que le rang de la matrice (A1..m,β |V ) est ≤ k. Ceci peut se relire comme suit :
µα,β V =
[
Aβ1 . . . Aβk
]  να,β,1...
να,β,k
 =
=
[
Aβ1 . . . Aβk
]
Adj(Aα,β)
 vα1...
vαk
 =
= A (In)1..n,β Adj(Aα,β) (Im)α,1..m V
Ceci nous conduit a` introduire la notation suivante
Notation 2.1 Nous notons Pk,` l’ensemble des parties a` k e´le´ments de {1, . . . , `}. Pour A ∈
Am×n et α ∈ Pk,m, β ∈ Pk,n nous notons
Adjα,β(A) := (In)1..n,β Adj(Aα,β) (Im)α,1..m .
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L’e´galite´ pre´ce´dente s’e´crit alors :
µα,β V = AAdjα,β(A)V (3)
Comme conse´quence on obtient, toujours sous l’hypothe`se que A est de rang ≤ k :
µα,β A = AAdjα,β(A)A (4)
Voici un exemple de l’e´galite´ µα,β V = AAdjα,β(A)V pour voir la matrice Adjα,β(A).
Supposons que nous avons le syste`me line´aire :
5 −5 7
9 0 2
13 5 −3
 X =

26
6
−14
 =

v1
v2
v3
 ,
avec rg(A) = rg(A |V ) = 2. Prenons α = {1, 2} et β = {2, 3}, alors :
µα,β =
∣∣∣∣∣ −5 70 2
∣∣∣∣∣ , σα,β,1 =
∣∣∣∣∣ 26 76 2
∣∣∣∣∣ , σα,β,2 =
∣∣∣∣∣ −5 260 6
∣∣∣∣∣ , Adj(Aα,β) =
[
2 −7
0 −5
]
,
(I3)1..3,β =
 0 01 0
0 1
 , (I3)α,1..3 = [ 1 0 00 1 0
]
, Adjα,β(A) =

0 0 0
2 −7 0
0 −5 0
 ,
et
µα,β V = σα,β,1A2 + σα,β,2A3 =
[
A2 A3
]
Adj(Aα,β)
[
v1
v2
]
=
= A
 0 01 0
0 1
 Adj(Aα,β) [ 1 0 00 1 0
]
V = AAdjα,β(A)V
De´finition 2.2 Soit A ∈ Am×n, les ide´aux de´terminantiels de la matrice A sont les ide´aux
Dk(A) := l’ide´al engendre´ par les mineurs d’ordre k de la matrice A
ou` k est un entier arbitraire. Pour k ≤ 0 les mineurs sont par convention e´gaux a` 1, pour
k > min(m,n) ils sont par convention e´gaux a` 0. Si A est la matrice d’une application line´aire
ϕ les ide´aux Dk(A) ne de´pendent que de ϕ et sont donc aussi appele´s ide´aux de´terminantiels de
l’application line´aire ϕ.
Les identite´s de Cramer vues pre´ce´demment fournissent des congruences qui ne sont soumises
a` aucune hypothe`se : il suffit par exemple de lire (3) dans l’anneau quotient A/Dk+1(A |V ) pour
obtenir la congruence (5).
Lemme 2.3 Avec les notations pre´ce´dentes mais sans aucune hypothe`se sur la matrice A ou le
vecteur V on a pour α ∈ Pk,m, β ∈ Pk,n :
µα,β V ≡ AAdjα,β(A)V mod Dk+1(A |V ) (5)
µα,β A ≡ AAdjα,β(A)A mod Dk+1(A) . (6)
6 2 Identite´s de Cramer et premier inverse ge´ne´ralise´
Une conse´quence imme´diate de l’identite´ de Cramer (4) est l’identite´ suivante moins usuelle.
Proposition 2.4 Soit A ∈ Am×n de rang ≤ k avec Dk(A) = 〈1〉. Pre´cise´ment supposons∑
α∈Pk,m,β∈Pk,n
cα,β µα,β = 1 et posons B =
∑
α∈Pk,m,β∈Pk,n
cα,β Adjα,β(A) .
Alors
ABA = A . (7)
En conse´quence AB est une projection et ImA = ImAB est facteur direct dans Am.
L’identite´ suivante est encore plus miraculeuse (voir [2] the´ore`me 5.5).
Proposition 2.5 (Prasad et Robinson) Avec les hypothe`ses et les notations de la proposition
pre´ce´dente, si ∀α, α′ ∈ Pk,m, ∀β, β′ ∈ Pk,n cα,β cα′,β′ = cα,β′ cα′,β, alors
BAB = B . (8)
2.2 Applications line´aires simples et lemme de la liberte´
Nous ne savons pas s’il existe une terminologie officielle pour la notion suivante.
De´finition 2.6 Une application line´aire ϕ : E → F entre deux A– modules libres de dimensions
finies est dite simple (de rang k) si, pour des bases convenables (e1, . . . , en) et (f1, . . . , fm) de
E et F on a : ϕ(ei) = fi si i ≤ k et ϕ(ei) = 0 si i > k.
Il revient au meˆme de dire que Kerϕ et Imϕ sont libres et admettent des supple´mentaires libres.
Ou encore que la matrice de ϕ sur des bases arbitraires de E et F s’e´crit A = U Ik,m,n V avec U
et V inversibles, et Ik,m,n ∈ Am×n est de la forme
[
Ik 0
0 0
]
.
Si on pose B = V −1 Ik,n,m U−1 on a imme´diatement
ABA = A et BAB = B .
L’application line´aire x 7→ ax de A dans A est simple si et seulement si a est nul ou inversible.
Le rang d’une application line´aire simple est bien de´fini de`s que l’anneau n’est pas trivial.
Avec l’anneau trivial par contre, toutes les applications line´aires sont simples, de tous rangs
(cette remarque est ne´cessaire pour admettre sans re´ticence le lemme 2.7 ainsi que le point 8 du
the´ore`me 4.3).
Le lemme suivant (voir [7]) est imme´diat.
Lemme 2.7 (lemme de la liberte´) Soit ϕ : E → F une application line´aire de rang ≤ k entre
deux A– modules libres de dimensions finies. Soit A une matrice repre´sentant ϕ sur des bases
de E et F . Soit µ un mineur d’ordre k de A. Si µ est inversible, ϕ est simple de rang k. En
particulier ϕ est toujours simple de rang k sur l’anneau A[1/µ].
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2.3 Syste`mes fondamentaux d’idempotents orthogonaux
Un syste`me fondamental d’idempotents orthogonaux (sfio) est une famille finie (ri)1≤i≤n qui
ve´rifie rirj = 0 si i 6= j et
∑n
i=1 ri = 1. Il revient au meˆme de se donner un tel syste`me dans
A ou de se donner un isomorphisme A → A1 × · · · ×An. L’idempotent ri dans A correspond
alors au (( vecteur )) (0, . . . , 0, 1, 0, . . . 0) avec 1 en position i dans A1 × · · · ×An. Chaque Ai est
isomorphe a` A[1/ri] ' A /〈1− ri〉 , ou encore a` l’ide´al riA qu’on conside`re comme un anneau
unitaire en prenant ri comme e´le´ment neutre pour la multiplication (attention, ce n’est pas un
sous anneau de A, parce que le neutre n’est pas le meˆme).
Dans nos e´nonce´s, nous ne supposerons pas que tous les ri dans un sfio sont non nuls.
Cela nous simplifie la vie (et les e´nonce´s) notamment lorsqu’on n’a pas de test d’e´galite´ a` 0
dans l’anneau conside´re´. Il faut simplement se rappeler que l’anneau A[1/0] est trivial pour
comprendre pourquoi les e´nonce´s restent justes.
Une ge´ne´ralisation naturelle de la notion d’application line´aire simple lorsque l’anneau posse`de
des idempotents est la suivante.
De´finition 2.8 Une application line´aire ϕ : E → F entre deux A– modules libres de dimensions
finies est dite quasi-simple si, pour des bases convenables (e1, . . . , en) et (f1, . . . , fm) de E et F
on a : ϕ(ei) = rifi (1 ≤ i ≤ inf(m,n)) ou` les ri sont des idempotents ve´rifiant riri+1 = ri+1
(1 ≤ i < inf(m,n)), et si et ϕ(ei) = 0 pour i > inf(m,n).
Posons r0 = 1, rinf(m,n)+1 = 0 et si = ri − ri+1 (0 ≤ i ≤ inf(m,n)). Alors les si forment un
sfio et ϕ devient simple de rang k lorsqu’on e´tend les scalaires a` l’anneau A[1/sk].
Re´ciproquement il est facile de voir qu’une application line´aire qui devient simple chaque
fois qu’on localise en les e´le´ments d’un sfio est quasi-simple.
2.4 Inverses ge´ne´ralise´s et applications line´aires croise´es
Dans les sections suivantes, nous donnerons plusieurs ge´ne´ralisations du re´sultat des pro-
positions 2.4 et 2.5, qui nous donnent notre premier (( inverse ge´ne´ralise´ )). La terminologie
concernant les inverses ge´ne´ralise´s ne semble pas entie`rement fixe´e. Nous adoptons celle de [6].
Dans [2] l’auteur utilise le terme (( reflexive g-inverse )) :
De´finition 2.9 Soient E et F deux A– modules, et une application line´aire ϕ : E → F . Une
application line´aire ψ : F → E est appele´e un inverse ge´ne´ralise´ de ϕ si on a ϕ ◦ ψ ◦ ϕ = ϕ et
ψ ◦ ϕ ◦ ψ = ψ.
Dans ces conditions, on ve´rifie que ϕψ et ψ ϕ sont des projections, que Imϕ = Imϕψ,
Imψ = Imψ ϕ, Kerϕ = Kerψ ϕ, Kerψ = Kerϕψ, et donc E = Kerϕ⊕Imψ et F = Kerψ⊕Imϕ.
Si on a une application line´aire ψ1 ve´rifiant ϕψ1 ϕ = ϕ on obtient un inverse ge´ne´ralise´ en
posant ψ = ψ1 ϕψ1.
Le lemme suivant de´crit les inverses ge´ne´ralise´s d’une application line´aire simple.
Lemme 2.10 Soit E et F des modules libres de dimensions finies et ϕ : E → F une application
line´aire simple dont la matrice sur des bases fixe´es est A = U Ir,m,n V (U et V sont inversibles,
cf. de´finition 2.6). Alors les inverses ge´ne´ralise´s de ϕ sont toutes les applications line´aires ayant
(sur les meˆmes bases) une matrice B ∈ An×m de la forme suivante (avec C ∈ Ar×(m−r) et
D ∈ A(n−r)×r) :
B = V −1
[
Ir C
D DC
]
U−1
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Si ψ est un inverse ge´ne´ralise´ de ϕ, alors ϕ et ψ sont croise´es.
Re´ciproquement, la connaissance d’une application line´aire croise´e avec ϕ permet de calculer
un inverse ge´ne´ralise´ de ϕ. En effet si ϕ• est croise´e avec ϕ, ϕ se restreint en un isomorphisme
ϕ0 de Imϕ
• sur Imϕ et ϕ• se restreint en un isomorphisme ϕ•0 de Imϕ sur Imϕ•. On a :
Imϕ = Imϕϕ• , Kerϕ• = Kerϕϕ• ,
Kerϕ = Kerϕ•ϕ , Imϕ• = Imϕ•ϕ .
(9)
Notons piImϕ : F → F la projection sur Imϕ paralle`lement a` Kerϕ•. On de´finit l’application
line´aire ψ : F → E par
∀y ∈ F ψ(y) = ϕ−10 (piImϕ(y)). (10)
Il est alors clair que ψ convient comme (( inverse ge´ne´ralise´ de ϕ via ϕ• )) au sens du the´ore`me
suivant.
The´ore`me et de´finition 2.11 Si ϕ : E → F et ϕ• : F → E sont croise´es il existe une unique
application line´aire ψ : F → E ve´rifiant les deux conditions :
1. ϕ ◦ ψ est la projection sur Imϕ paralle`lement a` Kerϕ• ;
2. ψ ◦ ϕ est la projection sur Imϕ• paralle`lement a` Kerϕ.
Cette application line´aire ψ peut eˆtre aussi caracte´rise´e par les 4 e´galite´s suivantes :
ϕ ◦ ψ ◦ ϕ = ϕ, ψ ◦ ϕ ◦ ψ = ψ, ϕ• ◦ ϕ ◦ ψ = ϕ•, ψ ◦ ϕ ◦ ϕ• = ϕ• . (11)
Nous dirons que ψ est l’inverse ge´ne´ralise´ de ϕ via ϕ• et nous le noterons ψ = Ig(ϕ,ϕ•) = ϕ†ϕ• .
Preuve Il nous reste a` voir que les quatre e´galite´s suffisent.
Puisque ϕψ ϕ = ϕ et ψ ϕψ = ψ on a E = Kerϕ⊕ Imψ, F = Kerψ⊕ Imϕ, ϕψ est la projection
sur Imϕ paralle`lement a` Kerψ et ψ ϕ est la projection sur Imψ paralle`lement a` Kerϕ. Il nous
suffit donc de montrer que Kerϕ• = Kerψ et Imϕ• = Imψ.
La troisie`me e´galite´ implique Kerψ ⊂ Kerϕ•. On conclut Kerϕ• = Kerψ en remarquant que
F = Kerψ ⊕ Imϕ = Kerϕ• ⊕ Imϕ.
De meˆme la dernie`re e´galite´ implique Imϕ• ⊂ Imψ et on conclut de la meˆme fac¸on. 2
Le the´ore`me pre´ce´dent correspond a` la de´finition donne´e par Moore, dans le cas d’espaces
vectoriels hermitiens, avec pour ϕ• la conjugue´e ϕ∗, ce qui donne des projections orthogonales
et l’inverse de Moore-Penrose.
Lemme 2.12 Si ϕ et ϕ• sont croise´es, alors ϕϕ• est croise´e avec elle-meˆme (meˆme chose pour
ϕ•ϕ). En outre si θ = Ig(ϕϕ•, ϕϕ•) alors ϕϕ•θ = θϕϕ•, θ = Ig(ϕ•, ϕ) Ig(ϕ,ϕ•), ϕ•θ = Ig(ϕ,ϕ•)
et θϕ = Ig(ϕ•, ϕ).
On a une caracte´risation purement e´quationnelle de la situation du the´ore`me 2.11, a` condition
d’introduire les deux inverses ge´ne´ralise´s.
Proposition 2.13 Soient E et F deux A– modules et deux applications line´aires ϕ : E → F et
ϕ• : F → E.
1. Si ϕ et ϕ• sont croise´es, posons ψ = Ig(ϕ,ϕ•) et ψ• = Ig(ϕ•, ϕ). On a :
ϕ ◦ ψ ◦ ϕ = ϕ ϕ• ◦ ψ• ◦ ϕ• = ϕ• ϕ ◦ ψ = ψ• ◦ ϕ•
ψ ◦ ϕ ◦ ψ = ψ ψ• ◦ ϕ• ◦ ψ• = ψ• ψ ◦ ϕ = ϕ• ◦ ψ• (12)
2.5 Le cas des modules de type fini 9
2. Re´ciproquement si ψ et ψ• ve´rifient les e´galite´s (12), alors ϕ et ϕ• sont croise´es, ψ =
Ig(ϕ,ϕ•) et ψ• = Ig(ϕ•, ϕ).
Un cas particulier est le suivant :
Proposition 2.14 Soit E un A– module et une application line´aire ϕ : E → E.
1. Si ϕ est croise´e avec elle-meˆme, posons ψ = Ig(ϕ,ϕ). On a :
ϕ ◦ ψ ◦ ϕ = ϕ ψ ◦ ϕ ◦ ψ = ψ ϕ ◦ ψ = ψ ◦ ϕ (13)
2. Re´ciproquement si ψ ve´rife les e´galite´s (13), alors ϕ est croise´e avec elle-meˆme et ψ =
Ig(ϕ,ϕ).
Dans [2], lorsque sont ve´rifie´es les e´galite´s (13), ψ est appele´ un (( group inverse )) de ϕ.
2.5 Le cas des modules de type fini
Nous de´veloppons maintenant un petit peu d’alge`bre line´aire sur les modules de type fini,
en donnant quelques re´sultats bien connus pour les espaces vectoriels de dimension finie qui
ge´ne´ralisent de manie`re parfois inattendue.
Proposition 2.15 ([9] chap. III, exo. 9 p. 80) Soit E un A– module de type fini et ϕ : E → E
une application line´aire surjective. Alors ϕ est un isomorphisme.
Proposition 2.16 Soit E un A– module de type fini et une application line´aire ϕ : E → E.
Les proprie´te´s suivantes sont e´quivalentes :
1. E = Imϕ⊕Kerϕ (i.e. ϕ est croise´e avec elle-meˆme).
2. E = Imϕ+ Kerϕ
3. Imϕ = Imϕ2.
Preuve 1 implique clairement 2 et 3.
2 implique 3 : Tout x ∈ E s’e´crit x = ϕ(y) + z avec ϕ(z) = 0 donc tout ϕ(x) ∈ Imϕ s’e´crit
ϕ2(y).
3 implique 2 : Si ϕ(x) = ϕ(ϕ(y)) alors ϕ(x− ϕ(y)) = 0 donc x = ϕ(y) + z avec ϕ(z) = 0.
2 et 3 impliquent 1 : Soit ϕ0 : Imϕ → Imϕ obtenue par restriction de ϕ. Le module Imϕ
est de type fini puisque E est de type fini. Mais ϕ0 est surjective par hypothe`se. Donc, par la
proposition 2.15 ϕ0 est bijective. Ceci implique clairement Kerϕ ∩ Imϕ = 0. 2
De la meˆme fac¸on :
Proposition 2.17 Soient E et F deux A– modules de type fini. Des applications line´aires ϕ :
E → F et ϕ• : F → E telles que Imϕ• + Kerϕ = E et Imϕ+ Kerϕ• = F sont croise´es.
Preuve Si Imϕ• + Kerϕ = E alors Imϕ ' E/Kerϕ ' Imϕ•/(Kerϕ ∩ Imϕ•). De manie`re
syme´trique Imϕ• est isomorphe a` un quotient de Imϕ. En composant ces deux isomorphismes
on trouve que Imϕ est isomorphe a` un quotient de lui-meˆme par un sous-module plus grand
que Kerϕ ∩ Imϕ•. La proposition 2.15 implique donc que Kerϕ ∩ Imϕ• = 0. Meˆme chose pour
Kerϕ• ∩ Imϕ. 2
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Cramer
Lorsqu’on a une matrice carre´e A d’ordre n, il y a deux manie`res tre`s diffe´rentes de calculer
sa matrice cotranspose´e AdjA. La premie`re consiste a` calculer ses coefficients qui sont, au signe
pre`s, des mineurs d’ordre n − 1 de A. La seconde consiste a` utiliser le the´ore`me de Cayley-
Hamilton qui nous fournit un polynoˆme Q(X), facilement de´duit du polynoˆme caracte´ristique,
ve´rifiant AQ(A) = detA In. Alors AdjA = Q(A). Cette co¨ıncidence peut eˆtre vue comme une
famille d’identite´s alge´briques remarquables. Dans cette section nous ge´ne´ralisons ce re´sultat
(( en rang k < n )). Les choses sont cependant un peu plus de´licates et il est plus pratique de
travailler avec deux applications line´aires.
Dans cette section E et F sont des modules libres de dimensions finies. On conside`re deux
applications line´aires ϕ : E → F et ϕ• : F → E. On ne suppose pas a priori que ϕ et ϕ• sont
croise´es. Soient A et A• des matrices pour ϕ et ϕ• sur des bases fixe´es de E et F . On note pour
simplifier µα,β = det(Aα,β) et µ
•
β,α = det(A
•
β,α).
La formule de Binet-Cauchy montre que :
Lemme 3.1 Si p est la plus petite des dimensions de E et F et si det(IdE+Z ϕ
•ϕ) = 1+a1Z+
· · ·+ apZp alors, pour tout k ≤ p :
ak =
∑
α∈Pk,m,β∈Pk,n
µ•β,α µα,β .
Notation 3.2 On reprend les hypothe`ses pre´ce´dentes. On notera G(k)ϕ• (ϕ) = dk(ϕ•ϕ) = ak. Nous
les appelerons des coefficients de Gram mixtes. Enfin nous de´finissons Adjϕ•,k(ϕ) et Adj
(k)
ϕ• (ϕ)
par :
Adjϕ•,k(ϕ) =
∑
α∈Pk,m,β∈Pk,n
µ•β,α Adjα,β(ϕ) (14)
Adj
(k)
ϕ• (ϕ) = ak−1 ϕ
• − ak−2 ϕ•ϕϕ• + · · ·+ (−1)k−1(ϕ•ϕ)k−1ϕ• . (15)
A priori l’application line´aire que nous avons note´e Adjϕ•,k(ϕ) de´pend du choix des bases de
E et F . Nous allons voir bientoˆt qu’il n’en est rien. En effet nous allons montrer :
The´ore`me 3.3 On a toujours :
Adj
(k)
ϕ• (ϕ) = Adjϕ•,k(ϕ) (16)
En fait ces applications line´aires sont aussi e´gales au gradient de la fonction ϕ 7→ dk(ϕ•ϕ)
(notez bien que ϕ• est ici une constante).
Pour pre´ciser la dernie`re phrase, nous devons donner la de´finition du gradient d’une fonction
polynomiale L(E,F ) → A (c’est-a`-dire une fonction qui est donne´e par un polynome en les
entre´es de la matrice A de ϕ ∈ L(E,F ) une fois choisies des bases de E et F ). Il ne s’agit de
rien d’autre que la diffe´rentielle de la fonction, traduite sous forme d’un e´le´ment θ ∈ L(F,E) en
utilisant la dualite´ canonique entre L(E,F ) et L(F,E) donne´e par la forme biline´aire (( trace du
produit )).
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De´finition 3.4 Soit a : L(E,F ) → A une fonction polynomiale. On appelle gradient de a
au point ϕ et on note ∇(a)(ϕ) l’unique application line´aire θ ∈ L(F,E) telle que a(ϕ + ) =
a(ϕ) + Tr(θ ) + O((2)), ou` O((2)) de´signe sous forme abre´ge´e une fonction polynomiale de 
sans terme constant ni terme du premier degre´.
Preuve du the´ore`me 3.3 On utilise un fait bien connu et deux lemmes qui s’en de´duisent
simplement. Nous donnons les preuves pour faciliter la lecture de l’article.
Fait 3.5 Pour un endomorphisme ψ d’un A– module F libre de rang m on a
∇(det)(ψ) = Adj(ψ) .
Preuve du fait 3.5
Voici une premie`re preuve. Raisonnons avec des matrices carre´es. On a det(Im+H) = 1+TrH+
O(H(2)) ou` O(H(2)) est comme dans la de´finition 3.4. Donc ∇(det)(Im) = Im. Si A est inversible
on a det(A + H) = det(A)det(Im + A
−1H) = det(A) + det(A)TrA−1H + O(H(2)). Comme
det(A)TrA−1H = Tr(det(A)A−1H) et AdjA = det(A)A−1 cela donne ∇(det)(A) = AdjA. On
conclut en remarquant qu’on vient de de´montrer, sous la condition (( A inversible )) une identite´
alge´brique dans laquelle on n’a pas pre´cise´ le contenu exact du terme O(H(2)). Mais puisqu’il
s’agit bien d’une identite´ alge´brique, il suffisait de la de´montrer pour A dans un ouvert de Qn×n.
Une autre preuve est la suivante : si Ai (resp. Hi) de´signe la i-e`me colonne de A (resp. de H),
il est clair que la diffe´rentielle de det au point A est l’application line´aire
H 7→ det(H1, A2, . . . , An) + · · ·+ det(A1, . . . , An−1, Hn) .
Par ailleurs l’e´galite´
det(H1, A2, . . . , An) + · · ·+ det(A1, . . . , An−1, Hn) = Tr(Adj(A)H)
re´sulte clairement des identite´s de Cramer (cf. par exemple notre section 2.1). 2
Un premier corollaire imme´diat est le lemme suivant.
Lemme 3.6 On fixe des bases de E et F . Le gradient de la fonction L(E,F ) → A : ϕ 7→
µα,β = det(Aα,β) (ou` A est la matrice de ϕ) au point ϕ est l’endomorphisme (( cotranspose´ en
(α, β) )) ayant pour matrice Adjα,β(A).
Preuve du lemme 3.6
Raisonnons avec des matrices. Notons Jβ = (In)1..n,β et Pα = (Im)α,1..m les deux matrices
telles que PαAJβ = Aα,β. Puisque l’application λ : A 7→ Aα,β est line´aire, la diffe´rentielle de
A 7→ detAα,β calcule´e au point A pour l’accroissement H est donne´e par
Tr(Adj(Aα,β)(λ(H))) = Tr(Adj(Aα,β)PαH Jβ) = Tr(Jβ Adj(Aα,β)PαH) = Tr(Adjα,β(A)H) .
Autrement dit
∇(M 7→ detMα,β)(A) = Adjα,β(A) .
2
Vu le lemme 3.1, un corollaire de ce lemme est que l’application line´aire Adjϕ•,k(ϕ) est le gradient
de la fonction ϕ 7→ dk(ϕ•ϕ). En particulier, malgre´ les apparences de sa de´finition, cette appli-
cation line´aire ne de´pend que de ϕ, ϕ• et k, et non des bases choisies.
L’autre lemme, bien connu en the´orie des invariants (voir par exemple [14, 16, 17]), est :
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Lemme 3.7 Pour un endomorphisme ψ d’un A– module libre F on a
∇(dk)(ψ) = dk−1(ψ) IdF − dk−2(ψ)ψ + dk−3(ψ)ψ2 + · · ·+ (−1)k−1ψk−1 .
Preuve du lemme 3.7
On pose B = L(F, F ) et on identifie B[X] avec L(F [X], F [X]). On conside`re B comme une
A-alge`bre et B[X] comme une A[X]- alge`bre. Nous de´rivons la fonction
δ : B→ A[X] : ψ 7→ det(1B +Xψ) = 1A + d1(ψ)X + · · ·+ dm(ψ)Xm .
Cette fonction est obtenue en composant la fonction affine
B→ B[X] : ψ 7→ 1B +Xψ
et la fonction det : B[X]→ A[X]. Calculons cette diffe´rentielle au point ψ pour un accroissement
. Nous obtenons l’application line´aire
 7→ Tr(Adj(1B +Xψ) (X )) = Tr((X Adj(1B +Xψ)) ) .
L’application line´aire η(X) = Adj(1B +Xψ) = 1B + η1X + · · ·+ ηm−1Xm−1 (avec les ηi ∈ B)
est donc e´gale a`
1B +∇(d2)(ψ)X + · · ·+∇(dm)(ψ)Xm−1 .
Elle ve´rifie
η(X) (1B +Xψ) = det(1B +Xψ) 1B = (1A + d1X + · · ·+ dmXm) 1B .
On obtiendra donc η comme e´le´ment de B[X] en faisant dans B[X] la division par puissances
croissantes du polynoˆme 1B+d1X+ · · ·+dnXm par 1B+Xψ (le fait que la division est exacte,
i.e., le reste est nul, fournit l’une des preuves usuelles du the´ore`me de Cayley-Hamilton). Et cela
donne le re´sultat annonce´. 2
On de´duit enfin du lemme 3.7 que l’application line´aire Adj
(k)
ϕ• (ϕ) est le gradient de la fonction
ϕ 7→ dk(ϕ•ϕ). Nous devons en effet de´river la fonction obtenue en composant la fonction line´aire
ϕ 7→ ϕ•ϕ et la fonction dk : le gradient correspondant est bien (∇(dk)(ϕ•ϕ))ϕ•. 2
Le the´ore`me qui suit nous sera particulie`rement utile dans la section 6.2.
The´ore`me 3.8 On a avec les notations pre´ce´dentes si ϕ est de rang ≤ k :
ϕ ◦Adj(k)ϕ• (ϕ) ◦ ϕ = ak ϕ. (17)
Preuve Une conse´quence imme´diate de l’identite´ de Cramer (6) est :
ϕ ◦Adjϕ•,k(ϕ) ◦ ϕ ≡ ak ϕ mod Dk+1(ϕ). (18)
On conclut par le the´ore`me 3.3. 2
Un cas particulier de la formule (19) qui suit est la formule 2.13 dans [13]. La signification est
qu’un inverse ge´ne´ralise´ d’une application line´aire ϕ calcule´ en utilisant une application line´aire
ϕ• croise´e avec ϕ donne la solution du syste`me line´aire correspondant AX = V (A est la matrice
de ϕ) sous forme d’une moyenne ponde´re´e d’identite´s de Cramer du type (3) page 5.
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The´ore`me 3.9 Si ϕ et ϕ• sont croise´es de rang k, alors
Ig(ϕ,ϕ•) = a−1k Adjϕ•,k(ϕ) (19)
Preuve Si ϕ et ϕ• sont croise´es de rang k on obtient en appliquant la formule (23) page 19
l’e´galite´
Ig(ϕ,ϕ•) = a−1k Adj
(k)
ϕ• (ϕ).
On conclut par le the´ore`me 3.3. 2
Notons cependant que pour le calcul de l’inverse ge´ne´ralise´ ce n’est pas la formule (14) qui
peut servir en pratique, mais plutoˆt la formule (15).
4 Modules projectifs de type fini
Cette section re´sume un certain nombre de re´sultats plus ou moins classiques. On trouve la
plupart d’entre eux tre`s bien expose´s dans [11]. Pour des preuves entie`rement constructives ont
peut consulter [7]. Rappelons qu’un module est dit projectif de type fini s’il est isomorphe a` un
facteur direct dans un A– module libre de dimension finie.
4.1 Ide´aux de Fitting et applications line´aires localement simples
Si G ∈ Am×n, le module Coker(G) est dit de pre´sentation finie. Plus ge´ne´ralement on dit
que la matrice G est une pre´sentation d’un module M si on a des ge´ne´rateurs g1, . . . , gm de
M et si l’application Am → M qui envoie la base canonique sur les gi identifie M et CokerG,
c’est-a`-dire encore si les colonnes de G engendrent le module des relations entre les gi.
De´finition 4.1 Si G est une matrice de pre´sentation d’un module M donne´ par m ge´ne´rateurs
lie´s par n relations, les ide´aux de Fitting du module M sont les ide´aux
Fk(M) := Dm−k(G)
ou` k est un entier arbitraire. Ces ide´aux ne de´pendent que de M et non de la pre´sentation
choisie pour M .
De´finition 4.2 Des e´le´ments x1, . . . , x` de A sont dit comaximaux s’ils engendrent A comme
ide´al, c’est-a`-dire si une combinaison line´aire des xi est e´gale a` 1. On dit encore que le vecteur
(x1, . . . , x`) est unimodulaire et que le polynoˆme P (Z) =
∑
k xkZ
k−1 est primitif.
Un but essentiel de l’article pre´sent est de re´aliser avec un petit nombre d’ope´rations e´le´-
mentaires les e´quivalences annonce´es dans le the´ore`me suivant. Cela peut eˆtre compris comme
donnant une solution uniforme et en temps raisonnable pour les syste`mes line´aires suffisamment
(( bien conditionne´s )), a` l’image de ce que fait l’analyse nume´rique matricielle au moyen des
de´compositions en valeurs singulie`res (SVD) et des inverses de Moore-Penrose.
Ce the´ore`me est pour l’essentiel dans [11] (lemme 1 page 8, exercice 7 page 49 et the´ore`-
me 18 page 122) et dans [2] (voir aussi [7]). La preuve dans [2] est comple`tement explicite,
contrairement a` celle dans [11]. De manie`re un peu surprenante, [2] le fait remonter a` . . .1994 !
The´ore`me 4.3 Soit une application line´aire ϕ : An → Am et A sa matrice sur les bases
canoniques. Les proprie´te´s suivantes sont e´quivalentes :
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1. Imϕ est facteur direct dans Am.
2. Cokerϕ est un module projectif de type fini.
3. Imϕ est facteur direct dans Am, Kerϕ est facteur direct dans An et si H est un supple´mentaire
de Kerϕ, ϕ re´alise un isomorphisme de H sur Imϕ.
4. Il existe ϕ• : Am → An telle que An = Kerϕ⊕ Imϕ• et Am = Kerϕ• ⊕ Imϕ.
5. Il existe ψ : Am → An ve´rifiant ϕ ◦ ψ ◦ ϕ = ϕ.
6. Il existe ψ : Am → An ve´rifiant ϕ ◦ ψ ◦ ϕ = ϕ et ψ ◦ ϕ ◦ ψ = ψ.
7. Chaque ide´al de´terminantiel Dk(ϕ) est idempotent.
8. Chaque ide´al de´terminantiel Dk(ϕ) est engendre´ par un idempotent ek. Soit alors rk =
ek− ek+1. Les rk forment un syste`me fondamental d’idempotents orthogonaux. Pour tout
mineur µ d’ordre k de A, sur le localise´ A[1/(rk µ)] l’application line´aire ϕ devient simple
de rang k.
9. L’application line´aire ϕ devient simple apre`s localisation en des e´le´ments xi comaximaux.
10. L’application line´aire ϕ devient simple apre`s localisation en n’importe quel ide´al maximal.
En particulier un module de pre´sentation finie est projectif si et seulement si ses ide´aux de
Fitting sont idempotents. Le point 10 est a` part, car il n’implique les autres qu’avec l’aide de
l’axiome du choix. Les autres e´quivalences sont constructives.
Les e´quivalences 1⇔ 2 ⇔ 3⇔ 4 sont naturelles.
Pour passer de 4 a` 5 on constate que les restrictions de ϕ et ϕ• aux sous-modules Imϕ et
Imϕ• sont des isomorphismes. Nous donnerons un calcul (( rapide )) de ψ a` partir de ϕ et ϕ•
dans la section 5.
Pour passer de 5 a` 6 on remarque que si ψ1 ve´rifie 5 alors ψ = ψ1 ◦ ϕ ◦ ψ1 ve´rifie 6.
Dans les conditions du 6, ϕ ◦ ψ est la projection sur Imϕ paralle`lement a` Kerψ et ψ ◦ ϕ est
la projection sur Imψ paralle`lement a` Kerϕ.
Le point 7 implique le point 8 de manie`re imme´diate en tenant compte du lemme 2.7. Le
point 8 implique trivialement le point 9 et celui-ci implique trivialement le point 10.
Pour montrer que 9 implique 6 on conside`re l’e´galite´ ABA = A (ou` A et B sont des matrices
pour ϕ et ψ) comme une e´quation ou` l’inconnue est B : elle est facile a` re´soudre dans le cas ou`
A de´finit une application line´aire simple, donc elle est re´solue localement. Il reste a` recoller les
solutions en utilisant la combinaison line´aire des xi e´gale a` 1.
On peut aussi passer assez directement de 8 a` 6 graˆce a` l’identite´ de Cramer (4). Si on a∑
α∈Pk,m,β∈Pk,n
cα,β µα,β = ek ,
alors
∑
α∈Pk,m,β∈Pk,n cα,β µα,β rk = rk et puisque la matrice est de rang ≤ k sur A[1/rk] l’identite´
(4) fonctionne. Il suffit alors de poser :
B =
∑
k
(∑
α∈Pk,m,β∈Pk,n
rk cα,β Adjα,β(A)
)
. (20)
Les matrices qui ve´rifient les proprie´te´s du the´ore`me 4.3 sont celles qui de´finissent les (( meil-
leurs )) syste`mes line´aires : ceux pour lesquels on peut exprimer une solution du syste`me line´aire
comme une fonction line´aire du second membre. Ce sont aussi les syste`mes pour lesquels on a
une bonne description de l’image et du noyau, aussi bien du point de vue direct que du point de
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vue dual. Ces matrices, de´ja` intensivement e´tudie´es dans [11] sont dites (( regular )) dans [2] et
[12]. Cette terminologie remonte a` Von Neuman, qui a e´tudie´ les anneaux (non ne´cessairement
commutatifs) dans lesquels tous les e´le´ments posse`dent un (( inverse ge´ne´ralise´ )) : il a utilise´ pour
cela le terme d’e´le´ment re´gulier. L’ennui est que pour une matrice carre´e, (( re´gulie`re )) signifie
inversible dans la terminologie courante.
Nous proposons la terminologie suivante, que nous e´tendrons au cas des modules projectifs
de type fini.
De´finition 4.4 Une application line´aire ϕ entre modules libres de dimensions finies qui ve´rifie
les conditions e´quivalentes du the´ore`me 4.3 sera appele´e une application line´aire localement sim-
ple. Si Dk(ϕ) = 〈1〉 et Dk+1(ϕ) = 〈0〉 on dira qu’il s’agit d’une application line´aire (localement
simple) de rang k. Si on ne pre´cise pas le rang mais qu’il existe, on dit qu’il s’agit d’une appli-
cation line´aire de rang constant. Une matrice localement simple (resp. de rang constant) est la
matrice d’une application line´aire localement simple (resp. de rang constant).
Quand il existe, le rang d’une application line´aire localement simple est bien de´fini de`s que
l’anneau n’est pas trivial.
Sur un anneau sans autre idempotent que 1 et 0 toute matrice localement simple est de rang
constant.
4.2 Rang d’un module projectif de type fini
De´finition 4.5 Soit un module projectif de type fini E engendre´ par n e´le´ments, et ψ un endo-
morphisme de E.
1. Le de´terminant de ψ, si E ⊕N ' An, est de´fini par detψ := det(ψ ⊕ IdN ).
2. Nous notons
Pψ(X) = det(IdE +Xψ) = 1 + d1(ψ)X + · · ·+ dn(ψ)Xn
En particulier d1(ψ) = Tr(ψ) est appele´ la trace de ψ. On pose aussi d0(ψ) = 1 et pour
p > n, dp(ψ) = 0.
3. Le polynoˆme caracte´ristique de ψ sera note´ Cψ(X) = det(XIdE − ψ).
4. On note Γψ(X) le polynoˆme de´fini par C−ψ(−X) = −XΓψ(X) + det(ψ), et Γψ(ψ)
s’appelle l’endomorphisme cotranspose´ de ψ. Nous le notons ψ˜ ou Adjψ.
5. Le de´terminant de la multiplication par X sur le module E, note´ RE(X), est appele´ le
(( polynoˆme multiplicatif du module )).
Dans la de´finition pre´ce´dente il est sous-entendu que le de´terminant est (( bien de´fini )) : il
ne de´pend ni de l’entier n ni de la de´composition E ⊕N ' An.
L’endomorphisme ψ est inversible si et seulement si detψ est inversible. Le the´ore`me de
Cayley-Hamilton est valable pour les modules projectifs de type fini.
Si un anneau posse`de des idempotents un module projectif de type fini n’a pas force´ment un
rang bien de´fini. C’est le (( polynoˆme multiplicatif )) qui remplace le rang.
The´ore`me 4.6 Soit E un module projectif de type fini isomorphe a` l’image d’une matrice de
projection P ∈ Am×m (de sorte que Im − P est une matrice de pre´sentation de E).
1. Le polynoˆme RE(X) =
∑
i riX
i est e´gal a` det(Im+(X−1)P ). C’est un polynoˆme multipli-
catif : il ve´rifie RE(XY ) = RE(X)RE(Y ) et RE(1) = 1. Cela signifie que les ri forment
un syste`me fondamental d’idempotents orthogonaux (sfio). On a r0 = det(Im − P ) et
l’ide´al 〈r0〉 est l’annulateur de E.
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2. Le module est dit de rang k si RE(X) = X
k. Il est dit de rang ≤ k si rk+1 = . . . = rm = 0
c’est-a`-dire encore si tous les mineurs d’ordre k + 1 de la matrice P sont nuls. S’il a un
rang k le module E est dit de rang constant. Quand il existe, le rang d’un module projectif
de type fini est bien de´fini de`s que l’anneau n’est pas trivial.
3. Le localise´ Ark = A[1/rk] est isomorphe a` A /〈1− rk〉 . Le localise´ Erk est isomorphe
au sous-module rkE. Il est de rang k en tant que Ark-module. Le module E est somme
directe des (( composantes )) rkE (k > 0).
4. Les ide´aux de Fitting Fk(E) sont lie´s aux idempotents rk de´finis via le polynoˆme multi-
plicatif RE par la relation : Fk(E) =
〈∑
`≤k r`
〉
.
5. Les
(
m
k
)
mineurs diagonaux d’ordre k de P sont les µα,α = µα,α(P ) pour α ∈ Pk,m et on
a dk(P ) =
∑
α∈Pk,m µα,α. Alors rk dk(P ) = rk et, pour chaque α ∈ Pk,m, le module E
devient libre de rang k lorsqu’on localise en rk µα,α.
Des re´sultats utiles qui ame´liorent le´ge`rement la proposition 2.15 sont donne´s dans la pro-
position suivante et son corollaire (pour une preuve constructive voir [7]).
Proposition 4.7 Soit ϕ : E → F une application line´aire surjective entre modules projectifs de
type fini de meˆme polynoˆme multiplicatif RE = RF , alors ϕ est un isomorphisme. Ceci s’applique
en particulier s’ils ont meˆme rang constant.
Corollaire 4.8 Soit F un module projectif de type fini. Si F1⊕G1 = F = F2⊕G2 avec F1 ⊂ F2
on a :
RF1 = RF2 ⇐⇒ RG1 = RG2 ⇐⇒ F1 = F2
4.3 Quand les modules de rang constant sont libres
Pour un anneau A il revient au meˆme de dire que toutes les matrices localement simples de
rang constant sont simples, ou que tous les modules projectifs de rang constant sont libres.
Signalons quelques cas importants ou` ceci se produit.
— A est un anneau local.
— A est ze´ro-dimensionnel (i.e., ∀x ∈ A, ∃y ∈ A, ∃n ∈ N xn+1 = yxn).
— Le quotient de A par son radical de Jacobson Rad(A) est ze´ro-dimensionnel (rappelons
que si UA de´signe le groupe des unite´s de A, Rad(A) = {x ∈ A | 1 + xA ⊂ UA }).
— A est (( fortement U-irre´ductible )), i.e., pour tout polynoˆme P =
∑n
i=0 aix
i ∈ A[X]
primitif (i.e., tel que 〈a0, . . . , an〉 = 〈1〉), il existe x ∈ A tel que 〈P (x)〉 = 〈1〉.
— A = B[X1, . . . , Xn] ou` B est un anneau de Bezout, i.e., tout ide´al de type fini de B est
principal.
Les trois premiers cas sont traite´s constructivement dans [7].
Il semble qu’on ne connaisse pas pour le moment de preuve constructive pour le dernier cas,
qui est une extension remarquable du the´ore`me de Quillen-Suslin, due a` Lequain et Simis [8].
Une telle preuve fournirait un algorithme pour transformer une matrice A localement simple de
rang constant r en une matrice Ir,m,n = Q1AQ2 avec Q1 et Q2 inversibles.
Le quatrie`me cas est assez facile. Rappelons comment cela fonctionne. On part d’une matrice
localement simple A = (aij) ∈ Am×n de rang r ≥ 1. On va la diagonaliser par des changements
de base de la source et du but. Imaginons que nous multiplions chaque ligne nok par Xk−1 puis
chaque colonne no` par X(`−1)m, et conside´rons le polynoˆme P (X) =
∑
k` ak`X
(`−1)m+k−1. Par
hypothe`se ce polynoˆme est primitif. Soit x ∈ A tel que P (x) est inversible. Dans la matrice A on
ajoute a` la premie`re ligne L1 les lignes x
k−1Lk (k > 1). Puis dans la matrice obtenue, on ajoute
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a` la premie`re colonne C1 les colonnes x
(`−1)mC` (` > 1). Alors en position (1, 1) on trouve P (x)
qui peut servir de pivot de Gauss. On termine par induction.
Notez que l’algorithme esquisse´ ci-dessus utilise un nombre raisonnable d’ope´rations e´le´men-
taires si le caracte`re fortement U-irre´ductible de l’anneau est rendu explicite au moyen d’un
nombre raisonnable d’ope´rations e´le´mentaires (nous ne cherchons pas a` formaliser la chose).
Pour tout anneau A il y a une extension fide`lement plate et fortement U-irre´ductible de
A qui est le localise´ (( de Nagata )) A(X) = S−1A[X] ou` S ⊂ A[X] est le mono¨ıde forme´ par
les polynoˆmes primitifs. En effet, si P (T ) =
∑
iQi(X)T
i est tel que
∑
iBi(X)Qi(X) soit un
polynoˆme primitif alors pour k > supi(degX(Qi)), P (X
k) est lui-meˆme un polynoˆme primitif.
Il n’est pas e´tonnant que cet anneau A(X) joue un role crucial dans la suite pour nos calculs
uniformes (en temps raisonnable).
4.4 Applications line´aires localement simples entre modules projectifs de
type fini
De´finition 4.9 Soient E et F deux A– modules projectifs de type fini, et une application line´-
aire ϕ : E → F .
1. Les ide´aux de´terminantiels de l’application line´aire ϕ sont les ide´aux
Dk(ϕ) := l’ide´al engendre´ par les det(λ ◦ ϕ ◦ θ)
ou` k est un entier arbitraire, λ : F → Ak et θ : Ak → E sont arbitraires.
2. L’application line´aire ϕ est dite de rang ≤ k si Dk+1(ϕ) = 0.
3. L’application line´aire ϕ est dite localement simple si Imϕ est facteur direct dans F . Elle
est dite localement simple de rang k si en outre le module projectif Imϕ est de rang k.
Le calcul de Dk(ϕ) se fait comme suit. Supposons que E ⊕ E1 ' An, F ⊕ F1 ' Am, que
ΠE : A
n → E est la projection sur E paralle`lement a` E1, ιF : F → Am est l’injection naturelle
et que ϕ′ = ιF ◦ ϕ ◦ ΠE . Alors Dk(ϕ) = Dk(ϕ′). Si P ∈ An×n est la matrice de la projection
sur E paralle`lement a` E1 (c’est-a`-dire de piE = ιE ◦ ΠE) et Q ∈ Am×m est la matrice de la
projection sur F paralle`lement a` F1 alors, la matrice A de ϕ
′ ve´rifie QAP = A (et cette e´galite´
caracte´rise les matrices du type ϕ′). On dira que la matrice A repre´sente ϕ (via les isomorphismes
E ⊕ E1 ' An et F ⊕ F1 ' Am).
De manie`re ge´ne´rale tout calcul sur les modules projectifs de type fini se rame`ne a` un calcul
sur des matrices.
Une application line´aire ϕ entre modules projectifs de type fini est localement simple de rang
k si et seulement si Dk(ϕ) = 〈1〉 et Dk+1(ϕ) = 0. Elle est localement simple si et seulement si
tous ses ide´aux de´terminantiels sont engendre´s par des idempotents. Plus ge´ne´ralement on peut
recopier le the´ore`me 4.3.
The´ore`me 4.10 Les proprie´te´s suivantes pour une application line´aire ϕ : E → F entre modu-
les projectifs de type fini sont e´quivalentes.
1. Imϕ est facteur direct dans F .
2. Cokerϕ est un module projectif de type fini.
3. Imϕ est facteur direct dans F , Kerϕ est facteur direct dans E et si H est un supple´mentaire
de Kerϕ, ϕ re´alise un isomorphisme de H sur Imϕ.
4. Il existe ϕ• : F → E telle que E = Kerϕ⊕ Imϕ• et F = Kerϕ• ⊕ Imϕ.
5. Il existe ψ : F → E ve´rifiant ϕ ◦ ψ ◦ ϕ = ϕ.
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6. Il existe ψ : F → E ve´rifiant ϕ ◦ ψ ◦ ϕ = ϕ et ψ ◦ ϕ ◦ ψ = ψ.
7. Chaque ide´al de´terminantiel Dk(ϕ) est idempotent.
8. Chaque ide´al de´terminantiel Dk(ϕ) est engendre´ par un idempotent ek. Soit alors rk =
ek− ek+1. Les rk forment un syste`me fondamental d’idempotents orthogonaux. Pour tout
mineur µ d’ordre k d’une matrice A qui repre´snte ϕ, sur le localise´ A[1/(rk µ)] l’appli-
cation line´aire ϕ devient simple de rang k.
9. L’application line´aire ϕ devient simple apre`s localisation en des e´le´ments xi comaximaux.
10. L’application line´aire ϕ devient simple apre`s localisation en n’importe quel ide´al maximal.
5 Applications line´aires croise´es et inverses ge´ne´ralise´s pour les
modules projectifs de type fini
Dans toute la section 5, E et F sont des modules projectifs de type fini.
5.1 Un crite`re pour les applications line´aires croise´es avec elles-meˆmes
Voici une ge´ne´ralisation d’un re´sultat usuel pour les espaces vectoriels de dimension finie. Il
s’agit ici d’une conse´quence importante du the´ore`me de Cayley-Hamilton.
The´ore`me 5.1 Soit ϕ : E → E un endomorphisme. Notons dj = dj(ϕ). Les proprie´te´s suivan-
tes sont e´quivalentes :
1. ϕ est de rang ≤ k et dk est inversible.
2. ϕ est croise´e avec elle-meˆme et de rang k.
Lorsque ces conditions sont ve´rifie´es, la projection pi : E → E sur Imϕ paralle`lement a` Kerϕ
ve´rifie :
dk pi = dk−1 ϕ− dk−2 ϕ2 + · · ·+ (−1)k−1ϕk . (21)
En outre l’inverse ge´ne´ralise´ ψ = Ig(ϕ,ϕ) ve´rifie
dk ψ = dk−1 pi − dk−2 ϕ+ dk−3 ϕ2 + · · ·+ (−1)k−1ϕk−1 . (22)
Preuve Le point de´licat est : 1 implique 2.
On a dk ∈ Dk(ϕ) donc Dk(ϕ) = 〈1〉, et Dk+1(ϕ) = 0 par hypothe`se. Donc ϕ est localement
simple de rang k. Soit K un supple´mentaire de Imϕ dans E. Sur cette somme directe ϕ est
(( triangulaire )) avec une (( matrice )) du type :[
ϕ0 ϕ
′
0Imϕ,K 0K,K
]
ou` ϕ0 : Imϕ → Imϕ est la restriction de ϕ. Donc det(IdE + Xϕ) = det(IdImϕ + Xϕ0). On
obtient detϕ0 = dk et donc ϕ0 est inversible. Ceci implique tout d’abord Imϕ ∩ Kerϕ = 0.
Ensuite tout x ∈ E s’e´crit x1 + x2 ou` x1 = ϕ−10 (ϕ(x)) ∈ Imϕ et x2 = x − x1 ∈ Kerϕ. Donc
E = Imϕ ⊕ Kerϕ. On peut donc remplacer K par Kerϕ et la (( matrice )) ci-dessus devient
(( diagonale )) (ϕ′ = 0Kerϕ,Imϕ). Le the´ore`me de Cayley-Hamilton applique´ a` ϕ0 donne
dk IdImϕ = ϕ0
(
dk−1 − dk−2 ϕ0 + dk−3 ϕ20 + · · ·+ (−1)k−1ϕk−10
)
ce qui implique facilement les e´galite´s voulues. 2
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5.2 Applications line´aires croise´es entre modules projectifs de type fini
Dans toute la suite de la section 5 on conside`re deux applications line´aires ϕ : E → F et
ϕ• : F → E.
Supposons tout d’abord ϕ et ϕ• croise´es. Nous reprenons les notations de la section 2.4.
Soit ϕ1 : Imϕ→ Imϕ l’automorphisme line´aire de´fini par ϕ1 = ϕ0 ϕ•0. C’est la restriction de
ϕϕ• a` Imϕ. De´finissons de meˆme ϕ•1 : Imϕ• → Imϕ• par ϕ•1 = ϕ•0 ϕ0. Si le rang de ϕ est ≤ k
on obtient alors :
Pϕ•1(Z) = Pϕ•ϕ(Z) = Pϕϕ•(Z) = Pϕ1(Z) = 1 + a1Z + · · ·+ akZk
ou` aj = dj(ϕ
•ϕ). Si ϕ est de rang constant k alors il en va de meˆme pour ϕ0, ϕ1, ϕ•, ϕϕ• etc. . ..
De sorte que ak est un e´le´ment inversible de A.
On a la re´ciproque suivante importante, qui est un analogue du the´ore`me 5.1.
The´ore`me 5.2 Notons aj = dj(ϕϕ
•). Les proprie´te´s suivantes sont e´quivalentes :
1. ϕ et ϕ• sont croise´es de rang k.
2. ϕ et ϕ• sont de rang ≤ k et ak est inversible.
Preuve Il faut montrer la re´ciproque. On a ak ∈ Dk(ϕϕ•) ⊂ Dk(ϕ)Dk(ϕ•). Puisque ak est
inversible Dk(ϕ) = Dk(ϕ•) = 〈1〉 donc ϕ et ϕ• sont localement simples de rang k.
Le the´ore`me 5.1 montre en outre que ϕϕ• : F → F est croise´e avec elle meˆme, de rang k. Meˆme
chose pour ϕ•ϕ : E → E.
On a donc la situation suivante : F1 = Imϕϕ
• ⊂ F2 = Imϕ ⊂ F sont 2 modules de rang k en
facteur direct dans F . On peut donc appliquer le corollaire 4.8 : F1 = F2. Ainsi Imϕϕ
• = Imϕ
et syme´triquement Imϕ• ϕ = Imϕ•.
De la meˆme fac¸on on a K1 = Kerϕ
• ⊂ K2 = Kerϕϕ• ⊂ E. Ils sont tous deux en facteur direct
avec un supple´mentaire de rang k. On peut donc appliquer le corollaire 4.8 : K1 = K2.
Finalement on obtient E = Imϕ• ⊕Kerϕ et F = Imϕ⊕Kerϕ•. 2
5.3 Calcul the´orique d’un inverse ge´ne´ralise´ : le cas du rang constant
En utilisant le the´ore`me de Cayley-Hamilton on de´montre comme pour le the´ore`me 5.1 le
re´sultat suivant.
The´ore`me 5.3 (projections sur l’image et sur le noyau et inverse ge´ne´ralise´ en rang constant
k)
Si ϕ et ϕ• sont croise´es de rang k, avec aj = dj(ϕϕ•), on a :
1. L’inverse ge´ne´ralise´ de ϕ via ϕ• est donne´ par
ψ = Ig(ϕ,ϕ•) = ϕ†ϕ• = a−1k
(
ak−1ϕ• − ak−2ϕ•ϕϕ• + · · ·+ (−1)k−1(ϕ•ϕ)k−1ϕ•
)
. (23)
2. La projection sur le sous-espace I = Imϕ ⊆ F paralle`lement a` Kerϕ• est e´gale a` piI = ϕψ.
3. La projection sur le sous-espace I• = Imϕ• ⊆ E paralle`lement a` Kerϕ est e´gale a` piI• =
ψ ϕ. Et la projection sur le noyau de ϕ paralle`lement a` Imϕ• est IdE − piI•.
On obtient aussi l’e´quivalence ge´ne´rale suivante :
The´ore`me 5.4 Notons aj = dj(ϕϕ
•). Les proprie´te´s suivantes sont e´quivalentes :
1. ϕ et ϕ• sont croise´es de rang k.
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2. ah = 0 pour h > k, ak est inversible et, en de´finissant θ par
θ = ak−1 ϕ• − ak−2 ϕ•ϕϕ• + · · ·+ (−1)k−1ϕ•(ϕϕ•)k−1,
on a les deux e´galite´s ϕθ ϕ = ak ϕ et ϕ
• ϕθ = ak ϕ•.
Preuve Il reste a` montrer que 2 implique 1. Posons
ψ = a−1k θ et ψ
• = a−1k
(
ak−1ϕ − ak−2 ϕϕ•ϕ + · · ·+ (−1)k−1(ϕϕ•)k−1ϕ
)
.
Un calcul simple montre que les six e´galite´s de la proposition 2.13 sont satisfaites. 2
On peut utiliser le test pre´ce´dent pour savoir si une application line´aire est croise´e avec
elle-meˆme et de rang k. Une le´ge`re variante, sans doute plus efficace du point de vue du calcul
est obtenue de fac¸on analogue en s’appuyant sur le the´ore`me 5.1 et la proposition 2.14 :
The´ore`me 5.5 On suppose F = E. Notons dj = dj(ϕ). Les proprie´te´s suivantes sont e´quival-
entes :
1. ϕ est croise´e avec elle-meˆme, de rang k.
2. dh = 0 pour h > k, dk est inversible et, en de´finissant pi par
pi = dk−1 ϕ− dk−2 ϕ2 + · · ·+ (−1)k−1ϕk,
on a les e´galite´s pi ϕ = dk ϕ et pi
2 = dk pi.
Le the´ore`me 5.4 conduit au re´sultat de complexite´ suivant, lorsque les modules E et F sont
donne´s par des matrices de projection PE et PF dont ils sont les images, et ϕ et ϕ
• sont donne´es
par des matrices A et A• ve´rifiant PFAPE = A et PEA•PF = A•.
The´ore`me 5.6 Soient E et F deux A– modules projectifs de type fini engendre´s par n e´le´ments
(ou moins), et deux applications line´aires ϕ : E → F et ϕ• : F → E. Alors on peut, avec O(n4)
ope´rations arithme´tiques, un test (( 1 ∈ 〈y〉 ? )) et O(n2) tests (( x = 0 ? )), de´cider si ϕ et ϕ• sont
croise´es et de rang k, et en cas de re´ponse positive calculer les inverses ge´ne´ralise´s Ig(ϕ,ϕ•) et
Ig(ϕ•, ϕ) en utilisant O(n4) ope´rations arithme´tiques.
5.4 Cas ou` le rang n’est pas constant
Les re´sultats de la section 5.3 se ge´ne´ralisent en cassant l’anneau en des composantes conve-
nables donne´es par un sfio.
L’ide´e ge´ne´rale est la suivante : si RImϕ(X) =
∑
i riX
i et Pϕϕ•(Z) = 1 +a1Z+ · · ·+anZn =
P (Z), chaque polynoˆme Pk = rkP doit eˆtre de degre´ k avec pour coefficient de Z
k un e´le´-
ment inversible dans A[1/rk] ' rkA et ceci permet de calculer les ri lorsqu’on connaˆıt P . Plus
pre´cise´ment
— On peut retrouver les ri a` partir des ai. Par exemple on doit avoir 〈rn〉 = 〈an〉 =
〈
a2n
〉
:
on teste si 〈an〉 =
〈
a2n
〉
, en cas de re´ponse positive avec an = bna
2
n, alors rn = anbn, puis
on recommence avec (1− rn)P pour trouver rn−1 et ainsi de suite.
— On pose ϕk = rk ϕ et ϕ
•
k = rk ϕ
•. Par le the´ore`me 5.6 on peut tester si ϕk et ϕ•k sont
croise´es et de rang k sur l’anneau A[1/rk], et en cas de re´ponse positive calculer l’inverse
ge´ne´ralise´ Ig(ϕk, ϕ
•
k).
— On termine en recollant tout ceci : Ig(ϕ,ϕ•) =
∑n
k=1 rk Ig(ϕk, ϕ
•
k).
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Le calcul le plus long dans toute cette affaire est celui du polynoˆme P qui se fait en O(n4)
ope´rations arithme´tiques dans A.
La proce´dure entie`re est explicite si on dispose d’un test de divisibilite´ dans A, c.-a`-d. un
test pour (( x ∈ 〈y〉 ? )) qui donne un z tel que x = zy en cas de re´ponse positive. En faisant
(( x− y ∈ 〈0〉 ? )) on a aussi un test pour l’e´galite´ dans A.
On re´sume la situation dans le the´ore`me suivant, en supposant que les modules E et F sont
donne´s par des matrices de projection PE et PF dont ils sont les images, et que ϕ et ϕ
• sont
donne´es par des matrices A et A• ve´rifiant PFAPE = A et PEA•PF = A•.
The´ore`me 5.7 Soient E et F deux A– modules projectifs de type fini engendre´s par n e´le´ments
(ou moins), et deux applications line´aires ϕ : E → F et ϕ• : F → E. Alors on peut, avec un
nombre d’ope´rations arithme´tiques en O(n4), et un nombre de tests (( x ∈ 〈y〉 ? )) en O(n3),
de´cider si ϕ et ϕ• sont croise´es, et en cas de re´ponse positive calculer les inverses ge´ne´ralise´s
Ig(ϕ,ϕ•) et Ig(ϕ•, ϕ) en O(n4) ope´rations arithme´tiques.
6 Calcul pratique d’un inverse ge´ne´ralise´ s’il en existe un.
Dans cette section nous ge´ne´ralisons au cas d’un anneau commutatif A le travail que nous
avons fait dans [4] en vue de la re´solution uniforme des syste`mes line´aires sur un corps arbitraire,
en nous appuyant sur un calcul uniforme du rang d’une matrice duˆ a` Mulmuley [10]. Il s’agit
de la possibilite´ de calculer efficacement un inverse ge´ne´ralise´ d’une application line´aire entre
A– modules libres lorsqu’il en existe un. En termes plus abstraits : lorsqu’on connaˆıt une matrice
de pre´sentation pour un module E, on est capable de tester si ce module est projectif de type fini
et en cas de re´ponse positive, de fournir une matrice de projection dont l’image est isomorphe
a` E (l’isomorphisme est explicite). Tout ceci avec des calculs assez efficaces, c’est-a`-dire ici en
temps polynomial.
Conside´rons une application line´aire ϕ entre deux A– modules libres E et F de dimensions
respectives n et m. Notre but est de donner un test pour savoir si ϕ est localement simple, et,
en cas de re´ponse positive, de calculer en temps polynomial un inverse ge´ne´ralise´ de la matrice.
Bien que nous traitions uniquement le cas des modules libres, il ne serait pas difficile de
ge´ne´raliser au cas ou` E et F sont des modules projectifs de type fini.
Nous nous limitons au point de vue purement matriciel, (c’est le point de vue ou` des bases
ont e´te´ fixe´es dans E et F ). Nous introduisons une inde´termine´e t. Nous conside´rons une forme
quadratique Φt,n sur E
′ = A(t)n et une forme quadratique Φt,m sur F ′ = A(t)m :
Φt,n(ξ1, . . . , ξn) = ξ1
2 + t ξ2
2 + · · ·+ tn−1 ξn2
Φt,m(ζ1, . . . , ζm) = ζ1
2 + t ζ2
2 + · · ·+ tm−1 ζm2
Nous notons les (( produits scalaires )) correspondants par 〈·, ·〉tE′ et 〈·, ·〉tF ′ . Nous notons Qn
et Qm les matrices (diagonales) de ces formes sur les bases canoniques.
L’application line´aire ϕ : E → F donne lieu a` une application line´aire E′ → F ′ que nous
notons encore ϕ et qui est de´finie par la meˆme matrice sur les bases canoniques. Il existe alors
une unique application line´aire ϕ◦ : F ′ → E′ ve´rifiant :
∀x ∈ E′ ∀y ∈ F ′ 〈ϕ(x), y〉tF ′ = 〈x, ϕ◦(y)〉tE′ (24)
La matrice A◦ de ϕ◦ sur les bases canoniques est alors
A◦ = Qn−1 tA Qm , (25)
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puisqu’on doit avoir pour tous X ∈ A(t)n×1, Y ∈ A(t)m×1 : t(AX)Qm Y = tX Qn (A◦ Y ).
On ve´rifie que (AB)◦ = B◦A◦ et (A◦)◦ = A.
En pratique si A = (ai,j) on obtient A
◦ = (tj−i aj,i), par exemple :
A =
 a11 a12 a13 a14 a15a21 a22 a23 a24 a25
a31 a32 a33 a34 a35
 , A◦ =

a11 t a21 t
2 a31
t−1 a12 a22 t a32
t−2 a13 t−1 a23 a33
t−3 a14 t−2 a24 t−1 a34
t−4a15 t−3a25 t−2a35

6.1 Ide´aux de Gram et ide´aux de´terminantiels
De´finition 6.1 Soit une matrice A ∈ Am×n. On de´finit les polynoˆmes de Laurent G′k(A)(t) =
gk(t) ∈ A[t, 1/t], et les coefficients de Gram ge´ne´ralise´s de A, G′k,`(A) = gk,` comme suit : PAA◦(Z) = 1 + g1(t)Z + · · · + gm(t)Z
m
gk(t) = t
−k(n−k)
(∑k(m+n−2k)
`=0 gk,` t
`
) (26)
Autrement dit gk(t) = dk(AA
◦). Nous de´finissons aussi G′0(A) = 1 et G′`(A) = 0 pour ` > m.
Les ide´aux de Gram de la matrice A sont les ide´aux Ck(A) de´finis par :
Ck(A) := l’ide´al engendre´ par les gh,` pour tous les h ≥ k.
Proposition 6.2 On a
√Ck(A) = √Dk(A). Plus pre´cise´ment, avec un entier r qui ne de´pend
que de (m,n, k) on a :
Dk(A)r ⊂ Ck(A) ⊂ Dk(A)2 ⊂ Dk(A).
Preuve Les inclusions Ck(A) ⊂ Dk(A)2 ⊂ Dk(A) sont claires. Dans le cas des corps on sait que
Ck(A) = Dk(A) (cette e´galite´ est essentiellement une reformulation du re´sultat de Mulmuley, cf.
[4, 10]). On peut donc conclure par le Nullstellensatz formel qu’il existe un entier r > 0 tel que
Dk(A)r ⊂ Ck(A). Avoir un tel r explicitement demande un peu plus de travail. Nous nous en
dispenserons car nous n’en aurons pas besoin pour nos calculs (( en temps polynomial )). 2
Notez que les ide´aux de´terminantiels de A◦ sont e´gaux a` ceux de A.
Corollaire 6.3 Si A est localement simple, les ide´aux de Gram de A sont e´gaux a` ses ide´aux
de´terminantiels et sont engendre´s par des idempotents.
Corollaire 6.4 Re´ciproquement :
1. Si Dk+1(A) = 0 et Ck(A) = 〈1〉, A est localement simple de rang k.
2. Si A est re´duit (i.e. 0 est le seul e´le´ment nilpotent), si Ck+1(A) = 0 et Ck(A) = 〈1〉, A
est localement simple de rang k.
3. Si A est re´duit et si les ide´aux de Gram de A sont engendre´s par des idempotents, alors
A est localement simple.
4. Si A est re´duit et a pour seuls idempotents 0 et 1 (en particulier si A est inte`gre) la ma-
trice A est localement simple si et seulement si il existe un entier k ve´rifiant : Ck+1(A) = 0
et Ck(A) = 〈1〉.
Notez que la condition (( Ck+1(A) = 0 et Ck(A) = 〈1〉 )) revient a` dire que PAA◦(Z) est de
degre´ ≤ k en Z et que son coefficient gk(t) est inversible dans A(t).
6.2 Calcul pratique d’un inverse ge´ne´ralise´ 23
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Rappelons que notre but est de donner un test rapide pour savoir si une matrice est locale-
ment simple, et, en cas de re´ponse positive, de calculer un inverse ge´ne´ralise´ de la matrice.
Le cas du rang constant
C’est par exemple suˆrement le cas si l’anneau n’a pas d’autre idempotent que 0 et 1.
The´ore`me 6.5 Soit une matrice A ∈ Am×n. On rappelle que A◦ = Q−1n (t)AQm(t) et que
PAA◦(Z) = det(In + ZAA
◦) = 1 +
∑
1≤`≤n g`(t)Z
`. Les proprie´te´s suivantes sont e´quivalentes :
1. A est localement simple de rang k sur A.
2. A est localement simple de rang k sur A(t).
3. A est simple de rang k sur A(t).
4. A est de rang ≤ k et le polynoˆme tk(n−k)gk(t) est primitif.
5. A et A◦ sont croise´es sur A(t), de rang k.
6. A et A◦ sont croise´es sur A(t), degZ(PAA◦) ≤ k et tk(n−k)gk(t) est primitif.
7. degZ(PAA◦) ≤ k, le polynoˆme tk(n−k)gk(t) est primitif et on a AAdj(k)A◦ (A)A = gk(t)A.
Si A est un anneau re´duit, la condition 7 se simplifie en (( degZ(PAA◦) ≤ k et le polynoˆme
tk(n−k)gk(t) est primitif )). Lorsque les conditions sont ve´rifie´es la matrice Adj
(k)
A◦ (A)/gk(t) est
l’inverse ge´ne´ralise´ de A via A◦ sur l’anneau A(t).
Preuve Le fait que 2 implique 3 a e´te´ explique´ dans la section 4.3.
De la caracte´risation de 1 par le fait que Dk+1(A) = 0 et Dk(A) = 〈1〉 , on de´duit facilement
l’e´quivalence de 1 et 2.
Le corollaire 6.3 montre que 1 implique que le polynoˆme tk(n−k)gk(t) est primitif. En particulier
1 implique 4. Il montre aussi l’e´quivalence de 6 et 5.
Le the´ore`me 5.2 montre que 4 implique 5, lequel implique clairement 2.
On a donc l’e´quivalence des points 1 a` 6.
L’e´quivalence de 2 et 7 re´sulte du the´ore`me 3.8. En effet ce the´ore`me nous dit que AAdj
(k)
A◦ (A)A
≡ gk(t)A mod Dk+1(A). Donc si A est de rang ≤ k on a l’e´galite´. Par ailleurs si on a l’e´galite´,
A est localement simple sur A(t) (condition 5 dans le the´ore`me 4.3), et le rang est fourni par le
corollaire 6.3.
Le cas re´duit a de´ja e´te´ vu (proposition 6.2 et corollaire 6.4). 2
De´crivons maintenant un algorithme (( rapide )) pour savoir si une matrice est localement
simple de rang constant, et, en cas de re´ponse positive, pour calculer un inverse ge´ne´ralise´ de la
matrice. Cet algorithme fonctionne en utilisant la caracte´risation 7 dans le the´ore`me pre´ce´dent.
Comme nous nous inte´ressons pour le moment uniquement au rang constant, les seuls tests
dont nous aurons besoin sont les suivants : le test d’e´galite´ a` 0 dans A et le test (( 1 ∈
〈x1, . . . , xn〉 ? )).
On proce`de comme suit.
1. On calcule A◦ de´fini par l’e´galite´ (25).
2. On calcule les polynoˆmes de Gram gk(t) de´finis par l’e´galite´ (26). Ceci se fait en calculant
le polynoˆme caracte´ristique de AA◦ si m ≤ n ou celui de A◦A si m > n.
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3. On cherche la plus grande valeur de k pour laquelle l’ide´al Ck(A) est non nul. Pour cela
on teste les polynoˆmes de Gram ge´ne´ralise´s g`(t) pour des valeurs de´croissantes de `
et on s’arreˆte au premier non nul. Pour le plus grand k tel que Ck(A) 6= 0 on teste si
Ck(A) = 〈1〉.
Si la re´ponse est ne´gative A n’est pas localement simple de rang constant. Si la re´ponse
est positive et si l’anneau est re´duit alors Dk+1(A) est nul et la matrice est localement
simple de rang k.
4. Dans tous les cas, si la re´ponse est positive, on calcule la matrice B = Adj
(k)
A◦ (A) a`
coefficients dans A[t, 1/t] donne´e par l’e´galite´ (15) page 10. Ensuite on teste si :
AB(t)A = gk(t)A (27)
(ce test est inutile si l’anneau est re´duit). Nous savons de´ja` (the´ore`me 3.8) que
AB(t)A ≡ gk(t)A mod Dk+1(A)
En cas de re´ponse ne´gative, Dk+1(A) 6= 0 et A n’est pas localement simple. En cas de
re´ponse positive A est localement simple, au moins sur l’anneau A(t) car tk(n−k) gk(t) est
un polynoˆme primitif.
5. Il nous reste a` calculer un inverse ge´ne´ralise´ de A a` coefficients dans A. L’e´galite´ (27)
peut eˆtre lue en chaque degre´ t` (avec −k(n − k) ≤ ` ≤ k(m − k)) comme une e´galite´
dans Am×n : AB`A = gk,`A. Comme on connaˆıt une combinaison line´aire
∑
` α` gk,` des
coefficients de gk(t) qui est e´gale a` 1, la combinaison line´aire correspondante des e´galite´s
en chaque degre´ ` nous donne la matrice B′ =
∑
` α`B` qui ve´rifie AB
′A = A.
Ici il semble peu probable que l’on ait aussi B′AB′ = B′, sauf si les α` sont obtenus en
spe´cialisant t (ce qui peut se faire si gk(τ) est inversible pour une valeur particulie`re de τ). De
toute fac¸on, on peut toujours remplacer B′ par B′AB′ pour avoir un vrai inverse ge´ne´ralise´.
Voyons maintenant la complexite´ de cet algorithme.
Nous n’utilisons ni la multiplication rapide des matrices, ni celle des polynoˆmes, qui, natu-
rellement, ame´lioreraient de fac¸on substantielle les bornes calcule´es.
Voici notre calcul des bornes, e´tape par e´tape.
1. Couˆt ne´gligeable.
2. Posons p = inf(m,n). Le calcul du polynoˆme caracte´ristique consomme O(p4) ope´ra-
tions arithme´tiques dans A[t] portant sur des polynoˆmes de degre´ ≤ p (n + m) et donc
O(p6 (n+m)2) ope´rations arithme´tiques dans A.
3. Cette e´tape consomme O((k (n+m− 2k))s) ope´rations e´le´mentaires.
4. Le nombre d’ope´rations arithme´tiques est enO(p5 (n+m)2), et le test consommeO((p3 (n+
m)) ope´rations e´le´mentaires.
5. Nombre d’ope´rations arithme´tiques ne´gligeable par rapport aux e´tapes 2 ou 4.
Re´sumons.
The´ore`me 6.6 Soit A un anneau avec test d’e´galite´ a` 0 et test (( 1 ∈ 〈x1, . . . , xn〉 ? )). On peut
tester si une matrice A ∈ Am×n est localement simple de rang constant, et en cas de re´ponse
positive, calculer un inverse ge´ne´ralise´ de la matrice. Soit p = min(m,n), q = max(m,n). Si
le premier test consomme une ope´ration e´le´mentaire et si le deuxie`me consomme un nombre
d’ope´rations e´le´mentaires en O(ns), ces calculs consomment O(p6 q2) ope´rations arithme´tiques
et O(p3 q+q2s) autres ope´rations e´le´mentaires. Avec les meˆmes bornes de complexite´, on calcule
un inverse ge´ne´ralise´ de A et des matrices de projection sur le noyau et sur l’image de A.
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De`s que p ≥ 2 ces bornes sont, pour q assez grand, bien meilleures que celles obtenues si on
exe´cute (na¨ıvement) un algorithme qui calcule tous les mineurs de la matrice.
Le cas ge´ne´ral
Le cas ge´ne´ral se rame`ne au cas pre´ce´dent : cf. lemme 1.1 et section 5.4.
On obtient donc.
The´ore`me 6.7 Soit une matrice A ∈ Am×n. Les proprie´te´s suivantes sont e´quivalentes :
1. A est localement simple sur A.
2. A est localement simple sur A(t).
3. A est quasi-simple sur A(t).
4. A et A◦ sont croise´es sur A(t).
Signalons que le lemme 1.1 peut eˆtre ame´liore´ en raison du fait suivant : le produit de deux
ide´aux de type fini localement principaux donne´s respectivement par n et m ge´ne´rateurs est un
ide´al de type fini donne´ par n + m − 1 ge´ne´rateurs (voir par exemple [5]). Ceci nous permet
d’obtenir la complexite´ suivante.
The´ore`me 6.8 Sur un anneau A fortement discret, on peut tester si une matrice A ∈ Am×n est
localement simple, et en cas de re´ponse positive, calculer un inverse ge´ne´ralise´ de la matrice. Soit
p = min(m,n), q = max(m,n). Si l’anneau est O(ns)-fortement discret, ces calculs consomment
O(p6 q2+p q4) ope´rations arithme´tiques et O(p4 q+pq2s+1) autres ope´rations e´le´mentaires. Avec
les meˆmes bornes de complexite´, on calcule un inverse ge´ne´ralise´ de A et des matrices de pro-
jection sur le noyau et sur l’image de A.
6.3 Les statisticiens indiens
Les nume´riciens puis les statisticiens ont de´veloppe´ une the´orie des (( inverses ge´ne´ralise´s ))
d’abord pour le cas des corps R et C mais ensuite pour des anneaux commutatifs arbitraires.
Cette the´orie est essentiellement l’e´quivalent des the´ore`mes 4.3 et 4.6, avec des pre´occupations
particulie`res de calculs explicites et de formules pre´cises. Ce sont les statisticiens indiens qui ont
de´veloppe´ le plus cette the´orie.
En fait cette convergence n’est pas fortuite. A la base, il y a le fait que nume´riquement, R
et C ne se comportent (( pas vraiment )) comme des corps, a` cause de la difficulte´ du test a` ze´ro
(voire son impossibilite´) qui est la source de phe´nome`nes d’instabilite´, lie´s par exemple au calcul
de l’inverse d’un nombre trop proche de 0.
Dans [13] la formule (19) est e´tablie pour le cas suivant : la matrice de ϕ• est de la forme
M tA?N ou` x 7→ x? est un automorphisme involutif de l’anneau A, suppose´ inte`gre. Nous n’avons
pas trouve´ la formule (19) elle-meˆme dans le cas le plus ge´ne´ral, mais cela ne signifie pas qu’elle
n’existe pas dans la litte´rature (( indienne )). Il y a deux livres de re´fe´rence pour ces e´crits : [2]
et [15].
De manie`re surprenante, nous avons rarement trouve´ chez les statisticiens indiens de formules
analogues a` l’e´quation (23) du the´ore`me 5.3 (il y en a une dans [15] dans un cas particulier)
mais plutoˆt des formules du style (14) et (19).
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