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A Parametric Approach to Measuring Limbus
Corneae From Digital Images
D. Robert Iskander, Senior Member, IEEE
Abstract—It is difficult to demarcate the limbus borders in stan-
dard intensity images of the eye since the transition from the cornea
(iris) to sclera is gradual. Non-parametric techniques that are cur-
rently used for this task are not sufficiently precise to be adopted in
those ophthalmic applications where high precision in determining
the limbus/pupil characteristics is required. This is the case, for
example, in customized refractive corrections. Another aspect of
limbus corneae characterization is the inability of measuring in
vivo the outer outline of the limbus annulus without specialized
illumination techniques. To overcome these limitations, we propose
a parametric approach that utilizes a sigmoidal function fitted
to radial intensity profiles of the limbus corneae. By the way of
simulations, we show the superiority of the proposed parametric
approach when compared to an optimized nonparametric tech-
nique. Further, we review the techniques for fitting ellipses to the
estimated points of the limbus annulus and discuss clinical aspects
of the proposed methodology. Initial clinical experiments showed
close agreement between the proposed approach and limbus
corneae estimates manually obtained by experienced clinicians.
Index Terms—Horizontal corneal diameter, horizontal vis-
ible iris diameter, limbus size, pupillometry, sigmoidal function,
white-to-white corneal diameter.
I. INTRODUCTION
THE Limbus corneae is defined as an annular transition zonebetween the cornea and sclera and it manifests itself as a
slight furrow mark [1]. Histologically, at the limbus, the epithe-
lium gradually thickens toward the sclera where it is replaced
by conjunctival tissue.
In routine optometry and ophthalmology clinical practice
this definition is often replaced by a simpler one, where the
limbus is treated more like a border line between the cornea
and sclera (from the Latin limbus meaning the border of a tunic
or a scarf [2]). This simpler definition has lead to commonly
performed measurements of the loosely defined limbus size [3],
horizontal visible iris diameter [4], [5], and the white-to-white
(or limbus-to-limbus) corneal diameter [6].
Essentially, all these definitions refer to the best, in some
sense, fit of a circle or an ellipse to an anterior eye landmark
(e.g., iris) that can be associated either with the inner outline of
the limbus corneae or to a line within this annulus. Although the
transition from cornea to sclera is clearly visible, it is often dif-
ficult to precisely identify the exact corneal outline whether uti-
lizing callipers, gauges, or identifying it from photographs [5],
[7]. Automatic methods for measuring corneal limbus are often
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based on nonparametric gradient methods (edge detectors) ap-
plied to digital images [8]–[10] where a transition point from
cornea to sclera is chosen at the maximum gradient change, or
by using active contours [11] and circular templates as used in
eye tracking procedures [12].
The transition points that are estimated in this way lie within
the annulus of the limbus corneae and may be used to adequately
characterize the corneal outline in low-resolution applications.
On the other hand, such edge detection techniques have a rela-
tively low precision as the numerical gradient is more sensitive
to noise than the original data. This often leads to discrepan-
cies in the estimated corneal diameters between automatic and
operator assisted semi-automatic routines [9], since there are
subtle differences in how the human vision system perceives
edges [13].
The only known attempt to characterize the outer limbus out-
line in a noninvasive manner and its relation to its inner outline
has been reported in [14], where a video based system with two
extended light sources (fluorescent tubes) was used. The hori-
zontal diameter of the outer outline of the limbus was assumed
to be at places where there was discontinuity in the so called
catoptric images. Unfortunately, the extension of this concept
to identify the whole outer limbus outline is not straightforward
since it is difficult to illuminate the whole eye with an array of
extended light sources without getting occlusions from anatom-
ical features of the face (e.g., nose and brow) that surround the
eye socket.
The definitions related to the inner outline of the limbus an-
nulus and techniques for their measurements may be adequate
in many ophthalmic applications. For example, in soft contact
lens fitting [15], a rule of a thumb is to choose the diameter of
a contact lens to be 2–3 mm greater than the measured hori-
zontal visible iris diameter, while in cataract surgery, estimates
of corneal diameter are used for calculating the power of the in-
traocular lens [5], [16]. The resolution of 0.5 mm in determining
the corneal diameter is often sufficient in these applications.
However, in advanced customized refractive corrections
where the misalignment of pupil and limbus centres of less
than 70 is becoming clinically significant [17]–[19], much
higher precision of a limbus corneae estimator is needed. In
view of this, numerical gradient based methods applied to
smoothed profiles of image intensity data and template based
techniques may not be adequate.
Therefore there are two main problems with current tech-
niques for measuring the limbus corneae. First, it is difficult to
precisely demarcate the border between the cornea and sclera.
Second, it is not feasible to establish the outer outline of the
limbus corneae from standard images.
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In this paper, we address the two above mentioned problems
and propose an approach based on a sigmoidal model for auto-
matically determining the inner and outer outlines of the limbus
corneae. In the next section, we introduce the limbus profile esti-
mator and evaluate its statistical properties by the way of simula-
tions. We compare the proposed estimator of the limbus corneae
location to one based on a nonparametric approach. Section III
reviews the least squares and orthogonal least squares ellipse es-
timation and discusses its application to modeling the outlines
of the limbus corneae. Further, model based definitions of the
horizontal corneal diameter and horizontal visible iris diameter
are proposed. In Section IV, a summary of experimental results
is given. The discussion and conclusions are given in Section V.
II. LIMBUS PROFILE ESTIMATOR
An example of a typical slit lamp image that could be used for
determining the outlines of limbus corneae is shown in Fig. 1. It
has been acquired with a typical digital camera (Nikon Coolpix
995, 3.34 Mega pixels) attached to a slit lamp via an appropriate
eyepiece adapter. An approximately 2 mm wide section of the
image that includes limbus corneae and a typical radial image
profile are shown in Fig. 2. Note that in this case a medium-range
resolution of 70 pixels/mm was achieved. The radial image pro-
file is sampled or rearranged from the original image by trans-
forming the latter from Cartesian to polar coordinates. It should
be noted that an initial estimate of the limbus center that would lie
with the pupil area is necessary for this procedure. Techniques
to perform such a transformation are given in detail in [9], [10].
We note that the image intensity gradually increases from the
corneal to scleral region and that this transition is not smooth
due to the underlying iris landmarks and blood vessels in the
corneal and scleral regions, respectively. Thus in order to de-
termine the corneal outline, the profile data often need to be
lowpass filtered before the gradient is calculated. In our ear-
lier works, where we used relatively low resolution images (less
than 40 pixels/mm), a non parametric approach to determine the
profile of limbus seemed to be adequate [9], [10]. However, with
higher resolution cameras we often find that nonparametric es-
timators of the limbus profile lead to undesired results. In our
current application, underlying iris landmarks and blood vessels
in the sclera are considered to be interference. In highresolution
images this interference is different from one radial profile to
another and thus one would need to use an adaptive filter to take
the changes in interference statistics into account. Alternatively,
one can use a model of the transition from cornea to sclera and
estimate its parameters in each radial image profile.
The sigmoidal curve is a model of choice in many biomedical
applications because it represents a monotonic nonlinear transi-
tion from one state to another that can be characterized by only
four parameters. Thus, since the transition from the cornea to
the sclera in the intensity image of the eye is gradual, we found
that a radial sample of the image profile of the limbus at given
Fig. 1. Typical example of a slit lamp image of an eye.
semimeridian is well approximated by a sigmoidal function,
, so that
(1)
where and are the lower and upper bounds, is
the inflection point, is the transition width of the function,
and denotes the modeling noise.
The parameter vector , where we drop
from the individual parameters for clarity, can be estimated
from the radial data , , using non-
linear least squares (NLS) [20]. In essence, an estimator
of the parameter vector is to be chosen such
that the distance measure
with
is a minimum. The initial estimator of the parameter vector
can be written as shown in the equation at the bottom of the
page, where equal importance is given to lower, transition, and
upper ranges of the sigmoidal function. For 8 bit intensity data
the lower and upper bounds in the NLS are given by
and , respectively.
For example, fitting a sigmoidal function to the radial profile of
Fig. 2 results in . Another way of
finding the parameter vector is to consider (1) as a solution
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Fig. 2. An approximately 2 mm wide section of the digital image including the limbus corneae (left) and a typical limbus intensity profile (right).
Fig. 3. The sigmoidal model of the transition from cornea to sclera with the
proposed locations of the inner (r ) and outer (r ) limbus outlines.
of Riccati’s differential equation and reduce the NLS problem
to linear least-squares [21]. However, we have not considered
this approach in our application as it requires calculating the
numerical gradient directly from the data.
The proposed sigmoidal model can be used to determine both
the inner and outer outlines of limbus corneae. It is straightfor-
ward to show that the maximum gradient change of the image
profile occurs at . However, as it was mentioned in the
Introduction, the point at which the derivative of the radial in-
tensity image profile attains maximum does not correspond well
with the inner limbus outline that is perceived by a human oper-
ator, especially in high-resolution images. Thus, the only thing
that could have been assumed at that stage was that the point
lies within the annulus of the limbus corneae. However, the inner
and outer outlines are to be situated in the lower and upper flat-
tening regions of the intensity profile, but not at equal distances
from . Following experiments with a large number of images
and several independent human operators who were manually
selecting the inner limbus outline and reviewing the published
data on horizontal outer limbus diameter, it was found that the
points where the second and third derivatives of the sigmoidal
function attain extrema closely approximate the inner and outer
outlines, respectively.
It is relatively easy to show that
where . After equating these derivatives
to zero, and leaving out the trivial case of , we can for-
mulate, for every semimeridian , the following two estimators
of the inner and outer outlines
(2)
(3)
where and are the least squares estimators of
and , respectively. Obviously the two estimators are not
independent. Note also, that although the parameter estimators
of the lower and upper bounds of the sigmoidal function are
not used in measuring the limbus corneae they are essential in
the NLS estimation procedure. In Fig. 3, we show a sigmoidal
model of the radial transition from cornea to sclera and indicate
the positions of the inner and outer limbus outlines that consti-
tute limbus corneae.
ISKANDER: A PARAMETRIC APPROACH TO MEASURING LIMBUS CORNEAE FROM DIGITAL IMAGES 1137
The set of estimates and
dervied from radial
samples can then be used to
estimate the best circular or elliptic fits to the limbus outlines
as will be discussed in Section III. Next we will evaluate the
properties of the proposed estimators.
A. Statistical Properties of the Limbus Estimator
Since the problem of fitting a sigmoidal function to the inten-
sity profile data is inherently nonlinear, statistical characteristics
of the parameter estimators cannot be derived in closed form and
we have to resort to computer simulations.
Consider the follwing example of an intensity profile given
by
where is an independent and identically distributed (i.i.d.)
Gaussian random variable with zero-mean and variance (power)
. This example closely resembles the real radial intensity pro-
file from Fig. 2.
It is often convenient to evaluate the statistical properties of
parameter estimators as functions of the signal-to-noise ratio
(SNR). Noting that
it is easy to show that the power of a sigmodial signal is given
by
so that .
In our simulations, we varied the noise power to get a
range of SNR from 0 to 40 dB. One thousand independent real-
izations of the additive noise were used to evaluate the statistical
properties of the limbus corneae estimators. The amplitude of
the noisy intensity profile was clipped below 0 and above
255. In Fig. 4, we show the root mean square values of the NLS
based estimators and . Note that the differences in the
statistical performance of these two estimators are mainly due to
the clipping of noise which occurs more often, in this example,
in the upper range of the function, increasing the bias of .
In our example, we choose a medium-range resolution of 70
pixels/mm. Thus, a RMS of less than 100 is reported for
noise levels down to 15 dB. This is at least 5 dB lower than what
the normal level of noise due to iris landmarks and blood vessels
in the sclera is conservatively expected to be, where an RMS of
less than 50 is achievable. Note that at SNR of around 35 dB
we get subpixel values of RMS (less than 15 ).
To compare our parametric approach with previous gra-
dient based techniques for finding limbus outlines [9], [10]
Fig. 4. RMS of the NLS-based estimators for for the inner (r ) and outer
(r ) limbus outlines as functions of SNR.
Fig. 5. RMS of the nonparametric and NLS-based estimators for the center
paramter r as functions of SNR.
we smoothed each intensity profile with a Gaussian
window, whose length and spread were optimized to achieve
the minimum mean-square error, and calculated the numerical
gradient of the smoothed profile. The location at which the
intensity profile gradient achieves maximum was used as a
nonparametric estimator for . In Fig. 5, we show the RMS
values for the nonparametric and parametric estimators of
as functions of SNR. It is clear that in the range where the
SNR is not less than 5 dB the parametric estimator for
is superior. Note also that without a model it is difficult to
devise a nonparametric technique for estimating the inner and
outer outlines of limbus corneae, and one is left only with an
estimator of a single border between the cornea and sclera.
In the following section, we will use the estimates of the inner
and outer limbus outlines for a range of radial profiles for best
ellipse fitting.
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III. FITTING ELLIPSES TO LIMBUS CORNEAE
The problem of fitting conics to a finite number of points
on a 2D plane is one of the fundamental problems in image
processing [22], [24]. Suppose that we are given a set of limbus
outline estimates that were derived
from radial samples . An
ellipse that can be fitted to the detected limbus outline points can
be represented in polar coordinates as a 5-parameter model
(4)
where
and . is the ellipse center, determines
the angular rotation while and are the two principal
axes in the and directions, respectively. Alter-
natively, a 6-parameter conic equation, after transforming
into Cartesian coordinates, may be
used
(5)
with a constraint .
For both models, methods exist to transform the apparent
nonlinear problem to linear in parameters least-squares proce-
dures that are based on minimization of algebraic distances [9],
[25]. In our work, we choose the model given in (4) because
it directly esimates the parameter vectors of interest,
and
for the inner and outer limbus outlines, respectively.
The performance of ellipse estimation methods that are based
on algebraic distances depends on curvature. In general, they fit
better to points at low curvature than to those at high curva-
ture. In most ophthalmic applications where the eccentricity of
the limbus outlines is small and sampling of limbus profiles is
performed radially, the changes in the outline curvature are rela-
tively small. However, in some applications where the image of
the limbus is acquired at a particular gaze angle or when one is
interested in achieving more accurate results, the algebraic dis-
tances based least squares may serve as the initial estimator of
the outlines of limbus corneae.
To improve the performance of our ellipse estimation pro-
cedure, an orthogonal distance fitting based least squares
algorithm is used [22]. The price of this improvement, however,
is a significantly higher cost of numerical computations as
the method requires an iterative optimization to be carried
out. Several optimization routines are available such as the
Gauss-Newton or the Nelder-Mead simplex method [23]. We
found that Gauss-Newton method is approximately two times
faster than the simplex method.
Fig. 6. Example of a slit lamp image of an eye with fully exposed limbus
corneae with superimposed estimates of r (light dots) and r (dark dots)
derived from radial image profiles sampled at every 5 degrees.
IV. EXPERIMENTAL RESULTS
The proposed parametric model of the inner and outer out-
lines of the limbus corneae was used to examine a number of
clinical images.
In Fig. 6, we show an example of a slit lamp image with a
fully exposed limbus corneae and the estimated locations
and derived from radial intensity profiles sampled at every
5 degrees. It should be emphasized that proper illumination of
the limbus corneae is crucial for the method to provide accurate
results across the entire range of radial samples. Although we
have used the slit lamp optics to view the anterior ocular sur-
face, we discarded the side light source of the slit lamp as the
acquired images were not evenly illuminated. Instead, we used
an alternative light source that was projected through the fellow
eyepiece of the slit-lamp ensuring uniform illumination of the
entire limbus.
We note that the width of the limbus corneae is not uniform
across the radial profiles which is consistent with measure-
ments of the limbus corneae performed in vitro. The relation-
ship between the inner and outer outlines of the limbus cornea
varies amongst individuals [14] and may depend on corneal
astigmatism. To produce the result of Fig. 6 an initial estimate
of the limbus outline, used for transforming the intensity image
from Cartesian to polar coordinates, was calculated using tech-
niques described in [10]. This initial estimator is not critical
as long as it lies in the center of the pupil so that each radial
intensity image profile would consits of corneal and scleral
data.
The estimated points of the inner and out limbus outlines esti-
mated using the sigmoidal model can be then used to fit elliptic
models. An example of orthogonal least squares ellipse fitting
to limbus corneae is shown in Fig. 7 where we superimposed
the ellipse estimates of the inner (dashed line) and outer (solid
line) outlines of the limbus to the image of the eye from Fig. 6.
MATLAB routines for orthogonal fitting of ellipses to limbus
corneae are available at no cost from the author on request.
Having a parametric model of the limbus corneae allows us
to define the horizontal corneal diameter (HCD) and the hori-
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Fig. 7. The image from Fig. 6 with superimposed ellipse estimates of the inner
(dashed line) and outer (solid line) outlines of the limbus corneae.
zontal visible iris diameter (HVID), which in case of the ellip-
tical model, are given by
and
respectively. For example, for the limbus corneae from Figs. 6
and 7, we get and
which matches well with the average clinical data reported in
[14].
To examine the accuracy of the proposed estimator, we used
three independent operators who manually selected the inner
limbus outline. 36 slit-lamp eye images of a group contained
subjects from a variety of ethnic backgrounds were used. This
ensured a good mix of iris pigmentation and characteristics of
limbus corneae. Each operator was asked to select 16 roughly
equally spaced points on the inner limbus outline to which the
algorithm from Section III was used to estimate the five param-
eters of the ellipse model. The results were then averaged for all
three operators and a measure of the distance from the vertex
normal to the fitted ellipse at each semimeridian (see Equation
(9) in [9]) was calculated for both the estimated inner limbus
outline based on the average manual fit and for that based on the
proposed sigmoidal model. The RMS difference for all 36 im-
ages was found to be below 25 m, a number significantly lower
to that achieved earlier for videokeratoscopic images [9]. On the
other hand, selecting the point of maximum gradient change as
the inner limbus outline increases the RMS difference to about
120 m proving the concept of a single border limbus outline
not be accurate.
Unfortunately, the outer limbus outline cannot be manually
identified in the intensity images. However, a close agreement
of the measured HCDs and HVIDs with those measured with
the method that employs extended light sources was seen. A
study extending the concept introduced in [14] to multiple light
sources could help evaluating the accuracy of the entire limbus
outline. Such study, however, is much beyond the scope of this
paper.
V. DISCUSSION AND CONCLUSION
Finding the inner and outer outlines of the limbus corneae is
not a straightforward clinical task. It can be performed in vitro
from cadaver eyes. However, in vivo it requires topical anaes-
thetic and specialized techniques to avoid damaging the eye. As
it was mentioned in the Introduction, in many ophthalmic appli-
cations current low-resolution imaging techniques that estimate
single corneal outline often provide sufficient outcomes. They
lack, however, the precision that is expected in advanced refrac-
tive corrections and in vision research.
With the increased popularity of affordable high-resolution
digital cameras, the problem of measuring the limbus corneae
has been reduced to the problem of proper demarcation of its
inner and outer outlines. Using the intensity images alone, this
could not have been achieved without imposing a certain model
of the image intensity transition in the region where the cornea
meets the sclera.
The sigmoidal function from (1) that we proposed to model
the limbus radial profile in an intensity image and subsequent es-
timators of the inner and outer outlines from (2) and (3) provide
us with one of the empirical models that can be used for the task.
Other models, such as the Hill or power-exponential functions
could also have been used [26], [27]. Since the proposed model
fits our clinical data well, the investigation of other empirical
models that can be used for the task has been postponed. Our
main aim was to find a function with relatively small number
of parameters that would fit the data well and to have a para-
metric approach that would outperform the nonparametric gra-
dient based detectors.
Using computer simulations, we have demonstrated the
superiority of the parametric approach over an optimized non-
parametric approach for a range of signal-to-noise ratios. Note
that in clinical applications the amount of additive ambient
noise is minimal when measuring the limbus corneae, provided
that there exists a good illumination source. In high-resolution
imaging, on the other hand, the detail of iris landmarks, so well
exploited in biometric security applications, as well as that of
blood vessels in the sclera constitutes interference that may
affect the performance of nonparametric estimators of limbus
outlines. The level of this interference, however, is not high.
Thus, we conclude that for the range of signal-to-noise ratios
encountered in clinical practices, the proposed automatic de-
marcation method should provide us with very precise results.
Note also that unlike nonparametric techniques the proposed
estimator of the inner outline of the limbus corneae does not
coincide with the maximum intensity gradient but it shifted in-
wards the cornea as indicated in Fig. 3. In this way, we obtain
corneal outline estimates that better agree with those obtained
manually by an experienced clinician.
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