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Resumen
La recuperación de la señal de reloj y de datos 
CDR es un subsistema importante de cada disposi-
tivo de comunicaciones dado que el receptor debe 
recuperar la información exacta del reloj del trans-
misor, misma que está usualmente codificada den-
tro de la trama de datos entrante. Se han desarrolla-
do algunas técnicas analógicas para CDR basadas 
en la teoría de PLLs empleando un VCO externo. 
Sin embargo, en algunas ocasiones la conexión del 
núcleo digital (FPGA, DSP) con los componentes 
externos puede resultar complicada. De este modo, 
el núcleo digital es también utilizado para solven-
tar la tarea de la recuperación de la señal de reloj 
mediante técnicas totalmente digitales, sin el uso 
de un VCO externo. El presente artículo describe 
un subsistema totalmente digital de recuperación 
de señal de reloj, implementado en un FPGA.
Palabras clave: Recuperación de la señal de reloj 
y datos CDR, FPGA, DSP, Sincronización, Recupe-
ración del tiempo.
Abstract 
Clock and data recovery CDR is an important 
subsystem of every communication device since 
the receiver must recover the exact transmitter’s 
clock information usually coded into the incoming 
stream. Some analogue techniques for CDR have 
been developed based on PLL theory employing 
an external VCO. However, sometimes external 
components could be cumbersome when interfa-
cing them with the digital core (FPGA, DSP) al-
ready present in the device. Thus, the digital core 
is also used to carry out the timing recovery task 
by all-digital techniques i.e. without an external 
VCO. This article will describe an all digital ti-
ming recovery subsystem using digital techniques 
implemented on a FPGA.
Keywords: recovering the clock signal and data 
CDR, FPGA, DSP,  synchronization, recovery time.
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1. Introducción
La recuperación de la señal de reloj y de los 
datos es un elemento clave en un receptor de 
comunicaciones. Dependiendo de las caracte-
rísticas del transceptor y de todo el sistema de 
comunicaciones, se pueden implementar dis-
tintas soluciones al problema de la correcta 
recuperación de la señal de reloj y de los datos 
a partir de la trama de información entrante. 
En sistemas digitales la solución «tradicional» 
usa un oscilador controlado por voltaje (VCO) 
para controlar al muestreador del receptor. 
Otra solución emplea procesamiento digital 
sobre la señal con el objeto de recuperar la 
información correcta a partir de los datos de 
modo que no requiere un VCO. El presente ar-
tículo describe brevemente este último método 
y muestra, como un ejemplo, una implemen-
tación en hardware empleando un arreglo de 
compuertas programables en campo «FPGA» 
(Field Programmable Gate Array). 
2. Descripción de la recuperación de la 
señal de reloj
La figura 1 muestra un típico sistema de comu-
nicaciones en banda base PAM donde los bits 
de información bk son aplicados a un codifica-
dor de línea que los convierte en una secuen-
cia de símbolos ak. Esta secuencia ingresa en 
el filtro de transmisión GT(ω) y luego se envía 
a través del canal C(ω) mismo que distorsio-
na la señal transmitida e inserta ruido. En el 
receptor la señal es filtrada por GR(ω) con el 
objeto de extraer las componentes de ruido de 
la banda correspondiente a la señal y reducir 
el efecto de la interferencia ISI. La señal a la 
salida del receptor es
Ecuación 1
 
Donde g(t) es la señal de pulsos en banda base 
dada por la función de transferencia G(ω) 
(Ecuación 2), n(t) es el ruido aditivo, T es el 
periodo de un símbolo (transmisor) y εT es el 
tiempo de retardo fraccional (desconocido) 
entre el transmisor y el receptor, |ε| < ½. Los 
símbolos âk se estiman en base a estas mues-
tras. Estos finalmente se decodifican para dar 
la secuencia de bits bk.
Ecuación 2. Función total de transferencia G(ω)
Fig. 1. Sistema básico PAM para comunicaciones en banda base
El receptor no conoce con anticipación los 
instantes óptimos de muestreo {kT + εT}, de 
modo que este debe incorporar un circuito 
para la recuperación de temporización, es de-
cir, un sincronizador de reloj o sincronizador 
de símbolos, que estime el retardo fraccional ε 
a partir de la señal recibida. 
Dependiendo de su principio de operación se 
distinguen dos categorías principales de sincro-
nizadores de reloj: sincronizadores de rastreo 
de error (de bucle hacia atrás o feed-back) y 
sincronizadores de bucle hacia adelante (feed-
forward) [1]. 
A.  Sincronizador feedforward
 
La figura 2 muestra la arquitectura básica de 
un sincronizador feedforward. Su componente 
principal es el detector de señal de reloj mismo 
que calcula directamente el valor del retardo 
fraccional ε a partir de los datos entrantes. Se   
� 
y(t; ) = am g(t mT T ) + n(t)
m
  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estima el mismo a través de la media de las me-
diciones tomadas y se lo envía como una señal 
de control hacia un generador de señal de refe-
rencia. La señal de reloj generada finalmente es 
empleada por el muestreador de datos. [1, 2].
 
Fig. 2. Sincronizador feedforward
B.  Sincronizador feedback
El componente principal del sincronizador de 
feedback es el detector de error de sincroniza-
ción, el cual compara los datos PAM entrantes 
con la señal de referencia, como se muestra en 
la figura 3. Su salida da el signo y la magnitud 
del error de sincronización e = ε ‒ ‒. El error 
de sincronización filtrado es utilizado para 
controlar el muestreador de datos. De modo 
que los sincronizadores feedback usan el mis-
mo principio de un PLL clásico [1, 2].
 
Fig. 3. Sincronizador feedback
La principal diferencia entre los dos tipos de 
sincronizadores es ahora evidente. Los sincro-
nizadores feedback minimizan el error en la 
señal, la señal de referencia es usada para corre-
girse a sí misma gracias al lazo cerrado; el sin-
cronizador feedforward estima la sincroniza-
ción directamente a partir de la señal entrante 
y genera la señal de referencia por lo cual no se 
necesita una retroalimentación (un feedback).
Junto a la clasificación previa, se pueden reali-
zar otras. Si el sincronizador utiliza la decisión 
del receptor al respecto de los símbolos trans-
mitidos para estimar la sincronización, enton-
ces este se denomina de «decisión directa» de 
otro modo se denomina «no basado en datos». 
El sincronizador puede a su vez trabajar tanto 
en tiempo continuo como en tiempo discreto.
3. Arquitecturas de hardware CDR
Se analizan dos opciones: el sincronizador hí-
brido, que se implementa parcialmente en el 
dominio digital y parcialmente en el dominio 
analógico; y el sincronizador digital que opera 
totalmente en tiempo discreto. Aún cuando la 
implementación de su hardware es diferente, 
ambos tienen una arquitectura equivalente a 
la de un sincronizador feedback por lo que 
la teoría para el cálculo de los parámetros del 
lazo es exactamente la misma.
A.  Arquitectura totalmente digital
La figura 4 muestra la arquitectura de un sis-
tema totalmente digital de recuperación de 
sincronización. El convertidor A/D opera con 
un oscilador independiente que tiene una fre-
cuencia nominal idéntica a la del convertidor 
D/A usado en el transmisor. Sin embargo, la 
relación entre la tasa de los símbolos reales y el 
reloj de muestreo independiente (de tasa fija) 
nunca es racional (cambia en el tiempo), es 
decir, la frecuencia de muestreo y la velocidad 
de transmisión de los datos son inconmensura-
bles; de modo que el muestreo es asincrónico 
respecto de los datos entrantes.
  
� 
e =   ˆ  
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 Fig. 4. Arquitectura digital
Dado que el reloj de muestreo es un reloj inde-
pendiente, la sincronización de datos ocurre a 
través de la interpolación de datos variable en 
el tiempo con el objeto de «crear las muestras» 
que hubieran sido obtenidas si el muestreo ori-
ginal hubiera sido con los símbolos. 
Luego del interpolador, los datos son enviados 
al detector de error de sincronización y luego a 
un filtro de lazo de retroalimentación. La señal 
de error filtrada controla a un NCO, mismo 
que cierra el lazo. La salida del NCO da los 
parámetros correctos para la interpolación.
Esta arquitectura será descrita en más detalla 
en la sección siguiente. 
4. Arquitectura de la recuperación digital 
de una señal de reloj
La arquitectura de una recuperación digital de 
señal de reloj se muestra en la figura 5. Ts es 
el periodo de muestreo asincrónico del con-
vertidor A/D que es inconmensurable con el 
periodo de los símbolos T. Nótese que aún la 
más pequeña diferencia entre la señal de reloj 
del transmisor y del receptor resulta luego de 
algún tiempo en deslizamientos de ciclos.
Fig. 5. Recuperación digital de la señal de
reloj – sincronizador feedback
Se deben obtener muestras y(nT+ε^T), con n 
enteros, a una tasa de transmisión de símbo-
los 1/T a partir de muestras tomadas a 1/Ts. 
De modo que la escala de tiempo del trans-
misor (definida por T) debe ser expresada en 
términos de la escala de tiempo del receptor 
(definida por Ts). La estimación del retardo 
fraccional de tiempo ε es la primera operación 
importante de la recuperación de la señal de 
reloj.
Ecuación 3
Donde mn = Lint(x) retorna el entero más gran-
de que sea menor o igual a x, y ûn es la diferen-
cia entre un instante de muestreo en el recep-
tor y el correspondiente instante de muestra 
óptima en el transmisor; el índice mn se deno-
mina el punto base y el valor ûn es la estima-
ción del retardo fraccional. Estos conceptos se 
ilustran en la figura 6.
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Fig. 6. Escala de tiempo de a) El transmisor y b) El receptor
La figura 6 y la ecuación 3 muestran que el 
instante correcto de muestreo nT + εT pue-
de ser interpolado a partir de un conjunto de 
muestras definidas por el punto base mnTS y 
que puede ser calculada la diferencia fraccional 
estimada ûnTS entre el punto base y la nueva 
muestra. Nótese que el desplazamiento ûnTS es 
variante aún cuando εT es constante.
La ecuación 3 es la más importante en un sis-
tema totalmente digital de recuperación de se-
ñal de reloj. Los parámetros de sincronización 
(ûn,mn) se calculan una vez que se ha estimado 
el retardo fraccional de tiempo ε. La segunda 
función más importante de la recuperación to-
talmente digital de señal de reloj comprende 
dos operaciones: la decimación, dada por el 
índice del punto base, y la interpolación dada 
por el retardo fraccional; los valores del punto 
base y del retardo fraccional se calculan a tra-
vés del bloque estimador de sincronización en 
la figura 5. El interpolador variante en el tiem-
po usa estos valores para calcular el instante 
óptimo de muestreo. Las siguientes secciones 
explican en mayor detalle la interpolación, el 
control de decimación y la estimación de re-
tardo fraccional así como la implementación 
adoptada para ellos. 
A.  Detector del error de sincronización 
(TED)
El detector del error de sincronización TED 
opera de modo similar al detector de fase en 
un PLL analógico, es decir, este da la informa-
ción del error basándose en la diferencia de 
fase entre la señal entrante y el reloj de refe-
rencia.
Existen muchos algoritmos empleados para 
implementar digitalmente un detector de error 
de sincronización, dependiendo del factor de 
sobremuestreo o del formato de modulación 
[1, 3, 4]. El hardware disponible para este pro-
totipo, especialmente el ADC, permite obte-
ner como máximo dos muestras/símbolo; por 
otra parte, sería mejor si la implementación 
consigue un buen balance entre complejidad y 
desempeño, de aquí que se ha seleccionado el 
detector de error propuesto por Gardner [5, 6]. 
B.  Interpolador digital
La tarea del interpolador es calcular las mues-
tras óptimas y(nT+ε^ T) a partir de un grupo 
de muestras recibidas x(mTS) como se describe 
en la ecuación 3. La figura 7 muestra que la 
interpolación es básicamente un proceso de 
filtrado variante en el tiempo, dado que T and 
Ts son inconmensurables.
Fig. 7. Filtro digital interpolador
El filtro interpolador tiene una respuesta im-
pulsiva ideal de la forma si(x) dada por la 
ecuación 4. Se puede pensar en un filtro FIR 
con taps infinitos cuyos valores dependen del 
retardo fraccional μ. 
La figura 8 muestra la respuesta del filtro digi-
tal cuando μ = 0,2; nótese como la respuesta 
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varía en función de la gráfica de una repuesta 
continua centrada en cero. 
Ecuación 4. Respuesta impulsiva de un interpolador ideal
Fig. 8. Respuesta impulsiva de un filtro interpolador ideal
En una implementación práctica, el interpola-
dor puede ser aproximado a un filtro FIR de 
orden finito (ecuación 5).
Ecuación 5
donde I1 e I2 definen respectivamente la menor 
y la mayor de las muestras de la respuesta im-
pulsiva alrededor del punto central.
La salida del filtro está dada por una combina-
ción lineal de las muestras de la señal (I2 + I1 +1) 
tomadas alrededor del punto de base mk. Esto 
conduce a la ecuación 6, misma que es la ecua-
ción fundamental en la interpolación digital. 
Con el objeto de obtener un único punto de 
referencia (de base), deberán existir un número 
par de muestras y la interpolación deberá ser 
realizada en el intervalo central.
Ecuación 6. Interpolación digital
Como se mencionó antes, los coeficientes 
hn(μ) del filtro no son fijos y varían de acuerdo 
a μ. Esto requiere que se limiten los posibles 
valores de μ y, para cada uno de ellos se debe 
calcular y almacenar en memoria sus respecti-
vos coeficientes. Los problemas aparecen con 
la discretización del error en μ, y por la gran 
complejidad en una implementación en hard-
ware real. Una solución común es aproximar 
cada coeficiente a través de un polinomio en μ. 
C.  Control del interpolador y NCO
El bloque de control del interpolador calcula 
el punto base mn y el retardo fraccional ûn ba-
sándose en el error de sincronización filtrado. 
Los detectores de error producen una señal de 
error a una tasa 1/T usando muestras kTI = kT/MI 
con MI interos (en este caso con MI = 2 mues-
tras/símbolo). De este modo, por cada mues-
tra el punto base mk y el retardo fraccional μk 
tienen que ser calculados con el propósito de 
obtener la muestra interpolada y. La Ecuación 
3 ahora se convierte en:
Ecuación 7
La figura 9 muestra un diagrama detallado de 
la arquitectura total de un recuperador digital 
de señal de reloj. Note que el filtro del lazo 
decima la salida del TED (a Ts) antes del pro-
ceso de filtrado, de modo que la señal de error 
filtrada se actualiza a una tasa igual a la de 
los símbolos transmitidos. Esto es una decima-
ción controlada por MI sobre un punto base 
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mk (k = nMI), sujeta al interpolador. Aparte de 
eso, dado que el interpolador trabaja con MI 
muestras por cada símbolo entrante (nominal-
mente), solamente una de ellas debe ser pasada 
al resto del subsistema como un valor válido 
de datos recobrados; esto significa otro proce-
so de decimación (por MI) también sujeto al 
del interpolador. Es así que la salida del bloque 
digital de recuperación de señal de reloj se ac-
tualiza a la misma tasa que la de los símbolos.
Fig. 9. Arquitectura de la recuperación digital de señal de reloj
La señal de error filtrada w constituye la pa-
labra de control del procesador de sincroni-
zación, mismo que calcula el punto base y el 
retardo fraccional.
Como se puede ver, el procesador de sincroni-
zación controla cada bloque en el subsistema 
digital de recuperación de la señal de reloj en 
cada ciclo kTs. Esta tarea se resume en lo si-
guiente: 
Cálculo del punto base mk o decimación, esto 
involucra el hecho de que el procesador de 
sincronización selecciona las muestras correc-
tas que se envías a través del interpolador. Si el 
reloj del receptor es más rápido que la tasa de 
los bits entrantes, en algún punto una «mues-
tra extra» es tomada por el ADC; el procesa-
dor de muestreo no pasa la muestra «extra» al 
interpolador dado que esta no es útil. Nótese 
que también el resto los bloques en el subsis-
tema tampoco deben operar con esta muestra. 
Por otro lado, si el reloj del receptor es más 
lento que la tasa de los bits entrantes, en cierto 
punto se pierde una muestra; en este caso no 
existe decimación para el interpolador, todas 
las muestras son válidas. Dado que el sistema 
trabaja con sobremuestreo Mx (M muestras/
símbolo), estas decimaciones no se afectan, 
pues siempre se toma una de cada M muestras. 
 El procesador de sincronización calcu-
la también el retardo fraccional μk, de modo 
que se selecciona la respuesta impulsiva correc-
ta del interpolador.
El procesador de sincronización puede ser lle-
vado a cabo por medio de un NCO [7]. El re-
gistro del NCO se calcula iterativamente por:
Ecuación 8
Y el retardo fraccional se estima mediante:
Ecuación 9
El prototipo trabaja con dos muestras/símbo-
lo en el transmisor y en el receptor, de modo 
que nominalmente TI/TS=1. Es así que el con-
tenido del NCO es el retardo fraccional.
En lugar de calcular explícitamente mk, el so-
breflujo y subflujo del registro del NCO indica 
si el reloj del receptor es rápido o lento respec-
tivamente.
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D.  Filtro de lazo
El procesador basado en un NCO permite 
considerar la recuperación digital de la señal 
de reloj como un PLL equivalente que opera 
a la misma frecuencia de los símbolos. Por lo 
tanto, el análisis de lazo puede ser llevado a 
cabo utilizando la teoría clásica de un PLL [8]. 
La misma consideración aplica para el diseño 
de un CDR híbrido. El filtro analógico de lazo 
F(s) debe ser transformado al dominio digital 
F(z) para poder ser implementado en el FPGA.
El diseño considera la transformación bilinear, 
misma que mapea el lado izquierdo entero del 
plano-s con el círculo unitario completo del 
plano-z. De modo que cualquier transforma-
ción estable en el tiempo continuo s es mapea-
da a una transformación z estable en el tiempo 
discreto. La transformación bilinear se logra 
mediante la siguiente ecuación.
  Ecuación 10
donde Ts es el periodo de muestreo. 
5. Implementación en FPGA y resultados
La figura 10 ilustra la implementación de la 
solución totalmente digital. El sistema ha sido 
satisfactoriamente simulado y se ha desarrolla-
do una primera prueba independiente.
Debe notarse que la interfaz de este módulo 
totalmente digital con el resto de los subsiste-
mas implica el manejo de la decimación con-
trolada de las muestras interpoladas. El bloque 
de la recuperación totalmente digital de señal 
de reloj trabaja con dos muestras por cada sím-
bolo en la entrada y, la teoría dice que debe 
ejecutarse una decimación por 2 para sacar da-
tos a una tasa equivalente de símbolos. En este 
caso sin embargo, el ecualizador que sigue a la 
salida requiere también dos muestras (trabaja 
a tasa de muestreo); por lo tanto, no se debe 
realizar una decimación por 2. Se presenta un 
problema cuando el reloj del receptor es más 
lento que el del transmisor; usualmente la úni-
ca muestra obtenida es pasada a la salida, pero 
en este caso se deber crear dos muestras y en 
un solo ciclo de reloj pasarlas a la siguiente 
etapa. 
La recuperación totalmente digital de señal 
de reloj ha sido probada en simulaciones em-
pleando aritmética finita y se han obtenido 
resultados similares al observarse pruebas in-
dependientes desarrolladas en la arquitectura 
implementada en un FPGA. 
La figura 11 ilustra la situación en la cual el 
reloj del receptor es más rápido que el del 
transmisor; en este caso una bandera (FLAG 
RX FAST) indica esta situación y se controla 
el resto de bloques en la estructura de modo 
que la muestra extra no se considere en los 
cálculos. La parte inferior de la Figura muestra 
el incremento del retardo fraccional en tiem-
po. Se puede observar que la bandera se activa 
cuando el retardo fraccional completa un ciclo 
desde el máximo (1) al mínimo valor (0).
Fig. 10. Arquitectura totalmente digital de 
la recuperación de señal de reloj
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Fig. 11. Recuperación de reloj totalmente digital 
en el cual el reloj del receptor es más rápido que 
el reloj del transmisor, la bandera (flag) indica que 
una muestra no debe ser considerada. Frecuencia 
nominal del reloj del receptor = 83,33 MHz.
Aún cuando aquí se muestra una pantalla to-
mada de una simulación, el mismo compor-
tamiento se ha observado en un osciloscopio 
digital en una prueba real con la primera ver-
sión en hardware del sistema. Sin embargo, la 
interfaz de este bloque con el resto de subsiste-
mas está aún en fase de diseño.
 
6. Conclusiones
Un sistema totalmente digital de recuperación 
de la señal de reloj de una trama de datos solu-
ciona la complejidad de la interfaz del núcleo 
digital con elementos analógicos.
Sobre la conclusión anterior y lo expuesto 
en el artículo, se entiende el porqué sistemas 
como estos son los más implementados en dis-
positivos modernos de comunicaciones, tales 
como los teléfonos celulares.
El sistema propuestos en el presente estudio ha 
demostrado buenos resultados en las fases de 
simulación y diseño piloto en FPGA. 
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