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Abstract. The effective field theory likelihood for the density field of biased tracers allows
for cosmology inference from the clustering of galaxies that consistently uses all available
information at a given order in perturbation theory. This paper presents results and imple-
mentation details on the real-space (as opposed to Fourier-space) formulation of the likeli-
hood, which allows for the incorporation of survey window functions. The implementation
further uses a Lagrangian forward model for biased tracers which auotmatically accounts for
all relevant contributions up to any desired order. Unbiased inference of σ8 is demonstrated
at the 2% level for cutoff values Λ ≤ 0.14hMpc−1 for halo samples over a range of masses
and redshifts. The inferred value shows the expected convergence to the ground truth in the
low-cutoff limit. Apart from the possibility of including observational effects, this represents
further substantial improvement over previous results based on the EFT likelihood.
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1 Introduction
It is well established that the large-scale clustering of galaxies contains a wealth of information
on cosmology. This includes in particular the angular diameter distance DA(z) and expansion
rate H(z) inferred from the baryon acoustic oscillation (BAO) feature, the growth rate of
structure in form of the parameter combination fσ8 inferred from redshift-space distortions
(RSD), and the amplitude of local-type primordial non-Gaussianity fNL via the large-scale
scale-dependent bias. All of these constraints are accessible using linear information, i.e.
using linear theory model predictions for the galaxy power spectrum or 2-point correlation
function, although nonlinear corrections are important to take into account essentially as
theoretical error bar [1–3].
However, there is significantly more information to be exploited in the nonlinear part
of galaxy clustering. An example is BAO reconstruction, which reduces the inferred error
bars on DA, H by performing a nonlinear operation on the data (e.g., [4, 5]). Another is
the normalization of the linear matter power spectrum σ8, which at linear order is perfectly
degenerate with the linear galaxy bias parameter b1 (see Secs. 1-2 of [6] for an introduction
to the topic of bias). Including nonlinear information, for example via the bispectrum, allows
for this degeneracy to be broken. Combined with RSD, this in turn allows for independent
constraints on the growth rate proper f = d lnD/d ln a where D(a) is the linear growth
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factor, and σ8, allowing for interesting additional tests of the ΛCDM paradigm and possibly
improved constraints on the sum of neutrino masses. It is also worth noting that selection
effects can spoil the determination of fσ8 at linear order [7–13], in which case nonlinear
information is likewise necessary in order to extract the growth rate [14].
Linear information is by definition optimally extracted via the power spectrum. A
new approach to extracting the nonlinear information, which is only marginally accessed
by the power spectrum, has recently gathered increased attention: Loosely referred to as
forward modeling, this approach proceeds by writing down a posterior for the entire galaxy
density field, and performing a full joint Bayesian inference of cosmological parameters along
with the phases of the initial conditions corresponding to the observed survey volume [15–
32]. The crucial ingredient in this posterior is the conditional probability (“likelihood”) of
the observed galaxy density field given the forward-evolved matter density field. Unbiased
inference depends very sensitively on the accuracy of the likelihood for the galaxy density
field. Refs. [33–35] recently derived the likelihood in the context of the effective field theory
(EFT [36, 37]) of large-scale structure. By including only modes with wavenumbers below a
cutoff, or maximum wavenumber Λ, this allows for a rigorous, controlled Bayesian inference
of cosmology and initial conditions, provided that the cutoff is chosen to only include modes
for which perturbation theory is valid (Λ . 0.25hMpc−1 at z = 0).
Ref. [38] presented results of the EFT likelihood applied to halo samples in their rest
frame (i.e. without RSD) identified in N-body simulations. In particular, unbiased inference
of σ8 (equivalent, when all remaining cosmological parameters are fixed, to the primordial
normalization
√As) was demonstrated at the 4–8% level depending on halo mass and redshift.
In this test, the phases of the forward model were fixed to the truth, i.e. the initial conditions
used in the N-body simulations. As mentioned above, the constraint on σ8 is not obtainable
using linear theory due to the bias-amplitude degeneracy, and so is exclusively due to the
robust extraction of nonlinear information. These results were based on a Fourier-space
formulation of the EFT likelihood.
In this paper, we present an implementation of the EFT likelihood in real space based
on [39]. As shown in Ref. [39], this formulation allows for an incorporation of the most
important corrections to the leading EFT likelihood, a Gaussian with constant diagonal
noise, in particular the modulation of the noise by long-wavelength modes, or equivalently
the stochasticity of the bias parameters. Moreover, this formulation also permits one to
include the survey window function in a computationally efficient way. We describe how this
works in Sec. 2.
We further employ a new Lagrangian forward model to predict the mean galaxy den-
sity given fixed phases. This forward model is recursively constructed to any desired order
based on Lagrangian perturbation theory (LPT), without assuming the Einstein-de Sitter
approximation that is usually adopted. It also includes all or a large fraction of the relevant
higher-derivative contributions (depending on order). Apart from the efficient, recursive
construction to any order, the Lagrangian forward model has the further advantage of a
straightforward transformation to redshift space and the lightcone, i.e. onto the observer’s
past lightcone rather than a constant proper time slice. We briefly describe the forward
model in Sec. 3, relegating a more detailed exposition to the upcoming Ref. [40].
To summarize, this paper presents an implementation of the EFT likelihood that allows
for the efficient incorporation of perturbation theory contributions up to any desired order,1
1Given computational constraints, in particular memory requirements.
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as well as the leading observational effects, namely RSD, lightcone, and window function.
In our results, we will again restrict to the σ8 inference from rest-frame halo catalogs,
deferring the inclusion of RSD, lightcone and window function to upcoming work. Thus, our
goal will be to test the convergence of perturbation theory as a function of the cutoff Λ at the
level of the σ8 inference, and the extent to which going to higher order improves the latter.
Fig. 5 shows a summary of the results, namely the residual fractional error in σ8, Aˆin− 1, for
all halo samples and redshifts at a fixed cutoff Λ and for different expansion orders.
The paper is organized as follows. In Sec. 2 we present the real-space EFT likelihood,
including subtleties such as the implementation of the sharp-k cut, and discuss the incorpo-
ration of the window function. Sec. 3 briefly presents the forward model and bias expansion,
including the ordering scheme used to determine the relevant higher-derivative and stochastic
operators. Sec. 4 presents details on the numerical implementation, including marginaliza-
tion of the (numerous) bias parameters. We then turn to the results in Sec. 5, and their
discussion in Sec. 6. We conclude in Sec. 7. The appendices provide additional figures, and
more details on the halo samples and numerical implementation.
2 The EFT likelihood in real space
The goal of the forward-modeling approach to galaxy clustering is to evaluate the posterior
P(θ|δg) of the cosmological parameters θ given the observed galaxy density field δg(x). This
is obtained by marginalizing the posterior P(δg|θ, {bO}, δin) over the phases δin correspond-
ing to the primordial fluctuations in the volume covered by the galaxy survey, which are
drawn from a multivariate Gaussian prior P(δin), as well as nuisance parameters such as the
bias coefficients {bO}. The key physical ingredient in this approach thus is the posterior
P(δg|θ, {bO}, δin). The contribution of [33–35, 38] was to derive this posterior in the context
of the effective field theory of LSS.
Before turning to this posterior, let us consider the specific question we will investigate
numerically in this paper. The highly nontrivial and numerically costly marginalization over
the phases can be avoided by looking at simulations: then we can fix δin to the known initial
density field of the simulations. Further, studying physical tracers (in this case, halos) in
their rest frame allows us to drop redshift-space distortions from the forward model. Finally,
we restrict the set of cosmological parameters θ to the linear power spectrum normalization
σ8; equivalently, the square-root of the primordial amplitude
√As. Thus, the question we
investigate below, the same question as considered in [33, 34, 38], is: How well can one
recover σ8 from a rest-frame tracer catalog, with no prior knowledge on the selection, i.e.
bias parameters, but assuming perfect knowledge of the phases of the initial conditions? This
question is highly nontrivial, since σ8 is perfectly degenerate with the linear bias b1 in linear
theory (i.e. on large scales). Thus, all constraints obtained in σ8 are based purely on nonlinear
information.
Let us now turn to the posterior P(δg|σ8, {bO}, δin), simply referred to as “likelihood”
in the following, which we need for this study. As discussed at length in [33–35, 38], the
likelihood for the density field of a biased tracer δg(x) consists of
(i) a model for the nonlinear evolution of the matter density under gravity, which we
denote as δfwd[δin];
(ii) a deterministic bias expansion of the biased tracer, which we denote as δg,det[δin], and
which incorporates ingredient (i); and
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(iii) the log-likelihood lnP(δg|δg,det) for the observed galaxy field, i.e. the data δg(x) given
the deterministic prediction δg,det.
Note that δg,det depends on a set of bias parameters bO which in general have to be determined
from the data. In this section we focus on ingredient (iii), and turn to the bias expansion
employed here in Sec. 3.
Refs. [33–35, 38] were based on an expression for the likelihood given in Fourier space,
lnP(δg|δg,det) = −12
∫
|k|<Λ
d3k
(2pi)3
{[
|δg(k)− δg,det(k)|2
Pε(k)
+ ln[2piPε(k)]
]}
(2.1)
where the noise variance is parametrized as
Pε(k) = P {0}ε + P {2}ε k2 + . . . , (2.2)
and Λ is the cutoff in wavenumber. If we set the subleading contribution P {2}ε , as well as
all higher-order terms in the expansion Eq. (2.2), to zero, then Eq. (2.1) can be formally
transformed to a real-space likelihood, by way of Parseval’s theorem:
lnP(δg|δg,det) Pε=const= −12
∫
d3x
[(
δg,Λ(x)− δg,det,Λ(x)
)2
P
{0}
ε
]
+Nmodes ln[2piP {0}ε ] (2.3)
where the fields δg,Λ and δg,det,Λ are sharp-k filtered at the cutoff Λ, i.e.
δg,Λ(k) ≡ δg(k)WΛ(k) (2.4)
and similarly for δg,det,Λ. The filter choice corresponding to Eq. (2.1) is WΛ(k) = ΘH(Λ−|k|),
where ΘH is the Heaviside function. Nmodes is the number of modes that survive the sharp-k
cut (hence this number is proportional to the volume), ensuring the equivalence to Eq. (2.1).2
A real-space expression for the likelihood offers several advantages. First, as argued in
[39], the leading perturbative corrections to the likelihood beyond the constant-noise expres-
sion Eq. (2.3) are in fact the modulation of the noise amplitude by long-wavelength pertur-
bations (field-dependent stochasticity) rather than the higher-derivative terms in Eq. (2.2);
schematically, these are given in real space by
Pε(x) = P {0}ε + Pε,εδδ(x) + . . . . (2.5)
Physically, it is expected that the noise in the tracer field is different in high- vs. low-
density regions. This effect is captured by Eq. (2.5). An equivalent interpretation is that it
encodes stochasticity in the bias parameters; specifically, the term in Eq. (2.5) corresponds
to stochasticity in the linear bias b1 = bδ.
The second significant advantage of a real-space likelihood is that it allows for a more
direct incorporation of the window function of an actual galaxy survey. Consider the simplest
case of a binary window function, whereW(x) = 1 if the region containing x is observed, and
W(x) = 0 otherwise (this includes the case where we do not trust the selection of galaxies
in a given region e.g. due to flux calibration issues caused by bright nearby stars). In the
2When discretized on a grid, one should also replace P {0}ε → N3gP {0}ε , where Ng is the number of grid
points in one dimension.
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context of a Bayesian forward model, W(x) = 0 corresponds to setting Pε(x) to infinity;
thus, we can generalize Eq. (2.3) to include the window function:
lnP(δg|δg,det) = −12
∫
W(x)>0
d3x

(
δΛg (x)− δΛg,det(x)
)2
P
{0}
ε
+N (binary window function W),
(2.6)
where N is a normalization constant. Notice that, unlike the expansions in Eq. (2.2) and
Eq. (2.5), the window function is a non-perturbative effect. We defer an actual implementation
of window functions to future work, restricting this paper to simulations with trivial window
functions W = 1. To summarize, we expect that a real-space likelihood will capture both
the dominant observational effect as well as the leading perturbative corrections to the EFT
likelihood.
Unfortunately, the actual implementation is not quite as simple as Eq. (2.3). In order
to obtain a practical real-space likelihood, we need to satisfy two requirements: a field-level
covariance that is diagonal in real space (otherwise, the likelihood would not simply be given
by a single integral over real space as in Eq. (2.3)); and a sharp-k filter which ensures that
only modes with |k| < Λ appear in the likelihood. We can think of the second requirement in
Fourier space, again specializing to a constant noise covariance Pε(k) = P {0}ε , as a diagonal
covariance with a step-function behavior:
Cov(k,k′) = (2pi)3δ(3)D (k + k
′)Pε(k)
∣∣∣
Λ
where Pε(k)
∣∣∣
Λ
=
{
P
{0}
ε , k < Λ
∞, k ≥ Λ . (2.7)
If we transform this covariance into real space, the result is not diagonal [39]. This is in
keeping with Parseval’s theorem, since we cannot invoke it to go from Eq. (2.1) to Eq. (2.3)
if Pε is not constant.
An alternative opens up if we move away from the spherical sharp-k cut to a cubic cut,
WΛ(k) = ΘH(Λ− |k|) −→
3∏
i=1
ΘH(Λ− ki), (2.8)
where ki denote the Cartesian components of the Fourier vector k. Notice that the maximum
wavenumber allowed by the cubic filter is
√
3Λ. In this case, we can use a discrete Fourier
representation of the filtered fields (Eq. (2.4)) which preserves precisely those modes that are
nonzero after the cubic sharp-k filter in Eq. (2.8). This is achieved by choosing a grid size
Ng such that kNy(Ng)/2 = Λ, where kNy is the Nyquist frequency of the grid; that is,
Ng(Λ) =
⌊
LboxΛ
pi
⌋
, (2.9)
where Lbox is the side length of the cubic box in real space. More precisely, we choose the
largest even number that is smaller than LboxΛ/pi. In the case studied here, L3box corresponds
to the simulation volume, while in an application to real data this would be the reconstruction
volume which encompasses the entire survey. Note that Eq. (2.9) restricts the actual cutoff
to discrete values; however, if LboxΛ  1, as is the case in practical applications, this is a
minor restriction.
– 5 –
The filter Eq. (2.8) breaks rotational invariance, i.e. it introduces preferred directions.
For simulated objects, this is not expected to be an issue, since there are no intrinsic directions
in the simulations that the coordinate axes could align with. In the application to real data,
it is possible that the alignment of the coordinate axes with preferred directions in the survey
volume could lead to small systematic artefacts. This can however be tested for by rotating
the coordinate axes of the reconstruction volume.
Once the fields are discretized on a Fourier-space grid of size Ng(Λ), one can then
transform them back to real space to obtain representations, e.g. δg,Λ(x), which only contain
modes below the cutoff. It is then appropriate to use a diagonal, real-space likelihood in terms
of δg,Λ(x), δg,det,Λ(x) which can incorporate the field-dependent stochasticity in Eq. (2.5), as
well as the window function. The details of the implementation are described in Sec. 4. In
this paper, we will restrict to a constant covariance in real space, for reasons discussed in
that section.
3 Construction of biased field
The deterministic mean-field prediction for the galaxy density can generally be written as
δg,det(x, τ) =
∑
O
bO(τ)O(x, τ), (3.1)
where bO denote the bias coefficients, and the operators O are in general constructed from the
second-derivative tensor of the gravitational potential, ∂i∂jΦ, and spatial derivatives thereof.
The operators are designed to span the entire set of local gravitational observables, and are
ordered in terms of perturbations (powers of Φ) and number of spatial derivatives, so that
there is only a finite number of operators relevant at a given order (we will return to the precise
ordering in Sec. 3.2). The goal then is to obtain constraints on cosmological parameters
after marginalizing over the bias parameters bO, which in general are unknown for a given
observed LSS tracer (certainly not known to the percent level required for precision inference
of cosmological parameters). The same set of operators also appears in the expansion of the
real-space covariance, Eq. (2.5).
In this section, we describe the construction of the operators O(x). The previous papers
in this series [33, 34, 38] used a Eulerian bias expansion (but, unlike e.g. [41], built on the
LPT matter density). That is, the bias operators were constructed out of the forward-evolved
matter density field. Here, we instead use a Lagrangian bias expansion, which first constructs
the bias operators and then displaces them to the Eulerian frame. This is very similar to the
approach recently described in [31], and has several advantages as mentioned in Sec. 1. We
provide an outline here, with more details being presented in the upcoming Ref. [40].
3.1 Lagrangian bias expansion
The Lagrangian density of any biased tracer can be expanded as
δLg,det(q, τ) =
∑
O
bLOO
L(q, τ), (3.2)
where a superscript L indicates quantities in the Lagrangian (fluid rest) frame. More precisely,
q denotes the initial positions of matter particles as τ → 0. The relation to the final observed
position is given by the Lagrangian displacement s, via
x(τ) = q + s(q, τ). (3.3)
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Since the density perturbations at the initial time are vanishingly small, the late-time matter
density field is completely described by the displacement field s(q, τ), which can be expanded
in orders of perturbations:
s(q, τ) = s(1)(q, τ) + s(2)(q, τ) + · · · . (3.4)
The equations of motion of s can be integrated to give convenient recursion relations that
allow for a relatively simple numerical computation of the s(n) [40, 42–44].
As argued in [45] (see also Sec. 2.5 of [6]), the set of Lagrangian bias operators OL, at
leading order in spatial derivatives, comprises all scalar combinations of the contributions
M (n) to the symmetric part of the Lagrangian distortion tensor
Mij(q, τ) ≡ ∂q,(isj)(q, τ), (3.5)
with the exception of tr[M (n)] with n > 1, which is degenerate with the other terms. Since
the antisymmetric (transverse) part of the distortion tensor does not appear in the bias
expansion, we only consider the symmetric part in this paper (see [40] for details).
Using the fact that any symmetric 3 × 3 matrix only contains 3 linearly independent
rotational invariants, the complete Lagrangian basis up to fourth order is then given by [6]
OL ∈

(
1st
)
tr[M (1)](
2nd
)
tr[(M (1))2] , (tr[M (1)])2(
3rd
)
tr[(M (1))3] , tr[(M (1))2] tr[M (1)], (tr[M (1)])3 , tr[M (1)M (2)](
4th
)
tr[(M (1))3] tr[M (1)] , tr[(M (1))2](tr[M (1)])2 ,
(
tr[(M (1))2]
)2
, (tr[M (1)])4 ,
tr[M (1)] tr[M (1)M (2)] , tr[M (1)M (1)M (2)] , tr[M (1)M (3)] , tr[M (2)M (2)] .
(3.6)
Moreover, the construction can be straightforwardly continued to higher order. The code
implementation in fact provides a construction to any desired order.
Eq. (3.6) is only complete at fourth order when assuming the EdS approximation. In a
general background, there is one additional term; specifically tr[M (3)M (1)] generalizes to
tr[M (3,1)M (1)], tr[M (3,2)M (1)], (3.7)
where M (3,i) denote two different shapes corresponding to distinct time evolution at third
order (see App. C of [6] for the corresponding terms in the Eulerian bias expansion). We
have found that the splitting of tr[M (3)M (1)] has an entirely negligible numerical impact in
our analysis, which is why we restrict to the EdS expansion Eq. (3.6) for the results in this
paper. Again, the code implementation allows for the fully general bias construction for any
expansion history [40]. For comparison, we will however show results that employ n-th order
LPT beyond the EdS approximation, where we insert the total M (3) into the bias expansion
Eq. (3.6) (even in that case, we find extremely small differences to the EdS approximation).
Based on Lagrangian recursion relations [42–44], the tensors M (n) are constructed re-
cursively starting from
M
(1)
ij =
∂iq∂
j
q
∇2q
(∇ · s(1)) = −∂
i
q∂
j
q
∇2q
δ(1), (3.8)
where δ(1) is the linear density field. As discussed in [38], a sharp-k cutoff Λin is to be imposed
in the initial density field. This should be greater or equal to the cutoff Λ in the likelihood,
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since the likelihood will only be valid if at least all linear modes are represented. We have
not found any significant improvement when choosing Λin > Λ, so we adopt the most well
motivated choice of Λin = Λ,
δ(1)(k)→ δ(1)Λ (k) = WΛ(k)δ(1)Λ (k), (3.9)
where here the filter is the cubic sharp-k filter given in Eq. (2.8). Given the set of {M (i)}n−1i=1 ,
the bias expansion up to order n is then constructed by taking all products of all invariants
of the M (i) up to order n (equivalently, up to n = 4, all terms in Eq. (3.6)). This yields the
Lagrangian-space deterministic galaxy density field, Eq. (3.2).
We now need to transform, or displace, the galaxy density field to Eulerian coordinates
via Eq. (3.3). In order to be able to marginalize over the bias parameters in the end, we in fact
displace the Lagrangian bias operators individually. This proceeds as follows. Each operator
(except the linear-order tr[M (1)], see below), is copied to a larger grid of size (NCICg )3 in
Fourier space (with all modes above nΛ set to zero); the same is done with the Lagrangian
displacement field s which is the full displacement field constructed at the relevant order in
Lagrangian perturbation theory (this includes the curl component as well). The displacement
proceeds by using weighted mass elements, or “particles.” This method ensures that no noise
is generated in the Eulerian-space fields on large scales, since mass is exactly conserved in
the displacement process. Specifically, one runs over the regular Cartesian grid of (NCICg )3
“particle positions” qp, assigning each particle a weight, or mass, given by the operator OL
at qp, and depositing the mass at the Eulerian position of the particle,
xp = qp + s(qp, τ). (3.10)
For this deposition, we choose a cloud-in-cell scheme. More precisely, we choose a CIC grid
with NCICg = NCIC,gg , where NCIC,gg is the grid size used in the construction of the halo
density field, i.e. the data δg, which are likewise assigned using a CIC scheme. For all results
in this paper, NCICg = 512. Fig. 1 summarizes the procedure schematically. We refer to [40]
for further implementation details.
Instead of displacing the linear-order operator tr[M (1)], we simply add the Eulerian
matter density, obtained by displacing a trivial weight field equal to unity, to the set of bias
operators; in terms of the general bias expansion, both procedures are equivalent, but the
latter allows for a simpler interpretation of the corresponding bias parameter. The final result
is our set of Eulerian operators {O(x, τ)}.
Before continuing, we discuss the size of the grid on which the M (n) and OL are con-
structed; the grid should have a sufficiently large Nyquist frequency to ensure that all mode
couplings are incorporated without aliasing (note that this is larger than the grid size for the
likelihood, which is determined by the condition Eq. (2.9) above). If we were only interested
in modes M (n)(k) with |k| ≤ Λ, then it would be sufficient to require kNy > (n + 1)Λ/2
[40, 46], since aliasing affects modes with wavenumbers greater than |2kNy−nΛ|, and we just
need this to be greater than Λ. However, since we still need to displace the operators into
Eulerian space, which couples modes with |k| > Λ to final modes below Λ, we ensure that
none of the modes on the grid are affected by aliasing, which requires kNy > nΛ. We choose
the smallest even number of grid points Ng that satisfies this condition as our grid size.
3.2 Higher derivatives and ordering of operators
The bias expansion is an expansion both in orders of perturbations, as considered above,
and in derivatives. In our construction, we add higher-derivative operators iteratively to the
– 8 –
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<latexit sha1_base64="YKx+joce7+zqA6FYCtglhyOyuoY="> AAAI4nichZXLbuM2FIY1M23HTS+TaZfdCA0CdOExrNTpZFEMBtOgycJunCJuBog8BkXRtmCKVCjKsUHoAbosumyX7Uv0Tfo2PdTFYcgW FWCZOt/PwyPyJxVlNMllv//3o8dP3nv/g6edD/c++viTT5/tP//sp5wXApMJ5pSLtxHKCU0YmchEUvI2EwSlESXX0eo7za/XROQJZ1dy m5FpihYsmScYSQjN9p+FlPlhiuQSI6rG5Wz/oN/rV5fvNoKmceA113j2/OlfYcxxkRImMUV5fhP0MzlVSMgEU1LuhUVOMoRXaEFuoMlQ SvKpqiov/UOIxP6cC/gx6VdRs4dCaZ5v0wiUusbcZjrYjdJ/wzeFnJ9MVcKyQhKG67HmBfUl9/VM+HEiCJZ0Cw2ERQLl+niJBMIS5mvv 0C9YIiFjTObhMs2wCrvLd+pFUIZdFYrUH2W4LFucF8zgo5kKeczlPW/6G10rKXBG7jBPU8RiFUJ8Wf7HOKYu2Qn/LyHU9SCjWZkp/BZE FLFFtWCCmOgVINEiE4glj4BxsJd2XxUoZ6mlukhLfSML5KJohyIbDXcoHIKbY+SkZTuFSvv2+1xEBo5cPDRwM4AWHfpDlFGEic8zIpDU ZtQLSCGqQoYiit4dlfex/LaNDppoYkrVi6MSfOcnTG9B0ibfq6UjEI5moSQbqca09cpmDt3XmyY+13F7RS6g9nbHXtivNjHgxIanhBr4 1MZXBryy4aUBLx2jGXBkQ3xu0HObnhnwrHTsNzbw2MVDAw/1XB36a9jVHHawpVyXN8FUhVGqDpx9siZlRYgDVjVYOSCrQeaA2xrcOkDU QDigqEHhgLsa3DlgU4ONA7Y12LZuWrMlkiqsbmvFyvs46DiN9dnKW7+2cM6omjcG/KGZ1IUgZGWZqawMJe2tmUM8TxYpchYrBhI3PR4S BATRbOkSro8YvVGtUUimx1kjAY2EclZVWX0/6jMbTqTqSf1I4mt4KJVYwHnT733T7Xf7paXhW0Tf0OJedXTc7Q2Cbu/kxJJ+zwXJ5RlM B2vEveDrbu940IV/S3tKSDYuREbbvL0BpIWsL48t5TBZLKUg8W78k6ZK85UjXWBlYr00TuWurXVCW9/ORqWGr31gf9vdxvVRLxj0guBy cPD6TfPh73hfeF96X3mB99J77Z17Y2/iYa/wfvP+8P7s4M7PnV86v9bSx4+aPp97D67O7/8A8WpBSQ==</latexit>
lnP
<latexit sha1_base64="mvCa8QM8MFqlZIcswqRBm T79zW0=">AAAI1HichZXLbuM2FIY108u46W2mXXYjNAjQhcewUqeTRVEMpkGThT1x2rgZIMoYFEXLgilSoSjH BqFV0WW7bN+lb9K36aEuDkO2qADL1Pl+Hh6RP6kop2khh8O/Hz1+59333n/S+2Dvw48+/uTTp88++7ngpcBkh jnl4k2ECkJTRmYylZS8yQVBWUTJVbT6XvOrNRFFytml3ObkJkMJSxcpRhJCP72eJ/On+8PBsL58txG0jX2vva bzZ0/+CmOOy4wwiSkqiutgmMsbhYRMMSXVXlgWJEd4hRJyDU2GMlLcqLrWyj+ASOwvuIAfk34dNXsolBXFNot AmSG5LGymg/0o+zd8XcrF8Y1KWV5KwnAz1qKkvuS+fnc/TgXBkm6hgbBIoVwfL5FAWMIM7R34JUslZIzJIlxm OVZhf/lWPQ+qsK9CkfmTHFdVh4uSGXwyVyGPubznbX+jay0Fzsgd5lmGWKxCiC+r/xjH1KU74f8lhLoeZDQrM 4XfgogiltQLJoiJvgMkOmQCseQRMA6G0n6rA9U8s1TnWaVvJEEuinYostF4h8Ix+DdGTlq2U6hsaL/PeWTgyM VjA7cDaNGBP0Y5RZj4PCcCSW1GvYAUoipkKKLo7WF1Hytuu+iojaamVD0/rMB3fsr0piNd8r1GOgHhZB5KspF qSjuvbBbQfb1p4wsdt1fkHGrXdseIqnP71WYGnNnwhFADn9j40oCXNrww4IVjNANObIjPDHpm01MDnlaO/aYGn rp4bOCxnqsDfw27msMOtpTr6jq4UWGUqX1nn6xJVRPigFUDVg7IG5A74LYBtw4QDRAOKBtQOuCuAXcO2DRg44 BtA7adm9ZsiaQK69taseo+DjpOY3228s6vHVwwqhatAV+3k5oIQlaWmaraUNLemgXEizTJkLNYMZC47fGQICC I5kuXcH3E6I1qjUJyPc4aCWiklLO6yvr70ZzZcCLVT+pHEl/BQ6VEAufNcPBNf9gfVpaGbxF9Rct71eFRfzAK +oPjY0v6AxekkKcwHawVD4Kv+4OjUR/+Le0JIfm0FDnt8g5GkBayvjiylOM0WUpB4t34x22V5itHusDaxHppn MpdW+uEtr6bjVoNX/vA/ra7javDQTAaBMHFaP/lq/bD3/O+8L70vvIC74X30jvzpt7Mw17i/eb94f3Zm/VU75 fer4308aO2z+feg6v3+z9h3zvg</latexit>
Ng
<latexit sha1_base64="mvCa8QM8MFqlZIcsw qRBmT79zW0=">AAAI1HichZXLbuM2FIY108u46W2mXXYjNAjQhcewUqeTRVEMpkGThT1x2rgZIMoYF EXLgilSoSjHBqFV0WW7bN+lb9K36aEuDkO2qADL1Pl+Hh6RP6kop2khh8O/Hz1+59333n/S+2Dvw48 +/uTTp88++7ngpcBkhjnl4k2ECkJTRmYylZS8yQVBWUTJVbT6XvOrNRFFytml3ObkJkMJSxcpRhJCP 72eJ/On+8PBsL58txG0jX2vvabzZ0/+CmOOy4wwiSkqiutgmMsbhYRMMSXVXlgWJEd4hRJyDU2GMlL cqLrWyj+ASOwvuIAfk34dNXsolBXFNotAmSG5LGymg/0o+zd8XcrF8Y1KWV5KwnAz1qKkvuS+fnc/T gXBkm6hgbBIoVwfL5FAWMIM7R34JUslZIzJIlxmOVZhf/lWPQ+qsK9CkfmTHFdVh4uSGXwyVyGPubz nbX+jay0Fzsgd5lmGWKxCiC+r/xjH1KU74f8lhLoeZDQrM4XfgogiltQLJoiJvgMkOmQCseQRMA6G0 n6rA9U8s1TnWaVvJEEuinYostF4h8Ix+DdGTlq2U6hsaL/PeWTgyMVjA7cDaNGBP0Y5RZj4PCcCSW1 GvYAUoipkKKLo7WF1Hytuu+iojaamVD0/rMB3fsr0piNd8r1GOgHhZB5KspFqSjuvbBbQfb1p4wsdt 1fkHGrXdseIqnP71WYGnNnwhFADn9j40oCXNrww4IVjNANObIjPDHpm01MDnlaO/aYGnrp4bOCxnqs Dfw27msMOtpTr6jq4UWGUqX1nn6xJVRPigFUDVg7IG5A74LYBtw4QDRAOKBtQOuCuAXcO2DRg44BtA 7adm9ZsiaQK69taseo+DjpOY3228s6vHVwwqhatAV+3k5oIQlaWmaraUNLemgXEizTJkLNYMZC47fG QICCI5kuXcH3E6I1qjUJyPc4aCWiklLO6yvr70ZzZcCLVT+pHEl/BQ6VEAufNcPBNf9gfVpaGbxF9R ct71eFRfzAK+oPjY0v6AxekkKcwHawVD4Kv+4OjUR/+Le0JIfm0FDnt8g5GkBayvjiylOM0WUpB4t3 4x22V5itHusDaxHppnMpdW+uEtr6bjVoNX/vA/ra7javDQTAaBMHFaP/lq/bD3/O+8L70vvIC74X30 jvzpt7Mw17i/eb94f3Zm/VU75fer4308aO2z+feg6v3+z9h3zvg</latexit>
Ng
<latexit sha1_base64="BqX6jkWW2+GeCicUs5jChAm+NZM=">AAAI3nichZVNb9s2GMfVdlu97K3t jrsICwLs4BpW5qw5DEPRBEsG2I0zJEuByDEoirYFU6RCUY4NQscdhx234/Y19k32bfZQLw5DbpgAy9Tz+/PhI/JPKspokst+/+9Hj5+89/4HTzsf7nz08Seffvbs+Yufcl4ITC4xp1y8i1BOaMLIpUwkJe8yQV AaUXIVLY80v1oRkSecXchNRiYpmrNklmAkITR5O53fqFCk/tEPR+X02W6/168u320ETWPXa67x9PnTv8KY4yIlTGKK8vw66GdyopCQCaak3AmLnGQIL9GcXEOToZTkE1VVXfp7EIn9GRfwY9KvomYPhdI836QRK FMkF7nNdLAbpf+Grws5O5yohGWFJAzXY80K6kvu61nw40QQLOkGGgiLBMr18QIJhCXM1c6eX7BEQsaYzMJFmmEVdhc36mVQht1qtkYZLssW5wUz+GiqQh5zec+b/kbXSgqckTvM0xSxWIUQX5T/MY6pS7bC/0s IdT3IaFZmCr8FEUVsXi2YICb6DpBokQnEgkfAOFhLO68KlNPUUp2lpb6ROXJRtEWRjYZbFA7ByTFy0rKtQqV9+33OIgNHLh4auBlAi/b8IcoowsTnGRFIajPqBaQQVSFDEUU3++V9LL9to4MmmphS9XK/BN/5Cd Pbj7TJd2rpCISjaSjJWqoxbb2ynkH31bqJz3TcXpEzqF3bHSOqzuxXuzTgpQ2PCTXwsY0vDHhhw3MDnjtGM+DIhvjUoKc2PTHgSenYb2zgsYuHBh7qudrzV7CrOexgS7kqr4OJCqNU7Tr7ZEXKihAHLGuwdEBWg 8wBtzW4dYCogXBAUYPCAXc1uHPAugZrB2xqsGndtGILJFVY3VaKlfdx0HEa67OVt35t4YxRNWsM+LaZ1LkgZGmZqawMJe2tmUM8T+YpchYrBhI3PR4SBATRbOESro8YvVGtUUimx1khAY2EclZVWX0/6jMbTqT qSf1I4it4KJWYw3nT733T7Xf7paXhG0Tf0OJetX/Q7Q2Cbu/w0JJ+zwXJ5QlMB2vEveDrbu9g0IV/S3tMSDYuREbbvL0BpIWsrw4s5TCZL6Qg8Xb8w6ZK85UjXWBlYr00TuWurXVCW9/ORqWGr31gf9vdxtV+Lx j0guB8sPv6TfPh73hfeF96X3mB98p77Z16Y+/Sw96t95v3h/dnZ9r5ufNL59da+vhR0+dz78HV+f0ftps/xA==</latexit>
NCICg
<latexit sha1_base64="1YYSNANf1JH6ZrQSWeotwuz3DIM=">AAAI3nichZVNb9s2GMfVdlvd7K3tjrsI CwLs4BpW5qw5DEPRBU0OduMM8VIgcgyKom3BFKlQlGOD0LHHYsftuH2NfZN9mz3US8KQGybANv38/nz4iPyTjDKa5LLf//vBw0cfffzJ486TnU8/+/yLL58+e/5LzguByQRzysW7COWEJoxMZCIpeZcJgtKIkoto9ZPmF2si 8oSzc7nNyDRFC5bME4wkhKZvZ4srFYrUFyQuZ093+71+9fhuI2gau17zjGfPHv8VxhwXKWESU5Tnl0E/k1OFhEwwJeVOWOQkQ3iFFuQSmgylJJ+qqurS34NI7M+5gA+TfhU1eyiU5vk2jUCZIrnMbaaD3Sj9N3xZyPnhVCU sKyRhuB5rXlBfcl/Pgh8ngmBJt9BAWCRQro+XSCAsYa529vyCJRIyxmQeLtMMq7C7vFIvgjLsVrM1ynBZtjgvmMFHMxXymMs73vQ3ulZS4IzcYJ6miMUqhPiy/I9xTF1yK/y/hFDXvYxmZabwBxBRxBbVgglioh8BiRaZQCx 5BIyDtbTzqkA5Sy3VaVrqL7JALopuUWSj4S0Kh+DkGDlp2a1CpX37fU4jA0cuHhq4GUCL9vwhyijCxOcZEUhqM+oFpBBVIUMRRVf75V0sv26jgyaamFL1Yr8E3/kJ09uPtMl3aukIhKNZKMlGqjFtvbKZQ/f1ponPddxekV OoXdsdI6pO7VebGHBiwyNCDXxk43MDntvwzIBnjtEMOLIhPjHoiU2PDXhcOvYbG3js4qGBh3qu9vw17GoOO9hSrsvLYKrCKFW7zj5Zk7IixAGrGqwckNUgc8B1Da4dIGogHFDUoHDATQ1uHLCpwcYB2xpsWzet2RJJFVZfa8 XKuzjoOI312cpbv7ZwzqiaNwZ820zqQhCyssxUVoaS9tbMIZ4nixQ5ixUDiZse9wkCgmi2dAnXR4zeqNYoJNPjrJGARkI5q6qs7o/6zIYTqfqnfibxBfwplVjAedPvfd/td/ulpeFbRF/T4k61f9DtDYJu7/DQkr7hguTyG KaDNeJe8F23dzDowq+lPSIkGxcio23e3gDSQtaXB5ZymCyWUt+/7fiHTZXmK0e6wMrEemmcyl1b64S2vp2NSg23fWDf7W7jYr8XDHpBcDbYffW6ufg73tfeN963XuC99F55J97Ym3jYu/Z+8/7w/uzMOu87Hzq/1tKHD5o+X 3n3ns7v/wBGJUAw</latexit>
N redg
<latexit sha1_base64="lw1yLcGv9rEbz9bNqocPfD wfLwk=">AAAI2HichZVNj+M0GMezy8uW4W0XjlwiRiNx6FbN0GHngNBqGTFzaJkOmtJFk27lOG4b1bEzjtNpZU UcEUc4wjfhm/BteJyXjscGEamp8/z+fvzE/tuJMprkst//+9Hjt95+590nnfcO3v/gw48+fvrskx9zXghMJphT Ll5HKCc0YWQiE0nJ60wQlEaUTKP1t5pPN0TkCWfXcpeRWYqWLFkkGEkITUOR+sPx9fzpYb/Xry7fbQRN49Brrv H82ZO/wpjjIiVMYory/CboZ3KmkJAJpqQ8CIucZAiv0ZLcQJOhlOQzVdVb+kcQif0FF/Bj0q+iZg+F0jzfpREo UyRXuc10sBul/4ZvCrk4namEZYUkDNdjLQrqS+7r9/fjRBAs6Q4aCIsEyvXxCgmEJczSwZFfsERCxpgswlWaYR V2V2/U86AMu0pP1ijDZdnivGAGH81VyGMu73nT3+haSYEzcod5miIWqxDiq/I/xjF1yV74fwmhrgcZzcpM4dcg oogtqwUTxETfABItMoFY8QgYB1Npz1WBcp5aqsu01DeyRC6K9iiy0XCPwiF4OEZOWrZXqLRvv89lZODIxUMDNw No0ZE/RBlFmPg8IwJJbUa9gBSiKmQooujNcXkfy2/b6KCJJqZUPT8uwXd+wvTGI23yg1o6AuFoHkqylWpMW69s F9B9s23iCx23V+QSatd2x4iqS/vVJgac2PCMUAOf2fjagNc2vDLglWM0A45siC8MemHTcwOel479xgYeu3ho4K GeqyN/A7uaww62lJvyJpipMErVobNPNqSsCHHAugZrB2Q1yBxwW4NbB4gaCAcUNSgccFeDOwdsa7B1wK4Gu9ZN G7ZCUoXVbaNYeR8HHaexPlt569cWLhhVi8aA3zeTuhSErC0zlZWhpL01c4jnyTJFzmLFQOKmx0OCgCCarVzC9R GjN6o1Csn0OBskoJFQzqoqq+9HfWbDiVQ9qR9IPIWHUoklnDf93lfdfrdfWhq+Q/QVLe5Vxyfd3iDo9k5PLel3 XJBcnsN0sEbcC77s9k4GXfi3tGeEZONCZLTN2xtAWsj64sRSDpPlSgoS78c/bao0XznSBVYm1kvjVO7aWie09e 1sVGr42gf2t91tTI97waAXBFeDw5evmg9/x/vM+9z7wgu8F95L78IbexMPe2vvN+8P78/OT52fO790fq2ljx81 fT71Hlyd3/8BVd09Pw==</latexit>
LPT
<latexit sha1_base64="7arR6fXUHaKZqecsSoUFLrmx6bg=">AAAI2HichZXLbuM2FIY108u46W2mXXYjNAjQhcewUqeTR VEMJkGTAnbjFHEzReQxKIq2BVOkQlGODULosuiyXbZv0jfp2/RQF4chW1SAZep8Pw+PyJ9UlNEkl/3+348ev/X2O+8+6by39/4HH3708dNnn/yY80JgMsGccvE6QjmhCSMTmUhKXmeCoDSi5DpanWh+vSYiTzi7ktuMTFO0YMk8wUhC6DoUqX/y3cns6X6/16 8u320ETWPfa67x7NmTv8KY4yIlTGKK8vwm6GdyqpCQCaak3AuLnGQIr9CC3ECToZTkU1XVW/oHEIn9ORfwY9KvomYPhdI836YRKFMkl7nNdLAbpf+Gbwo5P56qhGWFJAzXY80L6kvu6/f340QQLOkWGgiLBMr18RIJhCXM0t6BX7BEQsaYzMNlmmEVdpdv1P OgDLtKT9Yow2XZ4rxgBh/NVMhjLu9509/oWkmBM3KHeZoiFqsQ4svyP8YxdclO+H8Joa4HGc3KTOHXIKKILaoFE8RE3wASLTKBWPIIGAdTac9VgXKWWqqLtNQ3skAuinYostFwh8IheDhGTlq2U6i0b7/PRWTgyMVDAzcDaNGBP0QZRZj4PCMCSW1GvYAUoip kKKLozWF5H8tv2+igiSamVD0/LMF3fsL0xiNt8r1aOgLhaBZKspFqTFuvbObQfb1p4nMdt1fkAmrXdseIqgv71SYGnNjwlFADn9r4yoBXNrw04KVjNAOObIjPDXpu0zMDnpWO/cYGHrt4aOChnqsDfw27msMOtpTr8iaYqjBK1b6zT9akrAhxwKoGKwdkNcgc cFuDWweIGggHFDUoHHBXgzsHbGqwccC2BtvWTWu2RFKF1W2tWHkfBx2nsT5beevXFs4ZVfPGgN83k7oQhKwsM5WVoaS9NXOI58kiRc5ixUDipsdDgoAgmi1dwvURozeqNQrJ9DhrJKCRUM6qKqvvR31mw4lUPakfSHwND6USCzhv+r2vuv1uv7Q0fIvoK1rcq w6Pur1B0O0dH1vSb7kguTyD6WCNuBd82e0dDbrwb2lPCcnGhchom7c3gLSQ9cWRpRwmi6UUJN6Nf9xUab5ypAusTKyXxqnctbVOaOvb2ajU8LUP7G+727g+7AWDXhBcDvZfvmo+/B3vM+9z7wsv8F54L71zb+xNPOytvN+8P7w/Oz91fu780vm1lj5+1PT51H twdX7/Bz+HPR4=</latexit>
CIC
<latexit sha1_base64="9QsWx/YSFB/zhUutYmq2F4h8F3s=">AAAI5nichZXLbuM2FIY108u46S3TWXYjNAhQoB7DSp1OFm0xmAZNFnbjFHEzQOQxKIqWBVOkQlG KDYKP0GXRZbtsX6Fv0rcpqYvDkC0qwBZ1vp+HR+RPKspxWvDh8O9Hj996+513n/Te23v/gw8/+nj/6Sc/FbRkEM0gxZS9jkCBcErQjKcco9c5QyCLMLqO1t9pfl0hVqSUXPFtjuYZSEi6TCHgKrTYfxZWG/8bP6zErfS/0PdCLvYPhoNhffluI2gbB157TRdPn/wVxhSWGSIcYlAUN8Ew53MBGE8hRnIvLAuUA7gGCbpRTQIyVMxFXb30D1Uk9 peUqR/hfh01ewiQFcU2i5QyA3xV2EwH+1H2b/im5MuTuUhJXnJEYDPWssQ+p76eDT9OGYIcb1UDQJaqcn24AgxAruZs79AvScpVxhgtw1WWQxH2V2/E80CGfRGyzJ/kUMoOFyUx+GQhQhpTfs/b/kbXWqo4QXeQZhkgsQhVfCX/YxxTl+6E/5dQ1fUgo1mZKfxaiTAgSb1gDJnoW4VYh0zAVjRSjCqLaQfWAbnILNVFJvUfSoCLoh2KbDTeoXC sHB0DJy3ZKUQ2tN/nIjJw5OKxgdsBtOjQH4McA4h8miMGuDajXkCsoiIkIMLgzZG8jxW3XXTURlNTKp4fSeU7PyV6G6Iu+V4jnSjhZBFytOFiijuvbJaqe7Vp40sdt1fkQtWu7Q4BFhf2q80MOLPhKcIGPrXxlQGvbHhpwEvHaAac2BCeG/TcpmcGPJOO/aYGnrp4bOCxnqtDv1K7mqodbCkreRPMRRhl4sDZJxWSNUEOWDdg7YC8AbkDbhtw6 wDWAOaAsgGlA+4acOeATQM2Dtg2YNu5qSIrwEVY/1WCyPu40lEc67OVdn7t4JJgsWwN+EM7qQlDaG2ZSdaG4vbWLFS8SJMMOIsVKxK3PR4SoAjA+colVB8xeqNao6Bcj1MBphoppqSusv5+NGe2OpHqJ/Ejiq/VgxQsUefNcPBVf9gfSktDtwC/wuW96ui4PxgF/cHJiSX9njJU8DM1HaQVD4Iv+4PjUV/dLe0pQvm0ZDnu8g5GKq3K+uLYUo7 TZMUZinfjn7RVmq8c6QJrE+ulcSp3ba0T2vpuNmq1+toH9rfdbVwfDYLRIAguRwcvX7Uf/p73qfeZ97kXeC+8l965N/VmHvS23m/eH96fvaT3c++X3q+N9PGjts8z78HV+/0fwF5CRw==</latexit>
x = q + s
<latexit sha1_base64="fnPeaEFMK3rzPNXefZi6/OVM6tc=">AAAI2nichZVNj+M0GMezy8uW4W0XjlwiRiNx6FbN0GHng NBqGTFzaJkOmtJFzWzlOG4b1bEzjtNpZeXAEXGEI3wRvgnfhsd56XhsEJGaOs/v78dP7L+dKKNJLvv9vx89fuvtd9590nnv4P0PPvzo46fPPvkx54XAZII55eJ1hHJCE0YmMpGUvM4EQWlEyTRaf6v5dENEnnB2LXcZuUnRkiWLBCMJoZ+m83AI4hjNnx72e/ 3q8t1G0DQOveYaz589+SuMOS5SwiSmKM9nQT+TNwoJmWBKyoOwyEmG8BotyQyaDKUkv1FVxaV/BJHYX3ABPyb9Kmr2UCjN810agTJFcpXbTAe7UfpveFbIxemNSlhWSMJwPdaioL7kvp4BP04EwZLuoIGwSKBcH6+QQFjCPB0c+QVLJGSMySJcpRlWYXf1Rj0 PyrCrQpH6owyXZYvzghl8NFchj7m8501/o2slBc7IHeZpilisQoivyv8Yx9Qle+H/JYS6HmQ0KzOFX4OIIrasFkwQE30DSLTIBGLFI2AcbKVdVwXKeWqpLtNS38gSuSjao8hGwz1qjOmkZXuFSvv2+1xGBo5cPDRwM4AWHflDlFGEic8zIpDUZtQLSCGqQoYi it4cl/ex/LaNDppoYkrV8+MSfOcnTG890iY/qKUjEI7moSRbqca09cp2Ad032ya+0HF7RS6hdm13jKi6tF9tYsCJDc8INfCZja8NeG3DKwNeOUYz4MiG+MKgFzY9N+B56dhvbOCxi4cGHuq5OvI3sKs57GBLuSlnwY0Ko1QdOvtkQ8qKEAesa7B2QFaDzAG3N bh1gKiBcEBRg8IBdzW4c8C2BlsH7Gqwa920YSskVVjdNoqV93HQcRrrs5W3fm3hglG1aAz4fTOpS0HI2jJTWRlK2lszh3ieLFPkLFYMJG56PCQICKLZyiVcHzF6o1qjkEyPs0ECGgnlrKqy+n7UZzacSNWT+oHEU3golVjCedPvfdXtd/ulpeE7RF/R4l51fN LtDYJu7/TUkn7HBcnlOUwHa8S94Mtu72TQhX9Le0ZINi5ERtu8vQGkhawvTizlMFmupCDxfvzTpkrzlSNdYGVivTRO5a6tdUJb385GpYavfWB/293G9LgXDHpBcDU4fPmq+fB3vM+8z70vvMB74b30LryxN/Gwl3q/eX94f3ZmnZ87v3R+raWPHzV9PvUeXJ3 f/wFlFD5b</latexit>
W⇤
<latexit sha1_base64="WgYzlPgHTUE4siZUok9FoTqmf3w=">AAAI7HichZVNbyM1GMdnl5cN4WW7cEJcRlSVOGSjTEjZHhBaLRXtIaEpauhK nWzk8TiTUTz21ONJE1kjPgRHxBGOcOeb8G145i11bRAjZeJ5fn8/fvvbDlIaZ3Iw+PvR47fefufdJ533uu9/8OFHTw+effxjxnOByQxzysXrAGWExozMZCwpeZ0KgpKAkutg/W3JrzdEZDFnV3KXknmCIhYvY4wkhBYHn/qYMElEzKKuIGGOiev7biTicHFwOOgPqse1C15TOHSaZ7p49uQvP+Q4Ty AhpijLbrxBKucKCRljSoqun2ckRXiNInIDRYYSks1VNYbCPYJI6C65gB+TbhXVayiUZNkuCUCZILnKTFYGe0Hyb/gml8uTuYpZmkvCcN3WMqeu5G45J24YC4Il3UEBYRFDd128QgJhmJise+TmLJaQMSRLf5WkWPm91Rv13Cv8nvJF4k5SXBQtznKm8clC+Tzk8p439bWqlRQ4I3eYJwliofIhvir+o x1dF++F/5cQ+vUgo94zXfg1iChiUbVggujoG0CiRToQKx4A42C00odVoFgkhuoiKcoXiZCNgj0KTDTeI38Mvg6RlZbtFSoZmOO5CDQc2His4aaBUnTkjlFKEWwHnhKBZGnGcgEpRJXPUEDRm2FxH8tu2+ioica6VD0fFuA7N2blZiRt8m4tnYBwsvAl2Uo1pa1Xtkuovtk28WUZN1fkAvpe2h0jqi7 Moc00ODPhKaEaPjXxlQavTHipwUvLaBqcmBCfa/TcpGcaPCss+001PLXxWMPjcq6O3A3sag472FBuihtvrvwgUYfWPtmQoiLEAusarC2Q1iC1wG0Nbi0gaiAskNcgt8BdDe4ssK3B1gK7GuxaN23YCknlV6+NYsV9HHSchuXZylu/tnDJqFo2Bvy+mdRIELI2zFRUhpLm1swgnsVRgqzFCoGETY2HBA FBNF3ZhJdHTLlRjVZIWrazQQIKMeWs6mV1f9RnNpxI1Zf6gYTX8FEoEcF5M+h/1Rv0BoWh4TtEX9H8XjU87vVHXq9/cmJIv+OCZPIMpoM14r73Za9/POrBv6E9JSSd5iKlbd7+CNJC1hfHhnIcRysJN/G+/ZOml/qQg7KDlYnLpbF6btu6TGjq29mo1HDbe+bdbheuh31v1Pe8y+Hhy1fNxd9xPnM+ d75wPOeF89I5d6bOzMHOT85vzh/On52k83Pnl86vtfTxo6bOJ86Dp/P7P6SORRI=</latexit>
reduce
grid
<latexit sha1_base64="LSPU7Vi7zmOSfHIF+6AgVciHNIg=">AAAI8HichZVNbyM1GMdnl5cN4WW7cERII6pKHLJRJqRsDwitlor2kNAUNXSl TjbyeDzJKB576vGkiaw58SE4Io5whBvfhG/DM2+pa4MYKRPP8/v78dvfdpDSOJODwd+PHr/19jvvPum8133/gw8/enrw7OMfM54LTGaYUy5eBygjNGZkJmNJyetUEJQElFwH629Lfr0hIos5u5K7lMwTtGRxFGMkIbQ4+MzHhEkiYrbsZhhRJFzfd1PBwxzLbHFwOOgPqse1C15TOHSaZ7p49uQvP+ Q4TyAppijLbrxBKucKCRljSoqun2ckRXiNluQGigwlJJurahyFewSR0I24gB+TbhXVayiUZNkuCUCZILnKTFYGe0Hyb/gml9HJXMUszSVhuG4ryqkruVvOixvGgmBJd1BAWMTQXRevkEAYJifrHrk5iyVkDEnkr5IUK7+3eqOee4XfU75I3EmKi6LFWc40Plkon4dc3vOmvla1kgJn5A7zJEEsVD7EV 8V/tKPr4r3w/xJCvx5k1HumC78GEUVsWS2YIDr6BpBokQ7EigfAOJit9GIVKBaJobpIivJFlshGwR4FJhrvkT8Gb4fISsv2CpUMzPFcBBoObDzWcNNAKTpyxyilCBOXp0QgWZqxXEAKUeUzFFD0Zljcx7LbNjpqorEuVc+HBfjOjVm5IUmbvFtLJyCcLHxJtlJNaeuVbQTVN9smHpVxc0UuoO+l3WH zqgtzaDMNzkx4SqiGT018pcErE15q8NIymgYnJsTnGj036ZkGzwrLflMNT2081vC4nKsjdwO7msMONpSb4sabKz9I1KG1TzakqAixwLoGawukNUgtcFuDWwuIGggL5DXILXBXgzsLbGuwtcCuBrvWTRu2QlL51WujWHEfBx2nYXm28tavLYwYVVFjwO+bSV0KQtaGmYrKUNLcmhnEs3iZIGuxQiBhU+ MhQUAQTVc24eURU25UoxWSlu1skIBCTDmrelndH/WZDSdS9aV+IOE1fBRKLOG8GfS/6g16g8LQ8B2ir2h+rxoe9/ojr9c/OTGk33FBMnkG08Eacd/7stc/HvXg39CeEpJOc5HSNm9/BGkh64tjQzmOlyspSLhv/6TppT7koOxgZeJyaaye27YuE5r6djYqNdz2nnm324XrYd8b9T3vcnj48lVz8Xec T53PnS8cz3nhvHTOnakzc7Dzk/Ob84fzZ+e283Pnl86vtfTxo6bOJ86Dp/P7P6NQRwY=</latexit>
scalar
products
<latexit sha1_base64="FbuFCSJh2mV7BdI6fKAwNV HT/Hw=">AAAI7XichZVNbyM1GMdnl5cN4WW7cIPLiKoSh2yUCSnbA0KrpaI9JDRFDV2pk408HicziseeejxpIms kPgRHxBGOcOab8G145i11bRAjZeJ5fn8/fvvbDlIaZ3Iw+PvR47fefufdJ533uu9/8OFHTw+effxjxnOByQxzys XrAGWExozMZCwpeZ0KgpKAkutg/W3JrzdEZDFnV3KXknmCVixexhhJCC0OPvUxYZKImK26EaLc9X0XGJRWi4PDQ X9QPa5d8JrCodM808WzJ3/5Icd5AhkxRVl24w1SOVdIyBhTUnT9PCMpwmu0IjdQZCgh2VxVgyjcI4iE7pIL+DHp VlG9hkJJlu2SAJQJklFmsjLYC5J/wze5XJ7MVczSXBKG67aWOXUld8tJccNYECzpDgoIixi66+IICYRhZrLukZu zWELGkCz9KEmx8nvRG/XcK/ye8kXiTlJcFC3OcqbxyUL5POTynjf1taqVFDgjd5gnCWKh8iEeFf/Rjq6L98L/Sw j9epBR75ku/BpEFLFVtWCC6OgbQKJFOhARD4BxcFppxCpQLBJDdZEU5YuskI2CPQpMNN4jfwzGDpGVlu0VKhmY4 7kINBzYeKzhpoFSdOSOUUoRJi5PiUCyNGO5gBSiymcooOjNsLiPZbdtdNREY12qng8L8J0bs3I3kjZ5t5ZOQDh Z+JJspZrS1ivbJVTfbJv4soybK3IBfS/tjhFVF+bQZhqcmfCUUA2fmvhKg1cmvNTgpWU0DU5MiM81em7SMw2eFZ b9phqe2nis4XE5V0fuBnY1hx1sKDfFjTdXfpCoQ2ufbEhREWKBdQ3WFkhrkFrgtga3FhA1EBbIa5Bb4K4GdxbY1 mBrgV0Ndq2bNixCUvnVa6NYcR8HHadhebby1q8tXDKqlo0Bv28mdSUIWRtmKipDSXNrZhDP4lWCrMUKgYRNjYcE AUE0jWzCyyOm3KhGKyQt29kgAYWYclb1sro/6jMbTqTqS/1Awmv4KJRYwXkz6H/VG/QGhaHhO0Rf0fxeNTzu9Ud er39yYki/44Jk8gymgzXivvdlr3886sG/oT0lJJ3mIqVt3v4I0kLWF8eGchyvIilIuG//pOmlPuSg7GBl4nJprJ 7bti4Tmvp2Nio13Paeebfbheth3xv1Pe9yePjyVXPxd5zPnM+dLxzPeeG8dM6dqTNzsPOT85vzh/Nnh3V+7vzS+ bWWPn7U1PnEefB0fv8HCfxFfQ==</latexit>
halo
catalog
<latexit sha1_base64="7arR6fXUHaKZqecsSoUFLrmx6bg=">AAAI2HichZXLbuM2FIY108u46W2mXXYjNAjQhcewUqeTR VEMJkGTAnbjFHEzReQxKIq2BVOkQlGODULosuiyXbZv0jfp2/RQF4chW1SAZep8Pw+PyJ9UlNEkl/3+348ev/X2O+8+6by39/4HH3708dNnn/yY80JgMsGccvE6QjmhCSMTmUhKXmeCoDSi5DpanWh+vSYiTzi7ktuMTFO0YMk8wUhC6DoUqX/y3cns6X6/16 8u320ETWPfa67x7NmTv8KY4yIlTGKK8vwm6GdyqpCQCaak3AuLnGQIr9CC3ECToZTkU1XVW/oHEIn9ORfwY9KvomYPhdI836YRKFMkl7nNdLAbpf+Gbwo5P56qhGWFJAzXY80L6kvu6/f340QQLOkWGgiLBMr18RIJhCXM0t6BX7BEQsaYzMNlmmEVdpdv1P OgDLtKT9Yow2XZ4rxgBh/NVMhjLu9509/oWkmBM3KHeZoiFqsQ4svyP8YxdclO+H8Joa4HGc3KTOHXIKKILaoFE8RE3wASLTKBWPIIGAdTac9VgXKWWqqLtNQ3skAuinYostFwh8IheDhGTlq2U6i0b7/PRWTgyMVDAzcDaNGBP0QZRZj4PCMCSW1GvYAUoip kKKLozWF5H8tv2+igiSamVD0/LMF3fsL0xiNt8r1aOgLhaBZKspFqTFuvbObQfb1p4nMdt1fkAmrXdseIqgv71SYGnNjwlFADn9r4yoBXNrw04KVjNAOObIjPDXpu0zMDnpWO/cYGHrt4aOChnqsDfw27msMOtpTr8iaYqjBK1b6zT9akrAhxwKoGKwdkNcgc cFuDWweIGggHFDUoHHBXgzsHbGqwccC2BtvWTWu2RFKF1W2tWHkfBx2nsT5beevXFs4ZVfPGgN83k7oQhKwsM5WVoaS9NXOI58kiRc5ixUDipsdDgoAgmi1dwvURozeqNQrJ9DhrJKCRUM6qKqvvR31mw4lUPakfSHwND6USCzhv+r2vuv1uv7Q0fIvoK1rcq w6Pur1B0O0dH1vSb7kguTyD6WCNuBd82e0dDbrwb2lPCcnGhchom7c3gLSQ9cWRpRwmi6UUJN6Nf9xUab5ypAusTKyXxqnctbVOaOvb2ajU8LUP7G+727g+7AWDXhBcDvZfvmo+/B3vM+9z7wsv8F54L71zb+xNPOytvN+8P7w/Oz91fu780vm1lj5+1PT51H twdX7/Bz+HPR4=</latexit>
CIC
<latexit sha1_base64="fnPeaEFMK3rzPNXefZi6/OVM6tc=">AAAI2nichZVNj+M0GMezy8uW4W0XjlwiRiNx6FbN0GHng NBqGTFzaJkOmtJFzWzlOG4b1bEzjtNpZeXAEXGEI3wRvgnfhsd56XhsEJGaOs/v78dP7L+dKKNJLvv9vx89fuvtd9590nnv4P0PPvzo46fPPvkx54XAZII55eJ1hHJCE0YmMpGUvM4EQWlEyTRaf6v5dENEnnB2LXcZuUnRkiWLBCMJoZ+m83AI4hjNnx72e/ 3q8t1G0DQOveYaz589+SuMOS5SwiSmKM9nQT+TNwoJmWBKyoOwyEmG8BotyQyaDKUkv1FVxaV/BJHYX3ABPyb9Kmr2UCjN810agTJFcpXbTAe7UfpveFbIxemNSlhWSMJwPdaioL7kvp4BP04EwZLuoIGwSKBcH6+QQFjCPB0c+QVLJGSMySJcpRlWYXf1Rj0 PyrCrQpH6owyXZYvzghl8NFchj7m8501/o2slBc7IHeZpilisQoivyv8Yx9Qle+H/JYS6HmQ0KzOFX4OIIrasFkwQE30DSLTIBGLFI2AcbKVdVwXKeWqpLtNS38gSuSjao8hGwz1qjOmkZXuFSvv2+1xGBo5cPDRwM4AWHflDlFGEic8zIpDUZtQLSCGqQoYi it4cl/ex/LaNDppoYkrV8+MSfOcnTG890iY/qKUjEI7moSRbqca09cp2Ad032ya+0HF7RS6hdm13jKi6tF9tYsCJDc8INfCZja8NeG3DKwNeOUYz4MiG+MKgFzY9N+B56dhvbOCxi4cGHuq5OvI3sKs57GBLuSlnwY0Ko1QdOvtkQ8qKEAesa7B2QFaDzAG3N bh1gKiBcEBRg8IBdzW4c8C2BlsH7Gqwa920YSskVVjdNoqV93HQcRrrs5W3fm3hglG1aAz4fTOpS0HI2jJTWRlK2lszh3ieLFPkLFYMJG56PCQICKLZyiVcHzF6o1qjkEyPs0ECGgnlrKqy+n7UZzacSNWT+oHEU3golVjCedPvfdXtd/ulpeE7RF/R4l51fN LtDYJu7/TUkn7HBcnlOUwHa8S94Mtu72TQhX9Le0ZINi5ERtu8vQGkhawvTizlMFmupCDxfvzTpkrzlSNdYGVivTRO5a6tdUJb385GpYavfWB/293G9LgXDHpBcDU4fPmq+fB3vM+8z70vvMB74b30LryxN/Gwl3q/eX94f3ZmnZ87v3R+raWPHzV9PvUeXJ3 f/wFlFD5b</latexit>
W⇤
<latexit sha1_base64="WgYzlPgHTUE4siZUok9FoTqmf3w=">AAAI7HichZVNbyM1GMdnl5cN4WW7cEJcRlSVOGSjTEjZHhBaLRXtIaEpauhK nWzk8TiTUTz21ONJE1kjPgRHxBGOcOeb8G145i11bRAjZeJ5fn8/fvvbDlIaZ3Iw+PvR47fefufdJ533uu9/8OFHTw+effxjxnOByQxzysXrAGWExozMZCwpeZ0KgpKAkutg/W3JrzdEZDFnV3KXknmCIhYvY4wkhBYHn/qYMElEzKKuIGGOiev7biTicHFwOOgPqse1C15TOHSaZ7p49uQvP+Q4Ty AhpijLbrxBKucKCRljSoqun2ckRXiNInIDRYYSks1VNYbCPYJI6C65gB+TbhXVayiUZNkuCUCZILnKTFYGe0Hyb/gml8uTuYpZmkvCcN3WMqeu5G45J24YC4Il3UEBYRFDd128QgJhmJise+TmLJaQMSRLf5WkWPm91Rv13Cv8nvJF4k5SXBQtznKm8clC+Tzk8p439bWqlRQ4I3eYJwliofIhvir+o x1dF++F/5cQ+vUgo94zXfg1iChiUbVggujoG0CiRToQKx4A42C00odVoFgkhuoiKcoXiZCNgj0KTDTeI38Mvg6RlZbtFSoZmOO5CDQc2His4aaBUnTkjlFKEWwHnhKBZGnGcgEpRJXPUEDRm2FxH8tu2+ioica6VD0fFuA7N2blZiRt8m4tnYBwsvAl2Uo1pa1Xtkuovtk28WUZN1fkAvpe2h0jqi7 Moc00ODPhKaEaPjXxlQavTHipwUvLaBqcmBCfa/TcpGcaPCss+001PLXxWMPjcq6O3A3sag472FBuihtvrvwgUYfWPtmQoiLEAusarC2Q1iC1wG0Nbi0gaiAskNcgt8BdDe4ssK3B1gK7GuxaN23YCknlV6+NYsV9HHSchuXZylu/tnDJqFo2Bvy+mdRIELI2zFRUhpLm1swgnsVRgqzFCoGETY2HBA FBNF3ZhJdHTLlRjVZIWrazQQIKMeWs6mV1f9RnNpxI1Zf6gYTX8FEoEcF5M+h/1Rv0BoWh4TtEX9H8XjU87vVHXq9/cmJIv+OCZPIMpoM14r73Za9/POrBv6E9JSSd5iKlbd7+CNJC1hfHhnIcRysJN/G+/ZOml/qQg7KDlYnLpbF6btu6TGjq29mo1HDbe+bdbheuh31v1Pe8y+Hhy1fNxd9xPnM+ d75wPOeF89I5d6bOzMHOT85vzh/On52k83Pnl86vtfTxo6bOJ86Dp/P7P6SORRI=</latexit>
reduce
grid
<latexit sha1_base64="u 1UWP+8qZqRJA3XSk/SGr7Xp+5k=">AAAI2HichZVNb9s2 GMfV7qVe9tZ2x12EBQF2cAXJddagGIaiC5Yc7MUZ4rlD5 BoURVuCKVKhKMcGIew47Lgdt2+yb7JvM1IvDkNumADL1 PP78+Ej8k8qynFacN//+8HDd9597/1HvQ8OPvzo408+ff zk6Y8FLRlEU0gxZW8iUCCcEjTlKcfoTc4QyCKMZtH6W8V nG8SKlJIrvsvRPAMrki5TCLgMzXiCKNu9XDw+9D2/vly7 EbSNQ6e9Josnj/4KYwrLDBEOMSiK68DP+VwAxlOIUXUQl gXKAVyDFbqWTQIyVMxFXW/lHslI7C4pkz/C3Tqq9xAgK 4pdFkllBnhSmEwF+1H2b/i65MuTuUhJXnJEYDPWssQup6 56fzdOGYIc72QDQJbKcl2YAAYgl7N0cOSWJOUyY4yWYZL lUIT95K14FlRhX4Qsc8c5rKoOFyXR+HghQhpTfsfb/lrX Wio5QbeQZhkgsQhlPKn+Yxxdl+6F/5dQ1nUvo16ZLvxai jAgq3rBGNLRNxKxDumAJTSSjEpTKc/VgWqRGaqLrFI3t AI2ivYoMtFoj8KR9HAMrLRkrxCZb77PRaThyMYjDbcDKN GROwI5BhC5NEcMcGVGtYBYRkVIQITB20F1Fytuuuiwjaa 6VDwbVNJ3bkrUxkNd8oNGOpbC8SLkaMvFBHde2S5l9822 jS9V3FyRC1m7sjsEWFyYrzbV4NSEpwhr+NTEVxq8MuGlB i8to2lwbEJ4rtFzk55p8Kyy7DfR8MTGIw2P1FwduRu5q 6ncwYZyU10HcxFGmTi09skGVTVBFlg3YG2BvAG5BW4acG MB1gBmgbIBpQVuG3BrgW0DthbYNWDXuWlDEsBFWN82glR 3camjOFZnK+382sElwWLZGvD7dlJXDKG1YaaqNhQ3t2Yh 40W6yoC1WLEkcdvjPgGSAJwnNqHqiFEb1RgF5WqcDWCyk WJK6irr70dzZssTqX4SP6B4Jh8qwVbyvPG9r/p+368MD d0B/BqXd6rBcd8bBn3v5MSQfkcZKviZnA7Sir3ged87Hv blv6E9RSiflCzHXV5vKNPKrC+ODeUoXSWcoXg//klbpf7 KkSqwNrFaGqty29YqoanvZqNWy699YH7b7cZs4AVDLwgu B4evXrcf/p7zufOF86UTOC+cV865M3GmDnTWzm/OH86fv Z96P/d+6f3aSB8+aPt85ty7er//A+JlPcc=</latexit >
theory:
<latexit sha1_base64= "S/dWt+s70WoeKnCvxwan6IKs69g=">AAAI1nich ZXLbuM2FIY108u46W2mXXYjNAjQhcewPE4nKIpiMA 2aLOzGKeJ6gChjUBRtC6ZIhaIcG4SWRZftsn2Vvk nfpoe6OAzZogIsU+f7eXhE/qSijCa57Pf/fvT4nXf fe/9J54ODDz/6+JNPnz777OecFwKTKeaUizcRygl NGJnKRFLyJhMEpREls2j9veazDRF5wtmV3GXkJkVL liwSjCSEpjGS6Jv508N+r19dvtsImsah11yT+bMn f4Uxx0VKmMQU5fl10M/kjUJCJpiS8iAscpIhvEZLc g1NhlKS36iq2tI/gkjsL7iAH5N+FTV7KJTm+S6NQ JkiucptpoPdKP03fF3IxcmNSlhWSMJwPdaioL7kvn 57P04EwZLuoIGwSKBcH6+QQFjCHB0c+QVLJGSMyS JcpRlWYXf1Vj0PyrCrQpH64wyXZYvzghl8PFchj7 m8501/o2slBc7IHeZpilisQoivyv8Yx9Qle+H/JYS 6HmQ0KzOF34KIIrasFkwQE30HSLTIBGLFI2AcLKU dVwXKeWqpLtJS38gSuSjao8hGoz0KR+DgGDlp2V6h 0r79PheRgSMXjwzcDKBFR/4IZRRh4vOMCCS1GfUC UoiqkKGIoreD8j6W37bRYRNNTKl6PijBd37C9LYjb fKDWjoG4XgeSrKVakJbr2wX0H2zbeILHbdX5AJq1 3bHiKoL+9WmBpza8JRQA5/a+MqAVza8NOClYzQDjm 2Izw16btMzA56Vjv0mBp64eGTgkZ6rI38Du5rDDr aUm/I6uFFhlKpDZ59sSFkR4oB1DdYOyGqQOeC2Brc OEDUQDihqUDjgrgZ3DtjWYOuAXQ12rZs2bIWkCqv bRrHyPg46TmN9tvLWry1cMKoWjQF/bCZ1KQhZW2Yq K0NJe2vmEM+TZYqcxYqBxE2PhwQBQTRbuYTrI0Zv VGsUkulxNkhAI6GcVVVW34/6zIYTqXpSP5F4Bg+lE ks4b/q9r7v9br+0NHyH6Gta3KsGx93eMOj2Tk4s6 Q9ckFyewXSwRtwLXnR7x8Mu/FvaU0KySSEy2ubtDS EtZH15bClHyXIlBYn34580VZqvHOkCKxPrpXEqd2 2tE9r6djYqNXztA/vb7jZmg14w7AXB5eDw1evmw9/ xvvC+9L7yAu+l98o79ybe1MNe4v3m/eH92Zl1ys4 vnV9r6eNHTZ/PvQdX5/d/AA7PPLI=</latexit>
data:
<latexit sha1_base64="OoNgfNz6yfWq/kkUrvZHvHlmsCk=">AAAI 93ichZXbbiM1GMdnl8OGcOrCJTcjStEizUaZkrK9QGgFhfYiISlq6UqdNPLMOMkoHnvq8aSJLL8AD8El4hIu2TfhbfjmlLo2iJEy8fx/f38+fbb DjCS56Pf/fvT4jTffevtJ553uu++9/8GHe08/+jlnBY/wZcQI469ClGOSUHwpEkHwq4xjlIYEX4Wr70p+tcY8Txi9ENsMT1O0oMk8iZAAabb32ee BDMJUjtSNfEa/UIHy3CDogjq+kQFP3SFIs739fq9fPa5d8JvCvtM8k9nTJ6+DmEVFiqmICMrza7+fialEXCQRwaobFDnOULRCC3wNRYpSnE9lNR zlHoASu3PG4UeFW6l6DYnSPN+mIThTJJa5yUrRC9N/w9eFmB9PZUKzQmAa1W3NC+IK5pbT48YJx5EgWyigiCfQXTdaIo4iAZPYPXALmgiIGON5s EyzSAbe8kY+91XgVbM1yiKlWpwXVOOjmQxYzMQ9b+prVSsrcIrvIpamiMYyAH2p/qMd3ZfsjP8XEPr1IKLeM934NZgIootqwTjW0TeAeIt0wJcs BMYg58qUrAQ1Sw3XOFXlCy+QjcIdCk003KFgCCkeIyss3Tlk2jfHMw41HNp4qOGmgdJ04A5RRlCEXZZhjkSZjOUCElBlQFFI0M2hutfy21YdNGqi W+XzQwV55ya03Je4Dd6trSMwjmaBwBshJ6TNlc0cqq83jT4vdXNFxtD3Mt0jROTYHNqlBi9NeIKJhk9MfKHBCxOea/DcSjQNjkwYnWn0zKSnGjx VVvpNNDyx8VDDw3KuDtw17GoGO9hwrtW1P60OwH1rn6yxqgi2wKoGKwtkNcgscFuDWwvwGnALFDUoLHBXgzsLbGqwscC2Bts2m9Z0iYQMqtdaUn Wvg4+RuDxbWZuvLZxTIudNAv7YTOqCY7wykklVCSXMrZmDnieLFFmLFQOJmxoPCQKCSLa0CSuPmHKjGq3grGxnjTgUEsJo1cvq/qjPbDiRqi/5E 46v4ENJvoDzpt/7yut7fWV42BaRb0lx7zo88noD3+sdHxvWHxjHuTiF6aCNued/6fWOBh78G94TjLNJwTPSxu0NICxEfXFkOIfJYik4jnftHze91 Icclh2skrhcGqvndlqXAU1/OxuVG25737zb7cLVYc8f9Hz/fLD/8vvm4u84nzifOs8c33nhvHTOnIlz6UTOL84fzl/O686m82vnt87vtfXxo6bO x86Dp/PnP+LlSNU=</latexit>
{M (n)},
{OL}
<latexit sha1_base64="KoNUokwFgW0KxT3b9rLS7nf/+XE=">AAAI1nichZVNb9s2GMfVdlvd7K3tjr0ICwLs4BpW5qw5DEOxZU0O9uwM8Vwg cg2Koi3BFKlQlGOD4HHocTtuX2XfZN9mpF4chtwwAZap5/fnw0fkn1SU47Tg/f7fDx4++uDDjx53nhx8/Mmnn33+9NnzXwpaMoimkGLK3kagQDglaMpTjtHbnCGQRRjNovUPms82iBUpJVd8l6N5BlYkXaYQcBWahmIcysXTw36vX12+2wiaxqHXXJPFs8d/hTGFZYYIhxgUxXXQz/lcAMZTiJE8CM sC5QCuwQpdqyYBGSrmoqpW+kcqEvtLytSPcL+Kmj0EyIpil0VKmQGeFDbTwW6U/Ru+LvnydC5SkpccEViPtSyxz6mv396PU4YgxzvVAJClqlwfJoAByNUcHRz5JUm5yhijZZhkORRhN3knXgYy7IqQZf4oh1K2uCiJwUcLEdKY8jve9De6VlLFCbqFNMsAiUWo4on8j3FMXboX/l9CVde9jGZlpvBbJ cKArKoFY8hE3ynEWmQCltBIMaospR1XBeQis1TjTOobWgEXRXsU2Wi4R+FQOTgGTlqyV4isb7/PODJw5OKhgZsBtOjIH4IcA4h8miMGuDajXkCsoiIkIMLg3bG8ixU3bXTQRFNTKl4eS+U7PyV626E2+UEtHSnhaBFytOVigluvbJeq+2bbxJc6bq/IWNWu7Q4BFmP71aYGnNrwDGEDn9n4yoBXNrw 04KVjNAOObAgvDHph03MDnkvHfhMDT1w8NPBQz9WRv1G7mqodbCk38jqYizDKxKGzTzZIVgQ5YF2DtQPyGuQOuKnBjQNYDZgDyhqUDritwa0DtjXYOmBXg13rpg1JABdhddsIIu/iSkdxrM9W2vq1hUuCxbIx4E/NpK4YQmvLTLIyFLe3ZqHiRbrKgLNYsSJx0+M+AYoAnCcuofqI0RvVGgXlepwNYK qRYkqqKqvvR31mqxOpehI/o3imHqRgK3Xe9HvfdPvdvrQ0dAfw97i8Ux2fdHuDoNs7PbWkbyhDBT9X00EacS/4uts7GXTVv6U9QyiflCzHbd7eQKVVWV+dWMphuko4Q/F+/NOmSvOVI11gZWK9NE7lrq11QlvfzkalVl/7wP62u43ZcS8Y9ILgcnD4+sfmw9/xXnhfel95gffKe+1deBNv6kEv9X7z /vD+7Mw6svNr530tffig6fOFd+/q/P4Per484g==</latexit>{O}
<latexit sha1_base64="Q5vvGJU1roU4Lk8HAWpeywhKYu8=">AAAI4nichZVNbyM1GMdnl5cN5WW7cOQyoqrEITvKlJTtAaEVFNpDQlLU0JU6 aeTxeJJRPPbU40kTWf4AHBFHOMKX4JvwbbDnpXVtECMlcZ7f34+fsf+24wJnJR8M/n7y9K2333n3We+9vfc/+PCj5/svPv6ppBWDaAYppuxNDEqEM4JmPOMYvSkYAnmM0VW8/lbzqw1iZUbJJd8VaJ6DJcnSDAKuQov955GY3IiI5T5DiYzkYv9gEAzqx3cbYds48Npnunjx7K8oobDKEeEQg7K8Dg cFnwvAeAYxkntRVaICwDVYomvVJCBH5VzUlUv/UEUSP6VMfQj366jZQ4C8LHd5rJQ54KvSZjrYj/N/w9cVT0/mIiNFxRGBzVhphX1OfT0TfpIxBDneqQaALFPl+nAFGIBczdfeoV+RjKuMCUqjVV5AEfVXN+JlKKN+PV/jAkrZ4bIiBh8vREQTyh9429/oWksVJ+gO0jwHJBGRiq/kf4xj6rJ74f8lV HU9ymhWZgq/UiIMyLJeMIZM9LVCrEMmYCsaK0aVvbT76oBc5JZqkkv9hZbARfE9im00ukfRSLk5AU5acq8Q+cB+n0ls4NjFIwO3A2jRoT8CBQYQ+bRADHBtRr2AWEVFRECMwc2RfIiVt1102EYzUypeHknlOz8jeguiLvleIx0r4XgRcbTlYoo7r2xT1X2zbeOpjtsrMlG1a7tDgMXEfrWZAWc2PEX YwKc2vjTgpQ0vDHjhGM2AYxvCc4Oe2/TMgGfSsd/UwFMXjww80nN16G/UrqZqB1vKjbwO5yKKc3Hg7JMNkjVBDlg3YO2AogGFA24bcOsA1gDmgKoBlQPuGnDngG0Dtg7YNWDXuWlDVoCLqP7aCCIf4kpHcaLPVtr5tYMpwSJtDfhDO6lLhtDaMpOsDcXtrVmqeJktc+AsVqJI0vZ4TIAiABcrl1B9xO iNao2CCj3OBjDVyDAldZX1/dGc2epEqv+JH1Fypf5IwZbqvBkEX/YH/YG0NHQH8De4elAdHfeDYdgPTk4s6feUoZKfqekgrTgIv+gHx8O++rW0pwgV04oVuMsbDFValfXVsaUcZcsV1zdwN/5JW6X5yrEusDaxXhqnctfWOqGt72ajVqvbPrTvdrdxdRSEwyAML4YHr79rL/6e96n3mfe5F3qvvNfe uTf1Zh70Ku837w/vzx7s/dz7pfdrI336pO3ziffo6f3+D7XSQWM=</latexit>
{Ored}
<latexit sha1_base64="C3wjbe8fvhiv9/4pCa1Il9VgHYc=">AAAI1XichZVNb9s2GMfV7qVu9tZux16EBQF2UA0pc9ociqHYsiUHe3GGuCkQ uQZF0ZJgilQoyrHB6TbsuB23z7Jvsm8zUi8OQ26YAMvU8/vz4SPyTyoqcFZy3//7wcP33v/gw0eDx3sfffzJp589efr5m5JWDKIZpJiytxEoEc4ImvGMY/S2YAjkEUZX0eo7xa/WiJUZJZd8W6B5DhKSLTMIuAqF8SJZPNn3h35zuXYj6Br7TndNF08f/RXGFFY5IhxiUJbXgV/wuQCMZxCjei+sSl QAuAIJupZNAnJUzkVTbO0eyEjsLimTP8LdJqr3ECAvy20eSWUOeFqaTAW9KP83fF3x5fFcZKSoOCKwHWtZYZdTV728G2cMQY63sgEgy2S5LkwBA5DLKdo7cCuScZkxRsswzQsoQi99J54HdeiJkOXupIB13eOyIhqfLERIY8rveNdf69pIJSfoFtI8ByQWoYyn9X+Mo+uynfD/Esq67mXUK9OFr6QIA 5I0C8aQjr6RiPVIByylkWRUOkoZrgnUi9xQnee1uqEE2CjaochE4x0Kx9LAMbDSkp1C5L75PueRhiMbjzXcDaBEB+4YFBhA5NICMcCVGdUCYhkVIQERBu8O67tYedNHR10006Xi+WEtfedmRO061Cffa6UTKZwsQo42XExx75XNUnZfb7r4UsXNFTmXtSu7Q4DFuflqMw3OTHiCsIZPTHypwUsTXmj wwjKaBicmhGcaPTPpqQZPa8t+Uw1PbTzW8FjN1YG7lruayh1sKNf1dTAXYZSLfWufrFHdEGSBVQtWFihaUFjgpgU3FmAtYBaoWlBZ4LYFtxbYtGBjgW0Ltr2b1iQFXITNbS1IfReXOopjdbbS3q89XBIslp0Bf+wmNWEIrQwz1Y2huLk1SxkvsyQH1mLFksRdj/sESAJwkdqEqiNGbVRjFFSocdaAyU aGKWmqbL4f7ZktT6TmSfyE4iv5UAuWyPPGH77wfM+vDQ3dAvwtru5Uh0fecBR4w+NjQ/oDZajkp3I6SCceBl97w6ORJ/8N7QlCxbRiBe7zDkcyrcz68shQjrMk5QzFu/GPuyr1V45UgY2J1dJYldu2VglNfT8bjVp+7QPz2243rg6HwWgYBBej/dffdx/+gfPM+dL5ygmcl85r58yZOjMHOqnzm/OH 8+fgzeDnwS+DX1vpwwddny+ce9fg938AURA8Xw==</latexit>
 g
<latexit sha1_base64="lpM881xCw4aCvdybXiQeJFR0pVw=">AAAI33ichZXLbuM2FIY108t40ttclt0IDQJ04TGs1OlkMSgG00yThd04RdwM EDkuRdG2YIpUKMqxQWjbZdFlu2wfo2/St+mhLglDtqgA2/T5fh4ekT/JKKNJLvv9vx88fO/9Dz581Hm889HHn3z62ZOnz37MeSEwmWBOuXgXoZzQhJGJTCQl7zJBUBpRchGtvtX8Yk1EnnB2LrcZmaZowZJ5gpGE0FUYzxZXKhSpL0hczp7s9nv96vHdRtA0dr3mGc+ePvorjDkuUsIkpijPL4N+Jq cKCZlgSsqdsMhJhvAKLcglNBlKST5VVdmlvweR2J9zAR8m/Spq9lAozfNtGoEyRXKZ20wHu1H6b/iykPPDqUpYVkjCcD3WvKC+5L6eBj9OBMGSbqGBsEigXB8vkUBYwmTt7PkFSyRkjMk8XKYZVmF3eaVeBGXYrWZrlOGybHFeMIOPZirkMZd3vOlvdK2kwBm5wTxNEYtVCPFl+R/jmLrkVvh/CaGue xnNykzhKxBRxBbVggliom8AiRaZQCx5BIyDt7T1qkA5Sy3VaVrqL7JALopuUWSj4S0Kh2DlGDlp2a1CpX37fU4jA0cuHhq4GUCL9vwhyijCxOcZEUhqM+oFpBBVIUMRRVf75V0sv26jgyaamFL1Yr8E3/kJ0/uPtMl3aukIhKNZKMlGqjFtvbKZQ/f1ponPddxekVOoXdsdI6pO7VebGHBiwyNCDXx k43MDntvwzIBnjtEMOLIhPjHoiU2PDXhcOvYbG3js4qGBh3qu9vw17GoOO9hSrsvLYKrCKFW7zj5Zk7IixAGrGqwckNUgc8B1Da4dIGogHFDUoHDATQ1uHLCpwcYB2xpsWzet2RJJFVZfa8XKuzjoOI312cpbv7ZwzqiaNwb8vpnUhSBkZZmprAwl7a2ZQzxPFilyFisGEjc97hMEBNFs6RKujxi9Ua 1RSKbHWSMBjYRyVlVZ3R/1mQ0nUvVP/UDiC/hTKrGA86bf+7rb7/ZLS8O3iL6hxZ1q/6DbGwTd3uGhJf2OC5LLY5gO1oh7wVfd3sGgC7+W9oiQbFyIjLZ5ewNIC1lfHljKYbJYSn3/tuMfNlWarxzpAisT66VxKndtrRPa+nY2KjXc9oF9t7uNi/1eMOgFwdlg9/Xb5uLveJ97X3hfeoH30nvtnXhj b+JhT3i/eX94f3Z+6vzc+aXzay19+KDp89y793R+/wc53kCv</latexit>
 redg
<latexit sha1_base64="C7cLky1bCpFLxR6pI8wyMvv27MA=">AAAI13ichZVNbyM1GMdnl5cN5W0XjlxGVJU4ZKNMN2V7QGgFhfaQ0BQ120qd bOTxOMkQjz31eNJE1nBEHOEIH4Vvwrfh8bykrg1ipCTO8/v78TP233aU0SSX/f7fjx6/9fY77z7pvLf3/gcffvTx02efvM55ITCZYE65uI5QTmjCyEQmkpLrTBCURpRcRatvNb9aE5EnnF3KbUamKVqwZJ5gJCH0OsyTRYpmT/f7vX71+G4jaBr7XvOMZ8+e/BXGHBcpYRJTlOc3QT+TU4WETDAl5V 5Y5CRDeIUW5AaaDKUkn6qq3NI/gEjsz7mAD5N+FTV7KJTm+TaNQJkiucxtpoPdKP03fFPI+fFUJSwrJGG4HmteUF9yX7++HyeCYEm30EBYJFCuj5dIICxhkvYO/IIlEjLGZB4u0wyrsLt8o54HZdhVoUj9UYbLssV5wQw+mqmQx1ze86a/0bWSAmfkDvM0RSxWIcSX5X+MY+qSnfD/EkJdDzKalZnCr 0BEEVtUCyaIib4GJFpkArHkETAOntKWqwLlLLVU52mpv8gCuSjaochGwx0Kh2DhGDlp2U6h0r79PueRgSMXDw3cDKBFB/4QZRRh4vOMCCS1GfUCUoiqkKGIojeH5X0sv22jgyaamFL1/LAE3/kJ0/uOtMn3aukIhKNZKMlGqjFtvbKZQ/f1ponPddxekXOoXdsdI6rO7VebGHBiwxNCDXxi40sDXtr wwoAXjtEMOLIhPjPomU1PDXhaOvYbG3js4qGBh3quDvw17GoOO9hSrsubYKrCKFX7zj5Zk7IixAGrGqwckNUgc8BtDW4dIGogHFDUoHDAXQ3uHLCpwcYB2xpsWzet2RJJFVZfa8XK+zjoOI312cpbv7ZwzqiaNwb8oZnUhSBkZZmprAwl7a2ZQ7y6S5zFioHETY+HBAFBNFu6hOsjRm9UaxSS6XHWSE AjoZxVVVb3R31mw4lU/VM/kvgK/pRKLOC86fe+7Pa7/dLS8C2i39DiXnV41O0Ngm7v+NiSfs8FyeUpTAdrxL3gRbd3NOjCr6U9ISQbFyKjbd7eANJC1pdHlnKYLJZSkHg3/nFTpfnKkS6wMrFeGqdy19Y6oa1vZ6NSw20f2He727g67AWDXhBcDPZffddc/B3vM+9z7wsv8F56r7wzb+xNPOz95P3m /eH92bnu/Nz5pfNrLX38qOnzqffg6fz+D0hHPVo=</latexit> 
Figure 1. Flowchart of the steps involved in the computation of the forward model and likelihood.
Three different grids are involved: Ng is chosen to have a Nyquist frequency equal to or larger than
nΛ, where n is the order in perturbations of the forward model or bias expansion, whichever is larger;
NCICg = 512 is fixed; and N redg has a Nyquist frequency equal to Λ (Eq. (2.9)). Both real and Fourier
representations are involved on each grid.
set of Eulerian bias operators. These derivatives could equivalently be added in Lagrangian
space. However, since the displacement is the most costly operation, it is more efficient to
generate these new terms after the displacement. For each pair of operators O,O′ in the set
of Eulerian operators, we add
∇2xO, ∇xO′ ·∇xO, O′∇2xO (if O 6= O′) (3.11)
to the set of operators. This set is chosen to be linearly independent (hence we exclude
O∇2xO), and to capture a majority of higher-derivative operators. It does not capture the
complete set of higher-derivative operators at second and higher order in perturbations how-
ever (see [40] for details). We then repeat this application of derivatives recursively until all
relevant operators are included.
The relevance of a given operator O which starts at n-th order in perturbations, involves
2m derivatives, and k stochastic fields is given by [35]
(O) =
( Λ
kNL
)n(3+nL)/2
(ΛR∗)2m(P {0}ε Λ3)k/2, (3.12)
where nL ≡ d lnPL(k)/d ln k
∣∣∣
k=Λ
is the linear power spectrum slope at the cutoff Λ. The
index k is either 0 (for operators appearing in δg,det) or 1 (for those appearing in the variance).
Specifically, we determine the minimum relevance by selecting a value of o as the max-
imum order of operators with no additional derivatives appearing in δg,det, and then include
all higher-derivative operators that have the same or higher relevance in δg,det. Similarly,
one would include all operators that, for k = 1, have the same or higher relevance in the
variance. As mentioned in Sec. 2, we do not include stochastic operators for results in this
paper however. We will show results for o = 3, 4, 5.
In order to be able to easily compare results at different values of the cutoff Λ and
redshift z, we evaluate Eq. (3.12) at fixed parameter values, namely
z = 0; kNL = 0.25hMpc−1; Λ = 0.14hMpc−1; R∗ = 5h−1Mpc. (3.13)
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Order Leading bias operators Higher-derivative operators Total number of operators
o = 3 [7, Eq. (3.6)] ∇2δ 8
o = 4 [15, Eq. (3.6)] ∇2δ, (∇δ)2, ∇2O(2) [4] 19
o = 5 [29] [13] 42
Table 1. Number of relevant operators at each order, following Eq. (3.12) and Eq. (3.13). The
numbers in brackets give the total number of operators in each case. O(2) stands for the two second-
order bias operators (second line in Eq. (3.6), but after displacement to Eulerian space).
The value of R∗ is a reasonable compromise given the Lagrangian radii of the halo samples
considered, while Λ = 0.14hMpc−1 represents the middle of the range in cutoff values we
will consider below. With these values, we obtain the sets of relevant operators given in
Tab. 1. In case of o = 5, we only list the total number of operators. Clearly, they multiply
rapidly toward higher order. Notice that the non-Gaussianity of the noise field, which we
neglect in the Gaussian likelihood of Eq. (2.3), only becomes formally relevant at o = 6 [35].
4 Likelihood implementation details
We now describe the numerical details of the implementation of the real-space likelihood
on a grid. Following the likelihood derived in [39], we generalize Eq. (2.3) to include a
position-dependent variance σ2(x). As input, we take the data δg(x), which in our case is
obtained from assigning a rest-frame halo catalog at a given redshift, and the set of Eulerian
bias operators O(x) constructed from the fixed initial conditions δin (but varying σ8, which
is implemented as described below). The steps for the computation of the likelihood thus
start from the boxes labeled with {O} and δg in the flowchart Fig. 1. The operator fields,
combined with the bias parameters bO, yield the deterministic field δg,det[{bO};σ8; δin]. The
set of nuisance parameters consists of the bO as well as the parameters entering the variance
σ2; for this paper, this is only a single parameter σ0, as discussed below.
As discussed in Sec. 2, we first reduce all grids, i.e. δg(x), δg,det(x), σ(x), from the base
grid resolution Ng to N redg , where the Nyquist frequency of the reduced grid matches the
cutoff Λ (Eq. (2.9)). This reduction is done in Fourier space and requires some care to ensure
the modes are properly mapped on the Nyquist planes (see Appendix B). While in Fourier
space, we also set the k = 0 mode in each operator as well as the data to zero, ensuring
that all fields have vanishing mean. After the reduction, we then perform an inverse Fourier
transform on the reduced grids, and evaluate the likelihood in real space:
−2 lnP(δg|{bO}, σ0;σ8; δin) =
Nredg∑
x
(δg(x)− δg,det[{bO};σ8; δin](x))2
[σ(x)]2
+ Nmodes(N redg )3
Nredg∑
x
ln
(
2pi
N6g
(N redg )3
[σ(x)]2
)
. (4.1)
Notice that no explicit cutoff is necessary in the likelihood, since only modes with |ki| ≤ Λ
are represented on the grid. The normalization requires some explanation. First, we scale it
from the number of real-space grid points (N redg )3 to the actual number of independent modes
Nmodes computed as described in Appendix B. Further, we add a rescaling factor N6g /(N redg )3,
with which the log-likelihood for a constant σ field returns the same value it would when
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evaluating the likelihood in Fourier space on a grid of size Ng. This is mostly done in order
to cross-check the equivalence with the Fourier-space formulation; one can equivalently set
Ng = N redg in this term without any impact on the inference, as it is an additive constant.
Eq. (4.1) is straightforward to evaluate, however still explicitly depends on the bias
parameters, which requires one to search for a maximum in a high-dimensional parameter
space. As shown in [34] and [39], it is possible to analytically marginalize over the bias
parameters; this is because the log-likelihood Eq. (4.1) is a quadratic polynomial in the bias
parameters (they enter linearly in δg,det). In the case that all bias parameters are marginalized
over (in the notation of the above references, µ→ 0), the likelihood becomes
−2 lnP(δg|σ0;σ8; δin) = C −
∑
O,O′
BO(A−1)OO′BO′ + ln detA
+ Nmodes(N redg )3
Nredg∑
x
ln
(
2pi
N6g
(N redg )3
[σ(x)]2
)
+ ln det Cprior , (4.2)
where
C(σ0) =
Nredg∑
x
1
[σ(x)]2
(
δg(x)
)2 (4.3a)
BO(σ0;σ8; δin) =
Nredg∑
x
δg(x)O(x)
[σ(x)]2 +
∑
O′
(C−1prior)OO′b
prior
O′ (4.3b)
AOO′(σ0;σ8; δin) =
Nredg∑
x
O(x)O′(x)
[σ(x)]2 + (C
−1
prior)OO′ , (4.3c)
while bpriorO and Cprior denote the mean and covariance of a Gaussian prior on the bias
parameters. While the code implementation allows for priors, for this paper we drop the
prior terms, i.e. formally send C−1prior → 0, corresponding to a uniform prior on the bias
parameters. Note that the O(x), and hence BO and AOO′ , depend on σ8 and δin via the
forward model, as well as on σ0 via the variance. In this paper, we always show results
marginalized over all bO (while Refs. [34, 38] did not marginalize over b1).
All the grid operations are straightforwardly parallelized (using OpenMP in our imple-
mentation). For the matrix operations (inverse and determinant), we use the LU decompo-
sition with full column pivoting as provided by the Eigen C++ library [47].3 Specifically, we
write ∑
O,O′
BO(A−1)OO′BO′ = B> ·X where X satisfies A ·X = B, (4.4)
avoiding the explicit computation of the matrix inverse.
The computation of the σ8 profile likelihood proceeds by finding the maximum of the
likelihood Eq. (4.2) over all free parameters for a range of of σ8 values [34]. Specifically, we
determine the maximum log-likelihood for the values
Ain ≡ σ8
σfid8
∈ {0.9, 0.95, 0.98, 1.00, 1.02, 1.05, 1.1}, (4.5)
3The matrix AOO′ is positive definite and as such lends itself to a Cholesky decomposition. However, we
have found this to be less accurate than the LU decomposition.
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which yields the profile likelihood Pprof(Ain). The different values of Ain are implemented by
rescaling the fiducial linear density field used to generate the initial conditions of the N-body
simulations by the factor Ain before constructing the LPT forward model and bias operators;
i.e., we use δin(x) = Ainδfidin (x) (hence the subscript on Ain). In order to obtain a precise
representation of δfidin (x), we have modified the initial conditions generator of Ref. [48] (which
is based on that of [49]) to write the linear density field to disk, before it is used to generate
the 2LPT particle displacements. Again, unlike the results in previous papers in this series,
the final matter density field comes out of the nLPT forward model and is not taken from
an external code or simulations. As described in [34, 38], the maximum-likelihood value Aˆin
and its error are determined through the maximum and curvature around the maximum of
Pprof(Ain).
In our case, where the initial phases and hence the bias operators constructed from them
are fixed, the only free parameters remaining in Eq. (4.2) at fixed value of σ8 (equivalently
Ain) are those entering the variance: the constant variance parameter σ0, corresponding
to the square-root of the spatial average of Pε(x), and one free coefficient for each rele-
vant stochastic operator. This maximization is done using Minuit as implemented in the
root package. Unfortunately, the profile likelihood is easily spoiled if significantly differ-
ent maximum-likelihood values of σ0 are found at different values of Ain, for example due
to numerical instabilities in the maximization; variations in σ0 at the few-percent level are
already sufficient to lead to significant noise in Aˆin. While this issue is manageable for the
o = 3 expansion, it becomes progressively worse at higher orders. For this reason, we do not
consider a field-dependent covariance here, but instead restrict the covariance to a constant,
σ2(x) = σ20. Notice that this issue should be alleviated once a full joint sampling of σ8 and
the stochastic parameters is performed, since then the likelihood is evaluated consistently at
each point in the joint parameter space. Apart from this numerical issue, we have found that
the field-dependent covariance only has a minor impact on the σ8 inference. We discuss this
in Sec. 6.1.
Finally, in order to determine the maximum-likelihood value Aˆin and its error from the
profile likelihood, we fit a quadratic polynomial to the log-likelihood, which yields Aˆin as the
point of maximum and the estimated error as the inverse square root of the curvature.
5 Results
We now present results for the maximum-likelihood value of σ8 (or equivalently As) inferred
from rest-frame halo catalogs for fixed initial phases, phrased in terms of the maximum-
profile-likelihood value Aˆin. Unbiased inference corresponds to values of Aˆin that are consis-
tent with 1 within errors. The default halo catalogs are the same as those used in [34, 38],
and are described in Appendix C; they consist of four sharp, disjoint mass bins covering the
range 1012.5−1014.5 h−1M at redshifts 0, 0.5, 1. The only difference to the samples reported
on in previous work is that we now use halos identified in N-body simulations with a starting
redshift zin = 24 instead of 99, as employed in the previous papers in this series. The reason
is discussed in Sec. 6.
Fig. 2 shows the results for the 3LPT forward model with a third-order bias expansion;
more precisely, o = 3 in the ordering described in Sec. 3.2. We show results for both simulation
realizations. Since the error bars do not take into account cosmic variance (as the phases
are fixed), the fluctuation between the two realizations gives an indication for the residual
cosmic variance. Apparently, cosmic variance is relevant (i.e. at the level of a few percent)
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Figure 2. Results on the estimated value of σ8, relative to the ground truth, as a function of cutoff
value Λ. The different panels show the four mass bins considered (with M in units of h−1M), and
each panel shows the results for three redshifts: z = 0, 0.5, 1. The results shown are for 3LPT with
an o = 3 bias expansion, and for two simulation realizations. Scatter between the two sets of points
indicates the residual cosmic variance in the measurement, which is relevant for low cutoff values.
for Λ < 0.1hMpc−1. The reported error bars, which take into account halo stochasticity,
clearly grow for the more rare high-mass halo samples at higher redshifts.
Taking into account cosmic variance, the expected convergence to Aˆin = 1 as Λ→ 0 is
seen for all masses and redshifts. Note that the inferred σ8 value never differs from the truth
by more than ∼ 4% for all our samples and all cutoff values considered. Excluding the lowest
cutoff value, which is affected most strongly by cosmic variance, as well as the highest cutoff
value Λ = 0.25hMpc−1, which is close to the nonlinear scale at z = 0, the σ8 inference is in
fact accurate to 2% or better for all samples for this third-order forward model. The rate at
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which Aˆin diverges from 1 when going to larger Λ clearly depends on halo mass and redshift.
We return to this point below when comparing results at different orders o.
Comparison to Fourier-space likelihood: before continuing, it is worth comparing
the results of the real-space likelihood to that of the Fourier-space likelihood employed in [34,
38], using the same Lagrangian forward model and bias expansion for both likelihoods in order
to restrict the comparison to the likelihood itself. This is shown in Fig. 8 in Appendix A. Note
that the real-space likelihood employs a cubic k cut, while the Fourier-space implementation
of [34, 38] employs a spherical cut. Hence, the modes used in each case are not the same, and
we do not expect exact agreement.4 In fact, the real-space likelihood employs modes with
slightly larger wavenumber, up to
√
3Λ as compared to Λ for the spherical cut; the effect of
this is visible for the lowest values of Λ, where the error bars in the Fourier-space likelihood
results are noticeably larger than the corresponding real-space ones. Given these differences,
we find very good agreement.
Effect of LPT order: Fig. 3 compares results of second- and third-order LPT (2LPT
and 3LPT, respectively), both for the o = 3 bias expansion. The results are similar, but
since 3LPT yields more power in the density field and displacement, the estimated value of
Aˆin generally moves down slightly when compared to 2LPT. In most cases, this moves Aˆin
closer to unity.
Effect of bias order: Fig. 4 compares results for 3LPT with the o = 3 (as in Fig. 2)
and the o = 4 bias expansions. For cutoffs Λ ≤ 0.1hMpc−1, the fourth-order bias terms do
not change the σ8 inference, except for the rarest halo samples where they actually appear to
lead to increased scatter; note that the o = 4 bias expansion marginalizes over 19 parameters,
compared to 8 for o = 3 (Tab. 1). For higher cutoff values, the o = 4 case does perform
somewhat better, essentially increasing the reach of the forward model of the halo density
field to smaller scales. Similar conclusions hold when going to even higher order, o = 5,
which increases the number of free parameters by another factor of 2. This trend becomes
even clearer when plotting Aˆin at fixed Λ for the different halo samples.
4We have verified that, when restricting to precisely the same modes and a constant covariance in both
cases, the results from both likelihoods agree precisely as expected following the discussion in Sec. 2.
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Figure 3. Same as Fig. 2, comparing results using 2LPT and 3LPT forward models, both with an
o = 3 bias expansion. Results for run 1 are shown here and in all following figures.
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Figure 4. Same as Fig. 2, comparing results using 3LPT forward model, with an o = 3 vs o = 4 bias
expansion.
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Figure 5. Maximum-likelihood value Aˆin−1 for all halo samples and redshifts (but for one simulation
realization only) at a fixed cutoff value. The x axis shows the combination (b1 − 1)Dnorm, where
Dnorm = D(z)/D(0) is the normalized growth factor at the redshift of the given sample. The different
panels show different cutoff values as indicated. In each panel, we show results for different forward
model/bias expansions. This gives an overview of the overall performance of different expansions at
different cutoff values.
Ain vs. bias: So far, we have discussed Aˆin as a function of cutoff Λ for individual halo
samples. Fig. 5 shows an alternative representation, where all halo mass bins and redshifts are
plotted in a single panel, but at fixed cutoff. This gives a good overview of the performance of
a given expansion order at a fixed cutoff. We choose to plot results as the fractional deviation
of the inferred σ8 value from the truth, i.e. Aˆin−1, as a function of the combination b1Dnorm
where b1 is the linear bias and Dnorm = D(z)/D(0) is the normalized growth factor at the
redshift of the given halo sample. As argued in [38], b1Dnorm is a rough indicator for the
magnitude of higher-order bias contributions (that is, higher order in perturbations rather
than derivatives). Since we marginalize over b1 here, we adopt the values for b1 reported in
[38] for the same halo samples using the third-order likelihood; this is entirely sufficient for
this purpose. The different panels in the figure show different cutoff values. Some interesting
trends can be gleaned from this representation:
• For Λ = 0.08hMpc−1, all results are consistent with Aˆin = 1 within errors; no signifi-
cant improvement is seen for higher LPT or bias orders.
• At Λ = 0.1hMpc−1, deviations start to become statistically mildly significant for the
most highly biased samples, in agreement with the conclusions of [38].
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• For Λ = 0.14hMpc−1, the deviations are now significant statistically, albeit not much
larger in magnitude; for this cutoff value, going from 2LPT to 3LPT, and from o = 3
to o = 4 bias expansions each reduce the bias in σ8 significantly. The results for o = 5
do not generally improve upon those with o = 4 for the more highly biased samples,
likely because the fifth-order contributions are still small on those scales.
• Λ = 0.2hMpc−1: Similar conclusions hold as for Λ = 0.14hMpc−1, except that the
o = 5 bias expansion now marginally improves the residuals over o = 4 as well.
To summarize, we find the expected reduction in the systematic bias on the inferred σ8
value when lowering Λ at fixed bias order, or when increasing the bias order at fixed Λ. The
exception is that for o > 3, some instabilities appear at lower values of Λ, especially for the
rare halo samples. It would be interesting to revisit this issue with full sampling instead of
the profile likelihood. In any case, we find that in all cases where these instabilities appear, a
lower-order bias expansion is sufficient to yield unbiased results to within errors (e.g., o = 3
for Λ = 0.1hMpc−1, or o = 4 for Λ = 0.14hMpc−1). Overall, it appears that not much
improvement is obtained when going beyond o = 4.
It is also worth noting that the inferred statistical errors on Aˆin at fixed Λ do not
grow significantly when going to higher orders in the expansion, despite the additional free
parameters that are being marginalized over.
6 Discussion
We now discuss investigations on issues apart from the expansion order and halo mass and
redshift presented above.
6.1 Position-dependent variance
The results shown so far are based on a constant variance field σ2(x) = σ20. At the order
in perturbations that we work in however, field-dependent terms in the variance formally
become significant. The effect of the density-dependent variance on the inference however is
essentially to upweight regions of less noise, and downweight regions with higher noise. Thus,
even if the density-dependent variance is formally relevant in perturbation theory, we expect
the constant-variance case to be merely suboptimal, but not necessarily biased.
Fig. 6 compares results allowing for a position-dependent variance including the relevant
terms at order o = 3. Specifically, the variance field is written as the square of
σ(x) = σ0
[
1 +
∑
O
rεOO(x)
]
, (6.1)
where the sum runs over all operators that are relevant for the case considered (using
Eq. (3.12) with k = 1).
We find that for moderately biased samples, the results are compatible in most cases,
although the constant-variance results are generally less biased. More significant differences
are visible for the more highly biased samples. However, the results with position-dependent
variance are overall less stable than the constant-variance case. We attribute this to the
numerical issues discussed in Sec. 4; indeed, the profile likelihoods show several outliers for
these highly biased cases, for which the value of σ0 differs significantly between neighboring
values of Ain, which is not expected physically. It is clearly worth revisiting this issue using
a full sampling approach.
– 18 –
0.95
1.00
1.05
Aˆ
in
(z
=
0.
0)
lgM = 12.5− 13.0
0.95
1.00
1.05
Aˆ
in
(z
=
0.
5)
0.05 0.06 0.10 0.14 0.20 0.25
Λ [hMpc−1]
0.95
1.00
1.05
Aˆ
in
(z
=
1.
0)
3LPT, o = 3
same, field-dep. var.
0.95
1.00
1.05
Aˆ
in
(z
=
0.
0)
lgM = 13.0− 13.5
0.95
1.00
1.05
Aˆ
in
(z
=
0.
5)
0.05 0.06 0.10 0.14 0.20 0.25
Λ [hMpc−1]
0.95
1.00
1.05
Aˆ
in
(z
=
1.
0)
3LPT, o = 3
same, field-dep. var.
0.95
1.00
1.05
Aˆ
in
(z
=
0.
0)
lgM = 13.5− 14.0
0.95
1.00
1.05
Aˆ
in
(z
=
0.
5)
0.05 0.06 0.10 0.14 0.20 0.25
Λ [hMpc−1]
0.95
1.00
1.05
Aˆ
in
(z
=
1.
0)
3LPT, o = 3
same, field-dep. var.
0.95
1.00
1.05
Aˆ
in
(z
=
0.
0)
lgM = 14.0− 14.5
0.9
1.0
1.1
Aˆ
in
(z
=
0.
5)
0.05 0.06 0.10 0.14 0.20 0.25
Λ [hMpc−1]
0.9
1.0
1.1
Aˆ
in
(z
=
1.
0)
3LPT, o = 3
same, field-dep. var.
Figure 6. Effect of allowing for a position-dependent variance, in case of the o = 3 bias expansion.
6.2 Beyond the Einstein-de Sitter approximation
We now turn to the impact of the EdS approximation. As discussed in Sec. 3, we do not
consider additional bias terms induced beyond EdS, which appear at fourth order in per-
turbations. However, the LPT implementation incorporates general expansion histories [40],
so we can determine the effect of going beyond the EdS approximation in LPT itself, which
formally appears already at second order in perturbations, where D2 6= D2. Note that we
always use the linear growth factor D for the ΛCDM simulation cosmology. This comparison
is shown in Fig. 9 in Appendix A. Both cases agree to within fractions of a percent. We
conlude that the EdS approximation is not a significant source of systematic uncertainty at
this level.
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6.3 N-body accuracy
In any study involving simulation results, a quantification of the numerical error in the
simulations is in order. Here, we are only concerned with numerical issues that could affect
the σ8 inference; this also includes the halo finder used to construct the halo sample (we turn
to this in the next section). Given the general bias expansion that the forward model is built
on, any issue that can be captured by small-scale noise and error in the force calculation
should not lead to a bias in σ8, as all local effects are captured by bias terms and the noise
covariance.
Following this reasoning, the N-body aspects of most concern are the accuracy of the
time integration, as this could potentially affect the accurate calculation of the growth of the
large-scale perturbations, and transients from the initial conditions. We have investigated
the former effect by performing a re-simulation of our fiducial realization with increased
accuracy: specifically, we changed the Gadget2 parameters as follows:
ErrTolIntAccuracy: 0.025→ 0.01
MaxRMSDisplacementFac: 0.2→ 0.1
MaxSizeTimestep: 0.025→ 0.01 .
We have not found even a slight effect on the σ8 inference, concluding that the standard
Gadget2 precision settings employed in our fiducial simulations are entirely sufficient at the
percent level.
The conclusions are quite different for transients from the initial conditions, which in our
case are always obtained from 2LPT, leaving the choice of starting redshift zin for the N-body
simulations. This is a subtle issue, as starting later (lower zin) leads to inaccuracies due to
incorrect nonlinear evolution, while starting earlier (higher zin) leads to artefacts because of
the grid on which the particles are initially placed (“pre-initial conditions”) and the associated
noise. While the simulations initially performed for [50] were started at zin = 99, we here
choose a significantly later starting redshift of zin = 24 following the reasoning of [46, 51].
Ideally, one would use a higher-order LPT implementation to generate the initial conditions,
but we refer this to future work.5
This choice is verified by the σ8 inference, as shown in Fig. 7: there are percent-level
shifts between zin = 24 and zin = 99 in some cases, with the former results being closer to
unbiased. A systematic investigation of the best choice of starting redshift is deferred to
future work. Clearly however, systematic errors due to transients cannot be neglected when
evaluating the accuracy of the σ8 inference from perturbative approaches.
6.4 Halo sample
Following the discussion in the previous section, we do not expect the σ8 inference to depend
in any significant way on the halo finder and mass definition employed, as long as the mass is
determined from locally observable quantities, such as the density (or distance to the nearest
neighbor particle) and relative velocity of a particle with respect to the halo center. Thus,
the requirements for a σ8 inference accurate to 1% are much less stringent than, say, for a
1% measurement of the halo mass function.
As an illustration, Fig. 10 (Appendix A) shows the comparison of the σ8 results obtained
from a halo sample obtained from the Rockstar halo finder (see Appendix C for details)
5As the LPT forward model presented here is not distributed-memory capable, we cannot use it for gen-
erating the required 15363 particle grid.
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Figure 7. Effect of varying the initial redshift of the N-body simulations in which the halo samples
are identified; 2LPT is used to initialize the simulations in both cases. The blue points show the
fiducial case of zin = 24 adopted in this paper, while red points show zin = 99, corresponding to the
simulations used in previous references.
and our fiducial set. No significant differences are found. We have also performed an analysis
excluding subhalos from our fiducial sample. We again find no significant difference to the
fiducial case (only a modest fraction of our fairly high-mass halos are subhalos).
7 Conclusions
We have presented a real-space implementation of the EFT likelihood, which allows for the
straightforward incorporation of observational effects such as the survey window function.
The EFT likelihood marginalizes precisely over those parts of the likelihood P(δg|{bO, σ0}, σ8)
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of a biased tracer density field δg that are affected by nonlinear, spatially local but temporally
nonlocal structure formation. The real-space formulation was previously presented in [39],
but its actual implementation involves some subtleties in the grid reduction (Appendix B).
We presented results on the inference of σ8 from a rest-frame halo catalog using the real-space
likelihood and a new Lagrangian forward model described in detail in an upcoming paper
[40]. As in previous papers in this series, we marginalize analytically over the substantial
number of free bias parameters (up to 42).
Our numerical results, presented in Sec. 5 and perhaps best summarized by Fig. 5, fully
show the expected convergence behavior as a function of scale, for the different expansion
orders considered. Compared to the recent Ref. [38], which employed a Eulerian bias expan-
sion with an additional cutoff, the accuracy of the σ8 inference has further improved. For
cutoff values Λ ≤ 0.14hMpc−1, the residual bias in σ8 is less than 2%, and within 1% for
the majority of halo samples.
Bias models beyond cubic order, o = 4 and o = 5, further improve the σ8 inference over
the cubic expansion for higher cutoff values Λ > 0.14hMpc−1, in particular for the more
highly biased samples. Somewhat surprisingly, the bias in σ8 remains under control even
for a cutoff value of Λ = 0.25hMpc−1, which approaches the nonlinear scale. This is likely
partially explained by the fact that the small scales are already shot noise dominated for
most of the halo samples; we still generally find a reduction in the statistical error bar on
σ8 by a factor of 0.5 − 0.7 between Λ = 0.2hMpc−1 and Λ = 0.25hMpc−1 however (the
statistical error is on the order of 0.1% or less for the latter cutoff, and not visible in the
plots).
Having improved substantially on the previous results of [38], this is likely to be the
most precise inference (in terms of statistical as well as systematic error) of cosmological
parameters from purely nonlinear information in biased tracers of large-scale structure—
albeit fixing the phases and other cosmological parameters.
The connection to observations will require the incorporation of redshift-space distor-
tions and the window function. We have argued here that the latter is straightforward within
the real-space formulation. We plan to investigate this next. Regarding the former, this is
likewise straightforward within the EFT likelihood framework, by transforming the deter-
ministic field δg,det to redshift space, and incorporating the Jacobian [52]. The Lagrangian
forward model employed here is in fact ideally suited for this task. We leave an implementa-
tion of this to future work as well.
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Figure 8. Same as Fig. 2, but comparing results from real-space and Fourier-space likelihoods. Here,
a 2LPT forward model using a o = 3 bias expansion is used, corresponding to the third-order case of
[38] (but using a Lagrangian rather than Eulerian bias expansion). Results here and in all following
figures are for run 1.
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Figure 9. Effect of relaxing the assumption of the EdS approximation in the LPT forward model.
The results are essentially unchanged.
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Figure 10. Results for the same likelihood as in Fig. 2, comparing the results of the fiducial AHF halo
catalog with Rockstar halos. Note that both halo samples shown here were identified in simulations
with zin = 99.
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B Grid reduction in Fourier space
An essential step in the real-space likelihood computation is the reduction from a Fourier-
space grid with kNy  Λ to one where kNy = Λ. We now describe how this is implemented.
First, we determine the size of the reduced grid via
N redg = 2
⌊ΛLbox
2pi
⌋
, (B.1)
where the floor function reduces N redg to the next even number, which is desirable for numer-
ical reasons. Thus, the actual cutoff is slightly smaller than Λ; in practice this difference is
at most 0.006hMpc−1 for the box size considered here.
For all Fourier modes k with ki < kredNy /2, where ki denote the Cartesian components
of k, we then simply copy over the Fourier modes from the larger grid, scaling them by
the discrete FFT normalization factor (N redg /Ng)3. For these modes the Hermitianity of the
resulting field (δ(−k) = δ∗(k) for a field δ) is ensured by way of the Hermitianity of the
input field on the full grid. The modes on the Nyquist planes, for which ki = ±kredNy /2 for at
least one i = 1, 2, 3, need to be handled slightly differently, because several (nonzero) modes
of the full grid are mapped onto the same mode on the reduced grid.
First, we set the imaginary part of these modes to zero, as required for Hermitianity.
Second, we multiply the real part of each mode on the Nyquist planes by a factor
√
w, where
w counts the number of modes on the full grid that are mapped onto the given mode on the
reduced grid. Specifically,
• w = 2 for modes on the faces of the Nyquist cube (a single component ki = ±kredNy /2),
since three of the six faces are represented on the reduced grid;
• w = 4 for modes on the edges (two components ki, kj = ±kredNy /2 with i 6= j), since 3
out of 12 edges are represented on the reduced grid;
• w = 8 for the single reduced-grid mode on the corner (all three components equal
to ±kredNy /2; at the center of the reduced grid in terms of memory layout), since all 8
corners are mapped onto this mode.
This procedure ensures that, in the ensemble average, the modes on the reduced grid
have the same power as that on the full grid, which they should since all modes that are
nonzero on the full grid should be represented on the reduced grid. We have verified that for
a field δ(k), the norm ∑k |δ(k)|2 agrees to a fractional precision of order 1/N redg between the
full and reduced grids, the residual deviation being random fluctuations due to the modes on
the Nyquist planes.
Finally, we ensure the Hermitianity of the resulting field by setting δ(−k) = δ∗(k).
We do this by running only over the half-volume with kx ≥ 0, where the modes with kx <
0 are determined by the Hermitianity condition. This procedure also allows for efficient
parallelization by dividing up the kx loop over threads (where the otherwise problematic
kx = 0 plane is assigned to a single thread).
Finally, the effective number of modes on the reduced grid is
Nmodes = (N redg )3 + 3(N redg )2 + 3N redg + 1. (B.2)
– 26 –
C Halo catalogs
All numerical tests presented here are based on a set of N-body simulations analagous to those
used in [34, 38], which were presented in [50]. They are generated using GADGET-2 [49] for
a flat ΛCDM cosmology with parameters Ωm = 0.3, ns = 0.967, h = 0.7, and σ8 = 0.85, a box
size of L = 2000h−1Mpc, and 15363 dark matter particles of mass Mpart = 1.8×1011 h−1M.
Two realizations are available, which we refer to as “run 1” and “run 2.” We do not use the
simulations generated for [50], but instead have rerun them for the same initial phases but a
later starting redshift of zin = 24 instead of 99 (see Sec. 6.3).
Dark matter halos were subsequently identified at different redshifts as spherical over-
densities [53–55] applying the Amiga Halo Finder algorithm (AHF) [56, 57] with an over-
density threshold of 200 times the background matter density.
For comparison, we have also generated halo catalogs using Rockstar [58] (Sec. 6.4).
We used the same ∆ = 200b mass definition and the option STRICT_SO_MASSES.
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