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Abstract—We evaluate the Energy Efficiency-Spectral Ef-
ficiency (EE-SE) trade-off of Multiple-Input Multiple-Output
(MIMO) and Transmit Antenna Selection/Maximum Ratio Com-
bining (TAS/MRC) schemes. A realistic power consumption
model (PCM) is considered, and it is shown that using TAS/MRC
can provide significant energy savings when compared to MIMO
in the low to medium spectral efficiency region, regardless the
number of antenna elements. If the number of receive antennas
is fixed, the energy efficiency gain of using TAS/MRC becomes
even greater with the increasing number of transmit antennas.
The optimal value of spectral efficiency that minimizes the
energy consumption is obtained in closed-form, and confirmed
by numerical results. Moreover, it is also shown that considering
a non-realistic PCM can lead to mistakes when analyzing the
gain obtained by using TAS/MRC instead of MIMO.
Index Terms—Transmit antenna selection, energy efficiency,
spectral efficiency.
I. INTRODUCTION
The use of multiple transmit and receive antennas, or
multiple-input multiple-output (MIMO) systems, has been
shown to significantly improve the spectral efficiency (SE),
which has been the main performance indicator for design-
ing and optimizing wireless communication networks [1].
However, due to the increasing global concern about energy
consumption, the energy efficiency (EE) became of particular
interest [2]. From an EE point of view, the use of multiple
antennas could lead to an increased energy consumption, since
extra circuit and signal processing are required.
One of the most common assumptions in an energy efficient
design is to quantify the network performance in terms of
bits/Joule [3], [4], i.e., the maximum number of bits that can
be delivered by the network normalized by the energy needed
to deliver them. With the same goal, other metrics may also be
assumed, such as the energy/bit to noise spectral density [5],
or the throughput/energy of the network [6]. More importantly,
a fundamental requirement for EE evaluation is to use an
appropriate power consumption model (PCM). For instance,
the authors in [7]–[9] have shown the impact of considering
a realistic PCM in wireless sensor network scenarios, since,
when the nodes are closer to each other, the consumption of the
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RF circuit elements for transmitting and receiving may prevail
over the power required for transmission. On the other hand,
in the cellular networks context, the authors in [2], [10]–[12]
have shown that a realistic PCM should also consider other
important factors, such as the amplifier inefficiency, processing
and backhauling power consumption, cooling, etc., since these
factors have great impact in the overall system evaluation.
Moreover, it is known that SE and EE are usually conflicting
objectives in a wireless system, so that a unified analysis must
balance their relationship [13]. A pioneering analysis of the
EE-SE trade-off in Rayleigh fading channels appears in [5],
which received renewed interest in the last few years with the
works of [14]–[19]. An important observation in [5] is that
finding a closed-form expression for the EE as a function of
the SE is quite challenging, since this task requires an inverse
function of the capacity. Then, the authors proceed with an
approximation for the low-SE regime of the EE-SE trade-off.
Recently, a novel closed-form approximation for the EE-
SE trade-off was provided in [14], which turns out to be
more general than that in [5]. Later, the case of independent
and semi-correlated Rayleigh fading scenarios were considered
in [15]. In that work, the authors also analyze the impact
of considering a realistic PCM, while they derive closed-
form upper bounds for the EE-SE trade-off. Moreover, in
[16], distributed MIMO and co-located MIMO are compared
in terms of the EE-SE trade-off. The authors also consider
different types of PCMs and show that distributed MIMO is
more energy efficient than co-located MIMO for use at the
cell edge. In addition, extensions to cooperative [17], [18] and
automatic repeat request (ARQ) [19] scenarios were recently
investigated from the EE-SE trade-off point of view.
In terms of energy efficiency, transmit antenna selection
(TAS) appears as an interesting solution to reduce the circuitry
consumption. In TAS, the receiver must inform the transmit-
ter, via feedback, of which antenna has the best condition.
Such technique achieves the same diversity order as other
MIMO techniques employing all antennas at the transmitter
[20], while decreases the energy consumption. As shown
in [21], which compares TAS and transmit beamforming in
terms of EE in a quasi-static fading scenario, TAS is a sub-
optimal strategy under the SE point of view, however, this
fact is compensated by a higher EE. TAS is outperformed
by beamforming only at considerably large distances (when
the required transmit power prevails over the circuitry con-
sumption). The use of TAS in large MIMO scenarios has
been recently investigated in [22]. In that work, the goal is to
2improve the energy efficiency while considering two particular
scenarios, when the circuit power is comparable to the transmit
power, and when the circuit power is much smaller than
the transmit power, so that it can be ignored. Results show
that, if the circuit power is much larger than or comparable
to the transmit power, using too many extra antennas can
reduce EE, so that a subset of antennas should be used for
transmission. However, if the transmit power dominates the
circuit power consumption, the EE increases monotonically
with the number of selected antennas, so that all antennas
should be employed. Nevertheless, the trade-off between SE
and EE is not considered neither by [21], nor by [22].
In this paper we analyze the EE-SE trade-off of TAS/MRC,
which, to the best of the author’s knowledge, has not been
analyzed in the literature yet. The challenge in this analysis is
to find an expression for the inverse of the system capacity,
which we solve by resorting to closed-form approximations.
Moreover, we also obtain in closed-form the optimal spectral
efficiency value that maximizes the energy efficiency of the
TAS/MRC scheme, for a given number of antennas, which
is supported by numerical results. Our analysis shows that,
in the low to medium spectral efficiency region, TAS can be
much more energy efficient than MIMO schemes that use all
antennas, and that such advantage increases with the number
of antennas. In addition, we consider a realistic double linear
PCM, as in [14]. This model suits large-range communications
systems, so that it includes a term that scales with the transmit
power, and other that remains fixed. Our analysis shows that
considerably different conclusions would be made by not
considering a realistic PCM.
The remainder of this paper is organized as follows. In
Section II we introduce the system model and the basics of
MIMO systems capacity, the energy consumption model and
the EE-SE trade-off formulation. In Section III we present
the proposed EE-SE trade-off analysis of TAS/MRC, while
some numerical results are discussed in Section IV. Finally,
Section V concludes the paper.
Notations. We use bold upper case letters to denote matrices,
like H, and bold lower case letters to represent vectors, as
x, whose transpose conjugate is denoted by x†. log(·) is the
natural logarithm, log2(·) is the base-2 logarithm, and E[·] is
the mathematical expectation. The probability density function
(pdf) of a random variable z is represented by pz(z).
II. PRELIMINARIES
A. System Model
This work considers a wireless communication system
where each transmitter is assumed to be equipped with t
transmit antennas, while the receiver has r receive antennas.
Omitting the time index, the received signal is given by
y =
√
κHx+ n, (1)
where x ∈ Ct×1 and y ∈ Cr×1 are the t transmitted and
r received vectors, respectively, and n ∈ Cr×1 is zero-mean
additive white Gaussian noise (AWGN) with variance N0 per
dimension. The total power of the transmitted signal vector
is denoted by PTx = E[x
†x], while the path-loss between
the transmitter and the receiver is denoted by κ. The matrix
H ∈ Cr×t contains the channel fading coefficients hi,j from
transmit antenna j to receive antenna i, which are complex
Gaussian with zero mean and unity variance and assumed to
be independent and identically distributed (i.i.d.) across space
and time. Moreover, it is considered that only the receivers
have perfect channel state information (CSI). Finally, let us
also define n = max{t, r}, m = min{t, r}.
Then, the average signal-to-noise ratio (SNR) per receive
antenna can be expressed as
γ =
κPTx
N0B
, (2)
with B representing the channel bandwidth (in Hertz).
1) System Capacity for SISO: Assume for the moment a
single-input single-output (SISO) system, where both trans-
mitter and receiver are single antenna devices (t = r = 1).
The instantaneous SNR, subject to channel realization, is
γ = |h|2 γ, (3)
where h = h1,1. Moreover, the pdf of γ is [23]
pγ(γ) =
e−γ/γ
γ
. (4)
Therefore, the channel capacity is given by [24]
CSISO =
∫ ∞
0
B log2(1 + |h|2 γ) pγ(γ) dγ
=
∫ ∞
0
B log2(1 + γ)
e−γ/γ
γ
dγ.
(5)
By using the following integral solution [25, §4.222.8]∫ ∞
0
log(1 + ax)xbe−xdx =
b∑
j=0
b!
(b − j)!
[
(−1)b−j−1
ab−j
e
1
aEi
(
−1
a
)
+
b−j∑
k=1
(k − 1)!
(−a)b−j−k
]
,
(6)
where Ei(x) =
∫ x
−∞
et
t dt is the exponential integral function
(Cauchy principal value integral definition), and by doing x =
γ/γ, dx = dγ/γ, a = γ and b = 0, we obtain the SISO system
capacity as
CSISO = −B e
1/γ
log(2)
Ei
(
− 1
γ
)
. (7)
2) System Capacity for MIMO: For a MIMO system as
specified by (1), the capacity can be obtained by doing
CMIMO = E
[
B log2 det
(
Im +
γ
t
Ξ
)]
, (8)
where Im is an m×m identity matrix, and Ξ ∈ Cm×m is a
random matrix given by
Ξ =
{
HH
† t ≥ r
H
†
H t < r
. (9)
3In the case of i.i.d. Rayleigh fading channels, the MIMO
system capacity yields [15]
CMIMO = B log2
[
m!
(
γ
t
)m
Ln−mm
(
− t
γ
)]
, (10)
where Lαm(x) is the Laguerre polynomial of order m [25,
§8.970.1]
Lαm(x) =
1
m!
exx−α
dm
dxm
(e−xxm+α). (11)
Finally, for the high SNR region, it was shown in [15] that
the capacity in (10) can be approximated as
CMIMO ≈ B log2
[(
γ
t
)m
n!
(n−m)!
]
. (12)
B. Energy Consumption Model
In practice, the total power consumed by a transmitter
(referred as PTot) is composed not only of the transmission
power, but also of the power consumption related to the
circuitry hardware. Thus, in this work, we adopt the more
realistic double linear power consumption model in order to
evaluate the EE-SE trade-off. According to the aforementioned
model, the total power consumption is [14]
PTot = t(∆PPt + P0) + P1, (13)
where Pt = PTx/t is the per antenna transmit power, P0 is
the part of the power that grows linearly with the number
of transmit antennas, P1 is the part that does not depend
on the number of transmit antennas and thus remains fixed.
Alternatively, we can re-write (13) as a sum of two terms,
PTot = PV + PF, where PV = t∆PPt is the part that varies
with the transmit power, while PF = tP0 + P1 remains fixed
with respect to Pt.
C. Energy Efficiency-Spectral Efficiency (EE-SE) Trade-off
As introduced in [5], the concept of EE-SE trade-off ex-
presses the EE as a function of the SE. Let C (bits/s) be the
maximum rate of information that can be reliably transmitted
by a given system and PTot be the total consumed power for
transmitting data at this rate, then the EE can be defined as
E =
C
PTot
, (14)
which is the bit-per-Joule capacity of the system. Through the
Shannon’s capacity theorem [24], the maximum achievable
SE, or equivalently the ergodic channel capacity per unit
bandwidth (in bits/s/Hz), can be expressed as
S =
C
B
= f(γ), (15)
so that f : γ ∈ [0,+∞)→ S ∈ [0,+∞).
Next, we express the EE as a function of SE for the baseline
SISO and MIMO systems.
1) EE Upper Bound for SISO: Let us upper bound the
energy efficiency of a SISO system by considering that Shan-
non’s capacity can be achieved. Moreover, from now on we
refer to the upper bound of EE for a SISO system as ESISO.
Then, we can re-write the SISO bit-per-Joule capacity as
ESISO =
SSISOB
PTot
=
CSISO
∆PPSISO + P0 + P1
, (16)
recalling that SSISO is the achievable SE of SISO, PSISO is the
transmit power used for the SISO scheme, and that there is
only t = 1 transmit antenna.
Moreover, we can see from (2) that PSISO =
N0 B
κ γ, while
γ = f−1(CSISO), which leads to
ESISO =
CSISO
∆P
N0B
κ f
−1(CSISO) + P0 + P1
. (17)
However, let us remark that a closed-form expression for ESISO
is hard to obtain, since f−1(CSISO) requires the inverse of the
exponential integral in (7).
2) EE Upper Bound for MIMO: Similarly, we can upper
bound the energy efficiency of the MIMO system by doing
EMIMO =
SMIMOB
t (∆PPt + P0) + P1
=
CMIMO
t
(
∆P
N0B
κ f
−1(CMIMO) + P0
)
+ P1
.
(18)
However, a closed-form expression for EMIMO is also hard to
obtain, since (10) involves the Laguerre polynomial of order
m. Nevertheless, we resort to the high SNR approximation in
(12), so that
f−1(CMIMO) ≈ t
[
2SMIMO
(n−m)!
n!
] 1
m
. (19)
III. EE-SE TRADE-OFF FOR TAS/MRC
A. TAS/MRC Channel Capacity
When the Transmit Antenna Selection/Maximum Ratio
Combining (TAS/MRC) scheme is employed, only 1 out of
t transmit antennas is selected per transmission block, so that
Pt = PTx for this particular antenna. Thus, the system effective
SNR can be written as [23]
γΣ = γ max
j
r∑
i=1
|hi,j |2, (20)
where the maximum over j represents that the best out of the
t transmit antennas is selected, while the sum is the MRC
output of the r receive antennas.
Then, the average TAS/MRC channel capacity is given by
CTAS/MRC = E[B log2(1 + γΣ)]. However, since the solution
of this equation is not trivial, we resort to the same tight
approximation used in [26] for the logarithm expectation, so
that the TAS/MRC channel capacity can be approximated as
CTAS/MRC ≈ B˜
[
log(1 + µγ)−
σ2γ
2(1 + µγ)2
]
, (21)
where B˜ = B log2 e, µγ and σγ are the first moment and the
standard deviation of γΣ, respectively.
4The pdf of the instantaneous SNR seen at the receiver in a
system operating under TAS/MRC, with a given average SNR
γ, is given by [26]
pγΣ(γ) =
t e−
γ
γ
(r − 1)γ
(
γ
γ
)r−1 [
1− e− γγ
r−1∑
n=0
1
n!
(
γ
γ
)n]t−1
.
(22)
Therefore, the first moment of γΣ is
µγ =
∫ ∞
0
γΣ pγΣ(γ) dγΣ = K1 · γ, (23)
where K1 is a constant given by
K1 =
t
(r − 1)!
t−1∑
m=0
[
(−1)m
(
t− 1
m
)
×
m(r−1)∑
n=0
an(r,m)
(r + n)!
(m+ 1)r+n+1
]
,
(24)
with an(r,m) being the coefficient of x
n, n ∈ [0,m(r − 1)],
in the expansion of
(∑r−1
k=0 x
k/k!
)m
.
Similarly, the second moment of γΣ is
E(γ2) =
∫ ∞
0
γ2Σ pγΣ(γ) dγΣ = K2γ
2, (25)
where the constant K2 is
K2 =
t
(r − 1)!
t−1∑
m=0
[
(−1)m
(
t− 1
m
)
×
m(r−1)∑
n=0
an(r,m)
(r + n+ 1)!
(m+ 1)r+n+2
]
.
(26)
Then, the variance of γΣ can be simply obtained by com-
bining (25) and (23) as
σ2γ = E(γ
2)− µ2γ . (27)
Nevertheless, even though plugging (27) into (21) expresses
a good approximation to the capacity of a TAS/MRC scheme,
it remains difficult (if possible) to find its inverse with respect
to γ. Thus, aiming at a closed-form expression for the inverse
function of f−1 (CTAS/MRC), we define the following lemma.
Lemma 1. The TAS/MRC capacity can be expressed as
CTAS/MRC ≈ B˜
[
log(µγ)−
σ2γ
2µ2γ
]
= B˜
[
log(K1 γ)− K2 −K
2
1
2K21
]
.
(28)
Proof: Exploiting the fact that 1 + µγ ≈ µγ for larger
values of µγ , we further approximate (21), which yields (28).
B. EE Upper Bound for TAS/MRC
Theorem 1. The upper bound for the EE of the TAS/MRC
scheme is given by
ETAS/MRC =
CTAS/MRC
∆P
N0B
κK1
exp
(
CTAS/MRC
B˜
+
K2−K21
2K2
1
)
+ P0 + P1
.
(29)
Proof: From (28), we can isolate the average SNR γ as
γ = f−1 (CTAS/MRC) ≈ 1
K1
exp
(
CTAS/MRC
B˜
+
K2 −K21
2K21
)
.
(30)
Then, we can upper bound the bit-per-Joule capacity of the
TAS/MRC scheme as
ETAS/MRC =
CTAS/MRC
t
(
∆P
N0B
κ f
−1(CTAS/MRC) + P0
)
+ P1
, (31)
which, by plugging (30) and using the fact that t = 1 for
TAS, since only one transmit antenna is selected, leads to (29)
completing the proof.
C. Energy Efficiency Optimization
Theorem 2. The optimal spectral efficiency, which maximizes
the energy efficiency for a given number of antennas, is
S⋆TAS/MRC = log2 e·
[
W
(
e
−
K2−K
2
1
2K2
1
−1 (P0 + P1)κK1
∆PN0B
)
+ 1
]
,
(32)
where W (·) corresponds to the Lambert-W function [27].
Proof: Taking the first order derivative of (29) with
respect to CTAS/MRC yields
dETAS/MRC
dCTAS/MRC
=
∆P
N0B
κK1
(B˜ − CTAS/MRC)e
CTAS/MRC
B˜
+
K2−K
2
1
2K2
1 + B˜(P0 + P1)
B˜
(
∆P
N0B
κK1
e
CTAS/MRC
B˜
+
K2−K
2
1
2K2
1 + P0 + P1
)2 .
(33)
Then, by setting dETAS/MRCdCTAS/MRC = 0 and isolating CTAS/MRC/B,
we obtain the closed form expression for the optimal SE that
maximizes the EE, as presented in (32).
D. Energy Efficiency Gain of TAS/MRC over MIMO System
In order to evaluate when the TAS/MRC scheme out-
performs the MIMO scheme in terms of energy efficiency,
following [14] we define the energy efficiency gain as
GEE =
ETAS/MRC
EMIMO
. (34)
If an ideal theoretical PCM is considered, where only the
transmit power is taken into account, this gain is calculated as
GEE,Th =
PMIMO
PTAS/MRC
. (35)
E. Circuit Consumption Optimization
In the double linear PCM, P0 is the part of the circuit
consumption power that grows linearly with the number of
antennas and P1 remains fixed. Obviously if we minimize the
P0/P1 ratio, we lower the overall power consumption and
consequently maximize the energy efficiency. However, let us
remark that this ratio is highly dependent on the hardware
design, size of the nodes, cooling requirements and power
amplifier design and can only be varied by redesigning these
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Fig. 1. Monte Carlo simulated (Sim) exact capacity and the approximated
capacity, as given by (28) and (21), of TAS/MRC as a function of the average
SNR between TX and RX.
aspects. Nevertheless, it is worth mentioning that, although
changing this ratio is not very straightforward in practical
system, this analysis can be helpful as a design guideline for
setting desirable targets for the hardware designers.
IV. NUMERICAL RESULTS
In this section, we present some numerical results in order
to evaluate the previous analysis. In conformity to [14], the
considered systems parameters are shown in Table I.
TABLE I
SYSTEM PARAMETERS
N0 1 W/Hz P0 0− 600 W
B 1 Hz P1 225 W
κ 1 ∆P 7.25
From Fig. 1 it can be seen that the proposed approximation
in (28) for the TAS/MRC capacity gets closer to (21) when
the number of antennas increases (different antenna setups are
considered: 1×1, 2×2, 3×3 and 5×5). We also show that the
approximation in (21) agrees very well with the exact capacity
obtained by Monte Carlo simulations. In Fig. 2 the accuracy
of the TAS/MRC capacity approximation made in (28) is
evaluated in terms of the energy efficiency upper bound, by
comparing it to the EE upper bound obtained by numerically
inverting the capacity expression in (21). It can be seen that, as
the number of antennas increases, the proposed approximation
improves.
Fig. 3 presents the energy efficiency versus the spec-
tral efficiency for SISO, MIMO and TAS/MRC schemes.
It can be seen that MIMO becomes more energy efficient
than TAS/MRC for high spectral efficiency scenarios, while
TAS/MRC has advantage in the low spectral efficiency region,
since only one transmit antenna is selected at a time, and
just one transmit circuit and power amplifier is turned on
per transmission. The ratio between the fixed to total power
ratio PF/PTot for the TAS/MRC system at the threshold where
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Fig. 2. Energy efficiency upper bound for the TAS/MRC scheme, varying
the number of antennas, based on numerically inverting (Num) the capacity
expression in (21) and on the proposed formulation in (28), and for a SISO
configuration obtained by numerically inverting (7).
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Fig. 3. Energy efficiency upper bound for TAS/MRC and MIMO schemes,
based on the approximate transmit power, varying the number of antennas.
MIMO becomes more energy efficient are 57.27%, 45.37%
and 36.95% for the 2×2, 3×3 and 4×4 configurations, respec-
tively. We can see that, as the number of antennas increases,
this ratio decreases, since the power amplifier consumption
becomes dominant at the high spectral efficiency region.
The same analysis of Fig. 3 is repeated in Fig. 4, but with a
fixed small number of r = 2 receive antennas, what is a more
practical assumption regarding the user equipment. Moreover,
we defineM = t·r and we try to preserve similar values ofM
for both figures, i.e., the configurations 2× 2 (M = 4), 3× 3
(M = 9) and 4 × 4 (M = 16) of Fig. 3 will be compared
to the configurations 2 × 2 (M = 4), 4 × 2 (M = 8) and
8×2 (M = 16) in Fig. 4. The results show that the difference
between TAS/MRC and MIMO in terms of energy efficiency
becomes even greater when r is fixed. The ratio between the
fixed to total power ratio PF/PTot for the TAS/MRC system
at the threshold where MIMO becomes more energy efficient
is 43.41% with the 4 × 2 configuration, and 19.04% for the
8×2 configuration. Comparing Fig. 3 with Fig. 4, we observe
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Fig. 4. Energy efficiency upper bound for TAS/MRC and MIMO schemes,
based on the approximate transmit power, varying the number of antennas,
with r fixed.
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Fig. 5. Optimal spectral efficiency value that maximizes the energy efficiency
of the TAS/MRC System, for various number of antenna elements.
that MIMO is less energy efficient when r = 2 than when
t = r for a fixed value of M , and that the the threshold where
TAS/MRC becomes less energy efficient than MIMO occurs
in a higher spectral efficiency value, which demands higher
transmit power (increasing PV), decreasing the PF/PTot ratio.
Fig. 5 shows that the optimal EE analitically obtained in
(32) precisely matches the numerical results. Such a result can
be used as a designing tool for a network operating under the
TAS/MRC scheme, since the optimal number of antennas that
maximizes the energy efficiency can be selected previously for
a given spectral efficiency. Alternatively, for a given number
of antennas, it is also possible to obtain from (32) the spectral
efficiency value that optimizes the energy efficiency.
The gain in energy efficiency of the TAS/MRC scheme over
the MIMO scheme for various configurations of antennas is
presented in Fig. 6, considering the theoretical PCM, where
only the transmit power is taken into account. As expected,
the gain decreases as the spectral efficiency increases. A
similar analysis is presented in Fig. 7, however, considering
the double linear PCM, where the power consumed by the
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Fig. 6. Energy efficiency gain by using TAS/MRC instead of MIMO as a
function of the spectral efficiency, for various numbers of antenna elements, by
considering a theoretical power consumption model, where only the transmit
power is taken into account.
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Fig. 7. Energy efficiency gain by using TAS/MRC instead of MIMO as a
function of the spectral efficiency, for various numbers of antenna elements,
by considering the double linear power consumption model, where the circuits
power consumption is also taken into account.
circuitry is also taken into account. As expected, the gain
decreases as the spectral efficiency increases. However, since
the power consumed by the circuitry dominates the total
power consumption for the low spectral efficiency region,
in this situation the range in which the TAS/MRC scheme
outperforms the MIMO scheme in terms of energy efficiency
(the region where the gain is greater than one) is wider.
Fig. 8 shows the energy efficiency gain of TAS/MRC over
MIMO considering the theoretical PCM. We can see that
TAS/MRC scheme outperforms the MIMO scheme for low
spectral efficiency values, regardless the number of antenna
elements. As the spectral efficiency increases, as expected,
the MIMO scheme is more energy efficient than TAS/MRC.
In Fig. 9 we present results for the same setup as in Fig. 8,
but considering the double linear PCM instead, where some
interesting observations can be made. For instance, for spectral
efficiency values in the order of 2.0 bits/s/Hz, the gain of
TAS/MRC over MIMO keeps increasing with the number of
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Fig. 8. Energy efficiency gain by using TAS/MRC instead of MIMO as a
function of the number of antenna elements, for various spectral efficiency
values, by considering a theoretical power consumption model, where only
the transmit power is taken into account.
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Fig. 9. Energy efficiency gain by using TAS/MRC instead of MIMO as a
function of the number of antenna elements, for various spectral efficiency
values, by considering the double linear power consumption model, where the
circuits power consumption is also taken into account.
antenna elements, while in Fig. 8 this gain remains nearly
constant in the same interval. Another interesting fact occurs
at higher values of spectral efficiency, in the order of 9.0
bits/s/Hz, where if we keep increasing the number of antennas,
TAS/MRC becomes more energy efficient than MIMO.
Fig. 10 shows the upper bound for the EE as a function
of the P0/P1 ratio, for a fixed SE of 7.0 bits/s/Hz. As
expected, when the ratio P0/P1 grows, MIMO becomes less
energy efficient than TAS/MRC, since P0 is not multiplied
by t in (13). Also, by the same reason, when the number
of antennas increases, the threshold from which TAS/MRC is
more energy efficient than MIMO decreases. In this example,
the P0/P1 thresholds where TAS/MRC becomes more energy
efficient than MIMO are 122%, 36% and 17% for M = 4,
M = 9 and M = 16, respectively.
Finally, by fixing the number of receive antennas at r =
2, we observe in Fig. 11 that the P0/P1 threshold where
TAS/MRC becomes more energy efficient than MIMO is lower
0 50 100 150 200 250
0.005
0.01
0.015
0.02
0.025
P0
P1
(%)
E
E
(b
it
s/
Jo
u
le
)
 
 
MIMO
TAS/MRC
2x2
3x3
4x4
Fig. 10. Energy efficiency upper bound of TAS/MRC and MIMO schemes, as
a function of the number of the ratio between the part of the overhead power
that grows linearly with the number of antennas and the part that remains
fixed, for a fixed spectral efficiency value SE = 7.0 bits/s/Hz.
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Fig. 11. Energy efficiency upper bound of TAS/MRC and MIMO schemes, as
a function of the number of the ratio between the part of the overhead power
that grows linearly with the number of antennas and the part that remains
fixed, for a fixed spectral efficiency value SE = 7.0 bits/s/Hz, with r fixed.
than that of Fig. 10. This occurs since we increase t as to
maintain M similar for both cases and, thus, once P0 is
multiplied by t in the MIMO scenario, the energy consumption
increases. In this example, the P0/P1 threshold is 28% for
M = 8, and 8.8% for M = 16.
V. FINAL COMMENTS
We evaluate the energy efficiency as a function of spectral
efficiency and the number of antennas for TAS/MRC and
MIMO schemes. Moreover, the optimal spectral efficiency
value that maximizes the energy efficiency of the TAS/MRC
scheme, for a given number of antennas, is obtained in
closed-form and supported by numerical results. We show
that TAS/MRC can be more energy efficient than MIMO in
the low spectral efficiency region, and that such advantage
increases with the number of antennas. Moreover, since plac-
ing many multiple antennas only at the transmitter side may
8be more feasible in practice, once many networks are com-
posed of receivers with complexity/cost/physical dimensions
limitations, we also show that the relative energy efficiency
of TAS/MRC increases when compared to MIMO when the
number of receive antennas is fixed at r = 2. In addition,
we also show the importance of considering a realistic power
consumption model for the system analysis, since the gain
obtained by choosing TAS/MRC instead of MIMO is lower
if a theoretical PCM is considered. Our analysis also shows
that if the ratio between the part of the overhead power that
grows linearly with the number of antennas and the part that
remains fixed increases, MIMO becomes less energy efficient
than TAS/MRC, since the overhead power consumption of
TAS/MRC does not scales with the number of antennas, as
only one transmit antenna is selected at a time.
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