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内容提要: 模型设定检验是资产定价的核心环节，作为模型误设的新指标，第一 HJ 距离受到学术界的广泛关
注。然而，鲜有文献比较第一 HJ 距离和传统的误设测度的异同。本文通过系统分析第一 HJ 距离的性质，并与传
统的模型设定误差测度进行比较发现:①第一 HJ 距离将基于模型所用 SDF 的欧氏空间距离和最大定价误相联系，
有丰富的经济含义;②第一 HJ 距离关注定价误差，相较于传统的模型误设测度，倾向于选择大的零 Beta 收益率和
小的因子风险溢酬，对模型的排序有差异;③第一 HJ 距离的加权矩阵具有模型独立性和对测试资产组合选择的一
致性。
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Theoretical Analysis on the First HJ Distance
Zheng Zhenlong ＆ Sun Qingquan
Abstract: Model specification test is the key step of asset pricing，as a new model misspecification measure，the first
HJ distance has been paid much academic attention． However，little studies concentrate on the similarities and differences
between the first HJ distance and traditional measures． We analyzed the properties of the first HJ distance systematically，
and compared with the traditional model specification measure in the paper，and found that: ( 1) the first HJ distance has
linked the Euclidean space distance of the model SDF with the maximal pricing error，having ample economic meaning;
( 2) the first HJ distance focused on the pricing error，Compared with the traditional measures，the first HJ distance
intended to choose the larger zero beta rate and smaller factor risk premium，and ranked the models differently; ( 3 ) the
first HJ distance weighting matrix is model independent invariant to the test asset portfolio．
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① Hansen 和 Jagannathan( 1997) 还构造了第二 HJ 距离，为模型
SDF 和对测试资产准确定价的可行的正的 SDF 集合的最小平方距
离，由于第二 HJ 距离难以获得解析解，本文暂不讨论。
一、引言
1987 年，Hansen 和 Ｒichard 指出所有资产定价
模型都可以表示为随机贴现因子 ( SDF) 的形式。
1997 年，Hansen 和 Jagannathan ( 1997 ) 利用模型所









Wang( 1996) ，Hansen 和 Jagannathan( 1997 ) 等发现，
常见的资产定价模型都存在模型误设问题。诚然，
对特定模型的模型误设检验固然有趣，但比较不同
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Chen 和 Ludvigson( 2009) 引入 White( 2000) 的“现实
性核实法”( Ｒeality Check) ，利用 Bootstrap 重复抽
样，构 造 多 模 型 HJ 距 离 检 验 的 统 计 量 分 布。
Gospodinov 等( 2012) 利用拉格朗日乘子，为多模型
的第一 HJ 距离比较提供了另外一种思路。
从对第一 HJ 距 离 的 研 究 文 献 不 难 发 现，基
于第一 HJ 距离 的 统 计 检 验 体 系 已 渐 趋 成 熟，从
特定的模型检验，到两两模型对比，再到多模型
的比较，都 已 搭 建 了 相 应 的 统 计 分 布 特 征。然
而，已有文献对 第 一 HJ 距 离 的 性 质 的 认 识 仍 停
留于 Hansen 和 Jagannathan( 1997 ) 的研究基础之
上，鲜有文献对 第 一 HJ 距 离 的 模 型 设 定 检 验 同
已有的模 型 设 定 检 验 的 异 同 进 行 理 论 分 析。基
于此，本 文 试 图 从 线 性 资 产 定 价 模 型 的 SDF 和
Beta 设定框架出发，结合代数证明和几何图示的
方法，系统地阐述第一 HJ 距离的性质，并对比第
一 HJ 距离与现 有 的 模 型 设 定 误 差 测 度，拟 为 第
一 HJ 距离的深入研究抛砖引玉。
本文研究发现，相较于现有的模型设定误差测
度，如横截面回归误差加和测度( QC ) 和 J 统计量①，
第一 HJ 距离有无法比拟的优势，主要体现在: 首




用的 SDF 和基于测试资产的可行 SDF 集合间的最
小距离，还测度了具有单位二阶矩的资产组合的最
大定价误差; 其次，虽然第一 HJ 距离可写成横截面






















( 一) SDF 定价框架
Cochrane( 2005) 指出，任何金融资产的价格都
可以写成如下形式:
pt = Et mt+1xt+[ ]1 ( 1)
其中，pt 为 t 时 N 维金融资产价格向量，xt+1 为
该资产在 t + 1 时相应的 N 维资产回报向量，Et 为给




定价框架，则式( 1) 中，若 xt+1 为测试资产 t + 1 时的
总收益时，pt = 1N，1N 为 N 维元素均为 1 的向量; 若
xt+1 为零成本组合 t + 1 的回报，即超额收益形式，则
pt = 0N，类似地，0N 为 N 维元素均为 0 的向量。为
研究需要③，我们采用总收益率形式，且由迭代期望
法则，SDF 的条件形式可简化为无条件形式。假定
Ｒ 为 LN 的一个子集，表示测试资产的总收益率空
间，N 维资产总收益率 Ｒ 满足 Ｒ ∈ Ｒ，期望和方差





加和，该指标经转变可构造出常见的 Ｒ2、CＲST 统计量 ( Shanken，
1985) 、似然率检验统计量 ( Shanken，1986 ) 、GＲS 统计量 ( Gibbons








零 Beta 率不可识别，SDF 需要对零 Beta 率进行限定或标准化，具体
可参考 Cochrane( 2005) ，Kan 和 Ｒobotti( 2008 ) ，且不利于后文 HJ 距
离优化下的 SDF 参数和 Beta 定价式的参数比较; 二是超额收益形式
下，考虑定价误差的构造时，无风险资产必须加入测试资产集，P 并
不能为 0 向量，故总收益形式保证了全文一致性。
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可逆。若市场无套利时，必定存在严格正的随机贴
现因子( SDF) m 对 N 维资产总收益率 Ｒ 准确定价:
1N = E[ ]mＲ ，m ＞ 0，Ｒ∈ Ｒ ( 2)
若市场是完全的，m 是唯一的，否则，存在众
多的 m 满足式( 2 ) 。同时，由于任何特定模型都
是对真实数据生成过程的一种近似，假定模型所
用的 SDF( y ) 可被 K 个系统性风险因子 f 近似:
y = γ0 + γ'1 f = γ'x ( 3)
其中，x = ［1，f'］'，γ = ［γ0，γ1 '］'，E( f) = 0 。
这样，该 SDF( y ) 对测试资产定价所产生的定价误
差 e( γ) 为:
e( γ) = 1N － E［Ｒx'γ］ = 1N － Dγ ( 4)
其中，D = E[ ]Ｒx' 。
( 二) 第一 HJ 距离
Hansen 和 Jagannathan ( 1997 ) 构建了模型误设




‖y － m‖ = min
m∈Μ
E ( y － m)槡 2 ( 5)
其中 ‖X‖ = E X[ ]2
1
2 为 标 准 的 L2 模，M




{ E［( y － m) 2］+ 2λ'( E［mＲ］－ 1N) }




E［y2 － ( y － λ'Ｒ) 2］－ 2λ'1N
其中，λ 为拉格朗日乘子向量，ＲN 为 N 维实数
空间。由于模型 SDF( y ) 依赖于一些未知参数 γ，
满足 γ∈ Θ，故式( 5) 转换为对偶问题可表示为:








E［y ( γ) 2 － ( y( γ) － λ'Ｒ) 2］－ 2λ'1N ( 6)
对式( 6 ) 求解，我们分为两步: 首先，对 λ 优化
求解，并利用式( 4) 的定价误差表达式，可知:
λ^ = U－1e( γ) ( 7)
将最优的 λ^ ，即式( 7 ) 代入式( 6 ) ，可表示为 γ
的函数形式:
δ^ 2 = min
γ∈Θ
e( γ) 'U－1e( γ) ( 8)
其次，对式( 8) 进行 γ 优化，得到参数估计和第
一 HJ 距离:
γ^ = ( D'U－1D) －1 ( D'U－1 IN ) ( 9)
δ
^ 2 = IN' U－1 － U－1D D'U－1( )D －1D'U－[ ]1 IN ( 10)
这样，式( 10) 给出了第一 HJ 距离的表达式，而
式( 9) 为第一 HJ 距离条件下的最优参数估计。
( 三) 第一 HJ 距离的横截面回归形式
为了便于比较第一 HJ 距离和横截面回归误差
加和测度，我们把第一 HJ 距离写成横截面回归的
形式，在此，定义 Y = ［f'，Ｒ'］'，其均值和协方差矩
阵为:
μ = E［Y］ =
μ1
μ[ ]2 ，V = Var［Y］ =
V11?V12
V21V[ ]22 ( 11)
在式( 10) 设定下，我们获得如下表示:
U = V22 + μ2μ2 '，D = E［Ｒx'］ = ［μ2，V21 + μ2μ1 '］
假定 β = V21V
－1
11 是收益 Ｒ 为常数项和因子 f 的
回归系数，Σ = V22 － V21V－111 V12 为该回归残差的协
方差矩阵，现对 D = E[ ]Ｒx' 进行拆分:
D = E［Ｒx'］ = E［Ｒ］E［x］' + Cov( Ｒ，x') = HA
其中，H = μ2，[ ]β ，A =
1 μ1 '
0K V( )11 为非奇异矩
阵。考虑 η =
η0
η1[ ]' = Aγ，则定价误差和第一 HJ 距
离平方可表示为:
eHJ( η) = 1N － Dγ = 1N － Hη = 1N － μ2η0 － η1'β ( 12)
δ^ 2 = min
η
eHJ ( η) 'Σ －1eHJ ( η)
= IN'［Σ －1 － Σ －1H ( H'Σ －1H) －1H'Σ －1］IN ( 13)
值得注意的是，在第一 HJ 距离 δ^ 2 的最终表达
式中，对误差的加权矩阵，U－1、V－122 和Σ －1 可以互
用①，视方便确定。这样，式( 12 ) 和( 13 ) 表示了第
一 HJ 距离的横截面回归形式，可以发现，第一 HJ
距离的优化过程可分两步走: 第一步，用 Ｒ 时间序
列回归 f 和常数项，获得 β^ 和定价误差加权矩阵





^ －1 计算 δ^ 2 。
① 借鉴 Shanken( 1986) 的研究，若 Q = P + BCB'，其中 P 和 Q
为 p × p 非奇异矩阵，B 为 q × q 矩阵，C 为 q × q 非奇异矩阵，有结论:
( B'Q－1B) －1 = ( B'P－1B) －1B'P－1
Q－1 － Q－1B( B'Q－1B) －1B'Q－1 = P－1 － P－1B( B'P－1B) －1B'P－1
又由 U =  + DTD' 且 D = HA ，故:
U－1 － U － 1D( D'U－1D) －1D'U－1 =  －1 －  －1H( H' －1H) －1
H' － 1
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三、第一 HJ 距离与横截面回归误
测度的比较
( 一) Beta 表达式的横截面回归误差
Cochrane( 2005 ) 证明了 SDF 定价框架在 SDF
线性因子假定下，可表示为 Beta 定价式，这样，式
( 2) 可写成:
E［Ｒ］ = 1Nυ0 + υ'1β = Gυ ( 14)
其中，υ0 为零 Beta 收益率，υ1 为 K 风险因子的
风险溢酬向量，G = ［1N，β］，υ = ( υ0，υ'1 ) ' 。将式
( 3) 代入式( 2) 得到 E［Ｒ］的 SDF 表达式，和式( 14)
的 Beta 表 达 式 比 较，参 数 γ = ［γ0，γ1 '］' 和 υ







Cov( f，f') γ1 ( 15)
值得注意的是，在线性因子设定下，虽然两种表
达式等价，但关注的待估参数不同。Beta 表达式直
接估 计 零 Beta 收 益 率 和 因 子 风 险 溢 酬，υ =
( υ0，υ'1 ) '，而 SDF 模型估计参数为 γ = ［γ0，γ'1］' 。
由式( 15) 可知，两组待估参数相互联系，但对两组
参数的检验却受因子结构 Cov( f，f ') 影响。当所选
取因子相互正交时，Beta 设定和 SDF 设定的参数检
验是等价的，但当所选取因子并非正交时，Cov( f，
f') 会影响这两种设定形式的参数检验。Cochrane
( 2005) 建议，当因子相关时，应检验 γ1j = 0 是否成






联系? 为考察此问题，我们利用式( 14 ) ，定义横截
面回归误差①和模型设定误差测度②:
eCS ( υ) = μ2 － 1Nυ0 － υ1 'β = μ2 － Gυ ( 16)
QC = min
γ
eCS ( υ) 'Σ －1eCS ( υ) ( 17)
对比式( 12) 和式( 16) ，虽然第一 HJ 距离可表
示为横截面回归的形式，但与 Beta 定价式的横截面
回归存在本质区别: 在 Beta 定价式的横截面回归
中，我们试图寻找零 Beta 收益率 υ0 和因子风险溢酬
υ1 最小化 N 测试资产的预期收益率 μ2 的建模误差，
即 μ2 对 β 和常数项回归。然而，在 SDF 方法中，我
们关注的是利用 N 测试资产的预期收益率 μ2 和 β
的线性组合，得到一个价格去逼近实际成本 1N，因
此第一 HJ 距离衡量的是资产的定价误差。关注的









eHJ ( η) = 1N － μ2η0 － η1'β = －
1
υ0
( μ2 － 1Nυ0
－ υ'1β) = －
1
υ0
eCS ( υ) ( 18)
由式 ( 18 ) 可 知，第 一 HJ 距 离 的 定 价 误 差
( eHJ ) 和横截面回归的预期收益率误差( eCS ) 的区
别在于调整因子 － 1υ0
。同样，利用 υ 和 η 的关系，
重写 δ







( μ2 － 1Nυ0 － βυ1 ) 'Σ －1 ( μ2 － 1Nυ0 － βυ1 )
υ20
Q^ C = min
υ0，υ1
eCS ( υ) 'Σ －1eCS ( υ) = min
υ0，υ1
( μ2 － 1Nυ0
－ βυ1 ) 'Σ －1 ( μ2 － 1Nυ0 － βυ1 )




析其差异，我们选择先给定 υ0 优化 υ1，这样，δ
^ 2 和
Q^ C 优化获得 υ̂1 ( υ0 ) 函数形式，对 δ
^ 2 和Q^ C 相同③，再
将 υ̂1 ( υ0 ) 代入，优化 υ0，由于 δ













在 SDF 的线性因子假设下，SDF 表示和 Beta 表示是等价
的，故已有文献并未就定价误差和预期收益回归误差做出严格区
分。事实上，由式( 18) 可以发现，SDF 定价框架下的误差和 Beta 定
价框架的误差仍存在差别，且有不同的模型排序。为叙述方便，我
们将 SDF 框架构造的误差称为定价误差，而将 Beta 框架的误差称为
预期收益率误差。
本文选用 QC和第一 HJ 距离比较，主要源于 QC测度和第一
HJ 距离都可获得闭式解，便于比较。
值得注意的是，给定 υ0 时，υ̂1 有相同的表示形式，并不意
味着 δ^ 2 和 Q^ c 优化的 υ̂1 相同。因为 δ
^ 2 和 Q^ c 的不同，相应的 υ^ 1 对 δ
^ 2
和 Q^ c 也不同，详见式( 22) 和式( 23) 。














p 为 N 测试资产生成的均值 － 方
差有 效 前 沿 任 一 组 合 的 均 值 和 方 差，而 a =
μ2 'V
－1
22 μ2、b = μ2 'V
－1




为 θ2 ( υ0 ) = a － 2bυ0 + cυ
2
0 。
其次，定义 K 因子模拟组合的回报 Ｒmim = WＲ，
其中 W 为 K × N 矩阵，由因子 f 对 Ｒ 和常数项回归
获得的系数矩阵，即 f = w0 + WＲ + ε，W = V12V
－1
22 ，
则 Ｒmim = V12V
－1
22 Ｒ。假设 W1N≠0K，若 K ＞ 1，构造
K 因子模拟组合的最小方差前沿①:
σ2p =






其中，amim = μ2 'Vmimμ2、bmim = μ2 'Vmim1N、bmim






mim ( υ0 ) = amim
－ 2bmimυ0 + cmimυ
2
0 为 K 因子模拟组合组成的有效前








最后，定义 Δa = amim － a，Δb = bmim － b，Δc
= cmim － c，当 υ0 为切线的截距时，则第一 HJ 距离
平方( δ^ 2 ) 和预期收益误差加和 ( Q^ C ) 可分别表
示为:
δ^ 2 = min
υ0
θ2mim ( υ0 ) － θ





0 ) － θ
2 ( υHJ0 )
υHJ( )0
2 ( 19)
Q^ C = min
υ0
θ2mim ( υ0 ) － θ
2 ( υ0 )
= θ2mim ( υ
CS
0 ) － θ
2 ( υCS0 ) ( 20)
式( 19) 和式( 20) 将第一 HJ 距离平方( δ^ 2 ) 和
预期收益的拟合误差加和( Q^ C ) 表示成两个均值 －
方差有效前沿的切点组合的夏普比率的关系。这
样，我们可以通过优化 δ^ 2 和 Q^ C 求解得到:








υ̂HJ1 = ( β'Σ －1β) －1β'Σ －1 ( μ2 － 1NυHJ0 ) ( 22)
υ̂CS1 = ( β'Σ －1β) －1β'Σ －1 ( μ2 － 1NυCS0 ) ( 23)
同样，在 υ̂1 的表达式中，Σ －1 、U－1 和 V－122 可以
互换。由 于 Q^ C ≥ 0，υ0 的 二 次 函 数 Δa － 2Δbυ0
+ Δcυ20 ≥ 0 对任意 υ0 均成立，则 ( Δb)
2 ≤ ΔaΔc，Δa
＞ 0，Δc ＞ 0 必然成立，故 υHJ0 － υ
CS
0 =
ΔaΔc － ( Δb) 2
ΔbΔc
的正负取决于 Δb。若 Δb≥ 0 时，υHJ0 ≥ υ
CS
0 ，而 Δb
＜ 0 时，υHJ0 ＜ υ
CS
0 。由式( 19) 可知，υ0 出现在 δ
^ 2 的
分母，则第一 HJ 距离倾向于选择更大的零 Beta 收
益率以减少定价误差，υHJ0 ≥ υ
CS
0 ＞ 0 更可能。这样，
对比第一 HJ 距离和横截面回归获得的参数估计值
可以发现，第一 HJ 距离倾向于选择高的零 Beta 收
益率 υHJ0 ，选择较低的因子风险溢酬 υ̂
HJ
1 ，而横截面
回归倾向于选择低的零 Beta 收益率 υCS0 ，选择了较
高的因子风险溢酬 υ̂CS1 。
( 四) 第一 HJ 距离和横截面回归误差加和测度
的几何图示
图 1 为 N 测试资产和 K 因子模拟组合的最小
方差前沿，当 K 因子模拟组合完全由 N 测试资产生
成时，两个最小方差前沿应该重合，我们考虑不完全
由 N 测试资产生成的更一般情形。由 υHJ0 ≥ υ
CS
0 ＞
0，我们 选 择 H 点 为 δ^ 2 确 定 的 零 Beta 收 益 率 点
( υ̂HJ0 ) ，G 点为 Q
^
C 确定的零 Beta 收益率点( υ̂
CS
0 ) 。
HA 和 GC，HB 和 GD 分别相切于 N 测试资产和 K 模
拟组合的最小方差前沿，交于 σ 轴的 A 和 B 点，交直
线 σ = 1 于 C 和 D 点，同时 GI 垂直于直线 σ = 1 于
I 点。由于 HA、GC、HB、GD 分别为最小方差前沿的
切线，则:
tan(∠HAO) = θ^ υ̂HJ( )0 ，tan(∠HBO) = θ
^
mim υ̂HJ( )0
tan(∠CGI) = θ^ υ̂CS( )0 ，tan(∠DGI) = θ
^
mim υ̂CS( )0






θ^ mim υ̂HJ( )0
，




σ2p = ω'Vminω，s． t． ω'μmin = μp，ω'qmin = 1 其 中，μmin =
V12V－122 μ2、μmin = V12V
－1
22 V21、qmin = V12V－122 1N 分别为模拟组合的均
值、方差和价格。
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GC = 1 + θ
^ 2 υ̂CS( )槡 0 ，GD = 1 + θ
^ 2
mim υ̂CS( )槡 0
这样，我们可以将 δ^ 2 和 Q^ C 表示为:




，Q^ C = GC
2 － GD2
图 1 第一 HJ 距离和横截面回归误加和测度的几何图示
从图 1 可以看出，当切线的均值 μ 轴选择为 υ̂HJ0
时，第一 HJ 距离( δ^ 2 ) 通过切线 HA 和 HB 测量了两
个切点组合的相近程度，而均值 μ 轴选择为 υ̂CS0 时，
横截面回归的预期收益误加和( Q^ C ) 通过切线 GC
和 GD 也衡量了这两个切点组合的相近程度。总的
看来，这两个测度都衡量了切点组合的相近程度，但
有所区别的是，由于 υHJ0 ＞ υ
CS
0 ，第一 HJ 距离( δ
^ 2 )
衡量的多为无效前沿的切点组合，而 Q^ C 衡量的是有
效前沿的切点组合。
( 五) 对不同模型的排序差异





格的解释能力，试图寻找 μ2 和 β 的线性组合去接近
N 资产的实际价格 1N 。考虑极端的情形，假定某因
子 β 对所有测试资产都是常数，无论预期收益率 μ2
等于多少，β 都能完全解释 1N，即零定价误差，δ
^ 2 =
0，然而，该因子 β 不能完全解释预期收益 μ2，则
Q^ C ＞ 0 。同样，某一 Beta 定价模型有零 Beta 收益
率，μ2 = βυ1，该模型能完全解释预期收益率 μ2，但
并不存在 μ2 和 β 的线性组合等于 1N，仍会产生非零
定价误差，则 δ^ 2 ＞ 0 。
四、第一 HJ 距离加权矩阵的良好
性质
从式( 8) 可以看到，第一 HJ 距离的估计采用收





1． 与 QC 统计量的比较。
式( 17) 的横截面回归误差 QC 采用 Σ －1 加权
预期收益率的拟合误差，而 Σ －1 是第一步的模型
拟合残差的协方差矩阵，依赖于模型，故 QC 的加权
矩阵是模型相依的。而式( 13) 指出第一 HJ 距离可
以写成横截面回归形式，采用矩阵 Σ －1 加权定价
误差，是否意味着第一 HJ 距离的加权矩阵也是模
型相依的，答案是否定的。为了更加清楚地分析第
一 HJ 距离的加权矩阵的独立性，回顾式( 18) :
eHJ( η) = 1N － Hη = 1N － Dγ = 1N － E［Ｒx'γ］= e( γ)
可以看出，e( γ) 和 eHJ ( η) 虽然等价，但蕴含的
经济含义完全不同，e( γ) 表示模型( y = x'γ ) 的定
价误 差，所 估 计 的 参 数 γ 为 模 型 SDF 参 数，而
eHJ ( η) 表示资产价格 1N 对 μ2 和 β 的回归误差，所估
计的参数 η 为回归系数，且 η = Aγ。因而，式( 13)
的 δ^ 2 表达式中，虽然用到了Σ －1，其实质是对资产
价格 1N 对 μ2 和 β 的 回 归 残 差 进 行 加 权。尽 管
Σ －1、U－1 和 V－122 在计算 δ^ 2 时是等价的，但 Σ －1 不
具有模型独立性，并非真正意义上的定价误加权权
重，仅是一种表达方式，而式( 8 ) 中的 U－1 或 V－122 才
是真正的定价误差 e( γ) 加权矩阵，不依模型而定，
具有加权权重的独立性。
2． 与 JGMM 统计量的比较。




γ̂GMM = ( D' S
^ －1D) ( D' S^ －11N ) ( 24)
JGMM = T1N'［S
^ －1 － S^ －1D( D' S^ －1D) D' S^ －1］1N ( 25)
其中，S^ －1 = ［T × Var( e( γ̂GMM) ) ］
－1，Hansen
证明 S^ －1 是使参数 γ̂ 具有最小渐进协方差的最优权
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重，这个最优加权权重对具有较小定价误方差的资
产赋予大的权重，而对具有较大定价误方差的资产
赋予较小的权重。显然，虽然 GMM 方法的 JGMM 统
计量是针对定价误 e( γ̂GMM ) 加和的，但加权矩阵 S
^ －1
依拟合模型而定，这样，Hansen ( 1982 ) 所使用的加
权矩阵( S^ －1 ) 所构造的 JGMM 统计量并不适合不同
模型的比较。
同时，由于收益率 Ｒ 都接近 1，则 U = E( Ｒ'Ｒ)
矩阵可能近似奇异，这样，对 U 求逆可能有问题。
为避免 U 不可逆的问题，又能保证对不同模型有相
同的定价误差加权矩阵，Cochrane ( 1996 ) 建议采用






由于 GMM 估计中，最优加权矩阵( S^ －1 ) 需要模型
参数的一致估计，单位矩阵( 1N ) 常被用于 GMM 第
一阶段估计的定价误差加权权重。然而，Cochrane
( 1996) 的单位矩阵( 1N ) 赋予所有测试资产的定价
误差等权重，未能区别对待不同测试资产的定价误
差。同时，单位矩阵( 1N ) 加权会忽略定价误的交
乘项，对 定 价 误 信 息 的 利 用 不 足。此 外，Kan 等








良好性质。考虑资产回报 Ｒ，利用非奇异矩阵 A 构
造组合 AＲ，则对组合 AＲ 的第一 HJ 距离有:
［E( AＲy) － Ap］'E ( AＲＲ'A') －1［E( AＲy) － Ap］
= ［E( Ｒy) － p］'E ( ＲＲ') －1［E( Ｒy) － p］
也即是说，第一 HJ 距离的加权矩阵构造的统
计量对初始资产组合的构造并不敏感。同样，可以
检验，式( 25) 的 JGMM 统计量的加权矩阵( S
^ －1 ) 具有
相同的特征，而横截面定价误 QC 的加权矩阵 Σ －1
不具有该特征。
















= 1，由詹森( Jensen) 不等式，则该组合的定价误平
方为:




2( )e 2 ≤ ( ω'Uω) ( e'U－1e) = δ2
( 26)






ω: ω'Uω = 1
ω'e = ω* 'e = δ ( 27)
因而，由式( 27 ) 可知，δ 可视为用模型( y ) 对
具有单位二阶矩的资产组合定价的最大定价误差。
同时，将式( 7) 的最优 λ̂ 作为权重，对 Ｒ 加权，
可得:
yadj = λ'Ｒ = e'U
－1Ｒ ( 28)
yadj 表示将 y 做适当调整，使得 y － yadj 成为可行
的 SDF，能对测试资产进行准确定价。而 yadj 的大
小，‖yadj‖ = E yadjyadj( )槡 ' = δ 即为第一 HJ 距离。
同样，结合 ω* = U
－1e
δ
，发现 yadj = δω
* 'Ｒ，则对 y 做
适当调整的 yadj 事实上和反映最大定价误组合是方
向向量。
这样，第一 HJ 距离具有两层经济含义: 一是由
定义可知，δ 表示模型隐含 y 与对测试资产准确定
价的可行 SDF 集合 Μ 的最小平方距离; 二是由式
( 27) 可知，δ 还表示用模型 y 对具有单位二阶矩的
测试资产定价的最大定价误差。由于第一 HJ 距离
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是模型 y 的最大定价误差，第一 HJ 距离可被用于不
同模型的定价效果比较。
( 二) 几何图示
式( 19) 表示了第一 HJ 距离平方和均值 － 方差
有效前沿的关系，而式( 27 ) 指出了第一 HJ 距离可
表示用模型( y ) 对具有单位二阶矩的测试资产的
最大定价误差，为此，我们利用图 2 说明第一 HJ 距
离和最大定价误的关系。
图 2 第一 HJ 距离的最大定价误图示
在图 2 中，HA 和 HB 分别相切于 N 测试资产和
K 模拟组合的最小方差前沿，交于 σ 轴的 A 和 B 点，
OE 垂 直 于 HA，而 OF 垂 直 于 HB，由 ∠HAO、
∠HBO 和 OH 的数值，很容易得到:
OE =
υ̂HJ0




1 + θ^ 2mim υ̂HJ( )槡 0
因而，我们可以将第一 HJ 距离写成:





这样，式( 29 ) 用几何图示了第一 HJ 距离平方
( δ^ 2 ) 在均值 － 方差有效前沿的位置。同时，值得注
意的是，若 υ̂HJ0 是无风险利率，E 可视为 N 测试资产
和无风险资产构造的单位成本最小二阶矩组合，这
个组合的二阶矩为 OE2 。若我们将该组合的二阶




小二阶 矩 组 合 愿 意 支 付 的 最 大 价 格。类 似 地，
1
OF 为我们对于 K 因子模拟组合和无风险资产构
造的单位成本最小二阶矩组合愿意支付的最大价
格，这样，δ^ 2 可视为两个单位二阶矩组合 E 和 F 的
定价差平方，即模型的最大定价误平方。
这样，第一 HJ 距离是通过 SDF 定价框架导出






一 HJ 距离的性质，将第一 HJ 距离和常用的横截面
回归误加和指标 QC 加以比较，并探究第一 HJ 距离
的加权矩阵的良好性质和第一 HJ 距离的最大定价
误解释，得到以下结论:








归是资产价格 1N 对资产预期收益率 μ2 和 β 进行的，
关注的是定价误差，而非预期收益率拟合误差。这
样，第一 HJ 距离和横截面回归误差加和测度 QC 优
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