We had established in [2] inner and outer fluctuation for the internal DLA cluster when all walks are launched from the origin. In obtaining the outer fluctuation, we had used a deep lemma of Jerison, Levine and Sheffield of [3] , which estimate roughly the possibility of fingering, and had provided in [2] a simple proof using an interesting estimate for crossing probability for a simple random walk. The application of the crossing probability to the fingering for the internal DLA cluster contains a flaw discovered recently, that we correct in this note. We take the opportunity to make a self-contained exposition.
Introduction
In this short note, we correct a mistake in an alternative proof we gave in [2] (proof of Lemma 1.5) of Lemma A of David Jerison, Lionel Levine and Scott Sheffield in [3] . This result bounds the probability the cluster of internal DLA, with particles starting outside a ball, eventually covers the center of this ball when the number of particles is small compared to the volume of the ball. Lemma A controls the possibility the cluster makes fingers protruding out of the spherical shape it likely adopts. This estimate is used in turn to produce an outer error bound when all internal DLA particles are launched from the origin of Z d and d ≥ 2.
Recently Lionel Levine and Yuval Peres noticed a flaw in our (simple) proof. We correct this flaw by adding one step to our initial proof, and since we believe the result is of independent interest, we take the opportunity to present a self-contained argument by including an estimate of the probability one random walk crosses a shell while staying inside a given region in term of its volume. This estimate is Lemma 1.6 of [2] and concerns one random walk.
The walk is denoted S : N → Z d , and we call P z the law of the simple random walk when S(0) = z. If Λ is a subset of Z d , T (Λ) denotes the hitting time of Λ. Also, we call · the euclidean distance, B(z, ρ) the trace on Z d of the ball of radius ρ > 0 and center z ∈ R d , and ∂B(z, ρ) the boundary of B(z, ρ), that is ∂B(z, ρ) := {y ∈ Z d \B(z, ρ) : ∃x ∈ B(z, ρ), x − y = 1}. We can now state one key Lemma of [2] .
There are constants κ d > 0, C d > 1 such that for any r > 0, 0 < h < r/2 and z ∈ ∂B(0, r), and V ⊂ B(0, r)\B(0, r − h) we have
Note that the estimate (1.1) is useful only if h d /|V| is large enough to counter C d . To state our next result, we need to introduce internal DLA and more notation. A configuration of random walkers is denoted η and is an element of N Z d . The number of walks in η is |η| = z∈Z d η(z). The cluster of internal DLA made of random walks initially in η with |η| < ∞, is itself a configuration of {0, 1}
Z d that we build inductively as follows. Choose an arbitrary ordering of the random walks, and run the walks one at a time following their order. When the running walk steps on an empty site, it stops, or settles and the site becomes part of the cluster. At this moment, send the next random walk until it settles and so on. This cluster has a law independent of the ordering of the walks. This is the celebrated abelian property. Note that only one random walk settles in each site of the final cluster that we call A(η) and which can be seen as a subset of Z d . The random walks with the rules for settling are called explorers.
We can now state a weaker result than Lemma 1.5 of [2] . It is a direct consequence of the (corrected) proof of Lemma 1.5.
There are a, κ 2 > 0, such that for r large enough, and for any configuration η of explorers outside of B(0, 2r), with |η| ≤ ar 2 / log 2 r, we have
There are a, κ d > 0, such that for r large enough, and for any configuration η of explorers outside of B(0, 2r), with |η| ≤ ar 2 / log r, we have We prove Lemma 1.1 in Section 2. We prove Lemma 1.2 in Section 3, and we correct our proof in Section 4.
One explorer crossing a shell
In this Section, we reproduce the short proof of Lemma 1.1 of [2] .
Take a positive integer n < h, and consider a partition of the shell S := B(0, r)\B(0, r−h) into n shells {S k , k < r} of width 2δ := h/n. For k < n, set Σ k := ∂B(0, r − (2k + 1)δ). Let {S(n), n ∈ N} be the underlying random walk with which we build an explorer.
With each explorer of internal DLA is associated a so-called flashing explorer which can settle only on some random sites, when they are empty. Thus, we define the random sites {Z k , 0 ≤ k < n} as follows. For each k < n, we draw a continuous random variable
Then, the flashing explorer settles on the first Z k not belonging to V. The purpose of the flashing construction is that (i) the flashing sites are each distributed almost uniformly inside the ball B(S(T (Σ k )), δ) (and this is Proposition 3.1 of [1] ), and
is bounded above by the probability that the flashing explorer crosses S. Now, for a small β to be chosen later, we say that y ∈ Σ k has a dense neighborhood if |B(y, δ) ∩ V| ≥ βδ d , and we call D k ⊂ Σ k the set of such y. There is κ > 0 such that knowing that the explorer has crossed D 1 , . . . , D k−1 , we have the following.
• If S(T (Σ k )) ∈ D k , then the probability that the explorer does not settle in S k is smaller than κβ (Proposition 3.1 of [1] ).
• The probability that
If the explorer has crossed S, the flashing has also done so, which means that Z k ∈ V for all k < n. By successive conditioning, we obtain
By the arithmetic-geometric inequality, we obtain
Note that while each y ∈ D k satisfies |B(y, δ) ∩ V| ≥ βδ d , each site in B(y, δ) ∩ V is at a distance less than δ from a number of sites of D k of order at most δ d−1 . Thus, for some c > 0
We choose now β such that 4κβ < 1, and we choose the smallest δ such that
Requiring that 2δ < h adds a constraint on |V|:
Instead of including (2.5) as a condition of our Lemma, we find it more convenient to note that the probability we estimate is less than 1, so that we obtain (1.1), with constant C d .
Cloud of Explorers Crossing a Shell
We prove in this Section Lemma 1.2. Our initial problem consists in estimating the crossing probability of one explorer out of η when the positions of η lay in the boundary of a ball of radius 2r. The key idea of the proof is to divide the shell B(0, 2r)\B(0, r) into a sequence of smaller shells with random widths. The choice is however different in the proofs of Corollary 1.3 and of Lemma 1.2. In proving Corollary 1.3, the width of a shell depends on the number of explorers that reach the shell boundary. This is natural in view of Lemma 1.1: to estimate the crossing probability of a shell, the quantity one needs to control is the number of explorers having settled in this very shell, which is bounded by the number of explorers arriving on its external boundary. However, in proving Lemma 1.2 the width depends on the number of explorers having settled in the previous shell. Also, instead of considering one configuration η, we find it convenient to take a Poisson cloud of explorers. This simplifies some large deviation estimates.
Poisson Cloud
Let ≺ be the usual partial order on the space of configurations, and consider an increasing sequence of configurations (ζ k , k ∈ N) on the boundary of B(2r). We require also that this sequence satisfies |ζ k | = k, and ∀k ≥ |η|, η ≺ ζ k .
We call u(η) the probability that one explorer settles in B(r) when starting with an initial configuration η. Note that the event we consider is increasing: with more explorers, it is easier to make one of them cross. In other words,
Let K be a Poisson variable of parameter λ 0 := ǫr d . The sequence (ζ k , k ∈ N) being given, we have
λ 0 ) ≥ 1/8 when λ 0 ≥ 1, and k → u(ζ k ) is increasing, we have that if k * is the integer part of 1 2 λ 0 , and r is large enough so that k * > 1, then
Thus, we need to estimate the expectation E[u(ζ K )], where the number of explorers is Poisson, whereas the initial configuration is arbitrary. To this end we will make a repeated use of the following deviation bound for a generic Poisson random variable K of parameter λ: for any positive θ
Let η 0 := ζ K , and subdivide the shell B(2r)\B(r) into successive shells of random width H 0 , H 1 , . . . defined by induction as follows. For some constant γ,
Imagine we have labelled the explorers, and have send k − 1 of them, that we stop either if they settle or when they enter B(2r − H 0 ). Let V ⊂ S 0 be the domain where some have settled, whereas at most k − 1 − |V| are stopped on entering B(2r − H 0 ). The probability that the k-th explorer, with k ≤ K, crosses S 0 , knowing K and V, is bounded as we use (1.1) and |V| ≤ K, P the k-th explorer crosses S 0 |K, V ≤ sup
Now, we define γ large enough so that the right hand side of (3.2) is less than 1/e. Thus, we have an estimate valid for any explorer:
Also, each explorer having crossed S 0 is stopped upon entering B(2r − H 0 ). We call η 1 their configuration. The key observation is that |η 1 | is bounded by a Poisson variable N 1 with parameter λ 0 /e. Now, we define the second shell so that its width is Define i * to be the smallest integer so that e −i * ǫr d is less than 1. Our starting point is
Now, N i * is bounded by a Poisson variable of parameter 1, and we further divide the second event of (3.3) according to dimension.
Dimension Two
We write, for some small δ
(3.4)
We now proceed in estimating the three events separately. Note that the event that less than δr 2 log 2 r explorers have to cross a shell of width r/2 is dealt with Lemma 1.2. Also, the fact that N i * is bounded by P(1) and (3.1) yield
We now deal with the deviation { i<i * N 1/2 i > 4ρ}. A union bound allows us to treat this term after we distinguish three regimes: (i) when i is small, the deviation asks N i to be larger than e −i r 2 , and small means for i ≤ j * with exp(j * ) · log(r) = 1, (ii) when j * ≤ i ≤ 2j * , we ask N i to be larger than r 2 /(i 2 · log 2 2), and finally (iii) when i is large the deviation asks N i to be larger than r 2 /(i · i * ), and we shall see that this gives the correct bound for i ≥ 2j * . The first regime will fix the value for ǫ.
More precisely, our first sum runs up to j * = log(log r), such that exp(j * ) = log r. We now use that
For any i ≤ j * , we have for ǫ small enough, and some constant κ
Now, we consider case (ii). Note that
Since j * = log log r, e −i i 2 is smaller than 4(log log r) 2 / log r for j * ≤ i < 2j * . Hence, by (3.1) there is a positive constant c 0 such that, for any such i,
and there is positive constant κ such that
Finally, consider 2j
Secondly, there is a constant C > 1, such that for any ǫ, and r large enough
e .
Indeed, we have used that i * is of order 2 log(r) whereas exp(j * ) = log(r). Thus, for 2j * ≤ i ≤ i * , there is a constant κ > 0 such that for r large enough
This concludes the proof of the Corollary in the case d = 2.
Dimensions d ≥ 3
We recall (3.3), and we write for some small δ with 2ρ := r/(2γ 1/d ), We now proceed in estimating the three events separately.
Note that N i * is bounded by P(1) so
To deal with the deviation
, we use again a union bound, but here we only need to distinguish two regimes: (i) when i is small, the deviation asks N i to be larger than c 0 e −i r d , for some fixed constant c 0 and thus i small means that for some κ > 0,
We define j * to be the largest integer i such that
Note that j * is of order (d − 2) log r, whereas i * is of order d log r. Now, for i > j * , we use that for some constant c 1 > 0 such that
We use the estimate for i > j * and i < i * , that for some constant κ > 0, and r large enough Now, if 0 ∈ A(η), then k<L H k has to be larger than 3r/4, which implies, since H 1 ≤ H 0 = r/4, that L k=2 H k > r/4. Also, for each k < L, N k explorers have to cross the shells S 0 , S 1 , . . . , S k−1 . Since L < r we get by Lemma 1.1 that, writing (n k , k < l) for a generic family of l positive integers and writing h i for (γn i−1 ) 1/d if i > 0,
