An Efficient Large-scale Semi-supervised Multi-label Classifier Capable
  of Handling Missing labels by Akbarnejad, Amirhossein & Baghshah, Mahdieh Soleymani
An Efficient Large-scale Semi-supervised Multi-label
Classifier Capable of Handling Missing labels
Amirhossein Akbarnejad
Department of Computer Engineering
Sharif University of Technology
Tehran , Iran
akbarnejad@ce.sharif.edu
Mahdieh Soleymani Baghshah
Department of Computer Engineering
Sharif University of Technology
Tehran , Iran
soleymani@sharif.edu
Abstract—Multi-label classification has received considerable
interest in recent years. Multi-label classifiers have to address
many problems including: handling large-scale datasets with
many instances and a large set of labels, compensating missing
label assignments in the training set, considering correlations
between labels, as well as exploiting unlabeled data to improve
prediction performance. To tackle datasets with a large set of
labels, embedding-based methods have been proposed which seek
to represent the label assignments in a low-dimensional space.
Many state-of-the-art embedding-based methods use a linear
dimensionality reduction to represent the label assignments in
a low-dimensional space. However, by doing so, these methods
actually neglect the tail labels - labels that are infrequently
assigned to instances. We propose an embedding-based method
that non-linearly embeds the label vectors using an stochastic
approach, thereby predicting the tail labels more accurately.
Moreover, the proposed method have excellent mechanisms for
handling missing labels, dealing with large-scale datasets, as well
as exploiting unlabeled data. With the best of our knowledge, our
proposed method is the first multi-label classifier that simulta-
neously addresses all of the mentioned challenges. Experiments
on real-world datasets show that our method outperforms state-
of-the-art multi-label classifiers by a large margin, in terms of
prediction performance, as well as training time.
I. INTRODUCTION
Unlike the traditional single-label classification in which
one instance can have only one label, in multi-label classi-
fication tasks, an instance can be associated with a set of
labels. Multi-label classifiers have been applied, for instance, in
multi-label text classification [1], automated image annotation
[2], protein function prediction [3], and recognition of facial
action units in facial images [4]. A simple approach is to
build an independent binary classification model for each label.
This approach is referred to as Binary Relevance (BR) [5].
Although BR [5] has a straightforward approach, it does not
consider correlations between labels while they are highly
correlated. It has been shown [6] that for some performance
metrics, the Bayes optimal multi-label classifier does not
consider correlations between labels. However, having finite
training samples, many state-of-the-art methods take advantage
of correlations between labels and can outperform BR [5].
Real-word multi-label datasets [7], [8] usually have a
large set of labels and thus building an independent binary
classification model for each label is infeasible. Therefore, BR
[5] is not capable of handling a large set of labels. To tackle
this problem, embedding-based methods have been proposed.
Having K labels, we represent the labels that are associated
with an instance by a binary vector of length K - the label
vector - where each dimension of this vector is a binary vari-
able that shows whether a specific label is associated with the
instance or not. Embedding-based methods seek to represent
the label vector of each instance in a low-dimensional space,
the latent space, and then use the feature vectors along with
independent regression models to predict the representation
of an instance in the latent space. Many recent methods like
FaIE[9], LEML [10], LCML [11], PLST [12] and CPLST [13]
consider a linear relationship between the label vectors and
representations in the lower-dimensional latent space. Note that
this approach is equivalent to considering a low-rank linear
mapping to transform the input feature vectors to the label
vectors. However, by doing so, these methods actually neglect
the tail labels which are infrequently assigned to instances.
Many real-world multi-label datasets [8] have thousands of tail
labels. Neglecting these tail labels can dramatically affect the
prediction performance. To tackle this problem, our proposed
method considers a non-linear relationship between the label
vectors and the representations in the latent space via an
stochastic transformation.
Many real-world multi-label datasets [8] contain millions
of instances, each having millions of features, as well as label
sets containing millions of labels. Dealing with these large-
scale datasets is challenging. In fact, dealing with large-scale
datasets is beyond the pale of many state-of-the-art methods
like SLRM [14], FaIE [9], and FastTag [15]. In this paper,
we propose a probabilistic model that can handle large-scale
datasets. In the proposed method, we model the two mappings
mentioned above - one of them transforms the feature space to
the latent space and the other one transforms the latent space
to the label space - by stochastic transformations drawn from
sparse Gaussian processes [16]. These Gaussian processes are
parameterized by some pseudo-instances. The O(N3) com-
putational cost and the O(N2) memory requirements of the
Gaussian processes (GPs) makes them prohibitive for a large
set of instances. However, it is shown that by parameterizing a
Gaussian process by pseudo-instances, it is possible to achieve
the full GP performance at much lower computational costs
[16].
In real-world multi-label datasets, all valid label assign-
ments are not thoroughly provided by the training set. In fact,
in multi-label datasets, labels are often obtained through crowd
sourcing or crawling the web pages. Thus, the associated labels
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to an instance can be incomplete. Indeed, although an image or
a text document can be associated with many labels, labelers
may provide only a subset of them. This problem is referred
to as missing labels, weak labels, or partially labeled data.
To address the problem of missing labels, we used the EEOE
framework of our previous work [17]. Application of the EEOE
to our new model confirms that EEOE can be considered as a
general framework to handle missing labels.
In this paper, we propose an embedding-based multi-label
classifier that models the transformation that maps the feature
space to the latent space, as well as the transformation that
maps the latent space to the label space, by two sets of
stochastic transformations. In this regard, our method is more
flexible than state-of-the-art linear approaches and in terms of
prediction performance, outperforms them by a large margin.
Furthermore, by modeling these mappings using stochastic
transformations, the proposed method addresses the problem
of neglecting the tail labels, which is not addressed by many
state-of-the-art embedding-based multi-label classifiers. One of
the most important contributions of this paper is to exploit the
idea of parameterizing sparse Gaussian processes by pseudo-
instances [16] that leads to dramatically decreasing the training
time, as well as handling large-scale datasets. Moreover, our
method has effective mechanisms to compensate missing labels
and to exploit unlabeled instances.
A. Notation
Having N labeled instances in the training set, we denote
the representation of the n-th labeled instance in the feature
space and the latent space by X(n) and C(n) respectively,
where X(n) ∈ RF and C(n) ∈ RL. Moreover, we denote the
unobserved complete label vector and the observed incomplete
label vector of the n-th labeled instance by Z(n) and Y (n)
respectively, where Z(n) ∈ RK and Y (n) ∈ {0, 1}K . Note
that the vector Z(n) is real valued and its k-th dimension
shows suitability of the k-th label for the n-th instance.
The role of these random variables will be elaborated in
the next sections. Similarly, having I unlabeled instances in
the training set, we denote the representation of the i-th
unlabeled instance in the feature space and the latent space by
X(i+N) and C(i+N) respectively, where X(i+N) ∈ RF and
C(i+N) ∈ RL. Moreover, we denote the unobserved complete
label vector of the i-th unlabeled instance by Z(i+N), where
Z(i+N) ∈ RK . The sigmoid function is also shown as σ( • ).
Given A = {A1, ..., AM} as an arbitrary set, A−m shows the
set containing all the elements of A except to Am. Tab. I.
summarizes the notations and the symbols which are used in
this paper.
B. Paper Organization
The rest of this paper is organized as follows: In Section 2
we review some related works. Section 3 explains the proposed
method. In Section 4, we compare the performance of our
proposed method to that of some state-of-the-art multi-label
classifiers. In the last section, we conclude the paper.
II. RELATED WORK
A. Handling a Large Set of Labels
To deal with a large set of labels, two types of methods
have been proposed: label selection methods and label trans-
formation methods. Label selection methods [18], [19] assume
that the label matrix YN×K can be reconstructed by a small
subset of its columns. After selecting L columns of the matrix
YN×K and getting the matrix Y˜N×L, the prediction tasks
which are required will be feasible at acceptable computation
costs. Indeed, it can predict the matrix Y˜N×L from the
feature matrix XN×F , and the label matrix YN×K from the
matrix Y˜N×L) in a resonable time. On the other hand, label
transformation methods seek to represent label vectors in an
L-dimensional space, i.e. the latent space, where L  K.
Recall that the vector C(n) ∈ RL denotes the latent space
representation of the label vector Y (n). Some multi-label
classifiers like LEML [10] consider a low-rank linear mapping
to transform the feature vector X(n) to the label vector Y (n),
which is equivalent to representing the label vectors in a lower
dimensional space. Many multi-label classifiers like FaIE [9],
LEML [10], CPLST [13] and PLST [12] consider a linear
relationship between the vectors Y (n) and C(n). However, by
doing so, the tail labels will be omitted from the training
process. Indeed, using a linear dimensionality reduction to
map the label vectors to the latent space actually fades the
tail labels. In this regard, many methods have been proposed
to avoid the problem of fading the tail labels. For instance,
REML [20] considers a full-rank linear mapping to predict
the tail labels from the feature vectors, while considers a
low-rank linear mapping to predict other labels from feature
vectors, or SLEEC [21] attempts to preserve the distance of
a label vector to only a few of its nearest neighbors, thereby
modeling the label vectors by a low-dimensional manifold.
To avoid the problem of fading the tail labels, our proposed
method models the decoder transformation that maps the latent
space representations to the label vectors by a set of stochastic
transformations, which are drawn from some sparse Gaussian
processes [16].
B. Handling Missing Labels
In multi-label classification, valid label assignments are
not thoroughly provided by the training set. This problem -
referred to as the presence of missing labels - is more drastic
in large-scale datasets. However, many state-of-the-art methods
like REML [20], SLEEC [21] and FaIE [9] have no explicit
mechanisms to handle missing labels. The common approaches
to tackle this problem are as follows: (1) Some methods, like
LEML [10] and WELL [22], seek to generate all the ones in
the label matrix Y, rather than attempting to generate both
the ones and the zeros of Y. (2) LCML [11] assumes that the
elements of the label matrix Y are of three types: zero, one
and unknown. Afterwards, it considers the unknown elements
as latent variables. (3) MPU [2] is a probabilistic model whose
generative process is as follows: Given the representation
of instances in the feature space, MPU firstly generates the
unobserved complete label vectors of the instances. Then,
it removes some labels from the complete label vectors to
generate the observed incomplete label vectors. Although this
approach is related to ours, we will explain later that our
approach is preferable to that of MPU. (4) Matrix completion
TABLE I: Symbols and notations which are used in this paper.
N Number of labeled instances in the training set.
I Number of unlabeled instances in the training set.
F Number of features.
K Cardinality of the label set.
L Dimensionality of the latent space. Usually, the following inequality holds: L K.
X(n) ∈ RF Feature vector of the n-th labeled instance in the training set.
X(i+N) ∈ RF Feature vector of the i-th unlabeled instance in the training set.
Y (n) ∈ {0, 1}K Label vector of the n-th instance. The k-th label is assigned to the n-th instance if and only if y(n)k = 1
C(n) ∈ RL Embedded representation of the n-th label vector Y (n).
C(i+N) ∈ RL Latent space representation for the unobserved label vector of the i-th unlabeled instance.
Z(n) ∈ RK The k-th dimension of the vector Z(n) shows suitability of the k-th label for the n-th labeled instance.
Z(i+N) ∈ RK The k-th dimension of the vector Z(i) shows suitability of the k-th label for the i-th unlabeled instance.
c
(n)
` ∈ R The `-th elements of the vector C(n). We denote the elements of the vectors Y (n) and Z(n) accordingly.
fc = {f(`)c }L`=1 f(`)c : RF → R is the stochastic function that maps the vectors {X(n)}N+In=1 to the `-the dimension of the vectors {C(n)}N+In=1 .
fz = {f(k)z }Kk=1 f(k)z : RL → R is the stochastic function that maps the vectors {C(n)}N+In=1 to the k-th dimension of the vectors {Y (n)}N+In=1 .
Mc Number of pseudo-instances for the stochastic functions in fc.
Mz Number of pseudo-instances for the stochastic functions in fz.
Sc = {s(m)c }Mcm=1 Set of pseudo-samples from the functions in fc, where s(m)c ∈ RF , 1 ≤ m ≤Mc.
Sz = {s(m)z }Mzm=1 Set of pseudo-samples from the functions in fz, where s(m)z ∈ RL , 1 ≤ m ≤Mz .
Uc = {u(`)cm}Mcm=1L`=1 A set containing values of the functions in fc at the pseudo-instances. In other words, cˆ(n)` ≈ f(`)c (X(n)) , 1 ≤ n ≤ (N + I).
Uz = {u(k)zm}Mzm=1Kk=1 A set containing values of the functions in fz at the pseudo-instances. In other words, zˆ(n)k ≈ f(k)z (C(n)) , 1 ≤ n ≤ (N + I).
κ(•, • ;σc) A radial-basis function kernel with the smoothing parameter σc.
methods have also been applied to multi-label classification
tasks. These methods, like IrMMC [23] and MC-1 [24], firstly
make a matrix containing all the feature vectors and the label
vectors of both the training and the test data. Afterwards, they
exploit matrix completion methods to fill in the missing entries
of this matrix. These missing entries include label vectors
of the test set, missing labels in the training set, as well as
unknown features. Thus, these methods can handle missing
labels and unknown features. (5) FastTag [15] assumes that an
observed incomplete label vector can be linearly transformed
to the unobserved complete one. FastTag learns this linear
mapping via the idea of training a denoising auto-encoder.
More precisely, it removes some of the one entries from the
label vectors, then assumes that there exist a linear mapping
that can retrieve the original label vectors from the corrupted
ones. (6) In the context of recommender systems, a problem
- referred to as missing rates- arises which is similar to the
problem of missing labels in multi-label classification. Indeed,
in these systems, user ratings are usually unknown or missing
since a user may have not seen or rated many items. Many
approaches have been proposed that are capable of handling
missing rates, two of which are Poisson matrix factorization
[25] and CTR [26].
C. Dealing with Large-scale Datasets
In multi-label classification, dealing with large-scale
datasets has received considerable interest in recent years. The
common approaches to tackle this problem are as follows:
(1) Some multi-label classifiers like MPU [2] use a stochastic
optimization, thereby dealing with small subsets of the training
data, rather than considering whole of it at once. (2) It has
been shown that by making certain assumptions, it is possible
to divide the large-scale multi-label classification task into
simpler multi-label classification subtasks so that minimizing
the zero-one loss for these subtasks is equivalent to minimizing
the zero-one loss for the main multi-label classification task
[27]. However, in the presence of missing labels, minimizing
the zero-one loss seems to be inappropriate. (3) LEML [10]
uses a low-rank linear mapping to transform the feature vectors
to the label vectors. To impose the low-rank constraint on this
linear mapping, LEML [10] assumes that the matrix of this
transformation can be factorized into a product of two matrices,
then exploits sparsity in the feature matrix X and learns
these two matrices in an alternating minimization schema.
(4) REML [20] assumes that the label vector Y (n) can be
decomposed as Y (n) = Yˆ (n)S + Yˆ
(n)
L , where Yˆ
(n)
S contains
the tail label assignments. Afterwards, REML [20] uses a
low-rank linear mapping to transform the feature vector X(n)
to the vector Yˆ (n)L , while uses a full-rank one to transform
the feature vector X(n) to the vector Yˆ (n)S . By doing so,
the tail labels will not be faded. Moreover, REML [20] uses
an alternating minimization schema along with a divide-and-
conquer approach, thereby handling large-scale datasets. (5)
SLEEC [21] seeks to find the latent representations of the label
vectors, the vectors {C(n)}Nn=1, with two desired properties:
1. Similarity between each label vectors and its few nearest
neighbors should be preserved in the latent space. 2. Having
the feature vectors {X(n)}Nn=1, it should be possible to predict
the vectors {C(n)}Nn=1. To handle large-scale datasets, SLEEC
[21] clusters the training data into some clusters, learns a sep-
arate embedding per cluster and performs kNN classification
within the test point’s cluster alone [21].
III. PROPOSED METHOD
A. The Model
In this section, we introduce the proposed method called
Efficient Semi-supervised Multi-label Classification (ESMC).
Fig. 1 illustrated the graphical model of the proposed method.
Given the feature vector X(n), the `-th dimension of
the vector Cˆ(n) - denoted by cˆ(n)` - can be determined
by the stochastic function f (`)c . Indeed, one may assume
cˆ
(n)
` ≈ f (`)c (X(n)). However, as previously stated, using the
traditional Gaussian processes [28] is prohibitive for large-
scale datasets. In this regard, we use the idea of parameterizing
Fig. 1: A graphical model for the proposed method.
the Gaussian processes by some pseudo-instances [16].
To exploit the unlabeled data, as in SLRM [14], we seek
to learn a smooth mapping to transform the feature vectors
to the complete unobserved label vectors. In other words, let
X(j1) and X(j2) be two feature vectors, where each of them
can correspond to either a labeled or an unlabeled instance.
According to Fig. 1, our proposed model attempts to learn the
stochastic functions in fc and fz with the desired smoothness
property, that is if the vectors X(j1) and X(j2) are close to
each other, the vectors C(j1) and C(j2), as well as the vectors
Zj1 and Zj2 , are most probably close to each other.
To handle missing labels, we used the EEOE approach of
our previous work [17]. The EEOE framework tackles the
problem of missing labels by introducing a set of auxiliary
random variables - referred to as experts - which are denoted
by {Enkb}Nn=1Kk=1Bb=1.
The generative process of the proposed model is as follows:
1. Draw the stochastic functions fc = {f (`)c }L`=1:
f (`)c ∼ GP
(
0 , κ(•, • ;σc)
)
. (1)
2. Draw the stochastic functions fz = {f (k)z }Kk=1:
f (k)z ∼ GP
(
0 , κ(•, • ;σz)
)
. (2)
3. Given the pseudo-instances, draw values of the functions in
fc at pseudo-instances:
for 1 ≤ ` ≤ L, 1 ≤ m ≤Mc : u(`)cm ∼ N
(
f (`)c (s
(m)
c ), α
2
c
)
.
(3)
4. Given the pseudo-instances, draw values of the functions in
fz at pseudo-instances:
for 1 ≤ k ≤ K, 1 ≤ m ≤Mz : u(k)zm ∼ N
(
f (k)z (s
(m)
z ), α
2
z
)
.
(4)
5. Given the representations in the feature space, generate the
representations in the latent space:
for 1 ≤ n ≤ (N + I) , 1 ≤ ` ≤ L :
cˆ
(n)
` ∼ N
(
κ(X
(n)
` ,Sc)
[
κ(Sc,Sc) + α
2
cIMc×Mc
]−1×[
u
(`)
c1 , ..., u
(`)
cMc
]T
, β2c
)
.
(5)
6. Add a Gaussian noise to the vector Cˆ(n) and generate the
vector C(n):
for 1 ≤ n ≤ N : C(n) ∼ N (Cˆ(n) , γ2c IL×L),
for 1 ≤ i ≤ I : C(N+i) ∼ N (Cˆ(N+i) , γ2c IL×L). (6)
7. Given the representations in the latent space, generate the
vectors {Z(n)}N+In=1 , where the k-th dimension of the vector
Z(n) shows the suitability of the k-th label for the n-th
instance:
for 1 ≤ n ≤ (N + I) , 1 ≤ k ≤ K :
zˆ
(n)
k ∼ N
(
κ(C
(n)
` ,Sz)
[
κ(Sz,Sz) + α
2
zIMz×Mz
]−1×[
u
(k)
z1 , ..., u
(k)
zMz
]T
, β2z
)
.
(7)
8. Add a Gaussian noise to the vector Zˆ(n) and generate the
vector Z(n):
for 1 ≤ n ≤ N : Z(n) ∼ N (Zˆ(n) , γ2zIK×K),
for 1 ≤ i ≤ I : Z(i+N) ∼ N (Zˆ(i+N) , γ2zIK×K). (8)
9. For the n-th labeled instance:
a. Draw B experts:
for 1 ≤ b ≤ B : Enkb ∼ Bernoulli
(
σ(λz
(n)
k )),
(9)
where λ ∈ R is a constant.
b. Generate the label vector Y (n) deterministically:
for 1 ≤ k ≤ K : y(n)k = Enk1
∑B
b=1Enkb
B
. (10)
In the above generative process, we do not generate cˆ(n)`
directly from the vector X(n) and the stochastic function
f
(`)
c using a traditional Gaussian process and instead we
parameterize the Gaussian process by some pseudo-instances.
To this end, we firstly find the function f (`)c in pseudo samples
as {u(`)cm}L`=1Mcm=1 where u(`)cm ≈ f (`)c (s(m)c ). Afterwards, we
generate the random variable cˆ(n)` by Eq. 5. We use the same
approach to parameterize the stochastic functions in fz. Note
that the addition of the Gaussian noise that is explained in Eq.
6 and Eq. 8 is only useful for statistical inference. Indeed, as
explained in Eq. 5 and Eq. 7, the uncertainty is modeled by
drawing noisy samples from the stochastic functions. In other
words, addition of this Gaussian noise, eliminates the terms
P(C(n)|X(n))× P(Z(n)|C(n)) in the likelihood equation, and
makes the statistical inference feasible. Accordingly, we set
the parameters γc and γz to a small value.
The effect of adding the experts (i.e. the random variables
{Enkb}Nn=1Kk=1Bb=1) to handle missing labels is comprehen-
sively explained in our previous article [17]. It can be shown
Fig. 2: Probability of assigning the k-th label to the n-th
instance, versus the suitability of the label for the instance. The
variable cMPU is the rate at which MPU [2] randomly removes
the unobserved complete label assignments to generate the
observed label vectors.
that after marginalizing out the experts, the following equation
holds:
P
(
y
(n)
k |z(n)k
)
= Bernoulli
( σ(λz(n)k )B
σ(λz
(n)
k )
B + 1− σ(λz(n)k )
)
(11)
Using Eq. 11, Fig. 2 illustrates the probability of assigning
the k-th label to the n-th instance, versus suitability of the
label for the instance (i.e. σ
(
λz
(n)
k
)
). According to Fig. 2,
when B > 1, our proposed method assumes that with high
probability, absolutely proper labels are not missed. However,
MPU [2] assumes that in presence of missing labels, even
absolutely suitable label assignments have a little chance to be
provided by the training set. In this regard, our mechanism
for handling missing labels is preferable to that of MPU
[2]. Moreover, Fig. 2 demonstrates that, for instance when
B = 20, the model assigns a considerable chance to the case
0.7 ≤ σ(λz(n)k ) ≤ 0.8 and y(n)k = 0, and therefore is capable
of handling missing labels.
B. Inference
To predict labels for a test data Xtest, we need
to firstly predict the latent space representation of this
instance, denoted by Ctest, and then predict the label
vector Ytest. To this end, we seek to find the distri-
bution P
({f (`)c })L`=1 , {f (k)z }Kk=1 | {X(n)}(N+I)n=1 , {Y (n)}Nn=1)
in order to predict the label vector Ytest as Ytest =
E
[
fz
(
E[fc(Xtest)
)
]
]
. However, for the proposed probabilistic
model, finding the posterior distribution is intractable. More-
over, in this model, because of existence of some factors like
P(Cˆ(n) | X(n),Uc) × P(C(n) | Cˆ(n)), the mean-field varia-
tional inference is intractable. In this regard, we adapted the
evidence lower bound which has also been used in the methods
Fig. 3: We assume that the variational distribution can be
factorized according to this Bayesian network.
VAE-DGP [29], DGP [30], as well as GP-LVM [31]. Note
that because of introducing the auxiliary random variables (i.e.
experts), we make additional assumptions to adapt this lower
bound to our probabilistic model. More precisely, we make the
following assumptions about the variational distribution:
1. We assume that the variational distribution q can be factor-
ized according to the Bayesian network of Fig. 3.
In other words, we consider the family of distributions that
can be factorized as follows:
q =
[ L∏
`=1
q
(
f (`)c
)]× [ K∏
k=1
q
(
f (k)z
)]× [ Mc∏
m=1
L∏
`=1
q
(
u(`)cm
)]×
[ Mz∏
m=1
K∏
k=1
q
(
u(k)zm
)]× [N+I∏
n=1
q
(
Cˆ(n)|Uc, X(n)
)]×
[N+I∏
n=1
q
(
Zˆ(n)|C(n),Uz
)]× [N+I∏
n=1
q
(
C(n)
)]×
[N+I∏
n=1
q
(
Z(n)
)]× [ N∏
n=1
K∏
k=1
B∏
b=1
q
(
Enkb
)]
.
(12)
By doing so, it is still impractical to optimize the evidence
lower bound. Thus, we make the following assumption too.
2. We suppose that the following equations hold:
q
(
Cˆ(n)|Uc, X(n)
)
= P
(
Cˆ(n)|Uc, X(n)
)
(13)
q
(
Zˆ(n)|Uz, C(n)
)
= P
(
Zˆ(n)|Uz, C(n)
)
, (14)
where the right hind side of Eq. 13 and 14 corresponds to the
conditional distributions which are explained in Eq. 5.
These two assumptions make it feasible to maximize the
evidence lower bound. More precisely, let L(q) - the evidence
lower bound - be defined as follows:
L(q) ,
∫
q ln
(P
q
)
d(the latent variables). (15)
By assuming that Eq. 13 and 14 hold, one can omit the factors
P
(
Cˆ(n)|Uc, X(n)
)
and P
(
Zˆ(n)|Uz, C(n)
)
from the numerator,
and the factors q
(
Cˆ(n)|Uc, X(n)
)
and q
(
Zˆ(n)|Uz, C(n)
)
from
the denominator of the term Pq , in the right hand side of Eq.
15. Nonetheless, because of using the sigmoid function in
the generative process of our model, it is not straightforward
to maximize the evidence lower bound. In this regard, we
approximate the sigmoid function σ(t) by the function G(t, ξ)
[32], which is defined as follows:
G(t, ξ) , σ(ξ)exp{ t− ξ
2
− tanh(
ξ
2 )
4ξ
(t2 − ξ2)}. (16)
More precisely, we approximate the terms P(Enkb|z(n)k ) as
follows:
p(E
nkb
|z(n)k ) = σ(λz(n)k )Enkb
(
1− σ(λz(n)k )
)1−E
nkb
=
( σ(λz(n)k )
1− σ(λz(n)k )
)Enkb (1− σ(λz(n)k ))
= exp
(
E
nkb
λz
(n)
k
)
σ
(− λz(n)k )
≈ exp(E
nkb
λz
(n)
k
)
G
(− λz(n)k , ξnk).
(17)
Note that the parameters {ξnk}Nn=1Kk=1 are auxiliary variational
parameters. One can set ∂L(q)∂ξnk to zero and get:
ξnk = ±λ E
Z(n)∼q(Z(n))
[
z
(n)
k
]
. (18)
By making the first and the second assumption and using the
approximation explained in Eq. 17, maximizing the evidence
lower bound is straightforward.
Suppose that some vectors in the latent space denoted
by {C(j1), ..., C(jt)} are very close to the vector C(n). Fur-
thermore, assume that y(n)k = 1 , y
(j1)
k = 0, ..., y
(jt)
k = 0. As
a consequence, the posterior distribution of the proposed model
tend to assign a considerable chance to the case z(n)k  0, and
so neglects the assignment of the k-th label to the n-th instance.
Indeed, although the terms {P(Enkb|z(n)k )}Bb=1 might lead to
assigning a considerable chance to the case 0  z(n)k , the
terms {P(zˆ(n)k | C(n),Uz)} might lead to the case z(n)k  0
to learn a smoother mean for the stochastic function f (k)z (•).
To avoid this problem, if y(n)k = 1, we set the k-th dimension
of the mean of the variational distribution q
(
Z(n)
)
to a large
number.
The pseudo-instances are not constrained to be a subset
of the data [16]. However, for simplicity, we set the pseudo-
instances {s(m)c }Mcm=1 to be a subset of the feature vectors (i.e.
{X(n)}N+In=1 ). Moreover, in each iteration of the variational
inference, we set Mc = Mz and update the pseudo-instances
{s(m)z }Mzm=1 as follows:
s(m)z ← E
[
fc(s
(m)
c )
]
(19)
IV. EXPERIMENTS
A. Experimental Setup
To validate the performance of the proposed method, we
conducted experiments on seven real-world datasets, corel5k,
iaprtc12 and espgame from LEAR website [33]; and CAL500,
NUS-WIDE, mediamill and delicious from Mulan [7]. Some
statistics of these datasets is provided in Tab. II. We compared
TABLE II: Statistics of the used datasets.
Dataset N F K # test instances # avg label per sample
CAL500 400 68 174 102 26.044
corel5k 3999 100 260 1000 3.3883
iaprtc12 15701 100 291 3926 5.6990
espgame 16616 100 268 4154 4.6741
delicious 12920 983 500 3185 19.0213
mediamill 30993 120 101 1291 4.3784
nus-wide 161789 500 81 107859 1.8655
the performance of our ESMC method to that of some previous
methods, including SLRM [14], LEML [10], FaIE [9] and
FastTag [15]. We used the implementation of FastTag [15],
[34], provided by the authors of the article. Moreover, we
implemented SLRM [14] and FaIE [9]. The parameters of
FastTag [15] are set to default values in its code. In all
of the experiments, according to the article of FaIE [9],
the parameter α
FaIE
in FaIE [9] is selected from the set
{10−1, 100, ..., 104}. Similarly, the parameters λ
SLRM
and
γ
SLRM
of SLRM [14] are selected from the set {10−3, ..., 103}
as suggested in [14]. Since SLRM [14] and FaIE [9] are not
fast methods, using cross validation to set these parameters is
time consuming, specially when one wants to evaluate these
methods in many different settings. In this regard, instead of
using cross validation, in all of the experiments we selected
values for the parameters of FaIE [9] and SLRM [14] from
the above sets that lead to the best prediction performance (in
terms of the maximum achievable micro-F1 [5], when using
different thresholds to convert the continuous predictions to
binary label vectors of length K) on the test instances. It is
clearly above the prediction performance obtained for these
methods by setting parameters using cross-validation. We set
the kernel parameter σc of our method as twice the mean
Euclidean distance between feature vectors [9]. The kernel
parameter of FaIE [9] has also been set similarly. Moreover,
the parameter B (i.e. number of experts) is set as follows:
B = min{# zero elements of the matrix Y
# one elements of the matrix Y
, 100} (20)
The number of the pseudo-instances is set as:
Mc =Mz =

0.1×N 1 ≤ N < 10000
0.01×N 10000 ≤ N < 20000
400 20000 < N
(21)
Increasing the number of pseudo instances can improve results
of our method. However, the time cost of our method is
affected too.
In the test phase, SLRM [14], LEML [10], FaIE [9],
FastTag [15], and the proposed ESMC method produce a real-
valued label space representation. Transforming these real-
valued vectors to binary label vectors is a challenging task
which dramatically affects the prediction performance. Indeed,
evaluating the above methods by their produced binary label
vectors may lead to unfair evaluations. In this regard, to
avoid the problem of producing binary label vectors, we used
three rank-based evaluation metrics that are Area Under ROC
Curve (AUC) [5], coverage [5], and Precision@k [10]. These
metrics are widely used for evaluating multi-label classifiers.
To evaluate the performance of the methods on a dataset, we
randomly partitioned its instances three times and averaged the
performance obtained over these runs. When partitioning the
(a) AUC (b) -Coverage
Fig. 4: Results on CAL500, for different percentages of
randomly removed label assignments (i.e. simulating missing
labels).
(a) AUC (b) -Coverage
Fig. 5: Results on corel5k, for different percentages of ran-
domly removed label assignments (i.e. simulating missing
labels).
dataset into the training and the test set, we determined the
number of training instances according to Tab. II.
B. Experimental Results
The performance of our ESMC method and that of some
previous methods are evaluated in different settings. Figs. 4,
5, 6 and 7 provide the AUC and the coverage as performance
measures. Note that we negated the coverage value, so that in
all the figures, a larger reported value for an evaluation metric
indicates better prediction performance. We randomly parti-
tioned instances into training data and test data as mentioned
above. Moreover, to evaluate the ability of different methods
to handle missing labels, a fraction (i.e, 10%, 20%, 30%, 40%,
and 50%) of label assignments are randomly removed in the
training set. The horizontal axis in these figures shows the
TABLE III: Comparison of the results of the proposed ESMC
and LEML on one large-scale dataset and two medium-scale
datasets.
nus-wide mediamill delicious
LEML [10] P@1 20.76 P@1 84.00 P@1 65.66
P@3 16.00 P@3 67.19 P@3 60.54
time (s) 1097 time (s) N.A. time (s) N.A.
The proposed ESMC P@1 40.63 P@1 84.82 P@1 61.54
(B = 0) P@3 28.48 P@3 68.80 P@3 56.12
time (s) 126 time (s) 130.65 time (s) 56.52
(a) AUC (b) -Coverage
Fig. 6: Results on iaprtc12, for different percentages of ran-
domly removed label assignments (i.e. simulating missing
labels).
(a) AUC (b) -Coverage
Fig. 7: Results on espgame, for different percentages of
randomly removed label assignments (i.e. simulating missing
labels).
percentages of the removed labels in the training set. There-
fore, the performance of these methods for 0% removal rate
presents their multi-label classification performance on the cor-
responding datasets. These figures illustrate that in almost all
of the experiments, the proposed ESMC method outperforms
the other mentioned methods by a large margin. Moreover,
these figures demonstrate that introducing the auxiliary random
variables (i.e. experts) improves the prediction performance.
As previously explained, the proposed ESMC and FastTag [15]
have explicit mechanisms to handle missing labels. Moreover,
SLRM [14] handles missing labels by filling such missing
entries with label correlations and intrinsic structure among
data [14]. However, FaIE [9] has no explicit mechanism
to handle missing labels. Figs. 4, 5, 6, and 7 confirm this
notion. These figures demonstrate that the proposed ESMC,
TABLE IV: Training time of some methods on different
datasets.
XXXXXXXDataset
Method ESMC (B > 0) SLRM [14] FaIE [9] FastTag[15]
CAL500 1 s 11 s 1 s 11 s
corel5k 17 s 35 s 237 s 120 s
iaprtc12 89 s 499 s 8204 s 335 s
espgame 116 s 509 s 12910 s 402 s
delicious 119 s 1558 s 16172 s 5094 s
mediamill 840 s 1540 s 16255 s 173 s
(a) AUC (b) -Coverage
Fig. 8: Results on corel5k, for different percentages of
randomly selected label vectors (i.e. simulating the semi-
supervised setting).
(a) AUC (b) -Coverage
Fig. 9: Results on iaprtc12, for different percentages of
randomly selected label vectors (i.e. simulating the semi-
supervised setting).
SLRM [14], and FastTag [15] can compensate missing labels.
However, in the presence of missing labels, the performance
of FaIE [9] is prone to decrease.
We randomly partitioned instances into training data and
test data as mentioned above. Moreover, to evaluate the ability
of different methods to exploit the unlabeled instances, a
fraction (i.e, 10%-20%) of label vectors are randomly selected
and used in the training phase. Note that in this setting, we
randomly selected some training data and use the label vectors
of only these instances (other instances can be considered
as unlabeled data), while in previous setting, we randomly
selected a fraction of the one entries in the matrix Y and
set this entries to zeros. The horizontal axis in Figs. 8, 9,
and 10 shows the percentages of the used label vectors in the
training set. Recall that among these methods, SLRM [14] and
the proposed ESMC can exploit unlabeled data. These figures
illustrate that in almost all of the experiments, the proposed
ESMC outperforms the other mentioned methods.
To evaluate the ability of the proposed ESMC to handle
large-scale datasets, we used one large-scale dataset, NUS-
WIDE, as well as two medium-scale datasets, mediamill and
delicious. Table III compares the performance of our proposed
method with that of LEML [10] (in terms of Precision@1,
Precision@3, and training time). In this setting, we ran each
algorithm once. In fact, we used the standard training and test
data provided for these datasets. For LEML [10], we used the
(a) AUC (b) -Coverage
Fig. 10: Results on espgame, for different percentages of
randomly selected label vectors (i.e. simulating the semi-
supervised setting).
reported results in the article of LEML [10], as well as the
online-available results [8]. According to Table III, for NUS-
WIDE, the proposed ESMC is almost ten times faster than
LEML [10].
Adding the experts make the proposed method capable
of filling the missing entries in the label matrix. However,
doing so can increase the number of incorrect predicted label
assignments. Consequently, adding the experts can dramati-
cally affect the Precision@1 and Precision@3. Thus, in the
experiments of Table III, we used the proposed method with
no experts.
V. CONCLUSION
In this paper, we proposed an embedding-based multi-
label classifier that models the transformation mapping the
feature space to the latent space, as well as the transfor-
mation mapping the latent space to the label space, by two
sets of stochastic transformations. In this regard, our method
is more flexible than state-of-the-art linear approaches and
in terms of prediction performance, outperforms them by a
large margin. Furthermore, by modeling these mappings using
stochastic transformations, our method addresses the problem
of neglecting the tail labels, which is not addressed by many
state-of-the-art embedding-based multi-label classifiers. One of
the most important contributions of this paper is to exploit the
idea of parameterizing sparse Gaussian processes by pseudo-
instances that dramatically decreases the training time of the
proposed method. Moreover, our ESMC method uses effective
mechanisms to compensate missing labels, and to exploit
unlabeled instances.
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