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A Diagrammatic Kinetic Theory of Density Fluctuations in Simple Liquids in
the Overdamped Limit. II. The One-Loop Approximation
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and Hans C. Andersen
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A diagrammatic kinetic theory of density fluctuations in simple dense liquids at long times, described in
the preceding paper, is applied to a high density Lennard-Jones liquid to calculate various equilibrium time
correlation functions. The calculation starts from the general theory and makes two approximations. 1.
The general diagrammatic expression for an irreducible memory kernel is approximated using a one-loop
approximation. 2. The generalized Enskog projected propagator, which is required for the calculation, is
approximated using a simple kinetic model for the hard sphere memory function. The coherent intermediate
scattering function (CISF), the longitudinal current correlation function (LCCF), the transverse current
correlation function (TCCF), the incoherent intermediate scattering function (IISF), and the incoherent
longitudinal current correlation function (ILCCF) are calculated and compared with simulation results for
the Lennard-Jones liquid at high density. The approximate theoretical results are in good agreement with the
simulation data for the IISF for all wave vectors studied and for the CISF and LCCF for large wave vector.
The approximate results are in poor agreement with the simulation data for the CISF, LCCF, and TCCF
for small wave vectors because these functions are strongly affected by hydrodynamic fluctuations at small
wave vector that are not well described by the simple kinetic model used. The possible implications of this
approach for the study of liquids is discussed.
PACS numbers: 05.20.Dd, 05.20.Jj, 05.40.-a
I. INTRODUCTION
In the previous paper in this series,1 which we shall
refer to as paper I, we started from an exact graphical
kinetic theory for the correlation function of phase space
density fluctuations in a dense atomic fluid and demon-
strated how making a certain set of well-defined assump-
tions about the short time scale dynamics of the system,
in conjunction with a well specified long time limit, leads
to a much simpler theory for longer time scales. We refer
to this theory as the overdamped theory. In this paper
we test the overdamped theory by comparing its predic-
tions with simulation results for a dense Lennard-Jones
fluid at a variety of temperatures.
The properties we calculate from the theory are five
basic time correlation functions for an atomic liquid:
the coherent intermediate scattering function (CISF)
φρ(q, t), the longitudinal current correlation function
(LCCF) φjl(q, t), the transverse current correlation func-
tion (TCCF) φjt(q, t), the incoherent intermediate scat-
tering function (IISF) φρs(q, t), and the incoherent lon-
gitudinal current correlation function (ILCCF) φjls(q, t).
These functions are discussed in paper I (see Eqs. (6)-
(10)). We are concerned with versions of these functions
that are normalized to be unity at zero time.
In the overdamped theory, the central theoretical func-
tion that must be evaluated is the irreducible memory
kernel mirr. It has a graphical representation in terms
of an infinite set of diagrams with a very restricted set
a)Electronic mail: pilkman@gmail.com
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of structures that is a consequence of taking the over-
damped limit. When an approximation for this function
is obtained and combined with an approximation for the
projected propagator in the generalized Enskog theory,
the correlation functions for the fluid of interest can be
calculated in a straightforward way.
In Sec. II, we discuss the graphical representation of
mirr. We focus on the simplest reasonable first approxi-
mation for this function, which we call the one-loop ap-
proximation. In Sec. III, we discuss the use of kinetic
models to obtain an approximation for the generalized
Enskog theory. We focus on one of the simplest such
models, which we call Model A. In Sec. IV, we discuss the
calculation of the correlation functions of interest using
the one-loop approximation and model A. In section V,
the numerical results are presented for the Lennard-Jones
fluid and compared to results from molecular dynamics
simulations. Both a wide range of temperatures and wave
vectors are considered at one high density. The overall
strengths and weaknesses of the one-loop/Model A ap-
proximation are summarized in section VI, and some in-
sight is provided into how the overdamped theory might
be improved upon and extended to lower temperatures.
II. DIAGRAMMATIC SERIES FOR mirr
A. The structure of diagrams in the series for mirr
The diagrammatic series for mirr is stated in Sec. VII
F of paper I. See Fig. 5 in paper I for examples of these
diagrams. Each diagram, except the simplest, contains
one or more sets of vertices with the following properties:
(i) all the vertices in a set are singly connected to one an-
2other by χEDP bonds, and (ii) different sets are connected
by χ
(0)
0ˆ
bonds only. All the points on the vertices in a set
will, in effect, have the same time associated with them
because of the Dirac delta function time dependence of
the χEDP bonds connecting them. Thus each set can be
viewed as an instantaneous vertex. Since such a vertex
contains two or more of the fundamental vertices as well
one or more χEDP bonds, we shall refer to it as an instan-
taneous compound vertex.
There are some vertices in a diagram that are not mem-
bers of such a set. The vertex attached to the left root
is always a Qc1L12 vertex that is not attached to any χ
ED
P
bond in the diagram for mirr. The vertex attached to
the right root may be a Qc1L21 vertex with no χ
ED
P bond
attached, or it may be a TH21 vertex that is part of a
compound vertex.
The general structure of a diagram in the overdamped
series for mirr can be described in the following way.
1. A diagram consists of a collection of instantaneous
vertices connected by χ
(0)
0ˆ
bonds. Each instantaneous
vertex is either a single vertex or a compound vertex.
2. The left root is attached to a Qc1L12 vertex. This ver-
tex will be called the left endpoint vertex.
3. The right root is attached either to a Qc1L21 vertex or
a compound vertex subject to certain restrictions. The
vertex or compound vertex attached to the right root will
be called the right endpoint vertex.
4. All other compound vertices are not attached to a
root. They will be referred to as compound interaction
vertices, and their structure is subject to certain restric-
tions.
5. The topological restrictions on the series for mirr,
stated in Sec. VII F of paper I, allow
(i) one type of left endpoint vertex,
(ii) several types of right endpoint vertices, and
(iii) many types of compound interaction vertices.
See Fig. 1 for examples of the structures of the al-
lowed endpoint vertices and compound interaction ver-
tices. These considerations allow us to express the series
for mirr in an alternative form.
mirr(R, λ, t;R
′, λ′, t′) = the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χ
(0)
0ˆ
bonds;
(iv) one allowed left endpoint vertex, one allowed right
endpoint vertex, and allowed compound interaction ver-
tices;
such that:
(i) the left root is attached to the left endpoint vertex;
(ii) the right root is attached to the right endpoint vertex;
(iii) each free point is attached to a bond and vertex;
(iv) there is no bond whose removal would disconnect the
roots. 
Although this function has two time arguments, its
value depends only on the difference of the times. In the
(a)
(b) T
T
T
T
(c)
T
T
FIG. 1. Allowed endpoint vertices and allowed compound in-
teraction vertices in the graphical series for mirr. (a) The
only allowed left endpoint vertex. (b) Some of the simplest
allowed right endpoint vertices. (c) Some of the simplest al-
lowed compound vertices. Large open circles with the letter
T are TH21 vertices. Large open circles with no letter, one left
point, and one right point are Qc111 vertices if they contain an
internal line or Qc011 vertices if they do not. Large open circles
with one left point, two right points, and an interior line are
Qc1L12 vertices, and Q
c1L
21 vertices are represented similarly, but
with the numbers of left and right points reversed. Wavy lines
are χEDP bonds. The points are drawn as they would appear
in an mirr diagram with small open circles for root points and
small closed circles for free points. Free points that have no
bond attached in this figure will have a χ
(0)
0ˆ
bond attached in
the mirr diagram. In (b), the first vertex is a right endpoint
vertex consisting of a Qc1L21 vertex with two left points and one
right point. It is the only right endpoint vertex that is not
a compound vertex. The second and third vertices contain a
TH21 vertex and also have two left points and one right point.
All other right endpoint vertices are compound vertices with
one right point and more than two left points. In (c), the first
two vertices are the only two compound interaction vertices
with only one left point and one right point.
discussion of the values of diagrams contributing to mirr,
we will set t′ = 0 for convenience.
This diagrammatic series has an interesting feature.
Since the only bonds are χ
(0)
0ˆ
bonds, when a diagram is
evaluated, the Hermite index of every free point must be
0ˆ. (See Sec. IV of paper I for a discussion of the notation
for Hermite indices.) In effect, the only dummy variable
needed for a free point is thus a position variable, mean-
ing that the bonds and compound interaction vertices
can be treated as functions of position only. The end-
point vertices, on the other hand, still retain a Hermite
variable dependence, and consequently so does mirr.
It follows from the discussion of the overdamped limit
in paper I that every allowed left or right endpoint vertex
is independent of ν, every allowed compound interaction
vertex is proportional to ν−1, and every compound in-
3teraction vertex contributes a factor of t to the value of
a diagram because of the integration over the time vari-
able assigned to it. Thus the value of any diagram in the
series above is of the form
(t/ν)nΘ(t)A(R, λ;R′, λ′),
where n is the number of compound interaction vertices
in the diagram. Here A is independent of t and ν but
is a function of the position and Hermite arguments of
mirr as determined by the structure of the diagram. Θ
is the Heaviside function. It follows that mirr has time
dependence only on the long time scale ofO(ν) that arises
in the overdamped limit (see Sec. VII of paper I) and
none on the shorter time scale of O(ν−1). This makes
the irreducible memory function very slowly varying for
large ν.
Everything discussed in this subsection can be applied
in a completely analogous fashion to the diagrams in the
series for ms irr, also defined in Sec. VIIF of paper I.
B. Evaluation of a compound interaction vertex
Here we give an example of the evaluation of a com-
pound interaction vertex. The result for this specific ex-
ample is important in the following development.
The first compound interaction vertex in (c) of Fig. 1
consists of two Qc111 vertices connected by a χ
ED
P bond.
Imagine this as part of a diagram to be evaluated. Assign
time arguments t1 and t2 to the left and right vertices,
respectively, and position variables and Hermite indices
to the points. The product of the functions associated
with the vertices and bond are the following.
Qc111(R, 0ˆ;R1, λ1)χ
ED
P (R1, λ1, t1;R2, λ2, t2)
×Qc111(R2, λ2;R
′, 0ˆ)
Here we have assigned 0ˆ Hermite labels to the far left and
far right point because these points, in an mirr diagram,
are always attached to a χ
(0)
0ˆ
bond, whose function is
nonzero only for this Hermite index. Holding the t1 time
variable fixed, we then integrate over t2, integrate over
the position arguments of the χEDP , and sum over its
Hermite arguments. These are all steps that would be
among those performed if a diagram in mirr containing
this compound interaction vertex were being evaluated.
This gives the following.
∫
dt2
∑
λ1.λ2
∫
dR1dR2Q
c1
11(R, 0ˆ;R1, λ1)
× χEDP (R1, λ1, t1;R2, λ2, t2)Q
c1
11(R2, λ2;R
′, 0ˆ)
The χEDP bond has a Dirac delta function time depen-
dence. See Sec. VII E of paper I. The result of the time
integration is
∑
λ1.λ2
∫
dR1dR2Q
c1
11(R, 0ˆ;R1, λ1)
× χ˜EOP (R1, λ1, 0;R2, λ2)Q
c1
11(R2, λ2;R
′, 0ˆ) (1)
There is no time dependence in the above expression, and
χ˜EOP is proportional to ν
−1, so this compound interaction
vertex is instantaneous and proportional to ν−1 as noted
above. The second compound interaction vertex in (b)
of Fig. 1 is very similar. Its value can be obtained from
the expression in (1) simply by replacing the last Qc111 by
Qc011.
These two compound interaction vertices are the only
ones that have only one left point and one right point.
The sum of the values of these compound interaction
vertices is
Q11(R,R
′) =
∑
λ1.λ2
∫
dR1dR2Q
c1
11(R, 0ˆ;R1, λ1)
× χ˜EOP (R1, λ1, 0;R2, λ2)
×
(
Qc111(R2, λ2;R
′, 0ˆ) +Qc011(R2, λ2;R
′, 0ˆ)
)
(A more explicit expression for this function requires in-
formation about χ˜EOP . This is discussed in the next sec-
tion.) This function, as defined, has no Hermite argu-
ments. We can define a version with Hermite arguments
as follows.
Q11(R, λ;R
′, λ′) = Q11(R,R
′)δλ0ˆδλ′0ˆ
It can be shown that Qˆ11(q) is a scalar that depends on
the magnitude but not the direction of the wave vector
q.
C. Some symmetry properties of mirr
Other compound vertices can be evaluated in the same
way. Each compound interaction vertex is a scalar func-
tion of only the positions associated with its left and
right points and is invariant with regard to rotation of
the coordinate system. These positions are integrated
over when a diagram that contains the compound vertex
is evaluated.
A left or right interaction vertex is a function of the
positions associated with its points. It is also a function
of the Hermite index associated with the root point to
which it is attached. As a result, each diagram in mirr is
a function of the positions of its left and right roots and
its Hermite indices and is equal to an integral over the
positions associated with its free points. The only way in
which the value of such a diagram can depend on the ori-
entation of the coordinate system is through the Hermite
polynomial functions used in calculating its Hermite ma-
trix elements. The general symmetry properties of the
diagram values is rather complicated. Here we focus on
4the 3×3 array of matrix elements in which both the left
and right Hermite indices are in the set (xˆ, yˆ, zˆ). See Sec.
IV of paper I for a discussion of Hermite matrix elements
and indices.
This 3×3 array of values obtained by assigning these
Hermite indices to the roots of a specific diagram in mirr
transforms as a second rank Cartesian tensor under rota-
tion of the coordinate system. The Fourier transform of
this array with regard to the position arguments on the
roots is a second rank Cartesian tensor that is a func-
tion of the wave vector. Moreover, it is straightforward
to show that the elements of the array are invariant to
those rotations of the coordinate system that do not ro-
tate the wave vector. It follows that when the wave vector
is in the z direction, the 3×3 array is diagonal and that
the (xˆ, xˆ) element is equal to the (yˆ, yˆ) element. Thus
mˆirr(qkˆ, t)λλ′ = 0 if λ 6= λ
′ and λ, λ′ ∈ (xˆ, yˆ, zˆ). Also,
mˆirr(qkˆ, t)xˆxˆ = mˆirr(qkˆ, t)yˆyˆ.
D. Renormalization of the propagator that appears in
diagrams for mirr
It is possible to show that if the fundamental correla-
tion functions of interest decay to zero for long times (as
is expected for an equilibrium system) the irreducible
memory kernel must also decay to zero for long times.
As discussed above, each nonzero diagram in the series
above for mirr has a value that is a nonnegative power
of t/ν. Thus any approximation for mirr that includes
only a finite number of diagrams in this series does not
decay to zero for long positive times. A series for mirr
that can lead more easily to useful approximations can be
obtained by performing a topological reduction that re-
places the χ
(0)
0ˆ
propagator with a sum of chain diagrams
containing χ
(0)
0ˆ
propagators and compound interaction
vertices that have only one left and one right point. To
do this, we define the χO propagator in the following way.
χO(R, t;R′, t′) ≡ the sum of all topologically distinct
matrix diagrams with:
(i) a left root labeled (R, 0ˆ, t) and a right root labeled
(R′, 0ˆ, t′);
(ii) free points;
(iii) χ
(0)
0ˆ
bonds;
(iv) Q11 vertices;
such that:
(i) the left root is attached to a χ
(0)
0ˆ
bond;
(ii) the right root is attached to a χ
(0)
0ˆ
bond;
(iii) each free point is attached to a bond and a vertex.

The superscript O is to denote that this propagator is
defined in the overdamped limit. Note that this function
as defined has no Hermite arguments, but the points in
the graphs do have Hermite arguments. We also define a
version of this function with Hermite arguments.
χO(R, λ, t;R′, λ′, t′) ≡ χO(R, t;R′, t′)δλ0ˆδλ′0ˆ
We perform a topological reduction of the series for
mirr that eliminates χ
(0)
0ˆ
bonds and replaces them with
χO bonds.
mirr(R, λ, t;R
′, λ′, t′) = the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χO bonds;
(iv) one allowed left endpoint vertex, one allowed right
endpoint vertex, and allowed compound interaction ver-
tices that have more than two points;
such that:
(i) the left root is attached to the left endpoint vertex;
(ii) the right root is attached to the right endpoint vertex;
(iii) each free point is attached to a bond and vertex. 
Each diagram in this series is a sum of an infinite num-
ber of diagrams in the previous series. It follows from the
discussion of the previous series that in the present series
each diagram has a value of the form
(t/ν)mΘ(t)B(t/ν;R, λ;R′, λ′).
Here B is a power series in t/ν with nonnegative powers,
and m is the number of compound interaction vertices
in the diagram. The coefficients of the power series are
functions of the position and Hermite arguments ofmirr.
The time dependence of B reflects the time dependence
of the χO propagator, which is causal and decays to zero
as t goes to infinity. As a result, every diagram in this
series goes to zero when t goes to infinity, despite the
positive powers of t in the expression above.2 This makes
it a more useful starting point for the construction of
approximations for mirr.
E. The structure of diagrams in the series for mirr that
has χO bonds
Figure 2 shows several diagrams in the latest series for
mirr.
The simplest diagrams (the first two in the figure)
have a right endpoint vertex consisting of a Qc1L21 vertex
and just two χO bonds with no compound interaction
vertices. They can be described as one-loop diagrams.
There are just two such diagrams, and their values at
t = 0 are nonzero and depend on the range and magni-
tude of the longer ranged part of the potential of mean
force.
The simplest diagrams that have a TH21 attached to the
right root (the third and fourth diagrams in the figure)
are also one-loop diagrams with only two χO bonds, but
it can be shown that they are zero for t = 0.
Subsequent diagrams have one or more compound in-
teraction vertices and three or more χO bonds. Each
compound interaction vertex generates a power of t/ν in
the value of the diagram for small t.
5T
T
FIG. 2. Examples of diagrams in the series for mirr that has
χO bonds. See Fig. 1 for the meaning of the various parts of
a diagram. A thick solid line between two points on different
vertices is a χO bond. The first two diagrams are one-loop
diagrams that are nonzero at zero time. The next two di-
agrams are one-loop diagrams that are zero at t = 0. The
remaining diagrams in the series have compound interaction
vertices and are also zero at t = 0. The last diagram is an
example of such a diagram.
For very large positive times t, each bond function de-
cays to zero. Therefore a large number of bonds will
likely cause the value of a diagram to decay rapidly at
long times. Thus it is plausible to expect that the most
important diagrams for the longest times are those that
have small numbers of compound interaction vertices. It
is also plausible to expect that the most important dia-
grams for the smallest times are those that are nonzero
at t = 0.
With this in mind, as a first approximation we keep
only the diagrams that are nonzero for t = 0 and that
have the smallest number of bonds. They are the two
one-loop diagrams in Fig. 2 that have a Qc1L21 vertex as
their right endpoint vertex. The value of these diagrams
for t ≥ 0 is of the form B(t/ν), where B(x) is a power
series whose leading nonzero term contains x0. It follows
from the discussion in Sec. II D that the sum of the dia-
grams not included in this first approximation are of the
form C(t/ν), where C(x) is a power series whose leading
nonzero term contains x1. Hence the diagrams retained
in this first approximation should also be the most im-
portant ones for the behavior of mirr for t of O(ν
0) or
less.
We shall refer to this approximation, for simplicity, as
the one-loop approximation, with the understanding that
it contains only those one-loop diagrams that are nonzero
at t = 0.
III. THE USE OF A KINETIC MODEL
A. The method of kinetic models
Section VIA of Paper 1 gives the diagrammatic series
for the Hermite matrix elements of χEP and χ
E
sP , the gen-
eralized Enskog projected propagator and projected self
propagator. To carry out the calculation of the corre-
lation functions of interest, these matrix elements are
needed in the limit of large ν. In principle, three steps
would be involved in an exact calculation of these ele-
ments.
1. An exact calculation of all the matrix elements of
MH and MHs .
2. The summation of all the graphs in the series for
each of the elements of χEP and χ
E
sP . These graphs contain
MH and MHs vertices.
3. Evaluation of the limiting behavior of these matrix
elements for large ν.
Although the second and third steps are not problem-
atic, the first step is extremely difficult because of the
large number of matrix elements required. In practice,
the calculation must be done approximately.
A useful method for constructing an approximation is
the method of kinetic models,3–8 which in the context of
the diagrammatic theory can be described in the follow-
ing way.
1. Construct an approximation for the matrix elements
of MH and MHs that is consistent with the symmetry
and dissipative properties of the exact matrices. The
relevant symmetry properties are their behavior under
rotation and inversion of the coordinate axes. The dissi-
pative properties imply that all eigenvalues of the Fourier
transforms of the two matrices are nonpositive. Such an
approximation is called a kinetic model.
2. Sum the series for the elements of χEDP and χ
ED
sP
containing the approximate versions of the MH and MHs
matrix elements.
The simplest of such models is the BGK model,3 which
in the present context can be constructed using the fol-
lowing assumptions.
1. The MˆH(q) and MˆHs (q) matrices are diagonal and
independent of q.
2. The 0ˆ0ˆ matrix elements are zero. (See Sec. IV of pa-
per I for a discussion of the notation for Hermite indices.)
3. Every other diagonal element is equal to −ν, where
ν = −MˆHs (q)zˆzˆ.
Assumption 2 is correct. Also it is the case that the
MˆHs matrix is independent of q. The other compo-
nents of these assumptions are simplifying approxima-
tions. The BGK model preserves the essential symmetry
and dissipative properties of the exactMH functions, but
it is too simple to describe the hydrodynamic behavior
for small wave vector.
B. Model A
For the present calculation, we have constructed the
simplest kinetic model that gives a reasonable description
of the Enskog projected propagators for large wave vector
and that has some of the hydrodynamic behavior of these
propagators for small wave vector.
1. All matrix elements of the exact MH and MHs for
which one or both indices is 0ˆ are zero. (Here 0ˆ = (000).)
6We retain this feature in the kinetic model.
2. Every nonzero element of the exact MH and MHs
is O(ν), and we shall construct an approximation that
retains this feature.
3. Consider the matrix elements of MH(R;R′) and
MHs (R;R
′) among the basis functions xˆ ≡ (100), yˆ ≡
(010), and zˆ ≡ (001). It can be shown that, for both
functions, these nine elements transform, under rotations
of the coordinate system, as a symmetric second rank
Cartesian tensor. Therefore, for each function, it is the
sum of two terms: a scalar times the identity tensor and
a symmetric traceless tensor. For MHs the symmetric
traceless part is exactly zero, and this is incorporated in
the model. For MH , we shall approximate the tensor of
matrix elements by its first part. The symmetric trace-
less part contributes to the Enskog projected propagator,
but to a significantly smaller extent.
4. All other diagonal matrix elements will be approxi-
mated as a negative constant of order ν.
5. All other off diagonal elements will be set equal to
zero.
We shall refer to this kinetic model as Model A.
The matrix elements of MH and MHs for Model A are
the following.
MH(R, λ;R′, λ′)
= 0 if λ = λ′ = 0ˆ or λ 6= λ′
= −ν
(
δ(R −R′)−
δ(|R −R′| − d)
4πd2
)
if λ = λ′ = xˆ or yˆ or zˆ
= −νλ if λ = λ
′ 6= 0ˆ or xˆ or yˆ or zˆ
MHs (R, λ;R
′, λ′)
= 0 if λ = λ′ = 0ˆ or λ 6= λ′
= −νδ(R −R′) if λ = λ′ = xˆ or yˆ or zˆ
= −νλ if λ = λ
′ 6= 0ˆ or xˆ or yˆ or zˆ
The corresponding Fourier transforms are
MˆH(q;λ, λ′)
= 0 if λ = λ′ = 0ˆ or λ 6= λ′
= −ν (1− j0(qd)) if λ = λ
′ = xˆ or yˆ or zˆ
= −νλ if λ = λ
′ 6= 0ˆ or xˆ or yˆ or zˆ
MˆHs (q;λ, λ
′)
= 0 if λ = λ′ = 0ˆ or λ 6= λ′
= −ν if λ = λ′ = xˆ or yˆ or zˆ
= −νλ if λ = λ
′ 6= 0ˆ or xˆ or yˆ or zˆ
Here q = |q|, and j0 denotes a spherical Bessel function.
The quantity ν is the exact value of −MˆHs (q)zˆzˆ (see Sec.
VII A of paper I). Each νλ is O(ν), but the precise val-
ues will not be needed for our calculation. This simple
kinetic model preserves many of the properties of the ex-
act matrices.
1. It preserves the rotational and translational symme-
try of the exact memory functions.
2. It preserves the fact that the eigenvalues of MˆH(q)
and MˆHs (q) are nonpositive for all q.
3. It preserves the fact that both functions have a zero
eigenvalue for all q associated with the zero value of the
0ˆ0ˆ matrix element. This expresses the conservation of
particles in a hard sphere collision.
4. It preserves the fact that three eigenvalues of MˆH
go to zero as q → 0 by virtue of the fact that the three
diagonal elements of MˆH for λ = xˆ, yˆ, and zˆ are nonzero
for nonzero q and go to zero as q goes to zero. This
results from conservation of momentum in hard sphere
collisions.
5. The matrix elements of MˆHs among the xˆ, yˆ, and zˆ
basis functions are exactly correct. The trace of these
matrix elements for MˆH is exactly correct.
The major qualitative deficiency of Model A is that it
does not preserve the fact that there is a fourth eigen-
value of MˆH that goes to zero as q → 0. The corre-
sponding eigenfunction is a linear combination of basis
functions whose matrix indices λ are (200), (020), and
(002). This zero eigenvalue is a consequence of the con-
servation of kinetic energy in hard sphere collisions and
is important for getting correct hydrodynamic behavior
for small wave vector. This means, for example, that
this model will be unable to capture the impact of sound
waves on the density correlations of the liquid at small
wave vectors, though it will at least describe correctly the
fact that these fluctuations will decay slowly. For large
wave vector, on the other hand, the model describes the
predominantly dissipative behavior of the MˆH function,
and it should be reasonably accurate for the MˆHs function
at all wave vectors.
C. Results for Model A
The graphical series for χEP in terms of M
H is given in
Sec. VI A of paper I. In the Fourier domain with Hermite
matrix notation, the diagrammatic series implies
χˆEP (q, t) = exp
(
[Qˆc111(q) + Mˆ
H(q)]t
)
χˆ
(0)
P (q, t)
MH(q) = O(ν) and it is intrinsically negative. The only
diagrams important in the overdamped limit are those
that have no Qc111 vertices, so for large ν, the dominant
behavior is
χˆEOP (q, t) = exp
(
MˆH(q)t
)
χˆ
(0)
P (q, t)
MˆH(q) is a diagonal matrix for this kinetic model.
χˆ
(0)
P (q, t) is also diagonal, and its only time dependence
is a Heaviside function. It follows that the diagonal ele-
ments of the dominant contribution to ˆ˜χEOP for Model A
7are:
ˆ˜χEOP (q, z)λλ = 0 if λ = 0ˆ
= (z + ν (1− j0(qd)))
−1 if λ = xˆ, yˆ, zˆ
= (z + νλ)
−1 if λ 6= 0ˆ, xˆ, yˆ, zˆ
ˆ˜χEOsP (q, z)λλ = 0 if λ = 0ˆ
= (z + ν)−1 if λ = xˆ, yˆ, zˆ
= (z + νλ)
−1 if λ 6= 0ˆ , xˆ, yˆ, zˆ
The z = 0 values are
χˆEDP (q)λλ = 0 if λ = 0ˆ
= (ν (1− j0(qd)))
−1
if λ = xˆ, yˆ, zˆ
= ν−1λ if λ 6= 0ˆ or xˆ, yˆ, zˆ
χˆEDsP (q)λλ = 0 if λ = 0ˆ
= ν−1 if λ = xˆ, yˆ, zˆ
= ν−1λ if λ 6= 0ˆ, xˆ, yˆ, zˆ
The off-diagonal elements are zero. (For the precise re-
lationship between χEP , χ
EO
P , and χ
ED
P , see Sec. VII E of
paper I.)
Using the above results, it can be shown that the Q11
vertex and χO bond have the following form when Model
A is used.
Qˆ11(q) = −
v2T q
2
ν(1− j0(qd))S(q)
Qˆs11(q) = −
v2T q
2
ν
χˆO(q, t) = Θ(t) exp
(
−
[
v2T q
2
ν(1 − j0(qd))S(q)
]
t
)
χˆOs (q, t) = Θ(t) exp
(
−
[
v2T q
2
ν
]
t
)
In the above, vT is the thermal velocity kBT/m, where
kB is Boltzmann’s constant, T is the temperature, andm
is the mass of each particle in the liquid. S(q) is the static
structure factor of the liquid, which can be calculated at
any desired value of q by numerical Fourier transform of
(g(r) − 1).
IV. THE ONE-LOOP APPROXIMATION AND MODEL
A
A. Evaluation of the diagrams in mirr that are included in
the approximation
To compute any of the correlation functions of interest,
we must first compute some approximation for the total
and self irreducible memory kernels. To do this, we will
evaluate only the simplest diagrams in their respective
graphical series as discussed in Sec. II E. The diagram we
retain for the self irreducible memory kernel is depicted
in Figure 3, and the diagrams we retain for the total ir-
reducible memory kernel are depicted in Figure 4. What
s
FIG. 3. The retained one-loop diagram for the self irreducible
memory kernel. See the captions of Figs. 1 and 2 for the
meanings of the various parts of the diagram. Here, the bond
between two vertices that has an S is a χOs bond.
+
FIG. 4. The retained one-loop diagrams for the irreducible
memory kernel. See the captions of Figs. 1 and 2 for the
meanings of the various parts of the diagram.
these diagrams have in common is that they have one
vertex on the left, one on the right, and two propagators
connecting the vertices that form a single internal loop.
(There are no other vertices or propagators.) As noted
above, we refer to this as the one-loop approximation.
The single diagram contributing to ms irr will be de-
noted as ms 1L(R1, λ1, t;R2, λ2, 0). It has the following
value.
ms1L(R1, λ1, t;R2, λ2, 0)
=
∫
dR
′
1dR
′
2dR
′′
1dR
′′
2 Q
c1L
12 (R1, λ1;R
′
1, 0ˆ,R
′
2, 0ˆ)
× χOs (R
′
1, t;R
′′
1 )χ
O(R
′
2, t;R
′′
2 )Q
c1L
21 (R
′′
1 , 0ˆ,R
′′
2 , 0ˆ;R2, λ2)
(2)
Using the formulas for the Q vertex matrix elements in
Eqs. (C4) and (C5) of paper I, this can be expressed as
the following, which is valid for iˆ and jˆ being xˆ, yˆ, or zˆ.
ms1L(R1, iˆ, t;R2, jˆ, 0)
= −
ρ
m
χOs (R1, t;R2)
∫
dR
′
2dR
′′
2 ∂R1iv
L(R1 −R
′
2)
× χO(R
′
2, t;R
′′
2 )∂R′′
2j
e−v
L(R
′′
2
−R2)/kBT (3)
To calculate the correlation functions of interest, we need
the zˆzˆ element of this function’s Fourier transform. Using
equation (3) as a starting point, a complicated calcula-
8tion yields the following result.
mˆs1L(qkˆ, t)zˆzˆ =
4πρ
m
∫
∞
0
dRχOs (R, t)
×
[
G′(R, t)
(
2 cos(qR)
q2R
−
2 sin(qR)
q3R2
)
−G
′′
(R, t)
(
R sin(qR)
q
+
2 cos(qR)
q2
−
2 sin(qR)
q3R
)]
(4)
The function G(R, t) is a function whose Fourier trans-
form is
Gˆ(q, t) = vˆL(q)χˆO(q, t)Fq
[
e−v
L(R)/kBT − 1
]
(5)
where Fq is a functional that takes the Fourier transform
of any function upon which it acts with respect to wave
vector q. The derivation of equation (4) is detailed in
the appendix.
The values of the two diagrams that contribute
to mirr will be denoted m1La(R1, λ1, t;R2, λ2, 0) and
m1Lb(R1, λ1, t;R2, λ2, 0), where m1La is the first dia-
gram in Figure 4 and m1Lb is the second. The value of
m1La(R1, λ1, t;R2, λ2, 0) is identical to equation (3) with
the first χOs bond replaced by a χ
O bond. The value of
m1Lb is
m1Lb(R1, iˆ, t;R2, jˆ, 0)
=
ρ
m
∫
dR
′
2dR
′′
1 ,
(
∂R1iv
L(R1 −R
′
2)
)
χO(R1, t;R
′′
1 )
× χO(R
′
2, t;R2)∂R′′
1j
e−v
L(R
′′
1
−R2)/kBT (6)
We need the zˆzˆ and xˆxˆ matrix elements of these two
functions. We can get mˆ1La(qkˆ, t)zˆzˆ from equation (4),
with the χOs bond replaced by a χ
O bond. The function
mˆ1La(qkˆ, t)xˆxˆ takes the form
mˆ1La(qkˆ, t)xˆxˆ
=
4πρ
m
∫
∞
0
dRχO(R, t)
[
G
′′
(R, t)
(
cos(qR)
q2
−
sin(qR)
q3R
)
+G′(R, t)
(
sin(qR)
q3R2
−
cos(qR)
q2R
−
sin(qR)
q
)]
(7)
The two matrix elements of m1Lb have the following ex-
pressions.
mˆ1Lb(qkˆ, t)zˆzˆ
=
4πρ
m
∫
∞
0
G
′
1(R, t)G
′
2(R, t)
×
(
R sin(qR)
q
+
2 cos(qR)
q2
−
2 sin(qR)
q3R
)
(8)
mˆ1Lb(qkˆ, t)xˆxˆ
=
4πρ
m
∫
∞
0
dRG
′
1(R, t)G
′
2(R, t)
(
sin(qR)
q3R
−
cos(qR)
q2
)
(9)
G1(R, t) and G2(R, t) are the inverse Fourier transforms
of the following two functions
Gˆ1(q, t) = vˆ
L(q)χˆO(q, t) (10)
Gˆ2(q, t) = Fq
[
e−v
L(R)/kBT − 1
]
χˆO(q, t) (11)
Once again, details on the derivation of these results may
be found in the appendix.
B. Numerical computation of correlation functions
In this section we combine the one-loop approximation
for mirr with Model A to describe how to calculate the
correlation functions of interest for a monatomic fluid in
the overdamped limit.
Appendix E of paper I gives the general equations for
calculating correlation functions using the exact kinetic
model for hard spheres. These equations simplify greatly
when Model A and the one-loop approximation are used.
In the one-loop approximation, the right endpoint ver-
tex in all graphs that contribute to mirr is a Q
c1L
21 vertex.
The vertex must have left Hermite indices that are both
0ˆ. The only Hermite matrix elements of Qc1L21 that satisfy
this restriction are those whose right Hermite argument
is either xˆ, yˆ, or zˆ. (See Eq. (C5) of Paper I.) The left
endpoint vertex of all diagrams in mirr is a Q
c1L
12 vertex.
Similar reasoning applies to this vertex. Thus, in the
one-loop approximation, mirr λλ′ = 0 unless both Her-
mite indices are in the set (xˆ, yˆ, zˆ).
More general arguments above show that the Fourier
transform of this 3×3 array of functions is diagonal with
its xˆxˆ element equal to its yˆyˆ element, provided the wave
vector is in the z direction.
Thus it is convenient to make this choice for the wave
vector, calculate the xˆxˆ and zˆzˆ elements of mˆirr(qkˆ, t),
and then use them to calculate the correlation functions.
In fact, these matrix elements plus χˆEDP (qkˆ), which is ob-
tained from the kinetic model, are all we need to calculate
the correlation functions of interest.
In this subsection, we give the equations for doing this
for the special case of the use of the one-loop approxima-
tion and Model A.
The irreducible memory function Mirr is defined in
Appendix E of paper I. That definition plus the results
discussed above show that ˆ˜Mirr(qk, z) is a 3×3 diagonal
matrix. The reducible memory function Mred is also de-
fined in Appendix E of paper I, and from that equation
it is clear that ˆ˜Mred(qkˆ, z) is a 3× 3 diagonal matrix.
a. Preliminary formulas. From above, for Model A,
we have the following.
Qˆ11(qkˆ) = −v
2
T q
2/ν(1− j0(qd))S(q) (12)
χˆEDP (qkˆ)λλ = (ν (1− j0(qd)))
−1
for λ = zˆ or xˆ. (13)
ˆ˜χEOP (q, z)λλ = (z + ν (1− j0(qd)))
−1 (14)
9b. Starting point for numerical calculation of
correlation functions. Suppose we have calculated
mˆirr(qkˆ, t)λλ for various values of q for λ = zˆ and λ = xˆ
for the one-loop approximation.
c. Calculation of MO and matrix elements of the pro-
jected propagator. The following equations are special
cases of equations from Appendix E of paper I that take
into account the simplifications to mirr that arise from
the one-loop approximation and the kinetic model used.
They are written in the Fourier-Laplace domain for con-
venience, but they are converted to the Fourier-time do-
main for use in numerical calculations. They hold for
λ = zˆ and λ = xˆ. (Note that these are equations for spe-
cific matrix elements. There is no matrix multiplication
involved. Moreover, the calculations for different wave
vectors or for different λ are not coupled together.)
ˆ˜Mirr(qkˆ, z)λλ ≡ ˆ˜mirr(qkˆ, z)λλ χˆ
EO
P (qkˆ)λλ (15)
ˆ˜Mred(qkˆ, z)λλ
= ˆ˜Mirr(qkˆ, z)λλ +
ˆ˜Mirr(qkˆ, z)λλ
ˆ˜Mred(qkˆ, z)λλ (16)
MˆO(qkˆ, t) = Q11(qkˆ)Mˆred(qkˆ, t)zˆzˆ (17)
ˆ˜χP (qkˆ, z)λλ = χˆ
EO
P (qkˆ)λλ + χˆ
EO
P (qkˆ)λλ
ˆ˜Mred(qkˆ, z)λλ
(18)
Eqs. (15)-(17) are used to calculate numerical values of
Mˆirr, then Mˆred, and then Mˆ
O for the various values of
q and for λ = zˆ for a grid of times. In these calculations
χˆEOP in Eq. (15) is replaced by χˆ
ED
P (qkˆ) for simplicity.
Eqs. (15), (16), and (18) are used to calculate numerical
values of χˆP (qkˆ, t) using λ = xˆ and zˆ. In these calcula-
tions, the equations were used as written, i.e. with χˆEOP .
d. Calculation of the propagator matrix elements as-
sociated with correlation functions of interest. In the
overdamped limit, Eq. (11) paper 1 becomes
∂χˆ(qkˆ, t)0ˆ0ˆ
∂t
= Qˆ11(qkˆ)χˆ(qkˆ, t)0ˆ0ˆ
+
∫ t
0
dt′ MˆO(qkˆ, t− t′)χˆ(q, t′)0ˆ0ˆ for t > 0.
Numerical solution of this equation in the time domain
gives results for the CISF.
Eq. (14) from paper 1 can be expressed in the following
way.
ˆ˜χ(qkˆ, z)λλ = ˆ˜χP (qkˆ, z)λλ
[
1 +
(
Qˆc111(qkˆ) + Qˆ
c0
11(qkˆ)
)
λ0ˆ
× ˆ˜χ(qkˆ, z)0ˆ0ˆQˆ
c1
11(qkˆ)0ˆλ
ˆ˜χP (qkˆ, z)λλ
]
for λ = zˆ or xˆ
Evaluation of the right side of this equation in the time
domain for the two values of λ by numerical integration,
using the numerical results for the χP λλ and χ0ˆ0ˆ matrix
elements obtained above, gives the LCCF and TCCF.
e. Self functions. Every function used above in this
section has a corresponding self function, with the ex-
ception of Q vertices. Every equation given above in this
section has a ‘self’ form that can be obtained by:
1. adding a subscript s to the symbol for every function
in the equation;
2. replacing each factor of (1− j0(qd)) by 1;
3. replacing every factor of S(q) by 1.
The self correlation function calculations require input
data on the time dependence of mˆs irr(qkˆ, t).
V. RESULTS
In this section, we test the theory based on the combi-
nation of the overdamped limit, the one-loop approxima-
tion, and Model A by comparing its results to molecular
dynamics simulation data for an atomic liquid.9–11 The
liquid had a truncated and shifted Lennard-Jones poten-
tial of the form
u(R) = uLJ(R)− uLJ(Rc) R ≤ Rc
= 0, R > Rc (19)
where the cutoff distance Rc is equal to 2.5σ and uLJ(R)
is the standard Lennard-Jones potential given by
uLJ(R) = 4ǫ
((
R
σ
)12
−
(
R
σ
)6)
(20)
For the duration of this paper, we will be using reduced
Lennard-Jones units: R∗ = R/σ, t∗ = (mσ2/ǫ)−1/2t,
ρ∗ = Nσ3/V , and T ∗ = kBT/ǫ. Since we will be using
these units exclusively, we will drop the asterisks in their
definitions for ease of notation.
In order to compute the functions vL(R) and S(q), we
used molecular dynamics simulation data for the radial
distribution function g(R).12 These simulations used the
velocity Verlet algorithm and were performed with 8000
particles, a density of 0.85, and temperatures of 0.723,
1.554, and 3.000. Each simulation was one run, com-
puting g(R) up to a distance of 10 with a resolution of
δr = 0.01. The selected density is that of the liquid
near its triple point, and the temperatures range from
the triple point to approximately twice the critical tem-
perature.
In computing the contributions to the functions
mˆirr(qkˆ, λ, t;λ, 0) and mˆs irr(qkˆ, λ, t;λ, 0), we took sev-
eral numerical Fourier and inverse Fourier transforms,
and all of these were performed using a discrete sine
Fourier transform algorithm. The parameter ν was cho-
sen to be the value that reproduces the time integral of
the self RPMF memory function.13 For more details, see
Sec. VIII of paper I. The values for ν that we used are,
from the lowest temperature value to the highest, 9.82,
11.40, and 12.74.
The memory and self memory kernels were then used to
compute the various correlation functions of interest. To
10
(a)
(b)
(c)
t
t
t
FIG. 5. The IISF as a function of time for fixed wave vector
q = 0.75 (graph a), q = 3.75 (graph b), and q = 6.75 (graph
c). The points are the molecular dynamics simulation data,
and the curves are computed from the approximate theory.
In all three graphs, the top data set (red) is for T = 0.723,
the middle set (blue) is for T = 1.554, and the bottom set
(green) is for T = 3.000.
numerically solve the integro-differential equations given
in section IVB, we used standard iterative methods, ap-
proximating the time integrals as left Riemann sums with
a time interval of δt = 0.01.
Figure 5 depicts the IISF as computed with the theory
(solid curves) compared with the simulation data (points)
t
FIG. 6. The IISF as a function of time for fixed wave vector
q = 3.75 zoomed in to show the inaccuracy of the one-loop
theory at very short times. The points are molecular simu-
lation data, and the curves are the approximate theory. The
top data set (red) is for T = 0.723, the middle set (blue) is
for T = 1.554, and the bottom set (green) is for T = 3.000.
at all three temperatures for wave vectors of 0.75, 3.75,
and 6.75. These three wave vectors represent the low,
intermediate, and high wave vector regimes, respectively.
The theory has very good quantitative agreement with
the data, correctly describing the increasingly slow re-
laxation of the function as both temperature and wave
vector are decreased.
Figure 6 shows an expanded view of the middle graph
of figure 5 for short times. The inaccuracy at short times
is caused by the fact that the projected propagator at
short times rapidly drops toward zero in a continuous
fashion, whereas the calculations approximated this short
time behavior as a Dirac delta function. As a result, al-
though the actual IISF has zero slope at t = 0, the theory
gives a negative slope. On the scale of Fig. 5, however,
this very short time discrepancy is barely noticeable.
Figure 7 depicts the same comparison for the CISF.
The theory does not correctly describe the CISF at
small wave vectors, predicting a monotonic decay to
zero, whereas the simulation results show oscillations
that come from soundwave modes. Oscillatory hydro-
dynamic behavior of this sort is not accounted for by
Model A. However, the time scale for relaxation at small
wave vector is correctly given by the theory. As the wave
vector increases and the impact of hydrodynamic effects
is reduced, the theoretical results begin to improve, and
the theory once again shows good quantitative agreement
with the simulation results at a wave vector of q = 6.75.
Figure 8 shows the same comparison for the ILCCF
function. The theory correctly predicts slower relaxation
as the temperature is lowered and as the wave vector is
increased, but it still predicts the wrong slope at t = 0.
The ILCCF decays to a value close to zero on a much
shorter time scale than the IISF, however, crossing the
horizontal axis by a time of around 0.1, which is approx-
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FIG. 7. The CISF as a function of time for fixed wave vector
q=0.75 (graph a), q=3.75 (graph b), and q=6.75 (graph c).
The points are the molecular dynamics simulation data, and
the curves are computed from the approximate theory. In all
three graphs, the top data set (red) is for T=0.723, the middle
set (blue) is for T=1.554, and the bottom set (green) is for
T=3.000.
imately equal to the value of 1/ν for these states (see
above). The overdamped theory should not be expected
to be accurate at such short times, and in fact it is not
in good agreement with the data. For longer times, it
is in fairly good agreement with the data, except for the
(a)
(b)
(c)
t
t
t
FIG. 8. The ILCCF as a function of time for fixed wave vector
q=0.75 (graph a), q=3.75 (graph b), and q=6.75 (graph c).
The points are the molecular dynamics simulation data, and
the curves are computed from the approximate theory. In all
three graphs, the top data set (red) is for T=0.723, the middle
set (blue) is for T=1.554, and the bottom set (green) is for
T=3.000.
longest wave vector.
Figure 9 shows the comparison for the LCCF function.
As with the CISF, the theory does poorly at small wave
vectors, failing to predict the slowly decaying oscillations
in the simulation data. These oscillations are once again
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FIG. 9. The LCCF as a function of time for fixed wave vector
q=0.75 (graph a), q=3.75 (graph b), and q=6.75 (graph c).
The points are the molecular dynamics simulation data, and
the curves are computed from the approximate theory. In all
three graphs, the top data set (red) is for T=0.723, the middle
set (blue) is for T=1.554, and the bottom set (green) is for
T=3.000.
due to hydrodynamic effects that are not accounted for
by Model A. As the wave vector is increased, the theory
becomes more accurate, at least qualitatively predicting
the slower relaxation at lower temperatures. For longer
times, it is in fairly good agreement with the data for the
longest wave vector.
t
FIG. 10. The TCC as a function of time for fixed temperature
T=3.000. The points are the molecular dynamics simulation
data, and the curves are computed from the approximate the-
ory. The red data set is for q=0.75, the blue set is for q=3.75,
and the green set is for q=6.75.
Figure 10 shows the comparison for the TCCF at a
temperature of 3.000 for the three representative wave
vectors. The theory predicts the slowest decay for wave
vector 0.75, but it severely underestimates the value of
the function. The exceptionally slow decay at this wave
vector is due to hydrodynamic-like shear modes, which
once again are not described by Model A. The descrip-
tion of these modes may also require a more accurate ap-
proximation for the irreducible memory kernel than the
one-loop approximation. As the wave vector is increased,
the theory becomes more accurate, but it does not pre-
dict the small dip below the time axis exhibited by the
data, and it incorrectly predicts the intermediate wave
vector curve being below the high wave vector curve at
times earlier than the crossover in the data at t ≈ 0.14.
VI. CONCLUSIONS
The approximate theory that is based on the over-
damped kinetic theory, the one-loop approximation and
Model A, correctly describes the temperature and wave
vector dependence of many of the basic correlation func-
tions of the Lennard-Jones liquid for the high density
and range of temperatures studied, which extended from
above the critical temperature down to the triple point
temperature. This is especially the case for the inco-
herent intermediate scattering function at all wave vec-
tors and the coherent intermediate scattering function at
large wave vector. For the corresponding current cor-
relation functions, the agreement is only qualitatively
correct for the corresponding wave vectors and only at
times longer than 1/ν, the average time for the ran-
domization of a particle’s velocity by brief repulsive col-
lisions. The failure to describe the correlations func-
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tions well for times of O(1/ν) and less is to be expected,
since the derivation of the theory makes it clear that the
overdamped behavior takes place only for larger times.
The failure to describe the coherent functions (the CISF,
LCCF, and the TCCF) for small wave vector is due to
the fact that Model A is too simple a model of the hard
sphere memory function to describe hydrodynamic oscil-
lations correctly. The use of a more accurate model would
presumably improve the results, though this would lead
to a considerable increase in the complexity of the calcu-
lations required.
As temperature is lowered further, the CISF and the
IISF will decay more and more slowly, and the one-loop
approximation we used for the irreducible memory ker-
nel will then probably become the weak link in the the-
ory. Ideally, we would like to find ways of estimating the
strengths of the vertices in the theory for temperatures
well into the supercooled regime and calculate the be-
havior of the correlation functions for longer times and
lower temperatures, but this will require the development
of ways of finding the most important diagrammatic con-
tributions to the series for the irreducible memory kernel
at longer times.
The diagrammatic kinetic theory that is the basis of
the current theoretical work describes a fluctuating equi-
librium liquid in terms of the time and space dependent
correlations of its density fluctuations. As the temper-
ature is lowered into the supercooled regime, it is well
recognized14–18 that dynamical heterogeneities become
an important feature of the behavior of fluctuations and
relaxation. The diagrammatic theory developed here and
in the previous paper may provide a way of describing
and understanding such dynamical heterogeneity in the
case of atomic liquids.
Appendix A: Derivation of Major Results
We start by considering the integral in Eq. (3) for
iˆ = jˆ = 001. Let’s call the integral that appears there
F (R, t), where R = R1 −R2. We can replace
exp(−vL(R′′2 −R2)/kBT )
with
exp(−vL(R′′2 −R2)/kBT )− 1, (A1)
since this function appears under a partial derivative.
The reason for doing this is that the former function does
not have a well-defined Fourier transform, since for large
values of R′′2 −R2, it goes to one, rather than zero.
We can now take the Fourier transform of this inte-
gral. In performing this Fourier transform, we will take
advantage of the fact that vL(R
′′
2 − R2) depends only
on the magnitude of its argument, i.e., it is equal to
vL(|R
′′
2 − R2|) = v
L(R). We do the Fourier transform
with respect to the position vector R = R1 − R2, and
without loss of generality we can set R2 to be zero, since
our system is space translationally invariant. As such,
the integral in equation (3) takes on the form of a con-
volution of three functions, and the Fourier transform
yields the following simple result.
Fˆ (q, t) = −q2z vˆ
L(q)χˆO(q, t)Fq
[
e−v
L(R)/kBT − 1
]
(A2)
In this expression, the functional Fq takes the Fourier
transform of its argument with respect to a wave vector
q. Since e−v
L(R)/kBT − 1 is a function of only the mag-
nitude of R, its Fourier transform will be a function of
only the magnitude of q. As such, the only orientation
dependence of the above comes from the factor of q2z . Let
us rewrite the above function in the following form.
Fˆ (q, t) = −q2zGˆ(q, t) (A3)
The function Gˆ(q, t) is defined in equation (5). G(R, t)
is its inverse Fourier transform.
G(R, t) =
∫
dq
(2π)3
Gˆ(q, t)eiq·R (A4)
Taking two derivatives with respect to Rz and using
equation (A2) allows us to relate G(R, t) to F (R, t).
∂2RzG(R, t) = −
∫
dq
(2π)3
q2zGˆ(q, t)e
iq·R = F (R, t) (A5)
If we use the fact that ∂RzG(R, t) = (Rz/R)G
′(R, t),
where G′(R, t) is ∂G(R, t)/∂R, the above relation can be
rewritten as
F (R, t) =
(
Rz
R
)2
G
′′
(R, t) +
1
R
G′(R, t)−
R2z
R3
G′(R, t)
(A6)
Plugging this result back into Eq. (3), we find that
ms1L(R, t)zˆzˆ =
ρ
m
χOs (R, t)
×
[
R2z
R3
G′(R, t)−
(
Rz
R
)2
G
′′
(R, t)−
1
R
G′(R, t)
]
.
(A7)
Now we can perform the Fourier transform with q ‖ kˆ.
With this choice of the orientation of q, q ·R becomes
qR cos θ, where θ is the angle between R and the z-axis.
The appearance of the polar angle θ suggests that we per-
form the three dimensional Fourier transform integral in
spherical coordinates, so using the fact that Rz = R cos θ
and substituting µ = cos θ, we get
mˆs1L(qkˆ, t)zˆzˆ =
ρ
m
∫ 2pi
0
dφ
∫ 1
−1
dµ
∫
∞
0
dR
×
[
µ2RG′(R, t)− µ2R2G
′′
(R, t)−RG′(R, t)
]
× χOs (R, t)e
−iqRµ
The angular integrals can be performed rather easily,
leaving us with the result quoted in Eq. (4).
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We now move on to Eq. (6), again for iˆ = jˆ = zˆ.
This expression can be rewritten as the product of two
integrals.
m1Lb(R1, t;R2)zˆzˆ
=
ρ
m
∫
dR′2∂R1zv
L(R1 −R
′
2)χ
O(R′2, t;R2)
×
∫
dR′1∂R′′
1z
e−v
L(R
′′
1
−R2)/kBTχO(R1, t;R
′′
1 )
=
ρ
m
F1(R, t)F2(R, t) (A8)
where
F1(R, t) =
∫
dR′2∂R1zv
L(R1 −R
′
2)χ
O(R′2, t;R2) (A9)
and
F2(R, t) =
∫
dR′′1∂R′′1ze
−vL(R
′′
1
−R2)/kBTχO(R1, t;R
′′
1)
(A10)
Following the same procedure as before, we can take the
Fourier transforms of these functions to get the following
results.
Fˆ1(q, t) = iqz vˆ
L(q)χˆO(q, t) = iqzGˆ1(q, t) (A11)
Fˆ2(q, t) = iqzFq
[
e−v
L(R)/kBT − 1
]
χˆO(q, t) = iqzGˆ2(q, t)
(A12)
The functions Gˆ1(q, t) and Gˆ2(q, t) can be inverse Fourier
transformed to yield G1(R, t) and G2(R, t). These two
functions are related to F1(R, t) and F2(R, t) by the fol-
lowing expressions.
F1(R, t) =
Rz
R
G
′
1(R, t) (A13)
F2(R, t) =
Rz
R
G
′
2(R, t) (A14)
Plugging these two results back into equation (A8), we
get
m1Lb(R, t)zˆzˆ =
ρ
m
(
Rz
R
)2
G
′
1(R, t)G
′
2(R, t) (A15)
Now we take the Fourier transform of the above with
q ‖ kˆ. We get
mˆ1Lb(qkˆ, t)zˆzˆ =
ρ
m
∫ 2pi
0
dφ
∫ 1
−1
dµ
∫
∞
0
dR
× µ2R2G
′
1(R, t)G
′
2(R, t)e
−iqRµ
The angular integrals can once again be performed ana-
lytically, and the end result is Eq. (8).
The functions m1La(R, t)xˆxˆ and m1Lb(R, t)xˆxˆ can be
obtained from Eqs. (A7) and (A15) respectively if one
replaces Rz with Rx. Taking the Fourier transforms of
these expressions with q ‖ kˆ, using the relation Rx =
R sin θ cosφ, and performing the angular integrals gives
equations (7) and (9).
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