INTRODUCTION
Manipulations and calculations with discrete functions are fundamental tasks in Computer Science and Engineering. Many problems in digital system design and testing can be expressed as a sequence of operations on discrete functions. The performance of CAD systems used in solving various problems in this area strongly depends on the efficiency of representation of discrete functions.
Decision diagrams (DDs) [1, 5] have proved very convenient data structure for discrete function representations, permitting manipulations and calculations with large discrete functions efficiently in terms of time and space. In many applications, as for example those involving large matrices, conventional algorithms are significantly improved by using DDs [11] . In logic design, such applications relate to the basic problems of the design, verification and testing of logical networks [13, 72, 79] . Therefore [75, 78] , since both representations are based upon the following function decomposition in GF2(C):
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AND-EXOR EXPRESSIONS
In an algebraic approach to switching theory and logic design, switching functions are often considered as elements of the vector space GF2(C) of functions on finite dyadic groups into the Galois field GF (2) . Such a consideration appears convenient for different reasons, ranging from efficiency of EXOR representations [76] , their suitability for testing and other advantages offered by EXOR-based designs [72] , up to the possibility to extend the theory to multiple-valued (MV) functions. In many cases, such extensions can hardly be done through the Boolean algebra-based approaches [56] .
Various classes of AND-EXOR expressions are defined in this vector space, starting from the earlier works by Zhegalkin [105, 106] , Reed [70] and Muller [55] , up to the recent ones [19-22, 25, 40, 58, 59, 64, 67, 73, 81,100] . Spectral transforms interpretations for some of these expressions were also given and considered, in earlier works SPECTRAL INTERPRETATION 87 The Shannon decision tree (SDT) in Figure   illustrates this procedure. This For f E GF2(C']), given by the truth-vector F= [f(0),... ,f(2 n-1)]T, by the recursive application of (1), we get f= (+[2i xi])B(n)F, (6) where (R) Further, when we use the same expansion with respect to x3, we have f00 -'-f000 @ x3f002, f02 f020 ) x3f022, f20 -'-f200 ] x3f202, f22 f220 x3f222.
The expansion tree in Figure 2 
The set of coefficients AU in PPRM, written Figure 3 shows PSDRM f fool ) 73f002 ) x2f020 ) x2x3f022 ) xlf210 ) XlX3f212 ) Xl2f221 (R) xl 223f222.
Kronecker DTs (KDTs) [16] In [60] , a generalization is performed by allowing both (2 2) and (r r) matrices, r < n, in the same DD. The case when all the matrices are of the same order r=4 is included as a particular example. A restriction assumed in [60] [61] . DDs defined with respect to arbitrary sets of linearly independent functions over GF (2) are introduced in [58] and further elaborated in a series of papers by this author and his associates ([62] and references given there). BMDs, but differ from BMDs in the reduction rules [94] .
As [29, 67, 68] , as well as in some signal processing problems [69] .
To This rule determines the labels at the edges as and (1-2x) Depending on the decomposition rules used at the nodes (choice of the matrices Q/), reduction is done by using BDD reduction rules [75] , zerosuppressed BDD reduction rules (ZBDD) [51] , or generalized BDD reduction rules [94] . A DD is reduced (RDD) if further reduction with the same reduction rules is impossible. The DD is ordered if the variables off assigned to the levels in the DD appear in a fixed order.
A DD is characterized by the number of levels (the depth of the DD), maximal number of nonterminal nodes per level (the width of the DD), and the total number of nodes (the size of the DD).
Complexity of a DD expressed through these parameters determines applicability of the DDs and often is a limiting factor in practical applications within given hardware and software resources. This is at the same time a justification for consideration of many different DDs.
For example, note that representation of n-bit multipliers by BDDs is impossible for a large n within a reasonable node limit of for example 100,000 nodes [15] . However, ACDDs and WDDs are efficient in that case. Figure 9 .
BMDs are DDs with multiplicative attributes assigned to the edges. The decomposition rule applied to the nodes in ,BMDs are defined by wiAi (1), where wi is the multiplicative weight coefficient assigned to the nodes at the i-th level in the ,BMD for f.
Edge-valued binary DDs (EVBDDs) [45] are also DDs related to the arithmetic transform [87] . In EVBDDs, the additive weight coefficients are used.
K,BMDs are a generalization of ,BMDs, where the role of the arithmetic transform is replaced by the various Kronecker transforms [15] . In f FIGURE 9 ,BMT for fin Example 7. K,BMDs, both additive and multiplicative weight coefficients at the edges are used. The same is done in Factored EVBDDs (FEVBDDs) [45] . We refer to [17] , and [91] for further details and examples of these DDs.
It is stated in [15] [91] . Thus, we perform permutation over truth-vectors for functions or some spectra derived by application of some transform matrices to the truthvectors. Therefore, in optimization of DDs by variables ordering, we have composition of at least two mappings, described by successive application of the spectral transform matrix and the permutation matrix. In Free DDs, the set of allowed permutation matrices is extended when compared to that used in optimization of DDs by variables ordering [91] . In some Free DDs, several permutation matrices may be successively applied to get the smallest size DD.
In [81, 77] . Some recent results in that area are given in [37] . These methods can be easy explained by recalling the spectral interpretation of DTs.
The Remark extends to DDs, since the reduction rules are formulated in such a way that they do not reduce the information content in a DD. The impact of deleted nodes can be simply expressed and taken into account through the cross points [94] . Figure 10 shows the reduced ordered BDD of the function f(xl, X2, X3, X4) given by the truth-vector F [1001101001011100] r considered in [77] . The multiplexer-based realization architecture for this function is shown in Figure 11 . The procedure produces the network equal to that shown in [77] . Figure 12 BDDs [39] , and KDDs [38] . Some other solutions use the functional decomposition [7, 74] .
Design of circuits form DDs is efficiently used in FPGA synthesis [15, 77, 81] . Such realizations often express high testability properties [3, 14] .
Lattice DDs [63] are a generalization of BDDs adapted to the synthesis with regular layout networks [61] . Such networks usually consists of identical blocks with connections of the equal length between blocks. The regular structure of a lattice is expressed through the regular structure of a lattice DD, which can be simply transferred into the regular layout network. Extensions to ternary and quaternary lattice DDs are presented in [63] . Their application to the synthesis of fuzzy logic and analog circuit design is also discussed in [63] . 6 Sz(w) w ,,0
As shown in Figure 14, [8, 18, 21, 22, 83] .
In some cases, further savings may be achieved by exploiting particular properties of a transform. For example, the Haar transform is a local discrete transform, and thanks to that, the calculation of the Haar spectrum off reduces to the processing of the first elements in the subvectors represented by the nodes of BDD of f [83] . Therefore, the calculation complexity of this procedure is directly proportional to the size of the BDD of f.
Thus, in Table IV showing the calculation times for the Haar spectrum of some benchmark functions, the number of nodes for the Haar spectrum is not given. In this respect, the In a similar way, the spectral transforms for switching functions can be calculated over Edgevalued DDs [45] , and their generalizations [46, 102] . Through Multiple-Place DDs [82] and their integer-valued counterparts, DDs based calculation methods can be extended to spectral transforms for MV and complex-valued functions on any finite, not necessarily Abelian group [49, 97] , and other related algebraic structures [98] . 7 [11, 73, 79] . Some of such applications are in functional verification [6, 19, 46] , simulation [36] , functional decomposition [7, 73] , and technology mapping [43, 73, 77, 79] , integer programming [45, 73] , and artificial intelligence [79] .
