We consider a company that receives capital injections so as to avoid ruin. Differently from the classical bail-out settings, where the underlying process is restricted to stay at or above zero, we study the case bail-out can only be made at independent Poisson observation times. Namely, we study a version of the reflected process that is pushed up to zero only on Poisson arrival times at which the process is below zero. We also study the case with additional classical reflection above so as to model a company that pays dividends according to a barrier strategy. Focusing on the spectrally negative Lévy case, we compute, using the scale function, various fluctuation identities, including capital injections and dividends.
Introduction
In this paper, we revisit the study of risk processes where a company is bailed out by capital injections. In the classical setting, capital injections can be made at all times and instantaneously; the resulting process becomes the classical reflected process that stays at or above zero uniformly in time. In reality, however, this may not be observable continuously, and it is necessary to consider the time taken to execute this process. Motivated by recent research on Poisson observations and Parisian ruin found in (among others) [3, 4, 7, 13] , we consider the scenario where bail-outs can only be made at independent Poisson times.
We consider a general spectrally negative Lévy process as the underlying process. Additionally, we are given Poisson observation times, or an increasing sequence of jump times of an independent Poisson process. At each Poisson observation time when the process is below zero, the process is pushed up to zero: we call this Parisian reflection. Related processes with underlying compound Poisson processes have been studied in [1] and [5] . In the former study, a number of identities were obtained when solvency is only observed periodically, whereas the latter study analyzes a case where observation intervals are Erlang-distributed.
In this paper, we are also interested in the case of a dividend-paying company that pays dividends according to a barrier strategy. With regard to this, we consider a version of the (doubly) reflected process, where, given a spectrally negative Lévy process reflected from above, it is pushed up to zero at Poisson observation times at which the process is below zero.
Our objective is to obtain, using fluctuation/excursion theories, concise expressions of several identities of the following:
(1) the spectrally negative Lévy process with Parisian reflection below, and (2) its variant with additional classical reflection above.
In particular, we are interested in the following:
(absolute ruin) We define absolute ruin to be the event that the process goes below a specified level a < 0. The absolute ruin probability and its time can be used to evaluate the risk of the company just like the classical ruin, which is the event that the process goes below 0.
(capital injections) Capital injections correspond to Parisian reflection below. We compute their total discounted values for both (1) and (2) for the infinite horizon case as well as for the cases that are killed upon exiting [a, b] , [a, ∞) and (−∞, b] for a < 0 < b.
(dividends) If dividends are assumed to be paid continuously, then they are modeled by the classical reflection above in process (2) . We compute their total expected discounted values for the infinite horizon case and for the case that is killed upon exiting [a, ∞) for a < 0.
We use the scale function to compute these fluctuation identities. It is well known, as in [12] , that the scale function existing for every spectrally one-sided Lévy process can be applied to obtain various fluctuation identities of the process and its reflected/refracted processes.
The main difficulty with the spectrally negative Lévy process is handling the possible overshoot at its downcrossing time: it is typically necessary to express the identities in terms of the convolution of the Lévy measure and the resolvent measure via the scale function. Recent results show, however, that these can be concisely written under some conditions. In this paper, for process (1), we use the simplifying formula obtained in [13] . Together with this, the desired identities for the bounded variation case can be obtained using a well-known technique via the strong Markov property; see, e.g., [4] .
For the unbounded variation case, we shall use excursion theory instead of using the commonly used approximation methods as in [4] . In doing so, we first obtain an excursion-measure version of the simplifying formula in [13] (see Theorem 5.1). Using this and excursion theory, we can obtain identities directly without relying on the approximation scheme. Our approach follows from the recent characterization of the excursion measure away from 0, as obtained in [15] .
For process (2) , we derive an analogue of the simplifying formula in [13] for the spectrally negative Lévy process reflected from above (see Theorem 6.1) . With this and the results for (1), similar fluctuation identities can be obtained when process (1) is replaced with (2) .
The rest of the paper is organized as follows. Section 2 introduces (1) the spectrally negative Lévy process with Parisian reflection below and (2) its version with additional classical reflection above. The scale functions and their applications are also reviewed. Section 3 presents the main results for both processes (1) and (2) and their corollaries. Sections 4 and 5 give the proofs of the main results related to process (1) for the bounded and unbounded variation cases, respectively. Finally, Section 6 gives those of the theorems related to (2) . Some proofs of the corollaries are provided in the appendix.
Lévy processes with Parisian reflection below
Let X = (X(t); t ≥ 0) denote a spectrally negative Lévy process defined on a probability space (Ω, F, P). For x ∈ R, we denote by P x the law of X when it starts at x and write for convenience P in place of P 0 . Accordingly, we shall write E x and E for the associated expectation operators. We assume that its Laplace exponent κ : [0, ∞) → R is given by E(e θX(t) ) = e tκ(θ) , t ≥ 0, θ ≥ 0, (2. 1)
with its Lévy-Khintchine decomposition
[e θy − 1 − θ1 {y>−1} ]Π(dy), θ ≥ 0.
Here, σ ≥ 0, γ ∈ R, and the Lévy measure satisfies (−∞,0) (1 ∧ y 2 )Π(dy) < ∞. Let F = (F(t); t ≥ 0) be the filtration generated by X. It is well known that X has paths of bounded variation if and only if σ = 0 and (−1,0) |y|Π(dy) < ∞. In this case X can be written as
and (S(t); t ≥ 0) is a driftless subordinator. We exclude the case X is the negative of a subordinator, and hence necessarily c > 0. Its Laplace exponent is given by
Let T r = {T (i); i ∈ N} be an increasing sequence of epochs of a Poisson process with rate r > 0, independent of X. We construct the Lévy process with Parisian reflection below X r = (X r (t); t ≥ 0) as follows: the process is only observed at times T r and is pushed up to 0 if and only if it is below 0. More precisely, we have
where
here and throughout, let inf ∅ = ∞. The process is then pushed upward by
The process can be constructed by repeating this procedure.
Suppose R r (t) is the cumulative amount of (Parisian) reflection until time t ≥ 0. Then we have
where (T − 0 (n); n ≥ 1) can be constructed inductively by (2. 3) and
The process Y b r with additional (classical) reflection above can be defined analogously. Fix b > 0. Let
be the process reflected from above at b. We have
is the reflected process of X(t) − X( T − 0 (1)). The process can be constructed by repeating this procedure. It is clear that it admits a decomposition
where R b r (t) and L b r (t) are, respectively, the cumulative amounts of Parisian and classical reflection until time t. For the sake of completeness, we provide below a formal construction of the processes Y b r , R b r , and L b r .
Construction of the process Y b r , R b r , and L b r under P x
Step 0: Set n = 0, T − 0 (0) = 0, R b r (0−) = L b r (0−) = 0, andx = x and go to Step 1.
Step 1: Let { Y b (t); t ≥ T − 0 (n)} be the reflected Lévy process with the barrier level b that starts at the time T − 0 (n) at the levelx, given by
Step 1-0: Set
Increment the value of n, setx = 0 and go back to the beginning of Step 1.
Scale functions
Fix q ≥ 0. Let W q be the scale function of X. Namely, this is a mapping from R to [0, ∞) that takes the value zero on the negative half-line, while on the positive half-line it is a strictly increasing function that is defined by its Laplace transform:
In particular, when q = 0, we shall drop the superscript. We also define, for x ∈ R,
Noting that W q (x) = 0 for −∞ < x < 0, we have
= inf {t > 0 : X(t) < a} and τ
Then, for any b > a and x ≤ b,
,
In addition, as in Theorem 8.7 of [12] , the q-resolvent measure is known to have a density written as
It is known that a spectrally negative Lévy process creeps downwards (i.e. P x (X(τ − a ) = a, τ − a < ∞) > 0 for x > a) if and only if σ > 0 (see Exercise 7.6 of [12] ). On the other hand, it is known that for any a ≤ x ≤ b and a positive measurable function l (with a slight abuse of notation noting that W q is differentiable on (0, ∞) when σ > 0 as in Remark 2.1 below),
see for instance the identity (4) in [13] . By taking a ↓ −∞ and b ↑ ∞ in (2. 8), we obtain that U q (dy) := ∞ 0 e −qt P(X(t) ∈ dy)dt, y ∈ R, is absolutely continuous with respect to the Lebesgue measure, and its density is given by 
On the other hand, as in Lemma 3.3 of [11] , 12) where in the case κ ′ (0+) = 0, the right hand side, when q = 0, is understood to be infinity. 3 . As in (8.22) and Lemma 8.2 of [12] ,
Along this work we also define, for θ ≥ 0, α ≥ 0, and x ∈ R, 14) where the case θ = Φ α+β in (2. 14) should be interpreted in the limiting sense as θ → Φ α+β . In particular,
(2. 15)
Define also, for all x ∈ R and a ≤ 0, 16) where the second equalities hold by (5) of [13] and (3.4) of [17] , and in particular
These functions are related by the following: by (2. 12) and (2. 15), for x ∈ R and a < 0, respectively,
Main results
In this section, we summarize the main results related to the processes X r and Y b r as defined in Section 2.1. The proofs of Theorems 3.1 and 3.2 are given in Section 4 for the case X is of bounded variation and in Section 5 for the case of unbounded variation. The proofs of Theorems 3.4 and 3.5 are given in Section 6. Those for corollaries are given in Appendix A.
Throughout, let us fix r > 0 and define
In particular, the former for a < 0 can be understood as the "absolute ruin" as discussed in Section 1.
Identities for the process X r
We shall first obtain the joint Laplace transform (with killing) of the stopping times (3. 19) and the value of capital injections as in (2. 4).
Theorem 3.1 (Joint Laplace transform with killing). For all q, θ ≥ 0, a < 0 < b, and x ≤ b,
where, for y ∈ R,
In particular, by (2. 15) and (2. 16), simple computation gives
+ rZ q (y) . 
Indeed, the former is immediate by the convergence
The latter holds by (3. 23) and because
By taking b ↑ ∞ and a ↓ −∞ in Theorem 3.1, we have the following. (i) Suppose q > 0. For a < 0 and x ∈ R,
Here, in particular, using the fact that
For the case q = 0, it holds with
(ii) For b > 0 and x ≤ b,
(iii) For b > 0 and x ≤ b,
which matches the result in [2] for the case q = 0.
Remark 3.2. (i) By Corollary 3.1 (i), for a < 0, we have
.
Total discounted bailouts
We now state our results on the total discounted bailouts. The first result is for the case killed upon exiting [a, b].
Theorem 3.2 (Total discounted capital injections with killing). For
By taking b ↑ ∞ and a ↓ −∞ in Theorem 3.2, we have the following.
We have, for x ∈ R, and either q > 0 or q = 0 and Φ 0 > 0,
(ii) Fix b > 0 and suppose κ ′ (0+) > −∞. We have, for x ≤ b and q ≥ 0,
In particular, when q > 0, (3. 26) can be simplified by replacing k q,r with We shall now move onto obtaining the fluctuation identities for the process Y b r with additional classical reflection above. In addition to the similar identities obtained above for X r , we shall also obtain the results related to the dividends L b r . We shall first obtain the cases killed at the absolute ruin
and then obtain the infinite horizon case by taking limits. Analogously to the classical case, the results can be written concisely using the derivatives of the functions defined above for X r . Let the (right-hand) derivative of W a q,r (x) defined in (2. 16) be
We first obtain a version of Theorem 3.1.
where H a′ q,r (y, θ) and I a′ q,r (y) are the (right-hand) derivatives of H a q,r (y, θ) and I a q,r (y) with respect to y given by, for y = a,
. 
Here, in particular,
Second, we obtain the total expected discounted dividends until the absolute ruin η − a (r). As its corollary, by taking a ↓ −∞, we also obtain the infinite horizon case. 
Remark 3.4. We can confirm that these expressions in Theorems 3.3 and 3.4 converge to the expressions given in (3.10) and (3.12) of [6] :
Indeed, the latter holds because, similarly to (3. 23),
On the other hand, some algebra gives
Therefore,
Hence, the former holds as well. 
Here, note that Z ′ q,r (y) = qΦ q+r Z q (y, Φ q+r )/(q + r) for y ∈ R.
Third, as a version of Theorem 3.2, we obtain the total expected discounted capital injections until the absolute ruin η − a (r). Again, as its corollary, by taking a ↓ −∞, we also obtain the infinite horizon case.
Theorem 3.5 (Total discounted capital injections with killing). Suppose q ≥ 0 and a < 0 < b. We have
where h a′ q,r (y) is the (right-hand) derivatives of h a q,r (y) with respect to y given by, for y = a,
Corollary 3.4. Suppose κ ′ (0+) > −∞, q > 0, and b > 0. We have
Proofs for the bounded variation case
In this section, we show Theorems 3.1 and 3.2 for the case X is of bounded variation. The proofs are direct applications of Lemma 2.1 of [13] . We shall first review their results and use them to compute the expected values (4. 35) defined below, in terms of the scale functions given in (2. 16). These together with an application of the strong Markov property complete the proofs. For the proofs of their corollaries (both for bounded and unbounded variation cases), see Appendix A.1.
Auxiliary results
Fix q ≥ 0. Let e r be the exponential random variable with parameter r independent of X. Define, for a < 0 and x ≤ 0,
Also, define for a < 0 and x ∈ R,
where in particularũ
In particular,ũ 1 (x, a, θ) =ũ 2 (x, a) = 0 andũ 3 (x, a) = 1 for x < a. We show below that u i andũ i match for x ≤ 0.
Lemma 4.1. For q ≥ 0, a < 0 and x ≤ 0, we have u 1 (x, a, θ) =ũ 1 (x, a, θ) for θ ≥ 0, and
Proof. (i) By (2. 8),
By setting θ = 0 in the above expression we can easily obtain (4. 32).
(ii), (iii) For i = 2, 3, the results are clear by following (2. 7) and noticing that u 2 (x, a) = E x (e −(q+r)τ
As in [13] , for any p ≥ 0, let V (p) 0 be the set of measurable functions v p : R → [0, ∞) satisfying
We shall further defineṼ
0 to be the set of positive measurable functions v p (x) that satisfy conditions (i) or (ii) in Lemma 2.1 of [13] , which state as follows:
(i) For the case X is of bounded variation, v p ∈ V (p) 0 and there exists large enough λ such that
(ii) For the case X is of unbounded variation, there exist a sequence of functions v p,n that converge to v p uniformly on compact sets, where v p,n belongs to the classṼ
0 for the process X n ; here (X n ; n ≥ 1) is a sequence of spectrally negative Lévy processes of bounded variation that converge to X almost surely uniformly on compact time intervals (which can be chosen as in, for example, page 210 of [8] ).
Lemma 2.1 of [13] shows that, for all p, q ≥ 0, v p ∈Ṽ (p) 0 and x ≤ b, Proof. Recall as in [13] thatṼ
is a linear space. Hence using (4. 31) and the fact that (y → W q+r (y + u)) ∈ V (q+r) 0 for all u > 0, we have (y →ũ 1 (y, a, θ)) ∈Ṽ (q+r) 0 . The proofs forũ i (·, a) for i = 2, 3 hold because these are linear combinations of (4. 34).
Using these identities, we shall now compute, for a < 0 < b and x ≤ b, For a < 0 and x ∈ R, we define where I a q,r and h a q,r are defined in (3. 22) and (3. 24), respectively. In particular, 
Proof. The case in which i = 1, 2, 3 is a direct consequence of Lemma 4.2 and (4. 33), and hence we omit the proof. For the remaining case, it is clear that U 4 (x, a, b) = lim θ↓0 (∂U 1 (x, a, b, θ)/∂θ). We have
Here integration by parts gives
and
where another integration by parts and Fubini's theorem give
Hence, substituting these and using (2. 17), we obtain,
Therefore, putting the pieces together we get the result. 
Proofs of
Now setting x = 0 and solving for g(0, a, b, θ) (using (4. 39)), we get
Substituting this in (4. 41) we have the result.
Proof of (3. 21)
Similarly, for all a < 0 < b and x ≤ b, 
Proof of Theorem 3.2 for the bounded variation case
By (2. 2), the strong Markov property, Corollary 4.1, and (4. 38),
Now setting x = 0 and solving for f (0, a, b) (using (4. 39)), we get f (0, a, b) = h a q,r (b)/H a q,r (b, 0). Substituting this in (4. 45), we obtain the result.
Proofs for the unbounded variation case
This section shows Theorems 3.1 and 3.2 for the case X is of unbounded variation. The proof is via excursion theory, and in particular we use the recent results obtained in [15] . Toward this end, we shall first obtain a key formula (Theorem 5.1), which is an analogue of Lemma 2.1 in [13] (as discussed and used in the last section) under the excursion measure. Using this and well-known results in excursion theory, we derive the same expressions as in the bounded variation case. We refer the reader to [15] for detailed introduction and definitions regarding excursions away from zero for the case of spectrally negative Lévy processes.
Key identities
We assume throughout this section that X is of unbounded variation so that 0 is a regular point. Let n be the excursion measure away from zero for X. 
We have
and the following limits are well defined and finite:
3. There exist bounded, F τ
-measurable functionals F and G such that
Then we have
Proof. First, we decompose
Now since under n, the jumps of X constitute a Poisson point process (see for instance Section 4 in [15] ), an application of the Master's formula under n (see for instance identity (14) in [15] ) and Lemma 1 in [14] allow us to deduce, with ζ being the length of the excursion from the point it leaves 0,
To see why this is finite, by our assumptions (5. 46) and (5. 47), there exist K > 0 andȳ < 0 such that
Hence, for ε small enough,
On the other hand, using Theorem 3 (i) in [15] we obtain that
wheren is the excursion measure of the spectrally negative Lévy process reflected at its supremum. By using the results of [10] (see, in particular, page 6 of [15] for the spectrally negative case),
Hence, summing up these,
We shall now simplify (5. 49) using the identities by [13] (as reviewed in the last section). Using the identities (2. 9) and (5. 46), we obtain
On the other hand, by (4. 33) applied to w p ∈Ṽ
By matching these,
We shall now take x ↓ 0 on both sides. Using that W q (x − y)/W q (x) is increasing in x by Remark 2.1 (3), monotone convergence gives
Substituting this in (5. 49), we have the result.
Remark 5.1. In particular, when w p − v q is differentiable at 0, we have, by (2. 11),
Therefore (5. 48) simplifies to
Using Theorem 5.1 (in particular Remark 5.1), we obtain the excursion measure version of Corollary 4.1.
Corollary 5.1. For q > 0 and a < 0 < b,
Proof. By Lemma 4.2,ũ 1 ,ũ 3 ∈Ṽ (q+r) 0
. In addition,ũ 1 andũ 3 vanish and are differentiable at 0. Therefore we can apply Theorem 5.1 (with p = q + r and v q = 0) to obtain the result for i = 1, 3.
For the remaining case, it is not difficult to check, using monotone convergence, that
Therefore, using (4. 40),
Auxiliary results
In order to show Theorems 3.1 and 3.2 for the unbounded variation case, we shall first obtain some auxiliary results. Fix b > 0 and q > 0. Let us consider the event
where e r is an independent exponential clock with rate r, ζ is the length of the excursion from the point it leaves 0 and returns back to 0, and ζ − denotes the length of the negative component of the excursion. That is, E B is the event in which (1) the exponential clock e r that starts once the excursion becomes negative rings before the excursion ends, (2) the excursion exceeds the level b > 0, or (3) it goes below a < 0. Due to the fact that X is spectrally negative, once an excursion gets below zero, it stays until it ends at ζ; consequently, if we denote, by Θ t , the shift operator at time t ≥ 0, then
. Now let us denote by T E B the first time an excursion in the event E B occurs, and also denote by
the left extrema of the first excursion on E B . On the event {l T E B < ∞}, we have
Let (e t ; t ≥ 0) be the point process of excursions away from 0 and V := inf{t > 0 : e t ∈ E B }. By, for instance, Proposition 0.2 in [8] , (e t , t < V ) is independent of (V, e V ). The former is a Poisson point process with characteristic measure n(· ∩ E c B ) and V follows an exponential distribution with parameter n(E B ). Moreover, we have that l T E B = s<V ζ(e s ), where ζ(e s ) denotes the lifetime of the excursion e s . Therefore, the exponential formula for Poisson point processes (see for instance Section 0.5 in [8] or Proposition 1.12 in Chapter XII in [19] ) and the independence between (e t , t < V ) and (V, e V ) implies
where e q is an exponential random variable with parameter q that is independent of e r and X, and
To see how the last equality of (5. 53) holds, we have
Lemma 5.1. For q > 0 and b > 0, we have 
By the identity (2.25) of [14] we have, with u q defined in (2. 10),
Hence, we have the result.
(ii) By the memoryless property of e q , n(E 2 ) = n e
whereẽ q is an independent copy of e q . In this case, if we define w q (x) :
0 , w q (0) = 0, and is differentiable at 0. Hence by Theorem 5.1 for p = q and v q = 0, we obtain
(iii) Again, by the memoryless property of e q ,
If we set
which satisfy the conditions of Lemma 2.1 (with p = q + r). Therefore, Theorem 5.1 shows the result.
(iv) By a small modification of the proof of Theorem 3 (ii) in [15] , it is not difficult to see that n e −qτ
where n is the excursion measure of the process reflected at its infimum. Now by Proposition 1 in [10] , which establishes that the measure n can be constructed as a limit of the law of X killed at its first passage time above 0, and by (2. 7), n e −qτ
To see how the last equality holds, by for instance the identity (3.6) in page 132 of [11] , the scale function admits a series representation W q (x) = j≥0 q j W * (j+1) (x), where W * (k) denotes the k-th convolution of W with itself. In addition, because W is increasing, W * (k+1) (x) ≤ xW (x)W * (k) (x), x > 0. Hence, we deduce that
In sum, n e −qτ
Proof of Theorem 3.1 for the unbounded variation case
We show for the case q > 0. The case q = 0 holds by monotone convergence.
Proof of (3. 20)
On the event {l T E B < ∞}, before T E B , there is no contribution to the cumulative bail-outs (because no exponential clock has rung before the excursion ends) and hence X r (t) = X(t), 0 ≤ t ≤ l T E B . Therefore, using the memoryless property of the Poisson arrival times,
where, withT 
Substituting these, (5. 55), Lemma 5.1(iv), and (4. 36) in (5. 56), we obtain
Using this expression in (4. 41) (which also holds for the unbounded variation case), we get the result.
Proof of (3. 21)
By modifying the above arguments, we have
This together with (4. 36) gives h(0, a, b, θ) = −I a q,r (b)/H a q,r (b, θ). Using this in (4. 43), we obtain the result.
Proof of Theorem 3.2 for the unbounded variation case
We shall show for the case q > 0; the case q = 0 holds by monotone convergence. With g 1 defined in (5. 57), using the memoryless property of the Poisson arrival times,
Again, by the Master's formula in excursion theory and Corollary 5.1,
Using this, (5. 55), and (5. 57), we obtain
Using the above identity, (4. 36), and (4. 37), we get f (0, a, b) = h a q,r (b)/H a q,r (b, 0). Substituting this in (4. 45), we obtain the result.
Proofs for the case with classical reflection above
In this section, we prove the theorems in Section 3.3. Toward this end, we first show Theorem 6.1, which is a version of Lemma 2.1 of [13] (see (4. 33)), when the process X is replaced with the reflected process Y b . Using this and the results for the process X r as obtained in previous sections, the theorems can be proven by arguments via the strong Markov property. These proofs hold for both the bounded and unbounded variation cases.
6.1 Simplifying formula for the spectrally negative Lévy process reflected from above 
(6. 63)
In addition, for the case of unbounded variation, in (ii) for the definition ofṼ
Then, for x ≤ b and q ≥ 0,
Proof. (i) We first consider the case of bounded variation. We also focus on the case 0 ≤ x ≤ b; the case x < 0 is immediate. Using the resolvent given in Theorem 1 of [18] and the compensation formula, we have
By (19) of [13] , we have
Taking the right-hand derivative with respect to b,
(6. 67)
Here the right-hand derivative on the left-hand side can be interchanged over integrations by the following arguments. For ǫ > 0 and 0 ≤ δ < b, define
Note that for all 0 < δ < b, we have
Here, we show how lim ǫ↓0 K 1 (0, ǫ) can be computed. For the first term, for any 0 < ǫ <ǭ for fixedǭ > 0 and 0 < y < b − δ, we have a bound: 
is finite by (6. 63) and because, for sufficiently small c > 0, by the assumption that X is of bounded variation,
Therefore, by dominated convergence, the limit as ǫ ↓ 0 can be interchanged over the integral and hence,
On the other hand, by Fubini's theorem and because k(δ) :
Hence, noting that lim δ↓0 lim ǫ↓0 K 2 (δ, ǫ) = 0 and by (6. 68),
Now, substituting (6. 66) and (6. 67) in (6. 65), we have
as desired.
(ii) The unbounded variation case can be similarly shown by approximation methods by [13] . With the convergent sequence X n for X, the corresponding reflected processes Y b,n also converge uniformly in compacts to Y b (using the fact that Y b can be written as the difference between X and its running supremum). Hence, it suffices to take the limit in the equality (6. 64) for Y b,n :
where η − 0,n and W q,n correspond to those for Y b,n . Similarly to the arguments in the proof of Lemma 2.1 of [13] , the left hand side converges to E x e −qη (p) . Regarding the convergence on the right hand side, it is known that W q,n (x) → W q (x) for x ∈ R, and W ′ q,n (x) → W ′ q (x) for x > 0, as in Remark 3.2 of [16] . In addition, triangle equality gives
which vanishes as n ↑ ∞ by the assumed uniform convergence of v p,n .
By Theorem 6.1 together with Lemma 4.2, we can compute, for a < 0 < b and x ≤ b,
For a < 0 and x ∈ R, we define the derivatives of (4. 36) with respect to x: In particular,
Similarly to Corollary 4.1, we have the following result.
Lemma 6.1. For a < 0 < b and x ≤ b,
Proof. For the case i = 1, 2, 3, this is a direct consequence of Lemma 4.2 and Theorem 6.1. On the other hand, for the remaining case, we note that
Similarly to the computation for lim θ↓0 (∂U 0 1 (a, x, θ)/∂θ) as in the proof of Corollary 4.1, we have lim θ↓0 (∂ U 0 1 (a, b, θ)/∂θ) = −h a′ q,r (x). Hence putting the pieces together we obtain the result.
Note that by Lemma 6.1, (4. 36), (4. 38), (6. 69), and U 0 1 (a, x, θ) + U 0 2 (a, x) = −H a′ q,r (x, θ) for x ∈ R and θ ≥ 0,
(6. 70)
Proof of Theorem 3.3
Note that for x ≤ b, P x -a.s.
By an application of the Markov property at τ
where g and h are as defined in (3. 20) and (3. 21) . Again by the strong Markov property and (2. 5),
Substituting this in (6. 72),
Setting x = 0 and solving for h(0, a, b, θ), we obtain by (4. 42), (4. 44), and (6. 70),
Finally, substituting (6. 74) in (6. 73) and using (4. 42), (4. 44), and (6. 69) allows us to obtain the result.
Proof of Theorem 3.4
We shall prove for the case x ≤ b. The case x > b is then immediate by reflection. By (6. 71), the strong Markov property at τ By the strong Markov property and (2. 5), together with (3.12) of [6] ,
Substituting (6. 76) in (6. 75), and setting x = 0,
and hence, together with (6. 70),
Substituting this in (6. 76) allows us to obtain that j(b, a, b) = H a q,r (b, 0)/H a′ q,r (b, 0). This together with (6. 75) completes the proof.
Proof of Theorem 3.5
We focus on the case x ≤ b. The case x > b is then immediate by reflection.
By (6. 71), the strong Markov property at τ + b (r) on {τ + b (r) < τ − a (r)}, and Theorems 3.1 and 3.2,
By the strong Markov property and (2. 5),
(6. 78) Substituting (6. 78) in (6. 77) and setting x = 0 and noticing that h a q,r (0) = 0,
Hence, by (6. 70),
Substituting this in (6. 78) and then in (6. 77) and using (6. 69), we have the claim.
A Proofs
A.1 Proofs of Corollaries in Section 3.1
We shall first summarize the limits needed to show the corollaries.
Lemma A.1. Fix q > 0 and a < 0. We have, as
Proof. Recall the second limit in (2. 18). Also, by Exercise 8.5 of [12] ,
By this, (2. 12) and the second equality of (2. 16),
where in the second equality we used integration by parts. In a similar way, using, (A. 79), (A. 80) and integration by parts allows us to obtain
Using these limits, (i), (ii), and (iii) are immediate.
Lemma A.2. Fix q ≥ 0 and x ∈ R. We have, as a ↓ −∞,
Proof. (i) By (2. 7), (2. 16), and dominated convergence,
(ii) First suppose θ > Φ q+r . By (2. 6) and (2. 18),
In addition, we have that
Here, by (2. 6),
Now by the identity (5) in [13] , we have that
In addition,
Therefore, we get
Putting the pieces together, we obtain that
We shall now extend this to θ ≥ 0. By Corollary 5.1, (2. 18), (4. 36), (4. 38), and monotone convergence, for θ > Φ q+r ,
which can be analytically extended to θ ≥ 0 as in the proof of Theorem 3.1 in [4] . This shows (ii) for θ ≥ 0.
(iii) By (A. 82),
e −qer X(e r ); e r < τ
where simple algebra gives lim θ↓0 (∂Z q (x, θ)/∂θ) = −κ ′ (0+)W q (x) + Z q (x). Hence, (ii) By applying dominated convergence in (3. 20), upon taking a ↓ −∞, it is immediate by Lemma A.2 (ii) for θ ≥ 0.
(iii) By taking θ ↑ ∞ in (ii), It is now left to show that Z q (x, θ)/(q − κ(θ)) vanishes in the limit as θ ↑ ∞. Indeed, by [4, (7)] (see also the identity (3.19) in [6] for an older version)
By taking θ ↑ ∞ on both sides and using Theorem 2.6 (ii) of [11] , we have
Hence, Hence, upon taking b ↑ ∞ in (ii), monotone convergence completes the proof.
A.2 Proofs of Corollaries in Section 3.3
Again, we first summarize the limits needed for the proofs. Hence, upon taking limits as a ↓ −∞ in (A. 84), we obtain (i). In addition, (ii) holds as well by (3. 30) and (A. 85).
(iii) By (3.10), (3.18) , and (3.16) in [6] , we have 
A.2.1 Proof of Corollary 3.3
By monotone convergence, the result is immediate upon taking a ↓ −∞ in Theorem 3.4 by Lemmas A.2 and A.3.
A.2.2 Proof of Corollary 3.4
By monotone convergence applied to Theorem 
