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Abstract
In their paper [6], Dokos et al. conjecture that the major index statistic is equidistributed
among 1423-avoiding, 2413-avoiding, and 3214-avoiding permutations. In this paper we confirm
this conjecture by constructing two major index preserving bijections, Θ : Sn(1423)→ Sn(2413)
and Ω : Sn(2314) → Sn(2413). In fact, we show that Θ (respectively, Ω) preserves numer-
ous other statistics including the descent set, right-to-left maxima (respectively, left-to-right
minima), and a statistic we call steps. Additionally, Θ (respectively, Ω) fixes all permutations
avoiding both 1423 and 2413 (respectively, 2314 and 2413).
1 Introduction
We write a permutation pi ∈ Sn as pi1 . . . pin where |pi| = n is called the length of pi. For any sequence
of distinct integers a1 . . . an there is a unique permutation pi ∈ Sn with the defining property that
ai < aj if and only if pii < pij, provided i 6= j. We say that a1 . . . an is order isomorphic to pi and
write pi = std(a1 . . . an). For example, 1342 = std(2693). Moreover, we say that pi avoids τ ∈ Sm if
no subsequence of pi is order isomorphic to τ . We denote by Sn(τ) the set of all pi ∈ Sn that avoid
τ . In this context we usually refer to τ as a pattern. For example, 5734612 avoids 1423 but does
not avoid 2413.
If two patterns σ, τ ∈ Sm are such that |Sn(τ)| = |Sn(σ)| for all n, then we say that σ is
Wilf-equivalent to τ , and write σ ∼ τ . For example, it is well known that S3 has only one Wilf-
equivalence class, while S4 partitions into 3 classes [3].
A refinement of Wilf-equivalence involves the idea of a permutation statistic, which is defined
to be a function f : Sn → T , where T is any fixed set. We say σ and τ are f -Wilf-equivalent if, for
all n, there is some bijection Θ : Sn(σ) → Sn(τ) such that f(pi) = f (Θ(pi)). In other words, the
f statistic is equally distributed on the sets Sn(σ) and Sn(τ). In terms of the bijection Θ, we say
that Θ preserves f . This refinement has been heavily studied for patterns of length 3, for example
see [1, 2, 5, 7, 8]. A particularly nice (and nearly exhaustive) classification of Wilf-equivalent
patterns of length 3 and permutation statistics is given by Claesson and Kitaev in [4]. On the
other hand, little is known about permutation statistics and patterns of length 4 or greater. To
state a recent conjecture by Dokos et al. [6, Conjecture 2.8] with regards to permutation statistics
and patterns of length 4 we need the following definition. First, we say that i is a descent in pi if
pii > pii+1 and we denote the set of all descents in pi by Des pi. The major index is then defined to
be maj(pi) =
∑
i∈Des pi i. With these definitions, Dokos et al. state the following conjecture:
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Conjecture 1. The major index is equally distributed on the sets Sn(2413), Sn(1423), and Sn(2314).
In a private communication, S. Elizalde conjectured further that the descent sets are equally
distributed on the sets Sn(1423) and Sn(2413). Additionally, B. Sagan conjectured that the po-
sitions of the n and the n − 1 are equally distributed on these two sets as well. In this pa-
per, we confirm Conjecture 1, as well as these stronger claims, by constructing explicit bijections
Θ : Sn(1423) → Sn(2413) and Ω : Sn(2314) → Sn(2413) that preserve the descent set and, in the
case of Θ, preserve the position of the n and the n− 1. In fact, we show that these maps simulta-
neously preserve several other permutation statistics. To describe these permutation statistics we
require a few definitions.
First, a right-to-left maximum in pi is an index i such that pii > pij provided i < j. We denote
by RL (pi) the set of all right-to-left maxima in pi. Denoting RL (pi) = {i1 < · · · < is} we observe
that pii1 = n, is = n, pii1 > · · · > piis , and piij > pik, provided ij < k < ij+1.
Similarly, we define a left-to-right minimum in pi to be an index i such that pij > pii provided
j < i. We denote by LR (pi) the set of all left-to-right minima in pi.
The last permutation statistics we will need to consider are called steps, which are defined as
follows. A step in pi is an index i such that pii − 1 = pii+1. The set of all steps in pi is denoted by
Steppi.
In the next section we prove the existence of a bijection Θ : Sn(1423) → Sn(2413) that preserves
descents, right-to-left-maxima, steps, and the position of the n and n− 1. As a corollary, we show
the existence of an Ω that preserves descents, left-to-right minima, steps, and the positions of the
1 and the 2.
It should be mentioned that Stankova in [9] originally proved that |Sn(1423)| = |Sn(2413)|
by showing that their respective generating trees are isomorphic. This result is important in the
theory of pattern avoidance as it was one of the key results needed to finalize the Wilf-equivalences
among all patterns of length 4. In light of this, it is all the more interesting that an explicit
multiple-statistic-preserving bijection exists between these two sets.
Before closing this section let us define the interval [a, b] = {a, a+ 1, . . . , b}, provided a ≤ b.
2 The Bijections
Before we begin the construction of our maps Θ and Ω, let us state our main theorem and prove a
corollary.
Theorem 2.1 (Main Theorem). There is an explicit bijection Θ : Sn(1423) → Sn(2413) such
that Θ preserves descents, right-to-left maxima, steps, and the position of the n and the n − 1.
Additionally, if pi ∈ Sn(1423) ∩ Sn(2413) then Θ(pi) = pi.
Corollary 2.1. There is an explicit bijection Ω : Sn(2314) → Sn(2413) such that Ω preserves
descents, left-to-right minima, steps, and the position of the 1 and the 2. Additionally, if pi ∈
Sn(2314) ∩ Sn(2413) then Ω(pi) = pi.
In order to prove the corollary we will need a couple of standard definitions. The complement
of pi ∈ Sn is defined to be c(pi) = (n+ 1− pi1) . . . (n+1− pin) and the reverse of pi is appropriately
given by r(pi) = pinpin−1 . . . pi1. It is clear that r and c are involutions such that rc = cr.
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Proof of corollary. First, observe that rc(1423) = 2314 and rc(2413) = 2413. It follows that we
may define Ω : Sn(2314) → Sn(2413) as Ω = cr ◦ Θ ◦ rc. Certainly Ω is bijective, since r, c,
and Θ are bijections. It only remains to show that Ω preserves the stated statistics. To this
end fix pi ∈ Sn(2314). First, it is clear by the definitions involved that Ω preserves the positions
of the 1 and the 2 and that Ω(pi) = pi provided pi ∈ Sn(2314) ∩ Sn(2413). With respect to
left-to-right minima, it follows from our Main Theorem that RL (rc(pi)) = RL (Θ ◦ rc(pi)). As
LR (cr(pi)) = {n + 1− i | i ∈ RL (pi)}, c−1 = c and r−1 = r it follows that
LR (pi) = LR (cr ◦ rc(pi)) = LR (cr ◦Θ ◦ rc(pi)) = LR (Ω(pi)) .
The fact that Ω preserves descents and steps follows by a similar argument and the observations
that Des(cr(pi)) = {n − i | i ∈ Des pi} and Step(cr(pi)) = {n − i | i ∈ Steppi}. The details are left
to the reader.
To prove Conjecture 1 it now only remains to prove the Main Theorem; this occupies the
remainder of the section. To motivate what follows we begin with an outline of the construction of Θ.
As Θ will be constructed recursively we will need a way to decompose a 1423-avoiding permutation
pi into two smaller 1423-avoiding permutations. We will denote these smaller permutations as pi(1)
and pi(2). Having done so, we will then apply Θ to pi(1) and pi(2) to obtain two 2413-avoiding
permutations, which we will denote σ and α respectively. Lastly, we will use an operation called
inflation to combine σ and α into one larger 2413-avoiding permutation denoted Θ(pi).
To begin let us define the inflation operation.
Definition. Let σ ∈ Sm, α ∈ Sl, and fix 1 ≤ a+1 ≤ m. We define σ(α, a+1) to be the permutation
σˆ1 . . . σˆa αˆ1 . . . αˆl σˆa+2 . . . σˆm
of length l +m− 1, where αˆi = αi + σa+1 − 1 and σˆi =
{
σi if σi < σa+1
σi + l − 1 otherwise.
In words, this operation essentially “inflates” σa+1 with the permutation α and, in so do-
ing, translates the other elements of σ so that the result is a permutation. As a result we
will refer to this operation as inflation. For example, if σ = 316542 and α = 531642 then
σ(α, 4) = 3 1 11 9 7 5 10 8 6 4 2. An important property of inflation, which follows easily
from the definition, is that
{σ′a+1, . . . , σ
′
a+l} = [σa+1, σa+1 + l − 1], (2.1)
where σ′ = σ(α, a+1). To illustrate this property (and the operation of inflation) consider Figure 1.
This depiction of our example makes it clear that the set of values given by the elements in positions
4 through 9 are precisely the interval [5, 10]
We now turn our attention to showing that σ(α, a+1) is 2413-avoiding, provided that σ and α
are both 2413-avoiding.
Lemma 2.1. If σ ∈ Sm(2413) and α ∈ Sl(2413) then σ(α, a + 1) ∈ Sm+l−1(2413).
Proof. Assume for a contradiction that σ′ = σ(α, a + 1) contains an occurrence of 2413 and let
σ′z < σ
′
x < σ
′
w < σ
′
y be such an occurrence where x < y < z < w. If |{x, y, z, w}∩ [a+1, a+ l]| ≤ 1 it
follows that σ would contain an occurrence of 2413; so, we must have |{x, y, z, w}∩ [a+1, a+ l]| > 1.
3
××
×
×
×
×
×
×
×
×
×
Figure 1: The picture of σ(α, 4) where σ = 316542 and α = 531642. The highlighted region
represents the “inflation” of the element 5 in σ by the permutation α.
Now (2.1) together with the fact that |{x, y, z, w} ∩ [a + 1, a + l]| > 1 implies that {x, y, z, w} ⊂
[a+1, a+ l]. Thus α must contain an occurrence of 2413. As this contradicts the fact that α avoids
2413 we conclude that σ′ ∈ Sm+l−1(2413).
We now turn our attention to the decomposition of pi we will need for our recursive construction
of Θ.
Definition. Fix pi ∈ Sn so that pi 6= n(n − 1) . . . 1 and let RL (pi) = {i1 < · · · < ir}. Define
φ(pi) = (a, b) as follows. First, let b be the smallest right-to-left maximum so that [b, n] ⊂ RL (pi).
(In other words, pib is the smallest ascent top in pi.) If [b, n] = RL (pi), define a = 0; otherwise, let
a = max (RL (pi) \ [b, n]).
It immediately follows from this definition that RL (pi) = {i1 < · · · < is < a} ∪ [b, n], for
appropriately chosen indices i1 . . . is.
We are now ready to define the decomposition of pi needed.
Definitions. Given pi ∈ Sn so that pi 6= n(n− 1) . . . 1. First define
ρ(pi) = |{i ∈ RL (pi) | i > b and pii > χ(pi)}| and χ(pi) = max{pii | a < i < b}.
Using these definitions, set
pi(1) = std
(
pi1 . . . piapibpib+1 . . . pib+ρ(pi)
)
and pi(2) = std
(
pia+1 . . . pibpib+ρ(pi)+1 . . . pin
)
.
Before proceeding let us make a few remarks regarding this decomposition. First, our assump-
tion that pi 6= n(n−1) . . . 1 guarantees for us that b−a ≥ 2. As a result χ(pi) > 0 and |pi(1)| < n since
the element pia+1 is not included in its construction. Second, the lengths of our two permutations
are given by
|pi(1)| = a+ ρ(pi) + 1 < n and |pi(2)| = n− a− ρ(pi). (2.2)
Lastly, we observe that if pi ∈ Sn(1423), then
{pia+1, . . . , pib−1, pib+ρ(pi)+1, . . . , pin} = [1, χ(pi)] = [1, |pi
(2)| − 1]. (2.3)
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Figure 2: Here pi = 10 12 13 8 6 11 5 3 1 9 7 4 2, and φ(pi) = (6, 10), χ(pi) = 5, ρ(pi) = 1.
Additionally, pi(1) = std(10 12 13 8 6 11 9 7) and pi(2) = std(531942). To help visualize this
decomposition we have shaded the elements of pi that become pi(2)
.
To see this note that if pii < χ(pi) and i < a then piipiaχ(pi)pib would form a 1423-pattern. An
example of this decomposition which illustrates these aforementioned observations is in Figure 2.
We are now in a position to define our map Θ.
Definition. Fix pi ∈ Sn(1423) and set φ(pi) = (a, b). We define the mapping Θ : Sn(1423) →
Sn(2413) as follows. First, set Θ(1) = 1. Next, define Θ recursively via the following three cases:
Case 1: Steppi 6= ∅
First, let k = min (Steppi) so that pi′ is the unique permutation such that pi = pi′(21, k). Now
define Θ(pi) = Θ(pi′)(21, k).
Case 2: Steppi = ∅ and a = 0
Denote by pi′ the permutation obtained from pi by removing n. Define Θ(pi) as the permutation
obtained from Θ(pi′) by inserting n in the bth position.
Case 3: Steppi = ∅ and a 6= 0
Define Θ(pi) = σ(α, a + 1), where σ = Θ(pi(1)) and α = Θ(pi(2)).
It follows from the definition of Θ and a straightforward inductive argument that if pi ∈
Sn(1423) ∩ Sn(2413) then Θ(pi) = pi.
Before proving that Θ is well-defined, bijective, and has the stated properties let us first remark
as to the motivation of Case 1. Simply, the reason for this case is that without it, Θ will not be
injective. For example, if we ignored the step statistic, i.e., removed Case 1 from our definition
of Θ, then one can check that the permutations 52431 and 53421 would both map to 53421. The
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reader might find it helpful to keep this in mind while reading Lemma 2.7, which is the crucial
lemma for showing that Θ is injective.
To illustrate many of the arguments to follow let us now work out a complete example of the
action of our map Θ on the permutation pi depicted in Figure 2. As this value of pi falls in Case 3
we have
pi(1) =
×
×
×
×
×
×
×
×
pi(2) =
×
×
×
×
×
×
.
Now let λ = pi(1). Observing that φ(λ) = (3, 6), we have
λ(1) =
×
×
×
×
×
λ(2) =
×
×
×
×
.
Since λ(j) ∈ S4(1423) ∩ S4(2413) it follows by our (yet unproven) claim that Θ(λ
(j)) = λ(j) for
j = 1, 2. Likewise, as pi(2) is 2413-avoiding we also have α = Θ(pi(2)) = pi(2). Therefore, we obtain
σ = Θ(pi(1)) = λ(1)(λ(2), 3 + 1) =
×
×
×
×
×
×
×
× ,
and finally, as φ(pi) = (6, 10),
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Θ(pi) = σ(α, 6 + 1) =
×
×
×
×
×
×
×
×
×
×
×
×
× .
We now turn our attention to the proof of the Main Theorem. We begin with several technical
lemmas that deal with the relationship between inflation (respectively, decomposition) and the
permutation statistics of interest, namely, right-left-maxima, descents, and steps. For Lemmas 2.2
to 2.8 we establish the following conventions.
Conventions. Fix pi ∈ Sn(1423) so that pi 6= n(n− 1) . . . 1 and let φ(pi) = (a, b). Additionally, we
set
m = |pi(1)| = a+ ρ(pi) + 1 and l = |pi(2)| = n− a− ρ(pi)
and let RL (pi) = {i1 < · · · < is < a} ∪ [b, n].
Lemma 2.2. RL
(
pi(1)
)
= {i1 < · · · < is < a} ∪ [a+ 1,m] and RL
(
pi(2)
)
= [b− a, l].
Proof. The first claim follows since the elements in the sequence pi1 . . . piapibpib+1 . . . pib+ρ(pi) with the
property that all the values to their right are smaller are
{
pii1 , . . . , piis , pia, pib, pib+1, . . . , pib+ρ(pi)
}
.
Similarly, the second claim follows since the elements in the sequence pia+1 . . . pibpib+ρ(pi)+1 . . . pin
with this same property are
{
pib, pib+ρ(pi)+1, . . . , pin
}
.
Lemma 2.3. The relationship between the descents of pi and the descents of pi(1) and pi(2) is as
follows:
Des pi(1) = {i ∈ Des pi | 1 ≤ i ≤ a} ∪ [a+ 1,m− 1]
and
Despi(2) = {i− a | i ∈ Des pi and a < i < b} ∪ [b− a, l − 1].
Proof. This proof follows easily by the definition of pi(1) and pi(2), Lemma 2.2, and the fact that if
i ∈ RL
(
pi(j)
)
and i < |pi(j)| then i ∈ Des pi(j), where j = 1, 2.
Lemma 2.4. If Steppi = ∅, then Steppi(1) ⊂ {a} and Steppi(2) = ∅.
Proof. This readily follows from Equation (2.3). Note that Step pi(1) = {a} if and only if
pia − 1 = pib.
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Conventions. For Lemmas 2.5 to 2.8 fix σ ∈ Sm, and α ∈ Sl where m+ l − 1 = n. Set
RL (σ) = {i1 < · · · < is < a} ∪ [a+ 1,m]
and RL (α) = [b− a, l]. Lastly, let σ′ = σ(α, a + 1).
Lemma 2.5. RL (σ′) = {i1, · · · , is, a} ∪ [b, n].
Proof. It is clear from the definition of inflation that
{i ∈ RL
(
σ′
)
| i ≤ a} = {i1 < · · · < is < a} and {i ∈ RL
(
σ′
)
| a+l < i} = [a+l+1,m+l−1].
Lastly, since we are inflating the (a+ 1)st element of σ where a+ 1 ∈ RL (σ) it follows that
{i ∈ RL
(
σ′
)
| a+ 1 ≤ i ≤ a+ l} = [b, a+ l],
which completes the proof.
Lemma 2.6. If Des σ = {i | i ∈ Despi, 1 ≤ i ≤ a} ∪ [a+ 1,m− 1] and
Desα = {i− a | i ∈ Des pi, a < i < b} ∪ [b− a, l − 1],
then Des σ′ = Des pi.
Proof. It follows directly from the definitions that
Desσ′ = {i | i ∈ Des pi, 1 ≤ i ≤ a} ∪ Desα+ a ∪ [a+ 1,m− 1] + (l − 1).
Since l = n− a− ρ(pi) and m = a+ ρ(pi) + 1 it follows that
Des σ′ = {i | i ∈ Des pi, 1 ≤ i < b} ∪ [b, n− 1] = Des pi.
Lemma 2.7. Assume Stepα = ∅ and Stepσ ⊂ {a}. Then Stepσ′ = ∅ provided α1 < l
Proof. It is clear from the definition of inflation that we must have Stepσ′ ⊂ {a, a+ l}. Now, the
only way we could have a ∈ Stepσ′ is for α1 = l, which is prohibited, so a /∈ Stepσ
′. Similarly, the
only way a + l could be a step in σ′ is for a + 1 ∈ Stepσ. As this is prohibited we conclude that
Stepσ′ = ∅.
Lemma 2.8. Assume that Stepσ ⊂ {a}. Then a+ l is the largest index such that
{σ′a+1, . . . , σ
′
a+l}
is an interval. An immediate consequence of this is that α and σ may be recovered from σ′ and a.
Proof. Let k be the largest index such that {σ′a+1, . . . , σ
′
k} is an interval. By Equation (2.1) we
know that
{σ′a+1, . . . , σ
′
a+l} = [σa+1, σa+1 + l − 1],
and hence a + l ≤ k. If a + 1 = m we are done. Otherwise, as [a + 1,m] ∈ RL (σ) we must have
σa+1 > σa+2 > · · · . Moreover, as Step(σ) ⊂ {a} it follows that σa+1 − 1 must be in some position
to the left of position a+ 1. It now readily follows that k ≤ a+ l, completing the proof.
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With the technical lemmas proved we now turn our attention to the proof of the Main Theorem.
Proof of Main Theorem. It is clear from the definition of Θ that when n = 1 the map is well defined
and the theorem holds. As Θ is defined recursively we will proceed by induction on n, and fix pi ∈ Sn.
To simplify the following arguments it will be useful to recall the fact that |Sn(1423)| = |Sn(2413)|,
(see [3]). Therefore, to show that Θ is bijective it will suffice to establish the injectivity of Θ. We
proceed by considering, independently, the three defining of Θ. In each case we will also show that
Θ preserves Steps and that φ(Θ(pi)) = φ(pi). Therefore we may conclude that if Θ is injective in
each case then it must also be, globally, injective as well. To this end, observe that once we show
RL (pi) = RL (Θ(pi)) it immediately follows that
φ(pi) = (a, b) = φ(Θ(pi)). (2.4)
Case 1: Steppi 6= ∅
We first check that Θ is well defined in this case. Recall from the definition of Θ that
Θ(pi) = Θ(pi′)(21, k) where pi′ ∈ Sn−1 is the unique permutation such that pi = pi
′(21, k) and
k = min (Steppi). By our induction hypothesis we may assume that Θ(pi′) ∈ Sn−1(2413). Since
Step 2413 = ∅ it follows that Θ(pi) ∈ Sn(2413). In this case, it readily follows that Θ preserves
right-to-left maxima, descents, steps, and the position of n and n − 1. Likewise, it follows that
Θ(pi) = pi provided pi ∈ Sn(1423) ∩ Sn(2413).
The fact that we may recover pi from Θ(pi), in this case, easily follows by our induction hypothesis
and the fact that Steppi = StepΘ(pi).
Case 2: Steppi = ∅ and a = 0
In this case RL (pi) = [b, n] and, hence, pib = n. Denoting by pi
′ the permutation obtained by
deleting n from pi, we see that
[b, n− 1] ⊂ RL
(
pi′
)
= RL
(
Θ(pi′)
)
,
where the equality follows by our induction hypothesis. Since Θ(pi) is obtained from Θ(pi′) by
inserting an n in the bth position it is now clear that RL (Θ(pi)) = [b, n] = RL (pi).
The fact that Θ, in this case, preserves descents, the position of n and n−1, and that Θ(pi) = pi
provided pi ∈ Sn(1423) ∩ Sn(2413) is straightforward.
Now consider the step statistic. Certainly, StepΘ(pi′) = Steppi′ = ∅. Therefore we only need to
show that n − 1 is not in the (b+ 1)st position of Θ(pi′). As this is the largest element, this could
only occur if pi′b+1 = n− 1. This is impossible since pib = n and b /∈ Steppi.
To see that Θ(pi) is 2413-avoiding, observe that any occurrence of 2413 in Θ(pi) would have
positions x < b < y < z since Θ(pi′) ∈ Sn−1(2413). This is impossible as we have established that
[b, n] = RL (Θ(pi)), which precludes Θ(pi)y < Θ(pi)z.
In this case, the fact that we may recover pi from Θ(pi), follows immediately from Equation (2.4)
and our induction hypothesis.
Case 3: Steppi = ∅ and a > 0
First consider the permutations pi(1) ∈ Sm(1423) and pi
(2) ∈ Sl(1423) where m = a + ρ(pi) + 1
and l = n− a− ρ(pi). As a > 0 we see that l < n. By Equation (2.2) we are also guaranteed, since
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pi 6= n(n− 1) . . . 1 that m < n. Consequently, we may inductively define Θ(pi) = σ(α, a+ 1) in this
case where
σ = Θ(pi(1)) ∈ Sm(2413) and α = Θ(pi
(2)) ∈ Sl(2413).
By Lemma 2.1 we further know that Θ(pi) ∈ Sn(2413).
To see that Θ preserves the required statistics, let RL (pi) = {i1 < · · · < is < a} ∪ [b, n].
Now Lemma 2.2, our induction hypothesis, and Lemma 2.5 together imply that RL (Θ(pi)) =
{i1, . . . , is, a} ∪ [b, n] = RL (pi).
Likewise, Lemmas 2.3 and 2.6 together with our induction hypothesis imply that DesΘ(pi) =
Des pi.
By Equation (2.3) it follows that pi
(2)
1 < l and since the position of the l is preserved under Θ
we must also have α1 < l. It now follows by Lemmas 2.4 and 2.7 that StepΘ(pi) = ∅ = Steppi.
Now consider the position of n and n − 1. As Θ preserves the right-to-left maxima it must
preserve the position of n. Now let i be such that pii = n − 1. If i ≤ a then pi
(1)
i is the second
largest element in pi(1) and by induction σi is the second largest element in σ. It now follows that
Θ(pi′)i = n − 1 as well. On the other hand if a < i then we must have i = b. In this case pi
(2)
b−a is
the largest element in pi(2) and pi
(1)
a+1 is the second largest element in pi
(1). By induction and the
definition of inflation it follows that Θ(pi)i = σ(α, a + 1)i = n− 1 in this case too.
Now assume pi ∈ Sn(1423) ∩ Sn(2413). In this case pii > pib for all i < a. For otherwise,
piipiapikpib is either a 1423-pattern or a 2413-pattern, where pik = χ(pi). Moreover, since Step pi = ∅,
we must have ρ(pi) = 0. Together, these two observations imply that
pi(1) = std (pi1 . . . piapib) and pi
(2) = pia+1 . . . pibpib+1 . . . pin,
where pi
(1)
a+1 = 1. By induction, since pi
(j) ∈ Sn(1423) ∩ Sn(2413), we see that σ = pi
(1) and
α = pi(2). As σa+1 = 1, it now follows that Θ(pi) = σ(α, a+ 1) = pi.
We now turn our attention to showing that we may recover pi from Θ(pi) in this case. It follows
by Lemmas 2.4 and 2.8 and our induction hypothesis that we may recover σ and α from Θ(pi)
and hence pi(1) and pi(2). We now show that pi may be recovered from pi(1), pi(2), and (a, b). By
Equation (2.3) it follows that the permutation obtained by deleting the largest value in pi(2) is
pia+1 . . . pib−1pib+ρ(pi)+1 . . . pin.
Additionally, it also follows that χ(pi) = l− 1. Moreover, observe that adding l− 1 to each element
of pi(1) yields the sequence pi1 . . . piapibpib+1 . . . pib+ρ(pi). This completes our proof.
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