Introduction
Often when analysing randomized algorithms, especially parallel or distributed algorithms, one is called upon to show that some function of many independent choices is tightly concentrated about its expected value. For example, the algorithm might colour the vertices of a given graph with two colours and one would wish to show that, with high probability, very nearly half of all edges are monochromatic.
The classic result of Cherno 3] gives such a large deviation result when the function is a sum of independent indicator random variables. The results of Hoe ding 5] and Azuma 2] give similar results for functions which can be expressed as martingales with a bounded di erence property. Roughly speaking, this means that each individual choice has a bounded e ect on the value of the function. McDiarmid 9] nicely summarized these results and gave a host of applications. Expressed a bit di erently, his main result is as follows.
We are given an underlying probability space generated by a nite set of mutually independent choices, indexed by i 2 I, where choice i is from a set A i , and a random variable Y on this probability space. (Equivalently, Y is a function of the underlying choices.) Let c i be such that changing choice i (but keeping all else the same) can change Y by at most c i . We call c i the e ect of i. The result is then that for any ' > 0. Note that the martingale is not explicitly mentioned in the statement of this result. We will follow this example and systematically conceal the martingale in our own results.
In 8], Kim gave an improved large deviation inequality for the situation where all of the choices are Yes/No choices and the deviation is not too large. Basically, he obtains an additional factor of 8p(1 ? p) under the radical, resulting in a generalization of the bounds of the tails of the binomial distribution which follow from the DeMoivre-Laplace limit theorem. Note however that this result for the case when all c i = 1 was implied already by Lemma 7.14 of 9]. In recent work 1], Alon, Kim, and Spencer further re ne this result by introducing the idea of a query game. The basic idea here is that while some choices might have an e ect, they don't always have an e ect.
The purpose of this note is to point out a few improvements in the Alon-Kim-Spencer result and, more signi cantly, to prove a version of the result in which multi-way choices are allowed. This last point is of particular importance in the analysis of, for example, colouring algorithms. In order to illustrate this, we also present a sample application.
Results
This situation is quite common: we have a probability space generated by independent choices, choice i 2 I from the set A i , and a random variable Y of interest. Consider a query game in which we determine the value of Y by making queries of the form \What was choice i?" to a truthful oracle. Our strategy can be expressed as a decision tree whose internal nodes designate queries to be made and whose leaves designate values of Y .
De ne the variance of a query (internal node) q concerning choice i to be v q = The quantity q;a is not as mysterious as it appears. It simply measures the amount which our expectation changes when the answer to query q is revealed to be a. Also de ne the maximum e ect of query q as c q = max a;b2Ai j q;a ? q;b j:
As an upper bound on c q we often take the maximum amount which Y can change if choice i is changed but all other choices remain the same. A line of questioning is a path in the decision tree from the root to a leaf and the variance of a line of questioning is the sum of the variances of the queries along it. Finally, the variance of a strategy is the maximum variance over all lines of questioning. The use of the term variance is meant to be suggestive: the variance of a strategy for determining Y is an upper bound on the variance of Y . This is more-or-less an analogue of the Alon-Kim-Spencer result for multi-way choices. The main di erence is that they consider the e ect and variance of choices rather than queries. The way we've done things allows a choice to have di erent levels of e ect depending upon the situation when the query is made, rather than just \all or nothing".
Note that we can improve the constants a bit, but this basic form is all that is usually needed for the sorts of applications in which we're interested. In the improved form, we can show that Pr One further improvement is possible. It can happen that certain very low probability situations occur that force certain choices to have a very large e ect. In other words, there might be just a few, very low probability, vectors of choices (outcomes) which lead to lines of questioning with very large variance. This of course drives up the variance of the entire strategy, possibly ruining the usefulness of the result. We'd like to be able to ignore these exceptional outcomes and the corresponding lines of questioning. The following easy corollary of the Theorem says that essentially we can.
Corollary. Let m and M be, respectively, the minimum and maximum values taken by Y over all possible outcomes. Let C be a set of exceptional outcomes. Consider a strategy for determining Y , assuming that the actual outcome is not in C. If But how concentrated is Y ? We're especially interested in proving sharp concentration results when the number of colours c is (d= lnd) with some small constant factor. When we iterate this procedure (with the necessary modi cations as the vertex palettes evolve), we might then be able to show that G is (1 + o (1) Here's a strategy for determining Y : rst query v (i.e. ask what vertex v's tentative colour is); then query all neighbours of v; nally, query all neighbours of the neighbours which chose a di erent colour than v (the ones that chose the same colour are already known to have failed).
The rst query has variance 0, since by itself v's colour choice doesn't a ect the expectation of Y . When we query each neighbour of v, there are two types of outcome: either the neighbour chose the same tentative colour as v or it didn't. In any case, the expectation of Y can change by at most 1. Using (2), we see therefore that each of these queries has variance at most Return to the general case, where G may contain 4-cycles. Because the structure of G is beyond our control, it is possible that a single vertex w shares many common neighbours with v. The extreme example is when G is K d;d . In this case, there is the (unlikely) possibility that many of v's neighbours choose the same tentative colour. This results in w having a large potential e ect.
This is where we make use of the Corollary's ability to handle exceptional choice vectors. Of course, the expected number of neighbours of v tentatively choosing any particular colour is d=c. Since the number of vertices tentatively choosing is binomially distributed, the Cherno bounds give that for any > 2e ? 1, the probability that more than (1 + )d=c vertices choose is less than 2 ?(1+ )d=c . Thus the probability that some colour is used more than r = (1 + )d=c times is less than c2 ?(1+ )d=c . Let C be the set of outcomes in which this is the case|that is, those outcomes where more than r of the neighbours of v choose the same colour.
Let w be a vertex sharing exactly x neighbours with v and, for each colour a, let x a be the number of common neighbours tentatively coloured a. Thus, j w;a j x a since w can make x a of v's neighbours unsuccessful by choosing a. Thus, The proof of the Lemma is by induction on the depth of the decision tree. In the base case, Y = 0, so the claim is trivially true. Otherwise, consider the root node (query) q. It is of the form \what was choice i?" for some choice i. Because Y has expectation zero, q;a = Ex Y j choice i was a] for each a in A i . As before, the variance is v q = P p i;a 2 q;a and the maximum e ect is c q = maxj q;a ? q;b j.
Since (Y ? q;a j choice i was a) is a random variable with zero mean and the total variation of the a-subtree, which concerns itself with this random variable, is at most The second di culty is also easily dealt with: notice that for any quantity A 
