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Abstract
In this paper we propose a geometry-aware model for video object detection. Specif-
ically, we consider the setting that cameras can be well approximated as static, e.g. in
video surveillance scenarios, and scene pseudo depth maps can therefore be inferred
easily from the object scale on the image plane.
We make the following contributions: First, we extend the recent anchor-free detec-
tor (CornerNet [17]) to video object detections. In order to exploit the spatial-temporal
information while maintaining high efficiency, the proposed model accepts video clips as
input, and only makes predictions for the starting and the ending frames, i.e. heatmaps of
object bounding box corners and the corresponding embeddings for grouping. Second,
to tackle the challenge from scale variations in object detection, scene geometry infor-
mation, e.g. derived depth maps, is explicitly incorporated into deep networks for multi-
scale feature selection and for the network prediction. Third, we validate the proposed
architectures on an autonomous driving dataset generated from the Carla simulator [5],
and on a real dataset for human detection (DukeMTMC dataset [28]). When comparing
with the existing competitive single-stage or two-stage detectors, the proposed geometry-
aware spatio-temporal network achieves significantly better results.
1 Introduction
In the Deep Learning era, we always expect the deep networks to learn all the required world
knowledge given sufficient training data. However, as images are essentially a 2D projection
of the 3D world, and the depth information has been lost during the image formation [12],
the scene geometry, e.g. the depth, plays an essential role in resolving the ambiguities from
scale variations and object occlusion in images. Despite the great success achieved in video
object detection [11, 15, 22, 35], detecting objects under different scales or occlusions has
only partially been tackled via learning multi-scale features in a brute-force fashion [2] or
utilizing aggressive data augmentation [23]. This may indicate that these detectors actually
have not learnt the scene geometry well.
These existing approaches mostly work on videos collected from dynamic cameras or
internet video streams, such as the ImageNet VID dataset [29], and thus the varying scene
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(a) A False Positive Detection Case (b) Height in Pixels of Objects (c) Pseudo Depth Map of Humans
Figure 1: An illustration of the motivation of using scene geometry for detection: (a) a false
positive detection of vehicle with a wrong scale; (b) the height of objects in different classes;
(c) the geometry priors derived from (b), i.e. 2.5D pseudo depth maps, able to provide useful
geometric constraints on the object scales for learning a geometry-aware detector.
geometry is difficult to incorporate explicitly. However, there are many real-world applica-
tions, for instance the video surveillance, where the cameras can be well-approximated as
static settings, i.e. the camera sits at a fixed position, and the relative depth of an object in
the world coordinate system can also be determined by its height on the image plane [13]. In
this paper, we propose a deep model for video object detection under static cameras, where
the relative scene depth information can be estimated effectively (as shown in Figure 1), and
is further used as strong geometric constraint for learning scale-aware object detector.
To investigate the effectiveness of using scene geometry in video object detection under
the static camera settings, we first design a compact video object detector. While the two-
stage anchor-based object detectors (e.g. Faster-RCNN [27]) have achieved impressive ac-
curacy on image-wise object detection, the efficiency of the model is usually upper-bounded
by the region proposal process. The generation of proposals would also significantly in-
crease the complexity of the model especially when we deal with object detection in videos.
In this paper, we extend the more efficient single-stage anchor free and single-frame object
detection model CornerNet [17] by incorporating spatio-temporal information, the proposed
geometry-aware spatio-temporal network is termed as GAST-Net. Our main contribution
is therefore three-fold: (i) we design a spatio-temporal corner network structure, which ac-
cepts video clips (image sequences) as input. As far as we know, this is the first use of a
corner-based scheme for object detection in videos. The network utilizes a spatio-temporal
convolutional backbone to encode appearance and motion representations, which are further
used to predict and group corners only for the first frame and the last frame of the sequences.
By doing so, we are able to capture the long temporal dependencies in videos. (ii) We ex-
plore how the scene geometry derived from static cameras can be employed as priors for
multi-scale feature selection and for the network prediction, therefore helping to tackle the
challenges from scale variations in video object detection. (iii) Extensive experiments have
been conducted on a synthetic automous driving dataset generated with Carla [5], and on
pedestrian detection on the DukeMTMC dataset [28]. On both datasets, we demonstrate
great benefits of incorporating the scene geometry, and show that the proposed GAST-Net
significantly outperforms existing competitive single-stage and two-stage detectors.
2 Related Work
Object Detection in Static Images. Two families of detectors are currently popular: First,
two-stage detectors, e.g. R-CNN [9], Fast R-CNN [8], Faster R-CNN [27] and R-FCN [3].
The main idea of these detectors is to train a small sub-network for generating proposals that
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potentially contain objects, and then learn a classification network to predict the existence
and categories of the objects. Second, one-stage detectors that predict object bounding boxes
in one step such as YOLO [26], SSD [20] and CornerNet [17]. Our model is also an one-stage
detector which first predicts corner heatmaps and embeddings, then groups the corners as
individual objects similar to CornerNet, while we extend it by building up a spatio-temporal
corner network to capture temporal information for video object detection.
Object Detection in Videos. As an important research topic, video object detection has
drawn significant attention [1, 14, 16, 24, 33, 35, 36, 38]. To take advantage of existing
image-based detectors, several works focus on post-processing class scores from image-
based detectors, and enforce temporal consistency on the scores. For instance, tubelet pro-
posals are generated in [15] via applying a tracker to frame-based bounding box proposals.
The class scores along the tubelet are further re-scored by a 1D CNN model. Unlike the
detection problem in static images, videos naturally contain temporal coherence with ob-
jects changing smoothly in time. Zhu et al. [39] thus consider a motion-based model that
applies a detection net only on key frames, and an optical flow net is used for propagating
deep features to the rest of the frames. To further simplify dense prediction in optical flow,
a recent work [7] proposes to simultaneously learn detection and tracking. In this paper, we
consider a common case of video object detection, where the camera is static. Under this
situation, all the derived geometry information can therefore be applied to help the CNN
with geometry-aware learning, in order to eliminate the scale ambiguities in 2D images.
Object Detection from RGB-D data. Another line of research is about using RGB-D data
where the scene depth information has been demonstrated beneficial for various computer
vision tasks [19, 30], and is also widely used for object detection [6, 10, 32]. Among the ex-
isting works, Gupta et al. [10] proposed a joint framework for object detection and semantic
segmentation, and the depth maps are encoded with a geocentric encoding approach to pro-
vide complementary features to the RGB representations. Spinello et al. [32] also explored
using RGB-D data as input for people detection. There also exists some works exploring
using depth data for 3D object detection [25, 31]. Qi et al. [25] developed a 3D point cloud
deep representation model for effective 3D object bounding box prediction. However, these
works require the explicit depth data captured from depth sensors, which are not always
available in many application scenarios. Our work targets deriving the scene depth infor-
mation from the RGB data, and thus does not require additional depth sensors other than
standard RGB cameras.
Geometry-Aware Deep Learning. Scene geometry is considered as important prior infor-
mation for computer vision tasks [21, 37]. Leibe et al. [18] explored joint object tracking and
detection using geometry assumptions within a traditional non-deep-learning framework. In
crowd counting [21], as the camera usually sits on a fixed position and the variance between
people’s height is small, it is easy to obtain the homography between the image and the head
plane. By incorporating this information in the model, it becomes possible to directly predict
the crowd density in the physical world. Moreover, previous works [13] also considered to
place the local object detection in the context of the overall 3D scene, by directly modelling
the interdependence of objects, surface orientations, and camera viewpoint. In our work, we
aim to explore using scene geometry for the task of video object detection in CNN. Instead of
estimating accurate 3D geometry, we consider deriving and utilizing scene-specific coarse
depth as well as image-plane coordinates, and enforce the convolutional operations to be
conditioned on the object scales and positions, leading to a geometry-aware deep learning.
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Heatmaps and Embeddings:
the First and the Last Frame
Fused Features
Geometry Input
T˜G
<latexit sha1_base64="EAIjhtmA51Yl223a/FDsa/SkRbw=">AAAB/3icbVDLSsNAFJ3UV 62vqODGzWARXJVEBF0WXOiyQl/QhDCZTNqhM5MwMxFKDOivuHGhiFt/w51/46TtQlsPXDiccy9z5oQpo0o7zrdVWVldW9+obta2tnd29+z9g65KMolJBycskf0QKcKoIB1NNSP9VBLEQ0Z64 fi69Hv3RCqaiLaepMTnaChoTDHSRgrsI09TFpHc40iPJM/bRRHkN0Vg152GMwVcJu6c1MEcrcD+8qIEZ5wIjRlSauA6qfZzJDXFjBQ1L1MkRXiMhmRgqECcKD+f5i/gqVEiGCfSjNBwqv6+yB FXasJDs1nGVIteKf7nDTIdX/k5FWmmicCzh+KMQZ3AsgwYUUmwZhNDEJbUZIV4hCTC2lRWMyW4i19eJt3zhus03LuLerP1OKujCo7BCTgDLrgETXALWqADMHgAz+AVvFlP1ov1bn3MVivWvMJ D8AfW5w8wppdK</latexit><latexit sha1_base64="EAIjhtmA51Yl223a/FDsa/SkRbw=">AAAB/3icbVDLSsNAFJ3UV 62vqODGzWARXJVEBF0WXOiyQl/QhDCZTNqhM5MwMxFKDOivuHGhiFt/w51/46TtQlsPXDiccy9z5oQpo0o7zrdVWVldW9+obta2tnd29+z9g65KMolJBycskf0QKcKoIB1NNSP9VBLEQ0Z64 fi69Hv3RCqaiLaepMTnaChoTDHSRgrsI09TFpHc40iPJM/bRRHkN0Vg152GMwVcJu6c1MEcrcD+8qIEZ5wIjRlSauA6qfZzJDXFjBQ1L1MkRXiMhmRgqECcKD+f5i/gqVEiGCfSjNBwqv6+yB FXasJDs1nGVIteKf7nDTIdX/k5FWmmicCzh+KMQZ3AsgwYUUmwZhNDEJbUZIV4hCTC2lRWMyW4i19eJt3zhus03LuLerP1OKujCo7BCTgDLrgETXALWqADMHgAz+AVvFlP1ov1bn3MVivWvMJ D8AfW5w8wppdK</latexit><latexit sha1_base64="EAIjhtmA51Yl223a/FDsa/SkRbw=">AAAB/3icbVDLSsNAFJ3UV 62vqODGzWARXJVEBF0WXOiyQl/QhDCZTNqhM5MwMxFKDOivuHGhiFt/w51/46TtQlsPXDiccy9z5oQpo0o7zrdVWVldW9+obta2tnd29+z9g65KMolJBycskf0QKcKoIB1NNSP9VBLEQ0Z64 fi69Hv3RCqaiLaepMTnaChoTDHSRgrsI09TFpHc40iPJM/bRRHkN0Vg152GMwVcJu6c1MEcrcD+8qIEZ5wIjRlSauA6qfZzJDXFjBQ1L1MkRXiMhmRgqECcKD+f5i/gqVEiGCfSjNBwqv6+yB FXasJDs1nGVIteKf7nDTIdX/k5FWmmicCzh+KMQZ3AsgwYUUmwZhNDEJbUZIV4hCTC2lRWMyW4i19eJt3zhus03LuLerP1OKujCo7BCTgDLrgETXALWqADMHgAz+AVvFlP1ov1bn3MVivWvMJ D8AfW5w8wppdK</latexit><latexit sha1_base64="EAIjhtmA51Yl223a/FDsa/SkRbw=">AAAB/3icbVDLSsNAFJ3UV 62vqODGzWARXJVEBF0WXOiyQl/QhDCZTNqhM5MwMxFKDOivuHGhiFt/w51/46TtQlsPXDiccy9z5oQpo0o7zrdVWVldW9+obta2tnd29+z9g65KMolJBycskf0QKcKoIB1NNSP9VBLEQ0Z64 fi69Hv3RCqaiLaepMTnaChoTDHSRgrsI09TFpHc40iPJM/bRRHkN0Vg152GMwVcJu6c1MEcrcD+8qIEZ5wIjRlSauA6qfZzJDXFjBQ1L1MkRXiMhmRgqECcKD+f5i/gqVEiGCfSjNBwqv6+yB FXasJDs1nGVIteKf7nDTIdX/k5FWmmicCzh+KMQZ3AsgwYUUmwZhNDEJbUZIV4hCTC2lRWMyW4i19eJt3zhus03LuLerP1OKujCo7BCTgDLrgETXALWqADMHgAz+AVvFlP1ov1bn3MVivWvMJ D8AfW5w8wppdK</latexit>
Spatio-Temporal 
Convolution Backbone
C
C
F1s<latexit sha1_base64="ILeUvEMqJpYHaAfhwP6A54eUgm4=">AAAB+XicbZBLSwMxFIUzPmt9jbp0EyyCqzIjgi4LgrisYB/QjkMmzbShSWZI7hTLMOAPceNCEbf+E3f+G9PHQlsPBD7Ou SE3J0oFN+B5387K6tr6xmZpq7y9s7u37x4cNk2SacoaNBGJbkfEMMEVawAHwdqpZkRGgrWi4fUkb42YNjxR9zBOWSBJX/GYUwLWCl23C+wRtMxvijA3xYMfuhWv6k2Fl8GfQwXNVQ/dr24voZlkCqggxnR8L4UgJxo4FawodzPDUkKHpM86FhWRzAT5dPMCn1qnh+NE26MAT93fN3IijRnLyE5KAgOzmE3M/7JOBvFVkHOVZsAUnT0UZwJDgic14B7XjIIYWyBUc7srpgOiCQVbVtmW4C9+eR ma51Xfq/p3F5Va/WlWRwkdoxN0hnx0iWroFtVRA1E0Qs/oFb05ufPivDsfs9EVZ17hEfoj5/MHLRqUcA==</latexit><latexit sha1_base64="ILeUvEMqJpYHaAfhwP6A54eUgm4=">AAAB+XicbZBLSwMxFIUzPmt9jbp0EyyCqzIjgi4LgrisYB/QjkMmzbShSWZI7hTLMOAPceNCEbf+E3f+G9PHQlsPBD7Ou SE3J0oFN+B5387K6tr6xmZpq7y9s7u37x4cNk2SacoaNBGJbkfEMMEVawAHwdqpZkRGgrWi4fUkb42YNjxR9zBOWSBJX/GYUwLWCl23C+wRtMxvijA3xYMfuhWv6k2Fl8GfQwXNVQ/dr24voZlkCqggxnR8L4UgJxo4FawodzPDUkKHpM86FhWRzAT5dPMCn1qnh+NE26MAT93fN3IijRnLyE5KAgOzmE3M/7JOBvFVkHOVZsAUnT0UZwJDgic14B7XjIIYWyBUc7srpgOiCQVbVtmW4C9+eR ma51Xfq/p3F5Va/WlWRwkdoxN0hnx0iWroFtVRA1E0Qs/oFb05ufPivDsfs9EVZ17hEfoj5/MHLRqUcA==</latexit><latexit sha1_base64="ILeUvEMqJpYHaAfhwP6A54eUgm4=">AAAB+XicbZBLSwMxFIUzPmt9jbp0EyyCqzIjgi4LgrisYB/QjkMmzbShSWZI7hTLMOAPceNCEbf+E3f+G9PHQlsPBD7Ou SE3J0oFN+B5387K6tr6xmZpq7y9s7u37x4cNk2SacoaNBGJbkfEMMEVawAHwdqpZkRGgrWi4fUkb42YNjxR9zBOWSBJX/GYUwLWCl23C+wRtMxvijA3xYMfuhWv6k2Fl8GfQwXNVQ/dr24voZlkCqggxnR8L4UgJxo4FawodzPDUkKHpM86FhWRzAT5dPMCn1qnh+NE26MAT93fN3IijRnLyE5KAgOzmE3M/7JOBvFVkHOVZsAUnT0UZwJDgic14B7XjIIYWyBUc7srpgOiCQVbVtmW4C9+eR ma51Xfq/p3F5Va/WlWRwkdoxN0hnx0iWroFtVRA1E0Qs/oFb05ufPivDsfs9EVZ17hEfoj5/MHLRqUcA==</latexit><latexit sha1_base64="ILeUvEMqJpYHaAfhwP6A54eUgm4=">AAAB+XicbZBLSwMxFIUzPmt9jbp0EyyCqzIjgi4LgrisYB/QjkMmzbShSWZI7hTLMOAPceNCEbf+E3f+G9PHQlsPBD7Ou SE3J0oFN+B5387K6tr6xmZpq7y9s7u37x4cNk2SacoaNBGJbkfEMMEVawAHwdqpZkRGgrWi4fUkb42YNjxR9zBOWSBJX/GYUwLWCl23C+wRtMxvijA3xYMfuhWv6k2Fl8GfQwXNVQ/dr24voZlkCqggxnR8L4UgJxo4FawodzPDUkKHpM86FhWRzAT5dPMCn1qnh+NE26MAT93fN3IijRnLyE5KAgOzmE3M/7JOBvFVkHOVZsAUnT0UZwJDgic14B7XjIIYWyBUc7srpgOiCQVbVtmW4C9+eR ma51Xfq/p3F5Va/WlWRwkdoxN0hnx0iWroFtVRA1E0Qs/oFb05ufPivDsfs9EVZ17hEfoj5/MHLRqUcA==</latexit>
F2s<latexit sha1_base64="H8+irzh/HrBM276ByFZG0TQTFgo=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJWZIuiyIIjLCvYBbR0yaaYNTTJDcqdYhgF/iBsXirj1n7jz35g+Ftp6IPBxz g25OWEiuAHP+3YKa+sbm1vF7dLO7t7+gXt41DRxqilr0FjEuh0SwwRXrAEcBGsnmhEZCtYKR9fTvDVm2vBY3cMkYT1JBopHnBKwVuC6XWCPoGV2kweZyR+qgVv2Kt5MeBX8BZTRQvXA/er2Y5pKpoAKYkzH9xLoZUQDp4LlpW5qWELoiAxYx6IikpleNts8x2fW6eMo1vYowDP3942MSGMmMrSTksDQLGdT87+sk0J01cu4SlJgis4filKBIcbTGnCfa0ZBTCwQqrndFdMh0YSCLatkS/CXv7 wKzWrF9yr+3UW5Vn+a11FEJ+gUnSMfXaIaukV11EAUjdEzekVvTua8OO/Ox3y04CwqPEZ/5Hz+AC6elHE=</latexit><latexit sha1_base64="H8+irzh/HrBM276ByFZG0TQTFgo=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJWZIuiyIIjLCvYBbR0yaaYNTTJDcqdYhgF/iBsXirj1n7jz35g+Ftp6IPBxz g25OWEiuAHP+3YKa+sbm1vF7dLO7t7+gXt41DRxqilr0FjEuh0SwwRXrAEcBGsnmhEZCtYKR9fTvDVm2vBY3cMkYT1JBopHnBKwVuC6XWCPoGV2kweZyR+qgVv2Kt5MeBX8BZTRQvXA/er2Y5pKpoAKYkzH9xLoZUQDp4LlpW5qWELoiAxYx6IikpleNts8x2fW6eMo1vYowDP3942MSGMmMrSTksDQLGdT87+sk0J01cu4SlJgis4filKBIcbTGnCfa0ZBTCwQqrndFdMh0YSCLatkS/CXv7 wKzWrF9yr+3UW5Vn+a11FEJ+gUnSMfXaIaukV11EAUjdEzekVvTua8OO/Ox3y04CwqPEZ/5Hz+AC6elHE=</latexit><latexit sha1_base64="H8+irzh/HrBM276ByFZG0TQTFgo=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJWZIuiyIIjLCvYBbR0yaaYNTTJDcqdYhgF/iBsXirj1n7jz35g+Ftp6IPBxz g25OWEiuAHP+3YKa+sbm1vF7dLO7t7+gXt41DRxqilr0FjEuh0SwwRXrAEcBGsnmhEZCtYKR9fTvDVm2vBY3cMkYT1JBopHnBKwVuC6XWCPoGV2kweZyR+qgVv2Kt5MeBX8BZTRQvXA/er2Y5pKpoAKYkzH9xLoZUQDp4LlpW5qWELoiAxYx6IikpleNts8x2fW6eMo1vYowDP3942MSGMmMrSTksDQLGdT87+sk0J01cu4SlJgis4filKBIcbTGnCfa0ZBTCwQqrndFdMh0YSCLatkS/CXv7 wKzWrF9yr+3UW5Vn+a11FEJ+gUnSMfXaIaukV11EAUjdEzekVvTua8OO/Ox3y04CwqPEZ/5Hz+AC6elHE=</latexit><latexit sha1_base64="H8+irzh/HrBM276ByFZG0TQTFgo=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJWZIuiyIIjLCvYBbR0yaaYNTTJDcqdYhgF/iBsXirj1n7jz35g+Ftp6IPBxz g25OWEiuAHP+3YKa+sbm1vF7dLO7t7+gXt41DRxqilr0FjEuh0SwwRXrAEcBGsnmhEZCtYKR9fTvDVm2vBY3cMkYT1JBopHnBKwVuC6XWCPoGV2kweZyR+qgVv2Kt5MeBX8BZTRQvXA/er2Y5pKpoAKYkzH9xLoZUQDp4LlpW5qWELoiAxYx6IikpleNts8x2fW6eMo1vYowDP3942MSGMmMrSTksDQLGdT87+sk0J01cu4SlJgis4filKBIcbTGnCfa0ZBTCwQqrndFdMh0YSCLatkS/CXv7 wKzWrF9yr+3UW5Vn+a11FEJ+gUnSMfXaIaukV11EAUjdEzekVvTua8OO/Ox3y04CwqPEZ/5Hz+AC6elHE=</latexit>
F3s<latexit sha1_base64="bK2nsZiQINX/yu5Ku3jzylRjexI=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJUZFXRZEMRlBfuAdhwyadqGJpkhuVMsw4A/xI0LRdz6T9z5b0wfC209EPg45 4bcnCgR3IDnfTuFldW19Y3iZmlre2d3z90/aJg41ZTVaSxi3YqIYYIrVgcOgrUSzYiMBGtGw+tJ3hwxbXis7mGcsECSvuI9TglYK3TdDrBH0DK7ycPM5A/noVv2Kt5UeBn8OZTRXLXQ/ep0Y5pKpoAKYkzb9xIIMqKBU8HyUic1LCF0SPqsbVERyUyQTTfP8Yl1urgXa3sU4Kn7+0ZGpDFjGdlJSWBgFrOJ+V/WTqF3FWRcJSkwRWcP9VKBIcaTGnCXa0ZBjC0QqrndFdMB0YSCLatkS/AXv7 wMjbOK71X8u4tytfY0q6OIjtAxOkU+ukRVdItqqI4oGqFn9IrenMx5cd6dj9lowZlXeIj+yPn8ATAilHI=</latexit><latexit sha1_base64="bK2nsZiQINX/yu5Ku3jzylRjexI=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJUZFXRZEMRlBfuAdhwyadqGJpkhuVMsw4A/xI0LRdz6T9z5b0wfC209EPg45 4bcnCgR3IDnfTuFldW19Y3iZmlre2d3z90/aJg41ZTVaSxi3YqIYYIrVgcOgrUSzYiMBGtGw+tJ3hwxbXis7mGcsECSvuI9TglYK3TdDrBH0DK7ycPM5A/noVv2Kt5UeBn8OZTRXLXQ/ep0Y5pKpoAKYkzb9xIIMqKBU8HyUic1LCF0SPqsbVERyUyQTTfP8Yl1urgXa3sU4Kn7+0ZGpDFjGdlJSWBgFrOJ+V/WTqF3FWRcJSkwRWcP9VKBIcaTGnCXa0ZBjC0QqrndFdMB0YSCLatkS/AXv7 wMjbOK71X8u4tytfY0q6OIjtAxOkU+ukRVdItqqI4oGqFn9IrenMx5cd6dj9lowZlXeIj+yPn8ATAilHI=</latexit><latexit sha1_base64="bK2nsZiQINX/yu5Ku3jzylRjexI=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJUZFXRZEMRlBfuAdhwyadqGJpkhuVMsw4A/xI0LRdz6T9z5b0wfC209EPg45 4bcnCgR3IDnfTuFldW19Y3iZmlre2d3z90/aJg41ZTVaSxi3YqIYYIrVgcOgrUSzYiMBGtGw+tJ3hwxbXis7mGcsECSvuI9TglYK3TdDrBH0DK7ycPM5A/noVv2Kt5UeBn8OZTRXLXQ/ep0Y5pKpoAKYkzb9xIIMqKBU8HyUic1LCF0SPqsbVERyUyQTTfP8Yl1urgXa3sU4Kn7+0ZGpDFjGdlJSWBgFrOJ+V/WTqF3FWRcJSkwRWcP9VKBIcaTGnCXa0ZBjC0QqrndFdMB0YSCLatkS/AXv7 wMjbOK71X8u4tytfY0q6OIjtAxOkU+ukRVdItqqI4oGqFn9IrenMx5cd6dj9lowZlXeIj+yPn8ATAilHI=</latexit><latexit sha1_base64="bK2nsZiQINX/yu5Ku3jzylRjexI=">AAAB+XicbZBLSwMxFIUz9VXra9Slm2ARXJUZFXRZEMRlBfuAdhwyadqGJpkhuVMsw4A/xI0LRdz6T9z5b0wfC209EPg45 4bcnCgR3IDnfTuFldW19Y3iZmlre2d3z90/aJg41ZTVaSxi3YqIYYIrVgcOgrUSzYiMBGtGw+tJ3hwxbXis7mGcsECSvuI9TglYK3TdDrBH0DK7ycPM5A/noVv2Kt5UeBn8OZTRXLXQ/ep0Y5pKpoAKYkzb9xIIMqKBU8HyUic1LCF0SPqsbVERyUyQTTfP8Yl1urgXa3sU4Kn7+0ZGpDFjGdlJSWBgFrOJ+V/WTqF3FWRcJSkwRWcP9VKBIcaTGnCXa0ZBjC0QqrndFdMB0YSCLatkS/AXv7 wMjbOK71X8u4tytfY0q6OIjtAxOkU+ukRVdItqqI4oGqFn9IrenMx5cd6dj9lowZlXeIj+yPn8ATAilHI=</latexit>
C
Slice
AG
<latexit sha1_base64="gTXGDKP181JDNRGnOzywx61C2Ys=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuKC11WsLXQGUomzbShSWbIQyhDwa9w40IRt/6MO//GTNuFth64cDjnX nJy4owzbXz/2yutrK6tb5Q3K1vbO7t71f2Dtk6tIrRFUp6qTow15UzSlmGG006mKBYxpw/x6LrwHx6p0iyV92ac0UjggWQJI9g4KQwFNkMl8qtJ76ZXrfl1fwq0TII5qcEczV71K+ynxAoqDeFY627gZybKsTKMcDqphFbTDJMRHtCuoxILqqN8mnmCTpzSR0mq3EiDpurvixwLrccidptFRr3oFeJ/Xtea5DLKmcysoZLMHkosRyZFRQGozxQlho8dwUQxlxWRIVaYGFdTxZUQLH55mbTP6o FfD+7Oa43m06yOMhzBMZxCABfQgFtoQgsIZPAMr/DmWe/Fe/c+Zqslb17hIfyB9/kDRUySRA==</latexit><latexit sha1_base64="gTXGDKP181JDNRGnOzywx61C2Ys=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuKC11WsLXQGUomzbShSWbIQyhDwa9w40IRt/6MO//GTNuFth64cDjnX nJy4owzbXz/2yutrK6tb5Q3K1vbO7t71f2Dtk6tIrRFUp6qTow15UzSlmGG006mKBYxpw/x6LrwHx6p0iyV92ac0UjggWQJI9g4KQwFNkMl8qtJ76ZXrfl1fwq0TII5qcEczV71K+ynxAoqDeFY627gZybKsTKMcDqphFbTDJMRHtCuoxILqqN8mnmCTpzSR0mq3EiDpurvixwLrccidptFRr3oFeJ/Xtea5DLKmcysoZLMHkosRyZFRQGozxQlho8dwUQxlxWRIVaYGFdTxZUQLH55mbTP6o FfD+7Oa43m06yOMhzBMZxCABfQgFtoQgsIZPAMr/DmWe/Fe/c+Zqslb17hIfyB9/kDRUySRA==</latexit><latexit sha1_base64="gTXGDKP181JDNRGnOzywx61C2Ys=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuKC11WsLXQGUomzbShSWbIQyhDwa9w40IRt/6MO//GTNuFth64cDjnX nJy4owzbXz/2yutrK6tb5Q3K1vbO7t71f2Dtk6tIrRFUp6qTow15UzSlmGG006mKBYxpw/x6LrwHx6p0iyV92ac0UjggWQJI9g4KQwFNkMl8qtJ76ZXrfl1fwq0TII5qcEczV71K+ynxAoqDeFY627gZybKsTKMcDqphFbTDJMRHtCuoxILqqN8mnmCTpzSR0mq3EiDpurvixwLrccidptFRr3oFeJ/Xtea5DLKmcysoZLMHkosRyZFRQGozxQlho8dwUQxlxWRIVaYGFdTxZUQLH55mbTP6o FfD+7Oa43m06yOMhzBMZxCABfQgFtoQgsIZPAMr/DmWe/Fe/c+Zqslb17hIfyB9/kDRUySRA==</latexit><latexit sha1_base64="gTXGDKP181JDNRGnOzywx61C2Ys=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqsyIoMuKC11WsLXQGUomzbShSWbIQyhDwa9w40IRt/6MO//GTNuFth64cDjnX nJy4owzbXz/2yutrK6tb5Q3K1vbO7t71f2Dtk6tIrRFUp6qTow15UzSlmGG006mKBYxpw/x6LrwHx6p0iyV92ac0UjggWQJI9g4KQwFNkMl8qtJ76ZXrfl1fwq0TII5qcEczV71K+ynxAoqDeFY627gZybKsTKMcDqphFbTDJMRHtCuoxILqqN8mnmCTpzSR0mq3EiDpurvixwLrccidptFRr3oFeJ/Xtea5DLKmcysoZLMHkosRyZFRQGozxQlho8dwUQxlxWRIVaYGFdTxZUQLH55mbTP6o FfD+7Oa43m06yOMhzBMZxCABfQgFtoQgsIZPAMr/DmWe/Fe/c+Zqslb17hIfyB9/kDRUySRA==</latexit>
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Figure 2: Framework of the proposed geometry-aware spatio-temporal corner network for
video object detection from static cameras. It accepts multiple frames as input, and predicts
heatmaps and embeddings of the first and the last frame for detection. The geometry input
contains 2D image-plane coordinates and 2.5D pseudo depth maps, which can be directly
derived from training data. P denotes a prediction module. The symbols c©,⊗ and⊕ denote
convolution, element-wise multiplication and element-wise addition operation, respectively.
3 Geometry-Aware Spatio-Temporal Corner Network
Figure 2 depicts a framework overview of the proposed GAST-Net. It consists of two main
components. The first is the proposed spatio-temporal network that accepts video clips as
input, and outputs multi-heads feature representations with both appearance and motion in-
formation at different scales. The second component is a geometry-aware module that first
encodes the inferred relative depth maps (i.e. the pseudo depth maps), and further used for
selecting the features dynamically based on the geometry information. Intuitively, given the
depth for all pixels on the image plane, in order to detect objects that are close to the camera,
features from a large receptive field should be used. In our case, 2D image-plane coordinates
and the pseudo depth maps are used to represent the image and scene geometry, which can
both be derived from the training data. Eventually, the corner heatmaps and embeddings
are predicted from the fused feature representation, and bounding boxes are obtained by
grouping the corners. We introduce the details of the proposed GAST-Net in the following.
3.1 Spatio-Temporal Corner Network
Single-Frame Corner Network. In contrast to the traditional anchor-based detectors, such
as SSD [20] and Faster-RCNN [27], CornerNet [17] is an one-stage and anchor free detector
in a bottom-up fashion. The main idea is to regress heatmaps for the top-left and the bottom-
right corners of the objects and predict their embeddings. The bounding boxes that outline
the objects are later generated via grouping corners from the embeddings.
Proposed Multi-Frame Spatio-Temporal Corner Network. For efficient object detection
in videos, we extend the CornerNet architecture by exploiting the spatio-temporal informa-
tion. To capture the temporal relationship between adjacent frames, the input to our model
is video clips with multiple frames, and a 3D convolution-based backbone is used as an en-
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coder (variants of VGG and ResNet50 in our experiments). The video clip representation
FG (Figure. 2) is further projected to two separate feature maps Ftl and Fbr (corresponding to
the first and last frame respectively), and later decoded as heatmaps and embeddings of the
top-left and bottom-right corners for the object bounding boxes. In order to improve the effi-
ciency and reduce the computational overhead, supervision is only added on the first and the
last frame. Multi-scale context is enabled by taking feature maps from different layers from
the encoder, and the spatio-temporal representation FG is calculated by fusing the multi-scale
features with the proposed geometry-aware network module.
3.2 Geometry-Aware Network Module
Scene Geometry from Static Cameras. Static cameras are used in a wide range of real-
world applications, where an important task is to detect and track all the cars and pedestrians.
In these scenarios, as the variations of the objects’ physical height tend to be small, the depth
information will be directly related to their sizes on image plane. For instance, the further
objects will have smaller scales according to the perspective projection of the camera [13].
Therefore, the geometry information from static cameras i.e. the relative depth, can be di-
rectly estimated from the training data, as shown the psudo depth map in Figure 1.
In this work, we mainly consider two types of geometry information, e.g. image geom-
etry and scene geometry. The image geometry considers the image-plane 2D coordinates as
auxiliary information, which can be treated as a means to enable position-dependent convo-
lutions. We generate a set of two coordinate maps {Gx, Gy} for the x and the y dimension
respectively. In Gx ∈ RH×W , with H and W as the height and the width of the images, each
column is the x dimension coordinate, while in Gy ∈ RH×W , each row is the y dimension
coordinate. Gx and Gy are normalized in the range of [0,1]. The other type of geometry
information is the scene geometry, i.e. relative scene depth maps. For a fixed camera view-
point vm, the object height and its depth are inversely proportional [13]. Given the bounding
boxes of all the objects from the training data, we are able to estimate a coarse relative depth
map by calculating the mean of the maximal and the minimal height of the bounding boxes
for each row on the map. The rows without any objects are bilinearly interpolated using the
values of adjacent rows. For each object class cn and each camera viewpoint vm, we estimate
such a pseudo depth map, and for the whole training data, we have a set of class- and scene-
specific pseudo depth maps, {Dvm,cn ∈ RH×W}(m = 1, ...,M,n = 1, ...,N), where N and M
are the number of object classes and camera viewpoints, respectively.
Non-Linear Transformation of Geometry Information. Given a camera view vm, we con-
catenate all the coordinate maps with the pseudo depth maps, and perform non-linear trans-
formations with two Convolution-Batch Norm-ReLU blocks denoted as Conv-BN-ReLU2(·).
Then the transformation operation is formulated as follows:
T˜G = Conv-BN-ReLU2(concat(Gx,Gy,Dvm,c1 , ...,Dvm,cN )), (1)
where concat(·) is a concatenation operation. After that, we obtain a fine-grained geometry
distribution T˜G. In our framework, T˜G is used to guide the multi-scale feature selection with
an attention mechanism, and is also used to guide the prediction of heatmaps and embeddings
for later grouping corners.
Geometry-Aware Multi-Scale Feature Fusion. In order to detect objects of different scales
in the image plane, the geometry information is used to modulate the multi-scale features
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with an attentional process. Given a set of S multi-scale features {F is }Si=1, we correspond-
ingly learn a set of S geometry-aware attention maps AG, AG = {AiG}Si=1. Our intuition of
using T˜G for attention generation is that the geometry information, e.g. pseudo depth map,
essentially has strong constraints to the object scales on image plane. Formally, we generate
the attention maps as follows:
AG = Softmax(WGT˜G+bG), (2)
Softmax(·) is computed along the channels, and {WG,bG} are the convolution parameters.
Then the set of attention maps {AiG}Si=1 is used to select and fuse features in different scales
as follows:
FG = A1G⊗F1s + · · ·+ASG⊗FSs , (3)
where the symbol ⊗ denotes an element-wise multiplication operation.
Geometry-Aware Prediction. The geometry distribution T˜G is also used to guide the pre-
diction of heatmaps and embeddings in the spatio-temporal corner network. The prediction
part has four independent convolutional layers, corresponding to the top-left and bottom-
right corners of the first frame and the last frame, respectively. For each prediction layer,
it accepts features from both the image sub-network and from the geometry sub-network,
i.e. T˜G. A separate 1×1 convolution is applied on T˜G to adjust the feature dimensions. In
our setting, the number of geometry feature channels is set to 1/4 of the image one. Then
these two parts of features are concatenated and input into the prediction convolutional layer.
3.3 Network Optimization and Inference
The overall network architecture uses a combination of two types of losses. One is a regres-
sion loss on the corner heatmaps, and the other is an embedding loss for both the first frame
and the last frame. Similar to [17], the heatmap regression uses a focal loss, since the number
of corner pixels is much fewer than background pixels. The embedding loss employs a pull-
push loss that aims to train the network to group the corners by a pull loss, and to separate
the corners by a push loss. During the inference, we supply the network with testing video
clips and the geometry input derived in the training phase, where we assume that the training
and the testing data are collected under the same camera scenes, which is usually a common
setting in applications with static cameras. For each frame in the videos, it could be the first
frame or the last frame of the input clips, and thus each frame is predicted twice. We collect
grouped bounding boxes from the two-times predictions and apply an NMS operation to get
the final bouding box output of that frame.
4 Experiments
4.1 Experimental Setup
Datasets. We conduct the experiments on two different datasets: (i) a synthetic dataset
generated from an open-sourced self-driving simulator Carla [5], termed as Carla-Vehicle-
Pedestrian dataset. We collected around 48 scenes with in total 60K images. The resolution
of each image is of 720×1280. Among them 40 scenes with around 50k images are used for
training and the rest for testing. The dataset contains two classes of pedestrian and vehicle.
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Figure 3: Qualitative detection results of humans and vehicles under three different scene
views on Carla-Vehicle-Pedestrian dataset. The detected corners are visualized as grey blobs.
This dataset is very challenging as it has been generated with many small-scale pedestrians
and vehicle objects. The frame rate of this dataset is round 9 fps. (ii) the DukeMTMC [28]
dataset that was originally created for object tracking and person identification. The dataset
contains long videos with 9 different static cameras. We use the video data from camera 1 to
5, and create a dataset of around 720K images. The frame rate of the DukeTMTC is 60 fps.
The image resolution is 1080×1920. Among them 70% are used for training and the rest for
testing. In the training, we sample images at every 6th frame. Several qualitative detection
samples on the two datasets are shown in Figure 3 and Figure 5.
Parameter Setting and Evaluation Metrics. In training, the images are resized to a resolu-
tion of 360×640 for Carla-Vehicle-Pedestrian, and 270×480 for DukeMTMC. The number
of input frames is set to 4 for both datasets. The batch size is set to 8 and 16, and the net-
work is trained with 30 and 20 epochs for the two datasets respectively. We used Adam [4]
for optimization; and the weights for the regression focal loss, the push loss, and the pull
loss, are set as 1, 0.1 and 0.1 respectively. The learning rate is initialized as 10−4 for both
datasets. The detection performance is evaluated with the metric of average precision at IoU
0.5 (AP50) and at IoU 0.75 (AP75), and also with mAP, which is calculated by taking the
average over the two APs.
4.2 Experimental Results
Baseline models. To demonstrate the effectiveness of different components in the pro-
posed GAST-Net, we conduct experiments on several different models: (i) Single-Frame
CornerNet, which we follow [20] while replacing their hourglass backbone with a VGG-
11 structure for fair comparison; (ii) GAST-Net (multi-frame), which is our base spatio-
temporal corner network. We use a conv-3D network structure (e.g. C3D [34]) as the spatio-
temporal convolutional backbone. The representations from the backbone are used to sep-
arately decode for the first and the last frame. This model does not employ any geometry
information. (iii) Single-Frame CornerNet w/ 2D coordinates or 2.5D pseudo depth map in
prediction, which uses 2D coordinates or 2.5D pseudo depth map in the network prediction
module via the geometry network branch, and using the encoded T˜G to help the network
prediction as we described in the Sec. 3.2. This baseline model is built upon the Single-
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Figure 4: Comparison of Precision-Recall Curves of different variants of the proposed ap-
proach on the Carla-Vehicle-Pedestrian dataset.
Method
Vehicle-Class Pedestrian-Class
AP50 AP75 AP50 AP75
Single-Frame Corner Net [20] 64.27% 52.20% 54.08% 28.63%
GAST-Net (multi-frame) 72.85% 62.37% 61.31% 54.82%
Single-Frame Corner Net w/ 2D coordinates in prediction 67.69% 55.83% 56.47% 31.56%
Single-Frame Corner Net w/ 2.5D psudo depth map in prediction 67.91% 54.75% 56.67% 30.83%
GAST-Net (multi-frame) w/ 2D coordinates in prediction 76.08% 69.02% 65.25% 57.54%
GAST-Net (multi-frame) w/ 2.5D psudo depth map in prediction 76.17% 66.52% 63.41% 56.11%
GAST-Net (multi-frame) w/ geometry-guided feature fusion 79.39% 71.95% 66.51% 59.06%
Table 1: Quantitative comparison of different variants of the proposed approach on the Carla-
Vehicle-Pedestrian dataset. We use a backbone structure of C3D [34], which utilizes a VGG-
11 structure while replacing all 2D convolution/pooling with 3D convolution/pooling.
Frame CornerNet, i.e. the model (i); (iv) GAST-Net (multi-frame) w/ 2D coordinates or
2.5D pseudo depth map in prediction, which uses 2D coordinates or 2.5D pseudo depth map
in the prediction module in a means similar to (iii) via utilizing the encoded geometry distri-
bution T˜G for the network prediction. This model is directly built upon the model GAST-Net
(multi-frame), i.e. the model (ii); (v) GAST-Net (multi-frame) w/ geometry-guided feature
fusion (our full model). It further uses the geometry information to guide the multi-scale
feature fusion upon the model (iv) that uses the geometry only for the network prediction.
All the models are learned in the same training setting as described in Sec. 4.1 for a fair
performance comparison.
Effectiveness of multi-frame spatio-temporal corner prediction. We conduct ablation
study on the Carla-Vehicle-Pedestrian dataset. A quantitative comparison of different base-
line models is shown in Table 1. PR-Curves of the different approaches are shown in Fig-
ure 4. It can be observed that GAST-Net (multi-frame) significantly outperforms Single-
Frame CornerNet on all the metrics by a large margin. In terms of AP50, GAST-Net (multi-
frame) is around 8.6 and 7.0 points better than Single-Frame CornerNet on the vehicle and
the pedestrian class, respectively. The performance gain is even higher on the more strict
metric of AP75, demonstrating the effectiveness of incorporating temporal relationship in the
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Figure 5: Qualitative detection results of humans under three different camera view points
on the DukeMTMC dataset. The detected corners are visualized in grey blobs.
Method Backbone mAP AP50 AP75
Faster RCNN [27] VGG 63.85% 80.56% 47.15%
Single-Shot Detector (SSD) [20] VGG 59.06% 73.87% 44.26%
Single-Frame Corner Net [17] VGG 61.49% 72.65% 50.34%
GAST-Net (full model) VGG 68.26% 78.65% 57.87%
Faster RCNN [27] ResNet-50 70.68% 81.73% 59.64%
Single-Frame Corner Net [17] ResNet-50 68.71% 75.18% 62.25%
GAST-Net (full model) ResNet-50 74.42% 80.64% 68.21%
Table 2: Quantitative comparison with competitive one-stage and two-stage detectors on the
DukeMTMC dataset. Among the comparison methods, Faster RCNN [27] is a two-stage
anchor-based detector, while the rest are all one-stage detectors.
proposed video object detection architecture.
Effectiveness of geometry guided prediction. When comparing the performance of GAST-
Net (multi-frame) w/ 2D coordinates or 2.5D pseudo depth map with GAST-Net (multi-
frame), it is clear that the geometry priors, i.e. both the 2D image-plane coordinates and the
2.5D pseudo depth maps, are beneficial for improving the detection performance. On the
vehicle class, GAST-Net with 2D coordinates improves AP75 around 6.7 points, meaning
that the coordinates are especially beneficial for the network to learn better localization of
corners. We also use the geometry information for Single-Frame CornerNet, and consistent
performance gains can be observed.
Effectiveness of geometry guided multi-scale feature fusion. In this section, we use the
learned geometry distribution to guide multi-scale feature fusion. As shown from Table 1,
GAST-Net w/ Geometry-guided fusion further achieves better performance than model (iv)
on all the metrics and on all the classes, verifying our initial motivation of encoding the
geometry information into deep network for geometry-aware scale perception and learning.
Comparison with existing one-stage and two-stage detectors. We compare the proposed
architecture with representative one-stage and two-stage object detectors, including Single-
Shot MultiBox Detector (SSD) [20], Faster-RCNN [27], and Single-Frame CornerNet [17]
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Figure 6: Failure examples on the CVP and the DukeTMTC datasets. The object detections
that fail are marked with red circles. The missing (e.g. the first two examples), or inaccu-
rate grouping (e.g. the last example) of the detected top-left and bottom right corners is an
important factor affecting the final detection performance.
on the DukeMTMC dataset. The comparison experiments are performed with two differ-
net backbone network structures, e.g. VGG-11 and ResNet50. Quantitative comparisons
are shown in Table 2. GAST-Net achieves the best performance among these competitors.
Specifically, to compare with the one-stage detectors, ours is 7.1 points better than Single-
Frame CornerNet, and 8.1 points better than SSD on the mAP metric with VGG backbone.
Ours is also around 4.4 points better than the two-stage Faster-RCNN approach. It can be
also noted that, our corner-based framework has much better performance than anchor-based
SSD and Faster-RCNN on AP75, which is probably because that the dense prediction of cor-
ners is more powerful in accurate bounding box localization than using sparse anchor based
proposal generation.
Discussion. The proposed GAST-Net is an one-stage based approach, which detects the top-
left and the bottom-right corners, and learns to group the corresponding corners to bounding
boxes. The final detection performance is thus affected by the grouping capability. In our
experiments, we observed that the detector is able to produce very good detection and local-
ization on the object corners w.r.t the Percentage of Correct Keypoints (PCK) recall metric.
However, the grouping fails in some cases, for instance, for extreme scale of objects, or for
crowded cases with dense occlusion, as shown in Figure 6, leading to lower recall on the ob-
ject bounding boxes. Possible solutions to tackle the grouping issues could be investigating
a scale-aware network structure with long-term tracking.
5 Conclusion
We have presented a geometry-aware spatio-temporal network (GAST-Net) for video object
detection from static cameras. GAST-Net consists of two main parts. One is the spatio-
temporal corner network that aims to perform object detection from corner estimation and
grouping with video clips as input. The other part is the designed geometry-aware network
module which utilizes the scene geometry derived from static cameras for multi-scale fea-
ture selection and fusion. Extensive experiments on two challenging datasets demonstrate
the superior performance of the proposed approach, and show the great advantage of using
geometry in deep networks for the video object detection task. The geometry-aware network
module is also potentially beneficial for other computer vision tasks affected by scale issues,
such as object tracking and semantic segmentation.
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