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Abstract
In the present paper, we solve the polydisc-version of Arveson Conjecture by giving a com-
plete criterion for essential normality of homogeneous quotient modules of the Hardy module
over the polydisc, and it turns out that our method applies to quotient modules of the weighted
Bergman modules A2s(D
d).
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1 Introduction
Throughout this paper, D denotes the open unit disc of the complex plane. The Hardy space
H2(Dd) over the polydisc is defined as the Hilbert space of analytic functions over Dd satisfying
||f ||2 = sup
0<r<1
∫
Td
|f(rz)|2dm(z) <∞,
where dm is the normalized Haar measure on Td. H2(Dd) can be viewed as a Hilbert module [5, 10]
in the sense that H2(Dd) as a Hilbert space admits a natural module structure over the polynomial
ring C[z1, . . . , zd] with respect to the obvious multiplication action.
A closed subspaceM of H2(Dd) that is invariant under multiplication by polynomials is called
a submodule, and N = H2(Dd)⊖M which is invariant under the adjoint module actions is called
a quotient module, whose module structure is given by
f · g = Sfg, f ∈ C[z1, . . . , zd], g ∈ N ,
where Sf = PNMf |N . The closure of an ideal I ⊂ C[z1, . . . , zd] is a submodule, which is called
the submodule generated by I and denoted by [I]. For convenience we denote by [I]⊥ the quotient
∗Partially supported by NSFC(No. 11471189), E-mail: phwang@sdu.edu.cn
†Partially supported by NSFC(No. 11501329) and Shandong Province Natural Science Foundation ZR2014AQ009,
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module associate to the ideal I. If all the commutators [S∗zi , Szj ], 1 ≤ i, j ≤ d belong to the compact
operator algebra K, then N is said to be essentially normal.
The present paper is a continuation of [25], aiming at giving a complete answer to the polydisc
version of Arveson’s conjecture. In [2], Arveson conjectured that homogenous submodules of the
d-shift module over the unit ball are essentially normal, and many efforts have been made along
this line, such as [2, 3, 8, 9, 12, 13, 14, 15, 16, 17, 22] and references therein.
The essential normality of quotient modules of canonical analytic function Hilbert modules over
the polydiscs was initiated in [11], where some special modules such as [(z − w)2]⊥, [zi − wj ]⊥ in
H2(D2) were considered. Clark[6] proved that [B1(z1) − B2(z2), · · · , Bd−1(zd−1) − Bd(zd)]⊥ can
be identified with a kind of Bergman space over the associated varieties, where Bi(zi) are finite
Blaschke products, and hence they are essentially normal. For recent development on essential
normality over polydiscs, refer to [18, 19, 20, 21, 23, 24] and references therein.
Compared to the existing results on Arveson’s conjecture over the unit ball, the situations over
the polydisc are totally different. Briefly speaking, over the unit ball all the submodules generated
by polynomials and their associated quotient modules are believed to be essentially normal, while
over polydiscs no non-trivial submodule and few quotient modules are essentially normal.
For an ideal I ⊂ C[z1, · · · , zd], denote by Z(I) the zero variety of I, and ZDd(I) = Z(I) ∩ Dd.
If dim CZ(I) = 0, the quotient module [I]
⊥ is of finite dimension, on which the essential normality
is trivial. Therefore in what follows, we always assume dim CZ(I) ≥ 1. It is mentioned in [25] and
will be proved in Section 2 that, if the homogenous quotient module [I]⊥ is essentially normal, then
dim CZ(I) = 1. Therefore by homogeneity, ZDd(I) =
⋃
i Vi for several different discs Vi. Taking
ui ∈ ∂Vi and we can write Vi = {λui : λ ∈ D}. To continue, we set
Λi = {ij : |ui,ij | = 1} ⊂ {1, 2, · · · , d}.
Obviously, Λi depends only on Vi. In what follows, for u ∈ ∂Dd and Vu = {λu : λ ∈ D}, we will
write Λ = {ij : |uij | = 1} if there is no ambiguity, and uΛ = (ui1 , · · · , uik). Next, we introduce the
following condition on the variety of I.
Condition A. Let I be a homogenous ideal, ZDd(I) =
n⋃
i=1
Vi, where {Vi} are different discs. We
say that I(or the zero variety ZDd(I)) satisfies Condition A, if one of the following items holds
1) Λi 6= Λj for i 6= j;
2) For any pair (i, j) such that Λi = Λj , let Λi = {i1, · · · , ik}, then (ui,i1 , · · · , ui,ik) and
(uj,i1 , · · · , uj,ik) are linearly independent.
To state our main result, we need the following
Definition 1.1. Let u ∈ ∂Dd, and I be a homogenous ideal such that ZDd(I) = Vu. Denote by Ju
the ideal of C[z1, . . . , zd] generated by {u¯izi − u¯jzj : i, j ∈ Λ}, and I ′ the ideal generated by I and
Ju.
1) If I ′ =
√
I the prime ideal associated to Vu, then I is called quasi-prime.
2) If
√
I/I ′ is of finite dimension, then I is called essentially quasi-prime.
The quotient module [I]⊥ is called (essentially) quasi-prime provided I is (essentially) quasi-prime.
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We can state our main result, which is a complete criterion for essential normality of homoge-
neous quotient modules of H2(Dd).
Theorem 1.2. Let I ⊂ C[z1, . . . , zd] be a homogeneous ideal for which [I]⊥ is of infinite dimension.
Then the quotient module [I]⊥ of H2(Dd) is essentially normal if and only if the following items
hold,
1) ZDd(I) satisfies Condition A, hence ZDd(I) =
⋃
i
Vui for several different discs Vui,
2) Let I =
⋂m
j=1 Iuj be the primary decomposition with ZDd(Iuj ) = Vuj , then each Iuj is essen-
tially quasi-prime.
The criterion in Theorem 1.2 is purely algebraic, which does not depend on the structure of
Hardy module H2(Dd). Notice that in the case d = 2, Theorem 1.2 reduces to [19, Theorem 1.1]. In
Section 4, we will give two surprising examples, which show that the essential normality in higher
dimensional case is more interesting than the 2-dimensional case.
Remark 1.3. 1) Theorem 1.2 suggests that the essential normality of quotient modules is closely
related to the distinguished variety[1].
2) The method in [19], where d=2 is assumed, relies heavily on the fact that Mzi is isometric,
and can not be applied to the weighted Bergman space.
In [25, Remark 2.15], we can only deal with the essential normality of quotient modules of the
weighted Bergman module A2s(D
d) in some simplest cases, where A2s(D
d) = A2s(D) ⊗ · · · ⊗ A2s(D)
and A2s(D) is the space of analytic functions f on D such that
‖f‖2s =
∫
D
|f(z)|2(1− |z|2)sdA(z) <∞,
where s > 0 and dA is the normalized area measure on D. It can be verified that all the proofs in
the present paper are valid to the weighted Bergman module case. We have
Theorem 1.4. For a homogenous ideal I of C[z1, . . . , zd], the quotient module [I]
⊥ of A2s(Dd) is
essentially normal if and only if 1)-2) in Theorem 1.2 are satisfied.
It is worth to point out that Theorem 1.4 is the first nontrivial result on essential normality of
quotient modules of A2s(D
d).
The present paper is organized as following. in section 2 we give a geometric characterization
of Z(I) for essential normality of [I]⊥. In Section 3 we construct a large class of essentially normal
quotient modules ofH2(Dd). In Section 4 the complete criterion for essentially normal homogeneous
quotient modules is obtained, and Section 5 contains some discussion on the K-homology.
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2 The variety of an essentially normal quotient module
We begin the present section with some preliminaries. Recall that H2(Dd) is the Hilbert space with
reproducing kernel
Kλ(z) =
d∏
i=1
(1− λ¯izi)−1, ∀z ∈ Dd
at λ ∈ Dd. Obviously ||Kλ||2 =
∏d
i=1(1− |λi|2)−1 diverges to infinity as λ approaches ∂Dd.
For each A ∈ B(H2(Dd)) the function
A˜(z) = 〈Akz , kz〉, z ∈ Dd
is called the Berezin transform of A, where kz = ||Kz ||−1Kz is the normalized reproducing kernel
at z. It is routine to compute for z, λ ∈ Dd that
〈kz ,Kλ〉 = kz(λ) = 1||Kz ||
d∏
i=1
1
1− λ¯izi
,
which converges to 0 as z approaches ∂Dd. Since linear combinations of {Kλ : λ ∈ Dd} are dense
in H2(Dd), kz converges to 0 in the weak topology as z approaches ∂D
d. If A is compact then as
z approaches ∂Dd, Akz converges to 0 in norm and then A˜(z) converges to 0. Then we have the
following well-known lemma.
Lemma 2.1. It holds for each compact operator A ∈ B(H2(Dd)) that limz→∂Dd A˜(z) = 0.
By an application of Berezin transform, we get the following result.
Lemma 2.2. Suppose I ⊂ C[z1, . . . , zd] is an ideal. Suppose u, v ∈ ∂Dd are two different accumu-
lation points of ZDd(I), and there is a subset Λ ⊂ {1, . . . , d} such that
ui = vi ∈ T,∀i ∈ Λ,
and ui, vi ∈ D whenever i ∈ Λc, then [I]⊥ is not essentially normal.
Proof. Since u 6= v, there is a polynomial h ∈ C[z1, . . . , zd] such that h(u) = 0 and h(v) 6= 0. Let
{u(n)}, {v(n)} be sequences in ZDd(I) with limits u, v respectively. As n→∞, both ku(n) and kv(n)
converge to 0 in the weak topology. On the other hand,
lim
n→∞〈[S
∗
h, Sh]ku(n) , ku(n)〉
= lim
n→∞〈Shku(n) , Shku(n)〉 − limn→∞〈S
∗
hku(n) , S
∗
hku(n)〉
≥ lim
n→∞ |〈Shku(n) , kv(n)〉|
2 − lim
n→∞ |h(u
(n))|2
= lim
n→∞ |h(v
(n))〈ku(n) , kv(n)〉|2 − |h(u)|2
= |h(v)|2 lim
n→∞ |〈ku(n) , kv(n)〉|
2
= |h(v)|2
∏
i∈Λc
√
(1− |ui|2)(1− |vi|2)
1− u¯ivi
> 0.
Therefore {[S∗h, Sh]ku(n)} does not converge to 0 as n → ∞, and [S∗h, Sh] cannot be compact by
Lemma 2.1.
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Example 2.3. In the case d = 3, let I ⊆ C[z1, z2] be a homogenous ideal such that Z(I)∩∂D2 ⊂ T2,
and p(z) = (α1z1 − z3)(α2z2 − z3) with α1 6= α2, |αi| < 1. Then the quotient module [I, p]⊥ of
H2(D3) cannot be essentially normal according to Lemma 2.2.
The following lemma and its idea of proof originate from [25], and we perform the improved
proof here. It characterizes the zero varieties of homogeneous ideals I for witch [I]⊥ is essentially
normal.
Lemma 2.4. Let I ⊂ C[z1, . . . , zd] be a homogeneous ideal such that dim CZ(I) ≥ 2, then N = [I]⊥
is not essentially normal.
Proof. Suppose dimCZ(I) = k ≥ 2. Let V be any irreducible component of Z(I) of complex
dimension k. For i = 1, . . . , d, denote by
Ei = {z ∈ V : |zi| = max
1≤j≤d
|zj |}.
Clearly each Ei is closed as a subset of V , and V =
⋃
1≤i≤dEi. Then by the Baire Category
Theorem, some Ei is of the second category as a subset of V , and therefore we can find an open
subset Ω1 ⊂ Ei. Then since Sing(V ), the set of singular points of V , is of the first category, there
must be a nonsingular point u ∈ Ω1 ⊂ Ei. By homogeneity we may assume u ∈ ∂Dd. Let g1, . . . , gm
be a set of generators for the prime ideal of V , then the matrix
(
∂gj
∂zi
(u)
)
i,j
is of rank d− k. By the
Implicit Function Theorem, there is an open ball B ⊂ Ck, an open neighbourhood Ω2 ⊂ Ω1 of u,
and an analytic bijection ϕ that maps B onto Ω2.
Define the maps ψj : Ω2 → Cd, z 7→ zj/zi, 1 ≤ j ≤ d, and set ψ = (ψ1, . . . , ψd). Since Ω2 ⊂ Ei,
ψj maps Ω2 into D¯, and ψ maps Ω2 into Z(I) ∩ ∂Dd. Then ψj ◦ ϕ maps B analytically into D¯.
Therefore ψj ◦ϕ maps B either onto an open subset of D or to a constant cj in D¯. If ψ is constant on
Ω2, then Ω2 ⊂ {z ∈ Cd : zj = cjzi, 1 ≤ j ≤ d}, which cannot be of dimension k ≥ 2. Therefore some
ψj is nonconstant on Ω2, and hence there exists v ∈ Ω2 such that ψj(v), ψj(u) are two different
points in D. Clearly for 1 ≤ k ≤ d, ψk(u) and ψk(v) should either both be in D, or be of the
same value in T. Then since ψ(u), ψ(v) ∈ Z(I)∩∂Dd, [I]⊥ cannot be essentially normal by Lemma
2.2.
Remark 2.5. Lemma 2.4 shows that, in the polydisc case, if the homogenous quotient module is
essentially normal, then the dimension of zero variety is less than or equal to 1. We speculate that
in Lemma 2.4 the requirement of homogeneity could be dropped.
Combine Lemma 2.2 and Lemma 2.4 and we immediately obtain the following result.
Proposition 2.6. Let I ⊂ C[z1, . . . , zd] be a homogeneous ideal for which [I]⊥ is essentially normal
and of infinite dimension, then the zero variety of I satisfies Condition A.
3 Construction of essentially normal quotient modules
In this section, we establish a strategy for constructing essentially normal quotient modules, be-
ginning with those associated to essentially quasi-prime ideals. Suppose u ∈ ∂Dd, and Iu is a
homogenous ideal with ZDd(Iu) = Vu. By [25, Theorem 2.17], we know that [Iu]
⊥ is essentially
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normal provided u ∈ Td. To study essential normality of non-distinguished homogenous quotient
modules, we have to investigate more on [Iu]
⊥.
To continue, we need some terminologies. Let H1,H2 be Hilbert spaces. A ∈ B(H1,H2) is
called essentially bounded from below if there is a constant c > 0 and compact operator K such
that A∗A + K ≥ cIH1 . Similarly A ∈ B(H1,H2) is called an essential isometry if IH1 − A∗A is
compact. A is said essentially unitary if both IH2 − AA∗ and IH1 − A∗A are compact. According
to [4], every essentially unitary operator A ∈ B(H) can be decomposed as A = S +K where K is
compact, and S is either a unitary operator, or a shift of multiplicity n, or the adjoint of a shift of
multiplicity n, according to its Fredholm index being 0, n,−n.
The following lemma can help us to prove the Fredholmness of some essential isometries.
Lemma 3.1. If A ∈ B(H1,H2) is an essential isometry, then the range of A is closed.
Proof. Since IH1 − A∗A is compact, A∗A is Fredholm and therefore has closed range. Then by
the Inverse Mapping Theorem A∗A is invertible on (kerA)⊥, and therefore bounded from below on
(kerA)⊥. Consequently A is bounded from below on (kerA)⊥ and has closed range.
We begin our construction of essentially normal quotient modules with a careful consideration
on the result of [25]. Recall that the radical of an ideal I ⊂ C[z1, . . . , zd] is the ideal
√
I = {f ∈ C[z1, . . . , zd] : ∃n ∈ N, fn ∈ I}.
Lemma 3.2. Let u ∈ Td, and I ⊂ C[z1, . . . , zd] be an homogeneous ideal satisfying ZDd(I) = Vu.
Then N = [I]⊥ is essentially normal, and there is an essentially unitary operator S ∈ B(N )
and compact operators Ki such that Szi = uiS + Ki for 1 ≤ i ≤ d. Consequently for h(z) =
d−1
∑d
i=1 u¯izi, the operator S
∗
h is essentially unitary on N .
Proof. Recall that Ju ⊂ C[z1, . . . , zd] is the ideal generated by {ujzi − uizj : 1 ≤ i, j ≤ d}. Since
u ∈ Td, Ju =
√
I. Since C[z1, . . . , zd] is a Neotherian ring, J
n
u ⊂ I for some positive integer n. By
[25, Remark 2.8], M∗z1 is essentially isometric on [J
n
u ]
⊥ and therefore S∗z1 is essentially isometric on
N . Then by [25, Theorem 2.14],
PN − S∗z1Sz1 = PN − Sz1S∗z1 + [Sz1 , S∗z1 ]
is compact, and Sz1 is essentially unitary. [25, Remark 2.8] also shows the compactness of (uiM
∗
zi
−
u1M
∗
z1
) |[Jnu ]⊥ for 1 ≤ i ≤ d, which implies the compactness of uiS∗zi − u1S∗z1 . Set S = u¯1Sz1 then
Ki = Szi − uiu¯1Sz1 is compact, and Szi = uiS +Ki. Moreover,
S∗h = d
−1
d∑
i=1
uiS
∗
zi
= S∗ + d−1
d∑
i=1
K∗i ,
is essentially unitary.
The following lemma reveals the structure of quotient modules associated to primary ideals
with variety Vu. Recall that for u ∈ ∂Dd\Td, Λ = {i : ui ∈ T, 1 ≤ i ≤ d}. For abbreviation, denote
by uΛ = (ui1 , · · · , uik) and DuΛ = {λuΛ, λ ∈ D}. Moreover, the polynomial ring on the variable zΛ
is denoted by C[zΛ], and the Hardy module on zΛ is denoted by H
2(DΛ).
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Lemma 3.3. Let u ∈ ∂Dd\Td, and I ⊂ C[z1, . . . , zd] be a homogeneous ideal with variety Vu.
Suppose k = |Λ|, and set I0 = I ∩ C[zΛ]. Then I0 is a homogeneous ideal of C[zΛ] with variety
ZDk(I0) = DuΛ and
[I]⊥ ⊂
{
f ∈ H2(Dd) : f(z) =
∑
α∈Zd−k+
zαΛcfα(zΛ), fα ∈ N0
}
, (3.1)
where N0 = [I0]⊥ is the quotient module of H2(DΛ) associated to I0. Moreover if we denote by
h(z) = k−1
∑
i∈Λ
u¯izi,
then S∗h is essentially unitary and for i, j ∈ Λ, uiS∗zi − ujS∗zj is compact.
Proof. Clearly uΛ ∈ Z(I0), which implies DuΛ ⊂ ZDk(I0). Conversely suppose v ∈ ZDk(I0), then
choose v˜ ∈ Dd such that v˜Λ = v and v˜j = ujh(v),∀j ∈ Λc. Denote by J ⊂ C[z1, . . . , zd] the ideal
generated by {zj −ujh : j ∈ Λc}, then by the Hilbert Nullstellensatz there is an integer N > 0 such
that JN ⊂ I. By a division algorithm, each g ∈ I can be decomposed as
g =
∑
j∈Λc
(zj − ujh)g˜j + g1, g1 ∈ C[zΛ], g˜j ∈ C[z1, . . . , zd].
Set g2 = −
∑
j∈Λc
(zj − ujh)g˜j ∈ J , then we have
gN1 − gN2 = g
N−1∑
k=0
gk1g
N−1−k
2 ∈ I.
This equality together with gN2 ∈ I implies gN1 ∈ I0. It follows from g1(v)N = 0 and g2(v˜) = 0
that g(v˜) = 0, which ensures v˜ ∈ ZDd(I) = Du and consequently v ∈ DuΛ. Hence we have proved
ZDk(I0) = DuΛ.
Notice that each function f ∈ H2(Dd) has an expansion
f(z) =
∑
α∈Zd−k+
zαΛcfα(zΛ), fα ∈ H2(DΛ).
For f ∈ [I]⊥, since M∗g f = 0 for each g ∈ I0 we have fα ∈ N0,∀α ∈ Zd−k+ . Hence (3.1) is proved.
For j ∈ Λc, since hNj (z) = (zj − ujh(z))N ∈ I we have for n ≥ N that
S∗nzj = [u¯jS
∗
h + (Szj − u¯jS∗h)]n
=
n∑
l=0
(
n
l
)
u¯n−lj S
∗n−l
h (Szj − u¯jS∗h)l
=
N−1∑
l=0
(
n
l
)
u¯n−lj S
∗n−l
h (Szj − u¯jS∗h)l
Then for n ≥ 2N it holds
||Snzj || ≤
N−1∑
l=0
(
n
l
)
|u¯j|n−l(1 + |uj |)l
≤ N
(
n
N − 1
)
|u¯j |n−N+1(1 + |uj |)N−1. (3.2)
For positive integers n, denote by Qn the projection from [I]
⊥ to the subspace of H2(Dd)
spanned by {zαΛcg : α ∈ Zd−k+ ,maxi |αi| < n, g ∈ N0}. Then by (3.2) it holds for f ∈ [I]⊥ that
||f −Qnf ||2 = ||
∑
maxj αj>n
zαΛcfα||2
≤
d−k∑
j=1
||
∑
αj>n
zαΛcfα||2
=
∑
j∈Λc
||S∗nzj f ||2
≤ ||f ||2N2
(
n
N − 1
)2 ∑
j∈Λc
|u¯j |2n−2N+2,
which converges uniformly for ||f || ≤ 1 as n → ∞. Then we conclude limn→∞Qn = P[I]⊥. By
Lemma 3.2 M∗h |N0 is essentially isometric, and (uiM∗zi − ujM∗zj ) |N0 is compact for i, j ∈ Λ. Then
for any integer n > 0 and sequence {gm} of unit vectors in [I]⊥ that converges weakly to 0, we
obtain by Lemma 3.2 that for i ∈ Λ
lim
m→∞
||S∗hgm|| ≥ lim
m→∞
||QnM∗hgm|| ≥ lim
m→∞
||M∗hQngm|| = lim
m→∞
||Qngm||,
which implies limm→∞ ||S∗hgm|| = 1, proving that S∗zi is essentially isometric. Similarly we have
lim
m→∞ ||(uiM
∗
zi
− ujM∗zj )gm|| = limn→∞ limm→∞ ||Qn(uiM
∗
zi
− ujM∗zj)gm|| = 0,
which induces the compactness of uiS
∗
zi
− ujS∗zj .
Since S∗h is essentially isometric, PN − ShS∗h is compact and therefore kerS∗h must be of finite
dimension. For homogeneous f ∈ coker S∗h, it holds for each g ∈ [I]⊥ that
〈hf, g〉 = 〈f, S∗hg〉 = 0,
which induces hf ∈ I. Then since I is primary and h /∈ √I, f belongs to I. Therefore
kerSh = coker S
∗
h = {0},
and S∗h is Fredholm by Lemma 3.1. Then Sh is the inverse of S
∗
h in the Calkin algebra on N , which
implies the compactness of PN − S∗hSh, and ensures that Sh is essentially unitary.
The following proposition ensures the essential normality of essentially quasi-prime quotient
modules.
Proposition 3.4. Let u ∈ ∂Dd, and I ⊂ C[z1, . . . , zd] be an essentially quasi-prime homogeneous
ideal with variety Vu. Then N = [I]⊥ is essentially normal. Moreover there is an essentially unitary
operator S ∈ B(N ) and compact operators Ki such that
Szi = uiS +Ki,∀1 ≤ i ≤ d. (3.3)
8
Proof. If u ∈ Td, then the conclusion is contained in Lemma 3.2. So we assume u ∈ ∂Dd\Td in the
remaining of the proof. By Lemma 3.3 S∗h is essentially unitary, and if i, j ∈ Λ then u¯iSzi − u¯jSzj
is compact. It follows that
[S∗h, Sh] = (S
∗
hSh − PN )− (ShS∗h − PN ) ∈ K.
This equality together with the compactness of uiS
∗
zi
− ujS∗zj gives
[S∗zj , Szi ] ∈ K,∀i, j ∈ Λ.
Set S = Sh and Ki = Szi − uiSh for i ∈ Λ, then Ki is compact and Szi = uiS +Ki. For j ∈ Λc,
clearly hj ∈
√
I and there hjh
n ∈ √I for every natural number n. Since dim√I/I ′ < +∞, there is
an integer N > 0 such that f ∈ I ′ provided that f ∈ √I is homogeneous and deg f ≥ N . Therefore
hjh
N ∈ I ′, and there exists fj ∈ Ju such that hjhN−fj ∈ I. As a consequence S∗hjS∗Nh = S∗fj , which
is compact by Lemma 3.3. Then since S∗h is essentially unitary S
∗
hj
must be compact, completing
the proof of (3.3). As a consequence, [I]⊥ is essentially normal.
Remark 3.5. In either Lemma 3.2 or Proposition 3.4, Sh is essentially unitary, and therefore
Fredholm. Clearly 1 ∈ kerS∗h and dim kerS∗h > 0. Take an arbitrary homogeneous g ∈ kerSh, then
hg ∈ I. But since h(u) 6= 0, h cannot belong to √I. Then g ∈ I and hence kerSh = {0}. Therefore
the Fredholm index of Sh is nonzero.
Corollary 3.6. Let N be as in Proposition 3.4. Then P⊥NMziPN is compact for i ∈ Λ.
Proof. By Proposition 3.4, Szi is essentially unitary for i ∈ Λ, and then PN − S∗ziSzi is compact.
Therefore since
0 ≤ PNM∗ziP⊥NMziPN = PNM∗ziMziPN − S∗ziSzi ≤ PN − S∗ziSzi ,
PNM∗ziP
⊥
NMziPN is compact.
To prove the essential normality of sums of essentially quasi-prime quotient modules, we need
the concept of asymptotical orthogonality. As in [19], if subspaces N1, N2 of the Hilbert space H
satisfy that PN1PN2 is compact, then N1 and N2 are said to be asymptotically orthogonal to each
other. As usual, let π : B(H)→ B(H)/K(H) be the quotient map.
Lemma 3.7. Let u, v be two different points in ∂Dd, and 1 ≤ i, j ≤ d satisfy ui, vi, uj , vj ∈ T and
u¯ivi 6= u¯jvj . Let Iu, Iv ⊂ C[z1, . . . , zd] be essentially quasi-prime homogeneous ideals with variety
Vu, Vv respectively, then [Iu]
⊥ is asymptotically orthogonal to [Iv ]⊥.
Proof. By Corollary 3.6, both P[Iu]⊥M
∗
zi
P[Iu] and P[Iv]MziP[Iv]⊥ are compact. Then by Proposition
3.4 we obtain
π(P[Iu]⊥P[Iv]⊥) = π(P[Iu]⊥P[Iv]⊥M
∗
zi
P[Iv]⊥MziP[Iv]⊥)
= π(P[Iu]⊥M
∗
zi
P[Iv]⊥MziP[Iv]⊥)
= π(P[Iu]⊥M
∗
zi
P[Iu]⊥P[Iv]⊥MziP[Iv]⊥)
= π(u¯iviS
∗
uSv), (3.4)
and similarly π(P[Iu]⊥P[Iv]⊥) = π(u¯jvjS
∗
uSv). Hence (u¯ivi − u¯jvj)π(S∗uSv) = 0, inducing that S∗uSv
is compact. Then the conclusion of the lemma follows from (3.4).
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Lemma 3.8. Let u, v be two different points in ∂Dd, and 1 ≤ i ≤ d satisfy ui ∈ T and vi ∈ D. Let
Iu, Iv ⊂ C[z1, . . . , zd] be essentially quasi-prime homogeneous ideals with variety Vu, Vv respectively,
then [Iu]
⊥ is asymptotically orthogonal to [Iv]⊥.
Proof. By Corollary 3.6 P[Iu]MziP[Iu]⊥ is compact. If P[Iu]M
n
zi
P[Iu]⊥ is compact, then
P[Iu]M
n+1
zi
P[Iu]⊥ = P[Iu]MziP[Iu]⊥M
n
zi
P[Iu]⊥ + P[Iu]MziP[Iu]M
n
zi
P[Iu]⊥ ∈ K.
Hence by inductive method P[Iu]M
n
zi
P[Iu]⊥ is compact for any positive integer n. Then by Lemma
3.3 and Proposition 3.4 it holds for any integer n > 0 that
π(P[Iv]⊥P[Iu]⊥) = π(P[Iv]⊥P[Iu]⊥M
n
zi
P[Iu]⊥M
∗n
zi
P[Iu]⊥) (3.5)
= π(P[Iv]⊥M
n
zi
M∗nzi P[Iu]⊥)
= u¯ni v
n
i π(S
n
v S
n∗
u ).
Then ||π(P[Iv ]⊥P[Iu]⊥)|| ≤ |vi|n for every positive integer n, inducing that π(P[Iv]⊥P[Iu]⊥) = 0.
Combining these two lemmas, we immediately get the following result.
Corollary 3.9. Let u, v ∈ ∂Dd, such that Vu 6= Vv and Vu ∪ Vv satisfies Condition A. If Iu, Iv ⊂
C[z1, . . . , zd] are essentially quasi-prime homogeneous ideals with variety Vu, Vv respectively, then
[Iu]
⊥ is asymptotically orthogonal to [Iv ]⊥.
Asymptotically orthogonal quotient modules posses the following additive property.
Lemma 3.10. If essentially normal quotient modules N1,N2,N3 of H2(Dd) are asymptotically
orthogonal to each other, then the quotient module N = N1+N2 is essentially normal and asymp-
totically orthogonal to N3.
Proof. By [19, Proposition 3.1], N is closed and therefore a quotient module. By [19, Theorem
3.3], if 1 ≤ j, k ≤ d then [S∗zj + i¯lS∗zk , Szj + ilSzk ] is compact for l = 0, 1, 2, 3. Then by the identity
[S∗zj , Szk ] =
3∑
l=0
il[S∗zj + i¯
lS∗zk , Szj + i
lSzk ]
we obtain the compactness of [S∗zj , Szk ], which leads to the essential normality of N . By the
definition of asymptotical orthogonality, PN3PN1 and PN3PN2 are compact. By [19, Proposition
3.2], PN − PN1 − PN2 is compact, and therefore
PN3PN = PN3(PN − PN1 − PN2) + PN3PN1 + PN3PN2 ∈ K,
indicating the asymptotical orthogonality between N and N3.
Theorem 3.11. Let I ⊂ C[z1, . . . , zd] be a homogeneous ideal with primary decomposition
⋂m
j=1 Iuj
with ZDd(Iuj ) = Vuj where uj ∈ ∂Dd, and assume that ZDd(I) satisfies Condition A. If each Iuj is
essentially quasi-prime, then [I]⊥ is essentially normal.
Proof. By Proposition 3.4 each [Iuj ]
⊥ is essentially normal, and by Corollary 3.9 [Iui ]⊥ is asymp-
totically orthogonal to [Iuj ]
⊥ whenever i 6= j. Then the essential normality of [I]⊥ follows from
Lemma 3.10.
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4 The ideal associated to an essentially normal quotient module
The present section is devoted to prove that, Theorem 3.11 produces all the essentially normal
homogeneous quotient modules of H2(Dd).
Throughout this section we assume that the ideal I ⊂ C[z1, . . . , zd] is homogeneous, and denote
by N = [I]⊥. By proposition 2.6, if N is essentially normal then Z(I) satisfies Condition A. Write
its primary decomposition as
I =
m⋂
k=1
Ik,
with the zero variety ZDd(Ik) = Vuk for some uk ∈ ∂Dd. Denote by Nk = [Ik]⊥ for 1 ≤ k ≤ m, then
clearly Nk ⊂ N .
A basic fact is that, even if ZDd(I) satisfies Condition A, [I]
⊥ might not be essentially normal.
Example 4.1. Consider the quotient module of H2(D2) associated to the ideal I = z21C[z1, z2].
Clearly ZD2(I) = V(0,1), for which Condition A holds. Then
[
√
I]⊥ = span {zn2 : n = 0, 1, . . .},
being essentially normal. It is routine to verify that [Sz1 , S
∗
z1
] is the orthogonal projection onto
[I]⊥ ⊖ [√I]⊥, which cannot be compact. Notice that [I]⊥ ⊖ [√I]⊥ is of infinite dimension.
We have the following necessary conditions to essential normality of quotient modules.
Lemma 4.2. If N is essentially normal, then Sf is compact whenever f ∈
√
I.
Proof. By definition, there is a natural number n such that fn ∈ I, and therefore S∗nf Snf = 0. Then
since [S∗f , Sf ] is compact, (S
∗
fSf )
n = (S∗fSf )
n−S∗nf Snf also be compact, leading to the compactness
of Sf .
Lemma 4.3. Suppose N is essentially normal, and 1 ≤ k ≤ m. Then S∗fPNk is compact whenever
f ∈ √Ik.
Proof. Since f ∈ √Ik there is an integer N > 0 such that f2N ∈ Ik. Therefore
PNkS
2N
f S
∗2N
f PNk = 0 ∈ K.
The essential normality of N assures that [S∗f , Sf ] is compact, and then we have
PNk(SfS
∗
f )
2N−1PN (SfS∗f )
2N−1PNk = PNk(SfS
∗
f )
2NPNk ∈ K,
and therefore PN (SfS∗f )
2N−1PNk is compact and so PNk(SfS
∗
f )
2N−1PNk is.
By similar procedure we can recursively obtain the compactness of PNk(SfS
∗
f )
2nPNk , n = N −
2, . . . , 0. Then the lemma follows from PNkSfS
∗
fPNk ∈ K.
The following lemma is a consequence of Lemma 3.3, and we admit the notations from its proof.
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Lemma 4.4. Let u ∈ ∂Dd\Td. Fix j0 ∈ Λc, and denote by Λ1 = {1, . . . , d}\{j0}. Suppose
I ⊂ C[z1, . . . , zd] is the prime ideal with variety Vu. Set I0 = I ∩ C[zΛ1 ], then I0 is the prime ideal
of C[zΛ1 ] with variety ZDd−1(I0) = DuΛ1 such that
[I]⊥ =
{ ∞∑
n=0
znj0u¯
n
j0
M∗nh f0(zΛ1) : f0 ∈ N0
}
,
where N0 = [I0]⊥ is the quotient module of H2(DΛ1) associated to I0. Moreover Sh is essentially
unitary on [I]⊥.
Proof. If f0 ∈ N0, set
f(z) =
∞∑
n=0
znj0u¯
n
j0
M∗nh f0(zΛ1).
Since |u¯j0 | < 1 we have f ∈ H2(Dd). If g ∈ I0, then since M∗g f0 = 0 we have M∗g f = 0. It is routine
to verify that M∗hjf = 0 for hj = zj −ujh,∀j ∈ Λc. Therefore M∗g f = 0,∀g ∈ I since I is generated
by I0 and {hj : j ∈ Λc}. Hence f ∈ [I]⊥.
Conversely, each f ∈ [I]⊥ can be represented as
f(z) =
∞∑
n=0
znj0fn(z), fn ∈ H2(DΛ1).
Since (M∗zj0 − u¯j0M
∗
h)f = 0, we have
∞∑
n=1
zn−1j0 fn(zΛ1) =
∞∑
n=0
znj0 u¯j0M
∗
hfn(zΛ1)
and therefore fn+1 = u¯j0M
∗
hfn,∀n ∈ Z+. Hence fn = u¯nj0M∗nh f0 and
f(z) =
∞∑
n=0
znj0u¯
n
j0
M∗nh f0(zΛ1). (4.1)
For g ∈ I0, we have M∗g f = 0 and consequently M∗g f0 = 0 by (4.1), which ensures f0 ∈ N0.
Since I is prime, it follows directly that I0 is prime. By Lemma 3.3 ZDd−1(I0) = DuΛ1 , and by
Proposition 3.4 Sh is essentially unitary. The proof is completed.
Lemma 4.5. Let u ∈ ∂Dd\Td. Fix j0 ∈ Λc, and denote by Λ1 = {1, . . . , d}\{j0}. Suppose
I ⊂ C[z1, . . . , zd] is an ideal with variety Vu such that Ju ⊂ I, and hj ∈ I,∀j ∈ Λc\{j0}, and
h2j0 ∈ I. Set I0 =
√
I ∩ C[zΛ1 ], then I0 is the prime ideal of C[zΛ1 ] with variety ZDd−1(I0) = DuΛ1
such that
[I]⊥ ⊂ {
∞∑
n=0
znj0u¯
n
j0
M∗nh f0(z) +
∞∑
n=1
nznj0u¯
n−1
j0
M
∗(n−1)
h g0(z) : f0, g0 ∈ N0
}
, (4.2)
where N0 = [I0]⊥ is the quotient module of H2(DΛ1) associated to I0. Moreover Sh is essentially
unitary on [I]⊥.
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Proof. By Lemma 4.4, I0 is the prime ideal of C[zΛ1 ] associated to the variety DuΛ1 , and
[
√
I]⊥ =
{
f ∈ H2(Dd) : f =
∞∑
n=0
znj0u¯
n
j0
M∗nh f0, f0 ∈ N0
}
. (4.3)
If f ∈ [I]⊥, then M∗2hj0f = 0, namely
M∗2zj0 f = 2u¯dM
∗
zj0
M∗hf − u¯2dM∗2h f. (4.4)
Applying (4.4) to the expansion
f(z) =
∞∑
n=0
znj0fn(z), fn ∈ H2(DΛ1),
and comparing the terms involving znj0 , we find
fn+2 = 2u¯j0M
∗
hfn+1 − u¯2j0M∗2h fn,∀n ∈ Z+.
Thus f is determined by f0 and f1, and we can solve that
f =
∞∑
n=0
znj0 u¯
n
j0
M∗nh f0 +
∞∑
n=1
nznj0u¯
n−1
j0
M
∗(n−1)
h g0, (4.5)
where g0 := f1 − u¯j0M∗hf0. Clearly I0 ⊂ I, and therefore for any g ∈ I0 we have M∗g f = 0. Then it
follows from (4.5) that M∗g f0 = 0, namely f0 ∈ N0. Then since
M∗hj0f =
∞∑
n=0
znj0u¯
n
j0
M∗nh g0 ∈ [I]⊥,
we have g ∈ N0.
By Lemma 3.3 S∗h is essentially unitary. The proof of the lemma is completed.
The following lemma plays the key role in finding the necessary condition for the essential
normality.
Lemma 4.6. Suppose the ideal I ⊂ C[z1, . . . , zd] satisfies the condition of Lemma 4.5. Then M∗hj0
is essentially bounded from below on [I]⊥ ⊖ [√I]⊥.
Proof. If [I]⊥ ⊖ [√I]⊥ is of finite dimension then the conclusion is trivial, and therefore we assume
dim [I]⊥ ⊖ [√I ]⊥ =∞ in the rest of the proof. Since h /∈ I0, we have
kerPN0Mh |N0= {0}.
Then since PN0Mh |N0 is Fredholm, ran M∗h |N0= N0. By Lemma 4.5 each f ∈ [I]⊥ ⊖ [
√
I]⊥ has
the expansion
f =
∞∑
n=0
znj0 u¯
n
j0
M∗nh f0 +
∞∑
n=1
nznj0 u¯
n−1
j0
M
∗(n−1)
h g0 ∈ [I]⊥, f0, g0 ∈ N0.
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There is a unique f∗ ∈ N0 ⊖ ker(M∗h |N0) such that M∗hf∗ = g0. Define
Af := − uj0
1− |uj0 |2
∞∑
n=0
znj0u¯
n
j0
M∗nh f∗ +
∞∑
n=1
nznj0u¯
n−1
j0
M
∗(n−1)
h g0,
then by Lemma 4.4, f −Af ∈ [√I]⊥.
Let {f (n)} and {h(n)} be sequences of unit vectors in [I]⊥ ⊖ [√I]⊥ and [√I]⊥ respectively, that
converge to 0 in the weak topology. We find successively that {f (n)0 }, {g(n)0 }, {f (n)∗ } converge to 0
weakly. Since limm→∞Qm = P[I]⊥ we have
lim
n→∞〈Af
(n), h(n)〉
= lim
n→∞ limm→∞〈Af
(n), Qmh
(n)〉
= lim
m→∞ limn→∞
∑
l≤m
〈− uj0
1− |uj0 |2
u¯nj0M
∗l
h f
(n)
∗ + lu¯l−1j0 M
∗(l−1)
h g
(n)
0 , u¯
l
j0
M∗lh h
(n)
0 〉
= lim
m→∞ limn→∞
∑
l≤m
(− uj0
1− |uj0 |2
〈u¯lj0f
(n)
∗ , u¯lj0g
(n)
0 〉+ 〈lu¯l−1j0 f
(n)
∗ , u¯lj0h
(n)
0 〉)
= lim
m→∞ limn→∞
∑
l≤m
(− uj0 |u¯j0 |
2l
1− |uj0 |2
+ luj0 |u¯l−1j0 |2)〈f
(n)
∗ , h
(n)
0 〉
= 0,
where the last equality follows from
∞∑
l=0
uj0 |u¯j0 |2l
1− |uj0 |2
=
∞∑
l=1
luj0 |u¯j0 |2l−2 =
uj0
1− |uj0 |2
1
1− |uj0 |2
.
As a consequence we have
lim
n→∞(f
(n) −Af (n)) = lim
n→∞P[
√
I]⊥(f
(n) −Af (n)) = − lim
n→∞P[
√
I]⊥Af
(n) = 0.
Therefore
lim
n→∞ ||S
∗
hj0
f (n)||2 · ||g(n)0 ||−2
= lim
n→∞ ||S
∗
hj0
Af (n)||2 · ||g(n)0 ||−2
= lim
n→∞ ||
∞∑
l=0
zlj0u¯
l
j0
M∗lh g
(n)
0 ||2 · ||g(n)0 ||−2
=
∞∑
l=0
|u¯j0 |2l
=
1
1− |uj0 |2
,
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and
lim
n→∞ ||f
(n)||2 · ||g(n)0 ||−2
= lim
n→∞ ||Af
(n)||2 · ||f (n)∗ ||−2
= lim
n→∞ || −
uj0
1− |uj0 |2
∞∑
l=0
zlj0 u¯
l
j0
M∗lh f
(n)
∗ +
∞∑
l=1
lzlj0 u¯
l−1
j0
M∗lh f
(n)
∗ ||2 · ||f (n)∗ ||−2
=
∞∑
l=1
| − |uj0 |
2
1− |uj0 |2
u¯l−1j0 + lu¯
l−1
j0
|2 + |uj0 |
2
(1− |uj0 |2)2
=
∞∑
l=0
| − |uj0 |
2
1− |uj0 |2
u¯lj0 + (l + 1)u¯
l
j0
|2 + |uj0 |
2
(1− |uj0 |2)2
=
∞∑
l=0
[
(l + 1)(l + 2)− (l + 1)1 + |uj0 |
2
1− |uj0 |2
+
|uj0 |4
(1− |uj0 |2)2
]
|uj0 |2l +
|uj0 |2
(1− |uj0 |2)2
=
2− (1 + |uj0 |2) + |u4j0 |+ |uj0 |2(1− |uj0 |2)
(1− |uj0 |2)3
=
1
(1− |uj0 |2)3
,
inducing that
lim
n→∞
||S∗hj0 f
(n)||
||f (n)|| = 1− |uj0 |
2.
Thus S∗hj0 is essentially bounded from below on [I]
⊥ ⊖ [I ′]⊥.
Corollary 4.7. Let u ∈ ∂Dd\Td. Define polynomials h(z) =∑i∈Λ u¯izi and hj(z) = zj−ujh(z) for
j ∈ Λc. Let I ⊂ C[z1, . . . , zd] be an ideal of variety Vu such that Ju ⊂ I, and hihj ∈ I,∀i, j ∈ Λc.
Then
∑
j∈Λc ShjS
∗
hj
is essentially bounded from below on [I]⊥ ⊖ [√I]⊥.
Proof. Without loss of generality we assume Λ = {1, . . . , k}. The conclusion is trivial if dim [I]⊥ ⊖
[
√
I]⊥ <∞, so we assume dim [I]⊥ ⊖ [√I]⊥ =∞ in the remaining of the proof. For j ∈ Λc denote
by Ij ⊂ C[z1, . . . , zd] the ideal generated by I and hk+1, . . . , hˆj , . . . , hd, where hˆj means hj being
omitted. Then I =
⋂
j∈Λc Ij.
If homogeneous f ∈ [I]⊥ ⊖ [√I]⊥ is orthogonal to ∑j∈Λc[Ij ]⊥, then f belongs to each Ij and
therefore f ∈ I, inducing that f = 0. Then we can find homogeneous fj ∈ [Ij ]⊥ ⊖ [
√
I]⊥ of the
same degree as f and such that f =
∑
j∈Λc fj. Let {f (n)} be any sequence of nonzero homogeneous
polynomials in [I]⊥ ⊖ [√I ]⊥, such that limn→∞ deg(fn) = ∞. Then by the proof of the previous
lemma we have
lim
n→∞
〈
∑
j∈Λc
ShjS
∗
hj
f (n), f (n)〉 · ||f (n)||−2
= lim
n→∞
〈
∑
j∈Λc
ShjS
∗
hj
f
(n)
j , f
(n)
j 〉 · ||f (n)||−2
≥ lim
n→∞
∑
j∈Λc
(1− |uj|2)2||f (n)j ||2 · ||f (n)||−2
≥ min
j∈Λc
(1− |uj |2)2 > 0.
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Corollary 4.8. Let u ∈ ∂Dd\Td, and Λ ⊂ {1, . . . , d} such that ui ∈ T if i ∈ Λ, and ui ∈ D if i ∈ Λc.
Define polynomials h(z) =
∑
i∈Λ u¯izi and hj(z) = zj − ujh(z) for j ∈ Λc. Let I ⊂ C[z1, . . . , zd] be
an ideal of variety Vu which is not essentially quasi-prime, then
∑
j∈Λc ShjS
∗
hj
cannot be compact.
Proof. Let J ⊂ C[z1, . . . , zd] be the ideal generated by {hj : j ∈ Λc}. For positive integer n, denote
by In ⊂ C[z1, . . . , zd] the ideal generated by I ′ and Jn. Since J ⊂
√
I ′, there is a positive integer N
such that JN ⊂ I ′, and therefore I ′ = IN . Since dim [I ′]⊥ ⊖ [
√
I]⊥ =
√
I/I ′ = ∞, for each integer
m > 0 we can find a homogeneous f ∈ [IN ]⊥ ⊖ [
√
I]⊥ of degree greater than m + N . Suppose
f ∈ [In+1]⊥ but f /∈ [In]⊥ where 1 ≤ n < N . If n = 1 then f ∈ [I2]⊥ ⊖ [
√
I ]⊥. If n > 1 then
there is some homogeneous g0 ∈ J (n−1) of degree n − 1 such that S∗g0f /∈ [
√
I]⊥, since otherwise
S∗gf = 0 for all g ∈ Jn, which contradicts to f /∈ [In]⊥. Then since f ∈ [In+1]⊥, we have S∗gS∗g0f = 0
whenever g ∈ J2, implying S∗g0f ∈ [I2]⊥. Therefore S∗g0f − P[I′]⊥S∗g0f is a non-vanishing element
in [I2]
⊥ ⊖ [√I]⊥, of degree greater than m + N − n + 1 > m. Hence in either cases there is a
sequence {fm} of unit vectors in [I2]⊥ ⊖ [
√
I]⊥ that converges to 0 weakly. Then by Corollary 4.7,
P[I′]⊥
∑
j∈Λc MhjM
∗
hj
|[I′]⊥ cannot be compact, proving the conclusion of the corollary.
Corollary 4.8 together with Lemma 4.3 indicates that, Theorem 3.11 actually gives the necessary
and sufficient condition for a homogeneous quotient module to be essentially normal. We summarize
these results in the following theorem, which is aforementioned as Theorem 1.2.
Theorem 4.9. Let I ⊂ C[z1, . . . , zd] be a homogeneous ideal for which [I]⊥ is of infinite dimension.
Then N = [I]⊥ is essentially normal if and only if the following items hold,
1) ZDd(I) satisfies Condition A, and hence ZDd(I) =
⋃
i
Vui for several different discs Vui ,
2) Let I =
⋂m
j=1 Iuj be the primary decomposition with ZDd(Iuj ) = Vuj , then each Iuj is essen-
tially quasi-prime.
Finally we give two examples to illustrate how the algebraic structure of the ideal determines
the essential normality of its quotient module.
Example 4.10. Let I ⊂ C[z1, z2, z3] be the ideal generated by {(z1 − z2)2, z3(z1 + z2), z23}, then
ZD3(I) = {(z, z, 0) : z ∈ D}. Clearly I ′ is generated by {z1 − z2, z3z1, z23}, and
√
I is generated by
{z1 − z2, z3}. It is not hard to verify
√
I = I ′ + Cz3, and therefore dim
√
I/I ′ = 1. Then [I]⊥ is
essentially normal by Theorem 3.11.
Example 4.11. Let I ⊂ C[z1, z2, z3] be the ideal generated by {(z1 − z2)2, z3(z1 − z2), z23}, then
ZD3(I) = {(z, z, 0) : z ∈ D}. Clearly I ′ is the ideal generated by {z1 − z2, z23}, and
√
I is the ideal
generated by {z1 − z2, z3}. For natural number n the polynomial en(z) = z3
∑n
i=0 z
i
1z
n−i
2 belongs to√
I, but does not lie in I ′. Then
√
I/I ′ cannot be of finite dimension, and by Theorem 1.2 [I]⊥ is
not essentially normal.
Although the forms of the ideals in these examples look similar, the essential normality of their
quotient modules are totally different.
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5 K-homology for homogenous quotient module
Let I be a homogenous ideal such that [I]⊥ is essentially normal, and σe([I]⊥) be the joint essential
spectrum of the commuting tuple (Szd , · · · , S∗zd). Similar to [3, Proposition 2.5], it is routine to
verify that C∗([I]⊥) is irreducible. Therefore if [I]⊥ is essentially normal then K ⊂ C∗([I]⊥), and
we obtain the following short exact sequence
0→ K →֒ C∗([I]⊥)→ C(σe([I]⊥))→ 0, (5.1)
The C∗−algebra extension theory as well as the K-homology is based on this short exact sequence[4].
To investigate the K-homology, we first calculate the essential spectrum σe([I]
⊥); then examine
whether extension (5.1) yields a non-trivial element. Similar to [25], we have the following lemma.
Lemma 5.1. Suppose u ∈ ∂Dd and I be a essentially quasi-prime ideal with variety Vu, then
σe([I]
⊥) = Z(I) ∩ ∂Dd.
Proof. By Theorem 1.2, λi − Szi(i = 1, . . . , d) are essentially normal. By [7, Corollary 3.9], the
tuple (λ1 − Sz1 , . . . , λd − Szd) is Fredholm if and only if
d∑
i=1
(λi − Szi)(λi − Szi)∗ is Fredholm. First
we prove the assertion
Z(I) ∩ ∂Dd ⊂ σe([I]⊥).
Otherwise, there is some λ = (λ1, . . . , λd) ∈ Z(I) ∩ ∂Dd making T =
d∑
i=1
(λi − Szi)(λi − Szi)∗
Fredholm. Since T is positive, there is an invertible positive operator B and a compact operator
K such that T = B +K. Take a sequence {µ
n
} in Vu ∩ Dd that converges to λ as n → ∞. Since
{kµ
n
} converges to 0 weakly, there is a positive number c such that
lim
n→∞〈Tkµn , kµn〉 = limn→∞〈(B +K)kµn , kµn〉 = limn→∞〈Bkµn , kµn〉 ≥ c.
However, since µ
n
∈ Vu, kµ
n
∈ [I]⊥ and it holds that
lim
n→∞〈Tkµn , kµn〉 = limn→∞ |λ− µn|
2 = 0, (5.2)
contradicting to the previous inequality. Hence the assertion is proved.
Conversely, f(Sz1 , . . . , Szd) = 0 for each f ∈ I, and then the Spectral Mapping Theorem
ensures σe([I]
⊥) ⊆ Z(f). It follows that σe([I]⊥) ⊆ Z(I). Then since ‖Szi‖ ≤ 1 for each i, we have
σe([I]
⊥) ⊆ Dd. By Lemma 3.3, there is some i ∈ Λu such that Szi is essentially unitary, which
implies σe(Szi) ⊂ T. Then for each (λ1, · · · , λd) ∈ Dd, the tuple (λ1−Sz1 , · · · , λd−Szd) is Fredholm
and therefore σe([I]
⊥) ⊂ ∂Dd. The proof of the lemma is completed.
Now let I be an arbitrary homogenous ideal such that [I]⊥ is essentially normal, then Z(I)
satisfies Condition A by Theorem 1.2. Let ZDd(I) =
⋃
i
Vi for different discs Vi, and I =
⋂
i Ii be
the primary decomposition with Z(Ii) ∩ Dd = Vi. Then by Corollary 3.9, [Ii]⊥ is asymptotically
orthogonal to [Ij ]
⊥ whenever i 6= j. It follows that
σe([I]
⊥) =
⋃
i
σe([Ii]
⊥) = Z(I) ∩ ∂Dd.
We summarize this in the following proposition.
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Proposition 5.2. Let I be a homogenous ideal such that [I]⊥ is essentially normal, then
σe([I]
⊥) = Z(I) ∩ ∂Dd.
At the end of this paper, we prove the non-triviality of extension (5.1).
Theorem 5.3. Let I be a homogenous ideal such that [I]⊥ is essentially normal, then the short
exact sequence
0→ K →֒ C∗([I]⊥)→ C(Z(I) ∩ ∂Dd)→ 0
is not split.
Proof. Suppose ZDd(I) =
⋃
i Vui for different discs {Vui}. Let I =
⋂
i Iui be the primary decompo-
sition such that Vui = Z(Iui) ∩ Dd. Since I ′ui/Iui is of finite dimension, and Iui is asymptotically
orthogonal to Iuj whenever i 6= j, it suffices to show that the short exact sequence
0→ K →֒ C∗([Iuj ]⊥)→ C(∂Vuj )→ 0 (5.3)
is not split. By [17, Lemma 5.5], it is enough to find a Fredholm operator in C∗([Iuj ]⊥) with nonzero
Fredholm index. Fix a k ∈ Λuj , then S∗zk |[Iuj ]⊥ is essentially unitary. Moreover by Remark 3.5,
Ind (S∗zk |[Iuj ]⊥) 6= 0, completing the proof.
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