This paper compares the performances of standard surrogate models in the development of an optimal control framework. The optimal control strategy is implemented on an Active Thermoelectric (ATE) window design. The ATE window design uses thermoelectric units to actively regulate the overall thermodynamic properties of the windows. The optimization of the design is a multiobjective problem, where both the heat transferred through the window and electric power consumption are minimized. The power supplies and the heat transfer are optimized under a reasonable number of randomly sampled environmental conditions. The subsequent optimal designs obtained are represented as functions of the corresponding environmental conditions using surrogate models. To this end, four types of surrogate models are used, namely, (i) Quadratic Response Surface Methodology (QRSM), (ii) Radial Basis Functions (RBF), (iii) Extended Radial Basis Functions (E-RBF), and (iv) Kriging. Their performances are compared using two accuracy measurement metrics: Root Mean Squared Error (RMSE) and Maximum Absolute Error (MAE). We found that any one of the surrogate modeling methods is not superior to the others over the whole domain for the optimal control of the ATE window.
I. Introduction
In many optimization problems, system simulation requires computationally expensive simulations or analyses to evaluate the design objectives and the constraint functions. Surrogate modeling methods provide computational efficient substitution for the complex high-fidelity models. [1] [2] [3] To reduce the computational cost, the objective functions and the constraints are evaluated at a finite number of points in the design space to achieve high fidelity results. Using the high fidelity results, low fidelity surrogate models are developed to mimic the performance through the entire design space. The application of surrogate models in optimization can significantly reduce the analysis time and improve the design efficiency. Based on linear and non-linear regression and other variants of least square technique, a wide variety of surrogate modeling methods have been developed, and they are used both in academia and industry. These methods include: (i) Polynomial Response Surface Model 4 (ii) Radial Basis Functions, [5] [6] [7] [8] (iii) Extended Radial Basis Functions, 9-11 (iv) Kriging, [12] [13] [14] (v) Artificial Neural Networks, 15, 16 and (vi) Support Vector Regression.
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Active thermoelectric (ATE) window design is a complex multidisciplinary design that integrates thermodynamic units, fans, thermostats and sensors to passive three-pane windows. [20] [21] [22] [23] [24] The design is optimized using Matlab and Fluent to achieve both low heat transfer through ATE windows and high energy efficiencies under changing weather conditions. To represent the optimal performance of the ATE windows under varying weather conditions, surrogate models are developed to represent the optimal operations. The ATE window design is introduced in Section II. The optimization problem of the design is formulated in Section III. In Section IV, the surrogate models of optimal operation are developed using different surrogate modeling methods. The performance of the different surrogate models are evaluated and discussed in Section V. Concluding remarks are presented in section VI.
II. The Design of Active Thermoelectric Windows
The ATE window design presented in this paper has the same structure of panes and frames as a traditional three-pane passive window. There are eight major subsystems in the ATE window: the air gap, the two side channels, the TE units, the fans, the two fins in the side channels, the heat sink, the sensors, and the thermostat. A simplified schematic of the ATE window is shown in Fig. 1 .
The ATE windows are used throughout the year. The indoor temperature is assumed to be kept at a comfortable value. In this paper, heating condition is defined as: the indoor temperature is higher than the outdoor temperature, and the ATE window needs to reduce the heat transferred from inside to outside. Cooling condition is defined as: the indoor temperature is lower than the outdoor temperature, and the ATE window needs to reduce the heat transferred from outside to inside.
The ATE windows use TE units and fans to control the heat transferred through the inner panes. Each TE unit consists of thermocouples which, when supplied with electric current, induce heat flow in the direction of the current. This is known as the Peltier effect. 25 Because of the thermocouples' electrical resistance, heat is generated -the Joules effect. As the results of the two conflicting effects, heat is absorbed on the cold side and released from the hot side. Note that heating condition and cooling condition can be reversed simply by reversing the polarities of the TE units, thereby causing the current to reverse direction. The fans are used to introduce forced convection on the air flow between the inner pane and the middle pane. The ATE window has three panes as shown in the section view in Fig. 1(b) . The air gap between the middle and outer panes is not controlled, which is same as that in a passive window. The thermodynamic properties of the air gap between the inner and middle panes are actively controlled so as to minimize the heat transfer through the inner pane. The TE units are located in the two side channels. Inside either of the left or the right side channel, there is a thin rectangular fin that is connected to the TE units to increase heat exchange between the TE units and the air flow through the channel. To reduce the thermal resistance between the outdoor environment and the TE units, heat sinks are connected to the side of TE units that interacts with the outside air. Fans are installed both on the top and the bottom of the air gap between the inner pane and the middle pane. The air flow goes through the side channels and is heated or cooled by the fins. Figure 1(a) illustrates the air flow under heating conditions.
The sixteen fans are separated into four groups according to their locations, the top left, the top right, the bottom left, and the bottom right (see Fig. 1(a) ). It is assumed that, in each group, the pressure gradient of each pan is expressed by a linear function of an average pressure gradient and a slope. The average pressure gradient, ∆p avg , and the slope, k, are the same for four different groups. Inside each group, the pressure gradients of the fans are expressed in Table 1 . 
Three kinds of sensors, thermometer, anemometer and solar radiation sensor, are used to measure outside temperature, wind speed, and the intensity of solar radiation, respectively. A thermostat receives the signals from the sensors and controls the magnitude of electric voltage supplied to the TE units and the fans, as shown in Fig. 2 . Under different weather conditions, the thermostat can adjust the power supplies to the designed optimal operating conditions. 
III. Optimization Problem of ATE Windows

III.A. Sampling Weather Conditions
The optimization of ATE windows design uses typical weather conditions in the US collected from the arranged climatic data through 2008. 26 The conditions include atmospheric temperature, wind speed, and solar radiation. The range of outside temperatures used in the optimization is 7 to 97
• F (−14 to 36 • C or 259 to 309K). The maximum wind speed used is 21.5m/s, 26 and the lowest is 0. In clear days, the maximum solar insolation on a surface perpendicular to incoming solar radiation is 1000W/m 2 . This value is used as the highest solar radiation and the lowest is 0.
The indoor temperature is maintained at 75
• F (24 • C or 297K) and the heat transfer coefficient is 3.6W/m 2 , which represent standard testing conditions for windows.
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To develop a surrogate model to evaluate optimal power supplies under different weather condition within the above ranges, the ATE window design needs to be optimized under a set of combinations of the weather conditions. The number of weather conditions used here is the small set population size defined by Colaco et al., which is equal to ten times the number of variables. 28 These sample combinations of weather conditions are generated using Sobol's Quasirandom sequence generator algorithm. 29 Thirty sample combinations of weather conditions are generated and are used for the optimization in Section III.B to develop surrogate models. To test the surrogate model, ten more sample combinations are generated.
III.B. Optimization Models
The design objective of ATE windows is to reduce the heat transfer through the building envelope with the least electric power consumption. The objectives of the optimization include (i) the minimization of the heat exchange between the air inside a room and outside, and (ii) the minimization of electric power consumption.
From the optimal results obtained in Section III, the total power consumption of fans is observed to be less than 6% of TE units power consumption. Therefore, the power consumption of the fans is not set as an objective.
The design variable is the electric voltage applied on the TE units, V te , the average pressure gradient of the fans, ∆p avg , and the fan pressure gradient slope, k. The weather conditions, including outside temperature, T out , wind speed, v wind , and solar radiation, E solar , are parameters for optimization. For each set of weather condition, optimization is performed, and the optimal values of V te , ∆p avg and k are evaluated.
The amount of heat transfer is constrained by the operational envelope of the TE units. The dimensions of the side channels limit the number of TE units installed inside them. The conservation of energy through the ATE window system is modeled as equality constraints.
For ATI window, we define two optimization problems, one for cooling conditions and the other for heating conditions. The one for cooling conditions can be written as
Similarly, the optimization for heating conditions is defined as
whereQ AT E is the heat transferred through the inner pane; P T E is the electric power consumed by the TE units; w 1 and w 2 are the weights forQ in and P T E ; N te is the number of the TE units; A te is the area of one TE unit installed on the channels; A channel is the available area of the side channels; I te is the electric current of the TE units; I max is the maximum allowable electric current of TE units; ∆T te is the temperature difference across the thermocouple; ∆T max is the maximum allowable temperature difference across the thermocouple;Q hot is the heat released from the hot side of the TE unit;Q cold is the heat absorbed by the cold side of the TE unit;Q hs is the heat transferred through the heat sink; andQ channel is the heat exchange of the air flow in the channels.
III.C. Optimal Results
In Section III, the optimization is performed under the forty sets of weather conditions. Thirty of them are used as training data for surrogate models, and the other ten are used as testing data. The thirty sets of training data are listed in Table 4 , and the other ten are listed in Table 12 . The columns are (1) the weather condition numbers, (2) the outside temperatures, T out , (3) the wind speeds, v wind , (4) the solar radiation, E solar , (5) the absolute value of the optimal voltages supplied to TE units, V T E , (6) the electric power of TE units, P T E , (7) the average pressure gradient over one fan, ∆p avg , and (8) the pressure gradient slope, k. The bold outside temperatures are higher than the indoor temperature, 75
• F (297K), and these weather conditions (5, 8, 11, 16, 18, 21, 24 , and 28) are cooling conditions.
IV. Surrogate Models of Optimal Operation
Since ATI windows are used under the wide range of weather conditions mentioned in Sec. III.A, they need to adjust the power supplies accordingly to achieve optimal performances. However, the computational expense of optimization under different weather conditions within the given range is excessive. Four surrogate modeling methods are used to approximate optimal power supplies under different weather conditions. The inputs of the surrogate models are weather condition parameters, including outside temperatures, T out , wind speeds, v wind , and solar radiation, E solar . The ranges of the three inputs are 259 to 309K, 0 to 21.5m/s, and 0 to 1000W/m 2 , respectively. The outputs of the surrogate models include the the absolute value of the optimal voltages supplied to TE units, V T E , the average pressure gradient over one fan, ∆p avg , and the pressure gradient slope, k.
In order to effectively account for the effects of the three inputs on the optimal results, the three inputs should be normalized. In the case of Kriging, the Dace Matlab Kriging Toolbox used in this paper performs the normalization by itself. 30 The normalization of the three inputs for the QRSM method, the RBF method and the E-RBF method are as follows.
since the ranges of the three outputs are not limited to the optimal results, the outputs are not normalized. Except the Kriging method, the pressure gradient slope, k, is scaled 100 times as
IV.A. Quadratic Response Surface Model
The polynomial response surface method is easy to implement, and it shows a global trend. In this paper, the Quadratic Response Surface Method (QRSM) is used to express the absolute value of the optimal voltages supplied to TE units, V T E , the average pressure gradient over one fan, ∆p avg , and the pressure gradient slope, k. The three candidate functions are as follows.
In the above Eqs. (21), (22) and (23),the a i 's, b i 's, and c i 's, are coefficients determined by the least squares approach using the data normalized from Table 4 . The values of the coefficients are listed in Table 5 .
IV.B. Radial Basis Functions
The RBF method expresses surrogate models as linear combinations of simple basis functions. The basis functions are based on Euclidean distance.
1 Different types of parametric functions can be selected as bases. The Euclidean distance can be expressed as
where x i is a sample point; and x is the variable. In this paper, basis functions in the multiquadric form is used as the bases, which can be expressed as
where where σ > 0 is a user-defined parameter.
The approximation function is a weighted sum of the basis functions across all sample points, which is given byf
where ω i are coefficients to be evaluated. To develop the three surrogate models for the optimal operation of the ATI window, the output,f (x), in Eq. (26) is substituted by V T E , ∆p avg andk, respectively. The normalizedT out ,v wind andĒ solar are three inputs. The parameter, σ is tuned to 0.01 to minimize the errors between testing data and the surrogate model outputs. The coefficients ω i of the surrogate models of V T E , ∆p avg andk corresponding to all conditions in Table 4 are listed in Table 7 , 8 and 9, respectively.
IV.C. Extended Radial Basis Functions
The Extended Radial Basis Functions (E-RBF) are developed to combine both radial and Non-Radial Basis Functions (N-RBF), which is an extension from RBF. 9 The non-radial basis functions are functions of each individual coordinate instead of the Euclidean distance. The N-RBF of the j th dimension at the i th sample point is expressed as
where φ L , φ R and φ β are components of the N-RBFs; and α Table 2 . 9 In the table, γ is a user-defined parameter of design variable ranges. 
The E-RBF functions are a linear combination of the RBFs and the N-RBFs. The combined function is expressed as
where n is the number of sample points; m is the number of design space dimensions; r is the Euclidean distance defined in Eq. (24); and ω i are coefficients to be evaluated. The output,f (x), in Eq. (28) is substituted by V T E , ∆p avg andk, respectively for the three surrogate models. The normalizedT out ,v wind andĒ solar are three inputs. To minimize the errors between testing data and the surrogate model outputs, the parameter, σ, used in the RBFs is tuned to 0.01; and the parameter, γ, is tuned to 0.075. The coefficients for the surrogate models of V T E , ∆p avg andk are listed in Table 7, 8 and 9, respectively.
IV.D. Kriging
The Kriging method estimates the summation of (i) a linear model and (ii) a systematic departure from the polynomial. The systematic departure stand for the fluctuations around the trend, which has a zero mean and a nonzero covariance. The general form of the kriging surrogate model can be expressed as 2 f (x) = µ + ε(x), E(ε) = 0, cov(ε(x l ), ε(x k )) = 0, ∀l, k A popularly used exponential correlation model is given by
where N dv denotes the number of the design space dimensions; σ is the standard deviation; φ m is a measurement of the degree of correlation among the data along the m th direction. To develop surrogate models, second order ploynomial functions are used as regression models. The correlation between random output vectors are assumed as the exponential form in Eq. (29) . The Matlab Kriging toolbox developed by Technical University of Denmark is used to determine the surrogate models.
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The correlation function parameter is 2. The generalized least squares estimate, β * , for the three surrogate models are listed in Table 10 . The correlation factors, γ * , for three surrogate models are listed in Table 11 . The estimates of process variance, σ 2 , for three surrogate models, V T E , ∆p avg and k, are 0.135, 0.229 and 0.00235, respectively.
V. Comparison of Surrogate Model Performance
The four types of surrogate models are developed in Section IV. The overall performance of the surrogate models is evaluated by two standard accuracy measures: (i) Root Mean Squared Error (RMSE), 6 , 31 which provides a global error measure over the entire design domain, and (ii) Maximum Absolute Error (MAE), 10, 32 which is indicative of local deviations. Ideally, it is desirable that both of these error measures are minimized. These metric measures are defined as
where f (x k ) represents the actual function value for the test point x k ;f (x k ) is the corresponding estimated value using the surrogate model; and n t is the number of test points chosen for evaluating the error measure.
The 10 sets of testing data are listed in Table 12 . The values of RMSE and MAE for different surrogate modeling methods are listed in Table 3 . In each row, the smallest value corresponding to each function is highlighted with bold fonts. The performance comparison in Table 3 shows that none of the surrogate modeling methods is universally superior to the other methods with respect to the current problem domain. For the three different outputs, particular methods are preferable to achieve higher accuracy. For V T E , the performance of the RBF method and the Kriging method is better than that of the other two. For ∆p avg , the performance of the QRSM method and the Kriging method is better than that of the other two. For k, the performance of the RBF method and the E-RBF method is better than that of the other two.
Nevertheless, the performance metrics are dependent on the sampling method. If the testing points are different, the performance might be different. Hence, it would be more helpful to test sample points that represent typical environmental conditions. Table 3 shows that the surrogate modeling method that has the lowest RMSE might not have the lowest MAE. In a region local to the sample point, the surrogate model with the lowest local errors is generally to be the best choice. For example, RBF has the lowest RMSE for V T E . However, it does not have the lowest value of MAE for V T E . It shows that, in certain regions in the weather condition space, RBF does not have the lowest errors.
A smart sampling method might be the way to deal with this issue. In this approach, the whole domain is divided into appropriate regions, and the space is sampled accordingly. To this end, a Latin hypercube sampling method can be implemented. Sequentially, the surrogate models are evaluated in the different regions; and the surrogate model that is locally more accurate than the others is selected. This method primarily separates the regions for implementation of the set of characteristically different surrogate models, in order to maintain a high accuracy over the whole domain.
VI. Concluding Remarks
To represent the optimal operation of the ATE window under varying environmental conditions, four types of surrogate models are developed, and their performances are compared. Quadratic Response Surface Methodology, Radial Basis Functions, Extended Radial Basis Functions, and Kriging are used. The parameters of the four types of surrogate models are determined. The performance comparison shows that the values of the two performance metrics, Root Mean Squared Error and Maximum Absolute Error, are at the same order of magnitude. None of the surrogate modeling methods has an overall better performance than the others in accuracy for the problem presented in this paper. For the different outputs of the optimal operation, particular methods have higher accuracy than the others, and hence are preferable to represent the optimal operation. 
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