Abstract-In this paper we present Ethane, a parallel search algorithm specifically designed for its execution on heterogeneous hardware environments. With Ethane we propose an algorithm inspired in the structure of the chemical compound of the same name, implementing a heterogeneous island model based in the structure of its chemical bonds. We also propose a schema for describing a family of parallel heterogeneous metaheuristics inspired by the structure of hydrocarbons in Nature, HydroCM (HydroCarbon inspired Metaheuristics), establishing a resemblance between atoms and computers, and between chemical bonds and communication links. Our goal is to gracefully match computers of different power to algorithms of different behavior (GA and SA in this study), all them collaborating to solve the same problem. The analysis will show that Ethane, though simple, can solve search problems in a faster and more robust way than well-known panmitic and distributed algorithms very popular in the literature.
I. INTRODUCTION
Metaheuristics are an important branch of research since they provide a fast an efficient way for solving problems. In many cases, parallelism is necessary, not only to reduce the computation time, but to enhance the quality of the solutions obtained. Many parallel models exist, both for local search methods (LSMs) and evolutionary algorithms (EAs), and even parallel heterogeneous models combining both methods are present in the literature [2] [3] .
In a modern lab, it is very common the coexistence of many different hardware architectures. It has been proven that such heterogeneous resources can also be used efficiently to solve optimization problems with standard parallel algorithms [4] [9] [10] , but there exist few works about the design of specific parallel models for an heterogeneous environment.
In this paper we propose a parallel search algorithm designed for its execution in a heterogeneous platform. We will also present a draft of a general model for describing a family of heterogeneous metaheuristics specifically designed for its execution in heterogeneous hardware environments, being inspired in the structure of the hydrocarbons that can be found in Nature.
Our contribution is not only methodological, but we also have carried out an analysis in order to study the behavior of our proposal. For our analysis, we have implemented two versions of the algorithm making use of two well-known metaheuristics: steady state Genetic Algorithm (ssGA) and Simulated Annealing(SA). We have compared our proposal with the panmictic versions of these algorithms and with a unidirectional ring of ssGA islands executed on the same hardware infrastructure. Our results show that the running times of our proposal are faster in some cases and more robust in the rest than the reference ssGA ring.
This paper is organized as follows. The next section (Section II) provides a brief review of decentralized and parallel metaheuristics. The Section III explains the proposed algorithm and the model that arises from its chemical inspiration. In Section IV we describe some common performance measures which are used in this work. Section V contains the problems, parameters and infrastructure used in our study. The analysis of the tests is exposed in Section VI. Eventually, concluding remarks and future research lines are shown in Section VII
II. DECENTRALIZED AND HETEROGENEOUS PARALLEL METAHEURISTICS
In this section we include a quick review on the existing implementations of decentralized and parallel metaheuristics, as well as on heterogeneity. We also include a description of the metaheuristics used in our heterogeneous algorithm.
Many parallel implementations exist for different groups of metaheuristics. We will focus in two of the more common families of metaheristics: Evolutionary Algorithms (EAs) and Local Search Metaheuristics (LSMs). On the one hand, EAs are population based methods, where a random population is instantiated and enhanced throw a Nature-like evolution process. On the other hand, only one candidate solution is used in LSMs, and it is enhanced by moving through its neighborhood replacing the candidate solution with another one, usually one with a better fitness value. EAs commonly provide a good exploration of the search space, so they are also called exploration-oriented methods. On the contrary, LSMs allow to find a local optima solution and subsequently they are called exploitation-oriented methods. Many different parallel models have been proposed for each method, and here we present the more representative ones.
A textbook GA uses a single population to which it applies variation and selection operators (see Algorithm 1 again) [5] . These algorithms are thus called panmictic GAs (Fig. 1a) . Panmictic GAs can be readily parallelized by using a master/slave model in order to perform evaluations in parallel, but retaining its panmictic behavior. This is called a global parallelization of the algorithm [2] (not used here but useful in many CPU intensive tasks). This PGA works well for a small number of nodes, but becomes hamstrung by excessive communications as the number of nodes increases.
In short, a panmictic GA has all its strings (black points in Fig. 1a ) in a single population, and, consequently, each of them can potentially mate with any other. Structuring the population usually leads to distinguish between distributed (Fig. 1b) and cellular (Fig. 1c) GAs. These two last models are usually found implemented on MIMD and SIMD machines, respectively. However, nothing prevents other kinds of parallelization or even a sequential time-sliced simulation to be used. Therefore, we distinguish between two kinds of structured GAs: distributed (dGAs) and cellular (cGAs) GAs, which could in turn be parallelized (or not) as coarse and fine grain PGAs, respectively.
In Fig. 2 we show what we call the structured-population evolutionary algorithm cube. This cube provides a generalized way to classify structured EAs and thus GAs. While a distributed GA has a large sub-population ð41Þ, a cGA has typically one single string in every sub-algorithm. In a dGA, the sub-algorithms are loosely 
A. Parallel EA Models
A panmictic EA applies its stochastic operators over a single population, which makes them easily parallelizable. A first strategy for its parallelization is the use of a master-slave approach where evaluations are performed in parallel but the population, unless divided, is treated as a whole, maintaining its panmictic behavior. It could be interesting for many tasks, but it does not offer the benefits of a structured population. Therefore, we are going to focus in structured populations, which leads to a distinction: we can distinguish between cellular and distributed EAs (Figure 1 ).
• Distributed EAs (dEA): In the case of distributed EAs, the population is divided into a number of islands that run an isolated instance of the EA (Figure 1b) . Although there is not a single population the sub-populations are not completely isolated: some individuals are sent from one population to another following a migration scheme. With this model there only exists a few sub-algorithms and they are loosely coupled.
• Cellular EAs (cEA): In the cellular model, there exists only one population which is structured into neighborhoods, so that an individual can only interact with the individuals inside its neighborhood ( Figure 1c ). Different neighborhood structures can lead to a different behavior. With the cellular model there exists a large number of sub-algorithms and they are tightly coupled.
B. Parallel LSM Models
Many different parallel models have been proposed for LSMs, but there exist three models that are widely extended in the literature: parallel multistart model, parallel moves model, and move acceleration model (Figure 2 ). . It is useful when the evaluation function can be itself parallelized. The move acceleration model does not alter the behavior of the algorithm. In both EAs and LSMs parallel models, each sub-algorithm includes a phase for communication with a neighborhood located on some topology. This communication can be carried out in a synchronous or asynchronous manner. Many works have found advantages in using an asynchronous execution model [5] . Additionally, asynchronism is essential in our study because of the heterogeneous hardware, which could produce bottlenecks, so our model communications are carried out in an asynchronous way.
C. Achieving the Heterogeneity
In the models presented above, all the sub-algorithms share the same search features. But we can modify the behavior of a parallel metaheuristic by changing the search features between sub-algorithms, obtaining what we call a parallel heterogeneous metaheuristic. Also the hardware being used to run the algorithm can be homogeneous or heterogeneous but we have not to be confused between the hardware platform heterogeneity and the heterogeneous software model. Parallel heterogeneous metaheuristics can be classified in four levels depending on the source of heterogeneity [1] :
• Parameter level: At this level, the same algorithm is used in each node, but the configuration parameters are different in one or more of them.
• Operator level: At operator level, heterogeneity is achieved by using different mechanisms for exploring the search space, such as different operators.
• Solution level: Heterogeneity is obtained using a different encoding for the solutions in each component. , and move acceleration model (c).
• Algorithm level: At this level, each component can run a different algorithm. This level is the most widely used. In this paper we propose an algorithm level parallel heterogeneous metaheuristic which is based in two different methods. We have chosen one method of each of the presented families, LSMs and EAs, in order to obtain a good balance between exploitation and exploration. The used methods are a Genetic Algorithm (GA) and a Simulated Annealing (SA).
GAs are one of the more popular EAs present in the literature. In Algorithm 1 we can see an outline of a panmictic GA. A GA starts with randomly generating a initial population P (0), with each individual encoding a candidate solution for the problem and its associated fitness value. At each iteration, a new population P (t) is generated using simple stochastic operators, leading the population towards regions with better fitness values.
Algorithm 1 Panmictic Genetic Algorithm
Generate(P (0)); Evaluate(P (0)); t := 0; while not stop condition(P (t)) do P (t) := Selection(P (t)); P (t) := Recombination(P (t)); P (t) := Mutation(P (t)); Evaluate(P (t)); P (t + 1) := Replace(P (t),P (t)); t := t+1; end while
In our algorithm, we have actually used a special variant of the generic GA called steady state Genetic Algorithm (ssGA) [11] . The difference between a common generational GA and a ssGA is the replace policy: while in a generational GA a full new population replaces de old one, in a ssGA only a few individuals, usually one or two, are generated at each iteration and merged with the existing population.
Because of its ease of use SA has become one of the most popular LSMs. SA is an stochastic algorithm which explores the search space using a hill-climbing process. A panmictic SA is outlined in Algorithm 2. SA starts with a randomly generated solution S. At each step, a new candidate solution S is generated. If the fitness value of S is better than the old value, S is accepted and replaces S. As the temperature T k decreases, the probability of accepting a lower quality solution S decays exponentially towards zero according to the Boltzmann probability distribution. The temperature is progressively decreased following an annealing schedule.
Algorithm 2 Panmictic Simulated Annealing
Generate(S); Evaluate(S); Initialize(T 0 ); k := 0; while not stop condition(S) do
With the basis of the classic SA, many different versions have been implemented by using a different annealing schedule. In our algorithm we have used the New Simulated Annealing (NSA) [12] , which uses a very fast annealing schedule. 
III. DESCRIPTION OF THE MODEL
In this section we present the particularities of Ethane, as well as we briefly outline the proposal of a generic model being inspired in the chemical compounds called hydrocarbons.
A. Ethane
With Ethane we propose a Nature inspired heterogeneous parallel search algorithm specifically designed for it execution in a heterogeneous hardware platform.
Usually, using a generic parallel model within a heterogeneous platform leads to bottlenecks caused by islands with limited resources which can not provide good enough solutions to islands whose populations are much more evolved. In ethane, each carbon atom is bonded to three hydrogen atoms, and there is another bond between both carbon atoms. In our Ethane algorithm, we propose the same schema, using two basic algorithms resembling different atoms, and migration channels resembling bonds. For our study, we have implemented two different versions of our algorithm. In Figure 3 it is shown the schema for the two instances of Ethane studied in this paper. Ethane G ( Figure  3a ) assigns a ssGA sub-algorithm to the central nodes, and a SA sub-algorithm to the slave nodes. On the contrary, Ethane S (Figure 3b ) allocates a SA sub-algorithm in each one of the central nodes, and a ssGA sub-algorithm in the slave nodes. With this schema, the most of the communication load falls on the master nodes, which are provided with the best hardware, moving some of the load out of the slowest nodes.
B. An Overview of HydroCM
From this chemical inspiration it arises a generic model based on the different structures of hydrocarbons. We have called it HydroCM (HydroCarbon inspired Metaheuristics). We shaped HydroCM as a generic model for a complete family of parallel heterogeneous metaheuristics. The goal of the model is to provide a schema for the islands and communications of the parallel algorithm to efficiently perform a search over a heterogeneous hardware architecture. Figure 4 represents some different structures for hydrocarbons as we can find them in Nature. Hydrocarbons are based in only two different atoms, carbon and hydrogen, and each of them can keep a number of bounds, being one for hydrogen and four for carbon.
In our model, we establish a resemblance between computers and atoms in the hydrocarbon. The bonds between atoms have a correspondence to communication channels, and double or triple bonds can be modeled as the amount of information being migrated or, in the case of non-population based algorithms, a higher migration rate. In our model, the fastest machines are associated with central carbon atoms (because of the higher computational effort caused by the migrations) and the slowest ones are associated with hydrogen atoms.
This model provides us with plenty of different schemes for designing a parallel heterogeneous algorithm because of the amount of hydrocarbons present in Nature and their different architectures: linear, ring, branches... obtaining a huge amount of different combinations depending on the number of fast and slow available computers and the topology of the network.
Ethane can be viewed as an instance of HydroCM for an environment composed of eight nodes, where two of them are more powerful than the rest, and making use of ssGA and SA. As well as Ethane is such an instance, we could instantiate many different algorithms depending on the underlying hardware architecture following the model proposed by HydroCM.
IV. PERFORMANCE MEASURES AND SPEEDUP
In this section we present the performance measures that are going to be used for assessing the performance of the studied algorithms. The measures that are going to be used are the numerical effort, the total run time and the speedup.
A widely accepted way of measuring the performance of a parallel metaheuristic is to check the number of evaluations of the fitness function needed to locate the optimum. This performance measure is called numerical effort. Numerical effort is widely used in the field of metaheuristics because it removes the effects of the implementation and the platform, but it could be misleading in many cases for parallel methods. Furthermore, the goal of the parallelism is not the reduction of the number of evaluations but the reduction of the running time.
The most significative performance measure for a parallel algorithm is the total run time needed to locate a solution. In a non-parallel algorithm, the use of the CPU time is a common performance measure. While parallelizing an algorithm should definitely include any overhead, for example for communication, we are not able to use the CPU time as a performance measure. Since the goal of parallelism is to reduce the real time needed to solve the problem, for parallel algorithms it becomes necessary to measure the real run time (wall-clock time) necessary to find a solution.
Because of the non-deterministic behavior of metaheuristics, it is needed to use average values for time and numerical effort. Although 30 runs could provide us a good estimation, we have executed the tests 100 times in order to obtain the statistical analysis.
In our analysis we will also study the speedup. The speedup represents the ratio between sequential and parallel average execution times (E[T 1 ] and E[T m ] respectively).
For the speedup to be a meaningful metric, we have to take care of many aspects for its analysis. Because of the aforementioned non-deterministic behavior of metaheuristics it is necessary to use average times, being these times the wall-clock times. The algorithms run in the single and multiprocessor platform must be exactly the same, thus panmictic algorithms can not be used for the analysis. The algorithms have to be executed until they found the solution or a solution of the same quality. Since in our study we are working over a heterogeneous platform, our reference point is the execution time of the program on the fastest single processor.
V. PROBLEMS, PARAMETERS, AND PLATFORM
In this section we include the basic information necessary to reproduce the experiments that have been carried out for this paper. First we will present the set of benchmark problems used for assessing the performance of our proposal. Second we will briefly explain the parameters used within the subalgorithms and the underlying hardware and software platform.
A. Benchmark Problems
In order to assess the performance of our algorithms, we have used two problems in the analysis: the Subset Sum Problem (SSP) [8] and the Massively Multimodal Deceptive Problem (MMDP) with 6 bits [7] .
The SSP problem consists in finding a subset of values V ⊆ W from a set of integers W = {w 1 , w 2 , ..., w n }, such that the subset sum approaches a constant C without exceeding it. We have chosen an instance with 2048 random integer numbers in the range [0.. 10 4 ] following a Gaussian distribution. MMDP is one of so called deceptive problems. Deceptive problems are specifically designed to make the algorithm converge to wrong regions of the search space, decorrelating the relationship between the fitness of a string and its genotype. In MMDP a binary string encodes k 6-bit sub-problems which contribute with a partial fitness depending on its number of 1's (unitation) following Table I . We have used an instance with strings of 150 bits so that the global optimum is k = 25.
B. Parameters of the Algorithms and Platform
The parameters used in every ssGA sub-population are a size of 64 individuals, a crossover probability of 0.8 and a mutation probability of 4.0 divided by the chromosome length. For the SA, we used the same mutation probability. For the SSP the chromosome length is 2048 an in the case of MMDP its length is 150 for both algorithms. In the case of the panmictic ssGA, the population size has been set to 64 individuals because larger populations have performed much worse than smaller ones for the proposed problems, and they have been not able to find the solution of the benchmark problems in a reasonable time.
We have chosen a migration frequency of 50 iterations for all the configurations after several initial preliminary experiments. The number of individuals migrated are 1 in all cases. For the ssGA, the emigrant is randomly selected and the immigrant replaces the worst individual of the population. In the SA, the immigrant is treated as a new move. The hardware infrastructure used in our analysis consists of 8 different machines: 2 of them have an Intel Core 2 Quad Q9400 @ 2.66GHz processor and 4GB of RAM (namely Type A, fast), the other 6 computers have an Intel Pentium 4 @ 2.4GHz processor and 1GB of RAM (namely Type B, slow). All the computers are managed by a GNU/Linux distribution, being Debian 5.0 for Type A, and SuSE 8.1, Debian 3.1 and Ubuntu 6.10 for Type B. The computers are connected by a Gigabit Ethernet Network. The algorithms have been implemented in Java in order to support both hardware and software heterogeneity. For the purpose of the analysis the version 1.6.0 01 of the Java Virtual Machine (JVM) is used in all the nodes.
VI. TESTS AND ANALYSIS
In this section we analyze the behavior of Ethane, and compare it with the well-known ssGA unidirectional ring. We have analyzed the aforementioned performance measures, being numerical effort, total run time and speedup, as well as the evolution of the fitness.
We have implemented two different algorithms based on Ethane. For the first one, Ethane G, we have provided the Type A computers with a central ssGA island, and Type B computers with a SA island. For the second algorithm, Ethane S, the fastest machines run central SA islands and the slowest ones run ssGA. As we mentioned above, the migration scheme resembles a molecule of ethane as represented in Figure 3 . In the parallel ssGA used as reference, the islands have been distributed over a unidirectional ring, placing the 
A. Numerical Effort
In Table II it is represented the numerical effort needed to find the optimum for each algorithm. It can be seen that our proposals performed better than the panmictic algorithms for both problems (in the case of MMPD, panmictic algorithms where not even able to find the optimum in a reasonable time). For the SSP, both Ethane versions performed numerically better than the reference ssGA ring, and one of the instances (Ethane S) performed better even for the MMDP.
From the point of view of numerical effort, all the differences are statistically significant according to the MannWhitney U test. Note that also the standard deviation is better in our algorithms, so that its behavior is more robust. We can see how the panmictic SA has reached the solution with less numerical effort because SA is a fast converging trajectory method, but as we will see with the analysis of the run time, the time needed to find a solution is worse than for the studied parallel models. Since the objective of our model is the reduction of the total execution time let us begin with the analysis of a more meaningful performance metric, the total run time. Table III shows the average execution time of each algorithm for each problem until global optimum is reached. As we can see, our proposals performed clearly better than the panmictic algorithms for both problems (remember that the panmictic algorithms where not able to find the optimum for the MMDP) as well as better than the ssGA ring does.
B. Total Run Time
As we can see in Table III , Ethane G was the best performing algorithm for the SSP problem. The Mann-Whitney U test gives a p-value of 0.0412 for the Ethane G compared to the ssGA ring, so the difference is statistically significant. The average time needed for Ethane G to find a solution is more than 30% better than for ssGA ring. Ethane S was the best algorithm solving the MMDP problem, with an average time slightly better than the ssGA ring, but with a much lower standard deviation, as Mann-Whitney U test confirms with a p-value of 0.007. The standard deviation of ssGA is more than twice the standard deviation of Ethane S. This means that the two representative instances of the Ethane family evaluated in this work can be more efficient and more robust/stable than standard sequential and distributed popular algorithms.
C. Speedup
In the Table IV , we can see a summary of the execution time of the studied algorithms within a single processor and its speedup with respect to the execution in the eight processors heterogeneous platform. As we can see, both versions of Ethane have obtained a better speedup than the ssGA for the SSP, but only Ethane S has achieved a better speedup for the MMDP.
As it is shown in Table IV , Ethane G has performed better than the reference ssGA ring even in a single processor in the case of SSP. Even when its performance over a single processor is still better, its speedup is the best of the three models, however, the value for the speedup is not good for any of the algorithms for this problem, being the value for Ethane G 3×. In the case of the MMDP Ethane G has not achieved as good speedup as the ssGA ring.
Ethane S still performed slightly better than the ssGA ring for a single processor for both problems. Even the speedup is better in both cases, being the best of the studied algorithms for the MMDP with a value of 6.76×. In the case of MMDP the speedup of the three algorithms was quite good although lineal speedup was not reached.
In summary, the speedup for the MMDP was quite good although lineal speedup was not achieved. In the case of SSP, Ethane G and B have not showed a very good speedup, and ssGA has showed even a worse speedup. This fact could be explained by the huge difference among the power of the different hardware configurations used (remember that the reference point for speedup is the best performing processor). In the case of SSP, the Figure shows that both Ethane versions clearly outperforms the ssGA ring, converging quite faster. We can see how Ethane G performs even better than Ethane S for this problem.
D. Evolution of the Fitness
For the MMDP, Ethane S performed clearly better than Ethane G as we can see in Figure 6 . Ethane S outperformed the ssGA ring, but the difference is not as large as with the SSP.
VII. CONCLUSIONS AND FUTURE WORK
In this paper we have presented a new heterogeneous parallel search algorithm based on the structure of ethane. We have also shaped a general model for designing heterogeneous algorithms depending on the underlying heterogeneous platform, inspired in the structures of the hydrocarbons present in Nature.
We have performed a set of tests in order to assess the performance of our proposal, and compared it with a wellknown state-of-the-art model, the ssGA unidirectional ring, and two well-known algorithms: SA and ssGA. Our tests have shown that our proposal can perform better in terms of time and numerical effort than the reference model, and Ethane is even able to find the solutions in a more robust/stable manner. Also the speedup of the proposed models is competitive with that of the reference model, obtaining quite good values even with the huge differences between the performance of the computers of the heterogeneous platform.
As future work we propose to extend and deeply analyze the HydroCM model, as well as to assess its performance with different configurations and real-life applications. Our goal is to offer a general model for gracefully matching computers of different powers to run different algorithms for efficiently solve the same problem, in a way that an heterogeneous platform does not constitute a problem but, on the contrary, could be used as a target platform for specialized new parallel algorithms.
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