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Предисловие
Понятие спинора ввели физики в квантовой механике. В общей матема-
тической форме спиноры были открыты великим французским геомет-
ром Эли Картаном в 1913 г. и переоткрыты Ван дер Варденом в 1928 г.
в связи с физическими исследованиями Дирака.
Спиноры дают линейное представление группы вращений n-мерного
комплексного аффинного пространства, при этом каждый спинор имеет
2ν компонент (ν = n/2 или ν = (n−1)/2). Спиноры 4-мерного простран-
ства Минковского входят в уравнения Дирака для электрона, волновые
функции которого ψ1, ψ2, ψ3, ψ4 являются компонентами спинора.
В книге Э. Картана, написанной в 1938 г. и переведенной на русский
язык в 1947 г. [1], теория спиноров развивается на основе геометриче-
ского определения основных математических объектов. "Благодаря этой
геометрической основе матрицы, которыми пользуются в квантовой ме-
ханике, возникают в ходе исследования сами собой" (Картан [1], с. 7).
Геометрической основе общей теории спиноров посвящена первая гла-
ва пособия. В первых двух параграфах этой главы подробно рассматри-
ваются (в духе известной работы проф. П. К. Рашевского [2]) алгебра
Клиффорда, группа версоров и алгебра аффиноров. В следующих па-
раграфах доказывается основная теорема об изоморфизме между алгеб-
рой Клиффорда и алгеброй аффиноров (§ 4) и рассматривается спинор-
ное представление при n=4 (§ 5). В § 6 определяются фундаментальные
спинтензоры, а в § 7 строится спинорное представление группы враще-
ний в четномерном комплексном евклидовом пространстве. В § 8 спинор
рассматривается как геометрический объект в комплексном евклидовом
пространстве и вводится понятие о сопряженных спинорах. Следующие
два параграфа посвящены спинорному представлению группы вращений
в (псевдо)евклидовых пространствах.
Во второй главе описывается спинорный аппарат физики. Определя-
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4ются и изучаются спиноры в пространстве Минковского, двухкомпонент-
ные спиноры Ван дер Вардена—Инфельда, спинтензоры и операторы Па-
ули. Излагается алгоритм расщепления, определяются спинтензоры кри-
визны Римана, Эйнштейна и Вейля, дается спинорная фрома уравнений
Эйнштейна. Устанавливается связь между спинорами и комплексными
изотропными тетрадами на лоренцевом многообразии, кратко излагают-
ся основы спинорного анализа.
Третья глава содержит необходимые для понимания основного тек-
ста сведения из тензорного анализа, теории групп и дифференциальной
геометрии.
Пособие предназначено для студентов и аспирантов физико-матема-
тических специальностей — физиков, математиков и механиков. Может
использоваться при чтении курсов квантовой механики, квантовой тео-
рии поля, теории суперсимметрий, теории струн и суперструн, общей
теории относительности.
Автор благодарен рецензенту А. А. Попову и Г. А. Аминову, внима-
тельно прочитавшему рукопись и сделавшему ряд важных замечаний.
Глава 1
Геометрическая теория
спиноров
1 Алгебра Клиффорда
"С нашей точки зрения теория спиноров
есть в первую очередь теория линейного
представления клиффордовой алгебры и лишь
в частности - линейного представления
группы вращений."
П. К. Рашевский
1.1 Вращения в комплексном евклидовом простран-
стве C+n .
Рассмотрим n-мерное комплексное евклидово пространство C+n , т. е.
комплексное аффинное пространство, в котором задана симметричная
невырожденная1 билинейная скалярная функция ϕ двух векторных ар-
гументов x и y. Эта функция называется скалярным произведением и
обозначается (x,y).
Введем в C+n базис {ei}, образованный какими-нибудь n линейно неза-
висимыми векторами e1, . . . , en. В этом базисе векторы x и y вполне
определяются своими координатами xi и yi :
x = xiei, y = y
iei,
1Т. е. для каждого вектора x 6= 0 найдется вектор y 6= 0 такой, что ϕ(x,y) 6= 0.
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а их скалярное произведение приобретает вид
(x,y) = (xiei, y
jej) = x
iyj(ei, ej) ≡ gijxiyj,
gij = gji, det |gij| 6= 0,
где gij — метрический тензор пространства C+n .
В пространстве C+n всегда можно ввести ортогональный базис, или
орторепер {ei}, для которого
gij = (ei, ej) = δij =
{
0, i 6= j,
1, i = j
,
и квадратичная форма
|x|2 ≡ (x,x) = gijxixj,
определяющая скалярный квадрат вектора, принимает особенно простой
вид:
gijx
ixj = x1
2
+ · · ·+ xn2.
Орторепер {ei} определяется с точностью до ортогональных преобразо-
ваний
ei′ = Oi′
iei,
где O — ортогональная матрица, т. е. матрица, совпадающая со своей
обратной транспонированной:
Otr = O−1, (1.1)
отсюда следует, что detO = ±1.
Преобразование репера (при неподвижном начале) называется соб-
ственным вращением, если detO = +1, и несобственным вращением,
если detO = −1.
Произвольный репер в пространстве C+n определяется с точностью до
невырожденного линейного преобразования
ei′ = Ai′
iei, det(Ai′
i) 6= 0,
при этом координаты вектора преобразуются по закону
xi
′
= Ai
i′xi,
где Aii
′ — матрица, обратная к Ai′ i :
Ai′
kAj
i′ = δkj , Ai
k′Aj′
i = δj′
k′ . (1.2)
АЛГЕБРА КЛИФФОРДА 7
1.2 Поливекторы.
Определение.Поливектором, или k-вектором называется k раз кон-
травариантный тензор ai1...ik , кососимметричный по всем своим индек-
сам.
k-вектор называется простым, если он составлен из заданных в опре-
деленном порядке k векторов p1, ...,pk по формуле
ai1...ik = k!p
[i1
1 · · · pik]k =
∣∣∣∣∣∣∣∣
pi11 p
i2
1 · · · pik1
pi12 p
i2
2 · · · pik2
· · · · · ·
pi1k p
i2
k · · · pikk
∣∣∣∣∣∣∣∣ (1.3)
(квадратные скобки означают альтернирование), т. е. является внешним,
или косым произведением векторов p1, . . . ,pk :
ai1...ik = (p1 ∧ · · · ∧ pk)i1...ik . (1.4)
Легко доказать, что при произвольном линейном преобразовании век-
торов pi :
p′i = L
j
ipj,
их косое произведение умножается на определитель матрицы этого пре-
образования
p′1 ∧ · · · ∧ p′k = det
∥∥Lji∥∥ p1 ∧ · · · ∧ pk.
Очевидно, что линейное преобразование L не меняет k-вектора (1.4)
тогда и только тогда, когда det
∥∥Lji∥∥ = 1, т. е. когда это преобразование
является унимодулярным.
Поэтому векторы, составляющие простой поливектор, определяют-
ся этим поливектором с точностью до линейного унимодулярного пре-
образования.
При k = 0 поливектор считают совпадающим со скаляром, при k = 1
он сводится к вектору, а при k = 2 называется бивектором.
n-вектор имеет лишь одну существенную компоненту a1···n, остальные
либо с точностью до знака совпадают с ней, либо равны нулю.
При k > n k-вектор тождественно равен нулю, ибо среди индексов
любой его компоненты обязательно есть равные.
Определение. Базисным k-вектором ei1···ik называется простой k-
вектор, составленный из базисных векторов ei1 , . . . , eik :
ei1···ik ≡ ei1 ∧ · · · ∧ eik . (1.5)
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У этого k-вектора все компоненты равны нулю, за исключением тех ком-
понент ej1···jki1···ik , у которых индексы j1, . . . , jk представляют собой четную
или нечетную подстановку индексов i1, . . . , ik. При четной подстановке
индексов такая компонента равна +1, а при нечетной она равна −1.
Множество всех k-векторов образует линейное пространство, натяну-
тое на базисные k-векторы. Каждый k-вектор a можно разложить по
базисным k-векторам:
a =
∑
i1<i2<···<ik
ai1···ikei1···ik ,
где суммирование ведется по всем сочетаниям из индексов 1, 2,. . . , n по
k индексов i1, i2,. . . , ik, расположенных для определенности в возраста-
ющем порядке.
Определение.Агрегатом A называется совокупность скаляра, век-
тора, бивектора, тривектора,. . . , n-вектора.
A(a, ai1 , ai1i2 , ai1i2i3 , . . . , ai1i2i3···in); (1.6)
числа в круглых скобках называются компонентами, или координатами
агрегата A.
Агрегат считается равным нулю тогда и только тогда, когда все его
компоненты равны нулю.
Если у агрегата все составляющие его поливекторы равны нулю, кро-
ме одного, например,
A(0, . . . , 0, ai1···ik , 0, . . . , 0),
то мы будем обозначать его символом этого поливектора: A = a, и говоря
о поливекторе, будем подразумевать соответствующий агрегат. Иногда,
желая подчеркнуть, что рассматривается не поливектор, а соответству-
ющий агрегат, мы будем говорить "скаляр-агрегат" , "вектор-агрегат" ,
и т. д.
Агрегаты можно рассматривать как элементы некоторой алгебры над
полем комплексных чисел, которую мы сейчас определим.
Суммой C двух агрегатов A(a, ai1 , . . .) и B(b, bi1 , . . .) назовем агрегат
C = A + B ≡ C (a+ b, ai1 + bi1 , . . .),
компоненты которого равны суммам соответствующих компонент агрегатов-
слагаемых.
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Умножение агрегата A на число b определим как умножение всех
компонент агрегата на это число:
Ab = bA ≡ C (ba, bai1 , . . .).
Теперь каждый агрегат можно представить в виде разложения
A = a+
∑
i1
ai1ei1 +
∑
i1<i2
ai1i2ei1i2 + · · ·+ a12···ne12···n. (1.7)
Потребуем, чтобы операция умножения агрегатов, которая ставит в
соответствие каждой упорядоченной паре агрегатов A и B их произве-
дение — агрегат AB, обладала следующими свойствами:
1◦. (A + B)C = AC + BC, C(A + B) = CA + CB (дистрибутивность).
2◦. A(BC) = (AB)C (ассоциативность).
3◦. Если A есть скаляр-агрегат a, то для любого агрегата B
AB = BA = aB.
4◦. Если A есть вектор-агрегат a, то
aa = |a|2 = (a, a),
где aa — произведение агрегатов, а (a, a) — скалярное произведение
векторов (скалярный квадрат вектора a).
5◦. Для любых векторов p1, . . . ,pk
p[1 · · ·pk] ≡ 1
k!
(p1p2p3 · · ·pk − p2p1p3 · · ·pk + · · · )
= p1 ∧ · · · ∧ pk,
где в левой части стоит альтернированное произведение векторов-
агрегатов, а в правой части косое произведение векторов.
Если векторы a и b ортогональны, т. е. (a,b) = 0, то
|a + b|2 = |a|2 + 2(a,b) + |b|2 = |a|2 + |b|2.
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С другой стороны, по свойству 4◦ имеем
(a + b)(a + b) = aa + ab + ba + bb = |a + b|2 = |a|2 + |b|2,
отсюда следует равенство ab + ba = 0, т. е. ортогональные векторы-
агрегаты антикоммутируют между собой.
Если, в частности, ei — векторы орторепера, то eiej + ejei = 0 при
i 6= j и так как e2i = 1, справедливо равенство
eiej + ejei = 2δij. (1.8)
Кроме того,
e[i1ei2 · · · eik] = ei1ei2 · · · eik ,
так как любые два вектора-агрегата, стоящие в левой части, антикомму-
тируют. Но тогда из свойства 5◦ и формулы (1.5) следует равенство
ei1···ik = ei1 · · · eik , (1.9)
согласно которому базисные поливекторы равны произведениям соот-
ветствующих базисных векторов, рассматриваемых как агрегаты.
Формулы (1.8) и (1.9) определяют правило умножения базисных по-
ливекторов. Перемножим для примера поливекторы e2531 и e436. Исполь-
зуя косую симметрию, найдем
e2531 = −e2513 = e2153 = −e1253 = e1235 = e1e2e3e5,
e436 = −e346 = −e3e4e6.
e2531 · e436 = e1e2e3e5 · (−e3e4e6) = −e1e2e3e5e3e4e6 =
= e1e2e5e3e3e4e6 = e1e2e5e4e6 = −e1e2e4e5e6,
ибо e23 = 1.
Теперь, пользуясь свойствами 1◦−5◦, легко получить следующее пра-
вило умножения агрегатов.
Для того, чтобы найти произведение агрегатов A и B, нужно раз-
ложить их по базисным поливекторам и соответствующие разложе-
ния почленно перемножить.
Пример. Если A = a+be1,B = c+de123, то AB = (a+be1)(c+de123) =
ac+ bce1 + ade123 + bde1e123 = ac+ bce1 + bde23 + ade123.
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Определение.Множество всех агрегатов в C+n с определенными вы-
ше операциями сложения, умножения и умножения на число, называется
алгеброй Клиффорда, или клиффордовой алгеброй в пространстве C+n и
обозначается Cl+n .
Агрегат называют четным (нечетным), если он содержит поливек-
торы лишь четной (соответственно нечетной) валентности 0,2,4,. . . (со-
ответственно 1,3,5,. . .).
Произведение агрегатов одинаковой четности есть четный агрегат.
Умножение агрегатов разной четности дает нечетный агрегат.
Алгебрами Клиффорда являются алгебра комплексных (веществен-
ных) дуальных чисел и алгебра H комплексных (вещественных) кватер-
нионов (3.2), гл. 3 (см. [2], §5).
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2 Группа версоров
2.1 Зеркальное отражение вектора относительно ги-
перплоскости.
В §1 были определены собственные и несобственные вращения орторепе-
ра в евклидовом пространстве. Можно, встав на другую точку зрения,
считать, что орторепер не изменяется, а преобразуются точки простран-
ства (т. н. дуализм между преобразованиями репера (координат) и точеч-
ными преобразованиями). Тогда вращение задает взаимно однозначное
отображение евклидова пространства на себя, не изменяющее его метри-
ческих свойств. Такие преобразования пространства C+n называются его
автоморфизмами, или движениями (изометриями).
В любом орторепере вращение задается формулой
yi = Oijx
j,
где xj - координаты исходной точки (вектора), а yj - координаты пре-
образованной точки (повернутого вектора), O - ортогональная матрица,
детерминант которой равен +1 в случае собственного вращения и −1 для
несобственного вращения.
Простейший пример несобственного вращения дает зеркальное отра-
жение от гиперпплоскости P. Так называется преобразование, ставящее
в соответствие каждой точке x ∈ C+n точку y ∈ C+n , симметричную x
относительно гиперплоскости P. Для получения y надо из точки x опу-
стить перпендикуляр на P и продолжить его на расстояние, равное длине
этого перпендикуляра.
Пусть a — единичный вектор, ортогональный гиперплоскости P. Для
любого вектора x вектор y = x− (a,x)a ортогонален вектору a и лежит
в гиперплоскости P , так как (a,x− (a,x)a) = 0. Поэтому равенство
x = (a,x)a + x− (a,x)a
задает разложение вектора x на составляющую вдоль вектора a и со-
ставляющую в гиперплоскости P, а равенство
y = −(a,x)a + x− (a,x)a = x− 2(a,x)a, (2.1)
которое получается из первого равенства умножением на −1 составляю-
щей по a, определяет зеркальное отражение вектора x относительно
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гиперплоскости, ортогональной вектору a. Если принять a за базисный
вектор e1, то последние уравнения примут вид: y1 = −x1, y2 = x2, ..., yn =
xn. В этом случае
O = diag(−1, 1, . . . , 1), detO = −1,
oтсюда следует, что зеркальное отражение является несобственным вра-
щением.
Теорема 2.1. (Э. Картан, гл. I, §10) Каждое собственное вращение
является произведением четного числа 2k ≤ n зеркальных отраже-
ний. Каждое несобственное вращение является произведением нечет-
ного числа 2k + 1 ≤ n зеркальных отражений.
2.2 Четные и нечетные версоры.
Будем рассматривать единичный вектор a и вектор x как агрегаты. Име-
ем
axa = a[(a,x)a + (x− (a,x)a)]a = (a,x)aaa + a(x− (a,x)a)a =
= (a,x)a− (x− (a,x)a) = −x + 2(a,x)a, (2.2)
ибо, как показано выше, векторы a и x − (a,x)a ортогональны и, сле-
довательно, антикоммутируют (п. 1.2). Сравнивая (2.2) с (2.1), получим
формулу, определяющую зеркальное отражение вектора x в направле-
нии единичного вектора a :
y = −axa. (2.3)
В случае любого (не обязательно единичного) неизотропного вектора a :
aa = |a|2 6= 0,
последняя формула принимает вид:
y = − a|a|x
a
|a| = −ax
a
|a|2 , (2.4)
где a|a| — единичный вектор, совпадающий по направлению с a.
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Назовем агрегат A−1 обратным к агрегату A, если выполнены усло-
вия
A−1A = 1, AA−1 = 1.
Если обратный агрегат A−1 существует, то он единствен. Действительно,
пусть AA−1 = 1 и A′A = 1. Умножив последнее равенство справа на
A−1, найдем A′ = A−1.
Если, в частности, a — неизотропный вектор-агрегат, то справедливы
формулы:
a−1 =
a
|a|2 , (2.5)
так как
aa−1 = a
a
|a|2 = 1, a
−1a =
a
|a|2a = 1,
и
(aka2 · · · a1)−1 = a−11 a−12 · · · a−1k ,
ввиду того, что
aka2 · · · a1a−11 · · · a−1k = 1, a−11 · · · a−1k ak · · · a1 = 1.
Из формул (2.4) и (2.5) следует, что зеркальное отражение в направле-
нии неизотропного вектора a определяется равенством
y = −axa−1. (2.6)
Рассмотрим произвольное вращение, являющееся произведением k
зеркальных отражений в направлениях k неизотропных векторов
a1, a2, . . . , ak.
Применяя последовательно предыдущую формулу, найдем
y = (−1)kak . . . a1xa−11 · · · a−1k , (2.7)
или
y = (−1)kVxV−1, (2.8)
где
V ≡ ak · · · a1 (a1, . . . , ak − неизотропные векторы)
— агрегат, называемый версором. При k четном версор V называется
четным версором, а при k нечетном нечетным версором.
Итак, каждый версор V однозначно определяет вращение по формуле
(2.8); по теореме Картана любое вращение может быть задано неко-
торым версором.
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2.3 Группа версоров.
Множество версоров в C+n образует группу относительно операции умно-
жения, так как
1) произведение версоров есть версор,
2) для каждого версора существует обратный версор,
3) существует единичный версор (например, e1e1 = 1).
Каждый версор V задает преобразование клиффордовой алгебры Cl+n
в себя, определяемое формулой
A→ V(A) = ±VAV−1
и называемое вращением клиффордовой алгебры Cl+n . Это преобразование
взаимно однозначно и обладает следующими свойствами:
1) V(A + B) = V(A) + V(B),
2)V(AB) = V(A)V(B),
3)V(aA) = aV(A) (a ∈ C),
т. е. является автоморфизмом2 алгебры Клиффорда.
Свойства алгебры Клиффорда Cl+n различны в случаях четного и
нечетного n.
В случае четного n = 2ν версор
e = e1e2 · · · en = e12...n
является четным и антикоммутирует со всеми базисными векторами:
eie = ei e1 · · · ei−1︸ ︷︷ ︸
i−1
ei ei+1 · · · en︸ ︷︷ ︸
2ν−i
= (−1)(i−1)+(2ν−i)eei = −eei,
и, следовательно, с любым вектором x : ex = −xe, или
x = −exe−1, (2.9)
Последнее означает, что версор e задает вращение, сводящееся к умно-
жению всех векторов на −1.
Если V − произвольный нечетный версор, то порождаемое им вра-
щение определяется следующей формулой (см. (2.8), (2.9)):
y = −VxV−1 = Vexe−1V−1 = (Ve)x(Ve)−1 = V˜xV˜−1,
2Взаимно однозначное преобразование, сохраняющее операции сложения, умноже-
ния и умножения на число элементов алгебры.
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где V˜ ≡ Ve — нечетный версор. Видим, что при n = 2ν каждое вращение
можно представить в виде
y = VxV−1, (2.10)
где V — некоторый версор (четный или нечетный).
Задание версора однозначно определяет вращение. Обратно, пусть
задано некоторое вращение, и пусть ему отвечают версоры V1 и V2 :
V1xV
−1
1 = V2xV
−1
2 ,
отсюда
V−12 V1x = xV
−1
2 V1,
т. е. версор V−12 V1 коммутирует со всеми векторами, в частности, со
всеми базисными векторами и, следовательно, со всеми их произведени-
ями (базисными поливекторами), а значит, и со всеми агрегатами. Агре-
гаты, обладающие этим свойством, мы будем называть центральными.
Покажем, что в случае n = 2ν центральные агрегаты совпадают с
числами.
Пусть A — центральный агрегат. Если он отличен от числа, то в его
разложении присутствует хотя бы один поливектор ei1···ik с ненулевым
коэффициентом:
A = · · ·+ ai1···ikei1···ik + · · · . (2.11)
Если k нечетное, то k < n и найдется ei такое, что i 6= i1, ..., ik. Так
как
eiei1···ikei = eiei1 · · · eikei = −ei1···ik , (2.12)
то вследствие центральности агрегата A имеем eiA = Aei, или
eiAei = A.
Подставляя сюда (2.11) и учитывая (2.12), придем к противоречию:
· · · − ai1...ikei1...ik + · · · = · · ·+ ai1...ikei1...ik + · · · .
Если k четное, то берем ei = ei1 . Тогда
ei1ei1i2...ikei1 = ei1ei1ei2...ikei1 = −ei1...ik
и снова получим противоречие. Следовательно, A есть число.
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В силу этого
V−12 V1 = a, или V1 = aV2,
т. е. вращение определяет версор с точностью до числового множителя.
Версоры, заданные с этой точностью, будем называть однородными.
Формула (2.10) устанавливает взаимно однозначное соответствие
(изоморфизм) между группой вращений в C+n (n = 2ν) и группой одно-
родных версоров по умножению.
Упражнения.
1. Доказать, что e2 = (−1)n(n−1)/2 и, следовательно,
e−1 = (−1)n(n−1)/2e.
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3 Алгебра аффиноров
Пусть Em есть m-мерное комплексное аффинное пространство и {eλ},
λ ∈ 1, ...,m, — его базис, по которому разлагается произвольный вектор
ξ ∈ Em : ξ = ξλeλ.
Определение.Аффинором (линейным оператором) Aˆ называется ли-
нейное отображение
Em 3 ξ → η = Aˆ(ξ) ∈ Em
пространства Em на себя:
Aˆ(aξ) = aAˆ(ξ) (a ∈ C),
Aˆ(ξ1 + ξ2) = Aˆ(ξ1) + Aˆ(ξ2).
Пусть Aˆ(eλ) = aµλeµ, тогда η
µ = aµλξ
λ. Соответствие между матрицей
линейного оператора A = ‖aµλ‖ в заданном базисе и линейным операто-
ром Aˆ носит взаимно однозначный характер.
При преобразовании базиса
eλ′ = l
λ
λ′eλ, det |lλλ′ | 6= 0,
координаты аффинора aµλ преобразуются по закону
aλ
′
µ′ = l
λ′
λ a
λ
µl
µ
µ′ ,
где ‖lλ′λ ‖ = L — матрица, обратная к матрице ‖lλλ′‖ = L−1 :
A′ = LAL−1. (3.1)
В множестве Mˆm всех аффиноров в Em обычным образом вводятся
операции сложения, умножения и умножения на число:
(Aˆ+ Bˆ)(ξ) = Aˆ(ξ) + Bˆ(ξ),
(bAˆ)(ξ) = bAˆ(ξ), b ∈ C,
AˆBˆ(ξ) = Aˆ(Bˆ(ξ)),
которые превращают это множество в алгебру, называемую алгеброй аф-
финоров.
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В каждом данном базисе алгебра аффиноров представлена матрич-
ной алгеброй Mm. Сложению, умножению и умножению на число аффи-
норов соответствуют cложение, умножение и умножение на число матриц
Aˆ+ Bˆ → A+B
bAˆ→ bA
AˆBˆ → AB.
Преобразование (3.1) задает автоморфизм матричной алгебры Mm, на-
зываемый ее внутренним автоморфизмом алгебры Mm. Все автомор-
физмы алгебры Mm внутренние.
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4 Основная теорема теории спиноров
Теорема 4.1. Алгебра Клиффорда Cl+n , где n = 2ν, изоморфна алгебре
аффиноров Mˆ2ν , т. е. между агрегатами A в пространстве C+n и аффи-
норами Aˆ в 2ν-мерном комплексном аффинном пространстве S2ν мож-
но установить взаимное однозначное соответствие f : Cl+n
f−→ Mˆ2ν :
A → Aˆ = f(A), сохраняющее операции сложения, умножения и умно-
жения на число:
1◦. f(A1 + A2) = f(A1) + f(A2),
2◦. f(A1A2) = f(A1)f(A2),
3◦. f(cA) = cf(A), c ∈ C.
Д о к а з а т е л ь с т в о. Рассмотрим вспомогательную клиффордову
алгебру Cl+ν в C+ν с базисными поливекторами
1, εα1 , εα1α2 , . . . , εα1α2···αk , . . . , ε12···ν (α1 < α2 · · · < αk), (4.1)
где индексы пробегают значения 1, . . . , ν, а векторы ε1, . . . , εν образуют
орторепер в C+ν . Число линейно независимых базисных поливекторов
(4.1) равно
C0ν + C
1
ν + · · ·+ Cνν = (1 + 1)ν = 2ν ,
поэтому клиффордову алгебру Cl+ν можно рассматривать как 2ν-мерное
комплексное векторное пространство S2ν , в котором роль векторов иг-
рают агрегаты Λ, а роль базисных векторов — базисные поливекторы
(4.1). На аффиноры Aˆ этого пространства и будут отображаться агрега-
ты алгебры A ∈ Cl+n .
Пусть {ei} — орторепер в C+n . Поставим в соответствие каждому век-
тору eα (α = 1, ..., ν) первой половины базиса аффинор Eˆα, действующий
в векторном пространстве S2ν по закону
Eˆα : Λ→ Λεα, (4.2)
согласно которому все агрегаты Λ ∈ Cl+ν умножаются справа на εα, а
каждому вектору eν+α второй половины базиса поставим в соответствие
аффинор Eˆν+α в S2ν , действующий по закону
Eˆν+α : Λн → −iεαΛн, Λч → iεαΛч, (4.3)
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где Λч—произвольный четный, а Λн—произвольный нечетный агрегаты
из C+ν . Последнее преобразование определено для любого агрегата Λ, так
как его можно представить в виде суммы четного и нечетного агрегатов.
Как мы знаем, базисные векторы ep алгебры Cl+n обладают следую-
щими свойствами:
epeq = −eqep (p 6= q), epep = 1, (4.4)
где единица обозначает агрегат (1, 0, . . . , 0). Такими же свойствами об-
ладают аффиноры Eˆp, которые мы будем называть базисными аффино-
рами:
EˆpEˆq = −EˆqEˆp (p 6= q), EˆpEˆp = Iˆ , (4.5)
где Iˆ — единичный аффинор. В самом деле, если p, q ≤ ν, то в силу (4.2)
и антикоммутативности базисных векторов εα ∈ Cl+ν имеем
EˆpEˆq = Eˆp(Λεq) = Λεqεp = −Λεpεq = −EˆqEˆpΛ (p 6= q),
EˆpEˆpΛ = Λεpεp = Λ.
Если p = ν + α, q = ν + β, α, β = 1, . . . , ν, то
Eˆν+αEˆν+βΛч = Eˆν+α (iεβ)Λч︸ ︷︷ ︸
нечетный агрегат
= (−iεα)(iεβ)Λч =
=
{
−(−iεβ)(iεα)Λч = −Eˆν+βEˆν+αΛч при α 6= β,
ε2αΛч = IˆΛч при α = β.
Наконец, при p = ν + α, q = β ≤ ν, α = 1, . . . , ν, имеем
Eˆν+αEˆβΛч = Eˆν+α (Λчεβ)︸ ︷︷ ︸
нечетный агрегат
= −iεαΛεβ,
EˆβEˆν+αΛч = Eˆβ(iεαΛч) = iεαΛεβ,
отсюда следует Eˆν+αEˆβΛч = −Eˆν+αEˆβΛч, и то же для нечетного агре-
гата Λн.
Определим теперь отображение f алгебры Cl+n в Mˆ2ν : A→ f(A) = Aˆ,
поставив в соответствие произвольному агрегату
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A = a+ Σai1ei1 + Σ
i1<i2
ai1i2ei1i2 + · · ·+ a12···ne12···n =
a+ Σai1ei1 + Σ
i1<i2
ai1i2ei1ei2 + · · ·+ a12···ne1e2 · · · en (4.6)
аффинор
Aˆ = aIˆ + Σai1Eˆi1 + Σ
i1<i2
ai1i2Eˆi1Eˆi2 + · · ·+ a12···nEˆi1Eˆi2 . . . Eˆin . (4.7)
Ясно, что отображение f обладает свойствами 1◦, 3◦, т. е. линейно, и
сохраняет произведения (свойство 2◦), поскольку разложения A и f(A)
имеют одни и те же коэффициенты, а базисные аффиноры перемножа-
ются по тому же закону, что и базисные векторы. Для установления изо-
морфизма и завершения доказательства теоремы 2.1 остается доказать
биективность отображения f . Предоставив это читателю, рассмотрим
вопрос о единственности установленного изоморфизма.
Пусть f : A → Aˆ — изоморфизм алгебры Клиффорда Cl+n на ал-
гебру аффиноров Aˆ в S2ν ≡ S, а f ′ : A → Aˆ′ — изоморфизм той же
алгебры Клиффорда на алгебру аффиноров Aˆ′ в каком-нибудь другом
пространстве S ′2ν ≡ S ′. Тогда существует изоморфизм ϕ : Aˆ → Aˆ′ ал-
гебры аффиноров Aˆ в S на алгебру аффиноров Aˆ′ в S ′. Если выбрать
базисы в S и S ′, то аффиноры Aˆ и Aˆ′ будут представлены матрицами
A и A′, а изоморфизм ϕ перейдет в автоморфизм матричной алгебры
M2ν , т. е. внутренний автоморфизм A′ = LAL−1, где L — постоянная
невырожденная матрица (см. §3). Если перейти в S к новому базису
||ε˜α|| = L−1||εβ||, то последняя формула примет вид равенства A′ = A.
Если теперь отождествить S и S ′, то из равенства A = A′ будет следо-
вать равенство Aˆ = Aˆ′, т. е. изоморфизмы f и f ′ совпадут; в этом смысле
построенный нами изоморфизм f является единственным.
Определение. Изоморфизм f между алгеброй Клиффорда Cl+n в C+n ,
n = 2ν, и алгеброй аффинорв в S2ν называется спинорным представле-
нием клиффордовой алгебры Cl+n , а пространство S2ν называется спин-
пространством (по отношению к евклидову пространству C+n ). Векто-
ры пространства S2ν будем называть спинорами, или спинвекторами,
тензоры в S2ν — спинтензорами, а реперы в S2ν — спинреперами (спин-
базисами).
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5 Спинорное представление при n = 4
Для построения спинорного представления Cl+n в 2ν-мерном комплекс-
ном аффинном пространстве S2ν надо для каждого базисного вектора ei
в C+n подобрать аффинор Eˆi в S2ν так, чтобы выполнялись соотношения
(4.5)
EˆpEˆq = −EˆqEˆp (p 6= q), EˆpEˆp = Iˆ , (5.1)
при этом требуемый изоморфизм f реализуется путем соотнесения агре-
гату (4.6) аффинора (4.7). Выбор аффиноров Eˆi сводится фактически к
выбору матриц Ei, удовлетворяющих условиям (5.1) и представляющих
аффиноры Eˆi в каком-нибудь базисе. В большинстве случаев конкрет-
ный выбор матриц Ei не имеет особого значения, важно лишь, чтобы они
удовлетворяли условиям (5.1).
Рассмотрим клиффордову алгебру Cl+4 с базисными поливекторами
1, ei, eij, eijk, e1234. (5.2)
Вспомогательная клиффордова алгебра Cl+2 , играющая роль спинпро-
странства S2ν ≡ S4, имеет базисные поливекторы
1, ε12︸ ︷︷ ︸
четные
, ε1, ε2︸ ︷︷ ︸
нечетные
. (5.3)
Произвольный агрегат Λ ∈ Cl+2 записывается в виде
Λ = λ+ λ12ε12 + λ
1ε1 + λ
2ε2 = Λч + Λн (5.4)
Этот агрегат можно рассматривать также как вектор в комплексном
векторном пространстве S4, определенный в базисе (5.3) координатами
λ, λ12, λ1, λ2.
Построим изоморфизм f алгебры Cl+4 на Mˆ4, поставив в соответствие
базисным векторам ei аффиноры Eˆi согласно (4.2), (4.3) :
Eˆ1 : Λ→ Λε1,
Eˆ2 : Λ→ Λε2,
Eˆ3 : Λн → −iε1Λн, Λч → iε1Λч,
Eˆ4 : Λн → −iε2Λн, Λч → iε2Λч.
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Подставив сюда (5.4), получим
Eˆ1 : λ+ λ
12ε12 + λ
1ε1 + λ
2ε2 → λ1 − λ2ε12 + λε1 − λ12ε2,
Eˆ2 : λ+ λ
12ε12 + λ
1ε1 + λ
2ε2 → λ2 + λ1ε12 + λ12ε1 + λε2,
Eˆ3 : λ+ λ
12ε12 + λ
1ε1 + λ
2ε2 → −iλ1 − iλ2ε12 + iλε1 + iλ12ε2,
Eˆ4 : λ+ λ
12ε12 + λ
1ε1 + λ
2ε2 → −iλ2 + iλ1ε12 − iλ12ε1 + iλε2,
(5.5)
Отсюда видно, что под действием аффиноров Eˆ1, . . . , Eˆ4 координаты век-
тора Λ ∈ S4 преобразуются при помощи следующих матриц, представ-
ляющих аффиноры Eˆi в базисе (5.3):
E1 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 1 0
... 0 −1
. . . . . . . . . . . . . . .
1 0
...
0 −1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, E2 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 1
... 1 0
. . . . . . . . . . . . . . .
0 1
...
1 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
(5.6)
E3 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i 0
... 0 −i
. . . . . . . . . . . . . . .
i 0
...
0 i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, E4 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 −i
... i 0
. . . . . . . . . . . . . . .
0 −i ...
i 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
(незаполненные места состоят из нулей). Легко проверить, что эти мат-
рицы обладают свойствами
EpEq = −EqEp (p 6= q), EpEp = I (p, q = 1, 2, 3, 4). (5.7)
Если выбрать другие матрицы Ei с такими свойствами, то получим фак-
тически то же самое спинорное представление алгебры Cl+4 в том же
спинпространстве S4, но рассматриваемое в другом спинрепере. Видим,
что матрицы Ei определяются с точностью до преобразования спинре-
пера.
Для того, чтобы получить образ произвольного агрегата A ∈ Cl+4 ,
надо вычислить матрицы Eij = EiEj, Eijk = EiEjEk, E1234 = E1E2E3E4
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аффиноров Eˆij = EˆiEˆj, Eˆijk = EˆiEˆjEk, Eˆ1234 = Eˆ1Eˆ2Eˆ3Eˆ4, отвечающих
базисным поливекторам eij, eijk, e1234, и записать соответствующее раз-
ложение согласно (4.7). Например,
E1234 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
1 0
...
0 1
...
. . . . . . . . . . . . . . .
... −1 0
... 0 −1
∥∥∥∥∥∥∥∥∥∥∥∥∥
. (5.8)
В квантовой физике, в частности, в релятивистской теории электро-
на, для данного орторепера {ei} чаще всего подбирают спинрепер так,
чтобы матрицы Ei имели вид
E1 ≡ −iγ1 = −i
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 1
... 1 0
. . . . . . . . . . . . . . .
0 −1 ...
−1 0 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 −i
... −i 0
. . . . . . . . . . . . . . .
0 i
...
i 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
E2 ≡ −iγ2 = −i
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 −i
... i 0
. . . . . . . . . . . . . . .
0 i
...
−i 0 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 −1
... 1 0
. . . . . . . . . . . . . . .
0 1
...
−1 0 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
(5.9)
E3 ≡ −iγ3 = −i
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 1 0
... 0 −1
. . . . . . . . . . . . . . .
−1 0 ...
0 1
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
=
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i 0
... 0 i
. . . . . . . . . . . . . . .
i 0
...
0 −i ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
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E4 ≡ γ0 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
1 0
...
0 1
...
. . . . . . . . . . . . . . .
... −1 0
... 0 −1
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
E1234 ≡ γ5 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −1 0
... 0 −1
. . . . . . . . . . . . . . .
−1 0 ...
0 −1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
где γ5 = −iγ0γ1γ2γ3, γi — матрицы Дирака, обладающие свойством
γiγj + γjγi = 2ηij (i, j = 0, 1, 2, 3),
здесь ηij = diag(+1,−1,−1,−1) — компоненты метрического тензора в
пространстве Минковского R(3)4 сигнатуры (+−−−) (см. [7]).
Упражнения.
2. Найти преобразование спинбазиса (5.6) в спинбазис (5.9).
3. Найти образ бивектора в C+4 (спинбивектор) в спинбазисах (5.6) и
(5.9).
4. Построить спинорное представление при n = 2.
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6 Фундаментальные спинтензоры
6.1 Спинтензор cλµ.
Определим транспонирование агрегата A ∈ Cl+n как замену в его раз-
ложении по базисным поливекторам ei1···ik каждого ei1···ik на eik···i1 :
ei1...ik → eik...i1 .
Для этого нужно произвести всего (k− 1) + · · ·+ 1 = k(k− 1)/2 транспо-
зиций в расположении индексов i1, . . . , ik. Так как каждая транспозиция
сводится к умножению поливектора на −1, то
eik···i1 = (−1)k(k−1)/2ei1···ik , (6.1)
в частности,
en n−1···1 = (−1)n(n−1)/2e12···n. (6.2)
Транспонированный агрегат A мы будем обозначать A˜. Легко убе-
диться, что операция транспонирования агрегатов обладает следующи-
ми свойствами.
1◦. Инвариантность относительно выбора орторепера. Если обозначить
через A′ агрегат A в новом орторепере {e′i}, то, очевидно,
A˜′ = A˜′.
2◦. Для всякого агрегата A ˜˜
A = A.
3◦. Для любых агрегатов A,B и числа a ∈ C
A˜ + B = A˜ + B˜, c˜A = cA˜.
4◦. Транспонирование меняет порядок множителей на обратный:
A˜B = B˜A˜.
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Достаточно проверить последнее свойство для базисных поливекторов
A = ei1...ik и B = ej1···jm :
˜ei1···ikej1...jm = ejm···j1eik···i1 ,
или
˜ei1 . . . eikej1 . . . ejm = ejm . . . ej1eik . . . ei1 .
Если все множители в этом произведении различны, то можно записать
e˜i1...ikj1...jm = ejm...j1ik...i2i1 ,
что верно по определению транспонирования. Пусть теперь среди мно-
жителей имеются два одинаковых. Так как расположение векторов в
правой части зеркально отражает расположение векторов в левой ча-
сти, то между совпадающими векторами в обеих частях стоит одно и то
же число векторов. Поэтому, переставляя в каждой части совпадающие
векторы так, чтобы они оказались рядом, и вычеркивая их (e2s = 1), мы
совершим одинаковое число транспозиций в той и другой части равен-
ства, не нарушая его. В конце концов мы избавимся от всех совпадающих
векторов и придем к предыдущему случаю.
В силу перечисленных свойств взаимно однозначное отображение
A→ A˜
является антиавтоморфизмом алгебры Cl+n .
Другой пример антиавтоморфизма дает преобразование T матричной
алгебры в себя
A→ AT ,
ставящее в соответствие каждой матрице A транспонированную матрицу
AT .
Очевидно, что обратный антиавтоморфизм есть снова антиавтомор-
физм, и композиция двух антиавтоморфизмов является автоморфизмом.
В спинорном представлении, где в определенном базисе агрегаты A
и A˜ представлены соответственно матрицами A и A˜, антиавтоморфизм
A→ A˜ запишется так:
A→ A˜.
Тогда композиция двух антиавтоморфизмов
AT → A→ A˜ : AT → A˜
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будет автоморфизмом матричной алгебры, и, следовательно, её внутрен-
ним автоморфизмом:
A˜ = CATC−1, (6.3)
где A — произвольная, а C — невырожденная постоянная матрица. Если
положить
A =
∥∥aλµ∥∥ , A˜ = ∥∥a˜λµ∥∥ , C = ∥∥cλµ∥∥ , C−1 = ‖cλµ‖
и условиться считать верхний или первый индекс номером строки, то
уравнение (6.3) запишется так:
a˜λµ = c
λρaσρcσµ, (6.4)
где ρ нумерует строки, так как aσρ — элемент транспонированной матри-
цы AT . Кроме того
CλσCσµ = δ
λ
µ. (6.5)
Как известно, аффинор преобразуется при переходе к другому спин-
реперу как тензор, один раз ковариантный и один раз контравариант-
ный. Условимся преобразовывать величины Cλµ как координаты дважды
контравариантного тензора, а величины Cλµ — как координаты дважды
ковариантного тензора, тогда уравнения (6.4) и (6.5) будут инвариант-
ными относительно преобразования спинрепера.
Упражнения.
5. Доказать, что тензор Cλµ определен с точностью до численного
множителя a 6= 0 и симметричен или кососимметричен в зависимо-
сти от размерности n = 2ν:
Cλµ = (−1)ν(ν−1)/2Cµλ.
6.2 Спинтензор eλµ.
Пусть A = Aн + Aч ∈ Cl+n (n = 2ν) — произвольный агрегат. Преобра-
зование
A→ A∗ = −Aн + Aч (6.6)
является автоморфизмом алгебры Cl+n , ибо оно линейно, биективно и
сохраняет произведения. Покажем, что
A∗ = eAe−1, (6.7)
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где e = e1...n есть n-вектор, заданный в каком-нибудь орторепере. Ис-
пользуя равенства eei = −eie и e−1 = (−1)n(n−1)/2e (Упр. 1, §2), получим
e(Aн + Aч)e−1 = −Aн + Aч,
что и требовалось доказать.
Заметив, что равенство (6.7) останется в силе, если умножить e на
численный множитель, отличный от нуля, положим
ε = ±in(n−1)/2 (6.8)
и запишем (6.7) в виде
A∗ = (εe)A(εe)−1, (6.9)
или
A∗ = (εe)A(εe), (6.10)
так как
(εe)−1 = ±(−i)n(n−1)/2e−1n · · · e−12 e−11 = ±(−i)n(n−1)/2en . . . e1 =
± (−i)n(n−1)/2(−1)n(n−1)/2e12...n = ±in(n−1)/2e = εe,
где мы воспользовались равенством e−1i = ei, которое следует из условия
e2i = 1.
В спинорном представлении агрегату εe соответствует некоторый аф-
финор Eˆ = εEˆ1 . . . Eˆn = εEˆ1...n, при этом автоморфизм (6.10) запишется
в виде
Aˆ∗ = EˆAˆEˆ, (6.11)
где Eˆ2 = Iˆ в силу (εe)2 = 1. В матричном представлении, определенном
в каждом спинбазисе, автоморфизм примет вид
A∗ = EAE (6.12)
или
∗
a
λ
µ = e
λ
µa
ρ
σe
σ
µ, (6.13)
где
E = εE1...n =
∥∥eλµ∥∥ , A∗ = ∥∥∥∗aλµ∥∥∥ , (6.14)
eλµ — один раз ковариантный и один раз контравариантный спинтензор,
отвечающий агрегату εe, E2 = I, E = E−1.
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6.3 Спинтензор eλµ.
Рассмотрим антиавтоморфизм A→ A˜∗, полученный в результате компо-
зиции антиавтоморфизма A→ A˜ на автоморфизм A→ A∗. В спинорном
представлении будем иметь
A˜∗ = C(EAE)TC−1 = CETAT (CET )−1.
Обозначив
CET = E ′ =
∥∥eλµ∥∥ , ‖eσµ‖ = E ′−1, (6.15)
так что
eλµ = cλρeµρ , e
λσeσµ = δ
λ
µ. (6.16)
можно записать
A˜∗ = E ′ATE ′−1, или
∗
a˜λµ = e
λρaσρeσµ. (6.17)
Покажем, что может существовать только один автоморфизм или
антиавтоморфизм алгебры Клиффорда, переводящий базисные векторы
ei в наперед заданные агрегаты Ai:
ei → Ai.
Действительно, тогда в случае автоморфизма
ei1...ik = ei1 . . . eik → Ai1 . . .Aik ,
в случае антиавтоморфизма
ei1...ik = ei1 . . . eik → Aik . . .Ai1 .
По линейности автоморфизм или антиавтоморфизм распространяется на
любой агрегат и таким образом вполне определяется.
Суммируем полученные результаты.
В клиффордовой алгебре Cl+n (n = 2ν) имеется четыре фундамен-
тальных автоморфизма и антиавтоморфизма
1. Автоморфизм, при котором ei → ei. Таким будет тождественный
автоморфизм A→ A и только он (в силу предыдущего замечания).
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2. Автоморфизм, при котором ei → −ei. Таким будет автоморфизм
A→ A∗ и только он. В спинорном представлении
∗
a
λ
µ = e
λ
ρa
ρ
σe
σ
µ, (e
λ
ρe
ρ
µ = δ
λ
µ).
3. Антиавтоморфизм, при котором ei → ei. Это антиавтоморфизм
A→ A˜ и только он. В спинорном представлении
a˜λµ = c
λρaσρcσµ
4. Антиавтоморфизм, при котором ei → −ei. Это антиавтоморфизм
A→ A˜∗ и только он. В спинорном представлении
∗
a˜λµ = e
λρaσρeσµ. (6.18)
Спинтензоры Cλµ, eλµ и eλµ называются фундаментальными спинтен-
зорами.
6.4 Фундаментальные спинтензоры в случае n=4.
Пусть в C+4 выбран какой-нибудь орторепер {ei}. В S4 в спинрепере (5.6)
имеем
E1 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 1 0
... 0 −1
. . . . . . . . . . . . . . .
1 0
...
0 −1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, E2 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 1
... 1 0
. . . . . . . . . . . . . . .
0 1
...
1 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
(6.19)
E3 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i 0
... 0 −i
. . . . . . . . . . . . . . .
i 0
...
0 i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, E4 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 −i
... i 0
. . . . . . . . . . . . . . .
0 −i ...
i 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
.
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Для получения автоморфизма A→ A˜ следует подобрать матрицу C
так, чтобы E˜i = CETi C−1 = Ei (что равносильно EiC = CETi ), т. е. чтобы
e˜i = ei, — это условие необходимо и достаточно для получения автомор-
физма в силу сделанного выше замечания. Принимая во внимание легко
проверяемые равенства
ET1 = E1, E
T
2 = E2, E
T
3 = −E3, ET4 = −E4,
найдем
E1C = CE1, E2C = CE2, E3C = −CE3, E4C = −CE4.
Видим, что этим условиям удовлетворяет кососимметричная матрица
C = E3E4:
C =
∥∥∥cλµ∥∥∥ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
0 −1 ...
1 0
...
. . . . . . . . . . . . . . .
... 0 1
... −1 0
∥∥∥∥∥∥∥∥∥∥∥∥∥
.
Любая другая матрица C отличается от найденной численным множителем
a 6= 0.
Найдем eλµ в том же спинрепере (6.19). Учитывая, что при n = 4 из (6.8)
следует ε = ±1, положим ε = 1, εe = e1234. Пользуясь (6.14) и (5.8), получим
∥∥∥eλµ∥∥∥ = E = E1234 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
1 0
...
0 1
...
. . . . . . . . . . . . . . .
... −1 0
... 0 −1
∥∥∥∥∥∥∥∥∥∥∥∥∥
.
После этого в силу (6.15) найдем
∥∥∥eλµ∥∥∥ = E′ = CET =
∥∥∥∥∥∥∥∥∥∥∥∥∥
0 −1 ...
1 0
...
. . . . . . . . . . . . . . .
... 0 −1
... 1 0
∥∥∥∥∥∥∥∥∥∥∥∥∥
, (6.20)
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‖eλµ‖ = (E′)−1 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
0 1
...
−1 0 ...
. . . . . . . . . . . . . . .
... 0 1
... −1 0
∥∥∥∥∥∥∥∥∥∥∥∥∥
.
В спинрепере (5.9) имеем
ET1 = −E1, ET2 = E2, ET3 = −E3, ET4 = E4.
Рассуждая так же, как в предыдущем случае, найдем C = E13 и вычислим
координаты фундаментальных спинтензоров:
C =
∥∥∥cλµ∥∥∥ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
0 −1 ...
1 0
...
. . . . . . . . . . . . . . .
... 0 −1
... 1 0
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
∥∥∥eλµ∥∥∥ = E = E1234 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −1 0
... 0 −1
. . . . . . . . . . . . . . .
−1 0 ...
0 −1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
∥∥∥eλµ∥∥∥ = CET =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 1
... −1 0
. . . . . . . . . . . . . . .
0 1
...
−1 0 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, ‖eλµ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 −1
... 1 0
. . . . . . . . . . . . . . .
0 −1 ...
1 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
.
(6.21)
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7 Спинорное представление группы враще-
ний в C+2ν
Как показано в §2, каждое вращение в C+n (n = 2ν) можно представить в виде
y = VxV−1,
где x и y — соответственно исходный и повернутый векторы, а V — некоторый
версор, т. е. агрегат
V = ak · · ·a1, |ai|2 6= 0 (i = 1, . . . , k), (7.1)
определяемый с точностью до численного множителя a 6= 0.
Нормируем версоры таким образом, чтобы каждому вращению отвечал
версор, определяемый с точностью до умножения на −1.
Так как транспонирование не меняет векторов и обращает порядок сомно-
жителей (§6), то транспонируя агрегат (7.1), получим
V˜ = a˜1 . . . a˜k = a1 · · ·ak.
Поскольку четность агрегата V совпадает с четностью числа k, действие ав-
томорфизма A→ A∗ (6.6) приводит к умножению V на (−1)k, поэтому
V˜∗ = (−1)ka1 · · ·ak, (7.2)
и так как aiai = |ai|2, то
VV˜∗ = (−1)k|a1|2 · · · |ak|2 = c 6= 0 (c ∈ C).
Если положить c = 1/a2, то предыдущая формула примет вид
(aV)(aV˜)∗ = 1,
где a = ±1/√c. Отсюда видно, что имеются два и только два (отличающихся
лишь знаком) версора aV и −aV, представляющих данное вращение и удо-
влетворяющих условию нормировки
VV˜∗ = 1. (7.3)
Пример. Рассмотрим вращение в C+2 :{
y1 = cosϕ x1 − sinϕ x2,
y2 = sinϕ x1 + cosϕ x2.
(7.4)
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Пусть даны единичные векторы a = cosα e1 + sinα e2, b = cosβ e1 + sinβ e2
и два версора ±V = ±ba, удовлетворяющих условию нормировки:
(±V)(±V˜)∗ = (±ba)(−1)2(±ab) = |a|2|b|2 = 1.
Покажем, что вращение (7.4) можно представить в виде
y = (±V)x(±V)−1,
где
x = x1e1 + x
2e2, y = (cosϕx
1 − sinϕ x2)e1 + (sinϕ x1 + cosϕ x2)e2
— векторы-агрегаты алгебры Клиффорда Cl+2 . Имеем
V = ba = cos(β − α)− sin(β − α)e12,
V−1 = a−1b−1 = ab = cos(β − α) + sin(β − α)e12,
(±V)x(±V)−1 = baxab =
=
(
cos 2(β − α) x1 − sin 2(β − α) x2)e1 + (sin 2(β − α) x1 + cos 2(β − α) x2) e2.
Приравнивая полученное выражение y, найдем: ϕ = 2(β − α). Видим, что
вращению (7.4) отвечают два (и только два) нормированных версора
±V = ±(cos ϕ
2
− sin ϕ
2
e12).
В дальнейшем мы всегда будем считать версоры нормированными. Мно-
жество всех таких версоров образует группу (подгруппу группы однородных
версоров), ибо при умножении версоров условие нормировки сохраняется: если
V1V˜
∗
1 = 1 и V2V˜∗2 = 1, то
(V1V2) ˜(V1V2)
∗
= V1V2V˜
∗
2V˜
∗
1 = 1.
Группа нормированных версоров, определенных с точностью до знака (т. е.
±V рассматривается как один элемент группы) изоморфна группе вращений
в C+2ν , а группа нормированных версоров (без объединения +V и −V в один
элемент) дважды накрывает группу вращений.
В спинорном представлении версоры V будут представлены аффинорами
Vˆ в спинпространстве S2ν . Пусть V = (υλµ) (detV 6= 0) — матрица аффинора
Vˆ в каком-нибудь спинрепере. Согласно (6.18)
∗
υ˜λµ = e
λρυσρ eσµ,
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и условие нормировки (7.3) примет вид
υpiλ
∗
υ˜
λ
µ = δ
pi
µ , или υ
pi
λe
λρυσρ eσµ = δ
pi
µ , (7.5)
отсюда, свертывая с eµκ, найдем
υpiλe
λρυκρ = e
piκ, т. е. V E′V T = E′. (7.6)
Доказано, что каждому вращению в C+2ν взаимно однозначно отвечает
пара версоров ±V, а следовательно, и пара аффиноров ±Vˆ в S2ν , которые
определяют (также с точностью до знака) аффинное преобразование S2ν в
себя, называемое спинвращением:
ψ → ±Vˆ (ψ), (7.7)
где ψ обозначает спинор, то есть вектор в S2ν .
В спинрепере {ελ}, λ = 1, . . . , 2ν , где справедливо разложение ψ = ψλελ,
а аффинор Vˆ представлен матрицей V = (υλµ), спинвращение определяется
формулой:
ψα → ±υαβψβ.
Таким образом, существует изоморфизм между группой вращений в C+2ν и
группой аффинных преобразований в спинпространстве S2ν , рассматриваемых
с точностью до умножения на −1, т. е. группой спинвращений.
Этот факт можно выразить иначе, сказав, что группа спинвращений яв-
ляется двузначным линейным представлением группы вращений.
Под действием спинвращения каждый спинтензор переходит в новый спин-
тензор, имеющий в "повернутом" базисе такие же координаты, какие имел ис-
ходный спинтензор в исходном спинбазисе; при этом выбор исходного базиса
безразличен.
Например, спинтензор с компонентами T λ1...λk в спинрепере {ελ} под дей-
ствием спинвращения преобразуется по формуле
T λ1...λk → (±1)kυλ1µ1υλ2µ2 . . . υλkµkTµ1µ2...µk . (7.8)
Отсюда видно, что при спинвращении компоненты преобразованных спинтен-
зоров четных валентностей определяются однозначно, а нечетных — с точ-
ностью до умножения на −1. Поэтому каждый спинтензор четной валент-
ности дает однозначное линейное представление группы вращений в C+2ν в
пространстве, являющемся линейной оболочкой спинтензоров, полученных из
данного спинтензора всевозможными спинвращениями, а каждый спинтензор
нечетной валентности дает двузначное линейное представление группы вра-
щений в C+2ν .
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Координаты спинтензора eλµ не меняются при спинвращениях спинрепе-
ра. Действительно, из (7.6) и (3.2) следует
eλµ → υλσυµρ eσρ = eλµ.
В спинрепере (5.6) каждый вектор a = aiei представляется матрицей A =
aiEi:
A =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... a1 − ia3 a2 − ia4
... a2 + ia4 −a1 − ia3
. . . . . . . . . . . . . . . . . . . . . . . .
a1 + ia3 a2 − ia4 ...
a2 + ia4 −a1 + ia3 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
=
∥∥∥∥ 0 A′A′′ 0
∥∥∥∥ .
Несложные вычисления показывают, что
A′A′′ = −detA′ · I,
detA′ = detA′′ = −a2 = −(a1)2 − (a2)2 − (a3)2 − (a4)2.
Матрица A принадлежит к числу матриц вида∥∥∥∥0 PQ 0
∥∥∥∥ , detP = detQ, (7.9)
где P,Q — 2×2 матрицы с равными определителями. Произведение нечетного
числа матриц вида (7.9) есть матрица того же вида. Произведение четного
числа матриц вида (7.9) есть матрица вида∥∥∥∥P 00 Q
∥∥∥∥ , detP = detQ. (7.10)
Поэтому версор V = ak . . .a1 при нечетном k (несобственное вращение) пред-
ставляется матрицей V вида (7.9), а при четном k (собственное вращение) —
матрицей V вида (7.10), причем detP = detQ 6= 0 в силу неизотропности век-
торов a1, . . . ,ak. Можно доказать, что, обратно, всякая матрица вида (7.9) и
(7.10) при условии detP = detQ 6= 0 представляет некоторый версор.
Мы установили, что в спинрепере (5.6) всевозможные версоры представ-
лены всевозможными матрицами вида (7.9) и (7.10) при условии detP =
detQ 6= 0.
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Так как в спинорном представлении условие нормировки версоров имеет
вид (7.6):
V E′V T = E′,
то учитывая, что согласно (6.20)
E′ =
∥∥∥∥R 00 R
∥∥∥∥ , где R = ∥∥∥∥0 −11 0
∥∥∥∥ ,
получим в случае четного версора:∥∥∥∥P 00 Q
∥∥∥∥ · ∥∥∥∥R 00 R
∥∥∥∥ · ∥∥∥∥P 00 Q
∥∥∥∥T = ∥∥∥∥PRP T 00 QRQT
∥∥∥∥ = ∥∥∥∥R 00 R
∥∥∥∥ .
Поскольку PRP T = detP ·R для любой квадратной матрицы второго порядка,
последнее условие сводится к требованию detP = detQ = 1.
К такому же выводу приходим в случае нечетного версора.
Таким образом, в спинрепере (5.6) всевозможные нормированные версоры
представлены всевозможными матрицами вида
∥∥∥∥0 PQ 0
∥∥∥∥ и ∥∥∥∥P 00 Q
∥∥∥∥, где P и
Q — унимодулярные матрицы.
Упражнения.
6. Построить спинорное представление группы вращений при n = 2.
7. Записать в явном виде матрицу произвольного собственного ортогональ-
ного преобразования (собственного вращения) через элементы двух про-
извольных унимодулярных матриц как через параметры.
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8 Спинор как геометрический объект в C+2ν
До сих пор мы рассматривали спиноры как векторы спинпространcтва S2ν ,
под которым понимали отдельное комплексное аффинное пространство, свя-
занное с первоначальным пространством C+n только тем, что аффиноры в S2ν
используются для представления агрегатов в C+n .
Можно, однако, "перенести" спинор в исходное пространство, наделив его
свойствами геометрического объекта в C+n , — именно такой подход характерен
для использования спиноров в физике. Далее мы покажем, как можно это
сделать.
Фиксируем какой-либо орторепер {◦ei} в C+n и какой-либо спинрепер {
◦
ελ} в
S2ν . Поставим в соответствие каждому ортореперу {ei} в C+n спинрепер {ελ}
в S2ν таким образом, чтобы при переводе начального орторепера {◦ei} в орто-
репер {ei} подходящим вращением в C+n , спинрепер {ελ} получался из спин-
репера {◦ελ} соответствующим спинвращением согласно (7.7).
Так как спинвращение определено с точностью до знака, то спинрепер {ελ}
также будет определен с точностью до знака. В итоге получим взаимно одно-
значное соответствие
{ei} → ±{ελ} (8.1)
между множеством всех ортореперов в C+n и некоторым множеством спинре-
перов, определенных с точностью до знака. В частности,
◦
ei → ±◦ελ.
Так как тождественное вращение в C+n определяется версором V = ±1,
то соответствующее спинвращение будет Vˆ = ±Iˆ и, следовательно, орторепер
{◦ei} перейдет в спинрепер ±{◦ελ}.
Когда орторепер {ei} подвергается какому-либо вращению, соответству-
ющий ему спинрепер {ελ} подвергается соответствующему спинвращению.
В самом деле, если
{◦ei} ±V−−→ {ei} и {◦ei} ±V
′−−−→ {e′i},
то по определению
{◦ελ} ±Vˆ−−→ {ελ} и {◦ελ} ±Vˆ
′−−→ {ε′λ},
следовательно,
{ei} ±V
′V−1−−−−−→ {e′i} и {ελ} ±Vˆ
′Vˆ −1−−−−−→ {ε′λ}. (8.2)
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Видим, что вращениеV′V−1 и спинвращение Vˆ ′Vˆ −1 соответствуют друг другу,
ч. т. д.
Условимся всякий раз, когда C+n отнесено к какому-либо ортореперу {ei},
относить S2ν к соответствующему спинреперу ±{ελ} согласно (8.1).
Координатами спинтензора в орторепере {ei} в C+n будем называть его
координаты в соответствующем спинрепере {ελ}.
При этом координаты спинтензоров нечетной валентности в орторепере
{ei} определяются с точностью до умножения на −1, а координаты спинтензо-
ров четной валентности (в частности, аффиноров) определяются однозначно,
так как переход от спинрепера {ελ} к спинреперу {−ελ} их не меняет.
Произведем вC+n произвольное вращение, а в S2ν — соответствующее спин-
вращение. Эти преобразования, очевидно, могут быть представлены в форме
(8.2), где ±V′V−1—произвольный фиксированный версор, {ei} — произволь-
ный орторепер, а {ελ}—соответствующий ему спинрепер. Запишем формулы
преобразования (8.2) в виде:
ei′ = l
i
i′ei, εα′ = λ
α
α′εα. (8.3)
Преобразование (8.2) взаимно однозначно определяет величины lii′ и, следова-
тельно, с точностью до знака, величины λαα′ , которые будут, таким образом,
функциями от lii′ : λ
α
α′ = λ
α
α′(l
i
i′).
Так как закон преобразования любого спинтензора записывается через λαα′
(по образцу (3.2)), то при переходе от одного орторепера к другому: ei′ =
lii′ei, преобразованные компоненты спинтензора будут функциями исходных
компонент спинтензора и величин λαα′(l
i
i′). Это означает, что спинтезоры, в
частности, спиноры можно рассматривать как геометрические объекты в
C+n
3.
Во всех ортореперах {ei} (фактически в соответствующих спинреперах
{εα}) базисные векторы ei, а следовательно, и базисные поливекторы ei1...ik
представлены одними и теми же постоянными матрицами Ei, Ei1...ik =
Ei1 · · ·Eik . Представление однозначно, поскольку каждый агрегат представ-
ляется аффинором, то есть четным спинтензором, который не меняется при
замене εα → −εα.
Установим более общий результат. Пусть A — агрегат в C+n , представ-
ленный в каком-либо спинрепере {εα} матрицей A = ‖aλµ‖. Выполним в C+n
3Напомним, что геометрическим объектом Ω называется система N величин, на-
зываемых координатами, или компонентами геометрического объекта, заданных от-
носительно некоторой системы координат (xi) как функции от xi и преобразующихся
при переходе к любой другой системе координат
(
xi
′
)
по закону, включающему толь-
ко координаты геометрического объекта в исходной системе координат, координатные
функции xi
′
(xj) от xj и производные этих функций достаточно высокого порядка.
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произвольное вращение ±V, а в спинпространстве S2ν — соответствующее
спинвращение ±Vˆ с матрицей V = ‖υλµ‖. Покажем, что агрегат B = VAV−1,
полученный вращением ±V из A, представлен в новом спинрепере
ε′λ = Vˆ (ελ) = ±υµλεµ
такой же матрицей B = A, какой был представлен агрегат A в старом спин-
репере {εα}.
Действительно, в новом спинрепере аффинор Bˆ представлен матрицей B =
‖bµλ‖ :
Bˆ(ε′λ) = b
µ
λε
′
µ. (8.4)
Так как равенству агрегатов B = VAV−1 соответствует равенство аффиноров
Bˆ = Vˆ AˆVˆ −1, то
Bˆ(ε′λ) = Vˆ AˆVˆ
−1ε′λ = Vˆ AˆVˆ
−1Vˆ (ελ) = Vˆ Aˆ(ελ) = Vˆ a
µ
λεµ = a
µ
λVˆ εµ = a
µ
λε
′
µ. (8.5)
Сравнивая это с (8.4), получим требуемое равенство aµλ = b
µ
λ, т. е. B = A.
Из результатов предыдущего параграфа и принятого соглашения следует
постоянство координат фундаментального спинтензора eλµ во всех орторе-
перах {ei}. Действительно, при спинвращениях спинрепера координаты этого
спинтензора перобразуются по закону
eρσ → υρλυσµeλµ = eρσ,
последнее равенство вытекает из (7.6).
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9 Спиноры в вещественном псевдоевклидо-
вом пространстве R(s)n
9.1 Алгебра Cl(s)n .
Рассмотрим вещественное евклидово пространство R(s)n размерности n и ин-
декса s с основой формой
x2 = −(x1)2 − (x2)2 − . . .− (xs)2 + (xs+1)2 + . . .+ (xn)2,
где xi ∈ R — координаты вектора в каком-нибудь (псевдо)ортогональном ба-
зисе, который будем, как раньше, называть орторепером. Это пространство
можно определить в рамках комплексного евклидова пространства C+n следу-
ющим образом.
Выберем вR(s)n какой-нибудь орторепер {ek} и умножим первые s векторов
этого орторепера на мнимую единицу i, так что их скалярные квадраты будут
равны −1. В результате получится репер
{~ξ
k
} ≡ {ie1, . . . , ies, es+1, . . . , en}. (9.1)
За векторы в R(s)n примем те векторы из C+n , которые разлагаются по ре-
перу (9.1) с вещественными коэффициентами. Действительно, если x = xi~ξ
i
,
то
x2 = xixj(~ξ
i
, ~ξ
j
) =
−(x1)2 − (x2)2 − . . .− (xs)2 + (xs+1)2 + . . .+ (xn)2 (xi ∈ R).
Точно так же за агрегаты в R(s)n примем агрегаты из C+n , которые разла-
гаются, наподобие (1.7), по произведениям векторов ~ξ
k
с вещественными ко-
эффициентами.
Совокупность Cl(s)n всех таких агрегатов замкнута относительно операций
сложения, умножения и умножения на число. Поэтому она образует веще-
ственную подалгебру алгебры Cl+n . Определение алгебры Cl
(s)
n инвариантно
относительно выбора орторепера (9.1) в пространстве R(s)n , так как при пре-
образовании орторепера новые базисные векторы разлагаются по старым с
вещественными коэффициентами.
Будем рассматривать в спинпространтсве S2ν спинтензоры
T α˙β...γ˙δ...,
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имеющие два сорта индексов — обыкновенные β, δ, . . . и пунктированные,
т. е. отмеченные точкой, α˙, γ˙, . . .. При произвольном преобразовании спин-
репера непунктированные индексы участвуют в преобразовании по обычному
тензорному закону, а для пунктированных индексов матрица преобразования
заменяется комплексно сопряженной матрицей. Пусть, например,
υβ′ = λ
β
β′υβ, υ
β′ = λβ
′
β υ
β,
где λββ′ и λ
β′
β — взаимно обратные матрицы. Обозначим
(
λββ′
)∗ ≡ λβ˙
β˙′
,
(
λβ
′
β
)∗ ≡
λβ˙
′
β˙
, где ∗ означает комплексную сопряженность. Тогда закон преобразования
пунктированных индексов примет вид:
υβ˙′ = λ
β˙
β˙′
υβ˙′ , υ
β˙′ = λβ˙
′
β˙
υβ˙.
9.2 Спинтензор Πα
β˙
.
Если агрегат A разлагается по произведениям базисных векторов (9.1) с ве-
щественными коэффициентами, получается агрегат из Cl(s)n . Если же в этом
разложении брать всевозможные комплексные коэффициенты, то это будет
равносильно разложению с всевозможными комплексными коэффициентами
по базисным поливекторам ei1...ik , т. е. получится вся алгебра Клиффорда Cl
+
n .
Отсюда следует, что каждый агрегат из C+n может быть однозначно представ-
лен в виде
A = A1 + iA2,
где A1, A2 ∈ Cl(s)n .
Отображение
f : A→ A = A1 − iA2 (9.2)
алгебры Cl+n на себя обладает следующими свойствами:
1◦. f — биекция,
2◦. A+B = A+B.
3◦. AB = A B.
4◦. (α+ iβ)A = (α− iβ)A (α, β ∈ R).
Такие отображения будем называть псевдоавтоморфизмами алгебры Клиф-
форда Cl+n .
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Ясно, что (
∀A ∈ Cl(s)n
)
: A = A.
Если теперь положить n = 2ν, то в спинорном представлении, где в за-
данном базисе каждый агрегат A представлен соответствующей матрицей A,
рассматриваемый псевдоавтоморфизм примет вид псевдоавтоморфизма мат-
ричной алгебры M2ν :
ϕ : A→ A.
Псевдоавтоморфизмом матричной алгебры M2ν является также преобра-
зование
ψ : A→ A∗,
при котором каждая матрица А заменяется комплексно сопряженной матри-
цей A∗. Тогда композиция ϕ ◦ ψ−1
ϕ ◦ ψ−1 : A∗ → A→ A¯, или A∗ → A
будем автоморфизмом алгебрыM2ν и, следовательно, её внутренним автомор-
физмом (см. §3). Это означает, что существует постоянная невырожденная
матрица Π такая, что
A = ΠA∗Π−1. (9.3)
Покажем, что матрица Π определена с точностью до вещественного чис-
ленного множителя.
Очевидно, что дважды повторенное преобразование A → A дает тожде-
ственное преобразование: A = A. Применяя это преобразование к обеим ча-
стям равенства (9.3), получим:
ΠA∗Π−1 = Π(ΠA∗Π−1)∗Π−1 = ΠΠ∗A(ΠΠ∗)−1 = A,
отсюда
A(ΠΠ∗) = (ΠΠ∗)A.
Ввиду произвольности матрицы A это означает, что
ΠΠ∗ = λI отсюда Π∗Π = λ∗I (λ 6= 0). (9.4)
С другой стороны, умножив первое из равенств (9.4) на Π справа и сократив
затем на Π слева, получим:
Π∗Π = λI. (9.5)
Сравнивая это с (9.4), найдем λ = λ∗, т. е. λ ∈ R.
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Умножив Π на 1/
√| λ |, будем иметь ΠΠ∗ = I (при λ > 0) или ΠΠ∗ = −I
(при λ < 0), т. е.
ΠΠ∗ = ±I. (9.6)
После этого произвол в выборе матрицы Π сводится к умножению на eiθ, где
θ ∈ R.
В обозначениях
A =
∥∥∥aλµ∥∥∥ , A = ∥∥∥aλµ∥∥∥ , A∗ = ∥∥∥aλ˙µ˙∥∥∥ = ∥∥∥(aλµ)∗∥∥∥ ,
Π =
∥∥∥Πλµ˙∥∥∥ , Π−1 = ∥∥∥Πλ˙µ∥∥∥
преобразование A→ ΠA∗Π−1 примет вид
aλµ = Π
λ
λ˙
aλ˙µ˙ Π
µ˙
µ,
при этом
Πλµ˙ Π
µ˙
σ = δ
λ
σ
и, согласно (9.6),
Πλµ˙
(
Πµσ˙
)∗
= ±δλσ .
Величины Πµ
λ˙
определяют новый фундаментальный спинтензор, с помо-
щью которого записывается псевдоавтоморфизм A→ A.
Для нахождения фундаментального спинтензора Πλµ˙ достаточно подо-
брать матрицу Π такую, чтобы
ΠE∗α Π
−1 = −Eα, ΠE∗λ Π−1 = Eλ (α = 1, . . . , s; λ = s+ 1, . . . , n). (9.7)
В самом деле, последнее условие означает, что преобразование A → ΠA∗Π−1
сохраняет базисные матрицы iEα, Eλ, т. е. базисные векторы ie1, . . . , ies, es+1,
. . . , en. Но тогда оно сохраняет и их произведения, и комбинации этих про-
изведений, взятые с любыми вещественными коэффициентами, т. е. любые
агрегаты A ∈ Cl(s)n .
Положим для примера n = 4 и s = 1. Выберем в C+n какой-нибудь
орторепер {ei} и орторепер {e1, e2, e3, ie4 ≡ e0} в R(1)4 .
В спинрепере (5.6) имеем E∗1 = E1, E∗2 = E2, E∗3 = −E3, E∗4 = −E4.
Поэтому условия (9.7) примут вид:
ΠE1 = E1Π, ΠE2 = E2Π, ΠE3 = −E3Π, ΠE4 = E4Π.
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Этим условиям удовлетворяет матрица Π = E1E2E4:
Π =
∥∥∥Πλµ˙∥∥∥ = E1E2E4 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... i 0
... 0 i
. . . . . . . . . . . . . . .
i 0
...
0 i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, Π Π∗ = I. (9.8)
В спинрепере (5.9) E∗1 = −E1, E∗2 = E2, E∗3 = −E3, E∗4 = E4. Условия (9.7)
дают:
ΠE1 = −E1Π, ΠE2 = E2Π, ΠE3 = −E3Π, ΠE4 = −E4Π.
В этом случае
Π =
∥∥∥Πλµ˙∥∥∥ = E2 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 −1
... 1 0
. . . . . . . . . . . . . . .
0 1
...
−1 0 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, Π Π∗ = I. (9.9)
9.3 Спинтензор Πλ˙µ.
Опустив с помощью eλσ индекс σ у Πσµ˙ на второе место внизу, определим
спинтензор
Πµ˙λ=eλσΠ
σ
µ˙. (9.10)
При подходящей нормировке тензора Πµµ˙ новый спинтензор будет эрмитовым:
Πµ˙λ = Π
∗
λ˙µ
, т. е. Π = Π∗T
(Упр. 8).
Можно ввести еще один спинтензор
Πλµ˙ = Πµ˙ρe
ρλ. (9.11)
Матрицы (9.10) и (9.11) взаимно обратные:
Πλµ˙Πµ˙σ = Π
µ˙
ρe
ρλeσpiΠ
pi
µ˙ = e
ρλeσpiδ
pi
ρ = δ
λ
σ .
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Пример. Пусть n = 4 и s = 1. В спинрепере (5.6)
‖Πµ˙λ‖ =
∥∥∥∥∥∥∥∥
0 0 0 −i
0 0 i 0
0 −i 0 0
i 0 0 0
∥∥∥∥∥∥∥∥ .
В спинрепере (5.9)
‖Πµ˙λ‖ =
∥∥∥∥∥∥∥∥
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
∥∥∥∥∥∥∥∥ . (9.12)
В обоих случаях получаются эрмитовы тензоры.
Упражнение 8. Учитывая, что тензор Πµµ˙ определен с точностью до умно-
жения на eiθ, θ ∈ R, доказать, что при подходящей нормировке тензора Πµµ˙
спинтензор Πµ˙λ будет эрмитовым, т. е.
Πµ˙λ = Π
∗
λ˙µ
.
Указание.Использовать перестановочность псевдоавтоморфизмаA→ A˜∗ =
ΠA∗Π−1 (9.2) и антиавтоморфизма A → A = E′ATE′−1 (6.17). В спинорном
представлении:
E′(ΠA∗Π−1)TE′−1 = Π(E′ATE′−1)∗Π−1.
Действительно, псевдоавтоморфизм A→ A˜∗ сводится к замене всех коэффи-
циентов в разложении агрегата A по базисным поливекторам на комплексно
сопряженные, а автоморфизм A → A — к изменению знаков коэффициентов
при базисных поливекторах нечетного ранга.
9.4 Сопряженные спиноры.
При переходе от одного базиса к другому спинор ψα преобразуется по закону:
ψα
′
= υα
′
α ψ
α,
отсюда
(ψα
′
)∗ = (υα
′
α )
∗(ψα)∗, или ψα˙
′
= υα˙
′
α˙ ψ
α˙.
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Так как
Πα
′
α˙′ = Π
β
α˙υ
α′
β υ
α˙
α˙′ ,
где
υα
′
α υ
α
β′ = δ
α′
β′ , υ
α˙′
α˙ υ
α˙
β˙′ = δ
α˙′
β˙′ ,
то, свертывая Παα˙ с ψ
α˙ и обозначив
ψ
α
= Παα˙ψ
α˙,
найдем
ψ
α′
= Πα
′
α˙′ψ
α˙′ = Πβα˙υ
α′
β υ
α˙
α˙′υ
α˙′
β˙
ψβ˙ = Πβα˙ψ
α˙υα
′
β = ψ
β
υα
′
β .
Отсюда следует, что величины ψα преобразуются как компоненты спинора.
Определение. Спинор
ψ
α
= Παα˙ψ
α˙,
называется сопряженным к спинору ψα.
Покажем, что спинор ψα, сопряженный к сопряженному спинору ψα, или
совпадает с исходным спинором, или отличается от него знаком.
Действительно,
ψ
α
= Πα
β˙
ψβ˙ = Παα˙(Π
α
β˙
ψβ˙)∗ = Παα˙(±Πα˙β)ψβ = ±ψα,
поскольку Π∗ = ±Π−1 согласно (9.6).
При n = 4 имеем Π∗ = Π−1, поэтомуψ
α
= ψα.
Опускание и поднятие спинорных индексов производится с помощью фун-
даментальных спинтензоров eαβ и eαβ, при этом свертывание всегда проводит-
ся по второму индексу у eαβ , eαβ .
Например, ковариантные компоненты спинора ψα, сопряженного к ψα,
вычисляются так:
ψα = eαβψ
β
= eαβΠ
β
γ˙ψ
γ˙ = Πγ˙αψ
γ˙ = (Πα˙γψ
γ)∗ =
= (eγµΠ
µ
α˙ψ
γ)∗ = (±eµγψγΠµα˙)∗ = (±ψµ˙)(±Πµ˙α) = (±Πµ˙α)(±ψµ˙).
В итоге получим
ψα = Πγ˙αψ
γ˙ = (±Πµ˙α)(±ψµ˙).
В частности, при n = 4
ψα = −Πµ˙αψµ˙.
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10 Версоры над R(s)n
10.1 Версоры над R(s)n .
Рассмотрим комплексное евклидово пространство C+n и выделенное из него
вещественное псевдоевклидово пространство R(s)n . Рассмотрим далее враще-
ния в C+n , которые переводят R
(s)
n в себя. Будем называть эти вращения в C+n
вращениями в R(s)n , поскольку они находятся во взаимно однозначном соответ-
ствии с вращениями в R(s)n . Версоры, определяющие вращения в R
(s)
n , будем
называть версорами над R(s)n (они не обязательно принадлежат R
(s)
n ).
Зеркальное отражение в направлении вектора a определяется формулой
(2.6):
y = −axa−1.
Любое вращение в R(s)n может быть получено композицией некоторого числа
зеркальных отражений в направлениях векторов, лежащих в R(s)n , поэтому
каждый версор над R(s)n имеет вид
V = akak−1 . . .a1
(этот версор может быть умножен на любое число), и в соответствии с (2.7)
каждое вращение при n = 2ν может быть представлено в виде
y = (−1)kak . . .a1xa−11 · · ·a−1k ,
где a1,a2, . . . ,ak — неизотропные векторы из R
(s)
n .
Обозначив через µ1, µ2 числа зеркальных отражений в направлениях век-
торов ai соответственно вещественной и мнимой длины, разобьем вращения (и
соответствующие им версоры надR(s)n ) на четыре класса, указанных в Таблице
1.
Т а б л и ц а 1.
1◦ Собственное вращение µ1 четное µ2 четное
2◦ Несобственное вращение 1-го рода µ1 нечетное µ2 четное
3◦ Несобственное вращение 2-го рода µ1 четное µ2 нечетное
4◦ Несобственное вращение 3-го рода µ1 нечетное µ2 нечетное
В пространстве МинковскогоR(1)n вращения 2◦ определяют пространствен-
ные отражения, вращения 3◦ — обращение времени, а вращения 4◦ — простран-
ственные отображения и обращение времени.
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Четному версору V отвечает вращение
y = VxV−1,
а нечетному версору V — вращение
y = −VxV−1, или y = (Ve)x(Ve)−1,
где V = ak . . .a1,
e = ξ
1
. . . ξ
s
ξ
n−s
. . . ξ
n
, {ξ
i
} − базис в R(s)n .
Если среди векторов a1, . . . ,ak имеются k1 векторов вещественной длины
и k2 — мнимой длины (k = k1 + k2), то при k четном
µ1 = k1, µ2 = k2,
а при k нечетном
µ1 = k1 + (n− s), µ2 = k2 + s.
С этими обозначениями Таблица 1 примет вид Таблицы 2, где число k1+(n−s)
заменено числом k1 + s, имеющим при n = 2ν ту же четность, что и первое
число.
Т а б л и ц а 2.
1◦ Собственное вращение k1 четное k2 четное
2◦ Несобственное вращение 1-го рода k1 + s нечетное k2 + s четное
3◦ Несобственное вращение 2-го рода k1 + s четное k2 + s нечетное
4◦ Несобственное вращение 3-го рода k1 нечетное k2 нечетное
За счет умножения версора V на постоянный множитель можно всегда
добиться выполнения условия |ai| = ±1, поэтому в дальнейшем k1 векторов
вещественной длины считаются единичными, а k2 векторов мнимой длины i
— мнимоединичными.
Пользуясь (7.2), запишем условие нормировки VV˜∗ = 1 (7.3):
ak . . .a1(−1)ka1a2 . . .ak = (−1)k1+k2(−1)k2 = (−1)k1 .
Отсюда видно, что если k1 — нечетное, то для получения нормированного
версора надо домножить V на i.
Итак, нормированные версоры над R(s)n имеют вид
V = ak . . .a2a1
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при k1 четном и
V = iak . . .a2a1
при k1 нечетном, где a1, . . . ,ak — (мнимо)единичные векторы из R
(s)
n , a k1 —
число векторов вещественной длины среди них.
В первом случае версор V принадлежит R(s)n и, следовательно, V = V. Во
втором случае множитель i переходит в −i, поэтому V = −V. Согласно (9.3)
в спинорном представлении условие V = ±V означает
ΠV ∗Π−1 = ±V, (10.1)
отсюда
Π = ±VΠ(V ∗)−1, т. е. Πλµ˙ = ±υλρΠρσ˙
−1
υ
σ˙
µ˙,
где V =
∥∥υλρ∥∥ , (V ∗)−1 = ∥∥∥−1υ σ˙µ˙∥∥∥ .
Таким образом, условие (10.1) необходимо для нормированного версора.
Обратно, пусть выполнено (10.1). Тогда либоV = V, либоV = −V, т. е. (iV) =
iV. В первом случае V принадлежит Rsn, а во втором — iV принадлежит Rsn.
Соответствующее вращение имеет вид:
y = VxV−1 или y = (iV)x(iV)−1.
Если x ∈ Rsn, то и y ∈ Rsn, т. е. V есть версор над Rsn.
Версору V отвечает спинвращение ψα → ±υαβψβ, при этом базисные спи-
норы εα преобразуются по закону:
εα
′ = ±−1υ βαεβ.
Под действием этого преобразования
Πλµ˙ → υλρΠρσ˙
−1
υ
σ˙
µ˙ = ±Πλµ˙.
Итак, при спинвращениях над R(s)n спинбазиса координаты фундаменталь-
ного спинтензора Πλµ˙ не меняются при k1 четном и умножаются на −1 при
k1 нечетном. В пространстве Минковского R
(1)
4 первое имеет место при соб-
ственных вращениях и несобственных вращениях 1-го рода, а второе — при
несобственных вращениях 2-го и 3-го рода.
Пример. Группа версоров над пространством Минковского R(1)4 (n =
4, s = 1). Согласно (7.9), (7.10) в спинрепере (5.6) нормированные версоры
(нечетный Vнеч и четный Vчет) задаются матрицами вида
Vнеч =
∥∥∥∥∥∥∥∥
... P
. . . . . . . . .
Q
...
∥∥∥∥∥∥∥∥ , Vчет =
∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... Q
∥∥∥∥∥∥∥∥ , (10.2)
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где P и Q — произвольные унимодулярные матрицы второго порядка. Условие
ΠV ∗Π−1 = ±V, где согласно (9.8)
Π =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... i 0
... 0 i
. . . . . . . . . . . . . . .
i 0
...
0 i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
дает для нечетного и четного версоров соответственно∥∥∥∥∥∥∥∥
... Q∗
. . . . . . . . .
P ∗
...
∥∥∥∥∥∥∥∥ = ±
∥∥∥∥∥∥∥∥
... P
. . . . . . . . .
Q
...
∥∥∥∥∥∥∥∥ и
∥∥∥∥∥∥∥∥
Q∗
...
. . . . . . . . .
... P ∗
∥∥∥∥∥∥∥∥ = ±
∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... Q
∥∥∥∥∥∥∥∥ ,
т. е. Q = ±P ∗.
Итак, собственные вращения в пространстве Минковского R(1)4 (собствен-
ные преобразования Лоренца) представляются матрицами вида∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... P ∗
∥∥∥∥∥∥∥∥ ,
несобственные вращения 1-го рода — матрицами вида∥∥∥∥∥∥∥∥
... P
. . . . . . . . .
P ∗
...
∥∥∥∥∥∥∥∥ ,
несобственные вращения 2-го рода — матрицами вида∥∥∥∥∥∥∥∥
... P
. . . . . . . . .
−P ∗ ...
∥∥∥∥∥∥∥∥
и несобственные вращения 3-го рода — матрицами вида∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... −P ∗
∥∥∥∥∥∥∥∥ .
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Глава 2
Спинорный аппарат физики
1 Спиноры в релятивистской теории электро-
на.
Рассмотрим пространство Минковского R14 сигнатуры (+ + +−), отнесенное к
ортореперу {eα, e0}, где
e2α = +1, e
2
0 = −1, α = 1, 2, 3.
Взяв вектор e4 = −ie0, мы получим орторепер {ei}, i = 1, 2, 3, 4, в C+4 . Каж-
дому такому ортореперу (а следовательно, и ортореперy {eα, e0}) сопостав-
ляется определенный с точностью до знака спинрепер в S2ν . В итоге можно
рассматривать спинтензоры в ортореперах (eα, e0), фактически имея в виду
соответствующие спинреперы (см. §9).
В спинрепере (5.9) базисные векторы представлены матрицами
E1 = −iγ1 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i
... −i
. . . . . . . . . . . . . . .
i
...
i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, E2 = −iγ2 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −1
... 1
. . . . . . . . . . . . . . .
1
...
−1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
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E3 = −iγ3 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i
... i
. . . . . . . . . . . . . . .
i
...
−i ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, E0 = iγ
0 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
i
...
i
...
. . . . . . . . . . . . . . .
... −i
... −i
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
где γi — матрицы Дирака.
Фундаментальные спинтензоры eλµ, eλµ, Πλλ˙ и Πµ˙λ имеют постоянные ко-
ординаты и определяются формулами (6.21), (9.9) и (9.12):
‖eλµ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 1
... −1
. . . . . . . . . . . . . . .
1
...
−1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, ‖eλµ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −1
... 1
. . . . . . . . . . . . . . .
−1 ...
1
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
‖Πλµ˙‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −1
... 1
. . . . . . . . . . . . . . .
1
...
−1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, ‖Πµ˙λ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
1
...
1
...
. . . . . . . . . . . . . . .
... −1
... −1
∥∥∥∥∥∥∥∥∥∥∥∥∥
= γ0
(рассматриваются только собственные вращения и "пространственные" зер-
кальные отражения ортореперов, при которых сохраняются координаты Πλµ˙ и
Πλ˙µ).
Каждому спинору ψα отвечает сопряженный спинор
ψ
α
= Παα˙ψ
α˙, (1.1)
при этом
ψα = Παα˙ψ
α˙
. (1.2)
Опустив индексы с помощью eβα, найдем:
ψβ = eβαψ
α
= eβαΠ
α
α˙ψ
α˙ = ψα˙Πα˙β, ψβ = eβαψ
α = eβαΠ
α
α˙ψ
α˙
= Πα˙βψ
α˙
,
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таким образом,
ψβ = ψ
α˙Πα˙β, ψβ = ψ
α˙
Πα˙β. (1.3)
В квантовой механике и квантовой теории поля последние формулы запи-
сываются в виде
ψ = ψ∗γ0, (1.4)
а ψ называется дираковски сопряженным спинором по отношению к ψ.
Каждый агрегат A, в частности, каждый вектор a из пространства Мин-
ковского R14 представлен в спинрепере (5.9) спинтензором aλµ или дважды ко-
вариантным спинтензором
aλµ = eλρa
ρ
µ, (1.5)
или также спинтензором
aµ˙λ = Πµ˙σa
σ
λ. (1.6)
Базисные векторы {eα, e0} представлены матрицами (5.9):
Ei = ‖e σ(i)λ‖ (i = 1, 2, 3, 0) (1.7)
или дважды ковариантными симметричными спинтензорами
‖e(1)λµ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
−i ...
i
...
. . . . . . . . . . . . . . .
... i
... −i
∥∥∥∥∥∥∥∥∥∥∥∥∥
, e(2)λµ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
1
...
1
...
. . . . . . . . . . . . . . .
... −1
... −1
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
‖e(3)λµ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
i
...
i
...
. . . . . . . . . . . . . . .
... −i
... −i
∥∥∥∥∥∥∥∥∥∥∥∥∥
, ‖e(0)λµ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... i
... −i
. . . . . . . . . . . . . . .
−i ...
i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
а также спинтензорами
‖e(j)µ˙λ‖ = ‖Πµ˙σ‖‖e σ(j)λ‖ = −iγ0γj ≡ −iαj (j = 1, 2, 3),
‖e(0)µ˙λ‖ = ‖Πµ˙σ‖‖e σ(0)λ‖ = iγ0γ0 ≡ −iα0,
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где αj , α0 — эрмитовы матрицы:
α1 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 1
... 1
. . . . . . . . . . . . . . .
1
...
1
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, α2 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i
... i
. . . . . . . . . . . . . . .
−i ...
i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
α3 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 1
... −1
. . . . . . . . . . . . . . .
1
...
−1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, α0 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
−1 0 ...
0 −1 ...
. . . . . . . . . . . . . . .
... −1 0
... 0 −1
∥∥∥∥∥∥∥∥∥∥∥∥∥
= −I.
Произвольному спинору ψα отвечает инвариантная эрмитова форма
ψα˙Πα˙βψ
β = ψβψ
β.
(см. (1.3)).
В спинорной электродинамике важную роль играют эрмитовы формы, со-
ставленные на основе базисных векторов ek:
jk = ie(k)µ˙λψ
µ˙ψλ = iΠµ˙σe
σ
(k)λψ
µ˙ψλ = iψσe
σ
(k)λψ
λ,
что записывается в виде
jk = ψ
∗αkψ = iψγkψ (k = 1, 2, 3, 0).
При преобразовании базиса {e1, e2, e3, e0} величины jk ведут себя как кова-
риантные координаты 4-вектора j c контравариантными координатами j1 =
j1, j2 = j2, j3 = j3, j0 = −j0, где
j0 = (ψ1)∗ψ1 + (ψ2)∗ψ2 + (ψ3)∗ψ3 + (ψ4)∗ψ4 (1.8)
— положительно определенная эрмитова форма.
Каждому спинорному полю ψλ(x1, x2, x3, x0) в пространстве Минковского
R14, отнесенном к ортореперу {eα, e0}, соответствует векторное поле jk(x1, x2,
x3, x0), лишь множителем ec 1 отличающееся от вектора плотности тока в
1e — заряд электрона, c — скорость света в вакууме.
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квантовой теории поля; его временная координата j0 (1.8) определяет плот-
ность заряда.
Составим матричный дифференциальный оператор∥∥∥Dλµ∥∥∥ = iγk ∂∂xk = i
(
γ0
∂
∂x0
+ γ1
∂
∂x1
+ γ2
∂
∂x2
+ γ3
∂
∂x3
)
и запишем уравнение Дирака для свободного электрон–позитронного поля ψµ =
ψµ(x1, x2, x3, x0):
Dλµψ
µ − m0c
~
ψλ = 0 (1.9)
(m0 — масса электрона, h — постоянная Планка, ~ = h/2pi), что записывется
в виде [7] (
iγn
∂
∂xn
−m
)
ψ = 0 (m = m0c/~),
где слагаемое −m в скобке слева предполагается умноженным на единичный
аффинор, т. е. понимается как −m · I.
Упражнения.
9. Показать, что при преобразовании базиса {e1, e2, e3, e0} вR(1)4 величины
jk ведут себя как ковариантные координаты 4-вектора j.
10. Записать уравнение Дирака для ковариантных координат ψλ = eλµψµ
спинорного поля ψλ.
Используя уравнение Дирака (1.9), вычислить дивергенцию
∂jk
∂xk
= 0
векторного поля плотности тока jk(x1, x2, x3, x0).
11. Перейдя в (1.9) к комплексно сопряженным величинам, вывести сопря-
женное уравнение Дирака
iγk
∂ψ
∂xk
+mψ = 0.
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2 Спиноры в пространстве Минковского R(3)4
Сконструируем в рамках C+4 пространство Минковского R
(3)
4 сигнатуры (−−
−+). Пусть (e1, e2, e3, e4) будет орторепер в C+4 и пусть базисные векторы
представлены в спинрепере (5.6) (гл. 1) матрицами
E1 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 1 0
... 0 −1
. . . . . . . . . . . . . . .
1 0
...
0 −1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, E2 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 1
... 1 0
. . . . . . . . . . . . . . .
0 1
...
1 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
(2.1)
E3 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i 0
... 0 −i
. . . . . . . . . . . . . . .
i 0
...
0 i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, E4 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 −i
... i 0
. . . . . . . . . . . . . . .
0 −i ...
i 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
.
В качестве базисных векторов в пространстве R(3)4 возьмем векторы
ξ
1
= ie1, ξ
2
= ie3, ξ
3
= −ie2, ξ
0
= e4. (2.2)
Для нахождения фундаментального спинтензора Πλµ˙ надо подобрать мат-
рицу Π = ‖Πλµ˙‖ такую, чтобы согласно (9.7) (гл. 1)
ΠE∗1Π
−1 = −E1, ΠE∗2Π−1 = −E2, ΠE∗3Π−1 = −E3, ΠE∗4Π−1 = E4,
или
ΠE1 = −E1Π, ΠE2 = −E2Π, ΠE3 = E3Π, ΠE4 = −E4Π.
Этим условиям удовлетворяет матрица
Π = E3 = ‖Πλµ˙‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i 0
... 0 −i
. . . . . . . . . . . . . . .
i 0
...
0 i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, (2.3)
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при этом
Π−1 = ‖Πλ˙µ‖ = −Π∗ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i 0
... 0 −i
. . . . . . . . . . . . . . .
i 0
...
0 i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
.
В итоге имеем
‖Πλµ˙‖ = Π = Π−1 = ‖Πλ˙µ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i 0
... 0 −i
. . . . . . . . . . . . . . .
i 0
...
0 i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
.
Теперь нетрудно вычислить спинтензор (9.11) (гл. 1):
Πλµ˙ = Πµ˙ρe
ρλ.
Используя фундаментальный спинтензор (6.20) (гл. 1):
‖eρλ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
−1 ...
1
...
. . . . . . . . . . . . . . .
... −1
... 1
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
найдем
‖Πλµ˙‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 0 i
... −i 0
. . . . . . . . . . . . . . .
0 −i ...
i 0
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
. (2.4)
В соответствии с (2.1) и (2.2) базисные векторы ξ
i
представлены в спинре-
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пере (5.6) (гл. 1) матрицами ‖ξ
i
λ
µ‖ :
‖ξ
1
λ
µ‖ = iE1 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... i
... −i
. . . . . . . . . . . . . . .
i
...
−i ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, ‖ξ
2
λ
µ‖ = iE3 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... 1
... 1
. . . . . . . . . . . . . . .
−1 ...
−1 ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
(2.5)
‖ξ
3
λ
µ‖ = −iE2 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i
... −i
. . . . . . . . . . . . . . .
−i ...
−i ...
∥∥∥∥∥∥∥∥∥∥∥∥∥
, ‖ξ
0
λ
µ‖ = E4 =
∥∥∥∥∥∥∥∥∥∥∥∥∥
... −i
... i
. . . . . . . . . . . . . . .
−i ...
i
...
∥∥∥∥∥∥∥∥∥∥∥∥∥
или спинтензорами ξ
i
λλ˙ = ξ
i
λ
µΠ
µλ˙, компоненты которых вычисляются с помо-
щью (2.4), (2.5):
‖ξ
1
λλ˙‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
1
...
1
...
. . . . . . . . . . . . . . .
... −1
... −1
∥∥∥∥∥∥∥∥∥∥∥∥∥
, ‖ξ
2
λλ˙‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
−i ...
i
...
. . . . . . . . . . . . . . .
... −i
... i
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
‖ξ
3
λλ˙‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
1
...
−1 ...
. . . . . . . . . . . . . . .
... −1
... 1
∥∥∥∥∥∥∥∥∥∥∥∥∥
, ‖ξ
0
λλ˙‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
1
...
1
...
. . . . . . . . . . . . . . .
... −1
... −1
∥∥∥∥∥∥∥∥∥∥∥∥∥
, (2.6)
(все матрицы эрмитовы).
Произвольный вектор a = akξ
k
∈ R(3)4 будет представлен матрицей ‖aλµ‖ =
‖akξ
k
λ
µ‖ либо спинтензором aλλ˙ = akξ
k
λλ˙. Пользуясь приведенными выше фор-
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мулами (2.5), (2.6), найдем
‖aλµ‖ =
∥∥∥∥∥∥∥∥
... B
. . . . . . . . .
−B∗ ...
∥∥∥∥∥∥∥∥ , B =
∥∥∥∥ a2 + ia1 −i(a0 + a3)i(a0 − a3) a2 − ia1
∥∥∥∥ , (2.7)
‖aλλ˙‖ =
∥∥∥∥∥∥∥∥
A
...
. . . . . . . . .
... −A∗
∥∥∥∥∥∥∥∥ , A =
∥∥∥∥ a0 + a3 a1 − ia2a1 + ia2 a0 − a3
∥∥∥∥ , (2.8)
здесь A — произвольная эрмитова матрица.
Найдем вид нормированных версоров над R(3)4 . Напомним, что нормиро-
ванные версоры над R(s)n имеют вид V = ak . . .a2a1 при k1 четном и V =
iak . . .a2a1 при k1 нечетном, где a1, . . . ,ak — (мнимо)единичные векторы из
R
(s)
n , a k1 — число векторов вещественной длины среди них (гл. 1, §11).
В спинрепере (5.6) (гл. 1) нормированные версоры из C+4 задаются матри-
цами вида (10.2) (гл. 1):
Vчет =
∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... Q
∥∥∥∥∥∥∥∥ , Vнеч =
∥∥∥∥∥∥∥∥
... P
. . . . . . . . .
Q
...
∥∥∥∥∥∥∥∥ , detP = detQ = 1.
Матрица нормированного версора V над R(3)4 должна удовлетворять усло-
вию (10.1): ΠV ∗Π−1 = ±V (гл. 1), где знак плюс отвечает четному k1, а знак
минус — нечетному k1. С учетом (2.3) это условие для четного версора Vчет
принимает вид: ∥∥∥∥∥∥∥∥
Q∗
...
. . . . . . . . .
... P ∗
∥∥∥∥∥∥∥∥ = ±
∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... Q
∥∥∥∥∥∥∥∥ ,
а для нечетного версора Vнеч дает:∥∥∥∥∥∥∥∥
... −Q∗
. . . . . . . . .
−P ∗ ...
∥∥∥∥∥∥∥∥ = ±
∥∥∥∥∥∥∥∥
... P
. . . . . . . . .
Q
...
∥∥∥∥∥∥∥∥ .
Отсюда следует, что матрицы нормированных четных версоров над R(3)4
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имеют вид
Vчет =
∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... P ∗
∥∥∥∥∥∥∥∥ (2.9)
для k1 четного и
Vчет =
∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... −P ∗
∥∥∥∥∥∥∥∥ (2.10)
для k1 нечетного, а матрицы нормированных нечетных версоров надR
(3)
4 опре-
делятся следующими формулами:
Vнеч =
∥∥∥∥∥∥∥∥
... P
. . . . . . . . .
P ∗
...
∥∥∥∥∥∥∥∥ (2.11)
для k1 нечетного и
Vнеч =
∥∥∥∥∥∥∥∥
... P
. . . . . . . . .
−P ∗ ...
∥∥∥∥∥∥∥∥ (2.12)
для k1 четного, где P — произвольная унимодулярная матрица:
P =
∥∥∥∥α βγ δ
∥∥∥∥ , αδ − βγ = 1, P−1 = ∥∥∥∥ δ −β−γ α
∥∥∥∥ . (2.13)
Разобъем множество вращений в R(3)4 на 4 класса, указанных в Таблице 3.
Т а б л и ц а 3.
1◦ Вращение собственное k1 четное k2 четное
2◦ Вращение несобственное 1-го рода k1 + 3 нечетное k2 + 3 четное
3◦ Вращение несобственное 2-го рода k1 + 3 четное k2 + 3 нечетное
4◦ Вращение несобственное 3-го рода k1 нечетное k2 нечетное
Из предыдущего следует, что собственные вращения в R(3)4 представлены
матрицами (2.9) (агрегатV четный, так как k = k1+k2 четное), несобственные
вращения 1-го рода — матрицами (2.12) (агрегат V нечетный, так как k = k1+
k2 нечетное), несобственные вращения 2-го рода — матрицами (2.11) (агрегат
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V нечетный, так как k = k1 + k2 нечетное) и несобственные вращения 3-го
рода — матрицами (2.10) (агрегат V четный, так как k = k1 + k2 четное).
Каждой унимодулярной матрице P (2.13) отвечает собственное преобразо-
вание Лоренца
ai
′
= Li
′
ka
k. (2.14)
В спинорном представлении это преобразование примет вид∥∥∥aλµ∥∥∥ = Vчет ∥∥∥aλµ∥∥∥V −1чет ,
или∥∥∥∥∥∥∥∥
... B′
. . . . . . . . .
−(B′)∗ ...
∥∥∥∥∥∥∥∥ =
∥∥∥∥∥∥∥∥
P
...
. . . . . . . . .
... P ∗
∥∥∥∥∥∥∥∥ ·
∥∥∥∥∥∥∥∥
... B
. . . . . . . . .
−B∗ ...
∥∥∥∥∥∥∥∥ ·
∥∥∥∥∥∥∥∥
P−1
...
. . . . . . . . .
... (P ∗)−1
∥∥∥∥∥∥∥∥ =
=
∥∥∥∥∥∥∥∥
... PB(P ∗)−1
. . . . . . . . .
−P ∗B∗P−1 ...
∥∥∥∥∥∥∥∥ , (2.15)
где B′ получается из B заменой всех ak на ak′ . Из (2.15) следует, что B′ =
PB(P ∗)−1, т. е.∥∥∥∥ia2′ − a1′ a3′ + a0′a3′ − a0′ ia2′ + a1′
∥∥∥∥ = ∥∥∥∥α βγ δ
∥∥∥∥ · ∥∥∥∥ia2 − a1 a3 + a0a3 − a0 ia2 + a1
∥∥∥∥ · ∥∥∥∥ δ∗ −β∗−γ∗ α∗
∥∥∥∥ .
Отсюда найдем
a′0 =
1
2
[a0(αα∗ + ββ∗ + γγ∗ + δδ∗) + a1(αβ∗ + α∗β + γδ∗ + γ∗δ)+
a2(iα∗β − iαβ∗ + iγ∗δ − iγδ∗) + a3(αα∗ − ββ∗ + γγ∗ − δδ∗)],
a1
′
=
1
2
[a0(α∗γ + αγ∗ + β∗δ + βδ∗) + a1(α∗δ + αδ∗ + β∗γ + βγ∗)+
a2(iα∗δ − iαδ∗ + iβγ∗ − iβ∗γ) + a3(α∗γ + αγ∗ − β∗δ − βδ∗)],
a2
′
=
1
2
[a0(iαγ∗ − iα∗γ + iβδ∗ − iβ∗δ) + a1(iαδ∗ + iβγ∗ − iα∗δ − iβ∗γ)+
a2(α∗δ + αδ∗ − β∗γ − βγ∗) + a3(iαγ∗ − iα∗γ + +iβ∗δ − iβδ∗)],
a3
′
=
1
2
[a0(αα∗ + ββ∗ − γγ∗ − δδ∗) + a1(αβ∗ + α∗β − γδ∗ − γ∗δ)+
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a2(iα∗β − iαβ∗ + iγδ∗ − iγ∗δ) + a3(αα∗ − ββ∗ − γγ∗ + δδ∗)],
что можно записать в виде ai′ = Li′ka
k, где (Е. Т. Уиттекер, 1937 г.)
∥∥∥Li′k∥∥∥ = 12
∥∥∥∥∥∥∥∥
α β γ δ
γ δ α β
−iγ −iδ iα iβ
α β −γ −δ
∥∥∥∥∥∥∥∥ ·
∥∥∥∥∥∥∥∥
α∗ β∗ −iβ∗ α∗
β∗ α∗ iα∗ −β∗
γ∗ δ∗ −iδ∗ γ∗
δ∗ γ∗ iγ∗ −δ∗
∥∥∥∥∥∥∥∥ . (2.16)
Так как элементы α, β, γ, δ, α∗, β∗, γ∗, δ∗ входят в матрицу Li′k попарно умно-
женными друг на друга, то изменение знака одновременно у всех этих эле-
ментов (что равносильно замене P на −P ), не меняет матрицы Li′k . Поэтому
унимодулярная матрица −P задает то же преобразование Лоренца, что и P .
Итак, каждой унимодулярной матрице P (2.13) отвечает собственное пре-
образование Лоренца (2.14) с матрицей (2.16). Обратно, каждому собственно-
му преобразованию Лоренца отвечает пара (P,−P ) унимодулярных матриц,
задающих в спинорном представлении преобразование
‖aλµ‖ → V ‖aλµ‖V −1, V =
∥∥∥∥∥∥∥∥
±P ...
. . . . . . . . .
... ±P ∗
∥∥∥∥∥∥∥∥ ,
а также линейное преобразование ψ → ±Vˆ ψ (спинвращение) в спинпростран-
стве S4.
Тем самым определен изоморфизм между собственной группой Лоренца
(т. е. группой собственных вращений в R(3)4 ) и группой унимодулярных ком-
плексных 2× 2-матриц, определенных с точностью до знака (±P рассматри-
вается как один элемент). Это означает, что группа (SL(2,C) унимодулярных
комплексных 2× 2 матриц дважды накрывает собственную группу Лоренца.
2.1 Двухкомпонентные спиноры Ван дер Вардена—
Инфельда.
Фундаментальные спинтензоры (6.20) (гл. 1) задаются матрицами
‖eλµ‖ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
0 1
...
−1 0 ...
. . . . . . . . . . . . . . .
... 0 1
... −1 0
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
∥∥∥eλµ∥∥∥ =
∥∥∥∥∥∥∥∥∥∥∥∥∥
0 −1 ...
1 0
...
. . . . . . . . . . . . . . .
... 0 −1
... 1 0
∥∥∥∥∥∥∥∥∥∥∥∥∥
,
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которые можно записать в виде
‖eλµ‖ =
∥∥∥∥∥∥∥∥
M
...
. . . . . . . . .
... M
∥∥∥∥∥∥∥∥ , ‖e
λµ‖ =
∥∥∥∥∥∥∥∥
−N ...
. . . . . . . . .
... −N
∥∥∥∥∥∥∥∥ ,
где M = ‖εAB‖, N = ‖εAB‖ — 2× 2-матрицы:
‖εAB‖ = ‖εAB‖ =
∥∥∥∥ 0 1−1 0
∥∥∥∥ ,
обладающие свойствами:
εABεCB = δ
A
C , εBAε
BC = δCA . (2.17)
Базисные векторы ξ
i
∈ R(3)4 представлены эрмитовыми матрицами (2.6),
которые также можно записать в расщепленном виде:
ξ
i
↔ ‖ξ
i
λλ˙‖ =
√
2
∥∥∥∥∥∥∥∥
σi
... 0
. . . . . . . . .
0
... −σ∗i
∥∥∥∥∥∥∥∥ =
√
2
∥∥∥∥∥∥∥∥
σ
AB˙
i
... 0
. . . . . . . . .
0
... −(σAB˙i )∗
∥∥∥∥∥∥∥∥ (A,B = 1, 2),
где
σi = ‖σAB˙i ‖ (2.18)
— матрицы Паули:
σ1 =
1√
2
∥∥∥∥0 11 0
∥∥∥∥ , σ2 = 1√2
∥∥∥∥0 −ii 0
∥∥∥∥ , σ3 = 1√2
∥∥∥∥1 00 −1
∥∥∥∥ , σ0 = 1√2
∥∥∥∥1 00 1
∥∥∥∥ .
(2.19)
Произвольный вектор a ∈ R(3)4 представлен спинтензором aλλ˙:
a↔ aλλ˙ =
∥∥∥∥∥∥∥∥
A
... 0
. . . . . . . . .
0
... −A∗
∥∥∥∥∥∥∥∥ =
∥∥∥∥∥∥∥∥
aCB˙
... 0
. . . . . . . . .
0
... −(aCB˙)∗
∥∥∥∥∥∥∥∥ , (2.20)
гдеA =
√
2σia
i — произвольная эрмитова 2×2-матрица с элементами aCB˙=√2σCB˙i ai
(C,B = 1, 2).
Непосредственной проверкой можно убедиться в справедливости следую-
щих равенств:
εABεA˙B˙
(√
2σi
AA˙
)(√
2σj
BB˙
)
= 2gij (A,B = 1, 2; A˙, B˙ = 1˙, 2˙), (2.21)
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εABεA˙B˙a
AA˙bBB˙ = 2(a0b0 − a1b1 − a2b2 − a3b3) = 2gijaibj , (2.22)
где gij = ηij — метрический тензор пространства Минковского R
(3)
4 ,
‖ε
A˙B˙
‖ =
∥∥∥∥ 0 1−1 0
∥∥∥∥ = ‖εA˙B˙‖. (2.23)
Каждому собственному вращению в R(3)4 отвечает спинвращение в спин-
пространстве:
ψα → ±V ψα,
или ∥∥∥∥χ1χ2
∥∥∥∥→ ±∥∥∥∥P P ∗
∥∥∥∥ · ∥∥∥∥χ1χ2
∥∥∥∥ = ∥∥∥∥QR
∥∥∥∥ ,
где
χ1 =
∥∥∥∥ψ1ψ2
∥∥∥∥ , χ2 = ∥∥∥∥ψ3ψ4
∥∥∥∥ , Q = ±Pχ1, R = ±P ∗χ2.
Спинвращение преобразует пары (ψ1, ψ2) и (ψ3, ψ4) независимо друг от
друга, не перемешивая их, причем первая пара преобразуется с помощью уни-
модулярной матрицы P , а вторая — с помощью комплексно сопряженной мат-
рицы P ∗.
Ввиду этого спинорное представление расщепляется на две части, несуще-
ственно отличающиеся одна от другой, и можно ограничиться рассмотрени-
ем одной из них, т. е. рассмотрением двумерного спинорного представления.
Такая точка зрения приводит к концепции двухкомпонентных спиноров Ван
дер Вардена – Инфельда (1933 г.), в основе которой лежит отмеченный выше
изоморфизм собственной группы Лоренца и (дважды накрывающей) группы
унимодулярных 2×2 матриц, рассматриваемых как матрицы линейных опера-
торов в двумерном комплексном линейном пространстве — спинпространстве
S2.
Спинором Ван дер Вардена называется пара комплексных переменных (λ1,
λ2) (контравариантный спинор) или (µ1, µ2) (ковариантный спинор), преоб-
разующихся под действием преобразований Лоренца (2.14) с матрицей (2.16)
по закону
λA → λA′ = υA′B λB, µA → µA′ = uBA′µB (A,B,A′, B′ = 1, 2), (2.24)
где
‖υA′B ‖ =
∥∥∥∥α βγ δ
∥∥∥∥ , ‖uBA′‖ = ∥∥∥∥ δ −β−γ α
∥∥∥∥ , αδ − βγ = 1,
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— взаимно обратные унимодулярные матрицы:
υA
′
B u
B
C′ = δ
A′
C′ , u
A
C′υ
C′
B = δ
A
B. (2.25)
Отметим, что условие унимодулярности матриц ‖υA′B ‖ и ‖uBA′‖ может быть
записано в виде
ε
A′B′ = εCDu
C
A′u
D
B′ , ε
A′B′ = εCDυA
′
C υ
B′
D , (2.26)
где A,B,A′, B′, C,D = 1, 2; εAB , εA′B′ , ε
AB, εA
′B′ — полностью антисимметрич-
ные величины:
‖εAB‖ = ‖εA′B′‖ =
∥∥∥∥ 0 1−1 0
∥∥∥∥ , ‖εAB‖ = ‖εA′B′‖ = ∥∥∥∥ 0 1−1 0
∥∥∥∥ .
Это определение естественно вытекает из построенной в первой главе тео-
рии четырехкомпонентных спиноров. Подобно последним, двухкомпонентный
спинор λ =
∥∥∥∥λ1λ2
∥∥∥∥ рассматривается как геометрический объект в простран-
стве Минковского R(3)4 . Компоненты спинора λ в данном орторепере в R
(3)
4
определяются как компоненты этого спинора в спинрепере, соответствующем
данному ортореперу. Когда орторепер подвергается вращению (преобразова-
нию Лоренца), векторы в пространстве Минковского преобразуются по закону
(2.14), а векторы в двумерном спинпространстве S2, т. е. спиноры λ, изменяют-
ся в соответствии с формулой (2.24). Их преобразование вызвано вращением
спинрепера, т. е. спинвращением, соответствующим вращению орторепера в
R
(3)
4 (ср. гл. 1, §9).
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3 Операторы Паули σAB˙i
Определенные в предыдущем параграфе контравариантные и ковариантные
спиноры Ван дер Вардена – Инфельда являются соответственно ковекторами
и векторами в двумерном комплексном спинпространстве S2. Будем рассмат-
ривать в S2 спинтензоры, имеющие два сорта индексов — обычные и пункти-
рованные. Для пунктированных индексов матрица преобразования заменяется
комплексно сопряженной:
uA˙
B˙′ =
(
uA
B′
)∗
, υA˙
′
B˙
=
(
υ
A′
B
)∗
,
так что спинтензор типа (n, l; m˙, p˙)
T
A1...An B˙1...B˙m
C1...Cl D˙1...D˙p
(3.1)
преобразуется по закону:
T
A′1...A′n B˙′1...B˙′m
C′1...C′l D˙1...D˙
′
p
= T
A1...An B˙1...B˙m
C1...ClD˙1...D˙p
υ
A′1
A1
. . . υ
A′n
An
uC1
C′1
. . . uCl
C′l
υ
B˙′1
B˙1
. . . υ
B˙′m
B˙m
uD˙1
D˙′1
. . . u
D˙p
D˙′p
,
(3.2)
где согласно (2.25)
υA
′
B u
B
C′ = δ
A′
C′ , u
A
C′υ
C′
B = δ
A
B. (3.3)
Назовем спинтензором, комплексно сопряженным к спинтензору (3.1), спин-
тензор типа (m, p; n˙, l˙), определенный равенством
T
B1...Bm A˙1...A˙n
D1...Dp C˙1...C˙l
=
(
T
A1...An B˙1...B˙m
C1...Cl D˙1...D˙p
)∗
.
Спинтензор (3.1) называется эрмитовым, если
T
A1...An B˙1...B˙m
C1...Cl D˙1...D˙p
= T
A1...An B˙1...B˙m
C1...Cl D˙1...D˙p
.
Пусть, например, ‖QAB˙‖ =
∥∥∥∥α βγ δ
∥∥∥∥. Тогда QBA˙ = (QAB˙ )∗, т. е. Q12˙ =
(Q21˙)∗ = γ∗, Q11˙ = (Q11˙)∗ = α∗, Q22˙ = (Q22˙)∗ = δ∗, Q21˙ = (Q12˙)∗ = β∗.
Спинтензор QAB˙ будет эрмитовым, если Q
AB˙
= Q
AB˙
, т. е. если α = α∗,
γ∗ = β, β∗ = γ, δ∗ = δ.
Операции поднятия и опускания спинорных индексов производятся по пра-
вилам:
ξA = ξ
B
εBA , ξ
B
= ε
BA
ξA , ξA˙ = ξ
B˙
ε
B˙A˙
, ξ
B˙
= ε
B˙A˙
ξ
A˙
,
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с использованием фундаментальных спинтензоров (2.23), имеющих во всех
спинбазисах постоянные координаты:
‖εAB‖ =
∥∥∥∥ 0 1−1 0
∥∥∥∥ = ‖εAB‖, ‖εA˙B˙‖ = ∥∥∥∥ 0 1−1 0
∥∥∥∥ = ‖εA˙B˙‖.
С помощью операций поднятия и опускания индексов любой спинтензор
типа (n, l; m˙, p˙) можно превратить в спинтензор типа (0, n+ l; 0, m˙+ p˙), т. е. в
спинтензор только с нижними индексами. Поэтому в дальнейшим для кратко-
сти будем называть спинтензор с k обычными и q пунктированными индексами
спинтензором типа (k, q).
Заметим, что εAB и εA˙B˙ можно рассматривать как контравариантные ком-
поненты фундаментальных спинтензоров соответственно εAB и εA˙B˙ :
ε
CA
ε
DB
εAB = −δ
C
B
ε
DB
= −εDC = εCD , εCDεCAεDB = δ
D
A
εDB = εAB .
Кроме того,
ε
A
· C = ε
AB
εBC = −δ
A
C
, ε
C
A · = εABεCB = δ
C
A
. (3.4)
Выведем несколько полезных формул. Покажем, что
ξAη
A
= −ηAξ
A
; (3.5)
действительно,
ξAη
A
= ξ
B
εBAη
A
= −ξBεABη
A
= −ξBηB = −ηAξ
A
.
Так как любой полностью антисимметричный объект с числом индексов,
большим числа измерений пространства, тождественно равен нулю, то
3ε
A[B
ε
CD]
≡ εABεCD + εACεDB + εADεBC = 0.
Подняв индексы C, D вверх, получим:
εABε
CD
+ ε
C
A · ε
D
· B + ε
D
A · ε
C
B · = 0,
или, если учесть (3.4),
εABε
CD
= δ
C
A
δ
D
B
− δD
A
δ
C
B
. (3.6)
Применив формулу (3.6) к произвольному спинору ξCD , найдем
ξAB − ξBA = εABξ
C
C · , (3.7)
отсюда следует
ξAB = ξ(AB) +
1
2
εABξ
C
C · . (3.8)
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Докажем, что два спинора λA и µA параллельны, т. е. λA = αµA, тогда и
только тогда, когда выполнено условие
λAµ
A
= 0.
Необходимость. Из (3.7) следует, что спинтензор ξAB симметричен тогда
и только тогда, когда ξ C
C · = 0. Составим симметричный спинтензор ξAB =
λAµB = αµAµB . Так как ξ
C
C · = 0, то λAµ
A
= 0.
Достаточность. Если λAµ
A
= ξ
A
A
= 0, то спинор ξAB = λAµB симметри-
чен:
λAµB = µAλB ,
т. е. λA/µA = λB/µB = α, что и требовалось доказать.
Если λAµ
A
= 1, то из (3.7) при ξAB = λAµB следует
λAµB − λBµA = εAB , т. е. δ
A
B
= λBµ
A − λAµB . (3.9)
Спинбазис {λ
1
A
, λ
2
A} в S2 такой, что
λ
C
Aλ
D
A
= εCD (A,C,D = 1, 2),
будем называть нормированным.
Согласно (2.20) вектору ai из R(3)4 отвечает эрмитов спинтензор типа (1, 1)
a
AB˙
= σ
AB˙
i a
i =
1√
2
(
a0 + a3 a1 − ia2
a1 + ia2 a0 − a3
)
, (3.10)
здесь введен коэффициент 1/
√
2 для того, чтобы избавиться от множителя 2
в правых частях формул (2.21), (2.22). Теперь эти формулы примут вид:
εABεA˙B˙σ
AA˙
i σ
BB˙
j = gij , (3.11)
εABεA˙B˙a
AA˙
b
BB˙
= gija
ibj , (3.12)
в частности, при bi = ai имеем
2 det ‖aAA˙‖ = εABεA˙B˙a
AA˙
a
BB˙
= aiai. (3.13)
Из (3.10) видно, что множество всех эрмитовых спинтензоров типа (1, 1)
образует действительное четырехмерное линейное пространство, которое мы
обозначим H4. Будучи линейными пространствами одинаковой размерности,
R
(3)
4 и H4 изоморфны как линейные пространства.
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Определим в H4 скалярное произведение (a, b) спинтензоров a
AA˙ и bBB˙ :
(a, b) = εABεA˙B˙a
AA˙
b
BB˙
.
После этого из (3.12) следует изоморфизм R(3)4 и H4 как псевдоевклидовых
пространств.
Формулу (3.11)
1
2
εABεA˙B˙σ
AA˙
i σ
BB˙
j +
1
2
εABεA˙B˙σ
AA˙
j σ
BB˙
i = gij
записывают иногда в другой, эквивалентной форме, которая получается, если
умножить обе части последнего равенства на εAB :
σ
A
i B˙
σ
BB˙
j + σ
A
j B˙
σ
BB˙
i = gijε
AB
. (3.14)
Спинтензоры σAB˙i представляют в спинпространстве S2 базисные векторы ξ
i
в пространстве Минковского R(3)4 . Координаты этих спинтензоров постоянны,
т. е. имеют одни и те же значения во всех ортореперах в R(3)4 (фактически во
всех соответствующих спинреперах). Когда происходит преобразование орто-
репера {ξ
i
} в R(3)4 , отвечающий ему спинрепер подвергается соответствующему
спинвращению. Если, однако, преобразование орторепера в R(3)4 :
ξ
i′
= lki′ξ
k
,
и преобразование спинрепера в {λ1, λ2} в S2:
λ
C′ = u
D
C′λD,
производятся независимо друг от друга, то величины σAA˙i преобразуются по
закону (ср. (3.2))
σA
′A˙′
i′ = l
k
i′υ
A′
A υ
A˙′
A˙
σAA˙k .
Отсюда следует, что величины σAA˙i можно рассматривать как компоненты
геометрического объекта с двумя спинорными индексами A, A˙ и одним век-
торным индексом i.
Величины σAB˙i (2.18) называются символами Ван дер Вардена – Инфельда,
или спинтензорами Паули, или также операторами Паули.
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Операторы Паули реализуют изоморфизм f : R(3)4 → H4 пространства
Минковского на пространство эрмитовых спинтензоров типа (1, 1) :
f : ai → aBB˙ = σBB˙i ai.
Так как изоморфизм f биективен, то существует обратная биекция
f−1 : H4 → R(3)4 ,
осуществляющая изоморфизм H4 на R
(3)
4 и, следовательно, существует опера-
тор σi
AA˙
, обратный к оператору σAA˙i :
f−1 : aAA˙ → ai = σi
AA˙
aAA˙.
Тождества f ◦ f−1 = id
R
(3)
4
и f−1 ◦ f = idH4 , дают
σj
AA˙
σ
AA˙
i = δ
j
i , σ
BB˙
i σ
i
AA˙
= δ
B
A
δ
B˙
A˙
. (3.15)
Свертывая (3.11) с σi
CC˙
σj
DD˙
и используя (3.15), найдем
εCDεC˙D˙ = gijσ
i
CC˙
σj
DD˙
. (3.16)
Умножив обе части этого равенства на gklσDD˙l , получим
σk
CC˙
= gklεCDεC˙D˙σ
DD˙
l . (3.17)
При помощи операторов Паули каждому тензору ранга n в пространстве
Минковского R(3)4 можно поставить в соответствие эрмитов спинтензор ранга
2n:
T
im+1...in
i1...im
↔ T Am+1A˙m+1...AnA˙n
A1A˙1...AmA˙m
= σi1
A1A˙1
. . . σim
AmA˙m
×
σ
Am+1A˙m+1
im+1
. . . σAnA˙nin · T
im+1...in
i1...im
.
В частности, из (3.16) следует
gij ↔ εCDεC˙D˙ . (3.18)
Ясно, что отображение ↔ сохраняет все алгебраические операции над тензо-
рами.
В заключение определим спинтензор Сильвестра
ξABCD ≡ εACεBD + εADεBC (3.19)
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и спинтензор Кэли
ηABCD ≡ εACεBD − εADεBC . (3.20)
Упражнение 12. Пользуясь формулами (3.19), (3.20), доказать следую-
щие равенства.
1◦ ξABCD = ξBACD = ξABDC = ξCDAB ,
2◦ ξABCD + ξADBC + ξACDB = 0,
3◦ ξ AB
AB
= 6,
4◦ ξABCDξ
ABCD
= 12,
5◦ ξAB
CD
= δ
A
C
δ
B
D
+ δ
A
D
δ
B
C
,
6◦ ξA C
B D
= ε
AC
εBD − δ
A
D
δ
C
B
,
7◦ ξAMCN ξB D
M N
− ξAMDN ξB C
M N
= 6ε
AB
ε
CD
,
8◦ ξAMCN ξB D
M N
= 4ε
AC
ε
BD
+ ε
AB
ε
CD
.
9◦ ηABCD = −ηBACD = −ηABDC = ηCDAB ,
10◦ ηABη
AB
= 2,
11◦ ηABCDη
ABCD
= 4.
Заметим, что
εABεCD =
1
2
(ξACBD + ηACBD) .
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4 Алгоритм расщепления
4.1 Оператор Рузе.
Оператором Рузе называется спинтензор
ρ
AB
ij ≡ 2σ A[i |C˙|σ
BC˙
j] . (4.1)
Так как
σ
A
[i |C˙|σ
BC˙
j] = −σ
AC˙
[i σ
B
j] C˙
= σ
AC˙
[j σ
B
i] C˙
= σ
B
[i |C˙|σ
AC˙
j] ,
то
ρ ABij = ρ
BA
ij = −ρ ABji .
Из разложения
σ
A
i C˙
σ
BC˙
j = σ
A
(i |C˙|σ
BC˙
j) + σ
A
[i |C˙|σ
BC˙
j]
и формулы (3.14) вытекает равенство
σ
A
i C˙
σ
BC˙
j =
1
2
(gijε
AB + ρ ABij ). (4.2)
Следующие соотношения легко доказываются в матричной форме, если
воспользоваться матрицами Паули (2.19).
1◦ 2σ AA˙[i σ
BB˙
j] =
1
2
(
ρ ABij ε
A˙B˙ + ρ A˙B˙ij ε
AB
)
,
2◦ •ρij
A˙B˙
= iρijAB,
3◦
•
ρij AB = −iρijA˙B˙,
4◦ ρ ABij ρ
ijCD = 4ξABCD,
5◦ ρijAB
•
ρijCD = 4iξABCD ,
6◦ ρ ABij ρ
ij
A˙B˙
= 0,
7◦ ρijABρ
AB
hk = δ
ij
hk + iε
ijpqgphgqk,
8◦ δijhk =
1
2
(ρijABρ
AB
hk + ρ
ij
A˙B˙
ρ A˙B˙hk ),
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9◦ εijhk =
i
2
(ρijABρ
AB
hk − ρijA˙B˙ρ A˙B˙hk ),
10◦ εijhk =
i
2
(ρijABρ
AB
hk − ρijA˙B˙ρ A˙B˙hk ),
здесь ξABCD — спинтензор Сильвестра (3.19), символ • здесь и далее обозна-
чает дуальность (оператор Ходжа):
• : Fij →
•
F ij ≡ 1
2
εijklF
kl =
1
2
ε klij Fkl =
1
2
εklijFkl, (4.3)
Fij — бивектор, εijkl — символ Леви–Чивита, ε0123 = 1, εklij = ε
kl
ij ≡ εklij —
тензорный дуализор, т. е. оператор, сопоставляющий каждому бивектору Fkl
дуальный бивектор
•
Fαβ. Равенства 2◦, 3◦ показывают, что ρ
ij
AB самодуален,
а ρij
A˙B˙
— антисамодуален (п. 4.2) по отношению к бивекторным индексам
(отсюда следует 6◦).
В формуле 7◦ δijhk — обобщенный символ Кронекера:
δijhk ≡
∣∣∣∣ δih δikδjh δjk
∣∣∣∣ = δihδjk − δikδjh.
Согласно (3.15)
δij ↔ δAA˙BB˙ = δijσAA˙i σ
j
BB˙
= σAA˙i σ
i
BB˙
= δA
A˙
δB
B˙
,
поэтому
δijhk ↔ δAA˙BB˙CC˙DD˙ = δACδBDδA˙C˙δB˙D˙ − δADδBC δA˙D˙δB˙C˙ . (4.4)
С помощью формул 9◦ и 10◦ нетрудно найти спинорные аналоги символа
Леви–Чивита εijhk и дуализора ε
ij
hk :
εijhk ↔ EABCDA˙B˙C˙D˙ = εijhkσiAA˙σ
j
BB˙
σh
CC˙
σk
DD˙
=
−i (εACεBDεA˙B˙εC˙D˙ − εABεCDεA˙C˙εB˙D˙) ,
εijhk ↔ ∆AA˙BB˙CC˙DD˙ = ε
ij
hkσ
AA˙
i σ
BB˙
j σ
h
CC˙
σk
DD˙
= i(δACδ
B
Dδ
A˙
D˙
δB˙
C˙
− δADδBC δA˙C˙δB˙D˙). (4.5)
Символ ∆AA˙BB˙
CC˙DD˙
будем называть спинорным дуализором.
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4.2 Самодуальность и антисамодуальность.
Пусть дан спинтензор T общего вида (3.1). Применяя надлежащее число раз
к непунктированным индексам этого спинтензора формулу (3.8)
ξAB = ξ(AB) +
1
2
εABξ
C
C
и аналогичную формулу
ξ
A˙B˙
= ξ
(A˙B˙)
+
1
2
ε
A˙B˙
ξ C˙
C˙
к пунктированным индексам спинтензора T , можно любой спинтензор пред-
ставить в виде суммы симметричного спинтензора и спинтензоров, получаю-
щихся из симметричных спинтензоров меньшего ранга умножением на неко-
торое число инвариантных спинтензоров εAB или εA˙B˙ . Эта операция выполня-
ется однозначно. Спинтензор, полностью симметричный по пунктированным
индексам и полностью симметричный по непунктированным индексам, будем
называть симметричным, а описанное разложение — разложением по сим-
метричным спинтензорам.
Можно показать, что каждый симметричный спинтензор данного типа да-
ет неприводимое представление группы SL(2, C) и что каждое конечномерное
представление группы SL(2, C) можно реализовать таким образом. Разложе-
ние спинтензора по симметричным спинтензорам является по сути разложе-
нием полного линейного пространства спинтензоров на подпространства, в ко-
торых действие SL(2, C) неприводимо.
Алгоритм расщепления используется для разложения спинтензоров, обла-
дающих свойствами косой симметрии. Полагают, что впервые этот алгоритм
был дан Дираком в его кембриджских лекциях по уравнениям Максвелла. С
помощью алгоритма расщепления каждый бивектор Vij может быть представ-
лен в виде спинтензора
Vij ↔ VAA˙BB˙ = σiAA˙σ
j
BB˙
Vij = νABεA˙B˙ + νA˙B˙εAB ,
где νAB и νA˙B˙ — симметричные спинтензоры.
Процедура расщепления значительно упрощается, если воспользоваться
оператором Рузе. Из косой симметрии бивектора Vij = −Vji следует равен-
ство
VAA˙BB˙ = −VBB˙AA˙,
отсюда, используя формулу 1◦ (п. 4.1), получим
Vij ↔ VAA˙BB˙ = σ[iAA˙σ
j]
BB˙
Vij = (4.6)
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1
4
(ρijABεA˙B˙ + ρ
ij
A˙B˙
εAB )Vij = νABεA˙B˙ + νA˙B˙εAB ,
где
νAB =
1
4
ρijABVij , νA˙B˙ =
1
4
ρij
A˙B˙
Vij .
Отсюда видно, что оператор ρijAB действует как проектор, переводящий би-
вектор Vij в ассоциированный симметричный спинтензор νAB, а оператор ρ
ij
A˙B˙
— как проектор, переводящий этот бивектор в комплексно сопряженный спин-
тензор νA˙B˙.
Пользуясь формулами (4.3), (4.4) и (4.5), найдем
•
V ij =
1
2
εijklV
kl ↔ 1
2
∆AA˙BB˙
CC˙DD˙
V CC˙DD˙ =
i
2
(V AB˙BA˙ − V BA˙AB˙) = iV AB˙BA˙ =
•
V AA˙BB˙,
т. е. спинорный дуализор • переставляет пунктированные индексы и добавля-
ет множитель i:
•
V
AA˙BB˙
= iV AB˙BA˙ = i(−νABεA˙B˙ + νA˙B˙εAB ), (4.7)
поэтому
•2 = −1. (4.8)
Пусть uijlk — тензор со свойствами
uijlk = −ujilk = −uijkl = ulkij (4.9)
и uAA˙BB˙CC˙DD˙ — соответствующий спинтензор. Определим леводуальный спин-
тензор
•uAA˙BB˙CC˙DD˙ =
1
2
∆EE˙F F˙
AA˙BB˙
uEE˙F F˙CC˙DD˙,
праводуальный спинтензор
u•AA˙BB˙CC˙DD˙ =
1
2
∆EE˙F F˙
CC˙DD˙
uAA˙BB˙EE˙F F˙
и дважды дуальный спинтензор
•u•AA˙BB˙CC˙DD˙ =
1
4
∆EE˙F F˙
AA˙BB˙
∆GG˙HH˙
CC˙DD˙
uEE˙F F˙GG˙HH˙ .
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Используя (4.3), с учетом (4.9) получим
•uAA˙BB˙CC˙DD˙ = iuAB˙BA˙CC˙DD˙,
u•AA˙BB˙CC˙DD˙ = iuAA˙BB˙CD˙DC˙ ,
•u•AA˙BB˙CC˙DD˙ = −uAB˙BA˙CD˙DC˙ .
(4.10)
Назовем спинтензор VAA˙BB˙, соответствующий вещественному бивектору
Vij , самодуальным, если
•
V AA˙BB˙ = iVAA˙BB˙, (4.11)
и антисамодульным, если
•
V AA˙BB˙ = −iVAA˙BB˙. (4.12)
Подставив сюда (4.6), (4.7), найдем для самодуального спинтензора
i
(−νABεA˙B˙ + νA˙B˙εAB) = i (νABεA˙B˙ + νA˙B˙εAB) ; (4.13)
для антисамодуального спинтензора
i
(−νABεA˙B˙ + νA˙B˙εAB) = −i (νABεA˙B˙ + νA˙B˙εAB) , (4.14)
Свертывая уравнение (4.13) с εA˙B˙, а уравнение (4.14) с εAB, получим в первом
случае
νAB = 0,
во втором случае
νA˙B˙ = 0.
Таким образом, самодуальный эрмитов спинтензор VAA˙BB˙, соответству-
ющий вещественному бивектору Vij , может быть представлен в виде
VAA˙BB˙ = νA˙B˙εAB ;
для антисамодуального эрмитова спинтензора имеем
VAA˙BB˙ = νABεA˙B˙ .
Каждый бивектор Vij может быть записан в виде суммы
Vij = V
(−)
ij + V
(+)
ij
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самодуального бивектора
V
(+)
ij =
1
2
(
Vij − i
•
V ij
)
и антисамодуального бивектора
V
(−)
ij =
1
2
(
Vij + i
•
V ij
)
,
при этом
V
(−)
ij ↔ νABεA˙B˙ , V
(+)
ij ↔ νA˙B˙εAB .
Упражнения.
13. Вывести формулы 1◦—10◦ (п. 4.1), используя определение оператора
Рузе (4.1) и явный вид матриц Паули (2.19).
14. Доказать соответствие
gijhl = gihgjl − gilgjh ↔ GAA˙BB˙CC˙DD˙ = εACεBDεA˙C˙εB˙D˙ − εADεBCεA˙D˙εB˙C˙ =
1
2
ξABCDεA˙B˙εC˙D˙ +
1
2
ξ
A˙B˙C˙D˙
εABεCD , (4.15)
где ξABCD — спинтензор Сильвестра (3.19).
5 Спинтензоры кривизны
Теорема 5.1. (L. Witten, 1959) Тензору кривизны Rijkl на лоренцевом много-
образии M отвечает спинтензор R
AA˙BB˙CC˙DD˙
:
Rijkl ↔ RAA˙BB˙CC˙DD˙ =
χABCDεA˙B˙εC˙D˙ + χA˙B˙C˙D˙εABεCD + ϕABC˙D˙εA˙B˙εCD + ϕCDA˙B˙εABεC˙D˙ , (5.1)
где спинтензор Римана
χABCD =
1
4
R A˙ C˙
AA˙B CC˙D
(5.2)
и спинтензор Эйнштейна
ϕ
ABC˙D˙
=
1
4
R A˙ C
AA˙B CC˙ D˙
(5.3)
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обладают свойствами:
χABCD = χBACD = χABDC = χCDAB , (5.4)
ϕ
ABC˙D˙
= ϕ
BAC˙D˙
= ϕ
ABD˙C˙
= ϕ
C˙D˙AB
, (5.5)
при этом
χ C
ACB
= 3ΛεAB , χ
AB
AB
= 6Λ, (5.6)
где
Λ =
R
24
, (5.7)
R — скалярная кривизна.
Д о к а з а т е л ь с т в о. Учитывая свойства тензора кривизны Rijlk =
−Rjilk = −Rijkl, запишем спинтензор кривизны RAA˙BB˙CC˙DD˙ в виде
R
AA˙BB˙CC˙DD˙
= σ
[i
AA˙
σ
j]
BB˙
σ
[h
CC˙
σ
k]
DD˙
Rijhk.
Пользуясь формулами 1◦ (п. 4.1) и (5.1), получим
χABCD =
1
16
ρijAB ρ
hk
CDRijhk, (5.8)
ϕ
ABC˙D˙
=
1
16
ρijAB ρ
hk
C˙D˙
Rijhk. (5.9)
Равенства (5.4), (5.5) являются следствием свойств оператора Рузе ρijAB
(п. 4.1) и свойства тензора кривизны Rijlk = Rlkih.
Возьмем
R• jijk =
1
2
εklpqR
lpq
i =
1
2
ε pqkl R
l
i pq
и запишем тождество
Ri[hkl] = 0
в виде
R• jijk = 0.
При помощи спинорного дуализора (4.5) и формул (5.4), (5.5) в спинорном
представлении получим
1
2
ε pqkl R
l
i pq = 0 ↔
1
2
∆EE˙F F˙
CC˙DD˙
R DD˙
AA˙ EE˙F F˙
=
1
2
i
(
δEC δ
F
Dδ
E˙
D˙
δF˙
C˙
− δEDδFCδE˙C˙ δF˙D˙
)
R DD˙
AA˙ EE˙F F˙
=
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i
(
−χ D
ADC
ε
A˙C˙
+ χ D˙
A˙D˙C˙
εAC
)
= 0,
или
χ D
ADC
ε
A˙C˙
= χ D˙
A˙D˙C˙
εAC .
Составив пропорцию, найдем
χ D
ADC
= 3ΛεAC ,
(
χ D
ADC
)∗
= 3Λ (εAC )
∗ ,
отсюда следует вещественность Λ. Подняв индекс C и свертывая по индексам
A, C, будем иметь χ AD
AD
= 6Λ, т. е. (5.6).
Учитывая, что, в силу (5.5),
ϕ
A˙B˙
AB
ε
A˙B˙
ε
AB
= ϕ
AB
A˙B˙
εABε
A˙B˙
= 0,
имеем
R↔ R AA˙BB˙
AA˙BB˙
= χ AB
AB
ε
A˙B˙
εA˙B˙ + χ A˙B˙
A˙B˙
εABε
AB + ϕ A˙B˙AB εA˙B˙ε
AB+
+ϕAB
A˙B˙
εABε
A˙B˙ = 24Λ = R,
т. е. Λ = R/24 (5.7).
Формулы (5.4), (5.5) следуют из (5.8), (5.9).
Теорема 5.2. Тензору Риччи Rij = Rhihj на лоренцевом многообразии M
отвечает спинтензор RicBB˙DD˙:
Rij ↔ RicBB˙DD˙ = 6ΛεBDεB˙D˙ − 2ϕBDB˙D˙ . (5.10)
Д о к а з а т е л ь с т в о. Свертывая (5.1) с εACεA˙C˙ , получим (5.10).
Теорема 5.3. (R. Penrose, 1960) Тензору Вейля конформной кривизны
Cijhl = Rijhl − 2g[i|[hRj]|l] + 4Λgijhl, (5.11)
gijhl = gihgjl − gilgjh, (5.12)
на лоренцевом многообразии M отвечает спинтензор C
AA˙BB˙CC˙DD˙
:
Cijhl ↔ CAA˙BB˙CC˙DD˙ = ψABCDεA˙B˙εC˙D˙ + ψA˙B˙C˙D˙εABεCD , (5.13)
где ψABCD — полностью симметричный спинтензор:
ψABCD = χABCD − ΛξABCD , (5.14)
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χABCD — спинтензор Римана (5.2), ξABCD — спинтензор Сильвестра (3.19).
Д о к а з а т е л ь с т в o. Запишем тензор Вейля конформной кривизны в
виде
Cijlk =
1
2
(Rijlk − •R•ijlk)− 2Λgijlk, (5.15)
где согласно (4.10)
•R•ijlk ↔ •R•AA˙BB˙CC˙DD˙ = i2RAB˙BA˙CD˙DC˙ = −RAB˙BA˙CD˙DC˙ ,
отсюда, пользуясь (5.1), получим
1
2
(Rijlk − •R•ijlk) ≡
(−)
R ijlk ↔ χABCDεA˙B˙εC˙D˙ + χA˙B˙C˙D˙εABεCD+
+
1
2
(
ϕ
ABC˙D˙
εCDεA˙B˙ + ϕCDA˙B˙εABεC˙D˙ + χABCDεB˙A˙εD˙C˙ + χB˙A˙D˙C˙εABεCD+
+ϕ
ABD˙C˙
εCDεB˙A˙ + ϕCDB˙A˙εABεD˙C˙
)
= χABCDεA˙B˙εC˙D˙ + χA˙B˙C˙D˙εABεCD .
С помощью (4.15) найдем
Cijhl ↔ CAA˙BB˙CC˙DD˙ =
(−)
R
AA˙BB˙CC˙DD˙
− 2ΛG
AA˙BB˙CC˙DD˙
=
= (χABCD − ΛξABCD) εA˙B˙εC˙D˙ +
(
χA˙B˙C˙D˙ − ΛξA˙B˙C˙D˙
)
εABεCD ;
подставив сюда (5.14), получим (5.13).
Заметим, что согласно (4.10)
C•ijkl =
•Cijkl ↔ i
(
−ψABCDεA˙B˙εC˙D˙ + εABεCDψA˙B˙C˙D˙
)
.
Формула (5.14), в левой части которой стоит полностью симметричный
спинтензор ψABCD , иллюстрирует удобный способ выделения симметричной
части спинтензора, т. е. представления спинтензора в виде суммы его симмет-
ричной части и спинтензоров, имеющих те же симметрии и сконструированных
из произведений спинтензоров Леви–Чивита.
Учитывая, что спинтензор Сильвестра ξABCD имеет те же симметрии, что
и χABCD , запишем
χABCD = χ(ABCD) + ΩξABCD . (5.16)
Свертывая это уравнение с εACεBD , найдем Ω = Λ. Подставив это в (5.16),
получим
χ·
(ABCD)
= χABCD − ΛξABCD = ψABCD ,
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отсюда следует
χABCD = ψABCD + ΛξABCD .
Из теоремы 5.2 и формулы (3.18)
gij ↔ εABεA˙B˙ ≡ gAA˙BB˙ (5.17)
следует
Теорема 5.4. Спинорная форма уравнений Эйнштейна в вакууме (Λ = 0)
Rij = 0
дается формулой
ϕ
ABA˙B˙
= 0.
В спинорном представлении уравнения Эйнштейна
Rij − R
2
gij = κTij
для источника со спинтензором энергии-импульса
Tij ↔ TAA˙BB˙ = σiAA˙σ
j
BB˙
Tij
имеют вид
ϕ
AA˙BB˙
= −1
2
(
6ΛεABεA˙B˙ + κTAA˙BB˙
)
.
Упражнения.
15. Получить формулы (5.2), (5.3) из (5.8), (5.9), выразив при помощи (4.2)
операторы Рузе ρij
AB
, ρij
A˙B˙
(4.1) через операторы Паули (2.18), спин-
тензор εAB и метрический тензор g
hk.
16. Доказать с помощью формул (5.9), (5.14) соответствие
Rijkl ↔ RAA˙BB˙CC˙DD˙ = ψABCDεA˙B˙εC˙D˙ + εABεCDψA˙B˙C˙D˙+
+ϕ
ABC˙D˙
εCDεA˙B˙ + ϕCDA˙B˙εABεC˙D˙ + 2Λ
(
εACεBDεA˙B˙εC˙D˙ + εABεCDεA˙D˙εB˙C˙
)
.
17. Доказать с использованием операторов Рузе (4.1) формулу
ψ
ABCD
=
1
16
ρij
AB
ρhl
CD
Cijhl
и вывести отсюда теорему 5.3.
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6 Комплексная изотропная тетрада
6.1 Спинор как флажок на изотропном конусе в R(3)4 .
Докажем, что комплексный вектор ξi в R(3)4 является изотропным: ξ
iξi =
gijξ
iξj = 0, тогда и только тогда, когда соответствующий ему спинтензор
ξAA˙ представляется в виде произведения спиноров
ξAA˙ = ζAηA˙. (6.1)
Если ξi — вещественный изотропный вектор, то
ξAA˙ = ±ξAξA˙. (6.2)
В самом деле, согласно (3.13)
ξiξi = 2 det ‖ξAA˙‖,
поэтому в случае изотропного вектора ξi матрица ‖ξAA˙‖ вырожденная, следо-
вательно, её можно представить в виде ξAA˙ = ζAηA˙. В случае вещественного
изотропного вектора ξi матрица ‖ζAηA˙‖ эрмитова: ζAηA˙ = ηAξA˙, отсюда сле-
дуют два равенства: ζA = ληA и сопряженное ему ζA˙ = ληA˙, что доказывает
вещественность множителя λ. В итоге имеем (6.2):
ξAA˙ = ληAηA˙ = ±ξAξA˙
(
ξA ≡
√
|λ|ηA
)
.
Таким образом, каждому спинору ξA отвечает единственный изотроп-
ный вектор ξi = σi
AA˙
ξAξA˙. Обратно, каждому изотропному вектору ξi от-
вечает множество спиноров вида ηAηA˙, отличающихся друг от друга мно-
жителем eiθ, θ ∈ R.
Покажем теперь, что каждый спинор ξA однозначно определяет простой
бивектор
Fij = ξ[iνj] = σ
AA˙
i σ
BB˙
j
(
εABξA˙ξB˙ + εA˙B˙ξAξB
)
, (6.3)
где ξi — изотропный вектор, представленный спинтензором ξAξA˙, а νj —
пространственноподобный вектор, определенный с точностью до слагаемого
вида λξj .
Для доказательства выберем спинор ηA так, чтобы ξAηA = 1. Согласно
(3.9)
εAB = ξAηB − ηAξB, εA˙B˙ = ξA˙ηB˙ − ηA˙ξB˙,
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подставив это в (6.3), получим Fij = ξ[iνj], где
νj = σ
BB˙
j (ηBξB˙ + ηB˙ξB).
Прибавление к ηA слагаемого λξA не нарушает условия ξAηA = 1, так как
ξAξ
A = εABξ
AξB = 0, при этом
νj → ν˜j = νj + (λ+ λ∗)ξj .
Из доказанного следует геометрическая интерпретация спинора, — произ-
вольный спинор ξA однозначно определяется изотропным вектором ξi в про-
странстве Минковского R(3)4 и двумерной площадкой, натянутой на этот век-
тор и задаваемой простым бивектором Fij . Задание бивектора устраняет неопре-
деленность в выборе спинора среди множества спиноров вида eiθξA, представ-
ляющих вектор ξi в спинпространстве S2. Поэтому спинор можно представ-
лять в виде флажка c древком, лежащим на изотропном конусе в R(3)4 .
6.2 Комплексная изотропная тетерада.
Рассмотрим свойства комплексной изотропной тетрады на лоренцевом много-
образи M , т. е. комплексного репера
{z
k
i} = {li, ni,mi,mi∗} (6.4)
и его аналога — "спинорной двойки" (Zweibein) {λA, µA} в спинпространстве
S2. 2
Два вещественных вектора li, ni и пара комплексно сопряженных векто-
ров mi, mi∗ образуют базис касательного пространства TpM в точке p ∈ M.
Cкалярные произведения базисных векторов равны:
lin
i = 1, mim
i = −1, lili = nini = mimi = mi∗mi∗ = 0, (6.5)
при этом
gij = linj + nilj −mimj∗ −mi∗mj , (6.6)
δij = l
inj + n
ilj −mimj∗ −mi∗mj . (6.7)
Запишем разложение (вещественного) вектора vi ∈ TpM по базисным век-
торам:
υi = V2l
i + V0n
i − V1∗mi − V1mi∗, (6.8)
2См., например, обзор В. П. Фролова [5].
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где
V0 = liv
i, V2 = niv
i, V1 = miv
i, V1
∗ = mi∗vi, vivi = 2(V0V2 + V1V1∗).
Двадцать четыре коэффициента вращения Риччи
γmnl = z
m
j,kz
n
jz
l
k = −γnml
записываются в виде двенадцати комплексных скаляров, называемых спино-
выми коэффициентами:
κ = γ131, ρ = γ134, σ = γ133, τ = γ132, 2α = γ124 − γ344,
2β = γ123 − γ343, 2γ = γ122 − γ342, 2ε = γ121 − γ341,
ν = −γ242, µ = −γ243, λ = −γ244, pi = −γ241.
(6.9)
Покажем, что спинбазису {λA, µA} в спинпространстве S2 однозначно со-
ответствует комплексная изотропная тетрада {z
k
i} в M , определяемая со-
отношениями
z
1
i ≡ li = σi
AA˙
λAλA˙, z
2
i ≡ ni = σi
AA˙
µAµA˙,
z
3
i ≡ mi = σi
AA˙
λAµA˙, z
4
i ≡ mi∗ = σi
AA˙
µAλA˙.
(6.10)
Условия нормировки (6.5):
z
1
iz
2
i = −z
3
iz
4
i = 1, остальные произведения z
k
iz
h
i = 0, (6.11)
соответствуют спинорному равенству
λAµ
A = 1. (6.12)
Действительно, согласно (6.1), (6.2) (п. 6.1) векторы li, mi вещественные
изотропные, а векторы mi, mi∗ комплексно сопряженные изотропные. Условия
нормировки легко проверяются с помощью формул (3.15):
σi
AA˙
σ BB˙i = δ
A
Bδ
B˙
A˙
, σi
AA˙
σAA˙j = δ
i
j ,
например,
lin
i = σj
AA˙
µAµA˙σ BB˙j λBλB˙ = µ
AλAµ
A˙λA˙ = 1.
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Уравнениям (6.6), (6.7) соответствуют спинорные уравнения (см. (3.9))
εAB = 2λ[AµB] = λAµB − λBµA, (6.13)
δAB = µ
AλB − λAµB. (6.14)
Коэффициенты следующего разложения вычисляются так же, как в раз-
ложении (6.8):
σ AB˙j = ljµ
AµB˙ + njλ
AλB˙ −mjµAλB˙ −mj∗λAµB˙. (6.15)
Упражнения.
18. Используя (6.5)–(6.7) и (6.12)–(6.14), вывести следующие формулы:
σi
BB˙
σ AA˙i = δ
A
Bδ
A˙
B˙
, σi
AA˙
σ AA˙j = δ
i
j ,
σiAA˙σ
i
BB˙
= εABεA˙B˙, 2σ
A
(i |B˙|σ
BB˙
j) = gijε
AB.
19. Доказать, что оператор Рузе (4.1)
ρ ABij = 2σ
A
(i |B˙|σ
BB˙
j)
записывается в виде
ρ ABij = 4
(
l[imj]µ
AµB − n[imj]λAλB +m[imj]∗λ(AµB) − l[inj]λ(AµB)
)
.
(6.16)
20. Выразить спинтензор Сильвестра (3.19)
ξABCD ≡ εACεBD + εADεBC (6.17)
и спинтензор Кэли (3.20)
ηABCD ≡ εACεBD − εADεBC (6.18)
через спинорную двойку:
ξABCD = 2(λAλBµCµD + µAµBλCλD)− 3λ(A µB) λ(CµD) ,
ηABCD = 4λ[AµB]λ[CµD] .
Получить с помощью этих формул равенства 2◦−7◦ и 10◦−11◦ (упр. 12,
§3, гл. 2):
ξABCD + ξADBC + ξACDB = 0, ξ
AB
AB
= 6, ξABCDξ
ABCD
= 12,
ξ
AB
CD
= δ
A
C
δ
B
D
+ δ
A
D
δ
B
C
, ξ
A C
B D
= ε
AC
εBD − δ
A
D
δ
C
B
,
ξ
AMCN
ξ
B D
M N
− ξAMDN ξB C
M N
= 6ε
AB
ε
CD
, ηABη
AB
= 2, ηABCDη
ABCD
= 4.
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21. Используя (6.5), (6.16) и равенства
(n[kmj])
∗ = i n[kmj], (l[kmj])∗ = −i l[kmj],
(n[km
∗
j])
∗ = −i n[km∗j], (l[km∗j])∗ = i l[km∗j],
вывести формулы 2◦ − 4◦ (п. 4.1):
•
ρij
A˙B˙
= iρijAB,
•
ρij AB = −iρijA˙B˙, ρ
AB
ij ρ
ijCD = 4ξABCD.
7. Спинорный анализ 91
7 Спинорный анализ
Если на лоренцевом многообразии M каждой точке p из некоторой области
Ω ⊂M поставлен в соответствие спинор λA, то говорят, что в области Ω задано
спинорное поле.
Пусть в каждой точке P ∈ Ω задан орторепер (тетрада) {ei} и сово-
купность таких реперов образует гладкое поле в области Ω. Будем говорить,
что в точке p ∈ Ω задан спинор λA, если каждому ортореперу в этой точке
поставлена в соответствие пара комплексных чисел (λ1, λ2), преобразующихся
по закону (2.24), когда орторепер подвергается преобразованию Лоренца
ei′ = L
k
i′ek
с матрицей ‖Lki′‖, обратной к матрице ‖Li
′
k ‖ (2.16).
Ковариантной производной спинтензорного поля T ...... в направлении век-
торного поля X = Xi∂i называется отображение
∇X : T ...... ↔ ∇XT ......
спинтензорного поля T ...... в спинтензорное поле того же типа, обладающее сле-
дующими свойствами.
1. Линейность:
∇X (S...... + T ...... ) = ∇X (S......) +∇X (T ...... ) ,
∇αX+βY (T ...... ) = α∇X (T ...... ) + β∇Y (T ...... ) (α, β ∈ C).
2. Правило Лейбница:
∇X (S...... + T ...... ) = (∇XS......)T ...... + S...... (∇XT ...... ) .
3. Действие на скалярное поле:
∇Xϕ = X (ϕ) = Xi∂iϕ.
4. Вещественность:
∇X (S......) = ∇X (S......)
(для вещественных X и S......).
5. Условия Рузе:
∇X (εAB) = 0, ∇X
(
σ AA˙i
)
= 0.
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Из условий Рузе следует ковариантное постоянство метрического тензора:
∇Xgik = 0.
При отсутствии кручения свойства 1)− 5) однозначно определяют ковари-
антную производную.
Для тензорных полей, полученных из эрмитовых спинтензорных полей с
помощью операторов Паули, производная ∇X совпадает с римановой ковари-
антной производной.
Так же, как в тензорном анализе, можно показать (см. например, [5]), что
ковариантная производная произвольного спинтензорного поля SA... A˙...
B... B˙...
в
направлении координатных векторных полей ∇iSA... A˙...B... B˙...:
∇XS...... = Xi∇iS......,
определяется формулой
∇iSA... A˙...B... B˙... = ∂iSA... A˙...B... B˙... + γ
A
i CS
C... A˙...
B... B˙...
+ γ A˙
i C˙
SA... C˙...
B... B˙...
+ . . .
−γ Di BSA... A˙...D... B˙... − . . .− γ
C˙
µ B˙
SA... A˙...
B... C˙...
,
где
γ Ai B =
1
2
σAC˙k
(
∂iσ
k
BC˙
+ Γkhiσ
h
BC˙
)
, γ A˙
i B˙
=
(
γ Ai B
)∗
— коэффициенты спинорной связности Рузе, Γkhi — символы Кристоффеля
второго рода, ∂i = ∂/∂xi, xi — локальные координаты на M .
Используя полученные ранее формулы, выразим γ Ai B через векторы ком-
плексной изотропной тетрады и спинорную двойку:
γ Ai B =
1
2
λA
(
(nk∂im
k∗ −m∗k∂ink)λB + (m∗k∂imk − nk∂ilk)µB
)
+
1
2
µA
(
(lk∂in
k −mk∂imk∗)λB + (mk∂ilk − lk∂imk)µB
)
−
λA∂iµB + µ
A∂iλB + λ
AµBλ
C˙∂iµC˙ + µ
AλBµ
C˙∂iλC˙+
λA
(
(nkm
h∗ −m∗knh)ΓkihλB + (m∗kmh − nklh)ΓkhiµB
)
+
µA
(
(lkn
h −mkmh∗)ΓkhiλB + (mklh − lkmh)ΓkhiµB
)
.
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Говорят, что спинтензорное поле ∇S...... переносится параллельно вдоль
кривой γ : [t0, t1]→M : xi = xi(t), если
∇S...... ≡
dxi
dt
∇iS...... = 0.
Так как произвольный спинор ξA однозначно определяется изотропным
вектором ξi и двумерной площадкой в TpM (п. 6.1), то спинор ξA переносится
параллельно вдоль кривой γ тогда и только тогда, когда вдоль этой кривой
переносится параллельно вектор ξi = σi
AA˙
ξAξA˙ и двумерная площадка, опре-
деляемая спинором ξA согласно (6.3).
Последнее означает, что каждый вектор, полученный с помощью парал-
лельного переноса какого-либо вектора двумерной площадки, принадлежит
параллельно перенесенной двумерной площадке, т. е.
ξ[iνj∇(αξk] + βνk]) = 0 (α, β ∈ C).
Определим четыре линейных дифференциальных оператора
D = li∇i, δ = mi∇i, 4 = ni∇i, δ = mi∇i
и запишем ковариантную производную ∇i в виде
∇i = li4+ niD −m∗i δ −miδ∗,
отсюда при помощи (6.10) найдем
D = σi
AA˙
λAλA˙∇i = λAλA˙∇AA˙ ≡ ∂11˙ δ = λAµA˙∇AA˙ ≡ ∂12˙,
4 = µAµA˙∇AA˙ ≡ ∂22˙ δ = µAλA˙∇AA˙ ≡ ∂21˙.
Наряду с коэффициентами спинорной связности γ Aµ B рассматривают ве-
личины
γABCD˙ = σ
µ
CD˙
εFBγ
F
i A, γA˙B˙C˙D = σ
i
DC˙
εF˙ B˙γ
F˙
i A˙
, γABCD˙ = γBACD˙.
Упражнения.
22. Выразить величины γABCD˙ через спиновые коэффициенты (6.9).
[γ1111˙ = κ, γ1121˙ = ρ, γ1112˙ = σ, γ1122˙ = τ, γ1211˙ = γ2111˙ = , γ1221˙ =
γ2121˙ = α, γ1212˙ = γ2112˙ = β, γ1222˙ = γ2122˙ = γ, γ2211˙ = pi, γ2221˙ = λ,
γ2212˙ = µ, γ2222˙ = ν.]
23. Получить спинорную форму тождества Бианки (7.14) (гл. 3)
Rijkl,m +R
i
jlm,k +R
i
jmk,l = 0 (i, j, k, l,m = 1, . . . , n). (7.1)
94 СПИНОРНЫЙ АППАРАТ ФИЗИКИ
Глава 3
Приложения
1 Абстрактные группы
1.1. Множество G называется (абстрактной) группой, если в G задана би-
нарная операция
G×G 3 (a, b)→ a · b ≡ ab = c ∈ G,
которая называется умножением и обладает следующими свойствами: 1) (ab)c =
a(bc) для всех a, b, c ∈ G (ассоциативность), 2) в G имеется (левая) единица
e ∈ G такая, что ea = a для всех a ∈ G, 3) для каждого a ∈ G существует
(левый) обратный элемент a−1 ∈ G такой, что a−1a = e.
Из определения группы следует a−1aa−1 = (a−1a)a−1 = ea−1 = a−1, так
что a−1aa−1 = a−1. Умножив это равенство слева на левый обратный элемент
к a−1, получим aa−1 = e, т. е. левый обратный элемент является и правым
обратным элементом. Заметим, что (ab)−1 = b−1a−1.
Из равенств ae = a(a−1a) = (aa−1)a = ea = a следует, что левая единица
является и правой единицей. Если ab = ba для любых a, b ∈ G, то группа
G называется абелевой или коммутативной. Для абелевых групп операция
умножения часто записывается в виде (a, b) → a + b (аддитивная запись в
отличие от мультипликативной записи (a, b)→ ab) и называется сложением.
В группе по сложению, или, как говорят, в аддитивной группе (в отли-
чие от группы по умножению, или мультипликативной группы) единица e
называется нулем и обозначается 0; обратный элемент к a называют проти-
воположным к a и обозначают −a.
Если для элемента a группы G существует натуральное число k такое,
что ak ≡ a · · · a︸ ︷︷ ︸
k
= e, то говорят, что элемент a имеет конечный порядок k, в
противном случае элемент a называется свободным.
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Пусть M – произвольное множество. Биекция 1 ϕ : M → M называет-
ся преобразованием множества M . Отображение idM , или id : x → x ∈ M
называется тождественным преобразованием в M . Для любых двух пре-
образований ψ и ϕ множества M определено преобразование ϕ ◦ ψ : x →
ϕ ◦ ψ(x) = ϕ(ψ(x)), x ∈ M , называемое их композицией . Обратная биекция
ϕ−1 : ϕ−1 ◦ ϕ = ϕ ◦ ϕ−1 = idM называется обратным преобразованием к ϕ.
В силу ассоциативности композиции всякое непустое множество Γ преоб-
разований множества M такое, что из ϕ,ψ ∈ Γ следует ϕ ◦ ψ ∈ Γ и из ϕ ∈ Γ
следует ϕ−1 ∈ Γ, есть группа с умножением (ϕ,ψ) → ϕψ ≡ ϕ ◦ ψ, называемая
группой преобразований множества M . Роль единицы e в этой группе играет
idM , а элементом, обратным к ϕ, является обратное преобразование ϕ−1. Яс-
но, что {idM} ⊂ Γ ⊂ BM , где {idM} – группа, состоящая из тождественного
преобразования, а BM –множество всех биекций из M в M .
Если на множестве M задана какая-нибудь структура, то совокупность
преобразований ϕ : M →M таких, что ϕ и ϕ−1 сохраняют структуру, образу-
ет, очевидно, группу, которая называется группой автоморфизмов или груп-
пой инвариантности данной структуры. Бо´льшая часть этой книги посвяще-
на изучению групп автоморфизмов различных геометрических и физических
структур. В физике группы автоморфизмов принято называть группами сим-
метрий.
Группа Γ преобразований множества M называется транзитивной, если
для любых x, y ∈M существует преобразование ϕ ∈ Γ такое, что ϕ(x) = y.
Часть H группы G называется ее подгруппой или делителем, если она
является группой в силу закона умножения, имеющегося в G. Подгруппы H1
и H2 группы G называются взаимно простыми, если они не имеют общих
элементов, кроме e.
Пусть H – подгруппа группы G и a, b, c ∈ G. Бинарное отношение R ⊂
G × G в G такое, что (a, b) ∈ R, или a ∼ b, если и только если ab−1 ∈ H,
рефлексивно: a ∼ a ввиду того, что aa−1 ∈ H, симметрично: из a ∼ b следует
b ∼ a, т. к. ba−1 = (ab−1)−1 ∈ H, и транзитивно: из a ∼ b и b ∼ c следует
a ∼ c, поскольку ac−1 = ab−1bc−1 ∈ H. Следовательно, R есть отношение эк-
вивалентности, которое задает разбиение множества G на непустые попарно
непересекающиеся части A, образованные из всех элементов, эквивалентных
какому-нибудь элементу a ∈ A. Эти части (классы эквивалентности по отно-
шению R) называются правыми смежными классами группы G по подгруппе
1Отображение f : X → Y называется инъективным (инъекцией), если из x 6= y
следует f(x) 6= f(y) для всех x, y ∈ X, и сюръективным (сюръекцией), если образ
f(X) множества X при отображении f совпадает с Y . Если отображение f одно-
временно инъективно и сюръективно, то оно называется биективным или взаимно
однозначным отображением (биекцией).
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H 2.
Каждый правый смежный класс A группы G по подгруппе H можно пред-
ставить в виде Ha, где a – любой элемент из A, ибо, с одной стороны, A ⊂ Ha
ввиду того, что из x ∈ A следует x ∼ a, или xa−1 ∈ H, т. е. x ∈ Ha; с дру-
гой стороны, Ha ⊂ A благодаря тому, что из y ∈ Ha следует ya−1 ∈ H, или
y ∼ a, т. е. y ∈ A. Таким образом, A = Ha. Наоборот, каждое подмножество
вида Hb, где b ∈ G, есть правый смежный класс группы G по подгруппе H, а
именно тот класс, который содержит элемент b.
Левые смежные классы группы G по подгруппе H определяются анало-
гично с помощью отношения эквивалентности R′ : a ∼ b, если и только если
a−1b ∈ H. Каждая часть группы G вида bH, где b ∈ G, есть левый смежный
класс группы G по подгруппе H, и каждый левый смежный класс группы G
по подгруппе H можно представить в виде aH, где a ∈ G.
Если H – подгруппа в G, то и a−1Ha = {a−1ha | h ∈ H} 3 есть подгруппа
в G при любом a ∈ G, т. к. a−1ha · a−1h′a = a−1hh′a ∈ a−1Ha и (a−1ha)−1 =
a−1h−1a ∈ a−1Ha при любых h, h′ ∈ H. Подгруппы H и a−1Ha называются
сопряженными.
Если H = a−1Ha для всех a ∈ G, то H называется нормальным делителем
или инвариантной подгруппой группы G. Группа G, не имеющая нормальных
делителей, отличных от {e} и G, называется простой.
ЕслиN – нормальный делитель группы G, то a−1Na = N и, следовательно,
Na = aN для всех a ∈ G. Таким образом, каждый правый смежный класс
группы G по нормальному делителю N является левым смежным классом,
и наоборот. Так как, в силу этого, NaNb = NNab = Nab, то смежные классы
образуют группу относительно умножения классов по правилу Na ·Nb = Nab.
Эта группа называется факторгруппой группы G по нормальному делителю N
и обозначается G/N . Единицей в факторгруппе служит класс N , ибо N ·Na =
Na, а элементом, обратным к Na, является класс Na−1, т. к. Na · Na−1 =
Na · a−1N = NN = N .
1.2. Отображение ϕ группы G в группу G′ называется гомоморфизмом,
если
1.1oldϕ(ab) = ϕ(a)ϕ(b) a, b ∈ G, (1.1)
2Для любых двух элементов a′ и a′′ из класса эквивалентности A имеем a′ ∼ a ∼
a′′, т. е. все элементы класса A эквивалентны друг другу. Если A,B – два класса
эквивалентности и x – их общий элемент, то b ∼ x ∼ a для всех b ∈ B, поэтому
B ⊂ A. Так же доказывается, что A ⊂ B, следовательно, A = B, т. е. два класса
эквивалентности либо не пересекаются, либо совпадают. Ни один класс не пуст в
силу рефлексивности отношения эквивалентности R.
3Символ {x ∈ M | P (x)} означает множество элементов x ∈ M , обладающих
свойством P (x).
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отсюда следует ϕ(e) = e′ и ϕ(a−1) =
(
ϕ(a)
)−1, где e′ – единица группы G′.
Биективный гомоморфизм называется изоморфизмом. Группы G и G′ на-
зываются изоморфными, если существует изоморфизм одной группы на дру-
гую. Совокупность свойств группы G, общих всем изоморфным с ней группам,
определяет структуру группы G. Две изоморфные абстрактные группы счи-
таются одинаковыми, неразличимыми.
Изоморфизм группы G на себя называется автоморфизмом группы G. Бу-
дучи биективным, автоморфизм является преобразованием группы G. Мно-
жество всех автоморфизмов группы G образует группу, которая обозначается
Aut G.
Пусть ϕ – гомоморфизм группы G в группу G′. Множество N = ϕ−1(e′) =
{a ∈ G | ϕ(a) = e′} всех элементов группы G, отображающихся в единицу
e′ группы G′, называется ядром гомоморфизма ϕ и обозначается Ker ϕ. Мно-
жество Im ϕ = ϕ(G) = {a′ ∈ G′ | a′ = ϕ(a), a ∈ G} называется образом
гомоморфизма ϕ.
Если ϕ – гомоморфизм группы G в группу G′, то Im ϕ есть подгруппа
группы G′, т. к. из a′ = ϕ(a), b′ = ϕ(b) в силу гомоморфизма следует a′b′ =
ϕ(a)ϕ(b) = ϕ(ab) ∈ Im ϕ и (a′)−1 = (ϕ(a))−1 = ϕ(a−1) ∈ Im ϕ.
Последовательность
· · ·Gk
ϕk→ Gk+1 → · · ·
групп Gk и гомоморфизмов ϕk называется точной, если Im ϕk = Ker ϕk+1.
Ядро N гомоморфизма группы G в группу G′ является нормальным дели-
телем группы G. Если гомоморфизм ϕ сюръективен, т. е. если ϕ(G) = G′,
то группа G′ изоморфна факторгруппе G/N .
Действительно, N есть группа, ибо в силу гомоморфизма ϕ(e) = e′ и
ϕ(a−1) =
(
ϕ(a)
)−1 для всех a ∈ G, поэтому из n, n′ ∈ N следует ϕ(nn′) =
ϕ(n)ϕ(n′) = e′e′ = e′ и ϕ(n−1) = (ϕ(n))−1 = e′−1 = e′, таким образом,
nn′, e, n−1 ∈ N .
N есть нормальный делитель, т. к. ϕ(a−1na) = ϕ(a−1)ϕ(n)ϕ(a) =
(
ϕ(a)
)−1
e′ϕ(a) =
e′ для всех a ∈ G и n ∈ N , так что a−1Na ⊂ N . Умножив последнее слева на
a и справа на a−1, получим N ⊂ aNa−1, или N ⊂ b−1Nb, где b = a−1. Ввиду
произвольности a и b отсюда следует a−1Na = N .
Если ϕ – сюръекция, то для любого элемента a′ ∈ G′ существует элемент
a ∈ G такой, что ϕ(a) = a′. Для каждого элемента b ∈ ϕ−1(a′) имеем
ϕ(ba−1) = ϕ(b)ϕ(a−1) = a′(a′)−1 = e′,
т. е. ba−1 ∈ N и b ∈ Na, поэтому ϕ−1(a′) ⊂ Na. Наоборот, если x = na ∈ Na,
то
ϕ(x) = ϕ(n)ϕ(a) = e′a′ = a′,
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следовательно, Na ⊂ ϕ−1(a′) и ϕ−1(a′) = Na.
Соответствие ϕ˜ : G′ 3 a′ → ϕ−1(a′) = Na ∈ G/N задает естественный
изоморфизм между группами G′ и G/N .
Если, в частности, N = {e}, то G и G′ изоморфны (при условии сюръек-
тивности ϕ!).
Для каждого элемента a группы G определено отображение
ψa : G 3 x→ axa−1 ∈ G (a ∈ G)
группы G в себя. Так как из y = ψa(x) = axa−1 следует
x = a−1ya = a−1y
(
a−1
)−1
= ψa−1(y),
то это отображение биективно и обладает свойством
ψa(xy) = axya
−1 = axa−1 · aya−1 = ψa(x)ψa(y)
для всех x, y ∈ G. Поэтому ψa есть автоморфизм группы G, называемый ее
внутренним автоморфизмом, порожденным элементом a.
Ввиду того, что ψaψb(x) = a(bxb−1)a−1 = abx(ab)−1 = ψab(x) для любого
элемента x ∈ G и ψ−1a = ψa−1 , множество всех внутренних автоморфизмов
образует группу, называемую присоединенной группой группы G.
Отображение a → ψa по определению сюръективно и сохраняет опера-
цию умножения: ab → ψab = ψaψb, т. е. является гомоморфизмом группы G
в ее присоединенную группу. Ядро этого гомоморфизма состоит из элементов
z ∈ G, порождающих тождественный автоморфизм ψz = idG (единица при-
соединенной группы) такой, что zaz−1 = a, или za = az для всех a ∈ G – z
перестановочен со всеми элементами группы G.
Элементы, перестановочные со всеми элементами группы G, называются ее
центральными элементами. Множество всех центральных элементов группы
G называется центром группы G и обозначается Z. Будучи ядром гомомор-
физма группы G в ее присоединенную группу, центр Z группы G является
ее нормальным делителем.
Таким образом, присоединенная группа группы G изоморфна факторгруппе
G/Z группы G по ее центру Z.
Каждая подгруппа Z1 центра Z группы G является нормальным дели-
телем группы G, ибо из z ∈ Z1 ⊂ Z следует a−1za = a−1az = z ∈ Z1 для
всех a ∈ G. Подгруппы группы Z называются центральными нормальными
делителями группы G.
Пусть H – часть группы G. Множество всех элементов a ∈ G, перестано-
вочных со всеми элементами x ∈ H, называется централизатором H в G и
обозначается CG(H).
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Если N – инвариантная подгруппа группы G, то a−1Na = N для любого
элемента a ∈ G, т. е. группа N инвариантна относительно всех внутренних
автоморфизмов группы G, что объясняет ее название.
Коммутантом G(1) группы G называется множество всех элементов груп-
пы G, представимых в виде произведения q1 · · · qk коммутаторов, т. е. эле-
ментов вида qi = aibia−1i b
−1
i (ai, bi ∈ G), равных единице e группы G тогда и
только тогда, когда элементы ai, bi перестановочны: aibi = biai при i = 1, . . . , k.
Перемножив произведения коммутаторов, снова получим произведение ком-
мутаторов и (q1 · · · qk)−1 = q−1k · · · q−11 также является произведением комму-
таторов q−1i = biaib
−1
i a
−1
i при i = 1, . . . , k. Следовательно, G
(1) есть группа,
называемая производной (под)группой группы G или ее коммутантом.
Для всех x = q1 · · · qk ∈ G(1) и c ∈ G элемент
c−1qic = (c−1aic)(c−1bic)(c−1aic)−1(c−1bic)−1
есть коммутатор при i = 1, . . . , k, поэтому
c−1xc = (c−1q1c) · · · (c−1qkc) ∈ G(1),
и коммутант G(1) группы G является ее нормальным делителем.
Если G(1) – коммутант группы G, то факторгруппа G/G(1) абелева, ибо
для всех a, b ∈ G смежные классы G(1)a и G(1)b перестановочны. Действитель-
но, aba−1b−1 ∈ G(1) и по правилу умножения классов имеем
G(1)a ·G(1)b ·G(1)a−1 ·G(1)b−1 = aba−1b−1G(1) = G(1),
отсюда следует G(1)a ·G(1)b = G(1)b ·G(1)a.
Докажем, что коммутант N (1) нормального делителя N группы G есть
нормальный делитель группы G. По свойству нормального делителя для всех
ai, bi ∈ N и c ∈ G имеем c−1aic, c−1bic ∈ N , поэтому
c−1qic = (c−1aic)(c−1bic)(c−1aic)−1(c−1bic)−1 ∈ N (1) (i = 1, . . . , k),
следовательно, c−1q1 · · · qkc = c−1q1c · · · c−1qkc ∈ N (1).
1.3. Если H – часть группы G и G1 – наименьшая подгруппа4 группы G,
содержащая H, то говорят, что подгруппа G1 порождена множеством H. Для
двух подмножеств H и K группы G обозначим через [H,K] множество всех
4Наименьшая подгруппа по отношению порядка ⊂ между множествами; предпола-
гается, что любая подгруппа, содержащая H, содержит G1. Наименьшую подгруппу
G1, содержащую H, можно определить также как пересечение всех подгрупп группы
G, содержащих H.
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коммутаторов hkh−1k−1, где h ∈ H, k ∈ K. Тогда производную подгруппу
можно определить как подгруппу группы G, порожденную множеством [G,G].
Рассмотрим две последовательности подгрупп
G ≡ G(0) ⊃ G(1) ⊃ . . . G(i) ⊃ . . . , (1.2)
G ≡ G(0) ⊃ G(1) ⊃ . . . G(i) ⊃ . . . , (1.3)
где G(i) есть подгруппа, порожденная множеством [G(i−1), G(i−1)], т. е. комму-
тант группы G(i−1), а G(i) – подгруппа, порожденная множеством [G,G(i−1)].
G(i) называется i-й производной (под)группой группы G. В силу доказанно-
го выше i-я производная подгруппа G(i) группы G является ее нормальными
делителем.
Группа G называется разрешимой, если G(m) = {e} при некотором m, и
нильпотентной, если G(m) = {e} для некоторого m, где e – единица группы
G. Наименьшее число m, для которого G(m) = {e} (соответственно G(m) =
{e}), называется классом или рангом, степенью разрешимости (соответствен-
но классом, или рангом, степенью нильпотентности). Для таких групп по-
следовательность (1.2) (соответственно (1.3)) стабилизируется: G(i) = {e} при
i ≥ m (соответственно G(i) = {e} при i ≥ m). Для абелевых групп G(i) =
G(i) = {e} для всех i ≥ 1.
Группа G называется полупростой, если она не содержит разрешимых нор-
мальных делителей, отличных от единичной подгруппы.
Если G – группа и N1, N2 – ее нормальные делители такие, что N1N2 = G
и N1 ∩ N2 = {e}, то G называется прямым произведением N1 × N2 подгрупп
N1 и N2: G = N1 ×N2.
Пусть n1 ∈ N1 и n2 ∈ N2, тогда по свойству нормальных делителей имеем
n−12 n
−1
1 n2 ∈ N1, n−11 n2n1 ∈ N2, поэтому
N1 3 (n−12 n−11 n2)n1 = n−12 (n−11 n2n1) ∈ N2,
следовательно, n−12 n
−1
1 n2n1 = e, или n1n2 = n2n1, т. е. элементы групп N1 и
N2 перестановочны.
Для любого элемента a ∈ G в силу условия N1N2 = G имеем a = n1n2,
где n1 ∈ N1, n2 ∈ N2. Докажем, что такое представление единственно. Пусть
n1n2 = n
′
1n
′
2. Умножив это равенство слева на (n′1)−1 и справа на n
−1
2 , получим
(n′1)−1n1 = n′2n−12 = e в силу условия N1 ∩ N2 = {e}, отсюда следует n1 =
n′1, n2 = n′2.
Прямым произведением групп N1 и N2 называется группа G = N1 × N2,
определенная как множество пар (n1, n2) ∈ N1 × N2 с операцией умножения
(n1, n2)(n
′
1, n
′
2) = (n1n
′
1, n2n
′
2) и единицей e = (e1, e2), где ei есть единица в
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группе Ni, i = 1, 2. Парой, обратной к паре (n1, n2), служит пара (n−11 , n
−1
2 ).
Ассоциативность умножения в G следует из ассоциативности умножений в N1
и N2.
Отображения f1 : N1 3 n1 → (n1, e2) ∈ G и f2 : N2 3 n2 → (e1, n2) ∈ G
являются гомоморфизмами, так как, например,
f1(n1n
′
1) = (n1n
′
1, e2) = (n1, e2)(n
′
1, e2) = f1(n1)f1(n
′
1)
для всех n1, n′1 ∈ N1, поэтому образы Im fi = fi(Ni) ≡ N ′i , i = 1, 2 явля-
ются подгруппами группы G. Ядро каждого из гомоморфизмов fi состоит из
единицы: 5 если, например, f1(n1) = e, то (n1, e2) = (e1, e2) и n1 = e1. Следо-
вательно, отображение ϕi : ni → ϕi(ni) ≡ fi(ni) из группы Ni в группу N ′i
является изоморфизмом этих групп при i = 1, 2.
Так как (n1, n2) = (n1, e2)(e1, n2) ∈ N1×N2 для всех пар (n1, n2) ∈ N1×N2,
то G = N ′1N ′2. Кроме того, из (n1, e2) = (e1, n2) следует n1 = e1, n2 = e2, так
что N ′1 ∩N ′2 = e.
Для каждой пары (n1, n2) ∈ G и всех (h1, e2) ∈ N ′1 имеем (n1, n2)−1 ·
(h1, e2) ·(n1, n2) = (n−11 h1n1, e2) ∈ N ′1, следовательно, подгруппа N ′1 инвариант-
на. Так же доказывается инвариантность подгруппы N ′2. Если отождествить
Ni с N ′i , i = 1, 2, то группа G окажется прямым произведением своих подгрупп
N1 и N2.
Пусть G – группа, H – ее подгруппа и N – нормальный делитель группы G
такие, что NH = G и N ∩H = e. Тогда G называется полупрямым произведе-
нием подгрупп N и H. Так же, как выше, доказывается, что каждый элемент
группы G единственным образом представляется в виде nh, где n ∈ N, h ∈ H,
однако элементы групп N и H не обязательно перестановочны.
Для аддитивных групп (полу)прямое произведение называется (полу)пря-
мой суммой.
1.4. Гомоморфизм ϕ : a → La группы G в группу преобразований мно-
жества M , обозначаемых x → Lax ≡ ax, где x ∈ M и a ∈ G, называется
представлением этой группы в M , а множество M – пространством пред-
ставления. Инъективное представление называется точным. Если M – ли-
нейное пространство и преобразования La – линейные операторы в M , то ϕ
называется линейным представлением.
В силу гомоморфизма Lab = La ◦ Lb, так что Lab переводит точку x ∈ M
в точку (ab)x ≡ abx = a(bx) ∈ M . В этом случае говорят, что задано левое
действие группы G на множестве M . Говорят также, что G действует на
M слева или левыми сдвигами La (a ∈ G), и называют множество M левым
G-пространством. .
5Отсюда не следует изоморфизм групп Ni и G, поскольку fi не обязательно явля-
ется сюръекцией.
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Множество всех точек вида ax, где a ∈ G, называется G-орбитой точки
x ∈M . G-пространство является объединением орбит всех его точек.
Пусть a, b ∈ G. Антигомоморфизм ϕ′ : a → Ra, Rab = RbRa, где Ra есть
преобразование множества M : M 3 x→ Rax ≡ xa ∈M и Rab = Rb ◦Ra пере-
водит точку x в точку x(ab) ≡ xab = (xa)b, называется антипредставлением
группы G. Антипредставление определяет правое действие группы G на мно-
жествеM . В этом случае говорят, что G действует наM справа или правыми
сдвигами Ra, где a ∈ G, и называют множество M правым G-пространством.
Левое G-пространствоM можно превратить в правое, если определить правое
действие группы G на M так: xa = a−1x для всех a ∈ G, x ∈M .
Заметим, что Le = Re = idM .
Если, в частности,M = G, то представление ϕ : a→ La : x→ ax (a, x ∈ G)
является автоморфизмом группы G, т. к. каждый левый сдвиг на группе G
обратим: L−1a = La−1 . Антипредставление ϕ′ : a → Ra : x → xa (a, x ∈ G)
является антиавтоморфизмом группы G.
Говорят, что группа G действует на множестве M эффективно, если ядро
гомоморфизма ϕ : a → La состоит из единицы, т. е. если из La = idM сле-
дует a = e, и свободно, если из Lax = x для некоторой точки x ∈ M следует
a = e, т. е. La = idM . В последнем случае говорят, что G не имеет неподвиж-
ных точек на множестве M . Если группа G действует на M эффективно, то
ее единица e является единственным элементом в G, которому соответствует
тождественное преобразование множества M .
Пусть ϕ – представление группы G в M . Говорят, что группа G действует
транзитивно наM , если ϕ(G) содержит преобразования, переводящие любую
точку x′ ∈M в любую другую точку x′′ ∈M . В этом случае G-пространствоM
называется однородным. Очевидно, что однородное G- пространство является
орбитой каждой своей точки.
Наоборот, каждая G-орбита Ox (x ∈M) есть однородное G-пространство,
т. к. для любых двух точек x′, x′′ ∈ Ox, полученных из точки x преобразовани-
ями x′′ = a′′x, x′ = a′x, где a′, a′′ ∈ G, имеем x′′ = a′′a′−1x′. Ввиду этого всякое
G-пространство является объединением однородных пространств (орбит его
точек).
Пусть M есть (левое) G-пространство. Для каждой точки x ∈ M множе-
ство Gx элементов a ∈ G таких, что ax = x, образует группу, называемую
стационарной подгруппой или группой изотропии, или также стабилизато-
ром точки x.
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2 Характеристика Сегре
2.1. Абелева группа K с операцией сложения называется кольцом, если в ней
задана операция умножения K ×K → K : (a, b)→ ab, обладающая свойством
a(b+ c) = ab+ ac, (a+ b)c = ac+ bc для всех a, b, c ∈ K (дистрибутивность ).
Нуль (0) аддитивной группы K называют нулем кольца K. Кольцо K на-
зывают ассоциативным, если (ab)c = a(bc) для всех a, b, c ∈ K, и коммута-
тивным, если ab = ba для любых a, b ∈ K. Заметим, что a0 = 0a = 0 для
каждого a ∈ K. Элементы a 6= 0 и b 6= 0 кольца K, для которых ab = 0,
называются соответственно левым и правым делителями нуля кольца K.
Пусть K – кольцо. Подгруппа H аддитивной группы K называется под-
кольцом, если HH ≡ {hh′ | h, h′ ∈ H} ⊂ H, левым идеалом, если KH ⊂ H,
правым идеалом, если HK ⊂ H, и двусторонним идеалом или просто идеалом,
если KH ⊂ H и HK ⊂ H.
Пусть I – идеал кольца K. Факторгруппа K/I аддитивной группы K по
ее нормальному делителю I 6 состоит из смежных классов a + I, где a ∈ K.
Операция умножения классов по правилу (a+ I)(b+ I) = ab+ I, где a, b ∈ K,
превращает K/I в кольцо, называемое факторкольцом или кольцом вычетов
кольца K по идеалу I.
Отображение ϕ кольца K в кольцо K ′ называется гомоморфизмом, если
оно сохраняет операции сложения и умножения: ϕ(a+b) = ϕ(a)+ϕ(b), ϕ(ab) =
ϕ(a)ϕ(b) для всех a, b ∈ K. Прообраз ϕ−1({0}) = {a ∈ K | ϕ(a) = 0} называется
ядром гомоморфизма ϕ.
Биективный гомоморфизм колец называется изоморфизмом. Два кольца
называют изоморфными, если существует изоморфизм одного кольца на дру-
гое.
Пусть A – абелева группа. Кольцо K называется A-градуированным, если
как аддитивная группа оно является прямой суммой K = ⊕
σ∈A
Kσ групп Kσ
таких, что KσKτ ⊂ Kσ+τ , где σ, τ ∈ A. Если, в частности, A есть аддитивная
группа Z целых чисел, то K называется градуированным кольцом.
Кольцо K называется телом, если элементы кольца K, отличные от ну-
ля, образуют группу относительно операции умножения, имеющейся в кольце.
Единица e этой группы предполагается отличной от нуля и называется едини-
цей кольца. Произведение ab любых двух ненулевых элементов телаK отлично
от нуля в силу группового закона, имеющегося в K/{0}, поэтому в теле нет
делителей нуля.
Коммутативное тело называется полем. Каждый элемент a поля K порож-
6Любая подгруппа абелевой группы является, очевидно, ее нормальным делите-
лем.
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дает множество его кратных: a ≡ 1a, a + a ≡ 2a, . . . Возможны два случая:
либо все кратные единицы ne, n = 1, 2, . . . , отличны от нуля, либо существует
наименьшее число n = p, для которого pe = 0. Эти два случая различают,
приписывая полю K характеристику 0 или p. Пусть p = p1p2, где ни одно
из натуральных чисел p1 и p2 не равно 1, тогда pe = p1p2e = p1e · p2e = 0 7.
Ввиду того, что в теле отсутствуют делители нуля, отсюда следует p1e = 0 или
p2e = 0, что противоречит определению p как наименьшего натурального чис-
ла, для которого pe = 0, поэтому p – простое число. В поле K характеристики
нуль, где сложение любого числа единиц не может дать нуля, можно найти
n-ю часть an любого элемента a ∈ K, т. к. уравнение nx = a, или ne · x = a
однозначно разрешимо относительно x благодаря условию ne 6= 0 при n ∈ N.
Поля вещественных (R), комплексных (C) и рациональных (Q) чисел име-
ют характеристику 0. Под полем K понимается далее поле вещественных или
комплексных чисел.
Абелева группа M называется левым модулем над кольцом K или левым
K-модулем, если определена операция умножения K ×M 3 (α, x) → αx ∈ M
элементов группыM на элементы кольцаK такая, что α(x+y) = αx+αy, (α+
β)x = αx + βx, (αβ)x = α(βx) для всех α, β ∈ K и x, y ∈ M . Аналогично
определяются правый и двусторонний (т. е. левый и правый одновременно)
K-модули. Левый (соответственно правый) модуль L над телом K называет-
ся левым (соответственно правым) линейным или векторным пространством
над K, а его элементы – векторами.
Если K – поле, то левое и правое линейные пространства над K отож-
дествляют и называют просто линейным или векторным пространством над
полем K. R-модуль называется вещественным линейным пространством, а
C-модуль – комплексным линейным пространством.
Пусть L – линейное пространство надK. Семейство векторов e1, . . . , en ∈ L
называется линейно независимым, если из α1e1+. . .+αnen = 0, где α1, . . . , αn ∈
K, следует α1 = . . . αn = 0. Если в L существует семейство n линейно независи-
мых векторов e1, . . . , en и любые n+1 векторов линейно зависимы, то линейное
пространство L называется конечномерным. Число n называется размерно-
стью линейного пространства L и обозначается dimL, а семейство (e1, . . . , en)
– его базисом. В данном базисе каждый вектор x из L единственным обра-
зом представляется в виде x = x1e1 + . . . xnen, где элементы x1, . . . , xn ∈ KK
называются координатами вектора в данном базисе.
Два вектора равны тогда и только тогда, когда равны их координаты.
При сложении векторов их координаты складываются, при умножении век-
тора на элемент из K его координаты умножаются на этот элемент. Поэтому
7Здесь и выше n, p, p1 и p2 – символы кратности, а не элементы поля K.
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n-мерное линейное пространство можно определить как множество всех на-
боров (x1, ..., xn) (n-строк) элементов из K с покоординатными операциями
сложения и умножения на элементы из K.
Линейное пространство L = {0}, состоящее из одного нуля, называется
нульмерным. Линейные пространства, не являющиеся ни нульмерными, ни ко-
нечномерными, называют бесконечномерными. Далее под линейным простран-
ством понимается конечномерное линейное пространство.
Пусть L – линейное пространство надK. Подгруппа L1 аддитивной группы
L называется линейным подпространством (или просто подпространством)
линейного пространства L, если αx + βy ∈ L1 для всех α, β ∈ K и x, y ∈ L1.
Каждое линейное подпространство L1 линейного пространства L над K само
является линейным пространством над K.
Факторгруппа L/L1 аддитивной группы L по ее подгруппе L1 называется
факторпространством линейного пространства L по L1. Факторпространство
L/L1 состоит из смежных классов вида x+L1, x ∈ L, называемых линейными
подмногообразиями в L. Линейные операции над классами по правилам (x +
L1) + (y + L1) = (x + y) + L1, α(x + L1) = αx + L1, где α ∈ K и x, y ∈ L,
превращают L/L1 в линейное пространство.
Линейной оболочкой L1 ≡ {{e1, . . . , em}} семейства векторов e1, . . . , em ∈ L
называется множество всех линейных комбинаций этих векторов, т. е. множе-
ство всех векторов вида α1e1 + . . . + αmem, где αs ∈ K при s = 1, . . . ,m.
Линейная оболочка L1 является линейным подпространством в L, о котором
говорят, что оно натянуто на векторы e1, . . . , em или порождено (как группа)
этими векторами. Говорят также, что векторы e1, . . . , em натягивают линей-
ное пространство L1.
Так же определяется линейная оболочка {{N}} любого подмножества N ⊂
L, которая состоит из всевозможных линейных комбинаций векторов из N и
является линейным подпространством в L.
Пусть L и L′ – линейные пространства над K. Отображение ϕ : L→ L′ на-
зывается линейным отображением или линейным оператором, если ϕ(αx) =
αϕ(x), ϕ(x+ y) = ϕ(x) + ϕ(y) для всех x, y ∈ L и α ∈ K.
При L = L′ линейное отображение ϕ называется эндоморфизмом линейного
пространства L.
Линейное отображение ϕ является гомоморфизмом аддитивных групп L
и L′, ядро которого Ker ϕ является линейным подпространством в L, а образ
Im ϕ – линейным подпространством в L′. Если пространство L конечномерно,
то dim Ker ϕ + dim Im ϕ = dim L. Если, в частности, dim L = dim Im ϕ, то
отображение ϕ инъективно, и наоборот.
Инъективное линейное отображение называется мономорфизмом, а сюръ-
ективное линейное отображение – эпиморфизмом. Линейное отображение ϕ :
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L → L′ является мономорфизмом, если и только если Ker ϕ = 0, и эпимор-
физмом, если и только если Im ϕ = L′
Кообраз Coim ϕ и коядро Coker ϕ линейного отображения ϕ : L → L′
определяются так:
Coim ϕ = L/Ker ϕ, Coker ϕ = L′/Im ϕ.
Число ind ϕ = dim Coker ϕ − dim Ker ϕ называется индексом линейного
отображения. Если L и L′ конечномерны, то ind ϕ = dim L′ − dim L.
Биективное линейное отображение ϕ : L→ L′ называется (линейным) изо-
морфизмом, а при L = L′ – (линейным) автоморфизмом. Любые два n-мерных
линейных пространства над полем K изоморфны друг другу, т. е. допускают
изоморфизм одного пространства на другое. Множество Hom (L,L′) всех го-
моморфизмов из L в L′ является линейным пространством относительно
поточечных линейных операций: (αϕ)(x) = α(ϕ(x)), (ϕ+ψ)(x) = ϕ(x)+ψ(x),
где α ∈ K, x ∈ L и ϕ,ψ ∈ Hom (L,L′).
В частности, множество Hom (L,L) всех эндоморфизмов в L является
линейным пространством, обозначаемым End L. Множество End L являет-
ся кольцом с единицей e = idL относительно операции умножения (ϕ,ψ) →
ϕψ = ϕ ◦ ψ, которая превращает End L в алгебру.
Пусть L/L1 – факторпространство линейного пространства L по L1. Ли-
нейное отображение f : L 3 x → f(x) = x + L1 ∈ L/L1 называется канониче-
ским. Очевидно, что Ker f = L1. Если пространство L конечномерно, то число
dim L/L1 = dim L − dim L1 называется коразмерностью подпространства L1
в L и обозначается codim LL1 или codim L1.
Пусть ϕ – линейное отображение из L в L′, (e1, . . . , en) – базис в L, (e′1, . . . , e′m)
– базис в L′ и ϕ(ek) = a1ke
′
1 + . . .+ a
m
k e
′
m при k = 1, . . . , n. Матрица Aϕ = (aik),
i = 1, ...,m, k = 1, ..., n называется матрицей линейного отображения ϕ в ба-
зисах (ek), (e′i). В k-м столбце этой матрицы стоят координаты вектора ϕ(ek).
Матрица композиции ϕ ◦ ψ линейных отображений ϕ, ψ равна произведению
матриц этих отображений: Aϕ◦ψ = AϕAψ.
Если L = L′ и в L выбран базис, то алгебру End L линейных операторов
в L можно отождествить с матричной алгеброй Matn(K) квадратных матриц
порядка n = dim L с элементами из поля K. Если ϕ : L→ L – автоморфизм,
то матрица Aϕ обратимая, или невырожденная: A−1ϕ = Aϕ−1 . Для обратимости
матрицы необходимо и достаточно, чтобы ее детерминант был отличен от нуля.
При изменении базиса в L : ei′ = T ii′ei
8 (i, j = 1, . . . , n) координаты
вектора и матрица линейного оператора преобразуются по законам: xi′ =
8Предполагается, что по каждому "немому"индексу, встречающемуся дважды,
один раз внизу и один раз наверху, производится суммирование от 1 до n, если не ого-
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T i
′
i x
i, A′ϕ = TAϕT−1, где T = (T ii′). Детерминант (определитель) detϕ ≡
detAϕ линейного оператора ϕ и его след tr ϕ ≡ tr Aϕ = a11+. . .+ann не меняются
при изменении базиса и называются инвариантами линейного оператора.
Подпространство L1 ⊂ L называется инвариантным относительно линей-
ного оператора ϕ : L→ L, если ϕ(L1) ⊂ L1. Множество линейных операторов
в L называется приводимым, если существует подпространство L1 ⊂ L раз-
мерности m (0 < m < dim L), инвариантное относительно всех операторов из
данного множества.
Пусть L – линейное пространство над полем K и ϕ ∈ End L – линейный
оператор (эндоморфизм) в L. Вектор x 6= 0 называется собственным вектором
линейного оператора ϕ, если существует число λ ∈ K, называемое собствен-
ным числом или собственным значением оператора ϕ, такое, что ϕ(x) = λx.
Собственные значения линейного оператора являются его инвариантами, т. е.
не зависят от выбора базиса.
Множество Pλ всех собственных векторов, принадлежащих собственно-
му значению λ, т. е. множество всех векторов x, для которых ϕ(x) = λx,
является линейным подпространством в L, называемым собственным под-
пространством, принадлежащим собственному значению λ. Очевидно, что
Pλ = Ker (ϕ − λ id), и λ является собственным значением линейного опера-
тора ϕ, если и только если det(Aϕ − λE) = 0, где Aϕ – матрица оператора ϕ в
некотором базисе, а E – единичная матрица, у которой на главной диагонали
стоят единицы, а на остальных местах стоят нули.
Многочлен det(Aϕ−λE) называется характеристическим многочленом, а
его корни (в соответствующем расширении поля K 9, т. е. решения характе-
ристического уравнения det(Aϕ−λE) = 0, называются характеристическими
корнями или характеристическими числами линейного оператора ϕ.
Множество всех характеристических корней линейного оператора называ-
ется его спектром. Спектр линейного оператора ϕ называется простым, если
все его характеристические корни простые, т. е. однократные.
Любое собственное значение линейного оператора ϕ является его характе-
ристическим корнем. Наоборот, любой характеристический корень оператора
ворено противное, например, xiei (не суммировать). Все "свободные"индексы, встре-
чающиеся только внизу или только наверху, пробегают независимо друг от друга
значения от 1 до n, так что уравнение с k свободными индексами является сокращен-
ной записью nk уравнений.
9Т. е. в поле K1, для которого K является подполем и которое содержит все корни
характеристического многочлена. В частности, K1 = C для многочлена с веществен-
ными или комплексными коэффициентами, поэтому над полем C матрица любого
линейного оператора в вещественном или комплексном линейном пространстве при-
водится к нормальной жордановой форме.
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ϕ, принадлежащий полю K, является его собственным значением.
Пространством L∗, сопряженным, или дуальным линейному пространству
L над полем K, называется множество всех функций ϕ : L → K на L, обла-
дающих свойством линейности: ϕ(x + y) = ϕ(x) + ϕ(y), ϕ(αx) = αϕ(x) для
всех x, y ∈ L, α ∈ K. Такие функции называются линейными функциями или
линейными формами, или также ковекторами.
Поставим в соответствие каждому вектору x ∈ L линейную функцию на L∗,
значение которой на ковекторе ϕ ∈ L∗ равно ϕ(x). Это соответствие определяет
канонический изоморфизм между линейными пространствами L и L∗, который
позволяет отождествить L с (L∗)∗ : L = (L∗)∗. Если (e1, . . . , en) – базис в L, то
в L∗ определен дуальный, или сопряженный базис (e1, . . . , en) со свойствами:
ei(ei) = 1 (не суммировать по i), ei(ej) = 0 при i 6= j, i, j = 1, . . . , n. Дуальный
базис называется также взаимным базисом или кобазисом.
2.2. Пусть дана квадратная матрица A = ‖aik‖ порядка n с элементами
из поля K; ее характеристическая матрица ‖λE − A‖ является λ-матрицей
ранга n.
Обозначим через Di(λ) наибольший общий делитель всех миноров i-го по-
рядка характеристической матрицы ‖λE−A‖ (i = 1, . . . , n, вD1(λ), . . . , Dn(λ)
старший коэффициент выбирается равным единице). Поскольку каждый мно-
гочлен Di(λ) делится на последующий без остатка, равенства
i1(λ) =
Dn(λ)
Dn−1(λ)
, . . . , in(λ) =
D1(λ)
D0(λ)
(D0(λ) ≡ 1)
определяют n многочленов, называемых инвариантными многочленами λ-
матрицы ‖λE − A‖ и матрицы A. Все отличные от постоянной степени в раз-
ложении инвариантных многочленов на неприводимые в поле K множители:
iq(λ) =
(
ϕ1(λ)
)µq (ϕ2(λ))νq . . . (q = 1, . . . , n),
т. е. многочлены (
ϕ1(λ)
)µq , (ϕ2(λ))νq , . . . ,
называются элементарными делителями (в поле K) λ-матрицы ‖λE−A‖
и матрицы A. Элементарные делители первой степени называются простыми.
Характеристический многочлен равен произведению всех элементарных
делителей, т. е. произведению всех инвариантных многочленов:
det ‖λE −A‖ = Dn(λ) = i1(λ) . . . in(λ).
Инвариантные многочлены определяют матрицу с точностью до подобия.
Две матрицы A и A˜ подобны: A˜ = T−1AT , detT 6= 0, тогда и только тогда,
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когда они имеют одни и те же инвариантные многочлены или, что то же, одни
и те же элементарные делители в поле K.
В поле комплексных чисел каждый элементарный делитель имеет вид (λ−
λα)
q.
При K = R среди элементарных делителей могут быть и степени непри-
водимых квадратных трехчленов с вещественными коэффициентами.
Если поле содержит не только элементы матрицы A, но и все характери-
стические числа этой матрицы (при K = C это верно для любой матрицы), то
элементарные делители матрицы имеют вид
(λ− λ1)m1 , . . . , (λ− λk)mk (m1 . . .+mk = n), (2.1)
где среди чисел λ1, . . . , λk могут быть равные.
Каждая из следующих матриц имеет только один элементарный делитель
(λ− λ0)m :
J [m] =
∥∥∥∥∥∥∥∥∥∥
λ0 1 0 . . . 0
0 λ0 1 . . . 0
. . . . . . 0
0 0 0 . . . 1
0 0 0 . . . λ0
∥∥∥∥∥∥∥∥∥∥
≡ λ0E(m) +H(m),
J[m] =
∥∥∥∥∥∥∥∥∥∥∥∥
λ0 0 0 . . . 0
1 λ0 0 . . . 0
0 1 λ0 . . . 0
. . . . . . 0
0 0 0 . . λ0 0
0 0 0 . . 1 λ0
∥∥∥∥∥∥∥∥∥∥∥∥
≡ λ0E(m) + F (m),
здесь E(m) – единичная матрица порядка m, H(m) – квадратная матрица по-
рядка m, у которой элементы 1-ой наддиагонали (т. е. элементы hij , у которых
j − i = 1) равны единице, а все остальные элементы равны нулю:
H(m) =
∥∥∥∥∥∥∥∥∥∥
0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . .0
0 0 0 . . . 1
0 0 0 . . . 0
∥∥∥∥∥∥∥∥∥∥
,
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F (m) – квадратная матрица порядка m, у которой элементы 1-ой поддиагона-
ли (т. е. элементы hij , у которых i − j = 1) равны единице, а все остальные
элементы равны нулю10:
F (m) =
∥∥∥∥∥∥∥∥∥∥
0 0 0 . . . 0
1 0 0 . . . 0
. . . . . . .0
0 0 0 . . . 0
0 0 0 . . 1 0
∥∥∥∥∥∥∥∥∥∥
. (2.2)
Матрица J [m] называется верхней жордановой клеткой, а матрица J[m] –
нижней жордановой клеткой, соответствующей данному элементарному де-
лителю. Заметим, что rang H(m) = rang F (m) = m− 1.
Матрица A и блочно-диагональная матрица
J = {λ1E(m1) +H(m1), . . . , λkE(mk) +H(mk)} (2.3)
подобны, т. е. существует невырожденная матрица T такая, что A = T−1JT ,
det T 6= 0.
Матрица J называется (нормальной) жордановой формой. Ее называют
также верхней жордановой матрицей.
Нижняя жорданова форма матрицы A, или нижняя жорданова матрица
имеет вид
J1 = {λ1E(m1) + F (m1), . . . , λkE(mk) + F (mk)}. (2.4)
Любая квадратная матрица подобна как некоторой верхней, так и неко-
торой нижней жордановым матрицам ([9], с. 167).
2.3. Для любого линейного оператора ϕ в L, спектр S которого содер-
жится в K, существует (жорданов) базис в L, в котором матрица Aϕ имеет
нормальную жорданову форму J (2.3) (или J1 (2.4)). Каждому собственному
значению (характеристическому корню) λ0 ∈ S отвечают одна или несколь-
ко жордановых клеток. Число жордановых клеток, отвечающих данному соб-
ственному значению, называется его геометрической кратностью, в отличие
от (алгебраической) кратности, равной кратности соответствующего характе-
ристического корня.
10H(m) и F (m) – нильпотентные матрицы степени m, т. е. m-я степень каждой
матрицы равняется нулю, а (m− 1)-я степень отлична от нуля: (H(m))m−1 = ‖δ1i δnj ‖,(
F (m)
)m−1
= ‖δni δ1j ‖.
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Общее число и размеры жордановых клеток являются инвариантами, т. е.
не зависят от выбора жорданова базиса. Если записать подряд числа, опреде-
ляющие размеры жордановых клеток, т. е. показатели степеней элементарных
делителей матрицы Aϕ линейного оператора, заключая в круглые скобки те из
них, которые относятся к одному и тому же собственному значению, то полу-
чим инвариантную характеристику Сегре линейного оператора ϕ и его мат-
рицы Aϕ. Так же определяется характеристика Сегре λ-матрицы (Aϕ − λE).
Пусть ϕ – линейный оператор в L. По определению, ϕ0 ≡ id, ϕ1 = ϕ, ϕ2 =
ϕϕ, . . . и если ϕ – биекция, то ϕ−k =
(
ϕ−1
)k
=
(
ϕk
)−1 при k = 1, 2, . . . Опреде-
ленные таким образом степени линейного оператора подчиняются обычным
правилам обращения со степенями.
Линейный оператор ϕ : L → L и его матрица Aϕ называются инволю-
тивными, если ϕ2 = id (Aϕ2 = E – единичная матрица), идемпотентными,
если ϕ2 = ϕ (Aϕ2 = Aϕ), и нильпотентными, если ϕk = 0 (Aϕk = 0) для
некоторого k ≥ 1.
Наименьшее из чисел k, для которых ϕk = 0 (Aϕk = 0), называется сте-
пенью нильпотентности оператора ϕ (матрицы Aϕ). Все собственные зна-
чения нильпотентного оператора равны нулю, т. к. из ϕ(x) = λx следует
ϕk(x) = λkx = 0, где k – степень нильпотентности оператора ϕ. Решениями
уравнения Xp = 0 являются все нильпотентные матрицы степени нильпотент-
ности s ≤ p. Каждая такая матрица порядка n может быть записана в виде
верхней жордановой матрицы
X = T{H(m1), . . . , H(mk)}T−1
(
m1, . . . ,mk ≤ p
m1 + . . .mk = n
)
(2.5)
или в виде нижней жордановой матрицы
X = T{F (m1), . . . , F (mk)}T−1
(
m1, . . . ,mk ≤ p
m1 + . . .mk = n
)
, (2.6)
где T и T ′ – невырожденные матрицы ([9], с. 187).
Заметим, что нильпотентные матрицы (2.5) и (2.6) имеют характеристику
Сегре {(m1, . . . ,mk)}. Ранг каждой из этих матриц равен
rang X =
k∑
i=1
(mi − 1) =
k∑
i=1
mi − k. (2.7)
Все характеристические числа каждой матрицы равны нулю, а степень ниль-
потентности равна наибольшему из чисел m1, . . . ,mk – показателей степеней
элементарных делителей (2.1) матрицы.
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3 Алгебры
3.1. Линейное пространство A над полем K называется алгеброй над K или
K-алгеброй, если в нем определена операция умножения A× A→ A : (a, b)→
ab, обладающая свойством (αa)(βb) = (αβ)ab для всех α, β ∈ K и a, b ∈ A,
относительно которой A является кольцом. Если в кольце имеется единица, то
алгебра A называется унитальной.
Алгебра A называется Z2-градуированной, если как линейное пространство
она является прямой суммой A0 ⊕A1 своих подпространств A0, A1 таких, что
A0A0 ⊂ A0, A0A1 ⊂ A1, A1A0 ⊂ A1 и A1A1 ⊂ A0, или AiAj ⊂ A(i+j)mod 2,
где i, j = 0, 1 и (i + j)mod 2 означает суммирование по модулю два, т. е. (1 +
1)mod 2 = 0.
Алгебра с ассоциативной операцией умножения называется ассоциатив-
ной. В частности, множество End L всех эндоморфизмов ϕ,ψ, . . . линейного
пространства L является ассоциативной алгеброй с операцией умножения
ϕψ = ϕ ◦ ψ и единицей id.
Если умножение в алгебре A антикоммутативно: ab = −ba, и удовлетво-
ряет тождеству Якоби (ab)c + (bc)a + (ca)b = 0 для всех a, b, c ∈ A, то она
называется алгеброй Ли или лиевой алгеброй.Любую ассоциативную алгебру A
можно превратить в алгебру Ли, определив в ней лиево умножение по правилу
(a, b)→ [a, b] = ab− ba (a, b ∈ A),
где [a, b] называется коммутатором или скобкой Ли элементов a, b. В част-
ности, End L можно рассматривать как алгебру Ли с лиевым умножением
[ϕ,ψ] = ϕψ − ψϕ (ϕ,ψ ∈ End L), а Matn(K) – как матричную алгебру Ли с
умножением [A,B] = AB −BA, где A,B ∈ Matn(K).
Дифференцированием алгебры A над полем K называется линейное отоб-
ражение D : A→ A, обладающее свойством
D(ab) = (Da)b+ aDb (3.1)
для всех a, b ∈ A. Множество D(A) всех дифференцирований алгебры A яв-
ляется алгеброй Ли относительно операции (D1, D2) → [D1, D2] = D1D2 −
D2D1, где D1, D2 ∈ D(A).
Линейное подпространство A1 алгебры A называется подалгеброй алгеб-
ры A, если A1A1 ⊂ A1, т. е. если ab ∈ A1 для любых a, b ∈ A1. Очевидно,
что подалгебра сама является алгеброй. Наименьшая из подалгебр алгебры A,
содержащих подмножество ω ⊂ A, обозначается {ω} и называется подалгеб-
рой, порожденной множеством ω. Если {ω} = A, то ω называется системой
образующих алгебры A.
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Линейное отображение ϕ алгебры A в алгебру A′ называется гомоморфиз-
мом алгебр, если оно является гомоморфизмом колец, т. е. сохраняет произ-
ведения: ϕ(ab) = ϕ(a)ϕ(b) для всех a, b ∈ A. Если ϕ(ab) = ϕ(b)ϕ(a) для всех
a, b ∈ A, то линейное отображение ϕ˜ : A → A′ называется антигомоморфиз-
мом.
Биективный (анти)гомоморфизм алгебр называется (анти)изоморфизмом.
(Анти)изоморфизм алгебры A на себя называется ее (анти)автоморфизмом.
Линейное отображение ϕ : a → a¯ алгебры A в себя называется ее инволю-
тивным антиавтоморфизмом, если ϕ(ab) = ϕ(b)ϕ(a) и ϕ2 = id, т. е. a¯b = b¯a¯ и
=
a= a для всех a, b ∈ A.
Если произведение любых k элементов алгебры A равно нулю, то она назы-
вается нильпотентной. Любая ненильпотентная алгебра A содержит элемент
a ∈ A, обладающий свойством a2 ≡ aa = a и называемый ее идемпотентом.
3.2. Важным примером алгебр является ассоциативная некоммутативная
вещественная алгебра H кватернионов, т. е. элементов вида
q = α+ βi+ γj + δk (α, β, γ, δ ∈ R), (3.2)
где (1, i, j, k) – базис в H с таблицей умножения
i2 = j2 = k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j.
Кватернион q¯ = α−βi−γj−δk называетсясопряженным с кватернионом (3.2).
Произведение сопряженных кватернионов qq¯ равно α2 + β2 + γ2 + δ2 ≡ |q|2.
Для каждого ненулевого кватерниона (3.2) определен обратный кватернион
α− βi− γj − δk
α2 + β2 + γ2 + δ2
,
поэтому множество H всех кватернионов образует тело. Левый H-модуль
называется (левым) кватернионным линейным пространством.
Множество всех кватернионов вида α + βi, где α, β ∈ R, образует подал-
гебру алгебры H. Соответствие α+βi→ α+β√−1 задает изоморфизм между
этой подалгеброй и полем C комплексных чисел. Следовательно, H можно
рассматривать как линейное пространство над полем комплексных чисел с
умножением на комплексные числа по следующему правилу: если q ∈ H и
a = α + β
√−1 ∈ C, то aq = (α + βi)q ∈ H. Тогда любой кватернион (3.2)
может быть записан в виде
q = (α+ β
√−1) + (γ + δ√−1)j = z + wj (z, w ∈ C)
и отождествлен с парой (z, w) комплексных чисел, а пространство H отож-
дествлено с C2. Заметим, что
q¯ = z¯ − wj, wj = jw¯,
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где черта над q означает кватернионное сопряжение, а черта над z и w –
комплексное сопряжение.
Алгебра Грассмана Λq(K) задается системой образующих 1, ξ1, . . . , ξq,
обладающих свойствами
ξiξj = −ξjξi, ξ2i = 0 (i, j = 1, . . . , q). (3.3)
Базис этой алгебры (как линейного пространства) состоит из единицы и C1q +
. . .+Cq−1q +Cqq = 2q−1 = dim Λq(K)−1 всевозможных произведений (мономов)
ξi1 . . . ξim , где 1 ≤ m ≤ q, т. к. при m > q, по меньшей мере, два множителя в
произведении совпадают и в силу (3.3) оно обращается в нуль.
Алгебра Грассмана Λq является Z2-градуированной алгеброй, т. е. пред-
ставляется в виде прямой суммы
Λq = Λ0q ⊕ Λ1q,
где подпространство Λ0q натянуто на мономы 1, ξi1 · · · ξi2p при 2 ≤ 2p ≤ q, а
подпространство Λ1q – на мономы ξi1 · · · ξi2p+1 при 1 ≤ 2p + 1 ≤ q. Элементы
из Λ0q называются четными, а элементы из Λ1q – нечетными элементами
алгебры Грассмана Λq.
Если ai = α
j
i ξj , где α
j
i ∈ K при i, j = 1, . . . , q, то a1 · · · aq = det(αji ) ξ
1
· · · ξ
q
.
Пусть A – произвольная конечномерная K-алгебра, в которой задан инво-
лютивный антиавтоморфизм a→ a¯ : a¯b = b¯a¯, =a= a, называемый сопряжени-
ем. Операция умножения, определенная в прямой сумме A⊕A формулой
(a, b)(a′, b′) = (aa′ − b¯′b, ba¯′ + b′a) (a, b, a′, b′ ∈ A),
превращает ее в 2n-мерную алгебру A2, называемую удвоением алгебры A.
Отождествив элементы a и (a, 0), можно считать A подалгеброй алгебры A2.
Если A – алгебра с единицей, то 1 ≡ (1, 0) будет единицей алгебры A2, и
каждый элемент алгебры A2 однозначно запишется в виде a+ be, где e = (0, 1)
и e2 = −1.
УдвоениемR2 поляR является алгебра C комплексных чисел, а удвоением
последней – алгебра H кватернионов. Удвоение алгебры кватернионов приво-
дит к неассоциативной алгебре Ca октав, или чисел Кэли. Каждая октава
имеет вид a+ be, где a, b – кватернионы.
4 Алгебра тензоров
4.1. Пусть L есть n-мерное линейное пространство над полемK вещественных
или комплексных чисел. Тензором типа (s, r), где s, r ≥ 0, на L называется
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полилинейная (т. е. линейная по каждому аргументу при фиксированных зна-
чениях остальных аргументов) функция
B : L× . . .× L︸ ︷︷ ︸
r
×L∗ × . . .× L∗︸ ︷︷ ︸
s
→ K,
сопоставляющая каждым r векторам X1, . . . , Xr из L и s ковекторам u1, . . . , us
из линейного пространства L∗, сопряженного к L, числоB(X1, . . . , Xr, u1, . . . , us) ∈
K.
Тензор типа (0, r) называется ковариантным , а тензор типа (s, 0) – кон-
травариантным. Тензор типа (s, r), где s > 0 и r > 0, называется (смешанным)
тензором, s раз контравариантным и r раз ковариантным.
Тензоры типа (0, 1) являются ковекторами, а тензоры типа (1, 0) – в си-
лу отождествления L = (L∗)∗ – векторами. Тензоры типа (0, 0) называются
скалярами (инвариантами) и отождествляются с элементами поля K.
Число s+ r называется рангом или валентностью тензора типа (s, r).
Пусть e1, . . . , en – произвольный базис пространства L, а e1, . . . , en – кобазис
пространства L∗:
ei(ej) = δ
i
j =
{
1, i = j,
0, i 6= j (i, j = 1, . . . , n).
Если X1 = Xi11 ei1 , . . . , Xr = X
ir
r eir , u
1 = u1j1e
j1 , . . . , us = usjse
js , то в силу
полинейности
B(X1, . . . , Xr, u
1, . . . , us) = Bj1...jsi1...ir X
i1
1 . . . X
ir
r u
1
j1 . . . u
s
js ,
где nr+s чисел
Bj1...jsi1...ir = B(ei1 , . . . , eir , e
j1 , . . . , ejs)
называются координатами или компонентами тензора B в базисе e1, . . . , en.
В новом базисе (ei′) и соответствующем кобазисе (ei
′
):
ei′ = A
i
i′ei, e
i′ = Ai
′
i e
i,
где A = (Aii′) – матрица перехода от базиса (ei) к базису (ei′), а A
−1 = (Ai′i ) –
обратная матрица, в силу полилинейности для компонент тензора B
B
j′1...j
′
s
i′1...i
′
r
= B(ei′1 , . . . , ei′r , e
j′1 , . . . , ej
′
s)
будут иметь место формулы
B
j′1...j
′
s
i′1...i
′
r
= Ai1
i′1
· · ·Air
i′r
A
j′1
j1
· · ·Aj′sjsB
j1...js
i1...ir
,
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определяющие тензорный закон преобразования.
Множество T sr (L) всех тензоров типа (s, r) на L является линейным про-
странством над полем K относительно обычных операций сложения и умно-
жения функций на числа. Из предыдущего следует, что T 01 (L) ≡ T1(L) =
L∗, T 10 (L) ≡ T 1(L) = L, T 00 (L) = K.
При сложении двух тензоров B и F типа (s, r) их компоненты складыва-
ются:
(B + F )j1...jsi1...ir = B
j1...js
i1...ir
+ F j1...jsi1...ir ,
при умножении тензора B ∈ T sr (L) на число α ∈ K его компоненты умножа-
ются на это число:
(αB)j1...jsi1...ir = αB
j1...js
i1...ir
.
Для любых двух тензоров на L определена операция умножения, обозна-
чаемая символом ⊗. Произведением тензоров F ∈ T qp (L) и B ∈ T sr (L) назы-
вается тензор F ⊗B типа (q + s, p+ r), определенный формулой
(F ⊗B) (X1, . . . , Xp+r, u1, . . . , uq+s) =
F (X1, . . . , Xp, u
1, . . . , uq)B(Xp+1, . . . , Xp+r, u
q+1, . . . , uq+s).
Умножение тензоров дистрибутивно относительно сложения и ассоциатив-
но, но в общем случае некоммутативно: B ⊗ F 6= F ⊗ B. При умножении
тензоров их компоненты перемножаются:
(F ⊗B)j1...jq+si1...ip+r = F
j1...jq
i1...ip
B
jq+1...jq+s
ip+1...ip+r
.
Всевозможные тензорные произведения вида
ei1 ⊗ . . .⊗ eir ⊗ ej1 ⊗ . . .⊗ ejs
составляют базис линейного пространства T sr (L). Координатами тензора B в
этом базисе являются его компоненты
B = Bj1...jsi1...ir e
i1 ⊗ . . .⊗ eir ⊗ ej1 ⊗ . . .⊗ ejs .
Отсюда следует, что размерность линейного пространства тензоров типа (s, r)
равна числу их компонент:
dim T sr (L) = nr+s.
Относительно операций сложения (+) и умножения (⊗) все линейные про-
странства T sr (L), s, r = 0, 1, 2, . . . , составляют алгебраический объект, обо-
значаемый символом T (L) и называемый тензорной алгеброй линейного про-
странства L.
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Пусть s, r ≥ 1. Для каждой упорядоченной пары (k, l) индексов k, l таких,
что 1 ≤ k ≤ s и 1 ≤ l ≤ r, существует единственное линейное отображение
пространства T sr (L) в T s−1r−1 (L), называемое свертыванием и обозначаемое C,
которое отображает X1 ⊗ · · · ⊗Xs ⊗ u1 ⊗ · · · ⊗ ur в
ul(Xk)X1 ⊗ · · · ⊗Xk−1 ⊗Xk+1 ⊗ · · · ⊗Xs ⊗ u1 ⊗ · · · ⊗ ul−1 ⊗ ul+1 ⊗ · · · ⊗ ur,
где X1, . . . , Xs ∈ L, u1, . . . ur ∈ L∗, а ul(Xk) – значение ковектора ul на векторе
Xk.
Свертывание C отображает тензор B ∈ T sr (L) с компонентами Bj1...jsi1...ir в
тензор CB ∈ T s−1r−1 (L) с компонентами
(CB)j1...js−1i1...ir−1 = B
j1...jk−1ijk...js−1
i1...il−1iil...ir−1
≡
n∑
i=1
B
j1...jk−1ijk...js−1
i1...il−1iil...ir−1
.
Говорят, что этот тензор получен свертыванием тензора B по l-му нижнему
и k-му верхнему индексам.
Каждый линейный оператор (эндоморфизм) Pˆ ∈ End L пространства L,
т. е. линейное отображениеX → PˆX из L в L, определяет по формуле P (X,u) =
u(PˆX) смешанный тензор P ∈ T 11 (L), свертывание которого CP совпадает со
следом соответствующего эндоморфизма:
CP = P〉〉 = P∞∞ + . . .+ P
\
\ = tr Pˆ ≡ tr P.
Отображение Pˆ → P является изоморфизмом линейных пространств End L
и T 11 (L). Поэтому линейный оператор отождествляется с соответствующим
тензором типа (1,1).
Для любого вектора X ∈ L и ковектора u ∈ L∗ произведение u ⊗ X есть
тензор типа (1,1). Свертывание C : T ∞∞ → K отображает u⊗X в u(X) :
tr (u⊗X) = u(X) = u1X1 + . . .+ unXn ≡ uiXi.
Пусть B ∈ T 0r (L) ≡ Tr(L). Для любой перестановки σ : i → σ(i) чисел
(1, . . . , r) отображение σ˜ : B → σB, определенное формулой
(σB)(X1, . . . , Xr) = B(Xσ(1), . . . , Xσ(r)),
или
(σB)i1...ir = Biσ(1)...iσ(r) ,
является автоморфизмом линейного пространства Tr(L).
Ковариантный тензор B типа (0, r) называется симметричным, если σB =
B, и кососимметричным , если σB = σB, где σ – произвольная перестановка
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чисел (1, . . . , r), а σ – ее знак, равный (−1)ν(σ), здесь ν(σ) – число инверсий в
перестановке σ, т. е. число пар
(
σ(i), σ(j)
)
, для которых σ(i) > σ(j) при i < j.
4.2. Пусть L – линейное пространство над полем K и TkL – линейное
пространство ковариантных тензоров ранга k в L.
Альтернированием ковариантных тензоров называется линейное отобра-
жение A : B → AB из TrL в TrL, определенное формулой
(AB)(X1, . . . , Xr) = 1
r!
∑
σ
σB
(
Xσ(1), . . . , Xσ(r)
)
(здесь и далее
∑
σ означает суммирование по всем перестановкам σ чисел
1, . . . , r). Компоненты альтернированного тензора AB равны
(AB)i1...ir =
1
r!
∑
σ
σBiσ(1)...iσ(r) ≡ B[i1...ir ].
Симметрированием ковариантных тензоров называется линейное отобра-
жение S : B → SB из TrL в TrL, определенное формулой
(SB)(X1, . . . , Xr) = 1
r!
∑
σ
B
(
Xσ(1), . . . , Xσ(r)
)
.
Компоненты симметрированного тензора SB равны
(SB)i1...ir =
1
r!
∑
σ
Biσ(1)...iσ(r) ≡ B(i1...ir).
Альтернирование и симметрирование контравариантных тензоров опреде-
ляются аналогично.
4.3. Ковариантный тензор ω ∈ TkL называется внешней или косой формой
степени k, или, коротко, k-формой, если он кососимметричен, т. е. если Aω =
ω.
Внешним произведением k-формы ω1 на q-форму ω2 называется внешняя
форма ω1 ∧ ω2 степени k + q:
ω1 ∧ ω2 = (k + q)!
k!q!
A(ω1 ⊗ ω2),
коэффициенты которой равны
(ω1 ∧ ω2)i1...ik+q =
(k + q)!
k!q!
ω1[i1...ik
ω2ik+1...ik+q ]
.
Внешнее умножение ∧ косокоммутативно:
ω1 ∧ ω2 = (−1)kqω2 ∧ ω1
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для любой k-формы ω1 и q-формы ω2. Кроме того,
(αω1) ∧ ω2 = ω1 ∧ (αω2) = α(ω1 ∧ ω2) (α ∈ K).
Множество k-форм образует линейное пространство ΛkL. Так как при k =
0 и k = 1 условие кососимметричности не накладывает никаких ограничений,
то Λ0L можно отождествить с K, а Λ1L – с пространством L∗, сопряженным к
L. По отношению к операциям + и ∧ линейные пространства ΛkL, k = 0, 1, . . . ,
составляют алгебраический объект, обозначаемый ΛL и называемый внешней
алгеброй пространства L.
Всевозможные внешние произведения
ei1 ∧ . . . ∧ eik (1 ≤ i1 < . . . < ik ≤ n),
где (e1, . . . , en) – базис в L∗, составляют базис пространства ΛkL. В этом базисе
каждая k-форма ω ∈ ΛkL единственным образом представляется в виде
ω =
∑
i1<...<ik
ωi1...ike
i1 ∧ . . . ∧ eik = 1
k!
ωi1...ike
i1 ∧ . . . ∧ eik .
Отсюда следует, что размерность пространства k-форм равна числу сочетаний
из n по k:
dim ΛkL =
(
n
k
)
.
Заметим, что ei1 ∧ . . . ∧ eik = k!A(ei1 ⊗ . . . ⊗ eik), в частности, e1 ∧ e2 =
e1 ⊗ e2 − e2 ⊗ e1.
При замене базиса: ei′ = Ai′i e
i, базисные k-формы ei1 ∧ . . . ∧ eik преобразу-
ются по закону
ei
′
1 ∧ . . . ∧ ei′k = k!
∑
i1<...<ik
A
i′1
[i1
. . . A
i′
k
ik ]
ei1 ∧ . . . ∧ eik (i′1 < . . . < i′k).
4.4. Множество всех кососимметричных контравариантных тензоров
F ∈ T k(L) ранга k образует линейное пространство Λk(L) = Λk(L∗), в част-
ности, Λ0(L) = T 0(L) = K, Λ1(L) = T1(L) = L. Базис этого пространства
состоит из всевозможных внешних произведений
ei1 ∧ . . . ∧ eik = k!A(ei1 ⊗ . . .⊗ eik) (1 ≤ i1 < . . . < ik ≤ n).
Разложение произвольного кососимметричного тензора F ∈ Λk(L) по этому
базису определяется формулой
F =
∑
i1<...<ik
F i1...ikei1 ∧ . . . ∧ eik .
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Внешние произведения X1 ∧ . . . ∧Xk векторов X1, . . . , Xk ∈ L называются
поливекторами степени k или k-векторами, а при k = 2 – бивекторами 11.
При k = 0 поливекторы совпадают с числами из поля K, а при k = 1
являются векторами.
ПоливекторX1∧. . .∧Xk равен нулю, если и только если векторыX1, . . . , Xk
линейно зависимы. Если X1, . . . , Xk и Y1, . . . , Yk, k ≤ n, – два семейства ли-
нейно независимых векторов в n-мерном линейном пространстве L и Ys =
arsXr, s, r = 1, . . . , k, то
Y1 ∧ . . . ∧ Yk = det (ars)X1 ∧ . . . ∧Xk. (4.1)
Кососимметричный тензор F ∈ Λk(L) тогда и только тогда является поли-
вектором, когда его компоненты удовлетворяют соотношениям Плюккера
F [i1...ikF j1]j2...jk = 0 (i1, . . . , ik, j1, . . . , jk = 1, . . . , n).
На множестве ненулевых k-векторов в линейном пространстве L можно
ввести отношение эквивалентности, считая эквивалентными пропорциональ-
ные k-векторы. Соответствующие классы эквивалентности находятся во вза-
имно однозначном соответствии с k-мерными подпространствами S в L. Каж-
дому k-мерному подпространству S ⊂ L отвечает внешнее произведение X1 ∧
. . . ∧ Xk векторов его базиса, а каждому классу αX1 ∧ . . . ∧ Xk k-векторов –
подпространство, натянутое на векторы X1, . . . , Xk, т. е. их линейная оболоч-
ка {{X1, . . . , Xk}}. Это соответствие не зависит от выбора базиса в S, т. к.
в силу формулы (4.1) разным базисам в S соответствуют пропорциональные
k-векторы.
4.5. Пусть L и L′ – линейные пространства над полем K. Каждое линей-
ное отображение ψ : L → L′ индуцирует линейное отображение ψ∗ : Tr(L′) →
Tr(L), сопоставляющее каждому тензору B ∈ Tr(L′) тензор ψ∗B ∈ Tr(L), зна-
чение которого на векторах X1, . . . , Xr ∈ L равно значению тензора B на их
образах:
(ψ∗B)(X1, . . . , Xr) = B(ψ(X1), . . . , ψ(Xr)).
Отображение ψ∗ обладает свойствами
ψ∗(αB + βF ) = αψ∗B + βψ∗F (α, β ∈ K),
ψ∗(B ⊗ F ) = (ψ∗B)⊗ ψ∗F,
A(ψ∗B) = ψ∗(AB),
11Иногда любой элемент F ∈ Λk(L) называют поливектором, а произведение Xi1 ∧
. . . ∧Xir – простым поливектором.
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где A – альтернирование, и переводит каждую внешнюю форму ω ∈ Λr(L′) во
внешнюю форму ψ∗ω ∈ Λr(L).
Если ψ : L → L′ есть гомоморфизм n-мерного линейного пространства
L в m-мерное линейное пространство L′, (e1, . . . , en) – базис в L, (e˜1, . . . , e˜m)
– базис в L′ и (ψσi ) – матрица гомоморфизма ψ, определенная равенствами
ψ(ei) = ψ
σ
i e˜σ, то для любого тензора B ∈ Tr(L′) с компонентами Bσ1...σr имеем
(ψ∗B)i1...ir = Bσ1...σrψ
σ1
i1
. . . ψσrir
(i1, . . . , ir = 1, . . . , n, σ1, . . . , σr = 1, . . . ,m).
5 Алгебры Ли
5.1. Алгеброй Ли над полем K называется линейное пространство L над по-
лем K, в котором задана операция умножения [ , ]: L × L → L, обладающая
свойствами
1) [αx+ βy, z] = α[x, z] + β[y, z] (дистрибутивность),
2) [x, y] = −[y, x] (антикоммутативность),
3) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 (тождество Якоби)
для всех x, y, z ∈ L и α, β ∈ K. Эта операция называется коммутированием, а
[x, y] называется лиевым произведением элементов x, y. Если в L выбран базис
e1, . . . , er, то можно записать
[ej , ek] = c
i
jkei (i, j, k = 1, . . . , r), (5.1)
где числа cijk называются структурными константами, а равенства (5.1) –
структурными уравнениями алгебры Ли L в данном базисе. Из свойств 1)–3)
вытекают равенства
cijk = −cikj ,
cilsc
s
jk + c
i
jsc
s
kl + c
i
ksc
s
lj = 0.
Наоборот, если числа cijk удовлетворяют этим равенствам, то, определив опе-
рацию коммутирования формулой (5.1), получим алгебру Ли.
Пусть L – алгебра Ли. Если [x, y] = 0 для всех x, y ∈ L, то L называется
коммутативной или абелевой алгеброй Ли.
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Линейное подпространство L1 ⊂ L называется подалгеброй алгебры Ли L,
если [x, y] ∈ L1 для всех x, y ∈ L1, что символически записывается в виде
[L1, L1] ⊂ L1 или L12 ⊂ L1, Любое одномерное линейное подпространство
алгебры Ли L является ее подалгеброй.
Линейное подпространство I ⊂ L называется идеалом алгебры Ли L, если
[x, y] ∈ I для всех x ∈ L и y ∈ I, т. е. [L, I] ⊂ I, или, в другой записи, LI ⊂ I,
отсюда I2 ⊂ I, следовательно, идеал алгебры Ли является ее подалгеброй.
Идеал Z называется центральным, если для всех x ∈ L и z ∈ Z [x, z] = 0, или
LZ = 0.
Множество всех элементов z ∈ L таких, что [x, z] = 0 для всех x ∈ L, явля-
ется, очевидно, максимальным центральным идеалом алгебры Ли L и называ-
ется ее центром. Элементы центра называются центральными элементами
алгебры Ли L.
Пусть L – алгебра Ли над полем K и I – ее идеал. Множество S всех
смежных классов аддитивной группы L по ее подгруппе I образует линейное
пространство над K – факторпространство L/I. Если x˜1 = x1 + I – смежный
класс, содержащий вектор x1 ∈ L, а x˜2 = x2+I – смежный класс, содержащий
вектор x2 ∈ L и x˜ = [x1, x2] + I – смежный класс, содержащий коммутатор
[x1, x2], то
[x1 + y1, x2 + y2] = [x1, x2] + [x1, y2] + [y1, x2] + [y1, y2] ∈ [x1, x2] + I,
или [x1 + I, x2 + I] = [x1, x2]+ I. Следовательно, x˜ зависит только от смежных
классов x˜1, x˜2 и коммутатор [x˜1, x˜2] = x˜ превращает S в алгебру Ли, называ-
емую факторалгеброй или алгеброй вычетов алгебры Ли L по ее идеалу I и
обозначаемую L/I.5.2. Пусть L и L′ – алгебры Ли над полем K. Линейное отображение
f : L → L′ называется гомоморфизмом алгебр Ли, если f [x, y] = [f(x), f(y)]
для всех x, y ∈ L.
Множество Kerf всех элементов из L, отображаемых в нуль алгебры L′
при отображении f , называется ядром гомоморфизма. Так как Kerf является
линейным подпространством в L и из y ∈ Kerf следует f([x, y]) = [f(x), f(y)] =
[f(x), 0] = 0 для всех x ∈ L, то ядро гомоморфизма f : L→ L′ алгебры Ли L в
алгебру Ли L′ есть идеал алгебры Ли L.
Гомоморфизм f : L → L′ называется изоморфизмом, если он биективен.
Алгебры Ли L и L′ называются изоморфными, если существует изоморфизм
одной алгебры на другую. Изоморфизм алгебры Ли L на себя называется ее
автоморфизмом.
Пусть f : L → L′ – изоморфизм. В силу (5.1) и линейности изоморфизма
для базисных элементов ei в L и f(ei) в L′ имеем
f [ej , ek] = [f(ej), f(ek)] = c
i
jkf(ei),
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следовательно, в соответственных базисах (ei) и
(
f(ei)
)
структурные констан-
ты изоморфных алгебр Ли совпадают, что оправдывает их название.
Гомоморфизм f : L → L′ называют также представлением алгебры Ли
L в алгебре Ли L′. Если ядро гомоморфизма равно нулю, то представление f
называется точным.
Линейным представлением алгебры Ли L над полем K называется гомо-
морфизм f : x→ Ax из L в алгебру Ли L′ линейных преобразований вектор-
ного пространства S над K, при этом
Axy = [Ax, Ay] = AxAy −AyAx.
Представление f алгебры Ли L в линейном пространстве S называется непри-
водимым, если S не имеет инвариантных подпространств, отличных от 0 и S, и
вполне приводимым, если S есть прямая сумма неприводимых подпространств.
Любая конечномерная алгебра Ли над полем K характеристики 0 имеет
точное конечномерное линейное представление (т е о р е м а А д о [10]).
Пусть I1 и I2 – подалгебры алгебры Ли L. Если каждый элемент x ∈ L
однозначно представляется в виде суммы x = x1 + x2, где x1 ∈ I1, x2 ∈ I2,
и [I1, I2] = 0, т. е. [y1, y2] = 0 для всех y1 ∈ I1 и y2 ∈ I2, то алгебру Ли L
называют прямой суммой ее подалгебр I1, I2 и пишут L = I1 ⊕ I2. Очевидно,
что I1 и I2 – идеалы в L.
Алгебра Ли L называется разложимой, если она может быть представлена
в виде прямой суммы ее подалгебр, отличных от {0} и L, и неразложимой в
противном случае.
Прямая сумма L алгебр Ли L1 и L2, или их внешняя прямая сумма опре-
деляется как множество всех пар (x, y) ∈ L1 × L2, в котором заданы поко-
ординатные операции сложения и умножения на элементы поля K, а также
коммутатор [(x1, y1), (x2, y2)] = ([x1, x2], [y1, y2]). Эти операции превращают L
в алгебру Ли. Пусть ρ1 : L1 3 x → (x, 0) ∈ L и ρ2 : L2 3 y → (0, y) ∈ L
– линейные вложения L1 и L2 в L. Тогда L = ρ1(L1) ⊕ ρ2(L2). Отождествив
ρi(Li) с Li, i = 1, 2, получим алгебру Ли L, которая разлагается в прямую
сумму своих подалгебр L1 и L2 : L = L1 ⊕ L2. Эти определения переносятся
на любое конечное число прямых слагаемых.
5.3. Идеал L(1) алгебры Ли L, порожденный множеством всех векторов
вида [x, y], x, y ∈ L, т. е. линейная оболочка этих векторов, называется произ-
водной (под)алгеброй алгебры Ли L.
Рассмотрим две последовательности подалгебр
L(0) = L ⊃ L(1) = L2 . . . ⊃ L(i) =
(
L(i−1)
)2 ⊃ . . . ,
L(1) = L ⊃ L(2) = L2 . . . ⊃ L(i) = LL(i−1) ⊃ . . . ,
АЛГЕБРЫ ЛИ 125
где L(i), i ∈ N, есть подалгебра (идеал), порожденная множеством [L(i−1), L(i−1)]
12 и называемая i-ой производной (под)алгеброй алгебры Ли L, а L(i), i ∈ N,
есть подалгебра (идеал), порожденная множеством [L,L(i−1)].
Факторалгебра алгебры Ли L по идеалу M тогда и только тогда абелева,
когда первая производная подалгебра L2 алгебры L содержится в M :
L2 ⊆M
(т е о р е м а Б и а н к и [11]).
5.4. Алгебра Ли L называется разрешимой, если L(m) = {0} для некото-
рого m, и нильпотентной, если L(m) = {0} для некоторого m.
Наименьшее число m, для которого L(m) = {0} (соответственно L(m) =
{0}), называется рангом или степенью, классом разрешимости (соответствен-
но рангом или степенью, классом нильпотентности) алгебры Ли L.
Очевидно, что любая абелева алгебра Ли нильпотентна.
Так как для любой алгебры Ли L при каждом i имеем L(i) ⊂ L(i+1), то
всякая нильпотентная алгебра Ли разрешима.
Центр нильпотентной алгебры Ли отличен от нуля.
В каждой алгебре Ли существует единственный наибольший нильпотент-
ный идеал.
Каждая факторалгебра и каждая подалгебра разрешимой алгебры Ли раз-
решимы. Каждая факторалгебра и каждая подалгебра нильпотентной алгеб-
ры Ли нильпотентны.
Алгебра Ли L разрешима, если она содержит разрешимый идеал, факто-
ралгебра L/I по которому разрешима.
12Т. е. наименьшая (по включению) из подалгебр, содержащих все элементы вида
[a, b], где a, b ∈ L(i−1).
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Алгебра Ли L нильпотентна, если она содержит центральный идеал I, фак-
торалгебра по которому нильпотентна.
Для n-мерной разрешимой алгебры Ли Ln существует композиционный ряд
Ln ⊃ Ln−1 ⊃ . . . ⊃ L1 ⊃ L0 = 0, (5.2)
в котором факторалгебры Li/Li−1 одномерны и всякая алгебра Li является
идеалом алгебры Ln (см. [12], с. 40).
В разрешимой алгебре Ли L линейных преобразований конечномерного ли-
нейного пространства над алгебраически замкнутым полем нулевой харак-
теристики существует базис, в котором матрицы всех преобразований из L
имеют треугольный вид (т е о р е м а Л и).
В каждой конечномерной алгебре Ли существуют единственный наиболь-
ший разрешимый идеал, содержащий все разрешимые идеалы этой алгебры
и называемый ее радикалом, и наибольший нильпотентный идеал, который
содержит все нильпотентные идеалы алгебры Ли и называется ее нильрадика-
лом.
Если R – радикал алгебры Ли L над полем нулевой характеристики, то RL
– нильпотентный идеал в L, представляемый в любом конечномерном линей-
ном представлении алгебры L множеством нильпотентных операторов (мат-
риц). В частности, квадрат разрешимой алгебры Ли представляется нильпо-
тентными матрицами.
Алгебра Ли L называется простой, если она не имеет идеалов, отличных
от {0} и L, и полупростой, если она не имеет разрешимых идеалов, отличных
от {0} (т. е. если ее радикал равен нулю).
Полупростая алгебра Ли L является прямой суммой простых подалгебр
(идеалов) Il: L =
k⊕
l=1
Il. Заметим, что [Il, Ij ] = 0 при l 6= j.
Алгебра Ли является полупростой, если и только если она не имеет абеле-
вых идеалов, отличных от нуля. Следовательно, центр полупростой алгебры
Ли равен нулю.
5.5. Пусть L – алгебра Ли и a ∈ L. Рассмотрим множество ad L линейных
операторов ada в L, определенных формулой
L 3 b→ adab = [a, b] ∈ L.
Ввиду (5.1) матрица линейного оператора ada в базисе (ei) имеет вид
‖ada‖ik = cijkaj ,
где cijk – структурные константы алгебры Ли L, а a
j – координаты вектора a.
Так как, очевидно,
ada + adb = ada+b, adαa = αada
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для всех a, b ∈ L, α ∈ K и, в силу тождества Якоби,
[ada, adb]c ≡ (adaadb − adbada)c =
= [a, [b, c]]− [b, [a, c]] = [[a, b], c] = ad[a,b]c (a, b, c ∈ L),
то ad L есть алгебра Ли с коммутатором
[ada, adb] = adaadb − adbada,
а отображение f : L 3 a → ada ∈ ad L есть гомоморфизм алгебры Ли L на
алгебру Ли adL. Этот гомоморфизм называется регулярным или присоединен-
ным представлением, а алгебра adL – присоединенной алгеброй алгебры Ли
L.
Регулярным или присоединенным представлением называют также пред-
ставление алгебры Ли L в L, определяемое умножением на элемент a справа:
x→ xa.
Если [a, b] = 0 для всех b ∈ L, то a есть центральный элемент в L. Поэтому
ядром присоединенного представления служит центр алгебры Ли L.
Из формулы (3.1) и тождества Якоби, записанного в виде
[a, [b, c]] = [[a, b], c] + [b, [a, c]],
следует, что для любого элемента a ∈ L линейное отображение ada является
дифференцированием алгебры Ли L, т. е. ada ∈ D(L). Такие дифференциро-
вания называются внутренними дифференцированиями алгебры Ли L.
Элемент a ∈ L называется нильпотентным, если (ada)m−1 6= 0, (ada)m = 0
для некоторого положительного целого числаm, называемого степенью ниль-
потентности элемента a. При гомоморфизме алгебр нильпотентные элемен-
ты переходят в нильпотентные элементы. Если некоторый элемент a подал-
гебры A ⊂ L нильпотентен в L, то он будет нильпотентным и в A. Обратное
не всегда верно.
Для любой алгебры Ли L определена билинейная форма
ϕ(a, b) = tr(ada ◦ adb) = ckiscsjkaibj ≡ gijaibj
(i, j, k, s = 1, . . . , r = dim L), инвариантная относительно всех автоморфиз-
мов алгебры Ли L и называемая ее формой Киллинга–Картана или формой
Киллинга.
Алгебра Ли L нильпотентна, если и только если линейный оператор ada
нильпотентен для всех a ∈ L (т е о р е м а Э н г е л я). Для того, чтобы
алгебра Ли L была полупростой, необходимо и достаточно, чтобы ее форма
Киллинга–Картана была невырожденной.
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6 Группы Ли
6.1. Дифференцируемое многообразие G (класса Cr) называется группой
Ли, если оно является группой и групповые операции G×G 3 (a, b)→ ab ∈ G
и G 3 a→ a−1 3 G дифференцируемы.
Любая локально евклидова топологическая группа является аналитиче-
ской группой Ли, т. е. каждая группа Ли класса C0 является группой Ли
класса Cω. В дальнейшем под группой Ли понимается аналитическая группа
Ли.
Группа Ли H называется подгруппой Ли или просто подгруппой группы
Ли G, если H является подмногообразием многообразия G и подгруппой аб-
страктной группы G. Если H является инвариантной подгруппой абстракт-
ной группы G, то подгруппа H группы Ли G называется ее инвариантной
подгруппой или нормальным делителем. Связная компонента Ge группы G,
содержащая единицу e этой группы, является нормальным делителем группы
G.
Многообразия R и C являются абелевыми группами Ли по сложению, а
единичная окружность S1 = T на комплексной плоскости – абелевой группой
Ли по умножению.
Множество GL(n,R) всех невырожденных вещественных матриц a =
(aij) порядка n образует, очевидно, группу относительно операции умножения.
Равенство aij = xi+(j−1)n, i, j = 1, . . . , n, задает взаимно однозначное соответ-
ствие между GL(n,R) и множеством точек в Rn2 с координатами x1, . . . , xn2 .
Приняв их за координаты точки (aij) ∈ GL(n,R), получим открытое под-
многообразие в Rn2 , определенное условием det(aij) 6= 0. Так как групповая
операция (a, b)→ ab−1 в GL(n,R) выражается рациональной функцией от ко-
ординат точек a = (aij), b = (bij), знаменатель которой det(bij) не обращается
в нуль, то эта операция является аналитической, а GL(n,R) является группой
Ли размерности n2. Эта группа называется полной или общей вещественной
линейной группой и обозначается GL(n).
Так же доказывается, что множество GL(n,C) всех невырожденных ком-
плексных матриц порядка n является 2n2-мерной группой Ли по умножению.
Она называется полной или общей комплексной линейной группой. Группа всех
автоморфизмов (обратимых линейных преобразований) n-мерного линейного
пространства над полем K, где K равно R или C, также является группой
Ли, изоморфной полной линейной группе GL(n,K).
6.2. Подгруппами полной линейной группы GL(n,K), гдеK равноR или
C, являются следующие группы Ли, называемые классическими линейными
группами.
Специальная линейная группа SL(n,K) состоит из всех унимодулярных
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матриц изGL(n,K), т. е. матриц с определителем, равным единице; dimSL(n,C) =
2n2 − 2, dimSL(n,R) = n2 − 1.
Ортогональная группа O(n,K) состоит из всех ортогональных матриц
a ∈ GL(n,K), т. е. матриц, обладающих свойством aTa = E, где aT – транс-
понированная к a матрица с элементами
(
aT
)
ij
= aji и E – единичная мат-
рица n-го порядка. Группа O(n,R) обозначается O(n); dimO(n,C) = n(n −
1), dimO(n) = n(n− 1)/2.
Специальная ортогональная группа SO(n,K) состоит из всех унимодуляр-
ных ортогональных матриц из GL(n,K):
SO(n,K) = O(n,K) ∩ SL(n,K).
Группа SO(n,R) обозначается SO(n); dimSO(n,C) = n(n− 1), dimSO(n) =
n(n− 1)/2.
Псевдоортогональная группа O(p, q), p + q = n, состоит из всех мат-
риц из GL(n,R), оставляющих инвариантной псевдоевклидову метрику (gij)
в Rnp,q, определенную формулой (7.1), т. е. матриц a, обладающих свойством
aT (gij)a = (gij); dimO(p, q) = n(n− 1)/2.
Специальная псевдоортогональная группа SO(p, q), p+ q = n, состоит из
всех унимодулярных матриц из O(p, q); dimSO(p, q) = n(n− 1)/2.
Унитарная группа U(n) состоит из всех унитарных матриц a ∈
GL(n,C), т. е. матриц, обладающих свойством
∗
a Ta = E, где ∗ означает ком-
плексное сопряжение. Матрица
∗
a T называется эрмитово сопряженной с мат-
рицей a. Если
∗
a= a, то матрица a называется эрмитовой; dimU(n) = n2.
Группу U(n) можно определить также как группу автоморфизмов линей-
ного пространства Cn, сохраняющих эрмитову форму (эрмитово скалярное
произведение)
< x,y >= x1
∗
y 1 + . . .+ xn
∗
y n ≡ gijxi
∗
y j
для всех векторов x = (x1, . . . , xn), y = (y1, . . . , yn) из Cn. Специальная уни-
тарная группа SU(n) состоит из всех унимодулярных унитарных матриц из
GL(n,C); dimSU(n) = n2 − 1.
Псевдоунитарная группа U(p, q), p + q = n, состоит из всех матриц a ∈
GL(n,C), сохраняющих псевдоэрмитову форму (псевдоэрмитово скалярное
произведение)
< x,y >=
p∑
i=1
xi
∗
y i −
n∑
j=p+1
xj
∗
y j
для всех векторов x = (x1, . . . , xn), y = (y1, . . . , yn) из Cn, т. е. матриц, обла-
дающих свойством
∗
a T (gij)a = (gij).
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Специальная псевдоунитарная группа SU(p, q) состоит их всех унимоду-
лярных матриц a из U(p, q).
Симплектическая группа Sp(n) состоит из всех унитарных матриц a ∈
GL(2n,C), оставляющих инвариантной кососимметричную билинейную фор-
му
ϕ(x,y) =
n∑
s=1
(
xsyn+s − xn+sys) (x, y ∈ C2n) , (6.1)
т. е. матриц, обладающих свойством
aTJa = J, (6.2)
где
J =
0 E
−E 0
– матрица коэффициентов билинейной формы (6.1); dimSp(n) = n(2n+ 1).
Комплексная симплектическая группа Sp(n,C) состоит из всех матриц
a ∈ GL(2n,C), обладающих свойством (6.2). Заменив в этом определении C на
R, получим вещественную симплектическую группу Sp(n,R); dimSp(n,C) =
2n(2n+ 1), dimSp(n,R) = n(2n+ 1).
Пересечение Sp(n,R) ∩ O(2n) = Sp(n) ∩ O(2n) является группой Ли раз-
мерности n2 и называется ортогональной симплектической группой.
6.3. Для каждого элемента a группы Ли G определены следующие диф-
феоморфизмы группы G: левый сдвиг La : G 3 x → Lax = ax ∈ G, правый
сдвиг Ra : G 3 x → Rax = xa ∈ G и внутренний автоморфизм La ◦ Ra−1 . В
частности, Lba−1 отображает a в b.
Векторное полеX наG называется левоинвариантным, если Lba−1∗Xa =
Xb, где Xa ∈ TaG, Xb ∈ TbG, т. е. La∗X = X для всех a ∈ G. Для этого необ-
ходимо и достаточно, чтобы Xb = Lb∗Xe = X для всех b ∈ G, где e – единица
группы G. Следовательно, для любого вектора Xe ∈ TeG существует един-
ственное левоинвариантное векторное поле X, принимающее в e значение Xe.
Линейное отображениеXe → X является изоморфизмом касательного про-
странства TeG к G в e на линейное пространство g всех левоинвариантных
векторных полей на G. Поэтому dim g = dimTeG = dimG.
Любое левоинвариантное векторное поле дифференцируемо. Таким же свой-
ством обладают правоинвариантные векторные поля, определенные условием:
Ra∗X = X для всех a ∈ G.
Если векторные поля X,Y принадлежат g, то их скобка Ли [X,Y ] также
принадлежит g, поскольку
La∗[X,Y ] = [La∗X,La∗Y ] = [X,Y ].
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Следовательно, g является подалгеброй алгебры Ли векторных полей на G.
Алгебра Ли g левоинвариантных векторных полей на группе Ли G назы-
вается алгеброй Ли группы Ли G. Правоинвариантные векторные поля также
образуют алгебру Ли, изоморфную алгебре Ли g.
Алгебра Ли группы GL(n,K), где K равно R или C, обозначается gl(n,K)
(gl(n) при K = R). Она изоморфна алгебре Ли всех матриц порядка n из
Matn(K) с операцией умножения [a, b] = ab− ba
(
a, b ∈ Matn(K)
)
.
Перечисленные ниже алгебры Ли классических линейных групп Ли назы-
ваются классическими. Они обозначаются теми же строчными буквами, что и
соответствующие группы Ли, обозначаемые прописными буквами.
Алгебра Ли sl(n,K) состоит из всех бесследных матриц a ∈ Matn(K), т. е.
матриц с нулевым следом: tr a = 0.
Алгебра Ли u(n) состоит из всех косоэрмитовых матриц a ∈ Matn(C) :
a+
∗
a T = 0.
Алгебра Ли su(n) состоит из всех бесследных косоэрмитовых матриц по-
рядка n.
Алгебры Ли o(p, q) и so(p, q), p + q = n, состоят из всех вещественных
матриц a n-го порядка, обладающих свойством aT (gij)+(gij)a = 0, где матрица
(gij) определена равенством (7.1).
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7 Псевдоримановы многообразия
7.1 Псевдоевклидовым пространством n измерений или n-мерным псев-
доевклидовым пространством, называется вещественное линейное простран-
ство L, в котором задана псевдоевклидова метрика, т. е. симметричный двух-
валентный тензор
g = gije
i ⊗ ej ((ei) − L∗, i, j = 1, . . . , n) ,
удовлетворяющий условию невырожденности: det(gij) 6= 0, и называемый
метрическим тензором или метрикой 13.
Значение тензора g на векторах X,Y ∈ L называется скалярным произве-
дением этих векторов и обозначается < X,Y >:
< X,Y > ≡ g(X,Y ) = gijXiY j (i, j = 1, . . . , n),
здесь Xi и Y j – координаты векторов X и Y в базисе (ei), дуальном к базису
(ei).
Метрика g определяет "длину"|< X,X >|1/2 каждого вектора X ∈ L и
"косинус угла"
g(X,Y )
|g(X,X) g(Y, Y )|1/2
между любыми двумя векторами X,Y ∈ L с ненулевыми скалярными квадра-
тами g(X,X) 6= 0 и g(Y, Y ) 6= 0.
Такие векторы называются неизотропными, а векторы нулевой длины, т. е.
векторы, для которых g(X,X) = 0, – изотропными. Если g(X,Y ) = 0, то
векторы X и Y называются ортогональными.
L называется собственно евклидовым или просто евклидовым простран-
ством и обозначается Rn, если квадратичная форма gijξiξj , i, j = 1, . . . , n,
положительно определенная. В противном случае L называется псевдоевкли-
довым пространством и обозначается En или Rnp,q ≡ Rn(q), где q = n−p, а p и q
– соответственно положительный и отрицательный индексы инерции квадра-
тичной формы gijξiξj , определяющие сигнатуру σ = p−q (или (p, q)) метрики
g.
В дальнейшем для удобства будем полагать Rn(0) ≡ Rn и считать Rn част-
ным случаем псевдоевклидова пространства En.
Метрика (лоренцевой) сигнатуры 2−n (или n−2) называется лоренцевой, а
соответствующее псевдоевклидово пространствоRn(n−1) (илиR
n
(1)) – n-мерным
13Псевдоевклидова метрика будет метрикой в узком смысле слова, т. е. функцией
расстояния, лишь в случае ее положительной определенности.
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пространством Минковского. Векторы X в пространстве Минковского разде-
ляются на времениподобные векторы, для которых g(X,X) > 0, изотропные
векторы, для которых g(X,X) = 0, и пространственноподобные векторы, для
которых g(X,X) < 0.
За счет выбора подходящего базиса метрика пространства Rnp,q всегда мо-
жет быть приведена к каноническому виду
gij = diag(+1, . . . ,+1︸ ︷︷ ︸
p
−1, . . . ,−1︸ ︷︷ ︸
q
). (7.1)
Так как gij =< ei, ej >, то для соответствующего базиса выполняются
условия < ei, ei > = +1 или −1, < ei, ej > = 0 при i 6= j. Такой базис называет-
ся ортонормированным, или ортонормальным базисом, а также ортобазисом
или орторепером. В орторепере скалярный квадрат вектора X = (ξ1, . . . , ξn)
задается формулой
< X,X >= ξ1
2
+ . . .+ ξp2 − ξp+12 − . . .− ξn2.
Контравариантным метрическим тензором называется симметричный
тензор gijei⊗ ej , компоненты которого являются элементами матрицы, обрат-
ной к матрице (gij), составленной из компонент ковариантного метрического
тензора:
gikg
kl = δli, g
ij = gji =
Aij
det(gij)
,
где δli – символ Кронекера, равный 1 при i = l и 0 при i 6= l, а Aij – алгебраи-
ческое дополнение элемента gij в определителе det(gij).
Алгебра тензоров (§ 4) в псевдоевклидовом пространстве пополняется опе-
рациями поднятия и опускания индексов.
Опускание контравариантного индекса k тензора B типа (s, r) осуществля-
ется путем умножения этого тензора на метрический тензор g и свертывания
C по одному из индексов тензора g и индексу k тензора B. Полученный в ре-
зультате этой операции тензор типа (s− 1, r+ 1) обозначается той же буквой,
что и исходный тензор:
Bj1j2...jsi1...ir → B
j2...js
j1i1...ir
= gj1kB
kj2...js
i1...ir
.
Поднятие ковариантного индекса выполняется путем умножения на кон-
травариантный метрический тензор с последующим свертыванием по соответ-
ствующим индексам:
Bj1...jsi1i2...ir → B
i1j1...js
i2...ir
= gi1kBj1...jski2...ir .
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Операции поднятия и опускания индексов обратимы: подняв индекс, а затем
опустив его, получим исходный тензор.
Опускание индексов задает линейное отображение X → C(g⊗X) простран-
ства векторов в пространство ковекторов:
ξi → ξi = gijξj ,
а поднятие индексов – обратное отображение:
ξi → ξi = gijξj .
В евклидовом пространстве Rn в орторепере выполняются равенства
gij = gij = δij =

1, i = j;
0, i 6= j (i, j = 1, . . . , n),
вследствие которых разница между ко- и контравариантными индексами ис-
чезает: ξi = ξi, Bijk = Bijk и т.д.
Линейный оператор P ij в E
n называется симметричным (соответственно
кососимметричным), если тензор Pij = gikP kj симметричен (соответственно
кососимметричен).
Собственными числами и собственными векторами тензора Pij называ-
ются собственные числа и собственные векторы линейного оператора P ij =
gikPkj .
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7.2 Пусть M есть n-мерное дифференцируемое многообразие. Псевдо-
римановой метрикой на M называется дифференцируемое поле g невырож-
денных симметричных билинейных форм g(x), x ∈ M, на касательных про-
странствах TxM многообразия M . Условие невырожденности означает, что
для каждой точки x ∈ M из равенства: g(X,Y ) = 0 для всех векторов Y ∈
TxM , следует X = 0. В локальной карте (x, U) имеем
g|U = gijdxi ⊗ dxj , (7.2)
где компоненты gij = g
(
∂
∂xi
,
∂
∂xj
)
= gji метрического тензора являются функ-
циями локальных координат x1, . . . , xn и det(gij) 6= 0.
Тензор g(x) задает в касательном пространстве TxM каждой точки
x ∈M псевдоевклидову метрику, т. е. скалярное произведение
(X,Y )→ g(X,Y ) ≡ < X,Y > = < Y,X > (X,Y ∈ TxM),
определяющее длины векторов и углы между ними, а также операции подня-
тия и опускания индексов. Метрику g записывают в виде квадратичной формы
ds2 = gijdx
idxj ,
называемой основной, или фундаментальной (квадратичной) формой вM . Это
обозначение указывает на то, что вдоль дифференцируемой кривой метрика g
равна квадрату дифференциала длины дуги ds.
Метрику g называют римановой, если каждая форма g(x) является поло-
жительно определенной. Псевдоримановым (соответственно римановым) мно-
гообразием M ≡ Mn, или (M, g) размерности n называется n-мерное диф-
ференцируемое многообразие с псевдоримановой (соответственно римановой)
метрикой g. Если формы g(x) имеют одну и ту же сигнатуру (n−s, s) для всех
x ∈M , то говорят, что M ≡Mn(s) и g ≡ g
(n)
(s) имеют сигнатуру σ = n− 2s (или
(n − s, s), s – число отрицательных, а n − s – число положительных членов в
форме g(x), приведенной к каноническому виду ds2 = eidxi
2
, ei = ±1).
Если s = 1 или n − s = 1, то g называется лоренцевой метрикой, а M –
лоренцевым многообразием.
Из условия невырожденности метрического тензора g следует, что для
каждой 1-формы ω на M существует одно и только одно векторное поле Y
на M такое, что ω(X) = < Y,X > для всех векторных полей X на M . Это
поле называется сопряженным форме ω относительно g.
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7.3. Для любого векторного поля X на дифференцируемом мно-
гообразии M определено линейное отображение X : f → Xf алгебры FM
вещественных функций на M в себя по правилу
(Xf)(p) = Xpf (p ∈M),
где Xpf есть производная функции f вдоль вектора Xp, принадлежащего ка-
сательному пространству TpM к M в точке p. Если ξ1, . . . , ξn – компоненты
векторного поля X в карте (x, U), то
Xf |U = ξi
∂f
∂xi
≡ ξi∂if,
в частности,
Xxi = ξi (i = 1, . . . , n). (7.3)
Множество XM всех дифференцируемых векторных полей на дифференци-
руемом многообразииM является вещественной алгеброй Ли (§ 5) бесконечной
размерности относительно операции коммутирования (скобки Ли), определен-
ной равенством
[X,Y ]f = X(Y f)− Y (Xf)
для всех функций f на M и X,Y ∈ XM . Если X = ξj∂j и Y = ηj∂j в карте
(x, U), то согласно (7.3) имеем
[X,Y ] = (ξj∂jη
i − ηj∂jξi)∂i. (7.4)
В частности, для координатных векторных полей X1 = ∂1, . . . , Xn = ∂n вы-
полняются равенства
[Xi, Xj ] = 0 (i, j = 1, . . . , n). (7.5)
7.4. ПустьM – дифференцируемое многообразие и XM – алгебра Ли диф-
ференцируемых векторных полей на M .
Ковариантной производной на M называется отображение
∇ : XM ×XM → XM : (X,Y )→ ∇(X,Y ) ≡ ∇XY,
которое сопоставляет каждой упорядоченной паре (X,Y ) дифференцируемых
векторных полей на M векторное поле ∇XY , обладающее свойствами:
1)∇X(Y + Z) = ∇XY +∇XZ,
2)∇X(fY ) = (Xf)Y + f∇XY ,
3)∇X+Y Z = ∇XZ +∇Y Z,
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4)∇fXY = f∇XY ,
где f – дифференцируемая функция на M и X,Y, Z ∈ XM . Ковариантную
производную называют также (линейной) связностью, а ∇XY – ковариантной
производной векторного поля Y в направлении X относительно связности ∇.
Пусть (x1, . . . , xn, U) – карта на M и Xi = ∂i, i = 1, . . . , n, – координатные
векторные поля. Функции Γijk на U , определенные формулой
∇XjXk = ΓijkXi (i, j, k = 1, . . . , n), (7.6)
называются компонентами или коэффициентами связности ∇ относительно
карты (x, U).
В новых координатах xi′ = xi′(xi) будем иметь ∇Xj′Xk′ = Γi
′
j′k′Xi′ , где
Xi′ = Xi
∂xi
∂xi′
.
Отсюда следует закон преобразования коэффициентов связности при замене
координат
Γi
′
j′k′ =
∂xi
′
∂xi
(
∂2xi
∂xj′∂xk′
+
∂xj
∂xj′
∂xk
∂xk′
Γijk
)
, (7.7)
из которого вытекает, что Γijk не является тензором; величины с таким законом
преобразования называются геометрическими объектами 14.
7.5. Пусть ∇ – линейная связность в M. Определим отображение T :
XM ×XM → XM равенством
T (X,Y ) = ∇XY −∇YX − [X,Y ] (7.8)
и отображение R : XM ×XM ×XM → XM соотношением
R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z. (7.9)
T есть тензорное поле типа (1,2), называемое тензором кручения, а R – тен-
зорное поле типа (1,3), называемое тензором кривизны связности ∇.
Компоненты тензоров кручения и кривизны в карте (x, U) определяются
разложениями
T (Xj , Xk) = T
i
jkXi, R(Xk, Xl)Xj = R
i
jklXi
14Определение геометрического объекта см. в ([13], т. I, с. 12), а также ([15], c. 67).
Для дальнейшего достаточно понимать под геометрическим объектом тензорное поле
либо объекты аффинной (т. е. линейной) и проективной связностей Γijk и Π
i
jk.
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и задаются формулами
T ijk = −T ikj = Γijk − Γikj ,
Rijkl = −Rijlk =
∂Γijl
∂xk
− ∂Γ
i
jk
∂xl
+ ΓhjlΓ
i
hk − ΓhjkΓihl (7.10)
(i, j, h, k, l = 1, . . . , n). Если, в частности, T ijk = 0, то Γ
i
jk = Γ
i
kj . Наоборот,
из последнего условия следует T ijk = 0. Линейная связность с нулевым тен-
зором кручения называется симметричной. Свертывание тензора кривизны
дает симметричный тензор Риччи
Rjl = R
i
jil. (7.11)
7.6. произвольных дифференцируемых тензорных полей на M опреде-
ляется правилом Лейбница и правилами 1) если B – тензорное поле типа (s, r)
(т. е. s раз контравариантное и r раз ковариантное), то его ковариантная про-
изводная ∇B есть тензорное поле типа (s, r+1), 2) ∇ – линейное отображение,
коммутирующее со свертыванием, и 3) ∇f = df для любой функции f на M .
Ковариантная производная порядка k определяется по индукции. Компо-
ненты тензора ∇B в локальных координатах (xi, U) равны
(∇XkB)
j1...js
i1...ir
≡ ∇kBj1...jsi1...ir ≡ B
j1...js
i1...ir,k
=
=
∂Bj1...jsi1...ir
∂xk
+ Γj1khB
hj2...js
i1...ir
+ . . .+ (7.12)
+ΓjskhB
j1...js−1h
i1...ir
− Γhki1Bj1...jshi2...ir − . . .− ΓhkirB
j1...js
i1...ir−1h.
Заметим, что ∇XB|U = ξk∇kB для векторного поля X с ограничением X|U =
ξi∂i на область карты U .
Производной тензорного поля B вдоль кривой γt : (a, b) → M, заданной
уравнениями xi = xi(t), называется тензорное поле
DB
∂t
≡ ∇XB
с компонентами
Bj1...jsi1...ir,h
dxh
dt
,
где X – поле касательных векторов
x˙t =
(
dxh
dt
)
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к кривой γt. Говорят, что тензор B переносится параллельно вдоль кривой γt,
если DB
∂t
= 0.
Тензорное поле B на M называется ковариантно постоянным или абсо-
лютно параллельным относительно ∇, если ∇B = 0. В частности, символ
Кронекера δij ковариантно постоянен: δ
i
j,k = 0.
7.7. Для любого тензорного поля B наM справедливо тождество Риччи
(∇Xl∇Xk −∇Xk∇Xl)B
j1...js
i1...ir
≡ 2Bj1...jsi1...ir,[kl] =
=
r∑
q=1
Bj1...jsi1...iq−1hiq+1...irR
h
iqkl −
s∑
t=1
B
j1...jt−1hjt+1...js
i1...ir
R
jt
hkl,
(7.13)
где квадратные скобки означают альтернирование, а R – тензор кривизны
связности ∇, удовлетворяющий, как легко проверить, тождеству Бианки
Rijkl,m +R
i
jlm,k +R
i
jmk,l = 0 (i, j, k, l,m = 1, . . . , n). (7.14)
7.8. Поле k-формы ω на дифференцируемом многообразии Mn называ-
ется (внешней) дифференциальной формой степени k или дифференциальной
k-формой (часто просто k-формой). Дифференциальная 0-форма совпадает с
обычной функцией f : Mn → R, а дифференциальная 1-форма, называемая
также пфаффовой формой, есть поле ковекторов.
Множество ΛkMn k-форм наMn является линейным пространством. Сум-
ма ΛMn =
∑n
k=0 Λ
kMn образует алгебру над R относительно операции внеш-
него умножения ∧.
Внешнее дифференцирование (внешний дифференциал, или кограница) есть
линейное отображение алгебры ΛMn в себя такое, что 1) кограница k-формы
ω есть (k + 1)-форма dω, 2) d(ω1 ∧ ω2) = (dω1) ∧ ω2 + (−1)kω1 ∧ dω2 для k-
формы ω1, 3) кограница 0-формы f совпадает с обычным дифференциалом
df =
∂f
∂xi
dxi и 4) d2 = 0.
В локальных координатах k-форма ω и ее дифференциал dω представля-
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ются в виде разложений
ω =
∑
i1<...<ik
ωi1...ikdx
i1 ∧ . . . ∧ dxik ,
dω =
∑
i1<...<ik
dωi1...ik ∧ dxi1 . . . ∧ dxik =
=
∑
i1<...<ik
∂ωi1...ik
∂xi0
dxi0 ∧ dxi1 . . . ∧ dxik .
(7.15)
Последнюю формулу можно записать в следующем удобном для вычислений
виде
dω(Z0, Z1, . . . , Zk) =
k∑
i=0
(−1)iZi(ω(Z0, . . . , Ẑi, . . . , Zk))+
+
∑
i<j
(−1)i+jω([Zi, Zj ], Z0, . . . , Ẑi, . . . , Ẑj , . . . , Zk),
где Z0, . . . , Zk – векторные поля, а символ Ẑ означает, что аргумент Z вычерки-
вается. Эта формула может служить определением внешнего дифференциала
dω ([14], с. 36).
Для 1-формы ω имеем
dω(X,Y ) = X(ω(Y ))− Y (ω(X))− ω([X,Y ]) (X,Y ∈ XM ). (7.16)
Если ω есть 2-форма, то
dω(X,Y, Z) = X(ω(Y,Z)) + Y (ω(Z,X)) + Z(ω(X,Y ))−
−ω([X,Y ], Z)− ω([Y,Z], X)− ω([Z,X], Y )
(7.17)
(X,Y, Z ∈ XM ).
Дифференциальная форма, кограница которой равна нулю, называется за-
мкнутой дифференциальной формой. Дифференциальная k-форма ω назы-
вается точной, если она является кограницей дифференциальной формы θ
степени k − 1: ω = dθ.
Согласно лемме Пуанкаре, в евклидовом пространстве всякая замкнутая
дифференциальная форма степени k > 0 является точной. Поэтому каждая за-
мкнутая k-форма на дифференцируемом многообразииMn является локально
точной.
8. Индуцированная метрика. Изометрия 141
8 Индуцированная метрика. Изометрия
8.1. Пусть Mn и Nk – дифференцируемые многообразия и ϕ: Mn → Nk –
дифференцируемое отображение. Для каждой точки p ∈ Mn отображение ϕ
индуцирует линейное отображение ϕ∗p, или (dϕ)p касательного пространства
TpM
n в касательное пространство Tϕ(p)Nk по формуле
(ϕ∗pXp)f ◦ ϕ = Xp(f ◦ ϕ) (Xp ∈ TpMn, f ∈ FNk).
Если (x, U) – карта вокруг точки p ∈ Mn и (y, V ) – карта вокруг ее образа
ϕ(p) ∈ Nk, то матрицей линейного отображения ϕ∗p : TpMn → Tϕ(p)Nk по
отношению к координатным базисам
(
∂
∂xi
)∣∣∣∣
p
в TpMn и
(
∂
∂yα
)∣∣∣∣∣
ϕ(p)
в Tϕ(p)Nk
является матрица Якоби
(
∂yα
∂xi
)
, α = 1, . . . , k, i = 1, . . . , n, вычисленная в
точке p.
Таким образом, для любого векторного поля X на Mn определено вектор-
ное поле ϕ∗X на Nk, обладающее свойством
X(f ◦ ϕ) = (ϕ∗X)f ◦ ϕ (f ∈ FNk).
Векторные поля X и ϕ∗X называют ϕ-связанными, а ϕ∗ называется диффе-
ренциалом отображения ϕ.
Тождественное отображение id : Mn → Mn индуцирует тождественное
отображение id∗p : TpMn → TpMn : Xp = Xp для всех p ∈Mn.
Многообразия Mn и Nk называются диффеоморфными, если существует
диффеоморфизм одного многообразия на другое, т. е. биекция ϕ : Mn → Nk,
дифференцируемая вместе со своей обратной биекцией ϕ−1. В этом случае из
предыдущего следует, что ϕ∗p : TpMn → Tϕ(p)Nk является биекцией (линей-
ным изоморфизмом) и (ϕ∗p)−1 = (ϕ−1)∗ϕ(p), поэтому dim TpMn = dim Tϕ(p)Nk,
отсюда n = k.
Для каждого тензорного поля B типа (0, r) на Nk отображение ϕ индуци-
рует на Mn тензорное поле ϕ∗B того же типа по формуле
(ϕ∗B)(Z1, . . . , Zr) = B(ϕ∗Z1, . . . , ϕ∗Zr),
где Z1, . . . , Zr – векторные поля на Mn. В локальных координатах
(ϕ∗B)i1...ir = Bα1...αr
∂yα1
∂xi1
. . .
∂yαr
∂xir
(i1, . . . , ir = 1, . . . , n, α1, . . . , αr = 1, . . . , k).
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8.2. Пусть (Mn, g) и (Nk, a) – псевдоримановы многообразия. Диффе-
ренцируемое отображение ϕ : Mn → Nk называется изометрическим, если
оно сохраняет скалярные произведения, т. е. если
< X,Y >Mn=< ϕ∗X,ϕ∗Y >Nk ,
или g(X,Y ) = a(ϕ∗X,ϕ∗Y ) для каждой точки p ∈Mn и всех векторов X,Y ∈
TpM
n. Отсюда следует, что изометрическое отображение ϕ имеет максималь-
ный ранг, определяемый в каждой точке рангом матрицы Якоби отображения,
так что ϕ является погружением.
Изометрический диффеоморфизм называется изометрией.
ЕслиMn ⊂ Nk и включение i : Mn → Nk : p→ p является изометрическим
вложением, то Mn называется псевдоримановым подмногообразием в Nk.
Если (Nk, a) – псевдориманово многообразие и ϕ : Mn → Nk – погруже-
ние, то на Mn возникает индуцированная псевдориманова метрика g = ϕ∗a с
компонентами
gij = (ϕ
∗a)ij = aαβ
∂yα
∂xi
∂yβ
∂xj
(i, j = 1, . . . , n, α, β = 1, . . . , k). (8.1)
В силу определения индуцированной метрики отображение
ϕ : (Mn, ϕ∗a)→ (Nk, a)
изометрично. Наоборот, если отображение ϕ : (Mn, g)→ (Nk, a) изометрично,
то g = ϕ∗a.
Пусть Mn есть (вложенное) подмногообразие псевдориманова многооб-
разия (Nk, a) и ϕ – отображение вложения. Индуцированная метрика g = ϕ∗a
превращает Mn в псевдориманово подмногообразие в Nk. Если в локальных
координатах (xi) в Mn и (yα) в Nk вложение ϕ задается уравнениями
yα = ϕα(x1, . . . , xn), rang
(
∂yα
∂xi
)
= n
(α = 1, . . . , k, i = 1, . . . , n), то основная форма вMn определяется равенствами
ds2 = gijdx
idxj = aαβ
∂yα
∂xi
∂yβ
∂xj
dxidxj = aαβdy
α dyβ
∣∣∣
y=ϕ(x)
. (8.2)
Если, в частности, n = 2 и M2 – поверхность в трехмерном евклидовом
пространстве с линейным элементом
ds2 = dx2 + dy2 + dz2,
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заданная уравнением r = r(u, v), где r = (x, y, z), то (8.2) принимает вид
первой квадратичной формы поверхности
ds2 = dr2 = |ru|2 du2 + 2 < ru, rv > dudv + |rv|2 dv2 ≡
≡ Edu2 + 2Fdudv +Gdv2,
где ru = ∂r∂u, rv =
∂r
∂v
, а E = |ru|2, F =< ru, rv > и G = |rv|2 – гауссовы
коэффициенты поверхности.
8.3. В каждой точке p = (xi0) ∈ Mn величины
∂yα
∂xi
, α = 1, . . . , k, при
фиксированном i = 1, . . . , n определяют компоненты вектора
Yi =
∂yα
∂xi
∂
∂yα
,
касательного к координатной линии xi:
yα = yα(x10, . . . , x
i−1
0 , x
i, xi+10 , . . . , x
n
0 ) (α = 1, . . . , k).
Так как ранг матрицы
(
∂yα
∂xi
)
равен n, то n касательных векторов Yi линейно
независимы и любой касательный вектор к Mn в точке p может быть линейно
выражен через эти векторы. Поэтому вектор ξα
∂
∂yα
, определенный условием
aαβ
∂yα
∂xi
ξβ = 0, (8.3)
ортогонален ко всем векторам из TpMn, т. е. нормален к Mn. Он называется
нормалью к Mn в точке p. Ввиду того, что ранг матрицы
(
aαβ
∂yα
∂xi
)
равен n,
уравнение (8.3) допускает k − n независимых решений ξ
σ
β , σ = 1, . . . , k − n,
следовательно, существуют k − n векторных полей, нормальных к Mn.
8.4. Пусть (M1, g1) и (M2, g2) – псевдоримановы многообразия. Опреде-
лим на прямом произведенииM1×M2 многообразийM1 иM2 псевдориманову
метрику g = g1 × g2 формулой
g(X,Y ) = g1(pi1∗X,pi1∗Y ) + g2(pi2∗X,pi2∗Y ) (X,Y ∈M1 ×M2),
где pi1 : M1 ×M2 → M1 и pi2 : M1 ×M2 → M2 – естественные проекции.
Полученное таким образом псевдориманово многообразие (M1 ×M2, g1 × g2)
называется прямым произведением псевдоримановых многообразий (M1, g1) и
(M2, g2).
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9 Связность Леви-Чивита
На псевдоримановом многообразии (M, g) существует единственная линейная
связность ∇, удовлетворяющая условиям
Z < X, Y >=< ∇ZX,Y > + < X,∇ZY >, (9.1)
∇XY = ∇YX + [X,Y ] (9.2)
для всех дифференцируемых векторных полей X,Y, Z на M . Первое условие
равносильно требованию ковариантного постоянства, или, что то же, абсолют-
ной параллельности метрического тензора: ∇g = 0, а второе условие означает
равенство нулю тензора кручения (7.8).
Cвязность∇, определенная условиями (9.1) и (9.2), называется связностью
Леви-Чивита или римановой связностью, а определенный ею параллельный
перенос – параллелизмом Леви-Чивита.
Заметим, что из δij,k = 0 и gij,k = 0 следует ковариантное постоянство
контравариантного метрического тензора: gij ,k = 0.
Пусть (x, U) – карта на M и Xi =
∂
∂xi
, i = 1, . . . , n, – координатные век-
торные поля. Из (7.6), (9.1) и (9.2), пользуясь (7.5), найдем
1
2
(
Xi < Xj , Xk > +Xj < Xi, Xk > −Xk < Xi, Xj >
)
=
=< ∇XiXj , Xk >= Γlij < Xl, Xk > .
Подставив сюда < Xi, Xk >= g(Xi, Xk) = gik, получим
Γk,ij = Γk,ji =
1
2
(∂igjk + ∂jgik − ∂kgij), (9.3)
где
Γk,ij = Γ
l
ijglk. (9.4)
Умножая обе части равенства (9.4) на ghk и суммируя по k, будем иметь
Γhij = Γ
h
ji =
1
2
ghk(∂igjk + ∂jgik − ∂kgij). (9.5)
Величины Γk,ij и Γhij называются символами Кристоффеля (или кристоф-
фелями) соответственно первого и второго рода метрики g.
Тензор кривизны Rijkl связности Леви-Чивита называется тензором рима-
новой кривизны. Опустив индекс i, получим тензор Rijkl со свойствами
Rijkl = −Rjikl = −Rijlk = Rklij , Rijkl +Riklj +Riljk = 0.
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Свертывание тензора Риччи Rjl с gjl определяет скалярную кривизну
R = gjlRjl (9.6)
псевдориманова многообразия M. Если выполняется условие
Rij =
R
n
gij , (9.7)
то M называется пространством Эйнштейна.
Свертывая тождество Бианки (7.14) с gjl и суммируя по i = k, получим
тождество
2Rlm,l −R,m = 0.
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10 Пространство постоянной кривизны
Для каждой 2-плоскости E в касательном пространстве TpM n-мерного
псевдориманова многообразия M секционная кривизна K(p, E) в точке
p ∈M определяется формулой
K(p, E) = g(R(X,Y )Y,X)
g(X,X)g(Y, Y )− (g(X,Y ))2 , (10.1)
где R – тензор кривизны многообразия M , а (X,Y ) – базис в E .
Если K(p, E) – постоянное число K для всех плоскостей E в TpM и всех
точек p ∈ M , то M называется пространством постоянной кривизны K и
обозначается Sn(K) или Sn.
Теорема 10.1. [Шур [16]] Пусть M – связное псевдориманово многообразие
размерности n ≥ 3, секционная кривизна K(p, E) которого зависит только от
точки p. Тогда M – пространство постоянной кривизны.
Из (10.1) следует, что (M, g) имеет постоянную кривизну K, если и толь-
ко если для всех векторных полей X,Y, Z на M выполнено условие
R(X,Y )Z = K
(
g(Z, Y )X − g(Z,X)Y ),
или, в локальных координатах,
Rijkl = K(δ
i
kgjl − δilgjk)
(
K =
R
n(n− 1)
)
, (10.2)
где δij – символ Кронекера.
Для этого необходимо и достаточно, чтобы в окрестности каждой точки p ∈
M существовали локальные координаты (xi), в которых метрика g приводится
к римановой форме
ds2 =
e1dx
12 + . . .+ endx
n2
σ2
, (10.3)
где
σ = 1 +
K
4
n∑
i=1
eidx
i2 (ei ± 1).
Последнее условие равносильно требованию, чтобы каждая точка p ∈ M
имела окрестность, изометричную открытому подмножеству одного из следу-
ющих пространств: псевдоевклидова пространства Rn(s) при K = 0, псевдори-
манова сферического пространства
Sn(s) =
x ∈ Rn+1(s) ∣∣∣ bn+1(s) (x, x) ≡ −
s∑
i=1
xi
2
+
n+1∑
j=s+1
xj
2
= r2

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при K = 1
r2
> 0 и псевдориманова гиперболического пространства
Hn(s) =
{
x ∈ Rn+1(s+1)
∣∣∣ bn+1(s+1)(x, x) = −r2}
при K = − 1
r2
< 0 с псевдоримановыми метриками, индуцированными на со-
ответствующих квадриках псевдоевклидовыми метриками в Rn+1(·) . При s =
0 Sn(0) есть обычная сфера, аH
n
(0) ≡ Hn – гиперболическое пространство ([17],
с. 88).
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