Let k be a differential field with algebraic closurek, and let [A] : Y ′ = AY with A ∈ Mn(k) be a linear differential system. Denote by g the Lie algebra of the differential Galois group of [A]. We say that a matrix
Introduction
This article lies at the crossroads of differential Galois theory and the complete (Liouville) integrability of Hamiltonian systems. Let [A] : Y ′ = AY with A ∈ M n (k) be a linear differential system, where k denotes a differential field of characteristic zero with algebraically closed constant field C.
On the differential Galois theory side, we propose (following works of Kolchin, Kovacic, Singer, Mitschi and others) a notion of reduced form for the system [A] . Let G denote the differential Galois group of Y ′ = AY and g its Lie algebra. We say that a matrix R ∈ M n (k) is a reduced form of [A] if R ∈ g(k) and there exists P ∈ GL n (k) such that R = P −1 (AP − P ′ ). Such a form turns out to be very natural and somehow the most concise attainable through gauge transformations without introducing new transcendents. When a system is in reduced form, many of its intrinsic properties can be readily computed. In our case, we are mainly concerned with detecting the (non-)abelianity of the Lie algebra of the differential Galois group of [A] . Stemming from works by Kovacic and Kolchin (Kolchin (1999) or Kovacic (1969 Kovacic ( , 1971 ) on the inverse problem of differential Galois theory, this notion of reduced form has been since developed by Singer (1996, 2002) ; Cook et al. (2005) (for inverse problems as well) and many others (e.g Hartmann (2005) ; Juan and Ledet (2007) , see more references in Singer (2009); van der Put and Singer (2003) , generally for inverse problems). We explore here both some of the advantages and the constructibility of this reduced form applied to the context of direct problems in differential Galois theory.
On the Hamiltonian system side, the Morales-Ramis theorem states that if a Hamiltonian system is meromorphically completely (Liouville) integrable, then the Lie algebra of its variational equation (a linear differential system) along a non-constant integral curve is abelian. Applying the above notion of reduced form (effectively), we are able to decide whether this Lie algebra is abelian or not, and thus propose new (non-)integrability criteria. When the Lie algebra is abelian, our reduced form is useful to simplify the study of higher variational equations in order to apply the Morales-Ramis-Simó theorem (this is explored in Aparicio-Monforte and Weil (2011) ; Aparicio-Monforte (2010)).
Many of the existing examples are Hamiltonian systems with two degrees of freedom. In such case, we will show (or recall to specialists) how the normal variational equation can be put into a reduced form using Kovacic's algorithm. In the literature, many authors take into consideration only the normal variational equation [N ] . Since the Lie algebra g N of [N ] is only a quotient of g, the data thus obtained cannot be complete, especially as far as the abelianity of g is concerned.
In this paper, we give an algorithm which, by looking for a reduced form of a linear differential system, will either show that the full system has non-abelian Lie algebra (hence proving non-integrability of the original differential system) or (in the abelian case) return a reduced form for the variational equation.
Our construction is quite systematic and should generalize to many other systems (such generalizations are initiated in Aparicio- Monforte and Weil (2011) ). It also shows the lovely simple structure of reduced forms. This will be very useful in studying higher variational equations. Systems occurring in higher variational equations are reducible and of big sizes; computing their Galois groups is difficult. Although a general decision procedure exists (Compoint and Singer (1999) in completely reducible cases, Hrushovski (2002) in general), studies towards extensive descriptions of differential Galois groups in reducible cases (e.g Bertrand (2001) ; Hardouin (2005) ) are still in progress. The case of two completely reducible factors (Berman and Singer (1999); Berman (2002) ) is the only one which seems to be fully understood. We propose an approach which focuses on finding abelianity criteria for the Lie algebra instead of computing the Galois group.
This paper is split into four sections apart from this introduction. Section 2 deals with theoretical background material such as differential Galois theory and integrability of Hamiltonian systems. Section 3 introduces the concept of reduced form as well as its importance and usefulness, showing that the Kovacic algorithm can be re-used to put second order systems into a reduced form. In Section 4, we consider linear differential systems whose matrix A lies in sp(4, k) (typically the variational equation of a Hamiltonian system with two degrees of freedom) and provide a reduction algorithm together with an abelianity criterion. In section 5, we show how to apply our techniques to questions of integrability of Hamiltonian systems. In particular, our method allows us to reprove that the lunar Hill system is not meromorphically integrable. Acknowledgements: we warmly thank S. Simon for fruitful conversations and for suggesting the study of the Hill example which is given in section 5. We also thank Thomas Cluzeau, Elie Compoint, Maria Przybylska, Andrzej Maciejewski and particularly the referees for their useful suggestions.
Background material
This section contains necessary background material and no new results.
Some differential Galois theory
General references for this section are van der Put and Singer (2003) ; Singer (2009) and many others, cited therein. Let ( k , ′ ) be a differential field with an algebraically closed field of constants C of characteristic zero. Let [A] : Y ′ = AY denote a linear differential system with A ∈ M n (k). A Picard-Vessiot field K is a minimal differential extension of k generated by the entries of a fundamental solution matrix U of [A] . The differential Galois group of A is the group of the automorphisms over K that leave k invariant and that commute with the derivation:
The Galois group G is a linear algebraic group acting on the vector space of solutions of [A] and as such admits a faithful representation in GL n (C) once a fundamental solution matrix U is chosen. The Lie algebra of G is g := Lie(G) = T e G, a C-vector space of matrices endowed with a Lie algebra structure by the usual Lie bracket [A, B] := AB − BA. The Lie algebra g is abelian if and only if the connected component of the identity G • is abelian as well. We say that two systems Y ′ = AY and Z ′ = BZ with A, B ∈ M n (k) are gauge equivalent if there is a linear change of variable Y = P Z with P ∈ GL n (k) such that Z ′ = BZ, i.e:
Two gauge equivalent systems share the same Galois group G. Moreover, V := P −1 U is a fundamental solution matrix of [B] ; given σ ∈ G with matrix M σ , we have σ(U ) = U M σ and σ(P
.e the representation of G is unchanged on this new system. If the coefficients of the gauge transformation belong to the algebraic closure k, then G is altered whereas g and G
• remain unchanged.
Hamiltonian Systems
Let (M, ω) be a complex analytic symplectic manifold of complex dimension 2n. By the Darboux theorem, we know that, locally, M is isomorphic to an open domain U ⊂ C 2n and that, taking locally suitable coordinates (q, p) = (q 1 , . . . , q n , p 1 , . . . , p n ), we can deal with associated entities (such as Hamiltons equations and the Poisson bracket) in terms of the matrix
In these coordinates, given a function H ∈ C 2 (U ) : U → C, we define a Hamiltonian system over U ⊂ C 2n as the differential system given by the vector field X H = J · ∇H:
Let z(t) be a parametrization of an integral curve Γ ⊂ U that satisfies (1) . The Hamiltonian H is constant over those integral curves. Indeed,
Therefore integral curves will lie on the levels of energy of H. A function F : U −→ C, meromorphic over U , is called a meromorphic first integral of (1) if X H · F = 0 (i.e. F is constant over the integral curves of H). The Poisson bracket { , } of two meromorphic functions f, g defined over a symplectic manifold is defined as {f, g} := X f , ∇g = −X g , ∇f and, in coordinates,
The Poisson bracket endows the set of first integrals of (1) with a Lie algebra structure ; in fact, a function F is a first integral of (1) if and only if it is in involution with H, i.e. {F, H} = 0. A Hamiltonian system is called meromorphically Liouville integrable if it possesses n first integrals H 1 = H, . . . , H n meromorphic over U satisfying:
-they are functionally independent: ∇H 1 , . . . , ∇H n are linearly independent over U , -they are in involution:
The theory of Morales and Ramis, developing on founding works of Ziglin and followers (Ziglin (1982 (Ziglin ( , 1983 , Ito (1985) , Yoshida (1986 , 1987b ,a, 1988 ) Baider et al. (1996 Churchill et al. (1995 ), Morales Ruiz (1999 ), aims at proving rigorously non-integrability using differential Galois groups (or monodromy groups) of variational equations.
Variational equations
Let Γ ⊂ U be an integral curve of (1) parametrized by z(t). The differential field k := C z(t) will be called the coefficient field (or, informally, the field of rational functions). We define the variational equation of (1) along Γ as the linearization of (1) along z(t). It describes the behavior of the solutions of (1) near z(t). In other words, if z 0 (t) and z 1 (t) := z 0 (t) + Y (t) where Y (t) is an infinitesimal perturbation of z 0 (t), then a first order approximation gives
As the Hessian Hess(H)(z(t)) is a symmetric matrix, we have A ∈ sp(2n, k) (i.e A T · J + J · A = 0). Thus, as recalled in the Appendix, there exists a fundamental matrix of solutions U of Y ′ = AY in a Picard-Vessiot field K such that U ∈ Sp(2n, K). In the sequel, we will work with such a symplectic fundamental solution matrix U (t) ∈ Sp(2n, K).
We denote by G the differential Galois group of the variational equation (3) and by g its Lie algebra. As system (3) is Hamiltonian (A ∈ sp(2n, k)), G is a subgroup of Sp(2n, C) and g ⊂ sp(2n, C) (see next section).
Theorem 1 (Morales and Ramis, see Morales Ruiz (1999) Theorem 4.2 p.81). Let z(t) be a non-singular integral curve of the Hamiltonian system (1). Let (3) be its variational equation along z(t). If (1) is meromorphically Liouville integrable then the Lie algebra g of (3) is abelian.
This theorem is in fact a non-integrability criterion: when checking whether g is abelian only negative answers are conclusive. Indeed, there are non-integrable systems for which the Lie algebra (of the differential Galois group) of their variational equation along a given integral curve is abelian. In this case, one is bound to consider higher order variational equations, see e. 
The Normal variational equation
In general, studying the abelianity of g is simpler than finding either a complete set of meromorphic first integrals of (1) or an obstruction to their existence without taking into account (3). Still, checking straightforwardly the abelianity of g is not an easy matter.
However, we can take advantage of the fact that z ′ (t) is a particular solution of the variational equation (3) along z(t). Indeed, Proposition 4.2 p 76 in Morales Ruiz (1999) (see also our Appendix) ensures the existence of a symplectic gauge transformation that allows us to reduce this variational equation (i.e. to rule out one degree of freedom) and to obtain the normal variational equation (NVE). In the new coordinates, (NVE) can be written as Z ′ = N Z where N ∈ sp(2(n − 1); k): (NVE) is therefore yet another (Hamiltonian) linear differential system.
Consider now U N ∈ Sp(2(n − 1), K N ) a fundamental matrix of solutions of
Thus, if g N is non-abelian then g is not abelian either. In fact, the usual method, ever since Morales introduced it, consists in reducing the (3) to its (NVE) and then argue about the abelianity of g N . If g N turns out to be abelian, no conclusion for (3) is reached and so the higher order variational equations are explored. We will improve this procedure in sections 3 and 4. Let us illustrate the notion of normal variational equation by taking a general example for 2n = 4. In such a case, the variational equation (3) can be written:
Take a particular solution z = (z 1 , z 2 , z 3 , z 4 ) T of (1) (for n = 2). Then
T is a particular solution of (4). Completing z ′ to a symplectic basis of k 4 (see Appendix) yields the symplectic change of variable Z = P U , where
It induces a (symplectic) gauge transformation
The algebraic normal variational (or for convenience normal variational equation, see Remark 9) equation is given byU = N U where N := n 11 n 12 n 21 −n 11 .
3 Reduced form of a linear differential system 3.1 A Kovacic reduced form
The study of the integrability of dynamical systems has originated numerous deep studies on local normal forms near equilibrium points (e.g Birkhoff (1966) and references therein) or even along periodic solutions (e. g. Kozlov (1996) ). However, we do not know of a similar global notion properly defined along non-constant regular solutions. In this work, we propose to explore a weaker global notion, a notion of reduced form of a linear differential system which is strongly inspired by the work of Kolchin (Kovacic (1969, 1971) , Kolchin (1999) ) and more recent works like Singer (1996, 2002) on the inverse problem in differential Galois theory.
Definition 2. Let A belong to M n (k). Let G be the differential Galois group oḟ Y = AY and g its Lie algebra. We say that A is in reduced form if A ∈ g(k).
The expression A ∈ g(k) is read "A is a k-point of g". The Lie algebra g is a vector space of dimension d spanned by a set of matrices
Similarly, given a linear algebraic group G, the set G(k) of k-points of G is the set of matrices whose entries are in k and satisfy the defining equations of G. The question is whether a reduced form exists. If k is a C 1 -field 1 then the following result due to Kolchin and Kovacic shows that the answer is positive:
Theorem 3 (see Kovacic (1971) or van der Put and Singer (2003) p.25 Corollary 1.32). Let k be a differential C 1 -field. Let A ∈ M n (k) and assume that the differential Galois Group G of the system Y ′ = AY is connected. Let g be the Lie algebra of G. Let H be a connected algebraic group such that its Lie algebra h satisfies A ∈ h(k). Then G ⊂ H and there exists P ∈ H(k) such that the equivalent differential equation
Corollary 4. We use the same notations as above but now assume that G is
Proof. By virtue of van der Put and Singer (2003) (Proposition 1.34 p. 26) the connected component of G containing the identity G
• , satisfies
As k 1 is an algebraic extension of k, it is still a C 1 -field. We now pick k 1 as a base field; then K is a Picard Vessiot extension of k 1 with Galois group G
• satisfying the hypotheses of Theorem 3.
Thus, for a C 1 -field k and A ∈ M n (k), a reduced form of [A] will be given by a gauge equivalent matrix R ∈ g(k 1 ), i.e R := P [A] for some P ∈ GL n (k 1 ). The change of variable given by P is algebraic ; the related gauge transformation does not introduce transcendental coefficients, hence preserving G
• and g.
Definition 5. Consider a differential system Y ′ = AY . We keep the notations of Theorem 3 and corollary 4.
In this work, we will show how to make the Kolchin-Kovacic reduction theorem effective for 2 × 2 systems with Galois group in SL(2, C) and for some systems with group in Sp(4, C) (obtained via the linearization of Hamiltonian systems). In both cases, we will see that one does not need the "C 1 -field" hypothesis. There are other types of systems (e.g 3 × 3 systems with Galois group SO(3)) for which effective reduction may be performed but where the "C 1 -field" hypothesis cannot be eluded (see chapter 3 of Aparicio-Monforte (2010), also Juan and Ledet (2007) ).
The Lie algebra associated to A
Consider a matrix A = (a i,j ) ∈ M n (k). Let a 1 , . . . , a r denote a basis of the C-vector space spanned by the a i,j for i, j = 1, . . . , n. We thus have a decomposition A := r i=1 a i (t)M i where the M i are constant matrices. Of course, the choice of the a i in this decomposition is not unique, but the C-vector space generated by the M i is. The Lie algebra generated by M 1 , . . . , M r (i.e generated as a C-vector space by the M i and all their iterated Lie brackets) will be called the Lie algebra associated to A(t) and denoted by Lie(A). Its dimension d (as a vector space) satisfies r ≤ d ≤ n 2 . With this terminology, a system Y ′ = AY is in reduced form if Lie(A) is the Lie algebra Lie(Y ′ = AY ) of the differential Galois group. This notion of Lie algebra associated to A appears in works of Magnus and of Norman (1963, 1964) .
Pick a gauge transformation P ∈ GL n (k) and let P [A] := P −1 (AP − P ′ ); we say that P [A] is a partial reduction (and that P is a partial reduction matrix) if Lie(P [A]) Lie(A). As we will see in section 4, a reduced form is obtained by means of a sequence of partial reductions.
Consider now a system Y ′ = RY in reduced form, i.e R ∈ g(k) where g := Lie(Y ′ = RY ). Call r a minimal number of generators of g as a Lie algebra, (which is generally less than its dimension d as a vector space) and let m be the dimension of the C-vector space generated by the coefficients of R. We say R is maximally reduced if m = r. Note that if g is abelian, then a reduced form is automatically maximally reduced (because r = d).
Example 6. Consider the linear differential system Y ′ = AY with
(where functions f i ∈ k are linearly independent over C) and assume that this is a reduced form, i.e the Lie algebra of its Galois group is the Lie algebra generated by
, which is linearly independent from M 1 and M 2 . Thus, if we call g the Lie algebra generated by M 1 and M 2 , it is spanned over C by M 1 , M 2 and M 3 and we have that dim C (g) = 3 ≥ 2. We see that system [A] is maximally reduced if (and only if) f 3 = 0.
Solving abelian reduced systems
As noted by Wei and Norman (who use this in Norman (1963, 1964) ), if h is abelian, solving the system is straightforward. For instance, suppose that d = 2 and that h is abelian, i.e. [M 1 , M 2 ] = 0. In this situation the system will be of the form
This argument can be extended to d ≥ 2 by induction. Therefore, if h is abelian and we consider a system M in reduced form, we only need to solve each separate system Y
is a fundamental solution matrix for the complete system. Such solving methods apply, more generally, when A commutes with A or when Lie(A) is solvable (this is the Wei-Norman method exposed in Norman (1963, 1964) ).
Of course, solving is not the ultimate aim of system reduction, but these formulae will be useful in proving the correctness of our reduction procedure.
Reduced form when G ⊂ SL(2, C)
The Kovacic algorithm Kovacic (1986) is an algorithm devised to compute Liouvillian solutions of second order linear differential equations. In fact, it can be used to compute reduced forms for
We recall standard notations for abelian (non-trivial) connected subgroups of SL(2, C): the additive group is G a :=
: c ∈ C with Lie algebra g a := 0 α 0 0
: α ∈ C , and the multiplicative group is
: c ∈ C ⋆ with Lie algebra g m :=
In what follows, we assume that the differential Galois group of [N ] is in SL(2, C) and Tr(N ) = 0, i.e N ∈ sl(2, k) (otherwise an easy reduction puts us in this form). As a consequence, any fundamental solution matrix has a constant determinant.
Let K N be a Picard-Vessiot extension of k associated to Y ′ = N Y . The next proposition gives a complete reduction procedure, using the Kovacic algorithm, i.e shows how one can compute reduced forms and reduction matrices using the Kovacic algorithm for Liouvillian solutions (and its extension to algebraic solutions in Singer and Ulmer (1993) ); although it will probably not surprise specialists, we include it for completeness and because the reduction matrices will be used in the next section. k) ) and Galois group G ⊂ SL(2, C). Then G SL(2, C) if and only if there exists an algebraic extension k
• of k such that one of the following (mutually exclusive and to be read in this order) cases holds. The field k
• is given by the Kovacic algorithm and its extension by Singer and Ulmer Singer and Ulmer (1993) (Theorem 4.1) for algebraic solutions.
• ) (after multiplying Y i by a scalar so that det(P ) = 1).
and P is a reduction matrix.
Case (4): There exist a ∈ k
• and
2 is any vector such that det(P ) = 1). Then P is a reduction matrix.
Proof. We review each case (in the proposed order) and study the Galois group in each case. Classifications of the algebraic subgroups of SL(2, C) will show that these four cases cover all proper algebraic subgroups of SL(2, C).
Case (1) is the case when the group is finite. Then the proposed P is a fundamental solution matrix. Our hypothesis on N (i.e T r(N ) = 0) implies that det(P ) is constant. Multiplying one column by a constant, we may secure that det(P ) = 1. If now U is a fundamental solution of [N ] and we write U = P C, then C ′ = 0 ; as C is a fundamental matrix for [P [N ] ], this confirms that
• has an invariant vector Y 1 so G • ⊂ G a and, since G is not finite, (otherwise case (1)), we have G • = G a . Pick a fundamental matrix U with determinant 1 and write it as U = P V . As Y 1 is a solution, the first column of V can be chosen to be (1, 0) T . Now, as det(V ) = 1, we obtain V =
follows. In Case (3), we have g = g m . A fundamental solution matrix U can be written
and the result follows. In Case (4), the galois group is G =
Calculations are the same as in (2) and (3) and are left to the reader. Remark 1.
1. In case (1), the field k • can have arbitrarily large degree (in the notations of Singer and Ulmer (1993) 
2. Cases (1), (2) and (3) are the cases when g is abelian. In that case, we just saw that the field k • may have large degree. However, for the applications that we have in mind (normal variational of Hamiltonian systems), it turns out that k • = k in most examples 3 that we know.
For 2 × 2 systems, the construction shows that reduced forms are the most natural and the simplest forms into which a system N ∈ M 2 (k • ) (with g N abelian) can be put. The fields over which such reductions can be performed effectively via the Kovacic algorithm are given in Ulmer and Weil (1996) (see subsection 4.1).
Reduced form of first variational equations and non-integrability
Consider a linear differential system [A] : Y ′ = AY with A ∈ sp(4, k). Call G its Galois group and g its Lie algebra. We further assume that we know a rational solution of [A] (i.e. with coefficients in k) so that the material applies to variational equations of Hamiltonian systems along a known non-constant solution.
The aim of this section is to establish an algorithm which either finds an obstruction to the abelianity of g or returns a reduced form for A if g is abelian.
In view of its application to Hamiltonian systems, this would either prove the non-integrability of the system (an effective version of Theorem 1) or put the first variational equation in a reduced form so as to simplify the study of higher order variational equations.
Admissible base fields
In view of practical computation, we first assume that k is an effective field (i.e one can perform the arithmetic operations +, −, * , / and algorithmically test when two elements of k are equal). In order to check effectively the abelianity of g, we need three algorithmic tools:
1. The Kovacic algorithm (for solving second order differential systems, see Kovacic (1986) ; Ulmer and Weil (1996) ),
2. An algorithm to solve Risch equations : for f, g ∈ k, decide whether the equation y ′ = f y + g has a solution belonging to k (and, if yes, compute it),
3. An algorithm to solve Limited integration problems : for f, g ∈ k, decide whether there is a constant β and h ∈ k such that f + βg = h ′ (and, if yes, compute them).
We now study conditions on k so that all computations required by the above problems can be performed effectively.
Definition 8. We say that k is an admissible field if it is an effective field and if it comes equipped with algorithms to perform the three tasks above: Kovacic algorithm, solving Risch equations and solving limited integration problems.
Given an operator L ∈ k[∂], we say that a solution y of L(y) = 0 is rational if y ∈ k, and we say that y is exponential if y ′ /y ∈ k.
Lemma 9. Let (k, ∂) be an effective differential field such that, given L ∈ k[∂], one can effectively 1. compute a basis of rational solutions of L(y) = 0 (i.e solutions in k) when such a basis exists, and 2. compute all right-hand first order factors (i.e solutions y such that y ′ /y ∈ k, exponential solutions) of second order linear differential equations.
Then k is an admissible field.
Proof. If y satisfies a limited integration problem, then y is a solution in k of Ulmer and Weil (1996) , it is shown that, if the two conditions of the Lemma are fulfilled, then one can apply a full Kovacic algorithm.
In Singer (1991) , Lemma 3.5, it is shown that if k is an elementary extension of C(x) or if k is an algebraic extension of a purely transcendental liouvillian extension of C(x), then k satisfies the conditions of the lemma and hence is an admissible field.
Remark 2. In Singer (1991), Theorem 4.1, it is shown that an algebraic extension of an admissible field is also an admissible field. This is used in the next sections, where an algebraic extension of k is (sometimes) needed in order to perform reduction.
Reduction of the normal variational equation
Let K denote a Picard-Vessiot extension for [A] . In view of an application to variational equations of Hamiltonian systems, we assume that we know a rational solution of [A] . This allows us to apply the gauge transformation given in (5), yielding an equivalent system of the form
0 a 12,n a 13,n a 14,n 0 n 11 a 14,n n 12 0 0 0 0 0 n 21 −a 12,n −n 11     and N := n 11 n 12 n 21 −n 11 ∈ sl(2, k)
Proposition 10. Using the notations adopted in section 3.4, suppose that g N is abelian. Then there exists a symplectic change of variable P N ∈ Sp(4, k • ) that puts A N into the form B := P N [A N ] given below:
where M Proof. Keeping the notations of the previous section, we write K N for the Picard-Vessiot extension of Y ′ = N Y . Applying the Kovacic algorithm as in proposition 7, we obtain an algebraic extension k
• of k and a reduction matrix P ∈ SL(2, k • ) for [N ] . Let P = (p i,j ) be this reduction matrix. We extend this to a gauge transformation on A N :
reduces N.
The classification in the proposition now follows from the fact that, as P N is (by construction) symplectic, we have
Remark 3. These matrices M i satisfy simple relations:
In particular, M 2 i = 0 so exp(M i ) = Id + M i . In section 2, we have seen that the differential Galois group G N of the normal (variational) equation N is a quotient of the differential Galois group G of the whole system. If g is abelian then g N is abelian as well. The converse may not hold because a non-abelian group may have abelian quotients. We will now give criteria to detect obstructions to abelianity by means of the coefficients of A and a reduced form R of A when G
• is abelian.
Maximal abelian subalgebras and effective abelianity conditions
At this point, if g N is abelian, we see that A ∈ h(k • ) and g ⊂ h, where A and h can be chosen in table 1 below. To find out whether g is abelian, we will not need to compute g completely: we only need to show there is an abelian maximal subalgebra m ⊂ h such that g ⊂ m.
Lemma 11. Let g be the Lie algebra of Y ′ = AY and let h be a Lie algebra such that g ⊂ h and A ∈ h(k • ). Then, g is abelian if and only if there is some
, where m is a maximal abelian subalgebra of h.
Or by the computation of
, using the fact that P N is symplectic and therefore P −1 N = −J t P N J is easily computed 
Proof. Suppose g is abelian. Then there will exist some maximal abelian subalgebra m such that g ⊆ m. By Theorem 3, we know that there exists P ∈ GL n (k
, and we are done. The converse follows from Theorem 3 and its corollary.
Lemma 12. Keeping the notations from table 1, we have:
, the maximal abelian subalgebras of h are of the form span
3. If g N = g m , the maximal abelian subalgebras of h are of the form
Proof. The results in the Lemma are easily deduced from the multiplication tables given below
. Therefore, any abelian subalgebra of h must necessarily be a subalgebra of an algebra of the type span
. Therefore, any abelian subalgebra of h containing M a must necessarily be a subalgebra of -either an algebra of the type span
-or span C (M a , M 2 , M 3 ) where (α 1 , α 2 ) ∈ C.
3. If g N = g m : since the algebra span C (M m , M 1 , M 2 ) is not abelian and has no abelian subalgebras (other than the monogenous ones), all abelian subalgebras of h containing M m must be of the type span
Remark 4. In the above lemma, two cases may be simplified. In the second part of case (2), span
Before we proceed to our main result, we need a lemma about the structure of solution matrices.
Lemma 13. Let Y ′ = AY with A ∈ sp(4, k • ) as given in table 1 page 15. Assume that g N is abelian. Then, depending on g N , a fundamental (symplectic) solution matrix U ∈ Sp(4, K) can be chosen in the table below:
Proof. This table is a direct consequence of Proposition 18 given in the appendix (page 26).
We now state our main result. This next theorem gives a reduction algorithm which puts, if possible, A into reduced form. In what follows, the term "P is a reduction matrix" means that Lie(P [A]) is abelian (so, strictly, the system may be only partially reduced but this is enough for us).
Theorem 14. Consider a differential system Y ′ = AY , where A is chosen in table 1 page 15. Let g be the Lie algebra of its differential Galois group. Then, g is abelian if and only if 1. Case g N = {0}: one of the two assertions below holds.
1. There exist y 1 , y 2 ∈ k
• such that y ′ 1 = a 12 and y ′ 2 = a 14 . In that case g ⊂ span C (M 3 ) and P := Id + y 1 M 1 + y 2 M 2 is a reduction matrix.
There exist
2. Case g N = g a : one of the two assertions below holds.
1. There exists y 1 ∈ k
• such that y ′ 1 = a 12 . In that case g ⊂ span C (M 2 , M 3 , M a ) and P := Id + y 1 M 1 is a reduction matrix.
2. There exist (α 1 , α 2 ) ∈ C 2 \ (0, 0) and y 1 , y 2 ∈ k • such that
3. Case g N = g m : the system of Risch equations
Proof. (Theorem) We first show the case g N = {0} in detail, together with a reduction procedure. The next cases will then be easier to follow.
1. Case g N = 0: In this case (by lemma 13), we have A = a 12 M 1 + a 14 M 2 + a 13 M 3 . Lemma 13 shows that the system Y ′ = AY has a fundamental solution matrix of the form
Assume now that g is abelian. By Lemma 11 This is equivalent to
We pick σ ∈ exp(g) ⊂ G
• and study its action on U . Using relations (7) and abelianity of m α1,α2 , we see that
By a quick calculation using relations (7)) the action of σ over U is given by σ(U ) = U.σ =
Identifying this with σ applied to coefficients of U , we infer that
If α 1 = α 2 = 0, this shows that Ω 1 and Ω 2 are fixed by exp(g) hence by G
• (e.g Fulton and Harris (1991) , proof of proposition 8.33) so they are algebraic. Now we also have Ω
• (for i = 1, 2). We introduce the reduction matrix P := Id + Ω 1 M 1 + Ω 2 M 2 ∈ GL 4 (k • ) and easily check that U = P. (Id + Ω 3 M 3 ) . Hence, the new system has matrix P [A] = (a 13 + a 12 Ω 2 − a 14 Ω 1 )M 3 and g ⊂ span C (M 3 ).
We use the reduction
so g ⊂ m α1,α2 and the system is again (partially) reduced with an abelian Lie algebra.
Conversely, if one of the conditions of the theorem holds, the reduction (gauge transformation) matrices P given above send A to a k • -point of span C (M 3 ) or m α1,α2 respectively, showing that g is abelian.
2. Cases g N = g a : In this case g must always contain M a otherwise we would be in the case g n = 0. By lemma 13, we have A = a 12 M 1 + a 14 M 2 + a 13 M 3 + a 24 M a . The above lemma shows that the system Y ′ = AY has a fundamental matrix of the form
Assume now that g is abelian. This is equivalent (Lemma 11) to either
• and study its action on U . Using relations (7) and abelianity of m, we see that σ = Id + β 2 M 2 + β 3 M 3 + βM a for some β 2 , β 3 , β ∈ C. Computing the action of σ over U we obtain U σ =
Identifying this with σ applied to coefficients of U , we infer that σ(Ω 1 ) = Ω 1 which is equivalent to a 12 =: Ω 1 ∈ k
• . The reduction matrix obtained this way is
. We compute U.σ and compare this with entries of σ(U ) to obtain: 
, the third condition shows that y 2 ∈ k
• The reduction matrix obtained this way is
3. Case g N = g m : Again, M m must belong to g (otherwise we would be in the case g N = 0). By Lemma 13 we have A = a 12 M 1 + a 14 M 2 + a 13 M 3 + a 22 M m . Lemma 13 shows that the system Y ′ = AY has a fundamental matrix of the form
Assume now that g is abelian: by Lemma 11, this is equivalent to g ⊂ span
We pick a σ ∈ exp(m) ⊂ G • : notice that since M 2 m = 0 the form of σ will be
with c ∈ C ⋆ , β, α i ∈ C for i = 1, 2. Computing σ(U ) = U.M σ we obtain the following relations linking E, Ω 1 , Ω 2 and the constants linked to σ:
Again, it is easily checked that Ω 1 − α1 E and Ω 2 − α 2 E are fixed by all σ. This is equivalent with saying that the following equations Remark 5. In the case g N = g m , we actually proved that g is a subalgebra of
M 3 ∈ m(k) the abelianity conditions given in the theorem are written as:
and this system always has a non-trivial (constant) rational solution (y 1 , y 2 ) = (α 1 , −α 2 ). Therefore, there exists a linear change of variables given by
This recovers what we saw in remark 4, the fact that these two algebras are conjugate. A similar thing (using again remark 4) holds for the second additive case.
A reduction algorithm
We start with a partial reduction algorithm which summarizes the procedures established above.
INPUT: A matrix A ∈ sp(4, k), with k an admissible differential field, and a particular solution of Y ′ = AY .
Step 1: Perform symplectic reduction using section 2.
Step 2: Reduce the N V E applying Kovacic's algorithm as in section 2 (gives the reduction field k • ).
Step 3: If Lie(N V E) is abelian, follow the algorithm of Theorem 14
We call B := P [A] the output of this algorithm and let m := Lie(B). We could now wish to complete the reduction in the case when g m. The Lie algebra g is a subalgebra of m but not any algebra. Indeed, when g N is g a (resp. g m ), the matrix M a (resp. M m ) must belong to g. Otherwise we would fall again in the case g N = 0. We give in the next lemma the list of possible g.
Lemma 15. List of all possible abelian subalgebras:
The subalgebras of
Proof. We leave the computation to the reader.
We may infer a reduction algorithm from the above lemma. Namely, the proofs of propositions 5, 6, 7 and 8 in chapter 4 of Aparicio-Monforte (2010) (one proposition per numeric item of Lemma 15) sum up a reduction algorithm. Furthermore, the reduction will be maximal because the procedure proposed deals only with abelian Lie algebras. An outline of the proof of those four proposition runs as follows. We pick for each case an element σ ∈ exp(g) and compute its action over a symplectic fundamental matrix of solutions U . From the relations obtained by means of these computations we extract the reducibility conditions. The reduction matrix and corresponding reduced form are obtained using a direct computation. To prove that P[B] is reduced instead of just partially reduced, we prove either that g is monogenous or that dim C (g) is equal to the minimal number of generators of g as a Lie algebra. At the outcome, we obtain a fully reduced form for our differential system. Remark 6. When a system is in reduced form, one may sometimes yet find a simpler reduced form. For example, assume we were able to write some coefficients as a = f ′ + g with f, g ∈ k • ; for instance, if k = C(x) we can use partial fraction decomposition and Hermite reduction to obtain a = f ′ + g (and g with simple poles). Then, like in the reduction process, we can find a gauge transformation which will remove the f ′ part of a, leaving only g.
. Its Lie algebra is g M = span C (M 1 , M 3 ). It is easily checked that M is already in a reduced form. Using partial fraction decomposition, we obtain: f 1 (x) = x+ 5 Reduction and integrability for Hamiltonian systems in dimension n = 4
The algorithm
The reduction algorithm shown in the previous section is easily turned into an effective version of the Morales-Ramis criterion for meromorphic Hamiltonian systems with two degrees of freedom. Indeed, consider a Hamiltonian system such as (1) with two degrees of freedom and assume that Γ is one of its nonconstant integral curves. The following algorithm either returns a reduced form of the variational equation of (1) along Γ, or tells us that the system (1) is not meromorphically Liouville integrable.
INPUT : A meromorphic Hamiltonian function H : U ⊂ C 2n −→ C, a particular non-stationary integral curve z(t) for the system (1).
1. Apply the abelianity test to A := Hess(H)(z(t)).
If g is abelian apply the reduction algorithm otherwise stop.
OUTPUT : If g is abelian we obtain a reduced form R ∈ g(k • ). Otherwise g is not abelian and the Hamiltonian system (1) is not meromorphically Liouville integrable.
An application: the lunar Hill Problem
Let us now apply our algorithm to a real problem: a simplification of the SunEarth-Moon problem, more widely known as the Hill Problem. Meromorphic non-integrability of this system has been proved by Morales, Ramis and Simó in Morales-Ruiz et al. (2005) . Applying our techniques, we give a new (simpler) proof of this result. Although, the lunar Hill problem is modeled by a Hamiltonian function with three degrees of freedom like all three bodies problems, it is shown in Morales-Ruiz et al. (2005) that via a symplectic change of variable overk, the lunar Hill Problem can be seen as the two degrees of freedom Hamiltonian system given by the Hamiltonian function:
We compute X H (see Morales-Ruiz et al. (2005) ) and notice that it possesses two invariant planes:
One checks easily that X H has a particular solution over the invariant plane Π 1 given by γ(x) = (f (x), 0, 0, if
where h ∈ C is an indeterminate constant and ℘(x) = ℘(x; 2 )) is a Weierstrass-℘ function. We work over the differential
. We refer to the elements of k as rational functions. Consider now the variational system over Π 1 along γ. Its matrix A is
We perform step 1. of the algorithm: we compute P and A N := P [A] = P −1 (AP − P ′ ):
. Thus, the normal variational equation matrix N is defined by:
Variation of constants shows that the Normal Variational Equation has a fundamental solution matrix
Thus we have U N ∈ Sp(2, k) which is equivalent (in the notations of proposition 7 on page 10) to g N = 0. Now reduce the normal variational equation: the matrix P N ∈ Sp(4, k) puts A N into the form A := P N [A N ] where
∈ k. We apply our reduction algorithm (theorem 14 page 16). We are in case 1 so we search for (non-zero) constants (α,
), we are reduced to a limited integration problem on a hyperelliptic curve. Using section 4.1 and setting h = 1, this is in turn equivalent with finding (α , β) ∈ C 2 \ (0, 0) such that I := α4F 1 (t) + βF 2 (t)dt ∈ C(t, 4t 6 − t 2 + 2)
where
(4t 6 − t 2 + 2) 3/2 and F 2 (t) := i (4t 6 − t 2 + 2) 3/2 .
To solve this algorithmically, we apply our method from lemma 9 page 12. Each
Thus, solving our limited integration problem will amount to finding non-trivial rational solutions (i.e solutions in C(t, √ 4t 6 − t 2 + 2) other than 1) for the (parameter free) differential operator
By studying the singularities of L, we prove that the latter does not have nontrivial rational solutions. Indeed, the equation has three regular singularities: 0 with exponents {0 , 1 , 3}, α such that 4α 6 − α 2 + 2 = 0 with exponents {0 , 1/2 , 3/2} and last ∞ with exponents {0 , 0 , 8}. All these singularities have minimal exponent equal to 0 so any solution of L in C(t, √ 4t 6 − t 2 + 2) must be constant (Singer and Ulmer (1993) ).
Therefore, Theorem 14 shows that g is not abelian which implies that the Hill Problem is not meromorphically integrable.
Remark 7. For the meromorphical non-integrability of the Hill problem, one of the referees suggested an alternate proof using integration on an algebraic curve instead of the language of differential operators. Let us give its outline. Taking as above h = 1, we can write the integral I as
where P (t) := 4αt 2 (−2x 6 + x 2 − 4) + iβ and D(t) := 4t 6 − t 2 + 2. Proving our point, amounts to proving that unless we pick (α , β) = (0 , 0), the integral I / ∈ C(t, D(t)). We assume that if I is rational then there exist some A(t), B(t) ∈ C(t) such that I = A(t) + B(t) D(t). Differentiating this expression, we obtain A ′ (t) = 0 and therefore
Solving this Risch equation we are done. Indeed, we see that the only rational solution it admits corresponds to (α , β) = (0, 0) and is trivial. It is true that this proof only requires the resolution of a Risch equation instead of handling a third order differential operator. However, we think that our first choice is a good one. Indeed, we avoid discussing parameters (α, β) and our method can be applied systematically to any situation satisfying the conditions stated in section 4.1.
Remark 8.
1. if we had chosen the energy level h = 0, the same argument leads to looking for solutions in C(t, √ 4t 6 − t 2 ) of the differential operator
and, indeed, we find (using Maple), the solution
2 t 2 −1t 2 ∈ k. So, on the energy level h = 0, our reduction method shows that the system has an abelian Lie algebra.
2. In an example like this where coefficients are parametrized by Weierstrass functions, one would need in general to use the special algorithms developed in Singer (1991) and improved in Burger et al. (2004) to achieve the reduction. 
Conclusion
The notions of reduction and reduced form developed in this paper provide a procedure to decide the abelianity of the Lie algebra of the differential Galois group of the variational equations [A] of Hamiltonian systems. Previously, applications of the Morales-Ramis criterion were generally limited to normal variational equations.
When the Lie algebra is indeed abelian, putting the system into a reduced form is very convenient because it also allows to (partially) reduce higher variational equations in view of a concrete application of the Morales-Ramis-Simó criterion. On one hand, the higher variational equations are reducible linear differential systems whose diagonal blocks are A and its symmetric powers (in the sense of Lie algebras) ; knowing a (partial) reduction matrix P for [A], its symmetric power Sym m (P ) is a (partial) reduction matrix for sym m (A) hence inducing a partial reduction on the higher variational systems. Applying the techniques of section 4 to develop constructive abelianity criteria for such systems is used in Aparicio-Monforte (2010) and in Aparicio-Monforte and Weil (2011) and will be the subject of other future work.
In many cases, Hamiltonian systems come as parametrized systems, for example with a base field C = Q(t 1 , . . . , t s ). Though there cannot exist an algorithm deciding for which values of the parameters the variational equation will admit rational solutions (Boucher (2000) ), it turns out that in many situations, authors have been able to apply criteria like the Kovacic algorithm (or variants) to overcome that difficulty. We note that, in this case, the problem of applying our techniques becomes tractable. As shown in section 4, when the normal variational equation has an abelian Lie algebra, the abelianity of g depends on whether integrals belong to k, the latter depending on whether some residues are null or not: this problem should be decidable. So, we believe that for families of parametrized Hamiltonian systems, once the normal variational equation has been fully reduced (which is not the contribution of this paper), the remaining part of the reduction should be tractable even in the presence of parameters.
Appendix: Symplectic Gram-Schmidt Algorithm and Symplectic Linear Differential Systems
The material in this appendix is mostly well-known and included for the sake of the exposition's clarity.
A.1 A symplectic Gram-Schmidt method
Let (V, ω) denote a symplectic vector space of dimension 2n with a basis u := {u 1 ,. . . ,u 2n }. We briefly review a standard construction sometimes called symplectic Gram-Schmidt method (see e.g Abraham and Marsden (1978) , chapter 3.1) for computing a symplectic (or Darboux) basis e := {e 1 ,. . . ,e 2n } from u, i.e one on which the matrix of ω is J.
Let e 1 := u 1 . As ω is non-degenerate, one of the u i , say u 2 satisfies w(e 1 , u i ) = 0 hence we may set e n+1 := 1 ω(e1,u2) u 2 so that ω(e 1 , e n+1 ) = 1. Let V 1 := span C {e 1 , e n+1 } and V 2 := V ⊥ω 1 be its symplectic orthogonal. Then V 1 V 2 = {0} and a basis of V 2 is given by v i−2 := u i − ω(u i , e n+1 )e 1 + ω(u i , e 1 )e n+1 (for i = 3, . . . , 2n) so V = V 1 ⊕ V 2 and we may apply recursively the above to the basis v 1 , . . . , v n−2 of V 2 . By construction, the result is a symplectic basis.
A.2 Symplectic linear differential systems
Let [A] : Y ′ = AY with A ∈ M 2n (k) be a linear differential system such that Gal([A]) ⊂ Sp(2n, C). We may transform A into a gauge-equivalent matrix Remark 10. As noted by a referee, there is a simpler proof when k = C(x) or k is some field of germs of holomorphic functions. Assume that x = 0 is an ordinary point and construct the local fundamental solution matrix U ∈ M n (C [[x] ]) such that U (0) = Id. Then, as t AJ + JA = 0, a calculation shows that ( t U JU ) ′ = 0 and, as U (0) = Id, t U JU = J.
Now we focus on the case where 2n = 4 and study the structure of symplectic matrices belonging to Sp(4, k) := { U ∈ M 4 (k) :
t U JU = J }. The Lie algebra sp(4, k) is the set of 4 × 4 matrices A ∈ M 4 (k) such that A = M S 2 S 1 − t M with M, S i ∈ M 2 (k) and t S i = S i .
Consider the linear differential system [A] : X ′ = AX with A ∈ sp(4, k). Suppose that it admits at least one rational solution X 1 ∈ k 4 . Pick P ∈ GL(2n, k) such that X = P Y and P e 1 = X 1 where e 1 := t (1, 0, 0, 0) . This implies that Y 1 = e 1 is a solution of the gauge equivalent system [P [A] ]. Hence, the first column of P [A] is null. If, in addition, A ∈ sp(4, k) and P ∈ Sp(4, k), then P [A] ∈ sp(4, k) and its form is Proof. We can set without any loss of generality that the first column of U := (u i,j ), denoted U 1 , is e 1 . Since U ∈ Sp(4, K) (K being the Picard Vessiot extension), we obtain δ 3j = ω(U 1 , U j ) = ω(e 1 , U j ) = u 3j . Therefore, the matrix U can be written in the form and the expression of x and y in terms of the remaining coefficients follows from the relations ω(U 2 , U 3 ) = ω(U 3 , U 4 ) = 0. Furthermore, since ω(U 2 , U 4 ) = 1 = det(Q), Q is unimodular and we are done.
