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This paper is concernedwith an operator equation on ordered Banach spaces. The existence
and uniqueness of its’ positive solutions is obtained by using the properties of cones and
monotone iterative technique. As applications, we utilize the results obtained in this paper
to study the existence and uniqueness of positive solutions for two classes of integral
equations.
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1. Introduction
Because of the crucial role played by nonlinear equations in the applied sciences as well as in mathematics, nonlinear
functional analysis has been an active area of research, and nonlinear operators which arise in connection with nonlinear
differential and integral equations have been extensively studied over the past several decades (see [1–6]). The existence
and uniqueness of positive solutions to nonlinear operator equations is very important in theory and applications. Many
authors have studied this problem, for instance, see [7–11]. This paper considers the existence and uniqueness of positive
solutions to the following operator equation on ordered Banach spaces
x = Ax+ x0, (1.1)
where A is amonotone operator defined on an equivalence class in a Banach space. To our knowledge, the results on operator
equation (1.1) with general α-concave or homogeneous operator are still few. So it is worthwhile to investigate operator
equation (1.1).
In this paper, we abstract some more general conditions from nonlinear differential and integral equations, such as
initial value problems of ordinary differential equations and Fredholm integral equations, and obtain some existence
and uniqueness results of positive solutions for operator equation (1.1), by using monotone iterative technique and the
properties of cones. As applications, we utilize the results obtained in this paper to study the existence and uniqueness of
positive solutions for the following two classes of integral equations
x(t) = x0(t)+
∫
RN
k(t, s)f (x(s))ds, t ∈ RN ,
x(t) = x0(t)+
∫ 1
0
k(t, s)x(s)ds, t ∈ [0, 1].
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For the discussion of the following sections, we state here some definitions, notations and known results. For convenience
of readers, we suggest that one refer to [12–15] for details.
Suppose that E is a real Banach space which is partially ordered by a cone P ⊂ E, i.e., x ≤ y if and only if y − x ∈ P.
If x ≤ y and x 6= y, then we denote x < y or y > x. By θ we denote the zero element of E. Recall that a non-empty closed
convex set P ⊂ E is a cone if it satisfies (i) x ∈ P, λ ≥ 0⇒ λx ∈ P; (ii) x ∈ P,−x ∈ P ⇒ x = θ.
Putting P˚ = {x ∈ P|x is an interior point of P}, a cone P is said to be solid if its interior P˚ is non-empty. Moreover, P is
called normal if there exists a constant N > 0 such that, for all x, y ∈ E, θ ≤ x ≤ y implies ‖x‖ ≤ N‖y‖; in this case N is
called the normality constant of P . If x1, x2 ∈ E, the set [x1, x2] = {x ∈ E|x1 ≤ x ≤ x2} is called the order interval between
x1 and x2. We say that an operator A : E → E is increasing (decreasing) if x ≤ y implies Ax ≤ Ay(Ax ≥ Ay).
For all x, y ∈ E, the notation x ∼ y means that there exist λ > 0 and µ > 0 such that λx ≤ y ≤ µx. Clearly, ∼ is an
equivalence relation. Given h > θ (i.e., h ≥ θ and h 6= θ ), we denote by Ph the set
Ph = {x ∈ E| there exist λ(x), µ(x) > 0 such that λ(x)h ≤ x ≤ µ(x)h}.
It is easy to see that Ph ⊂ P.
Definition 1.1 (See [15], p. 59). Let operator A : P → P and u0 > θ . Suppose that
(i) for any x > θ , there exist α = α(x) > 0 and β = β(x) > 0 such that
αu0 ≤ Ax ≤ βu0
and (ii) for any x ∈ P satisfying α1u0 ≤ x ≤ β1u0 (α1 = α1(x) > 0, β1 = β1(x) > 0) and any 0 < t < 1, there exists
η = η(x, t) > 0 such that
A(tx) ≥ (1+ η)tAx.
Then, A is called a u0-concave operator.
Definition 1.2 (See [15], p. 40). Let D ⊂ E, an operator A : D → E is called compact if for any bounded set S ⊂ D, A(S) is
relatively compact. Moreover, A is said to be completely continuous if it is continuous and compact.
Theorem 1.3 (See [15], p. 41). Let u0, v0 ∈ E, u0 < v0 and A : [u0, v0] → E be an increasing operator such that
u0 ≤ Au0, Av0 ≤ v0.
Suppose that P is normal and A is completely continuous. Then A has a maximal fixed point and a minimal fixed point in [u0, v0].
Theorem 1.4 (See [15], p. 63). If operator A : P → P is increasing and u0-concave, then A has at most one positive (i.e., > θ )
fixed point.
2. Main results
In this section we consider the existence and uniqueness of positive solutions for operator equation (1.1) with general
α-concave or homogeneous operator. We always assume that E is a real Banach space with a partial order introduced by a
normal cone P of E. Take h ∈ E, h > θ, Ph is given as in the introduction.
Lemma 2.1. Assume that operator A satisfies the following conditions:
(H1) A : Ph → Ph is increasing in Ph;
(H2) For ∀ x ∈ Ph and t ∈ (0, 1), there exists α(t) ∈ (0, 1) such that
A(tx) ≥ tα(t)Ax.
Then there are u0, v0 ∈ Ph such that u0 < v0, u0 ≤ Au0 ≤ Av0 ≤ v0.
Proof. Since Ah ∈ Ph, we can choose a sufficiently small number t0 ∈ (0, 1) such that
t0h ≤ Ah ≤ 1t0 h. (2.1)
Note that 0 < α(t0) < 1, we can also take a positive integer k such that
k >
1
1− α(t0) . (2.2)
Put u0 = t0kh, v0 = 1t0k h. Evidently, u0, v0 ∈ Ph and u0 < v0.
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By the monotonicity of A, we have Au0 ≤ Av0. Further, combine condition (H2)with (2.1), we have
Au0 = A(t0kh) = A(t0 · t0k−1h) ≥ t0α(t0)A(t0k−1h)
= t0α(t0)A(t0 · t0k−2h) ≥ t0α(t0) · t0α(t0)A(t0k−2h) ≥ · · ·
≥ (t0α(t0))kAh ≥ (t0α(t0))kt0h = t0kα(t0)+1h.
By (2.2), one obtains k− kα(t0) > 1, that is, kα(t0)+ 1 < k. Thus
t0kα(t0)+1 > t0k = u0. (2.3)
Therefore,
Au0 ≥ t0kα(t0)+1h > t0kh = u0.
By (H2), we get
A
(
1
t
x
)
≤ 1
tα(t)
Ax, ∀ t ∈ (0, 1), x ∈ Ph.
Thus we have
Av0 = A
(
1
t0k
h
)
= A
(
1
t0
· 1
t0k−1
h
)
≤ 1
t0α(t0)
A
(
1
t0k−1
h
)
= 1
t0α(t0)
A
(
1
t0
· 1
t0k−2
h
)
≤ 1
t0α(t0)
· 1
t0α(t0)
A
(
1
t0k−2
h
)
≤ · · ·
≤ 1
(t0α(t0))k
Ah ≤ 1
t0kα(t0)+1
h.
An application of (2.3) implies
Av0 ≤ 1t0kα(t0)+1 h ≤
1
t0k
h = v0.
Thus we have u0 ≤ Au0 ≤ Av0 ≤ v0. 
Theorem 2.2. Assume that operator A satisfies (H1), (H2) and
(H3) there is a constant l ≥ 0 such that x0 ∈ [θ, lh].
Then operator equation (1.1) has a unique solution in Ph.
Proof. ∀ x ∈ Ph, we have Ax ∈ Ph. Thus there are λ,µ > 0 such that λh ≤ Ax ≤ µh. So we obtain
λh ≤ Ax+ x0 ≤ µh+ lh = (µ+ l)h.
Hence
Ax+ x0 ∈ Ph, ∀ x ∈ Ph. (2.4)
Define an operator C by
Cx = Ax+ x0, ∀ x ∈ Ph.
By (2.4) and the monotonicity of operator A, C : Ph → Ph and it is increasing. Further, for ∀ x ∈ Ph and t ∈ (0, 1), we know
C(tx) = A(tx)+ x0 ≥ tα(t)Ax+ x0 ≥ tα(t)Cx. (2.5)
Lemma 2.1 implies that there are u0, v0 ∈ Ph such that
u0 < v0, u0 ≤ Cu0 ≤ Cv0 ≤ v0. (2.6)
Construct successively the sequences
un = Cun−1, vn = Cvn−1, n = 1, 2, . . . .
By the monotonicity of C , we have u1 = Cu0 ≤ Cv0 = v1. In a general way, we obtain un ≤ vn, n = 1, 2, . . .. It follows from
(2.6) and the monotonicity of C that
u0 ≤ u1 ≤ · · · ≤ un ≤ · · · ≤ vn ≤ · · · ≤ v1 ≤ v0. (2.7)
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Let
tn = sup{t > 0|un ≥ tvn}, n = 1, 2, . . . .
Thus we have un ≥ tnvn, n = 1, 2, . . . and then
un+1 ≥ un ≥ tnvn ≥ tnvn+1, n = 1, 2, . . . .
Therefore, tn+1 ≥ tn, i.e., {tn} is increasing with {tn} ⊂ (0, 1]. Suppose tn → t∗ as n → ∞, then t∗ = 1. Otherwise,
0 < t∗ < 1. We distinguish two cases:
Case (i): There exists an integer N such that tN = t∗. In this case we know tn = t∗ for all n ≥ N . So for n ≥ N , we have
un+1 = Cun ≥ C(t∗vn) ≥ t∗α(t∗)Cvn = t∗α(t∗)vn+1.
By the definition of tn, tn+1 = t∗ ≥ t∗α(t∗) > t∗,which is a contradiction.
Case (ii): For all integer n, tn < t∗. Then we obtain
un+1 = Cun ≥ C(tnvn) = C
(
tn
t∗
t∗vn
)
≥
(
tn
t∗
)α( tnt∗ )
C(t∗vn) ≥
(
tn
t∗
)α( tnt∗ ) · t∗α(t∗)Cvn
≥ tn
t∗
· t∗α(t∗)vn+1 = tn[t∗α(t∗)−1]vn+1.
By the definition of tn, tn+1 ≥ tn[t∗α(t∗)−1]. Let n → ∞ and we get t∗ ≥ t∗α(t∗) > t∗, which is a contradiction. Thus,
limn→∞ tn = 1. For any natural number pwe have
θ ≤ un+p − un ≤ vn − un ≤ vn − tnvn = (1− tn)vn ≤ (1− tn)v0,
θ ≤ vn − vn+p ≤ vn − un ≤ (1− tn)v0.
Since P is normal, we have
‖un+p − un‖ ≤ N(1− tn)‖v0‖ → 0 (as n→∞),
‖vn − vn+p‖ ≤ N(1− tn)‖v0‖ → 0 (as n→∞).
Here N is the normal constant.
So we can claim that {un} and {vn} are Cauchy sequences. Because E is complete, there exist u∗, v∗ such that
un → u∗, vn → v∗ as n→∞. By (2.7), we know that un ≤ u∗ ≤ v∗ ≤ vn with u∗, v∗ ∈ Ph and
θ ≤ v∗ − u∗ ≤ vn − un ≤ (1− tn)v0.
Further
‖v∗ − u∗‖ ≤ N(1− tn)‖v0‖ → 0 (n→∞),
thus u∗ = v∗. Let x∗ := u∗ = v∗ and then we obtain
un+1 = Cun ≤ Cx∗ ≤ Cvn = vn+1,
let n→∞, we get x∗ = Cx∗. That is, x∗ is a fixed point of C in Ph.
In the following, we prove that x∗ is the unique fixed point of C in Ph. In fact, suppose x¯ is an any fixed point of C in Ph.
Let t1 = sup{t > 0|x¯ ≥ tx∗}. Evidently, 0 < t1 <∞ and x¯ ≥ t1x∗. Next we prove t1 ≥ 1. If 0 < t1 < 1, then
x¯ = Cx¯ ≥ C(t1x∗) ≥ t1α(t1)Cx∗ = t1α(t1)x∗.
Since t1α(t1) > t1, this contradicts the definition of t1. Hence t1 ≥ 1 and then we get x¯ ≥ t1x∗ ≥ x∗. Similarly we can prove
x∗ ≥ x¯, thus x¯ = x∗. Therefore, C has a unique fixed point x∗ in Ph. That is to say, Eq. (1.1) has a unique solution in Ph. 
Corollary 2.3. Assume that operator A satisfies (H1), (H2) and x0 ∈ Ph. Then Eq. (1.1) has a unique solution in Ph.
Proof. Since x0 ∈ Ph, there are λ,µ > 0 such that θ < λh ≤ x0 ≤ µh. Thus, x0 ∈ [θ, µh]. By Theorem 2.2, operator
equation (1.1) has a unique solution in Ph. 
Remark 2.4. We say an operator A is general α-concave if A satisfies the condition (H2). Suppose α(t) = α ∈ (0, 1) in
(H2), then operator A is called to be α-concave (see [16]) and then Theorem 2.2 and Corollary 2.3 also hold. Moreover, for
any given λ > 0, λx = Ax+ x0 has a unique solution in Ph under the conditions (H1)–(H3). Take h ∈ P˚ , then Ph = P˚ . So our
results improve previous results essentially (see Corollary 3.3 in [16] and Theorem 2.2.6 in [15]).
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Theorem 2.5. Let operator A : P → Ph be an increasing operator. Suppose that (H3) holds and for t ∈ (0, 1), there exists
0 < η(t) < 1 such that
A(tx) ≥ t(1+ η(t))Ax, ∀ x ∈ Ph, t ∈ (0, 1).
Then operator equation (1.1) has a unique solution in Ph.
Proof. Since Ph ⊂ P , we know that A : P → Ph possesses A : Ph → Ph. Note that A is increasing and A(tx) ≥ t(1+ η(t))Ax,
we can easily get 0 < t(1 + η(t)) < 1. Let α(t) = ln(t(1+η(t)))ln t for t ∈ (0, 1), then 0 < α(t) < 1. Thus, for x ∈ Ph and
t ∈ (0, 1), we can obtain
A(tx) ≥ t(1+ η(t))Ax = tα(t)Ax.
So the conditions (H1), (H2) in Lemma 2.1 are satisfied. Therefore, Theorem 2.5 follows from Theorem 2.2. 
Theorem 2.6. Let P be a solid cone and x0 ∈ P˚ . Assume operator A satisfies the following conditions:
(H4) A : P˚ → P˚ is an increasing homogeneous operator, i.e., A(λx) = λAx for x ∈ P˚ and λ > 0;
(H5) A is a completely continuous operator;
(H6) There exists v0 ∈ P˚ such that Av0 ≤ v0 − x0.
Then operator equation (1.1) has a unique solution in P˚.
Proof. Define operator C by Cx = Ax+x0. Evidently, C : P˚ → P˚ . Firstly, wewill show that, for ∀ x ∈ P˚ , there exists α(x) > 0
with respect to x such that
C(tx) ≥ tα(x)Cx, t ∈ (0, 1).
In fact, we consider the following function
f (t) = 1− t
α(x)
tα(x) − t , ∀ t ∈ (0, 1).
It is easy to prove that f is decreasing in (0, 1) and
lim
t→0+
f (t) = +∞, lim
t→1−
f (t) = α(x)
1− α(x) .
Evidently, α(x)1−α(x) → +∞ as α(x) → 1. Since x0 ∈ P˚ and Ax ∈ P˚ for x ∈ P˚ , we can choose a proper number α(x) ∈ (0, 1)
such that
Ax ≤ α(x)
1− α(x)x0.
Hence
Ax ≤ α(x)
1− α(x)x0 ≤
1− tα(x)
tα(x) − t x0, ∀ t ∈ (0, 1).
Thus we obtain
tα(x)Ax+ tα(x)x0 ≤ tAx+ x0, ∀ t ∈ (0, 1),
and in consequence,
tα(x)[Ax+ x0] ≤ tAx+ x0, t ∈ (0, 1).
It follows from (H4) that
C(tx) ≥ tα(x)Cx, ∀ t ∈ (0, 1), x ∈ P˚.
Set η(t, x) = tα(x)−1 − 1, then we have
C(tx) ≥ t[1+ η(t, x)]Cx.
Take u0 ∈ P˚ , then P˚ = Pu0 , and therefore C is a u0-concave operator in P˚.
Secondly, we show that C has a unique fixed point in P˚ . Note that v0 ∈ P˚ and Cv0 ∈ P˚ , there exists e1 > 0 such that
Cv0 ≥ e1v0. Therefore, for t ∈ (0, 1),
C(tv0) ≥ tα(v0)Cv0 ≥ tα(v0)e1v0.
We can choose a sufficiently small number t1 ∈ (0, 1) such that t1α(v0)−1e1 ≥ 1. Then
C(t1v0) ≥ t1α(v0)−1e1 · t1v0 ≥ t1v0.
Letw0 = t1v0, then we obtain Cw0 ≥ w0 andw0 ≤ v0. In addition, from (H6), we know that Cv0 = Av0 + x0 ≤ v0.
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BecauseA is completely continuous in P˚ , we know thatC is also completely continuous in P˚ . Finally, applying Theorem1.3,
C has a maximal fixed point and a minimal fixed point in [w0, v0]. Further, by Theorem 1.4, we know that C has a unique
fixed point in P˚ . This completes the proof. 
3. Examples
Example 3.1. Let E = CB(RN) denote the set of all bounded continuous functions on RN . Equipped with the natural norm
‖x‖ = sup{|x(t)| : t ∈ RN}, E is a real Banach space. The set P = C+B (RN) of nonnegative functions in CB(RN) is a normal and
solid cone in CB(RN). We denote h ≡ 1 ∈ E and consider the integral equation
x(t) = x0(t)+
∫
RN
k(t, s)f (x(s))ds, (3.1)
where x0 ∈ P, f : Ph → Ph is increasing and for 0 < λ < 1, there exists 0 < α(λ) < 1 such that
f (λx) ≥ λα(λ)f (x), ∀ x ∈ Ph. (3.2)
Conclusion. Suppose that k : RN × RN → R1 is continuous and nonnegative. Then the Eq. (3.1) has a unique solution in Ph.
Proof. Evidently, x0 ∈ [θ, ‖x0‖h]. Define operator A by
Ax(t) =
∫
RN
k(t, s)f (x(s))ds.
Note that k(t, s) ≥ 0 and f is increasing, we know that A : Ph → Ph is increasing. For λ ∈ (0, 1) and x ∈ Ph, from (3.2) we
get
A(λx(t)) =
∫
RN
k(t, s)f (λx(s))ds ≥
∫
RN
k(t, s)λα(λ)f (x(s))ds
= λα(λ)
∫
RN
k(t, s)f (x(s))ds = λα(λ)Ax(t).
So operator A satisfies conditions (H1), (H2) and the conclusion follows from Theorem 2.2. 
Example 3.2. Let E = C[0, 1], P = {x ∈ E|x(t) ≥ 0, t ∈ [0, 1]}, and let h(t) = ∫ 10 k(t, s)ds and suppose that
k(t, s) : [0, 1] × [0, 1] → R++ (R++ denotes the positive reals) is continuous.
Conclusion. Let x0 ∈ P˚ and x0(t)+ h(t) ≤ 1, t ∈ [0, 1]. Then equation
x(t) =
∫ 1
0
k(t, s)x(s)ds+ x0(t), (3.3)
has a unique solution in P˚.
Proof. It is easy to see that P˚ = {x ∈ E|x(t) > 0, t ∈ [0, 1]} and P is a normal cone of which the normal constant is 1. For
x ∈ E, define the integral operator
Ax(t) =
∫ 1
0
k(t, s)x(s)ds.
Evidently, A : P˚ → P˚ is an increasing operator. Since k(t, s) is continuous, we know that A is completely continuous.
Moreover, A(λx) = λAx, λ > 0. Set v0 = 1, we have
Av0(t)+ x0(t) =
∫ 1
0
k(t, s)ds+ x0(t) = h(t)+ x0(t) ≤ 1,
and hence, Av0 ≤ v0 − x0. The conditions of Theorem 2.6 are satisfied. So Eq. (3.3) has a unique solution in P˚ . 
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