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Abstract
We study the question: For which (r, n) can a linear r-field on the (n − 1)-sphere in an n-dimensional
real linear space be deformed through a continuous path of linear r-fields into an orthonormal r-field. We
provide complete answers for the cases: (r, n) = (2, 4), (3, 4), and provide several partial results for the
cases (r, n) = (2, 2m), where m is an even integer satisfying m  4. Characterizations of linear r-fields are
pivotal in the investigation.
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1. Introduction and notation
As usual, Rn denotes the vector space of all real n-tuples vectors x = (x1, . . . , xn), equipped
with the standard inner product 〈x, y〉 = ∑ni=1xiyi , and the Euclidean norm ‖x‖ = √〈x, x〉. The
unit sphere inRn is denoted bySn−1. We denote byMn(R) the set of alln × n real matrices. When
an A ∈Mn(R) is considered as a linear operator on Rn, the elements of Rn will be represented
by n × 1 column vectors.
A tangent vector field v on Sn−1 is a function v :Sn−1 −→ Rn such that v(x)⊥ x for all
x ∈Sn−1. An r-tuple (v1, . . . , vr ) of tangent vector fields vi onSn−1 is called an r-field if for
each x ∈Sn−1, the vectors v1(x), . . . , vr (x) are linearly independent; see [4, chapter 11]. In this
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case, the functions v1, . . . , vr are called the components of the r-field. An r-field (v1, . . . , vr )
is called orthonormal if {v1(x), . . . , vr (x)} is orthonormal for each x ∈Sn−1. A tangent vector
field A on Sn−1 is called a linear field if A is a linear operator (transformation) on Rn. In this
case, A is skew-symmetric. If the components of an r-field are linear fields and given by the linear
operators A1, . . . , Ar , we will write the r-field as (A1, . . . , Ar).
In 1923, Hurwitz [5] and Radon [12] showed independently a result on the composition of
quadratic forms that, when translated to the language of vector fields, states the following: Given
a positive integer n, write n = 16a2b × p with a, b and p being nonnegative integers, 0  b  3
and p is odd, and define the Radon number ρ(n) by ρ(n) = 8a + 2b. Then an orthonormal linear
r-field onSn−1 exists if and only if r  ρ(n) − 1. Eckmann [2] also showed the same result using
a different technique. Much of the above can be found in Eckmann [3]; also see chapters 7–11 of
[4], and [13] for more information on the Hurwitz–Radon result. Eckmann notes that the upper
bound ρ(n) − 1 also holds for orthonormal continuous r-fields. Thus there do not exist unit vector
fields onSn−1 whenever n is odd. Recall that the hairy ball theorem says that on these spheres
every vector field has a zero, see, for example, [9]. For an even number n satisfying n  8, only
the cases n = 4 and n = 8 yield nontrivial problems. Eckmann suggests that there should exist
for many of these facts proofs obtainable by a reduction principle from continuity to linearity.
Such linearization would yield far more elementary proofs than the current ones depending partly
on sophisticated algebraic topology. These observations partly motivate the present investigation.
To have a succinct way to express our results, we make the following definition:
Definition 1.1. Let (A1, . . . , Ar) and (A′1, . . . , A′r ) be linear r-fields on S
n−1
. We say that
(A1, . . . , Ar) can be continuously deformed through linear r-fields onSn−1 into (A′1, . . . , A′r )
if there exist continuous functions Fj : [0, 1] −→Mn(R), j = 1, . . . , r , such that Fj (0) = Aj
and Fj (1) = A′j for all j = 1, . . . , r , and (F1(t), . . . , Fr(t)) is a linear r-field on Sn−1 for all
t ∈ (0, 1).
It is clear that continuous linear deformation in the above sense defines an equivalence relation
on the set of linear r-fields on Sn−1 (the transitivity is a direct consequence of the pasting
lemma; Theorem 7.3, p. 108 of [10]). Also, it is clear that everything said in this paper for
classical Euclidean spaces Rn, equipped with the standard inner product, can be transferred to
any n − dimensional real inner product space.
We prove that if (r, n) ∈ {(2, 4), (3, 4)}, then a linear r-field on Sn−1 can be continuously
deformed through linear r-fields on Sn−1 to an orthonormal linear r-field. The two cases are
treated in Sections 3 and 4. The case (r, n) = (2, 8) is considered in Section 5 and several results
are obtained. In the three cases, characterizations of linear and orthonormal linear r-fields on
Sn−1 are discussed. In Section 6, we prove deformation results for certain linear 2-fields on
S2m−1, where m is an even integer.
The identity and the zero matrix inMn(R) are denoted by In and On, respectively. A diago-
nal matrix inMn(R) with diagonal entries d1, . . . , dn is denoted by diag(d1, . . . , dn). For A ∈
Mn(R), |A| and AT denote the determinant and transpose of A, respectively, and the (i, j) entry
of A is denoted by (A)ij . GL+(n,R) and GL−(n,R) denote the subsets of matrices A ∈Mn(R)
for which |A| > 0 and |A| < 0, respectively. For A ∈Mn(R) and α, β ⊂ {1, . . . , n}, A(α, β)
designates the submatrix of A with row/column indices in α/β. If A ∈Mn(R), and {i1, . . . , ik}
and {j1, . . . , jk} are subsets of {1, . . . , n}, where ir < ir+1 and jr < jr+1 for r = 1, . . . , k − 1,
then j1...jki1...ik (A) is the same as |A({i1, . . . , ik}, {j1, . . . , jk})|. We will frequently work with direct
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sums (denoted ⊕) of matrices. A prominent role is played by the simplest of all nontrivial skew-
symmetric matrices; i.e., E =
(
0 1
−1 0
)
. An m direct sum: E ⊕ · · · ⊕ E will be denoted by E(m).
The matrix
(
0 −1
−1 0
)
will be denoted by E˜. We also make the following definition:
Definition 1.2. Let F,G ∈Mn(R). The matrix
(
On F
G On
)
is called the antidiagonal direct sum
of F and G and is denoted by F ⊕ˆ G.
The canonical basis elements of Rn are denoted by eˆ1, . . . , eˆn, and the zero vector in Rn is
denoted by o. If A is a linear operator on Rn and  is an ordered orthonormal basis of Rn,
the matrix representation of A with respect to  is denoted by [A]. The adjoint of a linear
operator A on Rn is denoted by A∗. Recall that to the adjoint of an operator on Rn corresponds in
matrix language the transposition: for a real square matrix A of order n and x, y ∈ Rn, we have
〈Ax, y〉 = (Ax)Ty = xTATy = 〈x,ATy〉.
2. Preliminaries
Theorem 2.1. Let A be a 1–1 skew-symmetric linear operator on R2m. Then there exists an
ordered orthonormal basis  of R2m and positive reals a1, . . . , am such that [A] = a1E ⊕
· · · ⊕ amE.
Proof. This follows easily from Corollary 2.5.14 of [6]. 
Lemma 2.1. If (A1, . . . , Ar) is a linear r-field onSn−1 and B is a 1–1 linear operator on Rn,
then (BA1B∗, . . . , BArB∗) is also a linear r-field onSn−1.
Corollary 2.1. Let A1 = a1E ⊕ · · · ⊕ amE, where ai > 0 for all i = 1, . . . , m. Suppose that
A2, . . . , Ar are 2m × 2m real matrices. If (A1, . . . , Ar) is a linear r-field on S2m−1, then it
can be continuously deformed through linear r-fields into a linear r-field (B1, . . . , Br) with
B1 = E(m).
Proof. Suppose that (A1, . . . , Ar) is a linear r-field onS2m−1. For i = 1, . . . , m and t ∈ [0, 1],
define the functions di : [0, 1] → R by
di(t) = −
(
1 − 1√
ai
)
t + 1. (2.1)
For each t ∈ [0, 1], defineDt to be the 2m × 2mdiagonal matrix whose (2i − 1)th and (2i)th diag-
onal entries are di(t) for all i = 1, . . . , m, and for j = 1, . . . , r , let fj (t) = DtAjDt . Then from
(2.1) and the definition ofDt , we deduce thatfj is continuous,fj (0) = Aj for each j ∈ {1, . . . , r}
and f1(1) = E(m). Finally, since (A1, . . . , Ar) is a linear r-field, we see from Lemma 2.1 and
the definitions of f1, . . . , fr and Dt that (f1(t), . . . , fr (t)) is a linear r-field on S2m−1 for all
t ∈ [0, 1]. 
We will use in our analysis the concept of the Pfaffian of a skew-symmetric (alternating) matrix.
We refer the reader to chapter V of [1], p. 270 of [8] and Chapter 5 of [11]. An expression of the
Pfaffian is given in [8]. We have:
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Theorem 2.2. Let A = (aij ) ∈M2m(R) be skew-symmetric. With (i1, . . . , i2m) denoting per-
mutations, define P to be the set of elements of the form: sgn(i1, . . . , i2m)ai1i2ai3i4 . . . ai2m−1i2m,
where i1 < i3 < · · · < i2m−1 and i1 < i2, i3 < i4, · · · , i2m−1 < i2m. Then the Pfaffian Pf(A) of
A is
∑
p∈P p.
The following theorem will be used (see Theorem 45, p. 199 of [1]).
Theorem 2.3. Let B be a skew-symmetric matrix of order n with elements in a commutative ring
with unity. Then we have |B| = (Pf(B))2.
There are two natural ideas that come to mind to deform a linear 2-field into an orthonormal
one. However, both ideas do not work as intended.
(a) Assume that ((E ⊕ E),A) is a linear 2-field on S3. For every t ∈ [0, 1], define Bt(x) =
Ax − t 〈Ax,(E ⊕ E)x〉‖(E ⊕ E)x‖2 (E ⊕ E)x and B̂t (x) = Bt (x)‖Bt (x)‖ for all x ∈ R4\{o}, and define B̂t (o) =
Bt(o) = o. By Gram-Schmidt, we know that (E ⊕ E)x⊥B1(x) for any nonzero x. So, we
have evidently defined via t → ((E ⊕ E), B̂t ) a continuous deformation of the linear 2-field
((E ⊕ E),A) into an orthonormal 2-field ((E ⊕ E), B̂1). However, it is easy to construct
A with which B̂1 (and B1) are nonlinear on R4.
(b) Given a linear 2-field (A,B) on S3 and an invertible matrix S ∈M4(R), we see by
Lemma 2.1 that (SAS∗, SBS∗) is a linear 2-field on S3. Also, using path connectedness
of GL+(4,R) and GL−(4,R), such linear 2-fields can always be continuously deformed to
each other via linear 2-fields. However, the author has constructed a linear 2-field (A,B) on
S3 such that for any invertible matrix S ∈M4(R), the linear 2-field (SAS∗, SBS∗) is not
orthonormal. Consequently, the equivalence of matrix polynomials techniques, see [15],
will not work in this case to deform (A,B) into an orthonormal linear 2-field.
3. Linear 2-fields onS3
We establish characterizations of linear and orthonormal linear 2-fields onS3. Then we prove
that any linear 2-field onS3 can be continuously deformed through linear 2-fields onS3 into an
orthonormal linear 2-field.
Lemma 3.1. Let B = (bij ) ∈M4(R) be skew-symmetric. Then:
(i) The Pfaffian Pf (B) of B is given by Pf(B) = b12b34 + b14b23 − b13b24.
(ii) If 4 3412(B) /∈ [−(b12 − b34)2, (b12 + b34)2], then B is nonsingular.
Proof. Part (i) follows from Theorem 2.2. Now, suppose that B is singular. Then from (i) and
Theorem 2.3, we have 3412(B) = b12b34. Thus from 2|b12b34|  b212 + b234, we get 4 3412(B) ∈
[−(b12 − b34)2, (b12 + b34)2]. This proves (ii). 
Proposition 3.1. LetA = (aij ) ∈M4(R) be skew-symmetric.Then (E ⊕ E,A) is a linear 2-field
onS3 if and only if
3412(A) <
−1
4
(a12 − a34)2. (3.1)
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Proof. We first observe that if {(E ⊕ E)x,Ax} is linearly independent for all nonzero vectors
x in R4, then A is nonsingular. Also, it follows from part (ii) of Lemma 3.1 that if 3412(A) <−1
4 (a12 − a34)2 then A is nonsingular. So, we may assume without loss of generality that A is
nonsingular.
Since E ⊕ E and A are skew-symmetric, we see that it suffices to prove: For any nonzero
x ∈ R4, {(E ⊕ E)x,Ax} is linearly independent if and only if inequality (3.1) holds. For all
λ ∈ R, let J4(λ) = λ(E ⊕ E) + A. It is clear that if x ∈ R4 is nonzero and {(E ⊕ E)x,Ax}
is linearly independent, then J4(λ) is nonsingular for any λ ∈ R. Also, it follows from A and
E ⊕ E being nonsingular that if λ ∈ R and J4(λ) is nonsingular, then {(E ⊕ E)x,Ax} is linearly
independent for any nonzero x ∈ R4. Hence from J4(λ) being skew-symmetric and Theorem 2.3,
we infer that
∀x ∈ R4\{o}, dim(span{(E ⊕ E)x,Ax}) = 2 ⇐⇒ Pf(J4(λ)) /= 0 ∀ λ ∈ R. (3.2)
It follows from the definition of J4(λ) and part (i) of Lemma 3.1 that Pf(J4(λ)) = λ2 + (a12 +
a34)λ + a12a34 + a14a23 − a13a24. Then from (3.2), we see that for all nonzero x ∈ R4, {(E ⊕
E)x,Ax} is linearly independent if and only if 4(a12a34 + a14a23 − a13a24) > (a12 + a34)2. Thus
from 3412(A) = a13a24 − a14a23, the result follows. 
Corollary 3.1. Let T1 and T2 be linear operators on R4. Then (T1, T2) is a linear 2-field onS3
if and only if there exists an ordered orthonormal basis  of R4 and positive reals a1 and a2 such
that the following two conditions hold:
(i) [T1] = a1E ⊕ a2E.
(ii) The matrix A =
(
1√
a1
I2 ⊕ 1√a2 I2
)
[T2]
(
1√
a1
I2 ⊕ 1√a2 I2
)
= (aij ) is skew-symmetric and
it satisfies inequality (3.1).
Proof. Suppose that (T1, T2) is a linear 2-field on S3. Then from the fact that T1 is both
1–1 and skew-symmetric and Theorem 2.1, there exists an ordered orthonormal basis  =
〈e1, e2, e3, e4〉 of R4 and positive reals a1 and a2 such that condition (i) holds. Define the
operator D on R4 by: D(e2j−1) = 1√aj e2j−1 and D(e2j ) = 1√aj e2j for j = 1, 2. Thus D is a
1–1 symmetric linear operator. Hence from (T1, T2) being a linear 2-field on S3 and Lemma
2.1, we see that (DT1D,DT2D) is also a linear 2-field onS3. Let A = [DT2D] = (aij ). Then
A =
(
1√
a1
I2 ⊕ 1√a2 I2
)
[T2]
(
1√
a1
I2 ⊕ 1√a2 I2
)
and A is skew-symmetric. Also, it follows from
condition (i) and the definition of D that [DT1D] = E ⊕ E. Thus from (DT1D,DT2D) being
a linear 2-field onS3 and Proposition 3.1, we see that inequality (3.1) holds.
Now, suppose that there exists an ordered orthonormal basis  of R4 and positive reals a1 and
a2 such that conditions (i) and (ii) hold. Since A is skew-symmetric and satisfies (3.1), we see
from Proposition 3.1 that (E ⊕ E,A) is a linear 2-field onS3. Thus from Lemma 2.1, we deduce
that
(γ (E ⊕ E)γ, γAγ ) is a linear 2field onS3, (3.3)
where γ = diag (√a1,√a1,√a2,√a2). It follows from condition (i) that [T1] = γ (E ⊕ E)γ .
Also, it follows from the definition of A that [T2] = γAγ . Hence from (3.3), we infer that
(T1, T2) is a linear 2-field onS3. 
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Remark 3.1. Let A be a linear operator on Rn. Then A is an isometry iff ‖Ax‖ = ‖x‖ ∀ x iff
〈Ax,Ax〉 = 〈x, x〉 ∀ x iff 〈(A∗A − I )x, x〉 = 0 ∀ x. Thus from A∗A − I being symmetric and
Theorem 2.3, p. 346 of [14], we see that A is an isometry iff A∗A = In.
We will use Definition 1.2 in the following proposition.
Proposition 3.2. Let A = (aij ) ∈M4(R) be skew-symmetric. Then (E ⊕ E,A) is an orthonor-
mal linear 2-field onS3 if and only if A =
(
a13 a14
a14 −a13
)
⊕ˆ
(−a13 −a14
−a14 a13
)
and a213 + a214 = 1.
Proof. Since E ⊕ E and A are both skew-symmetric and E ⊕ E is an isometry, it suffices to
prove: For all unit vectors x ∈ R4, (E ⊕ E)x ⊥Ax and ‖Ax‖ = 1 if and only if a12 = a34 = 0,
a23 = a14, a24 = −a13 and a213 + a214 = 1. We first prove:
(E ⊕ E)x ⊥Ax ∀ x ∈ R4 ⇐⇒ a12 = a34 = 0, a23 = a14 and a24 = −a13. (3.4)
Suppose that (E ⊕ E)x ⊥Ax for all x ∈ R4. So, from (E ⊕ E)eˆj ⊥Aeˆj for j = 1, 3, we get
a12 = a34 = 0. Also, from 〈(E ⊕ E)(eˆ1 + eˆ3), A(eˆ1 + eˆ3)〉 = 0, we deduce that a23 = a14. Sim-
ilarly, from (E ⊕ E)(eˆ1 + eˆ4)⊥A(eˆ1 + eˆ4), we get a24 = −a13. Now, suppose that a12 = a34 =
0, a23 = a14 and a24 = −a13. Then 〈(E ⊕ E)eˆi, Aeˆi〉 = 0 for all i = 1, . . . , 4, and 〈(E ⊕ E)eˆj ,
Aeˆk〉 = −〈Aeˆj , (E ⊕ E)eˆk〉 for all distinct j, k ∈ {1, . . . , 4}. Thus 〈(E ⊕ E)x,Ax〉 = 0 for all
x ∈ R4. This completes the proof of (3.4). Since A is real skew-symmetric, we see that, with
a12 = a34 = 0, a23 = a14 and a24 = −a13, we have ATA = I4 if and only if a213 + a214 = 1.
Hence from (3.4) and Remark 3.1, the proposition follows. 
Theorem 3.1. A linear 2-field on S3 can be continuously deformed through linear 2-fields on
S3 into an orthonormal linear 2-field.
Proof. It follows from Theorem 2.1 and Corollary 2.1 that it suffices to prove the theorem in
the case when (E ⊕ E,A) is a linear 2-field on S3, where A = (aij ) ∈M4(R). In A, replace
the occurrences of a12 and a34 by functions α12(t) = (1 − t)a12 and α34(t) = (1 − t)a34, respec-
tively, where 0  t  1. This defines a continuous matrix function A(t) with A(0) = A and A(t)
is skew-symmetric for all t ∈ [0, 1]. Since (E ⊕ E,A) is a linear 2-field onS3, we deduce from
Proposition 3.1 that 3412(A) <
−1
4 (a12 − a34)2. Then from 3412(A(t)) = 3412(A) and (α12(t) −
α34(t))2  (a12 − a34)2 for all t ∈ [0, 1], we get 3412(A(t)) < −14 (α12(t) − α34(t))2 for all t ∈[0, 1]. Thus from Proposition 3.1, we infer that
(E ⊕ E,A(t)) is a linear 2 − field onS3 ∀t ∈ [0, 1]. (3.5)
Denote A(1) by B. Then B is skew-symmetric. Also, it is clear from the definition of A(t)
that B({i, j}, {i, j}) = O2 for (i, j) ∈ {(1, 2), (3, 4)}, B({1, 2}, {3, 4}) = A({1, 2}, {3, 4}) and
3412(B) < 0. Since GL
−(2,R) is path-connected, there exists a continuous path of 2 × 2 matrices
of negative determinants
(
α13(t) α14(t)
α23(t) α24(t)
)
, t ∈ [1, 2], connecting
(
a13 a14
a23 a24
)
to diag(1,−1). So,
there exists a continuous function B(t) ∈M4(R) on [1, 2] with B(t) being a skew-symmetric,
B(t)({i, j}, {i, j}) = O2 for (i, j) ∈ {(1, 2), (3, 4)} and B(t)({1, 2}, {3, 4}) =
(
α13(t) α14(t)
α23(t) α24(t)
)
for
all t ∈ [1, 2]. It follows from the definition of B(t) and Proposition 3.2 that (E ⊕ E,B(2)) is an
orthonormal linear 2-field. Also, it follows from the definition of B(t) and Proposition 3.1 that
(E ⊕ E,B(t)) is a linear 2-field on S3 for all t ∈ [1, 2]. So, from (3.5) and the transitivity of
continuous deformation via linear fields, the result follows. 
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4. Linear 3-fields onS3
We first establish characterizations of linear and orthonormal linear 3-fields on S3. The fol-
lowing lemma whose proof is omitted will be used.
Lemma 4.1. Let X be a nonzero real vector space, and let A1, A2 and A3 be linear operators
on X. Suppose that x is a nonzero vector in X. Then {A1x,A2x,A3x} is linearly independent if
and only if {A1x, (λA2 + μA3)x} is linearly independent for all (λ, μ) ∈ (R× R)\{(0, 0)}.
Proposition 4.1. Let A = (aij ) and B = (bij ) be skew-symmetric matrices inM4(R). Then (E ⊕
E,A,B) is a linear 3-field onS3if and only if
3412(λA + μB) <
−1
4
[λ(a12 − a34) + μ(b12 − b34)]2 ∀(λ, μ) ∈ (R× R)\{(0, 0)}.
(4.1)
Proof. Suppose that (E ⊕ E,A,B) is a linear 3-field onS3, and let (λ, μ) ∈ (R× R)\{(0, 0)}. It
follows from (E ⊕ E,A,B)being a linear 3-field onS3 that {(E ⊕ E)x,Ax,Bx} is linearly inde-
pendent for every x ∈ R4\{o}. Then from Lemma 4.1, we deduce that {(E ⊕ E)x, (λA + μB)x}
is linearly independent for every x ∈ R4\{o}. Thus from the facts that E ⊕ E and λA + μB
are skew-symmetric, we infer that (E ⊕ E, (λA + μB)) is a linear 2-field on S3. Hence from
Proposition 3.1, we see that 3412(λA + μB) < −14 [λ(a12 − a34) + μ(b12 − b34)]2.
Suppose that (4.1) holds. Then from λA + μB being skew-symmetric for all λ,μ ∈ R and
Proposition 3.1, we deduce that (E ⊕ E, (λA + μB)) is linear 2-field on S3 for all (λ, μ) ∈
(R× R)\{(0, 0)}. Thus {(E ⊕ E)x, (λA + μB)x} is linearly independent for all x ∈ R4\{o} and
(λ, μ) ∈ (R× R)\{(0, 0)}. Hence from Lemma 4.1, we infer that {(E ⊕ E)x,Ax,Bx} is linearly
independent for every x ∈ R4\{o}. So, from E ⊕ E, A and B being skew-symmetric, we see that
(E ⊕ E,A,B) is a linear 3-field onS3. 
Corollary 4.1. (1) A triple (T0, T1, T2) of linear operators on R4 is a linear 3-field onS3 if and
only if there exists an ordered orthonormal basis  of R4 and positive reals a1 and a2 such that
[T0]=a1E ⊕ a2E, the matrices:Bk =
(
1√
a1
I2 ⊕ 1√a2 I2
)
[Tk]
(
1√
a1
I2 ⊕ 1√a2 I2
)
= (b(k)ij ), k =
1, 2, are skew-symmetric and 3412(λB1 + μB2) < −14 [λ(b(1)12 − b(1)34 ) + μ(b(2)12 − b(2)34 )]2 for all
(λ, μ) ∈ (R× R)\{(0, 0)}.
(2) Let A1 = (a(1)ij ) and A2 = (a(2)ij ) be two matrices inM4(R). Then (E ⊕ E,A1, A2) is an
orthonormal linear 3-field onS3 if and only if A1 and A2 are skew-symmetric,
a
(j)
2i−1,2i = 0, a(j)23 = a(j)14 , a(j)24 = −a(j)13 and (a(j)13 )2 + (a(j)14 )2 = 1 (4.2)
for i, j ∈ {1, 2}, and
either (a
(2)
13 , a
(2)
14 ) = (a(1)14 ,−a(1)13 ) or (a(2)13 , a(2)14 ) = (−a(1)14 , a(1)13 ). (4.3)
Proof. Part (1) follows from Proposition 4.1, Theorem 2.1 and Lemma 2.1.
(2) Suppose that (E ⊕ E,A1, A2) is an orthonormal linear 3-field onS3. Then A1 and A2 are
skew-symmetric, and (E ⊕ E,A1) and (E ⊕ E,A2) are orthonormal linear 2-fields onS3. Thus
from Proposition 3.2, we see that (4.2) holds. Hence from A1 and A2 being skew-symmetric, we
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deduce that Aj eˆ3 =
(
a
(j)
13 , a
(j)
14 , 0, 0
)T
for j = 1, 2. Then from (A1, A2) being an orthonormal
linear 2-field onS3, we infer that
{(
a
(1)
13 , a
(1)
14
)
,
(
a
(2)
13 , a
(2)
14
)}
is an orthonormal set. Thus from(
a
(1)
13 , a
(1)
14
)
⊥
(
a
(1)
14 ,−a(1)13
)
and dimR2 = 2, we see that the unit vectors
(
a
(1)
14 ,−a(1)13
)
and(
a
(2)
13 , a
(2)
14
)
are parallel. Hence from a(j)1k ∈ R for j = 1, 2 and k = 3, 4, (4.3) follows.
Suppose that A1 and A2 are skew-symmetric and that (4.2) and (4.3) hold. Assume without
loss of generality that
(
a
(2)
13 , a
(2)
14
)
=
(
a
(1)
14 ,−a(1)13
)
. Since A1 and A2 are skew-symmetric, we
see from (4.2) and Proposition 3.2 that (E ⊕ E,Ai) is an orthonormal linear 2-field on S3 for
i ∈ {1, 2}. It remains to prove that A1x⊥A2x for all x ∈ R4. It follows from the definitions of A1
and A2 that 〈A1eˆi , A2eˆi〉 = 〈A1eˆj , A2eˆk〉 = 〈A1eˆk, A2eˆj 〉 = 0 for i = 1, . . . , 4, j ∈ {1, 2} and
k ∈ {3, 4}, and 〈A1eˆl , A2eˆl+1〉 = −〈A1eˆl+1, A2eˆl〉 = −1 for l ∈ {1, 3}. Then 〈A1x,A2x〉 = 0
for all x ∈ R4. 
Now, we prove the main result of this section.
Theorem 4.1. A linear 3-field on S3 can be continuously deformed through linear 3-fields on
S3 into an orthonormal linear 3-field.
Proof. It follows from Theorem 2.1 and Corollary 2.1 that it suffices to prove the theorem in the
case when (E ⊕ E,A1, A2) is a linear 3-field onS3. Write
Ak = (a(k)ij ) =
(
A
(k)
11 A
(k)
12
−(A(k)12 )T A(k)22
)
and A(k)12 =
(
uk
vk
)
for k = 1, 2, (4.4)
where A(k)11 is a 2 × 2 matrix. Since (E ⊕ E,A2) is a linear 2-field onS3, we see from Proposition
3.1 and the representation of A2 in (4.4) that
∣∣∣A(2)12 ∣∣∣ < 0. Then from dimR2 = 2 and the form of
A
(2)
12 in (4.4), we deduce that {u2, v2} is a basis of R2. Thus there exist reals m2, n2,m′2 and n′2
such that
u1 = m2 u2 + n2 v2 and v1 = m′2 u2 + n′2 v2. (4.5)
Hence from (4.4), we infer by multi-linearity of the determinant that
3412(A1 + μA2) = [μ2 + (m2 + n′2)μ + (m2n′2 − m′2n2)]|A(2)12 | ∀μ ∈ R. (4.6)
It follows from (E ⊕ E,A1, A2) being a linear 3-field onS3 and Proposition 4.1 that 3412(A1 +
μA2) < 0 for all μ ∈ R. Then from (4.6) and |A(2)12 | < 0, we see that
|A(2)12 |[−4m′2n2 − (m2 − n′2)2] < 0 and m′2n2 < 0. (4.7)
Assume without loss of generality that m′2 > 0 and n2 < 0, and define the real-valued functions
f2 and g2 on [3, 4] by
f2(t) = (4 − t)m′2 + (t − 3) and g2(t) = (4 − t)n2 − (t − 3) ∀t ∈ [3, 4]. (4.8)
Thus from m′2 > 0 and n2 < 0, we deduce that
f2(t)g2(t) < 0 ∀t ∈ [3, 4]. (4.9)
Since |A(2)12 | < 0 and GL−(2,R) is path-connected, there exist continuous functionsu2(t), v2(t) ∈
R2, 2  t  3, such that
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A
(2)
12 (t)=
(
u2(t)
v2(t)
)
∈ GL−(2,R)∀t ∈ [2, 3], A(2)12 (2)=A(2)12 and A(2)12 (3)= E˜ (4.10)
(see the definition of E˜ in Section 1). We define the matrix functions A1(t) and A2(t) on [0, 4]
as follows:
(i) Ak(t) =
(
(1 − t)A(k)11 A
(k)
12
−(A(k)12 )T (1 − t)A
(k)
22
)
for k ∈ {1, 2} and all t ∈ [0, 1].
(ii) For all t ∈ [1, 2],A2(t) = A2(1) andA1(t) = A(1)12 (t)⊕ˆ
(
−(A(1)12 (t))T
)
(see Definition 1.2),
where A(1)12 (t) =
(
(2 − t)m2 u2 + n2 v2
m′2 u2 + (2 − t)n′2 v2
)
. (From (4.5) and the definition of A1(t) in (i), we see
that A(1)12 (t) is continuous at t = 1.)
(iii) For k = 1, 2 and all t ∈ [2, 3], Ak(t) = A(k)12 (t)⊕ˆ
(
−(A(k)12 (t))T
)
, where A(2)12 (t) =
(
u2(t)
v2(t)
)
,
A
(1)
12 (t) =
(
n2 v2(t)
m′2 u2(t)
)
and u2(t) and v2(t) are the continuous functions that satisfy (4.10).
(iv) For all t ∈ [3, 4], A2(t) = E˜⊕ˆ(−E˜) and A1(t) = A(1)12 (t)⊕ˆ(−(A(1)12 (t))T), where A(1)12 (t) =−diag(g2(t), f2(t)) and f2 and g2 are defined by (4.8).
It is clear from (i)–(iv) thatAk(t), k = 1, 2, are skew-symmetric continuous functions of t for all
t ∈ [0, 4]. Also, it follows from the representations of A1 and A2 in (4.4) and (i) that Ak(0) = Ak
for k = 1, 2. It is clear from the definitions of A1(4) and A2(4) and part (2) of Corollary 4.1 that
(E ⊕ E,A1(4), A2(4)) is an orthonormal linear 3-field onS3. It follows from (E ⊕ E,A1, A2)
being a linear 3-field onS3,Ak = (a(k)ij ), k = 1, 2, and Proposition 4.1 that 4 3412(λA1 + μA2) <
−[λ(a(1)12 − a(1)34 ) + μ(a(2)12 − a(2)34 )]2 for all (λ, μ) ∈ (R× R)\{(0, 0)}. Then from the forms of
Ak(t), k = 1, 2, in (i) and Proposition 4.1, we infer that (E ⊕ E,A1(t), A2(t)) is a linear 3-field
onS3 for all t ∈ [0, 1]. It remains to prove that (E ⊕ E,A1(t), A2(t)) is a linear 3-field onS3
for all t ∈ [1, 4]. We first prove
3412(λA1(t) + μA2(t)) < 0 (4.11)
for all λ ∈ R\{0}, μ ∈ R and t ∈ [1, 4]. Let λ0 ∈ R\{0}, μ0 ∈ R, t1 ∈ [1, 2], t2 ∈ [2, 3] and
t3 ∈ [3, 4]. Define the function φ : R → R by φ(ν) = 3412(λ0A1(t1) + νA2(t1)) for all ν ∈ R.
Then from (ii), A2(1) = A(2)12 ⊕ˆ(−(A(2)12 )T) in (i) and the form of A(2)12 in (4.4), we deduce that
φ(ν) = [ν2 + (m2 + n′2)(2 − t1) λ0ν + λ20((2 − t1)2m2n′2 − m′2n2)]|A(2)12 | (4.12)
for all ν ∈ R. From (4.12) and |A(2)12 | < 0, we see that the maximum value of φ is φ(−(m2 +
n′2)(2 − t1)λ0/2) = λ20[−(m2 − n′2)2 (2 − t1)2 − 4m′2n2]|A(2)12 |/4. Thus from |A(2)12 | < 0, λ0 /= 0
and the 1st inequality in (4.7), we infer that φ(ν) < 0 for all ν ∈ R. Hence from the definition of φ,
we deduce that (4.11) holds for all t ∈ [1, 2]. From (iii), we obtain 3412(λ0A1(t2) + μ0A2(t2)) =
(μ20 − λ20m′2n2)|A(2)12 (t2)|. Then from λ0 /= 0, m′2n2 < 0 (in (4.7)) and |A(2)12 (t2)| < 0 (in (4.10)),
we infer that (4.11) holds for all t ∈ [2, 3]. It follows from (iv) that 3412(λ0A1(t3) + μ0A2(t3)) =
−μ20 + λ20f2(t3)g2(t3). Hence from (4.9) and λ0 /= 0, we see that (4.11) holds for t ∈ [3, 4].
This completes the proof of (4.11). It is clear from (i)-(iv) that (λA1(t) + μA2(t))2i−1,2i = 0
and 3412(νA2(t)) < 0 for i = 1, 2 and all t ∈ [1, 4], λ,μ ∈ R and ν ∈ R\{0}. Then from A1(t)
and A2(t) being skew-symmetric for all t ∈ [0, 4], (4.11) and Proposition 4.1, we deduce that
(E ⊕ E,A1(t), A2(t)) is a linear 3-field onS3 for all t ∈ [1, 4]. 
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5. Linear 2-Fields onS7
For a real skew-symmetric matrix A of order 8, the matrix λE(4) + A, λ ∈ R, plays a pivotal
role in the characterization of linear 2-fields onS7.
Remark 5.1. Let A = (aij ) ∈M8(R) be skew-symmetric. It is clear from Theorem 2.2 that the
Pfaffian Pf(λE(4) + A) is a monic polynomial in λ of degree 4. Write
Pf(λE(4) + A) = λ4 + a(A)λ3 + b(A)λ2 + c(A)λ + d(A), (5.1)
where λ ∈ R and each of the quantities a(A), b(A), c(A) and d(A) depends only on A. Further-
more, subjecting the polynomial in (5.1) to a transformation introducing μ via λ = μ − a(A)4 , we
obtain
Pf(λE(4) + A) = μ4 + b1(A)μ2 + c1(A)μ + d1(A), (5.2)
where
b1(A) = b(A) − 3(a(A))
2
8
, c1(A) = c(A) − a(A)b(A)2 +
(a(A))3
8
(5.3)
and
d1(A) = d(A) − a(A)c(A)4 +
(a(A))2b(A)
16
− 3(a(A))
4
256
. (5.4)
The coefficients in (5.1) could be either found from Theorem 2.2 or, as the author did, directly
from the definition of the Pfaffian in the theory of exterior algebra, see [1]. In (5.1), we havea(A) =∑4
i=1 a2i−1,2i and the explicit formulae for the other coefficients are very complicated. They could
be found through use of a computer algebra system by evaluating |λE(4) + A| and factoring it,
then applying Theorem 2.3 and using the fact that Pf(λE(4) + A) is a monic polynomial in λ.
Proposition 5.1. Suppose that A = (aij ) ∈M8(R) is nonsingular and skew-symmetric. For λ ∈
R, write the polynomial Pf(λE(4) + A) in the forms (5.1) and (5.2), where μ = λ + a(A)4 . Denote
the coefficients b1(A), c1(A) and d1(A) given in (5.3) and (5.4) by b1, c1 and d1, respectively.
Then (E(4), A) is a linear 2-field onS7 if and only if one of the following three conditions holds:
Condition (1): c1 = 0 and b21 < 4d1.
Condition (2): c1 = 0, b21  4d1 and min{b1, d1} > 0.
Condition (3): c1 /= 0 and |c1| < √2α0(α0 + b1), where α0 is a positive real root of the
equation: 8α3 + 8b1α2 + 2(b21 − 4d1)α − c21 = 0.
Proof. Since A and E(4) are skew-symmetric, we see that the proposition follows if we can show
that for every nonzero vector x ∈ R8, {E(4)x, Ax} is linearly independent if and only if one of
conditions (1), (2) or (3) holds. We first prove:
∀x ∈ R8\{o}, dim(span{E(4)x, Ax}) = 2 ⇐⇒ μ4 + b1μ2 + c1μ + d1 > 0∀μ ∈ R.
(5.5)
As in the proof of Proposition 3.1, we use the fact that E(4) and A are both nonsingular to deduce
that for every nonzero x ∈ R8, {E(4)x, Ax} is linearly independent if and only if λE(4) + A is
nonsingular for all λ ∈ R. Thus from λE(4) + A being skew-symmetric, Theorem 2.3 and (5.1),
we infer that for every nonzero vector x ∈ R8, {E(4)x, Ax} is linearly independent if and only if
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λ4 + a(A)λ3 + b(A)λ2 + c(A)λ + d(A) > 0 for all λ ∈ R. Hence, with μ = λ + a(A)4 , we see
from (5.2) that (5.5) holds.
We have either c1 = 0 or c1 /= 0. Suppose c1 = 0. Then μ4 + b1μ2 + d1 > 0 for all μ ∈ R if
and only if either (i) b21 < 4d1 or (ii) b21  4d1 and −b1 +
√
b21 − 4d1 < 0. It is clear that (ii) is
equivalent to: b21  4d1 and min{b1, d1} > 0. Thus from (5.5), we see that when c1 = 0, (E(4), A)
is a linear 2-field onS7 if and only if either condition (1) or condition (2) holds. Now, suppose that
c1 /= 0, and define the function f (α) = 8α3 + 8b1α2 + 2(b21 − 4d1)α − c21 for all α ∈ R. Since
f (0) < 0, we infer from the continuity of f , limα−→∞ f (α) = ∞ and the intermediate value the-
orem that there exists a real α0 > 0 such that f (α0) = 0. It is known that the roots of μ4 + b1μ2 +
c1μ + d1 = 0 are the roots of the quadratic equations: μ2 − √2α0 μ +
(
b1
2 + α0 + c12√2α0
)
= 0
and μ2 − √2α0 μ +
(
b1
2 + α0 − c12√2α0
)
= 0. (For the solutions of quartic equations, see, for
example, pp. 226–231 of [7].) So, from (5.5), we see that when c1 /= 0, (E(4), A) is a linear
2-field onS7 if and only if |c1| < √2α0(α0 + b1). 
Remark 5.2. In an unpublished report, the referee shows that a quartic p(μ) = μ4 + b1μ2 +
c1μ + d1 is positive for all μ ∈ R if and only if (D > 0 ∧ (b1  0 ∨ (b1 < 0 ∧ S > 0))) ∨ (S =
0 ∧ b1 > 0), where D = −4 b31 c21 − 27 c41 + 16 b41 d1 + 144 b1 c21 d1 − 128 b21 d21 + 256 d31 and
S = 2 b31 + 9 c21 − 8 b1 d1. So, the conditions for (E(4), A) in Proposition 5.1 to be a linear 2-field
onS7 can be expressed by this formula.
Observation 5.1. Two profound differences distinguishing linear 2-fields on S3 from linear
2-fields onS7 could be explained as follows:
(i) The characterization of linear 2-fields onS3, see equation (3.1), is such that if we perturb the
entries of the matrix A on one side this will not affect the other side, while from Proposition
5.1 we see that the characterizations given for linear 2-fields on S7 are not of this type:
the quantities b1(A) and d1(A) are not independent and, in general, cannot be expressed in
terms of each other by a simple function.
(ii) Let B ∈M2(R) and A = B⊕ˆ(−BT) (see Definition 1.2). It follows from Proposition 3.1
that (E ⊕ E,A) is a linear 2-field on S3 if and only if |B| < 0. So, from the path con-
nectedness of GL−(2,R) and Proposition 3.2, we see that if (E ⊕ E,A) is a linear 2-
field on S3 then it can be continuously deformed through linear 2-fields of the forms
(E ⊕ E,B(t)⊕ˆ(−B(t)T)), t ∈ [0, 1], on S3 into an orthonormal linear 2-field. Now, let
B1 ∈M4(R) and A1 = B1⊕ˆ(−BT1 ). It follows from Proposition 5.1 that if (E(4), A1) is a
linear 2-field on S7 then |B1| > 0. The converse does not hold, as it follows from Prop-
osition 5.1 that (E(4), I4⊕ˆ(−I4)) is not a linear 2-field onS7. Thus we cannot utilize the
path connectedness property of GL+(4,R) to obtain similar deformation results for linear
2-fields onS7 to those obtained for linear 2-fields onS3.
These two phenomena make it much harder to prove strong results concerning the deformation
of linear 2-fields onS7 into orthonormal ones.
The first deformation result for a linear 2-field on S7 is established for a linear 2-field of
the form (E(4), B⊕ˆ(−BT)) with some additional conditions. The following two lemmas whose
proofs are omitted will be used.
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Lemma 5.1. Let C be a 4 × 4 matrix. Then
|C| = 1212 3434 − 1312 2434 + 1412 2334 + 2312 1434 − 2412 1334 + 3412 1234,
where all minors considered are those of C.
Lemma 5.2. Suppose that B ∈M4(R) and A = B⊕ˆ(−BT). For λ ∈ R, express Pf(λE(4) + A)
in the forms (5.1) and (5.2) (with μ = λ + a(A)4 ), where b1(A), c1(A) and d1(A) are given by
(5.3) and (5.4). Then
a(A) = c(A) = c1(A) = 0, (5.6)
b(A) = b1(A) = −[5612 + 7812 + 5634 + 7834], (5.7)
where the minors considered are minors of the matrix A, and
d(A) = d1(A) = Pf(A) = |B|. (5.8)
Let φ : [0, 1] →Mn(R) and ψ : [1, 2] →Mn(R) be two functions such that φ(1) = ψ(1).
We define φ ∗ ψ : [0, 2] →Mn(R) by
(φ ∗ ψ)(t) =
{
φ(t) if 0  t  1,
ψ(t) if 1  t  2. (5.9)
Proposition 5.2. Let A = (aij ) ∈M8(R) be such that
A({1, 2, 3, 4}, {1, 2, 3, 4}) = A({5, 6, 7, 8}, {5, 6, 7, 8}) = O4. (5.10)
For r = 1, 2, ir , jr ∈ {1, . . . , 8} such that ir < jr , let i2j2i1j1 = 
i2j2
i1j1
(A). Define α, ω and β by:
α = 5612 7834, ω = 7812 5634 (5.11)
and
β = 5812 6734 − 57126834 + 6712 5834 − 68125734 (5.12)
Assume that
7812 < 0,
56
34 < 0,
56
12 + 7834  0, (5.13)
and
α > 0,−2α < β < 0 ⇒ β2 < 4αω. (5.14)
Suppose that (E(4), A) is a linear 2-field onS7. Then it can be continuously deformed through
linear 2-fields onS7 into an orthonormal linear 2-field.
Proof. Let A({1, 2}, {7, 8})(t) = A({1, 2}, {7, 8}) and A({3, 4}, {5, 6})(t) = A({3, 4}, {5, 6}) for
all t ∈ [0, 1]. It follows from the first 2 inequalities of (5.13) and GL−(2,R) being path-con-
nected that there exist continuous functions ψ1 and ψ2 from [1, 2] intoM2(R) such that ψ1(1) =
A({1, 2}, {7, 8}), ψ2(1) = A({3, 4}, {5, 6}), ψ1(2) = ψ2(2) = −E˜ (see the definition of E˜ in
the introduction) and |ψi(t)| < 0 for i = 1, 2 and all t ∈ (1, 2). Define the functions φ1 and
φ2 by φi(t) = (1 − t)A({2i − 1, 2i}, {2i + 3, 2i + 4}) for i = 1, 2 and all t ∈ [0, 1]. Also, let
O(t) = O2 for all t ∈ [1, 2]. Define the functions : [0, 2] →M4(R) and f : [0, 2] →M8(R)
by
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(t) =
(
(φ1 ∗ O)(t) (A({1, 2}, {7, 8}) ∗ ψ1)(t)
(A({3, 4}, {5, 6}) ∗ ψ2)(t) (φ2 ∗ O)(t)
)
(5.15)
(see equation (5.9)) and f (t) = (t)⊕ˆ(−(t)T) for all t ∈ [0, 2]. Then f (t) is skew-symmetric
for all t ∈ [0, 2], f is continuous and (E(4), f (2)) is an orthonormal linear 2-field onS7. Since
(E(4), A) is a linear 2-field, A is skew-symmetric. Thus from (5.10) and the definition of f ,
we see that f (0) = A. So, it remains to prove that (E(4), f (t)) is a linear 2-field on S7 for all
t ∈ (0, 2). For r = 1, 2, ir , jr ∈ {1, . . . , 8} such that ir < jr and all t ∈ [0, 2], denote i2j2i1j1(f (t))
by i2j2i1j1(t). It follows from the definition of f that
klij (t) = (1 − t)2 klij ,mnij (t) = mnij ∀t ∈ [0, 1], (5.16)
7812(t) = |ψ1(t)|,5634(t) = |ψ2(t)| and (f (t))rs = 0 ∀t ∈ [1, 2], (5.17)
where (i, j, k, l) ∈ {(1, 2, 5, 6), (3, 4, 7, 8)}, (i, j,m, n) ∈ {(1, 2, 7, 8), (3, 4, 5, 6)} and (r, s) ∈
{(p, 5), (p, 6), (p + 2, 7), (p + 2, 8) : p = 1, 2}. Since |ψ1(t)| < 0 and |ψ2(t)| < 0 for all t ∈
[1, 2], we see from (5.13), (5.16) and (5.17) that
5612(t) + 7812(t) + 5634(t) + 7834(t) < 0 ∀t ∈ [0, 2]. (5.18)
It is clear that f (t) satisfies the hypotheses of Lemma 5.2 for all t ∈ [0, 2]. Then
c1(f (t)) = 0 ∀t ∈ [0, 2], (5.19)
d1(f (t)) = |(t)| = Pf(f (t)) ∀t ∈ [0, 2], (5.20)
and from (5.18), we have
b1(f (t)) > 0 ∀t ∈ [0, 2]. (5.21)
Let t ∈ [0, 2]. Since f (t) is real skew-symmetric, we see from (5.20) and Theorem 2.3 that f (t)
is nonsingular if d1(f (t)) /= 0. Then from (5.19), (5.21) and Proposition 5.1, we see that the
proposition follows if d1(f (t)) > 0 holds. It follows from (5.15), the 1st equality of (5.20) and
Lemma 5.1 that d1(f (t)) > 0 for all t ∈ [1, 2] and
d1(f (t)) = α(1 − t)4 + β(1 − t)2 + ω ∀t ∈ [0, 1], (5.22)
where α, ω and β are defined by (5.11) and (5.12). So, it remains to prove:
αx2 + βx + ω > 0 ∀x ∈ [0, 1]. (5.23)
We first observe that
ω > 0 and α + β + ω > 0. (5.24)
The 1st inequality follows from the definition of ω in (5.11) and the first 2 inequalities of (5.13).
Since f (0) = A and (E(4), A) is a linear 2-field, the second inequality of (5.24) follows from
(5.19), (5.22) and Proposition 5.1. Let g(x) = αx2 + βx + ω for all x ∈ R. To prove (5.23), we
consider the following cases:
Case (i): α = 0. It follows from (5.24) that (5.23) holds.
Case (ii): α /= 0 and either −β2α  0 or −β2α  1. In this case, the function g is monotone on[0, 1]. Then from (5.24), we see that (5.23) holds.
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Case (iii): α < 0 and 0 < −β2α < 1. In this case g is increasing on
[
0, −β2α
]
and is decreasing
on
[−β
2α , 1
]
. Thus from (5.24), we infer that (5.23) holds.
Case (iv): α > 0 and 0 < −β2α < 1. From (5.14), we deduce that the minimum value g
(−β
2α
)
of the function g is positive. So, (5.23) follows. 
Observation 5.2. The following example shows the need to have additional conditions to (5.10)
in order to make the deformation process in Proposition 5.2 work. Let A = B⊕ˆ(−BT), where B =
(bij ) ∈M4(R) is defined by: b32 = 3, b11 = 2, b13 = 1.7875, b14 = 0.25, b24 = b34 = b43 = 0
and all other entries of B are equal to 1. It follows from Lemma 5.2 that Pf(A) = 0.075. Then from
A being skew-symmetric and Theorem 2.3, we deduce that A is nonsingular. Thus, by calculating
the coefficients of (5.2) using Lemma 5.2, we infer from condition (1) of Proposition 5.1 that
(E(4), A) is a linear 2-field onS7. However, A violates the last of conditions (5.13), and it can
indeed be shown that it is not possible to find continuous functions fi : [0, 1] → R, i = 1, 2,
such that f1(0) = f2(0) = 1, f1(1)f2(1) = 0 and for all t ∈ [0, 1], (E(4), A(t)) is a linear 2-field
on S7, where A(t) = B(t)⊕ˆ(−B(t))T, B(t) =
(
f1(t)B11 B12
B21 f2(t)I2
)
and B(0) = B. So, it is
impossible to deform A({1, 2}, {5, 6}) and A({3, 4}, {7, 8}) into O2 by a process like the one used
in Proposition 5.2.
Remark 5.3. Suppose that A = A11 ⊕ A22 ∈M8(R), where A11 ∈M4(R). Then (E(4), A) is a
linear 2-field onS7 if and only if (E ⊕ E,A11) and (E ⊕ E,A22) are linear 2-fields onS3.
Proposition 5.3. Let A = A11 ⊕ A22 ∈M8(R), where A11 ∈M4(R). If (E(4), A) is a linear
2-field onS7, then it can be continuously deformed through linear 2-fields onS7 into an ortho-
normal linear 2-field.
Proof. The proof follows from Remark 5.3 and Theorem 3.1. 
6. Linear 2-fields onS2m−1
We observe that orthonormal linear 2-fields onS2m−1 exist when m = 2q and q  2. In this
case, the Radon number ρ(2m)  4. When m is odd and m  3 an orthonormal linear 2-field
cannot exist onS2m−1.
Lemma 6.1. Let A1 and A2 be linear operators on a real nonzero linear spaceX. Suppose that b
is a nonzero real number and x is a nonzero vector inX. Then {A1x,A2x} is linearly independent
if and only if {A1x, (cA1 + bA2)x} is linearly independent for all c ∈ R.
Proposition 6.1. Let m be an even integer such that m  4 and F ∈M2m(R) be such that
(E(m), F ) is an orthonormal linear 2-field onS2m−1. Suppose that A ∈M2m(R). Assume one
of the following two conditions:
(i) (E(m), A) is a linear 2-field onS2m−1 and A ∈ span {E(m), F }.
(ii) (E(m), A, F ) is a linear 3-field onS2m−1.
Then (E(m), A) can be continuously deformed through linear 2-fields on S2m−1 into the
orthonormal linear 2-field (E(m),G), where G ∈ {F,−F }.
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Proof. Suppose that (i) holds. Then there exist a, b ∈ R such that A = a E(m) + b F . Thus from
(E(m), A) being a linear 2-field, we deduce that b /= 0. Assume that b > 0. Define the func-
tions e : [0, 2] →M2m(R), f1 : [0, 1] →M2m(R) and f2 : [1, 2] →M2m(R) by: e(r) = E(m),
f1(s) = a(1 − s)E(m) + bF and f2(t) = [b(2 − t) + (t − 1)]F for all r ∈ [0, 2], s ∈ [0, 1] and
t ∈ [1, 2]. Let f = f1 ∗ f2 (see (5.9)). Hence e and f are continuous functions with e(0) =
e(2) = E(m) and f (2) = F . Also, it follows from A = a E(m) + b F and the definitions of f1 and
f that f (0) = A. Now, we prove that (E(m), f (t)) is a linear 2-field onS2m−1 for all t ∈ [0, 2].
Since E(m) and F are both skew-symmetric, we infer from the definitions of f1, f2 and f that
f (t) is skew-symmetric for all t ∈ [0, 2]. Let x be a nonzero vector in R2m, and let s ∈ [0, 1] and
t ∈ [1, 2]. It remains to prove that {E(m)x, f1(s)x} and {E(m)x, f2(t)x} are linearly independent. It
follows from (E(m), F ) being a linear 2-field onS2m−1 that {E(m)x, Fx} is linearly independent.
Then from the definition of f1, b > 0 and Lemma 6.1, we see that {E(m)x, f1(s)x} is linearly
independent. Also, since b > 0 and t ∈ [1, 2], we deduce that b(2 − t) + (t − 1) > 0. Thus from
the definition of f2 and the linear independence of {E(m)x, Fx}, we infer that {E(m)x, f2(t)x}
is linearly independent. The case b < 0 is treated similarly with (E(m), A) being deformed into
(E(m),−F).
Suppose that (ii) holds. Then from the definition of a linear r-field and Lemma 4.1, we
see that (E(m), ((1 − t)A + tF )) is a linear 2-field on S2m−1 for all t ∈ [0, 1]. So, g(t) =
(E(m), ((1 − t)A + tF )), 0  t  1, defines a continuous function of linear 2-fields onS2m−1,
g(0) = (E(m), A) and g(1) = (E(m), F ). 
To illuminate Proposition 6.1, we make some observations concerning the extent to which its
hypotheses can or cannot be satisfied. The referee has checked the claims of the following remark.
Remark 6.1. Let m be a positive even integer, and define F = (fij ) ∈M2m(R) by
fij =
⎧⎨⎩
−1 if i + j = 2m + 1, 1  i  m,
1 if i + j = 2m + 1, m + 1  i  2m,
0 otherwise.
(6.1)
We show that (E(m), F ) is an orthonormal linear 2-field onS2m−1. It is clear that F is skew-
symmetric and F 2 = −I2m. So, F is an isometry. Since EE˜ = −E˜E = diag(−1, 1) (see the
definition of E˜ in the introduction) and E(m) and F are both skew-symmetric, we see that E(m)F
is skew-symmetric. So, for all x ∈ R2m, we have 0 = 〈E(m)F x, x〉 = −〈F x,E(m) x〉, where the
second equality follows from E(m) being skew-symmetric. Let m = 4 and F be the 8 × 8 matrix
defined by (6.1). We make the following observations:
(1) LetAbe the 8 × 8 real skew-symmetric matrix defined bya18 = a36 = a45 = a78 = −a12 =
−1, a27 = −2 and the remaining entries aij for i < j are zeros. It can be shown that |A| = 1
and Pf(λE(4) + A) = (λ2 + 1)2. Then from equations (5.1)–(5.4) and Proposition 5.1, we
see that (E(4), A) is a linear 2-field on S7. Also, it is clear that A /∈ span{E(4), F } and
(E(4), A, F ) is not a linear 3-field on S7. So, Proposition 6.1 cannot be invoked to show
that any linear 2-field onS2m−1 can be continuously deformed through linear 2-fields on
S2m−1 into an orthonormal linear 2-field.
(2) It is possible to find a matrix A ∈M8(R) such that (E(4), A, F ) is linear 3-field on S7.
Let A = (aij ) be the 8 × 8 real skew-symmetric matrix defined by: a17 = a35 = −a28 =
−a46 = 1 and the remaining entries aij for i < j are zeros. Let (δ, ) ∈ (R× R)\{(0, 0)}.
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It is clear that δA + F satisfies the hypotheses of Lemma 5.2. Then from (5.6), we get
c1(δA + F ) = 0. Also, from (5.7), (5.8) and (δ, ) /= (0, 0), we obtain
b1(δA + F ) = 2(δ2 + 2) > 0 and d1(δA + F )
= Pf(δA + F ) = (δ2 + 2)2 > 0. (6.2)
It follows from δA + F being skew-symmetric, Pf(δA + F ) > 0 and Theorem 2.3 that
|δA + F | > 0. Then from c1(δA + F ) = 0, (6.2) and Proposition (5.1), we infer that
(E(4), (δA + F )) is a linear 2-field onS7. Thus from (δ, ) /= (0, 0) and Lemma 4.1, we
see that (E(4), A, F ) is linear 3-field onS7.
The next corollary follows from Lemma 4.1 and Propositions 5.1 and 6.1.
Corollary 6.1. Let A,F ∈M8(R) be skew-symmetric such that (E(4), F ) is an orthonormal
linear 2-field onS7 and A = A + F is nonsingular for all  ∈ R. For each  ∈ R, write the
polynomial Pf(λE(4) + A) (in λ) in the forms (5.1) and (5.2) with A being replaced by A in
both forms and μ = λ + a(A)4 in (5.2), and denote the coefficients b1(A), c1(A) and d1(A)
given in (5.3) and (5.4) by b1(), c1() and d1(), respectively. Also, for each  ∈ R, assume
that one of the following three conditions holds:
(1) c1() = 0 and (b1())2 < 4d1().
(2) c1() = 0, (b1())2  4d1() and min{b1(), d1()} > 0.
(3) 0 < |c1()| < √2α0()(α0() + b1()), where α0() is a positive real root of the equation
(in α) : 8α3 + 8b1()α2 + 2[(b1())2 − 4d1()]α − (c1())2 = 0.
Then (E(4), A) is a linear 2-field onS7 and it can be continuously deformed through linear
2-fields onS7 into (E(4), F ).
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