Abstract-Applications executed on multicore embedded systems interact with system software [such as the operating system (OS)] and hardware, leading to widely varying thermal profiles which accelerate some aging mechanisms, reducing the lifetime reliability. Effectively managing the temperature therefore requires: 1) autonomous detection of changes in application workload and 2) appropriate selection of control levers to manage thermal profiles of these workloads. In this paper, we propose a technique for workload change detection using density ratio-based statistical divergence between overlapping sliding windows of CPU performance statistics. This is integrated in a runtime approach for thermal management, which uses reinforcement learning to select workload-specific thermal control levers by sampling on-board thermal sensors. Identified control levers override the OSs native thread allocation decision and scale hardware voltage-frequency to improve average temperature, peak temperature, and thermal cycling. The proposed approach is validated through its implementation as a hierarchical runtime manager for Linux, with heuristic-based thread affinity selected from the upper hierarchy to reduce thermal cycling and learningbased voltage-frequency selected from the lower hierarchy to reduce average and peak temperatures. Experiments conducted with mobile, embedded, and high performance applications on ARM-based embedded systems demonstrate that the proposed approach increases workload change detection accuracy by an average 3.4×, reducing the average temperature by 4 • C-25 • C, peak temperature by 6 • C-24 • C, and thermal cycling by 7%-35% over state-of-the-art approaches.
I. INTRODUCTION

M
ODERN mobile embedded systems execute applications that interact with system software [the operating system (OS)] and hardware differently, generating widely varying thermal profiles and increasing the power consumption [1] . Earlier studies have shown improvement in average and peak temperatures by dynamically switching the voltage and frequency of processing cores (hardware control lever) [2] .
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Digital Object Identifier 10.1109/TCAD.2015. 2504875 An emerging concern for embedded systems is thermal cycling, i.e., the wear-out induced by thermal stress due to a mismatched coefficient of thermal expansion of adjacent material layers. A recent study [3] has shown that OS thread affinity (software control lever) has significant impact on thermal cycling. A combination of hardware and software control levers is effective in alleviating all three thermal concerns: 1) peak temperature; 2) average temperature; and 3) thermal cycling, leading to a reduced power consumption and an increase in lifetime. However, determining the optimum OS thread affinity to minimize thermal overhead (TO) while satisfying the performance constraint is an NP-hard problem; exploring the entire state space is usually difficult at runtime. The technique of [3] explores a limited subset of this state-space determined empirically at design-time for typical application workloads. On the other side, an application's thermal behavior changes within execution duration, requiring different combinations of thermal control levers. Existing techniques cannot detect application changes at runtime, and therefore a single choice is made at the start of application execution. We demonstrate in Section V, an incorrect choice of control levers can negatively impact the performance and results in higher thermal and hence, power overheads.
In this paper, we address the following challenges for runtime thermal optimization of embedded systems. 1) Detecting application workload changes at runtime.
2) Determining the right combination of hardware and software control levers once a change is detected. 3) Solving the NP-hard thread affinity problem at runtime. Contributions: Our contributions are as follows. 1) Mathematical formulation of the thermal optimization problem for embedded systems (Section II). 2) Application change detection using density ratio-based statistical divergence between overlapping sliding windows of CPU performance statistics (Section III). 3) A reinforcement learning-based low overhead runtime approach, realized as a runtime manager (RTM) for Linux (Section IV). 4) A two-step hierarchical approach for thread affinity and voltage-frequency selection, enabling finer control on temperature and addressing scalability (Section IV). 5) Validation with mobile, embedded, and CPU-intensive applications on different ARM-based platforms (Section V).
0278-0070 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. [4] , [5] This paper extends our earlier work [3] by: 1) runtime application change detection and 2) two-stage hierarchical approach for selecting thread affinity and hardware voltage-frequency. Additionally, we provide a low-overhead RTM implementation of the approach for Linux OS validated across different ARM-based embedded systems.
TABLE I MTTF CONSIDERING DIFFERENT WEAR-OUT MECHANISMS
Experiments conducted with embedded and CPU-intensive applications from MiBench, PARSEC, and the SPLASH2 benchmarks suites, along with applications typically executed on modern smartphones demonstrate that the proposed learning-based runtime approach increases workload change detection accuracy by an average 3.4×, reducing average temperature by 4 • C-25 • C, peak temperature by 6 • C-24 • C, and thermal cycling by 7%-35% over state-of-the-art approaches.
II. PROBLEM FORMULATION
The leakage power consumption of a system and its lifetime reliability are both dependent on temperature [4] , [5] . In this section, we formulate the objective we optimize in this paper.
A. Optimization Objective
As seen from Table I , three important parameters to optimize are average temperature, peak temperature, and thermal cycling, which are combined into a single objective, thermal overhead (T O ). This is computed as follows. Let
are N l thermal sensor readings collected at regular intervals in time duration t i to t i+1 . The system thermal overhead in this interval is given by
where thermal overhead is computed as: 1) the weighted sum of the mean and the max temperatures for thermal optimization or 2) the thermal cycling using the function ThermalCycle for thermal cycling related reliability [3] optimization. The weight ω is adjusted automatically at runtime depending on the thermal throttling limit, specified thermal safe value, and how frequently an application reaches the critical temperature.
B. Choice of Machine Learning
Temperature of an embedded system depends on: 1) application, e.g., type of instructions executed; 2) architecture, e.g., dynamic power consumed per instruction and memory access, leakage power, floorplan, presence of heat sink etc.; 3) environment, e.g., ambient temperature. These dependencies are not provided for commercial offthe-shelf embedded systems. Common practice is to precharacterize the platform [6] to model some of these dependencies. Additionally, hardware and software thermal control levers effect temperature differently, depending on application's workload, its cross-layer interactions with system software and hardware, and on the working environment. Therefore, we use machine learning to identify these interactions and to select appropriate control levers, to minimize the long-term thermal overhead of a system.
C. Need for Application Change Detection
Workload on an embedded system changes both within execution of an application and also when the system switches application. Workload changes result in a different thermal profile as shown in Fig. 1 , which plots CPU temperature during execution of the raytrace and the MPEG encoding applications. As seen from this figure, the thermal profile changes at 35 s when there is a switch from raytrace to MPEG encoding. Furthermore, the average temperature changes at 52 s during video encoding. This is due to a change in the frames per second requirement from 60 to 24 frames/s at this time. In comparison to the raytrace workload, the MPEG encoding workload results in lower average temperature and higher thermal cycling. This example illustrates that different thermal control levers are required for processing different workload segments, and thus necessitating an autonomous approach for detecting workload changes. 
III. APPLICATION CHANGE DETECTION
Modern processor cores (such as the ARM A-series and the Intel IvyBridge) are equipped with performance management unit (PMU) consisting of registers and counters to record hardware events during application execution. An important event relevant to this paper is the CPU cycles, defined as the number of clock cycles consumed to execute a workload (or a segment of it). Workload phase detection has recently been an active subject of research [7] , [8] . These approaches are based on multivariable offline characterization using principle component analysis. Contrary to these approaches, this paper is a runtime only approach using CPU cycles. We have chosen a single variable to reduce complexity for realtime requirements and is shown to be effective (Section V). CPU cycles is specifically selected because it provides a reasonably accurate estimate of workload phase change.
CPU cycles collected at a regular interval during application execution form time-series data; Fig. 2 plots CPU cycles for two applications- Fig. 2(a) , the sobel filter implemented using openCV and Fig. 2(b) , the fluidanimate. Change points in this workload (indicated by red-dashed lines) are time instances where statistical characteristics such as mean and standard deviation differ. Objective of this paper is to detect these change points autonomously. This can be achieved by using the statistical distance between two sliding windows as shown in Fig. 3 . In this technique, (2N − b) CPU cycles count are collected in two windows (termed as the test and the reference window, respectively) of size N each. After executing each workload segment, the CPU cycles count is pushed in the test window and all other CPU cycles count are right shifted (hence the name sliding window). Test and the reference window have b CPU cycles in common; this is defined as the overlapping depth of the technique. CPU cycles in the current and (2N −b−1) previous workload segments constitute a total of (2N − b) CPU cycles in these two windows. Total storage requirement of the sliding window-based detection technique is (2N − b) * N Bits . The statistical distance between the test and the reference window is given by
where the divergence measure D is defined as
where P test (x) and P ref (x) are the probability density functions (or simply the densities) of the CPU cycles in the test and the reference window, respectively; the function g() defines the type of divergence-for Kullback-Leibler (KL) divergence, g(t) = t log t and for Pearson divergence, g(t) = (1/2)(t − 1) 2 . As shown in [9] , estimating the density from time-series data is an NP-hard problem [10] . A common alternative is to estimate the density ratio instead [10] , [11] . Let the density ratio (
be estimated using a linear model as
where
T is the parameter to be determined from the time-series data and
T is a Gaussian kernel basis function centered around the test window and is defined as
The estimated density isP test (x) =ĥ(x; )P ref (x) . The parameter is selected such that the estimateĥ(x; )P ref (x) is as close as possible to the actual density P test (x). In other words, is selected to minimize the divergence between the actual density and its estimate. For demonstration, the KL divergence between them is defined as
To minimize this KL divergence, it is essential to maximize the second term of (6) , that is
where the definition ofĥ from (4) is used. The constraint to the above equation is based on total probability being 1, i.e., P test (x)dx = 1. Using (4), this can be written as
It can be shown that (7) together with the constraint (8) is a convex optimization problem, which can be solved using a gradient descent approach. Finally, using (2)- (5), the statistical distance between the reference and test window is expressed as
Summary: Following are steps to calculate statistical distance. 1) Generate two windows W test and W ref with the current and previous workload segment's CPU cycles. 2) Find , by solving the convex problem (7) using constraint (8). 3) Calculate the statistical distance using (9) .
A. Quality of Change Point Detection
Quality of application change point detection technique is measured in terms of the number of false positives and false negatives. These are defined as:
False Positive: An error state where the change detection algorithm identifies a change point in workload, when in reality there is no such change. A change point resets the learning algorithm (discussed in the next section). Thus, a false positive results in relearning control levers for an already learned workload resulting in learning-related energy overhead.
False Negative: An error state where the change detection algorithm fails to identify a true change point present in a workload. Thus, a false negative results in a new workload to be processed using control levers learned from an old workload, resulting in both performance and energy overheads. Representing an embedded systems as three stacked layersapplication, OS, and the hardware.
We combine these error states into a single evaluation function-detection quality, 1 defined as
IV. LEARNING-BASED RUNTIME MANAGER Fig. 4 shows a three-layer view of an embedded system. The top most layer is the application layer, which is composed of active applications. The middle layer is the OS layer (e.g., iOS, Ubuntu, and Android), which coordinates an application's execution on the hardware. Finally, at the bottom there is the hardware layer, consisting of multicore processors. All three layers interact with each other to execute an application. These interactions are indicated with arrows in the figure. The proposed RTM is indicated by the box RTM inside the OS layer.
The RTM, which uses Q-learning algorithm (a variant of reinforcement learning), repeatedly observes the current state of a system, and selects an action. The selected action changes the system's state, which is used to determine the immediate numeric payoff. Positive payoff is termed as profit and negative payoff as punishment. Initially, the RTM does not know what effects its actions have on the state of the system, nor what immediate payoffs its actions will produce. Rather, it tries out various actions in different states computing payoffs, which are stored in a table (the Q-table). This phase of the algorithm is known as the exploration phase. To make this framework robust, the RTM needs to further evaluate good decisions (those with rewards) by repeatedly selecting them and observing the state of the system. This phase of the algorithm is known as exploration-exploitation. In this phase, the RTM uses a fraction of the payoff to update the Q-table.
Finally, at the end of this phase, the RTM is said to have fully learnt a workload's thermal behavior. This phase is known as the exploitation phase, and the RTM always selects the best action (i.e., the action corresponding to the highest payoff) for a particular system state.
The RTM works at the system time ticks (indicated in the figure). It is to be noted that in this paper, we adopt a proactive thermal management approach; therefore, the next system state is predicted and appropriate actions are enforced, before the system reaches the state. In this way, the approach prevents thermal emergencies (proactive), rather than reacting when such emergencies occur (reactive). Workload prediction is inherent to this algorithm, 2 i.e.. at time t i the algorithm predicts workload for the next interval to select the best action. Specifically, at time instant t i , the RTM performs the following.
1) Computes payoff for the time interval t i−1 → t i .
2) Updates the Q-table entry corresponding to the state and action at time t i−1 . 3) Predicts the system state for interval t i → t i+1 . 4) Selects the action for the interval t i → t i+1 based on the predicted state. The mapping of different components of the Q-learningbased runtime approach are discussed next.
Payoffs: Payoff defines the optimization objective, which in our context is the thermal overhead (average temperature, peak temperature and thermal cycling, combined using 1). Since we are concerned with a constrained optimization problem, the performance constraint needs to be incorporated in the payoff, which is given by the following equation:
where P(t i ) is the payoff calculated at time instance t i , F i is the application performance during the interval
is the thermal overhead of the system in this interval (1), F c is the performance constraint, K is a constant, and w t and w s are, respectively, the weights for the temperature and performance. The performance of an application is the inverse of its timing requirement. The equation is interpreted as follows: if the performance obtained in the interval of interest is greater than the performance constraint, the thermal overhead is used to compute the payoff. On the other hand, if there is performance violation, the negative of the performance slack is used as the payoff to prevent the system from reaching this state again in the future. System State: The state of an embedded system is represented using CPU cycles obtained by reading the PMU. However, for some systems, direct accesses to performance registers are disabled in the user mode of operation. For such systems, CPU utilization can be used as an alternative [12] . Thus, the system state s i at time t i is given by
where Statistics(t i−1 → t i ) is the performance-related statistics (CPU cycles or utilization) in the interval t i−1 → t i . CPU cycles or utilization is a real number in the interval 0 to MAX. To limit the state space, each state s i is discretized to one of the N s levels and is indicated asŝ i . These discrete states form rows of the Q-table. System Action: The action space comprises the thermal control levers-processor voltage-frequency (hardware lever) and thread affinity (software lever), similar to [3] . Let the affinity be represented as a matrix
where N t is the number of threads, c k j is the core where thread j is allocated in the kth configuration, and c k j ∈ {c 1 , c 2 , . . . , c N c } with N c being the number of cores. Most embedded and high performance systems allow chip-wide DVFS, i.e., all processing cores are in the same voltage domain, allowing a single setting for all cores. Therefore, the kth action can be represented as
that is, an action is composed of the thread affinity matrix and the voltage-frequency value for all cores. Here,
the N f voltage-frequency pairs supported on the hardware. Usually, OS allows scaling the frequency using the cpufreq application programming interface. The voltage is scaled proportionately. Therefore, (14) can be simplified to
These actions form columns of the Q-table. The total number of actions of the Q-learning is given by
Clearly, the number of actions grows exponentially with an increase in the number of threads and cores. Later in Section IV-A, we discuss algorithmic modifications to limit the number of actions of the Q-learning algorithm.
Q-Table Update:
The Q-table entry corresponding to a stateaction pair at time t i−1 is updated at time t i , using the payoff as given
is the learning rate and represents fraction of the payoff used as learning experience for updating the Q-table entry. This is computed as (18) where N v is the number of visits, and N explore and N exploit are the constants indicating the limits of the Q-learning stages, i.e., exploration and exploitation. These parameters are selected considering the tradeoff between Q-table convergence rate and exploration time. For a balance of these metrics, we have used N explore = 3 and N exploit = 8 (similar to of [3] ). Action Selection: As discussed before, the RTM selects an action at time t i for controlling the thermal overhead in the time interval t i → t i+1 (proactive approach). So, the RTM first needs to predict state of the system for interval t i → t i+1 ; subsequently, the RTM selects an action that has previously resulted in the least thermal overhead for that state. To effectively predict the system state, we use the EWMA technique. In this technique, the predicted system state p i+1 during the time interval t i → t i+1 is given by
where γ is the smoothing factor. The equation is interpreted as follows. The predicted state in time interval t i → t i+1 is determined from the predicted state during interval t i−1 → t i (i.e., p i ) and also, the actual state during this interval (i.e., s i ).
The action selected for this interval is given by
where Q- 
A. Reducing the Action Space
As shown in 16, the number of actions increases exponentially with the number of threads and cores. This also increases: 1) the size of the Q-table required to store learning values; 2) the power required to retain the Q-table values in RAM; and 3) the time required for the algorithm to learn the thermal behavior, before applying appropriate thermal control levers. Memory and power overhead are reported in Table II (columns 2-3) for different thread combinations on the experimental platform with a dual-core ARM A9 CPU.
The power overhead is computed as follows. The total number of entries in the Q-table = N a ·N s . Each entry is represented using bits. The power needed to retain a bit is obtained using [13] . The nonhierarchical (flat) approach of integrating thread affinity and frequency selection as part of the same Q-table results in exponential growth of the table size and a corresponding increase in the power required to retain Q-table values as the number of threads increases. It is interesting to note that with eight threads, the power consumption is as high as 2.5 mW. The power consumption also increases linearly as the number of frequency levels increases. To prevent state space explosion and providing a reasonable Q-table size, we adopt a two-level hierarchical approach: 1) heuristic-based thread affinity selection and 2) learningbased frequency scaling. Thread affinity is selected at a higher interval, called the thread affinity selection interval (TSI). Frequency is scaled at a shorter interval, called the frequency selection interval (FSI). The choice of TSI and FSI are justified in Section V.
B. Hierarchical RTM Algorithm
Algorithm 1 provides the pseudocode of the hierarchical RTM, where affinity selection is performed using a greedy heuristic (lines 1-26) and frequency selection is performed using the Q-learning algorithm (lines 28-35), which is the simplified version of the learning algorithm used in our earlier work [3] .
An array M a is used to store the affinity matrix, i.e., M a [i] stores the core id where thread i is mapped. At the start of the algorithm, threads are distributed equally on the cores, i.e., M a [i] = i(modulo)N c . This balances the number of threads on the cores. The thermal overhead using this balanced thread distribution is computed and stored in a local variable TO. Subsequently, the greedy algorithm is triggered. Two running variables tid and cid are used to hold the values of the current thread and core, respectively. These are initialized in line 2 of the algorithm. The affinity matrix is changed by allocating thread 0 on core 0. It is to be noted that another local variable rerun is initialized to 1 and is used to determine the termination of the greedy algorithm.
The algorithm takes the previous frame's temperature as an input. This temperature is pushed in two arrays TA01 and TA02 for use in affinity selection and frequency selection subprocesses, respectively. At every TSI, the algorithm calculates the thermal overhead [using (1) ] from the thermal sensor samples (line 6). This is stored in the array TempArr corresponding to the currently selected core. The application performance is determined (line 7). If this performance is lower than the performance constraint F c (i.e., the performance is violated), the array entry TempArr[cid] is replaced by infinity or a very large number (line 8), such that this thread-core selection is avoided in the subsequent step. The core id is incremented; a core id of zero indicates that all core combinations for the current thread has been explored. The core id with the least thermal overhead is selected (line 12) and the assignment is permanently changed (line 13). The thread id is incremented to repeat the process for the next thread.
The greedy algorithm is terminated using the local variable TO as shown in lines 17-24. A thread id and the core id of zero indicates that the algorithm has reached one complete iteration of thread-core selections. After this iteration, the thermal overhead is compared with the initial thermal overhead TO. If the thermal overhead is reduced, then the local variable TO is updated with the new value of the thermal overhead, and an another iteration is initiated. Otherwise, the rerun variable is reset causing the algorithm to terminate.
Frequency selection is performed using the Q-learning algorithm (discussed in details in Section IV).
C. Scalability of the Hierarchical Approach
Table II (columns 4-5) reports the memory and power required for the Q-table entries using the hierarchical approach on the same experimental platform and with the same setup. It is to be noted that, for the hierarchical approach, the Q-table stores only the frequencies as the actions. Therefore, the size and the retention power are both independent of the number of threads. For eight threads, the proposed approach results in a 64× reduction of Q-table size and a similar reduction in power consumption. To evaluate the scalability of the hierarchical approach, Fig. 5 plots the number of frames needed by the learning algorithm to reach the exploitation state for five applications executed on the PandaBoard with a dual-core ARM A9 CPU (Table IV) . The number of frames to reach the exploitation stage is an indication of the convergence time of the algorithm. As can be seen from this figure, the hierarchical approach results in a lower convergence time than the nonhierarchical one. This is because thread-affinity selection is performed using a greedy search as opposed to being part of the Q-table-based exploration in the nonhierarchical technique. On average, the hierarchical approach reduces convergence time by 3.2×, signifying the scalability. Fig. 6 shows a timing diagram illustrating the execution of two applications-application A followed by the execution of application B. Application A has a workload change during its execution (at time t 1 ) and application B has a relatively constant workload. The switch from applications A to B takes place at time t 2 . The Q-learning algorithm and the change point detection algorithm are implemented as separate threads and are allowed to be executed on any core alongside the application threads (controlled using thread affinity). As seen in the figure, the workload change of A at time t 1 is detected using the change detection thread (indicated by a value of 1 in the timing diagram); the Q-learning thread is signaled to reset the Q-table in order to restart the learning process. A similar sequence of events follow when there is a switch of application (at time t 2 ).
D. Implementation Details
Communication between these threads are implemented as message queues. There are two queues implementedframeQ and changeQ. The frameQ is a signal from the application thread to the Q-learning thread indicating the completion of a frame. This is used along with a hardware timer to compute the frame rate, which is then used to determine the performance impact of hardware and software control levers (refer to Section IV). The ChangeQ is a signal from the change detection thread to the Q-learning thread, forcing the Q-table to reset. The interprocess communication delays using the message queues are illustrated in the figure with red-dashed lines.
V. RESULTS
Experiments are conducted with CPU-intensive and embedded applications to demonstrate the proposed approach. The CPU-intensive applications are taken from PARSEC and the SPLASH2 [14] benchmark suites, and embedded ones from MiBench [15] . Additionally, a few mobile applications are also considered. Applications used for validation of our approach are listed in Table III . Each application is transformed to a periodic structure, where the application is executed for several iterations; each iteration is accompanied by a deadline, which serves as the performance requirement. At each iteration, multiple threads are spawned, with each thread performing some task on the input data. These iterations are referred to as frames throughout the remainder of this paper. It is important to note that video applications (ffmpeg, openCV.sobel, etc.) automatically align to this general structure with a frame representing a video picture or a group of pictures. These applications are executed on three ARM-based embedded platforms, each running Linux. Characteristics of the systems-on.chip (SoCs) for these platforms are reported in Table IV . Unless otherwise stated, all experiments are conducted on the Jetson platform; however, thermal results on the different platforms are provided in Table V to demonstrate the consistency of our result across different platforms. The scope of this paper is limited to homogeneous systems. GPUs present in some of the experimental boards are forced into sleep mode by the OS to minimize their thermal impact on CPU.
Temperature results are directly recorded from on-board thermal sensors, which intrinsically incorporates the resistivecapacitive thermal behavior of the system. Additionally, through the machine learning we learn the relationship between input workload and output thermal response. In all experiments, we have disabled default thermal management policies of the OS to fairly estimate the thermal improvements. Fig. 7 plots three thermal parameters for five applicationsthree mobile (fft, x264, and openCV) and two CPU-intensive ones (streamcluster and swaptions). Results obtained using the proposed technique are compared with two state-of-the-art approaches-Linux's default on-demand governor [16] and the learning-based technique of Ge and Qiu [17] . A common trend to follow from this figure is that average and peak temperatures are higher for CPU intensive applications compared to mobile applications. This is expected because CPU-intensive applications demand high processing power, resulting in high CPU utilization and elevated temperatures. As seen from the figure, the technique of Ge and Qiu [17] improves average and the peak temperatures significantly compared to the on-demand governor. On average, this technique minimizes average temperature by 10 • C and peak temperature by 6 • C. These improvements are due to the consideration of peak temperature in the optimization objective, which also improves the average temperature. It is important to note that, due to the consideration of peak temperature, this technique achieves the lowest peak temperature for some applications such as the swaptions. However, this technique does not guarantee reducing thermal cycling. This can be seen for the streamcluster application, where the technique of Ge and Qiu [17] has increased thermal cycling related damage by more than 140% compared to the on-demand governor.
A. Thermal Improvement Across Different Applications
In comparison to these state-of-the-art approaches, the proposed approach balances all thermal parameters. For some applications such as the fft, the proposed approach outperforms both these state-of-the-art approaches in terms of all three thermal parameters. Specifically, for this application, the proposed approach reduces average temperature by 27.2 • C, peak temperature by 27.5 • C, and thermal cycling by 54% with respect to the on-demand governor. In comparison to the technique of Ge and Qiu [17] , improvements in these thermal parameters are 21.3 • C, 23.5 • C, and 31%, respectively. For applications such as the streamcluster, average temperature using the on-demand governor is 90 • C. This high temperature degrades platform reliability, increases power consumption, and negatively impacts performance by throttling the CPU. These limitations are addressed in the proposed technique and also in the technique of Ge and Qiu [17] . While the technique of Ge and Qiu [17] have reduced the average temperature to 74.5 • C (reduction by 14.5 • C), thermal cycling is increased by 140%. The proposed two-stage hierarchical approach controls both these parameters efficiently; reducing average temperature further to 60.6 • C (a further reduction of 13.8 • C) and thermal cycling by 30% with respect to the technique of Ge and Qiu [17] .
Summary: On average for all applications considered (including those not shown in Fig. 7) , the proposed approach reduces average temperature by 4 • C-25 • C, peak temperature by 6 • C-24 • C, and thermal cycling related damage by 7%-35% compared to the existing technique of Ge and Qiu [17] .
B. Thermal Improvement Across Different Platforms
To demonstrate consistency of the proposed approach across different embedded platforms, we conducted an experiment with different applications, comparing the average temperature and the thermal cycling obtained using our approach with the on-demand governor. For the tachyon application on data set 1, the proposed approach reduces average temperature by 18.6 • C compared to the on-demand governor on the PandaBoard with dual core A9 CPU. However, the approach increases thermal cycling by 29%. On quad core A15 CPU-based Jetson TK1, the proposed approach reduces average temperature by 18.1 • C and reduces thermal cycling by 4.2%. It is interesting to note the improvement in thermal cycling in moving from dual core to quad core. This is because, with quad-core system, the affinity lever has more state space to explore than a dual core system, achieving better results. A similar trend is observed for Odroid XU3 with 8 cores. It is to be noted that the table reports average temperature and thermal cycling; the improvement in peak temperature is on a similar scale as the average temperature.
Summary: For all applications and data sets considered, the proposed approach outperforms existing techniques in all three thermal aspects. Furthermore, the improvement using our approach increases with more number of cores, demonstrating its suitability for future many-core systems. Fig. 8 plots the time taken for decoding each frame of a reference 1080p video played using the ffmpeg application. The application is configured to drop frames if the decoding time exceeds a fixed threshold. As seen in this figure, a frame is dropped when the decoding time exceeds 50 ms for a 24 frames/s video. This threshold is set by the ffmpeg applications and can be overridden in the user mode. There are 17 frames being dropped during decoding of 260 frames. This is because the proposed RTM reduces the frequency of operation for these frames to mitigate the increase in thermal aspects. For all decoded frames, the average decoding time is 42.3 ms instead of 41.67 ms for a 24 frames/s video. This increase in decoding time results in performance loss (1.5%); however, gaining significantly on thermal parameters (13.2 • C reduction in average temperature and over 80% improvement in thermal cycling, refer Table V, column 7).
C. Performance-Thermal Tradeoff
To summarize the results for other applications, we conducted experiments with 20 different applications from the benchmark suites previously discussed. Fig. 9 shows a performance summary for these applications. The x-axis of this figure reports the percentage performance variation using the proposed approach (with respect to the specified deadline). The length of each bar represents the number of applications with the corresponding violations. In representing the number of applications, we used a ceiling function. As an example, the ffmpeg application has a steady-state performance violation of 1.52% and is represented along with other applications as part of the bar corresponding to a violation of −2%. It is important to note that 70% of applications (14 out of 20) have negative performance variations implying that, for these applications, the proposed approach achieves thermal improvements by trading less than 5% in performance. There are six applications which have positive performance variations, i.e., for these application the proposed approach is not able to exploit remaining application slack for thermal improvement opportunities. The highest performance slack that remains to be exploited is 3% (in the figure, the number of application with performance variation of 4% or above is zero).
D. Impact of Change Point Detection on Performance
As highlighted before, in the context of change point detection, false negative has high performance penalty. To highlight this, an experiment is conducted with the ffmpeg decoder playing a 720p video encoded at 24 frames/s. Fig. 10 shows performance slack for two scenarios: 1) Fig. 10(a) , without change point detection (such as [3] and [17] ) and 2) Fig. 10(b) , with the proposed change point detection approach. In both scenarios, the Q-learning-based run-time approach learns thermal control levers for the video workload during the initial phase (1-80 ms). After this, the learning algorithm reaches the exploitation phase where good actions are selected to satisfy performance (24 frames/s) and minimize thermal overhead (not shown explicitly in the figure). At around 550 ms, there is a change in workload due to change in video scenes. From this point forward, the two scenarios differ significantly. Without change point detection, the corresponding Q-learning-based run-time approach applies thermal control levers leaned from the initial workload on this new workload. This results in high performance violation for the new workload, with violations as high as 50% reported for some frames. It is to be noted that the ffmpeg application is configured to drop frames if there is performance violation. As a result, there are significant jitters in the video.
With change point detection, the proposed Q-learning-based run-time approach restarts learning all thermal control levers at 550 ms; 150 ms later (i.e., at 700 ms), the proposed runtime approach again reaches the exploitation phase. At this phase, good actions are selected for this new workload and there is (10) no performance violation. This demonstrates the significance of change point detection for thermal optimization, which is not addressed by any existing techniques.
E. Parameters for Change Point Detection
As discussed in Section III, there are two parameters for the change detection technique. These are the size of the sliding window, N and overlapping depth b. An increase in N increases detection quality, however, at the expense of increase in the latency, i.e., delay in detecting a change. To demonstrate this, Fig. 11 plots the latency versus accuracy tradeoff for the density ratio-based change detection technique applied to detect changes in the ffmpeg application playing a 1080p video. As can be seen, with an increase in N, the detection latency increases exponentially. For all experiments in this paper, we choose N = 14. This gives a detection latency of less than 40 ms (less than a frame for 24 frames/s video). Similar experiments are conducted for the parameter b, where the detection quality increases with an increase in b, saturating at b = 5. We used this value for all experiments.
F. Detection Quality of Change Point Detection Approaches
Table VI reports the detection quality of the proposed KL-based change point detection algorithm compared with Manhattan distance-based and CPU cycles differencebased detection techniques, which are used in existing works [3] , [18] . The detection quality is computed using (10) .
From the definitions of false positive and false negative (Section III), it can be reasoned that the number of false negatives is always less than or equal to the number of change points. However, there is no such constraints on the number of false positives, meaning that the total number of false positives and false negatives can be greater than the total number of change points, resulting in negative value of the detection quality. This is seen for the CPU cycles differencebased detection approach on the MPEG encoding application for all three data sets. The detection quality of Manhattan distance-based approach is higher than the difference-based approach. The KL divergence used in the proposed approach results in the highest detection quality with an improvement of 1.8 − 6.4 × (average 3.4×) compared to Manhattan distance-based approach.
Finally, column 7 of the table reports the detection quality using the multivariable offline characterization technique of [7] . For this, the first set of each application (set 1/clip 1/seq 1) is part of the training data sets used in the principle component analysis process. As a result, the detection accuracy for these sets is high. However, when the offline characterization approach is applied to unknown sets at runtime (set 2/set 3), the detection quality is lower than that of the proposed single variable-based approach using KL divergence for the MPEG encoding and MPEG decoding. For the tachyon application, results are comparable. Thus, multivariable offline characterization approach results in higher detection quality for some application and data sets. However, higher quality is not always guaranteed. Compared to this, the proposed singlevariable approach is a runtime only approach: no training is needed and yet delivers over 70% detection quality for all applications and data sets.
G. Evaluation of EWMA as the Prediction Scheme
One of the important aspects of the proposed Q-learningbased run-time approach is its proactive nature, i.e., preventing a system from reaching thermal emergencies. Accuracy of this approach is dependent on accurate prediction of future states using EWMA. To demonstrate this, Fig. 12 plots the difference between the actual and the predicted workload for four applications: basicmath and jpeg from the MiBench benchmark suite, sobel filtering (an OpenCV application commonly used in mobile phones for face recognition) and Web page (a Web page rendering application commonly executed on an embedded system). In this figure, the actual workload is plotted in red and the predicted one in black for these four applications. The root mean square error in workload prediction is also reported (as percentage) for each of these applications. As can be seen, the EWMA-based prediction is able to predict CPU cycles accurately, justifying its choice for the proposed proactive thermal management approach.
H. Selection of Control Intervals
The FSI plays an important role in determining the average temperature and the thermal cycling related damage. To demonstrate this, Fig. 13 plots the average temperature (in blue) and the thermal cycling (in red) for the freqmine, a data mining application. As seen from this figure, choosing a low FSI (say 1) results in higher thermal cycling but allowing finer control over temperature. On the other hand, choosing a high FSI (say 15) results in lower thermal cycling but at the expense of higher average temperature. The figure also plots the product of thermal cycling and average temperature (in black) as identified in the figure with the legend CAT product, which represents the average thermal stress (Table I, row 6). It can be seen, the product of the two thermal parameters first decreases and then increases again (due to the conflicting nature of the two thermal parameters as discussed). An FSI of ten results in the minimum value of the thermal stress.
To illustrate the impact of changing the TSI on energy and reliability, a joint metric, energy per unit reliability (EPR), is introduced. EPR represents the energy overhead (in KJ) incorporated in the system per unit increase in reliability measured as the mean time to failure (MTTF). This is calculated as EPR = Energy(KJ)/MTTF(years), i.e., by dividing the energy consumed per iteration of the application by the MTTF obtained assuming the application is executed infinitely on the system. As discussed in Section II, the thread selection interval influences primarily thermal cycling-related aging. Therefore, thermal cycling-related MTTF is only considered to compute the EPR. Fig. 14 plots the EPR obtained using the proposed RTM for the same four applications, with TSI varying from 1 to 200. When TSI is small, there is frequent switching of application threads. This increases the timing overhead and degrades performance. To meet the performance requirement, the proposed Q-learning-based run-time approach raises the hardware frequency, and therefore the energy consumption is higher for lower TSI. On the other hand, lower TSI results in finer control on thermal cycling and therefore, the reliability values are also higher. When the TSI is increased, the energy overhead decreases and so does the reliability. When the two objectives are combined (as EPR), the value of EPR first decreases and then starts increasing. This is because initially, the decrease in energy dominates over the decrease in reliability causing a fall in ERP. However, beyond a point, the decrease in reliability starts dominating over that in energy consumption causing the overall EPR to increase. This is the general trend observed for most applications. The value of TSI corresponding to the minimum EPR is to be selected. As seen from the figure, TSI = 100 results in best energy-reliability tradeoff for most applications. 
I. Parameters Selection for Different Applications
J. Performance Obtained at Different Learning Stages
As discussed in Section IV, the Q-learning algorithm of the proposed approach incorporates performance constraint in calculating the payoff (11), i.e., the Q-learning algorithm controls thread affinity and voltage-frequency scaling such that all thermal parameters are improved while satisfying an application's performance constraint. It is to be noted that, in the exploration phase of the Q-learning algorithm, some selected actions violate the performance requirement. However, as the algorithm reaches the exploitation phase, actions satisfying the performance requirement are only selected. To illustrate this, Fig. 15 plots the performance slack for two applicationsx264 and the swaptions, executed for a period of time. As can be seen, there are performance violations (negative slacks) during the exploration phase (0-20 s) of both these applications with maximum violation of 5.8% and 8%, respectively. For x264 (video playback), a 5.8% violation translates to a decoding time of 44 ms compared to the required 41.6 ms for a 24 frames/s video. This performance degradation (although not desired) does not degrade user experience significantly. In the exploitation phase, however, there is no performance violation.
VI. RELATED WORKS
Thermal optimization has received significant attention recently due to its superlinear dependency on leakage power and lifetime reliability. Some of these works make decisions at design-time, determining application mapping and the voltage-frequency of processing cores so as to minimize temperature-related wear-outs [6] , [19] , [20] . Contrary to design-time techniques, runtime techniques scale the voltage and frequency of processing cores dynamically in response to the application executing on the system. A thermal prediction model is developed in [2] based on an offline thermal and power characterization of an application. Using this model, optimal and heuristic scheduling techniques are proposed for dynamic thermal management of single instruction set heterogeneous multiprocessor SoCs (MPSoCs). This technique suffers from the following limitations: the accuracy of the offline characterization of an application is dependent on the workload used for the characterization process; the approach is dependent on multiprocessor thermal equivalent models that are difficult to obtain from manufacturer datasheets and are overly expensive to solve at run-time; thermal cycling is not considered; and the approach is system-dependent and therefore needs to be recharacterized for all MPSoCs, even with the same architecture.
A dynamic thermal management approach is proposed in [21] based on a lumped thermal control model. Using this, an approach is proposed to optimize the performance of an application with soft thermal constraints. This approach also suffers from similar limitations as discussed before. A distributed agent-based approach is proposed in [22] that uses fast context-aware task migration to minimize peak temperaturerelated hotspots. This approach does not minimize average temperature and thermal cycling. A reinforcement learningbased thermal management approach is proposed in [17] that uses feedback from hardware thermal sensors to adjust the voltage and frequency of processing cores. This paper performs performance-aware thermal management using reinforcement learning, similar to our approach. However, decisions are based on thermal sensor readings which are slow to capture thermal changes and therefore, proactive thermal management is not as effective as our approach, which is based on CPU performance counters (refer to Section V for detailed comparison). Additionally, the technique does not adapt to workload-specific variations.
Another learning-based approach is proposed in [23] to manage temperature of multiprocessor systems and selects between a set of expert policies depending on workload characteristics. HotSpot is used for temperature modeling based on thermal characteristics of UltraSPARC. However, HotSpot has a known limitation on accuracy and simulation time [6] , making this approach difficult to use for real-time applications. A control-theoretic approach is proposed in [24] to optimize the lifetime reliability of a multiprocessor system. Task scheduling decisions are controlled at longer intervals and the voltage/frequency scaling is performed at a shorter interval. Another control approach is proposed in [25] to manage the temperature of applications running on multiprocessor systems. A thermal-safe power budgeting is proposed in [26] and [27] for dynamic thermal management of manycore system. A fast even-driven approach is proposed in [28] to estimate the temperature of a multiprocessor system. Based on this, a thermal aware scheduling approach is proposed to reduce the temperature of the system at run-time. Apart from these works, there are other studies to reduce the power consumption of a multicore system by scaling the hardware frequency dynamically [29] - [32] . However, as shown in [22] , these approaches cannot guarantee to minimize a system's thermal overhead effectively for all application.
A common limitation of all these run-time thermal management approaches is that, these approaches cannot detect application changes autonomously. Therefore, thermal control levers cannot be selected optimally for all workload variations. To provide such capabilities, these techniques require either application or user to explicitly indicate such workload changes, complicating the software development.
VII. CONCLUSION
We propose a Q-learning-based runtime approach for thermal management of embedded systems. This approach is implemented as a hierarchical RTM for Linux OS, with thread affinity selected from the upper hierarchy to control thermal cycling and processor voltage and frequency selected from lower hierarchy to control average and peak temperatures. Thread affinity selection is facilitated by a greedy heuristic, while the voltage-frequency selection is facilitated using reinforcement learning algorithm. The overall RTM uses statistical divergence-based change point detection to detect changes in application workload in order to select the most appropriate combination of thermal control levers to manage all thermal aspects efficiently. Extensive evaluation with multimedia and high performance applications on different ARM-based embedded boards demonstrate the advantage of the proposed approach. Our continuing work is to demonstrate this approach with concurrent applications and GPUs. An open source Linux governor implementation of the RTM will be made available online for the benefit of the research community.
ACKNOWLEDGMENT
Experimental data used in this paper can be found at DOI:http://dx.doi.org/10.5258/SOTON/383667.
