Abstract-In multi-radio wireless mesh networks, a network device simultaneously transmits packets over different channels by using multiple radios. Such frequency diversity not only increases throughput but makes multi-path routing approaches extremely interesting. This is because the channel diversity reduces the risk for intra-and inter-flow interference. A fundamental problem to solve is the forwarding strategy which determines which packets to be sent over what multi-path segments at any given time. Ideally, the forwarding strategy should schedule flows according to the capacity constraints imposed by the channel assignment. However, the possibility to improve MAC layer efficiency by aggregating small packets into larger ones is reduced when packets are forwarded to different next-hops. In this paper, we develop a novel packet forwarding strategy for multi-radio mesh networks that combines the benefits of multi-path routing with packet aggregation. In our cross-layer approach, we effectively trade-off aggregation opportunities with channel diversity. Simulation results show that our approach can improve network throughput and delay by up to 15 percent and 25 percent, respectively, compared with aggregation unaware forwarding strategies.
I. INTRODUCTION
Wireless mesh networks (WMNs) are considered to be a new and promising technique to provide Internet connectivity for, among others, cities, rural areas and user-communities. In this work, we focus on IEEE 802.11 [1] based mesh networks, which share many properties and problems with multi-hop adhoc networks such as intra-and inter flow interference and high overhead for sending small packets due to the properties of the MAC layer.
Interference can be reduced by using multiple radios tuned to different channels. IEEE 802.11b/g and IEEE 802.11a have, theoretically, three and thirteen (as defined by FCC) orthogonal (non-overlapping) channels [2] . Using multiple channels greatly improves the network capacity by reducing contention on highly occupied links. In addition, multi-path routing allows to better utilize the channel diversity as a flow can be sent over multiple paths, which further reduces the risk of intra and inter-flow interference if the path segments are on different frequencies. In order to improve network throughput, multipath routing algorithms can take into account the capacity constraints given by the channel assignment algorithm [3] .
Another technique which allows to increase network capacity is packet aggregation. Here, several packets are aggregated into a single transmission unit. This is particularly efficient when the overhead for a single transmission is high. The benefits of packet aggregation have been shown in several works, such as [4] , [5] and [6] . The recent IEEE 802.11n [7] standard has also adopted aggregation as an optional feature to improve performance.
Deploying packet aggregation in multi-channel multi-path environments may result in suboptimal performance. This is because multi-path routing algorithms typically spread packets among different next-hop neighbors in the attempt to achieve efficient load-balancing, whereas only packets that must be forwarded to the same next hop can be aggregated. Due to this trade-off, it is important to effectively combine multi-path routing and packet aggregation.
The key contribution of this paper is a novel packet scheduling method for multi-path forwarding over multichannel, multi-radio wireless mesh networks. While previous approaches try to either satisfy the link rates as given by the channel assignment or try to balance the load over different paths, our scheme takes into account both the capacity constraints given by the channel assignment algorithm and packet aggregation opportunities. Our algorithm exploits crosslayer information, such as the status of the sending queues, and makes the forwarding decision so as to improve packet aggregation and hence the MAC layer efficiency. To the best of our knowledge, this is the first attempt to combine multipath routing and packet aggregation in an effective way for multi-radio multi-channel mesh networks. Simulation results show that our approach can improve network throughput by up to 15 percent and average delay by up to 25 percent.
The rest of the paper is structured as follows. Section II introduces the channel assignment, multi-path routing and packet aggregation algorithms in wireless multi-hop networks. Section III presents our simulation results. Section IV relates our work to state-of-the-art. Finally, section V concludes the paper.
II. ARCHITECTURE
In our approach, we explicitly distinguish between routing and forwarding. The routing algorithm builds the routing tables and finds one or multiple paths for any given sourcedestination pair. In contrast to single path routing, our algorithm calculates multiple candidate next-hops at every node for each source-destination pair. The forwarding algorithm selects then for each packet the next-hop among the candidate nexthops.
A. Channel Assignment and Routing
The channel assignment algorithm ensures that the network is connected and that, if certain relative flow-rates are respected between links, the network capacity is maximized. It goes through three phases: i) calculation of a set of precomputed flow-rates, which represent the desired utilization of the links. The calculation is performed using the max-flow algorithm [8] , with the objective of maximizing the aggregate network throughput; ii) the channels to be assigned to the wireless interfaces are calculated trying to make the precomputed flow-rates schedulable; iii) if the second step does not succeed, the pre-computed flow-rates are scaled down, in order to obtain a set of schedulable flow-rates. The output of the channel assignment algorithm is the computed set of flowrates and a set of wireless channels to be assigned to nodes. The routing algorithm determines the potential paths between each source-destination pair using a hop count metric. More information on the channel assignment and routing can be found in [3] .
B. Packet Aggregation
The basic idea of packet aggregation is to improve MAC layer efficiency by aggregating several packets into a single transmission unit. This reduces the number of MAC-layer transmissions and the related overhead and significantly reduces contention for highly congested links. We use hopby-hop aggregation, as it provides more aggregation opportunities than end-to-end aggregation [9] . Here, every node independently aggregates packets which should be transmitted to the same next hop. At the receiving interface, the node deaggregates an aggregated packet and inserts the de-aggregated packets into the local network stack.
A single transmission unit is called an aggregation packet. Such aggregation packets can be link layer frames or IP packets, depending on the particular technique used. In this work we have used IP packets, as in [10] and [11] . since this allows to deploy aggregation without requiring changes or native support at the MAC layer. Therefore, our system can be used with 802.11a/b/g interfaces which, in contrast to 802.11n, do not support MAC layer aggregation. In our approach, an aggregation packet will contain several IP packets. An additional aggregation header allows to distinguish between aggregated and un-aggregated packets. A packet is aggregated when it is combined with at least one other packet inside an aggregation packet. We measure the efficiency of our method by calculating the aggregation ratio, which denotes the percentage of packets which are aggregated.
We implemented packet aggregation in an aggregation module, which extends the functions of a network interface. Such aggregation module stores and aggregates packets before passing them to the real network interface for transmission. Internally, it stores the packets in different queues, one for each next hop neighbor that can be reached through the network interface. When a packet is received by the aggregation module, it is timestamped and put into the appropriate queue, i.e. the queue of the next-hop the packet is destined to. The time-stamp is used later to determine how long the packet has been queued already. If there are more packets in a queue that can fit inside one MAC frame, an aggregation event is triggered, i.e. the aggregation module aggregates as many packets as possible from the queue while respecting the packet order. The resulting aggregation packet is sent as soon as the interface becomes ready. The remaining packets are left in the queue for the next aggregation event. An aggregation event is also triggered when the network interface becomes ready to transmit and one of the queues has packets to send. If more queues are ready, the queue with the oldest packet is served first to avoid starvation.
Packets can be purposely delayed in order to increase the aggregation ratio. The maximum amount of such artificial delay is controlled by the AggregationMaxDelay parameter. An aggregation event is triggered when the first packet in (any) queue has stayed for at least AggregationMaxDelay time. When the network traffic is low, this parameter induces artificial delay, which increases the number of packets in the queue and thereby increases the aggregation ratio. When traffic is high, typically a queue contains enough packets to fill one MAC frame and packets are normally not delayed. Note that slightly delaying packets for aggregation may actually reduce the total end-to-end delay in a multi-hop environment. The reason is that the reduced contention implies reduced backoff times and fewer packet re-transmissions. This has been shown to be beneficial even for VoIP services, where the controlled delay introduced to aggregate packets increased the total achievable mean opinion score (MOS) [12] .
The main idea of this paper is to exploit information on aggregation opportunities at the forwarding layer (see next section), which decides for each packet which next hop to use. Therefore, we inform the packet scheduler about the available space left in each aggregation queue and the remaining time for each aggregated packet to be sent.
C. Forwarding Strategies
In this section we describe our forwarding strategies, which decide the next hop for each packet, among the candidate nexthops as determined by the routing module.
1) L2R (Layer 2 Routing):
L2R distributes traffic on links in proportion to the flow-rate, i.e. desired utilization, given by the channel assignment algorithm. In order to do so, each node records the amount of bytes sent on each link to its neighbors, and chooses for each packet the neighbor among the candidate next-hops ( ) with the minimum cost. Therefore, it first calculates:
where ( → ) represents the flow-rate of the link between and , ( ) represents the bytes sent on link between and andΔ ( ) represents the difference between the desired and the actual utilization of the link between and . The actual cost is then calculated by weighting the flow rates in order to reduce the average path length. More details can be found in [3] .
2) AA-L2R (Aggregation-Aware L2R):
In order to exploit the information on aggregation opportunities at the forwarding layer, we have developed the AA-L2R algorithm, which prioritizes in its forwarding decision the increase of aggregation ratio over the fulfillment of flow-rates. The key idea is to first find all potential queues related to next-hop candidates who allow the packet to be aggregated and then from all those queues to pick the one which best fulfills the flow-rates. If a neighbor associated to one of these queues is selected as nexthop node, the packet can be aggregated with packets already in the queue. This reduces MAC layer overhead, because of the saved transmission as packets are aggregated before sending.
In Algorithm 1 we show the pseudo-code of AA-L2R. We define the aggregation set A for the given packet as the potential set of next-hops associated with queues that offer an aggregation opportunity, i.e. which allow to aggregate. A nexthop belongs to the set A if it belongs to the candidate next-hops and the following conditions hold: i) the associated queue is not empty; and ii) the spare space (SP) of the associated queue is greater than the packet size. The spare space of the generic queue is defined as in the following:
where MTU is the Maximum Transmission Unit, H the aggregation header size, the set of packets in queue . If the aggregation set is empty, the packet cannot be aggregated at the moment. However, it could be aggregated with packets yet to come. This happens because the queues are empty or because the queues which are not empty do not have enough spare space to aggregate the packet. Here, the free aggregation set F, which contains the empty queues, is evaluated (see FindFreeQueues function). By choosing a queue of the free aggregation set, we leave unchanged the queues which hold at least a packet and can potentially aggregate a packet which arrives later on. In addition, the selected empty queue becomes as well a potential source of aggregation. If also the free aggregation set is empty, all queues hold some packets with a spare space smaller than the packet size. In this case, all the queues belonging to the candidate next-hops are considered eligible for sending the current packet. Once the eligible set of next-hops has been chosen, the L2R criterion is applied in selecting among the specific next-hops to try to approximate the flow-rates (by applying Equation 1).
In Figure 1 we report an example of the forwarding process. A mesh node with three neighbors and 6 packets to forward is shown. As can be seen, packets are placed in the different queues so as to maximize the aggregation ratio.
3) RR (Round-Robin):
Another multi-path forwarding strategy is round-robin (RR). Here, the traffic is load-balanced equally between all candidate next-hops. This will give the least possibilities for aggregation and most reordering since the packets have the largest possible spread among the nexthop candidates.
III. EVALUATION
We performed a number of NS-2 [13] simulation studies to evaluate the performance of the considered forwarding paradigms. Unless otherwise noted we used the default NS-2.32 settings. The MAC/PHY layer was configured to simulate an IEEE 802.11 MAC/PHY layer with the MAC MTU set to 2304 bytes, in order to make the aggregation capabilities compliant with IEEE 802.11a/b/g standards [1] .
In the simulations we use 54 Mbps PHY layer speed, and TCP Newreno [14] with selective acknowledgment (Sack) [15] . We considered a randomly generated topology of 25 nodes placed in an area of 300x300 meters (see Figure 2) . Each node was equipped with a maximum of 3 radio interfaces. We randomly selected three source and sink nodes placed at opposite sides in the network. In future work, we will use significantly larger topologies and traffic configurations.
A. Methodology
We evaluated the behavior of the considered forwarding paradigms under two different traffic classes. The first class consisted of three UDP flows between each source-destination The packet size was different for each flow: 200 bytes for the first, 700 for the second and 1400 for the third. The interpacket departure time was set so as to have 380 kbit/s of bitrate for each flow, which implied the generation of 10 Mbit/s of bitrate in total by the sources. The second class consisted of TCP flows which were generated between each pair of source and sink nodes. We assumed FTP type traffic with infinite backlog to simulate large file transfers with a segment size of 1460, corresponding to a common IP packet size [16] . With a segment size of 1460 bytes, only one TCP DATA packet can fit inside each aggregation packet, which means that there is less room for improvement by aggregation. However, multiple TCP ACKs can be aggregated together with both TCP DATA and other TCP ACK packets.
Traffic generation was started after 9s of delay to allow the network to stabilize routing. Each simulation was run for 310 seconds with 25 repetitions. The output of the simulations was statistically collected and analyzed using the tool from [17] . The results are shown relative to the value of the AggregationMaxDelay parameter (x-axis), i.e. the amount of artificial delay, as inserted by the aggregation algorithm. In all simulations only shortest hop paths were used.
B. Simulation Results

1) UDP:
In case of a highly loaded network, there is basically a high amount of contention among nodes for accessing the shared medium. This wastes network resources, since the nodes spend time in trying to obtain the medium, rather than actually sending packets. Figure 3 shows the average aggregation ratio with varying AggregationMaxDelay. The aggregation ratio is up to 48 percent higher for AA-L2R compared to RR and up to 23 percent better than L2R. AA-L2R also slightly improves the end-to-end throughput and significantly reduces end-to-end delay up to 25 percent over RR and 17 percent over L2R (see Figure 4 and 5). Packet aggregation can greatly help to reduce contention by reducing the number of packets to be sent. By exploiting the knowledge on the internal state of the queues made available by the aggregation module, AA-L2R can reduce the amount of contention compared to strategies that do not consider aggregation possibilities. We can also observe that both AA-L2R and L2R have a significantly better throughput than RR, which can be explained by the fact that RR neither approximates the flow-rates nor tries to increase the aggregation ratio.
2) TCP: TCP simulation results, which we omit due to space constraints, show that the aggregation ratio is almost identical for all three schemes when using TCP traffic with the full segment size of 1460 bytes. This follows earlier results in e.g. [5] where it is shown that large packets limit the improvement due to aggregation. Furthermore, as the aggregation is TCP un-aware, the artificial delay can increase TCP RTT as TCP DATA packets will be delayed but rarely can be aggregated, since we only have TCP DATA packets flowing in one direction.
When AggregationMaxDelay is smaller than < 1 , both TCP round-trip time (RTT) and packet loss (including reordered packets) are similar or slightly lower for AA-L2R compared to both RR and L2R (omitted due to space constraints). The slightly lower RTT is reflecting the improved MAC layer efficiency due to the more effective aggregation of TCP ACKs with AA-L2R. When AggregationMaxDelay is With large TCP DATA packets and no reverse flows, TCP DATA can NOT be aggregated with TCP ACKs, AA-L2R will thus place them in empty queues. Therefore, TCP DATA packets will be delayed longer than when using AA-L2R compared to RR and L2R where more often a already occupied queue will be used and hence trigger an aggregation event. Although no TCP DATA packets will be aggregated due to this aggregation event it will make the first TCP DATA packet in the queue to be forwarded before the AggregationMaxDelay timer is due and therefore reduce packet delay. The preference of queues that are empty will also make AA-L2R switch next hop neighbors more often for packets within the same TCP flow than L2R, causing up to two times the number of reordered packets compared to L2R (see Figure 6 ). The highest amount of reordered packets however is experienced by RR. However, simulation results omitted due to space constraints show that the packet displacement is higher for AA-L2R indicated by a higher delay variation. This is due to the more aggressive use of empty queues by AA-L2R whereas RR uses all queues in a uniform manner.
As can be seen from Figure 7 , TCP throughput is slightly lower for AA-L2R compared to both RR and L2R. This follows from the higher number of retransmitted TCP packets that can be observed in Figure 8 . Since we use the TCP sack option, both the amount of reordering and the magnitude of packet displacement impact the amount of resent TCP packets. Additional simulation results, not shown here, indicate that RR has the lowest amount of TCP timeouts and that the increase in throughput for RR when AggregationMaxDelay is varied between 2 and 4 ms is due to a slight reduction of the number of lost packets and a maintained TCP RTT, compared to AA-L2R and L2R, in these simulations. This effect is due to a synchronization effect where a slightly higher amount of packets, not necessarily within the same flow, use the same next-hop neighbour with RR. This increases the aggregation ratio and reduces the contention and therefore the time packets spend in queue.
IV. RELATED WORK
Several studies have considered the usefulness of packet aggregation on wireless networks in a great variety of operational conditions. For instance, the performance measurement study done in [18] has shown an improvement of up to 160 percent of throughput in a single-hop scenario with mixed traffic. In [5] , TCP performance in small topologies with no hidden nodes was studied and an improvement of up to 73 percent was shown compared to not using aggregation. In [4] packet aggregation was studied with the objective of deriving the dependence of the throughput to the size of aggregation packets and to the link quality. Modern IEEE 802.11 WiFi cards change modulation schemes to compensate for changes in BER. For this reason, in this work we focused on the integration between packet aggregation and routing and have only used "good" links.
The recent WiFi standard IEEE 802.11n [7] exploits packet aggregation to improve performance [19] . In particular, the standard defines two different strategies for aggregation, one where the aggregation is done when packets enter the MAC layer (A-MSDU) and one when the packets leave the MAC layer (A-MPDU). The aggregation strategy most similar to the one performed by our aggregation module is the A-MSDU. We have however limited the size of the aggregated packets to 2304 bytes in order to be compliant to IEEE 802.11a/b/g devices whereas an IEEE 802.11n A-MSDU is allowed to be 7935 bytes. However, even if several works have considered the effect of packet aggregation on wireless networks, no study, to the best of our knowledge, is available which combines aggregation aware routing and forwarding for multi-radio WMNs.
V. CONCLUSIONS AND FUTURE WORKS
In this paper we propose and evaluate a new forwarding strategy for multi-radio multi-channel WMNs. The forwarding strategy selects for each packet a next-hop based on a set of candidate nodes trying to balance between aggregation efficiency and the flow-rate criteria given by the channel assignment algorithm. Simulation results show that the proposed aggregation aware forwarding paradigm is able to significantly increase the aggregation possibilities leading to a lower delay and packet loss for user traffic. However, packet re-ordering might negatively impact TCP performance.
When using multi-path routing, packet reordering is a well known problem for TCP and causes severe performance degradation [20] , [21] . In a general purpose WMN, it can be anticipated that most clients will run standard TCP variants that have limited mechanisms to handle reordering. As future work, we will therefore investigate approaches to minimize the effect of packet reordering, e.g. using TCP flow aware forwarding strategies.
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