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a b s t r a c t
Consider on a real Hilbert space H a nonexpansive mapping T with a fixed point, a
contraction f with coefficient 0 < α < 1, and two strongly positive linear bounded
operators A, B with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Let 0 < γα < β .
We introduce a general iterative algorithm defined by
xn+1 := (I − λn+1A)Txn + λn+1[Txn − µn+1(BTxn − γ f (xn))], ∀n ≥ 1,
with µn → µ(n→ ∞), and prove the strong convergence of the iterative algorithm to a
fixed point x˜ ∈ Fix(T ) =: C which is the unique solution of the variational inequality (for
short, VI(A− I +µ(B− γ f ), C)): 〈[A− I +µ(B− γ f )]x˜, x− x˜〉 ≥ 0,∀x ∈ C . On the other
hand, assume C is the intersection of the fixed-point sets of a finite number of nonexpansive
mappings on H . We devise another iterative algorithm which generates a sequence {xn}
from an arbitrary initial point x0 ∈ H . The sequence {xn} is proven to converge strongly to
an element of C which is the unique solution x∗ of the VI(A−I+µ(B−γ f ), C). Applications
to constrained generalized pseudoinverses are included.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Let H be a real Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖, C be a nonempty closed convex subset of H and
F : H → H be a nonlinear operator. It is well known that the so-called classical variational inequality problem (for short,
VI(F , C)) is formulated as finding a point x∗ ∈ C such that
〈F(x∗), x− x∗〉 ≥ 0, ∀x ∈ C .
Variational inequalities were initially studied by Stampacchia [1] and ever since have been extensively studied.
It is well known that, if F is a strongly monotone and Lipschitzian mapping on C , then the VI(F , C) has a unique solution;
see, e.g., [2]. It is also well known that the VI(F , C) is equivalent to the fixed-point equation
x∗ = PC (x∗ − µF(x∗)), (1)
where PC is the nearest point projection from H onto C; i.e.,
PCx = argmin
y∈C
‖x− y‖, ∀x ∈ H,
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and where µ > 0 is an arbitrary fixed constant. So, fixed-point methods can be implemented to find a solution of the
VI(F , C) provided F satisfies some conditions and µ > 0 is chosen appropriately. For instance, if F is a strongly monotone
and Lipschitzian mapping on C , and µ > 0 is small enough, then the mapping determined by the right-hand side of (1) is a
contraction. Hence, the Banach contraction principle guarantees that the Picard iterates converge strongly to the unique
solution of the VI(F , C). Such a method is called a projection method. It has been widely extended to develop various
algorithms for finding solutions of various classes of variational inequalities and complementarity problems; see, e.g., [3–6].
Recently, Yamada ([7]; see also [8]) introduced a hybrid steepest-descent method for solving the VI(F , C). His idea is
stated now. Let C be the fixed-point set of a nonexpansive mapping T : H → H; that is, C = Fix(T ) := {x ∈ H : Tx = x}.
Recall that T is nonexpansive if ‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ H . Let F be η-strongly monotone and κ-Lipschitzian on C .
Take a fixed number µ ∈ (0, 2η/κ2) and a sequence {λn} of real numbers in (0, 1) satisfying the conditions below:
(L1) limn→∞ λn = 0,
(L2)
∑∞
n=1 λn = ∞,
(L3) limn→∞(λn − λn+1)/λ2n+1 = 0.
Starting with an arbitrary initial guess x0 ∈ H , one can generate a sequence {xn} using the following algorithm:
xn+1 := Txn − λn+1µF(Txn), ∀n ≥ 0. (2)
Then Yamada [9] proved that {xn} converges strongly to the unique solution of the VI(F , C). Furthermore, for C expressed
as the intersection of the fixed-point sets of N nonexpansive mappings Ti : H → H with N ≥ 1 an integer, Yamada [7]
proposed another algorithm:
xn+1 := T[n+1]xn − λn+1µF(T[n+1]xn), ∀n ≥ 0, (3)
where T[k] := Tk mod N , for integer k ≥ 1, with the mod function taking values in the set {1, 2, . . . ,N}; that is, if k = jN + q
for some integers j ≥ 0 and 0 ≤ q < N , then T[k] = TN if q = 0 and T[k] = Tq if 1 ≤ q < N , whereµ ∈ (0, 2η/κ2) and where
the sequence {λn} of parameters satisfies conditions (L1), (L2) and (L4):
(L4)
∑∞
n=1 |λn − λn+N | <∞.
For these conditions, Yamada [7] proved the strong convergence of {xn} to the unique solution of the VI(F , C).
Subsequently, Xu and Kim [10] also considered and studied the hybrid steepest-descent algorithms (2) and (3). Their
major contribution is that the strong convergence of algorithms (2) and (3) holds with condition (L3) replaced by the
condition
(L3)′ limn→∞ λn/λn+1 = 1 or equivalently limn→∞(λn − λn+1)/λn+1 = 0,
and with condition (L4) replaced by the condition
(L4)′ limn→∞ λn/λn+N = 1 or equivalently limn→∞(λn − λn+N)/λn+N = 0.
Further, the hybrid steepest-descent method has been widely extended to develop various algorithms for finding
solutions of the VI(F , C); see, e.g., [11–13]. In particular, very recently, Zeng, Wong and Yao [12] introduced and studied the
following modified hybrid steepest-descent Algorithms 1.1 and 1.2 with variable parameters for computing approximate
solutions of the VI(F , C).
Algorithm 1.1 ([12]). Let {λn} ⊂ (0, 1) and let {µn} ⊂ (0, 2η/κ2). Starting with an arbitrary initial guess x0 ∈ H , generate
a sequence {xn} via the following iterative scheme:
xn+1 := Txn − λn+1µn+1F(Txn), ∀n ≥ 0.
Algorithm 1.2 ([12]). Let {λn} ⊂ (0, 1) and let {µn} ⊂ (0, 2η/κ2). Starting with an arbitrary initial guess x0 ∈ H , generate
a sequence {xn} via the following iterative scheme:
xn+1 := T[n+1]xn − λn+1µn+1F(T[n+1]xn), ∀n ≥ 0.
Compared with algorithms (2) and (3) respectively, Algorithms 1.1 and 1.2 introduce a sequence {µn} of positive
parameters so as to take into account possible inexact computation.
For under very appropriate and quite mild conditions, it was proven that the sequence {xn} generated not only by
Algorithm 1.1 but also by Algorithm 1.2 converges in norm to the unique solution of the VI(F , C).
On the other hand, iterative methods for nonexpansive mappings have recently been applied to solve convex
minimization problems; see, e.g., [14,15,7,16,8] and the references therein. A typical problem is to minimize a quadratic
function over the fixed-point set of a nonexpansive mapping on H:
min
x∈C
1
2
〈Ax, x〉 − 〈x, b〉, (4)
where C = Fix(T ) the fixed-point set of a nonexpansive mapping T on H , and b is a given point in H . Assume that A is
strongly positive; that is, there is a constant γ¯ > 0 with the property
〈Ax, x〉 ≥ γ¯ ‖x‖2, ∀x ∈ H. (5)
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We assume that Fix(T ) 6= ∅ and C = Fix(T ). It is well known that Fix(T ) is closed and convex (cf. [17]). In [15] (see also [7]),
it was proven that the sequence {xn} defined by the iterative method below, with the initial guess x0 ∈ H chosen arbitrarily,
xn+1 = (I − αnA)Txn + αnb, ∀n ≥ 0, (6)
converges strongly to the unique solution of the minimization problem (4) provided the sequence {αn} satisfies certain
conditions that will be made precise in Section 3.
Furthermore, Moudafi [18] introduced the viscosity approximation method for nonexpansive mappings (see [2] for
further development in both Hilbert and Banach spaces). Let f be a contraction onH . Startingwith an arbitrary initial x0 ∈ H ,
define a sequence {xn} recursively by
xn+1 = (1− σn)Txn + σnf (xn), ∀n ≥ 0, (7)
where {σn} is a sequence in (0, 1). It was proved [18,2] that under certain appropriate conditions imposed on {σn}, the
sequence {xn} generated by (7) strongly converges to the unique solution x∗ in C of the variational inequality
〈(I − f )x∗, x− x∗〉 ≥ 0, ∀x ∈ C . (8)
Very recently, Marino and Xu [19] combined the iterative method (6) with the viscosity approximation method (7) and
introduced the following general iterative method:
xn+1 = (I − αnA)Txn + αnγ f (xn), ∀n ≥ 0. (9)
They presented the following result.
TheoremMX (See [19, Theorem 3.4]). Let {xn} be generated by algorithm (9) with the sequence {αn} of parameters satisfying
conditions:
(C1) limn→∞ αn = 0;
(C2)
∑∞
n=0 αn = ∞;
(C3) either
∑∞
n=0 |αn+1 − αn| <∞ or limn→∞ αn+1/αn = 1.
Then {xn} converges strongly to some element x∗ ∈ C = Fix(T ) that is the unique solution of the variational inequality (for short,
VI((A− γ f ), C))
〈(A− γ f )x∗, x− x∗〉 ≥ 0, ∀x ∈ C (10)
(which is the optimality condition for the minimization problem
min
x∈C
1
2
〈Ax, x〉 − h(x),
where h is a potential function for γ f (i.e., h′(x) = γ f (x) for all x ∈ H)).
Let f : H → H be a contraction with coefficient 0 < α < 1 and let A, B : H → H be two strongly positive linear
bounded operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Motivated and inspired by Algorithms 1.1 and 1.2
and algorithm (9), we introduce and study the following hybrid viscosity-like approximation Algorithms 1.3 and 1.4 with
variable parameters for nonexpansive mappings in Hilbert spaces.
Algorithm 1.3. Let 0 < γα < β , and γ¯ ∈ (0, 1). Let {λn} be a sequence in (0, 1), and {µn} be a sequence in
(0,min{1, ‖B‖−1}]. Starting with an arbitrary initial guess x0 ∈ H , generate a sequence {xn} via the following iterative
scheme:
xn+1 := (I − λn+1A)Txn + λn+1[Txn − µn+1(BTxn − γ f (xn))], ∀n ≥ 0.
Algorithm 1.4. Let 0 < γα < β , and γ¯ ∈ (0, 1). Let {λn} be a sequence in (0, 1), and {µn} be a sequence in
(0,min{1, ‖B‖−1}]. Starting with an arbitrary initial guess x0 ∈ H , generate a sequence {xn} via the following iterative
scheme:
xn+1 := (I − λn+1A)T[n+1]xn + λn+1[T[n+1]xn − µn+1(BT[n+1]xn − γ f (xn))], ∀n ≥ 0.
Compared with algorithm (9), Algorithms 1.3 and 1.4 introduce a strongly positive operator B and a sequence {µn} of
positive parameters so as to take into account possible inexact computation. Whenever B = I and µn = 1 for all n ≥ 1,
Algorithm 1.3 reduces essentially to algorithm (9). Compared with Algorithms 1.1 and 1.2 respectively, Algorithms 1.3 and
1.4 introduce two strongly positive operators A and B.
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In this paper, it is proven that the sequence {xn} generated by Algorithm 1.3 converges strongly to some element
x∗ ∈ C = Fix(T )which is the unique solution of the VI(A− I + µ(B− γ f ), C) under the following conditions (i)–(iv):
(i) limn→∞ λn = 0;
(ii)
∑∞
n=1 λn = ∞;
(iii) either
∑∞
n=1 |λn+1 − λn| <∞ or limn→∞ λnλn+1 = 1;
(iv) 1−γ¯
β−γα < limn→∞ µn = µ < 2−γ¯β−γα .
Meanwhile, it is also proven that the sequence {xn} generated by Algorithm 1.4 converges strongly to some element
x∗ ∈ C = ⋂Ni=1 Fix(Ti) which is the unique solution of the VI(A − I + µ(B − γ f ), C) under the above (i), (ii), (iv) and
condition (iii)′:
(iii)′ either
∑∞
n=1 |λn+N − λn| <∞ or limn→∞ λnλn+N = 1.
Furthermore, the applications of these results to constrained generalized pseudoinverse are included.
2. Preliminaries
This section collects some lemmaswhich will be used in the proofs for themain results in the next section. Some of them
are very well known; others are not hard to derive.
Lemma 2.1 ([14]). Let {sn} be a sequence of nonnegative real numbers satisfying
sn+1 ≤ (1− αn)sn + αnβn + γn, ∀n ≥ 0,
where {αn}, {βn} and {γn} satisfy the conditions:
(i) {αn} ⊂ [0, 1], ∑∞n=0 αn = ∞, or equivalently,∏∞n=0(1− αn) = 0;
(ii) lim supn→∞ βn ≤ 0;
(iii) γn ≥ 0 (n ≥ 0), ∑∞n=0 γn <∞.
Then limn→∞ sn = 0.
Lemma 2.2 ([17]). The demiclosedness principle. Let H be a Hilbert space, K a closed convex subset of H, and T : K → K a
nonexpansive mapping with Fix(T ) 6= ∅. Then I − T is demiclosed. That is, whenever {xn} is a sequence in K weakly converging
to some x ∈ K and the sequence {(I − T )xn} converges strongly to some y, it follows that (I − T )x = y. Here I is the identity
operator of H.
The following lemma is not hard to prove.
Lemma 2.3 ([19]). Let H be a Hilbert space, K a closed convex subset of H, f : H → H a contraction with coefficient 0 < α < 1,
and A a strongly positive linear bounded operator with coefficient γ¯ > 0. Then, for 0 < γ < γ¯ /α,
〈x− y, (A− γ f )x− (A− γ f )y〉 ≥ (γ¯ − γα)‖x− y‖2, ∀x, y ∈ H.
That is, A− γ f is strongly monotone with coefficient γ¯ − γ f .
Recall that themetric (nearest point) projection PK from a real Hilbert spaceH to a closed convex subset K ofH is defined
as follows: given x ∈ H , PK x is the only point in K with the property
‖x− PK x‖ = inf{‖x− y‖ : y ∈ K}.
PK is characterized as follows.
Lemma 2.4. Let K be a closed convex subset of a real Hilbert space H. Given x ∈ H and y ∈ K, then y = PK x if and only if there
holds the inequality
〈x− y, y− z〉 ≥ 0, ∀z ∈ K .
Lemma 2.5 ([19]). Assume A is a strongly positive linear bounded operator on a Hilbert space H with coefficient γ¯ > 0 and
0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1− ργ¯ .
The following lemma is an immediate consequence of an inner product.
Lemma 2.6. In a real Hilbert space H, there holds the inequality
‖x+ y‖2 ≤ ‖x‖2 + 2〈y, x+ y〉, ∀x, y ∈ H.
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3. Hybrid viscosity-like approximation methods
Let H be a real Hilbert space and let C be a nonempty closed convex subset of H . Let T : H → H and f : H → H be
a nonexpansive mapping with Fix(T ) 6= ∅ and a contraction with coefficient 0 < α < 1, respectively. Let A and B be two
strongly positive linear bounded operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Then from Lemma 2.3
it follows that for 0 < γα < β , B − γ f is strongly monotone with coefficient β − γα > 0. Hence for every fixed
ν ∈ ( 1−γ¯
β−γα ,
2−γ¯
β−γα )we have γ¯ − 1+ ν(β − γα) ∈ (0, 1) and
〈(A− I + ν(B− γ f ))x− (A− I + ν(B− γ f ))y, x− y〉
= 〈A(x− y), x− y〉 − ‖x− y‖2 + ν〈(B− γ f )x− (B− γ f )y, x− y〉
≥ γ¯ ‖x− y‖2 − ‖x− y‖2 + ν(β − γα)‖x− y‖2
= [γ¯ − 1+ ν(β − γα)]‖x− y‖2, ∀x, y ∈ C,
that is, A− I + ν(B− γ f ) is strongly monotone on C with coefficient γ¯ − 1+ ν(β − γα). Moreover, it is clear that A− I +
ν(B− γ f ) is Lipschitzian with coefficient ‖A− I‖ + ν(‖B‖ + γα) > 0, that is, A− I + ν(B− γ f ) satisfies
‖[A− I + ν(B− γ f )]x− [A− I + ν(B− γ f )]y‖ ≤ [‖A− I‖ + ν(‖B‖ + γα)]‖x− y‖, ∀x, y ∈ C .
In this case, it is well known that the variational inequality problem (for short, VI(A− I + ν(B− γ f ), C))
〈[A− I + ν(B− γ f )]x∗, x− x∗〉 ≥ 0, ∀x ∈ C,
has a unique solution x∗ ∈ C .
Denote by PC the projection of H onto C . That is, for each x ∈ H , PCx is the unique element in C satisfying
‖x− PCx‖ = min{‖x− y‖ : y ∈ C}.
Recall that the projection PC is characterized by the inequality
〈x− PCx, y− PCx〉 ≤ 0, ∀y ∈ C .
In this section, we first assume that T : H → H is a nonexpansive mapping with Fix(T ) = C . We note that obviously
Fix(PC ) = C . Then, we propose a hybrid viscosity-like approximation algorithm with variable parameters which produces
a sequence converging in norm to some fixed point x∗ ∈ Fix(T ).
We introduce now some notation. Let 0 < λ,µ ≤ min{1, ‖A‖−1}, 0 < γα < β and γ¯ ∈ (0, 1). Associated with the
nonexpansive mapping T : H → H , define the mapping T (λ,µ) : H → H by
T (λ,µ)x := (I − λA)Tx+ λ[Tx− µ(BTx− γ f (x))], ∀x ∈ H.
Lemma 3.1. T (λ,µ) is a contraction provided 1−γ¯
β−γα < µ <
2−γ¯
β−γα . Indeed,
‖T (λ,µ)x− T (λ,µ)y‖ ≤ (1− λτ)‖x− y‖, ∀x, y ∈ H, (11)
where τ = γ¯ − 1+ µ(β − γα) ∈ (0, 1).
Proof. Observe that
µ < (2− γ¯ )/(β − γα) ⇔ µ(β − γα) < 2− γ¯
⇔ τ = γ¯ − 1+ µ(β − γα) < 1.
Moreover, it is clear that (1− γ¯ )/(β − γα) < µ ⇔ τ = γ¯ − 1+µ(β − γα) > 0. Thus this shows that τ ∈ (0, 1). Since
0 < λ,µ ≤ min{1, ‖A‖−1}, using Lemma 2.5 we obtain
‖T (λ,µ)x− T (λ,µ)y‖ = ‖(I − λA)Tx+ λ[Tx− µ(BTx− γ f (x))] − (I − λA)Ty− λ[Ty− µ(BTy− γ f (y))]‖
≤ ‖(I − λA)Tx− (I − λA)Ty‖ + λ‖Tx− µ(BTx− γ f (x))− [Ty− µ(BTy− γ f (y))]‖
≤ ‖I − λA‖‖Tx− Ty‖ + λ[‖(I − µB)Tx− (I − µB)Ty‖ + µγ ‖f (x)− f (y)‖]
≤ (1− λγ¯ )‖x− y‖ + λ[‖I − µB‖‖Tx− Ty‖ + µγα‖x− y‖]
≤ (1− λγ¯ )‖x− y‖ + λ[(1− µβ)‖x− y‖ + µγα‖x− y‖]
= {1− λγ¯ + λ[1− µ(β − γα)]}‖x− y‖
= {1− λ[γ¯ − 1+ µ(β − γα)]}‖x− y‖
= (1− λτ)‖x− y‖.
This completes the proof. 
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Algorithm 3.1. The hybrid viscosity-like approximation Algorithm 1.3. Let 0 < γα < β , and γ¯ ∈ (0, 1). Let {λn} be a
sequence in (0, 1), and {µn} be a sequence in (0,min{1, ‖B‖−1}]. Starting with an arbitrary initial guess x0 ∈ H , generate a
sequence {xn} using the following iterative scheme:
xn+1 := T (λn+1,µn+1)xn = (I − λn+1A)Txn + λn+1[Txn − µn+1(BTxn − γ f (xn))], ∀n ≥ 0. (12)
Observe that if B = I and µn = 1 for all n ≥ 1, then algorithm (12) reduces to (9):
xn+1 := (I − λn+1A)Txn + λn+1γ f (xn), ∀n ≥ 0.
Now we give the first convergence result in this section.
Theorem 3.1. Let the sequence {xn} be generated by algorithm (12). Assume that
(i) limn→∞ λn = 0;
(ii)
∑∞
n=1 λn = ∞;
(iii) either
∑∞
n=1 |λn+1 − λn| <∞ or limn→∞ λnλn+1 = 1;
(iv) 1−γ¯
β−γα < limn→∞ µn = µ < 2−γ¯β−γα .
Then {xn} converges strongly to some element x∗ ∈ C = Fix(T ) that is the unique solution of the VI(A− I + µ(B− γ f ), C).
Proof. Since limn→∞ λn = 0 by condition (i) and 1−γ¯β−γα < limn→∞ µn = µ < 2−γ¯β−γα by condition (iv), we may assume,
without loss of generality, that for all n ≥ 1, λn < ‖A‖−1 and
1− γ¯
β − γα < c ≤ µn <
2− γ¯
β − γα , (13)
for some c ∈ ( 1−γ¯
β−γα ,
2−γ¯
β−γα ). We divide the proof into several steps.
Step 1. {xn} is bounded. Indeed, we have (note that T (λn+1,µn+1)x∗ = (I − λn+1A)x∗ + λn+1[x∗ − µn+1(Bx∗ − γ f (x∗))])
‖xn+1 − x∗‖ = ‖T (λn+1,µn+1)xn − x∗‖
≤ ‖T (λn+1,µn+1)xn − T (λn+1,µn+1)x∗‖ + ‖T (λn+1,µn+1)x∗ − x∗‖
≤ (1− λn+1τn+1)‖xn − x∗‖ + λn+1‖ − Ax∗ + x∗ − µn+1Bx∗ + µn+1γ f (x∗)‖
≤ (1− λn+1τn+1)‖xn − x∗‖ + λn+1[‖A− I‖‖x∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖], (14)
where τn+1 := γ¯ − 1+ µn+1(β − γα). Utilizing (13), we obtain
τn+1 := γ¯ − 1+ µn+1(β − γα) ≥ γ¯ − 1+ c(β − γα) := τ .
Since c ∈ ( 1−γ¯
β−γα ,
2−γ¯
β−γα ), we have τ = γ¯ − 1+ c(β − γα) ∈ (0, 1). This, together with (14), implies that
‖xn+1 − x∗‖ ≤ (1− λn+1τn+1)‖xn − x∗‖ + λn+1[‖A− I‖‖x∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖]
≤ (1− λn+1τ)‖xn − x∗‖ + λn+1τ · ‖A− I‖‖x
∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖
τ
≤ max
{
‖xn − x∗‖, ‖A− I‖‖x
∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖
τ
}
.
By induction, it is easy to see that
‖xn − x∗‖ ≤ max
{
‖x0 − x∗‖, ‖A− I‖‖x
∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖
τ
}
, ∀n ≥ 0.
Step 2. ‖xn+1 − xn‖ → 0 as n→∞. Indeed, observe that
T (λn+1,µn+1)xn−1 − T (λn,µn)xn−1 = (I − λn+1A)Txn−1 + λn+1[Txn−1 − µn+1(BTxn−1 − γ f (xn−1))]
− (I − λnA)Txn−1 − λn[Txn−1 − µn(BTxn−1 − γ f (xn−1))]
= (λn − λn+1)ATxn−1 + (λn+1 − λn)Txn−1
+ (λnµn − λn+1µn+1)(BTxn−1 − γ f (xn−1))
= (λn+1 − λn)(I − A)Txn−1 − (λn+1µn+1 − λnµn)(BTxn−1 − γ f (xn−1)).
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Hence we have
‖xn+1 − xn‖ = ‖T (λn+1,µn+1)xn − T (λn,µn)xn−1‖
≤ ‖T (λn+1,µn+1)xn − T (λn+1,µn+1)xn−1‖ + ‖T (λn+1,µn+1)xn−1 − T (λn,µn)xn−1‖
≤ (1− λn+1µn+1)‖xn − xn−1‖ + ‖(λn+1 − λn)(I − A)Txn−1
− (λn+1µn+1 − λnµn)(BTxn−1 − γ f (xn−1))‖
≤ (1− λn+1τ)‖xn − xn−1‖ + |λn+1 − λn|‖(I − A)Txn−1‖
+ |λn+1µn+1 − λnµn|‖BTxn−1 − γ f (xn−1)‖
≤ (1− λn+1τ)‖xn − xn−1‖ + |λn+1 − λn|M + |λn+1µn+1 − λnµn|M
= (1− λn+1τ)‖xn − xn−1‖ + λn+1τ |λn+1 − λn|M
λn+1τ
+ λn+1τ |λn+1µn+1 − λnµn|M
λn+1τ
,
for some constantM ≥ ‖(I − A)Txn−1‖ + ‖BTxn−1 − γ f (xn−1)‖, ∀n ≥ 1. Now, by condition (iii) we deduce that
either
∞∑
n=1
|λn+1 − λn|M <∞ or lim
n→∞
|λn+1 − λn|M
λn+1τ
= 0.
Also, from limn→∞ µn = µwe deduce that
lim
n→∞
|λn+1µn+1 − λnµn|M
λn+1τ
= M
τ
· lim
n→∞
∣∣∣∣µn+1 − λnλn+1 · µn
∣∣∣∣ = 0.
Therefore, by Lemma 2.1 we know that ‖xn+1 − xn‖ → 0 as n→∞.
Step 3. ‖Txn − xn‖ → 0 as n→∞. Indeed, observe that
xn − xn+1 = xn − Txn + λn+1[ATxn − Txn + µn+1(BTxn − γ f (xn))].
Note that limn→∞ λn = 0 and limn→∞ ‖xn+1 − xn‖ = 0, and that {Txn} and {f (xn)} are bounded. Since
‖Txn − xn‖ = ‖xn+1 − xn + λn+1[ATxn − Txn + µn+1(BTxn − γ f (xn))]‖
≤ ‖xn+1 − xn‖ + λn+1‖ATxn − Txn + µn+1(BTxn − γ f (xn))‖
≤ ‖xn+1 − xn‖ + λn+1[‖A− I‖‖Txn‖ + µn+1‖BTxn − γ f (xn)‖]
≤ ‖xn+1 − xn‖ + λn+1[‖A− I‖‖Txn‖ + ‖B‖‖Txn‖ + γ ‖f (xn)‖],
we obtain limn→∞ ‖Txn − xn‖ = 0.
Step 4. lim supn→∞〈−[A− I + µn(B− γ f )]x∗, xn − x∗〉 ≤ 0. To prove this, we pick a subsequence {xni} of {xn} so that
lim sup
n→∞
〈−[A− I + µ(B− γ f )]x∗, xn − x∗〉 = lim
i→∞〈−[A− I + µni(B− γ f )]x
∗, xni − x∗〉.
Without loss of generality, we may further assume that xni → x˜ weakly for some x˜ ∈ H . But by Lemma 2.2 and Step 3, we
have x˜ ∈ Fix(T ) = C .
Now, since x∗ solves the VI(A− I + µ(B− γ f ), C), from limn→∞ µn = µwe obtain
lim sup
n→∞
〈−[A− I + µn(B− γ f )]x∗, xn − x∗〉 = 〈−[A− I + µ(B− γ f )]x∗, x˜− x∗〉 ≤ 0.
Step 5. xn → x∗ in norm. Indeed, from (11) and Lemma 2.6 we obtain
‖xn+1 − x∗‖2 = ‖T (λn+1,µn+1)xn − T (λn+1,µn+1)x∗ + T (λn+1,µn+1)x∗ − x∗‖2
≤ ‖T (λn+1,µn+1)xn − T (λn+1,µn+1)x∗‖2 + 2〈T (λn+1,µn+1)x∗ − x∗, xn+1 − x∗〉
≤ (1− λn+1τn+1)‖xn − x∗‖2 + 2λn+1〈−[A− I + µn+1(B− γ f )]x∗, xn+1 − x∗〉
≤ (1− λn+1τ)‖xn − x∗‖2 + 2λn+1〈−[A− I + µn+1(B− γ f )]x∗, xn+1 − x∗〉.
An application of Lemma 2.1 combined with Step 4 implies that limn→∞ ‖xn − x∗‖ = 0. This completes the proof. 
Remark 3.1. According to the definition of a strongly positive operator, A is strongly positive, that is, there is a constant
γ¯ > 0 with the property
〈Ax, x〉 ≥ γ¯ ‖x‖2 for all x ∈ H.
Beyond question, we may assume, without loss of generality, that γ¯ < 1. Therefore, if 0 < γα < γ¯ , then Marino and Xu’s
Theorem 3.4 [19] follows immediately from Theorem 3.1. Indeed, putting B = I and β = 1, we have
1− γ¯
β − γα =
1− γ¯
1− γα < 1 <
2− γ¯
1− γα =
2− γ¯
β − γα .
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Thus, we can pick µn = 1 for all n ≥ 1 and hence algorithm (12) can be rewritten as
xn+1 = (I − λn+1A)Txn + λn+1γ f (xn), ∀n ≥ 0.
Consequently, Theorem 3.1 actually reduces to Marino and Xu’s Theorem 3.4 [19].
Next, we consider the more general case when
C =
N⋂
i=1
Fix(Ti),
with N ≥ 1 being an integer and Ti : H → H being nonexpansive for each 1 ≤ i ≤ N .
We construct now another hybrid viscosity-like approximation algorithm with variable parameters for N nonexpansive
mappings {Ti}Ni=1 on H .
Algorithm 3.2. The hybrid viscosity-like approximation Algorithm 1.4. Let 0 < γα < β , and γ¯ ∈ (0, 1). Let {λn} be a
sequence in (0, 1), and {µn} be a sequence in (0,min{1, ‖B‖−1}]. Starting with an arbitrary initial guess x0 ∈ H , generate a
sequence {xn} via the following iterative scheme:
xn+1 := T (λn+1,µn+1)[n+1] xn = (I − λn+1A)T[n+1]xn + λn+1[T[n+1]xn − µn+1(BT[n+1]xn − γ f (xn))] (15)
for all n ≥ 0.
Observe that if B = I and µn = 1 for all n ≥ 1, then algorithm (15) is rewritten as
xn+1 := (I − λn+1A)T[n+1]xn + λn+1γ f (xn), ∀n ≥ 0.
This iterative scheme has been considered and studied in another paper.
We now give the second convergence result in this section.
Theorem 3.2. Let the sequence {xn} be generated by algorithm (15). Assume that
(i) limn→∞ λn = 0;
(ii)
∑∞
n=1 λn = ∞;
(iii) either
∑∞
n=1 |λn+N − λn| <∞ or limn→∞ λnλn+N = 1;
(iv) 1−γ¯
β−γα < limn→∞ µn = µ < 2−γ¯β−γα .
Assume in addition that
C =
N⋂
i=1
Fix(Ti) = Fix(T1T2 · · · TN)
= Fix(TNT1 · · · TN−1)
= · · · = Fix(T2T3 · · · TNT1). (16)
Then {xn} converges in norm to some element x∗ ∈ C that is the unique solution of the VI(A− I + µ(B− γ f ), C).
Proof. Since limn→∞ λn = 0 by condition (i) and 1−γ¯β−γα < limn→∞ µn = µ < 2−γ¯β−γα by condition (iv), we may assume,
without loss of generality, that for all n ≥ 1, λn < ‖A‖−1 and
1− γ¯
β − γα < c ≤ µn <
2− γ¯
β − γα ,
for some c ∈ ( 1−γ¯
β−γα ,
2−γ¯
β−γα ). We again divide the proof into several steps.
Step 1. {xn} is bounded. Indeed, we have (note that T (λn,µn)[n] x∗ = (I − λnA)x∗ + λn[x∗ − µn(Bx∗ − γ f (x∗))],∀n ≥ 1)
‖xn+1 − x∗‖ = ‖T (λn+1,µn+1)[n+1] xn − x∗‖
≤ ‖T (λn+1,µn+1)[n+1] xn − T (λn+1,µn+1)[n+1] x∗‖ + ‖T (λn+1,µn+1)[n+1] x∗ − x∗‖
≤ (1− λn+1τn+1)‖xn − x∗‖ + λn+1‖ − Ax∗ + x∗ − µn+1Bx∗ + µn+1γ f (x∗)‖
≤ (1− λn+1τn+1)‖xn − x∗‖ + λn+1[‖A− I‖‖x∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖],
where τn+1 := γ¯ − 1+ µn+1(β − γα). As in Step 1 of the proof of Theorem 3.1, we derive
τn+1 := γ¯ − 1+ µn+1(β − γα) ≥ γ¯ − 1+ c(β − γα) := τ .
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Since c ∈ ( 1−γ¯
β−γα ,
2−γ¯
β−γα ), we have τ = γ¯ − 1+ c(β − γα) ∈ (0, 1). Therefore, we conclude that
‖xn+1 − x∗‖ ≤ (1− λn+1τn+1)‖xn − x∗‖ + λn+1[‖A− I‖‖x∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖]
≤ (1− λn+1τ)‖xn − x∗‖ + λn+1τ · ‖A− I‖‖x
∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖
τ
≤ max
{
‖xn − x∗‖, ‖A− I‖‖x
∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖
τ
}
.
From this, we get by induction
‖xn − x∗‖ ≤ max
{
‖x0 − x∗‖, ‖A− I‖‖x
∗‖ + ‖B‖‖x∗‖ + γ ‖f (x∗)‖
τ
}
, ∀n ≥ 0.
Step 2. ‖xn+1 − T[n+1]xn‖ → 0 as n→∞. Indeed, it follows from algorithm (15) that
xn+1 − T[n+1]xn = −λn+1AT[n+1]xn + λn+1[T[n+1]xn − µn+1(BT[n+1]xn − γ f (xn))].
Note that limn→∞ λn = 0 and that {T[n+1]xn} and {f (xn)} are bounded. Since
‖xn+1 − T[n+1]xn‖ = λn+1‖ − AT[n+1]xn + T[n+1]xn − µn+1(BT[n+1]xn − γ f (xn))‖
≤ λn+1[‖A− I‖‖T[n+1]xn‖ + µn+1‖BT[n+1]xn − γ f (xn)‖]
≤ λn+1[‖A− I‖‖T[n+1]xn‖ + ‖B‖‖T[n+1]xn‖ + γ ‖f (xn)‖],
we conclude that ‖xn+1 − T[n+1]xn‖ → 0 as n→∞.
Step 3. ‖xn+N − xn‖ → 0 as n→∞. As a matter of fact, observing that T[n+N] = T[n], we have
T (λn+N ,µn+N )[n+N] xn−1 − T (λn,µn)[n] xn−1 = (I − λn+NA)T[n+N]xn−1 + λn+N [T[n+N]xn−1 − µn+N(BT[n+N]xn−1 − γ f (xn−1))]
− (I − λnA)T[n]xn−1 − λn[T[n]xn−1 − µn(BT[n]xn−1 − γ f (xn−1))]
= (λn − λn+N)AT[n]xn−1 + (λn+N − λn)T[n]xn−1 + (λnµn − λn+Nµn+N)(BT[n]xn−1 − γ f (xn−1))
= (λn+N − λn)(I − A)T[n]xn−1 − (λn+Nµn+N − λnµn)(BT[n]xn−1 − γ f (xn−1)).
Hence we have
‖xn+N − xn‖ = ‖T (λn+N ,µn+N )[n+N] xn+N−1 − T (λn,µn)[n] xn−1‖
≤ ‖T (λn+N ,µn+N )[n+N] xn+N−1 − T (λn+N ,µn+N )[n+N] xn−1‖ + ‖T (λn+N ,µn+N )[n+N] xn−1 − T (λn,µn)[n] xn−1‖
≤ (1− λn+Nτn+N)‖xn+N−1 − xn−1‖ + ‖(λn+N − λn)(I − A)T[n]xn−1
− (λn+Nµn+N − λnµn)(BT[n]xn−1 − γ f (xn−1))‖
≤ (1− λn+Nτ)‖xn+N−1 − xn−1‖ + |λn+N − λn|‖(I − A)T[n]xn−1‖
+ |λn+Nµn+N − λnµn|‖BT[n]xn−1 − γ f (xn−1)‖
≤ (1− λn+Nτ)‖xn+N−1 − xn−1‖ + |λn+N − λn|M0 + |λn+Nµn+N − λnµn|M0
= (1− λn+Nτ)‖xn+N−1 − xn−1‖ + λn+Nτ |λn+N − λn|M0
λn+Nτ
+ λn+Nτ |λn+Nµn+N − λnµn|M0
λn+Nτ
,
for some constantM0 ≥ ‖(I − A)T[n]xn−1‖ + ‖BT[n]xn−1 − γ f (xn−1)‖, ∀n ≥ 1. Now, by condition (iii) we deduce that
either
∞∑
n=1
|λn+N − λn|M0 <∞ or lim
n→∞
|λn+N − λn|M0
λn+Nτ
= 0.
Also, from limn→∞ µn = µwe deduce that
lim
n→∞
|λn+Nµn+N − λnµn|M0
λn+Nτ
= M0
τ
· lim
n→∞
∣∣∣∣µn+N − λnλn+N · µn
∣∣∣∣ = 0.
Therefore, by Lemma 2.1 we know that ‖xn+N − xn‖ → 0 as n→∞.
Step 4. xn − T[n+N] · · · T[n+1]xn → 0 in norm. Indeed, noting that each Ti is nonexpansive and using Step 2, we get the finite
table
xn+N − T[n+N]xn+N−1 → 0,
T[n+N]xn+N−1 − T[n+N]T[n+N−1]xn+N−2 → 0,
...
T[n+N] · · · T[n+2]xn+1 − T[n+N] · · · T[n+1]xn → 0.
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Adding this table up yields
xn − T[n+N] · · · T[n+1]xn → 0
in norm.
Step 5. lim supn→∞〈−[A− I + µn(B− γ f )]x∗, xn − x∗〉 ≤ 0. To see this, we pick a subsequence {xni} of {xn} such that
lim sup
n→∞
〈−[A− I + µn(B− γ f )]x∗, xn − x∗〉 = lim
i→∞〈−[A− I + µni(B− γ f )]x
∗, xni − x∗〉.
Since {xn} is bounded, wemay also assume that xni → x˜weakly for some x˜ ∈ H . Since the pool of mappings {Ti : 1 ≤ i ≤ N}
is finite, we may further assume (passing to a further subsequence if necessary) that, for some integer k ∈ {1, 2, . . . ,N},
T[ni] ≡ Tk, ∀i ≥ 1.
Then, it follows from Step 4 that
xni − T[i+N] · · · T[i+1]xni → 0.
Hence, by Lemma 2.2, we conclude that
x˜ ∈ Fix(T[i+N] · · · T[i+1]).
Together with assumption (16), this implies that x˜ ∈ C . Now, since x∗ solves the VI(A− I + µ(B− γ f ), C), we obtain
lim sup
n→∞
〈−[A− I + µn(B− γ f )]x∗, xn − x∗〉 = 〈−[A− I + µ(B− γ f )]x∗, x˜− x∗〉 ≤ 0.
Step 6. xn → x∗ in norm. Indeed, applying Lemma 2.6, we get
‖xn+1 − x∗‖2 = ‖T (λn+1,µn+1)[n+1] xn − x∗‖2
= ‖T (λn+1,µn+1)[n+1] xn − T (λn+1,µn+1)[n+1] x∗ + T (λn+1,µn+1)[n+1] x∗ − x∗‖2
≤ ‖T (λn+1,µn+1)[n+1] xn − T (λn+1,µn+1)[n+1] x∗‖2 + 2〈T (λn+1,µn+1)[n+1] x∗ − x∗, xn+1 − x∗〉
≤ (1− λn+1τn+1)‖xn − x∗‖2 + 2λn+1〈−[A− I + µn+1(B− γ f )]x∗, xn+1 − x∗〉
≤ (1− λn+1τ)‖xn − x∗‖2 + 2λn+1〈−[A− I + µn+1(B− γ f )]x∗, xn+1 − x∗〉.
By Lemma 2.1 and Step 5, we obtain that limn→∞ ‖xn − x∗‖ = 0. This completes the proof. 
Remark 3.2. Recall that a self-mapping of a closed convex subset K of a Hilbert space H is called attracting nonexpansive
[20,21] if T is nonexpansive and if, for x, u ∈ K with x 6∈ Fix(T ) and u ∈ Fix(T ),
‖Tx− u‖ < ‖x− u‖.
Recall also that T is firmly nonexpansive [20,21] if
〈x− y, Tx− Ty〉 ≥ ‖Tx− Ty‖2, ∀x, y ∈ K .
It is known that assumption (16) in Theorem 3.2 is automatically satisfied if each Ti is attracting nonexpansive. Since a
projection is firmly nonexpansive, we have the following consequence of Theorem 3.2.
Corollary 3.1. Let conditions (i)–(iv) in Theorem 3.2 be satisfied for sequences {λn} and {µn}. Let x0 ∈ H and let the sequence
{xn} be generated by the iterative algorithm
xn+1 := (I − λn+1A)P[n+1]xn + λn+1[P[n+1]xn − µn+1(BP[n+1]xn − γ f (xn))], ∀n ≥ 0,
where
Pk = PCk , ∀k ∈ {1, 2, . . . ,N}.
Then, {xn} converges strongly to the unique solution x∗ of the VI(A − I + µ(B − γ f ), C), with C = ⋂Nk=1 Ck. In particular, let
ν ∈ ( 1−γ¯
β−γα ,
2−γ¯
β−γα ). Then, the sequence {xn} determined by the algorithm
xn+1 := (I − (1/(n+ 1))A)P[n+1]xn + (1/(n+ 1))[P[n+1]xn − ν(BP[n+1]xn − γ f (xn))], ∀n ≥ 0,
converges in norm to the unique solution x∗ of the VI(A− I + ν(B− γ f ), C).
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4. Applications to the constrained generalized pseudoinverse
Let K be a nonempty closed convex subset of a real Hilbert space H . Let V be a bounded linear operator on H . Given an
element b ∈ H , consider the minimization problem
min
x∈K ‖Vx− b‖
2. (17)
Let Sb denote the solution set. Then, Sb is closed and convex. It is known that Sb is nonempty if and only if PV (K)(b) ∈ V (K),
where V (K) is the closure of V (K). In this case, Sb has a unique element with minimum norm; that is, there exists a unique
point xĎ ∈ Sb satisfying
‖xĎ‖2 = min{‖x‖2 : x ∈ Sb}. (18)
Definition 4.1 ([9]). The K -constrained pseudoinverse of V (symbol V ĎK ) is defined as
D(V ĎK ) = {b ∈ H : PV (K)(b) ∈ V (K)},
V ĎK (b) = xĎ, b ∈ D(V ĎK ),
where xĎ ∈ Sb is the unique solution to (18).
We now recall the K -constrained generalized pseudoinverse of V (see [7,10]).
Let θ : H → R be a differentiable convex function such that θ ′ is a Lipschitzian and strongly monotone operator with
constants κ > 0 and η > 0. Under these assumptions, there exists a unique point x˜Ď ∈ Sb for b ∈ D(V ĎK ) such that
θ(x˜Ď) = min{θ(x) : x ∈ Sb}. (19)
Definition 4.2 ([10]). The K -constrained generalized pseudoinverse of V associated with θ (symbol V ĎK ,θ ) is defined as
D(V ĎK ,θ ) = D(V ĎK ),
V ĎK ,θ (b) = x˜Ď, b ∈ D(V ĎK ,θ ),
where x˜Ď ∈ Sb is the unique solution to (19). Note that, if
θ(x) = (1/2)‖x‖2,
then the K -constrained generalized pseudoinverse V ĎK ,θ of V associated with θ reduces to the K -constrained pseudoinverse
V ĎK of V in Definition 4.1.
Next, let θ : H → R be a differentiable convex function, f : H → H be a contraction with coefficient α ∈ (0, 1), and
A, B : H → H be two strongly positive linear bounded operators with coefficients γ¯ ∈ (0, 1) and β > 0, respectively. Let
ν ∈ ( 1−γ¯
β−γα ,
2−γ¯
β−γα ). Then we consider the following special case: θ
′ : H → H conforms to the relation
θ ′ = A− I + ν(B− γ f ), (20)
where 0 < γα < β .
It is readily seen that θ ′ is strongly monotone and Lipschitzian with coefficients γ¯ − 1 + ν(β − γα) > 0 and
‖A − I‖ + ν(‖B‖ + γα) > 0. Under these assumptions, there exists a unique point x˜Ď ∈ Sb for b ∈ D(V ĎK ) such that
(19) holds.
We now apply the results in Section 3 to construct the K -constrained generalized pseudoinverse V ĎK ,θ of V . As pointed out
in Xu and Kim [10], xˆ ∈ K solves theminimization problem (17) if and only if there holds the following optimality condition:
〈V ∗(V xˆ− b), x− xˆ〉 ≥ 0, ∀x ∈ K ,
where V ∗ is the adjoint of V . This is equivalent, for each λ > 0, to
〈[λV ∗b+ (I − λV ∗V )xˆ] − xˆ, x− xˆ〉 ≥ 0, ∀x ∈ K ,
or
PK (λV ∗b+ (I − λV ∗V )xˆ) = xˆ. (21)
Define a mapping T : H → H by
Tx = PK (V ∗b+ (I − λV ∗V )x), ∀x ∈ H. (22)
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Lemma 4.1 ([10]). If λ ∈ (0, 2‖V‖−2) and if b ∈ D(V ĎK ), then T is attracting nonexpansive and Fix(T ) = Sb.
Theorem 4.1. Let the sequences {λn}, {µn} satisfy conditions (i)–(iv) in Theorem 3.1. Let θ : H → R be a differentiable convex
function such that θ ′ : H → H conforms to the relation (20) with ν = µ. Given an initial guess x0 ∈ H, let {xn} be the sequence
generated by the algorithm
xn+1 = (I − λn+1A)Txn + λn+1[Txn − µn+1(BTxn − γ f (xn))], ∀n ≥ 0, (23)
where T is given in (22). Then {xn} converges strongly to V ĎK ,θ (b).
Proof. The minimization problem (19) is equivalent to the following variational inequality problem:
〈θ ′(x˜Ď), x− x˜Ď〉 ≥ 0, ∀x ∈ Sb, (24)
which is hence equivalent to the VI(A− I + µ(B− γ f ), Sb) due to (20), that is,
〈[A− I + µ(B− γ f )](x˜Ď), x− x˜Ď〉 ≥ 0, ∀x ∈ Sb.
Note that Fix(T ) = Sb and θ ′ = A − I + µ(B − γ f ) is Lipschitzian and strongly monotone. Hence, using Theorem 3.1 we
conclude that {xn} converges in norm to the unique solution of the VI(A − I + µ(B − γ f ), Sb)(= VI(θ ′, Sb)), that is, {xn}
converges in norm to x˜Ď = V ĎK ,θ (b). This completes the proof. 
Lemma 4.2 ([20,21]). Let N be a positive integer and let {Ti}Ni=1 be N attracting nonexpansive mappings on H with a common
fixed point. Then,
N⋂
i=1
Fix(Ti) = Fix(T1T2 · · · TN).
Suppose that {S1b , . . . , SNb } is a family of N closed convex subsets of K such that
Sb =
N⋂
i=1
S ib. (25)
For each 1 ≤ i ≤ N , we define Ti : H → H by
Tix = PSib(V
∗b+ (I − λV ∗V )x), ∀x ∈ H,
where PSib is the projection from H onto S
i
b.
Theorem 4.2. Let the sequences {λn}, {µn} satisfy conditions (i)–(iv) in Theorem 3.2. Let θ : H → R be a differentiable convex
function such that θ ′ : H → H conforms to the relation (20) with ν = µ. Given an initial guess x0 ∈ H, let {xn} be the sequence
generated via the algorithm
xn+1 = T (λn+1,µn+1)[n+1] xn = (I − λn+1A)T[n+1]xn + λn+1[T[n+1]xn − µn+1(BT[n+1]xn − γ f (xn))] (26)
for all n ≥ 0. Then {xn} converges in norm to V ĎK ,θ (b).
Proof. As pointed out in the proof of [10, Theorem 4.2] we can see that
Sb = Fix(T ) =
N⋂
i=1
Fix(Ti). (27)
By Lemmas 4.1 and 4.2, we know that assumption (16) in Theorem 3.2 holds. By virtue of (27), Theorem 3.2 ensures that the
sequence {xn} generated by (26) converges strongly to the unique solution of the VI(A − I + µ(B − γ f ), Sb)(= VI(θ ′, Sb)),
that is, {xn} generated by (26) converges strongly to the unique solution x˜Ď = V ĎK ,θ (b) of (24). This completes the proof. 
Remark 4.1. In the above Theorems 4.1 and 4.2, we consider the special case of the constrained generalized pseudoinverse.
We remark that the general constrained generalized pseudoinverse was discussed and studied in [10,11]. But, on the basis
of the special case of the problem, we construct new algorithms in Theorems 4.1 and 4.2, which are very different from
those algorithms in the corresponding Theorems 4.1 and 4.2 of [10,11]. In addition, it is worth pointing out that in [16],
Yamada, Ogura and Shirakawa considered amore general problemwhich is called the generalized nonlinear convex inverse
problem. Some deep and significant results have been established. The reader is referred to Problem 1.2, Proposition 2.16,
and Remark 2.17(a) in [16] for more details.
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