Abstract. Let pk(x) = x +■■■ , k e N0 , be the polynomials orthogonal on [-1, +1] with respect to the positive measure da . We give sufficient conditions on the real numbers p , j = 0, ... , m , such that the linear combination of orthogonal polynomials YfLo^jPn-j has n simple zeros in (-1,-1-1) and that the interpolatory quadrature formula whose nodes are the zeros of Yfj=oßjPn-j has positive weights.
Introduction
Let a be a positive measure on [-1, 1] such that the support of da contains an infinite set of points. In this paper we consider interpolatory quadrature formulas with positive weights, i.e., quadrature formulas of the form (1.1) /+ f(x)da(x) = Ycjf(xj) + R"(f),
J~l i=i where -1 < x, < x2 < < xn < 1 , c. > 0 for j -1, ... , n , and R"(f) = 0 for / g P2n_x_m , 0 < m < n (Pn denotes as usual the set of polynomials of degree at most n ). As in [6] , such a quadrature formula is called a positive (2/1 -1 -m, tí, da) quadrature formula. If a is absolutely continuous on [-1, 1] , with ff'(x) = w(x), we write also (2/7 -1 -m, n, w) instead of (2n -l-m , n, da). Furthermore, we say that a polynomial tn g ¥n generates a positive (2/z -1 -m, n, da) quadrature formula if tn has n simple zeros x, < x2 < • • • < xn in (-1, +1 ) and the interpolatory quadrature formula based on the nodes x is a positive (2n -1 -m, n, da) quadrature formula. Since the degree of exactness is 2n -1 -m, we get with the help of (1.1) the well-known fact that such a polynomial tn is orthogonal to P"_,_m with respect to da , and hence is of the form m (1.2) tn(x) = Y,PjPn-j(x), 7=0 where /c G R and pk(x) = x -\-, k G N0, denotes the polynomial of degree k orthogonal with respect to da. For that reason we are interested in conditions on the numbers p. such that tn generates a positive (2/7 -l-m, n, da) quadrature formula. For small m , m = 1, 2, 3, necessary and sufficient conditions on the numbers p. can be obtained from the general characterizations of positive quadrature formulas given by the author in [7, 8] (see in particular [8, Theorem 2(b)]), by Sottas and Wanner [10] (note that the conditions given there do not imply that the nodes are in (-1, +1) ), and recently by H. J. Schmid [9] . But for larger m the computational work increases rapidly, and the conditions become very complex (see the examples given in [9, 10] ). Thus, the problem arises to find "simple and applicable" sufficient conditions on the numbers Pj suchthat Yl'jLoPjPn-j generates a positive (2/z-I-ttz, n , da) quadrature formula. This problem is studied and partly solved in this paper by giving first a general sufficient condition on the p. 's, from which simpler conditions are derived.
Preliminary results
In order to state our results, we need some known facts on polynomials orthogonal on [-1,1] , resp. orthogonal on the circumference of the unit circle \z\ = 1 . Let us recall that the polynomials pn -x" -\-, n G N, orthogonal with respect to da on [-1,-1-1] satisfy a recurrence relation of the form
where p_x =0, p0 = 1 , an € (-1, +1) for n G N, and Xn > 0 for n>2. p(X), n G N0 , denotes the so-called associated polynomial, defined by
where d0 = /*, da(t). Note that the pn 's are polynomials of degree /z with leading coefficient one, which satisfy the following recurrence relation (see e.g.
[2, Chapter 3, §4])
where the an 's and Xn 's are determined by (2.1).
We are now ready to state the first simple characterization of positive quadrature formulas. It is well known (polynomials orthogonal on the unit circle are studied extensively in [3] ) that the Pn 's satisfy a recurrence relation of the type
where an e (-1, +1) for n G NQ, and where P*(z) = z"Pn(z~ ) denotes the reciprocal polynomial of Pn . The reason that the parameters an are real and have absolute value less than one consists in the facts that y/ is odd with respect to n and that tp has an infinite set of points of increase (see [3, p. 5] ). Furthermore, let ß"(z) = z" -\-be defined by the recurrence relation
£ln is called the associated polynomial of Pn . It is well known that both polynomials Pn and Qn, n > 1 , have all their zeros in the open unit disk \z\ < 1 . The following relations hold between polynomials p orthogonal on [-1, 1] with respect to da and polynomials Pn : which is equivalent to argz" + arg " -(2k -l)n (respectively 2kn), t"(z) k G N0, we get, taking into consideration the fact that argtn(e )/t*n(e"t>) increases from 0 to 2nn if cp varies from 0 to 2?r, that both Re{z~ tn(z)} and Im{z~ tn(z)} have 2(n-l) zeros in [0,27r) and that their zeros separate each other. Observing that Im{z~ tn(z)} has a zero at cj> = 0 and <fi = n, the assertion follows by the symmetry of trigonometric polynomials. □
Main results
First, let us introduce the following polynomials, which play a crucial role in this paper.
Definition. For given n e N let the polynomials Qv 2n_x(z) = zv -\-, v e {0,..., 2/7-1}, be defined by the recurrence relation
where Q0 2n_x = I and the a2n_x_l/'s are the parameters appearing in the recurrence relation (2.5) of the Pn 's.
The polynomials Qv 2n_, have the following important properties. With the help of all these recurrence relations it follows by induction arguments that zJp2n_1(z)+Jp2;_,(z) = zc2,,2"_1(z)p2n_1_,y(z)+c2;.2n_1(Z)Jp2;_,_.,(Z), which, in view of (2.7) and taking into consideration the fact that for z = e 2Rc{z-n+XP2n_x(z)} = z-n(zP2n^(z) + P;n_x(z)),
gives the first relation. Analogously as above, one demonstrates that Assume now that q2m has all its zeros in \z\ < 1 . Since the same is true for 2(n-w)-i ' *l f°ll°ws fr°m Lemma 2 that tn has « simple zeros in (-1, +1) . has all zeros in \z\ < 1 and proves the corollary. Assume, to the contrary, that q2m has a zero Ç in \z\ < 1 . Then it follows, using from Lemma 3 the fact that O* , . has no zero in Izl < 1 , that
where the first inequality follows with the help of Lemma 3, which is a contradiction to (1). a
Let us give an illustrative Example. Let n, m G N0 , n > m , and suppose that the parameters av satisfy 0 < 1/7 < 1 -\av\ for v = 2(n -m) -1, ..., 2/7 -2.
Then we get by Corollary 1 that
generates a positive (2/7 -1 -m, n, da) quadrature formula, where because of (2.10) the condition on \pm\ can be replaced by \pm\ < (2y)~m if a is odd. In particular, we obtain for the Jacobi weight by a rough estimate of the parameters aj, ' from (2.11) that
p\ P,-Pmp":", \pj<2 .
generates a positive (2/z -1 -m, n, (1 -x)"(l + x) ) quadrature formula for each n > m + max{2, a + ß + 1 + 2\ß -a\}. In the ultraspherical case a = ß = X -1/2, X G (-1/2, oo), the conditions on \pm\, resp. n , can be replaced by \pm\ <2~ m and n > m + max{A, -3X}.
Let us note in this connection that the conditions of Corollary 1 are in general too rough to get the known results (see [1] ) on the positivity of (n -1, n, (1 -x)a(l +x/) quadrature formulas generated by Pna'b), a, b > -I. But this is not surprising because the proof of such results requires very special properties of Jacobi polynomials.
In order to weaken the sufficient conditions of Corollary 1, a better estimate for max0^2;r \Q*2m_2j^n_])_x(e^)IQ*2m^2n_x(e'4')\ than that one used in (3.6) would be needed.
In the following, let Tn , resp. Un, denote the Chebyshev polynomial of the first, resp. second, kind of degree n and Tn(x) = 2~"+ Tn(x) = x" H-, resp. Un(x) = 2~"Un(x) = x"h-. For the case of the Chebyshev distribution da(x) = (1 -x2)~x/2 dx we get in view of (2.13) particularly simple conditions, 2 1/2 which hold also for the distribution da(x) = (1 -x ) dx . The sufficiency of condition (3) for the Chebyshev weight (1 -x ) is due to C. A. Micchelli [5] , who derived this result in order to demonstrate that the ultraspherical polynomials pn , 0 < X < 1 , generate a positive (tj-1,7i,(1-x)-1') quadrature formula. Let us mention in this connection (for a different approach see [5] ) that for -1/2 < X < 0 the positivity can be demonstrated with the help of condition (1), using the simple fact that 7^. Using the fact that Q*m_2k 2,n_k)_x has no zero in \z\ < 1 , this implies by Rouché's Theorem that q2m has k zeros in \z\ < 1 , which proves the assertion. D
If one is interested only in such linear combinations of orthogonal polynomials whose zeros are simple and are in (-1, +1), conditions (1) and (2) can be weakened in the following way. Then each of the following two conditions is sufficient that Y^1=qPjP"-¡ has n License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
