Abstract
INTRODUCTION
Rice is one the stable food for many Asian countries. Rice is the main food consumed in south India including the state of Tamilnadu. Rice production is a complex process involving the different types of soil, varieties of seeds, weather conditions, seasons in a year, varied land and water management practices, pest and disease management techniques, manure and fertilizer management methods, weed management and timeliness management of different unit operations like sowing the seeds, growing of rice and harvesting practices. Hence, rice production is a non linear, parallel and interconnected process. Many mathematical and statistical methods have been developed to predict rice production based on different parameters. All these methods do not involve a non linear modeling approach. The present study is based on non linear, highly parallel and interconnected networking approach of using artificial feed forward back propagation neural network (FFBPNN) with sigmoid activation function coupled with rice data simulator. The input data like area of rice cultivation in hectare and rice production in tonnes for three seasons namely Kuruvai, Samba and Kodai for the 31 districts of Tamilnadu for five years from 2005-06 to 2008-09 were collected from the Seasons and Crop report [1] published by the Government of Tamilnadu. The authors of this paper already published [2] with more details pertaining to the prediction of rice data using FFBPNN. The published paper revealed the fact that the initial error computed for the FFBPNN output from the original input data for the entire variable like Kuruvai area and its production, Samba area and its production and the Kodai area and its production started at 0.0000548 at the first iteration and the error of all the variables became 0 at 18 th iteration. The error reduction pattern for the entire six variables followed the same curve linear path. This showed that the non linearity and complexity of input data were reduced and smoothened after the transformation by the sigmoid activation function multiplied by weights and subsequent updated weights. This paper is the continuation of the already published paper. The overall objective of the present study is coupling of Rice Data Simulator (RDS) with FFBPNN for simulating rice area of cultivation and rice production for the for five years of data captured, which is from 2005-06 to 2008-09. The specific objectives of this paper are:
1 To develop the multiple linear regression equations between the years and FFBPNN method of predicted area of rice cultivation / rice production 2 To predict the area of rice cultivation and rice production from the multiple regression equations developed 3 To compute the absolute relative error (ARE) between the FFBPNN method of prediction and multiple regression method of prediction and its analysis 4 To test the statistical significance using paired t-test between the FFBPNN method of prediction and multiple regression method of prediction and its analysis
REVIEW OF LITERATURE
According to F. A. Makinde, C. T. Ako et al [3] , the Feed-Forward Back-Propagation Neural Network (FFBPNN) model was used to model the under saturated crude oil viscosity from the Niger Delta region of Nigeria. The FFBPNN is a multi-layered architecture where information flows from the input to the output through at least one hidden/middle layer. Each layer contains neurons that are connected to all neurons in the neighboring layers. The connections have numerical values (weights) associated with them which will be adjusted during the training phase.
Checking the results of this model shows that the obtained results for under saturated oil viscosities in this work are in agreement with experimental data compared with the empirical correlations considered in this work. The newly developed FFBPNN model for predicting under saturated crude oil viscosity shows good results compared to the empirical correlations. The FFBPNN model achieved an average absolute relative error of 0.01998 and the relative deviation correlation coefficient of 0.999 as compared to existing empirical correlations. From the cross plots for the FFBPNN model and empirical correlations against their experimental values, the FFBPNN model data points' performance was excellent.
Khashei-Siuki et al [4] studied the prediction of dry land wheat yield based on the daily available weather data and yearly agricultural data with several nonlinear modeling techniques for an arid and semi-arid climate. Two models were used to predict the wheat yield. They were Adaptive Neuro-Fuzzy Inference Systems (ANFIS) model and Artificial Neural Network with MultiLayered Preceptron (MLP) model. The study used seven meteorological variables namely precipitations, humidity, evapotranspiration, net radiation, maximum and minimum temperature, and dew temperature for the estimation of dry land wheat yield. ANFIS method provided a general framework for the combination of ANN and fuzzy systems capabilities. The performance of ANFIS model was more pronounced than MLP in testing period. It was concluded that ANFIS model has the ability for precise estimation of dry land wheat yield, while MLP being the most suitable model for this study area. It was reported that there is a lack of comparative studies of different models. Their study used different expert nonlinear models to predict dry land wheat yield. It was reported that MLP and ANFIS techniques could be used in many fields including scheduling, politics, design, and various other analyses. These models can also be integrated into modules for application in general economic models.
Sanjay R. Bhatikar et al [5] reported the challenging problem of modeling of the Energy Storage System (ESS) of a Hybrid Electric Vehicle (HEV).The problem is not amenable to physical modeling without simplifying assumptions that compromise the accuracy of such models. It was reported that the application of an artificial neural network (ANN) was used to model the ESS. The model maps the system's state-of-charge (SOC) and the vehicle's power requirement to the bus voltage and current. It revealed that ANN models can accurately capture the complex, nonlinear correlations accurately. It was reported that smart select is a technique used for designing ANN training data. The underlying philosophy of Smart Select is to design the training data set such that it is uniformly distributed over the entire range of an appropriate ANN output variable, which is typically the variable that is most difficult to model. It was found that the training data that were uniformly distributed over the current range. It was reported that smart-select is economical in comparison with conventional techniques for selection of training data. The study reported that an artificial neural network model was developed with 2 inputs, 3 hidden neurons and 2 outputs utilizing only 1583 of the available 32,254 points. When validated on the remaining points, its predictive accuracy, measured by R-squared error, was 0.9978. Also, it was reported that there was an integration of the ANN model of the ESS into the MATLAB-SIMULINK environment of NREL's vehicle simulation software, ADVISOR. This yields a simpler implementation of the ESS module in ADVISOR and does away with certain tenuous assumptions in the original implementation. The report showed that there was dramatic reduction in the size of the training data set by the application of the model modifier approach developed by the research group at the University of Colorado at Boulder.
Using ANNs and Fuzzy Logic, Mayilvaganan, and Naidu [6] have tried to predict ground water level and they have concluded that ANN performs better than Fuzzy Logic.
It has been also proved by the contribution of Karmakar et al., [7] that Back Propagation Network forecast are more efficient technique over the statistical model for forecasting long-range monsoon rainfall over the high resolution geographical region such as district or sub-division level. He has successfully obtained global minima up to the level of 10 -04 during the training period. And also has obtained more than 80% accuracy in prediction during the independent period.
METHODOLOGY

Prediction of rice data using Feed Forward Back Propagation Neural Network
As reported by Arun Balaji and Baskar [2] , a computer program in C++ was developed to read the training data for the FFBPNN. The five years mean area of cultivation and five year mean rice production for the all the districts cultivating rice in Kuruvai, Samba and Kodai seasons of the year 2005 to 2009 was taken as training data. The training data contains the six data items like area and production of rice for three seasons for each district. The FFBPNN system consists of two neurons per season. The first neuron is made of area of rice cultivation in a season and the second neuron is made up of rice production in the same season. Hence, there are two neurons per season. Tamilnadu is producing rice in three seasons. This leads to a total of six neurons. The Feed Forward Back Propagation Neural Network (FFBPNN) to predict rice area of cultivation and rice production is shown in Figure 1 in appendix 1. Readers of this paper are requested to go through the first paper published by the same authors Arun Balaji and Baskaran [2] for more details.
Rice Data Simulator (RDS)
RDS is software created in C++ for the simulation of rice data. RDS used the input data either area of rice cultivation in hectare or rice production in tonnes for different districts of Tamilnadu cultivating rice in Kuruvai, Samba and Kodai seasons for the five years 2005 to 2009. RDS was developed based on the multiple linear regression (MLR) analysis of the set of data pertaining to year of rice cultivation (x variable) and either area of rice cultivation or rice production predicted from FFBPNN (y variable). The predicted rice data from the FFBPNN for either area of rice cultivation or rice production will be the input into RDS system.. The following is the steps involve in the prediction of rice data using RDS. 
Prediction of rice production from the MLR
The prediction of rice production in tonnes is obtained by inserting x = (2005,2006,2007,2008 and 2009) in the three equations y4 = a4 + b4 x for rice production in Kuruvai season, y5 = a5 + b5 x for rice production in Samba season and y6 = a6 + b6 x for rice production in Kodai season.
Computation of Absolute Relative Error (ARE) for area of cultivation
ARE between the FFBPNN method of predicted area and the multiple regression method of predicted area was carried out using the formula given below:
Where N is the total number of data points. ARE in percent were computed for different districts and different seasons.
Computation of Absolute Relative Error (ARE) for rice production
ARE between the FFBPNN method of predicted rice production and the multiple regression method of predicted rice production was carried out using the formula given below:
Testing the statistical significance between the FFBPNN and multiple regression methods of predicted data
The t-test is used to test the significance between two sets of paired data. The pair consists of FFBPNN and multiple regression methods of predicted area of cultivation. The calculated t value for N observations was computed as follows: The Degrees of Freedom = N-1 Refer the statistical t table for (N-1) degree of freedom at 5% level of significance to get the table t value. If calculated t value is less than table t value then there is no significant difference between the FFBPNN method of predicted area of cultivation and the multiple regression method of predicted area of cultivation. . If calculated t value is greater than table t value then there is significant difference between the FFBPNN method of predicted area of cultivation and the multiple regression method of predicted area of cultivation. The same procedure is used to compute the t value between the pair of FFBPNN method of rice production and multiple regression method of rice production. Table A .1 in the appendix shows the FFBPNN method of predicted area of rice cultivation in hectare for different districts in three seasons. Table A .5 in the appendix shows the FFBPNN method of predicted rice production in tonnes for all the districts. As per the paper published by the authors [2] , the FFBPNN prediction was carried out by updating the weights until the error is below the threshold value of 10 -9 , which was done by repeating the back propagation for 18
Results and Discussions
iterations. This predicted data was compared with the observed data collected for area and production of rice in different districts. It was found that both observed and FFBPNN way of predicted data are 100% in agreement for three seasons for the years 2005 to 2009. It was found that the FFBPNN method of prediction is exactly the same as observed area. There is 100% perfect prediction. But in practice, rice area of cultivation and subsequent rice production varies based on the variety of seed, availability of water, land and crop management considerations. Hence, the authors wished to couple a more scientific method of realistic prediction by introducing the development of RDS as per section 3.2. Readers of this paper are requested to go through the author's previous publication [2] . The present results and discussion explains the following specific issues:
o Development of MLR equations between the years of rice cultivation and FFBPNN method of predicted area of rice cultivation / rice production o Prediction of area of rice cultivation and rice production from the MLR equations developed o Computation of ARE between the FFBPNN method of prediction and MLR method of prediction and its analysis o Testing the statistical significance using paired t-test between the FFBPNN method of prediction and MLR method of prediction and its analysis
Development of multiple linear regression equations
As explained in section 3.2.1 and 3.2.2, fitting the MLR equations between years and the area of rice cultivation and also between years and the rice production for three seasons of different districts of Tamilnadu were carried out.
MLR equations developed between and FFBPNN method of predicted area of cultivation
The Rice Data Simulator (RDS) provides the following set of MLR equations for the area of rice cultivation:
The above set of MLR equations fitted between years in x axis and the FFBPNN method of predicted area of rice cultivation in y axis is shown in Table A .2 shows that some districts has perfect fitting while some are not having perfect fitting. This is unavoidable in the area of rice cultivation because of the reason that agriculture in Tamilnadu is a gamble with monsoon rains. Crop failure occurs at different stages of crop growth due to scarcity of irrigation water, lack of sufficient nutrients, problems of weeding, pest and diseases etc. It was found that there is wide variation in data collected for different years for the districts mainly due to non availability of water in time. The average r 2 value in area of cultivation is 0.40 in Kuruvai season, 0.42 in Samba season and 0.46 in Kodai season. The standard deviation of r 2 value in area of cultivation of rice varies from 0.25 in Kodai season to 0.35 in Kuruvai season. All these discussion implies that there are wide fluctuations in data pertaining to area of rice cultivation in different years for some of the districts. However, the researcher has fitted the MLR equations by using non linear FFBPNN prediction coupled with RDS to get a scientific way of predicting the area of cultivation.
MLR equations developed between the years and the FFBPNN method of predicted rice production
The RDS provides the following set of MLR equations for rice production:
The set of MLR equations were fitted between years of rice production in x axis and the FFBPNN method of predicted rice production in tonnes in y axis, which is shown in 
Prediction of area of rice cultivation and rice production from the MLR equations developed
The predicted area of rice cultivation was computed Table A .6 of appendix for three seasons.
Prediction of area of rice cultivation from the MLR
The predicted areas of cultivation are shown in Table A .3 of the appendix. The statistics of the predicted area of cultivation from the set of MLR equations as per Table A.3 for three seasons are given in Table 3 . 
Prediction of rice production from MLR equations
The predicted rice productions are shown in Table A .7 of the appendix. The statistics of the predicted rice production from the set of MLR equations for rice productions for three seasons are given in Table 4 . Table 4 brings out the fact that for the Kuruvai season, the minimum predicted rice production varies from 1747 tonnes to 4176 tonnes. It was also found out that the maximum predicted rice production varies from 140620 tonnes to 144870 tonnes. The average predicted rice production varies from 45132.88 tonnes to 46074.48 tonnes and the standard deviation varies from 35735.12 tonnes to36564.20 tonnes. It was found that the predicted rice production fluctuates every year and does not follow any particular trend because of complexities like weather and crop husbandry aspects.
With regard to the Samba season, the minimum predicted rice production varies from 10173 tonnes to 15444 tonnes. The maximum predicted rice production varies from 353250 tonnes to 398311 tonnes. The average predicted rice production varies from 128619 tonnes to 139693.29 tonnes and the standard deviation varies from 96856.03 tonnes to 100527.40 tonnes.
The predicted rice production from MLR for the Kodai season season is shown in Table A 
ARE between the FFBPNN and MLR methods of prediction
As per the explanation in section 3.3 and 3.4, the ARE percent was calculated for area of rice cultivation between FFBPNN and MLR methods of predicted area of rice cultivation. The ARE percent for rice production was also calculated between FFBPNN and MLR methods of predicted rice production.
ARE between the FFBPNN and MLR methods of predicted area of cultivation
ARE between the FFBPNN and MLR methods of predicted area of cultivation was worked out and shown in Table A .4 of the appendix. The summary of the ARE percent is given in Table 5 . During Kodai, Namakkal and Coimbatore districts has negative prediction and Nagapattinam has high error % . 
ARE between the FFBPNN and the MLR methods of predicted rice production
ARE between the FFBPNN and MLR methods of predicted rice production were worked out and shown in Table A .8 of the appendix. The summary of the ARE percent is given in Table 6 . Table 6 brings out the fact that the minimum, maximum and mean ARE percent are 3.96%, 56.19% and 17.0% respectively for Kuruvai season, followed by 1.64%, 35.05% and 11.80% respectively for Samba season and 2.21%, 59.22% and 24.60% respectively for Kodai season. The standard deviation varies from 7.83 % in Samba season to 15.93% in Kodai season. Namakkal district showed the predicted rice production of -97 tonnes for 2009 (refer table A7 ) and hence it was omitted for prediction for want of more data. Similarly, Coimbatore district showed the predicted area of rice cultivation of -225 has (refer table A.3) and hence it was also omitted for further prediction for want of more input data. Nagapattinam district showed the high mean ARE percent of 581.49% due to the extreme ARE percent of 2832 % for the year 2007 as per table A.4 in appendix. Hence, Nagapattinam district was also omitted for further prediction for want of more years of data to get consistent result. This caused the number of districts predicted in Kodai season is reduced to 23 districts.
Test of significant difference between the FFBPNN and MLR methods
The t-test as explained in section 3.5 is used to test the significance between two sets of paired data. The first data field is the FFBPNN method of predicted area of cultivation and the second data field is the MLR method of predicted area of cultivation. The two data items for a year form a pair. The same procedure is used to compute the t value between the pair of FFBPNN and MLR methods of rice production.
Paired t test between the FFBPNN and MLR methods of predicted area
The 
Paired t test between the FFBPNN and MLR methods of predicted rice production
The paired t-test is used to test the significance between two sets of paired data items. The first data item is the FFBPNN method of predicted rice production and the second data item is MLR method of predicted rice production. The two data items form a pair. showed that there is statistically significant difference between the FFBPNN method and the MLR methods of predicted rice production. The conclusion of the t test shows that the idea of building the multiple linear regression equations by taking the FFBPNN method of predicted area of cultivation / rice production as dependant variable (y) and the years of cultivation as independent variable (x) for the three seasons and the subsequent RDS predicted area of cultivation /rice production worked very well excepting for some years due to wide variations in observed data which needs more input data for getting consistent results. 
SUMMARY AND CONCLUSIONS
