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A classiﬁcation method of self-dual codes over Zm is given. If
m = rs with relatively prime integers r and s, then the classiﬁcation
can be accomplished by double coset decompositions of Sn by
automorphism groups of self-dual codes over Zr and Zs . We
classify self-dual codes of length 4 over Zp for all primes p in
terms of their automorphism groups and then apply our method
to classify self-dual codes over Zm for arbitrary integer m. Self-dual
codes of length 8 are also classiﬁed over Zpq for p,q = 2,3,5,7.
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1. Introduction
Let m, n be positive integers. A (linear) code C of length n over Zm is a Zm-submodule of Znm .
A code over some Zm will be called a modular code. We refer to [8,10] for the generality of codes,
[14] for modular codes.
Znm is equipped with the standard inner product deﬁned by x · y =
∑
xi yi where x= (xi), y = (yi).
The dual code C⊥ of a code C of length n is deﬁned by C⊥ = {x ∈ Znm | x · y = 0 for all y ∈ C}. C is
called a self-dual code if C = C⊥ . Self-dual codes are an important class of linear codes and much
work has been done towards the classiﬁcation of self-dual codes. The main tool for the classiﬁcation
is the so-called mass formula, which counts the number of self-dual codes over Zm of given length.
See [10,8] or [1,12,13] for recent results. Self-dual codes of moderate length over prime ﬁelds or Zpe
are classiﬁed for small primes by the effort of many authors [2–4,7,9,11,15].
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the Chinese Remainder Theorem and the classiﬁcation of self-dual codes over the rings Zpe where p
is a prime. However, it has not been pursued any further and has not been done in almost all cases.
Recently, some result is obtained by a method based on a classiﬁcation of m-frames of unimodular
lattices [6]. In this article, we pursue the Chinese Remainder Theorem to give another classiﬁcation
method. It turns out that the classiﬁcation is equivalent to double coset decompositions.
This article is organized as follows. First we introduce notations and review basic facts about
monomial transformations and the Chinese product in Section 2. Our main theorem on classiﬁca-
tion method is given in Section 3. We classify self-dual codes of length 4 over Zp for all primes p
in Section 4, and apply our main classiﬁcation theorem to classify self-dual codes over arbitrary rings
Zm for integers m such as m = pq, pqr, pqrs in Section 5. In Section 6, self-dual codes of length 8
over Zm are classiﬁed for m = 6,10,14,15,21,35. In the ﬁnal section, it is shown that the tetracode
is very special among self-dual codes over prime ﬁelds in terms of the automorphism group.
2. Monomial transformations and Chinese products
The group Sn of symmetries on n letters acts on Znm by
(c1, c2, . . . , cn)σ = (cσ(1), cσ(2), . . . , cσ(n)).
This is indeed a right action, as
(cσ(1), cσ(2), . . . , cσ(n))τ = (cσ(τ (1)), cσ(τ (2)), . . . , cσ(τ (n))).
Notice that σ ∈ Sn acts on Znm on the right, while σ acts on the index set {1,2, . . . ,n} on the left
as usual (some authors use the right action instead). Denote by pσ the n × n permutation matrix
corresponding to this action by σ , i.e., pσ = (eσ(1), eσ(2), . . . , eσ(n)), where e j is the jth standard
basis column vector. Let
Dnm =
{
diag(γ1, γ2, . . . , γn)
∣∣ γi ∈ Zm, γ 2i = 1}.
An element γ = diag(γ1, γ2, . . . , γn) ∈ Dnm acts on Znm by
(c1, c2, . . . , cn)γ = (γ1c1, γ2c2, . . . , γncn).
Let Tnm be the group of all monomial transformations on Z
n
m deﬁned by
Tnm =
{
γ pσ
∣∣ γ ∈ Dnm, σ ∈ Sn}.
Let Snm be the set of all self-dual codes of length n over Zm . The cardinality of S
n
m will be denoted
by Nm(n). The group Tnm acts on S
n
m by Ct = {ct | c ∈ C}. Two self-dual codes C and C ′ in Snm are
equivalent (denoted C ∼ C ′) if there exists an element t ∈ Tnm such that Ct = C ′ . The group of all
automorphisms of C will be denoted by Aut(C) and the set of all orbits will be denoted by Snm/T
n
m .
We will usually abuse the notations and simply write diag(γ1, . . . , γn) by (γ1, . . . , γn) and pσ by σ .
Since Dnm ∩ Sn = {I}, any element t ∈ Tnm has a unique representation t = γ σ for γ ∈ Dnm and σ ∈ Sn .
γ will be called the sign (part) of t , and σ will be called the permutation part of t .
Lemma 2.1. The map p :Tnm → Sn, p(γ σ ) = σ is a surjective homomorphism with kernel Dnm and hence
Tnm = Dnm  Sn.
Proof. The lemma follows from the identity
σ−1 diag(γ1, γ2, . . . , γn)σ = diag(γσ(1), γσ (2), . . . , γσ (n)).  (1)
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Notice that
σγ = γ σσ (2)
where γ σ = σγ σ−1. Hence p(σγ ) = σ , also. For a subgroup H of Tnm ,
p(H) = {σ ∣∣ γ σ ∈ H for some γ ∈ Dnm}
is a subgroup of Sn , called the group of permutation parts of H . Elements in s(H) = H ∩Dnm are called
the pure signs of H . Since p|H maps H onto p(H) with kernel H ∩ Dnm ,
∣∣s(H)∣∣= |H||p(H)| . (3)
Since what is important to us is the number |s(H)| of pure signs in H and the group p(H) of permu-
tation parts of H , we usually write
H = ∣∣s(H)∣∣.p(H). (4)
Note that for each σ ∈ p(H), there exist exactly |s(H)| elements γ in Dnm such that γ σ ∈ H . When
H = Aut(C) for some self-dual code C , then p(H) will also be denoted simply by p(C) and s(H) by
s(C). Note that p(C) is in general not a subgroup of the permutation automorphism group of C , since
Aut(C) is not necessarily a split extension.
Now we discuss the Chinese products. For any divisor r of m we denote by [·]r the natural projec-
tion [·]r :Zm → Zr deﬁned by
[c]r = (c mod r) ∈ Zr .
Fix a decomposition m = rs of m with gcd(r, s) = 1. The Chinese Remainder Theorem asserts that
Zm → Zr × Zs, c →
([c]r, [c]s) (5)
is an isomorphism. We introduce a new notation for its inverse isomorphism
Zr × Zs → Zm, (a,b) → a 	 b. (6)
(The name China translates as “central country”, so 	 seems appropriate.) If rx+ sy = 1, then
a 	 b = asy + brx (mod m).
a	b will be called the Chinese product of a and b, and c = [c]r 	[c]s will be called the Chinese product
decomposition of c ∈ Zm . Note that
a 	 b + c 	 d = (a + c) 	 (b + d), (a 	 b)(c 	 d) = (ac) 	 (bd)
for a, c ∈ Zr and b,d ∈ Zs .
For any integer n, these isomorphisms are extended to isomorphisms between Znm and Z
n
r × Zns in
the natural way. For A ⊂ Znr and B ⊂ Zns , we deﬁne the Chinese product of A and B by
A 	 B = {a 	 b | a ∈ A, b ∈ B} ⊂ Znm.
Lemma 2.2. Let Ai , Bi , Ci be codes of the same length n over Zq, Zr , and Zs , respectively, where q, r, s are
pairwise relatively prime. Then
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(ii) A1 	 B1 = B1 	 A1 .
(iii) (A1 	 B1) 	 C1 = A1 	 (B1 	 C1).
(iv) A1	 B1 is self-dual if and only if A1 and B1 are self-dual. In particular, Nrs(n) = Nr(n)Ns(n) for relatively
prime integers r, s.
(v) d(A1 	 B1) =min{d(A1),d(B1)}, where d denotes the minimum distance.
Proof. (i), (ii) and (iii) are easy to verify, (iv) by [5], and (v) by [4]. 
A code C of length n over Zm can be uniquely written as a Chinese product C = [C]r 	 [C]s , and
conversely two codes A over Zr and B over Zs of the same length n uniquely determine a code A	 B
over Zm of length n.
We have two induced projections [·]r mapping t = γ σ ∈ Tnm onto [t]r = [γ ]rσ ∈ Tnr and [·]s map-
ping t = γ σ onto [t]s = [γ ]sσ ∈ Tns . Composed with these projections, Tnm also acts on Znr and Zns
naturally, i.e., for a ∈ Znr and b ∈ Zns , we deﬁne at := a[t]r and bt := b[t]s so that
(a 	 b)t = at 	 bt. (7)
Therefore Tnm also acts on the sets S
n
r and S
n
s naturally by
At = A[t]r, Bt = B[t]s
(
A ∈ Snr , B ∈ Sns , t ∈ Tnm
)
. (8)
By (7) and (8),
(A 	 B)t = (At) 	 (Bt). (9)
The stabilizer of A ∈ Snr in Tnm will be denoted by AutTnm (A), i.e.,
AutTnm A =
{
γ σ
∣∣ [γ ]rσ ∈ Aut(A)}
and similarly for B ∈ Sns . If H is a subset of Tnr then we deﬁne the lift of H onto Tnm by
H˜ = {t ∈ Tnm ∣∣ [t]r ∈ H}
and similarly for a subset of Tns . It is easy to see that for H ⊂ Tr ,
H˜ = {(α 	 β)σ ∣∣ ασ ∈ H, β ∈ Dns }, (10)
and AutTnm (A) = A˜ut(A) for a code A over Znr .
Lemma 2.3. For H ⊂ Tnr ,
|H˜| = |H| × ∣∣Dns ∣∣.
Proof. It follows from (10). 
The automorphism group of A 	 B is described in the next theorem.
Theorem 2.4. Let A ∈ Snr and B ∈ Sns be self-dual codes. Then
(i) AutTnm (A 	 B) = AutTnm (A) ∩ AutTnm (B).
(ii) p(A 	 B) = p(A) ∩ p(B).
Proof. This follows from Lemma 2.2 and (9). 
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There is a general principle describing the equivalence classes under the diagonal action of a group
G on the Cartesian product of two G-sets.
Theorem 3.1. Suppose a group G acts on X and Y . Then G acts on X × Y by (x, y)g = (xg, yg). Let Ω be a
subset of X × Y invariant under G. Then
Ω/G = {(x, y) ∣∣ x ∈ XΩ/G, y ∈ Yx/Gx},
where XΩ = {x | (x, y) ∈ Ω for some y ∈ Y }, Yx = {y | (x, y) ∈ Ω}, and Gx = {g ∈ G | xg = x} is the stabilizer
of x in G.
We ﬁrst break Snm/T
n
m into small pieces and apply Theorem 3.1 as follows. For A ∈ Snr , B ∈ Sns , let
LE(A, B) = {A′ 	 B ′ ∈ Snr 	 Sns ∣∣ A′ ∼ A, B ′ ∼ B}.
A′ 	 B ′ in LE(A, B) is said to be locally equivalent to A 	 B . It is clear that LE(A, B) is invariant under
the action of Tnm and that
Snm/T
n
m =
∐
A∈Snr /Tnr
B∈Sns /Tns
LE(A, B)/Tnm (disjoint union). (11)
Theorem 3.2. For A ∈ Snr , B ∈ Sns , let H = Aut(A) and K = Aut(B). Then the following map is a bijection
between the double cosets in K˜\Tnm/H˜ and the orbits of locally equivalent codes to A 	 B under the action
of Tnm:
K˜\Tnm/H˜ → LE(A, B)/Tnm,
K˜ ti H˜ → A 	 Bti .
Proof. We may use Theorem 3.1, but we give a direct proof to ensure the correspondence. Let A′ 	
B ′ ∈ LE(A, B). There exist elements g1, g2 ∈ Tnm such that A′ = Ag1, B ′ = Bg2. Write g2g−11 = ktih for
some k ∈ K˜ , h ∈ H˜ and ti . Then
A′ 	 B ′ = Ag1 	 Bg2 ∼ A 	 Bktih = A 	 Btih ∼ Ah−1 	 Bti = A 	 Bti .
We have proved that any element in LE(A, B) is equivalent to some A 	 Bti .
Now suppose A 	 Bti is equivalent to A 	 Bt j for some representatives ti and t j of the dou-
ble cosets. This means that there exists g ∈ Tnm such that Ag = A and Bti g = Bt j . Then g ∈ H˜ and
ti gt
−1
j ∈ K˜ . Therefore ti = (ti gt−1j )t j g−1 ∈ K˜ t j H˜ and hence ti = t j . The theorem is proved. 
Remark 3.3. The action of Tnm in Theorem 3.2 can be replaced by any action. For example, if we
consider the action of Sn , we obtain the classiﬁcation of LE(A, B) under the permutation equivalence.
Lemma 3.4. Let H ⊂ Tnr and K ⊂ Tns be subgroups.
(i) For any γ σ ∈ Tnm, K˜ (γ σ )H˜ = K˜σ H˜ .
(ii) The following map is a bijection:
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K˜σ H˜ → p(K )σ p(H).
Proof. (i) Let γ = α 	 β , and suppose that (α1 	 β1)σ1 ∈ K˜ and (α2 	 β2)σ2 ∈ H˜ . Then β1σ1 ∈ K and
α2σ2 ∈ H . We have
(
(α1 	 β1)σ1
)
γ σ
(
(α2 	 β2)σ2
)= (α1 	 β1)σ1(α 	 I)(I 	 β)σ (α2 	 β2)σ2
= (α1 	 β1)
(
ασ1 	 I)σ1σ (I 	 βσ−1)(α2 	 β2)σ2
= ((α1ασ1 	 β1)σ1)σ ((α2 	 βσ−1β2)σ2) ∈ K˜σ H˜ .
(ii) If K˜σ1 H˜ = K˜σ2 H˜ , then clearly p(K )σ1p(H) = p(K )σ2p(H). Conversely, suppose that p(K )σ1 ×
p(H) = p(K )σ2p(H). Then there exist μ ∈ p(K ) and λ ∈ p(H) such that σ1 = μσ2λ. Hence there exist
signs α ∈ Dnr , β ∈ Dns such that βμ ∈ p(K ) and αλ ∈ p(H). Then
σ1 =
(
αμσ2 	 β)(αμσ2 	 β)σ1 = (αμσ2 	 β)(α 	 βμσ2)μσ2(μσ2λ)
= ((αμσ2 	 β)μ)σ2((α 	 βμσ2)λ) ∈ K˜σ2 H˜ .
Hence K˜σ1 H˜ = K˜σ2 H˜ . This proves the theorem. 
Combining Theorem 3.2 with Lemma 3.4, we obtain the classiﬁcation tool using the double coset
decomposition.
Theorem 3.5. Let A ∈ Snr , B ∈ Sns . The inequivalent codes in LE(A, B) are given by A 	 Bσi , where σi runs
through the double coset representatives of Sn by p(B) and p(A). In particular, the number of inequivalent
codes in LE(A, B) is the cardinality of p(B)\Sn/p(A).
Therefore, the classiﬁcation of self-dual codes over Zm reduces to the classiﬁcation of self-dual
codes over Zr and Zs , and the double coset decompositions. For each pair A, B of codes from Snr /T
n
m
and Sns /T
n
m , respectively, we classify LE(A, B) by starting with the double coset p(B)p(A) and try to
ﬁnd distinct double cosets p(B)σ2p(A), p(B)σ3p(A), . . . , p(B)σk p(A) until we reach the identity
k∑
i=1
∣∣p(B)σi p(A)∣∣= n!, (12)
which will be called the local mass formula. This equality ensures that A 	 Bσi , 1  i  k, are all of
the inequivalent codes in LE(A, B). Notice that when p(A) or p(B) is a normal subgroup of Sn , then
the double cosets p(B)σ p(A) become the usual left or right cosets p(B)p(A)σ or σ p(B)p(A). In this
case, the number of inequivalent codes in LE(A, B) is the index [Sn : p(B)p(A)].
There is a case when the classiﬁcation is trivial.
Corollary 3.6. Let A ∈ Snr , B ∈ Sns with p(B) = Sn. Then all codes in LE(A 	 B) are equivalent.
An example of a code C with p(C) = Sn is the tetracode over Z3. Such codes will be studied more
in the ﬁnal section.
The following lemma will be frequently used in computing local mass formula.
Lemma 3.7. Let K and H be subgroups of a group G. Then
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(ii) The map K\G/H → H\G/K , Kσ H → Hσ−1K is a bijection and |Kσ H| = |Hσ−1K |.
Note that we may compute the double coset p(A)\Tnm/p(B) instead of p(B)\Tnm/p(A), which re-
ally corresponds to the classiﬁcation of LE(B, A). Since
∣∣p(B)σi p(A)∣∣= ∣∣(σ−1i p(B)σi)p(A)∣∣= |p(B)||p(A)||σ−1i p(B)σi ∩ p(A)|
the local mass formula can be rephrased as
k∑
i=1
1
|σ−1i p(B)σi ∩ p(A)|
= n!|p(B)||p(A)| . (13)
In passing, we give a relation between the sizes of the groups K˜σ H˜ and p(K )σ p(H).
Theorem 3.8. Let H, K be subgroups of Tnr and T
n
s , respectively. Then
(i) |K˜ ∩ H˜| = |p(K ) ∩ p(H)||s(K )||s(H)|.
(ii) |K˜σ H˜| = |Dnm||p(K )σ p(H)|.
Proof. (i) If γ σ ∈ K˜ ∩ H˜ , then σ ∈ p(K ) ∩ p(H) and γ = α 	 β such that ασ ∈ H and βσ ∈ K .
Recall that |s(H)|, the number of pure signs in H , is equal to |H|/|p(H)|. For each σ ∈ p(K ) ∩ p(H),
there exist α1,α2, . . . ,α|s(H)| in Dnr and β1, β2, . . . , β|s(K )| in Dns such that αiσ ∈ H and β jσ ∈ K . Then
(αi 	 β j)σ are |s(K )||s(H)| distinct elements in K˜ ∩ H˜ .
(ii) Since |Dnm| = |Dnr ||Dns |, |H˜| = |Dns ||H|, |s(σ−1Hσ)| = |s(H)|, |H| = |s(H)||p(H)|, etc., we have
|K˜σ H˜| = |K˜ ||H˜||σ−1 K˜σ ∩ H˜| =
|K ||Dnr ||H||Dns |
|σ−1p(K )σ ∩ p(H)||s(K )||s(H)|
= ∣∣Dnm∣∣ |p(K )||p(H)||σ−1p(K )σ ∩ p(H)| =
∣∣Dnm∣∣∣∣p(K )σ p(H)∣∣.
This proves the theorem. 
4. Self-dual codes of length 4 overZp
Let p be a prime. It is well-known that for p ≡ 1 (mod 4), a self-dual code of length n exists if
and only if n ≡ 0 (mod 2), and for p ≡ 3 (mod 4), a self-dual code of length n exists if and only if
n ≡ 0 (mod 4). The number of self-dual codes of length n over Zp is given by the following mass
formula (see [10] or [6]).
Theorem 4.1. The number of self-dual codes of length n over Zp (p = 2) is given by
Np(n) = 2
n/2−1∏
i=1
(
pi + 1).
Corollary 4.2. For p = 2, there exist 2(p + 1) self-dual codes over Zp of length 4.
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B4 =
{
(1), (12)(34), (13)(24), (14)(23)
}
,
B8 =
{
(1), (1234), (12)(34), (13)(24), (1432), (13), (14)(23), (24)
}
,
B ′8 =
{
(1), (1324), (13)(24), (12)(34), (1423), (12), (14)(23), (34)
}
,
A4 = alternating group.
Notice that B4 and A4 are normal subgroups of S4. We will denote a code C with generator matrix
G by C : G .
There is a unique, up to equivalence, binary self-dual code
E42 : (I2|I2)
of length 4, which has the automorphism group 1.B8 (see (4) for notation). Let C be a self-dual code
of length 4 over Zp , where p = 2. C is permutation equivalent to a code with generator matrix of the
form (I2|A), where A =
( a b
c d
)
. The self-duality of C implies that AAt = −I2. Thus A−1 = −At , which
implies that A = ( a b−b a ) or A = ( a bb −a ). So C is equivalent to one of the following
Ca,b :
(
1 0 a b
0 1 −b a
)
, C ′a,b :
(
1 0 a b
0 1 b −a
)
,
where a2 + b2 + 1 = 0. Note that C ′a,b is equivalent to Cb,a . We will classify these codes according to
their automorphism groups, starting from the following observation.
Theorem 4.3. {±I} ⊂ Aut(Ca,b) and B4 ⊂ p(Ca,b). Particularly, |Aut(Ca,b)| 8.
Proof. It is obvious that {±I} ⊂ Aut(Ca,b). Now Ca,b(12)(34)(1,−1,1,−1) is generated by f1 =
(0,−1,b,−a) and f2 = (1,0,a,b). Clearly, f1 and f2 generate Ca,b . Thus (12)(34) ∈ p(Ca,b). Similarly,
(13)(24)(1,−1,−1,1) ∈ Aut(Ca,b). 
Corollary 4.4. If p > 23, then there exist at least two inequivalent self-dual codes over Zp of length 4.
Proof. By Theorem 4.3, the number of equivalent codes to a given code Ca,b is less than or equal to
24·4!
8 = 48. But the number of self-dual codes over Zp is given by 2(p + 1). If p > 23, then 2(p + 1) >
48, which proves the theorem. 
We now describe the orbits of Ca,b under the T4p action. Let
(a,b) = {(a,b), (a,−b), (−a,b), (−a,−b), (b,a), (b,−a), (−b,a), (−b,−a)}. (14)
Note that if a = ±b, (a,b) contains 8 elements, but if a = ±b, then it contains only 4 elements. The
possible 16 codes Cc,d and C ′d,c are all equivalent to Ca,b for (c,d) ∈ (a,b). Moreover, if a or b is
nonzero, then (1/a)2 + (b/a)2 + 1 = 0 or (1/b)2 + (a/b)2 + 1 = 0, and then we get another 16 or 32
such codes Cc,d or C ′d,c where (c,d) is in (1/a,b/a) or (1/b,a/b). To see the equivalence of these
codes, just note, for example, that
(
1 a 0 b
0 b 1 −a
)
∼
(
1 0 −a/b −1/b
0 1 1/b −a/b
)
.
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|Aut(Ca,b)| = 8, then all these 48 codes are distinct, and conversely.
It is known that the tetracode, which is the unique ternary self-dual code of length 4 up to equiv-
alence,
E43 :
(
1 0 1 1
0 1 2 1
)
has the automorphism group 2.S4 (see [8, Example 1.7.7]).
Besides E42 and E43 , we have four other classes as follows.
Theorem 4.5. Let p = 2,3. Then the self-dual code Ca,b over Zp is equivalent to one of the following four
classes of inequivalent codes:
(i) Suppose a2 + 1= 0. Then Ca,0 is a self-dual code with the automorphism group
Aut(Ca,0) = 4.B8
of order 32 and the weight enumerator
W1(x, y) = x4 + 2(p − 1)x2 y2 + (p − 1)2 y4.
(ii) Suppose a2 + b2 + 1= 0, a6 = 1, but a = ±1. Then Ca,b is a self-dual code with the automorphism group
Aut(Ca,b) = 2.A4
of order 24 and the weight enumerator
W2(x, y) = x4 + 4(p − 1)xy3 + (p − 1)(p − 3)y4.
In this case, b = a ± 1.
(iii) Suppose that b2 + 2= 0. Then C1,b is a self-dual code with the automorphism group
Aut(C1,b) = 2.B8
of order 16 and the weight enumerator W2(x, y). It is equivalent to the code Ca,a whose automorphism
group is 2.B ′8 , where a = −b/2.
(iv) Suppose a2 + b2 + 1 = 0, but a,b = 0,±1, a = ±b, and a6 = 1. Then the code Ca,b is a self-dual code
with the automorphism group
Aut(Ca,b) = 2.B4
of order 8 and the weight enumerator W2(x, y).
Codes from classes (i), (ii), (iii) are unique, if exist, up to equivalence. Classes (ii), (iii) and (iv) are MDS codes.
Class a,b Aut(Ca,b) W (x, y)
(i) a2 + 1= 0, b = 0 4.B8 x4 + 2(p − 1)x2 y2 + (p − 1)2 y4
(ii) a6 = 1, a = ±1 2.A4 x4 + 4(p − 1)xy3 + (p − 1)(p − 3)y4
(iii) a = 1, b2 + 2= 0 2.B8 x4 + 4(p − 1)xy3 + (p − 1)(p − 3)y4
(iv) else 2.B4 x4 + 4(p − 1)xy3 + (p − 1)(p − 3)y4
Proof. Let C = Ca,b and H = Aut(C).
(i) It is a routine to check that s(H) = {±I,±(1,−1,1,−1)}. C(1234) is generated by f1 =
(0,a,0,1) and f2 = (1,0,a,0). Replace f1 by af1 = (0,−1,0,a). It is now easy to see that
(af1)(1,−1,1,1) = (0,1,0,a) and f2(1,−1,1,1) = f2 belong to C . Thus (1234) ∈ p(H). By Theo-
rem 4.3, (13) = (1234)(12)(34) ∈ p(H). Thus p(H) contains B8 = 〈(1234), (13)〉 as a subgroup. In
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γ = (γ1, . . . , γ4) ∈ D4p such that C(12)γ = C . C(12)γ contains (1,0,0,a)γ = (γ1,0,0, γ4a). Since this
element is also in C , (γ1,0,0, γ4a) = γ1(1,0,a,0), which implies a = 0, a contradiction.
(ii) Three conditions a6 = 1, a = ±1, and a2 + b2 + 1= 0 imply that a2 ± a+ 1= 0, b2 ± b + 1= 0,
b6 = 1. Furthermore, a = ±b, for otherwise 2a2 + 1 = 0, which implies 1 = a6 = −1/8 or 9 = 0, so
that p = 3. Now it is easy to check that (123), (234) ∈ p(H), but (12) /∈ H . Since A4 = B4 ∪ B4(123) ∪
B4(234), we must have that p(H) = A4. For the last assertion, note that a2 ± a + 1 = 0, and thus
a2 + (a ± 1)2 + 1= 2a2 ± 2a + 2= 0, so we may take b = a ± 1.
(iii) As in (i), it can be shown that (1234)(1,1,−1,1) ∈ H , but (123) /∈ p(H). By the same argument
as in (i), p(H) = B8. Check that s(H) = {±I}. The last claim follows from the facts that Ca,a(23) =
C1,−2a and B ′8 = (23)B8(23).
(iv) Check that ±a,±b,± 1a ,± ba ,± 1b ,± ab are all distinct. This means (a,b), (1/a,b/a), and
(1/b,a/b) have no intersections, so that Ca,b has 48 equivalent codes. Hence |H| = 8, which yields
H = 2.B4 by Theorem 4.3.
For the uniqueness in (ii), ﬁrst not that the multiplicative order of a mod p is 3 or 6. If 6 | p − 1,
then the roots of x6 − 1 = 0 are gi , 0  1  5 for some g , and a and b are one of g, g2, g4 or g5.
But g2 = ±1/g , g4 = ±g and g5 = ±1/g . Thus Ca,b for any choices of (a,b) are all equivalent. The
proof for case that 3 | p − 1 is easier. For the uniqueness in (iii), note that ±b are the only roots of
x2 + 2= 0 and C1,−b(1,3)(1,−1,1,1) = C1,b . 
We remark that the classiﬁcation is still true for self-dual codes of this form, i.e., type 12, over
Zpe , except the uniqueness.
The following two theorems describe the cases when each class is unique over Zp and when each
class exists.
Theorem 4.6.
(i) Class (i) code Ca,0 is the unique self-dual code over Zp up to equivalence if and only if p = 5. In this case,
we can take a = 2.
(ii) Class (ii) code Ca,b is the unique self-dual code over Zp up to equivalence if and only if p = 7. In this case,
we can take (a,b) = (2,3).
(iii) Class (iii) code Ca,a is the unique self-dual code over Zp up to equivalence if and only if p = 11. In this
case, we can take a = 4.
(iv) Class (iv) Ca,b is the unique self-dual code over Zp up to equivalence if and only if p = 23. In this case, we
can take (a,b) = (2,8).
Proof. (i) |T4p|/|Aut(Ca,0)| = (24 · 4!)/32 = 12. Hence Ca,0 is the unique self-dual code over Zp up to
equivalence if and only if 12= 2(p + 1), namely, p = 5. (ii), (iii) and (iv) can be proved similarly. 
Theorem 4.7.
(i) Class (i) exists for Zp if and only if p ≡ 1 (mod 4).
(ii) Class (ii) exists for Zp if and only if p ≡ 1 (mod 3).
(iii) Class (iii) exists for Zp if and only if p ≡ 1,3 (mod 8).
(iv) Class (iv) exists for Zp if and only if p  23.
Proof. (i) and (ii) follow from the fact that Z∗p is a multiplicative cyclic group of order p − 1,
and (iii) holds since −2 is a quadratic residue in Zp if and only if p ≡ 1,3 (mod 8). Classes
(i), (ii), (iii) contribute 12, 16, 24 codes, respectively, in the mass formula. For p  29, we have
12+ 16+ 24 = 52 < 2(p + 1), and hence a code of class (iv) must exist over Zp . The case for p = 23
is Theorem 4.6(iv). 
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(i) If p ≡ 23 (mod 24), then only class (iv) exists over Zp .
(ii) If p ≡ 1 (mod 24), then classes (i), (ii), (iii) exist over Zp .
(iii) If p ≡ 1 (mod 12), then classes (i), (ii) exist over Zp .
(iv) If p ≡ 1 (mod 8), then classes (i), (iii) exist over Zp .
(v) If p ≡ 1,19 (mod 24), then classes (ii), (iii) exist over Zp .
According to the corollary above, 73 is the smallest prime p such that all four classes exist over Zp .
The classiﬁcation of codes Ca,b over Zp is related with the number of solutions of x2 + y2 + 1= 0
over Zp . First we give the number of solutions.
Theorem 4.9. Let p  3 be a prime. The cardinality of the set
S−1 =
{
(x, y) ∈ Z2p
∣∣ x2 + y2 + 1= 0}
is given by
|S−1| = p − (−1)(p−1)/2 =
{
p − 1, if p ≡ 1 (mod 4),
p + 1, if p ≡ 3 (mod 4).
Proof. The existence of an element (a,b) ∈ S−1 can be easily proved. Let (x, y) ∈ S−1 with y = −b,
i.e.,
x2 + y2 + 1= 0 (y = −b). (15)
Then y − b = λ(x− a), where λ = − x+ay+b . Conversely, let y − b = λ(x− a) where λ ∈ Zp . We substitute
for y = b+ λ(x− a) in (15) and solve for x. If λ2 + 1 = 0 and λ = −a/b, then we obtain two solutions
x = a, xλ = aλ
2 − 2bλ − a
λ2 + 1 = a,
otherwise, we obtain only one solution x = a. Furthermore, it can be checked that if xλ = xλ′ for
λ = −a/b, then λ′ = λ or λ′ = b−aλa+bλ with λ′ = λ. Therefore, if λ2 + 1 = 0 and λ = −a/b, then λ
determines a unique xλ and then a
yλ = b + λ(xλ − a) = −bλ
2 − 2aλ + b
λ2 + 1
such that (xλ, yλ) belongs to S−1 and lies on the line y − b = λ(x − a). Notice that (xλ,−yλ) ∈ S−1,
also. When λ2 + 1= 0 or λ = −a/b, we get the solution (xλ, yλ) = (a,b) ∈ S−1 back.
Now suppose p ≡ 1 (mod 4). Then there are two λ’s such that λ2 + 1 = 0. Note that λ = −a/b.
Other than these three elements, each pair of two λ ∈ Zp determines a unique xλ such that
(xλ,±yλ) ∈ S−1, therefore there are p−32 · 2 = p − 3 solutions in S−1. Since we have two more solu-
tions (a,±b), there are p − 1 solutions in S−1.
When p ≡ 3 (mod 4), there exists no λ such that λ2 + 1 = 0. Hence each λ = −a/b gives two
solutions (xλ,±yλ), all together giving (p−1)2 ·2= p−1 solutions in total. Together with (a,±b), there
are p + 1 solutions. 
Theorem 4.10. For p = 2,3, let N1,N2,N3,N4 be the number of classes (i), (ii), (iii), (iv) self-dual codes over
Zp , respectively. These numbers are determined as follows.
(i) Suppose p ≡ 1 (mod 4). Then
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0 1 1 1 1 p−124 − 1
4 5 1 0 0 p−524
12 13 1 1 0 p−1324
16 17 1 0 1 p−1724
(ii) Suppose p ≡ 3 (mod 4). Then
p + 1 (mod 24) p (mod 24) N1 N2 N3 N4
0 23 0 0 0 p−2324 + 1
8 7 0 1 0 p−724
12 11 0 0 1 p−1124
20 19 0 1 1 p−1924
Proof. Let S−1 = {(a,b) ∈ Z2p | a2 + b2 + 1 = 0}. If Ca,b is equivalent to Ca′,0, then (a,b) = (±a′,0) or
(0,±a′), giving only 4 zeros in S−1. For classes (ii), (iii) and (iv), we compute (a,b) ∪ (1/a,b/a) ∪
(1/b,a/b) for each case. In case (ii) the union has 8 zeros since (1/a,b/a) = (1/b,a/b) = (a,b).
Similarly, in case (iii) the union has 12 zeros (1,±b), (−1,±b), (b,±1), (−b,±1), (1/b,±1/b) and
(−1/b,±1/b). Finally a class (iv) code gives 24 elements in the union. The sum of these numbers of
solutions must be equal to p − (−1)(p−1)/2. Using Corollary 4.8, we can check that the above tables
cover all possible cases. 
The following classiﬁcation of length 4 self-dual codes over Zp , p < 30, can be found in several
places such as [2,7–9,15] or directly veriﬁed by Theorem 4.10. Here we state it as a theorem for later
use.
Theorem 4.11.
(i) For p = 2,3,5,7,11,23 there is a unique self-dual code of length 4 over Zp up to equivalence as in the
following table:
p 2 3 5 7 11 23
E4p C1,0 C1,1 C2,0 C2,3 C1,3 C2,8
Aut(E4p ) 16.B8 2.S4 4.B8 2.A4 2.B8 2.B4
(ii) For p = 13,17,19,29, there are two self-dual codes of length 4 over Zp up to equivalence as in the
following table:
p 13 17 19 29
E4p,i C5,0 C4,10 C4,0 C1,7 C1,6 C7,8 C12,0 C2,13
Aut(E4p,i) 4.B8 2.A4 4.B8 2.B8 2.B8 2.A4 2.B8 2.B4
We extend the classiﬁcation for primes less than 100 using Theorem 4.10 in Table 1. Here (a,b)
denotes the code Ca,b for simplicity.
5. Classiﬁcation of self-dual codes of length 4
5.1. Codes over Zpq
In this subsection we classify the self-dual codes of length 4 over Zpq where p,q are distinct
primes. Let Ep be a self-dual code of length 4 over Zp and Eq be a self-dual code of length 4 over Zq .
We will classify LE(Ep,Eq). If p or q is 3, then it is trivial by Corollary 3.6, so we assume that
p,q = 3. By Theorem 4.5, then p(Ep) and p(Eq) are one of B8, A4 or B4. We will ﬁnd the double
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Self-dual codes of length 4 over Zp (30 < p < 100).
p p (mod 24) (i) (ii) (iii) (iv) Total
31 7 (5,6) (4,13) 2
37 13 (6,0) (10,11) (3,8) 3
41 17 (9,0) (1,11) (2,6) 3
43 19 (6,7) (1,16) (2,9) 3
47 23 (2,18), (3,15) 2
53 5 (23,0) (3,19), (4,6) 3
59 11 (1,23) (3,7), (6,9) 3
61 13 (11,0) (13,14) (2,19), (8,22) 4
67 19 (29,30) (1,20) (2,14), (12,18) 4
71 23 (4,14), (8,19), (11,34) 3
73 1 (27,0) (8,9) (1,12) (7,13), (11,30) 5
79 7 (23,24) (4,33), (6,11), (9,32) 4
83 11 (1,9) (2,24), (10,27), (16,18) 4
89 17 (34,0) (1,40) (2,23), (3,41), (4,28) 5
97 1 (22,0) (35,36) (1,17) (7,12), (10,44), (21,25) 6
coset decomposition p(Eq)\S4/p(Ep) for possible 6 choices of the pair p(Ep) and p(Eq). Notice that
Ep 	 Eqσ = Epσ−1 	 Eq , and particularly Ep 	 Eqσ = Epσ 	 Eq for any transposition σ = (i j).
(1) {p(Ep), p(Eq)} = {A4, B8}. In this case, p(Eq)p(Ep) = S4. Therefore there is a unique double
coset and a unique inequivalent code in LE(Ep,Eq).
(2) {p(Ep), p(Eq)} = {A4, B4}. In this case, p(Eq)p(Ep) = A4. Therefore there are two double cosets
p(Eq)p(Ep) and p(Eq)(12)p(Ep), and hence two inequivalent codes Ep 	 Eq and Ep 	 Eq(12) in
LE(Ep,Eq).
(3) {p(Ep), p(Eq)} = {B4, B8}. In this case, p(Eq)p(Ep) = B8. Since B4 is normal in S4, we have
B8σ B4 = B8σ . It can be checked that S4 = B8 ∪ B8(12)∪ B8(23), which is the double coset decompo-
sition of S4. Hence there are 3 inequivalent codes Ep 	 Eq , Ep 	 Eq(12) and Ep 	 Eq(23) in LE(Ep,Eq).
The remaining cases (4) p(Ep) = p(Eq) = A4, (5) p(Ep) = p(Eq) = B8 and (6) p(Ep) = p(Eq) = B4
can be checked in a similar way. We summarize this result into the next theorem.
Theorem 5.1. Let r, s be relatively prime. Let A ∈ S4r and B ∈ S4s be self-dual codes of length 4. According to
the pair of p(A) and p(B), the double coset decompositions and the inequivalent codes in LE(A, B) are given
as follows:
p(A), p(B) Double coset decomposition Inequivalent codes
A4, B8 A4B8 A 	 B
A4, B4 A4 ∪ A4(12) A 	 B , A 	 B(12)
A4, A4 A4 ∪ A4(12) A 	 B , A 	 B(12)
B8, B8 B8 ∪ B8(12)B8 A 	 B , A 	 B(12)
B4, B8 B8 ∪ B8(12) ∪ B8(23) A 	 B , A 	 B(12), A 	 B(23)
B4, B4
⋃
σ∈S3 B4σ A 	 Bσ , σ ∈ S3
Combining Theorem 5.1 with Theorems 3.6 and 4.11, we obtain the following Table 2 of the num-
ber N of inequivalent self-dual codes over Zpq of length 4 for distinct primes p,q < 30.
5.2. Codes over Zpqr or Zpqrs
We show how to classify self-dual codes of length 4 over the rings Zpqr or Zpqrs by taking exam-
ples over Z2·5·7 = Z70 and Z2·5·7·11 = Z770.
First we classify codes over Z70. As stated in Theorem 4.11, there exists a unique inequivalent self-
dual code E42 , E45 and E47 over Z2, Z5 and Z7, respectively, and their groups of permutation parts are
given by p(E42 ) = B8, p(E45 ) = B8 and p(E47 ) = A4.
By Theorem 5.1, there are two inequivalent self-dual codes over Z10, namely E42 	 E45 and E42 	
E45 (12). Thus we need to classify LE(E42 	 E45 ,E47 ) and LE(E42 	 E45 (12),E47 ). By Theorem 2.4, p(E42 	
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There exist N inequivalent self-dual codes over Zpq of length 4.
N pq
1 6, 14, 15, 21, 33, 35, 69, 77
2 10, 22, 39, 51, 55, 57, 87, 119, 161
3 26, 38, 46, 65, 91, 95, 115, 133, 143, 203, 209, 253
4 34, 85, 187
5 58, 145, 299, 319
6 221, 247, 323, 391, 493
8 377, 551
9 667
10 493
E45 ) = p(E42 ) ∩ p(E45 ) = B8. Thus p(E42 	 E45 ) ∩ p(E47 ) = B8 ∩ A4 = B4. Then
∣∣p(E42 	 E45 )p(E47 )∣∣= |p(E42 	 E45 )||p(E47 )||p(E42 	 E45 ) ∩ p(E47 )| =
8 · 12
4
= 24 = 4!.
Thus there exists a unique inequivalent code in LE(E42 	 E45 ,E47 ). Now consider LE(E42 	 E45 (12),E47 ).
Since p(E42 	 E45 (12)) = B8 ∩ (12)B8(12) = B4, we have
p
(E42 	 E45 (12))p(E47 )= B4A4 = A4,
which gives two double cosets A4, A4(12). Consequently, there are, in total, three inequivalent self-
dual codes
E42 	 E45 	 E47 , E42 	 E45 (12) 	 E47 , E42 	 E45 (12) 	 E47 (12)
of length 4 over Z70.
Next, we consider codes over Z770 = Z22 	 Z35. Recall that p(E47 ) = B8. By Theorem 5.1, there
exist two inequivalent self-dual codes E42 	 E411 and E42 	 E411(12) over Z22, and there exists a unique
inequivalent self-dual code E45 	 E47 over Z35. First, we classify LE(E42 	 E411 	 E45 	 E47 ). Let H =
Aut
T
4
22
(E42 	 E411) and K = AutT435 (E
4
5 	 E47 ). Then p(K ) = B8 ∩ B8 = B8 and p(H) = A4 ∩ B8 = B4. By
Theorem 5.1, there are three inequivalent self-dual codes
E42 	 E411 	 E45 	 E47σ
(
σ = (1), (12), (23))
in LE(E42 	 E411 	 E45 	 E47 ). To classify LE(E42 	 E411(12) 	 E45 	 E47 ), let H = AutT422 (E
4
2 	 E411(12)) and
K = Aut
T
4
35
(E45 	 E47 ). Then p(K ) = p(H) = B4. By Theorem 5.1, there are six inequivalent self-dual
codes
E42 	 E411(12) 	 E45σ 	 E47σ (σ ∈ S3).
In total, there are nine inequivalent self-dual codes of length 4 over Z770.
6. Self-dual codes of length 8 overZpq
In this section, we classify self-dual codes of length 8 over Zpq , where p,q = 2,3,5,7.
There are two inequivalent self-dual codes of length 8 over Z2 (see [8] for instance):
E82,1 : (I4|I4), E82,2 :
⎛
⎜⎝I4
∣∣∣∣∣∣∣
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
⎞
⎟⎠ ,
where |p(E82,1)| = 384 and |p(E82,2)| = 1344.
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E83 :
(
1 0 1 1
0 1 2 1
)
⊕
(
1 0 1 1
0 1 2 1
)
whose group of permutation parts is
p
(E83 )= {(σ |τ ) ∣∣ σ ,τ ∈ S4}∪ {ρ(σ |τ ) ∣∣ σ ,τ ∈ S4}
of order 1152, where ρ = (15)(26)(37)(48) ∈ S8. The precise knowledge of p(E83 ) makes it relatively
easy to ﬁnd the intersections σ−1p(E83 )σ ∩ p(C) for a code C over Zp .
There are three inequivalent self-dual codes of length 8 over Z5 as follows [9]:
E85,1 : (I4|2I4), E85,2 :
⎛
⎜⎝
1 2
1 −1 2 2
1 −1 2 2
2 2 1 −1
⎞
⎟⎠ ,
E85,3 :
⎛
⎜⎝
1 −1 2 2
1 −1 2 2
1 −1 2 2
2 2 1 −1
⎞
⎟⎠ .
We have |p(E85,1)| = 384, |p(E85,2)| = 240 and |p(E85,3)| = 192.
There are four inequivalent self-dual codes of length 8 over Z7 [15]:
E87,1 :
(
1 0 2 3
0 1 4 2
)
⊕
(
1 0 2 3
0 1 4 2
)
, E87,2 :
⎛
⎜⎝I4
∣∣∣∣∣∣∣
2 3 0 0
0 0 2 3
1 4 6 3
1 4 1 4
⎞
⎟⎠ ,
E87,3 :
⎛
⎜⎝I4
∣∣∣∣∣∣∣
6 0 1 5
5 6 0 1
6 2 6 0
0 1 0 2
⎞
⎟⎠ , E87,4 :
⎛
⎜⎝I4
∣∣∣∣∣∣∣
6 5 5 2
5 2 1 2
5 1 5 5
2 2 5 1
⎞
⎟⎠ .
Their groups of permutation parts have orders 288, 36, 48, 336, respectively. E87,2 is the code 2C3(8)
implicitly given in [15]. E87,3 and E87,4 are E1 and E2 in [15] transformed into the standard form.
We classify self-dual codes of length 8 over Z6 as an example, using local mass formula. First,
consider LE(E82,1 	 E83 ). Let H = Aut(E82,1) and K = Aut(E83 ). In this case, the local mass formula is
∑
σi
1
|σ−1i p(K )σi ∩ p(H)|
= 8!
(384)(1152)
= 35
384
.
The last column of Table 3 gives the order of the intersections σ−1i p(K )σi ∩ p(H), and the equality
1
48
+ 1
16
+ 1
128
= 35
384
proves that there are three inequivalent codes, namely E82,1 	E83 , E82,1 	E83 (45) and E82,1 	E83 (35)(46).
Similarly, the equality
1 + 1 = 35
48 192 384
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There are 5 self-dual codes of length 8 over Z6.
A B |p(A)| |p(B)| A 	 Bσ |σ−1p(B)σ ∩ p(A)|
E82,1 E83 384 1152 A 	 B 48
A 	 B(45) 16
A 	 B(35)(46) 128
E82,2 E83 1344 1152 A 	 B 48
A 	 B(45678) 192
Table 4
There are 27 self-dual codes of length 8 over Z10.
A B Representatives σi for A 	 Bσi #
E82,1 E85,1 (1), (78), (678), (56)(78), (5678) 5
E82,1 E85,2 (1), (67), (2345), (2345)(78) 4
E82,1 E85,3 (1), (78), (67), (678), (57)(68), (5768), (45)(687) 7
E82,2 E85,1 (1), (78), (678) 3
E82,2 E85,2 (1), (678) 2
E82,2 E85,3 (1), (78), (67), (678), (57)(68), (458)(67) 6
Table 5
There are 45 self-dual codes of length 8 over Z14.
A B Representatives σi for A 	 Bσi #
E82,1 E87,1 (1), (78), (45678), (4568) 4
E82,1 E87,2 (1), (67), (687) 3
E82,1 E87,3 (1), (78), (678), (687), (68), (5678), (5876), (45678) 8
E82,1 E87,4 (1), (67), (68) 3
E82,2 E87,1 (1), (78), (45), (35)(46) 4
E82,2 E87,2 (1), (67), (576), (57), (4567), (457), (4587) 7
E82,2 E87,3 (1), (78), (678), (687), (68), (56)(78), (5678), (5876), (45), (45)(67), (45)(68), (46587) 12
E82,2 E87,4 (1), (78), (68), (56)(78) 4
Table 6
There are 9 self-dual codes of length 8 over Z15.
A B Representatives σi for A 	 Bσi #
E83 E85,1 (1), (45), (35)(46) 3
E83 E85,2 (1), (2345) 2
E83 E85,3 (1), (45), (4765), (35)(46) 4
shows that there are two inequivalent codes E82,2 	 E83 and E82,2 	 E83 (15) in LE(E82,2 	 E83 ).
The previously known classiﬁcation of self-dual codes over Zm is extended to m = 4,6,8,9,10 and
to lengths 19,12,12,12 and 10, respectively, in [6] by considering m-frames of unimodular lattices.
In Tables 4–8, we further extend the classiﬁcation of self-dual codes of length 8 over Zm for m =
10,14,15,21,35 by directly computing the double coset decompositions.
7. Tetracode is special
In this section we prove that the tetracode E43 is the unique code which has the whole Sn as its
permutation parts.
Theorem 7.1. Suppose C is a self-dual code of length 2n over Zp with p(C) = S2n. Then p = 3, n = 2 and
hence C is the tetracode.
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There are 15 self-dual codes of length 8 over Z21.
A B Representatives σi for A 	 Bσi #
E83 E87,1 (1), (45), (35)(46) 3
E83 E87,2 (1), (45), (35)(46), (235)(46) 4
E83 E87,3 (1), (45), (465), (4765), (36475), (235)(476) 6
E83 E87,4 (1), (45) 2
Table 8
There are 100 self-dual codes of length 8 over Z35.
A B Representatives σi for A 	 Bσi #
E85,1 E87,1 (1), (78), (45), (35)(46) 4
E85,1 E87,2 (1), (67), (576), (57), (4567), (457), (4587) 7
E85,1 E87,3 (1), (78), (678), (687), (68), (56)(78), (5678), (5876), (45), (45)(67), (45)(68), (46587) 12
E85,1 E87,4 (1), (78), (68), (56)(78) 4
E85,2 E87,1 (1), (2543), (2543)(78) 3
E85,2 E87,2 (1), (67), (687), (23), (23)(78), (2543), (13)(24), (13)(24)(78) 8
E85,2 E87,3 (1), (78), (678), (687), (23), (23)(78), (23)(67), (26543), (267543), (2678543) 10
E85,2 E87,4 (1), (78), (67) 3
E85,3 E87,1 (1), (78), (45), (45)(78), (4567), (45678), (35)(46), (35)(46)(78) 8
E85,3 E87,2 (1), (67), (687), (45), (45)(78), (45)(678), (45)(687), (45)(68), (4567), (23), (23)(78) 11
E85,3 E87,3 (1), (78), (67), (678), (687), (68), (567), (5678), (45), (45)(78), (45)(67), (45)(678), (45)(687),
(45)(68), (4567), (45678), (465)(78), (46875), (4687), (468), (48567), (23)(67), (23)(678),
(23)(467)
24
E85,3 E87,4 (1), (78), (678), (687), (68), (467) 6
Proof. Let (In|(
i j)) be the standard form of a generator matrix of C , where (
i j) is an n × n matrix
over Zp . We will write c = (a1, . . . ,an|b1, . . . ,bn) for c ∈ C and γ = (α|β) = (α1, . . . ,an|β1, . . . , βn) for
γ ∈ D2np , where αi, β j = ±1. There exists some (α|β) ∈ D2np such that (α|β)(12) ∈ Aut(C). Since
(1,0, . . . ,0|
11, . . . , 
1n)(α|β)(12) = (0,α1,0, . . . ,0|β1
11, . . . , βn
1n) ∈ C,
we have that
(0,α1,0, . . . ,0|β1
11, . . . , βn
1n) = α1(0,1, . . . ,0|
21, . . . , 
2n),
which shows that 
2 j = ±
1 j for j = 1, . . . ,n. By the same argument with (1i) instead of (12), we
obtain

i j = ±
1 j, 1 i, j  n.
By taking an element of the form (α|β)(n + 1,n + 2) in Aut(C), and then considering
(1,0, . . . ,0|
11, . . . , 
1n)(α|β)(n + 1,n + 2) ∈ C,
we get 
12 = ±
11. By the similar argument with (n + 1,n + j) instead of (n + 1,n + 2), we obtain

1 j = ±
11, 1 j  n.
Next, there exists some (α|β)(1,n + 1) ∈ Aut(C). Then
(1,0, . . . ,0|
11, . . . , 
1n)(α|β)(1,n + 1) ∈ C
shows that 
211 = 1 or 
11 = ±1. By the same argument with ( j,n + j) instead of (1,n + 1) and the
fact that 
i j = 
1 j , we obtain

i j = ±1, 1 i, j  n.
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(0,1, . . . ,0|
21, . . . , 
2n)(α|β)(1,n + 1) ∈ C
implies that
(β1
21,α2,0, . . . ,0|0, β2
22, . . . , βn
2n) = β1
21(1,0, . . . ,0|
11, 
12, . . . , 
1n)
+ α2(0,1,0, . . . ,0|
21, 
22, . . . , 
2n),
which shows that
β2
22 = β1
21
12 + α2
22.
The left-hand side is ±1 and the right-hand side is (±1) + (±1). The only possible case is −1 = 2.
Consequently, p = 3.
Finally we will show that n = 2. Suppose not. Take an element (α|β)(12) ∈ Aut(C). If 1 is in the
jth position in the following codeword, where j  3, then
(0, . . . ,0,1,0, . . . ,0|
 j1, . . . , 
 jn)(α|β)(12) ∈ C
implies that α j = β1 = β2 = · · · = βn . Consequently, α3 = α4 = · · · = αn = β1 = · · · = βn . Applying
(α|β)(12) ∈ Aut(C) to (1,0, . . . ,0|
11, . . . , 
1n) we get 
2 j = α1β1
1 j for all 1 j  n. Then
0=
n∑
j=1

1 j
2 j =
n∑
j=1
α1β1

2
1 j =
n∑
j=1
α1β1 = ±n.
This leads to a contradiction and the theorem is proved. 
It is interesting to note that self-dual codes of length 4 over Z4 and Z9 have automorphism groups
quite different from prime cases. There are two and three inequivalent codes, respectively, as stated
in [1,7] and [3]. Two self-dual codes over Z4 are
E44,1 :
(1 1 1 1
2 0 2
2 2
)
, E44,2 : (2I4)
both having p(E44,1) = p(E44,2) = S4 and three codes over Z9 are
E49,1 :
(
1 0 1 4
0 1 −4 1
)
, E49,2 :
(1 1 0 5
3 0 3
3 0
)
, E49,3 : (3I4),
where
p
(E49,1)= B8, p(E49,2)= 〈(12), (124)〉, p(E49,3)= S4.
In general, if C1 is a self-dual code of length 1 with generator matrix (pe), then the code nC1 of
length n over Zp2e has p(C) = Sn .
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