Measurement of the Decays B -> Dlv by Feltresi, Enrico
Measurement of the Decays
B → D`ν
D I S S E R T A T I O N
zur Erlangung des akademischen Grades
Doctor rerum naturalium
(Dr. rer. nat.)
vorgelegt von
Enrico Feltresi
Lehrstuhl für Experimentelle Physik 5
Fakultät Physik
der Technischen Universität Dortmund
2010

Vom Fachbereich Physik der Technischen Universität Dortmund zur Erlangung des akademischen
Grades eines Doktors der Naturwissenschaften genehmigte Dissertation.
1. Gutachter : Prof. Dr. Bernhard Spaan
2. Gutachter : Dr. Jochen Dingfelder
All work presented in this document is the author's own work, unless stated otherwise. This work
is supported by the Bundesministerium für Bildung und the Forschung and Deutsche Forschungs-
gemeinschaft (Germany).
iv
Abstract
One of the main goals of the BABAR Experiment at the SLAC National Accelerator Laboratory's
e+e− storage ring PEP-II is the precise measurement of the CKM-Matrix elements. Semileptonic
B-decays allow the extraction of both |Vcb| and |Vub| . This analysis presents an exclusive untagged
measurement of the semileptonic decay B → D`ν to extract |Vcb| and the form factor slope ρˆ2.
Results are presented based on a data sample of approximately 390 fb−1, which corresponds to
(383.6± 4.2)× 106 Υ (4S)→ BB decays. The results are:
G(1)|Vcb| = (43.5± 1.1± 1.8)× 10−3, (0.1)
ρˆ2 = 1.11± 0.05± 0.04, (0.2)
where the ﬁrst uncertainties are statistical and the second systematic, G(1) is the hadronic form fac-
tor at the point of zero recoil. Integrating the diﬀerential decay rate dΓ/dw over the allowed values
of w, and using the previous results, the branching fraction B(B → D`ν) has been determined:
B(B → D`ν) = (2.38± 0.03± 0.10)%. (0.3)
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Introduction
The Standard Model (SM) of Particle Physics successfully explains the fundamental interactions
(strong, electromagnetic and weak) of particles in a uniﬁed theoretical framework. This theory gives
an excellent description of all the phenomena observed in Particle Physics up to energies explored
at today's accelerator experiments. However the Standard Model leaves too many unanswered
questions such as non-zero neutrino masses, the presence of dark matter, the fermion mass hierarchy
and the quantitative asymmetry between matter and antimatter in the universe. Nevertheless to
ﬁnd eﬀects that go beyond the Standard Model theory and to explain these shortcomings it is very
important to measure the many Standard Model parameters as precisely as possible.
The quark mixing formalism is a fundamental part of the Standard Model, describing the weak
interactions among quarks through the CKM Matrix, named after N. Cabibbo, M. Kobayashi and
T. Maskawa. The CKM matrix is a complex unitary matrix, it can be parameterized by three
mixing angles and a phase, which are four of the free parameters of the Standard Model. One of
them, the phase, is complex and alone accounts for the violation of the combination of particle-
antiparticle (charge conjugation: C) and mirror (parity: P ) symmetry, known as CP violation.
CP violation may help explaining the matter-antimatter asymmetry observed in the universe.
Precise experimental measurements of the CKM matrix elements allow to test the unitarity of
the quark mixing matrix. Besides the elements |Vcb| and |Vub| are important to understand the
phenomenology of weak interaction, the physics of quark ﬂavour and mass, and have interesting
implication for the breakdown of the CP symmetry.
At the end of the nineties, two experimental facilities started to study B physics and to test
Standard Model parameters in the fermion sector. One is BABAR at the SLAC national accelerator
laboratory in California, USA, the other is BELLE at the KEK High Energy Accelerator Research
Organization in Japan. The B-factory experiments have collected an huge amount of data for
almost ten years, determining the CP -violation and fundamental Standard Model parameters (e.g.
|Vcb| and |Vub|) with high precision. Experimentally |Vcb| can be measured studying the exclusive
B → D(∗)`ν decay or the inclusive process b → c`ν. Exclusive determinations of |Vcb| are based
on a study of semileptonic B decays into charmed mesons (D or D∗), and both lepton and meson
are identiﬁed. On the other hand inclusive determinations are based on a measurement of the
total semileptonic decay rate Γ(B → X`ν), where the ﬁnal state consists of a lepton-neutrino
pair accompanied by any number of hadrons, but only the lepton is identify. Both inclusive and
exclusive determinations of |Vcb| rely on theoretical calculations of the hadronic matrix element
expressed in terms of form factors. The framework to calculate the form factors is provided by the
Heavy Quark Eﬀective Theory (HQET), an exact theory in the limit of inﬁnite quark masses.
The diﬀerential decay rate for B → D`ν is proportional to |Vcb|2, and it can be expressed as:
dΓ(B → D`ν)
dw
=
G2F |Vcb|2
48pi3
K(w)G2(w) (0.4)
where w is the inner product of the B and D meson velocity 4-vectors, w = vB · vD, corresponding
to the energy of the ﬁnal state hadron in the rest frame of the decay. K(w) is the phase space.
Hadron kinematics and non-perturbative QCD involved in these decays is rigorously parametrized
in terms of a hadronic form factor G(w). It is usually expressed as the product of a normalization
factor, G(1), and a function, g(w), constrained by dispersion relation.
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Introduction
Figure 0.1: The summary, made by the HFAG group, of the existing results for the BR(B → D`ν) on the left plot,
G(1)× |Vcb|2 in the right plot. The measurements shown are from ALEPH[7], CLEO[8] and BELLE[9], BABAR and
BABAR Tagged [10], and BABAR Global Fit [11].
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This thesis focuses on the extraction of the quark mixing parameter |Vcb| by reconstructing the
B → D`ν decay in the data collected with the BABAR detector. Exclusive B → D`ν events are
selected implementing a technique based on the neutrino reconstruction method, which exploits
the hermicity of the detector and the near zero mass of the neutrino.
The study of the decay B → D`ν, from a theoretical standpoint, is very interesting. In fact under
particular assumptions (BPS[1] framework) the |Vcb| extraction is more precise in the B → D`ν
process than in its antagonist, the decay B → D∗`ν, due to a better prediction of the form factor
normalization (GB→D(1)) based on unquenched Lattice QCD calculations[2][3]. Experimentally
the B → D`ν decay process has some advantages compared to the B → D∗`ν too: it is not
hampered by the detection eﬃciency of the pisoft, the slow pion (~ppi < 200 MeV/c) produced in
the D∗ → Dpisoft decay, which is one of the biggest systematic uncertainties in the B → D∗`ν.
The results of the |Vcb| measurement obtained using the decay B → D`ν are in a good agreement
among diﬀerent experiments and with inclusive measurements, whereas in B → D∗`ν not all the
measurements are in agreement[4]. From the experimental point of view it is hard to isolate this
channel from the dominant B → D∗`ν background, and the decay rate is heavily suppressed near
the point of maximum momentum transfer to the leptons w = 1, the point of zero-recoil, due to the
helicity mismatch between the initial and ﬁnal state. But again new quenched lattice calculation
results[5, 6] allow the extraction of |Vcb| for w > 1.
The study of the decay process B → D`ν have been already performed in the past by ALEPH[7],
CLEO[8] and BELLE[9], more recently also BABAR published two independent measurements,
based on tagged events [10], where one B meson from an Υ (4S) decay is fully reconstructed and
on its recoil is studied the semileptonic B decay, or on a semi-inclusive reconstruction of B →
DX`ν decays [11], where the D and lepton are identiﬁed and a global ﬁt to them allows to
measure simultaneously both the B → D`ν and B → D∗`ν decays. The summary of the existing
measurements for the BR(B → D`ν) and G(1)× |Vcb| can be found in ﬁgure 0.1[4].
This work is organized as followed:
Chapter 1: The theory of semileptonic B → D`ν decays is reviewed together with a brief reminder
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of the electroweak sector of the standard model and the CKM mechanism.
Chapter 2: The BABAR detector is presented, where characteristics and speciﬁc performances of
each BABAR sub-detector are outlined and brieﬂy discussed.
Chapter 3 and 4: The analysis strategy is brieﬂy introduced, then the event samples used in this
analysis, consisting of data collected with the BABAR detector and simulated Monte Carlo events
are summarized.
Chapter 5: The experimental techniques used to reconstruct events, identify particles and reso-
nances are discussed. The criteria applied to select the signal sample are shown.
Chapters 6 and 7: Fit technique for the measurement of signal yields and the extraction of the
CKM matrix element |Vcb| are reported.
Chapter 8: Systematics uncertainties associated with this measurement are discussed.
3
1 Theory of Semileptonic B-Meson
Decays
After a short introduction into the framework of the Standard Model, the CP -violation and the
Cabibbo-Kobayashi-Maskawa quark mixing matrix this chapter will focus on special interest con-
cepts for the theoretical description of the exclusive semileptonic B-Meson decays, and elementary
aspects of the Heavy Quark Eﬀective Theory, the theoretical framework used to describe the
hadronic matrix element in the B → D process.
1.1 The Standard Model and the CP violation
The Standard Model (SM) is a theoretical framework which describes the interaction between
fundamental particles. In this framework strong, weak and electromagnetic interactions of the
basic constituent of matters are modeled using a gauge ﬁeld theory. The SM is based on the
symmetry group SU(3)⊗SU(2)⊗U(1). The basic constituents of matter are a dozen of spin- 1/2
particles (fermions) along with their antiparticles. These are the three pairs of leptons and three
pairs of quarks which are organized in a three family structure:[
νe u
e d
]
,
[
νµ c
µ s
]
,
[
ντ t
τ b
]
,
where [
ν` qu
` qd
]
≡
(
ν`
`
)
L
,
(
qu
qd
)
L
, `R, quR, qdR.
The indices L and R denote the left-handed and right-handed components of the particle ﬁelds.
The left-handed ﬁelds are weak isospin doublets, while all others are singlets with respect to the
weak interaction. The interaction between the fermions is mediated by the exchange of integer-spin
particles (bosons). Bosons are divided into vector and scalar bosons, according to the value of their
spin being 1 or 0 respectively. The gauge (vector) bosons are:
• the photon, mediator of the electromagnetic interaction;
• the W± and the Z0, gauge bosons of weak interactions;
• 8 gluons, mediators of the strong interactions.
The Higgs boson, a scalar ﬁeld whose coupling with the other ﬁelds generates their masses while
preserving the gauge-invariance of the theory, has not been experimentally observed yet. In the
Standard Model, interactions are generated by a Lagrangian density that is invariant under trans-
formations of the group SU(3)C ⊗ SU(2)L ⊗ U(1)Y , which is made up by the strong in-
teraction symmetry group (or color symmetry) SU(3)C and the electro-weak interaction group
SU(2)L ⊗ U(1)Y , product of the weak isospin and hypercharge symmetries. This Lagrangian
density can be expressed as a sum of four contributions:
LSM = Lfermions + LY ang−Mills + LHiggs + LY ukawa , (1.1)
describing respectively:
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• the dynamics of fermions in terms of their kinetic energy and their couplings to the gauge
bosons (Lfermions);
• the dynamics of gauge bosons in terms of their kinetic energy and their self-couplings, asso-
ciated to local (non-Abelian) symmetry groups (LY ang−Mills);
• the spontaneous symmetry breaking term, derived from the Higgs mechanism, by which
bosons acquire a ﬁnite mass (LHiggs);
• the fermion mass terms, derived from the same symmetry breaking mechanism and the
Yukawa couplings of the fermions with the Higgs scalar (LY ukawa).
The last two terms, that would not appear in a massless particle theory, stem from the spontaneous
breaking of the invariance of the SM Lagrangian in the group SU(3)C ⊗ U(1)Q, where U(1)Q is
the symmetry associated to electric charge conservation. This is due to the introduction of a scalar
Higgs ﬁeld with a non-zero vacuum expectation value. The Lagrangian 1.1 not only accounts for
massive fermions and gauge bosons, but also allows the violation of the fundamental symmetry
(CP symmetry) that is given by the composition of two discrete symmetries, namely the parity
inversion and the charge conjugation.
1.2 The CKM matrix
The terms in the SM Lagrangian which describe the coupling between quarks and the W± bosons
are of the (maximally parity violating) form:
Lfermions = − g√
2
(J µW+µ + J µ†W−µ ) , (1.2)
where theW+µ operator annihilates aW
+ or creates aW− (vice-versa for theW−µ ) and the current
operator J µ can be explicitly written as:
J µ =
∑
i
u¯iγ
µ 1
2
(1− γ5)Vijdi , (1.3)
for quarks. The ﬁeld operators u¯i annihilate u, c and t or create their antiparticles, while the
di operators annihilate d, s and b or create their antiparticles. In the quark case, transitions
between diﬀerent generations are determined by the quantities Vij , (with the indices i, j running
through the three quark generations) that are the elements of a 3 × 3 unitary matrix, the Cabibbo-
Kobayashi-Maskawa (CKM) matrix [12]. From a physical point of view, the CKM matrix can be
regarded as a rotation matrix between the mass eigenstates basis (d, s, b) and a set of new states
(d′, s′, b′) with diagonal couplings to (u, c, t). Feynman amplitudes of processes where a W− is
emitted (dj → W−ui, u¯i → W−d¯j) are then proportional to Vij , while when a W+ is emitted
(ui → W+dj , d¯j → W+u¯i) they are proportional to V ∗ij . The standard notation for the CKM
matrix [13] is:  d′s′
b′
 =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 ds
b
 . (1.4)
The dominant terms in the CKM matrix are the diagonal ones, thus transitions between two
diﬀerent quark generations are suppressed with respect to u → d, c → s and t → b transitions.
The key feature of the CKM matrix is that its elements can be non-trivially complex, allowing for
CP -violation phenomena in charged-current transitions. Like fermion masses, the CKM elements
are free parameters in the Standard Model and their values are not predicted by the theory. Many
parametrizations exist in literature, the most used are the standard parametrization [14], and a
generalization of the Wolfenstein parametrization [15] as presented in [16]. In the Wolfenstein
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parametrization, the matrix elements are the result of an expansion in terms of a small parameter
λ = |Vus| ∼ 0.22. The four independent parameters are in this case:
λ , A , ρ , η.
where η is the CP violating phase and the matrix is written:
VCKM =
 1− λ
2
2 λ Aλ
3(ρ− iη)
−λ 1− λ22 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
 + O(λ4) (1.5)
With respect to the Wolfenstein parametrization, given in 1.5, the corrections to the diagonal
elements and to Vts are of order O(λ4), corrections to Vcd and Vtd are of order O(λ5), while
additional terms to Vus and Vcb only appear at the orders O(λ7) and O(λ8) and the expression
for Vub stay unchanged. The main corrections to the imaginary parts are ∆Vcd = −iA2λ5η and
∆Vts = −iAλ4η.
Thanks to the use of the variables:
ρ = ρ(1− λ
2
2
) , η = η(1− λ
2
2
)
the orders O(λ5) can be included in the expression of Vtd
Vtd = Aλ3(1− ρ¯− iη¯)
and the CKM matrix can be expressed as, omitting O(λ6) terms:
VCKM =
 1− λ
2
2 − λ
4
8 λ Aλ
3(ρ¯− iη¯)
−λ+ A2λ52 (1− 2(ρ¯+ iη¯)) 1− λ
2
2 − λ4(1/8 +A2/2) Aλ2
Aλ3(1− ρ¯− iη¯) −Aλ2 + 12Aλ4 +Aλ4(ρ¯+ iη¯) 1− A
2λ4
2

The unitarity of the VCKM matrix,
VCKMV
†
CKM = V
†
CKMVCKM = 1,
implies several relations between its elements:
3∑
i=1
VijV
∗
ik = δjk and
3∑
j=1
VijV
∗
kj = δik.
The six independent relations can be represented as a triangle in the (ρ, η) plane, where the ones
obtained by product of neighboring rows or columns are nearly degenerate.
The areas of all these triangles are equal to half of the Jarlskog invariant J , which is a phase-
convention-independent measure of CP violation, deﬁned by:
Im{VijVklV ∗ilV ∗kj} = J
3∑
m,n=1
ikmjln
where abc is the antisymmetric tensor.
The presence of a non-zero CKM phase, and hence of CP violation, requires J 6= 0. The elements
of the relations: V ∗ubVud+V
∗
cbVcd+V
∗
tbVtd = 0, can be determined by B physics measurements. This
triangle is particularly attractive from the experimental point of view, since it has all the sides of
order λ3. Dividing all the terms of the relation by |V ∗cbVcd|, one obtains:
V ∗ubVud
V ∗cbVcd
+ 1 +
V ∗tbVtd
V ∗cbVcd
= 0
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Figure 1.1: Unitarity Triangle, represented in the (ρ¯, η¯) plane.
which is represented by the triangle in ﬁg. 1.1. The imaginary coordinate of the apex is η¯, the CP
violating phase and, as already stated, the presence of CP violation, i.e. η¯ 6= 0, is described by a
non-zero area of the triangle. The sides of the triangle can be expressed in terms of ρ¯ and η¯:
|V ∗ubVud|
|V ∗cbVcd|
=
√
ρ2 + η2
|V ∗tbVtd|
|V ∗cbVcd|
=
√
(1− ρ)2 + η2,
and each angle is the relative phase between two adjacent sides:
α = arg
[
V ∗ubVud
V ∗tbVtd
]
β = arg
[
V ∗tbVtd
V ∗cbVcd
]
γ = arg
[
V ∗ubVud
V ∗cbVcd
]
.
1.3 Exclusive Semileptonic B-Meson decay to charmed
Mesons
Semileptonic B-meson decays to charmed mesons (ﬁgure 1.2) are useful processes used to mea-
sure the coupling of quarks to the W -boson: |Vcb|. These decays are interesting because the
matrix element of a semileptonic decay can be written as the product of a leptonic current and
a hadronic current. The leptonic current is well known, and the hadronic current, where all the
non-perturbative QCD interactions are conﬁned, can be parametrized in terms of Lorentz-invariant
functions, form factors, expressed in terms of the square of the mass of the W -boson. One key
variable used to describe this decay is: q2, the squared momentum transfer, given the four-vectors
momenta for the particles involved in the B → D`ν decay, pB , pD, p` and pν , q2 can be deﬁned as
q2 ≡ (pB − pD)2 ≡ (p` + pν)2 , (1.6)
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which is also equal to the squared mass of the virtual W−. The momentum transfer q2 is linearly
related to another frequently-used variable, w, deﬁned as the product of four-velocities
w ≡ vB · vD = m
2
B +m
2
D − q2
2mBmD
. (1.7)
This variable is particularly useful in HQET expressions for the form factors (see Section 1.3.2)
due to the fact that it is more natural to work with velocities than momenta in HQET. This
Figure 1.2: The Feynman diagram of a semileptonic B → D(∗)`ν decay. The ﬁgure illustrates the complexity of
the non-perturbative strong interaction through the great amount of gluon exchange.                         –
section will focus on the theoretical description of the B → D`ν decay, where ` = e, µ, and the
Caprini-Lellouch-Neubert model, which is used in this thesis to determine |Vcb|.
1.3.1 Matrix element
The matrix element for the semileptonic decay Mbq¯ → Xcq¯`−ν` is the product of a hadronic and a
leptonic current:
M(Mbq¯ → Xcq¯`−ν`) = 〈Xcq¯|c¯−ig
2
√
2
Vcbγµ(1− γ5)b|Mbq¯〉
×Pµν(q)u¯` −ig
2
√
2
γν(1− γ5)vν` (1.8)
where the operator b annihilates the quark b (or creates b¯) and the W propagator is given by
Pµν(q) =
i(−gµν + qµqν/M2W )
q2 −M2W
' i g
µν
M2W
. (1.9)
The last expression for the propagator is appropriate when the energies are much less than MW .
The phenomenological form for the matrix element is
M(Mbq¯ → Xcq¯`−ν`) = −iGF√
2
VcbL
µHµ, (1.10)
where GF /
√
2 = g2/8M2W . The leptonic current is exactly known
Lµ = u¯`γµ(1− γ5)vν` , (1.11)
and the hadronic current is given by
Hµ = 〈Xcq¯|c¯γµ(1− γ5)b|Mbq¯〉. (1.12)
The hadronic current is reconstructed from the available four-vectors using the Lorentz invariance,
which are momenta and spin-polarization vectors. The Lorentz vector or axial-vector quantities
thus formed have Lorentz-invariant coeﬃcients (form factors) that are functions of q2. Classes of
exclusive semileptonic decays considered are: P → P ′`ν, where both P and P ′ are pseudoscalar
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mesons. In the case of a P (bq)→ P ′(cq)`ν decay, in parenthesis the quark contents of the mesons
is described, there are only two independent four vectors, which could be p+ p′ and q = p− p′. For
these quantum numbers, the hadronic current Hµ has no contribution from the matrix element of
the axial-vector current and can be written [17] as
〈P ′(p′)|V µ|P (p)〉 = f+(q2)(p+ p′)µ + f−(q2)(p− p′)µ, (1.13)
where V µ = cγµb and where f+(q2) and f−(q2) are the form factors describing the P → P ′
transition. For the cases ` = e and ` = µ, this expression for the hadronic current simpliﬁes, because
the terms proportional to qµ are negligible. The reason is that, in the limit m` → 0, qµLµ = 0,
where Lµ is the lepton current. This means that the decays B → De−νe and B → Dµ−νµ can be
described by a single form factor:
〈P ′(p′)|V µ|P (p)〉 = f+(q2)(p+ p′)µ. (1.14)
The diﬀerential decay rates for the processes B → D`−ν` can be calculated
dΓ
dq2
=
G2F |Vcb|2p3P ′
24pi3
|f+(q2)|2. (1.15)
1.3.2 Form Factor Predictions
The decomposition of the hadronic currents in equation 1.13 is model-independent, and the dif-
ferential decay rates in equation 1.15 follow immediately from this decomposition and the Dirac
nature of the fermions. Within the Standard Model, the only unknown quantities are therefore
|Vcb| and the form factor; |Vcb| sets the overall normalization, while the form factors describe the
dynamics of the decay process. Because the form factors parameterize the hadronization of quarks
into mesons, a non-perturbative QCD process, calculating them is a diﬃcult problem which has
been approached theoretically in a number of diﬀerent ways. Calculations of the form factors
typically break the problem into two pieces: calculation of the form factors at a ﬁxed value of
q2, typically q2 = q2max, and calculation of the q
2 dependence of the form factors. At q2 = q2max,
the hadronic system is least disturbed, which makes calculations at this point relatively easy. The
variation of the form factors as functions of q2 is typically assumed to have a very simple form.
One older approach, used in the ISGW model [18], is to assume an exponential distribution for the
form factors:
fi(q2) = Ce−a(q
2
max − q2) , (1.16)
where C is a normalization constant and a is a parameter related to the meson size. Another
approach, used in the WSB [19] and KS [20] models is the nearest-pole dominance model, in
which the form factors are assumed to depend on q2 like
fi(q2) = fi(0) ·
(
m2pole
m2pole − q2
)n
, (1.17)
where n is either 1 or 2, depending on the form factor involved, and mpole is the mass of a Qq¯′
meson with the quark content and quantum numbers determined by the underlying transition; for
the b→ c transition in B → D, it would be the mass of the Bc meson, approximately 6.3 GeV/c2.
Heavy Quark Eﬀective Theory
The development of Heavy Quark Symmetry and Heavy Quark Eﬀective Theory [17] (HQET) has
led to improvements in the precision of form factor predictions. HQET is an eﬀective ﬁeld theory
which allows us to calculate deviations from the heavy-quark limit as an expansion in powers of
9
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ΛQCD/mb and ΛQCD/mc, where ΛQCD is an energy scale typical of QCD processes, and is of the
order of 200 MeV. In the heavy-quark limit mb → ∞ and mc → ∞, the form factors are easy to
calculate. The HQET parameterization of the form factors is written in terms of four-velocities
(w ≡ v ·v′) rather than momenta (q ≡ p−p′). As before, the structure of the currents is completely
determined by Lorentz invariance; in fact:
〈P ′(v′)|V µ|P (v)〉 = √mBmD [h+(w)(v + v′)µ + h−(w)(v − v′)µ] , (1.18)
The HQET form factors h+ and h− are related to the traditional form factors (f+ and f−) by [21]:
Rf+(q2) = h+(w)−
(mB −mD
mB +mD
)
h−(w) (1.19)
R−1f−(q2) =
[(w + 1
2
−R−2
)
h+(w) +
(w − 1
2
· mB +mD
mB −mD
)
h−(w)
]
m2B −m2D
q2
, (1.20)
with R given by
R =
2
√
mBmD
mB +mD
. (1.21)
In the heavy-quark limit these form factors satisfy the following relations :
h−(w) = 0 (1.22)
and, at the zero-recoil point w = 1 (q2 = q2max),
h+(1) = 1 . (1.23)
This can easily be understood by considering the situation in the rest frame of the decaying B
meson. The b quark is inﬁnitely massive and so is at rest in this frame; it decays to an inﬁnitely-
massive c quark which, for w = 1, is also at rest in the B rest frame. The light degrees of
freedom, the q and the gluons, see no change in the color ﬁeld after the b → c transition, and
their wavefunction remains undisturbed. In the heavy-quark limit, the w dependence of these form
factors is identical, such that these four form factors are all equal
h+(w) = ξ(w) , (1.24)
where ξ(w) is called the Isgur-Wise function [22, 23]. The Isgure-Wise function represents the
elastic form factor of a heavy meson, at zero momentum transfer (zero-recoil: v · v′ = 1) it is
normalized to one (ξ(1) = 1). A naïve interpretation of this normalization is the following: if the
velocity remains unchanged the probability for an elastic transition is equal to one. When the b
and c quark masses become ﬁnite, these form factors are no longer equal to ξ(w) or to each other.
The Isgur-Wise function is sometimes expanded as a Taylor series about the zero-recoil point; a
linear form which has been used extensively is
ξ(w)
ξ(1)
= 1− ρˆ2(w − 1) +O[(w − 1)2] . (1.25)
The diﬀerential decay rate is then:
dΓ
dw
=
G2F |Vcb|2
48pi3
· (mB +mD)2 ·m3D · (w2 − 1)3/2 · |ξ(w)|2 (1.26)
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The Caprini, Lellouch and Neubert Form Factor Model
The CLN model gives the form factors [24] describing B → D(∗) transitions using dispersion
relations. In this work the results of these calculations concerning only B → D`−ν` processes have
been used to parametrize the form factor. This model of the form factors makes use of heavy-quark
symmetry and HQET, and claims to describe the semileptonic form factors with an accuracy better
than 2%. The CLN model introduces another variable related to q2 and w: z, deﬁned as
z ≡
√
w + 1−√2√
w + 1 +
√
2
. (1.27)
The authors of the CLN model express the form factors as functions of z rather than of w. Because
the allowed range of z is much smaller than that of w (z varies from zero to ≈ 0.07 for B → D`−ν`
decays, while w varies from 1 to ≈ 1.6), the Taylor-series expansion of the form factors is more
eﬃcient when performed as a function of z compared to w. For B → D`ν decay the CLN model
calculates one reference form factor, h+(z), as a Taylor series expansion in z, where the terms in
the expansion take into account all heavy-quark-symmetry-breaking eﬀects. The expansion has
the form
h+(w)
h+(1)
= 1− 8ρˆ2+z + (51ρˆ2+ − 10)z2 − (252ρˆ2+ − 84)z3 + · · · , (1.28)
where ρˆ2+ is an externally-determined slope parameter describing the form factor.
The CLN model with lepton mass
In the HQET and CLN model the lepton mass is neglected, this may lead to a bias in the determi-
nation of |Vcb| of a few percent level in the muon case [25]. The re-introduction of the lepton-mass
term in the partial branching ratio (eq. 1.26) is straight-forward.
dΓ(B → D`ν)
dw
=
G2F |Vcb|2
48pi3
K(w)G2(w) (1.29)
A lepton term is multiply to the phase space K(w):
f lepps =
(
1− m
2
l
q2
)2
=
(
1− 1
1 + r2 − 2rw
m2l
m2B
)2
(1.30)
The form factor term G2(w) will be changed in
G2(w) ∝ |f+(w)|2 + m
2
`
2q2
(
|f+(w)|2 + 3 |(m
2
B −m2D)f+(w) + q2f−(w)|2
4m2Bm
2
D(w2 − 1)
)
(1.31)
given
Rf+ = h+ − 1− r1 + rh− (1.32)
and
R−1f− =
[(
w + 1
2
− 1
R
)
h+ +
(
w − 1
2
1 + r
1− r
)
h−
]
m2B −m2D
q2
(1.33)
The heavy quark limit is still valid: h−(w) = 0, and thus
G2(w) = (1 + r)2|h+(w)|2
(
1 + JD(w) m
2
`
m2B
)
(1.34)
where
JD(w) =
[
1 + 3
(
1− r
1 + r
)2(
w + 1
w − 1
)]
1
2(1 + r2 − 2wr) . (1.35)
11
2 The BABAR Experiment
BABAR is a high energy physics experiment located at the SLAC National Accelerator Labora-
tory, California (USA). The experiment consists of a high performance detector (BABAR [26]) built
around the interaction region of a high luminosity e+e− asymmetric collider (PEP-II [27]), it was
designed and built by a large international team of scientists and engineers in the 90s. It has
been optimized for the systematic measurement of CP violation in the B meson system, but it
has also a comprehensive physics program consisting in precision measurements of decays of heavy
mesons and of the τ lepton, and search for rare processes. In this chapter the main features and
the performances of PEP-II and the BABAR detector are described.
2.1 The PEP-II B-Factory
The PEP-II B-Factory is an asymmetric e+e− collider designed to operate at a center of mass
energy of ECM = 10.58 GeV, corresponding to the mass of the Υ (4S) meson resonance. The Υ (4S)
has a mass slightly above the BB¯ threshold, and thus it decays almost exclusively into B0B0 or
B+B− pairs.
Electrons and positrons are accelerated from the 3.2 km long SLAC linac and accumulated into
two 2.2 km long storage rings: the high-energy ring (HER), in which a 9.0 GeV electrons beam
circulated and the low-energy ring (LER), in which a 3.1 GeV positrons beam circulated, the two
beams collides head-on. The Lorentz boost of the Υ (4S) is βγ = Ee−−Ee+ECM ∼ 0.56. An overview of
the accelerator is shown in Figure 2.1.
Figure 2.1: Overview of the PEP-II 2 B-Factory.
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3 km
The cross sections of the main physics processes in PEP-II are listed in Tab. 2.1 [28]. At the
peak of the Υ (4S) there is a non-negligible amount of continuum e+e− → qq (q = u, d, s, c)
and e+e− → `` (` = e, µ, τ) events. To study the background events due to these processes, part
of the data was collected at a center of mass energy 40 MeV below the Υ (4S) peak, where BB
production is not allowed. This data sample corresponds to about 1/10 of the sample taken at the
Υ (4S) peak.
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Table 2.1: Cross sections of the main physics processes at the Υ (4S). The cross section for e+e− is referred to the
volume of the BABAR electromagnetic calorimeter, which is used to trigger these events.
Event Cross section (nb)
bb 1.05
cc 1.30
ss 0.35
uu 1.39
dd 0.35
e+e− ∼53
µ+µ− 1.16
τ+τ− 0.94
2.1.1 PEP-II performances
The BABAR data taking, started with the ﬁrst collisions in PEP-II at the end of 1999, and it has
terminated in the ﬁrst days of April 2008. BABAR has recorded an integrated luminosity1 of about
531 fb−1, including about 54 fb−1 of oﬀ-peak luminosity, 433 fb−1 recorded at the Υ (4S) and
44 fb−1 at other Υ resonances. The BABAR recorded luminosity until the end of data taking is
shown in Figure 2.2.
Figure 2.2: PEP-II delivered and BABAR recorded integrated luminosity in Run 1 to Run 7 (from October 1999 to
April 2008).
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1 The luminosity (L) relates the expected event rate to the process cross-section ( event rate = L·σ). The integrated
(over time) luminosity: L =
R Ldt.
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Table 2.2: PEP beam parameters. Values are given both for the design and for the records achieved during the last
years.
Parameters Design Records
Energy HER/LER (GeV) 9.0/3.1 9.0/3.1
Current HER/LER (A) 0.75/2.15 2.1/3.2
# of bunches 1658 1722
Bunch length (mm) 15 11-12
Luminosity (1033 cm−2s−1) 3 12
Integrated luminosity ( pb−1/day) 135 911
2.2 Overview of the BABAR detector
Figure 2.3: BABAR detector front view on the left-hand side, side view on the right-hand
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The design of the BABAR detector was optimized for CP violation studies, but it was also well
suited for searches of rare B decays. To achieve the goal of performing accurate measurements
many requirements are needed:
• a large and uniform acceptance, in particular down to small polar angles relative to the boost
direction, to avoid particle losses;
• excellent detection eﬃciency for charged particles down to 60 MeV/c and for photons down
to 25 MeV;
• high momentum resolution to separate small signals from background;
• excellent energy and angular resolution for the detection of photons from pi0 and radiative B
decays in the range from 25 MeV to 4 GeV;
• very good vertex resolution, both transverse and parallel to the beam;
• identiﬁcation of electrons and muons over a large range of momentum, primarily for the
detection of semi-leptonic decays used to tag the B ﬂavor and for the study of semi-leptonic
and rare decays;
• identiﬁcation of hadrons over a wide range of momentum for B ﬂavor tagging as well as for
the separation of pions from kaons in decay modes like B0 → K±pi∓ and B0 → pi+pi− as
well as in charm meson and τ decays;
• a highly eﬃcient, selective trigger system with redundancy so as to avoid signiﬁcant signal
losses and systematic uncertainties.
The BABAR detector (Fig. 2.3), designed and fabricated by a collaboration of 600 physicists of 75
institutions from 9 countries, met all these requirements, as will be shown in the next sections of
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this chapter. The BABAR superconducting solenoid, which produces a 1.5 T axial magnetic ﬁeld,
contains a set of nested detectors, which are  going from inside to outside  a ﬁve layers Silicon
Vertex Tracker (SVT), a central Drift Chamber (DCH) for charged particles detection and momen-
tum measurement, a fused-silica Cherenkov radiation detector (DIRC) for particle identiﬁcation,
and a CsI(Tl) crystal electromagnetic calorimeter for detection of photons and electrons. The
calorimeter has a barrel and an end-cap which extends it asymmetrically into the forward direction
(e− beam direction), where many of the collision products emerge. All the detectors located inside
the magnet have full acceptance in azimuth (φ). The ﬂux return outside the cryostat is composed
of 18 layers of steel, which increase in thickness outwards, and are instrumented (IFR) with 19
layers of planar resistive plate chambers (RPCs) or limited streamer tubes (LSTs) in the barrel
and 18 in the end-caps. The IFR allows the separation of muons and charged hadrons, and also
detect penetrating neutral hadrons. As indicated in Fig.2.3, the right-handed coordinate system
is anchored to the main tracking system, the drift chamber, with the z-axis coinciding with its
principal axis. This axis is oﬀset relative to the beam axis by about 20 mrad in the horizontal
plane. The positive y-axis points upward and the positive x-axis points away from the center of
the PEP-II storage rings.
2.2.1 The Silicon Vertex Tracker
The Silicon Vertex Tracker (SVT) provides a precise measurement of the decay vertices and of
the charged particle trajectories near the interaction region. The SVT also provides stand alone
tracking for particles with transverse momentum too low to reach the drift chamber, like soft pions
from D∗ decays and many charged particles produced in multi-body B meson decays. Finally, the
SVT supplies particle identiﬁcation (PID) information both for low and high momentum tracks.
For low momentum tracks the SVT dE/dx measurement is the only PID information available, for
high momentum tracks the SVT provides the best measurement of the track angles, required to
achieve the design resolution on the Cherenkov angle measured by the DIRC. The design of the
SVT adopted is a ﬁve-layer device with 340 double-sided silicon wafers mounted on a carbon-ﬁber
frame (see ﬁg. 2.4). On the inner (outer) face of each wafer, strip sensors are located running
orthogonal (parallel) to the beam direction, measuring the z (φ) coordinate of the tracks. The
wafers are organized in modules split into forward and backward sections: they are read out on
their respective ends and the charge deposited by a particle is determined by the time over threshold
of the signal on each strip. In total, 150,000 read-out channels are present. The spatial resolution
Figure 2.4: Schematic view of the SVT longitudinal section.
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of SVT hits is generally better than 40µm in all layers for all track angles, allowing a precise
determination of decay vertices to better than 70µm.
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2.2.2 The Drift Chamber
The Drift Chamber (DCH) is the main tracking device for charged particles with transverse mo-
menta pT above ∼ 120 MeV/c. The chamber is able to measure not only the transverse coordinate,
but also the longitudinal (z) position of tracks with good resolution (about 1 mm). Good z
resolution aids in matching DCH and SVT tracks, and in projecting tracks to the DIRC and the
calorimeter. For low momentum particles the DCH provides particle identiﬁcation by measurement
of ionization loss (dE/dx), thus allowing for K/pi separation up to ≈ 600 MeV/c. This capability is
complementary to that of the DIRC in the barrel region, while it is the only mean to discriminate
between diﬀerent particle hypotheses in the extreme backward and forward directions which fall
outside of the geometric acceptance of the DIRC. Finally, the DCH provides real-time information
used in the ﬁrst level trigger system. The DCH is a 2.80 m long cylinder with an inner radius
of 23.6 cm and an outer radius of 80.9 cm (Figure 2.5). Given the asymmetry of the beam en-
ergies, the DCH center is displaced by about 37 cm with respect to the interaction point in the
forward direction. The active volume provides charged particle tracking over the polar angle range
−0.92 < cos θ < 0.96. The drift system consists of 7104 hexagonal cells, approximately 1.8 cm
Figure 2.5: Schematic view of the DCH (longitudinal section on the left-hand side). On the right-hand side the
schematic layout of the drift cells for the four innermost superlayers. The numbers on the top side give the stereo
angles (mrad) of sense wires in each layer.
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wide by 1.2 cm high, arranged in 10 superlayers of 4 layers each, for a total of 40 concentric layers
(Fig. 2.5). Each cell consists of one sense wire surrounded by six ﬁeld wires. The sense wires are
20 µm Rh-W gold-plated wires operating nominally in the range 1900-1960 V, the ﬁeld wires are
120 µm Al wires operating at 340 V. The layers are housed between a 1 mm beryllium inner wall
and a 9 mm carbonﬁber outer wall (corresponding to 0.28% and 1.5% radiation lengths, respec-
tively) both to facilitate the matching between the SVT and DCH tracks and to minimize the
amount of material in front of the DIRC and the calorimeter. The counting gas is a 80:20 mixture
of helium: isobutane, which again satisﬁes the requirement of keeping the multiple scattering at
minimum. Overall, the multiple scattering inside the DCH is limited by less than 0.2% radiation
lengths of material. The pT resolution is measured as a function of pT in cosmic ray studies:
σpT
pT
= (0.13± 0.01)% · pT + (0.45± 0.03)%, (2.1)
where pT is expressed in GeV/c. The ﬁrst contribution, dominating at high pT , comes from the
curvature error due to ﬁnite spatial measurement resolution; the second contribution, dominating
at low momenta, is due to multiple Coulomb scattering. The speciﬁc ionization loss dE/dx for
charged particles traversing the drift chamber is derived from the total charge deposited in each
drift cell. The resolution achieved to date is typically about 7.5%. A 3σ separation between kaons
and pions can be achieved up to momenta of about 700 MeV/c [29].
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2.2.3 The Cherenkov detector
The particle identiﬁcation (PID) at low momenta exploits primarily the dE/dxmeasurements in the
DCH and SVT. However, for momenta above the threshold of 700 MeV/c, the dE/dx information
does not allow to separate pions and kaons. The Detector of Internally Reﬂected Cherenkov
radiation (DIRC) (see ﬁg. 2.6) is employed primarily for the separation of pions and kaons from
about 500 MeV/c to the kinematic limit of 4 GeV/c. The principle of the DIRC is based on
the detection of Cherenkov light generated by a charged particle in a medium of refractive index
n, when its velocity v is greater than c/n. The photons are emitted on a cone of half-angle θc
with respect to the particle direction, where cosθc = 1/βn, with β = v/c. Knowing the particle
momentum from the SVT and the DCH, the measurement of θc allows the mass determination.
The radiator material of the DIRC is synthetic fused silica (refraction index n = 1.473) in the
form of 144 long, thin bars with regular rectangular cross section. The bars, which are 17 mm
thick, 35 mm wide and 4.9 m long, are arranged in a 12-sided polygonal barrel, each side being
composed of 12 adjacent bars placed into sealed containers called bar boxes. Dry nitrogen gas
ﬂows through each bar box, and humidity levels are measured to monitor that the bar box to
water interface remains sealed. The solid angle subtended by the radiator bars corresponds to 94%
of the azimuth and 83% of the cosine of the polar angle in the center-of-mass system. The bars
serve both as radiators and as light pipes for the portion of the light trapped in the radiator by
total internal reﬂection. Once photons arrive at the instrumented end, most of them emerge into
an expansion region ﬁlled with 6000 liters of puriﬁed water (n = 1.346), called the stand-oﬀ box
(see Figure 2.6). A fused silica wedge at the exit of the bar reﬂects photons at large angles and
thereby reduces the size of the required detection surface. The photons are detected by an array of
densely packed photo-multiplier tubes (PMTs), each surrounded by reﬂecting light catcher cones
to capture light which would otherwise miss the PMT active area. The PMTs, arranged in 12
sectors of 896 phototubes each, have a diameter of 29 mm and are placed at a distance of about
1.2 m from the bar end. The expected Cherenkov light pattern at this surface is essentially a conic
section, whose cone opening-angle is the Cherenkov production angle modiﬁed by refraction at the
exit from the fused silica window. The pion-kaon separation power is deﬁned as the diﬀerence
Figure 2.6: Schematic view of the DIRC.
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of the mean Cherenkov angles for pions and kaons assuming a Gaussian-like distribution, divided
by the measured track Cherenkov angle resolution. The separation between kaons and pions at 3
GeV/c is about 4.3 σ.
2.2.4 The Electromagnetic Calorimeter
The BABAR electromagnetic calorimeter (EMC) is designed to detect and measure electromagnetic
showers with high eﬃciency and very good energy and angular resolution over a wide energy range
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between 20 MeV and 9 GeV. This allows the reconstruction of pi0 → γγ and η → γγ decays where
the photons can have very low energy, as well as the reconstruction of Bhabha events and processes
like e+e− → γγ, important for luminosity monitoring and calibration, where the electron and
photon energies can be as large as 9 GeV. The EMC also provides the primary information for
electron identiﬁcation and electron-hadron separation. Energy deposit clusters in the EMC with
lateral shape consistent with the expected pattern from an electromagnetic shower are identiﬁed
as photons when they are not associated to any charged tracks extrapolated from the SVT and the
drift chamber, and as electrons if they are matched to a charged track and if the ratio between the
energy E measured in the EMC and the momentum p measured by the tracking system is E/p ≈ 1.
The EMC contains 6580 CsI crystals doped with Tl (Figure 2.7). CsI(Tl) has a high light yield
(50,000 photons/MeV) and a small Molière radius (3.8 cm), which provide the required energy and
angular resolution; its radiation length of 1.86 cm guarantees complete shower containment at the
BABAR energies. The crystals are read out by two independent 1 cm2 PIN photodiodes, glued to
Figure 2.7: Longitudinal section of the top half of the EMC. Dimensions are in mm.
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their rear faces, which are connected to low-noise preampliﬁers that shape the signal with a short
shaping time (400 ns) to reduce low energetic beam-related photons backgrounds. The eﬃciency
of the EMC exceeds 96% for the detection of photons with energy above 20 MeV. The energy
resolution is usually parameterized by
σE
E
=
σ1
E1/4( GeV)
⊕ σ2, (2.2)
where σ1 = 2.32±0.30% and σ2 = 1.85±0.12%, as determined using the above mentioned sources.
The ﬁrst term in Eq. 2.2 arises from ﬂuctuations in photon statistics and is dominant for energies
below about 2.5 GeV, while the constant term takes into account several eﬀects, such as ﬂuctuations
in shower containment, non-uniformities, calibration uncertainties and electronic noise.
2.2.5 The Instrumented Flux Return
The Instrumented Flux Return (IFR) is designed to identify muons and neutral hadrons (primarily
KL and neutrons). The principal requirements for IFR are large solid angle coverage, good eﬃciency
and high background rejection for muons down to momenta below 1 GeV/c. For neutral hadrons,
high eﬃciency and good angular resolution are most important. The IFR uses the steel ﬂux
return of the magnet as muon ﬁlter and hadron absorber, limiting pion contamination in the
muon identiﬁcation. Originally single gap resistive plate chambers (RPC) with two-coordinate
readout, operated in limited streamer mode constituted the active part of the detector [30], with
19 layers in the barrel and 18 in each endcap. The RPC were installed in the gaps of the ﬁnely
segmented steel of the six barrel sectors and the two end-doors of the ﬂux return, as illustrated
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in Fig. 2.8. In addition, two layers of cylindrical RPCs were installed between the EMC and the
magnet cryostat to detect particles exiting the EMC. RPCs contain a 2 mm Bakelite gap with ∼
8 kV across it. Ionizing particles which cross the gap create streamers of ions and electrons in the
gas mixture (Argon, freon and isobutane), which in turn creates signals via capacitive coupling on
the strips mounted on each side of the RPC. Unfortunately the eﬃciency of a signiﬁcant fraction
Figure 2.8: Overview of the IFR Barrel sectors and forward and backward end-doors; the shape of the RPC modules
and the way they are stratiﬁed is shown.
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of the chambers (initially greater then 90%) has started to deteriorate at a rate of 0.5-1%/month.
In order to solve some of the ineﬃciency problems, an extensive improvement program has been
developed. The forward endcap was retroﬁtted with new improved RPCs in 2002, their eﬃciency
has not signiﬁcantly decreased since then. In the barrel, the RPCs have been replaced in 2004
and 2006 by 12 layers of limited streamer tube (LST) detectors and 6 layers of brass have been
added to improve hadron absorption. The tubes have performed well since their installation with
an eﬃciency of all layers at the geometrically expected level of 90%.
2.2.6 Trigger
The BABAR trigger is designed to select a large variety of physics processes (eﬃciency greater than
99% for BB¯ events) while keeping the output rate below 400 Hz to satisfy computing limitations
of the oine processing farms (beam induced background rates with at least one track with pt >
120 MeV/c or at least one EMC cluster with E > 100 MeV are typically 20 kHz). The trigger
accepts also 95 % of continuum hadronic events and more than 90 % of τ+τ− events. It is
implemented as a two level hierarchy, the hardware Level 1 (L1) followed by the software Level 3
(L3). The L1 trigger has an output rate of the order of 1 kHz to 3 kHz, depending on the luminosity
and background conditions. It is based on charged tracks in the DCH above a preset transverse
momentum, showers in the EMC, and track detected in the IFR. L3 operates by reﬁning and
augmenting the selection methods used in L1. Based on both the complete event and L1 trigger
information, the L3 software algorithm selects events of interest allowing them to be transferred to
mass storage data for further analysis. It uses an algorithm based on the drift chamber tracking,
which rejects beam-induced charged particle background produced in the material close to the IP,
and a second algorithm based on the calorimeter clustering.
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3 Analysis Strategy
The present analysis reconstructs the B → D`ν decay to determine its partial branching ratio, the
element of the CKM matrix |Vcb| and the form factor parameter ρ2. All participating particles
are identiﬁed and measured or computed, i.e. the B-Meson is reconstructed in the decay chain,
as B− → D0`−ν¯ or B0 → D−`+ν 1. From its decay products, which entails observing the lepton
(electron or muon) and all decay products of the D-Meson, the presence of the neutrino is inferred
from the missing momentum and energy in the whole event. The D-Meson is reconstructed as
D0 → K−pi+ or D+ → K−pi+pi+ only. In this work an untagged analysis is performed, where
the second B in the event is not fully reconstructed. This has the beneﬁts of enhancing the signal
eﬃciency and lowering the statistical uncertainties in comparison to a tagged analysis, where the
other B is completely reconstructed through its decay products. Criteria to select signal events
and to suppress backgrounds are applied to ensure an eﬃcient selection, as described in detail
in chapter 5. Selected events are divided in ten equally spaced bins of w (w ≡ vB · vD) in its
physical range 1.0 ≤ w < 1.6. In each of these bins a 2D distribution, as described in the chapter
6, the Monte Carlo simulation is ﬁtted to the data for the signal yields with an extended binned
Maximum Likelihood. The outcoming B → D`ν yields are, then, ﬁtted to the CLN model using a
χ2 function for extraction of G(1)|Vcb| and ρ2 in chapter 7.
3.1 Signal and Background Sources
Events are grouped according to the following scheme:
• Events with a correctly reconstructed D candidate
 Events originating from Υ (4S)→ BB¯ decays:
∗ Signal: B → D`ν decays.
∗ B → D∗`ν Background: B → D∗`ν (both D∗0 and D∗+) decays, where the slow
bachelor in the decay chain D∗ → Dpisoft or D∗ → Dγsoft is missed.
∗ Peaking Background: B → D∗∗`ν 2; B → D(∗)X`ν ; B → DsD, Ds → X`ν;
B → Dτν , τ → `ν`ντ ; all B → DX not belonging to signal or D∗-background
event and cc → DX. Events with a well reconstructed D meson that mimic the
signal in the mD distribution.
• Combinatoric Background: background stemming from mis-reconstructed D-mesons due to
random combinations of kaons and pions.
1Charge conjugation is always implied in the document if not otherwise stated.
2D∗∗ means narrow and broad resonances namely D∗1 , D
∗
2 and D
∗
0 , D
∗
1
′
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4 Data and Monte Carlo Samples
4.1 Data Samples
This analysis is based on data collected between the years 1999 and 2006 (Run-1 to Run-5) with
the BABAR detector. The amount of On-Peak data, recorded at the energy of the Υ (4S) resonance,
corresponds to a total integrated luminosity of 347.5 fb−1 , or (383.6 ± 4.2) × 106 [31] events
where Υ (4S) → BB. Moreover the analysis uses 36.6 fb−1 recorded 40 MeV below the Υ (4S)
resonance, Oﬀ-Peak data. Table 4.1 summarizes the data available splitted according to the
diﬀerent run-cycles.
Table 4.1: Integrated luminosity of data samples for each run-cycle
Run-Cycle pb−1 NBB(×105)
Run 1 On-Peak 20433 224 ± 2
Oﬀ-Peak 2615 
Run 2 On-Peak 61145 673 ± 7
Oﬀ-Peak 6922 
Run 3 On-Peak 32312 357 ± 4
Oﬀ-Peak 2468 
Run 4 On-Peak 100314 1107 ± 12
Oﬀ-Peak 10121 
Run 5 On-Peak 133265 1475 ± 16
Oﬀ-Peak 14468 
4.2 Monte Carlo Samples
A Monte Carlo (MC) simulation is used to study signal and background behavior, to determine
eﬃciencies and to optimize analysis procedures. The BABAR simulation production uses a database
tuned on the most recent measurements of B-decays, and most up-to-date models to represent the
decay-kinematics, EvtGen [32] for the simulation of the B meson decays, whereas non BB¯ events
are generated by Jetset7.4 [33]. A full model of the BABAR detector is realized using the GEANT4
toolkit [34], which simulates the passage of particles through matter. The PHOTOS [35] Monte Carlo
algorithm is also used to implement Final State Radiation (FSR) including QED interference and
multiple-photon radiation. Besides randomly triggered background events recorded during the
data taking, such as events stemming from sub-detectors noise or beam background, have been
mixed to MC events to make the simulation of the underlying background processes as realistic as
possible.
Various Monte Carlo samples are used in this analysis (MC available is summarize on table 4.2):
• The generic BB¯ MC is a dataset of simulated MC events where the decay Υ (4S) → BB¯ is
simulated letting both B-mesons decay into most known ﬁnal states measured so far [36]. The
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full detector response is simulated and reconstructed variables are available. This sample is
generated at approximately three times the luminosity of the data. BB events are simulated
to study the expected background shapes.
• The continuum qq¯ MC is a dataset of simulated MC events where the process Υ (4S) → qq¯
(q = c, u, d, s) is simulated without any constraint on the ﬁnal states. The quark level QED
uds processes are generated at approximately the same luminosity as the data. The cc events
are generated at two times the luminosity expected in the data. Continuum events are
simulated to study random combinatoric backgrounds.
• The signal MC is a particular dataset, where one B-meson decays generically (as in generic
BB MC), the other is forced to decay in the signal mode B → D`ν. This sample is used to
study reconstruction eﬃciencies and expected signal shapes.
• The pure generator level signal MC, it is a set of simulated events produced without including
the response of the detector, the simulation is performed only for signal decay processes using
EvtGen. It is used to verify and optimize a few analysis procedures, such as to test the ﬁt
method used to extract |Vcb|, and to estimate the systematic uncertainty stemming from the
simulation of QED interference and multiple-photon radiation.
Table 4.2: Overview of the number of Events and the equivalent luminosity for Monte Carlo samples used
Modes Events×106 fb−1
Run 1 Generic B0B¯0 69.2 65.8
Generic B+B− 69.6 66.2
Generic cc¯ 55.7 42.6
Generic uds 46.5 22.3
Run 2 Generic B0B¯0 104.5 98.4
Generic B+B− 102.9 97.9
Generic cc¯ 169.0 129.2
Generic uds 130.8 62.6
Run 3 Generic B0B¯0 50.6 48.1
Generic B+B− 47.1 44.8
Generic cc¯ 73.5 56.2
Generic uds 66.9 32.0
Run 4 Generic B0B¯0 167.1 158.9
Generic B+B− 167.3 159.1
Generic cc¯ 204.1 156.0
Generic uds 213.4 102.1
Run 5 Generic B0B¯0 162.4 154.5
Generic B+B− 168.8 160.5
Generic cc¯ 276.2 211.2
Generic uds 314.2 150.4
Signal MC B0 → D−e+νe 0.1
B0 → D−µ+νµ 0.1
B+ → D¯0e+νe 0.1
B+ → D¯0µ+νe 0.1
4.2.1 Monte Carlo Tuning
Further in this analysis corrections are applied to the BABAR Monte Carlo simulation. These
correction factors are implemented to tune the simulation to data, making the MC more suitable for
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the description of the data. The corrections are designed for both physical processes (B → D(∗)`ν
modeling, etc.) and detector eﬃciency (K0L production).
• K0L energy, eﬃciency and production rate corrections. K0L eﬃciency and energy deposition in
the EMC need to be tuned in MC to match data. The method to correct for this mismatch
is explained in reference [37]. The energy of positively identiﬁed K0L in the MC is multiplied
by given scaling factors, which vary between 1.014 and 1.223. The eﬃciency is corrected
by randomly removing positively identiﬁed K0L according to a probability between 2% and
25% in order to match the actual eﬃciency. Both corrections are function of K0L kinematic
properties: momentum and polar angle in the detector reference frame. A correction due to
the diﬀerences between the data and the simulation for the K0L production rate is also applied,
based on studies detailed in [38]. Given that such a correction can not be accomplished by
rejecting K0L, a diﬀerent approach has been employed. K
0
L positively identiﬁed are randomly
transformed into pseudo-photons and in this way the energy and momentum balance in the
event is restored. This is achieved by rescaling the measured energy and momentum of the
K0L cluster to the true K
0
L momentum, assuming zero mass. The probability of the correction
depends on the K0L momentum: 22% for momenta between 0 and 0.4 GeV/c, 1% for momenta
between 0.4 and 1.4 GeV/c, 9% for momenta larger than 1.4 GeV/c.
• D(∗,∗∗)`ν form factor re-weighting: the decay channels B → D(∗,∗∗)`ν are simulated using not
up-to-date parametrizations and models. The event distributions are re-weighted according to
the calculations by Caprini, Lellouch and Neubert [24] for B → D(∗)`ν events, and according
to the model by Leibovich-Ligeti-Stewart-Wise (LLSW) [39] based on the HQET for B →
D∗∗`ν events using the package described in [40]. The input parametes, as taken from the
latest measurements [41] and [4], are reported in table 4.3.
• D(∗)X`ν and D BR Re-weighting [42]: the not up-to-date BR, used to produce the MC,
are scaled to their measured values, shown in table 4.4.
Table 4.3: Input parameters used to rescale the MC events according to up-to-date FF model.
Input parameters FF re-weighting
B → D`ν ρˆ2 = 1.17
B → D∗`ν R1 = 1.429, R2 = 0.827, ρ2 = 1.191
B → D∗∗`ν approximation B1, FF slope τˆ ′ = −1.5.
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Table 4.4: The BR of semileptonic B decays as used in the Simulation Production and the up-to-date central values
with their uncertainties. NR means Non Resonant. The last two rows show MC and up-to-date values for the BR
of D-meson decays used in this work.
MC (B±)% Value used (B±)% MC (B0)% Value used (B0)%
B → D`ν 2.24 2.32 ± 0.08 2.07 2.17 ± 0.09
B → D∗`ν 6.17 5.48 ± 0.27 5.7 5.11 ± 0.19
B → D∗1`ν 0.56 0.77 ± 0.15 0.52 0.69 ± 0.14
B → D∗2`ν 0.3 0.59 ± 0.12 0.23 0.56 ± 0.11
B → D∗0`ν 0.49 0.88 ± 0.22 0.45 0.81 ± 0.24
B → D′1`ν 0.9 0.82 ± 0.25 0.83 0.76 ± 0.22
B → NR D∗+pi−`ν 0.06 0.00 ± 0.3 - -
B → NR D∗0pi0`ν 0.03 0.00 ± 0.3 - -
B → NR D+pi−`ν 0.19 0.00 ± 0.3 - -
B → NR D0pi0`ν 0.10 0.00 ± 0.3 - -
B → NR D∗+pi0`ν - - 0.03 0.00 ± 0.3
B → NR D∗0pi+`ν - - 0.07 0.00 ± 0.3
B → NR D+pi0`ν - - 0.10 0.00 ± 0.3
B → NR D0pi+`ν - - 0.20 0.00 ± 0.3
BR(B → Xc`ν) 11.04 10.89 ± 0.16 10.2 10.15 ± 0.16
MC (D±)% Value used (D±)% MC (D0)% Value used (D0)%
BR(D0 → Kpi) - - 3.83 3.91 ± 0.05
BR(D± → Kpipi) 9.20 9.29 ± 0.25 - -
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5 Event Reconstruction and Selection
The following chapter introduces brieﬂy the standard BABAR particle reconstruction, identiﬁcation
methods, and the preselection criteria. Finally the reconstruction and the suitable criteria used
to select B → D`ν candidates, as speciﬁcally developed in the framework of this analysis, will be
described.
5.1 Charged Tracks and Neutral Clusters
All relevant particles of the analysis are reconstructed from charged tracks and calorimetric clusters
representing the information provided by the BABAR detector.
5.1.1 Charged Particle Reconstruction
The charged particle tracks are reconstructed by processing the information from both tracking
systems, the SVT and the DCH. Charged tracks are deﬁned by ﬁve parameters ( d0, z0, φ0, ω, tanλ
) and their associated error matrix, measured at the point of closest approach (POCA) to the
primary vertex:
• d0 is the distance between the POCA and the origin of the coordinate system in the x-y
plane;
• z0 is the distance of the POCA along the z-axis;
• φ0 is the azimuth of the POCA;
• ω is the curvature of the track, ωt ∝ 1/pt;
• λ is the dip angle of the track with respect to the transverse (xy) plane. It is complementary
to the cylindrical polar angle θ: θ = pi2 − λ.
Variables d0 and ω are signed and their sign is chosen to be equal to the charge of the track.
The track ﬁnding and the ﬁtting procedures use the Kalman ﬁlter algorithm [43] that selects
tracks by performing helix ﬁts to the hits found and takes into account the interaction of the
particle with the material in the detector, and the full magnetic ﬁeld map. For what this analysis
is concerned, charged tracks fulﬁlling the BABAR Good Tracks Very Loose (GTVL) criteria are
employed, described in the app. C.1.
5.1.2 Charged particles for the Neutrino Reconstruction
Speciﬁc restrictions [44] are applied to ensure high quality and eﬃciency of the track reconstruction,
for the neutrino reconstruction:
• the candidate charged particle has to fulﬁll the Charged Track (CT) selection criteria de-
scribed in the app. C.1.
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• Minimum transverse momentum (pt > 60 MeV/c): a minimum for the component of the
momentum vector transverse to the beam-axis is required for a reliable track measurement.
• Maximum transverse momentum for SVT-only tracks (pt < 0.2 GeV/c): this restriction is
applied to the tracks, which have been measured only in the SVT, i.e., with no DCH hits.
This requirement is applied to keep low momentum tracks, for instance tracks that may arise
in the D∗ → D0pi decay, which, due to magnetic bending, do not reach the DCH.
• Polar angle acceptance: the polar angle, in the laboratory frame, is required to be (0.41 <
θlab < 2.54) rad in order to match the acceptance of the detector. This ensures a well-
understood tracking eﬃciency, minimizing systematic uncertainty.
• loopers rejection: tracks with a transverse momentum pt < 0.36 GeV/c don't reach the EMC
and therefore spiral inside the DCH (loopers). The tracking algorithms of BABAR usually
reconstruct a looped track as a number of smaller segments, each one describing one half-
turn of the helix. Therefore dedicated cuts (see table 5.1) have been developed to reject
track fragments compatible with originating from loopers based on their distance from the
beam spot. Looper candidates are identiﬁed as two tracks with a small diﬀerence in pt, φ
and θ. Only the track fragment with the smallest distance |z0| to the beam interaction point
is retained. These cuts remove roughly 13% of all low-momentum tracks in the central part
of the detector. On average, the mean observed charged multiplicity per B meson is reduced
by less than 1%.
Table 5.1: When multiple turns of a loop are reconstructed, half of the turns will be reconstructed as positively-
charged tracks with a polar coordinate θ0, and half as negatively-charged tracks at θ0 ± pi. Because of this, pair of
loopers are categorized as either same-sign or opposite-sign and they are treated separately. The pairs of tracks
satisfying this criteria are added to the loopers set. The two tracks are labeled as 1 and 2. ∆φlab and ∆θlab are the
diﬀerence polar angles (θ, φ) in the laboratory frame between track 1 and 2.
Loopers selection criteria
p1t,lab, p
2
t,lab < 250 MeV/c
cos θilab < 0.2
|p2t,lab − p1t,lab| ≡ |∆pt,lab| < 120 MeV/c
∆φlab,same−sign < 0.1
|pi −∆φlab,opposite−sign| < 0.1
|∆θlab|same−sign < 0.1
|pi −∆θlab|opposite−sign < 0.1
• ghost tracks rejection: If the tracking algorithm reconstructs two tracks very closely aligned
to each other from a single physical particle we call one of them a ghosts track( see table
5.2). These cases arise when the tracking algorithms splits the DCH hits belonging to a
single physical particle track into two track fragments. If two tracks are very close in phase
space only the track with the largest number of DCH hits is retained. This ensures that the
fragment with the better momentum measurement is kept in the analysis.
5.1.3 Neutral particles reconstruction
Neutral particles (photons and neutral hadrons) are detected in the EMC and IFR by examining
the deposited energy by means of electromagnetic and hadronic showers. Energy deposits in
adjacent calorimeter crystals are combined to clusters. They are required not to be matched to
any charged track extrapolated from the tracking volume to the inner surface of the EMC. Particles
that are close together, e. g., photons from high-energetic pi0 mesons, may deposit their energy
in contiguous crystals and produce one single cluster with two local maxima. These maxima are
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Table 5.2: The pairs of tracks satisfying this criteria are added to the ghost-track set. The two tracks are labeled as
1 and 2. The track labeled as 1 has the greater number of DCH-hits. |∆pt,lab|, ∆φlab and ∆θlab are the diﬀerence
transverse momentum (pt), and polar angles (θ, φ) in the laboratory frame between track 1 and 2.
Ghosts selection criteria
p1t,lab, p
2
t,lab < 350 MeV/c
|∆pt,lab| < 150 MeV/c
∆φlab < 0.1
∆θlab < 0.1
N1DCH < 45−N2DCH
used to split the cluster into two bumps. Each bump corresponds to one particle. These clusters
and bumps originate mostly from photons, thus momenta and angles are assigned to be consistent
with photons originating from the interaction region. The requested requirement is to have photon
candidate fulﬁlling the BABAR Calor Neutral selection criteria described in the app.C.2.
5.1.4 Neutral particles for the neutrino reconstruction
Speciﬁc restrictions [44] are employed to ensure a cluster reconstruction with high quality and
eﬃciency to aid the reconstruction of the neutrino via missing energy. The requirements for photon
candidates are:
• the photon candidate must fulﬁll the Calor Neutral selection criteria.
• Energy: Eγ > 50 MeV in order to reduce the impact of the sizable beam-related background
of low energy photons.
• Cluster shape: Some additional backgrounds, due to hadronic interactions, either by K0L or
neutrons, can be reduced by applying requests on the shape of the calorimeter clusters. The
lateral distribution of energy within a cluster depends on the incident particle: particles
interacting electromagnetically deposit most of their energy in two to three crystals, however
hadronic showers are less concentrated and exhibit larger energy deposits at larger distances
from the bump center. A quantitative measure for the shower width is the lateral moment
(LAT ) deﬁned as described in the app.C.2.
LAT =
N∑
i=3
Eir
2
i∑N
i=3Eir
2
i + E1r
2
0 + E2r
2
0
, (5.1)
where N is the number of crystals associated with the electromagnetic shower, r0 is the aver-
age distance between two crystals, which is approximately 5cm for the BABAR calorimeter, Ei
is the energy deposited in the ith crystal, ordered as E1 > E2 > . . . > EN and ri, φi are the
polar coordinates in the plane perpendicular to the line pointing from the interaction point
to the shower center centered in the cluster centroid. Considering that the summations start
from i = 3, the two crystals containing the highest amounts of energy are omitted. Multiply-
ing the energies by the squared distances enhances the eﬀect for hadronic showers, compared
with electromagnetic ones. The LAT is used to discriminate between electromagnetic and
hadronic showers in the EMC, electrons and photons deposit most of their energy in two or
three crystals, and thus the value of LAT is small. The requirement is LAT < 0.6
• Number of crystals: the minimal number of crystals with energy deposition is Ncrys > 2.
Clusters consisting of one or two crystals are most likely background.
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• Angular range: the requirement for the cluster's centroid is (0.32 < θclus < 2.44)rad, where
θclus is the polar angle. Since 99% of the energy of an electromagnetic shower are contained
inside a cylinder with a radius of ≈ 3.5 Molière radii [36], the above requirement ensures full
containment of all clusters considered in this analysis.
• Rejection of unmatched clusters: clusters not matched to any charged track, due to ineﬃ-
ciencies in the matching algorithms, fake the presence of an additional particle leading to
double counting of their energies. This usually happens when the interaction of charged
hadrons with the EMC is separated from the track's point of impact in the EMC. For every
photon candidate in the event, the nearest charged track (taken from the tracks fulﬁlling the
Charged Track selection criteria, but not identiﬁed as an electron) is selected by calculating
the expected intersection between the track and the EMC face. If the nearest track satisﬁes
the requirement:
 ∆α ≡ arccos[cos θclus cos θtrk + sin θclus sin θtrk cos(φclus − φtrk)] < 0.08rad, ∆α is the
angle diﬀerence between the position of the cluster and the impact point on the EMC
surface of the nearest charged track, where θclus, θtrk, φclus, φtrk are the polar coordi-
nates for clusters and tracks respectively,
 The track is not already matched to an EMC cluster,
then the photon candidate is considered to be an unmatched cluster and it is rejected.
5.2 Particle identiﬁcation
5.2.1 Electron identiﬁcation
The criteria established to identify the electrons are a combination of information coming from
the DCH, EMC and DIRC in a likelihood based selector [45]. Electrons are primarily separated
from charged hadrons by taking into account the ratio of the energy E deposited in the EMC to
the track momentum p (Ep ). This quantity should be compatible with unity for electrons, since all
their energy is deposited in the calorimeter. The other charged tracks should appear as minimal
ionizing particles, unless they have hadronic interactions in the calorimeter crystals. To further
reject hadrons the shape of the energy deposition in the EMC (LAT ) is used. In addition, the
dE/dx energy loss in the DCH, the DIRC erenkov angle and the number of erenkov photons
associated to the track are required to be consistent with the values expected for an electron. This
oﬀers a good e/pi separation in a wide range of momentum and angle. described in the app.C.2.
The performance of the likelihood-based electron identiﬁcation algorithm is summarized in Fig. 5.1,
in terms of the electron identiﬁcation eﬃciency and the per track probability that an hadron is
misidentiﬁed as an electron. This electron selector is characterized by a selection eﬃciency larger
than 90%, while the misidentiﬁcation rates for pions, kaons, and protons are below 0.2%, 0.5%, and
0.2%, respectively. However, these numbers are only valid for momenta above 0.8 GeV/c, measured
in the laboratory frame, and a minimal momentum in the laboratory frame of 0.3 GeV/c is required
for reasonable results of the PID algorithm. In this analysis are selected electrons with momentum
in the B meson rest-frame greater than 0.8 GeV/c, so the high quality of the selector is achieved in
any case.
Bremsstrahlung Recovery
Photons coming from the interaction of electrons (e±) in the detector material (radiation of
bremsstrahlung), which is up to 20% of radiation length in front of the EMC, or internal
bremsstrahlung processes have the eﬀect of reducing the eﬃciency of the event selection of decay
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Figure 5.1: Electron identiﬁcation and hadron misidentiﬁcation probability for the likelihood-based electron se-
lector as a function of momentum (left) and polar angle (right). Note the diﬀerent scales for identiﬁcation and
misidentiﬁcation on the left and right ordinates, respectively.
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processes containing an electron (B → Deνe) in the ﬁnal state compared to the one with a
muon (B → Dµνµ). Moreover, when a radiation of a photon occurs, the electron momentum
is measured by the tracking system at a smaller value. Therefore the detection of the radiative
photons and the measurement of their energy is useful to correct the momentum of the electrons.
The standard BABAR algorithm [46] is applied to recover photons coming from Bremsstrahlung
processes. The method uses the properties of these processes, since the direction of the photons
emitted is very close to the direction of the parent electron. The emission angle (∝ mec2Ee ) is in
average less than 5mrad for electrons above 1 GeV/c. The algorithm combines photons, fulﬁlling
the Good Photon Loose selection criteria described in the app.C.2, with an electron only if they
satisfy requirements based on the initial direction of the e± (φeo, θ
e
o) and its centroid position of
the associated calorimeter shower (φecent., θ
e
cent.):
• φe−0 − 0.05 rad < φγ < φe
−
cent. for electrons
• φe+cent. < φγ < φe
+
0 + 0.05 rad for positrons
• |θe − θγ | < 0.035 rad
All photons satisfying these requirements are combined with the electron, the corrected electron is
then used in the analysis.
5.2.2 Muon identiﬁcation
Muons are identiﬁed by a neural-network based selector [47], which combines IFR and EMC infor-
mation: the number of traversed interaction lengths in the entire detector and comparing it with
the number of expected interaction lengths predicted for a muon of the same momentum, the energy
deposited in the EMC is required to be consistent with the minimum ionizing particle hypothesis,
the average number and the r.m.s. of the distribution of the RPC and LST hits per layer and
other variables exploiting clusters distribution shapes. The muon identiﬁcation eﬃciency has been
measured using µ+µ−(γ) events and two-photon production of µ+µ− pairs. The misidentiﬁcation
rates for pions, kaons, and protons are extracted from data control samples. The performance of
the muon identiﬁcation algorithm is summarized in Fig. 5.2, in terms of the muon identiﬁcation
eﬃciency. The errors shown are statistical only, the systematic error is dominated by variations in
the performance of the IFR as a function of position and time.
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Figure 5.2: Muon identiﬁcation eﬃciency for the muon selector as a function of momentum (top) and polar angle
(bottom).
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5.2.3 Charged kaon identiﬁcation
A standard likelihood selector (called Likelihood Kaon Not a Pion), based on tracks with an asso-
ciated momentum above 300 MeV/c and exploiting variables based on information from the DRC,
the DCH and the SVT, is used to identify charged kaons. Likelihood functions are computed
separately for charged particles, as products of three terms, one for each detector subsystem and
then combined, similarly to the electron algorithm. The detector quantities considered in the like-
lihood are: the diﬀerence between the dE/dx measured in the DCH and SVT, and the expected
dE/dx under the kaon hypothesis , the Cerenkov angle θc measured in the DIRC, the number of
observed photons in the DIRC, the quality of the track prior to reaching the DIRC. Kaon eﬃciency
is evaluated using a sample of kaons from the decay D → Kpi where the D is selected from the
decay of a D∗. Kaons are most often misidentiﬁed as pions. The pion mis-identiﬁcation rate is
evaluated using pions from the same source. The eﬃciency of the kaon selection is more than 90%
for most of the momentum spectrum with a misidentiﬁcation from pions of 2− 3%. Fig. 5.3 shows
a comparison of the charged kaon eﬃciency in data and MC.
5.3 Reconstruction of Composite Particles
In this section the reconstruction of composite particles is described.
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Figure 5.3: Charged kaon identiﬁcation eﬃciency for the kaon selector as a function of momentum, the plots on
the right-hand and in the middle compare the eﬃciency on data with MC for K+ (left-hand) and for K− (middle),
in the right-hand plot a comparison of the data identiﬁcation eﬃciency between K+ with K− is shown.
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5.3.1 pi0 reconstruction
The process pi0 → γγ is reconstructed using EMC clusters fulﬁlling the BABAR Good Photon Loose
described in the app. C.2. The photons invariant mass has to be 0.115 < mγγ < 0.150 GeV/c2
to reject misreconstructed pi0 candidates, and the momentum vector must fulﬁll the following
requirement | ~pγγ | < 0.450 GeV/c, since the pi0 is needed for the reconstruction of D∗ mesons, as
explained later.
5.3.2 D meson reconstruction
D meson candidates are reconstructed in the following decay: D0 → K−pi+ and D+ → K−pi+pi+.
The tracks identiﬁed as a charged kaon are taken from the charged tracks fulﬁlling the BABAR
selection criteria Likelihood Kaon Not a Pion, whereas charged pions are from the tracks accepted
by the BABAR Good Tracks Very Loose selection criteria. The kaon and pions daughters of a
candidate D-meson are ﬁtted together to a common vertex using the Cascade [48] algorithm. The
D candidate is accepted if these requirements to suppress misreconstructed D-candidate are met:
|mRecD −mPDGD | < 0.06 GeV/c2 and if the χ2 probability of the vertex ﬁtter is χ2 > 0.1%.
5.3.3 D∗ reconstruction
D∗ meson candidates are reconstructed for veto purposes combining a D meson candidate with a
pion or a photon, in the following decay ﬁnal states:
• D∗0 → D0 pi0
• D∗0 → D0 γ
• D∗+ → D0 pi+
• D∗+ → D+pi0.
The charged pion is reconstructed as a track satisfying the BABAR Good Track Very Loose, the pi0
belongs to the BABAR criteria Pi0 Soft Default Mass (described in 5.3.1) and photons satisfying
the Good Photon Default BABAR selection criteria. For all the D∗ reconstructed decay it is also
required
• |mRecD∗ −mPDGD∗ | < 0.5 GeV/c2
• For D∗+ (0.130 < mD∗ −mD < 0.175) GeV/c2
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• For D∗0 (0.135 < mD∗ −mD < 0.175) GeV/c2
to remove fake D∗ composite candidates.
5.3.4 D` reconstruction
D and lepton are combined to form the D` candidate, hereafter referred also as to Y candidate.
To reconstruct the Y candidate, it is required that the lepton momentum pe > 0.8 GeV/c, pµ >
1.0 GeV/c in the Υ (4S) rest frame. The D and the lepton are ﬁtted to a common vertex using the
Cascade [48] algorithm with a geometrical constraint: the χ2 ﬁt probability is asked to be > 0.1%
in order to suppress misreconstructed Y -candidates.
5.4 Neutrino reconstruction
The kinematic properties of the neutrino stemming from the B → D`ν decay can be inferred
from the visible 4-momentum of the event. This technique is based on several hypotheses: the
charged tracks and showers are produced exclusively in the e+e− interaction, energy and momentum
associated to a particle is counted only once and the only undetected energy and momentum in
an event is due to the neutrino. However, beam background can produce additional particles
and thus additional reconstructed tracks and clusters, errors in the reconstruction algorithm may
add energy to the event (for example, when clusters are not matched to a charged track) the
ﬁnite acceptance of the BABAR detector lets particles go undetected, the presence of other neutral
undetected particles such as other neutrinos, or badly measured neutrons or K0L can reduce the
accuracy of this technique. The selection of tracks and clusters used for the neutrino reconstruction
is deﬁned as described in sections 5.1.2 and 5.1.4, and then they are used to compute the missing
4-momentum:
(Emiss, ~pmiss) = (Ebeams, ~pbeams)−
(∑
i
Ei,
∑
i
~pi
)
where the index i runs over all the selected charged tracks and EMC clusters measured in the
laboratory system, Ebeams and ~pbeams refer to the sum of the energy and three-momenta of the
two colliding beams respectively. The missing 4-momentum has been calculated in the lab-frame
to conﬁne the uncertainties due to the PID assignment to the missing energy. Moreover, since the
neutrinos are virtually massless, |~pmiss| ≈ Emiss and the Emiss resolution is worse than |~pmiss| (see
ﬁgure 5.4), (because of undetected particles such as neutrinos, K0L) to get a more precise neutrino
4-vector Pν , it is chosen: Pν = (|~pmiss|, ~pmiss).
5.5 Preselection
The ﬁrst stage of the event selection starts from the speciﬁc dataset [49], which reconstructs
B → D(∗)`ν(X)-events with loose requirements. The selection eﬃciency of this dataset concerning
all the charm semileptonic decays is pretty high, around 25%.
Since most of the decay reconstructed in the dataset are not used in this analysis and to remove
mainly combinatoric background the selection criteria are tightened as followed:
• NGTV L ≥ 4: an event is held back if the number of tracks fulﬁlling the GTVL selection
criteria is greater than four.
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Figure 5.4: The plots show the resolution of Emiss(on the left) and ~pmiss (on the right) distribution for simulated
signal events, after applying all the selection criteria. The distribution is broken down according to the event
properties: events with only one neutrino (blue), more then one (red) and with other neutral missing particles
(green): K0L, n, and the three categories are stacked together. The presence of undetected particles causes the tail
for positive values of the resolution.
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• N` ≥ 1: at least one lepton (electron or muon) identiﬁed with loose selection criteria is
required.
• R2 < 0.5: the normalized second Fox Wolfram [50] momentum R2 deﬁned as
R2 =
H2
H0
, (5.2)
where
Hl =
∑
i j
|pi| |pj |
E2vis
Pl (cos θij) . (5.3)
The double sum runs over all particles i and j of the event, where pi is the momentum
of particle i, θij is the opening angle between the momenta of particles i and j, and Pl is
the lth Legendre polynomial, P0(x) = 1 and P2(x) = 12
(
3x2 − 1). Evis is the total visible
energy of the event. R2 is calculated from charged tracks and neutral clusters passing loose
quality requirements. By deﬁnition, the value of R2 ranges from zero to one. R2 is a variable
characterizing the event's momentum distribution. For events with jet structure R2 gives
higher values (due to higher | cos θij | and higher P2 values) than for events with spherical
structure. Accordingly, the R2 distribution of e+e− → BB events is shifted to lower values
compared to the R2 distribution of e+e− → qq events (q = u, d, s, c). The R2 distributions
in BB and qq events are shown in ﬁgure 5.5.
• an event is selected only if at least one reconstructed D` (as described in 5.3.4) candidate is
found.
5.6 The four-velocity product w
The variable w, deﬁned as the product of the B and D four-velocities (w = vB · vD), plays a key
role in this analysis: its distribution for signal events allows the measurement of G(1)|Vcb| and ρ2.
The following equations are used to ﬁnd diﬀerent algorithms to reconstruct w:
w =
m2B +m
2
D − q2
mB ·mD (5.4)
where
q2 = (PB − PD)2 = (P` + Pν)2, (5.5)
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Figure 5.5: The second normalized Fox Wolfram Moment R2 is plotted for MC events of type e+e− → BB (solid)
and e+e− → cc (dashed). The two graphs are scaled to the same number of events.
and PB , PD, P` and Pν , are the B, D, `, and ν four-vector momenta. If ϕ deﬁnes the angle
between the momenta of the B and the D meson, one can write
w = vBvD =
pBpD
mBmD
=
(E∗BE
∗
D − |~p ∗B | |~p ∗D| cosϕ)
mBmD
. (5.6)
Due to the presence of a neutrino, the angle ϕ cannot be precisely determined. Several diﬀerent
approaches, listed below, have been compared. These approximations are justiﬁed by the small
value of B momentum in the Υ (4S) rest-frame |~p ∗B | ≈ 300 MeV/c.
Rough determination (wrough)
A ﬁrst order approximation of equation (5.6) leads to
wrough =
EBED
mBmD
., (5.7)
where EB is half the total energy of the two beams in the CMS frame.
Y-average frame
Instead of neglecting the term with the B momentum, it's possible to get an estimation wY using
the information from θBY and α, (see ﬁgure 5.6) where θBY is the angle between the B vector
momentum and the Y candidate, and α is the angle between the D meson and the Y candidate.
They bind ϕ to the range: ϕmin = α− θBY and ϕmax = α+ θBY . The product wY was computed
including the value ϕ = ϕmax+ϕmin2 in eq. 5.6.
Diamond-average frame
An even better approximation to the B trajectory is achieved using the fact that the B's are
produced preferentially orthogonally to the beam axis. As seen in ﬁgure 5.7 the direction of the B
must lie on the cone centered on the Y with an opening angle θBY . The angle ϕBY , the azimuthal
angle, is not measured so an average over four points is performed: two of them are in the Y
plane (the points 0 and pi) and the other are out of the plane corresponding to the angles ±pi/2.
Moreover, since the Υ (4S) → BB¯ decay distribution follows a sin2 θB with respect to the beam
axis, where θB is the angle between the B direction and the beam axis in the CM-frame, the
average is weighted with a sin2 θB factor at each point.
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Figure 5.6: (a) The momentum vectors of a signal event are shown. The plane A is the one containing the D and
the lepton `, whereas the plane B contains the B and the ν. Since the direction of the B meson is unknown, the
angle ξ between the two planes is unknown, too. Assuming ξ = 0◦ deﬁnes ϕmin and is illustrated in (b). Assuming
the other extreme case ξ = 180◦ deﬁnes ϕmax and is illustrated in (c).
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Figure 5.7: In the ﬁgure is show how to get the direction of the B meson momentum vector. The direction is needed
to calculate wDiamond. True momentum vectors and angles are drawn in red. Reconstructed momentum vectors
and angles are drawn in black. For more details see text.
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Figure 5.8: Comparison between the four diﬀerent method studied to reconstruct w (wrec) in the B− → D0`−ν¯(left-
hand plot) and B0 → D−`+ν(right-hand plot) reconstructed decay. The distribution plotted is the resolution
(wreco − wtrue). Here wrough is the rough estimator, wν is the estimator using the neutrino reconstruction,
wY−frame uses the Y -average frame estimator and wDiamond the diamond-average frame estimator.
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Figure 5.9: The plots show the correlation between the reconstructed w (x-axis) according to the diamond-frame
average and the generated w (y-axis) for diﬀerent signal decay. The decay mode are for the left plot is B− → D0`ν,
right is B− → D−`ν. The plots are done using Signal MC events
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Neutrino Reconstruction
Another approach to get w is from the momenta of the lepton and the neutrino, see equations (5.4)
and (5.5). The lepton is fully reconstructed, the neutrino 4-momentum are reconstructed from the
missing energy and momentum.
Resolution
The method used in this work to reconstruct w (wreco) is chosen to be the one which gives the best
approximation to the true w (wtrue), the best resolution (R = wreco − wtrue) after all selection
criteria (see 5.7) and without introducing any bias. In ﬁgure 5.8 the resolution R for all the methods
is compared: none of them introduces a bias, the best resolution is given by the Y -frame and the
Diamond-frame approximation. Since the Diamond-frame is more precise in the determination of
the B direction, this method is used to reconstruct w, providing a resolution better than 0.030.
That means that the w distribution can be analyzed in, at least, 10 bins with a bin-width of
0.06 each. The resolution has been studied in each bin of wtrue, the width is always better than
0.030, and no bias is observed. Figures (5.9) show the correlation between the distribution of
the generated value for w (wtrue) and the reconstructed value wrec for positively identiﬁed signal
events. From now on when talking about w the diamond-frame approximation is meant unless
otherwise stated.
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Figure 5.10: The plot shows the ∆E distribution applying all the selection criteria but the ∆E cut, the MC is scaled
to have the same amount of events as data. Left hand side for B− → D0`−ν¯ events, on the right hand side for
B0 → D−`+ν events.
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5.7 Selection of the D` candidate
The selection criteria described in this section aim on one hand to enhance and to identify the
contribution of well-reconstructed semileptonic B → D`ν decay, on the other hand the criteria are
designed to reject background events, in particular to suppress the feed down due to the B → D∗`ν
decay. A brief description of the variable employed in the process of selecting is given.
5.7.1 ∆E and mES
The diﬀerence between the reconstructed and the expected energy of the B candidate is deﬁned as
∆E, in the laboratory frame it can be written as:
∆E =
PB · Pbeams − s/2√
s
(5.8)
in this case, taking advantage of the neutrino reconstruction, PB = PY +Pν , Pbeams is the 4-vector
of the colliding particles and
√
s is the total energy of the beams in the CMS frame. Only a
loose requirement is made on this variable: (−1.0 < ∆E < 1.0) GeV. A comparison of the ∆E
distribution of data with MC can be found on ﬁgure 5.10.
The beam energy substituted mass, mES , is deﬁned in the laboratory frame as:
mES =
√
(s/2 + ~pB · ~pbeams)2
Ebeams
− ~p2B (5.9)
where
√
s is the total energy of the beams in the CMS frame, (Ebeams, ~pbeams) is the 4-momentum
vector of the beams, its distribution for data and MC is shown on ﬁgure 5.11. All events where
mES < 5.15 GeV/c2 are rejected.
5.7.2 cos ΘThrust
The angle between the thrust axis of the D` candidate and the thrust axis of the rest of the event
is called Θthrust, where the thrust axis of a collection of particles is deﬁned as the direction along
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Figure 5.11: The plot shows the mES distribution applying all the selection criteria but the mES cut, the MC is
scaled to have the same amount of events as data. Left hand side for B− → D0`−ν¯ events, on the right hand side
for B0 → D−`+ν events.
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which the sum of the projections of the momenta of the particles is maximized:
thrust axis nˆ : max
∑
i
|nˆ · ~pi|, |nˆ| = 1 (5.10)
Given the spherical nature of B decays, the thrust axis of a true B candidate is essentially random.
For continuum events, however, which are strongly collimated, the above deﬁnition ensures that the
thrust axis approximates the direction along which the pair of quarks was emitted. This variable
has therefore a nearly ﬂat distribution for B candidates while it is sharply peaked at ±1 for qq¯
background events. To reject continuum background events the following restriction is applied:
| cos ΘThrust| < 0.9 only for the high w region (w > 1.48), i.e. where the transferred momentum
q2 is lower and thus the D candidates are faster enhancing the collimation eﬀect, (see ﬁgures 5.12
and 5.13).
5.7.3 cos Θ`
The cosine of the angle between the direction of the lepton boosted into the virtual W rest frame,
and the direction of the virtual W in the B0 rest frame is called cos Θ`. Its distribution is shown
on ﬁgures 5.14 and 5.15. The selection depends on the w range: if (w < 1.36) then | cos Θ`| < 0.45
otherwise cos Θ` < 0.6.
5.7.4 cos ΘB−Y
The cosine of the angle between the B and the Y system (cos ΘB−Y ). Under the assumption
that the Y belongs to a signal decay correctly reconstructed, the 4-momentum conservation in the
Υ (4S)-frame implies:
P 2ν = (PB − PY )2 = m2B +m2Y − 2EBEY + 2|~pB ||~pY |cosΘBY = 0
and thus:
cosΘB−Y =
2EBEY −m2B −m2Y
2|~pB ||~pY |
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Figure 5.12: The plot shows the | cos ΘThrust| distribution applying all the selection criteria but the | cos ΘThrust|
cut, the MC is scaled to have the same amount of events as data. For B− → D0`−ν¯ events. Showing the 1., 6. and
10. w-bin, it can be seen the enhancement of continuum events as events with higher w are selected.
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Figure 5.13: The plot shows the | cos ΘThrust| distribution applying all the selection criteria but the | cos ΘThrust|
cut, the MC is scaled to have the same amount of events as data. For B0 → D−`+ν events. Showing the 1., 6. and
10. w-bin, it can be seen the enhancement of continuum events as events with higher w are selected.
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Figure 5.14: The plot shows the cos Θ` distribution applying all the selection criteria but the cos Θ` cut, the MC is
scaled to have the same amount of events as data. Showing the 1.,6. and 10. w-bin.
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Figure 5.15: The plot shows the cos Θ` distribution applying all the selection criteria but the cos Θ` cut, the MC is
scaled to have the same amount of events as data. Showing the 1.,6. and 10. w-bin.
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Figure 5.16: The plot shows the cos ΘB−D` distribution applying all the selection criteria but the cos ΘB−D` cut,
the MC is scaled to have the same amount of events as data. Left hand side for B− → D0`−ν¯ events, on the right
hand side for B0 → D−`+ν events.
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where mB is taken from the PDG[36], EB = ECMSbeams/2 and ~pB = E
2
B −m2B . The signal events are
distributed mainly in the allowed region between −1 and 1, (see ﬁgure 5.16). Poorly reconstructed
signal events show tails towards negative values, arising from energy loss of the Y candidates, e.g.
due to bremsstrahlung of the electron. A small fraction of signal candidates have cos θBY > +1
due to detector resolution eﬀects. To take this eﬀect into account and since the variable is used to
model the background shape in the ﬁt technique explained in the chapter 6 the criteria applied is
−2.0 < cos θBY < 1.3.
5.7.5 Momentum restriction
An upper bound on the D and lepton momentum is requested to reject unphysical events, those
events beyond the kinematics limit in a signal decay: pCMS` < 2.4 GeV/c and p
CMS
D < 2.5 GeV/c.
5.7.6 mD
A tighter criteria then the one applied in the preselection is asked for mD: |mD − mPDGD | <
20 MeV/c2. mPDGD is taken from [36]. This selected region is conventionally called signal region.
This restriction is adopted to suppress mis-reconstructed D-candidates. ThemD selection criterion
and distribution are shown in ﬁgures 5.17, 5.18, 5.19 and 5.20.
5.7.7 D∗ veto
One of the biggest sources of background is due to the D∗ feed-down. A tight veto on the re-
constructed D∗ is applied at this stage to suppress the amount. The algorithm combines the
selected D candidate with a photon or a pion and rejects the D` candidate if the mass diﬀer-
ence ∆m = m(D∗)−m(D) (see ﬁgure 5.21) fulﬁlls the requirement |∆mPDG −∆m| < 3 MeV/c2.
∆mPDG is taken from [36].
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Figure 5.17: The plots show mD distributions after all the selection criteria were applied, but the mD cut only for
the 1. to 5.w bin , B− → D0`−ν¯ events. The mD selection criterion is plotted too.
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Figure 5.18: The plots show mD distributions after all the selection criteria were applied, but the mD cut only for
the 6. to 10.w bin , B− → D0`−ν¯ events. The mD selection criterion is plotted too.
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Figure 5.19: The plots show mD distributions after all the selection criteria were applied, but the mD cut only for
the 1. to 5.w bin , B0 → D−`+ν events. The mD selection criterion is plotted too.
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Figure 5.20: The plots show mD distributions after all the selection criteria, but the mD cut were applied, only for
the 6. to 10.w bin , B0 → D−`+ν events. The mD selection criterion is plotted too.
Figure 5.21: The plot shows the ∆m distribution applying all the selection criteria but the D∗-veto, the MC is
scaled to have the same amount of events as data. Left hand side for B− → D0`−ν¯ events, on the right hand side
for B0 → D−`+ν events.
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Figure 5.22: The plot shows the number of candidates per event after all the selection criteria are fulﬁlled. Left
hand side for B− → D0`−ν¯ events, on the right hand side for B0 → D−`+ν events.
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5.7.8 Neutrino Quality Cuts
Some requirements are needed in order to improve the quality of the neutrino reconstruction
technique, and to reject background events. The main purpose of this criteria is to reject the events
with multiple missing particles: for example other neutrinos, K0L or other neutral particles.
• Qnetevent: The net charge of an event, if nothing is lost during the reconstruction, should be
equal to zero, but, because of the limited geometrical acceptance of the BABAR detector, to
maintain a high signal eﬃciency it is required to be |Qnetevent| = 0 or 1 ,
• N leptonevent : removing events, where the total number of good reconstructed leptons N leptonevent > 1,
is useful to remove other possible neutrinos,
• Θmiss: it is the polar angle of the missing momentum Pmiss. To maintain a high eﬃciency,
the cut is (0.3 < Θmiss < 2.9)rad due only to detector acceptance. In order to reject events
where particles lost in the beam pipe are mistaken as neutrinos.
5.7.9 Multiple Candidates
After applying all the selection criteria, only few events have multiple signal candidates per event
(see ﬁgure 5.22); on average the ratio of events with multiple candidates over the total number of
events is (0.40± 0.01)% in the reconstruction of the B− → D0`−ν¯ decay and (3.30± 0.02)% in the
reconstruction of the B0 → D−`+ν decay. In case multiple D` candidates are found, the one with
the value of mES closer to mPDGB is selected. This is motivated by a study done on signal MC.
As shown in ﬁgure 5.23, the mES distribution for signal event peaks near mB , whereas it drops for
the background events. As shown in ﬁgure (5.24), the algorithm selects the right B− → D0`−ν¯
candidate with a probability of 72.6% and the right B0 → D−`+ν candidate with a probability of
68.2%.
5.8 Eﬃciency
Tables 5.3 and 5.4 summarize the eﬃciency and the background rejection power for the whole
selection criteria, and show the signal to background ratio after applying all restrictions. Besides
in the tables are also shown the number of events surviving the whole selection criteria.
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Figure 5.23: The plots show a comparison of the quantity mES between signal positively matched and background
events done using signal MC events. Left hand side for B− → D0`−ν¯ events, on the right hand side for B0 → D−`+ν
events.
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Figure 5.24: In case multiple candidates are found, the diﬀerence (|mES −mPDGB |other−|mES −mPDGB |sig) can be
calculated. The distribution compares the distance of mES to m
PDG
B for candidates of the same event, where the
distance deﬁned as sig is the one belonging to a positively reconstruct signal decay, whereas the distance deﬁned
as other belong to a background decay. This tests the quality of the best candidate selection algorithm, if this
quantity is positive it means the best candidate selected was a signal candidate. Left hand side for B− → D0`−ν¯
events, on the right hand side for B0 → D−`+ν events.
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Table 5.3: Summary of the selection eﬃciency for the B0 → D−`+ν events, and background rejection power of the
whole selection, values are given in %, splitted for the 10w-bins. The eﬃciency are calculated after all selection
criteria are applied. The row label S/B shows the total ratio between selected signal and background events after
the whole selection. The last row shows the number of events surviving the selection criteria in the diﬀerent w bins.
B0 → D−`+ν
w bin
1. 2. 3. 4. 5. 6. 7. 8. 9. 10.
Signal Eﬀ. 1.55 3.55 4.89 5.79 6.79 7.54 10.16 10.80 10.51 12.32
Background Rejected 99.75 99.71 99.70 99.64 99.56 99.44 99.13 98.88 98.92 98.81
S/B 1.43 3.53 7.5 13.32 21.96 31.32 41.36 50.51 71.01 87.41
Selected Events 24210 30590 28210 26274 24736 24667 30544 31248 26101 20531
Table 5.4: Summary of the selection eﬃciency for the B− → D0`−ν¯ events, and the background rejection power of
the whole selection, values are given in %, splitted for the 10w-bins. The eﬃciency are calculated after all previous
selection criteria are applied. The row label S/B shows the total ratio between selected signal and background
events after the whole selection. The last row shows the number of events surviving the selection criteria in the
diﬀerent w bins.
B− → D0`−ν¯
w bin
1. 2. 3. 4. 5. 6. 7. 8. 9. 10.
Signal Eﬀ. 1.18 2.94 4.54 5.87 7.26 8.16 11.33 12.11 11.80 13.36
Background Rejection 99.47 99.41 99.28 99.15 98.99 98.79 98.22 97.89 97.87 97.73
S/B 2.41 5.49 10.01 16.54 25.60 35.03 47.31 60.88 83.28 108.2
Selected Events 8643 12234 12400 12790 12662 12838 15679 15696 12991 10587
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6 Determination of the Signal Yields
The signal yields for the signal decay modes B− → D0`−ν¯ and B0 → D−`+ν are measured by
performing a (2 + 1)-dimensional binned Maximum Likelihood (ML) ﬁt. The ﬁt technique is based
on a generalized binned ML ﬁrst developed by Barlow and Beeston [51]. It ﬁts contributions of
various MC samples to the data surviving the selection criteria. It estimates the data composition
based on the MC sources taking into account for both data and MC statistical ﬂuctuations.
6.1 The Likelihood
In the following section it is brieﬂy described the functionality of this particular binned ML Fit,
more details can be found in [51]. Data and MC distributions are divided into n bins. The numbers
of selected events in the data distribution falling into bin i are denoted by di, such as ND =
∑
i di,
where ND is the total number of events in the data sample. The numbers of selected MC events
falling in the same bin i from MC source j is aij , then Nj =
∑
i aij , where Nj is the total number
of events in the jth MC source, assuming m diﬀerent MC sources, that add up to describe the
data. The amount of expected events in the ith bin is denoted by gi, it can be written as function
of the strengths Pj and the number of MC events aij :
gi = ND
∑
j
Pjwij
aij
Nj
=
∑
j
pjwijaij , (6.1)
where wij are weights, they account for MC normalizations and corrections, and pj = NDPj/Nj .
MC samples are ﬁnite, and aij are subject to statistical ﬂuctuation relative to the value expected
for inﬁnite statistics denoted as Aij , and thus the correct way to express the numbers of expected
events is:
gi =
∑
j
pjwijAij . (6.2)
The total likelihood function L is the product of the probability to ﬁnd the measured number of
data events di when gi events are expected and the likelihood of observing aij events when Aij are
expected, for Poisson distributed events it can be written as:
L =
∏
i
gdii
di!
e−gi ·
∏
i
∏
j
A
aij
ij
aij !
e−Aij . (6.3)
To ﬁnd the maxima of the likelihood it is usually easier to work with lnL, since both are maximized
for the same parameter values, omitting the terms that don't depend on the ﬁt parameters, since
they don't eﬀect the location of the maximum, the log likelihood can be written as:
lnL =
n∑
i=1
(di ln gi − gi) +
n∑
i=1
m∑
j=1
(aji lnAji −Aji), (6.4)
The quantities to be determined are the m normalization factors pj and the n ×m Aij , but the
numbers of unknown parameters can be reduced analytically [51], the Aij can be determined by
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Figure 6.1: Plot show the cos(ΘBY ) and ∆E MC distribution corresponding to the B
− → D0`−ν¯ decay mode
for signal events on the left-hand side, D∗ background events in the middle and peaking background events on the
right-hand side
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Figure 6.2: Plot show the cos(ΘBY ) and ∆E MC distribution corresponding to the B
0 → D−`+ν decay mode
for signal events on the left-hand side, D∗ background events in the middle and peaking background events on the
right-hand side
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solving the n independent equations:
fi =
m∑
j=1
pjwijAij =
m∑
j=1
pjwijaij
1 + pjwijri
, (6.5)
where Aij = aij/(1 + pjwijri) and ri = 1− di/fi. These equations are determined calculating the
derivative of the total likelihood with respect to pj and Aij to ﬁnd the maxima, and setting the
diﬀerential to zero. Thus only the m scaling factors pj have to be determined by maximizing the
lnL using the MINUIT [52] package and solving the equations at each iterations.
6.2 Fit Method and parameters
The ﬁt is performed independently for the decays B− → D0`−ν¯ and B0 → D−`+ν in each w bin.
The distribution used to ﬁt the MC sources to the data are cos(ΘBY ) and ∆E for each bin of w. The
two-dimensional distribution (shown on ﬁgures 6.1 and 6.2) has been chosen to enhance the signal
and background separation, since the two variables are correlated for both signal and background
sources. It was not possible to extract a reliable analytic form for these distributions, so it was
preferred a binned ML method. The binning has been chosen to optimize signal and background
separation while retaining adequate statistics in all bins. The ﬁt plane (cos(ΘBY ),∆E) is divided
into 7 × 5 bins over the region −2.0 < cos(ΘBY ) < 1.3 and −1.0 GeV < ∆E < 1.0 GeV. The
cos(ΘBY ) bin size for the ﬁt is 0.47, for ∆E is 0.4 GeV. The contributions to the ﬁt are: signal
events, B → D∗`ν background events, peaking background events, and combinatoric background
events, as introduced in section 3.1. The Monte Carlo simulation provides the shapes for signal
events, B → D∗`ν, and peaking background events. The shape of the combinatorial background
is taken from events belonging to the data D-mass side-bands. Fit parameters are normalization
factors pj , where j runs over the diﬀerent ﬁt contributions, free to ﬂoat in the ﬁt are:
• pB→D`ν : fraction of signal events, B → D`ν decays.
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Table 6.1: Side Band regions used in the analysis
B− → D0`−ν¯ B0 → D−`+ν
1.82 < mD0 < 1.835 & 1.82 < mD+ < 1.835 &
1.897 < mD0 < 1.92 1.892 < mD+ < 1.92
Figure 6.3: The plot shows the comparison between the on-peak sidebands data and the combinatoric background
MC scaled to the amount of onpeak data for the sixth bin of w in the ∆E distribution, on the left-hand side
B− → D0`−ν¯ selected events, and B0 → D−`+ν selected events on the right-hand side.
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• pB→D∗`ν : fraction of B → D∗`ν background events, B → D∗`ν (both D∗0 and D∗+) decays.
• ppeak: fraction of peaking background events, B → D∗∗`ν ; B → D(∗)X`ν ;
B → DsD, Ds → X`ν; B → Dτν , τ → `ν`ντ ; all B → DX not belonging to
signal or D∗-background events, and cc¯→ D background events,
whereas the combinatorial background is ﬁxed.
6.2.1 Side-bands normalization factors
Events in the data D-mass side-band (SB) regions are used to model the combinatoric background
in the signal region (deﬁned in section 5.7.6). The SB events well describe the shape of the MC
combinatoric background as shown in ﬁgure 6.3 and 6.4, where data and MC events are compared.
The side band regions are deﬁned in table 6.1. Further tests have been perform to prove the
ansatz that SB events well describe combinatoric events in the signal region. In fact sidebands are
splitted in four regions (left, right, inner, outer) see table 6.2. Events in the left SB are compared
to the one in the right SB and those in the outer SB are compared with those in the inner SB (see
Figures 6.5 and 6.6 ). This proves again that shapes of sidebands are compatibly the same moving
towards the signal region.
Figure 6.4: The plot shows the comparison between the MC sidebands and the combinatoric background MC scaled
to the amount of onpeak data for the sixth bin of w in the ∆E distribution, on the left-hand side B− → D0`−ν¯
selected events, and B0 → D−`+ν selected events on the right-hand side.
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Table 6.2: Side-band regions breakdown used for testing the ansatz that SB events correctly describe combinatoric
events in the signal region.
left right
1.82 < mD0 < 1.832 1.897 < mD0 < 1.92
1.82 < mD+ < 1.835 1.892 < mD+ < 1.92
inner outer
1.825 < mD0 < 1.832 & 1.82 < mD0 < 1.825 &
1.897 < mD0 < 1.9085 1.9085 < mD0 < 1.92
1.83 < mD+ < 1.835 & 1.82 < mD+ < 1.83 &
1.892 < mD+ < 1.907 1.907 < mD+ < 1.92
Figure 6.5: The plot shows the ∆E comparison between inner and outer sidebands on the left-hand side, and
comparison between left and right on the right-hand side, done using on-peak data for selected B− → D0`−ν¯
events, for a given w-bin (eighth in this case) .
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Figure 6.6: The plot shows the ∆E comparison between inner and outer sidebands on the left-hand side, and
comparison between left and right on the right-hand side, done using on-peak data for selected B0 → D−`+ν
events, for a given w-bin (eighth in this case).
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Table 6.3: Scaling factors for the side-band, result of the ﬁt to the D-mass distribution for each w-bin
w bin n. B− → D0`−ν¯ B0 → D−`+ν
1 1.481± 0.028 1.076± 0.007
2 1.400± 0.028 0.953± 0.006
3 1.292± 0.028 0.949± 0.007
4 1.350± 0.043 0.933± 0.002
5 1.425± 0.035 0.954± 0.009
6 1.351± 0.034 0.961± 0.009
7 1.473± 0.036 0.936± 2.869
8 1.391± 0.035 0.987± 0.008
9 1.433± 0.038 0.995± 0.009
10 1.174± 0.038 0.996± 0.012
The amount of combinatoric events in the sidebands region is greater than in the signal region, so it
has to be normalized to the number of events in the signal region before being used. Normalization
factors for the SB is extracted from a ﬁt in the D-mass distribution (see an example on ﬁgures 6.8),
since the shape of the combinatoric background is not ﬂat, and thus the normalization is not just
the ratio between the width of the signal region in the mD distribution divided by the sum of the
width of the s sidebands in themD distribution. The ﬁt uses analytic functions, the peak is modeled
with a Gauss function, and a second grade polynomial is used for the combinatoric background.
Normalization factors are calculated as ratio between the number of ﬁtted background events in
the SB and the number of ﬁtted background events in the signal region. They are summarized in
the table 6.3.
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Figure 6.7: The signal strengths result of the ﬁt in each w-bin is plotted. The red line is at 1.0, the expected
value while ﬁtting MC events. Points are also ﬁtted to a zeroth-degree polynomial and the results are compared
with the input value in the MC. On plots (a) are shown results using the MC splitted in two equisized samples for
B− → D0`−ν¯ events (left-hand side), and for B0 → D−`+ν events (right-hand side). On plots (b) are shown results
using the MC splitted in two samples, one of them having the same amount of events as data, for B− → D0`−ν¯
events (left-hand side), and for B0 → D−`+ν events (right-hand side).
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Figure 6.8: The plot shows the results of the ﬁt to the D Mass distribution for a given w-bin (sixth in this
case), B− → D0`−ν¯ events on the left-hand side, B0 → D−`+ν events on the right-hand side. The red curve is
the projection of the combinatoric background ﬁtting function, the blue line is the projection of the total ﬁtting
function.
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6.3 Fit Validation
Figure 6.9: Fit validation half MC vs half MC: the MC is splitted in two sample containing the same amount of
events. The plot shows the ﬁtted results compared to the true amount of signal events contained in the ﬁtted
pseudo-data MC sample. On the right-hand side the results for B− → D0`−ν¯ events, on the left-hand side for
B0 → D−`+ν events.
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6.3 Fit Validation
A ﬁt validation is performed to verify the stability of the ﬁt method, to look for possible biases
and to study the ﬁt statistical error. At ﬁrst the full MC simulation available is splitted into
two independent samples, one of them used as pseudo-data the other to get ﬁt sources, shapes
and normalization factors. The ﬁt is successfully performed (see the following section 6.3.1 for
more details). Another test performed is a so called Toy Monte Carlo: a simplify method to
produce many independent MC samples (toy experiments), by comparing the results of the ﬁt to
the independent generated samples, none bias appears in this test.
6.3.1 MC against MC
The full MC is splitted randomly into two independent samples. This is done twice, at ﬁrst the MC
is splitted in two samples containing the same amount of events. One sample is used as pseudo-data
the other to get the shape of MC ﬁt sources and the normalization factors. The ﬁt is performed.
Figure 6.9 shows the results of the ﬁt (data point) compared to the signal contained in the pseudo-
data MC. It turns out that due to the high background in the ﬁrst w bin is not easy to measure
the signal yields for B− → D0`−ν¯ events, whereas the ﬁt on B0 → D−`+ν events reproduces the
expected values. Then the MC is splitted in order to get one sample with the amount of events
compatible with the on-peak data sample and the other sample contains the complementary events.
The ﬁgure 6.10 shows the results of the ﬁt (data point) compared to the signal contained in the
pseudo-data MC events. The results in this case are slightly better than in the previous case, the
ﬁrst w bin can be ﬁtted. To better understand if the disagreements are real bias arising from the
ﬁt technique, the results of the Toy MC have to be studied, since the two test are not statistically
independent.
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Figure 6.10: Fit validation data-like vs remaining MC. The MC is splitted into two samples, one with the same
amount of events as the on-peak data used as pseudo-data, the other with the remaining MC events. The plot shows
the ﬁtted results compared to the true amount of signal events contained in the ﬁtted pseudo-data MC sample. On
the right-hand side the results for B− → D0`−ν¯ events, on the left-hand side for B0 → D−`+ν events.
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6.3.2 Toy Experiments
The 2D binned maximum likelihood ﬁt has been veriﬁed by performing 1000 toy experiments. A toy
experiment is made using all the MC events available after the selection for both the pseudo-data
and for the ﬁt sources. The bin content and its error of each ﬁt components used are re-generated
randomly following the Poisson statistics distribution with mean equal to the unmodiﬁed value.
Then the ﬁt is performed using the new generated distributions. This procedure has been iterated
for thousand times. For a given toy experiment the pull of a ﬁt parameter pj is deﬁned as:
Pull =
pFitj − pTrue valuej
σFitpj
. (6.6)
The pull is the diﬀerence between the generated value of the parameter and the value of the
parameter return by the ﬁt divided by the ﬁt error on that given parameter. The pull distribution
for a sample of toy experiments should follow a Gauss function with mean value equal to zero and
the standard deviation (r.m.s.) equal to one. Discrepancy between those expected values may be
hints of biases present in the ﬁt. If the mean is shifted from zero, then this is a sign of bias in the
central value of the ﬁtted parameter. If the r.m.s. is diﬀerent from one, then it is a sign of bias on
the error returned from the ﬁt. Figures 6.11 to 6.12 show the pull distribution results of this test
for the MC signal strength pB→D`ν . In none case the mean is shifted from zero, but the r.m.s. is
slightly diﬀerent from one in two cases: the ﬁt for the events belonging to the ﬁrst and last w-bin.
On one side (ﬁrst w-bin) the r.m.s. is bigger than one, i.e. the error is underestimated, on the
other side (last w-bin) the r.m.s. is lower the one, i.e. the error is overestimated. To correct for
this issue the ﬁt errors are rescaled accordingly.
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Figure 6.11: Toy MC: Pull distribution for ﬁt parameter pB→D`ν , fraction of signal events, for B− → D0`−ν¯
events.
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Figure 6.12: Toy MC: Pull distribution for ﬁt parameter pB→D`ν , fraction of signal events, for B0 → D−`+ν events.
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Table 6.4: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B− → D0`−ν¯ events
bin n. pSignal pD∗ pPeak χ2/d.o.f. correlation
n.1 −2.06± 1.22 1.20± 0.07 0.81± 0.17 23.05/31.0
0@ 1 −0.84 −0.035−0.84 1 −0.37
−0.035 −0.37 1
1A
n.2 0.52± 0.27 1.13± 0.05 0.56± 0.15 15.65/31.0
0@ 1 −0.77 0.24−0.77 1 −0.62
0.24 −0.62 1
1A
n.3 1.10± 0.15 1.03± 0.05 0.72± 0.15 48.51/31.0
0@ 1 −0.77 0.37−0.77 1 −0.72
0.37 −0.72 1
1A
n.4 0.90± 0.09 1.14± 0.05 0.57± 0.14 16.34/31.0
0@ 1 −0.72 0.38−0.72 1 −0.77
0.38 −0.77 1
1A
n.5 1.03± 0.06 1.13± 0.05 0.50± 0.13 27.07/31.0
0@ 1 −0.68 0.37−0.68 1 −0.8
0.37 −0.8 1
1A
n.6 1.06± 0.05 1.10± 0.06 0.72± 0.15 27.57/31.0
0@ 1 −0.6 0.31−0.6 1 −0.85
0.31 −0.85 1
1A
n.7 1.10± 0.04 1.18± 0.06 0.54± 0.13 18.04/31.0
0@ 1 −0.5 0.19−0.5 1 −0.84
0.19 −0.84 1
1A
n.8 1.18± 0.03 1.33± 0.07 0.48± 0.10 12.18/31.0
0@ 1 −0.37 −0.024−0.37 1 −0.78
−0.024 −0.78 1
1A
n.9 1.20± 0.03 1.24± 0.08 0.66± 0.11 22.89/31.0
0@ 1 −0.1 −0.35−0.1 1 −0.75
−0.35 −0.75 1
1A
n.10 1.35± 0.05 0.91± 0.11 0.83± 0.10 32.36/31.0
0@ 1 −0.13 −0.58−0.13 1 −0.53
−0.58 −0.53 1
1A
6.4 Extraction of signal yields from the ﬁt to data
Table 6.4 and 6.5 report the scale factors pj (with errors) and the correlation coeﬃcient obtained
as results of the binned ML ﬁt to on-peak data in each w bin. Signal yields are then obtained
multiplying the ﬁt parameter pB→D`ν with the total amount of data events selected in a given w
bin and they are reported in table 6.6.
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Table 6.5: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B0 → D−`+ν events
bin n. pSignal pD∗ pPeak χ2/d.o.f. correlation
n.1 −0.63± 0.92 1.07± 0.33 1.39± 0.27 22.49/31.0
0@ 1 −0.6 −0.34−0.6 1 −0.42
−0.34 −0.42 1
1A
n.2 0.96± 0.31 1.18± 0.26 0.83± 0.31 12.36/31.0
0@ 1 −0.67 0.018−0.67 1 −0.61
0.018 −0.61 1
1A
n.3 0.89± 0.15 1.47± 0.25 0.61± 0.29 23.98/31.0
0@ 1 −0.68 0.22−0.68 1 −0.74
0.22 −0.74 1
1A
n.4 1.07± 0.08 1.14± 0.22 0.71± 0.21 23.94/31.0
0@ 1 −0.64 0.24−0.64 1 −0.78
0.24 −0.78 1
1A
n.5 1.01± 0.06 1.76± 0.26 0.14± 0.24 14.94/31.0
0@ 1 −0.58 0.26−0.58 1 −0.84
0.26 −0.84 1
1A
n.6 1.07± 0.05 1.81± 0.27 0.23± 0.21 14.36/31.0
0@ 1 −0.49 0.16−0.49 1 −0.86
0.16 −0.86 1
1A
n.7 1.13± 0.03 1.08± 0.24 0.69± 0.15 12.64/31.0
0@ 1 −0.37 0.013−0.37 1 −0.84
0.013 −0.84 1
1A
n.8 1.23± 0.03 1.28± 0.29 0.45± 0.14 17.44/31.0
0@ 1 −0.21 −0.16−0.21 1 −0.83
−0.16 −0.83 1
1A
n.9 1.27± 0.03 1.53± 0.31 0.43± 0.14 17.53/31.0
0@ 1 0.022 −0.430.022 1 −0.78
−0.43 −0.78 1
1A
n.10 1.41± 0.05 0.77± 0.40 0.34± 0.14 25.99/31.0
0@ 1 −0.011 −0.67−0.011 1 −0.55
−0.67 −0.55 1
1A
Table 6.6: Signal yields for each w-bin
w bin n. B− → D0`−ν¯ B0 → D−`+ν
1. −513.± 304. −265.± 396.
2. 416.± 217. 1077.± 347.
3. 1527.± 205. 1770.± 304.
4. 1928.± 182. 3523.± 279.
5. 2934.± 175. 4163.± 255.
6. 3656.± 168. 5609.± 249.
7. 5288.± 178. 8962.± 262.
8. 6004.± 173. 9842.± 257.
9. 5755.± 166. 10065.± 250.
10. 5537.± 188. 8820.± 293.
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6.4.1 Data MC agreement after Fit
The following ﬁgures show the agreement of the data and MC distribution before and after scaling
the MC sources according to ﬁt results shown on table 6.4 and 6.5. More comparison plots can be
found on appendix D. The ﬁgures show data MC comparison after subtracting side-band events, i.e.
the components ﬁxed in the ﬁt. The remaining MC events are breakdown into signal events, B →
D∗`ν events and peaking background events. Moreover B → D∗`ν events are shown separately
the contribution of B → D∗0`ν and B → D∗+`ν, and peaking background events are divided into
B → D∗∗`ν , B → D(∗)X`ν , B → DX and cc¯→ DX.
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Figure 6.13: The plots show cos θBY distributions before and after applying the ﬁt results after all the selection
criteria were applied, only for the 1. to 5.w bin , B− → D0`−ν¯ events
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Figure 6.14: The plots show cos θBY distributions before and after applying the ﬁt results after all the selection
criteria were applied, only for the 6. to 10.w bin , B− → D0`−ν¯ events
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Figure 6.15: The plots show cos θBY distributions before and after applying the ﬁt results after all the selection
criteria were applied, only for the 1. to 5.w bin , B0 → D−`+ν events
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Determination of the Signal Yields
Figure 6.16: The plots show cos θBY distributions before and after applying the ﬁt results after all the selection
criteria were applied, only for the 6. to 10.w bin , B0 → D−`+ν events
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7 Extraction of |Vcb|
In this section it is shown how the resulting signal yields obtained, as described in the previous
section, are used to retrieve information about the CKM matrix element |Vcb| and the B → D
form factor ρˆ2 using the CLN theoretical framework. Through a minimization of a χ2 function the
parameters: |Vcb|G(1) and ρˆ2 are extracted.
7.1 |Vcb|G(1) Fit
To extract information regarding the CKM matrix element and the form factor, the following χ2
function is minimized:
χ2 = χ2B−→D0`−ν¯ + χ
2
B0→D−`+ν . (7.1)
which combined the B− → D0`−ν¯ and B0 → D−`+ν ﬁt results.
The χ2B−→D0`−ν¯ and χ
2
B0→D−`+ν can be written as:
χ2D =
Nbins∑
i=1
(
Nobsi −
∑Nbins
j=1 i,jNj
)2
σ2
Nobsi
+
∑Nbins
j=1 σ
2
i,jN
2
j
, (7.2)
and:
• Nobsi and σNobsi are the signal yields with their relative error given by the signal yields
extraction ﬁt,
• i,j and σi,j are the matrix and its error-matrix, which takes into account for reconstruction
eﬃciency and smearing in w. It is calculated using Signal MC events,
• Nj is the number of expected events in the jth w-bin, see equations 7.5 and 7.6.
• Nbins is the number of w-bins, Nbins = 10.
7.1.1 The eﬃciency migration matrix i,j
The eﬃciency matrix i,j accounts for the smearing due to the detector resolution of w and the
reconstruction eﬃciency. Given
• mj : number of generated events in the jth wtrue-bin, without any selection criteria.
• nj : number of reconstructed events in the jth wtrue-bin, after all selection criteria.
• ξi,j : this is the matrix, which takes into account the smearing due to the reconstruction, it
tells how many events of the jth wtrue-bin are reconstructed in the ith wreco-bin after all
selection criteria. The matrix can be represented as a 2D-plots wreco-vs-wtrue, as in ﬁgure
7.1.
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Figure 7.1: Scatter plot of the variable w reconstructed versus the generated. Only in 10 bins. The decay mode
are for the upper left plot is D0eν, upper right D0µν, bottom left plot is D+eν and bottom right D+µν.
recow
1 1.1 1.2 1.3 1.4 1.5 1.6
tr
ue
w
1
1.1
1.2
1.3
1.4
1.5
1.6
 Signalpi-> K 0W D
recow
1 1.1 1.2 1.3 1.4 1.5 1.6
tr
ue
w
1
1.1
1.2
1.3
1.4
1.5
1.6
 Signalpi-> K 0W D
recow
1 1.1 1.2 1.3 1.4 1.5 1.6
tr
ue
w
1
1.1
1.2
1.3
1.4
1.5
1.6
 Signalpi pi-> K +W D
recow
1 1.1 1.2 1.3 1.4 1.5 1.6
tr
ue
w
1
1.1
1.2
1.3
1.4
1.5
1.6
 Signalpi pi-> K +W D
The reconstruction eﬃciency is simply given by the ratio nj/mj . Thus the eﬃciency migration
matrix can be written as:
i,j =
ξi,j
nj
· nj
mj
=
ξi,j
mj
. (7.3)
and, then, according to the binomial distribution the uncertainties on the matrix elements are:
σi,j =
√
i,j ∗ (1− i,j)
mj
. (7.4)
7.1.2 Nj
For the decay B− → D0`−ν¯ and similarly for the decay B0 → D−`+ν the number of expected
decay in the jth w bin (Nj) can be written as:
NB
−→D0`−ν¯
j = 4. · f+−NΥ (4S) · B(D0) · τB−
∫
wj
dΓ
dw
dw, (7.5)
NB
0→D−`+ν
j = 4. · f00NΥ (4S) · B(D−) · τB0
∫
wj
dΓ
dw
dw. (7.6)
where
• f+− is the Υ (4S)→ B+B− branching ratio, f00 is the Υ (4S)→ B0B¯0, under the assumption
f+− + f00 = 1, the value is taken from [36].
• τB− and τB0 are the B− and B0 lifetime respectively
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7.2 Vcb Fit Results
Table 7.1: Combined ﬁt results using CLN parametrization of the Form Factor
Combined Fit w/ CLN
|Vcb| ·G(1) 0.0435± 0.0011
ρˆ2 1.111± 0.055
χ2/n.d.f. 18.2469 / 18
correlation
 
1 0.9729
0.9729 1
!
BR (%) 2.38± 0.03
• B(D0) is the D0 → K−pi+ branching ratio and respectively B(D−) is the D− → K+pi−pi−
are the D branching ratio
and
dΓ
dw
=
G2F |Vcb|2
48pi3
· (mB+ +mD0)2 ·m3D0 · (w2 − 1)3/2 · |FB→D(w)|2 (7.7)
In the framework of the HQET the Form Factor can be written as a Taylor expansion about the
point of zero recoil (w = 1) in power of (w − 1)
FB→D(w) = F(1)(1− ρˆ2(w − 1) + cˆ(w − 1)2 +O(w − 1)3) (7.8)
But the parametrization used in this work is the most up-to-date CLN (see sec. 1.3.2), other
parametrizations have been taken into account, the relative results are summarized in appendix
A.2.2.
7.2 Vcb Fit Results
The ﬁt results using the CLN parametrization are summarized in table 7.1, the ﬁgure 7.2 shows
the G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, but not corrected for smearing
in w with the ﬁt results superimposed. The value for Branching Ratio is calculated integrating
the diﬀerential expression in eq. 7.7. Furthermore an alternative form factor parametrization has
been used, it is an extension of the CLN formalism, where the lepton mass is not neglected (see
sec. 1.3.2), the results using this extension are in good agreement with the one using the standard
CLN. Since most measurements are using the standard CLN model, also in this work the standard
CLN has chosen to be the nominal parametrization.
7.2.1 CLN and the lepton mass
In the HQET and CLN model the lepton mass is neglected, as explained in 1.3.2 the lepton mass
term can be reintroduced. Results using this ansatz are summarized in table 7.2, ﬁgure 7.3 shows
the G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, but not corrected for smearing
in w with the ﬁt results superimposed. The value for Branching Ratio is calculated integrating the
diﬀerential expression in eq. 7.7. The results are in good agreement with the measurement done
using the form factor parametrization where the lepton mass is neglected.
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Figure 7.2: G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, not corrected for smearing in w with
the ﬁt results (line) superimposed the FF parametrization is CLN.
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Table 7.2: Combined ﬁt results using CLN parametrization of the Form Factor taking care of the lepton mass
Combined Fit w/ CLN and lep-mass
|Vcb| ·G(1) 0.0440± 0.0011
ρˆ2 1.146± 0.053
χ2/n.d.f. 16.8097 / 18
correlation
 
1 0.9719
0.9719 1
!
BR (%) 2.38± 0.03
Figure 7.3: G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, not corrected for smearing in w with
the ﬁt results (line) superimposed the FF parametrization is CLN with lepton mass.
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7.2 Vcb Fit Results
7.2.2 Cross Checks
As cross check ﬁts are performed separately for selected B → Deνe, B → Dµνµ, B → D0`ν and
B → D+`ν events. Results are shown in table 7.3. Comparing the diﬀerent ﬁt results with the
nominal ﬁt, it is found a good agreement. The same cross check ﬁts are performed using the
Table 7.3: Combined ﬁt results using CLN parametrization of the Form Factor for the splitted sample
B → Deνe B → Dµνµ B → D0`ν B → D+`ν
|Vcb| ·G(1) 0.0441± 0.0015 0.0426± 0.0017 0.0436± 0.0016 0.0434± 0.0016
ρˆ2 1.116± 0.072 1.096± 0.086 1.137± 0.075 1.087± 0.078
χ2/n.d.f. 6.17818 / 18 19.8555 / 18 10.2689 / 8 6.15291 / 8
correlation
 
1 0.9743
0.9743 1
!  
1 0.9712
0.9712 1
!  
1 0.97
0.97 1
!  
1 0.97
0.97 1
!
BR (%) 2.43± 0.04 2.31± 0.05 2.51± 0.05 2.41± 0.04
CLN model with the lepton mass taken into account. Result for selected B → Deνe, B → Dµνµ,
B → D0`ν and B → D+`ν events are shown in table 7.4. Also in this case a good agreement is
found with the nominal ﬁt and between them.
Table 7.4: Combined ﬁt results using CLN parametrization with lep-mass correction of the Form Factor for the
splitted sample
B → Deνe B → Dµνµ B → D0`ν B → D+`ν
|Vcb| ·G(1) 0.0441± 0.0015 0.0439± 0.0017 0.0441± 0.0016 0.0439± 0.0016
ρˆ2 1.116± 0.072 1.186± 0.078 1.173± 0.072 1.123± 0.075
χ2/n.d.f. 6.17799 / 18 18.0328 / 18 9.02567 / 8 5.73115 / 8
correlation
 
1 0.9743
0.9743 1
!  
1 0.9685
0.9685 1
!  
1 0.97
0.97 1
!  
1 0.97
0.97 1
!
BR (%) 2.45± 0.04 2.29± 0.05 2.52± 0.05 2.42± 0.04
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8 Systematics Uncertainties
The potential sources of systematic uncertainties on the CKM matrix element |Vcb| · G(1) and the
form factor parameter ρˆ2 will be studied and determined in the following section. Systematic
deviations can arise from uncertainties in the detector simulation, such as uncertainties in the
reconstruction eﬃciency of charged and neutral particles. Systematic uncertainties are also due to
non-exact knowledge of the background and its modeling, the ﬁt technique and other sources.
8.1 General evaluation method
The studies and evaluation of the systematic uncertainties on the this measurement are done, if not
otherwise stated, as followed: the assumptions on a particular MC quantity, such as background
modeling or reconstruction eﬃciency, are varied within its uncertainties (±1σ). The full analysis
procedure is performed on the modiﬁed MC sample, and new values are extracted for |Vcb|·G(1) and
ρˆ2. The largest discrepancy respect to the nominal value is taken as systematics, it is calculated
as, for ex. Xnominal −Xsys for a given X measurement.
8.2 Detector eﬀects
In this section are assessed the eﬀect of uncertainties in tracking, photon and other detector un-
certainties. Since the normalization and the shape of distribution such ∆E not only depends on
the reconstruction of the signal events, namely a lepton and a D meson, but also on the remaining
particles in the event, which are used to determined the missing energy and missing momentum
for the neutrino reconstruction. It is important to assess correctly the systematics stemming from
these eﬀects.
8.2.1 Tracking eﬃciency
The MC simulation well reproduces tracking eﬃciencies, as shown on a study using e+e− → τ+τ−
events[53], where one τ decays leptonically and the other to three charged hadrons (plus an arbitrary
number of neutrals). These events are a good control sample for high statistics test since the
e+e− → τ+τ− cross section is 0.94 nb and the branching fraction to ` + 3 hadrons is about 11%
[36]. Moreover, the momentum distribution of tracks from τ decays is similar to the one from B
decays. Data and Monte Carlo eﬃciencies are in good agreement within the statistical errors.To
assign a systematic uncertainty on the charged particle tracking eﬃciency, a common prescription
[54] within BABAR measurements has been followed. The Monte Carlo has been re-weighted by
randomly eliminating tracks with probabilities detailed in Table 8.1, and the diﬀerence observed
with respect to the default measurements is taken as the systematic uncertainty.
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Table 8.1: Uncertainties as function of the Run Cycles for Charged Tracks.
Run Sys. Uncert. (%)
Run 1 0.44
Run 2 0.32
Run 3 0.18
Run 4 0.54
Run 5 0.57
8.2.2 Neutral Reconstruction
Studies are performed within the BABAR collaboration[55] to ﬁnd disagreement in the photon
detection eﬃciency and production, and energy deposition in the EMC between Data and MC. A
good agreement between them has been found, and the ratio is compatible with the unity. One
study [56] is performed using the τ hadronic decays that represent an abundant source of neutral
pions. This have been studied on samples of e+e− → τ+τ− events. The τ → eνν¯ decay is identiﬁed
and the recoiling τ decays are studied. The ratio R = N(τ → h±pi0ντ )/N(τ → h±pi0pi0ντ ) is
computed both for data and Monte Carlo as a function of the pi0 energy in order to evaluate possible
diﬀerences in eﬃciency. The agreement has been found to be good and the ratio is compatible with
unity in the full range. A systematic uncertainty of 1.8% per photon (up to 2.5 GeV) is assigned,
due to uncertainties in the hadronic interactions in the EMC, to the photon background being not
perfectly modeled in the Monte Carlo, and to the uncertainty in the τ branching fractions in piντ
and ρντ ﬁnal states. In the range 1 − 7 GeV the study [57] on e+e− → µ+µ−γ is used and it
quotes an uncertainty of 0.7% per photon. To assign a systematic uncertainty on the single photon
eﬃciency, a common prescription[55] within BABAR measurements has been followed: no correction
has been applied to Monte Carlo for photons up to 1 GeV, whereas for photons from 1 GeV a single
photon eﬃciency correction of 0.993 is applied. The Monte Carlo has been re-weighted by randomly
eliminating photons with energy dependent probabilities detailed in Table 8.2, and the diﬀerence
observed with respect to the default measurements is taken as the systematic uncertainty.
Table 8.2: Uncertainties as function of the photon energy in the laboratory frame.
Energy Sys. Uncertainty (%)
Eγ < 1GeV 1.8
Eγ > 1GeV 0.7
8.2.3 K0L Production and Energy
Systematic uncertainties in the simulation of K0L interactions have been estimated according to the
results shown in [37]. Several corrections are applied on the Monte Carlo in order to reproduce
data. The energy deposition of calorimeter clusters positive identiﬁed as K0L are corrected by
ad-hoc factors. The systematics uncertainties stemming from this correction are determined by
varying the scaling factors within their uncertainties. The K0L detection eﬃciency is corrected
by rejecting neutral clusters, which are positively identiﬁed as K0L, with a probability, which is a
function of the true K0L momentum. To assess the systematics the rejection probability is varied
by its uncertainties as given in [37]. A correction due to the diﬀerences between the data and the
simulation for the K0L production rate is also applied, based on studies detailed in [38]. To evaluate
the systematics the corrections are varied according to their uncertainties as given in[38].
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8.2.4 Particle Identiﬁcation
The systematic uncertainties related to lepton and kaon identiﬁcation eﬃciencies and misidenti-
ﬁcation probabilities are derived from control samples. For electron eﬃciency, radiative Bhabha
events are used. Muons with a momentum spectrum covering the range of interest are extracted
from the e+e− → µ+µ−γ and e+e− → e+e−µ+µ− channels. The pions misidentiﬁcation probabil-
ities are evaluated using samples of K0S → pi+pi− and three-prong τ decays. Kaon misidentiﬁcation
probabilities are obtained by using samples selecting D∗+ → D0pi+, D0 → Kpi decays, where only
the kinematic information is used to identify the kaon. The systematic uncertainties due to particle
identiﬁcation have been estimated by varying the electron, kaon and muon identiﬁcation eﬃciency
by its uncertainty namely 2% for electrons and kaon [45, 58], and 3% for the muons [47]. Separately
the relative mis-identiﬁcation probabilities are varied within their uncertainties (15%) and the full
analysis is repeated. Then, the diﬀerence with respect to the nominal value is taken as systematic
uncertainty.
8.2.5 Bremsstrahlung
External bremsstrahlung due to the interaction of electrons with the detector material modiﬁes the
measured electron energy and momentum spectra. Studies [59] have been performed to evaluate
MC uncertainties in the detector geometry using BhaBha events. A disagreement of 0.14% radiation
length has been found. The method suggested in [59] to evaluate this uncertainty is the following:
the Monte Carlo electron energy spectrum has been re-weighted in order to match diﬀerent scenarios
of less or additional detector material. Accordingly bremsstrahlung photons have been re-weighted
by 1± 0.028 to reﬂect diﬀerent cases of additional (+) or less (−) detector material.
8.3 Physics modeling
The uncertainties in the physics modeling and simulation of MC samples especially in the main
backgrounds introduce further systematic uncertainties into the analysis.
8.3.1 BR(B → D∗X`ν)
Up-to-date measurements of branching ratios for semileptonic decays diﬀer from the values used
in the MC simulation. These discrepancies have been corrected by re-weighting each semilep-
tonic decay to match the current values (shown on table 4.4). The estimation of the systematic
uncertainties is done following the recipe suggested by the semileptonic working group[42]. The
Branching ratio of each semileptonic decay mode is varied separately by its error (±1σ). To keep
the total semileptonic rate BR(B → Xc`ν) unchanged, the least known branching ratios are varied
accordingly, i.e. BR (B → (D∗∗
broad
, D(∗)pi)`ν
)
.
8.3.2 BR(D0 → K−pi+ ) and BR(D+ → K−pi+pi+ )
The values used in the MC to simulate the D-meson branching ratios are in slightly disagreement
with the up-to-date measurements. These discrepancies have been corrected by re-weighting to
match the current values (shown on table 4.4). To asses a systematic uncertainty D0 → K−pi+
and D+ → K−pi+pi+ branching ratio are varied within their uncertainties (±1σ) one at the time,
and the full analysis is repeated.
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8.3.3 The Form Factor of B → D(∗,∗∗)`ν
The Form Factor parameters for the B → D∗`ν decays are varied according to their uncertainties
[41] taking into account the correlation between them [60]. In the case of B → D∗∗`ν events, the
systematic uncertainties are computed comparing the sample re-weighted using the LLSW model
with the default in the BABAR MC, the ISGW2[23] model.
8.4 Other sources
8.4.1 NΥ (4S), B counting
As reported here [31] the uncertainty in the measurement of the number of Υ (4S) is of 1.1%.
The NΥ (4S) is varied by its uncertainty only in the |Vcb|-Fit, and compared with the nominal ﬁt
results.
8.4.2 f+−
The value for f+− is taken from the [36] and it is ﬁxed in the |Vcb|-Fit. To evaluate the uncertainty
f+− is varied by its uncertainty and compared with the nominal ﬁt results.
8.4.3 Signal yields Fit
To determine the uncertainties of the ﬁt technique, the binning of the histograms used as input
distributions have been changed. Results are compared with the nominal ﬁt results.
8.4.4 Final State Radiation
Final State Radiation (FSR): QED interference and multiple-photon radiation are modeled in the
BABAR MC using the algorithm PHOTOS [35]. To estimate the systematics due to the algorithm
the distributions used in the 2D ﬁt to get the partial branching ratio is generated without the full
BABAR detector response with the PHOTOS algorithm switched on and oﬀ. The ratio between the
distributions with the algorithm on and oﬀ is used to re-weight the signal events belonging to the
generic MC. Following estimates[35] of uncertainties on the theoretical calculations that went into
PHOTOS, a 30% uncertainty on this correction is applied.
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Table 8.3: Systematic and Statistical uncertainties, the relative uncertainties in % are given for VcbG(1), whereas
the absolute uncertainties are given for ρ2, the last two line show the absolute values for each measurements.
Syst. VcbG(1)(%) ρ2 BR(%)
BR(D∗∗broad`ν) 0.07 0.003 0.12
BR(D∗∗narrow`ν) 0.01 0.002 0.12
BR(D∗`ν) 0.07 0.001 0.07
BR(D∗pi`ν) −0.00 0.000 0.00
D∗`ν FF 1.08 0.018 0.63
D∗∗`ν FF ISGW2 0.38 0.003 0.57
D∗∗`ν FF 0.73 0.012 0.72
tracking −1.16 −0.002 −2.14
photons −0.92 −0.012 −0.79
K0L Eﬀ −0.29 −0.005 −0.18
K0L Energy −0.81 −0.015 −0.36
K0L Prod −0.63 −0.009 −0.50
bremsstrahlung −0.47 −0.007 −0.32
PID elec 1.18 0.008 1.69
PID muon 1.95 0.019 2.34
PID kaon 1.80 0.010 2.80
NΥ (4S) −0.56 −0.000 −1.11
PHOTOS 0.69 0.011 0.45
BR(D) 1.26 0.012 1.85
Fit −0.27 −0.008 0.11
f+− 0.09 0.000 −0.19
Tot. Syst. 4.12 0.04 5.573
Tot. Stat. 2.64 0.06 1.304
Tot. Syst. (abs.) 0.0018 0.04 0.001
Tot. Stat. (abs.) 0.0011 0.06 0.0003
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9 Results
In this chapter the ﬁnal results of the measurement of the semileptonic B → D`ν decays are
reported, in particular the extraction of G(1)|Vcb| and the B → D form factor parameter in the
CLN model ρˆ2. In table 9.1 the results for the nominal ﬁt to B → D`ν, and for sub samples
B− → D0`−ν¯ and B0 → D−`+ν are shown. All results are in good agreement within uncertainties
as also shown on ﬁgure 9.1.
Table 9.1: Fit results for the B− → D0`−ν¯, B0 → D−`+ν and B → D`ν sample. All values are given with
statistical and systematic uncertainties. The branching ratio is also reported and in the B → D`ν sample refers to
B0 decays.
B → D0`ν B → D+`ν B → D`ν
G(1)|Vcb| · 103 43.6± 1.6± 1.5 43.4± 1.6± 2.6 43.5± 1.1± 1.8
ρˆ2 1.14± 0.07± 0.07 1.09± 0.08± 0.08 1.11± 0.05± 0.04
correlation 0.97 0.97 0.97
BR (%) 2.51± 0.05± 0.10 2.41± 0.04± 0.20 2.38± 0.03± 0.10
Figure 9.1: ∆χ2 = 1 ellipses in the plane G(1)|Vcb| and ρˆ2, taking into account for both statistical and systematics
uncertainties. For B− → D0`−ν¯ in blue, B0 → D−`+ν in red (see table 9.1 for numerical values) and the combined
results in black.
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As shown on ﬁgure 9.2 the nominal results have also been compared, with a BABAR analysis
studying the same ﬁnal states [10], on the recoil of a fully reconstructed B meson from an Υ (4S)
decay, a tagged analysis. The major advantage of the tagged techniques over the untagged is a
relatively high purity and signal over background ratio. The major disadvantage is the relatively
poor eﬃciency.
Besides the ﬁnal results are also compared with past measurements by ALEPH[7], CLEO[8] and
BELLE[9], and two recent BABAR independent measurements, one is based on tagged events [10],
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Figure 9.2: G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, not corrected for smearing in w with
the ﬁt results (line) superimposed the FF parametrization is CLN. The comparison is made between the BABAR
tagged[10] analysis results and this analysis (untagged).
w
1 1.1 1.2 1.3 1.4 1.5 1.6
|
cb
G
(w
)|V
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045 UnTagged
Tagged
UnTagged Fit
Tagged Fit
the other on a semi-inclusive reconstruction of B → DX`ν decays [11], where the D-meson and the
lepton are identiﬁed and a global ﬁt to them allows to measure simultaneously both the B → D`ν
and B → D∗`ν decays. The agreement with past measurement is good as shown on ﬁgure 9.3.
Figure 9.3: Summary of the existing results for the G(1)|Vcb| on the left-hand plot, and ρˆ2 on the right-hand plot,
compared with results of this work. The other measurements shown are from ALEPH[7], CLEO[8] and BELLE[9],
BABAR and BABAR Tagged [10], and BABAR Global Fit [11].
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 Average
 0.04± 0.04 ±1.18 
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 0.04± 0.05 ±1.11 
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Conclusions
In this thesis the study of the exclusive semileptonic decays B− → D0`−ν¯ and B0 → D−`+ν
(` = e, µ) has been presented. These decays provide a clean environment to study b→ c transitions
and to determine the |Vcb| parameter of the CKM matrix. In particular exclusive B → D`ν
semileptonic decays have been used to measure G(1)|Vcb| and the B → D form factor parameter
ρˆ2 using the CLN parametrization [24]. The analysis uses a sample of (383.6 ± 4.2) × 106 events
where Υ (4S) → BB collected at the BABAR experiment. Semileptonic B → D`ν decays has been
exclusively reconstructed both as B− → D0`−ν¯ and B0 → D−`+ν, both identiﬁed electrons and
muons have been used and the presence of the neutrino is inferred from the missing momentum
and energy in the whole event. The D0 mesons are reconstructed in the D0 → K−pi+ decay and
the D+ mesons in the D+ → K−pi+pi+ decay. The results of this study are:
G(1)|Vcb| = (43.5± 1.1± 1.8)× 10−3, (9.1)
ρˆ2 = 1.11± 0.05± 0.04, (9.2)
where the ﬁrst uncertainties are statistical and the second systematic. The current measurements
of G(1)|Vcb| from B → D`ν decays have reached an experimental precision of about 5%, and a good
agreement with previous measurements have been found. Furthermore this work leads to the most
precise measurement for both G(1)|Vcb| and ρˆ2, even if it is dominated by systematics. The main
systematic uncertainties are due to particle identiﬁcation and background description, namely the
form factor parametrization.
The results have been used to determine the branching fraction B(B → D`ν), integrating the
diﬀerential decay rate dΓ/dw over the allowed values of w, and it results as:
B(B → D`ν) = (2.38± 0.03± 0.10), (9.3)
From the measurement of G(1)|Vcb| the CKM matrix element |Vcb| can be extract using results
of the unquenched lattice calculation [2] (G(1) = 1.074± 0.018± 0.016) corrected by QED eﬀects
(namely by multiplying the results by a factor of 1.007),
|Vcb| = (40.2± 1.0± 1.7± 0.9)× 10−3, (9.4)
the third uncertainty is due to the theoretical uncertainties on G(1). The value extracted for
|Vcb| is in good agreement with other measurements [36], obtained using B → D`ν decays |Vcb| =
(39.8 ± 2.9) × 10−3, from exclusive B → D∗`ν decay |Vcb| = (38.6 ± 1.3) × 10−3 or inclusive
semileptonic b→ c measurements |Vcb| = (41.6± 0.6)× 10−3.
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A Cross-Check
A.1 Partial (BR) Fit
A.1.1 Merging ﬁrst two w bins
Since the ﬁrst bins of w are diﬃcult to ﬁt, due to the very high background and the physical
reason, in order to avoid this issue, merging the ﬁrst two bins of w has been tested. The results
are reported on tablesA.1 and A.2.
The |Vcb| results are given on table A.3 and A.4.
A.1.2 Fixing the Backgrounds on the ﬁrst w bin
In the ﬁrst w bin the background is very high, it leads to a negative scaling factors and negative
signal yields. One method to get physical results is to ﬁx the background in the ﬁt to the MC
value only for the ﬁrst w bin. In the ﬁt to B− → D0`−ν¯ events, only the B → D∗`ν background
is ﬁxed, while in the ﬁt to B0 → D−`+ν events all the background parameters are ﬁxed.
The results are reported on tablesA.6 and A.6.
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B− → D0`−ν¯ events
bin n. fSignal fD∗ fPeak χ2/d.o.f. correlation
n.1+2 0.10± 0.30 1.15± 0.04 0.64± 0.11 23.53/31.0
0@ 1 −0.78 0.18−0.78 1 −0.59
0.18 −0.59 1
1A
n.3 1.10± 0.15 1.03± 0.05 0.72± 0.15 48.51/31.0
0@ 1 −0.77 0.37−0.77 1 −0.72
0.37 −0.72 1
1A
n.4 0.90± 0.09 1.14± 0.05 0.57± 0.14 16.35/31.0
0@ 1 −0.72 0.38−0.72 1 −0.77
0.38 −0.77 1
1A
n.5 1.03± 0.06 1.13± 0.05 0.50± 0.13 27.07/31.0
0@ 1 −0.68 0.37−0.68 1 −0.8
0.37 −0.8 1
1A
n.6 1.06± 0.05 1.10± 0.06 0.72± 0.15 27.57/31.0
0@ 1 −0.6 0.31−0.6 1 −0.85
0.31 −0.85 1
1A
n.7 1.10± 0.04 1.18± 0.06 0.54± 0.13 18.04/31.0
0@ 1 −0.5 0.19−0.5 1 −0.84
0.19 −0.84 1
1A
n.8 1.18± 0.03 1.33± 0.07 0.48± 0.10 12.18/31.0
0@ 1 −0.37 −0.024−0.37 1 −0.78
−0.024 −0.78 1
1A
n.9 1.20± 0.03 1.24± 0.08 0.66± 0.11 22.89/31.0
0@ 1 −0.1 −0.35−0.1 1 −0.75
−0.35 −0.75 1
1A
n.10 1.33± 0.05 0.89± 0.11 0.87± 0.09 33.11/31.0
0@ 1 −0.13 −0.57−0.13 1 −0.53
−0.57 −0.53 1
1A
Table A.1: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B− → D0`−ν¯ events
B0 → D−`+ν events
bin n. fSignal fD∗ fPeak χ2/d.o.f. correlation
n.1+2 0.80± 0.33 1.05± 0.21 1.08± 0.21 15.32/31.0
0@ 1 −0.64 −0.1−0.64 1 −0.55
−0.1 −0.55 1
1A
n.3 0.88± 0.15 1.48± 0.25 0.60± 0.29 24.03/31.0
0@ 1 −0.68 0.22−0.68 1 −0.74
0.22 −0.74 1
1A
n.4 1.07± 0.08 1.11± 0.21 0.75± 0.21 23.86/31.0
0@ 1 −0.64 0.24−0.64 1 −0.78
0.24 −0.78 1
1A
n.5 1.00± 0.06 1.61± 0.25 0.31± 0.22 15.78/31.0
0@ 1 −0.58 0.26−0.58 1 −0.84
0.26 −0.84 1
1A
n.6 1.07± 0.05 1.81± 0.27 0.23± 0.21 14.36/31.0
0@ 1 −0.49 0.16−0.49 1 −0.86
0.16 −0.86 1
1A
n.7 1.13± 0.03 1.09± 0.24 0.69± 0.15 12.66/31.0
0@ 1 −0.37 0.013−0.37 1 −0.84
0.013 −0.84 1
1A
n.8 1.22± 0.03 1.28± 0.29 0.46± 0.14 17.46/31.0
0@ 1 −0.21 −0.16−0.21 1 −0.83
−0.16 −0.83 1
1A
n.9 1.27± 0.03 1.53± 0.31 0.43± 0.14 17.53/31.0
0@ 1 0.022 −0.430.022 1 −0.78
−0.43 −0.78 1
1A
n.10 1.30± 0.04 0.53± 0.36 0.64± 0.12 27.65/31.0
0@ 1 −0.017 −0.66−0.017 1 −0.55
−0.66 −0.55 1
1A
Table A.2: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B− → D0`−ν¯ events
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A.1 Partial (BR) Fit
Combined Fit w/ CLN
|Vcb| ·G(1) 0.0438± 0.0012
ρˆ2 1.120± 0.055
chi2/n.d.f. 21.7626 / 18
correlation
(
1 0.9729
0.9729 1
)
BR (%) 2.39± 0.03
Table A.3: Combined ﬁt results using CLN parametrization of the Form Factor, merging the ﬁrst two bins of w
Combined Fit w/ CLN and lep-mass
|Vcb| ·G(1) 0.0443± 0.0011
ρˆ2 1.155± 0.053
chi2/n.d.f. 20.0084 / 18
correlation
(
1 0.9719
0.9719 1
)
BR (%) 2.39± 0.03
Table A.4: Combined ﬁt results using CLN and lep mass parametrization of the Form Factor, merging the ﬁrst two
bins of w
B− → D0`−ν¯ events
bin n. fSignal fD∗ fPeak χ2/d.o.f. correlation
n.1 0.72± 0.68 1.00± 0.00 1.03± 0.15 29.52/31.0
„
1 −0.69
−0.69 1
«
n.2 0.58± 0.30 1.25± 0.05 0.62± 0.17 15.65/31.0
0@ 1 −0.77 0.24−0.77 1 −0.62
0.24 −0.62 1
1A
n.3 1.17± 0.16 1.10± 0.05 0.77± 0.15 48.51/31.0
0@ 1 −0.77 0.37−0.77 1 −0.72
0.37 −0.72 1
1A
n.4 1.00± 0.09 1.26± 0.05 0.63± 0.15 16.34/31.0
0@ 1 −0.72 0.38−0.72 1 −0.77
0.38 −0.77 1
1A
n.5 1.10± 0.07 1.21± 0.06 0.54± 0.14 27.07/31.0
0@ 1 −0.68 0.37−0.68 1 −0.8
0.37 −0.8 1
1A
n.6 1.12± 0.05 1.16± 0.07 0.76± 0.15 27.57/31.0
0@ 1 −0.6 0.31−0.6 1 −0.85
0.31 −0.85 1
1A
n.7 1.11± 0.04 1.20± 0.06 0.55± 0.13 18.04/31.0
0@ 1 −0.5 0.19−0.5 1 −0.84
0.19 −0.84 1
1A
n.8 1.17± 0.03 1.32± 0.07 0.47± 0.10 12.18/31.0
0@ 1 −0.37 −0.024−0.37 1 −0.78
−0.024 −0.78 1
1A
n.9 1.14± 0.03 1.18± 0.08 0.62± 0.10 22.88/31.0
0@ 1 −0.1 −0.35−0.1 1 −0.75
−0.35 −0.75 1
1A
n.10 1.26± 0.04 0.85± 0.10 0.78± 0.09 32.38/31.0
0@ 1 −0.13 −0.58−0.13 1 −0.53
−0.58 −0.53 1
1A
Table A.5: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B− → D0`−ν¯ events
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Cross-Check
B0 → D−`+ν events
bin n. fSignal fD∗ fPeak χ2/d.o.f. correlation
n.1 0.59± 0.52 1.00± 0.00 1.00± 0.00 23.72/31.0 `1´
n.2 1.02± 0.33 1.24± 0.27 0.89± 0.33 12.33/31.0
0@ 1 −0.67 0.018−0.67 1 −0.61
0.018 −0.61 1
1A
n.3 0.87± 0.15 1.45± 0.25 0.60± 0.29 23.98/31.0
0@ 1 −0.68 0.22−0.68 1 −0.74
0.22 −0.74 1
1A
n.4 1.14± 0.09 1.22± 0.23 0.75± 0.23 23.96/31.0
0@ 1 −0.64 0.24−0.64 1 −0.78
0.24 −0.78 1
1A
n.5 0.95± 0.06 1.66± 0.25 0.13± 0.22 14.94/31.0
0@ 1 −0.58 0.26−0.58 1 −0.84
0.26 −0.84 1
1A
n.6 1.01± 0.04 1.72± 0.26 0.22± 0.20 14.39/31.0
0@ 1 −0.49 0.17−0.49 1 −0.86
0.17 −0.86 1
1A
n.7 1.11± 0.03 1.07± 0.24 0.68± 0.15 12.66/31.0
0@ 1 −0.37 0.013−0.37 1 −0.84
0.013 −0.84 1
1A
n.8 1.11± 0.03 1.16± 0.26 0.41± 0.13 17.46/31.0
0@ 1 −0.21 −0.16−0.21 1 −0.83
−0.16 −0.83 1
1A
n.9 1.15± 0.03 1.38± 0.28 0.39± 0.12 17.53/31.0
0@ 1 0.022 −0.430.022 1 −0.78
−0.43 −0.78 1
1A
n.10 1.19± 0.04 0.65± 0.34 0.29± 0.12 25.99/31.0
0@ 1 −0.011 −0.67−0.011 1 −0.55
−0.67 −0.55 1
1A
Table A.6: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B− → D0`−ν¯ events
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A.1 Partial (BR) Fit
w
1 1.1 1.2 1.3 1.4 1.5 1.6
|
cb
G
(w
)|V
0
0.01
0.02
0.03
0.04
0.05
0.06
Figure A.1: G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, not corrected for smearing in w with
the ﬁt results (line) superimposed. The parametrization is CLN. The results are extracted from the ﬁt where the
ﬁrst w bin background components have been ﬁxed.
The |Vcb| results are given on table A.7 and A.8 and on ﬁgureA.1.
Combined Fit w/ CLN
|Vcb| ·G(1) 0.0436± 0.0011
ρˆ2 1.113± 0.055
χ2/n.d.f. 13.3482 / 18
correlation
(
1 0.9727
0.9727 1
)
BR (%) 2.38± 0.03
Table A.7: Combined ﬁt results using CLN parametrization of the Form Factor. The results are extracted from the
ﬁt where the ﬁrst w bin background components have been ﬁxed.
Combined Fit w/ CLN and lep-mass
|Vcb| ·G(1) 0.0441± 0.0011
ρˆ2 1.149± 0.053
χ2/n.d.f. 11.8515 / 18
correlation
(
1 0.9717
0.9717 1
)
BR (%) 2.38± 0.03
Table A.8: Combined ﬁt results using CLN and lep mass parametrization of the Form Factor. The results are
extracted from the ﬁt where the ﬁrst w bin background components have been ﬁxed.
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Cross-Check
B− → D0e−ν¯ events
bin n. fSignal fD∗ fPeak χ2/d.o.f. correlation
n.1 0.53± 1.41 1.09± 0.09 0.69± 0.25 20.85/31.0
0@ 1 −0.8 −0.012−0.8 1 −0.45
−0.012 −0.45 1
1A
n.2 0.53± 0.42 1.13± 0.07 0.54± 0.22 18.15/31.0
0@ 1 −0.81 0.29−0.81 1 −0.65
0.29 −0.65 1
1A
n.3 1.15± 0.20 0.98± 0.07 0.92± 0.22 51.52/31.0
0@ 1 −0.78 0.39−0.78 1 −0.74
0.39 −0.74 1
1A
n.4 0.95± 0.11 1.10± 0.06 0.63± 0.19 18.88/31.0
0@ 1 −0.7 0.36−0.7 1 −0.78
0.36 −0.78 1
1A
n.5 1.02± 0.09 1.19± 0.07 0.26± 0.19 19.56/31.0
0@ 1 −0.69 0.37−0.69 1 −0.8
0.37 −0.8 1
1A
n.6 1.02± 0.06 1.08± 0.08 0.84± 0.19 44.72/31.0
0@ 1 −0.6 0.28−0.6 1 −0.83
0.28 −0.83 1
1A
n.7 1.09± 0.05 1.19± 0.09 0.47± 0.18 24.59/31.0
0@ 1 −0.52 0.23−0.52 1 −0.86
0.23 −0.86 1
1A
n.8 1.20± 0.04 1.29± 0.09 0.42± 0.13 15.92/31.0
0@ 1 −0.35 −0.031−0.35 1 −0.79
−0.031 −0.79 1
1A
n.9 1.23± 0.04 1.14± 0.10 0.70± 0.14 27.28/31.0
0@ 1 −0.15 −0.28−0.15 1 −0.77
−0.28 −0.77 1
1A
n.10 1.35± 0.06 0.89± 0.13 0.83± 0.13 17.45/31.0
0@ 1 −0.13 −0.59−0.13 1 −0.53
−0.59 −0.53 1
1A
Table A.9: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B− → D0`−ν¯ events, where
` is an electron
A.1.3 Splitted samples
On the following tables are reported the scale factors (with errors) and the correlation coeﬃcient
obtained from the ﬁt to on-peak data in each w bin, separately for B− → D0e−ν¯A.9, B− →
D0µ−ν¯A.10, B0 → D−e+νA.11, B0 → D−µ+νA.12.
.
A.2 Vcb Fit
Several tests are performed to check the stability of the Fit algorithm.
A.2.1 |Vcb| Fit with f+/− ﬂoated with Gaussian constrain
An additional term χ2f+− in the eq.7.1 has been added is added to constrain the parameter f+−,
the branching fraction of the decay Υ (4S)→ B+B−.
χ2f+− =
(f+− − fPDG+− )2
σ2
fPDG+−
, (A.1)
Here the results on tablesA.13 andA.14.
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A.2 Vcb Fit
B− → D0µ−ν¯ events
bin n. fSignal fD∗ fPeak χ2/d.o.f. correlation
n.1 −3.64± 1.93 1.25± 0.11 0.94± 0.23 14.86/31.0
0@ 1 −0.85 −0.035−0.85 1 −0.34
−0.035 −0.34 1
1A
n.2 0.37± 0.36 1.17± 0.06 0.43± 0.22 19.50/31.0
0@ 1 −0.73 0.2−0.73 1 −0.61
0.2 −0.61 1
1A
n.3 1.02± 0.21 1.09± 0.07 0.54± 0.19 18.94/31.0
0@ 1 −0.76 0.35−0.76 1 −0.71
0.35 −0.71 1
1A
n.4 0.80± 0.13 1.19± 0.07 0.48± 0.20 13.51/31.0
0@ 1 −0.74 0.4−0.74 1 −0.75
0.4 −0.75 1
1A
n.5 1.04± 0.09 1.08± 0.08 0.74± 0.19 22.43/31.0
0@ 1 −0.67 0.37−0.67 1 −0.8
0.37 −0.8 1
1A
n.6 1.13± 0.08 1.09± 0.10 0.63± 0.21 20.60/31.0
0@ 1 −0.6 0.33−0.6 1 −0.86
0.33 −0.86 1
1A
n.7 1.13± 0.06 1.16± 0.10 0.64± 0.17 9.17/31.0
0@ 1 −0.48 0.14−0.48 1 −0.81
0.14 −0.81 1
1A
n.8 1.15± 0.06 1.44± 0.11 0.52± 0.14 13.83/31.0
0@ 1 −0.38 −0.017−0.38 1 −0.75
−0.017 −0.75 1
1A
n.9 1.20± 0.06 1.43± 0.13 0.56± 0.16 12.21/31.0
0@ 1 −0.089 −0.38−0.089 1 −0.71
−0.38 −0.71 1
1A
n.10 1.40± 0.07 1.02± 0.19 0.78± 0.14 29.26/31.0
0@ 1 −0.13 −0.53−0.13 1 −0.56
−0.53 −0.56 1
1A
Table A.10: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B− → D0`−ν¯ events, where
` is a muon
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Cross-Check
B0 → D−e+ν events
bin n. fSignal fD∗ fPeak χ2/d.o.f. correlation
n.1 0.18± 1.32 0.34± 0.48 1.72± 0.40 33.72/31.0
0@ 1 −0.58 −0.31−0.58 1 −0.48
−0.31 −0.48 1
1A
n.2 1.03± 0.43 0.89± 0.36 1.24± 0.42 12.00/31.0
0@ 1 −0.69 0.035−0.69 1 −0.6
0.035 −0.6 1
1A
n.3 1.03± 0.21 1.17± 0.35 0.80± 0.42 17.40/31.0
0@ 1 −0.67 0.2−0.67 1 −0.75
0.2 −0.75 1
1A
n.4 1.15± 0.12 0.96± 0.31 0.82± 0.29 23.14/31.0
0@ 1 −0.68 0.28−0.68 1 −0.78
0.28 −0.78 1
1A
n.5 1.00± 0.08 1.60± 0.36 0.35± 0.34 14.43/31.0
0@ 1 −0.57 0.24−0.57 1 −0.85
0.24 −0.85 1
1A
n.6 1.11± 0.07 1.75± 0.45 0.07± 0.37 24.80/31.0
0@ 1 −0.58 0.32−0.58 1 −0.9
0.32 −0.9 1
1A
n.7 1.11± 0.04 0.84± 0.31 0.88± 0.20 16.21/31.0
0@ 1 −0.37 0.015−0.37 1 −0.84
0.015 −0.84 1
1A
n.8 1.22± 0.04 1.22± 0.37 0.47± 0.18 14.02/31.0
0@ 1 −0.22 −0.16−0.22 1 −0.83
−0.16 −0.83 1
1A
n.9 1.30± 0.04 1.53± 0.40 0.34± 0.19 20.89/31.0
0@ 1 0.037 −0.450.037 1 −0.79
−0.45 −0.79 1
1A
n.10 1.36± 0.06 0.96± 0.50 0.36± 0.19 24.81/31.0
0@ 1 0.066 −0.690.066 1 −0.6
−0.69 −0.6 1
1A
Table A.11: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B0 → D−`+ν events, where
` is an electron
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A.2 Vcb Fit
B0 → D−µ+ν events
bin n. fSignal fD∗ fPeak χ2/d.o.f. correlation
n.1 −1.12± 1.30 1.56± 0.50 1.19± 0.39 13.34/31.0
0@ 1 −0.64 −0.25−0.64 1 −0.44
−0.25 −0.44 1
1A
n.2 1.01± 0.46 1.49± 0.38 0.23± 0.45 12.58/31.0
0@ 1 −0.65 0.0045−0.65 1 −0.62
0.0045 −0.62 1
1A
n.3 0.74± 0.22 1.71± 0.35 0.56± 0.40 20.37/31.0
0@ 1 −0.68 0.21−0.68 1 −0.7
0.21 −0.7 1
1A
n.4 1.00± 0.12 1.32± 0.31 0.57± 0.31 20.81/31.0
0@ 1 −0.61 0.21−0.61 1 −0.78
0.21 −0.78 1
1A
n.5 1.02± 0.09 1.88± 0.37 −0.01± 0.32 19.93/31.0
0@ 1 −0.59 0.27−0.59 1 −0.83
0.27 −0.83 1
1A
n.6 1.01± 0.07 1.93± 0.35 0.37± 0.26 13.45/31.0
0@ 1 −0.41 0.027−0.41 1 −0.81
0.027 −0.81 1
1A
n.7 1.17± 0.05 1.58± 0.37 0.34± 0.23 16.51/31.0
0@ 1 −0.36 −0.0018−0.36 1 −0.82
−0.0018 −0.82 1
1A
n.8 1.25± 0.05 1.45± 0.44 0.40± 0.20 16.62/31.0
0@ 1 −0.22 −0.14−0.22 1 −0.82
−0.14 −0.82 1
1A
n.9 1.26± 0.05 1.60± 0.48 0.51± 0.20 20.03/31.0
0@ 1 0.0044 −0.390.0044 1 −0.78
−0.39 −0.78 1
1A
n.10 1.54± 0.08 0.48± 0.69 0.26± 0.20 12.69/31.0
0@ 1 −0.11 −0.61−0.11 1 −0.51
−0.61 −0.51 1
1A
Table A.12: Scaling factors result of the 2D ﬁt, for each bin and the 3 free parameters, B0 → D−`+ν events, where
` is a muon
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Cross-Check
Combined Fit w/ CLN and lep-mass with f+/− ﬂoated
|Vcb| ·G(1) 0.0440± 0.0011
ρˆ2 1.146± 0.053
f+/− 0.5114± 0.0044
chi2/n.d.f. 15.7754 / 18
correlation
 1 0.9716 0.026120.9716 1 0.0006619
0.02612 0.0006619 1

BR (%) 2.38± 0.03
Table A.13: Combined ﬁt results using CLN and lep-mass parametrization of the Form Factor, ﬂoating the parameter
f±
Combined Fit w/ CLN with f+/− ﬂoated
|Vcb| ·G(1) 0.0435± 0.0011
ρˆ2 1.111± 0.055
f+/− 0.5114± 0.0044
chi2/n.d.f. 17.2394 / 18
correlation
 1 0.9726 0.0260.9726 1 0.001039
0.026 0.001039 1

BR (%) 2.37± 0.03
Table A.14: Combined ﬁt results using CLN parametrization of the Form Factor, ﬂoating the parameter f+/−
A.2.2 Alternative parametrization for the FF
Alternative parametrization other than the standard CLN are used to extract |Vcb|:
• Linear (FB→D(w) = F(1)(1− ρˆ2(w − 1)), results are shown in table A.15 and on ﬁgureA.2.
• Parabolic (FB→D(w) = F(1)(1− ρˆ2(w− 1) + cˆ(w− 1)2), results are shown in table A.16 and
on ﬁgureA.3.
• the model ISGW2[23] results are shown in table A.17 and on ﬁgureA.4.
Combined Fit w/ linear
|Vcb| ·G(1) 0.0401± 0.0009
ρˆ2 0.660± 0.034
χ2/n.d.f. 20.419 / 18
correlation
(
1 0.9619
0.9619 1
)
BR (%) 2.36± 0.03
Table A.15: Combined ﬁt results using linear parametrization of the Form Factor
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A.2 Vcb Fit
w
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Figure A.2: G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, not corrected for smearing in w with
the ﬁt results (line) superimposed. The parametrization is a linear function.
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Figure A.3: G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, not corrected for smearing in w with
the ﬁt results (line) superimposed. The parametrization is a quadratic function (1).
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Figure A.4: G(w)|Vcb| distribution unfolded for the reconstruction eﬃciency, not corrected for smearing in w with
the ﬁt results (line) superimposed. The parametrization is done using ISGW2[23].
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Cross-Check
Combined Fit w/ Parabolic param.
|Vcb| ·G(1) 0.0449± 0.0028
ρˆ2 1.152± 0.244
f+/− 0.5160± 0.0000
cˆ 0.68± 0.34
χ2/n.d.f. 17.2244 / 18
correlation

1 0.9708 0.9363
0.9708 1 0.9923
0.9363 0.9923 1
nan nan nan

BR (%) 1.57± 0.36
Table A.16: Combined ﬁt results using Parabolic parametrization of the Form Factor
Combined Fit w/ ISGW2 param.
|Vcb| ·G(1) 0.0369± 0.0002
χ2/n.d.f. 45.9733 / 18
correlation
(
1
inf
)
BR (%) 4.50± nan
Table A.17: Combined ﬁt results using ISGW2 parametrization of the Form Factor
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B More on Systematics
B.1 Systematics splitted sample
The systematics are also calculated for the ﬁt to the B− → D0`−ν¯ B.1 and B0 → D−`+ν B.2
sample separately.
Syst and Stat uncertainties
Syst. VcbG(1)(%) ρ2 BR(%)
Sys BR(D∗∗broad`ν) 0.10 0.002 0.01
Sys BR(D∗∗narrow`ν) 0.03 0.001 0.06
Sys BR(D∗`ν) 0.04 0.000 0.08
Sys BR(D∗pi`ν) 0.00 0.000 0.00
Sys D∗`ν FF 0.64 0.016 0.48
Sys D∗∗`ν FF ISGW2 0.75 0.019 0.51
Sys D∗∗`ν FF 1.03 0.022 0.65
Sys tracking -0.76 0.007 -2.09
Sys photons -0.33 -0.001 -0.62
Sys K0L Eﬀ 0.25 0.006 -0.04
Sys K0L Energy -0.26 -0.003 -0.27
Sys K0L Prod 0.00 0.003 -0.24
Sys bremsstrahlung -0.48 -0.007 -0.37
Sys PID elec 0.63 0.007 1.23
Sys PID muon 1.57 0.010 2.26
Sys PID kaon 1.29 0.008 2.84
Sys cc¯ Scaling 0.00 0.000 0.00
Sys NΥ (4S) -0.55 0.000 -1.11
Sys PHOTOS 0.76 0.012 0.52
BR(D) 1.31 0.010 1.73
Sys Fit -0.22 -0.010 0.42
Sys f+− -0.59 0.000 -1.18
Tot. Syst. 3.34 0.04 5.506
Tot. Stat. 3.64 0.07 1.819
Tot. Syst. (abs.) 0.0015 0.04 0.001
Tot. Stat. (abs.) 0.0016 0.07 0.0005
Table B.1: Systematic and Statistical uncertainties for B− → D0`−ν¯ events, the relative uncertainties in % are
given for f+− and VcbG(1), whereas the absolute uncertainties are given for ρ2, the last two line show the absolute
values for each measurements.
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More on Systematics
Syst and Stat uncertainties
Syst. VcbG(1)(%) ρ2 BR(%)
Sys BR(D∗∗broad`ν) 0.02 0.003 0.20
Sys BR(D∗∗narrow`ν) 0.04 0.001 0.16
Sys BR(D∗`ν) 0.10 0.002 0.07
Sys BR(D∗pi`ν) -0.00 -0.000 0.00
Sys D∗`ν FF 1.61 0.029 0.82
Sys D∗∗`ν FF ISGW2 0.89 0.014 0.69
Sys D∗∗`ν FF 1.76 0.033 0.92
Sys tracking -1.50 -0.010 -2.17
Sys photons -1.40 -0.022 -0.91
Sys K0L Eﬀ -0.79 -0.015 -0.29
Sys K0L Energy -1.46 -0.029 -0.43
Sys K0L Prod -1.21 -0.020 -0.70
Sys bremsstrahlung -0.62 -0.011 -0.35
Sys PID elec 1.73 0.017 2.03
Sys PID muon 2.36 0.029 2.40
Sys PID kaon 2.23 0.020 2.75
Sys cc¯ Scaling -0.00 -0.000 -0.00
Sys NΥ (4S) -0.56 -0.000 -1.12
Sys PHOTOS 0.63 0.010 0.40
BR(D) 1.92 0.013 2.98
Sys Fit -0.31 -0.006 -0.12
Sys f+− -0.63 -0.000 -1.26
Tot. Syst. 5.91 0.08 6.781
Tot. Stat. 3.69 0.08 1.795
Tot. Syst. (abs.) 0.0026 0.08 0.002
Tot. Stat. (abs.) 0.0016 0.08 0.0004
Table B.2: Systematic and Statistical uncertainties for B0 → D−`+ν events, the relative uncertainties in % are
given for f+− and VcbG(1), whereas the absolute uncertainties are given for ρ2,the last two line show the absolute
values for each measurements.
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B.2 Systematics as function of w
B.2 Systematics as function of w
In this section the relative systematics uncertainties are calculated as the diﬀerence of the results
of the signal yields ﬁt.
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B.2 Systematics as function of w
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C Charged Tracks and Neutral Clusters
Selection Criteria
In this appendix are described the selection criteria used in this work to reconstruct and to select
charged tracks and photons.
C.1 Charged particles reconstruction
Charged track candidates are reconstructed according to diﬀerent quality selection criteria, and
they are store in dedicated lists. Charged track lists used in this analysis and their requirements
are described in the following section.
C.1.1 Charged Tracks (CT)
The list of track candidates satisfying CT selection criteria contains all charged track objects
reconstructed in the tracking system, the Kalman [43] ﬁt algorithm assigns by default the pi± mass
hypothesis to each track candidates.
C.1.2 Good Track Very Loose (GTVL)
The GTVL list contains all the CT track candidates satisfying the following criteria:
• Distance of closest approach to the beam spot measured in the x - y plane (|d0|) and along
the z axis (|z0|). A cut on those variables rejects fake tracks and background tracks not
originating near the beam-beam interaction point. It is required: |d0| < 1.5 cm and |z0| < 10
cm.
• Maximum momentum. To remove tracks not compatible with the beam energy we require
plab < 10 GeV/c, where plab refers to the laboratory momentum of the track, this restriction
discriminates against misreconstructed tracks.
C.2 Neutral particles reconstruction
Neutral candidates, such as photons, are reconstructed according to diﬀerent quality selection
criteria similarly to charged candidates. In this section the criteria used to select them are sum-
marized.
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C.2 Neutral particles reconstruction
C.2.1 Calor Neutral (CN)
In the CN list of neutral candidates are stored all energy deposit clusters reconstructed in the
EMC. If the cluster has more than one energy minimum, the cluster is splitted into two objects,
called bumps. To all neutral candidates have been assign the photon mass hypothesis.
C.2.2 Good Photon Loose (GPL)
The GPL list contains all CN candidates satisfying:
• Etot > 0.03 GeV, where Etot =
∑n
i Ei the sum of energy deposits in each crystals belonging
to a given bump.
• Lateral momentum (see deﬁnition in section 5.1 ) LAT < 0.8
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D Comparison Plots before and after ﬁt
All quantities employed in the analysis are plotted before and after applying the ﬁt results.
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Figure D.1: The plot shows the w distribution before and after applying the ﬁt results, once all the selection criteria
were applied
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Comparison Plots before and after ﬁt
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Figure D.2: The plots show several distribution before and after applying the ﬁt results after all the selection criteria
were applied, only for the 1.w bin , D0 -channel
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Figure D.3: The plot shows the w distribution applying before and after applying the ﬁt results after all the selection
criteria were applied, only for the 2.w bin, D0 -channel
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Figure D.4: The plot shows the w distribution applying before and after applying the ﬁt results after all the selection
criteria were applied, only for the 3.w bin , D0 -channel
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Figure D.5: The plot shows the w distribution applying before and after applying the ﬁt results after all the selection
criteria were applied , only for the 4.w bin, D0 -channel
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Figure D.6: The plot shows the w distribution applying before and after applying the ﬁt results after all the selection
criteria were applied, only for the 5.w bin , D0 -channel
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Figure D.7: The plot shows the w distribution applying before and after applying the ﬁt results after all the selection
criteria were applied, only for the 6.w bin , D0 -channel
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Figure D.8: The plot shows the w distribution applying before and after applying the ﬁt results after all the selection
criteria were applied, only for the 7.w bin , D0 -channel
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Figure D.9: The plot shows the w distribution applying before and after applying the ﬁt results after all the selection
criteria were applied, only for the 8.w bin , D0 -channel
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Figure D.10: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 9.w bin , D0 -channel
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Figure D.11: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 10.w bin , D0 -channel
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Figure D.12: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 1.w bin, D+ -channel
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Figure D.13: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 2.w bin, D+ -channel
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Figure D.14: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 3.w bin, D+ -channel
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Figure D.15: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 4.w bin, D+ -channel
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Figure D.16: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 5.w bin, D+ -channel
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Figure D.17: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 6.w bin, D+ -channel
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Figure D.18: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 7.w bin, D+ -channel
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Figure D.19: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 8.w bin, D+ -channel
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Figure D.20: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 9.w bin, D+ -channel
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Figure D.21: The plot shows the w distribution applying before and after applying the ﬁt results after all the
selection criteria were applied, only for the 10.w bin, D+ -channel
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E Side-Band studies
In this appendix are shown the results of studies done to see the prove the ansatz: mD side-
band events can be used to describe combinatoric background in the mass region. At ﬁrst E.1 this
study is done using only MC events, MC side band events have been compared to MC combinatoric
background events in the mass region. Then E.2 on-peak data side-band events have been compared
to MC combinatoric background events in the mass region. These studies show a good agreement
between side-band events and combinatoric background events.
E.1 Side-Band MC vs Combinatoric and qq¯ MC
Comparison are made using only MC events both side-band events and combinatoric background.
The ﬁgures show for B− → D0`−ν¯ and B0 → D−`+ν the distribution cos θBY E.1 E.2, ∆E E.3 E.4
and mES E.5 E.6
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E.1 Side-Band MC vs Combinatoric and qq¯ MC
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Figure E.1: The plot shows the cos θBY comparison between the sideband distribution and the combinatoric back-
ground for MC events w-bin separately
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Side-Band studies
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Figure E.2: The plot shows the cos θBY comparison between the sideband distribution and the combinatoric back-
ground for MC events w-bin separately
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Figure E.3: The plot shows the ∆E comparison between the sideband distribution and the combinatoric background
for MC events w-bin separately
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Figure E.4: The plot shows the ∆E comparison between the sideband distribution and the combinatoric background
for MC events w-bin separately
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Figure E.5: The plot shows themES comparison between the sideband distribution and the combinatoric background
for MC events w-bin separately
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Figure E.6: The plot shows themES comparison between the sideband distribution and the combinatoric background
for MC events w-bin separately
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Figure E.7: The plot shows the cos θBY comparison between the on-peak sideband data distribution vs the combi-
natoric background MC w-bin separately, scaled to on-peak luminosity
E.2 Side-Band On-Peak-Data vs Combinatoric and qq¯ MC
In this section on-peak data side-band events are compared to MC combinatoric background
events. The ﬁgures show for B− → D0`−ν¯ and B0 → D−`+ν the distribution cos θBY E.7 E.8,
∆E E.9 E.10 and mES E.11 E.12
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Figure E.8: The plot shows the cos θBY comparison between the on-peak sideband data distribution vs the combi-
natoric background MC w-bin separately, scaled to on-peak luminosity
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Figure E.9: The plot shows the ∆E comparison between the on-peak sideband data distribution vs the combinatoric
background MC w-bin separately, scaled to on-peak luminosity
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Figure E.10: The plot shows the ∆E comparison between the on-peak sideband data distribution vs the combinatoric
background MC w-bin separately, scaled to on-peak luminosity
138
E.2 Side-Band On-Peak-Data vs Combinatoric and qq¯ MC
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Figure E.11: The plot shows the mES comparison between the on-peak sideband data distribution vs the combina-
toric background MC w-bin separately, scaled to on-peak luminosity
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Figure E.12: The plot shows the mES comparison between the on-peak sideband data distribution vs the combina-
toric background MC w-bin separately, scaled to on-peak luminosity
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