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Abstract
For the Inventory Routing Problem (IRP), two research streams are found in the literature. One stream assumes stochastic
demands at the customers and adopts a reactive, dynamic approach in which new routes are designed every day to replenish
customers that are almost out of stock. The second research stream assumes constant demand rates and adopts a static, cyclic
approach in which customers are partitioned into subsets and then periodically replenished in routes with optimized cycle
times. In this paper, we link these two research streams by investigating the validity of the cyclic approach for stochastic
customer demand rates. We show that a cyclic, static approach is still valid under fluctuating customer demands, by carefully 
providing sufficient slack through a combination of safety stock at the customers and spare capacity in the replenishment 
routes. The advantage of the cyclic approach is that replenishment frequencies and vehicle routes remain the same over time.
As such, the cyclic approach takes better advantage of the variability pooling effect, and the demand variability is buffered in
the distribution stage, resulting in a reduced bullwhip effect in the upstream stages. Illustrative examples comparing the cyclic
and reactive approaches confirm that the cyclic approach indeed offers cost efficient solutions with limited variability 
dissipation to upstream stages.
© 2013 B.Raa. Published by Elsevier Ltd.
Selection and/or peer-review under responsibility of Scientific Committee.
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1. Problem description
Under vendor-managed inventory (VMI), the distributor takes responsibility for managing customer
inventories, which allows for coordination of replenishments across all customers. The distributor is then
confronted with the integrated problem of deciding replenishment timing and quantities for all customers on the
one hand, and designing vehicle routes for these replenishments on the other hand. This integrated problem is 
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known in the literature as the Inventory Routing Problem (IRP). Simply put, this literature on the IRP can be 
divided into two research streams that we will denote as research on ‘reactive’ and ‘cyclic’ approaches. 
In the reactive approaches, stochastic demands at the customers are assumed. A reactive approach consists of 
designing new vehicle routes every day to replenish a set of critical customers. This set of critical customers 
includes all customers that do not have enough stock left to cover the day’s demand (i.e., the customers that must 
be replenished today), supplemented by customers that are less critical today but that can be added to the day’s 
routes at relatively low costs. Adding some of the less critical customers today avoids them from becoming more 
critical the next day. This can help reduce transportation costs if they can be included in one of today’s routes at a 
low additional cost and there is no need to dispatch a vehicle to that customer’s region the next day. Seminal 
papers for this research stream are those of Federgruen & Zipkin (1984) and Golden et al. (1984). A detailed 
overview of the literature can be found in the recent review of Andersson et al. (2010). Interesting recent 
contributions in this research stream are found in Benoist et al. (2011), Solyali et al. (2012), and Yu (2012). 
In the research stream around cyclic planning, an infinite planning horizon and constant demand rates at the 
customers are assumed. Most of these approaches adopt the fixed partition policies as introduced by Anily and 
Federgruen (1990). This means that customers are partitioned into subsets, after which a vehicle route (or a set of 
vehicle routes) is designed per subset. All these vehicle routes are periodically repeated with an optimized cycle 
time, balancing the vehicle routing costs with the customer inventory holding costs in an EOQ-like manner. 
Again, a detailed review of the literature is available in Andersson et al. (2010).  
In this paper, we adopt the cyclic planning approach, but step away from the assumption of constant customer 
demand rates. We argue that a cyclic, static approach can still be valid even when customer demand rates are 
fluctuating, by carefully providing sufficient slack through a combination of safety stock at the customers (to deal 
with higher than average demands) and spare capacity in the vehicle routes (to deal with larger than average 
replenishment quantities). This cyclic approach with safety stocks and slack vehicle capacities is explained below 
in Section 2. 
When demand variability levels are high, sticking to the cyclic planning approach will result in high levels of 
safety stocks, and in high levels of spare capacity in the vehicles resulting in low average vehicle utilization. This 
could indicate that resources (i.e., the vehicles) are no longer efficiently deployed to serve customers, and that a 
reactive planning approach that redesigns vehicle routes every day to ensure high utilization, is more appropriate. 
In a simulation experiment, described in Section 3, we will investigate for which levels of demand variability the 
reactive or cyclic approach is more appropriate (and more cost efficient). The main advantage of the cyclic 
approach over the reactive approach is that replenishment frequencies and vehicle routes remain the same over 
time. Only the replenishment quantities are adjusted across consecutive replenishments. As such, the cyclic 
approach can take better advantage of the variability pooling effect than the reactive approach, and the demand 
variability is buffered in the distribution stage. This leads to a reduction of the bullwhip effect (and significant 
cost savings in the upstream stages), as discussed in the concluding Section 4. 
2. Cyclic planning for inventory routing under demand uncertainty 
The solution approach that we use for cyclic planning is based on the procedure described in Raa & Dullaert 
(2007). It heuristically partitions the customers into subsets and builds a single route per customer subset. For 
every route, the optimal cycle time is determined that minimizes the total cost rate, consisting of the distribution 
costs and the inventory costs. Once all routes have been constructed and optimized using local search, the final 
set of routes is allocated to vehicles in order to minimize the required vehicle fleet. This fleet sizing aspect is also 
heuristically solved with a two-phase construct-and-improve procedure, details of which can be found in Raa 
(2013). In the following paragraphs, the route design is described, together with how a route cycle time can be 
optimized to minimize its cost rate. 
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2.1. Route construction and improvement 
For the design of the customer subsets and the routes, a randomized cheapest insertion heuristic is used, 
followed by a local search improvement phase that has the following local search operators, all implemented in a 
best-accept manner: (i) relocating one customer, both within its current route and into any of the other routes, (ii) 
exchanging two customers both within and between tours, and (iii) 2-opt moves that disconnect two routes (by 
removing two arcs) and reconnect them in another way (by adding two other arcs that close the routes again). 
This two-phase construct-and-improve heuristic is further embedded in a VNS-like metaheuristic framework. 
2.2. Cost rate of a route 
During the construction and local search phases, route costs have to be evaluated. This involves more than just 
calculating the travel cost along the route, since the route at hand should be cyclically repeated. Therefore, the 
cycle time for this route must be found that minimizes the cost rate, which consists of both the transportation 
costs for making the actual route, and the inventory costs at the customers being cyclically replenished by the 
route. The route cost, denoted RC, consists of the vehicle dispatching cost, the traveling cost for the distance 
traveled by the vehicle making the route and the unloading costs at the customers in the route. 
The inventory costs at a customer include three components: cycle stock costs, safety stock costs and 
backlogging costs. The cycle stock is calculated as half of the average delivery quantity. If the daily demand rate 
is denoted d and the time between consecutive deliveries (the cycle time) is denoted T, then the cycle stock 
CS=dT/2. 
The safety stock is additional inventory on top of the cycle stock that is kept to buffer demand uncertainty. 
The time between deliveries is T days, so this is the period for which demand uncertainty has to be buffered. 
With the standard deviation of daily demand denoted , the variance of demand during a T-day replenishment 
cycle is  (assuming i.i.d. daily demands). The safety stock SS is then given by a safety factor k times this 
standard deviation of demand per cycle: . The value of the safety factor k depends on the length of 
the cycle T, the inventory holding cost per unit per day h and the backlogging cost per unit b. From inventory 
theory, we learn that the safety factor k is the standard normal value corresponding to the percentile CSL = 1 – 
Th/b (see e.g., Silver, Pyke and Peterson, 2003). If we assume that the holding cost rate h and backlogging cost b 
are the same for all customers, then every value of the cycle time T corresponds to a unique CSL-value and 
therefore a unique value for the safety factor k. As can intuitively be expected, higher values of T will lead to 
lower values of k. Indeed, if the cycle time is longer, then the risk of backlogs is reduced (since these only occur 
just before the arrival of a replenishment). 
The third inventory cost component is the backlogging cost. This can also be derived as soon as the safety 
factor k and the safety stock level SS have been determined. From the standard normal loss function G(k), the 
expected shortage per replenishment cycle ESPRC (i.e., the expected number of units backlogged during a cycle) 
can be calculated: . Since we have a unique value for k for every cycle time T, we also have a 
unique value of the loss function G(k) for every cycle time T. 
The inventory cost rate ICR for a customer being replenished with a cycle time T is then: 
             (1) 
In this cost rate, expressed as cost per day, the first term is the cycle stock cost per day (CS multiplied by the 
holding cost per unit per day h), the second term is the safety stock cost per day (SS multiplied by the holding 
cost per unit per day h), and the third term is the expected backlog cost per day (ESPRC divided by the number of 
days per cycle T, multiplied by the unit backlog cost b). 
The total cost rate TCR for a route visiting a set of customers S is then as follows: 
         (2) 
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2.3. Cycle time of a route 
The total cost rate of a route obviously depends on the cycle time T, and the cycle time that minimizes this 
total cost rate is the optimal cycle time. This optimal cycle time can be found by iterating over different values of 
T until it converges. There is a complication, however, due to the limited vehicle capacity K. This capacity 
restriction imposes an upper bound on the route’s cycle time. If demand is constant, the maximum cycle time is 
derived from the equation: , resulting in . 
To deal with the demand variability, we not only add safety stock to the customer inventories, but we also 
reserve some ‘safety capacity’ or spare capacity in the vehicle to be able to replenish customer inventories to 
their order-up-to levels after a cycle of higher demand. In other words, if some of the safety stocks have been 
depleted because of higher demands, we need some capacity in the vehicle to refill the safety stock on top of the 
cycle stock. For this spare capacity, we will use the same safety factor values k that we used for determining the 
safety stocks at the customers. 
A vehicle replenishing a set of customers S faces the aggregate daily demand of that set of customers, with 
mean  and standard deviation  (assuming customer demands are independent). 
The maximal time is then derived from the following equation: , resulting in 
          (3) 
As for the optimal cycle time, this can be solved iteratively until the value of Tmax converges. 
The actual optimal cycle time is then given by the minimum of Tmax and the value of T that minimizes TCR(T). 
3. Illustrative experiment 
To illustrate the cyclic approach under uncertainty, and compare its results to a reactive approach, we will 
consider an example with 31 customers replenished from a single distribution center. At this DC, two vehicles 
with a capacity K = 100 units are available, that travel at an average speed of 50 km/h and incur a transportation 
cost of €1,20 per km (or €60 per hour). Information about customer locations and demand rates is given in Table 
1, with X and Y denoting the coordinates in the plane, based on which Euclidean distances between the locations 
are calculated. Further, we assume that vehicle loading at the DC takes half an hour and costs €20, while 
discharging at a customer takes a quarter and costs €10 for all customers (regardless of the delivered quantity). 
All customers are assumed to have sufficient storage capacity to store a full truckload (i.e., 100 units). The 
holding cost rate h at the customers is €1 per unit per day (for all customers). The backlogging cost b is set at €20 
per unit per day (for all customers). 
Table 1. Customer data 
# X 
(km) 
Y 
(km) 
Avg. demand 
(units/day) 
# X 
(km) 
Y 
(km) 
Avg. demand 
(units/day) 
DC 81 81 - 16 30 75 4.6 
1 104 120 7.6 17 56 128 0.2 
2 63 154 3.8 18 82 146 4.6 
3 144 43 0.8 19 104 17 4.6 
4 82 94 4.2 20 102 85 1.6 
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5 130 84 1.6 21 117 45 8.8 
6 162 89 7.2 22 51 125 1.0 
7 30 113 5.4 23 68 71 3.8 
8 91 85 8.4 24 79 36 5.8 
9 92 84 9.0 25 138 53 5.0 
10 61 127 3.4 26 35 38 5.6 
11 88 126 4.8 27 8 93 9.0 
12 83 84 8.0 28 79 80 8.6 
13 48 37 2.4 29 127 24 5.6 
14 100 100 5.8 30 47 53 4.2 
15 91 149 8.0 31 50 92 8.8 
 
3.1. Cyclic approach results 
First, the cyclic approach as described in Section 2 is applied to this illustrative example, but with varying 
levels of demand variability. To this end, the coefficient of variation (i.e., the ratio of standard deviation to mean) 
was increased stepwise from 0 to 50% for all customers. So, for example, with a CV of 20%, customer 1 has an 
average daily demand of 7.6 units, and a standard deviation of daily demand of 1.52 units. 
Table 2 shows the total cost rates of the cyclic planning approach and its constituent components. As can be 
expected, the total cost rate increases with increasing variability. This increase turns out to be proportional with 
CV, with a total cost rate increase of 0.72% per percent increase in CV. We can also see that the expected safety 
stocks and backlogging costs are well balanced (i.e., have the same order of magnitude), indicating that the safety 
factors in setting safety stock levels have been chosen appropriately. 
Table 2. Cost rates for the cyclic solutions for various levels of demand variability 
CV Total Transport + Cycle stock Safety stock Backlogging Diff(total) Diff(Transport + CS) 
0 718.91 718.91 = 445.01 + 273.90 0 0 - - 
5% 754.30 732.28 = 441.48 + 290.80 13.83 8.19 +4.94% +1.86% 
10% 776.34 732.28 = 441.48 + 290.80 27.66 16.39 +7.99% +1.86% 
15% 798.37 732.28 = 441.48 + 290.80 41.49 24.59 +11.05% +1.86% 
20% 830.88 742.21 = 451.81 + 290.40 55.99 32.68 +15.32% +2.18% 
25% 855.48 744.64 = 454.24 + 290.40 69.99 40.84 +19.00% +3.58% 
30% 877.64 744.64 = 454.24 + 290.40 83.99 49.01 +22.11% +3.58% 
35% 907.76 752.59 = 462.19 + 290.40 97.99 57.18 +26.40% +4.64% 
40% 932.24 755.44 = 469.24 + 286.20 112.20 64.61 +29.71% +5.08% 
45% 954.34 755.44 = 469.24 + 286.20 126.22 72.68 +32.79% +5.08% 
50% 971.95 753.95 = 484.65 + 269.30 140.44 77.56 +36.14% +5.26% 
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If we exclude the expected safety stock and backlogging costs (that inevitably rise with increasing CV), and 
only consider the transportation and cycle stock holding costs, we can see that the increase of the sum of these 
cost rates is very limited, to only 5.26% for a CV of 50%. This indicates that the cyclic planning approach is very 
robust in itself, and only limited adjustments need to be made to effectively deal with high levels of variability. 
3.2. Simulation of the cyclic approach 
Next, the solutions of the cyclic approach are validated in a simulation experiment. In that experiment, the 
inventory of each customer is decreased every day, with daily demands drawn from a normal distribution with 
the given average daily demand of the customer and the coefficient of variation as parameters. When the day 
comes that a route is made, all customers in the route are replenished up to the designated level. If there is not 
enough capacity in the vehicle to replenish all the customers all the way up to these designated levels (after some 
days of higher-than-average demand), a fair-share is used, so that the somewhat higher risk of stocking out during 
the next cycle is spread across all customers in the route. 
Table 3 compares the cost rates as calculated by the solution approach to the cost rates resulting from the 
simulation experiment. It can be seen that the average stock cost rates are very close to what the calculations 
predict. However, the estimated backlogging cost rate is an underestimation of the actual backlogging cost rates 
as observed during the simulation, with the underestimation being larger with increasing demand variability. This 
can be explained by the capacity limitation of the vehicle. Even though there is some spare capacity in the 
vehicle, that spare capacity is only there on average, and it can still happen every now and then that the capacity 
cannot cover the required delivery quantities. The last column of Table 3 shows the average number of units per 
day that cannot be delivered to customers due to the limited vehicle capacity (‘Shortfall’). When this happens, the 
inventories are filled somewhat below the designated levels, such that the risk of having a backlog is higher 
during the next cycle. Since this situation is not taken into account in the calculation of the safety stocks and 
expected backlogging costs, these calculations indeed give an underestimation. 
Table 3. Validation of the cyclic solutions through simulation 
 Calculated costs Simulated costs  
CV Transport Cycle + safety stock Backlog Transport Stock Backlog Shortfall 
0 445.01 273.90 = 273.90 + 0 0 445.01 273.90 0 0 
5% 441.48 304.63 = 290.80 + 13.83 8.19 441.48 304.84 8.43 0.00044 
10% 441.48 318.46 = 290.80 + 27.66 16.39 441.48 318.71 17.91 0.037 
15% 441.48 332.29 = 290.80 + 41.49 24.59 441.48 332.08 28.4 0.19 
20% 451.81 346.39 = 290.40 + 55.99 32.68 451.81 346.95 37.63 0.096 
25% 454.24 360.39 = 290.40 + 69.99 40.84 454.24 360.31 49.23 0.32 
30% 454.24 374.39 = 290.40 + 83.99 49.01 454.24 373.41 62.46 0.65 
35% 462.19 388.39 = 290.40 + 97.99 57.18 462.19 387.64 73.54 0.70 
40% 469.24 398.40 = 286.20 + 112.20 64.61 469.24 396.81 87.24 1.03 
45% 469.24 412.42 = 286.20 + 126.22 72.68 469.24 409.26 103.06 1.64 
50% 484.65 409.74 = 269.30 + 140.44 77.56 484.65 409.28 109.75 1.26 
 
915 Birger Raa /  Procedia - Social and Behavioral Sciences  111 ( 2014 )  909 – 917 
3.3. Simulation of the reactive approach 
In a next experiment, the reactive approach is simulated and evaluated. For this experiment, a very naive 
version of the reactive approach was implemented, in which only critical customers are visited every day. In the 
reactive approach, customers check their inventories every day and place an order at the distributor if the 
inventory is below the reorder point. It is then assumed that the delivery is made at the beginning of the next day, 
before the next day’s demand occurs. Therefore, all of these customers have a review period of one day and a 
lead time of zero days, and thus the reorder point is given by the average daily demand rate plus safety stock to 
buffer one day of demand variability. (In the cyclic approach, the review period of a customer is given by the 
cycle time of the route in which it is replenished.) 
For a meaningful comparison, the order-up-to level in the reactive approach is calculated based on the cycle 
times of the cyclic approach. E.g., if the cycle time of a customer in the cyclic approach is four days, then the 
order-up-to level used in the reactive approach is four times the average daily demand rate plus the safety stock 
(covering one day of demand uncertainty). 
Every day, customer inventory levels are decreased (as in the cyclic approach), after which a list of critical 
customers is compiled. For these critical customers, the replenishment quantity is determined based on the 
current inventory level and the order-up-to level, and then a VRP is solved for the set of critical customers and 
their order quantities. The solution approach for the VRP is the same as for the cyclic IRP, i.e. a two-phase 
construct-and-improve approach embedded in a VNS-like metaheuristic framework. A comparison of the results 
for the cyclic and reactive approaches is shown in Table 4. 
Table 4. Simulation results for the reactive approach and the cyclic approach 
 Cyclic approach Reactive approach 
CV Total Transport Stock Backlog Total Transport Stock Backlog 
0 718.91 445.01 273.90 0 718.90 445.00 273.90 0 
5% 754.75 441.48 304.84 8.43 960.09 625.87 333.34 0.88 
10% 778.10 441.48 318.71 17.91 971.25 621.24 347.00 3.01 
15% 801.96 441.48 332.08 28.4 986.51 626.98 355.08 4.45 
20% 836.39 451.81 346.95 37.63 983.17 623.66 353.65 5.86 
25% 863.78 454.24 360.31 49.23 989.22 624.66 354.69 9.87 
30% 890.11 454.24 373.41 62.46 1004.43 622.76 369.59 12.08 
35% 923.37 462.19 387.64 73.54 1004.45 621.12 369.92 13.41 
40% 953.29 469.24 396.81 87.24 1032.01 624.72 386.99 20.30 
45% 981.56 469.24 409.26 103.06 1022.31 621.58 375.13 25.60 
50% 1003.68 484.65 409.28 109.75 1056.15 645.81 377.31 33.03 
 
It can immediately be seen that the reactive approach leads to a completely different cost balance as soon as 
there is some demand uncertainty. Because the safety stock covers only one day of demand uncertainty, it will 
happen very often that customers order ‘one day early’ in the reactive approach compared to the cyclic approach. 
This results in transport costs being a lot higher, and in the case of limited demand variability, inventory costs 
also being higher, since inventories are often replenished before they get close to zero. On the other hand, these 
‘early’ deliveries lead to a lot less backorders and reduce the backlogging costs. It can thus be said that the 
reactive approach is too reactive, i.e., it responds to fluctuations in demand too soon, and mainly buffers the 
variability with the vehicle capacities and less with inventories. Because it responds to variability so quickly, the 
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reactive approach does not have the variability pooling effect that is inherent in the cyclic approach, hence the 
higher total costs. Of course, part of this cost difference is also due to the fact that a very naïve and simplistic 
version of the reactive approach has been used in our experiments. 
On the other hand, it can also be seen in Table 4 that the difference between the total cost rates of the reactive 
and the cyclic approach becomes smaller again as demand variability increases, suggesting that the reactive 
approach may be more appropriate for very high levels of demand variability. 
4. Conclusion 
In this paper, we argue that the cyclic approach for distribution planning could and should still be used under 
demand uncertainty. When demand rate distributions are stationary (i.e., their averages and variability levels do 
not change over time), the cyclic schedule remains valid over time and its inherent variability pooling pays off. 
Sticking to the cycle times as dictated by the cyclic schedule requires providing some additional safety stocks (to 
cover a whole replenishment cycle of demand uncertainty instead of just one day of demand uncertainty) but 
leads to stability, predictability and hence lower costs in terms of transportation. Furthermore, for any given cycle 
time, safety stock levels at the customers can be optimized to balance inventory holding costs with backlogging 
or stockout costs. In the reactive approach, safety stocks are limited, but this leads to the fact that transportation 
has to be used more to deal with the demand variability. Transportation than has to be rescheduled every day, 
leading to a lot of nervousness and unpredictability in terms of transportation planning, which in its turn will 
increase variability in upstream stages, reinforcing the detrimental bullwhip effect. 
The research as presented in this paper is still on-going. A number of issues still have to be elaborated further. 
One of these elements is the discrepancy revealed in the simulation of the cyclic approach. Due to the limited 
vehicle capacity, inventories cannot always be filled up to the designated levels (even though some spare capacity 
was provided for this) leading to somewhat higher backlogging costs. We should therefore take into account the 
limited replenishment capacity when determining expected backlogging costs, and adjust (i.e., increase) safety 
stock levels if necessary. 
A second element in further research is to implement a more advanced reactive approach that also considers 
the option of including less critical customers every day in order to avoid having to visit them the next day, which 
could help reduce transportation costs and allow for a more fair comparison between the cyclic and reactive 
approach. 
Finally, with regards to the bullwhip effect, the cyclic and reactive approach could be compared from the point 
of view of a stage upstream in the supply chain, i.e., the supplier delivering goods to the distributor, in order to 
quantify the difference in variability, and hence the benefits of the cyclic approach as it is observed at that level. 
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