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Abstract 
A recursive algorithm for implementing Wimp's vector sequence transformation is given. One can see that the 
vector E-algorithm is a particular case. Convergence results and convergence acceleration results are proved. 
The stability problem is also studied. We end with a discussion on the second Wimp vector sequence transforma- 
tion. 
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1. Introduction 
Let us consider a vector sequence (s~) of the form: 
s~ - s = ~ a, gi(n), (1) 
i=1  
where 
a i~C Vi >1 1 
sn, s, gi(n)eC p Vn6N, Vii> 1. 
We assume that the family of sequence (gi(n))n verifies the following properties: 
(H) I (a) lim gi(n) = OeC p n-*oo  (b) lim I lgi+l(n)[[ = O~C 
~-.o~ Ilgi(n)ll 
uniformly in i (>i 1) 
uniformly in i (>i 1). 
0377-0427/95/$09.50 © 1995 Elsevier Science B.V. All rights reserved 
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The property (H) means that the two sequences converge to zero, uniformly in [~ * (ie [~ *), i.e. 
Ve > 0, 3N (independent of i) such that: 
Ilgi+ l(n)ll Vi~*,  IIg~(n)ll<e, <e Vn>N.  
IIg,(n)ll 
For example: p=2,  gi(n)=(2'~, 2~/n) T, where 2i are scalars, 2 i#  1, i=  1,2,... and 
[21l > 1221 > "". In the sequel, we shall use this notion• 
A known general vector extrapolation algorithm for accelerating such a sequence (s,) is the 
vector E-algorithm [1]. It has already been studied by Matos [61. In this paper, we shall study 
Wimp's vector sequence transformations which generalize the vector E-transformation. First, we 
give a recursive algorithm for the first transformation and then we shall study its properties and 
compare the differences between these two transformations which use respectively the auxiliary 
vector y and the auxiliary vector sequence (4~t/). Finally, we give the second Wimp vector sequence 
transformation. 
Let us recall Wimp's vector sequence transformation• Let (Sn) be a vector sequence of complex 
numbers and (q~.), (gi(n))n two arbitrary sequences, with q~. s C p and gi(n) E C p, i = 1, 2,. . . ,  k. Wimp 
defined the following transformation [7]: 
St /  
<O.,s.> 
where 
0 g,(n) ." gk(n) 
1 <~bt/, g, (n)> ... <q~t/, gk(n)) 
• , ° 
1 <~b.+k, ga(n + k)> .-- <~b.+k, gk(n + k)> 
Ek(S.) = , (2) 
1 <qb., 01(n)> ... <~b., gk(n)> 
• • ° 
1 <~b,+k, gx(n + k)> ... <~b.+k, gk(n + k)> 
<o, o> is the scalar product. 
2. Study of Wimp's vector sequence transformation 
As for all the other transformations, in order to avoid the calculation of determinants, we have 
the following algorithm: 
E(o ")=st/ n=0,1 , . . .  
g(~!i = gi(n) i = 1,2,... and n = 0, 1,... 
For k = 1,2,... and n = 0,1,...  (3) 
_ > 
- -  ~k-  1,k ,  
~( t /+  1) X 
-("' -("' <d?"+"~k-" ' / - - (q~"'gk- l" '>g~)-  i k + l ,k  + 2, 
_ (n+ I )  x , , k ,  ~ . . . .  
C. Fang~Journa l  o f  Computat iona l  and  App l ied  Mathemat ics  57  (1995)  425-447 427 
Before giving the theorem, let us recall a generalization of the Sylvester identity [2]• 
Let E be a vector space on K,  xl ~ E, i = 1, 2 , . . . ,  aij ~ K ,  i , j  = 0, 1, 2, . . . ,  we have: 
Xo X l  . . .  X k 
aoo ao l  • "" aOk 
ak -  1 ,0  ak -  X, 1 " " " ak -  1, k 
ao l  "'" aO, k -  1 
ak-2 ,  1 • . .  ak_2 ,  k_  1 
X 0 X 1 """ Xk  - 1 
aoo  ao l  • • • aO,k -  1 
ak  - 2, 0 ak  - 2 ,1  . . .  ak  _ 2, k _ 1 
ao l  • • • aOk 
ak -  1, 1 " "  ak  - 1, k 
X 1 • . .  X k 
aol ..- aok 
ak  _ 2, 1 . .•  ak  _ 2, k 
aoo  " ' "  aO,  k - 1 
ak_ l ,  0 . . .  ak_ l ,k_  1 
Applying this identity, we have immediately: 
Lemma 2.1. 
Xa°o X I . • • X k d02 • . . aOk aol """ aOk . . 
• i lak_2,2 . . .  ak_2. k 
l ak - l ,0  ak- l ,1  . . .  ak_ l ,k l  
Xo  X2  
aoo  a02  
ak -2 ,0  ak -2 ,2  
• " 
° . .  
• . .  ak_2 ,k l  
ao l  
ak-l,1 
. . .  aOk. 
• . .  ak_ l ,k l  
X1  
ao l  
ak -2 ,  1 
• . .  X k 
• . .  aOk 
• ." ak_2 ,  k 
aoo 
ak -  1,o 
d02 
ak -  1,2 
• . .  a0k .  . 
"'" ak -  1,k 
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Proof. This lemma is another way of expressing the Sylvester identity• Its proof is obtained by 
simply interchanging some columns in the first, the fourth and the fifth determinants• Applying the 
Sylvester identity, the result follows. [] 
We shall now prove our main result. 
Theorem 2.2. 
E~ ") = Ek(S,), k ,n  = O, 1,.. .  
Proof. We shall prove simultaneously that -(") satisfies (2), where the first column of the numerator ~k, i 
is replaced by gi(n), <ok., g i (n)>,. . . ,  <tk.+k, gi(n + k)) .  We set: 
e(;) N(;  ) ~,(.) ~(n)  ~ k, i 
= ~k, i - -~  • D~k and = 
From the generalization f the Sylvester determinantal identity, we have: 
N(.)n(.) = N~ -) 1D(m ,~k ~r(") A(") k ZSk-1 - - ( - -  J') lVk - l , kZ ' l k  
where 
(ok., s . )  1 (q~., g l (n ) )  
Ark ") = • . . 
(~b.+k,S.+k) 1 (Ck.+k, g l (n  + k ) )  
Dividing by D~- ~ ,Dtk "), we obtain: 
N(; ) N~_ >, ~,("> A(;) --~ l~k~)k - 1,k 
b~ D~-~_ 1 - ( -  "' D~-Ngl-_ ~ W • 
It remains to prove that: 
l~k k tYn+l '  t - ,k -1 / 
- -D~)=(  - *, /~. ~(n+l) N \SUn+ 1, Yk- l , k /  - -  <~n,/g~ 1,k> '"' 
J 
But, according to Lemma 2.1, we have: 
(~b.+l, gl(n + 1)> ... 
A~. 
<~b.+k-l,gl(n + k -  1)> ... 
• . .  (@. ,  g~-,(.)) 
• " (@.+~,g~-l(. + k)) 
(~n+l, gk_l(n -'[- 1))  
(~n+k-l, gk-l(n "F k - I)) I 
I (~.+k- 1,S.+k-X) 
(4) 
(¢~n, gl(n)) 
(~n+k_ l ,g1(n  + k -- I ) )  
• ". (qb . ,gk - l (n ) )  1)) "D~+ • 1 )  
1 
• " (@, ,+k- l ,gk -dn+k- -  
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( , / , .+ , ,  s .+a  ) 
- -  D~)_ I  • 
[ (~)n+k, Sn+k) 
(~b,,+a,gl(n + 1)) ... (4?,,+l,gk-,(n + 1)) 
(4:.+k, gX(n + k)) "" (C~,,+k, gk-x(n + k))  
(¢ , , s . )  
(4~., s.)  
(4 , .+~-~,s .+~- l )  
0 (ok., o~(n)) ... (4~., o,," ~(n)) 
1 (ok., g l (n ) )  "" (c~., Ok- l (n ) )  
1 (c~,,+k-~,gx(n+k--1)) ... (C~,,+k-X,gk-l(n+k--1)) 
• D~+x x) 
-- D~)_x. 
((Pn+l,Sn+l) 0 (c~n+l,gl(n + 1)) ... (C~,,+l,gk-l(n + 1)) 
(q~n+l,Sn+l)  1 (~n+l ,g l (n  + 1)> ... (~n+l,gk-l(n + 1)> 
(q~.+k,S.+k) 1 (d?,,+k, gl(n + k)) ... (qb,,+k, gk-l(n + k)) 
= ((~.,N~)_x)'D~-+:) - D~ )- , • (~b.+,, N~_+, ' ) )  
= ((~,,E~)_a).D~)_ , "D~_+, ~) _ D~ )_ a "D~_+, '' . (~b. + , ,  E~__+xx'). 
On the other hand, applying the general ization of the Sylvester identity, we have: 
D~ ")" ($,+l,gx(n. + 1)) 
(~b.+k-1, gl(n + k - 1)) 
"'" (~n+l ,  gk-l(n "-k 1)) 
"'" " (~.+k- l ,gk -x (n  + k - 1)) 
(5)  
D~)-x " (~n+l,gx(n.  + 1)) 
(d~.+k, gx(n + k)) 
• .. (~b.+1,gk(n + I)> 
• " (4?.+k, gk(n + k)) 
(~., g~(n)) 
(~n+k-l ,  #I(H -Jr- k -- 1)) 
44'.+~, ak(n + k)) 
• -. (~., g~(n) 
• "" (4p,,+k-X, gk(n + k -- 1)) 
0 (4A+~,g , (n  + 1)) 
1 (4p.+1,gx(n + 1)) 
• . 
0 (~.+~,g~(n + k)) 
• .. (~bn+ 1, gk_ l(n + 1)~ I 
• ..  (4~.+~,g~-~(n. + 1)) 
• .. (4~.+~,o~-~(n  +k) )  
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(d?,, gk (n) )  0 (d?,, gx(n) )  ... (dp., gk - l (n ) )  
(dp., Ok(n))  1 (~Pn, g l (n ) )  "-- (~b., Ok-x(n)) 
(dPn+k- l ,gk (n+k- -  1)) 1 (~Pn+k_ l ,g l (n+k- -  1)) . . .  (d?n+k_ l ,gk_ l (n+k- -  I ))  
= ~,r(n+l) N~) X. I-~(n + 1)'t ( - -  1 )k - l '{o~- ) l '<~bn+l ,~ 'k - l , k ) - -  <~n, 1 ,k /  t - 'k-1 / 
~(n+ 1) k =(-  1)k-{ < dpn, O~)_ l, k ) " D~)_ , " D~_+l x) - D~)- , " D~+ ~ ) " ( dp. + l , ~k _ X, k / }. 
Dividing (5) by (6), we obtain: 
Ark ") (qbn+ E~+~ ))  -- (dpn, E~) - l )  =(_  l)k 1, 
which ends the proof. [] 
• D~+ll) 1 
(6) 
If 4). + i = Y, i = 0, 1,... ,  k, the preceding algorithm (3) becomes the vector E-algorithm. Thus the 
vector E-algorithm is a particular case. 
If we scalar multiply both sides of (3) by a vector ~b., and set: 
h~ ") = (~b., E~")), 
j~(n~ (n) 
= Ok, i ) ,  
we obtain: 
htk") e C 
fk!,"]e C Vi > k, 
h(k ") = h(~)_ 1 -- h~+x ) _ h~)_ , A(n_)l,k, 
/ ' (n+ 1) 
fk(n + 1) -1 , i  - -A (n ) l , i  e(n) 
A(,"] =Jk("-)l,i r ( .+l ) - -7 - (g- f - ' - - Jk - l ,k  i = k + 1, k + 2, . . . .  
jk- l,k --Jk- 1,k 
This is exactly the scalar E-algorithm with the initializations: 
hto ") = <~b., eto ") > n = 0, 1,... 
f o n) ,i = f (n )  = (c~. ,O~! i )  = (c/~. ,o i (n))  i=  1,2,... and 
In other words, we have the following proposition. 
(7) 
n - -0 ,1  . . . . .  
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(n) Proposition 2.3. Vk/> 0, J~("] = (~b., 9k, i .  Vi >~ k + 1, Vn ~ •, where fk(,] ) is defined by (7) with the 
initializations: 
fo(;l = (~b,, g,(n)) Vi >/1. 
Proof (by induction). Let k = 0. Then, by definition, we havefo("l = (~b., gi(n)) = (c~., g~!i ), for all 
i >/1. Assuming that the property is true up to the index k - 1, then: 
,c(n + 1) /-(n) 
A(?~ ~A(n_) Jk - l , i  --Jk-l,iA(n_)l.k 
1,i --¢("+Jk- a,kl) -- f~("-)l,k 
/~k ~(n+ 1) \ g(kn) 
---- (~n 'g~) l ,  i) -- -7-7--1 ---~NWn+l'~k-l'i/ -- (~n,g~)_l , i )  (~n,g~) l  k) 
(,(7~n+l,gk-l,k2 -- (~n, 1,k) 
,~(n+l) \ /., (n) / 
= ~)n,a~ ) (~)n+l 'Yk - l ' i /  -- (~)n'Ok- l ' i )  O~) 
1,i - -  /~t~ ,~(n+l) N 1,k 
\ "Fn+l ,~k- l , k /  ((t~n,O~)l,k) 
= [ ]  
Remark. As done by Brezinski for the scalar E-transformation [3], we can similarly obtain 
algebraic properties for this sequence transformation [4]. 
3. Acceleration properties 
In her thesis, Matos [6] studied the acceleration properties of the vector E-algorithm. In this 
section, we shall see that these properties are valid also for Wimp's method, even if we replace the 
auxiliary vector y by a vector sequence (~b,). We shall use the same notations as in [6], but follow 
another idea for proving convergence acceleration properties. In the following section, we shall be 
interested in the difference between these two transformations which use respectively the auxiliary 
vector y and the vector sequence (4),). 
Our idea is as follows. Suppose the sequences (9i(n)). in (1) verify some conditions, then we can 
deduce that they also verify property (H). Moreover, we can also prove that: 
n(n) (n) Ek(S.) -- S = ak+l~lk, k+l -[- ak+2gk, k+ 2 -[- "'" Vk >1 0 
with 
(H') 
I(a) lim -(") O ~ C p ~tk, i 
?1--+00 
~(") ill =OeC (b) lim k,i+ 
, , - .  ~ I I ~o,) kill 
uniformly in i 
uniformly in i 
Finally, we shall obtain acceleration theorems. 
(>~k+ 1) 
(~>k+ 1). 
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3.1. Linear case 
Let us consider a vector sequence (s.) of the form (1), such that the family of sequences (g~(n))., 
i e t~ * satisfies the following properties: 
(A) 
(1) 
(2) 
= 1 n C p VieN* ,  gi(n) (g,( ) . . . .  ,9f(n))e 
(the upper index denotes the component). 
For i e M *, ifj~ e { 1, 2, ..., p} such that: 
Vje{1,2,.. . ,p}, SCu>0,  3noeN; Vn>~no, 
(which implies that: 3 A~, B~ > 0, 3 no ~ [~; 
Vn >~ no, ailgi'(n)[ <~ Ilg,(n)ll ~< B, Igi'(n)l), 
we have: 
(a) lim g~'(n + 1) 
. - .~  0~'(n) -b l ,  I b~l<l  
~ji+ 1 
(b) lim g~'(n) = O, lim , i+l(n) _ 0 
glfn) <" 
uniformly in i (>/1) 
(c) Vi # j, bl v ~ b~. 
We choose the vector sequence (~b.) such that: 
(B) 
- l im (~b., gi(n)) 
. -. go g~'(n) - cti # 0 Vi e • * 
and we set 
P 
J~(n)=(dp.,gi(n)>= E dp~'g/(n) ieN* ,  n~N 
j= l  
(where $~ denotes the jth component of ~b.). Then we obtain: 
(a) lim ]](n + 1) g]'(n + 1) 
._.~ f/(n) =.-.oolim g/'(n) =bi Vi6[~* 
(b) lim f~+l(n___~)  lim g/'+1(n) = 0 uniformly in i (f> 1). 
Property 3.1. I f  the sequences (gi(n))., i e/~ *, in (1) satisfy properties (A), they also satisfy property 
(n). 
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Proof. F rom the condit ion (b) of (A) and the definition of ~'(n), we easily find that: 
lim gi(n) = O e C p uniformly in i ( ~ 1). 
n---~ OO 
On the other hand, we have: 
Ilg~+l(n)ll ni+~l~'g-~(n)l . - '~  
~< -----~ 0 
I lgdn) l l  ailgl'(n)[ 
uniformly in i ( >1 1). [] 
Proposit ion 3.2. 
f (n )  
Vk>~O, V i>k ,  lim j k,~ 
. - .  ® o~'(n) 
.e(n) where jk.i is defined by (7). 
= O~k, i ~/=0, 
ct") in a different way. []  Proof. The proof  is the same as that in [6, p. 248], even if we define JR, 
Proposit ion 3.3. Vk >/0, Vi > k 
¢t,,+ 1) ~'(n + 1) 
(a) lim ~ = lim : = bi, 
, - .~ Jk.i ,-.o~ ~'(n) 
' i+1 I~i+,-~"~ - ~+~(n) 
lim ~ = lira = 0 uniformly in i. 
(b) ,,--,~ J~,i n..-*oo O~'(n) 
Proof  (by induction). If k = 0, from property (B), we have 
fot'+ x) g~'(n + 1) 
, i lim bi lim ¢(.----5-- 
. - -  ~ ~ o , ,  . - .  ~o o~' (n )  
and 
¢ (n) ,,J, + 1 
lim jo, i+l lim ~i+ l~njt~ - gi"n'i() - 0 uniformly in i. £(n)  
n~oo JO ,  i n~oo 
Assuming that the property is true up to k - 1, we shall prove that it is true for k. Since 
[ ,¢ , .+x) /¢ , . , ,  ~] 
w~-  1, i / j~-  L .  - fkl,")i =fkl~-)l,i" 1--t¢(,+,)/¢1.) ~ Vi>~k+l  
~Jk - l , k / J k - l , k )  - -  
we have: 
ft , )  bi - -  1 bk -- bi 
lim Jk.i _1  - - = - -  ,-.oofkt"-)l----~.i bk -- 1 bk -- 1 # 0 because bk v ~ bl Vi >~ k + 1. 
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Then: 
£(n + 1) 
lira JR, i 
n--) O0 fk()n/) 
/ 4"(n+ l) 4"(n+I)A(n)l.i\. IJk, i Jk - 1, i . . ) - -  - lim ~ r-7~i3 r( , )  r( , )  
n~c~\ Jk - l , i  J k - l , i  Jk ,  i / 
¢(n + 1) 
bk - b________2i ,. Sk- l,i bk - 1 
bk 1 " llm ~(--~-N---" bk bi - -  n--"oo Jk - l , i  - -  
= lim g{'(n + 1) ,~ ~o g{' (n) - bi (by hypothesis of recurrence). 
In the same way: 
l imJk'i+l l im/  Sk, i+l Jk-X, i+l  
-- • r -~-V- -  ¢(') l 
n--*oo Jk, i n - *oo \ Jk - l , i+ l  A(n-)l.i .]k,i / 
bk -- bi+ l . lim J~('-)Li+ 1 bk -- 1 
bk - -1  , -~  A(n)l,i bk - bi 
Ji+ 1 
bk  - -  bi+ 1. lim gi+ 1 (n) _ 0 uniformly in i. [] 
bk - -  bi ,-.oo g]'(n) 
Proposition 3.4. Vk/> 0, Vi ~> k + 1, the sequence (g(k",)i), defined by (3) satisfies: 
g J: i(n) I 
(a) Vj~{1,2,...,p}, SCijk > O, ~nl j~N;  Vn >>. n~j~ gJ'(n) ~< C~k 
of  (n) ,. (where gk j, i(n) denotes the j th  component )J gk, O, 
(b) ~aik, Bik >0,  SnoeN; Vn >i no aik ' lg i ' (n) l  <<. II ~(') ,ill ~< ni~" 101'(n)l. 
Proof. In the proof of [6, p. 249], we replace the vector y by the vector sequence (~b,), and the proof 
is the same. [] 
Proposition 3.5. I f  the sequences (gi(n))., i >>. 1 in (1) satisfy properties (A) and if  the vector sequence 
(q~.) satisfies, property (B), then we have: 
Vk>~0, V i~>k+ 1, 
(n) 
(1) lim .t,) O; (2) lim Ilok, i+lll 
~k,  i = - -  - -  0 ;  
(3) lim IIg~".~ll = 0 uniformly in i. 
Proof. (1) From Property 3.1, for k = 0, we have: 
lim gi(n) = G uniformly in i ( ~> 1). 
R--~ OO 
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Assume that the properties are true up to k - 1. Then for k, we have: 
~(n+ 1) \ 
~(n) ~(n) (40 .+ l , t .4k - l , i /  -- (40 . ,g~) -1 , i )  ~.)  
~(.+1) \ g(kn) - ~k- l , k  Uk'i = Uk- l ' i  - -  (40n+l , [4k - l , k /  (40 . ,  1 ,k )  
¢, (n+l )  __A(n_)l,/ g~- g~_ JR- l,i 
1.i - -  ~C(,+1) ~c(n) 1.k 
J k - l . k  - - J k - l . k  
{ ¢'(n+ l) /c'(n) ~ ¢'(n) 
- -  . J k - l , i  g~_ _ i, j k - l , i / j k - l , i l  1 g~_ 
"m-- 1, i t c'(n + 1) ~it(n) ~ it(n) 1, k 
~ Jk -  l , k ] J k -  l , k )  - -  1 J k -  ~,k 
but, according to Proposit ion 3.3, we have: 
~c(n+ 1) 
lim Sk- a,i - b~ ¢ 1 Vi ~> k 
n-~oo Jk -  l , i  
435 
~(n) .(n) 
Ek(S,) -- S = ak+l~4k, k+l + ak+2~4k, +2 "Jr" " ' "  Vk >~ 0 
with the sequences t,,t,) Wk, k + i). satisfying property (H'), 
Proof. F rom Proposit ion 3.5, it is sufficient o prove that: 
~(n) ~(n) 
Ek(Sn)  - -  S -~ ak+ l~tk, k+ l Jr- ak+2~k,k+ 2 Jr- . . . .  
and 
c, . ,  f fkt:) i C'"' \ ,. J k - l , i  J k - l , k+ l~ nm ¢t-W- - lim "'" c~5--- l -- 0 uniformly in i (/> k + 1). 
By the hypothesis of recurrence, we can conclude: lim.-.oo gtk~)i = O ~ C p uniformly in i. 
(2) This is a consequence of (b) of Proposit ion 3.4. In fact: 
(n) 
g,,,+ll l  Bi+Lk ' lg jT~(n) l  "- '~ 
~.) -%< ,0  uniformly in i ( ~> k + 1). 
Ilgk,,ll A , 'lgj"(n)l 
(3) As in (2), we have: 
(n) 
]]gk,~l[ Bi, k" Ig~'(n)[ .~o~ 
~< ,0  uniformly in i (>/k+l ) .  []  
[Ig~ ~_ • I g~(n) [1,kl[ Ak, k-X 
Then, we have the following result. 
Theorem 3.6. I f  the sequences (gi(n)), in (1) satisfy properties (A) and, moreover, i f  the sequence (4o.) 
satisfies property (B), we have: 
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In fact, it is true for k = 0. Assume that it is true for k - 1. Then: 
/,./~ 17(n+ 1)N / , .h 17(n) N 
E(k ") E(kn)_l k~t Jn+l '  L~k-1  / - -  \ttJn'Jt:"k-1/ g~!  
= - -  , " ~ ' ~ - - - ~  -- J-"7"-- ("'~"~--""~ 1,k 
(xq)n+ 1, ~k-  l ,k ? -- (x~)n, gk -  l ,k/) 
/ ,4,  ~(n + 1) N ~{k n) 
=s+ Z a, o~! Z,~a, (,,~,.+~,~ ,,,,,-<,/'., ~">) o~! • 1, i  " 1,k Mn + 1) g~)_ 
i>~k (¢n+l ,~4k- l , k> -- (t~n, i , k> 
~(n + 1) X ~(n) \ "~ 
/ (.) (t~n+ ~4k- l , i /  Yk - l , i /  =s+ E a i 'kgk - l . i - -  1, - - (49, ,  .g~)_ ) . (n  + 1) . (n) 1, k 
i>~k (~).+ l ,  Yk - l , k  ) -- ((~n, Yk -  l ,k> 
S d- 
(n) 
= ai" Ok, i 
i>~k+l 
by the recurrence relation of ~4k, i~(n) and ~k.k (") = 0 Vn. [] 
bi • C, i = 1,2,. . .  be such that: Lemma 3.7. Let  a~ ~ C, (") 
3M,  Vi, [ail < M 
Then, we have: 
lim Y, - ~.t,) 0. ~iUi 
n~oo i= l 
t,(n) 
~. ui+ 1 
and l im ~h!n) = O, um ~ = 0 
?1--+ O0 n-+ao h i  
uniformly in i ( >>, 1). 
Proof. By the hypothesis, we have: V0 < r < 1 fixed, 3 no (independent of i), such that: 
b(n) 
i+1  
Vi~>I, ~i  <<. r Vn >>. no. 
On the other hand, 
Vg>0,  3n l ,  Vn>~nx, Ib~")l< (1  - -  r ) 'e  
M 
We set N = max{no, nl}. Then, Ve > 0, 3N (depending only on e), such that for every n >/N, we 
have: 
t-'i+ 1 
_ L( . )  _ U . ) .  b(1.) , ioi  <<, luiui I <~ M' l  I 1+ 
i= l  i=1  i=1 
bt2 __) ) bt2 = M'lb ")l(1 "") 
~< M.lb]")l.(1 + r + r 2 + ...) 
=M.ib~.) l .  1 ~<e 
1 - r  
which ends the proof. [] 
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Theorem 3.8. I f  s. - s = Zi >~l aigi(n) where the sequences (gi(n)). satisfy properties (A) and if the 
sequence (dp.) satisfies property (B), then Vk >>. 1 
(n) 
1 IlEk - s l l  =0 .  
lm in) 
. .~  I IEk-1 -- sll 
Proof. Vk/> 1, from Theorem 3.6, we have: 
. in)  (n) 
E(k ") - s = ak+l~4k, k+l  n t- ak+2gk ,  k+ 2 if- " "  
where the sequences " (") tgk, k+~). satisfy the properties (1)-(3) of Proposition 3.5. Then: 
IIE~ ~) - sll 
IlEaL ~ - sll 
~< y , i= l lak+i l "  (n) o~ Ok,~+ill 
[ [ ak [ (n) oo (n) " gk -~.~l l -  I lZ i= lak+i 'gk - l , k+ i l l l  
gk.k+,l l / l lgk-~.kl l  E i= l lak+i l ' l l  ¢') ("~ 
, 
Ilakl liE?= (") o~ -) - lak+i'g~-l,k+ill/ll 1,kill 
According to Proposition 3.5 and Lemma 3.7, we have: 
(n) 
Ilgk, k+ill "-'~ 
lak+il g~)_ + 0 
and 
,ak+i'gk-l.k+ill IIg~L , .u+,ll ,~oo, 0. 
IIg~L,,~ll ~ la~+il" (.) i=1 I lok-, ,k l l  
Hence, we have: 
~0. [ ]  
I IE~Z, - sll 
A particular case is the following. 
Corollary 3.9. I f  s, - s = al gl (n) + ... + akgk(n) where the sequences (gi(n)), satisfy the properties 
(A) and if the sequence (dp,) satisfies property (B), then Vi <~ k - 1 
l im I IEI  ~J - -  s ll _ 0.  
~--,~ I IEI~, - sll 
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3.2. Logarithmic ase 
Now, we shall study the case where the sequences (gdn))n satisfy: 
(c) 
(1) V ie~* ,  gdn)eC p VneN 
(2) V ie~* ,  i f j~e{1,2, . . . ,p} such that: 
g/(n) [ 
Vje{1,2, . . . ,p},  3Ci i>0,  3noe~;  Vn>~no ~ <~Cii. 
We assume that: 
g/'(n + 1) 
(H1) gp(n) - 1 + Ui(n) 
U (n) 
(H2) - ~ik(1 + fl,k(n)) Uk(n) 
Ui(n) ,.~q (n~oo)  o~i#O VieN* 
n 
C 
with ~ik # 1, flik(n) ~ - -  (n --, oo ) 
log(n) 
_ (H3) lim gi'(n) = 0 and lim g/'++i(n) g/ ' (n)  - o 
Vi > k, Vke~*  
uniformly in i ( ~> 1). 
We choose the vector sequence (~b.), ~b.e C p such that: 
(D) 
( c~., gi(n) ) 
Vi~*  = ai(1 + fli(n)), ill(n) ".. 
' g l ' (n)  
with a~ # O. 
We set fdn) = (¢.,gi(n)) ieN*,  ne~.  
Ki (n ~co  ) (8) 
log(n) 
(9) 
The sequences " (n), tgk, i ,, (f~,"~). ke ~*, i> k, are defined by (3) and (7), and Proposit ion 2.3 is 
always true. In order that Propositions 3.2 and 3.4 be still true in the case where the sequences 
(grin)),, i ~> 1 satisfy properties (C), it is sufficient o prove that: 
re(n+ 1)/,e(n) 
lim Wk- 1, i/~k- 1, iJ -- 1 = Aik finite, A~k # 1. Vk >~ l, Vi > k ~ ~ 1 
n--*oo ~Jk- 1,k/Jk- 1,k) 
Although we have definedJ~(n) = (¢ . ,  gi(n)> instead ofJ~(n) = (y,  gi(n)) in [6-1, we have still the 
following result. 
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Proposition 3.10 (Matos 1-6]). Let  (gi(n) )., i e N *, be a fami ly  of  sequences satisfying (C) and (J~(n))., 
i e N *, be defined by (9) with property (8) satisfied. Then, we obtain: 
gk i  
1 = Ui(n)(1 + Vki(n)), Vki " " -  (n--* oo ). 
log(n) 
[] 
Vk>~0 Vi > k 
j~(n+ 1) 
, i  
f k n ) ,i 
Proof. See [-6, p. 259]. 
We obtain then: 
i £(n+ l)/f(n) 
• . Wk-  l , i / Jk -  1,iJ -- 1 Ui(n) 
l lm t f (n+l ) / f (n )  ~ ----- lim 
n~ooI ,  J k - l , k / j k - l , k ]  1 n-.® ~k(n) 
- -  O~ik =)& 1 Vi > k. (10) 
Proposit ion 3.3 is not valid, but we have the following proposition. 
Proposition 3.11. 
¢(n) 
lim ~k, i+ i _ 0 uniformly in i. Vk~>O, Vi>k, . - .~  fkt,., 
Proof. From Proposit ion 3.2, we have: 
lim Jk ,  i + l  __  lim - -  . - -  
.- oo ,, g ,+,  /2,  / 
= OCk, i+ 1" lim g~qt ~(n). ...... 1 
.-. o~ g]'(n) Otk, i
= 0 uniformly in i 
since ~k,~ :~ 0 from Proposit ion 3.2. [] 
According to Proposit ion 3.11 and (10), Proposition 3.5 is still true in the case where the 
sequences (gi(n))., i e N*, satisfy properties (C). Because the proof of Theorem 3.8 is based on 
Proposit ion 3.5, we get immediately the following results. 
Theorem 3.12. I f  s. - s = Y~i >~ laigi(n) where the sequences (gi(n)). satisfy properties (C) and if the 
sequence (dp.) satisfies property (D), then Vk >>- 1 
(n) 
li ll r'-_ ll IIEr!l - s l l -  0. 
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Corollary 3.13. I f  s, - s = al gl  (n) + ... + akgk(n) where the sequences (gi(n) ), satisfy properties (C) 
and if  the sequence (dp.) satisfies property (D), then Vi <<, k - 1 
II El") - sll 
l im 1]~._)] - s i [ -  0. 
t l  --~ O0 
Using the algorithm (3), instead of the E-algorithm, on the examples given in [6], we encounter 
no differences in the precision of the results. In the following section, we shall see that the numerical 
stability of algorithm (3) is better than that of the vector E-algorithm. 
4. Numerical  stability 
We know that the vector E-algorithm is a particular case of algorithm (3) which corresponds to 
~b, = y, Vn. They can both be used to accelerate the convergence of vector sequences. However, 
their numerical stability can be quite different. 
_(n + 1 ) g(k n) We remark that, in the vector E-algorithm, if ~]k-1,k  and 1,k are very close or equal, an 
instability or a singularity arises. On the other hand, in algorithm (3), we can choose the sequence 
~(n + 1) \ g(kn_) (~b.) in order that the term (q~. + 1, ~k-1,k/ - -  (¢n, 1, k)  is not small or zero, which avoids the 
problem indicated above. Let us give an example: 
If s. -- gl(n) + Y~5= 2i 'g i (n)  with 
g,(O)= , g , (1 )= , g1(2)= , g , (3 )= 2 , g , (4 )= , gx(5)= 
and gl(n)  = ½"gl(n - 6), n = 6,7,... 
{" 0.7"'] / /0 .1" ' ]  { 0.08n '] { 0.06"'] 
g2(n) = \0.7"/9}' g3(n) = \0.1"/9J' g4(n) = k,O.O8"/9J' gs(n) = \0.06"/9J" 
For this example, in Wimp's vector sequence transformation (2) with k = 5, we should have: 
We obtain for different values of x: 
x 10 -2 10 -3 I0 - s  10 -7 4~. 
(0561012  (012109  (074106  (0,510,  (:) 
-- 0 .55 .10-12  ] - 0 .11 .10-9  ] - -0 .73 .10-6]  - -0 .15 .10-1 ' ]  (0 010,   (01 10,   (04110,,) (0 910,   (:) 
0.18.10_15' ]  0 .31.10_15' ]  0.63.10_15 0.13.10_15,]  0.2" 
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We see that, for the different values of x, if ~b, = 0•2"(1, 1) T, E~ °) is almost equal to zero. On the 
contrary, if ~b. = (1, 1) T Vn (i.e. for the vector E-algorithm) E~ °) suffers from numerical instability• 
Another method for avoiding this problem is to compute directly the quantities ~,,+k~'~") from 
E~ ) (k >t 1) without calculating the intermediate columns. Such a role can be used for avoiding 
a division by zero, thus furnishing a singular rule. Let us first give the following theorem. 
Theorem 4.1. Vk t> 1 
E~ ) 
<(~n, E(mn)> 
E .l ra+k 
0 _(n) ,,(n) 
Yra. ra+ 1 "'" ~m, ra+k 
1 (dp., -~") 
1 <(~n+k, _(n+k) . (n+k)  N Ym, m+l > "'" <$.+k,~m,m+kl 
1 (~b., "(") \ " "  (") ~S m, ,,, + l l "'" +, q~ , , g ,, , ,, + k > 
/,-h ~(n+k) / t  (n+k) 
1 ",V',+k, Vm,,,+l> "'" (,q~.+k, gm, m+k) 
(11) 
_(n) and a similar expression for ~4ra+k.i~(n) by replacing E~ ), (q~., E~ )>, . . .  , <~)n+k, E~ +k)> by y,..i, 
<x (P/+tn, _(n) x _(n+k) >. • " ,  Ym, i 
Proof. Let /~k t") be the quantity obtained by, using the algorithm (3) with the initializations: 
~(o ") E~) and g~!i = -~") = Ym. m+ i, m fixed• Then,/~") is given by the determinantal expression of the 
theorem• But in algorithm (3), each step is obtained from the preceding one. Hence,/~. l  is the 
(m + k)th step with the usual initializations. Thus we have ~") = ~m+k.~'~") The proof is the same for 
g(n) 
m +k,i" [ ]  
Remark. If m = 0, we obtain Wimp's vector sequence transformation (2). 
If k = I, we obtain algorithm (3). 
If ~b. = y Vn, we obtain particular ules for the vector E-algorithm. 
Using Magnus' identity [5], the calculation of Etk")+. can be carried out by resolving a system of 
k + 1 linear equations. 
Now, let us see again the preceding example• Using the rule given in Theorem 4.1, we obtain: 
x 10 -2 10 -s 10 -5 10 -7 $. 
E(s°' (0"89"10-1s'~ (0'25"10-13"~ (0'12"10-'3"~ (0"98'10-14"~ (11) 
0.22 10-15J 0.20"10-t'J 0.13 10-t+J 0.89'10-15,] 
E~o, ( -- 0"99" 10- t3'~ -- 0.63.10- x3"~ • 10-'3"~ ( -  0.16.10-i3"~ 0.2,(11) 09810,   (0 4 --0.37 10-13] \--0.12"10-13,] 
Now, we see that Vx and V~b., E(s °) is almost equal to zero• 
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5. Second Wimp’s vector sequence transformation 
In Wimp’s vector sequence transformation (2), EL@,) is calculated from s,, . . . , s,+~; &, . . . , c#I,,+~ 
and gi(n), . . . , gi(Tl + k), i = 1, . . . , k. If we replace the first row elements of the numerator in (2) 
s,, 0, $71(n), -** > gk(n) by so+,‘, 0, gl(n + k), . . . ,gk(n + k), respectively, we obtain the second Wimp 
vector sequence transformation which is given by: 
S n+k 0 gI(n + k) ... Sk@ + 4 
(4”,%> 1 <4m s1w> ... (61, gkb)> 
Ek(Sn) = 
n+k, %+k) 1 (h+k, gl(n + 4) *” (&+k, gkb + 4) 1 
1 <4n, sr(n)> ... <& gkb) > 
I 
(12) 
1 (4 n+k, gin + k)) *** (hz+k, gkb + 4) 
It is evident that (2) and (12) are not independent. We have the following property. 
Property 5.1. Vn 2 0, vk 2 0 (6.7 Ek(s,)) = (- l)k(h+k, gk(%)) = Ek(<d’n, Sn)), where Ek 
((G, s,)) is the scalar E-transformation applied to the sequence (Q, s,). 
Proof. It is trivial from (2) and (12). 0 
A recursive algorithm for the second Wimp vector sequence transformation &(s,) is as follows: 
Et’=s n n=O 1 3 ) . . . 
Gt,‘i = gi(n) i = 1,2, . . . and n = 0, 1, . . . 
Fork=1,2 ,... andn=O,l,... (13) 
Theorem 5.2. 
Et’ = &(s,), k, n = 0, 1, . . . . 
Proof. As in Theorem 2.2, we shall prove simultaneously that ig)i satisfies (12) where the first 
column of the numerator is replaced by gi(n + k), (b,, gi(n)), . . . , (&+k, gi(n + k)). We set: 
C. F ano /Journal of Computational nd Applied Mathematics 57 (1995) 425-447 443 
where N~") can be rewritten as: 
Sn+k 
<#)n+ l ,  S.+ l > 
~") = ( - 1) k • 
<~.+~, s.+~> 
<~. ,s .> 
0 el(n + k) ... Ok(n + k) 
1 <q~.+l, 91(n + 1)> "-- <¢,+x,gk(n+l )> 
1 <qbn+k, g1(n+k)> ... <~n+k, gk(n+k)> 
1 (~b., gl(n)> " ' "  <~bn, 9k(n)> 
From the generalization of the Sylvester determinantal identity, we have: 
( -  1)kNi "). D~_+~ ) = ~+11) . ( - -  1)kD~ ") _ (-- 1)kN~+ll)k" (-- 1)kAi "), 
t~(n + 1) D(n) where Ai ") is defined by (4)• Dividing by ~k-1 '-'k , we obtain: 
~(n) ]~in_+l' ) ~'~(n +1) A(n) 
__ l'~ k -1,  k 1.~k .'lk 
Di n) D~+I 1, D~+I 1, ( - - . ,  Din,. 
It suffices to prove that: 
Ai ") (~bn+k, E~-+:) > -- (~.+k-  1, /~-), > 
D(., = (-- 1)k 7.(,+ 1) 0in)_ 
<~t)n+k,~k-l ,k> -- <~t)n+k-1, 1,k>" 
But, as in the proof of Theorem 2.2, we have from Lemma 2.1: 
<~b,,+ 1,91(n + 1)) 
Ai m . 
<~b.+k-l,91(n + k - 1)> 
<~. ,s .> 
<(]}n+k- l ,  Sn+k- l > 
" ' "  <~n+l, Ok-l(n. + 1)>1) >
• "" <qb.+k- l ,gk-X(n  + k -- 
<~b., 91(n)> 
<~.+k-1,  91(n + k -- 1)> 
• "" <¢. ,  o~- ,  (n)> 
• .. (dp .+k-~,Ok-~(n+k- -1 ) )  
• <O.+l ,s .+,> 
-- D~)I 
<~)n+k, Sn+k> 
= (-- 1) k+3 
<4~.+k-1, s.+k-l> 0 
<~., s,> 1 
. ° 
<d?.+k- l ,S .+k- l )  1 
(¢ .+ l ,g l (n  + 1)> -.- 
<~b.+k, ol (n  + k)> -.. 
<~b.+k-x,ol(n + k -  1)> 
<~. ,g l (n )> 
<~n+k- l ,01(n  + k -- 1)> 
(~b.+l, 9k- l(n + 1)> 
<¢.+k, Ok- x(n + k)> 
• D~__+x ~) 
• " (d~.+k- l ,gk -x (n+k- -1 )> 
• .. <4~,, g~-~(n)> 
• .. <dPn+k_ l ,gk_x(n+k- -1 )> 
• D~+I  1) 
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D~ )_ 1) k+3 
- -  1" ( - -  
(q~.+k,S.+k) 0 (~b.+k, g l (n+k)> ... (~b.+k, gk-x(n+k)> 
(q~.+I,S.+I) 1 (q~.+l ,g l (n+l ) )  "" (qb .+x,gk - l (n+a) )  
<q~.+k,S.+k> 0 <q~.+k, g l (n+k)> .-- (¢.+k, gk - l (n+k)> 
_--(_ 1)k+ 3(<~n+k_ 1, R~_) 1 >. D(kn_+l 1)_ D~)_ 1.\ttln+k,,t,~k_ 1 / . ~ k  ~'~(n+1)>) 
= (-- 1)k(D~)-1" D~-+Xl)'<dPn+k, g~+11}> -- <~n+k- 1, g~)-i >" D~ )- 1" D~+lX)) •
On the other hand, applying the generalization of the Sylvester identity, we have: 
(14) 
<(~n+l, gl(n + 1)> 
D~.). 
<q~.+k-l,gl(n + k -  1)> 
• "" (¢ .+ l ,gk - l (n+l ) )  
"'" (~b.+k-l ,gk- l(n + k-  1)> 
- D~ • - -  1 
<q5.+1, gx(n + 1)> 
<q~.+k, g l (n  + k)> 
• " (q~.+l,gk(n. +1)> 
"'" <q~.+k, gk(n + k)> 
<~t~n, O1(n) > 
<(~n+k- 1, g, (n  + k - 1)> 
• "" <q~., gk(n) > . D~ -+ • 1) 1 
• "" (~P .+k- l ,gk (n+k- -1 )> 
= (-- 1)k+'(-- 1)k-lfD~)_ 1"
<~b.+k, gk(n + k)> 0 <q~.+k, gl(n + k)> 
<~b.+x,gk(n + 1)> 1 <q~n+l,gl(n -4-1)> 
<~b.+k, gk(n + k)> 0 <~b.+k, gl(n + k)> 
• "" (gb.+k, gk-l(n + k)> 
• "" <~b.+x,gk-l(n + 1)> 
• " (~.+k, gk-l(n +k)> 
<dp.+k-~,gk(n + k - -  1)> 0 <~b.+k-,,ff~(n + k- -  1)> .-- 
<gb., gk(n) > 1 <~b., gl (n)> .-" 
• . , 
<~bn+k-x,gk(n + k -- 1)> 1 <~b.+k-1, gl(n + k -- 1)> -.. 
< ~., o~- ~ (n) > 
(~b., gk- 1 (n) > 
(4~.+k-l,gk-a(n + k -- 1)> 
~"~(n + 1)  x = D~)-I" (q~,+k,-t,k-l.kf -- <~)n+k-1, N~)1.k> "Dr +l) 
_ D~) .D~+l).<dA,+k, =t.+x).  y~-1,~2 <,/,.+~-,, ~r~-,,~ >• Dr-~ 1" DN g~ - -  1 
• D(kn+ll } t
(15) 
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Dividing (14) by (15), we obtain: 
- 
A(k ") (~b.+k, E(k"-+,l'~> -- (~.+k-, ,  i )  
Dk ~ -- ( - 1) k .~,. +1) ,, ~)  
(~)n+k,~lk - l , k /  --  ( (~n+k-1,  1,k~ 
which ends the proof. [] 
Remark. If ¢.+i =Y, i=  0,1, . , . ,k ,  the preceding algorithm (13) becomes the second vector 
E-algorithm. If the dimension p equals 1, we obtain the scalar E-algorithm. 
The second vector sequence transformation possesses properties analogous to those of the first 
one. We first have the following proposition. 
Proposition 5.3. Vk >/0 7(.) -(.) Jk, i = (~).+k,  gk, i )  Vi >~ k + 1, k/n~t~ where fk(~ ) is defined by: 
97o(,"I = (q~., gi(n) ~ Vi ~ 1 
7(n+ 1) 7(n) 
~(. )  ~(n+ 1) J k - l , i  - - J k - l , i '~( .+ l )  Jk, i = jk_ l , i  -- ~ ~----~'~Jk-l,k Vk~>l, Vi > k. (16) 
J k -  l ,k - - J k -  l ,k 
Proof (by induction). Let k = 0. Then, by definition, we have970(,"l = (q~,, g,(n))  = (~b,, ~) , ) ,  for all 
i ~> 1. Assuming that the property is truc up to the index k - 1, then: 
7(" + i) 7(n) 
7(n) - -7  ("+1) Jk-l,i --Jk-l,iT(n+l) 
jk, i -~k- l , i  - ~ ~ j k - ~ , k  
J k -  l ,k - - J k -  l ,k 
.~(n+ I) \ - -  ( (~n+k,  "7'(n+ I) \ - -  / "  ~(n) ~tk- l , i /  ~q)n+k- l ,gk - l , i )  . .  ~(n+l) N 
= (~)n+k,~lk - l , i /  /..k Z, (n+l)  \ .~(") \ (xq)n+k 'gk - l ' k /  
\ l l l .+k ,~k- l , k /  (~)n+k- l ,~k- l , k /  
z,(n + 1) \ 
= ~n+k, Uk-l,i (~n+k, Uk-l,k/'~("+l) N (~.+k-l,~k-l,k/~'(") \ ~Ik-l,k/ 
~(.) 
= (~)n+k, gk, i~" [] 
Remark. Although -(") and "(") Vk, i ~k,iare defined differently, we find that fk('~ ) and fk(,~/) are identical. 
According to this remark, all the properties and all the results of the first vector sequence 
transformation arc still valid for the second. It should be noted that, for the first transformation, in 
the proof of Proposit ion 3.4 [6, p. 249], the use of 
d-,,,(n) I g~(n) <~ Ci, j ,k-1 
must be replaced by 
]~_~,~(n + 1) 
g~-~(n) <~ ~i, j, k-  1. 
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In fact 
lira g~'(n + 1) 
. - ,=  gJ'(n) - bi, 
thus we have: 
9~-"g~'(n)'(n +1) O~-l,,(n +l)  l]_), ,Igi'(n +1) = ~ ;  " d,(n ) <~ Ci, j ,k - l ' lb i l -~ Ci.j,k-1. 
The problem of numerical instability for the second sequence transformation can be treated as 
for the first one. For the singular rule, we have the following theorem. 
Theorem 5.4. Vk >1 1 
<q,., 
~,(n + k) z(n + k) 
0 ~tm, m+t  "'" Ym, m+k 
1 <~b., r,(") ~/m,m+ 1> "'" <(~)n, "7'(n) ~tm, m+k> 
~.(n+k) N / .h  y,(n+k) x 
~(n) <~)n+k,g~+k)> 1 <~)n+k,~ra,  ra+l /  "'" \~t ln+k,~ra,  ra+k/  
~m,m+l> "'" <¢)n, gm, m+k> 
1 (dP.+k. ~(n+k) g(n+k) N 
Yra, m+ l "'" <~)n+k, ~m, ra+k / 
~ ~(n + k) and a similar expresston for 7,(.) by replacing g~+k), <~b.,/~)>, <dp.+k,E~+k)> by Ym, i , ~tra + k, i . . . ,  
(~b.. =(") \ " "  ~(. +k). 
~]ra, i, 2 . . . .  , ~(Pn+k,  gm, i ) .  
(17) 
Taking again the preceding example, we obtain: 
Algorithm (13) 
x 10 -2 10 -3 10 -5 10 -7 ~b. 
/~t5o ) (  -0'41"10-12 ) ( -- 0.84" 10-1°'~ 
0.10" 10-14 -- 0.21" 10-12'} 
/~tso) (0.37"10-15) ( 0.65"10-15" ~ 
0.13" 10-16 0.21" 10-16'} 
( 0"63" 10-6"~ ( -- 0.65.10-2'~ 
0.16'10-8'} \ -  0.17" 10-4'} (11) 
( lO,,  C,) 
-0 .15  10 -16 _ 0.30.10_ x7'} 0.2" 
Particular ule (Theorem 5.4) 
x 10 -z 10 -3 10 -5 10 -v q~. 
(014,0,,)(02,10,3  (0,4,0,3  (09010,,  (:) 
0.13" 10-15 0.73" 10-15} 0.35" 10-15'} 0.55" 10- is'} 
/~tso, ( 0.30"10-12'~0.54.10_13'} ( - 0"19"10-12'}0"38" 10- lC~ (0.23_ 0.12' 10-11"~ (0"27" -1 r 1 -12 '}  \--0.10"10-12'} 0"2"(11) 
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