again, the domain of applicability for our results is much more limited. Among other things, we rely on special properties of sigmoid-shaped activation functions. Also, we treat only the case of one hidden layer and one output node. In contrast, Haussler's results are valid for almost any kind of activation functions and node types, and for any number of layers.
The present work is also related to other recent developments in complexity based learning theory of real valued functions. In particular, slightly weaker and/or different versions of the bounds obtained in Lemmas 1, 2, and 3 follow from results in Goldberg and Jerrum (1993) , Maass (1993) , Karpinski and Macintyre (1995) , and . Related material can also be found in Alon et al. (1993) , Barron (1993) , Bartlett et al. (1994) , Bartlett and Long (1995) , , Gurvits and Koiran (1995) , and Lee et al. (1995) .
On notation: The set of real numbers is denoted R. If h is a set, then card(h) means the cardinality of h, and p(h) is the power set of h. The If a and p are events in some probability model with probability measure P, we write the conditional probability of p given (Y as P ( P I a ) . Thus P(/3 I a ) = P(a n /~) / P ( ( Y ) .
Concerning the organization of the article, I have chosen to treat learning with and without noise as two different cases, starting with the noiseless case. The paper is self-contained with respect to definitions and formalism. All the proofs given are "local," i.e., they can be skipped without losing the thread of the paper.
VC Dimension and Related Concepts
Let h be an arbitrary set, let rn 2 1 be an integer, and let s = (s1, . . . , s,,,) be an arbitrary ordered sequence of rn objects. We define s n h = {i 11 5 i rn and s, E h } If H is a family of sets, we define s n H = {s n h I h E H}, and put AH(s) = card(snH). Note that s n H C 65({l,. . . . m}). If Let A be a set, and let F C Map(A. R). For eachf E F , let f' = { ( P . t ) E A x R I t >f(P)J Put Fi = u' If E F } . Note that F+ C p ( A x R). The quantities AF+(rn) and VCdim(F+) will play an important part in the following. It is easily seen that VCdim(F+) is equal to the so-called pseudo-dimension of F, as defined in Haussler (1992) . The result below is shown, among other places, in that paper.
Observation. Let 41:
Then for all m we have A,+(m) 5 A,+(m).
3 Sharp, Noiseless Learning By a noiseless learning situation (abbreviated "QL situation," Q for "quiet") we will mean a 9-tuple A = (X.P.Y.F.fo.S.m. A.v) where X is a set (called the input space) P is a probability measure on X Y is a set (called the output space) F 2 Map(X. Y) is a function class fo: X -+ Y is a function (called the targetftlnction) S is a set m 2 1 is an integer A: X"' x S -+ F is a map (called the learning algorithm) v is a probability measure on X"' x S such that the marginal of N on X"' is Pn'
We will usually write A(x, c) as A:, for each x E X"' and CJ E S. By a criterion map (or simply a criterion) for the QL situation (X. P, Y. F.fo> S. m. A. u ) will be meant a map
For eachf E Map(X. Y), the set O c f ) C X will be interpreted as the region of the input space where f "behaves well" relative to the target fo. We assume in the following that all combinations of criterion maps with QL situations considered are such that the standard measurability condition assumed in connection with Vapnik's theorem (Theorem 1 below) is satified. This is a mild condition that one need not worry about in practice. Consult Pollard (1984) .
Given 
In the context of the formalism we will develop in Section 10, it is natural to refer to the error measures defined above as "sharp." Hence we may refer to learning with respect to criterions 19 as defined in this section as "sharp" learning. We will use the following version of Vapnik's theorem.
Then lrz other uwds,
The proof The above version of the theorem is shown in Hole (1995) . follows the original one given in Vapnik (1982) closely. The first statement of the theorem gives an improvement on the bound given in Anthony and Shawe-Taylor (1993) by a factor of two, and on the bound given in Vapnik (1982) by a factor of four. It may be remarked that if the additional assumption is made that Fm is an integer, then the bound of Theorem 1 can (Hole 1995) be improved by an additional factor of two.
Interpretation
In this section I will discuss how the formalism of the preceding section can be interpreted in terms of neural networks. Let A = ( X , P. Y, F.fo, S, m.
A. u ) be a QL situation. Then X and Y can be taken as the input space and output space of a network architecture, respectively. The class F C M a p ( X . Y) can be viewed as the set of functions defined by the architecture (by varying weights and thresholds). The target fo: X + Y is the (possibly unknown) function we want the network to learn. It is not necessary that fo E F. The elements of x E X"' are training sequences of length m. The learning algorithm X associates a function in F to each element (x.g), where x E X"' is a training sequence and ~7 E S. The set S is included to model cases where the learning process used is not deterministic. In the deterministic case, we can take S = (0). Then the probability measure v on X"' x S reduces to the product measure Pf" of
Now let us consider criterion maps 0. As hinted in the previous section, for each f E M u p ( X , Y) the set H ( f ) will be interpreted as the set of p E X such thatf(p) is "acceptable" when compared tofo(p). If Y = {-l.l} (the boolean case) the obvious choice for 0 is the map Bb given by Qn:
Given 8, the quantity E ( f , 8, x) naturally plays the role as the (mean) error off on the sequence x of m points in X , and E ( f , 0) represents the global (mean) error off. The quantity n A ( t , 0) is the probability that the learned function X(x. g ) has error less than or equal to t on the training sequence x when ( x ,~) is drawn at random according to v. Since the marginal of v on X" is assumed to be P", taking a random draw according to I/ can be interpreted as taking a random draw of x E X"' according to P"' and giving x as input to the (possibly stochastic) learning process. So whether or not the learning process is stochastic, we may conclude that the quantity f ? A ( t , 8) is the probability that the function resulting from the learning process has error 5 t on the training set, when the training set x E X" is drawn at random according to X'".
Note that we are considering noiseless learning here; we assume that we have access to the function values fo(x,) for all elements XI,. . . . x, , in the training sequence. On the other hand, function values of fo on training sequences are the only information aboutf" we need. The second statement in Theorem 1 now says the following:
Suppose that you choose a training sequence x E X"' at random according to P"', give it as input to the learning process, and observe that the resulting learned function fr has error less than or equal to Y E on the training sequence x, i. e., EV;. 0. x) 5 yf. Then the probability (with respect to choice of x) that EV;. 0) > c is less than If 8 is the boolean criterion 01, defined above and F is the function class implemented by a feedforward neural network architecture with linear threshold units, the quantity AOcr,(2m) appearing in Theorem 1 can be estimated as in Baum and Haussler (1989) . We will see in the following sections how bounds on As,(F)(m) can be obtained. However, to apply Theorem 1 we also need an estimate of the probability ~A ( Y E . 0) of "success" on the training set. In some practical cases, it will be possible to estimate this in advance by trying out a number of training sets x and observing for how many of them we get training error 5 yf. In other cases, one may be able to prove (or feel reasonably sure) that the probability is close to one, or at least not smaller than 1/2.
In the following sections we will derive several results having essentially the same form as Theorem 1. The above remarks on interpretation are relevant for these results as well.
Reduction to the VC Dimension of F+
To obtain generalization bounds valid for the 0, criterions defined in the previous section, we need the following lemma. Note that the lemma implies the inequality VCdim [O,(F)] 
2VCdim(F+). It is easily seen that
VCdim [O,(F) ] is equal to the so-called band dimension of F as defined in . Translating, that paper gives an upper bound on Proof. Define the maps 81.82: F -+ p(X) by
VCdim[O,(F)] in terms of
Then 0,Cf) = 01u) n 02cf) for eachf E F, and therefore for each
To complete the proof, it is now sufficient to show that Ao,(F)(m) 5 AF+ ( m ) for j = 1,2. We will first show that A,,,F,(~) 5 A F + (~) .
Let x E X"' be fixed, and choose a finite set < C F such that A,,(,
Define the injection 4: X"' + (X x R)"' by 4 (~)~ = ( x , , f~( x , )
For eachf E ( and 1 5 I 5 m, we then have
Since x E X"' was arbitrary, it follows immediately that A,,,F)(m) 5
The proof that AV2(,)(m) 5 A,+(m) is similar. Let x E XI" be fixed, and
Then for eachf E < and
The rest is similar to the To use Lemma 2, we need bounds of A,+(m). The simplest case is when F is a vector space of dimension d . Then VCdzm(F+) = d, as is essentially shown in Cover (1965) . A proof is also given in Haussler (1992) .
case of A,,,,,(m). Maass (1993) gives bounds quite similar to Lemma 3, which are valid for more than one hidden layer as well.
VCh-Dimension
Note that the method used to prove Lemma 2 in Appendix A depends strongly on the properties of the particular "sigmoid" activation function k(t) = erf(t) considered. There exist other sigmoid-looking functions for which the bound of the lemma is utterly false. In Sontag (1992) , there is even constructed an analytic, sigmoid-shaped, strictly increasing function
where w E R is the only parameter, satisfies VCdim(F+) = co. Examples of this type indicate that in order to obtain VC generalization bounds valid for real valued networks using (say) general "sigmoid-shaped" activation functions, we must change our setup somewhat. To this end, we will now define a more "rigid" version of the VC dimension concept for function classes. The quantity VCsdim(F+) bears some relations to the so-called fatshattering function fatF(b) considered in Bartlett et al. (1994) , Bartlett and Long (1995) , and some of the references therein. The definition of fat,(h) is as follows. Let us say that x E X"' is &shattered by F if there exists r E R"' such that for each b E (0, l}'", there is anf E F with the following 
Then
In other words, Proof. Choose H such that H is h-dense in F and A H + ( 2 r n ) = At+(2m).
For givenf E F , choosey E H such that If'(p) -f(p)I 5 6 for all p E X . Then for all p E X we have 
Third Example
To estimate A;+ ( m ) for a given function class F , a natural strategy is to find a class H such that (1) H is &dense in F, and ( 2 ) we are able to bound AH+ (m). In this section, we will estimate A;+ (m) in the case where F is the function class defined by a quite general network architecture with one hidden layer, using a class covered by Lemma 3 as H.
Let F be defined as in Section 7, except that now (1) we allow the activation functions h, in the hidden nodes to be arbitrary functions, ( 2 ) we assume that there is a real constant M such that 11 C I W Z I I I M
1=1
for all f E F , and (3) we assume that the activation function 6, of the output node satisfies the Lipschitz bound I6,(tl) -6,(f2)1 5 It1 -f21 for all tl. f 2 E R. Note that as in Section 7, the total number W of parameters in F is given by W = nk + 2n + 1. Combined with Theorem 2, the following lemma yields a generalization bound valid for the class F . In this section I will describe how the preceding results can be adapted to situations where a fixed, noiseless target functionfo is not given, or where one works with a "nonsharp" learning criterion which cannot be expressed in terms of a map 0 of the type we have been considering.
By a noisy learning situation (NL situation) we will mean an 8-tuple
where X is a set (called the input space)
Y c R is a set (called the output space)
P is a probability measure on X x Y
F c M a p ( X . Y) is a function class
S is a set m 2 1 is an integer
x S + F is a map (called the learning algorithm) v is a probability measure on (X x Y)'" x S such that the marginal
We use the letter Z to denote the product X x Y, and we denote the image A(Z"' x S) by FA. Note that FA G F. As before, we write A ( z , a ) as A; .
A map L: R x R + [O, m) will be called a lossfunction provided there is an increasing map pL: 
O ,~( t . L ) = I / { E ( X I . L . Z ) 5 t }
The main difference between a QL situation and an NL situation is that in the latter case the probability distribution P is defined on X x Y instead of on X only. We do not have access to any particular target function fo, and instead we are trying to learn an input-output relatiori on X x Y. Thus the probability distribution P itself plays the role as "target" in an NL situation. The "sharp" loss function L, defined by
where i; > 0 is fixed, corresponds to the 0, learning criterion considered in the previous sections. The only difference between the previous setup and the present one is that now the model is designed to treat noisy situations. However, our main result goes through exactly as before: 
for all (x;y) E (X x Y)". To show that A,,,F,(wz) 5 A,+(m), let (x;y) E (X x Y)" be fixed, and choose a finite set < E F such that &,(,)(x;y) = 
We say that a loss function L is c-Lipschitz if there is a c E R such that
If the map p L is continuous and strictly increasing, then we call L continuous and strictly increasing (abbreviated CASI) as well. where f + Y~ and f -yT denote the functions obtained from f by adding the constants yT and -y7, respectively. Observe that z n f:
be an NL situation. For each P-measurable function 4 on Z = X x R, we may consider the L' and L2 norms of (?; given by (allowing the possibility that these might be +m). If L is a loss function and f E F, let L,:
Note that by Jensen's inequality, rc 2 1. Let d 2 0. A map q:
-f ( p ) I 5 i~ for allf E F and p E X , and (2) there is a topology 7 on a class S C Map(X. R) such that t)(F,!,) C S, S is compact, and the real valued functional is continuous on S, then 10.1 holds trivially. We will consider a situation of this kind in the next section.
Concerning explicit estimates of 7q,(FX), assume that we have a map
For example, if
The random variable Xf(p. t) = t -$(f)(p) is normally distributed with zero mean under P on X x R for allf E FA (10.2) then easy calculations show that for the loss functions L(a. b ) = (u-b)2 and L(a. b ) = (a -bl, we have T~, ( F~) = fi and 7$(rA) = @, respectively. The condition 10.2 may often be a good approximation in practice. Note that 10.2 speaks only about functions f E FA, i.e., about functions f E Factually chosen by our learning algorithm X as a result of a "training process." To assume the condition in 10.2 for all f E F would be very unreasonable. Similar bounds on T + ( F~) assuming other common distributions for Xf(p. t) (normal with nonzero mean, uniform, Laplacian) can be found in Vapnik (1982) . In all these cases the bounds [which are valid for L(a. b) = (a-b)*] are smaller than 5/2, independently of the parameters of the distribution. Comments on these matters may also be found in Vapnik and Bottou (1993) .
Fourth Example
Consider an NL situation A = (X, Y , P, F, S. rn, A, u ) where Z = X x Y = Rk x R, and where we assume that P is defined by a continuous, nonnegative function p(p, t ) from Z to R with compact support. Then for all P-measurable functions 05 we have .\me Hole where dpdt denotes ordinary Lebesgue integration. Let F C Mnp(Rk. R) be defined as in Section 7 , except for the following: (1) the activation functions h, of the hidden nodes are allowed to be arbitrary functions, (2) the activation function o of the output node is the identity, and (3) as parameter space we take a coinpact subset PV of R""2"". Then then the bound in the first statement of the corollary is less than e~~( ' + ' )~. As a particular example, we may take the popular activation function k defined by k ( t ) = -1 for t < -1, h ( t ) = t for t E [-1.11, and h ( t ) = 1 for t > 1. In this case s = 2. Case 2: k is the truncated sigmoid given by h ( t ) = tanh(-a) for t < a, k ( t ) = tanht for t E [-a,a] . and k ( t ) = tanha for t > a, where a > 0 is fixed. To simplify some estimates, assume E 5 M/2. Choose 6 = ~/ 8 . Let tl. t2 E R with t2 > tl, and let <: R -+ R be the linear function passing through the two points p, = (t,,tanht,) for i = 1.2. Assume that the length of the straight line segment of < between pl and p2 is less than or equal to 3@. It is easy to check that the graph of tanht (considered as a curve in R2) has curvature less than 112 for all t. Then by comparing to a circular arc of radius 2 (which has constant curvature 1/2) and remembering that d/dt(tanh t) 5 1 for all t, it follows that
Using line segments of this type, we can construct a piecewise linear g such that Jg(t) -k(t)J < S/M for all t. We take g continuous, place all the s knots of g on the graph of k, and put g ( t ) = tanha for t 2 a, g ( t ) = tanh(-a) for t 5 -a. The arc length along the graph of h from [-a . tanh(-a)] to (a. tanha) is clearly less than 2a + 2. So Case 3: h is the standard sigmoid given by h ( t ) = tanh t for all t. Again assume E 5 M/2, and choose b = ~/ 8 .
As before, we choose g constant on each side of an interval of the type (-a,a] . The only difference between this case and the previous one, is that now we need 1 -tanha = 6/M, i. e., a = ln(2M/S -1). Thus By the observation of Section 2, we may take q5 to be the identity. Let (x; y) E (X x R)"' be given. Let /j,1. . . . be the knots of h, for each i. For eachf E F, consider the sn associated half spaces Hf.lr in Rk consisting of those p E Rk satisfying . . . . ~~( i ,~~) } in R". More- over, this dichotomy uniquely determines (x;y) O f ' . Thus since m 2 W it follows from Cover's formula (Cover 1965 First assume 6 = 0. Then Ic, is the identity. Using Lemma 5 to replace the VC dimension bounds, it follows from the proof of Theorem 7.6 (last part) in Vapnik (1982) 
