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EVALUATING THE IMPACT OF HIERARCHICAL DEEP-WATER SLOPE CHANNEL 





Channelized deep-water reservoirs inherently contain sub-seismic scale heterogeneity, 
resulting in uncertainty when evaluating reservoir connectivity and flow patterns. Stratigraphic 
architectural features, including stacked channel elements, channel element fill, mass transport 
deposits (MTDs), and channel base drapes, can have a complex and significant impact on fluid 
flow pathways. While this detailed stratigraphic architecture can be difficult to capture at the 
development scale, it can be effectively modeled at the sector scale using high-resolution outcrop 
data. The characterization of flow behaviors and reservoir performance at this finer scale can then 
be used in the construction of lower-resolution development-scale simulations. This study uses a 
three-part sensitivity analysis to test how fluid flow behavior responds to channel element stacking 
patterns, net to gross ratio, channel base drape coverage, and MTD properties. First, simplified 
models are used to isolate key flow behaviors. Then, field data is incorporated from the seismic-
scale Laguna Figueroa outcrop of the Cretaceous Tres Pasos Formation, Magallanes Basin, Chile 
to construct a deterministic outcrop model that incorporates realistic stacking patterns and 
architectural features, including MTDs. Finally, stochastic object-based methods are used to try to 
replicate the flow characteristics of the outcrop model using established geostatistical methods and 
limited data input. Fluid flow was simulated using a constant flux aquifer at the base of the model 
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and three producing wells at the top, and the results of the three modeling methods were compared 
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CHAPTER 1: INTRODUCTION 
Channelized deep-water turbidite systems are widely distributed along continental margins 
and are often prolific hydrocarbon reservoirs (Posamentier and Kolla, 2003; Mayall et al., 2006; 
Deptuck et al., 2007; Labourdette and Bez, 2010; McHargue et al., 2010, 2011; Jackson et al., 
2019). These systems are architecturally and stratigraphically complex, with variable channel 
element fill (e.g., variable net-to-gross, grain-sizes and drape coverage; Figure 1A) and 
hierarchical arrangement (e.g., stacking patterns, presence or absence of mass transport deposits; 
Figure 1B) (Sprague et al., 2005; Mayall et al., 2006; Hubbard et al., 2014; Meirovitz et al., 2020). 
This complexity strongly influences reservoir connectivity and flow behavior, with architectural 
features such as channel element base drapes and mass transport deposits (MTDs) acting as flow 
baffles or barriers (Moscardelli et al., 2006; Stright, 2006; Alpak et al., 2011, 2013, 2014; Sun and 
Alves, 2020), and net to gross ratio (NTG) impacting inter-channel element facies juxtaposition 
(Jackson et al., 2019; Meirovitz et al. 2020). From exploration to development, this heterogeneity 
creates uncertainty in volume estimates and recovery predictions, which can increase exploration 
and production costs if not properly mitigated through detailed reservoir characterization and 
modeling (Abreu et al., 2003; Stewart et al.). 
Despite an increased focus on deep-water slope systems, however, reservoir 
characterization remains a challenge. High-resolution (65 Hz) 3D seismic surveys can be useful 
for constraining coarse-scale architectural features such as channel complex sets and even channel 
complexes (Labourdette, 2007), but finer-scale heterogeneity within and between channel 
elements (e.g., thin beds, shale drapes, inner levees) is sub-seismic scale (Labourdette et al., 2006). 
Well logs and core can be used to constrain the seismic interpretation with higher resolution data, 
but their use is limited by the number and spacing of wells, particularly in exploration plays 
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(Mayall et al., 2006). Incorporating a more comprehensive view of system architecture into 
geocellular models is critical for producing predictive flow simulations, as an unrealistically 
homogenous or stochastic model can create an artificially uniform sweep of the system, delaying 
water breakthrough times and overestimating production (Stewart et al., 2008, Meirovitz et al. 
2020). Therefore, a variety of modeling methods are often utilized at different resolutions to 
capture multiple levels of architecture (Deptuck et al., 2003, 2007; Mayall et al., 2006; Hovadik 
and Larue, 2007; Sylvester et al., 2010; McHargue et al., 2011; Jackson et al., 2019; Meirovitz et 
al., 2020). 
 
Figure 1. (A) Stylized cross section of a single channel element highlighting heterogeneous fill 
within a channel element. Axis, off-axis, and margin channel positions are shown, as well as 
channel base drapes in red. Modified from Vento, 2020. (B) Slope channel hierarchy highlighting 
architectural heterogeneity between channel elements. Modified from Daniels, 2019.  
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 Previous studies that model slope channel system architecture fall into three categories, 1) 
bed- to element(geobody)-scale models (or herein referred to as “simple” models) that test the 
impact of detailed outcrop-scale architecture on fluid flow, 2) full-scale deterministic outcrop 
models that reconstruct outcrops in three dimensions and test the impact of realistic, reservoir-
scale architecture on fluid flow, or 3) traditional and novel stochastic approaches. Meirovitz et al. 
(2020) used bed- to geobody-scale simulations to explore the influence of intra-channel element 
heterogeneity on fluid flow between channel elements. The study focused on flow between two 
simplified channel elements arranged in systematically varying stacking patterns and did not 
address larger-scale architectural features. Jackson et al. (2019) used larger-scale outcrop modeling 
tied to outcrop observations and measured data and a digital elevation map. The study focused on 
connectivity between channel elements controlled by high-resolution bed-scale heterogeneity, and 
the influence of channel element stacking pattern, net to gross ratio, and channel base drapes. 
However, the outcrop model was not hierarchically organized, did not include MTDs, and stopped 
short of full-model flow simulations.  
Various authors approach the issues of reservoir connectivity and the impacts of various 
architectural features using stochastic modeling methods. Hovadik and Larue (2006, 2008, and 
2011) utilized Boolean or object-based modeling methods to generate reservoirs for flow 
simulation, but focused on reservoir connectivity and waterflood performance, not generating 
realistic channel architecture. Multi-point geostatistics (MPS) were used by Caers and Zhang 
(2002) to build reservoir models from training images and by Stright (2006) to model channel base 
drapes, but these studies were more limited in focus, and were not attempting to capture large-
scale architecture. McHargue et al. (2010) and Sylvester et al. (2011) used event-based forward 
modeling to create realistic reservoir architectures, but while this process is able to reproduce 
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architecture from element to complex set scales, it is very dependent upon rules and boundary 
conditions. Alpak et al. (2011, 2013, and 2014) used geologically realistic surface-based models 
and extensive flow simulation to understand the impacts of a large number of stratigraphic and 
engineering parameters. While these simulation studies are comprehensive, they did not address 
system-scale architectural like MTDs or complex-level stacking patterns, nor did they address how 
to build predictive subsurface models from well data. While simple and deterministic modeling 
workflows provide the opportunity to evaluate realistic architecture on fluid flow, there is not a 
direct link to predictive subsurface models. Stochastic models are extensively used for subsurface 
prediction, but their ability to predict realistic flow behavior is difficult to evaluate. 
This study explores these three primary modeling approaches (simple, deterministic, and 
stochastic) to more tightly couple rocks, fluid flow, and modeling. The three-part analysis 
addresses the overarching question: do particular arrangements and proportions of hierarchical 
architectural elements (i.e., channel elements and their fill style, stacking patterns, and proportion 
and properties of MTDs) have distinct characteristic flow behaviors, and if so, can these 
characteristic flow behaviors be modeled with stochastic modeling algorithms? To answer this 
question, a three-part study was designed to systematically address three objectives: 1) construct 
and analyze simple models to isolate the flow characteristics of different stacking patterns and fill; 
2) construct a deterministic outcrop model containing MTDs, realistic stacking patterns and fill to 
evaluate characteristic flow behaviors in comparison to the simple models; and 3) assess the ability 
of stochastic reservoir modeling methods to capture these characteristic flow behaviors.  
 This study focuses on the Laguna Figueroa outcrop of the Cretaceous Tres Pasos Formation 
in Chilean Patagonia. The 2.5 km long, 200 m thick, oblique dip-oriented outcrop is comprised of 
two channel complex sets containing seven complexes and 20 individual channel elements. MTDs, 
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channel-base drapes, and inner levee thin-bed deposits are also observed (Macauley and Hubbard, 
2013; Pemberton et al., 2018; Southern et al., 2017; Jackson et al., 2019). The outcrop is well 
preserved and offers 3D exposure through various cuts and gullies, allowing detailed observation 
and interpretation of architecture from the bed scale to the complex set scale. Laguna Figueroa is 
also found to be analogous to many slope channel systems globally in terms of stratigraphy and 
depositional setting (Fildani et al. 2013; Macauley and Hubbard, 2013; Covault et al., 2016; 
Daniels et al., 2018), making it a prime candidate for this type of sensitivity analysis. The outcrop 
model was used as the basis for the stochastic modeling work, and was the inspiration for the 

















CHAPTER 2: GEOLOGIC BACKGROUND OF THE MAGALLANES BASIN 
2.1 Tectonic Setting 
The Magallanes Basin of Patagonian Chile is a retroarc foreland basin running parallel to 
the Andean fold-thrust belt (Romans et al., 2011; Pemberton et al., 2018; Jackson et al., 2019). 
Beginning in the Mid to Late Jurassic, the southern Andes underwent a regional extensional event 
associated with the breakup of Gondwana, causing crustal thinning and rift-related volcanism 
(Romans et al., 2010; Fosdick et al., 2011). This extension concluded in the Late Jurassic to Early 
Cretaceous with the formation of the Rocas Verdes backarc basin (Dalziel, 1981; Fildani et al., 
2003; Fosdick et al., 2011). As spreading rates in the southern Atlantic Ocean increased during the 
Early Cretaceous and subduction rates accelerated along the Pacific margin (Dalziel, 1986), the 
tectonic regime in the retroarc region of the Patagonian Andes transitioned from extensional to 
compressional, initiating the closure of the Rocas Verdes (Dalziel, 1982; Fosdick et al, 2011). 
These compressional forces resulted in an uplifted fold-thrust belt along the basin’s western 
margin, creating crustal loading and foreland subsidence of the Magallanes Basin (Romans et al., 
2010). This fold-thrust belt became the primary source of more than 4000 m of deep-water 
sedimentary fill into the basin over the next 20+ million years (Wilson, 1991; Romans et al., 2011). 
The stratigraphic fill in the Rocas Verdes and Magallanes Basins is detailed in Figure 2A, while a 





Figure 2. (A) Stratigraphic column of the Rocas Verdes and Magallanes Basin fill. Modified from 
Daniels et al., 2018 and Vento, 2020. (B) Geologic map of Última Esperanza District in southern 
Chile (modified from Romans et al., (2011); originally adapted from Wilson (1991) and Fosdick 
et al., (2011)), with inset image showing relative geographic location. Paleoflow direction is 
south/southeast along the axis of the basin. The Laguna Figueroa, marked with a star, is north of 







2.2 Basin Stratigraphy 
Tobifera and Zapata 
Stratigraphy within the Magallanes Basin reflects the changing tectonic regime of the 
Cretaceous and the evolution of the aforementioned fold-thrust belt (Romans et al., 2011). The 
closing of the Rocas Verdes Basin in the Early Cretaceous is marked in the stratigraphy by the 
Zapata Formation, a dark gray to black shale with rare thinly-bedded sands (Fildani and Hessler, 
2005). The Zapata lies conformably over the marine volcaniclastics of the Tobifera Formation and 
the Sarmiento Ophiolites, indicating a very deep, restricted basin with a water depth of at least 
2500 m (Fildani and Hessler, 2005; Romans et al., 2011).  
Punta Barrosa  
Transition from the Zapata Formation to the Punta Barrosa (~92-85 Ma) is related to the 
onset of Andean orogeny, and records the beginning of turbiditic sedimentation into the 
Magallanes Basin (Wilson 1991; Romans et al., 2011). The change is marked by an increased 
presence of thin to medium bedded sandstones and a decrease in thick mudstone packages, 
particularly in the upper sections (Romans et al., 2011). The Punta Barrosa is characterized by 
relatively thin sheets or fan-like lobate sand deposits that indicate a largely unconfined depositional 
setting. The system was likely confined to about a 100 km wide trough running parallel to the fold-
thrust belt (Fildani and Hessler, 2005; Romans et al., 2011).  
Cerro Toro 
The change from the Punta Barrosa to the Cerro Toro Formation (~86-80 Ma) is evidenced 
by a cessation of coarse-grained beds and the appearance of the dark Cerro Toro mudstone (Katz, 
1963; Romans et al., 2011).  The Cerro Toro is predominantly composed of shale, but does contain 
a conglomeratic unit referred to as the Lago Sofia Member (Winn and Dott, 1979) near the center 
of the stratigraphic package (Katz, 1963; Hubbard et al., 2008; Romans et al., 2011). Additionally, 
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turbiditic sandstones and debris flow deposits are locally present (Crane and Lowe, 2008; Hubbard 
et al., 2008). The Cerro Toro represents a channel-levee complex running axially along the basin, 
where the channel bodies become increasingly amalgamated further down paleo-slope to the south 
(Jobe et al., 2009; Romans et al., 2011).  
Tres Pasos 
The Tres Pasos Formation (~80-70 Ma), which is the focus of this study, is recognized in 
section by the first prominent sandstone overlying the thick shale of the uppermost Cerro Toro 
(Katz, 1963; Romans et al., 2011). The lower Tres Pasos is composed primarily of lenticular to 
tabular sandstone packages and MTDs (Armitage et al., 2009), while the mostly fine-grained upper 
section incorporates coarse-grained deposits including turbidites, structureless sandstone, and 
mudstone-clast conglomerates (Shultz and Hubbard, 2005; Romans et al., 2011). The Tres Pasos 
is interpreted as a progradational slope system, with channel complex geometry and amalgamation 
strongly influenced by slope position (Hubbard et al., 2010; Romans et al., 2011). 
Dorotea  
The Dorotea Formation (~72-65 Ma) conformably overlies the Tres Pasos and represents 
the final filling stage of the Magallanes Basin (Covault et al., 2009; Romans et al., 2011). The 
formation is marked by the first significant sandstone overlying the mudstone-rich upper Tres 
Pasos Formation (Katz, 1963), and is composed primarily of shallow-water sandstone (Covault et 
al., 2009; Hubbard et al., 2010). The Dorotea is interpreted to be upward-shallowing, transitioning 
from upper slope to shallow marine, deltaic, and non-marine strata at the very top of the section 





CHAPTER 3: STUDY AREA - LAGUNA FIGUEROA OUTCROP 
3.1 Outcrop Description 
The Upper Cretaceous-aged Tres Pasos formation is well preserved and exposed at Laguna 
Figueroa, located approximately 40 km north of Puerto Natales, Chile. The 2.5 km long, 300 m 
thick, oblique dip-oriented outcrop is composed of a series of turbiditic slope channel elements, 
representing the terminal phase of deep-water sedimentation in the Magallanes Basin (Fosdick et 
al., 2011; Romans et al., 2011; Hubbard et al., 2014; Meirovitz et al., 2020). Macauley and 
Hubbard (2013) utilized over 1600 m of cm-scale measured section, over 100 paleoflow 
measurements, and thousands of GPS data points to provide a detailed characterization of the 
outcrop (Macauley and Hubbard, 2013; Jackson et al., 2019).  
 
3.2 Hierarchical Architecture 
Channel elements, defined as distinct, mappable channelized sedimentary bodies, are the 
fundamental architectural component of the slope channel hierarchy at Laguna Figueroa. Multiple 
stacked, related channel elements form a channel complex, and two or more complexes form a 
channel complex set (McHargue et al., 2011; Macauley and Hubbard, 2013, Meirovitz et al., 2020). 
Three additional architectural components are present in the outcrop: mudstone drapes at the base 
of channel elements, mass transport deposits (MTDs) at the base of channel complexes, and inner-
levee thin-bed deposits encasing the channelized elements (Macauley and Hubbard, 2013; 
Hubbard et al., 2014; Pemberton et al., 2018; Jackson et al., 2019). Each of these will be discussed 
more in this section. 
Two complex sets have been interpreted at Laguna Figueroa, simply referred to as the 
Upper and Lower Figueroa (Fig. 3A; Hubbard et al., 2014). Eight channel elements have been 
11 
  
interpreted in the upper complex set (Fig. 3B), named (from youngest to oldest) Blue, Gabriela, 
Mistral, Lucila, Old Complex 6, Upper Pink, and Lower Pink (Fig. 4). These elements are divided 
into four distinct channel complexes, with Lower Pink, Upper Pink, and Blue each being contained 
within its own distinct complex. All elements have a standardized with of 400 m and thickness of 
25 m, with the exception of Lower Pink, which is 800 m wide. The lower complex set (Fig. 3C) 
contains twelve channel elements, simply named (from youngest to oldest) L12 – L1 (Fig. 5). 
These elements are divided into three channel complexes and have a standardized 400 m width 
and 25 m thickness. The base of the Upper Figueroa incises into the top of the Lower Figueroa, 





Figure 3. (A) Photo of the upper and lower channel complex sets at Laguna Figueroa with complex 
sets outlined (adapted from Daniels et al. (2019)). (B) Oblique dip-oriented cross section of Upper 
Figueroa with channel elements labeled. Channel complexes are separated by dashed red lines. 
Note that Upper and Lower Pink are each distinct complexes (adapted from Southern et al., 
(2017)). (C) Oblique dip-oriented cross section of Lower Figueroa with channel elements labeled. 





Figure 4. Interpreted channel planforms for the Upper Complex Set overlaid on a satellite image 
of the Laguna Figueroa outcrop. Planforms are organized by complex, with Upper Pink and Lower 
Pink assigned to their own complexes. Lower Pink is shown as a single, wide channel element, but 
is interpreted as a massive, highly amalgamated channel complex in outcrop. The planform used 
in the model (dashed lines) was edited from the original (solid lines) to accommodate this 
interpretation. A simplified cross section is included, highlighting the four channel complexes 




Figure 5. Interpreted channel planforms for the Lower Complex Set overlaid on a satellite image 
of the Laguna Figueroa outcrop. Planforms are organized by complex, and a simplified cross 
section is included, highlighting the three channel complexes within the Lower Laguna Figueroa. 
Dashed lines represent the assumed path of a channel element that was not visible in outcrop.  
 
3.3 Facies 
The outcrop characterization begins at the bed scale, where Macauley and Hubbard (2013) 
described three major facies associations [F1-F3]. These include: thick-bedded amalgamated 
sandstone [F1], thick- to thin-bedded semi-amalgamated sandstone [F2], and thin-bedded non-
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amalgamated sandstone and siltstone [F3] (Fig. 6B). In general, these facies associations form the 
brunt of the internal channel element architecture, and are largely correlated with channel position. 
F1 is the principal component of the channel axes, while F3 is most closely associated with channel 
margins. F2 tends to be present between F1 and F3, in the “off-axis” portion of the elements (Fig. 
6A, Macauley and Hubbard, 2013; Meirovitz et al., 2020).   
This study utilizes two additional facies for modeling purposes MTD facies, which will be 
discussed more in this section, and “background” facies, which encompasses anything that is not 
within a channel element or MTD and is considered to have no flow properties and no storage.  
 
 
Figure 6. Modified from Meirovitz et al., 2020. (A) Generic channel element cross-section 
showing varying channel positon and associated facies. (B) Representative facies photos 
including: F1- thick-bedded amalgamated sandstone; F2 – thin- to thick-bedded, semi-
amalgamated sandstone; and F3 - thin-bedded non-amalgamated sandstone and siltstone. 
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3.4 Channel-base Drapes 
Channel-base drapes are a result of sediment bypass within a channel element erosion 
surface or incision, where the coarser sediment of a turbidity current has continued down slope 
and only the tail of silt and mudstone remains (Mutti and Normark, 1987; Macauley and Hubbard, 
2013; Hubbard et al., 2014). These drape deposits are primarily preserved on the channel element 
margins, but can rarely also remain along the more axial sections of the element (Barton et al., 
2010; Hubbard et al., 2014; Meirovitz et al., 2020). Despite the relatively small proportion of 
sediment volume that drapes account for within the channel element (Hubbard et al., 2014), they 
can have a large impact on production by acting as a flow baffle or barrier between adjacent 
elements (Stright, 2006; Barton et al., 2010). 
 
3.5 Levee/Overbank Deposits 
Levee deposits are divided into two categories: external and internal levees. External levees 
wholly or partially bound an entire channel-levee system, and are associated with erosional master 
conduit surfaces (Kane and Hodgson, 2011; Macauley and Hubbard, 2013). These external levees 
are wedge shaped and thin perpendicularly away from the channel belt (Deptuck et al., 2003; Kane 
and Hodgson, 2011). Internal levees form as overbank deposits that partially spill from individual 
channel element conduits, but are unable to escape the confines of the channel-belt as a whole 
(Kane and Hodgson, 2011). At Laguna Figueroa, levees are made of up fine-grained, mudstone-
prone turbiditic deposits, and are often poorly exposed in outcrop due to vegetative cover (Deptuck 
et al., 2003; Macauley and Hubbard, 2013; Hubbard, 2014). Levees are not the focus of this study, 
and are modeled as non-storage and non-flowing “background” facies in the modeling due to the 
mudstone-prone nature of the deposits.  
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3.6 Mass Transport Deposits (MTDs) 
Mass transport deposit (MTD) is a general term for a deposit from various gravity-driven 
mass-wasting events, including slumps, slides, and debris flows (Posamentier and Kolla, 2003; 
Moscardelli and Wood, 2008; Armitage et al., 2009; Hubbard et al., 2009; Cardona et al., 2020). 
A series of stacked MTDs is sometimes referred to as a mass transport complex (MTC), but 
specific focus to MTD architecture has not been extensively studied in this field area. Therefore, 
this study will only refer to these deposits as MTDs. These deposits have a variety of lithologies 
and petrophysical properties, and can thus act as a reservoir, seal, or even source (Aplin and 
Macquaker, 2011; Cardona et al., 2020). In the Tres Pasos Formation, MTDs are typified by 
chaotically bedded mudstone and sandstone with rare outsized extra-basinal clasts and organic 
detritus (Fletcher, 2013). They are architectural elements that are present between the sandy 
channel elements and found at the bases of channel complexes or other large-scale channelform 
bodies (Deptuck et al., 2003; Armitage et al., 2009; Romans et al., 2011). In this study, MTDs are 
modeled as low porosity and permeability “seals,” and act as flow baffles or barriers depending on 











CHAPTER 4: THREE-PART SENSITIVITY ANALYSIS 
4.1 Description of Analysis 
We present three sensitivity analyses with varying model complexity: 1) a series of simple 
models, 2) a deterministic outcrop model, and 3) a series of stochastic object-based models. 
Individual models were constructed in isolation, with similar rock properties and boundary 
conditions for each analysis that will be discussed in detail in each section. Two-phase (oil and 
water) flow simulations were then performed. Rather than a traditional injector-producer pairing, 
such as in a waterflood simulation, this study utilizes a constant flux aquifer at the base of each 
model coupled with three constant-rate producing wells situated in the uppermost channel element. 
Flow simulation results from each series of models were analyzed to create a more comprehensive 
picture of characteristic flow behaviors in stacked deep-water reservoirs.  
The simple models use generic, idealized sets of stacked channel elements to test the fluid 
flow impacts of stacking pattern, channel-base drape coverage, and net to gross ratio. By focusing 
on straight and symmetrical channel elements, this study allows for the isolation of drape coverage 
and NTG as a function of stacking pattern, eliminating variability such as sinuosity and 
asymmetry. These simple models provide a foundation for the flow principles that govern the 
results of the more complex deterministic and stochastic models.  
The deterministic outcrop model incorporates more architectural elements, including 
complex and complex set surfaces and associated mass transport deposits, to test the impacts of 
drape coverage, NTG, and variable MTD permeability. The outcrop model acts as our ground truth 
model, as it is the most realistic due to the incorporation of actual field data. It was constructed 
using channel element planforms and outcrop cross sections derived from measured sections and 
paleoflow measurements in the field. The complex stacking pattern of the deterministic model 
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incorporates elements of all three stacking patterns evaluated in the simple models, while the 
presence of MTDs adds another level of complexity. The outcrop model is a useful tool to evaluate 
more complex flow behaviors, but it is limited by the large volume of data required for construction 
and the difficulty of incorporating new data into the model.  
The stochastic models use object-based modeling methods to test drape coverage, NTG, 
and variable MTD facies proportions. These models were constructed using complex set surfaces 
and pseudo-wells derived from the deterministic model as the only external input, and used a range 
of model realizations to add variability to the results. The object-based models are an attempt to 
simulate a scenario where a small amount of data is available, in this case a couple of seismically-
resolvable erosional (complex set) surfaces and three wells. This method allows for a broad range 
of outcomes using the same limited input, and thus can be useful for de-risking purposes. However, 
using built-in software algorithms and a purely stochastic approach limits the stratigraphic realism 
of the results. 
While each section of the three-part sensitivity analysis has its own distinct methods and 
focus, they are cohesive in that they test the impacts of critical variables at different levels of data 
availability. By utilizing all three methods, the aim is to decipher the relative impact of these key 
variables (drape, NTG, stacking pattern, MTD properties) at a more fundamental level, allowing 









Flow simulation results for the sensitivity analysis are evaluated using several different 
metrics: water breakthrough time (BT), recovery efficiency (RE), and the volume of cumulative 
oil produced at 0.1 pore volumes injected (CUMoil @ 0.1 PVI). BT is the amount of simulated 
time it takes for water to flow from the aquifer to the producing wells. BT is deemed to have been 
reached when the volumetric rate of water produced is 0.1% of the volumetric rate of total liquid 
(oil+water) production, a ratio known as water cut. This was an arbitrary water cut value chosen 
to standardize the results. As the simulated reservoirs are originally completely saturated with oil, 
any water production indicates that water has broken through from the aquifer. Recovery 
efficiency is a measure of the volume of cumulative oil produced (CUMoil) relative to the original 
oil in place (OOIP). The metric is a product of displacement efficiency and areal and vertical sweep 
efficiencies, and essentially describes the efficiency of fluid recovery (Fanchi, 2002). The volume 
of CUMoil @ 0.1 PVI is a way to look at early flow behavior in the system. The magnitude of this 
early produced volume is an indicator of whether fluid is effectively being displaced from aquifer 
to producer or if the displacement is being hindered by a flow baffle or barrier.  
When comparing results between different stacking patterns (i.e. vertical, diagonal, and 
lateral) or different modeling methods (i.e. simple, deterministic, and stochastic), the results are 








4.3 Simple Models 
4.3.1 Description of Simple Model Analysis  
The first sensitivity analysis uses straight, symmetrical channel elements to isolate the flow 
characteristics of different stacking patterns and fill. Three distinct stacking patterns (vertical, 
diagonal, and lateral) provide a simple framework to quantify characteristic flow behaviors for 
each pattern. Internal channel element architecture (fill) is then incrementally added by 
systematically varying net to gross ratio and drape coverage.    
4.3.2 Model Construction 
Models each consist of five straight channel elements that measure 400 m wide, 2400 m 
long, and 25 m thick. Channel elements were created using three polylines: two level lines for the 
channel edges and one line offset by 25 m for the channel centerline. Channel surfaces were 
gridded using a built-in minimum curvature algorithm, and trimmed to be flat at the top of the 
channel element surface. This process is detailed more fully in Chapter 2: Deterministic Outcrop 
Model, including an example of channel element construction in Figure 17. The five channel 
elements are stacked in a way representative of offsets seen in outcrop, with vertical offsets ranging 
from 0-15 meters. This is consistent with the roughly 0-20 meters of offset seen in the deterministic 
model, and ensures that here is sufficient overlap between adjacent channels for fluid flow to not 
be restricted at high NTG values. The models are gridded at a 15 m x 15 m grid increment, with 5 
m cell thickness. Layering is flat, and follows the model top rather than the channel element bases 
(Fig. 7).  
Internal channel element fill was created from a geometrical trend, where the properties 
gradationally change as a function of distance from the channel element center line that was used 
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in the creation of the element surface. The following process and equations are based on previous 
work from Meirovitz et al., 2018, and the calculated properties are visualized in Figure 8.  
The calculations begin with NTG, which utilizes a normalized distance from centerline 
(NormDist) (Fig. 8A) property and an elevation above zone base (EAZB) (Fig. 8B) property. 
Equation 1, below, is used to scale the NTG values to achieve the outwardly decreasing, curvilinear 
distribution seen in Figure 8C. The NTG values are then clipped between 0 and 1.  
 𝑁𝑇𝐺 = (−𝑋 ∗ 𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡) + 1 + (𝐸𝐴𝑍𝐵 ∗ 0.02)                                 (1) 
 
To create a range of NTG values for the sensitivity analysis, the multiplier in front of the NormDist 
property was manually adjusted until the desired average NTG value for the model was achieved 
(Table 2). Porosity (φ) (Fig. 8D), horizontal permeability (Kxy) (Fig. 8E), and vertical permeability 
(Kz) (Fig. 8F) are then derived from the normalized NTG property.  
 𝜑 = (0.1 ∗ (1 − 𝑁𝑇𝐺)) + (0.3 ∗ 𝑁𝑇𝐺)                                       (2) 
 
Equation 2 calculates porosity such that a NTG value of 1 correlates with a φ value of 0.3, which 
is consistent with the value for channel axis given in Stewart et al., 2008. 
 𝐾𝑥𝑦 = 721.35 ∗ 𝐿𝑛(𝜑) + 1661                                            (3) 
 𝐾𝑧 = 𝑖𝑓(𝑁𝑇𝐺 > 0.9,  𝐾𝑥𝑦, 0.1 ∗ 𝐾𝑥𝑦)                                       (4) 
 
Kxy and Kz are then calculated in Equations 3 and 4 based on data obtained from industry partners 
for deep-water channelized systems in the Gulf of Mexico and West Africa (Meirovitz et al., 2018). 
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In these equations, it is assumed that shale interbeds restrict fluid flow in the vertical direction, 
while not significantly impacting horizontal flow. Channel axes (NTG > 0.9) are considered to be 
free of shale interbeds, and therefore are modeled as isotropic, whereas the channel margins show 
restricted vertical flow.  
 𝐷𝑟𝑎𝑝𝑒 = 𝑖𝑓((𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡 < 𝑋)𝑂𝑟(𝐸𝐴𝑍𝐵 > 2.5), 1,0)                              (5) 
 
 The calculation for channel base drapes is unrelated to NTG. A transmissibility multiplier 
is used along the basal cells of each channel element, where a value of 0 constitutes a no-flow 
boundary and a value of 1 results in unrestricted flow. Equation 5 is a generic formula for creating 
a drape property (Fig. 8G) that extends from the channel element margins inward toward the 
center. The X variable, which relates to the normalized distance from centerline property, controls 
the percentage of the channel element that is draped (Table 3). The elevation above zone base 







Figure 7. Simple models highlighting model dimensions and gridded cell sizes for (A) vertical, (B) 





Figure 8. Petrophysical properties of vertically stacked simple models showing: (A) normalized 
distance from center line (NormDist), (B) elevation above zone base (EAZB), (C) NTG, (D) 








4.3.3 Sensitivity Variables 
A range of channel-base drape coverage and NTG values were tested for each of the three 
stacking patterns (Table 1, Figures 9, 10, 11). As described in the previous model construction 
section, NTG and drape were calculated using equations 1 and 6, respectively, which were 
manually altered to achieve the desired property values.  Full lists of the multiplier values used to 
create the NTG and drape property models can be found in Tables 2 and 3. In total, 47 models 
were created for the simple model sensitivity analysis, though the number of models per stacking 
pattern varied based on the ranges of drape and NTG values that still allowed the models to achieve 
water breakthrough. In the case of the diagonally stacked models, drape values above 70% did not 
allow the simulation to achieve breakthrough, while the laterally stacked models were stymied at 
drape values above 40% and NTG values below 50%.  
For the drape analysis, a NTG value of 100% was maintained for every model, resulting in 
isotropic, homogenous channel fill with a φ value of 0.3, and KZ/KXY value of 792.5 mD. For the 
NTG analysis, however, φ and KZ/KXY were scaled with the decreasing NTG according to equations 
2, 3, and 4.  Essentially, as NTG was lowered, the proportion of channel fill associated with the 
channel axis was decreased, while the channel margins were expanded. Value ranges and mean 
values for φ, KZ, and KXY for the vertically stacked models are shown at different NTG values in 
Table 4.  
 
Table 1: Table of sensitivity variable value ranges for vertically, diagonally, and laterally stacked 
simple models. Models were created at 10% increments within the variable value ranges, including 
a “base case” model for each stacking pattern with 100% NTG and 0% drape.  
Stacking Pattern Drape Coverage Range (%) NTG Range (%) 
Vertical 0 - 90 20 - 100 
Diagonal 0 -70 20 - 100 





Figure 9. Vertically stacked simple models showing (A) drape values ranging from 0-90% and (B) 





Figure 10. Diagonally stacked simple models showing (A) drape values ranging from 0-70% and 





Figure 11. Laterally stacked simple models showing (A) drape values ranging from 0-40% and 
(B) NTG values ranging from 50-100%.  
 
 
Table 2: Table of multiplier values used in Equation 1 [𝑁𝑇𝐺 = (−𝑋 ∗ 𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡) + 1 + (𝐸𝐴𝑍𝐵 ∗0.02)] to produce the range of NTG values used in the simple model sensitivity analysis. Mean NTG refers 
to an average NTG value across all channel elements in the model, and does not include zones outside of 




0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 




0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 




0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 








Table 3: Table of multiplier values used in Equation 6 [𝐷𝑟𝑎𝑝𝑒 = 𝑖𝑓((𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡 <𝑋)𝑂𝑟(𝐸𝐴𝑍𝐵 > 2.5), 1,0)] to produce the range of drape coverage values used in the simple model 
sensitivity analysis. “Open Cells” refer to grid cells along the base of a channel element that have 
a transmissibility multiplier value of 1, and are therefore not draped.  
X Value Open Cells Total Cells % Open % Drape 
0.05 3 27 0.11 0.89 
0.1 4 27 0.15 0.85 
0.15 5 27 0.19 0.81 
0.2 7 27 0.26 0.74 
0.25 8 27 0.30 0.70 
0.3 9 27 0.33 0.67 
0.35 11 27 0.41 0.59 
0.4 12 27 0.44 0.56 
0.45 13 27 0.48 0.52 
0.5 15 27 0.56 0.44 
0.55 16 27 0.59 0.41 
0.6 17 27 0.63 0.37 
0.65 19 27 0.70 0.30 
0.7 20 27 0.74 0.26 
0.75 21 27 0.78 0.22 
0.77 22 27 0.81 0.19 
0.8 23 27 0.85 0.15 
0.85 24 27 0.89 0.11 
0.9 25 27 0.93 0.07 
 
Table 4: Ranges and mean values for φ, KXY, and KZ for the vertically stacked NTG analysis. 
Identical values were used in the diagonally and laterally stacked models, as well as for the 
deterministic outcrop model NTG analysis.  
 
NTG φ Range Mean φ KXY Range (mD) Mean KXY (mD) KZ Range (mD) Mean KZ (mD) 
1 0.30 - 0.30 0.30 792.51 - 792.51 792.51 792.51 - 792.51 792.51 
0.9 0.21 - 0.30 0.28 548.86 - 792.51 737.59 54.89 - 792.51 493.79 
0.8 0.16 - 0.30 0.26 339.10 - 792.51 678.65 33.91 - 792.51 379.89 
0.7 0.11 - 0.30 0.24 68.82 - 792.51 609.81 6.88 - 792.51 305.92 
0.6 0.10 - 0.30 0.22 0.03 - 792.51 525.08 0.003 - 792.51 238.28 
0.5 0.10 - 0.30 0.20 0.03 - 792.51 445.64 0.003 - 792.51 203.64 
0.4 0.10 - 0.30 0.18 0.03 - 792.51 354.25 0.003 - 792.51 171.07 
0.3 0.10 - 0.30 0.16 0.03 - 792.51 269.94 0.003 - 792.51 133.43 




4.3.4 Flow Simulation 
Two-phase flow simulations were performed using Schlumberger’s ECLIPSE reservoir 
simulator (SimLauncher Version 2016.2.0.0). In each simulation case, the reservoir was above the 
oil water contact, initially contained a water saturation value of 0.12, and had an initial reservoir 
pressure of 4800 psi.  Water enters the system via a constant flux aquifer situated at the base of the 
model. Three evenly-spaced production wells penetrate the top layer of the top channel element in 
each stacking pattern, set at a constant liquid pumping rate of 2500 barrels of fluid per day. When 
the producing wells were unable to produce oil at the prescribed rate, such as in high drape cases, 
the wells switch to bottom-hole pressure control. Aquifer influx and well liquid rates were held 
constant throughout the simulation, regardless of the impact on reservoir pressure in order to 
compare across models. Simulation results, including cumulative oil volume, reservoir pressure, 
and water cut, were recorded at 10 day intervals. The simulations ran at least until water 
breakthrough was achieved, or until it became clear that the flow paths were obstructed to the point 
of being unable to achieve breakthrough.  
 Fluid flow was restricted to the channel elements and any other internal architectural 
features, such as MTDs in the deterministic and stochastic modeling setups. All “background” 
zones, i.e. zones outside of the channel elements and MTDs, were designated as no-flow 
boundaries, either through the use of a transmissibility multiplier with a value of 0 or by assigning 
them porosity and permeability values of 0. Flow simulation setups are shown in Figure 12, with 




Figure 12. Flow simulation setup for simple model analysis of (A) vertically, (B) diagonally, and 
(C) laterally stacked channel elements. A constant flux aquifer inputs water at the base of the 
model, while three evenly-spaced producing wells draw from the uppermost/most distant channel 
element. In the laterally stacked case (C), water only entered the reservoir through the leftmost 




Figure 13. Example flow simulations of high net to gross, low drape coverage models for simple 
models stacked (A) vertically, (B) diagonally, and (C) laterally. Green cells have been bypassed 







4.3.5 Simple Model Results 
4.3.5.1 Drape Results 
Simulation results for drape coverage are expressed in terms of water breakthrough time 
(BT) (Fig. 14A), recovery efficiency (RE) (Fig. 14B, 14C), and cumulative oil produced at 0.1 pore 
volumes injected (CUMoil @ 0.1 PVI) (Fig. 14D). Due to the different geometries of the three 
stacking patterns, there is a clear difference in the amount of time it takes for water to travel 
between the aquifer and producing wells.  The most rapid water breakthrough is in the vertical 
series (Fig. 14A, blue series), while the lateral stacking pattern accounted for the longest water 
breakthrough times (Fig. 14A, gray series). This aligns with the distance that the water must travel 
between the aquifer and the producing wells, which is much shorter in the vertical case than the 
lateral case (~85 m compared to ~970 m, Fig. 12). The constant pumping rates result in this 
discrepancy directly translating to RE, and thus two plots are provided: one for the unmodified RE 
values that directly reflect BT (Fig. 14B), and one plot where results are normalized relative to the 
“base case” of each stacking pattern, i.e. 100% NTG and 0% drape (Fig. 14C).  
This normalized RE plot helps to illuminate some differences in flow behaviors between 
the three stacking patterns. Breakthrough was able to be achieved through 90% drape coverage in 
the vertical case, but a closure of the flow pathway only allows breakthrough through 70% and 
40% of drape coverage in the diagonal and lateral cases, respectively (Fig. 14).  For the vertical 
stacking pattern, there is a linear decrease in RE (related to a decrease in BT) beyond 40% drape 
coverage.  A similar trend is seen for the diagonal and lateral stacking patterns, with the exception 
of the highest drape case for each. At these higher drape values, BT increases slightly before the 
flow pathways are completely obstructed at any additional drape increase.   
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While increasing drape leads to a quicker water breakthrough, this trend is not reflected 
when looking at CUMoil @ 0.1 PVI (Fig. 14D). Production trends remain completely flat for the 
lateral and diagonal stacks, and through 70% drape coverage in the vertical case. This shows that 
despite a quicker BT and lower RE with increasing drape coverage, the ability of the wells to 
produce the prescribed volumes is not inhibited (with the exception of 70%+ drape in the vertical 
case). Additionally, the laterally stacked series produces more oil at 0.1 PVI than the vertical and 
diagonal series, which may be related to the more horizontal nature of the flow pathways. 
 
Figure 14. Simulation results of sensitivity analysis for channel base drape coverage for vertically, 
diagonally, and laterally stacked simple models. (A) BT versus drape. (B) RE versus drape. (C) 





4.3.5.2 NTG Results 
 Simulation results for decreasing NTG have some similarities to those observed for 
increasing drape with some key differences (Fig. 15). A similar trend of decreasing breakthrough 
time with decreasing NTG is observed, with the lateral and diagonal series showing a reversal in 
the trend at low NTG values (Fig. 15A). Unlike with the drape results however, the trend for 
recovery efficiency does not directly mirror the breakthrough times (Fig. 15B). This is because as 
NTG decreases, the original oil in place values also decrease, largely offsetting the drop in 
breakthrough time and resulting in flatter curves.  
The normalized RE results are more illuminating when paired with the CUMoil @ 0.1 PVI 
results (Fig. 15C, 15D). For both the diagonal and lateral stacking patterns, once NTG drops below 
a certain threshold (0.6 for lateral, 0.5 for diagonal), there is a precipitous drop-off in the ability of 
the producing wells to maintain their prescribed liquid rates. The tortuosity of the flow paths, 
created by the low-net channel margins, restricts fluid flow enough that despite an increase in 
breakthrough times, the actual oil production is considerably lower and results in a sharp drop-off 
in recovery efficiency. The trend for the vertical stacking pattern has a more constant decline, as 
the clear flow path through the channel axes allows the producing wells to better maintain their 





Figure 15. Scatter plots of net to gross ratio simulation results for vertically, diagonally, and 
laterally stacked simple models. (A) BT versus NTG. (B) RE versus NTG. (C) RE normalized to a 
















4.4 Deterministic Outcrop Model 
4.4.1 Description of Deterministic Model Analysis 
 The second sensitivity analysis uses a deterministic outcrop model to evaluate flow 
behaviors associated with various architectural elements, including complex stacking patterns and 
mass transport deposits. The model framework utilizes field data and working interpretations to 
create a more realistic approximation of a deep-water channelized system, with the intention of 
acting as the “ground truth” model in this three-part sensitivity analysis. Simplifying the internal 
channel element fill then allows for the systematic variation of net to gross ratio, drape coverage, 
and MTD properties. This stage of the analysis builds upon the simplified models, as the 
deterministic model is in essence a combination of vertically, diagonally, and laterally stacked 
channel elements with the added complexity of mass transport deposits.  
4.4.2 Model Construction 
The existing measured section data and planforms interpreted from paleoflow 
measurements provided the foundation for 3D reconstruction from the Laguna Figueroa outcrop. 
The planforms were used as a basis for the sinuous geometries of the channel elements in the 
model. The original planform interpretations shown in Figures 4 and 5 of the Study Area: Laguna 
Figueroa Outcrop section of this thesis range from roughly 200-500 m wide, but the decision was 
made to simplify the model by standardizing channel widths to 400 m. The Lower Pink 
complex/element was the exception, and was modeled with a wider (800 m) geometry, as this 
complex has been interpreted as a single laterally amalgamated, mostly homogeneous sandstone 
body (working interpretation from Dr. Steven Hubbard) (Fig. 3B, “Lower Pink”). Based on 
statistics from measured sections, each channel element was created with a standard 25 m thickness 
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before erosion by overlying channel elements. This study does not delve into asymmetry, and 
therefore each element was created to be symmetric across its centerline.  
4.4.2.1 Model Framework 
Construction of the outcrop model was surface-based, and relied on a hierarchical layer 
ordering of channel element top and base surfaces, channel complex surfaces that enclose 2-5 
grouped channel elements, and channel complex set surfaces grouping channel complexes (Figures 
1, 17, 18 and 19; Sprague et al. 2002, 2005). In all, 49 separate surfaces were utilized to build the 
model framework, which was based on the conceptual model shown in Figure 16A. Some 
concessions had to be made to facilitate successful flow simulation, including reducing the spacing 
between the upper and lower complex sets to allow fluid flow between the two sections of 
reservoir. This resulted in a reduction of overall thickness of the outcrop model from the 300 m 
seen in Figure 16A to the roughly 265 m seen in Figure 16B.  Additionally, the final model was 
created flat as opposed to honoring the roughly 15-degree dip of the actual outcrop (from field 
measurements), and does not directly align with GPS-anchored measured section data. This was 
done due to the unrealistic channel element geometries that were created when attempts were made 




Figure 16. (A) Conceptual model of Upper and Lower Laguna Figueroa outcrop showing 
hierarchical architecture, including channel complex boundary surfaces. Modified from Macauley 
and Hubbard (2013) and Covault et al. (2016). This interpretation uses a different number of 
channel elements, but maintains a similar overall hierarchy. Outcrop profile is marked with a red 
line. (B) Intersection along southern edge of the deterministic model used in this study, with 
channel elements color-coded according to channel complex. Outcrop profile derived from a 





The process for creating channel element surfaces was the same as that described in 
Chapter 1: Simple Models, which utilized three depth-shifted channel polylines and a built-in 
minimum curvature surface generation algorithm (Fig.17). The primary difference is simply that 
elements in the deterministic model were created using the interpreted channel planforms, which 
contain more sinuosity than the idealized straight elements of the simple models.  
 
 
Figure 17. (A) Satellite image of Laguna Figueroa outcrop with Blue channel element interpreted. 
(B) Flat surface and channel polylines used as inputs for generating a channel element surface. (C) 
Final channel element surface for the Blue channel element.  
 
Complex and complex set surfaces were created to bound the channel elements and allow 
for the introduction of mass transport deposits. The upper and lower complex set surfaces were 
generated utilizing channel polylines from the various elements contained with them, and then 
manually smoothed and adjusted to better fit the confined channels (Fig. 18). Channel complex 
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surfaces were generated by depth shifting and smoothing copies of the existing channel element 
surfaces (Fig. 19). Both complex and complex set surfaces are designed as base surfaces in the 
gridding process, resulting in all overlying surfaces truncating against them. In this manner, these 
confining surfaces are able to properly contain the channel elements and MTDs found within.  
 
Figure 18. Constructional phases of the Lower Channel Complex Set surface. (A) Depth-shifted 
channel element polylines are selected as the framework of the complex set surface. (B) Minimum 
curvature gridding is used to generate the surface. (C) The complex set surface is trimmed, 
smoothed, and manually manipulated to ensure it contains all relevant channel elements. Lower 





Figure 19. Phases of constructing a channel complex surfaces and overlying MTD. (A) Replicate 
the channel element surface of the lowest (oldest) element in the complex. (B) Use minimum 
curvature to extrapolate the edges of the complex, and manually shift the complex surface. (C) Use 
surface calculations to constrain the complex surface within the complex set surface. (D) Iterate 




A built-in simple, surface-based grid was created using a 50 m x 50 m x 2.5 m cell size. 
Previous iterations of the model used a finer mesh, but the resulting models contained an 
excessively large amount of cells that increased flow simulation time. Using the 50 m grid 
increment, the final model measures 2250 m x 2000 m x 265 m (I x J x K), with 1,038,600 total 
grid cells (Figure 20). While some finer detail is obviously lost by using a coarser grid increment, 
this resolution strikes a balance between being able to capture heterogeneity and being able to 
efficiently flow simulate the model.  
This coarse grid increment differs from that used in the simple model analysis (15 m x 15 
m x 5 m), which could have an impact when comparing final flow simulation results. The different 
cell sizes could potentially change the flow paths that fluids will take between aquifer and 
producing wells, ultimately impacting water breakthrough times.  
 
 
Figure 20. Full deterministic model showing model dimensions with inset showing grid cell size. 
Channel elements are color coded according to channel complex, with MTDs shown in gray at the 
base of each complex. 
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4.4.2.2 Property Modeling 
 The process used to generate petrophysical properties was the same as that used in Chapter 
1: Simple Models, which utilized geometrical trend modeling to calculate NTG (Fig. 21C), which 
was then used to calculate φ (Fig. 21D), Kxy (Fig. 21F), and Kz (Fig. 21E). The deterministic model, 
however, includes the addition of a facies property (Fig. 21B), generated using Equation 6.  
 𝐹𝑎𝑐𝑖𝑒𝑠 = 𝑖𝑓(𝑁𝑇𝐺 = 𝑈, 0, 𝑖𝑓(𝑁𝑇𝐺 > 0.9,1, 𝑖𝑓(𝑁𝑇𝐺 > 0.4,2,4)))                         (6) 
 
Five total facies were used, which were described in the Study Area: Laguna Figueroa section of 
this thesis. F1 – F3 constitute channel fill, and were calculated using the NTG cutoffs shown in 
Equation 6. MTD facies were simply assigned to the zones (Fig. 21A) between the complex 
surfaces and the bottommost channel element within each complex. Cells outside of the channel 
elements and MTDs contain an unassigned NTG value, and are therefore calculated as 




Figure 21. (A) Zones, color coded according to channel complex. MTDs are shown in gray at the 
base of each complex. (B) Facies. (C) NTG. MTDs are shown in red and assigned 0% NTG. (D) 











4.4.3 Sensitivity Variables 
Part two of the three-part sensitivity analysis uses the deterministic outcrop model to test 
the impacts of channel base drape net to gross ratio, and the added hierarchical variable of the 
permeability of MTD facies on fluid flow. The three sensitivity variables, with their ranges of 
values listed in Table 5 and displayed in Figures 22, 23, and 24, were each tested independently, 
with two variables remaining constant while one is tested. For the MTD permeability analysis, 
values are chosen on a logarithmic scale, with Kxy being equal to 10 times Kz in each case (Table 
7). Additionally, MTDs were assigned a porosity value of 0.01 for all permeability cases.  
 
Table 5: Table of sensitivity variable value ranges for the deterministic model analysis. Models 
were created at 10% increments within the variable value ranges.  
Sensitivity Variable Range 
Drape Coverage 0-90% 
NTG 20-100% 
MTD Kz 0.001-1000 mD  
 
Drape was calculated in a similar manner to that seen in the simple model analysis 
(Equation 5, Table 3), and MTD permeability values (Table 7) were simply assigned to all zones 
containing MTD facies. NTG for the deterministic models utilized a new equation to account for 
the amalgamated nature of the Lower Pink complex in the Upper Figueroa.   
 𝑁𝑇𝐺𝑋 = 𝑖𝑓(𝑍𝑜𝑛𝑒𝑠_ℎ𝑖𝑒𝑟𝑎𝑟𝑐ℎ𝑦 = 18, 𝑋, ((−𝑌 ∗ 𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡) + 1 + (𝐸𝐴𝑍𝐵 ∗ 0.02)))    (7) 
 
Equation 7 was used to calculate a mean NTG value for the model, where X refers to the target 
NTG value (e.g. 0.6) and Y refers to the multiplier used with the NormDist property.  The Lower 
Pink complex coincides with Zone number 18, which was assigned the target average NTG value. 
48 
  
A full table of inputs for Equation 7 are shown in Table 6, along with the calculated mean NTG 
values for each model.  
 
Table 6. Table of multiplier values used in Equation 7 𝑁𝑇𝐺𝑋 = 𝑖𝑓(𝑍𝑜𝑛𝑒𝑠_ℎ𝑖𝑒𝑟𝑎𝑟𝑐ℎ𝑦 =18, 𝑋, ((−𝑌 ∗ 𝑁𝑜𝑟𝑚𝐷𝑖𝑠𝑡) + 1 + (𝐸𝐴𝑍𝐵 ∗ 0.02)))  to produce the range of average NTG values 
used in the deterministic model sensitivity analysis. Zones_hierarchy = 18 refers to the Lower 
Pink channel complex. 
 
Target NTG X Value Y Value Calculated Mean NTG 
0.9 0.9 0.95 0.901 
0.8 0.8 1.67 0.801 
0.7 0.7 2.39 0.701 
0.6 0.6 3.25 0.604 
0.5 0.5 4.6 0.500 
0.4 0.4 6.7 0.402 
0.3 0.3 10.9 0.301 
0.2 0.2 20.5 0.203 
 
Table 7. Table of MTD Kxy, Kz, and φ values for the deterministic model sensitivity analysis.  
Kxy (mD) Kz (mD) φ 
0.01 0.001 0.01 
0.05 0.005 0.01 
0.1 0.01 0.01 
0.2 0.02 0.01 
0.5 0.05 0.01 
1 0.1 0.01 
10 1 0.01 
100 10 0.01 
1000 100 0.01 





Figure 22. (A) Deterministic models showing drape values ranging from 0% to 80%. (B) Close-





Figure 23. Deterministic models showing average NTG values ranging from 100% to 20%. The 





Figure 24. Deterministic model with Kz property displayed. MTDs are shown with permeabilities 






4.4.4 Flow Simulation 
 The flow simulation setup is much the same as for the simple model analysis, with a 
constant flux aquifer connected to the lowermost channel element and three producing wells 
drawing from the top layer of the uppermost channel element (Fig. 25). Again, fluid flow was 
restricted to the channel elements and MTDs, with all background zones being designated as no-
flow. The pumping rate for each well was set at a constant liquid rate of 5000 barrels per day. 
When the producing wells were unable to produce at the prescribed rate, such as in low 
permeability cases, the wells would switch to bottom hole pressure control.  Aquifer influx and 
well liquid rates were held constant for all models in the deterministic study, regardless of the 
impact on reservoir pressure.  
 Model run times were continually adjusted based on drape, NTG, and MTD Kz values, as 
the water breakthrough times ranged from 2370 days for the 20% NTG model to 30,900 days for 
the 0.001 mD MTD Kz model. A sampling of the flow simulation results for each of the sensitivity 
variables at water breakthrough time is shown in Figure 26.  
 
Figure 25. Flow simulation setup for deterministic model analysis. A constant flux aquifer inputs 
water at the base of the model, while three evenly-spaced producing wells draw from the 




Figure 26. Deterministic model flow simulations at varying values for (A) channel base drape 
coverage, (B) net to gross ratio, and (C) vertical permeability of MTD facies. Green cells have 













4.4.5 Deterministic Model Results 
 Much like in the simple model analysis, RE decreases with both increasing drape and 
decreasing NTG (Fig. 27A). Decreasing either of these parameters creates a constriction of the 
flow path, resulting in a quicker breakthrough time and less oil produced at water breakthrough. 
The effect is more pronounced when decreasing the NTG, and more muted when increasing drape. 
This result differs from that seen in the simple model analysis, where the quicker breakthrough 
times achieved when lowering NTG is offset by a lower OOIP, resulting in a flatter RE curve. 
Conversely, the funneling effect observed in the simple model drape analysis leaves a high amount 
of bypassed pay, providing a steeper curve. In the case of the deterministic model, it appears that 
despite a restriction in the flow path provided by increasing drape, the system doesn’t show 
significant decline in RE below 70% drape coverage. RE does drop off quickly when lowering 
NTG, as the lower net margins of the channels combined with the complex stacking pattern result 
in a significantly constricted flow pathway and a high amount of bypassed pay.  
Decreasing NTG also results in lower CUMoil @ 0.1PVI, as the producing wells are unable 
to maintain their assigned liquid rates at anything below 100% NTG (Fig. 27C). The curve for 
drape, however, is completely flat. The high NTG channel elements allow oil to continue flowing 
into the producing wells, despite the increasing drape, resulting in very little decrease in RE.  
 When MTD Kz is the sole restriction to fluid flow, the trend for BT is very clear and 
predictable. As you decrease the permeability of the MTDs, water takes much longer to pass 
through them, increasing the BT (Fig. 27B). The curve flattens at high perm values, as the MTDs 
no longer restrict fluid flow. The trend for RE is more complex, however. As MTD Kz decreases 
to 0.1 mD, the trend of increasing RE with increasing BT fits with trends seen in the simple models 
(Fig. 27B). The producing wells have more time to produce oil, and thus are able to drain a larger 
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portion of the OOIP. However, as MTD Kz decreases beyond 0.1 mD, the RE experiences a steep 
drop-off from 0.45 at 0.1 mD to 0.10 at 0.001 mD. This reversal in the trend coincides with the 
precipitous drop-off in CUMoil @ 0.1PVI (Fig. 27D). This curve is essentially flat at Kz values 
above 0.1 mD, implying that the producing wells were able to produce at their prescribed liquid 
rates, despite the presence of the MTDs. As the Kz drops below 0.1 mD however, this cumulative 
oil value quickly drops, as the flow restriction caused by the MTDs does not allow the wells to 
maintain their production. Thus, even as BT continues to increase with decreasing MTD Kz, the 
actual oil produced at breakthrough continues to drop, resulting in lower RE values.  
 
 
Figure 27. Scatter plots showing simulation results for the deterministic model runs. (A) RE versus 
NTG and drape. (B) BT in years and RE versus Kz of MTD facies. (C) CUMoil @ 0.1 PVI versus 





4.5 Stochastic Models 
4.5.1 Description of Stochastic Model Analysis 
The third and final sensitivity analysis utilizes object-based modeling methods to test 
whether readily available subsurface data (e.g. seismic-scale horizons and well information) could 
be used to constrain channel placement and recreate the previously documented deterministic 
connectivity using standard geostatistical modeling approaches. Object-based modeling was 
chosen over other cell-based categorical geostatistical methods (e.g. multiple point statistics or 
sequential indicator simulation) because 1) it produces visually attractive and identifiable 
geometries that honor those seen in outcrop or high-resolution seismic data, 2) these geometries 
were easily sourced from the existing deterministic model, and 3) the method allows considerably 
more control on channel geometry than methods employing variograms or multiple-point statistics. 
This final stage of analysis utilizes channel complex set surfaces and three pseudo-wells derived 
from the deterministic model as representations of subsurface data to generate a series of models 
that explore the sensitivity to three variables that are unknown and must be modeled in the 
subsurface: 1) channel position, 2) MTD proportion, and 3) channel element NTG. Overall 
proportion of channels are kept consistent with the deterministic model, resulting in very similar 
OOIP values (359,000,000 STBO in the base-case deterministic model versus an average of 
351,000,000 STBO in the stochastic models).  
 
4.5.2 Model Construction 
 The stochastic models were meant to mimic the deterministic model, with two zones 
representing the upper and lower complex sets being populated with a set proportion of channel 
facies. The basic framework was constructed using five surfaces: model base, lower complex set 
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surface, top of lower complex set, upper complex set surface, and model top (Figure 28A).  
Complex set surfaces were chosen to constrain the model because these surface are often 
resolvable in seismic surveys, whereas the channel complex and element surfaces are not. The 
dimensions of the stochastic models (2250 m x 2000 m x 265 m) are identical to the deterministic 
model, as are the cell sizes (50 m x 50 m x 2.5 m) (Figure 28B). Layering in the stochastic models 
is a simplified version of the deterministic model, with the complex set surfaces still acting as base 
surfaces and the layering scheme still following a flat top surface which creates flat layers within 
the two channel complex set containers. 
Three pseudo-wells were generated to use as input for the stochastic modeling, spaced 
evenly across the model following the axes of the complex set surfaces.  Synthetic facies logs were 
created for each well from the facies property of the deterministic model, and were used to generate 
a new facies property for the stochastic model (Figure 29A). A total of four facies are included in 
the models: thick-bedded amalgamated sandstone (axis), thick to thin-bedded semi-amalgamated 
sandstone (off-axis), mass transport deposit facies, and out of channel or background facies. 
Notably absent is the thin-bedded non-amalgamated sandstone facies, which corresponds to the 
channel margins. This exclusion is a consequence of the input parameters offered in the object-
based modeling menu, which only include facies options for “channel sand” and “channel levee” 
(Figure 30A). 
 The object-based facies modeling method maps facies to specific geometries, in this case 
meant for a fluvial system. However, this process is easily adapted to a deep-water environment 
by using channel sizes and geometries consistent with what is observed in outcrop. The modeling 
was performed using two types of objects: fluvial channels, which include channel sands and 
levees, and lower half pipes used to represent mass transport deposits. Channel levees are not 
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actually being modeled in this study; due to the limited input options, they are being used as a 
proxy for the off-axis of the channel element. Lower half pipes were the chosen geometry for the 
MTDs because it was the option that most closely resembled the MTD fills at the bases of channel 
complex erosion surfaces. Proportion of facies and object geometries were chosen based on 
average values from the deterministic model. Stochastic objects were only simulated within the 
interpreted channel complex sets surfaces (Zones 2 and 4; Figure 28B). Both zones contained 
identical input parameters. Zones 1 and 3 were designated as inactive or background facies (i.e., 
no porosity or permeability), removing them from the flow simulations. In total, 91 different 
models were generated and flow simulated to test a variety of MTD proportions, NTG ratios, and 
stacking patterns. A simplified example of input parameters used to generate the stochastic models 
is shown in Figure 30. 
 The geometric method used to calculate petrophysical properties in the deterministic model 
was not feasible for the stochastic models, as the random placement of channel elements eliminated 
the possibility of calculating rock properties in relation to a channel centerline.  Rather, channel 
properties were assigned using simple calculations shown in Equations 8, 9, and 10. Equation 8 is 
an example of a porosity calculation, where facies 1 (channel axis) is assigned a φ of 0.3, facies 2 
(channel off-axis) is assigned a φ of 0.2, facies 5 (MTD) is assigned a φ of 0.01, and anything else 
(i.e. background facies) is assigned a φ of 0. The channel properties were chosen from Stewart et 
al., 2008, and the MTD properties were chosen based on the MTD Kz results from the deterministic 
model, where a value of 0.1 mD is at the apex of the RE curve. The out of channel facies are 
assigned porosity and permeability values of zero, giving them no storage or flow potential. 




Kxy (Equation 9) and Kz (Equation 10) were calculated in the same manner, using values referenced 
from the base-case deterministic model. As in the deterministic model, the Kz value for the axis 
facies is equal to Kxy, but is equal to one tenth of the value in the in the off-axis, and in this case in 
the MTD facies as well.  
 𝐾𝑥𝑦 = 𝑖𝑓(𝑓𝑎𝑐𝑖𝑒𝑠 = 1,792.5, 𝑖𝑓(𝑓𝑎𝑐𝑖𝑒𝑠 = 2,600, 𝑖𝑓(𝑓𝑎𝑐𝑖𝑒𝑠 = 5,1,0)))              (9) 





Figure 28. (A) Image of the five surfaces used in generating the stochastic modeling framework, 
displayed in 3D space. (B) Model dimensions and grid cell size for the stochastic modeling 




Figure 29. (A) Pseudo-wells with facies logs derived from the deterministic model, evenly spaced 
along the axes of the channel complex sets. These were the basis of the stochastic models. (B) 
Example of a stochastically generated model, including channel sands (axis), channel levees (off-





Figure 30. Simplified input parameters for object-based facies modeling. (A) Input parameters 
for stochastic fluvial channels, adapted for a deep-water system. Options control facies inputs 
and geometries for channel sands (axis) and levees (off-axis/margins). (B) Input parameters for 
stochastic “lower half pipes” used to represent MTDs. Options control facies, object body shape, 








4.5.3 Sensitivity Variables 
Two primary sensitivity variables were evaluated in this study: proportion of MTD facies 
and NTG ratio (Table 8). A third variable, stacking pattern, was created as a direct result of 
utilizing multiple realizations at each NTG or MTD proportion value to provide a range of 
outcomes for the two primary variables. Seven proportion values ranging from zero to thirty 
percent were used for the MTD analysis, with ten different models using different stochastic 
channel placements generated for each MTD value. For the NTG analysis, three similar models 
were chosen from the 15% MTD proportion series, corresponding to seed numbers 400, 500, and 
900. These models were chosen for their similarity of channel stacking pattern and similar RE 
values in the MTD proportion analysis. Different NTG values were assigned to the channel sand 
and channel levees, creating average NTG values for the models ranging from approximately 35 
to 95%. Porosity and permeability were then calculated in the same manner as the simple and 
deterministic models, utilizing equations 2, 3, and 4. MTD facies were assigned a constant φ of 
0.01, KXY of 1 mD, and KZ of 0.1 mD. Background facies were assigned values of 0 for φ and 
KXY/KZ. 
The variation in the stochastic stacking patterns is on display in Figure 31, with Figure 31A 
displaying ten different model realizations using the same input parameters, and Figure 31B 
showing a varying proportion of MTD facies. Seed numbers were entered manually for each 
simulation, with the intention of creating more consistent stacking patterns for each MTD 
proportion value. However, despite repeated use of the same seed numbers, the addition of MTD 
facies into the model generation alters each stacking pattern slightly (Fig. 31B). An example from 
the NTG analysis is shown in Figure 32, with three different models with an average NTG value 
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of 95% (Fig. 32A) being shown alongside their associated φ (Fig. 32B), Kxy (Fig. 32C), and Kz (Fig. 
32D) properties.  
 
Table 8: Table of sensitivity variable value ranges for stochastic models. For the MTD proportion 
analysis, 0% MTD represents the base case, while the NTG analysis is represented by the 95% 
NTG case.  
Sensitivity Variable Value Range 





Figure 31. Stochastic model simulations showing different (A) stacking patterns from different 





Figure 32. Petrophysical properties used in the net to gross analysis for the stochastic models. 
Examples are shown for each model realization used in the sensitivity analysis. (A) NTG (average 
96%). (B) Porosity (φ) (C) Horizontal permeability (Kxy). (D) Vertical permeability (Kz).  
 
4.5.4 Flow Simulation 
 As with the first two chapters of the sensitivity analysis, the flow simulations in the final 
chapter were performed utilizing a constant flux bottom-drive aquifer at the base of the model and 
three producing wells (Figure 33). The placement and depth of the producing wells needed to take 
the stochastic nature of the channel elements into account, ensuring that each well was connected 
to an element. Therefore, the wells were placed in the exact locations of the pseudo-wells used to 
generate the object-based models, with the extraction depth coinciding with the uppermost channel 
facies of each upscaled facies log.   
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The producers were set at a constant liquid rate of 5000 barrels per day, and when the wells 
were unable to produce at the prescribed rate, they would switch to being controlled by bottom 
hole pressure.  Aquifer influx and well liquid rates were held constant for all models in the 
stochastic study, once again ignoring the effects on reservoir pressures. As in the deterministic 
model, run times varied depending on the sensitivity variables being tested, as well as the 
stochastic stacking pattern of the channels. Breakthrough times ranged from 1295 days (15% MTD 
facies, seed #300) to 27,200 days (0% MTD facies, seed #1000). Of the 91 total flow simulations 
performed in this analysis, only three were unable to achieve water breakthrough. In each of these 
cases, there was not a continuous flow path of permeable facies from the aquifer to the producing 
wells, causing large pressure spikes but no actual vertical flow beyond a certain point. 
 
 
Figure 33. Flow simulation setup for the stochastic model sensitivity analysis. A constant flux 
aquifer inputs water at the base of the model, while three evenly-spaced producing wells draw 
from the top of the model. In the stochastic analysis, the producing wells draw from the depth of 
the uppermost channel facies in each of the three original pseudo-wells to ensure connection to a 





4.5.5 Stochastic Model Results 
 Stochastic model simulation results for the MTD proportion and NTG analyses are shown 
in Figure 36, with individual model runs expressed as blue circles and mean values for each set 
of models (e.g. all models with 20% MTD facies) expressed as orange triangles. Each stochastic 
model was assigned a set proportion of each facies (e.g. 20% MTD), but due to the stochastic 
variation in stacking patterns with different model realizations, the actual proportion of MTD 
facies was variable (e.g. 19.24% – 20.40%). Therefore, the average value indicator sits slightly 
above or below the assigned value for the set (e.g. 19.86%). 
 Beginning with the MTD proportion analysis, there is a fairly high amount of scatter in BT 
at low MTD proportion values, but a general decrease in BT as MTD proportion is increased from 
0% to 15% is apparent (Fig. 34A). As MTD proportion is increased further, the trend remains 
largely flat, with slightly more scatter in the results at 30% MTD facies. This trend is somewhat 
consistent with the results seen in the simple and deterministic model drape analyses, implying 
that the low-permeability MTD facies may be acting to constrict fluid flow and accelerate 
breakthrough times. This trend appears to mostly hold up for RE, but much more scatter is evident 
in the results for different channel placement realizations (Fig. 34B). There is a small decrease in 
RE from 0% to 15% MTD proportion, with a flatter trend at increased proportions. The lack of 
clustering around the average RE values speaks to a variety of factors at work, likely directly tied 
to the stochastic nature of the stacking patterns in the models. While BT does still impact RE, other 
factors like reservoir compartmentalization due to blocked flow paths are likely at play. This 
concept is further reinforced by the plot of CUMoil @ 0.1PVI (Fig. 34C). The noticeable scatter 
within each set of points is evidence that the producing wells are not able to produce at the same 
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liquid rates for each different stacking pattern, meaning that not all reservoirs exhibit the same 
flow path connectivity.  
 The NTG analysis utilizes far fewer data points, and thus shows more defined trends. 
Scatter among each set of three points is low, as the three model realizations chosen for this 
analysis were selected based on their similar RE values in the MTD proportion analysis. A clear 
trend of decreasing BT with decreasing NTG is observed (Fig. 34D), which most closely resembles 
the trend seen in the NTG analysis for the deterministic model. Likewise, the flatter trend seen 
with RE is consistent with that seen in the previous sections, as OOIP decreases alongside 
decreasing NTG (Fig. 34E). Despite the constant prescribed liquid rates for each simulation, there 
is also a clear trend of decreasing CUMoil @ 0.1PVI with decreasing NTG (Fig. 34F). As with the 
deterministic model analysis, the decreased NTG ratio does not allow the pumping wells to 
maintain their assigned rates. This result speaks to a restriction of the fluid flow caused by the low 




Figure 34. Scatter plots of the stochastic model simulation results for the MTD proportion and 
NTG analyses. Individual runs with varying channel positions are shown as blue circles, while 
results averaged across model realizations are marked with orange triangles. (A) BT in days versus 
proportion of MTD facies. (B) RE versus proportion of MTD facies. (C) CUMoil @ 0.1 PVI versus 
proportion of MTD facies. (D) BT in days versus NTG. (E) RE versus NTG. (F) CUMoil @ 0.1PVI 







CHAPTER 5: DISCUSSION 
The goal of this study was to determine whether specific arrangements of hierarchical 
elements had distinct characteristic flow behaviors, and if so, whether they could be modeled with 
stochastic modeling algorithms. Three separate modeling techniques were utilized to evaluate 
architectural elements including percentage and flow properties of mass transport deposits and 
channel element stacking patterns and fill (i.e. net to gross and drape coverage).  
Simplified models were used to analyze the flow characteristics of channel element 
stacking patterns and fill in an idealized way that allowed for true isolation of the sensitivity 
variables. A deterministic model then built upon these results, using outcrop data to create a more 
architecturally realistic model, including mass transport deposits and a complex stacking pattern 
that was essentially a combination of those seen in the simple model analysis. Finally, complex set 
surfaces and pseudo-wells derived from the deterministic model were used in place of subsurface 
data to try to replicate the previously observed flow properties using stochastic object-based 
models.  
The utilization of all three modeling workflows allowed for a more robust analysis of 
characteristic flow behaviors in hierarchically organized deep-water systems. The three stages of 
analysis built upon each other, allowing the research question to be approached from several 
angles. This ultimately aided in identifying flow behaviors common throughout the stratified 
approach, including flow baffles, flow barriers, and reservoir compartmentalization.  Each of these 






5.1 Flow Baffles 
Flow baffling is created in the models when combinations of channel element stacking, 
low NTG fill, drape coverage, and the presence of MTDs funnel fluid through constricted and 
tortuous pathways. This reduction in the flow pathway can either increase or decrease 
breakthrough time depending on the severity of the constriction, and is observed in all three phases 
of this analysis. 
 
5.1.1 Baffled Flow in Drape and MTD Proportion Analyses 
Flow baffles can decrease BT and reduce overall RE by bypassing pay in sections of the 
reservoir not along the constricted flow path. This funneling effect is demonstrated by two simple, 
vertically stacked flow simulations with different drape values, where Figures 35A and 35B are 
constricted by 30% and 80% drape coverage, respectively. The 30% drape model achieves water 
breakthrough after 2,259 days, with an RE value of 0.16. While the upper three channel elements 
remain largely oil saturated, oil in the lower two channel elements, including the margins, is mostly 
displaced. The much more constricted 80% model preferentially flows directly upward between 
the impermeable drapes, breaking through more quickly at 1,484 days with an RE value of 0.11. 
In this high drape scenario, oil trapped between draped surfaces is completely bypassed, leading 
to a considerably quicker BT and lower RE value. This trend is seen in the vertical models above 
40% drape, diagonal above 30% drape, and immediately upon the introduction of any drape in 
the lateral models (Figure 36A).  
Baffles can also reduce the flow pathway significantly enough to actually increase BT and 
RE. This behavior is seen in the diagonally and laterally stacked models, when the drape is 
increased from 60% to 70% and 30% to 40%, respectively (Figure 36A). In the diagonal case, 
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increasing drape from 60% to 70% increases BT from 4,905 days to 5,320 days, resulting in an 
increase in RE from 0.35 to 0.38. Likewise, in the lateral case, increasing drape from 30% to 40% 
increases BT from 6,447 days to 6,500 days, resulting in a modest increase in RE from 0.438 to 
0.441. These four simulation results are shown in Figure 37, where the red drape cells constrict 
the flow pathways between adjacent channel elements in the 70% diagonal (Fig. 37B) and 40% 
lateral (Fig. 37D) cases. These two cases show slightly more displacement of oil (i.e. more blue 
cells), though the effect is subtle due to the low increases in RE, particularly in the lateral case.  
 
Figure 35. Comparison of two flow simulations from the vertically stacked simple model series to 
illustrate the funneling effect of drape coverage. (A) 30% drape, water breakthrough in 2,259 days, 









Figure 36. Scatter plots showing combined simulation results of simple, deterministic, and 
stochastic models. Data points are shown for each stochastic model as solid red circles, while the 
average of results at each MTD proportion are shown as open red circles. Two anomalously high 
BT data points have been removed from the 0% MTD series. (A) Normalized BT versus drape and 
MTD proportion. BT has been normalized as a proportional decline relative to the 0% drape or 0% 
MTD base cases. (B) Normalized RE versus drape and MTD proportion. RE has been normalized 
relative to the base case for each set of models. (C) Normalized BT versus NTG. BT has been 
normalized as a proportional change relative to the 100% NTG case for simple and deterministic 
models and 95% NTG case for the stochastic models. (D) Normalized RE versus NTG. RE has 







Figure 37. Comparison of simulation results at water breakthrough between simple models stacked 
(A) diagonally with 60% drape, (B) diagonally with 70% drape, (C) laterally with 30% drape, and 
(D) laterally with 40% drape. Green cells have been bypassed and are oil saturated, blue cells had 
oil displaced by water, and red drape cells act as flow barriers.  Intersection slices are aligned with 
one producing well. 
 
Similar flow behavior to that observed in the drape coverage analysis for the simple models 
is observed in the deterministic and stochastic models. In the case of the deterministic model, the 
simulation results closely mimic those seen for the vertically stacked simple models, where an 
increase in drape results in decreased BT and RE (Fig. 36A & B). The deterministic model is in 
essence a combination of stacking patterns, but it appears that the overall vertical orientation 
results in flow behavior most closely matching that of the vertically stacked simple models, as 
observed in Figure 38A. The addition of stochastic MTDs had an effect more similar, albeit more 
severe and with more scatter, to that observed in the lateral and diagonal simple models. BT and 
RE declined steeply as MTD proportion was increased from 0% to 15%, at which point the curves 
generally leveled off (Fig. 36A & B). This trend is reminiscent of the increases in BT seen for the 
diagonal and lateral simple models at high drape levels, highlighting that the stochastic MTDs act 




5.1.2 Baffled Flow in NTG Analyses 
Flow behaviors related to a reduction in NTG are slightly more complex than those for 
increasing drape, as a decrease in NTG coincides with a decrease in OOIP.  In the vertically 
stacked simple models, decreasing NTG acts very similarly to increasing drape in that there is a 
steady decline in BT. Flow in a vertically stacked system is concentrated in the high-net axes, so a 
reduction of NTG in the channel margins acts very similarly to a reduction in the flow pathway 
caused by channel drapes. This trend is directly mirrored by both the deterministic and stochastic 
models (Fig. 36C, Fig. 38B). For the diagonally and laterally stacked simple models however, 
there is a very sharp increase in BT when the NTG drops below a certain threshold (50% for 
diagonal, 60% for lateral) (Fig. 36C).  This shows that the low net margins of channel elements 
that exhibit significant lateral offset have a larger overall impact than channel base drapes on the 
ability of fluid to flow through the system.  
Reductions in BT as a result of decreased NTG are largely offset by a reduction in OOIP, 
leading to flatter normalized RE curves in the simple and stochastic model results (Fig. 36D). The 
vertically stacked simple models still show a slight decrease in RE with decreasing NTG, but the 
diagonal, lateral, and stochastic models all show a slight increase in RE until a certain threshold is 
reached. The deterministic model results, however, show a steep decline in RE with decreasing 
NTG (Fig. 36D, yellow line). While the deterministic model also had the steepest decline in BT, 
this drop in RE appears disproportionately large, meaning there are other factors at work. Most 
likely, the significant impact of low net margins in laterally offset channels discussed previously 
has the effect of highly compartmentalizing sections of the reservoir, creating a large amount of 






Figure 38. Comparison of flow simulation results at water breakthrough between vertically stacked 
simple models and the deterministic model across varying (A) drape coverage and (B) net to gross 
ratio. Green cells have been bypassed and are oil saturated, while blue cells have been replaced 




5.2 Flow Barriers 
A flow baffle becomes a flow barrier in this study when the flow path is completely 
obstructed, either from increasing impermeable drape coverage, juxtaposing very low net to gross 
margins, or entirely blocking the flow path with a low permeability MTD. When one or multiple 
of these situations occurs, the flow simulation is generally unable to achieve water breakthrough, 
or BT occurs after too much time to be useful as a data point. In the diagonally and laterally stacked 
simple models, the flow pathway is completely shut off once a certain drape or NTG threshold is 
reached. The tightening of these pathways is visible in the increases in BT seen in Figure 36A & 
B, after which points flow is cut off completely and the flow baffles have turned into flow barriers. 
These thresholds provide a natural constraint on the sensitivity ranges used in this study, as any 
further increases in drape or decreases in NTG will not result in a usable BT data point.  
In the deterministic model, flow barriers were created by reducing the vertical permeability 
of the MTDs at the bases of each channel complex. The scatter plots in Figure 27 demonstrate the 
effect that reducing permeability in these zones has; BT increases exponentially and RE quickly 
drops (Fig. 27B) because the producing wells are unable to maintain their production rates (Fig. 
27D).  
The intent of introducing MTD facies into the stochastic models was to create a similar 
barrier effect to that seen in the deterministic model, but on aggregate the MTD objects responded 
more as flow baffles than barriers. This is highlighted by two stochastic models, both containing a 
30% MTD facies proportion (Fig. 39). The MTD objects have set geometries, but are only 
constrained to the complex set boundaries. There was no additional strict hierarchy built into the 
stacking pattern, and thus the randomly generated placement of each MTD object dictated how it 
would impact fluid flow through the system.  
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Figures 39A and 39C correspond to the model realization with seed number 600, where an 
MTD object completely obstructed the flow path between the lower and upper complex sets. The 
MTD facies was assigned a low permeability value, which slowed the flow of water between the 
lower and upper complex sets considerably. It ultimately took 8,295 days to break through to the 
producing wells, achieving an RE value of 0.36. Figures 39B and 39D correspond to the model 
realization with seed number 700, where an MTD object only partially obstructed flow between 
the complex sets. Water was quickly able to permeate through the system, reaching BT in just 
2,590 days and achieving an RE value of 0.11. In effect, the MTD object placement makes model 
#600 respond more like the deterministic model with low perm MTDs, while model #700 acts 
more like a vertically stacked simple model or deterministic model with a drape-coverage induced 
funneling effect (Fig. 40). Revisiting the results for the MTD proportion analysis (Figure 34), it is 
clear that model #700 is much more representative of the group. While there is a fair amount of 
scatter due to the stochastic nature of the object placements, there appears to be a general decrease 




Figure 39. Stochastic model intersection slides comparing two models generated using the same 
object proportions, but different channel stacking patterns. Each panel contains three slides 
showing intersections at the south end, middle, and north end of each model. Flow simulations are 
shown at the time of breakthrough for the #700 model. (A) Seed #600. The randomly generated 
MTD object completely covers the flow path between the upper and lower complex sets. (B) Seed 
#700. The MTD object only partially obstructs flow across the complex sets. (C) Flow simulation 
of the #600 model. The MTD object acts as a barrier and drastically slows water breakthrough into 
the upper complex set.  (D) Flow simulation of the #700 model. The MTD object acts as a flow 




Figure 40. Comparison of flow behaviors between stochastic and deterministic flow simulations. 
(A) Stochastic model #600, with 30% MTD proportion. Flow is restricted between the upper and 
lower complex sets due to MTD placement. (B) Deterministic model with an MTD Kz value of 
0.001 mD. MTDs significantly slow down fluid flow, resulting in extremely high BT and increased 
RE. (C) Stochastic model #700, with 30% MTD proportion. MTD facies act to funnel fluid flow, 
helping to quickly achieve BT. (D) Deterministic model with 70% drape coverage. Fluid flow is 
funneled, reducing BT.  
 
5.3 Reservoir Compartmentalization 
 Much of this study focuses on the metric of recovery efficiency at water breakthrough. This 
is merely oil produced at a given time (e.g. BT) divided by the original oil in place (OOIP). While 
this metric is a succinct and effective way to compare the simulation results of different models, it 
does not provide a comprehensive explanation for what is really happening. What can be lost in 
this simple equation are the concepts of reservoir compartmentalization and bypassed pay.  
 Reservoir compartmentalization describes a scenario where specific reservoir zones are 
being siloed or isolated from the rest of the reservoir. The deterministic outcrop model exhibits 
this behavior in a few laterally divergent channel elements, which are entirely bypassed in all flow 
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simulations. Likewise, the randomly generated channels in the stochastic model series can be 
completely detached from the bulk of the reservoir, with no chance to contribute to production. 
Examples of each of these scenarios are shown in Figure 41. In both cases, these siloed reservoirs 
contribute to the OOIP, yet are completely bypassed by the producing wells, in effect lowering the 
overall RE.  
 While the vertically, diagonally, and laterally stacked simple model flow simulations also 
leave bypassed pay, the mechanism for this differs from that of the compartmentalization seen in 
the deterministic and stochastic models. Rather than containing sections of reservoir that are 
completely detached from the main body, the simple stacking patterns of the simple models result 
in one continuous “tank,” with all pay being connected. The bypassed pay is a result of water 
finding the most efficient path between aquifer and producer, not a lack of accessibility to all 
sections of the reservoir.  
Additional metrics must be considered when evaluating flow simulation results, including 
BT and cumulative oil produced at a standard number of pore volumes injected. It is only through 




Figure 41. Flow simulation results highlighting reservoir compartmentalization (bypassed pay) in 






CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
A three-part sensitivity analysis was conducted to answer the question of whether specific 
hierarchical architectural features had distinct characteristic flow behaviors, and if so, whether 
they could be modeled with stochastic modeling algorithms. Chapter one used simple, idealized 
models to isolate key flow characteristics related to channel element stacking pattern, net to gross 
ratio, and channel base drape coverage. Chapter two used a deterministic model of the Laguna 
Figueroa outcrop to build upon the simple model results using realistic stacking patterns and 
architectural features, including MTDs. Chapter three used stochastic object-based modeling with 
limited hard-data input to assess whether flow behaviors seen in the simple and deterministic 
models could be captured using standard geostatistical reservoir modeling methods. The three 
chapters of the analysis varied in complexity, and were meant to build upon each other to create a 
more robust depiction of the effects of the architectural elements being evaluated. Similar results 
were seen across all three chapters of the sensitivity analysis, highlighting the three key flow 
behaviors associated with flow baffles, flow barriers, and reservoir compartmentalization.  
In all three phases of the analysis, drapes and/or low NTG margins acted as baffles to 
constrict fluid flow between adjacent channel elements, creating a funneling effect that reduced 
water BT. As drape was increased or NTG was lowered, a threshold was eventually reached 
whereby the flow baffle became a flow barrier, and BT was delayed or never reached. In the case 
of increasing drape coverage, the reduction in BT directly corresponded with a decrease in RE. 
With decreasing NTG, however, the reduction in BT was somewhat offset by a reduction in OOIP, 
resulting in a flatter RE curve.  
In addition to drape and NTG, it was found that stochastically generated MTD objects 
could act as flow baffles when their placement did not completely block the flow path between 
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adjacent channel elements. However, when the stochastic placement of MTDs did completely 
obstruct the flow pathway, the low permeability features acted as flow barriers, similar to in the 
deterministic model. This discrepancy in the influence of stochastically generated MTDs on flow 
behavior points to the conclusion that object-based modeling in Petrel is not an effective method 
to reproduce MTDs. The naturally disjointed nature of the stochastic process often doesn’t create 
a complete barrier between neighboring channel elements, resulting in more of a flow baffle than 
barrier.  
This study also revealed that reservoir compartmentalization can be created in a variety of 
ways, including laterally divergent stacking patterns, channel base drape coverage, low NTG 
margins, and the presence of MTDs. This compartmentalization effectively reduces RE, as the total 
OOIP includes these sections of reservoir that are ultimately bypassed and unable to contribute to 
production. Compartmentalization was seen in all three phases of analysis. In the simple models, 
pay that was initially bypassed was generally recoverable in a long enough simulation. However, 
at very high drape levels in the diagonally and laterally stacked models, flow between adjacent 
channel elements was completely cut off, effectively siloing each element. In the deterministic 
model, the complex stacking patterns created impermeable boundaries between some adjacent 
channel elements in lower drape and higher NTG cases. Additionally, MTDs had the effect of 
compartmentalizing the reservoir when they were assigned extremely low Kz values. The 
stochastic models exhibited compartmentalization due to the stochastic object placement naturally 
producing disconnected elements.  
Ultimately it is clear from this analysis that factors are influencing flow behavior in 
slope-channel systems at a variety of hierarchical levels, and a combination of modeling methods 
is critical to deciphering these patterns. 
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6.2 Future Work 
Simple Models 
The workflows used in the simple modeling chapter of the sensitivity analysis were direct 
and efficient, but could be expanded upon and improved. Ideally, a spectrum of stacking patterns 
would be examined, rather than the limited series of vertically, diagonally, and laterally stacked 
channels. This could illuminate thresholds for certain flow behaviors, and allow the simulation 
results to more effectively translate to the deterministic and stochastic models. Additionally, the 
workflow may be improved by testing alternative methods for creating channel base drapes. The 
transmissibility multiplier concept used was effective in the sense of restricting flow along the 
base of the channels, but wasn’t necessarily representative of what a channel base drape might 
look like in outcrop. 
 
Deterministic Model 
 The primary objective moving forward with the deterministic model would be to generally 
improve its realism. In this study, all zones apart from the channel elements and mass transport 
deposits were designated as “background” facies, and contained no storage or flow properties. This 
was done to simply the results and maintain focus on the sensitivity variables being tested. In 
outcrop, these zones generally contain thin-bedded inner and outer levee facies, which could 
contribute to storage and allow for anisotropic fluid flow. Incorporating these levee facies would 
complicate the flow simulation results, but would contribute to the realism of the simulations.  
 Another avenue for increasing realism would be to incorporate asymmetry and more 
detailed facies distribution into the channel elements. The elements in the current model are 
entirely symmetrical and have hard NTG cutoffs to determine distribution of inter-channel facies, 
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whereas channel elements in outcrop are much more nuanced. While including finer-resolution 
heterogeneity within channel elements would be useful, it would also create problems with 
upscaling and creating models that could be flow simulated efficiently.  
Additionally, some decisions were made when constructing the model that would be 
revised in future studies. Channel elements L11 and L12 in the Lower Figueroa appear to diverge, 
which is a result of a linear extrapolation of the partially interpreted L12 element. Realistically this 
element should have more closely followed the outcrop, which would change the stacking pattern 
slightly. The complex set surfaces used in the deterministic model are also considerably wider than 
those of the conceptual model, and contain too shallow of a slope along the edges. This was a 
result of the method used to construct these surfaces, but in a future study, efforts would be made 
to more closely match the conceptual model.  
 
Stochastic Models 
The methods used in the stochastic modeling chapter of the analysis could be improved in 
several ways to achieve more robust results. The object-based method used to recreate MTDs was 
largely ineffective, as the placement of the objects was not representative of what was seen in 
outcrop and they tended to act more as flow baffles than barriers. A different method would have 
to be used, perhaps with the aid of a more fixed hierarchical framework to facilitate a closer 
reproduction of the deterministic model. Additionally, the limited inputs available for the 
stochastic channel generation only included two facies: channel sands, and levees. In this study, 
channel sands were treated as axis, while levees were treated as off-axis. Should the study be 
replicated, the levees should be treated as an amalgamation of off-axis and margin, with an 
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appropriate reduction in porosity and permeability. Lastly, many more total model simulations 
would be useful to solidify the flow behavior trends observed and eliminate outliers.  
 
Flow Simulations 
 One of the primary challenges with the flow simulation setup used in this study was that 
the constant flux analytic aquifer did not react to changes in reservoir pressure during simulation, 
and instead continued adding water to the system at a constant rate. When producing wells were 
unable to maintain production, such as after water breakthrough, the overall reservoir pressure 
tended to increase rapidly. While this is not expected to influence the overall results of the study, 
it is worth noting and should be addressed in future studies. A solution perhaps would be to have 
the aquifer flux controlled as a function of well production or reservoir pressure, rather than a 
constant. Alternatively, the actual simulation setup could be altered, such as by adding more 
producing wells or using a constant outflow rather than rate controlled producers.  
 Another thing worth noting is that the boundary conditions used in this study, namely the 
constant flux aquifer and impermeable background facies, likely had an impact on overall 
breakthrough times. A more realistic aquifer setting would more likely result in generally longer 
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Table A.4. Flow simulation results for the deterministic outcrop model with varying drape coverage, 







Table A.5. Flow simulation results for stochastic modeling runs with varying proportion 
of MTD facies. Highlighted model runs did not achieve water breakthrough. Results 















Table B.1. List of surfaces used in deterministic model.  
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Input tabs for stochastic modeling in Petrel with 20% MTD proportion.
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