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Abstract
We investigate code trees and search trees with cost functions that increase exponentially with the depth in the tree. While
corresponding coding theorems have been considered in connection with Rényi’s entropy since 1965, the algorithmic aspects
of these constructions have not been analyzed before. We propose a generalized Huffman algorithm for the construction
of optimal codes in this model and treat related questions for search trees giving bounds on the costs of optimal trees. The
algorithm for search tree construction is based on a new form of dynamic programming with the quadrangle inequality.
Wealso consider randomtrees.Due to the exponential cost function, optimally balanced trees turnout tohave signiﬁcantly
lower average costs than random trees, unlike in the standard cost model.
© 2008 Published by Elsevier Inc.
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1. Introduction
The concept of tree structures prevails in almost all ﬁelds of computer science. In the area of data struc-
tures, search trees in their various forms are the basis for most dictionary solutions [1]. Code trees as used in
information theory offer a convenient representation of preﬁx-free codes [2].
The cost of a codeword or the length of a search process in a tree is usuallymeasured in the unit costmodel: the
cost of a codeword is its length and the cost of a search is the number of comparisons performed. An alternative
to this standardmodel consists in the assignment of individual cost to each code symbol [3,4]. A popular example
is the Morse code for telegraphy, where the code symbols “·” and “–” take different times during transmission.
The cost of a codeword in this model depends on the number of occurrences of the different symbols, but not
on their position within the codeword.
In this paper, we investigate codes and trees where the cost of a code symbol does not depend on the individual
symbol, but on its position in the codeword. More precisely, we assume that the cost increases exponentially:
the cost of visiting a node at depth   0 in the tree is d for some ﬁxed d  1. With d = 1 the standard model
is contained in our discussion.
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Another model where cost depends on position in an array is considered by Knight [5] where the probe to
the kth array position incurs cost kp for some ﬁxed p . This model is entirely different from the model analyzed
in this paper.
Concerning our scenario of exponentially increasing cost, a coding theorem for a related cost measure has
been presented by Campbell [6] in connection with Rényi’s entropy [7], see Deﬁnition 1 and Theorem 2 below.
Further investigation of similar coding theorems have been performed by Nath [8], however no coding algo-
rithms and the connection with search trees have been considered yet. The reason for this may be the fact that
the proposed cost measures did not allow a direct interpretation in a tree. With the appropriate modiﬁcations
however, this becomes possible. In particular, the cost parameter d determines the shape of optimal trees. The
generalization to alphabetical codes and search trees are natural questions that we treat subsequently.
1.1. Applications
With d > 1, the new cost measure models the situation that the comparison costs grow exponentially with
each step. Therefore long code words (respectively, long search paths) become expensive and good trees are well
balanced.
A possible application is to search processes in hierarchical structures where the complexity of a comparison
increases at each hierarchy level by a factor of d . In this constellation, our model describes the total cost and
gives the framework for optimizing the test sequence or the hierarchical decomposition of the problem.
Another application is the derivation of lower bounds for the expected running time of programs with multi-
plications. Each multiplication doubles the length of the operands. Therefore the cost of the program (averaged
over all execution paths) can be described in our model with d = 2.
1.2. Outline
In Section 2, we consider non-alphabetical codes. First we transfer Theorem 3 to the cost measure from
Deﬁnition 1. Then we present and discuss a generalized Huffman algorithm for optimal codes in this cost model.
Section 3 investigates search trees and gives bounds on the cost of optimal trees. Alphabetic codes are contained
in this discussion as they aremodelled by unsuccessful search in trees (only the leaves have non-zero probability).
In Section 4, we derive the expected cost of random trees for arbitrary d > 1. We also calculate the variance of
the cost and discuss the inﬂuence of the exponential cost measure. Section 5 concludes with some open problems.
1.3. Preliminaries
Let A = {a1, . . . , an} be a symbol alphabet with associate probability distribution p = (p1, . . . , pn). The occu-
rence of symbol aj is independently and identically distributed with probability Prob(aj) = pj . The pair (A, p) is
called a source. A binary code c for A into the code alphabet S = {0, 1} is a mapping c: A → S∗. We also denote
c = c(A) as the set of codewords. The restriction to binary codes only serves for simpliﬁed presentation and
can be easily abandoned. Throughout the paper, log(.) is the logarithm to base 2. When the symbol alphabet
A = {a1 < . . . < an} is ordered, a code c into the ordered code alphabet S = {0 < 1} is called alphabetic or order-
preserving if it respects this ordering, i.e. c(a1) < · · · < c(an). In the latter,< denotes the lexicographical ordering
on S∗. A code {c(a1), . . . , c(an)} is called preﬁx-free when no code word c(aj) is preﬁx of another codeword c(ai),
j /= i. Preﬁx-free codes are uniquely decodable. Let j = |c(aj)| denote the length of the codeword for aj .
Deﬁnition 1 (Rényi [7]).
Let p = (p1, . . . , pn) be a probability distribution and  > 0,  /= 1. Then
H(p) = 11 −  log
(
n∑
i=1
pi
)
is the Rényi entropy of order .
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With Hospital’s rule, we ﬁnd the Shannon entropy as special case  = 1 of the Rényi entropy: H1(p) :=
lim→1 H(p) = −∑ni=1 pi log pi.
The following cost function for a code c and the Coding Theorem below have been introduced by Campbell
[6]:
Nt(c, p) = 1
t
log
(
n∑
i=1
pi2ti
)
.
Theorem 2 (Campbell [6] ).
Let  > 0, t = 1/− 1 and p a probability distribution.
(1) For every code c whose codeword lengths satisfy the Kraft inequality
∑n
j=1 2−j  1, we have
H(p)  Nt(c, p).
(2) There is a preﬁx-free code c, such that
Nt(c, p)  H(p)+ 1.
2. Code trees and the generalized Huffman algorithm
We deﬁne a new cost measure for codes as follows:
Deﬁnition 3. Let d  1. The cost of codeword c(ai) with length i is
∑i−1
j=0 dj . For a code c, the expected cost of
order d is
Ed(c, p) =
n∑
i=1
pi(1 + d + d2 + · · · + di−1).
This deﬁnition generalizes the average codeword length and contains the standard unit cost as special case
d = 1. Let Lp(x) =
(
x
p
1 + · · · + xpn
)1/p denote the Lp -metric of vector x = (x1, . . . , xn).
Theorem 4. Let d > 1 and p a probability distribution.
(1) For every code c whose codeword lengths satisfy the Kraft inequality
∑n
j=1 2−j  1, the expected cost is at
least
L1/(1+log d)(p)− 1
d − 1  Ed(c, p).
(2) There is a preﬁx-free code c with expected cost at most
Ed(c, p)  dL1/(1+log d)(p)− 1
d − 1 .
Proof.The result fromTheorem 2 can be transferred to our cost functionEd(c, p) by setting 2t = d and therefore
 = 1/(1 + log d) < 1, hence
dNt(c,p) =
n∑
i=1
pid
i = (d − 1) · Ed(c, p)+ 1.
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Furthermore, log(d)/(1 − ) = 1 + log d and
dH(p) =
(
n∑
i=1
p
1
1+log d
i
)1+log d
= L(p) = L1/(1+log d)(p).
We remark that by passing to the limit d → 1, we obtain the classical source coding theorem by Shannon [2].

We give a method to construct an optimal code for any d  1 and the cost function Ed(c, p). It is based on the
classical algorithm by Huffman [9] and incrementally constructs a code tree by combining appropriate subtrees.
For every node z we store its weight w(z). A priority queue Q is sorted by increasing weights. It is initialized
with the symbols aj and associated weights w(aj) = pj . These symbols will form the leaves of the code tree. As
long as there is more than one element inQ, two elements x, y with smallest weights are extracted and combined
to a new node z. This new node will have x and y as children and weight w(z) = d · (w(x)+ w(y)). When there
is only one element left in Q, it represents the root of the code tree.
In pseudo-code the algorithm is as follows:
Q = A
for i from 1 to n− 1 do
z = new node()
x = Q.extract_min()
y = Q.extract_min()
left(z) = x
right(z) = y
w(z) = d · (w(x)+ w(y))
Q.insert(z)
od
root = Q.extract_min()
Theorem 5. For d  1 and a source (A, p), the generalized Huffman algorithm constructs a preﬁx-free code c that
minimizes the average codeword length Ed(c, p).
Proof. For d = 1 we obtain the original Huffman algorithm. In the case d > 1, the proof is a modiﬁcation of the
standard argument (e.g. [10]), where the probabilities are replaced by the weights. The correctness follows from
the fact that in the beginning (in the leaves) the weights are equal to the probabilities. 
The running time is in O(n log n) in the RAM model. When the access probabilities are already sorted, the
algorithm can be implemented in O(n) using a method ﬁrst described by van Leeuwen [11] by noticing that the
weights to be inserted into Q are sorted increasingly. Instead of using a priority queue, we can use two FIFO
queues, one for the presorted probabilities and one for the weights to be inserted during the construction. The
function extract_min can be realized in constant time by comparing the top elements of the two FIFO queues.
Remark 6. From the proof of Theorem 2 it follows that optimal codeword lengths j satisfy
− log
(
pj∑n
i=1 pi
)
 j < − log
(
pj∑n
i=1 pi
)
+ 1,
where  = 1/(1 + log d). This observation allows for an alternative proof of Theorem 5 by ﬁrst transforming
the access probabilities via pj → pj /
∑n
i=1 pi and then applying the standard Huffman algorithm on the
transformed probability distribution. From an algorithmic point of view, this approach requires an additional
preprocessing step and the calculation of log d , whereas the generalized Huffman algorithm uses only additions
and multiplications.
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3. Search trees
Now we consider search trees respectively alphabetic codes for an ordered alphabet A = {a1 < · · · < an}. The
symbols are placed at the inner nodes of the tree, and the depth tj of aj is the length of the path from the root
to aj . In particular, the depth of the root is 0. In the standard model, the access to aj costs tj + 1, the number of
comparisons necessary to identify the element. An unsuccessful search ends in a leaf. When the leaf representing
the interval (aj , aj+1) is at depth sj , the cost in the standard model is sj . We deﬁne a0 := −∞ and an+1 := ∞.
Deﬁnition 7. Let p = (q0, p1, q1, p2, . . . , qn−1, pn, qn) be a probability distribution over the alphabet symbols
and the intervals where pj denotes the probability of aj and qj the probability of interval (aj , aj+1). Let
T = (s0, t1, s1, . . . , tn, sn) be the depths of nodes and leaves in a binary search tree T for A. For d  1, the expected
cost of T is
Ed(T, p) =
n∑
i=1
pi ·
(
1 + d + · · · + dti)+ n∑
i=0
qi ·
(
1 + d + · · · + dsi−1
)
.
Let P () = ∑ni=1 pi and Q() = ∑ni=0 qi .
Theorem 8. Let d  1 and p = (q0, p1, . . . , pn, qn).
(1) Every search tree T for p has expected cost of at least
(
L1/(1+log d)(p)
)1/ log 3 − 1
d − 1  Ed(T, p) .
(2) There is a search tree Topt with expected cost
Ed(Topt, p) 
dL1/(1+log d)(p) · P
()+dQ()
P ()+Q() − 1
d − 1 .
In the limit d → 1, we obtain the well-known result [1]
H(p)
log 3
 E(Topt, p)  H(p)+ 1 + Q(1).
Proof. First we consider the upper bound by describing the construction of good search trees. For a given
distribution p over the nodes and the leaves, a well-known method similar to the Shannon–Fano code [1, p. 445]
shows how to construct a tree with
pi  2−ti , qi  2−si+2 .
We use the same construction for the distribution deﬁned by
pi =
pi
P () + Q() , qi =
qi
P () + Q() ,
here again is  = 1/(1 + log d), hence  log d = 1 − . Then,
(d − 1)Ed (T, p)+ 1 =
n∑
i=1
pid
ti+1 +
n∑
i=0
qid
si
 d ·
n∑
i=1
pid
log(1/pi) +
n∑
i=0
qid
log(1/qi)+2
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= d ·
n∑
i=1
pi(1/pi)
log d + d2 ·
n∑
i=0
qi(1/qi)
log d
= d ·
n∑
i=1
pi
(
P () + Q()
)log d
p−1i + d2 ·
n∑
i=0
qi
(
P () + Q()
)log d
q−1i
= d ·
(
P () + Q()
)log d · (P () + dQ())
= d · L1/(1+log d)(p) · P
() + dQ()
P () + Q() .
For a lower bound on the cost, the binary search process is encoded into the three-element alphabet S =
{0, 1, Stop}. In every node we decide whether to continue the search in the left or right subtree, or whether the
element has been found. The entropy related to this code alphabet, H(p)/ log(3), is a lower bound for the code
length of the associated code. Hence, the average cost of any search tree T is at least
(d − 1) · Ed(T, p)+ 1  d
H(p)
log 3 =
(
L1/(1+log d)(p)
)1/ log 3
. 
Example 9. When we consider the special case of uniform distribution and successful searches only, i.e. pi = 1/n
for i = 1, . . . , n, we ﬁnd
Ed(Topt, p)  d n
log d − 1
d − 1 .
In the limit d → 1, we obtain E(Topt, p)  1 + log n, and for d = 2 the search cost is linear in n.
Next we consider dynamic programming for the construction of optimal trees for arbitrary d  1. As in the
standard case, the search for optimal root nodes of subtrees can be restricted with the help of the quadrangle
inequality, resulting in a total construction time of O(n2). For achieving this, we generalize the corresponding
theorem of Yao [17].
Theorem 10. Let w(i, j) ∈  for 0  i < j  n, and deﬁne c(i, j) by
c(i, i) = w(i, i) = 0
c(i, j) = w(i, j)+ d · min
i<kj
(
c(i, k − 1)+ c(k , j)
)
(i < j).
If the weights satisfy the rectangle inequality
w(i, j)+ w(i′, j′)  w(i′, j)+ w(i, j′) for all 1  i  i′  j  j′  n,
the function c(i, j) can be calculated in time O(n2).
Proof. The proof is a modiﬁcation of the proof in [17] by considering factor d . Details are omitted due to space
restrictions. 
We now apply this new form of dynamic programming with the quadrangle inequality to the construction
of optimal search trees under the exponential cost measure.
Corollary 11. For 1  i  j  n let wi,j = qi−1 + pi + qi + pi+1 + · · · + pj + qj be the cumulated probability of
the symbols Aij = {ai , . . . , aj} and the adjacent leaves. Then an optimal tree for Aij can be constructed in time
O(n2) and has expected cost Ed(i, j) given by
Ed(i, i) = 1
Ed(i, j) = 1 + d · min
imj
(
wi,m−1Ed(i,m− 1)+ wm+1,jEd (m+ 1, j)
)/
wi,j (i < j).
Proof. We apply Theorem 10 for w(i, j) = wi+1,j = qi + pi+1 + · · · + pj + qj and c(i, j) = wi+1,jEd (i + 1, j). 
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4. Random search trees
Now we analyze the average cost of random search trees in the exponential cost measure. Let A = {a1 <
· · · < an} be the tree elements. The tree T() corresponding to a permutation  = (a(1), . . . , a(n)) is constructed
by successive insertion of the a(i) into an initially empty tree. The ﬁrst element a(1) becomes the root and the
following elements are inserted into the left or right subtree according to the order on A.
A tree for A is called random when all n! permutations  are equally likely. In particular, every ai will be the
root with probability 1/n. There exits a rich literature on random trees, see e.g. [1, 14,16].
Let tj(n) be the cost of accessing the jth element in a tree with n nodes: tj(n) = ddepth(j)−1d−1 . Note that in a
random tree, the tj(n) are random variables. The external path length Ln = ∑nj=1 tj(n) is the sum of the costs
of accessing every node. The average cost Tn = ∑nj=1 tj(n)/n is the cost of accessing a randomly selected node.
Therefore Ln = n · Tn.
By deﬁnition, L0 = T0 = 0 in an empty tree. A single node at the root incurs costs L1 = T1 = 0. When the tree
contains n nodes, the external path length is
Ln = n− 1 + d (Lk + Ln−1−k) ,
where k is uniformly distributed over {0, . . . , n− 1} and describes the size of the left subtree of the root. Passing
to generating functions, we get
Ln(z) =
∞∑
j=0
Prob (Ln = j) zj = E
[
zLn
]
= E
[
zn−1+d(Lk+Ln−1−k )
]
= zn−1 · 1
n
·
n−1∑
k=0
Lk
(
zd
)
· Ln−1−k
(
zd
)
.
Similar calculations for d = 1 have been performed e.g. in [16].
Now we use the identities E [Ln] = L′n(1) and Var [Ln] = L′′n(1)+ L′n(1)−
(
L′n(1)
)2. For the derivatives of Ln(z),
we ﬁnd
L′n(z) =
(n− 1)zn−2
n
·
n−1∑
k=0
Lk
(
zd
)
Ln−1−k
(
zd
)
+ dz
n+d−2
n
·
n−1∑
k=0
(
L′k
(
zd
)
Ln−1−k
(
zd
)
+ Lk
(
zd
)
L′n−1−k
(
zd
) )
L′′n(z) =
(n− 1)(n− 2)zn−3
n
·
n−1∑
k=0
Lk
(
zd
)
Ln−1−k
(
zd
)
+ d(2n+ d − 3)z
n+d−3)
n
·
n−1∑
k=0
(
L′k
(
zd
)
Ln−1−k
(
zd
)
+ Lk
(
zd
)
L′n−1−k
(
zd
) )
+ d
2zn+2d−3
n
·
n−1∑
k=0
(
L′′k
(
zd
)
Ln−1−k
(
zd
)
+ 2L′k
(
zd
)
L′n−1−k
(
zd
)
+ Lk
(
zd
)
L′′n−1−k
(
zd
) )
.
Let n = L′n(1) and sn = L′′n(1). With Ln(1) = 1 we obtain the recurrences
0 = 0
n = n− 1 + d
n
·
n−1∑
k=0
(k + n−1−k)
s0 = 0
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sn = (n− 1)(n− 2)+ d(2n+ d − 3)
n
n−1∑
k=0
(k + n−1−k)
+d
2
n
n−1∑
k=0
(sk + 2kn−1−k + sn−1−k) .
For n we get
nn = n(n− 1)+ 2d
n−1∑
k=0
k ,
which translates into the differential equation
zF ′(z) = 2z
2
(1 − z)3 +
2dz F(z)
1 − z .
for the generating function F(z) = ∑∞n=0 nzn. For d > 1, we ﬁnd
F(z) = 2
(2d − 1)(2d − 2) ·
(
1
(1 − z)2d −
1
(1 − z)2 −
2(d − 1)z
(1 − z)2
)
,
hence the coefﬁcients of F(z) are
n = [zn] F(z) =
(
2d−1+n
n
)
− (2d − 1)n− 1
(d − 1)(2d − 1) .
Theorem 12. For d > 1, the expected external path costs of a random tree are
E [Ln] =
(
2d−1+n
n
)
− (2d − 1)n− 1
(d − 1)(2d − 1)
= n
2d−1
(d − 1)(2d − 1)(2d) + O
(
nmax{1,2d−2}
)
.
In the standard model d = 1, it is known [16] that
n = [zn] −2
(1 − z)2 ·
(
z + ln(1 − z)
)
= 2(n+ 1)Hn+1 − 4n− 2 = 2n ln(n)+ O(n) .
For d = 2, we ﬁnd
n = [zn] z
2(3 − 2z)
3(1 − z)4 =
(
n+ 1
3
)
− 2
3
(
n
3
)
= n3
/
18 + O(n2) .
It is instructive to compare the result of Theorem 12 with the search cost in optimal trees. From Theorem 12
we have average search costs of O
(
n2d−2
)
when the accesses are uniformly distributed. In contrast, an optimal
tree for n elements and uniform accesses produces only a cost of O
(
nlog d
)
, compare Example 9. For the standard
model d = 1 it is known that the search cost in a random tree and in an optimal tree are both in O(log n), hence
the random tree is asymptotically not worse than the optimum tree. In the exponential cost measure however,
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random trees get signiﬁcantly worse with increasing d . The intuitive reason for this is that already small devia-
tions from the optimal tree result in a large increase of the cost due to the exponential cost model. A practical
consequence is that for d > 1 the explicit construction of an optimal tree may represent a worthwhile effort.
Finally we consider the variance of Ln. From the above recurrence for sn = L′′n(1) we obtain
nsn = an + 2d2
n−1∑
k=0
sk ,
which is solved using the generating function S(z) = ∑∞n=0 snzn. We get
S(z) = 1
(1 − z)2d2 ·
∫ z
0
A(x)(1 − x)2d2
x
dx ,
where
A(z) = 6z
3
(1 − z)4 + 2z
2F ′′(z)+ (d − 1)zF ′(z)− 12z
3
(1 − z)4 −
2(d + 1)z2
(1 − z)3 + 2d
2zF(z)2 .
Now the above integral can be calculated and the coefﬁcients sn = [zn] S(z) extracted. From Var [Ln] = sn + n −
2n we get the variance for arbitrary d > 1.
In the case d = 1 it is known [1] that
Var [Ln] = 7n2 − 4(n+ 1)H(2)n − 2(n+ 1)Hn + 13n =
(
7 − 22
/
3
)
n2 + O(n ln n) .
With Maple we ﬁnd for d = 2:
Var [Ln] = 5n
7
21168
+ 13n
6
5670
+ 11n
5
840
+ 11n
4
162
+ 137n
3
1008
− 67n
2
405
− 1429n
26460
,
and in general for the asymptotic growth of Var [Ln] =  (nm):
d 1 2 3 4 5 6 7 8 9 10
m 2 7 17 31 49 71 97 127 161 199
.
From this we see that the variance increases asymptotically much more rapidly than the expected value
E [Ln]. This means that the distribution is far spread and not well concentrated around its expectation. Intui-
tively, this becomes clear noting that small deviations from the optimal tree shape have strong inﬂuences due
to the exponential cost model.
5. Conclusions
We presented a new cost model for codes and search trees. It is a modiﬁcation of known cost measures related
to Rényi’s entropy and allows direct interpretation in trees, which makes it useful for applications. We proposed
a generalized Huffman algorithm for constructing optimal codes. Then we considered optimal search trees and
extended the dynamic programming with the quadrangle inequality. Finally we conducted a detailed analysis
of random search trees.
It would be interesting to improve the lower bound for the cost of optimal search trees (Theorem 8), in
analogy to results by Bayer [13]. However, the bound on the Shannon entropy
−
n∑
i=1
pi log(pi)  −
n∑
i=1
pi log(qi)
for arbitrary distributions p and q can not be easily transferred to the Rényi entropy, respectively. L1/(1+log d)(p).
See [8] for efforts along this line.
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