Planning-in its classical sense-is the problem of finding a sequence of actions that achieves a predefined goal. As such, much of the research in AI planning has been focused on methodologies and issues related to the development of efficient planners. To date, several efficient planning systems have been developed (e.g., see [3] for a summary of planners that competed in the International Conference on Artificial Intelligent Planning and Scheduling). These developments can be attributed to the discovery of good domain-independent heuristics, the use of domain-specific knowledge, and the development of efficient data structures used in the implementation of the planning algorithms. Logic programming has played a significant role in this line of research, providing a declarative framework for the encoding of different forms of knowledge and its effective use during the planning process [5] .
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However, relatively limited effort has been placed on addressing several important aspects in real-world planning domains, such as plan quality and preferences about plans. In many real world situations, the space of feasible plans to achieve the goal is dense, but many of such plans, even if executable, may present undesirable behavior. In these situations, it may not be difficult to find a solution; rather, the challenge is to produce a solution that is considered satisfactory w.r.t. the needs and preferences of the user. Thus, feasible plans may have a measure of quality and only a subset may be considered acceptable. These issues can be illustrated with the following example: The example demonstrates that users' preferences play a deciding role in the choice of a plan. Thus, we need to be able to evaluate plan components at a finer granularity than simply as consistent or violated. In [4] , it is argued that users' preferences are likely to be more important in selecting a plan for execution, when a planning problem has too many solutions. It is worth noticing that, with a few exceptions, like the system SIPE-2 with metatheoretic biases [4] , most planning systems do not allow users to specify their preferences and to use them in finding the plans. As such, the responsibility in selecting the most appropriate plan for their purpose rests solely on the users. It is also important to observe that preferences are different from goals in a planning problem; they might or might not be satisfied by a plan. The distinction is similar to the separation between hard and soft constraints [1] . For instance, if Bob's goal is to spend at most $2 to go to school, then he does not have any feasible plans to arrive at school on time.
In this paper, we will investigate the problem of integrating users' preferences into a logic programming-based planner. We develop a language, called ¡ [6] , for the specification of user preferences. We divide the preferences that a user might have into different categories: 
¢
Preference about an action: the user prefers to perform the action § , whenever it is feasible and it allows the goal to be achieved;
Preference about a trajectory: the user prefers a trajectory that satisfies a certain property¨over those that do not satisfy this property; ¢ Multi-dimensional Preferences: the user has a set of preferences about the trajectory, with an ordering among them. A trajectory satisfying a higher priority preference is preferred over those that satisfy lower priority preferences. It is important to observe the difference between ¤ and¨in the above definitions.
¤ is a state property, whereas¨is a formula over the whole trajectory (from the initial state to the state that satisfies the given goal).
We also provide a logic programming implementation of the language, based on answer set programming [2] . As demonstrated in this work, normal logic programs with answer set semantics provide a natural and elegant framework to effectively handle planning with preferences
