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1. Introduction
In his work on log-concavity of multiplicities, e.g. [14,15], A. Okounkov introduced a procedure to
associate convex bodies to linear systems on projective varieties. This construction was systematically
studied by R. Lazarsfeld and M. Mustat¸a˘ in the case of big line bundles in [11]. The construction of
these Okounkov bodies depends on a ﬁxed ﬂag of subvarieties and produces a convex compact set
for each Cartier divisor on a projective variety. The Okounkov body of a divisor encodes asymptotic
invariants of the divisor’s linear system, and it is determined solely by the divisor’s numerical equiva-
lence class. Moreover, these bodies vary as ﬁbers of a linear map deﬁned on a closed convex cone as
one moves in the space of numerical equivalence classes of divisors on the variety. As a consequence,
one can expect to obtain results about line bundles by applying methods from convex geometry to
the study of these Okounkov bodies.
Let us consider an n-dimensional projective variety X over an algebraically closed ﬁeld, endowed
with a ﬂag X•: X = Xn ⊇ · · · ⊇ X0 = {pt}, where Xi is an i-dimensional subvariety that is nonsingular
at the point X0. In [11], Lazarsfeld and Mustat¸a˘ established the following:
(a) For each big rational numerical divisor class ξ on X, Okounkov’s construction yields a convex
compact set (ξ) in Rn , now called the Okounkov body of ξ , whose Euclidean volume satisﬁes
volRn
(
(ξ)
)= 1
n! · volX (ξ).
The quantity volX (ξ) on the right is the volume of the rational class ξ , which is deﬁned by extending
the deﬁnition of the volume of an integral Cartier divisor D on X , namely,
volX (D) =def lim
m→∞
h0(X,OX (mD))
mn/n! .
We recall that the volume is an interesting invariant of big divisors which plays an important role
in several recent developments in higher-dimensional geometry. For basic properties of volumes we
refer to [12].
(b) Moreover, there exists a closed convex cone (X) ⊆ Rn ×N1(X)R characterized by the property
that in the diagram
(X) Rn × N1(X)R
N1(X)R,
the ﬁber (X)ξ ⊆ Rn × {ξ} = Rn of (X) over any big class ξ ∈ N1(X)Q is (ξ). This is illustrated
schematically in Fig. 1. (X) is called the global Okounkov body of X .
Lazarsfeld and Mustat¸a˘ have used this theory to reprove and generalize results about volumes of
divisors, including Fujita’s Approximation Theorem. Using (b), they can additionally give alternative
proofs of properties of the volume function volX : Big(X) → R, deﬁned in the set of big classes of
R-divisors. For example, it follows that volX is of class C1 and satisﬁes the log-concavity relation
volX
(
ξ + ξ ′)1/n  volX (ξ)1/n + volX(ξ ′)1/n,
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for any two big classes ξ, ξ ′ ∈ N1(X)R . It is worth mentioning that in [7], K. Kaveh and A. Khovanskii
use a similar procedure to associate convex bodies to ﬁnite-dimensional subspaces of the function
ﬁeld K(X) of a variety X . In their work, they use the bridge between convex and algebraic geometry
provided by their construction to obtain results in both areas.
The explicit description of Okounkov bodies in concrete examples can be rather diﬃcult. One easy
case is that of smooth projective toric varieties. If D is an invariant divisor on such a variety, and if
the ﬂag consists of invariant subvarieties, then it is shown in [11] that the Okounkov body of D is the
polytope PD that one usually associates to D in toric geometry, up to a suitable translation.
In this paper, we are interested in describing the Okounkov bodies of the divisors on the pro-
jectivization P(E) of a toric vector bundle E on the smooth projective toric variety X . Such vector
bundles were described by A. Klyachko in [8] in terms of certain ﬁltrations of a suitable vector space,
and they have been the focus of some recent activity, e.g. [5,16,17]. As we will see, these ﬁltrations
can be used to compute the sections of all line bundles on P(E). For our main result, we restrict to
the case of rank two toric vector bundles, where the Klyachko ﬁltrations are considerably simpler.
Using the data from the ﬁltrations, we construct a ﬂag of torus invariant subvarieties on P(E) and
produce ﬁnitely many linear inequalities deﬁning the global Okounkov body of P(E) with respect to
this ﬂag. In particular, we see that this is a rational polyhedral cone. As an application we show that
the Cox ring of P(E) is ﬁnitely generated, giving an alternative proof in a special case of a result of
Knop (see [9] and [4]).
This article is organized as follows. In Section 2 we review Okounkov’s construction and Klyachko’s
description of toric vector bundles. Next, in Section 3 we describe the Klyachko ﬁltrations for tensor
products and Schur functors of toric vector bundles of arbitrary rank. This allows us to compute
the global sections of any line bundle on P(E), a fact of independent interest. The main point in
the description of Okounkov bodies is the computation of the vanishing orders of all sections of
certain line bundles along the subvarieties in a ﬁxed ﬂag. In Section 4 we construct a ﬂag of invariant
subvarieties Y• in P(E), and show that in this setting it is enough to compute the vanishing orders
of a special collection of isotypical sections with respect to the torus action. Finally, in Section 5 we
describe the global Okounkov body of P(E) with respect to the ﬂag Y• and prove that the variety
P(E) is a Mori dream space. In the last section, we give some examples to illustrate our main result.
2. Okounkov bodies and toric vector bundles
In this section, we review the construction of Okounkov bodies and Klyachko’s classiﬁcation of
toric vector bundles. Unless explicitly stated otherwise, the notation introduced here will be used
throughout the paper. All our varieties are assumed to be deﬁned over a ﬁxed algebraically closed
ﬁeld k. By a divisor on a variety Z we always mean a Cartier divisor on Z . We denote the group of
numerical equivalence classes of divisors on Z by N1(Z), and we denote the spaces N1(Z) ⊗ Q and
N1(Z) ⊗ R by N1(Z)Q and N1(Z)R , respectively.
By a line bundle on a variety Z , we mean a locally free sheaf of rank one on Z . We follow the
convention that the geometric vector bundle associated to the locally free sheaf F is the variety V(F) =
Spec
⊕
m0 Sym
mF∨ , whose sheaf of sections is F . Also, by the ﬁber of F over a point z ∈ Z , we
mean the ﬁber over z of the projection f :V(F) → Z . Lastly, by the projectivization P(F) of F , we
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⊕
m0 Sym
mF over Z . This bundle is endowed with a projection
π :P(F) → Z and an invertible sheaf OP(F)(1) (see II.7 in [3]).
2.1. Okounkov bodies
Let us consider a normal l-dimensional variety Z with a ﬁxed ﬂag Y•: Z = Yl ⊇ · · · ⊇ Y0, where
each Yi is an i-dimensional normal subvariety that is nonsingular at the point Y0. Given a big
divisor D on Z , we will describe a procedure to assign a compact convex set with nonempty
interior Y•(D) in R
l to D . First, given any divisor F on Z and a nonzero section s = sl ∈
H0(Yl,OYl (F )), we can associate an l-tuple of nonnegative integers νY•,F (s) = (ν1(s), . . . , νl(s)) to
s as follows. By restricting to a neighborhood of Y0 we can assume that each Yi is smooth. We
deﬁne ν1(s) to be the vanishing order ordYl−1 (s) of s along Yl−1. Then, s determines a section
s˜l ∈ H0(Yl,OYl (F ) ⊗ OYl (−ν1(s)Yl−1)) that does not vanish along Yl−1. By restricting, we get a
nonzero section sl−1 ∈ H0(Yl−1,OYl (F )|Yl−1 ⊗ OYl (−ν1(s)Yl−1)|Yl−1 ), and we iterate this procedure.
More precisely, assume that we have deﬁned nonnegative integers ν1(s), . . . , νh(s), and nonzero sec-
tions sl ∈ H0(Yl,OYl (F )), . . . , sl−h ∈ H0(Yl−h,OYl (F )|Yl−h ⊗
⊗h
i=1 OYl−i+1 (−νi(s)Yl−i)|Yl−h ), for some
nonnegative integer h < l. We deﬁne νh+1(s) as the vanishing order ordYl−h−1 (sl−h) of sl−h along
Yl−h−1; then, sl−h determines a section
s˜l−h ∈ H0
(
Yl−h,OYl (F )|Yl−h ⊗
h+1⊗
i=1
OYl−i+1
(−νi(s)Yl−i)∣∣Yl−h
)
that does not vanish along Yl−h−1; and ﬁnally, by restricting, we get a nonzero section
sl−h−1 ∈ H0
(
Yl−h−1,OYl (F )|Yl−h−1 ⊗
h+1⊗
i=1
OYl−i+1
(−νi(s)Yl−i)∣∣Yl−h−1
)
.
We repeat this procedure until we obtain nonnegative integers ν1(s), . . . , νl(s). This construction gives
us a function
νY• = νY•,F : H0
(
Z ,OZ (F )
) \ {0} → Zl
s 
→ (ν1(s), . . . , νl(s)).
We denote the image of νY•,F by either ν(F ) or ν(OZ (F )). The function νY• satisﬁes the following
valuation-like properties:
• For any nonzero sections s1, s2 ∈ H0(Z ,OZ (F )), we have that νY•,F (s1+ s2)lex minlex {νY•,F (s1),
νY•,F (s2)}, where lex denotes the lexicographic order in Zl .• For any divisors F1 and F2 in Z , and nonzero sections s1 ∈ H0(Z ,OZ (F1)) and s2 ∈
H0(Z ,OZ (F2)), we have νY•,F1+F2 (s1 ⊗ s2) = νY•,F1(s1) + νY•,F2(s2).
Remark 2.1. If W is a ﬁnite-dimensional subspace of H0(Z ,OZ (F )), then the number of valuation
vectors arising from nonzero sections in W is equal to the dimension of W . For example, when Z is
complete, ν(F ) is a ﬁnite set with cardinality dimk H0(Z ,OZ (F )). A more general statement is proven
by Lazarsfeld and Mustat¸a˘ as Lemma 1.3 in [11].
Finally, Y•(F ) = Y• (OZ (F )) is deﬁned to be the following closed convex hull in Rl:
Y•(F ) = Conv
( ⋃
+
1
m
ν(mF )
)
.m∈Z
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is understood. In [11], Lazarsfeld and Mustat¸a˘ proved that when Z is a projective variety and D is a
big divisor, (D) is a compact convex subset of Rl with nonempty interior, i.e. a convex body. In this
case, (D) is called the Okounkov body of D .
Since Y•(mF ) =mY•(F ) for any divisor F and any m ∈ Z+ , this deﬁnition extends in a natural
way to associate an Okounkov body to any big divisor with rational coeﬃcients. As it turns out, the
outcome depends only on the numerical equivalence class of the divisor. We refer to (a) and (b) in
the Introduction for some of the main properties of this construction, including the existence of the
global Okounkov body of a projective variety Z . This global Okounkov body is a closed convex cone
(Z) ⊆ Rl × N1(Z)R characterized by the property that the ﬁber of the second projection over any
big class D ∈ N1(Z)Q is the Okounkov body (D). For proofs of these assertions, as well as of (a) and
(b), we refer to [11].
Example 2.2. Let Z = Pl with homogeneous coordinates z0, . . . , zl . Let Y• be the ﬂag of linear sub-
spaces deﬁned by Yi = {z1 = · · · = zl−i = 0} for each i. If |D| is the linear system of hypersurfaces of
degree m, then νY•,D is the lexicographic valuation determined on monomials of degree m by
νY•
(
zα00 · · · zαll
)= (α1, . . . ,αl),
and the Okounkov body (D) is the simplex
(D) =
{
(λ1, . . . , λl) ∈ Rl
∣∣∣ λ1  0, . . . , λl  0, l∑
i=1
λi m
}
.
2.2. Toric vector bundles and Klyachko ﬁltrations
Let X be an n-dimensional toric variety corresponding to a fan  in the lattice N . We denote
the algebraic torus acting on X by T , and the character lattice Hom(N,Z) of T by M . Thus, T =
Speck[M] = Speck[χu | u ∈ M] and X has an open covering given by the aﬃne toric varieties Uσ =
Speck[σ∨ ∩ M] corresponding to the cones σ ∈ . We denote the rays in  by ρ1, . . . , ρd . For each
ray ρ j , we denote its primitive lattice generator by v j and its associated codimension one torus
invariant subvariety by D j . Let t0 denote the unit element of the torus. For a detailed treatment of
toric varieties we refer to [1].
If T acts on a vector space V in such a way that each element of V belongs to a ﬁnite-dimensional
T -invariant subspace, we get a decomposition V =⊕u∈M Vu , where Vu =def {v ∈ V | tv = χu(t)v for
each t ∈ T }. The spaces Vu and their elements are called isotypical summands and isotypical elements,
respectively. This motivates the use of the following terminology. If T acts on the space of sections
of a vector bundle on some variety, we say that a section s is T -isotypical if there exists u ∈ M such
that ts = χu(t)s for each t ∈ T . Likewise, if T acts on a variety, we say that a rational function f on
the variety is T -isotypical if there exists u ∈ M such that t f = χu(t) f for each t ∈ T , i.e. the domain
dom( f ) of f is T -invariant and (t f )(z) =def f (t−1z) = χu(t) f (z) for each z ∈ dom( f ) and each t ∈ T .
When T acts algebraically on an aﬃne variety Z , the induced action of T on H0(Z ,OZ ) satisﬁes
the above ﬁniteness condition, and we get a decomposition H0(Z ,OZ ) =⊕u∈M H0(Z ,OZ )u as before
(see I.6.3 in [10]).
A toric vector bundle on the toric variety X is a locally free sheaf E together with an action of the
torus T on the variety V(E), such that the projection f :V(E) → X is equivariant and T acts linearly
on the ﬁbers of f . In general, if E is a toric vector bundle, V(E) and P(E) need not be toric varieties.
Given any T -invariant open subset U of X , there is an induced action of T on H0(U ,E), deﬁned by
the equation
(t · s)(x) =def t
(
s
(
t−1x
))
,
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H0(U ,E) =
⊕
u∈M
H0(U ,E)u,
where H0(U ,E)u = {s ∈ H0(U ,E) | t · s = χu(t)s for each t ∈ T }, as before.
Example 2.3. For each torus invariant Cartier divisor D on a toric variety X , the line bundle OX (D)
has a natural toric vector bundle structure. For each w ∈ M , the isotypical summands in the decom-
position of H0(Uσ ,OX (divχw)) over Uσ are given by
H0
(
Uσ ,OX
(
divχw
))
u =
{
kχ−u if w − u ∈ σ∨ ∩ M,
0 otherwise,
for each cone σ ∈  and each u ∈ M .
A toric vector bundle over an aﬃne toric variety is equivariantly isomorphic to a direct sum of toric
line bundles (see Proposition 2.2 in [17]). Every line bundle L on X admits a T -equivariant structure,
and choosing one such structure is equivalent to choosing a torus invariant divisor D such that L ∼=
OX (D). The classiﬁcation of toric vector bundles of higher rank is considerably more complicated.
Let E be the ﬁber over t0 of the toric vector bundle E on X . For each ray ρ j ∈  and each u ∈ M ,
the evaluation map at t0 gives an inclusion H0(Uρ j ,E)u ↪→ E . If u,u′ ∈ M satisfy 〈u, v j〉  〈u′, v j〉,
then
Im
(
H0(Uρ j ,E)u ↪→ E
)⊆ Im(H0(Uρ j ,E)u′ ↪→ E).
Therefore the images of these maps depend only on 〈u, v j〉, or equivalently, only on the class of
u in M/ρ⊥j ∩ M ∼= Z. Hence, we may denote the image of the map H0(Uρ j ,E)u ↪→ E simply by
Eρ j (〈u, v j〉). Note that for each u ∈ M the image of the evaluation map H0(X,E)u ↪→ E is equal
to Eρ1 (〈u, v1〉) ∩ · · · ∩ Eρd (〈u, vd〉) ⊆ E . The ordered collection of ﬁnite-dimensional vector subspaces
Eρ j =def {Eρ j (i) | i ∈ Z} gives a decreasing ﬁltration of E . The ﬁltrations {Eρ j | j = 1, . . . ,d} are called
the Klyachko ﬁltrations associated to E . For each σ ∈ , by equivariantly trivializing E over the aﬃne
open subset Uσ of X , one can show that there exists a decomposition E =⊕u¯∈M/σ⊥∩M Eu¯ , such that
Eρ(i) =∑〈u¯,vρ 〉i Eu¯ , for each ray ρ ⊆ σ and each i ∈ Z. Klyachko proved in [8] that the vector space
E together with these ﬁltrations, satisfying the above compatibility condition, completely describe E .
More precisely,
Theorem (Klyachko). The category of toric vector bundles on the toric variety X is equivalent to the category
of ﬁnite-dimensional k-vector spaces E with collections of decreasing ﬁltrations {Eρ(i) | i ∈ Z}, indexed by
the rays of , satisfying the following compatibility condition: For each cone σ ∈ , there is a decomposition
E =⊕u¯∈M/σ⊥∩M Eu¯ such that
Eρ(i) =
∑
〈u¯,vρ 〉i
Eu¯,
for every ray ρ ⊆ σ and every i ∈ Z.
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Denote by L the line bundle OX (m1D1 + · · · +mdDd) on X . The Klyachko ﬁltrations for L are given
by
Lρ j (i) =
{
k if i mj,
0 if i >mj,
for each ray ρ j ∈ .
Example 2.5. The projective plane P2 can be represented as the toric variety associated to the fan
in N ⊗ R = R2 with maximal cones σ1 = 〈v2, v3〉, σ2 = 〈v3, v1〉 and σ3 = 〈v1, v2〉, where v1 = (1,0),
v2 = (0,1) and v3 = (−1,−1). The tangent bundle TP2 of P2 is naturally a toric vector bundle on P2.
This bundle can be equivariantly trivialized as
TP2 |Uσ1 = OP2(D2)|Uσ1 ⊕ OP2(D3)|Uσ1 , TP2 |Uσ2 = OP2(D3)|Uσ2 ⊕ OP2(D1)|Uσ2 ,
TP2 |Uσ3 = OP2(D1)|Uσ3 ⊕ OP2(D2)|Uσ3 .
It follows that the Klyachko ﬁltrations associated to TP2 are
T ρ1
P2
(i) =
{
E if i  0,
V1 if i = 1,
0 if i  2,
T ρ2
P2
(i) =
{
E if i  0,
V2 if i = 1,
0 if i  2,
T ρ3
P2
(i) =
{
E if i  0,
V3 if i = 1,
0 if i  2,
where V1, V2 and V3 are distinct one-dimensional subspaces of the ﬁber E of TP2 over t0.
For any toric vector bundle E over X of rank at least two, we have an isomorphism N1(X) ⊕ Z =
Pic X ⊕ Z ∼= PicP(E) = N1(P(E)), which is induced by (L,m) 
→ OP(E)(m) ⊗ π∗L, where π is the
projection map π :P(E) → X .
3. The Klyachko ﬁltrations for tensor products and Schur functors
As we reviewed in Section 2.3, Klyachko proved that the category of toric vector bundles on a toric
variety X is equivalent to the category of ﬁnite-dimensional vector spaces endowed with a collection
of ﬁltrations that satisfy a certain compatibility condition. Klyachko’s result allows us to carry out
some explicit computations in this category, including the description of the space of sections of
a toric vector bundle over any invariant open subset of X . Throughout this section X denotes an
arbitrary toric variety.
Using the notation introduced in Section 2, each line bundle on P(E) is isomorphic to a line bun-
dle of the form OP(E)(m) ⊗ π∗(OX (D)) for some T -invariant Cartier divisor D on X . For such an
isomorphic representative we have a toric vector bundle structure on π∗(OP(E)(m) ⊗ π∗OX (D)) =
(SymmE) ⊗ OX (D), and we have
H0
(
P(E),OP(E)(m) ⊗ π∗
(OX (D)))= H0(X, (SymmE)⊗ OX (D)).
From this, we see that the Klyachko ﬁltrations associated to tensor products and symmetric powers
of toric vector bundles can be used to describe the spaces of global sections of line bundles on pro-
jectivized toric vector bundles. The goal of this section is to provide appropriate descriptions of these
ﬁltrations for toric vector bundles of arbitrary rank. We present the ﬁltrations for tensor products
in Lemma 3.1 and its Corollary 3.2. The ﬁltrations for symmetric powers are given in Corollary 3.5
to Lemma 3.4. More generally, in that lemma we describe the ﬁltrations for any Schur functor, e.g.
symmetric and wedge products.
We start by presenting the ﬁltrations for tensor products.
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tensor product E ⊗ F are given by
(E ⊗ F)ρ(i) =
∑
i1+i2=i
Eρ(i1) ⊗ Fρ(i2),
for each ray ρ ∈  and each i ∈ Z.
Proof. Since the ﬁltration corresponding to the ray ρ only depends on Uρ , it suﬃces to consider the
case when X = Uρ for some ray ρ ∈ . Hence we can assume that E and F equivariantly trivialize
as
E = OX (d1Dρ) ⊕ OX (d2Dρ) ⊕ · · · ⊕ OX (dr Dρ),
F = OX (e1Dρ) ⊕ OX (e2Dρ) ⊕ · · · ⊕ OX (esDρ)
for some d1, . . . ,dr, e1, . . . , es ∈ Z. Now we note that(OX (d j1Dρ) ⊗ OX (e j2Dρ))ρ(i) = ∑
i1+i2=i
OX (d j1Dρ)ρ(i1) ⊗ OX (e j2Dρ)ρ(i2)
for each i ∈ Z and each j1 ∈ {1, . . . , r} and j2 ∈ {1, . . . , s}. Since the Klyachko ﬁltrations for a direct
sum are the direct sums of the ﬁltrations for the summands, the result now follows. 
Corollary 3.2. Let E1, . . . ,Es be toric vector bundles on the toric variety X. Then the Klyachko ﬁltrations for
their tensor product E1 ⊗ · · · ⊗ Es are given by
(E1 ⊗ · · · ⊗ Es)ρ(i) =
∑
i1+···+is=i
Eρ1 (i1) ⊗ · · · ⊗ Eρs (is),
for each i ∈ Z and each ray ρ ∈ .
Proof. The conclusion follows from the previous lemma by induction on s. 
Example 3.3. Let E be a toric vector bundle on the toric variety X , and let D = m1D1 + · · · +mdDd
be a torus invariant Cartier divisor on X , for some m1, . . . ,md ∈ Z. Let us denote the ﬁber over t0 of
the line bundle OX (D) by G . From the previous lemma and Example 2.4, it follows that the Klyachko
ﬁltrations of E ⊗ OX (D) are given by(E ⊗ OX (D))ρ j (i) = Eρ j (i −mj) ⊗ G,
for each i ∈ Z and each ray ρ j ∈ .
In the following lemma we describe the Klyachko ﬁltrations for the toric vector bundle obtained by
applying a Schur functor to another toric vector bundle. As a corollary, we state the case of symmetric
products, which will be used in Section 5. For the deﬁnition and basic properties of Schur functors
we refer to Section 6 in [2].
Lemma 3.4. Let E be a toric vector bundle on the toric variety X, and let Sλ be the Schur functor associated to
a Young tableau λ with m entries. Then the Klyachko ﬁltrations for SλE are given by
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∑
i1+···+im=i
Im
(Eρ(i1) ⊗ · · · ⊗ Eρ(im) → Sλ(E)),
for each ray ρ ∈  and each i ∈ Z.
Proof. Since SλE is a quotient of E⊗m , it follows that (SλE)ρ(i) is the image of (E⊗m)ρ(i) under
the natural map E⊗m → Sλ(E), for each ray ρ and each i ∈ Z. Now, the result follows at once from
Corollary 3.2. 
Corollary 3.5. Let E be a toric vector bundle on the toric variety X. Then for each m ∈ Z+ , the Klyachko
ﬁltrations for SymmE are given by(
SymmE)ρ(i) = ∑
i1+···+im=i
Im
(Eρ(i1) ⊗ · · · ⊗ Eρ(im) → SymmE),
for each ray ρ ∈  and each i ∈ Z.
Proof. This is a particular case of the previous lemma. 
Example 3.6. Let D =m1D1 + · · · +mdDd be a torus invariant Cartier divisor on the toric variety X ,
and let us denote the ﬁber over t0 of the line bundle OX (D) by G . The Klyachko ﬁltration associated
to a rank two toric vector bundle E on X corresponding to a ray ρ j has one of the following two
forms:
Eρ j (i) =
{
E if i  a j,
0 if i > a j,
Eρ j (i) =
⎧⎨⎩
E if i  a j,
V if a j < i  b j,
0 if i > b j,
where V is some one-dimensional subspace of the ﬁber E of E over t0, and a j and b j are some
integers. For each positive integer m the corresponding Klyachko ﬁltration associated to (SymmE) ⊗
OX (D) has respectively one of the forms:
((
SymmE)⊗ OX (D))ρ j (i) = { (SymmE) ⊗ G if i  a jm+mj,0 if i > a jm+mj,
((
SymmE)⊗ OX (D))ρ j (i) =
⎧⎪⎪⎨⎪⎪⎩
(SymmE) ⊗ G if i  a jm+mj,
SymmE
(
V
⌈ i−a jm−m j
b j−a j
⌉)⊗ G if a jm+mj < i  b jm+mj,
0 if i > b jm +mj,
where   denotes the ceiling function, and SymmE (V c) =def Im(V⊗c ⊗ E⊗(m−c) → SymmE) for each
integer 0 c m. This convenient notation will be generalized in the next section.
4. Vanishing orders on P(E)
The description of the global Okounkov body of a projective variety Z , with respect to a ﬂag
Y• , involves identifying the image of the map νY• : H0(Z ,L) \ {0} → Zdim Z for each line bundle L
on Z . In this section we study these images for a suitable ﬂag Y• , when Z is the projectivization
P(E) of a rank two toric vector bundle E on a smooth projective toric variety X . First, in Section 4.1
we introduce a ﬂag of torus invariant subvarieties Y• in P(E), essentially by pulling back a ﬂag of
invariant subvarieties from X . Next, in Deﬁnition 4.3 we present a collection of sections WL for each
line bundle L on P(E). We consider these sections since we can compute their images under νY•
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0(P(E),L) \ {0}), as we prove in
Proposition 4.8. In passing, we prove that after choosing an isomorphic representative of L so as to
have an induced torus action on H0(P(E),L), the isotypical sections with respect to this action also
map onto the image of νY• . Throughout we use the notation from Section 2 and additionally assume
that the toric variety X is smooth and projective.
4.1. A ﬂag of invariant subvarieties in a projectivized rank two toric vector bundle
Given a toric vector bundle E of rank two, we construct a ﬂag of smooth T -invariant subvarieties
Y•: P(E) = Yn+1 ⊇ · · · ⊇ Y0 in P(E), as follows. Let X•: X = Xn ⊇ · · · ⊇ X0 be a ﬂag in X , where
each Xi is an i-dimensional T -invariant subvariety. By reordering the rays in  if necessary, we can
assume that Xn−i =⋂ij=1 D j for each i ∈ {1, . . . ,n}. Note that this implies that the rays ρ1, . . . , ρn
span a maximal cone τ in .
Let u1 and u2 in M be such that we can equivariantly trivialize E over Uτ as E |Uτ ∼=
OX (divχu1 )|Uτ ⊕ OX (divχu2 )|Uτ . The lexicographic order lex in Zn induces an order lex in M ,
via the isomorphism M ∼= Zn induced by v1, . . . , vn . By reordering u1 and u2 if necessary, we can
assume that u1 lex u2. In other words, either u1 = u2, or the ﬁrst nonzero number in the list
〈u1 − u2, v1〉, . . . , 〈u1 − u2, vn〉 is positive.
For each i ∈ {1, . . . ,n + 1}, we deﬁne Yi = P(E |Xi−1) = π−1(Xi−1) ⊆ P(E). To deﬁne Y0, note that
the isomorphism E |Uτ ∼= OX (divχu1)|Uτ ⊕ OX (divχu2 )|Uτ induces an isomorphism Y1 ∼= P(OX0 ⊕
OX0). Hence, we get an isomorphism μ : Y1 → P1 between Y1 and the projective space P1 ∼= P(OX0 ⊕
OX0) with homogeneous coordinates x, y. We take Y0 to be the point in Y1 corresponding under μ
to the point (0 : 1), deﬁned by the ideal (x) in P1. Note that the ﬂag Y•: P(E) = Yn+1 ⊇ · · · ⊇ Y0 in
P(E) consists of smooth T -invariant subvarieties.
4.2. Computing vanishing orders
In this subsection we introduce the collection of T -isotypical sections WL and compute their
vanishing vectors. We continue working in the setting of Section 4.1.
Notation 4.1. We denote by E1 and E2 the ﬁbers over t0 of OX (divχu1 ) and OX (divχu2). We identify
E1 and E2 with subspaces of the ﬁber E of E over t0 in the natural way. We denote by L1, . . . , Lp
the distinct one-dimensional subspaces of E that are different from E1, but are equal to Eρ(i) for
some ray ρ ∈  and some i ∈ Z. We ﬁx once and for all a one-dimensional subspace L of E , different
from each of the subspaces E1, L1, . . . , Lp of E . This is done just as an alternative to ad hoc choices at
different points in our discussion.
Notation 4.2. Let V1, . . . , Vl be subspaces of a vector space V . For any nonnegative integers m,
α1, . . . ,αl , we deﬁne the notation SymmV (V
α1
1 , V
α2
2 , . . . , V
αl
l ) to represent either the subspace of
SymmV equal to the image of the composition of the natural maps
V⊗α11 ⊗ V⊗α22 ⊗ · · · ⊗ V⊗αll ⊗ V⊗(m−
∑l
i=1 αi) → V⊗m → SymmV ,
if m
∑l
i=1 αi , or the subspace 0 of SymmV , otherwise.
On the toric variety X , the map deﬁned by (mn+1, . . . ,md) 
→∑di=n+1miDi induces an isomor-
phism between Zd−n and Pic X = N1(X). Hence, each line bundle L on P(E) is isomorphic to a unique
line bundle of the form OP(E)(m) ⊗ π∗OX (∑di=n+1miDi).
Deﬁnition 4.3. Let L be the line bundle OP(E)(m)⊗π∗OX (∑di=n+1miDi) on P(E), where m,mn+1, . . . ,
md ∈ Z. Let us consider the torus action on H0(P(E),L) = H0(X, (SymmE) ⊗ OX (∑di=n+1miDi)), in-
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OX (
∑d
i=n+1miDi). We deﬁne the following subsets of H0(P(E),L):
VL =
{
s ∈ H0(P(E),L) ∣∣ s ∈ H0(P(E),L)u \ {0}, for some u ∈ M},
WL =
{
s ∈ VL
∣∣∣ s(t0) lies in the subspace SymmE (Eα01 , Lα11 , . . . , Lαpp , Lα)⊗ G
of SymmE , for some α0, . . . ,αp,α ∈ Z0, satisfying
p∑
j=0
α j + α =m
}
.
In the following lemma we give some formulas for the vanishing vector νY• (s) of a section s ∈ WL .
Lemma 4.4. Let L be the line bundle OP(E)(m) ⊗ π∗OX (∑di=n+1miDi) on P(E), for some m,mn+1, . . . ,
md ∈ Z. Let G be the ﬁber over t0 of OX (∑di=n+1miDi). Let s be a nonzero section in H0(P(E),L)u =
H0(X, (SymmE) ⊗ OX (∑di=n+1miDi))u , for some u ∈ M, and let νY• (s) = (ν1, . . . , νn+1) ∈ Zn+1 . Then:
(a) For each j ∈ {1, . . . ,n} we have ν j = 〈νn+1u1 + (m − νn+1)u2 − u, v j〉.
(b) If s(t0) lies in the subspace SymmE (E
α0
1 , L
α1
1 , . . . , L
αp
p , L
α)⊗ G of (SymmE)⊗ G, for some α0, . . . ,αp,α ∈
Z0 such that
∑p
i=0 αi + α =m, then νn+1 = α0 .
Proof. (a) The vector νY•(s) can be computed in any neighborhood of Y0 in P(E). Hence we can
assume that X = Uτ , that E = OX (divχu1) ⊕ OX (divχu2), and that s is a section in H0(X, SymmE)u .
Note that SymmE =⊕mi=0 OX (divχ(m−i)u1+iu2), and so s corresponds to the section
(
c0χ
−u, . . . , ciχ−u, . . . , cmχ−u
) ∈ m⊕
i=0
H0
(
X,OX
(
divχ(m−i)u1+iu2
))
u = H0
(
X, SymmE)u,
for some c0, . . . , cm ∈ k. Let us denote OX ⊕ OX by E ′ . By combining the natural isomorphisms in
each component, we get an isomorphism E = OX (divχu1 ) ⊕ OX (divχu2) ∼= OX ⊕ OX = E ′ . This iso-
morphism induces a commutative diagram,
P(E) = P(OX (divχu1) ⊕ OX (divχu2))
ϕ
P(OX ⊕ OX ) = P(E ′)
X
where the map ϕ is an isomorphism. Let Y ′•: Y ′n+1 ⊇ Y ′n ⊇ · · · ⊇ Y ′0 be the T -invariant ﬂag in P(E ′),
as deﬁned in Section 4.1. Note that the T -invariant ﬂags in P(E) and P(E ′) correspond to each other
under ϕ . On Y ′i = P(E ′|Xi−1 ), let us denote OP(E ′|Xi−1 )(m) by OY ′i (m) for each i ∈ {1, . . . ,n + 1}. Under
the isomorphism ϕ , s corresponds to the section
s′ = s′n+1 =
(
c0χ
mu1−u, . . . , ciχ(m−i)u1+iu2−u, . . . , cmχmu2−u
) ∈ m⊕
i=0
H0(X,OX )
= H0(X, Symm(E ′))= H0(P(E ′),OP(E ′)(m))= H0(Y ′n+1,OY ′ (m)).n+1
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v∗1, . . . , v∗n be the basis of M dual to the basis v1, . . . , vn of N .
It is straightforward to see that when we follow the procedure to compute νY ′•(s
′) outlined in
Section 2.1, for each 0 l n, the section obtained in the step when we restrict to Y ′n+1−l corresponds
to the section
s′n+1−l =
(
c0χ
mu1−u−∑lj=1 ν j v∗j ∣∣
Xn−l , . . . , ciχ
(m−i)u1+iu2−u−∑lj=1 ν j v∗j ∣∣
Xn−l , . . . ,
cmχ
mu2−u−∑lj=1 ν j v∗j ∣∣
Xn−l
)
∈
m⊕
i=0
H0(Xn−l,OXn−l ) = H0
(
Xn−l, Symm
(E ′|Xn−l))
= H0(P(E ′∣∣Xn−l),OP(E ′|Xn−l )(m))= H0(Y ′n+1−l,OY ′n+1−l (m)), (4.1)
under the natural identiﬁcation.
Assume now that for some 0 l < n, we have proven that ν j = 〈(m− h)u1 + hu2 − u, v j〉, for each
j ∈ {1, . . . , l}. Note that for each a ∈ Z0 we have the following commutative diagram
H0(Y ′n+1−l,OY ′n+1−l (m) ⊗ OY ′n+1−l (−aY ′n−l))
ϕa
H0(Yn+1−l,OY ′n+1−l (m))
H0(Xn−l, Symm(E ′|Xn−l ) ⊗ OXn−l (−aXn−l−1)) H0(Xn−l, Symm(E ′|Xn−l )),
and denote the map in its top row by ϕa . Next, we note that
νl+1 =max
{
a ∈ Z0
∣∣ s′n+1−l ∈ Im(ϕa)}
=max{a ∈ Z0 ∣∣ ciχ(m−i)u1+iu2−u−∑lj=1 ν j v∗j ∣∣Xn−l ∈ Im(H0(Xn−l,OXn−l (−aXn−l−1))
↪→ H0(Xn−l,OXn−l )
)
for each i = 0, . . . ,m}
=max{a ∈ Z0 ∣∣ a 〈(m − i)u1 + iu2 − u, vl+1〉 for each i such that
ciχ
(m−i)u1+iu2−u−∑lj=1 ν j v∗j ∣∣
Xn−l = 0
}
. (4.2)
We also note that chχ
(m−h)u1+hu2−u−∑lj=1 ν j v∗j |Xn−l = 0. Now, if 〈u1 − u2, vl+1〉 < 0, then there ex-
ists q ∈ {1, . . . , l}, such that 〈u1 − u2, vq〉 > 0. In this case, for each i ∈ {0, . . . ,h − 1}, it follows that
ciχ
(m−i)u1+iu2−u−∑lj=1 ν j v∗j |Xn−q = 0. Hence, either 〈u1−u2, vl+1〉 0, or ciχ(m−i)u1+iu2−u−∑lj=1 ν j v∗j |Xn−l= 0 for each i ∈ {0, . . . ,h − 1}. In either case, it follows from (4.2) that νl+1 = 〈(m − h)u1 +
hu2 − u, vl+1〉. Therefore we can iterate this procedure, and in this way we obtain that for each
j ∈ {1, . . . ,n},
ν j =
〈
(m− h)u1 + hu2 − u, v j
〉
.
Now, νn+1 is equal to the vanishing order along Y ′0 of the section s′1 ∈ H0(Y ′1,OY ′1(m)) described
in (4.1) for l = n. We have a natural isomorphism μ : Y ′1 → P1 between Y ′1 = P(OX0 ⊕ OX0) and
the projective space P1 ∼= P(OX0 ⊕ OX0) with homogeneous coordinates x, y. Recall that under μ,
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to OP1 (m). Depending on whether or not u1 = u2, there are two possibilities for the section in
H0(P1,OP1 (m)) that corresponds to s′1. Namely, s′1 corresponds to chxm−h yh if u1 = u2, and it corre-
sponds to
∑m
i=0 cixm−i yi if u1 = u2. In either case, we obtain that νn+1 =m − h, and then part (a) is
proven.
(b) As in part (a), we can reduce to the case when X = Uτ , E = OX (divχu1) ⊕ OX (divχu2 ), s ∈
H0(X, SymmE)u , and s(t0) lies in the subspace SymmE (Eα01 , Lα11 , . . . , L
αp
p , L
α) of SymmE . Let x, y ∈ E be
such that E1 = kx and E2 = ky. Then x and y form a basis for E , and xm−i yi for i = 0, . . . ,m form
a basis for SymmE . Let β1, . . . , βp, β ∈ k be such that L = k(βx + y) and Li = k(βi x + y) for each
i ∈ {1, . . . , p}. For c0, . . . , cm ∈ k, deﬁned as in part (a), we proved that max{i | 0 i m and ci = 0} =
m − νn+1. On the one hand, we see that the image of s at t0 is s(t0) =∑mi=0 cixm−i yi ∈ SymmE . On
the other hand,
s(t0) ∈ SymmE
(
Eα01 , L
α1
1 , . . . , L
αp
p , L
α
)= k(m−α0−1∑
i=0
β ′i x
m−i yi + xα0 ym−α0
)
,
for some β ′0, . . . , β ′m−α0−1 ∈ k. From this it follows that νn+1 = α0 as desired. 
4.3. The image of νY•
In this subsection we prove that νY• maps the collection of T -isotypical sections WL onto
νY• (H
0(P(E),L) \ {0}). We continue working in the setting of Sections 4.1 and 4.2.
We start by proving that if a line bundle L and a ﬂag Y• on an aﬃne variety Z are suitably
compatible with the action of a torus T on Z , then the nonzero T -isotypical sections of L map onto
the image of νY• .
Lemma 4.5. Let Z be an aﬃne variety with an algebraic action of a torus T , and a ﬂag Y•: Z = Yl ⊇ Yl−1 ⊇
· · · ⊇ Y0 , where each Yi is a normal i-dimensional T -invariant subvariety. Assume that for each i ∈ {1, . . . , l},
there is a T -isotypical rational function hi on Yi , such that Yi−1 = divhi . Let g be a T -isotypical rational
function on Z and let s1, . . . , sq ∈ H0(Z ,OZ (div g)) be nonzero T -isotypical sections corresponding to distinct
characters of T . Then νY• (s1 + · · · + sq) ∈ {νY• (s1), . . . , νY• (sq)}.
Proof. We proceed by induction on the dimension of Z . Let Z•: Yl−1 = Zl−1 ⊇ Zl−2 ⊇ · · · ⊇ Z0 be
the ﬂag of normal T -invariant subvarieties in Yl−1 deﬁned by Zi = Yi , for each i. Using the natural
isomorphism H0(Z , O Z (div g)) ∼= H0(Z ,OZ ), we can reduce to the case when g = 1 and the sections
are identiﬁed with regular functions. Let s = s1 + · · · + sq . For each a ∈ Z0 the natural inclusion map
ϕa : H0(Yl,OYl (−aYl−1)) ↪→ H0(Yl,OZ ) is compatible with the decomposition of these spaces into
T -isotypical summands. It follows that
ν1(s) = ordYl−1(s) =min
{
ordYl−1(s1), . . . ,ordYl−1(sq)
}=min{ν1(s1), . . . , ν1(sq)}.
If we reorder the sections so that ν1(s) = ν1(si) for 1 i  e, and ν1(s) < ν1(si) for e + 1 i  q, for
some e ∈ {1, . . . ,q}, then (h−ν1(s)l s)|Yl−1 =
∑e
i=1(h
−ν1(s)
l si)|Yl−1 and using the induction hypothesis we
get
νY•(s) =
(
ν1(s), νZ•
((
h−ν1(s)l s
)∣∣
Yl−1
)) ∈ {(ν1(s), νZ•((h−ν1(s)l si)∣∣Yl−1)) ∣∣ i = 1, . . . , e}
= {νY•(s1), . . . , νY•(se)}⊆ {νY•(s1), . . . , νY•(sq)}. 
Recall that any line bundle on P(E) is isomorphic to a unique line bundle of the form OP(E)(m) ⊗
π∗OX (
∑d
i=n+1miDi). In the following proposition, we prove that for a line bundle on P(E) of that
form, the T -isotypical sections map onto the image of νY• .
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. . . ,md ∈ Z, and let s be a nonzero global section of L. Let s1, . . . , sq ∈ H0(P(E),L) be the unique nonzero
T -isotypical sections corresponding to distinct characters of T such that s = s1 + · · · + sq. Then νY•(s) ∈{νY• (s1), . . . , νY• (sq)}.
Proof. It is enough to consider the case X = Uτ . There is a natural choice of coordinates X =
Speck[x1, . . . , xn] = An and P(E) = Speck[x1, . . . , xn] × Projk[x, y] = An × P1, which is induced by
the ordering of the rays of τ and the trivialization of E over Uτ . In these coordinates we have
that Xi = {(x1, . . . , xn) ∈ An | x j = 0 for 1  j  n − i}, and Yi+1 = Xi × P1 for 0  i  n and
Y0 = X0 × {(0 : 1)}. We also have that T = Speck[x1, . . . , xn]x1···xn = (k∗)n acts on An by component-
wise multiplication, and that an element t = (t1, . . . , tn) ∈ T acts on P = ((x1, . . . , xn), (x : y)) ∈ An×P1
by t P = ((t1x1, . . . , tnxn), (t〈u1,v1〉1 · · · t〈u1,vn〉n x : t〈u2,v1〉1 · · · t〈u2,vn〉n y)). If U ⊆ P1 is the complement of
(1 : 0), it is enough to prove that in the T -invariant aﬃne open set Z = An × U the restric-
tion of the ﬂag Y• and the line bundle L satisfy the hypotheses of Lemma 4.5. We show that
OP(E)(1)|Z = OZ (div g) for some T -isotypical rational function g on Z , since from this all the as-
sertions follow at once. The surjection E → OX (divχu2 ) corresponds to a geometric section θ of the
projection π :P(E) → X , i.e. a morphism θ : X → P(E) such that π ◦ θ = idX . If we set X ′ = θ(X), then
π∗(OP(E)(1) ⊗ OX ′) = OX (divχu2) and we have the exact sequence
0 → OP(E)(1) ⊗ OP(E)
(−X ′)→ OP(E)(1) → OP(E)(1) ⊗ OX ′ → 0. (4.3)
By Grauert’s theorem (see III.12.9 in [3]) R1π∗(OP(E)(1)⊗ OP(E)(−X ′)) = 0. Then applying π∗ to (4.3)
gives π∗(OP(E)(1) ⊗ OP(E)(−X ′)) = OX (divχu1). Since OP(E)(1) ⊗ OP(E)(−X ′) has degree zero along
the ﬁbers of π ,
OP(E)(1) ⊗ OP(E)
(−X ′)= π∗π∗(OP(E)(1) ⊗ OP(E)(−X ′))= π∗OX(divχu1).
And since in local coordinates X ′ = An × (0 : 1), we can take g = (x/y)π∗(χu1). 
The following lemma will be used in the proofs of Proposition 4.8 and Theorem 5.2.
Lemma 4.7. Let V1, . . . , Vl be distinct one-dimensional subspaces of a two-dimensional vector space V . Let
m,α1, . . . ,αl be nonnegative integers. Then
SymmV
(
V α11
)∩ SymmV (V α22 )∩ · · · ∩ SymmV (V αll )= SymmV (V α11 , V α22 , . . . , V αll ).
Furthermore, this subspace of SymmV is nonzero precisely when m
∑l
i=1 αi , and in that case its dimension
is m+ 1−∑li=1 αi .
Proof. We ﬁx an isomorphism of k-algebras between
⊕
h0 Sym
hV and the polynomial ring in two
variables k[x, y]. The subspaces V1, . . . , Vl of V correspond to the linear spans of some distinct linear
forms f1, . . . , fl . The subspaces
⋂l
i=1 SymmV (V
αi
i ) and Sym
m
V (V
α1
1 , . . . , V
αl
l ) of Sym
mV both correspond
to the homogeneous polynomials of degree m divisible by f α11 · · · f αll . From this observation the con-
clusion follows. 
In the next proposition we prove that for every line bundle L on P(E), in order to ﬁnd the image
of νY• , we can restrict our attention to the sections in WL .
Proposition 4.8. Let L be the line bundle L = OP(E)(m) ⊗ π∗OX (∑di=n+1miDi) on P(E), for some
m,mn+1, . . . ,md ∈ Z. Then we have the following equality of subsets of Zn+1:
νY•
(
H0
(
P(E),L) \ {0})= νY•(VL) = νY•(WL).
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0(P(E),L) \ {0}) ⊇ νY• (VL) ⊇ νY• (WL). The
sets νY• (H
0(P(E),L) \ {0}) and νY• (VL) are equal by Proposition 4.6. Let us consider νY• (s) ∈
νY• (H
0(P(E),L) \ {0}) = νY• (VL). We can assume that s ∈ H0(P(E),L)u , for some u ∈ M . By Re-
mark 2.1, the set νY• (H
0(P(E),L)u \ {0}) is ﬁnite with cardinality dimk H0(P(E),L)u . Let us denote
the ﬁber over t0 of OX (
∑d
i=n+1miDi) by G . From Example 3.6 and Lemma 4.7 we see that there exist
α0, . . . ,αp ∈ Z0 such that
Im
(
H0
(
P(E),L)u = H0(X,π∗L)u ↪→ (SymmE)⊗ G)
= (π∗L)ρ1
(〈u, v1〉)∩ (π∗L)ρ2(〈u, v2〉)∩ · · · ∩ (π∗L)ρd(〈u, vd〉)
= (SymmE (Eα01 )⊗ G)∩ (SymmE (Lα11 )⊗ G)∩ · · · ∩ (SymmE (Lαpp )⊗ G)
= SymmE
(
Eα01 , L
α1
1 , L
α2
2 , . . . , L
αp
p
)⊗ G.
Using again Lemma 4.7 we see that α =def m − ∑pi=0 αi is a nonnegative integer and α + 1 =
dimk H0(P(E),L)u . For each j ∈ {0, . . . ,α}, let s j ∈ H0(X,π∗L)u \ {0} = H0(P(E),L)u \ {0} be such
that
s j(t0) ∈ SymmE
(
Eα0+ j1 , L
α1
1 , L
α2
2 , . . . , L
αp
p , L
α− j)⊗ G.
From Lemma 4.4 it follows that νY•(s0), . . . , νY• (sα) ∈ νY•(H0(P(E),L)u \ {0}) are pairwise distinct, so
νY•(s) ∈ νY•
(
H0
(
P(E),L)u \ {0})= {νY•(s0), . . . , νY•(sα)}⊆ νY•(WL),
and this completes the proof of the proposition. 
5. The global Okounkov body of P(E)
In this section we describe the global Okounkov body of the projectivization of a rank two toric
vector bundle over a smooth projective toric variety, with respect to the ﬂag of invariant subvarieties
constructed in Section 4.1. We introduce the relevant terminology in Section 5.1, and we prove our
result describing this global Okounkov body in terms of linear inequalities in Section 5.2. Throughout
this section we use the notation and constructions from Section 2 and Sections 4.1–4.2.
5.1. Supporting hyperplanes of the global Okounkov body of P(E)
Let E be a toric vector bundle of rank two over the smooth projective toric variety X . Let u1,u2 ∈
M , with u1 lex u2, be as deﬁned in Section 4.1, and let the subspaces E1, L1, . . . , Lp of the ﬁber E of
E over t0 be as deﬁned in Section 4.2. Let us classify the ﬁltrations {Eρ j | j = 1, . . . ,d} associated to
E by deﬁning
A =def
{
j ∈ {1, . . . ,d} ∣∣ dimk Eρ j (i) = 1 for all i ∈ Z},
B =def
{
j ∈ {1, . . . ,d} ∣∣ Eρ j (i) = E1 for some i ∈ Z},
Ch =def
{
j ∈ {1, . . . ,d} ∣∣ Eρ j (i) = Lh for some i ∈ Z}
for each h ∈ {1, . . . , p}. And let us deﬁne a nonempty set J ⊆ {1, . . . ,d} to be admissible if it has one
of the following three forms:
• J = { j} for some j ∈ A.
• J = { j} for some j ∈ B .
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{1, . . . , p} with jh ∈ Cih , for each h ∈ {1, . . . , l}.
Note that each admissible subset of {1, . . . ,d} is contained in exactly one of the sets A, B and C =def⋃p
i=1 Ci . For each ray ρ j ∈  we deﬁne integers a j and b j as follows. Let a j =max{i ∈ Z | Eρ j (i) = E},
and let
b j =
{
a j + 1 if j ∈ A,
max{i ∈ Z | dimk Eρ j (i) = 1} if j ∈ B ∪ C .
Example 5.1. In the case of TP2 , the tangent bundle of the projective plane (see Example 2.5), if we
take the T -invariant ﬂag P2 ⊇ D1 ⊇ D1 ∩ D2 in P2, we get τ = σ3, u1 = (1,0) and u2 = (0,1). We get
a1 = a2 = a3 = 0 and b1 = b2 = b3 = 1. We also get E1 = V1, L1 = V2 and L2 = V3, and then A = {∅},
B = {1} and C = {2,3}. Hence, in this case the admissible subsets of {1,2,3} are {1}, {2}, {3} and
{2,3}.
The isomorphisms N1(P(E)) ∼= N1(X) ⊕ Z and N1(X) ∼= Zd−n , described in Section 2.2 and
Section 4.2, induce an isomorphism between N1(P(E))R and Rd−n+1, which we use to iden-
tify these spaces hereafter. Likewise, we identify Rn+1 × N1(P(E))R with Rd+2, with coordinates
(x1, . . . , xn+1,wn+1, . . . ,wd,w). Let v∗1, . . . , v∗n be the basis of MR =def M ⊗ R dual to the basis
v1, . . . , vn of NR =def N ⊗ R. Note that we have an isomorphism
ψ :Rd+2 → MR × Rd−n+2
(x1, . . . , xn, xn+1,wn+1, . . . ,wd,w) 
→
(
−
n∑
i=1
xi v
∗
i + xn+1u1
+ (w − xn+1)u2, xn+1,wn+1, . . . ,wd,w
)
.
For each j ∈ {1, . . . ,d} we deﬁne the linear function:
γE, j :MR × Rd−n+2 → R
(u, xn+1,wn+1, . . . ,wd,w) 
→ 〈u, v j〉 − a jw − w jb j − a j
for any u ∈ MR , and any xn+1,wn+1, . . . ,wd,w ∈ R, and where w j = 0 for each j  n. We will
denote this function simply by γ j , when no confusion is likely to arise. Finally, for each ad-
missible set J ⊆ {1, . . . ,d}, we deﬁne the linear function I J :Rd+2 → R by declaring its value at
P = (x1, . . . , xn+1,wn+1, . . . ,wd,w) ∈ Rd+2 to be:
I J (P ) =
⎧⎨⎩
γ j ◦ ψ(P ), if J = { j} ⊆ A,
γ j ◦ ψ(P ) − xn+1, if J = { j} ⊆ B,∑
j∈ J γ j ◦ ψ(P ) − w + xn+1, if J ⊆ C .
For notational convenience, we deﬁne for each admissible set J ⊆ {1, . . . ,d} the linear function
I ′J :MR × Rd−n+2 → R to be I ′J = I J ◦ ψ−1.
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Theorem 5.2. Let E be a toric vector bundle of rank two on the smooth projective toric variety X. The global
Okounkov body (P(E)) of P(E) is the rational polyhedral cone in Rn+1 × N1(P(E))R  Rd+2 given by
 = {(x1, . . . , xn+1,wn+1, . . . ,wd,w) ∈ Rd+2 ∣∣ w  xn+1  0 and
I J (x1, . . . , xn+1,wn+1, . . . ,wd,w) 0 for all admissible J ⊆ {1, . . . ,d}
}
.
Proof. From the characterization of the global Okounkov body in terms of its ﬁbers over big classes
in N1(P(E))Q , it suﬃces to show the following stronger assertion: For every class L ∈ N1(P(E))Q , the
ﬁber L of  over L is equal to (L) × {L}.
To prove the assertion, we consider a class L ∈ N1(P(E))Q . Note that Lm = mL and
(Lm) × {Lm} = m((L) × {L}), for each m ∈ Z+ . Hence, we can assume that L ∈ N1(P(E)). Let
wn+1, . . . ,wd,w ∈ Z be the unique integers such that
L = OP(E)(w) ⊗ π∗OX
(
d∑
i=n+1
wiDi
)
.
For notational convenience, we set wi = 0 for each i ∈ {1, . . . ,n}. We ﬁrst show that (L)×{L} ⊆ L .
For this, it is enough to see that the set
(L) × {L} = Conv
( ⋃
m∈Z+
1
m
ν
(Lm))× (wn+1, . . . ,wd,w)
is contained in . Since  is closed and convex, it suﬃces show that(
1
m
ν
(Lm))× (wn+1, . . . ,wd,w) ⊆ ,
for each m ∈ Z+ . Furthermore, since  is a cone, it is enough to prove that this inclusion holds when
m = 1. With this in mind, we consider
P = (x1, . . . , xn+1,wn+1, . . . ,wd,w) ∈ ν(L) × (wn+1, . . . ,wd,w).
Note that the existence of P implies that w  0. Let Q = ψ(P ), i.e.
Q =
(
−
n∑
i=1
xi v
∗
i + xn+1u1 + (w − xn+1)u2, xn+1,wn+1, . . . ,wd,w
)
∈ MR × Rd−n+2.
By replacing L with a suitable tensor power, we can assume that γ j(Q ) ∈ Z for all j ∈ {1, . . . ,d}.
By the projection formula we have π∗L = (SymwE) ⊗ OX (∑di=1 wiDi). If we denote the ﬁber of
OX (
∑d
i=1 wiDi) over the unit of the torus by G , then by Example 3.3 we get
(π∗L)ρ j (i) =
(
SymwE)ρ j (i − w j) ⊗ G,
for all j ∈ {1, . . . ,d} and all i ∈ Z. Since (x1, . . . , xn+1) ∈ ν(L), Proposition 4.8 implies that there exist
u ∈ M and a nonzero section s ∈ H0(P(E),L)u = H0(X,π∗L)u such that νY• (s) = (x1, . . . , xn+1), and
such that
s(t0) ∈ V =def SymwE
(
Eα01 , L
α1
1 , . . . , L
αp
p , L
α
)⊗ G,
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α ∈ Z0 with ∑pi=0 αi + α = w . Note now that
0 = V ⊆ Im(H0(X,π∗L)u ↪→ (Symw E)⊗ G)= d⋂
i=1
(π∗L)ρi
(〈u, vi〉)⊆ (π∗L)ρ j (〈u, v j〉),
for each j ∈ {1, . . . ,d}. By Lemma 4.4, we have that α0 = xn+1 and xi = 〈−u +α0u1 + (w −α0)u2, v j〉
for each i ∈ {1, . . . ,n}. In particular, we see that Q = (u, xn+1,wn+1, . . . ,wd,w). From α0 = xn+1 we
get
w  xn+1  0. (5.1)
Hence, we are reduced to proving that I J (P )  0 for each admissible set J ⊆ {1, . . . ,d}, or equiva-
lently, to proving that I ′J (Q ) 0 for every such J .
Let us consider an admissible set J ⊆ {1, . . . ,d}. Then either J = { j} for some j ∈ A, J = { j} for
some j ∈ B , or J = { j1, . . . , jl} for some j1, . . . , jl ∈ C such that there exist distinct indices i1, . . . , il ∈
{1, . . . , p}, with jh ∈ Cih for each h ∈ {1, . . . , l}.
In the ﬁrst case 0 = V ⊆ (π∗L)ρ j (〈u, v j〉) gives 〈u, v j〉 a jw + w j , and then
I ′J (Q ) 0. (5.2)
In the second case 0 = V ⊆ (π∗L)ρ j (〈u, v j〉) = SymwE (E
max{0,γ j(Q )}
1 ) ⊗ G , and this implies
0 = V = V ∩ (SymwE (Emax{0,γ j(Q )}1 )⊗ G)⊆ (SymwE (Emax{0,γ j(Q )}1 )⊗ G)
∩ (SymwE (Lα11 )⊗ G)∩ · · · ∩ (SymwE (Lαpp )⊗ G)∩ (SymwE (Lα)⊗ G),
and then from Lemma 4.7 we get γ j(Q )max{0, γ j(Q )} w −∑pi=1 αi − α = xn+1, so
I ′J (Q ) 0. (5.3)
In the third case, we have γ jh (Q )  α jh for each h ∈ {1, . . . , l}. Otherwise we would have 0 = V ⊆
(π∗L)ρ jh (〈u, v jh 〉) = SymwE (L
γ jh (Q )
ih
) ⊗ G , and from Lemma 4.7 we would get
V = V ∩ (SymwE (Lγ jh (Q )ih )⊗ G)= (SymwE (Eα01 )⊗ G)∩ (SymwE (Lα11 )⊗ G)∩ · · ·
∩ (SymwE (Lαih−1ih−1 )⊗ G)∩ (SymwE (Lγ jh (Q )ih )⊗ G)∩ (SymwE (Lαih+1ih+1 )⊗ G)∩ · · ·
∩ (SymwE (Lαpp )⊗ G)∩ (SymwE (Lα)⊗ G)= 0,
which is a contradiction. By adding these inequalities over jh ∈ J , we get
∑
j∈ J
γ j(Q )
l∑
h=1
α jh 
p∑
i=1
αi = w − α0 − α  w − xn+1,
and therefore
I ′J (Q ) 0. (5.4)
From (5.1), (5.2), (5.3) and (5.4), it follows that P ∈ .
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this, we note that
L = L ∩
(
Qn+1 × N1(P(E))Q),
since L is deﬁned by rational linear inequalities. Thus, it suﬃces to show that
L ∩
(
Qn+1 × N1(P(E))Q)⊆ (L) × {L}.
To prove this, let us consider
P = (x1, . . . , xn+1,wn+1, . . . ,wd,w) ∈ L ∩
(
Qn+1 × N1(P(E))Q),
and deﬁne Q to be ψ(P ), i.e.
Q =
(
−
n∑
i=1
xi v
∗
i + xn+1u1 + (w − xn+1)u2, xn+1,wn+1, . . . ,wd,w
)
∈ MQ ×Q× N1
(
P(E))Q.
By replacing L with a suitable tensor power, we can assume that Q ∈ M × Z× N1(P(E)) and γ j(Q ) ∈
Z for each j ∈ {1, . . . ,d}. We have w  xn+1  0, and I ′J (Q ) = I J (P )  0 for each admissible set
J ⊆ {1, . . . ,d}. Let us deﬁne
u = −
n∑
i=1
xi v
∗
i + xn+1u1 + (w − xn+1)u2 ∈ M,
and note that Q = (u, xn+1,wn+1, . . . ,wd,w). We will show the existence of a nonzero section s ∈
H0(P(E),L)u = H0(X,π∗L)u , satisfying ν•(s) = (x1, . . . , xn+1), which will give us
P ∈ ν(L) × (wn+1, . . . ,wd,w) ⊆ (L) × {L}.
By the projection formula we have π∗L = (SymwE) ⊗ OX (∑di=1 wiDi). If we denote the ﬁber of
OX (
∑d
i=1 wiDi) over the unit of the torus by G , then by Example 3.3 we get
(π∗L)ρ j (i) =
(
SymwE)ρ j (i − w j) ⊗ G,
for all j ∈ {1, . . . ,d} and all i ∈ Z. For each i ∈ {1, . . . , p}, deﬁne αi ∈ Z0 by
αi =def max
({0} ∪ {γ j(Q ) ∣∣ j ∈ Ci}).
We claim that α =def w − xn+1 −∑pi=1 αi is a nonnegative integer. Indeed, this is clear if αi = 0 for
each i ∈ {1, . . . , p}. On the other hand, if αi = 0 for some i ∈ {1, . . . , p}, let i1, . . . , il ∈ {1, . . . , p} be the
distinct indices such that for i ∈ {1, . . . , p}, αi = 0 if and only if i ∈ {i1, . . . , il}. For each h ∈ {1, . . . , l},
let us choose jh ∈ {1, . . . ,d} such that jh ∈ Cih and αih = γ jh (Q ). Then the set J = { j1 . . . , jl} is
admissible, and we have I ′J (Q ) 0. Hence
p∑
i=1
αi =
l∑
h=1
αih =
∑
j∈ J
γ j(Q ) w − xn+1.
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different from E1, L1, . . . , Lp . From Lemma 4.7, we see that
V =def SymwE
(
E
xn+1
1 , L
α1
1 , . . . , L
αp
p , L
α
)⊗ G
is a one-dimensional subspace of (Symw E)⊗ G . We now prove that V ⊆ (π∗L)ρ j (〈u, v j〉) for each j ∈
{1, . . . ,d}, considering separately the cases j ∈ A, j ∈ B and j ∈ C . If j ∈ A, then J = { j} is admissible,
and I ′J (Q ) 0. This gives 〈u, v j〉 a jw + w j , and therefore
V ⊆ (Symw E)⊗ G = (π∗L)ρ j (〈u, v j〉).
If j ∈ B , then J = { j} is admissible, and I ′J (Q ) 0. This gives
〈u, v j〉 a jw + w j + (b j − a j)xn+1,
and therefore
V ⊆ SymwE
(
E
xn+1
1
)⊗ G = (π∗L)ρ j (a jw + w j + (b j − a j)xn+1)⊆ (π∗L)ρ j (〈u, v j〉).
If j ∈ C , then there exists i ∈ {1, . . . , p} such that j ∈ Ci , and
V ⊆ SymwE
(
Lαii
)⊗ G ⊆ SymwE (Lmax{0,γ j(Q )}i )⊗ G = (π∗L)ρ j (〈u, v j〉).
Therefore
V ⊆
d⋂
j=1
(π∗L)ρ j
(〈u, v j〉)= Im(H0(X,π∗L)u ↪→ (Symw E)⊗ G).
We can now choose a nonzero section s ∈ H0(P(E),L)u = H0(X,π∗L)u such that s(t0) ∈ V . By
Lemma 4.4, the section s satisﬁes
νY•(s) =
(〈−u + xn+1u1 + (w − xn+1)u2, v1〉, . . . , 〈−u + xn+1u1 + (w − xn+1)u2, vn〉, xn+1)
= (x1, . . . , xn+1).
Thus P = νY• (s) × (wn+1, . . . ,wd,w) ∈ (L) × {L}. It follows that L ⊆ (L) × {L}, and this com-
pletes the proof. 
Remark 5.3. Explicitly, the inequalities deﬁning the global Okounkov body (P(E)) of P(E) given in
Theorem 5.2 are w  xn+1  0 and:
n∑
i=1
〈
v∗i , v j
〉
xi + 〈u2 − u1, v j〉xn+1 +
(
a j − 〈u2, v j〉
)
w + w j  0, for each j ∈ A,
n∑
i=1
〈
v∗i , v j
〉
xi +
(〈u2 − u1, v j〉 + b j − a j)xn+1 + (a j − 〈u2, v j〉)w + w j  0, for each j ∈ B,
∑
j∈ J
1
b j − a j
[
n∑
i=1
〈
v∗i , v j
〉
xi + 〈u2 − u1, v j〉xn+1 +
(
a j − 〈u2, v j〉
)
w + w j
]
+ w − xn+1  0,
for each admissible set J ⊆ C .
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over a simplicial projective toric variety is a Mori dream space. This result has been proven in [9]
and [4] in the more general setting of T -varieties of complexity one, i.e. normal varieties with an
algebraic action of a torus T such that the lowest codimension of a T -orbit is equal to one. Hu and
Keel introduced Mori dream spaces in [6] as a class of varieties with interesting features from the
point of view of Mori theory, for example, on these varieties the Mori program can be carried out for
any pseudoeffective divisor. A projective Q-factorial variety Z with Pic(Z)Q = N1(Z)Q is a Mori dream
space if it has a ﬁnitely generated Cox ring (see Proposition 2.9 in [6]). This use of Okounkov bodies
could provide new insights into investigating the ﬁnite generation of Cox rings of different varieties,
for instance of projectivizations of higher rank toric vector bundles (see Question 7.2 in [5]).
Proposition 5.5. Any Cox ring of the projectivization P(E) of a rank two toric vector bundle E over the projec-
tive simplicial toric variety X is ﬁnitely generated and P(E) is a Mori dream space.
Proof. Any simplicial toric variety is Q-factorial, and a projective bundle over a Q-factorial variety is
again Q-factorial, hence the we are reduced to prove the ﬁnite generation of any Cox ring of P(E)
in the sense of Hu and Keel. We consider a toric resolution of singularities f : X ′ → X , i.e. X ′ is a
smooth toric variety and f is a proper birational toric morphism. Given a toric vector bundle E on X ,
the induced map f ′ :P( f ∗E) → P(E) is also proper and birational. In this case f ∗E is a toric vector
bundle on X ′ and the ﬁnite generation of a Cox ring of P( f ∗E) implies the ﬁnite generation of any
Cox ring of P(E). Therefore we can assume that the toric variety X is smooth and projective. Let us
prove that the semigroup deﬁned by
S =
{
(x1, . . . , xn+1,wn+1, . . . ,wd,w) ∈ Rd+2 = Rn+1 × N1
(
P(E))R ∣∣∣ there exists
s ∈ H0
(
P(E),OP(E)(w) ⊗ π∗OX
(
d∑
i=n+1
wiDi
))
such that νY•(s) = (x1, . . . , xn+1)
}
is ﬁnitely generated. Since S ⊆ Zd+2, it is enough to prove that the semigroup S ∩ (c · Zd+2) is ﬁnitely
generated, where c = lcm{b j −a j | j = 1,2, . . . ,d}. And for this it suﬃces to prove that S ∩ (c ·Zd+2) =
(P(E)) ∩ (c · Zd+2), since (P(E)) is a rational polyhedral cone. From the deﬁnition of (P(E)), we
have that S∩(c ·Zd+2) ⊆ (P(E))∩(c ·Zd+2). Let (x1, . . . , xn+1,wn+1, . . . ,wd,w) ∈ (P(E))∩(c ·Zd+2).
As in the second part of the proof of Theorem 5.2, it follows that there exists a nonzero section
s ∈ H0(P(E),OP(E)(w) ⊗ π∗OX (∑di=n+1 wiDi)) that satisﬁes νY• (s) = (x1, . . . , xn+1). Therefore the
semigroup S is ﬁnitely generated as we claimed. Now we prove that the Cox ring of P(E) associ-
ated to the line bundles π∗OX (Dn+1), . . . ,π∗OX (Dd) and OP(E)(1) on P(E) is ﬁnitely generated. This
Cox ring is equal to
R =
⊕
(mn+1,...,md,m)∈Zd−n+1
R(mn+1,...,md,m),
where for each (mn+1, . . . ,md,m) ∈ Zd−n+1,
R(mn+1,...,md,m) =def H0
(
X,
(
SymmE)⊗ OX (mn+1Dn+1) ⊗ · · · ⊗ OX (mdDd)).
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Let {g1, g2, . . . , gl} be generators of S . For each j ∈ {1,2, . . . , l}, there exist m( j)n+1, . . . ,m( j)d ,m( j) ∈ Z and
a nonzero section s j ∈ H0(P(E),OP(E)(m( j)) ⊗ π∗OX (∑di=n+1m( j)i Di)) such that gl = (νY• (s j),m( j)n+1,
. . . ,m( j)d ,m
( j)). For each (mn+1, . . . ,md,m) ∈ Zd−n+1, since g1, g2, . . . , gl generate S , it follows that
νY•
((
k[s1, s2, . . . , sl] ∩ R(mn+1,...,md,m)
) \ {0})= νY•(R(mn+1,...,md,m) \ {0}).
By Remark 2.1 the vector spaces k[s1, s2, . . . , sl] ∩ R(mn+1,...,md,m) and R(mn+1,...,md,m) have the same
dimension, and thus they are equal. Therefore R = k[s1, s2, . . . , sl] and this completes the proof. 
6. Examples
The explicit description of Okounkov bodies in concrete examples can be rather diﬃcult. Our result
allows us to explicitly compute the Okounkov bodies of all line bundles on projectivizations of rank
two toric vector bundles over smooth projective toric varieties, with respect to the ﬂag from Sec-
tion 4.1, by substituting combinatorial data into the inequalities given in Remark 5.3. In this section
we present some examples to illustrate our main result.
Example 6.1. We consider TP2 , the tangent bundle of the projective plane (see Example 2.5). From Re-
mark 5.3 (see Example 5.1), we get inequalities for the Okounkov body of each line bundle on P(TP2 ).
For instance (see Fig. 2), by setting w = 1 and w j = 0 for each j, we deduce that the Okounkov body
(OP(TP2 )(1)) is deﬁned inside R3 by the inequalities:
1 x3, x3  0, x1  0,
x2  0, 2 x1 + x2 + x3, 1 x1.
In particular, we see that the volume of OP(TP2 )(1) is volR3 ((OP(TP2 )(1))) · 3! = 6.
In the next example we see that our description gives the expected answer for line bundles that
are pulled back from the base.
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π∗OX (
∑d
i=n+1miDi) are xn+1 = 0 and
n∑
i=1
〈
v∗i , v j
〉
xi +mj  0,
for each j ∈ {1, . . . ,d}. Furthermore, from the description of the Okounkov body of a toric line bundle
on X given in [11, Proposition 6.1], we see that
Y•
(
π∗OX
(
d∑
i=n+1
miDi
))
= P∑d
i=n+1miDi
× {0} = X•
(
OX
(
d∑
i=n+1
miDi
))
× {0}.
In the next example, we see that our description gives the expected answer when the toric vector
bundle equivariantly splits.
Example 6.3. When E equivariantly splits as the sum of two toric line bundles L1 and L2, the variety
P(E) is a toric variety. The subvarieties in our ﬂag in P(E) from Section 4.1 are also invariant with
respect to the torus T ′ of P(E). Hence, in this case we have two descriptions of the Okounkov bodies
of line bundles on P(E) with respect to this ﬂag of invariant subvarieties, namely, the one given by
our theorem, and the one given by Lazarsfeld and Mustat¸a˘ in [11] in the case of toric varieties. It is
good to see that these two descriptions agree, as expected.
Let h1 and h2 be the piecewise linear functions associated to L1 and L2 (see 3.4 in [1]). In par-
ticular, L1 and L2 correspond to the T -invariant divisors −∑dj=1 h1(v j)D j and −∑dj=1 h2(v j)D j . Let
Φ :NR → NR × R be the piecewise linear map deﬁned by Φ(v) = (v,h1(v) − h2(v)). For each cone
σ ∈ , let σ+ and σ− be the cones in NR ×R spanned by Φ(σ ) and (0,1), and by Φ(σ ) and (0,−1),
respectively. Let ˜ be the fan in NR × R consisting of the faces of σ+ and σ− for all σ ∈ . The
toric variety associated to the fan ˜ is isomorphic to P(E) (see Chapter 7 in [13]). The rays of ˜
are ρ+ = R0 · (0,1), ρ− = R0 · (0,−1) and ρ˜ j = Φ(ρ j) for each j ∈ {1, . . . ,d}. Let us denote the
corresponding T ′-invariant divisors by D+ , D− and D˜ j for each j ∈ {1, . . . ,d}, respectively. The ﬂag in
P(E) given by our construction from Section 4.1 is
Y•: P(E) ⊇ D˜1 ⊇ D˜1 ∩ D˜2 ⊇ · · · ⊇ D˜1 ∩ D˜2 ∩ · · · ∩ D˜n ⊇ D˜1 ∩ D˜2 ∩ · · · ∩ D˜n ∩ D−.
Note that Φ(v1), . . . ,Φ(vn) and (0,−1) span the maximal cone τ− ∈ ˜. Let us change the reference
ordered basis in NR × R to {Φ(v1), . . . ,Φ(vn), (0,−1)}. In these new coordinates the rays are given
by ρ+ = R0 · (0,−1), ρ− = R0 · (0,1) and ρ˜ j = R0 · (v j,h2(v j) − h1(v j) + 〈u2, v j〉 − 〈u1, v j〉)
for each j ∈ {1, . . . ,d}. Using the argument in the proof of Proposition 4.6, we see that OP(E)(1) =
OP(E)(D+) ⊗ π∗L2 = OP(E)(D−) ⊗ π∗L1. We set D = D+ +∑dj=1(−h2(v j) − 〈u2, v j〉)D˜ j , and note
that the T ′-invariant divisor D satisﬁes OP(E)(1) = OP(E)(D) and D|Uτ− = 0.
Let us consider a line bundle L = OP(E)(m) ⊗ π∗OX (∑di=n+1miDi) on P(E). Let us identify the
dual of NR × R with Rn+1 by identifying the ordered basis {Φ(v1), . . . ,Φ(vn), (0,−1)} of NR × R
with the coordinates x1, . . . , xn+1 on Rn+1. We set mi = 0 for each i ∈ {1, . . . ,n}. On the one hand,
the description in [11, Proposition 6.1] says that with this identiﬁcation Y•(L) is the polytope
PmD+∑di=n+1mi D˜i . This polytope is deﬁned as a subset of Rn+1 by the inequalities⎧⎪⎪⎪⎨⎪⎪⎪⎩
xn+1  0, m xn+1,
n∑
i=1
〈
v∗i , v j
〉
xi +
(
h2(v j) − h1(v j) + 〈u2, v j〉 − 〈u1, v j〉
)
xn+1
−mh (v ) −m〈u , v 〉 +m  0, for each j ∈ {1, . . . ,d}.2 j 2 j j
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ariantly splits are exactly the singletons. From Remark 5.3, our inequalities for Y• (L) are⎧⎪⎪⎪⎨⎪⎪⎪⎩
m xn+1  0,
n∑
i=1
〈
v∗i , v j
〉
xi + 〈u2 − u1, v j〉xn+1 +
(
h2(v j) − h1(v j)
)
xn+1
−mh2(v j) −m〈u2, v j〉 +mj  0, for each j ∈ {1, . . . ,d}.
Therefore, the two descriptions of the Okounkov body Y• (L) coincide.
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