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Structure of Graphs with Locally Restricted Crossings
Vida Dujmovic´ † David Eppstein ‡ David R. Wood §
Abstract. We consider relations between the size, treewidth, and local crossing number(maximum number of crossings per edge) of graphs embedded on topological surfaces. Weshow that an n-vertex graph embedded on a surface of genus g with at most k crossingsper edge has treewidth O(√(g + 1)(k + 1)n) and layered treewidth O((g + 1)k), and thatthese bounds are tight up to a constant factor. As a special case, the k-planar graphs with
n vertices have treewidth O(√(k + 1)n) and layered treewidth O(k + 1), which are tightbounds that improve a previously known O((k + 1)3/4n1/2) treewidth bound. Analogousresults are proved for map graphs defined with respect to any surface. Finally, we showthat for g < m, every m-edge graph can be embedded on a surface of genus g with
O((m/(g + 1)) log2 g) crossings per edge, which is tight to a polylogarithmic factor.
Keywords. treewidth, pathwidth, layered treewidth, local treewidth, 1-planar, k-planar,map graph, graph minor, local crossing number, separator,
1 Introduction
This paper studies the structure of graph classes defined by drawings on surfaces in whichthe crossings are locally restricted in some way.
The first such example that we consider are the k-planar graphs. A graph is k-planar if itcan be drawn in the plane with at most k crossings on each edge [24]. The local crossingnumber of the graph is the minimum k for which it is k-planar [27, pages 51–53]. Animportant example is the p× q × r grid graph, with vertex set [p]× [q]× [r] and all edgesof the form (x, y, z)(x + 1, y, z) or (x, y, z)(x, y + 1, z) or (x, y, z)(x, y, z + 1). A suitable
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Figure 1: The p× q × r grid graph is (r − 1)-planar.
linear projection from the natural three-dimensional embedding of this graph to the planegives a (r − 1)-planar drawing, as illustrated in Figure 1.
The main way that we describe the structure of a graph is through its treewidth, whichis a parameter that measures how similar a graph is to a tree. It is a key measure of thecomplexity of a graph and is of fundamental importance in algorithmic graph theory andstructural graph theory, especially in Robertson and Seymour’s graph minors project. SeeSection 2 for a detailed definition of treewidth.
Treewidth is closely related to the size of a smallest separator, a set of vertices whoseremoval splits the graph into connected components each with at most half the vertices.Graphs of low treewidth necessarily have small separators, and graphs in which everysubgraph has a small separator have low treewidth [12, 25]. For example, the Lipton-Tarjanseparator theorem, which says that every n-vertex planar graph has a separator of order
O(
√
n), can be reformulated as every n-vertex planar graph has treewidth O(√n). Most ofour results provide O(√n) bounds on the treewidth of particular classes of graphs thatgeneralise planarity. In this sense, our results are generalisations of the Lipton-Tarjanseparator theorem, and analogous results for other surfaces.
The starting point for our work is the following question: what is the maximum treewidthof k-planar graphs on n vertices? Grigoriev and Bodlaender [16] studied this question andproved an upper bound of O(k3/4n1/2). We improve this and give the following tight bound:
Theorem 1. The maximum treewidth of k-planar n-vertex graphs is
Θ
(
min
{
n,
√
(k + 1)n
})
.
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More generally, a graph is (g, k)-planar if it can be drawn in a surface of Euler genus atmost g with at most k crossings on each edge1. For instance, Guy et al. [19] investigatedthe local crossing number of toroidal embeddings—in this notation, the (2, k)-planar graphs.We again determine an optimal bound on the treewidth of such graphs.
Theorem 2. The maximum treewidth of (g, k)-planar n-vertex graphs is
Θ
(
min
{
n,
√
(g + 1)(k + 1)n
})
.
In both these theorems, the k = 0 case (with no crossings) is well known [15].
Our second contribution is to study the (g, k)-planarity of graphs as a function of theirnumber of edges. For (global) crossing number, it is known that a graph with n vertices and
m edges drawn on a surface of genus g (sufficiently small with respect to m) may require
Ω(min{m2/g,m2/n}) crossings, and it can be drawn with O((m2 log2 g)/g) crossings [29].In particular, the lower bound implies that some graphs require Ω(m/g) crossings per edgeon average, and therefore also in the worst case. We prove a nearly-matching upper boundwhich implies the above-mentioned upper bound on the total number of crossings:
Theorem 3. For every graph G with m edges, for every integer g > 1, there is a drawingof G in the orientable surface with at most g handles and with
O
(
m log2 g
g
)
crossings per edge.
Our third contribution concerns map graphs, which are defined as follows. Start with agraph G0 embedded in a surface of Euler genus g, with each face labelled a ‘nation’ or a‘lake’, where each vertex of G0 is incident with at most d nations. Let G be the graph whosevertices are the nations of G0, where two vertices are adjacent in G if the correspondingfaces in G0 share a vertex. Then G is called a (g, d)-map graph. A (0, d)-map graph iscalled a (plane) d-map graph; such graphs have been extensively studied [14, 3, 6, 4, 2].It is easily seen that (g, 3)-map graphs are precisely the graphs of Euler genus at most
g (which is well known in the g = 0 case [4])2. So (g, d)-map graphs provide a naturalgeneralisation of graphs embedded in a surface. Note that G may contain arbitrarily large
1 The Euler genus of an orientable surface with h handles is 2h. The Euler genus of a non-orientable surfacewith c cross-caps is c. The Euler genus of a graph G is the minimum Euler genus of a surface in which Gembeds (with no crossings).2 Let G be a graph embedded in a surface of Euler genus at most g. Let M(G) be the medial graph of G.This graph has vertex set E(G) where two vertices of M(G) are adjacent whenever the corresponding
3
cliques even in the g = 0 case, since if a vertex of H is incident with d nations then Gcontains Kd.
If G is the map graph associated with an embedded graph H , then consider the naturaldrawing of G in which each vertex of G is positioned inside the corresponding nation, andeach edge of G is drawn as a curve through the corresponding vertex of H . If a vertex
v of H is incident to d nations, then each edge passing through v is crossed by at most
bd−2
2
cdd−2
2
e edges. Thus every (g, d)-map graph is (g, bd−2
2
cdd−2
2
e)-planar, and Theorem 2implies that every (g, d)-map graph has treewidth O(d√(g + 1)n). We improve on thisresult as follows.
Theorem 4. The maximum treewidth of (g, d)-map graphs on n vertices is
Θ
(
min
{
n,
√
(g + 1)(d+ 1)n
})
.
We prove our treewidth upper bounds by using the concept of layered treewidth [10], whichis of independent interest (see Section 2). We prove matching lower bounds by finding
(g, k)-planar graphs and (g, d)-map graphs without small separators and using the knownrelations between separator size and treewidth.
2 Background and Discussion
For  ∈ (0, 1), a set S of vertices in a graph G is an -separator of G if each component of
G− S has at most |V (G)| vertices. It is conventional to set  = 1
2
or  = 2
3
but the precisechoice makes no difference to the asymptotic size of a separator.
Several results that follow depend on expanders; see [21] for a survey. The followingfolklore result provides a property of expanders that is the key to our applications.
Lemma 5. For every  ∈ (0, 1) there exists β > 0, such that for all k > 3 and n > k + 1(such that n is even if k is odd), there exists a k-regular n-vertex graph H (called anexpander) in which every -separator in H has size at least βn.
edges in G are consecutive in the cyclic ordering of edges incident to a common vertex in the embedding of
G. Note that M(G) embeds in the same surface as G, where each face of M(G) corresponds to a vertex ora face of G. Label the faces of M(G) that correspond to vertices of G as nations, and label the faces of
M(G) that correspond to faces of G as lakes. The vertex of M(G) corresponding to an edge vw of G isincident to the nations corresponding to v and w (and is incident to no other nations). Thus G is isomorphicto the map graph of M(G), and G is a (g, 2)-map graph and thus a (g, 3)-map graph. Conversely, it isclear that a (g, 3)-map graph embeds in the same surface as the original graph.
4
A tree-decomposition of a graph G is given by a tree T whose nodes index a collection
(Bx ⊆ V (G) : x ∈ V (T )) of sets of vertices in G called bags, such that:
• For every edge vw of G, some bag Bx contains both v and w, and
• For every vertex v of G, the set {x ∈ V (T ) : v ∈ Bx} induces a non-empty (connected)subtree of T .
The width of a tree-decomposition is maxx |Bx| − 1, and the treewidth tw(G) of a graph Gis the minimum width of any tree decomposition of G. Path decompositions and pathwidth
pw(G) are defined analogously, except that the underlying tree is required to be a path.Treewidth was introduced (with a different but equivalent definition) by Halin [20] and treedecompositions were introduced by Robertson and Seymour [26] who proved:
Lemma 6 ([26]). Every graph with treewidth k has a 1
2
-separator of size at most k + 1.
The notion of layered tree decompositions is a key tool in proving our main theorems.A layering of a graph G is a partition (V0, V1, . . . , Vt) of V (G) such that for every edge
vw ∈ E(G), if v ∈ Vi and w ∈ Vj , then |i − j| 6 1. Each set Vi is called a layer. Forexample, for a vertex r of a connected graph G, if Vi is the set of vertices at distance i from
r, then (V0, V1, . . . ) is a layering of G, called the bfs layering of G starting from r. A bfstree of G rooted at r is a spanning tree of G such that for every vertex v of G, the distancebetween v and r in G equals the distance between v and r in T . Thus, if v ∈ Vi then the
vr-path in T contains exactly one vertex from layer Vj for 0 6 j 6 i.
The layered width of a tree-decomposition (Bx : x ∈ V (T )) of a graph G is the minimuminteger ` such that, for some layering (V0, V1, . . . , Vt) of G, each bag Bx contains at most `vertices in each layer Vi. The layered treewidth of a graph G is the minimum layered widthof a tree-decomposition of G. Note that if we only consider the trivial layering in whichall vertices belong to one layer, then layered treewidth equals treewidth plus 1. Dujmovic´et al. [10] introduced layered treewidth3
3 Dujmovic´ et al. [10] introduced layered treewidth as a tool to prove upper bounds on the track-number,queue-number and volume of 3-dimensional straight-line grid drawings of graphs. In particular, basedon earlier work in [8, 9], they proved that every n-vertex graph with bounded layered treewidth hastrack-number O(log n), queue-number O(log n), and has a 3-dimensional straight-line grid drawing with
O(n log n) volume. All the theorems in this paper giving upper bounds on the layered treewidth of particulargraph classes can be combined with the results in [10] to give results for track-number, queue-number,and 3-dimensional straight-line grid drawings for the same graph class. Motivated by other applications,Shahrokhi [28] independently introduced a definition equivalent to layered treewidth. Our results can alsobe combined with those of Shahrokhi [28]; details omitted.
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Theorem 7 ([10]). Every planar graph has layered treewidth at most 3. More generally,every graph with Euler genus g has layered treewidth at most 2g + 3.
Layered treewidth is related to local treewidth, which was first introduced by Eppstein [13]under the guise of the ‘treewidth-diameter’ property. A graph class G has bounded localtreewidth if there is a function f such that for every graph G in G, for every vertex v of
G and for every integer r > 0, the subgraph of G induced by the vertices at distance atmost r from v has treewidth at most f(r); see [17, 5, 7, 13]. If f(r) is a linear or quadraticfunction, then G has linear or quadratic / local treewidth. Dujmovic´ et al. [10] observedthat if every graph in some class G has layered treewidth at most k, then G has linearlocal treewidth with f(r) 6 k(2r + 1)− 1. They also proved the following converse resultfor minor-closed classes, where a graph G is apex if G − v is planar for some vertex v.(Earlier, Eppstein [13] proved that (b) and (d) are equivalent, and Demaine and Hajiaghayi[7] proved that (b) and (c) are equivalent.)
Theorem 8 ([10, 7, 13]). The following are equivalent for a minor-closed class G of graphs:
(a) G has bounded layered treewidth.
(b) G has bounded local treewidth.
(c) G has linear local treewidth.
(d) G excludes some apex graph as a minor.
This result applies for neither (g, k)-planar graphs nor (g, d)-map graphs, since as wenow show, these are non-minor-closed classes even for g = 0, k = 1 and d = 4. Forexample, the n× n× 2 grid graph is 1-planar, and contracting the i-th row in the frontgrid with the i-th column in the back grid gives a Kn minor. Thus 1-planar graphs maycontain arbitrarily large complete graph minors. Similarly, we now construct (0, 4)-mapgraphs with arbitrarily large complete graph minors. Let Hn be the (2n + 1) × (2n + 1)grid graph in which each internal face is a nation, and the outer face is a lake. Let
Gn be the map graph of Hn. Since Hn is planar with maximum degree 4, Gn is a
(0, 4)-map graph. Observe that Gn is the 2n× 2n grid graph with both diagonals acrosseach face. Say V (Gn) = [1, 2n]2. For i ∈ [1, n], let Ri be the zig-zag path (1, 2i −
1)(2, 2i)(3, 2i − 1), (4, 2i), . . . , (2n − 2, 2i), (2n − 1, 2i − 1), (2n, 2i) in Gn, let Ci be thezig-zag path (2i, 1)(2i− 1, 2)(2i, 3), (2i− 1, 4), . . . , (2i− 1, 2n− 2), (2i, 2n− 1), (2i− 1, 2n)in Gn, and let Xi be the subgraph Ri∪Ci. Then Xi is connected since (2i− 1, 2i− 1) ∈ Riis adjacent to (2i− 1, 2i) ∈ Ci. Note that the sum of the coordinates of each vertex in Ri
6
is even, and the sum of the coordinates of each vertex in Cj is odd. Thus Ri ∩ Cj = ∅for all i, j ∈ [n]. Clearly Ri ∩ Rj = ∅ and Ci ∩ Cj = ∅ for distinct i, j ∈ [1, n]. Thus
Xi ∩ Xj = ∅ for distinct i, j ∈ [1, n]. Now, Xi is adjacent to Xj since (2j, 2i) ∈ Ri isadjacent to (2j − 1, 2i) ∈ Cj . Thus X1, . . . , Xn are the branch sets of a Kn minor in Gn.This example shows that (0, 4)-map graphs may contain arbitrarily large complete graphminors.
Sergey Norin established the following connection between layered treewidth and treewidth.
Lemma 9 (Norin; see [10]). Every n-vertex graph with layered treewidth k has treewidthat most 2√kn− 1.
To prove all the O(√n) treewidth bounds introduced in Section 1, we first establish atight upper bound on the layered treewidth, and then apply Lemma 9. One conclusion,therefore, of this paper is that layered treewidth is a useful parameter when studyingnon-minor-closed graph classes (which is a research direction suggested by Dujmovic´ et al.[10]). In general, layered treewidth is an interesting measure of the structural complexityof a graph in its own right.
We now show that bounded local treewidth does not imply bounded layered treewidth(and thus Theorem 8 does not necessarily hold in non-minor-closed classes). First notethat a graph with maximum degree ∆ contains O((∆− 1)r) vertices at distance at most rfrom a fixed vertex (the Moore bound). Thus graphs with maximum degree ∆ have boundedlocal treewidth. Let Gn be the n× n× n grid graph, which has maximum degree 6. Thus
{Gn : n ∈ N} has bounded local treewidth. Moreover, the subgraph of Gn induced by thevertices at distance at most r from a fixed vertex is a subgraph of G2r, which is easily seento have treewidth O(r2). Thus {Gn : n ∈ N} has quadratic local treewidth. By Corollary 18in Section 4 below, tw(Gn) > 16n2. If Gn has layered treewidth k, then tw(Gn) 6 2√kn3by Lemma 9. Thus 1
6
n2 6 2
√
kn3, which implies that k > 1
144
n, and {Gn : n ∈ N} hasunbounded layered treewidth.
We conclude this section by mentioning some negative results. Dujmovic´ et al. [11]constructed an infinite family of expander graphs that have (geometric) thickness 2, have3-page book embeddings, have 2-queue layouts, and have 4-track layouts. By Lemma 5,Lemma 6 and Lemma 9, such graphs have treewidth Ω(n) and layered treewidth Ω(n). Thismeans that our results cannot be extended to bounded thickness, bounded page number,bounded queue number, or bounded track number graphs.
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3 k-Planar Graphs
The following theorem is our first contribution.
Theorem 10. Every k-planar graph G has layered treewidth at most 6(k + 1).
Proof. Draw G in the plane with at most k crossings per edge, and arbitrarily orient eachedge of G. Let G′ be the graph obtained from G by replacing each crossing by a newdegree-4 vertex. Then G′ is planar. By Theorem 7, G′ has layered treewidth at most 3.That is, there is a tree decomposition T ′ of G′, and a layering V ′0 , V ′1 , . . . of G′, such thateach bag of T ′ contains at most three vertices in each layer V ′i . For each vertex v of G′,let T ′v be the subtree of T ′ formed by the bags that contain v.Let T be the decomposition of G obtained by replacing each occurrence of a dummy vertex
x in a bag of T ′ by the tails of the two edges that cross at x. We now show that T is atree-decomposition of G. For each vertex v of G, let Tv be the subgraph of T formed by thebags that contain v. Let G′v be the subgraph of G′ induced by v and the division verticeson the edges for which v is the tail. Then G′v is connected. Thus T ′v , which is preciselythe set of bags of T ′ that intersect G′v , form a (connected) subtree of T ′. Moreover, foreach oriented edge vw of G, if x is the division vertex of vw adjacent to w, then T ′x and
T ′w intersect. Since Tv contains T ′x, and Tw contains T ′w, we have that Tv and Tw intersect.Thus T is a tree-decomposition of G.
Note that distG′(v, w) 6 k + 1 for each edge vw of G. Thus, if v ∈ V ′i and w ∈ V ′j then
|i− j| 6 k + 1. Let V0 be the union of the first k + 1 layers restricted to V (G), let V1 bethe union of the second k + 1 layers restricted to V (G), and so on. That is, for i > 0,let Vi := V (G) ∩ (V ′(k+1)i ∪ V ′(k+1)i+1 ∪ · · · ∪ V ′(k+1)(i+1)−1). Then V0, V1, . . . is a partitionof V (G). Moreover, if v ∈ Vi and w ∈ Vj for some edge vw of G, then |i − j| 6 1. Thus
V1, V2, . . . is a layering of G.
Since each layer in G consists of at most k + 1 layers in G′, and each layer in G′ containsat most three vertices in a single bag, each of which are replaced by at most two verticesin G, the layered treewidth of this decomposition is at most 6(k + 1).
Lemma 9 and Theorem 10 imply the upper bound in Theorem 1:
Theorem 11. Every k-planar n-vertex graph has treewidth at most 2√6(k + 1)n.
We now prove the corresponding lower bound.
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Theorem 12. For 1 6 k 6 3
2
n there is a k-planar graph on n vertices with treewidth atleast c√kn for some constant c > 0.
Proof. Let G be a cubic expander with n vertices. Then G has treewidth at least n forsome constant  > 0 (see for example [18]). Consider a straight-line drawing of G. Clearly,each edge is crossed less than |E(G)| = 3
2
n times. Subdivide each edge of G at most
3n
2k
times to produce a k-planar graph G′ with n′ vertices, where n′ 6 n + 3n
2
3n
2k
< 4n
2
k
.Subdivision does not change the treewidth of a graph. Thus G′ has treewidth at least
n > 
2
√
kn′.
Combining the bound of Theorem 11 with the trivial upper bound tw(G) 6 n for k ≥ nshows that the maximum treewidth of k-planar n-vertex graphs is Θ(min{n,√kn}) forarbitrary k and n. This completes the proof of Theorem 1.
4 (g, k)-Planar Graphs
Recall that a graph is (g, k)-planar if it can be drawn in a surface of Euler genus at most gwith at most k crossings on each edge. The proof method used in Theorem 10 in conjunctionwith Theorem 7 leads to the following theorem.
Theorem 13. Every (g, k)-planar graph G has layered treewidth at most (4g + 6)(k + 1).
Proof. Consider a drawing of G with at most k crossings per edge on a surface Σ of Eulergenus g. Arbitrarily orient each edge of G. Let G′ be the graph obtained from G byreplacing each crossing by a new degree-4 vertex. Then G′ is embedded in Σ with nocrossings, and thus has Euler genus at most g. By Theorem 7, G′ has layered treewidth atmost 2g + 3. That is, there is a tree decomposition T ′ of G′, and a layering V ′0 , V ′1 , . . . of
G′, such that each bag of T ′ contains at most 2g + 3 vertices in each layer V ′i . For eachvertex v of G′, let T ′v be the subtree of T ′ formed by the bags that contain v.Let T be the decomposition of G obtained by replacing each occurrence of a dummy vertex
x in a bag of T ′ by the tails of the two edges that cross at x. We now show that T is atree-decomposition of G. For each vertex v of G, let Tv be the subgraph of T formed by thebags that contain v. Let G′v be the subgraph of G′ induced by v and the division verticeson the edges for which v is the tail. Then G′v is connected. Thus T ′v , which is preciselythe set of bags of T ′ that intersect G′v , form a (connected) subtree of T ′. Moreover, foreach oriented edge vw of G, if x is the division vertex of vw adjacent to w, then T ′x and
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T ′w intersect. Since Tv contains T ′x, and Tw contains T ′w, we have that Tv and Tw intersect.Thus T is a tree-decomposition of G.
Note that distG′(v, w) 6 k + 1 for each edge vw of G. Thus, if v ∈ V ′i and w ∈ V ′j then
|i− j| 6 k + 1. Let V0 be the union of the first k + 1 layers restricted to V (G), let V1 bethe union of the second k + 1 layers restricted to V (G), and so on. That is, for i > 0,let Vi := V (G) ∩ (V ′(k+1)i ∪ V ′(k+1)i+1 ∪ · · · ∪ V ′(k+1)(i+1)−1). Then V0, V1, . . . is a partitionof V (G). Moreover, if v ∈ Vi and w ∈ Vj for some edge vw of G, then |i − j| 6 1. Thus
V1, V2, . . . is a layering of G. Since each layer in G consists of at most k + 1 layers in
G′, and each layer in G′ contains at most 2g + 3 vertices in a single bag, each of which isreplaced by at most two vertices in G, the layered treewidth of this decomposition is atmost (4g + 6)(k + 1).
Theorem 13 and Lemma 9 imply:
Theorem 14. Every n-vertex (g, k)-planar graph has treewidth at most
2
√
(4g + 6)(k + 1)n.
We now show that the bounds in Theorem 13 and Theorem 14 are tight up to a constantfactor.
Theorem 15. For all g, k > 0 and infinitely many n there is an n-vertex (g, k)-planargraph with treewidth Ω(√(g + 1)(k + 1)n) and layered treewidth Ω((g + 1)(k + 1)).
The proof of this result depends on the separation properties of the p× q × r grid graph(which is (r − 1)-planar). The next two results are not optimal, but have simple proofs andare all that is needed for the main proof that follows.
Lemma 16. For q > ( 1
1−)r, every -separator of the q × r grid graph has size at least r.
Proof. Let S be a set of at most r − 1 vertices in the q × r grid graph. Some row Ravoids S, and at least q − r + 1 columns avoid S. The union of these columns with Rinduces a connected subgraph with at least (q − r + 1)r > qr vertices. Thus S is not an
-separator.
Lemma 17. For p > q > ( 1
1−)r, every -separator of the p× q × r grid graph has size atleast (1−
1+
)qr.
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Proof. LetG be the p×q×r grid graph. Let n := |V (G)| = pqr. Let S be an -separator ofG.Let A1, . . . , Ac be the components of G−S. Thus |Ai| 6 n. For x ∈ [p], let Gx := {(x, y, z) :
y ∈ [q], z ∈ [r]} called a slice. Say Gx belongs to Ai and Ai owns Gx if |Ai ∩Gx| > 1+2 qr.Clearly, no two components own the same slice. First suppose that at least two componentseach own a slice. That is, Gv belongs to Ai and Gw belongs to Aj for some v < w and
i 6= j. Let X := {(y, z) : (v, y, z) ∈ Gv, (w, y, z) ∈ Gw}. Then |X| > 2(1+2 )qr − qr = qr.For each (y, z) ∈ X , the ‘straight’ path (v, y, z), (v + 1, y, z), . . . , (w, y, z) contains somevertex in S. Since these paths are pairwise disjoint, |S| > |X| > qr > 1−
1+
qr (since  > 1
2
).Now assume that at most one component, say A1, owns a slice. Say A1 owns t slices.Thus t(1+
2
)qr 6 |Ai| 6 pqr and t 6 21+p. Hence, at least (1− 21+)p slices belong to nocomponent. For such a slice Gv , each component of Gv − S is contained in some Ai andthus has at most (1+
2
)qr vertices. That is, S ∩ Gv is a (1+2 )-separator of the q × r gridgraph induced by Gv . By Lemma 16, |S ∩Gv| > r. Thus |S| > (1− 21+)pr > (1−1+)qr.
Note that Lemma 6 and Lemma 17 imply:
Corollary 18. For p > q > 2r, the p× q × r grid graph has treewidth at least 1
3
qr.
This lower bound is within a constant factor of optimal, since Otachi and Suda [23] provedthat the p× q × r grid graph has pathwidth, and thus treewidth, at most qr.
Proof of Theorem 15. Let r := k + 1.
First suppose that g 6 19. Let G be the q × q × r grid graph where q > 2r. As observedabove, G is k-planar and thus (g, k)-planar. Lemma 17 implies that every 1
2
-separator of Ghas size at least 1
3
qr. Lemma 6 thus implies that G has treewidth at least 1
3
qr − 1, whichis Ω(√(g + 1)(k + 1)n), as desired.
Now assume that g > 20. By Lemma 5 there is a 4-regular expander H on m := bg
4
c > 5vertices. Thus H has 2m edges, H embeds in the orientable surface with 2m handles, andthus has Euler genus at most 4m 6 g. We may assume that q := √n/rm is an integerwith q > 8r. Let G be obtained from H by replacing each vertex v of H by a copy of the
q × q × r grid graph with vertex set Dv , and replacing each edge vw of H by a matchingof qr edges, so that G[Dv ∪ Dw] is a 2q × q × r grid, as shown in Figure 2. Thus G is
(g, k)-planar with q2rm = n vertices.
Let S be a 1
2
-separator in G. Let A1, . . . , Ac be the components of G− S. Thus |Ai| 6 12nfor i ∈ [c]. Initialise sets S ′ := A′1 := · · · := A′c := ∅.
11
Figure 2: Construction of G in the proof of Theorem 15.
For each vertex v of H , if |S ∩ Dv| > qr14 then put v ∈ S ′. Otherwise, |S ∩ Dv| < qr14 .Note that Lemma 17 is applicable with  = 13
15
since q > 8r > 1
1−13/15r and 1−13/151+13/15 = 114 .Lemma 17 thus implies that S∩Dv is not a 1315-separator. Hence some component of Dv−Shas at least 13
15
q2r vertices. Since 13
15
> 1
2
, exactly one component of Dv − S has at least
13
15
q2r vertices. This component is a subgraph of Ai for some i ∈ [c]; add v to A′i. Thus
S ′, A′1. . . . , A
′
c is a partition of V (H).We now prove that S ′ is a 15
26
-separator in H . Suppose that v ∈ A′i and w ∈ A′j for someedge vw of H . Let D be the vertex set of the 2q × q × r grid graph induced by Dv ∪Dw.Since v 6∈ S ′ and w 6∈ S ′, we have |S ∩Dv| < qr14 and |S ∩Dw| < qr14 . Thus |S ∩D| < qr7 .Note that Lemma 17 is applicable with  = 3
4
since q > 8r > 1
1−3/4r and 1−3/41+3/4 = 17 .Lemma 17 thus implies that S ∩D is not a 3
4
-separator of G[D]. Hence some component
X of G[D]− S contains at least 3
4
|D| = 3
2
q2r vertices. Each of Dv and Dw can contain atmost q2r vertices in X . Thus Dv and Dw each contain at least 12q2r vertices in X . Thus, byconstruction, v and w are in the same A′i. That is, there is no edge of H between distinct
A′i and A′j , and each component of H − S ′ is contained in some A′i. For each i ∈ [c], wehave 1
2
q2rm > |Ai| > 1315q2r|A′i| implying |A′i| 6 1526m. Therefore S ′ is a 1526-separator in H .
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By Lemma 5, |S ′| > βm for some constant β > 0. Thus |S| > qr
14
|S ′| > β
14
mqr. By Lemma 6,
G has treewidth at least β
14
mqr − 1 = β
14
√
mrn− 1 > Ω(√g(k + 1)n), as desired.
Finally, by Lemma 9, if G has layered treewidth ` then Ω(√g(k + 1)n) 6 tw(G) 6 2√`n,implying ` > Ω((g + 1)(k + 1)).
Note that the proof of Theorem 15 in the case k = 0 is very similar to that of Gilbert et al.[15].
For gk > n the trivial upper bound of tw(G) 6 n is better than that given in Theo-rem 14. We conclude that the maximum treewidth of (g, k)-planar n-vertex graphs is
Θ(min{n,√(g + 1)(k + 1)n}) for arbitrary g, k, n. This completes the proof of Theorem 2.
5 Drawings with Few Crossings per Edge
This section studies the following natural conjecture: for every surface Σ of Euler genus g,every graph G with m edges has a drawing in Σ with O( m
g+1
) crossings per edge. Thisconjecture is trivial at both extremes: with g = 0, every graph has a straight-line drawingin the plane (and therefore a drawing in the sphere) with at most m crossings per edge,and with g = 2m, every graph has a crossing-free drawing in the orientable surface withone handle per edge. Moreover, if this conjecture is true, it would provide a simple proof ofTheorem 15 in the same manner as the proof of Theorem 12.
Our starting point is the following well-known result of Leighton and Rao [22, Theorem 22,p. 822]:
Theorem 19 ([22]). Let G be a graph with bounded degree and n vertices, mapped one-to-one onto the vertices of an expander graph H . Then the edges of G can be mapped ontopaths in H so that each path has length O(log n) and each edge of H is used by O(log n)paths.
It is straightforward to extend this result to regular graphs G of unbounded degree, withthe number of paths per edge of H increasing in proportion to the degree. However, thereare two difficulties with using it in our application. First, it does not directly handle graphsin which there is considerable variation in degree from vertex to vertex: in such cases wewould want the number of paths per edge to be controlled by the average degree in G, butinstead it is controlled by the maximum degree. And second, it does not allow us to controlseparately the sizes of G and H; instead, both must have the same number of vertices.
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To handle these issues, we do not map the vertices of our input graph G directly to thevertices of an expander H ; instead, we keep the vertices of G and the vertices of H disjointfrom each other, connecting them by a bipartite graph that balances the degrees, accordingto the following lemma.
Lemma 20. Let d1, d2, . . . , dn be a sequence of positive integers, and let q be a positive in-teger. Then there exists a bipartite graph with colour classes {v1, . . . , vn} and {w1, . . . , wq},at most n+ q − 1 edges, and a labelling of the edges with positive integers, such that
• each vertex vi is incident to a set of edges whose labels sum to di, and
• each pair of distinct vertices wi and wj are incident to sets of edges whose labelsums differ by at most 1.
Proof. Preassign label sums of b∑ di/qc or d∑ di/qe to each vertex wi so that the resultingvalues sum to ∑ di. We will construct a bipartite graph and a labelling whose sums matchthe numbers d1, . . . , dn on one side of the bipartition and whose sums match the preassignednumbers on the other side.
Build this graph and its labelling one edge at a time, starting from a graph with no edges.At each step, let vi and wj be the vertices on each side of the bipartition with the smallestindices whose edge labels do not yet sum to the required values, add an edge from vi to
wj , and label this edge with the largest integer that does not exceed the required sum oneither vertex.
Each step completes the sum for at least one vertex. Because the required values on thetwo sides of the bipartition both sum to ∑ di, the final step completes the sum for twovertices, vn and wq . Therefore, the total number of steps, and the total number of edgesadded to the graph, is at most n+ q − 1.
By combining this load-balancing step with the Leighton-Rao expander-routing scheme, wemay obtain a more versatile mapping of our given graph G to a host graph H , with bettercontrol over the genus of the surface we obtain from H . This genus will be determined bythe cyclomatic number of H , where the cyclomatic number of a graph with n vertices and
m edges is m− n+ 1. This number is the dimension of the cycle space of the graph, andthe first Betti number of the topological space obtained from the graph by replacing eachedge by a line segment.
Lemma 21. Let G be an arbitrary graph, with m edges, and let Q be a q-vertex bounded-degree expander graph. Then there exists a host graph H , a one-to-one mapping of the
14
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Figure 3: A graph (left) with degree sequence 7, 5, 5, 4, 3, 3, 2, 1 and a bipartite graph(right) formed from this degree sequence by Lemma 20. The large numbers are the edgelabels of the lemma, and the small numbers along the top and bottom of the bipartite graphgive the sums of incident edge labels at each vertex. The top sums match the given degreesequence, while the bottom sums all differ by at most 1.
vertices of G to a subset of vertices of H , and a mapping of the edges of G to paths in H ,with the following properties:
• The vertices of H that are not images of vertices in G induce a subgraph isomorphicto Q.
• The image of an edge e in G forms a path of length O(log q) that starts and ends atthe image of the endpoints of e, and passes through the image of no other vertex of
G.
• Each vertex of H that is not an image of a vertex in G is crossed by O((m log q)/q)paths.
• The cyclomatic number of H is O(q).
Proof. Let the vertices of G be u1, . . . , un. Apply Lemma 20 to the degree sequence of Gto form a bipartite graph H with bipartition {v1, . . . , vn}, {w1, . . . , wq}. Then add edgesbetween pairs of vertices (wi, wj) so that {w1, . . . , wq} induces a subgraph isomorphic to
Q. In this way, each vertex ui in G is mapped to a vertex vi in H so that the mappingis one-to-one and the unmapped vertices form a copy of Q, as required. The cyclomaticnumber of H equals the cyclomatic number of Q, plus n+ q − 1 (for the added edges inthe bipartite graph), minus n (for the added vertices relative to Q). These two added andsubtracted terms cancel, leaving the cyclomatic number of Q plus q − 1, which is O(q) asrequired.
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It remains to find paths in H corresponding to the edges in G. Assign each edge uiujof G to a pair of vertices (wi′ , wj′) adjacent to the images vi and vj in H , so that thenumber of edges of G assigned to each edge between {v1, . . . , vn} and {w1, . . . , wq} equalsthe corresponding label. Complete each path by applying Theorem 19 to the copy of Q;this gives paths of length O(log q) connecting each pair (wi′ , wj′) obtained in this way.These pairs do not form a bounded-degree graph, but they can be partitioned into O(m/q)bounded-degree graphs, each of which causes each vertex in the copy of Q to be crossed
O(log q) times. Combining these suproblems, each vertex in the copy of Q is crossed by atotal of O((m log q)/q) paths, as required.
We are now ready to prove the existence of embeddings with small local crossing number,on surfaces of arbitrary genus.
Proof of Theorem 3. Given a graph G, to be embedded on a surface with at most g handlesand with few crossings per edge, choose q so that the O(q) bound on the cyclomatic numberof the graph H in Lemma 21 is at most g, and apply Lemma 21 to find a graph H and amapping from G to H obeying the conditions of the lemma.
To turn this mapping into the desired embedding of G, replace each vertex of degree d in
H by a sphere, punctured by the removal of d unit-radius disks, and form a surface (as acell complex, not necessarily embedded into three-dimensional space) by replacing eachedge xy of H by a unit-radius cylinder connecting boundaries of removed disks on thespheres for vertices x and y. The number of handles on the resulting surface (shown inFigure 4) equals the cyclomatic number of H , which is at most g.
Figure 4: A topological surface obtained by replacing each vertex of a graph by a puncturedsphere, and each edge of the graph by a cylinder connecting two punctures. ImageSquare pyramid pyramid.png by Tom Ruen on Wikimedia commons, made available undera Creative Commons CC-BY-SA 4.0 International license.
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Embed each vertex of G as an arbitrarily chosen point on the sphere of the correspondingvertex of H , and each edge of G as a curve through the sequence of spheres and cylinderscorresponding to its path in H . Choose this embedding so that no intersection of edgecurves occurs within any of the cylinders, and so that every pair of edges that are mappedto curves on the same sphere meet at most once, either at a crossing point or a sharedendpoint.
Because the spheres that contain vertices of G only contain curves incident to those vertices,they do not have any crossings. Each edge is mapped to a curve through O(log g) of theremaining spheres, and can cross at most O((m log g)/g) other curves within each suchsphere. Therefore, the maximum number of crossings per edge is O((m log2 g)/g).
6 Map Graphs
The following characterisation of map graphs makes them easier to deal with (and is wellknown in the g = 0 case [4]). Consider a bipartite graph H with bipartition {A,B}. Definethe half-square graph H2[A] with vertex set A, where two vertices in A are adjacent if andonly if they have a common neighbour in B.
Lemma 22. A graph G is a (g, d)-map graph if and only if G is isomorphic to H2[A] forsome bipartite graph H with Euler genus at most g and bipartition {A,B}, where verticesin B have maximum degree at most d.
Proof. (=⇒) Say G is a (g, d)-map graph defined with respect to some graph G0 embeddedin a surface of Euler genus g, where each face of G0 is a nation or a lake. Let H be thebipartite graph with bipartition {A,B}, where A is the set of nations of G0 and B := V (G0),where a vertex v ∈ A is adjacent to a vertex w ∈ B if w is incident to the face in G0corresponding to v. Then H embeds in the same surface as G0, and by definition, G isisomorphic to H2[A]. The degree of a vertex w in B equals the number of nations incidentto w in G0, which is at most d.
(⇐=) Consider a bipartite graph H with bipartition {A,B}, where vertices in B havemaximum degree at most d. From an embedding of H in a surface of Euler genus g,construct an embedded graph G0 with vertex set V (G0) := B, where uw ∈ E(G0) whenever
vu and vw are consecutive edges incident to some vertex v ∈ A in the embedding of H . So,for each vertex v ∈ A, if vw1, vw2, . . . , vwp is the cyclic order of edges incident to v in theembedding of H , then (w1, w2, . . . , wp) is a face of G0, which we label as a nation. Labelevery other face of G0 as a lake. Note that a lake occurs whenever, for some k > 3, there
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is a face (v1, w1, v2, w2, . . . , vk, wk) of H with vi ∈ A and wi ∈ B. Then (w1, w2, . . . , wk) isa lake of G0. By construction, the nations of G0 are in 1–1 correspondence with vertices in
A, and for each vertex w of G0, the number of nations incident to w equals the degree of win H , which is at most d. Two nations are incident to a common vertex w of G0 if and onlyif the corresponding vertices in A are both adjacent to w in H . Thus H2[A] is isomorphicto the (g, d)-map graph associated with G0.Lemma 23. Let H be a bipartite graph with bipartition {A,B} and layered treewidth
k with respect to some layering A1, B1, A2, B2, . . . , At, Bt, where A = A1 ∪ · · · ∪ At and
B = B1 ∪ · · · ∪Bt. Then the half-square graph G = H2[A] has layered treewidth at most
k(2d+1) with respect to layering A1, A2, . . . , At, where d is the maximum degree of verticesin B.
Proof. Let T be the given tree decomposition of H . For each bag X and for each vertex
w in B ∩X , replace w in X by NH(w) and delete w from X . Each vertex v in A is nowprecisely in the bags that previously intersected NH(v) ∪ {v}. Since NH(v) ∪ {v} inducesa connected subgraph of H , the bags that now contain v form a connected subtree of T .
Consider an edge uv ∈ E(G). Then u, v ∈ NH(w) for some w ∈ B. By construction, uand v are in a common bag, and we have a tree decomposition of G. Say u ∈ Ai and
v ∈ Aj and w ∈ B`. Since uw ∈ E(H) and A1, B1, A2, B2, . . . , At, Bt is a layering of H ,we have ` ∈ {i, i− 1}. Similarly, ` ∈ {j, j − 1}. Thus |i− j| 6 1. Hence A1, A2, . . . , At isa layering of G.
We now upper bound |X ∩ Ai| for each bag X and layer Ai. If v ∈ X ∩ Ai, then (1) vwas in X in the given tree decomposition of H , or (2) v is adjacent to some vertex w in
(Bi ∪ Bi+1) ∩X . Thus, the number of such vertices w is at most 2k. Each such vertex wcontributes at most d vertices to X . The number of type-(1) vertices v is at most k. Thus
|X ∩ Ai| 6 k + 2kd.
The next lemma is a minor technical strengthening of Theorem 7. We sketch the proof forcompleteness.Lemma 24. Let V1, V2, . . . , Vt be a bfs layering of a connected graph G of Euler genusat most g. Then G has a tree decomposition of layered width 2g + 3 with respect to
V1, V2, . . . , Vt.
Proof Sketch. Let r be the vertex for which Vi = {v ∈ V (G) : dist(v, r) = i}. Let T be abfs tree of G rooted at r. For each vertex v of G, let Pv be the vertex set of the vr-path in
T . Thus if v ∈ Vi, then Pv contains exactly one vertex in Vj for j ∈ {0, . . . , i}.
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Let G′ be a triangulation of G with V (G′) = V (G) (allowing parallel edges on distinctfaces). Let F be the set of faces of G′. Say G has n vertices. By Euler’s formula,
|F | = 2n+ 2g − 4 and |E(G′)| = 3n+ 3g − 6.
Let D be the subgraph of the dual of G′ with vertex set F , where two vertices are adjacentif the corresponding faces share an edge not in T . Thus |V (D)| = |F | = 2n+ 2g − 4 and
|E(D)| = |E(G′)| − |E(T )| = (3n+ 3g − 6)− (n− 1) = 2n+ 3g − 5. Dujmovic´ et al. [10]proved that D is connected.
Let T ∗ be a spanning tree of D. Thus |E(T ∗)| = |V (D)| − 1 = 2n + 2g − 5. Let
X := E(D)−E(T ∗). Thus |X| = (2n+ 3g−5)− (2n+ 2g−5) = g. For each face f = xyzof G′, let Cf := ∪{Pa∪Pb : ab ∈ X}∪Px∪Py ∪Pz . Since |X| = g and each Pv contains atmost one vertex in each layer, Cf contains at most 2g + 3 vertices in each layer. Dujmovic´et al. [10] proved that (Cf : f ∈ F ) is a T ∗-decomposition of G.
We now present the main results of this section.Theorem 25. Every (g, d)-map graph has layered treewidth at most (2g + 3)(2d+ 1).
Proof. Let G be a (g, d)-map graph. Since the layered treewidth of G equals the maximumlayered treewidth of the components of G, we may assume that G is connected. ByLemma 22, G is isomorphic to H2[A] for some bipartite graph H with bipartition {A,B}and Euler genus g, where vertices in B have degree at most d in H . Since G is connected,
H is connected. Fix a vertex r ∈ A. For i > 1, let Ai be the set of vertices of H atdistance 2i − 2 from r, and let Bi be the set of vertices of H at distance 2i − 1 from r.Since H is bipartite and connected, A = A1 ∪ . . . , At and B = B1 ∪ · · · ∪ Bt for some t,and A1, B1, . . . , At, Bt is a bfs layering of H . By Lemma 24, H has a tree decompositionof layered width 2g + 3 with respect to A1, B1, . . . , At, Bt. By Lemma 23, H2[A] and thus
G has layered treewidth at most (2g + 3)(2d+ 1).
Lemma 9 and Theorem 25 imply:Theorem 26. Every n-vertex (g, d)-map graph has treewidth at most
2
√
(2g + 3)(2d+ 1)n− 1.
Note that Chen [2] proved that d-map graphs have separators of size O(√dn), which isimplied by Theorem 26 and Lemma 6.
We now show that Theorem 26 and thus Theorem 25 are tight. For integers p, q, r > 1,let Yp,q,r be the plane graph obtained from the (p+ 1)× (q + 1) grid graph by subdividing
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each edge r− 1 times, and then adding a vertex adjacent to the 4r vertices of each internalface. As illustrated in Figure 5, Yp,q,r is an internal triangulation with maximum degree
d := 4r. Label each internal face of Yp,q,r as a nation, label the external face as a lake,and let Zp,q,r be the associated d-map graph.
Yp,q,r
K4r
p
q
Zp,q,r r
Figure 5: Zp,q,r is the map graph of Yp,q,r. The bottom figure shows the rows and columnsof Zp,q,r (and omits other edges).
Lemma 27. For  ∈ (0, 1) and integers p > q > 1 and r > 1, every -separator of Zp,q,rhas size at least 2(1−)pqr
p+q
> (1− )qr.
Proof. The vertices of Zp,q,r can be partitioned into pr ‘columns’ inducing paths of length 2qand qr ‘rows’ inducing paths of length 2p, such that each row and column are joined by anedge. Let S be an -separator of Zp,q,r. Thus S avoids at least pr−|S| columns and at least
qr−|S| rows. Since each row and column are adjacent, the union of these rows and columns
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that avoid S induces a connected subgraph with at least 2q(pr − |S|) + 2p(qr − |S|) =
4pqr − 2|S|(p + q) vertices. Thus 4pqr − 2|S|(p + q) 6 |V (Zp,q,r)| = 4pqr. Hence
|S| > 2(1−)pqr
p+q
, which is at least (1− )qr since p > q.Theorem 28. For all g > 0 and d > 8, for infinitely many integers n, there is an n-vertex
(g, d)-map graph with treewidth Ω(√(g + 1)dn) and layered treewidth Ω((g + 1)d).
Proof. Let r := bd
4
c. Thus r > 2.
First suppose that g 6 19. Infinitely many values of n satisfy n = 4q2r for some integer
q > 1. Let G be Zq,q,r. Then G has n vertices. As observed above, G is a (0, 4r)-mapgraph and thus a (g, d)-map graph. Lemma 27 implies that every 1
2
-separator of G hassize at least 1
2
qr. Lemma 6 thus implies that G has treewidth at least 1
2
qr − 1, which is
Ω(
√
(g + 1)dn), as desired.
Now assume that g > 20. By Lemma 5 there is a 4-regular expander H on m := bg
4
c > 5vertices. Thus H has 2m edges, H embeds in the orientable surface with 2m handles,and thus has Euler genus at most 4m 6 g. For infinitely many values of n, we have that
n = (4q2r − 16r)m for some integer q > 100.
Let G0 be obtained from H as follows. For each vertex v of H introduce a copy of the
(q + 1)× (q + 1) grid graph with the four corner vertices deleted, denoted by Yv . For eachedge vw of H , identify one side of Yv with Yw (where a side consists of a (q − 1)-vertexpath). The sides are identified according to the embedding of H , so that G0 is embeddedin the same surface as H . Note that each edge of H is associated with a copy of the
(2q + 1)× (q + 1) grid graph with six vertices deleted in G0. Each face of G0 correspondsto a face of H or is a 4-face inside one of the grid graphs. Now, subdivide each edge r− 1times. For each face inside one of the grid graphs, which is now a face f of size 4r, add avertex of degree 4r adjacent to each vertex on the boundary of f . So G0 embeds in thesame surface as H . Label the resulting triangular faces of G0 as nations. Label the facesof G0 that correspond to the original faces of H as lakes. Every vertex of G0 is incident toat most max{d, 8} = d nations.
Let G be the (g, d)-map graph of G0, as illustrated in Figure 6. Each vertex of H isassociated in G with a copy of Zq,q,r with the four corner cliques of size 4r deleted. Denotethis subgraph by Zv , which contains 4q2r − 16r vertices in G. Each edge vw of H isassociated in G with a copy of Z2q,q,r with eight cliques of size 4r deleted. Denote thissubgraph by Zvw, which contains 8q2r−32r vertices in G. In total, G has (4q2r−16r)m = nvertices.
Let S be a 1
2
-separator in G. Let A1, . . . , Ac be the components of G− S. Thus |Ai| 6 12n
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for i ∈ [c]. Initialise sets S ′ := A′1 := · · · := A′c := ∅.
q q
Zv Zw
Zvw
q
Figure 6: A subgraph Zvw of G in the proof of Theorem 28.
Consider each vertex v of H . If |S ∩ Zv| > qr
6
− 16r then put v ∈ S ′. Otherwise,
|S ∩ Zv| < qr
6
− 16r. Suppose that S ∩ Zv is a 5
6
-separator of Zv . Then S ∩ Zv plus the
16r deleted vertices form a 5
6
-separator in Zq,q,r, which has size at least qr6 by Lemma 27.
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Thus |S ∩ Zv| > qr
6
− 16r, which is a contradiction. Hence S ∩ Zv is not a 56-separator of
Zv . Hence some component of Zv − S has at least 5
6
|Zv| vertices. Since 5
6
> 1
2
, exactlyone component of Zv − S has at least 5
6
|Zv| vertices. This component is a subgraph of Aifor some i ∈ [c]; add v to A′i. Thus S ′, A′1. . . . , A′c is a partition of V (H).We now prove that S ′ is a 3
5
-separator in H . Suppose that v ∈ A′i and w ∈ A′j for some edge
vw of H . Since v 6∈ S ′ and w 6∈ S ′, we have |S ∩ Zv| < qr
6
− 16r and |S ∩ Zw| < qr
6
− 16r.Thus |S ∩ Zvw| < qr
3
− 32r.
Suppose that S ∩Zvw is a 3
4
-separator of Zvw. Then S ∩Zvw plus the 32r deleted verticesform a 3
4
-separator in Z2q,q,r, which has size at least 2(1−3/4)(2q)qr2q+q = qr3 by Lemma 27(with p = 2q). Thus |S ∩ Zvw| > qr
3
− 32r, which is a contradiction. Hence S ∩ Zvw isnot a 3
4
-separator of Zvw. Therefore some component X of Zvw − S contains at least
3
4
|Zvw| = 3
2
|Zv| = 3
2
|Zw| vertices. Of course, each of Zv and Zw can contain at most
|Zv| = |Zw| vertices in X . Thus X contains at least half the vertices in both Zv and Zw.Hence, by construction, v and w are in the same A′i. That is, there is no edge of H betweendistinct A′i and A′j , and each component of H−S ′ is contained in some A′i. For each i ∈ [c],
1
2
(4q2r − 16r)m = 1
2
n > |Ai| > 56(4q2r − 16r)|A′i|.Thus |A′i| 6 35m. Therefore S ′ is a 35-separator in H .By Lemma 5, |S ′| > βm for some constant β > 0. Thus |S| > ( qr
6
− 16r)|S ′| > βmr( q
6
− 16).By Lemma 6, G has treewidth at least
βmr( q
6
− 16)− 1 > Ω(mrq) = Ω(
√
m · r · q2rm) = Ω(
√
gdn),
as desired.
Finally, by Lemma 9, if G has layered treewidth ` then Ω(√(g + 1)dn) 6 tw(G) 6 2√`n,implying ` > Ω((g + 1)d).
For gd > n the trivial upper bound of tw(G) 6 n is better than that given in Theo-rem 26. We conclude that the maximum treewidth of (g, d)-map graphs on n vertices is
Θ(min{n,√(g + 1)(d+ 1)n}) for arbitrary g, d, n. This completes the proof of Theorem 4.
7 Pathwidth
It is well known that hereditary graph classes with treewidth O(n), for some fixed  ∈ (0, 1),in fact have pathwidth O(n); see [1] for example. In particular, the following more specific
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result means that all the O(√n) treewidth upper bounds in this paper lead to O(√n)pathwidth upper bounds. We include the proof for completeness.Lemma 29. Let G be a graph with n vertices such that every induced subgraph G′ of Gwith n′ vertices has treewidth at most c√n′ − 1 for some constant c > (1−√2/3)−1. Let
c′ := c(1−√2/3)−1. Then
pw(G) 6 c′
√
n− 1 < 11c
2
√
n− 1.
Proof. We proceed by induction on n′ > 1 with the hypothesis that every non-emptysubgraph G′ of G with n′ vertices has pathwidth at most c′√n′ − 1. If n′ = 1 then G′ haspathwidth 0 and the claim holds since c > (1 −√2/3)−1. Consider a subgraph G′ of Gwith n′ vertices. By assumption, G′ has treewidth at most c√n′ − 1. By Lemma 6, G′ hasa 1
2
-separator S of size at most c√n′. Thus each component of G′ − S contains at most
n′
2
vertices. Group the components of G′ − S as follows, starting with each component inits own group. So initially each group has at most n′
2
6 2
3
n′ vertices. While there are atleast three groups, merge the two smallest groups, which have at most 2
3
n′ vertices in total.Upon termination, there are at most two groups, each with at most 2
3
n′ vertices. Let A and
B be the subgraphs of G′ induced by the two groups. By induction, A and B each havepathwidth at most c′√2
3
n′ − 1. Let A1, . . . , Aa and B1, . . . , Bb be the corresponding pathdecompositions of A and B respectively. Then A1 ∪ S, . . . , Aa ∪ S, S,B1 ∪ S, . . . , Bb ∪ S isa path decomposition of G′ with width
c′
√
2
3
n′ − 1 + |S| 6 c′
√
2
3
n′ − 1 + c
√
n′ = (c′
√
2
3
+ c)
√
n′ − 1 = c′
√
n′ − 1,
as desired. Hence G has pathwidth at most c′√n.
Lemma 9 and Lemma 29 imply:Theorem 30. Every n-vertex graph with layered treewidth k has pathwidth at most 11√kn−
1.
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