This paper presents an efficient approach for moving objects detection and shadow removal from color videos obtained using stationary camera. A background subtraction technique based on modified adaptive GMM has been proposed for detecting moving objects. Speed-up techniques have also been applied to enhance the computational efficiency of the algorithm. Then, a robust algorithm for shadow removal is used to remove cast shadows and ghosts. Foreground is reconstructed using graph cut based cleaning and non-recursive blob finding. Comparative experimental results demonstrate that proposed approach performs better in comparison to other state-of-the-art algorithms.
INTRODUCTION
Moving object detection from video streams is one of the most active areas of research in computer vision. It is the fundamental step for extracting information in various vision based applications such as traffic monitoring (pedestrian detection, vehicle detection), automated video surveillance (human detection, anomaly detection), and control applications (automated robot bodies, human computer interaction).
Computer vision based motion detection aims to detect, segment, and track pixels which correspond to moving objects. The main challenges for motion detection are, presence of dynamic background (such as shaking leaves and falling water), illumination changes, and noise in video. Due to these challenges, few unwanted objects are also classified as part of foreground, namely, shadows and ghost. As mentioned in [1] , a ghost is "a set of connected pixels which do not belong to any real moving object but are detected in motion. Shadow is defined as set of connected background pixels which are detected as moving object due to shadow casted over them by a moving object." Ghosts and shadows may distort the shape of moving object and lead to misclassification. Hence, both ghosts and shadows are unwanted.
An important assumption in many motion tracking approaches is that the camera remains stationary while capturing the video [2] . This assumption leads to a very broad class of moving object detection techniques, commonly known as -Background Subtraction. The objective of a background subtraction algorithm is to distinguish moving objects (known as foreground) from static parts of the scene (called background). In most of the cases, background is not already known and needs to be generated automatically by the background subtraction algorithm. When background image is available, moving objects can be obtained by subtracting background image from the current frame. Commonly used background subtraction techniques are -temporal filtering [3] , median filtering [4] , and single Gaussian model [5] .
Gaussian Mixture Model (GMM) was introduced by Friedman and Russell [6] . The most widely accepted version of GMM is a refinement over original algorithm for real time tracking proposed by Stauffer and Grimson [7] . GMM is based on the assumption that background is predominantly present in the scene, and hence it can be modeled using Gaussian distributions. GMM can deal with illumination changes in real time video sequences. Zivkovic [8] proposed an adaptive GMM algorithm which use per pixel adaptation process and is more computationally efficient.
Many methods for removing shadows have been proposed in the recent literature [9] [10] [11] [12] . Horprasert et. al. [9] used a statistical color model (in RGB color space) and the ideas of brightness distortion and color distortion to develop a method that is invariant to illumination changes. In [12] , Cucchiara et. al. proposed a method based on hue, saturation and motion for detecting shadows. The shadow regions are defined by a small variation of the hue component, and a diminution of the luminance and saturation components. Cucchiara et al. [13] provide an excellent survey on shadow detection. Main contributions of this paper are (i) an efficient background model based on Zivkovic's recursive Adaptive GMM, (ii) an efficient solution to deal with shadows using brightness and color discrimination, and (iii) a foreground reconstruction process based upon graph cut and blob finding. Comparative experimental results of proposed moving object detection system with shadow removal are also presented using well known change-detection dataset.
The paper is structured as follows: In next section adaptive GMM based approach for background subtraction is described. Section 3 describes shadow removal and foreground reconstruction approach. Speed-up techniques for efficiency enhancement are discussed in Section 4. Section 5 provides a comparative evaluation of proposed approach. Section 6 concludes the paper. 
ADAPTIVE GMM BASED BACKGROUND SUBTRACTION
Background subtraction can be expressed in terms of three basic operations:
• Background Model Generation: In this phase, a statistical model is prepared and a background image is generated using this model.
• Background Subtraction: In this phase, a foreground mask is generated for every frame. This step is simply performed by comparing the background image from the current frame. Foreground mask is a binary mask where background = 0 and foreground =1.
• Background Model Update: In this phase, parameters of the background model are updated for the generation of next background image.
Proposed approach for Background Subtraction is based on Zivkovic's Adaptive GMM [8] . Adaptive GMM can efficiently handle can efficiently handle the complex background situations like illumination changes and dynamic background.
Background Model Generation
In real world scenarios, background image is not always known and it is to be generated by the system. Objective of this phase is to prepare an appropriate model which could be used for generating background image. The fundamental assumption made is that the camera remains fixed while capturing the motion. In GMM based approach each pixel is modeled as a mixture of K Gaussian distributions. The recent history of a pixel X at any time instant t can be written as 12 { , , ....., } t X X X . The probability of observing the current pixel value t X in next frame can be written as:
where K is the number of Gaussian distributions, , it  is an estimate of the weight of the i th Gaussian,  is the mean, , it  is the covariance matrix of the i th Gaussian, and  is a Gaussian probability density function,
GMM based approaches uses an important assumption that RGB color components are independent and have the same variances. Hence covariance matrix is assumed to be of the form,
where k  is n-dimensional standard deviation, I is identity matrix. Parameters of the GMM i.e. mean, variance, and weight as follows:
After the initialization, initial moving object detection can be made.
Background Subtraction
For classifying a pixel as foreground or background, Gaussian distributions of every pixel are ordered by /  ratio in descending order. It's obvious that background pixels occur more frequently than foreground pixels and its intensity value remains constant. So, if a pixel matches any of the first B distributions it is classified as background pixel otherwise foreground pixel, For each pixel, first step is to identify the i th Gaussian distribution whose mean is closest to X t . The Gaussian distribution is declared matched if Mahalanobi's distance,
where k defines a small deviation positive threshold. There may be two cases:
Case 1: Pixel value is matched with one of K Gaussian distributions. In this case if pixel value is within threshold, we classify pixel as background, otherwise as part of foreground.
Case 2:
Pixel value doesn't match with any of the Gaussians. In this case, the pixel is classified as foreground.
If a pixel is classified as background pixel then its color value will be used in next frame. If a pixel is classified as foreground pixel then mean of the Gaussian distribution with lowest variance and largest weight is chosen as background pixel value. Result of background subtraction phase is a binary mask where background = 0 and foreground=1.
Background Model Update
In order to make next detection, parameters of GMM need to be updated. Using the equation (8), two cases can occur:
Case 1: X t is matched with one of the K Gaussians.
For matched components, weight is increased, mean is brought closer to current pixel value and variance is decreased to make particular distribution more relevant. These updates are given by following equations respectively:
where  is a constant learning rate. 
. 
Gaussian parameters  and  remains unchanged for unmatched components and only the weight is decreased as:
Case 2: X t doesn't match with any of the K Gaussians. 
After updating the parameters, foreground detection can be made in subsequent frames.
Adaptive Update
In practice, the illumination in the scene could change gradually (daytime or weather conditions in an outdoor scene) or suddenly (switching light in an outdoor scene). A new object could be brought into the scene or a present object removed from it. In order to adapt to these changes, background model is updated by adding new samples and discarding old ones. We choose a reasonable time period T and at time t, we have history
After each period of T, the Gaussian probability distribution function given by equation (2) is recomputed for every pixel. Thus proposed approach is able to adapt to illumination changes and scene dynamics.
SHADOW REMOVAL AND FOREGROUND RECONSTRUCTION
Background subtraction using adaptive GMM is susceptible to shadows which are often detected as foreground. Shadows included in foreground distort the shape of moving objects and leads to false positives in next frames. So, a shadow removal method is used to increase the accuracy of our model.
Shadow removal method presented here is based on
Horprasert's computational color model [9] . The discrimination between expected RGB color of a pixel i,
measured. This discrimination is done by decomposing in two parts: brightness distortion and color distortion.
Brightness distortion of a pixel i, denoted by i  , represents the fraction of remaining brightness with respect to expected value. This can be obtained by minimizing equation (16).
( ) ( )
Color distortion is defined as the orthogonal distance between observed color value and the expected color value. The color distortion of i th pixel is given by:
Camera devices have different sensitivities for different color. So, in order to balance weights on the three RGB color channels, the pixel values are scaled and normalized by standard deviation. Normalized color value of a pixel i, denoted as s i is given by:
Hence, the brightness distortion and color distortion is given by:
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Figure 2. Result of proposed approach (a) Input Frame (b) Ground Truth (c) Background Subtraction (d) Shadow Modeling (e) Shadow Removal (f) Final Foreground after reconstruction
A pixel in the current image may be classified as follows:
Shadow CD and i
Highlight CD and
 is a threshold to determine chromaticity difference between expected and current value. In order to avoid misclassification of a very dark background pixel as shadow, a normalized threshold 2 
1/ (1 )
  is used.  is a lower bound for the normalized brightness distortion.
Since shadow removal may deform the shape of an object, a foreground reconstruction process is needed. Yuri Boykov and Vladimir Kolmogorov's [14] graph cut method is used for foreground reconstruction. Every frame is formulated as a network graph where each pixel is a node. Edges between the nodes are obtained using d-Connectivity (d=4, 8). Edges are classified in two sets: n-links and t-links. n-links connect neighboring pixels and t-links connect pixel nodes with terminals. Each edge is assigned a weight typically given by
where  is a parameter and i x , j x are intensity values of nodes. A segmentation problem is formulated as a min-cut max-flow problem. All the nodes corresponding to source are labeled as 1 and to sink as 0. Then, segmentation process groups pixels based on labels assigned to them. Thus reconstruction process attempts to obtain a piecewise constant labeling for given frame. Final foreground result is obtained after the reconstruction process.
SPEED-UP TECHNIQUES FOR EFFICIENCY ENHANCEMENT
The algorithms presented in Section 2 and Section 3 are computationally very complex for real time applications. In order to increase the efficiency of algorithm few simplifications to original algorithms are proposed below:
1. Background image is recomputed only after every N frames rather than for each frame. For most of the time, values of every pixel are simply collected and stored for later use. Furthermore, since successive frames tend to be very similar, only every fourth frame is used for statistics collection.
2. In original algorithm, for each pixel of every frame, mean, variance, and weight need to be recalculated. For simplification, it is assumed that the variance is fixed and equal to the variance of image noise. Weight of a Gaussian is taken to be equal to the number of frames. Sum of pixel values are also stored so that mean is simply the sum divided by frame count.
3. The ratios used in (20) are pre-computed for faster calculation. Division operations are replaced by inverse multiplications because multiplication is computationally efficient. Figure 2 shows subjective results obtained using proposed approach. Figure 3 shows comparative results of proposed approach along with other state-of-the-art techniques using change-detection dataset.
Following well known metrics are used to evaluate the performance of proposed algorithm: These metrics are evaluated for each video sequence and averaged for each category. Based on above metrics, a comparative evaluation of proposed approach with different state-of-the-art algorithms is shown in Table 1 . It can be observed clearly that both GMM and adaptive GMM based approaches suffer with problem of shadows and illumination changes contributing to high false positive rate. Proposed approach removes the problem of shadows and illumination changes. This can be verified by low false positive and false negative rates. Proposed approach improves on percentage of wrong classifications (PWC). A better precision is obtained in comparison to other state-of-the-art techniques.
A simple way to measure complexity of algorithms is processing time. Table 2 shows that proposed algorithm performs faster than GMM and adaptive GMM.
CONCLUSION
In this paper, an efficient hierarchical system for background subtraction and shadow removal has been proposed. Here, a background model based on modified adaptive GMM is built and parameters of GMM, mean, weight and variance are tuned for better performance. Algorithm further proposes an efficient shadow removal and foreground reconstruction procedure based on color discrimination and graph cut. Then, some speed up techniques for increasing computational efficiency of algorithm has been suggested.
An evaluation framework based on change-detection dataset has been used for measuring the performance of proposed approach. Experimental results are compared with existing state-of-the-art techniques which shows that proposed model can efficiently deal with shadows and illumination changes. Better accuracy and precision has been obtained and used speed-up techniques improve run time of algorithm. Proposed approach can be explored further to gather the behavioral information of the moving objects.
