In this paper, we have proved the existence of projective moment invariants of images using finite combinations of weighted moments, with relative projective differential invariants as weight functions. We have given some instances constructed in that way, and analyzed possible issues could affect the performance. Some procedures are taken to estimate partial derivatives of discrete images, and a new method is designed to normalize the number of pixels for discrete images to minimize the changes before and after the projective transformation. We have carried out experiments using popular image databases and real images to test the performance. And the results show that the invariants proposed in this paper have better stability and discriminability than other previously used moment invariants in image retrieval and classification. Users can directly extract invariant features of images for a given planar object from different viewpoints without knowing the parameters of the 2D projective transformations. Therefore, the projective moment invariant could be potentially useful for planar object recognition, image description and classification.
INTRODUCTION
H OW to extract invariant features of a planar object observed from different viewpoints is one of the fundamental problems in computer vision and pattern recognition. Researchers have proven that corresponding points between two different views of the same planar object are related by a 2D projective transformation. As shown in Fig. 1 , severe geometric deformations caused by 2D projective transformations could make it difficult to judge whether two images contain the same planar object. Therefore, it is of great importance to construct image features which are invariant to 2D projective transformation.
Constructing moment invariants is a potential solution to this problem. In 1962, this kind of image feature was first introduced by Hu [7] . He used geometric moments to construct seven moment invariants ðHMsÞ which were invariant under 2D similarity transformations. Since then, many different moment invariants have been proposed and widely used as global features [3] , [6] , [12] , [14] , [22] , [34] . In 1993, Flusser et al. constructed affine moment invariants ðAMIsÞ of images by using geometric moments [3] . This has profound impact in the field of moment invariants. In situations where small planar objects are far away from the camera, the amount of projective deformation is negligible, and the problem can typically be solved by using affine transformation. Based on this hypothesis, AMIs were widely used in computer vision and pattern recognition. However, when this prerequisite changes, the effect of projective deformation can no longer be ignored. Therefore, constructing 2D projective moment invariants is potentially a more elegant solution to this problem.
One might assume that given the theory of moment invariants, it is trivial to derive projective invariants in a similar way. However, a major obstacle is that 2D projective transformation is nonlinear with Jacobian as a function of the coordinates instead of a constant. Thus, traditional method of generating geometric moment invariants is no longer valid. One possible solution is to modify the structure of traditional geometric moment invariants, combine the structural method with the essence of 2D projective transformation. Suk and Flusser [21] attempted to express 2D projective moment invariants in the form of infinite series of geometric moment products. The definition however was problematic and the experimental results were also unsatisfactory. In [23] , [26] , [27] , [28] , researchers proposed some projective moment invariants under restricted projective transformations. Without generality, it is difficult to extend those results to broader domains for practical uses. Wang et al. [29] designed a way to use partial derivatives in determinant, which can be used to construct 2D projective moment invariants. To conveniently calculate those invariants, they defined D-moment as weighted moment. However, an error exists in the main structural formula proposed in [29] , rendering the corresponding experiments invalid.
In recent years, differential invariants also are commonly used image features. For example, Laplacian descriptor is a rotation differential invariant. Unlike moment invariants constructed by image integration, differential invariants are local features which can be used for image matching and retrieval [1] , [18] . Therefore, they are robustly resistant to interferences such as occlusion. These differential invariants under rotation and affine transformations have been intensively studied. In [16] , Olver constructed rotation and affine differential invariants using the moving frame method, and found that two types of affine differential invariants can be used to define the affine gradients [17] . In [30] , projective differential invariant of object boundaries was proposed by Weiss. Wang et al. [25] presented a new method to derive a special type of affine differential invariants. Overall, these methods are not simple enough for practical uses.
In a recent work, we have found the isomorphism between affine differential invariants and affine moment invariants (AMIs) [10] . Affine differential invariants can be derived from AMIs by substituting moments by partial derivatives of the same order. This method has made the construction of affine differential invariants quite straightforward. More importantly, we could find a projective differential invariant from the set of affine differential invariants. In [13] , we combined affine differential invariants with the structural frame of AMIs, and obtained affine weighted moment invariants. Compared to traditional moment invariants, weighted moment invariants achieved better results in image retrieval and classification using both local and global information of the image. These works serve as the foundation of the research proposed in this paper.
The main contributions of this paper are summarized as follows.
1) The relative projective differential invariants (RPDIs) are explicitly reported, which are relative invariant under 2D projective transformations. 2) The projective moment invariants (PIs) in the form of finite series of moment products for 2D images are proven to be in existence. They can be constructed by using weighted moments, with RPDIs being the weight functions.
3) The cause of imprecision of PIs are well analyzed.
Methods are proposed to estimate partial derivatives of discrete images. And a new method has been designed to normalize the number of pixels in discrete images, which typically changes dramatically before and after 2D projective transformations. These procedures make PIs have good stability and discriminability in performance. 4) Experiments based on synthetic and real databases are conducted. Several commonly used moment invariants are chosen for comparison. The results show that PIs offer better stability and discriminability than other moment invariants in image retrieval and classification applications.
In Section 2, we provide needed definitions and notations for our work. Section 3 selectively reviews previous works and investigates their soundness and limitations. In Sections 4 and 5, two definitions of RPDIs and the structural framework of PIs are introduced, which are the main contribution of this paper. In Section 6, we present corresponding experiments to better validate our work. Section 7 concludes our work and discusses potential future work.
BASIC DEFINITIONS AND NOTATIONS
In this section, we introduce basic definitions and notations for construction of RPDIs and PIs.
Relative Invariant and Absolute Invariant
An image feature can be described as a function f, which maps an image fðx; yÞ to a vector fðfðx; yÞÞ 2 R d [10] . f is a relative invariant under transformation G of the input images iff: 8fðx; yÞ : fðGðfðx; yÞÞÞ ¼ W ðG; x; yÞ Á fðfðx; yÞÞ;
(1)
where W is the function related to the transformation G and the coordinate ðx; yÞ. When W ðG; x; yÞ 1, f is an absolute invariant.
General Projective Transformation
The 2D projective transformation between ðx; yÞ and ðu; vÞ is defined by (2) .
where all parameters are real numbers. It is a pure projective transform if p 2 þ q 2 6 ¼ 0. If both p and q are zero, (2) becomes an affine transformation. Note that there are 9 parameters in (2) , which can typically be simplified by setting r ¼ 1, since the numerator and denominator of the fraction can be divided by a nonzero constant. Therefore, there are 8 independent parameters for 2D projective transformations. Let A represent the coefficient determinant of (2) .
We define the Jacobian J of the projective transformation (2) by J ¼ Jðx; yÞ ¼ @u @x @u @y @v @x @v @y ¼ A ðpx þ qy þ rÞ 3 :
(4)
Geometric Moment and Weighted Moment
For an image function fðx; yÞ, the ði þ jÞth order geometric moment is defined as a double integral:
where V is the domain of fðx; yÞ. If there is another function besides the intensity function fðx; yÞ in the integrand, it is called weighted moment, defined by (6), 
where wðx; yÞ is the weight function. In general, only nonpolynomial weight function is interesting.
RELATED WORK
In projective geometry, the most basic invariant property for 2D projective transformations is the cross ratio, which is defined locally for four points on a straight line, requiring four known pairs of corresponding points before and after the 2D projective transformation. However, it's quite difficult to get these corresponding points without knowing the parameters of the projective transformation. Therefore, cross ratio is not an easy way to detect projective transformation between image regions [15] . Over the years, researchers have tried to construct projective invariants of images in various ways. They found it was a good idea to use different types of moments. In this section, some previous works directly related to this paper are discussed, with detailed investigation of their soundness and limitations.
Restricted Projective Transformation
Some researchers focused on restricted projective transformations for which it seems a bit easier to tackle this issue. In [23] , Voss and Susse defined one type of projective invariant,
x p y q p a ðx; yÞ fðx; yÞdxdy;
where pðx; yÞ ¼ P iþj¼n p ij x i y j , p ij being the coefficient, a ¼ ðp þ q þ 3Þ=n, and n > 0. It's obviously that pðx; yÞ is a homogenous polynomial of degree n. Eq. (7) is in fact a weighted moment, with 1 p a ðx;yÞ being the weight function. This type of invariant satisfies a special case of 2D projective transformation, 'rein transform', with
In [26] , [27] , [28] , researchers reported some new results. In [26] , Wang et al. extended the definition of geometric moment, allowing the power of coordinates to vary from non-negative integers to arbitrary integers, and proposed moment-like invariants in rational form for special transforms defined by (9) . The invariants are given by (10) , where n is a positive even integer and k is a positive integer:
Iðn; kÞ ¼ m 2ðkÀ1Þ À3;0 P kn i¼0 ðÀ1Þ i kn i À Á m ÀiÀ3;i m iÀknÀ3;knÀi ð P n i¼0 ðÀ1Þ i n i À Á m ÀiÀ3;i m iÀnÀ3;nÀi Þ k :
In [28] , Wang et al. proposed co-moment to construct 2D projective invariants, with two known pairs of corresponding points before and after the projective transformation. It was the first paper to establish a set of easily implemented 2D projective invariants. However, this method was not easy to be applied in practice because it was difficult to get those corresponding points.
General Projective Transformation
Less attention was given to the general projective transformations compared to restricted forms. Using Lie Group theory, Van Gool et al. [24] proved that there were no projective invariants of images constructed by finite combinations of geometric moments. Suk and Flusser [21] presented an alternative proof by decomposing the general projective transformation (2) into eight single-parameter transformations, and extended their work from affine moment invariants to projective moment invariants. They noticed that the determinant dð1; 2; 3Þ of three points ðx i ; y i Þ 2 V; i 2 1; 2; 3 f g, can be changed to d 0 ð1; 2; 3Þ, where V is the domain of the image fðx; yÞ and ðx i ; y i Þ 2 V was transformed into ðu i ; v i Þ 2 V 0 , i 2 1; 2; 3 f gby the projective transformation (2):
The relationship (13) was used to construct a type of projective moment invariant that can be expressed as an infinite series of geometric moment products. The idea was that the absolute value of Jacobian (4) generated by the transformation of double integrals can be eliminated by applying (13) , except for the sign of J. In this way, given three points ðx 1 ; y 1 Þ; ðx 2 ; y 2 Þ and ðx 3 ; y 3 Þ 2 V, the projective moment invariants can be defined by (14)
where fðx i ; y i Þ; i 2 1; 2; 3 f g is the image intensity function. In [21] , the authors pointed out that the Jacobian was positive which was always true in a real-world imaging. Therefore, they thought the sign of J can be omitted. In theory, (14) seemed to define a type of projective invariant. By expanding dð1; 2; 3Þ as power series of x i y i , Suk and Flusser got an infinite geometric moment series which was called the infinite projective invariant in [21] . This definition can be extended beyond three points in the image. They also proposed two instances constructed by using 3 and 4 points, respectively.
However, two issues can be observed.
1) The infinite projective invariant can be expressed as a series of geometric moment products. Although the calculation seemed to be straightforward, this method was not suitable for practical uses, since the residual error was difficult to evaluate, and the calculation was time-consuming. One had to compute a large number of geometric moments to ensure that the invariants were stable. 2) The two instances provided by Suk and Flusser, only one was correct, when setting the number of points N ¼ 4. When N ¼ 3, the invariant was always zero. To explain the second issue more clearly, we give the detailed proof. When exchanging the order of the integration, the final result of (14) stays the same. So, we have (15)
When we exchange integral variables ðx 1 ; y 1 Þ and ðx 2 ; y 2 Þ, the final result still stays the same. We have (16)
By swapping the two columns of the determinant, the sign of the result changes.
Thus, by using (15) (16) and (17), we found that
Similar issue occurs when N 2 1; 3; 5; . . . f g . Therefore, the corresponding experimental results obtained by using I 1 were invalid in [21] .
An important conclusion from [21] , [24] is that there are no simple projective moment invariants constructed using traditional geometric moments. Other forms of projective moment invariants may exist, for example ones constructed using weighted moments.
Recently, Wang et al. proposed two types of projective invariants in [29] . Let an image fðx; yÞ be transformed by (2) into the image gðu; vÞ. ðu 1 ; v 1 Þ; ðu 2 ; v 2 Þ and ðu 3 ; v 3 Þ 2 V 0 are the corresponding points of ðx 1 ; y 1 Þ; ðx 2 ; y 2 Þ and ðx 3 ; y 3 Þ 2 V. Assuming both fðx; yÞ and gðu; vÞ have the first-order partial derivatives.
Then two determinants can be defined by
@f @x 3 þ y 3 @f @y 3 @f @x 1 @f @x 2 @f @x 3 @f @y 1 @f @y 2 @f @y 3
@g @v 3 @g @u 1 @g @u 2 @g @u 3 @g @v 1 @g @v 2 @g @v 3 :
(20)
The relationship between D and D 0 is
where
By exploiting (11) and (19), two types of projective invariants constructed by Wang et al. become (24) where n 2 0; 1; 2; . . . f g . These projective invariants can be expanded as a series of D-moment products. The D-moment was defined by
where p; q; r; s; t 2 0; 1; 2; . . . f g . It's clearly that (25) is a kind of weighted moment.
Two problems should be noted here.
1)
In [29] , all experimental results were obtained by using the instances of Inv 1;n , where n 2 0; 1 f g. But similar to (14) , the result in (23) was always zero because I 1;n ¼ ðÀ1Þ 2nþ3 I 1;n ¼ ÀI 1;n . Therefore, the results in [29] were not valid. 2) Although the definition of Inv 2;n is correct in theory, only Inv 2;0 can be used in practice. When n ¼ 1, the expansion of Inv 2;1 contains more than 70 million terms, and as n increases, the number of terms increases exponentially. This essentially means there is only a single valid projective invariant in (24) . To summarize, 2D projective moment invariants under restricted projective transformations are unsuitable for practical uses. Two moment invariants (14) and (23) 
RELATIVE PROJECTIVE DIFFERENTIAL INVARIANTS
In this section, two RPDIs are proposed. One was initially defined in [10] , and the other one being first introduced here.
Definition 1. Suppose an image function fðx; yÞ has the secondorder partial derivatives, ðx; yÞ 2 V. Then RPDI 1 can be defined by 
where RPDI 0 1 ðu; vÞ ¼ @ 2 g @u 2 @g @v 2 À 2 @g @u @g @v
Apply Theorem 1 and the inverse transform of (2), we have gðu; vÞ ¼ fðxðu; vÞ; yðu; vÞÞ
The proof of Theorem 1 is relatively straightforward by using (29) and the chain's rule for the compound function.
Meanwhile, RPDI 1 ðx; yÞ has a geometric meaning. If we define a curved surface z ¼ fðx; yÞ on a 2D region V, differential geometry methods can be applied on it. There are two important concepts on the curved surface, the Gaussian curvature Kðx; yÞ and the mean curvature Hðx; yÞ [4] , which are defined as
Hðx; yÞ ¼ 1 þ @f @y 2 @ 2 f @x 2 À 2 @f @x @f @y
where Nðx; yÞ, the numerator of Kðx; yÞ, is a Hessian determinant. And the numerator of Hðx; yÞ can be separated into two parts, Laplace descriptor and RPDI 1 ðx; yÞ. It is known that Laplace descriptor is a rotation invariant. In [16] , Olver pointed out that Nðx; yÞ and RPDI 1 ðx; yÞ were two relative affine differential invariants. Further analysis [10] showed that RPDI 1 ðx; yÞ is also a relative projective differential invariant. 
@f @y @ 3 f @y 3 À @f @x @f @y 
where RPDI 0 2 ðu; vÞ is defined in a similar fashion as RPDI 0 1 ðu; vÞ. The proof of Theorem 2 is also similar to that of Theorem 1, and will be skipped here. RPDI 1 ðx; yÞ and RPDI 2 ðx; yÞ were in fact screened out from a set of relative affine differential invariants. In [10] we proposed the notion of isomorphism between differential invariants and geometric moment invariants under the affine transformation. This provides a good way to obtain affine differential invariants. As affine transformation group is a subgroup of projective transformation group, relative projective differential invariants are also relative affine differential invariants. With the set of relative affine differential invariants well studied in the literature, RPDIs could be screened out of them.
THE STRUCTURAL FRAMEWORK OF PIS
This section demonstrates how PIs are constructed. Two weighted moments are defined for calculating PIs, and some instances of PIs are proposed.
The Construction of PIs
Applying (11), (19) , (26) and (32), we obtained two sets of PIs.
Theorem 3. Let image fðx; yÞ be transformed by (2) into image gðu; vÞ, with ðu 1 ; v 1 Þ, ðu 2 ; v 2 Þ and ðu 3 ; v 3 Þ 2 V 0 being the corresponding points of ðx 1 ; y 1 Þ, ðx 2 ; y 2 Þ and ðx 3 ; y 3 Þ 2 V. Suppose the second-order partial derivatives exist for both fðx; yÞ and gðu; vÞ, we have
where n 2 0; 1; 2; . . . f g . The following relationship can be found.
Proof. According to (4), (13) , (21) and (27) 
The proof of Theorem 4 is similar to that of Theorem 3, by using (4), (13), (21) and (34) . Noted that there are other forms of possible structural formulas, which we will not list here. The equations above satisfy PI n k ¼ ðÀ1Þ 2n PI n k ¼ PI n k ; k 2 1; 2 f g. Therefore, the issues encountered in [21] , [29] are resolved.
The Definition of Projective Weighted Moment
To calculate the invariants more efficiently, PIs need to be expanded as a series of moment products. In this section we provide the definitions of these moments.
Definition 3. For image fðx; yÞ, we define two types of weighted moments called projective weighted moments (PMs).
x p y q @f @x r @f @y s x @f @x þ y @f @y t Á ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi RPDI 1 ðx; yÞ j j p fðx; yÞdxdy;
(42)
x p y q @f @x r @f @y s x @f @x þ y @f @y t Á ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi RPDI 2 ðx; yÞ j j 6 p fðx; yÞdxdy:
Compared to (25) , here we use RPDIs to construct weight functions.
Similar to [29] , by using PM 1 pqrst and PM 2 pqrst , (35) and (39) can be expanded into the following. ðÀ1Þ i 2 þi 4 þi 6 þj 2 þj 4 þj 6 ðn!Þ 2 i 1 !i 2 !i 3 !i 4 !i 5 !i 6 !j 1 !j 2 !j 3 !j 4 !j 5 !j 6 ! Á PM k i 1 þi 4 ;i 2 þi 3 ;j 1 þj 4 ;j 2 þj 3 ;j 5 þj 6 Á PM k i 2 þi 5 ;i 1 þi 6 ;j 2 þj 5 ;j 1 þj 6 ;j 3 þj 4 Á PM k i 3 þi 6 ;i 4 þi 5 ;j 3 þj 6 ;j 4 þj 5 ;j 1 þj 2 ;
(44) where k 2 1; 2 f g, and i 1 ; . . . ; i 6 ; j 1 ; . . . ; j 6 5 0.
The Instances of PIs
We can use (44) to construct instances of PIs. By setting n 2 0; 1 f g, four instances are obtained. Their expanded forms are defined in (45) and (46).
where k 2 1; 2 f g. Technically, the right side of (46) is 1 6 Á PI 1 k not PI 1 k . According to (44), the expanded form of PI 1 k has 36 terms. They can be merged into only 6 terms because of some symmetry in the integral.
In (45), PM 1 00000 and PM 2 00000 are also 2D projective invariants, which are defined as 
PM 1 00000 and PM 2 00000 are in fact equivalent to PI 0 1 and PI 0 2 , respectively. Since they have simpler structures, we will use them instead of (45) for the remainder of this paper.
Furthermore, the proposed projective invariants can be applied to solve real-world use cases, given that the partial derivatives can be reliably calculated on discrete images. We will discuss how this is achieved in Section 6.1.
EXPERIMENTS AND DISCUSSIONS
Experiments were conducted to evaluate the performance of PIs. We reviewed the possible causes of calculation errors, and designed methods to reduce them, making PIs more stable and distinguishable. The performance of PIs was tested on several image databases and real images satisfy the relation of 2D projective transformations, and compared our result against those from four commonly used moment invariants. Our results show that PIs hold better performances for 2D projective transformations than other traditional moment invariants.
Error Analysis
The premise that PIs can be applied to real-world cases is that their numerical values have good stability and discriminability. Therefore, it is quite important to reduce the calculation error. By analyzing the structures of PIs, we find that the errors mainly come from two aspects. 1) In Sections 4 and 5, we suppose that image fðx; yÞ is a continuous function, and the second-order or thirdorder partial derivatives exists. However, image fðx; yÞ is a discrete function, making it impossible to directly obtain the values of those partial derivatives. Therefore, certain procedures are needed to estimate them, and the reliable values of partial derivatives will greatly improve the performance of PIs. 2) Given fðx; yÞ as a continuous function, we define its domain V & R 2 . Suppose that fðx; yÞ is transformed into gðu; vÞ by (2), and the domain of gðu; vÞ is V 0 & R 2 . It is obvious that both V and V 0 are uncountable sets, and satisfying the condition of isomorphism, as shown in Fig. 2a . However, when fðx; yÞ and gðu; vÞ are discrete images, V and V 0 are finite sets. Therefore, the isomorphism between V and V 0 no longer holds. Specifically, for given pixel positions ðx; yÞ 2 V, there may be no corresponding positions ðu; vÞ 2 V 0 , as shown in Fig. 2b . [21] , [29] neglected to address this aspect. To solve the first issue, we chose three methods to estimate the values of partial derivatives of discrete images, the Gaussian derivative, the least squares, and the weighted least squares. The Gaussian derivative method uses partial derivatives of 2D Gaussian function as filters to form a convolution with the N Â N neighborhood of ðx i ; y j Þ 2 V, in order to compute the partial derivatives of the discrete image. Several researches have shown that good results can be achieved [18] , [19] , [20] .
In order to use the least squares method, we first need to define a general polynomial surface with unknown coefficients. In [5] , this surface was given by (49). Z i;j ðx; yÞ ¼ a 0 þ a 1 ðx À x i Þ þ a 2 ðy À y j Þ þ a 3 ðx À x i Þ 2 þ a 4 ðy À y j Þ 2 þ a 5 ðx À x i Þðy À y j Þ þ a 6 ðx À x i Þ 3 þ a 7 ðy À y j Þ 3 þ a 8 ðx À x i Þ 2 ðy À y j Þ þ a 9 ðx À x i Þðy À y j Þ 2 ;
(49) Eq. (49) and the image function fðx; yÞ can be used to fit the surface in the N Â N neighborhood of ðx i ; y j Þ 2 V based on the least squares method. Therefore, the values of a 0 ; a 1 ; f a 2 ; . . . ; a 9 g can be obtained, which are used to calculate the partial derivatives of point ðx i ; y j Þ 2 V.
The weighted least squares method is similar to the least square method. For each point ðx; yÞ in the N Â N Fig. 2 . This illustration shows the total amount of pixels in the domain will change when fðx; yÞ is transformed into gðu; vÞ after the projective transformation. neighborhood of ðx i ; y j Þ, the weight is related to the distance between ðx; yÞ and ðx i ; y j Þ. In [5] , the weight was defined by (50).
(50)
One challenge is to handle borders of the domain V, where the N Â N neighborhood of ðx i ; y j Þ 2 V contains points ðx; yÞ = 2 V. A straightforward approach is to set fðx; yÞ ¼ 0 when ðx; yÞ = 2 V but belongs to the N Â N neighborhood of ðx i ; y j Þ. However this results in extremely large values of partial derivatives at the boundary of V. Therefore in this work we simply discard these pixels whose N Â N neighborhoods contain the points ðx; yÞ = 2 V, and only use the interior pixels of V. We must admit that this procedure will introduce error, because two sub-domains consisting of interior pixels of V and V 0 don't strictly satisfy the relationship of 2D projective transformation. But when N is relatively small, the error is acceptable.
The second issue was more difficult to solve since not all pixel positions ðx; yÞ 2 V have their corresponding pixel positions ðu; vÞ 2 V 0 in real-world scenarios. The best effort was to reduce the calculation error, which is related to the total amount of pixels that changes after the transformation. There are certain solutions for moment invariants under similarity and affine transformations [3] , [7] , as Hu defined the normalized central moment in [7] 
In (51), ðm 00 Þ iþj 2 þ1 was not only used to eliminate scale factor, but also to normalize the number of pixels. However it cannot be simply applied for projective invariants, since the Jacobian J of 2D projective transformation is not a constant as shown in (4) . Therefore, we use the number of interior pixels for this, more specifically given fðx; yÞ as a discrete image, PMs are normalized by the number of interior pixels, shown in (52).
x p y q @f @x r @f @y s x @f @x þ y @f @y t Á ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi RPDI 1 ðx; yÞ j j p fðx; yÞ (52)
x p y q @f @x r @f @y s x @f @x þ y @f @y t Á ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi RPDI 2 ðx; yÞ j j 6 p fðx; yÞ;
where V is the domain of fðx; yÞ, Num represents the number of interior pixels in V. This method is simple to implement yet yields satisfying results.
Test of Stability and Discriminability
Our experiment was designed to test two aspects of PIs: numerical stability to 2D projective transformations, and the potential use case in finding matching images. The result validates our proposed method from Section 6.1 in reducing the calculation errors. Ten images were randomly selected from the USC-SIPI image database (http://sipi.usc.edu/database/), shown in Fig. 3a , all scaled to 512 Â 512 pixels. Each image was transformed by six 2D projective transformations, with elements of the coefficient determinant (2) listed in Table 1 , and the corresponding results are shown in Fig. 3b . This was achieved by first setting the corresponding points of ð1; 1Þ; ð1; 512Þ; ð512; 1Þ and ð512; 512Þ after the 2D projective transformation. Parameters of the transformation can be calculated using these four pairs of points.
As previously mentioned, the Gaussian derivative method ðGÞ, the least squares method ðLÞ and the weighted least squares method ðW Þ are used to calculate PI 0 1 ; PI 0 2 ; È PI 1 1 ; PI 1 2 g. Among them, the number of the interior pixels is È É , namely PIs-X-N, X 2 fG; L; W g, N 2 f5; 7; 9; . . . ; 15g. The numerical values of PIs-W-7 calculated on 60 test images are listed in Table 2 . In Fig. 4 , the average relative error ðAREÞ was used to evaluate the stability of PIs, defined by (54) and (55),
where X 2 fG; L; W g, N 2 f5; 7; 9; . . . ; 15g, n 2 f0; 1g, k 2 f1; 2g and i 2 f1; 2; . . . ; 6g. In other words, Table 2 contains the calculation errors from using W 7 Error n k ðT Þ. Based on Table 2 and Fig. 4 , it can be observed that the stability of PI 0 k exceeds PI 1 k , where k 2 1; 2 f g. This is due to the complex structure in PI 1 1 and PI 1 2 . The Gaussian derivative method was observed to outperform the other two methods, while the weighted least squares method and the least squares method yielded similar results.
In theory, PI 0 2 and PI 1 2 should be even less stable than PI 0 1 and PI 1 1 , because the former contain third-order partial derivatives that are more noisy. However this issue was not observed. A possible explanation is that higher-order partial derivatives are more sensitive to the edges in discrete images. The numerical values of partial derivatives at the edges of discrete images are generally larger and more stable, and these values are the main constituents in calculating the values of PIs. In fact, PIs were found to be better suited for images with more texture or edge information.
To evaluate the discriminability of PIs-X-N, Chi-Square distance was used to measure the similarity between each pair of PIs-W -7 in Table 2 . In fact, the contribution among PIs-W -7 are not the same. If the vectors are not normalized, the distance could be dominated by PI 0 1 and PI 0 2 . The Chi-Square distance can solve this problem naturally. We can get a 60 Â 60 corresponding distance matrix shown in Fig. 5a . The value of each pixel position ði; jÞ; i; j 2 f1; 2; . . . ; 60g in this gray scale image represents the Chi-Square distance of the PIs-W -7 between the ith image and the jth image. The distance going from 0 to 1 corresponds to the pixel color going from black to white. The pixels along the diagonal is darker than others, indicating that PIs-X-N of similar images have similar values. The result shows there could potentially be a way to distinguish images by calculating the values of corresponding PIs-X-N.
Our experiment also serves to validate the proposed method for normalizing the number of pixels in discrete images. Compared to ARE with non-normalized pixels, we found the normalization led to better performance as shown in Fig. 5b . It reinforces the claim from Section 6.1 that our proposed method could reduce computational error.
Butterfly Image Retrieval
This section conducts the retrieval experiment using a butterfly image database. Twenty unique butterfly images were selected from the Internet, shown in Fig. 6a , each scaled to 512 Â 512. We then applied ten 2D projective transformations on each image, one of which shown in Fig. 6b . This yields 200 images in our synthesized database. In addition to PIs-X-N, four traditional moment invariants were chosen for benchmarking, including affine moment invariants ðAMIsÞ, Hu moments ðHMsÞ, Zernike moments ðZMsÞ and Gaussian-Hermite moments ðGHMsÞ. Specifically, 1) AMIs: Four invariants ðAMI 1 ; AMI 2 ; AMI 3 ; AMI 6 Þ proposed in [22] , which are invariant to affine transformations. 2) HMs: ðHM 1 ; HM 2 ; HM 3 ; HM 4 Þ proposed in [7] , which are invariant to similarity transformations. 3) ZMs: ðZ 2;0 ; Z 2;2 ; Z 3;1 ; Z 3;3 Þ proposed in [8] , which are invariant to similarity transformations. 
4)
GHMs: ðc 1 ; c 2 ; c 3 ; c 4 Þ proposed in [35] , which are invariant to rotation and translation. We calculated PIs-X-N (X 2 fG; L; W g, N 2 f5; 7; 9; . . . ; 15g), AMIs, HMs, ZMs and GHMs for each image in our database. Again the Chi-Square distance was chosen to evaluate the pair-wise similarity between the images. Each image is used as input image. The image retrieval aims at finding out a sequence of images with high similarity according to PIs-X-N or other moment invariants. The result is shown as the Precision-Recall curves with different moment invariants, in Fig. 7 . The Precision and Recall are defined as the following.
Recall ¼ jfrelevant imagesg \ fretrieved imagesgj jfrelevant imagesgj ; (57) Fig. 7 clearly shows PIs-X-N outperform, for image retrieval, the other traditional moment invariants, regardless of the neighborhood size or methods that were chosen to eliminate calculation errors. It can be seen that proposed PIs-X-N delivered good performance under 2D projective transformations. One might argue that under certain situations, projective transformation can simply be approximated by 2D affine transformation. However the magnitude of projective deformation applied in our experiment far exceeds it. Therefore in this image retrieval case, the result of AMIs is unsatisfactory. HMs, ZMs and GHMs are only invariant to rotation, translation and scaling (GHMs excluded). When an image undergoes serious geometric deformations as a projective transformation, they are not up to the challenge.
Texture Image Classification
This experiment was designed to test the classification of texture images. We use the Normalized Brodatz Texture ðNBT Þ database available at http://multibandtexture. recherche.usherbrooke.ca/normalized_brodatz.html. It contains 112 gray scale texture images, each being 640 Â 640. 20 unique texture images were randomly selected from NBT database, and ten 2D projective transformations were applied to each one, yielding 200 images, shown in Fig. 8 . In this section, the projective transformations are different than Section 6.3. From those 200 images, one image used as training data is randomly selected from each of 20 categories, and the rest 180 images are used as testing data.
Similar to Section 6.3, we calculated PIs-X-N (X 2 fG; L; W g, N 2 f5; 7; 9; . . . ; 15g), AMIs, HMs, ZMs and GHMs on each image, and use the Nearest Neighbor classifier based on the Chi-Square distance for classification.
The classification accuracy measured from this experiment is shown in Fig. 9 . The result shows the classification accuracy of 49.5 percent from using PIs-G-5 is significantly higher than other moment invariants (AMIs : 33:2, HMs : 19:6, ZMs : 21:1, GHMs : 15:8 percent), consistent with the image retrieval benchmarks from Section 6.3.
To further validate this, we also conducted the image classification experiment using the Flavia database, proposed by Wu et al. in [31] . This database contains 31 unique categories of leaves, each category has roughly 60 images. We selected one image of each category from Flavia database randomly and applying ten projective transformations mentioned above to create our own leaves database which contains 310 images. The classification accuracy of 46.9 percent from using PIs-G-7 (PI 1 2 excluded) still exceeds other moment invariants (AMIs : 42:2, HMs : 32:1 percent). As mentioned in Section 6.2, the reason the result being less significant than using the NBT database could be that the images in Flavia database have less defined texture and edge information, reducing the stability of PIs-X-N, especially PI 1 2 .
Experiments Based on Real Images
In our last experiment, real images were used to evaluate the performance of PIs-X-N. The images of two famous paintings were downloaded from the Internet as shown in Fig. 10 . One is Starry Night by Vincent van Gogh, the other is Impression, Sunrise by Claude Monet. We printed two images and photographed them from different viewpoints as different 2D projective transformations. Four photographs of each painting were acquired with Sony a700 camera. They were taken under controlled conditions, reducing the errors causing by the possible changes of illumination in the room. As shown in Fig. 11 , all photographs were translated into gray scale images and scaled to 512 Â 512. In order to obtain corresponding regions, the background of images was removed by using some Matlab functions. We calculated the numerical values of PIs-W -7 (invariant under 2D projective transformations), AMIs (invariant under 2D affine transformations) and HMs (invariant under 2D similarity transformations) for these regions, as shown in Table 3 . To intuitively show the stability and discriminability of these moment invariants for real images, we also give the numerical distributions of ðPI 0 1 ; PI 0 2 ; PI 1 1 Þ, ðAMI 1 ; AMI 2 ; AMI 3 Þ, ðHM 1 ; HM 2 ; HM 3 Þ in Fig. 12 . Obviously, PIs-W -7 has better performance than other traditional moment invariants under real 2D projective transformations. As shown in Table 3 , PI 0 1 and PI 0 2 have better stability than PI 1 1 and PI 1 2 . These results are consistent with those in Sections 6.3 and 6.4.
CONCLUSION AND FUTURE WORK
In this paper, we have proved the existence of projective moment invariants in the form of finite series of moment products for 2D images, and shown that PIs can be constructed using weighted moments of images, with RPDIs being the weight functions. By using PIs, it is possible to extract invariant features of images from different viewpoints without any knowledge of the parameters of the 2D projective transformations applied. Thus, PIs could potentially be used for planar object recognitions and image descriptions. RPDIs, as the local relative projective invariants, could be used for image matching applications.
We have also shown that the certain calculation errors of PIs can be reduced. First, several methods are applied to calculate more reliably partial derivatives on discrete images. Then, the number of pixels in those images has been normalized.
Experiments were conducted to evaluate the stability and discriminability of PIs by using several image databases Fig. 9 . Classification accuracies of texture images using PIs-X-N (X 2 fG; L; W g, N 2 f5; 7; 9; . . . ; 15g), AMIs, HMs, ZMs and GHMs. and real images which are in projective relation. The results from image classification and retrieval application have shown that under 2D projective transformations, PIs outperform other traditional moment invariants.
In this work we are under the assumption that the intensity function is not subject to change. In real-world cases however, this assumption may no longer hold, thus may undermine the performance of PIs. As future work, we plan to construct projective invariants that are invariant to both the shape projective transformation and the transformation of intensity function. And we plan to offer a better solution in dealing with the problem where the number of pixels in discrete images changes dramatically during 2D projective transformations. Li Hua received the BS and MS degrees from Beihang University, in 1982 and 1985, respectively, and the PhD degree from Institute of Computing Technology, Chinese Academy of Sciences, in 1989. Currently he is professor with Institute of Computing Technology, Chinese Academy of Sciences and his research interests include computer graphics, shape analysis, object recognition and visualization. He is a senior member of the IEEE, CCF Excellent member, member of ACM, IET, CSIG and CGS.
