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ABSTRACT
Indisputable, security and interoperability play major concerns in Internet of Things (IoT) architectures and
applications. In this paper, however, we emphasize the role and importance of performance and scalability as
additional, crucial aspects in planning and building sustainable IoT solutions. IoT architectures are complicated
system-of-systems that include different developer roles, development processes, organizational units, and a
multilateral governance. Its performance is often neglected during development but becomes a major concern at
the end of development and results in supplemental efforts, costs, and refactoring. It should not be relied on linearly
scaling for such systems only by using up-to-date technologies that may promote such behavior. Furthermore,
different security or interoperability choices also have a considerable impact on performance and may result in
unforeseen trade-offs. Therefore, we propose and pursue the vision of a model-driven approach to predict and
evaluate the performance of IoT architectures early in the system lifecylce in order to guarantee efficient and
scalable systems reaching from sensors to business applications.
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1 INTRODUCTION
Since several years Internet of Things (IoT) constitutes
one of the main future topics for industries [3].
Information and communication technologies for small
devices continuously become not only more affordable,
but also more powerful regarding processing. This
This paper is accepted at the International Workshop on Very
Large Internet of Things (VLIoT 2017) in conjunction with the
VLDB 2017 Conference in Munich, Germany. The proceedings of
VLIoT@VLDB 2017 are published in the Open Journal of Internet
of Things (OJIOT) as special issue.
enables these devices to be connected to the Internet.
Additionally, big data technologies emerged and enabled
organizations to store huge amounts of data and
to analyze incoming data streams with sophisticated
algorithms in real-time [11]. This has facilitated the
evolution of IoT and enables organizations to build
solutions for a highly diverse range of use case scenarios
in different domains. Therefore, IoT may be considered
as an umbrella term for different disciplines that already
have longer histories (e.g., industry automation) and,
additionally, promotes the integration of these different
disciplines, for instance, the automatic combination of
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Figure 1: Model-based prediction approach
sensor data with enterprise resource planning data.
Although being promoted very much, only a few IoT
use cases are implemented in industry yet. On the
contrary, there are already hundreds of IoT platforms
and technologies that are waiting to be exploited. In
addition, there are several initiatives to define standards
[3]; however, their establishment progresses slowly
and an oversupply of vendor-specific implementations
hamper the development of integrated solutions. For
instance, an IoT developer survey with 528 participants
conducted by the Eclipse IoT Working Group, IEEE IoT,
and AGILE-IoT suggests that security, interoperability,
and connectivity represent the three major concerns
among all participants for developing IoT solutions [14].
However, for developers and organizations that have
already deployed IoT solutions, performance becomes
the third concern over connectivity. This reflects
our comprehension that performance is not considered
sufficiently when building architectures and finalized
developments become very costly to counteract on late
in the software life cycle.
We emphasize the role and importance of performance
in terms of response time, throughput, and resource
utilization. It is a vital aspect in planning and building
sustainable IoT solutions as they involve multi-domain
environments including constrained devices, gateways,
and platforms of which the latter combines big data
technologies and business applications. All these levels
can have a direct impact on the performance of an overall
system. Furthermore, evaluating the impact of design
choices (e.g., regarding security, interoperability, and
platforms) at development time is difficult, especially,
for large-scale operations. These are only some of the
factors that complicate IoT performance management.
In order to address and solve these issues, we propose
the vision of a model-based approach for representing
components and performance-influencing factors of
IoT architectures and allow for performance-by-design.
These models shall serve as input for analytical solvers
or simulation engines and allow for predicting different
performance metrics (Figure 1) [6]. In this way,
architectures can proactively be evaluated regarding
bottlenecks and scalability. Required resource demands
can be planned and the throughput and response
time behavior of subsystems can be estimated. The
derived performance metrics and predictions shall also
contribute to support communication and collaboration
between developers (e.g., embedded developers and
developers for business applications) and operations.
2 MODEL-DRIVEN PERFORMANCE
PREDICTION
Our vision and its realization is driven by the following
three research questions, which we use to explain our
proposal and intentions:
1. What resource requirements and performance
difficulties occur and are relevant on different levels
of IoT architectures?
2. Which existing approaches and technologies can
be used for implementing the integrated modeling
concept?
3. How can existing meta-models and simulation
approaches of different levels be integrated and
combined?
In order to address the first research question the
different levels and developer roles of architectures
must be considered. Figure 2 shows a very basic IoT
architecture that is reduced to the essential three layers.
First, constrained devices and controllers represent the
things in IoT. Second, gateways, routers, and smart
devices enable fog computing at the edge and may
integrate as well as pre-analyze data from devices [13].
Third, platforms process, store, and aggregate data from
different sources and enable business applications to
analyze and report data to end users. The connectivity
and communication among the levels is not limited to
one direction. In addition, non-functional requirements
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Figure 2: Abstract IoT architecture
such as performance, security, and interoperability
are topics that influence all levels. For performance
engineers, for instance, the following questions occur:
1. How shall computing resources (e.g., CPU, disk,
memory, network) be sized on each level?
2. Shall gateways pre-analyze data and of how many
devices per gateway?
3. What is the impact of protocol, security,
and interoperability choices on the overall
performance?
4. Does the architecture scale linearly with increasing
number of devices and gateways?
Since the IoT stack is highly diverse, different
developers and engineers are involved in the
implementation. Embedded and systems developers
are responsible on the device level and also partly on
the gateway level. As gateways continuously expand,
become smarter, and are able to run sophisticated
operating systems, application developers also constitute
a part on the gateway level. On the platform level,
a mix of data scientists, application developers,
and web developers implement the integration and
visualization of data. Due to this mix of interests and
engineering disciplines, we see the need to investigate
the performance requirements on each level and for
each role in order to understand influencing factors in
a holistic view that need to be included in our model
approach.
Similarly, previous and present related modeling
approaches consider these disciplines in separated
ways. As mentioned, IoT provides and increases the
opportunity of combining existing approaches. Use
case scenarios arise, for instance, that require capacity
planning for devices and gateways based on formal
models which are already well understood in the domain
of business information systems. Since there is a
tremendous number of modeling approaches, the second
research question addresses reviewing existing methods
and technologies for different levels with regards to our
vision. In the following we list one example technology
for each level.
For the device level, for instance, AutoFOCUS31
represents an integrated model-based tool for the
development process of embedded systems [1]. It
includes the activities for modeling requirements,
software architectures, hardware platforms, and
deployments as well as for generating code. The
software architecture is built up by different software
components that may be connected to each other to
allow for interactions and may also be decomposed into
multiple hierarchical subcomponents. The hardware
architecture includes resources such as processors and
memory that can be linked. It also involves platform
architectures for execution and runtime environments
such as operating systems or Java virtual machines. The
integration and combination of these models enables
developers to apply different analysis and synthesis
methods such as testing, model checking, deployment,
and automated scheduling [1].
The Eclipse Framework for Distributed Industrial
Automation and Control (4diac)23 is part of the
Eclipse IoT ecosystem and represents an instance for
modeling the gateway level. It provides an open
source infrastructure for distributed industrial process
measurement and control systems based on the IEC
61499 standard [17]. In order to model software
architectures, 4diac includes an application editor
that allows for representing function block networks
consisting of one or multiple function blocks and their
interaction via events. Similarly, a separate editor is
included to model the specification of hardware by
modeling devices and resources. By the means of
several more editors and an own runtime environment,
4diac supports the development of industrial IoT
applications and facilitates portability, interoperability,
configurability, and scalability as promoted by IEC
61499 [17].
For the platform level, the performance management
work tools (PMWT)4 provide several integrated
approaches to automate, support and integrate
performance engineering activities across the software
lifecycle [6]. This includes the automatic generation of
models for enterprise applications based on performance
measurements [5], modeling complex user behavior of
applications [15], and simulating the performance of big
data applications [9].
In order to address the third research question, we
will examine similarities of model-based approaches for
the different levels and domains of IoT architectures.
For instance, models on architecture-level may often
separate their meta-model as illustrated in Figure 1.
1 http://af3.fortiss.org
2 https://eclipse.org/4diac/
3 http://fortiss.org/research/projects/4diac/
4 https://pmw.fortiss.org/tools/pmwt/
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One or several models are used to describe the software
and system architecture, its components and its activity
flow. Another model is used to describe the hardware
and resource environment such as computing nodes
with processors, disks, and memory connected via a
network. An additional usage model is used to describe
the use case scenarios of the software architecture and
the workload.
Although implicitly considering performance aspects,
present solutions focusing on the device and gateway
level usually concentrate on guaranteeing functionality
and safety [1]. In contrast, there are a lot of
performance models to predict and analyze behavior on
the platform level. Existing models on architecture-
level that provide the benefits we seek with our vision,
however, only focus on classical business applications
and involve different requirements. For instance, the
workload of business applications is mostly user-driven
such as the number of parallel user accesses, whereas
IoT applications are mostly data-driven such as the
volume, velocity, and variety of incoming data. In
addition, massive distributed and parallel computing
and resource clusters are properties that are usually not
found in business applications. Therefore, we aim at
combining existing model approaches and additionally
implementing missing functionalities so we are able to
model the performance requirements we identified in the
first research questions.
In order to be able to predict the performance
behavior of the architectures, we will also implement
simulators and solvers for deriving different metrics such
as response time, throughput, and resource utilization.
To evaluate our approach (Figure 1), we plan to model
applications from IoT benchmark suites and adapt these
models for various scenarios such as increasing number
of things and increasing resource capacities. After
simulating the models, we will compare simulation
results with measurement results of applications from the
benchmark that we adapted in the same way.
3 RELATED WORK
As already mentioned, IoT involves and combines a
variety of application domains and development stacks.
Consequently, there are a lot of related, but also highly
diverse approaches of which we try to refer to examples
to the best of our knowledge in this Section. There
are also several solutions available to model constrained
devices, simulate networks within IoT architectures on
a very detailed level, and evaluate them for throughput
and latency issues. For instance, Wang et al. [16] apply
the network simulator OPNET for IoT cloud solutions;
Brambilla et al. [4] propose a simulation methodology to
test large-scale IoT systems with interconnected devices
in urban environments and include several network
protocols and different mobility, network, and energy
consumption models.
Furthermore, many related approaches specifically
analyze and compare the performance of different
protocols or technologies on different layers. For
scenarios in which devices and gateways do not have
a wired connection, for instance, Costantino et al. [7]
investigate LTE as a suitable interconnection in terms
of its efficiency, bandwidth, and coverage. In contrast,
Daud and Suhaili [8] provide a performance evaluation
of protocols for the application layer in IoT architectures.
Therefore, they compare the hypertext transfer protocol
(HTTP) and the constrained application protocol (CoAP)
for message formatting, communication, and request
handling on different test beds.
There are several developments of performance
benchmarks for IoT, however, mostly on the platform
level. Arlitt et al. present an analytics benchmark
called IoTAbench [2]. It allows for generating, loading,
repairing and analyzing synthetic data and was evaluated
by the example of a smart metering use case and using
a HP Vertica database. Shukla et al. [12] propose
another benchmark for distributed stream processing
platforms (i.e., Apache Storm) called RIoTBench. They
provide different data workloads and generators as well
as a set of 27 common IoT tasks for different domains.
Furthermore, Medvedev et al. [10] provide an evaluation
of different IoT platforms with regards to performance
characteristics.
4 CONCLUSION AND FUTURE WORK
This paper proposes and pursues the vision of an
model-based approach for predicting and evaluating the
performance of IoT architectures and systems. It shall
support developers and engineers at examining design
choices early in the system lifecycle, finding potential
bottlenecks, planning and sizing required resources on
different levels, and predicting response times from
sensors to visual results. We will start our future research
and work with combining and integrating modeling
approaches for embedded systems with approaches for
big data systems as well as for business information
systems. Therefore, we are currently developing a first
prototype for an integrated modeling environment.
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