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The classical linear congruential method for generating uniform pseudorandom
numbers has some deficiencies that can render them useless for some simulation
problems. This fact motivated the design and the analysis of nonlinear congruential
methods for the generation of pseudorandom numbers.
In this thesis, we aim to review the recent developments in the study of nonlin-
ear congruential pseudorandom generators. Our exposition concentrates on inversive
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O¨zet
Du¨zgu¨n dag˘ılan so¨zde rastgele sayı u¨retmede genellikle dog˘rusal kongruans tipi
u¨retec¸ler kullanılır. Ancak, bu u¨retec¸lerin bazı o¨zellikleri simu¨lasyon problemlerinde
hatalı sonuc¸lara yol ac¸abilmektedir. Bu nedenle, dog˘rusal olmayan kongruans tipi
u¨retec¸ler o¨nem kazanmıs¸tır.
Bu tezin amacı, dog˘rusal olmayan kongruans tipi u¨retec¸lere ilis¸kin son gelis¸meleri
sunmaktır. Bu c¸alıs¸mada, o¨zellikle tersinme u¨reteci u¨zerinde durulmus¸ ayrıca krip-
tografik uygulamaları ac¸ısından ilginc¸ olan u¨stsel u¨retec¸ler de incelenmis¸ ve bu
u¨retec¸ler yoluyla elde edilen dizilerin period uzunlug˘u, o¨rgu¨ yapısı, sapma o¨zellikleri
ve dog˘rusal karmas¸ıklıg˘ı u¨zerindeki gu¨ncel sonuc¸lar verilmis¸tir.
Anahtar kelimeler: Dog˘rusal karmas¸ıklık, dog˘rusal karmas¸ıklık profili, period
uzunlug˘u, sapma, so¨zde rastgele sayı u¨reteci, tersinme u¨reteci, u¨stsel u¨retec¸
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CHAPTER 1
INTRODUCTION
Numbers that are “chosen at random” are needed in many different areas; their
use is crucial in stochastic simulations, computer programming and cryptography.
In practice, random numbers are generated by deterministic algorithms and hence
are not really “random” so we actually work with the so-called “pseudorandom”
numbers. Throughout this thesis we will concentrate on uniform pseudorandom
numbers (abbreviated PRN). In fact, no formal definition of a sequence of uniform
PRN can be given, we only have certain characteristics in mind when we talk about
such a sequence:
• the sequence is generated by a deterministic algorithm;
• the sequence should be uniformly distributed on the unit interval [0, 1) ;
• it should pass relevant statistical and theoretical tests for randomness.
Reader is referred to the books Knuth [16] and Niederreiter [25] for further discussion
on “randomness” of generated sequences.
Definition 1.0.1 Let (xn)n≥0 be a sequence in the unit interval [0, 1) . (xn)n≥0 is
said to be uniformly distributed on the unit interval if
lim
N→∞
AN(x)
N
= x for all x ∈ [0, 1)
1
where AN(x) is the counting function which denotes the cardinality of the set
{xn|1 ≤ n ≤ N, xn ∈ [0, x)} .
Definition 1.0.2 Let S be an arbitrary nonempty set and (sn)n≥0 be a sequence of
elements of S. If there exist integers r > 0 and n0 ≥ 0 such that sn+r = sn for all
n ≥ n0, then the sequence is called periodic and r is called a period of the sequence.
The smallest number among the possible periods of the sequence is called the period
length of the sequence, denoted by per(yn) . If (sn)n≥0 is periodic with period length
r, then the least nonnegative integer n0 such that sn+r = sn for all n ≥ n0 is called
the preperiod. We call (sn)n≥0 purely periodic if n0 = 0 .
All standard methods of generating uniform PRNs are based on congruences and
they all yield periodic sequences.
The desired properties of sequences of PRNs can be summarized as follows:
• long period length
• good statistical properties
• little intrinsic structure (such as lattice structure)
• reasonably fast generation
The classical method for the generation of uniform PRN is the linear congruential
method. Choose a large integer M called the modulus and generate a sequence
(xn)n≥0 of integers in ZM = {0, 1, . . . ,M − 1} by the recursion
xn+1 = axn + b (mod M) for n = 0, 1, . . .
with initial value x0 and a, b ∈ ZM where we assume that gcd(a,M) = 1 to get
a purely periodic sequence. The linear congruential PRNs in [0, 1] are obtained by
the normalization
yn =
xn
M
, for n = 0, 1, . . .
2
We always have per(yn) ≤M . The conditions on a, b ∈ ZM such that per(yn) =
M is given in Knuth [16, section 3.2]. Linear congruential generators are fast and
easy to implement. Theoretical results on the structural and statistical properties
of linear congruential generators indicate that these generators show a reasonable
behavior if a judicious choice of parameters is made. But, to guarantee acceptable
properties, a considerable amount of computational effort is needed. Because of the
simple nature of the underlying linear recursion, the generator has an unfavorable
lattice structure which can not be overcome by any choice of parameters. This
lattice structure can render the generator useless for many simulations that require
random irregularities. We will give the definition of the lattice of a generator in
chapter 3.
To overcome these deficiencies of the linear congruential method, nonlinear meth-
ods for uniform PRN generation have been introduced. The first nonlinear congru-
ential method is the quadratic congruential generator
xn+1 ≡ ax2n + bxn + c (mod m)
which has been introduced by Knuth [16] and studied in J.Eichenauer, J.Lehn [10],
J.Eichenauer-Herrmann [3–5] and J.Eichenauer-Herrmann, H.Niederreiter [7]. In
J.Eichenauer-Herrmann and E.Herrmann [6] another polynomial generator, namely,
the cubic generator is studied.
An overview of the general nonlinear congruential generators are given in [25,
section 8.1].
Let M be a large modulus. A sequence x0, x1, . . . of elements in ZM is given by
the recursion
xn+1 = f(xn) (mod M) for n = 0, 1, . . .
with initial value x0 where f is a fixed integer-valued function on ZM . We obtain
the PRNs y0, y1, . . . in [0, 1) by normalization
yn =
xn
M
for n = 0, 1, . . .
If the function f can not be represented by a linear polynomial modulo M , then we
arrive at a nonlinear generator.
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In the course of this thesis, we are going to deal with nonlinear congruential
generators with a stress on the inversive congruential generator which employs the
operation of multiplicative inversion modulo M .
1.1. Preliminaries
Let Fq be a finite field with q elements. In this section, we introduce the notation and
the terminology and give the results which will be used in the subsequent chapters.
We refer the reader to the classical book of Lidl and Niederreiter [17] for proofs and
related results.
For every finite field Fq, we denote by F∗q the multiplicative group of nonzero
elements in Fq . F∗q is a cyclic group with q − 1 elements.
Definition 1.1.3 A generator of the cyclic group F∗q is called a primitive element
of Fq .
In Fq there are ϕ(q − 1) primitive elements, where ϕ is the Euler’s function.
Definition 1.1.4 A polynomial f ∈ Fq[x] of degree m ≥ 1 is called a primitive
polynomial over Fq if it is the minimal polynomial over Fq of a primitive element
of Fqm .
Definition 1.1.5 Let k be a positive integer and a0, a1, . . . , ak−1 be given elements
of a finite field Fq. A sequence s0, s1, . . . of elements of Fq satisfying the relation
sn+k = ak−1sn+k−1 + ak−2sn−k−2 + · · ·+ a0sn + a (1.1)
for n = 0, 1, . . . is called a kth-order linear recurring sequence in Fq
The terms s0, s1, . . . , sk−1 which determines the rest of the sequence uniquely are
called initial values. The relation in (1.1) is called a linear recurrence relation of
4
order k. If a = 0 then (1.1) is called homogeneous linear recurrence relation in Fq,
otherwise we call it as inhomogeneous.
Definition 1.1.6 Let s0, s1, . . . be a kth-order homogeneous linear recurring se-
quence in Fq satisfying the relation in (1.1) for n = 0, 1, . . . where aj ∈ Fq for
0 ≤ j ≤ k − 1. The characteristic polynomial of the linear recurring sequence is
defined as
f(x) = xk − ak−1xk−1 − ak−2xk−2 − · · · − a0 ∈ Fq[x] (1.2)
A linear recurring sequence satisfies many linear recurring relations. For ex-
ample, if the sequence sn is periodic with period p, then for n = 0, 1, . . . , sn+p =
sn, sn+2p = sn and so on. The following theorem gives us a relation between the
different linear recurring relations satisfied by a given linear recurring sequence.
Theorem 1.1.1 Let s0, s1, . . . be a homogeneous linear recurring sequence in Fq
Then there exists a uniquely determined monic polynomial m(x) ∈ Fq[x] having
the following property: a monic polynomial f(x) ∈ Fq[x] of positive degree is a
characteristic polynomial of the given sequence if and only if m(x)|f(x).
The uniquely determined polynomialm(x) of the above theorem is called theminimal polynomial
of the sequence s0, s1, . . . . In fact minimal polynomial is the characteristic polyno-
mial of the linear recurrence relation of least possible order satisfied by the given
sequence.
Definition 1.1.7 Let s0, s1, . . . be a kth-order homogeneous linear recurring se-
quence in Fq which is given by (1.1). The reciprocal characteristic polynomial is
defined as
f ∗(x) = 1− ak−1x− ak−2x2 − · · · − a0xk ∈ Fq[x] . (1.3)
The reciprocal characteristic polynomial and the characteristic polynomial are re-
lated by f ∗(x) = xkf( 1
x
) .
Definition 1.1.8 Let s0, s1, . . . be an arbitrary sequence of elements of Fq . The
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generating function of this sequence is defined as
G(x) = s0 + s1x+ s2x
2 + · · ·+ snxn + · · · =
∞∑
n=0
snx
n (1.4)
Theorem 1.1.2 Let s0, s1, . . . be a kth-order homogeneous linear recurring se-
quence in Fq which is given by (1.1). Let f ∗(x) be its reciprocal characteristic
polynomial and G(x) be its generating function. Then the identity
G(x) =
g(x)
f ∗(x)
holds with
g(x) = −
k−1∑
j=0
j∑
i=0
ai+k−jsixj ∈ Fq[x]
where we set ak = −1 .
For the terms of a linear recurring sequence, an explicit formula is given in
Lidl-Niederreiter [18] as follows: let s0, s1, . . . be a kth-order homogeneous linear
recurring sequence in Fq which is defined as (1.1) with characteristic polynomial
f(x) ∈ Fq[x] as in (1.2) and the reciprocal characteristic polynomial as in (1.3). Let
e0 be the multiplicity of 0 as a root of f(x), and let α1, α2, . . . , αm be the distinct
nonzero roots of f(x) with multiplicities e1, e2, . . . , em, respectively.
Then, for the reciprocal characteristic polynomial we get
f ∗(x) = xkf(
1
x
) =
m∏
i=1
(1− αix)ei .
Since we have deg(f ∗) = k − e0 , by theorem 1.1.2
G(x) =
g(x)
f ∗(x)
=
e0−1∑
n=0
tnx
n +
b(x)
f ∗(x)
with tn ∈ Fq and deg(b) < k − e0 . Partial fraction decomposition gives
b(x)
f ∗(x)
=
m∑
i=1
ei−1∑
j=0
βij
(1− αix)j+1
where the βij belong to the splitting field of f(x) over Fq .
1
(1− αix)j+1 =
∞∑
n=0
(
n+ j
j
)
αni x
n
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and hence
G(x) =
∞∑
n=0
snxn =
e0−1∑
n=0
tnx
n +
∞∑
n=0
(
m∑
i=1
ei−1∑
j=0
(
n+ j
j
)
βij
)
xn
Then, comparing the coefficients, we get
sn = tn +
m∑
i=1
ei−1∑
j=0
(
n+ j
j
)
βijα
n
i (1.5)
for n = 0, 1, . . . where tn = 0 for n ≥ e0 and βij belong to the splitting field of
f(x).
Theorem 1.1.3 Let s0, s1, . . . , be a sequence in Fq satisfying a k-th order homoge-
neous linear recurrence relation with characteristic polynomial f(x) ∈ Fq[x]. Then
f(x) is the minimal polynomial of the sequence if and only if the state vectors
s0, s1, . . . , sk−1 are linearly independent over Fq, where sn = (sn, sn+1, . . . , sn+k−1) ,
n = 0, . . . , k − 1.
Definition 1.1.9 A polynomial f ∈ Fq[x] is called a permutation polynomial if the
associated polynomial function f :c 7→ f(c) from Fq into Fq is a permutation of Fq .
Lemma 1.1.4 If d ≥ 1 is a divisor of q−1, then there is no permutation polynomial
of Fq of degree d.
Lemma 1.1.5 Let a0, a1, . . . , aq−1 be elements of Fq. Then the following conditions
are equivalent:
• a0, a1, . . . , aq−1 are distinct
• ∑q−1i=0 ati =
 0 for t = 0, 1, . . . , q − 1−1 for t = q − 1
Let G be a finite abelian group of order |G| with identity element 1G . A character
χ ofG is a homomorhism fromG into the multiplicative group U of complex numbers
of absolute value 1. In other words χ is a mapping from G onto U satisfying
χ(g1g2) = χ(g1)χ(g2) . Note that χ(1G) = 1 . Among the characters of G, there is
the trivial character which is defined by χ0(g) = 1 for all g ∈ G, all other characters
of G are nontrivial.
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Remark 1.1.1 For a nontrivial character of the finite abelian group G, we have∑
g∈G
χ(g) = 0 .
We use the term, additive character for the characters of the additive group of Fq
and the term multiplicative character for the characters of the multiplicative group
F∗q .
Now, we define certain exponential sums and give the upper bounds on them
which will be used in the subsequent chapters.
Definition 1.1.10 Let ψ be a multiplicative and χ be an additive character of Fq .
Then the Gaussian sum is defined by
G(ψ, χ) =
∑
c∈F∗q
ψ(c)χ(c)
Theorem 1.1.6 Let ψ be a multiplicative and χ be an additive character of Fq .
Then the Gaussian sum G(ψ, χ) satisfies
G(ψ, χ) =

q − 1 for ψ = ψ0, χ = χ0
−1 for ψ = ψ0, χ 6= χ0
0 for ψ 6= ψ0, χ = χ0
If ψ 6= ψ0 and χ 6= χ0 then
|G(ψ, χ)| = q1/2 .
If λ is a multiplicative character of Fq, then λ is defined for all nonzero elements
of Fq . But we can extend the definition of λ by setting λ(0) = 1 if λ is the trivial
character and λ(0) = 0 if λ is a nontrivial character. Then we have
∑
c∈Fq
λ(c) =
 q if λ is trivial,0 if λ is nontrivial.
Definition 1.1.11 Let λ1, . . . , λk be k multiplicative characters of Fq . Then the
sum
J(λ1, . . . , λk) =
∑
λ1(c1) . . . λk(ck)
with the summation extended over all k-tuples (c1, . . . , ck) of elements of Fq satisfying
c1 + · · ·+ ck = 1 , is called a Jacobi sum in Fq .
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If k = 1 then J(λ1) = λ1(1) = 1 for any multiplicative character of Fq .
Theorem 1.1.7 Let λ1, . . . , λk be nontrivial multiplicative characters of Fq . Then
|J(λ1, . . . , λk)| = q k−12
Definition 1.1.12 Let χ be a nontrivial additive character of Fq and let a, b ∈ Fq .
Then the sum
K(χ; a, b) =
∑
c∈F∗q
χ(ac+ bc−1)
is called a Kloosterman sum.
Theorem 1.1.8 If χ is a nontrivial additive character of Fq and a, b ∈ Fq are not
both zero, then the Kloosterman sum K(χ; a, b) satisfies
|K(χ; a, b)| ≤ 2q1/2 .
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CHAPTER 2
PERIOD LENGTH
2.1. The Period Length of Inversive Congruential Generators
The widely used method of PRN generation, linear congruential method, has
been investigated extensively and the research uncovered many deficiencies of this
method. To overcome these deficiencies new methods of PRN generation have been
designed and analysed. In this chapter we will mainly deal with the inversive con-
gruential generator with modulus M which is defined as follows:
LetM be a large, fixed integer. For fixed elements a, b ∈ ZM where gcd(a,M) = 1
and an initial value x0 ∈ ZM , we define inversive congruential generator modulo M
by
xn+1 =
 b if xn = 0ax−1n + b if xn 6= 0 (2.1)
where x−1n is the multiplicative inverse of xn modulo M . We will consider the
case where the modulus M is a prime p ≥ 5 and the case M = 2e where e ≥ 3
respectively and establish the criteria for these generators to have maximal period
10
length. The case M = pn where p is an odd prime and n ≥ 2 was studied by
Eichenauer-Herrmann,Topuzog˘lu in [8].
2.1.1. The Period Length of Inversive Congruential Generators with
Prime Modulus
The finiteness of Fp guarantees that the sequence (xn)n≥0 defined in (2.1) is
purely periodic with period length being at most p. Our aim in this section is
to determine the conditions which guarantee the maximal period length for the
inversive generator. It turns out that the study of the polynomial f(x) = x2−bx−a
is crucial in obtaining these conditions. We first note that f(x) = x2−bx−a needs to
be irreducible over Fq in order to obtain the maximal period. When f(x) = x2−bx−a
has a root c ∈ Fq then xk = c for some k ∈ Z implies that xn = c for all n ≥ k .
We assume therefore that f(x) is irreducible. Then f(x) factors completely in
Fp2 [x] and f(x) = (x − α)(x − β) for α, β ∈ Fp2 such that α, β 6∈ Fp. Choose the
initial value x0 = b. Define A0, A1, ... of elements of Fp by A0 = 1, A1 = b and
An+1 ≡ aAn−1 + bAn (mod p) for all n ≥ 1. Now, we can characterize xn by using
An as follows:
xn =

An+1
An
if An 6= 0
b if An = 0
(2.2)
From the definition it follows that An is a second order homogeneous linear recurring
sequence with f(x) = x2−bx−a as its characteristic polynomial. f(x) is irreducible
over Fp but it splits in Fp2 and it has two distinct roots α, β ∈ Fp2 . Therefore
An = γ1α
n+ γ2β
n for n = 0, 1, ... where γ1, γ2 ∈ Fp2 are uniquely determined by the
initial values of the sequence.
A0 = 1 implies that γ1 = 1− γ2.
A1 = b implies γ2 =
b−α
β−α and γ1 =
β−b
β−α .
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From f(x) = (x−α)(x−β) = x2− bx−a, we get b = α+β. Therefore γ2 = ββ−α
and γ1 =
α
α−β and we finally get
An =
α
α− βα
n +
β
β − αβ
n =
αn+1 − βn+1
α− β (2.3)
for all n ≥ 0.
Lemma 2.1.1 Let f(x) be irreducible in Fp[x]. Let α, β ∈ Fp2 be the roots of f(x).
If N is the order of the element β
α
in the multiplicative group of Fp2, then the period
length of the sequence {xn} generated by the inversive congruential method is N−1
with x0 = b .
Proof : If the order of β
α
is N, then for all 1 ≤ n < N , βn 6= αn but βN = αN . So
An 6= 0 for all 0 ≤ n < N − 1 while AN−1 = 0. Since AN−1 = 0, we get xN−1 = b by
definition and N − 1 is the smallest such index. Therefore the period length of the
sequence (xn)n≥0 with x0 = b is N − 1.
2
Definition 2.1.1 f(x) = x2 − bx − a will be called an inversive maximal period
polynomial(or an IMP polynomial) if the period length of the corresponding inversive
cogruential sequence equals p.
Theorem 2.1.2 f(x) = (x − α)(x − β) is an IMP polynomial if and only if the
order of β
α
in the multiplicative group of Fp2 is p+ 1.
Proof :
Suppose that f(x) is an IMP polynomial. Then the sequence obtained from
f(x) has period length p. From the remarks at the beginning of the section, f(x)
is irreducible over Fp . Since (xn)n≥0 is assumed to have period length p, finiteness
of Fp guarantees that b ∈ Fp occurs in the sequence. Without loss of generality we
can assume that the initial value is b, i.e, x0 = b. Therefore xp = x0 = b .
From equation (2.2), xp =
Ap+1
Ap
and xp−1 = 0 which implies Ap =
αp+1−βp+1
α−β = 0
and αp+1−βp+1 = 0. Then (β
α
)p+1 = 1 and p+1 is the least such integer, hence the
order of β
α
∈ Fp2 is p+ 1.
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Conversely, assume that the order of β
α
in the multiplicative group of Fp2 is p+1.
Then f(x) is irreducible over Fp otherwise the roots α, β of f(x) would be in Fp and
the order of β
α
would divide p− 1.Therefore, by Lemma 2.1.1 we can conclude that
the period length of the sequence (xn)n≥0 generated by equation (2.1) with initial
value x0 = b has period length p. In fact with any initial value this sequence will
have period length p .
2
Corollary 2.1.3 Let σ be any generator of the multiplicative group of F(p2), and
α = σt, for 0 ≤ t ≤ p2 − 1 be a root of f(x) = x2 − bx − a. Then f(x) is an IMP
polynomial if and only if gcd(t, p + 1) = 1. In particular, any primitive quadratic
polynomial over Fp is an IMP polynomial.
Proof :
Assume that f(x) is irreducible over Fp. If α = σt is a root of f(x) then the
other root of f(x), β = αp = σtp.
Assume that f(x) is an IMP polynomial. Then the order of β
α
= αp−1 = σt(p−1)
is p+ 1. Suppose that gcd(t, p + 1) 6= 1, then there exists k ∈ Z+ such that t = rk
and p+ 1 = sk for some r, s ∈ Z. So,
(
β
α
)s = (σt(p−1))s = σrk(p−1)s = σr(p
2−1) = 1
The order of β
α
is p+ 1 hence gcd(t, p+ 1) = 1.
Conversely, assume that gcd(t, p + 1) = 1 but f(x) is not an IMP polynomial.
By Theorem 1, f(x) is an IMP polynomial if and only if the order of β
α
= p + 1.
Hence β
α
6= p+ 1 but at the same time,
(
β
α
)p+1 = (αp−1)p+1 = αp
2−1 = 1 .
Therefore the order of β
α
is less than p+1. Suppose that the order of β
α
is k < p+1 .
Then
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(
β
α
)k = (αp−1)k = (σt(p−1))k = 1
Since σ is a primitive element of Fp2 , p
2−1|t(p−1)k , i.e, p+1|tk . gcd(t, p+1) = 1
implies p+ 1|k which is a contradiction (k < p+ 1).
If t = 1 then α is a primitive element of Fp2 and f(x) becomes a primitive
quadratic polynomial over Fp. Since gcd(1, p+1) = 1 , f(x) is an IMP polynomial.
2
The above corollary shows that the set of IMP polynomials over Fp contains all
primitive quadratic polynomials. We can obtain polynomials over Fp satisfying the
condition of Corollary 2.1.3 in the following way:
Suppose that g(x) ∈ Fp[x] is a primitive quadratic polynomial and σ ∈ Fp2 be
any root of it. Let t ∈ Z such that 0 ≤ t < p2 − 1,then the minimal polynomial of
σt satisfies the required condition.
Corollary 2.1.4 Let T = p+1
2
and let m(x) be the minimal polynomial of β
α
over
Fp where α, β are the roots of the polynomial f(x) = x2 − bx− a ∈ Fp[x]. If f(x) is
an IMP polynomial, then gcd(m(x), xT + 1) 6= 1.
Proof :
Suppose that f(x) is an IMP polynomial. Then the order of β
α
is p + 1. There-
fore (β
α
)T = −1 and β
α
is a root of xT + 1. Furthermore β
α
is a root of m(x) so
gcd(m(x), xT + 1) 6= 1 .
2
Let us remark here that gcd(m(x), xT + 1) 6= 1 does not imply that f(x) is an
IMP polynomial.
Example 2.1.1 In F11, T = 6 and x2 + 1 divides both x6 + 1 and x4 − 1. x2 + 1
is irreducible in F11 and since x2 + 1 divides x4 − 1, the order of the roots βα and(
β
α
)p
= α
β
of x2 + 1 is 4 and hence f(x) = (x− α)(x− β) is not an IMP.
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Theorem 2.1.5 Let f(x) = x2−bx−a be an IMP polynomial. Let a1, b1 be elements
of Fp such that b
2
1
a1
= b
2
a
and b21 + 4a1 is a quadratic non-residue mod p. Then
g(x) = x2 − b1x− a1 is also an IMP ploynomial.
Proof :
If α, β ∈ Fp2 are the roots of f(x) and m(x) is the minimal polynomial of βα over
Fp , then m(x) is irreducible over Fp and
m(x) =
(
x− β
α
)(
x− (β
α
)p
)
= x2 −
(
β
α
+ (
β
α
)p
)
x+ (
β
α
)p+1
= x2 −
(
β
α
+ (
β
α
)p
)
x+ 1
the last step follows from the fact that f(x) is an IMP polynomial. For the roots α
and β of f(x) we have βp = α and αp = β, hence
β
α
+ (
β
α
)p =
β
α
+
α
β
= −b
2
a
− 2
Let g(x) = x2 − b1x− a1. Since b21 + 4a1 is a quadratic non-residue mod p, g(x)
does not have a root in Fp and therefore g(x) is irreducible over Fp. Let δ, γ be the
roots of g(x) in Fp2 . Then
g(x) = x2 − b1x− a1 = (x− δ)(x− γ)
= x2 − (δ + γ)x+ δγ
with γ · δ = −a1 and δ+ γ = b1 . Now, we find the minimal polynomial m1(x) of δγ ;
m1(x) = (x− δ
γ
)(x− ( δ
γ
)p) = x2 − ( δ
γ
+
γ
δ
)x+ (
δ
γ
)p+1
= x2 − (− b
2
1
a1
− 2)x+ 1
= x2 − (−b
2
a
− 2)x+ 1 = m(x)
Therefore the minimal polynomial of β
α
and the minimal polynomial of δ
γ
are the
same and this means
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(
δ
γ
)p =
β
α
Now, it must be shown that the order of δ
γ
is p + 1. Suppose that ( δ
γ
)k = 1
for some k ∈ Z with k < p + 1. Then (β
γ
)pk = 1 and this means p + 1|pk. But
gcd(p, p + 1) = 1 which implies p + 1|k , a contradiction. Therefore the order of δ
γ
is p+ 1 and g(x) is an IMP polynomial.
2
Example 2.1.2 Here, we have an example of a non-primitive IMP polynomial. In
F7, let m(x) = x2 −Ax+ 1 and f(x) = x2 − bx− a where A = − b2a − 2 = 3,−3 .
xT + 1 = x4 + 1
x4 + 1 = m(x)(x2 + Ax+ 1)
x4 + 1|x8 − 1 so m(x)|x8 − 1 and this means that the roots of m(x) are also roots
of x8 − 1. m(x) does not divide xk − 1 for k < 8 and therefore the order of both
roots of m(x) is 8. Then, By Theorem 1, f(x) is an IMP.Now, let a1 = b1 = 1, then
b21
a1
+2 = 3 and b21+4a1 = 5 is a quadratic non-residue mod 7. Hence, f1(x) = x
2−x−1
is an IMP polynomial over F7 but the roots δ and δ7 of f1(x) = x2 − x − 1 in F72
has order 16. Therefore f1(x) is not a primitive polynomial.
2.1.2. The Period Length of Inversive Congruential Generators with
Power of 2 Modulus
The period length of the inversive congruential generators with power of 2 mod-
ulus was first studied by Eichenauer,Lehn,Topuzog˘lu [11]. In this section we will
consider this case.
xn+1 = ax
−1
n + b (mod 2
e), xn+1 ∈ Z2e , n ≥ 0 (2.4)
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where e ≥ 3 and a, b, x0 ∈ Z2e = {0, 1, . . . , 2e − 1} with a ≡ 1 (mod 2), b ≡ 0
(mod 2), and x0 ≡ 1 (mod 2). With these assumptions, xn ≡ 1 (mod 2) for all
n ≥ 0 and therefore x−1n ∈ Z2e is well-defined and the generator (2.4) is purely
periodic. Here, the necessary and sufficient conditions are derived for this generator
to have maximal period length 2e−1.
Lemma 2.1.6 Consider the matrix
A =
 0 1
4α + 1 4β + 2
 (2.5)
for some fixed non-negative integers α, β. Then
A2
f−1
 1
1
 ≡
 2f (α + β) + 1
2f (α+ β + 1) + 1
 (mod 2f+1) (2.6)
for every f ≥ 3.
Proof :
First, we want to show that
A2
f−1
=
 γf · 2f+1 + α · 2f + 2f−1 + 1 δf · 2f+1 + β · 2f + 3 · 2f−1
²f · 2f+1 + β · 2f + 32f−1 ηf · 2f+1 + β · 2f + 3 · 2f−1 + 1

for some nonnegative integers γf , δf , ²f , ηf .
The proof is by induction on f . By a short calculation,
A2 =
 4α + 1 4β + 2
16αβ + 8α+ 4β + 2 16β2 + 16β + 4α+ 5

then
A4 = A2
3−1
=
 16γ3 + 8α + 5 16δ3 + 8β + 12
16²3 + 8β + 12 16η3 + 8α + 13

for some nonnegative integers γ3, δ3, ²3, η3 where,
γ3 = α
2 + 4αβ2 + β2 + 4αβ + β + α
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δ3 = 2αβ + 4β
3 + 6β2 + α+ 3β
²3 = α
2β + 3α2 + 16αβ + 4α+ 16αβ3 + 24αβ2 + 4β3 + 6β2 + 3β
η3 = 12αβ
2 + 12αβ + 3α + 25β2 + 11β + α2 + 16β4 + 32β3 + 24β3 + 1
Hence the above equality is true for f = 3. Now suppose that
A2
f−1
=
 γf · 2f+1 + α · 2f + 2f−1 + 1 δf · 2f+1 + β · 2f + 3 · 2f−1
²f · 2f+1 + β · 2f + 3 · 2f−1 ηf · 2f+1 + β · 2f + 3 · 2f−1 + 1

for some f ≥ 3
Then
A2
f
= A2
f−1·A2 =
 γf · 2f+1 + α · 2f + 2f−1 + 1 δf · 2f+1 + β · 2f + 3 · 2f−1
²f · 2f+1 + β · 2f + 3 · 2f−1 ηf · 2f+1 + β · 2f + 3 · 2f−1 + 1

·
 22α + 1 22β + 2
24αβ + 23α + 22β + 2 24β2 + 24β + 22α+ 5

=
 γf+1 · 2f+2 + α · 2f+1 + 2f + 1 δf+1 · 2f+2 + β · 2f+1 + 3 · 2f
²f+1 · 2f+2 + β · 2f+1 + 3 · 2f ηf+1 · 2f+2 + β · 2f+1 + 3 · 2f + 1

for some nonnegative integers γf+1, δf+1, ²f+1, ηf+1. Therefore we have proved
the equality for A2
f−1
and after this step the proof of the lemma is trivial.
2
Theorem 2.1.7 The nonlinear generator (2.4) has maximal period length 2e−1 if
and only if
a ≡ 1 (mod 4) and b ≡ 2 (mod 4) (2.7)
Proof :
By definition of the generator in (2.4) we have a ≡ 1 (mod 2), b ≡ 0 (mod 2)
and x0 ≡ 1 (mod 2). These assumptions show that the sequence (xn) is a subset of
18
the multiplicative group Z∗2e . Therefore the period length of the generator in (2.4)
is at most φ(2e) = 2e−1. Without loss of generality we assume that x0 = 1 in what
follows.
First, suppose that the generator in (2.4) is maximal period length 2e−1 for some
e ≥ 3. If e = 2 then the maximal period length is φ(4) = 2 and x2 ≡ x0 ≡ 1
(mod 4). When e = 3, the period length is 4 and x4 ≡ 1 (mod 8), x2 6≡ 1 (mod 8).
Therefore x2 ≡ 5 (mod 8). For x ∈ Z∗23 , x−1 ≡ x (mod 8) and a ∈ {1, 3, 5, 7},
b ∈ {0, 2, 4, 6}. Hence, it follows that
x2 ≡ ax−11 + b
x2 ≡ a(a+ b)−1 + b ≡ a(a+ b) + b ≡ (a+ 1)b+ 1 (mod 8) (2.8)
Therefore, (a + 1)b ≡ 4 (mod 8), i.e, (a + 1)b ≡ 0 (mod 4). Now there are 3
cases:
1. b ≡ 0 (mod 4)
2. a ≡ 3 (mod 4)
3. b ≡ 2 (mod 4) and a ≡ 1 (mod 4)
Case 1 implies that b ≡ 0 (mod 8) or b ≡ 4 (mod 8). First one leads to the
contradiction that (a + 1)b ≡ 0 (mod 8) and second one implies a ≡ 0 (mod 8),
which is not true. From case 2, it follows that a ≡ 3 (mod 8) or a ≡ 7 (mod 8).
First one implies that b ≡ 1 (mod 8) which is impossible and second one leads to
the contradiction that (a+ 1)b ≡ 0 (mod 8). Therefore, case 3 true.
Conversely, suppose that b ≡ 2 (mod 4) and a ≡ 1 (mod 4). For e = 3, (2.7) and
(2.8) imply that the period length of the generator is 4. Now, we assume that the
generator (2.4) has period length 2f−1 modulo 2f for every integer with 3 ≤ f ≤ e−1.
Note that, xn 6≡ 1 (mod 2f+1) for n ∈ Z2f \ {0, 2f−1}, otherwise, xn ≡ 1 (mod 2f )
for n ∈ Z2f \ {0, 2f−1}, which contradicts our assumption. Therefore, we only need
to show that x2f−1 ≡ 2f + 1 (mod 2f+1).
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Define a new sequence (yn) by
yn ≡ byn−1 + ayn−2 (mod 2e) (2.9)
yn ∈ Z2e , n ≥ 2 with y0 = y1 = 1. a + b ≡ 1 (mod 2) it follows that yn ≡ 1
(mod 2) for n ≥ 0 by induction on n. Consider
yn+1 ≡ ayn−1 + byn (mod 2e)
Multiply both sides by y−1n , then
yn+1y
−1
n ≡ a(yny−1n+1)−1 + b (mod 2e)
By keeping in mind that x0 = y0 = y1 and looking at the generator in (2.4), it
is easily seen that
xn ≡ yn+1y−1n (mod 2e) , n ≥ 0 (2.10)
a ≡ 1 (mod 4) and b ≡ 2 (mod 4) implies that there are integers α, β such that
a = 4α+ 1 and b = 4β + 2. So, (2.9) yields yn
yn+1
 ≡
 yn
ayn−1 + byn
 ≡ A ·
 yn−1
yn

≡ A2
 yn−2
yn−1
 ≡ · · · ≡ An
 y0
y1

≡ An
 1
1

where the matrix A is defined as in (2.5). Therefore the lemma yields
 y2f−1
y2f−1+1
 ≡ A2f−1
 1
1
 ≡
 2f (α + β) + 1
2f (α+ β + 1) + 1
 (mod 2f+1)
Since
y22f−1 ≡ 22f (α + β)2 + 2f+1(α+ β) + 1 ≡ 1 (mod 2f+1)
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y−1
2f−1 ≡ y2f−1 (mod 2f+1)
equation (2.10) gives us
x2f−1 ≡ y2f−1y2f−1+1 ≡ (2f (α + β) + 1)(2f (α+ β + 1) + 1)
2
2.2. The Period Length of the Power Generator
Let e ≥ 2 ,m ≥ 1 and ϑ be integers such that gcd(ϑ,m) = 1 . Then the power
generator is defined as
un ≡ uen−1 (mod m), 0 ≤ un ≤ m− 1, n = 1, 2, . . . (2.11)
with initial value u0 = ϑ . When gcd(e, φ(m)) = 1 where φ(m) is the Euler’s phi
function function, this generator is known as the RSA generator and in the case
e = 2, it is called as the Blum- Blum- Shub generator.
We define the Carmicheal function, λ(n) as the largest possible order of elements
of the unit group in the residue ring modulo n, for n ≥ 1 . In other words, for a
prime power pk,
λ(pk) =
 pk−1(p− 1) , if p ≥ 3 or k ≤ 22k−2 , if p = 2 and k ≥ 3
and for n = pk11 . . . p
kr
r ,
λ(n) = lcm(λ(pk11 ), . . . , λ(p
kr
r ))
If gcd(e, λ(m)) = 1, then e is a unit in the residue ring modulo λ(m) and
eλ(λ(m)) ≡ 1 (mod λ(m)) by the definition of the Carmicheal function. So, there
21
exists α ∈ Z such that eλ(λ(m)) = αλ(m) + 1 . At the same time, gcd(υ,m) = 1
implies that ϑ is a unit in the residue ring modulo m and ϑλ(m) ≡ 1 (mod m) .
Hence
ϑe
λ(λ(m))
= ϑαλ(m)+1 ≡ ϑ (mod m)
i.e,
uλ(λ(m)) = u0 .
This shows us that the sequence generated by (2.11) is purely periodic.
For integers g andM ≥ 2 with gcd(g,M) = 1 denote by ordMg the multiplicative
order of g moduloM . Let t be the smallest integer such that ut ≡ ϑet ≡ ϑ (mod m) .
Then et ≡ 1 (mod ordmϑ) and the smallest t satisfying this condition is t = ordse
where s = ordmϑ . Hence the period length of the sequence is t = ordse and λ(λ(m))
is the largest possible period.
The following result which was proved in Friedlander, Pomerance and Shparlinski
[13], gives the lower bound on the period length of the sequence (un)n≥0 generated
by (2.11) with m = pl when the primes p, l, the initial value ϑ with gcd(ϑ,m) = 1
and the exponent e ≥ 2 are chosen randomly.
Theorem 2.2.8 For Q sufficiently large, for any ∆ ≥ 6(log logQ)3 , and for all
pairs prime pairs (p, l) , 1 < p < l ≤ Q , except at most Q2 exp(−0, 1(∆ log∆)1/3)
of them, the following statement holds. For all pairs (ϑ, e) with
1 ≤ ϑ ≤ m− 1, 1 ≤ e ≤ λ(m), gcd(ϑ,m) = gcd(e, λ(m)) = 1,
where m = pl , except at most mλ(m) exp(−0, 2∆) of them, the period t of the
sequence (un) given by (2.11) satisfies
t ≥ Q2 exp(−∆)
With the below theorem given in [13], we have the lower bound of the period of
Blum-Blum-Shub generator, that is, the case where the exponent is e = 2 . Here,
p, l, ϑ are arbitrary.
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Theorem 2.2.9 Given ² > 0 , there exist positive constants c, γ such that for Q
sufficiently large, there are more than cQ2/(logQ)4 prime pairs (p, l), p < l ≤ Q
such that for all integers ϑ with
1 ≤ ϑ ≤ m− 1 and gcd(ϑ,m) = 1 ,
where m = pl , except at most m1−γ of them, the period t of the sequence (un) given
by (2.11) with e = 2 satisfies
t ≥ cQ1−² .
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CHAPTER 3
ANALYSIS OF PSEUDORANDOM SEQUENCES
The outcome of a stochastic simulation depends on the quality of the PRNs.
The sequences generated by the classical linear congruential method show a coarse
lattice structure which causes undesirable regularities that can make the generated
PRNs useless for simulations that requires random irregularities and the problem
can not be overcome by any choice of the parameters. This fact was first pointed
out in Marsaglia’s famous paper “Random numbers fall mainly in the planes” [19],
which provided the motivation for the study of nonlinear methods for the generation
of PRNs. In this chapter we are going to deal with the distribution properties of
nonlinear PRN generators.
3.1. Lattice Test
In this section we will consider recursive congruential generators of the form
xn+1 ≡ g(xn) , xn+1 ∈ Fq , n ≥ 0 (3.1)
where the modulus q = pk , k ≥ 1 , is a power of a prime p, x0 ∈ Fq, and
f : Fq → Fq denotes a function such that the generator in (3.1) has maximal period
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length, i.e, {x0, x1, . . . , xq−1} = Fq . Eichenauer, Grothe and Lehn studied nonlinear
generators in (3.1) and established results on the performance of these generators
under the lattice test in [9]. Later, in [22], Niederreiter presented a quicker approach
to their results and made some improvements by using linear recurring sequences
and permutation polynomials . He also improved the results on the performance of
the inversive congruential generator under the lattice test which were given in [9]
.We will mainly follow his treatment.
3.1.1. Nonlinear congruential generators and the lattice test
In order to avoid trivial cases, we assume that p ≥ 5 and that the generator (3.1)
is not additive, hence there exists no α ∈ F∗p such that
f(x) ≡ x+ α (mod p) , x ∈ Fp (3.2)
Define the difference operator ∆k on a sequence (yn), n = 0, 1, ... of elements of
a field F as:
∆0yn = yn, ∆
kyn = ∆
k−1yn+1 −∆k−1yn
for k ≥ 1.
Lemma 3.1.1
∆kyn =
k∑
j=0
(−1)k−j
(
k
j
)
yn+j
Proof : The proof is by induction on k. When k = 0, ∆0yn = yn by definition
and
∑k
j=0(−1)k−j
(
k
j
)
yn+j becomes yn. So, the basis step is complete. Now, assume
that
∆kyn =
k∑
j=0
(−1)k−j
(
k
j
)
yn+j
for some k ≥ 0. We want to show that
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∆k+1yn =
k+1∑
j=0
(−1)k+1−j
(
k + 1
j
)
yn+j
.
∆k+1yn = ∆
kyn+1 − ∆kyn =
k∑
j=0
(−1)k−j
(
k
j
)
yn+1+j −
k∑
j=0
(−1)k−j
(
k
j
)
yn+j
Replace j by j − 1 in the first sum, hence we get
k+1∑
j=1
(−1)k−j+1
(
k
j − 1
)
yn+j −
k∑
j=0
(−1)k−j
(
k
j
)
yn+j
Taking out j = k + 1 term from the first sum and j = 0 term from the second sum
yields
= (−1)0
(
k
k
)
yn+k+1 +
k∑
j=1
(−1)k−j+1
((
k
j − 1
)
+
(
k
j
))
yn+j − (−1)k
(
k
0
)
yn
since
(
k
k
)
=
(
k+1
k+1
)
and
(
k
0
)
=
(
k+1
0
)
= (−1)0
(
k + 1
k + 1
)
yn+k+1 +
k∑
j=1
(−1)k−j+1
((
k + 1
j
))
yn+j + (−1)k+1
(
k + 1
0
)
yn
hence we get the desired equality
∆k+1yn =
k∑
j=0
(−1)k−j
(
k
j
)
yn+j
.
2
Remark 3.1.1 Let h(x) ∈ F [x] with deg(h) < k. Then
∆kh(n) = 0 (3.3)
Since we assumed that the generator in (3.1) yields a sequence of period p, we
can write xn+p = xn for n ≥ 0. Now, (xn) can be viewed as a linear recurring
26
sequence with characteristic polynomial xp− 1 = (x− 1)p. The minimal polynomial
of (xn) which is a divisor of (x − 1)p by Theorem 1.1.1, is of the form (x − 1)t
with 1 ≤ t ≤ p . t 6= 0 since (xn) is not the zero sequence.
From (1.5), it follows that
xn =
s∑
j=0
(
n+ j
j
)
aj = g(n) for all n ≥ 0 (3.4)
where s = t− 1 , aj ∈ Fp and g ∈ Fp[x] with deg(g) ≤ s . If deg(g) < s then
∆sg(n) = ∆sxn =
s∑
j=0
(−1)s−j
(
s
j
)
xn+j = 0
and hence (x− 1)s with s = t− 1 is a characteristic polynomial of (xn), which is a
contradiction to the definition of the minimal polynomial. Therefore deg(g) = s .
Lemma 3.1.2 We always have 1 ≤ s ≤ p− 2 and if s > 1, then s does not divide
p− 1. In the non-additive case, s ≥ 3.
Proof :
Since {g(0), g(1), ..., g(p− 1)} = Fp, g is a permutation polynomial of Fp. This
implies that s 6= 0. If s > 1, then by lemma 1.1.4, s does not divide p−1. Therefore,
1 ≤ t ≤ p implies 1 ≤ s ≤ p− 2. The generator is called additive if xn+1 = xn+α
for all n ≥ 0 with x0 ∈ Fp where α ∈ F∗p. This means ∆xn is a constant which is
α here. In the non-additive case, s 6= 1 otherwise the generator is additive, s 6= 2
either, since p ≥ 5 and s can not divide p − 1 by the same reason as above. Thus,
s ≥ 3 in the non-additive case.
2
Now, let
νdi = (xi, xi+1, . . . , xi+d−1)
T ∈ Fdp, i ≥ 0 (3.5)
denote the vectors of d ≥ 2 consecutive PRNs and let
ωdi = ν
d
i − νd0 ∈ Fdp i ≥ 0 (3.6)
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be the corresponding difference vectors.
Let
ui = (0, xi+1 − xi, xi+2 − xi, . . . , xi+p−1)T , ui ∈ Fpp, i ≥ 0 (3.7)
be a sequence of difference vectors of p consecutive PRNs and denote by
Gd = (u0,u1, . . . ,ud−1)T = (ωd0 , ω
d
1 , . . . , ω
d
p−1) ∈ Fd×pp (3.8)
the d× p matrix whose rows are the vectors u0,u1, . . . ,ud−1 .
Lemma 3.1.3
s∑
j=0
(−1)s−j
(
s
j
)
uk+j = 0
for all k ≥ 0 where un is defined as in (3.7).
Proof :
For any h ≥ 0,
s∑
j=0
(−1)s−j
(
s
j
)
(xk+j+h − xk+j) =
s∑
j=0
(−1)s−j
(
s
j
) k+h−1∑
n=k
(xj+n+1 − xj+n)
=
s∑
j=0
(−1)s−j
(
s
j
) k+h−1∑
n=k
∆xj+n
=
k+h−1∑
n=k
s∑
j=0
(−1)s−j
(
s
j
)
∆j+nx
=
k+h−1∑
n=k
∆s(∆xn) =
k+h−1∑
n=k
∆s+1xn
= ∆s+1g(n) = 0
where the last step follows from the fact that deg(g) = s.
2
Lemma 3.1.4 Let Gd be the d × p matrix over Fp which was defined in (3.8).
Then rank(Gd) = d for d ≤ s and rank(Gd) = s for d > s.
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Proof :
For k = 0, Lemma 2 shows us that us is a linear combination of u0,u1, . . . ,us−1
which implies that rank(G(s+1)) ≤ s. From the definition of the matrix Gd (3.8),
we can see that the columns of the matrix are the vectors ωs+10 , ω
s+1
1 , . . . , ω
s+1
p−1. The
congruential sequence (xn) in (3.1) has a minimal polynomial of degree t = s + 1,
hence by theorem 1.1.3, the vectors νs+10 , ν
s+1
1 , . . . , ν
s+1
s are linearly independent.
Therefore the vectors ωs+11 , ω
s+1
2 , . . . , ω
s+1
s are linearly independent which yields
rank(Gs+1) ≥ s (Note that ωs+10 = 0). Thus, rank(Gs+1) = s and the rows
of the matrix, u0,u1, . . . ,us−1 are linearly independent. Hence, for any d ≤ s,
rank(Gd) = d since the rows of the matrix, u0,u1, . . . ,ud−1 are linearly indepen-
dent. From lemma 3.1.3 we see that, for any d > s, ud is a linear combination of
u0,u1, . . . ,us−1. Therefore rank(Gd) = s for any d > s.
2
Let
V d = {υ ∈ Fdp|υ =
d−1∑
i=0
ziω
d
i (mod p); z1, ..., zp−1 ∈ Fp} (3.9)
The set V d is called as the d-lattice of the generator (3.1) spanned by the vectors
ωd0 , ω
d
1 , . . . , ω
d
p−1 in Fdp. Marsaglia proposed the following lattice test that can be
applied to generators of the form (3.1). The generator passes the lattice test for
fixed d ≥ 2 if V d = Fdp and it fails the d-lattice test if V d 6= Fdp.
There is a connection between the d-lattice V d and the matrix Gd. The following
lemma [9] establishes this relation.
Lemma 3.1.5 The generator (3.1) passes d-dimensional lattice test for fixed d ≥ 2
if and only if its d-matrix has rank d.
Proof :
First, note that V d is the column space of Gd. Then the proof follows from the
fact that the condition rank(Gd) = d is equivalent to V d = Fdp .
2
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Lemma 3.1.6 The generator (3.1) passes the d-dimensional lattice test for any
d ≤ s and it fails the test for any d > s.
Proof : Proof follows from lemma (3.1.5) and lemma (3.1.4)
2
The performance of the special nonlinear generator
xn+1 =
 b if xn = 0ax−1n + b if xn 6= 0 (3.10)
where a, b ∈ Fp and n ≥ 0 was considered in [9]. We choose a, b such that (xn)
has period p and {x0, x1, ..., xp−1 = Fp}. The conditions on a, b under which (xn)
has maximal period p is studied in chapter 2.
Theorem 3.1.7 The generator in (3.10) passes the d-dimensional lattice test for
all d ≤ p+1
2
Proof : It suffices to show that s ≥ p+1
2
. Let zn = xnxn+1 − bxn − a. Then zn is
zero for p − 1 of the values z0, z1, ..., zp−1. Hence p − 1 ≤ 2s, i.e, s ≥ p−12 . But
s = p−1
2
is impossible since s does not divide p− 1. Therefore s is an integer implies
s ≥ p−1
2
+ 1 = p+1
2
.
2
Now, consider the sequence (xn) of elements of Fq,with period q and {x0, x1, ..., xq−1}
= Fq where q ≥ 3 is an arbitrary prime power . We can develop a theory for this
case analogous to the prime modulus case.
(xn) can be viewed as a linear recurring sequence since xn+q = xn for all n ≥ 0.
A characteristic polynomial of this sequence is xq− 1 = (x− 1)q. Hence its minimal
polynomial is of the form (x − 1)t with 1 ≤ t ≤ q. Again, by (1.5), we have the
representation,
xn =
s∑
j=0
(
n+ j
j
)
aj (3.11)
for all n ≥ 0,where s = t− 1 and aj ∈ Fq. (xn) is additive if ∆xn is constant.
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Theorem 3.1.8 1 ≤ s ≤ q − 2 and in the non-additive case s ≥ 3 for q ≥ 5.
Proof : If s = 0 then by (3.11) xn = a0 for all n ≥ 0, so (xn) is a constant sequence
which is a contradiction. Suppose s = q − 1. Then the minimal polynomial of (xn)
has degree t = s+ 1 = q and by theorem 1.1.3
xn = (xn, xn+1, ..., xn+q−1) 0 ≤ n ≤ q − 1
are linearly independent. Each component of
q−1∑
n=0
xn =
q−1∑
n=0
(xn, xn+1, ..., xn+q−1)
is equal to
q−1∑
k=0
xn+j+k =
∑
c∈Fq
c = 0
for all 0 ≤ j ≤ q− 1 by lemma (1.1.5) since q ≥ 3. Therefore∑q−1n=0 xn = 0 which is
a contradiction. So, 1 ≤ s ≤ q − 2.
If q ≥ 5 is prime in the non-additive case, then s ≥ 3 by Lemma 3.1.2. If q = pe
where p ≥ 3 is a prime, e ≥ 2 and s ≤ 2, then
xn =
s∑
j=0
(
n+ j
j
)
aj
yields xp = x0 for s = 1 and s = 2 which is a contradiction to the assumption that
the period length of (xn) is q. If q = 2
e such that e ≥ 3 and s ≤ 2, then x4 = x0
which is a contradiction.
2
Remark 3.1.2
(
n
m
)
= 0 for m < 0.
Lemma 3.1.9
∑s
j=0(−1)s−j
(
s
j
)
uk+j = 0 for all k ≥ 0 where
un = (0, xn+1 − xn, xn+2, ..., xn+q−1 − xn) ∈ Fqq
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Proof :
s∑
j=0
(−1)s−j
(
s
j
)
uk+j =
s∑
j=0
(−1)s−j
(
s
j
)
(0, xk+j+1 − xk+j, . . . , xk+j+q−1 − xk+j)
Now we will show that each component of the above vector is 0. Let h ≥ 0.
Then
s∑
j=0
(−1)s−j
(
s
j
)
(xk+j+h − xk+j) =
s∑
j=0
(−1)s−j
(
s
j
) k+h−1∑
n=k
∆xj+n
Proceeding as in the proof of Lemma 3.1.3 we get
=
k+h−1∑
n=k
∆s+1(xn) =
k+h−1∑
n=k
∆s+1
s∑
j=0
(
n+ j
j
)
aj
=
s∑
j=0
aj
k+h−1∑
n=k
∆s+1
(
n+ j
j
)
Now, we want to show that
∆r
(
n+ j
j
)
=
(
n+ j
j − r
)
(3.12)
by induction on r.
When j = 0
∆0
(
n+ j
j
)
=
(
n+ j
j
)
=
(
n+ j
j − 0
)
Suppose that
∆r
(
n+ j
j
)
=
(
n+ j
j − r
)
for some r ≥ 0.Then
∆r+1
(
n+ j
j
)
= ∆r
(
n+ 1 + j
j
)
−∆r
(
n+ j
j
)
=
(
n+ 1 + j
j − r
)
−
(
n+ j
j − r
)
=
(
n+ j
j − r − 1
)
32
Hence,
∆s+1
(
n+ j
j
)
=
(
n+ j
j − s− 1
)
= 0
for 0 ≤ j ≤ s by the previous remark. Therefore
s∑
j=0
(−1)s−j
(
s
j
)
(xk+j+h − xk+j) =
s∑
j=0
aj
k+h−1∑
n=k
∆s+1
(
n+ j
j
)
= 0
for each 0 ≤ h ≤ q − 1. So the result follows.
2
Theorem 3.1.10 Let Gd be the d × q matrix over Fq whose rows u0,u1, . . . ,ud−1
are as given in Lemma 3.1.9. Then rank(Gd) = d for d ≤ s and rank(Gd) = s for
d > s.
Proof : This theorem is a generalization of lemma 3.1.4 and it can be proved in the
same way. But here lemma 3.1.9 is used instead of Lemma 3.1.3.
2
Let (xn) be a sequence of elements in Fq generated by (3.10)with period length q
and {x0, ..., xq−1} = Fq.
Theorem 3.1.11 The sequence (xn) defined as in (3.10) in Fq passes the d-dimensional
lattice test for all d ≤ q+1
2
if q ≥ 4.
Proof : The special sequence (xn) generated by inversive congruential generator
with modulo q passes the d-dimensional lattice test for d ≤ s. So, it suffices to show
that s ≥ q
2
. Let zn = xnxn+1 − bxn − a , n ≥ 0.
∆2s+1zn = ∆
2s+1(xnxn+1 − bxn − a)
By, induction on r, it can be shown that
∆rzn = ∆
r(xnxn+1)− b∆rxn
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for r ≥ 0. Hence,
∆2s+1zn = ∆
2s+1(xnxn+1)− b∆2s+1xn = ∆2s+1(xnxn+1) ,
since
∆2s+1xn =
s∑
j=0
aj∆
2s+1
(
n+ j
j
)
=
s∑
j=0
aj
(
n+ j
j − 2s− 1
)
= 0
by remark 3.1.2. Therefore, (3.3) implies,
∆2s+1zn =
s∑
j,k=0
ajak∆
2s+1
(
n+ j
j
)(
n+ 1 + k
k
)
= 0
since
(
n+j
j
)(
n+1+k
k
)
can be viewed as a polynomial in n with degree j + k ≤ 2s.
Now, by lemma 3.1.1, we can write
2s+1∑
j=0
(−1)2s+1−j
(
2s+ 1
j
)
zn+j = 0 (3.13)
for all n ≥ 0. When xn 6= 0
zn = xnxn+1 − bxn − a = 0
and when xn = 0
zn = −a .
Therefore, among any q consecutive terms of the sequence (zn), q − 1 of them
are zero and only one of them is different from zero. Suppose, we had 2s+1 ≤ q−1
and choose n such that zn 6= 0, then zn+j = 0 for 1 ≤ j ≤ 2s+ 1 . If q is even then
1 ≤ j ≤ 2s+ 1 and s ∈ Z yields s ≥ q
2
. Now, suppose that q ≥ 5 is odd.
∆sxn =
s∑
j=0
aj∆
s
(
n+ j
j
)
=
s∑
j=0
aj
(
n+ j
j − s
)
= as
as 6= 0 since (x− 1)s+1 is the minimal polynomial of (xn) .
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q−1∑
n=0
x2n =
s∑
j,k=0
ajak
q−1∑
n=0
(
n+ j
j
)(
n+ k
k
)
(3.14)
Fix j, k ≥ 0 and let υn =
(
n+j
j
)(
n+k
k
)
n ≥ 0. We consider υn as a sequence of
elements in Fp. Then ∆j+k =
(
j+k
j
)
and ∆j+k+1 = 0 for all n ≥ 0 since υn can be
viewed as a polynomial in n of degree j + k . By comparing the results above and
(1.5),(3.12) we get,
υn =
j+k∑
h=0
(
n+ h
h
)
bh
for all n ≥ 0 with bh ∈ Fp and bj+k =
(
j+k
j
)
. Therefore
q−1∑
n=0
(
n+ j
j
)(
n+ k
k
)
=
j+k∑
h=0
bh
q−1∑
n=0
(
n+ h
h
)
=
j+k∑
h=0
bh
h+q−1∑
r=h
(
r
h
)
=
j+k∑
h=0
bh
(
q + h
h+ 1
)
(3.15)
Let e(r,m) be the largest exponent such that pe(r,m) divides
(
r
m
)
where r ≥ m ≥
0 . Then by lemma 6.39 in [17],
e(r,m) = Ep(r)− Ep(r −m)− Ep(m)
=
r − s(m)− (r −m) + s(r −m)−m+ s(m)
p− 1
=
s(m) + s(r −m)− s(r)
p− 1
where s(n) is the sum of digits in the representation of n to the base p. e(q +
h, h+1) > 0 for 0 ≤ h < q− 1, hence (q+h
h+1
)
= 0 in Fp for 0 ≤ h < q− 1 and the sum
q−1∑
n=0
x2n =
s∑
j,k=0
ajak
j+k∑
h=0
bh
(
q + h
h+ 1
)
= 0
for 0 ≤ j + k < q − 1 .
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If we had s = q−1
2
, then for j = k = s , j+ k = q− 1 and for h = j+ k = q− 1
the term
(
q+h
h+1
) 6= 0 and
q−1∑
n=0
x2n = a
2
s
q−1∑
n=0
(
n+ s
s
)2
= a2s
(
q − 1
q−1
2
)(
2q − 1
q
)
e(q − 1, q−1
2
) = 0 = e(2q − 1, q), hence ∑q−1n=0 x2n 6= 0 . But, lemma 1.1.5 and
{x0, x1, . . . , xq−1} = Fq implies
q−1∑
n=0
x2n = 0
which is a contradiction. So s > q−1
2
, i.e, s ≥ q+1
2
.
2
Now, we characterize the generators (3.1) with prime modulus p and maximal
period length which passes the d-dimensional lattice test for all d ≤ p−2 by following
the treatment of [12].
Theorem 3.1.12 A nonlinear generator passes d-dimensional lattice test exactly
for all dimensions
d ≤ max{k ≤ p− 2|
∑
n∈Fp
np−1−kxn 6≡ 0 (mod p)}
Proof : Let g be the permutation polynomial over Fp defined by g(n) = xn where
n ∈ Fp. Then g can be written as
g(t) =
∑
n∈Fp
(1− (t− n)p−1)xn
=
∑
n∈Fp
xn −
∑
n∈Fp
(
p−1∑
k=0
(−1)p−1−k
(
p− 1
k
)
np−1−ktj
)
xn
By Lemma (1.1.5),
∑
n∈Fp xn = 0, hence the sum becomes
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=p−1∑
k=0
(−1)k+1(p− 1
k
)∑
n∈Fp
np−1−kxn
 tk
By the same lemma, the term for k = p− 1 is zero, therefore we get
g(t) =
p−2∑
k=0
(−1)k+1(p− 1
k
)∑
n∈Fp
np−1−kxn
 tk
Hence
max{k ≤ p− 2|
∑
n∈Fp
np−1−kxn 6≡ 0 (mod p)}
represents the degree of g. By Lemma 3.1.6 the generator passes the d-dimensional
lattice test for all
d ≤ max{k ≤ p− 2|
∑
n∈Fp
np−1−kxn 6≡ 0 (mod p)}
2
Corollary 3.1.13 A nonlinear congruential generator passes d-dimensional lattice
test for all dimensions d ≤ p− 2 if and only if∑
n∈Fp
nxn 6≡ 0 (mod p)
Now, we give an example of a generator which behaves optimally under d-
dimensional lattice test although it is in fact an extremely bad generator. This
demonstrates the weakness of the test and indicates that it should be applied in
addition to other criteria for selecting good PRN generators.
Example 3.1.3 The nonlinear generator which generates the sequence (xn)n≥0 with
{x0, x1, ..., xp−1} = {0, 1, ..., p− 3, p− 2, p− 1}
passes d-dimensional lattice test for all dimensions d ≤ p− 2.
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Proof : ∑
n∈Fp
nxn =
p−3∑
n=1
n2 + 2(p− 1)(p− 2) ≡ −1 (mod p)
Therefore the generator passes d-dimensional lattice test for all d ≤ p− 2. But this
generator shows extremely bad behaviour with respect to standard statistical tests
for the randomness of uniform PRNs.
2
The inversive congruential generators with prime modulus do not show the lattice
structure of the widely used linear congruential generator and they posses even a
stronger property: any hyperplane in d-space contains at most d points generated
generated by the inversive method. This was shown by Eichenauer-Herrmann in [2].
Let p ≥ 3 be a prime number and denote by Zp,1 = {1, 2, . . . , p − 1} the set
of positive integers less than p. For integers a, b ∈ Zp,1, an inversive congruential
sequence (xn)n≥0 is obtained by the recursion
xn+1 ≡
 b if xn = 0ax−1n + b (mod p) if xn 6= 0 (3.16)
n ≥ 0 and xn ∈ Zp,1 . Suppose that the sequence defined has maximal period p.
Let 2 ≤ d < p be an integer and define
Vd = {(xn, . . . , xn+d−1) ∈ Zdp| xn, . . . , xn+d−2 6= 0 , 0 ≤ n > p}
the set of d-tuples of consecutive PRNs generated by the inversive congruential
method, the d-tuples with zeros in the first d − 1 coordinates are omitted. Let
α0, . . . , αd ∈ Zp be arbitrary elements with (α0, . . . , αd) 6= (0, . . . , 0). Then the set
H = {(z1, . . . , zd) ∈ Zdp |α1z1 + · · ·+ αdzd ≡ α0}
is a hyperplane in Zdp .
To prove the main theorem we need auxiliary results. Let Zp,0 = Zp . A function
f1 : Zp,1 −→ Zp is given by
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f1(x) ≡ ax−1 + b (mod p) .
For 2 ≤ k < p , the sets Zp,k and the functions fk : Zp,k → Zp are defined recursively
by
Zp,k = {x ∈ Zp−1,k| fk−1(x) 6≡ 0}
and
fk(x) = f1(fk−1(x))
Let pi0 : Zp → Zp be defined as pi0(x) = x and for 1 ≤ k < p define pik : Zp,k → Zp
by
pik(x) ≡ x
k∏
j=1
fj(x) (mod p)
A linear congruential sequence (τn)n≥0 in Zp is given by τ0 = 0 , τ1 = 1 and
τn ≡ bτn−1 + aτn−2 (mod p) n ≥ 2
and for 0 ≤ k < p, linear functions `k : Zp → Zp are defined by
`(x) ≡ τk+1x+ τka (mod p)
Lemma 3.1.14 The function pik is the restriction of the linear function `k to the
set Zp,k for 0 ≤ k < p , i.e, pik(x) = `k(x) for x ∈ Zp,k
Proof : The proof is by induction on k. For k = 0, pi0(x) = x and `0(x) = τ1x+τ0a =
x. Hence their values are the same. Suppose that pik(x) = `k(x) for some integer k
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with 0 ≤ k < p− 1 where x ∈ Zp,k. Then
pik+1(x) ≡ x
k+1∏
j=1
fj(x) ≡ xfk+1(x)fk(x) . . . f2(x)f1(x) ≡ xpik(f1(x))
≡ `k(f1(x)) ≡ x(τk+1f1(x) + τka)
≡ x(τk+1(ax−1 + b) + τka) ≡ τk+1a+ (τk+1b+ τka)x
≡ `k+1(x)
for x ∈ Zp,k+1 since,
fn+1(x) = f1(fn(x)) = · · · = f1(f1(. . . f1(f1(x)))
= f1(fn−1(f1(x))) = fn(f1(x))
for every n ≥ 1 .
2
τ1, τ2, . . . , τp 6= 0, therefore ξk ∈ Zp with ξk ≡ −τ−1k+1τka (mod p) is the unique
zero of the linear function `k for 0 ≤ k < p .
Lemma 3.1.15 The zeros ξ0, . . . , ξp−1 of the linear functions `0, . . . , `p−1 are pair-
wise different, i.e, {`0, . . . , `p−1} = Zp
Proof : Define elements yk ∈ Zp by yk ≡ τk+1τ−1k (mod p) for 1 ≤ k ≤ p. Then
yk+1 ≡ τk+2τ−1k+1 ≡ (bτk+1 + aτk)τ−1k+1
≡ b+ aτkτ−1k+1 ≡ ay−1k + b (mod p)
for 1 ≤ k < p .
y1 ≡ b (mod p) where b ∈ Zp,1 and the parameters a, b in the above equality
are the same with the generator in (3.16) which has maximal period. This means
{y1, . . . , yp} = {x0, . . . , xp−1} = Zp but not necessarily in the same order, since the
first elements may be different. Now,
ξk ≡ −τ−1k+1τka ≡ b− yk (mod p)
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for 0 ≤ k < p, implies that ξ0, . . . , ξp−1 are pairwise different since y1, . . . , yp are
pairwise different.
2
Let α0, α1, . . . , αd ∈ Zp such that (α0, α1, . . . , αd) 6= (0, 0, . . . , 0) and let Pd :
Zp → Zp be a polynomial defined by
Pd(x) ≡ (α1x− α0)
d−2∏
j=0
`j(x) +
d∑
k=2
αk`k−1(x)
d−2∏
j=0
j 6=k−2
`j(x) (mod p)
Lemma 3.1.16 The polynomial has at most d zeros.
Proof : First of all we should show that the polynomial above is not identically zero.
Suppose that Pd(x) = 0 for all x ∈ Zp . Now consider Pd(ξi). By our assumption
Pd(ξi) = 0 but also for 0 ≤ i ≤ d− 2
Pd(ξi) ≡ αi+2`i+1(ξi)
d−2∏
j=0
j 6=i
`j(x) (mod p)
since ξi is the zero of the `i(x) and for only k = i + 2, Pd(ξi) has
nonzero summands. Therefore our assumption and lemma 3.1.15 implies that
αi+2 = 0 for 0 ≤ i ≤ d− 2 and hence
Pd(x) ≡ (α1x− α0)
d−2∏
j=0
`j(x) (mod p)
for x ∈ Zp . From our assumption, it follows that Pd(ξd−1) = Pd(ξd) = 0 and lemma
3.1.15 implies that α0 = α1 = 0. But this contradicts (α0, α1, . . . , αd) 6= (0, 0, . . . , 0)
and shows that the polynomial Pd(x) is not identically zero. Since the degree of
Pd(x) is at most d, it can have at most d zeros.
2
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Now, we can prove the main theorem in [2]
Theorem 3.1.17 Any hyperplane H in Zdp contains at most d points of the set Vd.
Proof : x ∈ Zp,d−1 implies x 6= 0 and fk(x) 6= 0 for 1 ≤ k ≤ d− 2. Furthermore, x
together with fk(x) for 1 ≤ k ≤ d−1 defines d consecutive elements of the sequence
in (3.16) since fk(x) = f1(fk−1(x)). Hence we can write the set Vd as
Vd = {(x, f1(x), . . . , fd−1(x)) ∈ Zdp | x ∈ Zp,d−1}
Therefore
# (H ∩ Vd) = # {x ∈ Zp,d−1 | α1x+ α2f1(x) + · · ·+ αdfd−1(x) ≡ α0 (mod p)}
= #{x ∈ Zp,d−1 | (α1x+α2f1(x)+· · ·+αdfd−1(x))
d−2∏
j=0
pij(x) ≡ α0
d−2∏
j=0
pij(x) (mod p)}
= #{x ∈ Zp,d−1 |(α1x−α0)
d−2∏
pij(x)+
d∑
k=2
αkfk−1(x)pik−2(x)
d−2∏
j=0
j 6=k−2
pij(x) ≡ 0 (mod p)}
= #{x ∈ Zp,d−1 |(α1x− α0)
d−2∏
pij(x) +
d∑
k=2
αkpik−1(x)
d−2∏
j=0
j 6=k−2
pij(x) ≡ 0 (mod p)}
for any hyperplane H in Zdp . By lemma 3.1.14 pij(x) = `j(x) for 0 ≤ j ≤ d− 1,
since x ∈ Zp,d−1. So, the elements in Zp,d−1 that satisfies the last statement are just
the zeros of the polynomial Pd(x) and by lemma 3.1.16, the number of zeros can not
exceed d. Therefore #(H ∩ VD) ≤ d .
2
This result shows that inversive congruential generators do not fall on the planes
in contrast to the linear congruential method. Hence, they are suitable for simulation
problems which require random irregularities.
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3.2. Estimates For The Discrepancy Of The Inversive Congruential
Generators
3.2.1. Upper Bounds
In this section, the statistical independence properties of the PRNs with prime
modulus generated by (3.16) will be studied. A reliable theoretical test for the
statistical independence is the serial test which employs the discrepancy of tu-
ples of successive PRNs. For a given dimension k ≥ 2 and arbitrary N points
t0, t1, . . . , tN−1 ∈ [0, 1)k the discrepancy is defined by
DN(t0, t1, . . . , tN−1) = sup
J
|FN(J)− V (J)|
where the supremum is taken over all subintervals J of [0, 1)k , FN(J) is N
−1 times
the number of terms among t0, t1, . . . , tN−1 in J and V (J) is the volume of J . If
x0, x1, . . . , is a sequence of uniform PRNs in [0, 1) which is purely periodic with
period τ , then we consider the points
xn = (xn, xn+1, . . . , xn+k−1) ∈ [0, 1)k
for n = 0, 1, . . . , τ − 1 and we write Dτ (k) = Dτ (x0,x1, . . . ,xτ−1) for their discrep-
ancy. The PRNs xn pass the k-dimensional series test over the full period if Dτ (k)
is reasonably small.
Consider the generator in (3.16) with prime modulus p ≥ 5. Suppose that
a, b ∈ Fp are chosen such that f(x) = x2 − bx − a is a primitive polynomial. Then
the period length of the sequence is p.
We will derive an upper bound for the discrepancy Dp(k) by using the results in
Niederreiter [23]. Let yn =
xn
p
, then we get a sequence of uniform PRNs y0, y1, . . . .
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Let m ≥ 2 and k ≥ 1 be integers and let Ck(m) be the set of all nonzero lattice
points (h1, . . . , hk) ∈ Zk with −m/2 < hj ≤ m/2 for 1 leqj ≤ k . We put
r(h,m) =
 1 for h = 0m sin pi|h|
m
for h ∈ C1(m)
and for h = (h1, . . . , hk) ∈ Ck(m) we define
r(h,m) =
k∏
j=1
r(hj,m)
For t ∈ R, we write e(t) = e2piit. Let x · y denote the standard inner product of
x,y ∈ Rk .
Lemma 3.2.18 Let m ≥ 2 be an integer and let x0,x1, . . . ,xN−1 ∈ Zk with k ≥ 2
be the lattice points, all of whose coordinates are in [0,m) . Then the discrepancy of
the points tn = m
−1xn for 0 ≤ n ≤ N − 1 satisfies
DN(t0, . . . , tN−1) ≤ k
m
+
1
N
∑
h∈Ck(m)
1
r(h,m)
|
N−1∑
n=0
e(h · tn)|
Lemma 3.2.19 For any integer m ≥ 2, we have
∑
h∈C1(m)
1
r(h,m)
<
2
pi
logm+
2
5
Let χ be the canonical additive character of Fp defined by χ(n) = e(n/p) for
n ∈ Fp.
Lemma 3.2.20 For polynomials Q,R ∈ Fp[x] with 1 ≤ deg(R) < deg(Q) < p we
have
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∣∣∣∣∣∣∣∣
∑
n∈Fp
R(n) 6=0
χ
(
Q(n)
R(n)
)∣∣∣∣∣∣∣∣ ≤
(
r − 2 +
r∑
i=1
mi
)
p1/2
where r is the number of distinct poles of Q/R in the algebraic closure FP (including
the point at infinity) and m1, . . . ,mr are the multiplicities of the poles.
The proofs of the above lemmas can be found in [20, section 2] .
Theorem 3.2.21 For PRNs derived from inversive generator and for 2 ≤ k < p
we have
D(k)p < 2p
−1/2
(
2
pi
log p+
7
5
)k−1(
2k − 2
pi
log p+
2k − 7
5
)
+ 2p−1/2+
+
1
p
(
2
pi
log p+
7
5
)k−1(
2k − 2
pi
log p+
12k − 7
5
)
Proof : Define ψ : Fp → Fp by ψ(n) = an−1 + b for n ∈ Fp and let ψj be the jth
iterate of ψ and ψ0(n) = n . Then
{(xn, xn+1, . . . , xn+k−1) : 0 ≤ n ≤ p− 1}
= {(ψ0(xn), ψ1(xn), . . . , ψk−1(xn)) : 0 ≤ n ≤ p− 1}
and by lemma 3.2.18
D(k)p = Dp(yo,y1, . . . ,yn+p−1) ≤
k
p
+
1
p
∑
h∈Ck(p)
1
r(h, p)
∣∣∣∣∣
p−1∑
n=0
e(h · yn)
∣∣∣∣∣
p−1∑
n=0
e(h · yn) =
p−1∑
n=0
e
(
k∑
j=1
hj
xn+j−1
p
)
=
p−1∑
n=0
e
(
k∑
j=1
hj
ψj−1(xn)
p
)
=
p−1∑
n=0
χ
(
k∑
j=1
hjψ
j−1(xn)
)
For h = (h1, . . . , hk) ∈ Ck(p)
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S(h) =
∑
n∈Fp
χ
(
k∑
j=1
hjψ
j−1(n)
)
Therefore {x0, x1, . . . , xp−1} = Fp implies
S(h) =
p−1∑
n=0
χ
(
k∑
j=1
hjψ
j−1(xn)
)
=
p−1∑
n=0
e(h · yn)
Hence,
D(k)p ≤
k
p
+
1
p
∑
h∈Ck(p)
1
r(h, p)
|S(h)|
For fixed h ∈ Ck(p) let m be the number of nonzero coordinates of h, then 1 ≤ m ≤
k . If m = 1, then
S(h) =
∑
n∈Fp
χ(hjψ
j−1(n)) =
∑
n∈Fp
χ(hjn) = 0 ,
since ψj is a permutation of Fp for all j ≥ 0 . If 2 ≤ m ≤ k, let 1 ≤ i1 < i2 < · · · <
im ≤ k such that hi1 6= 0, . . . , him 6= 0 . Then
S(h) =
∑
n∈Fp
χ
(
m∑
t=1
hitψ
it−1(n)
)
=
∑
n∈Fp
χ
(
m∑
t=1
hitψ
it−i1(n)
)
(3.17)
since for eachj ≥ 0 , ψj defines a permutation of Fp , we can write ψi1−1(n)
instead of n .
Let cj ∈ Fp be defined by c0 = 0 , c1 = 1 and cj+2 = bcj+1 + acj for j ≥ 0 . Since
f(x) = x2 − bx − a is primitive over Fp, we have cj 6= 0 for 1 ≤ j ≤ p . In fact,
(cj) is a second order homogeneous linear recurring sequence with characteristic
polynomial f(x). Then by applying a similar method as in chapter 2, we can see
that cj =
(γp)j−γj
γp−γ where γ ∈ Fp2 is a root of f(x) . Since f(x) is primitive over Fp,
cj = 0 when j is a multiple of p+ 1 hence the result follows.
Now, by induction on j we will show that,
ψj(n) =
ncj+1 + acj
ncj + acj−1
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for 1 ≤ j ≤ p , where n 6= aci−1c−1i for 1 ≤ i ≤ j . For j = 1,
nc2 + ac1
nc1 + ac0
=
nb+ a
n
= an−1 + b = ψ1(n)
where, n 6= 0 . Suppose that
ψj(n) =
ncj+1 + acj
ncj + acj−1
for some 1 ≤ j ≤ p− 1 , where n 6= −aci−1c−1i for 1 ≤ i ≤ j .
ψj+1(n) = ψ(ψj(n)) = a(ψj(n))−1 + b
= a
ncj + acj−1
ncj+1 + acj
+ b =
n(acj + bcj+1) + a(acj−1 + bcj)
ncj+1 + acj
=
ncj+2 + acj+1
ncj+1 + acj
where n 6= −acj+1c−1j .
Define the rational function
Q(x)
R(x)
= hi1x+
m∑
t=2
xcit−i1+1 + acit−i1
xcit−i1 + acit−i1−1
with
R(x) =
m∏
t=2
(xcit−i1 + acit−i1−1)
Then, by theorem 1 in [23], we obtain
|S(h)| ≤ 2(im − i1)− (m− 1) +
∣∣∣∣∣∣∣∣
∑
n∈Fp
R(n)6=0
χ
(
Q(n)
R(n)
)∣∣∣∣∣∣∣∣
Q/R has at most deg(R) = m− 1 finite poles and since deg(Q) = deg(R) + 1, it
has a pole at infinity with multiplicity 1. Since deg(R) < deg(Q) = m ≤ k < p , we
can apply lemma 3.2.20 and this implies that
|S(h)| ≤ (2m− 2)p1/2 + 2(im − i1)− (m− 1)
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Finally, im − i1 ≤ k − 1 yields
|S(h)| ≤ (2m− 2)p1/2 + 2k −m− 1
From this result we get that
Σ :=
∑
h∈Ck(p)
1
r(h, p)
|S(h)| =
k∑
m=1
1∏m
t=1 r(hit , p)
|S(h)|
≤
k∑
m=1
∑
1≤i1<i2<···<im≤k
 ∑
h∈C1(p)
1
r(h, p)
m |S(h)|
For m = 1 , |S(h)| = 0 hence we can write
≤
k∑
m=2
∑
1≤i1<i2<···<im≤k
 ∑
h∈C1(p)
1
r(h, p)
m |S(h)|
≤
k∑
m=2
∑
1≤i1<i2<···<im≤k
 ∑
h∈C1(p)
1
r(h, p)
m ((2m− 2)p1/2 + 2k −m− 1)
then applying lemma 3.2.19 yields
<
k∑
m=2
∑
1≤i1<i2<···<im≤k
(
2
pi
log p+
2
5
)m
((2m− 2)p1/2 + 2k −m− 1)
= (2p1/2 − 1)
k∑
m=1
m
(
k
m
)(
2
pi
log p+
2
5
)m
− 2p1/2
(
(
2
pi
log p+
7
5
)k − 1
)
+(2k − 1)
(
(
2
pi
log p+
7
5
)k − 1
)
Let G(z) =
∑k
m=1
(
k
m
)
zm. Then
G(z) = (1 + z)k − 1
and
zG′(z) =
k∑
m=1
m
(
k
m
)
zm = kz(1 + z)k−1 .
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Therefore
k∑
m=1
m
(
k
m
)(
2
pi
log p+
2
5
)m
= k
(
2
pi
log p+
2
5
)(
2
pi
log p+
7
5
)k−1
and hence
Σ < (2p1/2 − 1)k( 2
pi
log p+
2
5
)(
2
pi
log p+
2
5
)k−1 − 2p1/2
(
(
2
pi
log p+
7
5
)k − 1
)
+
(2k − 1)
(
(
2
pi
log p+
7
5
)k − 1
)
With simple manipulations,
Σ < 2p1/2
(
2
pi
log p+
7
5
)k−1(
2k − 2
pi
log p+
2k − 7
5
)
+ 2p1/2+
(
2
pi
log p+
7
5
)k−1(
2k − 2
pi
log p+
12k − 7
5
)
− 2k + 1
Hence,
D(pk) ≤
k
p
+
1
p
Σ < 2p−1/2
(
2
pi
log p+
7
5
)k−1(
2k − 2
pi
log p+
2k − 7
5
)
+ 2p−1/2+
1
p
(
2
pi
log p+
7
5
)k−1(
2k − 2
pi
log p+
12k − 7
5
)
+
1− k
p
Since 1−k
p
< 0 we get the desired result.
2
3.2.2. Lower bounds
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In the preceeding paragraphs it was shown that D
(k)
p = O(p−1/2(log p)k) for
2 ≤ k < p . In the following paragraphs, lower bounds for D(k)p which was obtained
in Niederreiter [24] will be given.
For a prime p ≥ 5, choose a, b ∈ Fp in such a way that the polynomial x2−bx+a is
primitive over Fp . Then a sequence x0, x1, . . . is generated by the inversive recursion
xn+1 ≡ −ax−1n + b (mod p) , forn = 0, 1, . . .
The numbers yn =
xn
p
, n = 0, 1, . . . in the interval [0, 1) are called the inversive
congruential PRNs. The sequence is purely periodic with period p .
We write e(u) = e2piiu for u ∈ R and u · v denotes the standard inner product of
u,v ∈ Rk .
Lemma 3.2.22 Let t0, t1, . . . , tN−1 ∈ [0, 1)k , k ≥ 1 with discrepancy
DN = DN(t0, t1, . . . , tN−1) .
Then for any nonzero h = (h1, . . . , hk) ∈ Zk,∣∣∣∣∣
N−1∑
n=0
e(h · tn)
∣∣∣∣∣ ≤ 2pi
((
pi + 1
2
)m
− 1
2m
)
NDN
k∏
j=1
max(1, 2|hj|) ,
where m is the number of nonzero coordinates of h .
Proof : Since the sum above is a complex number we can write it as:
N−1∑
n=0
e(h · tn) = e(θ)
∣∣∣∣∣
N−1∑
n=0
e(h · tn)
∣∣∣∣∣
for some θ ∈ R. So,∣∣∣∣∣
N−1∑
n=0
e(h · tn)
∣∣∣∣∣ = e(−θ)
N−1∑
n=0
e(h · tn) =
N−1∑
n=0
e(h · tn − θ)
By looking at the real parts, we get∣∣∣∣∣
N−1∑
n=0
e(h · tn)
∣∣∣∣∣ =
N−1∑
n=0
cos 2pi(h · tn−θ) ≤ 2
pi
((
pi + 1
2
)m
− 1
2m
)
NDN
k∏
j=1
max(1, 2|hj|)
where the last step follows from p/64, Niederreiter, [21]
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2For a nontrivial additive character χ of Fq and for a ∈ F∗q, we define the following
character sum
K(χ, a) =
∑
c∈Fq
χ(c+ ac−1)
Consider K(χ, a) where K represents the complex conjugate of K. Then
K(χ, a) =
∑
−c∈Fq
χ(−c+ a(−c)−1) = K(χ, a)
since −c runs through the elements of Fq when c runs through the elements of Fq.
Hence, K(χ, a) is always real.
Lemma 3.2.23 For any nontrivial additive χ we have,∑
a∈F∗q
K(χ, a)2 = q2
Proof :
∑
a∈F∗q
K(χ, a)2 =
∑
a∈F∗q
∑
c∈Fq
χ(c+ ac−1)
∑
d∈Fq
χ(d+ ad−1)

=
∑
a∈F∗q
∑
c,d∈Fq
χ(c+ ac−1)χ(d+ ad−1)

=
∑
a∈F∗q
∑
c,d∈Fq
χ(c+ d)χ(a(c−1 + d−1))

=
∑
c,d∈Fq
χ(c+ d)∑
a∈F∗q
χ(a(c−1 + d−1))

since χ is an additive character. If c−1 + d−1 6= 0, then
∑
a∈Fq
χ(a(c−1 + d−1)) = 0
together with χ(a(c−1 + d−1)) = 1 when a = 0, implies that
∑
a∈F∗q
χ(a(c−1 + d−1)) = −1
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If c−1 + d−1 = 0 , then for all a ∈ F∗q , χ(a(c−1 + d−1)) = 1, hence
∑
a∈F∗q
χ(a(c−1 + d−1)) = q − 1
∑
a∈F∗q
K(χ, a)2 = (q − 1)q −
∑
c,d∈Fq
c−1+d−1 6=0
χ(c+ d)
= (q − 1)q −
∑
c,d∈Fq
χ(c+ d) + q = q2
since there are q pairs (c, d) ∈ F2q with c−1 + d−1 = 0 and
∑
c,d∈Fq χ(c+ d) = 0 .
2
Let ψ be a nontrivial multiplicative character of Fq. For ψ, the Gaussian sum is
defined as
G(ψ, χ) =
∑
c∈F∗q
ψ(c)χ(c)
and the Jacobi sum on Fq is defined as
J(ψ) =
∑
c1+c2=1
ψ(c1)ψ(c2) =
∑
c∈Fq
ψ(c(1− c))
with J(0) = 0 . The conjugate character ψ−1 is defined by ψ−1(c) = ψ(c−1) for
c ∈ Fq. ψ(cd) = ψ(c)ψ(d) for all c, d ∈ Fq and
∑
c∈Fq ψ(c) = 0
Lemma 3.2.24 For any nontrivial χ and ψ,∑
c,d∈Fq
χ(c+ d)ψ−1(c−1 + d−1) = G(ψ, χ)(J(ψ) + 2)
Proof : Let c, d ∈ Fq.
ψ−1(c−1 + d−1) = ψ(c) + ψ(d)
if c = 0 or d = 0 by the conventions 0−1 = 0 and ψ(0) = 0 . When both c and d are
nonzero,
ψ−1(c−1 + d−1) = ψ−1((c+ d)(cd)−1) = ψ((cd)(c+ d)−1) = ψ(cd)ψ−1(c+ d)
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So we can write
ψ−1(c−1 + d−1) =

ψ−1(c+ d)ψ(cd) if cd 6= 0
ψ(c) + ψ(d) if cd = 0
So, ∑
c,d∈Fq
χ(c+ d)ψ−1(c−1 + d−1)
=
∑
c,d∈F∗q
χ(c+ d)ψ−1(c+ d)ψ(cd) +
∑
c∈Fq
χ(c)ψ−1(c−1) +
∑
d∈Fq
χ(d)ψ−1(d−1)
=
∑
c,d∈F∗q
χ(c+ d)ψ−1(c+ d)ψ(cd) + 2G(ψ, χ)
since ψ−1(c−1) = ψ(c) and ψ−1(d−1) = ψ(d) . Therefore,∑
c,d∈Fq
χ(c+ d)ψ−1(c−1 + d−1) =
∑
c,d∈Fq
χ(c+ d)ψ−1(c+ d)ψ(cd) + 2G(ψ, χ)
because ψ(0) = 0 . By substituting c+ d = f , we get
∑
c,d∈Fq
χ(c+ d)ψ−1(c+ d)ψ(cd) =
∑
c,f∈Fq
χ(f)ψ−1(f)ψ(c(f − c))
=
∑
f∈F∗q
χ(f)ψ−1(f)
∑
c∈Fq
ψ(cf(f − cf))
=
∑
f∈F∗q
χ(f)ψ(f)
∑
c∈Fq
ψ(c(1− c))
= G(ψ, χ)J(ψ)
2
The group of multiplicative characters of Fq is isomorphic to F∗q and therefore it
is cyclic of order q − 1 . Let Hq(m) be the set of multiplicative characters of order
m where m is a positive divisor of q − 1 . Let Pq be the set of primitive elements of
Fq .
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Lemma 3.2.25 For any nontrivial χ,∑
a∈Pq
K(χ, a)2 =
φ(q − 1)
q − 1 q
2 +
φ(q − 1)
q − 1
·
∑
m|q−1
m>1
µ(m)
φ(m)
∑
ψ∈Hq(m)
G(ψ, χ)2(J(ψ) + 2)
where µ is the Moebius function.
Proof : By the result of problem 5.14 on page 258 of [17],
φ(q − 1)
q − 1
∑
m|q−1
µ(m)
φ(m)
∑
ψ∈Hq(m)
ψ(q) =
 1 ifa ∈ Pq0 otherwise
Therefore
∑
a∈Pq
K(χ, a)2 =
∑
a∈F∗q
φ(q − 1)
q − 1
∑
m|q−1
µ(m)
φ(m)
∑
ψ∈Hq(m)
ψ(a)
K(χ, a)2 .
Let A = φ(q−1)
q−1
∑
m|q−1
µ(m)
φ(m)
∑
ψ∈Hq(m) ψ(a) . In the above equality we were able
to extend the summation from Pq to F∗q, since Pq ⊂ F∗q and for elements of F∗q that
are not in Pq , A = 0 and for elements of Pq , A = 1 . Hence,
∑
a∈Pq K(χ, a)
2
=
φ(q − 1)
q − 1
∑
m|q−1
µ(m)
φ(m)
∑
ψ∈Hq(m)
∑
a∈F∗q
ψ(a)K(χ, a)2
=
φ(q − 1)
q − 1
∑
m|q−1
m6=1
µ(m)
φ(m)
∑
ψ∈Hq(m)
∑
a∈F∗q
ψ(a)K(χ, a)2 +
φ(q − 1)
q − 1
∑
a∈F∗q
K(χ, a)2
since there is only one character with order 1, ψ0 and it satisfies ψ0(a) = 1 for all
a ∈ F∗q . Then by applying lemma 3.2.23, we get
∑
a∈Pq
K(χ, a)2 = q2
φ(q − 1)
q − 1 +
∑
m|q−1
m>1
µ(m)
φ(m)
∑
ψ∈Hq(m)
∑
a∈F∗q
ψ(a)K(χ, a)2
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For any nontrivial ψ,∑
a∈F∗q
ψ(a)K(χ, a)2 =
∑
a∈F∗q
ψ(a)
∑
c,d∈Fq
χ(c+ d+ a(c−1 + d−1)) .
χ is an additive character implies that
χ(c+ d+ a(c−1 + d−1)) = χ(c+ d)χ(a(c−1 + d−1))
Hence,
∑
a∈F∗q
ψ(a)K(χ, a)2 =
∑
c,d∈Fq
χ(c+ d)
∑
a∈F∗q
ψ(a)χ(a(c−1 + d−1))
=
∑
c,d∈Fq
c−1+d−1=0
χ(c+ d)
∑
a∈F∗q
ψ(a) +
∑
c,d∈Fq
c−1+d−1 6=0
χ(c+ d)
∑
a∈F∗q
ψ(a)χ(a(c−1 + d−1))
∑
a∈F∗q ψ(a) = 0, hence the above sum becomes
=
∑
c,d∈Fq
c−1+d−1 6=0
χ(c+ d)
∑
a∈F∗q
ψ(a)ψ−1(c−1 + d−1)χ(a)
= G(ψ, χ)
∑
c,d∈Fq
χ(c+ d)ψ−1(c−1 + d−1) = G(ψ, χ)2(J(ψ) + 2)
where lemma 3.2.24 is used in the last step.
2
Lemma 3.2.26 For any nontrivial χ there exists an a ∈ Pq with
|K(χ, a)| > q1/2 − 2q2/5 .
Proof : For nontrivial ψ, χ we have |G(ψ, χ)| = q1/2 and |J(ψ)| ≤ q1/2 by theorems
(1.1.5) and (1.1.6), respectively . Since the group of multiplicative characters of Fq
is cyclic, #Hq(m) = φ(m) and therefore∑
ψ∈Hq(m)
G(ψ, χ)2(J(ψ) + 2) ≤ φ(m)q(q1/2 + 2)
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By lemma 3.2.25 and the above equality,
∑
a∈Pq
K(χ, a)2 ≥ φ(q − 1)
q − 1 q
2 − φ(q − 1)
q − 1 q(q
1/2 + 2)
∑
m|q−1
m>1
|µ(m)|
>
φ(q − 1)
q − 1 q
2 − φ(q − 1)
q − 1 q(q
1/2 + 2)
∑
m|q−1
|µ(m)|
since µ(1) = 1 . Let ω(q − 1) be the number of different prime factors of q − 1 and
let q − 1 = pk11 . . . P kω(q−1)ω(q−1) be the prime decomposition of q − 1. Then∑
d|q−1
|µ(d)| = 1 +
∑
i
µ(pi) +
∑
i,j
µ(pipj) + . . .
= 1 +
(
ω(q − 1)
1
)
+ · · ·+
(
ω(q − 1)
ω(q − 1)
)
= 2ω(q−1) .
So we obtain,
∑
a∈Pq
K(χ, a)2 >
φ(q − 1)
q − 1 q
2 − φ(q − 1)
q − 1 q(q
1/2 + 2)2ω(q−1) (3.18)
Now, we want to show that 2ω(m) < (2.4)m0.357 for any positive integer m . For
m = 1, ω(m) = 0 and 2ω(m) = 1 < 2.4 . For m > 1, let m = pe11 . . . p
er
r be the prime
factorization of m . Then
2ω(m) = 2r = m(log 2)/ log 7
2r
(pe11 . . . p
er
r )
(log 2)/ log 7
= m(log 2)/ log 7
r∏
j=1
2
p
ej(log 2)/log7
j
< m0.357
r∏
j=1
2
p
(log 2)/log7
j
For pj ≥ 7
2
p
(log 2)/ log 7
j
< 1
so
m0,357
r∏
j=1
2
p
(log 2)/ log 7
j
< m0,357
23
(2 · 3 · 5)log 2/ log 7
Hence,
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2ω(m) <
8
30(log 2)/ log 7
m0,357 < (2, 4)m0,357
and ∑
a∈Pq
K(χ, a)2 >
φ(q − 1)
q − 1 q(q − (2, 4)q
0,357(q1/2 + 2))
since 2ω(q−1) < (2, 4)(q−1)0,357 < (2, 4)q0,357 When q < 210 , q−(2, 4)q0,357(q1/2+2) <
0 . So we can assume that q ≥ 210. Then we have
4q1/10 − (2, 4)q0,057(1 + 2q−1/2) ≥ 4q1/10 − (2, 55)q0,057
≥ 8− (2, 55)20,057 > 4
and we get
q − q4/5((2, 4)q0,057(1 + 2q−1/2)) > q − q4/5(4− q1/10) = (q1/2 − 2q2/5)2
So, ∑
a∈Pq
K(χ, a)2 >
φ(q − 1)q
q − 1 (q
1/2 − 2q2/5)2 > φ(q − 1)(q1/2 − 2q2/5)2
Let a1 ∈ Pq be such that K(χ, a1)2 = maxa∈Pq K(χ, a)2. Then, #Pq = φ(q − 1)
implies that
K(χ, a1)
2φ(q − 1) >
∑
a∈Pq
K(χ, a)2 > φ(q − 1)(q1/2 − 2q2/5)2
and hence |K(χ, a1)| > q1/2 − 2q2/5 .
2
Lemma 3.2.27 Let χ be nontrivial and let 0 < t < 1 . Then there are more than
Aq(t)φ(q − 1) values of a ∈ Pq for which |K(χ, a)| > tq1/2 , where
Aq(t) =
(1− t2)q − (q1/2 + 2)2ω(q−1)
(4− t2)q + 4q1/2 + 1
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Proof : We can assume that Aq(t) ≥ 0 . Suppose that |K(χ, a)| ≤ tq1/2 holds for
at most Aq(t)φ(q − 1) values of a ∈ Pq . Then |K(χ, a)| ≤ tq1/2 holds for at least
(1− Aq(t))φ(q − 1) values of a ∈ Pq . For a nontrivial additive character χ and for
a, b ∈ Fq a Kloosterman sum is defined as
K(χ; a, b) =
∑
c∈F∗q
χ(ac+ bc−1) .
So our definition is equal to,
K(χ, a) = K(χ; 1, a) + χ(0) = K(χ; 1, a) + 1 .
From the classical bound on Kloosterman sums we obtain
|K(χ, a)| ≤ 2q1/2 + 1
for all a ∈ F∗q .Therefore∑
a∈Pq
K(χ, a)2 ≤ (1− Aq(t))φ(q − 1)t2q + Aq(t)φ(q − 1)(2q1/2 + 1)2
≤ φ(q − 1)((1− t2)q − (q1/2 + 2)2ω(q−1) + t2q)
≤ φ(q − 1)(q − (q1/2 + 2) 2ω(q−1))
≤ q
q − 1φ(q − 1)(q − (q
1/2 + 2)2ω(q−1)) .
Hence, ∑
a∈Pq
K(χ, a)2 ≤ φ(q − 1)
q − 1 q
2 − φ(q − 1)
q − 1 q(q
1/2 + 2)2ω(q−1)
But, this contradicts (3.18).
2
In lemma 3.2.22, let k ≥ 2 , N = p , tn = yn for 0 ≤ n ≤ p − 1 with h =
(1,−1, 0, . . . , 0) ∈ Zk Then we get∣∣∣∣∣
p−1∑
n=0
e(h · yn)
∣∣∣∣∣ ≤ 2pi
((
pi + 1
2
)2
− 1
4
)
pD(k)p 2
2 = 2(pi + 2)pD(k)p
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pD
(k)
P ≥
1
2pi + 4
∣∣∣∣∣
p−1∑
n=0
e(h · yn)
∣∣∣∣∣∣∣∣∣∣
p−1∑
n=0
e(h · yn)
∣∣∣∣∣ =
∣∣∣∣∣
p−1∑
n=0
e(yn − yn+1)
∣∣∣∣∣ =
∣∣∣∣∣
p−1∑
n=0
e(
1
p
(xn − xn+1))
∣∣∣∣∣
=
∣∣∣∣∣
p−1∑
n=0
e(
1
p
(xn + ax
−1
n − b))
∣∣∣∣∣ =
∣∣∣∣∣
p−1∑
n=0
e(
1
p
(xn + ax
−1
n ))
∣∣∣∣∣
Let χ(c) = e(c/p) be the nontrivial additive character on Fp . Then∣∣∣∣∣
p−1∑
n=0
e(h · yn)
∣∣∣∣∣ =
∣∣∣∣∣
p−1∑
n=0
χ((xn + ax
−1
n ))
∣∣∣∣∣ = |K(χ, a)|
since x0, . . . , xp−1 runs through Fp . Thus,
pD(k)p ≥
1
2pi + 4
|K(χ, a)| (3.19)
for all k ≥ 2 .
Lemma 3.2.28 For any primitive element a ∈ Fq there are exactly φ(q2−1)2φ(q−1) primitive
polynomials over Fq of the form x2 − bx+ a .
Proof : If x2 − bx + a is primitive over Fq, then for some primitive element α ∈
Fq2 , x2 − bx + a = (x − α)(x − αq) which implies that a = αq+1 . Let S(a) be
the number of primitive elements β such that βq+1 = a . The primitive elements
α, αq are the roots of the above polynomial and q + 1st power of both are equal to
a. Hence the number of primitive polynomials over Fq of the form x2 − bx + a is
given by 1
2
S(a) . Let β ∈ Fq2 and let ord(β) denote the order of β in F∗q2 . Then
ord(a) = q − 1 and a = γq+1 for some γ ∈ F∗q2 . Let λ be a fixed primitive element
of Fq2 . Then there exists k ∈ Z such that, γ = λk .
q − 1 = ord(a) = ord(λk(q+1)) = q
2 − 1
gcd(q2 − 1, (q + 1)k) ,
hence gcd(q2 − 1, (q + 1)k) = q + 1, i.e, gcd(q − 1, k) = 1 .
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Now, we are going to find S(a) . Let β be an element in F∗q2 . Then we have
βq+1 = a if and only if (βγ−1)q+1 = 1, i.e., if and only if βγ−1 = λ(q−1)j for
some j ∈ Z . So, the elements β ∈ F∗q such that βq+1 = a are of the form β =
λk+(q−1)j where k is fixed and j ∈ Z . Suppose that β is a primitive element of
Fq2 , i.e, ord(β) = q2 − 1 = q2−1gcd(q2−1,k+(q−1)j) . So, gcd(q2 − 1, k + (q − 1)j) = 1 .
Furthermore, gcd(q− 1, k) = 1 implies that gcd(q2− 1, k+ (q− 1)j) = 1 if and only
if gcd(q + 1, k + (q − 1)j) = 1 . So, S(a) is the number of integers j (mod q + 1)
with gcd(q + 1, k + (q − 1)j) = 1
To find S(a), we need to find the number of solutions j of the congruence
k + (q − 1)j ≡ m (mod q + 1) (3.20)
for everym (mod q+1) with gcd(m, q+1) = 1 . Let q be even, then gcd(q−1, q+1) =
1 and hence for each m ∈ Z the congruence in (3.20) has a unique solution by [15],
p/94. This means, S(a) = φ(q + 1) = φ(q
2−1)
φ(q−1) .
Let q be odd, then gcd(q − 1, q + 1) = 2 . For every integer m (mod q + 1)
with gcd(q + 1,m) = 1 , consider the congruence k + (q − 1)j ≡ m (mod q + 1),i.e,
(q− 1)j ≡ m− k (mod q+1) . Then gcd(q− 1, k) = gcd(q+1,m) = 1 implies that
k,m are odd and the above congruence has two solutions j (mod q + 1) for every
choice of m, again by [15], p/94. Hence S(a) = 2φ(q + 1) = φ(q
2−1)
φ(q−1) .
Therefore S(a) = φ(q
2−1)
φ(q−1) and the number of primitive polynomials over Fq of the
form x2 − bx+ a is φ(q2−1)
2φ(q−1) .
2
Theorem 3.2.29 For any prime p ≥ 5 there are at least φ(p + 1) primitive poly-
nomials x2 − bx + a over Fp such that for the corresponding inversive congruential
PRNs we have
D(k)p >
1
2pi + 4
(p−1/2 − 2p−3/5)
for all k ≥ 2 .
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Proof : From the equation (3.19) we get
D(k)p ≥
1
p(2pi + 4)
|K(χ, a)| .
Now, choose a ∈ Fp in such a way that the lower bound for |K(χ, a)| in lemma 3.2.26
holds. For this a there are φ(p
2−1)
2φ(p−1) = φ(p+1) primitive polynomials x
2− bx+ a over
Fp and for the corresponding inversive congruential generators we have the lower
bound
D(k)p >
1
p(2pi + 4)
(p1/2 + 2p2/5) =
1
2pi + 4
(p−1/2 + 2p−2/5)
2
Theorem 3.2.30 Let p ≥ 5 be a prime and let 0 < t < 1 . Then there are more
than Ap(t)φ(p
2 − 1)/2 primitive polynomials x2 − bx + a over Fp such that for the
corresponding inversive congruential PRNs we have
D(k)p >
t
2pi + 4
p−1/2
for all k ≥ 2, where
Ap(t) =
(1− t2)p− (p1/2 + 2)2ω(p−1)
(4− t2)p+ 4p1/2 + 1 .
Proof : We have
D(k)p ≥
1
p(2pi + 4)
|K(χ, a)| .
By lemma 3.2.27 we have more than Ap(t)φ(p − 1) values of a ∈ Fp such that
|K(χ, a)| > tp1/2 . For each such a we have φ(p2−1)
2φ(p−1) suitable primitive polynomials.
Therefore, there are more than Ap(t)
φ(p2−1)
2
primitive polynomials such that for the
corresponding inversive congruential generators we have
Dkp >
1
p(2pi + 4)
tp1/2 =
1
(2pi + 4)
tp−1/2
2
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3.2.3. Distribution of inversive congruential pseudorandom numbers in
parts of the period
For arbitrary a ∈ F∗p and b ∈ Fp, consider the sequence generated by (3.10) and
let ψ be the permutation of Fp defined by
ψ(xn) = xn+1 , n = 0, 1, . . .
The sequence is periodic with period t ≤ p .
The first nontrivial bounds on the discrepancy of a sequence of inversive congru-
ential PRNs in parts of the period, which we are going to describe below, are given
by Niederreiter, Shparlinski in [26].
Let x0/p, x1/p, . . . , xN−1/p be the inversive congruential PRNs with 1 ≤ N ≤ t ,
where t is arbitrary. We define the discrepancy DN of these numbers as
DN = sup
J⊆[0,1)
∣∣∣∣A(J,N)N − λ(J)
∣∣∣∣
where AJ(N) is the number of points x0/p, x1/p, . . . , xN−1/p in the interval J and
λ(J) is the length of J . For integers h 6≡ 0 (mod p) , let
Sh(N) =
N−1∑
n=0
exp(
2piihxn
p
)
Theorem 3.2.31 For any prime p and any integer h 6≡ 0 (mod p)
|Sh(N)| <
((
8
3
)1/2
+ 2
)1/2
N1/2p1/4 +
(
3
8
)1/2
p1/2
for 1 ≤ N ≤ t .
Proof : For N ≤ 2p1/2 ,((
8
3
)1/2
+ 2
)1/2
N1/2p1/4 +
(
3
8
)1/2
p1/2 > N +N1/2
so the upper bound for |Sh(N)| is greater than N . Therefore we can assume that
N > 2p1/2 . This implies that p ≥ t ≥ N > 2p1/2, i.e , p2 > 4p and hence p ≥ 5 .
For a fixed prime p ≥ 5 and an integer h 6≡ 0 (mod p), let
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χ(ω) = exp(
2piihω
p
) , ω ∈ Fp
then
Sh(N)) =
N−1∑
n=0
χ(xn)
Let ψm denote the mth iterate of the permutation ψ for any m ∈ Z . Then
xn = ψ
n(x0) for any n ≥ 0 .∣∣∣∣∣Sh(N)−
N−1∑
n=0
χ(xn+k)
∣∣∣∣∣ =
∣∣∣∣∣
N−1∑
n=0
(χ(xn)− χ(xn+k))
∣∣∣∣∣ ≤ 2|k| (3.21)
Let k ∈ Z with k ≥ 1 and define
<(K) =
 {k ∈ Z : −(K − 1)/2 ≤ k ≤ (K − 1)/2}, if K is odd{k ∈ Z : −K/2 + 1 ≤ k ≤ K/2}, if K is even (3.22)
Note that, |<(K)| = K and ∑
k∈<(K)
|k| = K
2
4
if K is even and ∑
k∈<(K)
|k| = K
2 − 1
4
if K is odd. Hence, ∑
k∈<(K)
|k| ≤ K
2
4
Let
W =
∣∣∣∣∣∣
N−1∑
n=0
∑
k∈<(K)
χ(xn+k)
∣∣∣∣∣∣ .
Then
W ≤
N−1∑
n=0
∣∣∣∣∣∣
∑
k∈<(K)
χ(xn+k)
∣∣∣∣∣∣ =
N−1∑
n=0
∣∣∣∣∣∣
∑
k∈<(K)
χ(ψk(xn))
∣∣∣∣∣∣
If we use (3.21) for all k ∈ <(K) with W , we get
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∣∣∣∣∣∣
∑
k∈Re(K)
Sh(N)
∣∣∣∣∣∣ ≤ W + 2
∑
k∈<(K)
|k| ≤ W + K
2
2
Now, we find a lower bound on W 2 ;
W 2 =
N−1∑
n=0
1 ·
∣∣∣∣∣∣
∑
k∈<(K)
χ(ψk(xn))
∣∣∣∣∣∣
2 ≤ N−1∑
n=o
1
N−1∑
n=0
∣∣∣∣∣∣
∑
k∈<(K)
χ(ψk(xn))
∣∣∣∣∣∣
2
= N
N−1∑
n=0
∣∣∣∣∣∣
∑
k∈<(K)
χ(ψk(xn))
∣∣∣∣∣∣
2
by Cauchy-Schwarz inequality.
W 2 ≤ N
∑
w∈Fp
∣∣∣∣∣∣
∑
k∈<(K)
χ(ψk(w))
∣∣∣∣∣∣
2
≤ N
∑
k,l∈<(K)
∣∣∣∣∣∣
∑
w∈Fp
χ(ψk(w)− ψl(w))
∣∣∣∣∣∣
= N
∑
k,l∈<(K)
k=l
∣∣∣∣∣∣
∑
w∈Fp
χ(0)
∣∣∣∣∣∣+ 2N
∑
k,l∈<(K)
k>l
∣∣∣∣∣∣
∑
w∈Fp
χ(ψk(w)− ψl(w))
∣∣∣∣∣∣
= KNp+ 2N
∑
k,l∈<(K)
k>l
∣∣∣∣∣∣
∑
w∈Fp
χ(ψk(w)− ψl(w))
∣∣∣∣∣∣
∑
w∈Fp
χ(ψk(w)− ψl(w)) =
∑
w∈Fp
(ψk−l(ψl(w))− ψl(w))
=
∑
w∈Fp
(ψk−l(w)− w)
When K is odd, −(K−1)
2
≤ l < k ≤ K−1
2
implies that 1 ≤ k − l = m ≤ K − 1
and when K is even −K
2
+ 1 ≤ l < k ≤ K
2
implies that 1 ≤ k − l = m ≤ K − 1 .
Therefore,
W 2 ≤ KNp+ 2N
K−1∑
m=1
(K −m)
∣∣∣∣∣∣
∑
w∈Fp
χ(ψm(w)− w)
∣∣∣∣∣∣
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Assume that K ≤ t . For 1 ≤ m ≤ K − 1 , there exist nonzero constant or linear
polynomials fm, gm ∈ Fp[x] such that
ψm(w) =
fm(w)
gm(w)
for all w ∈ Fp \ εm, where εm consists of the roots of all polynomials gj , 1 ≤ j ≤ m .
Since gj is at most of degree 1, for 1 ≤ j ≤ m, |εm| ≤ m and∣∣∣∣∣∣∣∣
∑
w∈Fp
χ(ψm(w)− w)−
∑
w∈Fp
gm(w) 6=0
χ(
fm(w)
gm(w)
− w)
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∑
w∈εm
χ(ψm(w)− w)−
∑
w∈εm
gm(w) 6=0
χ(
fm(w)
gm(w)
− w)
∣∣∣∣∣∣∣
≤ 2m− 1
Indeed, it is easy to prove the above equality:
For w ∈ Fp \ εm , we have ψm(w) = fm(w)gm(w) and hence we do not consider the
terms with w ∈ Fp \ εm in the above sum. If gm(w) is a nonzero constant then εm
can contain at most m−1 elements, if gm(w) is a linear polynomial then it can have
only one zero w0 ∈ εm and this zero is not included in the second sum. In the first
case the elements of εm are the terms that the first and the second sum differ from
each other. In the second case the elements of εm are the terms that the first sum
differs from the second sum and the elements of εm \ {w0} are the elements that the
second sum differs from the first sum. Therefore, the first sum can contain at most
m terms which do not occur in the second sum and the second sum may contain at
most m − 1 terms which do not occur in the first sum, hence the last step of the
above inequality follows.
If gm is a nonzero constant polynomial then ψ
m(w) = w for all w ∈ Fp \ εm .
But, |εm| ≤ m < t , implies that there exists xn 6∈ εm and ψm(xn) = xn+m 6= xn .
Therefore, we assume that gm is a linear polynomial and hence
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∣∣∣∣∣∣∣∣
∑
w∈Fp
gm(w)6=0
χ(
fm(w)
gm(w)
− w)
∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
w∈F∗p
χ(dw−1 + ew)
∣∣∣∣∣∣
for some d ∈ Fp and e ∈ F∗p . What we obtain in the last step is a Kloosterman
sum in absolute value and it is bounded by 2p1/2 . Hence∣∣∣∣∣∣
∑
w∈Fp
χ(ψm(w)− w)
∣∣∣∣∣∣ ≤ 2p1/2 + 2m− 1
for 1 ≤ m ≤ K − 1 . Therefore,
W 2 ≤ KNp+ 2N
K−1∑
m=1
(K −m)(2p1/2 + 2m− 1) .
K−1∑
m=1
(K −m)(2p1/2 + 2m− 1) =
K−1∑
m=1
K(2p1/2 − 1) +m(2K − 2p1/2 + 1)− 2m2
= K(K − 1)(p1/2 + 2K − 1
6
) .
So,
W 2 ≤ KNp+NK(K − 1)(2p1/2 + 2K − 1
3
)
< KNp+NK(K − 1)(2p1/2 + 2K
3
)
= K2N
(
(p− 2p1/2)K−1 + 2p1/2 − 2
3
+
2K
3
)
With this upper bound for W 2, we obtain
K|Sh(N)| ≤ W + K
2
2
≤ KN1/2((p− 2p1/2)K−1 + 2p1/2 − 2
3
+
2K
3
)1/2 +
K2
2
and
|Sh(N)| ≤ N1/2((p− 2p1/2)K−1 + 2p1/2 − 2
3
+
2K
3
)1/2 +
K
2
.
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Let K = d(3
2
)1/2(p− 2p1/2)1/2e and A = (p− 2p1/2)K−1 +2p1/2− 2
3
+ 2
3
K . Then
t ≥ N > 2p1/2 implies that t ≥ K and
A = (p− 2p1/2)K−1 + 2p1/2 − 2
3
+
2
3
K
≤
(
2
3
)1/2
(p− 2p1/2)1/2 + 2p1/2 +
(
2
3
)1/2
(p− 2p1/2)1/2
= 2
(
2
3
)1/2
(p− 2p1/2)1/2 + 2p1/2 <
(
8
3
)1/2
+ 2p1/2
So,
|Sh(N)| < N1/2
((
8
3
)1/2
+ 2p1/2
)1/2
+
(
3
8
)1/2
(p− 2p1/2)1/2 + 1
2
Since (p− 2p1/2) < p1/2 − 1 and (3
8
)1/2
> 1
2
, the above inequality becomes
|Sh(N)| < N1/2p1/4
((
8
3
)1/2
+ 2
)1/2
+
3
8
p1/2
2
Theorem 3.2.32 The discrepancy DN of the inversive congruential PRNs
x0/p, x1/p, . . . , xN−1/p satisfies
DN ≤
((8
3
)1/2
+ 2
)1/2
N−1/2p1/4 +
(
3
8
)1/2
N−1/2p1/2
( 4
pi2
log p+
2
5
)
+
1
p
for 1 ≤ N ≤ t and primes p ≥ 31 .
Proof : Let B be a bound on |Sh(N)| for all integers h 6≡ 0 (mod p) . Then by
corollary 3.11 in [25] together with an inequality of Cochrane [1] we can write
DN ≤ B
N
(
4
pi2
log p+ 0, 38 +
0, 608
p
+
0, 116
p2
)
+
1
p
.
For primes p ≥ 31, we can take B as the bound on |Sh(n)| in theorem 3.2.31 and
we obtain the bound on DN .
2
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3.3. The Linear Complexity and The Linear Complexity Profile
The linear complexity profile L(S,N) of an infinite sequence S = (sn)n≥0 of
elements of Fq is the function which for every integer N ≥ 2 is defined as the least
order k of a linear recurrence relation
sn+k = ak−1sn+k−1 + · · ·+ a0sn
which is satisfied by this sequence for 0 ≤ n ≤ N − k − 1 . We have the convention
that L(S, N) = 0 is the first N terms of S are zero and L(S, N) = N if s0 = s1 =
· · · = sN−2 = 0 but sN−1 6= 0 .
The linear complexity of S is defined as
L(S) = sup
N≥2
L(S, N) .
The nonlinear complexity profile NLm(S, N) of an infinite sequence S = (sn)n≥0
of elements of Fq is the function defined for every integer N ≥ 2 as the least order
k of a polynomial recurrence relation
sn+k = Ψ(sn+k−1, . . . , sn) , 0 ≤ n ≤ N − k − 1
where Ψ(λ1, . . . , λk) is a polynomial of total degree at most m which is satisfied by
the sequence.
In general, NL1(S, N) 6= L(S, N) because in the definition of the linear com-
plexity profile only homogeneous linear recurrence relations are used. In fact we
have
L(S, N) ≥ NL1(S, N) ≥ NL2(S, N) ≥ . . .
In the following paragraphs, we give the lower bounds on the nonlinear com-
plexity profile of inversive congruential generator and the linear complexity profile
of quadratic exponential generator which were obtained by Gutierrez, Shparlinski,
Winterhof in [14].
First, we define the inversive generator and the quadratic exponential generator:
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The inversive generator giving the sequence V = (υn)n≥0 is defined as
ψ(υ) =
 aυ−1 + b ifυ 6= 0b ifυ = 0 (3.23)
where a ∈ F∗q and b ∈ Fq . We can also write
υn = ψ(υn−1) .
We have the convention that ψ0(υ) = υ for all υ ∈ Fq .
Given an element υ ∈ F∗q, we define the sequence generated by the quadratic
exponential generator by U := (un)n≥0 where
un := υ
n2 , n = 0, 1, . . . (3.24)
Now, let
H0(x) = x , Hi(x) = Hi−1(ax−1 + b) , i = 1, 2, . . . , (3.25)
be a sequence of rational functions over Fq with a ∈ F∗q and b ∈ Fq . We observe
that this sequence is purely periodic and we denote by T the period length.
Let f0(x) = x and g0(x) = 1. Then H0(x) = x = f0(x)/g0(x), which is a
nonconstant polynomial with max(deg(f0), deg(g0)) = 1 and gcd(f0, g0) = 1 . Now,
suppose that Hi(x) = fi(x)/gi(x) for some fi, gi ∈ Fq[x] which is a nonconstant
polynomial with max(deg(fi), deg(gi)) = 1 and gcd(fi, gi) = 1 . Then there exist
ai, bi, ci, di ∈ Fq such that fi(x) = aix+ bi and gi(x) = cix+ di . Therefore,
Hi+1(x) = Hi(ax
−1 + b) =
fi(ax
−1 + b)
gi(ax−1 + b)
=
(bai + bi)x+ aai
(bci + di)x+ aci
=
fi+1(x)
gi+1(x)
where max(deg(fi+1), deg(gi+1)) = 1 and gcd(fi+1, gi+1) = 1 otherwise we have a
contradiction to our assumptions about Hi . Since max(deg(fi), deg(gi)) = 1 for all
i ≥ 0 , Hi is always a nonconstant rational function.
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Lemma 3.3.33 For all integers i, k with 0 ≤ i < k ≤ T and all polynomials
Ψ ∈ Fq[x0, . . . , xi] and G ∈ Fq[x] with gcd(G, gk) = 1 we have
G(x)Hk(x) 6= Ψ(Hi(x), . . . , H0(x))
Proof : By induction, it can be shown that if gi(x) = cix + di then fi(x) = (bci +
di)x + aci . This is true for f0(x) since c0 = 0 and d0 = 1 . Suppose that if
gj(x) = cjx + dj then fj(x) = (bcj + dj)x + acj for some j . We want to show that
if gj+1 = cj+1x+ dj+1 then fj+1 = (bcj+1 + dj+1)x+ cj+1 . Now,
fj+1(x)
gj+1(x)
= Hj+1(x) = Hj(ax
−1 + b)
=
fj(ax
−1 + b)
gj(ax−1 + b)
=
(b(bcj + dj) + acj)x+ a(bcj + dj)
(bcj + dj)x+ acj
Since we assumed that gj+1(x) = cj+1x+ dj+1 , we have cj+1 = bcj + dj and dj+1 =
acj . This implies fj+1(x) = (bcj+1+ dj+1)x+ acj+1 . Note here that gi+1(x) = fi(x)
for all i ≥ 0 .
If ci = 0 then Hi(x) = x and i = 0 or i ≥ T . For all integers 0 ≤ j1 < j2 < T ,
gcd(gj1gj2) = 1 .
Otherwise
gj1(x) = kgj2(x) with k ∈ F∗q
which yields fj1(x) = kfj2(x) and thus Hj1(x) = Hj2(x) . Therefore,
Hj1+1(x) = Hj1(ax
−1 + b) = Hj2(ax
−1 + b) = Hj2+1(x)
and iteratively,
Hj1+T−j2(x) = Hj2+T−j2(x) = HT (x) = H0(x)
which is a contradiction to the definition of T .
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Suppose that for i = 0 ,
G(x)Hk(x) = Ψ(H0(x)) = Ψ(x) .
Then G(x)fk(x) = Ψ(x)gk(x) and gcd(G, gk) = 1 implies that gk(x) divides fk(x) .
Since max(deg(fk), deg(gk)) = 1 and Hk(x) is a nonconstant polynomial, we have
deg(fk) = 1 and deg(gk) = 0. This implies that ck = 0 and this yields a contradiction
since 0 ≤ i < k < T . Now, suppose that for i > 0, we have an equation of the form
G(x)Hk(x) = Ψ(Hi(x), . . . , H0(x)) .
Then
G(x)fk(x) = gk(x)Ψ(Hi(x), . . . , x)
and clearing the denominators we get
G(x)fk(x)gi(x)
si . . . g1(x)
s1 = gk(x)Ψ(x) .
where s1, . . . , si are nonnegative integers. Since gcd(G, gk) = 1 = gcd(fk, gk) and
gcd(gj, gk) = 1 for all 1 ≤ j ≤ i < k < T , gk does not divide the left hand side of
the above equality which is a contradiction. Therefore
G(x)Hk(x) 6= Ψ(Hi(x), . . . , H0(x)) .
2
Theorem 3.3.34 The nonlinear complexity profile of a sequence V = (vn)n≥0 pro-
duced by the inversive generator which is purely periodic with period t, satisfies
NLm(V , N) ≥ min
{⌈
N − 1
m+ 2
⌉
,
⌈
t− 1
m+ 1
⌉}
.
Proof : Suppose that k is the least positive integer such that
υn+k = Ψ(υn+k−1, . . . , υn) 0 ≤ n ≤ N − k − 1
with a polynomial Ψ(λ1, . . . , λk) over Fq of total degree at most m . Then
ψk(υn) = Ψ(ψ
k−1(υn), . . . ,Ψ0(υn)) 0 ≤ n ≤ N − k − 1 .
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Let Ej denote the poles of the rational functions H0, . . . , Hj for any j ≥ 0 . Since
max{deg(fi), deg(gi)} = 1, |Ej| ≤ j . For j = 0 ,
ψ0(x) = x = H0(x)
where x ∈ Fq . Suppose that for some i > 0 ,
ψi(x) = Hi(x)
where x ∈ Fq \ Ei .
For x ∈ Fq \ Ei, we can write
ψi+1(x) = ψi(ψ(x)) = Hi(ψ(x)) = Hi(ax
−1 + b) = Hi+1(x)
when ψ(x) ∈ Fq \ Ei is also true. Since x ∈ Fq \ Ei , ψ(x) = H(x) and hence the
equality holds when H(x) ∈ Fq \ Ei . This means that the condition x ∈ Fq \ Ei+1
should be satisfied. Therefore, by induction, we have ψj(x) = Hj(x) for all j ≥ 0
and x ∈ Fq \ Ej .
The sequence (Hi) is purely periodic. Let T be the smallest period of the se-
quence (Hi) . We have T ≥ t where t is the period of the inversive generator.
In fact, for any x ∈ Fq \ Et , Ht(x) = ψt(x) = x and for x ∈ Et , we have
x = ψt(x) = Ht+1(x) . Hence, if Et = Fq then T = t + 1 and otherwise T ≥ t .
We can suppose that k ≤ t ≤ T . Let G(x) = 1 . Then lemma 1 implies that
Hk(x) 6= Ψ(Hk−1(x), . . . , H0(x)) , i.e,
H(x) = −Hk(x) + Ψ(Hk−1(x), . . . , H0(x))
is a nonzero rational function. Since Hi(x) =
fi(x)
gi(x)
are nonconstant rational func-
tions where fi(x), gi(x) ∈ Fq[x] with max{deg(fi), deg(gi)} = 1 , H(x) = F (x)G(x) with
F (x), G(x) ∈ Fq[x] . Here deg(F ) ≤ mk + 1 . When υn 6∈ Ek , ψj(υn) = Hj(υn) for
all 0 ≤ j ≤ k and hence
Hk(υn) = ψ
k(υn) = Ψ(ψ
k−1(υn), . . . ,Ψ0(υn))
= Ψ(Hk−1(υn), . . . , H0(υn))
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for 0 ≤ n ≤ N − k − 1 , hence
F (x)
G(x)
= H(x) = −Hk(x) + Ψ(Hk−1(x), . . . , H0(x))
is zero for all υn 6∈ Ek with 0 ≤ n ≤ N − k − 1 . To determine zeros of H(x),
we should consider the elements υ0, . . . , υN−k−1 which are pairwise distinct and not
contained in Ek . If N − k − 1 ≤ t then among the N − k elements υ0, . . . , υN−1
there are at least N − 2k distinct zeros of H(x) and if N − k − 1 > t then there
are at least t − k distinct zeros of H(x) . So, the polynomial F (x) has at least
min{N − 2k, t − k} zeros and hence deg(F ) ≥ min{N − 2k, t − k} . This implies
mk+1 ≥ min{N−2k, t−k} . If N−2k = min{N−2k, t−k} then k = NLm(V , N) ≥
N−1
m+2
otherwise, k = NLm(V , N) ≥ t−1m+1 . Therefore,
NLm(V , N) ≥ min{
⌈
N − 1
m+ 2
⌉
,
⌈
t− 1
m+ 1
⌉
}
2
Theorem 3.3.35 The linear complexity profile of a sequence U = (un)n≥0 produced
by the quadratic exponential generator (3.24) which is purely periodic with period t
satisfies the inequality
L(U , N) ≥
⌈
min{N, t}
2
⌉
Proof : Let k be the least positive integer with
un+k = ak−1un+k−1 + ak−2un+k−2 + · · ·+ a0un
for 0 ≤ n ≤ N − k − 1 . Then L(U , N) = k . For l, n ≥ 0 ,
un+l = υ
(n+l)2 = υl
2
unυ
2nl .
Now let ak = −1 and bl = υl2al , then
−un+k + ak−1un+k−1 + ak−2un+k−2 + · · ·+ a0un = 0
which implies
akυ
k2υ2nk + ak−1υ(k−1)
2
υ2n(k−1) + · · ·+ a1υυ2n + a0 = 0
73
and
bkυ
2nk + bk−1υ2n(k−1) + · · ·+ b1υ2n + b0 = 0
for 0 ≤ n ≤ N −K − 1 . Consider the polynomial
f(x) = bkx
k + bk−1xk−1 + · · ·+ b1x+ b0 .
Now, we are going to find out the number of zeros of f(x). Let τ be the multiplicative
order of υ . For even values of τ the elements 1, υ2, υ4, . . . , υτ−2 and for odd values of
τ , the elements 1, υ2, υ4, . . . , υ2τ−2 are distinct. If τ is even and τ −2 > 2(N−k−1)
then f(x) has at least N − k zeros; 1, υ2, . . . , υ2(N−k−1), otherwise f(x) has at least
τ/2 zeros; 1, υ2, . . . , υτ−2 . Hence there are at least min{τ/2, N − k} roots of f(x) .
Suppose that τ is odd. If 2τ − 2 > 2(N − k− 1) then f(x) has at least N − k zeros;
1, υ2, . . . , υ2(N−k−1), otherwise there are at least τ zeros of f(x) ;1, υ2, . . . , υ2τ−2 .
Hence there are at least min{τ,N − k} roots of f(x) if τ is odd.
deg(f(x)) = k ≥ min{τ/2, N − k},min{τ,N − k}
and t ≤ τ implies that k = L(U , N) ≥
⌈
min{N,t}
2
⌉
.
2
There is a relation between the linear complexity of a general inversive congru-
ential generator with modulus p and maximal period length and the degree of the
permutation polynomial defining it. We explain this in the following paragraphs.
The linear complexity L(S) of an infinite sequence S = (sn)n≥0 on a ring R can
also be defined as the length L of the shortest linear recurrence relation
sn+L = aL−1sn+L−1 + · · ·+ a0sn, n = 1, 2, . . . (3.26)
with aL−1, . . . , a0 ∈ R which is satisfied by the sequence (sn)n≥0 . With this defini-
tion in mind consider the nonlinear congruential generator of the form
xn+1 ≡ f(xn) (mod p)
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where the modulus p ≥ 5 is a prime number, x0 ∈ Fp and f : Fp → Fp denotes a func-
tion such that the generator has period length p . Then xn+p = xn, n = 0, 1, . . .
and we can view X = (xn)n≥0 as a linear recurring sequence with a characteristic
polynomial xp− 1 = (x− 1)p . The minimal polynomial of this sequence is a divisor
of (x − 1)p, hence it should be of the form m(x) = (x − 1)t where 1 ≤ t ≤ p .
In fact, m(x) is the characteristic polynomial of the linear recurrence relation of
least possible order satisfied by the sequence X . Therefore the linear complexity
L(X ) = t .
We have mentioned in section 3.1.1 by equation (3.4) that the terms of the above
sequence can be written as
xn =
s∑
j=0
(
n+ j
j
)
aj = g(n) for all n ≥ 0
with g ∈ Fp[x] with deg(g) = s = t − 1 . Here, g is a permutation polynomial of
Fp since {g(0), g(1), . . . , g(p− 1)} = Fp . Therefore we can conclude that the linear
complexity of the nonlinear congruential sequence with period p ≥ 5, is equal to
deg(g) + 1 where g is the permutation polynomial defining the sequence.
Now, we look at the linear complexity of the power generator which is defined in
(2.11). We assume that the power generator is purely periodic with period t . For
all periodic sequences (xn) with period t , xn+t = xn for all n ≥ 0 . Hence L ≤ t
since we assumed that the power generator is purely periodic with period t .
We give two important lemmas which will be used to prove main results about
the linear complexity of the power generator in Shparlinski [27].
Lemma 3.3.36 Let q ≥ 2 and g be integers, and let τ be the largest positive integer
for which the powers gx , x = 1, . . . , τ are distinct modulo q . Then for any H ≤ τ
and 1 ≤ h ≤ q , there exists an integer a , 0 ≤ a ≤ q − 1 , such that the congruence
gx ≡ a+ y (mod q) 0 ≤ x ≤ H − 1, 0 ≤ y ≤ h− 1 ,
75
has
Ta(H, h) ≥ Hh
q
solutions (x, y) .
Proof : We have
q−1∑
a=0
Ta(H, h) = Hh .
Let a0 be the integer 1 ≤ a0 ≤ q − 1 such that Ta0(H, h) = max{Ta(H, h)| 0 ≤ a ≤
q − 1} . Then
qTa0(H, h) ≥
q−1∑
a=0
Ta(H, h) = Hh
and hence
Ta0(H, h) ≥
Hh
q
.
2
Lemma 3.3.37 Let a sequence (sn)n≥0 satisfy a linear recurrence relation of the
form (3.26) over a field F . Then for any T ≥ L + 1 pairwise distinct nonnegative
integers j1, . . . , jT there exist c1, . . . , cT ∈ F , not all equal to zero, such that
T∑
i=1
cisn+ji = 0 n = 1, 2, . . . .
Proof : Consider the set S of all solutions of the linear recurrence relation given
in (3.26). By [17, section 8.5], S is a vector space of dimension L over F . For
i = 1, . . . , T , let sn+ji = (sn+ji , sn+ji+1, . . . , sn+ji+L−1) where n = 1, 2, . . . . Then
sn+j1 , . . . , sn+jT are solutions of (3.26) and since T ≥ L + 1 , they are linearly
dependent over F . There exist c1, . . . , cT ∈ F , not all zero such that
T∑
i=1
cisn+ji = 0, n = 1, 2, . . . .
By considering the first component of this sum, we get
T∑
i=1
cisn+ji = 0 n = 1, 2, . . . .
2
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Now, we give the upper bound for the linear complexity of the power generator in
the prime modulus case.
Theorem 3.3.38 Let m = p be a prime. Assume that the sequence (un)n≥0 , given
by (2.11) with m = p is purely periodic with period t . Then, for the linear complexity
L of this sequence, the bound
L ≥ t
2
p− 1
holds.
Proof : Let τ be the largest positive integer such that the powers ex for x = 1, . . . , τ
are distinct modulo p− 1 . Suppose that τ < t . Since eτ ≡ 1 (mod p− 1) , ϑτ ≡ ϑ
(mod p) which contradicts t being the period of the power generator with modulus
p . Therefore τ ≥ t . Lemma 3.3.36 implies that there exists a with 0 ≤ a ≤ p − 2
such that for the number of solutions T of the congruence
ex ≡ a+ y (mod p− 1) , 0 ≤ x ≤ τ − 1 , 0 ≤ y ≤ t− 1 , (3.27)
we have
T ≥ τt
p− 1 ≥
t2
p− 1 .
Let (j1, k1), . . . , (jT , kt) be the corresponding solutions of the congruence (3.27).
Assume that T ≥ L+ 1 (L ≤ T − 1) . Then
un+ji ≡ ϑe
n+ji ≡ uneji ≡ ua+kin (mod p), n = 1, 2, . . . , i = 1, . . . , T ,
and by lemma 3.3.37, there exist c1, . . . , cT ∈ Fp , not all equal to zero such that
T∑
i=1
ciu
a+ki
n ≡ 0 (mod p), n = 1, 2, . . . .
By the definition of the power generator ϑ 6= 0 and hence un ≡ ϑen 6≡ 0 (mod p) , n =
1, 2, . . . , and the nonzero polynomial
F (x) =
T∑
i=1
cix
ki ∈ Fp[x]
of degree
degf ≤ max
1≤i≤T
ki ≤ t− 1
has t distinct zeros u1, . . . , ut−1 which is impossible. So, we have L ≥ T ≥ t2p−1 .
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2We call the numbers m = pl as Blum integers where p, l are distinct primes. We
show that the linear complexity of the power generator with modulus m = pl is at
least of order tφ(m)−1/2 .
Theorem 3.3.39 Let m = pl , where p and l are two distinct primes. Assume that
the sequence (un)n≥0 given by (2.11), is purely periodic with period t . Then for the
linear complexity L of this sequence the bound
L ≥ tφ(m)−1/2
holds.
Proof : Let tp be the period of the sequence (un) modulo p and tl be the period of
the same sequence modulo l . We have the inequality t ≤ tptl and hence
t2pt
2
l
(p− 1)(l − 1) ≥
t2
φ(m)
.
Suppose that
t2p
p−1 ≥
t2l
l−1 .Then
t2p
p− 1 ≥ tφ(m)
−1/2 .
The linear complexity L is not smaller than the linear complexity modulo p, hence
by theorem 3.3.38 we have
L ≥ tφ(m)−1/2 .
2
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