Classical sparse regression based on 1 minimization solves the least squares problem with all available measurements via sparsity-promoting regularization. In challenging practical applications with high levels of noise and missing or adversarial samples, solving the problem using all measurements simultaneously may fail. In this paper, we propose a robust global sparse recovery strategy, named JOBS, which uses bootstrap samples of measurements to improve sparse regression in difficult cases. K measurement vectors are generated from the original pool of m measurements via bootstrapping, with each bootstrap sample containing L elements, and then a joint-sparse constraint is enforced to ensure support consistency among multiple predictors. The final estimate is obtained by averaging over K estimators.
I. INTRODUCTION
In Compressed Sensing (CS) and sparse recovery, solutions to the linear inverse problem in the form of least squares plus a sparsity-promoting penalty term have been extensively studied. Formally speaking, the measurements vector y ∈ R m is generated by y = Ax + z, where A ∈ R m×n is the sensing matrix, x contains the sparse codes with very few non-zero entries, and z is a noise vector with bounded energy. The problem of interest is finding the sparse vector x given A as well as y. Among various choices of sparse regularizers, the 1 norm is the most commonly used. The noiseless case is referred to as Basis Pursuit. The noisy version is known as basis pursuit denoising [1] , or least absolute shrinkage and selection operator (Lasso) [2] : 
where the non-negative scaling parameter λ balances the sparsity level and the least square fit. The correctness and robustness of 1 minimization has been thoroughly investigated in the CS literature [3] - [6] . Theoretical works [3] , [4] study the conditions for successful recovery based on Null Space Property (NSP) and Restricted Isometry Property (RIP) and quantify the performance using the RIP constant.
Unfortunately, in practice, measurements may not be available all at once. Parts of the data can be missing or severely corrupted. In streaming settings, measurements might be available sequentially or in small batches, and waiting for all of them means wasting valuable time and buffering memory.
Alternatively, for sparse recovery or sparse-representationbased classification, many schemes use local observations and have shown promising performances [7] - [11] . The proper choices of subsets differ between applications and require case-by-case treatment. Obviously, prior knowledge helps significantly in the selection process. For example, large image data-sets may have relatively lower variance within local regions. Choosing to work with image patches yields good performance in dictionary learning [7] and deep learning [12] .
Without any prior information, a natural choice is to sample uniformly at random with replacement, termed Bootstrap [13] . It performs reasonably well when all measurements are equally good. In CS theory, many random matrices have been proven to be excellent sensing matrices. These operators act by shuffling and recombining entries of the original measurements, which destroys any spatial or temporal structure and makes the measurements even more democratic. Bootstrapping is therefore a natural choice of selecting partial data for CS.
To incorporate information from multiple estimates, the Bagging [14] procedure was proposed. It solves objectives multiple times independently from bootstrap samples and then averages over multiple predictions. Applying Bagging in sparse regression was shown to reduce estimation error when the sparsity level s is high [14] . However, individually solved predictors are not guaranteed to have the same support, and in the worst case, their average can be quite dense; its support size can grow up to Ks, where K is the number of bootstrap samples. To alleviate this problem, Bolasso was proposed [15] , which firstly recovers the support using the common ones for all bootstrapped estimators and then estimates magnitudes by applying least squares on the support. However, this strategy is very aggressive. When the noise level is high, it commonly recovers the trivial zero solution.
In this paper, to resolve the support consistency issue in Bagging and avoid the overly aggressive two-step Bolasso process, we propose enforcing row sparsity among all predictors using the 1,2 norm. The final estimate can still be obtained by averaging over all estimators. We name this framework JOBS (Joint-sparse Optimization from Bootstrap Samples). Our previous work [16] shows that Bagging with bootstrap ratio smaller than 1 (the conventional ratio) leads to better results. This paper shows that JOBS achieves similar best performances to Bagging, with even lower optimal bootstrap sampling ratios. The row sparsity prior helps lower the optimal bootstrap sampling ratio even more.
II. PROPOSED METHOD: JOBS Our proposed method JOBS consists of three steps. First, we generate K bootstrap samples; each contains L elements that are independently and uniformly sampled at random with replacement from m original data points. This multiple bootstrap process generates K multi-sets from the original data, which correspond to K pairs of sensing matrices and measurements:
Here we introduce the notation (·)[I]: for a set (or multi-set) I, the operation [I] takes rows supported on I and throws away all other rows in the complement, I c . Next, we solve collaborative recovery on those sets, in both noiseless and noisy forms. The noiseless case optimization is:
The noisy counterpart can be expressed as: for some nonnegative balancing parameter λ (L,K) relating to the parameters (L, K) (here we use λ for short):
Proposed approaches in equations (2) (3) are in the form of Block (or Group) sparse recovery [17] and numerous optimization methods can be employed to solve them such as [18] - [22] . Finally, the JOBS solution is obtained by averaging the columns of the solution X from (3):
All supports of x 1 , x 2 , ..., x K are the same because of the row sparsity constraint that we impose, and therefore the sparsity level of the JOBS solution x J is guaranteed to be preserved unlike in the Bagging solution.
III. PRELIMINARIES A. Block Sparsity
Block sparsity is a generalization of the standard 1 sparsity. The block sparsity level of signal x ∈ R n with respect to a partition B = {B 1 , B 2 , ..., B b } over the original signal is defined as follows: the notation x 2,0|B counts the number of non-zero blocks of a given block partition B :
Row sparsity is a specific case of block sparsity: each element in the group partition contains all the indices of a row. Therefore, we can use theoretical properties such as Block Null Space Property (BNSP) [23] and Block Restricted Isometry Property (BRIP) [24] to analyze JOBS.
B. BNSP and BRIP
BNSP directly characterizes the ability of success for block sparse recovery. The definition is as follows. Definition 1 (BNSP, from [23] ). Every s−block sparse signal x with respect to block assignment B, is a unique solution to min x 1,2|B s.t. y = Ax if and only if matrix A satisfies block null space property over B of order s: for any set S ⊂ {1, 2, ..., n} with card(S) ≤ s, it obeys:
denotes the vector equal to v on a block index set S and zero elsewhere.
Checking the BNSP condition is computationally intractable, and it is also not suitable for quantifying performance in noisy cases since it is a binary (True or False) metric instead of a continuous one. BRIP offers a more intuitive interpretation and the definition is as follows: Definition 2 (BRIP, from [24] ). A matrix A with 2normalized columns satisfies BRIP with respect to block partition B of order s if there exists a constant δ s|B (A) ∈ [0, 1) such that for every s−block sparse v ∈ R n over B:
C. Noisy Recovery bounds based on BRIP constants
If the BRIP constant of order 2s is strictly less than √ 2−1, then BNSP of order s is satisfied, which leads to a successful recovery [24] . The error bound for block sparse recovery based on the BRIP constant is stated as follows: Theorem 3 (block sparse recovery error bound, from [24] ).
be the solution of block sparse minimization, then
where C 0 (·), C 1 (·) are some non-decreasing functions of δ and their forms are described in [3] , [24] .
IV. THEORETICAL RESULTS FOR JOBS

A. BNSP
Similarly to previous CS analysis in [3] , we rely on the null space property to characterize the exact recovery condition of our algorithm. Definition 4 (BNSP for JOBS). A set of sensing matrices 
It is not surprising that the BRIP of JOBS depends on the worst case among all K choices of sub-matrices since a smaller RIP constant indicates better recovering ability. If there are duplicated rows of A[I j ] generated by bootstrapping, they are removed when computing the RIP constant.
C. Noisy Recovery Performance
We now analyze the error bound for JOBS using BNSP and BRIP. The theorems are based on deterministic sensing matrix, measurements, and noise: A, y, z with all bounded entries.
From previous analyses, we established that if the BRIP constant of order 2s is less than √ 2 − 1, it implies that {A[I 1 ], A[I 2 ], ..., A[I K ]} satisfies BNSP of order s. Then, by Theorem 5 (ii), we know that the optimal solution to J 12 is the s−row sparse signal X with every column being x . Similar to the bound in Theorem 3, the reconstruction error is determined by the s−block sparse approximation error and the noise level. The following theorem gives the error bound for JOBS when the ground truth signal is exactly s−sparse. Theorem 7 (Main Theorem, JOBS error bound for x 0 = s ). Let y = Ax + z, z 2 < ∞. If there exists a constant related to parameters (L, K) such that, δ 2s|B (A J ) ≤ δ L,K < √ 2 − 1, and the true solution x is exactly s−sparse, then for any τ > 0, the JOBS solution x J satisfies
We show that JOBS is a relaxation of 1 minimization (details are in the full version [25] ). However, in the more general case, when the sparsity level of x may exceed s, there is no guarantee that the non s−sparse part will be preserved by the JOBS relaxation, which means the noiseless JOBS solution is not guaranteed to be K columns of the true solution. However, as long as the relaxation error is small enough, JOBS can still perform reasonably well for dense signals. The result is stated as follows.
Theorem 8 (Main Theorem, JOBS error bound for the general case). Let y = Ax + z, z 2 < ∞. If there exists a constant related to parameters (L, K) such that δ 2s|B (A J ) ≤ δ L,K < √ 2 − 1, then for any τ > 0, JOBS solution x J satisfies
where e is the s-sparse approximation error: e = x − x 0 with x 0 being the top s components of the true solution x , and A ∞,1 = max i=1,2,...,m ( a[i] T 1 ) denotes the largest 1 -norm of all rows of A.
The error bound in Theorem 8 relates to the s−sparse approximation error as well as the noise level, which is similar to the error bounds for block sparse recovery in Theorem 3. Our JOBS method introduces a relaxation error bounded by e 2 . When e = 0, x is exactly s−sparse, Theorem 8 reduces to Theorem 7. Theorem 8 is often used when the number of measurements is low with regards to the ground truth sparsity level.
The main tools to prove these two theorems are the error bound for block sparse signal recovery and Hoeffding's tail bound for independent bounded random variables. The general idea for proving both theorems is as follows: for each realization I j , the performance can be analyzed through Theorem 3 bounded by the corresponding noise vector z[Ij] . Then, to characterize the typical performance of JOBS, we use Hoeffding's inequality to bound the error with the expected noise level. Due to the page limit, for the details of the proofs, the reader is referred to [25] . The relationship of the upper bound of the BRIP constant with the bootstrap sample size L and number of estimates K is described in the next section.
D. Parameters Selection Guided by the Theoretical Study
Our two main theorems offer guidance to the optimal choices of bootstrap sample ratio L/m and number of bootstrap samples K. For the sampling ratio L/m, the BRIP constant in general decreases with increasing L. The intuition behind this trend is that taking more measurements tends to gain a better ability to preserve the information of the signal after projection. The RIP constant for 1 minimization was proved to be smaller with high probability for a larger number of measurements [26] : larger L indicates a smaller RIP constant. Since the BRIP constant for JOBS as stated in Proposition 6 is the maximum RIP constant over K bootstrapped matrices, BRIP constant will also be smaller with a larger L. Since C 1 (δ) is a non-decreasing function of δ and a larger L results in a smaller δ, then C 1 (δ) is also smaller. On the other hand, the second factor associated with the noise power term, L/m, suggests a smaller L.
Combining these two factors indicates that the best L/m ratio should be somewhere in the 0.5 range. In the experimental results, we show that when m is small, varying L/m from 0−1 creates peaks with the largest value at L/m ≈ 0.4. However, the first factor, which is the relationship between the BRIP constant and L, is dominating in the stable case (when m is large), so that larger L tends to lead to better performance.
As for the number of estimates K, increasing K has a weak effect in increasing the BRIP constant, because the maximum is taken over K RIP constants. Consequently, for any JOBS matrix A J generated from K + 1 bootstrap samples, there exists one generated from K bootstrap samples with smaller or equal BRIP constant. However, the sample complexity result in [26] shows that for a random Gaussian or Bernoulli matrix with a large enough number of measurements, the RIP constant is guaranteed to be smaller than some constant with large probability. For random matrices of the same size, the RIP constants are fairly concentrated. It is reasonable to deduce that increasing K does not dramatically increase the BRIP constant by a significant margin. In the simulation, we did not observe that increasing K reduces the performance.
The number of estimates K mainly has an effect through the uncertainty in (8) , which decays exponentially with K, so a large K is preferable in this sense. The certainty can be written as p(K) = 1 − exp{−αK}, for some constant α > 0. By taking the derivative p (K) = α exp{−αK}, we know that the growth rate of p(x) is positive and decreasing with K. This phenomenon is also tested in the simulation. Although increasing K will in general improve the results, the performance tends to be flattened out, and the improvement margin decreases.
V. NUMERICAL RESULTS
We study sparse regression on simulated data using JOBS and other comparison methods: Bagging, Bolasso and the baseline 1 -minimization. In our experiment, all entries of A ∈ R m×n are i.i.d. samples from the standard normal distribution N (0, 1). The dimension of signal x is n = 200. For the ground truth signals, their sparsity levels are s = 50, and the non-zeros entries are sampled from the standard normal distribution with their locations being generated uniformly at random. For the noise processes z, entries are sampled i.i.d. from N (0, σ 2 ), with noise variance σ 2 = 10 −SNR/10 Ax 2 2 , where SNR represents the Signal to Noise Ratio. In our experiments, we add white Gaussian noise to make the SNR = 0 dB. Various numbers of measurements m from 50 to 150 are explored. We use the ADMM implementation [18] to solve (3) . The same solver is used to solve Bagging, Bolasso, and the baseline 1 -minimization algorithm with K = 1 for a fair comparison.
We study how the number of estimates K as well as the bootstrapping ratio L/m affects the result. In our setting, we take K = 30, 50, 100, while L/m varies from 0.1 to 1. We report the averaged recovered Signal to Noise Ratio (SNR) as the error measure for recovery : SNR = −10 log 10 x − x 2 2 / x 2 2 averaged over 20 independent trials. For all algorithms, we evaluate the balancing parameter λ at different values from .01 to 200 and then select optimal values that give the maximum averaged SNR over all trials. JOBS and Bagging outperform 1 minimization and Bolasso. The grey circle highlights the peaks and the grey area highlights the optimal bootstrap ratio. The optimal JOBS bootstrap ratio is smaller than the one for Bagging. Plots in the same row has the same range of y-axis.
Beside JOBS, Bagging and Bolasso with the same set of parameters (L, K) and 1 minimization are studied. JOBS and Bagging performance with various bootstrap sampling ratios L/m and number of estimates K is in Figure 1 . For each choice of parameters (L, K), the information available to JOBS, Bagging, and Bolasso is identical, and 1 minimization always has access to all m measurements. The performance of 1 minimization is drawn in black dashed lines. The best Bolasso results with the same choices of (L, K) as JOBS and Bagging are plotted in green dashed lines.
From Figure 1 , we observe that when the number of measurements m is small, JOBS outperforms 1 minimization. As m decreases, the margin increases. When the level of m is high enough, both JOBS and Bagging, start losing their advantages over 1 minimization. Bolasso does not perform well when m is low, although it is shown to outperform others in the easy case for high m [25] .
In our setting, the sparsity level s = 50 and the number of measurements m is 50 − 150. When the number of measurements is low (s − 3s), with a small bootstrap sampling ratio L/m and K (L/m is only 0.3 − 0.5, and K at 30), JOBS is quite robust and outperforms all other algorithms with the same parameters (L, K). In terms of the best performance, JOBS and Bagging are similar. However peaks of Bagging happen when the sampling ratio L/m is 0.6 − 1. The grey area in Figure 1 highlighting the optimal bootstrap ratio L/m is further left for JOBS than Bagging. Applying row sparsity shows its advantage while the total amount of data is limited.
Another desirable propriety of JOBS is that its solution is sparser than the Bagging solution with a similar performance. We find that the sparsity level of JOBS peak solution is about 0.4 − 0.9 of the one for Bagging for the same number of measurements m.
VI. CONCLUSION
We propose and demonstrate that JOBS, motivated from a powerful bootstrapping idea, improves robustness of sparse recovery in noisy environments through the usage of a collaborative recovery scheme. We analyze its correctness for the noiseless case and error bounds for the noisy case. JOBS is particularly powerful when the number of measurements m is small. This condition is notoriously difficult, both in terms of improving performance and studying the associated tight theoretical properties. Overall, JOBS outperforms 1 minimization by a large margin. Proper choice of L/m bootstrap sampling ratio is 0.3-0.5 and a large enough number of estimates K ≥ 30 is required to achieve desirable performance. Theoretical results predict that lower L/m can possibly lead to the optimal performance, and increasing K increases the certainty. Both are validated by the extensive simulation. Finally, JOBS also has several advantages over Bagging: i) we have precise control of the sparsity level, and heuristically we produce sparser solutions compared to Bagging; ii) since the optimal sampling ratio is consistently smaller than Bagging for the same number of estimates, JOBS reduces the expected amount of data to achieve a similar performance level.
