The simulation of language disorders using interactive activation (IA) networks and connectionist systems is discussed. An existing IA account of aphasic naming is described, in which two network parameters (decay rate and connection strength) are varied to fit the error production of an aphasic patient. Fairly similar results can be obtained through modification of additional parameters, including the so-called 'shared weight increase factor' linking lexical and semantic units. This leads us to consider simulation of aphasic naming using connectionist networks which do not require explicit variation of network parameters. A modular connectionist architecture is presented, in which semantic-lexical and phonological knowledge are instantiated using self-organising Kohonen maps, while connections between them are implemented using Hebbian networks; a linear connectionist network (Madaline) is used to simulate non-word repetition. The Hebbian connections are lesioned in order to reproduce the patient's naming errors.
INTRODUCTION
Connectionist (or neural) networks are computer programs and associated data sets that can be used to simulate a wide range of 'real-world' phenomena. In recent years, connectionism-the application of connectionist networks-has gained acceptance as a modelling paradigm allowing computational exploration of cognitive neuropsychological theories. Particularly noticeable is the work on modelling a number of acquired and progressive language disorders: deep and surface dyslexia (Plaut & Shallice, 1993a; Patterson, Seidenberg, & McClelland, 1989) , deep dysphasia , pure alexia (Mayall & Humphreys, submitted) , categoryspecific anomia (Farah & McClelland, 1991) , optic aphasia (Plaut & Shallice, 1993b) , and naming impairments in Alzheimer's disease (Tippett & Farah, 1994) . These accounts of language disorders are usually based upon a single connectionist network which is initially trained to map one type of linguistic representation onto another (for example, orthography onto phonology), and thus display normal linguistic behaviour. The network is then damaged, or lesioned, in some manner in order to disrupt the mapping process and simulate impaired language comprehension or production.
A connectionist network comprises a large number of highly-simplified neuron-like structures or units that are organised in densely interconnected configurations. External stimuli applied to one or more of the constituent units can be propagated through the entire network by way of these connections, which may be either excitatory or inhibitory in nature. Each unit can, in principle, receive input from all other units in a connectionist network. Depending on the activation value of a stimulated unit, it may in turn excite or inhibit other units.
The operation of a connectionist network can be understood in terms of the non-linear behaviour of its individual components. All inputs to a unit are modified on the basis of synaptic weights associated with the connections along which the inputs propagate. The sum of these weighted inputs is then passed through an activation or 'squashing' function, in order to limit the amplitude of the unit's output. Moreover, the output may be subjected to an affine transformation, enabling simulation of the effects of activation thresholds, equipotentials and so on.
Kohonen's categorisation is important for analysing the state of play in the connectionist modelling of language disorders. Consider, for instance, Harley's (1993) survey of the same. The author discusses the popular interactive activation (IA) network, and the back-propagation network, which learns to interrelate inputs and outputs under the influence of a 'tutor'. Connectionist architectures that use algorithms based on notions of self-organisation and competitive learning (the so-called 'unsupervised learning' networks), or based on Hebbian learning, are also being increasingly used in the simulation of language disorders (Wright, 1995) . Using Kohonen's categorisation, one may conclude that much of the simulation work carried out in the field of cognitive neuropsychology is based upon 'network-level models', i.e. models comprising a single, homogenous network for simulating idealised functions of the nervous system such as associative memory or non-linear feedback. The next level of abstraction would be the use of two or more networks for simulating disordered language comprehension or production. This paper contains a description of our efforts in using 'network-level' and 'nervous system-level' models to simulate language disorders in a systematic manner. Before proceeding with this description, we review the connectionist architectures used in recent simulations of neuropsychological deficits. We begin with IA networks before moving on to more complex architectures based upon the notions of supervised and unsupervised learning.
Interactive activation networks
IA networks consist of a number of simple processing units, each connected to one or more other units. The units are usually grouped into 'layers' or 'pools'; in most cases, this occurs when the units are used to represent a specific type of information. Each unit has an associated time-varying activation value, computed from its previous activation state and from the activation states of other (directly connected) units. Processing is achieved in IA networks by applying external input to one or more specific units, and then allowing the network to update its activation state, either over a predefined number of 'time steps', or until it reaches a stable coalition.
Activation spreads throughout an IA network via inter-unit connections. Each connection has an associated weight: a strongly positive weight is termed excitatory, while a strongly negative one is termed inhibitory. The weights are taken into consideration when the activation states of the units are calculated. Usually, connections between units in the same pool compete by inhibiting one another, while connections between units in different pools are excitatory.
Connection weights are defined when the network is constructed, and do not change as a function of the amount of activation spreading through them over time. As a consequence, once the topology of the network has been defined, and the connection weights have been duly assigned, the behaviour of the model is deterministic, insofar as the same external input will always result in the same distribution of activation in the network after a fixed number of time steps. Because the comprehension and production of a language-impaired patient are not totally deterministic, it is usually necessary to introduce some kind of random component to the activation states of units if the IA architecture is to be used for the simulation of language disorders. In his spreading activation theory of sentence production, for example, Dell (1986) introduces the concept of 'linguistic background noise', a random fluctuation in the activation state of network units, to represent "the many influences on activation level that come from other nodes not represented in the simulation's network" (p. 297).
A further consequence of using an IA network to simulate a language disorder concerns the nature of the lesioning strategy. In most connectionist models of impaired spoken or written language (e.g. Hinton & Shallice, 1991; Plaut & Shallice, 1993a) , brain damage or neuronal degeneration is simulated by damaging network connections or units. However, because the connection weights are fixed in an IA network (which implies that an IA network cannot learn), the 'normal' behaviour of the network must be impaired by adversely modifying the parameters which govern the manner in which activation spreads.
Supervised and unsupervised learning connectionist architectures
The primary distinguishing feature of connectionist architectures other than the IA network is their ability to learn from their environment, and to improve their performance in this manner. Essentially, learning is related to adjustment of the so-called free parameters through an iterative process of stimulation. Each stimulation effects a change in the synaptic weight w ij between two units i and j.
The various strategies for changing these weights are referred to as learning algorithms. For example, the supervised learning algorithms, inspired by behaviourist theories on the relationship between stimulus and response, require the provision of not only an input stimulus, but also a 'teaching' stimulus, d, which tutors the network to respond to certain inputs in a particular manner. Weight changes are calculated as a function of the difference between the desired output and actual output of
In this example equation for supervised learning, input is denoted by x, output by y, and η is the learning rate, an additional parameter which controls the extent to which connection weights are modified after the presentation of a stimulus.
In contrast to supervised learning, algorithms for unsupervised learning are inspired and motivated by observations and theories related to the self-organisation of neurons in animal brains. Here, units compete to respond to a given stimulus. The winning unit in this competition becomes highly activated, while the activation levels of all other competing units are reset. The synaptic weight changes are guided by equations such as the following:
for winning unit j, and ∆w ij = 0 for losing units Until now, we have discussed connectionist networks in which activation spreads from input units to output units only. There are, however, a number of powerful connectionist architectures that employ feedback loops to enable a portion of the output to propagate back to the input units.
Networks in which there are one or more feedback loops, in addition to feedforward connections, are termed recurrent networks (Haykin, 1994) . Such networks employ additional free parameters to control the extent to which feedback may occur. Note that the adjustment of free parameters is not carried out manually by those using the simulation model. Rather, the modellers vary the training regimen of the network, either by increasing the number of training epochs, or by increasing the number of processing elements in the network.
The connectionist simulation of language disorders
A connectionist simulation may be seen as an attempted correlation between a set of inputs and outputs. Neural networks allow the most complex non-linear input-output relationships to be explored. The use of connectionist models in simulating neuropsychological deficits is again inspired by the models' power in mapping stimulus onto response. Plaut (1995) has reviewed the connectionist simulations of deep dyslexia, neglect dyslexia, hemispatial neglect, prosopagnosia and category-specific semantic deficits documented by a number of authors, and has examined the relevance of more advanced connectionist models in which some of the output of the network is fed back to become its new input, thereby simulating even more non-linear relationships between input stimuli and generated behaviour. Whilst Plaut notes a number of limitations of these models, he nevertheless concludes that "...even at this early stage of research, the finding that the behavior of attractor networks after damage resembles that of neurological patients supports the claim that the apparent similarity of artificial and biological neural networks is, in fact, substantive" (p. 542).
Similarly, Mayall and Humphreys (submitted) claim that their connectionist model of pure alexia "provides an existence proof that it is possible to explain this dissociation in the reading of pure alexic patients in terms of architecture and processes".
Our primary objective as computer scientists is to study methods to enable computationally wellgrounded simulations of language disorders through the use of artificial neural networks. In order to gain some insight into current models of language impairment, we have studied the work of Martin and her associates (Martin & Saffran, 1992; on disordered naming and repetition in a patient with deep dysphasia, based upon Dell's (1986) spreading activation theory of retrieval in sentence production. In their work, an IA network is lesioned in order to simulate the proportions of errors produced by a specific patient in a case study. Unlike other studies, in which networks are lesioned by modifying or destroying units or connections, Martin and her associates damage their model by supplying specific values for certain parameters which govern the behaviour of their network, concentrating specifically on the decay rate and connection strength parameters. By inducing a "pathological increase in the rate of decay of primed nodes in the semantic-lexical-phonological network" (Martin & Saffran, 1992:240) through modification of the decay rate parameter, they succeed in reproducing to some extent the proportions of naming and repetition errors made by their patient. The implications of these parameter-based experiments are later interpreted by , who suggest that "brain damage reduces the ability of the network to transmit activation (related to parameter p) [connection strength] and to retain activation (related to q) [decay rate]" (p. 393).
As part of our study, we have systematically varied network parameters other than the decay rate and connection strength, in order to determine whether the patient's error patterns could be reproduced in some other manner. We show that whilst the decay rate is a key parameter, particularly in modelling longitudinal naming data through variation of this parameter, it is possible to reproduce the results obtained through modification of other network parameters, such as those used to generate the so-called 'linguistic background noise' introduced by Dell in his spreading activation model of sentence production.
We agree that the decay rate hypothesis provides an intuitive account for the naming errors in aphasics like N.C., and that the tripartite semantic-phonological-lexical network does help to investigate systematically the impaired language function of a brain-damaged patient. The discussion about transmission and retention of information in the brain in terms of two parameters of an interactive activation network is, however, in our view only the first step in modelling language disorders using connectionist networks. For instance, parameter variation for fitting data per se does not give a sufficiently detailed functional description of processes as complex as neurochemical interaction and neurodynamic behaviour. What is more important, although intuitively less plausible, is the fact that there are at least four more parameters in Dell's model, variation of which appears to replicate some of the observations of Martin and her colleagues. Equally significantly, we believe that the behavioural properties of a connectionist network are themselves very important. In particular, we believe that networks based on supervised and unsupervised learning can play an important role in the simulation of disordered language production. Martin & Saffran (1992) have presented a case study of a patient, N.C., who, following brain trauma, was diagnosed as suffering from a relatively rare form of aphasia known as deep dysphasia. Specifically, N.C.'s symptoms include an inability to repeat non-words, production of semantic errors in repetition, and an impairment of auditory short-term memory. In subsequent papers (e.g. ), the authors have described their attempts to simulate N.C.'s impaired language production, both in individual naming and repetition tasks, and also in a longitudinal study, using an IA network.
DEEP DYSPHASIA AND ITS IAC SIMULATION
The network (Fig. 1 ) is based upon an original IA architecture implemented by Dell and O'Seaghdha (1991) Both naming and repetition tasks are simulated using the IA network. In order to simulate naming, external input is applied to the semantic units associated with the target word, and activation is allowed to spread through the network for a predefined number of time steps, n. At this stage, the most highly activated lexical unit is given a boost of activation. The activation state of the network is then calculated for another n time steps, and finally the onset, nucleus and coda phonological units having the highest activation states are noted; this corresponds to the 'output' from the network 1 . In the simulation of repetition tasks, a similar procedure is undertaken, except that external input is initially applied to the phonological units for the target word instead of the semantic units.
Consequently, no distinction is made between phonological 'input' and 'output' processing in the network.
Initially, the authors assign values to the network parameters in order to simulate unimpaired single word production, and then proceed to demonstrate that the proportions of errors produced by N.C. may be simulated by varying the decay rate parameter. This controls the rate at which the activation level of a unit decays over time. By increasing the value of this parameter to a 'pathologically' high level, the authors found that the proportions of correct responses, formal paraphasias, semantic errors and so on produced by the model resembled those of their patient in both naming and repetition tasks.
EXPLORATION OF THE IA MODEL
In order to study the effects of varying the parameters of the IA model, we wrote a program allowing the user to specify values for all parameters governing the behaviour of the network. In Table 1 , we compare the proportions of errors produced by the network in simulations of normal and impaired naming with those of the patient, N.C. It can be seen that for some error types, decreasing the connection strength leads to a more accurate simulation of the patient's impaired naming; this is the case for semantic error production. For others, increasing the decay rate results in a closer fit to the patient data, as is the case for the production of correct responses and neologisms.
[Insert Table 1 here]
A comparison of the proportions of errors produced by the original implementation of the model and our own implementation (Table 2 ) demonstrates that we have been able to reproduce the findings reported by Martin and her colleagues. However, the inevitable differences in the pseudo-random number generators used by the two programs have precluded precise agreement between the proportions of errors produced.
[Insert Table 2 here]
Having verified the accuracy of our own implementation, we then proceeded to study the effect of varying parameters other than the decay rate, such as the intrinsic and activation-related noise parameters S1 and S2, on the proportions of errors produced by the model, and in particular on the synchronic and diachronic error trends. Our interest in the noise-generating parameters stemmed from a computational account of deep and phonological dyslexia (Hildebrandt, 1994) , in which semantic paralexias and other errors are explained in terms of a language processing system degraded by noise.
We conducted six simulations in all, and the results of our attempts to fit N.C.'s synchronic and diachronic data are described below.
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Synchronic data. Concentrating initially on the possibility of providing a fit to the synchronic patient data, we found that the decay rate hypothesis clearly did provide the closest match. Using a test based upon Euclidean distance, we found that the original model produced errors with a smaller distance to N.C.'s data than our own simulations. However, we were able to find values for two specific parameters which provided an acceptable fit to the data: the 'shared weight increase factor', and the activation noise parameter, S2 (see Table 3 ). These simulations resulted in error proportions with a Euclidean distance of 0.217 and 0.199 when compared with N.C.'s data, a result quite close to the original model's distance of 0.172.
[Insert Table 3 here]
Variation of the 'shared weight increase factor', which interrelates the lexical units and their shared semantic units, showed that a value of 0.75 resulted in a possible fit to N.C.'s data. This value represents a decrease in the importance of these connections (the original value for this parameter was fixed at 1.5), resulting in a reduced number of semantically-related errors. This choice produces a high proportion of formal errors, and is also less accurate for both formal paraphasias of semantic errors and neologisms of semantic errors, although the model simulated the production of correct responses, semantic errors and neologisms slightly better than others. Adjustment of the spreading activation noise parameter, S2, showed that an increased value of 0.65 (compared to the originally prescribed value of 0.18) resulted in a closer fit to the data than our previous model, albeit with an high proportion of neologisms.
Diachronic data. During a period of recovery, the ratio of semantic errors to formal errors produced by N.C. varied. We attempted to provide a fit to this diachronic data (Fig. 2) . Specifically, we plotted the proportion of semantic errors and formal errors over a range of values for the various network parameters, and looked for the characteristic 'cross-over' from increased formal error production to increased semantic error production.
[Insert Fig. 2 here]
Our simulations indicate that it is possible to reproduce the cross-over in the semantic/formal error ratio through modification of three parameters: the decay rate, the connection strength parameter, p, and the activation noise parameter, S2 (see Figs. 3, 4 and 5) . In all cases, the model initially produced more formal errors than semantic errors before reverting to the 'normal' situation, in which more semantic errors are produced. However, it is only in this respect that the three models reproduce the linguistic behaviour shown by N.C. in naming tasks as he recovered. Firstly, none of the models are able to account for the fact that the proportion of semantic errors made by the patient remained virtually constant over time; with modification of the decay rate, semantic error production decreases by an order of magnitude, while modification of activation-related noise results in an even more marked reduction in the proportion of semantic errors produced. Secondly, the cross-over occurs at different points within the three models. Note that N.C. produced equal proportions of formal and semantic errors when these errors constituted around 15% of total output. If the decay rate is increased in order to fit the patient data, the cross-over occurs at 5%, while variation of S2 produces a similar cross-over at 7%.
[Insert Figs.3, 4 and 5 here]
In conclusion, our analysis of the 'parameter space' of the IA model of aphasic naming indicates that the decay rate hypothesis provides the closest fit to N.C.'s error production. However, none of the models discussed above are able to account for the fact that, in naming tasks, N.C.'s production of semantic errors over time remained constant. In this context, have noted that the model does account more importantly for the fact that the proportion of formal errors produced by the model decreases significantly with respect to semantic error production, a trend reflected in the patient data.
Given that the IA models do not appear to simulate the stability of N.C.'s semantic error production during recovery particularly well, one would hope that an IA model could be developed to account for N.C.'s longitudinal data more fully. This may be a difficult objective to attain. It is hard to envisage a sequence of parameter-based lesions that will lead to a reduction in formal error production without a corresponding reduction in the production of semantic errors. This may be seen as a weakness in the models discussed above, insofar as the simulation of N.C.'s impaired naming is concerned.
MODULAR NEURAL ARCHITECTURES
Our exploration of the IA model's 'parameter space' showed that variation of the so-called 'shared weight increase factor', used to control the strength of connections between lexical and shared semantic units, provided an alternative fit to the patient data. Although the parameter is only mentioned in passing by Dell, Martin and others, it was clear that ad hoc modification of the connections between the lexical and semantic layers in the original model led to the production of semantic paraphasias, neologisms and other errors. Our interest in this parameter led us to examine the possibility of implementing an alternative connectionist network, in which the connections between lexical-semantic and phonological memory could be instantiated using a separate network architecture. This would enable us to independently assess the effects of damage to the connections.
It is useful to recall at this point that connectionist simulations of disordered language are usually carried out at a network level, to use Kohonen's (1990) terminology, insofar as they are based on homogeneous, single-architecture models. By way of example, both , and Harley & MacAndrew (1992) , have based their simulations on an IA network, while Hinton & Shallice (1991) , and more recently Mayall & Humphreys (submitted) , have used a back-propagation architecture to simulate reading disorders. Our investigation of the 'shared weight increase factor' suggested the utility of approaching the simulation of language disorders, not at the network level, but at the nervous system level. In other words, by selecting a neural model in which multiple and potentially disparate networks are interconnected, it would be possible to differentiate between the semantic-lexical and phonological components of the language processing system, and the connections between them. Such an approach would, in our view, allows more complex phenomena to be simulated than would be possible using a network-level model.
As a consequence, we have developed a connectionist language disorder simulation workbench in which entire connectionist networks, rather than layers or pools of units, have been used to represent and manipulate semantic, lexical and phonological knowledge. Each network in the workbench has been chosen according to the nature of task to be modelled, and may therefore differ from other networks in terms of its topology or learning algorithm. The selected networks have then been interconnected to form a complex architecture which can accept multiple forms of input and perform more advanced operations on this input than a single network architecture alone. In view of the exploratory nature of our investigation, we have chosen to use the term modular neural architecture to refer to our network structure instead of the rather grand nervous system-level model.
Training individual networks for phonological and conceptual storage. We have used self-organising
Kohonen maps (Kohonen, 1988) [Insert Fig. 6 here]
The internal structure of our modular simulation system, which has been named LISA (a Language Impairment Simulation Architecture), is depicted in Fig. 7 . Prior to lesioning, LISA can function as a model of unimpaired single-word language production. Both naming and repetition tasks can be simulated by providing external input to the system; this input can take the form of a string of phonemes in the case of repetition, or a conceptual representation in the case of naming. The external input engenders a pattern of activation in the system, which is allowed to spread from network to network until a response is obtained from the phonological assembly buffer.
[Insert Fig. 7 here]
Lesioning the modular architecture. Language impairment may be simulated by lesioning one or more of the seven networks which comprise the simulation system. In each network, a specific proportion of weights on connections may be ablated or damaged through the addition of pseudorandom noise sampled from a rectangular or Gaussian distribution. In some cases, a single lesion can lead to behaviour reminiscent of a specific language disorder. For example, damage to the semantic system component alone leads to a pattern of disordered naming and unimpaired repetition characteristic of patients with semantic dementia. In other simulations, multiple lesions are required to produce the dominant symptoms of a disorder. This is the case for deep dysphasia, which requires damage to two components: the phonological input-output conversion route, and the route between the semantic system and the phonological output lexicon. More detailed information on our simulation work may be found in Wright (1995) .
There are three points of note concerning our modular simulation system:
1. The system contains enough lexical data to enable a realistic simulation of a patient's performance in a neuropsychological test of naming or repetition. Much of the test data has been drawn from an existing, standardised test of object naming (Snodgrass & Vanderwart, 1980) .
2. Semantic and phonological knowledge is not hard-wired into the networks, as is the case for models based upon the interactive activation paradigm, but is acquired through both supervised and unsupervised learning over a period of time, without any adjustment in the parameters of the model.
3. Our simulation system has not been constructed in order to simulate one language disorder in particular. We have already successfully reproduced the symptoms of one acquired disorder (deep dysphasia) and one progressive disorder (semantic dementia) using LISA.
NEUROBIOLOGICAL AND NEUROPSYCHOLOGICAL PLAUSIBILITY
The main focus of our work has been to suggest ways in which connectionist models can be used to study language disorders. Our emphasis has been on creating such models by first building a model of unimpaired language and then systematically lesioning the model in various ways. This can be achieved without manually varying the parameters of our model. We have also indicated that the networks trained in our modular architecture were based on mechanisms like self-organisation, Hebbian synaptic modification and feedforward activation. Since there is considerable discussion in the neurobiology literature on these mechanisms, the use of such networks in itself may add neurobiological plausibility to our work. We will now turn to the individual components of our modular architecture, and relate the chosen architectures to various studies in neurobiology and cognitive neuropsychology.
Kohonen maps for storing and retrieving phonological and conceptual data. Many
neuropsychologists postulate the existence of lexica within the cognitive system (Zurif, Caramazza, Myerson, & Galvin, 1984; Coltheart, 1987; Ellis & Young, 1988) . These lexica are used to store language-related knowledge, such as the constituent sounds of individual words, in the case of the 'phonological input lexicon', or conceptual information, in the case of the 'semantic system'. The use of Kohonen maps, or more specifically the use of self-organisation and competitive learning, for building and using these lexica was inspired by Freeman & Skapura (1991) . These authors have noted that there are some similarities between the self-organising characteristics of these networks and the construction of ordered feature maps (such as the tonotopic and somatotopic maps) in the cerebral cortex.
Hebbian connections for linking phonology and semantics. Cognitive neuropsychologists (e.g. Shallice, 1988) have proposed that there are a number of 'pathways' within the functional architecture of the language processing system allowing translation from one form of linguistic representation to another. We therefore feel more confident in having instantiated these routes computationally through the use of networks of bi-directional Hebbian connections, trained using a simple regime based upon Hebb's proposal for the mechanisms involved in synaptic modification (Churchland & Sejnowski, 1992) .
A Madaline network for non-word production. Damage to the non-lexical 'acoustic-to-phonological conversion' route has been proposed by neuropsychologists to account for impaired non-word repetition in certain patients (Morton & Patterson, 1987; Katz & Goodglass, 1990) . We have used a
Madaline network to simulate this route, on the assumption that the relationship between incoming and outgoing phonology in a repetition task is a linear one, insofar as there is a direct one-to-one correspondence between the individual sounds heard by a normal subject, and the sounds representing the response of that subject. Simulation of the functionality of this route requires that we employ a network architecture which allows linear mapping of input onto output. This facility is provided by the Madaline architecture (Widrow & Stearns, 1985) .
GENERAL DISCUSSION
The account of N.C.'s deep dysphasia provided by is of interest for three main reasons. Firstly, it is an IA-based model of a language disorder that accounts for patient data both qualitatively and quantitatively. Many recent studies involving the connectionist modelling of linguistic dysfunction have attempted to account for the symptoms of specific disorders (e.g. Farah & McClelland, 1991; Plaut & Shallice, 1993a) . However, few simulations have managed to reproduce the specific proportions of linguistic errors produced by an individual patient. Secondly,
the IA network appears to provide both synchronic and diachronic accounts of N.C.'s disordered naming and repetition. Thirdly, the work represents an attempt to move away from the so-called 'discrete stage models' of language processing (cf. Morton, 1969; Patterson & Shewell, 1987; Levelt, Schriefers, Vorberg, Meyer, Pechmann, & Havinga, 1991) , and describes deep dysphasia as a 'parametric' disorder affecting the language processing model as a whole. This differs from accounts of the disorder based upon Morton's 'logogen' model, for example, which postulate damage to specific loci within the model. Although Martin and her associates have shown that the decay rate hypothesis can account for both synchronic and diachronic trends in N.C.'s data, they do note that there is room for some improvement in their model. The most important of these concerns the simulation of the patient's impaired repetition. Despite their demonstration that an increase in the model's decay rate parameter results in a rise in the relative rate of semantic errors in repetition, it appears that their model does not achieve a particular close fit to the patient data. Moreover, the model cannot satisfactorily simulate the repetition of non-words.
The use of IA models has been advantageous for the categorisation of patient data and for understanding the various intricacies of data as complex as the output of an aphasic patient. However, we are not clear about the status of these parameters, and in particular, how one can relate the values of some of these parameters to the information flow in the human brain. The theoretical formulation of the IA model, based on inhibitory and excitatory interactions between units, does not help in the interpretation of parameters, e.g. it does not enable us to appreciate whether one value of the decay rate parameter is better than another. For us, at least, the situation has been somewhat exacerbated by the fact that we obtained adequate fits to N.C.'s naming data by varying some ancillary parameters.
The literature on the simulation of language disorders includes much discussion of how an ordered system can be damaged to produce disordered behaviour (e.g. Small, 1991) . For us, then, there are two questions regarding such simulations: first, what are the characteristics of the ordered system and, by implication, how was the system built in the first place? Second, how was the damage administered to the system? Above all, we are concerned about the theoretical well-groundedness of the simulations, specifically in a mathematical sense.
We believe that the simulation of ordered language requires a connectionist system incorporating algorithms for automatically setting up a weight configuration to represent something in the real world: phonemes and semantic units, for instance, and mapping between the two. The ordered system needs to detect features of these linguistic units and extract higher-order information from the inputs presented to it. Connectionists normally use self-organisation as a basic principle for feature detection, and feedback mechanisms for extracting higher-order information. These two principles, when applied, result in unsupervised learning, depending on the input and the dynamics of the network, and supervised learning, depending on the input, internal dynamics and an evaluation of its total error. We have used unsupervised learning networks in order to implement phonological and semantic 'lexica', while the mapping between the two was achieved by using a network of Hebbian connections; the capacity to repeat non-words was achieved through a supervised learning architecture (a Madaline network). In building this complex knowledge base, we did not need to vary any of the model parameters insofar as the weight setting was automatic.
We believe that a modular neural architecture, with its concomitant emphasis on well-defined input, commonly agreed algorithms and parameters, and clearly delineated output, will help theorists in cognitive neuropsychology and system builders in the connectionist community. Moreover, we feel that future connectionist models of both language processing and language disorders should provide a thorough account not only of the motivation for choosing a particular architecture for simulation purposes, but also for the choice of lesioning strategy.
FOOTNOTES

1
There is no direct encoding of syllabic constituency in the model, although the grouping of phonemes into syllables is covered in Dell's (1986) original model of lexical retrieval in sentence production, on which the Dell & O'Seaghdha (1991) architecture is based. 
