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Appendix A
Mathematical Preliminaries
A.1 Banach and Hilbert Spaces
A.1.1 Basic Definitions
Let us start with a couple of definitions: LetV be a vector space onR (all the following
definitions and results can also be extended to the field of complex numbers C).
• For a set {w1, . . . , wN } ⊂ V of elements of V we denote by
span{w1, . . . , wN } =
{
v ∈ V
∣∣∣∣∣ v =
N∑
n=1
αnwn, αn ∈ R
}
the linear subspace spanned by the elements w1, . . . , wN .
• The space V is of finite dimension if there exists a maximal set of linearly inde-
pendent elements v1, . . . , vN , otherwise V is of infinite dimension.
• A norm ‖ · ‖V on V is an application ‖ · ‖V : V → R such that
(i) ‖v‖V ≥ 0, ∀v ∈ V and ‖v‖V = 0 if and only if v = 0.
(ii) ‖αv‖V = |α| ‖v‖V, ∀α ∈ R, v ∈ V.
(iii) ‖u + v‖V ≤ ‖u‖V + ‖v‖V, ∀u, v ∈ V.
• The pair (V, ‖ · ‖V) is a normed space and we can define a distance function
d(u, v) = ‖u − v‖V to measure the distance between two elements u, v ∈ V.
• A semi-norm on V is an application | · |V : V → R such that |v|V ≥ 0 for all
v ∈ V and (ii) and (iii) above are satisfied. In consequence, a semi-norm is a norm
if and only if |v|V = 0 implies v = 0.
• Two norms ‖ · ‖1 and ‖ · ‖2 are equivalent if there exists two constants C1, C2 > 0
such that
C1 ‖ · ‖1 ≤ ‖ · ‖2 ≤ C2 ‖ · ‖1, ∀v ∈ V . (A.1)
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A.1.2 Linear Forms
Let (V, ‖ · ‖V) be a normed space. Then, we define the following notions.
• An application F : V → R is said to be linear, a functional or a linear form if
F(u + v) = F(u) + F(v), ∀u, v ∈ V,
F(αu) = αF(u), ∀α ∈ R, u ∈ V.
• F is bounded if there exists a constant C > 0 such that
|F(v)| ≤ C ‖v‖V, ∀v ∈ V.
• F is continuous if for all ε > 0 there exists a δε > 0 such that
‖u − v‖V ≤ δε ⇒ |F(u) − F(v)| < ε.
As a consequence of these definitions, one can show that the notion of continuity
and boundedness is equivalent for linear forms.
• The dual space of the normed space (V, ‖ · ‖V) denoted by (V′, ‖ · ‖V′) is defined
by
V
′ = {F : V → R ∣∣ F is linear and continuous},
endowed with the norm
‖F‖V′ = sup
v∈V,v =0
|F(v)|
‖v‖V , ∀F ∈ V
′.
A.1.3 Bilinear Forms
• A bilinear form a( · , · ) acting on the vector spaces V and W is given as
a : V × W → R,
(u, v) → a(u, v),
and is linear with respect to each of its arguments.
• Let V and W be endowed with the norms ‖ · ‖V and ‖ · ‖W. A bilinear form
a( · , · ) is continuous if there exists a constant γ > 0 such that
|a(u, v)| ≤ γ ‖u‖V ‖v‖W, ∀u, v ∈ V.
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• If V = W, a bilinear form a is coercive if there exists a constant α > 0 such that
a(v, v) ≥ α ‖v‖2
V
, ∀v ∈ V.
A.1.3 Banach and Hilbert Spaces
We first introduce the notation of a Banach space.
• Let {vn}n∈N by a sequence in a normed space (V, ‖ · ‖V). This sequence is a
Cauchy sequence if
lim
n,m→∞ ‖vn − vm‖V = 0.
• A normed space (V, ‖ · ‖V) is a Banach space if any Cauchy sequence in V
converges to an element in V (where the convergence is measured with respect to
the norm ‖ · ‖V).
Hilbert spaces are particular Banach spaces. Let us begin with the following defini-
tions.
• A inner product in a vector space V is an application ( · , · )V : V × V → R with
the properties:
(i) (u, v)V ≥ 0, ∀v ∈ V and (u, u)V = 0 if and only if u = 0.
(ii) (u, v)V = (v, u)V, ∀u, v ∈ V.
(iii) (αu + βv,w)V = α(u, w)V + β(v,w)V, ∀α,β ∈ R, u, v, w ∈ V.
The Cauchy-Schwarz inequality
|(u, v)V| ≤
√
(u, u)V
√
(v, v)V, ∀u, v ∈ V,
is a simple consequence of the definition of the inner product. Let V be a vector
space endowed with an inner product. Then, define
‖v‖V =
√
(v, v)V, ∀v ∈ V,
and as an immediate consequence of the Cauchy-Schwarz inequality, there holds
|(u, v)V| ≤ ‖u‖V ‖v‖V, ∀u, v ∈ V.
We therefore recognize that a inner product on (V, ‖ · ‖V) is a continuous and
coercive bilinear form.
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In addition, (V, ‖ · ‖V) is a normed space, since (relying on the definition of the
inner product)
(i) ‖v‖V =
√
(v, v)V ≥ 0, ∀v ∈ V and ‖v‖V = 0 ⇔ (v, v)V = 0 ⇔
v = 0.
(ii) ‖αv‖V =
√
(αv,αv)V =
√
α2(v, v)V = |α|
√
(v, v)V, ∀α ∈ R, v ∈ V.
(iii) As a consequence of the Cauchy-Schwarz inequality we obtain
‖u + v‖2
V
= (u + v, u + v)V = (u, u)V + (v, v)V + 2(u, v)V
≤ (u, u)V + (v, v)V + 2
√
(u, u)V
√
(v, v)V = (‖u‖V + ‖v‖V)2 , ∀u, v ∈ V,
so that ‖u + v‖V ≤ ‖u‖V + ‖v‖V for all u, v ∈ V.
• A Hilbert space is a Banach space whose norm is induced by an inner product.
Let us now recall some elementary results from functional analysis.
Theorem A.1 (Riesz representation) Let V be a Hilbert space. For any f ∈ V′,
there exists an element v ∈ V such that
(v,w)V = f (w), ∀w ∈ V,
and
‖ f ‖V′ = ‖v‖V.
Theorem A.2 (Hilbert Projection Theorem) Let V be a Hilbert space and M ⊂ V
a closed subspace of V. Then, for any v ∈ V, there exists a unique PMv ∈ M such
that
‖PMv − v‖V = inf
w∈M ‖w − v‖V.
In addition, the infimum is characterized by PM ∈ M such that (v − PMv,w)V = 0
for any w ∈ M (thus v − PMv ∈ M⊥) and PMv = v for all v ∈ M. The operator
PM : V → M is linear and called the orthogonal projection onto M.
A.2 Lax-Milgram and Banach-Necˇas-Babuška Theorem
Many problems in science and engineering can be formulated as: find u ∈ V such
that
a(u, v) = f (v), ∀v ∈ V, (A.2)
where V is a Hilbert space, a : V × V → R a bilinear form and f ∈ V′ a linear
form. Then, the following theorem provides conditions to ensure a solution to such
a problem exists, is unique and stable with respect to the data.
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Theorem A.3 (Lax-Milgram Theorem) Let V be a Hilbert space, a : V×V → R a
continuous and coercive bilinear form and f ∈ V′ a continuous linear form. Then,
problem (A.2) admits a unique solution u ∈ V. Further, there holds that
‖u‖V ≤ 1
α
‖ f ‖V′ ,
where α > 0 is the coercivity constant of a( · , · ).
A second class of problems can be defined as: find u ∈ V such that
a(u, v) = f (v), ∀v ∈ W, (A.3)
where V and W are Hilbert spaces, a : V × W → R is a bilinear form and f ∈ W′
a linear form. Then, the following theorem provides conditions so that a solution to
such a problem exists, is unique and stable with respect to the data. Note that we
assume here that V and W are Hilbert spaces, which is not necessary as V can be
taken as a Banach space and W a reflexive Banach space.
Theorem A.4 (Banach-Necˇas-Babuška Theorem) Let V and W be Hilbert spaces.
Let a : V × W → R be bilinear and continuous and f ∈ W′. Then, (A.3) admits a
unique solution if and only if:
(i) There exists a constant β > 0 such that for all v ∈ V there holds
β ‖v‖V ≤ sup
w∈W\{0}
a(v,w)
‖w‖W . (A.4)
(ii) For all w ∈ W,
{
a(v,w) = 0, ∀v ∈ V} implies that w = 0.
Condition (A.4) is referred to as inf-sup condition as it is equivalent to the following
statement:
β ≤ inf
v∈V\{0}
sup
w∈W\{0}
a(v,w)
‖v‖V‖w‖W .
A.3 Sobolev Spaces
Let Ω be an open subset of Rd and k a positive integer. Let L2(Ω) denote the space
of square integrable functions on Ω .
• The Sobolev space of order k on Ω is defined by
Hk(Ω) = { f ∈ L2(Ω) ∣∣ Dα f ∈ L2(Ω), |α| ≤ k},
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where Dα is the partial derivative
Dα = ∂
|α|
∂xα1d · · · ∂xαdd
,
in the sense of distributions for the multi-index α = (α1, . . . ,αd) ∈ Nd using
the notation |α| = α1 + · · · + αd .
It holds by construction that Hk+1(Ω) ⊂ Hk(Ω) and that H0(Ω) = L2(Ω). Hk(Ω)
is a Hilbert space with the inner product
( f, g)Hk (Ω) =
∑
α∈Nd ,|α|≤k
∫
Ω
(Dα f )(Dαg),
and the induced norm
‖ f ‖Hk (Ω) =
√
( f, f )Hk (Ω) =
√√√√ ∑
α∈Nd ,|α|≤k
∫
Ω
|Dα f |2.
We also can endow Hk(Ω) by a semi-norm given by
‖ f ‖Hk (Ω) =
√√√√ ∑
α∈Nd ,|α|=k
∫
Ω
|Dα f |2.
Finally, the following (simplified) theorem provides more intuitive information on
the regularity of such spaces.
Theorem A.5 (Sobolev embedding Theorem) Let Ω be an open subset of Rd . Then,
Hk(Ω) ⊂ Cm(Ω),
for any k > m + d2 .
A.4 Galerkin Approximation and Cea’s Lemma
One way to find an approximation to the solution of (A.2) (resp. (A.3) with some
modifications) is to introduce a finite dimensional subspace Vδ ⊂ V and consider
the solution of the following problem: find uδ ∈ Vδ such that
a(uδ, vδ) = f (vδ), ∀vδ ∈ Vδ. (A.5)
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We denote the dimension of the discrete space Vδ by Nδ = dim(Vδ). Given any
basis function {ϕ1, . . . ,ϕNδ } of Vδ , we can represent the approximation uδ ∈ Vδ
by the vector uδ ∈ RNδ through the relation
uδ =
Nδ∑
i=1
(uδ)i ϕi .
Then, we can write (A.5) as: find uδ ∈ RNδ such that
Nδ∑
i=1
(uδ)i a(ϕi , vδ) = f (vδ), ∀vδ ∈ Vδ.
By linearity of a( · , · ) in the second variable, we observe that testing the equation
for any vδ ∈ Vδ is equivalent to testing for all basis functions only, i.e., find uδ ∈ RNδ
such that
Nδ∑
i=1
(uδ)i a(ϕi ,ϕ j ) = f (ϕ j ), ∀ j = 1, . . . , Nδ.
We now recognize that this is a system of Nδ linear algebraic relations that can be
written in matrix form as
Aδ uδ = fδ,
where (Aδ)i j = a(ϕ j ,ϕi ) and (fδ)i = f (ϕi ) for all i, j = 1, . . . , Nδ .
We can now start to think about quantifying the quality of the approximation uδ
of u. For this, we introduce a sequence of finite dimensional approximation spaces
{Vδ}δ>0 such that:
• Vδ ⊂ V, ∀δ > 0.
• dim(Vδ) < ∞, ∀δ > 0.
• limδ→0 infvδ∈Vδ ‖v − vδ‖V = 0, ∀v ∈ V.
Note that in the spirit of reduced basis methods, the approximation space Vδ is sup-
posed to be sufficiently rich to have an acceptable error of theGalerkin approximation
‖uδ − u‖V. The considerations of numerical analysis that are outlined within this
appendix are slightly different as here one is interested in proving that limδ→0 uδ = u
and quantify convergence rates with respect to the discretization parameter δ.
We endow the discrete space with the (inherited) norm ‖ · ‖V and observe that
the Lax-Milgram Theorem also applies to (A.5) as Vδ ⊂ V. We have a guarantee of
existence and uniqueness of the approximation uδ as well as the stability result
‖uδ‖V ≤ 1
α
‖ f ‖V′ .
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As a consequence, the ‖uδ‖V is uniformly bounded with respect to δ and stable with
respect to perturbations in the data f . Indeed, let uˆδ ∈ Vδ be the solution to the
perturbed system
a(uˆδ, vδ) = fˆ (vδ), ∀vδ ∈ Vδ.
Then it holds that
a(uδ − uˆδ, vδ) = f (vδ) − fˆ (vδ), ∀vδ ∈ Vδ,
and the stability result implies
‖uδ − uˆδ‖V ≤ 1
α
‖ f − fˆ ‖V′ .
This means that any perturbation of the data results in a controllable error in the
approximation. Finally, we recall the following result.
Lemma A.6 (Cea’s Lemma) Let V be a Hilbert space, a : V×V → R a continuous
and coercive bilinear form and f ∈ V′ a continuous linear form. Let further Vδ be
a conforming approximation space Vδ ⊂ V. Then, it holds that
‖u − uδ‖V ≤ γ
α
inf
vδ∈Vδ
‖u − vδ‖V,
where γ, α denote the continuity and coercivity constants respectively.
Corollary A.7 As we assumed that limδ→0 infvδ∈Vδ ‖v − vδ‖V = 0, for all v ∈ V
we immediately conclude that
lim
δ→0
uδ = u.
Cea’s Lemma is actually not difficult to prove. Recall indeed that
a(u, v) = f (v), ∀v ∈ V,
a(uδ, vδ) = f (vδ), ∀vδ ∈ Vδ,
so that
a(u − uδ, vδ) = 0, ∀vδ ∈ Vδ,
which is known as Galerkin orthogonality. Note that the conditions on the bilinear
form a( · , · ), i.e., coercivity, symmetry and bilinearity, imply that it is a inner product
on V. Therefore, uδ is the othogonal projector, see Theorem A.2, of u onto Vδ using
the inner product a( · , · ) and its induced norm which, however, differs from ‖·‖V in
the general case. Cea’s lemma quantifies the relation between the best approximation
for the norm ‖ · ‖V and the one induced by a( · , · ) through the norm equivalence,
see (A.1), established by the coercivity and continuity constants α and γ.
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Due to the coercivity, theGalerkin orthogonality and the continuitywe candevelop
α‖u − uδ‖2V ≤ a(u − uδ, u − uδ) = a(u − uδ, u − vδ) + a(u − uδ, vδ − uδ︸ ︷︷ ︸
∈Vδ
)
= a(u − uδ, u − vδ) ≤ γ‖u − uδ‖V‖u − vδ‖V,
which yields Cea’s lemma by taking the infimum over all vδ ∈ Vδ .
The approximation to problem of the second class (A.3) is similar with the differ-
ence that we also need to define a basis for a discrete test space Wδ ⊂ W. We then
define the approximation by seeking uδ ∈ Vδ such that
a(uδ, wδ) = f (wδ), ∀wδ ∈ Wδ. (A.6)
If the dimensions of the trial and test spacesVδ andWδ are equal, then this also results
in a square linear system. Solvability and stability is in this case not inherited from
the continuous formulation in contrast to coercive problems. However, the Banach-
Necˇas-Babuška Theorem can be applied to the discrete formulation so that the two
conditions:
(i) There exists a constant βδ > 0 such that for all vδ ∈ Vδ it holds
βδ ‖vδ‖V ≤ sup
wδ∈Wδ\{0}
a(vδ, wδ)
‖wδ‖W .
(ii) For all wδ ∈ Wδ ,{
a(vδ, wδ) = 0, ∀vδ ∈ Vδ
}
implies that wδ = 0;
imply existence of a unique solution. Again, the former condition is equivalent to
βδ ≤ inf
vδ∈Vδ\{0}
sup
wδ∈Wδ\{0}
a(vδ, wδ)
‖vδ‖V‖wδ‖W .
Assume that these conditions are satisfied, then for any vδ ∈ Vδ it holds
‖u − uδ‖V ≤ ‖u − vδ‖V + ‖vδ − uδ‖V.
Combining the discrete inf-sup stability, the Galerkin orthogonality and the continu-
ity yields
βδ ‖vδ − uδ‖V ≤ sup
wδ∈Wδ\{0}
a(vδ − uδ, wδ)
‖wδ‖W = supwδ∈Wδ\{0}
a(vδ − u, wδ)
‖wδ‖W
≤ γ sup
wδ∈Wδ\{0}
‖vδ − u‖V‖wδ‖W
‖wδ‖W = γ ‖vδ − u‖V
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so that
‖u − uδ‖V ≤
(
1 + γ
βδ
)
inf
vδ∈Vδ
‖u − vδ‖V,
which is the analogue of Cea’s lemma for non-coercive but inf-sup stable approx-
imations. Note that optimally convergent approximations can thus be obtained if
βδ ≥ βˆ > 0 as δ → 0 for some βˆ that is independent of the discretization
parameter δ.
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