Abstract-We present the application of greedy interference avoidance methods to codeword optimization in the uplink of a code division multiple access (CDMA) system in which the channel between a given user and the base station receiver is assumed known and stable for the duration of the transmission. Repeated application of greedy interference avoidance monotonically increases sum capacity and yields an optimal codeword ensemble that satisfies a simultaneous water-filling distribution. However, algorithms for codeword optimization based on the greedy interference avoidance procedure are in general different from waterfilling schemes. We illustrate the algorithms with examples and look at properties of optimal codeword ensembles.
I. INTRODUCTION
W IRELESS channels are often dispersive and dispersion leads to intersymbol interference (ISI) where the energy of a given symbol spills over into the observation intervals of adjacent symbols at the receiver. While the traditional approach to combat ISI was to use equalization and coding techniques, over the past decade, multicarrier modulation has emerged as a viable alternative for high-speed data transmission systems [1] . The idea behind multicarrier modulation is not new, and its theoretical origins date back almost 40 years [10] .
More recent work performed in the area of multicarrier modulation falls under two major areas: 1) optimization of transmitted power; and 2) multiple access techniques and signal design. A framework for using multicarrier modulation in frequency dispersive multiple access channels based on discrete multitone (DMT) schemes is presented in [5] where a multiuser bit-loading algorithm is also proposed. The algorithm performs multiuser water-filling [2] distribution over the DMT tones and maximizes the sum capacity of the multiaccess channel. The fact that a DMT scheme with appropriately loaded carriers is optimal with respect to maximizing sum capacity subject to a given power constraint has been proven optimal Manuscript received February 7, 2003 ; revised December 10, 2003 ; accepted March 21, 2004 . The editor coordinating the review of this paper and approving it for publication is L.-C. Wang. This work was supported in part by the National Science Foundation under Grant ITR-0312323. This paper was presented in part at the 37th Allerton Conference on Communication, Control, and Computing and at the 35th Annual Asilomar Conference on Signals, Systems, and Computers. D. C. Popescu is with the Department of Electrical Engineering, University of Texas at San Antonio, San Antonio, TX 78249-0669 USA (e-mail: dimitrie.popescu@utsa.edu).
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Digital Object Identifier 10.1109/TWC.2005.850351 [16] . A general iterative water-filling procedure applicable to multiaccess vector channel models has been proposed very recently [28] .
In the area of signal design we note the work of Honig et al. [11] where optimum signal sets for dispersive channels are derived in a framework based on channel eigen-decomposition [10] . We also note the work of Kasturia et al. [13] and Lechleider [14] that propose codeword design methods for block transmissions suited for multicarrier modulation systems. More recently, in the context of multiuser detection, methods for transmitter and receiver adaptation [20] have also been used for nonideal channels, although not for a multicarrier modulation framework in particular. Here, we note the work of Rajappan and Honig [19] and that of Concha and Ulukus [3] . In this case, transmitter/receiver adaptation compensates for the distortion introduced by the channel and avoids multiaccess interference.
Our current work falls under signal design since we consider optimization of uplink codewords for a code division multiple access (CDMA) system in which the dispersive channels between users and base station are known. In this paper, we extend the application of greedy interference avoidance methods for codeword optimization to dispersive multiple access channels. Interference avoidance is a class of adaptive modulation techniques by which users in a CDMA system adapt their codewords in response to changing patterns of interference in the environment. Interference avoidance was introduced in the context of "chip-based" direct sequence CDMA systems [23] , [24] and minimum mean square error (MMSE) receivers, and it was developed in a more general signal space framework in [17] , [21] , and [22] .
Our goal is to derive optimal ensembles of user codewords (signature sequences) that maximize the sum capacity of the multiaccess dispersive channel in the uplink of a CDMA system, through application of greedy interference avoidance methods. We note that this is a different problem from that of deriving optimal user transmit covariance matrices that maximize sum capacity, and which are in general found through application of water-filling procedures [28] . Of course, the end result will be codeword covariances that correspond to water-filling solutions, but this is a byproduct of the distributed procedure as opposed to a design feature.
The paper is organized as follows: In Section II, we present the system model and state the codeword optimization problem for a CDMA system when uplink user channels are explicitly considered. In Section III, we provide a brief review of greedy interference avoidance methods for codeword adaptation and prove that application of greedy interference avoidance monotonically increases sum capacity. This result is useful in extending the application of interference avoidance methods to dispersive channels; but this is not available in previous literature dealing with greedy interference avoidance and the eigenalgorithm [21] , [22] , although a similar result can be found in [24] for the MMSE update, which is the procedure behind the MMSE algorithm for interference avoidance. Sections IV and V present our main result, which is an application of greedy interference avoidance methods to codeword optimization for single-and multiple-user cases. Optimal codeword ensemble properties and numerical results obtained from simulations are presented in Sections VI and VII.
II. PROBLEM STATEMENT
We consider the uplink of a wireless system with L synchronous users communicating with a common base station for which the received signal in a given transmission interval is
(1)
x denotes the signal corresponding to user , n is the additive Gaussian noise vector that corrupts the signal at the base station receiver, and Λ is the matrix that describes the uplink channel for user . This is a standard vector channel model that corresponds to a signal space representation in terms of a finite number of frequencies, and for which the channel matrix Λ of a given user is diagonal and contains the channel gains corresponding to frequencies that span the signal space. This model is commonly used in conjunction with multicarrier modulation systems and overcomes the effect of ISI by including a cyclic prefix in the transmitted symbols, with corresponding guard intervals, which leads to a circulant channel matrix whose spectral decomposition yields the diagonal matrix Λ characterizing the channel in frequency domain. Its derivation can be found in any standard communications textbook (see for example [9, ). We note that the real (double sided) representation, in which the sine and cosine of the same frequency make up two orthogonal signal space dimensions with the same real channel gain, implies a vector channel of dimension 2N , where N is the number of frequencies that span the signal space. Alternatively, the complex (single sided) representation favored in multicarrier and orthogonal frequency division multiplexing (OFDM) literature, which uses complex exponentials as basis functions, implies a vector channel of dimension N with complex gains corresponding to each of the N frequencies that span the signal space.
We assume that each user sends frames containing multiple symbols using a multicode CDMA approach in which each symbol in the frame is assigned a specific codeword (signature sequence) as described schematically in Fig. 1 . Thus, the transmitted signal vector for user is Fig. 1 . Multicode CDMA approach for sending frames of information. Each symbol in the frame is assigned a codeword (signature sequence) and the resulting signal x is a superposition of codewords scaled by their corresponding information symbols. Our problem will be to find optimal {s ij }.
where b If real representation is used then the transmitted symbols and their corresponding codewords are also real, while in the case of complex representation, transmitted symbols and codewords will be complex. We note that if at least as many symbols as signal space dimensions are transmitted by a given user , then its transmit covariance matrix X = S S T may span all available signal space dimensions. We also note that the isomorphism between the field of complex numbers and the field of 2 × 2 real and skew-symmetric matrices guarantees complete equivalence between the real and complex representations. For simplicity of the mathematical presentation and with no loss of generality, we choose to work with the real framework corresponding to the double-sided signal representation.
With the multicode CDMA frame transmission, the received signal vector is expressed as
and our goal is to derive optimal ensembles of codewords or signature sequences {s
. . , M that maximize the sum capacity of the dispersive multiaccess vector channel in (3). We note that this is different from the work of Yu et al. [28] , which deals essentially with optimal power allocation. While in [28] , Yu et al. seek a set of optimal transmit covariance matrices X that maximize sum capacity and present a water-filling procedure, our goal is to provide a codeword adaptation algorithm and not a water-filling procedure. Nevertheless, since we are looking at the same performance criterion as Yu et al. in [28] , namely sum capacity, the structure of the transmit covariance matrices implied by the optimal codeword ensemble X = S S T will satisfy a similar water-filling solution.
As we will use interference avoidance methods to derive these optimal ensembles of codewords, we present a brief introduction to greedy interference avoidance in the next section.
III. REVIEWING GREEDY INTERFERENCE AVOIDANCE
Interference avoidance methods allow users in a CDMA system to adapt their codewords (signature sequences) to achieve better performance. The main criterion used in the codeword adaptation process is maximization of the signal-tointerference-plus-noise-ratio (SINR).
Interference avoidance was originally introduced in the context of MMSE receiver filters [23] , [24] , but we concentrate our attention on greedy interference avoidance that uses matched filter receivers and was introduced in [21] , [22] and explored in more detail in [17] . In order to review the greedy interference avoidance procedure, we consider the uplink of a synchronous CDMA system in which each user is assigned a unit norm N -dimensional codeword s to convey its information symbol b . The received signal vector at the base station receiver is
where S is the N × L codeword matrix having the user codewords s as columns,
T is the vector containing the information symbols sent by users, and n is the additive noise vector that corrupts the received signal. The covariance matrix of the received signal is
Assuming simple matched filters at the receiver for all users, the SINR for user is γ = 1 s T R s (6) with R = R − s s T being the covariance matrix of the interference-plus-noise seen by user .
In this framework, greedy interference avoidance is defined by replacement of user codeword s with the minimum eigenvector of R . This procedure is referred to as greedy interference avoidance since by replacing its current codeword with the minimum eigenvector of the interference-plus-noise correlation matrix, user k avoids interference by placing its transmitted energy in that region of the signal space with minimum interference-plus-noise energy and greedily maximizes SINR without looking at the potentially negative effects this action may have on other users in the system.
Although this section is a review, we also establish an important property of greedy interference avoidance, namely that it monotonically increases sum capacity defined in this context as [21] , [22] 
A similar result was proven in [24] about the MMSE update, which is the procedure behind the MMSE algorithm for interference avoidance, but extension of this proof to the greedy interference avoidance procedure based on the minimum eigenvector is not straightforward. This property is useful in extending the application of interference avoidance methods to dispersive channels, and is absent from previous literature dealing with greedy interference avoidance and the eigenalgorithm [21] , [22] . The following lemma, which uses results from majorization theory [15] , is useful in proving this result. Majorization theory has been applied in relatively recent work in wireless systems to sum capacity problems [25] - [27] as well as to signal design and power control for CDMA systems [7] . We mention that the proof in [24] is based on stochastic ordering, which is a particular case of the more general majorization relation. The majorization relation between two N -dimensional
, and it is formally defined by the following sequence of inequalities
Lemma 1: Consider the matrix V = Q + xx T (with x = 1) for which we apply greedy interference avoidance, i.e., x is replaced by the minimum eigenvector of matrix Q. Then, the eigenvalues of V after the replacement are majorized by the eigenvalues of V before the replacement.
Proof: Full proof of this result can be found in [17] . Now suppose user k applies greedy interference avoidance and replaces its current codeword s k with the minimum eigenvector of the corresponding autocorrelation matrix of the interference-plus-noise R k . Since R k = R − s k s T k we can rewrite the sum capacity in (7) as
where µ j are the eigenvalues of R and σ j are the eigenvalues of W, which are constant during the replacement of the user k codeword. According to Lemma 1, the eigenvalues µ of matrix R k + s k s T k after the replacement are majorized by the eigenvalues µ before the replacement: µ ≺ µ. Using majorization theory, we note that for any Schur concave function g(·), this majorization relation implies that g(µ ) ≥ g(µ). The function g(µ) = N j=1 log µ j is Schur concave, and because the second term in (9) is constant before and after the replacement of codeword s k , the sum capacity of the channel is monotonically increased by the application of the greedy interference avoidance procedure.
Sequential application by all users of this greedy SINR maximization procedure defines the eigen-algorithm for interference avoidance [22] , formally stated as follows.
Eigen-Algorithm 1) Start with a randomly chosen codeword ensemble specified by the codeword matrix S.
2) For each user = 1, . . . , L, replace user codeword s with the minimum eigenvector of the autocorrelation matrix of the corresponding interference-plus-noise process R . 3) Repeat step 2 until a fixed point is reached.
The monotonical increase in sum capacity along with the fact that sum capacity is upper bounded ensure convergence of the eigen-algorithm to a fixed point. Empirical evidence [22] has shown that when starting with randomly chosen codewords, this fixed point is the optimal point where sum capacity C s is maximized. A thorough theoretical analysis of eigen-algorithm fixed point properties can be found in [21] along with a procedure to escape any suboptimal fixed points. Thus, the eigenalgorithm (with escape modifications) always converges to the optimal fixed point where the resulting codeword ensemble maximizes sum capacity. As a necessary by-product, the aggregate power distribution corresponds to a water-filling distribution over those dimensions of the signal space with minimum noise energy.
We emphasize that the water-filling solution and the implied maximization of sum capacity are emergent properties of greedy interference avoidance, as individual users do not directly attempt to maximize sum capacity through an individual or ensemble water-filling scheme, but rather, they greedily maximize the SINR of their own codeword. In fact, individual water-filling schemes over the whole signal space are impossible in this framework since each user's transmit covariance matrix X = s s T is of rank one and cannot possibly span the N -dimensional signal space.
We also note that the aggregate water filling of the signal space implies that all users achieve uniform maximum SINR [22] , and that matched filters are optimal linear receivers in this case [26] , [27] .
IV. SINGLE USER CASE
Application of greedy interference avoidance for a single user that communicates over a dispersive channel is a straightforward application of the eigen-algorithm [21] , [22] , which was presented in the previous section.
In the case of a single user, the received signal in (3) becomes
Assuming that Λ is invertible, we can rewrite (10) as
in whichñ = Λ −1 n is a new vector of noise. Equation (11), which describes the equivalent problem, is identical to (4) and allows straightforward application of the eigen-algorithm to determine the optimal codeword ensemble.
We note that the channel inversion performed prior to application of the eigen-algorithm for interference avoidance will change the noise energy, and the noise in a given signal space dimension will be multiplied by the inverse of the corresponding channel gain. This may result in an increase of the noise energy, especially if channel gains are normalized to be between 0 and 1. However, this noise enhancement is not an issue in the context of greedy interference avoidance that designs codewords based on maximizing their SINR. In addition, the water-filling solution that is satisfied by the optimal codeword ensemble ensures that optimal codewords will span those signal dimensions with lowest noise energy under channel inversion.
We also note that the assumption of channel invertibility is not a restriction in the context of the water-filling solution implied by the eigen-algorithm for interference avoidance. This is because water-filling solutions dictate that if the noise energy in a dimension is large enough relative to other dimensions, then no signal energy can reside in that dimension. Thus, in the context of (11), the optimal codeword ensembles will be identical for noninvertible channels and their counterparts made invertible by replacing zero gain elements by sufficiently small but nonzero gains. A careful definition of "sufficiently small" can be stated as a theorem whose proof is a simple consequence of water filling.
Theorem 1: Following (10), let us consider a noninvertible channel gain matrix Λ * with k > 0 nonzero gains
and assume with no loss of generality that
Finally, assume unit energy symbols b i so that the total transmitted signal energy over all dimensions is
then the set of codeword ensembles that maximize sum capacity for the channel of (10) will be identical for Λ * and Λ. Proof: The theorem is a simple consequence of water filling and of the fact that interference avoidance provides a codeword ensemble that water fills the signal space.
Therefore, in what follows, we assume that all channels are invertible with no loss of generality.
V. MULTIUSER CASE
In this section, we consider the general case with multiple users for which the received signal is described by (3) . From user k's perspective, (3) can be rewritten as
in which the first term is the desired signal corresponding to user k while the rest represents interference coming from other users and noise. We note that all the Λ matrices are assumed invertible, although some of their elements may be of O(ε). Nevertheless, as pointed out in Section IV via Theorem 1, this does not restrict application of greedy interference avoidance since those dimensions corresponding to very small gains will be completely avoided.
Assuming that noise is colored with uncorrelated components, the covariance matrix of the received signal is
with W = E[nn T ] a diagonal matrix with elements equal to σ From the perspective of an individual user, our problem is again that of selecting input codewords for its symbols in the presence of combined noise and interference from other users. Similar to (11), we define an equivalent problem for user k, premultiplying by the corresponding inverse channel matrix Λ −1 k in (12) to obtain
The covariance matrix of the received signal corresponding to user k's inverted channel problem is
and is related to the original received signal covariance matrix by
The greedy interference avoidance procedure can be applied now for user k's equivalent problem by replacing codeword m of user k with the minimum eigenvector of the corresponding interference-plus-noise covariance matrix under channel k inversion given by
Using Lemma 1, we show that application of greedy interference avoidance in the multiuser-multicode CDMA context monotonically increases sum capacity. Sum capacity is given in this case by an expression identical to that in (7), but in which R has the more complex expression in (13) . Using the relationship in (16), we rewrite sum capacity from user k's perspective
and note that the last two terms are constant while user k applies greedy interference avoidance. Furthermore, from (17),
and following the same line of reasoning as in Section III, we get the desired result.
Numerous algorithms for codeword adaptation can be established based on repeated application of the greedy interference avoidance procedure in the multiuser system, depending on the particular order in which codewords are updated. One example would be the replacement of one codeword of a given user at one step followed by replacement of a randomly selected codeword of a randomly selected user. Alternatively, one could replace the codeword with the lowest SINR, or the codeword that will maximally increase the sum capacity, over all codewords and users at a given step. While some of these codeword replacement procedures do not look very attractive from an implementation point of view, we mention them to emphasize that codeword replacement based on greedy interference avoidance is in general not a water-filling procedure. Nevertheless, the monotonic increase in sum capacity by the greedy interference avoidance procedure along with the fact that sum capacity is upper bounded guarantees convergence of all such algorithms to a fixed point. Furthermore, assuming that each user has at least as many codewords as signal space dimensions, 1 then the fixed point is unique and corresponds to a simultaneous water-filling solution for users in their equivalent inverted channel problems. This is a particular case of the more general result proved in [28] , which states that in general, a simultaneous water-filling solution corresponds to maximum sum capacity for a multiaccess vector channel. A proof for this particular case, which has been established independently in [28] , can be found in [17] . Thus, application of greedy interference avoidance yields an optimal ensemble of codewords that maximizes sum capacity.
The main characteristic of this optimal codeword ensemble is that all codewords of a given user k are minimum eigenvectors of the received signal covariance matrix that corresponds to user k's inverted channel problem
The associated eigenvalue µ k denotes the "watermark" that corresponds to user k's water-filling distribution in its equivalent inverted channel problem. This is also related to the uniform SINR achieved by all symbols of user k as γ k = 1/(µ k − 1).
Empirically, we have observed that repeated application of greedy interference avoidance with various codeword replacements reaches the optimal fixed point-unless the algorithm is deliberately placed in a suboptimal fixed point at initialization. We need to point out that we do not claim that codewords converge to a particular codeword ensemble, but rather that the procedure converges to a class of codewords that corresponds to maximum sum capacity, the so-called convergence in class [21] . We again emphasize that, in general, these codeword adaptation procedures are different from water-filling schemes, even though they converge to a water-filling solution.
While we have been unable to prove convergence to the optimal fixed point in general, we mention two particular algorithms for which convergence to the optimal point is provable. The first algorithm updates all codewords of a given user sequentially until a fixed point is reached, and then iterates for all users in the system. This is an extension of the eigen-algorithm to the multiuser-multicode scenario, and due to the emergent water-filling properties of the eigen-algorithm, it represents an instance of the "iterative water-filling" procedure in [28] . We formally state this algorithm here:
Multiuser Eigen-Algorithm for Dispersive Channels 1) Start with a randomly chosen codeword ensemble specified by the user codeword matrices
a) define the equivalent problem for user k as in (14); b) adjust user k's codewords sequentially: the codeword corresponding to symbol m of user k is replaced by the minimum eigenvector of the autocorrelation matrix of the corresponding interference-plus-noise process in (17); c) repeat step b) iteratively for each user until a fixed point is reached for which further modification of codewords will bring no additional improvement; d) if a suboptimal point is reached, use escape methods [21] and repeat steps b)-c). 3) Repeat step 2) iteratively for each user until a fixed point is reached for which further modification of codewords will bring no additional improvement.
An alternative algorithm based on greedy interference avoidance, which is not iterative water filling, but for which convergence to a simultaneous water-filling solution was proven follows.
Maximum Capacity Increase Algorithm for Interference Avoidance
1) Start with a randomly chosen codeword ensemble specified by the user codeword matrices S 1 , . . . , S L . 2) Define the equivalent problems for all users k as in (14) .
3) Identify the codeword s (k)
m whose replacement will maximally increase sum capacity. If no codeword will increase sum capacity, and suboptimal maxima escape methods [21] First, we note that because at each step, the maximum capacity increase algorithm is based on a greedy interference avoidance procedure, it cannot decrease sum capacity. Furthermore, the maximum capacity increase algorithm stops only if sum capacity cannot be increased. Thus, the sequence of sum capacity values along any update trajectory must be strictly increasing. A detailed proof of convergence to the optimal point for this algorithm can be found in [17] .
So in summary, there are at least two algorithms based on greedy interference avoidance that can be used for codeword optimization with dispersive channels and that are guaranteed to converge to maximum sum capacity ensembles of codewords. We note that, while the multiuser eigen-algorithm is an instance of iterative water filling [28] , the maximum sum capacity increase algorithm is not, although both converge to simultaneous water-filling solutions.
VI. PROPERTIES OF THE OPTIMAL CODEWORD ENSEMBLES
In this section, we present properties of optimal codeword ensembles obtained using greedy interference avoidance algorithms. We note that these properties have also been discovered independently but concurrently by others: They have been mentioned informally for multiuser DMT systems [6] and can also be found in recent work dealing with multicarrier systems [16] . We also note that we look at these properties from a codeword perspective rather than a transmit covariance matrix perspective as is the case with [5] , [6] and [16] .
One property of the optimal codeword ensemble obtained through greedy interference avoidance, which follows immediately from the results of [21] and [22] , is that all symbols of any given user k have the same SINR. This property along with the fact that the optimal linear detector for each symbol is a matched filter implies that a uniform receiver structure can be implemented-possibly attractive from a practical standpoint for integration purposes.
Another interesting property is that the optimal received signal covariance matrix R as well as all inverted channel covariance matrices R ( ) are diagonal. This is a consequence of the diagonal noise covariance and channel gain matrices used in our model. In order to see this, we note that the sum capacity expression
can also be rewritten as
with
Equation (21) can also be thought of as representing sum capacity for an N -dimensional multiaccess vector channel with L users, in which each user transmits a fraction p 
and the sum capacity of the corresponding N -dimensional multiaccess vector channel can be written as
We note that the sum capacity value in (24) is the information theoretic upper bound on sum capacity of a multiaccess vector channel and that the sum capacity value in (21) is equal to that in (24) only at the optimal point corresponding to the simultaneous water-filling solution.
The fraction of power transmitted by user over scalar channel n is given by (25) and is obtained by summing up the squared component n of all codewords m = 1, . . . , M of user . We note that p (21) is actually equal to the product of its diagonal elements. By Hadamard inequality [12, p. 477], we know that for a positive definite matrix, as is the case with L =1Λ S S T Λ + I, the determinant is equal to the product of its diagonal elements if and only if the matrix is diagonal. As a consequence, this implies the desired result, namely that the optimal received signal covariance matrix R, as well as all inverted channel covariance matrices R ( ) , is diagonal. The following properties deal with signal space partition among users at the optimal point and potential overlap between subspaces in which users reside. We first note that if codeword matrices of two given users each span the whole signal space, then these users must have identical channels. In order to see this, we use (16) and (19) to write for any pair of distinct users i and j at the optimal point
If the two distinct users i and j both span the signal space, then matrices S i S T i and S j S T j are invertible, and by postmultiplying with their inverses followed by appropriate multiplication by the corresponding channel matrix, we get (27) which shows that user i's channel matrix is a scaled version of user j's channel matrix. Or in other words, that users i and j see the same channel. This remark is an indication that the signal space is frequency partitioned at the optimal point. That is, codeword matrices of users with different channels cannot contain all frequency components. Now, suppose we make the following assumption.
Assumption:
The ratio of channel gain magnitudes for any pair of users i = j is different for different dimensions r = s corresponding to different frequencies f r = f s .
This is a reasonable assumption for some level of precision ε in the representation of channel eigenvalue matrices since a small perturbation O(ε) will spoil any potential equality.
Under this assumption, we note that at the optimal point, no two users can reside in subspaces that overlap in more than one frequency. This property has been observed in the context of DMT systems by Diggavi [5] , [6] . To see this, we again use (16) to write for any distinct users i and j
and note that the diagonal structure of matrices in (29) implies that for any dimension r in which users i and j overlap, we have
According to (28) , the ratio of channel gains for users i and j differs for distinct dimensions corresponding to different frequencies. Thus, (30) is true for one and only one frequency f r , which implies that any pair of users with codeword matrices S i = S j can overlap at most in one frequency at the optimal point. Finally, we note that if two users i and j reside in overlapping subspaces, then the overlap occurs in the minimum gain ratio dimension over all dimensions spanned by the user. This property has been noted in recent work on multicarrier modulation [16] . In order to see this, we note that the simultaneous waterfilling solution implies that for any user i, the eigenvalue µ i in (19) is the minimum eigenvalue of R (i) . Thus, for any pair of users i and j, we can write
If users i and j overlap in dimension r, then
which indicates that overlap occurs in that dimension r corresponding to a minimum gain ratio for user i over user j, as well as a minimum gain ratio for user j over user i. Note that the minimum gain ratio for a given user is taken only over those dimensions that are actually spanned by that user. Finally, it is also worth pointing out the property that, in the optimal codeword ensemble, two users cannot overlap in more than one frequency generalizes (for a fixed number of users) as the number of frequencies that span the signal space N → ∞ to distinct frequency bands for different users. 2 Such frequency division multiple access is well known to maximize the sum capacity of multiple access channels with ISI [2] .
VII. NUMERICAL EXAMPLES
In this section, we provide numerical examples that illustrate the above-mentioned properties of codeword ensembles obtained through the application of greedy interference avoidance. We start with a simple example of L = 2 users in a signal space spanned by N = 3 frequencies. The channel gains have been generated randomly from a uniform [0,1] distribution, and in the real notation used in the paper, they are given by the diagonal matrices After interference avoidance is performed, we obtain codeword matrices S 1 and S 2 (see the equations at the bottom of the page) with uniform SINRs for all codewords that belong to the same user all user 1 SINRs = 0.5647 all user 2 SINRs = 1.3213.
Codeword matrices do not span the whole signal space, and for this example, user 1 spans the subspace determined by frequencies 1 and 3, while user 2 spans the subspace corresponding to frequencies 2 and 3. The water-filling distribution that corresponds to each user's inverted channel problem can be observed by looking at the following covariance matrices: One can also see that users overlap in frequency 3, which is a minimum gain ratio for both users. We provide another example, this time using the complex framework, and with more users and spanning frequencies than before, so that the overlap properties may be better observed. Specifically, this time we consider L = 3 users in a signal space spanned by N = 6 frequencies. Channel gains are now complex Once again, the codeword matrices do not span the whole signal space. In this case, user 1 spans the subspace determined by frequencies 2, 3, and 6; user 2 spans the subspace corresponding to frequencies 4 and 5; while user 3 spans the subspace implied by frequencies 1, 3, and 4. The water-filling distribution that corresponds to each user's inverted channel problem can be observed by looking at the following covariance matrices: Overlap between users is also observed as follows: users 1 and 3 overlap in frequency 3, and users 2 and 3 overlap in frequency 4; both these overlaps are in minimum gain ratio dimension. Next, we look at the potential reduction in receiver complexity implied by the partitioning of the signal space that corresponds to the optimal codeword ensemble. Specifically, in a signal space spanned by N frequencies, each user requires in general, 2N real matched filters, each having 2N real coefficients. This implies 4N 2 multiplication operations per frame per user. However, because users can only overlap in at most one frequency, one might expect, depending on the actual gain matrices, that each of the L users will occupy on the order of N/L frequencies. This implies that only 2N/L real codewords are necessary and for each codeword, only 2N/L real coefficients will be nonzero. Thus, complexity could be reduced by a factor on the order of L 2 per user receiver and L overall. We illustrate this interesting property with a numerical example obtained from simulations. Let us consider N dimensions and L users. We assume that user gain matrices are randomly perturbed identity matrices represented in real notation as
is a uniform random number with | | ≤ 0.1. Uniform white background noise is also assumed.
For N = 10 and L = 2, 3, 4, 5, 10, 20, we have applied interference avoidance to a number of such randomly chosen systems and a plot of the average number of dimensions per user is provided in Fig. 2 . As a consequence of the fact that users overlap in only one frequency, we note that the more users are present in the system, the fewer frequencies are spanned by each user-with the implied decrease in user receiver complexity with L.
VIII. DISCUSSION AND CONCLUSION
We have presented the application of greedy interference avoidance to codeword optimization in the uplink of a CDMA system in which the channel between users and the base station is considered stable and known for the duration of the transmission. We note that in general, codeword optimization algorithms based on greedy interference avoidance are different from water-filling procedures, although they yield codeword ensembles that maximize sum capacity and satisfy a simultaneous water-filling condition [28] . We also prove that greedy interference avoidance monotonically increases sum capacity, an important property that was not mentioned in previous works on greedy interference avoidance [21] , [22] , although a similar property was proven in [24] for the MMSE algorithm for interference avoidance.
We illustrate the interference avoidance algorithms with some examples and look at the properties of the optimal codeword ensembles generated. While these properties, which characterize the simultaneous water-filling distribution, have been discovered independently by others [6] , [16] , we look at them from a user codeword perspective, rather than a transmit covariance matrix perspective. We mention the signal space partition corresponding to the optimal codeword ensemble, which implies that user codeword matrices span distinct subspaces with potential overlap in at most one frequency. We argue that this property may imply a reduction in receiver complexity and provide also simulation results in corroboration.
We note that the use of uniform energy codewords that maximize sum capacity allows matched filters to be used as the optimal linear receivers [25] - [27] . In our context, this implies a simple receiver structure consisting of a matched filter bank for each user and identical independent modulation of the M symbol streams associated with user . Such receivers, composed of many identical structures, might be good candidates for integration. We also note that interference avoidance methods work with both real and complex channel models and can be used in generating complex codeword ensembles that maximize sum capacity in the presence of dispersive channels. We close with some remarks about the general use of interference avoidance methods for codeword adaptation in CDMA systems. We would like to emphasize that interference avoidance provides distributed algorithms for codeword optimization in which users independently adjust codewords in response to changing patterns of interference. Unlike centralized optimization methods performed at the base station, which require complete knowledge of the system, distributed codeword adaptation through interference avoidance requires only that each user knows his/her associated channel and have access to the system covariance information. 3 While the mathematics behind interference avoidance allows for centralized processing as well, it is the distributed version of the algorithm that may prove useful in unlicensed/uncoordinated environments.
Interference avoidance can also be applied to fading channel scenarios [17] , [18] . In such cases, the assumption of perfect channel knowledge made in the paper can be relaxed, and one can assume that the channel is either slowly varying, in which case channel estimates can be used for a relatively large number of transmission intervals, or that the average characteristics of the channel are known. These are reasonable assumptions for high data rate systems and environments with reduced degrees of mobility [8] .
We conclude with the remark that in deciding which method is more useful from a practical standpoint-interference avoidance versus iterative water filling-one needs to carefully weigh several factors. One can always apply iterative water filling [28] , followed by an appropriate factorization of the transmit covariance matrix to obtain a set of codewords that can be used for transmission. In general, these codewords will have different SINRs, and while they do not have any theoretical restrictions as they are not relevant from the perspective of sum capacity, the SINR is important in practice as it may affect receiver front end dynamic range, peak to average power ratios, and thus, quantization. Hence, from a practical standpoint, having uniform SINRs may be especially useful and attractive for integration purposes. Alternative algorithms for constructing optimal codewords with uniform SINR could also be employed [25] , [26] , and the ultimate decision needs to take into consideration all these facts.
