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С целью повышения надежности и уровня защиты информации анализируются результаты наблюдений в течение 
нескольких лет за надежностью серверов фирмы INTEL: высокопроизводительного сервера Intel Server Board S5520UR и 
сервера меньшей производительности Dell Power Edge 1950. Рассчитываются комплексные показатели надежности и процент 
потерь информации за счет простоев 
 
Угроза потерь информации из-за отказов программно-аппаратной части является одной из важнейших 
техногенных угроз для информационной безопасности сервера [1]. Методом парирования этой угрозы могут быть 
наблюдения за работой сервера во время эксплуатации [2, 3]. Результаты наблюдений не только помогают путем 
составления плана мероприятий по сокращению отказов [2-4] уменьшить простои сервера и потери во время 
простоев обрабатываемой сервером информации, но и дают возможность количественно оценить единичные и 
комплексные показатели надежности сервера и уровень потерь информации за счет ненадежности [5-7].  
В докладе анализируются результаты наблюдений в течение нескольких лет за надежностью серверов 
фирмы INTEL: высокопроизводительного сервера Intel Server Board S5520UR /далее ISB/ (процессор Intel Xeon 
CPU E5620 x2, RAM 26 Gb, HDD 2x 2 Tb) и сервера меньшей производительности Dell Power Edge 1950 /далее 
DPE/ (процессор Intel Xeon CPU 5148, RAM 16 Gb, HDD 500 Gb + iSCSI HDD 400Gb). Несмотря на то, что 
наблюдениям подвергалось по одному серверу каждого вида, сравнительно большая длительность наблюдений 
(2,1 года для ISB и 1,4 года для DPE) позволяет говорить о первых результатах.  
Наблюдения проводились при температуре 21
°
 Цельсия и влажности 63 %, что не выходит за пределы, 
установленные технической документацией. Результаты их фиксировались в формах аппаратного журнала, 
описанных в [4]. За период наблюдений для сервера ISB выявлено 3 отказа (замена планки памяти, пожар в 
серверной и длительное отключение электропитания) общей длительностью 10,8 ч, зафиксировано 2 
техобслуживания общей длительностью 1,15 ч. Коэффициент готовности этого сервера (без разделения отказов 
на конструктивные, производственные и эксплуатационные) составил 0,999406, коэффициент технического 
использования – 0,999340, процент потерь информации за счет простоев – 0,066 %. Для сервера ISB выявлено 3 
отказа (замена памяти, замена винчестера и длительное отключение электропитания) общей длительностью             
10,8 ч, зафиксировано 1 техобслуживание общей длительностью 0,25 ч. Для этого сервера рассчитанные 
вышеперечисленные показатели равны: коэффициент готовности 0,999090, коэффициент технического 
использования 0,9989900, процент потерь информации за счет простоев – 0,101 %. 
Вывод: сервер ISB оказался более надежным, чем DPE и теряющим меньше информации за счет отказов. 
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