Introduction
For a prime power q and an integer n 2, let F q and F q n be the nite elds with q and q n elements, respectively. Let f 2 F q x] be a monic polynomial of degree n, and let (f) denote the number of polynomials in F q x] of degree < n that are relatively prime to f. The function ( ) is called the Euler totient function for polynomials over nite elds. Let (f) = (f)=q n . In Section 2, we present a lower bound for (f) that slightly improves the lower bounds in the liteature (Wiedemann 1986 , von zur Gathen & Giesbrecht 1990 , Frandsen 1991 , and Giesbrecht 1993 ).
This kind of lower bound is useful for solving sparse linear equations (Wiedemann 1986) , and for constructing normal elements over nite elds using randomized algorithms ( von zur Gathen & Giesbrecht 1990 and Giesbrecht 1993 ). An element 2 F q n is normal over F q if and only if its conjugates ; q ; : : :; q n?1 are linearly independent over F q . When is normal, the basis ( ; q ; : : : ; q n?1 ) is called the normal basis generated by . Ore (1934, Theorem 12) proves that the number of normal elements in F q n over F q is (x n ?1) (see also Lidl & Niederreiter 1983 , p. 124, Theorem 3.73, and Menezes et al. 1993, Chap. 4) . The density of normal elements in F q n over F q is then (x n ? 1) = (x n ? 1)=q n .
To construct a normal element in F q n , one simple method is to draw an element uniform randomly from F q n , test if it is normal, and repeat until a normal element is obtained. The density (x n ? 1) is the probability of a random element being normal. Thus one expects to draw d1= (x n ? 1)e elements to get a normal one. A good lower bound for (x n ? 1) gives a good upper bound for the expected number of draws (or samplings). In Section 3, we prove that (x n ? 1) C > 0 for n = p e 1 1 p e 2 2 p et t where p i are xed primes, e i vary, and C is a constant independent of e i 's (Theorem 3.3). Unfortunately, this is not true for general n.
Indeed, we show an upper bound on (x n ? 1) for in nitely many values of n that goes to 0 as n approaches in nity (Theorem 3.4). This upper bound is almost tight with our lower bound of Section 2. 
We focus on lower bounds for (f) = (f)=jfj, where f 2 F q x] is monic of degree n. Several authors give lower bounds on (f):
Wiedemann ( Proof. We use the notations in (2) This proves (6). Thus We should mention that the inequality (6) is used by Frandsen (1991) . Our contribution is in its rigorous proof.
3 Density of normal elements
We stated in Section 1 that the density of normal elements in F q n over F q is (x n ? 1) = (x n ? 1)=q n . Theorem 2.1 give lower bounds on the density of normal elements. The question is: can we prove better lower bounds for the special polynomial x n ? 1? In this section, we give both positive and negative answers to this question. On the one hand, we show that, for in nitely many values of n, (x n ? 1) C > 0, for some constant C. On the other hand, for in nitely many n, we show an upper bound on (x n ? 1) that goes to 0 as n approaches in nity. This upper bound is almost tight with the lower bound in Theorem 2. where C is a constant independent of e i 's. This completes the proof.
The estimates in the above proof are very rough. One can use ner estimates to get a bigger constant C. But we do not intend to do so in this paper. In addition, we note that, by Theorem 3.3, there exists an in nite tower of nite elds whose densities of normal elements are all larger than a constant.
Upper bounds
The results in Theorem 3.3 may suggest that (x n ? 1) C > 0 for all n for some constant C. In this section, we show that this is not true. Indeed, we show that the lower bound of normal elements given by Theorem 2.1 is almost tight for in nitely many n. Conclusions. This paper provided lower bounds for ( ) in general, and in the particular case of (x n ? 1). We slightly improved the previous known lower bounds for ( ). Then, we focused on the particular case (x n ? 1) that gives the density of normal elements in F q n over F q . It was shown that that (x n ? 1) C > 0 for n = p e 1 1 p e 2 2 p et t where p i 's are xed primes, e i 's vary, and C is a constant independent of e i 's. We also proved an upper bound on (x n ? 1) for in nitely many values of n that goes to 0 as n approaches in nity. This upper bound is almost tight with our lower bound for a general polynomial f.
