The question whether algorithms dream of 'data' without bodies is asked with the intention of highlighting the material conditions created by wearables for fitness and health, reveal the underlying assumptions of the platform economy regarding individuals' autonomy, identities and preferences and reflect on the justifications for intervention under the General Data Protection Regulation. The article begins by highlighting key features of platform infrastructures and wearables in the health and fitness landscape, explains the implications of algorithms automating, what can be described as 'rituals of public and private life' in the health and fitness domain, and proceeds to consider the strains they place on data protection law. It will be argued that technological innovation and data protection rules played a part in setting the conditions for the mediated construction of meaning from bodies of information in the platform economy.
Technology Co-operative serves as a useful barometer of the future of data-driven operations in the connected health terrain. A feature of data-driven operations is the integration of multiple stakeholders into the spaces of information flows so that each is able to access and extract value from personal data. The Co-operative, for example, comprises an assemblage of manufacturers, patients, clinicians, retailers and suppliers who are part of the mental healthcare and dementia infrastructure providing timely therapeutic interventions as well as providing networked services and support across the data value creation chain. Google DeepMind and Moorfield's Eye Hospital's well-publicised collaboration in analysing digital eye scans illustrates another important trend of the logic driving information flows -before value can be extracted, data have to be collected and subsequently transformed by algorithms into information and knowledge to further the objectives of infrastructure providers.
3 Finally, the growing influence of corporate power in these domains in harnessing value from personal data should not be overlooked. Startup investments from Silicon Valley are now being channelled through investment and funding activities, acquisitions of content and communication service providers and emergence of collaborative partnerships (Casper 2013) .
Since data protection laws have long elevated individual's autonomy, agency and choice, two vignettes will be used to illustrate how data-driven operations redefine individuals' agency (Cohen 2016, 62-63) . First, John uses Strava, the popular cycling and running fitness app and wearables. He purchased the wearable after reading reviews about Strava on blogs, was impressed by marketing advertisements extolling the benefits of improved personal fitness and was keen to interact with other users on social media. John regularly tracks his bike rides and runs via his iPhone or GPS device. He also posts information regarding the distances covered and activities completed on the website and regularly compares these with performances of other users. John receives push notifications on his laptop and smartphone. Second, Colin suffers from serious bouts of forgetfulness and is recovering from a triple heart bypass surgery. He uses an activity-monitoring device, which alerts him to any prolonged period of inactivity or failure to take his medications. Colin is an enthusiastic user of social media and frequently tweets information relating to his health condition. He regularly updates his profile on the national patient portal and participates in discussions on the secure site made available for users of the activity-monitoring device. 2013, 14) . Acceptance of the rules triggers a chain of data processing operations. Monitoring of individuals' activities is maintained through emails, web surveys, promotional communications and feedback portals.
Platforms and wearables also enable information to be collected automatically. The reasons how and why this is important will be developed later but it can be observed that the automatic collection of information during registration and visits to the website and resources accessed are presented as measures to enhance customer experience and provide high-quality services. Second, platforms subject volunteered and automatically collected data to processes that continuously extend the life cycle of personal information through automated decision-making and creation of user profiles (LIBE 2015, 19) . Apart from the use of accessible interfaces and other functional affordances as conduits for collecting personal information, push notifications ensure that individuals' daily activities are synchronised with the goal of the platform, which is to sustain information flows. Push notifications, such as alerts, emails and real-time updates on the actions of others are haptic instants intended to orient or nudge the user towards embracing norms of visibility, sharing and participation (Gilmore 2015 Much of the recent focus on the platform economy resembles familiar debates which revolve around the economic logic of rationality, efficiency and innovation (Evans and Gawer 2016) . There is a deeper issue other than the fact that platforms are now regarded as knowledge-generating structures that transcend the biopolitical (Boyd and Crawford 2012, 663) . Health and fitness platforms are not simply infrastructures of economic logic and social utility but in the context of the platform economy, also one of computational grammar. Algorithms analyse input data as 'digital objects' at three intersecting levels: the textual or semantic elements, affordances used and an algorithmic lexicon that generates insights, information and knowledge from bodies of information so that value can be extracted (Langlois and Elmer 2013, 11-13). What we are concerned with here is not just the construction of meaning from textual or semantic information but the 'nontrivial extraction of implicit, previously unknown, and potentially useful information from data' to generate new knowledge, hypothesis and patterns based on design choices that convert behaviour, identity and preferences of individuals into digital code (Frawley, PiatetskyShapiro, and Matheus 1992, 58 ). Agre's account of algorithmic logic is particularly helpful in drawing attention to how and why algorithmic conversion of bodies of information into computer code needs to be taken seriously by policy-makers notwithstanding the benefits for enhancing public health and innovation (1994, (105) (106) (107) (108) (109) (110) (111) (112) . The process of data capture, aggregation and value extraction, he observes, is structured by a 'grammar of action' which is contingent on questions identified by the processor and goals to be attained (Agre 1994, 116) . The transformation of information into software code leads to the construction of what Esposti describes as the digital self, whereby the life cycle of personal data is gradually layered by feedback loops and continuously aggregated with data from multiple sources in the value chain (2014, (212) (213) . The important consequences for human agency will be elaborated in the next section.
C. Conclusion.
Imperceptibly, the everyday practice of life, whether by visits to the hospital, recording of blood and glucose results, interactions on social media or achieving personal targets in sporting activity end up with reality being constructed autonomously, with little or no effective regulatory or individual oversight (Turow, McGuigan, and Maris 2015, 475-476) .
Data protection rules could arguably be seen as a framework that anticipates such problems by appealing to data controllers to exercise restraint, on the one hand, and data subjects urged to exercise their agency and information rights, on the other. Its genealogy may shed some light on why corporate actors tend to view the law's ordering of information relations and broad information processing principles as business as usual.
III. The General Data Protection Regulation and Mediated Construction of Bodies of Information: Framing the Data Protection Challenge.
'In the face of this dramatic revolution taking place in our societies, Silicon Valley tells us that everything will be fine…They dictate their rules to us…The hard currency of the digital age is, as it were, being filched from our pockets without our even noticing. This process has been going on so surreptitiously and for all practical purposes without regulation that these businesses are now the biggest undertakings in the world. ' (Albrecht 2016, 473-474) Albrecht's concerns could be dismissed as mere rhetoric, but it does not detract, however, from the unease felt by many that data protection rules are being increasingly used by data controllers towards realising economic and commercial goals and leave individuals exposed However, to fully understand Albrecht's concerns and the issues raised by the metaphor used at the outset in the article, a shift in perspective may help broaden the narrative frequently encountered in data protection discourse. We can rephrase the inquiry which frames the article simply: what obligations do data protection law impose on data controllers in their use of algorithms for analytical and predictive purposes in the platform economy? This question now takes on particular significance under current GDPR rules should data controllers assert: (i) no personal data is being processed; (ii) personal data has been manifestly made public by the data subject; (iii) explicit consent by the data subject has been obtained or that (iv) measures to safeguard the data subject's rights and legitimate interests such as privacy by design, de-identification and anonymisation are in place, particularly where automated decisions including profiling have taken place. The following discussion will not rehearse long-standing debates in data protection law of its normative foundations or the predatory data mining practices of corporate actors but will proceed instead to indicate those aspects of data governance easily overlooked and which now needs to be re-assessed in the context of the platform economy. Owing to limitations of space, the impact of the GDPR on public health and biomedical research will not be examined, but this will not detract from the line of reasoning advocated, which is to assess the significance of platform logic for three areas: personal data, rules defining data controllers' obligations and profiling.
A. The Rationale of Dual Objectives. Processing of personal information, for example, is permitted if an activity meets one of six grounds set out in Article 6. The rules also formulate a set of fair information collection and processing principles which urge restraint by data controllers, requiring them, for example, to access and use only minimal information necessary for the purposes for which they were collected and retained for a period no longer than required (Article 5). Explicit consent is needed when sensitive and health data are processed together with some procedural and technical requirements that must be met as a precaution to minimise risks to data sub-jects (Article 9, Bodil Lindqvist). To minimise risks to data subjects, data controllers are encouraged to adopt technical solutions such as encryption, anonymisation and pseudonyms. Within this framework, individuals are provided with a set of information rights which enable them to exercise some control over how their personal information is used, such as mechanisms for access, disclosure, objection and rectification (Articles 12-19). The GDPR also provides data subjects with exit rights in the form of a right to portability (Article 20). Processing activity which involves anonymised data or data that is not personal is not covered by the GDPR. Data protection law also provides mechanisms for redress in respect of the collection, processing or use of personal data (Google Spain, Digital Rights Ireland, and Schrems).
The brief account serves to illustrate how data protection rules map onto the dual objectives and should bring to the surface the complex policy challenges and tensions that 
B. Personal Data, (Meta) Data and the Digital Self.
The GDPR rules apply to designated activities which involve the processing of personal data of natural persons unless one of the stated derogations apply (Recitals 18-20 and
Article 2). The protection of personal data is regarded as a fundamental right (Recital 1, Promusicae). However, it is not an absolute right and 'must be considered in relation to its function in society and be balanced against other fundamental rights, in accordance with the principle of proportionality' (Recital 4, Schecke para. 86-88). The question whether personal data is processed is crucial to triggering the rules under the GDPR. Personal data is described as 'any information relating to an identified or identifiable natural person'
(Article 4(1)). Personal information that has been anonymised, in the sense that the data subject is no longer identifiable, will not be covered by data protection rules. Furthermore, data protection rules do not apply to the processing of anonymised information undertaken for statistical or research purposes. The GDPR now clarifies the scope of 'personal data', which extend beyond physical, physiological, mental, economic, cultural or social identifiers and imposes obligations on data controllers to ensure that they introduce design solutions safeguarding individuals' personal information (Article 38, Article 29 WP Opinion 3/2016). This is particularly relevant to the context of growing dominance of corporate actors in the health and fitness domain, as a wide array of personal information can now be accessed and distributed by actors in the platform's value chain (e.g. location data, online identifiers and mobile device identifiers) (Article 4(1)). 4 Information collected from Jack via an app, the wearable device or uploaded onto the platform would be regarded as personal data. Raw sensor data which enable conclusions to be drawn about Colin's health status or health risks would similarly be regarded as coming within the scope of sensitive health data. It is arguable that lifestyle apps that enhance an individual's fitness could be regarded as health enhancing and data collected from users' devices would be covered by data protection rules (Article 29 WP, Opinion 2/2013).
One type of data that merits closer scrutiny is the status of unstructured bits of data is an etymological one -is data the same as information? Bygrave, for example, regards this as a relevant question, since many of the protections available to data subjects and obligations imposed on data controllers are unlikely to be available when information processed is not regarded as personal data (2010). The etymological conundrum also raises a technical issue, namely whether personal information which renders an individual directly or indirectly identifiable can be de-linked to enable data to be processed. The implication here is that data, information and knowledge can be viewed sequentially as beginning from a state of namelessness to one where identification or identifiability becomes possible (Zins 2007, 486-489) . The state of namelessness is an attractive idea if we recall Nissenbaum's suggestion that this sets limits to the reachability of individuals (1999, (142) (143) . To take a simple example, 1325001 would seem to achieve the status of namelessness and data coupled with the identifier would be regarded simply as data rather than information that Bygraves describes data protection law as being founded on core principles that are coherent and whose instrumental value lies in the provision of 'guiding standards during interest-balancing processes' (Bygrave, 2002, 57) . Data protection rules derive their legitimacy from the social contract tradition and its internal coherence and rationality creates a principled basis for binding data subjects and data controllers to the authority of law. At first glance, the fair information collection and use principles can be said to entrench default positions that enable personal information to be processed without vast amounts of personal data to analysis also highlight the growing lack of transparency in data-driven operations. These practices also raise questions about the legitimacy of the type of algorithms being deployed, the predictions being made and the impact of bias, inaccuracies and errors on individuals (Kotthoff 2014, 57) . Given that consumers of
