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Consider the renewal equation in the form 
(*) zi(t) = g(t) + 1” u(t - 7) f (4 d+, 
.O 
where f(t) is a probability density on [0, CO) and limt+m g(t) = g, . Asymptotic 
solutions of (*) are given in the case when f(t) has no expectation, i.e., 
sr t f(t) dt = CO. These results complement the classical theorem of Feller 
under the assumption that f(t) possesses finite expectation. 
1. INTRODUCTION 
Consider the linear Volterra integral equation 
wheref and g are locally integrable functions on [0, CO). In the case whenf(t) 
represents a probability density function on [0, co), i.e.,f(t) > 0 and satisfies 
_:f(‘) dt = 1, 1 (1.2) 
Eq. (1.1) is commonly known as the renewal equation. This equation is of 
fundamental importance in the theory of branching processes. The basic, 
and now classical, result concerning the asymptotic behavior of the solution 
of (1.1) is that of Feller [3], which states: 
THEOREM (Feller). If f( t) has finite expectation, i.e., 
r 
m 
tf(t) dt = m < 00, 
‘0 
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and g(t) satisfies g’(t) ~Ll(0, co) and 
then the sohtion u(t) of (1.1) sutis$es 
f’il (u(t) - g t) = 0. 
(1.4) 
(1.5) 
We refer the reader to [l, 31 for a thorough discussion on the various 
aspects of the renewal equation. The purpose of this note is to discuss the 
asymptotic behavior of the solution of (1.1) when f(t) has a prescribed 
asymptotic expansion of the form 
f(t) = CP(1 + O(t-I)), t+ co, U-6) 
where -2 < OL < - 1, or of the form 
f(t) = Ct-l(log t)-,, (1 + O((log t)-I)), t--+00, (1.7) 
where m = 2, 3,.... Note that in both these cases, the density function f (t) 
has no expectation, i.e., (1.3) fails. We shall show however that if f (t), when 
considered as a function of a complex variable t, possesses an asymptotic 
expansion of the form (1.6) or of the form (1.7) in a small sector of the complex 
plane containing the nonnegative real axis, and if (1.4) holds in the same 
sector, then we can determine the rate of growth of u(t) as t + co. The main 
tool of our analysis is based upon a Tauberian theorem established in our 
recent work [8]. In the last section, we illustrate our results by discussing a 
number of probability density functions associated’ with Eq. (1.1). 
2. THE MAIN RESULT 
Throughout this section, we shall assume that f (t) is a probability density 
function on [0, co), i.e., it is nonnegative and satisfies (1.2). Let T, denote the 
subset of the complex t-plane given by 
T, = {t: / arg t / < 01, t # 0}, 0 < a! < 7r/2, (2-l) 
and assume that the following conditions hold throughout our discussion. 
(A,) f(t) and g(t) are analytic in T,; 
(A,) f(t) = O(P) and g(t) = O(P) as t --, 0 in T, , for some q > - 1; 
(Aa) f(t) satisfies (1.6) or (1.7), andg(t) satisfies (1.4) in T,. 
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Let 3((s) and&s) denote the Laplace transforms off(t) andg(t), respectively. 
Under the above assumptions, 3(s) and t(s) are clearly analytic in the right 
half-plane {s: Re s > 0). Moreover, because of (As), 3(s) and i(s) can be 
analytically continued to the larger sector (s: / arg s 1 < (r/2) + a} containing 
the right half-plane (see [2, Theorem 2.1, p. 1491). On the other hand, since 
f(t) satisfies (1.2), we also have 
LEMMA 1. There exists a positive number 6 E (0, 01), such that 
f(s) # 1 forallsESg, (2.2) 
where 
Ss = {s: 1 arg s 1 f (m/2) + 6, s + O}. (2.3) 
Proof. Since f(t) is nonnegative and satisfies (1.2), 3((s) # 1 for all s in 
Re s >, 0 and s # 0 (see [3, p. 2551). By (A,), we have 
j(s) = O(s-3, s--too in I arg s I < (44 + a, (2.4) 
where E = min( 1 + 7, 1). The estimate (2.4) show that 3(s) - 1 has no zeros 
in 1 arg s I < (n/2) + 0. for large values of s. Since an analytic function (not 
identically zero) can have only a finite number of zeros in any compact subset 
of the plane, there must exist 6 > 0 such that 3(s) - 1 has no zero in S, , 
proving (2.2). 
The next result describes the behavior off(s) as s + 0, when it is assumed 
that f(t) possesses an asymptotic expansion of the form (1.6) or (1.7) in T, . 
LEMMA 2. (i) Iff(t) satis$es (1.6) with -2 < (Y < -1 in T, , then 
f(s) = 1 + cq1 + a) s--a-1(1 + O(P)), (2.5) 
ass+OinS,forsomey>O. 
(ii) Iff(t) satisfies (1.6) with a: = -2 in T, , then 
P(s) = 1 + C(s log 4 (1 + O((log s)-l)), (2.6) 
as s 4 0 in S, . 
(iii) Iff(t) sati$es (1.7) in T, , then 
3<4 = 1 + (C/(1 - 4) (--log sy (1 + O((log s>-l)), (2.7) 
as s 4 0 in S, . HereO<6<orischosenbyLemmal. 
Proof. For Re s > 0, the results (2.5) and (2.6) follow from [5, Theorem 
51; see also [5, Corollaries 2.1 and 5.21. To see that (2.7) holds for Re s > 0, 
we let F(t) = $ f (7) d-r and observe that (1.7) implies 
F(t) = 1 + (C/(1 - m)) (log ty + O((log t)-“), (2.8) 
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as t -+ co. Denote by P(s) the Laplace transform of F(t). Applying the result 
(2.5) in [9] to F(t) given by (2.8) and using the fact that f(s) = sE(s), one 
obtains (2.7) for Re s > 0. 
To extend the validity of (2.5)-(2.7) to S, , we rotate the path of integration 
through an angle 0 E [-or, CX] of!(s) and obtain 
f(s) = Jozf(t) ecst dt = ei” lomf(leiR) e-s’T dT, (2.9) 
where s’ = seie. This is possible because by (AJ,f(t) is uniformly bounded as 
t + co in T, . Formula (2.9) is valid for Re s > 0 and Re s’ > 0 on account 
of uniqueness of analytic continuation. Applying our argument above to the 
integral on the right of (2.9), we find that (2.5)-(2.7) remain valid as S’ - 0 
in Re s’ > 0, i.e., when -(7r/2) - 0 < arg s < (a/2) - 8. Since 0 E [-a, CX] 
is arbitrary, this establishes Lemma 2. 
THEOREM. Let f(t), g(t) satisfy assumptions (AJ-(Aa). Suppose that f(t) is 
nonnegatiwe and satisfies (1.2) and g(t) satisfies 
g(t) =g, + O(t-l), t-a, in T,. (2.10) 
Then, (a) iff(t) satisfies (1.6) for -2 < 01 < --I in T, , the solution u(t) of 
( I. 1) satisfies 
u(t) = go y t-*-I[1 + O(t-A)], as t+ co, (2.11) 
where h > 0 is some appropriate constant ;
(b) if f (t) satisfies (1.6) for OL = -2 in T, , the solution u(t) of (1.1) 
satisfies 
44 =$& [l + 0 (&)I , as t+ co; (2.12) 
(c) zjc f (t) satisfies (1.7) in T, , the solution u(t) of (1.1) satisjes 
u(t) = g”(m; ‘) (log t)--l [I + 0 &] , as t+ co. (2.13) 
Proof. Taking the Laplace transform of (1.1) formally (see, e.g., [l, 6]), 
we find 
C(s) = i(s) + G(s) f(s), (2.14) 
where G(s) denotes the Laplace transform of u(t). Since g(t) is bounded and 
f(t) satisfies (1.2), it is wellknown that u(t) = O(eEf) as t 4 co for all E > 0 
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(see, e.g., [l, p. 2271). Th us, G(s) exists and is analytic for Re s > 0. This 
justifies the formal transform operation leading to (2.14). By (2.2) we can 
rewrite (2.14) as 
w = lw( 1 - 3(sh Res >O. (2.15) 
Since -p(s) and g(s) are analytic in S6 and (2.2) holds in Ss , by analytic 
continuation we have that (2.15) holds in S, . The representation (2.15) now 
allows us to obtain the solution u(t) through the inversion formula 
u(t) = &s -: ii(s) est ds, (2.16) 
for any c > 0, where the integral is taken as a Cauchy principal value. 
Observe that f(s) - 0 as s -+ cc in S, by (2.4) and similarly g(s) -+ 0 as 
s + co in S, by (A,). Hence, we obtain from (2.15) that G(s) - 0 as s + a3 in 
S, . Furthermore, (2.10) implies that 
g(s) = (go/s) + O(log 4, as s-0 in S,, (2.17) 
(see [5]). Therefore, if 3(s) satisfies (2.5), then 
W) = (-g,/C~(l +4) sv + O(sql, (2.18) 
as s + 0 in S, , where 6’ is some positive constant. If f(s) satisfies (2.6), then 
G(s) = (-g&2) s-*(log s)-1 [ 1 + O((log s)-‘)I, (2.19) 
as s + 0 in S, . Finally, if 3(s) satisfies (2.7), then 
C(s) = (g&a - 1)/C) s-‘(log s)rn--l [I + O((log s)-I)], (2.20) 
as s-0 in S,. Now we can apply the Tauberian theorem given in [8] to 
(2. lg), (2.19) and (2.20) and obtain the desired conclusion (2.1 I), (2.12), and 
(2.13), respectively. This completes the proof. 
We remark that the Tauberian theorem as stated in [S] is not directly 
applicable to (2.19) and (2.20), but a slight modification in its proof would 
suffice for this purpose. Since the necessary steps are rather obvious, we leave 
the details to the interested reader. Note also that if (1.4) is assumed instead 
of the stronger condition (2.10) ong(t), we can still obtain the dominant terms 
given in (2.1 l)-(2.13). However, we will be unable to obtain precise order 
estimates for the remainder terms. 
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3. EXAMPLES 
We consider the renewal equation in its simpler form when g(t) = 1, 
namely, 
u(t) = 1 + s,’ u(t - T)~(T) dr. (3.1) 
The following examples illustrate the behavior of u(t) as t--f a3 when the 
probability density functionf(t) is explicitly given. 
(a) Consider 
f(t) = ((sin 44 (l/W + t)), t>o, O<a<l. 
This is the limit density function for the normed variable of residual waiting 
time associated with generalized arc sine distribution (see [4, p. 4471). The 
Laplace transform P(S) is readily found to be 
j(s) = T( 1 - LX) eSr(ol, S) ((sin 7r0l)/7r), 
from which one obtains the expansion 
3(s) = 1 - ((sin ~IX)/~KI) r(l - a) s” + O(S), (3.2) 
as s + 0 in j arg s ) < rr. Comparing (3.2) with (2.5) and (2.15), we find that 
the solution u(t) of (3.1) satisfies 
u(t) = t’ + o(l), t-+CO, (3.3) 
On the other hand, f(t) - ((sin na)/rr) t-*-l as t--f 00; hence, (2.11) also 
yields (3.3). (Note that r( 1 - a) F( 1 + a) = rrol/sin ~01.) 
(b) Consider 
fa(t) = (a/(27r)l9 t-3/2 exp(-&G/t), t > 0, 01 > 0, (3.4) 
which is the probability density function of one-sided stable distribution of 
index 8 (see [4, p. 511). The Laplace transform of fa(t) in (3.4) is readily 
found to be 
&s) = exp(-a(2s)l/*) = 1 - a(2F)1/2 + O(s). (3.5) 
Comparing (3.5) with (2.5) and (2.15), we find as before that u(t) of (3.1) 
satisfies 
u(t) = (2/%-y ((t)“‘/cx) + o(l)), t--+cQ, (3.6) 
which can also be deduced directly from our theorem by using the fact that 
f(t) .- (~i/(27~)‘/~) t-3/2 as t + co. 
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(c) Consider the Bessel function density j&(t) associated with the study 
of symmetric random walk: 
h(t) = e-‘(4) L(t), t>o, CL>0 
(see [4, p. 4141). The Laplace transform of jJt) is known to be 
324 = 2a ((s + 2)1/a + (s)l/*)*JI . (3.7) 
From (3.7), one easily deduces the following expansion near the origin: 
j,(s) = 1 - (u(2s)l/* + O(s), as s-+0. 
By a similar argument as before, we find the solution u(t) of (3.1) satisfies 
u(t) = (2/7+2 (((t)‘ya) + o(l)), t-, 3x3. (3.8) 
In the above three examples, the Laplace transform j(s) of the density 
function j(t) is always expressible in terms of well-known functions whose 
behavior near the origin can be described explicitly. In other words, we can 
deduce the desired conclusion concerning the solution u(t) without using 
Lemma 2. We now present two examples in which the Laplace transform of 
the density function does not have a well-known asymptotic expansion near 
origin. 
(d) Consider the one-sided Cauchy density function 
f(t) = m7) (1 /Cl + t*))* 
The Laplace transform may be expressed as a limit involving the Lommel 
function VV(zO, z): 
J(s) = $Iy 77 csc V?rV”(2S, O), Res>O. (3.9) 
Although the properties of V”(W, z) are well known (see, e.g., [7]), the 
behavior of j( s near the origin cannot be obtained from (3.9). However, ) 
j(t) N (2/r) t-* as t --) co, and a direct application of our theorem (in partic- 
ular, (2.12)) yields 
u(t) = (74) (t/log t) (1 + o(l)), as t--too. (3.10) 
(e) Consider 
f(t) = (w(~* + (1% t)*)), t > 0. 
409/53/2-5 
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Here, the Laplace transform P(S) is known as the Ramanujan function. 
Asymptotic expansion of f^(s) near s = 0 was given in [9]. However, it is 
clear thatf(t) - t-l(log t)-’ as t -+ a, so a direct consequence of (2.13) yields 
u(t) := log t( 1 + o(l)), as t--t El. (3.11) 
It is interesting to note that in contrast to the linear growth given by 
Feller’s result (1.5), the solution u(t) of (3.1) exhibits various other types of 
algebraic growth, (3.3), (3.6), (34, (3.10), and (3.1 I), when .f(t) has no 
espectation. 
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