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Abstract
We use previous results on complementary basic matrices to introduce a rather wide class
of sign-nonsingular matrices.
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1. Introduction
In [3,4], we introduced and studied the so called complementary basic matrices
which, if of order n, can be expressed as products of n− 1 matrices G1, . . . ,Gn−1
in some order, where, for k = 1, . . . , n− 1, Gk is block diagonal of the form
Gk =

Ik−1 Ck
In−k−1

 (1)
for a 2 × 2 matrix Ck and Ij denotes the identity matrix of order j.
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In this note, we use the results of [4] for the case that all the matrices Ck have the
formC =
(
1 1
−1 1
)
. We then denote by+ the set of all productsGk1Gk2 · · ·Gkn−1
of n× n matrices (1) with these matrices Ck = C and all permutations (k1, k2, . . . ,
kn−1) of (1, 2, . . . , n− 1).
Theorem 1.1 [3,4]. Let A = (aij ) ∈ +, A = Gk1Gk2 · · ·Gkn−1 for a permutation
(k1, . . . , kn−1). Denote S = {t ∈ {2, . . . , n− 1}|kt > kt−1}, let S¯ be the complement
of S in {2, . . . , n− 1}. Then:
1. A is a (0, 1,−1)-matrix.
2. We have
aii = 1 for i = 1, . . . , n,
ai,i+1 = 1, ai+1,i /= 0 for i = 1, . . . , n− 1.
3. apq = 0, if and only if either q < j < p for some j ∈ S, or p < k < q for some
k ∈ S¯.
4. If k ∈ S, then
akkak−1,k+1 = ak−1,kak,k+1;
if k ∈ S¯, then
akkak+1,k−1 = ak+1,kak,k−1.
Remark 1.2. From 3 it follows that the non-zero entries of every matrix in + are
contained within a “zig-zag shape”.
In the rest of this paper, we will be interested in sign-nonsingular matrices [2,
Section 1.2], i.e., matrices with entries in the set (+,−, 0) with the property that
every real matrix the entries of which have such sign is nonsingular. We usually
identify such sign-nonsingular matrix with the corresponding (1,−1, 0) matrix. In
addition, we say that a sign-nonsingular matrix is maximal if none of the zero entries
can be changed to 1 or −1 without destroying sign-nonsingularity.
We will also be using the notion of indecomposability in the usual sense:
A square matrix A is called fully indecomposable if by no pair of permutation
matrices P, Q, PAQ has the block form(
A1 0
B A2
)
with square non-void matrices A1 and A2.
2. Results
We first prove a basic lemma.
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Lemma 2.1. If in any matrix in + the entry 1, respectively, −1, is replaced by a
+, resp.−, sign, then we obtain a sign-nonsingular matrix. This matrix is both fully
indecomposable and maximal.
Proof. We use induction w.r. to n. For n = 2, the assertion is correct. Let n > 2 and
suppose it is correct for n− 1. Let A = Gk1Gk2 · · ·Gkn−1 in + lead to the sign-
pattern matrix A+. Observe that the matrices Gi and Gj commute if |i − j | > 1. We
can thus move the matrix Gn−1 either into the first place of the product, or into the
last place according to whether n− 2 is in the permutation (k1, . . . , kn−1) behind or
before n− 1.
Case 1. A can be expressed as Gn−1Gi1Gi2 · · ·Gin−2 , where (i1, . . . , in−2) is a
permutation of (1, . . . , n− 2). Let, for k = 1, . . . , n− 2, Gˆk denote the (n− 1)×
(n− 1) upper-left corner submatrix of Gk . The matrix Aˆ = Gˆi1Gˆi2 · · · Gˆin−2 leads
by the induction hypothesis to an (n− 1)× (n− 1) sign-nonsingular matrix Aˆ+. Let
Aˆ have the block form
Aˆ =
(
Q x
y 1
)
.
Then
A =

In−2 0 00 1 1
0 −1 1



Q x 0y 1 0
0 0 1

 ,
i.e., in a clear notation,
A+ =

Q
+ x+ 0
y+ + +
−y+ − +

 .
Since(
Q+ x+
y+ +
)
is by the induction hypothesis a sign-nonsingular matrix, the same holds for A+
using the expansion by the last column.
Case 2. Let A = Gi1Gi2 · · ·Gin−2Gn−1 analogously to Case 1. Using the same
notation,
A =

Q x 0y 1 0
0 0 1



In−2 0 00 1 1
0 −1 1


so that
A+ =

Q
+ x+ x+
y+ + +
0 − +

 .
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The assertion then follows from expansion along the last row. (Observe that the
proof essentially contains the proof of 1 of Theorem 1.1.)
It remains to prove the indecomposability and maximality. By a well known char-
acterization, the first follows from 2 of Theorem 1.1 To show that the product A =
Gk1Gk2 · · ·Gkn−1 leads to a maximal sign-nonsingular matrix, suppose that for p >
q, apq = 0. By 3 of Theorem 1.1, there exists an index j ∈ S for which p > j >
q. Then, by 4 of Theorem 1.1, ajj aj+1,j−1 = aj+1,j aj,j−1. This means that the
cofactor of apq in A contains a non-zero principal diagonal for which, in addition to
aj+1,j aj,j−1, there is another term ajj aj+1,j−1 of the opposite sign which destroys
the sign-nonsingularity of the extended A+.
An analogous argument holds for the case that p < q. 
Theorem 2.2. Denote by Qn the class of all n× n signed permutation matrices.
Then every matrix Q1AQ2 for which both Q1 and Q2 belong to Qn and A belongs
to +n is a (0, 1,−1)-matrix leading to a sign-nonsingular matrix which is fully
indecomposable and maximal.
3. Comments
It is not true that the class of all matrices described in Theorem 2.2 coincides with
the class of all fully indecomposable and maximal sign-nonsingular matrices. For
instance, the well known 7 × 7 matrix X corresponding to the finite projective plane
of order 2 [1, p. 15] is not in this class since every row and every column of X con-
tains three non-zero entries whereas in the class + there are always two lines with
just two non-zero entries. However, some kind of factorizations of sign-nonsingular
matrices might be useful.
It might also be of interest to investigate the spectral properties of (in a cer-
tain manner normalized) sign-nonsingular matrices. In our case, one can show (like
in of [4, Theorem 2.6]) that every (0, 1,−1)-matrix in + is cospectral with the
(0, 1,−1)-matrix (G1G3 · · ·)(G2G4 · · ·) which is a product of two simple block-
diagonal matrices. Also, the connection with the class of P -matrices to which all
such normalized sign-nonsingular matrices (in a sense) belong is of interest.
One can also show that the matrix (G1G3 · · ·)(G2G4 · · ·) has of all the matrices
in + the smallest number, 4(n− 1), of non-zero entries.
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