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a b s t r a c t
We propose a computing model, the Two-Way Optical Interference Automata (2OIA),
that makes use of the phenomenon of optical interference. We introduce this model
to investigate the increase in power, in terms of language recognition, of a classical
Deterministic Finite Automaton (DFA) when endowed with the facility of interference.
The question is in the spirit of Two-Way Finite Automata With Quantum and Classical
States (2QCFA) [A. Ambainis, J. Watrous, Two-way finite automata with quantum and
classical states, Theoret. Comput. Sci. 287 (1) (2002) 299–311] wherein the classical DFA
is augmented with a quantum component of constant size. We test the power of 2OIA
against the languages mentioned in the above paper. We give efficient 2OIA algorithms
to recognize languages for which 2QCFA machines have been shown to exist, as well as
languages whose status vis-a-vis 2QCFA has been posed as open questions. Having a DFA
as a component, it trivially recognizes regular languages. We show that our model can
recognize all languages recognized by 1-way deterministic blind counter automata. Finally
we show the existence of a language that cannot be recognized by a 2OIA but which can be
recognized by an O(n3) space Turing machine.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
We present a model of automata, the Two-Way Optical Interference Automata (OIA), that uses the phenomenon of
interference to recognize languages.1
We augment the classical 2DFA with an array of sources of monochromatic light and a detector. The guiding principle
behind the design of the 2OIAmodel is to deny it any resource other than a finite control and the ability to create interference.
Our interest lies essentially in wave interference; for concreteness and ease of exposition we choose light.
Specifically,we address the following question: given a language L ⊆ {a, b}∗, an inputw ∈ {a, b}∗, and a 2DFA augmented
with |w| ‘‘sources of interference’’, is it possible to decide efficiently ifw ∈ L by examining their interference patterns?While
this question is interesting in its own right, themodel abstracts out the phenomenonof interference fromquantumautomata
models [1,3,9,10] in the most general sense.
A typical example of an automata model having a restricted quantum component is the 2-way Finite Automata model
with Quantum and Classical states (2QCFA) of Ambainis and Watrous [2], which is essentially a classical 2DFA that reads
input off a read-only tape and is augmented with a quantum component of constant size: the number of dimensions of the
associated Hilbert space does not depend on the input length. This model is particularly interesting because it raises the
following larger question: what is the power of a model of computing model that couples ‘‘small’’ classical and quantum
∗ Tel.: +91 09970724397.
E-mail address:mvprao@gmail.com.
1 A preliminary version of this paper appears in the proceedings of the 16th AustralasianWorkshop on Combinatorial Algorithms (AWOCA 2005). Work
done when the author was at the Department of Computer Science and Automation, Indian Institute of Science, Bangalore, India.
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components? Ambainis and Watrous [2] show 2QCFA that recognize Leq = {anbn | n ∈ N} in polynomial time and
palindromes (Lpal = {wwR | w ∈ {a, b}∗ wherewR isw reversed}) in exponential time with bounded error.
The interference produced by the sources in our model is the analogue of unitary operations on the quantum part and
detection of light by the detector is the analogue of the measurement operation. Wave amplitude serves as a parallel to the
complex probability amplitudes andwave phase serves as a parallel to the relative phase among the probability amplitudes.
We test the model on the languages mentioned in [2]:
(1) Lcentre = {w1aw2 | w1, w2 ∈ {a, b}∗, |w1| = |w2|}.
(2) Leq = {anbn | n ∈ N}.
(3) Lpal = {wwR | w ∈ {a, b}∗ wherewR isw reversed}.
(4) Lbal = {w ∈ {(, )}∗ | parentheses inw are balanced}.
(5) Lsq = {anbn2 | n ∈ N}.
(6) Lpow = {anb2n | n ∈ N}.
While Ambainis andWatrous give 2QCFA algorithms for Leq and Lpal, they pose the rest as open for 2QCFA.We show efficient
2OIA algorithms for recognizing all the above languages. In the process, we show that for any given 1-way blind counter
automata (1BDC), there exists a 2OIA that recognizes the same language. Finally we show the existence of a language that
no interference automata can recognize, but which can be recognized by an O(n3) space Turing machine.
The paper is organized as follows. Section 2 gives a brief introduction to 2QCFA, the role of interference in Quantum Finite
Automata and Quantum Computing in general, and some principles of interference pertinent to our model. We also give
basic definitions about counter automata in this section. In Section 3 we define the model. Section 4 presents interference
automata for recognizing the above languages and shows a simulation of 1BDC by 2OIA. Section 5 shows the lower bound.
The final section closes with a discussion and some open problems.
2. Preliminaries
We assume a basic knowledge of quantum computing. For a nice introduction, please see [14].
2.1. Deterministic finite automata augmented with a small quantum component
A 2-way Finite Automaton with Quantum and Classical states (2QCFA), proposed by Ambainis and Watrous [2], is
essentially a classical DFA endowed with a separate quantum part of constant size. The finite set of states of the classical
part is disjoint from that of the quantum part. Moreover, the evolution of these distinct parts is also defined by different
transition functions. The following is a brief description of the model.
A 2QCFA M is defined by a 9-tuple M = (Q , S,Σ, δ,Θ, q0, s0, Sacc, Srej) where Q and S are finite sets of states of
the quantum and classical parts respectively. Θ(s, σ ) for s ∈ S and σ ∈ Σ is either a unitary transformation or a
measurement. δ(s, σ ) ∈ S×{−1, 0,+1}, where−1, 0 or+1 indicate the headmovement, is the classical transition function.
Computation is interleaved between the quantum and the classical parts as follows. The quantum part is changed according
to Θ(s, σ ). If Θ(s, σ ) is a unitary operation, δ(s, σ ) ∈ S × {−1, 0,+1}. On the other hand if Θ(s, σ ) is a measurement
operation, then δ(s, σ ) is a mapping from the set of all possible results of the measurement to S × {−1, 0,+1}. That is,
δ(s, σ )(l) ∈ S × {−1, 0,+1}where l is an outcome of the measurement.
We now outline the 2QCFA of Ambainis and Watrous that, for any  > 0, accepts an input x ∈ {0, 1}∗ with probability
less than , if x is not a palindrome and with certainty if it is. The algorithm is a subroutine executing in an infinite loop.
Consider the unitary operators
U0 = 15
( 4 3 0
−3 4 0
0 0 5
)
and U1 = 15
( 4 0 3
0 5 0
−3 0 4
)
.
The subroutine consists of two passes on the input ćx$, where ć and $ are special end-marker symbols. In the first pass, on
scanning a 0, U0 is applied and U1 on scanning a 1. In the second pass, U−10 and U
−1
1 are applied on scanning a 0 and a 1
respectively. The state vector |ψ〉 after the execution of this procedure is therefore,
U−1x|x| . . .U
−1
x1 Ux|x| . . .Ux1 |q0〉.
If x is a palindrome, then it is easy to see that U−1x|x| . . .U
−1
x1 Ux|x| . . .Ux1 = I . Thus, measuring the quantum part at this stage
yields q0 consistently over repetitions of the above procedure. On the contrary, if x is not a palindrome, then it can be proved
that U−1x|x| . . .U
−1
x1 Ux|x| . . .Ux1 6= I and that a measurement yields q1 or q2 with probability> 1/25|x|.
Thus, if the input is not a palindrome, it is rejected after an expected exponential time. To halt the loop in the case the
input is a palindrome, a coin tossing subroutine is executed periodically which accepts with a small probability.
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Fig. 1. An iteration of the 2QCFA subroutine on an input 101. At the last step, all paths corresponding to the same state interfere.
2.2. Role of interference
Let us now see how interference can be harnessed for efficient algorithms. Although the following discussion is in the
context of 2QCFA, it broadly illustrates the power of interference in quantum computing in general.
Consider the 2QCFA subroutine for recognizing palindromes. A single execution of the subroutine can be viewed as a
levelled tree as shown in Fig. 1. To begin with, the quantum part of the machine is in the state q0 at the root of the tree. Each
level in the tree is associated with a time step. Thus, the nodes at any level are states from {q0, q1, q2}. Edges going out from
a state qi ∈ {q0, q1, q2} at any level are labelled by the entries of the vector U(s, σ )|qi〉. Let pi iq0 be the product of amplitudes
along the path from the root of the computation tree to the ith leaf corresponding to q0. Define pi
j
q1 and pi
k
q2 similarly.
Then, the state vector at the end of the subroutine is(∑
i
pi iq0
)
|q0〉 +
(∑
j
pi jq1
)
|q1〉 +
(∑
k
pi kq2
)
|q2〉.
The fact that probability amplitudes are complex numbers gives rise to the possibility of their cancellation, so much so
that the probability of observing some states can bemade zero. Thus, by a clever choice of the unitary matrices, it is possible
to make sure that the probability of measuring a q1 or q2 is non-zero if and only if the input string is a palindrome.
In the case of probabilistic automata (and in probabilistic Turing machines), the outgoing edges are labelled by positive
reals from the interval [0, 1]. This robs these models of the power to carry out such cancellations of probability.
2.3. A brief introduction to the physics of light
We now briefly discuss the mathematical formalism for interference of monochromatic light of wavelength λ. For
excellent expositions on the phenomenon of optical interference see [4,5].
The equation of a light wave at a point p in space can be described as R = Aei(ωt+φ), where A is the amplitude, ω the
angular frequency, and φ the phase associated with the wave at that point. The amplitude A at p is A0/r , where r is its
distance from the source and A0 the initial amplitude at r = 0. The intensity of the wave is the average energy arriving per
unit time per unit area. At any given point, it is proportional to the square of the amplitude of the wave. If two (or more)
waves exist at the same point in space, they interferewith each other and give rise to a new resultant wave.
Suppose the waves have the same angular frequency and are described by R1 = A1ei(ωt+φ1) and R2 = A2ei(ωt+φ2). Then,
the resultant is given by R = R1 + R2 = A1eiωteiφ1 + A2eiωteiφ2 . The amplitude of the resultant wave is the length of R.
Since R is a complex number, the amplitude is
√
RR¯. Thus, the intensity associated with the wave is proportional to
A21 + A22 + 2A1A2 cos(φ2 − φ1).
If two interfering waves have equal amplitude and a phase difference φ2−φ1 = pi , the resultant intensity at that point is
zero. A light detector placed at that point fails to detect any light. To use this formalism for calculating the intensity at a point,
only the differenceφ2−φ1 is necessary. This phase differencemight arise because of (a) the intrinsic phase difference at their
source, or (b) the difference∆ between the distances traveled by each before reaching that point. Hence,φ2−φ1 = α+ 2piλ ∆
where the first term is the difference in the intrinsic phases and the second is the difference between the distances in terms
of phase.
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In general, if n monochromatic waves {Rk = Akei(ωt+φk)}nk=1 interfere at a point, the resultant wave is described by the
vector sum R = ∑nk=1 Akei(ωt+φk). A useful point to note is that if the sources are simply different points on the same
wavefront, they have zero intrinsic phase difference. Moreover, the phase of a wave can be shifted as required.
2.4. Counter automata
Deterministic counter (DC) automata are essentially deterministic finite automata (DFA) enhanced with counters.2 A
counter is a device capable of storing an integer onwhich four operations can be performed by the finite control: increment,
decrement (or do nothing) and test-for-zero. The input lies on a tape demarcated by end-markers ‘‘ć’’ and ‘‘$’’, and is read
by a read-only head.
We give a formal definition of 1-way one-counter deterministic automata.
Definition 1. A Deterministic Counter machine M is a 5-tuple (Q ,Σ, q0, δ, F) where Q is a finite set of states, q0 a special
start state, F ⊆ Q the set of accepting states andΣ is a finite input alphabet. δ is a mapping from Q × (Σ⋃{ć, $})× {0, 1}
to Q × {−1, 0,+1}.
The transition function takes three input parameters: the current state, the current symbol being read, and the status of
the counter (say, 0 if the counter reads zero and 1 if non-zero), and does the following: changes the state, and the counter
value by−1, 0 or+1. Acceptance is by final state and empty counter.
A blind counter machine has no information about the sign and the content of the counter. Expanding the third input to
allow for sign, the transition function for such a machine is a map δ : Q × (Σ⋃{ć, $})× {−1, 0,+1} → Q × {−1, 0,+1}
with the condition that δ(q, σ ,−1) = δ(q, σ , 0) = δ(q, σ , 1) for all q ∈ Q and σ ∈ Σ .
A partially blind counter machine (PBDC) is blind, but crashes if the sign of the counter goes negative during computation.
That is, δ(q, σ ,−1) = φ.
There exists an abundance of interesting results regarding these variants of counter automata; see for example [7,6,8,
11–13,16].
3. The model
Informally, the interference automaton proposed in this work consists of a finite control, an optical arrangement and a
read-only tape which contains the input w demarcated by end-markers ć and $ in |w| + 2 cells. The optical arrangement
consists of a linear array of |w|+2monochromatic light sources, each source corresponding to a tape cell, capable of emitting
light with an initial relative phase of 0 or pi . These sources can only be toggled. The distance between any two consecutive
sources is the same, a constant independent of the size of the input.
We have a detector whose movement is dictated by the finite control. Since the control is finite, the movement of the
detector has to be discretized. The easiest way to do this is to imagine that the detectormoves along the lines of a grid placed
before the array of sources as shown in Fig. 2. In this paper, we assume a detector that can separate non-zero light of any
intensity from zero intensity. The motivation for this (theoretically possible) assumption is two-fold. Firstly, it allows us to
nicely capture the notion of one-sided error of the quantummodels. Secondly, as we shall see, it does not endow the model
with too much extra power. In general, one can insist that the minimum intensity that a detector can detect be non-trivially
bounded from below.
The detector ‘‘points’’ in the direction of the source array, parallel to the vertical grid-lines. It has a field of vision, which
makes an angle θ with the vertical gridline passing through it. We use θ = pi/4. We associate a coordinate system with the
grid by defining horizontal and vertical lines at every half integer point on the horizontal and vertical axes. Therefore the
vertical gridlines are at x = 0, 1/2, 1, 3/2, . . . , n+ 1 and the horizontal grid-lines are at y = 0, 1/2, 1, 3/2, . . . , n+ 1. The
light sources are placed at (0, 0), (1, 0), . . . , (n + 1, 0). While the sources at (0, 0) and (n + 1, 0) correspond to the end
markers ć and $ respectively, those at (1, 0), . . . , (n, 0) correspond to w1, . . . , wn respectively, where w = w1w2 . . . wn is
the input.
Thus, the position of the tape head is referred to by its x-coordinate. The location of the detector is given by (i, j) with
i, j ∈ {0, 1/2, 1, 3/2, . . . , n+ 1}.
A source takes an input φ ∈ {0, pi,−}. This input is used for two purposes. The first is as an instruction:
toggle(φ) =
{ switch the source on with phase φ if the source is off and φ 6= −
switch the source off if the source is on and φ 6= −
do nothing if φ = −.
The second role is as input to a deterministic finite automaton associated with the source as shown in Fig. 3. We
will denote the set of states of the DFA by S and the state of the ith source in the source array as S(i). Initially the DFA
corresponding to every source is in state s1.
We now define the 2-way Optical Interference Automata model formally.
2 In general, a DC automaton can have more than one counters, and the tape head can move both ways. In this paper, we stick to one counter and a
one-way head.
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Fig. 2. The arrangement. Also illustrates the algorithm for recognizing Lcentre . The source at $ comes into the field of vision at the positionwhere the detector
is shown.
Fig. 3. The state transition diagram of the DFA associated with every source.
Definition 2. A 2-way Optical Interference Automaton (2OIA) is defined by an 8-tuple
(Q ,Σ,Qacc,Qrej, q0,ΣI , δ, S)where
Ĺ Q is a finite set of states that includes qc , a crash state.
Ĺ Σ is a finite alphabet.
Ĺ Γ = Σ⋃{ ć, $} is the tape alphabet.
Ĺ Qacc,Qrej ⊆ Q are sets of accepting states and rejecting states respectively.
Ĺ q0 is a special state designated as the start state.
Ĺ ΣI = {0, 1} is the output alphabet of the detector.
Ĺ S is the set of source states {⊥, s1, . . . , s7, sc}.
Ĺ Define L ∈ S × S × S as follows:
L =
{
(S(i− 1), S(i), S(i+ 1)) for 1 ≤ i ≤ n
(⊥, S(i), S(i+ 1)) for i = 0
(S(i− 1), S(i),⊥) for i = n+ 1.
Then δ is the transition function–
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(a) Disallowed sequence.
(b) Allowed sequence.
Fig. 4. Example toggle profiles of a source during the course of computation.
δ : Q × Γ ×ΣI × (S × S × S)→ Q × Dt × Ddh × Ddv × T
where T = {0, pi,−}, Dt = {left, right, stationary}, Ddh = {left, right, stationary} and Ddv = {up, down, stationary},
such that
(1) δ(q, σ , σI , L) = δ(q, σ , σI , L′) ∀L, L′, where the i that defines L is the index of the cell currently under the tape head,
and
(2) δ(q, σ , σI , L) causes the machine to enter the crash state qc if sc is a member of the tuple L.
The machine starts with the detector initially in position (0, 1), all sources switched off and the tape head at 0, reading ć.
Further, at every transition, the sources adjacent to the current cell is given a toggle(−) instruction.
Before we describe the working of the automaton in detail, a few comments on the source DFA are in order.
The primary use of the sources is to produce optical interference at the grid. Unrestricted toggling would enable their use
as memory elements: the detector when close to the array, could ‘‘read’’ an individual source while the finite control could
‘‘write’’ to it by toggling it. In order to avoid this, we place restrictions on moves that involve toggle operations.
A source that is toggled twice (with 0 or pi ) in succession cannot be used as a memory element, as it is restored to its
original state in the very next time step. The transitions s2 → s3 → s2 and s6 → s7 → s6 of the source DFA correspond
to an even number of toggles in successive 2OIA transitions, which we call transient toggles. Naturally, transient toggles are
permitted any number of times.
Non-transient toggles which allow changing the state of a source for an extended period of time can potentially be used
as memory operations. For example, transitions s2 → s4 and s6 → sc correspond to an odd number of toggles with 0 or pi
followed by a toggle with ‘‘−’’ in successive 2OIA transitions. We call such toggles non-transient toggles. Observe that the
DFA given allows only two non-transient toggles. In general, the DFA might be expanded to allow for a constant k number
of non-transient toggles. Fig. 4 shows example profiles of allowed and disallowed sequences of toggle operations on a given
source.
The toggle(−) instruction to the adjacent sources serves as an input to the corresponding DFAs indicating that any
toggle(0) or toggle(pi) in the previous step has now turned non-transient. If there was no toggle(0) or toggle(pi) in the
previous step, it induces a ‘‘−’’ transition in the corresponding DFA.
The detector has an output alphabet through which it can indicate whether it has detected any light. It responds with a
1 if it has, and with a 0 if it has not.
Consider now a transition of the form δ(q, σ , σI , l) = (q′, dt , ddh, ddv, φ), for ddh ∈ Ddh and ddv ∈ Ddv . The transition
function takes as input the current state, the symbol in the tape cell currently being scanned, the output of the detector, and
the states of the sources corresponding to the current and the adjacent cells. If any of these sources is in the crash state sc ,
the machine crashes. Otherwise, these states do not influence the transitions. Based on the remaining input parameters, the
automaton changes state, moves the head according to dt and the detector according to ddh and ddv and issues a toggle(φ)
instruction to the source corresponding to the current tape cell.
We now define the notion of string acceptance and language recognition by a 2OIA.
Definition 3. A 2OIA M is said to accept a string x ∈ Σ∗ if the series of transitions while reading x eventually ends in an
accepting state.
Definition 4. A 2OIAM is said to recognize a language L if for all x ∈ Σ∗, x ∈ L⇔ M accepts x.
The sum of the number of moves made by the head and the detector serves as a measure of the time taken by a 2OIA
machine.
The following facts and conventions will be common to all 2OIA machines that follow.
Ĺ Initially, all the sources are switched off.
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Ĺ Qacc = {qacc} and Qrej = {qrej} will be the accepting and rejecting subsets. The machines accept by final state and 0
detector output.
Ĺ The transition function is specified as a table, the rows of which are indexed by q ∈ Q and columns by (σ , I), with
σ ∈ Γ and I ∈ ΣI . The table entries are tuples of the form (q′, t; d, φ) with q′ ∈ Q , t ∈ Dt = {L,−, R},
d ∈ {←,→,↑,↓,↗,↖,↘,↙,−} and φ ∈ {0,−, pi}. In any field of a tuple, ‘‘−’’ stands for a ‘‘no change’’ in its
value. Although Dt and Dd imply movement by only one unit (tape cell and grid-line respectively), movement by two
units can be carried out by the finite control.
An element indexed by row q and column (a, 1), say, (q′, R;↗, 0) is to be interpreted as follows. If the machine is
in state q and the head is reading an a, and the detector outputs 1, then the source corresponding to the current cell is
switched on with a phase 0, tape head moves right to the next tape cell, the detector moves first upwards and then to
the right by two grid lines, and the machine enters state q′. In some places we show both movements in the same entry
for the sake of brevity, but the two are not atomic. If the detector output changes after moving up but before moving to
the right, the configuration changes as dictated by the transition function.
4. Language recognition
In this sectionwe show recognition schemes for the languagesmentioned in Section 1. In all cases we show the existence
of a locus of points on the grid where the intensity of light will be zero if and only if the input word is in the language. The
idea behind all algorithms on this model is to move the detector to the locus.
We begin with a simple but important example.
4.1. Recognizing the centre of an input string
A word in Lcentre = {w1aw2 | w1, w2 ∈ {a, b}∗, |w1| = |w2|}will be of odd length (say 2n+ 1). This can be easily verified
with a DFA. We accept the string, if the (n+ 1)th element is a.
Theorem 5. There exists a 2OIA machine that recognizes Lcentre in time linear in the size of the input string.
Proof. As proof, we describe such a machine. Consider a 2OIAMcentre having a set of states Q = {q0, q1, q2, qrej, qacc} and a
transition function as specified by the following table.
ć, 0 ć, 1 a, 0 a, 1
q0 (q0, R;−, 0) × × (q0, R;−,−)
q1 × (q2,−;−,−) × (q1, L;−,−)
q2 × (q2, R;↗,−) (qacc,−;−,−) (q2, R;↗,−)
b, 0 b, 1 $, 0 $, 1
q0 × (q0, R;−,−) × (q1, L;−, pi)
q1 × (q1, L;−,−) × ×
q2 (qrej,−;−,−) (q2, R;↗,−) × ×
While in state q0, the sources at ć and $ are switched on with phase 0 and pi respectively in one rightward scan of the
input after which the head returns to the beginning of the input.
To begin with, the source corresponding to $ is out of the detector’s field of vision. However, the intensity at the detector
due to the source at ć is non-zero. The detector then moves upwards and to the right in such a way that at all times during
the movement, it can detect light from the source at ć. The head also moves to the right in tandemwith the detector. When
the detector reaches a certain x-coordinate, the source at $ falls into the detector’s field of vision and the resultant intensity
falls to zero. We claim that this coordinate is the geometric centre of the input.
Lemma 6. The detector will record zero intensity if and only if its x-coordinate is n+ 1.
Proof. The resultant wave at the detector is
ψ = A0√
i2 + j2 e
iφ1 + A0√
(2n+ 2− i)2 + j2 e
iφ2
for j ≥ 1. Given that φ2 = φ1 + pi , the detector reads zero resultant intensity if and only if its x-coordinate is n+ 1. 
Therefore at this moment, if the head reads an a, the machine accepts; otherwise it rejects.
It is easy to see that the automaton takes O(n) time to decide the language. 
Using the ideas behind the 2OIA algorithm for Lcentre, we can recognize a related language, namely Leq = {anbn | n ∈ N}.
This language can be recognized with bounded error on 2QCFA [2].
Corollary 7. The above algorithm can be used to recognize Leq in linear time.
Proof. The DFA first verifies that the input is indeed of the form a∗b∗ and that the input is indeed of even length. Next,
the centre is detected using the above algorithm. The input is of even length and therefore, the detector has to be initially
positioned at (1/2, 1). The DFA then checks if the current symbol being read is a and that to the right is b. If it is not, reject
the input, else accept. This also takes time linear in the input size. 
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4.2. Palindromes
In this section we give a 2OIA machine that recognizes the language Lpal = {wwR | w ∈ {a, b}∗ where wR stands for
w reversed}. We use light of wavelength rpi where r is any real algebraic number greater than zero. This restriction on the
wavelength yields algorithms that are more elegant and faster, and brings out the main features of the model better. Later
in the section we give a machine that recognizes Lpal without this restriction.
Theorem 8. There exists a 2OIA machine that decides Lpal in time linear in the input size.
Proof. We describe a 2OIA Mpal that decides Lpal. The automaton Mpal has the state set {q0 . . . q10, q′3 . . . q′10, qacc, qrej} and
its transition function is as shown in the following table.
ć, 0 ć, 1 a, 0 a, 1
q0 (q0, R;−, 0) × × (q0, R;−,−)
q1 × (q2,−;−,−) × (q1, L;−,−)
q2 × (q2, R;↗,−) (q3, R;−, 0) (q2, R;↗,−)
q3 × × × (q4, L;−,−)
q4 × × (q5, L; ↑,−) (q4,−;↓,−)
q5 × (q6, R;−,−) × (q5, L;−,−)
q6 × × (q7, R;−,−) (q6, R;−, 0)
q7 × × (q7, R;−, pi) ×
q8 × × × ×
q9 × × × ×
q10 × × × ×
q′3 × × × (qrej,−;−,−)
q′4 × × × ×
q′5 × (q′6, R;−,−) × (q′5, L;−,−)
q′6 × × × (q′6, R;−,−)
q′7 × × (q′7, R;−,−) ×
q′8 × × × ×
q′9 × × × ×
q′10 × × × ×
b, 0 b, 1 $, 0 $, 1
q0 × (q0, R;−, 0) × (q1, L;−, pi)
q1 × (q1, L;−,−) × ×
q2 (q′3, R;−, 0) (q2, R;↗,−) × ×
q3 × (qrej,−;−,−) × ×
q4 × × × ×
q5 × (q5, L;−,−) × ×
q6 × (q6, R;−,−) × ×
q7 (q7, R;−,−) × (q8,−;−,−) ×
q8 × × (q9,−;↑, pi) ×
q9 × × (q8,−;−, pi) (q10,−;−, pi)
q10 × × (qacc,−;−,−) (qrej,−;−,−)
q′3 × (q′4, L;−,−) × ×
q′4 (q
′
5, L; ↑,−) (q′4,−;↓,−) × ×
q′5 × (q′5, L;−,−) × ×
q′6 (q
′
7, R;−,−) (q′6, R;−, 0) × ×
q′7 (q
′
7, R;−, pi) × (q′8,−;−,−) ×
q′8 × × (q′9,−;↑, pi) ×
q′9 × × (q′8,−;−, pi) (q′10,−;−, pi)
q′10 × × (qacc,−;−, pi) (qrej,−;−,−)
The automaton, in states q0, q1 and q2, finds the centre as in the previous section. Since the input is of even length, say
2n, at this stage the head reads the nth input symbolwn = σ ∈ {a, b} and the detector is on the grid-line x = n+ 1/2. The
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case ofwn being a is handled by states q3 . . . q10, whilewn being b is handled by the states q′3 . . . q
′
10. By the arrangement of
the sources and the fact that Σ = {a, b}, it is sufficient to show symmetry of any one σ ∈ Σ about the centre of the input
string. We show the proof for the case whenwn = a. The argument for the other case is symmetric.
Ifwn 6= wn+1, the input is rejected at the outset (see rows indexed by q2 and q3). Else, switch on the source corresponding
town and bring the detector to (n+1/2, 1/2) so that only the sources corresponding town andwn+1 lie in the field of vision
of the detector (row q4). This is done by using the fact that as the detector moves down along the grid-line x = n+ 1/2, the
detector falls to 0 when the source corresponding town moves out of its field of vision, that is, at y = 1/2.
Then, the head starts from w1, switching on all sources corresponding to a and with phase 0 until it reaches wn (rows
q5 and q6). We can deduce when the head has reached the centre because when the source at wn+1 is toggled, the detector
records zero intensity.
As the head moves further to the right, all sources from wn+1 to w2n that correspond to a are switched on with relative
phase pi (row q7).
Now that all the sources corresponding to a have been switched on appropriately, we move the detector away from the
x-axis along the grid-line x = n + 1, bringing two sources (one from each side of the centre) into its field of vision at each
step.
Let us now note a useful lemma.
Lemma 9. Suppose sources to the left of x = n + 1/2 are switched on with phase 0 and those to the right with phase pi . Then,
the resultant intensity at x = n+ 1/2 is zero if and only if either (1) for every jth source to the left of x = n+ 1/2 switched on,
the jth source to the right of x = n+ 1/2 is also switched on and vice versa or (2) both sources are off.
Therefore, as the detector is moved away, if the intensity is non-zero at any step i, we know that the input is not a
palindrome, and reject it. Otherwise, we stop when ć and $ fall into the field of vision of the detector and accept. We can
detect when this happens by periodically toggling the source corresponding to $. This is done in states q8 to q10. All we need
now is a proof of the above lemma.
Proof (Of Lemma). The jth source from the centre on either sidemay ormay not be switched on, depending on the input. Let
the boolean variables aj and bj indicatewhether the jth source is switched on to the left and right of x = n+1/2 respectively.
Thus, the resultant wave at x = n+ 1/2 is
(a1 − b1)r1eiφ1 + (a2 − b2)r2eiφ2 + · · · + (an − bn)rneiφn
where φj = j
√
2pid/λ for 1 ≤ j ≤ n, and d distance between two consecutive vertical (or horizontal) grid-lines.
Therefore, we have to prove that the resultant is zero if and only if aj = bj, for 1 ≤ j ≤ n. One direction is trivial. For the
other direction, we use the following theorem of Lindemann (see [15]).
Theorem 10. Given any distinct algebraic numbers φ1, φ2, . . . , φn, the values eφ1 , eφ2 , . . . , eφn are linearly independent over
the field of algebraic numbers.
Since we have chosen λ = rpi for some algebraic number r , we have φj = j
√
2d/r for 1 ≤ j ≤ n. Therefore, the resultant
can be zero if and only if aj = bj, 1 ≤ j ≤ n. 
The running time of the algorithm is O(n) as the head scans the input only a constant number of times and the detector
movement is also O(n). 
Interestingly, Lpal can be recognized by a 2OIA without restriction on the wavelength. However, this comes at the cost of
increased time complexity.
Theorem 11. There exists a 2OIA machine that recognizes Lpal in O(n2) time.
Proof. Without loss of generality let wn and wn+1 be a. If the centre is x = xc , then for every a to the left of x = xc we
try to find the corresponding a at the same distance to the right, and vice versa. For the sake of brevity, we describe a 2OIA
machineM ′pal that checks only oneway: if for every a to the left of the centre, there exists an a to the right. In doing so, sources
corresponding to a’s of only the first half of the input stringwill be toggled twice in a non-transientmanner. Therefore, when
the extended 2OIA for Lpal checks for the existence of an a to the left of xc corresponding to every a to the right, the sources
in the second half of the input can be toggled non-transiently. The set of states and the transition matrix for the complete
case will involve a simple and symmetric extension ofM ′pal.
Consider the 2OIAM ′pal with states {q0 . . . q7, q′3 . . . q′7, qacc, qrej} and transition function as shown in the following table.
The detector is initially at (1/2, 1/2).
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ć, 0 ć, 1 a, 0 a, 1
q0 (q0, R;−, 0) × × (q0, R;−,−)
q1 × (q2,−;−,−) × (q1, L;−,−)
q2 × (q2, R;↗,−) (q3,−;−,−) (q2, R;↗,−)
q3 (qacc,−;−,−) × (q4, R;−, 0) ×
q4 × × × (q5,−;−, pi)
q5 × × (q6, L;−, pi) (q4, R;−, pi)
q6 × × × (q7,−;−, 0)
q7 × × (q3, L;−,−) (q6, L;−, 0)
q′3 (qacc,−;−,−) × (q′3, L;−,−) ×
q′4 × × × (q′4, R;−,−)
q′5 × × × ×
q′6 × × × (q′6, L;−,−)
q′7 × × × ×
b, 0 b, 1 $, 0 $, 1
q0 × (q0, R;−, 0) × (q1, L;−, pi)
q1 × (q1, L;−,−) × ×
q2 (q′3,−;−,−) (q2, R;↗,−) × ×
q3 (q3, L;−,−) × × ×
q4 × (q4, R;−,−) × (qrej,−;−,−)
q5 × × × ×
q6 × (q6, L;−,−) × ×
q7 × × × ×
q′3 (q
′
4, R;−, 0) × × ×
q′4 × (q′5,−;−, pi) × (qrej,−;−,−)
q′5 (q
′
6, L;−, pi) (q′4, R;−, pi) × ×
q′6 × (q′7,−;−, 0) × ×
q′7 (q
′
3, L;−,−) (q′6, L;−, 0) × ×
The automaton begins by finding the centre of the input (rows q0, q1 and q2).
Note that at this point, the detector is at (n+ 1/2, n+ 1/2). By Lemma 6, if only two sources are switched on, and with
opposite phases, the detector reads 0 if and only if they are equidistant from the centre. Thus, searching for a matching pair
involves the following steps:
Ĺ For an a to the left, switched on with 0, search right for the corresponding a as follows. On encountering an a, the
corresponding source is switched on (the source being off initially, toggling switches it on) with a phasepi . If the detector
reads 0, we have found the a that we were looking for, and the head returns left. Otherwise, we continue to search to the
right. In any case, the source is switched off again. If the head hits $ without the detector reading a 0 it implies that input
is not a palindrome and is rejected (rows q3, q4 and q5 forwn = a and q′3, q′4 and q′5 forwn = b).
Ĺ If the a that we were looking for in the previous step is found, the corresponding source is switched off (making the
detector again read 1), and the head returns to the left a. The catch here is that the finite control cannot remember the
position of the left a. However, since the source corresponding to the right a has been switched off, the only source that
is switched on is the one corresponding to the left a. Thus, during the leftward scan, if toggling a source corresponding to
an a drops the detector reading to 0 again, we have found the left a (rows q6 and q7 forwn = a and q′6 and q′7 forwn = b).
Ĺ Search left for another a. If found, repeat the above process. If not, that is, if the head hits ć, accept (row q3 for wn = a
and q′3 forwn = b).
Since every symbol in the input is scanned at most O(n) times, and the detector moves by only O(n) steps during the
execution, the machine takes O(n2) time. 
4.3. Balanced parentheses
We now show a 2OIA machine that recognizes Lbal using a combination of the techniques for palindromes given in the
previous subsection.
Theorem 12. There exists a 2OIA machine that recognizes Lbal in O(n3) time, where n is the input length.
Proof. Let us first define two useful terms.
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Definition 13. A string in {(, )}∗ is called a simple nest if it consists of n ‘(’s followed by n ‘)’s, for n ≥ 1.
Definition 14. A string in {(, )}∗ is called a compound nest if it is a sequence of balanced parentheses that is not a simple
nest and has no proper non-empty prefix that is balanced.
A string in Lbal is a concatenation of these two types of substrings. We define a 2OIA Mbal that deals with the two cases
separately. It has set of states Q = {q0 . . . q15, qrej, qacc} and transition function as shown in the following table.
ć, 0 ć, 1 (, 0 (, 1
q0 (q0, R;−, 0) × × (q0, R;−, 0)
q1 × (q2, R;−,−) × (q1, L;−,−)
q2 × × × (q2, R;→,−)
q3 (qrej,−;−,−) (q4, R; ↓,−) (q3, L; ↑,−) (q4, R; ↓,−)
q4 × × (q4, R;−, 0) (q4, R;−, 0)
q5 × × (q11,−;−,−) ×
q6 × × × ×
q7 (qrej,−;−,−) × × (q8,−;−, 0)
q8 × × (q8, R;−,−) (q7, L;−, 0)
q9 × × (q10,−;−, 0) ×
q10 × × (q11, L;→, 0) (q9, R;−, 0)
q11 × × × ×
q12 × × × ×
q13 (qacc,−;−,−) × (q13, L;−,−) (qrej,−;−,−)
), 0 ), 1 $, 0 $, 1
q0 × (q0, R;−, pi) × (q1,←, (−,−),−)
q1 × (q1, L;−,−) × ×
q2 (q3, L;−,−) (q2, R;→,−) × (q13, L;−,−)
q3 (q4, R; ↓,−) (q4, R; ↓,−) × ×
q4 × (q5,−;−,−) × ×
q5 (q6,−;↑,−) (q5, R;−, pi) (q13, L;−,−) ×
q6 (q7,−;−, pi) (q6,−;↖,−),−) × ×
q7 × (q7, L;−,−) × ×
q8 (q9, R;−,−) × × ×
q9 (q10,−;−, pi) × (q13, L;−,−) ×
q10 (q6,−;↑, pi) (q8,−;−, pi) × ×
q11 × (q12,−;−, pi) × ×
q12 (q2, R;−, pi) (q12,−;↘,−) × ×
q13 (q13, L;−,−) × × ×
Initially, the sources corresponding to the ‘(’s and ‘)’s are switched onwith phase 0 and pi respectively (while in state q0).
The head reads ć and the detector is placed at (1/2, 1/2).
The head moves to the right ignoring the ‘(’s on the way, with the detector moving in tandem (row q2). Simple nests are
dealt with as follows:
Ĺ Since every ‘(’ is switched on with phase 0 and ‘)’ with pi , if the intensity at the detector is zero when the head is reading
a ‘)’, we conclude that the detector’s current x-coordinate is the centre of a simple nest.
Ĺ The detector moves up and the head to the left until the leftmost ‘(’ and the rightmost ‘)’ of the nest lie in the field of
vision of the detector. Thus, the movement stops when (a) the detector outputs a 1 and/or (b) the head reads ć or a ‘)’.
If the detector outputs 0 while the head is reading ć, it implies imbalance: since the source for $ is not switched on, it
means that ć has been balanced by a ‘)’. Therefore, the input is rejected. If the detector outputs a 1, the edge of the current
nest has been detected. The head moves one cell to the right and the detector one step down, again outputting a 0 (rows
q2, q3 and q4).
Ĺ Now the head, moving right, toggles (in effect, switches off) all the symbols of this nest. By the same argument as in the
previous section, the detector output changes to 1 as soon as the first symbol is toggled. It reverts to 0 only when all the
symbols corresponding to this nest are switched off (rows q4 and q5).
An important point to note is that the sources corresponding to a ‘‘recognizednest’’ (simple or compound) are never switched
on in a non-transient manner again during computation. We now turn to compound nests. For the rest of the proof we
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abuse the notation a bit by calling those parentheses in the compound nest that are not a part of an inner simple nest as the
compound nest itself. A compound nest is recognized as follows.
Ĺ To begin with, the head reads the innermost ‘)’ of the compound nest, say at cell x, and the detector is at (x, 1/2). The
detector travels to the left and away from the source array until it reaches a position on the grid where it reads 0 (row
q6). This is easy because of the fact that all sources corresponding to simple nests and smaller compound nests contained
inside the current compound nest have been switched off.
Ĺ Once the centre xc of the innermost ‘(’ and ‘)’ of the compound nest has been located, the headmoves to the left to detect
the corresponding ‘(’ and switch it off. At this instant, when the innermost pair of the compound nest has been discovered
and switched off, the detector reads a 0. If the head hits ć before this happens, it implies imbalance, namely excess ‘)’s and
the machine rejects. The head returns to the right to the ‘)’ of the pair (rows q7 and q8). These two steps are performed
in the same way as described earlier for simple nests.
Ĺ If the next symbol is again a ‘)’, we repeat the above two steps. If not, the detector has to be brought into position
(x − 1/2, 1/2), where x is the x-coordinate of the next symbol (rows q9 . . . q12). If it is ‘(’, this is the beginning of a
new nest. If it is $, we have accounted for all ‘)’s. All we need to do now is to check if any ‘(’ is left unpaired. At this point,
all balanced parentheses are switched off. Thus, if during a leftward scan, the detector outputs 1, we conclude that there
exists an extra ‘(’ and reject the input. If however, the detector does not output a 1 before reaching ć, we accept the input
(row q13).
Therefore, the machine accepts if and only if the input has balanced parentheses.
Recognizing a simple nest of 2m symbols takes at most O(m) moves of the head and O(m) moves of the detector. For a
compound nest ofm symbols, having l symbols of enclosed simple nests, at most O(m2l)moves of the head and O(l)moves
of the detector are required. Sincem and l are bounded from above by n, the machine takes at most O(n3) time. 
Corollary 15. For every language L recognized by a 1-way blind determinstic counter automaton, there exists a 2OIA that also
recognizes L.
Proof. The proof is by simulation of the given 1BDCwith a 2OIA. The simulation is done in three stages. In the first stage, the
state transition and headmovement of the 2OIAmimics those of the 1BDCmachine exactly. If the 1BDCmachine increments,
decrements or leaves the counter unchanged, the 2OIA toggles the corresponding source by phase 0, pi or− respectively. In
the second stage, the head and the detector move in tandem from left to right, as is done for balanced parenthesis. Recall the
way simple nests are recognized for balanced parentheses. The present 2OIA also operates similarly, except that the ‘‘simple
nest’’ can also begin with ‘‘closing brackets’’ and end with ‘‘opening brackets.’’ For example, ‘‘))(())((’’ is still a simple nest,
while ‘‘)(()))’’ is not. The latter is detected by non-zero intensity at the centre, because the light from the first and the last
source corresponding to this substring does not cancel. In other words, we do not worry about the order of the increments
and decrements. That aside, the sources corresponding to such nests are switched off in the same way. In the third stage,
the detector scans the sources again from left to right looking for a source that is still switched on. If the machine finds
such a source, it rejects the input. This will happen if and only if the number of increments is not equal to the number of
decrements. Therefore, the 2OIA recognizes the same language as the given 1BDC machine. 
No straightforward extension of this simulation seems to yield a simulation of 2BDC because of the restriction of the
number of non-transient toggles to two. For PBDC (even 1-way), there is the additional problem of finding out exactly the
point in the computation when the counter goes negative. We pose these as open problems in the final section.
4.4. Recognizing anbn
2
Theorem 16. There exists a 2OIA that recognizes anbn2 in O(|w|2) time, where |w| is the length of the input.
Proof. Intuitively, the 2OIA works as follows. It ‘‘measures out’’ blocks of b’s of length n and keeps a count of the blocks
measured out thus far using the a’s. For every source corresponding to an a switched on, we measure out and mark a block
of b’s. The first and last source of each block is switched on with phase 0 and pi respectively and the interference at the
centre of the block last measured out is used to measure out the next block. An input x is in the language if and only if the
total number of blocks measured out is exactly equal to the number of a’s in x.
The 2OIA consists of states {s0, s1, s2} ∪ {f1, . . . , f7} ∪ {b1, . . . , b6} ∪ {f ′1, . . . , f ′6} ∪ {qacc, qrej}. The transition function is
defined as follows:
ć, 0 ć, 1 a, 0 a, 1
s0 (s0, R;→,−) × (s0, R;−, 0) (s0, R;−,−)
s1 × × × (s2, R;−, pi)
s2 × × × ×
f1 × × × ×
f2 × × × ×
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f3 × × × ×
f4 × × × ×
f5 × × × ×
f6 × × × ×
f7 × × × ×
b1 × (b2, R;→,−) (b1, L;←,−) (b1, L;←,−)
b2 × × (b3, R;→, 0) (b2, R;→,−)
b3 × × (b4, R;→,−) (b6,−;−,−)
b4 × × (b4, R;→,−) (b4, R;→,−)
b5 × × × ×
b6 × × × ×
b7 × × × ×
f ′1 × × × ×
f ′2 × × × ×
f ′3 × × × ×
f ′4 × × × ×
f ′5 × × × ×
f ′6 × × × ×
b, 0 b, 1 $, 0 $, 1
s0 × (s1, L;−,−) × (qrej,−;−,−)
s1 × × × ×
s2 (f2,−;→, 0) (s2,−;↗,−) × ×
f1 (f2,−;→,−) (f1,−;↖,−) × ×
f2 (f3,−;→,−) (f2,−;→,−) × ×
f3 (f4, L;←,−) (f3, R;→,−) × (qrej,−;−,−)
f4 × (f5,−;−, pi) × qrej
f5 (f6, R;−,−) (f4, R;−, pi) × ×
f6 (f7, L;−, 0) × (qrej,−;−,−) ×
f7 (b1,−;−,−) (f7,−;↘,−) × ×
b1 (b1, L;←,−) (b1, L;←,−) × ×
b2 × × × ×
b3 × × × ×
b4 (b4, R;→,−) (b4, R;→,−) (b5, L;←,−) ×
b5 (b5, L;←,−) (f1,−;−,−) × ×
b6 (b6, R;→,−) (b6, R;→,−) (b7, L;←,−) ×
b7 (b7, L;←,−) (f ′1,−;−,−) × ×
f ′1 (f
′
2,−;→,−) (f ′1,−;↖,−) × ×
f ′2 (f
′
3,−;→,−) (f ′2,−;→,−) × ×
f ′3 (f
′
4, L;←,−) (f ′3, R;→,−) × (qrej,−;−,−)
f ′4 × (f ′5,−;−, pi) × (qrej,−;−,−)
f ′5 (f
′
6, R;−,−) (f ′4, R;−, pi) × ×
f ′6 qrej × (qacc,−;−,−) ×
To begin with, the sources corresponding to the first and last a are switched on with phase 0 and pi respectively, and the
first block of b’s is measured out and marked.
The algorithm consists of several iterations, each of which consists of the following steps:
(1) Bookkeeping phase (states b1 − b7): The ith (i > 1) iteration begins by switching the source corresponding to the ith
a with phase 0. The detector is close to the source array so that it can read each source individually. Starting from the
beginning of the input, the detector and the source are moved to the right in tandem, ignoring sources that are already
switched on. The first source that registers a 0 at the detector is switched on. That done, the detector and the head set
out to find the rightmost unmarked block, which actually corresponds to this a. This is accomplished by first travelling
to the end of the input string, again with the detector and head in tandem, and returning left until the head reads a 1.
The coordinates of the head and the detector at this moment are (in + 1) and (in + 1/2, 1/2) respectively. Thus, the
(i − 1)th block is used for marking out the ith block (see next step). The first iteration, in which the first block of b’s is
marked out, uses the block of n a’s, (states s0 − s2) in a similar fashion.
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Fig. 5. Recognizing anbn2 . The bold lines along the grid-lines show the trajectory of the detector during various phases.
(2) Marking the next block (states f1− f5 and f ′1− f ′6 for the last block): The detector is taken to ((i−1)n+ (n+1)/2, (n+
1)/2), the centre of the (i − 1)th block. Now, the right end of the ith block is detected as follows. The detector moves
to the right. The first 0 registered is ignored and the detector keeps moving to the right till the detector reads a 0 for
the second time. This happens when the source at in + 1 falls out of the field of vision of the detector. The detector is
moved back by 1/2 so that the source again falls into the field of vision of the detector and it registers a 1. The detector
is therefore at the centre of the next block, that is, the block that is to be marked. The head is now advanced to the right
toggling every source on the way by phase pi . If the detector records 0, we have found the right end and the head is at
(i + 1)n. On the other hand, if the detector records 1, the source is toggled back again: this is not the right end of the
block. If the head hits $ without recording 0, the input is rejected.
(3) Bringing the detector back in tandem with the detector (states f6 − f7): The detector has to be brought to
((i + 1)n, 1/2), so that the detector and the head can go back in tandem to the start of the input to begin the next
iteration. This is done by switching the source corresponding to the next source by phase 0. The detector is then moved
to the right and closer to the source array in steps (see Fig. 5). The detector registers 1 as soon as it moves right from the
centre of the ith block. However, it registers 0 again, when its co-ordinate is (i + 1)n − 1/2. But since it has also been
moving closer to the array, by this time, the detector is at a distance of 1 unit from it.
Let the input be anbm for some n,m ∈ N. Three cases arise:
(1) m = n2: After the last a is switched on, the head and the detector set out to find an unmarked block of b’s. If a complete
block of n b’s is found and the symbol immediately after the block is $, the machine accepts.
(2) m < n2: Ifm = l2 < n2, then the 2OIA is not in the f ′ states, indicating that the machine is not looking for the last block
yet. Therefore, if the head hits $ immediately after marking a block, the input is rejected. If m is not a perfect square,
then the head hits $ while it is still marking a block, and the input is rejected.
(3) m > n2: There are residual b’s even after marking the block corresponding to the last a, and the input is rejected.
Thus, the machine described above accepts a string if and only if it is of the form anbn
2
for n ∈ N. Further, since the head
and the detector make one scan of the input for each a, the total time taken is O(|w|2). 
Corollary 17. There exists a 2OIA that can recognize anb2n in time O(2n).
Proof. The 2OIA recognizing anb2n works in a similar fashion. The detector doubles the length of the blocks in each iteration
and the a’s are used to keep track of the number of blocks of b’s. 
5. A lower bound
Howpowerful is thismodel? Observe that the head can be in n different positions and the detector can be in 4n2 different
positions on the grid.Moreover, in each of these positions it can be reading either a 0 or a 1. Thus, the total number of distinct
configurations possible for the 2OIA is |Q |n24n2 .
The space hierarchy theorem of complexity states that
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Theorem 18. For every space constructible function f : N→ N, there exists a language L that is decidable in space O(f (n)) but
not in space o(f (n)).
This immediately leads to a bound for 2OIA.
Theorem 19. There exists a language decidable by anΩ(n3) space Turing machine but by no 2OIA.
6. Conclusions and open problems
We proposed a model of computing based on optical interference and showed machines of this model that recognize
some non-trivial languages. Our work leaves the following questions open.
Ĺ How does this model compare with 2QCFA in terms of language recognition? Does the set of languages recognized by
one model include that recognized by the other? If 2QCFA is strictly more powerful than 2OIA, then our results imply
that all the languages posed as open for 2QCFA by Ambainis andWatrous [2] can be recognized by them. If the inclusion
is the other way, then 2OIA is an upper bound on the power of 2QCFA.
Ĺ Does there exist an elegant characterization of this model? Can 2OIA simulate 2BDC or 1PBDC?
Ĺ If the number of initial phases is more than just two (0 and pi ), then what is the increase in power?
Ĺ If the output alphabet of the detector is expanded, that is, if the detector can report different levels of intensity, then
what is the increase in power?
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