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ABSTRACT
This paper analyses various unsupervised automatic keyphrase
extraction methods based on graphs as well as the impact of word
embedding. Evaluation is made on three datasets. We show that
there is no differences when using word embedding and when not
using it.
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1 INTRODUCTION
Keyphrase extraction is about “the automatic selection of important
and topical phrases from the body of a document” [17]. Keywords
or Keyphrases are usually associated to scientific publications in
order to help the user having a quick overview of what the paper
is about ; they can also be used as a search entry, in information
retrieval, natural language processing, and text mining. Keyphrase
assignment can be either manual (chosen by authors or librarians)
or automatic (like in many search engines).
Automatic keyphrase or keyword extraction aims at extracting
automatically a limited number of keyphrases from texts, without
using any ontological resource. The result is more to be compared
with keywords provided by the authors; for this reason when evalu-
ating automatic extraction methods, authors’ keywords are usually
considered as ground truth [15].
In the literature, several methods have been proposed in order
to extract automatically keyphrases, either supervised or unsuper-
vised.
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Unsupervised methods for keyword extraction are formulated
as a ranking problem. Various unsupervised methods have been
proposed in the literature and can be grouped into: statistical ap-
proaches, topic-based clustering groups and graphed-based methods.
The advantage of unsupervised methods over supervised methods
is that they do not need a training set; as a consequence they are
less sensitive to topic changes and thus more adaptable.
In this paper, we focus on unsupervised methods, more pre-
cisely on graph-based methods because they are the most common
and they are diverse enough. The principle of this type of method
is to construct a graph of words and/or phrases (nodes are the
candidate keyphrases and an edge connects two nodes if the can-
didate keyphrases are related). The edges and their weight can be
computed using co-occurrence counts [18],[12], [13] or semantic
relatedness [6], etc. Nodes are then ranked using graph properties
such as centrality [11].
This paper aims at investigating the use of word embedding rep-
resentation in keyphrase extraction and its impacts. More precisely,
this paper tackles the following research questions: can word em-
bedding be integrated into state of the art graph-based keyphrase
extraction models and does word embedding representation im-
prove the results?
We first show how word embedding can be integrated into
keyphrase extraction models ; we detail this integration consid-
ering graph-based method.
We then evaluate word embedding keyphrase extraction consid-
ering several collections and study different parameters.
The paper is organized as follows: Section 2 presents the integra-
tion of word embedding in keyphrase extraction. Section 3 presents
the evaluation framework, reports the results and discuss them.
Finally Section 4 concludes this paper.
2 WORD EMBEDDING IN KEYPHRASE
EXTRACTION METHODS
2.1 Word embedding
Word embedding represents words as vectors. It is based on the
"Distributional Hypothesis" where words that are used and occur
in the same contexts tend to purport similar meanings. Word em-
bedding follows the idea that contextual information constitutes a
viable representation of linguistic items. Word embedding methods
are generally supervised and use machine learning algorithms to
build word representation. They can be categorized in two main
types : count-based and Neural Network (NN)-based [1].
These methods differ both in the way they construct the word
vectors and the context they consider when building them. Count-
based methods use documents as context and capture semantic
similarity between documents, and they tend to be used for topic
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modelling. On the other hand NN-based approaches use neighbour
words as context to detect word-to-word similarity and are effective
at catching the similarity between words.
In this work, we investigate the use of NN-based approaches
that capture better word-to-word relationships. More precisely we
considered Word2Vec[14] which is an implementation of word
embedding. In our experiments, we used the pre-trained model on
100 billion words from Google News1.
2.2 Word embedding in weighted graph-based
keyphrase extraction methods
In this section, we explain how to integrate word embedding in
graph-based keyphrase extraction methods.More precisely, word
embedding is used when weighting graph edges and then graph-
based ranking algorithm is applied for node (word) ranking. Graph-
based keyphrase methods consist mainly in the following steps:
Preprocessing phase:We used Stanford POS Tagger 2 to com-
pute the part of speech tags; adjectives and nouns only are kept to
build graph of words.
Construction of the graph of words: For each document, a
non-directed graph is built where nodes are words resulting from
the first step; two nodes are connected if they co-occur in a given
window of words in the document. We compared three following
means of weighting the graph of words in order to measure the
impact of word embedding:
(i) Co-occurrence only: as in Boudin’s work [4], the weight is
the number of co-occurrences.
(ii) Co-occurrence in addition to weight with word embedding:
the weight is obtained by multiplying the number of co-
occurrences by the cosine similarity between the word vec-
tor representations of the two nodes the edge connects ob-
tained with word embedding. The intuition behind this is to
strengthen the semantic link of two words with the number
of times they co-occur.
(iii) Weighting with word embedding: The edge weight corre-
sponds to the cosine similarity measure between the word
vector representation of the two nodes the edge connects.
The idea behind this is to fully rely on the word embedding
representation to quantify semantic relationships between
words.
For RAKE [16], the difference from above is the way co-
occurrence is computed. While previously, two nodes are connected
if they co-occur in a given window of words in the document, in
RAKE, two nodes are connected if they co-occur within candidate
keyphrases. This allows RAKE to make abstraction of an arbitrarily
sized sliding window.
Node-ranking: once the graph of words is constructed, the
words are ranked according to different graph-based ranking algo-
rithm such as centrality-measure.
Candidate keyphrases construction and ranking: candi-
date keyphrases are sequences of adjacent words in documents
restricted to nouns and adjectives only. The score of each candidate
keyphrase is obtained by summing the scores of the words it is
1https://drive.google.com/file/d/0B7XkCwpI5KDYNlNUTTlSS21pQmM/view dataset.
The model contains 300-dimensional vectors for 3 million words and phrases.
2https://nlp.stanford.edu/software/tagger.shtml
composed of and then normalize this sum by the number of this
words.
Keyphrases selection: The keyphrases are selected as the top
ranked candidates keyphrases.
In the evaluation section, we report the results when integrat-
ing word embedding in graph-based methods where weights are
calculated in three different ways as follows: i) co-occurrence is
used to weight edges, ii) when using both co-occurrence and word
embedding, iii) when using word embedding only.
3 EVALUATION
3.1 Methods, data collections and measures
We evaluated node ranking as in the following methods: TextRank
[13], Hits [10], Eigenvector [3], Closeness [2], Betweenness [5] and
degree centrality measure [4].
We used three different data collections: (a) SEMEVAL3 [9] :
consists of academic papers from ACM digital library. We used
the 100 papers (title, abstract, a,d full text) of the test data set
(b) INSPEC3 [7] : 2,000 journal paper abstracts (title and abstract)
divided into training, test and trial. We used the 2,000 abstracts.
and (c) BIOMED : 3,632 publications in Biomedecine and IR we
extracted from WoS (title and abstract).
To evaluate keyphrase extraction, as in SemEval framework [8],
we compared the keyphrases provided by authors to those extracted
by the system using exact match with precision (P), recall (R) and
F-measure (F).
3.2 Results using word embedding
Table 1 presents the main results we obtained using precision, recall
and F-measure. In this table, we report the results when considering
the ranked list of keyphrases and cutting it at 10 for INSPEC data
set, at 15 for SEMEVAL data set and at 5 for BIOMED data set.
These numbers (10, 15, and 5) correspond to the average number
of keyphrases that are provided by authors in the corresponding
collections. Average author keyphrases is 9.8 for INSPEC, 14.7 for
SEMEVAL, and 5.1 for BIOMED.
For our evaluation we set the window size to 10 words. In fact
several results showed that this is the best empirical configuration
to get the best performances with the TextRank model. This was
first introduced in SingleRank which is a simple variant of TextRank
model by setting windows size to 10, while the original TextRank
window configuration was set to 2 [19].
We calculated whether the difference using and not using word
embedding was statistically significant but it was not.
FromTable 1, we can observe that usingword embedding (word2Vec
pre-trained by Google) has no significant impact on the different
keyphrase extraction methods that we evaluated. We consider Stu-
dent t-test using p-value=0.05. We can see some variations when
using word embedding (increases in INSPEC and decreases on SE-
MEVAL and BIOMED) but these differences are not statistically
significant.
In the same table, we can see that RAKE performs better on
long documents (SEMEVAL) while the other graph-based methods
perform better on short documents (INSPEC and BIOMED).
3 available at https://github.com/boudinfl/centrality_measures_ijcnlp13/tree/master/
data
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Table 1: Keyphrase extraction performance in terms of Pre-
cision (P), Recall (R) and F-measure (F) on the 3 data collec-
tions using the various models: Degree (DG), Eigen Vector
(EV), Closeness (CL), hits, Betweenness (BE), TextRank (TR),
and RAKE (RK) considering (i) co-occurrence only, (ii) co-
occurrence + word-embedding, (iii) word-embedding only.
Values in bold font are the best on the considered dataset.
DG is not sensible to word embedding and reported just of
(i).
M
et
ho
d
INSPEC SEMEVAL BIOMED
P R F P R F P R F
(i)
DG 0.10 0.14 0.12 0.10 0.10 0.10 0.10 0.11 0.10
EV 0.09 0.13 0.11 0.08 0.09 0.08 0.09 0.11 0.10
CL 0.10 0.14 0.12 0.05 0.05 0.05 0.08 0.09 0.08
hits 0.09 0.13 0.11 0.08 0.09 0.08 0.09 0.11 0.10
BE 0.09 0.13 0.11 0.08 0.08 0.08 0.09 0.10 0.09
TR 0.10 0.14 0.12 0.09 0.09 0.09 0.10 0.11 0.10
RK 0.08 0.11 0.09 0.18 0.12 0.14 0.03 0.03 0.03
(ii)
EV 0.09 0.13 0.11 0.07 0.08 0.07 0.08 0.09 0.08
CL 0.11 0.14 0.12 0.04 0.04 0.04 0.07 0.08 0.07
hits 0.09 0.13 0.11 0.07 0.08 0.07 0.08 0.09 0.08
BE 0.09 0.13 0.11 0.09 0.09 0.09 0.08 0.09 0.08
TR 0.10 0.14 0.12 0.09 0.10 0.09 0.09 0.10 0.09
RK 0.08 0.11 0.09 0.14 0.14 0.14 0.03 0.03 0.03
(iii)
EV 0.09 0.13 0.11 0.09 0.08 0.09 0.09 0.10 0.09
CL 0.10 0.14 0.12 0.03 0.03 0.03 0.05 0.06 0.05
hits 0.09 0.13 0.11 0.09 0.09 0.09 0.09 0.10 0.09
BE 0.09 0.12 0.10 0.08 0.08 0.08 0.07 0.08 0.07
TR 0.10 0.14 0.12 0.10 0.10 0.10 0.08 0.09 0.08
RK 0.07 0.10 0.08 0.11 0.11 0.11 0.02 0.02 0.02
For INSPEC, we reported the results when using the entire data
set while some previous studies used the 500 documents from test
set only. When considering the 500 documents only, the results are
similar to the ones reported in the literature (about 0.39 for Recall,
0.33 for Precision and 0.36 for F-measure for Closeness). It is also
the case for other methods that we evaluated in this paper (RAKE,
TextRank,...), i.e there is a better performance with 500 documents
only.
We also made the cut-off varying, that is to say the value of k
used to select the k-top keyphrases in the ranked list in order to
evaluate high precision. Apart from TR_Semeval the curves have
about the same behaviour whatever the dataset is. The best result
is obtained when we consider 15 to 25 top keyphrases for all the
cases; less than 10 keyphrases makes lower results (i.e. that the
F-measure first increases and then tends to decrease).
4 CONCLUSIONS
In this paper we analysed the impact of word embedding repre-
sentation, when integrated it into various automatic keyphrase
extraction methods. The experiments we conduced show that word
embedding representation does not improve significantly the results
when compared to the same methods without word embedding,
but that it neither decreases the results.
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