Abstract-This paper focusses on direct dynamic visual servoing at high sampling rates for machines used for the production of products that inherently consist of equal features placed in a repetitive pattern. A mechanical system is controlled on the basis of vision only. In contrast to kinematic visual servoing approaches, we do not use a hierarchical control structure. More specifically, the motor inputs are driven directly by the vision controller without the intervention of low level joint controllers. The product in view consists of a repetitive pattern, which is used as a 1.5D encoder purely on the basis of vision. Using fast image processing and a prediction based on a steady-state Kalman filter a 1 kHz direct visual servoing setup is created capable of using the repetitive pattern as a 1.5D encoder with an accuracy of 2 μm. The design is validated on an experimental setup.
I. INTRODUCTION
Many production processes take place on repetitive structures, for example in inkjet printing technology where droplets are placed in a repetitive pattern, or in pick and place machines used in the production of solar cell arrays or in LCD production. In each of these processes one or more consecutive steps are carried out on the repetitive structure to create the final product. Such production machines consist of a tool, for example a printhead, and a table or carrier on which the repetitive structure is to be produced. Key in obtaining a high product quality is to position the tool with respect to the object with a high accuracy. Within many production machines the position of the tool and the position of the object are measured separately as shown in Fig. 1(a) . Often the absolute reference points of these measurements do not coincide, when for example several frame parts are in between the two. This is referred to as an indirect measurement. One can calibrate the offsets of these reference points with which the relative position between the tool and the object can be derived, assuming the frame parts are rigid. However, each frame part has a limited stiffness resulting in vibrations when forces act on it, which renders the relative position measurement to be incorrect. Secondly, due to thermal expansion the size of the frame part changes, which again affects the relative position of the tool with respect to the object. Thirdly, often the position of the table or carrier can be measured but the position of the object with respect to the table can not be measured. To overcome these problems it is desirable to directly measure the relative position between the tool and the object. This can be realized by using a camera as sensor as shown in Fig. 1(b) . Controlling a mechanical system by means of camera measurements is referred to as visual servoing [5] , [7] , [12] .
Visual servoing has many classifications [15] , [18] . The most familiar ones are 2D or image based visual servoing (IBVS) and 3D position based visual servoing (PBVS). In IBVS, the control actions are calculated on the basis of images directly, whereas in PBVS control actions are taken on the basis of cartesian measurements. The latter therefore includes a pose estimation. Furthermore, a less known classification is visual kinematic control versus visual dynamic control [4] . Most visual servoing literature focusses on kinematic visual control in which joint controllers are used to track the velocities that are calculated by a high level vision controller [1] , [5] , [7] . In the control design of the high level vision controller the dynamics of the underlying low level closed-loop joint control loops are often discarded. Furthermore, all joints are assumed to be rigid. Hence, a kinematic model of the system is adopted. Inappropriate tuning of the vision control loop might cause instabilities when ignoring the dynamics of the system. On the other hand, visual dynamic control takes into account the dynamics of the system [2] , [3] , [4] , [16] , [17] and does not rely solely on the kinematic model. Most of the existing schemes are still indirect, i.e. a hierarchical architecture containing low level velocity controllers and a high level vision controller. In direct visual servoing, the inner velocity control loops are absent, such that the total dynamics are visible to the visionbased controller.
In this paper a direct dynamic visual servoing design is presented, capable of sampling at 1 kHz without the need for massive parallel processing as in [8] , [9] , [13] but instead using a commercially available, affordable camera. Two main differences between our approach and existing literature are: 1) we fully account for the machine frame dynamics in the control design and 2) we fully account for the machine driveline dynamics, so we drive the motors directly without the use of low level motor velocity controllers. We compare our approach to a control scheme using classical measurement devices to show that the sensor placement results in different observed dynamics, which can jeopardize the attainable accuracy of the closed-loop system. Furthermore, in the production of repetitive structures that contain a single type of feature, the tool is to be positioned with respect to these features. Therefore, the repetitive structure itself can be used as an encoder grid where the features represent the increments. However, when using vision the resolution is not restricted to that; when having two features within the field of view, a linear interpolation can be implemented to increase the resolution. As opposed to [6] we will not create an absolute encoder but an incremental encoder using a camera in combination with a one dimensional repetitive pattern, since we are only interested in relative positions. The position range perpendicular to this direction is limited by the field of view of the camera. Therefore, we call it a 1.5D encoder. This feature-based incremental encoder signal will be used as the feedback signal in the closed-loop control setup. So the main contribution of this paper is twofold:
1) a direct vision-based, dynamics aware position control will be designed together with a 2) vision-based repetitive structure incremental 1.5D encoder Both aspects will be demonstrated with an experimental visual servoing setup.
In Section II the measurement principle to create a 1.5D encoder using the repetitive structure in combination with a camera will be given followed in Section III by the design of a model-based predictor. For combining the results of Section II and III a correction step is needed, as will be discussed in Section IV. The image processing algorithm will be discussed in Section V. The experimental setup used for validation of the proposed algorithm will be described in Section VI, the system identification in Section VII and in Section VIII, we will discuss the total integration followed by the experimental validation that is implemented in a closedloop visual servoing control setting. Finally, conclusions and future work will be given.
II. MEASUREMENT PRINCIPLE
Within this research we focus on machines used for the production of structures that inherently consist of identical features placed in a repetitive pattern like OLED displays, see Fig.2 (a). At this point we restrict the focus of the paper to a one dimensional repetitive structure for ease of explanation. In many manufacturing machines, production steps are carried out row by row or column by column, so in practice we need a two dimensional position measurement. In our case the second dimension is however restricted by the field of view. The focus in this paper will be on the position measurement along the repetitive structure. For now we will consider the features to be circular objects as shown in Fig. 2(b) , with a diameter of R pixels. The height and width of the image captured by the camera are I h and I w pixels, respectively, whereas the repetitiveness is characterized by the pitch between the features which is denoted by P . The number of features within the field of view for the presented method must be at least two. Within the image the horizontal pixel positions d l and d r of those two features that are located most near the image center are measured, see Fig. 2 (b). These features are labeled L and L + 1, with L ∈ Z, irrespective of the mutual distance. The measured position y v that will be used in the closed-loop visual control setting is now given by
with y c being the coarse position, i.e. the integer feature label L and the fine position y f which is the linear interpolation between the left and right feature label and is calculated as
The output y v (k) indicates which feature label is in the center of the image and is measured in a sub-feature label sense. So, y v (k) = 1.0 indicates that the feature labeled 1 is exactly in the center of the image, whereas y v (k) = 0.5 indicates that the center of the image is exactly between the features with labels 0 and 1. Comparing this approach with a classical incremental encoder an important difference is that with this method we can interpolate the position between increments, whereas classical incremental encoders increment only when transitions are detected. Furthermore, in classical incremental encoders the pitch is assumed to be known and static because the position output is linear (a) OLED display: a repetitive structure. dependent on that. This means for example that temperature effects and encoder imperfections are not taken into account.
Since we are only interested in the position of the feature with respect to the center of the image we have created a relative incremental encoder. Note, that deviations in the pitch P cause this measurement to be piecewise linear, i.e. the gain of the process varies along the structure. For now we will assume small deviations, i.e. d r (k) − d l (k) ≈ P , such that linear control techniques can still be applied. The advantage of this method is that operators will be able to use feature-based positions instead of cartesian positions. Furthermore, the cumulative sum of the deviations of all pitches does not affect the new position measurement.
III. MODEL-BASED PREDICTION
Key in obtaining the correct position is to determine the value of L within the field of view. When for example the velocity is one pitch per sample the camera will record identical images every time step. Based on that information only, the measurement y v as described in the previous section gives the same value if L is not incremented, i.e. we measure a velocity of zero while the structure is moving at the high velocity of one pitch per sample. If the velocity is even increased further aliasing effects cause the features to visually move slowly in the wrong direction. To tackle the problem of incrementing the value of L, a model-based solution will be applied. More specifically, we will design a steady-state Kalman filter [11] , from which the one step ahead prediction will be used to estimate the value of L in the next time step. Therefore, we will model the input-output behavior of the motion drive carrying the repetitive structure. The state space representation of the discrete time system is given by
where x is the state vector, u is the known force input and w is the process noise. The true position output of the system is denoted by y. The matrices A, B and C are the system, input and output matrices, respectively, whereas the time step is given by k. The exact matrices for our case will be given in Section VII. In this section a steady-state Kalman filter will be given that estimates the output y given the input u and the measurement y v given by
where v represents the measurement noise. For the process and measurement noise we assume
The steady-state Kalman filter consists of a time updatê
and a measurement updatê
which combined lead tô
The one step ahead prediction is given bŷ
where,ŷ(k + 1|k) represent the estimate y(k + 1) on the basis of measurements up to time step k. This prediction is used to get an estimateŷ c of the position of the repetitive structure in the next time step k + 1:
where . is the floor function.
IV. CORRECTION STEP
When the position of the feature is located around the center of the image it is hard to precisely detect whether it will be on the left side or on the right side of the image center. Therefore a correction step might be needed to correct the value of y c . In cases the feature is located at the same side as it was estimated with respect to the center of the image, no correction is needed. However, if the feature was estimated on the left but is measured at the right a correction step y c (k) =ŷ c (k) + 1 is needed. Vice versa, a correction of y c (k) =ŷ c (k) − 1 is needed.
V. FAST IMAGE PROCESSING IMPLEMENTATION
This section discusses the image processing algorithm used for detecting the pixel positions d l and d r . At this point we will introduce search areas around each of the features within the field of view with a width S w and height S h such that only one feature is present within one search area as shown in Fig. 3 . The goal is to search for only one feature within one search area such that labeling implementations to distinguish between multiple features in the image processing algorithms, which cause overhead, can be eliminated. Furthermore, we introduced, which is a pixel position estimate of the feature that is closest to the image center. By using a better prediction the search area can be reduced, which in turn again leads to a smaller computation time of the image processing. Obviously, the size of the search area depends on i) the feature size R ii) the variation of the feature position and iii) the quality of the prediction d. Naturally, this size should be larger if i) the feature size is large, ii) the variation of the feature position is large and iii) the prediction quality is low. The size of the feature is fixed and the variation of the position is a characteristic of the machine, so they cannot be altered. However, the estimated can be influenced. Note that the pixel position estimationd can be obtained from the one step ahead prediction discussed in the Section III as followŝ
Given this estimate together with the search area, the position of the feature within the search area is calculated. This is done as follows.
First, the image is thresholded within the search area with a static threshold level T H
Here, the image data is denoted by a function of the form I(i, j, k), with indices i ∈ {s t , . . . , s t + S h }, j ∈ {s l (k), . . . , s l (k) + S w } indicating the pixel elements and k indicating the time step. The position (s t , s l (k)) indicates the top left corner of the search area, see Fig. 3 . This position is given by s l (k) =d(k) − 0.5S w and s t = 0.5(I h − S h ). Therefore, we assume that the vertical positions of the features only vary within S h − R with respect to the vertical center of the image. As a result, we can also measure the vertical position within a limited range. This position can be used in the feedback loop to keep the features within the field of view. However in the remainder we will focuss on the horizontal position measurement. The resulting thresholded image is given by T (i, j, k).
Secondly, the horizontal center of gravity within the search area of the thresholded image T (i, j, k) is calculated as 
VI. EXPERIMENTAL SETUP
The setup that is used for experimental validation is depicted in Fig. 4 . It consists of two stacked linear motors forming an xy-table. The data-acquisition is realized using an EtherCAT [10] data-acquisition system, where DAC, I/O, and ADC modules are installed to drive the current amplifiers of the motors, to enable amplifiers and to measure the position of the xy-table. Hence, this position is only used for comparison and is not used in the final control algorithm as such. A Prosilica GC640M high-performance machine vision camera [14] with Gigabit Ethernet interface (GigE Vision) capable of reaching a frame rate of 197 Hz full frame (near VGA, 659×493) is mounted above the table. The GigE interface allows for very fast frame rates and long cable lengths. The captured images are monochrome images with 8 bit intensity values. To obtain a frame rate of 1 kHz we make use of a region of interest (ROI); we readout only a part of the image sensor as large as 80×80 pixels. The used objective is a Fuijinon DF6HA-1 lens, with a focal length f of 6 mm. With a height h of 11 cm between the camera and the table and a pixel size p of 9.9 μm we can calculate the resulting field of view according to the pinhole camera model as
which in this case is 14.5×14.5 mm. The exposure time is set to its minimum, which is 10 μs. The illumination is realized using power LEDs. The data-acquisition is integrated in a Linux environment running a 2.6.28.3 preemptible lowlatency kernel and the real-time executable is build using the real-time workshop (RTW) of Matlab/Simulink. The repetitive structure consists of circular black dots with a radius of 1 mm and a pitch of 4 mm.
VII. SYSTEM IDENTIFICATION
For the horizontal direction frequency response functions (FRFs) are measured. Two kinds of FRFs are measured: one camera light xy-table from motor input u to position output y mot using the motor encoder and one from motor input u to position output y cam using the camera with the position measurement as described in the previous sections. In the ideal case, bot y mot and y cam would represent a measurement of the product position y. The result is given in Fig. 5 . Different dynamics are present if the position measurement from the camera is used instead of the motor encoder. In case of using the camera as sensor all relevant dynamics are measured including vibrations caused by the limited stiffness of the frame. Furthermore, it can be seen that different time delays are present when using the camera in the feedback instead of the motor encoder. The time delay when using the camera is larger, due to the necessary image acquisition and image processing time. When the camera is used the time delay is 3.5 ms. For frequencies below 50 Hz the two FRFs are quite similar and can be approximated by a second order integrator with delay given in a discrete time model as (3) and (4) 
where m is the mass (including all motor and amplifier gains) of the system and T = 0.001 is the sampling time. The mass m is estimated as 0.184 using the measured FRFs.
VIII. INTEGRATION
The integration of all blocks within the control scheme is depicted in Fig. 6 . The steady-state Kalman filter is designed using the matrices A, B and C given in the previous section 
with q r = 9.6 · 10 −11 , which is the variation of the measurement y v (k). The value q w is used as a tuning variable, under the assumption that there is no uncertainty in the delay of the system. The value is determined to be 1 · 10 −5 . In this scheme the controller K is connected to the system G with motor input u and image output I. This image is processed in the image processing block IP using the estimatesŷ c (k) andd(k). These estimates are the previous outputs of the Kalman filter KF. Note, that the Kalman filter is used only for i) incrementing the value of L and ii) estimating the position of the feature closest to the image center in the next time step. The filtered position output of the Kalman filterŷ(k|k) is not used for feedback, but only to track the measured features over time. It is chosen not to use y(k|k) since in that case the dynamics of the Kalman filter attribute to the system dynamics.
IX. EXPERIMENTS AND RESULTS
Two experiments have been carried out. In the first experiment a reference with a constant velocity of 0.1 m/s is applied with a final position of 0.04 m, which is well outside the field of view. In the second experiment the reference to be tracked is a sine wave with an amplitude of 0.015 m and a frequency of 2 Hz. The outputs y v (k) are given in the top figures of Fig. 7 and Fig. 8 . During these experiments a one step ahead prediction of the output y v (k + 1) is calculated asŷ v (k + 1) =ŷ(k + 1|k), i.e. using the prediction given in Section III. In the lower figures of Fig. 7 and Fig. 8 this estimate is compared to the real value of y v (k +1) and this prediction error is depicted in gray. The black curve shows the prediction error when the prediction is taken as the current position, i.e.ŷ v (k + 1) = y v (k). In both figures it can be seen that the prediction error usinĝ y v (k + 1) = y v (k) is much larger than using the prediction y v (k + 1) =ŷ(k + 1|k). Using the pitch of 4 mm, the prediction error can be calculated and is less than ±10 μm. The quality of the position measurement is characterized by a 3σ bound of 2 μm, with σ the standard deviation of the measurement.
X. CONCLUSIONS AND FUTURE WORK
In this paper a direct dynamic visual servoing setup is created that controls a motion system with 1 kHz visual feedback, without the intervention of low level joint controllers. Different dynamics have been identified when using the motor encoder or measurements of the camera. By using the camera all the relevant dynamics are measured directly. In the control design it is possible to account for these dynamics. Secondly, an algorithm is developed that uses the repetitive pattern to create a 1.5D incremental optical encoder with an accuracy of 2 μm and capable of sampling at 1 kHz in combination with velocities up to 0.2 m/s. The sample rate of 1 kHz is realized by reading out a part of the vision sensor to reduce the data flow. In the image processing steps prediction techniques are used to further reduce the amount of data to be analyzed. The advantage of the proposed method is that feature-based positions can be used instead of cartesian positions, that drift due to the cumulative sum of the deviations of the pitches.
Future work will concentrate on expanding the given methods to more dimensions by including more translations and rotations. Furthermore, an investigation is planned to get insight on the robustness of the proposed method if the pitch is uncertain, i.e. P = P + δP , with P the mean pitch and δP the variation of the pitch.
