In order for robots to be integrated into human active spaces and perform useful tasks, they must be capable of discriminating between traversable surfaces and obstacle regions in their surrounding environment. In this work, a principled semi-supervised (EM) framework is presented for the detection of traversable image regions for use on a low-cost monocular mobile robot. We propose a novel generative model for the occurrence of traversability cues, which are a measure of dissimilarity between safe-window and image superpixel features. Our classification results on both indoor and outdoor images sequences demonstrate its generality and adaptability to multiple environments through the online learning of an exponential mixture model. We show that this appearance-based vision framework is robust and can quickly and accurately estimate the probabilistic traversability of an image using no temporal information. Moreover, the reduction in safe-window size as compared to the state-of-the-art enables a self-guided monocular robot to roam in closer proximity of obstacles.
INTRODUCTION
Giving autonomous robots the ability to explore and navigate through their environment using CCD/CMOS cameras has become a major area in mobile robotics research (DeSouza and Kak, 2002) . This paper addresses the fundamental problem of determining terrain traversability for a mobile robot equipped with a single camera (Lorigo et al., 1997; Ulrich and Nourbakhsh, 2000; Santosh et al., 2008; Katramados et al., 2009) .
Even though autonomous guidance has achieved relative success using active sensors, this task still remains challenging for robots equipped with vision sensors (Santosh et al., 2008) . However, in addition to providing local depth information in the vicinity of the robot, camera information has the potential to provide long-range traversability information and environmental semantics (Hadsell et al., 2009; Hoiem et al., 2007) , making it ideal for mobile robot exploration and navigation.
Multiple camera vision has been used for depth estimation and image analysis (Roning et al., 1990) , however in practice, 3D reconstruction works well for close objects, with the accuracy diminishing significantly with distance from the camera (Michels et al., 2005; Hadsell et al., 2009) . Recent self-guided vehicles used in the DARPA LAGR programme have led to significant advances in robotic perception systems (Hadsell et al., 2009; Sofman et al., 2006; Kim et al., 2007) , however the multiple sensors and complexity of these systems do not address the needs of low-cost autonomous robots (Katramados et al., 2009; Murali and Birchfield, 2008) . A commonly available web camera presents a desirable alternative that will be used in this work, and is motivated by the human ability to interpret 2D low resolution images (Murali and Birchfield, 2008) .
A self-guided monocular robot needs to extract information on surrounding objects in order to identify areas through which it can move. This problem has been approached by providing the robot with a detailed description of its environment, usually an explicit geometric or topological map built manually or extracted from the stereo/monocular vision sensors on the robot (Kosaka and Kak, 1992; Meng and Kak, 1993; Ohno et al., 1996) . Building such representations of the environment is time-consuming, and constrains the limits of operation of the robot to the particular environment in which the hard-data was collected. For mobile robots that can be used in dynamically changing environments, a basic form of scene traversability understanding must be available to the robot (Kim et al., 2007) . This computer vision task forms a basic building block that intelligent systems will need to gain autonomy, and upon which more complex behaviours can be built.
Motivated by autonomous Martian landscape exploration, Lorigo (Lorigo et al., 1997) proposed an appearance-based approach to traversability detection in which a rectangular safe-window of pixels towards the bottom of the captured image is assumed to be traversable. This appearance-based technique was shown to work in real-time and was implemented in various indoor (Ulrich and Nourbakhsh, 2000; Santosh et al., 2008) , and outdoor (Lorigo et al., 1997; Katramados et al., 2009) environments. The size of the safe-window determines the closest safe distance between the robot and obstacles, for a given camera pose and optical properties. Thus, a smaller safewindow will allow greater robot agility and manoeuvrability between obstacles in a cluttered environment. Moreover, reducing the size of the safe-window allows dynamic obstacles to move closer to the robot without the risk of being captured in this window.
Due to the real-time requirement of mobile robotic systems, image region classification must be computationally efficient. Ulrich (Ulrich and Nourbakhsh, 2000) used a static threshold on the feature histograms of the safe-window pixels to determine image traversability, making this approach unsuitable for other novel environments that may require different thresholds. Santosh (Santosh et al., 2008) based his method on that of Ulrich stating that the histogram threshold is determined from the histogram entropy, but does not provide any details how this is achieved. On the other hand, Katramados (Katramados et al., 2009 ) determines a classification threshold from the safe-window histogram peak and mean level, thus clearly showing that the classification method allows the robot to be used in other novel environments. However, a histogram with multiple peaks may result from a safe-window over composite surfaces, thereby employing multiple thresholds. An interesting simplified alternative is proposed by Lorigo (Lorigo et al., 1997) , where the area of overlap between the feature histograms of the safe window and that of rectangular patches is computed. However a static threshold on this area is used to assign a traversable or nontraversable label to each image patch, making it unsuitable to novel environments without threshold tuning. In this work, we develop a framework that allows the robot to be used in novel environments, as in (Katramados et al., 2009) , and that uses a dissimilarity measure between image regions as a cue for traversability, as in (Lorigo et al., 1997) . However, instead of using the feature distributions directly (Lorigo et al., 1997; Ulrich and Nourbakhsh, 2000; Santosh et al., 2008; Katramados et al., 2009) , we propose to model the feature dissimilarity distribution. This allows a probabilistic framework to be used in which the dissimilarity model parameters are selflearned in a semi-supervised manner, allowing the robot to be used in new environments.
The main contribution of this work is a novel generative model for the classification of traversable image regions with the safe-window approach (cf. Section 2.5). In addition to the inherent environment adaptability provided by the safe-window (Lorigo et al., 1997; Ulrich and Nourbakhsh, 2000; Santosh et al., 2008; Katramados et al., 2009) , our traversability classification method (cf. Section 2) is based upon a principled framework in which a mobile robot can also self-learn its model parameters in any novel environment where the traversable region differs by some degree to the appearance of obstacles. Similarly to previous safe-window approaches, once the robot is initialized in a particular environment, it cannot make a transition to another traversable surface with different appearance properties, unless the safe-window is reinitialized manually or automatically by means of active sensors. Once initialized however, our method will allow the model parameters to adapt to the present ground/obstacle dissimilarity and varying lighting conditions of the ground in a semi-supervised manner. In the experimental section (cf. Section 3) we demonstrate that our approach allows robust traversability classification on single image frames without requiring temporal information (cf. Section 3.1). This means that the algorithm may be used intermittently alongside other computationally intensive algorithms such as human gesture recognition. Furthermore, the method is robust to the reduction in safe-window size, without loss in classification performance (cf. Section 3.2). This allows a mobile robot to guide-itself safely and maneuver in a tight corridor space cluttered with obstacles (cf. Section 3.3).
Methods
In this work, traversability detection is accomplished by adopting the well-known principled probabilistic framework based on Bayes' rule to infer the class label of image regions from traversability cues. The traversability cues X = X 1 , X 2 , ...X j , ...X n are found by comparing descriptive feature distributions (cf. Section 2.1) from oversegmented regions called superpixels (cf. Section 2.2) to those in the safewindow, by using a dissimilarity metric (cf. Section 2.3). Initially, n descriptive feature distributions h S j and h M j , where j = 1, ..., n, are extracted from image superpixel S and from the safe-window M respectively, as illustrated in Fig. 1 . The traversability cue values
are a measure of dissimilarity between the descriptive feature distributions in S and M. The occurrence of traversability cue values are modelled by a generative traversability model (cf. Section 2.5), whose parameters are updated from the traversability cue statistics by means of the Expectation-Maximization algorithm (cf. Section 2.6). Finally, Bayes' rule is used to calculate the posterior probability P(Θ|X) of a superpixel being traversable, given a vector of traversability cues X:
where Θ = θ l is a Boolean random variable representing the l th class label of superpixel S, and which can take on values defined by Θ ∈ {θ 1 , θ 2 }. In this case, θ 1 and θ 2 represent the traversable and nontraversable classes respectively. Assuming conditional independence between traversability cues X j , the most likely class label is chosen using the maximum a posteriori (MAP) decision rule by
Note that this probabilistic framework allows a high degree of flexibility in the choice of descriptive features, image primitives, comparison metrics, prior, and modelling of the traversability cue values. Though it is not the purpose of this work to compare different techniques in various stages of the algorithm, this framework affords a straightforward way to do so. The following subsections will describe the design choices for each element of the framework. 
Descriptive features
The set of descriptive features that are considered in this work were inspired from (Lorigo et al., 1997; Ulrich and Nourbakhsh, 2000; Katramados et al., 2009; Davidson and Hutchinson, 2003) , and are listed in Table 1 . The colour features have been chosen to minimize the effects of shadows and reflections that can confuse the classifier (Katramados et al., 2009; Ulrich and Nourbakhsh, 2000; Lorigo et al., 1997) . The three illumination invariant colour cues considered are the hue (H) and Saturation (S) channels of the HSV colour space, and a combination of intensity invariant channels from the YCbCr and LAB colour space. This Illumination Invariant Colour channel is found by a weighted combination of the Cb, Cr, and A colour channels, as suggested by (Katramados et al., 2009) . Texture features are also important where colour information is not sufficient or even present at all. We consider the edge gradient magnitudes and orientations as is common in object recognition (Dalal and Triggs, 2005) , and the local texture distributions provided by the Local Binary Pattern Operator (LBP), which can be computed very efficiently (Davidson and Hutchinson, 2003; Mäenpää et al., 2003) .
Oversegmentation
The basic image regions used for traversability classification have classically been pixels (Ulrich and Nourbakhsh, 2000; Katramados et al., 2009) or rectangular patches (Lorigo et al., 1997) . Using pixels may result in a noisy/spotty classification since pixel neighbourhoods are not considered. Patch based classification allows local feature distributions to be extracted, but may contain multiple object boundaries within the same region. An oversegmented representation of the image into superpixels overcomes these shortcomings since superpixels delineate homogeneous pixel regions whilst preserving the image structure. Thus rich pixel statistics can be extracted from more perceptually meaningful regions (Kim et al., 2007; Santosh et al., 2008; Hoiem et al., 2007) .
In this implementation, the initial pixel grouping is done using the fast oversegmentation technique from (Felzenszwalb and Huttenlocher, 2004) . We have used the code publicly released by the authors with the parameters σ = 0.5, k = 100, min = 100, where σ is a smoothing constant, k is a threshold which determines how readily image regions are joined together, and min is minimum superpixel size (Hoiem et al., 2007) .
Dissimilarity metric
In the current implementation, the dissimilarity measure used to compare the superpixel and safe-window feature distributions is the G-statistic. This dissimilarity measure is based on the Kullback-Leibler cross entropy measure, and was inspired from (Mäenpää et al., 2003) where it was used to compare the distributions of local binary patterns.
Simple prior
Using the exponential function, a heuristic prior is constructed which favours superpixels towards the lower parts of the image to be traversable. Let the prior likelihood functions for the expectation of traversable superpixels before seeing the data be exponentially distributed with rate λ:
(3) Thus, the probability of a superpixel being traversable given its centre pixel row position C (the mean superpixel pixel height in the image) may be expressed by the following equation from Bayes' rule:
where Y 1 and Y 2 are normalization values updated on each iteration to ensure the probability over all possible height values sums to one. The rate parameter λ fully describes the exponential distribution, and its Maximum Likelihood Estimate (MLE)λ is the reciprocal of the sample meanC of traversable superpixels (Garthwaite et al., 2002) .
Generative traversability model
The superpixels S in image I originate from either the traversable (θ 1 ) or non-traversable (θ 2 ) class. Since the safe-window M is a priori traversable, when it is compared to a traversable superpixel, a low dissimilarity is expected (approaching zero). On the other hand, if the safe window is compared to a superpixel from the non-traversable class, a large dissimilarity score is expected (approaching a maximum g max ). However, it is also possible to have obstacle regions similar in appearance to the ground, although with a lower probability. This reasoning can be captured in a generative model in which the probability of a random traversability cue X j is a mixture of two truncated exponential distributions, as shown in Fig. 2 . The likelihood functions for the random variable X j , given it was generated by matching a superpixel from class label θ l to the safe-window M is a (onesided) truncated exponential which can be expressed as
where 0 ≤ X j ≤ g max , and α jl > 0 is the rate parameter of the distribution. The rate parameters need to be learned from the data and this is achieved using the EM algorithm which is discussed next.
Expectation Maximization (EM)
The learning task required here is to output a hypothesis h j = α j1 , α j2 for each traversability cue j, that describes the rate parameters of the exponential mixture. Since it is not known which distribution gave rise to the current observation, the EM algorithm will be used to iteratively re-estimate the parameters given some current hypothesis: E-Step: Calculate the expected value E[θ l |x k , h j ] that the l th truncated exponential distribution was responsible for the j th traversability cue originating from superpixel k, assuming h j holds. We will denote this responsibility by r k l . M-Step: Calculate the new maximum likelihood hypothesis h
assuming that the values for the responsibility r k l were those calculated from Step 1. It can be shown that the maximum likelihood estimate for a single exponential distribution parametrized by α jl given the observed data instances x 1 , x 2 , ...x k , ...x N S is the reciprocal of the sample mean (Garthwaite et al., 2002) :
and |S k | is the size of superpixel S k in pixels (k = 1, ..., N S ). This expression is a weighted sample mean of x k j , where each instance is weighted by the expected value that it was generated by one of the two exponential distributions (Mitchell, 1997; Prince, 2011) . Note that since the exponential distribution is truncated, the mean of the distribution becomes 
Experimental Results & Discussion
In order to test the validity of our approach, the vision framework was tested on three datasets: i) a Static Traversability dataset containing still images, ii) the Cranfield University dataset containing video sequences acquired from a teleoperated robot (Katramados et al., 2009) , and iii) a Self-Guided dataset captured from a low-quality webcam during robot autonomous guidance. All images were reduced to a resolution of 160 × 120 and the size of the safewindow was set to: Table 2 .
Static Traversability dataset
This dataset is made up of 100 challenging images of indoor and outdoor scenes picked from the Inter- net. These images contain scenes with highly reflective surfaces, specular reflections and traversable regions with varying amount of colour and texture, as shown in Fig. 3 . Ground truth information was obtained through manual labelling of the traversable image regions by a human observer, and is made available online 1 .
Generative model validation
In this experiment, the traversability cues obtained from the 100 images in the Static Traversability dataset are accumulated in a histogram, shown in Fig. 4(a) . The shape of the histogram shows that the distribution of the traversability cues X can in fact be modelled as the joint mixture of two truncated exponential distributions and demonstrates the suitability of our proposed generative traversability model.
Image classification & EM initialization sensitivity
The objective of this experiment was to test the accuracy of traversability classification on images from multiple scenes with no temporal information. Each test image was subjected to 100 random initializations where the rate parameters α jl and truncation point g max were randomly initialized to values within the range [0.01 -10.01]. The algorithm was allowed to iterate until the parameters converged, or up to a maximum of 10 iterations. The mean TPR and FPR obtained for each image, together with one standard deviation is shown in Fig. 4(b) . Images which always converged to the same result have zero standard deviation. Those points with a large cross-size resulted from images which converged to different TPR-FPR results. Overall, 89% of the images converged to 1 -2 identical FPR-TPR values, and the mean classification accuracy was 91.62% with a standard deviation of 8.78%. The model parameters α jl typically converged within 3-5 iterations, with respective processing times varying from 80-150ms. This result demonstrates the model robustness to random initialization, and the adaptability of its classification model parameters to multiple types of indoor and outdoor environments with no temporal model, in contrast to (Katramados et al., 2009 ) which uses a temporal memory model. Note that the output of our algorithm can be extended by a tracking algorithm which incorporates temporal and kinematic information. Errors occurred where more than one ground type was present in the image, of which one was not represented in the safewindow, and when obstacle regions had a similar appearance to the ground.
Cranfield University dataset
This dataset provided by Katramados et al. (Katramados et al., 2009 ), consists of eight outdoor video sequences captured from a teleoperated mobile robot. Ground truth labelling was available from the author at a rate of one frame per second. The video sequences were captured over a wide range of outdoor conditions (cloudy, wet, sunny, shadows), and a range of terrain types (concrete, grass, soil, tarmac, snow), as shown in Fig. 5 .
This experiment shows that our method can easily be extended to video sequences and operate in realtime. Instead of allowing the EM algorithm to converge on each video frame (cf. Section 3.1.2), the correlation between frames allows the algorithm to converge across frames. This reduces the computational cost to 30-50ms on each image (20-30fps). The accuracy results obtained using a 12.5% area safe-window, a 4.2% area safe-window, and the result Safe-4.2|25 of discarding 24 out of 25 frames in each sequence are listed in Table 3 . The similar results from Safe-12.5% and Safe-4.2% demonstrate that the reduction in safewindow size from 12.5% to just 4.2% of the image area did not reduce the accuracy of the algorithm. This makes it more suitable for self-guided robots to move about in the proximity of obstacles, as detailed in the Self-guided experiment. The ROC plots for the 4.2% area safe-window results are shown in Fig. 6 , where it is seen that our model achieves better performance in environments where the ground and obstacles have a contrasting appearance (e.g. Cloudy Dry, Cloudy Wet, Sunny Dry, Snow), than environments where the ground obstacle boundary is not easily discriminable (e.g. Cloudy Muddy, Sunny Wet). Dropping 24 out of 25 frames in each video sequence, the accuracy results in Safe-4.2%|25 were negatively affected, more so in Sunny Wet where the appearance of the ground is changing very quickly. In the other sequences however, this robustness makes it possible to use the traversability algorithm intermittently alongside other computationally expensive algorithms. Although the authors of the dataset (Katramados et al., 2009 ) reported higher classification rates (97.6% Acc, 2.7% Std) on these video sequences, Katramados et al. included a temporal model in their framework, thus a direct comparison of the results is not possible. The results in (Katramados et al., 2009 ) are given for offline classification; in the next sub-section we provide performance results for online autonomous robot self-guidance, which is the ultimate purpose of this system.
Self-Guided dataset
An experiment was set up in which our ERA-MOBI mobile robotic platform named VISAR01 was placed in a previously unknown indoor corridor environment cluttered with a variety of objects typically found in- doors: a chair, plant, box, waist paper basket, tool box, and a person standing in the way. The floor tiles are a pale grey, making them difficult to distinguish from the white, untextured wall. In this experiment, the horizon boundary that results from the classification was used to steer the robot towards the largest open space (Santosh et al., 2008) . The robot moved at 0.15m/sec and the algorithm was run on every frame at 25 fps. A video frame from the camera together with its corresponding on-line classification result was saved every 25 th frame, for a total of 99 frames in the 99 second sequence. Ground truth data was collected by asking a human observer to manually label the image regions as traversable or nontraversable. A sample of the resulting traversability classification and the path taken by the robot during the autonomous movement can be seen in Fig. 7a&b . The resulting ROC scatter plot is shown in Fig. 7c . Overall, the mean and standard deviation of the classification accuracy for this successful run were 89.71% and 9.68% respectively. The low levels of colour and texture in this sequence made the floor and wall indistinguishable at times, however when the robot approached an obstacle their difference to the ground became more apparent and therefore this did not confuse the motion of the robot. Despite a high but imperfect classification accuracy, the robot successfully managed its way around the corridor and obstacles using only a monocular web-camera and turned back on itself when it encountered a dead-end. As the ground appearance changes gradually due to changing lighting and reflections, the classification model was able to adapt to these changes. The robot may transit to a surface with different appearance characteristics by re-initializing the traversability model and allowing new model parameters to be self-learned.
Conclusion and Future work
A real-time vision algorithm has been designed for a mobile robotic platform to detect traversable areas and guide itself safely in proximity of obstacles using the smallest reported safe-window. We have modelled the feature dissimilarity distribution with a truncated exponential mixture model and showed the model's competence without the need for a temporal model, prior training, or manual adjustments to the system parametrization. The robustness of the generative model to initialization, and its ability to learn the model parameters for textured/untextured, indoor/outdoor environments have been demonstrated through experimental analysis and from the many hours VISAR01 has been allowed to roam out into the faculty corridors, avoiding both static and dynamic objects.
Future work will see the inclusion of structurefrom-motion depth estimation to allow the robot to transition from one type of surface to another automatically, and new exploration behaviours based on the probability of traversability, rather than simple binary classification. This means that instead of merely moving towards an obstacle-free path determined by a hard decision (Santosh et al., 2008) , the robot may decide to take the path that has the highest probability of being traversable.
