||/|| 7 = sup \f(t)\e-^. We can rewrite the operators (1.1) as oo
Sn(f,x)= f W(n,x,t)f(t)dt, 0 where W(n,x,t) =
The fc-th order modulus of continuity Uk(f,6,a,b) is defined by sup{|zi{ : /(x)| : \t\ < 6 for x,x + kt € [a,6]}. The generalized Zygmund class Liz(a, k, a, b) is a set of functions such that u>2jt(/, <5, a, 6) < M6 ak , where M is a constant and 6 > 0 is sufficiently small. When k = 1, Liz(a, 1 ,a,b) reduces to the Zygmund class Lip* a.
Let /(a;) be defined on an interval [a, 6] and suppose that we can find two positive constants M and a such that
Then / is said to satisfy the Lipschitz condition of order a. The proof of Lemma 2.2 follows by using (see [5] , Lemma 1) and changing the variables. 
where Q (i,k,x) are certain polynomials in x, and 
Proof. By Lemmas 1, 2 from [5] and Lemma 2.1, we prove (2.1) following the proof of Theorem 1 from [6] .
The values of Q(2k + 2,k,x) and Q(2k + l,k, x) can also be obtained from (see [5] , Lemma 2). Now, we prove (2.2). Let ip be the characteristic function of [a, 6] . Then For the sake of completeness, we state the following theorem.
THEOREM 2.5 [4] . Let f e C7[0,oo), 0 < ai < a2 < a3 < b3 < b2 < ¿>1 < 00 and 0 < a < 2. Then in the following statements the implications 3. In this section we prove the saturation theorem.
THEOREM 3.1. Let f e C.y[0,oo), and 0 < ax < a2 < a3 < b3 < b2 < b\ < 00. Then in the following statements the implications are the polynomials occuring in (2.1).
where 0-and o-terms are with respect to n when n -• oo.
Proof. First assume (i), then, in view of (i)=>(iii) from Theorem 2.5, the derivative /( 2fc+1 ) exists and is continuous on (ai,&i). Moreover, condition (i) implies
So, we have to prove that (i)* implies (ii).
The condition (i)* shows that {n k+1 (S 2n (f,k,x) )} converges to h in the weak* topology. Particulary, for any g £ Cq° with supp<7 C (ai,&i), we have (3.1) lim n k+l ([S 2n ,
(f,k,-)~ S n ,(f,k,-)],g(-))= (h(-),g(-)).
Tli ->00 
where
is the dual operator of
Now, using Lemma 2.4, we get m->oo n, ->00 The proof of (iv)=>(v) is similar to that of (i)=>(ii) and the proof of the implication (v)=^(vi) follows from Proposition 2.3.
This completes the proof of Theorem 3.1.
