The Spanning Tree Protocol routes traffic on shortest path trees. If some edges fail, the traffic has to be rerouted consequently, setting up alternative trees. In this paper we design efficient algorithms to compute polynomial-size integer weights so as to enforce the following stability property: if q = O(1) edges fail, traffic demands that are not affected by the failures are not redirected. Stability is a goal pursued by network operators in order to minimize transmission delays due to the restoration process.
Introduction
Traffic in real-world networks is ruled by routing protocols, which establish along which path the traffic between a given pair of vertices has to be routed. One well known such protocol is the Spanning Tree Protocol (STP) [14] , used for instance in Ethernet based networks [7] . We are given an undirected connected graph G, with n vertices V (G), m edges E(G), and edge weights w : E(G) → Z ≥1 . (We assume that weights are positive integers due to technological reasons, though our results can be easily extended to more general settings). The STP chooses a root vertex r of G, and computes a shortest path tree T (namely, the routing tree) rooted at r which spans G. Traffic between each pair of vertices u and v is then routed along the unique u-v path in T . In this context, the weights w do not reflect network properties (such as delays etc.), but are rather artificial weights set up by traffic engineers in order to achieve the desired goals (e.g., minimizing edge congestion).
In this paper we focus on the behavior of the STP when a set F of at most q edges fail (i.e., F is removed from the edge set). We can think of q as a small constant, which is derived by a statistical analysis of the network and of its components.
If G \ F is still connected, the STP will restore the traffic by computing a new routing tree T rooted at r. Similarly, if G \ F consists of a set of connected components C 1 , C 2 , . . . , C h , the STP will choose a root r i for each component C i , and compute a shortest path tree T i of C i rooted at r i . The T i 's form a shortest path forest T of G.
(Of course, in the latter case it is not possible to restore the traffic between vertices in different components).
Since rerouting is often expensive and may cause large delays [3, 8] , in order to meet QoS constraints a key property of the rerouting strategy is requiring that traffic which is not affected by failures is not redirected. This property has been called minimum service disruption [9] or strong resilience [1] . The main goal of this paper is studying under which conditions this property can be enforced by properly choosing weights.
Our Contribution
Observe that requiring that a path of the routing tree T , that is not affected by the failures F , is also a path of the routing tree T in G \ F , is the same as requiring that any edge e of T which does not belong to F , is also an edge of T . Therefore, we consider the following alternative definition of stability which deals with the edges of T rather than the paths of T . (See also Figure 1 ). Definition 1. Let G be an undirected connected graph and q a non-negative integer. A weight function w : E(G) → Z ≥1 is q-stable if G admits a spanning tree T such that, for each e ∈ E(T ) and every F ⊆ E(G), |F | ≤ q, if e / ∈ F then e belongs to every shortest path forest of G \ F . In this case, we say that w defines T . Also, if q = |E(G)|, we simply say that w is stable.
Note that our definition implies (for F = ∅) that T is the unique shortest path tree of G, independently from the choice of the root r. This is convenient since STP has little control of the root (each node of the network has a given integer label, and STP chooses the root as the node with The weight function in (a) is not 1-stable: when edge ac fails, the new routing tree determined by the STP does not include the edge cd. The weight function in (b) instead is 1-stable: if any edge e ∈ {ac, bc, cd} fails, the edges in {ab, bc, ad} \ {e} belong to the new routing tree determined by the STP. The same holds if we move the root from a to some other vertex.
the minimum label) and network operators like to choose the routing tree T that is used in the no-failure state. For the latter reason, we will always assume that T is given, and search for q-stable weight functions which define T . We point out that Definition 1 ensures stability of the routing paths determined by the STP only with respect to the no-failure state of the network. In other words, we do not put any constraint on the stability of the routing paths when passing from some failure state F = ∅ to some other failure state F = F , F = ∅. However, this is not a severe restriction, since the average time between two (sets of simultaneous) failures is usually greater than the time needed to repair the network (see e.g. [6] ).
A first natural question is whether a stable weight function always exists (for any given T ). As it is shown in Section 2, the answer is positive, and a rather simple weight function works: assign weight 1 to the edges of T , and weights 2n, 4n, 8n, . . . , 2 m−n+1 n to the other edges of G. While this is good news, this solution has a serious drawback: the weights are exponentially large in the size of the graph. This is a problem because the value of edge weights is upper bounded for technological reasons; for example, only a limited number of bits might be reserved to encode those weights (see for instance the ranges in [17]). We provide therefore in Section 3 deterministic and randomized algorithms that compute q-stable weight functions, with weights that are polynomially bounded in the size of G (though they are exponentially large in q). The exponential dependence on q is not a severe drawback since, as we said, typically q can be assumed to be small.
In order to obtain our results, we go as follows. We first show that dealing with q-stable weight functions is challenging, from a mathematical point of view. We therefore consider a more restricted class of q-stable weight functions, that we call normal and q-unbalanced. We then show that a normal and q-unbalanced weight function is enforced by a simple randomized assignment: this leads to a randomized (Monte-Carlo) algorithm. We are able to de-randomize this algorithm with the method of conditioned expectations, at the cost of a higher running time, which is still polynomial in the size of G.
Our algorithms are easy to implement and are fast for small values of q: hence they might be of practical interest.
Related Work
In the literature there is a number of papers that address the problem of setting the weights on the edges of a network so that, under some routing protocol, a certain objective is attained.
OSPF [13] and IS-IS [12] are well known routing protocols, which route each u-v demand on the shortest path from u to v according to the edge weights defined by the network operator. Many papers addressed the problem of setting edge weights in order to minimize the load network balance under those protocols [4, 5, 10, 11] .
Other popular protocols, such as STP [14] , RSTP [15] , and MSTP [16] , route traffic on a shortest path tree rooted at some root vertex. Some papers, see e.g. [2, 3, 8] , deal with the problem of reconnecting the shortest path tree after the failure of one edge. However, in those papers edge weights are actually not chosen but given as input, and the back-up edge is selected so as to minimize a given objective function. To the best of our knowledge, the unique exception is [9] , that addresses the problem of setting weights in order to achieve stability in networks using MSTP/STP protocols in the case of one edge failure. However, the assumption of having no more than one single failure at a time is not fully realistic. In contrast, we are able to deal with any number of failures.
Assumptions and Notation
For an undirected graph G, we let V (G) and E(G) denote the vertex and edge set of G, respectively. Given an edge weight function w, by w max := max e∈E {w(e)} we denote the largest weight. Furthermore, for any E ⊆ E(G), w(E ) := e∈E w(e). By H ⊆ G we mean that H is a subgraph of G. We sometimes use w(H) as a shortcut for
In other words, a q-subgraph of G is a spanning subgraph of G that arises from the deletion of at most q edges of G. For a subset of edges F ⊆ E(G), G \ F is the graph with vertices V (G) and edges E(G)\F . If T is a tree connecting two vertices u and v, we denote by P uv (T ) the unique path connecting u to v on T . A graph G is k-edge-connected if, for every subset F ⊆ E(G) with |F | < k, the graph G \ F is connected.
Since weights may assume exponential values (in the size of G), we take into account the number of bits of edge weights in the running time analysis. We assume that generating one random bit takes constant time. The tree T consists of the edges of weight 1. It is easy to check that weight functions w1 and w2 are 1-stable. However, function w3, which is a convex combination of w1 and w2, is not 1-stable: whenever edge ac fails, edge bd is not anymore in the shortest path tree rooted at a.
Unbalanced Weight Functions
Consider any weight function w : E(G) → R ≥1 (where we relaxed the integrality constraint). As it is shown in Figure 2 , the set W of q-stable weight functions is in general even not convex! This suggests that dealing with stable weight functions is challenging, from a mathematical point of view. Indeed, we do not even know whether recognizing if a given (fractional) weight function is q-stable can be done in polynomial time, if q is not a constant. (Enumeration of the failure scenarios trivially works, if q is constant).
In this paper, we therefore concentrate on some sufficient conditions for a weight function to be stable. In particular, we restrict our attention to the following class of normal weight functions:
where the c e 's are positive integer edge coefficients. It is straightforward to check that, if w is normal, then T is the unique shortest path tree of G rooted at r, for any vertex r ∈ V (G). In the following, we refer to the edges of T as tree edges, and to the edges of E \T as non-tree edges. Also if we are given an integer q, and a normal weight function w, we define:
• B(w), the set of back-up edges, i.e. non-tree edges that belong to some shortest path forest of a q-subgraph of G
The following definition and theorem are crucial in our analysis.
Definition 2. For a given integer q, a normal weight function w is q-unbalanced if each pair of non-empty, disjoint subsets of back-up edges K 1 , K 2 , with |K 1 | + |K 2 | ≤ min{q + 1, n − 1}, is such that e∈K1 w(e) = e∈K2 w(e).
Observe that Definition 2 requires the knowledge of B(w). Clearly, B(w) can be computed by enumerating all the possible sets F of at most q failing edges, and, for each such scenario, the set of edges belonging to some minimum spanning forest. However, this is unnecessary, since we later deal with weight functions (see the one defined in 2) such that a superset of B(w) is clear from the context, and that is enough for our purposes.
Theorem 3. If a normal weight function w is qunbalanced, then it is q-stable.
Proof. Suppose by contradiction that the weight function w is not q-stable. We already observed that T is the unique shortest path tree of G rooted at any vertex in V (G). We may therefore assume that there exists a q-subgraph H ⊂ G, a shortest path tree T rooted at some node r , for some component C of H, and vertices u and v such that P uv (T ) ⊆ H while P uv (T ) contains some back-up edge. That is, if we let Z uv := E(P uv (T )) \ E(T ) be the set of back-up edges that belong to P uv (T ), then Z uv = ∅.
Without loss of generality, we assume that E(P r u (T ))∩ E(P r v (T )) = ∅, and therefore r belongs to E(P uv (T )). Otherwise, there exists a node r = r such that r belongs to E(P uv (T )), and P r u (T ) and P r v (T ) share the subpath P r r (T ). In this case, in our analysis, we can replace r with r and T with any shortest path tree for C that is rooted at r and includes the path P uv (T ).
We will show that, without loss of generality, in the above hypotheses, the subgraph of G with edges E(P r u (T )) ∪ E(P uv (T )), that we will refer to as J, contains a path between r and v that is shorter than P r v (T ). Since J is also a subgraph of H, that is a contradiction.
We claim that Z uv has at least two back-up edges. Partition it into two disjoint subsets Z u := Z uv ∩ E(P r u (T )) and Z v := Z uv ∩ E(P r v (T )). Both Z u and Z v are nonempty: if e.g. Z u = ∅, then J contains a path between r and v composed by tree edges, whose cost is therefore at most n − 1. This path would then be shorter than P r v (T ), whose cost is ≥ n since it contains at least one back-up edge, a contradiction. With similar arguments, it is possible to show that, for each edge xy ∈ Z uv , the path P xy (T ) does not belong to H; therefore, if we let T H be the spanning forest with vertices V (G) and edges E(T ) ∩ E(H), x and y belong to different components of T H .
Also observe that, since |E(H)| ≥ |E(G)| − q, it follows that T H has at most q + 1 connected components C 1 , . . . , C q+1 . Clearly u and v belongs to the same component, say C 1 , since P uv (T ) ⊆ T H . Note that each edge in E(T ) ∩ E(H) belongs to some component C i and has weight 1, while each edge in Z uv lies between two components C i and C j , 1 ≤ i < j ≤ q + 1 and has weight at least n. Therefore the path P uv (T ) starts from C 1 and visit each component of T H at most once, but for C 1 , that is visited exactly twice, since the path starts and ends there. It follows that |Z u | + |Z v | ≤ q + 1. Also, trivially,
Therefore Z u and Z v are two non-empty subsets of backup edges, with Z u ∩ Z v = ∅ and |Z u | + |Z v | ≤ min{q + 1, n − 1}. Since w is q-unbalanced, we know that |w(Z v ) − w(Z u )| ≥ n. Assuming without loss of generality that w(Z u ) + n − 1 < w(Z v ), it follows that in J there exists a path Π between r and v such that: Proof. Consider any two non-empty, disjoint subsets of non-tree edges K 1 , K 2 . The largest weight w(e), e ∈ K 1 ∪ K 2 , is larger than w(K 1 ∪ K 2 − {e}), from which w(K 1 ) = w(K 2 ). We conclude by Theorem 3 that w is stable. The largest weight is O(2 m n). Finally, the algorithm takes O(m log(2 m n)) = O(m 2 ) time to assign the weights.
We conclude the section with a remark. Using these results, one could give an alternative characterization of k-edge-connected graphs.
Definition 5.
A spanning tree T of a graph G has the q-exchange property, if, for each F ⊆ E(G) with |F | ≤ q, there exists H ⊆ E(G) \ F such that (T \ F ) ∪ H is a spanning tree of G \ F . Lemma 6. Let G be an undirected connected graph. G has a spanning tree T with the q-exchange property if and only if G is (q + 1)-edge-connected. Moreover, in this case, each spanning tree of G has the q-exchange property.
Proof. Necessity is trivial. For the if part, let T be any spanning tree of a (q + 1)-edge-connected graph G. Let F be a subset of at most q edges of E(G): the graph G \ F is still connected. It follows from Theorem 4 that there exists w : E(G) → Z ≥1 that is stable and defines T . Let T be any shortest path tree of G \ F . By stability,
We point out that a direct proof of Lemma 6, i.e. a proof that does not require Theorem 4, can also be given. The details are left to the interested reader.
Stability with Few Failures
As already mentioned, the solution produced by Algorithm EXP-stable has a serious drawback: namely, the largest weight is O(2 m n), and therefore exponentially large in the size of the graph. In this section, we will therefore focus on the design of algorithms that return q-stable weight functions, with weights that are polynomially bounded in the size of the graph (though they are exponentially large in q). In the following, we letq = min{q, n − 2}.
The following observation is at the heart of all our algorithms. Let G 0 = G and S 0 = T . For i = 0, 1, . . . ,q − 1, define G i+1 = G i \ E(S i ), and let S i+1 be a maximal spanning forest of G i+1 . We define L = ∪q i=1 E(S i ) and
. It is not hard to see that, in case of no more than q failures F , the edges of L are sufficient to restore the traffic between any pair of vertices which are still connected in G \ F . This suggests the following strategy: we assign a sufficiently large weight to the edges of M , and focus on the weights of the edges of L. In more detail, we restrict our attention to the following subset of normal weight functions. For a proper integer R ≥ 1,
where c e ∈ {1, 2, . . . , R}.
Recall that B(w) is the set of back-up edges, i.e. the non-tree edges that belong to some shortest path forest of a q-subgraph of G.
Lemma 7.
With the weight function above, no edge in M is a back-up edge.
Proof. We observe that M is empty for q > n − 2, so assumeq = q. Suppose that there is a q-subgraph H ⊆ G, an edge uv ∈ M and a shortest path forest T of H such that uv ∈ T . By construction, in the original graph G there exist q + 1 edge-disjoint paths from u to v that do not use uv (one path in T , and q paths in S 1 , . . . , S q ). Since H is a q-subgraph, at least one of these paths P is still in H. Then, since w(uv) = R n 2 and w(P ) ≤ R n(n − 1), T is not a shortest path forest of H.
All our algorithms will set the coefficients c e such that w is q-unbalanced (and hence q-stable). They differ in the choice of the coefficients.
A Monte-Carlo Algorithm
We now present a Monte-Carlo algorithm MC-stable to compute q-stable weight functions. We recall that a Monte-Carlo algorithm is a randomized algorithm which fails to provide a correct answer with positive probability.
Algorithm MC-stable simply chooses the coefficients c e uniformly and independently at random in the range {1, 2, . . . , R}, for a proper choice of R. The following lemma shows that, for R large enough, the resulting weight function is q-unbalanced with large probability.
Lemma 8. The weight function w computed by MC-stable is q-unbalanced with probability at least 1 − (2|B(w)|)q +1 /R, whereq = min{q, n − 2}.
Proof. Call feasible a pair {K 1 , K 2 } of non-empty, disjoint subsets of B(w), with |K 1 | + |K 2 | ≤q + 1. If {K 1 , K 2 } is a feasible pair, we let BAD(K 1 , K 2 ) denote the event that w(K 1 ) = w(K 2 ), i.e. that e∈K1 c e = e∈K2 c e . Take a feasible pair {K 1 , K 2 } and let e ∈ K 1 . Define X := e∈K2 c e − e∈K1\{e } c e . Clearly, P r[BAD(K 1 , K 2 )] = P r[c e = X]. Recall that, for any x ∈ Z, P r[c e = x] ≤ 1/R. Therefore, if we condition on the value of X, we have:
Let N denote the number of feasible pairs, and let h * ∈ {2, 2, . . . ,q + 1} be such that
. Then:
Finally, if we denote as BAD the event that BAD(K 1 , K 2 ) is true, for some pair of feasible subsets K 1 and K 2 , from the union bound we have:
In the following, we assume R = 2(2qn)q +1 .
Theorem 9. Algorithm MC-stable computes a q-stable weight function with probability at least 1/2. The running time of the algorithm is O(mn log n) and the largest weight is O((2qn)q +1 n 2 ), whereq = min{q, n − 2}.
Proof. The weight function in (2) is normal. Also it follows from Lemma 7 that each back-up edge belongs to L. Since |L| ≤qn, it follows from Lemma 8 that w is q-unbalanced, and therefore q-stable by Theorem 3, with probability at least 1 − (2qn)q +1 /R = 1/2. The largest weight is O((2qn)q +1 n 2 ). The spanning forests can be computed in O(mq) = O(mn) time. All the weights can be assigned in O(m log R) = O(mn log n) time.
Of course, we can reduce the failure probability of MC-stable to any ε > 0, by choosing R = (2qn)q +1 /ε.
A Las-Vegas Algorithm
Algorithm MC-stable can be turned into a Las-Vegas algorithm LV-stable, at the cost of a higher running time.
We recall that a Las-Vegas algorithm is a randomized algorithm which answers correctly deterministically, but whose running time is a random variable. The idea is simply running MC-stable (with R = 2(2qn)q +1 ), and checking whether the weight function w produced is q-unbalanced. If not, the process is iterated.
Theorem 10. Algorithm LV-stable computes a q-stable weight function. The expected running time is O((2qn)q +1 · q 2 log n), and the largest weight is O((2qn)q +1 n 2 ), wherẽ q = min{q, n − 2}.
Proof. The largest weight is O((2qn)q +1 n 2 ) since the same holds deterministically for each execution of MC-stable. By Theorem 9, each execution of MC-stable succeeds with probability at least 1/2, and hence the expected number of iterations is 2. By Theorem 9, each execution of MC-stable takes O(mn log n) time. Checking whether the weight function w produced at some iteration is qunbalanced (and therefore q-stable by Theorem 3) can be done by checking, for each pair {K 1 , K 2 } of non-empty, disjoint subsets of L, with |K 1 | + |K 2 | ≤q + 1, whether w(K 1 ) = w(K 2 ). For each given pair {K 1 , K 2 }, this can be done in time O(q log R) = O(q 2 log n). As we have shown in the proof of Lemma 8, the number of candidate pairs is
. The claim follows.
A Deterministic Algorithm
We now describe how to achieve the same task as LV-stable with a deterministic algorithm DET-stable, by further increasing the running time. The idea is derandomizing MC-stable via the method of conditioned expectation. In more details, the coefficients c e are fixed through the following deterministic procedure. We arbitrarily order the edges e 1 , e 2 , . . . , e l in L, and arbitrarily fix the coefficient of e 1 (say, c e1 = 1). Then there is a sequence of l − 1 iterations. At the beginning of iteration i, for i = 2, . . . , l, the coefficients of edges L i−1 := {e 1 , . . . , e i−1 } are fixed, and at the end of the iteration c ei is fixed as well. The value of c ei is simply set to any value in {1, 2, . . . , R} which satisfies the following:
Note that the q-unbalance property just follows from (3) when i = l.
Theorem 11. Algorithm DET-stable computes a q-stable weight function.
The running time is O((2qn) 2(q+1)q3 n log n), and the largest weight is O((2qn)q +1 n 2 ), whereq = min{q, n − 2}.
Proof. The claim on the largest weight follows from Theorem 10. Checking whether one value c ei satisfies (3) takes O((2qn)q +1q log R) time, since the number of pairs {K 1 , K 2 } is O((2qn)q +1 ), and checking each pair takes O(q log R) time. The number of values checked is O(Rqn), since we have O(qn) edges and O(R) possible values for each edge. Hence the running time is O(Rqn(2qn)q +1q log R) = O((2qn) 2(q+1)q3 n log n). As already observed, if the algorithm halts correctly by setting all the coefficients c ei , i = 2, . . . , l, then the resulting weight function is q-unbalanced (and therefore q-stable).
It remains to show that at each iteration i a value of c ei exists such that c e1 , c e2 , . . . , c ei satisfies (3). The claim holds trivially for i = 2, by choosing c e2 = c e1 . Now assume by induction that the claim holds up to some iteration i ≥ 2, and consider iteration i + 1. We show that a proper coefficient c ei+1 exists via a probabilistic argument. In more detail, we show that, if we choose c ei+1 uniformly at random in {1, 2, . . . , R}, then c ei+1 has the desired property with positive probability; this implies that at least one value in {1, 2, . . . , R} satisfies the claim (deterministically).
Consider two subsets
then, by the inductive hypothesis, e∈K1 c e = e∈K2 c e holds deterministically. So assume that e.g. e i+1 ∈ K 1 . By the same argument as in the proof of Lemma 8, the event e∈K1 c e = e∈K2 c e happens with probability at most 1/R. Furthermore, the number of pairs K 1 , K 2 is at most R/2 given our choice of R. Hence, c e1 , . . . , c ei , c ei+1 satisfy (3) with probability at least 1/2.
One may notice that the running time of DET-stable is exponential in q. This is not the case for the other deterministic algorithm EXP-stable described in Section 2. However, we remark that the weights computed by EXP-stable can be as large as Θ(2 Θ(n 2 ) n), while the value of the weights computed by DET-stable are polynomially bounded in the size of G for q = O(1), and in any case the maximum weight is no larger than
. Our results can be easily extended to the case where zero weights are allowed, i.e. w : E(G) → Z ≥0 . It is enough to change (2) as follows: set to zero the weight of edges in T , and reduce by a factor n the weights of the remaining edges. Similarly, rational weights can be handled by scaling weights by a proper factor.
A Lower Bound on the Largest Weight
As observed before, the weights computed by our algorithms are exponentially large in q. The next theorem shows that this must be the case if we insist on qunbalanced weights.
Theorem 12. For any q ≥ 1 with √ q ∈ Z, there is a graph G such that any normal, q-unbalanced weight function w satisfies:
Proof. Let n ≥ 2 √ q. Consider a graph G consisting of a clique Q of √ q vertices, plus n − √ q vertices of degree one that are adjacent only to some x ∈ Q. Assume by contradiction that, for some normal, q-unbalanced weight function w, w max := max e∈E {w(e)} < ( √ q − 2)!/( √ q − 1).
Choose two vertices u and v in Q. Consider the collection P of simple u-v paths. Note that each path in P takes vertices only from Q. The number of paths in P is at least ( √ q − 2)! > w max · ( √ q − 1), and the weight of any of these paths is an integer number in {1, 2, . . . , w max · ( √ q − 1)}.
It follows that two paths P and P ∈ P have the same weight. Now observe that each edge of Q, and in particular each edge of E(P ) ∪ E(P ), is either a back-up edge, or a tree edge. In fact, let y, z ∈ Q and consider the subgraph H ⊆ G that is obtained by removing from G all the edges of Q, but the edge yz. Since there are less than q edges of G between vertices of Q, H is a q-subgraph. Trivially yz belongs to every shortest path forest of H. Let H ⊆ G be such that V (H) = V (G) and E(H) = (E(P ) \ E(P )) ∪ (E(P ) \ E(P )). Notice that H has a cycle, and therefore an edge e ∈ E(H) does not belong to T (i.e., e is a back-up edge). Without loss of generality assume that e ∈ E(P 1 ). Let K 1 and K 2 be the back-up edges in E(P ) \ E(P ), and E(P ) \ E(P ), respectively. By definition, K 1 ∩ K 2 = ∅ and our previous assumption shows that K 1 = ∅. Now recall that w is normal, so the tree edges have weight 1, while each back-up edge f has weight c f n, with c f a positive integer. It follows that, if e∈E(P ) w(e) = e∈E(P ) w(e), then e∈K1 w(e) = e∈K2 w(e), and, in particular, that K 2 = ∅. But then, K 1 , K 2 is a pair of non-empty, disjoint subsets of back-up edges, with |K 1 | + |K 2 | ≤q + 1, such that e∈K1 w(e) = e∈K2 w(e), a contradiction.
Open Questions. There are many questions left open. Which is, for a given graph G, the smallest value w max (G) such that a q-stable weight function with weights not larger than w max (G) exists? Which is the value of w max (n) := max G:|V (G)|=n {w max (G)}? Is w max (n) = O(n c ), for some constant c independent from q? We know by Theorem 12 that this is not the case if w is normal and q-unbalanced.
Another question is whether a q-stable weight function with w max = w max (G) can be computed efficiently for a given G. We remark that we do not even know how to check that a given weight function is q-stable in polynomial time unless q is constant.
The running time of DET-stable grows exponentially in q. Is there an algorithm producing weights asymptotically not larger than DET-stable, and with running time O(n c ) for some constant c independent of q? Note that this holds for MC-stable, but in that case the algorithm fails with positive probability.
