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We use (121± 1) million Υ (3S) and (98± 1) million Υ (2S) mesons recorded by the BABAR detec-
tor at the PEP-II e+e− collider at SLAC to perform a study of radiative transitions involving the
χbJ(1P, 2P ) states in exclusive decays with µ
+µ−γγ final states. We reconstruct twelve channels in
four cascades using two complementary methods. In the first we identify both signal photon candi-
dates in the Electromagnetic Calorimeter (EMC), employ a calorimeter timing-based technique to
reduce backgrounds, and determine branching-ratio products and fine mass splittings. These results
include the best observational significance yet for the χb0(2P ) → γΥ (2S) and χb0(1P ) → γΥ (1S)
transitions. In the second method, we identify one photon candidate in the EMC and one which
has converted into an e+e− pair due to interaction with detector material, and we measure absolute
product branching fractions. This method is particularly useful for measuring Υ (3S) → γχb1,2(1P )
decays. Additionally, we provide the most up-to-date derived branching fractions, matrix elements
and mass splittings for χb transitions in the bottomonium system. Using a new technique, we also
measure the two lowest-order spin-dependent coefficients in the nonrelativistic QCD Hamiltonian.
PACS numbers: 13.20.Gd, 14.40.Pq, 14.65.Fy
I. INTRODUCTION
The strongly bound bb meson system – bottomonium
– exhibits a rich positronium-like structure that is a lab-
oratory for verifying perturbative and nonperturbative
QCD calculations [1]. Potential models and lattice cal-
culations provide good descriptions of the mass structure
and radiative transitions below the open-flavor threshold.
Precision spectroscopy probes spin-dependent and rela-
tivistic effects. Quark-antiquark potential formulations
have been successful at describing the bottomonium sys-
tem phenomenologically [1]. These potentials are gen-
erally perturbative in the short range in a Coulomb-like
single-gluon exchange, and transition to a linear nonper-
turbative confinement term at larger inter-quark sepa-
ration. The various observed bottomonium states span
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††Also at: Universita` di Sassari, I-07100 Sassari, Italy
‡‡Also at: INFN Sezione di Roma, I-00185 Roma, Italy
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these two regions and so present a unique opportunity to
probe these effective theories.
Radiative transition amplitudes between the long-lived
bottomonium states are described in potential models
in a multipole expansion with leading-order electric and
magnetic dipole – E1 and M1 – terms. The E1 transi-
tions couple the S-wave Υ (nS) states produced in e+e−
collisions to the spin-one P -wave χbJ(mP ) states; sup-
pressed M1 transitions are required to reach the spin-
singlet states such as the ground-state ηb(1S).
The partial width for anE1 transition from initial state
i to final state f is calculated in effective theories us-
ing [2]:
Γi→f =
4
3
e2bαCif (2Jf + 1)E
3
γ |〈nfLf |r|niLi〉|
2, (1)
where eb is the charge of the b quark, α is the fine-
structure constant, Cif is a statistical factor that depends
on the initial- and final-state quantum numbers (equal
to 1/9 for transitions between S and P states), Eγ is the
photon energy in the rest frame of the decaying state,
r is the inter-quark separation, and n, L and J refer to
the principal, orbital angular momentum and total an-
gular momentum quantum numbers, respectively. Mea-
surements of E1 transition rates directly probe potential-
model calculations of the matrix elements and inform rel-
ativistic corrections.
Nonrelativistic QCD (NRQCD) calculations on the lat-
tice have been used with success to describe the bottomo-
nium mass spectrum in the nonperturbative regime [3–7],
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including splittings in the spin-triplet P -wave states due
to spin-orbit and tensor interactions. Experimental split-
ting results can be used as an independent check of the
leading-order spin-dependent coefficients in the NRQCD
Hamiltonian [3, 4].
In the present analysis we measure radiative transition
branching-ratio products and fine splittings in E1 tran-
sitions involving the χbJ (2P ) and χbJ(1P ) spin triplets,
as displayed in Fig. 1. We also provide relevant matrix
elements and NRQCD coefficients for use in relativis-
tic corrections and lattice calculations. These measure-
ments are performed using two different strategies: in the
first, we reconstruct the transition photons using only the
BABAR Electromagnetic Calorimeter (EMC); in the sec-
ond, we consider a complementary set of such transitions
in which one of the photons has converted into an e+e−
pair within detector material.
Following an introduction of the analysis strategy in
Sec. II, we describe relevant BABAR detector and dataset
details in Sec. III. The event reconstruction and selec-
tion, energy spectrum fitting, and the corresponding
uncertainties for the calorimeter-based analysis are de-
scribed in Sec. IV. Sec. V similarly describes the photon-
conversion-based analysis. Finally, we present results in
Sec. VI, and a discussion and summary in Sec. VII.
II. ANALYSIS OVERVIEW
Since the energy resolution of a calorimeter typically
degrades with photon energy, the ∼ 20MeV/c2 mass
splittings of the P -wave bottomonium states are not re-
solvable for the “hard” (>∼ 200MeV) P → S transitions
but have been resolved successfully in “soft” (<∼ 200MeV)
nS → (n−1)P transitions by many experiments, includ-
ing in high-statistics inclusive [8–13] and high-resolution
converted [14, 15] photon spectra. The hard transition
rates are therefore less well-known, particularly for the
J = 0 states, which have large hadronic branching frac-
tions. In particular, the individual J = 0 hard transitions
have been observed only by single experiments [16–18]
and have yet to be confirmed by others. The Υ (3S) →
γχbJ(1P ), χbJ(1P ) → γΥ (1S) transitions are also exper-
imentally difficult to measure because the soft and hard
transition energies are nearly the same, and thus overlap.
Previous measurements of B(Υ (3S)→ γχb1,2(1P )) agree
only marginally [18, 19].
Two methods have been used to disentangle the P -
wave spin states in the hard transitions: inclusive con-
verted photon searches, used in a recent BABAR analy-
sis [19]; and exclusive reconstruction of a two-photon
cascade S → P → S with dileptonic decay of the ter-
minal Υ [16–18, 20–22]. In the first method, excellent
energy resolution is achieved with a significant penalty
in statistics. In the second method, the hard photon
transitions are only indirectly measured, through their
effect on the exclusive process. Here, we follow the lat-
ter strategy in an analysis of E1 transitions between
ϒ(3S)
ϒ(2S)
ϒ(1S)
3S
2P
2S
2S
1P
1S
3S
2P
1S
3S
1P
1S
10.023
9.460
10.355
9.859
9.893χ
bJ
(1P)
10.232
10.259
10.255
9.912
χ
bJ
(2P)
FIG. 1: Schematic representation of the twelve E1 chan-
nels in the four radiative cascades measured in this analy-
sis: 2S → 1P → 1S, 3S → 2P → 2S, 3S → 1P → 1S,
and 3S → 2P → 1S. Each cascade terminates in the anni-
hilation Υ (nS) → µ+µ−, not shown. The numbers give the
masses [23] of the relevant bottomonium states in GeV/c2.
The first and second transitions in each cascade (except the
3S → 1P → 1S) are referred to in the text as “soft” and
“hard” transitions, respectively. Splittings in the photon
spectra for these cascades are due to the mass splittings in
the intermediate states χbJ with J = 0, 1 or 2.
bottomonium states below the open-flavor threshold in
exclusive reconstruction of µ+µ−γγ final states. We
use a large-statistics sample obtained by reconstruct-
ing the two photons in the cascade with the EMC to
measure Υ (2S) → γχbJ(1P ), χbJ (1P ) → γΥ (1S) and
Υ (3S) → γχbJ(2P ), χbJ(2P ) → γΥ (1S, 2S) decays. We
employ a background-reduction technique, new to BABAR
analyses, that utilizes EMC timing information. Further-
more, we reconstruct these same decay chains with one
converted and one calorimeter-identified photon as a con-
firmation, and then extend this analysis to obtain a new
measurement of Υ (3S)→ γχbJ(1P ), χbJ (1P )→ γΥ (1S).
To simplify the notation, we hereinafter refer to
the cascade Υ (2S) → γχbJ(1P ), χbJ(1P ) → γΥ (1S),
Υ (1S) → µ+µ− as 2S → 1P → 1S (and analogously for
other cascades) where the muonic decay of the final state
is implicit. Radiative photons are labeled based on the
states that they connect: γ2S→1P and γ1P→1S for the
example above. Unless noted otherwise all photon ener-
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gies Eγ are in the center-of-mass frame. The cascades
measured in this analysis are shown in Fig. 1.
III. THE BABAR DETECTOR AND DATASET
The BABAR detector is described elsewhere [24], with
the techniques associated with photon conversions de-
scribed in Ref. [19]. Only relevant details regarding the
timing pipeline of the EMC are summarized here.
Energy deposited in one of the 6580 CsI(Tl) crystals
comprising the detector material of the EMC produces a
light pulse that is detected by a photodiode mounted to
the rear of the crystal. After amplification and digitiza-
tion the pulse is copied onto a circular buffer which is read
out upon arrival of a trigger signal. The energy-weighted
mean of the waveform within a window encompassing the
expected time of arrival of pulses is calculated and called
the moment time. This moment time is compared to the
event time – the energy-weighted mean of all bins in the
waveform above a threshold energy – and the pulse is
discarded if the difference between the two times is suffi-
ciently large. For surviving waveforms, the moment time
is bundled with the crystal energy and called a “digi”.
A collection of neighboring digis constitutes a “cluster”
which can be associated with a neutral or charged parti-
cle candidate. The cluster time is a weighted mean of the
digi times for all digis associated with a single cluster.
Particle candidates are called “in-time” if they are part
of an event that generates a trigger. The timing signa-
ture of an EMC cluster associated with an in-time event
should be distinct from those for out-of-time events (pri-
marily “beam” photons originating from interactions be-
tween the beam with stray gas or beam-related equip-
ment, which are uncorrelated in time with events of
physical interest). However, crystal-to-crystal differences
(such as the shaping circuitry or crystal response proper-
ties) cause the quality of the EMC timing information to
be low, and consequently it has been used only rarely to
reject out-of-time backgrounds from non-physics sources.
As a part of this analysis, we perform a calibration and
correction of the EMC timing information. We present
the results of an analysis of the performance of the cor-
rected timing data in Sec. IVA.
The data analyzed include (121±1) million Υ (3S) and
(98±1) million Υ (2S) [25] mesons produced by the PEP-
II asymmetric-energy e+e− collider, corresponding to in-
tegrated luminosities of 27.9±0.2 fb−1 and 13.6±0.1 fb−1,
respectively. Large Monte Carlo (MC) datasets, includ-
ing simulations of the signal and background processes,
are used for determining efficiency ratios and studying
photon line shape behavior. Event production and de-
cays are simulated using Jetset7.4 [26] and EvtGen [27].
We use theoretically predicted helicity amplitudes [28] to
model the angular distribution for each simulated signal
channel, and we simulate the interactions of the final-
state particles with the detector materials with Geant4
[29].
IV. CALORIMETER-BASED ANALYSIS
A. Event selection and reconstruction
Candidate mS → (m − 1)P → nS cascades, with
m > n (that is, all cascades in Fig. 1 except 3S → 1P →
1S), include µ+µ−γγ final states in data obtained at the
Υ (mS) resonance, with both photons reconstructed us-
ing the EMC, and the four-particle invariant mass re-
quired to be within 300MeV/c2 of the nominal Υ (mS)
mass. Photon candidates are required to have a min-
imum laboratory-frame energy of 30MeV and a lateral
moment [30] less than 0.8. A least-squares kinematic fit
of the final-state particles under the signal cascade hy-
pothesis is performed with the collision energy and loca-
tion of the interaction point fixed. The dimuon mass is
constrained to the Υ (nS) mass, and the µ+µ−γγ invari-
ant mass is constrained to the Υ (mS) mass, both taken
from the Particle Data Group [23]. These constraints im-
prove the soft photon resolution and allow better rejec-
tion of background from the decay Υ (mS)→ π0π0Υ (nS),
in which four final-state photons share the energy differ-
ence between the two Υ states, in contrast to the signal
cascade which shares the same energy between only two
photons. At this stage of reconstruction there are often
many cascade candidates in each event; the χ2 proba-
bility from the kinematic fit is used to select the “best”
candidate cascade in each event. The signal yields are
obtained from a fit to the spectrum of the soft photon
energy EmS→(m−1)P in selected candidate cascades.
Based on MC simulation of the soft photon spec-
trum, two significant background processes contribute:
“π0π0” (Υ (mS) → π0π0Υ (nS); Υ (nS) → µ+µ−) and
“µµ(γ)” (continuum µ+µ− production with initial- or
final-state radiation or, rarely, Υ (mS) → µ+µ− with
QED bremsstrahlung photons). Regardless of the physics
process, beam sources dominate the soft photon back-
ground.
To reject beam background we utilize the cluster tim-
ing information of the EMC. This is a novel technique not
used in previous BABAR analyses. We define the EMC
cluster timing difference significance between two clus-
ters 1 and 2 as S1−2 ≡ |t1 − t2|/
√
σ21 + σ
2
2 , where ti are
the cluster times with associated timing uncertainties σi.
For background rejection we require Ssoft−hard < Smax,
where Smax can be interpreted as the maximum allow-
able difference in standard deviations between the EMC
timing of the soft and hard signal photon candidates.
In conjunction with this analysis we have corrected
several large nonuniformities in the EMC timing and cal-
ibrated the timing uncertainties; therefore characteriza-
tion of the accuracy and precision of the timing infor-
mation is required. To this end we use a proxy cascade
mode which provides a precise and independent analog
of the signal mode. Specifically, we reconstruct Υ (2S)→
π0proxyπ
0
spareΥ (1S), Υ (1S) → µ
+µ− cascades with final-
state particles γsoftproxyγ
hard
proxyγ
1
spareγ
2
spareµ
+µ−. The proxy
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FIG. 2: Scatter plot of reconstructed 2S → 1P → 1S events
in the two selection variables Ssoft−hard and cascade kinematic
fit probability for the calorimeter-based analysis. The clus-
ter of in-time and high-probability events in the lower right
corner is from the signal process, with a residue at lower prob-
abilities due to tail events. The lack of structure in the scat-
ter plot confirms the complementarity of these two selections.
Events with Ssoft−hard > 2.0 or fit probability below 10
−5 are
excluded, as shown by the white dashed lines.
π0proxy candidate is reconstructed from the proxy soft pho-
ton γsoftproxy and the proxy hard photon γ
hard
proxy candidates,
which are required to pass the energy selections of the soft
and hard signal photons. To remove mis-labeled cascades
we reject events where the invariant mass of any combina-
tion of one proxy and one spare photon is in the π0 mass
range 100 − 155MeV/c2. A plot of the invariant mass
of the π0proxy candidates now includes only two contribu-
tions: a peak at the nominal π0 mass corresponding to
in-time photon pairs and a continuous background corre-
sponding to out-of-time photon pairs, almost exclusively
the result of γsoftproxy coming from beam background. We
then measure the effect of the timing selection on in-time
and out-of-time clusters by extracting the yields of these
two contributions from fits over a range of Smax values.
We observe that the out-of-time rejection is nearly linear
in Smax and the functional form of the in-time efficiency
is close to the ideal erf(Smax). With an EMC timing
selection of Smax = 2.0 we observe a signal efficiency of
0.92±0.02 and background efficiency of 0.41±0.06 in the
proxy mode, and expect the same in the signal mode.
To choose the “best” signal cascade candidate in an
event we first require that the two photon energies
fall within the windows 40 − 160MeV for 3S → 2P ,
160−280MeV for 2P → 2S, 620−820MeV for 2P → 1S,
40−240MeV for 2S → 1P or 300−480MeV for 1P → 1S.
Of these, only cascades with a timing difference signifi-
cance between the two signal photon candidates below
2.0σ are retained: Ssoft−hard < Smax = 2.0 (3.0σ for
3S → 2P → 1S to compensate for poorly-known tim-
ing uncertainties for higher photon energies). The best
cascade candidate is further required to have a cascade
fit probability in excess of 10−5, rejecting 90% and 82%
of the passing π0π0 and µµ(γ) events according to re-
constructions on MC simulations of those processes. The
large majority of signal events lost in this selection have
anomalously low-energy photon candidates which have
deposited energy in the detector material that is not col-
lected by the calorimeter. Excluding these events lowers
the signal efficiency but improves our ability to disen-
tangle the overlapping signal peaks during fitting. The
highest-probability cascade candidate remaining in each
event is then chosen. Fig. 2 demonstrates the selections
on reconstructed 2S → 1P → 1S cascades.
B. Fitting the photon energy spectra
We extract peak yield ratios and mean energy dif-
ferences from the EmS→(m−1)P spectra using unbinned
maximum likelihood fits with three incoherent overlap-
ping signal components corresponding to the J = 0, 1
and 2 decay channels and a smooth incoherent back-
ground. Simulated signal, and µµ(γ) and π0π0 back-
ground MC collections are subjected to the same recon-
struction and selection criteria as the data, scaled to
expected cross sections, and combined to constitute the
“MC ensemble” which is representative of the expected
relevant data. Qualitative agreement between the MC
ensemble and data spectra is good, although the MC line
shapes deviate from the data line shapes enough that fit
solutions to the individual MC lines cannot be imposed
on the corresponding fits to the data.
A fit to an individual peak from a signal MC collection
requires the flexibility of a double-sided Crystal Ball [32]
fitting function. This function has a Gaussian core of
width σ and mean µ which transitions at points α1 and
α2 to power-law tails with powers n1 and n2 on the low-
and high-energy sides, respectively, with the requirement
that the function and its first derivative are continuous
at the transition points. The background spectrum of
the MC ensemble is described well by the sum of a de-
caying exponential component with power λ and a linear
component with slope a1. The simplest approach to fit-
ting the spectrum is to float both background parameters
λ and a1 and float Gaussian means for the three signal
peaks µ0, µ1 and µ2 separately while sharing the floated
signal shape parameters σ, α1, α2, n1 and n2 between all
three signal peaks. This approach assumes that the line
shape does not vary in the limited photon energy range
of this spectrum. However, fits of this nature on the
MC ensemble spectrum perform poorly, indicating that
line shape variation cannot be ignored. Conversely, fits
with all twenty signal and background parameters float-
ing independently perform equally poorly; in particular,
the J = 0 peak tends to converge to a width well above
or below the detector resolution. A more refined fitting
strategy is required.
To obtain stable fits to the data spectrum, we allow
the parameters σ, α1 and α2 of the dominant J = 1 peak
to float, and we fix the corresponding J = 0 and J = 2
parameters with a linear extrapolation from the J = 1
values using slopes derived from fits to the MC signal
8
spectra. The fit is insensitive to the power of the tails,
so n1 and n2 are fixed to solutions from fits to signal
MC. The background parameters λ and a1 are fixed to
MC solutions but the ratio of background contributions
floats, as does the absolute background yield Nbkg. The
signal component functions are expressed in terms of the
desired observables: signal yield ratios fJ = NJ/N1 and
peak mean offsets δJ = µJ − µ1, which both float in
the fit, as well as the J = 1 yield, N1, and mean, µ1.
Figures 3, 4 and 5 show the results of the fits to the
three data spectra.
C. Systematic studies
We measure branching-ratio products for cascades in-
volving χbJ normalized to the χb1 channel and denote
them FJ/1. In this way we avoid the systematic uncer-
tainty associated with estimating absolute reconstruction
and selection efficiencies, which cancel in the ratio. In
terms of measured values, the exclusive branching ratio
is given by
F
J/1
mS→P (J)→nS =
B(mS → P (J))B(P (J)→ nS)
B(mS → P (1))B(P (1)→ nS)
= fJ
ǫ1
ǫJ
(2)
where ǫJ is the signal efficiency of the J channel and the
measured yield ratio fJ has systematic corrections ap-
plied. The branching fraction of the terminal Υ (nS) →
µ+µ− decay appears in both the numerator and denom-
inator and thus cancels. We also measure the mass split-
tings ∆MJ−1, which are simply equal to the measured
peak energy differences ±δJ with systematic corrections.
In this way we avoid the systematic uncertainties associ-
ated with determining the absolute photon energies. Sys-
tematic effects and uncertainties on the yield ratio fJ ,
line energy differences δJ, and efficiency ratio ǫ1/ǫJ are
discussed below.
Constraining the line shape parameters to fixed linear
slopes introduces unknown systematic biases in the ex-
tracted yield and mean values, resulting in systematic
uncertainties. To measure these uncertainties, a collec-
tion of 50, 000 model spectra is generated that violates
these assumptions; each spectrum is fit with the same fit-
ting procedure as for the data spectrum. The behavior of
the fits to these generic model spectra constrains the un-
certainty of the fit to the data spectrum. The functions
used to generate the model spectra are taken from the
fit to the data spectrum with all parameters varying in
a flat distribution within ±3σ of their fitted values, with
these exceptions: the tail power parameters are varied
in the range 5.0− 100.0 and the parameter slopes, taken
from MC, are varied within ±5σ of their nominal values.
The three peaks are decoupled to violate the single-slope
fitting constraint.
The fitting procedure fails to converge for some of the
generated spectra. These spectra are evidently not suffi-
ciently similar to the data spectrum and can be discarded
without biasing the set of generated spectra. We further
purify the model spectrum collection by rejecting mod-
els with fitted parameters outside ±3σ of the data fit
solution. For the successful fits we define the pull for a
parameter X (N or µ) as (Xgenerated −Xfit)/σX , where
σX is the parameter uncertainty in the fit. We fit a Gaus-
sian function to each pull distribution for the surviving
model fits and observe a modest shift in central value
and increase in width (see Table II). We use this shift
to correct the data fit parameter values, and scale the
parameter uncertainties by the width of the pull distri-
bution. In this way we have used the model spectra to
measure systematic uncertainties and biases associated
with the fitting procedure, and used these to correct the
data fit results.
Two considerations arise in interpreting these scaled
uncertainties. First, statistical and systematic sources
of uncertainty are admixed and cannot be disentangled.
Second, all of the uncertainties are necessarily over-
estimated. However, the overestimation of uncertainty is
smaller than the difference between scaled and unscaled
uncertainty, which is itself much less than one standard
deviation (see Table II). The model spectrum selection
procedure guarantees further that the overestimation is
limited, and in fact further tightening the selections does
not decrease the width of the pull distributions, indicat-
ing convergence. We conclude that the overestimation of
uncertainties is negligible.
The absolute signal efficiencies are a combination of
unknown reconstruction and selection efficiencies with
attendant systematic uncertainties which cancel in the
ratio. The efficiency ratio in Eq. (2) deviates from unity
due to spin-dependent angular distributions in a detector
with non-isotropic acceptance. The signal MC collections
simulate the model-independent angular distributions of
the decay products in the signal cascades for the three
1P spin states [28] as well as the detector response. Un-
certainties in the ratio come from two sources: MC sam-
ple size and the effect of the fit probability selection on
the ratio. We measure the ratio in signal MC and add in
quadrature the standard deviation of the ratio taken over
a variety of fit probability selections as an estimation of
the efficiency ratio uncertainty (see Table I).
V. CONVERTED PHOTON ANALYSIS
A. Event Selection and Reconstruction
In the conversion-based analysis the µ+µ−γγ final
state is reconstructed by requiring one of the photons
to be identified in the EMC and the other to be recon-
structed after converting into an e+e− pair in detector
material. Although it shares the same underlying physics
as the calorimeter-based analysis, the presence of a dis-
placed vertex and lack of calorimeter timing information
necessitate some differences in approach.
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FIG. 3: (a) Fit to the soft photon energy E2S→1P in the 2S → 1P → 1S cascade with individual signal (dot-dashed) and
background (dash) components for the calorimeter-based analysis. The targeted χb0(1P ) signal corresponds to the small bump
on the right; the integral ratio and mean offset of the fit to this peak compared to the J = 1 peak (center), are defined as
f0 and δ0, respectively. Similarly, f2 and δ2 are the integral ratio and mean offset for the fit to the J = 2 peak (left), also
compared to the J = 1 peak. (b) A zoomed-in view of the χb0(1P ) peak on the same energy scale.
TABLE I: MC efficiency ratios for the calorimeter-based anal-
ysis.
Cascade J ǫ1/ǫJ
2S → 1P → 1S 0 1.062 ± 0.009
2 1.013 ± 0.004
3S → 2P → 2S 0 1.059 ± 0.005
2 0.988 ± 0.003
3S → 2P → 1S 0 1.059 ± 0.009
2 1.027 ± 0.009
We reconstruct the Υ (1S, 2S) final states with two
opposite-sign muons within 100 MeV/c2 of the relevant
Υ (nS) mass, satisfying a vertex probability χ2 of greater
than 0.0001. The χbJ(mP ) candidates are formed by con-
straining the Υ (nS) to its nominal mass [23] and adding
a converted photon (as described in detail in Ref. [19]).
The initial Υ (2S, 3S) candidate is reconstructed by com-
bining a calorimeter-identified photon candidate with the
χbJ(mP ) candidate. This photon is required to have a
minimum laboratory-frame energy of 30MeV and lat-
eral moment less than 0.8. The center-of-mass energy
of the calorimeter photon is required to be in the range
300 < Eγ < 550MeV for the 3S → 1P → 1S decay
chain, while for the other transitions it must be within
Eγ(low)−40 < Eγ < Eγ(high)+40MeV, where Eγ(low) and
Eγ(high) represent the lowest and highest energy transi-
tion for the intermediate χbJ(mP ) triplet in question.
Because this reconstruction lacks a sufficient second
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FIG. 4: (a) Fit to the soft photon energy E3S→2P in the 3S → 2P → 2S cascade with individual signal (dot-dashed) and
background (dash) components for the calorimeter-based analysis. (b) A zoomed-in view of the χb0(2P ) peak on the same
energy scale. Discussion of the significance of the J = 0 peak is contained in Section IVC.
EMC timing measurement to take advantage of the
timing-based selection described in Sec.IVA, π0π0 and
µ+µ−(γ) backgrounds, which are also the dominant
background sources for this analysis technique, are re-
duced via more conventional means. The number of
charged-particle tracks in the event, as identified by the
BABAR drift chamber and silicon vertex tracker [24], is
required to be equal to four, incidentally removing all
events used in the calorimeter-based analysis and re-
sulting in mutually exclusive datasets. This selection
also makes this dataset independent from the previous
inclusive converted photon analysis [19], with the only
commonality being shared uncertainties on the lumi-
nosity measurement and the conversion efficiency (de-
scribed in Sec. VC). Events with an initial Υ (nS) mass,
MΥ (nS), in the range 10.285 < MΥ (3S) < 10.395GeV/c
2
or MΥ (2S)(PDG)±40MeV/c
2 are retained. A requirement
that the ratio of the second and zeroth Fox-Wolfram mo-
ments [33] of each event, R2, be less than 0.95 is also ap-
plied. These selection criteria were determined by maxi-
mizing the ratio of expected 3S → 1P → 1S signal events
to the square root of the sum of the expected number of
signal and background events, as determined by MC sim-
ulation.
We calculate the signal efficiency by counting the num-
ber of MC signal events remaining after reconstruction
and the application of event selection criteria. The effi-
ciency is highly dependent upon the conversion photon
energy (as seen in Ref. [19]), and ranges from 0.1% at
Eγ∼200MeV to 0.8% at Eγ∼800MeV. This drop in effi-
ciency at lower energies makes a measurement of the soft
photon transitions impractical with converted photons,
which is why this analysis is restricted to conversion of
the hard photon. Once the full Υ (nS) reconstruction is
considered, the overall efficiency ranges from 0.07−0.90%
depending on the decay chain. While the efficiency for
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the reconstruction with a converted photon is low, this
technique leads to a large improvement in energy reso-
lution from approximately 15MeV to 2.5MeV. This is
necessary in order to disentangle the transition energy
of the hard photon from the overlapping signals for the
3S → 1P → 1S transitions. However, despite this im-
provement in energy resolution, the mass splittings are
not measured with this technique because of line shape
complications described in the following section.
B. Fitting
We use an unbinned maximum likelihood fit to the
hard converted photon spectrum to extract the total
number of events for each signal cascade. In the case
of 3S → 1P → 1S transitions, the first and second tran-
sitions overlap in energy and either photon may be re-
constructed as the converted one. Therefore both com-
ponents are fit simultaneously. Because we analyze the
photon energy in the center-of-mass frame of the ini-
tial Υ (nS) system, the photon spectra from subsequent
boosted decays (e.g. χbJ(mP ) → γΥ (nS)) are affected
by Doppler broadening due to the motion of the parent
state in the center-of-mass frame. Due to this effect, vari-
ation of efficiency over the photon angular distribution,
and a rapidly changing converted photon reconstruction
efficiency, the signal line shapes are most effectively mod-
eled using a kernel estimation of the high statistics MC
samples. This is most relevant for the 3S → 1P → 1S
transitions, which are the focus of this part of the analy-
sis, and for which the signal line shape for the 1P → 1S
transition in 3S → 1P → 1S is so significantly Doppler-
broadened that its shape can be qualitatively described
by the convolution of a step-function with a Crystal Ball
function. Alternative parameterizations using variations
12
TABLE II: Results of systematic studies on 50, 000 model spectra for each of the three signal channels in the calorimeter-based
analysis, with parameter values in units of 10−2 for fJ and MeV for δJ . For the 3S → 2P → 2S and 3S → 2P → 1S analyses
negative- and zero-yield models for the J = 0 peaks are inconsistent with the fit results with a significance of 5.1σ and 2.1σ,
respectively. The efficiency ratio corrections have not been applied.
Cascade Parameter Fit value Pull shift (σ) Pull width (σ) Corrected
2S → 1P → 1S f0 2.83± 0.31 +0.82 1.12 3.09± 0.35
f2 54.8± 1.3 +0.078 1.15 54.9± 1.5
δ0 32.00± 0.91 +0.54 1.03 32.5± 0.93
δ2 −19.00± 0.22 −0.036 1.06 −19.01± 0.24
3S → 2P → 2S f0 1.66± 0.39 +1.5 1.13 2.25± 0.44
f2 47.7± 1.3 −0.47 1.29 47.0± 1.7
δ0 22.60± 0.20 +0.54 1.03 23.7± 2.1
δ2 −13.30± 0.22 −0.036 1.06 −13.3± 0.24
3S → 2P → 1S f0 1.05± 0.52 +1.1 1.44 1.62± 0.75
f2 66.3± 2.3 −0.63 1.27 64.9± 2.9
δ0 21.60± 0.30 +0.80 1.13 24.0± 3.4
δ2 −12.80± 0.22 +0.032 1.03 −12.79± 0.23
of the Crystal Ball function as described in Sec. IVB,
give a good description of the other transition data, but
are reserved for evaluation of systematic uncertainties in
this analysis.
The MC simulation indicates the presence of a smooth
π0π0 and µ+µ−(γ) background below the signal peaks.
This primarily affects the 3S → 2P → (1S, 2S) cascades,
but is also present for 2S → 1P → 1S. The background
is modeled by a Gaussian with a large width and a mean
above the highest transition energy for each triplet. For
3S → 1P → 1S, both photons are hard and therefore
the background is expected to be much smaller, and to
have a flatter distribution. It is modeled with a linear
function.
To allow for potential line shape differences between
the simulation and data, energy scale and resolution ef-
fects are considered both by allowing the individual sig-
nal peak positions to shift and by applying a variable
Gaussian smearing to the line shape. These effects are
determined from the fit to the higher-statistics J = 1
and J = 2 peaks in the 3S → 2P → 1S, 2S and
2S → 1P → 1S analysis energy regions, and the yield-
weighted average for the energy scale shift and resolution
smearing are applied to the 3S → 1P → 1S fit. The ap-
plied peak shift correction is −0.1MeV, with maximal
values ranging from −1.5 to 0.9MeV, and the required
energy resolution smearing is less than 0.2MeV. These
energy scale values are consistent with those found in
the previous, higher-statistics, BABAR inclusive converted
photon analysis [19], and the resolution smearing is small
compared to the predicted resolution, which is of the or-
der of a few MeV.
Figures 6, 7, 8, and 9 show the results of the fits to the
data. Compared to the calorimeter-based analysis, the
statistical uncertainty in the converted-photon analysis
is large and the systematic uncertainties do not readily
cancel. Therefore, we quote the full product of branch-
ing fractions without normalization. The following sec-
tion outlines the systematic uncertainties associated with
these measurements.
C. Systematic Uncertainties
The uncertainty on the luminosity is taken from the
standard BABAR determination [25], which amounts to
0.58% (0.68%) for Υ (3S) (Υ (2S)). The derivation of
branching fractions relies on efficiencies derived from MC
simulation. There are several corrections (e.g. related
to particle identification, reconstruction efficiency, etc.),
with accompanying uncertainties, necessary to bring sim-
ulation and data into agreement. These are determined
separately from this analysis, and are employed gener-
ally by all BABAR analyses. For muon identification, de-
cay chain-dependent correction factors were estimated for
each measurement, and found to be no larger than 1.3%,
with fractional uncertainties of up to 3.3%. An efficiency
uncertainty of 1.8% is used for the calorimeter photon,
and 3.3% for the converted photon with a correction of
3.8% (as determined in Ref. [19]). Uncertainty due to
applying the energy scale shift and resolution smearing
to the 3S → 1P → 1S cascades is estimated by varying
the shift and smearing over the full range of values mea-
sured by the other decay modes. The largest deviations
from the nominal fit yields are taken as the uncertainty.
For the J = 2(1) signal, the values are +2.0−1.7% (
+8.7
−11.5%).
The largest source of systematic uncertainty comes
from the line shape used in the fit. To account for the
possibility that the MC simulation does not represent the
data, the data are refit using double-sided Crystal Ball
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functions for the signal line shapes for all but the low-
statistics 3S → 1P → 1S mode. All of the Crystal Ball
shape parameters are allowed to float in the fit to the data
except for the exponential power in the tail, to which the
final fit result is found to be insensitive. The param-
eters of the background Gaussian function are allowed
to float as well. The difference between the nominal fit
and alternative fit yields is taken as a systematic uncer-
tainty. These values range from 2% to as large as 50%
for the low-yield J = 0 channels. The yield-weighted av-
erage of all these differences is calculated using the non-
3S → 1P → 1S decay modes, and then conservatively
symmetrized and applied to the 3S → 1P → 1S case.
This value is found to be 5.9%.
To test the robustness of the low-statistics 3S → 1P →
1S fit procedure, many thousands of fits were performed
on generated datasets. The output results of these tests,
with signal and background yields and shapes varied,
were compared with the input values. These tests de-
termined a small background-yield-dependent bias at the
level of 0.96 events (2.1%) for J = 2 and 1.8 events (17%)
for J = 1. These values are added to the yields from the
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fit to the data. This correction is much smaller than the
statistical uncertainty.
Finally, converting the full product of branching frac-
tions into its constituents accrues systematic uncertain-
ties from the measured values of the daughter branching
fractions. These are taken from the PDG [23], and can be
as large as 20% for some radiative bottomonium transi-
tions. The particular values used will be stated explicitly
in the text in the following sections as necessary.
VI. RESULTS
Results from this analysis are grouped into three cat-
egories: quantities directly measured (primary results),
useful quantities calculated solely from the primary re-
sults (secondary results), and combinations of the pri-
mary results and relevant results from other analyses
which highlight the usefulness of the high-precision com-
pound primary results (derived results).
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TABLE III: Primary results from the calorimeter- and conversions-based analyses. See Fig. 1 for an explanation of the cascade
and state notation. The first quantity is the branching-ratio product as defined in Eq. 2 from the calorimeter-based analysis.
The second quantity is the fine mass splitting ∆MnPJ−J′ =M
nP
J −M
nP
J′ from the calorimeter-based analysis. The third quantity
is the absolute product branching fraction B including the Υ (ns)→ µ+µ− decay from the conversions-based analysis.
Quantity Cascade or state J Value
F
J/1
cascade 2S → 1P → 1S 0 (3.28± 0.37)%
2 (55.6± 1.6)%
3S → 2P → 2S 0 (2.31± 0.56)%
2 (46.9± 2.0)%
3S → 2P → 1S 0 (1.71± 0.80)%
2 (66.6± 3.0)%
∆M state1−J 1P 0 32.49± 0.93MeV/c
2
2 −19.01± 0.24MeV/c2
2P 0 23.8± 1.7MeV/c2
2 −13.04± 0.26MeV/c2
B(cascade) 2S → 1P (J)→ 1S(→ µ+µ−) 0 (0.29+0.17+0.01−0.14−0.08)× 10
−4
1 (6.86+0.47+0.44−0.45−0.35)× 10
−4
2 (3.63+0.36+0.18−0.34−0.19)× 10
−4
3S → 2P (J)→ 2S(→ µ+µ−) 0 (0.66+0.49+0.20−0.40−0.03)× 10
−4
1 (4.95+0.75+1.01−0.70−0.24)× 10
−4
2 (3.22+0.58+0.16−0.53−0.71)× 10
−4
3S → 2P (J)→ 1S(→ µ+µ−) 0 (0.17+0.15+0.01−0.14−0.12)× 10
−4
1 (3.52+0.28+0.17−0.27−0.18)× 10
−4
2 (1.95+0.22+0.10−0.21−0.16)× 10
−4
3S → 1P (J)→ 1S(→ µ+µ−) 1 (1.16+0.78+0.14−0.67−0.16)× 10
−5
2 (4.68+0.99−0.92 ± 0.37)× 10
−5
A. Primary results
We present all primary results from the calorimeter-
and conversions-based analyses in Table III. These in-
clude three measured quantities. First, the branching-
ratio product F , defined in Eq. (2), from the calorimeter-
based analysis. Second, mass splittings ∆MnPJ−J′ =
MnPJ −M
nP
J′ from the calorimeter-based analysis, where
in the 2P case we have combined the splittings from the
two 3S cascades to obtain an inverse-variance-weighted
mean. Third, from the conversions-based analysis we in-
clude absolute branching-fraction products B (with sta-
tistical and systematic uncertainties), including the de-
cay of Υ → µ+µ− .
B. Secondary results: Fine structure parameters
for potential models
The spin-dependent forces in quarkonium interac-
tions arise as spin-orbit and tensor terms in the quark-
antiquark potential [35]:
VSD = aL · S+ bS12, (3)
where S12 = 6(S1 · rˆ)(S2 · rˆ)− 2S1 · S2. The coefficients
a and b are interpreted as arising from scalar and vec-
tor fields, corresponding to the long-range confinement
(linear) and short-range gluon-exchange (Coulomb-like)
terms in the potential.
The masses of the triplet P states are split from
the spin-weighted center of mass MnP =
1
9 (MnP (0) +
3MnP (1) + 5MnP (2)) according to:
MnP (J) = MnP + a 〈L · S〉+ b 〈S12〉 . (4)
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For the triplet P -wave states {χb0, χb1, χb2} the ex-
pectation values are 〈L · S〉 = {−2,−1, 1}, 〈S12〉 =
{−4, 2,−2/5} [31]. The spin-spin term 〈S1 · S2〉 =
{1/4, 1/4, 1/4} does not differentiate between the χbJ
states and therefore is ignored.
We cast these parameters in terms of mass splittings
∆M1−0 and ∆M2−1 using the above matrix elements,
thus bypassing the systematic uncertainties associated
with absolute masses which are typically used:
a =
1
6
(
∆M1−0 +
5
2
∆M2−1
)
, (5)
b =
5
72
(2∆M1−0 −∆M2−1) . (6)
This formulation provides an advantage in constraining
the fine splitting parameters in potential models. Fre-
quently the ratio
Rχ =
2a− 125 b
a+ 6b
=
∆M2−1
∆M1−0
(7)
has been used as a convenient parameter to probe the-
oretical predictions in a way that is sensitive to the un-
derlying models [2]. This allows a cancellation of experi-
mental mass determination systematic uncertainties but
is not sufficient to determine a and b independently.
Previous measurements of these ratios have not been
in universal agreement. A persistent question is whether
Rχ(2P ) > Rχ(1P ), which is contrary to most models but
consistent with many of the experimental determinations
(see Table IV). We report measurements of the param-
eters a, b and Rχ in Table IV using the primary results
from the EMC-based analysis, and we find weak evidence
(0.8σ) that Rχ(1P ) is larger than Rχ(2P ).
C. Secondary results: Spin-dependent coefficients
for lattice NRQCD
Analogous to the discussion in the previous section,
the leading order spin-dependent terms in the NRQCD
Hamiltonian used in lattice calculations are parametrized
by the coefficients c3 and c4 (which are simply related to
a and b). The argument in the lattice literature has uti-
lized cancellation of the spin-orbit and tensor expectation
values shown previously to isolate c3 in the χbJ (nP ) mass
combination
−2MnP (0) − 3MnP (1) + 5MnP (2) (8)
with no c4 contribution. Similarly, the combination
2MnP (0) − 3MnP (1) +MnP (2) (9)
is proportional to the tensor coefficient c24 and indepen-
dent of c3 [3, 4, 31]. The P -wave splittings in bottomo-
nium therefore can provide a very clean check of the dom-
inant spin-dependent terms which are useful in a wide
array of NRQCD problems. We recast the above mass
combinations in terms of the mass splittings ∆M1−0 and
∆M2−1 to avoid the systematic uncertainty associated
with calculating the absolute mass. For the spin-orbit
term we obtain
−2∆M1−0 − 5∆M2−1 = 12a (10)
for which we measure values of (160.0± 2.2)MeV/c2 and
(112.7± 3.8)MeV/c2 for the 1P and 2P triplets, respec-
tively. The tensor term becomes
−2∆M1−0 +∆M2−1 = −
72
5
b (11)
for which we measure (−46.0±1.9)MeV/c2 and (−34.5±
3.5)MeV/c2 for 1P and 2P , respectively.
D. Derived results: Branching fractions
Tables V, VI, and VII show the derived branching frac-
tions using results from the 2S → 1P → 1S, 3S → 2P →
2S and 3S → 2P → 1S calorimeter- and conversion-
based analyses. These derived results are provided as a
service in order to present the most up-to-date branching
fractions using the highest quality results from multiple
external sources in combination with the primary results
from this analysis. Only the primary and secondary re-
sults in the previous sections should be cited as direct
measurements from this analysis. We provide details in
this section to allow reproduction of our derived values.
The base measurements with the lowest uncertainty
are F for the calorimeter-based analysis and B(mS →
nP ) · B(nP → pS) · B(pS → µ+µ−) for the conversion-
based analysis. The data used to obtain the primary
results from the two analyses are complementary and
share no systematic uncertainties; therefore we com-
bine results with a standard inverse-variance-weighted
mean. To derive the remaining results from these mea-
sured values, the world averages for B(mS → nP ) and
B(nP → pS) were recalculated using the method pre-
scribed by the PDG [23]. In doing so, the measured val-
ues from experiments that measured the full exclusive
decay chain were taken from the original source mate-
rial and rescaled using the most up-to-date B(Υ (pS) →
ℓ+ℓ−) and B(mS → nP ) daughter branching fractions
[23]. For 3S → 2P → 2S and 3S → 2P → 1S we use
Refs. [17, 19, 22, 34], and for 2S → 1P → 1S we use
Refs. [18–21]. In the case of the 3S → 1P → 1S transi-
tions, shown in Table VIII, the best B(1P → 1S) values
are calculated by including the results from the other
measurements in this experiment in Table V in the over-
all average to find B(1P (2) → 1S) = (18.7 ± 1.1)% and
B(1P (1) → 1S) = (35.0 ± 2.3)%. Systematic and sta-
tistical uncertainties are summed in quadrature; in cases
where the positive and negative uncertainties differ we
select the higher of the two with negligible effect.
The strategy employed in the calorimeter-based anal-
ysis aims specifically at reaching the 1P (0) → 1S,
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TABLE IV: Comparison of fine splitting parameters in the 1P and 2P systems. Results are compared to Besson and Skwar-
nicki [2] in column 4 and two more-recent measurements where these parameters were explicitly reported. See Besson and
Skwarnicki [2] for a comparison of a large number of theoretical predictions.
Parameter nP This analysis Ref. [2] CLEO 2005 [13] CLEO 1999 [12]
a(MeV) 1P 13.34± 0.18 14.2± 0.8
2P 9.40± 0.31 9.4± 0.2
b(MeV) 1P 3.19± 0.13 3.0± 0.3
2P 2.39± 0.25 2.3± 0.1
Rχ 1P 0.585± 0.018 0.65± 0.03 0.574± 0.012 0.54± 0.03
2P 0.549± 0.042 0.58± 0.01 0.584± 0.014
2P (0)→ 2S and 2P (0)→ 1S transitions, which we have
seen with significances of 8.9, 5.9 and 2.1σ. The primary
result of the conversion-based analysis is the measure-
ment of 3S → 1P → 1S. The results are in good agree-
ment with both the previous CLEO [18] and BABAR [19]
results, with central values falling between those mea-
surements (albeit with larger overall uncertainties). All
other derived branching fractions are largely consistent
with previous results.
E. Derived results: electric dipole matrix elements
In the nonrelativistic limit the E1 matrix elements of
Eq. (1) depend only on the primary and orbital quantum
numbers n and L; ratios of matrix elements for two tran-
sitions that differ only in spin are thus convenient probes
of relativistic corrections. We use the derived branching
ratios from the previous section to calculate matrix ele-
ment ratios with the J = 1 element in the denominator:
|〈fJ |r|iJ 〉|
2
|〈f1|r|i1〉|2
=
3
2Jf + 1
E31
E3J
B(iJ → fJ)
B(i1 → f1)
=
3
2J + 1
(
1−
∆MJ−1
E1
)−3
B(iJ → fJ)
B(i1 → f1)
(12)
where in the last line we have recast the absolute photon
energies in reference to the J = 1 energy and the mea-
sured mass splittings to minimize uncertainties; ∆MJ−1
is −∆M1−0 or ∆M2−1, depending on the ratio consid-
ered.
The calculation of the matrix element ratios requires
branching ratios which we do not explicitly measure. In-
stead we use the best available branching fractions as
shown in Tables V, VI, VII. Similarly for the absolute
line energies we calculate the spin-weighted center of en-
ergy for the 1P and 2P states µmP and the spin-weighted
center of massMmP from PDG [23] masses similarly. We
derive all line energies using EJ = MmP ± (µmP − µJ)
where the sign depends on the transition. The derived
line energies are shown in Table IX, although only the
J = 1 values are used in the matrix element ratio calcu-
lations, shown in Table X.
VII. DISCUSSION
We have presented an array of primary (Ta-
ble III), secondary and derived spectroscopic results (Ta-
bles V, VI, VII, VIII) comprising a comprehensive study
of electric dipole transitions between the Υ (1S, 2S, 3S)
and χbJ (1P, 2P ) bottomonium states. These results in-
clude weak evidence for the χb0(2P ) → γΥ (1S) transi-
tion and the best observational significance yet for the
χb0(2P ) → γΥ (2S) and χb0(1P ) → γΥ (1S) transitions,
along with determinations of splitting parameter values
(Table IV) and a calculation of spin-dependent matrix
element ratios (Table X).
The results for B(Υ (3S) → γχbJ(1P )) are consistent
with both previous measurements from CLEO [18] and
BABAR [19], whose level of disagreement is reduced to less
than 2σ when the branching fractions are recalculated
using the best overall averages with input from this anal-
ysis. The unusual B(Υ (3S) → γχb2(1P )) > B(Υ (3S) →
γχb1(1P )) > B(Υ (3S) → γχb0(1P )) pattern for the de-
cay rate is seen here, in agreement with recent theoretical
predictions [7].
We see variations in the matrix element ratios at
the level of one to two standard deviations, as shown
in Table X for several ratios, and a slightly greater
than 3σ deviation from unity for the (Υ (3S) →
γχb0(2P ))/(Υ (3S)→ γχb1(2P )) ratio. These results are
competitive with previous analyses, particularly for the
2/1 ratios.
The splitting parameter measurements in Table IV are
competitive and largely consistent with previous results.
Our value for the splitting ratio Rχ(1P ) supports the
most-recent CLEO results [12, 13] and is almost 2σ be-
low the 1993 world average [2]. Our measurements of
the NRQCD parameters c3 and c4 are competitive with
world-averages commonly used, with a distinct improve-
ment in the determination of c4.
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Inclusive analyses are better suited for the mass split-
ting and Υ (3S) → γχbJ(2P ) matrix element measure-
ments and we suggest such an analysis using the relative-
energy techniques we have presented, to target high-
precision measurements of these quantities with explicit
determinations of a, b, c3 and c4.
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TABLE V: Summary of primary and derived results from the 2S → 1P → 1S analysis. Columns 2 and 3 contain the results
from the calorimeter-based and converted photon analyses, with combined results in column 4. The significance of the derived
quantities for this analysis is shown in column 5. For comparison purposes, the final column gives the global average determined
from our rescaling and combination of previous results, as described in the text.
Measured Quantity BABAR Measurement (10−2) (σ) Previous
EMC Converted Combined Average (10−2)
B(2S → 1P (0)) 4.42± 1.04 6.8± 4.1 4.6± 1.0 4.5 3.8± 0.4
B(2S → 1P (1)) 7.20± 0.65 8.16± 0.97 7.50± 0.54 14 6.9± 0.4
B(2S → 1P (2)) 6.85± 0.58 7.7± 1.0 7.06± 0.51 14 7.15± 0.35
B(1P (0) → 1S) 2.02± 0.32 3.1± 1.8 2.06± 0.32 6.5 1.73± 0.35
B(1P (1) → 1S) 35.4± 2.8 40.1± 4.5 36.7± 2.4 15 33.9± 2.4
B(1P (2) → 1S) 18.2± 1.3 20.5± 2.5 18.7± 1.1 16 19.0± 1.3
B(2S → 1P (0))/B(2S → 1P (1)) 64.1± 15.5 84± 50 66± 15 4.4 55.1± 6.6
B(2S → 1P (2))/B(2S → 1P (1)) 99.3± 10.2 94± 15 97.8± 8.5 12 103.6± 7.9
B(1P (0) → 1S)/B(1P (1) → 1S) 5.96± 0.98 7.8± 4.5 6.04± 0.96 6.3 5.12± 1.09
B(1P (2) → 1S)/B(1P (1) → 1S) 53.7± 4.4 51.1± 7.6 53.0± 3.8 14 56.0± 5.5
B(2S → 1P (0)) · B(1P (0) → 1S) 0.0767± 0.0092 0.118± 0.066 0.0775± 0.0091 8.5 0.066± 0.011
B(2S → 1P (1)) · B(1P (1) → 1S) 2.44± 0.14 2.77± 0.26 2.51± 0.12 21 2.339± 0.097
B(2S → 1P (2)) · B(1P (2) → 1S) 1.30± 0.07 1.46± 0.17 1.32± 0.061 22 1.357± 0.064
F
0/1(2S → 1P → 1S) 3.28± 0.37 4.3± 2.4 3.30± 0.37 9.0 2.89± 0.52
F
2/1(2S → 1P → 1S) 55.6± 1.6 52.9± 7.9 55.5± 1.6 35 58.3± 4.7
TABLE VI: Summary of primary and derived results from the 3S → 2P → 2S analysis. See the caption of Table V for details.
Measured Quantity BABAR Measurement (10−2) (σ) Previous
EMC Converted Combined Average (10−2)
B(3S → 2P (0)) 4.5± 1.7 20± 17 4.6± 1.7 2.7 5.9± 0.6
B(3S → 2P (1)) 14.7± 2.6 14.1± 4.4 14.5± 2.2 6.6 12.6± 1.2
B(3S → 2P (2)) 11.2± 2.2 17.4± 5.6 12.0± 2.0 6.0 13.1± 1.6
B(2P (0) → 2S) 1.29± 0.30 5.8± 4.7 1.31± 0.30 4.4 1.71± 0.56
B(2P (1) → 2S) 21.2± 2.8 20.3± 5.8 21.1± 2.5 8.5 18.2± 2.8
B(2P (2) → 2S) 8.2± 1.8 12.7± 4.0 9.0± 1.7 5.4 9.6± 1.4
B(3S → 2P (0))/B(3S → 2P (1)) 35± 14 143± 130 37± 14 2.6 46.8± 6.5
B(3S → 2P (2))/B(3S → 2P (1)) 89± 19 124± 46 94± 18 5.3 104± 16
B(2P (0) → 2S)/B(2P (1) → 2S) 7.1± 1.5 29± 24 7.2± 1.5 4.6 9.4± 3.4
B(2P (2) → 2S)/B(2P (1) → 2S) 45.1± 7.2 63± 22 46.9± 6.9 6.8 53± 11
B(3S → 2P (0)) · B(2P (0) → 2S) 0.076± 0.016 0.34± 0.27 0.077± 0.016 4.9 0.101± 0.032
B(3S → 2P (1)) · B(2P (1) → 2S) 2.68± 0.24 2.56± 0.69 2.66± 0.22 12 2.30± 0.27
B(3S → 2P (2)) · B(2P (2) → 2S) 1.08± 0.14 1.67± 0.48 1.12± 0.13 8.6 1.255± 0.097
F
0/1(3S → 2P → 2S) 3.31± 0.56 13± 11 3.33± 0.56 6.0 4.4± 1.5
F
2/1(3S → 2P → 2S) 46.9± 2.0 65± 26 47.0± 2.0 24 54.7± 7.7
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TABLE VII: Summary of primary and derived results from the 3S → 2P → 1S analysis. See the caption of Table V for details.
Measured Quantity BABAR Measurement (10−2) (σ) Previous
EMC Converted Combined Average (10−2)
B(3S → 2P (0)) 2.0± 1.7 6.5± 8.5 2.2± 1.6 1.3 5.9± 0.6
B(3S → 2P (1)) 13.7± 1.7 14.8± 2.1 14.1± 1.4 10.5 12.6± 1.2
B(3S → 2P (2)) 12.0± 1.7 11.7± 2.2 11.9± 1.4 8.7 13.1± 1.6
B(2P (0) → 1S) 0.35± 0.17 1.1± 1.3 0.37± 0.17 2.2 1.04± 0.72
B(2P (1) → 1S) 10.5± 1.2 11.3± 1.5 10.78± 0.94 11.4 9.6± 1.1
B(2P (2) → 1S) 6.16± 0.88 6.0± 1.1 6.10± 0.69 8.9 6.71± 0.87
B(3S → 2P (0))/B(3S → 2P (1)) 16± 13 44± 57 17± 13 1.3 46.8± 6.5
B(3S → 2P (2))/B(3S → 2P (1)) 95± 17 79± 18 88± 12 7.2 104± 16
B(2P (0) → 1S)/B(2P (1) → 1S) 3.7± 1.8 10± 11 3.8± 1.8 2.2 10.8± 7.6
B(2P (2) → 1S)/B(2P (1) → 1S) 64± 10 53± 11 59.2± 7.7 7.7 70± 12
B(3S → 2P (0)) · B(2P (0) → 1S) 0.0207± 0.0097 0.067± 0.075 0.021± 0.010 2.2 0.061± 0.042
B(3S → 2P (1)) · B(2P (1) → 1S) 1.320± 0.085 1.42± 0.14 1.348± 0.072 19 1.21± 0.049
B(3S → 2P (2)) · B(2P (2) → 1S) 0.807± 0.057 0.79± 0.11 0.803± 0.050 16 0.879± 0.040
F
0/1(3S → 2P → 1S) 1.71± 0.80 4.7± 5.3 1.78± 0.79 2.2 5.1± 3.5
F
2/1(3S → 2P → 1S) 66.6± 3.0 55.4± 9.3 65.5± 2.9 23 72.6± 4.4
TABLE VIII: Summary of the results from the 3S → 1P → 1S analysis in comparison to other measurements. Values for
B(3S → 1P ) have been rescaled using our best averages for B(1P → 1S).
Measured Quantity This work CLEO [18] BABAR 2011 [19]
(10−5)
B(3S → 1P (1) → 1S(→ µ+µ−)) 1.16+0.79−0.68 1.33 ± 0.38
B(3S → 1P (2) → 1S(→ µ+µ−)) 4.68+1.06−0.99 3.56 ± 0.57
(10−3)
B(3S → 1P (1)) 1.3+0.9−0.8 1.60 ± 0.47 0.5
+0.4
−0.3
B(3S → 1P (2)) 10.1+2.5−2.3 7.76 ± 1.35 10.5
+0.8
−0.7
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TABLE IX: Photon energies in the parent rest frame for transitions measured in this analysis, calculated by correcting the
spin-weighted average of Gaussian means µJ to the correct average as calculated from PDG masses [23]. Only J = 1 values
and mass splittings are used for the matrix element ratio calculations according to Eq. (12).
Transition Eγ(MeV)
2S→ 1P(0) 162.8± 1.0
2S→ 1P(1) 130.34± 0.45
2S→ 1P(2) 111.33± 0.49
3S→ 2P(0) 123.4± 1.8
3S→ 2P(1) 99.61± 0.64
3S→ 2P(2) 86.59± 0.66
1P(0)→ 1S 400.1± 1.0
1P(1)→ 1S 432.62± 0.45
1P(2)→ 1S 451.63± 0.49
2P(0)→ 2S 208.6± 1.8
2P(1)→ 2S 232.44± 0.51
2P(2)→ 2S 245.35± 0.53
2P(0)→ 1S 771.5± 1.8
2P(1)→ 1S 795.29± 0.48
2P(2)→ 1S 808.31± 0.50
TABLE X: Matrix element ratios derived using combined results from this analysis from Tables V, VI and VII. Column four
contains the world averages as of 1993 from Besson and Skwarnicki [2] while column five contains CLEO [12] and CLEO-III
[34] results.
niLi(Ji)→ nfLf (Jf )
n′iL
′
i(J
′
i)→ n
′
fL
′
f (J
′
f )
|〈nfLf (Jf )|r|niLi(Ji)〉|
2
|〈n′fL
′
f (J
′
f )|r|n
′
iL
′
i(J
′
i)〉|
2
σ from unity Ref. [2] Refs. [12] and [34]
3S → 2P (0)
3S → 2P (1)
0.39± 0.18 −3.4 0.74 ± 0.06
3S → 2P (2)
3S → 2P (1)
0.85± 0.13 −1.2 1.17 ± 0.04
2S → 1P (0)
2S → 1P (1)
1.01± 0.24 0 0.95 ± 0.16 0.75± 0.28
2S → 1P (2)
2S → 1P (1)
0.941 ± 0.089 −0.7 0.92 ± 0.11 1.02± 0.11
2P (0) → 1S
2P (0) → 2S
/2P (1)→ 1S
2P (1)→ 2S
0.43± 0.23 −2.5 0.37± 0.3
2P (2) → 1S
2P (2) → 2S
/2P (1)→ 1S
2P (1)→ 2S
1.49± 0.39 +1.3 1.33 ± 0.26 1.21± 0.06
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