We describe an interior-point algorithm for monotone linear complementarity problems in which primal-dual a ne scaling is used to generate the search directions. The algorithm is shown to have global and superlinear convergence with Q-order up to (but not including) two. The technique is shown to be consistent with a potential-reduction algorithm, yielding the rst potential-reduction algorithm that is both globally and superlinearly convergent.
2
In this paper, we discuss superlinearly convergent primal-dual a ne scaling methods for solving the monotone LCP. This problem consists of nding a vector pair (x; y) 2 IR n IR n such that y = Mx + q; (1a) x 0; y 0; (1b) x T y = 0;
where q 2 IR n , and M 2 IR n n is positive semide nite. In subsequent discussion, we say that a point (x; y) is feasible if it satis es the equations (1a) and (1b), and strictly feasible if (1a) and (1b) are satis ed with x > 0, y > 0. We refer to (x; y) as a solution only if all three conditions in (1) hold. Previous superlinearly convergent algorithms for (1) have required all iterates to belong to a neighborhood of the central path de ned by either n (x; y) strictly feasible j x i y i (x T y) 1+ ; 8i = 1; : : : ; n o : (2) Clearly, N( ; ) is equal to the neighborhood N ?1 (1 ? n ) when = 0. The parameters and that de ne N( ; ) do not need to be changed as the solution is approached to obtain rapid local convergence. In this respect, the neighborhood (2) di ers from N 2 and N ?1 , which need to be expanded during the nal stages of the algorithm to achieve superlinear convergence (see Ye 17 ], Ye and Anstreicher 18]). Our algorithm uses primal-dual a ne scaling search directions. These directions are simply Newton steps for the system of nonlinear equations formed by (1a) and the complementarity condition XY e = 0. Because of the connection to Newton's method, we would expect such an algorithm to be quadratically convergent if started close to a unique nondegenerate solution and allowed to take full steps. In this paper, we show that by judicious choice of the step size, all iterates will remain in N( ; ) while simultaneously achieving fast local convergence. Depending on the choice of , the Q-order of the local convergence can lie anywhere in the range (1; 2). Moreover, our nondegeneracy assumption requires only that one of the solutions (x ; y ) has x + y > 0, not that the solution is unique.
In Section 2, we de ne the search directions and nd bounds on the components of these directions, in terms of the complementarity gap x T y and the parameters and that de ne the neighborhood N( ; ). We pay special attention to the case of M skew-symmetric, which occurs when (1) is derived from a linear programming problem. In this case, the bounds on the search directions are a little tighter and are global; that is, they hold everywhere in the relative interior of the set of feasible points and not just in the neighborhood N( ; ). In Section 3, we show that a speci c choice of step length yields a globally and superlinearly convergent algorithm. For particular choices of the parameter , the number of iterates is polynomial in the size of the problem. Finally, in Section 4, we show that the algorithm of Section 3 is consistent with a potential reduction algorithm based on the Tanabe-Todd-Ye potential function q (x; y) = q log x T y ? n X i=1 log x i y i ; (q > n); (3) where an Armijo line search with a well-chosen initial trial step length is used. The resulting algorithm is again globally and superlinearly convergent. Tun cel 16] introduced an algorithm for linear programming that uses a ne scaling search directions in conjunction with a penalty function of the form (x; y) = ( + 1) log(x T y=n) ? log(min j fx j y j g); (4) for > 0.
Step lengths are chosen to keep constant from iteration to iteration. This function is closely related to our neighborhood N( ; ) since (x; y) 2 N( ; ) , (x; y) ? log ? (1 + ) log n:
Tun cel 16] proves global convergence but has no superlinear convergence result. In Section 5, we prove as a consequence of our results that Tun cel's method is superlinear for 2 (0; 1).
Mizuno and Nagasawa 9] describe a method for linear programming which also uses a ne scaling search directions and the potential function (3). They prove complexity results for an algorithm that takes a steplength greater than a speci ed minimum value (de ned by a formula not unlike our (35)) which does not increase (3 
Technical Results
In this section, we state our assumptions and derive bounds on components of the iterates (x k ; y k ) and the steps ( x k ; y k ) for k = 0; 1; . It is assumed throughout that (x k ; y k ) lies in the neighborhood N( ; ).
We make use of the following assumptions. The rst assumption is implicit throughout the paper; the second is invoked explicitly where needed.
Assumption 1 (Existence of a strictly feasible point) The set of strictly feasible points for (1) is nonempty.
Assumption 2 (Nondegeneracy) There exists a solution (x ; y ) of (1) such that x +y > 0.
When (x ; y ) is the vector pair from Assumption 2, we can de ne a partition (B; N) of f1; : : : ; ng by B = fi j x i > 0g; N = fi j s i > 0g:
It is easy to show that all solutions to (1) have x N = 0 and y B = 0. We consider in this paper the following class of primal-dual a ne scaling algorithms. 
Proof. We rst show that jf T wj + khk 1 Hence, since D > 0, the result follows. Clearly the inequality (7) holds in this case. In the remainder of the proof we show that L can be chosen such that (7) also holds for nonzero solutions to (6) . 
Combining (11) and (12), we have jw k j j > kŵ k k 1 ; 8j 2 J ; 8k K:
From this relation and the fact thatŵ k satis es (10c), we obtain
Hence, sinceŵ k satis es (10a), we have f Tŵk + 1 2 kD kŵk k 2 < f T w k + 1 2 kD k w k k 2 ; 8k K: (13) This relation together with the fact thatŵ k satis es (10b) contradicts the assertion that w k is an optimal solution of (6) The following two lemmas lay the foundations for a global bound on ( x; y) which is found in Theorem 2.5. 
where D X 1=2 Y ?1=2 . Proof. From (5b), ( x; y) is clearly feasible for (14) . It remains to verify that the optimality conditions hold, that is, q + D ?2 x = M T u; D 2 y = ?u; (15) for some u 2 IR n . By using relations (5a), (5b), and (1a) Lemma 2.4 Assume that M in (1) is skew-symmetric. Let a strictly feasible point (x; y) be given, and consider the solution ( x; y) of (5). Then, q T x = x T y = ?q T x: (16) Proof. We have q T x = (y ? Mx) T x = y T x ? x T Mx = y T x; where the last equality is due to fact that M = ?M T . Using this fact again, together with (5a) and (1a), we obtain
Theorem 2.5 Assume that M = ?M T . Then, for every strictly feasible point (x; y), the solution ( x; y) of (5) satis es k( x; y)k 1 ?C 1 q T x = C 1 x T y; (17) where C 1 0 is a constant independent of (x; y).
Proof. The bound follows directly from Lemmas 2.2, 2.3, and 2.4. We stress that this result holds when (x; y) is any strictly feasible point, not just when (x; y) lies in the neighborhood N( ; ). An interesting consequence of this result is that the sequence f(x k ; y k )g generated by Algorithm PDA when M is skew-symmetric always converges, regardless of the choice of step sizes f k g, though not necessarily to a solution of (1) . We o er a formal proof as our next result. Corollary 2.6 Assume that M = ?M T . Then the sequence f(x k ; y k )g generated by Algorithm PDA converges.
Proof. From (5) and the skew-symmetry of M, we have
Hence, by Lemma 2.4, the sequence fx k T y k g = fq T x k g is monotonically decreasing and bounded below by zero and therefore convergent. Using Theorem 2.5, we obtain
Since the sequence fq T x k g is convergent, the above relation implies that fx k g is a Cauchy sequence and therefore convergent. Therefore fy k g = fMx k + qg is also convergent, and we have the result.
We now turn to the case of general positive semide nite matrices M. We start with the following technical result which provides bounds on several quantities involving the direction ( x; y). Its proof is well known and can be found in several papers (see for example Kojima We next state some simple results concerning boundedness of certain components of (x; y) and ( x; y). where the last equality is due to the fact that x T y = 0. Hence, x T y x T y, which implies that x i (x T y)=y i ; 8i 2 N: Similarly, we obtain y i (x T y)=x i ; 8i 2 B; and the result follows by choosing r to be the smallest component of (x B ; y N ).
Lemma 2.9 Suppose that Assumption 2 holds and that 0 and > 0 are given. Then for any (x; y) 2 N( ; ) with corresponding ( x; y) de ned by (5) We note that the result of Lemma 2.11 with = 0 is slightly stronger than the one obtained by Ye and Anstreicher 18, Theorem 3.6] in the sense that the constant C 2 does not depend on the size of (x; y). Lemma 2.2 plays a crucial role in deriving this stronger version.
We can now merge the results of Theorem 2.5 with Lemmas 2.9 and 2.11 to obtain the following theorem. 
The Basic Algorithm
In this section, we develop a special version of a primal-dual a ne scaling algorithm for which all iterates lie in a neighborhood N( ; ), for some > 0 and > 0. We show that when 2 (0; 1=2) ( 2 (0; 1), if M is skew-symmetric), the algorithm is superlinearly convergent with q-order equal to 2 ? 2 (respectively, 2 ? ). We also derive a bound on the number of iterations to reduce the duality gap below a speci ed tolerance. For certain choices of , the algorithm is shown to have a polynomial bound on the total number of iterations.
The following notation and de nitions will be used in the remainder of the paper. Given the strictly feasible point (x; y) and the search direction ( x; y) from (5) where we assume that the maximum over the empty set is 0. We use k and k for the values of and at (x; y) = (x k ; y k ) and ( x; y) = ( x k ; y k ). Hence, the converse is proved, and so (d) holds. Clearly, (27) implies statement (a).
Since (x; y) 2 N( ; ), we have x i y i (x T y) 1+ ; 8i = 1; ; n:
Using this relation together with Lemma 3.1(b) and statement (a), we obtain Proof. Consider the constant C 4 as in the statement of Theorem 2.12, and de ne C = 3C 2 4 .
We will show that C ful lls the requirements of the lemma. For any (x; y) 2 N( ; ), Theorem Proof. First, we observe that there is an index K 0 with x K i y K i = 0 for all i = 1; ; n if and only if (x K+1 ; y K+1 ) is a solution of (1) (see Lemma 3.1(d)). Moreover, using the proof of statement (b) below, one can easily see that if such an index K exists, then it must be of the order in (36). We will henceforth assume that nite termination does not occur and so for all k 0, there is at least one i = 1; ; n such that x k i y k Assuming that x k T y k , we now seek bounds on k and k that are independent of the somewhat murky constant C. Using Lemma 2.7(a) and the fact that (x k ; y k ) 2 N( ; ), we obtain k max
Hence, from (37) and the assumption that x k T y k , we obtain 
We have thus shown that (38) holds whenever x k T y k . Now, let K be the smallest nonnegative integer k for which x k+1 T y k+1 . Assume for contradiction that 
A Superlinearly Convergent Potential Reduction Algorithm
Although our algorithm has excellent local convergence properties, preliminary computations have shown that its behavior at points remote from the solution is poor. It is therefore worthwhile to merge our method with other methods with more attractive global convergence properties. In this section, we embed our method in a potential reduction method. The resulting method retains the global convergence behavior of potential reduction methods while exhibiting the fast local convergence associated with the algorithm of Section 3. We are also motivated by a desire to show that potential reduction methods can be superlinearly convergent.
Our potential reduction algorithm is based on the Tanabe-Todd-Ye potential function q (x; y) = q log x T y ?
We start by specifying the algorithm and stating a global convergence theorem. Then we show that if q lies in the range (n; n + 1= ), the algorithm becomes compatible with the method described in the previous section and is superlinearly convergent. We start by specifying the algorithm. 
Set (x k+1 ; y k+1 ) = (x k ( k ); y k ( k ));
end for
This algorithm is closely related to the algorithm of Monteiro 11] for convex programming. Its global convergence properties can be analyzed by using techniques like those of Monteiro 11] and Kojima et al. 5] . We omit the details of this analysis and simply state the nal theorem. The following assumption ensures that Algorithm PDPR enters a superlinear phase in which the local convergence rate of the algorithm of Theorem 3.6 is attained.
Assumption 3 There is an integer K > 0 such that the iterate (x K ; y K ) of Algorithm PDPR satis es
where C and are de ned in Lemma 3.5.
Suppose that for some 2 (0; 1= ), the sequence of initial step sizes f k g is selected as
We have the following result. We now prove (a) by induction. Clearly, by the de nition (43), (a) holds for k = K. Assume now that (a) is satis ed at some arbitrary k K. Then (b) also holds at the index k, and we can use Lemma 3.3(b) and the fact that k 2 (0; k ] to conclude that (x k+1 ; y k+1 ) 2 N( ; ), giving the result.
A result like Theorem 3.6(c) ensures superlinear convergence provided we show that m k = 0 for all k su ciently large, that is, k = k . We do so in the following theorem. 
To nd an upper bound for the left-hand side of (46), note that for all k K, we have
Using this bound together with statements (a) and (b) of Lemma 3.1, we obtain q (x k ( k ); y k ( k )) ? q (x k ; y k ) 
Since x k T y k ! 0, it follows from (31) and (42) that 1 ? k ! 0. Therefore, from (48), the left-hand side of (46) approaches ?1 as k ! 1. Hence, in view of (47), the inequality (46) will hold for all su ciently large k K. The proof of superlinearity now follows as in Theorem 3.6(c).
Note that if k = 1 for some k, we have x k i y k i = 0 for all i; therefore, from Lemma 3.1(d), (x k+1 ; y k+1 ) is an exact solution of (1) . In this case, Algorithm PDPR will reject the step k = k because (45) is not satis ed! Any implementation would surely recognize this special case, so we have avoided the complication that it introduces into the analysis above.
Obviously, we cannot explicitly identify the index K required by Assumption 3, since we do not know the value of C in general. However, we can be sure that Assumption 3 holds if we choose q to be in the interval (n; n + 1= ), as we show in the following theorem. Since q ? n ? 1= < 0 and x k T y k ! 0, there is a K > 0 such that the last bracketed term in the expression is greater than 1 for all k K, giving the result. Finally, we combine the results of the last two theorems to obtain the following result.
Corollary 4.5 Suppose that Assumption 2 holds, that q 2 (n; n + 1= ), that the sequence of initial step sizes f k g is de ned by (42) for some 2 (0; 1= ), and that k < 1 for all k.
Then the sequence fx k T y k g generated by Algorithm PDPR converges to zero superlinearly with Q-order 2 ? .
Concluding Remarks
In this concluding section, we discuss the close relationship that exists between the algorithm of Theorem 3.6 and the one presented by Tun cel 16]. We also show that Tun cel's algorithm is superlinearly convergent whenever the parameter that appears in the potential function (4) lies in the interval (0; 1). For simplicity, we assume that the a ne scaling direction ( x; y) at any strictly feasible point satis es x i y i 6 = 0, for some i 2 f1; ; ng, so that nite termination of the algorithm never occurs. For the purpose of this section, we also assume that the matrix M in (1) is skew-symmetric. Since Tun cel's algorithm is for linear programs, it ts into this framework. We describe Tun cel's algorithm in an equivalent but slightly di erent way which, in terms of the potential function (4), is equivalent to (x k ; y k ) = (x 0 ; y 0 ) for all k 0. It is now easy to see that Tun cel's step size is the largest > 0 for which (x k ( ); y k ( )) 2 N( ; ). In view of Lemma 3.3(b), it follows that our step size (35) is less than or equal to Tun cel's step size. Therefore Tun cel's algorithm achieves larger or equal reduction of the duality gap at each iteration while generating all points within the neighborhood N( ; ). Hence, the same proof given for Theorem 3.6(c) can be used to show that Tun cel's algorithm is superlinearly convergent with q-order of convergence equal to 2? , whenever 2 (0; 1).
