Нелинейные краевые задачи обыкновенных дифференциальных уравнений by Латвийский государственный университет. Вычислительный центр
Нелинейные краевые задачи 
I обыкновенных 
дифференциальных уравнений 
Министерство высшего а среднего специального образования 
Латвийской ССР 
Латвийский ордена Трудового Красного.Знамени 
государственный университет имени Петра Стучки 
Вычислительный центр 
НЕЖНЕЙШЕ КРАЕВЫЕ ЗАДАЧИ ОШКНОВЕНШХ 
ДИФФЕРЕНЦИАЛЬИЛ УРАВНЕНИЙ 
СБОРШК НАУЧНЫХ ТРУДОВ 
Латвийский государственный университет им. Л.Стуздш 
Рига 1985 
519.927 
НЕЛИНЕЙНЫЕ КРАЕВЫЕ ЗАДАЧИ ОБЫКНОВЕННЫХ 
ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ 
Нелинейные краевые задачи обыкновенных дифференциаль­
ных уравнений: Сборник научных трудов (межвузовский) /Отв. 
ред. Ю.А.Клоков. ­ Рига: ЛГУ им. П.Стучки, 1985. ­ 157 с . 
Сборник содержит 15 научных статей, написанных пред­
ставителями пяти вузов страны и одного научно­исследователь­
ского института АН СССР. Статьи посвящены вопросам качествен­
ной теории нелинейных краевых задач обыкновенных дифферен­
циальных уравнений таким, как существование и единственность 
решений, асимптотики и априорные оценки решений, методы 
численного решения конкретных прикладных задач. 
Сборник предназначен для специалистов по краевым зада­
чам обыкновенных дифференциальных уравнений, а также для 
студентов и аспирантов по прикладной математике, занимающих­
ся исследованиями практических задач, сводящихся к обыкно­
венным дифференциальным уравнениям. 
РЕДАКЦИОННАЯ КОЛЛЕГИЯ: 
Ю.А.Клоков ( о тв . р е д . ) , 
В.В.Гудков, Ф.Х.Садарбаев 
Печатается по решению Издательского совета 
ЛГУ им. П.Стучки 
H 2020I­0I4y 12.85.1702050000 ( с ) Латвийский 
M8I2( I I ) ­85 
университет 
им. 1Г.Стучки,1985 
bVU ZINATNISlU 
• Межвузовский сборник научных трудов 
НЕЛИНЕЙНЫЕ КРАЕВЫЕ ЗАДАЧИ ОБЫКНОВЕННЫХ Д Ш Е Р Е Я Щ А Л Ь Н Ы Х 
УРАВНЕНИЙ 
1985, Рига, ЛГУ им.П.Стучки, с.3­14 . 
УДК 517.927 
А.И.Колосов 
Харьковский институт инженеров коммунального 
строительства 
О ВЕТВЛЕНИИ РЕШЕНИЙ ОДНОЙ НЕЛИНЕЙНОЙ 
КРАЕВОЙ ЗАДАЧИ 
Рассмотрим следующую краевую задачу 
*т&*$*9 *,*(0.1)) «> 
Р М ^ } , *,~0, ( 3 ) 
где в&О ­ вещественный параметр, р задано, знак 
яГ^(-б • р+*,п-0 задан. 
Под решением задачи (II— (3) будем понимать пару 
(х, Н),/)* СПьР ] 0,1 С х [о, —Г % где 
1Ч***]0,ТС - множество выпуклых {вогнутых) К ­го поряд­
ка на Зо,ТС функций, т.е. таких функций, (к+1) ­я произ­
водная которых неотрицательна (неположительна) на 30,7С . 
Пусть (х/,^) ­некоторое решение задачи ( 1 ) * ( 3 ) . 
Пара (хд,£) называется точкой ветвления задачи ( 1 ) ­ ( 3 ) 
Г1], если для любых 8>0 ш £>0 найдется такое. £ , что 
р1< 8 » которому отвечают по крайней мере два 
решения задачи ( 1 ) ­ ( 3 ) , лежащие в £­вжрестности (х^,р). 
Пусть ^ &,0,..., 0)=О (1 — 4,2.) для любого 
Ь>0 . Числор называете».точкой бифуркации задачи ( I ) ­
( 3 ) , если (0,£) является точкой ветвления этой задачи. 
В данной работе выясним некоторые условия, при кото­
рых задача ( 1 ) ­ ( 3 ) имеет точки ветвления. При этом будем 
предполагать, что ^ (Ь, О,..., О)** О для любого "£>0 . 
Пусть (£,х,х',...,Х(''-0) = 
Перейдем от задачи ( 1 ) ­ ( 3 ) к следующей задаче на неза­
крепленном отрезке 
Х(Я)^Р^^,Х,х\...,Х(Я-°) (п = 2,3,...), ( I ) 
х™(Ъ)=0 (з=о^ч; £ е ^ , ^ , 0 < 4 < ~ Л 
х<Р>(о)=аФО (ръ (0^1}; ^ 
х(4)а)>0 (<0) (0^<и;4 = р+<,п^4). 
В этой задаче ае7 ­ 0 0 , °-°С, £ е СО,^С - зада­
ны, Щ}** Ь+(а,в) - подлежит определению. 
Под решением задачи ( 1 ) , ( 4 ) будем понимать пару 
сл>р]о,^СхЗо,<~С 
Выясним, имеет ли задача ( 1 ) , ( 4 ) решения и имеются ли 
соответствующие им решения задачи ( 1 ) ­ ( 3 ) . . 
Для этого преобразуем задачу ( 1 ) , ( 4 ) к некоторой сис­
теме интегральных уравнений. Л 
Пусть 5 
(ръ{О^л}^р-Ю; х<*>(Ь>0(<0) (0^<Т, 
1~ р+4, п-1)}. 
(]= * & Щ ) г Ч>п-Р-4 (г) ^ССО,(хЗПС т 1 о, а С, 
Здесь ]0,се[^ (г =^а , 0</<1} . 
Упорядоченность в 0. понимается в обычном смысле: 
у?* , если « </>^  (т= 1,п-р-1). 
Рассмотрим оператор Ф : 5 —~ А • 
где X '-[0,01]—-СО,?] т отображение, обратное к 
Существует обратный к Ф оператор ф : 0. 5 и о н 
имеет вид 
гд. Схр1)(г)ш *дпх°'*т}. ч>Кп (в) 
(*Пт /, П-р-1), 
с* 
(5 ) 
(б) 
Здесь СЧ>1 =/,СЧ>1 +^'/гСЧ>3, 
у;, ад ЦСч>3, х х^СуЗ) (¿=1.2). 
В дальнейшем для краткости систему.интегральных урав­
нений (6) будем записывать в виде 1р — Г(Ч>; ^ ) , где 
оператор ГСу;^) определен правой частью системы. 
Будем говорить, что два операторных уравнения эквива­
лентны, если между множествами их решений установлена биек­
ция. 
Л е м м а I . Дифференциальное уравнение ( I ) на множес­
тве 5 эквивалентно системе интегральных уравнений (6 ) на 
множестве 0. . 
Д о к а з а т е л ь с т в о . Нетрудно проверить, что 
каждому решению </> е 0. системы ( 6 ) отвечает решение 
(х^л.)—Ф~*Ч> задачи ( 1 ) , ( 4 ) и каждому решению 
(Х,Ь*) е В задаче ( 1 ) , ( 4 ) отвечает решение системы ( б ) 
А так как отображение Ф ­ бжекция между 5 • £1 • 
то, действительно, уравнение ( I ) на множестве 5 эквива­
лентно системе ( б ) на множестве О. . Лемма доказана. 
Пусть £ ={&,у0г..,1/я.,)е]0,~<>Сх Я": 
Оператор Ф устанавливает взаимно однозначное соот­
ветствие между множествами 5 и 0. . 
Рассмотрим систему интегральных уравнений 
(1= р+1 ,п-1)} . 
В дальнейшем полагаем, что для любого у>0 в области О. 
Л е м м а 2 . Пусть функции ^ уо>--> У»-)) (1=1,2) 
удовлетворяют условиям однородности ( 7 ) . Тогда для любого 
р>о 
/, £ > С у З , /я О » ? з = ^ ш . 
Д о к а з а т е л ь с т в о . Положим р= Я"-р , 
тогда из (7 ) имеем 
т 
Так как Кт = , то 
Из соотношений (5) имеем 
Следовательно ,^Срц>3=Г<?3. 
Аналогичным образом доказывается, что /лС/ИРЗ—УгГф]'. 
Лемма доказана. 
Положим *р(зь)=£№(г.) <ре(3, р>0 . Очевидно, ес ­
ли , то и^е-О. . Подставим такое ф(£) в систему 
( 6 ) . Так как функции£&,{/„...,</„.,) й%(*,&*»*,у*4) 
удовлетворяют условию (7), а кроме того, кт=т(п-рУ( 
(т­1 ,п-р-1) , то система (6) преобразуется в следую­
щую систему интегральных уравнений 
Ч/=Г№;<). (8) 
Тем самым справедливо следующее утверждение 
Л е м м а 3 . Система интегральных уравнений (8 ) не за­
висит от параметра £ , входящего в дифференциальное урав­
нение ( I ) . 
Т е о р е м а 1 . Если для некоторого афО система 
интегральных уравнений ( 8 ) имеет решение фе.0. , то задача 
( 1 ) ­ ( 3 ) имеет решение (х^,р) , где 
У - I / г ? (*»<**>!, 
(т»1,п-рЧ) 
Су/г]) (г) - х*'"*/** ./р'*' Ы) Ыы. 
Д о к а з а т е л ь с т в о ! Пусть система ( 8 ) при 
некотором афО имеет решение Ур€.0. . Тогда \/^>0 
л^а^зу будет решением системы ( б ) . 
Как следует из теоремы I , краевая задача ( 1 ) , ( 4 ) име­
ет при этом решение (ж, Т) — Ф . 
Решению задачи ( 1 ) , ( 4 ) будет отвечать некоторое реше­
ние задачи ( 1 ) ­ ( 3 ) , если Т = У . Очевидно, это будет иметь 
место, если 
о 
откуда 
Теорема доказана. 
Если система (8 ) может быть разрешена конструктивно 
(существуют последовательности, сильно сходящиеся к реше­
нию), то в силу соотношений ( 9 ) и решение задачи ( 1 ) ­ ( 3 ) 
может быть найдено конструктивно. Если имеются двусторон­
ние приближения решения системы ( 8 ) , то двусторонние при­
ближения есть и для решения задачи ( 1 ) ­ ( 3 ) . 
Построив график зависимости р ы^(а) , мы тем самым 
получим некоторую диаграмму, аз которой, полагая р^соп&Ь 
легко определить количество решений задачи ( 1 ) ­ ( 3 ) , отвеча­
ющих данному р , а также выяснить, имеются ли у задачи ( I ) 
­ ( 3 ) точки ветвления. 
Введем характеристику 
где iļr (ī,ct) - решение системы ( 8 ) , в предположения, 
что указанный предел существует. 
Так как система (8 ) может иметь несколько решений, то 
р(0), вообще говоря, определено неоднозначно. 
Л е м м а 4. Если fz (t,0,...,0)Ф О для t > 0 , 
то р(0) = О. < p ļ 
Д о к а з а т е л ь с т в о . Так как ar«* X (О) , то 
для x ( t ) е S а-* О равносильно тому, что 1хЦ-~0. 
Подставив x(t)&0 в уравнение ( I ) , получим р(0)»0. 
Т е о р е м а 2. Среди решений задачи ( 1 ) ­ ( 3 ) не мо­
жет быть точек ветвления вида (0,р) , где ^  ФJb(O) . 
Д о к а з а т е л ь с т в е . Будем доказывать от про­
тивного. Пусть J?&jB(0) и (0,J&) ­ точка ветвления 
задачи ( 1 ) ­ ( 3 ) . Тогда VS,b>0 имеется решение(,x^,Ji) 
задачи ( 1 ) ­ ( 3 ) такое, что \f-f>}<- S и й(х^,/)-(о,/М<е. 
Отсюда \хр\<Ь ., а т.к. /а/«|дс^| < £ , то 
/ « / < £ . Но тогда согласно соотношениям (9 ) , (10) разность 
lj¡- Ji(0) I может быть сделана сколь угодно малой, что 
противоречит условию J* ч*^ (U . j • Теорема доказана. 
Налагая определенные ограничения на условия ( 2 ) , ( 3 ) , 
а также на поведение функции Fa (t,t/9,.-,^f4) в облас­
ти Q , можно получить различные условия разрешимости за­
дачи ( 1 ) ­ ( 3 ) . Например, такие: 
Пусть условия (3) имеют вид 
x<u)(t)'X<ttH)(t)<0 (0<t*4; u**p+*,n-¿). ( И ) 
Т е о р е м а 3. Пусть выполнены требования: 
1) п~р~*;3;4, 
2) tp,m ­ 1 „ (m~l,n-p-4), 
3) F¿(t,О,...,0)-0 Vt>0, J>>0, 
в области Q. 
4) функция Ft №,у9,»~,ул^) непрерывна в каждой точ­
ке области, 
б) существуют тайне А>0, B>0t , что 
где при п-р*=1 
2р<1 нем п-ршЗ ( Ш 
6/*-3'9<1 при п-р-4 . 
Тогда ^ » 0 ­ точка бявшслнншдв «адачи Ш , ( 2 ) , Ш ) . 
Д о и а в а т е л а с т в о . Таияаи Pfi (i,0,.,.,0)-0 
для любых Z > 0 и , то очевидно,('0.0 J ­ решение 
аадаяя ( Í M 3 ) . 
Условия 1,2,5,6 теоремы позволяют построить для опе­
ратора Г инвариантный о т р е з о к < ^ > Л > в » ^ / 1 9 ^ Ь } : 
г(<д,Ь>)с <у,и>. . 
При этом 0 = 0(л) и не зависит от а . Тогда 
А ^ е < 9 > > и 
в о 
Следовательно, в данном случае ^(о)=*0. 
Нетрудно проверить, что множество равно­
степенно непрерывно. Отсюда, согласно теореме Арцеля [2], 
Г ­ компактный оператор. Непрерывность г^(Х,Ц0,...,^„.^ 
обеспечивает непрерывность оператора Г н а ' < ^ , А > . Но 
тогда, согласно принципу Шаудера [1], система (8) имеет на 
<д,И> решение при любом |a|<^. 
Но Я ­ * 0 равносильно току, что ^ / 3 0 и Цх^1~*-0. 
Итак, выполнены все условия того, что ^/?*»0 ­ точка 
бифуркации задачи ( 1 ) , ( 2 ) , ( Ш . 
Условия (12) являются достаточными для того, чтобы 
~ Ь в " в . Теорема доказана. 
Как правило, рассматривается ветвление от решения, у 
которого х^(Ь) яэ О . Н о могут быть ветвления и от не­
нулевых решений. Примером тому следующая задача. 
В теории химических реакций, теории теплового взрыва 
рассматривается такая краевая задача 
Г • (13) 
где х(^) ­ безразмерная температура, а £^(х) ­ неко­
торая "скорость реакции". 
Очевидно, что задача (13) относится к задачам вида 
( 1 ) ­ ( 3 ) . Легко проверить, что правая часть дкфференциаль­
ного уравнения этой задачи удовлетворяет условиям .однород­
ности ( 7 ) . Система интегральных уравнений (8 ) в данном 
случае имеет вид 
легко видеть, что Г ­ антимонотонный оператор на К-
конусе неотрицательных функций в пространстве С LO, a J 
Положим Р **1а:у(0)> О) , где 
т fuf(&>)-f(<x)]db>; h{x)=f(a)(a-4cj. 
Справедлива следующая 
Т е о р е м , а,4. Пусть _f(x.) - по ложитедыа&я, не убы­
вающая, непрерывная на С0, a J функция. 
Тогда множество тех Ji>О , при которых задача (13) 
имеет решение, не пусто. Jix^(&) ­ непрерывная, однознач­
ная функция a r e Р, Ji(o)— О. 
Д о к а з а т е л ь с т в о . В силу положительности и 
монотонности функции f(x) оператор Г переводит <у, h > 
в себя. Пользуясь теоремой Арцеля, получаем компактность 
оператора Г на <o,,h> . Непрерывность функции f(x) обес­
печивает непрерывность оператора Г на <Q,h> . 
Таи как уравнение (14) ­ интегральное уравнение типа 
Вольтерра о антимонотонным оператором, то уравнение (14) не 
может иметь более одного решения в конусе К . Тогда уравне­
ние (14) при каждом are Р имеет единственное решение У# 
на <q,h>. Отступ сразу же получаем, что JimJ*Са) одно* 
экачкая функция а . Непрерывность JL**Jl(ot) следует ив 
непрерывности л/^ по а , которая в свою очередь следует ж» 
полной непрерывности оператора Г по совокупности перемен­
ных у м л . Теорема доказана. 
Таи как оператор Г ­ антимонотонный, то для V* спра­
ведливы двусторонние приближения ^ V У <£ ...< V V 
где У*+<ЖГугл, (d~0,4,.~),V'b, Г ' ­ ^ . 
В теории теплового взрыва рассматривается задача 
Х'(0) = ХО)-0, х'(±)<0 (0<±<4). (15) 
Имеется решение этой задачи [з]. Установлена зависи­
мость р т В(а) , из которой следует, что задача (15) име­
ет два решения при каждом 0<р<2 , при Д = 2 задача 
(15) имеет единственное решение, соответствующее критичес­
кому условию воспламенения, при £>2. задача решений не 
имеет. 
Эти же результаты могут быть получены путем исследо­
вания интегрального уравнения (14) на < у , И > . Задача (15) 
имеет единственную точку ветвления (Хт, р) , где £ ~2. 
При этом ( ж £ г £ ) ­ точка прекращения решений задачи 
(15) [1]. В эту точку 'втекают8 два решения при р—р-0 
и не выходит ни одного решения при р>/ . В окрестности 
(хр~, имеются две непрерывные ветви решений (одна 
конечной длины, другая ­ бесконечной длины). 
В теории химических реакций рассматривавтая задача 
X е ' - у ­у» • ^Р(-~^) (А>°, 6*» О) 
(16) 
х'(о)"Х(*)тО х'а)<:0 (0<*</). 
а • т • * •• • * .а****"*. •••­яЬ' •  
Эта задача исследовалась рядом авторов [4­6.], которые 
доказали существование единственного решения задачи при 
р > О, <э > 0,25. Устанавливали и уточняли границы (по 
р ) , в которых задача (16) имеет определенное число реше­
ний. 
Задача (16) удовлетворяет требованиям теоремы 4. Ис­
следование уравнения (14), численное его решение и постро­
ение диаграммы р*=_р(а) показывают, например, что при 
б « 0,125 задача (16) имеет две точки ветвления (х^ 
*(*0ЛМ* РДв 11.149 < 11,154; 108,347 < / л < 
< 108,368. При ~этом получаем более точные границы, в кото­
рых задача (16) имеет определенное число решений. 
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А.И.Звягинцев 
ВЦ ЛГУ им.П.Стучки 
О ВАРИАЦИОННЫХ ЗАДАЧАХ ДЛЯ НОРМ ФУНКЦИИ 
И ЕЕ ПРОИЗВОДНЫХ 
Настоящая работа посвящена экстремальным задачам, ре­
шение которых позволяет получать наилучшие априорные оцен­
ки производных решения дифференциального уравнения им 
системы дифференциальных уравнений при наличии априорной 
оценки самого решения. 
На протяжении всего изложения статьи считаем, что 
п*{г,3,.. } , ке{*,...,л-4}, 0 < / < ~ , I**Co,tJ 
\tfn ( i ) ­ пространство функций, имевших на I абсолют­
но непрерывную производную порядка п-1 и п ­ув производ­
ную из (I) , а для j е WZ (I) норма 
essw>j/fi)(t)l, ¿»0,1,...,п. 
О п р е д е л е н и е I . Для заданных неотрицатель­
ных чисел М„,МК,М„ набор (/,М,,МК,Мп) будем на­
зывать допустимым, если существует функция f-^. W2m (I), 
удовлетворяющая соотношениям 
If It =Мо > tf%-M* , • Ф 
Будем говорить, что функция f(t) соответствует на­
бору (£,М,,МК,М„) . если fe-Wl(l) и для нее 
справедливо ( I ) . Через D обозначим множество всех до­
пустимых наборов. 
Рассмотрим задачу А.Н.Колмогорова, которая в терминах 
допустимых наборов формулируется следующим образом: какие 
условия необходимо и достаточно наложить на неотрицатель­' 
**** l f t z - M „ i f % - * * , i f % ~ 0 . « б о р 
(4,Мр,Мк,0) допустимый. Теорема доказана. 
Рассматривая наряду с функцией / ( t ) , удовлетворяв­
шей равенствам ( I ) , трансформированную функции oLf(jst), 
получим очевидную лемму. 
Л е м м а I . Если Ы,М9>МК ,M„)eJ) , то для 
любых <¿,B*(0,*~) (/'%0ÍMo,cCjB*Mtt,cCflnM„)^L. 
Т е о р е м а 2. Пуеть X¿,M0lMK,M„)*D ш (X<*¿, 
M'0*Me>0, 0<М'л*Мл , М^М„>0 . . Тогда 
Д о к а з а т е л ь с т в о . Пусть функции 4 (г) со­
ответствует набору (Z, М9,М*,Мп) . Обозначим через 
точку, в которой f<A)(t) ишиимве! одно из значений ±Мк , 
я выберем отрезок [б, e T V / ' J e / таким, чтобы 
tB*C€, . Тогда для функция $(t)mf(t+6) 
l3t,*M0, Íf%-Me, 19**Ь*Мщ. 
ныв числа М0,МК,М„ , чтобы М0 ,М*,Мп)ъ 
Сразу отметим, что случай равенства одного из чисел 
Мр,Мя,М„ нуле неинтересен. 
Т е о р е м а I . а ) (4,0, Мк, Мп)е Л тогда и 
только тогда, когда Мя а* Мп — О ', 
тогда и только тогда, ког­
да М„=>0; 
в) (4,Мо,Мл,0)^И тогда и только тогда, ког­
да выполняется неравенство 
МК<2*<Г*М.Т£«). (2) 
Д о к а з а т е л ь с т в о . Утверждения а) и б) три­
виальны. В утверждении в ) , если (4,М9,Мк,0)^Л , то 
в силу теоремы В.А.Маркова [I] получаем неравенство ( 2 ) . 
Пусть теперь справедливо ( 2 ) . Тогда для функции 
по формуле Лейбница получаем 
м м 
где I»0,1, ,п , а Л « Л определим ниже. Введем 
финитную функцию класса (Я) 
С Ра#) 6,], 
И*а)~\о , ЫСт,г+803. 
При каждом фиксированном t^('CS*80) , где р*"*^) 
не обращается в нуль, И^№) является монотонной и не­
прерывной функцией от Д . Поэтому найдется такое Л0^-Я , 
что 1з<п>*Н^1^^М'п . 
Так как 
где э=со,гч. 
Разберем случай, когда М„>0 или Мп~0 и 
Мк для . Ясно, что найдется точка Т е (о,£), 
в иоторой 1$(Т)1<М0 и 1у(*)(Т)1< Мк * . В силу непре­
рывности и д(м)Н) существует отрезок СТ, *С+ 8]с 
с (О, 4') , на котором выполняются неравенства /д$)/< 
<М0 " 1у<к)(Ы<Мк . Возьмем £>0 таким, чтобы 
1да)1+£<М0, /4<*)(Ь/+&<МК при ± е ¿"2; Г * £ 7 , и 
выберем 80 е Со, ~$3 , для которого имеют место неравен­
ства 
, ггм>!8;-"1 С СГ< еп\, о ) 
г - ж * 1 -
Для полинома 
РАа)=£.(г+80^гЪ-т)" 
то из (3 ) вытекает 
Следовательно, для функция х^)ж^(ЫНАф<^) имеем 
< "о , * "ж, /**У, « / < • (5) 
Если М„~0 и 13°°Л)1аМя , то, не теряя общности, 
считаем д***(Ь)тМт (случай ^^)ш-Мк аналоги­ . 
чей). Так хаи ц(€) является полиномом степени К , то 
имеется отрезок £Т,7>о\7с (9,4*) и €>0 такие, что 
КМ* ж/д(*)/+£<М0 для ЫСГ,Г+81. 
Повторяя предыдущие рассуждения, построим финитную функцию 
Л» (£) t ДМ которой справедливы опенки (4) и /^д/#> я а > _ ^ и' 
Пусть Т9 « СТ, Т>£7 точка, в которой 
. Тогда для функции 
выполняются соотноиения ( 5 ) , 
Определим теперь фунации 
где сЛеЯ . Ясно, что можно выбрать такое <00 , для кото­
рого /уи,^/Мр . Полученная функция у^&Ъ со ­
ответствует набору С/, , , ^ . Ввив 
* - Г^-М^/М, , по лемме I заключаем Г / Ж Х Ж > Л 
Теорема доказана. 
С л е д с т в и е I. Множество X) связное. 
9/ и' Д о к а з а т е л ь с т в е » . Пусть (¿'#1 МЛ)е2) 
По теореме 2 (4,М0,Мк,М^О для любых ¿6Г / , 
М,*СМ0,М03, М«*СМК,#х 7, М„<3СМ„ , М~3, 
откуда вытекает связность Ъ . Что требовалось доказать. 
Рассмотрим следующие вариационные задачи: Даны числа 
м0,мл>о ,мп>о. 
Задача А". Найти 
Задача В. Найти 
Лдвча С. Найти 
Известно (см.З.Н.Габушин [ 2 ] ) , что в задачах А.З.С 
существуют экстремальные функции, то есть функции из про­
странства и/Л (I) , для которых минимизируемый (в зада­
чах А и С) или максимизируемый (в задаче 6*) функционал до ­
стигает соответственно нижней или верхней грани: 
Вместо задач А,В,С будем рассматривать эквивалентные 
км задачи: Даны числа Мф,Мк>0, М„*0, 
Задача А. Найти 
Задача В. Найти 
Задача С. Найти 
Докажем, что /*ош/1о • Очевидно, что р в не пре­
восходит рв . Предположим р-0 < / < 0 . Обозначим через£0СЬ) 
экстремальную функцию в задаче А, получим допустимый набор 
(1/?о,*//'°Ь,1/П) . Так как > М± и 
В/(0Я)/т^М„ , то из теоремы 2 следует, что 
М„)&Б . Но тогда /<в , а это противоречит предполо­
жению. 
Аналогично доказываются равенства ^кш/*п>/*яш/<я' 
В дальнейшем везде полагаем, что/*л ,/<* • определен­
ные в задачах А,В,С числа. 
Так как для любых М0 , Мя>0, М„>0 в задачах А, 
В,С существуют экстремальные функции, то наборы (4К/<9,МН> 
М„\ (с,М„/*х ,М„), и,М,,Мл,р^охЕ1счтаал и в ДАЛЬНЕЙШЕМ бу­
дут называться экстремальными. 
Т е о р е м а 3. Пусть М9, Мя>0, Мп*0* 
1)(4,М9,МЯ,МЙ)^0 тогда и только тогда, когда М9>/<9', . 
М9,Мк*М„)ъО тогда и только тогда, когда А^</**/ 
Ъ)(£,М„,Мк,М„)еВ тогда в только тогда, когда М„^/<„, 
Д о к а з а т е л ь с т в о , Так как в задачах А,В,С 
экстремальные функции существуют для любых 4, Мо,Мя>О, 
М„>0 , то наборы (<£,/<,,Мя,М„), (4,М9,/1Я,МЯ), 
(4, М0 рМя,/*я) допустимые. Используя теорему 2 и оп­
ределения величин /*9 ,у<я ,/<п / заканчиваем доказатель­
ство теоремы. 
Таким образом, реве кие задачи А.Н.Колмогорова сводит­
ся к решению одной из задач А,В,С. 
Покажем, что задачи А,В,С эквивалентны между собой. 
Для этого потребуется следующая 
Л е м м а 2. Пусть М9,Мя,Мп>0,(4,М9,Мя,МкГ%Ц. 
я выполнено одно ив неравенств 
­ 21 ­
М0>/<,, (6 ) 
(7) 
М„ >/<„ . (8) 
Тогда существу!» 0<.М'о<Мо, М'К>МК , 0<М*'п<Мп , для 
которых (4, М'с , М'к , М^е.О. 
Д о к а з а т е л ь с т в о . Пусть выполняется нера­
венство ( 61 . Возьмем число а. , удовлетворяющее оценкам 
</С*' Мв . Для сС*=а*~я , ^=*а» 
в силу леммы I имеем 
так как (4,/<», Мк, М^е. В . Учитывая оценку' £<а"4, 
по теореме 2 получаем 
Следовательно, можно положить 
М',=а ,м'к=а Щ ~%МК \ М^а"М„ . 
Если выполняется неравенство (7), то из (4,М0,/<к, 
М*)*0 в силу леммы I следует (4,<*Мо,еС/<ж,*<М„)е0. 
Таким образом, д л я / < К , М Я < « С < / можно взять 
Пусть справедливо неравенство (8 ) я у(£) ­ экстре­
мальная функция в задаче С. Можно считать, что име­
ет на Г . только изолированные максимумы и минимумы. Дей­
ствительно, если, например,у/£)=* Ма для ^[Т^Хг­7е 
то определим функцию 
где 
Возьмем £ ~ ССг - а <?>0 выберем таким, чтобы 
81о£1х*$М0, 8!со?11*>мк, 8!и<">/х*/<„. 
Тогда у , СI) соответствует набору ( V , ЛУ,, М* ,/*п) к 
имеет изолированные точки максимума *Г, и 7^ . 
Пусть функция у({) Г раз достигает значение Мл и 
р раз значение ­ М0 . Не уменьшая общности, считаем 
для * «•/ , . . . ,г . При достаточно малых £ , 1 > 0 функция 
удовлетворяет на Г оценкам 
-м.<9в)<м., 19<%>мк, 1э (п)1х<мп. 
Взяв положительную константу 
для функции 
имеем 
Шх<мв, 1к">1х<М*-
Наконец, если «С выбрать ив промежутка 
, ^ , ^ . СМ» Мп ? 
то можно положить 
Лемма доказана. 
Т е о р е м а 4. I ) В задаче А р„=М0 тогда и толь­
ко тогда, когда в задаче В ^к^Мц; 
2) В задаче В р я = Мя тогда и только" тогда, когда в 
задаче С /<п -Мл ; 
3) В задаче С у<п = М„ тогда и только тогда, когда в 
задаче А /<0 = М0 • 
Д о к а з а т е л ь с т в о . Проведем доказательство 
только для первого утверждения, так как остальные два дока­
зываются аналогично. Пустьу< в — М0 в задаче А. Тогда в 
силу первых двух утверждений теоремы 3 (-С, Мв ,Мк,Мп)е-В 
и Мл ^ /*к . Предполагая Мк </*к , по лемме 2 имеем 
М'0,М'К ,М'„)ЪВ , где М'0<ро,Мя>Мя,М'п<Мп. 
Используя теорему 2 , получаем (-£, М'0, Мк, Мп)^0 и 
М'в</<о » что противоречит первому утверждению теоремы 3. 
Таким образом, Мк щ /*я • 
Пусть теперь /<к = Мя в задаче В. Тогда из теоремы 
3 следует (-1,М0,Мк,М„)ъ.О жМ0^р0 . Если Мо>/<0, 
то в силу леммы 2 (<,М'0 ,МЯ ,М'п)&Л и М'9<Ма,Мя>/<я, 
М'„ <М„ • По теореме 2 получаем (£,М0 , М'А , М„)«гД 
и Мя>У*к » что противоречит второму утверждению теоремы 
3. Теорема доказана. 
Л е м м а 3. Для любых о£,уЗгМв,Мя>0, Мп^О 
где * •» 
Д о к а з а т е л ь с т в о . Докажем только первое 
равенство, так как остальные два доказываются аналогично. 
Обозначим через р-н правую часть первого равенства. Из 
допустимости набора (4, Мо ,/**, М„) по лемме I следу­, 
ет допустимость (р"1-1,вСМ0,^рк^я,«<-/ГМя ) 
Предположив оС/3*/<я </*х . по лемме 2 найдется допусти­
кый набор (ß~4, М0 ,М'л,М'л) , где 
Заменяя dL и ß на • ß ' 1 , применяй я набору 
(/-Ч,М0,М'Я ,М'„) лемму I . Тогда 
В силу^  (9) и теоремы 2 имеем (4,Mm,eC~jf*MM',М„)тЛ 
и S>£~ув~ Л/^ > / * х , что противоречит второму утверж­
дению теоремы 3. Лемма доказана. 
Л е м м а 4. Пусть 3~Co,8j. 
М,,Мх>0,М„>0 . Тогда 
1) в случае (€', М0 ,/*л ,М„)еЛ 
2) в случав (£,J<9, Мл,М„)еЦ 
А-^Ш/*"-&> 
3) в случае (4\ М0, Мк ,J*„)*zD 
Д о к а з а т е л ь с т в о . Ввиду аналогичности рас­
суждений докажем только первое утверждение. По теореме 2 
(8, Мл,/*к ,M„)*iD * " любого 8**С4,¿'7 . Пред­
ПОЛОЖИВ 
/<*<*«/>№'% •/* ь£ Ы i/b -** > I/ 
в силу леммы 2 имеем (8, Мр , М'л ^M^J^D , где 
Мс' < Ма, Мя >/** , М'„ <МЛ . По теореме 2 получаем 
(4,М<,, M'K,M„)GD . Но неравенство Мя>/<м про­
тиворечит второму утверждению теоремы 3. Лемма доказана. 
Т е о р е м а 5. Пусть 8, Мв , М„ . т0, пгк, тп -
положительные числа, 8"т~„1 т„ 5* 4"М"0 М„ ,(8,тв,тНгт„)€П, 
у<л ­ определенное в задаче В число. Тогда 
™* « Спя Г*1 
Д о к а э а т е ^л^ь с т в о. Положим оС та 
р,=х(т~е'Мв т„ М~ )» . Так как (8} т„, тк ,т„)<= д 
и 8& , то по теореме 2 ,то,ткг/п„)е0. 
В силу леммы 3 получаем 4,оСМа,оС/з"М„)=: 
Теорема доказана. 
Лемма 3 позволяет за счет выбора оС и р в задачах А, 
В,С два из параметров 4,М0,МК}Мп нормировать на 
единицу. 
Положим Т — С О, 1 ] и определим функции 
(ху-ЫУЪ ?*Ь£(П 1/Йг~*. №-0, 
Например, при п=1, К** 4 в силу результатов 
Ландау Ш 
В силу теоремы I функции Фж,Фю ,ФМ определены 
лишь при г>0,Фнк<;о)>=гкТ™(1),Фпо(о)~'Л*Г„<Зс4), 
Фнп (г)=0 при о** г<г*Г™ О), 
= О при н ^ / С ; ^ . 
Т е о р е м а 6. I ) Функция <РПк (в) монотонно 
возрастает и непрерывна ил (О, ; 
2) Функция Фкп (в) монотонно возрастает и непрерыв­
на на (2*Т£«);+—); 
3) функция Фок(г) монотонно возрастает и непрерывна 
на (О, + 
4) функция Фко (г) монотонно возрастает и непрерывна 
на (О, 
5) Функция Фд„ (2) монотонно убывает и непрерывна на 
(°*г*т£(о )' 
6) Функция Ф„0 (г) монотонно убывает и непрерывна 
на (0, + °°). 
Д о к а з а т е л ь с т в о , ^предположим, что сущест­
вуют 0^В1 , для которых Фпл (в4)> Ф„к(га). 
В задаче В при 4Ж/, М0 = 4, Мп^Вщ существует экс­
тремальная функция и /*к = Ф„к (¿4) . Следовательно, 
набор 
(*>иФп*(ш,),ё,;~п. (Ю) 
Если Фпк(^) >Фп*(гг) , то из (10) в силу теоремы 2 
следует (1,1, Ф„х (£,), гл)*з.О , что противоречит оп­
ределению Ф*ж(гл)-
Рассмотрим теперь случай Фпк(Я»)^Фпк(2г) . Р е ­
шая задачу С при ^ = / , ^ 0 = ^1 Мк и Ф п к , согласно 
второму утверждению теоремы 4 получим /<я = аг , что 
противоречит ( 1 0 ) . Таким образом, Фпж ­ монотонно воз­
растающая функция. Легко проверяется, что Ф„к(г/> 
>г*Т£ (1) для В>0. 
Если предположить, что Фпк не непрерывная функция, 
то в силу монотонности Фпк может иметь только разрывы 
первого рода. Отсюда следует, что обратная функция Ф^к 
определена не везде на (2*Т™ (1), . Но Ф~пк оов­
падает с функцией Фкп , которая однозначно определена в 
каждой точке интервала (2м Т„(^ (<),+°°) • Полученное 
противоречие доказывает непрерывность Фпк • 
Используя теорему об обратной функции, получаем, что 
<ркп непрерывная, монотонно возрастающая функция. Тем 
самым доказали первые два утверждения. Остальные утвержде­
ния доказываются аналогично. Теорема доказана. 
Нетрудно установить связь между функциями Фпк , Фк„, 
Фок » Фко > Ф»П » Фро • 
Задаче В при <— / , Мв •» / и Мп=Ъ соответствует 
экстремальный набор 
(4,4,Ф„х(г),г). <И) 
в Взяв В=4 и сначала оС=-£- . а потом о£ = ;г—г-т , 
^ * Я>пк (X) 
силу леммы 3 получим еще два экстремальных набора 
/. 1 Фпк . 
( / , 7 ' — 2 ' 1) , (12) 
Полагая в задаче С 4= 4, Ме-4, М#=:X , а за­
тем ¿"4, Мо^у, Мк=4 , имеем соответственно экстре­
мальные наборы 
0,4 ,х ,Флп(х)), (14) 
(1,у,4,Фоп(у)). (15) 
Сравним (14) с ( I I ) . Если Х^ФПЯ(В) , то по теореме 4 
фкп(х)*=В и получается 
Фм(Фк(*))~*-
Сравнивая (15) с (13) , из УГ*4/фпл(г) в силу георе­
мы 4 имеем Ф<т(у)яяг/Фпк(г) • Отсюда следует 
Фся(фпк<г)) ~Ф«1(*) ' 
Из (17) и (12) вытекает, что 
^ло\ 2 / 2 
Наконец, положив в задаче В ­ / = 4, М0—х. , А4„ = / , имеем 
экстремальный набор 
(4, яс , Фох (х-), 1), 
сравнив который с набором ( 1 2 ) , получим 
Таким образом, зная функцию Фпк (%) • можно изучить 
и все остальные функции Фкп 7 Фок , Фке ,Фоп ,Ф„а . 
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В задаче А для 1=4 , Мк = 4, М„ =*х и для £**41 
Мк — у, Мп получаем экстремальные наборы 
(.4>Фпо(к),1,*)> (16) 
С^Фхо(уЛу, О • (17) 
Из (16) и (13) выводим соотношение 
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РАЗРЕШИМОСТЬ НЕЛИНЕЙНОЙ КРАЕВОЙ ЗАДАЧИ ДЛЯ 
ОБЫКНОВЕННОГО ДИФФЕРЕНЦИАЛЬНОГО УРАВНЕНИЯ 
ВТОРОГО ПОРЯДКА С ХОБЕННОСТЫй 
Различные процессы физики, химии, биологии сводятся 
( с м .М и указаткую там литературу) к изучению краевой 
задачи вида 
х<+ уфх'^/С*, ж, х'), ( I ) 
х'(о)-0, Н(х(Г),х'(Г))~М, (2) 
где Т б ( г 0 , 1 ' ­ ~ » ; , 1=Со,Г] , функция у: X" Я*— Я 
удовлетворяет локальным условиям Карагеодори, у ­ суммиру­
емая ка любом компактном интервале Э<^. (О, Т] функция, 
Н в С2 (Я , Я) , /?е /? , Эта задача хорошо изучена 
при условии q(t)>K't~ , где К£.(-1г> а л ) 
которое, однако, не всегда выполняется на практике. В рабо­
те изучается случай, когда д может иметь произвольную от­
рицательную особенность в 1:уле. При этом используются поня­
тия обобщенных нижних и верхних функций и обобщенного реше­
ния для уравнения второго порядка, определения которых мож­
но найти в 
Т е о р е м а I . Пусть сС у ^ . • / ­ » / ? ­ соответ­
ственно обобщенные нижняя и верхняя функции уравнения ( I ) 
такие, что е^^уЗ , функция И не убывает по второму аргу­
менту, выполняется неравенство 
функция у суммируема на любом компактном интервале 
j?c(0,r), О на I и 
г 
/ 3 ( t ) d t = * - < * ~ . 
в 
Тогда найдется обобщенное решение х: L—~-R уравнения 
( I ) такое, что оС^х^ß , Н (х(<Г), »'(<С))=г h и либо 
х '(о) - О , либо }х '(0)1= * ~=>. 
Д о к а з а т е л ь с т в о . Согласно f 3 J найдется 
обобщенное решение х : (o,TJ — R уравнения ( I ) та­
кое, что oC(t)*x(t)<j*(t) на (0,TJ и H ( x ( t ) , 
5c'(T))=1h . Покажем, что 
Am x'(t) » ££г х'({). 
•¿—0+ t-»o+ 
Предположим, что это не так. Тогда найдутся С/,СлеЯ 
такие, что 
Лт х '(£)* Ct <• С£ « 4с/гг х *(t) . (3 ) 
Не уменьшая общности, можно считать, что Cf и одного 
знака. Рассмотрим случай, когда Су и Ct неотрицательны. 
На множестве 
функция /// ограничена некоторой (гуммируемой функцией 
р: I—R . Выберем 8 & (0,+ так, чтобы выпол­
нялось неравенство 
f p(t)c/t< С г - с , . 
Согласно (3 ) можно найти tf ,t2& (0,8) такие, что 
t, < t Z t х '(tt)=t C Z i X~(t£) **СЛ и C,*x'(t)*Z 
С, при всех t е Cit ,t3J . Интегрируя уравнение (I) 
от t i до t¿ , получим 
i 
x'(t¿)-x'(t,)+f q(t)x'(t)ctt-
­ /^Y¿, x(t), x'(t))dtb-f p(i) a/t>c,-Cz, 
ti *> 
что противоречит неположительности функции ^ и неотрица­
тельности функции ж ' на интервале Cí1 ,t¿]. 
Случай, когда Ct и C¿ отрицательны, рассматривается 
аналогично. 
Из доказанного, в частности, следует, что 
x(¿)~ Лт £(Ь. 
t-o+ t—o+ I , --..^ 
Определим функции х » R следующим образом: 
жЫ) = x ( t ) , если ttu(О,Т1, 
х (О) = /¿m ж (i), 
•i—о* 
Тогда очевидно 
х>(0)= Ûm â&'tf) ш S¿m x'(¿) . 
Покажем, что случай х'(0) — С. , где С&(0,+*>*>) , нв­
воэмокен. Предположим, что это не таи. Тогда найдутся 
с, •& (о,с), с я е ( с , * ~*) и S6(о.ТЗ • такие, 
что 
С^ж'СеМСг при веек t<s£û,SJ (4 ) 
На множестве 
{(t,x,y): t*I,¿(í)*x<J>(Í)tС**у*Са} 
функция /у/ оградкниг суммируемой функцией а г Z—-R 
Выберем te. (О, 6) так, чтобы выполнялось неравенство , 
S S 
С,у у (t)ctt< - у ' q (t) ctt-Ct + c, . (5) 
Интегрируя уравнение ( I ) от tt до S , получим 
S 
x'cSj - x'(t<)+f g(t) x'(i)eft m 
t 
- / f ( i , x ( t ) , *'<t)c(t>-fo (t)cft, 
*, tf 
что противоречит неравенствам (4) и ( 5 ) . 
Случай С е f - o o , О) рассматривается аналогично. 
Теорема доказана. 
С л е д с т в и е I . Пусть выполняются условия тео ­
ремы I и, кроме того, функция / удовлетворяет условию 
Шредера в точке t—Q , т . е . уравнение 
x.'-f(t,x,x') (6 ) 
не имеет обобщенных решений х-' (О, Sj R , где 
8 s (о, Т] таких, что ^ m/sc'Ci)/** *'-» .Тогда 
краевая задача ( 1 ) ­ ( 2 ) имеет обобщенное решение x:T-~R 
лежащее между и ß . 
Д о к а з а т е л ь с т в о . В силу теоремы I доста­
точно показать, что обобщенное решение х не может иметь 
в нуле бесконечную производную. 
Предположим, что х'(0)вг + . Выберем ¿7 « (О, TJ 
так, чтобы x'(t)>0 при всех tsCo,8tJ . Тогда 
х ­ обобщенная нижняя функция для уравнения (б) на интер­
вале Со, SiJ . Возьмем решение задачи Коих ßi для 
уравнения ( 6 ) с условиями 
ß4(o)~x(o)+c ßUo)-°> 
и пусть $г*л(0, SfJ ­ таково, что x(t)*Sß(f) при 
всех t « СО, 8Z J , Согласно [z] найдется обобщенное ре­
шение у : Со, 6Л J—- R уравнения ( 6 ) , удовлетворяиаве 
условиям 
у (о) = xfo) , у(€г) - х (Sa), 
и лежащее между х к j3f при всех t в [о, 5$ J. Имеем 
у'(0)р х'(0)=а f » e , что противоречит условиям 
следствия. 
Случай х'(О)**-°" рассматривается аналогично. 
С л е д с т в и е 2. Пусть выполняется условия теоре­
мы I и, кроме того, функция f удовлетворяет следующему 
условию: для всякого Л/е (О, + -*~) найдутся Л , £ L~m(l,R) 
и /»¿6 L(L,R) тайка, что на множестве 
{(t,x,y):tGl, y*R} 
выполняется неравенство 
lf(i,x.y)l<\y}(h1(t)«+lyl)+hi(t)). ( V ) 
Тогда краевая задача ( I M 2 ) имеет решение дг: I R , 
лежащее между е£ и ß , 
Д о к а з а т е л ь с т в о . Из условия (7) следует 
выполнение условия Шредера, поэтому в силу следствия I за­
дача (1 ) ­ (2 ) имеет обобщенное решение X. I— R . Так 
как функция / удовлетворяет условие (7), то и функция 
\р: (о, ?J * R"~— R щ определенная равенством 
¥>(*,*,у)-f(t x,y)-j(t)y 
будет удовлетворять условию (7) (с другой функцией И± ) 
на любом компактном интервале У с (О, T J , а это 
означает ( е м . Г О . что х не может иметь бесконечных 
производных на (0,Т] . Следовательно, х является реше­
нием уравнения ( I ) . 
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НИЖНИЕ И ВЕРХНИЕ ФУНКЦИИ И РАЗРЕШИМОСТЬ СМЕШАННОЙ 
КРАЕВОЙ ЗАДАЧИ ДЛЯ СИСТЕМЫ УРАВНЕНИЙ ВТОРОГО 
ПОРЯДКА 
Рассмотрим краевую задачу 
x"^h(t,X,x')t \ ( I ) 
х'(0)**х(*}=0, (2) 
при предположении,что п е {4,2, ••• J и для любого 
Se(0,4) he Саг (CS, 1]* R*", R1) . Используемые 
в статье обозначения классов функций и другие не поясненные 
обозначения заимствованы из монографии [l] и статьи [2]. 
Если x , y e R n , то х — ( х х „ ) , запись 
х^у будет пониматься покомпонентно и в формулировках 
настоящей статьи индекс L пробегает множество {•{,...,л}. 
Введем следудавце два определения. 
О п р е д е л е н и е I . Предположим существование 
вектор­функций oC,ß: (0,4]-— R " таких, что для лю­
бого <Ге (0,1) 
/.(t)* Jf(t), te(0,4] 
и найдется число А// е (0,+°**) такое, что 
тр{/Л. №-¿(1)/: Ы (0,1]} < Л/, , 
Далее, для некоторого N е С N < , +**>) 
р VteI, О,-, ¿-4, 1+*,~.,п}, 
\/хк* СсСя (Ь, рк (ЬЗ, Щм е С-Ы, N3 
выполняются неравенства 
У1,—,о£1(£),--»уп)> ^ 
•,у*£(*},-»>!/п)-
При выполнении вышеперечисленных условий будем говорить, 
что для системы ( I ) существуют, соответственно, нижняя и 
верхняя функции сС и уЯ. 
О п р е д е л е н и е 2. Пусть бе. (0,43, 
С : (0,б"]—~ СО, ограниченная функция 
такая, что £ (~Ь) "»О и 5 некоторое се ­
мейство решений' системы ( I ) . будем говорить, что производ­
ные решения системы ( I ) £ ­ограничены на семействе 6 , 
если для любых ~Ь0^(О,^), •£.(Г9,б'3 я решения 
ж:№в, Ъ,3-~ Л Л системы ( I ) , принадлежащего 
семейству 5 из неравенства 
/х*а9)/* еф1 С4) 
следует /х '(*)/* £ (Ь , 2* &#, А ­7. 
На протяжении настоящей статьи под 5 будет подразу­
меваться семейство решений ж системы ( I ) , для которых 
на области определения 1Ж ­Г выполняются оценка 
При этом предположим, согласно результатам работы Гз], в 
случае выполнения условий определений I и 2 задача ( I ) , 
(2) разрешима, если / ? = / и 
оС(4)^ 0<£¿(4) (6) 
Легко видеть, что результаты работы ГзJ распространяются 
для произвольных /7 , если в определении 2 имеем б'—У . 
В настоящей заметке уделено внимание вопросу об априорной 
ограниченности решений системы ( I ) при б ' е (о, 4). 
Отметим, что аналогичный вопрос без использования нижних и 
верхних функций изучается в работе [ъ]. В работе [5] также 
приводятся условия на правую часть системы ( I ) , которые 
влечет за собой выполнение условий определения 2 и на при­
мерах показывается, что случай 6—4 не перекрывает важ­
ные, возникшие из приложений, классы задач. 
О п р е д е л е н и е 3. Пусть сС, - произвольные 
нижняя и верхняя функции системы ( I ) . Будем говорить, что 
система ( I ) удовлетворяет условию В, если: 
В^) производные решений системы ( I ) £изграничены на 
семействе 5, 
В^) для некоторого 5^.(0,6] , любых Т е (0,3] 
и решений х ^ , х™ системы ( I ) , удовлетворяющих усло­
виям 
ха)(Г) = оС(Т), х<2)(Т) = ^(Т), 
Х«>'(Т) = х ( » ' ( Т ) = 0. ( ? ) 
из существования / ' С / У » . « # П} и $€.(0, -4-0*3) 
таких, что для t^C'C,•T•^•SJ 
ж^фь^/ф либо *?10'гЬ0 
следует, соответственно, 
\оС'&)1*К*), &?&к*ф* рУиСг,Г+83, 
­ 38 ­
Ву) существует число Ыа € (О,***0) такое, 
что для функций х из семейства 5 , удовлетворяющих для 
некоторого Ъ0 € (О,6*3 оценке ( 4 ) , выполняется 
В , ) Н^тах{Ы0,Ы1,£(Ь: tъ(0,63}. 
Основной результат статьи содержится в следующей тео ­
реме для доказательства которой мы выделили три леммы. 
Т е о р е м а . Пусть для системы ( I ) существуют нижняя 
и верхняя функции оС,уИ , выполняется ( 6 ) и условие В. 
Тогда краевая задача ( 1 ) , ( 2 ) имеет решение х , для которо­
го на (0,-13 имеет место оценка ( 5 ) и 
£ т х'^)=0. ( 8 ) 
Л е м м а I . Пусть 2 " « (0,4), 
и для некоторого 
^€ ¿ (СТ, 4], Е°> + выполняется 
//# *.у)/* (*> Х>&« СТ> <3 * * ( 9 ) 
Тогда имеет место разрешимость краевой задачи 
х'=у(-£,х,х'), (Ю) 
Х1н(Г)**ак , »1г(Г)-*0, хО)ш»0, (И) 
где те(4,...,п) , I —*» с т взаимноодно­
значное отображение множества {4, ...,&) в себя, 
Я ­ * / , . . . , ' * ; •£**гг7+4,...,/7; й > е Л . 
Лемма непосредственно следует ив теореим существования 
г л . 2 , 5 2 монографии £"1,7. 
Л е м м а 2. Пусть выполняются все условия теоремы, 
тогда для любого Т*€ (0,$3 существует решение ж сис­
темы ( I ) для которого выполняется 
/х'(Ю/*£(Т), х « ) = 0 (12) 
• для СТ, 1] имеет место оценка (5) 
Д о к а з а т е л ь с т в о , Пусть х ( 2 ) ­ ре­
шения системы ( I ) , удотиютворяшяе условиям ( 7 ) . Из В/ 
следует возможность построения функций ,р .' ГТ, /.7— /? 
нижеуказанным образом. Пусть , £ » ; *5 ГТ, /7 ­ край­
ние справа точки такие, что д г ^ » , t^CeC, "¿/¡0, 
Х(?^& , £*=СГ,Ъс] . Если tf¿'^sT , т о < ^ ­ ^ о 
t&CГ,•fJ . Если tt¿Фt^ и в некоторой точке 
­7 , * ? ^л)«*А* Ы*1) . *ибо при 
±,1—4,Х.{°>0 положим — / , то 
«> te.Cr.trJ, 
В случая, когда 2 ^ < £ (Г,4], Ы С Г , ^ , 
ЛИбО , Ж?* (1)<0 , ПОЛОЖИМ 
Если 5"£ еще не определена, «о а случае Т = ^ £, 
tG.CT,^3 • Далее» е с я и . £ г / ^ . Г и в некоторой гоч­
ке ^ ( * л ) .либо 
при * д « = / , х/*>{*)<0 , омехт 
то $1ЛЯ£14 Ы£ГгО и&шпт переопре­
делим так 
Наконец, если ± л 1 « (Г, О я хг/*&еС,-, ^«*ГГ,4Д 
­ 40 ­
либо Í*L—1 и xf*J(/J >0 I положим 
Очевидно, что s селу ( 3 ) , By, Bj я В* для функций 
// (t*)-/*¿ ­ S (¿i (i), *i ,Ji (t))ļ, 
- x¿,)) + IL/(Ü 0+**J»(*¿ (i))), 
2 (í, X,y)-y- S(- / (t, xJ,y-7 (i, *), 
f a, x,y)-* h (t, sczrtj, xjdj), 
M(t,x,S(-*.y,r7))), 
где для x,y,*<3 R 
$(x,y,k\) -¿''(x +/x-y/+/y-z/+ * Л 
а для х,у,Ж*ак 
$(x,y, ж) » (S(x,,y,, г,),..., 4(Хл,уь,*яЛ>, 
N~(Ņ,...,fi) . Ясно, то f*a*r(cr,tj* 
X RJ", R") . д л я некоторого f*S L (CT, tj, CO,+<—)4 
выполняется ( 9 ) и для f*£rtl], X*C**(t),¿(ÍJj, 
выполняется неравенства 
ХС(Ы hi(ttZ(i)t£'(i)), 
у^С-ЛN3 функции у и А совпадают. Опреде­
лим краевые условия вида ( I I ) следующим образом: х(4)=0, 
Х1(Т)»^(Г), если ¿1 (Т)~^1 (Г),. 
х[ (Г) * О если %1 (Г)< & (Г). 
Заметим, что в последнем случае имеем И[(Т)^ О ^^[(Х)ц 
Согласно лемме I , так поставленная краевая задача для 
уравнения (10) имеет решение х . Оценку 
мы мохем установить, например, используя функции типа Ля­
пунова. Действительно, поломив <7/ ж 4г=0, V^(t,x,y)•= 
ЖГаСЧ (£)-х* , х , у ) ш Х * С , используя 
( 13 ) , определение функции у и повторяя рассуждения дока­
зательства теоремы I статьи [4] убеждаемся в справедливос­
ти нужной нам оценки. Далее, из В,, В3 и ^ следует 
/х'(^/*Ы, t^CT,1] , так что х являет­
ся я решением системы ( I ) . Наконец, из (14) следует выпол­
нение на [Гг 1] оценки (5 ) и из Вг и построения крае­
вых условий следует соотношение ( 1 2 ) . Лемма доказана. 
Л е м м а 3. Пусть производные решений системы ( I ) 
£­ограничены на семействе »5, ^&(0,&], х:(о^^)—Яп 
решение системы ( I ) , удовлетворявшее оценке (5 ) и для лю­
бого t^з(0>tt) существует Ъо&(0^) такое, 
что выполняется ( 4 ) . Тогда имеет место равенство ( 8 ) . 
Лемма непосредственно следует из условий определения 
I. 
Д о к а з а т е л ь с т в о т е о р е м ы . Пусть 
к _ ^ 5 д ­ последовательность чисел из (0,Э) такая, 
что 
К—Xм последовательность решений системы ( I ) , 
удовлетворявшая условиям 
существование которой обеспечивается леммой 2. Согласно В^, 
Вз и ( 1 5 ) , мы можем из этой последовательности выделить 
подпоследовательность, которая сходится к решению 
х-(0,43—Яп системы ( I ) для которого выполняет­
ся оценка (5 ) и ж(1)-^0 . Для сужения ж/(г>^ 
этого решения выполнены условия леммы 3 , так что имеет 
место и равенство ( 8 ) . Теорема доказана. 
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ПОСТРОЕНИЕ ВЕРХНИХ И НИЖНИХ ФУНКЦИЯ ДЛЯ ОДНОЙ 
СИНГУЛЯРНОЙ КРАЕВОЙ ЗАДАЧИ 
Рассмотрим краевую задачу 
^ ± ^ J ­ * ­ / (t, *,х>), ( I ) 
х(О)~0, ( 2 ) 
x(r)~=S, (3 ) 
где f(t,xtx')=*pf (£)+рл(t)x. +рл(t)x*+p<(t)x'+ 
+ps(t)jc.x! + р*Ы)х'л, p>0, у,ЪО, SeR, 
и кроме того существуют постоянные Ci>0 и Г£ , l*>i^6 
такие, что Г, , rz, Г3> -Z , Л* , rs Э» - 4, Ге £г О и 
/pi(t)/*Cit« Vf**. 
О п р е д е л е н и е . Под решением задачи ( 1 ) ­ ( 3 ) 
будем понимать функцию xe.C(l) П С*(1е) , удовлетво­
ряющую краевым условиям ( 2 ) , ( 3 ) и при уравнению ( I ) . 
Для задачи ( 1 ) ­ ( 3 ) необходимым и достаточным условием 
существования решения является (flJ-[3J, см.также на­
личие двух функций, тах называемых нижней и верхней, 
сС,Ji « CCI) П Сл(10) тала , что 
oC(t)* Ji(t), УЫ1 , ( 4 ) 
V t^£^ I 
Однако построение таких функция оС и уЭ в общем случае 
представляет известные трудности. Для задачи ( 1 ) ­ ( 3 ) рас­
смотрим некоторые случаи, когда такие функции удается по­
строить. 
Заметим, что при р-4, о,-О, р£*= С(1), ¿ = 1,6 
построение нижних и верхних функций рассмотрено в статье 
Г 5 } . В предлагаемой работе получены результаты для задачи 
( 1 ) ­ ( 3 ) . 
1. Пусть в уравнение ( I ) 
Тогда в качестве оС и ^  можно азять 
оСа) = т1п(0,ё), уь&)- тех (О, 6) 
2 . Пусть р = 0,р3~0,рл>0, ЧЫ10 и 
Тогда ­ <гС ( 7 ; * ^3 (£) - т*Х (Н, ё) 
3 . Пусть у>0, Рз-0,рл>-^&- У£*10 • 
1р,Н)И* и _ 
/«£ Р9+Р*№ 
Тогда -*(-{)ш.уЗ(Ь-т*х(Н,6) 
4 . Пусть рл — 0, р^збО, У£иХ0. Предположим, ч.о рг>0 
У£*к 1В . Пусть также существует постоянная Х > 0 та­
кая, что 
Рг(*) + р ^ ) К > - £ ± -
и 
или для более удобного пользовачия 
причем рж (i) + pf (i)K > O Vte I„ 
Теперь функции «¿ и Ji можно определить следующим обра­
зом. 
oC(t)*K.t-H, p(i)-*t+Ht 
где И - max (Hf , /SJ+ нТ) 
5. Пусть p^(t)^0 ytele. Можем считать, чтоp 3 ( i ) >0 
V te. 1 0 ( в противном случае делаем замену х на -х). 
Предположим далее, что для всех Г б 10 квадратное урав­
нение 
Л ^ * Р* <*)г * р* (ür*~ 0 
живет вещественные корки l"i(t),fj(i), причем существуют 
числа а,л ш Я такие, что 
Тогда <A(i)-a, . p(t)~ max (е,8) 
Задача ( I > ­ 3 ) имеет решение для S*a . 
В случаях 1­4 задача ( 1 ) ­ ( 3 ) разрешима для любого 
S«R . В 5 случае представляет интерес существование реше­
ния при в< а . 
По теореме о несуществовании решения Í4], если 
f(ttX,x')>tr(t4t)+(itt)x+R(i)x*) , где P,Q,R*C(l), 
r>-¿, R(U>0 VteZ , 
то при 
é<é.-cO (?> 
где Вс ­ некоторая постоянная, зависящая от 
задача ( 1 ) ­ ( 3 ) не имеет решения. Следовательно, в етом 
случае построение верхних и нижних функций также невозмож­
но. 
Численное решение задачи ( 1 М З ) можно найти, приме­
няя метод стрельбы. Задавая т , где 
& ) ^ Р (8 ) 
и решая начальную задачу ( 1 ) , ( 2 ) , ( 8 ) на отрезке Со,*Е1 
можем получить значение ж(Т) . Заметим, что решение за ­
дачи ( 1 ) , ( 2 ) , ( 8 ) существует и единотвенно [б]. В зависи­
мости от полученной величины ж(Т) значение т уточняет­
ся. Однако метод стрельбы применим лишь при единственнос­
ти решения задачи ( 1 ) ­ ( 3 ) . Так как в противном случае зави­
симость ж(Т) от/?7 не является монотонной. В этом слу­
чае полезно построение графика ж (Т) в зависимости от т 
Такой график позволяет определить количество существующих 
решений задачи ( 1 У ­ ( 3 ) . 
Рассмотрим пример при 
р=у*-, уа,х,х')~*Ох*-/ООх, Г-4 
х(о)**0> х(1)-6 (10) 
С помощью метода Рунге­Кутта с шагом //5У2 на ЭВМ 
получен график зависимости х(1) от т»*-6ипхЫ№~»*х'(о). 
¿-0 
Х(4) 
Рис.1. График япписимосги Х(4) от х'(О). 
Из втого графика легко судить для задачи ( 9 ) , ( 10 ) о 
количестве существующих решений. Также можно получить зна­
чение $ в для ( 7 ) . Как видно из рисунка при $<80 
решения задачи ( 9 ) , ( 1 0 ) не существует, что находится в пол­
ном соответствии с результатами работы [А]. При необходи­
мости 80 можно уточнить. 
В заключении выражаю благодарность О.А.Клокову за по­
становку задачи и ценные замечания. 
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АЛГОРИТМ РЕШЕНИЯ ЗАДАЧИ НА СОБСТВЕННЫЕ ЗНАЧЕНИЯ 
ДЛЯ СИСТЕМЫ ДВУХ УРАВНЕНИЙ ВТОРОГО ПОРЯДКА 
I . Для системы 
(х'~х*-А,х*'у^, ( I ) 
| у * ­ у л ­ > 1 * > у * л Л ( 2 ) 
А1>0, Ъ>0, *>Р1>0, /£$¿£0, (1*/,Л), (3 ) 
рассматривается следующая задача 
Х'(0)= 0 , (4 ) 
*&/**'&,М>0, (5 ) 
хЫ)>0 для ^С0,£,) и х&М0 для / « # , , — , ) , (6 ) 
у'(О)-0, (7 ) 
у(**)~У'(*ж)-0, ( 8 ) 
у(Ь>0 для ±*\С0,Ъ) и у ({)•*() для ( 9 ) 
ti ж t^ неопределены ­ их необходимо установить в ходе ре­
пения, т . е . являются собственными значениями задачи. При 
этом значения Ь1 и t¿ могут быть как конечными, так и 
бесконечными. 
Необходимость изучения задачи ( 1 ) ­ ( 9 ) возникла при ис­
следовании нестационарных диссклативных структур в нелиней­
ных двухкомпонентных средах с объемными источниками. В 
частности, постановка ( 1 ) ­ ( 9 ) соответствует случаю так на­
зываемого Б ­режима [12- Приведем формулы перехода от 
обозначений, принятых в [ 1 3 , к обозначениям в постановке 
( 1 ) ­ ( 9 ) : 
У \<ог + 1 ) Т* ' 
А-е,-1 Аг$-1 
Ограничения (3 ) и условия ( 4 ) ­ ( 9 ) следуют из постановки за­
дачи в [ I } . Как несложно заметить, в данной статье рассмат­
ривается несколько более общая задача, чем в С^, т .к . 
здесь в постановку задачи входят 8 параметров: ^/>/>г,Л<» 
Аг > ^/ > > •р1 > г г , в то время как в [I] имеется 4 па­
раметра: Г Г , , , У З , / у 9 4 . 
Цель данной работы ­ предложить и обосновать алгоритм 
решения задачи ( 1 ) ­ ( 9 ) . В то же время необходимо отметить, 
что ни существование, ни единственность решения этой задачи 
до сих пор не доказаны. Поэтому в дальнейшем предполагает­
ся, что решение задачи существует, и исходя из этого пред­
положения доказываются некоторые его свойства, на основании 
которых и строится алгоритм. Этот алгоритм реализован в ви т 
де программы для ЭВМ и авторы надеются, что численные экс­
перименты и дальнейшие теоретические исследования позволят 
получить новые результаты для задачи ( 1 ) ­ ( 9 ) и, в частности. 
доказать существование решения. 
Однако известен один частный случай, в котором имеется 
аналитическое решение задачи С1 ) ­ ( 9 ) . При р1=рг, А1=А2, 
<^1 + Г"2 "У2+1*1 решение уравнений 
V ­
хр'-А(х*'"'* 
1у>=ул-Алу9"г' 
с краевыми условиями (4 ) ­ (9) являются решениями системы ( I ) 
­ ( 9 ) . При этом хви . Известно [А], что задача 
­ V ­
х'(о)=0, 
Х(£/) = Х'(£/)Ж:0 
имеет аналитическое решение ^ ^ 
При численных экспериментах алгоритма проводилось 
сравнение с этим решением, давшее хорошие результаты. 
В пункте 2 приводятся теоремы, на основании которых в 
пункте 3 строится алгоритм и обсуждаются полученные резуль­
таты. Здесь же отметим, что решения системы ( 1 ) ­ ( 2 ) продол­
жимы и из 4ипхЫ)~0, ^£/пу(£)~0 следует •Атх'Ф* 
« О и £т у '(£) -г О • Эти результаты для более общего 
случая доказаны в [2]. 
2. Т е о р е м а I . Если ^ < « * « ,• то и ^, < 0 0 . 
Д о к а з а т е л ь с т в о . Предположим противное: 
пусть « * • . Тогда при t*t¿ у(^)"*0, х(£)>0 
и уравнение ( I ) запишется в виде 
х"= хР'. (Ю) 
Будем искать пение этого уравнения с условиями 
X а* х'(оо) = О. (П) 
Умножим уравнение (10) на х' и проинтегрируем от £ & £ г 
до , используя ( I I ) : 
/х'х'с/з = ^х^х'с/з, 
Корень взят со знаком "<•>*, т .к . нас интересует решение, 
убывающее при t-—•a~e> . Найдем общее решение уравнения (12 ) ! 
Отсюда видно, что условие «= О выполнено быть не 
может. Таким образом, tt'<'J*> . Теорема доказана. 
С л е д с т в и е I . Совершенно аналогично доказыва­
ется симметричный результат: если ^ < в о , то и "Ьл <*»*». 
С л е д с т в и е 2 . Пусть / Л < — » к эс(£л)>0 , 
тогда 
при ь * а г , ^,_7 ^ 
и * , ~ / * ^ ' I а з ) 
Эти формулы легко получить из ( 1 3 ) . 
Т е о р е м а 2. Пусть й/^»/7/ • тогда задача ( I ) . 
(9) не может иметь решений таких, что ж(^)>0 для любого 
О. 
Д о к а з а т е л ь с т в о . От противного. Пусть 
х^)>0 для любого / г ¿ 7 и £т хЫ)=*0. 
^тзу$)='0 и у(£)>0 для любого 2?>0 т .к . в 
противном случае согласно теореме I найдется точка tf >0, 
что х(2/)=>0. 
!К0льку У ^ я х & ) - -£1">у(£)**0 , то найдется 
, , что при х&)*£, * у({)<11, 
• Поско
точка ^
где £/ и 6Л таковы, что 
. ,ъ _ г(1+Р,) 
Определим функцию 
Очевидно *^р,р при . Уравнение ( I ) 
теперь можно записать в виде 
X '=х»у(1), (16) 
причем х ( * » * ¿1 . 
Выберем точку ^ следующим образом 
ь а 
Очевидно, хЫь^Ь • Определим 2 функции на интервале 
/­/V *-р* 
р-Ъ+хси^) * * , ыи-хНм^К! 
Несложно показать, что это нижняя и верхняя функции для 
уравнения ( 1 6 ) . 
Рассмотри краевую задачу, состоящую из уравнения (16) 
и условий х(-Ь3)ж13 к х(1^)^£^ . Для этой задачи 
выполнены условия теоремы I из главы 3 монографии [3], со ­
гласно которой существует решение этой задачи х#&) , ко­
торое заключен^ между <^ (^ ) и . Очевидно, 
х0(£л + б] ~* ) — О • Единственность решения х* Ы) 
следует из замечания 2 к теореме 4 главы 6 монографии £"ЗД. 
Таким образом, мы доказали, что существует точка 
"Ь^ — •> , в которой решение х(£) задачи 
Ш ­ { 9 ) обращается в нуль, а это противоречит предположе­
нию х(^)>0 для любого . Полученное противоре­
чие доказывает справедливость теоремы. 
С л е д с т в и е I . Пусть ^г9ря , тогда задача 
( 1 ) ­ ( 9 ) не может иметь решений таких, что у(£)^0 для 
любого Ьъй . Это утверждение симметрично утверждению 
теоремы 2 и доказывается аналогично. 
С л е д с т в и е 2. Если выполнено хотя бы одно из 
условий или <£2'&р£ , то и Г . ­ конечны^, Это 
утверждение непосредственно вытекает из теорем I и 2 . 
Т е о р е м а 3 . Если <р(>р4 , то 
где Л'т 6 (~£)= О. 
Д о к а з а т е л ь с т в о . 
х" = хр'-А,х*уг*, 
Обозначим г • , ^ < ) s > 4 , д e , ' " * P V , * . Поскольку 
то Лт О. Г 
Умножим это уравнение на ас' и интегрируем от t < до 
[ х^х'с/з 
Интегрируем и применяем правило Лопиталя, получаем 
Т " в § 7 7 (1+е* Г Д Е &)±0. 
Поскольку нас интересуют убывающие решения, то 
Разделяем переменные, повторно интегрируем от Ь до ^ и 
применяем правило Лопиталя. В результате получаем утвержде­
ние теоремы. 
С л е д с т в и е . Аналогичная формула справедлива и 
3. X, и Т2 конечны. Выберем произвольно Тг (напри­
мер, -¿¿—0 ) и будем подбирать значение ~Ь1 таким обра­
зом, чтобы при счете назад системы ( 1 ) , ( 2 ) в некоторой 
точке Т3 выполнилось бы условие х'(Тл) у'(Г^)** О. 
В системе сделаем замену переменного V н ш £ - t 3 . Т . к . 
система а в т о н о г » , то она не изменится. Теперь выполнены 
условия ( 4 ) ­ ( 9 ) и сразу найдено решение и собственные зна­
чения. 
При решении системы ( 1 ) , ( 2 ) назад необходимо использо­
вать точное решение (14) и асимптотику ( 1 7 ) , т .к . в против­
ном случае по.»\учится лишь тривиальное решение системы ( I ) , 
( 2 ) х(£)»у(т)аО. 
Предлагаемый алгоритм характеризуется тем, что требу­
ется подобрать лишь значение д £ ш £л - t^ . Определив 
это значение, мы можем с какой угодно точностью вычислить 
остальные искомые величины. Однако, как уже отмечалось вы­
ше, ничто пока не гарантирует, что д t будет найдено, 
т.к. теорема существования для задачи Ш ­ ( 9 ) не доказана. 
Одним из путей доказательства теоремы существования может 
быть следующий: получить оценки снизу и сверху для ьЬ в 
зависимости от параметров ( 3 ) , . а затем использовать непре­
рывную зависимость решения задачи ( 1 ) ­ ( 9 ) от величины д f 
Проведенные расчеты на ЭВМ дают основание надеяться, 
что нужные оценки могут быть получены, т .к . для широкого 
класса параметров (3 ) программа всегда находила Д t , т . е . 
решение задачи ( 1 ) ­ ( 9 > . Другим направлением исследования 
этой задачи остается случай, когда одновременно выполнены 
неравенства fyf<pi и (p2<pz , для которых пока нет ни­
каких результатов. 
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ОБ ЭКСТРЕМАЛЯХ ВАРИАЦИОННЫХ ЗАДАЧ В СЛУЧАЕ 
МЕДЛЕННОГО РОСТА ИНТЕГРАНТА 
Рассматривается вопрос о существовании экстремалей в 
одномерных задачах вариационного исчисления для функциона­
ла 
3(х)=1Ш,х,х')аИ. ( I ) 
Будем считать г что функция 1~ имеет непрерывные част­
ные производные до второго порядка включительно и удовле­
творяет усиленному условию Лежандра 1-л>0 (условимся 
использовать цифровые индексы в обозначениях частных произ­
водных) . 
В этом случае правая часть £ уравнения Эйлера 
-тг-£-3 (2 ) 
записанного в виде 
Х»=^а,х,х'), О ) 
является непрерывной функцией. 
Решения уравнения Эйлера поинято называть экстремалями 
функционала ( I ) . 
Различные постановки вариационных задач приводят к 
различным краевым задачам для уравнения ( 2 ) . Так, в задачах 
с закрепленными концами, свободными концами, смешанной за­
даче краевые условия соответственно имеют вид 
х(о) = А , х(0=В, 
Ь3 и, х(С), х'(£)) =» 0 , 1~0,1, 
Х(О) — А , 1~3(4, х(1), х'(1))= О. 
При доказательстве теорем существования решения в ва­
риационных задачах от функционала обычно требуется выпол­
нение т.н. условия роста ([I], гл .90. Это условие для функ­
циона ( I ) выполняется, например, в случае, когда порядок 
роста функпии I* (t,х,у) по третьей переменной больше 
едини:­.:. Для таких функционалов, как установил С.Н.Берн­
стейн £ Р.], правая часть соответствующего уравнения Эйлера 
(3) имеет квадратичный рост по х' , т . е . производная огра­
ниченного решения уравнения (31 ограничена. 
В противном случае говорят о проблеме медленного роста 
в задачах вариационного исчисления,. В силу условия 1-33>0 
функция 1.3 (^,х>у) возрастает по у при фиксированных 
1,х и величины могут 
бить аграничеыгыми. Правая часть уравнения Эйлера (3) мо­
жет при этом иметь произвольный рост по х'. 
Ниже приводятся теоремы существования экстремалей не­
которых вариационных задач в случае медленного роста инте­
гранта Ь . Эти теоремы основаны на одном результате для 
уравнений ( 3 ) , но при их доказательстве существенно исполь­
зуется специфическая форма уравнения Эйлера ( 2 ) . 
Пусть краевые условия имеют вид 
у. (ха), х'(£)) =0,1 = 0,1, (7 ) 
где 3о>$1 - непрерывные функции. Длг краевой задачи ( 3 ) , 
(7) хорошо известен следующий результат ( см . , например,[3]): 
Т е о р е м а I . Пусть 
(4 ) 
(5 ) 
(6 ) 
1) существуют нижняя и верхняя функции < ^ , ^ , т . е . 
сС%/^"*/(*,Р>^') . причем оСаН 
«^С^при те £0,13; 
2) существует число N такое, что 
а) А*а)*С-Ы,N3, /Ш* С-Ы, N3 при ¿ € ¿ 0 , / ] ; 
б) для любого решения ж (£) задачи ( 3 ) , ( 7 ) , опреде­
ленного на Ео,43 , график которого ( т . е . множество Г 
х(1)); СО, 13} лежите ь>(<* ,р ж): 
0С(г)<х^р(£), теСо,13) имеет место оценка 
1х'(Ъ1<Н, t е. Со, 13-, (8 ) 
3) $О(*(0),у)Ъ0 при *С'(0)<у<М, 
Э*(/(°)>У)*0 ПРИ -Ы<у*^'(0)> 
у,(<*(0>у')>о при ­/у«у««*'е/Л 
у1(^(0,у)*0 при ^'(о**у*ы. 
Тогда существует дважды непрерывно дифференцируемое 
решение задачи ( 3 ) , ( 7 ) . 
О п р е д е л е н и е . Функция у е. С (С0,13) назы­
вается нижней (верхней) функцией для функционала ( I ) , если 
разность 
неположительна (неотрицательна) в СО,13'. 
Заметим, что нижняя (верхняя) функция ^ для функци­
онала ( I ) является одновременно нижней (верхней) функцией 
для уравнения Эйлера (3 ) в смысле условия I теоремы I . 
Будем говорить, что выполняется условие А, если су­
ществуют нижняя и верхняя функции оС,р функционала ( I ) 
такие, что сС^)*рН) в [0,13. 
Т е о р е м а 2. Пусть 
1) выполняется условие А; 
2) существует функция /*еС (СО,13) такая, что 
а) *С(Ь*/*^)&^(г), ±е.Со,13; 
­ 60 ­ •­ • 
ь)Ь£(/:,х,у)(х-/<Ы))»0, а,х,у)*ь>(Ы.ф)* /?; 
3) существуют числа С1,с3, такие, что 
а) (£, х)< С/< Ся< , х) в 
б) С,^ 1.3(±,с<.,еС')^Сг, 
в) 1.3(Ь,/4,/<')<с»,., . **г°,'3. 
Тогда существует решение задачи ( 2 ) , ( 4 ) . 
Д о к а з а т е л ь с т в о . Пусть д0(х,у)=х-А, 
<}< = х- В . Теперь покажем, что для решения х , 
график которого лежит в со(е(.гр) , выполняется ( 8 ) , где N 
­ некоторое число. 
Пусть непрерывные (в силу свойств производной Ь3 ) 
функции у>, ^ г: М определены соотношения­
ми 
с , = 1-зи,х,ч>), сг = 1-3({,х,*). (9 ) 
Покажем, например, что 
Пусть это но так. Рассмотрим, для определенности, случай 
х'(Ъ)>У(Ъ,х^в)), х(Ъ)>/<(Ъ), ^еСо,/). Посколь­
ку х(/)=/<0) , найдется //€^^,/7 такое, что 
х(Ь)=Г-а,), х(Ь)>/<(±) при £ е ^ , ¿,7. Тогда 
х'а,) < • Следовательно, 1*3№,,ха,),х'&())$ 
« 1, сг < 13 . х(^), +а9,х(Ь.»< 
<1,3а0,ха0),х'ав)). Но т .к . на интервале а*,!?/! 
О (условие 2в) и (1*3)* > О , функция 1.3 на 
­­ом интервале не убывает. Полученное противоречие доказы­
вает, что . В завершение доказа­
тельства достаточно взять 
Т е о р е м а 3. Пусть 
I ) выполняется условие А; 
­ 2 ) у 1>г^,х,у)*0 при ^ ,х)* &>(*,/*), . 
1у!>К , где К ­ положительное ч­ гао такое, что 
сС'Сй&С-к,*],р'фъС-к, Ю, £е Со, 11} 
Сф- max{/Lj it,xtyih (i,x)*cj(*,ß), /у/* K}} 
4)*C(0)~À-Ji(O), *C(*)*B<ß(4). 
Тогда верно заключение теоремы 2. 
Д о к а з а т е л ь с т в о . Существуют числа Cf ,СЛ 
такие, что i.(t,x)<C,<-C0, (t,x)>ct>с„. 
Пусть Ng*"nax{y.L9(t,x,yJsiCi}t -Ы^=чпш{у!Ц(^> 
X , y ) " C f ) . Заметим, что N*>X, -/Vt<-К. 
Покажем, что -Ni*x'(tj*Nt , te.Со, fJ . Докажем оценку 
сверху. Согласно условию 4, х'(О)*ß'(0)<К . Следова­
тельно, L3 (0,ж(О), х'(О))ç С9 . Предположим, что в 
некоторой точке tte(0,tj x'(t,)> /Ул • Тогда 
L9(tt,x(tt), jc'(tf) )>ег>С9 . Значит, на некотором 
интервале Ci«, tf J функция Lg (t,x(t),x'(i)) меняет­
ся от сф до Сл , причем x'(t)^K на этом интервале. 
Однако, используя условие 2, для указанных значений Г 
имеем Jfe- L, (t,x,x')m Lg (i,»,x') « О . Отсюда 
вытекает, что функция L3 возрастать в Lt0,Ttl не может. 
Полученное противоречие доказывает ограниченность сверху 
числом А/г производной решения. 
Аналогично доказывается оценка снизу. 
Полагая ув « х-А , у, « х - В и выбирая в 
качестве N максимальное из чисел Nf) Ng , убеждаемся, 
что все условия теоремы I выполнены. 
Т е о р е м а 4. Пусть выполняются,услрзия 1­3 теоре­
мы 3 , причем неравенство в условии 2 имеет обратный знак. 
Пусть также выполняются условия 
4) *(0)*A*ß(0), 
Тогда существует решение задач* ( 2 ) , ( б ) . 
Д о к а з а т е л ь с т в о . Определим числя ct,ct, 
N,, Nt как при доказательстве предыдущей теоремы. Дока­
жем, например, что производная х' решения ограничена 
сверху числом АД . Пусть это не так, т . е . найдется 
efo,/7 такое, что x'(t0)>N^ > * • Тогда, со ­
гласно опрел»»ини» числа Сг , LJ(totx(te),x,(t»))>C3. 
Поступила 12.9.84. 
Поскольку при Ь=1 значение функции 1~,3 на решении равно 
нулю, найдется правая окрестность точки ~Ь0 , в которой 
С3 (t,х(tJ, x'(i)) убывает, но это противоречит знаку 
производной (1*3)1 . 
Аналогично доказывается оценка снизу. Полагая дд=х-А, 
^ = - ^ (1,х,у) , убеждаемся, что выполняется 
также условие 3 теоремы I . 
Т е о р е м а 5. Пусть 
1) выполняется условие А; 
2) функция ¿ ¿ №,х,у) не меняет знака в областях 
и(<<,р)*IК, + °о), ео(о£>Р)л(-ж>,-КЗ , где К - число, 
описанное в условии 2 теоремы 3; 
3> выполняется условие 3 теоремы 3; 
«(- о1 -3(1,*1 а), * "(о, ¿=0,1. 
Тогда существует решение задачи ( 2 ) , ( 5 ) . 
Д о к а з а т е л ь с т в о . Пусть для определенности 
функция С2(£,-х,*/) неотрипательна в обеих описанных в у с ­
ловии 2 областях. Определим, как и ранее, числа с,,сг,N/,/¡/2. 
Значение производной х'(^) ни в одной точке не может превы­
шать числа N2 , т .к . в противном случае на некотором ин­
тервале функция ¿3 ( t,x(t))x'(i)) убывает, а это проти­
воречит знаку ее производной. 
Аналогично доказывается оценка снизу. 
Для функ­ий ус = С3 (0,х,у), д, = -Ь3(1,х,у) 
выполняются условия 3 теоремы I . 
' Доказательство завершено. 
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О КРАЕВЫХ ЗАДАЧАХ ДЛЯ ОДНОГО КЛАССА ' 
ФУНКЦИОНАЛЬНО­ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ 
Пусть Rn ­ линейное пространство Л ­мерных вещест­
венных векторов с нормой I • I . Этим же символом будем обо­
значать норму Л * Л ­матрицы, согласованную с нормой в R 
Если Л =»f , го вместо R будем писать просто R 
Пусть Za,SjcRt ­ w < a < ^ < « » ­ » , ¿ ­ 6 " ­ алгебра 
подмножеств сегмента ,т ­ мера Лебега, определен­
ная на JC . 
Обозначим: 
Ср , р < « » ­ пространство суммируемых функций 
x.Ca,6j—Rn с нормой 
Mp"(flx(5)lPctm(s))F; 
L „ ­ пространство измеримых функций х: [а, 8]—- /?" 
с нормой 
/ з с / ^ - Vrmiiup (x(s)g; 
Сл ­ пространство непрерывных функций х:Cct,Sj—R 
с нормой 
/ас/ с — max /ж (s)g ; 
* > , /<Syp • « « » «> ­ пространство абсолютно непрерывных 
функрий х: Cet.Sj— R* с нормой 
При п=< индекс П в обозначении пространств будем 
опускать. 
Рассмотрим функционально—дифференциальное уравнение ' 
£В1(Т)х(9.(Ь)-(£*:)(*), ЫСа,83, ( I ) 
в следующих предположениях. 
Элементы п л п ­матриц , 1ш1г%,...,к, ­измеримые 
скалярные функции; функции ^ >£а,6]-~И, 1*1,%,...,К, 
измеримые и удовлетворявшие условию: 
(УееЕ) т(е)=0-*т(у-/(е))-0, 1-1,г,...,М; ( 2 ) 
оператор Р непрерывно действует из Вр в • 
Определим операторы В^С^—Ц^, Ы1,2,~,К,8:1?р-~1Гр 
соответственно равенствами 
I О , 31(ЫСа,$1. 
Вопрос о разрешимости краевых задач для уравнения ( I ) 
*есно связан (см. I ) с вопросом об однозначной разрешимо­
сти функционального уравнения 
¿17 
р , на решении которого мы сейчас остано­
вимся. 
Пусть Г:[а,$3 —~СО,~*С ­ изь римая функция, а 
функция д:Са,бЗ—Я удовлетворяет условию ( 2 ) . Опре­
делим на £ функцию у* (г,у, т) равенством 
уч (г,у,т) (е) ­ у г(1) е//пф, в е £ . 
По теореме Радона­Никодима ( см . , например, СяД) существует 
измеримая функция У ,т) такая, что 
(в £ з ,4 } приведены некоторые способы вычисления этой функ­
ции). Если , Ь^Са,6] , то будем писать 
О п р е д е л е н и е . Будем говорить, что функция 
о:[а,В]-— Я удовлетворяет условию со (/г) и писать 
со(Л) » е с л и существует функция НгСл, 
удовлетворявшая условию (2 ) и такая, что h(g(i))^*t 
почти всюду на множестве о~*(Са, ¿3). 
Л е м м а I 1Ъ1. Пусть у^е.Ы(Н^, у + { ' , * , ­ » , * } ­
Для того, чтобы оператор Sj : 1 £ / « / Х * » был 
обратим, необходимо и достаточно, чтобы выполнялись условия: 
1. т(Са,6]\д)1(Са^]))-т(С*,*3\/т'/(Са1ё]))-0; 
2. т({^Са,^: ^В;фтО))-0; 
3. vraLsup^C(Ч>(^,SJ,m)(yj(ti))fBj(^)J 8<9^ 
' ^ » 0 , если р-ш-** ), 
Обозначим: 
в. т - я ; ? * , . < з д (&* Ф -
Хл ­ характеристическая функция множества в в £ • 
Л е м м а 2 С^Л. Пусть выполнены условия леммы I , 
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причем, если / <р < **» , то выполнено неравенство 
£ vraitup [4>(4>(ê*, hj, m), гт) (t)Jfi< /; 
если p^i » то выполнено неравенство 
vrai sup £ ViVC&i , Ь1,т),й1,т) (t)< 
если p — oo , то выполнено неравенство 
vrai sup £ ¡1 tâXffubJ,, (*) < 9* 
Тогда уравнение (2) однозначно разреши*? ш пространстве 
L"p Определим вектор­функционая 2tDp~**R* 
ством 
/ 
/ж * ж (a J +J Ф ($) &($) сйп(З), 
где элементы 
Рассмо 
 пап ­патрицы Ф принадлежат L^f^z* 4r*l). 
трим уравнение (С) с краевыми условиями^ ' 
/х=*0. (4) 
Решением задачи ( 1 ) , ( 4 ) будем называть абсолютно не­
прерывную функцию ж € Dp , удовлетворявшую уравнению 
( I ) почти всюду на La,S2 и краевому условию ( 4 ) . 
Т е о р е м а . Пусть выполнены условия леммы 2 И одно 
из условий: 
1) оператор F:Dp—Lp вполне непрерывен; 
2) p>i и оператор F непрерывно отображает про­
странство Сп в пространство Lp ; 
3) оператор F непрерывно отображает пространство 
Lpt , pt<~* в пространсво Lp . 
Пусть, кроме того, 
Гит, Шф- = 0. (5) 
Тогда существует решение задачи ( 1 ) , ( 4 ) . 
Д о к а з а т е л ь с т в о . Для доказательства при­
меним У ­метод Н.В.Аэбелева ( см . , например, [I]). В силу 
леммы 2, существует линейный непрерывный оператор 
VI: и"—{х*Ор: <£х**о} . » причем для любого у сЦ^ 
справедливо равенство ^^ггМуу • Здесь ­£С ­
оператор дифференцирования. Отсюда следует, что задача ( I ) , 
(4 ) эквивалентна функциональному уравнению 
у~РЬ/у , у*1." (6 ) 
и взаимно однозначное соответствие между решениями задачи 
( 1 ) , ( 4 ) и уравнения (6 ) устанавливается с помощью равенств: 
Ж « У у , уш>Рж. 
Покажем, что в условиях теоремы оператор РУ-'^—'Ср 
является вполне непрерывным. Если выполнено условие I ) , то 
ото очевидно. Пусть выполнено условие 2. Так как Д , с £ л 
и при р>1 ограниченное множество пространства Ор яв­
ляется компактным в смысле топологии пространства С п , 
то непрерывный оператор У; Ьр —«­ О у , рассматрива­
емый как оператор, деГ.зтвующий из пространства в про­
странство С" , является вполне непрерывным. Следовательно, 
вполне непрерывен оператор . При вы­
полнении условия 3) полная непрерывность оператора РУ 
следует из того, что при любом У *? /Л­ч, «­в пространство 
/7* компактно вложено [б, «.2957 » пространство Црг , 
Из неравенства ' . . 
Щ1с * Ш1^СЩ 
следует, что 
Ж 'Щк = о. 
Тогда существует замкнутый ограниченный шар в пространстве 
, который оператор РУ отображает в себя. Ссылка 
на принцип Шаудера завершает доказательство. 
Частным случаем уравнения ( I ) является уравнение 
(5±)а)=/а,(тх)и), 1е.1а,м, (?) 
где Г ­ непрерывный оператор, действующий из пространства 
Лпр в пространство , функция £; Са,6] л Я"­*» Я" 
удовлетворяет условиям Каратеодори и 
1^а,и)Н0)*/Ы&, 0*5«,рИр, ре[о,°°С. (8 ) 
Применительно к уравнению ( 7 ) доказанная теорема по­
зволяет получить несколько следствий. 
С л е д с т в и е I . Пусть р>4 , выполнены условия 
леммы 2 и линейный оператор Т непрерывно отображает про­
странство С " в I » . Тогда существует решение задачи ( 7 ) , 
( 4 ) . 
Д о к а з а т е л ь с т в о . Обозначим через N опе­
ратор Немыцкого: 
(Ыи)Ш-/а,ии)), teCa,¿J. 
Аз неравенства (8 ) следует: 
МТх1р*1г1р+/1Тя1'рК<1г1р + 
Так как В < 4 , то 
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у. !ШТх11р _ л 
Ссылка на георему завершает доказательство. ^ 
С л е д с т в и е 2. Пусть оператор Т: Вр~~'1*р 
определяется равенством 
6 
* 
где К - пап ­матрица с измеримыми на Еа,ё] * [а,¿7 
компонентами $ К ( • , / глагг I I К ( - € и вы­
полнены условия леммы 2. Тогда существует решение задачи 
( 7 ) , ( 4 ) . 
Д о к а з а т е л ь с т в о . В работе Г*? Д показано, 
что оператор 7* ­ ' .Э^ ­ * ( . ^ , /*< у» < , определяе­
мый равенством ( 9 ) , является вполне непрерывным. Следова­
тельно, выполнено условие I ) теоремы. Условие(5) проверя­
ется так же как при доказательстве следствия I . п 
С л е д с т в и е 3. Пусть р> 1 , оператор В*Ор—~ 
— непрерывный, оператор ТгОр-~1-р опреде­
ляется равенством 
, т ,/7> {*((6х)&)), (6х)#)еСа,ё], 
(Тх)&)~ | о (ОхХЪФСа,*]. 
Пусть, кроме того, выполнены условия леммы 2 и одно из ус ­
ловий: 
1) с*х*о*р) 
т({иСа,Шбх^)ша)и{Ыа,$31(бх)Шш1})т01 
2) (Чх,.хл*0*р) 
тЦиСатбхМНСв.Щп^СяМОхгШ)*^]}, 
m /77 ({te Cat, ¿3: (Gx,)(t) ё С a, Sj, 
Тогда существует решение задачи ( 7 ) , ( 4 ) . 
Д о к а з а т е л ь с т в о . Пусть ftjc„ - хЦ** —О, 
при л — ­ « * > . Из условия I ) или 2) следует (см. f8 j )% что 
( V <Г> 0) m({teta,63'KTx„Hi)-(TX)(i)l(b <>}) ~ О 
при п ­ * ­ « ­ » . Так как sup {tfx„ ffc J' < , то семей­
ство функций {Тх„} ' 'Йлеет равностепенно абсолютно непре­
рывные интегралы. Следовательно, JT*a" ТжВр 0 , при 
л — — . Из того, что (VxeD£) jTx//^ * /хДс , 
вытекает неравенство 
Из последнего следует ( 5 ) . Итак, выполнены все условия тео­
ремы. 
П р и м е р . Рассмотрим задачу: 
x(Vt)+3x(t2)-lx(/sin(x(t)+x(t))l)l* + r(i), (10) 
teCo,i] , re.Lz , 
x(o)-yj<p(s)x(s)dm(s)-eC, <<e.R, (реСл. Ш > 
• 
Обозначим 
(Sft,)(T)~y(/FJ, (S¿¡/)(í)«3y(t>), S=St+St, 
( Tx) (i) - x (/sin (x (t) tx(i))í), te Со, 13. 
Для оператора 5 выполняются условия леммы 2, так как 
(см., например, f 4 j ) 
Для оператора Т выполняется условие 2) следствия 3. Итак, 
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в силу следствия 3, существует решение задачи ( 1 0 ) , ( I I ) . 
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ОБЛАСТЬ СУЩЕСТВОВАНИЯ РЕШЕНИЯ КРАЕВОЙ ЗАДАЧИ 
ДЛЯ ОДНОЙ СИСТЕМЫ 4­ГО ПОРЯДКА 
I . Постановка задачи. 
В приложениях ( см. , например, C8j­f lOJ) встречается 
система обыкновенных дифференциальных уравнений вида 
Х'~-Ф(Х,у) 
где Ф(Х,у) ­ нелинейная функция с различными краевыми 
условиями. Так, в f IOj изучаются априорные оценки и един­
ственность решения системы ( I . I ) для случая 
<P(X,tj)=*eCCy-f(t-y)x], (1.2) 
oC,feR. t£,f>0 , удовлетворяющегокрлевым условиям 
Х(0)жжХф, Х(/)-Х<, ( 1 3 ) 
yW-y9l y « ) - y t . 
В t i l изучена более общая, по сравнению с ( I . I M I . 3 ) , кра­
евая задача и получены менее ограничительные, чем в £lOj» 
условия единственности решения зад. m ( I . I M I . 3 ) . 
В настоящей статье исследуется вопрос существования 
pet.сгнил задачи (1 .1 ) . (1 .3 ) при использовании специфики 
системы ( I . I ) и теории нижних я seps х функцк*, £4 ­ 7 ] . 
Во всех встречающихся системах типа ( I . D функцию 
Ф(х,у) посредством ьэдходяшей замены независимой пере­
( Г .5 ) 
х(й) ~Х, , х(Т)шХг , 
у(0)-уф. у Ю-ус, 
Из системы ( 1 .4 ) имеем хв+у"тО . Так что 
у - А + Bt-x, (1 .6 ) 
где А-х.+у0, В-(хг+уг-х,-у^/Г. 
Используя ( 1 . 6 ) , систему ( 1 .4 ) можно свести к уравне­
нию 2­го порядка и тем самым от ( 1 . 4 ) , ( 1 . 5 ) перейти к з а ­
даче 
х"= хж+х[а+4-(Л+ВЫ]-а(А+В±), о*ЫХ 
х(О)-х0, х(Г)~хг. 
Если теперь ввести функцию 
. а+*-(А+Вг) 
г*х + 9 
то придем к эгчаче 
«'= в*-у(а,4,*0,у;*г>Уг>*)>0*Ыг. (1 .7) 
**(0)=%(а,ё,хв,у0)у 
ценной можно записать в виде 
<Р (х,у) ~ ау - £х +ху, 
при этом отрезок СО, О преобразуется в некоторый отрезок 
Гб,Т 1 , Т > 0 . Поэтому будем исследовать краевую задачу 
Xм » - (оу - $х *ху) 
у'^Сау-бх+ху), 0^<Т, (1 .4 ) 
где 
*f>(a, S, х0 ,ув, xt,yr, t)=aS+((S-a-x0-y0)T-
- (xr + yv -x,-y.) tf/n<r* , 
% (<*> x° >y») = («+ *+x° -У°>/* > 
4>z xr,yr)~ (a+6+xr-yT)/2 . 
Обозначим ot =s max (~i4>(a,в,x0,ye,xT,yTft) ) ш 
ззУ ' (a^fX^tye, 3^/^. Очевидно, что ct*&-~fit$ . Ле гко 
видеть, что верхняя функция всегда существует: 
р==тах{ч>г,$), где <f *™«xlfrp(a,8,x0,y.,xt,yr4t) 
Следовательно, область существования решения задачи ( 1 . 7 ) , 
(1 .8) (а значит и.задачи ( 1 . 4 ) , ( 1 . 5 ) ) определяется неравен­
ствами 
4>,,4>г> Ч*(°.в>х»>У°>xv,yx)-
Эта область больше, чем в £ l ] , [&] и решение во всяком слу­
чае существует, если 
Ч>.>~"ffi (тЯ* iff* (х°~Уо)/2>О 
или 
%Ъ-1/а6 (Уа~+УГ)2+(хх-ут)/г*0. 
Таким образом, применение аппарата верхних и нижних функций 
позволяет улучшить известные результаты для задачи ( 1 . 4 ) , . 
( 1 . 5 ) . 
2. Обоснование одного метода определения области су­
ществования решения краевой задачи. 
Рассмотрим уравнение 
х" =с ихл+ 8х+с, ( 2 . D 
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где JC**X(t), t*R, a,S,c GR ­ постоянные, ег&О, 
(Л>0) . Сделав замену х+6/2а ш у и введя новые пере­
менные * , S посредством равенств 
ушоСв, tmXS (eitK*R ­параметры) (2 .2 ) 
перепишем (2 .1 ) в виде 
^ . « x W r ^ ­ ^ ! . . (2 .3 ) 
eis* * *<* 
При этом возможны следующие случаи: 
1. ilCIC-$*mOt 
2 . 4гас-£*>0, 
3. *вгс­4***< О. 
Рассмотрим каждый из них отдельно. 
I . Полагая в ( 2 .3 ) КгаЫ. ж 4 , приходим к уравнению 
et** Л 
Как следует из f ö j , его решения, удовлетворяющие условию 
г ( 0 ) ~ * о , а'(9)-0, (2 .5 ) 
где Вр<0 , определены на отрезке С-4-,1] , если 
У/гв/ е Со,Т),ТъО . Обозначим эти решения через z(ttjt0). 
Бели теперь взять в качестве нижней функции 
• *C(t)*mf•{*(*,*•)}, 
а верхней функцией 
( И ­ достаточно велико), то краевая задача 
имеет решения при еС(4) . 
2. Как и в предыдущем случае полагаем, что К аоС = 4, 
а также Х*(4ас-о*)/4а</**1 , откуда для о<. и К полу­
чаем их выражения через коэффициенты уравнения ( 2 . 1 ) : 
*ш(4ас-8*)*/*л, к=2/(*ас-гг)~*. (2 .6 ) 
Таким образом, если в (2 .2 ) параметры вС и К взять такими, 
как в ( 2 . 6 ) , тогда от (2 .1 ) приходим к уравнению 
г ' ­ г ' у ­ У . (2 .7 ) 
Рассмотрим для него задачу Коши ( 2 . 5 ) . 
Легко показать, что решение задачи ( 2 . 7 ) , ( 2 . 5 ) для 
Уг,в Я имеет вертикальную асимптоту при некотором 
5 « " Т ( а ^ . Если обозначить Т"е ** тахТ(Жв) , то, оче­
видно, ни для какого значения г в не существует решения 
задачи ( 2 . 7 ) , ( 2 . 5 ) , определенного на всем отрезке С-Т0,Т0]. 
Рис.1. Поведение решений задачи Коли ( 2 . ' Л , ( 2 . 5 > . 
Для определения переходим на фазовуп плогкость и 
получаем 
до 
Так как при $-+-Т(г0) г(5)-~ + о<> , то 
Для численных расчетов интеграл (2 .8 ) удобнее предста-
_ 7 Ыг =тг7 ^ . (2.8) 
вить в следующем виде 
4 
9) 
Г(2о) 
у 1 
^ 1 
% 
- | г -
1 0 
-26 8 *о 
Рис.2. Характер зависимости *С от £ 9 • 
Посредством численных расчетов получено значение 
Таким образом, если > т 0 на отрезке С-Т,ТЗ 
нот ни одного решения уравнения (2 .7 ) и краевая задача 
и, следовательно, в этом случае %. — Т0(С)=тах T(c,īB)= 
С'О \ /1 
1 
1 
8 ! ­
­26 8 
Рис.3. Зависимость Тв от с(оО). 
Из выпесказанного следует, что уравнение 2**= В2+ И2, 
Ае/? , Л > 0 не имеет ни одного решения, определенного 
f To Тв 7 ^ 
•у=: » у=;J , где Тв определено равен­
ством ( 2 . 10 ) . 
З а м е ч а н и е 2 . Краевая задача 
i"=z¿+a¿(s), г(-Т)=г,, z(Tj = £ i t Г>0, ( 2 Л 1 ) 
a(s)>0, Se&T.TJ 
, не иуеет реше"чя ни для каких значе­
ний 2 , , 2 Л , если Г ^ —~ , a=m¿not(s), Тв _ из Tal s*c-r.rj 
( 2 .10 ) . Действительно, если бы такое решение сушестиояало 
не имеет решения ни для каких значений г,, 2 2 е Я . 
З а м е ч а н и е I . Если вместо (2 .7 ) взят.ь уравне­
ние 
2*= 2 г + с , се.Я , с> О, 
то 
(скажем, ¿(5) ) , го оно бьшо бы нижней функцией для урав­
нения 
г'^г'+аЦ (2.12> 
и тогда уравнение (2.12) имело бы решения, определенные на 
отрезке Г-Т0,ТС1, чего не может быть, так как (Т0/Ус£)з,Т. 
Если же а*=тах <*(&) таково, что а*<СГт/Т)г , то за­
МГ­Г,0 
дача ( 2 . I I ) имеет решения при некоторых значениях 2 , ,г г е/?. 
Аналогично можно показать, что если уравнение (2 .1 ) 
не имеет ни одного решения на отрезке С-Т,Т] (это будет 
иметь место при %~У2/(4«с- ё*) ' , то уравнение 
х"=/(£,х,Х) , где у(£,х,х')&<ххг+£х+с УРгЪх'М 
еС-Т,Г]*Я. , также не будет иметь ни одного решения, 
определенного на всем отрезке С-Т,*С]. 
3 . В случае 4гас-$ < О приходим в общем к рассмот­
рению уравнения 
г ' « г * ­ с , с«/г, оо. ( 2 лз) 
Как известно, см.ГзД, для любого С€/?> С>0 существу­
ет решение уравнения ( 2 .13 ) , удовлетворяющее условиям 
Ж(0) = г , , В(Г)=2г, (2.14) 
где йф,Шя^Я. . 
Для краевой задач.: 
х"=х*+с({), х(-1)*х1, х(1)~хг , (2.15) 
где /с(£)/^св У£сС-1,12 справедлива следующая тео­
рема. 
Т е о р е м а . Существует Х">0 (ХтХ(с)) такое, 
что если X / и л и Х3^—Х , го решение задачи 
(2.15) не существу 3?. 
Д о к а з а т е л ь с т в о . Сначала рассмотрим авто­
номное уравнение 
х""Х3- С0 . (2.16) 
Переходя на фазовую плоскость, находим ič = Х(С9) и 
предполагаем, что для некоторого Xf^-X решение задачи 
(2.15) существует. Обозначим его через 
Это решение будет нижней функцией для уравнения ( 2 .16 ) . 
Действительно, c(i)žeC*-с0 и, следователь­
но, уравнение (2.16) имеет решение, удовлетворяющее усло ­
вию x(-i)=xt , х(1)=с<.(1) , что противоречит выбору Х~. 
Тем самым теорема доказана. 
Аналогично можно показать, что краевая задача 
где Oļ„(t)>0 VteCo,Tj , не имеет решения, если 
£,, 2££ -X*, И>0 - достаточно велико. Кроме того, 
o0(t)^A0 VteCo,T] , где Аа - достаточно 
большая величина, то уравнение (2 .17) не имеет ни одного 
решения, определенного на отрезке Co,Tj. 
3. Численные результаты. 
Проиллюстрируем применение вышеизложенного на примере 
определения области существования решения краевой задачи 
х"=х2+с , х(-1) = А , х(1)=В, (3.V 
c,A,3aR, x=x(t), t<s.I. 
Надо определить область значений А,В , для которых ( 3 .1 ) 
имеет решение. 
Прежде всего, отметим, что, как следует из раздела 2, 
задача (3.1) имеет решение для некоторых А,В с Л t еел<' 
с<Т* (Т0 ы3.6384) , т.к. при С*Т* уравнение 
в (3 .1 ) не имеет ни одного решения, определенного на отро? 
ке Г . 
Отдельно рассмотрим случаи 
1. о<с<г*; 
2. С=0, 
3. с< о. 
I . Пусть F ­ область значений А, В , для которых 
задача (3 .1 ) имеет решение. Очевидно, F = F (С) и, кроме 
того, F(c) ­ выпукла. Действительно, предположим, что 
( 3 .1 ) имеет решения для (Af,Bf) и (A¿,B¿)1A¿zA1>B¿*Bi. 
Обозначим эти решения, соответственно,X f ( i ) и x¿(t). 
Тогда Xt(i) есть нижняя функция, a x¿(t) ­ верхняя 
функция и поэтому (3.1) имеет решения для всех 
А="А, + s(A¿-At) 
Введем вспомогательную задачу Коши 
x"-xz+c, x(0)~x,, x'(o)*Ō% (3 ,2 ) 
x0gR , x=x(i). 
^скольку нас интересуют решения задачи ( 3 , 2 ) , определенные 
на отрезке C0,1j , то согласно результатам раздела 2, в 
дальнейшем будем иметь в виду, что с&(0;179)= 1е > 
х0 е f-¿6;6j = Tx<¡ . Заметим также, что решение задачи 
( 3 .2 ) ­ функция четная. 
Для фиксированного значения с с ! с и \fx0eIXo вычис­
ляем Т(с,хр) , используя (2 .9 ) , дде гф заменяем нааг« . 
Если при этом для некоторого x0GlXt Т(с,Хф)>4 решаем 
задачу (3 .2 ) "вправо" до t= i и тем самым находим такое_ 
значение А=*А(х9) , для которого задача ( 3 .1 ) с А=В*?А 
имеет решение. 
Затем решаем задачу Коши 
х"-=хг+ с, x(t-T(c,xc))=x0 , х'(о)**0 
"влево" до t~-1 . Обозначим ¡C=x(-1) . Очевидно, для 
фиксированного значения ccle Х*ш)£(х9) . Теперь, чтобы 
построить область значений А,В существования решения за­
дачи ( 3 . 1 ) , дл : фиксированного с определяем. 
А (с) — min А (хв), 
X(c)=m¿nX(Xb). 
Рис.4. Область значений А,В , для которых задача (3 .1) 
при се.Хс имеет решение. Характер ее зависимости 
от С. А0=&тА(с)«-0.57, х*о~'&тХ'(с)'*7.02. с—о е—о 
Для случаев 2 ) , 3) предлагаемая здесь методика опреде­
ления области существования решения задачи (3 ,1 ) непримени­
ма в силу сказанного о них в разделе 2 . 
4. Обобщение. 
Используя метод, изложенный в разделе 2 , можно изучить 
ропрос существования решения для задачи ( 1 , 1 ) , ( 1 . 3 ) с 
Ф (ж ,у) =» А хг+ г В ху + Су3 + йж + Еу Р, 
где А,... ,р£Я • 
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УДК 517.927 
Я.В.Виржбицкий 
ВЦ ЛГУ им.П.Стучки 
ОБОБЩЕННАЯ РАЗРЕШИМОСТЬ НЕЛИНЕЙНОЙ КРАЕВОЙ ЗАДАЧИ 
С ФИКСИРОВАННОЙ ГРАНИЧНОЙ ФУНКЦИЕЙ 
Рассмотрим краевую задачу 
x'(t)^f(t,xrx% 
6х = G(x(a), х(В), xY<x),x'{B)J — у, (I) 
Нх ­ Н(х(а),х(6),х'(а), x'(8)**h, (2 ) 
где aeR, S*(a, + ~),I-CaJ],f*Car(l*R*,R)._ 
G и Й ­ граничные функции, 6 , C ( R *R ,R), Jth^R, 
Car (I* R ,R) ­ класс функций, удовлетворяющих условию 
Каратеодори. На протяжении всей работы функция G предпо­
лагается фиксированной. 
В работа при предположении разрешимости краевой зада­
чи (1 ) , (2> исследованы свойства граничных функций. Показа­
но, что выявленные свойства этих функций гарантируют раз­
решимость клевой задачи. Существенно задействован аппарат 
нижних и верхних функций уравнения ( I ) . Рассмотрение случая 
исследованного в l l j , доведено до полной обратимости теоре­
мы. Случай с дополнительным условием еС (<x)**J&(a) рассмот­
рен полностью. 
Наряду с краевой задачей (l).fZ) рассмотрим краевую 
задачу для уравнения ( I ) с условиями 
H,x=h, , Htx**hXi (3) 
где И1 х т Н1 (х(а), ж(8)г х'(сж), х'(6)), И£еС(Я^Я*,Я), 
И^Я , ¿€.{/,2}. 
Введем обозначения. А6^(1,Я), Вбу (1,Я)-' 
классы обобщенных нижних и верхних функций Г2} уравнения 
( I ) . Класс монотонности М (&1 бг б/6ц) , где 
^ е { 0 , —, +, 1} , /6 {/,4,3,4} , есть семейство функ­
ций С(Яг *Я*,Д) таких, что при 6 ^ = 0 ^ по пер­
вому аргументу постоянная, при + ­ функция у по пер­
вому аргументу не возрастает, при ­ не убывает, 
при ограничения не накладываются Для остальных ар­
гументов определения, аналогичны. 
Будем говорить, что краевая задача ( 1 ) , ( 3 ) нормально 
разрешима для классов монотонности Mf и Мг , если для лю­
бых у б Саг (I* Я2, Я), сСеА6^(1,Я), рсВСу^Я), Н^Мс 
из выполнения оС^р, </?4­ следует сущест­
вование обобщенного решения [2] краевой задачи ( 1 ) , ( 3 ) 
такого, что вС ^ в • 
Неравенство 2 , * г Л для функций означает выполнение 
на I неравенства 21(х) « 2Л (£). 
Краевая задача ( 1 ) , ( 3 ) нормально разрешима для классов 
монотонности М1 и М2 при условии оС(а)=:.у&(С() , если 
для любых /е.Саг(1»Я*,Я),сСеА0^(1,Я),реВб/(Т,Ю1^еМ1-
из выполнения о(.^^, <*(а)г/<оС< Л / 
следует существование обобщенного решения 2 краевой зада­
чи ( 1 ) , ( 3 ) такого, чтс оС^ г «уЗ . 
Аналогично определяется нормальная разрешимость крае­
вой задачи ( 1 ) , ( 3 ) для классов монотонности М< и Мж при 
условиях ^М-^'М^'СвО^'М, *С(Л)<р'(6),*'{в)=/(6), 
0С(а)=у*(а) и оСГ«)=у>'(а),<<(а)*р(аН о('(8)<Р'(8), 
г<(а)-р(а) и *С'(4)=у>'(6). 
Сформулируем теорему о нормальной разрешимости краевой 
задачи ( 1 ) , ( 3 ) ( cM . f3 j .C4 j ) . 
Т е о р е м а I . Краевая задача ( 1 ) , ( 3 ) нормально 
разрешима для следующих классов монотонности: 1 
1) м,»ма--о), М*~М(-/о +), 
2) М,»М(Ц-+), Мг-М(~00), 
3) м, *М(1—0), Мг -М(н-+) при условии вС(а)~р(а), 
A) Mt-M(-11 +), Мг= M(-­10) при условии eC'(a)=p'(a)t 
5) м, = М(-1++), Мгж;М(—10) при условии *'(<*)>A'(a)t 
6) M,=M(1—), Мг~М(—01) п р и у с Л о в и и *'(6)<J*'(6)t 
7) М, = М(1-'1), Мг~М(—01) п р и условии A'(8)~p'($)t 
8) M(~M(l-W), Мг**М(Ш+) при условиях eCfa)-Ji(d) 
и «'(aj */*'(«), 
9 ) /У, ­ «// (У ­ ­ *У при услов иях ^ГЛ? 
и еС'(£)<у>'М, 
10) # у ~М(1—1), Mt=M(j—l) при условиях oL(<x)=/i(<x) 
и 0t'(6)~J*'(6), 
причем классы /*// и Л/2 перестановочны. 
Будем говорить, что краевая задача ( 1 ) , ( 2 ) нормально 
разрешима для класса монотонности Mi , если для любых 
/ е Car(I*R* R), JeAG, (J,R),/>*B6f (I,R), H^-Mi 
из выполнения oC&Ji, G*C-&g^G/i, Hoi^h^Mji 
следует сущестьование обобщенного решения краевой зада* 
чи ( 1 ) , ( 2 ) такого, что оС^Я^/Ь . Аналогично определяет» 
ся нормальная разрешимость краевой задачи ( 1 ) , ( 2 ) для клас­
са монотонности Mf при дополнительных условиях как и 
для краевой задачи ( 1 ) , ( 3 ) . 
Для описания поведения функции G понадобятся обоб­
щенные классы монотонности Мб (б/бг&лб*) » которые 
при 6JG{c,-, +, l) совпадают с классами монотонности 
У € [1,2,3,1/} поведение функции ^ 6 MG (&)бгб3бь) 
определяется следующим образом. При 6*<~Х функция <р 
строго убывает по первому аргументу, при 6 f « i / — строго 
возрастает по первому аргументу, а при остальных 67 оп­
ределяется равенствами 
Мб (А СГг б3 ^)жМ(/6ГлбГ^) \м(-ег€л 60, 
mg(b егб-3е,,)=м((<ье&)\М(+€л бле*ч), 
mg(c в; ег, в\) ­ м(-ел бле,)\м(оег 63 е у , 
MG(D&t 6j 6Щ)~ М(+ $г6я€щ)\М (о6а <$3 
MG(E^<rs е ; ; » м(. ъ иг, е > ; \ мвсхъ €3 
Мб (К <эг б3 <оч) = Мб(£б"л6,#4) \ М(Обг <53 <5Ч), 
мб (и ¿1 бS б;; ­ мб ^зб,1)\м(об'2€3 
для остальных же аргументов определения аналогичны. Выпи­
шем некоторые равенства: 
м(- ^ 6} б;;= мб(сел б3 &ч)и мсоег^ ег, & ч ), 
М(-£л6з6*ч)=Мб(Е<5г&Ми Мб (х б; бл б«Л 
М(+ 61 6} бч) -Мб (^63^)0 М(0^ <эз <5Ч), 
М(+б-гбз<5;,) = Мб(£б'г&36'ч) I/Мб(#б'гбзб'<), . 
мб(се,гбз^)=мб(/б,гбзб'^ имб(к^<о3€ц), 
мб (й <ол бз б;; * мб (у^ <>3 б;; и мв а &л &3^), 
Мб(£&гбзМб(Кб2636ц)и М(0^6зб;Л 
Мб(?6\63Ъ)*М6(Л6Л$36',) иМ(Об'г&з 
Аналогичные равенстваиимеют место для остальных аргументов. 
Для любых £,,£1,иге.Й, иа,и^е.Я таких, что t1<tг, 
при <Г, = 0 «л>и*,и1 *Ь,и<), 
при С,Е,к) Ч>(г,,иг,и3,и1<>Ъ¥(тг,иг:,и3,и11), 
при б,±{+го,еХ) ч>а1,"*,и3,и^ч>(£±,иг.,из,ич), 
при У(*4,"*,из>ич)>Ч>(*г>и1>и^ич), 
при &,=>У 7*(*г.и*.,ил,Щ)< Ч>(+г,Ц*.из,и*). 
При &,е{А,0) существуют Ь1, ^ , иг € Я , и3,и^Я 
такие, что 
Ъ<-±3 и ^а,,ил,и3,ик)<^^г,иЛ1и3,ич), 
при б'^е{В,С} существуют Ь,, 7^ ,С/геЯ , и3,и^е.р, 
такие, что 
и 4>(+,,и21и;,и<)>¥(£л,иг,из,ич), 
при (э^/Е,Р} существуют Ь,,¿¿,^4^ &; из>иче% 
такие, что 
Опишем некоторые примеры дифференциальных уравнений 
вида ( I ) с обобщенными нижними и верхними функциями, ана­
логи которых будут использованы в леммах. «С,р - обобщен­
ные нижняя и верхняя функции уравнения ( I ) . 
П р и м е р Е1. 
4 а , *е(г-',о, 
оС = 0, 
П р и м е р Е2. 
te.Co,г~,J, 
7 ~\ о , Ы(2ш\и, 
и(2-',а. 
П р и м е р Е З . / « г " * , * « 0 > / З в £ ^ £ " ' / ­ £ > * £ " * 
Л е м м а I . Пусть М4 - класс монотонности. Если 
краевая задача ( 1 1 , ( 2 ) нормально разрешима или нормально 
чазрешима при условии еС(я)»"р(а) дд Я класса монотонног 
ти М< , то 6 е.М(н-+). 
Д о к а з а т е л ь с т в о , аналогично доказательств 
леммы I в [I]. 
Л е м м а 2. Пусть М( - класс монотонности и краев* 
задача ( 1 ) , ( 2 ) нормально разрешима или нормально разрешим* 
при условии е С ( а д л я М< . Тогда имеет место: 
I ) б € М6(НЕ1)-~М,<=М(Ц-1), 
2) б€-Мв(1А-+)=** М,аМ(1--0), 
3) веМб(Н-Д) => М^М(/ 
4) в<=.Мб(Н4 Р) = * * М1<^М(тн+). 
Д о к а з а т е л ь с т в о . Проводится от противно­
го . Выбирается конкретная функция И , не содержащаяся в 
указанном М) , и показывается возможность построения 
примера краевой задачи, содержащей указанное Н и не имею­
щей свойства нормальной разрешимости при еС(&) = уь(с(). 
1) Возьмем пример типа Е1 такой, чтобы выполнялось 
0<^-—5_р . Это возможно в силу ¿(00=^(01), аС(8)=^(8), 
оС'(8)=У(8) и 6еМ6(^£1) . Полагаем НеМ(ОО-Ю), 
Нх — х'(а)-уз'(а) 1 И=0,д-=6с£. и получаем требуемое. 
2) Вожмем пример типа Е2, £ достаточно малое, что­
бы в силу непрерывности 6 выполнялось 6Ы.< 6^ . Это 
возможно в силу оС(а) =р(а) , малости 1<>с'(а) -уз'(а)/ 
и 1оС'(8)-^'(8)1 и 6еМв(гА-+) . Необходимо взять 
Н^М(0 + 00),Н<=.М(00+0), Н<=.М(000+) или 
Н^-М(ООО-) • Полагаем соответственно Нх — х(8)-е(-(8), 
Нх=х'(а)-оС'(а), Нх = х'(8)-оС'(8), Нх=-х'(8м*'(8), 
Н = 0, у = 6уь. 
3) Возьмем пример типа ЕЗ, £ достаточно малое, чтобы 
выполнялось £ е £ < 6 / з . Это возможно в силу еС(а)=*у*(сс), 
малости 1оС(В)-£(в)1, /оС'(а) -р'(а)/ и 6еМ6(^-Л). 
Необходимо взять Н>вМ(0+00), Н^.М(ОО+0) или 
//е М (000+) . Полагаем соответственно Нх =• х(8)-
-оС(8), Нх=х'(<*)-сС(а) или Нх = х'(8)-сС'(8), 
Ь = 0,9 = б£. 
4) Получается из I ) заменой типа £—«• ­£ " . 
Л е м м а 3. Пусть М1 ­ класс монотонности и краевая 
задача ( 1 ) , ( 2 ) нормально разрешима для А/у . Тогда имеет 
место: 
1) 6 < Е М С ( А 1 М , с М ( - 1 0 + ) , 
2 ) ве.Мв(НС+) -~ М,сМ(-1++). 
Лемма получается из 2 ) , 3> леммы 2 заменой типа ^ " ­ « ­ ­ / . 
Сформулируем основные результаты. 
Т е о р е м а 2. Еспи краевая задача ( 1 ) , ( 2 ) нормаль­
ко разрешима для класса монотонности М/ , то в зависи­
мости от вица функции 6 М{ имеет следующий вид: 
I ) б^Мб(АА-+), М,сМ(--00), 
21 6еМ6(А—О), М,^М(-Ю+), 
31 беМб(А-й), М^МС—ОО), 
А) бемб(-АО+), М,сМ(1—О), 
•о) 5 е Мб(-АС+), М,с:М(--00), 
61 беМ6(-- С£>), М1 с М(— 00), 
7 ) С е Мб(-Х0), М,сМ(-1++), 
8) б е Мб(--КО), М,сМ(-/0+), 
91 б е Мб(--ОУ), М1сМ(1~—), 
101 СеМб(- -01.), М,<^М(1- ­ О), 
11)бе-Мб(--00), М^М(Н-+). 
Справедливость теоремы следует из лемм 1­3 и равенств 
Мб (11 -+)=Мв (А 1- *) и Мб(- Г- +), 
Мб (А 1-*} = Мб (А А-+) и Мб(А--+), 
Мб(А--+) = Мб(А--0) и Мб(А--В), 
Мб (-1- *) = Мб(-А -+)и Мб(-~ +), 
Мб(-А-+)= Мб(-АС+) и М6(-А0+), 
Мб( +)— М6(— с *•) и Мб (— О +), 
мб(—с+)= мв(—со) и Мб (—СО), 
Мб(— СО) =» Мб (—ХО) имб(— ко), 
. М6('-0+)= Мб (--00) и Мб (--00), 
Мб (--оо)=мв(- - ОУ) имб(-- ои. 
Отметим, что неравенство во£ * б у* выполняется в 7) 
при сС'(а) >р'(ег) в 9) ­ при «'($) « р ' ( 6 ) . 
Т е о р е м а 3. Если краевая задача ( 1 ) , ( 2 ) нормаль­
но разрешима для класса монотонности А/у при условии 
оС(ое) = р(«) , то в зависимости от вида функции £ Л/у 
им«эт следующий вид: 
1)веМб(1А-+), М1^М(:--0), 
2 ) бе Мб(/-ХО), М1<=М(111+), 
3) бе Мв(/-£0), М^М(11-+), 
4) 6е.М6(4--У), М1^М(1---), 
5) беМбС/--1<), М,сМ(*—0). 
Справедливость теоремы следует из лемм 1,2 и равенств 
Мв(Н- +)= Мб «А -+) и Мв(1- - +), 
мб (1--*•)= Мб (1--о) и Мб (г- - о), 
• М б О ) - М6(1-ХО) и Мб С/-ЕО), 
мб(1--о)=мв(<--у) имв(4--и. 
Отметим, что неравенство БОС^Ср выполняется в 2) 
при ОС(А)= УЗ ( А ) , ОС'Сех)=^(А) в 4) ­ при 
и ( А ) = £ ( А ) , СС'(4) «г ¿(6). 
Т е о р е м а 4. Для функции Б и класса монотон­
ности А// , указанных в теореме 2, краевая задача ( 1 ) , ( 2 ) 
нормально разрешима для М< , причем в 7) при условиях 
ЕС'(А) =• У*'(<Х) или РС'(А)>£'((*) , в 9) ­ при услови­
ях ВС'(6)-У>,(В) или ОС'(6)< ¿'(4). 
Т е о р е м а 5. Для функции Б и класса монотон­
ности М4 , указанных в теореме 3, краевая задача ( I ) , 
(2 ) нормально разрешима для М^ при условии *.(А)=УЗ(А), 
причем в 2) добавляется условие РС'{в1)'=УЙ'(ОГ) , в 4) ­
*с'(£) = ^'(8) или ОС'(Ё) < ¿ ' ( 4 ) . 
Справедливость теорем 4,5 следует из теоремы I . 
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ПРИМЕНЕНИЕ 2­ГО МЕТОДА ЛЯПУНОВА К ИССЛЕДОВАНИЮ 
УСТОЙЧИВХТИ НЕЛИНЕЙНЫХ даИЕРЕНЦИАЛЬНЫХ 
УРАВНЕНИЙ СО СЛУЧАЙНЫМИ ПАРАМЕТРАМИ 
Рассматривается стохастическое дифференциальное урав­
нение вида 
с/ос ^ACt.yJxctt+BityJxclWft+Sty^fWdt 
c/7=.C(c,x)-r/(6-)Jc/t ( I ) 
в'т, d,y v­ (dz,x), 
где действительные (n*n) ­матрицы, пе­
риодические по i с периодом •? при каждом ycY 
Однородный марковский процесс у^ с конечным числом состо­
яний определен на фазовом пространстве У и задан матрицей 
переходных вероятностей 
Р(Т) = СР{уих = yJl^myi}J- е**, (2> 
ST^CoiijT. , *tij>0 при i+j.Uu—Lely 
Векторы S (у), с , cl имеют размерность п , причем век­
тор S(t/J определен на Y . Величины и% и Г являются 
некоторыми постоянными. Скалярная функция f(&) удовле­
творяет условиям 
6f(&)>0 при 6 V 0 , f(0)~0, 
Д й | | Ш и 1 ^ ,yag:..^,;-
/f(t)at— при б — , 
JvY^/ ­ скалярный виннеровский процесс f l J . 
В статье исследуется условия устойчивости тривиально­
го решения уравнения ( I ) . Прежде чем дать определения, ис­
пользуемые ниже, выпишем линейное уравнение, связанное с 
системой ( I ) 
di(t)ж A(t,y{)to/t+ Bit.yJzMt). (3) 
О п р е д е л е н и е I . Тривиальное решение уравне­
ния (3) называется экспоненциально устойчивым в среднем 
квадратичном, если существуют такие положительные постоян­
ные М и , что для любого г « R решение уравнения 
(3 ) g(t,s,y) удовлетворяет условию 
£{/z(t,*,y)/*}* M/*f*expft (4 ) 
О п р е д е л е н и е 2. Тривиальное решение z(t)mQ 
уравнения (3 ) называется устойчивым по вероятности при { 0, 
если для любых уе У и £ > О 
&т Р{ sup l*(t,*,y)l>£}*c о. ( 5 ) 
О п р е д е л е н и е 3 . Тривиальное решение i(t)*0 
уравнения (3 ) называется асимптотически устойчивым по веро­
ятности, если оно устойчиво по вероятности и, кроме того, 
справедливо соотношение 
£йпРЫйп *(t,*,y)-0}= f , VuCY. 
Эффективным средством исследования устойчивости реше­
ний дифференциальных уравнений типа i l ) и (3 ) являются 
функции Ляпунова V(t,x,y) , определенные на к+ 'R"-Y-~R 
и принадлежащие классу функций ш»прерыт;чо дифференин^уемнх 
по t к X при каждом у е У . 
Следуя результатам работы С2Л, можно утверждать, что 
для экспоненциальной устойчивости в среднем квадратичном 
тривиального решения уравнения (3 ) необходимо и достаточно 
существования квадратичной формы 
1Г(^х,у)"(ср(^,у)х,х), 
положительно определенной при "Ь>0, у « У , производная 
которой в силу системы (3 ) является отрицательно определен­
ной квадратичной формой. Используя эти результаты и ограни­
чения на коэффициенты уравнения ( 3 ) , имеем следующий ре­
зультат. 
Т е о р е м а I . Тривиальное решение в(£)зО уравне­
ния (3 ) экспоненциально устойчиво в среднем квадратичном 
тогда я только тогда, когда существует V ­ периодическое 
семейство матриц <^&,у) , положительно определенное г 
смысле скалярного произведения при всех £&0, уеУ , и 
таких, что 
УусУ, ( б ) 
где РЦ,у1)}&9*)т АГ(*»У*>9(*>¥*У* 
"3 ­ единичная (п*п) ­матрица. 
Д о к а з а т е л ь с т в о необходимости. Если три­
виальное решение уравнения (3) экспоненциально устойчиво в 
среднем квадратичном, то существует квадратичная форма 
г(£в.ч^ф(гЛ,*,уЯ*}сНг-(с1(1у)г,г). 
Для доказательстве равенства ( 6 ) вычислим'производную функ­
ции у(£,ш,у) в силу системы ( 3 ) 
« ±1Е{1КЫЛ.*,У)1*} **» --(7*,*). 
С другой стороны 
^ г г = 4Г£Гв (Ы^^ш * , у Л г#м, ^у))-
г(1+&^,*.у))}-Е{(о&,у1Фл)г(*+й,Ьж,у), 
г(*+й, t, г.у))} + Е у)*(*+*, й */уЛ 
г 1, в, у))}+4т {СЩ Г*.у)* *,У>, 
г({+&,Ьш,у))}- (о.^гу)ш,й)1 -
*(Х.}(*,у)а.*)+(?%(*.!/)*,*)> 
­ 97 ­
Сравнивая полученные выкладки, получаем равенство ( 6 ) . Пе­
риодичность матрицы <^(£,у) следует из цепочки равенств 
(о, 2)-/Е{(2(8,Щу)*, 
- ^Е{(2(е,£,!/)в,г(5^,1/)г)}с/5 - (^,у).ш,щ). 
Необходимость доказана. 
Достаточность следует на того, что функция 
1Г£ **, * 
является функцией Ляпунова, обеспечивающей экспоненциаль­
ную устойчивость в среднем квадратичном тривиального реше­
ния уравнения ( 3 ) . . . / в * 
Введем обозначения: Ж Я * ш ' 
О п р е д е л е н и е 4 . Если решение уравнения ( I ) , 
начинавшееся в области £ < /¿21 < Г , с вероятностью I 
выходит на'границу этой области аа конечное время, каковы 
бы ни были достаточно малые г • £>0 , то такой факт бу­
дем называть условием Т * . 
Т е о р е м а 2. Пусть существует положительно опре­
деленная, допускавшая оееконечно малый высший предел, функ­
ция г(£,£,и) , удовлетворявшая условие %1Г<-0С< О. 
Пусть, кроме того, выполнено условие Т " . Тогда решение 
£(£)—0 уравнения ( I ) асимптотически устойчиво по ве­
роятности. « 
Д о к а з а т е л ь с т в о . Определим случайную ве­
личину 
Г?'(*)- ™п{ги,£,гп), 
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На основании формулы Дынкина имеем 
Е**,У*«}(Ь> 4(r<un)(r)))-vCs,*,!/)' 
= ^ , * . у / х(^),у(у9))о(/>. 
s 
Учитывая условие теоремы, получим неравенство 
£ << rl"}(t) *:*s+ v(s; Jc.yJ, 
откуда получаем 
eis +• v(s,x,y) 
mit 
Если в этом неравенстве перейти к пределу при Г — , то 
получим условие Т * . Рассмотрим далее процесс 
v(Tu(t), x(Tu(t)), у(ГиЫ))), 
который представляет собой супермартингал [з]. А это озна­
чает существование предела 
/im v(Tu(t), ж(Ги(С)), у(Ти(VJJ)- ^. 
Пусть Рж.у множество траекторий пропесса x-(t) , для 
которых Ти « • <*° . На основании неравенства Чебышева имеем 
Plsup i*(u>i>rU В ^ Ь Ф ^ Ы Ш ^ ^ 
В силу непрерывности функции v(s ж,у) , условия 
v(s,o,у)з*0 и переходя х пределу, получим условие у с ­
тойчивости по вероятности. А это означает, что 
Р{Р>£,у}-~' при ж —О 
Из выполнения условия Т " вытекает, что для почти всех 
Траекторий из множества г?х,у имеет место равенство 
/ж О . Далее имеем 
Поэтому из положительной определенности функции гг(^х,у) 
для траекторий из следует равенство &т /ж О. 
А это и доказывает теорему. 
Перейдем теперь к построению функции Ляпунова для 
системы ( I ) , удовлетворяющей условиям теоремы 2. Будем 
Подбирать функцию Ляпунова в виде 
У(£,х,у,у) = (о. (£,у)ж, х)+}^(з) е/в, (7 ) 
о 
где у,(£,у) положительно определенная матрица, являющая­
ся решением уравнения ( 6 ) . Второе слагаемое в (7 ) тоже по­
ложительно в силу свойств функции ^(я) . Кроме того, 
Уа,0,у,о)*>0, ]Га,х,у,ч)~~> П ря 7 • 
Далее рассмотрим производную в силу системы ( I ) : 
XV'Лт, ±£Е У(а,х(&), уА , »А )- У(о,ж,у, 7 л 7 « 
« (X. <р &,у)х, ж)+(% и,у) А (Ьу)х,хЩ(Ьу)х,А М у » 
+(}(Ьу)Вс£,у/ж,а&, у)х)+(о. (Ьу)£(у>/(ч), ж)+ 
+($ (Ь,у)х, 4(у)/(ч))+(/(?)с/<с1 (Ьу^ж^г/'Ц) + 
+/(1)(<*,А&у)х)+/л(>?)№ бЫСх.ъ&.у)+Ат(1,у)а. (£уМ 
*^(1у)А &,у)+ВТ&,у)<}&,у)В&,у)]х,*) + 
и.у)8(у)*^о1,с1-с^АТ^,у)с1иж 
5 = ^fyt.y)S(yJ^dfct^Ar(t,yjdJr dtr-(dltSfy)) /• 
По критерию Сильвестра положительная определенность квад­
ратичной формы (55L,ж) следует из неравенства / 5 / > О, 
а это эквивалентно неравенству 
d,r-(dtJ(yJ)>/a.(t,i,)e'(y)+£dtc+lAr(tfy)da/*. ( 8 ) 
Таким образом доказана следующая 
Т е о р е м а 3. Пусть тривиальное решение уравнения 
(3 ) экспоненциально устойчиво в среднем квадратичном, тог­
да для асимптотической устойчивости по вероятности триви­
ального решения уравнения ( I ) достаточно выполнения нера­
венства ( 8 ) , где $(t,i/) определяется из уравнения ( 6 ) . 
Рассмотрим пример вида 
dx - A(yt)xdt + e(yt)f(S} dt 
' df-Cf.xj-r/fG-J ( 9 ) 
С - d,y у- (da,9t) 
Б силу существования матрицы £ (^,у) , удовлетворяющей 
уравнению ( 4 ) , получим выражение 
ХУ--(ж,х)+2/(ч)(С<1^,у)4<у) + ± е/,с, * 
^АтП,у)^]ж)-/^)(Ыж.З)*с/,г). 
Таким образом, XV есть квадратичная форма переменных 
ж,,хл,...,жл,у(^). Таким образом; имеем £,ж.) 
где 
где у^ ­ марковский процесс о двумя состояниями У— {у'>У*} .• Вероятности перехода для этого пр 
имеют вид: 
Пусть 
Решение уравнения ( б ) в этом случае имеет вид 
* \£0'+Зр*-*Л/-27 фу»А*/8у» +1?) 
3-2 (У~3^* + Э^-37) 
После проверки получаем, что при ß>3 квадратичная фор­
ма (й^(у)х,») положительно определена. Предположим 
далее, что д*« «*в№: 
8(у) = (о,1)т, с-(7?,зго)т. 
Тогда условие асимптотической устойчивости по вероятности 
тривиального решения уравнения ( 9 ) будет иметь вид r>S6,3. 
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метода аакжж автлмуумдд ревеня задач 
В статье на примере двух задач деактстряруется мето­
дика численного анализа « а ЭШ ремы да хряеянх задач, воз­
никающих при исследования ламинарного тсчкяшя вязкой не­
сжимаемой жидкости по трубам с пористыми (проницаемые) 
стенками. 
Задачи тепло­ к массолереноеа opa i пинии вязкой 
несжимаемой жидкости в трубе е отсосом яла вдувом через 
поверхность стенок изучались иногяма исследователями [ I -
7J. В настоящее время представление реяеняи этак задач в 
виде рядов, как, например, это делается в работе £7}, не 
является удовлетворительным, поскольку аппроксимации реше­
ний рядами подходят лишь для малых значений входящих в за ­
дачу параметров, соответствует случаям слабого отсоса или 
вдувя. Ставящиеся ныне задача в этой области являются с у ­
щественно нелинейными и для речения требуют использования 
быстродействующих ЭВМ, в связи с чем повышается роль чис­
ленных методов, применяемых при решении этих задач. 
Для пояска на ЭШ автомодельных речений в данной 
работе предлагается использовать одну из модификаций мето­
да секущих Св] ­ безградиентного метода, применяемого не 
только при ртенки задач гидродинамики Í9l, но также при 
решении задач химической технология Сю], некоторых задач 
оптимального управления [ I I J м в других областях. Модифи­
кация метода секущих [ l 2 j , являясь методом последователь­
ных приближений, оказалась более удобной в применении, что 
позволило расширить класс решаемых прикладных задач. 
Если решается уравнение 
то формула метода секущих для нахождения приближенного 
решения по двум предыдущим имеет вид': 
(п+Ош X /(X ) X /<Х ) 
/(х<п>)^/(х(л-°) 
Из формулы (2 ) видно, что, когда значения функции, вычис­
ленные при двух последующих приближенных решениях, близки, 
то знаменатель оказывается близок к нулю, а это на практи­
ке может приводить к машинному переполнению. Геометрическая 
интерпретация подсказала гелесообраэность введения в форму­
лу (2) весового коэффициента, 
где в качестве X берется то из двух предыдущих 
приближенных решений, которому соответствует большее абсо­
лютное значение функции, а значение весового коэффициента 
у , у>4, выбирается таким, чтобы новое приближенное 
решение было лучше по крайней мере одного из двух предыду­
щих в смысле абсолютного значения функции. Описанная моди­
фикация метода секущих легла в основу алгоритма решения 
Рассматриваемых задач. 
I . Задача о стационарном осесимметричноы течении 
несжимаемой жидкости в круглой трубе с обьемными источни­
ками (стоками) массы, моделирующая процесс испарения (кон­
денсации) в парокапельном потоке, описываемая уравнениями 
Наг'^е­Стокса, сводится к краевой задаче для обыкновенного • 
дифференциального уравнения третьего порядка [I] 
у(0)=0; y'(0)~K-Ry'* (5 ) 
Конечные условия имеет вед: 
у (О* и о (6 ) 
Традиционно подобные задачи решаются методом при­
стрелки, сводящим краевую задачу к задаче отыскания реше­
ния системы нелинейных алгебраических и (или) трансцен­
дентных уравнений. Введем обозначения: у^**^, У2—У > 
у5"У', У4=*У*> *1ту'(0)» Х*ШК • Т о г Д а Уравнение ( 4 ) 
можно записать в веде эквивалентной системы дифференциаль­
ных уравнений первого порядка: 
(7 ) 
у ; ­ ^ ((ыу^-оу^яу;*^ 
начальные условия принимают вед: 
У,($)-ог 
У» (8)* О; 
у3<$)-*4) 
Ущ(6)ш*х-*жл , 
где 8 ­ положительная величина, 8« 4 , Введение этой 
величины в краевую задачу связано с необходимостью избе­
жать действия нрсуммируемой особенности в начальной точке. 
Невязки в конечной точке t~ 1 являются функциями неиз­
вестных Х| и и имеют вед: 
(8 ) 
где R ­ параметр, значение которого задается, К- искомый 
параметр. Начальные условия для этой задачи записывается в 
веде: 
Конечные условия (6) приводят, следовательно, к системе 
двух нелинейных уравнений с неявно заданными функциями ^ 
(10) 
Формулы модификации метода секущих для двумерного случая 
принимают вид: ' 
9х) /* А 
у(п-1> /0-0 ,0—0 
1 /. /1 
где в качестве X ~* берется то из трех предыдущих 
приближенных решений, которому соответствует наибольшее 
значение нормы 
1/1-1/71Н/П. (12) 
Таким образом, алгоритм решения задачи состоит из 
следующих частей. 
1°. Выбор начальных приближенны., решение для неиз­
вестного вектора X = (X*,ХГ). 
2 ° . Вычисление соответствующих невязок ( 9 ) посред­
ством решения задачи Кош ( 7 ) , ( 8 ) . 
3 ° . Нахождение нового приближенного решения с помо­
щью модификация метода секущих ( I I ) . 
4 ° . Вычисление соответствующих новому приближенному 
решению невязок ( 9 ) посредством решения задачи Коши ( 7 ) , 
( 8 ) . 
5° . Проверка: не удовлетворяет ли найденное прибли­
женное решение заданной точности? Если оно не удовлетворя­
ет заданной точности, то худшее из трех предыдущих прибли­
женных решений (в смысле нормы ( 12 ) ) заменяется новым при­
ближенным решением и осуществляется переход к 3 ° . 
6° . Если новое приближенное решение удовлетворяет 
заданной точности, то выводятся на печать искомые резуль­
таты расчетов. 
В связи с приведенным алгоритмом сделаем следующее 
замечания. 
1) Неточность, вызванную смещением начальных условий 
в выражениях ( 8 ) , можно уменьшить, если удается разложить 
решение в ряд в окрестности начальной точки. 
2) В настоящее время хорошо известны трудности, к 
которым приводит жесткость интегрируемых дифференциальных 
уравнений. Не останавливаясь здесь на специальных численных 
методах, используемых в этих случаях, заметим лишь, что 
для большинства решаемых прикладных задач, как и для задач, 
представленных в этой статье, удобным оказывается метод 
Рунге­Кутта четвертого порядка [13]. 
Если система дифференциальных уравнений оказывается 
неустойчивой при интегрировании, то почти всегда можно из­
менить направление интегрирования. Если система неустойчи­
ва при интегрировании в обоих направлениях, то влияние не­
устойчивости можно уменьшить, введя на интервале интегри­
рования точку " шнвания" {.14, с . 1981. 
3) Вопрос о том, каким образом осуществлять проверку 
на точность, о которой говорится в пятом пункте алгоритма, 
решается по­разному. Здесь будем считать, что приближенное 
решение найдено с эацанной точностью, если норма ( 12 ) , со­
огветствуюшая этому решению, оказалась меньше априорно за­
данной величины £ > 0 . 
4) Вопрос о том, каким образом выбирать весовой к о г 
эффициент в формулах ( I I ) , можно решать также, как в не­
которых модификациях метода Ньютона с весовым коэффициен­
том 1.15.]. Так, можно подбирать величину д из ряда нату­
ральных чисел или чисел Фибоначчи, или использовать какое­
либо другое простое правило увеличения весового коэффици­
ента для нахождения приближенного решения, лучшего (в 
смысле нормы (12)) по крайней мере одного из трех предыду­
щих решений. Диалоговые системы позволяют исследователю 
изменять это правило в процессе вычислений, что может дать 
в некоторых случаях значительный выигрыш во времени £123. 
Результаты расчетов по приведенному алгоритму под­
тверждают асимптотические решения задачи (4)-(б), получен­
ные в работе Сх3. Один из результатов счета, соответствую­
щий значению Кв-/0 , приведен на рис.1. 
Рис.1. Результат расчета при /? " » ­ <0 . 
конечные условия: 
у (О = 0.; у'(0 = о, (15) 
где р и о, ­ параметры, характеризующие просачивание 
сквозь внутреннюю и внешнюю стенки кольцеобразной трубы. 
Как и в предыдущей задаче, перейдем от уравнения 
(13) к системе дифференциальных уравнений первого поряд­
г у;*ул/ 
у * " # (&(у,у* -УлУ») -*у*); 
где у , « у , ул­у7,уа­у',у,­уу,^ 
условия запишем в виде: 
У,(*.)—рТ%; 
Уж (О'О; 
(16) 
. I Начальные 
Значение К , полученное в этом случае, равно ­17,1035. 
Расчеты проводились для 8=*Ю~ с шагом интегрирования, 
равным Ю ­ 3 , путем продолжения по параметру /?. 
2 . В работе Сб] изучалась задача о ламинарном тече­
нии жидкости в кольцеобразной трубе с пористыми стенками 
и находились численные решения с помощью метода квазили­
неаризации. Эта задача сводится к краевой для обыкновенно­
го дифференциального уравнения четвертого порядка 
Ьут+1ут+И(уУ-ууш)'*0, (13) 
где значение параметра /? считается заданным. Начальные 
условия при ~Ь0> О: • 
у(*0) = -рУГ.; уГ*.)-0; ( И ) 
- п о -
у3 - X, ; 
У,&.)>*Х*} (17) 
# е О = ^ -
Невязки при имеют вид: 
/,Гх,,Хг)= у,ГО-о,; ( 1 8 ) 
(Х4,Хх)шух(4). 
Таким образом, задача (13>—(16) также сводится к решению 
системы двух нелинейных уравнений с двумя неизвестными X/ 
и Х 2 . С помощью описанного алгоритма были проведены рас­
четы на ЭВМ и этой задачи. Расчеты показали, что для зна­
чения /Я/ = 5" методом секущих получаются результаты, 
близкие к результатам, полученным методом квязилинеариза­
ции в работе [ б ] . Алгоритм, опирающийся на модификацию 
метода секущих, позволил получить решения и при больших по 
модулю значениях параметра Я . На рис.2 дана зависимость 
производной решения задачи (13 ) ­ (15 ) от переменной t , по­
лученная при следующих значениях параметров: ~Ьо=*0,25; 
Рис.2. Профиль скоростей. 
R*20;p = 0,7 и о,-0,1 . Представленный на рис.2 
профиль скоростей течения жидкости в кольцеобразной тру­
бе, указывает на возникновение возвратного течения вдоль 
внешней пористой стенки трубы. При тех же значениях Ь„ и 
R , и при р — о,~0,6 с помощью ЭВМ обнаружено возврат­
ное течение вдоль внутренней стенки трубы. 
ВЫВОДЫ 
I I ЭВМ позволяют численно моделировать сложные те ­
чения жидкости путем решения соответствующих краевых за­
дач. С помощью изложенной методики решения краевых задач, 
опирающейся на модифицированный метод секущих, удается 
успешно решать прикладные задачи из области гидродинамики. 
2) Численный анализ автомодельных решений позволяет 
изучать гидродинамические процессы без проведения сложных 
и дорогостоящих натурных экспериментов, позволяет выявить 
особенности процессов тепло­ и массообмена (как, например, 
возвратные течения в задаче о движении жидкости в кольце­
образной трубе с пористыми стенками). 
СПИСОК ЛИТЕРАТУРЫ 
1. Алчдьев С П . , Зайчик Л.И. Об автомодельном решении 
уравнений Навье­Стокса с объемными источниками и стока­
ми массы. ­ Прикл.мятем.и механика, 1976, » 6, с.1121­
1124. 
2. Бабаджанян Г.А. Течение вязкой жидкости в трубе с по­
ристыми стенками. ­ Изв.АН АрмССР . Сер. физ.­мат. 
наук, 1965, » 4, с.73­79. 
3. Bcrman A.S. Laminar flow In an annulua with porous 
walls.­J.Appl.Phys., 1958, 1.1, p.71­75. 
4. Регирср C.A. О приближенной теории течения вязкой не­
сжимаемой жидкости в' трубах с пористьки стенками. ­
Изв.вузов. Математика, 1962, * 5, с.65­74. 
5. Уайт ф.М. Ламинарный поток в трубе с однородной порис­
тость»). ­ Прикладная механика, 1962, * I , с.225­228. 
6. Huone C.­L. Apjlyinc quaollinearization to the problem 
of flow through an annulus with porous walls of different 
pemieability.­Appl.Sci.Res., 1974, N 2, p.145­1­58. 
7. Yuan S.W., Pink el stein Д.В. Laminar flow with injection 
and suction through a porous wall.­Trens.ASKE, 1956, 
v.78, p.719­724. 
8. Островский A.M. Решение уравнений и систем уравнений.—. 
М.; ЙЯ, 1963.­220 с . 
9. Гольдзтик М.А., Стерн Е.Н. Гидродинамическая устойчивость 
и турбулентность. ­ ¡1. : Наука, 1977. ­ 366 с. 
ТО. 0строг­скиЗ Г.М., Голин Ю.М., Ханэель К. Расчет стационар­
ных рижимо» химико­технологических схем. ­ М.: НЖГЭХИМ, 
1981. ­ 64 с. 
11. Горобег. Г.Г. Один алгоритм решения задачи синтеза в усло­
гиях помех. ­ I' кн.: Вопросы разработки автоматизирован­
ных систем управления. Рига: Зрайгзне, 1977, т>ып.2, 
с. 67­74. 
12. Горобег Г.Г. Решение систем нелинейных уравнений и вопро­
са диалога. ­ г кн.: Диапоговые системы, ­ Рига :3инатне, 
1977, вып.1, с.154­157. 
13. Березин И . С , Жидко» Н.П. Методы вычислений. ­ М.: 5из­
матгиз, 1962, т.2.­640 с . 
14. Гладузлл Я. Метод пристрелки для краегых задач. ­ В кн.: 
Современные численные методы решения обыкногенных диффе­
ренциальных уравнений. ­ М.: Мир, 1979, с.196­216. 
15. Исае» Г­.К., Сонин В.В. Об одной модификации метода Ньюто­
на численного решения краевых задач. ­ Журнал вкчисл.мат. 
и мат/физики, 1963, * 6, C . I I I 4 ­ I I I 6 . 
Поступила I .10.64. 
­ из ­
Межвузовски:» сбооник научных тоудов 
НВЯЙН21НШ КРАЕВЫЕ ЗАДАЧ'/! 0Е1ШО5ЕННЫа' ДЙ^ЕРЕНЦЙАЛЬНЫХ 
УРАЗНЕН1Й 
1985, Рига, .ТУ'иу.П.Стучки, с.113­122 
УДК 517,927 
Е.И.Горленко 
ЛГУ им.Л.Стучки 
НЕКОТОРЫЕ ТЕОРЕМЫ СУЩЕСТВОВАНИЯ И ЕДИНСТВЕННОСТИ 
РБШИй КРАЕБОЛ ЗАДАЧИ ДЛЯ УРАВНЕНИЯ ЧЕТВЕРТОГО 
ПОРЯДКА 
I . Теорема существования решения для уравнения 
общего вида 
Рассмотрим краевую задачу 
y"=-4>(t,y.y',yM,ym) viel (i.i) 
уСО) = 0 у(?)-0 (1.2) 
у'(0)=*0 у'(Т)~0 (1.3) 
Для доказательства теоремы о существовании решения 
краевой задач"! (1.1>­(1.3> понадобится Леша [i] ( стр .25 ) . 
Л е м м а . Если существует т>0 такое, что . 
\V(i,yty\y',ym)¡<rr, V(t,y,y',y',y«)eI*R\ 
то решение з дачи ( I . D ­ Í I . 3 1 существует. 
Т е о р е м а 1 ( о существовании решения). 
Если выполняются условия 
yivd.y.y',у,у")+ ъу)"»* * о 
П*,у.у',у',ум)*1*к' 
- ш -
/Ыу,у; у", у";/* ё9 <*нуч'+/1/¥)" • 
Ме!, ЩМИ0 , У/у'НУ< 
Доказательство. Пусть у(Ь) ­ некоторое решение за ­
дачи ( 1 . 1 ) ­ ( 1 . 3 ) . Проинтегрируем ( 1 . 1 ) , домножив на у(£); . 
]у(Ьу''фМ~-]у(ШЬу^ 
'у(Ьу"(Ъ)*-Д'ГйуТ^^ 
о по 4 1 . 2 ) , ( 1 . 3 ) * 
-м 'о 
по ( 1 . 2 ) , ( 1 . 3 ) 
Таким образом, 
с • 
Преобразуем это выражение: 
1у*&)М+/[уй)№*. у(Ь,у'(*),у"(*)гУ"(Ь) 4 
9 о <г (1 .4 ) 
где то ­ из условия теоремы. 
Так как у"*(£)&0 и выполняется 
имеет^  место неравенство 
о */у м<ЫЫСуЫ№£#£),уГ*),уЧ*)гу «№) » 
Обозначим * 
9Ф -}уа(Ь^*/Су1Ь^у^),у^Ь^'(^у^) +. 
Введем функцию У(4)--£у*Ы] 
ШУ-уШуЧЬ 
у'(Ь=уи(Ь+у(Ьу'(Ь 
ГЦ) - зу,(Ьу'<Ыу1Ъуш(*) 
(1 .2 ) , (1 .з )^ш=1/(т ;=ф ;=и ' со= ч"(о)-* У"(Г)=: 
Проинтегрируем последнее выражение: 
о • Ъ 
<П1уФ,уН),уШу'(ЬУ^))^т0М * 
+г^у*1Ы^п,Л-куХ1)у'(Ь-{}у,"(ЬМ + 
+п/уЧЫс+".*-*у*№(Ь^(Ь+п>/у*(№+ 
Ф ' I 0 
ш.2у*ф-[у(Ыи/(ъ(уЧ1Ж+г>п.а)а,&. 
_ * » % 
Для однородной краевой задачи 
существует функция Грина. 
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Используя^ функцию Грина 6(£,$)*0 , имеем 
° « С * * Т * 
*[^г,/^г)(1г+т,Т)с1г]^»(г0/*№)с& * (1.6) 
4/ находим из необходимого условия экстремума: 
Найдем оценку УЫ). Проинтегрировав (1.6), получим 
Г г г г г г 
£ ро # в* 
Обозначим ^ - 2»\//6(^^м^»2г^(Г*1- Р)сН* 
1гое(0,г0):^1 , где ^ « ­ ~ 
Тогда имеем 
Т I щ Ы и , гда • 
Из (1 .6) получим оценку У^£ ) * у(£) 
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А гак как, кроме того, имеет место условие (А$ , из (1 .4 ) 
следует 
у'С£>«Уу*<Ф«& . Тогда 
о в 
По условию (В\) и лемме I из монографии [I] (стр.136) 
ЗМ1>0: 1уШ(Ь1^Мс , С*2,3. 
Рассмотрим вспомогательную задачу 
у'',­/г#,у,у;у*у"; ( 1 7 ) 
У (О) "О у (Г) ж, о (1 .8 ) 
У'(0)=0 уГГ)-0 (1 .9 ) 
Г^Со.Т] , где 
Функция Р ограничена. Тогда по Лемме существует 
решение задачи ( 1 . 7 ) ­ ( 1 . 9 ) . Обозначим его у(£). 
Легко проверить, что функция Р удовлетворяет у с ­
ловиям (А1) и (Вщ) с теми же входящими в эти условия 
постоянными. 
Дословно повторяя предыдущие рассуждения, получим 
те же априорные оценки решения задачи ( 1 . 7 ) ­ ( 1 . 9 ) : 
/у "V;/* м% УЫТ, ¿^0,1,2,3. 
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Но при выполнении этих оценок 
Следовательно, решение задачи ( 1 . 7 ) ­ ( 1 . 9 ) является решени­
ем зядочи ( 1 . 1 ) ­ ( 1 . 3 ) . 
2 . Теорема существования и единственности 
решения для уравнения Л 
Рвссиотрим краевую задачу 
х"=-у({,х) чЫ1 
х'(о)=а1 х'(т)-61 
(2 .1 ) 
(2 .2 ) 
(2 .3 ) 
Т е о р е м.я 2 (о существовании решения). • 
Если вьтолняется условие 
(А0):Згое(0,$): Х(Ч>Ы,Х)+Г.Х)*0 У/Х/&К, 
то для рео!ение задачи ( 2 . 1 ) ­ ( 2 . 3 ) 
существует. 
Доказательство. Сделаем замену Х « " , где 
• £ ( £ ) ­ решение краевой задачи ( 2 . 1 ) ­ ( 2 . 3 ) для однородного 
дифференциального уравнения: 
Получим задачу 
У(0)ш0 у(Т)=0 (2 .5 ) 
у'(0)-0 уЮ-0 ; (2 .6 ) 
> 
причем имеет место условие 
(A,): lr0^(o,fj: y(v(i,y)+roy)*0 V/y/*Me+t.,Vhl, 
где /_ = max 
Легко проверить, что функция W(tty) удовлетворяет у с ­
ловиям (k4)t (В\) . Обозначив 
-та " min уОУ^М^ГоУ) , получим 
(А,): yWtf.yl+r.tO+'rto *0 УЫ,у)е I щ Г 
Так как функция H^(i,y) не зависит от производных у , 
для любого Н0>0 существуют Se>0 и С*1>0 такие, 
что имеет место 
(*',): lY(t,y)l**. V U I > Щ'*"* • 
Так как выполняются условия (А< ),(в£) , по теореме I о 
существовании решения задача ( 2 . 1 ) ­ ( 2 . 3 ) разрешима. 
Т е о р е м а 3 ( о единственности решения). Если 
функция \Р такова, что существует fo^-(^t"x^) такое, 
что if(i,X) + Г,Х не убывает для любых (t,X)eI*R, 
то решении задачи ( 2 . D ­ ( 2 . 3 ) единственно. 
Доказате 1ьств0. Предположим, что существуют 
Xt(t) ­ различные решения задачи ( 2 . 1 ) ­ ( 2 . 3 ) . 
Обозначим U(i)*eXt(t)-Xt(h Vtel (2 .7 ) 
Имеем краевую задачу 
u"~-(4>(i,xtd))-4>Ct,xz(h) Vtel (2 .8 ) 
и(0)е*0 U(T)"0 . ( 2 .9 ) 
и'№)^о . и'(Т)~о ( 2 Л 0 ) 
Проинтегрируем ( 2 . 8 ) , домножив ня 
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После интегрирования по частям получим 
г г . 
{ и Л ( Ы Ы X , (Ь)-у>(+, Ха (2 . II) 
о о 
Эг0е(о, ~ ) : выполняется условие 
Преобразуем уравнение ( 2 . 1 1 ) : 
и"*(£)ЪО У^е! выполняется неравенство 
имеет место (А о) I 
* Ь 
0 Г 
</г0и*(£)е№. (*) 
Обозначим 
Еведем функцию УЫ)**-£и*^ 
Ч'СЬ-иСЬиУЪ 
У'Ы) - и "(Ь) * ифи'ф 
( 2 .9 ) , ( 2 .1О ) *1/Г0 ; «1/ГО­ф;^^^ 
-и(£)(^Ы,х,Ы))->р(^л^))*гваЫ))*Г,ил(ё). 
Проинтегрировав полученное выражение, имеем 
+ (r0u2(i)clt, 
i t t . is 
\,'(t)=4/u ,(i)u"(t)dt-f3(t)dt+ffr.u2(z)ci'zds = 
=2u*(t)+ffreu*(z)dids-fy(i)dt. 
Используя функцию Грина G(t,s)&0 задачи y"=0, 
У (О) = V(T) = О , имеем 
V(t)^-fG(t,s)(2U*(s)+ffreufc)djdz-fj(z)dz)ds*i 
^JG(is)(f3(z)dz)ds^jG(t,s)(f/reu*(oC)Mdz)ds^ 
т V г 
m2гоу V(t)dtfG(t,s)sds . (2.12) 
о • 
Проинтегрировав ( 2 . 1 2 ) , получим 
ļV(t) ott* 2r0jļG(t, s)sdsdtfV(i)dt . 
Обозначим ^ =« 2r0ffG(t,s)sdsdt= 
ф о 
3r0e,(o,~ļ-):a,<* . Тогда имеем 
* 
Так как , то /<<2 • 
С другой стороны, ЗГо>0: о, m < / . 
Таким образом, получено -противоречие. Следовательно, 
предположение теоремы неверно, и решение задачи ( 2 . 1 ) - ( 2 . 3 ) 
единственно. 
Поступила 5.10.84. 
3. Некоторые результаты для краевых задач, 
встречающихся в приложениях 
Рассмотрим краевую задачу [2] 
Х'^ке**, Х(0)-Х(Г)~Х,(0)*>Х'(Г)~0, 
¿,KG.R, 1~Со,Т], /с» О. 
Для нее имеют место следующие результаты: если <ХК*0, 
то по теореме I решение существует и по теореме 3 един­
ственно; если oík>0 , то можно показать, что сущест­
вует аСхв^* такое, что для 0<*<K<f* ре­
шение существует, для 4¡ÍK > fm решения не су­
ществует. 
? работе f3J изучается прикладная задача 
Х"=К(1-ХГ*, Х(0)~ Х(Г)-Х'(0)-Х'(Г)~0, кеЯ, . 
Используя соответствующую обрезку правой части диф­
ференциального уравнения, можно показать, что существует 
К*>0 такое, что для 0<*<К* решение задачи сущест­
вует, а для КЖ* решения не существует. 
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ВЦ ЛГУ им.П.Стучки, ЛГУ им.П.Стучки 
О РАЗРЕШИМОСТИ КРАЕВОЙ ЗАДАЧИ ДЛЯ ОБОБЩЕННОГО 
УРАВНЕНИЯ ЭМДЕНА­ФАУЛЕРА 
1. Рассматривается краевая задача на конечном интер­
вале для обобщенного уравнения Эмдена­Фаулера 
(/(*)</')'+Ч(х)ЧУ(ул)~0, ( I ) 
у(а) = у (6) ­ о. (2 ) 
Будем предполагать выполненными следующие условия: 
(A) функции непрерывны в Са,&]; 
(B) у . " СО,<**>)—[0,°<>) - непрерывная функция; 
( О существует Е>0 такое, что функцил 5~С\^(5) 
не убывает по 5 в СО, 
Из (В) и (С) следует, что \у(0)*=0 и У($) стро­
го возрастает по 5 . 
Краегая задача ( 11 , (2 ) изучается с помощью вариацион­
ного метода Не. дри, развитого в работах [I], [2]. 
2. Рассмотрим случай У>0 ,у> О , причем у не 
равняется нулю тождественно. При атом будем следовать ра­
ботам Г I ] , [г]. 
Уравнение ( I ) является уравнением Эйлера для функцио­
нала 
/ 
­ 124 ­
где ­ / V(S)ds . 
9 
Пусть Df - множество кусочно­непрерывно дифферен­
цируемых на fcf,$] функций, обращающихся в нуль на кон­
цах интервала. 
Вариационное доказательство разрешимости задачи ( I ) , ­
(2) затрудняется тем обстоятельством, что функционал (3 ) 
не имеет нижней грани на множестве­ JDt .. Чтобы убедиться 
в этом, достаточно рассмотреть последовательность "трапе­
цеобраэных" функций, боковые стороны графиков которых стре­
мятся к прямым X**ct, Х—6 и учесть условие ( С ) . 
Поэтому класс функций сравнения сужается следующим 
образом. Пусть Г ­ множество функций у(х) , кусочно­не­
прерывно дифференцируемых в [а,&], у(Х)ф.О , и 
удовлетворяющих условию 
6 . 8 
f /(Х)У d x e J fMy'ytyW* • И ) 
«t * 
Умножив левую часть ( I ) на у(Х) и проинтегрировав 
на интервале Cot,В J , учитывая краевые условия ( 2 ) , убе ­
димся, что любое решение краевой задачи ( 1 ) , ( 2 ) удовлетво­
ряет условию ( 4 ) . 
. Условие (4 ) является условием нормализации, т .к . для 
любой допустимой функции и(Х) существует число в £ > 0 
такое, что <Хи.(Х) удовлетворяет условию ( 4 ) . 
Покажем это. Из условия (С) вытекает, что при измене­
нии аргумента t от 0 до оо функция y(t) монотонно 
возрастает от 0 до о о , Пусть для определенности 
S * 
Jf(x)u"etx> Jу(х)и*у(и*)Ых . 
Для функции «Xu(X) с некоторым о£>4 выполняет­
ся равенство 
у(х) -fy'olx <(/с/х/(/у"с/х)' 
et i i я 
или у г(х) « (х-а) fy"dx * (х -<x)ß, 
i 
t/ue/x / - f f 
я 
Подставив в (4^, имеем 
I S S 
fmļy*dxšļf(x)y'idx<JtfQ(x)(x-a)Y(/i(x-a))dx 
m 
t или fm< Jy(x)(x-ct)>y(ji(x-a))dx, ( 5 ) 
г д е jfm ­ min {f(x): x e Cd, SJ) > O. 
Поскольку правая часть в (5) стремятся к нулю при 
jb-*-0 , число JS0>O- существует. 
Л е м м а 2 В классе функций Г значения функциона­
ла Н(у) ограничены снизу положительным числом. 
Д о к а з а т е л ь с т в о . Используя условие ( С ) , 
получаем 
т . е . для е£.и(Х) выполняется условие ( 4 ) . у л 
Л е м м а I . Значения интегралов / у (Х)с(х 
ограничены снизу положительный числом /За , не зависящим 
от выбора допустимой функции у(х). 
Д о к а з а т е л ь с т в о . Пусть у(х) ­ произ­
вольная допустимая функция. Пользуясь неравенством Гельде­
ра, получаем 
х * Л * 
У* 
Т е о р е м а Г . Функционал И (у) достигает мини­
мума во множестве Г на функции и0 такой, что 4(х)ивб 
Д. о к а з а т е л ь с т я о . Поскольку значения функ­
ционала ограничены снизу на рассматриваемом множестве 
функций, существует {уя} - минимизирующая последователь­
ность. Для достаточно большого N имеем 
М>Н{у„)^аО+е)-у„/у^Ых 
т 
* -1-1 
или 
а 
Т.к . к тому же ул(с<) = 0 , последовательность 
{уп} удовлетворяет критерию Арцела и, следовательно, 
существует предельная функция у0(х)'• 
Рассмотрим теперь последовательность {^п} » постро­
Используя (6 ) и условие нормализации ( 4 ) , имеем. 
Н(у) =/ [/(х)у'г-у(х) ?(уг)]с/х* 
= г (£+1)''[у(х)у2у(уг)с/х ­ £(6 +1)-у/(х)у,гс/х > 
а « 
>€(£ + <)-'/т/0 . 
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енную следующим образом. Пусть функции 2„(х) определя­
ются соотношениями 
г(а) т 2(6)** о. ( 8 ) 
Пусть числа с*-п таковы, что функции и„**1^г.„ 
удовлетворяют условию нормализации. 
Для каждой функции ип имеем (индекс п опуска­
ем) 
(у(х)и')'=*-<*9(х)у у(ик), (9) 
I ^х) иЪх =* 1з(х)и*чг(иг)°(х. ( 1 0 ) 
я я 
Аналогично доказательству в ([II, с.112) можно пока­
зать, ЧТО 
/ 8 
^д(х)и*у(иг)а'х<$^у(х)илуг{у£)а'х ( I I ) 
а л 
При доказательстве этого соотношения испсьэуется 
неравенство Шварца, поэтому равенство в ( I I ) имеет место 
лишь при и=у. 
По условию (С) функция у/(^ - возрастающая по 
поэтому ее первообразная Я(^) ­ выпуклая функция. Сле­
довательно , 
]9(х) (?(и*) -?(уг))с1х » у у (х)(иг-у2) у(у*) Ых 
я а 
и, учитывая ( I I ) , получаем 
^у (х)(и'уг(иА) - У(иА))о/х «1$(х)(у*уг(!/ Ь - ^(ул))^х. 
Используя условие нормализации, окончательно имеем 
Н(и) « И (у) (12) 
Это означает, что последовательность {^п} также 
является минимизирующей. Т.к. {Цп} стремится к непре­
рьганой функции, это же верно для последовательности 
(^(Х)и„ ) ' . Тогда и последовательности (и„),{и>п} 
стремятся к непрерывным предельным функциям, г^е.иг,-^и„} 
где *(х)и'0*1С,(Са,63) , Н(ип)-~Н(и.)-Н(у.). 
Теорема доказана. 
Т е о р е м а 2 . Функция и е является решением 
краевой задачи ( 1 ) , ( 2 ) , положительным в (&,6)-
Д о к а з а т е л ь с т в о . Пусть функция оп­
ределяется равенством 
(/(х)г'У= -<*9(х)н.уг(и1), ( 1 3 ) 
где таково, что 
//(х)£,лс/ж - /$(х)ш*уг(**)*'х (14) 
а * 
По доказанному ранее, Н(в)< НСио) , причем 
равенство имеет место лишь при Е т-и0 . Умножал обе час­
ти (13) на и»(х) и интегрируя на Са,ё] , получаем 
(15) 
Учитывая, что и, " i и сравнивая (15) с ( 1 4 ) , за ­
ключаем, что * ¿ W , т . е . функция и0(х) является реше­
нием краевой задачи ( 1 ) , ( 2 ) . 
Кроме того, и»(Х) - положительная в (ot,S) дгнк­
ция. Покажем это. 
Функции tfi, можно заменить на , т . е . счи­
тать члены минимизирующей последовательности {t/nJ неот­
рицательными. Тогда 
(f(x)u'J- -<*„2<х)у„у^)*о 
и (f(X)u'e)'<0 Пусть ­ точка, в которой 
функция U0 достигает максимума. Т.к. случай иег*0 
исключается, U0(£o)>0 и £0€.(а,8) . Без ограни­
чения общности считаем, что и„(Х) < иа(£в) при Х< %0. 
Тогда и'6(Х)'>0 в Cat, £0) . В противном случае 
ue(%)**0 в некоторой точке £ е Гаг, f в . ) и, т .к . 
функция je(X)Uet не возрастает, и'д(х)<$0 при 
. х*С Р$ ^97 » 4 , 1 0 противоречит выбору точки £ в . 
Следовательно, U9(х) > О при X е (&, g0 J . 
Аналогично показывается, что и 0 (х) > О при 
X*Cf0)o*) • Теорема доказана. 
3. Следуя С2J, назовем минимальное значение функцио­
нала И (у) характеристическим числом задачи ( 1 ) , (2 ) и 
обозначим его h(Ct,o). 
Справедлива 
Л е м м а 3. 
1) если а*ог'*.&'<6 , то А(а,8)<$Л(а',6'); 
2) \(ot,S)—~— при S-a~*0; 
3) А(Я,8) - непрерывная функция от Л и ^ . 
При этом предполагается, что ни на одном интервале 
функция $(х) не равняется нулю тождественно.' 
Д о к а з а т е л ь с т в о леммы 3 проводится ана­
логично доказательству леммы 3.1 из Г27. 
Рассмотрим теперь следующую задачу. Пусть п+1 точек 
Щ таковы, что 
а — сг0<а,< ...<а„*-6. 
По доказанному ранее, в каждом из интервалов Caj.t ,ottJ 
существует функция у v (X) , минимизирующая функционал • 
И(у) в соответствующем классе функций. Минимизировать 
сумму Л(«,6> — jrА(а*ч,я*) по различный 
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разбиениям интервала (а,6). 
Т е о р е м а 3. Пусть Г„ ­ класс кусочно­непре­
рывно дифференцируемых в [а,б! функций, обравиаяяосся в 
нуль в точках а$ (V -*0,1, ...,п) таких, что 
а*=а0</2,< ...< а„ = 6 ; 
для \> = /7 выполняется 
а-
у /(х)улсЫ = / у<х)у*Г . 
Тогда вариационная задача 
И (у) —~пкп, усГп , 
имеет решение уя{Х)еС'(£а,47) ­ Функция у„(х) 
имеет ровно п-1 нуль а интервале (сг,6) я является 
решением краевой задачи ( 11 , ( 2 ) . 
Д о к а з а т е л ь с т в о проводится аяавогячно 
доказательству георемы 3 .2 из 
4. Рассмотрим уравнение ( I ) , где функция £(х) шшет 
обращаться в нуль в отдельных точках • т о н и к а Са,б1 
Пусть 
/ „ 
с ~ Iу-?х)е/х<~» . (16) 
а 
Здесь интеграл от функции /~'(Х) рассматривается как 
несобственный. 
Путем стандартной замены независимой 'переменной 
$ш.^'*(х)о!х (17) 
а 
уравнение ( I ) приводится к виду 
у*+ /(х)у(х)угСу*)='0 . <18) 
Здесь / о , поэтому для (18) справедливы тео­
ремы 1,2,3. 
Поэтому для краевой задачи ( 1 ) , ( 2 ) с функцией j(x) 
удовлетворяющей условию ( 1 6 ) , справедливы заключения тео­
рем 1,2,3 с той лишь поправкой, что производная решения 
у'(х) обращается в бесконечность в точках, в которых 
fCx) обращается в нуль. Это видно из соотношения у * 2 5 
5. Докажем теоремы сравнения, аналогичную теореме 6 
и з [ 1 ] . 
Наряду с уравнением ( I ) рассмотрим уравнение 
где функции ftjnj>$1 описаны ранее. Характеристичес­
кое число задачи ( I 9 ) , ( t ) обозначим Xt (а,6). 
Т е о р е м а 4. Пусть на интервале С а,в J выпол­
няются соотношения 
/< « f> 
Тогда Л (а, В) > А / (а, В) • 
Д о к а з а т е л ь с т в о . Пусть 
S 
С ­ / у " (х)с/х, 
в 
S 
ct-f (x)ctx. 
а 
Путем замен независимых переменных ( 17 ) , уравнения ( I ) , 
(19) переходят соответственно в 
u"--$(x)f(x)uyr(u*), ОЪХ<С , (20) 
u'^iMfiMuysfu*), 0<Х^С< , (21) 
причем C/^C • Характеристические числа краевых задач, 
порожденных уравнениями ( 2 0 ) , ( 2 1 ) , обозначим соответст­
венно /<(0,С) и /<t(0,Cf) . Т.к. <ff*i Jffi 
на интервале CO,cJ , применяя теорему 6 из [I] (кото­
рая справедлива и в случае, когда (jj- и Jiff , могут 
обращаться в нуль ) , получаем 
A(a,S) =*f4(0,c)>j<1 (о, с) > JM, (о, С/) = 
что и требовалось доказать. 
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ОБ АСИМПТОТИКАХ РЕШЕНИЯ ОДНОЙ АВТОМОДЕЛЬНОЛ ЗАДАЧИ 
ГАЗОВОЙ ДИНАМИКИ С НЕЛИНЕЙНОЙ ТЕПЛОПРОВОДНОСТЬЮ 
I . Постановка задачи. 
Рассматривается краевая задача 
т$$ '* 3*и = к3> 
(/-у)т§вд'+т$38'-(*-№ъг'=(г7-ук)вд, ( 1 Л ) 
Здесь О* §<р , §+>0, д,1Г,9,ъГ » не­
известные неотрицательные функции; к,£,т,п ,с£,^,у 
­ действительные параметры, причем: 
%>1, ^ в >0 , п<0, тФО, х « -^-ос » 
с = £0*-«) ' г(^-ос) 
З а м е ч а н и е I . Между параметрами к,^,т,п 
существуют следующие соотношения: 
К+1-т = - /, А/т? =гл?+4, (4+оС)к +24(4+р)-2л+4. (1 .4 ) 
Задача ( 1 . 1 ) ­ ( 1 . 2 ) связана с задачей о сжатии идеаль­
ного теплопроводного газа поршнем, давление на котором 
растет в режиме с обострением, т . е . обращается в бесконеч­
ность за конечный промежуток времени. 
Система (1 .1 ) получена из системы уравнений газовой 
динамики с учетом процесса теплопроводности (коэффициент 
теплопроводности ­степенная функция температуры и плот­
ности) путем подстановки: 
^ ' М ' Ш ® ' *"*.<**-*г ' 
где J ­ автомодельная переменная, п^-^О , х.^О, 
_ оо « ± < Гу . Функции (}(%), гг(р ,&($), 
­ автомодельные функции плотности, скорости, темпе­
ратуры, теплового потока и давления соответственно. 
Граничные режимы с обострением для процессов распро­
странения тепла и в задачах газовой динамики изучались в 
работах £1­5} (см.также библиографию к этим работам). Не­
которые автомодельные задачи газовой динамики с нелинейной 
теплопроводностью исследовались в 
В настоящей работе построены асимптотики решений зада­
чи ( 1 . 1 ) ­ ( 1 . 2 ) при %<р • этом рассматривается 
случай к<0 , < О •, представляющий физический инте­
рес. В силу (1 .3 ) он соответствует следующим соотношениям 
между параметрами оС ,уЗ , п : 
1 оС<4 ^ 3 , *С-4 
^<1^с<., П< 
А-1 оС-4 ( т # 5 ) 
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2. Асимптотический вид решений. 
Решения задачи (I.I>—CI­2> в окрестности точки f:=^p 
ищутся в виде степенных рядов. При этом оказывается, что 
необходимо = 0 0 . Действительно, предположим, что 
­ конечная величина. Тогда решение задачи ( I . I )—{1.2) 
в окрестности ^ — §<р представляется в виде 
S'SoCbt^f*"-* а > 0 > 9°>0> 
ы=ъг0 d>Q, ыо>0. 
Ясно, что функции д, V,6, W удовлетворяют краевому 
условию ( 1 . 2 ) . Подставим их в систему ( I . I ) и выпишем пер­
вое уравнение системы 
(2 .1 ) 
* а > * * в & и , ­ ! Г ­ ^ —т 
Из положительности показателей в разложениях (2 .1 ) для 
функций у и V следует, что а-1<2<*+В—4 и меньше 
всех остальных показателей. Таким образом, необходимо 
/г? ^ ^ а у 0 = О , но это невозможно. Полученное про­
тиворечие исключает случай § р < О . Итак, всюду ниже 
Искомые функции при § — 0 0 ищутся в виде 
В-во^+е,, с>с,..., 60>о, 
*г~щ§'*+щ$<*<+...,0>с1>а'1..., гг0>0. 
+(т8-8)гг<,$*+(тё1-1)1Г1%** + ... -о, « . 4 ) 
(2 .6 ) 
3. Анализ старших показателей. 
Выделение старших степеней в уравнениях ( 2 . 3 М 2 . 6 ) 
Условия а< О , 8<0, а(<о следуют из ( 1 . 2 ) . В силу 
произвольности показателей все коэффициенты предполагаются 
отличными от нуля, кроме того, из неотрицательности функ­
ций у, V, 9, Ы следует положительность коэффициентов 
да , гГ0 ,&0 ,ьха . И з 4­го уравнения системы (1 .1 ) сле ­
дует, что &'< О для всех £ , а так как 
9'= с90^е-1+с4в^с,'1-г..., о с , . . . , 
то необходимо • Тогда а+С< О. 
Коэффициенты разложения ( 2 . 2 ) и показатели степеней 
определяются из системы ( 1 . 1 ) , иоторая в окрестности точки 
£ =в о*5 имеет вид: 
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приводит к следующему результату: из (2 .3 ) и (2 .6 ) одно­
значно определяются показатели а и d , а из (2 .4) и 
( 2 . 5 ) находятся по два значения для каждого из показателей 
в и С . В дальнейшем устанавливается, что'из найденных 
4­х вариантов с показателями в, 6, с, d реализуются 
только 3 варианта. 
В уравнении (2 .3 ) старшей степенью является £ а . 
Действительно, из 0>а>а,..., 0>8'.> 6f . . . сле­
дует 
а>2а+ё-1 >2a+$f-4, 2a+$-s> а-*-а,+8*~1 . 
Приравняв к нулю коэффициент при f* , найдем 
ОГ«в— , Qn - не определено. (3 .1 ) 
Из условия а<0 в силу К<0 следует неравенство 
т>0 . Итак, к ограничениям (1 .5) на параметры d-,Jb,п 
добавилось еще одно условие 
/ 7 7 « — - - - > 0 . ( 3 * 2 ) 
2(Ji-<*.) 
Для определения следующего члена разложения (2 .3 ) на­
до сравнить показатели af и 2а + 8-4 . Если 
а,>2а + 8-4 ,то (maY-*J<?, - О , но 
это невозможно в силу неравенств af^oc, fy^O . Если 
же af<2<x + 6-f , то 8<£гг0=0 , что 
также невозможно. Таким образом, необходимо 
at=* 2а + 8-4 . (3 .3 ) 
При этом коэффициенты связаны соотношением 
(та, - н)у, + 8^vo^0 , 
из которого.с учетом (3 .1 ) и (3 .3 ) находим 
Из уравнения (2 .6 ) следует 
с[= а(/+оС) Ф с ­ / , (3 .5 ) 
ъг0=-сд0"л9в"*, . с^О. (з.б) 
Неизвестные <Я/ и гй^ можно определить лишь после на­
хождения показателей 6 и с . 
Анализ старших показателей уравнения (2 .4 ) приводит 
к двум случаям 
81) 6>а + с - 1 , (т6--В)гго = 0. 
В этом случае находим 
6= — , У0 _ не определено. 
Далее, если 61 > а + С~4 , то (т^ — ^) V} в О, 
что невозможно. Если же 8^ < ОГ­*С — / , то . ' 
(а+с)д09о=0, что также невозможно. Следовательно, 
8( = , Щ = - 9 о е 0 - ^ - Т < о. 
Характерной особенностью случая В1 является условие 
8~ > — + . (3.7) 
/77 /77 
82) 8=*а+с-4, (т6-1)хг0+(с1Фс)9о9о = о. 
В этом случае находим 
Из положительности коэффициента 1£ следует тВ—8>0 . 
Так что, характерной особенностью данного случая является 
условие — 
т т /7? /тт 
что противоречит условию ( 3 . 8 ) . ' 
Таким образом, при С = — необходимо о = » — я , 
следовательно, условие (3 .7 ) выполняется автоматически. 
Условие с >о1—1 выполняется при добыт Л,уЪ,п, 
Действительно, учитывая ( 3 .5 ) и ( 1 . 4 ) , находим 
/77 /77 
С2) а+с = а+с/-*, с=в<х,-1. 
Значение показателя с находится ив (3 .5 ) 
8 = +С-1 > — • ( 3 .8 ) 
/77 /77 ' 
З а м е ч а н и е 2 . Случай 8 < а +с-1 приво­
дит к соотношению <х + с = 0 , что противоречит условию 
Анализ старших показателей уравнения ( 2 .5 ) также 
приводит к двум случаям. 
С1) а+с>а+с[-1, с > Ы-1, 
(тс + О-рта-п +р) уов0 « б. ( 3 .9 ) 
Отсюда, учитывая соотношение (1 .4 ) из замечания I , нахо­
дим 
С= «с , 90 - не определено. 
_ З а м е ч а н и е 3 . Случай С1 не может реализовать­
ся одновременно со случаем 82. Действительно, если при 
С « ~ - осуществляется случай В2, когда 8 <та-*-с-1, 
то ( см . ( 1 . 4 ) ) 
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Из уравнения (2 .о ) следует 
(ТС+('-РТА-П+1к)Д.90-(1-рс1дОГТо*=0. (3.101 
Если подставить сюда значения показателей.ОС и С , го 
получится соотношение между коэффициентами В0 и ь!0 
80=^(/-риГо . (З .п) 
Более того, отсюда и из (3.6) следует равенство 
которое позволяет определить 60 через д 0 
Полагая у0 независимой величиной, найдем 
В данном случае о1= с+1 , поэтому условие о1<-0 рав­
носильно условию С + 1< О . Таким образом, должно вы­
полняться неравенство 
(21+Т)уь + 1<: О , (3.13) 
которое с помощью (1 .4 ) или (3 .5 ) может быть записано в 
виде: 
(2+р)т<(/+еС)х, О. (3.14) 
Ясно, что если выполняется условие <-0 , то тем 
более выполняется С<- О . 
Случай С2 может осуществляться как со случаем В1, 
так и со случаем £2. Таким образом, учитывая замечание 3, 
возможны три варианта для показателей а, 8, с,Ы .Им 
соответствуют три группы асимптотик. 
или наоборот. 
(3.12) 
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4. Первая группа асимптотик. 
Рассмотрим вариант, когда реализуются случаи С1 и В1. 
Тогда 
<?=^ , с = ^ , <?0,%,е0 ­ не определены. 
Из (3 .3 ) ­ (3 .6> и из В1 находим 
/ (1+с(.)к. + (1+£)28 . п+£ 
<* = т / = = ~ ^ Г ' 
Ъ^-^Зо во ^ >0, 
2* ¿-4 
' J M ПО m m т ' 
Определим показатели c t и alf и соответствующие им 
коэффициенты 6f и Uļ . Для нахождения С/ надо устано­
вить соотношения между показателями ctj + c , a+cf и 
а + d-4 в уравнении ( 2 . 5 ) . Заметим, что af + с — 
а* a + d-4 . Действительно, с помощью (3 .3 ) и (1 .4) на­
ходим 
f т т m m m 
Для установления соотношения с показателем а + С/ рас­
смотрим различные случаи 
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Т\а,+с>а + с1 . Тогда из уравнения (2 .5 ) 
следует 
(тс +(/-рта, - п +^к) % 9 а -(<-%) ау0ъТ<,=0. 
Отсюда, учитывая ( 3 . 9 ) , находим 
т(а,-а)у,90 = с(д0ъХ0 < О, 
что невозможно, так как а,-сг < О, у,< О , т&0> О . 
2) сг, + С < а + С, . Тогда из уравнения (2 .5 ) 
следует 
(тс, + (/-рта-п +^к)у0в1 ж О, 
что в силу до9,Ф0 противоречит ( 3 . 9 ) . 
Итак, необходимо а,-/-С = а+с,=*а+-а,-1 . Оте%» 
да следует о> —а — С,—С , а из уравнения ( 2 .6 ) сле«* 
дует с1, = Ы'+ с,-С= с/*-а, —а . Таким образом, 
с, = с+с*1-а , 
' гп 1 т 
Отметим характерное для данного варианта равенство 
а-а, — 8-8, « с-с, = а ' ­ | / / в ^ . 
Коэффициент д| определяется из уравнения ( 2 . 5 ) 
(тс + (/-/) та, -п+ р<)д, 9а -(/- /)с/д0 Ы0 + 
+ (тс,+0-рта-п+#к) д09, т О. 
Отсюда получаем 
(?-!)9*в» -3084 + (/-О Ыо-о . 
и находим 
Коэффициент г*Г{ определяется из уравнения (2 .6 ) 
иг) = ьх0 ((<+<*) + р |) <*" 
Отметим, что формула ( 4 .1 ) определяет •ъсг1 всегда, ког­
да с» —С — а, — а . Подставим в (4 .1 ) значения пока­
зателей С и с? и коэффициентов и б> , тогда по­
лучку. 
й ш ш ш «рггм* \шъъ£:*а\тшл\1 • ммжъь (4.2) 
В разложении (2 .2) все коэффициенты предполагается 
отличными от нуля. Относительно г«Г/ можно сказать, что 
если /+еС&0 , то в силу отрицательности и с?/ 
из (4 .1 ) следует Щ < О . Если /^о^ < 0 , то запи­
сав (4 .2) в другой форме 
¿(4 /) п+г л*о* \ 
придем к следующему результату: ЩэкО , если 
Используя только что введенное обозначенко /? , более под­
робно распишем условие ( 4 . 3 ) : 
т тг=-*оГ+%90воЬт + , ( 4 * 5 ) 
При этом должны выполняться условия к<0, £<О,т>0 
( см. (1 .5 ) и ( 3 . 2 ) ) . Разрешая их относительно сС,уз,п , 
найдем области изменения параметров оС,^,п ; 
Щ<0 . если (+сС&-(у-<)(/+уа—{-) или если 
Ы,>0 * е с л и *+<<<-(/-0(4+<Р--££) И гГ0>Й. 
Итак, чтобы коэффициент Ы4 был полностью опреде­
лен, надо наложить дополнительное условие на коэффициенты 
п гГ„ .&„ г именно, связать их соотношением (4 .3 ) в том 
случае, когда оС,^,У,п удовлетворяют неравенству 
/+*£<-г/-о е*?--^) • (4-4) 
Таким образом, получена первая группа асимптотик 
функций у, гГ, О, гХ при % ° * , удовлетворяющая 
условиям поставленной задачи 
Кроне того, должно выполняться условие (4 .3 ) при соотноше­
ниях ( 4 . 4 ) . Если разрешить (4 .4 ) относительно сС и п , 
то условие ( 4 . 3 ) , ( 4 . 4 ) будет иметь вид: 
(4 .7) 
при 
Следовательно, определены области (4 .6 ) существования 
асимптотик ( 4 . 5 ) . При этой коэффициенты в разложениях 
(4 .5 ) выражаются через три независимых величины у0,гГ01&о/ 
за исключением случая, когда параметры оС,у},п из 
( 4 .6 ) удовлетворяют условиям ( 4 . 8 ) , тогда коэффициенты 
$о * > &о связаны между собой неравенством ( 4 . 7 ) . 
5. Вторая группа асимптотик. 
Рассмотрим вариант, когда реализуются случаи С2 и В1. 
Установим прежде, что в случае 02 (с ^ о[— 1) из урав­
нений (2 .5 ) и ( 2 .6 ) следует равенство 
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Причем равенство ( 5 . 1 ) справедливо независимо от того, вы­
полняется ли случай ВТ или 62. Для доказательства рассмот­
рим два случая. 
I ) Допустим, что Cf—C > Otf-a . Тогда из 
уравнения (2.61 следует 
d,=d+c,-c, br4 = -ur0(jb + -£*-)24- • 
В силу C=^of—1 выполняются соотношения 
a+df-4** a+d+c,-c-/-tcr+c,>cr,+c°ea,+d-/. 
Учитывая их, из уравнения (2 .5 ) находим 
(mct + О-рта-п +fk)fo0f-fr-fldfbr,fo=O. 
Преобразуем это равенство с учетом соотношения ( ЗЛО ) я 
выражения для­
т ( С 1 _ с ) в < * _ ^ y W , „ 0 
Отсюда получаем 
что справедливо при 
а вто может быть выполнено лишь при 
— 1 < / , т .е . вря /e-hCf-ОО . 
Но вто невозможно, тая вал уЮ<0 и Cf—C<0 • 
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2) Допустим, что а,-а > С,-С • Тогда из урав­
нения (2 .6 ) следует 
с1,= а[+а,-а , иг, - Ы0 (4+•<.)•&- . 
При этом оказывается 
а+Ы,-4 ш а, + Ы-4 •» с*, + с . 
Соответствушие коэффициенты в уравнения ( 2 .5 ) связаны 
соотношением 
(тс +(4-рта,-п+#К)д,в0-(4-р<х'2, иХа Ч^^фЩ'0-
Преобразовав это равенство, учитывая соотношение (3.10) и 
выражение для ы, , найдем 
(4+еС) d, ы0 щ т(а, - а)90 < О. 
Но это невозможно, так как ъТа>0, df<0 и 4+еС<0 
( см . ( 3 . 14 ) ) . Тем самым равенство (5 .1 ) доказано. 
Вариант со случаями С2 и BI приводит к следующим вы­
ражениям для показателей и коэффициентов: 
Лж— , ¿=1, c - l ^ + J- , d-cH-k±2L+ JL. m ' m m ßm m ßm' 
g0 и хГ0 ­ не определены, 90 определяем из соотношения 6. 12) 
Л 
из (3 .6 ) находим 
*Ь ßm So ü о 
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Чтобы обеспечить условие а(< О , надо удовлетворить 
условие (3.14) (см.С2). Тогда будет /7?,^ ­»••/< О, 
т.е. d<0 и тем более 2-8уЗ + 4-<0 ,т.е.с<0. 
Из (3.14) следует /+«С < О. 
Отметим, что условие (3 .7) (см.ВТ) равносильно тре­
бованию 8— 8/ >0 . В данном варианте находим 
8- $ т 1 _ JL _ d _ ±_ + , _ _ |jj± 
1 т т т Jim rn ßm ßm 
Таким образом, условие (3.7) равносильно требованию Jb>4 • 
Из (3 .3 ) , (3 .4 ) и BI находим 
Кстати, из (1.4) и (3.14) следует 
Из равенства (5.1) следует 
а из уравнения (2.6) благодаря (5.1) следует 
коэффициент ьГу определяется формулой ( 4 .1 ) . 
Отметин характерное для данного варианта соотношение: 
«-*,-с-с<-d-dt-±>£ щ • 
Для показателей в уравнении (2.5) верно 
a+Cf» cti+c- ctf+d-1 ~a+df-4 , 
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так что для коэффициентов находим 
(тс + (<-рта< -п +/к)д, в0 - (4-р ъТ0 + 
+ (тс,+0-рта-п + /Х)&&, - Ь-р'Ы^и; * о. 
Далее, используя (3.10) и (4 .1 ) 
Если воспользоваться соотношением между 30 и ьХ0 ( 3 .11 ) , 
сгруппировать члены в предыдущем равенстве, то найден 
Отсюда определяется коэффициент : 
п I Л 0(й(УЧ)-(4Ы)о(4 л 
Подставим в (4 .1) значения ьТ0, ,0^ 
' узт* 9о С * * * (5 .4 ) 
Отсюда следует, что Ф О , если 
Отметим, что ы,<0 при 4+вС>.$ я Щ>0 
при 1+вС < S . 
Чтобы не загромождать изложение, мы не подставляем в 
( 5 .3 ) и ( 5 .4 ) выражение для коэффициента &0 (5 .2 ) w 
значения показателей с, d, Cf ге£* -
Таким образом, получена вторая группа асимптотике 
функций q,v,9 ,ьт в окрестности, точки 3£ Ф о Ч У -
Л J . JSzl 
frr ^зГ&'**~чЩр**' •••• -
9f я U~4 определены формулами C5v3$ m &Jtf-
При этом должны выполняться крвмме удаввваШ 
8<0, т~>0 еще условия (ЗЛКСа­ШЮ я ASuSR, 
Необходимые условия существования асимптотик ( 5 . 6 ) получа­
ются в результате решения системы указанных неравенств от­
носительно параметров оС,у},п: 
(5.7) 
2olJi+2,<.-3fi-2^ ш 
2ji-4-4 Ji(2ji-3ei + 4) 
З а м е ч а н и е 4 . Коэффициенты в асимптотиках 
(5 .6 ) выражаются через два независимых величию у0 и ve. 
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6. Третья группа асимптотик. 
Рассмотрим вариант, когда реализуются случаи С2 и В2. 
Тогда 
/77 Л» уО/7? 
/77 Я/77 /77 (ЦТ) ' 
долины выполняться условия (3 .6 ) и ( 3 . 1 4 ) . Условие 3<0 
будет выполнено, если выполняется неравенство 
(/-/)у5 +КО . (6 .1 ) 
Справедливость неравенств С<0 и с1<0 следует из у с ­
ловия ( 3 . 1 4 ) , кстати из (3.14) следует (2£+т)р+*< О 
( см. (3 .13 ) )и тем более У+уЗ/?<0. 
Условие (3 .8 ) приводит к неравенствам 
/77 ув/77 Г 
Следовательно, условие ( 3 .8 ) равносильно требованию р<1. 
Далее, из ( 3 . 3 ) , ( 3 . 4 ) и ( 3 .6 ) находим 
_ _ /г-г / 
Таким образом, параметр уЗ изменяется в пределах 
2 ^У3 < 4 • •' (6 .2 ) < 
Случай В2 позволяет определить коэффициент гг0 
> 0 * (6 .3 ) 
а из (3.12) определяется коэффициент 9С , причем задает­
ся он формулой ( 5 . 2 ) . Последнее следует из совпадения по­
казателей С ж а" для вариантов С2,В1 и С2.В2. Неопреде­
ленным, как и в двух предыдущих вариантах, является коэф­
фициент да . 
Из равенства (5 .1 ) следует 
а также следует а г ^ С / ­ / » <Х, + С-4 . В связи с 
этим в уравнении (2 .4) должно быть 
1 ' т вт узт 
Для коэффициента V) из уравнения ( 2 . 4 ) получается соотно­
шение 
гель 
г$ (тб, -1)+(<*+С4Щ,Э4 +уу9.)~0. (6 .4) 
> уравнения ( 2 . 6 ) , учитывая ( 5 . 1 ) , находим показа­
' /77 уЗ/П 
и коэффициент Щ , который определяется формулой ( 4 . 1 ) . 
Отметим характерное для данного случая равенство 
а-а, = 6-В4-с-^-Ы-Ы, ­ ф , (6 .5 ) 
причем для р ив ( 6 .2 ) оказывается 
Исследуем знак знаменателя в ( 6 . 6 ) , используя ( 6 . 5 ) , 
тЫ узтсЫ V рт / 
/Г7 уб/77 /77 
Благодаря соотношению ( 6 .5 ) из уравнения (2 .5 ) най­
дем 
(тс+(*-р/па, —л 90 - О-рс/д, гсг0 + 
+(тс{ +(4-рп><* +рх)&&< ~ (*~Р <*"ф и",-О. 
Подставим сюда значения некоторых показателей и выражение 
для коэффициента Щ 
Воспользуемся соотношением (3 .11) и сгруппируем члены в 
предыдущем равенстве 
Отсюда находим 
Из ( 6 . 4 ) , учитывая <3/<0 и в,^0 , следует 
п?6,-1фО уЗФ^ . (6 .7 ) 
Таким образом, из области ( 6 . 2 ) изменения параметра р 
надо исключить точку уз=-~ . Тогда из ( 6 .4 ) находим 
При этом Щ<0 . если т6{ — 4>0 , т.е.уЗ<-~/ 
гг,>0 , если тЗ/ - -6 < О , Т.в.у3>^- • 
Подставим в ( 4 .1 ) выражение ( 6 .6 ) и найдем 
А / / С ^ Г - О ^ - * " * ^ \ (6 9) 
Отсюда следует, что г?{ФО , если 
. «ело, 
Отметим, что Щ<0 при *+вС>Т и Ы^>0 
при < 7*. 
Таким образом, получена третья группа асимптотик 
функций у , ггг &,&• в окрестности точки ^ =» ~ э • 
Следовательно, в 4 < О. 
in Am .. . f 
» 
определяются формулами ( 6 . 3 ) , 
( 5 . 2 ) , ( 6 . 8 ) , ( 6 . 6 ) , ( 6 . 9 ) . 
При этом должны выполняться хроме условий Н< О, 
€<0, т>0 еще условия ( 3 . 1 4 ) . ( 6 . 1 ) , ( 6 . 2 ) , ( 6 . 7 ) , 
( 6 . 1 0 ) , т . е . 
Необходимые условия существования асимптотик ( 6 . I I ) полу­
чаются в результате решения системы указанных неравенств 
относительно параметров ,ji , /7. 
/+*<0, /+*С + Г, зг <>><*•, Ji^-j , д. 
f+icL-Zp < Z*CjJ+2*-3ji-2/i* ( б Л 2 ) 
З а м е ч а н и е 5. Коэффициенты в асимптотиках 
(6 . I I ) выражаются через одну независимую величину д а . 
7. Заключение. 
Для задачи ( I . I M I . 2 ) доказано существование асимп­
тотик на бесконечности. Построены три группы асимптотик 
( 4 . 5 ) , ( 5 . 6 ) , ( 6 . I I ) я определены области их существования, 
соответственно ( 4 . 6 ) , ( 5 . 7 ) , ( 6 . 1 2 ) . Области существования 
асимптотик второй и третьей групп являются частями области 
существования первой группы асимптотик, между собой же они 
не имеют общих точек. 
Построение асимптотик является первым шагом в иссле­
довании исходной задачи. В частности, оно позволяет опре­
делить необходимые условия существования решений задачи в 
зависимости от параметров *t,ß,n . Полученные асимпто­
тики позволяют также провести анализ некоторых физических 
свойств решений исходной задачи. 
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УДК 517.5 
Звягинцев А.И. О ВАРИАЦИОННЫХ ЗАДАЧАХ ДЛЯ НОРН ФУНКЦИИ И 
ЕЕ ПРОИЗВОДНЫХ. ­ В кн.: Нелинейные краевые задачи обыкно­
венных дифференциальных уравнений. Рига: ЛГУ им.П.Стучкн, 
Рассматриваются экстремальные задачи 
1"/{1/*Ъ„а> '/«Уст. 
где л ­ натуральное число, 0< к<п, I ­ конечный отре­
зок числовой прямой, У2. (I) ­ пространство Соболева, 
МС,МЯ,М„ ­ заданные неотрицательные числа. Приводятся 
основные свойства этих задач, доказывается их эквивалент­
ность между собой, а также устанавливается их связь с зада­
чей А.Н.Колмогорова о нормах функции и ее производных. Биб­
лиогр.З назв. 
УДК 519.927 
Колосов А.И. О ВЕТВЛЕНИИ РЕШЕНИИ ОДНОЙ НЕЛИНЕЙНОЙ КРАЕВОЙ 
ЗАДАЧИ. ­ В кн.: Нелинейные краевые задачи обыкновенных 
дифференциальных уравнений. Рига: ЛГУ иы.П.Сгучки, 1985, 
Рассматривается краевая задача для обыкновенного диф­
ференциального уравнения л ­ г о порядка, правая часть кото­
рого зависит от вещественного параметра В • Решение зада­
чи ищется на множестве функций, производные которых, начи­
ная с некоторой, сохраняют знак. 
Требование, чтобы правая часть дифференциального урав­
нения удовлетворяла определенным условиям однородности, 
допускает преобразование задачи к эквивалентной системе 
интегральных уравнений, не зависящей явным образом от пара­
метра В. 
Исследование полученной системы интегральных уравнений 
позволяет установить факт ветвления решений исходной крае­
^
ой задачи. 
иблиогр.6 назв. 
п 
УДК 517.92? 
Лепин Л.А. РАЗРЕШИМОСТЬ НЕЛИНЕЙНОЙ КРАЕВОЙ ЗАДАЧИ ДЛЯ ОБЫК­
НОВЕННОГО^ ШФФЕРЕНЦИАЛЬНОГО УРАВНЕНИЯ ВТОРОГО^ОРЯЖА С 
ОСОБЕ!ШОСТЬЮ. ­ В кн . : Нелинейные краевые задачи обыкновен­
ных^иффер^енциальных уравнений. Рига: ЛГУ им.П.Стучки, 
Приведены условия разрешимости краевой задачи 
Х'(0)=0, И(Х(Т), х'(Т))=п, 
где функция У"-Со,Т]хЯ* —* Я удовлетворяет условие 
Каратеодори, функция И: /? ­ * Л непрерывна и не убы­
вает по второму аргументу, а функция о:СО,ТЗ — ,03 . 
несуммируема в нуле. 
Библиогр.4 назв. 
УДК 517.927.4 
Цдпит^ с Я 
КРАЕВОЙ ЗАДАЧИ ДЛЯ СИСТЕМЫ УРАВНЕН!© ВТОРОГО 
: Нелинейные краевые задачи обыкновенных диффе­
уравнений. Рига: ЛГУ им.П.Стучки, 1985, с .35­
КА. ­ В кн 
Для краевой задачи 
х'(О) ш х(1) « о, 
при предположении, что {1,2,...} 
£е (0,11, А 6 Саг([4,43* В*, Я* ) 
ваш условия разрешимости в терминах 
юсти производных решений 
Библиогр.5 назв. 
ций и о г _ 
точки Г 
и для любого 
сформулиро­
,­верхних 4унк­
окрестности­
/ 
УДК 517.927 
Гризанс Г.П. ПОСТРОЕНИЕ ВЕРХНИХ И НИЖНИХ ФУНКЦИЯ ДЛЯ ОД­
НОЙ СИНГУЛЯРНОЙ ЗАДАЧИ. ­ 3 кн. : Нелинейные краевые зада­
чи обыкновенных дифференциальны* уравнений. Рига: ЛГУ им. 
П.Стучки, 1985, с.43­48. 
Рассматривается краевая задача 
х'+1^^х'-^-х-/(1х,х'), х(0) = 0, Х(Т)=6, 
где / > > 0 , о.>0, беЯ, /аС((0,Т]*Яг). 
Для некоторых частных случаев функции / построены верх­
ние и нижние функции рассматриваемой краевой задачи. Рис. 
I , библиогр.6 назв. . 
УДК 517.927.25 
Адъютов М.М., Кузьмишкина Р.В. АЛГОРИТМ РЕШЕНИЯ ЗАДАЧИ НА 
СОБСТВЕННЫЕ ЗНАЧЕНИЯ ДЛЯ СИСТЕМЫ ДВУХ УРАВНЕНИЙ ВТОРОГО 
ПОРЯДКА. ­ В кн. : Нелинейные краевые задачи обыкновенных 
дифференциальных уравнений. Рига: ЛГУ им.П.Стучки, 1985, 
с.49­56. 
Для задачи 
Г У * = У " _ Д , Х * У 1 , 
У»=цр*-Агу*'хг<, 
А1>0,П>0, *>р1>0, *>$1>0, (¿-4,2), 
х'(о) = х(Ь) = х'Ц,)=у'(о)=у(Ьг)= у'(^) = о, 
Х&)>0 для ЬеЕо^,) и Х(Ь=0 для ¿ € ¿ " ¿ , , « 0 , 
у ( £ ) > 0 для Ье[о,Ьг) и у # ; = 0 Для £ е Г ^ , ~ ; , 
^ и £» ­ собственные значения (могут быть как конечными, 
так и бесконечными), которая встречается при изучении дис­
сипативньгх структур в двухкомпонентных средах, предлагает­
ся простой численный алгоритм. Алгоритм основывается на Доказанных в настоящей работе свойствах решения задачи. иблиогр.4 назв. 
УДК 517.929 
Драхлин М.Е. О КРАЕВЫХ ЗАДАЧАХ ДЛЯ ОДНОГО КЛАССА ФУНКЦИО­
НАЛЬНО­ДИФФЕРЕНЦИАЛЬНЫХ УРАВНЕНИЙ. ­ В кн.: Нелинейные кра­
евые задачи обыкновенных дифференциальных уравнения. Рига: 
ЛГУ имТП.Стучки, 1985, с.63­71. 
Приведены условия существования решения краевой зада­
чи для нелинейного функционально­дифференциального уравне­
ния нейтрального типа. В основу доказательств положены \лЛ­
метод Н.Ё.Азбелева и ранее изученные автором свойства вну­
тренней суперпозиции. 
Библиого.о назв. 
УДК 519.31 
Садырбаев Ф.Ж. ОБ ЭКСТРЕМАЛЯХ ВАРИАЦИОННЫХ ЗАДАЧ В СЛУЧАЕ 
МЕДЛЕННОГО РОСТА ИНТЕГРАНТА. ­ В кн.: Нелинейные краевые 
падачи обыкновенных дифференциальных уравнений. Рига: ЛГУ 
им.П.Стучки, 1985, с,57­62. 
Рассматриваются краевые задачи одномерного вариацион­
ного исчисления в случае медленного роста интегранта. В 
этом случае соответствующее уравнение Эйлера может не удо­
влетворять условиям Бернштейна­Нагумо. В терминах интегран­
та приводятся условия существования экстремалей. Библиогр. 
3 назв. 
УДК 517.927 
Беспалова С.А. ОБЛАСТЬ СУЩЭБОВАНЩ РЕШЕНИЯ КРАЕВОЙ ЗА. № ' 
ДЧЯ ОДНО/, СИСТЕМЫ 4­ГО ПОРЯДКА. ­ Е кн.: Нелинейные краем :е 
задачи обыкновенных дифференциальных урав;г_:­;и.':. РйЛЙ ЛГУ 
им.П.Стучки, 193о, с.72­83. 
Для краевой задачи 
х" = -Ф(х,у) 
у"= Ф(Х,у) 
Х(О) - х0 , х(1) « х1, 
у(0)=уо, УС*)***/,, 
где Ф(х,у) - нелинейная функция, приводится метод опре­
деления области существования решения, основанн! ;": на спе­
цифике ее системы и теории верхних я низших функций. При­
менение метода иллюстрируется на конкретном примере. Рис. 
4, библиогр.ГО назв. 
УДК 517.927 
Виржбицкий Я.В. ОБОБЩЕННАЯ РАЗРЕИШОСТЬ НЕЛИНЕЙНОЙ КРАЕЕОЙ 
ЗАДАЧИ С ФИКСИРОВАННОЙ ГРАНИЧНОЙ ФУНКЦИЕЙ. ­ В кн.: Нели­
нейные краевые задачи обыкновенных дифференциальных уравне­
ний. Рига: ЛГУ имТП.Стучки, 1985, с.84­912. 
Изучается краевая задача 
х'=/(^х,х') 
6(х(а), х(6), х'(а), х,(ё))=$, 
Н(х(а), х(6), х'(а), х'(6)) = И, 
где /есаг(1* Я3, Я), 6, //е С(Яг*£г, й) . функция б 
предполагается фиксированной. При предположении обобщенной 
разрешимости краевой задачи исследованы свойства функций б 
и Н . Показано, что выявленные свойства гарантируют разре­
шимость краевой задачи. Существенно задействован аппарат 
нижних и верхних функций. Библиогр.4 назв. 
УДК 517.9:533.6 
Горобец Г.Г. МЕТОДЫ ПОИСКА АВТОМОДЕЛЬНЫХ РЕШЕНИЙ ЗАДАЧ ГИД­
РОДИНАМИКИ. ­ В кн. : Нелинейные краевые задачи обыкновенных 
дифференциальных уравнений. Рига: ЛГУ им.П.Стучки, 1985, 
с. 103­112. 
На двух примерах демонстрируется методика численного 
решения на ЭВМ краевых задач, возникающих при исследовании 
ламинарного течения вязкой несжимаемой жидкости по трубам с 
пористыми стенками. Рис.2, библиогр.15 назв. 
УДК 519.21 . 
Ионин Л.Л. ПРИМЕНЕНИЕ 2­ГО МЕТОДА ЛЯПУНОВА К ИССЛЕДОВАНИЮ 
УСТОЙЧИВОСТИ НЕЛИНЕЙНЫХ ДИШФЕРЁНЦИАЛЬНЫХ УРАВНЕНШСО СЛУ­
ЧАЙНЫМИ ПАРАМЕТРАМИ. ­ В кн.: Нелинейные краевые задачи 
обыкновенных дифйеоенциальных уравнений. Рига: ЛГУ им.П. 
Стучки, 1985, с.93­102. 
В статье исследуется асимптотическая устойчивость по 
вероятности тривиального решения одного класса нелинейных 
стохастических дифференциальных уравнений со случайными 
параметрами. Строится функция Ляпунова и находятся доста­
точные условия асимптотической устойчивости по вероятности. 
Результат хорош тем, что доведен до соотношений между ко­
эффициентами. В конце статьи приведен пример. Библиогр.З 
назв. 
УДК 517.927 
Садырбаев Ф.Ж., Федорова Г.И. О РАЗРЕШИМОСТИ КРАЕЗОЛ ЗАДА­
ЧИ ДЛЯ 0Б0Б1ЧЕНН0Г0 УРАВНЕНИЯ ЭМДЕНА­ФАУЛЕРА. ­ Б кн.: Не­
линейные краевые задачи обыкновенных ди­М«ренциальных урав­
нений. Рига: ЛГУ им.П.Стучки, 1985, с.123­132. 
Для краевой задачи 
(/ (х)у'У+у(*)у у(уг) = о 
у (а) - у (в) = О 
где / г$, у - непрерывные функции с неотрицательными 
;>­­Чгу, доказаны теоремы существования реШНКЯ, имегапе­го заданное число нулей в (а,б) . Используется вариацион­
Нйй метод 3.Нехари. Библиогр.2 назв. 
УДК 517.927 
Горленко Е.И. НЕКОТОРЫЕ ТЕОРЕМЫ СУЩЕСТВОВАНИЯ И ЕДИНСТВЕН­
НОСТИ КРАЕВОЙ ЗАДАЧИ ДЛЯ УРАВНЕНИЯ ЧЕТВЕРТОГО ПОРЯДКА. ­ В 
кн.: Нелинейные краевые задачи обыкновенных, дифференциаль­
ных уравнений. Рига: ЛГУ им.П.Стучки, 1985, с.ПЗ­122. 
Для краевых задач 
у» = - Уа,у,у',у",у*) V** I 
у(0) = 0 у(Т)=о 
у'(о)=о уЮ = о 
1 = [0,Т], Т>0 , ]/гсс(1'Я*) 
х(0)~ао х(т)=30 
хЧ0) = а, х'(Т)=6, 
1 = Со,Т1, Т>0, а0,а,,ёв,6,ьв, уеС(1*Я) 
приводятся некоторые теоремы существования и единственнос­
ти решения. Применение теорем демонстрируется на конкрет­
ных примерах. Библиогр.З назв. 
УДК 517.927.4 
Гудков В.В., Михайлов А.П. . Степанова В.В. ОБ АСИМПТОТИКАХ 
РЕШЕНИЙ ОДНбй АВТШОДЕЛЬНОЙ ЗАДАЧИ ГАЗОВОЙ ДИНАМИКИ С НЕ­
ЛИНЕЙНОЙ ТЕПЛОПРОВОДНОСТЬЮ. ­ В кн. : Нелинейные краевые 
задачи обыкновенных дифференциальных уравнений. Рига: ЛГУ 
имТП.Стучки, 1985, с.133­156. 
Рассмотрена нелинейная краевая задача, связанная с за­
дачей о сжатии идеального теплопроводного газа поршнем, 
давление на котором растет в режиме с обострением: 
(*-{)т§6$'+ т$3в>- г.т'= (п-
Здесь а.1Ггв>,Ы' - неизвестные неотрицательные функции* н<0, ¿-^0•, тФО, п<-0, /*> *,р->0, ­ действи­
тельные параметры. Построены три группы асимптотик функций 
д,гГ,9,*г при £ —»• •=­=» , указаны области существования 
асимптотик в пространстве параметров <<ув, п . Библиогр. 7 назв. 
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