This paper is devoted to establish continuous dependence estimates for the ergodic problem for Bellman operators (namely, estimates of (v 1 − v 2 ) where v 1 and v 2 solve two equations with different coefficients). We shall obtain an estimate of v 1 − v 2 ∞ with an explicit dependence on the L ∞ -distance between the coefficients and an explicit characterization of the constants and also, under some regularity conditions, an estimate of
Introduction
In this paper we study the continuous dependence for the ergodic problem of (HamiltonJacobi-)Bellman operators. This property will be crucial (among others) in the estimate of the rate of convergence for the homogenization problem of such operators.
In the ergodic problem, we seek a pair (v, U ), with v ∈ C(R n ) and U ∈ R (that is, v is a real-valued function while U is a constant) which, in viscosity sense, satisfies
where the Bellman operator H(x, p, X) = max α∈A {− tr (a(x, α)X) − f (x, α) · p − ℓ(x, α)} (1.2)
is uniformly elliptic and periodic in x (we recall that these operators naturally arise in optimal control problems; see below). This kind of equations have been widely studied in literature, in particular in connection with homogenization or singular perturbation problems (see [5, 6, 14, 21] and references therein), with long-time behaviour of solution to parabolic equations (see [6, 10] ) with dynamical systems in a torus (see [3, 19] ) and with the principal eigenvalue and maximum principle (see [21, 5] ). In order to solve problem (1.1), it is expedient to introduce either the stationary approximated problems
for any λ ∈ (0, 1), or the evolutive approximated problem
It is well known (see [6, 5] ) that: (1) there exists exactly one value U ∈ R (called ergodic constant) such that equation (1.1) admits a periodic solution (which is unique up to a constant); (2) there exist exactly one periodic solution to (1.3) and one x-periodic solution to (1.4); (3) as λ → 0 + (respectively t → +∞), −λv λ and v λ − v λ (0) (resp., V (t, x)/t and V (t, x) − U t) uniformly converge to U and respectively to a solution v of (1.1).
It is worth to recall (see [22] ) that problems (1.3) and (1.4) naturally arise in stochastic optimal control problem in a periodic medium: consider the control system for s > 0
where (Ω, F, P) is a probability space endowed with a right continuous filtration (F t ) 0≤t<+∞ and a p-dimensional Brownian motion W t . The control α is chosen in the set A of progressively measurable processes with value in the compact set A for minimizing the cost P (x, α) := E x +∞ 0 ℓ(x s , α s )e −λs ds, (resp., P (t, x, α) := E x t 0 ℓ(x s , α s )ds)
where E x denotes the expectation. Then, the value function v λ (x) := inf α∈A P (x, α) (resp., V (t, x) := inf α∈A P (t, x, α)) solves (1.3) (resp., (1.4) ) with a = σσ T . We deduce that the ergodic constant and a solution to (1.1) can be written as (for some c 0 ∈ R)
In this paper, we tackle some continuous dependence estimates for the solution v to (1.1) with v(0) = 0; in fact, we shall address the estimate of v 1 − v 2 ∞ and of v 1 − v 2 C 2 (R n ) , where v 1 and v 2 are solutions to two equations (1.1) with different coefficients. The additional requirement v(0) = 0 is needed to avoid the non-uniqueness of v. We recall that the continuous dependence estimate for the ergodic constant has been established in [4] (see [28] and [5] respectively for a generalization to Bellman-Isaacs operators and to some degenerate elliptic cases). Let us recall that such estimates have been widely studied because they play a crucial role in many contexts as error estimates for approximation schemes (see [9, 20] and references therein), regularity results (for instance, see [8, 25] ) and rate of convergence for vanishing viscosity methods (see [24, 25] and references therein). Unfortunately, the previous literature does not apply to (1.1); indeed, as far as we know, all the papers consider either elliptic equations with a strictly positive coefficient of the 0-th order term or parabolic equations where the constant entering in the estimate diverges as t → +∞. In other words, these results apply to (1.3) or to (1.4) but the estimates would diverge as λ → 0 + or t → +∞. Finally, for a diffusion matrix left unchanged, the continuous dependence estimate in L ∞ -distance is ascertained in [15] .
In the second part of the paper, we shall study the rate of convergence for the homogenization of Bellman equations. Consider the problem 5) where H has the form (1.2) and its coefficients depend on (x, x/ε, α) and are x/ε-periodic. It is well known (see [4, 21] ), that as ε → 0 + , the solution u ε converges locally uniformly to the solution of the effective problem
where the value H(x, p, X) is characterized as the ergodic constant for a suitable Hamiltonian (see Section 3 for details). This feature is formally motivated by the the expansion (which goes back to the homogenization theory for linear equations; see [11, 26] )
In the framework of fully nonlinear equations, the study of the rate of convergence for the homogenization problem (namely, an estimate of u−u ε ∞ ) started with the paper [18] for first order problems (for the linear case: see [11, 26] for the periodic environment and [32, 12] for the random one). Camilli and the author [16] tackled this issue for the homogenization of Bellman problem (1.5). Taking advantage of the C 2,θ -regularity of u, they proved that u ε converges to u with a rate of order 2θ/(2 + θ), namely u − u ε ∞ ≤ Cε 2θ/(2+θ) . It is worth to recall that Caffarelli and Souganidis [13] obtained a rate of order | ln ε| −1/2 for the homogenization of possibly nonconvex Hamiltonians in random media (afterwards, these results have been extended to related investigations: e.g., see [17] for multiscale homogenization, [15] for the simultaneous effect of homogenization and vanishing viscosity, [2] for stochastic Hamilton-Jacobi equations and [1] for u/ε-periodic Hamiltonians).
In this paper, we shall improve the result of [16] obtaining a rate of order θ. Let us stress that, for θ = 1, our estimate has the same order as the "natural" one given by the formal expansion (1.6) and also as the regular case for linear problem as stated in the monographs by Bensoussan, J.L. Lions and Papanicolaou [11, pag. 76] and by Jikov, Kozlov and Oleinik [26, pag. 30 ].
In conclusion, this paper is devoted to two main purposes. The former is to establish continuous dependence estimates in the L ∞ -distance (and in the C 2 -distance) for the solution v to (1.1)-(1.2) with an explicit dependence on the L ∞ -distance between the coefficients and an explicit characterization of the constants. The latter is to establish an estimate of the rate of convergence for the homogenization problem (1.5) that generalizes to Bellman operators the estimate given in the monographs [11, 26] for linear ones. This paper is organized as follows: in the rest of this Section we set some notations. Section 2 is devoted to the continuous dependence estimates for the ergodic problem. Section 3 concerns the rate of convergence for the homogenization problem.
Notations:
We define M n,p and S n respectively as the set of n×p real matrices and the set of n × n real symmetric matrices. The latter is endowed with the Euclidean norm and with the usual order, namely: for X = (X ij ) i,j=1,...,n ∈ S n , |X| := n i,j=1 X 2 ij 1/2 ≡ tr( T AA) and, for X, Y ∈ S n , we shall write X ≥ Y , if X − Y is a semi-definite positive matrix. We denote I the identity matrix in S n .
For every real-valued function h, we set h ∞ := ess sup |h(y)|. For θ ∈ (0, 1], we use the θ-Hölder seminorm: [h] θ,A := sup{
the space of functions h such that: h ∞ + [h] θ < +∞ while, for m ∈ N, C m,θ (R n ) stands for the space of functions whose derivatives of order m belong to C θ (R n ). For a metric space A with x ∈ A and r > 0, B A (x, r) stands for the open ball of radius r centered in x, i.e. B A (x, r) := {y ∈ A | dist(x, y) < r}. For every a, b ∈ R, we set a ∧ b := min{a, b} and a ∨ b := max{a, b}.
Continuous dependence estimates for the ergodic problem
This Section is devoted to estimate the distance, both in the L ∞ -norm and in the C 2 -norm, between the functions v 1 and v 2 where (for i = 1, 2) v i is the solution to the following ergodic problem
with
We shall assume (A1) A is a compact metric space;
(A3) the functions a i , f i and ℓ i are Z n -periodic in x; moreover, they are bounded and Lipschitz continuous in x uniformly in α, namely, for φ = a i , f i , ℓ i , there holds
In order to study problem (Ei), it is expedient to introduce the approximate equations for λ ∈ (0, 1) λv
In the following Proposition, we present useful properties of solutions of problems (Ei) and (Ai). Though most of them are already known in the literature, we need to be careful for the details of dependence for constants which appear in some estimate for the later argument. Therefore, we give the proof at the end of this Section for reader's convenience. (ii) For some constant θ ∈ (0, 1] depending only on n and ν, there holds
where C 1 is a constant independent of λ, K ℓ i and L ℓ i .
(iii) As λ → 0 + , the sequence {λv λ i } λ uniformly converges to a value −U i ; moreover, U i is the unique constant such that the problem (Ei) admits a periodic solution.
(iv) As λ → 0 + , the sequence {v λ i − v λ i (0)} λ converges in the C 2 (R n )-norm to the unique solution v i to (Ei). Furthermore, there holds
where θ and C 1 are the constants introduced in point (ii).
Let us now establish our main result on the L ∞ -continuous dependence estimate for problem (Ei).
Theorem 2.1 Let v i be the unique solution to problem (Ei) (i = 1, 2). Then, there holds
Proof of Theorem 2.1 For i = 1, 2, let v λ i be the solution to the approximated problem (Ai); set w λ i := v λ i − v λ i (0). By Proposition 2.1-(iv), it suffices to establish
where C is a constant depending only on
Let us claim that, for every λ ∈ (0, 1), there holds
where C 1 and C ℓ are the constants introduced respectively in Proposition 2.1-(ii) and in the statement. Indeed, without any loss of generality one can assume
and easily check that the functions
are respectively a super-and a subsolution to problem (Ai) with i = 1. The comparison principle guarantees v − ≤ v λ 1 ≤ v + which is equivalent to (2.3). In order to prove inequality (2.2), we shall proceed by contradiction assuming that, for k ∈ N and i = 1, 2, there exist λ k , a ik , f ik and ℓ ik such that -) λ k → 0 as k → +∞; -) a ik and f ik satisfy (A2)-(A3) with the same constants ν, K a , L a , K f and L f while ℓ ik satisfies (A3) with some constants K ℓ ik and L ℓ ik ; -) denote v λ k i the solution to (Ai) with λ, a i , f i and ℓ i replaced respectively by λ k , a ik , f ik and ℓ ik ; the functions w
Without any loss of generality, we assume
In particular, the function
Since w k ∞ = 1, by (2.3) and the definition of c k , we infer
Moreover, owing to Proposition 2.1-(ii) and to our definition of c k we have
Taking into account the last three relations, we obtain
On the other hand, taking advantage of the inequality max A f −max A g ≥ min A (f − g), we obtain that the function w k also fulfills
Arguing as before, we infer
Owing to relations (2.4) and (2.5), standard regularity theory for elliptic equations (see [30, 31] ) ensures that the family {w k } k is uniformly Hölder continuous. Indeed, let us briefly show how to apply the arguments of [31, Theorem 2.1] for the Hölder continuity of w k . Being a subsolution to (2.5), the function w k verifies a weak Harnack inequality.
On the other hand, since w k is a supersolution to (2.4), also the function −w k verifies another weak Harnack inequality. We observe that in these two weak Harnack inequalities the occurring constants depend only on n, ν, K a , L a , K f and L f (recall that w k ∞ = 1). Finally, these two inequalities yield that the function w k is Hölder continuous with an Hölder exponent depending only on n, ν, K a and an Hölder constant depending only on n, ν, K a , L a , K f and L f . Therefore, the proof that the family {w k } k is uniformly Hölder continuous is accomplished.
We note that H k fulfills the following properties for every (x, p, X) and
By the Ascoli Theorem, as k → +∞ (passing to a subsequence, if necessary), we can assume that H k converges to an uniformly elliptic operatorH locally uniformly in R n × R n × S n and that the function w k converges to some continuous periodic function w uniformly in R n . Finally, passing to the limit in (2.4), the stability result for viscosity solution entails that w is a solution tõ
We note that w also verifies: w ∞ = 1, and w(0) = 0; thus, it attains its global minimum. This fact contradicts the strong maximum principle (see: [30, 7] ); the proof of (2.2) is accomplished. ✷ Let us now establish our main result on the C 2 -continuous dependence estimate for problem (Ei). To this end it is expedient to set
and
where C 1 is the constant introduced in Proposition 2.1.
Theorem 2.2
Assume that the coefficients of operators H 1 and H 2 satisfy hypotheses (A2)-(A3) with the same constants ν, K φ and L φ , for φ = a, f, ℓ. Assume that, for some constants K H and θ ′ ∈ (0, 1], there holds H i C 1,θ ′ (K) ≤ K H for i = 1, 2. Let v i be the unique solution to problem (Ei) (i = 1, 2). Then, we have
where C is a constant depending only on n, K H , θ ′ , ν, K φ and L φ , for φ = a, f, ℓ.
Proof of Theorem 2.2
We shall adapt the arguments of the proof of Theorem 2.1; hence, we shall only emphasize the main differences. As before, for i = 1, 2, we set
is the solution to (Ai)) and we observe that estimate (2.3) still holds. By Proposition 2.1-(iv), it suffices to establish that there exists a constant C such that, for every λ ∈ (0, 1), there holds
In order to prove this inequality, we shall proceed by contradiction assuming that, for each k ∈ N and i = 1, 2, there exist λ k , a ik , f ik and ℓ ik such that -) λ k → 0 as k → +∞; -) a ik , f ik and ℓ ik satisfy (A2)-(A3) with the same constants ν, K φ and L φ (φ = a, f, ℓ); -) let H ik be the operator obtained replacing a i , f i and ℓ i respectively with a ik , f ik and ℓ ik in (2.1):
i solve (Ai) with λ, and H i replaced respectively by λ k , and H ik : for w
For the sake of simplicity, let us introduce the notation
The function w k := (w
where
Substituting relation (2.10) in (2.9), we get
Moreover, Proposition 2.1-(ii) entails that w λ k i are equibounded in C 2,θ (R n ); in particular, we deduce that f k and H k are uniformly bounded and uniformly Hölder continuous (with exponent θθ ′ ). Let us now claim that 12) where θ and R are the constants introduced in Proposition 2.1-(ii) and respectively in (2.6). Actually, from Proposition 2.1-(ii) we recall that w
Taking into account relation w k C 2 (R n ) = 1, we infer the first part of (2.12). Moreover, by the same arguments as those in the proof of Theorem 2.1, we achieve the proof of the second part of (2.12). Invoking standard regularity theory for linear elliptic equations (see [23, 27] ), we deduce that, for some θ ′′ ∈ (0, 1], the functions w k are uniformly bounded in C 2,θ ′′ (R n ). By the Ascoli theorem (possibly passing to a subsequence), w k uniformly converges to some periodic function w ∈ C 2,θ ′′ (R n ) along with all its derivatives up to order 2 while f k and H k converge locally uniformly to some functionsf andH respectively. Passing to the limit as k → +∞ in (2.11), by (2.12), the stability result ensures that w is a solutioñ
The strong maximum principle yields that, being periodic, w must be constant; furthermore, since w k (0) = 0, we get: w ≡ 0. On the other hand, passing to the limit in w k C 2 (R n ) = 1, we deduce w C 2 (R n ) = 1 which gives the desired contradiction. Whence, the proof of estimate (2.7) . Let us just discuss the proof of point (ii) and, especially, its right hand side which seems to be new in this form. For the sake of simplicity, we shall drop the subscript "i". We claim that there exists a constant C ′ 1 , enjoying the same properties of C 1 (i.e., independent of λ, K ℓ and L ℓ ) such that
In order to prove this estimate, we proceed by contradiction assuming that, for k ∈ N, there exist λ k , a k , f k and ℓ k , fulfilling (A1)-(A3) with the same constants K a , L a , K f and L f , such that λ k → 0 as k → +∞ and
where v λ k is the solution to (Ai) with λ, a i , f i and ℓ i replaced respectively by λ k ,
By v k ∞ = 1, relation (2.14) and point (i), we have
The last two relations entail
The standard regularity theory for uniformly elliptic HJB equations (see [23, 29] ) guarantees that the family {v k } k is uniformly Hölder continuous. Passing to a subsequence if necessary, we assume that v k uniformly converges to some periodic functionṽ with v(0) = 0 and ṽ ∞ = 1. Moreover, for any α 0 ∈ A fixed, the previous inequality gives
By (A3) (passing to a subsequence, if necessary), a k (·, α 0 ) and f k (·, α 0 ) are uniformly convergent respectively to someã andf . Letting k → +∞ in the previous inequality, by point (i) and relation (2.14), the stability result of viscosity solutions ensures
By the strong maximum principle (see [30, 7] ),ṽ cannot attain its maximum; this property contradicts the fact thatṽ is periodic withṽ(0) = 0 and ṽ ∞ = 1. hence, our claim (2.13) is established. Finally, invoking [29, Theorem 1.1], for some θ ∈ (0, 1] depending on n and ν and for some constant C ′′ 1 enjoying the same properties of C 1 , we get
which amounts to our statement. ✷
Rate of convergence for the homogenization problem
We consider the following homogenization problem
Throughout this Section, the following assumptions will hold (H1) A is a compact metric space;
(H2) for σ(x, y, α) ∈ M n,p , a = σσ T is uniformly elliptic: for some ν > 0, there holds a(x, y, α) ≥ νI, ∀(x, y, α) ∈ R n × R n × A;
(H3) the functions a, f and ℓ are Z n -periodic in y; moreover, they are bounded and Lipschitz continuous in (x, y) uniformly in α: for φ = a, f, ℓ, there holds φ ∞ ≤ K and
Let us recall that equation (3.1) arises, for instance, in stochastic optimal control problem in a medium with microscopic periodic heterogeneities. Actually, consider the dynamics
in the probability space (Ω, F, P) with a right continuous filtration (F t ) 0≤t<+∞ and a p-dimensional Brownian motion W t . It is well known (see [22] ) that there holds
where E x denotes the expectation while A stands for the set of progressively measurable processes with value in A. The aim of homogenization is to investigate the behaviour of the optimal control problem as the heterogeneities become smaller and smaller. It is well known (see [21, 4] ; we refer the reader to [5] for more general classes of operators) that u ε converges locally uniformly to a limit function u which can be characterized as the solution of a suitable problem (the effective problem). This Section is devoted to improve the estimate of u ε − u ∞ established in [16] . As in [21, 4] , we introduce the effective operator H as follows: for every (x, p, X) ∈ R n ×R n ×S n fixed, the value H(x, p, X) is the ergodic constant for H(x, ·, p, X +·), namely it is the unique constant such that there exists a solution to the cell problem
The effective problem is
In the next two statement we shall collect some properties of problems (3.1) and (3.4) and respectively of their solutions. We shall omit the proofs: the proof of the former can be found in [4, Proposition 12] Lemma 3.1 The effective operator H is convex in X and uniformly elliptic with the same ellipticity constant ν as in (H2). Moreover, there exists a constant C such that
Hence, the comparison principle holds for problem (3.4).
Lemma 3.2
The problems (3.1) and (3.4) admit exactly one bounded viscosity solution u ε and respectively u. Moreover, there exist N > 0 and θ ∈ (0, 1] such that
Let us now establish our main result on the rate of convergence for the homogenization problem (3.1).
Theorem 3.1 Let u ε and u be respectively the solution to problems (3.1) and (3.4). Then, there exists a constant M such that
where θ ∈ (0, 1] is the constant introduced in Lemma 3.2.
Proof of Theorem 3.1 We shall proceed using some techniques introduced in [16, Theorem 2.1]. We shall denote v(·; x, p, X) the unique solution to (3.3) with v(0, x, p, X) = 0 so as to display its dependence on the fixed parameters. In the following statement, we collect some regularity properties of v.
Lemma 3.3 There exist θ ∈ (0, 1] and a constant C 2 such that
for every x 1 , x 2 , p 1 , p 2 ∈ R n and X 1 , X 2 ∈ S n .
Proof of Lemma 3.3 We note that equation (3.3) fulfills assumptions (A1)-(A3) with constants
Whence, point (i) is due to Proposition 2.1-(ii) and -(iv). In order to ascertain point (ii), it suffices to apply Theorem 2.1 with the variable x replaced by y, and (for i = 1, 2)
Taking into account the bounds
by Theorem 2.1, we get for every x ∈ ∂B(x, ε). Therefore,φ attains a maximum in some pointx ∈ B(x, ε). Let us prove that there exists a constant M 1 > 0 (independent of ε and γ) such that
Actually, owing to Lemma 3.2 and Lemma 3.3-(i), the inequality φ(x) ≥ φ(0) gives
For M 1 sufficiently large, we obtain: γ 1/2 |x| ≤ M 1 /2; in particular, we deduce
which is our claim (3.7). We claim now that there exists a constant M 2 (independent of ε and γ) such that
In order to prove this bound, we recall that the function u ε solves problem (3.1) and that 
