


































































































be able  to proliferate  the  coverage of  the best available backhaul  connectivity  link  in an efficient 
way, despite the mobility of the users and the physical characteristics of the area, which might be 
mountainous or full of dense woodland, fooliage and other plants. Finally, supporting all the above 
in  a  simple  and  trouble‐free manner  to  avoid having dedicated network  staff on hand  is  a  really 
challenging endeavor. 
The rest of the report describes our development of a portable WLAN Kit. Section 2  that follows, 
discuses  a  specific  outdoor  case  study  as  it would  be  undertaken  for  an  academic module.  This 
allows us to draw some definite networking and design requirements that we would like our solution 
to  satisfy. Section 3 describes  the hardware and  software components of  the  in‐house developed 
portable WLAN prototype. Section 4 evaluates our prototype with a thorough range of tests varying 









which would  be  able  to  bring  network  connectivity  “in  the  field”  as  required  in  a  real module 
academic  course.  In  an  effort  to  provide  the  best  suited  portable  wireless  kit  solution  for  the 
required  case  study,  let’s  try  to  describe  a  scenario  as  it would  evolve  around  the  course  of  an 
academic study. This would enable us to  identify the high and  low  level requirements the scenario 
reveals, and target to satisfy those with a designated solution.   
Let’s suppose that for a module of the Biological Sciences undergraduate course of the Lancaster 
Environment Centre  (LEC) at  Lancaster University,  students are  supposed  to  form 10  teams, each 
comprised of 2 groups of 5 people, which should walk around the Derwent water  lake of the Lake 
District and collect information about the flora and fauna of the region over the duration of daylight 
of  two consecutive days. The aim of each  team  is  to be able  to  identify as many different plants, 
trees and animals as possible and collect  information about them  in an accurate way on an online 





and  the  environmental  conditions  (e.g.  temperature,  light,  humidity)  that  the  “item”  lives  in.  As 
described, each team is comprised of two groups that move independently in the region so that they 
can cover as much ground as possible and collect information from different parts around the lake. It 
would be highly advantageous  if  the groups of a  team are communicating during  the day, so  that 
they won’t collect  information  for  the  same “items” and  thus put overlapping  information on  the 




be  supported  ‐connectivity  wise‐  from  the  portable  WLAN  kit.  It  is  without  doubt  that  a  basic 
primary requirement of this case study, is to get Internet connectivity for the devices that students 
carry whilst they move from one place to another during their exercise. Internet connectivity would 
enable students with  laptops/netbooks  to post “items” on  the wiki  in an ad‐hoc manner and also 
help them to  look  information up for plants or animals they don’t know (e.g. on Wikipedia or their 
departmental website) so that they will describe them accurately on the wiki. Furthermore, Internet 
connectivity would  enable  groups of  the  same  team  to  communicate  using  instant messaging or 
VoIP,  so  that  they  can  collaborate  more  effectively.  Wireless  Internet  connectivity  should  be 
provided  not  only  for  netbooks  and  laptops,  but  also  for  wireless  network  IP  cameras  so  that 
students can post photos or videos directly  to  the wiki  (instead of having  to download  them  to a 














or via  long‐range 802.16  links giving  it backhaul access to the  Internet1.  In addition,  it would be 
very  advantageous  if  the  portable  WLAN  kit  would  be  able  to  identify  all  the  available 
connectivity options and use them according to certain criteria needed each time, such as cost, 
bandwidth, delay or other application requirements. 
NR3) Maintain efficient  local and global communication of users when  they are  roaming. An 
important consideration on the networking needs of a field study is that the end devices tend to 
move  independently  or  as  a  group  and  thus  a  portable WLAN  kit  should  be  able  to maintain 
connectivity for them as they roam. Therefore, an efficient networking solution for these mobile 
devices  could be optimized with  the  support of host  and network mobility protocols  that  are 
specifically designed to provide seamless connectivity for mobile hosts (such as Mobile IPv6 [13]) 
or mobile networks (such as NEMO BS [14]) as they roam. In addition, MANET protocols might be 
able  to  bring  additional  advantages  when  local  communication  is  taking  place.  In  fact,  the 
combination of both the aforementioned protocols, which has given birth to the newly emerging 
MANEMO protocols, seems to be the most efficient solution for the networking needs of a field 
study  which  is  comprised  of  students  roaming  from  one  region  to  another  and  they  are 
interested  in both  local and Internet communication. Therefore, a portable WLAN kit should try 
to  run  a MANEMO  protocol  that  is  especially  designed  to  support  the mobility  of  users’  end 
devices when the move independently or as part of a mobile network. 
On  the  other  hand,  the  portable  WLAN  kit  should  be  able  to  satisfy  more  “practical” 




DR2)  Weight  :  Should  be  mobile,  portable  and  lightweight,  easily  carried  by  a  person  for  a 
reasonable amount of hours. 
                                                            
1 One  way  this  can  be  accomplished  is  by  identifying  Internet  Points  of  Presence  (PoP)  of  the  National 
Education Network  (NEN)  around  the  region  an  academic  study  is  to  be  undertaken  and  get  the  portable 
























around  the  fields  is  carrying  a  backpack  with  the  mobile  router  (see  Figure  2),  thus  providing 
connectivity to all the devices around him.  
This portable WLAN kit should satisfy as many of the networking and design requirements that 
we described  in  the previous  section  as possible.  Therefore,  the  kit  should be  easily  carried  in  a 
backpack  from  a  person  walking  in  the  field,  and  its  main  purpose  should  be  to  find  the  best 
available  Internet  connectivity  option  and  offer  it  via  one  or more wireless  interfaces  to  all  the 
mobile devices around  it.  If  the mobile  router  is not able  to establish  Internet connectivity via an 
externally offered backhaul option  (e.g. Satellite or WiMAX  link),  then  it should  try  to establish  its 
own 3G/2G connection or connect via its ad‐hoc interface with another backpack router in its vicinity 
(explained in detail in the following Subsections). This would enable backpack routers to create some 
sort  of  a mesh  network  in  the  field  and  thus  proliferate  Internet  connectivity  to  other  backpack 
routers and end devices carried by  individuals  (students or  researches  in our scenario)  roaming  in 
the field, leading to better connectivity coverage to more end user mobile devices.  




































and  so  each  backpack  router  contains  three  Wi‐Fi  modules.  These  Wi‐Fi  modules  are  Ubiquiti 
XtremeRange2  (2.4  GHz)  [16]  (two  of  them  are  visible  on  Figure  6)  which  can  be  exchanged 
according  to  requirements. We  use  one Wi‐Fi module  to  create  an  802.11b/g  access  point  that 
provides wireless  connectivity  to  end‐devices  around  the  backpack  router  (laptops,  netbooks,  IP 




For  example  either  via  an  access point  connected  to  a   backhaul  Internet  connectivity  link or  an 
access  point  of  another  backpack  router  that  has  Internet  connectivity.  Each  Wi‐Fi  module  is 
connected to a 2.4 GHz omnidirectional antenna giving 5dBi gain [18] (see Figure 3).  
 Figure 6 : Closer look on the inside of the Backpack Router 









Internet connectivity when there  is no global route via any of the 802.11  interfaces. An  intelligent 




recording  light, humidity,  temperature, atmospheric pressure and a variety of other  readings. For 
this reason, we connected a TelosB TPR2400CA sensor board [20] on the USB hub (see Figure 8) to 
allow the backpack router to also function as an 802.15.4 gateway and thus provide seamless sensor 




them  to a globally  reachable sensor sink server over  the  Internet being accessed via  the backhaul 
link the portable WLAN kit is using at the moment of transmission. To test this sensor capability we 










such  as  the  Samsung NC10  (1.33Kg)  and  the Asus  Eee  PC  (1.3Kg).  Since  it  is  high  likely  that  the 






easily  fit  inside  the pouch of a backpack. The enclosure was designed  so  that  the omnidirectional 






































MMCX to Re‐SMA Chassis Socket ‐ 18cm  Linitx.com  3   (3x) 3.15 











Mascot Charger, LI‐ION, 3 Step 4 Cell  Farnell.com  1  25.39 
Ubiquiti Networks POE‐15‐EU  Microcom.us  1  8.68 (12.95$) 










The Ubiquiti Routerstation boards  that we  are using  in our portable WLAN  solution  ship with 
OpenWRT Kamikazee [6], which is one of the most popular Linux distributions for embedded devices 
and especially open‐source based wireless  routers. OpenWrt provides  a  “fully writable  filesystem 
with package management”, which for the developer means “a framework to build any application 
without  having  to  build  a  complete  firmware  around  it”,  and  for  the  user  means  that  “full 
customization is provided” and therefore he has the flexibility to use the device in whatever way he 
wants  [6].  In  other words,  as we  build  our  Portable WLAN  solution  using  Routerstation  boards, 
OpenWrt  allows  us  to  compile  and  configure  our  mobility  related  protocols  (described  in  the 
following  subsections) with  their complementary packages, and also provides  the  flexibility  to  the 
end users to setup scripts and customize the router in whatever way they want to suit their network 
setup.  
To  support our mobility protocols we had  to  rebuild  the OpenWRT  kernel with  the  core UMA 
protocols, OLSRd [22], RADVD [23] and OpenVPN [24] packages. This process required checking out 
the  latest  OpenWRT  version,  installing  the  required  packages,  inserting  them  into  the  kernel, 















An  academic  field  study  evolving  around  the  scenario we  described  in  Section  2,  unavoidably 
includes  multiple  different  wireless  devices  experiencing  mobility  and  network  roaming.  If  we 
consider  carefully  the  scenario we described, we  realize  that  it  involves groups of mobile devices 
with networking needs, moving as a whole and experiencing network mobility (as opposed to host 
mobility). Therefore, our portable WLAN  router  should be  running  the Network Mobility  Support 
Protocol  [14, 25] to support the mobility of the end devices that students carry, as they explore a 









near to each other. It  is apparent that this  imposes a very suboptimal routing path that  introduces 
delay and overhead to the communication, which should be avoided at the networking level. In this 
“local”  communication  scenario, a MANET protocol  such as OLSR  [26], optimized  for  local ad‐hoc 
routing of packets, would bring substantial benefits and thus we would strongly want our portable 
WLAN kit to support it.   
One  approach  to  support  the  two  aforementioned  networking  requirements  (Internet 




they  can  benefit  each  other.  The  research  community  as  a  whole  has  captured  and  tried  to 
encounter  these  disadvantages  in  one  optimized  solution  under  the  umbrella  of  the  MANEMO 
(MANET + NEMO) research work [3]. The motivation behind the MANEMO research work is based on 
the following observations. 
NEMO  BS  can  provide  a  realistic  and  relatively  efficient  solution  to  mobility  scenarios  which 













node  can  have  optimized  local  communication  with  other  MANET  nodes  and  get  Internet 
connectivity from designated Gateways,  it cannot register any change  in  its point of attachment to 
the Internet, and the MANET protocol itself cannot be allowed to leak routes into the Internet. This 
means  that  nodes  within  a  MANET  are  not  directly  reachable  externally,  that  is  from  a 
Correspondent Node  located on the  Internet, and  in turn, whilst a MANET node can communicate 
with a CN  if  it  initiates  the communication, packet  transfer cannot continue  if  the MANET node’s 




problems  of  both  NEMO  BS  and  MANET  research  domains,  work  has  begun  on  integrating  the 
efficient,  localised, multihop  routing provided by MANET protocols with  the  transparent network 
mobility support offered by the NEMO BS protocol in an area dubbed as MANEMO (MANET+NEMO) 
[3, 5]. This research  is trying to use the efficient,  local routing model of MANET protocols to solve 
many of  the problems experienced  in nested NEMO networks.  In addition,  the globally  reachable 
Home Agent‐based properties of NEMO can also provide advantages to MANET scenarios. MANETs 
could use a Home Agent  to provide  them with a permanently  reachable  location on  the  Internet 
without  flooding  their  changing  routing  information  into  the  infrastructure. Moreover,  in  certain 
scenarios where a MANET node is disconnected from a MANET but manages to have its own direct 
connection  to  the  Internet,  it may  be  feasible  to  route  packets  to  another MANET  node  via  the 
Internet  this  time, using  its  communication with a HA.  It goes without  saying,  that  the MANEMO 
research work can greatly benefit both the MANET and NEMO technologies and solve the problems 
of their respective domains creating a unified solution.  
The Unified MANEMO Architecture  (UMA)  is  the  first MANEMO  implementation of  a protocol 
architecture  that  has  been  designed  at  the  Computing  Department,  Lancaster  University.  UMA 
integrates  and  augments  the  MANET  and  NEMO  technologies  in  one  unified  solution  with  two 
facets,  in  an  effect  to  bring  mutual  benefits  to  both  problem  domains.  By  using  protocols  with 
MANET based properties, the communication model of a nested NEMO network can be optimised in 
a manner  that  best  suits  the  characteristics  of  scenarios  that  form  the  nested NEMOs, which  is 
implemented with  the  “NEMO‐Centric MANEMO  (NCM)”  facet  of UMA.  Conversely,  the  globally 
reachable properties provided by the NEMO BS protocol can be used to bring additional functionality 
to MANET  configurations, which  corresponds  to  the  “MANET‐Centric MANEMO  (MCM)”  facet of 
UMA.  
Having designed and  implemented  such an  innovative and  state of  the art MANEMO protocol 










The  router  that  comprises  the portable WLAN kit  should be an autonomous entity, capable of 
operating continuously without any manual interaction from an end user. A Mobile Router (MR)  (i.e. 










The Handover Manager’s  role  is  to  constantly monitor  all  of  the  available  backhaul  connectivity 
options and intelligently decide the most appropriate connection to the Internet to utilise. 
Figure 10 illustrates a typical scenario the Handover Manager may be presented with during the 
course  of  an  outdoors  study.  In  this  diagram,  the  Mobile  Router  is  currently  connected  to  the 
Internet  via  the  Wi‐Fi  access  point  AR5,  which  could  be  getting  Internet  connectivity  from,  for 
example, a long‐range WiMAX Link. As an alternative, it can also choose to communicate with nodes 
in  the  Internet via a UMTS connection  it has  in place via  its USB UMTS gateway, or via  its ad‐hoc 
interface  connection  with  MANET  1  (let  us  consider  that  this  is  the  MANET  network  of  all  the 
backpack  routers),  or  it  could  choose  to  establish  its  Wi‐Fi  connection  with  another  alternative 



















The process of monitoring each of  these parameters  is handled by  separate  threads  that each 
update  a  centrally  stored  database  which  holds  relevant  information  about  every  available 
connection. Of  the network parameters monitored,  the  signal  strength of  the MR's  current Wi‐Fi 
connection and of  its cellular network  interface are the most straightforward pieces of  information 
to ascertain as both values can be requested from the respective interface drivers. To ascertain the 
signal  strength  of  all  other  available  access  points  the  MR  periodically  performs  a  scan  of  its 
surrounding environment and stores the results it gathers along with the previous n results in a sub 
table  (where n  is a value  that  is configurable via a configuration  file). An example of  the  resulting 
information  records are  illustrated  in  Figure 11. This allows  the Handover Manager  to derive  the 






the Handover Manager  also monitors  the network  layer  availability of  its direct  connections  (if  a 
connection  is  present)  by  periodically  performing  ICMP  echo  request/reply  transactions with  the 
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network maybe physically visible at the radio layer but it is not possible to actually establish Internet 
access over  the  connection. Another  important network  characteristic  this process exposes  is  the 









via any MANET  that  the MR  is currently connected  to via  its ad‐hoc  interface  (i.e.  the  rest of  the 
backpack  routers  carried  in  the  field  of  our  scenario).  This  comprises  of  two  steps,  firstly  the 
Handover Manager takes into account the latency that each available MANET Gateway advertises it 
is  currently  experiencing  and  secondly  it  considers  the  link  quality  metrics  associated  with  the 
multihop path between  itself and any specific Gateway.  In order to achieve the first step the OLSR 
component of UMA had  to be augmented  to accept  the  latency  information about  the Gateway's 
Internet  access  and  then  include  it  into  one  of  the  existing OLSR messages.  The  ability  to  carry 
information related to a Gateway's connection is not possible in OLSR so to introduce this capability 






MR with  information related  to  the quality of  the multihop path up  to any particular Gateway, so 
this  too  is  provided  to  the  Handover  Manager.  In  both  of  these  cases  the  information  flow  is 
different for the Handover Manager than  it  is with the direct access network connections  it forms. 
Rather than having to proactively probe or transmit traffic into a connection, in the indirect case of 
MANET  communication,  information  about  the  available  network  connections  is  sent  to  the 
Handover Manger. 
All  of  the  aforementioned  information  is  gathered  and  periodically  updated  for  the  entire 
duration that the Handover Manager is operational. After completing all of its monitoring processes 
once,  the  Handover  Manger  has  effectively  developed  a  network  connectivity  map  of  its  local 
environment  which  it  then  strives  to  keep  up‐to‐date  as  the  backpack  router’s  mobility  causes 










If  no  access  points matching  this  criterion  are  available,  the Handover Manager  first  checks  the 
current status of the Layer 3 connectivity of the UMTS connection via its modem (this information is 
immediately available to the Handover Manager because it periodically checks the UMTS connection 
at  all  times  in  parallel  to  its  other  operations).  If  the UMTS  connection  is  unavailable,  the  next 
connection  the Handover Manager will consider  is an access point  that offers an  indirect  link  to a 







The  portable WLAN  kit  is  designed  to  be  carried  easily  by  individuals  (as well  installed  into  a 
vehicle  if  required)  and  is  the  key  component  in  the  proliferation  of  the mobile  network  that  is 
projected in the field of operation, eventually providing network connectivity for all the devices that 
students/researchers use  for their academic needs outdoors.  It  is therefore  important to ascertain 
the  capabilities of  the  kit we designed and determine  its  suitability  for use  in everyday outdoors 
academic exercises.  
In this section we detail the testing we performed specifically to evaluate the capabilities of the 
backpack  router and  see  if  the designed prototype  satisfies  the original objectives of  this project. 
Our thorough testing spans from evaluation the satisfaction of the networking requirements of the 
portable WLAN kit,  to evaluating  the satisfaction of  its design and  in‐field operation  requirements 
which  were  all  detailed  in  Section  0.  Therefore,  to  verify  the  networking  requirements  of  our 
portable WLAN solution we performed thorough testing on our  innovative mobility protocol suite, 
namely UMA, and our intelligent Handover Manager software. On the other end, to verify the design 
and practical  requirements of our  solution, we performed a number of  in‐field operation  testing, 
varying from battery lifetime and reliability testing to effective range testing. The range testing was 






One  of  the  primary  requirements  for  the  backpack  router  is  to  be  unobtrusive  in  the 





into a backpack and doesn’t  require any  further  interaction. From a cold  start, once  the  router  is 
switched  on  it  automatically  boots  up  all  of  its  appropriate  system  resources  and  then  starts  to 
automatically configure  its networking  interfaces. Once all hardware configurations are completed 
the backpack router  then  initialises our MANEMO protocol  (i.e. UMA) and  its  intelligent Handover 
Manager software, which immediately starts scanning the surrounding area for appropriate external 








portable WLAN  kit we wanted  to determine  the overall  time  it  takes  for  the backpack  router  to 
complete  its  boot  phase,  configure  its  interfaces  and  be  fully  operational.  For  this  reason,  we 
developed a simple application that recorded the router’s system time at the moment data is able to 
be successfully transmitted to the  Internet. By configuring the router to reset  its system clock and 
therefore  begin  its  start  up  phase with  a  system  time  of  zero, we were  then  able  to  obtain  an 
accurate boot up time  (full OS  load and  initial hardware configuration), which on overage took 26 
seconds to complete. At this point the router is ready to start trying to establish a global connection, 
then  the  MANEMO  protocol  and  the  handover  software’s  start  up  process  were  seen  to  add  a 
further 10 seconds to this value. 
After  starting  up  the  router  and  placing  it  into  a  backpack,  the  next  important  in‐field 




metal  power  switch mechanism  that  protrudes  from  the  enclosure  and  could  therefore  facilitate 
water to enter.  In future  iterations of the enclosure we will attempt to solve this problem by have 


















these  strenuous  circumstances.  This might  be  long  enough  to  support  some  short  outdoor  field 
studies and  is also perfectly suitable  for performing academic demonstrations and  trials outdoors, 
but  for prolonged studies  this would not be  long enough.  In addition  to  the operational  time,  the 
time  it  takes  to  then  recharge  the  Li‐ion batteries was  also  recorded  to  take  an  average of  3hrs 
30mins. The battery  that we currently use  is again only a non‐specialist,  inexpensive, off‐the‐shelf 
product.  If  the  backpack  router  were  to  be  taken  beyond  the  prototype  stage  then  this  power 
solution would be given further consideration. 
In  addition  to  determining  the  operating  time  of  the  backpack  routers,  we  also  tested  the 
reliability of the MANEMO protocol that runs on the routers by transmitting prolonged data streams 
and recording whether the data was lost or temporarily broken at any point. In each of the tests we 












others  to  connect  directly  to  it,  and  at  the  same  time  being  able  to  connect  to  other  backpack 
routers  carried by other people within  range.  Since  the backpack  routers  interconnect with  each 





efficient way by allowing  routers  to connect back  to back  to each other,  this may arise  situations 
where  there  is no need  for a person of each  team  (e.g.  in  the  scenario discussed  in Section 0)  to 











Cruises)  to  the  backpack  router  and  recorded  the  distances  that  could  be  roamed  before  the 
connection began to break up. To allow us to gather accurate measurements we developed a simple 
application  that recorded a GPS coordinate  log of all  the area covered whilst  the handheld device 
was  able  to  remain  connected  the  backpack  router  and  also,  log  exactly  when  and  where  that 
coverage was lost. In Figure 12 we present some of the testing we did in this area (illustrated in the 
familiar Google Maps  interface, which was chosen  to provide us with accurate distances between 
waypoints). What  Figure  12  shows  is  the  ability  for  a handheld device  to  remain  connected  to  a 
backpack  router at up  to over 320 metres away  from  the backpack  router.  It  is also  important  to 
point out  that  in  this  specific  test  illustrated  there was no  clear  line of  sight either,  as  there  are 















time  for  the  backpack  router  to  backpack  router  connection. On  average we  have  been  able  to 
establish communication between two backpack routers at up to 400 metres with near line of sight. 
This level of coverage, combined with the additional range achievable by handheld devices and the 
















woodland),  tests  should  be  performed  over  this  type  of  terrain.  For  this  reason,  we  performed 
various  range  tests  in dense woodland on  campus at Lancaster University. During  these  tests, we 
witnessed that the range of the backpack routers is reduced to a certain degree (as it was expected) 





range,  communication  could  still  continue  over  our  networking  infrastructure.  In  addition  to  the 









strengths of  the  connectivity  chaining approach of MANEMO.  In  this area  the  forest  very  steeply 
drops  away  (this  is  the  point  at which  the  first  backpack  router would  start  to  go  out  of  range. 
However, since one backpack router  (depicted as Backpack Router 2  in Figure 14) remained at the 
top of this land feature it meant that another Backpack router (depicted as Backpack Router 4) and 
thus  its  connected devices,  could  continue  to  communicate back  to  the Backpack  router 1 at  the 
starting point, at the most southern point of the woodland. In particular, in this test we also carried 
2‐way Motorola personal  radios  for  comparison  and whilst  the  2‐Way  radio  signal broke  up,  the 









characteristics  of  our  portable  WLAN  solution,  its  software  should  also  be  thoroughly  tested. 
Undertaking  software  tests  is very  important, especially because we have  implemented ourselves 
the software that runs on the backpack router,  in an effort to enrich  its functionality and make  its 

















portable Wireless  LAN kit. For  this  reason we have performed various  tests on UMA, which have 
been reported in our lengthy JANET deliverable report “The progression from IPv6 to MANEMO” of 
the Mobile IP Trial project [5] and thus reader is referred to that document for full testing discussion, 
result  analysis  and  evaluation  of  UMA.  Overall  UMA  is  in  a  very  stable  state  and  can  support 





Section  3.2.2  described  that  the  router  in  our  portable  WLAN  kit  has  to  be  able  to  operate 
autonomously and be able to find the best available connection to the Internet. For this reason, we 
have developed the Handover Manager software that runs complimentary to the UMA protocol,  in 


























Once  the  Handover  Manager  had  established  its  connectivity  map  and  begun  periodically 
updating  its  information,  we  analysed  its  responsiveness  to  alterations  in  the  surrounding 
environment by  then  subsequently  shutting down network  infrastructure  (and  in  the  case of  the 
cellular  connection,  reducing  the  3G modem's  signal  quality).  For  this  phase  of  testing  the main 
connection to the Internet was established via AP4 which remained untouched and always available. 
This  in  turn  meant  that  all  changes  to  other  networks  were  peripheral  to  the  main  Internet 
connection and would not therefore cause the MR to handover at anytime, but instead would only 















alternative  connection  available  at  that  time).  For  these  tests Wi‐Fi AP1, AP2  and AP3  remained 
permanently deactivated and AP4 was only activated  for the  first test where  the Wi‐Fi connection 








sampling  to  one of  four  settings  (0.5  seconds,  2  Seconds,  5  Seconds  and  10  Seconds). All of  the 
separate  individual  scanning  and monitoring processes  that  the Handover Manager performs  are 







we observed and that  is evident  in our results was the obvious significance of the periodic  interval 
utilised by  the monitoring processes. However,  the  length of  the  interval period did not have any 
effect on  the  first set of  results because  the Handover Manager  immediately starts  its monitoring 
processes  when  it  is  activated  in  order  to  populate  its  network  connectivity  map  as  quickly  as 
possible. Once completed, the  interval period  is then only adhered to as the monitoring processes 
begin to update the network map  information with the changing status of access networks around 
them. One  significant  factor  that we observed  to have added  to  the  time  the Handover Manager 
took to complete its tasks or respond to a change was the network layer probing it performs and the 
overhead that introduces. This was evident to us during testing because our output data would show 
that all of  the signal strength scans  (of both  the directly connect Wi‐Fi AP and cellular connection 
and  the peripheral Wi‐Fi APs) were  completed  relatively quickly  (depending on  the  interval  rate). 
However,  the  subsequent  information gathered  from determining  the  latency experienced at  the 
network  layer  would  often  arrive  significantly  later.  This  is  mainly  because  of  the  number  of 
processes  that  must  complete  beforehand  in  order  for  the  network  layer  information  to  be 
gathered.  Specifically  the  Handover  Manager  must  wait  firstly  for  the  connection  with  the 
appropriate network to be established, then once in place it must then wait for the IPv6 Neighbour 
Discovery  process  to  complete  (namely  a  Router  Advertisement  /  Neighbour  Advertisement 
transaction must take place). This then allows the Handover Manager to ascertain the IPv6 Link Local 
address of the network access router and finally an ICMP echo request can be sent. 
Once  the  Handover  Manager  has  established  its  connections  and  built  its  initial  network 
connectivity  map  these  network  layer  delays  are  no  longer  a  problem  because  the  appropriate 









The Handover Manager's ability to detect  lost connections  is of particular  importance since the 
sooner  a  completely  unusable  connection  is  detected  the  sooner  a  usable  alternative  can  be 
supplied.  With  the  Handover  Manager  a  lot  of  emphasis  is  placed  on  a  dramatic  loss  in  signal 
strength, or the network layer connectivity being reported as lost when detecting connection losses. 
In  the  first  tests where  the Wi‐Fi  and  cellular  connection were  lost  the  handover was  triggered 
relatively quickly because  the  loss of  the network was detected  from  the  immediate  loss of signal 




another  potentially  configurable  interval  value)  after  it  received  its  last  advertisement  from  an 









access network  (getting advantage of  the multiple network  interfaces  the backpack  router has)  to 
the  one  that  is  currently  utilized  as  the  main  connection  to  the  Internet  and  then  crucially  the 
Handover Manager can step in at any moment and force UMA to perform a Binding Update over any 
interface  it  specifies.  This  ability  means  that  the  large  overhead  attributed  to  establishing 
connections at Layer 2 can be avoided in some circumstances. For instance if a MR has a connection 
to  the  Internet  via  its  cellular  interface  and  a Wi‐Fi network  subsequently moves  into  range,  the 
Handover Manager can establish a connection  to  the Wi‐Fi network and  first check  it  for Network 
Layer connectivity before triggering UMA to switch over its connection to the Internet. By using this 











Wi‐Fi  Cellular  MANET  Wi‐Fi  Cellular  MANET 
0.5 s  5.4 s  0.6 s  1.9 s  3.3 s  1.5 s  2.9 s  4.1 s 
2.0 s  5.8 s  1.0 s  2.3 s  3.4 s  2.8 s  4.9 s  4.2 s 
5.0 s  5.7 s  2.8 s  4.1 s  3.3 s  4.4 s  6.7 s  3.9 s 





The  design  of  our  portable WLAN  kit  is  aimed  to  provide  connectivity  for mobile  devices  for 





them  experiencing  mobility.  Our  solution  not  only  provides  an  802.11b/g  wireless  network  for 
devices  to  connect  to, but  also  supports wireless  sensor networking with  the use of  an 802.15.4 
sensor gateway that collects readings from sensor devices that are  in  its vicinity. Furthermore, our 
portable WLAN kit has the ability to form an on‐field MANET network with other portable WLAN kits 









use  in outdoors  studies  and,  in  conclusion, believe  that  it  is  suitable  for use  for  a  few hour  long 
academic studies (limited just by the run time of our batteries). It has to be noted that further work 
is  needed  on  the  hardware  components  of  our  prototype,  to  realise  a  product  ready  for  full 








board  in  the  current  prototype  is  almost  140mm  wide,  the width  of  the  housing would  not  be 
changeable,  however  both  the  length  and  the  depth  of  the  housing  could  be  greatly  reduced 
through the use of a better designed battery and cabling set up within the housing. The use of a flat 
Li‐ion battery with  a  similar  footprint  to  the main  board,  layered on  top of  it would  allow us  to 




more  resistant  to  long  term,  sustained  vibration and  shock.  It  is  important  to note  that we have 
managed  to keep  the weight of our prototype  in  remarkably  low  levels  (only 1.2kg) which  is very 
important as  individuals would have  to  carry  the  kit  in a backpack  for quite a  few hours.  Finally, 
there  is a need  for  further waterproofing which  stems  from an unsuitable  switch design  that we 
chose to incorporate into our enclosure early on in our research. For this particular item, we would 
need  to go back and reconsider our switch options  in general and  take more consideration of  the 
intricate properties of  the material  the switch  itself  is made of and not  just  the way  the  switch  is 
installed. Overall, we are happy with this outcome, especially since the provisioning of hardware for 








and  higher  quality  equipment,  hopefully,  we  will  be  able  to  increase  the  effective  wireless 
communication range of the backpack routers to be significantly better than the already satisfactory 
levels we are  currently achieving. This  is another area where potentially we expect  to be able  to 
make further gains in the future.  
It is very important to emphasize that the strength of our portable WLAN kit does not only lie on 
our  delicate  hardware  design.  We  have  paid  particular  attention  to  the  software  that  the 
Routerstation board inside the portable WLAN kit runs to satisfy the networking requirements of our 
scenario.  Not  only  is  the  operating  system  that  the  router  runs  an  open  source  specialized 
embedded Linux based distribution,  ideal  for our purpose, but we have also  implemented specific 
networking protocols to further support the mobility of the kit and the networking requirements of 
the devices around  it. Our MANEMO based protocol suite  (i.e. UMA)  incorporates the best of two 
research  areas,  network  mobility  and  ad‐hoc  networking,  and  brings  a  unified  solution  that 
substantially  benefits  our  mobile  scenario.  With  UMA,  end‐devices  enjoy  seamless  and 
uninterrupted global connectivity, no matter where the backpack router is getting connectivity from, 
but they also get efficient local communication with mobile devices in their vicinity. Complementary 
to  UMA,  our  Handover  Manager  software  is  able  to  fully  discover  all  the  backhaul  connectivity 
options and build a prioritized  list of these options based on certain network criteria. This enables 
the portable WLAN kit to use the most efficient backhaul option each time, by taking  into account 
characteristics  such  as  signal  strength,  network  connectivity  or  delay.  Overall,  we  feel  that  the 






a  camera,  a  PDA,  biomedical  sensors  etc)  or  it  could  benefit  less  taxing  scenarios.  For  example 
everyday  emergency  services  scenarios  where  the  router  can  be  expected  to  be  housed  in  a 
relatively  stable  vehicle  or  a  backpack  that  is  infrequently  exposed  to  heavy  rain  or  persistent 
vibration,  then  our  solution  can  already  be  seen  to  be  potentially  suitable.  This  means  that  by 
initially  setting out  to  solve  the  clearly  scoped mobile networking  requirements of  a  specific  and 
challenging scenario, as an outdoor academic study is, we have simultaneously developed a solution 
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