performance implementations and large-scale validation of the link-wise artificial compressibility method.
Introduction
Although the use of unstructured meshes is widespread in computational fluids dynamics (CFD), alternative approaches using Cartesian grids such as the lattice Boltzmann method (LBM) have gained increasing interest in recent years. However, while unstructured meshes are specifically intended for representing complex boundaries, Cartesian grid approaches need additional techniques to address this issue. Using nested meshes with hierarchical data structures such as octrees [8] is a possible method at the expense of the regularity of the data access pattern. Another way consists in incorporating additional treatments for boundary nodes based on techniques such as immersed boundary methods [11] or cut cell methods [10] , inaccurate resolution of the boundary layers being a possible shortcoming. Nevertheless, from a computational standpoint, CFD solvers based on uniform Cartesian meshes are especially well-suited for high-performance implementations on massively parallel processors such as graphics processing units (GPUs) [16] .
Sharing many similarities with the LBM, the artificial compressibility method (ACM) has been recently given a novel formulation, known as the link-wise ACM (LW-ACM) [3] , which involves a finite set of links on a regular Cartesian mesh. Besides other interesting features, the LW-ACM enables to use specific techniques from both LBM and finite differences. In this paper, we describe two GPU implementations of the LW-ACM in three dimensions within the framework of the NVIDIA CUDA technology. Given the algorithmic similarities between LBM and LW-ACM, our first approach reinvests common GPU implementation techniques of the LBM [13] . However, the LW-ACM updating rule makes possible to recover all the necessary informations from the hydrodynamic variables of the fluid. Hence our second implementation takes advantage of this specific feature to reduce considerably the memory requirements as well as the amount of data transferred between GPU and device memory. In addition, for validation and comparison purposes, we performed large-scale simulations of the lid-driven cubic cavity using either LW-ACM or LBM, and matched our simulation results against highly accurate reference data.
The remainder of the paper is organised as follows. In Section 2, we briefly introduce the LW-ACM and discuss its algorithmic aspects. Section 3 describes the two GPU implementations of LW-ACM. In section 4, we report performance of both LW-ACM implementations and compare these results with a state-of-the-art CUDA LBM solver. Section 5 presents our simulations of the lid-driven cubic cavity and section 6 provides some concluding remarks.
Link-wise artificial compressibility method

Artificial compressibility equations
The artificial compressibility method (ACM), which was first introduced by Chorin in 1967 [6] , is a numerical approach for solving the incompressible Navier-Stokes equations (INSE). Using the Einstein summation convention, the INSE are expressed as:
where u i are the components of the fluid velocity u, p is the pressure, F i are the components of the external force per unit mass, ρ 0 is the density, ν is the kinematic viscosity, and t is the time. The indices i, j = 1, 2, 3 refer to the spatial coordinates. Since pressure does not appear in Eq. 2, i.e. the continuity equation, most mainstream numerical methods resort to the derived pressure Poisson equation:
It should be noted that the adoption of an implicit time-marching, although natural, impairs the adaptability of these approaches to massive parallelism. The ACM is in contrast based on the artificial compressibility equations (ACE), a modified form of the INSE in which the continuity equation is replaced by:
where ρ is defined as the artificial density, ζ as the artificial compressibility, and p = ρ/ζ as the artificial equation of state. The ACE yield an artificial speed of sound: c s = 1/ ζ, and thus an artificial Mach number: Ma = ζ × max u . The presence of the pressure time derivative in Eq. 4 allows for explicit timeintegration. Although ACM was primarily intended for steady flows, it is known to yield also accurate solutions for the time-dependent INSE in the limit of vanishing Mach number [15] .
Link-wise formulation
The LW-ACM is a discrete formulation of the ACM within a framework similar to the one of the LBM. It operates on a regular Cartesian spatial mesh of mesh size δx with a regular time step δt. In accordance with the established practice of LBM, we shall express all following quantities in terms of lattice units, i.e. adopt δx as unit of length and δt as unit of time.
The mesh is associated to a lattice stencil, i.e. a finite set of velocities {ξ α } where α = 0, . . . , Q − 1. This stencil is usually chosen such as to link the mesh points to some of their nearest neighbours on the mesh. In the present work, we used the three-dimensional D3Q19 stencil, which is represented in Fig. 1 . The coordinates of the ξ α velocities in the D3Q19 stencil are defined as: The hydrodynamics is represented by a set of Q dependent variables { f α } defined at the mesh points such that:
In addition, we use local equilibrium functions f (e) α which are known functions of ρ and u. With c s = 1/ 3, the equilibria are written as:
where w α are the weights associated to the velocity set (see Appendix A of [3] ).
For the D3Q19 stencil, these weights are:
Moreover, we denote f (e,o) α the odd parts of the equilibrium functions:
Derived from the Bhatnagar-Gross-Krook model equation [4] , the fundamental updating rule of the LW-ACM is expressed as:
where ω is the relaxation frequency. Assuming diffusive scaling, i.e. δx = ǫ and δt = ǫ 2 with ǫ ≪ 1, asymptotic analysis shows that the scaled moments:
satisfy the ACE (see Appendix B of [3] ), with viscosity:
Algorithmic aspect
The updating rule of LW-ACM may be split into two steps:
which show strong similarities with the two elementary steps of LBM. As regards to data access, Eq. 15 is equivalent to the usual LBM in-place propagation with the additional constraint of retrieving ρ(x , t) and u(x , t) in order to compute 1. for all time step t do 2. for all mesh point x do 3. load ρ(x , t) and u(x , t) 4 .
end for 8. compute ρ(x , t + 1) (Eq. 6) 9.
compute u(x , t + 1) (Eq. 7)
10.
store ρ(x , t + 1) and u(x , t + 1)
11.
for all index α do 12. compute
end for 15. end for 16 . end for Algorithm 1: General formulation of the two-step LW-ACM.
1. for all time step t do 2. for all mesh point x do 3. for all index α do 4. load
end for 8. for all index α do 9. compute f α (x , t + 1) (Eq. 11) 10 .
end for 11. compute ρ(x , t + 1) (Eq. 6) 12. compute u(x , t + 1) (Eq. 7) 13. store ρ(x , t + 1) and u(x , t + 1) 14. end for 15 . end for Algorithm 2: General formulation of the single-step LW-ACM.
Eq. 16 is equivalent to the LBM collision step insofar as only local information (with respect to both time and space) are required. It is worth noting that, with this formulation, the f α are disposable variables and that only ρ, u, and the f * α need to be stored globally between two iterations. The corresponding algorithm is summarised in Algorithm 1.
From an implementation standpoint, the two-step formulation of the LW-ACM is very close to LBM. Thus, the adaptation of an existing LBM code to LW-ACM should be straightforward in general. In a memory-bound context, as for most GPU implementations of the LBM, the additional cost of loading and storing ρ and u at each time step is likely to have a noticeable, although slight, impact on performance. When using the D3Q19 stencil for instance, the amount of data transferred is increased by 4/19 ≈ 21 %.
Considering the right-hand side of Eq. 11, one sees that the LW-ACM updating rule is fully expressed in terms of known functions of ρ and u. This suggests an alternative implementation approach, outlined by Algorithm 2, in which only ρ and u are kept in memory.
Compared to LBM, the single-step formulation considerably reduces the memory consumption. However, in the three-dimensional case, the number of required read operations per time step is multiplied by 4. To be of practical interest in a memory-bound situation, such approach must therefore be coupled with an appropriate strategy to minimise read redundancy.
Implementations
General-purpose computing on GPUs
General-purpose computing on graphics processing units is still an emerging field. A thorough description of the CUDA technology being beyond the scope of this article, we refer the reader to manuals such as the CUDA programming guide [12] . For the sake of clarity, however, we shall summarise some of the specific aspects of GPU programming.
The CUDA programming paradigm is referred to as single instruction multiple threads (SIMT). A CUDA program consists of sequential code run by the host system and at least one function, named kernel, which is off-loaded to the computing device at the appropriate time and processed in parallel threads. Each thread is an instance of the kernel with its own local variables. To launch a kernel, it is necessary to specify an execution grid which consists of a set of identical thread blocks.
The two-level structure of the execution grid is due to architectural constraints. A CUDA enabled GPU is formed by several streaming multiprocessors (SMs) each of one containing a given number of scalar processors (SPs) 1 and a small shared memory. Within an SM, the SPs are strongly coupled: an SP may either process the current instruction or remain idle (which might occur in case of conditional branching). At GPU level, the SMs are not synchronised and may only communicate through the off-chip device memory.
A thread block must fit into one single SM which, on one hand, implies strong limitations on its size and resource consumption, but, on the other hand, enables efficient data transfer and synchronisation between threads. At global level, on the contrary, synchronisation and data transfer operations are likely to have a significant cost and should be avoided as much as possible.
Basic implementation
Our first attempt to implement the LW-ACM was based on a modified version of the TheLMA 2 framework hereafter referred to as TheLMA*. Consisting of multiple software components, TheLMA is devoted to the implementation of LBM solvers on GPU based systems [2] . A main computation kernel is responsible for updating the lattice, performing both propagation and collision. This kernel is invoked for each time step, therefore enforcing global synchronisation. Moreover, in order to avoid read-after-write hazards, two instances of the lattice are kept in memory. Although less memory consuming approaches are possible, this method proves to be the most convenient and efficient in practice, allowing to keep the code as simple as possible, even with complex boundary conditions.
In order to gain advantage from the massive parallelism of GPUs, each node of the computation domain is handled by a specific thread. Since the blocks within the execution grid and the threads within the blocks are referenced by threedimensional indices, there are numerous ways to set the correspondence between the grid and the computation domain. For simulations in three dimensions, experience shows that the most efficient approach consist in using a two-dimensional grid of one-dimensional blocks. The lattice is stored in a four-dimensional array of floating point numbers, the fastest-varying dimension corresponding to the direction of the blocks. This setup enables the SMs to perform coalesced accesses to device memory resulting in high data transfer rates. Moreover, practice shows that choosing the velocity index as the second fastest-varying dimension has a positive impact on cache reuse and thus on performance.
The TheLMA* version of LW-ACM implements Algorithm 1. Being designed for versatility, very few modifications were required to adapt the TheLMA framework to LW-ACM. Only about 150 lines of code needed to be edited, a first functional version being available after less than 3 days of work. The most notable change concerns the fluid density and velocity which are usually kept in separate arrays since these variables need not be saved at every time step. In the present case, ρ and the components of u are stored as supplementary f α variables with α = 19, 20, 21, 22. This modification furthermore improves cache reuse and preserves simple array index computations in the main kernel.
Optimised implementation
Our second implementation of the LW-ACM is based on Algorithm 2. Although some peripheral components of TheLMA could be recycled, the core elements of this new program, which we named Louise, had to be written from scratch. As a matter of fact, the constraints in terms of data transfer are completely different, the key aspect being the read redundancy. To address this issue, we chose to fetch in shared memory the fluid density and velocity associated to each block and its immediate neighbourhood, which we further refer to as its halo. As for TheLMA based solvers, we assign a specific thread to each node, invoke the main computation kernel at each time step, and keep two instances of the fluid data in global memory. However, instead of using four-dimensional arrays to store the fluid data, we use three-dimensional arrays of float4 structures containing the density and the velocity components. This set-up, which is made possible by the use of a shared buffer at block level, preserves memory access coalescence while improving data locality in global memory.
In order to optimise the number of read operations with respect to the number of threads, the shape of the blocks must be cubic and the size must be as large as possible. Moreover, since coalesced memory accesses are issued by groups of 32 threads named warps 3 , the number of threads in the blocks should be a multiple of 32. Taking into account the amount of shared memory provided on present CUDA enabled GPUs, we therefore chose to use 8 × 8 × 8 blocks. In the main kernel, each thread starts with loading the fluid density and velocity at its associated node. The threads located at the faces or the edges of the current block are furthermore responsible for loading the fluid data from the corresponding nodes of the halo (see Fig. 2 ). It should be mentioned that, when using the D3Q19 stencil as in our case, the data from the vertices of the halo are not required and thus are not loaded. Once all data is available, the threads update ρ and u for their associated node and write these values to global memory.
Using the proposed approach, there are 992 read operations 4 and 512 write operations to global memory per block and per time step. Each block being assigned to 512 nodes, the read redundancy ratio is therefore less than 2. When comparing Louise to a TheLMA based LBM solver, the amount of data read is reduced by a factor of 2.44, the amount of data written is reduced by a factor of 4.75, and the global memory consumption is reduced by a factor of 5.25.
Performance study
Methodology
In order to demonstrate the relevance of our optimisations, we studied performance of both the TheLMA* and the Louise programs as well as of a TheLMA based D3Q19 LBM solver. We chose to simulate the well-know lid-driven cubic cavity in single precision. This test case consists of a closed cavity with five solid walls and a top lid on which a constant velocity is imposed to the fluid. Both the TheLMA and the TheLMA* solvers implement the simple bounce-back (SBB) boundary condition for the walls. Following [9] , we impose the top lid velocity u 0 by adding : preserving performance, this choice enabled us to compare the effects of both types of boundary conditions. We performed the simulations on a GeForce GTX Titan commodity graphics card featuring a Kepler GK110 GPU and 6 GB of device memory. According to the bandwidthTest program shipped with the CUDA software development kit, the maximum sustained data throughput between GPU and device memory is approximatively 231 GB/s, which is almost twice as much as for the Fermi, i.e. the former CUDA GPU generation. The graphics card was hosted on a Debian GNU/Linux 6.0 workstation running version 319.23 of the Nvidia device driver. Preliminary tests showed that the device driver enforces an aggressive power management policy, downscaling the processor frequency to keep the core temperature within optimal range. Recorded performance may thus considerably vary, depending on the start temperature and the duration of the run. To get reproducible results and valid comparisons, it is therefore necessary to ensure identical start temperatures and run times. In the present study, we chose to perform short-time runs (about 30 s) at low start temperature (42 • C), hence staying at the maximum frequency level. In practice, for long-time computations, experience shows that the obtained performance is about 15 % less than the values reported hereafter.
Results and discussion
Performance is reported in MLUPS, i.e. million lattice node updates per second, which is the usual performance metric for LBM. The size of the cavity ranges from 96 to the largest possible, i.e. 576 for Louise and 320 for TheLMA and TheLMA*. The results are plotted in Fig. 3 . In addition, the ratio of the data throughput estimated from performance to the maximum sustained throughput is given in Tab. 1.
Inspecting Tab. 1 leads to the conclusion that the performance of TheLMA and TheLMA* is memory-bound, the former outperforming the later by about 7 % on average. There appears to be a very efficient bandwidth and cache use 5 , for TheLMA* resulting in the ratio of the data throughput of TheLMA* to the sustained throughput of the bandwidthTest program being close to or even greater than 100 %. The difference in performance between the TheLMA and TheLMA* versions is less than expected when considering the amount of data to be transferred at each time step. However, opposite to the loading and storing of the f α variables, the additional memory access operations required by TheLMA* are all well-aligned and thus more efficient.
The Louise program outperforms the TheLMA based solver by a factor of up to 1.8, however the performance increase is not proportional to the gains in data transfer. Using the CUDA profiler shows that, because of the synchronisation barrier required after gathering the data at the beginning of the main computation kernel, a large proportion of the load operations are stalled, thus exposing the high latency of the device memory. It is also worth mentioning that the performance of Louise grows with the size of the cavity, which is likely to be caused by an increasing cache reuse. Indeed, since the blocks are dispatched to the SMs in an ordered fashion, a larger computation domain increases the probability to have consecutive blocks processed concurrently, thus improving the data locality. With Louise, performance goes up to nearly 2500 MLUPS which is close to the performance reported for a TheLMA based multi-GPU solver running on a cluster of eight Fermi GPUs [14] .
Validation study
Reference data
Although the LW-ACM was carefully validated in [3] , no high-resolution validation study of the LW-ACM has been published so far to the best of our knowledge. For this purpose, we generated highly accurate reference data of the lid-driven cubic cavity at Reynolds number Re = 2000, using a spectral and mortar element analysis program developed using the OpenSPECULOOS toolbox [1, 5] . We performed the simulation on 8 3 elements with Gauss-Lobato-Legendre polynomials of degree 12 and a dimensionless time step duration of 10 −3 . We obtained a dimensionless time-to-solution of 18.4 using the convergence criterion:
where · 2 is the ℓ 2 -norm and U n is the dimensionless velocity field at time step n. The simulation ran for 64 hours on 256 CPU cores of a cluster featuring double socket Xeon E5-2670 nodes and InfiniBand FDR interconnect.
Results and discussion
In order to evaluate the accuracy of LW-ACM and to make comparison with LBM, we simulated the lid-driven cubic cavity in single precision at Re = 2000 with both Louise and TheLMA* (since the implemented boundary conditions are different) as well as with the TheLMA version which uses a multiple-relaxation-time (MRT) lattice Boltzmann model [7] . We performed the simulation for a dimensionless duration of 18.4, as for our reference data, and used the same range of resolutions as in our performance study.
Comparison between the LW-ACM and LBM simulations and our reference is made by subtracting the resulting normalised velocity field to the values interpolated from the reference data on the appropriate Cartesian grid. The ℓ 2 -norm of the discrepancy fields are plotted in Fig. 4 , whereas a detailed view of these discrepancies in a cavity of size 128 is provided by Figs. 5, 6, and 7. Fig. 4 shows that both LW-ACM and LBM converge towards the reference solution at approximatively the same rate. Moreover, LW-ACM appears to be almost as accurate as LBM, except for the coarser resolutions in the case of TheLMA*. It is worth mentioning that using the Louise program with a Kepler based accelerator, a discrepancy norm of less than 1 % is achieved for a cavity of size 224 within less than 3 minutes of computations.
Considering Figs. 5, 6, and 7, we see that the discrepancies are mainly located near the top lid. For LBM, the most important discrepancies are close to the top edge of the downstream wall, where the pressure gradients are the higher. In the case of TheLMA*, the discrepancies are less severe but more extended than with the two other programs, resulting in a larger ℓ 2 -norm. With Louise, the major discrepancies are along the stream-wise edges of the top lid. Improved boundary conditions on the edges could possibly cure this defect. Figure 7 : Velocity discrepancy with respect to reference data for Louise.
Conclusions
In the present work, we describe two implementations of the LW-ACM on a CUDA enabled GPU. The approach chosen for the Louise program appears very promising. Compared to LBM, performance with the latest CUDA generation is increased by a factor of up to 1.8. The global memory requirements are reduced by a factor of 5.25, making possible to handle up to 201 million nodes instead of 38 using a 6 GB computing device. The TheLMA* version is of less practical interest. However, it proves that an existing GPU LBM might easily be adapted to LW-ACM with only slight performance loss.
The large scale validation enabled by these high-performance implementations shows that LW-ACM is able to reach excellent accuracy, at least at moderate Reynolds number, in a very short amount of time. Implementations of the LW-ACM on massively parallel processors could become instruments of choice for CFD simulations in engineering applications.
