This paper proposes a new exact simulation method, which simulates a realisation from a proposal density and then uses exact simulation of a Langevin diffusion to check whether the proposal should be accepted or rejected. Comparing to the existing coupling from the past method, the new method does not require constructing fast coalescence Markov chains. Comparing to the existing rejection sampling method, the new method does not require the proposal density function to bound the target density function. The new method is much more efficient than existing methods for certain problems. An application on exact simulation of the posterior of finite mixture models is presented.
Introduction

Background of exact Monte Carlo simulation
Monte Carlo methods are widely used in statistics, engineering and physics for generation of realisations from a probability distribution, optimization, numerical integration and so on. They are particularly important for many complex models where analytical analyses are infeasible. Markov chain Monte Carlo (MCMC) methods have been the most popular methods in more than 20 years for analysis of complex probabilistic models. MCMC methods generate statistically dependent and approximate realisations from the target distribution. A potential weakness of these methods is that the simulated trajectory of a Markov chain will depend on its initial state. Concerns about the quality of the sampled realisations of the simulated Markov chains have motivated the search for exact Monte Carlo methods, that is, methods that can be guaranteed to provide independent samples from the target distribution.
A breakthrough in the search for exact Monte Carlo simulation methods was made by [26] . Their method, named as coupling from the past (CFTP), is an MCMC-based algorithm that produces realisations exactly from the target distribution. CFTP transfers the difficulty of running the Markov chain for extensive periods (to ensure convergence) to the difficulty of establishing whether a large number of coupled Markov chains have coalesced. The CFTP algorithm is only practical for small discrete sample spaces or for a target distribution having a probability space equipped with a partial order preserved by an appropriate Markov chain construction. Although in recent decades, there have been many theoretical developments and applications in this area 1350-7265 © 2017 ISI/BS such as [4, 8, 15, 16, 20, 24, 28] and [9] , the CFTP algorithm is still not practical for complex statistical models.
Exact simulation can also be achieved via rejection sampling method. This involves sampling from a density that bounds a suitable multiple of the target density, followed by acceptance or rejection of the sampled value. In general, it is a very challenging task to find a bounding density, although efficient rejection sampling methods have been developed for the special class of onedimensional log-concave densities [17] .
For certain complicated problems, existing methods do not work. An example in Bayesian statistics, for which all existing exact Monte Carlo simulation fails, is the Monte Carlo simulation problem for the posterior of finite mixture models (see Section 5 for details). This motivates us to search for new exact Monte Carlo simulation methods.
The new idea and the structure of the paper
To introduce the idea of the new method in this paper, we first consider the decomposition of the target density f , as f (·) = g 1 (·)g 2 (·), where g 1 and g 2 are also (proportional to) proper density functions and it is easy to simulate from them. Note that here f, g 1 and g 2 are density functions up to a multiplicative constant. If we can find M such that g 2 (·) ≤ M, then traditional rejection sampling can be used to draw samples from f with the hat function M · g 1 . In practice, we may not be able to find M or M is too large to make the rejection sampling efficient.
Our idea is not to find the hat function for f , but to independently simulate x 1 and x 2 from g 1 and g 2 , respectively. If the two independent samples x 1 = x 2 = y, then it is easy to show (at least for discrete variables and heuristically for continuous variables) that the value y must be from f (·) ∝ g 1 (·)g 2 (·). Note that for discrete random variables, f, g 1 and g 2 correspond to probability mass functions and it is possible to simulate y from f using the above idea since P(x 1 = x 2 ) > 0. For continuous random variables, however, this is impossible since P(x 1 = x 2 ) = 0.
Although it is impossible to achieve x 1 and x 2 with distance 0 for continuous case, the simulated x 1 and x 2 , if they are very close (defined in later sections), can be viewed as approximately from the target f . Our idea is to use x 1 (or x 2 ) as a proposal and then accept x 1 (or x 2 ) as a perfect sample from f based on exact Monte Carlo simulation of diffusion bridges [1, 2] . We will show that the new method is an exact simulation algorithm theoretically and via simulation studies. The new method is more efficient than all existing exact simulation methods when applying to simulations from the posterior of Bayesian mixture models. This paper is organized as follows. In Section 2, we present the new methodology and show it is an exact simulation algorithm theoretically and via simulations for a toy example. We also demonstrate that the new algorithm is related to the CFTP algorithm. In Section 3, we present the detailed exact simulation algorithm. In Section 4, we provide a generalised version of the new method. Then we apply the new method to the mixture of normal densities and demonstrate that the new method is more practical than all existing algorithms in Section 5. Section 6 provides a discussion.
Methodology
Preliminaries
Consider the target density f (x) with support R q for a q-dimensional random variable X. Suppose that it is non-trivial to simulate from f and that f can be decomposed as a product of two proper density functions, f (x) ∝ g 1 (x)g 2 (x). Note that here f , g 1 and g 2 are densities up to a multiplicative constant. Assume that g 2 1 is also a proper density up to a multiplicative constant and that we can easily simulate from g 1 and g 2 . We can further write f (
where ∇ is the partial derivative operator for each component of x.
Then we consider a q-dimensional diffusion process
where ω = {ω t , t ∈ [0, T ]} is a typical element of . Let W ω 0 be the probability measure under which the coordinate mapping process B t ( ω) = ω t is a Brownian motion starting at B 0 = ω 0 . Let W be the probability measure for a Brownian motion with the initial probability distribution
From the equations in (1), we know that the above X t is a Langevin diffusion [18] with the invariant distribution f 1 (x), which means
. Let Q ω 0 be the probability law induced by X t , t ∈ [0, T ], given X 0 = ω 0 . Let Q be the probability law induced by
We shall assume that α satisfies the following standard conditions. Note that under careful variable transformations it is usually possible to guarantee that α satisfies these conditions. We will demonstrate this by the toy example in Section 2.5 and via the posterior of mixture models in Section 5.
Condition 2.1. α is continuously differentiable in all its arguments.
Condition 2.2. There exists l > −∞ such that
where div is the divergence of α, defined in (6).
Condition 2.3. The following
is a martingale with respect to each measure W ω 0 .
Consider a biased diffusion processX = {X t ; 0 ≤ t ≤ T } defined as follows. First, the joint density for the pair (X 0 ,X T ) (the starting and ending points of the biased diffusion process), evaluated at point (x, y), is f 1 (x)t * (y|x)f 2 (y), where t * (y|x) is the transition density for the diffusion process X defined in (2) from X 0 = x to X T = y. Note that we must have
, since X follows the stationary distribution f 1 at all time points, if
Second, given (X 0 ,X T ) the process {X t , 0 < t < T } is given by the diffusion bridge driven by (2) .
Note thatX is actually a biased version of X. Conditional on the ending points, the two processesX and X have the same distribution. Clearly the marginal distribution forX T is f (y). This is because
To draw a sample from the target distribution f (x), we need to simulate a processX t , t ∈ [0, T ] fromQ and thenX T ∼ f (x). The following lemma gives us an implication of how to simulate the processX, which will be introduced in the next subsection.
Lemma 2.1. LetQ be the probability law induced byX. Then we have the Radon-Nikodym derivative:
Proof. The proof of the lemma follows easily from the proof of Proposition 3 in [3] .
Simulating the processX
We here use similar rejection sampling ideas as that in [2] and [1] . Under Conditions 2.1 to 2.3 and following [2] , we have
where
and x (j ) is the j th component of x.
Then we consider a biased Brownian motion {B t ; 0 ≤ t ≤ T }, defined as (B 0 ,B T ) following a distribution with a density h(x, y) and {B t ; 0 < t < T } to be a Brownian bridge given (B 0 ,B T ). Lemma 2.2. Let Z be the probability law induced by {B t ; 0 ≤ t ≤ T }. We have that the RadonNikodym derivative of Z with respect to W is given by
Proof. Let W ω 0 ,ω T 0,T be the probability measure, under which
be the probability law induced byB t (given B 0 = ω 0 ,B T = ω T ). From the definition ofB t , we know thatB t and B t have the same distribution law givenB 0 = B 0 andB T = B T . Choose any set F ∈ B(C[0, T ] q ). We have
Therefore,
which implies (7) .
By letting
and using (4), (5) and (7), we have
Then under Condition 2.2, we can rewrite (9) as
which has a value no more than 1. Now it is ready to use rejection sampling to simulateX t fromQ. First, we simulate a proposalB t from Z and then we accept the proposal asX t according to the probability in (10) . Note that this rejection sampling can be done using similar methods as that in [2] and [1] . Note that to simulate a proposalB t from Z, it is necessary to simulate (ω 0 , ω T ) from h given in (8) . This is not difficult, because according to f 1 = g 2 1 and f 2 = g 2 /g 1 we have
We can easily simulate ω 0 from g 1 and ω T from g 2 and then accept (ω 0 , ω T ) as a sample from h according to the probability exp[−
].
Rejection sampling for f (x) ∝ g 1 (x)g 2 (x) without using hat function
The previous subsection demonstrated how to simulateX t , t ∈ [0, T ] fromQ via the rejection sampling technique. From the definition ofX t in Section 2.1, we then have thatX T is actually a sample from f 1 (x)f 2 (x), the target distribution f (x). Therefore, the following rejection sampling algorithm (Algorithm 1) can be used to simulate x from f ∝ g 1 g 2 = f 1 f 2 .
Remark 1.
Step 9 of Algorithm 1 can be done using the method in [2] and [1] .
Remark 2. Algorithm 1 is a rejection sampling algorithm but it does not require finding a hat function to bound the target density, which is usually the main challenge of the traditional rejection sampling for complicated target densities. The above algorithm uses g 2 as the proposal density function, which does not have to bound the target f .
Choosing an appropriate value T is important for Algorithm 1 to achieve a larger acceptance probability. We can see that the proposal ω T will be accepted if U ≤ exp[− ω 0 − ω T 2 /(2T )] and if I = 1, where I is the indicator simulated in Step 9 of Algorithm 1. Define If T is large, the probability AP 1 will be relatively large, but the probability AP 2 which can also be written as
will be small. On the contrary, if T is small, the probability AP 2 will be relatively large, but AP 1 will be small. Therefore, it is important to choose an appropriate value of T to make the acceptance probabilities AP 1 and AP 2 to be as large as possible. In practice, it may be more desirable to have a larger value of AP 2 , the acceptance probability for the diffusion bridge, since Steps 8 and 9 (simulation of the diffusion bridge) in Algorithm 1 are not easy to implement [1, 2] . We will discuss the choice of T in later sections via simulation studies.
The advantage of the new algorithm and its relation to CFTP and direct sampling
The advantage of the new algorithm
Note that in the new algorithm, we do not need g 2 (or g 1 ) to bound the target density f . Instead, Algorithm 1 makes use of the proposals from both g 1 and g 2 and the acceptance/rejection of a diffusion bridge to draw samples exactly from the target. We can see that the acceptance probability AP 2 in (12) depends on the lower bound l for ( α 2 + div α)/2. Therefore, this algorithm will be attractive when it is possible to find good lower bounds for ( α 2 + div α)/2, but difficult to find a good hat function for the target density f . In Section 3, we will demonstrate how to find good lower bounds for ( α 2 + div α)/2. The new method in Section 3 does not require any specified properties for the target function f or α, such as log-concativity. This makes the new method more practical than existing adaptive rejection sampling methods. We will also demonstrate this when dealing with the posterior of mixture models in Section 5.
The link to CFTP -A heuristic interpretation
In summary, Algorithm 1 first simulates ω 0 from g 1 and ω T from g 2 and then accepts (ω 0 , ω T ) as a sample from h with probability exp(− ω 0 − ω T 2 /(2T )). To accept the proposal ω T , the algorithm simulate I = 1 via acceptance/rejection of a diffusion bridge.
To explain the link of the new algorithm with CFTP, we temporarily assume that f 2 is a proper density. Note that this assumption is not required by the algorithm.
From Lemma 2.1, we know that dQ( ω) ∝ f 2 (ω T )dQ( ω). Therefore, the biased diffusionX can be generated fromQ via the following heuristic steps.
Step 1: we generate ω 0 ∼ f 1 and then the diffusion process ω t , 0 ≤ t ≤ T , which is governed by (2) . This means that {ω t , 0 ≤ t ≤ T } is generated from Q.
Step 2: we generate
We can also imagine that the above Step 2 simulates another diffusion process ω t , 0 ≤ t ≤ T with invariant distribution f 2 , but only output the process at time T . The two processes are simulated independently and coalesce at time T , a pre-determined value. This means that two random variables (but having the same value) ω T and ω T are simulated independently from f 1 and from f 2 , respectively. Their joint distribution must be
Recall that the CFTP algorithm simulates Markov chains starting from all possible states and uses the same random numbers for each chain. The challenge of CFTP is to monitor coalescence for many different Markov chains. The new method can be viewed heuristically as running two independent diffusion processes, where the product of the invariant distributions of the two diffusions is the target distribution. When the two processes coalesce at a predetermined time point T (independent of the diffusions), the coalesced point is from the target distribution. The challenge here is to guarantee that the two independent processes coalesce at a predetermined time point. This challenge is solved via rejection sampling for diffusions, that is, we choose a value of T first and then use rejection sampling to find the diffusion.
The link to sampling directly from f -A heuristic interpretation
Note that theoretically, we can choose any value of T in Algorithm 1, although T affects the algorithm efficiency. When we choose T = 0, Algorithm 1 actually ignores the diffusion simulations, but only involves simulation of ω 0 from g 1 and ω T from g 2 . The proposal ω T will be accepted if ω 0 = ω T , since exp(− ω 0 − ω T 2 /(2T )) = 1 with T = 0 and ω 0 − ω T = 0 if we define 0/0 = 0. This means that we independently simulate ω 0 from g 1 and ω T from g 2 . When ω 0 = ω T := ω * we accept ω * as a sample from f . Although it is impossible to have ω 0 = ω T , this approach can be viewed as simulate ω * ∼ g 1 · g 2 = f .
A toy example
We end this section by providing a toy example to demonstrate the density decomposition and necessary variable transformation to guarantee Conditions 2.1 and 2.2 are satisfied. The variable transformation will also be used in Section 5.
Example 2.1. Consider a Dirichlet distribution as the target, having density proportional to
Since Algorithm 1 requires that the target f (·) should have support in R 2 , we first consider the transformed variable x = (x 1 , x 2 ) with
We have
since according to (14) we have
Therefore, the Jacobin associated with the transformation is
Then the density function for x can be written as
Note that α(x) satisfies Conditions 2.1 and 2.2, since A( We further have
and α(x) 2 + div α(x) ≥ −3. Therefore, the proposed algorithm can be applied. We simulate 5000 realisations using the proposed new method and another 5000 realisations using the 'rdirichlet' command of MCMCpack package of R. The marginal empirical distributions for p 1 and p 2 are plotted for both methods. We can see that the empirical distributions under different methods overlap everywhere, that is, the empirical distribution for the two methods are almost exactly the same for p 1 (the left figure) and p 2 (the right figure).
The new rejection sampling algorithm with layered Brownian motion
We can see that in Algorithm 1, there are two rejection steps: line 3 and line 10. The acceptance probabilities are given in (12) . These two probabilities can be very small, especially when the dimension, q, of ω t is large. In this section, we provide details on how to improve Algorithm 1.
Improvement on the diffusion bridge simulation -The one-dimensional case
The method proposed in this subsection relies on the concept of layered Brownian motion in [1] . So we first briefly introduce in Section 3.1.1 the layers defined in [1] and the methods developed therein.
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The layered Brownian motion in [1]
Define the probability measure W ω 0 ,ω T 0,T , under which ω t is a Brownian bridge with (ω 0 , ω T ) as the starting and ending points. Let {a i } i≥1 be an increasing sequence of positive numbers and
For simplicity of notations, we use
In fact, it will be easier for us to understand the event O i , defined as
If
. .} forms a partition for the space of ω, we can also write
In Algorithm 1, the acceptance indicator I can be simulated via the following subroutine (Algorithm 2) [1] . Algorithm 2 simulates a layer I according to the probability P(
Then conditional on the layer I , the Brownian bridge is simulated. Thus, the simulated Brownian bridge will be bounded by the boundaries of the I th layer, that is, bounded by [x − a I ,ȳ + a I ]. Based on the boundaries of the Brownian bridge, an upper bound r I for sup t∈[0,T ], ω∈D I {[α 2 (ω t ) + α (ω t )]/2 − l} can then be found and a Poisson thinning algorithm can be used to simulate the event I.
Improve the diffusion bridge simulation by re-weighting the layer probabilities
The acceptance probability for the diffusion bridge can be very small, if the lower bound l is very small. Therefore, Algorithm 2 may be very inefficient due to the low acceptance probability and the complexity of diffusion bridge simulation. To improve the efficiency, we should increase the lower bound l. For one-dimensional case, [10] proposed an adaptive approach to increase the lower bound, which uses different lower bounds of (α 2 + α )(ω s )/2 for different layers. We here briefly introduce the idea as follows and then extend the method in [10] to multi-dimensional processes in Section 3.2. Note that [25] proposed a method using more flexible layers to simulate one-dimensional jump diffusions.
Given ω ∈ D i (the Brownian bridge is in layer i), Condition 2.2 implies that we can find l i such that Define a process { B t , 0 ≤ t ≤ T } which has the probability law Z given by the Radon-Nikodym derivative, with respect to W,
We then have
which is also a value no more than 1. Therefore, we can also use rejection sampling to simulate fromQ if we can simulate from Z( ω). The acceptance probability ratio in (18) will be larger than the acceptance probability ratio in (10), since l i ≥ l. Note that, simulating from Z( ω) can actually be done based on the method in [10] if ω is a one-dimensional process.
Improvement on the diffusion bridge simulation, when x ∈ R q
The methodology in Section 3.1 can be extended to q-dimensional processes. Suppose that ω = (ω (1) , . . . , ω (q) ) and ω (j ) = {ω
i (·, ·; 0, T ) are defined similarly as that in (16) for each component ω (j ) . For simplicity, the sequence {a i } in (16) is chosen to be same for all components ω (j ) , j = 1, . . . , q. With these definitions, the event
Further, by defining
i means that all components of the q-dimensional Brownian bridge are bounded by the ith layer boundaries,
. . , q, respectively. Here the sign ⊗ is the direct product.
Define
. .} form a partition for the space of the q-dimensional ω. We say that Q i is the ith layer.
We can write
On the other hand, with the definitions above, we can find l i such that
and l i → l. Let { B t , 0 ≤ t ≤ T } be the process having probability law Z, given by
We have that the Radon-Nikodym derivative ofQ to Z becomes
Similarly as before, if we can simulate from Z( ω) then we can simulate fromQ( ω) via rejection sampling.
3.2.1. Simulation from Z( ω) given by (21) We can rewrite (21) as
is the Brownian bridge measure and d
To simulate from Z( ω), we can first simulate ω 0 , ω T from h * (ω 0 , ω T ) and then conditional on (ω 0 , ω T ), we simulate {ω t , 0 < t < T } from Z ω 0 ,ω T 0,T ( ω) given by (24) . It is simple to simulate from h * via rejection sampling since we can simulate from h and h * · exp(T l) ≤ h. Now the key step to be solved is to simulate from Z ω 0 ,ω T 0,T ( ω) given by (24) . By rewriting (24) as,
we know that its simulation can be achieved via the following two steps.
Step 1: we can first simulate the layer I according to the probability
this step can be done using the same method in [10] .
Step 2: then conditional on the layer I = i we simulate ω from dW ω 0 ,ω T 0,T ( ω)I { ω ∈ Q i }, which will be discussed later in Lemma 3.2.
Remark. Recalling
i−1 . Therefore, for the above Step 2, a simple way of simulating ω conditional on layer I = i (i.e., conditional on ω ∈ Q i ) is to independently simulate each component, conditional on that ω ∈ i−1 , we have to reject the simulated ω and restart; otherwise we accept it. This simple approach, however, is not efficient as there is a rejection step involved. Thus, we consider a more efficient approach in Lemma 3.2.
First, we need to provide another expression for Q i in Lemma 3.1.
for j ∈ {1, . . . , q}. Then we have
where the operator q j =q+1 gives an empty set.
Proof. Recalling the definition of Q i and the fact that
i−1 for at least one component j , we have
where the last equality sign is just an exercise of expressing a union of sets to a union of nonintersecting sets. Given any two sets Y 1 ⊃ Y 2 , using the facts O
Therefore, we have
by noting that Y 1 ⊃ Y 2 and their difference is i , j = 1, . . . , q. Then the simulation of ω, conditional on ω ∈ Q i , can be carried out via the following steps. First, we can simulate an event from these mutually exclusive events, which tell us the layers (or boundaries) of each component of ω. This step can be done via a uniform random variable simulation, if we can work out the probabilities of these mutually exclusive events. Second, conditional on the layers or boundaries for each component of ω, the path for each component of ω can be simulated. Now it is ready to introduce the following lemma.
Lemma 3.2. Suppose that we already simulated a layer i, that is, ω ∈ Q i and suppose that random variable U is uniformly distributed in the interval
For a given value j , we define
Note that (j ) l and (j ) r depend on the layer i. For simplicity of notations, we omit the subscript i.
Then we have
Proof. The density function of U is, with s belonging to the interval (30),
We also have
corresponds to the probability of the event S
On the other hand, we have
r . Using (31) and by noticing that [ (1) l , (q) r ] is the same as the interval in (30), and { (1) l , (2) 
r , . . . , (q) r } forms a partition of the interval in (30), we have
Note that the variable U in Lemma 3.2 follows a uniform distribution in the interval [
The two boundary points of this interval are limits of certain alternating sequences [1] . Therefore, the random variable U in Lemma 3.2 can be easily simulated. Given ω ∈ Q i , if U belongs to the interval [ (j ) l , (j ) r ], then we have that from Lemma 3.2
for j > j which tells us the boundaries or layers for each ω (j ) . Then each component ω (j ) can be sampled conditional on (32), using the method in [1] . The methodology in this subsection is summarized in the algorithms provided in the following subsection.
The improved algorithm
In summary, an improved version of Algorithm 2 is given below (see Algorithm 3 and Algorithm 4). Then further the improved version of Algorithm 1 is given by Algorithm 5.
Remark. Note that, based on the methods in Section 3.1 and Section 3.2, the new method is more efficient than existing rejection sampling methods when a good hat function for f is not readily available. The posterior of finite mixture models is not log-concave. It is nontrivial to find a good hat function for it by partitioning the support of the posterior into several subsets and finding a bound for each subsets. However, it is always possible to partition the space of a Brownian bridge into many different layers and then we can find lower bounds for each layer. This makes the new method practical for complicated target distributions. 
H. Dai
I [( α 2 + div α)(ω ψ j )/2 − l I ] < ν j ];
Simulating the event with probability AP 1
Algorithm 1 simulates ω T from g 2 as a proposal. We can see that the proposal is more likely to be accepted if the distance ω 0 − ω T 2 becomes smaller. Therefore, to increase the acceptance probability, we need to find a good decomposition, f = g 1 · g 2 , to make AP 1 as large as possible, where
Note that it is nontrivial to find the best decomposition f = g 1 · g 2 to achieve the maximum value of AP 1 , since there are infinite decompositions. However, we can find the best one under a subset of all possible decompositions of f , which will provide us a direction of finding a good decomposition.
First, we introduce the following notations: E g 1 = xg 1 (x) dx and E g 2 = xg 2 (x) dx. Then we have the following lemma.
Algorithm 5:
Rejection sampling for f ∝ g 1 g 2 = f 1 f 2 1 Simulate ω 0 from g 1 and ω T from g 2 , and a standard uniform variable U ; 
Simulate the reweighted layered Brownian bridgeB = {ω t , t ∈ (0, T )} conditional on (ω 0 , ω T );
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Simulate I = 1 with probability given by (22) 
Then for all (g 1 , g 2 ) ∈ A and for independent variables ω 0 ∼ g 1 (·) and ω T ∼ g 2 (·), the expectation
Proof. We have
which reaches the minimum when
The above result implies that we should choose a decomposition to make g 1 and g 2 as close to each other as possible. Indeed, we find that this is true in our simulation studies for mixture models.
Rejection sampling for the general case f = ι l=1 g l
In general, the target density f may be decomposed as a product of ι terms, f = ι l=1 g l , where we can easily draw a sample from g l . To draw a sample from f , we can use the following recursive algorithm. First, we decompose f as f = f 1 f 2 , where
To use Algorithm 1, we need to simulate from ι j =2 g j , which can be further decomposed as g 2 · ι j =3 g j . Keep simplifying the target until it becomes g ι−1 ·g ι . When running such a recursive algorithm, we actually do it in the reverse procedure, that is, simulate samples from ι j =l g j , l from ι − 1 to 1. This is given by Algorithm 6. Note that in the for loop of Algorithm 6, the code tries to draw a sample from ι j =l g j . If a sample is successfully drawn from ι j =l g j then l decreases by 1; otherwise the algorithm goes back to the beginning since the proposal from ι j =l g j is rejected. We can also see that Algorithm 6 simulates {x l } ι−1 l=1 and y independently. The proposal y will be accepted if U l ≤ exp(− x l − y 2 /(2T )) and I l = 1 for l = 1, . . . , ι − 1. Since simulating the event I l = 1 using [1, 2] or the more efficient Algorithm 3 is usually complicated and time consuming, we can revise Algorithm 6 as follows to increase the efficiency: First, simulate x l , l = 1, . . . , ι − 1 and y; second, check if U l ≤ exp(− x l − y 2 /(2T )) for l = 1, . . . , ι − 1; third, simulate I l = 1, for l = 1, . . . , ι − 1. The revised algorithm is given below (see Algorithm 7) .
Note that Algorithm 6 and Algorithm 7 can be improved via the methods in Section 3. Simulate the Brownian bridgeB = {ω t , t ∈ (0, T )} given (ω 0 = x l , ω T = y); 9 Simulate I l = 1 with probability given by (10), with α(x) = ∇A(x) and A(x) = log g l (x); Simulate the Brownian bridgeB = {ω t , t ∈ (0, T )} given (ω 0 = x l , ω T = y); 11 Simulate I l = 1 with probability given by (10), with α(x) = ∇A(x) and A(x) = log g (l) (x); 
, where ν and θ k range in R and p k is the component proportion with 0 ≤ p k ≤ 1 and k p k = 1. Such mixture models provide a statistical description of data obtained when sampling successively from randomly selected sub-populations. These models arise naturally in the areas of statistical classification and clustering. More detailed introduction about mixture models can be found in [22] .
The Dirichlet distribution for p and the normal-gamma distribution for (θ , |ν|) are widely used as the prior for . They are given by
where (σ k , μ k , k , a, b) is known. We focus on (35) in this paper for simplicity as it is conjugate to the mixture components, though other choices of prior based on reparameterisations of mixture models are available in [23] . Based on (35), the posterior distribution can be written as
A Gibbs sampler for (36) is readily available in [12] and a more general sampler is available in [27] with K being unknown. However, it is very difficult to diagnose the convergence of the MCMC algorithms for the above posterior of mixture models. Some illustrations of this are given by [14] . Celeux et al. [6] even argue that "almost the entirety of MCMC samplers implemented for mixture models has failed to converge." Therefore, it is important to find an efficient method to draw exact realisations from (36). Note that for certain simpler versions of (34), exact simulation from its posterior is readily available. For example for the simple mixture models with known , methods in [19] and [13] and the method of adaptive rejection sampling for log-concave densities base on the algorithm in [21] can draw exact realisations from its posterior. The application of all these methods is limited to small sample sizes and small number of components. Dai [7] proposed a rejection sampling method, called Geometric-Arithmetic Mean (GAM) method, to draw from the posterior of the simple mixture model. This method can deal with large sample sizes and large number of components and is much more efficient than all the other existing methods. Although practical methods are available for simple mixture models, it is extremely difficult to apply them to the mixture models with unknown component parameters . Casella et al. [5] investigate the use of a CFTP algorithm, called the perfect slice sampler, to simulate from (36), but this method only works theoretically.
Reparameterisation and density function decomposition
To the proposed method in this paper, we first consider the following parameter transformation = (x), where x = (u, η, δ),
We consider such a transformation to make the support of the posterior f (x) to be R q , where q = 2K. Then using the change-of-variable formula and with the definition
the posterior distribution becomes
where the Jacobin
.5 for the Jacobin term related to the transformation from p to x).
A decomposition of f , which only works theoretically
To use the proposed method, one may consider the following decomposition into a product of two terms,
The first term can be viewed as g 1 and the second term can be viewed as g 2 . We here put all the non-differentiable terms, related to |η|, into g 2 to guarantee that the log-transformation of the first term is differentiable. Although we can simulate x from g 1 and y from g 2 , such a decomposition will not work. The reason is that g 1 is not close to g 2 and the simulated x and y are almost always far away from each other. This makes the probability AP 1 very small. For this reason, we consider the following decomposition.
A practical decomposition for a hat function of f
We need to guarantee that the log-transformation of g 1 is differentiable (Condition 2.1) and that g 1 and g 2 are similar (for large AP 1 ). In order to make g 1 and g 2 similar, we need to put the term |η| (n+2a−1)/2 into g 1 and into g 2 as well, but this will make log g 1 not differentiable. This
Simulation results for mixture models
We consider a mixture model with 2 components, h(z i ; ) = 2 k=1 p k N (θ k , ν −2 ), with the means θ 1 = 1.0, θ 2 = 0.0, p 1 = 0.6 and the variance ν −2 = 0.2 2 . We consider a small sample size n = 20 since when n = 20 we can easily sample directly from the posterior distribution. The results of using direct simulation can be compared with the results of the new method and we can then justify the correctness of the proposed algorithm. We use the prior distribution in (35) with a = 1.5, b = 1.0, σ 1 = σ 2 = 1, μ 1 = 1.0, μ 2 = 0.0 and ρ 1 = ρ 2 = 2.0.
To use the new method, we partition the 20 samples into two groups. By doing this, the hat functionf of the posterior can be decomposed into a product of g 1 g 2 where g k is a density based on the kth group of data (e.g., see (41)). We partition the samples into two groups in the following way: first we order the samples to z (1) , z (2) , . . . , z (19) , z (20) and then the first group is {z (2k−1) , k = 1, . . . , 10} and the second group is {z (2k) , k = 1, . . . , 10}. By doing this, the two functions g 1 and g 2 will be similar and this can increase the acceptance probability AP 1 . See Lemma 3.3 and the arguments in Section 3.3. This is also demonstrated by the simulation results in Table 1 and Table 2 , where we found that the algorithm would not work if we simply randomly allocate the samples into two groups but it works well if we do the sample allocation as above.
For the hat function in (41), we choose c = 0.05. and a layer value a i = 0.1 and T = 0.03. For both methods, the proposed new method and the direct simulation method, we simulate 5000 realisations. Then we plot the marginal empirical distribution functions for each parameter, based on the two simulation methods. The results are shown in Figure 2 . We can see that the new method and the direct simulation method output almost identical empirical distributions.
For model and priors mentioned above in the beginning of Section 5.5, we choose sample size n = 40 and compare the running times taken by the algorithm under different grouping of samplings and under different choices of T , c and a i , which are all parameters governing the efficiency of the algorithms.
Running time comparisons under for different sample partitions
To use the new method, we partition the 40 samples into two groups in the following way: first we order the samples and then the first group is the ordered statistics with odd ranks and the second group is the ordered statistics with even ranks. Clearly such a partition will make the two samples very similar and thus make g 1 and g 2 similar. We therefore suggest such a partition of samples based on ordered statistics as a general approach. Without doing this (e.g., just randomly allocate samples into two groups) we found that the new algorithm will not work due to low acceptance probability AP 1 .
Running time comparisons under different values of c
Note that when dealing with mixture model, we actually use the proposed algorithm to sample fromf first and then use acceptance/rejection sampling method to decide whether the proposal is a sample from f . Therefore, there is an extra acceptance/rejection step involved here. Suppose that the acceptance probability, for x ∼f in (41) to be accepted as x ∼ f in (39), is denoted as AP 3 . The value c used in (41) governs the acceptance probability AP 3 and the smaller value of c the larger AP 3 . However, it does not mean an algorithm with smaller values of c will be more efficient. From the lower bound (7) in the supplementary file [11] , we can see that the smaller values of c, the smaller lower bound for ( α 2 + α )(·) that is, the smaller acceptance probability AP 2 . This is shown by the simulation results summarised in Table 1 and Table 2 . By comparing the results in both tables, we can see that it is more efficient to choose c = 0.05 than to choose c = 0.03, for all different choices of a i and T .
Note that AP 1 will be larger if g 1 and g 2 have smaller variation. The value c = 0.03 gives smaller variances for g 1 and g 2 therefore we expect that AP 1 should be larger with c = 0.03. This is confirmed by the simulation results: The acceptance probability AP 1 slightly increases by changing c = 0.05 to c = 0.03. 
Running time comparisons under different values of T
As we discussed in early sections, the value of T is very important for the efficiency of the algorithm. In practice, we can always roughly estimate a value of T . To do this, we need to roughly estimate the order of ( α 2 + α )(ω t )/2 − l i , which actually depends on the sample size n, the layer parameter a i and the value c. In some pilot simulation studies, we found that the value of this function is roughly between 60 and 65 with a i = 0.15 and c = 0.03. This means that if we choose value T around (0.01 ∼ 0.03), the acceptance probability AP 2 is roughly around [exp(−65 · 0.03) = 0.14, exp(−65 · 0.01) = 0.52] (or an even larger value), which is not a very tiny acceptance probability. This is confirmed by the acceptance probability estimates (based on the Monte Carlo simulations) in Tables 1 and 2 .
If we choose T = 1, the algorithm never returns a value in a realistic time period, since AP 2 is too small. On the other hand, the efficiency of the algorithm also depends on AP 1 , which will be very tiny if T is very small. For example, if we choose T = 0.001, the algorithm is not efficient either, since AP 1 is too small. We choose T ranges from 0.01 to 0.03 in our simulation studies, as it makes AP 1 and AP 2 both in an acceptable range. In our simulation studies, we found that with T = 0.02 the algorithm is the most efficient.
Running time comparisons under for different values of a i
The value of a i is used to defined the layers for the layered Brownian motion. Theoretically, the smaller value of a i will give a larger acceptance probability AP 2 . We compare the simulation results under two scenarios a i = 0.15 and a i = 0.60. The simulation results in Tables 1 and 2 confirm that smaller values of a i give larger acceptance probability AP 2 . However, as [10] pointed out, to sample a reweighted layered Brownian motion the algorithm will do a search from layer 1 to the layer to be sampled. Suppose that when choose a i = 0.6, the algorithm is likely to sample a layer value, say I = 4. Then if we choose a i = 0.15, the algorithm will be likely to sample a layer value ranges from I = 13 to I = 16. Clearly the algorithm takes more time to search until finding the target layer. Therefore, choosing very tiny values for a i will not be a good choice.
Discussion
This paper proposes a new rejection sampling method, which does not require a hat function to bound the target function f but to decompose f into a product of density functions which are easy to simulate from. The new method is more efficient than existing rejection sampling methods when a good hat function for f is not readily available. We demonstrate this using the mixture models, for which no other practical methods are available. The new method proposed in this paper transfers the difficulty of finding the hat function to finding the lower bounds of α 2 (ω s ) + div α(ω s ). We can always partition the space of Brownian bridges into many layers and find the lower bound for each layer, which makes the new method practical for complicated target distributions.
In practice, many complicated distribution densities may not have support in R q which is required by the new method, but we can usually find a transformation and use change-of-variable formula to obtain the new target density with support in R q . We achieve this even for the very complicated posterior of the mixture of normal densities. Therefore, such a constraint will not limit the application of the method.
The new method brings new insights for rejection sampling and coupling from the past and it leads to the following possible future works. When simulating the starting and ending points (ω 0 , ω T ) from h(·, ·), we have to simulate ω 0 ∼ g 1 and ω T ∼ g 2 and accept (ω 0 , ω T ) with probability exp(− ω 0 − ω T 2 /(2T )). When sampling from the posterior of finite mixture model, we actually applied the new method to the hat function (41), since the log-transformation of the target function is not differentiable. By using the hat function (41) Condition 2.1 is satisfied, but we need an extra acceptance/rejection step to draw a sample from the target function (39). Therefore, to improve the efficiency of the algorithm for the posterior of mixture models, it is important to develop a new algorithm for exact simulation of diffusions with piecewise differentiable drift coefficient α. If such an method is available, we could possibly apply the new method directly on the target distribution (39). We also leave this as a future work.
