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ABSTRACT 
Let M be a convex cone of real nonnegative definite matrices. For any M,, M, E 
M we write M, > M, or M, % M, if, respectively, M, - M, or MF - Mi is n.n.d. 
Some necessary and sufficient conditions for equivalence of the orderings 2 and z 
on the cone J? are given. 
1. INTRODUCTION AND SUMMARY 
Partial ordering on a convex cone of nonnegative definite matrices may 
be introduced in various ways. The following ordering is well known. Given 
matrices M, and Ma, we write M, > M, if M, - M, is nonnegative definite. 
This ordering was considered in detail, among others, by Wu [7], Stepniak, 
Wang, and Wu [6], and Stepniak [5]. The last paper presents several 
necessary and sufficient conditions for the relation >, in terms of generalized 
inverses, norms, and maximal eigenvalues of some matrices. 
The present paper deals with another ordering of nonnegative definite 
matrices. We shall write M, t M, if MF - Mi is nonnegative definite. 
Analogous to the usual ordering of nonnegative real numbers, we might think 
that the orderings > and k are equivalent on an arbitrary convex cone of 
nonnegative definite matrices. However, in general, the ordering >, is only 
not stronger than h. Some necessary and sufficient conditions for the 
equivalence are given in Section 3. 
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One can see that if all matrices in the cone considered commute, then the 
two orderings are equivalent. It is shown that the commutativity is also a 
necessary condition for this equivalence, provided the order of the matrices is 
not greater than 3. We conjecture that this is also true for arbitrary order. 
2. NOTATION AND INITIAL RESULTS 
In this paper the usual vector-matrix notation will be used. The symbol 
R" stands for the real Euclidean space of n X 1 vectors with inner product 
(x,y) = x’y, where ’ denotes transposition. If M is a matrix, then R(M), PM, 
and 11 MI1 denote, respectively, the range (column space), the orthogonal 
projector on R(M), and the usual norm llMl[ = sup{dm: x’x d l} of 
M. Moreover, if M is a real square matrix with real eigenvalues, then 
A,,,(M) denotes its maximal eigenvalue. In this paper only real matrices are 
considered. 
Let us list some results which will be used in Section 3. 
It is well known that any symmetric matrix of order n possesses n 
orthogonal eigenvectors and each of these eigenvectors corresponds to a real 
eigenvalue. Conversely, we can prove 
LEMMA 1. Let M be a square matrix of order n. If M possesses n 
orthogonal eigenvectors and each of these eigenvectors corresponds to a real 
eigenvalue, then M' = M. 
For any matrix M, the Moore-Penrose generalized inverse Mf is defined 
as a solution of the matrix equations 
MXM=M, XMX=X, (MX)'=MX, and (xM)'=xM. (1) 
It is well known that such a solution always exists and is unique. Moreover it 
satisfies the conditions MM+ = PM and M+ M = P,+. 
If M is a symmetric matrix, then it may be seen from the spectral 
decomposition that: 
(i) If v is an eigenvector of M corresponding to the eigenvalue 0, then v 
is also an eigenvector of M+ corresponding to its eigenvalue 0. 
(ii) If v is an eigenvector of M corresponding to a nonzero eigenvalue X, 
then v is also an eigenvector of M+ corresponding to its eigenvalue A-‘. 
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In particular, for this case, M+ possesses the same eigenvectors as M and 
H( M+ ) = R(M). Moreover, if M is nonnegative definite, then M+ is also 
n.n.d. and there exists a matrix M112 such that M 1/2M1/2 = M. 
We shall need conditions (i) and (ii) for a wider class of matrices. 
LEMMAS. Zf M is a square matrix and R( M') = R(M), then conditions 
(i) and (ii) are valid. 
Proof. By the assumption R(M') = R(M) we get 
MM+=P,=P,,=M'(M')+=M'(M+)'=(M+M)'=M+M. 
In particular R( M+ ) = R( M '). 
Given an arbitrary vector v such that Mv = 0, consider the vector 
x = M+v. Then V'MX = 0 and hence Mx = 0, as MM+ is n.n.d. On the other 
hand x E R( M '). The conditions Mx = 0 and x E R( M') imply that x = 0, 
completing the proof of (i). 
Condition (ii) follows immediately by Rao and Mitra [4, Lemma 4.8.41. w 
LEMMAS. Let Mi, i = 1,2, be symmetric matrices of order n. Then 
(a) M:M,=M,M: ifandonly if M,M,=M,M,. 
(b) Moreover, the under additional assumption that Mi, i = 1,2, are 
nonnegative definite, M,M, possesses n linearly independent eigenvectors 
and each of these eigenvectors corresponds to a nonnegative eigenvalue. 
Proof. Part (a) follows from (i) and (ii) by using the well-known fact that 
M,M, = M,M, if and only if the matrices M, and M, possess a common set 
of n orthogonal eigenvectors (cf. Rao [3, p. 411). 
Part (b) follows by Rao and Mitra [4, Theorem 6.2.51. w 
It is well known that (M,M,)-' = MilM;' for arbitrary nonsingular 
matrices M, and M,. An extension of this to the singular case is the property 
(M,M2)+ = M,i MT. Greville [l] has presented several necessary and suffi- 
cient conditions for this property. From Theorem 2 in [l] (cf. also Rao and 
Mitra [4, p. 681) we may derive 
LEMMAS. Let M, and M, be symmetric matrices of order n and let Pi, 
i = 1,2, be the orthogonal projector-on R(M,). ZfP,M, = M,P, and P2M,= 
M,P, then (M,M,)+=MlM:. 
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Thus we get 
COROLLARY 1. Zf either R(M,) = R(M,) OT M,M, = M,M, then 
(MrMs)+ = M,+M:. 
3. TWO ORDERINGS OF NONNEGATIVE DEFINITE MATRICES 
Let J be a convex cone of real nonnegative definite matrices of order n. 
DEFINITION 1. For any M,, M, E J@ we shall write M, > M, or M, k M, 
if, respectively, M, - M, or Mf - Mi is n.n.d. 
The relations > and k possess the usual properties of partial ordering, 
that is: 
(1) M>M(MkM)foranyME&. 
(2) If M, > M, and M, > M, then M, > M, (if M, k M, and M, * M, 
then M, t Ms) for any M,, M,, M, E JY. 
(3) If M, > M, and M, >, M, then M, = M, (if M, t M, and M, k M, 
then M, = M,) for any M,, M, E A. 
We shall say that the orderings > and t, are equivalent (on A) if, for 
arbitrary matrices M,, M, E A, we have M, > M, if and only if M, k M,. 
It is evident that a necessary condition for either of the relations M, >, M, 
and M, k M, is R(M,) 2 R(M,). We shall prove 
THEOREM 1. For an arbitrary convex cone A of n.n.d. matrices: 
(a) Zf M, k= M, for some M,, M, E J&!, then M, > Ms. 
(b) The orderings > and t are equivalent on A? if and only if 
IlM: M,IJ = A,,( MC M,) for all M,, M, E -4X such that R( M,) 2 R( M,). 
REMARK 1. Theorem l(a) is also proved in Marshall and Olkin [2, 
Proposition E.3.a p. 4641, in an another way. 
Proof of Theorem 1. Suppose R(M,) 2 R(M,). Then by Stepniak [5, 
Theorem 11, the condition M, k M, may be written as A,,,[ M,( MC )‘M2] < 
1, while the condition M, >, M, may be written as A,,( MC M,) < 1. Next, 
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by Rao [3, p. 621 we get 
A,, [ M,( MT )2M,] = sup x’Mz(M,i )2M2x 
XZO x’x 
lIKQ42412 
= sup = IIW~zl12 
X#O x’x 
completing the proof of (a) and the “if” part of (b). 
To prove the second part of (b), suppose, by contradiction, that R(M,) 2 
R( M,) while 1) MC M211 > h ,,( MC M,). Then there exists a positive scalar c 
such that ))cM: M,lJ > 1 and A,,(&: M,) < 1. This implies that M, > CM,, 
while the relation M, k CM, is not satisfied. This contradiction completes the 
proof of the theorem. n 
From Theorem l(b), by Lemma 3(a), we get 
COROLLARY 2. lf M,M, = M,M, for all M,, M, E A, then the order- 
ings 2 and k are equivalent on A. 
By Theorem 1 our problem concerning the equivalence of the orderings 
> and & on a cone JZ is reduced to the condition 
llMll= Lax(M) (2) 
for some matrices M with nonnegative eigenvalues. It is well known that this 
condition is satisfied for any symmetric nonnegative definite matrix M. 
However, the symmetry of M is not necessary for the property (2), as shown 
by the example 
4 
M=O [ 
0 0 
0 lo. 1 1 2 
In this case X,,(M) = llMl[ = 4. Proposition 1 below gives a necessary 
condition for the property (2) to hold. 
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PROPOSITION 1. Let M be a squure matrix of order n satisfying the 
following conditions: 
(a) All eigenvalues of M are nonnegative. 
(b) There exists a system of n linearly independent eigenvectors of M. 
(c) IlMll = k,,,(M). 
Then each eigenvector v corresponding to h,,(M) is orthogonal to each 
eigenvector w corresponding to any other eigenvalue X of M (if such h 
exists). 
Proof. Let v and w be arbitrary eigenvectors of M such that v 
corresponds to the eigenvalue h ,,( M) and w corresponds to an eigenvalue 
A < X,,,,. M). Define a two-column matrix C = [sit] such that s = (YV for 
some scalar (Y z 0, while the pair s, t constitutes an orthonormal basis for 
span{ v, w }. First we shall reduce our problem concerning the matrix M to 
the same problem concerning the matrix B = C’MC of order 2. 
Let u = (ui, us)’ be a solution of the equation 
uls + u,t = w. 
Then Bu = C’MCu = C’Mw = XC’w = Au and 
B[;] =C’MC[;] =C’Ms=h,,(M)[;]. 
In particular X,,(B) = X,,,(M). Thus, by (c) we get 
IlBll 2 L,(B) = L,,(M) = IIMII. 
(3) 
(4) 
We shall show that 
IIBII = hll,(B). (5) 
For any nonzero vector x = (xi, x2)’ we get llC~l12/ll~l12 = llx~+ 
x2tl12/(x~ + x:) = 1. Thus llCl[ = 1 and IlBll < IlC’ll llMl[ llCl[ = l/Mll. This, by 
(4), implies the desired condition (5). 
On the other hand, it follows by definition of the vectors s, t, and u that 
v is orthogonal to w if and only if ui = 0. Thus we only need to prove that if 
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B is a matrix of order 2 satisfying the conditions (5) and 
(6) 
and if u = (ui, us)’ is a vector in R2 satisfying the conditions us # 0 and 
Bu=hu (7) 
for some X E [0, A,,(B)), then ui = 0. 
Let us rewrite the matrix B in the form 
B= 
bl 4 
[ 1 b2 b4 
and denote the maximal eigenvalue X ,,( B) by p, for short. Without loss of 
generality we may assume that U: + ~2” = 1. Then, by (6) and (7) we get 
bl=p, b,=O, b4=X, and b, = (A - p)u,//-. Thus 
and hence 
llB(12 > p2 + ‘“l-_p~~“:. 
1 
(8) 
Therefore the condition (5) is met if and only if ui = 0, completing the proof. 
n 
REMARK 1. It follows from definition of the vectors s, t, and u that the 
first component of u, that is ui, may be presented as the inner product 
(u, w). On the other hand, by (8), if ui tends to 1, then the norm \lMll tends 
to infinity. 
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A consequence of Proposition 1 and Lemma 1 is 
COROLLARY 3. Let M be a matrix of order n such that the assumptions 
(a) and (b) are satisfied and the number of different eigenvalues of M is not 
greater than 2. Then llMll= X,,(M) if and only if M’ = M. 
Moreover, from Proposition 1, by Lemmas 1 and 2, we get 
COROLLARY 4. Let M be a matrix of order n such that R( M ‘) = R(M), 
the assumptions (a) and (b) are satisfied, and the number of diffient 
eigenvalues of M is not greater than 3. Then the conditions 11 M II = h,,(M) 
and j/M+jI=X,,,(Mt) hoZdifandonZyifM’=M. 
Now we shall prove 
THEOREMS. Let A be a convex cone of n.n.d. matrices of order n such 
that the number of diffment eigenvalues of Ml M, is not greater than 3 for 
all M,, M, E ~2. Then the orderings > and t are equivalent if and only if 
M,M2 = M,M, for all M,, M, E _/I. 
Proof. The “if” part of this theorem follows by Corollary 2. For the 
second part let us consider the following conditions: 
IIM:M,II=X,,(M:M,) forall M,,M,~JIsuchthatR(Mr)~R(Ma), 
(9) 
M,M, = M,M, for-all M,,M,~&suchthat R(M,)=R(M,), 
00) 
M,M, = M,M, forall M,,M,EJI. W 
By Theorem l(b) we only need to prove that (9) * (11). 
For the implication (9) - (10) let us consider a matrix M = MC M, such 
that M,, M, E A! and R(M,) = R(M,). By Lemma 3(b) the matrix M 
satisfies the conditions (a) and (b) of Proposition 1. Next, it follows from 
Corollary 1 that M+ = Ml M,. Moreover one can show that R(M’) = R(M). 
Thus, by Corollary 4, via Lemma 3(a), we get (9) * (10). Now it remains to 
show that (10) - (11). 
Assuming (lo), suppose by contradiction that M,M, # M,M, for some 
M,, M, E A. Let us consider the matrices Nr = M, + ;M, and Na = 
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M, + ;M,. We see that N,, N, E J! and R( N1) = R( N,) while N,N, # NaNi. 
This contradicts the condition (10) and completes the proof of the theorem. H 
From this theorem we get the following corollaries: 
COROLLARY 5. Let A be a convex cone of n.n.d. matrices of order 
n < 3. Then the orderings > and k are equivalent if and only if M,M, = 
M?M, for all M,, M, E A. 
COROLLARY 6. Let 9,” denote the set of all n.n.d. matrices of order 
n > 1. Then the orderings 2 and k are not equivalent on Yni, that is, k 
is stronger than 2. 
Proof of Corollary 6. Let x and y be linearly independent but not 
orthogonal vectors in R”. Consider the convex cone 4 of all matrices of the 
form = (YXX’ + /I yy’, where (Y, p > 0. We note that the cone JZ satisfies the 
assumptions of Theorem 2 and JY c Yn+, while the condition (11) is not met. 
This implies the desired result. H 
Let us end this section with the following 
CONJECTURE. For a given but arbitrary convex cone J? of n.n.d. matrices, 
the orderings > and k are equivalent if and only if M,M, = M,M, for all 
M,, M, E A?. 
4. FINAL REMARKS 
Marshall and Olkin have shown that if matrices M,, M, are n.n.d. and 
M, 2 M,, then M; > MS? provided 0 < r < 1 (see [2, Proposition E.3.a]). 
Thus, if we define the ordering M, 2’ M, to mean M; > MB, then we may 
investigate the equivalence of the orderings 2’ on a convex cone J? of 
n.n.d. matrices for 0 < r 6 1 or for r > 0. By Corollary 5, if J? is a convex 
cone of n.n.d. matrices of order n < 3, then these orderings are equivalent if 
and only if all matrices in & commute. On the other hand, by Corollary 6, 
the orderings >’ are not equivalent on the convex cone of all n.n.d. matrices 
of order n > 1. 
We note that if our conjecture is true, then the commutability of matrices 
in JZ is a necessary and sufficient condition for the equivalence of the 
orderings >’ on JX. 
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I am indebted to the referee for his careful reading and helpful sugges- 
tions and especially for showing that the original version of Lemma 2 was 
incorrect. 
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