In searching differentially expressed mRNAs/genes in a microarray experiment, the two commonly used measures are the fold change and the t-test statistic (or the t-test p-value). The fold-change is a measure of differential expression "signal", whereas t-statistic is a signal standardized by the noise level, i.e., "signalto-noise" ratio. The fold-change is an example of absolute effect size, whereas t-test a relative effect size.
Introduction
The microarray technology allows simultaneous measurements of messenger RNA level of thousands of genes, and its adoption dramatic changes the way biological and biomedical research is carried out (Schena et al., 1998; Young, 2000; Butte, 2002; Slonim, 2002; Stoughton, 2005; Trevino et al., 2007) . In particular, the more labor-extensive real-time PCR can be replaced by microarray profiling in a preliminary round, as the general agreement between the two methods is considered to be good (Etienne et al., 2004; Dallas et al., 2005; Morey et al., 2006) . As an emerging technology, there are still many issues to be worked out, such as the consistency among different platforms (Park et al., 2004; Larkin et al., 2005; Irizarry et al., 2005; Draghici et al., 2006; Kuo et al., 2006; Patterson et al., 2006; Chen et al., 2007) , batch effect (Churchill, 2002; Baggerly et al., 2008; Kitchen et al., 2010) , level of noise (Ioannidis, 2005; Ein-Dor et al., 2006) , limit of dynamic range (Sharov et al., 2004) , etc. However, with better probe design (Yang and Speed, 2002) , better data quality control (Shi et al., 2004 (Shi et al., , 2006 , better data reporting requirement (Ioannidis et al., 2009) , better normalization scheme (Quackenbush, 2002; Vandesompele et al., 2002; Fujita et al., 2006; Steinhoff and Vingron, 2006; Stafford, 2008; Autio et al., 2009) , and better understanding of the study goals, these are not insurmountable problems.
Analyzing large amount of expression data from microarray experiments was thought as a major challenge in early days, but this problem was over-estimated. First, the amount the data from thousands of genes and a hundred or so samples is still much smaller than, e.g., the data generated by whole-genome association studies (Estrada et al., 2009) or next generation sequencing (Schadt et al., 2010) , and a moderately sized computer might handle the data without problems. Second, no brand new statistical learning methods had to be re-invented and existing machine techniques could already extract meaningful information from the data (Hastie et al., 2001 ). Third, the problem of larger number of false positives due to the large number of genes being profiled has been addressed and properly handled (Storey and Tibshirani, 2003; Storey, 2003; Reiner et al., 2003; Pawitan et al., 2005) . Fourth, in using multiple genes in constructing classifier, the well known "large p, small n" problem (large number of variables with small number of sample size) can be solved by the variable/subset/feature/model selection techniques (Xing et al., 2001; Li and Yang, 2002; Ambroise and McLachlan, 2002; Guyon and Elisseeff, 2003; Li, 2006; Liao and Chin, 2007; Zhao et al., 2010) One of the most common applications of microarray is "differential expression" profiling:
finding mRNAs/genes whose expression level to be very different under two conditions, e.g., with disease and being healthy. Not only could differentially expressed genes provide insight to the biological processes involved in disease etiology, but also these can be used as biomarkers for diagnosis (Golub et al., 1999; Hedenfalk et al., 2001; Dhanasekaran et al., 2001; Adib et al., 2004; Yeatman, 2009 ) or prognosis (Pomeroy et al., 2002 van de Vijver et al., 2002; Colman et al., 2010; Kim and Paike, 2010) . The phrase "differential expression" means that the averaged expression level of a mRNA/gene in one phenotype-specific group is much larger or smaller than that in another group. However, the terms "average" and "larger/smaller" are up to various interpretations.
There are at least two definitions of average: arithmetic mean or geometric mean. For a random variable x, arithmetic mean can be represented by E[x], x , or x, which is equal to 1 n n i=1 x i (where n is the sample size). Geometric mean is defined by (x 1 x 2 · · · x n ) 1/n . For fluorescence-light-intensity based microarray data x, it is a common practice to logarithmically transform the data x ′ = log(x), because x ′ fits better than x to a normal distribution. Then arithmetic mean of x ′ is actually equal to the logarithm of geometric mean of x:
Deciding "how larger one group's average is compared to the other" is no less trivial. Fold change and t-statistic are the two main choices for measure of differential expression. In microarray analysis field, these two measures have been in and out of favor at various time.
Fold change had been commonly used before it was pointed out that it did not take the noise into account (Chen et al., 1997; Baldi and Long, 2001) . t-statistic enjoyed its acceptance until another round of papers suggesting that genes selected by fold-change are more consistent among different microarray platforms than those selected by t-statistics (Shi et al., 2005 (Shi et al., , 2006 Guo et al., 2006) . This result triggered more comments on the relationship between reproducibility and accuracy, and between biological and statistical signal (Witten and Tibshirani, 2007 ).
If we recognize that both fold change and t-statistic have advantages and shortcomings, then both pieces of information should be used in an analysis. The problem with fold change is that the same fold change value will be less impressive if the variance is large. Although t-statistic aims at taking the noise level into account, the practical problem is that the variance may not be estimated reliably, especially when the sample size is small. Volcano plot, the topic of this review, is a visual tool to display both fold change and t-statistic.
This article is organized as follows: Section 2 establishes a relationship between the foldchange and t-statistic; Section 3 introduces volcano plots which simultaneously display both fold-change and t-statistic; Section 4 introduces the modified t-statistic which tends to reduce the gene-to-gene variation of variance estimation; and Section 5 is the discussion section. One microarray dataset is used throughout this paper, which consists of 37 chronic lymphocytic leukemia (CLL) samples and 17 control samples. The expression profiling has been carried out on Illumina platform with 48804 probesets.
2 Fold change and t-statistic: signal and signal-to-noise ratio
Fold change (FC) and t-statistic seem to be two very different quantities: one is intuitive and a straightforward measure of differences, another is rooted deeply in field of statistics.
However, with logarithm transformation there is a relationship between the two.
The need for logarithmic transformation can be illustrated by Fig.1 . Fig.1 shows the three histograms of fluorescence-light intensity E of a microarray experiment which is indicative of the number of mRNA copies hybridized to the probe, thus a measure of mRNA expression level:
(A) in regular scale, (B) in log-transformed x-axis scale, and (C) of log(E) itself. Without the logarithmic transformation, the distribution of E is very long-tailed, and very skewed (asymmetric). With the log transformation (or other similar transformations), even though the distribution is still not a perfect normal distribution, it is much more normal-like.
There are other advantages of a log transformation, e.g. variance is more stablized and does not tend to increase with the mean; it is consistent with a psycho-physics law relating human sensation to the logarithm of the stimulus level (Fechner, 1860) . Note that in a future technology where the number of copies of mRNA can be read directly without fluorescence light intensity as the intermediate (Geiss et al., 2008; Robinson et al., 2010) , the role of log transformation might be reconsidered. However, the decision on whether to log transform or not is still based on the histogram of E vs. that of log(E).
The simplest definition of FC is:
where the arithmetic average is over the fluorescence-light intensity of samples in group 1 (e.g. diseased group) and group 0 (e.g. control group). The logarithm of FC is:
Switching the order of averaging and log-transformation usually does not lead to identical values, so the above expression is only approximately true. We can have a second definition of FC called FC':
Fig.2 shows that FC is mostly similar to FC' and we do not distinguish the two definitions.
The same conclusion is also reached in (Witten and Tibshirani, 2007) .
The t-test is an example of statistical testing whose goal is to compare any observed result with chance events. The statistic used in t-test (e.g. (Snedecor and Cochran, 1989) ) is the difference of arithmetic means in two groups divided ("standardized") by the estimated standard deviation of that difference. Standard deviation of parameters (e.g., sample mean, sample variance) is often called "standard error" (SE) (Snedecor and Cochran, 1989) . One requirement for using t-test is that values in two groups roughly follow normal distributions (with different means). As discussed above, we need to log transform the fluorescence light intensity E to have a normal-like distribution, so t-statistic is:
The commonly used estimation of SE, due to Welsh (Welsh, 1947) , assumes different variances in group 1 and group 0:
where s 2 1 and s 2 0 are the estimated variances (of log(E)) of group 1 and 0, and n 1 , n 0 are number of samples in the two groups. For readers who are not familiar with statistics, the following points can be used to understand the pooled estimation of SE in the denominator of Eq.5:
(1) SE is the square root of variance and variance is the square of SE; (2) variance of sum or
(3) SE of sample means is sample standard deviation divided by √ n (Snedecor and Cochran, 1989 ).
The last point can be particularly hard to grasp for biologists, but we are dealing with two different types of mean and standard deviations here. For a dataset with n samples, the
When the dataset is hypothetically replicated many times, we can talk about mean, standard deviation, variance of the sample-mean µ, as each replicate of the dataset may not be exactly the same. The dataset-mean is the same as sample-mean, but the dataset-standard-error is s/ √ n and dataset-variance is s 2 /n (Snedecor and Cochran, 1989) .
This section establishes a relationship between log(F C) and t-statistic: t is log(F C) (or more accurately, log(F C ′ )) standardized by the noise level as measured by the pooled standard error. In the field of statistical behavioral science, quantitative psychology, epidemiology, and meta-analysis, there is a similar theme of unstandardized vs. standardized effect size (Cohen, 1988) . In the field of engineering, quantities like t can be called a signal-to-noise ratio (another definition of signal-to-noise ratio is based on power ratio, thus a square operation is applied). In the field of applied probability, mean divided by standard deviation is the inverse of coefficient of variation.
Volcano plot and its basic use
If the noise level is known or can be reliably estimated, we of course prefer the measure of differential expression that takes the noise level into account, such as t-statistic. In reality, not only is smaller sample sizes an issue for variance estimation, but also, if systematic error exists, we may not improve the situation by increasing the sample size. For example, it is observed that noise level during the hybridization stage is much higher than that during the sample preparation or amplification stage (Tu et al., 2002) . If a probe sequence for an mRNA is highly represented in the genome, cross-hybridization can be a cause of error and variation.
However, the probability of this error does not seem to decrease with large sample sizes.
Facing this reality, we might just display and use both FC and t-statistic, and this is the volcano plot. Volcano plot most often refers to the scatter-plot with − log 10 (p-value) from the t-test as the y-axis and (log 10 )FC as the x-axis (Jin et al., 2001; Cui and Churchill, 2003) .
However, t-statistic and − log 10 (p-value) is (see Fig.3(A) ) is highly correlated, and whether the t (Fig.3(B) ) or − log 10 (p-value) (Fig.3(C) ) is used in the y-axis, the outcome is very similar.
The reason why t and p-value from t-test is not one-to-one corresponding ( Fig.3(A) ) is because in determining p-value, Welsh's t distribution has a degree of freedom parameter which also depends on the data (Pan, 2002) . The basic use of volcano plots is to check genes that could be selected by one differential expression criterion but not the other. The familiar "double filtering" (Zhang and Cao, 2009) used by many groups is to set the gene selection criterion by: (i) | log 10 F C| > log 10 F C 0 ; and (ii) t > t 0 . Equivalently, it can be defined as (i) | log 10 F C| > log 10 F C 0 ; and (ii) p−value < p 0 . FC 0 , t 0 , p 0 are preset threshold values for fold change, t-statistic, and t-test p-value.
The double filtering criterion corresponds to a cutting of two outer rectangular regions in the volcano plot (Fig.4) .
The single filtering criterion, after removing the double criterion selected genes, corresponds to rectangular regions along the two axes (Fig.4) . These are often the genes not selected for reasonable arguments: (i) genes with large fold change but nevertheless insignificant test result may be caused a few outliers with very large values in one group. (ii) genes with good test result (large t's and small t-test p-values) but low fold change could be false signal due to low variance, which can be caused by batch effect (Leek et al., 2010) , or low expression level (to be discussed later).
The goal of using double filtering criterion is to obtain a more robust result. The cost we pay is that some real differentially expressed genes might be missed. Volcano plot allows us to pick some genes from the single filtering region for further examination. Fig.5 shows two examples of genes selected by single filtering criterion. selected by FC only (FC=2.66) whereas the p-value is only 3 × 10 −3 . This gene can still be a significantly differential-expression if the large variance in the case group is due to something else, e.g. sub-disease types. Statistical analysis alone should not be the only foundation for selecting potentially relevant genes, and volcano plot is a way to pick those genes which otherwise might be missed.
Robust variance estimation, regularization, SAM, and joint filtering
The essential difference between FC and t-statistic is the consideration of statistical noise (variance), but the real challenge is how to estimate the variance from a small number of samples. Since variance is calculated around the mean which is also estimated, one idea for robust variance estimation is to iteratively remove outliers then calculate mean and variance (Dozmorov and Lefkovits, 2009 ). The drawback of this approach is that the number of samples used is gradually reduced.
Another idea for robust variance estimation is motivated by the typical "large p small n" situation for a microarray experiment (Li and Yang, 2002) . Though the sample size n could be small, the number of genes p is nevertheless large, and that large number of genes make it possible for a reliable estimation of common variance cross all genes (Pan, 2002; Cui et al., 2005) , at least for the control group.
One main worry about variance estimation is that its value can be low due to the low expression level. To avoid the estimated variance being too low, we may add a constant "penalty" term s 0 to the sample-estimated standard deviation (Tusher et al., 2001):
The penalty is also called "regularization", reflecting the prior belief (in the Bayesian frame- 
where weight w tend to close to 1 for larger sample size (w = (n − 1)/(ν 0 + n − 2), ν 0 is the prior degree of freedom for the inverse Gammar distribution).
The modified or regularized variance σ 2 mean.of.posterior in Eq. (7) has the effect of drawing gene-specific variance towards the middle, since the change from the estimated variance:
is negative when s 2 > σ 2 0 and positive when s 2 < σ 2 0 . Note that variance is added in Eq. (7), as versus standard deviations being added in the denominator in Eq.(6). However, the idea of adding an extra constant term is the same in Eq.(6) and Eq.(7).
In fact, there is a second extra term in variance estimation if the sample-estimated mean is not a good estimate of the true mean (Baldi and Long, 2001) . For this reason, it is reasonable to consider removing outliers to make sure the mean is estimated robustly (Dozmorov and Lefkovits, 2009) .
What is the relationship between robust variance estimation and volcano plots? FC can be considered to be the special case when variances of all genes are equal, t-statistic of course contains gene-specific variance, and t sam in Eq. (6) is somewhere in-between. Rewrite | log E 1 − log E 0 | as δ, s 2 1 /n 1 + s 2 0 /n 0 as s, the regularized t-statistic in Eq.(6) can be split into two terms (Zhang and Cao, 2009) :
In other words, t sam is a weighted sum of log(F C ′ ) and t-statistic. t sam > t 0,sam . Because each gene has its own standard deviation value s, the threshold can be gene-specific. We illustrate this important property of SAM in Fig.6 . The s 0 is set at 0.0266 which is the 5% percentile value of s's of all genes in our dataset. For a gene with standard deviation of s = 0.0238, 0.0266, 0.0283, 0.0425, 0.0871, 0.137 (1%, 5%, 10%, 50%, 75%, 90% percentiles), the t sam = 5 threshold is represented by lines with various slopes (pink, red, brown, purple, green, blue in Fig.6 ).
The lines for low-variance genes have steeper slopes, indicating that FC plays a more important role in differential expression gene selection. On the other hand, for high-variance genes, the threshold lines have flatter slope, indicating that t-test result is more important. As discussed in the previous section (and Fig.5 ), low-variance genes tend to have low FC values and high-variance genes tend to have less significant test result, so the consequence of using SAM is to counter-balance this trend and to obtain a more robust outcome. We also note that the SAM-based gene selection regions in Fig.6 (complementary to triangles) are very different from those by double-filtering criterion (rectangles in Fig.5 ). This can also be called a "joint filtering" criterion (Zhang and Cao, 2009 ). mean of diseased samples, y: standard deviation of diseased samples. Fig.7 (A) compares the top 100 genes selected by SAM (regularized t) (blue) with those selected by FC (red), t-test p-value (black), and t-statistic itself (green). Although there are certain overlaps among different selection criteria, SAM is able to pick up genes that are not selected by either FC or t-test p-value alone.
To address another question on whether t-test criterion tends to select genes with low variance and low expression level. Fig.7 
Discussion
The idea and the use of volcano plots can be expanded in several directions. First of all, as a 2-dimensional plot, with potentially interesting genes scattered outward, one can examine any external information by introducing colors. If that external piece of information is relevant to differential expression, we can easily recognize the fact by a visual impression of the plot.
This coloring of a volcano plot can be called "stratified volcano plot". One example is to label all probes/genes that belong to a particular pathway, cellular component, function, or process coded in GO (gene ontology) categories (Ashburner et al., 2000) . In a work-in-progress, we have developed an R package to color a volcano plots using the average expression levels (Hua et al., 2011) . In the program, we introduced an interactive feature for users to click a probe/gene on the volcano plot to show the gene names or other information.
Secondly, the idea of simultaneously display of noise-level-standardized signal and unstandardized one can be useful beyond the microarray field. In genetic association studies, the association signal of a single-nucleotide polymorphism (SNP) is usually measured by two quantities. One is the odds-ratio (OR) of the 2-by-2 count table with disease status as row and two alleles as column. OR is not standardized by the noise level or sample size, though the 95% confidence interval of OR does become narrower for larger sample sizes thus lower level of chance events (Li, 2006) . On the other hand, the chi-square statistic or the p-value of the chi-square (χ 2 ) test strongly dependent on sample size, thus chance event probability. In fact, the chi-square statistics is proportional to the total number of samples for a SNP that contains association signal.
Besides using OR in x-axis (in log scale), another choice is to use the allele frequency difference in case and control group. Denote the four counts in the 2-by-2 table in case-control association analysis are a, b, c, d, log 10 OR is log 10 (ad) − log 10 (bc), whereas allele frequency difference is a/(a
In other words, the difference between the two choices is whether ad and bc are compared in the logarithmic or regular scale.
It is rare to find a genetic association paper that applies volcano plots (Sirota et al., 2009; Miclaus et al., 2010) . We believe that many extensions and applications of volcano plots in microarray analysis can be equally useful in genetic association analysis. For example, the joint filtering criterion, the stratified volcano plot coloring external pieces of information, and uncovering of systematic patterns when the colorings are on other statistical information. We have found that the location of a SNP on the volcano plot is intrinsically related to its minor allele frequency. This will provide further insight on how one should balance the chi-square test result and odds-ratio in selecting genetically associated genes.
In conclusion, volcano plot displays both noise-level-standardized and unstandardized signal concerning differential expression of mRNA levels. Joint filtering has a simple geometric interpretation in volcano plot, and its advantage over double filter criterion of genes can be easily 
