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Abstract
As an inverse relation, involution with an invariant sequence plays a key role in combinatorics and
features prominently in some of Shapiro’s open questions [L.W. Shapiro, Some open questions about
random walks, involutions, limiting distributions and generating functions, Adv. Appl. Math. 27
(2001) 585-596]. In this paper, invariant sequences are used to provide answers to some of these
questions about the Fibonacci matrix and Riordan involutions.
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1. Introduction
Inverse relations play a pivotal role in many research topics in combinatorics [9]. Among the
open questions posed by Shapiro [11], Q2, Q8, and Q8.1 regard involutions as a trait of inverse
relations and have been the research focus of several authors [2, 3, 4, 11]. The concept of a Riordan
matrix and generalizations of the Pascal, Catalan, and Motzkin triangles [13] allow us in this paper5
to obtain in-depth answers to Shapiro’s open questions above; our answers are naturally related to
the Fibonacci matrix and Riordan involutions.
Definition 1.1. An infinite lower triangular matrix R = (g(x), f(x)) is a Riordan matrix provided
that the generating function of the ith column of R is g(x)f(x)i for i = 0, 1, 2, . . ., where g(x) =
g0+g1x+g2x
2+· · · and f(x) = f1x+f2x2+· · · with g0 6= 0 and f1 6= 0. Moreover, a Riordan matrix10
R is called a Riordan involution if R2 = (1, x), and a Riordan pseudo involution if (RD)2 = (1, x),
where D = diag(1,−1, 1,−1, . . .) [4].
The definition of Riordan (pseudo) involutions above is indeed facilitated by the fact that the
set of all Riordan matrices is a group under matrix multiplication, referred to as the Riordan group
✩Research supported by Daegu University Research Grant 2013
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[12], where multiplication amounts to
(g(x), f(x)) (h(x), l(x)) = (g(x)h(f(x), l(f(x)). (1.1)
Shapiro’s open questions mentioned above have long been of great interest in the investigation
of Riordan (pseudo) involutions, as well as the Riordan group; we restate them below, recalling that
D = diag(1,−1, 1,−1, . . .).15
• Q2: Let
F =


1 0 0 0 0 · · ·
0 1 0 0 0 · · ·
0 1 1 0 0 · · ·
0 0 2 1 0 · · ·
0 0 1 3 1 · · ·
...
...
...
...
...
. . .


denote the Fibonacci matrix [11]. Is there a combinatorial connection between F and DF−1D?
• Q8 : Can every Riordan involution R be written as R = BDB−1 for some element B in the
Riordan group?
• Q8.1: If a Riordan involution R is of some particular combinatorial significance, can we find
a B in the Riordan group, which has a related combinatorial significance and R = BDB−1?20
In [10], several subgroups of the Riordan group are introduced. For example, {(g(x), cx)|c 6=
0} and {(g(x), cxg(x))|c 6= 0} are called the c-Appell and c-Bell subgroups, respectively. In the
case of c = 1, these are simply called the Appell and Bell subgroups, respectively. In [3], Cheon
and Kim showed the existence of Riordan matrices B as affirmative answers to Q8 and Q8.1 by
using an antisymmetric function and by adopting the Bell subgroup, respectively. In [4], Cheon25
et al. presented a pseudo involution Rn (n = 0, 1, . . .) as a generalization of the RNA triangle
such that for any generating function G(x) with G(0) 6= 0 and for each nonnegative integer n,
Rn =
(
g(x)
(
G(x)
G(1−xg(x))
)n
, xg(x)
)
. The latter equality is a revised form of Cameron and Nkwanta’s
example in [2], that is, Wn =
(
g(x)
(
1−x
1−xg(x)
)n
, xg(x)
)
with Wn = A
−nW0An; the latter can be
thought of as a partial answer toQ8, where g(x) =
(1−x+x2)−
√
(1−x+x2)2−4x2
2x2 and A
n =
(
1
(1−x)n , x
)
.30
The shared notion of involutions as self-inverse relations inQ8 andQ8.1, as well as the Fibonacci
and Catalan numbers, have been extensively studied. Little attention has been paid, however, to
Q2. In fact, the row sums of F and DF−1D are the Fibonacci and Catalan numbers, respectively.
Among the objectives of our research is to present plausible answers to Q2, and also to give answers
related to invariant sequences as self-inverse relations [8, 9, 15] to Q8 and Q8.1. More specifically, in35
this paper, we investigate the structure of entries in DF−1D and the role of DF−1D in transforming
invariant sequences, giving rise to answers for Q2. We also provide a method for constructing
invariant sequences [8] by means of Riordan (pseudo) involutions, which allows us to answer both
Q8 and Q8.1.
2
2. Notation and preliminaries40
We begin with a slight extension of the notion of Riordan matrix in Definition 1.1.
Definition 2.1. An infinite lower triangular matrix R is called a semi-Riordan matrix if the gen-
erating function of the ith column of R is g(x)f(x)i for i = 0, 1, . . ., where g(x) = g0 + g1x+ g2x
2 +
g3x
3+ · · · and f(x) = f1x+f2x2+f3x3+ · · · . For convenience, we will denote it by R = (g(x), f(x))
similarly to the Riordan matrix abbreviation, the distinction being clear from the context.45
From now on, infinite real sequences {xn} are identified with the infinite dimensional real vector
space R∞ consisting of column vectors x = [x0, x1, . . .]T . For two semi-Riordan matrices (g(x), f(x))
and (h(x), l(x)), matrix multiplication is defined as in the Riordan group. Matrix addition can be
defined only when f(x) = l(x) as (g(x), f(x)) + ((h(x), f(x)) = (g(x) + h(x), f(x)), because for all
u(x),
(g(x), f(x))u(x) + ((h(x), f(x))u(x) = g(x)u(f(x)) + h(x)u(f(x))
= (g(x) + h(x))u(f(x))
= (g(x) + h(x), f(x))u(x),
(2.1)
where u(x) is the generating function of a column vector in R∞.
We let Eλ(A) denote the eigenspace of a (finite or infinite) matrix A corresponding to its eigen-
value λ. We generalize the notions of invariant and inverse invariant sequences of the first or second
kind in [8] as follows:
Definition 2.2. For a Riordan involution (resp., pseudo involution) R, x ∈ R∞ is called50
(a) an R-invariant sequence of the first kind if x ∈ E1(R) (resp., x ∈ E1(RD)).
(b) an inverse R-invariant sequence of the first kind if x ∈ E−1(R) (resp., x ∈ E−1(RD)).
(c) an R-invariant sequence of the second kind if x ∈ E1(RT ) (resp., x ∈ E1(RTD)).
(d) an inverse R-invariant sequence of the second kind if x ∈ E−1(R) (resp., x ∈ E−1(RTD)).
Let P =
[(
i
j
)]
(i, j = 0, 1, 2, . . .) denote the (infinite) Pascal matrix. Let F = [F0, F1, F2, . . .]
T
and L = [L0, L1, L2, . . .]
T denote the vectors in R∞ whose entries are the members of the Fibonacci
and Lucas sequences, respectively; that is
F0 = 0, F1 = 1, Fn = Fn−1 + Fn−2 (n ≥ 2),
L0 = 2, F1 = 1, Ln = Ln−1 + Ln−2 (n ≥ 2).
F and L are P -invariant and inverse P -invariant sequences of the first kind, respectively, as a pseudo55
involution P [5, 8].
3
For a constant a, we let J(a) denote the infinite Jordan block of the form

a 1
a 1 O
. . .
. . .
a 1
O a
.. .
. . .


.
It can be easily proven that J(0)F and J(0)L are P -invariant and inverse P -invariant sequences of
the second kind, respectively; see [8].
For a matrix A with columns Aj (j = 0, 1, 2, . . .) and with 0j denoting the vector of zeros in R
j ,
we let A↓ denote the matrix whose jth column is
[
0j
Aj
]
where 00 is vacuous. The following result60
leads us to investigate the relationships between the Fibonacci matrix F and DF−1D [8]; the last
two clauses appeared in [5]. Note that, by utilizing (1.1) and (2.1), we have expressed the result in
terms of the semi-Riordan matrices.
Lemma 2.3. Let P =
(
1
1−x ,
x
1−x
)
, D = (1,−x) and Q =
(
2−x
1−x ,
x
1−x
)
. Then the following hold:
(a) The columns of PT↓ = (1, x(1 + x)) form a basis for E1(PTD).65
(b) The columns of QT↓(0|0) = (1 + 2x, x(1 + x)) form a basis for E−1(PTD).
(c) The columns of
[
0T
P ↓
]
=
(
x
1−x ,
x2
1−x
)
form a basis for E−1(PD).
(d) The columns of Q↓ =
(
2−x
1−x ,
x2
1−x
)
form a basis for E1(PD).
Surprisingly, PT↓ is equal to the Fibonacci matrix F, the columns of which form a basis for
E1(P
TD).70
Definition 2.4. We call the four special matrices PT↓, QT↓(0|0),
[
0T
P ↓
]
, and Q↓ the Fibonacci
matrix of the second kind, the Lucas matrix of the second kind, the Fibonacci matrix of the first kind,
and the Lucas matrix of the first kind, and we will denote them by FS,LS,FF, and LF, respectively.
For each Riordan matrix R = (g(x), f(x)), we consider its inverse matrix given by
R−1 = (1/g(f(x)), f(x)), (2.2)
where f(x) is the compositional inverse of f(x), i.e., f(f(x)) = f(f(x)) = x [12].
4
For FS = (1, x(1+x)) resp. LS = (1+2x, x(1+x)), we can obtain by (2.2) the well-known result
that (FS)
−1
= (1, −1+
√
1+4x
2 ) resp. (L
S)
−1
= ( 1√
1+4x
, −1+
√
1+4x
2 ). Therefore,
(FS)
−1
=


1 0 0 0 0 · · ·
0 1 0 0 0 · · ·
0 −1 1 0 0 · · ·
0 2 −2 1 0 · · ·
0 −5 5 −3 1 · · ·
...
...
...
...
...
. . .


, (L
S
)−1 =


1 0 0 0 0 · · ·
− 2 1 0 0 0 · · ·
6 −3 1 0 0 · · ·
− 20 10 −4 1 0 · · ·
70 −35 15 −5 1 · · ·
...
...
...
...
...
. . .


.
The relationships between these four special matrices and D(LS)−1D, as well as D(FS)−1D, play a75
key role in our investigation.
Our effort in this paper will proceed as follows:
In section 3, we show that
• D(FS)−1D = (1, xC(x)) = P
(
M(x)−xM(x)−x2M(x)2
1+x ,
x+x2M(x)
1+x
)
,
• D(LS)−1D =
(
1
1−2xC(x) , xC(x)
)
= (W (x), x)D(FS)−1D80
by utilizing the Catalan andMotzkin numbers [7], where C(x) = 1−
√
1−4x
2x ,M(x) =
1−x−
√
(1−x)2−4x2
2x2 ,
and W (x) =
∑∞
n=0
(
2n
n
)
xn. In the process, we show that each entry of D(FS)−1D can be expressed
as a linear combination of Catalan numbers with coefficients connected to the Fibonacci sequence;
and each entry of D(LS)−1D can be expressed as a linear combination of Catalan numbers with
coefficients connected to the Fibonacci and Lucas sequences. This amounts to an answer to Q2. In85
section 4, we show that D(FS)−1D and D(FS)−1D provide a mechanism (featuring the Catalan num-
bers) for transforming P -invariant into an inverse P -invariant sequence of the second kind, and vice
versa. This provides an answer to Q2, as a combinatorial relationship between FS and D(FS)−1D.
We also present the relationships (featuring the Catalan and Motzkin numbers) between the gener-
ating functions of P -invariant and inverse P -invariant sequences of the second kind. In section 5,90
we provide a method for constructing R-invariant sequences of the first or second kind by means
of the Riordan (pseudo) involution R itself. It follows that for every Riordan involution R in the
(−1)-Appell subgroup, there exist Bn (n = 1, 2, . . .) in the Appel subgroup such that R = BnDB−n,
thus providing answers to Q8 and Q8.1.
3. The structure of D(FS)−1D and D(LS)−1D95
In this section, we investigate the structure of the matrices D(FS)−1D and D(LS)−1D, using the
nth Catalan number Cn =
1
n+1
(
2n
n
)
and the Motzkin number Mn =
∑⌊n
2
⌋
k=0
(
n
2k
)
Ck for n = 0, 1, 2, . . .
[7]. This contributes to the investigation of the structures of D(FS)−1D and D(LS)−1D, leading
to answers for Q2. From now on, C(x) and M(x) denote the generating functions of the Catalan
numbers and Motzkin numbers, respectively.100
5
Lemma 3.1. Let FS and LS denote the Fibonacci and Lucas matrices of the second kind, respectively.
Let P be the Pascal matrix. Then the following hold:
(a) D(FS)−1D = (1, xC(x)) = P
(
M(x)−xM(x)−x2M(x)2
1+x ,
x+x2M(x)
1+x
)
,
(b) D(LS)−1D =
(
1
1−2xC(x) , xC(x)
)
= (W (x), x)P
(
M(x)−xM(x)−x2M(x)2
1+x ,
x+x2M(x)
1+x
)
,
(c) D(LS)−1D =
(
1
1−2xC(x) , x
)
D(FS)−1D = (W (x), x)D(FS)−1D = D(FS)−1D
(
1
1−2x , x
)
,105
where C(x) = 1−
√
1−4x
2x , M(x) =
1−x−
√
(1−x)2−4x2
2x2 , and W (x) =
∑∞
n=0
(
2n
n
)
xn.
Proof. It directly follows from (1.1) and (2.2) that D(FS)−1D =
(
1, 1−
√
1−4x
2
)
and D(LS)−1D =(
1√
1−4x ,
1−√1−4x
2
)
. Since T (C(x)−1
x
) = M(x), which is the result in [7], we obtain
(
1
1 + x
,
x
1 + x
)(
C(x) − 1
x
, x
)
=
(
M(x),
x
1 + x
)
, (3.1)
where T (f(x)) = 11+xf(
x
1+x) is the Euler transformation and
M(x) =
1− x−
√
(1− x)2 − 4x2
2x2
.
By Newton’s binomial theorem [1, 6], (1−4x)− 12 =∑∞n=0 (− 12n )(−4x)n =∑∞n=0 (2nn )xn and 1−√1−4x2 =∑∞
n=0
1
n+1
(
2n
n
)
xn+1. Thus, D(FS)−1D = (1, xC(x)) by C(x) = 1−
√
1−4x
2x [12]. Since P
(
1
1+x ,
x
1+x
)
=
(1, x) and
(
C(x)−1
x
, x
)(
x
C(x)−1 , xC(x)
)
= (1, xC(x)), by (3.1) we obtain
(1, xC(x)) = P
(
M(x),
x
1 + x
)(
x
C(x)− 1 , xC(x)
)
,
which implies (a) from the fact that x
C(x)−1 = 1− x− xC(x) and C( x1+x ) = 1 + xM(x).
Clause (b) follows from (a) and D(LS)−1D = (W (x), x)(1, xC(x)) since
√
1− 4x = 1− 2xC(x).
Clause (c) is a consequence of (a), (b), and D(LS)−1D = (1, xC(x))
(
1
1−2x , x
)
. 
The following theorem contains the recurrence relations for the entries ofD(FS)−1D andD(LS)−1D.110
Theorem 3.2. Let D(FS)−1D = [rij ] and D(LS)−1D = [qij ] for i and j with i, j = 0, 1, 2, . . .. Then
(a) r00 = 1 and for i = 1, 2, . . . ; j = 2, 3, . . .,
ri0 = 0, ri1 =
1
i
(
2i− 2
i− 1
)
, and rij = −ri−1,j−2 + ri,j−1. (3.2)
6
(b) qi0 =
(
2i
i
)
for i = 0, 1, 2, . . ., qi1 =
1
2
(
2i
i
)
for i = 1, 2, . . ., and
qij = −qi−1,j−2 + qi,j−1 (3.3)
for i = 1, 2, . . . ; j = 2, 3, . . .
Proof. Let g(x)s−1
(
1−√1−4x
2
)j
be the generating function of the jth column of D(FS)−1D (when
s = 1, g(x) = 1) or D(LS)−1D (when s = 2, g(x) = 1√
1−4x). For j ≥ 2,
g(x)s−1
(
1−√1− 4x
2
)j
= g(x)s−1
(
1−√1− 4x
2
)j−2(
1−√1− 4x
2
− x
)
= g(x)s−1
(
1−√1− 4x
2
)j−1
− xg(x)s−1
(
1−√1− 4x
2
)j−2
,
which, along with Lemma 3.1, imply that (a) and (b) hold. 
To illustrate the above theorem, all the entries of D(FS)−1D and D(LS)−1D can be completely
determined by the recurrence relations in Theorem 3.2, once the entries in the first and second
columns are determined; indeed, we have
D(FS)−1D =


1 0 0 0 0 · · ·
0 1 0 0 0 · · ·
0 1 1 0 0 · · ·
0 2 2 1 0 · · ·
0 5 5 3 1 · · ·
...
...
...
...
...
. . .


, D(LS)−1D =


1 0 0 0 0 · · ·
2 1 0 0 0 · · ·
6 3 1 0 0 · · ·
20 10 4 1 0 · · ·
70 35 15 5 1 · · ·
...
...
...
...
...
. . .


.
The following is a result about row sums of the matrices D(FS)−1D and D(LS)−1D.
Corollary 3.3. Let D(FS)−1D = [rij ] and D(LS)−1D = [qij ] for i and j with i, j = 0, 1, 2, . . ..115
Then for positive integers i and j with i ≥ j, the following hold:
(a) ri,i−j+1 = ri−1,i−1 + ri−1,i−2 + · · ·+ ri−1,i−j .
(b) qi,i−j+1 = qi−1,i−1 + qi−1,i−2 + · · ·+ qi−1,i−j .
Proof. Let i and j be positive integers with i ≥ j. We prove the result by induction on j for j ≥ 1.
Since ri,i+1 = 0 by the structure of D(F
S)−1D and ri,i+1 = −ri−1,i−1 + ri,i by (3.2), we get that
ri,i = ri−1,i−1 for j = 1. Let j ≥ 2. Then by the induction hypothesis and (3.2) again,
ri,i−j+2 = ri−1,i−1 + ri−1,i−2 + · · ·+ ri−1,i−j+1 (3.4)
and ri,i−j+2 = −ri−1,i−j + ri−1,i−j+1. Thus we get the result by replacing ri,i−j+2 with −ri−1,i−j +
ri−1,i−j+1 in (3.4). The second part of the corollary can be proven similarly. 120
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Let ei (i = 0, 1, 2, . . .) denote the ith column of the identity matrix I, and let e = e0+e1+e2+· · · .
Then we directly obtain the following result from Corollary 3.3.
Corollary 3.4. Let FS and LS denote the Fibonacci and Lucas matrices of the second kind, re-
spectively. Then the following hold:
(a) D(FS)−1De = [C0, C1, C2, . . . , Cn, . . .]T .125
(b) D(LS)−1De = [C0, 3C1, 5C2, . . . , (2n+ 1)Cn, . . .]T .
Proof. Let D(FS)−1D = [rij ] and D(LS)−1D = [qij ] for i, j = 0, 1, . . . For positive integers i and j
with i ≥ j, it follows from the case of j = i in Corollary 3.3 that
ri1 = ri−1,0 + ri−1,1 + · · ·+ ri−1,i−1,
qi1 = qi−1,0 + qi−1,1 + · · ·+ qi−1,i−1,
(3.5)
which imply that ri1 and qi1 are the (i − 1)th row sums with ri1 = 1i
(
2i−2
i−1
)
and qi1 =
1
2
(
2i
i
)
. Thus
for i = 0, 1, 2, . . ., the ith row sums of D(FS)−1D resp. D(LS)−1D are 1
i+1
(
2i
i
)
resp. (2i+1)(i+1)
(
2i
i
)
, and
(a) and (b) is proven. 
We now present one of our main results as an answer to Q2. It provides a combinatorial130
relationship between FS and D(FS)−1D and furthermore, between LS and D(LS)−1D.
Theorem 3.5. Let FS and LS denote the Fibonacci and Lucas matrices of the second kind, respec-
tively. Then the following hold:
(a) D(FS)−1De0 = [C0, 0, 0, . . .]T ; if j ≥ 1, then D(FS)−1Dej = [r0j , r1j , . . . , rnj , . . .]T where
rnj =


(
j−1
0
)
Cn−1 −
(
j−2
1
)
Cn−2 + · · ·+ (−1)⌊ j−12 ⌋
(⌈ j−1
2
⌉
⌊ j−1
2
⌋
)
Cn−⌈ j
2
⌉, if n ≥ j,
0, otherwise.
(b) D(LS)−1De0 = [C0, 2C1, 3C2, . . .]T ; if j ≥ 1, then D(LS)−1Dej = [q0j , q1j , . . . , qnj , . . .]T ,
where for n ≥ 1, qn1 = (2n− 1)Cn−1 and for j ≥ 2 with n ≥ j,
qnj = (n− 1)Cn−1 −
[
(n− 2)
((
j − 2
1
)
+
(
j − 3
0
))
+
(
j − 3
0
)]
Cn−2
+
[
(n− 3)
((
j − 3
2
)
+
(
j − 4
1
))
+
(
j − 4
1
)]
Cn−3 + · · ·
+ (−1)⌊ j−12 ⌋
[(
n− ⌈ j
2
⌉
)((⌈ j−12 ⌉
⌊ j−12 ⌋
)
+
(⌈ j−12 ⌉ − 1
⌊ j−12 ⌋ − 1
))
+
(⌈ j−32 ⌉
⌊ j−32 ⌋
)]
Cn−⌈ j
2
⌉.
(3.6)
Proof. (a) The proof proceeds by induction on j with j ≥ 1. For j = 1 and 2, we know that the
generating function for the jth column of D(FS)−1D is xC(x) if j = 1 and x2C(x)2 if j = 2 (see
Lemma 3.1 (a)). Since Cn+1 =
∑n
k=0 CkCn−k (n ≥ 0) [1],
x2C(x)2 = x2
∞∑
n=0
(C0Cn + C1Cn−1 + · · ·+ CnC0)xn = x2
∞∑
n=0
Cn+1x
n =
∞∑
n=2
Cn−1xn.
8
Thus we have rn1 = Cn−1 for n ≥ 1 and rn2 = Cn−1 for n ≥ 2, and we can commence the induction.
Let j ≥ 3. If j is odd, then by the induction hypothesis, we have
rn−1,j−2 =
(
j − 3
0
)
Cn−2 + · · ·+ (−1)
j−3
2
−1
( j−1
2
j−3
2 − 1
)
Cn− j−1
2
+ (−1) j−32
( j−3
2
j−3
2
)
Cn−1− j−1
2
,
rn,j−1 =
(
j − 2
0
)
Cn−1 −
(
j − 3
1
)
Cn−2 + · · ·+ (−1)
j−3
2
( j−1
2
j−3
2
)
Cn− j−1
2
.
(3.7)
By (3.2) applied to (3.7),
rn,j =
(
j − 1
0
)
Cn−1−
(
j − 2
1
)
Cn−2+ · · ·+(−1)
j−3
2
( j+1
2
j−3
2
)
Cn− j−1
2
+(−1) j−12
( j−1
2
j−1
2
)
Cn− j+1
2
, (3.8)
from which the result follows. If j is even, the result can be proven similarly.
(b) For each positive integer n ≥ 1, by Theorem 3.2 we have
qn1 =
1
2
(
2n
n
)
=
2n(2n− 1)
n(2n)
(2n− 2)!
(n− 1)!(n− 1)! = (2n− 1)Cn−1.
For each j ≥ 2 with n ≥ j, we prove the result by induction on j. By (3.3),
qn2 = (2n− 1)Cn−1 − nCn−1 = (n− 1)Cn−1 and qn3 = (n− 1)Cn−1 − (2n− 3)Cn−2,
which is the result (3.6) for j = 2 and 3 with n ≥ j. The induction commences: Assume that j ≥ 4
is even. Then by the induction hypothesis,
qn−1,j−2 = (n− 2)Cn−2 −
[
(n− 3)
((
j − 4
1
)
+
(
j − 5
0
))
+
(
j − 5
0
)]
Cn−3
+
[
(n− 4)
((
j − 5
2
)
+
(
j − 6
1
))
+
(
j − 6
1
)]
Cn−4 + · · ·
+ (−1) j−42
[(
n− j
2
)(( j−2
2
j−4
2
)
+
( j−2
2 − 1
j−4
2 − 1
))
+
( j−4
2
j−6
2
)]
Cn− j
2
,
(3.9)
qn,j−1 = (n− 1)Cn−1 −
[
(n− 2)
((
j − 3
1
)
+
(
j − 4
0
))
+
(
j − 4
0
)]
Cn−2
+
[
(n− 3)
((
j − 4
2
)
+
(
j − 5
1
))
+
(
j − 5
1
)]
Cn−3 + · · ·
+ (−1) j−22
[(
n− j
2
)(( j−2
2
j−2
2
)
+
( j−2
2 − 1
j−2
2 − 1
))
+
( j−4
2
j−4
2
)]
Cn− j
2
.
(3.10)
Once more, by (3.3), as well as (3.9) and (3.10), it follows that
qn,j = (n− 1)Cn−1 −
[
(n− 2)
((
j − 2
1
)
+
(
j − 3
0
))
+
(
j − 3
0
)]
Cn−2
+
[
(n− 3)
((
j − 3
2
)
+
(
j − 4
1
))
+
(
j − 4
1
)]
Cn−3 + · · ·
+ (−1) j−22
[(
n− j
2
)(( j
2
j−2
2
)
+
( j
2 − 1
j−2
2 − 1
))
+
( j−2
2
j−4
2
)]
Cn− j
2
,
(3.11)
9
which is the desired result (3.6). The case of odd j can be proven similarly. 135
Theorem 3.5 says that for a pair n and j of positive integers with n ≥ j, each entry of D(FS)−1D
and D(LS)−1D can be expressed as a linear combination of Catalan numbers with coefficients such
that
rnj =
(
j − 1
0
)
Cn−1 −
(
j − 2
1
)
Cn−2 + · · ·+ (−1)⌊
j−1
2
⌋
(⌈ j−12 ⌉
⌊ j−12 ⌋
)
Cn−⌈ j
2
⌉,
where
(
j−1
0
)
+
(
j−2
1
)
+ · · ·+ (⌈ j−12 ⌉⌊ j−1
2
⌋
)
is the jth Fibonacci number Fj for j ≥ 1 and
qnj = (n− 1)
(
j − 1
0
)
Cn−1 − [(n− 2)(
(
j − 2
1
)
+
(
j − 3
0
)
) +
(
j − 3
0
)
]Cn−2 + [(n− 3)(
(
j − 3
2
)
+
(
j − 4
1
)
) +
(
j − 4
1
)
]Cn−3 + · · ·+ (−1)⌊
j−1
2
⌋[(n− ⌈ j
2
⌉)(
(⌈ j−12 ⌉
⌊ j−12 ⌋
)
+
(⌈ j−12 ⌉ − 1
⌊ j−12 ⌋ − 1
)
)
+
(⌈ j−32 ⌉
⌊ j−32 ⌋
)
]Cn−⌈ j
2
⌉,
where
(
j−1
0
)
+ (
(
j−2
1
)
+
(
j−3
0
)
) + (
(
j−3
2
)
+
(
j−4
1
)
) + · · ·+ ((⌈ j−12 ⌉⌊ j−1
2
⌋
)
+
(⌈ j−1
2
⌉−1
⌊ j−1
2
⌋−1
)
) is the (j − 1)th Lucas
number Lj−1 and
(
j−3
0
)
+
(
j−4
1
)
+ · · ·+ (⌈ j−32 ⌉⌊ j−3
2
⌋
)
is the (j − 2)th Fibonacci number Fj−2 for j ≥ 3.
For example, it follows from Theorem 3.5 that D(FS)−1D and D(LS)−1D can be expressed in terms
of the Catalan numbers such that each entry of the matrices entails the Fibonacci or Lucas sequences:
D(FS)−1D =


C0 0 0 0 0 · · ·
0 C0 0 0 0 · · ·
0 C1 C1 0 0 · · ·
0 C2 C2 C2 − C1 0 · · ·
0 C3 C3 C3 − C2 C3 − 2C2 · · ·
...
...
...
...
...
. . .


and
D(LS)−1D =


C0 0 0 0 0 · · ·
2C1 C0 0 0 0 · · ·
3C2 3C1 C1 0 0 · · ·
4C3 5C2 2C2 2C2 − 3C1 0 · · ·
5C4 7C3 3C3 3C3 − 5C2 3C3 − 7C2 · · ·
...
...
...
...
...
. . .


.
4. The Role of D(FS)−1D and D(LS)−1D in P -invariant sequences
In this section, we focus on the role of D(FS)−1D and D(LS)−1D in transforming P -invariant140
(inverse P -invariant) sequences. This allows us to examine combinatorial relationships between FS
10
and D(FS)−1D. We begin with a known result from [14] needed in our subsequent discussion; it can
be readily proven by taking advantage of the Riordan matrix multiplication.
Lemma 4.1. Let P denote the Pascal matrix. Then g(x) is the generating function of a P -invariant
or an inverse P -invariant sequence of the first kind if and only if 11−xg
(
−x
1−x
)
= ±g(x).145
Proof. Let g(x) =
∑∞
n=0 anx
n. Then g(x) is the generating function of a P -invariant or an inverse
P -invariant sequence of the first kind if and only if ( 11−x ,
−x
1−x )[a0, a1, a2, . . .]
T = ±[a0, a1, a2, . . .]T ,
which stands for 11−xg
(
−x
1−x
)
= ±g(x) because PD = ( 11−x , −x1−x) where D = (1,−x). 
The following result follows from Lemmas 2.3 and 4.1.
Corollary 4.2. Let P denote the Pascal matrix. Then g(x) is the generating function of a P -150
invariant sequence of the first kind if and only if x2−xg(x) is the generating function of an inverse
P -invariant sequence of the first kind.
Proof. Let (l(x), h(x)) denote a semi-Riordan matrix such that FF = (l(x), h(x))LF. Then by Lemma
2.3 (c) and (d), h(x) satisfies (1 − x)h(x)2 + x2h(x) − x2 = 0. So h(x) = −x
2±
√
x4+4(1−x)x2
2(1−x) , which
implies that h(x) = −x1−x or x. Thus we have (l(x), h(x)) = (
x
(1−x)(2−x) ,
−x
1−x ) or (
x
2−x , x). Let w be a155
P -invariant sequence of the first kind with its generating function g(x). Then w = LFu for some u ∈
R
∞ and we have (l(x), h(x))w = FFu. So by Lemma 2.3 (c), (l(x), h(x))w is an inverse P -invariant
sequence of the first kind with its generating function x2−xg(x) because
x
(1−x)(2−x)g(
−x
1−x ) =
x
2−xg(x)
by Lemma 4.1. The other direction can be proven similarly. 
Next we examine the role of D(FS)−1D and D(LS)−1D with the Catalan numbers for converting160
a P -invariant to an inverse P -invariant sequence of the first kind, and vice versa.
Theorem 4.3. For v ∈ R∞, let w = FFv and x = LFv. Then the following hold.
(a)
(
2−xC(x)
xC(x) , xC(x)
)
w = D(FS)−1Dx,
(b)
(
2−xC(x)
xC(x)−2x2C(x)2 , xC(x)
)
w = D(LS)−1Dx,
(c)
(
xC(x)
2−xC(x) , xC(x)
)
x = D(FS)−1Dw,165
(d)
(
xC(x)
(1−2xC(x))(2−xC(x)) , xC(x)
)
x = D(LS)−1Dw where C(x) = 1−
√
1−4x
2x .
Proof. (a) We already know that FF =
(
x
2−x , x
)
L
F or FF =
(
x
(1−x)(2−x) ,
−x
1−x
)
L
F as in the proof of
Corollary 4.2. Since(−1 + 2
xC(x)
xC(x) − 1 ,
xC(x)
xC(x) − 1
)(
x
(1− x)(2 − x) ,
−x
1− x
)
=
(
2
xC(x)
− 1, xC(x)
)(
x
2− x , x
)
= (1, xC(x)),
11
Clauses (a) and (b) directly follow by Lemmas 3.1. Clauses (c) and (d) can be proven similarly. 
For v ∈ R∞, let GF (v) denote the generating function of v. In the following corollary, the
Catalan and Motzkin numbers play a critical role in transforming the generating functions of P -
invariant and inverse P -invariant sequences of the first kind.170
Corollary 4.4. For v ∈ R∞, let g−v(x) resp. gv(x) denote GF (FFv) resp. GF (LFv). Then we
have the following:
(a) gv(xC(x)) =
(
C(x) − 2
x
)
g−v(x− C(x)),
(b) gv(x− C(x)) =
(
2xC(x)2 + xC(x) − 4C(x) + 2−x
x
)
g−v(xC(x)),
(c) gv(xC(x)) =
(
x−2
x
+ x1−xM(
x
1−x )
)
g−v(x− 1− x1−xM( x1−x )),175
(d) gv(x−1− x1−xM( x1−x )) =
(
(3x− 4)C(x) + 2x2C(x)1−x M( x1−x) + 2−xx
)
g−v(xC(x)), where C(x) =
1−√1−4x
2x and M(x) =
1−x−
√
(1−x)2−4x2
2x2 .
Proof. By Lemma 4.1 and Theorem 4.3 (a) and (c), we have gv(t) =
2−t
t
g−v(t) = − 2−tt(1−t)g−v( −t1−t )
and g−v(t) = t2−tgv(t) =
t
(2−t)(1−t)gv(
−t
1−t ) where t = xC(x). Thus (a) and (b) follow by the direct
calculations. By using the Euler transformation in the proof of Lemma 3.1, we obtain
C(x) = 1 +
x
1− xM(
x
1− x). (4.1)
Applying (4.1) to (a) and (b) yields (c) and (d). 
In the next theorem, we present one of our main results, namely an answer to Q2, featuring a
combinatorial relationship between FS and D(FS)−1D and furthermore, between LS and D(LS)−1D.180
The result reveals that D(FS)−1D and D(FS)−1D provide a mechanism (that features the Catalan
numbers) for transforming a P -invariant into an inverse P -invariant sequence of the second kind,
and vice versa.
Theorem 4.5. For v ∈ R∞, let y = FSv, z = LSv. Then the following hold:
(a)
(
1
1+2xC(x) , xC(x)
)
z = D(FS)−1Dy,185
(b)
(
1
1−4x2C(x)2 , xC(x)
)
z = D(LS)−1Dy,
(c) (1 + 2xC(x), xC(x)) y = D(FS)−1Dz,
(d)
(
1+2xC(x)
1−2xC(x) , xC(x)
)
y = D(LS)−1Dz where C(x) = 1−
√
1−4x
2x .
Proof. (a) From Lemma 2.3 (a) and (b), it can be derived easily that LS = (1 + 2x, x)FS. Since(
1
1+2xC(x) , xC(x)
)
(1 + 2x, x) = (1, xC(x)), (a) follows directly from Lemma 3.1 (a). Clauses (b),190
(c), and (d) can be proven similarly. 
12
We conclude this section with the relationships (involving the Catalan and Motzkin numbers)
between the generating functions of P -invariant and inverse P -invariant sequences of the second
kind.
Corollary 4.6. For v ∈ R∞, let hv(x) resp. h−v(x) denote GF (FSv) resp. GF (LSv). Then we195
have the following:
(a) hv(xC(x)) =
1
1+2xC(x)h−v(xC(x)),
(b) h−v(x+ x
2
1−xM(
x
1−x )) =
(
1 + 2x+ 2x
2
1−xM(
x
1−x )
)
hv(x+
x2
1−xM(
x
1−x )) where C(x) =
1−√1−4x
2x
and M(x) =
1−x−
√
(1−x)2−4x2
2x2 .
Proof. Clause (a) follows from Lemma 3.1 and Theorem 4.5 and (b) is due to (4.1). 200
5. A connection between Riordan Involutions and Invariant Sequences
In this section, the Riordan (pseudo) involution R is applied to construct R-invariant sequences of
the first or second kind, as in Definition 2.2. From this, we show that for every Riordan involution
R in the (−1)-Appell subgroup, there exists Bn(n = 1, 2, . . .) in the Appel subgroup such that
R = BnDB−n. Interestingly, for each n = 1, 2, . . . such a Bn can be directly constructed from R205
itself and has a related combinatorial significance for R-invariant or inverse R-invariant sequences
of the first kind.
The following lemma provides a method for constructing R-invariant sequences of the first or
second kind by means of the Riordan (pseudo) involution R itself.
Lemma 5.1. Let U = RD and V = DR, where D = (1,−x). For each positive integer n, let R be a210
Riordan (pseudo) involution. Then the following hold:
(a) the columns of (U +D)n ((R +D)n) are R-invariant sequences of the first kind.
(b) the columns of (U −D)n ((R −D)n) are inverse R-invariant sequences of the first kind.
(c) the columns of (V T +D)n ((RT +D)n) are R-invariant sequences of the second kind.
(d) the columns of (V T −D)n ((RT −D)n) are inverse R-invariant sequences of the second kind.215
Proof. Let U = RD and V = DR where R is a Riordan involution and D = (1,−x). Then for each
positive integer n, since R is a Riordan involution, we have R(U +D)n = (RRD+U)(U +D)n−1 =
(U +D)n resp. RT (V T −D)n = (RTRTD − V T )(V T −D)n−1 = −(V T −D)n, which imply that
each column of (U +D)n is a R-invariant sequence of the first kind resp. each column of (V T −D)n
is an inverse R-invariant sequence of the second kind. The two clauses (b) and (c) are also proven220
similarly. 
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For the (−1)-Appell subgroup, Lemma 5.1 allows us to answer Q8. First, we need a simple
lemma, in which I denotes as usual the infinite identity matrix.
Lemma 5.2. Let R = (g(x), f(x)) be a Riordan matrix with positive main diagonal entries. Then
R+ I is a Riordan matrix if and only if f(x) = x.225
Proof. Let R = (g(x), f(x)) be a Riordan matrix with positive main diagonal entries. If f(x) = x,
then for i = 0, 1, . . ., the generating function of the ith column of R+ I is g(x)xi+xi = (g(x)+1)xi.
So R+I is a Riordan matrix with R+I = (g(x)+1, x). Conversely, assume that R+I = (h(x), l(x))
is a Riordan matrix. Then clearly, we have h(x) = g(x) + 1 and for i = 0, 1, . . ., the ith column
of R + I is (g(x) + 1)l(x)i = g(x)f(x)i + xi, from which we get (g(x)f(x)+x)
2
(g(x)+1)2 =
g(x)f(x)2+x2
g(x)+1 , and230
2xf(x) = f(x)2 + x2. Thus f(x) = x. 
The following theorem is an affirmative answer to Q8 for every Riordan involution R in the
(−1)-Appell subgroup. In particular, for each positive integer n = 1, 2, . . ., the matrix Bn, which is
a Riordan matrix in the Appell subgroup and satisfies the condition R = BnDB−n, can be directly
obtained from the Riordan involution R.235
Theorem 5.3. Let R = (g(x),−x) be a Riordan involution such that the diagonal entries of RD
are positive, where D = (1,−x). Then there exists a Riordan matrix Bn such that R = BnDB−n,
where Bn = ((g(x) + 1)n, x) for each n = 1, 2, . . .
Proof. If R = (g(x),−x) is a Riordan involution, then it follows from Lemma 5.1 that for each
n = 1, 2, . . ., we have R(U +D)n = (U +D)n and R(U −D)n = −(U −D)n, where U = RD. Let
(U +D)n = [xn0 ,x
n
1 ,x
n
2 , . . .] and (U −D)n = [yn0 ,yn1 ,yn2 , . . .]. Then for each n = 1, 2, . . .,
R[xn0 ,y
n
1 ,x
n
2 ,y
n
3 , . . .] = [x
n
0 ,−yn1 ,xn2 ,−yn3 , . . .] = [xn0 ,yn1 ,xn2 ,yn3 , . . .]D,
which can be represented by RBn = BnD where Bn = [xn0 ,y
n
1 ,x
n
2 ,y
n
3 , . . .]. In fact, it follows from
Lemma 5.2 that U + I is a Riordan matrix with U + I = (g(x) + 1, x). Hence for each n = 1, 2, . . .,240
there exists a Riordan matrix Bn such that R = BnDB−n where Bn = (U + I)n = ((g(x) + 1)n, x),
and the proof is complete. 
Claimed next is an answer to Q8.1, namely, that for a Riordan involution R in the (−1)-Appell
subgroup, Bn(n = 1, 2, . . .) has a related combinatorial significance.
Theorem 5.4. Let R = (g(x),−x) be a Riordan involution such that the diagonal entries of RD245
are positive where D = (1,−x). Then there exists a Riordan matrix Bn such that the columns of
Bn for n = 1, 2, . . . are R-invariant or inverse R-invariant sequences of the first kind.
Proof. It directly follows from Lemma 5.1 and Theorem 5.3. 
Remark 5.5. For each Riordan matrix R, let us refer to R+ I as the shifted Riordan matrix of R
by I. In Shapiro’s open questions Q8 and Q8.1, if the condition on B is replaced by integral powers250
of a shifted Riordan matrix by I, one gets more meaningful answers by applying Theorem 5.3. This
is evident in the following theorem.
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Theorem 5.6. Let R be a Riordan (resp., pseudo) involution and let B be a shifted Riordan matrix
of RD (resp., R ) by I. Then for each n = 1, 2, . . ., R = BnDB−n (resp., RD = BnDB−n) such
that the columns of Bn are R-invariant or inverse R-invariant sequences of the first kind.255
To illustrate the above theorem, let R = ((1 + xC(x))C(x), x(1 + xC(x))C(x)), where C(x) =
1−√1−4x
2x . Then R is a pseudo involution [3] with
R =
(
1− x−√1− 4x
x
, 1− x−√1− 4x
)
=


1 0 0 0 0 0 · · ·
2 1 0 0 0 0 · · ·
4 4 1 0 0 0 · · ·
10 12 6 1 0 0 · · ·
28 36 24 8 1 0 · · ·
84 112 96 40 10 1 · · ·
...
...
...
...
...
...
. . .


.
From the previous results, it can be easily derived that for each n = 1, 2, . . ., RD = BnDB−n and the
columns of Bn are R-invariant or inverse R-invariant sequences of the first kind, where B = R + I.
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