Mississippi State University

Scholars Junction
Theses and Dissertations

Theses and Dissertations

8-6-2021

Annealing enabled immune system algorithm for multi-waypoint
navigation of autonomous robots
Elakiya Jayaraman
elakiyajayaraman1989@gmail.com

Follow this and additional works at: https://scholarsjunction.msstate.edu/td

Recommended Citation
Jayaraman, Elakiya, "Annealing enabled immune system algorithm for multi-waypoint navigation of
autonomous robots" (2021). Theses and Dissertations. 5205.
https://scholarsjunction.msstate.edu/td/5205

This Graduate Thesis - Open Access is brought to you for free and open access by the Theses and Dissertations at
Scholars Junction. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator of
Scholars Junction. For more information, please contact scholcomm@msstate.libanswers.com.

Annealing enabled immune system algorithm
for multi-waypoint navigation
of autonomous robots

By
Elakiya Jayaraman

Approved by:
Chaomin Luo (Major Professor)
John Ball
Seungdeog Choi
Chun-Hung Liu
Jenny Du (Graduate Coordinator)
Jason M. Keith (Dean, Bagley College of Engineering)

A Thesis
Submitted to the Faculty of
Mississippi State University
in Partial Fulfillment of the Requirements
for the Degree of Master of Science
in Electrical and Computer Engineering
in the Department of Electrical and Computer Engineering

Mississippi State, Mississippi
August 2021

Copyright by
Elakiya Jayaraman
2021

Name: Elakiya Jayaraman
Date of Degree: August 6, 2021
Institution: Mississippi State University
Major Field: Electrical and Computer Engineering
Major Professor: Chaomin Luo
Title of Study: Annealing enabled immune system algorithm for multi-waypoint navigation of
autonomous robots
Pages of Study: 112
Candidate for Degree of Master of Science

In real world applications such as rescue robots, service robots, mobile mining robots, and
mine searching robots, an autonomous mobile robot needs to reach multiple goals with the shortest
path while avoiding obstacles. In this thesis, we propose Artificial Immune System (AIS) based
algorithms and two hybrids based on AIS associated with the Simulated Annealing (SA) algorithm and Voronoi Diagram (VD) for real-time map building and path planning for multi-goal
applications. A global route is initially planned by the Immune System Algorithm (ISA). Then
the created path is used to guide the robot to multiple waypoints following the foraging trail. An
AIS-based point-to-point navigator is also proposed and tested here, which is used to navigate the
robot along a collision-free global route. The proposed hybrid ISA model integrated with SA or
VD algorithm aims to generate paths while a mobile robot explores terrain with map building in an
unknown environment. We explore the ISA algorithm with simulation and comparison studies to
demonstrate the capability of the proposed hybrid model of AIS and SA or AIS and VD algorithms
in achieving a global route with minimized overall distance.

Simulation and comparison studies validate the efficiency and effectiveness of the proposed hybrid models. They also confirm that concurrent multi-waypoint navigation with obstacle avoidance
and mapping of an autonomous robot is successfully performed under unknown environments.

Key words: Point-to-point Navigation, Immune System Algorithm, Simulated Annealing, Voronoi
Diagram, Path Planning, Multi-waypoint Path Planning, Point-to-point Navigator.

DEDICATION

I wish to dedicate this work to my son Rubesh Rooban whose smile, love and laugh made
every day special. I would also like to dedicate it to my husband Dr. Rooban Venkatesh K G
Thirumalai, whose assistance and understanding made it possible for me to undertake and complete
this endeavor.

ii

ACKNOWLEDGEMENTS

I like to express my sincere gratitude to advisor Dr. Chaomin Luo for his continued support
throughout my graduate studies. I would also like to thank him for his motivation, guidance in
pursuing research. Also, I would like to thank him for spending time in helping me improve my
research paper and thesis. Also, I offer my sincere thanks to Tingjun Lei for his help and guidance
throughout my graduate research. I have always relied upon him for quick research information
and research skills.
I would also like to thank Interim ECE Department Head Dr. James Fowler and Graduate
Coordinator Dr. Jenny Du for financially supporting me as a Teaching Assistant for the entire
duration of my graduate studies. I thank Dr. Bryan Jones and Dr. Bo Tang, who guided me while
I was a TA. I would be amiss if I didn’t thank my son, my husband, my family, and my friends for
their incredible support throughout my years in graduate school and before.

iii

TABLE OF CONTENTS

DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

ii

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

vi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

vii

LIST OF SYMBOLS, ABBREVIATIONS, AND NOMENCLATURE . . . . . . . . . . .

xii

CHAPTER
I.

II.

INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

1.1
1.2
1.3

Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Thesis Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Organization of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . .

3
4
5

LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

2.1
Dĳkstra’s, D* and A* Algorithm . . . . . .
2.2
Probabilistic Road Maps (PRM) approach .
2.3
Rapidly exploring random tree (RRT) . . .
2.4
Water Cycle Algorithm (WCA) approach .
2.5
Brain storm optimization algorithm . . . .
2.6
Voronoi diagram and Fermat’s spirals . . .
2.7
Fuzzy Logic . . . . . . . . . . . . . . . .
2.8
Partial Differential Equation . . . . . . . .
2.9
Hough Transform . . . . . . . . . . . . . .
2.10
Bio-inspired Algorithms . . . . . . . . . .
2.10.1
Bio-inspired Neural Network . . . .
2.10.2
Ant Colony Optimization (ACO) . .
2.10.3
Bacterial Foraging Algorithm . . . .
2.10.4
Genetic Algorithm . . . . . . . . .
2.10.5
Particle Swarm Optimization (PSO)
iv

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

9
14
15
17
17
17
18
18
19
19
20
23
24
25
26

2.10.6
Firefly Algorithm . . . . . . . . . . . .
2.10.7
Artificial Bee Colony Algorithm (ABC)
2.10.8
Differential Evolution Algorithm . . . .
2.11 Summary . . . . . . . . . . . . . . . . . . . .
III.

IV.

V.

VI.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

27
28
28
29

IMMUNE SYSTEM ALGORITHM . . . . . . . . . . . . . . . . . . . . . . . .

58

3.1
3.2
3.3
3.4

58
60
62
63
65
66
67

Human Immune System . . . . . . . . . . . . . . . . . . . . . . . . . .
ISA for multi-goal sequence assignment . . . . . . . . . . . . . . . . . .
ISA for Path Planning . . . . . . . . . . . . . . . . . . . . . . . . . . .
Real-time Concurrent Mapping and Multigoal Navigation . . . . . . . .
3.4.1
Robot Simulation Setup . . . . . . . . . . . . . . . . . . . . . . .
3.4.2
Comparison of the Proposed ISA Model Path Planning ACO . . .
3.4.3
Simulation of Proposed ISA Model Multi-target Path Planning . .
3.4.4
Comparison of the Proposed ISA Multi-target Path Planning Model
with Genetic Algorithm . . . . . . . . . . . . . . . . . . . . . . .

67

SIMULATED ANNEALING ASSISTED IMMUNE SYSTEM ALGORITHM .

82

4.1
4.2
4.3
4.4

.
.
.
.

82
83
83
84

VORONOI ASSISTED IMMUNE SYSTEM ALGORITHM . . . . . . . . . . .

91

5.1
5.2

Voronoi Diagram Assisted Immune System Algorithm (VD+ISA) . . . .
Dynamic Window Approach Algorithm for motion planning . . . . . . .

91
94

CONCLUSION AND RECOMMENDATIONS . . . . . . . . . . . . . . . . . .

103

6.1
6.2

Annealing . . . . . . . . . . . . . . . . .
Simulated Annealing . . . . . . . . . . .
Hybrid Simulated Annealing assisted ISA
SA+ISA Results and Discussion . . . . .

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

.
.
.
.

Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

APPENDIX

v

106

LIST OF TABLES

3.1

Comparison of path length (Fig. 15 case 4 in [32] . . . . . . . . . . . . . . . . . .

66

3.2

Comparison of path length (Fig. 2 in [12]) . . . . . . . . . . . . . . . . . . . . .

68

4.1

Comparison of Iterations to reach optimal solution for 18-waypoint in [51] by ISA
and SA+ISA in 500 runs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

85

vi

LIST OF FIGURES

1.1

Overview of steps involved in autonomous navigation. Redrawn from [22] . . . . .

6

1.2

Multi-waypoint Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

2.1

Example of Dĳkstra’s Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . .

9

2.2

An illustration of section of the experimental environment represented by a binary
occupancy grid map.The free space is colored white while obstacles are colored
black.Reprinted [10] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

10

An illustration of a section of the experimental environment represented by a
weighted occupancy grid map. The free space is colored white, obstacles are
colored black, and unoccupied space is colored by shades of gray based on safety
cost.Reprinted [10] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

11

Comparison of computation counts based on four goal selection strategy in Multi
goal path planning for an industrial robot. Random pair selection (P0), nearest pair
selection (P1), nearest goal selection (P2), and adaptive pair selection (P3).Reprinted
[74] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

13

Performance of GRRT and GPRM on the unicycle robot using Bundle of final
trajectories, with probability of success, 𝑝 𝑠 =100%. Redrawn from Ref. [8] ©2018,
IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

14

Multiple Waypoints Path Planning using Multi-RRT*. Redrawn fron Ref. [43]
©2018, IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

15

Partially Grown random trees from target. Figure obtained from Ref. [70] ©, 2019,
IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

30

Fully grown random trees from target resulth in identyfing the shortest multi target
path. Figure obtained from Ref. [70] ©, 2019, IEEE . . . . . . . . . . . . . . . .

31

Path modelled using WCA. Reprinted [67] ©, 2018, IEEE . . . . . . . . . . . . .

32

2.3

2.4

2.5

2.6

2.7

2.8

2.9

vii

2.10

Illustrates solution of Brain Storm Optimization in a test environment with 10
obstacles. Redrawn [68] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

33

2.11

Construction of Fermat Spiral link.Reprinted [6] . . . . . . . . . . . . . . . . . .

34

2.12

Main modules in the presented continuous curvature path planning software. Reprinted
[6] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
35

2.13

Motion path of the cushion robot using fuzzy logic path planning. Redrawn [64] .

36

2.14

Six Waypoint Mine Clearance Mission Each path is colored by the effective vehicle
speed and overlaid by the currents encountered along the path.Reprinted [24] . . .

37

Application of Hough transform for grid Map calculation in Multi-objective Path
Planning. Reprinted [1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

38

2.16

Taxonomy of Bio-inspired Algorithm . . . . . . . . . . . . . . . . . . . . . . . .

39

2.17

Biological Neuron illustration. Image obtained from [56] . . . . . . . . . . . . . .

40

2.18

Simplified model of a single neuron . . . . . . . . . . . . . . . . . . . . . . . . .

40

2.19

Simplified general neural network model of a neural network.Redrawn [56] . . . .

41

2.20

Overview of Different Types of Neural Networks. [45] Reprinted ©Fjodor van
Veen-asimovinstitute.org . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

42

HNN algorithm for TSP applied in a 15-waypoint workspace in [50]. Reprinted
©2016, IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

43

Simulation result of the vehicle in an unknown workspace with 15-waypoint by the
HNN-based TSP model proposed in [50].Reprinted ©2016, IEEE . . . . . . . . .

44

Robot navigation paths using proposed DRNFS for four different start and goal
positions. S represents the robot’s starting position. The black arrow indicates the
robot heading direction at the starting position, and G represents the robot goal
position. Each subfigure represents a robot obstacle-avoiding case with different
goal position [9].Reprinted ©2012 IEEE . . . . . . . . . . . . . . . . . . . . . . .

45

2.24

Segmentation and progression of Path planning using SOM.Reprinted [21] . . . .

46

2.25

Ant’s path planning behavior during foraging. The basis of Ant Colony Optimization
(ACO). Redrawn [72] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

46

2.15

2.21

2.22

2.23

viii

2.26

Illustration shows the final trajectory(shown in blue line) of the proposed ACO
model. Reprinted [44] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

47

2.27

Illustration of path generated by ALO model (redrawn from [77]) . . . . . . . . .

48

2.28

Path planning of multi waypoint problem using genetic algorithm. Redrawn [12]. .

49

2.29

The trajectory of the best path obtained by the proposed IGA. Redrawn [75] . . . .

50

2.30

Rover exploration of terrain using new potential filed using genetic algorithm.
Reprinted [60] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

51

Path suggested by PSO algorithm for 17-waypoint workspace. [51] Reprinted ©,
2016, IEEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

52

Final path of the robot in an unknown workspace with 17-waypoint by the proposed
PSO-based TSP model. [51] Reprinted ©, 2016, IEEE . . . . . . . . . . . . . . .

53

Comparison of multi objective optimal paths obtained by Dĳkstra’s algorithm
(dashed red line) and CMOPSO (solid blue line).) [52] . . . . . . . . . . . . . . .

54

Illustrates solution for two different maps using multi objective firefly algorithm.
Redrawn [30] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

55

2.35

Local minima problem solution obtained by ABC algorithm. Redrawn [23] . . . .

56

2.36

Flowchart of Differential Evolution Algorithm Redrawn [41] . . . . . . . . . . . .

57

3.1

Aerial cartoon of multiway point navigation. . . . . . . . . . . . . . . . . . . . .

61

3.2

Description of variables used in the Algorithm . . . . . . . . . . . . . . . . . . .

62

3.3

Algorithm of a function to calculate distance between two waypoints . . . . . . . .

63

3.4

Algorithm of a function to calculate minimum path and its pathlength of the provided
paths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

64

Immune System algorithm for calculating optimized path and its length for the
provided waypoints and parameters . . . . . . . . . . . . . . . . . . . . . . . . .

69

3.6

Illustration of ISA point-to-point navigation. . . . . . . . . . . . . . . . . . . . .

70

3.7

ISA algorithm for robot path planning. . . . . . . . . . . . . . . . . . . . . . . . .

70

2.31

2.32

2.33

2.34

3.5

ix

3.8

Polar histogram of obstacles in workspace with VFH method (redrawn from [69] .

71

3.9

The sensor configuration for multi-waypoint navigation and mapping. . . . . . . .

71

3.10

Robot navigation using ACO model . . . . . . . . . . . . . . . . . . . . . . . . .

72

3.11

Robot navigation using improved ACO model

. . . . . . . . . . . . . . . . . . .

73

3.12

Robot navigation using proposed ISA model

. . . . . . . . . . . . . . . . . . . .

74

3.13

ISA algorithm for TSP applied in a 17-waypoint workspace

3.14

Final trajectory of the proposed ISA model avoiding obstacle

3.15

The fitness value progression over iterations

. . . . . . . . . . . .

75

. . . . . . . . . . .

76

. . . . . . . . . . . . . . . . . . . .

77

3.16

ISA based multi-targets robot navigation trajectory generated in the middle stage .

78

3.17

ISA based multi-targets robot navigation map generated in the middle stage . . . .

79

3.18

Comparison studies with Davies’s model. (a) planned trajectory by Davies’s model
(redrawn from [12]); (b) planned trajectory by our ISA model; (c) illustration of
robot trajectory generated at the end; (d) illustration of the map built at the end. . .

80

Approximate estimation of the order of the algorithm with a different number of
waypoints. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

81

Grain structures of pre-strained samples (a) no-annealing, then annealed 10 s at (b)
410 1C, (c) 425 1C, and (d) 450 1C. Reprinted [73] . . . . . . . . . . . . . . . . .

86

4.2

Simulated Annealing Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . .

87

4.3

Multi-waypoint TSP solved by PSO in a 17-waypoint workspace [51] . . . . . . .

88

4.4

Multi-waypoint TSP from [51] solved only using SA . . . . . . . . . . . . . . . .

88

4.5

Multi-waypoint TSP from [51] solved using proposed SA+ISA . . . . . . . . . . .

89

4.6

Multi-waypoint TSP solved using SOM in a 62-waypoint workspace [20] . . . . .

89

4.7

Multi-waypoint TSP from [20] solved only using SA . . . . . . . . . . . . . . . .

90

4.8

Multi-waypoint TSP from [20] solved using proposed SA+ISA . . . . . . . . . . .

90

3.19

4.1

x

5.1

Input map or a maze to be traversed by the robot . . . . . . . . . . . . . . . . . .

95

5.2

General Voronoi diagram of the Input map . . . . . . . . . . . . . . . . . . . . .

96

5.3

Pixel Map extracted from General voronoi diagram and meetpoints assigned . . . .

97

5.4

Waypoints added to the Pixel Map extracted from General Voronoi diagram . . . .

98

5.5

Graph representing waypoints, meeting point, and path distance between these nodes. 99

5.6

Optimized path calculated using ISA . . . . . . . . . . . . . . . . . . . . . . . . .

100

5.7

Dynamic Window trajectories and effective path.Reprinted [62] . . . . . . . . . .

101

5.8

Optimized Path output from ISA traversed by DWA local navigator with new obstacles102

xi

LIST OF SYMBOLS, ABBREVIATIONS, AND NOMENCLATURE
LiDAR Light Detection and Ranging
RADAR Radio Detection and Ranging
GPS Global Positioning System
AIS Artificial Immune system
ISA Immune System Algorithm
PSO Particle Swarm Optimization
HNN Hopfield Neural Network
SOM Self Organizing Maps
TSP Travelling Salesman Problem
RRT Rapidly-exploring Random Tree
ACO Ant Colony Optimization
BNN Bio-inspire Neural Network
BFA Bacterial Foraging Algorithm
SA Simulated Annealing
VD Voronoi Diagram

xii

CHAPTER I
INTRODUCTION

Autonomous Robots are robots that perform operations without any external influence, such
as human guidance with a high level of autonomy. Many requirements have to be satisfied to
create a fully functional autonomous robot. One such requirement is autonomous navigation.
Autonomous navigation means that the robot can plan and execute a path avoiding any obstacles
without human intervention. Autonomous robot navigation is one broad problem with many subproblems that have to be solved optimally to realize a fully autonomous robot. Figure 1.1 on
page 6 below can outline the general steps involved in autonomous navigation. The steps are
Perception, Exploration, Mapping, Localization, Planning, and Path execution[22]. The first step,
Perception, obtains needed information about the environment using available sensors such as
LiDAR, RADAR, GPS, Proximity Sensor, etc. The second step is Exploration, where the robot has
to develop a strategy to move in a manner that would improve understanding of its environment,
so it can better navigate it. Next is mapping, where the robot has to convert the data obtained
from sensors and information accrued from exploration to construct a spatial representation of
its surrounding. After which, in the localization step, the robot uses information obtained so far
to estimate its position within the spatial map is created. Then comes planning, where the robot
comes up with a strategy to find an optimal path to its destination. Finally, Path execution is where

1

the robot uses motors to move towards its goal along the route planned while avoiding obstacles
and tackling any environmental changes.
Each of these steps is a complex problem that has to be addressed separately. One significant
sub-problem that this thesis aims to address is Path Planning. Path Planning is the step involved
in calculating an optimal path for the robot to reach its destination. Path Planning can be divided
into three basic types based on the type of robot objective. The three types of path planning are
Point-to-point path planning, Multi-waypoint Path Planning, and complete coverage path planning.
Point-to-point path planning is a motion strategy that aims to calculate a path from the starting
point to a goal location with the least distance. A more complex but relevant navigation problem is
called multi-waypoint navigation. The path planner aims to find an optimal path through multiple
waypoints while traversing the environment to its destination. This complex problem is crucial
for autonomous vehicles, service, and exploratory robots. In Complete Coverage Path Planning
(CCPP), the aim is to calculate a path that would make the robot pass through the whole area. This
type of path planning is required for the vacuum robot to clean the entire workspace. On the other
hand, point-to-point navigation is needed for different applications like agricultural robots, mining
robots, and mine detection robots. It is also required for rescue robots and autonomous vehicles.
According to a report published by Allied Market Research, the global autonomous vehicle market
is expected to be valued at $54.23 billion in 2019. It is projected to reach $556.67 billion by 2026,
with an expected annual growth of 39.47% from 2019 to 2026. [34] This economic projection
clearly shows the immense economic potential of autonomous vehicles and, hence, the need to
develop better algorithms needed to address each step in autonomous navigation. In all the above
applications, the basic requirements for the independent operation of these robots include path
2

planning and mapping. Both path planning and mapping are crucial to autonomous navigation
that needs to be solved before developing a fully autonomous exploration robot. This chapter
will describe the problem statement with a brief introduction to path planning, followed by the
Objective of this thesis. Later, the contribution of this thesis will be listed. Finally, we will outline
the organization of this thesis.

1.1

Problem Statement

Multi-waypoint navigation is a very critical need in rescue and service robots. A lot of research
has been done in this area. Though the research has been extensive, there are still many opportunities
for improvement. The initial effort in this area has been made using a purely mathematical method
to solve the problem to find the optimal solution, which proved to be very resource-intensive and
led to a more relaxed approach by lowering the requirement in finding the optimal path. This new
approach has led to a whole array of algorithms that can quickly find a sub-optimal solution at a
fraction of the time required to calculate the optimal solution.
The Figure 1.2 on page 7 is used here to explain the multi-waypoint problem better. Consider
a scenario where some people are trapped in a building after an unstable earthquake and can
potentially collapse. A simplified floor plan of the building is shown in Figure 1.2 on page 7 below.
In addition, the obstacles are shown in red; the origin is shown as a black dot; finally, the survivors
are shown in blue dots and are numbered 1,2and 3. We need to deliver an emergency supply of
food and medicine to all the survivors expediently. Finding the shortest path to service all the
waypoints is the multi-waypoint problem. In this case, two different approaches are shown, one in
blue and another in green. The blue path is [O 1 3 2 O], whereas the green path is [O 1 2 3 O]. Both
3

these paths satisfy the requirement of reaching all the survivors, but their path lengths differ. So,
the general Multi-WayPoint Problem (MWPP) is planning an optimal path that can service all the
waypoints with the shortest distance and then traversing the path avoiding the obstacles. There are
many approaches to this problem; one method involves considering the obstacles during initial path
planning and utilizing the reduced workspace to our advantage. Another subdivides the problem
further into two parts. First, finding the order of waypoints with the least path distance is called
Traveling Salesman problem (TSP) without any obstacles, followed by traversing the path/solution
obtained from TSP followed navigating the path one waypoint at a time. When an obstacle is
encountered, the new information is processed to obtained course correction. Both these methods
are used here in two different algorithms, and the results are discussed in the upcoming chapters.

1.2

Thesis Objective

The principal goal of this thesis is to implement an algorithm that could improve the effectiveness and efficiency of multi-waypoint path planning and navigation. Since many bio inspired
algorithm have displayed an unique property of simplicity and scalability. We have explored some
common bio inspired algorithm and chose Artificial Immune System Algorithm (AIS) or Immune
System Algorithm (ISA) and modified it for mapping and multi-waypoint navigation. In addition, we will combine the proposed ISA with another well-established algorithm like simulated
annealing and Voronoi Diagram to create a hybrid algorithm, namely Simulated annealing assisted
ISA (SA+ISA)and Voronoi Diagram assisted ISA (VD+ISA). As discussed previously, there are
many approaches to tackling the multi-waypoint problem in an obstacle-filled environment. One
4

approach of subdividing the problem into sub-problems is used in SA+ISA. Another approach of
using the obstacle to reduce the workspace is used in the case of VD+ISA. The approach utilized
by these hybrids algorithm provide new direction for autonomous navigation where robot can use
the obstacle map to decide the best algorithm to use for navigation based on obstacle density. This
outlines a direction for future research that could have a high impact on autonomous navigation.

1.3

Organization of this Thesis
This thesis is broken up into four chapters. Chapter 2 contains a literature review of previous

works concerning path planning algorithms and multi-waypoint problems. It also provides a
background to various bio-inspired algorithms, including Ant colony Optimization and Neural
Networks. Chapter 3 discusses the Immune system Algorithm and then explores multi-waypoint
navigation using the Immune system Algorithm, including point-to-point navigation in an obstaclefilled environment. Chapter 4 introduces the Simulated Annealing Assisted Immune System
algorithm for Multi waypoint navigation, its working, and results. Chapter 5 introduces the
Voronoi-assisted Immune System algorithm for Multi waypoint navigation, its working, and results.
Chapter 6 is the final chapter, which summarizes the work undertaken during the project, followed
by a bibliography.
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Figure 1.1
Overview of steps involved in autonomous navigation. Redrawn from [22]
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Figure 1.2
Multi-waypoint Example
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CHAPTER II
LITERATURE REVIEW

There are many ways to approach Multi-waypoint Path Planning for autonomous robots. One
approach to solving multi-waypoint problems involves initially solving the Travelling Salesman
Problem (TSP). TSP is a combinatorial optimization problem that is considered NP-Hard. It was
described as early as 1832 and was first formulated by W.R. Hamilton and Thomas Kirkman as
"Given a list of cities and the distances between each pair of cities, what is the shortest possible
route that visits each city exactly once and returns to the origin city?". Over the years, it was
rephrased and reanalyzed using different methods. The initial attempts were purely mathematical,
searching for the exact solution. However, researchers found the run time of these algorithms to be
highly dependent on the number of waypoints. The crude brute force method has an order of O(n!)
where n is the number of waypoints which was followed by the Held-Karp Algorithm with order
O(n2 2n ). Further efforts have yielded slight improvement over the years, and an algorithm with
an order better than O(1.999n ) is yet to be found. In this chapter, we will explore some previous
work in multi-goal path planning and navigation. Some well-established algorithms and methods
are briefly discussed in this section.
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Figure 2.1
Example of Dĳkstra’s Algorithm

2.1

Dĳkstra’s, D* and A* Algorithm
We can find the optimal path using many classical methods. Initial efforts were purely mathe-

matical based on graph theory, Linear programming, and some based differential equation. Some
of those classical methods intended to find the exact solution are briefly discussed here.
One of the most classic search algorithm conceived by Edsger W. Dĳkstra for finding the
shortest path between nodes in graphs is Dĳkstra’s Algorithm. [14] Currently, there are many
variants to improve the efficiency and tackle some of its shortcomings. The most common variant
is briefly described below with an example. Figure 2.1 show a connected graph which a starting
node named ’S’ and destination node ’E.’ Dĳkstra’s algorithm starts with node S and finds the
nearest node, which in this case is node ’A’ and the cumulative path length to reach ’A’ is one
unit. Next, the closest node that isn’t previously visited is selected, either ’B’ or ’C.’ First, we can
9

Figure 2.2
An illustration of section of the experimental environment represented by a binary occupancy
grid map.The free space is colored white while obstacles are colored black.Reprinted [10]

traverse to ’C,’ where we get a cumulative distance of three units. Similarly, we get three units at
’B.’ This process is repeated for nodes ’B,’ ’C’ and ’D’ until we explored the destination node of
’E.’ The optimal cumulative path length is found to be four units. Theoptimal path is found to be
[S A B E]. Dĳkstra’s algorithm variants have been effectively used in network routing, vehicular
navigation, and robot path planning. [33] [19] [57]
In [33], the author uses Dĳkstra’s algorithm for maze robot path planning showing its effectiveness even in the case of a complex maze, whereas in [19] a variation Dĳkstra’s algorithm is
used to perform indoor Robot navigation. In this variant, a multi-layer dictionary is used as a data
structure to store path information. A multi-layer dictionary helps in sorting paths and discovering
the shortest route with the lowest number of turns.
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Figure 2.3
An illustration of a section of the experimental environment represented by a weighted occupancy
grid map. The free space is colored white, obstacles are colored black, and unoccupied space is
colored by shades of gray based on safety cost.Reprinted [10]

Ref. [10] presents a two-way D* algorithm for path planning inspired by Witkowski’s and
D* algorithm. In this algorithm, the weighted graph is searched as in Witkowski’s algorithm in
both directions, but D* is used instead of breadth-first search (BFS) to explore the tree. This
approach yields a shorter and more natural-looking path compared to the D* algorithm. Though
this algorithm can be computationally more expensive compared to the D* algorithm, it can
be limited to hierarchical searches during re-planning, which can improve its efficiency without
affecting its effectiveness. However, since much better variations of the algorithm in terms of
effectiveness and efficiency have been developed, this classical algorithm has not often been used
for recent multi-waypoint problems. Figure 2.2 on the preceding page and Figure 2.3 illustrate the

11

path planning using two way D* algorithm on an experimental environment using a binary and a
weighted occupancy grid, respectively.
A* is another search algorithm that is generally preferred over Dĳkstra’s algorithm due to
its effectiveness in finding the optimal path. The main difference between the above discussed
Dĳkstra’s Algorithm and A* is the heuristic cost function. A* algorithm can be mathematically
described as
𝑓 (𝑛) = 𝑔(𝑛) + ℎ(𝑛)
Where 𝑓 (𝑛) is the function that has to be minimized, 𝑛 is the next node on the path, 𝑔(𝑛) is the
cost of the path from the selected start node to n, and ℎ(𝑛) is a heuristic function that helps in
calculating the cost from n to goal. If ℎ(𝑛) is not considered A* Algorithm become Dĳkstra’s
Algorithm where 𝑓 (𝑛) = 𝑔(𝑛). A* algorithm uses the destination coordinates to calculate the
distance from the start node and the distance from the current node. The combination of this
distance is used to traverse or choose the next node. This process helps select a node more likely
to be in the optimal path, thereby reducing unwanted traversals to other nodes. Still, due to the
presence of a heuristic function, there is a higher storage requirement.
Both these classic algorithms help find optimal paths. Yet, they are not extensively investigated
for multi-waypoint problems due to their resource-intensive nature, increasing the number of
waypoints or the search space. Yet, they form the basis for other algorithms used for multiwaypoint navigation and hence deserve attention.
In [25], The author utilizes a modified A* algorithm for path planning mobile robots based
on a grid map. Multiple modifications of the A* algorithm were tested and compared over the
traditional A* algorithm, including React angular Symmetry Reduction (RSR), Jump Point Search
12

Figure 2.4
Comparison of computation counts based on four goal selection strategy in Multi goal path
planning for an industrial robot. Random pair selection (P0), nearest pair selection (P1), nearest
goal selection (P2), and adaptive pair selection (P3).Reprinted [74]

(JPS), Basic Theta*, and Phi*. Generally, JPS (A*) was found to outperform other variations in
terms of computational time. Also, maps with low symmetry Basic Theta* were found to perform
well, providing a path with the least path length.
The multi-waypoint problem is not restricted to autonomous vehicles alone. It can also apply
to industrial robots such as spot welding robots, Printed Circuit Boards (PCB) assembly robots,
etc. In [74] the author uses A* in Multi goal path planning for industrial robots where traditionally
point-to-point path planning algorithms are standard. For the Multi-waypoint problem, the author
used four different goal selection methods random pair selection (P0), nearest pair selection (P1),
nearest goal selection (P2), and adaptive pair selection (P3). The nearest goal selection and adaptive
pair selection methods were very favorable as they accelerated the computation and resulted in
reduced cost. We can visualize this improvement in computation time in the Figure 2.4.
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Figure 2.5
Performance of GRRT and GPRM on the unicycle robot using Bundle of final trajectories, with
probability of success, 𝑝 𝑠 =100%. Redrawn from Ref. [8] ©2018, IEEE

2.2

Probabilistic Road Maps (PRM) approach

The probabilistic road map (PRM) is another very well-known method of robot path planning
introduced by Lydia E. Kavraki [38]. It is generally used to solves the motion planning problem
of determining the best path connecting the starting and the goal configuration. In this method,
random points are selected in the obstacle-free parts of the workspace. These points are generally
connected to a set number of nearest neighbors. Once the roadmap is sufficiently dense, the starting
and goal points are added to a graph search algorithm. This process creates a graph that We can
then use to find a path suitable for robot navigation. The random nature of the algorithm and the
weak constraint on the choice of points or samples allows the algorithm to find a path with high
certainty if a path exists when the number of samples is increased.
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Figure 2.6
Multiple Waypoints Path Planning using Multi-RRT*. Redrawn fron Ref. [43] ©2018, IEEE

In [8], Chakravothy and Kumar created a generalized Probabilistic sampling-based planner
based on both PRM and RRT. This hybrid planner, in comparison to traditional methods, provides
a significant advantage of being probabilistically complete. Probabilistically complete means if
a solution exists given enough iterations, the planner can find a solution. Although the method
is effective, it has to be optimized using sophisticated sample strategies to increase its efficiency
and probability of success. Figure 2.5 on the previous page shows the performance of GRRT and
GPRM on the unicycle robot using a Bundle of final trajectories, with a probability of success, 𝑝 𝑠
= 100%.

2.3

Rapidly exploring random tree (RRT)
Rapidly exploring Random Tree (RRT) is a search algorithm that can be used for path planning

efficiently. RRT works by constructing a random tree that randomly grows, searching the given
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region until a satisfying solution. [42] [43] The tree grows randomly, but it still is inherently biased
towards filling the unsearched area. Steven M. LaValle developed this algorithm, and James J.
Kuffner Jr. [42] [43]. There are many variations and improvements of this algorithm that have
drawn much interest in the research community. This algorithm’s common variations are Informed
RRT*, RRT*-sharp, Regional Accelerated BIT*(RABIT*), etc. [54] The common limitations of
RRT algorithms are slow convergence and high memory requirements for post-processing which
its variations try to improve. [54] RRT* is one such variation that is employed in [43] to deal with
the multi-waypoint problem as in figure 2.6 on the preceding page.
In [43], the author presents a new approach to solving multi-waypoint problems using a variation
of RRT*, in which multiple random trees are constructed, initiating at multiple waypoints. Once the
trees grow and merge into a single tree, the optimum route is found. This algorithm is demonstrated
using Turtlebot2 with Robot Operating System (ROS) in an experimental home environment. The
algorithm shows promising results, which show quick convergence in comparison to two other
variations of RRT, namely RRT*-basic and RRT*-bias. [43]
In [70], the author presented a novel space-filling forest (SFF) algorithm which simultaneously
builds multiple trees from target locations that expand in all directions. This expansion continues
incrementally until the trees either touch each other or encounter an obstacle. Once all the trees are
connected, the shortest collision-free path is found, which generally has a lot of zig-zag due to the
random nature of tree growth. This zig-zag path is then smoothed by repeated removal of unwanted
nodes. This approach has the advantage of finding multiple targets at once instead of one target at
a time, which is the case for Rapidly exploring Random Tree (RRT) and is computationally less
demanding than the Probabilistic Road maps (PRM) approach.
16

2.4

Water Cycle Algorithm (WCA) approach
Water Cycle Algorithm (WCA) is a nature-inspired algorithm applied to many optimizations

and design problems in engineering. Eskandar proposed it in 2012 [18]. It was developed by
observing the water cycle and how rivers and streams always flow to the sea. This algorithm has
many variations, including one of which included additional parameters such as evaporation rate
further to improve its performance [61]. A recent implementation of WCA is a swarm intelligencebased water cycle algorithm by Tuba et al. [67] showed the effectiveness of this algorithm for path
planning. Figure 2.9 on page 32 illustrated one such path modeled using WCA.

2.5

Brain storm optimization algorithm
BrainStorm Algorithm is a swarm intelligence-based algorithm imitating the Brainstorming

process in decision making. Generally, during a brainstorm, good ideas are considered, and bad
ideas are discarded. This process preferentially promotes better ideas, and as time progresses, we
can eventually reach a much better or optimal idea. This brainstorming process is incorporated
in the improved BSO algorithm [68], where the author uses this algorithm for path planning with
obstacles. The results were compared with other algorithms, including PSO and its variants,
to show its superiority. One such path planning using BSO with ten obstacles is conducted in
figure 2.10 on page 33.

2.6

Voronoi diagram and Fermat’s spirals
In [6] the author presents a two-dimensional continuous curvature path planning based on the

Voronoi diagram and Fermat’s spirals. For mobile robots, it is generally possible to stop, turn and
then accelerate towards the new heading, but it is not the case for UAVs and other vehicles here.
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The proposed uses Fermat’s spiral to create a continuous curved path that eliminates sharp turns.
Figure 2.11 on page 34 shows how a path P1, P2, and P3 is converted to a curve by eliminating P2.
This method is beneficial when tackling static obstacles as it can reduce the sharp turn by replacing
it with the minor curvature path, which is collision-free. Also, the path is shorter than the proposed
collision-free path by the Voronoi diagram. Besides, adding kinetic and dynamic constraints can
further be used to customize the final path making it more efficient, and practical.Figure 2.12
on page 35 shows the general modules in the path planning software to implement the proposed
algorithm.

2.7

Fuzzy Logic
Fuzzy logic is multi-valued logic that We can use to decide an imprecise or vague environment.

Sun and Yu proposed a fuzzy logic-based robot path planner [64]and implemented the same using
a cushion robot. The proposed path planner used on the cushion robot considers angular velocity
constraints to ensure safety to its user, hence avoiding accidents. The simulation results shown in
Figure 2.13 on page 36 illustrate path planned using fuzzy logic-based nonlinear path planner and
are compared with Potential Field based path planner.

2.8

Partial Differential Equation
In [24], the author demonstrates the use of classical Partial Differential Equation (PDE) to

calculate and plan multi-waypoint missions for Marine vehicles. In this paper, the author uses
a highly dynamic ocean flow of the complex Philippines Archipelago as an environment for
simulation. Six waypoints are assigned, and the best path is calculated based on partial differential
equations and prioritized based on the time required to travel, avoiding the islands and the complex
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archipelago region. The planned path has to consider the ocean currents and utilizes its direction
intelligently to reduce travel time. figure 2.14 on page 37 shows how the ocean currents affect the
different paths and their corresponding travel time of the marine vehicle.

2.9

Hough Transform
Hough Transform is an image processing technique to extract features by converting a real space

image to a parameterized space. This algorithm was initially developed to identify lines but later
extended to identify circles, ellipses, and other arbitrary shapes using template matching. In [1] the
author uses Hough transform to create a grid map from a gray image of the moving environment
as shown in Figure 2.15 on page 38. This information establishes a global environment for multiwaypoint path planning using a simple path search tree. The author also utilizes Hough transform
to identify cases that do not have a solution to avoid unwanted computation. For example, if either
of the source or the target is separately surrounded by obstacles entirely, there is no solution, and
hence no computation is required. The main advantage of this method is search time is short
with no search explosion with an increasing number of waypoints. Furthermore, by varying the
evaluating method, We can extend this system to multi robots as well.

2.10

Bio-inspired Algorithms

Bio-inspired Algorithms are algorithms used in computation for solving various problems
based on models from biology. The models are generally based on biological evolution, social
behavior, foraging behavior, and other biological processes or behaviors. Currently, there are over
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20 well-researched bio-inspired algorithms, and each of them is utilized for various problems in
exploration, optimization, processing, and testing.
There are many ways these algorithms can be classified. The above Figure 2.16 on page 39
shows one way the Bio-inspired algorithm can be classified. This classification is based on the
origin of the algorithm. For example, the Ant colony Algorithm (ACO)is based on the behavior of
ants in finding food and transporting the food using pheromones. Hence this algorithm is classified
under behavior-based bio-inspired algorithm. Others Algorithms like Artificial Neural Network
(ANN) Algorithm are based on the human brain. How neurons in our brain are organized and
interact with each other to identify objects, classify objects and solve other problems. Hence ANN
is classified under a Structure-based Bio-inspired Algorithm. Similarly, some Algorithms are
based on evolution in a biological organism or entity. Another Algorithm doesn’t come under any
of these classifications, and others have a more complex origin. This section will address some of
the more widely used bio-inspired algorithms to provide a basic understanding of the algorithm’s
origin and its application.

2.10.1

Bio-inspired Neural Network

Artificial Neural Networks are models that mimic the processes in human brain modeling and
the flow of information in it using neurons. The below figurefigure 2.17 on page 40 [56] shows the
biological neuron model and information flow in red.
The dendrite in a neuron receives the inputs, which are processed, and then Axon carries the
signal to the Axon terminal, which transmits the output. The single neuron model is realized by
replicating this function using a summing function of the weighted inputs followed by an activation
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function at the output. The final model derived from biological neuron look as in figure 2.18 on
page 40 below.
we can extend this model to multiple neurons as well as forming a neural network as in
figure 2.19 on page 41. The general neural network has three layers input layer, hidden layer,
and output layer. We can train these networks to perform certain problems effectively by varying
various parameters like the weights of inputs between layers, activation function, etc.
Based on the type of neuron/cell, the direction of flow of information, and the connection
between the cells, multiple architectures of neural networks are useful for various applications.
Therefore, neural networks have a different architecture selected based on the application and
complexity. The figure 2.20 on page 42 [45] shows an overview of different types of neural
networks below.
One example of how we can effectively use particular neural network architecture to address
a specific problem is shown in [50]. This paper uses Hopfield Neural Network (HNN) to tackle
the TSP strategy for multi-goal navigation of vehicles in an unknown environment. figure 2.21 on
page 43 shows path calculated for 15 waypoints using HNN by solving the TSP, and figure 2.22 on
page 44 shows the corresponding path traversed in an obstacle-filled environment using the HNN
planned path and VFH D*-Lite algorithm with a local LIDAR-based navigation methodology. The
D*-Lite path planning algorithm was used to provide VFH with intermediate goals. The multi-goal
route was calculated and planned by the proposed HNN-based TSP strategy. [50] uses D* -Lite
algorithm to provide Vector Field Histogram (VFH) with intermediate goals to navigate around
the obstacles.
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Chen Richardson proposed a dynamic recurrent neuro-fuzzy system (DRNFS) [9]with the short
memory of a mobile robot path planning and obstacle avoidance under unknown environments. The
obstacle avoidance is achieved by the proposed dynamic recurrent neuro-fuzzy system (DRNFS)
model through supervised learning from a set of obstacle-avoidance trajectories provided by a
human driver. figure 2.23 on page 45 shows how the robot performs in four different cases with
different starting and goal positions and different headings.
Also, there has been an effort to combine neural networks with other algorithms as well.
Another example effectiveness of a neural network-based algorithm can be seen in [7] which uses
three different neural network architectures to navigate a robot to a target location in a dynamic
environment with moving obstacles.
In [21], the author uses Self Organizing Map (SOM) to plan a multi-goal path. The presented
approach uses a combination of SOM for point goal where the path is planned from one waypoint
to another. In addition, artificial Potential Field (APF) is used as a navigation function. The usage
of segmented goals yielded better convergence of the solution. The figure 2.24 on page 46 shows
how the segmentation of the map is done. For example, in subfigure (a) and how the path evolves
with iteration using SOM in subfigure (b)-(e), and the final path is displayed in subfigure (f).
The robot in [7] utilized multiple sensors like Laser Range Finder (LRF), GPS, Compass, and
camera to perform point-to-point navigation in a dynamic environment while avoiding obstacles.
Multiple instances of such effective navigation using neural networks can be seen in the following
references [56] [78] [76] [16] as well.
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2.10.2

Ant Colony Optimization (ACO)

Ant colony optimization (ACO) is a probability-based bio-inspired algorithm based on ant’s
foraging behavior. In a recent study, researchers have described the behavior of ants foraging
for food. [46] Ants were shown to follow three successive strategies hunting, homing, and path
building [46]. In the hunting process, the ants don’t know the location of food, and hence ants
search chaotically around the nest to find food. In the homing strategy, the ants try to return home
either with or without food while leaving a trail of a chemical secretion called pheromones. These
pheromones are similar to hormones but deposited outside the body to invoke a social response
within the same species. Unlike foraging, where ants search for food in an unknown location,
homing is searching for a familiar or known region, which is the nest. This search is based on
a combination of information about the nest and pheromones left behind by ants while homing.
[46]In Path building strategy, scout ants leave a pheromone trail while returning to their nest after
finding a food source. Their pheromone trail is picked up by some of the other ants and follows
the pheromone-marked path. Besides, some ants move randomly, foraging for food. As time
progresses, the more ants adopt the pheromone trails, and finally, this more frequently traveled the
ants adopt path as the general path as this path is most likely the shortest as shown in figure 2.25
on page 46 [72]. This foraging behavior of ants was captured by Dorigo’s seminal and was widely
named as Ant colony optimization algorithm (ACO). [15] Dorigo’s work details explicitly applied
the algorithm to solve the Traveling Salesman Problem (TSP). Many variants of this algorithm were
developed to solve TSP by either varying heuristics and adopting a hybrid approach combining with
other algorithms. [48] [27] some works have applied this algorithm for efficient Multipath Routing
for various networks such as computer networks, sensor networks, and ad hoc networks, [66] [5]
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[2] [35]. Besides this, is algorithm is also applied to a more relevant Multi goal path planning
problem in [49] where ACO is used for global path planning where the foraging enable trail is
used to guide robots to the waypoints. A histogram-based local navigator is then used to navigate
the obstacle in the workspace. Finally, in [17] ACO was combined with a sampling-based pointto-point algorithm to accomplish multi-goal path planning. Thus, the generated path has lower
mission time and lower computational cost than the Exhaustive tour and Lazy MST algorithm.
To improve premature convergence and avoid falling into local minima in the path planning
algorithm, an antlion optimization algorithm, a chaos antlion optimization algorithm based on the
chaos search, is developed by Zhang in [77]. The population is initialized through the chaotic tent
mapping in this antlion optimization. The population’s overall fitness and optimization efficiency
have been improved by the self-adaptive dynamic adjustment of chaotic search scopes in this
model. The tournament scheme is studied to select antlions. In contrast, the random walk of ants
contributed to trajectory planning that constructs global and local parallel search protocol with
the antlion’s foraging behavior. The trajectory of a robot in a 2D environment is illustrated in
Figure 2.27 on page 48

2.10.3

Bacterial Foraging Algorithm

Bacterial Foraging Optimization Algorithm (BFOA) is is an optimization algorithm inspired
by the social foraging behavior of bacteria, more specifically Escherichia coli or E-coli. Several
works are exploring BFOA for optimization. The general idea behind BFOA can be explained as
follws. [58] [59] [11]There are four steps in BFOA. The first step where the bacteria explores to
find the nutrient source is chemo-taxis. During chemo-taxis, the bacteria swim and tumbles in
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a random direction with the help of flagella and tries to move towards the nutrient source. This
process relates to the exploration of workspace for possible solutions. In the next step, the bacteria
arrange themselves amid a semisolid nutrient medium and move towards the nutrient source.
During this process, if Succinate highly stimulates the cell, it releases Aspartate, which attracts
other bacteria and helps them aggregate. At the end of the previous step, some bacteria die out, and
others reproduce by cell division. This process keeps the swarm size almost constant. Finally, the
dead bacteria are broken down and discarded, and other bacteria are randomly initialized. Some
previous efforts of path planning are discussed here. In [31] autonomous robot path planning in
a dynamic environment is proposed, which used nonlinear fitness function to make path decision.
The obtained path is compared with basic BFOA and Particle swarm optimization (PSO), based
on distance and time. In [47] adaptive BFOA ,a variation of BFOA is proposed. Here BFOA’s
chemotaxis mechanism is used to explore the environment and locate the target without collision.

2.10.4

Genetic Algorithm

Genetic algorithm (GA) is another popular path planning algorithm. The evolutionary process
of natural selection inspires it. A population is initialized randomly in this algorithm and then
searched for the best solution based on a fitness function. This selection is followed by genetic
operations such as crossover or mutation, which may yield a better solution. If the solution is
satisfactory, the process terminates if not a new population-based on the best solution is reinitialized
instead, and the previous steps are iterated. In [12], the author investigates the use of the discussed
genetic algorithm to design a path planner for mobile robots capable of generating an optimal path
connecting all the waypoints. The paper also compares the results to the traditional complete search
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algorithm and illustrates its superiority. Finally, the author demonstrated the effectiveness of this
algorithm by implementing the algorithm on an X80 mobile robot for navigating the obstacles-filled
multi-waypoint map as shown in Figure 2.28 on page 49.
There have been many attempts to improve genetic algorithms further. One such attempt is
by Zhang and Zhao [75], who realized an improved genetic algorithm by using visible spaces,
matrix coding, and new mutation operators to solve mobile robot path planning. The improved GA
was tested in static and dynamic environments and yielded better convergence towards an optimal
solution.Figure 2.29 on page 50 show the path produced using this improved GA.
In [60], the author introduces a new potential field method-assisted genetic algorithm. In this
paper, the potential field created from the terrain map helps identify impassable terrain and directs
the exploratory rover to move toward the direction of the resultant force. In addition, this potential
field map serves as an input to a genetic algorithm that further optimizes the path. The results prove
that the proposed algorithm provides a significantly smaller path than the conventional potential
field method for path planning.figure 2.30 on page 51 shows the rover tracing the steps using the
proposed algorithm, avoiding rough terrain, and reaching the destination.

2.10.5

Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) [39] is a metaheuristic optimization algorithm that is
inspired by the movement of organisms in a bird flock or fish school. PSO searches a considerable
space of candidate solutions while not following any classical optimization methods like the Newton
method (Gauss-Newton, Newton-Raphson, Quasi-Newton, etc.) and gradient descent. The general
algorithm of PSO can be briefly explained as follows the uniformly distributed random candidate
26

solution space is created where each of the random candidate solutions is called particles. These
particles are being moved around the search space based on their position and position of other
particles based on a simple mathematical formula of particle position and velocity. [51] proposes
a hybrid approach to calculate the optimal path for a multi-waypoint problem in an unknown
environment. PSO is first used to solve the TSP problem with multiple waypoints as in Figure 2.31
on page 52. Then, waypoints are introduced to the D*-Lite global path planner, which determines
the robot’s path. Further Vector Field Histogram (VFH) based local navigation drives the robot
along a collision-free path servicing all the waypoints as in Figure 2.32 on page 53.
Mac and Copot [52] proposed a hierarchical constrained multi-objective PSO (CMOPSO) for
path planning of mobile robots in a cluttered environment. It initially uses triangular decomposition
then Dĳkstra’s algorithm for obtaining a collision-free path followed by constrained multi-objective
PSO. This method helps in obtaining a global robot path while taking into account the limitations of
the robot.Figure 2.33 on page 54 show the comparison between the path obtained using Dĳkstra’s
algorithm and the CMOPSO.

2.10.6

Firefly Algorithm

Firefly algorithm is a metaheuristic bio-inspired algorithm based on the bioluminescence
behavior of fireflies. This algorithm is very similar to the PSO algorithm, which was previously
discussed. The main difference is an additional control parameter, absorption coefficient, in the
firefly algorithm. In [30] the author uses the firefly algorithm for multi-objective path planning
and considers path safety, path length, and path smoothness as objective. The proposed algorithm
was compared with the Non-dominated Sorting Genetic Algorithm (NDSGA) statistically and was
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substantially better. One such path planned using the firefly algorithm is illustrated in figure 2.34
on page 55

2.10.7

Artificial Bee Colony Algorithm (ABC)

Apart from the above-discussed algorithms, there are many more bio-inspired algorithms, as
shown previously in figure 2.16 on page 39 illustrating the taxonomy of bio-inspired algorithms.
Artificial Bee Colony Algorithm (ABC) is another notable algorithm based on the foraging behavior of Honey bee colonies. The implementation of this algorithm is highly dependant on the
optimization problem and the choice of parameter, which helps minimize the objective function.
An initial random population objective function is determined, and in each iteration, better solutions are searched by moving towards neighbors with the lower objective function. One successful
implement of ABC for multi-goal path planning can be studied in [23]. Here ABC algorithm was
used to navigate a mobile robot to multiple targets while avoiding obstacles. The work was compared with traditional algorithms including A*, GA, RRT and was found to be effective.Figure 2.35
on page 56 illustrated the path followed by a robot using ABC for the given obstacle.

2.10.8

Differential Evolution Algorithm

In [41], the author suggests the use of a metaheuristic optimization algorithm known as Differential Evolution (DE) Algorithm for path planning for UAVs. DE Algorithm iteratively improves
candidate solutions by continuously comparing the solution’s measure of quality. The general
algorithm for DE depicted in [41] starts with defining an initial population of solutions for the
optimization problem in question. Then, the solution population is first mutated. Minor changes
to the solution are made after the multiple solutions are combined then selected, and a quality of
28

measurement is calculated. This process is repeated until either quality of measure or iteration
count criteria is met. Hence DE optimization produces better results by creating strict criteria and
increasing the iteration count. There various parameters that affect the effectiveness and efficiency
of this algorithm, fitness parameter, size of the population, Iteration count, to mention a few of
them.

2.11

Summary
We can see that researchers develop many algorithms over the years to optimize path planning

to realize a fully autonomous robot. We have selected one such algorithm that has been used for
optimization to explore its ability to solve this multi waypoint path planning problem. In the next
chapter, We will explain this algorithm in great detail, and We will discuss the results of using this
algorithm for Multi waypoint path planning.
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Figure 2.7
Partially Grown random trees from target. Figure obtained from Ref. [70] ©, 2019, IEEE
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Figure 2.8
Fully grown random trees from target resulth in identyfing the shortest multi target path. Figure
obtained from Ref. [70] ©, 2019, IEEE
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Figure 2.9
Path modelled using WCA. Reprinted [67] ©, 2018, IEEE
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18

Figure 2.10
Illustrates solution of Brain Storm Optimization in a test environment with 10 obstacles. Redrawn
[68]
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Figure 2.11
Construction of Fermat Spiral link.Reprinted [6]
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Figure 2.12
Main modules in the presented continuous curvature path planning software. Reprinted [6]
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Figure 2.13
Motion path of the cushion robot using fuzzy logic path planning. Redrawn [64]
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Figure 2.14
Six Waypoint Mine Clearance Mission Each path is colored by the effective vehicle speed and
overlaid by the currents encountered along the path.Reprinted [24]
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Figure 2.15
Application of Hough transform for grid Map calculation in Multi-objective Path Planning.
Reprinted [1]
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Figure 2.16
Taxonomy of Bio-inspired Algorithm
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Figure 2.17
Biological Neuron illustration. Image obtained from [56]

Figure 2.18
Simplified model of a single neuron
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Figure 2.19
Simplified general neural network model of a neural network.Redrawn [56]
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Figure 2.20
Overview of Different Types of Neural Networks. [45] Reprinted ©Fjodor van
Veen-asimovinstitute.org
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Figure 2.21
HNN algorithm for TSP applied in a 15-waypoint workspace in [50]. Reprinted ©2016, IEEE
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Figure 2.22
Simulation result of the vehicle in an unknown workspace with 15-waypoint by the HNN-based
TSP model proposed in [50].Reprinted ©2016, IEEE
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Figure 2.23
Robot navigation paths using proposed DRNFS for four different start and goal positions. S
represents the robot’s starting position. The black arrow indicates the robot heading direction at
the starting position, and G represents the robot goal position. Each subfigure represents a robot
obstacle-avoiding case with different goal position [9].Reprinted ©2012 IEEE
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Figure 2.24
Segmentation and progression of Path planning using SOM.Reprinted [21]

Figure 2.25
Ant’s path planning behavior during foraging. The basis of Ant Colony Optimization (ACO).
Redrawn [72]
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Figure 2.26
Illustration shows the final trajectory(shown in blue line) of the proposed ACO model. Reprinted
[44]
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Figure 2.27
Illustration of path generated by ALO model (redrawn from [77])
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Figure 2.28
Path planning of multi waypoint problem using genetic algorithm. Redrawn [12].
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Figure 2.29
The trajectory of the best path obtained by the proposed IGA. Redrawn [75]
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Figure 2.30
Rover exploration of terrain using new potential filed using genetic algorithm. Reprinted [60]
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Figure 2.31
Path suggested by PSO algorithm for 17-waypoint workspace. [51] Reprinted ©, 2016, IEEE
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Figure 2.32
Final path of the robot in an unknown workspace with 17-waypoint by the proposed PSO-based
TSP model. [51] Reprinted ©, 2016, IEEE
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Figure 2.33
Comparison of multi objective optimal paths obtained by Dĳkstra’s algorithm (dashed red line)
and CMOPSO (solid blue line).) [52]
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(B)

(A)
Figure 2.34

Illustrates solution for two different maps using multi objective firefly algorithm. Redrawn [30]
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Figure 2.35
Local minima problem solution obtained by ABC algorithm. Redrawn [23]
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Figure 2.36
Flowchart of Differential Evolution Algorithm Redrawn [41]
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CHAPTER III
IMMUNE SYSTEM ALGORITHM

Some of the popular algorithms used to solve multi-way point problems have been discussed
in the previous chapter. These algorithms produced exact solutions using brute force, graph
theory, or differential equations, but they were computationally costly. Recent efforts are more
directed towards finding quick solutions that are close to the optimal solution at a fraction of
the computational time. One such algorithm that is explored for this purpose is the Artificial
Immune System Algorithm(AISA). Immune System Algorithm (ISA) or Artificial Immune System
algorithm (AISA) is a bio-inspired algorithm based on the human immune system in fighting
pathogens. We can better explain the algorithm by first understanding the essential human immune
system response to pathogens.
Portions of the following chapter are reprinted from E. Jayaraman, T. Lei, C. Luo, and S. Cheng,
"Immune System Algorithms to Environmental Exploration of Robot Navigation and Mapping",
accepted in The Twelfth International Conference on Swarm Intelligence (ICSI’2021) [36]

3.1

Human Immune System
The human body is constantly under attack from pathogens like bacteria, viruses, and

microorganisms. To protect itself human body has a highly evolved immune system that can
target and destroy most common pathogens and keep our bodies healthy. The human immune
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system consists of over 20 types of cells and multiple protein complexes. These play a crucial role
in our immune response. Also, each cell type has a different set of functions making the interaction
between them very complex. Therefore, only the aspects of the immune response relevant to ISA
are explained here to explain the immune response better. When skin is pierced from a small cut,
pathogens use this cut as an entry point into our body. Let us consider some bacteria that have
entered the body. The pathogens first use the available resources to feed and start replicating.
Initially, the bacteria go undetected. Eventually, when the bacterial colony becomes large enough,
they change the local chemistry due to toxins released and damage to tissues in the vicinity. This
change in chemistry is noticed by the immune system that initiates a response. The first step of the
immune response is introducing macrophages, good at trapping pathogens and killing them slowly.
Then, macrophages use messenger proteins to cause inflammation. The released messenger protein
also triggers neutrophils to release toxins that kill pathogens and some cells in the infected region
so slow the spread of infection. Suppose this process doesn’t destroy the pathogens. In that case,
Dendritic cells are also introduced, which sample the antigen(a protein on the pathogen) and travel
to lymph nodes and help trigger the creation of Memory B-cells and helper T-cells. They mutate
randomly and, more specifically, fine-tuning their receptor proteins until the T cells have a protein
that perfectly matches the antigen on Dendritic cells. Once they match, the T-cell starts replicating,
and part of it is released to the infection site, which attaches to the pathogen and destroys them. The
other part attaches to B-cells and causes them to replicate and release antibodies. The antibodies
could identify pathogens and make it easier for killer T-cells and macrophages to identify and
destroy them. The memory B-cells remain in our body to quickly identify future attacks by the
same pathogens and quickly destroy them. The immune system algorithm, specifically the clonal
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selection variant of the algorithm, is explored in this work. The algorithm tries to replicate the
process involved in somatic hyper-mutation of Memory B and T cells. This process mass-produces
antibodies tailored to detect the particular infecting pathogen, considerably improving immune
system response time on future pathogen infection. It is optimized to detect, seek, and destroy this
particular pathogen.
The immune system-inspired ISA follows the same iterative approach in optimizing the objective function(maximizing the affinity function in this case). Because of this, ISA can easily be used
to solve different types of optimization problems often encountered in engineering.

3.2

ISA for multi-goal sequence assignment
In the previous chapter, we discussed different steps needed to realize autonomous navigation,

which is illustrated in Figure 1.1 on page 6. This section will discuss applying ISA for one of the
classic engineering problems of multi-objective path planning for single robot navigation. In this
problem, we are aware of the robot environment through mapping and localization, and hence we
have Cartesian coordinates of all the targets and robot position. Therefore, the first step is to find
the ideal sequence for reaching multiple targets with the least distance. This problem is also known
as Travelling Salesman Problem (TSP), a prevalent optimization problem. Here, ISA is utilized to
optimize waypoints based on the given objective functions: time, cost, or total path length.
To better explain how ISA works, let consider the map in Figure 3.1 on the next page. There
are multiple waypoints, and the robot has to visit them in an order with the least path distance.
For example, we can access the waypoint in various order, and one example would be for a set of
9 waypoints, the robot can access waypoints in the order 1 3 5 7 4 8 9, another would be 1 5 4
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Figure 3.1
Aerial cartoon of multiway point navigation.

3 7 2 8 9, etc. The ISA is used to identify the best order that gives the least path distance. The
following steps accomplish this. First, given the number of waypoints, N. we create a random path
nonrepeating permutation of the waypoint order similar to the two waypoint order shown above.
The number of these random permutations of waypoints or paths is NP, where NP is the number
of immunized individuals. Then, for NP/2 of these random paths, we create NCL clones which
are paths with a slight change in path order similar to T-cell, so a clone of path1 2 3 4 5 6 7 8 9
would be 1 2 3 4 6 5 7 8 9 or 1 3 2 4 5 6 7 8 9. It is important to note that all of these path
order is randomly chosen hence the algorithm can avoid local minima. Then, we calculate the
path distance for each path and find the path with minimum path length. This process is repeated
many iterations based on the generation parameter, G. The complete algorithm is summarized as

61

Figure 3.2
Description of variables used in the Algorithm

pseudocode in Figure 3.3 on page 63, Figure 3.2 on the next page, Figure 3.4 on page 64, and
Figure 3.5 on page 69.

3.3

ISA for Path Planning

In addition to waypoint order assignment, ISA can also be used for point-to-point path planning
needed to navigate the robot in the presence of an obstacle in the workspace and optimizing path
length. In this paper, we take the local search procedure to find the shortest path in the map with
ISA. The proposed method integrates the local search procedure to search and find the short and
reasonable trajectory with the ISA in a graph. The first stage of seeking the optimal path is to find a
feasible solution since the unfeasible ones are not realistic. Improving the performance of finding
the optimal path through the ISA algorithm involves gradually constructing a path from generated
random points (all in free space, outside the obstacle). Dĳkstra’s algorithm to find the shortest
path in a graph is built from the start point, and the next path point is chosen from the randomly
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Figure 3.3
Algorithm of a function to calculate distance between two waypoints

generated points. The same procedure is taken place for the chosen points until the final target is
reached and the edges are their connections in the map. Then, each point is directly connected to
all other points. When its connection passes an obstacle and becomes an unfeasible solution, the
distance between its nodes is set to infinite to ensure that only a feasible solution can be found as
the shortest path. The benefit of the local search procedure is to filter out unfeasible connections
with infinite length among the nodes. The point-to-point navigation result is shown in Figure 3.6
on page 70, and the proposed algorithm for path planning is given in Algorithm 4 as shown in
figure 3.7 on page 70.

3.4

Real-time Concurrent Mapping and Multigoal Navigation

In an exploratory robot in an unknown environment, concurrent map construction and navigation are essential to successful robot navigation. Map construction is an essential task to achieve
autonomy and robustness, enabling autonomous robots to make decisions while avoiding obstacles.
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Figure 3.4
Algorithm of a function to calculate minimum path and its pathlength of the provided paths

When an autonomous move in an unknown environment, a two-dimensional map is constructed
using the sensor data to make this map more accessible to the map is discretized into cells of equal
sizes marked as free or occupied. This map is called a grid map. As discussed previously, in the
proposed ISA-based navigation system, we have divided the navigation into two layers. One layer
is the previously mentioned ISA global path planner. The other layer is the local navigator based
on the vector field histogram. Efficiency and flexibility make ISA adapt to the motion planning and
map construction of autonomous robots. Local navigation aims to create speed(velocity) and turn
commands for autonomous mobile robots to move towards the target. The route provided by the
ISA global path planner is broken down into fragments, making the model particularly effective
for working in areas obstacle-dense areas.

64

) Ulrich and Borenstein [69] developed a Vector Field Histogram (VFH) based robot navigation
method based on the histogram that provides smoother robot trajectories and improved reliability. In
this work, we incorporate VFH as a local navigator based on LIDAR data. Concurrent map building
and navigation are the essences of successful multi-goal navigation under unknown environments.
Map building is a fundamental task to achieve high levels of autonomy and robustness in multigoal navigation, making it possible for autonomous robots to make decisions in positioning with
obstacle avoidance. It is especially beneficial for autonomous robots to implement robust multigoal navigation in unknown terrains. It facilitates the utilization of path planning algorithms to
determine the optimal trajectory among waypoints as multiple goals. A precise estimate of the
robot pose is demanded by map building so that accurate registration of the local map on the global
map can be carried out. The polar histogram of obstacles in the workspace with VFH is shown in
figure 3.8 on page 71 [69].

3.4.1

Robot Simulation Setup

In our navigation system, the histogram-based local navigator senses obstacles through a
vehicle-mounted 270º LIDAR with a radius of 2.5. In this section, simulations and comparison
studies are used to verify the effectiveness and efficiency of the proposed ISA multi-target autonomous robot navigation and mapping. First, a 270º SICK LMS111 LIDAR is configured for the
obstacle detection illustrated in figure 3.9 on page 71. This LIDAR unit obtains data over a 270°
field-of-view with 0.25º resolution, a maximum range of 20 m, and a 25Hz scanning rate. Second,
the sensor configuration of the robot for multi-waypoint navigation and mapping is illustrated in
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Table 3.1
Comparison of path length (Fig. 15 case 4 in [32]
Models
Proposed ISA model
ACO
Improved ACO

Minimum Length
35.47
38.80
38.14

Mean Length
36.17
40.97
40.16

figure 3.9 on page 71. Finally, the ISA-based multi-target global path planning and VFH local
navigator are simulated and tested in multi-waypoint navigation with obstacle avoidance.

3.4.2

Comparison of the Proposed ISA Model Path Planning ACO

The proposed ISA path planning method, as stated previously, is first applied to a test scenario
with populated obstacles in comparison to the test scenario identical to Fig. 15 case 4 of [32]
shown in figure 3.10 on page 72 in this context. Then, the trajectories of robot motion planning are illustrated about the proposed ISA model, ACO, and improved ACO in Figure 3.10 on
page 72,Figure 3.11 on page 73, and Figure 3.12 on page 74 respectively. The workspace has a
size of 35×30, which is topologically organized as a grid-based map. The starting point is (5,3),
and the target point is (23,29). In table 3.1, we may find comparative data that the proposed
model is much better than the ACO models and improved ACO, respectively, in the minimum and
mean trajectories. The comparison results show that the shortest trajectory length by our proposed
model is 8.58% shorter than ACO, 7.00% shorter than improved ACO, respectively. The mean
trajectory length by our proposed model is 11.71% shorter than ACO, 9.93% shorter than improved
ACO, respectively. The trajectory planned by our proposed ISA model is shown in Figure 3.12 on
page 74.
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3.4.3

Simulation of Proposed ISA Model Multi-target Path Planning

The proposed ISA associated with VFH local navigation is applied to the multi-target navigation
application as shown in figure 3.13 on page 75-figure 3.17 on page 79. Recall that [51] proposed
a hybrid PSO approaches to resolve multi-target robot motion planning issues. However, their
model has not considered the obstacles in global path planning, which is necessary for autonomous
robot navigation systems. The workspace has a size of 70×80, which is topologically organized
as a grid-based map. There are 17 waypoints in the workspace, and a mobile service robot is
needed to reach each waypoint. Initially, the starting point of the robot is at S (10,10), which is
also considered the target point 1. After executing this ISA-based TSP algorithm with only the
coordinates of the 17 waypoints, the access order of the waypoints with the most petite total length
of the route is obtained as shown in figure 3.13 on page 75. The fitness value of iteration in terms of
the ISA is shown in figure 3.15 on page 77. Then in the light of the full environment information,
such as obstacles, the final trajectory planned by the proposed ISA model regarding the multi-target
access order is shown in figure 3.14 on page 76.
The robot can traverse from the initial point to plan a reasonable collision-free route to reach
the final designation. The robot moves based on the planned global trajectory while it constructs
the map with 270º LIDAR. The trajectory generated by the robot is shown in figure 3.16 on page 78.
The map built is illustrated in figure 3.17 on page 79 at the middle of the travel of the robot.

3.4.4

Comparison of the Proposed ISA Multi-target Path Planning Model with Genetic
Algorithm

The proposed model is then applied to a test scenario with populated obstacles in comparison
to the test scenario identical as Fig. 2 of [12] shown in Figure 3.18 on page 80 (a) in this context.
67

Table 3.2
Comparison of path length (Fig. 2 in [12])
Models
Proposed ISA model
Genetic Algorithm [12]

Minimum Length
74.202
77.798

The workspace has a size of 20×30, which is topologically organized as a grid-based map. Initially,
the starting point is located at S (0, 0). The trajectory planned when using our proposed ISA model
is illustrated in Fig. 11(b). The generated trajectory length complete by the robot is listed in
table 3.2 in comparison with Davies’s model [12]. The shorter trajectory is generated by our ISA
model illustrated in Figure 3.18 on page 80(b). The trajectory length produced by our ISA model
is 4.6% shorter than the one by Davies’s model summarized in Table 1. It is observed that our
model outperforms theirs in terms of the trajectory length.
With a VFH-based local navigator, the built map from the initial position S (0, 0) and the final
trajectory planned as shown in Figure 3.18 on page 80(c), and the final map built exactly when the
robot reaches the final target are illustrated in Figure 3.18 on page 80(d). The green fields indicate
detected obstacles, and the pink portion of the image represents explored zones by the 270º LIDAR
scans. To demonstrate its efficiency in determining the path length. Figure 3.19 on page 81 shows
a plot of iterations required to reach an ideal solution in comparison to other orders of algorithms
like log-linear and exponential algorithms. The ISA is run with a varying number of points, and
the result shows the algorithm performs better than a quadratic algorithm (O(n2 )) but worse than
a Log-linear algorithm (O(n log(n)), which is much better than the brute force method of solving
which is an (O(n!)) algorithm.
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Figure 3.5
Immune System algorithm for calculating optimized path and its length for the provided
waypoints and parameters
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Figure 3.6
Illustration of ISA point-to-point navigation.

Figure 3.7
ISA algorithm for robot path planning.
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Figure 3.8
Polar histogram of obstacles in workspace with VFH method (redrawn from [69]

Figure 3.9
The sensor configuration for multi-waypoint navigation and mapping.
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Figure 3.10
Robot navigation using ACO model
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Figure 3.11
Robot navigation using improved ACO model
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Figure 3.12
Robot navigation using proposed ISA model
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Figure 3.13
ISA algorithm for TSP applied in a 17-waypoint workspace
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Figure 3.14
Final trajectory of the proposed ISA model avoiding obstacle
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Figure 3.15
The fitness value progression over iterations
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Figure 3.16
ISA based multi-targets robot navigation trajectory generated in the middle stage
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Figure 3.17
ISA based multi-targets robot navigation map generated in the middle stage
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Figure 3.18
Comparison studies with Davies’s model. (a) planned trajectory by Davies’s model (redrawn from
[12]); (b) planned trajectory by our ISA model; (c) illustration of robot trajectory generated at the
end; (d) illustration of the map built at the end.
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Figure 3.19
Approximate estimation of the order of the algorithm with a different number of waypoints.
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CHAPTER IV
SIMULATED ANNEALING ASSISTED IMMUNE SYSTEM ALGORITHM

In the previous chapter, we looked at how effective and efficient the proposed ISA algorithm
is compared to ACO, improved ACO, and genetic algorithm. This chapter will explore the
hybridization of this algorithm by combining it with a classical optimization method known as
Simulated Annealing. The simulated annealing (SA) algorithm is based on annealing, a typical
heat treatment technique in metallurgy to change the material’s properties.

4.1

Annealing

Annealing is generally used to remove internal stresses in metal or glass. The metal or glass
is heated to a very high temperature during the annealing process, then maintained for a specific
time, and cooled down slowly. This treatment aims to reduce internal stress and defects in the
metal’s grain structure. Still, it is also done to improve ductility and reduce hardness making it
more workable. The reason for this change can be briefly outlined as follows. When the heat
has applied, the atoms in the material gain energy. This energy allows them to diffuse within the
material. This diffusion process helps material achieve an equilibrium state with large grains and
lowers internal stresses, making it more pliable and soft. Figure 4.1 on page 86 shows the effect on
grain structure due to annealing. Figure 4.1 on page 86 (a) shows grain structure without annealing
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and Figure 4.1 on page 86 (b),(c) and(d) show increasing grain size as annealing temperature is
increases.

4.2

Simulated Annealing

Kirkpatrick et al. in 1983 implemented an algorithm based on annealing [40] for solving
Travelling Salesman Problem(TSP). Though researchers developed similar algorithms earlier, this
was the first time Kirkpatrick used the name Simulated Annealing. In this algorithm, a new state is
created randomly from state-space at each step or iteration, and a probability function is evaluated
based on iteration, cooling rate, and temperature. Based on the evaluated probability, we have an
acceptable solution range, i.e., the algorithm would accept the worse solution if it is in a tolerable
range. This tolerable range reduces as time progresses with evaluated probability. So Simulated
Annealing algorithm during the initial phase and chooses only downhill transitions like greedy
algorithm. This change intolerance, the randomness of the solution, and the ability to choose a
worse solution initially help this algorithm avoid local minimum and achieve global minimum quite
reliably. The complete algorithm is summarized as pseudocode in Figure 4.2 on page 87. This
heuristic algorithm has many variations and has been used to solve various problems, including
TSP [40] [29] [37] and path planning [13] [53] which are relevant to autonomous robot navigation.

4.3

Hybrid Simulated Annealing assisted ISA
In this section, we will discuss the proposed hybrid algorithm formed by combining SA and

ISA. Since global path planning after solving TSP is covered in the previous chapter in sufficient
detail, we will only discuss the improvement in using the proposed SA+ISA for solving TSP in
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this chapter. In this proposed algorithm, multiple waypoints are first introduced to SA. we used
the SA Implementation by Aravind Seshadri [63] and supplied the parameters such as cooling rate,
temperature, and maximum iterations. In SA, a path is randomly generated for every iteration, and
the path length is calculated. The difference between old and new path lengths is calculated. If
the new path is smaller than the previous path, the new path is the new best path, and if the new
path is longer than the old path and this path length difference is within tolerance, the new path is
considered the new best path and iteration progresses. It is important to note that this tolerance
reduces randomly based on Iteration count, temperature, and cooling rate as iteration progresses.
The output thus generated from SA is then fed in as the input to previously discussed ISA. The
final output generated from ISA is compared with other algorithms and with its components (SA
and ISA) independently.

4.4

SA+ISA Results and Discussion
In this section, we will discuss the results of combining these two optimization algorithms. This

hybrid algorithm is named Simulated annealing assisted Immune System Algorithm ( SA+ISA). We
took waypoints from few reference papers and compared their results with SA alone and SA+ISA
to estimate the algorithm’s effectiveness. The first paper is the previously used reference paper on
PSO [51] for ISA comparison. The figure 4.3 on page 88 shows the optimum solution obtained by
PSO [51]. The figure 4.4 on page 88 shows the solution obtained by only SA [63]and figure 4.3
on page 88 shows optimum solution obtained by PSO [51]. It is apparent that both PSO [51] and
SA+ISA provide optimum solutions. For problems involving a lower number of waypoints which
is 18 in this case, both ISA and SA+ISA yield optimum solution but the number of iterations to
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Table 4.1
Comparison of Iterations to reach optimal solution for 18-waypoint in [51] by ISA and SA+ISA in
500 runs
Iteration to reach optimum solution in 500 runs
Average
Max
Min
Standard Deviation

Algorithm
ISA SA+ISA
32.96
27.9
45
48
17
18
5.289
5.627

reach this optimum solution varies. This change in iteration count is summarized in table 4.1. We
can see from table 4.1 that SA+ISA required a lower number of iterations compared to ISA.
It is important to note that the random nature of the waypoint sequence/ path affects individual
iteration count significantly for both algorithms, but statistically, SA+ISA always performed better
than ISA.
The second paper that we will use to compare ISA and SA+ISA is Self Organizing Map (SOM),
based on multi-goal path planning by Faigl et al. [20]. In this paper, the author uses SOM for
solving the TSP problem and compares his result for multi-goal path planning with well-known
combinatorial heuristic algorithms. figure 4.6 on page 89 shows a redrawn 62 waypoint from
[20]. These 62 waypoints were introduced to SA in random order, which produced figure 4.7 on
page 90. This SA output was then supplied as input to ISA, which produced the following output
as in figure 4.7 on page 90. We can see that SA+ISA improved the minimized path length and was
able to produce a path better than both SOM from [20] and SA, thus showing the effectiveness of
the SA+ISA algorithm.
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Figure 4.1
Grain structures of pre-strained samples (a) no-annealing, then annealed 10 s at (b) 410 1C, (c)
425 1C, and (d) 450 1C. Reprinted [73]
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Figure 4.2
Simulated Annealing Algorithm
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Figure 4.3
Multi-waypoint TSP solved by PSO in a 17-waypoint workspace [51]

Figure 4.4
Multi-waypoint TSP from [51] solved only using SA
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Figure 4.5
Multi-waypoint TSP from [51] solved using proposed SA+ISA

Figure 4.6
Multi-waypoint TSP solved using SOM in a 62-waypoint workspace [20]
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Figure 4.7
Multi-waypoint TSP from [20] solved only using SA

Figure 4.8
Multi-waypoint TSP from [20] solved using proposed SA+ISA
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CHAPTER V
VORONOI ASSISTED IMMUNE SYSTEM ALGORITHM

Voronoi diagram [71] is a partition of a plane into regions equally space between objects or
points. The Voronoi diagram is named its inventor after Georgy Voronoi. Voronoi diagram is
widely used algorithm in path planning [3] [4] [28] [55] [65]. The main reason for its popularity
is its simplicity. Voronoi Diagram can easily provide a path free of the obstacle using simple
image processing steps. Each line segment in the General Voronoi diagram/path map is equidistant
between obstacles near it; this ensures a completely free path of any obstacle and provides a path
away from possible hazards in rescue robots. Also, for rescue robots, especially the designed
algorithm has to work well with many obstacles. Unlike the previously discussed algorithm, here
computation of TSP is done considering the obstacle reducing time spent in motion planning, Thus
making this algorithm most suited for rescue robots.

5.1

Voronoi Diagram Assisted Immune System Algorithm (VD+ISA)

The proposed Voronoi Diagram Assisted Immune System Algorithm (VD+ISA) is a hybrid
algorithm where the Voronoi diagram is used to establish an obstacle-free roadmap of the environment, and ISA is then applied to plan a global path. The first step in VD+ISA is creating a
General Voronoi Diagram. We can do this in several ways. The method chosen here involves
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the skeletonization of the obstacle-free region. The process of skeletonization must be done preserving the general shape of an obstacle-free path. Besides, the skeletonization should refrain
from creating any artifacts due to fine detail in the obstacle map. An example of skeletonization
is shown in figure 5.1 on page 95 and figure 5.2 on page 96. figure 5.1 on page 95 shows the
obstacle map/Floor Plan, and figure 5.2 on page 96 is the General Voronoi diagram formed by the
skeletonization process available as a part of the bimorph function in Matlab’s image processing
toolbox.
This Voronoi diagram is constructed purely based on the obstacle map. If this Voronoi diagram
is used for path planning, only the meet points can be used as waypoints as the Voronoi diagram
conforms to the shape of the obstacle-free workspace. New Waypoints also can be added to
the Voronoi diagram for path planning by finding a point on the Voronoi diagram closest to the
waypoint. This point is then connected to the path with a straight line. This process always works
because of the equidistance nature of the Voronoi path.
Once the new Voronoi diagram is created, nodes and edges have to be found. Nodes and edges
are points on the Voronoi diagram where either the path diverges, converges, or ends. Identification
of these points involves the traversal of the complete Voronoi diagram using the Dĳkstra algorithm.
A, A*, or D* can also be used for this purpose. The purpose of this algorithm is to travel the
entire path provided by the Voronoi diagram and identify not only the meet points, nodes, edges
but also the path distance between the connected nodes during traversal. This information will be
used later to calculate path distance but add the distance between nodes in the path much like the
euclidian distance in Artificial Immune System (AIS). Figure 5.3 on page 97 and Figure 5.4 on
page 98 show the meet points without and with the addition of waypoints, respectively. Because of
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the lossy method of skeletonization, some nodes (39 and 40) in Figure 5.4 on page 98 are ignored
without harm to the algorithm but can be included with a higher resolution input map.
Once we have a meet point, waypoints, and the path distance between the connected meet points,
ISA can calculate and optimize the Global path for the given set of waypoints. One significant
departure from the ISA algorithm in previous cases versus the current case is that the current path
has a starting and endpoint. In previous work on ISA, we calculated the optimized node order
for a roundtrip, which results in the smallest euclidian path distance. However, the presence of a
starting and ending point results in a significant increase in the complexity listed below. 1) ISA
relies on the creation of random order and the calculation of total path distance. The issue, in this
case, is we should calculate the random order here with a lot of constraints. a. For example, in the
previous case, a random permutation of the number of nodes would be sufficient to create random
path order. In this case, permutation won’t work as only a partial set of nodes must be traversed to
start and target nodes. This problem requires making a random combination with repetition, which
increases the number of possibilities. b. Also, because of obstacles, nodes can be connected only
to a few other nodes in this case. To make it easier to visualize this connection of node, we created
a graph.
2) Besides, total path distance calculation in the previous case required summing the individual
euclidian distance between nodes. Still, in this case, total path distance is calculated by summing
the length path traversed between nodes. Thus, a separate structure data type is needed to maintain
the path distance between nodes and the actual path between nodes. 3) Shortest path (inbuilt graph
function) or function is required in this case to traverse the graph and identify a path between two
nodes that are not connected directly. The graph constructed is shown in figure 5.5 on page 99.
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After reconciling the above issues by unwrapping a random permutation to create a random
path, the unconnected node is connected using the path identified by the shortest function; thus, a
viable path and its total path length are calculated. Based on the ISA parameter, multiple random
paths are created. Multiple clones with minor modifications are also created; thus, created path
lengths are compared to find the path with the most petite total path length. Thus best path or the
global path is found and is shown in figure 5.6 on page 100. The global path is then fed into a
dynamic window algorithm for motion planning (DWA).

5.2

Dynamic Window Approach Algorithm for motion planning
DWA [26] [62] is a velocity-based local planner that calculates collision-free velocity. It

converts the input cartesian coordinates to velocity commands based on robot clearance, robot
current velocity, and heading. The complex path is traversed one node at a time. The node
coordinates and current position are provided to DWA to estimate velocity and traverse the path
while avoiding any dynamic obstacles that were not part of the initial obstacle map. The two
main components of DWA is generating a valid search space and selecting optimal solution in
search space. figure 5.7 on page 101 [62] shows the generation of a practical path generated in
the presence of a dynamic obstacle. This approach seeks to produce a collision-free path with
maximum clearance from any obstacle like Voronoi-based path generation. This combination of
motion planning in conjunction with the Voronoi-assisted Immune System Algorithm provides a
hybrid algorithm that perfectly meets the specific needs of a rescue robot.
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Figure 5.1
Input map or a maze to be traversed by the robot
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Figure 5.2
General Voronoi diagram of the Input map
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Figure 5.3
Pixel Map extracted from General voronoi diagram and meetpoints assigned
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Figure 5.4
Waypoints added to the Pixel Map extracted from General Voronoi diagram
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Figure 5.5
Graph representing waypoints, meeting point, and path distance between these nodes.
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Figure 5.6
Optimized path calculated using ISA

100

Figure 5.7
Dynamic Window trajectories and effective path.Reprinted [62]
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Figure 5.8
Optimized Path output from ISA traversed by DWA local navigator with new obstacles
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CHAPTER VI
CONCLUSION AND RECOMMENDATIONS

In this section, we will be outlining some of the major contributions of this work and also
providing direction for future work to improve robot navigation.

6.1

Contributions
This work initially introduces ISA based path planning algorithm and how it can be adopted to

multi-waypoint point path planning. Thus developed ISA was utilized to solve multi-target access
order by first solving the traveling salesman problem using it. It is then also applied with the map,
information to obtain a collision-free global path with obstacle avoidance. In addition to the multitarget ISA-based navigation, grid-based map representations are imposed for real-time autonomous
robot navigation. Simulation and comparison studies have demonstrated the effectiveness of the
proposed real-time multi-target ISA approach of an autonomous mobile robot. Also, two hybrid
algorithms with ISA in their core were developed. The two hybrid algorithms developed in this work
are the Simulated Annealing Assisted Immune System Algorithm (SA+ISA) and Voronoi Diagram
Assisted Immune System Algorithm (VD+ISA). SA+ISA used a simulated annealing algorithm
as a precursor to ISA. This provided an improvement in run time to achieve the optimum path.
It also was able to determine a better path compared to the path that was previously considered
optimum. Thus effectiveness and efficiency of the algorithm were demonstrated. The second
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developed algorithm is VD+ISA, which uses a different approach in tackling the path planning and
navigation problem. Instead of solving the TSP without obstacles, TSP is solved with obstacles
since the Voronoi diagram by itself creates an obstacle road map of the environment. This roadmap,
along with the waypoint, is used to create the global path using ISA. This method was found to
be very effective and useful for rescue robots. By combining the dynamic window approach
for motion planning, complete robot navigation was demonstrated successfully. This work in its
entirety demonstrates how a bio-inspired algorithm, ISA this can be evolved by hybridizing it with
a classical algorithm to address the needs of many different types of the robot need currently.

6.2

Recommendations
Many areas can benefit from the application of these hybrid algorithms. As discussed

previously, SA+ISA algorithms can perform extremely well in sparse environments with multiple
local minima, and VD+ISA can perform well in an obstacle will environment since a road map
is quickly created that is safe to traverse, followed by ISA, which can find the optimal path.
This suggests environment-based path planning can be advantageous. Besides, multi-robot path
planning using VD+ISA is being considered, which can very quickly reduce path planning time
and also make it much more efficient. Also, there are areas beyond robot path planning where these
algorithms can also be used. One example would be utilizing them for path planning and imaging in
electron microscopes for Single-particle analysis (SPA), where quick imaging for particles frozen
in vitreous ice is needed. A similar need exists in many industrial robots, especially PCB assembly
robots.
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In the future, many other algorithms are considered hybridization for improving the navigation
of service robots and UAVs. Some examples would be neural networks-based techniques such as
Self Organizing Maps (SOM). SOM can be considered for hybridization for in-service robots, and
Machine learning-based algorithms can be considered for UAVs.
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