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We perform a multiscale analysis of Gaussian Markovian processes of order p on (0, 1). Namely, we 
construct a wavelet basis orthonormal for the scalar product given by the symmetric Dirichlet form of 
the process. As an application, we exhibit the connexion between the multiscale analysis concept and 
the Markov property of order p, and we prove the law of iterated logarithm and the uniform modulus 
law for the (p - 1)th derivative of this process. 
Nous effectuons I’analyse multi-tchelle des processus gaussiens markoviens d’ordre p, indexes par (0, 1). 
C’est-a-dire que nous construisons des bases d’ondelettes qui sont des bases orthonormees de I’espace 
de l’energie d’une forme de Dirichlet symetrique d’ordre 2~. Comme application de cette analyse, nous 
mettons en evidence un lien etroit entre analyse multi-Cchelle et propriete de Markov d’ordre p, puis 
nous demontrons les lois du logarithme it&e et du module uniforme du processus derive d’ordre p - 1. 
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Introduction 
La thCorie des ondelettes s’est rCvC1Ce 6tre un puissant outil d’analyse des ClCments 
de la plupart des espaces fonctionnels classiques. En gCnCra1 une base d’ondelettes 
de L2(R), est construite A partir d’une seule fonction A. La base de L’(R) est alors 
donnte par 
Ajj,k(~) = 2”*A(2’x - k), j, k e Z. 
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Ainsi dans beaucoup de situations, l’ensemble des ondelettes de la base est code 
par les points dyadiques du domaine oti les fonctions a analyser sont definies. Ceci 
a permis dans Jaffard (1991) d’estimer la rtgularite locale en x dune fonction f a 
l’aide de la suite des coefficients d’ondelettes de J: 
C’est un tel point de vue que nous voulons developper dans cet article, pour la 
classe des processus gaussiens possedant la propriete de Markov germe d’ordre fini. 
Un tel point de vue est deja ancien et remonte a Paul Levy. En effet la decomposition 
de Paul Levy du mouvement brownien sur la base de Schauder est, avant la lettre, 
la premiere decomposition en ondelettes de ce processus. 
Nous preferons employer l’expression analyse multi-Cchelle car il est frappant 
que, pour le processus de Wiener, l’invariance en loi 
Loi( vX,, .z; tSO)=Loi(X,; r&O) Vv>O 
soit exprimable en terme d’invariance d’echelle. 
Kahane (1982) utilise cette decomposition du processus de Wiener pour introduire 
les notions de points lents et de points rapides. 
Notons aussi la contribution de Kerkyacharian et Roynette (1991) qui Ctudient 
la convergence des approximations polygonales du mouvement brownien dans les 
espaces holderiens C “, 0 G Y < &. 
Dans un cadre plus large, citons aussi l’article de Benassi (1992) oti quelques 
applications de l’analyse multi-Cchelle aux probabilites sont indiquees. 
Le but de cet article est d’effectuer l’analyse multi-Cchelle des processus gaussiens 
cent& possedan: la propriete de Markov germe d’ordre fini. Pour cela nous sommes 
amen& a construire des bases d’ondelettes, a support dans les cellules dyadiques, 
de l’espace de l’energie d’une forme de Dirichlet symetrique d’ordre fini. De cette 
analyse nous tirons deux applications: 
- la premiere montre un lien Ctroit entre propriete de Markov germe et analyse 
multi-Cchelle. Ceci nous permet de redemontrer en dimension un d’une maniere 
originale le resultat de Pitt (1971) d’equivalence dans le cas gaussien ente 
markoviante et localite. 
- la seconde qui donne la loi du module uniforme et la loi du logarithme it&e 
pour le processus derive d’ordre p - 1, lorsque la forme de Dirichlet est d’ordre 2p. 
Dans le cas oti les coefficients de la forme de Dirichlet consider&e sont suffisam- 
ment reguliers, le theoreme d’InouC (1976) donne une condition suffisante 
d’equivalence des mesures gaussiennes markoviennes d’ordre fini. Ceci permet de 
ramener l’obtention des deux lois ci dessus au cas oti la forme de Dirichlet consideree 
est reduite a son terme de plus haut degre. Dans ce cas, le ThCoreme 1.6 oti ces lois 
sont &on&es admet une demonstration plus simple. Mais le cadre plus general de 
nos hypotheses ne permet pas d’utiliser le theoreme d’InouC. Nos resultats sont 
done nouveaux dans ce contexte. 
La methode developpee fournit des demonstrations nouvelles des lois du 
logarithme it&C et du module uniforme pour le mouvement brownien. Enfin, nous 
devons ajouter que le resultat de regularite du Theoreme 2 est obtenu sous des 
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hypotheses beaucoup plus faibles que dans les travaux de Benassi (1982), Benfatto, 
Galavotti et Nicolb (1980), et Russek (1980). 
Les resultats principaux de ce papier ont ete annonces dans une note par les 
auteurs (1991). 
1. RCsultats 
1.1. Soit {X(x); x E [0, 11) un processus gaussien centre, dC!ini sur un espace de 
probabilite (a, 9, F’). Soit xx le sous espace gaussien de L2(R, 9, P) engendre par 
X. L’espace autoreproduisant H, de X est l’espace des fonctions reelles definies sur [0, l] 
par 
muni du produit scalaire 
(Uz, U”)HY = E(.w. 
Pour toutes ces questions on peut consulter Neveu (1968). 
(2) 
1.2. Proprie’te’ de Markov d’ordre p 
La propriete de Markov (germe) a beaucoup etC Ctudiee. Dans le cas general on 
pourra consulter Pitt (1971); dans le cas particulier oti nous sommes, nous suivrons 
Russeck (1980) et nous poserons: 
Definition 1.1. Un processus gaussien cent& {X(x), x E [0, l]} est un processus 
markovien d’ordre p si 
(i) lP(X E C”-‘) = 1; 
(ii) le vecteur des derivees {X’“‘(x), . . . , Xcpm’) (x); x E [0, 11) est markovien au 
sens usuel. 
Remarque 1. Si X est un processus markovien d’ordre p, d’apres Pitt (1971), la tribu 
germe n,,, o{X(x), x E (a -E, a + E)} est Cgale a la tribu engendree par le vecteur 
(X(a), . . , X”-‘(a)). Ainsi la propriete de Markov germe et la propriete de Markov 
d’ordre p coincident dans ce cas. 
La notion de markovianite est reliee a celle d’espace local. Soit H un espace de 
Hilbert de fonctions reelles de classe Cp-’ sur [0, 11, nous dirons: 
DCfinition 1.2. H est local si 
(i) ~EH etf’k’(x)=Opour k=O,...,k=p-l+fl,,,,,etfl,,,,EH; 
(ii) Vf, g E H, si Supp(f) c [0, x] et Supp(g) c [x, l] alors (f, g)H = 0. 
278 A. Benassi, et al. / Processus gaussiens 
Dans notre situation nous avow le resutat suivant, d6 a Pitt (1971). 
Soit X un processus gaussien centre. I1 y a equivalence entre les deux assertions 
suivantes: 
(i) X est markovien d’ordre p; 
(ii) Hx est local. 
Le theoreme de Peetre nous dit alors que le produit scalaire de Hx est don& 
par une forme de Dirichlet symetrique, soit 
(3) 
avec D* = d”/dx”. 
L’espace s(O, 1) est l’espace des fonctions indefiniment dtrivables a support dans 
(0, 1). L’espace HP(O, 1) est l’espace de Sobolev d’ordrep et N,P(O, 1) est la fermeture 
de 52(0,1) dans H”(O,l). L’espace H, est l’espace de l’energie de la forme de 
Dirichlet d et l’espace H,,o est la fermeture de GB(O, 1) dans H,. 
1.3. Base orthonormee d’ondelettes de HX 
Sur les coefficients de la forme d nous ferons les hypotheses HA suivantes: 
(i) RCgularitC: u,,~ E L”(0, l), 0~ (Y, p G_P. 
(ii) Symetrie: u,,~ = ap,, dans L”, 0~ a, p up. 
(iii) Coercivite: 3y> 0, d(h, h) 3 rlhl;; Vh E 9(0, 1). 
Pour coder les ondelettes et les cellules dyadiques de (0, l), introduisons 
l’ensemble J des mots dyadiques de longueur fine 
J= u A, avec Jo = {*}, Jk = (0, l}k. 
ka0 
Notons Ij( la longueur de j, de telle sorte que j E Ji,, . Les cellules dyadiques A, 
Si?ront A,=(O,l), Ao=(O,+), A,=($,l), A@o]=(O,f), etc. sij=(j, ,..., jk)EIk et 
j’= (j:, . . . , ji) E JI le mot (jr,. . . , jk, j;, . . . , ji) de longueur k + 1 est note jj’. Pour 
finir, J” designera l’ensemble { 1, . . . , p} x J. 
Le thtoreme suivant fournit une analyse multi-Cchelle de l’espace H,,o. 
ThCorbme 1.3. Sow l’hypothese HA, l’espace H,,, admet une base orthonormee 
d’ondelettes {Ai,j; (i, j) E _?} v&i$ant: 
(i) Localisation: Supp( A, j) = dj pour (i, j) E _f. 
(ii) Regularite’: il existe deux constantes c et C, 0 < c < C <CO telles que, si m EN, 
OSm=S(p-1), alors 
C2(P-I/2-m)ljlG ID”Ai,jlwS C2(P_1/2_m)fjl. 
(iii) I1 existe une constante K 10 telle que 
(4) 
IDPP’Ai,j(y) - Dp-‘Ai,j(~)J == K2’j”21y -xl pour (i, j) E T 0 (5) 
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Remarque 2. Lorsque p = 1, a,,, = 1 et les autres coefficients sont nuls, nous 
retrouvons la base de Schauder. Dans ce cas X sera le pont brownien. 
Remarque 3. Soit LY E (0, 1). Le Theoreme 1 permet de construire une base d’ondelet- 
tes {AT,; (i, j) E j} a support dans les cellules dyadiques AT avec 
A;=A,, A; = (0, a), Ay=((~,l),..., 
A:. s’obtenant a partir de A,: par le pro&de habituel. 
1.4. Consequences stochastiques 
Soit {cp,, n E N} une base orthonormee de H,.,. D’apres le theoreme de Mercer cite 
dans Neveu (1968) il existe une suite i.i.d. de v.a.r. gaussiennes normales {&, n E RJ} 
telles que X =C, (p,,&, P-p.s. et dans L*(0). 
Nous pouvons done definir &(X, g) par 
ThCo&me 1.4. Sous l’hypothtse Ha nous avons 
X(X)= C A;,j(X)d(X, Ai,j) duns Cp-’ P-p.S. 
(i,j)tj 
(6) 
DCmonstration. II suffit de montrer que la strie d&iv&e d’ordre p - 1 converge 
uniformtment $-p.s. GrPce a (4) nous avons lDp-‘Ai,jlm = 2-‘j”*, et la demonstration 
se ramene a celle originelle de Levy, voir Neveu (1968). q 
Maintenant le resultat suivant Ctablit un lien etroit entre l’analyse multi-echelle 
et la propriite de Markov germe. 
Thborkme 1.5. Soit X unprocessus gaussien centre ti trajectoires C p-’ dejini sur l’espace 
de probabilite’ (0, 5, P). II y a alors equivalence entre les deux proprie’tes suivantes: 
(i) X possede la proprie’te’ de Markov d’ordre p. 
(ii) Vu E (0, l), 3{Ayj; (i, j) E j}, b.o.n. de Hx ve’ri@nt la proprie’te’ de localisation 
du Theo&me 1.4, 3{ &‘,: (i, j) E .?}, b.o.n. de 5Yx telles que 
X(x) = C A;(x)&‘, darts L*(O, l), P-p.s. El 
(i,j)tj 
(7) 
Ce theoreme illustre le resultat de Pitt qui relie la markovianite du processus X 
a la propriete pour son espace autoreproduisant d’gtre local. 
La seconde application de I’analyse multi-tchelle du procesus X necessite 
quelques notations. Soit a une fonction de L”(0, 1) et E un borelien de (0, 1). Posons: 
a(E) = ess inf{a(x); x E E}, 
d(E) = ess sup{a(x); x E E}, 
g(E) = $rfE (T(F). 
C 
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Lorsque E = (0,l) nous simplifierons ces notations en a, a, p. Soit maintenant 
y E (0, 1). Nous Ccrirons 
xfy si x+y et x>y et x+y six+yetx<y. 
Nous posons alors 
a+(y) = lim a([~, xl), a-(v) = lim a([~, yl), + 
X’Y .xiy 
et definissons de m&me S’(y) et C_-(Y). 
Nous aurons besoin des abrevations suivantes: L designe le logarithme de base 
2, log le logarithme ntperien. L’expression LLx designe le nombre L(L(x)). 
Si upP est le coefficient du terme de plus haut degre de la forme &, nous aurons: 
ThCorkme 1.6. Sous I’hypothtse HA, 
(9) 
Si y est un point de Lebesgue de la fonction I/a,,, 
lirn sup Pp-‘w-4 - Dp-'x(Y)l = 2 log 2 $_p s q 
* Jlx-ylLLlx-ylP’ II- 
I.X~.V/-+O 
a,,(y) * . 
(10) 
Remarque 4. Si la fonction app est continue nous avons les egalites 
_ - 
QPP =a -PP = aPP’ !gtp(Y) = app(v) VY E to,11 
Si la fonction app est continue par morceaux, l’inegalite (9) met en evidence les 
points de discontinuite. 
En general pour obtenir la fonction module c5 d’un processus gaussien centrt X, 
ici 4(h) = m, on est amen6 a faire l’hypothese de stationnarite des accroisse- 
ments de X, comme dans Marcus et Schepp (1971). Dans notre situation la propriete 
de Markov la remplace avantageusement, puisque nous obtenons les constantes 
optimales d’encadrement dans (8). 
2. Analyse multi-Cchelle de I’espace de l’knergie d’une forme de Dirichlet symktrique 
d’ordre 2p sur (0,l) 
Soit d une forme de Dirichlet d’ordre 2p et de coefficients aap avec 0~ a, j3 C p. 
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A la forme d est associee l’optrateur A formellement dtfini par 




Nous conservons les notations de la premiere partie. 
2.1. L’ope’rateur A 
Supposons que les coefficients de la forme & verifient l’hypothese HA. Nous avons, 
outre la constante y de HA, une contante r telle que 0 =5 y c r et 
~lh12,;~ d(h, II)< I-lhl’H; Vh E 9(0, 1). (12) 
Si Hb designe l’espace dual de H,,o le theoreme de Riesz assure l’existence d’un 
operateur A de H,,o dans Hh tel que 
~(cP, Ccr) =(&, ccI)=(cp, A+) VP, Ccr~ g(O, I), 
oh ( , ) designe le crochet de dualite entre H,,o et HL . 
Le theortme de Lax-Milgram nous permet de deduire de (12) que A admet un 
inverse continu. Cet inverse, note A-‘, a pour noyau la fonction de Green de A sur 
(0, l), notee G(x, y). Au sens des distributions nous avons alors 
V.YE(O,L), AG(.,y)=a(.-Y) sur (O,l), 
G(.,Y)EH~P(O, 1). 
(13) 
Notons que (13) dtfinit G de maniere unique. Maintenant passons a la demonstra- 
tion du Theoreme 1.3. 
2.2. Base d’ondelettes de H,,, 
Soit J l’ensemble des mots dyadiques de longueur finie. Pour Jo J, A, dtsigne la 
cellule dyadique (x(j), x(j) +2-“‘) avec 
x(*)=0, si ]j]=O, 
x(j)= 1 jk2pk, si Ijlal et j=j,j,. . .jIj,. 
l%kslJ 
Par la notation j’ nous dtsignons le mot dyadique j = j, j, . * . jIjll. On remarque 
alors que x(j’) est le milieu de A,. 
Avec ces notations nous definissons les pre-ondelettes 4;;) (i, j) E .f par 
A4,= ~,~(-1)“D’-‘6,(~+, sur A,, 
+ij E H,P(Aj), (14) 
sp(4ij, 4i,) = 1. 
Puisque Dk6 E H-“(0, 1) si 0~ k <p, (14) dtfinit +ij de man&e unique. La 
constante cij de la premiere ligne Ctant choisie pour assurer la normalisation de la 
troisieme ligne. 
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Nous dtmontrerons d’abord le Theoreme 1.3 dans le cas particulier oh 
A = (-l)“D”‘=: A,, 
puis nous y ramenerons le cas general. 
2.2.1. Cas 1: A = A0 
On verifie facilement que 
4ij(x) = 2-(p-i/2)ljl 4,*(2’j’(x -x(j))), (i, j) E i (15) 
Nous avons alors les proprietes suivantes: 
(Cl) De (15) nous obtenons (4) pour les pre-ondelettes avec les constantes 
C= min IDm4i*Im, c= max ]D”‘+i*la3. 
i=l,..., p;m=O ,._., p-1 i=l,__., p;m=O ,..., p-l 
(C2) Dans le cas present les fonctions & sont polyn6miales sur A, et sur A,. Si 
Mp est dtfini par 
Mp= is=,,..., p;F=O,l ,“:f ‘Dp’i*(x)’ max P 
nous avons alors 
1 D”-‘pi*- D”-‘~i*(y)l~ Mpl~-yl, i= 1,. . . ) p, 
ce qui conduit a (5) par le changement d’echelle X-X’ = 2”‘(x - x(j)). 
(C3) Supposons j # Z, 1 s i, k s p. 
Si A, n A, = 0 nous avons trivialement 
&(@ij, 4kl) =O. 
Quand A, c A, par des integrations par parties nous obtenons 
a@,,, ~k,)=(-l)k-‘Dk-‘~lj(X(I-t))=O. 
Soit H, le sous-espace de HR(O, 1) engendre par 4,j,. . . , &,,. Nous venons de 
montrer l’orthogonalite des H, deux a deux. 
Soit alors 4 E H{\(@,,, H,). 11 vient facilement 
d(4, &j)=(-l)kp’Dkp’+(x(j))=O V(k, j)E_? 
D’autre part, d’apres le lemme d’injection de Sobolev nous avons H,P(O, 1) c 
Cpp’[O, 11. Nous obtenons done 4 = 0. Ainsi 
H,P(O, 1) = 0 H,. (16) 
jcJ 
(C4) 11 ne nous reste plus qu’a construire la base d’ondelettes cherchee. Pour 
cela nous orthonormalisons (&*, i = 1,. . . ,p). Nous obtenons une b.o.n. (Ai* 
i = 1,. . . , p) de H,. Puis nous posons 
Aij := 2-(p-1’2)ljinj*(21j1(. --x(j))), (i, j) E .f (17) 
Les points (Cl), . . . , (C4) demontrent le Theoreme 1.3 dans le cas oti A = Ao. 
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2.2.2. Gas 2: A=(-l)PDP(aDP) 
Pour demontrer le Theoreme 1.3 dam ce cas, nous comparerons A St un operateur 
du type CA,,. Pour cela definissons a(j) par a(j) = 2”’ J3, u(x) dx. Notons alors A, 
l’operateur a( j)A,. Convenons de noter encore A l’operateur de H,,,(A,) dans 
H&,(A,) associe a la restriction de la forme d a l’intervalle ouvert A,. 
Notons 4ij les prt-ondelettes associees a A par (15) et Jij celles definies par 
Aj&ij = ci;(-l)i-‘Di-‘Sx(j+) sur Aj, 6ij E H,P(A,). 
La demonstration de la propriete (4) ne depend pas de la regularite de la fonction 
a. En supposant a reguliere elle consiste a montrer que I&j - Jljlp =2p’J”2, 
puisqu’alors nous aurons par le lemme d’injection de Sobolev: IDpp’(4i, - Jij)lm= 
2-“I”. Comme nous savons deja que IDPp’&jla= 2-1’1’2, nous obtenons IDp~‘~i,lu,= 
2-iii’2, puis par integration les inegalites (4) pour les f$ij. 
Montrons done 
I+ij - Jijlp 2- 2-ljl/2_ 
De l’egalite AqSij = A,&, nous tirons 
A(+,j-J,)=(Aj-A)&ij 
d’ou, VP E B(O, l), 
(18) 
(19) 
(A(+,j-Jij), c~>=((Aj-A)Jij, CP). 
Puis en elevant au carre 
(A(+tj - Jtj), CP)’ =((Jj -A)$,, 9 CP)’ 
I 2 
s ( uj - u)DP$;,DPq dx 
> 
SK (4, - ~)~(D”cp)~ dx, 
ou la constante K > 0 est independante de cp. 
Ceci puisque (D’&; (i, I) E j) est une base de Riesz de L2(0, 1). 
II vient alors 
(I 
L 
(A(+,j-&,j), ~p)‘s Ej2-'j' 
0 
(20) 
avec &j petit si (j( est grand et puisque Cl,l+, a;1 ,l,(x) -+ a p.p. et L2. Ce qui nous 
conduit a (18) et done a I’estimation (4). 
Pour l’estimation (5) reprenons (19). Nous en deduisons que, si G, est la fonction 
de Green de A sur A,, 
4i~(~) - 6ijCx) = 
I 
DCGj(X, Y)(Q,-Q(x))~"Ji,(J') dy. 
A, 
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Nous avons alors 
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oti Hj est une combinaison de fonctions Aj-harmoniques Par suite 
avec L = 2C ess sup Q, oti C est la constante de (Cl). Comme les fonctions A- 
harmoniques sont a d&ivies d’ordre p dans L”, par changement d’echelle nous 
aurons 
1 DPH,~,~ M21,i1/2. 
Soit, avec N = L+ M, 
ID”-‘&;(x) - Dp-‘qbij(y)l G (N + C)2”“*Ix -yj 
puisque C est constante de Lipschitz de Dp-’ * 4ij. Nous avons done l’estimation 
(5). Le reste de la demonstration du Theoreme 1.3 est similaire au cas 1: nous avons 
encore 
H,P(O, 1) = @ Hj 
iEJ 
pour la forme s2p, et il suffit d’orthonormaliser chaque famille ( c$;~, i = 1, . . . , p) pour 
obtenir la base cherchte (Aij). On peut le faire en utilisant la matrice de Gram des 
$ij, ce qui donne immediatement les proprietts du Theortme 1.3. 
2.2.3. Cas 3: cas ge’ne’ral 
Posons ici A = (-l)pDp(aDp). Alors 
A=A+ 1 (-l)“D”(a,,,DP)=:z+B. 
U.PCP 
Les preondelettes ii, sont celles du Cas 2, associees a l’operateur A et les preondelet- 
tes &j sont celles associees a l’operateur A par (14). Nous avons 
A(&j-&j)=-B&j=:f;j, (i,j)E_f (21) 
Soit G(x, y) la fonction de Green de Ao. I1 existe une constante K telle que 
G(T Y ).Lj(X).Lj(Y) dx dy 
= I c ‘pp(X)apv(X)DP~ij(X)DY~ij(X) dx Oc-p,ySp~l 
up-1 p(Y)ap,(x)DP~ij(y)DY~tj(X) dx dy 
up-1 PDF&, dy 2 dx 
> 
+ Rij 
=: F,+ F2t F,+ R,. 
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Pour F, nous avons utilise la relation 
II 
G(x, y)ZY~(x)LY’~(y) dx dy = 4’(x) dx+ r=: F,+ r, 
avec 
+= c +@&, . 
o=spsp-I 
Pour F2 nous avons Ccrit 
G(x, y)Dp~(x)Dp~‘ccl(y) dx dy 
= +I($) dx+s=: F,+s, 
avec maintenant 
*= c ap-l ,#&, , z($)(x) = 
0=p=p 
Pour F3 nous avons Ccrit 
il 
G(x, y)Dp-‘c#~(x)D~~‘c$(y) dx dy = I($)‘+ t =: F3+ t. 
D’apres l’estimation (4) pour &, et puisque les coefficients de la forme d sont 
born&, les quantites r, s, t, R,, sont des quantites negligeables devant F, , F2 et F3. 
En fait le terme dominant est F, , puisque les ordres de derivation des fonctions Jlj 
y sont maximum. 
Cela nous conduit alors a: Ijj, 1 ~,‘I 2- I”. Nous avons done demontre (4) dans le cas 
general. 
I1 nous reste a montrer (5). Pour cela nous remarquons que 
qbi,-&j=k’B4,; 
et nous utilisons les conclusions des calculs ci-dessus pour Ccrire 
DP~p’B(qbi,-&j)= C appDP(~ij-~rj)+rj, 
ospsp-I 
DPk’B($;j) = 1 ap pDp&j+ si. 
chp=sp~l 
Puisque 1 Dpp’( c#I,~ - &j)lm = 2’jl” et que Ir,Ju? = 0(2”“~), il existe un reel K > 0 tel 
que 
1 DPk’B(+, - &j)jrs K2”“2. 
Nous aurons de mcme 
I Dpi-’ B& s K’2’J”2. 
Mais alors la proprittt (5) pour Gij nous conduira a la propriete (5) pour #+j. 
Comme la fin de la demonstration est identique a celle des cas precedents, nous 
avons obtenu la demonstration du Theoreme 1.3 dans le cas general. 
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2.3. Comple’ments 
Si a est une fonction integrable pour m la mesure de Lebesgue sur (0, l), rappelons 
qu’en notant 





nous avons la convergence 
f,‘m ah = a, dans L’ et m -p.p., 
et que de plus, si x E (0, 1) est un point de Lebesgue de la fonction a, 
vy a,,(x) = a(x). 
Proposition 2.1. Sous I’hypothPse HA nous avons les limites suivantes: 
(i) Si x est un point de (0, l), 
&slim SUP; J _ (op~‘A,j(X+h)-DP~‘Aij(X))2 
PP h-0’ (I.J)~J 
1 
<a6b(x). 
(ii) Si de plus x est un point de Lebesgue de la fonction l/a,, 
lim1 C (Dp-‘Aij(x+ h)-DP-‘Aij(X))‘=‘- 
h+O h (r,j)ti a,,(x) . 
(22) 
(23) 
DCmonstration. Soient Aij et iij, (i, j) E J” les bases d’ondelettes associees aux 
operateurs A et A := (-l)‘Dp( ~~$3~) respectivement. Nous venons de montrer que 
IDP-‘Aij - Dp-‘&jloo= 2-lj1’2 et done que 
liml 1 (Dp-‘(A~j-~~j)(X+h)-~“-‘(A~j-~~j)(X))’=O, 
h-0 h (i,j)E.T 
et cela uniformement en x. Nous pouvons done nous restreindre au cas oti A = 2. 
Notons alors F l’espace des fonctions A-harmoniques. L’espace F est de dimension 
2p et contient les polyn6mes x0,. . _ , xppl qui sont isotropes. Notons fr,. . . , fp p 
elements de F non isotopes et orthonormes dans L2(0, 1). Dans ces conditions la 
famille (Ja,, Dp-‘A,, (i, j) E J, f,, . . . , &) constitue une base orthonormee de 
L2(0, 1). En decomposant la fonction l,,,+,,(y)a;i(y) sur cette base il vient 
U;;(Y) dy 
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La proposition decoule de la propriete u;i E L'(0, 1). q 
Corollaire 1. Sous les hypoth&es du 7’hkorGme 1.3, nous avons si 0 < p < 1 et si x est 
point de Lebesgue de Za fonction l/a,, 
liml 
h+O h ,ij+,,-q PLLRK’ ( 
Dp?li;(x + h) - D”-‘A,(x))’ =L 
< a,(x) . 
(24) 
DCmonstration. Compte term de la proposition precedente il suffit de montrer la 
convergence vers 0 dans L’ des quantites S*(x, h) definies par 
1 
h jji>Lh- +PLLhK’ r 
(D?i,,(x+ h) - W-‘A,(x))‘, (25) 
1 
h ljl<Lh- -PLLh- F 
(of-‘A,(x+ h) - D”-‘A,(x))‘. (26) 
D’apres le Theoreme 1.3 nous avons 
D’oh les 
(LIP-‘A&l,6 C2-“I”, 
IDP-‘A- (y) - LIP-‘A--(x)1 G K2’ji”ly-xl, ‘.I 1.1 
majorations suivantes 
S+(x, h) c 2pC2h-’ 
9>Lh-&LLhm’ 2p 
9 < 2pc22-PLLh-’ = C’(Lh-I)-“, 
S-(x, h) s 2pK2hP’ 2yh2c K’( Lh-‘)-P. 
Si l’on fait tendre h vers 0 les quantites S+(x, h), S-(x, h) tendent uniformement 
en x vets 0, ce qui demontre le corollaire. El 
3. Analyse multi-Cchelle et propriCt6 de Markov germe 
Dans cette partie nous Ctablissons le lien Ctroit entre analyse multi-echelle et 
propriete de Markov germe, &once dans le Theoreme 1.5. Demontrons d’abord 
l’implication (ii)*(i). 
Soit (5::;; (i, j) E .f} la famille independante de v.a.r. gaussiennes normales corres- 
pondant par l’isometrie canonique a la base {A y,; (i, j) E j} de HX. 
Puisque 
nous avons facilement I’indtpendance conditionnelle de 9~o,U, et 9cU,l, sachant g,,,. 
C’est le resultat cherche. 
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Passons maintenant a la reciproque. Comme X E Cp-’ P-p.s., posons success- 
ivement 
2; := Dk-‘X(u), k = 1,. _ . , p, 
G, := la matrice de covariance du vecteur (Zy , . . . , Zi). 
Dans ce cas, 
5;: := G,“‘(Z;), k = 1,. . . , p, 
est une famille o.n. de RX et nous noterons (AL; k = 1,. . . , p) la famille o.n. de 
Z-TX qui lui correspond. Nous definissons alors les processus X, , Ro, R, par 
X*(x) = c AL(xEL, 
k=l,...,p 
R,=X(x)-X,(x) surdz, s=O,l. 
Comme nous avons 
X,=E(X[cL,k=l,..., p) P-p.s. sur A, 
il est loisible de recommencer l’operation et de d&composer de maniere similaire 
les sommes R, , R,, sur A; et A,” respectivement. 
A l’etape n nous aurons defini les processus Xy , Ijl s n tels que 
X!(X) = C Ai,j(X)5Z,, 
k= L,...,p 
oti (A z,j), (,$z,j) sont des familles o.n. de Hx et SY, respectivement. 
Posons maintenant 
S”~=a{~yj;i=l, . . ..pljlcn}. X(x)= c AZ,,(x)tE,j. 
Nous avons alors 
X” = lE(X 1 Sn) $-p.s. 
Si 4 designe la tribu V, 9,,, en prouvant que 4 = (T{X(X), x E (0, 1)) aux ensembles 
negligeables p&s, nous aurons 
X,, + X dans L’(0, F’) et P-p.s. 
d’oh l’implication (i)+(ii). 
Pour prouver 8= cr{X(x), XE (0, 1)) il suffit de montrer que la famille {Ayj; 
(i, j) E J”} est totale dans Hx. Soit done cp un element de Hx orthogonal a tous les 
A~j; (i, j) E f. Nous avons alors 
Dkp(x(j))=O V(k, j)E? 
et par suite q = 0 dans C pp’. Mais comme Hx c Cp-’ nous avons aussi cp = 0 dans 
H,, ce qui acheve la demonstration. 
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4. RCgularitC des trajectoires des processus gaussiens markoviens d’ordre p 
Dans cette partie nous Ctablisson les lois du module uniforme et du logarithme it&t 
pour les processus gaussiens markoviens d’ordre p. Nous reprenons les notations 
de la premiere partie, oti ces lois sont &on&es. Nous utiliserons les estimations 
classiques suivantes. 
Soit 5 une variable aleatoire normale, alors 
3 
(Il,X’)~SP(~PX)S~, x > 0. (27) 
Pour n EN, si x,, suit une loi du x2 a n dimensions, alors 
p(xn 2 hn) c ,n(l~A+wA)w, A I=. 1, 
lP(xn 2 u’) < un e-U2’2, U>2. 
Soit (5,; j E J} une famille independante de v.a.r. normales, alors 
(28) 
(29) 
lim sup max 15,1 
“-an lil=n v%I 
= 1 P-p.s. (30) 
L’estimation (27) est bien connue. Les estimations (28), (29) se deduisent facile- 
ment de l’expression connue de la fonction de repartition de la loi du x2, voir 
Lancaster (1969). Quant a (30), on peut trouver ce resultat classique dans Neveu 
(1968). 
Les coefficients de la forme de Dirichlet ZZZ sont supposes verifier l’hypothese HA. 
Soit X le processus gaussien centre d’espace autoreproduisant I&, . Soit (A,,,; (i, j) E 
j) la base d’ondelettes fournie par le Theoreme 1.3, et soit (&j; (i, j) E j) la base 
de R, correspondante, telle que 
X(X)= 1 Ai,,(x)t;,, dans C”-’ P-P.S. 
( i,J I E i 
comme l’indique le Theo&me 1.4. 
4.1. Loi du module uniforme 
4.1.1. Donnons nous /I E (0, 1) puis Ccrivons 
DP-‘X(x+h)-DP-‘X(~)=A,(x,h)+A~(x,h)+A~(x,h), 






Jz,,, ={jEJ: LK’--PLLK’S(j(C Lh-‘+PLLh-‘}, 
J3,h = {j E J: (jl > L/C’ + PLLh-I}. 
La demonstration de la loi du module uniforme reviendra a montrer que seul 
0,(x, h) n’est pas negligeable devant JhLh-‘. 
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Lemme 4.1. Sous les hypothkses du ThkorSme 1.6 nous avow, pour i = 1 ou 3, 






DCmonstration. pour i = 1, si n EN, 2-“-’ < h S 2-“, notons J:,h le sous-ensemble 
de J defini par 
Jz,h = {j E J: Ijl s n et Aj 3 X, x + h}. 
Alors grPce a l’inegalite de Cauchy-Schwarz et a la propriete (5) des ondelettes il 
vient 
ld,(x, h)12s { C (Dp?ii,j(x + h) - Dpp’Aj,,(x))’ 
i=l,..., p;JsJl,,, I 
X c ,, t:, 2 
!=I ,..., p;jcJ,,,, 
IA,(x, h)12sKh2 C 
( 
2’ sup c t:j . 
OSG-n-_PLt? x,x+hs(O,l) t=l..... p:jtJy,,, I 
Maintenant remarquons que lorsque x E A, et 1 jl = [n -/3Ln] la somme 
Ci=l,....p;jtJ::,, [:, est constante en x, et que ces sommes sont au nombre de [n - PLn]. 
Posons 
M, = sup 
x.rthc(0.l) 
c ,, t:,) Ii2. 
i=l,..., p;jtJ \,,, 
L’estimation (28) conduit a 
$(J,,f, > fi) s 2n-% en/2(-h+r+rOg(h)). 
Ainsi quand A > 4 nous avons 
CP(M,,>fi)<co. 
n 
Le lemme de Borel-Cantelli assure alors l’existence d’un entier Q(o) a partir duquel 
M,, < ~6% $-p.s. 
I1 s’ensuit, que pour Ix-y] G h, Lh-’ -PLLh-’ 2 Q(w), nous avons P-p.s. 






ce qui prouve (33) quand i = 1. 
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Demonstration quand i = 3. Remarquons que pour 2-‘-’ < h G 22”, x et x + h sont 
dans des cellules dyadiques distinctes a partir de la generation [n + PLn]. 11 suffit 
done d’examiner le comportement des sommes 
En utilisant maintenant la propriete 4.30 il vient, pour n 2 N(w), 
ISk(x)lG 1 2Pr’2r”2SJZZ(n+pLn) 
r>n+BLn 
oti Z(y) est l’integrale Jy~&e-~‘~ dx. Pour calculer I(x) on fait le changement de 
variable x = u2/log 2 et on integre par parties. 11 vient 




I1 existe done une constante L > 0 telle que, si 0 < h < 2-N(w’, 
Nous avons done prouve le resultat pour i = 3. 0 
4.1.2. Majoration de la limite supkrieure 
Remarquons que les variables aleatoires A2(x, h), Az(y, h) sond independantes si 
Ix -YJ > 2-n-M+’ et h <2-“. Soit n un entier fix6 pour le moment et soit j tel que 
Ijl = [n -PLn]. 
Posons 
p, := SUj3 h-“‘A2(x, h). 
xtJ,,Z-“- <h=2 ” 
A l’aide de l’intgalitt de Cauchy-Schwarz et du Corollaire 1, nous obtenons 
(I 
x + h 





avec pour ensemble d’indices 
I:={(i,I):n-/3Ln~~f~~n+~Ln;A,~x;i=l,...,p}. 
Pour alleger l’ecriture posons xZ,,~(X) := C, et,. 
Remarquons que x’,,,( ) t x es constante sur tout Aj tel que (jl = [n -PLn]. La 
dimension de x~,~(x) etant inferieure a nzp, l’estimation (28) conduit a 
P(p, > A&) < (AJn7T;)“‘” eena~h2’2=: 5 
avec cj:= d(A,) et aj:= @(A,). 
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,j,=mPprnl hui> AwG 
> 
S l -,i,=r~sl-~,P(&S hJ;;)y 
iP 
( Ijl=FtY$L.n] 'j 
>hfi Gl- n (l-P(~j>A%h)), 
> Ijl=[n-PLnl 
P 
( ,i,=;:ppL’, I4 
> AJ;; 
) 
S 1 - (1 - ;n)2”-“L”, 
avec in := maxljl=ln-pLnl rj. 
Mais nous avons 




sup p,>A& Sexp(n(log2-_aA2/2)+O(n))=:s,. 
Ijl=[+PLnl ) 
Ainsi, sous la condition A2> (2 log 2)/a, la sCrie C S, converge. A nouveau par le 
lemme de Borel-Cantelli nous aurons un entier aliatoire N(w) tel que, sur {n 3 
N(w)), 
sup p,, S Afi $-p.s. 
lil=[+PLnl 
Comme l’encadrement 2-‘-l < h s 2-” tquivaut 2 ce que n soit la partie entikre 
de Lh-‘, nous obtenons 
h <2-N’“’ 3 =<A $_p.s., 
JhLh-’ 
quand x et x + h sont dans la mEme cellule dyadique de gttkation [n - PLn]. Le 
cas oti x et x + h sont dans des cellules dyadiques contigiies se traite de manitre 
similaire. 
4.1.3. Minoration de la limite supe’rieure 
Notons 2: la variable alCatoire gaussienne centrke 
et (T:(X) sa variance. D’aprks la dkmonstration de la Proposition 2.1, nous avons 
2: := 2”‘2A2(x, 2-“), 
I 
x+2-” 
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et, grfce a I’estimation (26), 
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D’oti, VIE. > 0, 
si n est assez grand. 
Soit E un ouvert de (0, l), definissons le sous ensemble J,(E) de J par 
J,(E):={~EJ: Ijl=[n-PLn],Ajc E}. 
Donnons nous pour chaque j un point xj de A, et posons ZT := Z:,. GrBce a 
l’independance deja observee 
P sup Zi”>hfi =l- n (l-P(z:>AJ;;)), 
jt-f,,(JV > itJ,,(E) 
d’ou 
IP sup z;>NX 
icJ,,(E) > 
sl-jJE) ( lwi$ikexp(-Z?$ij))~ 
n I 
Si 1 El designe la mesure de Lebesgue de E il vient card(J,( E)) = [n - ,BLn]l E[ et 
en notant Cn := minjcJ,,(E) a,(x) on obtient 
IP sup 2:>/4fi 
.isJ,,(E) > 






En notant maintenant 
1 1 
. 
mln.;tJ,,(E) l/4 ‘2’ 
et si A =p[E( il vient 
P sup z;>/N5@/ 
IeJ,,(E) > 
e ~nJEJ(b,,p2/2)~log2 _. 
> 
-. s,. 
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Si p2 < (log 2)/(2 lim sup, b,), la s&e de terme general s, diverge. Choisissons alors 
une suite d’entiers nk telle que 
nk+, -PLnk > nk Vk E N, 
ce qui est toujours possible. Pour un tel choix, les evenements 
f&:= sup lz;+-/_‘~ 
it.&(E) 
sont indtpendants, et le lemme de Borel-Cantelli assure qu’il existe une infinite 
d’entiers k tels que ok est reali&. Ceci prouve, quel que soit E ouvert de (0, l), 
En definitive nous aurons 
lim sup 
AAx, Ix -YI) 
lx-Yllo;x,.Yt(o,~) jlx-yiLlx-yl-‘B 
(35) 
avec la notation introduite juste avant le Theoreme 1.6. 
Mais (34) et (35) nous conduisent au resultat (8). 
4.2. Loi du logarithme it&e’ 
4.2.1. La demonstration de la loi du logarithme it&e se fera dans le meme esprit 
que celle du module uniforme. Soit y fixe dans (0, 1). Pour tout entier n > 0, posons 
A,,(y) := {x: Ix-y\ < 2-“}. 
Le nombre de points dyadiques de 
2( n + l)*, ce qui s’ecrit 
cardIx(j) E A,(Y); j E J, Ijl s 
A,(y) et de generation Gn est major6 par 
n}G2(n+l)*. (36) 
Maintenant, comme precedemment Ccrivons 
LIP-‘X(y+h)-LIP-‘X(y)=A,(h)+Az(h)+A3(h), 
A,(h)= c (Dpp’4,,(x+ h) - ~“p’A,i(x)k,i , / 
i=l,..., /J;/tJI,,I 
avec 
J.y,h = {j E J: 1 jl< n - PLLn, x(j) E A,(y)}, 
J&={~EJ: n-PLLn s Ijl s n + PLLn, x(j) E A,,(Y)}, 
J:,,> = {j E J: 1 jl > n + pLLn, x(j) E A,(y)}. 
Lemme 4.2. Sous HA, nous azlons pour k = 1 et k = 3, 
(37) 
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DCmonstration. La demonstration est similaire a celle du Lemme 4.1. 
Si k = 3, comme pour le Lemme 4.1 nous avons une constante C > 0 et un entier 
N(o) tel que sur {n 2 N(w)}, 
IA,(h)(s C C 2-“‘fi 
rZ”+pLLn 
< C2-n/2(LLn))(‘+P)/2. (38) 
En utilisant l’estimation (30) et le resultat (36) nous deduisons (37) de (38), quand 
k=3. 
Si k = 1, c’est encore la mk?me demonstration que pour le Lemme 4.1 mais 
maintenant le calcul utilise JT,n. 0 
4.2.2. Majoration de la limite supt?rieure 
Pour n EN dfkrissons la quantite v,, par 
G&e a l’inegalite de Cauchy-Schwarz et au Corollaire 3.1, 
1 




a,(x) i=l,..., p;jtJ,,,, 
Pour tout F > 0 fix15 et pour n assez grand, l’estimation (28) nous permet d’ecrire 
$(~,>h~)~(A~Ln)‘~“‘*~exp- 
A2Ln 
2(a2, + En)“2 ’ 
~exp(-Ln(~A2J_a,(y,y+2-“)-&)) 
Gn -w/(2lOg2))~~~) _. -. r,. 
avec les notations de la partie 1 et o’, := 2” j:‘” dy/a,(y). 
Maintenant, si A’> (1 - e)(2 log 2)/G(y), la serie de terme general r,, converge 
et, par le lemme de Borel-Cantelli, nous aurons un entier N(w) tel que 
v, s Afi sur n Z N(w) $-p.s. 
Apt& avoir fait de mtme avec -h $ la place de h nous obtenons la majoration de 
(9). 
4.2.3. Minorations de la limite supe’rieure 
L’argument employe pour minorer la limite suptrieure dans le cas du module uniforme 
peut &tre repris ici. Nous obtenons alors, avec b, := ess sup{a,,(x), x E (y, y+2-“)}, 
p( V, > An) 3 1 - exp s e’n(‘og2-A2h,,‘2) , 
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Comme C, s, = cc si A’> (2 log 2)/m, nous aurons bien la minoration de (9) 
avec h > 0. Le raisonnement est similaire pour h < 0 et ceci termine la demonstration 
du Theoreme 1.6). 
4.2.4. Naturellement quand y est point de Lebesgue de l/u,,,, les calculs precedents demon- 
trent l’egalite (10). 
5. Conclusions et perspectives 
5.1. Lorsque la forme & est &(f, g) = JAf’(x)g’(x) dx, le processus regulier X 
associe a & est alors le pont brownien. Le Theo&me 1.6 donne les lois du module 
uniforme et du logarithme it&e et la demonstration donnte ci-dessus est nouvelle. 
5.2. Soient A,, A, deux operateurs d’ordre 2p du type 2.1. Supposons que leurs 
coefficients soient de classe C”. Soient alors G, et G, les fonctions de Green 
respectives sur (0, 1) et X,, X2 les processus gaussiens cent& de covariances 
G,(x, v), G,(x, Y). 
Si la difference G, - G2 appartient a Hy2, oh H, est l’espace autoreproduisant 
de X,, alors les lois des processus X, et X2 sont Cquivalentes. Si le degre 6 de la 
difference A, -A, verifie 6 s 2p - 1, le theoreme d’InouC (1976) assure: G, - G2 e 
HF. La methode d’lnoue est basee sur le fait que l’operateur A, - A2 est hypoellip- 
tique et utilise le theoreme d’Agmon de regularisation elliptique. 
Dans le cadre de nos hypotheses, nous ne pouvons utiliser le theoreme d’InouC 
pour nous ramener au cas plus simple A,, = (- l)“D”( a ( . )D”), puisque la difference 
A - A0 n’est pas hypoelliptique. 
Neanmoins nous conjecturons que la condition degre (A, -A,) s 2p - 1 est 
suffisante pour assurer 
Loi 21 Loi( 
Par ailleurs la demonstration du Theo&me 1.6 est dans son esprit indtpendante 
du fait que la dimension d est Cgale a 1. Elle peut done ouvrir la voie au cas d 
quelconque. Cependant: 
1. toutes les tentatives faites pour obtenir des ondelettes a support dyadiques 
comme dans le Theo&me 1.3 ont tchout en dimension d. 11 faut trouver d’autres 
methodes de construction des bases d’ondelettes dans le cas general. On peut 
s’attendre Q ce que les resultats de dimension 1 soient les plus fins possibles. 
2. pour ce qui est de la regularite des champs gaussiens markoviens d’ordre p, il 
a ett demontre dans le cadre d’ operateurs elliptiques quelconques a coefficients 
C”, voir Benassi (1982), 
P(X E Hd--d’Z-F) = 1 va > 0 
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et dans le cadre des opkrateurs du type A = n,=,,..,., (-A + cf), voir Benfatto, 
Galavotti et Nicolb (1980), 
P(X E Cd-d’2-F) = 1 Vs > 0. 
Ces rkultats suggkrent que la fonction module est du type dh log hm’, en 
dimension impaire, et hO( h) en dimension paire, avec O(h) une fonction logarithme. 
Done la mithode de dimonstration du Thtorkme 1.6 ne peut &re kventuellement 
adapt&e qu’en dimension impaire. 
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