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Abstract
A Liouville–Green (WKB) asymptotic approximation theory is developed for some classes of linear second-order difference
equations in Banach algebras. The special case of linear matrix difference equations (or, equivalently, of second-order systems) is
emphasized. Rigorous and explicitly computable bounds for the error terms are obtained, and this when both, the sequence index
and some parameter that may enter the coefficients, go to infinity. A simple application is made to orthogonal matrix polynomials
in the Nevai class.
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1. Introduction
In this paper, the second part of an asymptotic analysis for linear second-order difference equations in Banach
algebras is presented. A Liouville–Green (or WKB, or WKBJ) asymptotic approximation theory is developed for
equations like
2Yn + QnYn = 0, n ∈ Zν, (1)
where Qn = A+Gn, Zν := {n ∈ Z: n ν}, ν a fixed integer, A,Gn,Yn being elements of a given Banach algebra B,
with unity, I , and Yn := Yn+1 − Yn (hence 2Yn := Yn+2 − 2Yn+1 + Yn), when either (a) A is Hermitian and
positive definite, or (b) A is Hermitian and negative definite. As typical of the Liouville–Green asymptotics, rigorous
and explicitly computable bounds for the error terms are obtained.
As in the corresponding case of differential equations [7, Chapter 6], the set of solutions to Eq. (1) is a right-module
on B, free, and of rank 2 (i.e., 2 is the minimum number of independent generators). A pair of linearly independent
generators for (1) is called “a basis” of the module of solutions. In the first part, paper [14], the case of a coefficient Qn
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a kind of canonical form for a class of three-term recurrence relations with coefficients in B. The special case of matrix
valued quantities will be emphasized. In this case, A,Gn,Yn ∈ Mm(C), where Mm(C) denotes the set of all m × m
matrices on the complex field.
This type of approximation for both cases, (a) and (b), follows closely the recently developed analogue for linear
second-order matrix differential equations [21] (see also [22]), and both generalize existing theories for the corre-
sponding scalar cases (see, e.g., [10] for the case of scalar differential equations, and [15,16,18–20] for that of scalar
difference equations). Of course, the choice of matrix equations is in both cases equivalent to that of the corresponding
vector equations (that is of systems of scalar second-order equations), but has some advantages.
In the recent years, some interest has been devoted to the so-called “orthogonal matrix polynomials,” as well as
to their applications, see [3,5,6,12], e.g., for some recent literature, and [4] for a survey. A matrix polynomial is a
polynomial in a complex variable with square matrices as coefficients, and a number of properties, similar to those
enjoyed by the scalar orthogonal polynomials, can be established for them. We show an application to a simple case
in Section 4.
The plan of the paper is the following. In Sections 2 and 3, the case of A Hermitian with A > 0 and that with A < 0
are considered, respectively. In Section 4 some examples are given to illustrate the previous theory.
2. The case of an asymptotically positive coefficient
In this and in the following section, B will be a C∗-algebra, in general noncommutative. We now turn to the case of
the full equation (1) with a Qn = A+Gn, where the constant coefficient, A, is a nonzero Hermitian, positive definite
element of B, i.e., A = A∗, A∗ denoting the adjoint of A. In case of Hermitian matrices, A∗ is the transpose conjugate
of A.
Both, the kind of results (asymptotic representations of solutions equipped with rigorous estimates for the error
terms), and the techniques adopted to establish them, are similar to those of the Introduction. We can prove the
following
Theorem 2.1. Consider Eq. (1) with A a Hermitian positive definite element of B, which property can be denoted by
A > 0, and assume that
∞∑
n=ν
∥∥Λ−n1 GnΛn1∥∥< ∞, Λ1 := I + iA1/2. (2)
Then there exists a solution to (1), say Y (1)n , such that
Y (1)n = Λn1
(
I + E(1)n
)
, for n μ. (3)
Here, Λ1 := I + iA1/2 is one of the two roots of the “characteristic polynomial” associated to Eq. (1) with Gn ≡ 0,
and μ := min{n ∈ Zν : I + A+ Gn is invertible for all n ν}. The error term, E(1)n , can be estimated by∥∥E(1)n ∥∥ Vn1 − Vn ,
∥∥E(1)n ∥∥ Vn1 − Vn , n ν1, (4)
where we defined
Vn :=
∥∥[A(I + A)]−1/2∥∥ ∞∑
k=n
∥∥(I + iA1/2)−kGk(I + iA1/2)k∥∥,
and
ν1 := min{n ∈ Zν : Vn < 1}. (5)
If the condition
∞∑∥∥Λ−n2 GnΛn2∥∥< ∞, Λ2 := Λ∗1 = I − iA1/2 (6)
n=ν
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say Y (2)n , such that
Y (2)n = Λn2
(
I + E(2)n
)
, for n μ. (7)
The error term, E(2)n , can be estimated by∥∥E(2)n ∥∥ Wn1 − Wn ,
∥∥E(2)n ∥∥ Wn1 − Wn , n ν2,
where
Wn :=
∥∥[A(I + A)]−1/2∥∥ ∞∑
k=n
∥∥(I − iA1/2)−kGk(I − iA1/2)k∥∥,
and
ν2 := min{n ∈ Zν : Wn < 1}.
When both conditions, (2) and (6), hold, the pair ({Y (1)n }, {Y (2)n }) generates the right-module of solutions to Eq. (1)
with A > 0, for n μ.
Proof. Looking for a solution of the form Y (j)n = Λnj (I + E(j)n ), Eq. (1) yields the error equation
Λ2j
2E
(j)
n + 2Λj(Λj − I )E(j)n + Λ−nj GnΛnj
(
I + E(j)n
)= 0, j = 1,2, (8)
where Λj solves the characteristic equation
Λ2j − 2Λj + I + A = 0, j = 1,2. (9)
Note that the sequence Y (j)n , j = 1,2, given in (3), (7) is a solution of Eq. (1) if and only if the error term E(j)n
solves (8), as can be easily checked. Consider now the first case, j = 1, and drop the index everywhere for notational
simplicity. Assuming (2) to be valid, it can be immediately seen that every solution En to the summary equation
En = 12
∞∑
k=n
(
I − Γ k−n+1)ΣΛ−kGkΛk(I + Ek), (10)
where
Γ := (Λ∗)−1Λ, Σ := [Λ(Λ − I )]−1 = (Λ − I )−1Λ−1,
also solves (8). In fact, we get by a little algebra
En = 12
(
I − Γ −1) ∞∑
k=n
Γ k−n+1ΣΛ−kGkΛk(I + Ek)
and
2En = En+1 − En = 12
(
I − Γ −1) ∞∑
k=n
Γ k−n+1
(
Γ −1 − I)ΣΛ−kGkΛk(I + Ek),
−1
2
(
I − Γ −1)ΣΛ−nGnΛn(I + En) = (Γ −1 − I)En − 12
(
I − Γ −1)ΣΛ−nGnΛn(I + En).
Inserting these in (8), we obtain by simple calculations and using the definition of Γ and Σ
Λ2
[(
Γ −1 − I)En − 12
(
I − Γ −1)ΣΛ−nGnΛn(I + En)
]
+ 2Λ(Λ − I )En + Λ−nGnΛn(I + En)
= [−iA1/2ΛΛ−1(Λ − I )−1 + I ]Λ−nGnΛn(I + En),
and this vanishes since Λ − I = iA1/2.
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sequences) {Es(n)} by
Es+1(n) := 12
∞∑
k=n
(
I − Γ k−n+1)ΣΛ−kGkΛk[I + Es(k)], s = 0,1,2, . . . ; E0(n) ≡ 0. (11)
As in [14, §3], we can establish by induction on s that all series on the right-hand side of (11) converge for every fixed
value of n with n ν1, where ν1 is defined in (5), in view of condition (2). More, it can be proved that ‖Es(n)‖ fs
for n ν1, the sequence of constants {fs}∞s=0 being recursively defined by
fs = Vν1(1 + fs−1), s = 1,2, . . . ; f0 = 0.
In fact, the case s = 0 is trivial, and assuming that ‖Es(n)‖ fs , we obtain
‖Es+1‖ 12
∞∑
k=n
∥∥I − Γ k−n+1∥∥∥∥ΣΛ−kGkΛk∥∥∥∥I + Es(k)∥∥ ∞∑
k=n
∥∥ΣΛ−kGkΛk∥∥(1 + fs)
= (1 + fs)Vn  (1 + fs)Vν1 ≡ fs+1.
Here we have used ‖Γ ‖ = 1. This follows from the fact that A, and thus Λ, is Hermitian, hence
‖Γ ‖ = ∥∥(Λ∗)−1Λ∥∥= ∥∥(I − iA1/2)−1(I + iA1/2)∥∥= ρ((I − iA1/2)−1(I + iA1/2))= max
k
∣∣∣∣1 + iλ
1/2
k
1 − iλ1/2k
∣∣∣∣= 1.
Here (as below) ρ(M) denotes the spectral radius of the element M and λk the eigenvalues of M , and the “spectral
theorem” [8,11] has been used. At this point, we show that the series
En :=
∞∑
s=0
[
Es+1(n) − Es(n)
]
, (12)
converges uniformly with respect to n, for n ν1. We proceed by induction on s. We have first from (11)
∥∥E1(n)∥∥ ∞∑
k=n
∥∥ΣΛ−kGkΛk∥∥ ‖Σ‖ ∞∑
k=n
∥∥Λ−kGkΛk∥∥= ∥∥[A(I + A)]−1/2∥∥ ∞∑
k=n
∥∥Λ−kGkΛk∥∥= Vn, (13)
being ‖I − Γ k−n+1‖ ‖I‖ + ‖Γ ‖ = 2 and
‖Σ‖ = ∥∥(iA1/2)−1(I + iA1/2)−1∥∥= ρ((iA1/2 − A)−1)= max
k
1
[λk(λk + 1)]1/2 =
∥∥[A(I + A)]−1/2∥∥.
Here the spectral theorem has been used again. Assume now that ‖Es(n)−Es−1(n)‖ (Vn)s for some s  2. We find
∥∥Es+1(n) − Es(n)∥∥ ∞∑
s=0
∥∥ΣΛ−kGkΛk∥∥∥∥Es(k) − Es−1(k)∥∥ (Vn)s‖Σ‖ ∞∑
k=n
∥∥Λ−kGkΛk∥∥
= (Vn)s+1  (Vν1)s+1, (14)
since Vn decreases with n. The last term in (14) does not depend on n and is summable being Vν1 < 1. Hence, the
series in (12) converges uniformly with respect to n for n ν1. From (12) and (14) we obtain promptly the estimate
‖En‖
∞∑
s=0
∥∥Es+1(n) − Es(n)∥∥ ∞∑
s=0
(Vn)
s+1 = Vn
1 − Vn , n ν1. (15)
Finally, we can check that the sequence {En}∞n=0 defined in (12) does solve the summary equation (10):
En = E1(n) +
∞∑[
Es+1(n) − Es(n)
]s=1
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2
∞∑
k=n
(
I − Γ k−n+1)ΣΛ−kGkΛk + 12
∞∑
s=1
∞∑
k=n
(
I − Γ k−n+1)ΣΛ−kGkΛk[Es(k) − Es−1(k)]
= 1
2
∞∑
k=n
(
I − Γ k−n+1)ΣΛ−kGkΛk(I + Ek).
Here the order of summation has been interchanged by the dominated convergence theorem for the discrete case, see
[8, Chapter 3], e.g. In fact,∥∥∥∥∥12
S∑
s=1
(
I − Γ k−n+1)ΣΛ−kGkΛk[Es(k) − Es−1(k)]
∥∥∥∥∥ ∥∥ΣΛ−kGkΛk∥∥ Vν11 − Vν1 (16)
for every S > 1 and k > ν1, since Vn decreases with n. The last term on the right-hand side of (16) is summable (as a
function of k) by condition (2).
An estimate can also be obtained for the first differences, En. Being
‖En‖
∞∑
s=0
∥∥Es+1(n) − Es(n)∥∥, (17)
let evaluate
Es(n) = 12
[ ∞∑
k=n+1
(
I − Γ k−n)ΣΛ−kGkΛk[I + Es−1(k)]− ∞∑
k=n
(
I − Γ k−n+1)ΣΛ−kGkΛk[I + Es−1(k)]
]
= 1
2
∞∑
k=n
(Γ − I )Γ k−nΣΛ−kGkΛk
[
I + Es−1(k)
]
, s = 1,2, . . . . (18)
Using (14) and ‖Γ ‖ = 1, we get
∥∥E1(n)∥∥
∥∥∥∥∥12 (Γ − I )
∞∑
k=n
Γ k−nΣΛ−kGkΛk
∥∥∥∥∥
∞∑
k=n
∥∥ΣΛ−kGkΛk∥∥= Vn, (19)
and
∥∥Es+1(n) − Es(n)∥∥ ∞∑
k=n
∥∥ΣΛ−kGkΛk∥∥(Vk)s  (Vn)s+1, s = 1,2, . . . . (20)
Inserting these in (17), (18), we obtain
‖En‖
∥∥E1(n)∥∥+ ∞∑
s=1
∥∥Es+1(n) − Es(n)∥∥ Vn + ∞∑
s=1
(Vn)
s+1 = Vn
1 − Vn , n ν1. (21)
Focusing now on the other solution, Y (2)n , all considerations made so far carry over. In this case, we assume that
(6) holds, and the discrete Volterra equation will be again (10) with Γ = (Λ∗2)−1Λ2 and Σ = (Λ2 − I )−1Λ−12 , and all
conclusions established for the first solution hold for the second one, with Wn and ν2 replacing Vn and ν1, respectively.
Note that ‖Γ ‖ = 1 also in this case.
To conclude, we have only to show that the two sequences {Y (j)n }, with Y (j)n := Λnj (I + E(j)n ), j = 1,2, generate
the right-module of solutions to Eq. (1) with A > 0, provided that both conditions (2) and (6) hold simultaneously.
Clearly, {Y (1)n } and {Y (2)n } are linearly independent, in view of their asymptotic behavior. Hence, the Casorati matrix
C(n) :=
(
Y
(1)
n Y
(2)
n
Y
(1)
n+1 Y
(2)
n+1
)
, (22)
considered as a linear operator, is injective for every fixed n. In the special case of matrix algebra, B = Mm(C), this
suffice to ensure the invertibility of C(n). In general case, some more has to be done.
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C∗-algebra, say B, the linear independence of {Y (1)n } and {Y (2)n } does not suffice to ensure that the pair ({Y (1)n }, {Y (2)n })
is a basis for the right-module of all solutions. We thus proceed to split the matrix
D(n) :=
(
Y
(1)
n Y
(2)
n
Y
(1)
n Y
(2)
n
)
∈ M2(B),
as was done in [14] for the case of finite moments perturbations. We can write
D(n) =
(
Λn1[I + E(1)n ] Λn2[I + E(2)n ]
Λn1[Λ1 − I + Λ1E(1)n+1 − E(1)n ] Λn2[Λ2 − I + Λ2E(2)n+1 − E(2)n ]
)
=
(
(I + iA1/2)n (I − iA1/2)n
(I + iA1/2)niA1/2 −(I − iA1/2)niA1/2
)
+
(
Λn1E
(1)
n Λ
n
2E
(2)
n
Λn+11 E
(1)
n+1 − Λn1E(1)n Λn+12 E(2)n+1 − Λn2E(2)n
)
=: D0(n) + D1(n).
Now, the matrix D0(n) is invertible for all n ν since its components commute and its determinant is invertible. In
fact,
detD0(n) = −2iA1/2
[(
I + iA1/2)(I − iA1/2)]n = −2iA1/2(I + A)n,
which is invertible for all n ν, since such are both A1/2 and (I + A)n. Hence,
D(n) = D0(n)
[
I + (D0(n))−1D1(n)],
which is invertible if and only if such is the term inside the square parentheses. This is true, since∣∣∣∣∣∣(D0(n))−1D1(n)∣∣∣∣∣∣< 1
for n sufficiently large, as can be seen from the explicit form of (D0(n))−1D1(n), which has all entries infinitesimal
as n → ∞,
(
D0(n)
)−1
D1(n) =
( 1
2 (I + iA1/2)−n − i2A−1/2(I + iA1/2)−n
1
2 (I − iA1/2)−n i2A−1/2(I − iA1/2)−n
)
×
(
Λn1E
(1)
n Λ
n
2E
(2)
n
Λn+11 E
(1)
n+1 − Λn1E(1)n Λn+12 E(2)n+1 − Λn2E(2)n
)
=:
(
a b
c d
)
,
where we set, for short (recalling that Λ1 = I + iA1/2, Λ2 = I − iA1/2),
a := 1
2
(
I + iA1/2)−n(I + iA1/2)nE(1)n − i2A−1/2
(
I + iA1/2)−n(I + iA1/2)n[(I + iA1/2)E(1)n+1 − E(1)n ]
= 1
2
E(1)n −
i
2
A−1/2
[(
I + iA1/2)E(1)n+1 − E(1)n ],
and similarly
b := 1
2
Λ−n1 Λ
n
2E
(2)
n −
i
2
A−1/2Λ−n1 Λ
n
2
[(
I − iA1/2)E(2)n+1 − E(2)n ],
c := 1
2
Λ−n2 Λ
n
1E
(1)
n +
i
2
Λ−n2 Λ
n
1
[(
I + iA1/2)E(1)n+1 − E1n],
d := 1
2
E(2)n +
i
2
A−1/2
[(
I − iA1/2)E(2)n+1 − E(2)n ].
Here, Λ−n1 Λ
n
2 = [(Λ∗2)−1Λ2]n = Γ n, Λ−n2 Λn1 = [(Λ∗1)−1Λ1]n = Γ n, and ‖Γ ‖ = 1. This completes the proof. 
We close this section with some remarks.
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(both) conditions (2) and (6) simply become
∞∑
n=ν
‖Gn‖ < ∞, (23)
as in the corresponding scalar case [15].
Remark 2.3. In the case of matrix algebra, conditions (2) and (6) hold or do not hold simultaneously, as is easy to
check. In fact, since A is Hermitian, hence diagonalizable, we can write A = P ∗DP , where P ∗ = P−1 and D is
diagonal (necessarily positive definite, like A). Hence, (I ± iA1/2)±n = P ∗(I ± iD1/2)±nP . Therefore, (2) and (6)
reduce to
∞∑
n=ν
∥∥P ∗Q±n P∥∥< ∞, (24)
where we set
Q±n :=
(
I ± iD1/2)−nPGnP ∗(I ± D1/2)n.
Now, clearly, the convergence of the series in (24) is equivalent to that of the series ∑∞n=ν ‖Q±n ‖, since P ∗ and P are
invertible constant matrices. Moreover, setting D := diag(1±λ1/21 ,1±λ1/22 , . . . ,1±λ1/2m ), and G˜n = {g˜jk(n)}mj,k=1 :=
PGnP
∗
, we obtain
Q±n =
{(
1 ± iλ1/2j
)−n
g˜jk(n)
(
1 ± iλ1/2k
)n}m
j,k=1 =:
{
q±jk(n)
}m
j,k=1.
Therefore, the series in (24) converges if and only if all series ∑∞n=ν |q±jk(n)| converge, i.e., whenever
∞∑
n=ν
∣∣q±jk(n)∣∣=
∞∑
n=ν
∣∣∣∣1 ± iλ
1/2
k
1 ± iλ1/2j
∣∣∣∣
n∣∣g˜jk(n)∣∣= ∞∑
n=ν
(
1 + λk
1 + λj
)n/2∣∣g˜jk(n)∣∣< ∞
for j, k = 1,2, . . . ,m. We conclude that both conditions (2) and (6) hold or do not hold at the same time.
Remark 2.4. In [17], in the corresponding differential equations analogue, the conditions corresponding to (2) and (6)
are replaced by integrals containing ‖ exp{±itA1/2}‖ < ∞, and hence, being such a norm equal to 1, the only
condition is
∫ +∞
a
‖G(t)‖dt < +∞. Here, such a simplification is not possible, in general, because the norm of
‖(I ± A1/2)±n‖ is not equal to 1. Summability of ‖G(t)‖ is less restrictive than that corresponding to (2) and (6).
3. The case of an asymptotically negative coefficient
Consider finally the case of Eq. (1) with A < 0, that is a constant Hermitian negative element. The procedure
that we follow is essentially the same of the previous section for the case A > 0. The main results are given by the
following theorems.
Theorem 3.1. Consider Eq. (1) with A < 0, set B := −A for convenience, and let I −B1/2 be invertible for all n ν
(e.g., involving the spectral radius of B , if ρ(B) < 1). Then, assuming that
∞∑
n=ν
∥∥Λ−n− GnΛn−∥∥< ∞, Λ− := I − B1/2, (25)
a solution to (1) exists, say Y−n , with
Y−n = Λn−
(
I + E−n
)
, n μ. (26)
Here Λ− is the root of the characteristic polynomial associated to Eq. (1) with Gn ≡ 0 and B = −A > 0 having the
smallest norm, and
μ := min{n ∈ Zν : I − B + Gn is invertible for all n μ}.
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∥∥E−n ∥∥ Sn1 − Sn , n n−0 , (27)
where
Sn :=
∥∥[B1/2(I − B1/2)]−1∥∥ ∞∑
k=n
∥∥Λ−k− GkΛk−∥∥, (28)
n−0 := min{n ∈ Zν : Sn < 1}. (29)
Proof. The method is similar to that adopted to prove Theorem 2.1. We look for a solution of the form (26), hence
insert it in Eq. (1) (with A < 0), and obtain the error equation
Λ2−2E−n + 2Λ−(Λ− − I )E−n + Λ−n− GnΛn−
(
I + E−n
)= 0 (30)
satisfied by E−n , where Λ− = I − B1/2 is the root of the characteristic polynomial mentioned above, that is such that
Λ2− − 2Λ− + (I − B) = 0. (31)
Again, every solution, E−n , to the summary equation
E−n =
1
2
∞∑
k=n
(
I − Γ k−n+1−
)
Σ−Λ−k− GkΛk−
(
I + E−k
)
,
where
Γ− := Λ−1+ Λ−, Σ− :=
[
Λ−(Λ− − I )
]−1
,
also solves (30), cf. Section 2 (replacing Λ with Λ−). Again, (3.1) can be solved by successive approximations,
introducing the sequence in (11) with Λ− instead of Λ, and all series there converge uniformly with respect to n, for
n n−0 (with n−0 given by (29)), being ‖Γ−‖ < 1. In fact,
‖Γ−‖ =
∥∥Λ−1+ Λ−∥∥= ∥∥(I + B1/2)−1(I − B1/2)∥∥= ρ((I + B1/2)−1(I − B1/2))= max
k
∣∣∣∣1 − λ
1/2
k
1 + λ1/2k
∣∣∣∣< 1.
Here, λk > 0, as it can be derived from the spectral theorem. We then define E−n as in (12), and the series there also
converges uniformly. The estimates in (13), (15) can be proved with Sn replacing Vn, where Sn is defined in (28)
above, and thus an estimate for E−n like that in (15) with Sn replacing Vn can be established. The condition Sn < 1 is
satisfied by all n n−0 , since Sn decreases with n and n
−
0 is the smallest index greater that or equal to ν such that
∞∑
k=n0
∥∥Σ−Λ−k− GkΛk−∥∥< 1.
In addition, estimates like those in (19), (20) can be derived, leading to the estimate for E−n as in (21), with Sn
replacing Vn, also valid for all n n−0 . Let just write down, sketchy,
Es(n) = 12 (Γ− − I )
∞∑
k=n
Γ k−n− Σ−Λ−1− GkΛk−
[
I + Es−1(k)
]
, s = 1,2, . . . ,
∥∥E1(n)∥∥ ∞∑
k=n
∥∥Σ−Λ−k− GkΛk−∥∥= Sn,
∥∥Es+1(n) − Es(n)∥∥ ∞∑
k=n
∥∥Σ−Λ−k− GkΛk−∥∥(Sn)s = (Sn)s+1, s = 1,2, . . . ,
hence the estimate for E−n as in (21) with Sn replacing Vn. The proof is complete. 
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with the first solution, the whole set of solutions of Eq. (1) with A < 0, with an error term as in (26), which might be
estimated precisely, is more subtle, as it was in the corresponding case of differential equations. An answer is provided
by the following
Theorem 3.3. (a) Consider Eq. (1) with A < 0, set B := −A, and assume that
∞∑
n=ν
∥∥Λ−n+ GnΛn+∥∥< ∞, Λ+ := I + B1/2. (32)
Then, a second solution exists, on a halfline n ν∗  ν, of the form
Y+n = Λn+
(
I + E+n
)
, n ν∗,
with the error term estimated as∥∥E+n ∥∥< 12 1 + T∞(ν
∗)
1 − T∞(ν∗)
[
T∞
(
ν∗
)− T[n/2]−1(ν∗)+ T∞(ν∗)‖Γ+‖−n/2] (33)
for n ν∗, where we set Γ+ := Λ−1− Λ+ = Γ −1− and
Tn(ν) :=
∥∥[B1/2(I + B1/2)]−1∥∥ n−1∑
k=ν
∥∥Λ−k+ GkΛk+∥∥, (34)
and ν∗  ν is such that T∞(ν∗) := limn→∞ Tn(ν∗) < 1.
(b) Under the stronger condition
∞∑
k=ν
‖Γ+‖k
∥∥Λ−k− GkΛk+∥∥< ∞, (35)
the pair of solutions ({Y−n }, {Y+n }), respectively described in Theorem 3.1 and in part (a) of Theorem 3.3, is a basis of
the right-module of all solutions to Eq. (1), at least for n sufficiently large. This is not necessary in case of the matrix
algebra.
Proof of part (a). The error term E+n now obeys the summary equation
E+n = −
1
2
n−1∑
k=ν
(
I − Γ k−n+1+
)
Σ+Λ−k+ GkΛk+
(
I + E+k
)
, (36)
similar to that satisfied by the error term E−n in the first solution, i.e., (30), just replacing Λ− with Λ+, as it can be
easily checked. Define the sequence {Es(n)}∞s=0 by
Es+1(n) = 12
n−1∑
k=ν
(
I − Γ k−n+1+
)
Σ+Λ−k+ GkΛk+
[
I + Es(k)
]
,
for s = 0,1,2, . . . , while E0(n) ≡ 0. Note that now
‖Γ+‖ =
∥∥Λ−1− Λ+∥∥= ∥∥(I − B1/2)−1(I + B1/2)∥∥= ρ((I − B1/2)−1(I + B1/2))= max
k
( 1 + λ1/2k
|1 − λ1/2k |
)
> 1,
but ‖Γ k−n+1+ ‖ ‖Γ+‖k−n+1  1 for k  n − 1, and again 12‖I − Γ k−n+1+ ‖ 1. Setting
E+n :=
∞∑
s=0
[
Es+1(n) − Es(n)
]
,
we can prove (by induction on s) that∥∥Es+1(n) − Es(n)∥∥ (Tn)s+1, s = 0,1,2, . . . .
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scalar and matrix valued differential equations, see [10, Chapter 6], [21,22]. We show that E+n has a finite limit first
showing that E+n → 0 as n → ∞. In fact,
∥∥Es+1(n) − Es(n)∥∥ 12
∥∥I − Γ −1+ ∥∥
∞∑
s=0
n−1∑
k=ν∗
∥∥Γ k−n+1+ ∥∥ · ‖Σ+‖ · ∥∥Λ−k+ GkΛk+∥∥∥∥Es(k) − Es−1(k)∥∥

n−1∑
k=ν∗
‖Γ+‖k−n+1‖Σ+‖ ·
∥∥Λ−k+ GkΛk+∥∥
∞∑
s=0
(Tk)
s
= 1
1 − T∞(ν∗)
n−1∑
k=ν∗
‖Γ+‖k−n+1‖Σ+‖ ·
∥∥Λ−k+ GkΛk+∥∥, (37)
since Tk grows monotonically to T∞ as k → ∞, and we replaced ν with ν∗  ν, chosen in such a way that T∞(ν∗) :=
limn→∞ Tn(ν∗) < 1. Note that ‖Γ −1+ ‖ = ‖Γ−‖ < 1 (see the definition of Γ− or, directly, the spectral theorem). We
now write the sum on the right-hand side of (37) as
n−1∑
k=ν∗
‖Γ+‖k−n+1‖Σ+‖ ·
∥∥Λ−k+ GkΛk+∥∥
=
N−1∑
k=ν∗
‖Γ+‖k−n+1‖Σ+‖ ·
∥∥Λ−k+ GkΛk+∥∥+
n−1∑
k=N
‖Γ+‖k−n+1‖Σ+‖ ·
∥∥Λ−k+ GkΛk+∥∥,
and choose N with ν∗  N − 1 < N  n − 1, such that, for every ε > 0, the second summand is less than ε. This
comes from the assumed convergence of the series
∑∞
k=ν∗ ‖Λ−k+ GkΛk+‖ (see (32), recalling that Λ+ = I + B1/2),
and the fact that ‖Γ+‖k−n+1  1. Then, the first sum can be made arbitrarily small taking n sufficiently large, since
‖Γ+‖k−n+1 < ‖Γ+‖−(n−N) for all k N , when n > N . Being∥∥E+n ∥∥
∞∑
s=0
∥∥Es+1(n) − Es(n)∥∥,
it follows that E+n → 0 as n → ∞.
Assembling conveniently E+n and E+n , we can write
E+n +
(
I − Γ −1+
)−1
E+n = −
1
2
n−1∑
k=ν∗
Σ+Λ−k+ GkΛk+
(
I + E+n
)
, (38)
and get
E+n = −
1
2
n−1∑
k=ν∗
Σ+Λ−k+ GkΛk+
(
I + E+k
)− (I − Γ −1+ )−1E+n
= −1
2
n−1∑
k=ν∗
Σ+Λ−k+ GkΛk+
[
I +
∞∑
r=0
(
Er+1(k) − Er(k)
)]− (I − Γ −1+ )E+n
= −1
2
∞∑
r=0
Lr(n) −
(
I − Γ −1+
)
E+n ,
having set
L0(n) :=
n−1∑
k=ν∗
Σ+Λ−k+ GkΛk+,
Lr(n) :=
n−1∑
∗
Σ+Λ−k+ GkΛk+
[
Er(k) − Er−1(k)
]
, r = 1,2,3, . . . .k=ν
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∥∥E+n − E+m∥∥ 12
∞∑
r=0
∥∥Lr(n) − Lr(m)∥∥+ ∥∥I − Γ −1+ ∥∥ · ∥∥E+n − E+m∥∥.
Assume n > m, without loss of generality. Then,
∥∥L0(n) − L0(m)∥∥ n−1∑
k=m
‖Σ+‖
∥∥Λ−k+ GkΛk+∥∥= Tn − Tm,
and
∥∥Lr(n) − Lr(m)∥∥ n−1∑
k=m
‖Σ+‖
∥∥Λ−k+ GkΛk+∥∥(Tk)r
 1
1 − T∞(ν∗)
n−1∑
k=m
‖Σ+‖
∥∥Λ−k+ GkΛk+∥∥= Tn − Tm, r = 1,2,3, . . . ,
where we used the fact that (Tk)r  (T∞)r < 1. Therefore,
∥∥E+n − E+m∥∥ 12
∞∑
r=0
∥∥Lr(n) − Lr(m)∥∥+ ∥∥I − Γ −1+ ∥∥∥∥E+n − E+m∥∥
= 1
2
[∥∥L0(n) − L0(m)∥∥+ ∞∑
r=1
∥∥Lr(n) − Lr(m)∥∥
]
+ ∥∥I − Γ −1+ ∥∥∥∥E+n − E+m∥∥
 1
1 − T∞(ν∗) (Tn − Tm) +
∥∥I − Γ −1+ ∥∥∥∥E+n − E+m∥∥.
Since we proved that E+n has a finite limit (indeed, E+n → 0), the second term here tends to 0 when n,m → ∞
independently (with n > m), and the same is true for the scalar sequence {Tn}, hence E+n has a finite limit. Let call
it E+∞. Summarizing, we showed that a second solution to Eq. (1) with A < 0 of the form Y+n = Λn+(I + E+n ) exists,
with E+n → E+∞ as n → ∞.
Therefore, Y+n ∼ Λn+ as n → ∞ provided that I +E+n does not vanish in a neighborhood of ∞. This is guaranteed
making ‖E+∞‖ < 1, which can be realized taking a suitable large ν∗  ν instead of ν. In such a case, a solution Y˜+n
exists such that Y˜+n = Λn+(I + E˜+n ), with E˜+n → 0 as n → ∞. In order to estimate such an error term, observe (as in
[21,22], e.g.) that from Λn+(I + E+n ) ∼ Λn+(I + E+∞) as n → ∞ follows that(
I + E+n
)(
I + E+∞
)−1 =: I + E˜+n
with E˜+n → 0 as n → ∞, where from
E˜+n =
(
E+n − E+∞
)(
I + E+∞
)−1 = (E+n − E+∞)
∞∑
k=0
(−E+∞)k.
Hence,
∥∥E˜+n ∥∥ ‖E+n − E+∞‖1 − ‖E+∞‖ ,
provided that ‖E+∞‖ < 1, i.e., for a suitable ν∗.
Knowing that E+n → 0 as n → ∞, we derive from (38)
E+∞ := limn→∞E
+
n = −
1
2
∞∑
∗
Σ+Fk,k=ν
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Fk := F˜k
(
I + E+k
)
, F˜k := Λ−k+ GkΛk+.
Then,
E+n − E+∞ = −
1
2
{
n−1∑
k=ν∗
(
I − Γ k−n+1+
)
Σ+Fk −
∞∑
k=ν∗
Σ+Fk
}
= −1
2
{
n−1∑
k=ν∗
Σ+Fk −
n−1∑
k=ν∗
Γ k−n+1+ Σ+Fk −
∞∑
k=ν∗
Σ+Fk
}
= −1
2
{
−
∞∑
k=n
Σ+Fk −
n−1∑
k=ν∗
Γ k−n+1+ Σ+Fk
}
,
and hence,
∥∥E+n − E+∞∥∥ 12
{ ∞∑
k=n
‖Σ+‖‖Fk‖ +
n−1∑
k=ν∗
‖Γ+‖k−n+1‖Σ+‖‖Fk‖
}
 1
2
{ ∞∑
k=n
‖Σ+‖ · ‖F˜k‖
∥∥I + E+k ∥∥+
N−1∑
k=ν∗
‖Γ+‖k−n+1‖Σ+‖‖F˜k‖ ·
∥∥I + E+k ∥∥
+
n−1∑
k=N
‖Γ+‖k−n+1‖Σ+‖‖F˜k‖ ·
∥∥I + E+k ∥∥
}
 1
2
(
1 + T∞
(
ν∗
))
×
{ ∞∑
k=n
‖Σ+‖‖F˜k‖ +
N−1∑
k=ν∗
‖Γ+‖k−n+1‖Σ+‖‖F˜k‖ +
n−1∑
k=N
‖Γ+‖k−n+1‖Σ+‖‖F˜k‖
}
.
Here above the splitting into two sums, from ν∗ to N − 1 and from N to n − 1, is done in order to better estimate the
original sum, extended from ν∗ to n − 1, as follows. We choose N , such that ν∗ N − 1 < N  n − 1 and so large
that, for every ε > 0, the second sum (that from N to n− 1) is less than ε. Having fixed N , the first sum will be made
less than ε taking n sufficiently large. In fact, we have
∥∥E+n − E+∞∥∥ 12
(
1 + T∞
(
ν∗
)){ ∞∑
k=n
‖Σ+‖‖F˜k‖ + ‖Γ+‖−(n−N)
N−1∑
k=ν∗
‖Σ+‖‖F˜k‖ +
n−1∑
k=N
‖Σ+‖‖F˜k‖
}
.
We can choose, for instance N = [n2 ], thus
∥∥E+n − E+∞∥∥ 12
(
1 + T∞
(
ν∗
))[ ∞∑
k=n
‖Σ+‖‖F˜k‖ + ‖Γ+‖−n/2
[n/2]−1∑
k=ν∗
‖Σ+‖‖F˜k‖ +
n−1∑
k=[n/2]
‖Σ+‖‖F˜k‖
]
 1
2
(
1 + T∞
(
ν∗
))[ ∞∑
k=[n/2]
‖Σ+‖‖F˜k‖ + ‖Γ+‖−n/2
∞∑
k=ν∗
‖Σ+‖ · ‖F˜k‖
]
= 1
2
(
1 + T∞
(
ν∗
))[
T∞
(
ν∗
)− T[n/2]−1(ν∗)+ T∞(ν∗)‖Γ+‖−n/2],
and finally
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∞∑
k=0
∥∥E+∞∥∥k = ‖E+n − E+∞‖1 − ‖E+∞‖
<
1
2
1 + T∞(ν∗)
1 − T∞(ν∗)
[
T∞
(
ν∗
)− T[n/2]−1(ν∗)+ T∞(ν∗)‖Γ+‖−n/2],
see (33). 
Proof of part (b). As for the question concerning having a basis of all solutions to Eq. (1), we proceed as in Section 2
for the analogous case of A > 0 and in [14], that is we establish the invertibility of the Casorati matrix. Now we obtain
D(n) :=
(
Y−n Y+n
Y−n Y+n
)
=
(
Λn− + Λn−E−n Λn+ + Λn+E+n
Λn−[Λ− − I + Λ−E−n+1 − E−n ] Λn+[Λ+ − I + Λ+E+n+1 − E+n ]
)
=
(
(I − B1/2)n (I + B1/2)n
−(I − B1/2)nB1/2 (I + B1/2)nB1/2
)
+
(
Λn−E−n Λn+E+n
Λn+1− E−n+1 − Λn−E−n Λn+1+ E+n+1 − Λn+E+n
)
=: D0(n) + D1(n). (39)
Again, as in Section 2, D0(n) is invertible for all n ν since its components commute and its determinant is invertible.
In fact,
detD0(n) = 2B1/2
(
I − B1/2)n(I + B1/2)n = 2B1/2(I − B)n,
which is invertible for all n ν since such are both B1/2 and (I − B)n. Hence,
D(n) = D0(n)
[
I + (D0(n))−1D1(n)].
This is invertible if and only if such is the term inside the square parentheses, which is true since∣∣∣∣∣∣(D0(n))−1D1(n)∣∣∣∣∣∣< 1 (40)
for n sufficiently large. This can be seen from the explicit form of (D0(n))−1D1(n),
(
D0(n)
)−1
D1(n) =
( 1
2 (I − B1/2)−n − 12B−1/2(I − B1/2)−n
1
2 (I + B1/2)−n 12B−1/2(I + B1/2)−n
)
×
(
Λn−E−n Λn+E+n
Λn+1− E−n+1 − Λn−E−n Λn+1+ E+n+1 − Λn+E+n
)
=:
(
a b
c d
)
, (41)
where we set, for short (recalling that Λ± = I ± B1/2),
a := 1
2
(
I − B1/2)−n(I − B1/2)nE−n − 12B−1/2
(
I − B1/2)−n(I − B1/2)n[(I − B1/2)E−n+1 − E−n ]
= 1
2
E−n −
1
2
B−1/2
[(
I − B1/2)E−n+1 − E−n ]= 12B−1/2
[
Λ+E−n − Λ−E−n+1
]
,
and similarly
b := 1
2
Λ−n− Λn+E+n −
1
2
B−1/2Λ−n− Λn+n
[(
I + B1/2)E+n+1 − E+n ]= −12B−1/2
(
I + B1/2)Γ n+E+n ,
c := 1
2
Λ−n+ Λn−E−n +
1
2
B−1/2Λ−n+ Λn−
[(
I − B1/2)E−n+1 − E−n ]= 12B−1/2
(
I − B1/2)Γ n+ E−n ,
d := 1E+n +
1
B−1/2
[(
I + B1/2)E+n+1 − E+n ]= 1B−1/2[Λ+E+n+1 − Λ−E+n ].2 2 2
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Now, a, d = o(1) as n → ∞, in view of (27)–(28) and (33)–(34). Note that (25) and (32) indeed follow from (35),
since ∥∥Λ−k− GkΛk−∥∥ ∥∥Λ−k− GkΛk+∥∥ · ∥∥Λ−1+ Λ−∥∥k = ∥∥Λ−k− GkΛk+∥∥ · ∥∥Γ −1+ ∥∥k < ∥∥Λ−k− GkΛk+∥∥,
being ‖Γ −1+ ‖ = ‖Γ−‖ < 1 (note that Λ−1+ and Λ− commute), while∥∥Λ−k+ GkΛk+∥∥ ∥∥Λ−1+ Λ−∥∥k · ∥∥Λ−k− GkΛk+∥∥= ‖Γ−‖k · ∥∥Λ−k− GkΛk+∥∥< ∥∥Λ−k− GkΛk+∥∥.
As for c, we have from (27), (28), and (35),
∥∥Γ n+E−n ∥∥ C‖Γ+‖n
∞∑
k=n
∥∥Λ−k− GkΛk−∥∥< C
∞∑
k=n
‖Γ+‖n−k‖ · ‖Γ+‖k
∥∥Λ−k− GkΛk+∥∥
< C
∞∑
k=n
‖Γ+‖k ·
∥∥Λ−k− GkΛk+∥∥= o(1) as n → ∞,
for some constant C. As for b, finally, we can show that under the assumption (35), b is bounded and can made
arbitrarily small for all n larger than some value. Let first obtain an estimate for E+n . From (36), we obtain
∥∥E+n ∥∥ 12‖Σ+‖ · ‖Γ+ − I‖
n−1∑
k=ν
‖Γ+‖k−n
∥∥Λ−k+ GkΛk+∥∥(1 + ∥∥E+k ∥∥)
 C
n−1∑
k=ν
‖Γ+‖k−n
∥∥Λ−k+ GkΛk+∥∥C
n−1∑
k=ν
‖Γ+‖k−n ·
∥∥Λ−k− GkΛk+∥∥,
for some constant C, where just a bound for ‖E+k ‖ has been used, in view of (33)–(34). Hence,
∥∥Γ n+E+n ∥∥ ‖Γ+‖n · ∥∥E+n ∥∥ C
n−1∑
k=ν
‖Γ+‖k ·
∥∥Λ−k− GkΛk+∥∥,
but the latter term is estimated by the corresponding series, which converges by (35). Therefore, ‖Γ n+E+n ‖ can be
made as small as we wish taking a sufficiently large value of ν. Therefore, all entries of the matrix (41) can be made
so small that (40) is satisfied, in a suitable neighborhood of infinity. This concludes the proof of part (b). 
Remark 3.4. The Liouville–Green theory developed in Sections 2 and 3, can be used in the asymptotic approximation
of solutions with respect to a parameter affecting the leading coefficient, A, in Eq. (1). If, for instance, A = uA, with
u ∈ R+ and A Hermitian positive or negative, by Theorems 2.1, 3.1, and 3.3, the error terms E(k)n , k = 1,2, and E−n ,
E+n , turn out to be of order of u−1/2 as u → +∞ (see Vn, Wn, Sn, and Tn, respectively), cf. [10,21,22] (see also [15]
for the case of scalar difference equations).
4. Examples
In the following example, we show that convergence of both series in (2) and (6) can occur even when Gn is not
infinitesimal.
Example 4.1. Let B = M2(C), and consider Eq. (1) with A = diag(α1, α2), αk > 0 for k = 1,2, hence a 2×2 diagonal
positive definite constant matrix, and Gn := {gjk(n)}2j,k=1. The roots of the characteristic equation (9) are now the
matrices
Λ1,2 = diag
(
1 ± iα1/21 ,1 ± iα1/22
)
,
and a sufficient condition which ensures existence of both solutions in (3), (7) is, according to Remark 2.3,
T. Soldà et al. / J. Math. Anal. Appl. 340 (2008) 433–450 447∞∑
n=ν
∥∥Λ−n1 GnΛn1∥∥< ∞. (42)
After a little algebra we obtain
Λ−n1 GnΛ
n
1 =
⎛
⎜⎝ g11(n)
( 1+iα1/22
1+iα1/21
)n
g12(n)
( 1+iα1/21
1+iα1/22
)n
g21(n) g22(n)
⎞
⎟⎠ . (43)
The series in (42) converges if and only if the series of all entries of the matrix in (43) converge absolutely. Note that,
in case α1 = α2 this means that
∞∑
n=ν
∣∣gjk(n)∣∣< ∞
for every j and k, with j, k = 1,2. If, for instance, α1 < α2, the condition is that gjj (n) be summable for j = 1,2,
while g12(n) should compensate the exponential growth of∣∣∣∣1 + iα
1/2
2
1 + iα1/21
∣∣∣∣
n
=
(
1 + α2
1 + α1
)n/2
, (44)
but g21(n) is allowed even to grow exponentially, with any rate up to that dictated by the inverse of the term in (44).
When condition (2) (and hence also (6)) is not satisfied, using MATHEMATICA [23], we can construct an example
where there is numerical evidence that the series in (23) converges [13]. This suggests the conjecture that, in the
noncommutative case, the only convergence of the series in (23) does not suffice to ensure the existence of a basis
({U(1)n }, {U(2)n }) with U(1)n ∼ Λn1, U(2)n ∼ Λn2 as n → ∞.
Example 4.2. Let B = M2(C), and consider Eq. (1) with A := −B , B = diag(β1, β2), with βk > 0 for k = 1,2, is a
2 × 2 diagonal positive definite constant matrix, and Gn := {gjk(n)}2j,k=1. Then,
(Λ±)±n = diag
((
1 ± β1/21
)±n
,
(
1 ± β1/22
)±n)
,
and hence
Λ−n± GnΛn± =
⎛
⎜⎝ g11(n)
( 1±β1/22
1±β1/21
)n
g12(n)
( 1±β1/21
1±β1/22
)n
g21(n) g22(n)
⎞
⎟⎠ . (45)
Now, the series
∑∞
n=ν ‖Λ−n± GnΛn±‖ converges if and only if all series of the entries of (45) converge absolutely.
Hence, if, e.g., β1 = β2, such conditions is equivalent to the summability of all elements gij (n). If, instead,∣∣∣∣1 ± β
1/2
1
1 ± β1/22
∣∣∣∣< 1, (46)
it is required that
∑∞
n=ν |gjj (n)| < ∞, for j = 1,2, while g12 must compensate the growth of the exponential term
which multiplies it; on the other hand, g21(n) is allowed to grow even exponentially, due to its multiplier. When the
inequality in (46) is reversed, the role of g12(n) and that of g21(n) are interchanged.
All this parallels Example 4.2. Moreover, numerical experiments can be conducted (by the help of MATHEMATICA)
when condition (25) is not satisfied while the series in (23) converges [13]. Numerical evidence suggests the conjecture
that, in the noncommutative case, the only convergence of the series in (23) does not suffice to ensure the existence of
a basis ({U−n }, {U+n }), with U−n ∼ Λn−, U+n ∼ Λn+, as n → ∞ [13].
Example 4.3. Taking the matrices
B :=
( 1
2 0
3
)
, Gn :=
( 1
n2
2
n2
1
)
,0 2 0 n2
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since condition (32) is violated, as can be easily checked.
Example 4.4. Some applications could be made to orthogonal matrix polynomials. Let B = Mm(C) and consider the
so-called matrix Nevai class M(A,B), where A and B are given matrices, with A Hermitian and nonsingular [5,6].
These orthonormal matrix polynomials, say T (A,B)n (t), are defined by the recurrence formula
tT (A,B)n (t) = An+1T (A,B)n+1 (t) + BnT (A,B)n (t) + A∗nT (A,B)n−1 (t), n = 1,2,3, . . . , (47)
where T (A,B)0 (t) = I and T (A,B)1 (t) is arbitrary but prescribed, An is nonsingular, Bn is Hermitian, and exist the finite
limits limn→∞ An =: A and limn→∞ Bn =: B . Here, we consider the special subclass
An = Aan, Bn = Bbn,
where A and B are both real symmetric and positive definite matrices, commuting with each other, while the real-
valued, positive, scalar sequences, {an} and {bn}, are supposed to have finite limits, e.g., limn→∞ an = limn→∞ bn = 1.
In addition, we assume that
∞∑
n=ν
|an − 1| < ∞,
∞∑
n=ν
|bn − 1| < ∞. (48)
Then, the difference equation (47) can be taken into the canonical form (1) setting T (A,B)n+1 := ΘnYn, where
Θn = (−2)−n+ν+1A−n+ν+1(Bbn−1 − tI )(Bbn−2 − tI ) · · · (Bbν+1 − tI )(anan−1 · · ·aν+2)−1,
for n ν + 2, Θν+1 := I , Θν arbitrary invertible, and
Qn = −I + 4A2(Bbn − tI )−1(Bbn+1 − tI )−1a2n+1,
see [14, Lemma 2.1] (here ν = 1). It is easy to see that taking the limit as n → ∞, we obtain
Q∞ := lim
n→∞Qn = −I + 4A
2(B − tI )−2. (49)
Therefore, the estimate
‖Qn − Q∞‖ =
∥∥4A2[(Bbn − tI )−1(Bbn+1 − tI )−1a2n+1 − (B − tI )−2]∥∥
 4‖A‖2(K1|an+1 − 1| + K2|bn − 1| + K3|bn+1 − 1|),
holds, for every fixed t in some set, say J ,where the Kj ’s are positive scalars which depend on t , at least for n
sufficiently large. In view of the assumptions in (48), it then follows that
∞∑
n=ν
‖Qn − Q∞‖ < ∞. (50)
For the set J , we can choose it as an interval if we claim that Q∞ > 0. Indeed, since Qn → Q∞, assuming
Q∞ > 0, also Qn will be positive definite, at least for n sufficiently large. In fact,
λmin(Qn) λmin(Qn − Q∞) + λmin(Q∞) λmin(Q∞) − ε > 0,
being 0 < λmin(Qn − Q∞)  ρ(Qn − Q∞) < ε, for n sufficiently large. On the other hand, by (49), the condition
Q∞ > 0 is equivalent to 4A2 − (tI − B)2 > 0, and this, in turn, is equivalent to
λmin
(
4A2 − (tI − B)2)> 0. (51)
But
λmin(A + B) λmin(A) + λmin(B)
for the two real symmetric positive definite matrices A and B ([1, Chapter 7, §4, p. 114], [9, Chapter 10, p. 116]). It
is then easy to show that (51) is equivalent to
T. Soldà et al. / J. Math. Anal. Appl. 340 (2008) 433–450 449λmax(B − 2A) < t < λmin(B + 2A). (52)
In some special case, namely when A and B are lower triangular or upper triangular, in particular diagonal, one can
use the more restrictive condition
λmax(B) − 2λmin(A) < t < λmax(B) + 2λmin(A),
provided that λmax(B) − λmin(B) < 4λmin(A).
On the other hand, the canonical equation (1), satisfied by Yn = Θ−1n T (A,B)n+1 has the coefficient Qn(t) := Q∞(t)+
Gn(t), t being the real parameter in (47), t ∈ J , hence Q∞(t) > 0 and Gn(t) := Qn(t) − Q∞(t). Therefore,∥∥Λ−n1,2GnΛn1,2∥∥≡ ∥∥(I ± iQ1/2∞ )−n(Qn − Q∞)(I ± iQ1/2∞ )n∥∥= ‖Qn − Q∞‖,
since A,B commute, and hence so do Qn and Q∞. Therefore, conditions (2) and (6) are satisfied in view of (50).
We now recall that every sequence of scalar monic orthogonal polynomials, say Pn(t), satisfies a three-term recur-
rence of a special form, namely Pn(t) = (t − cn)Pn−1(t) − dnPn−2(t), for n = 1,2, . . . , with P−1(t) ≡ 0, P0(t) ≡ 1,
being cn real and dn+1 > 0. If σ and τ denote the smallest and largest limit points of the derived set of all zeros of
all Pn(t)’s, Blumenthal [2, §3.1.1] proved that, if both limits limn→∞ cn =: c and limn→∞ dn =: d > 0 exist and are
finite, then σ = c − 2√d and τ = c + 2√d , and the set of all zeros mentioned above is dense in [σ, τ ].
Clearly, there is a certain formal similarity between the case of scalar orthogonal polynomials in the Blumenthal
class and that of matrix orthogonal polynomials in the Nevai class [3]. Considering that Qn > 0 in the former case
suggests that the (scalar) difference equation is oscillatory [18,20] and, in fact, the zeros of the corresponding orthog-
onal polynomial solutions are dense in the interval [σ, τ ] described above, we may conjecture that also in the latter
case the zeros of the matrix orthogonal polynomials (which are actually, by definition, the zeros of their determinants)
are dense in the t-interval defined in (52). By Theorem 2.1, the representation
T (A,B)n (t) = Θn
[
Λn1
(
I + E(1)n
)
C1 + Λn2
(
I + E(2)n
)
C2
]
, Λ1,2 = I ± iQ1/2∞ ,
holds for t ∈ J , for a suitable choice of the constants matrices C1, C2, at least for n sufficiently large, and all zeros of
T
(A,B)
n (t) (i.e., of detT (A,B)n (t)) should be dense in J . Similarly, Theorems 3.1 and 3.3 could be applied to represent
T
(A,B)
n (t) for t in sets where Q∞(t) < 0, at least for n sufficiently large.
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