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Abstract
The human kind knows a lot about nature but it is still overwhelming many
phenomena the humans in total do not know much about. This is influenced
by the fact that many of the systems in nature are complex. A possible way
of investigating such systems is by simulations. The increase in computa-
tional power during the last years has made it possible to do research on
more and more complex systems.
Neuroscience is the science which deals with the understanding of the brain
and the nervous system. Such systems are very complex. Simulations are
therefore a necessary tool to increase the understanding in this field.
Neurons are an important building brick of the brain and the nervous system.
Different types of neurons exist and are specialized for different purposes.
Before it is possible to simulate their behaviour, a mathematical model of
equations has to be made. Depending on what effects it is desirable to
investigate, the description of the neuron varies.
Neural Simulation Toolbox (NEST) is a simulator aimed to simulate net-
works of neurons and measure the network activity. NEST supports differ-
ent neuron models. Among them is the conductance based model of a leaky
integrate-and-fire neuron, named iaf cond alpha.
The aim of this master thesis has been to decrease the simulation time for
this model. Two new versions of it have therefore been made. They are
named iaf cond alpha ei and iaf cond alpha ei step.
The simulation times for the new models are approximately 25% for the
iaf cond alpha ei model and 30% for the iaf cond alpha ei step model, when
comparing to the simulation time for the original iaf cond alpha model.
Neuron models are described by differential equations. These equations are
integrated numerically in a simulator. This will take the system forwards in
time.
In the models used in this master thesis there are five equations that have
to be evaluated. Four of the equations describe the synaptic dynamics of
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the neuron and the last one describes the membrane potential.
The original and the new models differ in which methods for numerical inte-
gration that are used. Iaf cond alpha uses a Runge-Kutta-Fehlberg method
of fourth-fifth order with adaptive step size control from GNU Science Li-
brary. The new models use Exact Integration for updating of the synaptic
dynamics. Updating of the membrane potential is done with a manually im-
plemented Runge-Kutta method. The iaf cond alpha ei model uses a fourth
order method and the iaf cond alpha ei step uses a fifth order method.
It is, however, not enough to reduce the simulation time. The numerical
precision and error is also important. The new models are tested for nu-
merical precision and error, and are as good as the original iaf cond alpha
model.
Both the original and the new neuron models are written in the C++ pro-
gramming language. The testing is done in the Python programming lan-
guage. NEST Python interface PyNEST has been used to easily create neu-
rons, adjust parameter values, make simulations and pick out the desired
recorded values.
Sammendrag
Menneskene vet mye om naturen, men det er fortsatt veldig mange fenomener
som menneskene samlet sett ikke vet stort om. At mange av systemene som
finnes i naturen er komplekse p˚avirker til dette. En mulig m˚ate a˚ finne
ut mer om slike systemer er a˚ simulere dem. I de senere a˚rene har det
blitt mulig a˚ gjøre undersøkelser p˚a stadig mer komplekse systemer. Dette
skyldes en kraftig økning av regnekraft.
Nevrovitenskap er vitenskapen der en prøver a˚ forst˚a hjernen og nervesys-
temet. Dette er svært komplekse system. Simuleringer er derfor et nødvendig
hjelpemiddel og verktøy for a˚ kunne øke kunnskapen p˚a dette omr˚adet.
Nevroner er viktige byggesteiner i hjernen og i nervesystemet. Det eksisterer
forskjellige typer nevroner som alle er spesialisert for ulike form˚al. Før
det er mulig a˚ simulere et nevrons oppførsel m˚a det lages en matematisk
modell som i ligninger beskriver oppførselen til nevronet. Hvordan nevronet
modelleres er avhengig av hvilke egenskaper som ønskes undersøkt.
NEST (Neural Simulation Toolbox) er en simulator utviklet med det til hen-
sikt a˚ kunne simulere nettverk av nevroner og m˚ale aktiviteten i nettverket.
NEST har støtte for bruk av mange ulike nevronmodeller. Blant dem er en
konduktansebasert modell av et integrer-og-fyr nevron med lekkstrøm (En-
gelsk betegnelse: Integrate-and-fire neuron). Denne modellen heter iaf cond -
alpha.
Arbeidet utført i denne mastergradsoppgaven har hatt til hensikt a˚ redusere
simuleringstida for nevronmodellen iaf cond alpha. Det er derfor blitt lagd
to nye versjoner basert p˚a den originale modellen. De heter iaf cond alpha ei
og iaf cond alpha ei step.
Simuleringstida for de nye modellene iaf cond alpha ei og iaf cond alpha ei step
er henholdsvis omtrent 25% og 30% av simuleringstida til den originale
iaf cond alpha-modellen.
For a˚ beskrive nevronmodeller brukes differensialligninger. I en simulator
blir disse integrert numerisk. Dermed tas systemet framover i tid.
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I modellene som brukes i denne mastergradsoppgaven er det fem ligninger
som m˚a oppdateres. Fire av dem beskriver signaler inn til nevronet via
synapsen. Den siste beskriver membranpotensialet.
Den originale og de nye modellene bruker ulike metoder for numerisk inte-
grasjon. Iaf cond alpha bruker en Runge-Kutta-Fehlberg metode av fjerde-
femte orden med skrittlengdekontroll fra GNU Science Library. De nye mod-
ellene bruker Eksakt Integrasjon for a˚ oppdatere dynamikken i synapsen.
Oppdatering av membranpotensialet gjøres med en manuelt implementert
Runge-Kutta metode. Modellen iaf cond alpha ei bruker en fjerdeordens
metode og iaf cond alpha ei step bruker en femteordens metode.
Uansett er det ikke tilstrekkelig a˚ redusere simuleringstida. Numerisk pre-
sisjon og feil er ogs˚a viktig. De nye modellene har blitt testet p˚a b˚ade
numerisk presisjon og feil, og er like gode som den originale iaf cond alpha-
modellen.
B˚ade den originale nevronmodellen og de to nye er skrevet i programmer-
ingsspr˚aket C++. Testing er gjort med programmeringsspr˚aket Python.
Brukergrensesnittet til NEST via Python, PyNEST, har blitt brukt for a˚
enkelt kunne skape nevroner, forandre parameterverdier, kjøre simuleringer
og hente ut ønskede lagrede verdier.
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Chapter 1
Introduction
A simulator is trying to recreate nature. They are necessary tools when
studying complex systems, as done in neuroscience. The latest years it
has been an enormous increase in accessible computational power. This
has made it possible to simulate more complex systems than before and
with more variations of parameter values. This has caused a simultaneous
increase in the demand for such possibilities. The effiency of the simulators
used is therefore important.
The precision of the results is important. Results delivered efficiently are
not enough if the results not are correct enough. The desired degree of error
depends on the research that should be done. In some cases results delivered
efficiently is more important than as little error as possible, and in other
cases it is the other way around. No matter what the researchers actually
want it is necessary that simulators are able to deliver precise results.
There are developed simulators which emphasize research on different sys-
tems in neuroscience. The neuron is an important building brick of the
brain. Some simulators are used to simulate, for example, the internal
changes inside a neuron. Others are used to simulate networks of neurons
to understand more about the network activity.
In this master thesis the precision and efficiency of one neuron model in
the simulator NEST (Neural Simulation Toolbox) have been investigated.
The aim was to decrease the simulation time, but still keep the numerical
precision and error as good as they were.
2 Chapter 1 Introduction
1.1 NEST - Neural Simulation Toolbox
NEST1 is a simulation tool made for modelling the behaviour of networks of
neurons. It supports a large number of neuron types and has several tools
necessary when modelling different kinds of networks. NEST is aimed to be
used for simulations of large neuronal networks (more than 104 neurons and
107 to 109 synapses) [Eppler et al., 2009].
The computational performance is important in NEST. It is therefore writ-
ten in the programming language C++ which has many possibilities for
computational optimization. Before any user interface had been developed,
simulations were set up by writing the C++ code for the whole simulations.
This is not basic knowlegde, and the user has to know quite a lot about
programming and C++.
The original user interface for NEST was made in its own simulation lan-
guage SLI. A more convenient programming language for NEST was required
and PyNEST was created. It combines NEST and the programming lan-
guage Python. PyNEST keeps both the efficient simulation kernel in NEST
and the simplicity and flexibility which Python gives [Eppler et al., 2009].
1.2 Scope of the thesis
In NEST it is possible to simulate several different neuron models. Among
them is the conductance based leaky integrate and fire model (see Section
2.3) named iaf cond alpha. This model delivers precise results, but the
simulations could be done faster and more efficient.
Every neuron model is described by some differential equations. These equa-
tions must often, and also in the case of the iaf cond alpha model, be solved
numerically with use of some integration routine (see Chapter 3). This is
necessary for updating variables which describes the state of the neuron.
The iaf cond alpha model uses a routine from the GNU Science Library.
The numerical integration could be done faster if using Exact Integration
(see Section 3.4) instead of the GSL routine.
The aim of this master thesis has been to make the iaf cond alpha neuron
model faster and still keep the numerical precision and error at the same
level as it is today. It is therefore possible to say that this thesis regards
giving a contribution to the development of this simulator.
The work done during this master thesis has resulted in two new neuron
models which both deliver faster simulations and keeps the precision. All
1http://www.nest-initiative.org
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the work done is described in this master thesis.
Chapter 1 is this introduction to the master thesis. Here the simulator NEST
(Neural Simualtion Toolbox) has been described. The aim and results of the
thesis are also explained briefly. An overview of the thesis, with more details
than in the table of contents, is given.
Chapter 2 deals with neurons. The nervous system is treated briefly, but
the biological explanation of a neuron and neuron models are emphasized.
Important effects as neuron spiking and the connection between information
sent by a neuron and its firing rate is explained. Different types of neuron
models are explained before variations of the used leaky integrate-and-fire
neuron are described.
Neuron models are described by differential equations. Often they have to
be solved numerically. Chapter 3 is an introduction to numerical integration.
Several different methods for numerical integration exist. Three of them are
explained more in detail. These are Euler’s method, Runge-Kutta methods
of different orders, and Exact Integration.
Chapter 4 concerns the methods used. The development of the new neu-
ron models are explained, and also the updating of them. Testing of the
different neuron models has been an important part of this thesis. This
chapter therefore also contains a description of the different test methods
used. Parameters used for testing are given in this chapter.
The results of this master thesis work is described in Chapter 5, 6 and
7. Chapter 5 is about some differences found in this master thesis which
are caused by the fact that numbers have to be represented numerically.
Precision and error in general is treated in Chapter 6. Chapter 7 concerns
simulation times.
The last chapter in the main part of this master thesis is the summary
in Chapter 8. The conclusions based on the results are drawn and some
suggestions for further work are given.
There are two appendices in this master thesis. Appendix A gives an intro-
duction to PyNEST, the Python user interface of NEST. The source code
of the new neuron models and the scripts used for production of data or
figures included in this master thesis can be found in Appendix B. The
bibliography of used references is included at the very end.

Chapter 2
Neurons
This chapter aims to give an introduction to neurons. Section 2.1 deals with
the nervous system in general. Section 2.2 concerns a biological view on
neurons and includes both a description of the different parts of a neuron
and its properties. The last section, Section 2.3, explains about neuron
models. They are necessary when trying to recreate the behaviour of a
neuron in a simulator.
The whole chapter is based on sources from the neuroscience books “The-
oretical Neuroscience: Computational and Mathematical Modeling of Neu-
ronal Systems” [Dayan and Abbott, 2001] and “The Brain: A Neuroscience
Primer” [Thompson, 2000].
2.1 The nervous system
The first kind of nervous system that was developed was in animals such as
jellyfish. Jellyfish can react on nutrients in the water and swim to capture
it. This was a great development from the sponge, which just sits on the
bottom of the sea and whose survival depends on whether nutrients are
passing nearby or not. The jellyfish’s possibility to react on the surroundings
shows that different cells must have been created and that the cells are
communicating. Muscle tissue contracts and is controlled by signals sent
from neurons.
All animals have a nervous system which controls the behaviour of the body.
The neurons are also thought to act the same way in all animals, from jelly-
fish to humans. The main difference separating animals are the number of
neurons and the ways they are put together. Humans have a huge number of
neurons put together in a complicated way and therefore have the possibility
of a sophisticated and adaptive behaviour.
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The centre of the nervous system is located in the brain. A brain with a
large number of neurons compared to the body mass gives the species an
advantage compared to a species with a smaller number of neurons. This
advantage ensured human survival.
The humans do not have the biggest brain among mammals. The whales
have the biggest and both porpoises and elephants have bigger. But the
human brain is largest compared to the body size [Thompson, 2000].
The presence of the human nervous system makes us more adaptable to
the constantly changing surroundings. We can process the signals from our
sensory instruments (eyes, ears and so on) and make better decisions.
But not all things that live on the Earth have a nervous system. Plants are
an example of this. Instead of a nervous system the plants interact with
the surroundings based on reflexes. One reflex could be to produce sugar
during photosynthesis when there is enough light. The cycles that plants go
through, both daily and seasonally, are controlled by these reflexes.
2.2 Biology of neurons
Neurons consist of a well-developed cell nucleus that contains chromosomes
with the genetic material (DNA). The same applies to cells in multi-cellular
plants and animal organisms. In contrast to other cells, the reproduction
of neurons stops when a human is born. The number of neurons in the
brain and nervous system is therefore constant, or decreasing, throughout a
human life.
Some fibres extend from the nucleus of a neuron. These are used to create
connections between neurons where information could be sent or received.
All sending of information goes through only one fibre called the axon.
Through the other fibres, called dendrites, the individual neuron receives
information. The length of the dendrites is tens to hundreds micrometers.
The length of the axons in the human body, on the other hand, can differ
a lot. Some neurons have axons which are up to one meter long and some
axons have a length comparable to the length of the dendrites. The axon
divides into a number of small fibers. In these ends there are terminals that
make the connection with one other cell through the synapse.
Depending of the type of neuron, the axon could make different connections.
The axon from the motor neuron, as showed in Fig. 2.1a, creates connections
with muscle cells. The pyramidal cells, as showed in Fig. 2.1b, are the main
work horses in the cortex, which is a part of the brain. They do not connect
with muscle cells. Instead connections to other neurons are made, and they
can connect with both dendrites and the cell body of the actual neuron.
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(a) Motor neuron (b) Pyramidal neuron
Figure 2.1: Schematic view of different types of neurons and its parts [Kandel
et al., 1991, Fig. 2-4 D]. Figure 2.1a is a motor neuron, which sends signals to
muscles. Figure 2.1b is a pyramidal neuron. They are the work horses in cortex,
which is a part of the brain.
—
Other types of neurons represented in the brain can make the same types of
connections.
Fig. 2.1 gives a schematic view of a motor neuron and a pyramidal neuron.
Both figures show the cell body, the axon and the dendrites. The motor
neuron shows a good schematic view of neurons, if only one type should be
presented.
The largest collection of neurons in humans is found in the brain. The
neurons are important parts for the brains function. It is thought that the
brain consists of as many as a trillion (1012) individual neurons. Each of
these neurons is a separate cell and is connected to several thousands of
other neurons. It could therefore be around 1015 connections in the brain.
Thompson [2000] states that in general the number of possible connections
in the brain is larger then the total number of atomic particles that makes
up the known universe.
In the cell membrane of the neuron there are ion channels that allow ions to
move into and out of the cell. The dominant ions are sodium (Na+), potas-
sium (K+), calcium (Ca2+) and chloride (Cl−). The flow of ions through
the membrane is controlled by the opening and closing of ion channels. This
is done in response to voltage changes and external and internal signals.
Fig. 2.2 shows ion channels in the axon membrane and how these ions are
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Figure 2.2: Ion channels and ion concentration in the axon membrane of the
neuron [Thompson, 2000, Fig. 3.5]. Figure a): Most potassium ions are open
and most of the potassium ions are inside. Figure b): Most of the sodium ions
are outside and the sodium channels are mostly closed. Figure c): The chloride
channels are open and the chloride ions are outside. There are not as many chloride
channels as there are channels for potassium and sodium.
distributed between inside and outside of the neuron. The potassium ions
are mostly inside and just some of its channels are closed. Most of the
sodium channels are closed and the concentration of sodium ions is highest
outside the axon. The number of chloride channels is not as large as the
number of channels for potassium or sodium, but they are all open. The
chloride ions are mostly at the outside.
The membrane potential is the difference between the voltage inside the
cell and in the surroundings. It is, among other things, determined by the
relative number of open ion channels. The voltage in the surroundings is
conveniently set to 0 mV (millivolt). The resting potential of a neuron is
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Figure 2.3: Schematic view of an action potential/a spike. Based on Thompson
[2000, Fig. 3.12]
about -70mV.
A special property of neurons is their ability to propagate signals rapidly
over large distances. The electric pulses that travel down the axon are called
action potentials, or simply spikes. Depending on the pattern and frequency
of the firing spike sequences, different information is sent down the axon to
other neurons and cells.
These action potentials are fluctuations in the membrane potentials of roughly
100 mV that lasts for about 1 ms (millisecond). If the membrane potential
gets over a threshold the neuron will send out a spike. The typical threshold
value of the membrane potential, Vth, is about -55 to -50 mV. Fig. 2.3 shows
a schematic view of a spike.
After a spike the neuron becomes refractory, first in the absolute refractory
period and second in the relative refractory period. In the first one it is
almost impossible for the neuron to create a new spike. This period does
not last long, only a few milliseconds. The relative refractory period, on the
other hand, lasts for up to tens of milliseconds. Here it is more difficult than
normal to create a spike.
Neurons communicate with other neurons or cells through spikes. Because
all spikes look the same, the content of the message which a neuron sends out
is determined by the pattern and the frequency of the spikes. The frequency
of the spikes tells the mean value of spikes per time. It could change over
time, and then be time dependent, or it can be constant over time, and then
be independent of time. The pattern of the spikes tells how the spikes are
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Figure 2.4: Neuron firing rate. Top figure shows high firing rate and the lower
one shows low firing rate
distributed over time.
The frequency of the spikes are in many cases taken as the important pa-
rameter to describe a spike train. It is therefore important to measure it.
The parameter which tells the frequency of the spikes is called the firing rate
of a neuron. Fig. 2.4 shows examples of both high and low firing rate.
Although the frequency could influence the message from the neuron more
than the pattern of spikes, the pattern is also important. Fig. 2.5 shows
different possibilities of spike trains which have the same frequency, but
different patterns. In these cases also the pattern influence on the message
sent.
The simplest pattern is illustrated as the red crosses in Fig. 2.5. In this case
the spikes are separated with the same distance of time. The message is then
determined by the frequency of the spikes. One step further in complexity
is a spike train where several spikes come with a short distance between
themselves and the time distance to the next one is longer. Both the blue
crosses (on short, one long) and the green crosses (two short, two long) are
examples of this type of pattern. In these cases the frequency could no
longer tell the whole truth about the information sent out from the neuron.
2.3 Neuron models
The last section gave an introduction to neurons. It was shown that neurons
consist of three main parts, the neuron cell body, the dendrites and the axon.
The neurons have a membrane too. Here is ion transport possible and the
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Figure 2.5: Different spike patterns, same frequency
membrane defines the shape of the neuron.
When trying to recreate nature, as done in a simulation, it is useful to make
a model of the system we are dealing with. In all cases it is possible to
make models which span from simple models, which only cover the basics,
to complex models, where all known mechanisms are taken into account. A
simple model is easy to use, but it may be so simple that the results not are
mirroring what would have happened in the real system. Simulations with
a complex model will hopefully show a true picture of the real system. But
there are some disadvantages with these types of models. Many mechanisms
that are taken into account humans do not understand very well. It is there-
fore uncertain if the mechanisms are modelled the right way and if the values
of the parameters used are representative. If these mechanisms are modelled
wrong and incorrect parameter values are used, using a complex model could
give a false security about the results of the simulation. Simulations with
complex models could also need more resources than necessary.
When modelling neurons it is possible to make the model with all the mech-
anisms which happen inside the neuron cell body taken into account. This
is called a full-compartment model. When modelling networks of neurons
the network activity is the main thing of interest. Therefore it is sufficient
to use a less complex model. The model used is called a single-compartment
model and models the neuron as a point neuron.
Single-compartment models use a single variable V to describe the mem-
brane potential of a neuron. Multi-compartment models can also describe
spatial variations in the potential. The basic equation for single-compartment
models is [Dayan and Abbott, 2001, Eq. 5.6]
cm
dV
dt
= −im + IE
A
. (2.1)
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Figure 2.6: Equivalent electric circuit to a single-compartment model. Ie equals
IE. The original figure text is included for full explanation of the figure [Dayan and
Abbott, 2001, Fig. 5.4].
The charge in the neuron builds up with a rate equal to the total amount
of current entering the neuron. The change of the membrane potential dVdt
multiplied with the total capacitance Cm gives this current. The current
is also equal to the membrane current plus eventually an experimentally
added current IE. Since the membrane current usually is given as current
per unit area, both total capacitance and experimentally added current must
be divided by the neuron area. It gives the specific capacitance cm and IEA ,
where A is the surface of the neuron. Putting all this together gives Eq.
(2.1).
A single-compartment model has its equivalent electric circuit. Both the
neuron and the equivalent circuit are shown in Fig. 2.6. The neuron has
surface area A, one synapse and a current-injecting electrode. The electric
circuit is modelled with a conductance dependent on the presynaptic input,
a synaptic conductance and several voltage-dependent conductance. The
original explanation from Dayan and Abbott [2001] is included in the figure
and explains better.
Integrate-and-fire-models (I&F models) consider only the sub-threshold dy-
namics of the membrane potential. This means that the biophysical mecha-
nisms that are responsible for action potentials are not explicitly taken into
account. They are well known and could be modelled, but are excluded
to make neuron models easier and simulations faster. In the I&F model a
neuron spikes whenever its membrane potential reaches the threshold poten-
tial Vth. After a spike the membrane potential is reset to a reset potential
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Vreset < Vth. The neuron is then refractory for some time before it has the
opportunity to send out a new spike.
The most used version of the I&F model is called passive or leaky integrate-
and-fire model. In this model the “entire membrane conductance is modeled
as a single passive leakage term, im = g¯L(V−EL)” [Dayan and Abbott, 2001].
The resting potential of the cell is EL. Combining it with Eq. (2.1) gives
[Dayan and Abbott, 2001, Eq. 5.7]
cm
dV
dt
= −g¯L(V − EL) + IE
A
. (2.2)
The specific membrane resistance rm = 1/g¯L. The membrane time constant
τm is defined as the specific membrane conductance multiplied with the
specific membrane resistance, τm = cmrm. Multiplying Eq. (2.2) with rm
and using the connections given over, gives the basic equation for leaky I&F
models [Dayan and Abbott, 2001, Eq. 5.8]
τm
dV
dt
= EL − V + IERm. (2.3)
This equation does not depend of the surface area A of the cell, as Eq. (2.2)
did. Instead the total resistance Rm is used. Using Ohms law it can be
showed that rm = RmA.
Eq. (2.4) starts with Ohms law U = IR. The total voltage is also equal
to specific current multiplied with specific recistance. The specific current
is is = IA . If the product isrs should be equal U , the specific resistance rs
must be given as RsA.
U = IR = isrs =
I
A
(RA) = IR (2.4)
If the current IE is the only input to the neuron, the membrane potential
will, with time constant τm, reach this value as time t→∞. An analytical
solution of Eq. (2.3) could be computed, independent on whether IE is time
dependent or not.
In the case of time independent current IE and initial condition V (t = 0) =
EL, the analytical solution is
V (t) = EL +
IEτm
Cm
(1− e−t/τm). (2.5)
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2.3.1 Current vs conductance based I&F models
There are mainly two different types of leaky integrate-and-fire models,
where the difference is how the synaptic input is modelled. In the first
model the input is modelled directly as an input of current. The second
possibility is that the input could be modelled as a change of the membrane
conductance. This change would then result in a current input.
The current IE to a neuron could be described as the sum of external current
Iext and current due to synaptic input, Isyn,
IE = Iext + Isyn. (2.6)
Isyn could be described as a sum of current functions i(t) or as a sum of
conductance functions g(t) multiplied with a voltage V − Erev. Erev is a
reversal potential which is different for each type of ion. The functions are
weighted with a factor w. These two cases are shown mathematically as
Isyn(t) = −
∑
tsp
wi(t− tsp)Θ(t− tsp), (2.7)
Isyn(t) = −
∑
tsp
wg(t− tsp)(V − Erev)Θ(t− tsp). (2.8)
The two equations describe Isyn(t) for a current based I&F model and a
conductance based I&F model, respectively.
The sum is over all spike times. Θ is the Heavyside function. It is 0 when
its argument is negative and 1 when its argument is positive or zero. When
using Θ(t − tsp) it is ensured that times before spike time tsp should not
count.
In NEST the conductance based model and the current based model are
called iaf cond alpha and iaf psc alpha, respectively. There are four equa-
tions which describe the synaptic dynamics and one equation which describes
the membrane potential. The equations for the synaptic dynamics are linear
first orders differential equations.
In the case of iaf psc alpha, with current based input, the equation for the
membrane potential is linear too. In the case of iaf cond alpha, with con-
ductance based input, the equation becomes non-linear. This is caused by
the product of conductance and membrane potential, g¯V , in Eq. (2.2). The
four equations that describe the synaptic input then create a linear sub-
system. This gives opportunities for the way these variables are updated
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and is used when creating new neuron models based on the iaf cond alpha
neuron model (see Chapter 4).
The function which describes the conductance and current functions in these
two models is an alpha function [iaf psc alpha.h, 2010]. Alpha functions, and
beta functions, are explained by Rotter and Diesmann [1999]. The second-
order differential equation given by Eq. (2.9) is called alpha-function for
a = b and beta-function for a 6= b.
η¨ + (a+ b)η˙ + (ab)η = 0, η(0) = 0, η˙(0) = 0 (2.9)
The explicit form of these equations are
η(t) = η˙0te−at, (2.10)
η(t) =
η˙0
b− a
(
e−at + e−bt
)
, (2.11)
for the alpha and the beta function, respectively.

Chapter 3
Numerically integration of
ODE’s
The previous chapter concerned neurons and explained the biology of neu-
rons and how to model them. These neuron models are necessary tools
when trying to recreate nature by simulation. The mathematical descrip-
tion is done with ordinary differential equations.
This chapter concerns solving such equations on a computer. Section 3.1
gives an introduction to numerical integration. Section 3.2 is an overview
of different types of methods that can be used for this purpose. The last
two sections explain different methods that can be used for numerical inte-
gration. Different Runge-Kutta methods is explained in Section 3.3. Exact
Integration is explained in Section 3.4.
This chapter has been written based on different sources. Section 3.2 is
based on the book of Vandergraft [1983]. The books of Butcher [2008] and
Press et al. [2007] are used in Section 3.3. Section 3.4 is written based on
the article of Rotter and Diesmann [1999].
3.1 Introduction to numerical integration
Differential equations can be written as
y′(x) = f(x, y(x)). (3.1)
y′(x) means the derivative dydx . x and y are generally used to denote the time
independent and time dependent variable, respectively [Butcher, 2008]. x is
then often denoting time and y is the variable which changes over time.
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The solution of some differential equations can be found analytically. For
those where an analytical solution not is achievable, the differential equation
is to be solved numerically with use of computers. The rest of this chapter
considers solving this kind of differential equations.
The representation of differential equations in computers is done by dif-
ference equations. Instead of using the derivative dydx , the derivative are
represented approximately by ∆y/∆x. This is used with the assumption
that the function is linear between the start point of time interval, x1, and
the end point of the time interval, x2. In most cases this is not a valid
assumption. Decreasing the interval of time, which means decrease ∆x, in-
crease the validity of the change of the derivative. However, because it only
is an approximation there will always be an error when calculating a value
numerically.
Eq. (3.1) shows how a difference ∆y can be calculated from a difference ∆x
and the derivative f(x, y).
∆y = f(x, y(x))∆x. (3.2)
The aim of solving differential equations is to find out how y behaves as a
function of x. When standing at time x1 at place y1, finding the new value
y2 is what is desirable. It is possible to calculate the derivative at y1 based
on future points. Standing at y1 it is assumed that the y(x) from y1 to y2
is linear with derivative equal to the derivative at y1.
In these cases where x represents time, ∆x is the time step for the integra-
tion. This is hereafter called the resolution and is denoted h.
Updating of y could look like
yk+1 = yk + ∆y (3.3)
= yk + hf(x, y(x)). (3.4)
∆x is here replaced by h. h is denoting the resolution of the integrating
methods, or the length of the time steps taken. yk is the value of y after k
steps of size h. The initial value, y0 = y(x = 0), is the starting value of y
and has to be given explicit. f(x, y(x)) is denoting a derivative, because of
the equality in Eq. (3.1). f(x, y) do hereafter represents the derivative.
This way of updating a variable y is called Euler’s method and Fig. 3.1
shows it graphically.
Euler’s method is not recommended for practical use. The method is not
very accurate when compared to other, more advanced methods which run at
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Figure 3.1: Euler’s method [Press et al., 2007, Fig. 17.1.1]. The derivative at
the starting point (1) of the interval is used to extrapolate the value at the ending
point (2).
the equivalent step size. Because the behaviour of the function modelled only
depends on the derivative at one point for each step taken, Euler’s method
is not stable either. Amongst several reasons to avoid Euler’s method, these
two may be the main reasons.
During the years many different methods have been developed. They are
specialized for different purposes and for different types of differential equa-
tions. Some methods are fast, but very simple. Others can simulate the
behaviour of the actual differential equation with good precision, but are
less efficient.
Efficiency is important when solving differential equations numerically. The
right hand side of the differential equation has to be evaluated many times
during the simulation and, depending on the method used, many evaluations
are also necessary during one time step h. Another important criterion is
that the difference between the simulated values and the real solution should
be as small as possible. Reducing h would in many cases give simulated
values which are closer to the real solution.
Numerical solutions only give approximate values. Therefore it will always
be a difference between the simulated value and the real value, which means
that there will be an error. The real value is accessible in those cases where
an analytical solution could be found. The difference between the approx-
imate values from the simulation and the exact values, if an analytical so-
lution is achievable, is an estimate of this error for the actual method for
numerical integration. The error term also defines how good the method is.
The error term is denoted O(hn). Eq. (3.5) is identical with Eq. (3.4),
except that the error term O(h2) is added.
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yk+1 = yk + hf(x, y(x)) +O(h2) (3.5)
There could be defined two types of errors which are local and global error.
The local error is the error that occur in every single computational step.
This means the difference between the simulated value and the real value, if
accessible. The global error is the total error occured during a simulation.
The local error depends on hn and the global error depends on hn−1.
Every type of problem has different criteria for what is preferred or needed.
An error which is as small as possible desired in many cases, but not always.
In some cases it is more important that the simulations deliver roughly
correct results efficiently, in other cases the time used is nearly irrelevant
because the results have to be as correct as possible. Depending on what is
emphasized to be important, different methods should be chosen.
3.2 Different types of integrating methods
Implicit and explicit methods
Eq. (3.6) [Vandergraft, 1983, Eq. 8.27] is an example of an equation used
in an implicit method. The variable for which we seek a value, in this case
yk+1, occurs on both sides of the formula. Because the new value of the
variable depends on itself, the updating has to be done by iteration. This
means to go through all possible values that yk+1 can take and test if this
actual value fulfils the equation. If it does, the integration routine could
move to step yk+1 and start over again.
yk+1 = yk +
1
2
h(f(xk+1, yk+1 + f(xk, yk)) (3.6)
Implicit methods have two main advantages compared to explicit methods.
In general they are more accurate than comparable explicit methods and
the difference equations created are also often better conditioned than those
created by explicit methods.
The main disadvantage of implicit models is their complexity. This is due
to the fact that the variables are dependent of themselves when updating.
Implicit methods therefore demand a lot of resources, as time and simulating
power.
Eq. (3.7) [Vandergraft, 1983, Eq. 8.30] is an example of an explicit method.
It is, said in a more specific way, the equation for the Runge-Kutta method
of second order. The last term, O(h3), is an error term.
3.2 Different types of integrating methods 21
yk+1 = yk +
1
2
h[f(xk, yk) + f(xk+1, yk + hf(xk, yk))] +O(h3) (3.7)
With explicit methods it is, as shown, possible to update variables based
only on already known values. yk is needed to calculate yk+1, but yk+1 does
not occur on both sides of the equation. Explicit models are, when compared
to implicit methods, less complex.
When simulating neural networks it is important to measure the spike ac-
tivity as correctly as possible. It is therefore not possible to use large time
steps, which equals rough resolutions. The reason is that increasing the
length of the time step will also increase the possibility of missing a spike.
How this could happen is explained in the following.
V denotes the membrane potential for a neuron. After k time steps of length
h, the time is tk = kh. At time tk the membrane potential V < Vth, where
Vth is the threshold potential for spiking. Within the next time step, which
means before time tk+1 = (k + 1)h = tk + h, the membrane potential of
the neuron could have exceeded the threshold potential for spiking, Vth,
and then decreased to a value lower than the threshold. At time tk+1 the
membrane potentiale V < Vth, and no spike is sent out. But during the
time step from tk to tk+1 at least one spike should have been sent out. The
threshold passing fluctuation of the membrane potential could have been
registered if the length of the time step has been smaller. This would mean
using a finer resolution h.
Other types of methods
Another way to split different integrating methods is to see whether they
are one-step or multistep/n-step methods. A one-step method do only use
y(xk) to obtain the approximate value for y(xk+1). For k > 0, however,
approximate values have already been calculated. In these cases it would
be reasonable to use more than one value to create the next one. A method
is called a n-step method if it uses n approximate and already calculated
values for y(x) to obtain y(xk+1). If n > 1 the method could also be called
a multistep method.
Runge-Kutta methods (see Section 3.3) are not considered as a multistep
method, despite the fact that several test steps are taken during a time step
h. This is because the value of Vk+1 only depends on Vk and test steps taken
between Vk and Vk+1. It do no depend of values of Vi with i < k.
Adaptive solvers do not use the same step size all the time. Adjustments of
the step size are done by the step size control. It checks how small steps it is
necessary to take, or in other words how large steps that could be taken, to
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describe the behaviour of the system well enough compared to some criteria.
If the function used in the solver is smooth, big steps could be taken and the
simulation could be done more efficiently. The maximal length of the time
step is, however, determined by the user of the alghoritm. The adaptive
solver can therefore not use as large steps as possible, but can reduce the
length of the time step to a minimum.
3.3 The Runge-Kutta method
When using Euler’s method the whole interval is taken in just one step.
The information about the derivative is only used in the beginning of the
step. This can give non-accurate results. A possible way to achieve better
accuracy is by using the Runge-Kutta method, which is a modified version
of Euler’s method.
The Runge-Kutta method takes test steps inside a time step h. Approximate
values of y, the time dependent variable, are calculated at the end points
of these test steps. The updating of y, from yk to yk+1, is done by giving
the values from the test steps different weights. There are several versions
of the Runge-Kutta method, and a main difference is how many test steps
that are taken.
As for all methods for numerical integration, the Runge-Kutta method has
errors. In general, a Runge-Kutta method is called an nth order method
if its error term is O(hn+1). This can be showed with a Taylor expansion
of, for example, Eq. (3.15) around a point (xk, yk) [Vandergraft, 1983, Ch.
8.2.1]. The error from the Runge-Kutta method does therefore decrease
with decreasing step size, which means finer resolution h.
The Runge-Kutta method of second order is the most basic one, and uses one
test step in the middle of the interval. Information about the derivative at
the midpoint of the interval is then used in addition to information about the
derivative at the beginning of the step. Eq. (3.8)–(3.10) describes the way of
computing an integrating step with the Runge-Kutta midpoint method. The
last part of Eq. (3.10), O(h3), is an error term. Fig. 3.2 shows graphically
the Runge-Kutta midpoint method.
k1 = hf(xn, yn) (3.8)
k2 = hf(xn +
1
2
h, yn +
1
2
k1) (3.9)
yn+1 = yn + k2 +O(h3) (3.10)
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Figure 3.2: Runge-Kutta method of second order, also called the midpoint
method. The derivative in the midpoint of the interval (at 2) is, together with
the derivative at the starting point (1), used to extrapolate the value at the ending
point of the interval (3) [Press et al., 2007, Fig. 17.1.2].
The Runge-Kutta method is, rather than Euler’s method, preferred when
selecting a method for numerical integration. The Runge-Kutta method of
second order uses a test step at h/2 to get better results. Euler’s method do
not use test steps. But if Euler’s method is used with step size h/2, would
not that be equal to use the Runge-Kutta method of second order with step
size h?
The actual Runge-Kutta method has an error term which depends on h3.
The error term in Euler’s method depends on h2. With step size h/2 it
depends on h2/4. This difference in the local error is the reason why the
Runge-Kutta method of second order is preferred rather than Euler’s method
with half the step size.
Higher orders and the Fehlberg variant
Runge-Kutta methods could, as mentioned, be of different orders. Methods
of higher orders use more test steps, and the result would be more correct
than with use of lower orders‘ methods. More test steps in total means more
calculations. The computational resources needed are therefore greater for
the methods of higher orders than, for example, for the second order Runge-
Kutta method.
The most common of the Runge-Kutta methods of higher orders, is the
fourth order method. Eq. (3.11)–(3.15) is from Press et al. [2007] and
describes how to compute this method. The last part of Eq. (3.15), O(h5),
is an error term.
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Figure 3.3: Runge-Kutta method of fourth order. The derivative at the starting
point of the interval (1), twice at the midpoint of the interval (2 and 3) and at the
endpoint of the interval (4), are used to extrapolate the value at the endpoint (4)
[Press et al., 2007, Fig. 17.1.3].
k1 = hf(xn, yn) (3.11)
k2 = hf(xn +
1
2
h, yn +
1
2
k1) (3.12)
k3 = hf(xn +
1
2
h, yn +
1
2
k2) (3.13)
k4 = hf(xn + h, yn + k3) (3.14)
yn+1 = yn +
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4 +O(h5) (3.15)
Different simulations tolerate different errors. The error is depending on the
resolution h. If an estimate of the local error had been accessible, this would
have given important information. It would then be possible to change the
resolution due to the tolerated error. A resolution which gives an error
slightly smaller than tolereated will give the best result. It combines high-
est precision with the lowest computational cost. Using a finer resolution
will decrease the error to a level lower than necessary. This will increase
the computational costs. A less precise result is achieved with a rougher
resolution.
In a multi step method this is possible with just one extra evaluation. In
a Runge-Kutta method several extra evaluations are needed. Felberg intro-
duced the idea to use two Runge-Kutta methods where some of the evalu-
ations were used in both methods. It turns out that this is possible if the
methods are of different orders. The local error in the lower order Runge-
Kutta method is calculated when doing it like this. The most used of the
Runge-Kutta-Fehlberg methods is the fourt-fifth method. This gives an
estimate of the difference between the fifth and the fourth order method.
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3.4 Exact Integration
Rotter and Diesmann [1999] introduced “an efficient method for the exact
digital simulation of time-invariant linear systems”1. In such time-invariant
systems the output, for example the membrane potential, is treated as to
not be explicitly independent of time. Time is therefore representing the
independent variable.
Eq. (3.16) could describe a time-invariant linear system [Rotter and Dies-
mann, 1999, Eq. (2)]. As for the other methods, y is the time independent
variable and x represents time. Both y and x are vectors of dimension n. A
is a quadratic matrix and its numerical constants defines the characteristics
of the system.
y˙ = Ay + x (3.16)
There are two variants of this equation, the homogenous one and the inho-
mogenous one. The homogenous equation has x = 0 and describes a system
with zero input. The inhomogenous equation is as shown above and the
corresponding system has input.
The matrix exponential eAt would have given the set of solutions if the
equation was homogenous. This matrix is then termed “time-evolution op-
erator or propagator” matrix. If the equation is inhomogenous the matrix
exponential is called “the impulse response of the system”.
It can be shown that the updating of variable y can be done as
yk+1 = eA∆yk + xk+1, (3.17)
where ∆ is the resolution of the updating. This means that it is equal to
the variable h used before, ∆ = h. This resolution determines the time grid
of the updating. A condition for this equation to be valid is that input is
restricted to this grid.
Exact Integration proved to deliver more accurate results on both sub-
threshold dynamics and spike-timing than the other integrating methods
tested by Rotter and Diesmann [1999]. The tests were done with integrate-
and-fire neurons. The fact that “in theory, deviations from the analytical
solution do not occur, independently of the step size of the iteration” is
perhaps the main advantage of this method.
The grid restricted input makes this method efficient and precise. On the
other hand, this restriction may be the main disadvantage of this method.
1Quotes in this section are from Rotter and Diesmann [1999]
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Within a time interval h some neurons have spiked. They have not spiked at
exactly the same time, but since all the input is restricted to the time grid,
it seems as though they have done. This could lead to artificial synchrony.
If measuring the correlations between neurons in a network simulation, this
synchrony can distort the measurements.
Morrison et al. [2007] pointed at this synchrony and developed a new method
which ensures that the spikes are handled with their exact spike times. This
method is implemented and used in NEST.
Chapter 4
Methods
NEST supports many different types of neuron models. Among them are
implementations of both the current based and the conductance based leaky
integrate-and-fire model (see Section 2.3). They are named iaf psc apha and
iaf cond alpha, respectively. These two model types differ in the way that
the synaptic input is described. In the iaf psc alpha model it is described
as a current function and as a conductance function in the iaf cond alpha
model.
Both models have five variables that need regularly updating. Four vari-
ables describe the synaptic input and the last one describes the membrane
potential. The variables for the synaptic input are described by ordinary dif-
ferential equations and create a linear system of equations. The differential
equation for the membrane potential, Eq. (2.2), is linear in current based
models and non-linear in conductance based models. The non-linearity is
caused by the product of g¯V in the previously mentioned equation. The
result of this difference is that the system of equations for the iaf psc alpha
model in total is linear and that the corresponding system of equations for
the iaf cond alpha model is linear except for the equation describing the
membrane potential.
The variation of linearity for the two systems of equations makes it nec-
essary to do the updating in two different ways. The iaf psc alpha model
can, because of the linearity of the system, be updated with use of the ex-
act integration routine. The iaf cond alpha model, on other hand, uses the
Runge-Kutta-Fehlberg method of fourth-fifth order to updates all five pa-
rameters. This method is implemented in GNU Science Library1 and has
adaptive step size control.
Exact Integration can be implemented with use of just a few functions. Few
1http://www.gnu.org/softare/gsl/
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functions mean that a small amount of time is used for function calls. The
GSL solver is, on the other side, an external part. Many functions must
therefore be called before the needed values can be calculated by GSL, and
then the result has to be returned the opposite way back to the simula-
tor. The time used for this operation will, compared to time used for the
iaf psc alpha model, be larger.
The iaf psc alpha model is considered to be fast enough when simulating.
Simulations with the iaf cond alpha model, on the other hand, takes longer
time than desirable. The work done during this thesis was aimed to make
simulations with the iaf cond alpha model faster.
The fact that the different models use different methods for numerical in-
tegration to update the variables is important when trying to reduce the
simulation time for the iaf cond alpha neuron model.
The way to reduce the simulation time is to convert as much as possible
of the calculations from use of GSL and over to Exact Integration. This
means to use Exact Integration, instead of Runge-Kutta-Fehlberg method
of fourth-fifth order from GSL, to update the variables which describe the
synaptic input. These equations are linear and do not need to be updated
with GSL. Since the equation for the membrane potential is non-linear it
can not be updated with Exact Integration. The Runge-Kutta method must
be used for updating of this variable.
With this conversion the simulation time would decrease, and therefore in-
crease the computational efficiency of the simulator. This is an always ex-
isting goal when developing simulators. To convert other neuron models
was another aim for this master thesis, but the time period was not long
enough. Instead, two versions of the iaf cond alpha model, which are slightly
different from each other, have been developed.
Testing of the new neuron models was also an important part of the work
done during this master thesis. It is necessary to test both the simulation
time and the numerical precision. This precision at the new models should
be at least as good as with the original iaf cond alpha model.
This chapter presents the work done during this thesis and how it is done.
Section 4.1 presents the neuron models in more detail than done in this
introduction and Section 4.2 presents the methods used for testing of the
neuron models.
The Python interface of NEST, PyNEST, has been used when testing the
neuron models. An explanation of the functions used in this master thesis
is given in Appendix A. The programming code for the new neuron models
and the test scripts used for production of figures and data used in this
master thesis are included in Appendix B.
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Processor Intel Core 2 Duo T6600, 2.2 GHz
Memory 4 GB RAM
OS Linux Ubuntu 9.10, 32 bits
C++ Compiler gcc version 4.4.1
Table 4.1: Specifications of test computer
This master thesis, including the testing done, has been produced on a
computer with specifications as given in Tab. 4.1.
4.1 Creating neuron models
The new model iaf cond alpha ei has been developed. To update the synap-
tic dynamics Exact Integration is used instead of GSL. This use of Exact
Integration is indicated by the adding “ ei” in the model name.
The original plan was to use the GSL-solver to update the membrane po-
tential. This routine takes test steps, inside one interval, at the lengths
Sgsl =
[
0,
1
4
,
3
8
,
12
13
, 1,
1
2
]
,
and in this order.
When updating the other variables, Exact Integration with constant step size
would be used. The GSL version of Runge-Kutta-Fehlberg algorithm has, on
the other hand, adaptive step size control. If combining Exact Integration
and GSL there will therefore be possibilities that the approximate values are
calculated at different times. All five variables have to be calculated at the
same point in time, otherwise it would lead to wrong results. This excludes
the combination of Exact Integration and solvers with adaptive step size
control.
Instead of using GSL to update the membrane potential, the Runge-Kutta
method of fourth order was implemented manually. Constant step size is
used and it would therefore be possible to combine it with use of Exact
Integration.
The GSL solver uses the Runge-Kutta-Fehlberg solver of fourth-fifth order.
In the iaf cond alpha ei model only the Runge-Kutta method of fourth order
has been used. This difference led to the development of the iaf cond alpha ei step
model.
The iaf cond alpha ei step model is based on the iaf cond alpha ei model.
The Runge-Kutta-Fehlberg method of the fifth order is used to calculate the
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membrane potential. Constant step size is used. The increase from fourth to
fifth order Runge-Kutta is indicated by adding “ step” to the model name.
This model has also implemented a calculation of error. This is a copy of
how it is done in the GSL. The error is, in this case, the difference between
the approximate values from the Runge-Kutta method of fourth order and
the Runge-Kutta method of fifth order. To calculate this error the Runge-
Kutta-Fehlberg method of fourth order is used in addition to the already
used fifth order method. This error could be picked out with use of the
PyNEST function GetStatus with keyword ’V error’ (see Appendix A).
Updating the models
In the iaf cond alpha ei model, the Runge-Kutta method of fourth order is
used. The test steps are then taken at the start of the interval, twice halfway
through the interval and at the end of the interval. The two steps in the
middle create the derivative based on different values. Fig. 3.3 shows this
method graphically.
The fact that two of the steps are at the middle of the interval makes the
calculation a bit easier. Then the simulation only has to be brought forwards
in steps of h/2. First from the start to the middle, and then from the middle
to the end. The values of the synapses have to be calculated at the same
points as the derivative. Updating of the synapses does therefore also happen
in steps of h/2.
When values from all the four test steps have been calculated, the difference
of membrane potential ∆V is calculated. The values from the different test
steps are weighted differently according to the Runge-Kutta method.
The updating sequence during a time step of length h could in the iaf cond -
alpha ei neuron model be described as follows. The variables kx is the value
of test step number x.
1. Time t=0 (beginning of time step):
• Calculate k1
• Update synapses h/2 forwards in time
2. Time t=h/2 (middle of test step):
• Calculate k2
• Calculate k3
• Update synapses h/2 forwards in time
3. Time t=h (end of time step):
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• Calculate k4
• Calculate ∆V and update V
The different elements of the propagator matrix used in the Exact Integra-
tion routine are calculated once. This calculation involves the synaptic time
constant. Since this time constant is different for excitatory and inhibitory
neurons the calculations are done twice. Because every updating step is of
length h/2 there is only necessary to create six matrix elements for the exact
integration, three for each of excitatory and inhibitory neurons.
In the iaf cond alpha ei step model the test steps are taken at the lengths
of the interval given in Sgsl in Eq. (4.1). The updating of the synapses is
done once in the end of each time interval, after the test steps have been
taken. All the different test steps are taken with the start of the interval as
a base. The values are created using corresponding length and elements in
the propagator matrix. This could be showed as follows, where the variables
kx denote the value of the different test steps taken:
1. Time t=0 (beginning of time step):
• Calculate k1 at the base (t=0)
• Calculate k2 at time t=(1/4)h
• Calculate k3 at time t=(3/8)h
• Calculate k5 at time t=(12/13)h
• Calculate k6 at time t=h (end of time step)
• Calculate k4 at time t=(1/2)h
• Calculate ∆V and update V
• Update synapses h forwards in time
The updating in the step model differs a bit from the “ ei” model on this
point. The change has been done to minimize numerical error. Since all
calculations done in a computer increase the numerical error, it is desirable
to make as few calculations as possible. The precision of values depend on
the precision of the future calculations. All test steps are therefore taken
with the same point as a base. The precision of the fifth and last test step
depends therefore only on the numerical precision of the base.
The test steps could have been taken in increasing order and with the value
from the previous test step as a base for the next one. The numerical
precision of the fifth and last test step would then have been influenced by
the precision of all the four previous steps. Taking all the test steps with
the use of the same base therefore decrease the numerical error and increase
the numerical precision.
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The propagator matrix for both excitatory and inhibitory neurons is calcu-
lated once in the beginning of the simulation.
4.2 Testing neuron models
Four neuron models have been tested. They are
• Iaf psc alpha
• Iaf cond alpha
• Iaf cond alpha ei
• Iaf cond alpha ei step
Four different test regimes have been used to test the precision of these
neuron models. The first one is without output spikes and the second one
is with extra produced noise from Poisson generators. The third one is with
extra produced spikes from spike generators in NEST. The fourth regime is
equal to the second, but with noise discretized to intervals of one millisecond.
These regimes are in the test scripts respectively called
nsp Non-spiking regime with external current as only input.
wno Noise input from Poisson generators.
esp Extra excitatory spikes.
wfn As wno, but with noise input discretized to intervals of one millisecond.
Fig. 4.1 shows the behaviour of the membrane potential for all these types of
regimes. These figures are produced with the iaf cond alpha neuron model
and with resolution h = 2−6. Graphs of membrane potential will look dif-
ferent for each model and with different parameters, but these figures give
an impression of how the membrane potential develops through time in the
different test regimes.
Exact values are achievable in the first regime, the non-spiking regime. Eq.
(2.3) describes the behaviour of this system. Eq. (2.5) is the analytical
solution of the mentioned equation. They are repeated here as Eq. (4.1) and
(4.2), respectively. Exact values for the membrane potential are therefore
achievable for every moment of the simulation. The precision of each neuron
model, being the difference between exact and simulated values, is therefore
possible to calculate.
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Figure 4.1: The behaviour of the membrane potential for the four different test
regimes. The figures are produced with the iaf cond alpha neuron model with
resolution 2−6 ms.
τm
dV
dt
= EL − V + IeRm (4.1)
V (t) = EL +
IEτm
Cm
(1− e−t/τm) (4.2)
The second test regime with extra produced noise is used to test the preci-
sion of the models when the membrane potential is fluctuating a lot. This
extra noise comes from the Poisson process, which gives an approximation of
neuronal firing. This process has proved “extremely useful” for this purpose
[Dayan and Abbott, 2001].
A homogenous Poisson process is used in this master thesis. The firing rate
for this process is constant over time and therefore time independent. The
events in a Poisson process do not depend on the history of the system
either, and every event is then statistically independent.
The noise from the Poisson process is one type of possible input to the neu-
ron. This input comes through the synapse and is called synaptic input.
This synaptic input can come from two types of neurons, excitatory neu-
rons and inhibitory neurons. Their spikes influence the membrane potential
in opposite directions. Inhibitory spikes decrease the membrane potential
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Description Value
Excitatory rate [Hz] 80 000
Inhibitory rate [Hz] 20 000
Excitatory connection strength 15.0/70.0
Inhibitory connection strength -4.0
Delay [ms] 1.0
Table 4.2: Standard values for Poisson generators used for production of noise to
the with-noise regime (wno).
and excitatory spikes increase it. The possibility of firing a spike therefore
decreases when a neuron receives a spike from an inhibitory neuron. Re-
ceiving a spike from an excitatory neuron would give the opposite outcome
and increase the possibility of firing a spike.
Inhibitory neurons are normally modelled as four times as powerful as ex-
citatory neurons. To make the network simulation so that the inhibitory
and the excitatory neurons influence equally, four times as many excitatory
neurons as inhibitory neurons are being used. This can be seen, for example,
in the network used for testing of speed (see speed brunel.py in Appendix
B).
When using Poisson generators it is possible to adjust both the firing rates,
the strength of the connection with the neuron and the delay of the trans-
mission of the signal. The standard values of these parameters are showed in
Tab. 4.2. The delay could be zero millisecond, but are of technical reasons
set to one millisecond.
When using the rates as described in Tab. 4.2, the frequency of the spike
generators is at a level which equals a network of 104 neurons each firing at
10 Hz. It has also been done stress tests of the neuron models with total
rates from 1 kHz to 750 kHz. This equals, in the same network with 104
neurons, a firing rate for each neuron varying from 0.1 Hz to 75 Hz. Stress
tests with different synaptic time constants have also been done.
The third test regime was created to test how the different neuron models,
and at different resolutions h, manage the sudden changing of the mem-
brane potential which a spike causes. Tests of the esp regime has not been
emphasized in this master thesis.
The fourth test regime is based on the with-noise regime, but all the Poisson
input are discretized to intervals of one millisecond. Every simulation then
receive the same input independent of resolution. The results presented in
Section 6.2 are based on simulations done with the with-frozen-noise test
regime.
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Description Parameter Value
Leak reversal potential [mV] EL -70
Threshold potential [mV] Vth -55
Reset potential [mV] Vreset -60
Leak conductance [mS] gL 15.0
Input current [pA] IE 4.0*gL
Membrane capacitance [pF] Cm 120.0
Membrane time constant [ms] τm Cm/gL
Exc. synaptic time constant [ms] τsyn,E 0.2
Inh. synaptic time constant [ms] τsyn,I 2.0
Table 4.3: Parameter values for the neuron. Descriptions and units are from
iaf cond alpha.h [2010].
Resolutions (log2 h) [ -2, -4, -6, -10, -14 ]
Repetitions per resolution 3
Table 4.4: Resolutions and the number of repetitions used in the speed test. This
test measures the simulation times for the neuron models.
The neuron models have been tested in several different ways, and some ex-
amples are given. Differences between analytical and simulated values have
been investigated. How the error from the iaf cond alpha ei step model de-
velops with resolutions has given indications of how reliable the new models
are compared to for example the original iaf cond alpha model.
The parameter values for the neurons used for testing can be found in Tab.
4.3. These parameters have been the same in all the tests, both in the tests
of precision and in the speed tests. All handling of values of parameters is
done in the file class Params.py (se Appendix B).
The test script that does the simulation uses functionalities of PyNEST,
NEST’s Python interface. These functions are therefore showed and ex-
plained in Appendix A.
Testing of speed
The work done during this thesis was aimed to decrease the time used when
simulating with the iaf cond alpha neuron model. The numerical precision
should be kept as good as it was with the original model. Decreased simu-
lation time means increased computational efficiency, which is desirable.
Since two new versions of this model have been created, and the updating
done with Exact Integration is based on how it is done in the iaf psc alpha
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Variables g eta
Current based 19.05 6.75
Conductance based 2.0 0.0015
Table 4.5: The two variables g and eta are used to adjust the firing rate. In the
speed test it is important to keep the firing rate constant. These two sets of values
keeps the firing rate at around 30 Hz. Tested with resolution h = 2−4 ms.
model, all four models have been tested. These four models are
• Iaf psc alpha
• Iaf cond alpha
• Iaf cond alpha ei
• Iaf cond alpha ei step
The testing of speed has been done with the scripts comparision.py and
speed brunel.py (see Appendix B). The script speed brunel.py is based on
the test script brunel-alpha-numpy.py found in the NEST source code. The
speed test is done by simulating the network given in brunel-alpha-numpy.py
and measure the time used.
The speed test makes three repetitions of the network with different res-
olutions. Resolutions h = [ 2−2, 2−4, 2−6, 2−10, 2−14 ] are used. Different
resolutions are used to get an impression of how the simulation time is in-
fluenced by the resolution. Tab. 4.4 shows graphically the repetitions and
resolutions used in the two different speed tests.
The firing rate, both excitatory and inhibitory, for all models should be
almost equal. If they are not, the simulation is not done with the same
network with the same activity. The spike handling is the part of NEST
which uses the most time, so it is important to keep the same firing rate if
the simulations’ times should be comparable.
The firing rates could be adjusted by the parameters g and eta in speed -
brunel.py. g is the ratio between the strength of the inhibitory connection
and the strength of the excitatory connection. eta is the ratio between the
external rate of input and the threshold rate of input which is sufficient to
make the neuron spike [Brunel, 2000].
The variables g and eta must be adjusted differently for current based and
conductance based integrate-and-fire models. Since the iaf psc alpha model
is the only current based model, and the three others are conductance based
models, just two sets of parameters have to be found. The values used are
shown in Tab. 4.5. Tested with resolution h = 2−4 ms they adjust the firing
rates to around 30 Hz.
Chapter 5
Stable states
During this master thesis a new numerical phenomenon has been discovered.
It is seen in the non-spiking test regime. These errors are caused by decreas-
ing precision in the numerical representation of numbers. This chapter will
show what has been seen and give the explanation of this phenomenon.
5.1 Resolution dependent differences
The first test regime is a non-spiking regime with an external current as
only input. The equation which describes the membrane potential in this
case is presented in Dayan and Abbott [2001]. The equation is
V˙ = −V − EL
τm
+
IE
C
. (5.1)
The solution of this equation is
V (t) = EL +
IEτm
Cm
(1− e−t/τm). (5.2)
This is the same equation as Eq. (2.5) in Section 2.3.
The membrane potential described by Eq. (5.2) would evolve exponentially
towards its asymptotic value. Fig. 4.1 shows this. After the membrane
potential has reached a stable value close to its asymptotic value, its deriva-
tive V˙ = 0. This makes it easy to compute the asymptotic value of the
membrane potential.
V =
IEτm
C
+ EL (5.3)
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In a regime with the current IE as only input, Eq. (5.3) will give the exact
value of the asymptotic membrane potential. Exact values for all measuring
points could, in the same regime, be calculated with Eq. (5.2).
The fact that analytical values are achievable makes it possible to determine
the difference between the simulated values and the analytical ones. This
will say something about the precision of the simulated values. Because the
simulation tries to recreate nature, the difference between simulated and
analytical values should have been zero. It is not.
When the membrane potential evolves towards its asymptotic value given
as Eq. (5.3), there are some differences between the analytical and the
simulated values. They are caused by too rough resolution. These kinds of
differences are treated in Chapter 6.
Differences caused by rough resolution can almost be removed if the res-
olution chosen is fine enough. But there will always be some unavoidable
differences between the exact values of the membrane potential and the
simulated values. Such differences increase with increasing fineness of the
resolution. Figure 5.1 shows these differences.
The values, which are plotted, are therefore
∆V = Vsim − Vexact, (5.4)
where Vsim is the simulated value of the membrane potential and Vexact is
the exact value of the analytical solution given in Eq. (5.2). The different
lines in the graph represent different resolutions h for the simulation.
At some point about t = 150 ms the difference starts to oscillate. The first
one to start oscillating is the simulation with the finest resolution (smallest
time step), and the last one to start is the simulation with the roughest
resolution (largest time step). This one is also the one to oscillate the least
of all.
When graphs are starting to oscillate, the amplitude grows larger and larger.
At some point the difference has found a steady state value. From here on the
difference between exact and simulated, or approximated, value is constant.
This steady state solution seems to be more stable than the correct solution
where the difference between exact and simulated values are zero.
How much the graph oscillates and what the value of this steady state dif-
ference becomes, depends on the resolution of the simulation. Increased
fineness of the resolution h gives more oscillations and a larger steady state
difference.
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Figure 5.1: Differences between analytical and simulated values do occur. This
figure shows schematically how these differences depends on the resolution used in
the simulation. Different lines indicate different resolutions and increasing fineness
of the resolution give increased difference. Simulations are done with iaf cond alpha
neuron model with resolutions 2−6 to 2−14 ms.
The steady state difference will be, as shown in Figure 5.1, from the point
where the graph reaches its steady state and to the end of simulation. Sim-
ulating in 500 ms or 5000 ms gives the same difference, and the difference is
constant for about 500-200= 300 ms or 5000-200 = 4800 ms, respectively.
These oscillations also occur both for neuron models which use Exact In-
tegration and for those who use the Runge-Kutta method to calculate the
approximate values. This is an indication that the described behaviour not
can be explained based on the algorithm used, and that the error is depend-
ing on something numerically more general.
Calculating the error
Eq. (3.11)–(3.15) are from Press et al. [2007] and describe how to calculate
the value yn+1 by using the Runge-Kutta method of fourth order. Eq. (5.1)
was used as the function f(x, y). The resting potential of the cell, EL, was
set to zero for simplicity. Eq. (5.1) was written as
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f(V ) = V˙ = λV + β, (5.5)
with
λ = − 1
τm
and β =
IE
C
. (5.6)
The change in membrane potential, ∆V , is given as
∆V =
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4 (5.7)
when using the Runge-Kutta method of the fourth order.
The software Mathematica1 was used to obtain an explicit equation for ∆V .
The FullSimplify-command was used and the result was
∆V =
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4 (5.8)
=
1
24
h(β + V λ)(24 + hλ(12 + hλ(4 + hλ)))
=(hβ +
hλ
24
(12 + 4hλ+ h2λ2))
+ V
(
hλ
24
(24 + 12hλ+ 4h2λ2 + h3λ3)
)
Updating of the membrane potential with the Runge-Kutta method of the
fourth order is done as in Eq. (3.15). Combined with Eq. (5.7) and excluded
the error term O(h5) it is
Vn+1 = Vn + ∆V. (5.9)
If combining Eq. (5.8) and (5.9) the new value of Vn+1 could be written as
Vn+1 = a+ bVn, (5.10)
with constants
a = hβ +
hλ
24
(12 + 4hλ+ h2λ2), (5.11)
1http://www.wolfram.com
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and
b = 1 +
hλ
24
(24 + 12hλ+ 4h2λ2 + h3λ3), (5.12)
based on Eq. (5.8).
As V → V∞, the membrane potential will reach a fix point. At this point,
and further on,
yn+1 = yn. (5.13)
The equation at this point, which corresponds to Eq. (5.10), is
V ? = a+ bV ?. (5.14)
The fix point value of the membrane potential, V ?, could then be written
as
V ? =
a
1− b (5.15)
An exact representation of the constants a and b is possible with, for exam-
ple, a fraction with integers in both numerator and denominator. However,
a and b will be represented in a double data type in a computer. This data
type has only 53 bits of space, which means 16 decimals. The result is that
a and b not are represented exact any longer. The corresponding constants
to a and b are a¯ and b¯. They are as equal to a and b as possible when cut
to fit into a double data type.
The exact representation of the fix point value of the membrane potential
depends on a and b, as given in Eq. (5.15). The fix point value achievable
in a computer, V¯ ?, will therefore depend on the new constants a¯ and b¯ as
V¯ ? =
a¯
1− b¯ . (5.16)
The difference between the exact fix point value and the fix point value
possible in a computer could then be defined as
∆V ? = V ? − V¯ ?. (5.17)
When h→ 0, which equals reducing the length of the time step, it could be
shown, based on Eq. (5.6), (5.11) and (5.12), that a → 0 and b → 1. This
influences ∆V ?as well.
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h [ms] ∆V ? = V ? − V¯ ?
2−6 57374 933 703 564 416 1.52027× 10−13
2−8 6831 125 625 073 669 632 6.06774× 10−13
2−10 1 7071 125 831 190 162 432 1.51621× 10−12
2−12 5 4671 125 882 727 149 568 4.85575× 10−12
2−14 43 6912 251 791 223 783 424 1.94028× 10−11
Table 5.1: Differences between exact and numerically possible fix point value for
different resolutions h in the non-spiking regime. The differences are shown both
as fractions and decimal numbers.
Values given as
τm = 8, C = 120, IE = 60, and EL = 0,
was inserted into Eq. (5.10). Both V ?, V¯ ? and ∆V ? were calculated for
different resolutions. The results of ∆V ?, given both as a fraction and
decimal number, for different values of the resolution h are shown in Tab.
5.1.
The values in this table show that decreasing step size results in increasing
difference between exact and numerically possible fix point value, an effect
already seen in Fig. 5.1. The explanation of the phenomenon seen in this
figure is therefore as described above.
Chapter 6
Precision and error
The precision of the neuron models have been tested in different ways. Some
general aspects of simulating with large step sizes are dealt with in Section
6.1. Section 6.2 concerns simulations with external input from Poisson gen-
erators. This is a realistic system and recommendations for resolutions can
therefore be given. The membrane potential of the current based leaky
integrate-and-fire (I&F) model iaf psc alpha has been updated in two dif-
ferent ways. The difference and its result are explained in Section 6.3. The
effects of varying rates from the Poisson generators or varying synaptic time
constants are treated in Section 6.4.
6.1 Rough resolutions
The main difference between the original iaf cond alpha neuron model and
the new developed models iaf cond alpha ei and iaf cond alpha ei step is
the change of method for numerical integration. The use of adaptive step
size control in the iaf cond alpha model results in good precision also for
large step sizes (rough resolutions h). The new models use constant step
size, independent of the fluctuations some eventual synaptic input causes.
If there are many variations in the membrane potential, as it is in the with-
noise test regime, this constant step size can lead to fatal errors.
Fig. 6.1 shows the membrane potential in the with-noise regime for all
three versions of the iaf cond alpha neuron model. The line which belongs
to resolution h = 20 ms for the new models should be mentioned. The
variation of the membrane potential in these cases is not as it is for finer
resolutions. A schematic view of how the membrane potential in the with-
noise test regime should vary for a iaf cond alpha neuron model is shown in
Fig. 4.1.
44 Chapter 6 Precision and error
0 100 200 300 400 500
Time [ms]
84
82
80
78
76
74
72
70
68
M
em
br
an
e 
po
te
nt
ia
l [
m
V]
0
-1
-2
-3
-4
-5
-6
-7
-8
-9
-10
-11
-12
-13
-14
(a) Iaf cond alpha
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Figure 6.1: Fluctuations of the membrane potential for the three different
cond alpha neuron models in the with-noise regime. The figures show how wrong
results the resolution h = 20 ms gives. All figures show resolution h = 20 − 2−14
ms. Fig. 6.1c shows the ei step model.
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(c) Iaf cond alpha ei step
Figure 6.1: (Continued) Fluctuations in the with-noise regime for the iaf cond -
alpha ei step neuron model. All resolutions h = 20 − 2−14 ms are plotted.
For the iaf cond alpha ei model (Fig. 6.1b) some input in the first seconds
of the simulation causes a big jump of the membrane potential. It jumps to
V = −60 mV, which is the reset potential for the neuron. The membrane
potential keeps this value during the rest of the simulation.
The membrane potential in the iaf cond alpha ei step neuron model (Fig.
6.1c) fluctuates a lot instead of being stable as seen with the iaf cond alpha ei
model. The membrane potential drops to about -85 mV during the first
seconds of the simulation. Throughout the simulation there are a lot of fluc-
tuations with a lower limit less than -100 mv and an upper limit at the reset
potential. The potential reaches this upper limit just a few times during the
500 ms of simulation. This seems to happen in the middle of an interval
with many fluctuations.
The iaf cond alpha neuron model also shows some unexpected behaviour at
the simulation with h = 20 ms. The line representing this resolution in Fig.
6.1a lies some millivolts lower than the lines for the finer resolutions. This
equals decreased length of the time step.
Based on the behaviour of the membrane potential in the with-noise regime,
shown in Fig. 6.1, it is recommended not to use resolution h = 20 ms for
the iaf cond alpha ei model and the iaf cond alpha ei step model.
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Figure 6.2: The difference between the Runge-Kutta-Fehlberg method of the
fifth order and the fourth order is plotted against resolution. The plotted value is
the median value for all measuring points. The simulation is done with the with-
frozen-noise regime (wfn) and the different lines indicate different rates used for the
Poisson generators. The legend gives the excitatory rate and the inhibitory rate is
one fourth of the excitatory. The red line indicates when the error, given the values
used, has reached machine precision. The line is plotted at y = ||EL||10−16.
Another aspect which makes it unwise to use large time steps is the pos-
sibility of missing a spike. This is due to threshold passing fluctuations of
membrane potential inside a time step of length h. Different number of
spikes registered will mean that the behaviour of the system simulated will
be different, and that is not desirable. A more detailed explanation is given
in Section 3.2.
6.2 Realistic simulations
In the with-frozen-noise test regime the spike trains from the Poisson gener-
ators are discretized to intervals of one millisecond. This ensures that every
spike is handled at exactly the same time of the simulation. The same input
is therefore given to the system independent of resolution h.
Data from simulations of the with-frozen-noise regime are used to create
Fig. 6.2. It shows the local error calculated in the iaf cond alpha ei step
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model. Every cross is the median value of this error over all measuring points
for a given resolution. The different lines represent different rates used in
the Poisson generators, and the excitatory rate is given in the legend. The
inhibitory rate is one fourth of the excitatory rate. Crosses produced with
the same rate, but with different resolutions, are connected with dotted
lines. The different rates are plotted in different colours.
The red line in this figure indicates when the error, given the values used
in the actual simulated neuron, has reached machine precision. The value
equals the product ||EL|| × 10−16.
At some resolution the error is equal to the possible machine precision.
Decreasing the step size further will only increase the error. The reason is
as follows.
There will always be numerical errors caused by numerical calculation. These
errors grow linear with the resolution h. The error from the numerical in-
tegration routine decreases, in this case, with h6. This is because a Runge-
Kutta-Fehlberg method of fifth order is used to calculate the value of the
membrane potential.
The total error equals the sum of errors from both numerical calculation
and numerical integration. When the error from the numerical integration
routine has reached the possible machine precision, given the values of the
parameters used, it is not possible to reduce this further. Until now the
development of the total error has been dominated of the error from numer-
ical integration. Decreased error from the numerical integration has caused
decreased total error. Since it is not possible to reduce the error from the
numerical integration further, decreasing the step size, which equals using a
finer resolution, will increase the total error. This is due to the increase of
error from numerical calculations.
The standard rate used in the other simulation is the line marked with
red. For these firing rates the optimal resolution is reached at h = 2−9
milliseconds. At smaller rates the minimal total error will be reached when
simulating with larger time steps, and higher rates need finer resolutions
(smaller time steps) to achieve minimal total error.
Values from the iaf cond alpha ei step neuron model at resolution h = 2−9
ms is used as a reference solution in Fig. 6.3. The difference in mem-
brane potential between this reference solution and the three conductance
based models are plotted in this figure. The iaf cond alpha ei step model is
included in these three models. The simulations are done in the with-frozen-
noise regime. The interesting part of the simulation is when the membrane
potential is fluctuating around approximately -83 mV, and not the fast de-
crease in membrane potential in the first part of the simulation (see Fig.
4.1). Values for t < 100 ms are therefore not plotted.
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(a) Iaf cond alpha ei, h = 2−9–2−14 ms
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(b) Iaf cond alpha ei step, h = 2−9–2−14 ms
Figure 6.3: Iaf cond alpha ei step at resolution log2 h = −9 is considered the
most exact simulation. These figures show the difference in membrane potential
between this simulation and the three conductance based models for resolutions
h = 2−9–2−14 ms. Simulations are done with the with-frozen-noise test regime.
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(c) Iaf cond alpha, h = 2−9–2−14 ms
Figure 6.3: (Continued) Difference in membrane potential between the simulation
with iaf cond alpha ei step at resolution h = 2−9 ms and the iaf cond alpha model
at resolutions h = 2−9–2−14 ms.
Three interesting phenomena have been observed in Fig. 6.3. These phe-
nomena are commented, but an explanation of them has not been found.
The first phenomenon is the difference in order of magnitude of the differ-
ences. The differences for the original iaf cond alpha model have order of
magnitude 10−13 mV. This is about 30 times smaller than the differences
for both of the new models.
The difference in amplitude for the different resolutions is a second obser-
vation. It could be seen in all three subfigures that the finest resolution,
h = 2−14 ms, has the largest amplitude. It is, however, easiest to see it in
Figure 6.3a and 6.3b. The amplitude decreases when increasing the length
of the time steps. This means also a resolution more equal to the resolution
used in the reference solution, h = 2−9 ms. This might influence. It is also
seen that the iaf cond alpha model fluctuate around zero for all resolutions
plotted (Fig. 6.3c). For the other models, lines for different resolutions
fluctuate around different values (Fig. 6.3a and 6.3b).
The third phenomenon could be seen in Fig. 6.3a and 6.3b in connec-
tion. These figures show the new models, respectively the iaf cond alpha ei
model and the iaf cond alpha ei step model. In both figures the mean value
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Figure 6.4: Differences between the membrane potential at h = 2−9 ms for
iaf cond alpha ei step model and different resolutions at the three conductance
based models. The values plotted are the median value of the absolute value of
the difference, taken over all measuring points.
of difference changes sign when resolution changes from one to the next.
However, the mean value of difference has the opposite sign for these two
models when comparing the same resolution. The line for h = 2−14 ms is
negative in Fig.6.3a and positive in Fig. 6.3b. For resolution h = 2−13 ms it
is opposite. This behaviour could be seen for at least the finest resolutions
h = 2−12–2−14 ms.
Fig. 6.4 is based on the same simulations as Fig. 6.3. The rates from the
Poisson generators are 80 000 Hz excitatory and 20 000 Hz inhibitory.
This figure shows the difference between the reference solution (iaf cond -
alpha ei step at resolution h = 2−9 ms) and all three conductance based
models for resolution h = 20–2−14 ms. For every model the median value
over all measuring points is computed for each resolution. These values for
the three neuron models are plotted.
Fig. 6.4 shows that, for time steps larger than h = 2−4 ms and compared to
the new models, the difference for the original iaf cond alpha model is quite
small. The difference between having adaptive step size control and using
constant step size influences here. For large time steps this control reduces
the length of the time steps. This gives better precision.
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For time steps smaller than h = 2−9 ms the original model has smaller
differences too. The step size control can not increase the length of the step
size further than the step size given by the user. The reason why the original
model is better also for small time steps is therefore unknown.
Fig.6.4 also shows something which could be seen in Fig. 6.3a and 6.3b as
well. For the new models, the general development for time steps smaller
than h = 2−9 ms is an increase of the difference. The decision to choose
h = 2−9 ms as a reference solution is strengthened by this.
The iaf cond alpha ei step model at resolution h = 2−9 ms was chosen as the
reference solution in this testing. Simulations with other neuron models and
different resolution could of course have been taken as a reference solution.
They could have been used instead of the chosen solution, in addition to the
chosen solution or perhaps both. The results would hopefully, and probably,
have shown almost the same as with the used reference solution.
6.3 Updating algorithms
In contrast to the three versions of the iaf cond alpha neuron model, the
numerical integration of the iaf psc alpha model is most precise at the largest
time steps. The fact that large time steps increase the possibility of missing
spikes is not taken into account. In the conductance based neuron models
the updating of the membrane potential has to be done with the use of, for
example, a Runge-Kutta method. This is because of the non-linearity of its
equation. In the current based model iaf psc alpha, the membrane potential
is described by a linear equation. Exact Integration could therefore be used
for updating.
Fig. 6.5 shows differences between exact and simulated values for the
iaf psc alpha model for resolutions h = 20–2−14 ms. The difference between
the two subfigures lies in the way the updating of the membrane potential
is done.
In the upper figure (Fig. 6.5a) the updating is done like this,
Vk+1 = IE + e−AhVk, (6.1)
where IE is the external input of current to the neuron.
In the lower figure (Fig. 6.5b) the same updating is done, but it is written
a bit different,
Vk+1 = IE − (1− e−Ah)Vk + Vk. (6.2)
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(a) Initial updating method
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(b) Improved updating method
Figure 6.5: Differences between exact and simulated value of the membrane po-
tential for the iaf psc alpha model. Different updating methods for the membrane
potential are used in the two figures. For the improved method (Fig. 6.5b) the un-
avoidable errors caused by numerical representation dominate. Resolution h = 20–
2−14 ms are plotted in both figures. The legend connects the resolutions and the
different coloured lines.
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These two equations (Eq. (6.1) and (6.2)) are mathematically equal but not
computationally equal. When simulating, the same variable is just updated.
The equations could therefore be written as
V = IE + e−AhV, (6.3)
V = IE − (1− e−Ah)V + V, (6.4)
respectively Eq. (6.1) and (6.2).
The presence of V at both sides of the = is as it should be. The reason is
because the = sign does not mean “equal” when programming. It rather
means “set to”. Eq. (6.3) is therefore not used to test whether V is equal
(IE + e−AhV ), which it surely not is. It is rather the way of giving the
command “update V and set its value equal to (IE + e−AhV )”.The right
hand side of the equation, IE + e−AhV , is calculated first, and after that V
is updated with the result of this calculation.
The precision of the updating is higher when using Eq.(6.4) than Eq. (6.3).
This is because the properties of e−Ah.
For small values of h, for example h = 2−14 ms, e−Ah is close to one. It is,
however, a bit smaller, or more negative. Larger values of h will give less
positive values.
In the beginning of e−Ah there are a varying number of 9s, depending on the
resolution h. The finest resolution gives most 9s in the beginning. All the 9s
are not interesting for the development of the system. The information about
the change in the system lies in the other decimals. But the 9s influence on
the precision of the different updating methods.
If using the finest resolution it is normal to have five 9s in the beginning.
When updating with Eq. (6.3) the maximal precision is therefore reduced
from 10−16 to 10−11. The errors seen in the beginning of Fig. 6.5a are
therefore of order 10−11.
For rougher resolutions, for example h = 2−4 ms, the number of 9s in the
beginning have decreased to three. This will give an error of order 10−13,
if Eq. (6.3) is used. This is too small to be seen in Fig. 6.5a. Rougher
resolutions will in general decrease the value of e−Ah. This is the reason
why the finest resolution gives the biggest error.
If using Eq. (6.4) instead, the number of 9s is irrelevant. The difference
1 − e−Ah gives a number with some zeros in the beginning, but they can
be removed. The result is a number where all decimals influence on the
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behaviour of the system. The precision of the updating is therefore inde-
pendent of the number of 9s in the beginning of e−Ah. In other words, the
precision is independent of the resolution h.
The updating of the membrane potential is in Fig. 6.5b done like in Eq.
(6.2)/(6.4). Due to this, the errors seen in the beginning of Fig. 6.5a are
removed.
6.4 Variations in firing rates and time constants
The different neuron models have been tested in the with-noise regime with
varying firing rates from the Poisson generators or varying synaptic time
constant. Fig. 6.6 and 6.7 show the changed behaviour of the membrane
potential due to these variations.
In Fig. 6.6a and 6.6b the membrane potentials, which occured due to all the
rates used, are plotted for the iaf cond alpha ei step model and iaf psc alpha
model, respectively. Resolution h = 2−4 ms is used in both cases. The
legend is the excitatory rate used, and the inhibitory rate is one fourth of
the excitatory rate.
As shown in Fig. 4.1, the membrane potential in the with-noise regime
will fluctuate around some value Vfl. But with varying rates the mem-
brane potential for the two models, the iaf cond alpha ei step model and
the iaf psc alpha model, will fluctuate around different values, and in diff-
ferent ways.
The conductance based model in Fig. 6.6a start at Vfl ≈ -70 mV for the
lowest rates. When increasing the rates Vfl will decrease towards Vfl ≈ -82
mV. For excitatory rates from 80 000 Hz and up to the maximal rate used
at 600 000 Hz, Vfl will practically be constant at -82 mV.
The behaviour of the current based model in Fig. 6.6b is the opposite of
what was seen with the conductance based model in Fig. 6.6a. At the
lowest rate of 800 Hz excitatory, this model will fluctuate around Vfl≈ -70
mV. When increasing the rates from the Poisson generators, the value of
the fluctuation potential Vfl will decrease. At the highest rates used, which
means excitatory rate equal 600 000 Hz, Vfl≈ -270 mV.
The same behaviour as seen with the iaf cond alpha ei step model also
occur for the other two conductance based neuron models, the original
iaf cond alpha model and the iaf cond alpha ei model.
This opposite behaviour could be explained of the different way of modelling
synaptic input. In the conductance based leaky integrate-and-fire models
(iaf cond alpha and the new versions of it) the inhibitory synaptic input is
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(a) Iaf cond alpha ei step, h = 2−4 ms
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Figure 6.6: Fluctuations in membrane potential caused by rate variations. Dif-
ferent lines are different sets of rates. The excitatory rate is as in the legend and
the inhibitory rate is one fourth of this.
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(a) Iaf cond alpha ei step, h = 2−4 ms
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Figure 6.7: Fluctuations in membrane potential caused by variation of synaptic
time constant. Different lines indicate different synaptic time constants. Values are
given in the legend.
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a current modelled as a change of conductance. The inhibitory input is the
important one in this case because it reduces the membrane potential. It
could be written as
Iin = −g(V − Ein). (6.5)
Ein is the inhibitory reversal potential for the inhibitory synapse. This is
determined by what type of ion which influences the most. The value of Ein
is approximately -85 mV. g is the membrane conductance and V is actual
membrane potential.
Increasing the rate of the Poisson generators will increase the current Iin.
This happens due to an increase of g. The stabilizing is caused by the lower
boundary of V at Ein.
The membrane potential for the conductance based models will decrease
towards Ein. At some input rate the membrane potential will have reached
this threshold. Further increase of rate of the Poisson generators will not
lower the membrane potential more, it will just stabilize at Ein.
Eq. (6.5) is not valid for the current based leaky integrate-and-fire model
iaf psc alpha. Synaptic input is modelled directly as a current input. All
increase of the rate of the Poisson generators would therefore decrease the
membrane potential.
The development of the membrane potential with increasing rate from Pois-
son generators is very different for the iaf cond alpha ei step model and the
iaf psc alpha model. This is due to the different ways of modelling synaptic
input, as described above.
The results of varying the excitatory synaptic time constants are shown in
Fig. 6.7. Both of the same two models, the iaf cond alpha ei step model and
the iaf psc alpha model, and the same resolution, h = 2−4 ms, are used. The
excitatory synaptic time constant varies from 0.1 ms to 1.0 ms in intervals
of 0.1 ms.
The excitatory synaptic time constant influences how long the ion channels
are open. At a large time constants the ion channels are open a long time.
This results in a lot of synaptic signals which either enter or leave the neuron.
For small time constants it is the other way around. The ion channels are
open a short time and few signals cross the membrane.
The synaptic input in NEST is modelled in a way that an increased synaptic
time constant will give more input in total. It takes longer time before it
reaches its maximum, but it lasts longer. The effect of this is seen in Fig.
6.7a. For low values of the synaptic time constant each signal will last short
and influence less. For high values of the time constant the individual signal
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influences a lot because the signal itself is more powerful. The effect is
almost not seen in Fig. 6.7b for the iaf psc alpha model. The differences in
the neuron models may be the reason for this.
Because the time of the maximum of the signal is dependent of the value of
the synaptic time constant, the lines for the different time constants should
also have been shifted compared to each other. This is not seen in Fig.
6.7. The little variation of the synaptic time constant, only from 0.1 to 1.0,
is probably the reason. However, it is not likely that it would have been
possible to see the effect, neither for the iaf cond alpha ei step model nor
the other conductance based models. The variation of signal strength, as
described above, would probably have dominated. On the other hand, this
shifting could perhaps be possible to see for the iaf psc alpha model. This
is due to the fact that the signals in this model seem to influence almost
equally, independent of the value of the synaptic time constant. In any case,
a greater variation of the synaptic time constants would then be needed.
Chapter 7
Effectiveness
It is desirable with a neuron model which efficiently delivers results with
good precision. Chapter 6 concerned the numerical precision and this chap-
ter will be about the simulation time. This chapter concerns the total sim-
ulation times. The new models are proved to be more efficient than the
original iaf cond alpha model. The simulation time per step is also calcu-
lated. At the end of this chapter both an error that was found during speed
tests and its solution are described.
7.1 Simulation times
The work done during this master thesis was aimed to develop a faster
variant of the iaf cond alpha neuron model. Tests of the simulation times
have therefore been done.
Testing of the simulation times have been done for the different neuron
models. It is done as described in Section 4.2 and with resolutions h =
[2−2, 2−4, 2−6, 2−10, 2−14]. Tab. 7.1 graphically shows the achieved sim-
ulation times. The values for each model and resolution are the median
value over three repetitions. For all models and resolutions, except the
iaf cond alpha model at resolution log2 h = −14, three repetitions have
been made. For this simulation only one repetition has been made.
Fig. 7.1 shows how the simulation times increase with decreasing length of
the time step. The resolution is on a logarithmic scale and the time is both
logarithmic and non-logarithmic, respectively in Fig. 7.1a and 7.1b.
The results from the test of simulation time show that the new neuron
models, iaf cond alpha ei and iaf cond alpha ei step, are much faster than
their origin, the iaf cond alpha model. The new models need only 25% and
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Figure 7.1: Simulation times for the four different neuron models. The value for
iaf cond alpha at resolution log2 h = −14 is based on one repetition in contrast to
the other which are based on three repetitions.
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Resolution (log2 h) -2 -4 -6 -10 -14
Iaf cond alpha 7.1 19.5 72.4 1 104 17 281
Iaf cond alpha ei 7.3 4.6 18.3 281 4 464
Iaf cond alpha ei step 2.3 5.7 22.6 340 5 381
Iaf psc alpha 1.8 3.4 12.6 164 2 502
Table 7.1: Simulation times for all four neuron models. Simulated time is 1000
ms. Simulations times are median values and the unit is seconds. At resolution
h = 2−2 ms the firing rates for iaf cond alpha ei and step are respectively 215
Hz (excitatory and inhibitory) and 275 Hz (excitatory)/318 Hz (inhibitory). The
simulation times for these models are therefore not comparable with the other
models at the same resolution. Three repetitions of every model at every resolution
is done except for the iaf cond alpha model at resolution h = 2−14 ms. Only one
repetition is done there.
30%, for the iaf cond alpha ei model and the iaf cond alpha ei step model
respectively, of the time necessary when using the iaf cond alpha model.
This statement is based on the simulation times for all resolutions except
h = 2−2 ms.
The simulation times from the new neuron models are now also compara-
ble with the simulation times from the iaf psc alpha model. At resolution
h = 2−4 ms, the simulation times for both of the new models are almost
equal to the simulation time used when simulating with the iaf psc alpha
model. The simulation times of the new models are still comparable with
the iaf psc alpha model when decreasing the time step to h = 2−6 ms, but
they are 1.5–2 times bigger. At finer resolutions the iaf psc alpha model is
approximately two times faster. The iaf cond alpha model is approximately
six times slower than the iaf psc alpha model and, compared to this, the
new models have made great progress in reducing the simulation time.
When comparing simulation times it is important that the activity in the
network is equal for all models and resolutions used. If it is not, different
networks are used for testing of simulation times. Wrong conclusions could
therefore be made.
The firing rates for both the iaf cond alpha ei model and the iaf cond alpha -
ei step model were much higher than the expected 30 Hz when using reso-
lution h = 2−2 ms. The firing rates were 216 Hz (both excitatory and in-
hibitory) for the iaf cond alpha ei step model, and 276 Hz (excitatory)/318
Hz (inhibitory) for the iaf cond alpha ei model. The simulation times for
these models at this resolution is therefore not comparable with simula-
tion times from the two other models, the iaf cond alpha model and the
iaf psc alpha model. This could explain the unexpected long simulation
time for iaf cond alpha ei model at resolution h = 2−2 ms.
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Simulation time per step
The focus in this section has until now been on the total simulation time.
Another interesting parameter to measure is the time used per step of the
simulation. This could also give an estimate of how efficient the different
neuron models are compared to each other.
The total simulation time Ttot is the sum of the time used for doing the
numerical integration with all neurons, Tstep, and the time used for other
things, B. Time used for spike handling is included in B. The total simula-
tion time is therefore
Ttot = Tstep +B. (7.1)
The time used for numerical integration is equal to the product of the time
used per steps (tstep) the number of steps taken (n) and the number of
neurons simulated (N). The number of steps taken could also be written as
the product of the time simulated (Tsim) and the number of steps taken per
simulated time (1/h). Combining this gives the following equation which
describes the total simulation time Ttot,
Ttot = NtstepTsim
1
h
+B. (7.2)
When simulating with very small time steps, for example h = 2−14 ms, the
constant time B is very small compared to the amount of time used. It is
therefore plausible to assume B = 0. This gives a simple connection with
only tstep as unknown.
tstep = h
Ttot
NTsim
(7.3)
If using this equation, tstep for the different neuron models could be calcu-
lated. Using simulation times for h = 2−14 ms as given in Tab. 7.1, Tsim =
103 ms and N = 1250, gives simulation times per step as given in Tab. 7.2.
The table shows that, as shown earlier, the new models simulates about 3.5
times faster than the original iaf cond alpha neuron model and about two
times slower than the iaf psc alpha model.
Initialization problems
During the testing of speed a problem occured. When using the origi-
nal iaf cond alpha neuron model, the simulation just stopped after having
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Model Time
iaf cond alpha 840
iaf cond alpha ei 220
iaf cond alpha ei step 260
iaf psc alpha 120
Table 7.2: Simulation time per step for four neuron models. Times given in 10−9
seconds.
done varying number of simulations. The simulated network is described in
speed brunel.py (see Appendix B). The problem did not happen during a
simulation, but when one of the simulations was to be started. There were
problems with running the first simulation too.
One idea was that this problem could be explained with the use of GSL in
the iaf cond alpha neuron model. It was tested that after the progress had
stopped, over 58% of the time was spent in the GSL. It was also thought
that the bit version of the operative system might influence. This hypothesis
was weakened after the error was reproduced at both 32 and 64-bits versions
of Linux Ubuntu.
An uninitialized internal variable caused the problem. This could result in
very high values of input current. GSL would then stop. Whether GSL
stopped or not depended on the value in the memory at the actual position
where this internal variable was placed. The error therefore seemed to hap-
pen at random. After the variable was initialized correct, the simulations
were carried out without any errors.

Chapter 8
Summary
The iaf cond alpha model in NEST (Neural Simulation Toolbox)1 is a cur-
rent based model of a leaky integrate-and-fire neuron. Two new models
based on this have been developed during this master thesis. They are
named iaf cond alpha ei and iaf cond alpha ei step. The aim when devel-
oping these new models was to reduce the simulation time of the original
iaf cond alpha model. The numerical precision and error should also be kept
at least as good as they were.
The neuron models differ in how the numerical integration is done. For all
models there are five equations that need to be updated. Four describe the
synaptic dynamics and the last describes the membrane potential.
The original model uses a Runge-Kutta-Fehlberg method of the fourth-fifth
order with adaptive step size control from the GNU Science Library. The
new models use Exact Integration for updating of the synaptic dynamics.
The membrane potential is updated with use of a manually implemented
Runge-Kutta method. In the iaf cond alpha ei model a fourth order method
is used and in the iaf cond alpha ei model a fifth order method is used.
The new models have been tested both on numerical precision and error,
and simulation time. Test regimes with only current input or with extra
produced noise from Poisson generators have been used to test precision
and error. Network simulations have been used to measure the simulation
times.
Both of the new models keep the numerical precision of the original model
iaf cond alpha. The simulation time decreased to approximately 25% for
the iaf cond alpha ei model and 30% for the iaf cond alpha ei step model,
when compared to the simulation time for the iaf cond alpha neuron model.
1http://www.nest-initiative.org
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The convertion from use of GSL to use of Exact Integration and manually
implemented Runge-Kutta methods was therefore successful.
Further work
The new neuron models have proved to deliver as precise results as the
original iaf cond alpha model more efficiently. They should therefore be
included in NEST. Before this could happen it is necessary, and desirable,
with some more testing of the new models. The source code has to be
controlled and adjusted, and it has to be well commented too.
This master thesis has shown that the combination of Exact Integration
and manually implemented Runge-Kutta method gives good results. Other
neuron models can therefore also be converted from use of GSL.
Appendix A
An introduction to PyNEST
PyNEST gives easy access to the models, devices and other things necessary
when simulating neural networks. This chapter will show and explain the
functions in PyNEST used in this master thesis. Hopefully, the basic func-
tions needed for not to advanced use would then be covered. All functions
are showed as nest.function, but are only referred to as function.
Further information about PyNEST can be found in the article of Eppler
et al. [2009].
Creating objects
The first essential thing to do is to import nest to your Python script with
import nest.
Objects could then be created with the command
nest.Create(’object’).
Creating an iaf cond alpha neuron could be done like
cond = nest.Create(’iaf cond alpha’).
Several objects could be created at the same time. The wanted number of ob-
jects is then passed as an argument to Create. Creating two iaf cond alpha
neurons could look like
cond2 = nest.Create(’iaf cond alpha’, 2).
Since just the name of the object, and the number of objects wanted made,
is passed to Create, cond and cond2 are created with standard values.
For neurons with non-standard values a dictionary of parameters could be
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passed to Create as an argument. This dictionary should contain names of
parameters that exist for the actual neuron and the value this variable should
get. Creating an iaf cond alpha-neuron, change some of the parameters and
store it in the variable neuron, is done like this
neuron = nest.Create(’iaf cond alpha’, params=
{"C m": 200.0, "tau syn ex": 0.5}).
In addition to different types of neurons it is possible to create measuring
instruments and generators. Voltmeters, multimeters, spike generators and
Poisson generators have been used in this thesis.
Both the voltmeter and the multimeter could measure the membrane poten-
tial. The multimeter could also record all other variables that it is possible
to record from the actual neuron type. The spike generator produces extra
spikes and the Poisson generator produces an approximation of spike input
from other neurons.
In the same way as neurons, measuring instruments and generators could be
created with standard and non-standard values or settings. The next two
lines show how to create a voltmeter with recording interval of 0.1 ms and
a multimeter which records the membrane potential Vm and the excitatory
conductance gex. The argument to record from has to be enclosed by square
brackets ([ ]). This is also true if the argument is just one variable.
voltmeter = nest.Create("voltmeter", params =
{"interval": 0.1})
multimeter = nest.Create(’multimeter’,params =
{’record from’: [’V m’, ’g ex’] })
How to create Poisson and spike generators is shown in the next two lines
of code. The first line creates two Poisson generators, one excitatory and
one inhibitory generator. Their firing rates are set to 80000 Hz and 20 000
Hz. The Poisson generators created are of the type “poisson generator ps”
because these give more precise results than the “poisson generator”. The
second line shows how to create a spike generator which should produces
spikes at 100, 200, 300 and 400 ms.
noise = nest.Create("poisson generator ps", 2, params =
[{’rate’: 80000.0}, {’rate’: 20000.0}] )
spg = nest.Create(’spike generator’, 1, {’spike times’:
[100., 200., 300. , 400.]} )
When passing more than one parameter to “params =”,as done for the rates
with noise, it is necessary to enclose the arguments with square brackets ([
]). But the “params =” is not necessary itself. In the last of the code lines,
where the spg is created, the “params =” is excluded. Then it is necessary to
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pass the number of objects wanted made as the second argument to Create.
This is also valid if only one object is wanted, like for spg.
Values or parameters that are set in the creation could be changed with the
nest.SetStatus. The following two lines of code show examples of how
this function is used. The first one changes to membrane capacitance in
cond and the next changes multimeter so that it only records the excitatory
conductance. It is possible to use [] instead of “params = ” here too.
nest.SetStatus(cond, params = {’C m’: 300.0})
nest.SetStatus(multimeter, [{’record from’: [’g ex’]}] )
Simulating
After the wanted objects have been created and before it is possible to
simulate, the objects have to be connected. There are two possible ways
of connecting objects, depending on the number of objects that are to be
connected. nest.Connect connects one sending object to one receiving ob-
ject. nest.ConvergentConnect connects every single sending object to one
receiving object.
nest.Connect(multimeter, neuron)
connects multimeter and neuron with use of Connect
An example of how to use ConvergentConnect is shown next. The two
Poisson generators noise are being connected to the iaf cond alpa neuron
cond. The third argument describes the strength of the connections, where
0.50 and −4.0 is the strength of the excitatory and inhibitory connections,
respectively. The fourth argument describes the delay of the transmission of
signals. Because of technical reasons, the delay should be one millisecond,
but it is possible for the Poisson generator to have a delay which equals zero
millisecond.
nest.ConvergentConnect(noise, cond, [0.50, -4.0], 1.0)
The simulation is done with the command nest.Simulate(simulation time).
The data type of the argument has to be a double.
After the simulation is done, recorded values can be picked out with nest.GetStatus.
The next lines of code show how to get the excitatory conductance, mem-
brane potential and recording times from multimeter, voltmeter and mul-
timeter, respectively. It does not matter whether GetStatus(multimeter,
"events")[0] or GetStatus(multimeter)[0]["events"] is being used.
This is valid also for voltmeter.
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g ex = nest.GetStatus(multimeter)[0][’events’][’g ex’]
v m = nest.GetStatus(voltmeter, "events")[0][’potentials’]
T = nest.GetStatus(multimeter, "events")[0][’times’]
GetStatus could also be used to show, for example, which values that could
be recorded with a multimeter. The command is given as the first code
line, and the result as the second one.
nest.GetStatus(cond)[0][’recordables’]
[’V m’, ’g ex’, ’g in’, ’integration step’, ’t ref remaining’]
Appendix B
Programming code
Programming code for the new neuron models iaf cond alpha ei and iaf cond -
alpha ei step, declaration file (.h) and definition file (.cpp) for both, can be
found on pages 72–92.
• Page 72: iaf cond alpha ei.h
• Page 76: iaf cond alpha ei.cpp
• Page 81: iaf cond alpha ei step.h
• Page 86: iaf cond alpha ei step.cpp
Test scripts used to create figures included or data used in this master thesis
can be found on pages 93–104.
• Page 93: class Params.py
• Page 93: define objects.py
• Page 95: update sizes.py
• Page 95: simulate.py
• Page 97: example figs.py
• Page 98: wfn error.py
• Page 99: wno test.py
• Page 100: comparison.py (speed testing)
• Page 102: speed brunel.py (speed testing)
• Page 104: spike pattern.py (Figure 2.5)
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l
a
s
s
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−−
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−−
−−
−−
−−
−−
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−−
−−
−−
−−
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−−
−−
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/
/
!
M
o
d
e
l
p
a
r
a
m
e
t
e
r
s
s
t
r
u
c
t
P
a
r
a
m
e
t
e
r
s
{
d
o
u
b
l
e
t
V
t
h
;
/
/
!<
T
h
r
e
s
h
o
ld
P
o
t
e
n
t
i
a
l
in
m
V
d
o
u
b
l
e
t
V
r
e
s
e
t
;
/
/
!<
R
e
s
e
t
P
o
t
e
n
t
i
a
l
in
m
V
d
o
u
b
l
e
t
t
r
e
f
;
/
/
!<
R
e
f
r
a
c
t
o
r
y
p
e
r
i
o
d
in
m
s
d
o
u
b
l
e
t
g
L
;
/
/
!<
L
e
a
k
C
o
n
d
u
c
t
a
n
c
e
in
n
S
d
o
u
b
l
e
t
C
m
;
/
/
!<
M
e
m
b
r
a
n
e
C
a
p
a
c
it
a
n
c
e
in
p
F
d
o
u
b
l
e
t
E
e
x
;
/
/
!<
E
x
c
i
t
a
t
o
r
y
r
e
v
e
r
s
a
l
P
o
t
e
n
t
i
a
l
in
m
V
d
o
u
b
l
e
t
E
in
;
/
/
!<
I
n
h
i
b
i
t
o
r
y
r
e
v
e
r
s
a
l
P
o
t
e
n
t
i
a
l
in
m
V
d
o
u
b
l
e
t
E
L
;
/
/
!<
L
e
a
k
r
e
v
e
r
s
a
l
P
o
t
e
n
t
i
a
l
(
a
k
a
r
e
s
t
i
n
g
p
o
t
e
n
t
i
a
l
)
in
m
V
d
o
u
b
l
e
t
t
a
u
s
y
n
E
;
/
/
!<
S
y
n
a
p
t
ic
T
im
e
C
o
n
s
t
a
n
t
E
x
c
i
t
a
t
o
r
y
S
y
n
a
p
s
e
in
m
s
d
o
u
b
l
e
t
t
a
u
s
y
n
I
;
/
/
!<
S
y
n
a
p
t
ic
T
im
e
C
o
n
s
t
a
n
t
f
o
r
I
n
h
i
b
i
t
o
r
y
S
y
n
a
p
s
e
in
m
s
d
o
u
b
l
e
t
I
e
;
/
/
!<
C
o
n
s
t
a
n
t
C
u
r
r
e
n
t
in
p
A
P
a
r
a
m
e
t
e
r
s
(
)
;
/
/
!<
S
e
t
d
e
f
a
u
l
t
p
a
r
a
m
e
t
e
r
v
a
l
u
e
s
v
o
id
g
e
t
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
)
c
o
n
s
t
;
/
/
!<
S
t
o
r
e
c
u
r
r
e
n
t
v
a
l
u
e
s
in
d
i
c
t
i
o
n
a
r
y
v
o
id
s
e
t
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
)
;
/
/
!<
S
e
t
v
a
l
u
e
s
fr
o
m
d
i
c
i
t
o
n
a
r
y
}; //
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e
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∗
S
t
a
t
e
v
a
r
i
a
b
l
e
s
c
o
n
s
i
s
t
o
f
t
h
e
s
t
a
t
e
v
e
c
t
o
r
f
o
r
t
h
e
s
u
b
t
h
r
e
s
h
o
l
d
∗
d
y
n
a
m
ic
s
a
n
d
t
h
e
r
e
f
r
a
c
t
o
r
y
c
o
u
n
t
.
T
h
e
s
t
a
t
e
v
e
c
t
o
r
m
u
s
t
b
e
a
∗
C
−
s
t
y
l
e
a
r
r
a
y
t
o
b
e
c
o
m
p
a
t
ib
le
w
it
h
G
S
L
O
D
E
s
o
l
v
e
r
s
.
∗ ∗
@
n
o
t
e
C
o
p
y
c
o
n
s
t
r
u
c
t
o
r
a
n
d
a
s
s
ig
n
m
e
n
t
o
p
e
r
a
t
o
r
a
r
e
r
e
q
u
i
r
e
d
b
e
c
a
u
s
e
∗
o
f
t
h
e
C
−
s
t
y
l
e
a
r
r
a
y
.
∗/
p
u
b
l
i
c
:
s
t
r
u
c
t
S
t
a
t
e
{
d
o
u
b
l
e
t
V
;
/
/
!<
M
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
d
o
u
b
l
e
t
y
1
e
x
;
/
/
!<
E
x
c
i
t
a
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
,
d
e
r
i
v
a
t
i
v
e
d
o
u
b
l
e
t
y
2
e
x
;
/
/
!<
E
x
c
i
t
a
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
d
o
u
b
l
e
t
y
1
i
n
;
/
/
!<
I
n
h
i
b
i
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
,
d
e
r
i
v
a
t
i
v
e
d
o
u
b
l
e
t
y
2
i
n
;
/
/
!<
I
n
h
i
b
i
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
/
/
!<
n
u
m
b
e
r
o
f
r
e
f
r
a
c
t
o
r
y
s
t
e
p
s
r
e
m
a
in
in
g
i
n
t
t
r
;
S
t
a
t
e
(
c
o
n
s
t
P
a
r
a
m
e
t
e
r
s
&
)
;
/
/
!<
D
e
f
a
u
lt
i
n
i
t
i
a
l
i
z
a
t
i
o
n
S
t
a
t
e
(
c
o
n
s
t
S
t
a
t
e
&
)
;
S
t
a
t
e
&
o
p
e
r
a
t
o
r
=
(
c
o
n
s
t
S
t
a
t
e
&
)
;
v
o
id
g
e
t
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
)
c
o
n
s
t
;
/
/
!<
S
t
o
r
e
c
u
r
r
e
n
t
v
a
l
u
e
s
in
d
i
c
t
i
o
n
a
r
y
/
∗∗ ∗
S
e
t
s
t
a
t
e
fr
o
m
v
a
l
u
e
s
in
d
i
c
t
i
o
n
a
r
y
.
∗
R
e
q
u
ir
e
s
P
a
r
a
m
e
t
e
r
s
a
s
a
r
g
u
m
e
n
t
t
o
,
e
g
,
c
h
e
c
k
b
o
u
n
d
s
.
’
∗/
v
o
id
s
e
t
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
,
c
o
n
s
t
P
a
r
a
m
e
t
e
r
s
&
)
;
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r
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f
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d
e
l
.
∗
B
u
f
f
e
r
s
a
r
e
o
n
p
a
r
w
it
h
s
t
a
t
e
v
a
r
i
a
b
l
e
s
in
t
e
r
m
s
o
f
p
e
r
s
i
s
t
e
n
c
e
,
∗
i
.
e
.
,
i
n
i
t
a
l
i
z
e
d
o
n
ly
u
p
o
n
f
i
r
s
t
S
im
u
la
t
e
c
a
l
l
a
f
t
e
r
R
e
s
e
t
K
e
r
n
e
l
∗
o
r
R
e
s
e
t
N
e
t
w
o
r
k
,
b
u
t
a
r
e
im
p
le
m
e
n
t
a
t
io
n
d
e
t
a
i
l
s
h
id
d
e
n
fr
o
m
t
h
e
u
s
e
r
.
∗/
s
t
r
u
c
t
B
u
f
f
e
r
s
{
B
u
f
f
e
r
s
(
i
a
f
c
o
n
d
a
l
p
h
a
e
i
&
)
;
/
/
!<
S
e
t
s
b
u
f
f
e
r
p
o
i
n
t
e
r
s
t
o
0
B
u
f
f
e
r
s
(
c
o
n
s
t
B
u
f
f
e
r
s
&
,
i
a
f
c
o
n
d
a
l
p
h
a
e
i
&
)
;
/
/
!<
S
e
t
s
b
u
f
f
e
r
p
o
i
n
t
e
r
s
t
o
0
/
/
!
L
o
g
g
e
r
f
o
r
a
l
l
a
n
a
lo
g
d
a
t
a
U
n
iv
e
r
s
a
lD
a
t
a
L
o
g
g
e
r
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
>
l
o
g
g
e
r
;
/
∗∗
b
u
f
f
e
r
s
a
n
d
s
u
m
s
u
p
in
c
o
m
in
g
s
p
i
k
e
s
/
c
u
r
r
e
n
t
s
∗/
R
in
g
B
u
f
f
e
r
s
p
i
k
e
e
x
c
;
R
in
g
B
u
f
f
e
r
s
p
i
k
e
i
n
h
;
R
in
g
B
u
f
f
e
r
c
u
r
r
e
n
t
s
;
/
/
T
h
e
n
e
x
t
t
w
o
l
i
n
e
s
w
i
l
l
d
i
s
a
p
p
e
a
r
o
n
c
e
a
l
l
m
o
d
e
ls
h
a
v
e
b
e
e
n
/
/
e
q
u
ip
p
e
d
f
o
r
u
s
e
w
it
h
m
u
lt
im
e
t
e
r
.
D
o
n
o
t
i
n
c
l
u
d
e
t
h
e
m
in
/
/
n
e
w
m
o
d
e
ls
!
A
n
a
lo
g
D
a
t
a
L
o
g
g
e
r
<
P
o
t
e
n
t
ia
lR
e
q
u
e
s
t
>
p
o
t
e
n
t
i
a
l
s
;
A
n
a
lo
g
D
a
t
a
L
o
g
g
e
r
<
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t
>
c
o
n
d
u
c
t
a
n
c
e
s
;
/
/
I
n
t
e
r
g
r
a
t
i
o
n
S
t
e
p
s
h
o
u
ld
b
e
r
e
s
e
t
w
it
h
t
h
e
n
e
u
r
o
n
o
n
R
e
s
e
t
N
e
t
w
o
r
k
,
/
/
b
u
t
r
e
m
a
in
u
n
c
h
a
n
g
e
d
d
u
r
in
g
c
a
l
i
b
r
a
t
i
o
n
.
S
in
c
e
i
t
i
s
i
n
i
t
i
a
l
i
z
e
d
w
it
h
/
/
s
t
e
p
,
a
n
d
t
h
e
r
e
s
o
l
u
t
i
o
n
c
a
n
n
o
t
c
h
a
n
g
e
a
f
t
e
r
n
o
d
e
s
h
a
v
e
b
e
e
n
c
r
e
a
t
e
d
,
/
/
i
t
i
s
s
a
f
e
t
o
p
l
a
c
e
b
o
t
h
h
e
r
e
.
d
o
u
b
l
e
t
s
t
e
p
;
/
/
!<
s
t
e
p
s
i
z
e
in
m
s
d
o
u
b
le
I
n
t
e
g
r
a
t
i
o
n
S
t
e
p
;/
/
!
<
c
u
r
r
e
n
t
i
n
t
e
g
r
a
t
i
o
n
t
im
e
s
t
e
p
,
u
p
d
a
t
e
d
b
y
G
S
L
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∗∗ ∗
I
n
t
e
r
n
a
l
v
a
r
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l
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t
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e
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o
d
e
l
.
∗
V
a
r
i
a
b
l
e
s
a
r
e
r
e
−
i
n
i
t
i
a
l
i
z
e
d
u
p
o
n
e
a
c
h
c
a
l
l
t
o
S
im
u
la
t
e
.
∗/
s
t
r
u
c
t
V
a
r
i
a
b
l
e
s
{
/
∗∗ ∗
I
m
p
u
ls
e
t
o
a
d
d
t
o
D
G
E
X
C
o
n
s
p
i
k
e
a
r
r
i
v
a
l
t
o
e
v
o
k
e
u
n
it
−
a
m
p
li
t
u
d
e
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∗
c
o
n
d
u
c
t
a
n
c
e
e
x
c
u
r
s
i
o
n
.
∗/
d
o
u
b
l
e
t
P
S
C
o
n
I
n
it
E
;
/
∗∗ ∗
I
m
p
u
ls
e
t
o
a
d
d
t
o
D
G
IN
H
o
n
s
p
i
k
e
a
r
r
i
v
a
l
t
o
e
v
o
k
e
u
n
it
−
a
m
p
li
t
u
d
e
∗
c
o
n
d
u
c
t
a
n
c
e
e
x
c
u
r
s
i
o
n
.
∗/
d
o
u
b
l
e
t
P
S
C
o
n
I
n
it
I
;
/
/
!
r
e
f
r
a
c
t
o
r
y
t
im
e
in
s
t
e
p
s
i
n
t
t
R
e
f
r
a
c
t
o
r
y
C
o
u
n
t
s
;
/
/
!
m
a
k
e
e
x
t
e
r
n
a
l
in
p
u
t
c
u
r
r
e
n
t
a
v
a
i
l
a
b
l
e
t
o
d
y
n
a
m
ic
s
f
u
n
c
t
i
o
n
d
o
u
b
l
e
t
I
s
t
i
m
;
/
/
!
V
a
r
i
a
b
l
e
s
f
o
r
t
h
e
p
r
o
p
a
g
a
t
o
r
m
a
t
r
ic
e
s
,
b
o
t
h
e
x
c
i
t
a
t
o
r
y
a
n
d
i
n
h
i
b
i
t
o
r
y
d
o
u
b
l
e
t
P
1
1
e
x
;
d
o
u
b
l
e
t
P
2
1
e
x
;
d
o
u
b
l
e
t
P
2
2
e
x
;
d
o
u
b
l
e
t
P
1
1
in
;
d
o
u
b
l
e
t
P
2
1
in
;
d
o
u
b
l
e
t
P
2
2
in
;
}; //
A
c
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s
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g
g
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d
o
u
b
l
e
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g
e
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V
(
)
c
o
n
s
t
{r
e
t
u
r
n
S
.
V
;
}
/
/
!<
R
e
t
u
r
n
s
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
d
o
u
b
l
e
t
g
e
t
g
e
x
(
)
c
o
n
s
t
{r
e
t
u
r
n
S
.
y
2
e
x
;
}
/
/
!<
R
e
t
u
r
n
s
e
x
c
i
t
a
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
d
o
u
b
l
e
t
g
e
t
g
i
n
(
)
c
o
n
s
t
{r
e
t
u
r
n
S
.
y
2
i
n
;
}
/
/
!<
R
e
t
u
r
n
s
i
n
h
i
b
i
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
/
/
!
R
e
a
d
o
u
t
r
e
m
a
in
in
g
r
e
f
r
a
c
t
o
r
y
t
im
e
,
u
s
e
d
b
y
U
n
iv
e
r
s
a
lD
a
t
a
L
o
g
g
e
r
d
o
u
b
l
e
t
g
e
t
r
(
)
c
o
n
s
t
{
r
e
t
u
r
n
T
im
e
:
:
g
e
t
r
e
s
o
l
u
t
i
o
n
(
)
.
g
e
t
m
s
(
)
∗
S
.
r
;
}
/
/
!
R
e
a
d
o
u
t
l
e
n
g
t
h
o
f
m
o
s
t
r
e
c
e
n
t
i
n
t
e
g
r
a
t
i
o
n
t
im
e
s
t
e
p
,
u
s
e
d
b
y
U
n
iv
e
r
s
a
lD
a
t
a
L
o
g
g
e
r
d
o
u
b
l
e
t
g
e
t
i
n
t
e
g
r
a
t
i
o
n
s
t
e
p
(
)
c
o
n
s
t
{
r
e
t
u
r
n
B
.
I
n
t
e
g
r
a
t
i
o
n
S
t
e
p
;
}
/
/
!
U
p
d
a
t
e
s
t
h
e
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
s
o
t
h
e
R
u
n
g
e
−
K
u
t
t
a
m
e
t
h
o
d
g
e
t
s
t
h
e
r
i
g
t
v
a
l
u
e
s
.
d
o
u
b
l
e
t
d
V
d
t
(
d
o
u
b
l
e
t
V
m
)
c
o
n
s
t
;
/
/
!
U
p
d
a
t
e
s
t
h
e
c
o
n
d
u
c
t
a
n
c
e
s
a
h
a
l
f
c
o
m
p
u
t
a
t
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n
a
l
t
im
e
s
t
e
p
f
u
r
t
h
e
r
v
o
id
s
y
n
a
p
s
e
h
a
l
f
s
t
e
p
(
)
;
/
/
D
a
t
a
m
e
m
b
e
r
s
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−−
−−
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/
/
k
e
e
p
t
h
e
o
r
d
e
r
o
f
t
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s
e
l
i
n
e
s
,
s
e
e
m
s
t
o
g
i
v
e
b
e
s
t
p
e
r
f
o
r
m
a
n
c
e
P
a
r
a
m
e
t
e
r
s
P
;
S
t
a
t
e
S
;
V
a
r
i
a
b
l
e
s
V
;
B
u
f
f
e
r
s
B
;
/
/
!
M
a
p
p
in
g
o
f
r
e
c
o
r
d
a
b
l
e
s
n
a
m
e
s
t
o
a
c
c
e
s
s
f
u
n
c
t
i
o
n
s
s
t
a
t
i
c
R
e
c
o
r
d
a
b
le
s
M
a
p
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
>
r
e
c
o
r
d
a
b
le
s
M
a
p
;
}; //
B
o
i
l
e
r
p
l
a
t
e
i
n
l
i
n
e
f
u
n
c
t
i
o
n
d
e
f
i
n
i
t
i
o
n
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
i
n
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
c
h
e
c
k
c
o
n
n
e
c
t
i
o
n
(
C
o
n
n
e
c
t
io
n
&
c
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
S
p
ik
e
E
v
e
n
t
e
;
e
.
s
e
t
s
e
n
d
e
r
(
∗
t
h
i
s
)
;
c
.
c
h
e
c
k
e
v
e
n
t
(
e
)
;
r
e
t
u
r
n
c
.
g
e
t
t
a
r
g
e
t
(
)−
>
c
o
n
n
e
c
t
s
e
n
d
e
r
(
e
,
r
e
c
e
p
t
o
r
t
y
p
e
)
;
} in
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
S
p
ik
e
E
v
e
n
t
&
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
r
e
t
u
r
n
0
;
} in
l
i
n
e
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p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
C
u
r
r
e
n
t
E
v
e
n
t
&
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
r
e
t
u
r
n
0
;
} in
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
D
a
t
a
L
o
g
g
in
g
R
e
q
u
e
s
t&
d
lr
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
B
.
l
o
g
g
e
r
.
c
o
n
n
e
c
t
l
o
g
g
i
n
g
d
e
v
i
c
e
(
d
lr
,
r
e
c
o
r
d
a
b
le
s
M
a
p
)
;
r
e
t
u
r
n
0
;
} in
l
i
n
e
v
o
id
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
g
e
t
s
t
a
t
u
s
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
c
o
n
s
t
{
P
.
g
e
t
(
d
)
;
S
.
g
e
t
(
d
)
;
A
r
c
h
iv
in
g
N
o
d
e
:
:
g
e
t
s
t
a
t
u
s
(
d
)
;
(
∗d
)
[
n
a
m
e
s
:
:
r
e
c
o
r
d
a
b
l
e
s
]
=
r
e
c
o
r
d
a
b
le
s
M
a
p
.
g
e
t
l
i
s
t
(
)
;
} in
l
i
n
e
v
o
id
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
s
e
t
s
t
a
t
u
s
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
{
P
a
r
a
m
e
t
e
r
s
p
t
m
p
=
P
;
/
/
t
e
m
p
o
r
a
r
y
c
o
p
y
in
c
a
s
e
o
f
e
r
r
o
r
s
p
t
m
p
.
s
e
t
(
d
)
;
/
/
t
h
r
o
w
s
i
f
B
a
d
P
r
o
p
e
r
t
y
S
t
a
t
e
s
t
m
p
=
S
;
/
/
t
e
m
p
o
r
a
r
y
c
o
p
y
in
c
a
s
e
o
f
e
r
r
o
r
s
s
t
m
p
.
s
e
t
(
d
,
p
t
m
p
)
;
/
/
t
h
r
o
w
s
i
f
B
a
d
P
r
o
p
e
r
t
y
/
/
W
e
n
o
w
k
n
o
w
t
h
a
t
(
p
tm
p
,
s
t
m
p
)
a
r
e
c
o
n
s
i
s
t
e
n
t
.
W
e
d
o
n
o
t
/
/
w
r
i
t
e
t
h
e
m
b
a
c
k
t
o
(
P
,
S
)
b
e
f
o
r
e
w
e
a
r
e
a
l
s
o
s
u
r
e
t
h
a
t
/
/
t
h
e
p
r
o
p
e
r
t
i
e
s
t
o
b
e
s
e
t
in
t
h
e
p
a
r
e
n
t
c
l
a
s
s
a
r
e
i
n
t
e
r
n
a
l
l
y
/
/
c
o
n
s
i
s
t
e
n
t
.
A
r
c
h
iv
in
g
N
o
d
e
:
:
s
e
t
s
t
a
t
u
s
(
d
)
;
/
/
i
f
w
e
g
e
t
h
e
r
e
,
t
e
m
p
o
r
a
r
i
e
s
c
o
n
t
a
in
c
o
n
s
i
s
t
e
n
t
s
e
t
o
f
p
r
o
p
e
r
t
i
e
s
P
=
p
t
m
p
;
S
=
s
t
m
p
;
} //
T
h
e
n
e
x
t
t
w
o
f
u
n
c
t
i
o
n
s
w
i
l
l
d
is
a
p
p
e
a
r
o
n
c
e
a
l
l
m
o
d
e
ls
h
a
v
e
b
e
e
n
/
/
e
q
u
ip
p
e
d
f
o
r
u
s
e
w
it
h
m
u
lt
im
e
t
e
r
.
D
o
n
o
t
i
n
c
l
u
d
e
t
h
e
m
in
/
/
n
e
w
m
o
d
e
ls
!
i
n
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
P
o
t
e
n
t
i
a
l
R
e
q
u
e
s
t
&
p
r
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
B
.
p
o
t
e
n
t
i
a
l
s
.
c
o
n
n
e
c
t
l
o
g
g
i
n
g
d
e
v
i
c
e
(
p
r
)
;
r
e
t
u
r
n
0
;
} in
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t&
s
c
r
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
B
.
c
o
n
d
u
c
t
a
n
c
e
s
.
c
o
n
n
e
c
t
l
o
g
g
i
n
g
d
e
v
i
c
e
(
s
c
r
)
;
r
e
t
u
r
n
0
;
}
}
/
/
n
a
m
e
s
p
a
c
e
#
e
n
d
i
f
/
/
IA
F
C
O
N
D
A
L
P
H
A
E
I
H
ia
f
co
n
d
a
lp
h
a
e
i.
cp
p
/
∗ ∗
i
a
f
c
o
n
d
a
l
p
h
a
e
i
.
c
p
p
∗ ∗
T
h
is
f
i
l
e
i
s
p
a
r
t
o
f
N
E
S
T
∗ ∗
C
o
p
y
r
ig
h
t
(
C
)
2
0
0
5
−
2
0
0
9
b
y
∗
T
h
e
N
E
S
T
I
n
i
t
i
a
t
i
v
e
∗ ∗
S
e
e
t
h
e
f
i
l
e
A
U
T
H
O
R
S
f
o
r
d
e
t
a
i
l
s
.
∗ ∗
P
e
r
m
is
s
io
n
i
s
g
r
a
n
t
e
d
t
o
c
o
m
p
il
e
a
n
d
m
o
d
if
y
∗
t
h
i
s
f
i
l
e
f
o
r
n
o
n
−
c
o
m
m
e
r
c
ia
l
u
s
e
.
∗
S
e
e
t
h
e
f
i
l
e
L
IC
E
N
S
E
f
o
r
d
e
t
a
i
l
s
.
∗ ∗/
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#
i
n
c
l
u
d
e
”
i
a
f
c
o
n
d
a
l
p
h
a
e
i
.
h
”
#
i
n
c
l
u
d
e
”
e
x
c
e
p
t
i
o
n
s
.
h
”
#
i
n
c
l
u
d
e
”
n
e
t
w
o
r
k
.
h
”
#
i
n
c
l
u
d
e
”
d
i
c
t
.
h
”
#
i
n
c
l
u
d
e
”
in
t
e
g
e
r
d
a
t
u
m
.
h
”
#
i
n
c
l
u
d
e
”
d
o
u
b
le
d
a
t
u
m
.
h
”
#
i
n
c
l
u
d
e
”
d
i
c
t
u
t
i
l
s
.
h
”
#
i
n
c
l
u
d
e
”
n
u
m
e
r
ic
s
.
h
”
#
i
n
c
l
u
d
e
”
a
n
a
l
o
g
d
a
t
a
l
o
g
g
e
r
i
m
p
l
.
h
”
#
i
n
c
l
u
d
e
”
u
n
i
v
e
r
s
a
l
d
a
t
a
l
o
g
g
e
r
i
m
p
l
.
h
”
#
i
n
c
l
u
d
e
<
l
i
m
i
t
s
>
#
i
n
c
l
u
d
e
<
io
m
a
n
ip
>
#
i
n
c
l
u
d
e
<
io
s
t
r
e
a
m
>
#
i
n
c
l
u
d
e
<
c
s
t
d
i
o
>
/
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
R
e
c
o
r
d
a
b
le
s
m
a
p
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
n
e
s
t
:
:
R
e
c
o
r
d
a
b
le
s
M
a
p
<
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
>
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
r
e
c
o
r
d
a
b
le
s
M
a
p
;
n
a
m
e
s
p
a
c
e
n
e
s
t
/
/
t
e
m
p
la
t
e
s
p
e
c
i
a
l
i
z
a
t
i
o
n
m
u
s
t
b
e
p
la
c
e
d
in
n
a
m
e
s
p
a
c
e
{
/
∗ ∗
O
v
e
r
r
id
e
t
h
e
c
r
e
a
t
e
(
)
m
e
t
h
o
d
w
it
h
o
n
e
c
a
l
l
t
o
R
e
c
o
r
d
a
b
le
s
M
a
p
:
:
i
n
s
e
r
t
(
)
∗
f
o
r
e
a
c
h
q
u
a
n
t
it
y
t
o
b
e
r
e
c
o
r
d
e
d
.
∗/
t
e
m
p
la
t
e
<
>
v
o
id
R
e
c
o
r
d
a
b
le
s
M
a
p
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
>
::
c
r
e
a
t
e
(
)
{
/
/
u
s
e
s
t
a
n
d
a
r
d
n
a
m
e
s
w
h
e
r
e
e
v
e
r
y
o
u
c
a
n
f
o
r
c
o
n
s
i
s
t
e
n
c
y
!
i
n
s
e
r
t
(
n
a
m
e
s
:
:
V
m
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
g
e
t
V
)
;
i
n
s
e
r
t
(
n
a
m
e
s
:
:
g
e
x
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
g
e
t
g
e
x
)
;
i
n
s
e
r
t
(
n
a
m
e
s
:
:
g
in
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
g
e
t
g
i
n
)
;
i
n
s
e
r
t
(
n
a
m
e
s
:
:
t
r
e
f
r
e
m
a
i
n
i
n
g
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
g
e
t
r
)
;
i
n
s
e
r
t
(
n
a
m
e
s
:
:
i
n
t
e
g
r
a
t
i
o
n
s
t
e
p
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
g
e
t
i
n
t
e
g
r
a
t
i
o
n
s
t
e
p
)
;
}
} /∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
D
e
f
a
u
lt
c
o
n
s
t
r
u
c
t
o
r
s
d
e
f
i
n
i
n
g
d
e
f
a
u
l
t
p
a
r
a
m
e
t
e
r
s
a
n
d
s
t
a
t
e
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
P
a
r
a
m
e
t
e
r
s
:
:
P
a
r
a
m
e
t
e
r
s
(
)
:
V
t
h
(
−
5
5
.0
)
,
/
/
m
V
V
r
e
s
e
t
(
−
6
0
.0
)
,
/
/
m
V
t
r
e
f
(
2
.
0
)
,
/
/
m
s
g
L
(
1
6
.6
6
6
7
)
,
/
/
n
S
C
m
(
2
5
0
.
0
)
,
/
/
p
F
E
e
x
(
0
.
0
)
,
/
/
m
V
E
in
(
−
8
5
.0
)
,
/
/
m
V
E
L
(
−
7
0
.0
)
,
/
/
m
V
t
a
u
s
y
n
E
(
0
.
2
)
,
/
/
m
s
t
a
u
s
y
n
I
(
2
.
0
)
,
/
/
m
s
I
e
(
0
.
0
)
/
/
p
A
{
r
e
c
o
r
d
a
b
le
s
M
a
p
.
c
r
e
a
t
e
(
)
;
} n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
S
t
a
t
e
:
:
S
t
a
t
e
(
c
o
n
s
t
P
a
r
a
m
e
t
e
r
s
&
p
)
:
V
(
p
.
E
L
)
,
y
1
e
x
(
0
)
,
y
2
e
x
(
0
)
,
y
1
i
n
(
0
)
,
y
2
i
n
(
0
)
,
r
(
0
)
{ } n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
S
t
a
t
e
:
:
S
t
a
t
e
(
c
o
n
s
t
S
t
a
t
e
&
s
)
:
V
(
s
.
V
)
,
y
1
e
x
(
s
.
y
1
e
x
)
,
y
2
e
x
(
s
.
y
2
e
x
)
,
y
1
i
n
(
s
.
y
1
i
n
)
,
y
2
i
n
(
s
.
y
2
i
n
)
,
r
(
s
.
r
)
{ }
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n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
S
t
a
t
e
&
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
S
t
a
t
e
:
:
o
p
e
r
a
t
o
r
=
(
c
o
n
s
t
S
t
a
t
e
&
s
)
{
i
f
(
t
h
i
s
=
=
&
s
)
/
/
a
v
o
id
a
s
s
ig
n
m
e
n
t
t
o
s
e
l
f
r
e
t
u
r
n
∗
t
h
i
s
;
V
=
s
.
V
;
y
1
e
x
=
s
.
y
1
e
x
;
y
2
e
x
=
s
.
y
2
e
x
;
y
1
i
n
=
s
.
y
1
i
n
;
y
2
i
n
=
s
.
y
2
i
n
;
r
=
s
.
r
;
r
e
t
u
r
n
∗
t
h
i
s
;
} n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
B
u
f
f
e
r
s
:
:
B
u
f
f
e
r
s
(
i
a
f
c
o
n
d
a
l
p
h
a
e
i&
n
)
:
l
o
g
g
e
r
(
n
)
{ /
/
T
h
e
o
t
h
e
r
m
e
m
b
e
r
v
a
r
i
a
b
l
e
s
a
r
e
l
e
f
t
u
n
i
n
i
t
i
a
l
i
s
e
d
o
r
a
r
e
/
/
a
u
t
o
m
a
t
i
c
a
l
l
y
i
n
i
t
i
a
l
i
s
e
d
b
y
t
h
e
i
r
d
e
f
a
u
l
t
c
o
n
s
t
r
u
c
t
o
r
.
}
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
B
u
f
f
e
r
s
:
:
B
u
f
f
e
r
s
(
c
o
n
s
t
B
u
f
f
e
r
s
&
,
i
a
f
c
o
n
d
a
l
p
h
a
e
i&
n
)
:
l
o
g
g
e
r
(
n
)
{ //
T
h
e
o
t
h
e
r
m
e
m
b
e
r
v
a
r
i
a
b
l
e
s
a
r
e
l
e
f
t
u
n
i
n
i
t
i
a
l
i
s
e
d
o
r
a
r
e
/
/
a
u
t
o
m
a
t
i
c
a
l
l
y
i
n
i
t
i
a
l
i
s
e
d
b
y
t
h
e
i
r
d
e
f
a
u
l
t
c
o
n
s
t
r
u
c
t
o
r
.
}
/
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
P
a
r
a
m
e
t
e
r
a
n
d
s
t
a
t
e
e
x
t
r
a
c
t
i
o
n
s
a
n
d
m
a
n
ip
u
la
t
io
n
f
u
n
c
t
i
o
n
s
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
P
a
r
a
m
e
t
e
r
s
:
:
g
e
t
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
c
o
n
s
t
{
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
t
h
,
V
t
h
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
r
e
s
e
t
,
V
r
e
s
e
t
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
r
e
f
,
t
r
e
f
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
g
L
,
g
L
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
L
,
E
L
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
e
x
,
E
e
x
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
in
,
E
in
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
C
m
,
C
m
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
a
u
s
y
n
e
x
,
t
a
u
s
y
n
E
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
a
u
s
y
n
i
n
,
t
a
u
s
y
n
I
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
I
e
,
I
e
)
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
P
a
r
a
m
e
t
e
r
s
:
:
s
e
t
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
{
/
/
a
ll
o
w
s
e
t
t
i
n
g
t
h
e
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
t
h
,
V
t
h
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
r
e
s
e
t
,
V
r
e
s
e
t
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
r
e
f
,
t
r
e
f
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
L
,
E
L
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
e
x
,
E
e
x
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
in
,
E
in
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
C
m
,
C
m
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
g
L
,
g
L
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
a
u
s
y
n
e
x
,
t
a
u
s
y
n
E
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
a
u
s
y
n
i
n
,
t
a
u
s
y
n
I
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
I
e
,
I
e
)
;
i
f
(
V
r
e
s
e
t
>
=
V
t
h
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
R
e
s
e
t
p
o
t
e
n
t
i
a
l
m
u
s
t
b
e
s
m
a
l
l
e
r
t
h
a
n
t
h
r
e
s
h
o
l
d
.
”
)
;
i
f
(
C
m
<
=
0
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
C
a
p
a
c
it
a
n
c
e
m
u
s
t
b
e
s
t
r
i
c
t
l
y
p
o
s
i
t
i
v
e
.
”
)
;
i
f
(
t
r
e
f
<
0
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
R
e
f
r
a
c
t
o
r
y
t
im
e
c
a
n
n
o
t
b
e
n
e
g
a
t
i
v
e
.
”
)
;
i
f
(
t
a
u
s
y
n
E
<
=
0
||
t
a
u
s
y
n
I
<
=
0
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
A
l
l
t
im
e
c
o
n
s
t
a
n
t
s
m
u
s
t
b
e
s
t
r
i
c
t
l
y
p
o
s
i
t
i
v
e
.
”
)
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
S
t
a
t
e
:
:
g
e
t
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
c
o
n
s
t
{
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
m
,
V
)
;
/
/
M
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
S
t
a
t
e
:
:
s
e
t
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
,
c
o
n
s
t
P
a
r
a
m
e
t
e
r
s
&
)
{
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
m
,
V
)
;
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} /∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
D
e
f
a
u
lt
a
n
d
c
o
p
y
c
o
n
s
t
r
u
c
t
o
r
f
o
r
n
o
d
e
,
a
n
d
d
e
s
t
r
u
c
t
o
r
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
(
)
:
A
r
c
h
iv
in
g
N
o
d
e
(
)
,
P
(
)
,
S
(
P
)
,
B
(
∗
t
h
i
s
)
{ } n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
(
c
o
n
s
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
&
n
)
:
A
r
c
h
iv
in
g
N
o
d
e
(
n
)
,
P
(
n
.
P
)
,
S
(
n
.
S
)
,
B
(
n
.
B
,
∗
t
h
i
s
)
{ } n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
˜
i
a
f
c
o
n
d
a
l
p
h
a
e
i
(
)
{ }
/
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
N
o
d
e
i
n
i
t
i
a
l
i
z
a
t
i
o
n
f
u
n
c
t
i
o
n
s
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
i
n
i
t
n
o
d
e
(
c
o
n
s
t
N
o
d
e&
p
r
o
t
o
)
{
c
o
n
s
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i&
p
r
=
d
o
w
n
c
a
s
t
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
>
(
p
r
o
t
o
)
;
P
=
p
r
.
P
;
S
=
p
r
.
S
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
i
n
i
t
s
t
a
t
e
(
c
o
n
s
t
N
o
d
e&
p
r
o
t
o
)
{
c
o
n
s
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i&
p
r
=
d
o
w
n
c
a
s
t
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
>
(
p
r
o
t
o
)
;
S
=
p
r
.
S
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
i
n
i
t
b
u
f
f
e
r
s
(
)
{
A
r
c
h
iv
in
g
N
o
d
e
:
:
c
l
e
a
r
h
i
s
t
o
r
y
(
)
;
B
.
s
p
i
k
e
e
x
c
.
c
l
e
a
r
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
B
.
s
p
i
k
e
i
n
h
.
c
l
e
a
r
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
B
.
c
u
r
r
e
n
t
s
.
c
l
e
a
r
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
B
.
l
o
g
g
e
r
.
i
n
i
t
(
)
;
B
.
p
o
t
e
n
t
i
a
l
s
.
c
l
e
a
r
d
a
t
a
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
−−
−
w
i
l
l
d
i
s
a
p
p
e
a
r
B
.
c
o
n
d
u
c
t
a
n
c
e
s
.
c
l
e
a
r
d
a
t
a
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
−−
−
w
i
l
l
d
i
s
a
p
p
e
a
r
B
.
s
t
e
p
=
T
im
e
:
:
g
e
t
r
e
s
o
l
u
t
i
o
n
(
)
.
g
e
t
m
s
(
)
;
B
.
I
n
t
e
g
r
a
t
i
o
n
S
t
e
p
=
B
.
s
t
e
p
;
V
.
I
s
t
i
m
=
0
.
0
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
c
a
l
i
b
r
a
t
e
(
)
{
V
.
P
S
C
o
n
I
n
it
E
=
1
.
0
∗
n
u
m
e
r
ic
s
:
:
e
/
P
.
t
a
u
s
y
n
E
;
V
.
P
S
C
o
n
I
n
it
I
=
1
.
0
∗
n
u
m
e
r
ic
s
:
:
e
/
P
.
t
a
u
s
y
n
I
;
V
.
R
e
f
r
a
c
t
o
r
y
C
o
u
n
t
s
=
T
im
e
(
T
im
e
:
:
m
s
(
P
.
t
r
e
f
)
)
.
g
e
t
s
t
e
p
s
(
)
;
a
s
s
e
r
t
(
V
.
R
e
f
r
a
c
t
o
r
y
C
o
u
n
t
s
>
=
0
)
;
/
/
s
i
n
c
e
t
r
e
f
>
=
0
,
t
h
i
s
c
a
n
o
n
ly
f
a
i
l
in
e
r
r
o
r
/
/
−−
−−
−−
−−
−−
−−
−−
fr
o
m
i
a
f
p
s
c
a
l
p
h
a
.
c
a
l
i
b
r
a
t
e
(
)
S
T
A
R
T
−−
−−
−−
−−
−−
−−
−−
−
/
/
T
h
e
r
e
s
o
l
u
t
i
o
n
i
s
d
i
v
i
d
e
d
b
y
t
w
o
b
e
c
a
u
s
e
t
h
e
u
p
d
a
t
in
g
,
i
n
s
i
d
e
a
t
im
e
s
t
e
p
,
/
/
i
s
d
o
n
e
a
t
0
a
n
d
h
/
2
.
T
h
e
n
a
t
t
h
e
b
e
g
in
n
in
g
o
f
t
h
e
n
e
x
t
t
im
e
s
t
e
p
.
c
o
n
s
t
d
o
u
b
l
e
t
h
=
T
im
e
:
:
g
e
t
r
e
s
o
l
u
t
i
o
n
(
)
.
g
e
t
m
s
(
)
/
2
;
/
/
t
h
e
s
e
P
a
r
e
in
d
e
p
e
n
d
e
n
t
V
.
P
1
1
e
x
=
V
.
P
2
2
e
x
=
s
t
d
:
:
e
x
p
(−
h
/
P
.
t
a
u
s
y
n
E
)
;
V
.
P
1
1
in
=
V
.
P
2
2
in
=
s
t
d
:
:
e
x
p
(−
h
/
P
.
t
a
u
s
y
n
I
)
;
/
/
t
h
e
s
e
d
e
p
e
n
d
o
n
t
h
e
a
b
o
v
e
.
P
le
a
s
e
d
o
n
o
t
c
h
a
n
g
e
t
h
e
o
r
d
e
r
.
80 Appendix B Programming code
V
.
P
2
1
e
x
=
h
∗
V
.
P
1
1
e
x
;
V
.
P
2
1
in
=
h
∗
V
.
P
1
1
in
;
/
/
−−
−−
−−
−−
−−
−−
−−
fr
o
m
i
a
f
p
s
c
a
l
p
h
a
.
c
a
l
i
b
r
a
t
e
(
)
S
T
O
P
−−
−−
−−
−−
−−
−−
−−
−
} in
l
i
n
e
n
e
s
t
:
:
d
o
u
b
l
e
t
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
d
V
d
t
(
d
o
u
b
l
e
t
V
m
)
c
o
n
s
t
{
c
o
n
s
t
d
o
u
b
l
e
t
I
s
y
n
e
x
c
=
S
.
y
2
e
x
∗
(
V
m
−
P
.
E
e
x
)
;
c
o
n
s
t
d
o
u
b
l
e
t
I
s
y
n
i
n
h
=
S
.
y
2
i
n
∗
(
V
m
−
P
.
E
in
)
;
c
o
n
s
t
d
o
u
b
l
e
t
I
l
e
a
k
=
P
.
g
L
∗
(
V
m
−
P
.
E
L
)
;
r
e
t
u
r
n
(
(
−
I
l
e
a
k
−
I
s
y
n
e
x
c
−
I
s
y
n
i
n
h
+
V
.
I
s
t
i
m
+
P
.
I
e
)
/
P
.
C
m
)
;
} in
l
i
n
e
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
s
y
n
a
p
s
e
h
a
l
f
s
t
e
p
(
)
{
/
/
L
in
e
s
o
f
c
o
d
e
a
r
e
fr
o
m
i
a
f
p
s
c
a
l
p
h
a
:
:
u
p
d
a
t
e
(
)
/
/
U
p
d
a
t
in
g
e
x
c
i
t
a
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
s
S
.
y
2
e
x
=
V
.
P
2
1
e
x
∗
S
.
y
1
e
x
+
V
.
P
2
2
e
x
∗
S
.
y
2
e
x
;
S
.
y
1
e
x
∗=
V
.
P
1
1
e
x
;
/
/
U
p
d
a
t
in
g
i
n
h
i
b
i
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
s
S
.
y
2
i
n
=
V
.
P
2
1
in
∗
S
.
y
1
i
n
+
V
.
P
2
2
in
∗
S
.
y
2
i
n
;
S
.
y
1
i
n
∗=
V
.
P
1
1
in
;
} /∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
U
p
d
a
t
e
a
n
d
s
p
i
k
e
h
a
n
d
li
n
g
f
u
n
c
t
i
o
n
s
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
u
p
d
a
t
e
(
T
im
e
c
o
n
s
t
&
o
r
i
g
i
n
,
c
o
n
s
t
l
o
n
g
t
fr
o
m
,
c
o
n
s
t
l
o
n
g
t
t
o
)
{
a
s
s
e
r
t
(
t
o
>
=
0
&
&
(
d
e
la
y
)
fr
o
m
<
S
c
h
e
d
u
le
r
:
:
g
e
t
m
i
n
d
e
l
a
y
(
)
)
;
a
s
s
e
r
t
(
fr
o
m
<
t
o
)
;
c
o
n
s
t
d
o
u
b
l
e
t
h
=
B
.
s
t
e
p
;
f
o
r
(
l
o
n
g
t
l
a
g
=
fr
o
m
;
l
a
g
<
t
o
;
+
+
l
a
g
)
{
c
o
n
s
t
d
o
u
b
l
e
t
k
1
=
h
∗
d
V
d
t
(
S
.
V
)
;
/
/
U
p
d
a
t
in
g
t
h
e
s
y
n
a
p
s
e
s
h
/
2
f
o
r
w
a
r
d
s
s
y
n
a
p
s
e
h
a
l
f
s
t
e
p
(
)
;
c
o
n
s
t
d
o
u
b
l
e
t
k
2
=
h
∗
d
V
d
t
(
S
.
V
+
k
1
/
2
)
;
c
o
n
s
t
d
o
u
b
l
e
t
k
3
=
h
∗
d
V
d
t
(
S
.
V
+
k
2
/
2
)
;
/
/
U
p
d
a
t
in
g
t
h
e
s
y
n
a
p
s
e
s
h
/
2
f
o
r
w
a
r
d
s
s
y
n
a
p
s
e
h
a
l
f
s
t
e
p
(
)
;
c
o
n
s
t
d
o
u
b
l
e
t
k
4
=
h
∗
d
V
d
t
(
S
.
V
+
k
3
)
;
/
/
E
s
t
im
a
t
in
g
t
h
e
c
h
a
n
g
e
in
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
c
o
n
s
t
d
o
u
b
l
e
t
d
e
lt
a
V
=
k
1
/
6
+
k
2
/
3
+
k
3
/
3
+
k
4
/
6
;
S
.
V
=
S
.
V
+
d
e
lt
a
V
;
/
/
−−
−−
F
ro
m
i
a
f
c
o
n
d
a
l
p
h
a
.
c
p
p
S
T
A
R
T
−−
−−
−
/
/
r
e
f
r
a
c
t
o
r
i
n
e
s
s
a
n
d
s
p
i
k
e
g
e
n
e
r
a
t
i
o
n
i
f
(
S
.
r
)
{/
/
n
e
u
r
o
n
i
s
a
b
s
o
l
u
t
e
r
e
f
r
a
c
t
o
r
y
−−
S
.
r
;
S
.
V
=
P
.
V
r
e
s
e
t
;
/
/
c
la
m
p
p
o
t
e
n
t
i
a
l
} e
l
s
e
/
/
n
e
u
r
o
n
i
s
n
o
t
a
b
s
o
l
u
t
e
r
e
f
r
a
c
t
o
r
y
i
f
(
S
.
V
>
=
P
.
V
t
h
)
{
S
.
r
=
V
.
R
e
f
r
a
c
t
o
r
y
C
o
u
n
t
s
;
S
.
V
=
P
.
V
r
e
s
e
t
;
/
/
l
o
g
s
p
i
k
e
w
it
h
A
r
c
h
iv
in
g
N
o
d
e
s
e
t
s
p
i
k
e
t
i
m
e
(
T
im
e
:
:
s
t
e
p
(
o
r
i
g
i
n
.
g
e
t
s
t
e
p
s
(
)
+
l
a
g
+
1
)
)
;
S
p
ik
e
E
v
e
n
t
s
e
;
n
e
t
w
o
r
k
(
)−
>
s
e
n
d
(
∗
t
h
i
s
,
s
e
,
l
a
g
)
;
}
/
/
−−
−−
F
ro
m
i
a
f
c
o
n
d
a
l
p
h
a
.
c
p
p
S
T
O
P
−−
−−
−
S
.
y
1
e
x
+
=
B
.
s
p
i
k
e
e
x
c
.
g
e
t
v
a
l
u
e
(
l
a
g
)
∗
V
.
P
S
C
o
n
I
n
it
E
;
S
.
y
1
i
n
+
=
B
.
s
p
i
k
e
i
n
h
.
g
e
t
v
a
l
u
e
(
l
a
g
)
∗
V
.
P
S
C
o
n
I
n
it
I
;
Neuron models 81
/
/
s
e
t
n
e
w
in
p
u
t
c
u
r
r
e
n
t
V
.
I
s
t
i
m
=
B
.
c
u
r
r
e
n
t
s
.
g
e
t
v
a
l
u
e
(
l
a
g
)
;
/
/
l
o
g
s
t
a
t
e
d
a
t
a
B
.
l
o
g
g
e
r
.
r
e
c
o
r
d
d
a
t
a
(
o
r
i
g
i
n
.
g
e
t
s
t
e
p
s
(
)
+
l
a
g
)
;
/
/
v
o
l
t
a
g
e
l
o
g
g
i
n
g
−−
n
e
x
t
t
w
o
l
i
n
e
s
w
i
l
l
d
is
a
p
p
e
a
r
/
/
W
it
h
u
s
e
o
f
m
u
lt
im
e
t
e
r
t
h
e
t
o
w
f
o
l
l
o
w
i
n
g
l
i
n
e
s
c
o
u
ld
b
e
d
e
l
e
t
e
d
B
.
p
o
t
e
n
t
i
a
l
s
.
r
e
c
o
r
d
d
a
t
a
(
o
r
i
g
i
n
.
g
e
t
s
t
e
p
s
(
)
+
la
g
,
S
.
V
)
;
B
.
c
o
n
d
u
c
t
a
n
c
e
s
.
r
e
c
o
r
d
d
a
t
a
(
o
r
i
g
i
n
.
g
e
t
s
t
e
p
s
(
)
+
la
g
,
s
t
d
:
:
p
a
ir
<
d
o
u
b
le
t
,
d
o
u
b
le
t
>
(
S
.
y
2
e
x
,
S
.
y
2
i
n
)
)
;
/
/
−−
−−
F
ro
m
i
a
f
c
o
n
d
a
l
p
h
a
.
c
p
p
S
T
O
P
−−
−−
−
}
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
h
a
n
d
le
(
S
p
ik
e
E
v
e
n
t
&
e
)
{
a
s
s
e
r
t
(
e
.
g
e
t
d
e
l
a
y
(
)
>
0
)
;
i
f
(
e
.
g
e
t
w
e
i
g
h
t
(
)
>
0
.
0
)
B
.
s
p
i
k
e
e
x
c
.
a
d
d
v
a
lu
e
(
e
.
g
e
t
r
e
l
d
e
l
i
v
e
r
y
s
t
e
p
s
(
n
e
t
w
o
r
k
(
)−
>
g
e
t
s
l
i
c
e
o
r
i
g
i
n
(
)
)
,
e
.
g
e
t
w
e
i
g
h
t
(
)
∗
e
.
g
e
t
m
u
l
t
i
p
l
i
c
i
t
y
(
)
)
;
e
l
s
e
B
.
s
p
i
k
e
i
n
h
.
a
d
d
v
a
lu
e
(
e
.
g
e
t
r
e
l
d
e
l
i
v
e
r
y
s
t
e
p
s
(
n
e
t
w
o
r
k
(
)−
>
g
e
t
s
l
i
c
e
o
r
i
g
i
n
(
)
)
,
−
e
.
g
e
t
w
e
i
g
h
t
(
)
∗
e
.
g
e
t
m
u
l
t
i
p
l
i
c
i
t
y
(
)
)
;
/
/
e
n
s
u
r
e
c
o
n
d
u
c
t
a
n
c
e
i
s
p
o
s
i
t
i
v
e
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
h
a
n
d
le
(
C
u
r
r
e
n
t
E
v
e
n
t&
e
)
{
a
s
s
e
r
t
(
e
.
g
e
t
d
e
l
a
y
(
)
>
0
)
;
/
/
a
d
d
w
e
ig
h
t
e
d
c
u
r
r
e
n
t
;
H
E
P
2
0
0
2
−
1
0
−
0
4
B
.
c
u
r
r
e
n
t
s
.
a
d
d
v
a
lu
e
(
e
.
g
e
t
r
e
l
d
e
l
i
v
e
r
y
s
t
e
p
s
(
n
e
t
w
o
r
k
(
)−
>
g
e
t
s
l
i
c
e
o
r
i
g
i
n
(
)
)
,
e
.
g
e
t
w
e
i
g
h
t
(
)
∗
e
.
g
e
t
c
u
r
r
e
n
t
(
)
)
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
h
a
n
d
le
(
P
o
t
e
n
t
i
a
l
R
e
q
u
e
s
t
&
e
)
{
B
.
p
o
t
e
n
t
i
a
l
s
.
h
a
n
d
le
(
∗
t
h
i
s
,
e
)
;
}
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
h
a
n
d
le
(
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t
&
e
)
{
B
.
c
o
n
d
u
c
t
a
n
c
e
s
.
h
a
n
d
le
(
∗
t
h
i
s
,
e
)
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
:
:
h
a
n
d
le
(
D
a
t
a
L
o
g
g
in
g
R
e
q
u
e
s
t&
e
)
{
B
.
l
o
g
g
e
r
.
h
a
n
d
le
(
e
)
;
} ia
f
co
n
d
a
lp
h
a
e
i
st
e
p
.h
/
∗ ∗
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
.
h
∗ ∗
T
h
is
f
i
l
e
i
s
p
a
r
t
o
f
N
E
S
T
∗ ∗
C
o
p
y
r
ig
h
t
(
C
)
2
0
0
5
−
2
0
0
9
b
y
∗
T
h
e
N
E
S
T
I
n
i
t
i
a
t
i
v
e
∗ ∗
S
e
e
t
h
e
f
i
l
e
A
U
T
H
O
R
S
f
o
r
d
e
t
a
i
l
s
.
∗ ∗
P
e
r
m
is
s
io
n
i
s
g
r
a
n
t
e
d
t
o
c
o
m
p
il
e
a
n
d
m
o
d
if
y
∗
t
h
i
s
f
i
l
e
f
o
r
n
o
n
−
c
o
m
m
e
r
c
ia
l
u
s
e
.
∗
S
e
e
t
h
e
f
i
l
e
L
IC
E
N
S
E
f
o
r
d
e
t
a
i
l
s
.
∗ ∗/
#
i
f
n
d
e
f
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
H
#
d
e
f
i
n
e
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
H
#
i
n
c
l
u
d
e
”
c
o
n
f
i
g
.
h
”
#
i
n
c
l
u
d
e
”
n
e
s
t
.
h
”
#
i
n
c
l
u
d
e
”
e
v
e
n
t
.
h
”
#
i
n
c
l
u
d
e
”
a
r
c
h
i
v
i
n
g
n
o
d
e
.
h
”
#
i
n
c
l
u
d
e
”
r
i
n
g
b
u
f
f
e
r
.
h
”
#
i
n
c
l
u
d
e
”
c
o
n
n
e
c
t
io
n
.
h
”
#
i
n
c
l
u
d
e
”
u
n
i
v
e
r
s
a
l
d
a
t
a
l
o
g
g
e
r
.
h
”
#
i
n
c
l
u
d
e
”
r
e
c
o
r
d
a
b
le
s
m
a
p
.
h
”
/
/
n
e
x
t
l
i
n
e
w
i
l
l
d
is
a
p
p
e
a
r
w
h
e
n
a
l
l
m
o
d
e
ls
s
u
p
p
o
r
t
m
u
lt
im
e
t
e
r
#
i
n
c
l
u
d
e
”
a
n
a
l
o
g
d
a
t
a
l
o
g
g
e
r
.
h
”
/
∗
B
e
g
in
D
o
c
u
m
e
n
t
a
t
io
n
82 Appendix B Programming code
N
a
m
e
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
−
S
im
p
le
c
o
n
d
u
c
t
a
n
c
e
b
a
s
e
d
le
a
k
y
i
n
t
e
g
r
a
t
e
−
a
n
d
−
f
i
r
e
n
e
u
r
o
n
m
o
d
e
l
.
D
e
s
c
r
i
p
t
i
o
n
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
i
s
a
n
im
p
le
m
e
n
t
a
t
io
n
o
f
a
s
p
i
k
i
n
g
n
e
u
r
o
n
u
s
in
g
IA
F
d
y
n
a
m
ic
s
w
it
h
c
o
n
d
u
c
t
a
n
c
e
−
b
a
s
e
d
s
y
n
a
p
s
e
s
.
I
n
c
o
m
in
g
s
p
i
k
e
e
v
e
n
t
s
in
d
u
c
e
a
p
o
s
t
−
s
y
n
a
p
t
i
c
c
h
a
n
g
e
o
f
c
o
n
d
u
c
t
a
n
c
e
m
o
d
e
ll
e
d
b
y
a
n
a
lp
h
a
f
u
n
c
t
i
o
n
.
T
h
e
a
lp
h
a
f
u
n
c
t
i
o
n
i
s
n
o
r
m
a
li
s
e
d
s
u
c
h
t
h
a
t
a
n
e
v
e
n
t
o
f
w
e
ig
h
t
1
.
0
r
e
s
u
l
t
s
in
a
p
e
a
k
c
u
r
r
e
n
t
o
f
1
n
S
a
t
t
=
t
a
u
s
y
n
.
P
a
r
a
m
e
t
e
r
s
:
T
h
e
f
o
l
l
o
w
i
n
g
p
a
r
a
m
e
t
e
r
s
c
a
n
b
e
s
e
t
in
t
h
e
s
t
a
t
u
s
d
i
c
t
i
o
n
a
r
y
.
V
m
d
o
u
b
le
−
M
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
in
m
V
E
L
d
o
u
b
le
−
L
e
a
k
r
e
v
e
r
s
a
l
p
o
t
e
n
t
i
a
l
in
m
V
.
C
m
d
o
u
b
le
−
C
a
p
a
c
it
y
o
f
t
h
e
m
e
m
b
r
a
n
e
in
p
F
t
r
e
f
d
o
u
b
le
−
D
u
r
a
t
io
n
o
f
r
e
f
r
a
c
t
o
r
y
p
e
r
i
o
d
in
m
s
.
V
t
h
d
o
u
b
le
−
S
p
ik
e
t
h
r
e
s
h
o
l
d
in
m
V
.
V
r
e
s
e
t
d
o
u
b
le
−
R
e
s
e
t
p
o
t
e
n
t
i
a
l
o
f
t
h
e
m
e
m
b
r
a
n
e
in
m
V
.
E
e
x
d
o
u
b
le
−
E
x
c
i
t
a
t
o
r
y
r
e
v
e
r
s
a
l
p
o
t
e
n
t
i
a
l
in
m
V
.
E
in
d
o
u
b
le
−
I
n
h
i
b
i
t
o
r
y
r
e
v
e
r
s
a
l
p
o
t
e
n
t
i
a
l
in
m
V
.
g
L
d
o
u
b
le
−
L
e
a
k
c
o
n
d
u
c
t
a
n
c
e
in
n
S
;
t
a
u
e
x
d
o
u
b
le
−
R
is
e
t
im
e
o
f
t
h
e
e
x
c
i
t
a
t
o
r
y
s
y
n
a
p
t
i
c
a
lp
h
a
f
u
n
c
t
i
o
n
in
m
s
.
t
a
u
i
n
d
o
u
b
le
−
R
is
e
t
im
e
o
f
t
h
e
i
n
h
i
b
i
t
o
r
y
s
y
n
a
p
t
i
c
a
lp
h
a
f
u
n
c
t
i
o
n
in
m
s
.
I
e
d
o
u
b
le
−
C
o
n
s
t
a
n
t
in
p
u
t
c
u
r
r
e
n
t
in
p
A
.
S
e
n
d
s
:
S
p
ik
e
E
v
e
n
t
R
e
c
e
iv
e
s
:
S
p
ik
e
E
v
e
n
t
,
C
u
r
r
e
n
t
E
v
e
n
t
,
P
o
t
e
n
t
ia
lR
e
q
u
e
s
t
,
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t
A
u
t
h
o
r
:
S
c
h
r
a
d
e
r
,
P
l
e
s
s
e
r
S
e
e
A
ls
o
:
i
a
f
c
o
n
d
e
x
p
,
i
a
f
c
o
n
d
a
l
p
h
a
m
c
∗/ na
m
e
s
p
a
c
e
n
e
s
t
{
/
∗∗ ∗
I
n
t
e
g
r
a
t
e
−
a
n
d
−
f
i
r
e
n
e
u
r
o
n
m
o
d
e
l
w
it
h
t
w
o
c
o
n
d
u
c
t
a
n
c
e
−
b
a
s
e
d
s
y
n
a
p
s
e
s
.
∗ ∗
@
n
o
t
e
P
e
r
2
0
0
9
−
0
4
−
1
7
,
t
h
i
s
c
l
a
s
s
h
a
s
b
e
e
n
r
e
v
i
s
e
d
t
o
o
u
r
n
e
w
e
s
t
∗
i
n
s
i
g
h
t
s
i
n
t
o
c
l
a
s
s
d
e
s
i
g
n
.
P
le
a
s
e
u
s
e
T
H
IS
C
L
A
S
S
a
s
a
r
e
f
e
r
e
n
c
e
∗
w
h
e
n
d
e
s
i
g
n
i
n
g
y
o
u
r
o
w
n
m
o
d
e
ls
w
it
h
n
o
n
l
i
n
e
a
r
d
y
n
a
m
ic
s
.
∗
O
n
e
w
e
a
k
n
e
s
s
o
f
t
h
i
s
c
l
a
s
s
i
s
t
h
a
t
i
t
d
i
s
t
i
n
g
u
i
s
h
e
s
b
e
t
w
e
e
n
∗
i
n
p
u
t
s
t
o
t
h
e
t
w
o
s
y
n
a
p
s
e
s
b
y
t
h
e
s
i
g
n
o
f
t
h
e
s
y
n
a
p
t
i
c
w
e
ig
h
t
.
∗
I
t
w
o
u
ld
b
e
b
e
t
t
e
r
t
o
u
s
e
r
e
c
e
p
t
o
r
t
y
p
e
s
,
c
f
i
a
f
c
o
n
d
a
l
p
h
a
m
c
.
∗/
c
l
a
s
s
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
p
u
b
l
i
c
A
r
c
h
iv
in
g
N
o
d
e
{ //
B
o
i
l
e
r
p
l
a
t
e
f
u
n
c
t
i
o
n
d
e
c
l
a
r
a
t
i
o
n
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
p
u
b
l
i
c
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
(
)
;
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
(
c
o
n
s
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
&
)
;
˜
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
(
)
;
/
∗ ∗
I
m
p
o
r
t
a
l
l
o
v
e
r
lo
a
d
e
d
v
i
r
t
u
a
l
f
u
n
c
t
i
o
n
s
t
h
a
t
w
e
∗
o
v
e
r
r
i
d
e
in
t
h
i
s
c
l
a
s
s
.
F
o
r
b
a
c
k
g
r
o
u
n
d
in
f
o
r
m
a
t
io
n
,
∗
s
e
e
h
t
t
p
:
/
/
w
w
w
.
g
o
t
w
.
c
a
/
g
o
t
w
/
0
0
5
.
h
tm
.
∗/
u
s
in
g
N
o
d
e
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
;
u
s
in
g
N
o
d
e
:
:
h
a
n
d
le
;
p
o
r
t
c
h
e
c
k
c
o
n
n
e
c
t
i
o
n
(
C
o
n
n
e
c
t
io
n
&
,
p
o
r
t
)
;
p
o
r
t
c
o
n
n
e
c
t
s
e
n
d
e
r
(
S
p
ik
e
E
v
e
n
t
&
,
p
o
r
t
)
;
p
o
r
t
c
o
n
n
e
c
t
s
e
n
d
e
r
(
C
u
r
r
e
n
t
E
v
e
n
t
&
,
p
o
r
t
)
;
p
o
r
t
c
o
n
n
e
c
t
s
e
n
d
e
r
(
D
a
t
a
L
o
g
g
in
g
R
e
q
u
e
s
t
&
,
p
o
r
t
)
;
/
/
T
h
e
n
e
x
t
t
w
o
l
i
n
e
s
w
i
l
l
d
i
s
a
p
p
e
a
r
o
n
c
e
a
l
l
m
o
d
e
ls
h
a
v
e
b
e
e
n
/
/
e
q
u
ip
p
e
d
f
o
r
u
s
e
w
it
h
m
u
lt
im
e
t
e
r
.
D
o
n
o
t
i
n
c
l
u
d
e
t
h
e
m
in
/
/
n
e
w
m
o
d
e
ls
!
p
o
r
t
c
o
n
n
e
c
t
s
e
n
d
e
r
(
P
o
t
e
n
t
i
a
l
R
e
q
u
e
s
t
&
,
p
o
r
t
)
;
p
o
r
t
c
o
n
n
e
c
t
s
e
n
d
e
r
(
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t
&
,
p
o
r
t
)
;
v
o
id
h
a
n
d
le
(
S
p
ik
e
E
v
e
n
t
&
)
;
v
o
id
h
a
n
d
le
(
C
u
r
r
e
n
t
E
v
e
n
t
&
)
;
v
o
id
h
a
n
d
le
(
D
a
t
a
L
o
g
g
in
g
R
e
q
u
e
s
t
&
)
;
v
o
id
h
a
n
d
le
(
P
o
t
e
n
t
i
a
l
R
e
q
u
e
s
t
&
)
;
/
/
w
i
l
l
d
is
a
p
p
e
a
r
(
m
u
lt
im
e
t
e
r
)
v
o
id
h
a
n
d
le
(
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t
&
)
;
/
/
w
i
l
l
d
is
a
p
p
e
a
r
(
m
u
lt
im
e
t
e
r
)
v
o
id
g
e
t
s
t
a
t
u
s
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
)
c
o
n
s
t
;
v
o
id
s
e
t
s
t
a
t
u
s
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
)
;
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p
r
i
v
a
t
e
:
v
o
id
i
n
i
t
n
o
d
e
(
c
o
n
s
t
N
o
d
e&
p
r
o
t
o
)
;
v
o
id
i
n
i
t
s
t
a
t
e
(
c
o
n
s
t
N
o
d
e&
p
r
o
t
o
)
;
v
o
id
i
n
i
t
b
u
f
f
e
r
s
(
)
;
v
o
id
c
a
l
i
b
r
a
t
e
(
)
;
v
o
id
u
p
d
a
t
e
(
T
im
e
c
o
n
s
t
&
,
c
o
n
s
t
l
o
n
g
t
,
c
o
n
s
t
l
o
n
g
t
)
;
/
/
E
N
D
B
o
i
l
e
r
p
l
a
t
e
f
u
n
c
t
i
o
n
d
e
c
l
a
r
a
t
i
o
n
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
/
/
F
r
ie
n
d
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
/
/
T
h
e
n
e
x
t
t
w
o
c
l
a
s
s
e
s
n
e
e
d
t
o
b
e
f
r
i
e
n
d
s
t
o
a
c
c
e
s
s
t
h
e
S
t
a
t
e
c
l
a
s
s
/
m
e
m
b
e
r
f
r
i
e
n
d
c
l
a
s
s
R
e
c
o
r
d
a
b
le
s
M
a
p
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
>
;
f
r
i
e
n
d
c
l
a
s
s
U
n
iv
e
r
s
a
lD
a
t
a
L
o
g
g
e
r
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
>
;
p
r
i
v
a
t
e
:
/
/
P
a
r
a
m
e
t
e
r
s
c
l
a
s
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
/
/
!
M
o
d
e
l
p
a
r
a
m
e
t
e
r
s
s
t
r
u
c
t
P
a
r
a
m
e
t
e
r
s
{
d
o
u
b
l
e
t
V
t
h
;
/
/
!<
T
h
r
e
s
h
o
ld
P
o
t
e
n
t
i
a
l
in
m
V
d
o
u
b
l
e
t
V
r
e
s
e
t
;
/
/
!<
R
e
s
e
t
P
o
t
e
n
t
i
a
l
in
m
V
d
o
u
b
l
e
t
t
r
e
f
;
/
/
!<
R
e
f
r
a
c
t
o
r
y
p
e
r
i
o
d
in
m
s
d
o
u
b
l
e
t
g
L
;
/
/
!<
L
e
a
k
C
o
n
d
u
c
t
a
n
c
e
in
n
S
d
o
u
b
l
e
t
C
m
;
/
/
!<
M
e
m
b
r
a
n
e
C
a
p
a
c
it
a
n
c
e
in
p
F
d
o
u
b
l
e
t
E
e
x
;
/
/
!<
E
x
c
i
t
a
t
o
r
y
r
e
v
e
r
s
a
l
P
o
t
e
n
t
i
a
l
in
m
V
d
o
u
b
l
e
t
E
in
;
/
/
!<
I
n
h
i
b
i
t
o
r
y
r
e
v
e
r
s
a
l
P
o
t
e
n
t
i
a
l
in
m
V
d
o
u
b
l
e
t
E
L
;
/
/
!<
L
e
a
k
r
e
v
e
r
s
a
l
P
o
t
e
n
t
i
a
l
(
a
k
a
r
e
s
t
i
n
g
p
o
t
e
n
t
i
a
l
)
in
m
V
d
o
u
b
l
e
t
t
a
u
s
y
n
E
;
/
/
!<
S
y
n
a
p
t
ic
T
im
e
C
o
n
s
t
a
n
t
E
x
c
i
t
a
t
o
r
y
S
y
n
a
p
s
e
in
m
s
d
o
u
b
l
e
t
t
a
u
s
y
n
I
;
/
/
!<
S
y
n
a
p
t
ic
T
im
e
C
o
n
s
t
a
n
t
f
o
r
I
n
h
i
b
i
t
o
r
y
S
y
n
a
p
s
e
in
m
s
d
o
u
b
l
e
t
I
e
;
/
/
!<
C
o
n
s
t
a
n
t
C
u
r
r
e
n
t
in
p
A
P
a
r
a
m
e
t
e
r
s
(
)
;
/
/
!<
S
e
t
d
e
f
a
u
l
t
p
a
r
a
m
e
t
e
r
v
a
l
u
e
s
v
o
id
g
e
t
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
)
c
o
n
s
t
;
/
/
!<
S
t
o
r
e
c
u
r
r
e
n
t
v
a
l
u
e
s
in
d
i
c
t
i
o
n
a
r
y
v
o
id
s
e
t
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
)
;
/
/
!<
S
e
t
v
a
l
u
e
s
fr
o
m
d
i
c
i
t
o
n
a
r
y
}; //
S
t
a
t
e
v
a
r
i
a
b
l
e
s
c
l
a
s
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
/
∗∗ ∗
S
t
a
t
e
v
a
r
i
a
b
l
e
s
o
f
t
h
e
m
o
d
e
l
.
∗ ∗
S
t
a
t
e
v
a
r
i
a
b
l
e
s
c
o
n
s
i
s
t
o
f
t
h
e
s
t
a
t
e
v
e
c
t
o
r
f
o
r
t
h
e
s
u
b
t
h
r
e
s
h
o
l
d
∗
d
y
n
a
m
ic
s
a
n
d
t
h
e
r
e
f
r
a
c
t
o
r
y
c
o
u
n
t
.
T
h
e
s
t
a
t
e
v
e
c
t
o
r
m
u
s
t
b
e
a
∗
C
−
s
t
y
l
e
a
r
r
a
y
t
o
b
e
c
o
m
p
a
t
ib
le
w
it
h
G
S
L
O
D
E
s
o
l
v
e
r
s
.
∗ ∗
@
n
o
t
e
C
o
p
y
c
o
n
s
t
r
u
c
t
o
r
a
n
d
a
s
s
ig
n
m
e
n
t
o
p
e
r
a
t
o
r
a
r
e
r
e
q
u
i
r
e
d
b
e
c
a
u
s
e
∗
o
f
t
h
e
C
−
s
t
y
l
e
a
r
r
a
y
.
∗/
p
u
b
l
i
c
:
s
t
r
u
c
t
S
t
a
t
e
{
d
o
u
b
l
e
t
V
;
/
/
!<
M
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
d
o
u
b
l
e
t
y
1
e
x
;
/
/
!<
E
x
c
i
t
a
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
,
d
e
r
i
v
a
t
i
v
e
d
o
u
b
l
e
t
y
2
e
x
;
/
/
!<
E
x
c
i
t
a
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
d
o
u
b
l
e
t
y
1
i
n
;
/
/
!<
I
n
h
i
b
i
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
,
d
e
r
i
v
a
t
i
v
e
d
o
u
b
l
e
t
y
2
i
n
;
/
/
!<
I
n
h
i
b
i
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
/
/
!<
n
u
m
b
e
r
o
f
r
e
f
r
a
c
t
o
r
y
s
t
e
p
s
r
e
m
a
in
in
g
i
n
t
t
r
;
S
t
a
t
e
(
c
o
n
s
t
P
a
r
a
m
e
t
e
r
s
&
)
;
/
/
!<
D
e
f
a
u
lt
i
n
i
t
i
a
l
i
z
a
t
i
o
n
S
t
a
t
e
(
c
o
n
s
t
S
t
a
t
e
&
)
;
S
t
a
t
e
&
o
p
e
r
a
t
o
r
=
(
c
o
n
s
t
S
t
a
t
e
&
)
;
v
o
id
g
e
t
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
)
c
o
n
s
t
;
/
/
!<
S
t
o
r
e
c
u
r
r
e
n
t
v
a
l
u
e
s
in
d
i
c
t
i
o
n
a
r
y
/
∗∗ ∗
S
e
t
s
t
a
t
e
fr
o
m
v
a
l
u
e
s
in
d
i
c
t
i
o
n
a
r
y
.
∗
R
e
q
u
ir
e
s
P
a
r
a
m
e
t
e
r
s
a
s
a
r
g
u
m
e
n
t
t
o
,
e
g
,
c
h
e
c
k
b
o
u
n
d
s
.
’
∗/
v
o
id
s
e
t
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
,
c
o
n
s
t
P
a
r
a
m
e
t
e
r
s
&
)
;
};
84 Appendix B Programming code
p
r
i
v
a
t
e
:
/
/
B
u
f
f
e
r
s
c
l
a
s
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
/
∗∗ ∗
B
u
f
f
e
r
s
o
f
t
h
e
m
o
d
e
l
.
∗
B
u
f
f
e
r
s
a
r
e
o
n
p
a
r
w
it
h
s
t
a
t
e
v
a
r
i
a
b
l
e
s
in
t
e
r
m
s
o
f
p
e
r
s
i
s
t
e
n
c
e
,
∗
i
.
e
.
,
i
n
i
t
a
l
i
z
e
d
o
n
ly
u
p
o
n
f
i
r
s
t
S
im
u
la
t
e
c
a
l
l
a
f
t
e
r
R
e
s
e
t
K
e
r
n
e
l
∗
o
r
R
e
s
e
t
N
e
t
w
o
r
k
,
b
u
t
a
r
e
im
p
le
m
e
n
t
a
t
io
n
d
e
t
a
i
l
s
h
id
d
e
n
fr
o
m
t
h
e
u
s
e
r
.
∗/
s
t
r
u
c
t
B
u
f
f
e
r
s
{
B
u
f
f
e
r
s
(
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
&
)
;
/
/
!<
S
e
t
s
b
u
f
f
e
r
p
o
i
n
t
e
r
s
t
o
0
B
u
f
f
e
r
s
(
c
o
n
s
t
B
u
f
f
e
r
s
&
,
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
&
)
;
/
/
!<
S
e
t
s
b
u
f
f
e
r
p
o
i
n
t
e
r
s
t
o
0
/
/
!
L
o
g
g
e
r
f
o
r
a
l
l
a
n
a
lo
g
d
a
t
a
U
n
iv
e
r
s
a
lD
a
t
a
L
o
g
g
e
r
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
>
l
o
g
g
e
r
;
/
∗∗
b
u
f
f
e
r
s
a
n
d
s
u
m
s
u
p
in
c
o
m
in
g
s
p
i
k
e
s
/
c
u
r
r
e
n
t
s
∗/
R
in
g
B
u
f
f
e
r
s
p
i
k
e
e
x
c
;
R
in
g
B
u
f
f
e
r
s
p
i
k
e
i
n
h
;
R
in
g
B
u
f
f
e
r
c
u
r
r
e
n
t
s
;
/
/
T
h
e
n
e
x
t
t
w
o
l
i
n
e
s
w
i
l
l
d
i
s
a
p
p
e
a
r
o
n
c
e
a
l
l
m
o
d
e
ls
h
a
v
e
b
e
e
n
/
/
e
q
u
ip
p
e
d
f
o
r
u
s
e
w
it
h
m
u
lt
im
e
t
e
r
.
D
o
n
o
t
i
n
c
l
u
d
e
t
h
e
m
in
/
/
n
e
w
m
o
d
e
ls
!
A
n
a
lo
g
D
a
t
a
L
o
g
g
e
r
<
P
o
t
e
n
t
ia
lR
e
q
u
e
s
t
>
p
o
t
e
n
t
i
a
l
s
;
A
n
a
lo
g
D
a
t
a
L
o
g
g
e
r
<
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t
>
c
o
n
d
u
c
t
a
n
c
e
s
;
/
/
I
n
t
e
r
g
r
a
t
i
o
n
S
t
e
p
s
h
o
u
ld
b
e
r
e
s
e
t
w
it
h
t
h
e
n
e
u
r
o
n
o
n
R
e
s
e
t
N
e
t
w
o
r
k
,
/
/
b
u
t
r
e
m
a
in
u
n
c
h
a
n
g
e
d
d
u
r
in
g
c
a
l
i
b
r
a
t
i
o
n
.
S
in
c
e
i
t
i
s
i
n
i
t
i
a
l
i
z
e
d
w
it
h
/
/
s
t
e
p
,
a
n
d
t
h
e
r
e
s
o
l
u
t
i
o
n
c
a
n
n
o
t
c
h
a
n
g
e
a
f
t
e
r
n
o
d
e
s
h
a
v
e
b
e
e
n
c
r
e
a
t
e
d
,
/
/
i
t
i
s
s
a
f
e
t
o
p
l
a
c
e
b
o
t
h
h
e
r
e
.
d
o
u
b
l
e
t
s
t
e
p
;
/
/
!<
s
t
e
p
s
i
z
e
in
m
s
d
o
u
b
le
I
n
t
e
g
r
a
t
i
o
n
S
t
e
p
;/
/
!
<
c
u
r
r
e
n
t
i
n
t
e
g
r
a
t
i
o
n
t
im
e
s
t
e
p
,
u
p
d
a
t
e
d
b
y
G
S
L
};
/
/
V
a
r
i
a
b
l
e
s
c
l
a
s
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
/
∗∗ ∗
I
n
t
e
r
n
a
l
v
a
r
i
a
b
l
e
s
o
f
t
h
e
m
o
d
e
l
.
∗
V
a
r
i
a
b
l
e
s
a
r
e
r
e
−
i
n
i
t
i
a
l
i
z
e
d
u
p
o
n
e
a
c
h
c
a
l
l
t
o
S
im
u
la
t
e
.
∗/
s
t
r
u
c
t
V
a
r
i
a
b
l
e
s
{
/
∗∗ ∗
I
m
p
u
ls
e
t
o
a
d
d
t
o
D
G
E
X
C
o
n
s
p
i
k
e
a
r
r
i
v
a
l
t
o
e
v
o
k
e
u
n
it
−
a
m
p
li
t
u
d
e
∗
c
o
n
d
u
c
t
a
n
c
e
e
x
c
u
r
s
i
o
n
.
∗/
d
o
u
b
l
e
t
P
S
C
o
n
I
n
it
E
;
/
∗∗ ∗
I
m
p
u
ls
e
t
o
a
d
d
t
o
D
G
IN
H
o
n
s
p
i
k
e
a
r
r
i
v
a
l
t
o
e
v
o
k
e
u
n
it
−
a
m
p
li
t
u
d
e
∗
c
o
n
d
u
c
t
a
n
c
e
e
x
c
u
r
s
i
o
n
.
∗/
d
o
u
b
l
e
t
P
S
C
o
n
I
n
it
I
;
/
/
!
r
e
f
r
a
c
t
o
r
y
t
im
e
in
s
t
e
p
s
i
n
t
t
R
e
f
r
a
c
t
o
r
y
C
o
u
n
t
s
;
/
/
!
m
a
k
e
e
x
t
e
r
n
a
l
in
p
u
t
c
u
r
r
e
n
t
a
v
a
i
l
a
b
l
e
t
o
d
y
n
a
m
ic
s
f
u
n
c
t
i
o
n
d
o
u
b
l
e
t
I
s
t
i
m
;
/
/
!
u
s
e
d
f
o
r
t
e
m
p
o
r
a
r
y
s
a
v
in
g
o
f
t
h
e
v
a
l
u
e
s
c
a
l
c
u
l
a
t
e
d
b
y
t
h
e
/
/
!
R
u
n
g
e
−
K
u
t
t
a
m
e
t
h
o
d
d
u
r
in
g
a
c
o
m
p
u
t
a
t
io
n
a
l
s
t
e
p
d
o
u
b
l
e
t
k
1
;
d
o
u
b
l
e
t
k
2
;
d
o
u
b
l
e
t
k
3
;
d
o
u
b
l
e
t
k
4
;
d
o
u
b
l
e
t
k
5
;
d
o
u
b
l
e
t
k
6
;
/
/
!
U
s
e
d
t
o
c
a
l
c
u
l
a
t
e
t
h
e
d
i
f
f
e
r
e
n
c
e
b
e
t
w
e
e
n
f
o
u
r
t
h
a
n
d
f
i
f
t
h
o
r
d
e
r
R
u
n
g
e
−
K
u
t
t
a
m
e
t
h
o
d
s
t
d
:
:
v
e
c
t
o
r
<
d
o
u
b
l
e
t
>
e
c
;
/
/
!
P
r
o
p
a
g
a
t
o
r
m
a
t
r
ix
u
s
e
d
in
e
x
a
c
t
i
n
t
e
g
r
a
t
i
o
n
(
u
p
d
a
t
in
g
o
f
s
y
n
a
p
t
i
c
d
y
n
a
m
ic
s
)
s
t
r
u
c
t
P
r
o
p
a
g
a
t
o
r
{
d
o
u
b
l
e
t
P
2
1
;
d
o
u
b
l
e
t
P
1
1
;
};
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s
t
d
:
:
v
e
c
t
o
r
<
P
r
o
p
a
g
a
t
o
r
>
P
e
x
;
/
/
!<
E
x
c
i
t
a
t
o
r
y
p
r
o
p
a
g
a
t
o
r
m
a
t
r
ix
s
t
d
:
:
v
e
c
t
o
r
<
P
r
o
p
a
g
a
t
o
r
>
P
i
n
;
/
/
!<
I
n
h
i
b
i
t
o
r
y
p
r
o
p
a
g
a
t
o
r
m
a
t
r
ix
s
t
d
:
:
v
e
c
t
o
r
<
d
o
u
b
le
t
>
k
d
e
l
t
a
h
;
/
/
!<
C
o
n
t
a
in
s
t
h
e
t
e
s
t
s
t
e
p
s
d
u
r
in
g
a
c
o
m
p
u
t
a
t
io
n
a
l
t
im
e
s
t
e
p
d
o
u
b
l
e
t
y
2
m
id
e
x
;
d
o
u
b
l
e
t
y
2
m
id
in
;
}; //
A
c
c
e
s
s
f
u
n
c
t
i
o
n
s
f
o
r
U
n
iv
e
r
s
a
lD
a
t
a
L
o
g
g
e
r
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
o
u
b
l
e
t
g
e
t
V
(
)
c
o
n
s
t
{r
e
t
u
r
n
S
.
V
;
}
/
/
<
!
R
e
t
u
r
n
s
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
d
o
u
b
l
e
t
g
e
t
g
e
x
(
)
c
o
n
s
t
{r
e
t
u
r
n
S
.
y
2
e
x
;
}
/
/
<
!
R
e
t
u
r
n
s
e
x
c
i
t
a
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
d
o
u
b
l
e
t
g
e
t
g
i
n
(
)
c
o
n
s
t
{r
e
t
u
r
n
S
.
y
2
i
n
;
}
/
/
<
!
R
e
t
u
r
n
s
i
n
h
i
b
i
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
/
/
!
R
e
a
d
o
u
t
r
e
m
a
in
in
g
r
e
f
r
a
c
t
o
r
y
t
im
e
,
u
s
e
d
b
y
U
n
iv
e
r
s
a
lD
a
t
a
L
o
g
g
e
r
d
o
u
b
l
e
t
g
e
t
r
(
)
c
o
n
s
t
{
r
e
t
u
r
n
T
im
e
:
:
g
e
t
r
e
s
o
l
u
t
i
o
n
(
)
.
g
e
t
m
s
(
)
∗
S
.
r
;
}
/
/
!
C
a
l
c
u
l
a
t
e
a
n
d
r
e
a
d
o
u
t
t
h
e
d
i
f
f
e
r
e
n
c
e
b
e
t
w
e
e
f
o
u
r
t
h
a
n
d
f
i
f
t
h
o
r
d
e
r
R
K
.
U
s
e
d
b
y
U
n
iv
e
r
s
a
lD
a
t
a
L
o
g
g
e
r
d
o
u
b
l
e
t
g
e
t
V
e
r
r
o
r
(
)
c
o
n
s
t
{
r
e
t
u
r
n
V
.
e
c
[
1
]
∗
V
.
k
1
+
V
.
e
c
[
3
]
∗
V
.
k
3
+
V
.
e
c
[
4
]
∗
V
.
k
4
+
V
.
e
c
[
5
]
∗
V
.
k
5
+
V
.
e
c
[
6
]
∗
V
.
k
6
;
}
/
/
!
U
p
d
a
t
e
s
t
h
e
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
s
o
t
h
e
R
u
n
g
e
−
K
u
t
t
a
m
e
t
h
o
d
g
e
t
s
t
h
e
r
i
g
t
v
a
l
u
e
s
.
d
o
u
b
l
e
t
d
V
d
t
(
i
n
t
t
i
,
d
o
u
b
l
e
t
V
m
)
;
/
/
!
U
p
d
a
t
e
s
t
h
e
s
y
n
a
p
s
e
s
,
b
o
t
h
t
h
e
i
n
h
i
b
i
t
o
r
y
a
n
d
t
h
e
e
x
c
i
t
a
t
o
r
y
v
o
id
u
p
d
a
t
in
g
s
y
n
a
p
s
e
s
(
)
;
/
/
!
C
r
e
a
t
e
s
t
h
e
s
y
n
a
p
t
i
c
v
a
l
u
e
s
in
t
h
e
p
r
o
p
a
g
a
t
o
r
m
a
t
r
i
c
e
s
.
O
n
e
c
a
l
l
f
o
r
e
a
c
h
s
t
e
p
t
a
k
e
n
b
y
t
h
e
R
u
n
g
e
−
K
u
t
t
a
m
e
t
h
o
d
.
v
o
id
s
e
t
s
y
n
a
p
s
e
s
m
a
t
r
i
x
(
V
a
r
i
a
b
l
e
s
:
:
P
r
o
p
a
g
a
t
o
r
&
P
r
,
c
o
n
s
t
d
o
u
b
l
e
t
&
d
e
lt
a
h
,
c
o
n
s
t
d
o
u
b
l
e
t
&
t
a
u
s
y
n
)
;
/
/
D
a
t
a
m
e
m
b
e
r
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
/
/
k
e
e
p
t
h
e
o
r
d
e
r
o
f
t
h
e
s
e
l
i
n
e
s
,
s
e
e
m
s
t
o
g
i
v
e
b
e
s
t
p
e
r
f
o
r
m
a
n
c
e
P
a
r
a
m
e
t
e
r
s
P
;
S
t
a
t
e
S
;
V
a
r
i
a
b
l
e
s
V
;
B
u
f
f
e
r
s
B
;
/
/
!
M
a
p
p
in
g
o
f
r
e
c
o
r
d
a
b
l
e
s
n
a
m
e
s
t
o
a
c
c
e
s
s
f
u
n
c
t
i
o
n
s
s
t
a
t
i
c
R
e
c
o
r
d
a
b
le
s
M
a
p
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
>
r
e
c
o
r
d
a
b
le
s
M
a
p
;
}; //
B
o
i
l
e
r
p
l
a
t
e
i
n
l
i
n
e
f
u
n
c
t
i
o
n
d
e
f
i
n
i
t
i
o
n
s
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
i
n
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
c
h
e
c
k
c
o
n
n
e
c
t
i
o
n
(
C
o
n
n
e
c
t
io
n
&
c
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
S
p
ik
e
E
v
e
n
t
e
;
e
.
s
e
t
s
e
n
d
e
r
(
∗
t
h
i
s
)
;
c
.
c
h
e
c
k
e
v
e
n
t
(
e
)
;
r
e
t
u
r
n
c
.
g
e
t
t
a
r
g
e
t
(
)−
>
c
o
n
n
e
c
t
s
e
n
d
e
r
(
e
,
r
e
c
e
p
t
o
r
t
y
p
e
)
;
} in
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
S
p
ik
e
E
v
e
n
t
&
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
r
e
t
u
r
n
0
;
} in
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
C
u
r
r
e
n
t
E
v
e
n
t
&
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
r
e
t
u
r
n
0
;
} in
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
D
a
t
a
L
o
g
g
in
g
R
e
q
u
e
s
t&
d
lr
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
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i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
B
.
l
o
g
g
e
r
.
c
o
n
n
e
c
t
l
o
g
g
i
n
g
d
e
v
i
c
e
(
d
lr
,
r
e
c
o
r
d
a
b
le
s
M
a
p
)
;
r
e
t
u
r
n
0
;
} in
l
i
n
e
v
o
id
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
g
e
t
s
t
a
t
u
s
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
c
o
n
s
t
{
P
.
g
e
t
(
d
)
;
S
.
g
e
t
(
d
)
;
A
r
c
h
iv
in
g
N
o
d
e
:
:
g
e
t
s
t
a
t
u
s
(
d
)
;
(
∗d
)
[
n
a
m
e
s
:
:
r
e
c
o
r
d
a
b
l
e
s
]
=
r
e
c
o
r
d
a
b
le
s
M
a
p
.
g
e
t
l
i
s
t
(
)
;
} in
l
i
n
e
v
o
id
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
s
e
t
s
t
a
t
u
s
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
{
P
a
r
a
m
e
t
e
r
s
p
t
m
p
=
P
;
/
/
t
e
m
p
o
r
a
r
y
c
o
p
y
in
c
a
s
e
o
f
e
r
r
o
r
s
p
t
m
p
.
s
e
t
(
d
)
;
/
/
t
h
r
o
w
s
i
f
B
a
d
P
r
o
p
e
r
t
y
S
t
a
t
e
s
t
m
p
=
S
;
/
/
t
e
m
p
o
r
a
r
y
c
o
p
y
in
c
a
s
e
o
f
e
r
r
o
r
s
s
t
m
p
.
s
e
t
(
d
,
p
t
m
p
)
;
/
/
t
h
r
o
w
s
i
f
B
a
d
P
r
o
p
e
r
t
y
/
/
W
e
n
o
w
k
n
o
w
t
h
a
t
(
p
tm
p
,
s
t
m
p
)
a
r
e
c
o
n
s
i
s
t
e
n
t
.
W
e
d
o
n
o
t
/
/
w
r
i
t
e
t
h
e
m
b
a
c
k
t
o
(
P
,
S
)
b
e
f
o
r
e
w
e
a
r
e
a
l
s
o
s
u
r
e
t
h
a
t
/
/
t
h
e
p
r
o
p
e
r
t
i
e
s
t
o
b
e
s
e
t
in
t
h
e
p
a
r
e
n
t
c
l
a
s
s
a
r
e
i
n
t
e
r
n
a
l
l
y
/
/
c
o
n
s
i
s
t
e
n
t
.
A
r
c
h
iv
in
g
N
o
d
e
:
:
s
e
t
s
t
a
t
u
s
(
d
)
;
/
/
i
f
w
e
g
e
t
h
e
r
e
,
t
e
m
p
o
r
a
r
i
e
s
c
o
n
t
a
in
c
o
n
s
i
s
t
e
n
t
s
e
t
o
f
p
r
o
p
e
r
t
i
e
s
P
=
p
t
m
p
;
S
=
s
t
m
p
;
} //
T
h
e
n
e
x
t
t
w
o
f
u
n
c
t
i
o
n
s
w
i
l
l
d
is
a
p
p
e
a
r
o
n
c
e
a
l
l
m
o
d
e
ls
h
a
v
e
b
e
e
n
/
/
e
q
u
ip
p
e
d
f
o
r
u
s
e
w
it
h
m
u
lt
im
e
t
e
r
.
D
o
n
o
t
i
n
c
l
u
d
e
t
h
e
m
in
/
/
n
e
w
m
o
d
e
ls
!
i
n
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
P
o
t
e
n
t
i
a
l
R
e
q
u
e
s
t
&
p
r
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
B
.
p
o
t
e
n
t
i
a
l
s
.
c
o
n
n
e
c
t
l
o
g
g
i
n
g
d
e
v
i
c
e
(
p
r
)
;
r
e
t
u
r
n
0
;
} in
l
i
n
e
p
o
r
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
c
o
n
n
e
c
t
s
e
n
d
e
r
(
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t&
s
c
r
,
p
o
r
t
r
e
c
e
p
t
o
r
t
y
p
e
)
{
i
f
(
r
e
c
e
p
t
o
r
t
y
p
e
!=
0
)
t
h
r
o
w
U
n
k
n
o
w
n
R
e
c
e
p
t
o
r
T
y
p
e
(
r
e
c
e
p
t
o
r
t
y
p
e
,
g
e
t
n
a
m
e
(
)
)
;
B
.
c
o
n
d
u
c
t
a
n
c
e
s
.
c
o
n
n
e
c
t
l
o
g
g
i
n
g
d
e
v
i
c
e
(
s
c
r
)
;
r
e
t
u
r
n
0
;
}
}
/
/
n
a
m
e
s
p
a
c
e
#
e
n
d
i
f
/
/
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
H
ia
f
co
n
d
a
lp
h
a
e
i
st
e
p
.c
p
p
/
∗ ∗
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
.
c
p
p
∗ ∗
T
h
is
f
i
l
e
i
s
p
a
r
t
o
f
N
E
S
T
∗ ∗
C
o
p
y
r
ig
h
t
(
C
)
2
0
0
5
−
2
0
0
9
b
y
∗
T
h
e
N
E
S
T
I
n
i
t
i
a
t
i
v
e
∗ ∗
S
e
e
t
h
e
f
i
l
e
A
U
T
H
O
R
S
f
o
r
d
e
t
a
i
l
s
.
∗ ∗
P
e
r
m
is
s
io
n
i
s
g
r
a
n
t
e
d
t
o
c
o
m
p
il
e
a
n
d
m
o
d
if
y
∗
t
h
i
s
f
i
l
e
f
o
r
n
o
n
−
c
o
m
m
e
r
c
ia
l
u
s
e
.
∗
S
e
e
t
h
e
f
i
l
e
L
IC
E
N
S
E
f
o
r
d
e
t
a
i
l
s
.
∗ ∗/
#
i
n
c
l
u
d
e
”
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
.
h
”
#
i
n
c
l
u
d
e
”
e
x
c
e
p
t
i
o
n
s
.
h
”
#
i
n
c
l
u
d
e
”
n
e
t
w
o
r
k
.
h
”
#
i
n
c
l
u
d
e
”
d
i
c
t
.
h
”
#
i
n
c
l
u
d
e
”
in
t
e
g
e
r
d
a
t
u
m
.
h
”
#
i
n
c
l
u
d
e
”
d
o
u
b
le
d
a
t
u
m
.
h
”
#
i
n
c
l
u
d
e
”
d
i
c
t
u
t
i
l
s
.
h
”
#
i
n
c
l
u
d
e
”
n
u
m
e
r
ic
s
.
h
”
#
i
n
c
l
u
d
e
”
a
n
a
l
o
g
d
a
t
a
l
o
g
g
e
r
i
m
p
l
.
h
”
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#
i
n
c
l
u
d
e
”
u
n
i
v
e
r
s
a
l
d
a
t
a
l
o
g
g
e
r
i
m
p
l
.
h
”
#
i
n
c
l
u
d
e
<
l
i
m
i
t
s
>
#
i
n
c
l
u
d
e
<
io
m
a
n
ip
>
#
i
n
c
l
u
d
e
<
io
s
t
r
e
a
m
>
#
i
n
c
l
u
d
e
<
c
s
t
d
i
o
>
/
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
R
e
c
o
r
d
a
b
le
s
m
a
p
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
n
e
s
t
:
:
R
e
c
o
r
d
a
b
le
s
M
a
p
<
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
>
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
r
e
c
o
r
d
a
b
le
s
M
a
p
;
n
a
m
e
s
p
a
c
e
n
e
s
t
/
/
t
e
m
p
la
t
e
s
p
e
c
i
a
l
i
z
a
t
i
o
n
m
u
s
t
b
e
p
la
c
e
d
in
n
a
m
e
s
p
a
c
e
{
/
∗ ∗
O
v
e
r
r
id
e
t
h
e
c
r
e
a
t
e
(
)
m
e
t
h
o
d
w
it
h
o
n
e
c
a
l
l
t
o
R
e
c
o
r
d
a
b
le
s
M
a
p
:
:
i
n
s
e
r
t
(
)
∗
f
o
r
e
a
c
h
q
u
a
n
t
it
y
t
o
b
e
r
e
c
o
r
d
e
d
.
∗/
t
e
m
p
la
t
e
<
>
v
o
id
R
e
c
o
r
d
a
b
le
s
M
a
p
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
>
::
c
r
e
a
t
e
(
)
{
/
/
u
s
e
s
t
a
n
d
a
r
d
n
a
m
e
s
w
h
e
r
e
e
v
e
r
y
o
u
c
a
n
f
o
r
c
o
n
s
i
s
t
e
n
c
y
!
i
n
s
e
r
t
(
n
a
m
e
s
:
:
V
m
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
g
e
t
V
)
;
i
n
s
e
r
t
(
n
a
m
e
s
:
:
g
e
x
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
g
e
t
g
e
x
)
;
i
n
s
e
r
t
(
n
a
m
e
s
:
:
g
in
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
g
e
t
g
i
n
)
;
i
n
s
e
r
t
(
n
a
m
e
s
:
:
t
r
e
f
r
e
m
a
i
n
i
n
g
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
g
e
t
r
)
;
i
n
s
e
r
t
(
”
V
e
r
r
o
r
”
,
&
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
g
e
t
V
e
r
r
o
r
)
;
}
} /∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
D
e
f
a
u
lt
c
o
n
s
t
r
u
c
t
o
r
s
d
e
f
i
n
i
n
g
d
e
f
a
u
l
t
p
a
r
a
m
e
t
e
r
s
a
n
d
s
t
a
t
e
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
P
a
r
a
m
e
t
e
r
s
:
:
P
a
r
a
m
e
t
e
r
s
(
)
:
V
t
h
(
−
5
5
.0
)
,
/
/
m
V
V
r
e
s
e
t
(
−
6
0
.0
)
,
/
/
m
V
t
r
e
f
(
2
.
0
)
,
/
/
m
s
g
L
(
1
6
.6
6
6
7
)
,
/
/
n
S
C
m
(
2
5
0
.
0
)
,
/
/
p
F
E
e
x
(
0
.
0
)
,
/
/
m
V
E
in
(
−
8
5
.0
)
,
/
/
m
V
E
L
(
−
7
0
.0
)
,
/
/
m
V
t
a
u
s
y
n
E
(
0
.
2
)
,
/
/
m
s
t
a
u
s
y
n
I
(
2
.
0
)
,
/
/
m
s
I
e
(
0
.
0
)
/
/
p
A
{
r
e
c
o
r
d
a
b
le
s
M
a
p
.
c
r
e
a
t
e
(
)
;
} n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
S
t
a
t
e
:
:
S
t
a
t
e
(
c
o
n
s
t
P
a
r
a
m
e
t
e
r
s
&
p
)
:
V
(
p
.
E
L
)
,
y
1
e
x
(
0
)
,
y
2
e
x
(
0
)
,
y
1
i
n
(
0
)
,
y
2
i
n
(
0
)
,
r
(
0
)
{ } n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
S
t
a
t
e
:
:
S
t
a
t
e
(
c
o
n
s
t
S
t
a
t
e
&
s
)
:
V
(
s
.
V
)
,
y
1
e
x
(
s
.
y
1
e
x
)
,
y
2
e
x
(
s
.
y
2
e
x
)
,
y
1
i
n
(
s
.
y
1
i
n
)
,
y
2
i
n
(
s
.
y
2
i
n
)
,
r
(
s
.
r
)
{ } n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
S
t
a
t
e
&
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
S
t
a
t
e
:
:
o
p
e
r
a
t
o
r
=
(
c
o
n
s
t
S
t
a
t
e
&
s
)
{
i
f
(
t
h
i
s
=
=
&
s
)
/
/
a
v
o
id
a
s
s
ig
n
m
e
n
t
t
o
s
e
l
f
r
e
t
u
r
n
∗
t
h
i
s
;
V
=
s
.
V
;
y
1
e
x
=
s
.
y
1
e
x
;
y
2
e
x
=
s
.
y
2
e
x
;
y
1
i
n
=
s
.
y
1
i
n
;
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y
2
i
n
=
s
.
y
2
i
n
;
r
=
s
.
r
;
r
e
t
u
r
n
∗
t
h
i
s
;
} n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
B
u
f
f
e
r
s
:
:
B
u
f
f
e
r
s
(
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
&
n
)
:
l
o
g
g
e
r
(
n
)
{ /
/
T
h
e
o
t
h
e
r
m
e
m
b
e
r
v
a
r
i
a
b
l
e
s
a
r
e
l
e
f
t
u
n
i
n
i
t
i
a
l
i
s
e
d
o
r
a
r
e
/
/
a
u
t
o
m
a
t
i
c
a
l
l
y
i
n
i
t
i
a
l
i
s
e
d
b
y
t
h
e
i
r
d
e
f
a
u
l
t
c
o
n
s
t
r
u
c
t
o
r
.
}
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
B
u
f
f
e
r
s
:
:
B
u
f
f
e
r
s
(
c
o
n
s
t
B
u
f
f
e
r
s
&
,
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
&
n
)
:
l
o
g
g
e
r
(
n
)
{ //
T
h
e
o
t
h
e
r
m
e
m
b
e
r
v
a
r
i
a
b
l
e
s
a
r
e
l
e
f
t
u
n
i
n
i
t
i
a
l
i
s
e
d
o
r
a
r
e
/
/
a
u
t
o
m
a
t
i
c
a
l
l
y
i
n
i
t
i
a
l
i
s
e
d
b
y
t
h
e
i
r
d
e
f
a
u
l
t
c
o
n
s
t
r
u
c
t
o
r
.
}
/
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
P
a
r
a
m
e
t
e
r
a
n
d
s
t
a
t
e
e
x
t
r
a
c
t
i
o
n
s
a
n
d
m
a
n
ip
u
la
t
io
n
f
u
n
c
t
i
o
n
s
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
P
a
r
a
m
e
t
e
r
s
:
:
g
e
t
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
c
o
n
s
t
{
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
t
h
,
V
t
h
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
r
e
s
e
t
,
V
r
e
s
e
t
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
r
e
f
,
t
r
e
f
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
g
L
,
g
L
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
L
,
E
L
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
e
x
,
E
e
x
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
in
,
E
in
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
C
m
,
C
m
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
a
u
s
y
n
e
x
,
t
a
u
s
y
n
E
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
a
u
s
y
n
i
n
,
t
a
u
s
y
n
I
)
;
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
I
e
,
I
e
)
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
P
a
r
a
m
e
t
e
r
s
:
:
s
e
t
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
{
/
/
a
ll
o
w
s
e
t
t
i
n
g
t
h
e
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
t
h
,
V
t
h
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
r
e
s
e
t
,
V
r
e
s
e
t
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
r
e
f
,
t
r
e
f
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
L
,
E
L
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
e
x
,
E
e
x
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
E
in
,
E
in
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
C
m
,
C
m
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
g
L
,
g
L
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
a
u
s
y
n
e
x
,
t
a
u
s
y
n
E
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
t
a
u
s
y
n
i
n
,
t
a
u
s
y
n
I
)
;
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
I
e
,
I
e
)
;
i
f
(
V
r
e
s
e
t
>
=
V
t
h
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
R
e
s
e
t
p
o
t
e
n
t
i
a
l
m
u
s
t
b
e
s
m
a
l
l
e
r
t
h
a
n
t
h
r
e
s
h
o
l
d
.
”
)
;
i
f
(
C
m
<
=
0
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
C
a
p
a
c
it
a
n
c
e
m
u
s
t
b
e
s
t
r
i
c
t
l
y
p
o
s
i
t
i
v
e
.
”
)
;
i
f
(
t
r
e
f
<
0
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
R
e
f
r
a
c
t
o
r
y
t
im
e
c
a
n
n
o
t
b
e
n
e
g
a
t
i
v
e
.
”
)
;
i
f
(
t
a
u
s
y
n
E
<
=
0
||
t
a
u
s
y
n
I
<
=
0
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
A
l
l
t
im
e
c
o
n
s
t
a
n
t
s
m
u
s
t
b
e
s
t
r
i
c
t
l
y
p
o
s
i
t
i
v
e
.
”
)
;
c
o
n
s
t
d
o
u
b
l
e
t
r
a
t
i
o
r
e
s
t
a
u
=
1
0
.
0
;
/
/
A
g
l
o
b
a
l
v
a
r
i
a
b
l
e
c
o
u
ld
b
e
u
s
e
d
i
n
s
t
e
a
d
c
o
n
s
t
d
o
u
b
l
e
t
r
e
s
=
T
im
e
:
:
g
e
t
r
e
s
o
l
u
t
i
o
n
(
)
.
g
e
t
m
s
(
)
;
i
f
(
(
r
e
s
∗
r
a
t
i
o
r
e
s
t
a
u
>
t
a
u
s
y
n
E
)
||
(
r
e
s
∗
r
a
t
i
o
r
e
s
t
a
u
>
t
a
u
s
y
n
I
)
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
R
e
s
o
l
u
t
i
o
n
t
o
o
r
o
u
g
h
f
o
r
t
h
e
c
h
o
s
e
n
t
im
e
c
o
n
s
t
a
n
t
s
.
”
)
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
S
t
a
t
e
:
:
g
e
t
(
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
)
c
o
n
s
t
{
d
e
f
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
m
,
V
)
;
/
/
M
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
S
t
a
t
e
:
:
s
e
t
(
c
o
n
s
t
D
ic
t
io
n
a
r
y
D
a
t
u
m
&
d
,
c
o
n
s
t
P
a
r
a
m
e
t
e
r
s
&
)
{
u
p
d
a
t
e
V
a
lu
e
<
d
o
u
b
le
>
(
d
,
n
a
m
e
s
:
:
V
m
,
V
)
;
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} /∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
D
e
f
a
u
lt
a
n
d
c
o
p
y
c
o
n
s
t
r
u
c
t
o
r
f
o
r
n
o
d
e
,
a
n
d
d
e
s
t
r
u
c
t
o
r
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
(
)
:
A
r
c
h
iv
in
g
N
o
d
e
(
)
,
P
(
)
,
S
(
P
)
,
B
(
∗
t
h
i
s
)
{ } n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
(
c
o
n
s
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
&
n
)
:
A
r
c
h
iv
in
g
N
o
d
e
(
n
)
,
P
(
n
.
P
)
,
S
(
n
.
S
)
,
B
(
n
.
B
,
∗
t
h
i
s
)
{ } n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
˜
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
(
)
{ }
/
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
N
o
d
e
i
n
i
t
i
a
l
i
z
a
t
i
o
n
f
u
n
c
t
i
o
n
s
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
i
n
i
t
n
o
d
e
(
c
o
n
s
t
N
o
d
e&
p
r
o
t
o
)
{
c
o
n
s
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
&
p
r
=
d
o
w
n
c
a
s
t
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
>
(
p
r
o
t
o
)
;
P
=
p
r
.
P
;
S
=
p
r
.
S
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
i
n
i
t
s
t
a
t
e
(
c
o
n
s
t
N
o
d
e&
p
r
o
t
o
)
{
c
o
n
s
t
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
&
p
r
=
d
o
w
n
c
a
s
t
<
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
>
(
p
r
o
t
o
)
;
S
=
p
r
.
S
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
i
n
i
t
b
u
f
f
e
r
s
(
)
{
A
r
c
h
iv
in
g
N
o
d
e
:
:
c
l
e
a
r
h
i
s
t
o
r
y
(
)
;
B
.
s
p
i
k
e
e
x
c
.
c
l
e
a
r
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
B
.
s
p
i
k
e
i
n
h
.
c
l
e
a
r
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
B
.
c
u
r
r
e
n
t
s
.
c
l
e
a
r
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
B
.
l
o
g
g
e
r
.
i
n
i
t
(
)
;
B
.
p
o
t
e
n
t
i
a
l
s
.
c
l
e
a
r
d
a
t
a
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
−−
−
w
i
l
l
d
i
s
a
p
p
e
a
r
B
.
c
o
n
d
u
c
t
a
n
c
e
s
.
c
l
e
a
r
d
a
t
a
(
)
;
/
/
i
n
c
l
u
d
e
s
r
e
s
i
z
e
−−
−
w
i
l
l
d
i
s
a
p
p
e
a
r
B
.
s
t
e
p
=
T
im
e
:
:
g
e
t
r
e
s
o
l
u
t
i
o
n
(
)
.
g
e
t
m
s
(
)
;
B
.
I
n
t
e
g
r
a
t
i
o
n
S
t
e
p
=
B
.
s
t
e
p
;
V
.
I
s
t
i
m
=
0
.
0
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
c
a
l
i
b
r
a
t
e
(
)
{
V
.
P
S
C
o
n
I
n
it
E
=
1
.
0
∗
n
u
m
e
r
ic
s
:
:
e
/
P
.
t
a
u
s
y
n
E
;
V
.
P
S
C
o
n
I
n
it
I
=
1
.
0
∗
n
u
m
e
r
ic
s
:
:
e
/
P
.
t
a
u
s
y
n
I
;
V
.
R
e
f
r
a
c
t
o
r
y
C
o
u
n
t
s
=
T
im
e
(
T
im
e
:
:
m
s
(
P
.
t
r
e
f
)
)
.
g
e
t
s
t
e
p
s
(
)
;
a
s
s
e
r
t
(
V
.
R
e
f
r
a
c
t
o
r
y
C
o
u
n
t
s
>
=
0
)
;
/
/
s
i
n
c
e
t
r
e
f
>
=
0
,
t
h
i
s
c
a
n
o
n
ly
f
a
i
l
in
e
r
r
o
r
c
o
n
s
t
i
n
t
t
s
t
e
p
s
=
6
;
/
/
V
a
lu
e
s
f
o
r
t
e
s
t
s
t
e
p
s
t
a
k
e
n
i
n
s
i
d
e
o
n
e
c
o
m
p
u
t
a
t
io
n
a
l
t
im
e
s
t
e
p
s
o
f
l
e
n
g
t
h
h
V
.
k
d
e
l
t
a
h
.
r
e
s
i
z
e
(
s
t
e
p
s
)
;
V
.
k
d
e
l
t
a
h
[
0
]
=
0
;
V
.
k
d
e
l
t
a
h
[
1
]
=
1
.
0
/
4
.
0
;
V
.
k
d
e
l
t
a
h
[
2
]
=
3
.
0
/
8
.
0
;
V
.
k
d
e
l
t
a
h
[
3
]
=
1
.
0
/
2
.
0
;
V
.
k
d
e
l
t
a
h
[
4
]
=
1
2
.
0
/
1
3
.
0
;
V
.
k
d
e
l
t
a
h
[
5
]
=
1
.
0
;
V
.
P
e
x
.
r
e
s
i
z
e
(
s
t
e
p
s
)
;
V
.
P
i
n
.
r
e
s
i
z
e
(
s
t
e
p
s
)
;
90 Appendix B Programming code
f
o
r
(
i
n
t
t
i
=
0
;
i<
s
t
e
p
s
;
+
+
i
)
{
s
e
t
s
y
n
a
p
s
e
s
m
a
t
r
i
x
(
V
.
P
e
x
[
i
]
,
V
.
k
d
e
l
t
a
h
[
i
]
,
P
.
t
a
u
s
y
n
E
)
;
s
e
t
s
y
n
a
p
s
e
s
m
a
t
r
i
x
(
V
.
P
i
n
[
i
]
,
V
.
k
d
e
l
t
a
h
[
i
]
,
P
.
t
a
u
s
y
n
I
)
;
}
c
o
n
s
t
d
o
u
b
l
e
t
r
a
t
i
o
r
e
s
t
a
u
=
1
0
.
0
;
c
o
n
s
t
d
o
u
b
l
e
t
r
e
s
=
T
im
e
:
:
g
e
t
r
e
s
o
l
u
t
i
o
n
(
)
.
g
e
t
m
s
(
)
;
i
f
(
(
r
e
s
∗
r
a
t
i
o
r
e
s
t
a
u
>
P
.
t
a
u
s
y
n
E
)
||
(
r
e
s
∗
r
a
t
i
o
r
e
s
t
a
u
>
P
.
t
a
u
s
y
n
I
)
)
t
h
r
o
w
B
a
d
P
r
o
p
e
r
t
y
(
”
R
e
s
o
l
u
t
i
o
n
t
o
o
r
o
u
g
h
f
o
r
t
h
e
c
h
o
s
e
n
t
im
e
c
o
n
s
t
a
n
t
s
.
”
)
;
V
.
e
c
.
r
e
s
i
z
e
(
7
)
;
/
/
U
p
d
a
t
in
g
V
.
e
c
w
it
h
v
a
l
u
e
s
fr
o
m
G
S
L
1
.
1
2
.
/
/
U
s
e
d
t
o
c
a
l
c
u
l
a
t
e
d
i
f
f
e
r
e
n
c
e
b
e
t
w
e
e
n
R
K
4
a
n
d
R
K
5
V
.
e
c
[0
]=
0
.
0
;
V
.
e
c
[1
]=
1
.
0
/
3
6
0
.
0
;
V
.
e
c
[2
]=
0
.
0
;
V
.
e
c
[3
]=
−
1
2
8
.0
/
4
2
7
5
.
0
;
V
.
e
c
[4
]=
−
2
1
9
7
.0
/
7
5
2
4
0
.
0
;
V
.
e
c
[5
]=
1
.
0
/
5
0
.
0
;
V
.
e
c
[6
]=
2
.
0
/
5
5
.
0
;
} in
l
i
n
e
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
s
e
t
s
y
n
a
p
s
e
s
m
a
t
r
i
x
(
V
a
r
i
a
b
l
e
s
:
:
P
r
o
p
a
g
a
t
o
r
&
P
r
,
c
o
n
s
t
d
o
u
b
l
e
t
&
d
e
lt
a
h
,
c
o
n
s
t d
o
u
b
l
e
t
& t
a
u
s
y
n
)
{
c
o
n
s
t
d
o
u
b
l
e
t
h
=
T
im
e
:
:
g
e
t
r
e
s
o
l
u
t
i
o
n
(
)
.
g
e
t
m
s
(
)
∗d
e
l
t
a
h
;
P
r
.
P
1
1
=
s
t
d
:
:
e
x
p
(−
h
/
t
a
u
s
y
n
)
;
P
r
.
P
2
1
=
h
∗
P
r
.
P
1
1
;
} in
l
i
n
e
n
e
s
t
:
:
d
o
u
b
l
e
t
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
d
V
d
t
(
i
n
t
t
i
,
d
o
u
b
l
e
t
V
m
)
{
V
.
y
2
m
id
e
x
=
V
.
P
e
x
[
i
]
.
P
2
1
∗
S
.
y
1
e
x
+
V
.
P
e
x
[
i
]
.
P
1
1
∗
S
.
y
2
e
x
;
V
.
y
2
m
id
in
=
V
.
P
i
n
[
i
]
.
P
2
1
∗
S
.
y
1
i
n
+
V
.
P
i
n
[
i
]
.
P
1
1
∗
S
.
y
2
i
n
;
c
o
n
s
t
d
o
u
b
l
e
t
I
s
y
n
e
x
c
=
V
.
y
2
m
id
e
x
∗
(
V
m
−
P
.
E
e
x
)
;
c
o
n
s
t
d
o
u
b
l
e
t
I
s
y
n
i
n
h
=
V
.
y
2
m
id
in
∗
(
V
m
−
P
.
E
in
)
;
c
o
n
s
t
d
o
u
b
l
e
t
I
l
e
a
k
=
P
.
g
L
∗
(
V
m
−
P
.
E
L
)
;
r
e
t
u
r
n
(
(
−
I
l
e
a
k
−
I
s
y
n
e
x
c
−
I
s
y
n
i
n
h
+
V
.
I
s
t
i
m
+
P
.
I
e
)
/
P
.
C
m
)
;
} in
l
i
n
e
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
u
p
d
a
t
in
g
s
y
n
a
p
s
e
s
(
)
{/
/
L
in
e
s
o
f
c
o
d
e
a
r
e
fr
o
m
i
a
f
p
s
c
a
l
p
h
a
:
:
u
p
d
a
t
e
(
)
/
/
U
p
d
a
t
in
g
e
x
c
i
t
a
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
s
S
.
y
2
e
x
=
V
.
P
e
x
[
5
]
.
P
2
1
∗
S
.
y
1
e
x
+
V
.
P
e
x
[
5
]
.
P
1
1
∗
S
.
y
2
e
x
;
S
.
y
1
e
x
∗=
V
.
P
e
x
[
5
]
.
P
1
1
;
/
/
U
p
d
a
t
in
g
i
n
h
i
b
i
t
o
r
y
c
o
n
d
u
c
t
a
n
c
e
s
S
.
y
2
i
n
=
V
.
P
i
n
[
5
]
.
P
2
1
∗
S
.
y
1
i
n
+
V
.
P
i
n
[
5
]
.
P
1
1
∗
S
.
y
2
i
n
;
S
.
y
1
i
n
∗=
V
.
P
i
n
[
5
]
.
P
1
1
;
} /∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗
U
p
d
a
t
e
a
n
d
s
p
i
k
e
h
a
n
d
li
n
g
f
u
n
c
t
i
o
n
s
∗
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
∗/
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
u
p
d
a
t
e
(
T
im
e
c
o
n
s
t
&
o
r
i
g
i
n
,
c
o
n
s
t
l
o
n
g
t
fr
o
m
,
c
o
n
s
t
l
o
n
g
t
t
o
)
{
a
s
s
e
r
t
(
t
o
>
=
0
&
&
(
d
e
la
y
)
fr
o
m
<
S
c
h
e
d
u
le
r
:
:
g
e
t
m
i
n
d
e
l
a
y
(
)
)
;
a
s
s
e
r
t
(
fr
o
m
<
t
o
)
;
c
o
n
s
t
d
o
u
b
l
e
t
h
=
B
.
s
t
e
p
;
/
/
−−
−
F
ro
m
g
s
l
−
1
.1
2
/
o
d
e
−
i
n
i
t
v
a
l
/
r
k
f
4
5
.
c
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
c
1
=
9
0
2
8
8
0
.
0
/
7
6
1
8
0
5
0
.
0
;
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
c
3
=
3
9
5
3
6
6
4
.
0
/
7
6
1
8
0
5
0
.
0
;
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
c
4
=
3
8
5
5
7
3
5
.
0
/
7
6
1
8
0
5
0
.
0
;
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s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
c
5
=
−
1
3
7
1
2
4
9
.0
/
7
6
1
8
0
5
0
.0
;
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
c
6
=
2
7
7
0
2
0
.
0
/
7
6
1
8
0
5
0
.
0
;
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
a
h
[
]
=
{
1
.
0
/
4
.
0
,
3
.
0
/
8
.
0
,
1
2
.
0
/
1
3
.
0
,
1
.
0
,
1
.
0
/
2
.
0
};
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
b
3
[
]
=
{
3
.
0
/
3
2
.
0
,
9
.
0
/
3
2
.
0
};
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
b
4
[
]
=
{
1
9
3
2
.
0
/
2
1
9
7
.
0
,
−
7
2
0
0
.0
/
2
1
9
7
.0
,
7
2
9
6
.
0
/
2
1
9
7
.
0
};
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
b
5
[
]
=
{
8
3
4
1
.
0
/
4
1
0
4
.
0
,
−
3
2
8
3
2
.0
/
4
1
0
4
.0
,
2
9
4
4
0
.
0
/
4
1
0
4
.
0
,
−
8
4
5
.0
/
4
1
0
4
.0
};
s
t
a
t
i
c
c
o
n
s
t
d
o
u
b
le
b
6
[
]
=
{
−
6
0
8
0
.0
/
2
0
5
2
0
.0
,
4
1
0
4
0
.
0
/
2
0
5
2
0
.
0
,
−
2
8
3
5
2
.0
/
2
0
5
2
0
.0
,
9
2
9
5
.
0
/
2
0
5
2
0
.
0
,
−
5
6
4
3
.0
/
2
0
5
2
0
.0
};
/
/
−−
−
E
N
D
f
o
r
(
l
o
n
g
t
l
a
g
=
fr
o
m
;
l
a
g
<
t
o
;
+
+
l
a
g
)
{
/
/
t
a
k
in
g
t
h
e
t
e
s
t
s
t
e
p
s
.
A
l
l
w
it
h
b
a
s
e
a
t
t
h
e
b
e
g
in
n
in
g
o
f
t
h
e
c
o
m
p
u
t
a
t
io
n
a
l
t
im
e
s
t
e
p
.
V
.
k
1
=
h
∗
d
V
d
t
(
0
,
S
.
V
)
;
/
/
0
V
.
k
2
=
h
∗
d
V
d
t
(
1
,
S
.
V
+
a
h
[
0
]
∗
V
.
k
1
)
;
/
/
1
/
4
V
.
k
3
=
h
∗
d
V
d
t
(
2
,
S
.
V
+
b
3
[
0
]
∗
V
.
k
1
+
b
3
[
1
]
∗
V
.
k
2
)
;
/
/
3
/
8
V
.
k
4
=
h
∗
d
V
d
t
(
4
,
S
.
V
+
b
4
[
0
]
∗
V
.
k
1
+
b
4
[
1
]
∗
V
.
k
2
+
b
4
[
2
]
∗
V
.
k
3
)
;
/
/
1
2
/
1
3
V
.
k
5
=
h
∗
d
V
d
t
(
5
,
S
.
V
+
b
5
[
0
]
∗
V
.
k
1
+
b
5
[
1
]
∗
V
.
k
2
+
b
5
[
2
]
∗
V
.
k
3
+
b
5
[
3
]
∗
V
.
k
4
)
;
/
/
1
V
.
k
6
=
h
∗
d
V
d
t
(
3
,
S
.
V
+
b
6
[
0
]
∗
V
.
k
1
+
b
6
[
1
]
∗
V
.
k
2
+
b
6
[
2
]
∗
V
.
k
3
+
b
6
[
3
]
∗
V
.
k
4
+
b
6
[
4
]
∗
V
.
k
5
)
;
/
/
1
/
2
c
o
n
s
t
d
o
u
b
l
e
t
d
e
lt
a
V
=
c
1
∗V
.
k
1
+
c
3
∗V
.
k
3
+
c
4
∗V
.
k
4
+
c
5
∗
V
.
k
5
+
c
6
∗V
.
k
6
;
S
.
V
=
S
.
V
+
d
e
lt
a
V
;
/
/
T
a
k
e
s
t
h
e
s
y
n
a
p
s
e
s
o
n
e
c
o
m
p
u
t
a
t
in
a
l
t
im
e
s
t
e
p
f
o
r
w
a
r
d
s
.
u
p
d
a
t
in
g
s
y
n
a
p
s
e
s
(
)
;
/
/
r
e
f
r
a
c
t
o
r
i
n
e
s
s
a
n
d
s
p
i
k
e
g
e
n
e
r
a
t
i
o
n
i
f
(
S
.
r
)
{/
/
n
e
u
r
o
n
i
s
a
b
s
o
l
u
t
e
r
e
f
r
a
c
t
o
r
y
−−
S
.
r
;
S
.
V
=
P
.
V
r
e
s
e
t
;
/
/
c
la
m
p
p
o
t
e
n
t
i
a
l
} e
l
s
e
/
/
n
e
u
r
o
n
i
s
n
o
t
a
b
s
o
l
u
t
e
r
e
f
r
a
c
t
o
r
y
i
f
(
S
.
V
>
=
P
.
V
t
h
)
{
S
.
r
=
V
.
R
e
f
r
a
c
t
o
r
y
C
o
u
n
t
s
;
S
.
V
=
P
.
V
r
e
s
e
t
;
/
/
l
o
g
s
p
i
k
e
w
it
h
A
r
c
h
iv
in
g
N
o
d
e
s
e
t
s
p
i
k
e
t
i
m
e
(
T
im
e
:
:
s
t
e
p
(
o
r
i
g
i
n
.
g
e
t
s
t
e
p
s
(
)
+
l
a
g
+
1
)
)
;
S
p
ik
e
E
v
e
n
t
s
e
;
n
e
t
w
o
r
k
(
)−
>
s
e
n
d
(
∗
t
h
i
s
,
s
e
,
l
a
g
)
;
}
S
.
y
1
e
x
+
=
B
.
s
p
i
k
e
e
x
c
.
g
e
t
v
a
l
u
e
(
l
a
g
)
∗
V
.
P
S
C
o
n
I
n
it
E
;
S
.
y
1
i
n
+
=
B
.
s
p
i
k
e
i
n
h
.
g
e
t
v
a
l
u
e
(
l
a
g
)
∗
V
.
P
S
C
o
n
I
n
it
I
;
/
/
s
e
t
n
e
w
in
p
u
t
c
u
r
r
e
n
t
V
.
I
s
t
i
m
=
B
.
c
u
r
r
e
n
t
s
.
g
e
t
v
a
l
u
e
(
l
a
g
)
;
/
/
l
o
g
s
t
a
t
e
d
a
t
a
B
.
l
o
g
g
e
r
.
r
e
c
o
r
d
d
a
t
a
(
o
r
i
g
i
n
.
g
e
t
s
t
e
p
s
(
)
+
l
a
g
)
;
/
/
v
o
l
t
a
g
e
l
o
g
g
i
n
g
−−
n
e
x
t
t
w
o
l
i
n
e
s
w
i
l
l
d
is
a
p
p
e
a
r
/
/
W
it
h
u
s
e
o
f
m
u
lt
im
e
t
e
r
t
h
e
t
o
w
f
o
l
l
o
w
i
n
g
l
i
n
e
s
c
o
u
ld
b
e
d
e
l
e
t
e
d
B
.
p
o
t
e
n
t
i
a
l
s
.
r
e
c
o
r
d
d
a
t
a
(
o
r
i
g
i
n
.
g
e
t
s
t
e
p
s
(
)
+
la
g
,
S
.
V
)
;
B
.
c
o
n
d
u
c
t
a
n
c
e
s
.
r
e
c
o
r
d
d
a
t
a
(
o
r
i
g
i
n
.
g
e
t
s
t
e
p
s
(
)
+
la
g
,
s
t
d
:
:
p
a
ir
<
d
o
u
b
le
t
,
d
o
u
b
le
t
>
(
S
.
y
2
e
x
,
S
.
y
2
i
n
)
)
;
}
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
h
a
n
d
le
(
S
p
ik
e
E
v
e
n
t
&
e
)
{
a
s
s
e
r
t
(
e
.
g
e
t
d
e
l
a
y
(
)
>
0
)
;
i
f
(
e
.
g
e
t
w
e
i
g
h
t
(
)
>
0
.
0
)
B
.
s
p
i
k
e
e
x
c
.
a
d
d
v
a
lu
e
(
e
.
g
e
t
r
e
l
d
e
l
i
v
e
r
y
s
t
e
p
s
(
n
e
t
w
o
r
k
(
)−
>
g
e
t
s
l
i
c
e
o
r
i
g
i
n
(
)
)
,
e
.
g
e
t
w
e
i
g
h
t
(
)
∗
e
.
g
e
t
m
u
l
t
i
p
l
i
c
i
t
y
(
)
)
;
e
l
s
e
B
.
s
p
i
k
e
i
n
h
.
a
d
d
v
a
lu
e
(
e
.
g
e
t
r
e
l
d
e
l
i
v
e
r
y
s
t
e
p
s
(
n
e
t
w
o
r
k
(
)−
>
g
e
t
s
l
i
c
e
o
r
i
g
i
n
(
)
)
,
−
e
.
g
e
t
w
e
i
g
h
t
(
)
∗
e
.
g
e
t
m
u
l
t
i
p
l
i
c
i
t
y
(
)
)
;
/
/
e
n
s
u
r
e
c
o
n
d
u
c
t
a
n
c
e
i
s
p
o
s
i
t
i
v
e
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
h
a
n
d
le
(
C
u
r
r
e
n
t
E
v
e
n
t&
e
)
{
a
s
s
e
r
t
(
e
.
g
e
t
d
e
l
a
y
(
)
>
0
)
;
/
/
a
d
d
w
e
ig
h
t
e
d
c
u
r
r
e
n
t
;
H
E
P
2
0
0
2
−
1
0
−
0
4
B
.
c
u
r
r
e
n
t
s
.
a
d
d
v
a
lu
e
(
e
.
g
e
t
r
e
l
d
e
l
i
v
e
r
y
s
t
e
p
s
(
n
e
t
w
o
r
k
(
)−
>
g
e
t
s
l
i
c
e
o
r
i
g
i
n
(
)
)
,
e
.
g
e
t
w
e
i
g
h
t
(
)
∗
e
.
g
e
t
c
u
r
r
e
n
t
(
)
)
;
}
92 Appendix B Programming code
v
o
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
h
a
n
d
le
(
P
o
t
e
n
t
i
a
l
R
e
q
u
e
s
t
&
e
)
{
B
.
p
o
t
e
n
t
i
a
l
s
.
h
a
n
d
le
(
∗
t
h
i
s
,
e
)
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
h
a
n
d
le
(
S
y
n
a
p
t
ic
C
o
n
d
u
c
t
a
n
c
e
R
e
q
u
e
s
t&
e
)
{
B
.
c
o
n
d
u
c
t
a
n
c
e
s
.
h
a
n
d
le
(
∗
t
h
i
s
,
e
)
;
} vo
id
n
e
s
t
:
:
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
:
h
a
n
d
le
(
D
a
t
a
L
o
g
g
in
g
R
e
q
u
e
s
t&
e
)
{
B
.
l
o
g
g
e
r
.
h
a
n
d
le
(
e
)
;
}
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T
e
st
sc
ri
p
ts
cl
a
ss
P
a
ra
m
s.
p
y
#
C
la
s
s
f
o
r
u
s
e
in
m
a
s
t
e
r
t
h
e
s
i
s
im
p
o
r
t
n
u
m
p
y
a
s
n
p
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
c
l
a
s
s
P
a
r
a
m
s
:
d
e
f
i
n
i
t
(
s
e
l
f
,
m
d
l=
’
i
a
f
c
o
n
d
a
l
p
h
a
’
,
m
p
t
=
5
0
0
,
s
im
t
im
e
=
5
0
0
.0
,
v
e
c
=
n
p
.
a
r
a
n
g
e
(
0
,
−
1
5
,
−
1
)
)
:
s
e
l
f
.
g
L
=
1
5
.
s
e
l
f
.
C
m
=
1
2
0
.
s
e
l
f
.
I
e
=
4
∗
s
e
l
f
.
g
L
s
e
l
f
.
E
L
=
−
7
0
.0
s
e
l
f
.
t
a
u
m
=
s
e
l
f
.
C
m
/
s
e
l
f
.
g
L
s
e
l
f
.
t
a
u
s
y
n
E
=
0
.
2
s
e
l
f
.
T
m
a
x
=
s
im
t
im
e
s
e
l
f
.
m
p
t
=
m
p
t
s
e
l
f
.
d
e
lt
a
T
=
s
e
l
f
.
T
m
a
x
/
s
e
l
f
.
m
p
t
s
e
l
f
.
h
l
o
g
2
=
v
e
c
s
e
l
f
.
m
o
d
e
l
=
m
d
l
s
e
l
f
.
r
e
c
p
a
r
a
m
s
=
s
e
l
f
.
r
e
c
p
a
r
a
m
s
(
m
d
l
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
c
p
a
r
a
m
s
(
s
e
l
f
,
m
d
l
)
:
i
f
m
d
l
=
=
’
i
a
f
p
s
c
a
l
p
h
a
’
:
r
e
t
u
r
n
[
’
V
m
’
]
i
f
m
d
l
=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
’
o
r
m
d
l
=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
e
i
’
:
r
e
t
u
r
n
[
’
V
m
’
,
’
g
e
x
’
,
’
g
in
’
]
i
f
m
d
l
=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
’
:
r
e
t
u
r
n
[
’
V
m
’
,
’
g
e
x
’
,
’
g
in
’
,
’
V
e
r
r
o
r
’
]
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
fi
n
e
o
b
je
ct
s.
p
y
im
p
o
r
t
n
u
m
p
y
a
s
n
p
im
p
o
r
t
c
P
i
c
k
l
e
im
p
o
r
t
o
s
im
p
o
r
t
c
la
s
s
P
a
r
a
m
s
a
s
P
p
=
P
.
P
a
r
a
m
s
(
)
#
S
t
a
n
d
a
r
d
p
a
r
a
m
e
t
e
r
s
e
t
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
d
e
f
i
n
e
o
b
j
e
c
t
s
(
m
p
t
=
p
.
m
p
t
,
s
im
t
im
e
=
p
.
T
m
a
x
,
v
e
c
t
o
r
=
p
.
h
l
o
g
2
)
:
m
o
d
e
ls
=
r
e
t
u
r
n
m
o
d
e
ln
a
m
e
s
(
)
#
P
r
o
d
u
c
e
f
o
u
r
n
e
u
r
o
n
m
o
d
e
ls
w
it
h
v
a
l
u
e
s
p
=
P
.
P
a
r
a
m
s
(
m
d
l=
m
o
d
e
ls
[
0
]
,
m
p
t=
m
p
t
,
s
im
t
im
e
=
s
im
t
im
e
,
v
e
c
=
v
e
c
t
o
r
)
#
,
t
a
u
s
y
n
E
)
p
e
i
=
P
.
P
a
r
a
m
s
(
m
d
l=
m
o
d
e
ls
[
1
]
,
m
p
t=
m
p
t
,
s
im
t
im
e
=
s
im
t
im
e
,
v
e
c
=
v
e
c
t
o
r
)
#
,
t
a
u
s
y
n
E
)
p
p
s
c
=
P
.
P
a
r
a
m
s
(
m
d
l=
m
o
d
e
ls
[
2
]
,
m
p
t=
m
p
t
,
s
im
t
im
e
=
s
im
t
im
e
,
v
e
c
=
v
e
c
t
o
r
)
#
,
t
a
u
s
y
n
E
)
p
e
i
s
t
e
p
=
P
.
P
a
r
a
m
s
(
m
d
l=
m
o
d
e
ls
[
3
]
,
m
p
t=
m
p
t
,
s
im
t
im
e
=
s
im
t
im
e
,
v
e
c
=
v
e
c
t
o
r
)
#
,
t
a
u
s
y
n
E
)
T
m
a
x
m
p
t
=
’
%
0
5
.0
f
%
0
5
.0
f
’
%
(
p
.
T
m
a
x
,
p
.
m
p
t
)
r
e
g
=
r
e
t
u
r
n
r
e
g
i
m
e
t
y
p
e
s
(
)
n
s
p
=
[
r
e
g
[
0
]
]
#
n
s
p
[
0
]
:
I
n
d
i
c
a
t
e
s
t
h
a
t
t
h
e
s
i
m
u
l
a
t
i
o
n
i
s
in
n
o
n
−
s
p
i
k
i
n
g
r
e
g
im
e
#
S
t
a
n
d
a
r
d
v
a
l
u
e
s
f
o
r
w
n
o
a
n
d
w
fn
t
e
s
t
r
e
g
im
e
r
a
t
e
=
[8
0
0
0
0
.0
,
2
0
0
0
0
.
0
]
p
g
e
n
=
2
c
o
n
n
s
t
r
=
[
n
p
.
a
b
s
(
p
.
g
L
/
p
.
E
L
)
,
−
4
.0
]
d
e
l
a
y
=
1
.
0
w
n
o
=
[
r
e
g
[
1
]
,
r
a
t
e
,
p
g
e
n
,
c
o
n
n
s
t
r
,
d
e
l
a
y
]
w
fn
=
[
r
e
g
[
3
]
,
r
a
t
e
,
p
g
e
n
,
c
o
n
n
s
t
r
,
d
e
l
a
y
]
#
w
n
X
[
0
]
:
I
n
d
i
c
a
t
e
s
t
h
a
t
n
o
i
s
e
s
h
o
u
ld
b
e
p
r
o
d
u
c
e
d
w
it
h
P
o
is
s
o
n
g
e
n
e
r
a
t
o
r
s
#
I
f
w
n
f
,
t
h
e
n
o
i
s
e
i
s
d
i
s
c
r
e
t
i
z
e
d
in
1
m
s
i
n
t
e
r
v
a
l
s
.
#
w
n
X
[
1
]
:
L
i
s
t
o
f
r
a
t
e
s
f
o
r
e
x
c
i
t
a
t
o
r
y
a
n
d
i
n
h
i
b
i
t
o
r
y
P
o
is
s
o
n
g
e
n
e
r
a
t
o
r
s
#
w
n
X
[
2
]
:
T
h
e
n
u
m
b
e
r
o
f
P
o
is
s
o
n
g
e
n
e
r
a
t
o
r
s
#
w
n
X
[
3
]
:
T
h
e
s
t
r
e
n
g
t
h
o
f
t
h
e
c
o
n
n
e
c
t
i
o
n
s
w
it
h
t
h
e
n
e
u
r
o
n
s
,
#
r
e
s
p
e
c
t
i
v
e
l
y
e
x
c
i
t
a
t
o
r
y
a
n
d
i
n
h
i
b
i
t
o
r
y
#
w
n
X
[
4
]
:
T
h
e
d
e
la
y
o
f
t
h
e
t
r
a
n
s
m
i
s
s
i
o
n
o
f
s
i
g
n
a
l
s
s
p
t
=
[
1
0
0
.
,
2
0
0
.
,
3
0
0
.
,
4
0
0
.
]
e
s
p
=
[
r
e
g
[
2
]
,
s
p
t
,
1
]
#
e
s
p
[
0
]
:
I
n
d
i
c
a
t
e
s
t
h
a
t
e
x
t
r
a
s
p
i
k
e
s
s
h
o
u
ld
b
e
p
r
o
d
u
c
e
d
(
s
p
i
k
e
g
e
n
e
r
a
t
o
r
s
)
94 Appendix B Programming code
#
e
s
p
[
1
]
:
A
r
r
a
y
w
it
h
s
p
i
k
e
t
im
e
s
#
e
s
p
[
2
]
:
T
h
e
n
u
m
b
e
r
o
f
s
p
i
k
e
g
e
n
e
r
a
t
o
r
s
r
e
t
u
r
n
[
p
,
p
e
i
,
p
p
s
c
,
p
e
i
s
t
e
p
]
,
[
n
s
p
,
w
n
o
,
e
s
p
,
w
fn
]
,
T
m
a
x
m
p
t
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
m
o
d
e
ln
a
m
e
s
(
)
:
#
T
h
e
d
i
f
f
e
r
e
n
t
n
e
u
r
o
n
m
o
d
e
ls
u
s
e
d
r
e
t
u
r
n
[
’
i
a
f
c
o
n
d
a
l
p
h
a
’
,
’
i
a
f
c
o
n
d
a
l
p
h
a
e
i
’
,
’
i
a
f
p
s
c
a
l
p
h
a
’
,
’
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
’
]
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
r
e
g
i
m
e
t
y
p
e
s
(
)
:
#
T
h
e
d
i
f
f
e
r
e
n
t
t
e
s
t
r
e
g
im
e
s
u
s
e
d
r
e
t
u
r
n
[
’
n
s
p
’
,
’w
n
o
’
,
’
e
s
p
’
,
’
w
fn
’
]
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
m
p
t
s
im
t
im
e
(
)
:
#
S
t
a
n
d
a
r
d
n
u
m
b
e
r
o
f
m
e
a
s
u
r
in
g
p
o
i
n
t
s
a
n
d
s
i
m
u
l
a
t
i
o
n
t
im
e
r
e
t
u
r
n
p
.
m
p
t
,
p
.
T
m
a
x
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
v
e
c
t
o
r
(
)
:
#
S
t
a
n
d
a
r
d
r
e
s
o
l
u
t
i
o
n
v
e
c
t
o
r
r
e
t
u
r
n
p
.
h
l
o
g
2
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
t
a
u
s
y
n
E
(
)
:
#
S
t
a
n
d
a
r
d
v
a
lu
e
o
f
t
a
u
s
y
n
E
r
e
t
u
r
n
p
.
t
a
u
s
y
n
E
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
E
L
(
)
:
#
S
t
a
n
d
a
r
d
v
a
lu
e
o
f
E
L
r
e
t
u
r
n
p
.
E
L
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
r
a
t
e
s
(
)
:
#
F
i
r
i
n
g
r
a
t
e
s
f
o
r
s
t
r
e
s
s
t
e
s
t
w
it
h
d
i
f
f
e
r
e
n
t
r
a
t
e
s
r
e
x
=
8
.
0
r
i
n
=
r
e
x
/
4
.
0
r
a
t
e
s
1
0
=
n
p
.
a
r
r
a
y
(
[
0
.
1
,
1
.
0
,
1
0
,
2
5
,
5
0
,
7
5
]
)
r
a
t
e
s
=
1
0
0
0
∗
r
a
t
e
s
1
0
r
e
t
u
r
n
r
e
x
,
r
in
,
r
a
t
e
s
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
t
a
u
s
y
n
(
)
:
#
V
a
r
i
a
t
i
o
n
o
f
t
h
e
e
x
c
i
t
a
t
o
r
y
s
y
n
a
p
t
i
c
t
im
e
c
o
n
s
t
a
n
t
r
e
t
u
r
n
n
p
.
a
r
a
n
g
e
(
0
.
1
,
1
.
0
1
,
0
.
1
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
p
a
t
h
(
n
a
m
e
)
:
#
R
e
t
u
r
n
p
a
t
h
a
n
d
c
r
e
a
t
e
s
i
t
i
f
n
o
t
e
x
c
i
s
t
i
n
g
p
a
t
h
=
”
/
h
o
m
e
/
a
n
d
e
r
s
/
M
a
s
t
e
r
g
r
a
d
s
o
p
p
g
a
v
e
/
N
e
st
O
D
E
/
L
a
T
e
X
/
C
o
d
e
F
o
r
T
h
e
s
is
/
F
i
g
u
r
e
s
/
”
+
n
a
m
e
p
a
t
h
e
x
i
s
t
s
c
r
e
a
t
e
(
p
a
t
h
)
r
e
t
u
r
n
p
a
t
h
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
r
e
s
v
e
c
(
)
:
#
U
s
e
d
t
o
p
l
o
t
r
e
s
o
l
u
t
i
o
n
s
e
x
lu
d
e
d
t
h
e
f
i
r
s
t
z
e
r
o
,
#
t
h
e
f
i
r
s
t
t
h
r
e
e
a
n
d
t
h
e
f
i
r
s
t
s
i
x
r
e
t
u
r
n
[
0
,
3
,
6
]
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
p
o
w
e
r
2
v
e
c
(
v
e
c
)
:
r
e
t
u
r
n
2
.0
∗∗
v
e
c
#
v
e
c
i
s
a
n
u
m
p
y
.
a
r
a
n
g
e
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
m
a
x
r
e
c
p
a
r
a
m
s
(
t
y
p
e
s
)
:
#
F
in
d
t
h
e
m
a
x
im
u
m
n
u
m
b
e
r
o
f
r
e
c
o
r
d
a
b
l
e
p
a
r
a
m
s
in
d
i
f
f
e
r
e
n
t
n
e
u
r
o
n
m
o
d
e
ls
l
e
n
g
t
h
=
1
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
t
y
p
e
s
)
)
:
n
e
w
le
n
=
l
e
n
(
t
y
p
e
s
[
i
]
.
r
e
c
p
a
r
a
m
s
)
i
f
n
e
w
le
n
>
l
e
n
g
t
h
:
l
e
n
g
t
h
=
n
e
w
le
n
r
e
t
u
r
n
l
e
n
g
t
h
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
s
a
v
e
b
i
n
a
r
y
f
i
l
e
(
f
il
e
n
a
m
e
p
a
t
h
,
M
)
:
#
F
ro
m
C
h
.
4
.
3
.
6
,
”
P
y
t
h
o
n
S
c
r
i
p
t
i
n
g
f
o
r
C
o
m
p
u
t
a
t
io
n
a
l
S
c
i
e
n
c
e
”
,
H
.P
.
L
a
n
g
t
a
n
g
e
n
o
u
t
f
i
l
e
=
o
p
e
n
(
f
i
l
e
n
a
m
e
p
a
t
h
+
’
.
d
a
t
’
,
’w
b
’
)
c
P
i
c
k
l
e
.
d
u
m
p
(M
,
o
u
t
f
i
l
e
)
o
u
t
f
i
l
e
.
c
l
o
s
e
(
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
l
o
a
d
b
i
n
a
r
y
f
i
l
e
(
f
i
l
e
n
a
m
e
p
a
t
h
)
:
#
F
ro
m
C
h
.
4
.
3
.
6
,
”
P
y
t
h
o
n
S
c
r
i
p
t
i
n
g
f
o
r
C
o
m
p
u
t
a
t
io
n
a
l
S
c
i
e
n
c
e
”
,
H
.P
.
L
a
n
g
t
a
n
g
e
n
i
n
f
i
l
e
=
o
p
e
n
(
f
i
l
e
n
a
m
e
p
a
t
h
+
’
.
d
a
t
’
,
’
r
b
’
)
M
=
c
P
i
c
k
l
e
.
lo
a
d
(
i
n
f
i
l
e
)
i
n
f
i
l
e
.
c
l
o
s
e
(
)
r
e
t
u
r
n
M
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
p
a
t
h
e
x
i
s
t
s
c
r
e
a
t
e
(
p
a
t
h
)
:
#
C
h
e
c
h
i
f
p
a
t
h
e
x
i
s
t
s
.
I
f
i
t
d
o
e
s
n
o
t
i
t
w
i
l
l
b
e
c
r
e
a
t
e
d
.
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s
t
r
=
’
’
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
p
a
t
h
)
)
:
s
t
r
+
=
p
a
t
h
[
i
]
i
f
p
a
t
h
[
i
]
=
=
’/
’
a
n
d
o
s
.
p
a
t
h
.
e
x
i
s
t
s
(
s
t
r
)=
=
F
a
ls
e
:
o
s
.
m
k
d
ir
(
s
t
r
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
u
p
d
a
te
si
ze
s.
p
y
im
p
o
r
t
m
a
t
p
l
o
t
l
i
b
fr
o
m
m
a
t
p
l
o
t
l
i
b
im
p
o
r
t
p
y
la
b
fr
o
m
m
a
t
p
l
o
t
l
i
b
.
p
y
p
lo
t
im
p
o
r
t
∗
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
a
d
j
u
s
t
a
x
i
s
(
a
x
is
,
l
i
m
i
t
s
=
[
−
7
,7
])
:
#
E
n
s
u
r
e
s
s
c
i
e
n
t
i
f
i
c
n
o
t
a
t
i
o
n
o
f
t
h
e
a
x
i
s
f
o
r
v
a
l
u
e
s
l
a
r
g
e
r
t
h
a
n
#
1
0
ˆ
l
i
m
i
t
s
[
1
]
a
n
d
s
m
a
l
l
e
r
t
h
a
n
1
0
ˆ
l
i
m
i
t
s
[
0
]
i
f
a
x
i
s
=
=
’
x
’
:
g
c
a
(
)
.
x
a
x
i
s
.
g
e
t
m
a
j
o
r
f
o
r
m
a
t
t
e
r
(
)
.
s
e
t
p
o
w
e
r
l
i
m
i
t
s
(
l
i
m
i
t
s
)
i
f
a
x
i
s
=
=
’
y
’
:
g
c
a
(
)
.
y
a
x
i
s
.
g
e
t
m
a
j
o
r
f
o
r
m
a
t
t
e
r
(
)
.
s
e
t
p
o
w
e
r
l
i
m
i
t
s
(
l
i
m
i
t
s
)
d
r
a
w
(
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
u
p
d
a
t
e
s
i
z
e
s
t
e
x
(
l
e
g
e
n
d
s
i
z
e
,
t
e
x
t
s
i
z
e
)
:
#
T
h
e
f
o
l
l
o
w
i
n
g
l
i
n
e
s
a
d
j
u
s
t
s
m
a
n
y
s
i
z
e
s
,
e
.
g
.
t
h
e
le
g
e
n
d
s
i
z
e
#
F
ro
m
J
o
c
h
e
n
M
a
r
t
in
E
p
p
le
r
,
1
6
.
0
3
.
1
0
p
a
r
a
m
s
=
{
’
a
x
e
s
.
l
a
b
e
l
s
i
z
e
’
:
1
0
,
’
t
e
x
t
.
f
o
n
t
s
i
z
e
’
:
t
e
x
t
s
i
z
e
,
’
le
g
e
n
d
.
f
o
n
t
s
i
z
e
’
:
l
e
g
e
n
d
s
i
z
e
,
’
x
t
i
c
k
.
l
a
b
e
l
s
i
z
e
’
:
1
0
,
’
y
t
i
c
k
.
l
a
b
e
l
s
i
z
e
’
:
1
0
,
’
t
e
x
t
.
u
s
e
t
e
x
’
:
F
a
ls
e
}
p
y
la
b
.
r
c
P
a
r
a
m
s
.
u
p
d
a
t
e
(
p
a
r
a
m
s
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
si
m
u
la
te
.p
y
im
p
o
r
t
n
u
m
p
y
a
s
n
p
im
p
o
r
t
n
e
s
t
n
e
s
t
.
s
l
i
r
u
n
(
”
M
W
A
R
N
IN
G
s
e
t
v
e
r
b
o
s
i
t
y
”
)
#
N
o
w
N
E
S
T
j
u
s
t
p
r
i
n
t
t
o
d
i
s
p
l
a
y
e
r
r
o
r
m
e
s
s
a
g
e
s
a
n
d
w
a
r
n
in
g
s
,
n
o
t
i
n
f
o
m
e
s
s
a
g
e
s
.
im
p
o
r
t
d
e
f
i
n
e
o
b
j
e
c
t
s
a
s
d
e
f
o
b
j
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
g
e
t
v
a
l
u
e
s
(
i
)
:
#
R
e
t
u
r
n
s
s
i
m
u
l
a
t
i
o
n
v
a
l
u
e
s
f
o
r
r
e
s
o
l
u
t
i
o
n
s
f
i
n
e
r
t
h
a
n
i
t
y
p
e
s
,
r
e
g
im
e
s
,
t
im
e
s
=
d
e
f
o
b
j
.
d
e
f
i
n
e
o
b
j
e
c
t
s
(
v
e
c
t
o
r
=
d
e
f
o
b
j
.
r
e
t
u
r
n
v
e
c
t
o
r
(
)
[
i
:
]
)
M
,
T
=
s
i
m
u
l
a
t
e
a
l
l
(
t
y
p
e
s
,
r
e
g
im
e
s
)
r
e
t
u
r
n
M
,
T
,
t
y
p
e
s
,
r
e
g
im
e
s
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
s
i
m
u
l
a
t
e
a
l
l
(
t
y
p
e
s
,
r
e
g
im
e
s
)
:
#
S
im
u
la
t
e
s
a
l
l
n
e
u
r
o
n
m
o
d
e
ls
a
n
d
a
l
l
t
e
s
t
r
e
g
im
e
s
m
p
t
=
t
y
p
e
s
[
0
]
.
m
p
t
le
n
r
e
c
p
a
r
a
m
s
=
d
e
f
o
b
j
.
m
a
x
r
e
c
p
a
r
a
m
s
(
t
y
p
e
s
)
X
=
n
p
.
z
e
r
o
s
(
(
l
e
n
(
t
y
p
e
s
)
,
l
e
n
(
r
e
g
im
e
s
)
,
le
n
r
e
c
p
a
r
a
m
s
,
m
p
t
−
1
,
l
e
n
(
t
y
p
e
s
[
0
]
.
h
l
o
g
2
)
)
)
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
t
y
p
e
s
)
)
:
f
o
r
j
in
r
a
n
g
e
(
l
e
n
(
r
e
g
im
e
s
)
)
:
X
[
i
]
[
j
]
,
T
=
s
i
m
u
l
a
t
e
(
t
y
p
e
s
[
i
]
,
r
e
g
im
e
s
[
j
]
,
l
e
n
r
e
c
p
a
r
a
m
s
)
r
e
t
u
r
n
X
,
T
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
e
x
a
c
t
v
a
l
u
e
s
n
s
p
(
p
,
T
)
:
#
C
a
l
c
u
l
a
t
e
e
x
a
c
t
v
a
l
u
e
s
f
o
r
t
h
e
n
o
n
−
s
p
i
k
i
n
g
t
e
s
t
r
e
g
im
e
V
e
x
a
c
t
=
p
.
E
L
+
(
(
p
.
I
e
∗p
.
t
a
u
m
)
/
p
.
C
m
)
∗(
−
n
p
.
e
x
p
m
1
(−
T
/
p
.
t
a
u
m
)
)
r
e
t
u
r
n
V
e
x
a
c
t
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
c
r
e
a
t
e
n
o
i
s
e
(M
,
n
e
u
r
o
n
)
:
#
P
r
o
d
u
c
e
s
n
o
i
s
e
fr
o
m
P
o
is
s
o
n
g
e
n
.
t
o
t
h
e
w
n
o
t
e
s
t
r
e
g
im
e
#
M
[
1
]
:
E
x
c
i
t
a
t
o
r
y
a
n
d
i
n
h
i
b
i
t
o
r
y
r
a
t
e
s
#
M
[
2
]
:
N
u
m
b
e
r
o
f
p
o
i
s
s
o
n
g
e
n
e
r
a
t
o
r
s
#
M
[
3
]
:
C
o
n
n
e
c
t
io
n
s
t
r
e
n
g
t
h
,
e
x
c
i
t
a
t
o
r
y
a
n
d
i
n
h
i
b
i
t
o
r
y
#
M
[
4
]
:
D
e
la
y
f
o
r
t
h
e
t
r
a
n
s
m
i
s
s
i
o
n
o
f
s
i
g
n
a
l
s
96 Appendix B Programming code
n
o
i
s
e
=
n
e
s
t
.
C
r
e
a
t
e
(
”
p
o
i
s
s
o
n
g
e
n
e
r
a
t
o
r
p
s
”
,
M
[
2
]
,
[
{
’
r
a
t
e
’
:
M
[
1
]
[
0
]
}
,
{
’
r
a
t
e
’
:
M
[
1
]
[
1
]
}
]
)
n
e
s
t
.
C
o
n
v
e
r
g
e
n
t
C
o
n
n
e
c
t
(
n
o
is
e
,
n
e
u
r
o
n
,
M
[
3
]
,
M
[
4
]
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
c
r
e
a
t
e
f
r
o
z
e
n
n
o
i
s
e
(M
,
n
e
u
r
o
n
,
T
s
im
,
s
e
e
d
=
1
2
3
4
5
6
7
8
)
:
#
F
u
n
c
t
io
n
c
r
e
a
t
e
d
b
y
H
a
n
s
E
k
k
e
h
a
r
d
P
l
e
s
s
e
r
”
”
”
C
r
e
a
t
e
P
o
is
s
o
n
s
p
i
k
e
t
r
a
i
n
s
d
i
s
c
r
e
t
i
z
e
d
t
o
1
m
s
i
n
t
e
r
v
a
l
s
a
n
d
a
d
d
t
o
s
i
m
u
l
a
t
i
o
n
a
s
e
x
c
i
t
a
t
o
r
y
a
n
d
i
n
h
i
b
i
t
o
r
y
n
o
i
s
e
.
M
:
M
[
1
]
i
s
[
e
x
r
a
t
e
i
n
r
a
t
e
]
in
H
z
n
e
u
r
o
n
:
n
e
u
r
o
n
t
o
c
o
n
n
e
c
t
t
o
T
s
im
:
t
o
t
a
l
s
i
m
u
l
a
t
i
o
n
t
im
e
s
e
e
d
:
b
y
d
e
f
a
u
l
t
,
u
s
e
f
i
x
e
d
s
e
e
d
f
o
r
R
N
G
”
”
”
n
p
.
r
a
n
d
o
m
.
s
e
e
d
(
s
e
e
d
)
n
o
i
s
e
=
n
e
s
t
.
C
r
e
a
t
e
(
”
s
p
i
k
e
g
e
n
e
r
a
t
o
r
”
,
M
[
2
]
)
#
M
[
2
]
:
N
u
m
b
e
r
o
f
p
o
i
s
s
o
n
g
e
n
e
r
a
t
o
r
s
f
o
r
n
g
,
r
a
t
e
in
[
(
n
o
i
s
e
[
0
]
,
M
[
1
]
[
0
]
)
,
(
n
o
i
s
e
[
1
]
,
M
[
1
]
[
1
]
)
]
:
#
M
[
1
]
:
E
x
c
i
t
a
t
o
r
y
a
n
d
i
n
h
i
b
i
t
o
r
y
r
a
t
e
s
#
c
o
n
v
e
r
t
r
a
t
e
fr
o
m
H
z
t
o
1
/
m
s
r
a
t
e
m
s
=
r
a
t
e
/
1
0
0
0
.
#
g
e
n
e
r
o
u
s
e
s
t
i
m
a
t
e
o
f
s
p
i
k
e
s
in
T
s
im
n
e
s
t
=
1
0
0
+
i
n
t
(
1
.
5
∗
T
s
im
∗
r
a
t
e
m
s
)
#
f
i
l
l
a
r
r
a
y
w
it
h
i
n
t
e
r
s
p
i
k
e
i
n
t
e
r
v
a
l
s
t
i
l
w
e
r
e
a
c
h
T
s
im
#
s
t
o
r
e
e
x
a
c
t
v
a
l
u
e
s
s
p
k
s
=
n
p
.
a
r
r
a
y
(
[
]
)
w
h
il
e
su
m
(
s
p
k
s
)
<
T
s
im
:
#
a
d
d
m
o
r
e
s
p
i
k
e
t
im
e
s
t
o
a
r
r
a
y
n
i
s
i
=
n
p
.
r
a
n
d
o
m
.
e
x
p
o
n
e
n
t
i
a
l
(
1
.
/
r
a
t
e
m
s
,
n
e
s
t
)
s
p
k
s
=
n
p
.
a
p
p
e
n
d
(
s
p
k
s
,
n
i
s
i
)
#
n
o
w
s
e
t
s
p
i
k
e
g
e
n
e
r
a
t
o
r
w
it
h
c
u
m
u
la
t
iv
e
su
m
r
o
u
n
d
e
d
u
p
t
o
m
s
n
e
s
t
.
S
e
t
S
t
a
t
u
s
(
[
n
g
]
,
{
’
s
p
i
k
e
t
i
m
e
s
’
:
n
p
.
c
e
i
l
(
s
p
k
s
.
c
u
m
su
m
(
)
)
})
#
c
o
n
n
e
c
t
g
e
n
e
r
a
t
o
r
s
t
o
n
e
u
r
o
n
n
e
s
t
.
C
o
n
v
e
r
g
e
n
t
C
o
n
n
e
c
t
(
n
o
is
e
,
n
e
u
r
o
n
,
M
[
3
]
,
M
[
4
]
)
#
M
[
3
]
:
C
o
n
n
e
c
t
io
n
s
t
r
e
n
g
t
h
,
e
x
c
i
t
a
t
o
r
y
a
n
d
i
n
h
i
b
i
t
o
r
y
#
M
[
4
]
:
D
e
la
y
f
o
r
t
h
e
t
r
a
n
s
m
i
s
s
i
o
n
o
f
s
i
g
n
a
l
s
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
c
r
e
a
t
e
e
x
t
r
a
s
p
i
k
e
s
(M
,
n
e
u
r
o
n
)
:
#
C
r
e
a
t
e
s
e
x
t
r
a
s
p
i
k
e
s
f
o
r
t
h
e
e
s
p
t
e
s
t
r
e
g
im
e
s
p
g
=
n
e
s
t
.
C
r
e
a
t
e
(
’
s
p
i
k
e
g
e
n
e
r
a
t
o
r
’
,
M
[
2
]
,
[
{
’
s
p
i
k
e
t
i
m
e
s
’
:
M
[
1
]
}]
)
#
M
[
1
]
:
S
p
ik
e
t
im
e
s
#
M
[
2
]
:
N
u
m
b
e
r
o
f
s
p
i
k
e
g
e
n
e
r
a
t
o
r
s
n
e
s
t
.
C
o
n
v
e
r
g
e
n
t
C
o
n
n
e
c
t
(
s
p
g
,
n
e
u
r
o
n
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
s
i
m
u
l
a
t
e
(
p
,
M
,
le
n
r
e
c
p
a
r
a
m
s
)
:
#
S
im
u
la
t
e
a
c
t
u
a
l
n
e
u
r
o
n
m
o
d
e
l
a
n
d
t
e
s
t
r
e
g
im
e
v
a
l
=
n
p
.
z
e
r
o
s
(
[
le
n
r
e
c
p
a
r
a
m
s
,
p
.
m
p
t
−
1
,
l
e
n
(
p
.
h
l
o
g
2
)
]
)
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
p
.
h
l
o
g
2
)
)
:
n
e
s
t
.
R
e
s
e
t
K
e
r
n
e
l
(
)
n
e
s
t
.
S
e
t
K
e
r
n
e
lS
t
a
t
u
s
(
{
’
t
i
c
s
p
e
r
m
s
’
:
2
.0
∗∗
1
4
,
’
r
e
s
o
l
u
t
i
o
n
’
:
2
.
0
∗∗
(
p
.
h
l
o
g
2
[
i
]
)
})
n
e
s
t
.
S
e
t
D
e
f
a
u
l
t
s
(
’
v
o
lt
m
e
t
e
r
’
,
{
’
i
n
t
e
r
v
a
l
’
:
p
.
d
e
lt
a
T
})
i
f
p
.
m
o
d
e
l
=
=
’
i
a
f
p
s
c
a
l
p
h
a
’
o
r
p
.
m
o
d
e
l
=
=
’
i
a
f
p
s
c
a
l
p
h
a
c
a
n
o
n
’
:
p
s
c
p
a
r
a
m
s
=
{”
t
a
u
m
”
:
p
.
t
a
u
m
,
”
C
m
”
:
p
.
C
m
,
”
I
e
”
:
p
.
I
e
,
”
E
L
”
:
p
.
E
L
,
”
t
a
u
s
y
n
e
x
”
:
p
.
t
a
u
s
y
n
E
}
n
e
u
r
o
n
=
n
e
s
t
.
C
r
e
a
t
e
(
p
.
m
o
d
e
l
,
p
a
r
a
m
s
=
p
s
c
p
a
r
a
m
s
)
i
f
(
p
.
m
o
d
e
l
=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
’
o
r
p
.
m
o
d
e
l
=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
e
i
’
o
r
p
.
m
o
d
e
l=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
’
)
:
c
o
n
d
p
a
r
a
m
s
=
{”
g
L
”
:
p
.
g
L
,
”
C
m
”
:
p
.
C
m
,
”
I
e
”
:
p
.
I
e
,
”
E
L
”
:
p
.
E
L
,
”
t
a
u
s
y
n
e
x
”
:
p
.
t
a
u
s
y
n
E
}
n
e
u
r
o
n
=
n
e
s
t
.
C
r
e
a
t
e
(
p
.
m
o
d
e
l
,
p
a
r
a
m
s=
c
o
n
d
p
a
r
a
m
s
)
m
m
p
a
r
a
m
s
=
{
’
w
it
h
t
im
e
’
:
T
r
u
e
,
’
i
n
t
e
r
v
a
l
’
:
p
.
d
e
lt
a
T
,
’
r
e
c
o
r
d
f
r
o
m
’
:
p
.
r
e
c
p
a
r
a
m
s
}
m
u
lt
im
e
t
e
r
=
n
e
s
t
.
C
r
e
a
t
e
(
’
m
u
lt
im
e
t
e
r
’
,
p
a
r
a
m
s
=
m
m
p
a
r
a
m
s
)
n
e
s
t
.
C
o
n
n
e
c
t
(
m
u
lt
im
e
t
e
r
,
n
e
u
r
o
n
)
i
f
M
[0
]=
=
’w
n
o
’
:
c
r
e
a
t
e
n
o
i
s
e
(M
,
n
e
u
r
o
n
)
i
f
M
[0
]=
=
’
w
fn
’
:
c
r
e
a
t
e
f
r
o
z
e
n
n
o
i
s
e
(M
,
n
e
u
r
o
n
,
p
.
T
m
a
x
)
i
f
M
[0
]=
=
’
e
s
p
’
:
c
r
e
a
t
e
e
x
t
r
a
s
p
i
k
e
s
(M
,
n
e
u
r
o
n
)
n
e
s
t
.
S
im
u
la
t
e
(
p
.
T
m
a
x
)
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e
v
e
n
t
s
=
n
e
s
t
.
G
e
t
S
t
a
t
u
s
(
m
u
lt
im
e
t
e
r
)
[
0
]
[
’
e
v
e
n
t
s
’
]
f
o
r
j
in
r
a
n
g
e
(
l
e
n
(
p
.
r
e
c
p
a
r
a
m
s
)
)
:
v
a
l
[
j
]
[
:
,
i
]
=
e
v
e
n
t
s
[
p
.
r
e
c
p
a
r
a
m
s
[
j
]
]
T
=
e
v
e
n
t
s
[
’
t
im
e
s
’
]
T
=
r
e
s
i
z
e
T
(
p
,
T
)
r
e
t
u
r
n
v
a
l
,T
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
s
i
z
e
T
(
p
,
T
)
:
T
=
n
p
.
z
e
r
o
s
(
[
p
.
m
p
t
−
1
,
1
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)
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o
r
i
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r
a
n
g
e
(
p
.
m
p
t
−
1
)
:
T
[
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,
0
]
=
T
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i
]
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e
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T
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x
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y
im
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m
p
y
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n
p
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m
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t
p
l
o
t
l
i
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.
p
y
p
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t
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p
o
r
t
∗
im
p
o
r
t
d
e
f
i
n
e
o
b
j
e
c
t
s
a
s
d
e
f
o
b
j
im
p
o
r
t
s
i
m
u
l
a
t
e
a
s
s
im
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p
o
r
t
u
p
d
a
t
e
s
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e
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s
u
p
d
u
p
d
.
u
p
d
a
t
e
s
i
z
e
s
t
e
x
(
1
0
,
1
0
)
#
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p
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)
:
#
S
im
u
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t
e
a
n
d
p
r
o
d
u
c
e
a
l
l
f
i
g
u
r
e
s
p
o
s
s
i
b
l
e
w
it
h
s
c
r
i
p
t
M
,
T
,
t
y
p
e
s
,
r
e
g
im
e
s
=
d
o
s
i
m
u
l
a
t
i
o
n
s
(
)
p
a
t
h
=
d
e
f
o
b
j
.
r
e
t
u
r
n
p
a
t
h
(
’
e
x
a
m
p
l
e
f
i
g
u
r
e
s
/
’
)
m
a
k
e
e
x
f
i
g
(M
,
T
,
t
y
p
e
s
,
r
e
g
im
e
s
,
p
a
t
h
)
w
n
o
f
i
g
s
(M
,
T
,
t
y
p
e
s
,
p
a
t
h
)
n
s
p
d
i
f
f
(M
,
T
,
t
y
p
e
s
,
p
a
t
h
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
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−−
−−
−−
−−
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−−
−−
−−
−−
−
d
e
f
d
o
s
i
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u
l
a
t
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o
n
s
(
)
:
#
R
u
n
t
h
e
s
i
m
u
l
a
t
i
o
n
w
it
h
a
l
l
n
e
u
r
o
n
m
o
d
e
ls
a
n
d
a
l
l
t
e
s
t
r
e
g
im
e
s
t
y
p
e
s
,
r
e
g
im
e
s
,
t
im
e
s
=
d
e
f
o
b
j
.
d
e
f
i
n
e
o
b
j
e
c
t
s
(
)
M
,
T
=
s
im
.
s
i
m
u
l
a
t
e
a
l
l
(
t
y
p
e
s
,
r
e
g
im
e
s
)
r
e
t
u
r
n
M
,
T
,
t
y
p
e
s
,
r
e
g
im
e
s
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
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−−
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−−
−
#
−−
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−−
−−
−−
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−−
−−
−−
−−
−−
−−
−−
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−−
−−
−−
−−
−−
−−
−−
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−
d
e
f
m
a
k
e
e
x
f
i
g
(M
,
T
,
t
y
p
e
s
,
r
e
g
im
e
s
,
p
a
t
h
)
:
#
P
r
o
d
u
c
e
s
e
x
a
m
p
le
f
i
g
u
r
e
w
it
h
a
l
l
f
o
u
r
t
e
s
t
r
e
g
im
e
s
r
e
s
=
6
#
I
a
f
c
o
n
d
a
l
p
h
a
,
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
,
#
r
e
s
o
l
u
t
i
o
n
2
∗∗
(
−
6
)
m
s
V
=
M
[
0
,
:
,
0
,
:
,
r
e
s
]
r
e
s
s
t
r
=
’
r
e
s
%
+
0
3
.0
f
’
%
r
e
s
f
i
g
u
r
e
(
)
f
o
r
i
in
r
a
n
g
e
(
n
p
.
s
h
a
p
e
(
V
)
[
0
]
)
:
p
l
o
t
(
T
,
V
[
i
]
,
l
a
b
e
l
=
r
e
g
im
e
s
[
i
]
[
0
]
)
le
g
e
n
d
(
l
o
c
=
’
c
e
n
t
e
r
r
i
g
h
t
’
)
x
l
a
b
e
l
(
’
T
im
e
[
m
s
]
’
)
y
l
a
b
e
l
(
’
M
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
[m
V
]
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
A
l
l
r
e
g
i
m
e
s
’
+
r
e
s
s
t
r
+
’
.
e
p
s
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
A
l
l
r
e
g
i
m
e
s
’
+
r
e
s
s
t
r
+
’
.
p
d
f
’
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
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−−
−−
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−−
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−
d
e
f
w
n
o
f
i
g
s
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,
T
,
t
y
p
e
s
,
p
a
t
h
)
:
#
P
r
o
d
u
c
e
f
i
g
u
r
e
s
o
f
w
n
o
t
e
s
t
r
e
g
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e
#
O
n
ly
c
o
n
d
u
c
t
a
n
c
e
b
a
s
e
d
m
o
d
e
ls
,
a
l
l
r
e
s
o
l
u
t
i
o
n
s
m
o
d
n
r
=
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,1
,3
]#
O
n
ly
c
o
n
d
u
c
t
a
n
c
e
b
a
s
e
d
m
o
d
e
ls
#
P
lo
t
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
in
t
h
e
w
it
h
−
n
o
i
s
e
t
e
s
t
r
e
g
im
e
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
m
o
d
n
r
)
)
:
f
i
g
u
r
e
(
)
p
l
o
t
(
T
,
M
[
m
o
d
n
r
[
i
]
,
1
,
0
]
)
le
g
e
n
d
(
t
y
p
e
s
[
0
]
.
h
l
o
g
2
)
x
l
a
b
e
l
(
’
T
im
e
[
m
s
]
’
)
y
l
a
b
e
l
(
’
M
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
[m
V
]
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
V
M
w
n
o
’
+
t
y
p
e
s
[
m
o
d
n
r
[
i
]
]
.
m
o
d
e
l
+
’
.
e
p
s
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
V
M
w
n
o
’
+
t
y
p
e
s
[
m
o
d
n
r
[
i
]
]
.
m
o
d
e
l
+
’
.
p
d
f
’
)
#
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−−
−−
−−
−−
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−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
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−−
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−
d
e
f
n
s
p
d
i
f
f
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,
T
,
t
y
p
e
s
,
p
a
t
h
)
:
#
M
a
k
e
s
f
i
g
u
r
e
o
f
d
i
f
f
e
r
e
n
c
e
b
e
t
w
e
e
n
e
x
a
c
t
a
n
d
s
im
u
la
t
e
d
v
a
l
u
e
s
#
f
o
r
a
l
l
n
e
u
r
o
n
m
o
d
e
ls
.
r
e
s
=
6
e
x
a
c
t
=
s
im
.
e
x
a
c
t
v
a
l
u
e
s
n
s
p
(
t
y
p
e
s
[
0
]
,
T
)
#
D
i
f
f
e
r
e
n
c
e
o
v
e
r
a
l
l
m
o
d
e
ls
,
n
s
p
−
r
e
g
im
e
,
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
,
#
a
l
l
m
e
a
s
u
r
in
g
p
o
in
t
s
,
a
l
l
r
e
s
o
l
u
t
i
o
n
s
d
i
f
f
=
M
[
:
,
0
,
0
,
:
,
:
]
−
e
x
a
c
t
f
o
r
i
in
r
a
n
g
e
(
n
p
.
s
h
a
p
e
(
d
i
f
f
)
[
0
]
)
:
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f
i
g
u
r
e
(
)
p
l
o
t
(
T
,
d
i
f
f
[
i
,
:
,
r
e
s
:
]
)
le
g
e
n
d
(
t
y
p
e
s
[
0
]
.
h
l
o
g
2
[
r
e
s
:
]
)
x
l
a
b
e
l
(
’
T
im
e
[
m
s
]
’
)
y
l
a
b
e
l
(
’
V
o
lt
a
g
e
d
i
f
f
e
r
e
n
c
e
[m
V
]
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
D
if
f
V
m
n
s
p
’
+
t
y
p
e
s
[
i
]
.
m
o
d
e
l
+
’
.
e
p
s
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
D
if
f
V
m
n
s
p
’
+
t
y
p
e
s
[
i
]
.
m
o
d
e
l
+
’
.
p
d
f
’
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−
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r.
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m
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t
p
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.
p
y
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t
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p
o
r
t
∗
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r
t
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m
p
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n
p
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r
t
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o
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e
c
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im
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s
s
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r
t
u
p
d
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t
e
s
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e
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s
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p
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u
p
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a
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.
u
p
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e
s
i
z
e
s
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x
(
1
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,
1
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)
#
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−
d
e
f
w
f
n
a
l
l
(
)
:
X
,
T
,
v
e
c
,
r
a
t
e
e
x
,
m
c
p
=
w
f
n
e
r
r
o
r
r
a
t
e
(
)
d
i
f
f
9
,
V
,
T
,
v
e
c
,
t
y
p
e
s
=
w
f
n
e
r
r
o
r
t
y
p
e
s
(
)
#
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e
f
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n
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r
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)
:
#
T
e
s
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s
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o
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t
h
e
e
r
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o
r
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o
m
i
a
f
c
o
n
d
a
l
p
h
a
e
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s
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e
p
i
n
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u
e
n
c
e
s
#
o
f
c
h
a
n
g
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g
f
i
r
i
n
g
r
a
t
e
s
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o
m
t
h
e
P
o
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s
o
n
g
e
n
e
r
a
t
o
r
s
t
y
p
e
s
,
r
e
g
im
e
s
,
t
im
e
s
=
d
e
f
o
b
j
.
d
e
f
i
n
e
o
b
j
e
c
t
s
(
)
r
e
g
i
m
e
s
=
[
r
e
g
im
e
s
[
3
]
]
#
w
fn
−
r
e
g
im
e
(
w
it
h
f
r
o
z
e
n
n
o
i
s
e
)
t
y
p
e
s
=
[
t
y
p
e
s
[
3
]
]
#
O
n
ly
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
r
e
x
,
r
in
,
r
a
t
e
s
=
d
e
f
o
b
j
.
r
e
t
u
r
n
r
a
t
e
s
(
)
r
e
c
p
=
l
e
n
(
t
y
p
e
s
[
0
]
.
r
e
c
p
a
r
a
m
s
)
v
e
c
=
t
y
p
e
s
[
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]
.
h
l
o
g
2
x
0
=
l
e
n
(
r
a
t
e
s
)
x
1
=
t
y
p
e
s
[
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]
.
m
p
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1
x
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=
l
e
n
(
v
e
c
)
X
=
n
p
.
z
e
r
o
s
(
[
x
0
,
x
1
,
x
2
]
)
f
o
r
i
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r
a
n
g
e
(
x
0
)
:
r
e
g
i
m
e
s
[
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]
[
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]
=
[
r
e
x
∗r
a
t
e
s
[
i
]
,
r
i
n
∗r
a
t
e
s
[
i
]
]
v
a
l
,
T
=
s
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.
s
i
m
u
l
a
t
e
(
t
y
p
e
s
[
0
]
,
r
e
g
i
m
e
s
[
0
]
,
r
e
c
p
)
X
[
i
]
=
v
a
l
[
3
]
#
A
s
s
u
m
e
s
r
e
c
p
a
r
a
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s
[
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]
=
’
V
e
r
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o
r
’
f
o
r
e
i
s
t
e
p
m
c
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=
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.
a
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(
t
y
p
e
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[
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]
.
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1
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)
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a
t
e
e
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=
r
e
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∗r
a
t
e
s
p
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t
X
(
X
,
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e
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,
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t
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,
m
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)
r
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n
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,
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p
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:
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=
d
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.
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u
r
n
p
a
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h
(
’
w
f
n
e
r
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r
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’
)
x
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=
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.
s
h
a
p
e
(
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)
[
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]
f
i
g
u
r
e
(
)
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r
i
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r
a
n
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e
(
x
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)
:
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e
m
il
o
g
y
(
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,
n
p
.
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e
d
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(
X
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,
a
x
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=
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e
d
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n
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t
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a
c
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e
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r
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c
i
s
i
o
n
p
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(
[
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,
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e
c
[
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,
[
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,
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c
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,
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r
−
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g
e
n
d
(
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a
t
e
e
x
,
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=
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p
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r
l
e
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)
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(
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e
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u
t
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(
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g
$
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$
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)
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b
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’
E
r
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)
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e
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(
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+
’
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a
f
c
o
n
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l
p
h
a
e
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s
t
e
p
R
a
t
e
t
e
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t
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n
V
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r
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.
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’
)
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(
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+
’
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a
f
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n
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a
l
p
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a
e
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s
t
e
p
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a
t
e
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t
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n
V
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p
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i
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f
t
h
e
d
i
f
f
e
r
e
n
c
e
b
e
t
w
e
e
n
a
r
e
f
e
r
e
n
c
e
s
o
l
u
t
i
o
n
#
a
n
d
a
l
l
o
t
h
e
r
r
e
s
o
l
u
t
i
o
n
s
a
n
d
m
o
d
e
ls
.
#
w
fn
t
e
s
t
r
e
g
im
e
t
y
p
e
s
,
r
e
g
im
e
s
,
t
im
e
s
=
d
e
f
o
b
j
.
d
e
f
i
n
e
o
b
j
e
c
t
s
(
)
r
e
g
i
m
e
s
=
[
r
e
g
im
e
s
[
3
]
]
#
w
fn
−
r
e
g
im
e
(
w
it
h
f
r
o
z
e
n
n
o
i
s
e
)
r
e
c
p
=
l
e
n
(
t
y
p
e
s
[
0
]
.
r
e
c
p
a
r
a
m
s
)
v
e
c
=
t
y
p
e
s
[
0
]
.
h
l
o
g
2
M
,
T
=
s
im
.
s
i
m
u
l
a
t
e
a
l
l
(
t
y
p
e
s
,
r
e
g
i
m
e
s
)
V
=
M
[
:
,
0
,
0
,
:
,
:
]
#
O
n
ly
w
n
f−
r
e
g
im
e
,
o
n
ly
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
#
U
s
e
s
a
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
a
t
r
e
s
o
l
u
t
i
o
n
l
o
g
2
h
=
−
9
#
a
s
a
r
e
f
e
r
e
n
c
e
s
o
l
u
t
i
o
n
r
e
f
9
=
V
[
3
,
:
,
9
]
.
r
e
s
h
a
p
e
(
[
t
y
p
e
s
[
0
]
.
m
p
t
−
1
,
1
]
)
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d
i
f
f
9
=
V
−
r
e
f
9
p
a
t
h
=
d
e
f
o
b
j
.
r
e
t
u
r
n
p
a
t
h
(
’
w
f
n
e
r
r
o
r
/
’
)
p
l
o
t
e
r
r
o
r
t
y
p
e
s
(
d
i
f
f
9
[
:
,
1
0
0
:
,
6
:
]
,
T
[
1
0
0
:
]
,
v
e
c
[
6
:
]
,
’9
’
,
t
y
p
e
s
,
p
a
t
h
)
p
l
o
t
e
r
r
o
r
t
y
p
e
s
(
d
i
f
f
9
[
:
,
1
0
0
:
,
9
:
]
,
T
[
1
0
0
:
]
,
v
e
c
[
9
:
]
,
’9
’
,
t
y
p
e
s
,
p
a
t
h
)
c
o
n
d
=
[
d
i
f
f
9
[
0
]
,
d
i
f
f
9
[
1
]
,
d
i
f
f
9
[
3
]
]
#
E
x
c
lu
d
e
s
i
a
f
p
s
c
a
l
p
h
a
t
y
p
e
s
=
[
t
y
p
e
s
[
0
]
,
t
y
p
e
s
[
1
]
,
t
y
p
e
s
[
3
]
]
#
E
x
c
lu
d
e
s
i
a
f
p
s
c
a
l
p
h
a
m
e
d
=
n
p
.
m
e
d
ia
n
(
n
p
.
a
b
s
(
c
o
n
d
)
,
a
x
i
s
=
1
)
p
l
o
t
l
o
g
l
o
g
d
i
f
f
(
m
e
d
,
t
y
p
e
s
,
v
e
c
,
p
a
t
h
)
r
e
t
u
r
n
d
i
f
f
9
,
V
,
T
,
v
e
c
,
t
y
p
e
s
#
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e
f
p
l
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t
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r
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o
r
t
y
p
e
s
(
d
i
f
f
,
T
,
v
e
c
,
x
,
t
y
p
e
s
,
p
a
t
h
)
:
v
e
c
s
t
r
=
’
r
e
s
%
+
0
3
.0
f
%
+
0
3
.0
f
’
%
(
v
e
c
[
0
]
,
v
e
c
[
−
1
])
f
o
r
i
in
r
a
n
g
e
(
n
p
.
s
h
a
p
e
(
d
i
f
f
)
[
0
]
)
:
f
i
g
u
r
e
(
)
p
l
o
t
(
T
,
d
i
f
f
[
i
]
)
le
g
e
n
d
(
v
e
c
)
x
l
a
b
e
l
(
’
T
im
e
[
m
s
]
’
)
y
l
a
b
e
l
(
’
D
i
f
f
e
r
e
n
c
e
in
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
[m
V
]
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
D
i
f
f
’
+
x
+
t
y
p
e
s
[
i
]
.
m
o
d
e
l
+
v
e
c
s
t
r
+
’
.
e
p
s
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
D
i
f
f
’
+
x
+
t
y
p
e
s
[
i
]
.
m
o
d
e
l
+
v
e
c
s
t
r
+
’
.
p
d
f
’
)
#
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−−
−−
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−−
−−
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−−
−−
−−
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−−
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−−
−−
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−
d
e
f
p
l
o
t
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o
g
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o
g
d
i
f
f
(
m
e
d
,
t
y
p
e
s
,
v
e
c
,
p
a
t
h
)
:
f
i
g
u
r
e
(
)
f
o
r
i
in
r
a
n
g
e
(
n
p
.
s
h
a
p
e
(
m
e
d
)
[
0
]
)
:
#
M
o
d
e
ls
s
e
m
il
o
g
y
(
v
e
c
,
m
e
d
[
i
]
,
’
x
−
−
’,
l
a
b
e
l
=
t
y
p
e
s
[
i
]
.
m
o
d
e
l
)
le
g
e
n
d
(
)
x
l
a
b
e
l
(
’
R
e
s
o
l
u
t
i
o
n
(
l
o
g
$
2
$
$
h
$
)
’
)
y
l
a
b
e
l
(
’
M
e
d
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n
v
a
lu
e
o
f
d
i
f
f
e
r
e
n
c
e
in
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
[m
V
]
’
)
v
e
c
s
t
r
=
’
r
e
s
%
+
0
3
.0
f
%
+
0
3
.0
f
’
%
(
v
e
c
[
0
]
,
v
e
c
[
−
1
])
s
a
v
e
f
i
g
(
p
a
t
h
+
’
L
o
g
l
o
g
m
e
d
d
i
f
f
a
l
l
c
o
n
d
m
o
d
e
l
s
’
+
v
e
c
s
t
r
+
’
.
e
p
s
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
’
L
o
g
l
o
g
m
e
d
d
i
f
f
a
l
l
c
o
n
d
m
o
d
e
l
s
’
+
v
e
c
s
t
r
+
’
.
p
d
f
’
)
#
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−−
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−
w
n
o
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.p
y
im
p
o
r
t
n
u
m
p
y
a
s
n
p
fr
o
m
m
a
t
p
l
o
t
l
i
b
.
p
y
p
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t
im
p
o
r
t
∗
im
p
o
r
t
d
e
f
i
n
e
o
b
j
e
c
t
s
a
s
d
e
f
o
b
j
im
p
o
r
t
s
i
m
u
l
a
t
e
a
s
s
im
im
p
o
r
t
u
p
d
a
t
e
s
i
z
e
s
a
s
u
p
d
a
t
e
u
p
d
a
t
e
.
u
p
d
a
t
e
s
i
z
e
s
t
e
x
(
1
0
.
0
,
1
0
.
0
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
c
a
l
c
u
l
a
t
e
p
l
o
t
(
t
y
p
e
)
:
#
P
o
s
s
i
b
l
e
t
y
p
e
s
:
’
r
a
t
e
’
o
r
’
t
a
u
s
y
n
’
X
,
T
,
t
y
p
e
s
,
r
e
g
im
e
s
=
w
n
o
s
t
r
e
s
s
t
e
s
t
(
t
y
p
e
)
v
e
c
t
o
r
=
t
y
p
e
s
[
0
]
.
h
l
o
g
2
p
l
o
t
s
t
r
e
s
s
t
e
s
t
(
X
,
T
,
r
e
g
im
e
s
,
t
y
p
e
s
,
v
e
c
t
o
r
,
t
y
p
e
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
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−−
−−
−
d
e
f
w
n
o
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t
r
e
s
s
t
e
s
t
(
t
y
p
e
)
:
#
C
a
l
c
u
l
a
t
e
t
h
e
m
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
f
o
r
a
l
l
n
e
u
r
o
n
m
o
d
e
ls
#
f
o
r
d
i
f
f
e
r
e
n
t
f
i
r
i
n
g
r
a
t
e
s
.
t
y
p
e
s
,
r
e
g
im
e
s
,
t
im
e
s
=
d
e
f
o
b
j
.
d
e
f
i
n
e
o
b
j
e
c
t
s
(
)
r
e
g
i
m
e
s
=
[
r
e
g
im
e
s
[
1
]
]
t
y
p
e
s
=
t
y
p
e
s
r
e
x
,
r
in
,
r
a
t
e
s
=
d
e
f
o
b
j
.
r
e
t
u
r
n
r
a
t
e
s
(
)
s
y
n
=
d
e
f
o
b
j
.
r
e
t
u
r
n
t
a
u
s
y
n
(
)
i
f
t
y
p
e
=
=
’r
a
t
e
’
:
l
e
n
t
=
l
e
n
(
r
a
t
e
s
)
e
l
i
f
t
y
p
e
=
=
’t
a
u
s
y
n
’
:
l
e
n
t
=
l
e
n
(
s
y
n
)
X
=
n
p
.
z
e
r
o
s
(
[
l
e
n
(
t
y
p
e
s
)
,
l
e
n
t
,
t
y
p
e
s
[
0
]
.
m
p
t
−
1
,
l
e
n
(
t
y
p
e
s
[
0
]
.
h
l
o
g
2
)
]
)
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
t
y
p
e
s
)
)
:
f
o
r
j
in
r
a
n
g
e
(
l
e
n
t
)
:
i
f
t
y
p
e
=
=
’r
a
t
e
’
:
r
e
g
i
m
e
s
[
0
]
[
1
]
=
[
r
e
x
∗r
a
t
e
s
[
j
]
,
r
i
n
∗r
a
t
e
s
[
j
]
]
e
l
i
f
t
y
p
e
=
=
’
t
a
u
s
y
n
’
:
t
y
p
e
s
[
i
]
.
t
a
u
s
y
n
E
=
s
y
n
[
j
]
v
a
l
,
T
=
s
im
.
s
i
m
u
l
a
t
e
(
t
y
p
e
s
[
i
]
,
r
e
g
i
m
e
s
[
0
]
,
l
e
n
(
t
y
p
e
s
[
i
]
.
r
e
c
p
a
r
a
m
s
)
)
X
[
i
]
[
j
]
=
v
a
l
[
0
]
#
A
s
s
u
m
e
s
r
e
c
p
a
r
a
m
s
[
0
]
=
’V
m
’
f
o
r
a
l
l
r
e
g
im
e
s
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r
e
t
u
r
n
X
,
T
,
t
y
p
e
s
,
r
e
g
i
m
e
s
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
p
l
o
t
s
t
r
e
s
s
t
e
s
t
(
X
,
T
,
r
e
g
im
e
s
,
t
y
p
e
s
,
v
e
c
t
o
r
,
r
a
t
e
t
a
u
)
:
l
a
b
e
l
s
=
[
’
T
im
e
[
m
s
]
’
,
’
M
e
m
b
r
a
n
e
p
o
t
e
n
t
i
a
l
[m
V
]
’
]
p
a
t
h
a
l
l
=
d
e
f
o
b
j
.
r
e
t
u
r
n
p
a
t
h
(
’
s
t
r
e
s
s
t
e
s
t
/
’
)
#
A
l
l
r
a
t
e
s
f
o
r
o
n
e
r
e
s
o
l
u
t
i
o
n
in
a
f
i
g
u
r
e
.
O
n
e
f
i
g
u
r
e
f
o
r
e
a
c
h
m
o
d
e
l
.
r
e
s
=
[
4
,
8
]
f
o
r
h
in
r
a
n
g
e
(
l
e
n
(
r
e
s
)
)
:
f
o
r
i
in
r
a
n
g
e
(
n
p
.
s
h
a
p
e
(
X
)
[
0
]
)
:
a
l
l
o
n
e
f
i
g
(
X
[
i
]
,
t
y
p
e
s
[
i
]
,
p
a
t
h
a
l
l
,
v
e
c
t
o
r
,
r
e
s
[
h
]
,
l
a
b
e
l
s
,
r
a
t
e
t
a
u
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
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−
d
e
f
a
l
l
o
n
e
f
i
g
(
X
,
t
y
p
e
s
,
p
a
t
h
,
v
e
c
,
n
r
,
l
a
b
e
l
s
,
r
a
t
e
t
a
u
)
:
#
P
l
o
t
s
o
n
e
m
o
d
e
l
;
a
l
l
r
a
t
e
s
o
r
t
im
e
c
o
n
s
t
a
n
t
s
f
o
r
#
o
n
e
r
e
s
o
l
u
t
i
o
n
in
o
n
e
f
i
g
u
r
e
r
e
x
,
r
in
,
r
a
t
e
s
=
d
e
f
o
b
j
.
r
e
t
u
r
n
r
a
t
e
s
(
)
s
y
n
=
d
e
f
o
b
j
.
r
e
t
u
r
n
t
a
u
s
y
n
(
)
f
i
g
u
r
e
(
)
c
l
f
(
)
f
o
r
i
in
r
a
n
g
e
(
n
p
.
s
h
a
p
e
(
X
)
[
0
]
)
:
p
l
o
t
(
X
[
i
]
[
:
,
n
r
]
)
r
e
s
=
’%
+
0
3
.0
f
’
%
v
e
c
[
n
r
]
f
i
g
t
i
t
l
e
=
t
y
p
e
s
.
m
o
d
e
l
+
’
w
n
o
’
+
r
a
t
e
t
a
u
+
’
a
l
l
r
e
s
’
+
r
e
s
i
f
r
a
t
e
t
a
u
=
=
’
r
a
t
e
’
:
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g
e
n
d
(
r
e
x
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a
t
e
s
)
e
l
i
f
r
a
t
e
t
a
u
=
=
’t
a
u
s
y
n
’
:
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g
e
n
d
(
s
y
n
)
x
l
a
b
e
l
(
l
a
b
e
l
s
[
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]
)
y
l
a
b
e
l
(
l
a
b
e
l
s
[
1
]
)
s
a
v
e
f
i
g
(
p
a
t
h
+
f
i
g
t
i
t
l
e
+
’
.
e
p
s
’
)
s
a
v
e
f
i
g
(
p
a
t
h
+
f
i
g
t
i
t
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e
+
’
.
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p
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.
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t
∗
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r
t
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n
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o
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c
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s
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s
v
e
c
s
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=
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,
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1
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1
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]
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o
d
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t
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=
d
e
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o
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.
r
e
t
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r
n
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o
d
e
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a
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r
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#
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e
p
e
t
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t
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n
s
p
e
r
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e
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o
l
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t
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n
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n
d
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o
d
e
l
i
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n
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d
:
i
f
l
a
s
t
=
=
0
:
#
S
im
u
la
t
e
o
n
ly
i
a
f
c
o
n
d
a
l
p
h
a
e
x
e
p
t
f
i
n
e
s
t
r
e
s
o
l
u
t
i
o
n
m
o
d
e
ls
=
[
m
o
d
e
ls
s
t
d
[
0
]
]
r
e
s
v
e
c
=
r
e
s
v
e
c
s
t
d
[
:
−
1
]
#
A
l
l
e
x
c
e
p
t
h
=
2
ˆ
(
−
1
4
)
i
f
l
a
s
t
=
=
1
:
#
S
im
u
la
t
e
o
n
ly
i
a
f
c
o
n
d
a
l
p
h
a
a
t
f
i
n
e
s
t
r
e
s
o
l
u
t
i
o
n
m
o
d
e
ls
=
[
m
o
d
e
ls
s
t
d
[
0
]
]
r
e
s
v
e
c
=
[
r
e
s
v
e
c
s
t
d
[
−
1
]]
#
O
n
ly
h
=
2
ˆ
(
−
1
4
)
r
e
p
=
1
e
l
s
e
: #
i
a
f
c
o
n
d
a
l
p
h
a
e
i
,
i
a
f
p
s
c
a
l
p
h
a
,
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
m
o
d
e
ls
=
m
o
d
e
ls
s
t
d
[
1
:
]
r
e
s
v
e
c
=
r
e
s
v
e
c
s
t
d
b
e
f
o
r
e
=
t
im
e
.
t
im
e
(
)
v
a
l
,
M
=
c
o
m
p
a
r
e
(
r
e
p
,
m
o
d
e
ls
,
r
e
s
v
e
c
)
a
f
t
e
r
=
t
im
e
.
t
im
e
(
)
d
e
l
t
a
=
a
f
t
e
r
−
b
e
f
o
r
e
p
r
i
n
t
’\
n
\n
T
o
t
a
l
s
i
m
u
l
a
t
i
o
n
t
im
e
:
’
,
d
e
l
t
a
/
6
0
.0
,
’
m
in
u
t
e
s
’
s
a
v
e
m
a
t
r
i
c
e
s
(M
,
v
a
l
,
r
e
s
v
e
c
,
m
o
d
e
ls
)
p
r
i
n
t
r
e
s
u
l
t
s
(M
,
r
e
s
v
e
c
,
m
o
d
e
ls
,
r
e
p
)
r
e
t
u
r
n
v
a
l
,
M
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
v
e
c
t
o
s
t
r
i
n
g
(
r
e
s
v
e
c
)
:
r
e
s
s
t
r
=
’
r
e
s
’
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
r
e
s
v
e
c
)
)
:
s
t
r
=
’%
+
0
3
.0
f
’
%
(
r
e
s
v
e
c
[
i
]
)
r
e
s
s
t
r
+
=
s
t
r
r
e
t
u
r
n
r
e
s
s
t
r
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
r
e
t
u
r
n
c
o
m
p
t
y
p
e
s
(
)
:
r
e
t
u
r
n
[
’
M
e
a
n
’
,
’M
e
d
’
,
’M
in
’
,
’M
a
x
’
]
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#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
c
o
m
p
a
r
e
(
r
e
p
,
m
o
d
e
ls
,
r
e
s
v
e
c
)
:
v
a
r
=
3
#
S
im
u
la
t
io
n
t
im
e
,
e
x
c
i
t
a
t
o
r
y
a
n
i
n
h
i
b
i
t
o
r
y
r
a
t
e
s
h
o
u
ld
b
e
r
e
c
o
r
d
e
d
l
e
n
c
t
=
l
e
n
(
r
e
t
u
r
n
c
o
m
p
t
y
p
e
s
(
)
)
M
=
n
p
.
z
e
r
o
s
(
[
l
e
n
(
m
o
d
e
ls
)
,
l
e
n
(
r
e
s
v
e
c
)
,
v
a
r
,
l
e
n
c
t
]
)
v
a
l
=
n
p
.
z
e
r
o
s
(
[
l
e
n
(
m
o
d
e
ls
)
,
l
e
n
(
r
e
s
v
e
c
)
,
v
a
r
,
r
e
p
]
)
s
=
n
p
.
s
h
a
p
e
(M
)
f
o
r
i
in
r
a
n
g
e
(
s
[
0
]
)
:
p
r
i
n
t
’\
n
\n
S
im
u
la
t
in
g
’
,
m
o
d
e
ls
[
i
]
b
e
f
o
r
e
=
t
im
e
.
t
im
e
(
)
f
o
r
j
in
r
a
n
g
e
(
s
[
1
]
)
:
v
a
l
[
i
,
j
]
,
M
[
i
,
j
]
=
s
im
u
la
t
e
c
o
m
p
a
r
e
(
r
e
p
,
v
a
r
,
l
e
n
c
t
,
m
o
d
e
ls
[
i
]
,
r
e
s
v
e
c
[
j
]
)
p
r
i
n
t
”
F
in
is
h
e
d
r
e
s
o
l
u
t
i
o
n
”
,
r
e
s
v
e
c
[
j
]
a
f
t
e
r
=
t
im
e
.
t
im
e
(
)
d
e
l
t
a
=
a
f
t
e
r
−
b
e
f
o
r
e
p
r
i
n
t
’
F
in
is
h
e
d
s
i
m
u
l
a
t
i
n
g
’
,
m
o
d
e
ls
[
i
]
p
r
i
n
t
’
S
im
u
la
t
e
d
in
’
,
d
e
l
t
a
/
6
0
.0
,
’
m
in
u
t
e
s
’
r
e
t
u
r
n
v
a
l
,
M
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
s
im
u
la
t
e
c
o
m
p
a
r
e
(
r
e
p
,
v
a
r
,
c
o
m
p
le
n
,
m
o
d
e
l
,
r
e
s
l
o
g
)
:
#
F
o
r
r
e
s
o
l
u
t
i
o
n
l
o
g
2
(
h
)
=
−
4
:
#
p
s
c
a
l
p
h
a
:
g
=
1
9
.0
5
,
e
t
a
=
6
.7
5
g
i
v
e
s
f
i
r
i
n
g
r
a
t
e
a
t
2
8
.
2
(
e
x
)
a
n
d
2
8
.
4
(
in
)
#
c
o
n
d
a
l
p
h
a
e
i
:
g
=
2
.0
,
e
t
a
=
0
.0
0
1
5
g
i
v
e
s
f
i
r
i
n
g
r
a
t
e
a
t
2
8
.
7
(
e
x
)
a
n
d
2
8
.
9
(
in
)
#
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
:
g
=
2
.0
,
e
t
a
=
0
.0
0
1
5
g
i
v
e
s
f
i
r
i
n
g
r
a
t
e
a
t
2
8
.
7
(
e
x
)
a
n
d
2
8
.
4
(
in
)
#
c
o
n
d
a
lp
h
a
:
g
=
2
.0
,
e
t
a
=
0
.0
0
1
5
g
i
v
e
s
f
i
r
i
n
g
r
a
t
e
a
t
2
8
.
7
(
e
x
)
a
n
d
2
8
.
4
(
in
)
v
a
l
=
n
p
.
z
e
r
o
s
(
[
v
a
r
,
r
e
p
]
)
r
e
s
=
2
∗∗
(
r
e
s
l
o
g
)
g
=
[
1
9
.
0
5
,
2
.
0
]
e
t
a
=
[
6
.
7
5
,
0
.
0
0
1
5
]
i
f
m
o
d
e
l
=
=
’
i
a
f
p
s
c
a
l
p
h
a
’
:
g
=
g
[
0
]
e
t
a
=
e
t
a
[
0
]
e
l
s
e
: g
=
g
[
1
]
e
t
a
=
e
t
a
[
1
]
f
o
r
i
in
r
a
n
g
e
(
r
e
p
)
:
s
im
t
,
r
e
,
r
i
=
s
b
.
b
r
u
n
e
l
a
lp
h
a
n
u
m
p
y
(
m
o
d
e
l
,
r
e
s
,
g
,
e
t
a
)
p
r
i
n
t
”
F
in
is
h
e
d
r
e
p
e
t
i
t
i
o
n
n
r
.
”
,
i
+
1
,
”
o
f
”
,
r
e
p
v
a
l
[
0
]
[
i
]
=
s
im
t
v
a
l
[
1
]
[
i
]
=
r
e
v
a
l
[
2
]
[
i
]
=
r
i
M
=
n
p
.
z
e
r
o
s
(
[
v
a
r
,
c
o
m
p
le
n
]
)
f
o
r
i
in
r
a
n
g
e
(
n
p
.
s
h
a
p
e
(
v
a
l
)
[
0
]
)
:
M
[
i
]
=
[
n
p
.
m
e
a
n
(
v
a
l
[
i
]
)
,
n
p
.
m
e
d
ia
n
(
v
a
l
[
i
]
)
,
n
p
.
m
in
(
v
a
l
[
i
]
)
,
n
p
.
m
a
x
(
v
a
l
[
i
]
)
]
r
e
t
u
r
n
v
a
l
,
M
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
s
a
v
e
m
a
t
r
i
c
e
s
(M
,
v
a
l
,
r
e
s
v
e
c
,
m
o
d
e
ls
)
:
s
t
r
r
e
s
=
v
e
c
t
o
s
t
r
i
n
g
(
r
e
s
v
e
c
)
s
t
r
m
o
d
=
’
’
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
m
o
d
e
ls
)
)
:
s
t
r
m
o
d
+
=
m
o
d
e
ls
[
i
]
[
4
:
]
i
f
i
<
l
e
n
(
m
o
d
e
ls
)
−
1
:
s
t
r
m
o
d
+
=
’
−
’
s
t
r
=
s
t
r
m
o
d
+
s
t
r
r
e
s
s
t
r
v
a
l
=
’
v
a
l
−
’
+
s
t
r
s
t
r
M
=
’M
−
’
+
s
t
r
d
e
f
o
b
j
.
s
a
v
e
b
i
n
a
r
y
f
i
l
e
(
s
t
r
v
a
l
,
v
a
l
)
d
e
f
o
b
j
.
s
a
v
e
b
i
n
a
r
y
f
i
l
e
(
s
t
r
M
,
M
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
p
r
i
n
t
r
e
s
u
l
t
s
(M
,
r
e
s
v
e
c
,
m
o
d
e
ls
,
r
e
p
)
:
t
y
p
e
n
a
m
e
=
[
’
S
im
u
la
t
io
n
t
im
e
[
s
]
:
’
,
’
E
x
c
.
r
a
t
e
[
H
z
]
:
’
,
’
I
n
h
.
r
a
t
e
[
H
z
]
:
’
]
m
e
a
n
m
e
d
m
in
m
a
x
=
r
e
t
u
r
n
c
o
m
p
t
y
p
e
s
(
)
s
=
n
p
.
s
h
a
p
e
(M
)
f
o
r
i
in
r
a
n
g
e
(
s
[
0
]
)
:
#
M
o
d
e
ls
f
i
l
e
n
a
m
e
=
m
o
d
e
ls
[
i
]
+
v
e
c
t
o
s
t
r
i
n
g
(
r
e
s
v
e
c
)
f
i
l
e
=
o
p
e
n
(
f
i
l
e
n
a
m
e
+
’
.
t
x
t
’
,
’w
’
)
p
r
i
n
t
>
>
f
i
l
e
,
”
\n
S
IM
U
L
A
T
IN
G
R
E
S
U
L
T
S
”
p
r
i
n
t
>
>
f
i
l
e
,
”
M
o
d
e
l
\t
”
,
m
o
d
e
ls
[
i
]
p
r
i
n
t
>
>
f
i
l
e
,
’
R
e
p
e
t
i
t
i
o
n
s
\t
’
,
r
e
p
f
o
r
j
in
r
a
n
g
e
(
s
[
1
]
)
:
#
R
e
s
o
l
u
t
i
o
n
s
p
r
i
n
t
>
>
f
i
l
e
,
’\
n
R
e
s
o
lu
t
io
n
[
m
s
]
\
t
’
,
’2
ˆ
%
+
1
.0
f
’
%
r
e
s
v
e
c
[
j
]
f
o
r
k
in
r
a
n
g
e
(
s
[
2
]
)
:
#
R
e
c
o
r
d
e
d
p
a
r
a
m
e
t
e
r
s
p
r
i
n
t
>
>
f
i
l
e
,
’\
n
’
,
t
y
p
e
n
a
m
e
[
k
]
f
o
r
l
in
r
a
n
g
e
(
s
[
3
]
)
:
#
C
o
m
p
t
y
p
e
s
p
r
i
n
t
>
>
f
i
l
e
,
’\
t
’
,
m
e
a
n
m
e
d
m
in
m
a
x
[
l
]
,
’
\
t
%
.2
f
’
%
M
[
i
]
[
j
]
[
k
]
[
l
]
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#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
l
o
g
l
o
g
f
i
g
f
i
l
e
(
p
a
t
h
)
:
#
T
h
is
f
u
n
c
t
i
o
n
i
s
w
r
i
t
t
e
n
a
n
d
t
h
o
u
g
h
t
t
o
u
s
e
d
w
h
e
n
m
a
t
r
i
c
e
s
w
it
h
s
i
m
u
l
a
t
i
o
n
v
a
l
u
e
s
f
o
r
a
l
l
#
f
o
u
r
m
o
d
e
ls
e
x
i
s
t
s
a
s
f
i
l
e
s
in
t
h
e
d
i
r
e
c
t
o
r
y
g
iv
e
n
in
”
p
a
t
h
”
.
#
O
n
e
f
i
l
e
f
o
r
i
a
f
c
o
n
d
a
l
p
h
a
a
t
r
e
s
o
l
u
t
i
o
n
(
−
2
,−
4
,−
6
,−
1
0
)
#
O
n
e
f
i
l
e
f
o
r
i
a
f
c
o
n
d
a
l
p
h
a
a
t
r
e
s
o
l
u
t
i
o
n
(
−
1
4
)
#
O
n
e
f
i
l
e
f
o
r
t
h
e
t
h
r
e
e
o
t
h
e
r
m
o
d
e
ls
a
t
r
e
s
o
l
u
t
i
o
n
(
−
2
,−
4
,−
6
,−
1
0
)
#
U
p
lo
a
d
f
i
l
e
s
fr
o
m
d
i
s
c
M
c
o
n
d
=
d
e
f
o
b
j
.
l
o
a
d
b
i
n
a
r
y
f
i
l
e
(
p
a
t
h
+
’M
−
c
o
n
d
a
l
p
h
a
r
e
s
−
0
2
−
0
4
−
0
6
−
1
0
’)
M
c
o
n
d
l
=
d
e
f
o
b
j
.
l
o
a
d
b
i
n
a
r
y
f
i
l
e
(
p
a
t
h
+
’M
−
c
o
n
d
a
l
p
h
a
r
e
s
−
1
4
’)
M
=
d
e
f
o
b
j
.
l
o
a
d
b
i
n
a
r
y
f
i
l
e
(
p
a
t
h
+
’M
−
c
o
n
d
a
l
p
h
a
e
i
−
p
s
c
a
lp
h
a
−
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
r
e
s
−
0
2
−
0
4
−
0
6
−
1
0
−
1
4
’)
#
C
o
m
b
in
e
M
c
o
n
d
a
n
d
M
c
o
n
d
l
s
=
n
p
.
s
h
a
p
e
(
M
c
o
n
d
)
X
=
n
p
.
z
e
r
o
s
(
[
s
[
0
]
,
s
[1
]
+
1
,
s
[
2
]
,
s
[
3
]
]
)
X
[
0
,
:
−
1
]
=
M
c
o
n
d
[
0
]
X
[
0
,
−
1
]
=
M
c
o
n
d
l
[
0
,
0
]
r
e
s
v
e
c
=
[−
2
,−
4
,−
6
,−
1
0
,−
1
4
]
m
o
d
e
ls
=
d
e
f
o
b
j
.
r
e
t
u
r
n
m
o
d
e
ln
a
m
e
s
(
)
l
o
g
l
o
g
=
[
’
s
e
m
il
o
g
’
,
’
l
o
g
l
o
g
’
]
f
o
r
i
in
r
a
n
g
e
(
l
e
n
(
l
o
g
l
o
g
)
)
:
f
i
g
u
r
e
(
)
i
f
l
o
g
l
o
g
[
i
]=
=
’
s
e
m
il
o
g
’
:
p
l
o
t
(
r
e
s
v
e
c
,
X
[
0
,
:
,
0
,
1
]
,
’
x
−
−
’)
e
l
s
e
: s
e
m
il
o
g
y
(
r
e
s
v
e
c
,
X
[
0
,
:
,
0
,
1
]
,
’
x
−
−
’)
s
=
n
p
.
s
h
a
p
e
(
M
)
f
o
r
j
in
r
a
n
g
e
(
s
[
0
]
)
:
i
f
l
o
g
l
o
g
[
i
]=
=
’
s
e
m
il
o
g
’
:
p
l
o
t
(
r
e
s
v
e
c
,
M
[
j
,
:
,
0
,
1
]
,
’
x
−
−
’)
e
l
s
e
: s
e
m
il
o
g
y
(
r
e
s
v
e
c
,
M
[
j
,
:
,
0
,
1
]
,
’
x
−
−
’)
le
g
e
n
d
(
m
o
d
e
ls
)
x
l
a
b
e
l
(
’
R
e
s
o
l
u
t
i
o
n
(
l
o
g
$
2
$
h
)
’
)
y
l
a
b
e
l
(
’
T
im
e
[
s
]
’
)
f
i
g
p
a
t
h
=
d
e
f
o
b
j
.
r
e
t
u
r
n
p
a
t
h
(
’
c
o
m
p
a
r
is
io
n
/
’
)
s
a
v
e
f
i
g
(
f
i
g
p
a
t
h
+
’
F
o
u
r
m
o
d
e
ls
−
s
im
t
im
e
’
+
l
o
g
l
o
g
[
i
]
+
’
.
e
p
s
’
)
s
a
v
e
f
i
g
(
f
i
g
p
a
t
h
+
’
F
o
u
r
m
o
d
e
ls
−
s
im
t
im
e
’
+
l
o
g
l
o
g
[
i
]
+
’
.
p
d
f
’
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
sp
e
e
d
b
ru
n
e
l.
p
y
#
C
O
M
M
E
N
T
:
#
T
h
is
s
c
r
i
p
t
i
s
b
a
s
e
d
o
n
N
E
S
T
/
s
r
c
/
p
y
n
e
s
t
/
e
x
a
m
p
le
s
/
b
r
u
n
e
l−
a
lp
h
a
−
n
u
m
p
y
.
p
y
#
T
h
e
m
a
in
c
h
a
n
g
e
i
s
t
h
a
t
I
h
a
v
e
m
a
d
e
o
n
e
e
x
t
r
a
f
u
n
c
t
i
o
n
o
f
i
t
.
#
I
t
i
s
t
h
e
n
p
o
s
s
i
b
l
e
t
o
s
e
n
d
v
a
l
u
e
s
t
o
o
t
h
e
r
t
e
s
t
s
c
r
i
p
t
s
.
#
A
.G
.
J
a
h
n
s
e
n
,
1
6
.
0
4
.
1
0
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
im
p
o
r
t
n
u
m
p
y
fr
o
m
n
u
m
p
y
im
p
o
r
t
e
x
p
im
p
o
r
t
t
im
e
im
p
o
r
t
n
e
s
t
n
e
s
t
.
s
l
i
r
u
n
(
”
M
W
A
R
N
IN
G
s
e
t
v
e
r
b
o
s
i
t
y
”
)
#
N
o
w
N
E
S
T
j
u
s
t
p
r
i
n
t
t
o
d
i
s
p
l
a
y
e
r
r
o
r
m
e
s
s
a
g
e
s
a
n
d
w
a
r
n
in
g
s
,
n
o
t
i
n
f
o
m
e
s
s
a
g
e
s
.
im
p
o
r
t
c
la
s
s
P
a
r
a
m
s
a
s
P
#
M
a
k
e
s
i
t
p
o
s
s
i
b
l
e
t
o
c
r
e
a
t
e
a
n
e
u
r
o
n
w
it
h
s
t
a
n
d
a
r
d
v
a
l
u
e
s
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
L
a
m
b
e
rt
W
m
1
(
x
)
:
n
e
s
t
.
s
l
i
p
u
s
h
(
x
)
;
n
e
s
t
.
s
l
i
r
u
n
(
’
L
a
m
b
e
rt
W
m
1
’
)
;
y
=
n
e
s
t
.
s
l
i
p
o
p
(
)
r
e
t
u
r
n
y
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
C
o
m
p
u
t
e
P
S
P
n
o
r
m
(
ta
u
M
e
m
,
C
M
em
,
t
a
u
S
y
n
)
:
”
”
”
C
o
m
p
u
t
e
t
h
e
m
a
x
im
u
m
o
f
p
o
s
t
s
y
n
a
p
t
i
c
p
o
t
e
n
t
i
a
l
f
o
r
a
s
y
n
a
p
t
i
c
in
p
u
t
c
u
r
r
e
n
t
o
f
u
n
i
t
a
m
p
li
t
u
d
e
(
1
p
A
)
”
”
”
a
=
(
ta
u
M
e
m
/
t
a
u
S
y
n
)
b
=
(
1
.
0
/
t
a
u
S
y
n
−
1
.
0
/
ta
u
M
e
m
)
#
t
im
e
o
f
m
a
x
im
u
m
t
m
a
x
=
1
.
0
/
b
∗
(
−
L
a
m
b
e
rt
W
m
1
(−
e
x
p
(
−
1
.0
/
a
)
/
a
)
−
1
.
0
/
a
)
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#
m
a
x
im
u
m
o
f
P
S
P
f
o
r
c
u
r
r
e
n
t
o
f
u
n
i
t
a
m
p
li
t
u
d
e
r
e
t
u
r
n
e
x
p
(
1
.
0
)
/
(
t
a
u
S
y
n
∗C
M
em
∗b
)
∗
(
(
e
x
p
(−
t
m
a
x
/
ta
u
M
e
m
)
−
e
x
p
(−
t
m
a
x
/
t
a
u
S
y
n
)
)
/
b
−
t
m
a
x
∗e
x
p
(−
t
m
a
x
/
t
a
u
S
y
n
)
)
#
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−−
−
d
e
f
b
r
u
n
e
l
a
lp
h
a
n
u
m
p
y
(
m
o
d
e
l
,
r
e
s
o
l
u
t
i
o
n
,
g
,
e
t
a
)
:
n
e
s
t
.
R
e
s
e
t
K
e
r
n
e
l
(
)
d
t
=
r
e
s
o
l
u
t
i
o
n
#
t
h
e
r
e
s
o
l
u
t
i
o
n
in
m
s
s
im
t
im
e
=
1
0
0
0
.0
#
S
im
u
la
t
io
n
t
im
e
in
m
s
d
e
la
y
=
1
.
5
#
s
y
n
a
p
t
i
c
d
e
la
y
in
m
s
#
P
a
r
a
m
e
t
e
r
s
f
o
r
a
s
y
n
c
h
r
o
n
o
u
s
i
r
r
e
g
u
l
a
r
f
i
r
i
n
g
g
=
g
e
t
a
=
e
t
a
#
O
r
i
g
i
n
a
l
v
a
l
u
e
s
:
g
=
5
.
0
,
e
t
a
=
2
.
0
e
p
s
i
l
o
n
=
0
.
1
#
c
o
n
n
e
c
t
io
n
p
r
o
b
a
b
i
l
i
t
y
o
r
d
e
r
=
2
0
0
N
E
=
4
∗o
r
d
e
r
N
I
=
1
∗o
r
d
e
r
N
n
e
u
r
o
n
s
=
N
E
+
N
I
N
r
e
c
=
5
0
#
r
e
c
o
r
d
fr
o
m
5
0
n
e
u
r
o
n
s
C
E
=
e
p
s
i
l
o
n
∗N
E
#
n
u
m
b
e
r
o
f
e
x
c
i
t
a
t
o
r
y
s
y
n
a
p
s
e
s
p
e
r
n
e
u
r
o
n
C
I
=
e
p
s
i
l
o
n
∗N
I
#
n
u
m
b
e
r
o
f
i
n
h
i
b
i
t
o
r
y
s
y
n
a
p
s
e
s
p
e
r
n
e
u
r
o
n
C
t
o
t
=
i
n
t
(
C
I+
C
E
)
#
t
o
t
a
l
n
u
m
b
e
r
o
f
s
y
n
a
p
s
e
s
p
e
r
n
e
u
r
o
n
#
I
n
i
t
i
a
l
i
z
e
t
h
e
p
a
r
a
m
e
t
e
r
s
o
f
t
h
e
i
n
t
e
g
r
a
t
e
a
n
d
f
i
r
e
n
e
u
r
o
n
t
a
u
S
y
n
=
0
.
5
C
M
em
=
2
5
0
.0
ta
u
M
e
m
=
2
0
.
0
t
h
e
t
a
=
2
0
.
0
J
=
0
.
1
#
p
o
s
t
s
y
n
a
p
t
i
c
a
m
p
li
t
u
d
e
in
m
V
#
n
o
r
m
a
li
z
e
s
y
n
a
p
t
i
c
c
u
r
r
e
n
t
s
o
t
h
a
t
a
m
p
li
t
u
d
e
o
f
a
P
S
P
i
s
J
J
e
x
=
J
/
C
o
m
p
u
t
e
P
S
P
n
o
r
m
(
ta
u
M
e
m
,
C
M
em
,
t
a
u
S
y
n
)
J
i
n
=
−
g
∗J
e
x
#
t
h
r
e
s
h
o
l
d
r
a
t
e
,
e
q
u
i
v
a
l
e
n
t
r
a
t
e
o
f
e
v
e
n
t
s
n
e
e
d
e
d
t
o
#
h
a
v
e
m
e
a
n
in
p
u
t
c
u
r
r
e
n
t
e
q
u
a
l
t
o
t
h
r
e
s
h
o
l
d
n
u
t
h
=
(
t
h
e
t
a
∗
C
M
em
)
/
(
J
e
x
∗C
E
∗n
u
m
p
y
.
e
x
p
(
1
)
∗t
a
u
M
e
m
∗t
a
u
S
y
n
)
n
u
e
x
=
e
t
a
∗n
u
t
h
p
r
a
t
e
=
1
0
0
0
.0
∗
n
u
e
x
∗C
E
n
e
s
t
.
S
e
t
K
e
r
n
e
lS
t
a
t
u
s
(
{
’
t
i
c
s
p
e
r
m
s
’
:
2
.0
∗∗
1
4
,
”
r
e
s
o
l
u
t
i
o
n
”
:
d
t
})
#
B
u
il
d
in
g
t
h
e
n
e
t
w
o
r
k
#
C
r
e
a
t
e
s
a
p
a
r
a
m
e
t
e
r
s
e
t
w
it
h
a
c
t
u
a
l
m
o
d
e
l
a
n
d
s
t
a
n
d
a
r
d
v
a
l
u
e
s
p
=
P
.
P
a
r
a
m
s
(
m
d
l
=
m
o
d
e
l
)
#
P
ic
k
s
o
u
t
n
e
c
e
s
s
a
r
y
p
a
r
a
m
e
t
e
r
s
d
e
p
e
n
d
e
n
t
o
f
m
o
d
e
l
t
y
p
e
i
f
m
o
d
e
l
=
=
’
i
a
f
p
s
c
a
l
p
h
a
’
o
r
m
o
d
e
l
=
=
’
i
a
f
p
s
c
a
l
p
h
a
c
a
n
o
n
’
:
n
e
u
r
o
n
p
a
r
a
m
s
=
{”
t
a
u
m
”
:
p
.
t
a
u
m
,
”
C
m
”
:
p
.
C
m
,
”
I
e
”
:
p
.
I
e
,
”
E
L
”
:
p
.
E
L
,
”
t
a
u
s
y
n
e
x
”
:
p
.
t
a
u
s
y
n
E
}
i
f
m
o
d
e
l
=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
’
o
r
m
o
d
e
l
=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
e
i
’
o
r
m
o
d
e
l=
=
’
i
a
f
c
o
n
d
a
l
p
h
a
e
i
s
t
e
p
’
:
n
e
u
r
o
n
p
a
r
a
m
s
=
{”
g
L
”
:
p
.
g
L
,
”
C
m
”
:
p
.
C
m
,
”
I
e
”
:
p
.
I
e
,
”
E
L
”
:
p
.
E
L
,
”
t
a
u
s
y
n
e
x
”
:
p
.
t
a
u
s
y
n
E
}
n
o
d
e
s
e
x
=
n
e
s
t
.
C
r
e
a
t
e
(
m
o
d
e
l
,N
E
,
p
a
r
a
m
s
=
n
e
u
r
o
n
p
a
r
a
m
s
)
n
o
d
e
s
i
n
=
n
e
s
t
.
C
r
e
a
t
e
(
m
o
d
e
l
,
N
I
,
p
a
r
a
m
s
=
n
e
u
r
o
n
p
a
r
a
m
s
)
n
e
s
t
.
S
e
t
D
e
f
a
u
l
t
s
(
”
p
o
i
s
s
o
n
g
e
n
e
r
a
t
o
r
”
,{
”
r
a
t
e
”
:
p
r
a
t
e
})
n
o
i
s
e
=
n
e
s
t
.
C
r
e
a
t
e
(
”
p
o
i
s
s
o
n
g
e
n
e
r
a
t
o
r
”
)
e
s
p
i
k
e
s
=
n
e
s
t
.
C
r
e
a
t
e
(
”
s
p
i
k
e
d
e
t
e
c
t
o
r
”
)
i
s
p
i
k
e
s
=
n
e
s
t
.
C
r
e
a
t
e
(
”
s
p
i
k
e
d
e
t
e
c
t
o
r
”
)
n
e
s
t
.
S
e
t
S
t
a
t
u
s
(
[
e
s
p
i
k
e
s
]
,
[
{”
l
a
b
e
l
”
:
”
b
r
u
n
e
l−
p
y
−
e
x
”
,
”
w
it
h
t
im
e
”
:
T
r
u
e
,
”
w
it
h
g
id
”
:
T
r
u
e
}]
)
n
e
s
t
.
S
e
t
S
t
a
t
u
s
(
[
i
s
p
i
k
e
s
]
,
[
{”
l
a
b
e
l
”
:
”
b
r
u
n
e
l−
p
y
−
in
”
,
”
w
it
h
t
im
e
”
:
T
r
u
e
,
”
w
it
h
g
id
”
:
T
r
u
e
}]
)
#
C
o
n
n
e
c
t
in
g
d
e
v
i
c
e
s
n
e
s
t
.
C
o
p
y
M
o
d
e
l
(
”
s
t
a
t
i
c
s
y
n
a
p
s
e
”
,”
e
x
c
i
t
a
t
o
r
y
”
,{
”
w
e
ig
h
t
”
:
J
e
x
,
”
d
e
la
y
”
:
d
e
la
y
})
n
e
s
t
.
C
o
p
y
M
o
d
e
l
(
”
s
t
a
t
i
c
s
y
n
a
p
s
e
”
,”
i
n
h
i
b
i
t
o
r
y
”
,{
”
w
e
ig
h
t
”
:
J
in
,
”
d
e
la
y
”
:
d
e
la
y
})
n
e
s
t
.
D
iv
e
r
g
e
n
t
C
o
n
n
e
c
t
(
n
o
is
e
,
n
o
d
e
s
e
x
,
m
o
d
e
l=
”
e
x
c
i
t
a
t
o
r
y
”
)
n
e
s
t
.
D
iv
e
r
g
e
n
t
C
o
n
n
e
c
t
(
n
o
is
e
,
n
o
d
e
s
in
,
m
o
d
e
l=
”
e
x
c
i
t
a
t
o
r
y
”
)
n
e
s
t
.
C
o
n
v
e
r
g
e
n
t
C
o
n
n
e
c
t
(
r
a
n
g
e
(
1
,
N
r
e
c
+
1
)
,
e
s
p
i
k
e
s
,
m
o
d
e
l=
”
e
x
c
i
t
a
t
o
r
y
”
)
n
e
s
t
.
C
o
n
v
e
r
g
e
n
t
C
o
n
n
e
c
t
(
r
a
n
g
e
(
N
E
+
1
,N
E
+
1
+
N
r
e
c
)
,
i
s
p
i
k
e
s
,
m
o
d
e
l=
”
e
x
c
i
t
a
t
o
r
y
”
)
#
C
o
n
n
e
c
t
in
g
n
e
t
w
o
r
k
104 Appendix B Programming code
#
H
e
r
e
,
w
e
c
r
e
a
t
e
t
h
e
c
o
n
n
e
c
t
i
o
n
s
fr
o
m
t
h
e
e
x
c
i
t
a
t
o
r
y
n
e
u
r
o
n
s
t
o
a
l
l
o
t
h
e
r
#
n
e
u
r
o
n
s
.
W
e
e
x
p
l
o
i
t
t
h
a
t
t
h
e
n
e
u
r
o
n
s
h
a
v
e
c
o
n
s
e
c
u
t
i
v
e
I
D
s
,
r
u
n
n
in
g
fr
o
m
#
1
,
.
.
.
,N
E
f
o
r
t
h
e
e
x
c
i
t
a
t
o
r
y
n
e
u
r
o
n
s
a
n
d
fr
o
m
#
(
N
E
+
1
)
,
.
.
.
,
(
N
E
+
N
I
)
f
o
r
t
h
e
i
n
h
i
b
i
t
o
r
y
n
e
u
r
o
n
s
.
n
u
m
p
y
.
r
a
n
d
o
m
.
s
e
e
d
(
1
2
3
4
)
s
o
u
r
c
e
s
e
x
=
n
u
m
p
y
.
r
a
n
d
o
m
.
r
a
n
d
o
m
in
t
e
g
e
r
s
(
1
,N
E
,
(
N
n
e
u
r
o
n
s
,C
E
)
)
s
o
u
r
c
e
s
i
n
=
n
u
m
p
y
.
r
a
n
d
o
m
.
r
a
n
d
o
m
in
t
e
g
e
r
s
(
N
E
+
1
,
N
n
e
u
r
o
n
s
,
(
N
n
e
u
r
o
n
s
,
C
I
)
)
#
W
e
n
o
w
i
t
e
r
a
t
e
o
v
e
r
a
l
l
n
e
u
r
o
n
I
D
s
,
a
n
d
c
o
n
n
e
c
t
t
h
e
n
e
u
r
o
n
t
o
#
t
h
e
s
o
u
r
c
e
s
fr
o
m
o
u
r
a
r
r
a
y
.
T
h
e
f
i
r
s
t
lo
o
p
c
o
n
n
e
c
t
s
t
h
e
e
x
c
i
t
a
t
o
r
y
n
e
u
r
o
n
s
#
a
n
d
t
h
e
s
e
c
o
n
d
lo
o
p
t
h
e
i
n
h
i
b
i
t
o
r
y
n
e
u
r
o
n
s
.
f
o
r
n
in
x
r
a
n
g
e
(
N
n
e
u
r
o
n
s
)
:
n
e
s
t
.
C
o
n
v
e
r
g
e
n
t
C
o
n
n
e
c
t
(
l
i
s
t
(
s
o
u
r
c
e
s
e
x
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