Commande en position et vitesse sans capteur mécanique de moteurs synchrones à aimants permanents à pôles lisses (Application à un actionneur électromécanique pour aileron) by ZGORSKI, Aloïs et al.
Numéro d'ordre : Année 2013
THÈSE
présentée devant
L'Institut National des Sciences Appliquées de Lyon
pour obtenir
LE GRADE DE DOCTEUR DE L'UNIVERSITÉ DE LYON
ÉCOLE DOCTORALE : ÉLECTRONIQUE, ÉLECTROTECHNIQUE,
AUTOMATIQUE
SPÉCIALITÉ : GÉNIE ÉLECTRIQUE
par
Aloïs Zgorski
Commande en position et vitesse sans capteur mécanique
de moteurs synchrones à aimants permanents à pôles lisses.
Application à un actionneur électromécanique pour aileron.
Mechanical sensorless position and speed control of non-saillent
permanent magnet synchronous machine.
Application to an electromechanical actuator for aileron.
Soutenue le 21 Février 2013 devant la Commission d'examen
Jury :
FADEL Maurice Professeur, INPT-ENSHEEIHT Rapporteur
MENDES Eduardo Professeur, INPG-ESISAR Rapporteur
LIN-SHI Xuefang Professeur, INSA de Lyon Directeur de Thèse
LOUIS Jean-Paul Professeur émérite, ENS Cachan Examinateur
RETIF Jean-Marie Professeur retraité, INSA de Lyon Examinateur
MANCA Jean-Luc Sagem Défense Sécurité Encadrant Industriel
BRIDOT Eric Sagem Défense Sécurité Examinateur
LEYNART François-Noël Messier-Buggatti-Dowty Examinateur
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
 Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
iii
INSA Direction de la Recherche - Ecoles Doctorales - Quinquennal 2011-2015
SIGLE ECOLE DOCTORALE NOM ET COORDONNEES
DU RESPONSABLE
CHIMIE CHIMIE DE LYON M. Jean Marc LANCELIN
http ://www.edchimie-lyon.fr Université de Lyon - Collège Doctoral
Bât ESCPE
43 bd du 11 novembre 1918
69622 VILLEURBANNE Cedex
Insa : R. GOURDON Tél : 04 72 43 13 95
directeur@edchimie-lyon.fr
E.E.A. ELECTRONIQUE, M. Gérard SCORLETTI
ELECTROTECHNIQUE, AUTOMATIQUE Ecole Centrale de Lyon
http ://edeea.ec-lyon.fr 36 avenue Guy de Collongue
69134 ECULLY
Secrétariat : M.C. HAVGOUDOUKIAN Tél : 04 72 18 60 97 Fax : 04 78 43 37 17
eea@ec-lyon.fr Gerard.scorletti@ec-lyon.fr
E2M2 EVOLUTION, ECOSYSTEME, Mme. Gudrun BORNETTE
MICROBIOLOGIE, MODELISATION CNRS UMR 5023 LEHNA
http ://e2m2.universite-lyon.fr Université Claude Bernard Lyon 1
Bât Forel
INSA : H. CHARLES 43 bd du 11 novembre 1918
69622 VILLEURBANNE Cédex
Tél : 04 72 43 12 94
e2m2@biomserv.univ-lyon1.fr
EDISS INTERDISCIPLINAIRE M. Didier REVEL
SCIENCES-SANTE Hôpital Louis Pradel
http ://ww2.ibcp.fr/ediss Bâtiment Central
28 Avenue Doyen Lépine
Sec : Saﬁa AIT CHALAL 69500 BRON
Insa : M. LAGARDE Tél : 04 72 68 49 09 Fax : 04 72 35 49 16
Didier.revel@creatis.uni-lyon1.fr
INFOMATHS INFORMATIQUE ET M. Johannes KELLENDONK
MATHEMATIQUES Université Claude Bernard Lyon 1
http ://infomaths.univ-lyon1.fr INFOMATHS
Bâtiment Braconnier
43 bd du 11 novembre 1918
69622 VILLEURBANNE Cedex
Tél : 04 72 44 82 94 Fax : 04 72 43 16 87
infomaths@univ-lyon1.fr
Matériaux MATERIAUX DE LYON M. Jean-Yves BUFFIERE
INSA de Lyon
MATEIS
Bâtiment Saint-Exupéry
Secrétariat : M. LABOUNE 7 avenue Jean Capelle
PM : 71.70 - Fax : 887.12 69621 VILLEURBANNE Cédex
Bât. Saint-Exupéry Tél : 04 72 43 83 18 Fax 04 72 43 85 28
Ed.materiaux@insa-lyon.fr Jean-yves.buﬃere@insa-lyon.fr
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
iv
SIGLE ECOLE DOCTORALE NOM ET COORDONNEES
DU RESPONSABLE
MEGA MECANIQUE, ENERGETIQUE, GENIE M. Philippe BOISSE
CIVIL, ACOUSTIQUE INSA de Lyon
Laboratoire LAMCOS
Bâtiment Jacquard
Secrétariat : M. LABOUNE 25 bis avenue Jean Capelle
PM : 71.70 - Fax : 887.12 69621 VILLEURBANNE Cédex
Bât. Saint-Exupéry Tél : 04 72 43 71 70 Fax : 04 72 43 72 37
maga@ec-lyon.fr philippe.boisse@insa-lyon.fr
ScSo ScSo 1 M. Lionel OBADIA
Université Lyon 2
86 rue Pasteur
69365 LYON Cedex 07
Sec : Vivianne POLSINELLI Tél : 04 78 69 72 76 Fax : 04 37 28 04 48
Insa : J.Y. TOUSSAINT Lionel.Obadia@univ-lyon2.fr
1. ScSo : Histoire, Géographie, Aménagement, Urbanisme, Archéologie, Science politique, Sociologie,
Anthropologie
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
Résumé
Le problème de la commande sans capteur mécanique de la machine synchrone à
aimants permanents (MSAP) est un problème très étudié dans le domaine de l'automa-
tique et de l'électrotechnique. Le travail présenté s'intéresse au problème particulier de
la commande sans capteur à basse vitesse des MSAP à pôles lisses. L'objectif est de pro-
poser une méthode permettant de contrôler en position un actionneur électromécanique
utilisé dans un contexte aéronautique (ici pour des ailerons).
Une étude théorique des deux familles de machines, saillantes et non saillantes, a
permis de montrer une diﬀérence d'observabilité des modèles de la MSAP selon la vitesse
de la machine, avec en particulier une perte d'observabiltié à basse vitesse pour les
machines à pôles lisses. Pour pallier cette perte, de nouveaux modèles sont développés, qui
prennent en compte des vibrations de la machine, sollicitée par une injection de signaux.
Une nouvelle analyse, appliquée à ces modèles, permet de garantir l'observabilité de la
machine sur toute la gamme de vitesse, y compris à l'arrêt. Nous avons donc proposé une
approche d'observation de la position et de la vitesse basée sur ces nouveaux modèles avec
une injection bien choisie. Contrairement aux méthodes classiques basées sur la saillance,
cette approche est applicable à tous les types de machine. Elle a été validée sur plusieurs
bancs d'essais par l'application d'un observateur de Kalman étendu. De nombreux tests
ont été réalisés sur un benchmark dédié aux applications industrielles. Les résultats ont
montré les performances, la robustesse et les limites des observateurs proposés.
Nous nous sommes également intéressés à l'asservissement en vitesse sans capteur
mécanique de la machine, pour lequel nous avons proposé deux méthodes de synthèse
d'observateurs. La première est basée sur la synthèse d'un observateur LPV robuste par
approche polytopique. La seconde utilise un observateur à modes de glissement d'ordre
deux à gains adaptatifs. La faisabilité expérimentale de ces deux observateurs a été
démontrée.
Mots-clés : machine synchonre à aimants permanents, commande sans capteur
mécanique, actionneur électromécanique, méthode d'estimation de la position à basse
vitesse
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Abstract
The issue of sensorless control of permanent magnet synchronous machine (PMSM)
has been well studied in the ﬁeld of automation and electrical engineering. In the following
work, we were interested in the peculiar problem of low-speed sensorless control of surface
PMSM. The objective is to oﬀer a new method for the position control of an industrial
electro-mecanical actuator, considering an aeronautical context (a ﬂap actuator).
First, modeling and observability analyses of surface (non-salient) PMSM and inter-
ior (salient) PMSM have been studied. A loss of observability can be especially found at
low speed for models of non-salient machines. To overcome this loss, we have developped
new models, that takes into account vibrations caused by a signal injection. A theoretical
observability study of these latter models shows that observability is now guaranteed for
the whole speed range, including standstill. We thus proposed an estimation method of
the position and speed of the PMSM, based on these models, with a dedicated injec-
tion signal. Unlike sallient-based methods that are only valid for sailent machines, our
appoach can be used with all types of PMSM. An Extended Kalman Filter is used to
observe the position, speed and eventually the load torque. The proposed approach was
validated on a dedicated test bench. Many simulation and experimental tests were perfor-
med on an industrial-oriented benchmark. Results showed the performances, robustness
and limitations of the proposed observers.
We have also studied speed sensorless control of the machine. Indeed, two observer
syntheses have been presented. The ﬁrst one is based on robust synthesis of an LPV ob-
server using a polytopic approach. The second method is an adaptative-gain second-order
sliding mode observer. Experimental feasibility of the two methods has been demonstra-
ted.
Mots-clés : permanent magnet synchronous motor, sensorless control, electromeca-
nical actuator, low-speed position estimation method
vii
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Notations
Variables électriques
Ia, Ib et Ic Courants dans les phases a, b et c
Iα, Iβ Courants équivalents dans le repère α-β
Id, Iq Courants équivalents dans le repère d-q
Va, Vb et Vc Tensions appliquées aux phases a, b et c
Vα, Vβ Tensions équivalentes dans le repère α-β
Vd, Vq Tensions équivalentes dans le repère d-q
φa, φb et φc Flux dans les enroulements a, b et c
φα, φβ Flux équivalents dans le repère α-β
φfα, φfβ Composantes du ﬂux de l'aimant permanent dans le repère α-β
φd, φq Flux équivalents dans le repère d-q
eα, eβ FEM dans le repère α-β
ed, eq FEM dans le repère d-q
Paramètres électriques
R3 Matrice de résistance statorique triphasée
R2 Matrice de résistance statorique diphasée équivalente
Rs Résistance statorique
L3 Matrice d'inductance statorique triphasée
L2 Matrice d'inductance statorique diphasée équivalente
L¯ Inductance moyenne
∆L Fluctuation d'inductance
Ld Inductance équivalente sur l'axe d
Lq Inductance équivalente sur l'axe q
Ls Inductance des machines à pôles lisses
φf Valeur nominale du ﬂux de l'aimant permanent
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xiv
Variables mécaniques
θ Position électrique du rotor
ω Vitesse de rotation angulaire mécanique du rotor
ωe Vitesse de rotation angulaire électrique du rotor
Cem Couple électromagnétique sur l'arbre moteur
Cch Couple des charges internes et externes sur l'arbre moteur
Paramètres mécaniques
p Nombre de paires de pôles du moteur (il y a 2p pôles)
J Inertie de l'arbre moteur
fv Coeﬃcient de frottements visqueux sur l'arbre moteur
Observabilité
Lfh Dérivée de Lie d'une fonction h le long d'un champ de vecteurs f
OL Matrices d'observabilité des modèles linéaires
SNL Sous-espaces d'observabilité des modèles nonlinéaires
ONL Matrices d'observabilité des modèles nonlinéaires
∆O Déterminants des matrices d'observabilité
Paramètres des méthodes d'injection
θˆ Position estimée
dθ = θˆ − θ Erreur d'estimation de position
Vinj Vecteurs d'injection
Injγ Composante sur l'axe γ du signal d'injection
Injδ Composante sur l'axe δ du signal d'injection
Vˆd, Vˆq Tensions données par la commande
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xv
Paramètres du ﬁltre de Kalman
Fk Jacobien de la fonction d'état
Q Matrice de covariance du bruit d'entrée
R Matrice de covariance du bruit de mesure
Pk Matrice de covariance de l'erreur d'estimation
Kk Gain de Kalman
ϕ, χ Erreur de linéarisation
Mk+n,k Matrice d'observabilité discrète
Te Période d'échantillonnage
Ωn Vitesse nominale
In Courant nominal
Cn Couple nominal
Observateur LPV
A,B,C,D Matrices du modèle d'état linéaire
λ Paramètre variant
A˜(λ), B˜(λ), C˜(λ), D˜(λ) Matrices du modèle d'état LPV
L Gain de l'observateur linéaire/LPV
[ωmin ωmax] Plage de vitesse étudiée
Observateur adaptatif à modes de glissement
 Erreur d'estimation
µ, ρ Gains adaptatifs de l'observateur à modes de glissement
K Gain non adaptatif de l'observateur à modes de glissement
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Abréviations et Indices
Abréviations
EMA ElectroMechanical Actuator (Actionneur Electro-Mécanique)
MSAP Machine Synchrone à Aimants Permanents
FEM Force Electro-Motrice
PLL Phase-Locked Loop (Boucle à Verouillage de Phase)
EKO Extended Kalman Obsever (Observateur de Kalman étendu)
UKO Unscented Kalman Observer (Observateur de Kalman non parfumé)
LPV Linéaire à Paramètres Variants / Linear Parameter-Varying
STO Super-Twisting Observer
FPGA Field-Programmable Gate Array
DSP Digital Signal Processing
Indices
Les indices a,b,c donnent les valeurs des courants, tensions, ﬂux dans le repère triphasé
lié au stator.
Les indices α,β donnent les valeurs des courants, tensions, ﬂux dans le repère diphasé
équivalent lié au stator.
Les indices d,q donnent les valeurs des courants, tensions, ﬂux dans le repère diphasé
équivalent lié au rotor.
Les indices γ,δ donnent les valeurs des courants, tensions et ﬂux dans le repère diphasé
équivalent estimé lié au rotor. L'erreur d'estimation de positionnement angulaire est θerr.
Les * indiquent une valeur de consigne.
Lesˆindiquent des valeurs estimées.
Les ∼ indiquent les erreurs d'estimation.
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Introduction générale
Pour répondre aux contraintes économiques et environnementales de plus en plus im-
portantes, les grands avionneurs, comme Airbus et Boeing, ont des objectifs de réduction
drastique des émissions de CO2. Cette diminution est rendue possible par la réduction
du poids des avions, via l'utilisation de matériaux composites sur les modèles récents
(Boieng B787 Dreamliner, Airbus A350XWB,...), mais aussi par le remplacement de cir-
cuits pneumatiques et hydrauliques par des circuits électriques, globalement plus légers
et consommant au ﬁnal moins de carburants [54]. Cette tendance à une plus grande
 électriﬁcation  des avions est anticipée par les équipementiers, dont le groupe SA-
FRAN 2. En particulier, un actionneur électromécanique pour aileron (EMA Aileron) a
été développé par SAGEM et a passé avec succès des tests en vol en tant que commande
de vol primaire sur un aileron d'avion commercial A320 3. Il permet donc de rempla-
cer les actionneurs électro-hydrostatiques utilisés actuellement. Outre le gain associé au
poids du circuit hydraulique, l'actionneur électro-mécanique permet également un gain
au niveau de la maintenance, qui en sera simpliﬁée. Cet objectif de réduction du poids a
notamment été permis par les développements autour de la machine synchrone à aimants
permanents (MSAP).
Le principal avantage de la machine synchrone à aimants permanents est en eﬀet
d'avoir une puissance massique élevée, vis-à-vis des autres machines électriques telles les
machines asynchrones [27]. Par contre, la commande performante de cette machine sans
balais nécessite une bonne connaissance de la position relative de son rotor. Or les cap-
teurs utilisés pour la mesure de cette position (résolveurs, codeurs incrémentaux, sondes
à eﬀet Hall,...) sont coûteux (achat, installation, maintenance) et augmentent le volume
de l'actionneur complet (notamment le nombre de câbles), ce qui réduit la ﬁabilité de
l'ensemble. Pour contourner ces problèmes, de nombreuses méthodes ont été développés
depuis les années 1990 pour l'estimation de la position. Ces méthodes, que l'on peut
regrouper sous l'appellation de  capteurs logiciels , ont pour avantage de ne pas né-
2. http ://www.safran-group.com/site-safran-en/innovation-429/areas-of-expertise/more-electric-
aircraft/
3. http ://www.sagem-ds.com/spip.php ?article901&lang=fr
xix
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cessiter d'électronique supplémentaire. Elles peuvent être divisées en deux catégories :
d'une part, les méthodes basées sur des modèles de la machine, et les observateurs asso-
ciés, et d'autre part, les méthodes basées sur la saillance de la machine. Les méthodes
basées sur un modèle présentent de faibles performances lorsque la machine tourne à une
vitesse faible ou lorsqu'elle est à l'arrêt.Les méthodes reposant sur la saillance montrent
leurs limitent pour les machines non saillantes (machines dites  à pôles lisses ). Pour
ces dernières, l'approche la plus courante, aujourd'hui, est de créer artiﬁcellement une
saillance en saturant les aimants de la machine. Ainsi, les études actuelles portent sur
une plus grande connaissance de la machine, mais également sur la manière d'intégrer,
dès la conception de la machine, la problématique de l'estimation de la position à l'arrêt
par la saillance.
L'application de ces méthodes à l'EMA Aileron est cependant limitée. En eﬀet, pour
ce moteur, le système mécanique est directement inséré dans le rotor pour répondre aux
contraintes de compacité (système breveté de SAGEM [72], Fig. 1). Ce choix implique
de positionner les aimants en surface de la machine, ce qui minimise sa saillance. L'ap-
plicabilité des méthodes basés sur la saillance repose donc sur la saturation des aimants,
procédé qui dégrade le rendement de la machine.
Figure 1: Moteur EMA
L'objectif de la thèse est donc de proposer une méthode d'estimation de la position
(et de la vitesse) pour les machines à pôles lisses en général, et pour le cas de la machine
de l'EMA Aileron en particulier. Cette méthode doit répondre à deux besoins. Le premier
est de créer une redondance, dans le but de la surveillance de l'état de santé des capteurs
physiques utilisés pour la commande, et éventuellement d'un fonctionnement en mode dé-
gradé. Le second besoin est de s'aﬀranchir du capteur mécanique pour l'asservissement de
la position : c'est la commande sans capteur. En particulier pour l'EMA Aileron, l'appli-
cation demande un contrôle de la position de la machine, contrairement aux applications
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avioniques classiques (par exemple commandes de pompes), qui demandent un contrôle
de la machine en vitesse. Par ailleurs, c'est ici la machine électrique qui fournit tout le
couple, mais qui reçoit également les charges appliquées à l'aileron, dues notamment aux
variations des écoulements d'air. La robustesse de la méthode proposée aux variations de
couple est donc nécessaire. La précision recherchée doit être proche de celle d'un capteur
 physique classique, une précision indicative de 2électriques d'erreur d'estimation de
la position étant demandée pour garantir les performances de positionnement actuelles.
L'erreur d'estimation de position n'est cependant pas le seul critère de choix, d'autres
caractéristiques du capteur logiciel (temps de réponse, bande passante,...) sont également
demandées, ce qui donnera lieu au développement d'un benchmark dédié aux capteurs
logiciels.
Ainsi, la première partie de la thèse présente le contexte de la commande sans cap-
teur mécanique de la MSAP. Les propriétés physiques de la machine seront tout d'abord
rappelées, et en particulier la déﬁnition de la saillance de la machine, qui est cruciale
aux méthodes actuelles d'estimation de la position de la machine à l'arrêt. Les repères
de travail, ainsi que les équations de la machine dans ces diﬀérents repères, seront égale-
ment étudiées, et la commande de la machine sera présentée, ce qui permettra de mettre
en avant l'importance du capteur de position et la diﬃculté de la commande sans cap-
teur mécanique. Enﬁn, l'état de l'art des méthodes existantes d'estimation de la position
montrera la dualité entre les méthodes basées sur un modèle de la machine, et les mé-
thodes basées sur sa saillance. En eﬀet, les premières sont plutôt dédié à l'estimation de
la position de la machine à moyenne et haute vitesse de la machine et les secondes plutôt
consacrées à l'estimation de la position de la machine à l'arrêt ou à basse vitesse.
Dans une deuxième partie, la dualité observée dans l'état de l'art sera expliquée par
la perte d'observabilité des machines à pôles lisses à basse vitesse. L'observabilité de
la machine est en eﬀet garantie par un mouvement de la machine (vitesse ou accéléra-
tion). Par contre à l'arrêt, l'observabilité disparaît. Pour pallier ce problème, nous avons
provoqué des vibrations dans la machine, par l'injection d'un signal dans un repère par-
ticulier. Nous avons alors développé de nouveaux modèles comprenant ce signal injecté :
ces modèles deviennent alors observables à l'arrêt. Pour prendre en compte les probléma-
tiques liées à la robustesse à la variation du couple de charge, un autre modèle étendu à
l'estimation de ce couple est également développé. En présence d'injection, ces modèles
augmentés se révèlent, par une nouvelle analyse, également observables à l'arrêt.
La troisième partie est consacrée à la proposition et au développement d'une nouvelle
méthode d'estimation de la position des machines à pôles lisses. A partir des résultats
d'observabilité constatés au chapitre précédent, une méthode basée sur l'utilisation d'un
observateur prenant en compte le signal injecté est proposée. Ensuite, l'application de
cette méthode avec un observateur de Kalman étendu est décrite. Parmi les observateur
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non linéaires, le choix de l'observateur de Kalman étendu est justiﬁé par le fait qu'il est
déjà utilisé dans un contexte aéronautique (navigation), ce qui peut simpliﬁer plus tard
le travail de qualiﬁcation. L'observateur est mis en oeuvre avec deux modèles extraits
de l'analyse d'observabilité. Pour tester ces observateurs, un benchmark est développé,
dédié aux capteurs logiciels, et réalisé par analyse comparative de ces derniers avec les
capteurs physiques classiques. Des résultats de simulation et expérimentaux permettront
de valider la méthode et montreront les performances de la méthode proposée.
Le dernier chapitre propose deux observateurs dédiés à la commande en vitesse sans
capteur de la machine, venant compléter l'observateur de Kalman utilisé pour la com-
mande en position. Le premier observateur proposé est linéaire à paramètre variant,
utilisant un modèle classique de la MSAP. Le laboratoire AMPERE s'intéresse à l'esti-
mation robuste pour les systèmes incertains [14]. En considérant la vitesse de rotation du
moteur comme un paramètre incertain, nous avons synthétisé un observateur qui permet
de garantir la convergence de l'observateur pour une plage de vitesse donnée, et satisfait
en outre des critères de robustesse, ici de type H2. Le second observateur proposé est un
observateur à modes de glissement d'ordre deux. Les résultats obtenus avec l'algorithme
super-twisting dans la littérature sont souvent limités aux simulations et les paramètres
d'observateurs sont réglés pour une dynamique ﬁxe. Les performances obtenues ne sont
pas garanties pour une grande plage de variations de vitesse. Ainsi, nous avons apporté
une amélioration à l'observateur en adaptant un algorithme super-twisting adaptatif dé-
veloppé au laboratoire AMPERE [83]. Des résultats expérimentaux viennent valider le
potentiel des deux méthodes.
Une synthèse comparative des résultats obtenus permettra de conclure le document
et de mettre en lumière certaines perspectives de développement futur.
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Chapitre 1
Problématique de la commande sans
capteur mécanique de la MSAP
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Ce chapitre présente la problématique de la commande sans capteur mécanique de la
MSAP. Dans un premier temps, le fonctionnement de la machine synchrone est présenté,
et en particulier une propriété particulière qui est la variation de l'inductance avec la
position des aimants (saillance). Cette description permettra la mise en équation de
la machine, qui peut être exprimée dans diﬀérents repères correspondant à la réalité
physique (repère triphasé a,b,c), à un repère équivalent lié au stator de la machine (repère
diphasé α-β) ou à un repère tournant avec le rotor (repère diphasé d-q). La description
d'une commande classique de la MSAP mettra en avant l'importance du capteur de
position, que l'on cherche à remplacer dans le cadre de la commande sans capteur. Enﬁn,
un état de l'art des méthodes existantes pour l'estimation de position sera présenté,
ainsi que les limites de ces méthodes, qui expliquent pourquoi ces méthodes ne sont pas
applicables à l'application visée.
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31.1 Propriétés des machines synchrones à aimants perma-
nents
La machine étudiée est de type synchrone à aimants permanents, utilisée en raison
de sa grande puissance massique qui en fait un atout dans les applications embarquées
comme l'automobile et l'aéronautique. Elle est également de type  brushless (sans balais
collecteurs), pour des raisons de maintenance et pour éviter les arcs électriques. Son
principe de fonctionnement repose sur la synchronicité entre les champs magnétiques
produits par :
 un stator constitué d'enroulements triphasés (a,b,c), alimenté par des courants
périodiques Ia, Ib et Ic dont les fondamentaux sont déphasés deux à deux de 120 ;
 un rotor constitué d'aimants créant un ﬂux magnétique permanent (φf ) à travers
les spires des enroulements du stator.
Ce fonctionnement peut être résumé par la ﬁgure 1.1.
Figure 1.1: Représentation de la MSAP dans le repère triphasé (a, b, c)
Pour assurer cette synchronicité, la connaissance de la position θ du rotor de la
machine est nécessaire. Elle déﬁnit en eﬀet la position de la direction d des aimants
permanents, ainsi que la direction q en quadrature avec la direction d. On distingue
en outre deux types de structures d'aimants pour les moteurs synchrones à aimants
permanents : d'une part les structures à aimants surfaciques ou superﬁciels, et d'autre
part les structures à aimants enterrés (Fig. 1.2).
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4(a) Aimants en surface (b) Aimants enterrés
Figure 1.2: Deux types de structures de MSAP
La structure de la machine a un eﬀet sur l'inductance de la machine :
 dans le cas des machines à aimants en surface, l'inductance peut être considérée
comme constante pour toutes les positions du rotor par rapport au stator. En eﬀet,
les aimants permanents ont ici une très faible perméabilité, et peuvent donc être
considérés comme de l'air pour le calcul de l'inductance (Fig. 1.3). La machine
est alors dite à pôles lisses, et de manière générale, toutes les machines dont la
variation d'inductance est trop faible pour être mesurée ou exploitée sont appelées
machines à pôles lisses.
(a) Par les entrefers (b) Par les aimants
Figure 1.3: Passage du ﬂux dans les machines à aimants en surface
 dans le cas des machines à aimants enterrés, on aura, par contre, une diﬀérence
de perméabilité entre le fer et l'aimant, ce qui provoque une variation de l'induc-
tance avec la position (Fig. 1.4). Ce phénomène est appelé saillance magnétique,
et de manière générale, on appellera machines saillantes (ou à pôles saillants) les
machines dont l'inductance varie avec la position.
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5(a) Par les entrefers (b) Par les aimants
Figure 1.4: Passage du ﬂux dans les machines à aimants enterrés
Cette saillance a notamment une inﬂuence sur le couple électromagnétique généré,
qui dépendra fortement de l'inductance ([88], chapitres 1 et 3). On notera L¯ la moyenne
et ∆L l'amplitude de variation de l'inductance sur un tour électrique.
1.2 Equations de la machine synchrone à aimants perma-
nents
Le courant à appliquer dans les bobines dépend, selon la partie précédente, de la posi-
tion des aimants, qui est aussi celle du rotor de la machine. Pour simpliﬁer la commande,
deux repères équivalents au repère (a,b,c) sont introduits :
 un repère diphasé ﬁxe α-β, lié au stator ;
 un repère diphasé tournant d-q, lié au rotor (avec d la direction de l'aimant).
Le passage des variables électriques d'un repère à un autre est réalisé par l'intermédiaire
de transformations : les transformations de Park et de Clarkes/Concordia (décrites en
annexe A). La transformation de Park et sa réciproque dépendent notamment de la
position θ de la machine dans le cas du passage au repère d-q (Fig. 1.5).
Dans cette section, les équations de la machine sont présentées, d'abord dans le repère
triphasé (a,b,c), qui correspond à la réalité physique, puis dans les repères diphasés équi-
valents. Elles mettent en évidence un double comportement : un comportement électrique
et un comportement mécanique.
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6Figure 1.5: Repères triphasé (a,b,c), diphasé (α-β) et diphasé (d-q)
1.2.1 Comportement électrique
Les équations suivantes (extraites de [88]) sont celles qui seront utilisées dans la suite
du document. Elles sont d'abord données pour un cas de variation d'inductance non
nulle, puis dans le cas qui nous intéresse plus précisément, en considérant la variation
d'inductance ∆L nulle.
Equations dans le repère triphasé
Les relations entre tensions, courants et ﬂux dans les enroulements a, b et c sont
données par les équations suivantes : VaVb
Vc
 = R3 ·
 IaIb
Ic
+ d
dt
·
 φaφb
φc
 (1.1)
En particulier, le ﬂux est donné par : φaφb
φc
 = L3 ·
 IaIb
Ic
+ φf ·
 cos(2θ)cos(2θ − 2pi3 )
cos(2θ + 2pi3 )
 (1.2)
où θ est la position électrique de la machine.
Les matrices de résistance et d'inductance étant égales à :
R3 =
 Rs 0 00 Rs 0
0 0 Rs
 , L3 =
 L(2θ) M(2θ −
2pi
3 ) M(2θ +
2pi
3 )
M(2θ − 2pi3 ) L(2θ + 2pi3 ) M(2θ)
M(2θ − 2pi3 ) M(2θ) L(2θ − 2pi3 )

 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
7avec :
L(θ) = L¯+ ∆L · cos(θ)
M(θ) = −1
2
L¯+ ∆L · cos(θ)
Equations dans le repère lié au stator
Ces équations sont calculées par le passage du repère triphasé au repère diphasé ﬁxe
lié au stator (transformation de Concordia). Dans ce repère, les variables électriques
(tensions, courants et ﬂux permanents) varient toujours de façon sinusoïdales avec la
position, mais sont déphasées de 90. Ainsi, les équations générales sont données par :[
Vα
Vβ
]
= R2 ·
[
Iα
Iβ
]
+ L2 ·
[
I˙α
I˙β
]
− ωe · φf ·
[
− sin(θ)
cos(θ)
]
(1.3)
R2 et L2 sont les matrices de résistance et d'inductance équivalentes. Dans le cas
général des machines saillantes, ces matrices dépendent non seulement de la position,
mais aussi de la vitesse électrique du rotor ωe ([71],[51]) et sont données par :
L2 =
3
2
[
L¯+ ∆L · cos(2θ) ∆L · sin(2θ)
∆L · sin(2θ) L¯−∆L · cos(2θ)
]
(1.4)
R2 =
[
Rs − 3ωe ·∆L · sin(2θ) 3ωe ·∆L · cos(2θ)
3ωe ·∆L · cos(2θ) Rs + 3ωe ·∆L · sin(2θ)
]
(1.5)
Dans le cas des machines à pôles lisses (pour lesquelles ∆L = 0), le lien entre tensions,
courants et ﬂux peut être exprimé plus simplement en fonction d'une inductance moyenne
Ls = 3/2L¯ :{
Vα = Rs · Iα + φ˙α
Vβ = Rs · Iβ + φ˙β
(1.6)
Les ﬂux dans le repère α− β étant donnés par :{
φα = Ls · Iα + φf · cos(θ)
φβ = Ls · Iβ + φf · sin(θ)
(1.7)
Ces équations sont dans ce cas analogues aux équations 1.1 et 1.2 obtenues dans le repère
triphasé.
En combinant les équations (1.6) et (1.7), on peut éliminer les ﬂux des équations et
travailler uniquement avec les tensions, courants, position et vitesse :{
Vα = Rs · Iα + Ls · I˙α − ωe · φf · sin(θ)
Vβ = Rs · Iβ + Ls · I˙β + ωe · φf · cos(θ)
(1.8)
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8Par analogie avec les machines à courant continu, on peut également exprimer les
équations en fonction des FEM :{
Vα = Rs · Iα + Ls · I˙α + eα
Vβ = Rs · Iβ + Ls · I˙β + eβ
(1.9)
On obtient alors, en identiﬁant (1.8) et (1.9), les expressions des FEM dans le repère
α− β :{
eα = −ωe · φf · sin(θ)
eβ = ω · φf · cos(θ)
(1.10)
Equations dans le repère lié au rotor
Dans ce repère, les variables électriques ne dépendent plus de la position et sont par
conséquent plus simples à commander. En particulier les inductances Ld et Lq sur les axes
respectifs d et q correspondent aux minimum et maximum de la variation d'inductance
dans le repère α-β et sont alors donnés par résolution de :
L¯ =
Ld + Lq
2
(1.11)
∆L =
Ld − Lq
2
(1.12)
Les équations mettent en avant le couplage entre les axes d et q par les inductances
Ld et Lq :{
Vd = Rs · Id + φ˙d − ωe · φq
Vq = Rs · Iq + φ˙q + ωe · φd
(1.13)
Les ﬂux dans le repère d-q étant donnés par :{
φd = Ld · Id + φf
φq = Lq · Iq
(1.14)
En combinant les équations (1.13) et (1.14), les équations en courant sont obtenues :{
Vd = Rs · Id + Ld · I˙d − ωe · Lq · Iq
Vq = Rs · Iq + Lq · I˙q + ωe · Ld · Id + ωe · φf
(1.15)
De même que dans le repère α − β, on peut identiﬁer des FEM dans le repère d-q.
Elles n'ont plus seulement pour origine le ﬂux permanent, mais également le couplage
par les inductances :{
ed = −ωe · Lq · Iq
eq = ωe · Ld · Id + ωe · φf
(1.16)
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9Ces FEM sont en particulier utilisées pour le découplage des axes d et q dans la com-
mande. En compensant les FEM, on obtient un système de deux équations du première
ordre non-couplées, dont les variables ne dépendent plus de la vitesse, ce qui est plus
simple à commander.
1.2.2 Comportement mécanique
Au comportement électrique de la machine décrit dans la section précédente peut être
ajouté le comportement mécanique associé au mouvement du rotor. Ce dernier est soumis
au couple électromagnétique crée par le synchronisme entre les champs magnétiques au
stator et au rotor d'une part, et à un ensemble de couple résistants d'autre part. En
particulier on peut citer comme couples résistants [37] :
 le couple de détente, résultant de l'interaction entre les aimants et la structure du
stator, et dépendant de la position ;
 le couple de frottements visqueux, avec fv le coeﬃcient de frottements visqueux ;
 le couple de frottements secs ;
 le couple des charges appliquées par l'extérieur, inconnu et variable.
Equation mécanique
En appliquant le principe fondamental de la dynamique au rotor, on obtient l'équation
suivante :
J · dω
dt
= Cem − fv · ω − Cch (1.17)
avec Cch l'ensemble des charges internes ou externes.
Le couple électromagnétique est donné par les formules :
Cem =
3
2
· p · (−φβ · Iα + φα · Iβ) (1.18)
ou
Cem =
3
2
· p · (φf · Iq + (Ld − Lq) · Id · Iq) (1.19)
avec p le nombre de paire de pôles du moteur.
En particulier, dans le repère d-q et pour les machines à pôles lisses, le couple élec-
tromagnétique est uniquement dépendant du courant Iq :
Cem =
3
2
· p · φf · Iq (1.20)
Ainsi, dans le cas des machines à pôles lisses, le couple est proportionnel au courant Iq.
Généralement, on cherche donc à commander ce courant Iq pour commander le couple,
et à commander le courant Id à zéro pour minimiser les pertes par eﬀet Joule et éliminer
le couple dû à la saillance.
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Hypothèse simpliﬁcatrices
Généralement les constantes de temps électriques et mécaniques sont très diﬀérentes.
On peut alors faire les hypothèses suivantes :
Hypothèse 1.1 (Hypothèse de séparation des modes)
La dynamique électrique d'un MSAP est souvent beaucoup plus rapide que sa dynamique
mécanique. De ce fait on peut étudier séparément le système électrique et mécaniques
[53]. Pour l'étude du système électrique, la vitesse du moteur peut être considérée comme
un paramètre variant. Par ailleurs, pour le système mécanique, on considère que les
grandeurs électriques ont atteint leur régime établi.
Hypothèse 1.2 (Hypothèse de variation lente de vitesse)
Dans un certain nombre d'applications, il est possible de prendre en considération les
dynamiques électriques et mécaniques en même temps, mais en supposant que la vitesse
varie lentement. Dans ce cas, l'équation dynamique de la vitesse s'écrira :
dω
dt
= 0 (1.21)
L'avantage est ici de ne pas prendre en compte les paramètres mécaniques, souvent
mal connus, de même que les couples internes et externes appliqués.
1.3 Commande classique de la MSAP
Les deux modes de pilotage de la MSAP considérés dans cette thèse ont deux objectifs
non nécessairement exclusifs :
 faire tourner la machine à une vitesse donnée (cas des ventilateurs et pompes,
utilisés par exemple pour les actionneurs hydro-électrostatiques) ;
 maintenir la machine dans une position donnée (cas des robots ou des actionneurs
électromécaniques).
Comme précisé dans la section précédente, le courant en quadrature est la principale
source de couple électromagnétique pour les machines synchrones de manière générale, et
la seule pour les machines à pôles lisses en particulier. La commande du couple est donc
équivalente à celle du courant Iq, tandis que le courant Id est minimisé dans le but de
limiter les pertes Joules (dans le cadre d'une machine à variations d'inductance nulles).
En pratique, la commande à ﬂux orientée est donc réalisée par trois ou quatre correcteurs,
selon qu'on cherche à commander la vitesse ou la position. Les boucles de commmande
sont imbriquées, comme présenté sur la ﬁgure 1.6. Deux correcteursKd etKq permettent
de contrôler respectivement les courants Id et Iq en fournissant les tensions Vd et Vq à
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appliquer à la machine. Un correcteur Kw permet de contrôler la vitesse de rotation
du rotor ωe en fournissant une consigne de courant Iq (équivalente à une consigne de
couple, en particulier pour les machines à pôles lisses). Enﬁn, un correcteur Kp permet,
si nécessaire, le contrôle de la position θ du rotor en fournissant une consigne de vitesse.
Des commandes plus avancées des actionneurs synchrones sont présentées dans [64].
Figure 1.6: Correcteurs associés à la commande de la MSAP
L'application des consignes de tension à la machine passe par l'intermédiaire d'un
onduleur triphasé. Un algorithme de modulation de largeur d'impulsion permet de cal-
culer les rapports cycliques à appliquer à l'onduleur. Cependant ces rapports cycliques
doivent être calculés pour les enroulements, donc dans un repère ﬁxe par rapport au sta-
tor (le repère triphasé a-b-c ou un repère équivalent). La commande étant calculée dans
le repère d-q, un passage par une transformation de Park (annexe A) est nécessaire. De
même, les mesures de courant nécessaires à la commande sont eﬀectuées physiquement
sur des courants de phase de la machine, et doivent donc être converties dans le repère
d-q. En synthèse, le schéma global de la commande est donné par la ﬁgure 1.7.
Figure 1.7: Schéma de la commande de la MSAP
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Importance du capteur de position
La structure de commande décrite précédemment dépend fortement de la bonne
connaissance de la position du rotor. Tout d'abord, elle intervient dans la boucle de
position. Dans ce cas, un biais de l'estimation de la position provoque une erreur sta-
tique de position, qu'il est impossible de corriger. Ensuite, le passage des grandeurs de
la commande à la machine et le passage des mesures de la machine à l'algorithme de
commande nécessitent un changement de repère (transformation de Park) dépendant de
la position. Ainsi, une mauvaise connaissance de la position peut entraîner des inversions
de sens de rotation (pour une erreur de 180électriques sur la position) ou une perte de
la commande du couple (pour une erreur de 90sur la position). En outre, toute erreur
sur la position implique des pertes énergétiques : pour un même courant Iq appliqué, un
courant Id non nul existera qui aura pour conséquence une dissipation par eﬀet Joule. La
commande sans capteur mécanique, qui cherche à supprimer ce capteur de position par
un capteur logiciel, a donc un impact non négligeable sur la précision et le rendement.
Dans le cas des actionneurs électromécaniques, et en particulier dans celui de l'EMA
Aileron, les fonctions de commande de la machine et de commande de l'actionneur
peuvent être séparées (Fig. 1.8). Le capteur utilisé pour la boucle de position peut alors
être diﬀérent de celui du pilotage du moteur. La commande sans capteur s'applique à la
partie pilotage moteur, l'impact de la commande sans capteur sera équivalente à l'impact
lié à la transformation de Park uniquement.
Figure 1.8: Commande de l'EMA
Dans la suite de l'étude, c'est le cas général de remplacement de tous les capteurs de
positon qui est étudié.
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1.4 Etat de l'art des méthodes d'estimation de la position
des MSAP
La commande sans capteur mécanique consiste à remplacer le capteur de position et
vitesse par une méthode d'estimation à partir des courants. Les capteurs  physiques 
ont un coût (achat, installation, maintenance) élevé, et peuvent présenter des problèmes
de ﬁabilité. Le remplacement de ces capteur par des capteurs dit  logiciels  peut se
révéler avantageux d'un point de vue industriel, que ce soit pour répondre au problème
de coût (cas de certaines applications grand public : ventilateurs, machines à laver, ...),
ou à celui de ﬁabilité (cas de l'aéronautique). Ainsi, la commande sans capteur des
machines synchrones à aimants permanents est un problème industriel posé depuis les
années 90. De nombreuses méthodes ont été proposées pour y répondre parmi lesquelles
les plus importantes sont les méthodes basées sur des modèles et les méthodes reposant
sur la saillance de la machine. Nous avons testé en simulation et expérimentalement
les méthodes couramment utilisées, et les conclusions présentées dans la suite de cette
section ont été déduites des résultats de ces tests.
1.4.1 Repères d'étude
Si le repère d-q se prête bien à la commande des machines synchrones à aimants
permanents (commande à ﬂux orienté par exemple), il ne se prête pas forcément à l'esti-
mation de la vitesse et de la position. En eﬀet, les capteurs disponibles sur la machine sont
les capteurs de courant (et éventuellement de tensions) triphasés. A partir de ces mesures
dans le repère triphasé, on peut calculer les valeurs équivalentes dans les repères diphasés
α-β et d-q. Comme le repère d-q tourne par rapport au repère α-β, la connaissance de
la position est nécessaire. Donc les valeurs de courant Id et Iq ne peuvent être connues
avec précision que si la position est également connue, ce qui n'est pas compatible avec
l'objectif d'estimation de la position.
On introduit en particulier le repère γ-δ, calculé à partir du repère α-β par une
transformation de Park d'angle estimé θˆ. Il est lié au repère d-q par une rotation d'angle
dθ = θˆ − θ. L'axe γ s'identiﬁe alors à l'axe d lorsque l'erreur d'estimation est nulle (Fig.
1.9).
La majorité des méthodes d'estimation basées sur un modèle utilisent donc les équa-
tions dans le repère α-β. A contrario, les méthodes reposant sur la saillance, de même
que certaines méthodes basées sur un modèle (Observateur de Matsui [66]), utilisent des
mesures dans le repère γ-δ.
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Figure 1.9: Repères diphasé (α-β), diphasé (d-q) et diphasé estimé (γ-δ)
1.4.2 Observateurs moyenne et haute vitesse
Estimateurs
Les premiers travaux sur la commande sans capteur [94] n'avaient, à leur disposition,
que peu de puissance de calcul qui pouvait être dédiée à l'observation. Ils utilisent donc
des estimateurs, qui sont en général plus simples à mettre en oeuvre. Le principal désavan-
tage de ces estimateurs est leur performance. Les erreurs sur les paramètres (résistance,
inductance, ﬂux permanent), les phénomènes non modélisés (saturation, onduleur), le
bruit de mesure, et les perturbations ont un impact important sur l'estimation, qui peut
être encore ampliﬁé par des problèmes d'intégrateur. La mesure de la dérivée du courant
peut également poser un problème. Pour toutes ces raisons on leur préfère en général les
observateurs.
Observateur linéaire
Les premiers observateurs à citer sont les observateurs linéaires basés sur la théorie
de l'observation de Luenberger [65]. Comme leur nom l'indique, ces observateurs s'ap-
pliquent aux systèmes d'état linéaires. Selon la théorie développée par Luenberger, il est
possible de construire un observateur de ces systèmes, dont l'erreur d'estimation converge
asymptotiquement vers zéro par simple placement des pôles de l'observateur.
Dans le cadre de la MSAP, certains modèles sont de type LPV (Linéaires à Paramètres
Variants ou en anglais  Linear Paramter-Varying ), et la théorie de Luenberger peut
leur être facilement adaptée. Dans [33], le modèle est réduit aux deux seuls courants dans
le repère d-q, mais est complété par un mécanisme d'adaptation permettant l'estimation
en temps réel de la vitesse et de la résistance statorique. Dans [13], la vitesse est aussi
calculée par un mécanisme d'adaptation, mais le modèle s'appuie cette fois sur les ﬂux
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et les ﬂux permanents. Enﬁn, dans [52], le modèle est étendu des courants aux FEM, et
des gains adaptatifs sont proposés qui prennent en compte les variations de la vitesse du
moter.
Ces observateurs linéaires sont simples à réaliser et ont de bonnes performances par
rapport aux estimateurs, en particulier vis à vis des incertitudes sur les paramètres. La
synthèse de l'observateur demande par contre de prendre en compte la vitesse du mo-
teur dans le calcul du gain. Enﬁn, les modèles complets de la machines, qui prennent en
compte à la fois son comportement électrique et mécanique, sont non linéaires (dépen-
dance sinusoïdale de la fonction d'état à la position) et ne peuvent pas être adaptés à
cette méthode.
Observateurs de Kalman
Le ﬁltre de Kalman est un observateur permettant d'optimiser l'estimation dans un
contexte stochastique déﬁni, basé sur la théorie de Kalman [47]. Son objectif est de reje-
ter les bruits de mesure et d'estimer les états en réponse à toutes les sollicitations (avec
certaines hypothèses sur les bruits). Pour cela l'observateur se base sur les propriétés
statistiques de ces bruits. La connaissance de ces propriétés permet d'obtenir un obser-
vateur performant, voire optimal (au sens de la minimisation de la variance de l'erreur
d'observation) si les bruits sont blancs, gaussiens et centrés. L'observation est réalisée en
deux étapes : prédiction de la valeur de l'état par le modèle, puis correction de la valeur
de l'état par les mesures. Cette méthodologie reste vraie tant que le système est linéaire.
Pour les systèmes non-linéaires, des extensions existent avec de bonnes performances,
mais ces extensions ne conservent pas l'optimalité. Les deux plus importantes sont le
ﬁltre de Kalman étendu (Extended Kalman Filter ou EKF) qui se base sur la linéarisa-
tion du système autour d'un point de fonctionnement, et le ﬁltre de Kalman non parfumé
(Unscented Kalman Filter ou UKF) qui utilise des transformations non linéaires, dites
transformations non parfumées.
Si l'avantage du ﬁltre de Kalman est de prendre en compte les bruits et donc d'aug-
menter la robustesse de l'observateur à ces bruits, le temps de calcul nécessaire à un ﬁltre
de Kalman est largement plus élevé que pour un observateur linéaire. De plus, la connais-
sance des bruits est prérequise, bien que la majeure partie du temps, les paramètres liés
aux bruits soient plutôt utilisés comme des paramètres de réglage pour la dynamique de
l'observateur. Dans les deux cas, le bon choix de ces paramètres est diﬃcile.
Le ﬁltre de Kalman a été beaucoup étudié pour son application à la MSAP. Dans
[11] et [20], les auteurs proposent un ﬁltre de Kalman étendu utilisant les équations dans
le repère α-β, mais en considérant une variation lente de la vitesse. Les problématiques
de temps de calcul et de démarrage de l'algorithme sont également étudiée et ce dernier
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problème est résolu en comparant le signe de la vitesse estimée avec les variations de
la position. Les mêmes auteurs ont proposés dans [19] des paramètres génériques pour
le ﬁltre de Kalman étendu, en comparant les résultats obtenus par une expérimentation
intensive, et à l'aide d'une normalisation facilement mise en oeuvre. Dans [37], la pro-
blématique de la prise en compte du couple est résolue par l'adjonction d'un observateur
linéaire du couple de charge à partir des données du ﬁltre de Kalman. Cette solution
est comparée dans [97] à une solution d'extension du ﬁltre de Kalman à l'estimation du
couple de charge. Une méthode d'estimation initiale de la position basée sur la saillance
est également présentée pour compléter le ﬁltre de Kalman. Dans [22], le même modèle
dans le repère α-β est utilisé pour comparer les ﬁltres de Kalman étendu et non par-
fumé, avec pour conclusion que le ﬁltre non parfumé est plus eﬃcace pour des erreurs de
modélisation plus importantes, au prix d'un temps de calcul accru. Enﬁn, dans [23], un
ﬁltre de Kalman non parfumé basé sur les équations dans le repère d-q a été développé,
qui montre des performances moins bonnes par rapport au ﬁltre étendu dans le cas de
variations de charges, mais le même problème a pu être corrigé dans [44] par l'extension
du modèle au couple de charge.
En résumé, le ﬁltre de Kalman montre de bonnes performances d'estimation, mais
aussi de robustesse aux bruits et variations de paramètres. Il a aussi de bonne perfor-
mances de robustesse aux variations de charges, en particulier lorsqu'il est étendu au
couple. Le problème du paramétrage du ﬁltre a également été résolu dans le cadre de la
MSAP par la proposition de valeurs génériques à une normalisation près. Par contre, le
temps de calcul de ce ﬁltre est plus élevé que les autres observateurs.
Observateur à modes de glissement
La notion de surface et de mode de glissement a été depuis longtemps appliquée à
la commande des entrainement électriques [90], et à l'observation de manière générale
[29][86]. Le principe est de contraindre, par des fonctions discontinues, un système à
converger en temps ﬁni vers une  surface de glissement . Une fois sur cette surface
apparaît un mode de glissement pendant lequel l'erreur d'estimation des états à observer
s'annnule (mode de glissement).
L'adaptation des observateurs à modes de glissement aux MSAP a déjà été testé de
nombreuses fois, pour tous les modèles. Dans [24], un modèle de la partie électrique est
étendu aux composantes du ﬂux permanents, et la vitesse est donnée par une loi d'adap-
tation permettant de garantir la robustesse de l'observateur à ce paramètre. Dans [69]
et [50], le phénomène de réticence (chattering en anglais), qui est un bruit d'estimation
important dû aux fonctions discontinues, est mis en avant et une solution pour sa di-
minution est proposée, par l'utilisation de fonctions sigmoïdes. Dans [42], l'estimation
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des ﬂux et courants est utilisée pour l'estimation des FEM et donc de la vitesse. Dans
[95], un observateur à modes de glissement d'ordre supérieur est proposé, basé sur l'algo-
rithme du supertwisting. Seuls des résultats de simulation sont donnés, et les grandeurs
observées ne sont pas utilisées pour la commande. Enﬁn, dans [35], un observateur réduit
aux courants est proposé, dont le modèle est corrigé à basse vitesse par une estimation
basée sur la saillance.
De manière générale, les observateurs à modes de glissement ont de bonnes per-
formances pour un temps de calcul acceptable. Ces performances se limitent cependant
expérimentalement à une plage de vitesse donnée, une vitesse limite apparaissant souvent
en deçà de laquelle l'estimation de la position est beaucoup moins bonne.
Autres observateurs non-linéaires
Les observateurs cités précédemment sont les plus courants, mais beaucoup d'autre
ont été développés pour la MSAP. Dans [66], l'observateur proposé compare une estima-
tion de la fem avec les équations électriques dans le repère estimé, pour pouvoir travailler
directement sur l'erreur d'estimation. Dans [87], un observateur grand gain est synthétisé,
basé sur la partie mécanique de la MSAP. Enﬁn, des observateurs non linéaires basés sur
les équations des ﬂux ont été proposés dans [74] et [56].
Des comparatifs entre les diﬀérentes méthodes peuvent être trouvés dans les références
suivantes : [32] [16] [17].
Remarque 1.1 Si ces méthodes ont leurs avantages et inconvénients, elles ont toutes
comme point commun d'être ineﬃcaces à basse vitesse. Ce problème s'explique par une
perte de l'observabilité des modèles de la machine lorsque la vitesse est nulle. Pour la
plupart des applications moyenne et haute vitesse 1, cette diﬃculté n'est cependant pas
insurmontable. Les problèmes de fonctionnement à basse vitesse se résument au problème
de démarrage sans à-coups de la machine, qui peut se résoudre par un démarrage en boucle
ouverte (application d'une séquence de tensions triphasées permettant la mise en route
du moteur), ou par l'utilisation de méthode basées sur la saillance de la machine.
1.4.3 Méthodes utilisant la saillance
Toutes les méthodes précédentes présentent des problèmes d'estimation de la position
lorsque la vitesse devient nulle. Ces problèmes sont liés à une perte d'observabilité (comme
il le sera montré dans la section 2.1), qui se traduit par la disparition de la FEM à très
basse vitesse (et en particulier à l'arrêt). Le fonctionnement de toutes les méthodes
1. on peut citer par exemple les applications pour ventilateurs, pompes [89], [73], machines à laver
[12], ou encore pour la propulsion sous-marine [13]
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présentées précédemment n'est alors plus garanti. Pour contourner ce problème, une
solution a connu de nombreux développement : l'utilisation de la saillance de la machine.
Cette saillance peut avoir principalement deux sources :
 la saillance structurelle, inhérente à la machine, et qui existe en particulier dans
les machines à aimants enterrés ;
 la saillance de saturation, qui doit être crée par l'utilsateur dans les cas où la
saillance structurelle n'est pas suﬃsante (cas des machines à aimants en surface).
Deux méthodes ont été développées pour l'utilisation de cette saillance : l'utilisation
de tensions de test en remplacement des tensions de commande, et l'utilisation de signaux
sinusoïdaux (tensions ou courants) superposés aux signaux de commande. Il est important
de noter que la superposition est eﬀectuée en amont de l'onduleur et via le contrôleur
de la machine : aucune électronique spéciﬁque n'est nécessaire pour l'application de ces
méthodes.
Utilisation de tensions de test
La méthode a été développée dans de nombreux articles, centrés en majeure partie
autour de la méthode connue sous le nom de INFORM (pour Indirect Flux detection by
On-line Reactance Measurements) [77] [80] [81] [79] [93].
Le principe de la méthode est de mesurer la saillance, c'est à dire la variation d'induc-
tance en fonction de la position. L'inductance est extraite par l'application des vecteurs
de tensions de base de la méthode de modulation, en remplacement de la commande,
à certains instants donnés. Les diﬀérences d'amplitude des réponses permettent de dé-
terminer les variations dues à l'inductance, en négligeant certains eﬀets résistifs ou les
variations de vitesse de la machine. On obtient alors la position à 180près. En consi-
dérant en outre l'existence de saillances magnétiques, on peut même donner la position
électrique exacte[18].
Une des principales applications de cette méthode est l'estimation de la valeur initale
de la position [41] [67].
Superposition de signaux sinusoïdaux
La principale méthode de détection de la position à basse vitesse et à l'arrêt reste la
superposition de signaux sinusoïdaux aux signaux de commande. Le principe général de
cette méthode est toujours le même et peut être décrit par les étapes suivantes :
1. Superposer au signal de commande un signal sinusoïdal à une fréquence donnée.
2. Mesurer le courant résultant de cette injection. Il contient l'information de position
ou d'erreur d'estimation de position, conditionné par l'existence d'une saillence
dans la machine.
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3. Démoduler le signal à la fréquence d'injection pour séparer l'information de position
des courants dus au fonctionnement de la machine.
4. Reconstruire la positon grace aux signaux obtenus.
Le shéma de principe de ce type de méthode est présenté sur la ﬁgure 1.10.
Figure 1.10: Schéma de principe des méthodes classiques
Les déclinaisons de cette méthode sont nombreuses. Par exemple dans [45] et [85],
une injection dans le repère α-β est combinée à une démodulation hétérodyne. Cette mé-
thode est également étudiée dans [10] dans le cas des onduleurs matriciels, qui permettent
d'obtenir de meilleurs résultats. Les retards introduits par la démodulation peuvent être
compensés en ligne en fonction de la vitesse de rotation du moteur [63]. La démodula-
tion hétérodyne peut également être remplacée, par exemple par un ﬁltrage de Kalman
[57]. Dans [39], l'injection dans le repère γ-δ est proposée, et repose également sur une
démodulation hétérodyne, avec en plus une phase d'estimation de la position résolue par
diﬀérentes boucles à verrouillage de phase [82] [34], dont des formules générales sont pro-
posées dans [40] et [30]. Cette PLL peut être remplacée par des méthodes d'estimation de
changement de phase [68], des détections du passage par zéro du courant total [25], ou un
ﬁltre de Kalman étendu [70] [97]. Les imperfections de l'onduleur nécessitent également
d'être compensées pour cette méthode [39]. Enﬁn, l'injection peut être limitée au seul axe
γ, ce qui a pour avantage de diminuer le couple généré par l'injection lorsque la position
est bien estimée. Elle a également pour avantage de diminuer le nombre de ﬁltres utilisés
pour l'estimation [62]. Dans [91], l'utilisation et l'optimisation de cette méthode dans
le cas de l'inversion de vitesse est étudiée. Dans [9], cette injection est combinée à une
transformée de Fourier servant de ﬁltre. Enﬁn, dans [26], une méthode de compensation
d'inductances mutuelles est proposée.
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D'autres paramètres ont également une importance et ont été discutés :
 le type de signaux (Fig. 1.10, bloc 1) a été discuté dans [71], [76] et [82], et la prin-
cipale conclusion est que l'injection d'une tension est plus eﬃcace qu'une injection
de courant ;
 les méthodes sont majoritairement basées sur la saillance structurelle du moteur
(Fig. 1.10, bloc 2), mais il est également possible d'utiliser la saillance magnétique
[28] [43].
Des comparaisons entre les diﬀérentes méthodes ont déjà été publiées [18] [31] [92],
auquel le lecteur pourra se référer pour plus d'informations.
Limites
Toutes ces méthodes nécessitent l'injection de signaux qui viennent perturber à des
degrés divers le fonctionnement normal de la machine. Dans tous les cas, des ondulations
de couple dues à l'injection sont à prévoir, même si elles sont plus limitées dans le cas
de l'injection sur l'axe γ à partir du moment où la position est bien estimée. En outre le
courant dissipé par eﬀet Joule est proportionnel au carré de l'amplitude de l'injection,
qui dépend principalement du bruit sur la mesure.
Mais la principale limite reste le besoin d'utiliser, et souvent de bien connaître, la
saillance de la machine. En eﬀet, si la saillance est trop faible, comme c'est le cas pour
l'EMA, il devient diﬃcile de mesurer correctement la position. Les machines ne possé-
dant pas de saillance naturelle doivent alors être saturées en consommant une quantité
d'énergie qui peut être très et trop importante (avec pour conséquence une surchauﬀe ou
une usure accélérée, par exemple).
1.5 Conclusion
Dans ce chapitre, la problématique de la commande sans capteur mécanique de la
MSAP a été exposée. Les équations de la machine imposent, en eﬀet, à sa commande
de dépendre fortement du capteur de position que l'on souhaite supprimer. Pour cela, la
littérature sur le sujet exploite déjà de nombreuses méthodes. Une grande partie de ces
méthodes ont été testées en simulation et appliquées sur banc d'essai dans le cadre de la
thèse, ce qui a permis de conﬁrmer leurs limites. En particulier, la limite en basse vitesse
des méthodes basées sur un modèle a été observée. En ce qui concerne les méthodes repo-
sant sur la saillance de la machine, cette saillance existe principalement pour les machines
ayant une structure à aimants enterrés, ce qui n'est pas le cas de la machine de l'EMA
étudiée ici. La suite de l'étude portera donc sur la recherche d'une méthode d'estimation
de la position à basse vitesse qui ne s'appuie pas sur la saillance de la machine. Pour
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cela, dans le chapitre suivant, une étude d'observabilité de modèles de la machine est
menée, qui insiste sur l'observabilité à basse vitesse. Ses conclusions montreront que les
problèmes de performances des méthodes basées sur un modèle sont liées à une perte
d'observabilité, et permettront, par la suite, de développer un modèle observable à basse
vitesse.
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
22
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
Chapitre 2
Mise en évidence de l'observabilité
de la MSAP à pôles lisses à basse
vitesse
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L'état de l'art présenté dans le chapitre 1.4 a mis en évidence deux types de méthodes
actuelles pour l'estimation de la position de la MSAP : les méthodes basées sur un modèle
de la machine, et les méthodes basées sur la saillance de la machine, lorsque la FEM
disparaît à vitesse nulle. Il est possible d'interpréter ce phénomène physique par une
analyse d'observabilité, ce qui est fait à partir des équations de la MSAP présentées dans
le chapitre précédent. La diﬀérence observée peut alors être expliquée par un problème
de perte d'observabilité de la position de la MSAP à pôles lisses lorsque la vitesse devient
nulle. De plus, l'analyse met aussi en évidence une diﬀérence entre des modèles linéaires
qui ne prennent en compte que la partie électrique de la machine, et les modèles non-
linéaires qui prennent également en compte la partie mécanique. S'appuyant sur cette
analyse, nous avons cherché à prendre en compte un autre phénomène, que sont les
vibrations de la machine causées par injection de signaux. Après une reformulation des
équations, un nouveau modèle sera développé, dont l'analyse d'observabilité montrera
des conclusions plus intéressantes.
2.1 Modèles d'état classiques de la MSAP et leur observa-
bilité
Les modèles d'état classiques sont présentés dans cette section pour analyser, du point
de vue de l'observabilité, les problèmes des méthodes classiques à basse vitesse. Les deux
premiers modèles, linéaires, sont donnés avec l'hypothèse de séparation des modes 1.1
pour des machines à pôles lisses et le troisième modèle, non linéaire et sans l'hypothèse
1.1, est donnné dans le cas général des machines à pôles saillants. L'observabilité de
chacun de ces modèles est étudiée.
2.1.1 Modèle électrique étendu aux FEM
Ce modèle est couramment utilisé pour les applications moyenne et haute vitesse,
par exemple dans [69] et [95]. Le modèle est obtenu à partir des équations uniquement
électriques (1.9) et (1.10) dans le repère α-β, les variables mécaniques (position, vitesse)
ne sont pas utilisées comme état. Les états observés sont les deux courants Iα et Iβ , qui
sont étendus aux FEM eα et eβ .
Modèle 2.1 (Modèle basé sur les FEM)
Dans le cadre de l'hypothèse 1.1, le système suivant est un modèle d'état étendu de la
partie électrique de la MSAP :{
x˙ = (A0 +Aω · ωe) · x+B · u
y = C · x (2.1)
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avec :
 le vecteur d'état étendu : x =
[
Iα Iβ eα eβ
]T
 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vα Vβ
]T
 les composantes de la matrice d'état :
A0 =

−RsLs 0 − 1Ls 0
0 −RsLs 0 − 1Ls
0 0 0 0
0 0 0 0
 , Aω =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0

 la matrice de commande :
B =

1
Ls
0
0 1Ls
0 0
0 0

 la matrice de sortie :
C =
[
1 0 0 0
0 1 0 0
]
La vitesse étant considérée comme un paramètre variable, ce modèle est Linéaire à
Paramètres Variants (LPV).
Propriété 2.1 Le modèle 2.1 est observable.
Preuve :
La matrice d'observabilité du critère d'observabilité linéaire de Kalman (Annexe B)
est donnée par :
OL,1 =

C
C · (A0 +Aω · ωe)
C · (A0 +Aω · ωe)2
C · (A0 +Aω · ωe)3

Les quatres premières lignes suﬃsent ici à conclure sur l'observabilité :
[
C
C · (A0 +Aω · ωe)
]
=

1 0 0 0
0 1 0 0
−RsLs 0 − 1Ls 0
0 −RsLs 0 − 1Ls
 (2.2)
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Le déterminant est indépendant de ω et constant :
∆OL,1 =
1
L2s
(2.3)
Le modèle est donc observable. L'observabilité ne concerne cependant que les FEM.
La vitesse et la position sont, elles, obtenues par le changement de variable suivant : ωe =
√
e2α + e
2
β
θ = arctan(−eαeβ )
(2.4)
Ainsi, si le moteur est à l'arrêt, la vitesse est nulle et les deux FEM sont nulles, donc la
position ne peut plus être estimée.
2.1.2 Modèle électrique étendu au ﬂux permanent
Les états considérés sont les deux courants Iα et Iβ ,étendus pour l'observation aux
composantes du ﬂux permanent dans le repère α-β donné par les équations suivantes :{
φfα = φf · cos(θ)
φfβ = φf · sin(θ)
(2.5)
En combinant cette déﬁnition avec les équations (1.6) et (1.7), les équations suivantes
de la MSAP sont obtenues :{
Vα = Rs · Iα + Ls · I˙α − ωe · φfα
Vβ = Rs · Iβ + Ls · I˙β + ωe · φfβ
(2.6)
Le modèle LPV suivant, utilisé par exemple dans [42], peut alors être obtenu :
Modèle 2.2 (Modèle basé sur les ﬂux permanents)
Le système suivant est un modèle d'état étendu de la partie électrique de la MSAP :{
x˙ = (A0 +Aω · ωe) · x+B · u
y = C · x (2.7)
avec :
 le vecteur d'état étendu : x =
[
Iα Iβ φfα φfβ
]T
 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vα Vβ
]T
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 les composantes de la matrice d'état :
A0 =

−RsLs 0 0 0
0 −RsLs 0 0
0 0 0 0
0 0 0 0
 , Aω =

0 0 0 1Ls
0 0 − 1Ls 0
0 0 0 −1
0 0 1 0

 la matrice de commande :
B =

1
Ls
0
0 1Ls
0 0
0 0

 la matrice de sortie :
C =
[
1 0 0 0
0 1 0 0
]
Propriété 2.2 Le modèle 2.2 est observable si et seulement si la vitesse du rotor est non
nulle.
Preuve :
La matrice d'observabilité du critère d'observabilité linéaire de Kalman (Annexe B)
est donnée par :
OL,2 =

C
C · (A0 +Aω · ωe)
C · (A0 +Aω · ωe)2
C · (A0 +Aω · ωe)3

avec les nouvelles déﬁnitions de A0 et Aω.
Les quatres premières lignes de la matrice d'obserabilité sont :
[
C
C · (A0 +Aω · ωe)
]
=

1 0 0 0
0 1 0 0
−RsLs 0 0 ωeLs
0 −RsLs −ωeLs 0
 (2.8)
Le déterminant de cette première sous-matrice n'est, cette fois, pas indépendant de
ω et vaut :
∆OL,2 =
ω2e
L2s
(2.9)
Cette sous-matrice ne donne pas une observabilité sur tout l'espace d'état mais aucune
information supplémentaire ne peut être extraite à partir des autres sous-matrices carrés
de la matrice d'observabilité. Le modèle n'est donc observable que pour des vitesses non
nulles.
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
28
2.1.3 Modèle électrique et électromécanique
Les modèles précédents ne permettaient pas d'observer directement la vitesse et la
position. Le modèle suivant, basé sur l'équation (1.8) et le comportement mécanique,
utilise, en plus des courants, la vitesse et la position comme état, et n'est donc pas
linéaire en l'état. Il est par exemple utilisé pour la synthèse de ﬁltre de Kalman [11]. On
néglige, dans un premier temps, les charges internes et externes.
Modèle 2.3 (Modèle prenant en compte le comportement mécanique)
Le système suivant est un modèle d'état de la MSAP :{
x˙ = F (x, u)
y = H(x)
(2.10)
avec :
 le vecteur d'état : x =
[
Iα Iβ θ ωe
]T
 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vα Vβ
]T
 la fonction d'état :
F (x) =
 L−12 · u− L−12 ·R2 ·H(x)− L−12 · ωe · φf ·
[
− sin(θ)
cos(θ)
]
G(x)

où :
G(x) =
[
ωe
3
2 · p
2
J · (−φβ · Iα + φα · Iβ)− fvJ · ωe
]
avec L2 la matrice d'inductance donnée par (1.4) et R2 la matrice de résistance
donnée par (1.5).
 la fonction de sortie :
H(x) = C · x
où :
C =
[
1 0 0 0
0 1 0 0
]
L'étude d'observabilité de ce modèle se base sur les résultats de l'observabilité non-
linéaire (Annexe B). Les études pour les machines saillantes et non saillantes ont ré-
cemment été développées dans [96]. Nous allons ici reprendre et compléter l'analyse,
notamment vis à vis des machines à pôles lisses.
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Observabilité des machines à pôles saillants
Propriété 2.3 Le modèle 2.3 est localement faiblement observable si les courants et ten-
sions dans la machine ne sont pas tous nuls en même temps.
Preuve :
Dans le cas des machines à pôles saillants, F (x) peut être mise sous la forme :
F (x) =

A11 · γ1 +A12 · γ2
A21 · γ1 +A22 · γ2
ωe
3
2 · p
2
J · (−φβ · Iα + φα · Iβ)− fvJ · ωe
 (2.11)
où :
A =
[
A11 A12
A21 A22
]
= L−12
γ =
[
γ1
γ2
]
= u−R2 ·H(x)− ωe · φf ·
[
− sin(θ)
cos(θ)
]
On considère le sous espace d'observabilité généré par :
SNL,1 =

H1
H2
LFH1
LFH2
 (2.12)
avec H1 et H2 les composantes du vecteur H et LFH1 et LFH2 leurs dérivées de Lie
respectives le long du champ de vecteur F .
La matrice d'observabilité associée est donnée par son jacobien :
ONL,1 =

1 0 0 0
0 1 0 0
∂LFH1
∂Iα
∂LFH1
∂Iβ
∂LFH1
∂θ
∂LFH1
∂ωe
∂LFH2
∂Iα
∂LFH2
∂Iβ
∂LFH2
∂θ
∂LFH2
∂ωe
 (2.13)
et son déterminant par :
∆ONL,1 =
∂LFH1
∂θ
· ∂LFH2
∂ωe
− ∂LFH1
∂ωe
· ∂LFH2
∂θ
(2.14)
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Soit en développant, et en considérant la vitesse nulle (ωe = 0) :
∆ONL,1 =
4∆L2
L2dL
2
q
· [−(sin(2θ)(Vα −RsIα)− cos(2θ)(Vβ −RsIβ))Iα
− (cos(2θ)(Vα −RsIα) + sin(2θ)(Vβ −RsIβ))Iβ
+ L¯Iβ(Vα −RsIα)− L¯Iα(Vβ −RsIβ)]
− 2∆L
L2dL
2
q
φfLd · [cos(3θ)(Vα −RsIα) + sin(3θ)(Vβ −RsIβ)] (2.15)
Le déterminant peut être non nul, même si la vitesse est nulle, à la condition qu'il
existe des courants qui circulent. Ce modèle de machine saillante est donc a priori obser-
vable, même si la complexité et la non-linéarité du modèle font qu'il n'est pas souvent
utilisé en pratique. D'autre part, le déterminant dépend de la saillance du moteur. Par
conséquent, les machines à pôles lisses (∆L = 0) seront a priori inobservables lorsque la
vitesse est nulle.
Observabilité des machines à pôles lisses
Propriété 2.4 Le modèle 2.3 considéré dans le cas des machines à pôles lisses (Ld =
Lq) est localement faiblement observable si la vitesse et l'accélération du rotor ne sont
pas nulles en même temps. Si l'on considère en plus l'hypothèse 1.2, cette condition
simplement suﬃsante devient nécessaire et suﬃsante.
Preuve :
Dans le cas particulier des machines à pôles lisses, F (x) peut être simpliﬁée :
F (x) =

Vα
Ls
− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
Vβ
Ls
− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
ωe
3
2 · p
2
J · (−φβ · Iα + φα · Iβ)− fvJ · ωe
 (2.16)
On considère dans un premier temps le même sous-espace (2.12) et son jacobien est
alors donné par :
ONL,2 =

1 0 0 0
0 1 0 0
−RsLs 0 ωe ·
φf
Ls
· cos(θ) φfLs · sin(θ)
0 −RsLs ωe ·
φf
Ls
· sin(θ) −φfLs · cos(θ)
 (2.17)
Son déterminant vaut simplement :
∆ONL,2 = −ωe ·
φ2f
L2s
(2.18)
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On retrouve a priori la propriété des modèles précédents de non observabilité de
la machine lorsque la vitesse est nulle. Cependant, un développement plus approfondi
permet de compléter cette conclusion partielle.
En eﬀet, en considérant le sous-espace d'observabilité :
SNL,2 =

H1
H2
LFH1
LFH2
L2FH1
L2FH2

(2.19)
Et en considérant la sous-matrice composée des 1re, 2e, 5e et 6e lignes de la matrice
d'observabilité associée, on obtient le déterminant :
∆ONL,3 =
∂L2FH1
∂θ
· ∂L
2
FH2
∂ωe
− ∂L
2
FH1
∂ωe
· ∂L
2
FH2
∂θ
(2.20)
Soit :
∆ONL,3 = −
(
φf
Ls
)2
[
(
Rs
Ls
)2
+
Rs
Ls
fv
J
+ 2ω2e +
2p2φf
J
(cos(θ)Iα + sin(θ)Iβ)] · ωe
+
(
φf
Ls
)2
(
fv
J
+
Rs
Ls
) · ω˙e (2.21)
Par conséquent, même quand la vitesse est nulle, le système est observable si l'accé-
lération n'est pas nulle (cas par exemple d'un changement de sens de rotation).
Cette condition simplement suﬃsante d'observabilité devient nécessaire et suﬃsante
dans le cas de l'hypothèse 1.2. En eﬀet, on peut établir une relation de récurrence entre
les lignes de la matrice d'observabilité associée [96]. Pour cela, on considère un modèle
simpliﬁé issu de l'hypothèse 1.2 avec F(x) donné par :
F (x) =

Vα
Ls
− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
Vβ
Ls
− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
ωe
0
 (2.22)
Pour ce F(x), on peut démontrer les relations de récurrence suivantes pour tout k
entier supérieur ou égal à 1 :{
Lk+1F H1 = −RsLsLkFH1 +
φf
Ls
ωk+1e sin(θ + k
pi
2 )
Lk+1F H2 = −RsLsLkFH2 −
φf
Ls
ωk+1e cos(θ + k
pi
2 )
(2.23)
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En eﬀet on a tout d'abord (initialisation) :
LFH1 = F1(x) =
Vα
Ls
− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
LFH2 = F2(x) =
Vβ
Ls
− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
L2FH1 = −RsLsF1(x) +
φf
Ls
ωe cos(θ)F3(x)
L2FH2 = −RsLsF2(x) +
φf
Ls
ωe sin(θ)F3(x)
(2.24)
qui est bien équivalent à :
LFH1 = F1(x)
LFH2 = F2(x)
L2FH1 = −RsLsLFH1 +
φf
Ls
ω2e sin(θ +
pi
2 )
L2FH2 = −RsLsLFH2 −
φf
Ls
ω2e cos(θ +
pi
2 )
(2.25)
De plus, si on considère la relation (2.23) vraie pour un k quelconque supérieur ou
égal à 1, on aura en outre par propriété de la dérivée de Lie :{
Lk+1F H1 = LF (L
k
FH1)
Lk+1F H2 = LF (L
k
FH2)
(2.26)
et par linéarité de la dérivée :{
Lk+1F H1 = −RsLsLF (Lk−1F H1) +
φf
Ls
LF (ω
k
e sin(θ + (k − 1)pi2 ))
Lk+1F H2 = −RsLsLF (Lk−1F H2)−
φf
Ls
LF (ω
k
e cos(θ + (k − 1)pi2 ))
(2.27)
On retrouve bien l'équation (2.23), qui combinée à (2.25), permet d'obtenir la ré-
currence. En se plaçant notamment à vitesse nulle, on peut voir que, quelque soit le
sous-espace d'observabilité utilisé, les lignes seront toujours des combinaisons linéaires
les unes des autres, et le rang restera le même. Par conséquent, l'observablité n'existe
que pour une vitesse non nulle.
Par conséquent l'espace des états observables pour ce modèle de machine à pôles lisses
peut être décrit par :
R\{{x/ωe = 0} ∩ {x/ω˙e = 0}}
Remarque 2.1 La présence d'un terme lié à l'accélération du rotor est associée à l'uti-
lisation de l'équation mécanique dans le modèle du moteur. Dans le cas où l'hypothèse
1.2 est vériﬁée, la forme de G(x) (et donc celle de F (x)) se simpliﬁe :
G(x) =
[
ωe
0
]
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Par conséquent, l'accélération n'est plus prise en compte, mais les calculs restent
valables. En particulier on peut réduire l'espace d'observabilité à l'ensemble :
R\{x/ωe = 0}
Cet espace est le même que celui qui a été obtenu pour les deux modèles linéaires présentés
précédemment.
2.1.4 Analyse des résultats
Dans leur formulation classique, les modèles présentés dans cette section, appliqués
à des machines sans saillance, présentent tous un problème d'observabilité de la position
lorsque la vitesse réelle du rotor de la machine est nulle. Cette perte est la principale
raison de la diminution des performances des observateurs basés sur ces modèles, abou-
tissant généralement à une divergence à vitesse strictement nulle. Le modèle basé sur une
saillance de la machine est par contre observable sous certaines conditions sur les cou-
rants et les tensions. C'est cette observabilité qui est exploitée au travers des méthodes
basées sur la saillance. Cette première analyse conﬁrme donc les résultats de l'état de
l'art.
2.2 Développement d'un modèle prenant en compte les vi-
brations causées par l'injection de signaux
La section précédente étudie des modèles basés uniquement sur les équations de la
machine présentés dans la section 1.2. La solution proposée pour répondre à ce problème
repose sur une considération physique : l'observabilité est liée au mouvement de la ma-
chine (vitesse et accélération nulle). L'idée suivie dans la suite du chapitre est de faire
bouger la machine, via de petites vibrations. Pour créer ces vibrations, l'utilisation d'un
signal d'injection venant se superposer à la commande est nécesaire. L'approche peut être
mise en parallèle à celle des méthodes basées sur la saillance, dans le sens où l'injection
de certains signaux permet d'exciter la machine (ici par des vibrations), la machine ser-
vant alors de capteur. Pour prendre en compte les vibrations, les équations de la machine
sont d'abord reformulées de manière à introduire les signaux d'injection. En eﬀet, ces
signaux d'excitation, qui provoquent la vibration, créent une oscillation sur les courants
qui pourront être traités par un algorithme d'observation. La section précédente ayant
montré que les modèles saillants sont observables, la reformulation est faite dans le cas
particulier des machines à pôles lisses. Un modèle non linéaire est ensuite développé à
partir de ces équations, et son observabilité est étudiée.
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2.2.1 Caractéristiques du signal d'injection
Pour générer des vibrations dans une machine à pôles lisses, il est nécessaire d'appli-
quer un courant sur l'axe q de la machine. Cette considération élimine immédiatement
la possibilité d'utiliser une injection dans le repère α-β (parfois utilisé par les méthodes
basées sur la saillance), car cette injection ne garantirait pas l'existence d'un couple. De
plus, dans le cas de la commande sans capteur mécanique qui nous intéresse, le repère d-q
n'est pas connu mais seulement estimé par le repère γ-δ. L'injection sera donc eﬀectuée
dans ce dernier. L'eﬀet de l'erreur d'estimation de position sur l'observabilité sera étudié,
puisque les équations de la section 1.2.1 dans le repère α-β, propice à l'observation, sont
utilisées pour la machine. Plus précisément, la méthode d'injection étudiée est l'injection
sur les deux axes γ et δ, mais il en sera également déduit l'eﬀet d'une injection sur l'axe
γ uniquement, qui a l'avantage de ne pas créer de couple une fois que la position est
correctement estimée, c'est à dire lorsque les axes d et γ sont confondus.
2.2.2 Equations de fonctionnement du système {Modèle+Injection}
La tension d'injection suivante est superposée à la tension de commande (donc dans
le repère γ-δ) :
VInj,γ−δ =
[
Injγ
Injδ
]
γ,δ
(2.28)
avec Injγ et Injδ deux fonctions du temps non nécessairement égales. Le type de signal
d'injection (sinusoïdal, carré, ...) n'est pas non plus déterminé a priori.
Transformée dans le repère α-β, comme rappelé sur la ﬁgure 2.1, cette tension devient :
VInj,α−β =
[
Injγ · cos(θˆ)− Injδ · sin(θˆ)
Injγ · sin(θˆ) + Injδ · cos(θˆ)
]
α,β
(2.29)
En ajoutant cette tension aux tensions de commande dans l'équation 1.8, on obtient
les équations suivantes :{
Vα + Injγ · cos(θˆ)− Injδ · sin(θˆ) = Rs · Iα + Ls · I˙α − ωe · φf · sin(θ)
Vβ + Injγ · sin(θˆ) + Injδ · cos(θˆ) = Rs · Iβ + Ls · I˙β + ωe · φf · cos(θ)
(2.30)
Cas de l'injection sur l'axe γ uniquement
Si l'injection est uniquement sur l'axe γ, les équations se simpliﬁent en :{
Vα + Inj · cos(θˆ) = Rs · Iα + Ls · I˙α − ωe · φf · sin(θ)
Vβ + Inj · sin(θˆ) = Rs · Iβ + Ls · I˙β + ωe · φf · cos(θ)
(2.31)
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Figure 2.1: Repères diphasé (α-β), diphasé (d-q) et diphasé estimé (γ-δ)
Les équations précédentes sont facilement obtenues, mais l'originalité de la démarche
est de considérer le signal injecté comme une partie intégrante du système, en particulier
pour l'analyse de l'observabilité du système.
2.2.3 Analyse de l'observabilité du système {Machine + Injection}
Le modèle se déduit directement du système d'équation 2.30. Il peut être mis sous
forme d'état, avec pour états les courants, la position électrique et la vitesse électrique :
Modèle 2.4 (Modèle électrique, mécanique et de l'injection)
Le système suivant est un modèle d'état du système {MSAP+Injection} :{
x˙ = F (x, u)
y = H(x)
(2.32)
avec :
 le vecteur d'état : x =
[
Iα Iβ θ ωe
]T
 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vα Vβ
]T
 la fonction d'état :
F (x, u) =

Vα
Ls
+
Injγ
Ls
· cos(θˆ)− InjδLs · sin(θˆ)− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
Vβ
Ls
+
Injγ
Ls
· sin(θˆ) + InjδLs · cos(θˆ)− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
ωe
3
2 · p
2
J · (−φβ · Iα + φα · Iβ)− fvJ · ωe

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 la fonction de sortie :
H(x) = C · x
où :
C =
[
1 0 0 0
0 1 0 0
]
Proposition 2.1 Le modèle 2.4 est localement faiblement observable à vitesse et accé-
lération nulles si les deux signaux d'injection Injγ et Injδ ne sont pas nuls en même
temps.
En particulier, pour Injδ = 0 mais Injγ 6= 0 (cas de l'injection sur l'axe γ unique-
ment), le modèle donné par le système d'équations d'état 2.4 est localement faiblement
observable à vitesse et accélération nulles si l'erreur d'estimation de la position dθ = θ− θˆ
est diﬀérente de 0[pi]. Cette condition nécessaire devient aussi suﬃsante si l'on se place
en plus sous l'hypothèse 1.2.
Preuve :
Le modèle donné par les équations 2.4 est clairement un modèle non-linéaire, on
cherche donc à prouver l'observabilité au sens localement faiblement observable. Pour
appliquer le critère d'observabilité non linéaire, on considère alors le sous espace d'obser-
vabilité généré par :
SNL,3 =

H1
H2
LFH1
LFH2
 (2.33)
avec H1 et H2 les composantes du vecteur H, et LFH1 et LFH2 leurs dérivées de Lie
successives selon le champs de vecteur F .
On en déduit la matrice d'observabilité non-linéaire :
ONL,3 =

1 0 0 0
0 1 0 0
−RsLs 0 O33
φf
Ls
· sin(θ)
0 −RsLs O43 −
φf
Ls
· cos(θ)
 (2.34)
avec :
O33 = ωe · φfLs · cos(θ)−
Injγ
Ls
· sin(θˆ)− InjδLs · cos(θˆ)
O43 = ωe · φfLs · sin(θ) +
Injγ
Ls
· cos(θˆ)− InjδLs · sin(θˆ)
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Son déterminant vaut alors :
∆ONL,3 = −ωe ·
φ2f
L2s
+
φf · Injγ
L2s
· sin(dθ) + φf · Injδ
L2s
· cos(dθ) (2.35)
On considère plus particulièrement le cas de la vitesse nulle (ωe = 0) :
 le déterminant ne s'annulle que lorsque les deux injections sont nulles ;
 dans le cas où Injδ = 0, le déterminant s'annule si dθ vaut 0 ou pi.
Pour compléter la preuve, il faut approfondir l'étude en augmentant le sous-espace
d'observabilité, et en étudiant toutes les sous-matrices possibles. Par exemple, en consi-
dérant :
SNL,4 =

H1
H2
LFH1
LFH2
L2FH1
L2FH2

(2.36)
Et en considérant la sous-matrice composée des 1re, 2e, 5e et 6e lignes de la matrice
d'observabilité associée, on obtient le déterminant :
∆ONL,4 = −ωe
L2s
∆1 + (Injγ sin(dθ) + Injδ cos(dθ))∆2 +
(
φf
L2sJ
)
ω˙e∆3 (2.37)
avec :
∆1 =φ
2
f
[(
Rs
Ls
)2
+
Rs
Ls
fv
J
+ 2ω2e + 2
p2φf
J
(cos(θ)Iα + sin(θ)Iβ)
]
+ Inj2γ + Inj
2
δ +
φffv
J
(Injγ cos(dθ)− Injδ sin(dθ))
− 3φfωe(Injγ sin(dθ) + Injδ cos(dθ)) (2.38)
∆2 =
(
φf
L2s
)[(
φfRs
Ls
)2
+
φfRs
Ls
φffv
J
+
Pφf
J
(cos(θ)Iα + sin(θ)Iβ)
]
(2.39)
∆3 =
[
φffv
J
+
φfRs
Ls
+ Injγ cos(dθ)− Injδ sin(dθ)
]
(2.40)
Ce déterminant fait apparaître trois termes : un terme ∆1 associé à la vitesse, un
terme ∆2 lié à l'injection et un terme ∆3 lié à l'accélération. En particulier, si la vitesse
et les signaux d'injections sont tous nulles, le déterminant est nul si et seulement si
l'accélération est nulle. Le modèle est donc observable si l'accélération est non nulle.
Comme pour le modèle 2.3 sans injection, l'accélération permet l'observabilité grâce à la
prise en compte de l'équation mécanique.
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Par analogie avec la section 2.1.3, on cherche, pour conclure, une relation de récur-
rence entre les lignes de la matrice d'observabilité, en se plaçant en plus dans le cas de
l'hypothèse 1.2. La fonction d'état du modèle 2.4 est modiﬁée par :
F (x, u) =

Vα
Ls
+
Injγ
Ls
· cos(θˆ)− InjδLs · sin(θˆ)− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
Vβ
Ls
+
Injγ
Ls
· sin(θˆ) + InjδLs · cos(θˆ)− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
ωe
0
 (2.41)
Pour ce F (x, u), on peut démontrer les relations de récurrence suivantes pour tout k
entier supérieur ou égal à 1 :
Lk+1F H1 = ω
k
e [
φf
Ls
ωe sin(θ + k
pi
2
) +
Injγ
Ls
cos(θˆ + k
pi
2
)− Injδ
Ls
sin(θˆ + k
pi
2
)]
− Rs
Ls
LkFH1 (2.42)
et
Lk+1F H2 = −ωke [
φf
Ls
ωe cos(θ + k
pi
2
) +
Injγ
Ls
sin(θˆ + k
pi
2
) +
Injδ
Ls
cos(θˆ + k
pi
2
)]
− Rs
Ls
LkFH2 (2.43)
En eﬀet on a tout d'abord (initialisation) :
LFH1 = F1(x) =
Vα
Ls
+
Injγ
Ls
· cos(θˆ)− Injδ
Ls
· sin(θˆ)− Rs
Ls
· Iα +ωe · φf
Ls
· sin(θ) (2.44)
LFH2 = F2(x) =
Vβ
Ls
+
Injγ
Ls
· sin(θˆ) + Injδ
Ls
· cos(θˆ)− Rs
Ls
· Iβ −ωe · φf
Ls
· cos(θ) (2.45)
L2FH1 = −
Rs
Ls
F1(x) + [
φf
Ls
ωecos(θ)− Injγ
Ls
· sin(θˆ)− Injδ
Ls
· cos(θˆ)]F3(x) (2.46)
L2FH2 = −
Rs
Ls
F2(x) + [
φf
Ls
ωesin(θ) +
Injγ
Ls
· cos(θˆ)− Injδ
Ls
· sin(θˆ)]F3(x) (2.47)
Ces équations sont bien respectivement équivalentes aux relations suivantes :
LFH1 = F1(x) (2.48)
LFH2 = F2(x) (2.49)
L2FH1 = −
Rs
Ls
LFH1+ωe[
φf
Ls
ωe sin(θ+
pi
2
)+
Injγ
Ls
cos(θˆ+
pi
2
)− Injδ
Ls
sin(θˆ+
pi
2
)] (2.50)
L2FH2 = −
Rs
Ls
LFH2−ωe[φf
Ls
ωe cos(θ+
pi
2
)+
Injγ
Ls
sin(θˆ+
pi
2
)+
Injδ
Ls
cos(θˆ+
pi
2
)] (2.51)
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De plus, si on considère les relations (2.42) et (2.43) vraies pour un entier k quelconque
supérieur ou égal à 1, on aura en outre par propriété et linéarité de la dérivée de Lie :
Lk+1F H1 = ω
k−1
e LF
(
Injγ
Ls
cos(θˆ + (k − 1)pi
2
)− Injδ
Ls
sin(θˆ + (k − 1)pi
2
)
)
+ ωk−1e LF (
φf
Ls
sin(θ + (k − 1)pi
2
) − Rs
Ls
LF (L
k−1
F H1) (2.52)
Lk+1F H2 = −ωk−1e LF
(
Injγ
Ls
sin(θˆ + (k − 1)pi
2
) +
Injδ
Ls
cos(θˆ + (k − 1)pi
2
)
)
− ωk−1e LF (
φf
Ls
cos(θ + (k − 1)pi
2
) − Rs
Ls
LF (L
k−1
F H2) (2.53)
Après calcul, on retrouve bien les équations (2.42) et (2.43), qui, combinées aux
équations (2.48), (2.49), (2.50) et (2.51), permettent d'obtenir la récurrence. En se plaçant
notamment à vitesse nulle, on peut voir que quelque soit le sous-espace d'observabilité
utilisé, les lignes seront toujours des combinaisons linéaires les unes des autres, et le rang
restera le même. Par conséquent, l'observablité n'existe que dans les conditions déﬁnies
par la proposition.
Alternative pour des entrées en Vˆd et Vˆq
Le système d'équation 2.30 peut être modiﬁé pour prendre en entrée non pas Vα
et Vβ mais Vˆd et Vˆq, qui sont les tensions données par la commande. L'intérêt de ce
nouveau modèle est de mieux prendre en compte l'impact de l'erreur d'estimation sur le
changement de repère (transformation de Park). Plus précisément en exprimant Vα et
Vβ avec les tensions dans le repère estimé :{
Vα = Vˆd · cos(θˆ)− Vˆq · sin(θˆ)
Vβ = Vˆd · sin(θˆ) + Vˆq · cos(θˆ)
(2.54)
Le système s'écrit alors :{
(Vˆd + Injγ) · cos(θˆ)− (Vˆq + Injδ) · sin(θˆ) = Rs · Iα + Ls · I˙α − ωe · φf · sin(θ)
(Vˆd + Injγ) · sin(θˆ) + (Vˆq + Injδ) · cos(θˆ) = Rs · Iβ + Ls · I˙β + ωe · φf · cos(θ)
(2.55)
Ce système peut aussi être mis sous forme d'état, avec le système d'équations suivant :
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Modèle 2.5 (Modèle alternatif avec les tensions de commande et l'injection)
Le système suivant est un modèle d'état du système {MSAP+Injection} :{
x˙ = F (x, u)
y = H(x)
(2.56)
avec :
 le vecteur d'état : x =
[
Iα Iβ θ ωe
]T
 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vˆd Vˆq
]T
 la fonction d'état :
F (x, u) =

Vˆd+Injγ
Ls
· cos(θˆ)− Vˆq+InjδLs · sin(θˆ)− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
Vˆd+Injγ
Ls
· sin(θˆ) + Vˆq+InjδLs · cos(θˆ)− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
ωe
3
2 · p
2
J · (−φβ · Iα + φα · Iβ)− fvJ · ωe

 la fonction de sortie :
H(x) = C · x
où :
C =
[
1 0 0 0
0 1 0 0
]
Proposition 2.2 Le modèle 2.5 est localement faiblement observable à vitesse et accélé-
ration nulles si les deux signaux d'injection Injγ et Injδ, ainsi que les entrées Vˆd et Vˆq,
ne sont pas nuls en même temps.
En particulier,
 pour Injδ = 0, Vˆd = 0 et Vˆq = 0, mais Injγ 6= 0 (cas de l'injection sur l'axe γ), le
modèle 2.5 est localement faiblement observable à vitesse et accélération nulles si
l'erreur d'estimation de la position est diﬀérente de 0[pi] ;
 pour Injδ = 0, Injγ = 0 et Vˆq = 0, mais Vˆd 6= 0 (cas d'une injection via une
consigne de courant), le modèle 2.5 est localement faiblement observable à vitesse
et accélération nulles si l'erreur d'estimation de la position est diﬀérente de 0[pi].
Ces deux dernières conditions nécessaires deviennent en plus suﬃsantes si on se place
dans l'hypothèse 1.2.
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
41
Preuve :
La seule diﬀérence avec le modèle 2.4 vient du fait que les entrées Vˆd et Vˆq sont
associées aux injections. Par conséquent, la matrice d'observabilité non-linéaire se déduit
immédiatement :
ONL,5 =

1 0 0 0
0 1 0 0
−RsLs 0 O33
φf
Ls
· sin(θ)
0 −RsLs O43 −
φf
Ls
· cos(θ)
 (2.57)
avec :
O33 = ωe · φfLs · cos(θ)−
Injγ+Vˆd
Ls
· sin(θˆ)− Injδ+VˆqLs · cos(θˆ)
O43 = ωe · φfLs · sin(θ) +
Injγ+Vˆd
Ls
· cos(θˆ)− Injδ+VˆqLs · sin(θˆ)
Son déterminant vaut alors :
∆ONL,5 = −ωe ·
φ2f
L2s
− φf · (Injγ + Vˆd)
L2s
· sin(dθ) + φf · (Injδ + Vˆq)
L2s
· cos(dθ) (2.58)
On considère plus particulièrement le cas de la vitesse nulle (ωe = 0) :
 le déterminant s'annulle alors lorsque les deux injections et les deux entrées sont
nulles ;
 dans le cas où Injδ et Vˆq vallent zéro, le déterminant s'annule si dθ vaut 0 ou pi ;
 Injγ et Vˆd sont librement interchangeable dans l'équation.
La suite et la conclusion de la preuve sont également identiques à celle de la propo-
sition 2.1.
Extension du modèle au couple
Les modèles 2.4 et 2.5 précédents, si ils sont observables, risquent de ne pas être
robustes au couple de charge. Une solution pour résoudre ce problème peut être de
compléter l'observateur par une estimation de ce couple de charge. Pour rappel, l'équation
mécanique est donnée par :
J · dω
dt
=
3
2
· p · (−φβ · Iα + φα · Iβ)− fv · ω − Cch (2.59)
avec Cch l'ensemble des charges internes ou externes. Le terme des charges Cch jus-
qu'ici négligé est donc maintenant considéré comme une perturbation à observer. Il faut
connaître sa dynamique. Celle-ci est en générale mal connue, mais très lente comparée
aux dynamiques du moteur, ce qui permet de considérer l'hypothèse suivante :
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Hypothèse 2.1 (Hypothèse simpliﬁcatrice sur le couple)
La dynamique du couple de charge est négligeable par rapport aux dynamiques de courant
et de vitesse.
En conséquence, cette hypothèse se traduit mathématiquement par l'équation :
dCch
dt
= 0 (2.60)
Considérant le couple de charge, un nouveau modèle de la MSAP peut être développé :
Modèle 2.6 (Modèle étendu au couple et avec l'injection)
Le système suivant est un modèle d'état augmenté du système {MSAP+Injection} :{
x˙ = F (x, u)
y = H(x)
(2.61)
avec :
 le vecteur d'état : x =
[
Iα Iβ θ ωe Cch
]T
 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vα Vβ
]T
 la fonction d'état :
F (x, u) =

Vα
Ls
+
Injγ
Ls
· cos(θˆ)− InjδLs · sin(θˆ)− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
Vβ
Ls
+
Injγ
Ls
· sin(θˆ) + InjδLs · cos(θˆ)− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
ωe
3
2 · p
2
J · (−φβ · Iα + φα · Iβ)− fvJ · ωe − p·CchJ
0

 la fonction de sortie :
H(x) = C · x
où :
C =
[
1 0 0 0 0
0 1 0 0 0
]
Proposition 2.3 Le modèle 2.6 est localement faiblement observable à vitesse et accé-
lération nulles si les deux signaux d'injection Injγ et Injδ ne sont pas nuls en même
temps.
En particulier, pour Injδ = 0 mais Injγ 6= 0 (cas de l'injection sur l'axe γ), le
modèle 2.6 est localement faiblement observable à vitesse et accélération nulles si l'erreur
d'estimation de la position dθ = θ − θˆ est diﬀérente de 0[pi].
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Preuve :
Le modèle 2.6 est une extension du modèle 2.4, la même méthodologie s'applique
donc. L'augmentation du nombre d'état entraîne par contre une augmentation de la
taille du sous espace d'observabilité considéré. En particulier, on considère le sous-espace
d'observabilité généré par :
SNL,6 =

H1
H2
LFH1
LFH2
L2FH1
L2FH1

(2.62)
avec H1 et H2 les composantes du vecteur H, et LFH1, L2FH1, LFH2 et L
2
FH2 leurs
dérivées de Lie successives et respectives selon le champs de vecteur F .
En considérant respectivement d'une part la sous-matrice d'observabilité composée
des cinq premières lignes de la matrice d'observabilité associée, et d'autre part la sous-
matrice d'observabilité composée des 1re, 2e, 3e,4e et 6e lignes de la matrice d'observabilité,
on peut remarquer le résultat suivant :
ONL,6 =

ONL,4
0
0
0
0
o51 · · · · · · o54 − pφfLsJ sin(θ)
 (2.63)
et
ONL,7 =

ONL,4
0
0
0
0
o51 · · · · · · o54 pφfLsJ cos(θ)
 (2.64)
On a donc :{
∆ONL,6 = − pφfLsJ sin(θ)∆ONL,4
∆ONL,7 =
pφf
LsJ
cos(θ)∆ONL,4
(2.65)
En fusionnant les deux conditions obtenues avec ce dernier système d'équations, la condi-
tion d'observabilité suﬃsante trouvée pour le modèle 2.6 est la même que la condition
suﬃsante obtenue pour le modèle 2.4, ce qui valide la preuve. En revanche, cette condition
ne peut pas être rendue nécessaire, par défaut de pouvoir utiliser l'hypothèse 1.2.
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2.2.4 Interprétation des résultats
Le modèle 2.4, par le fait de l'injection d'un signal supplémentaire et de la prise
en compte de cette injection dans le modèle, a des conditions d'observabilité diﬀérentes
de celles du modèle 2.3 original. En particulier, l'observabilité de ce nouveau modèle
peut être étendue à des cas où la vitesse et l'accélération du moteur sont toutes les deux
nulles. Cette observabilité dépend de l'injection appliquée dans le repère γ-δ et de l'erreur
d'estimation de la position. Ainsi, l'injection sur l'axe γ ne créé pas d'observabilité lorsque
l'erreur est nulle, les axes γ et d étant alors confondus, et le courant Id ne créant pas de
couple pour les machines à pôles lisses. Par le même raisonnement, l'injection sur l'axe δ
ne créé pas d'observabilité lorsque l'erreur vaut 90.
Le modèle 2.5 alternatif, avec des entrées diﬀérentes, a également été développé par
la même méthode. Si l'eﬀet de l'injection dans ce modèle est la même que pour le modèle
2.4, les entrées jouent un rôle plus important. En eﬀet, les entrées Vd et Vq passent
par une transformation de Park, prise en compte dans le modèle, et qui dépend de
la position. Lorsque la position donnée par l'observateur est utilisée pour calculer cette
transformation, les entrées sont alors envoyées comme si elles provenaient du repère γ-δ au
lieu du repère d-q. Elles peuvent donc remplacer le signal d'injection pour l'excitation de
la machine. En particulier, un signal de commande sur l'axe d est assimilable à l'injection
d'un courant et d'une tension sur l'axe γ.
Enﬁn, un troisième modèle a été développé, qui estime le couple de charge en plus
des états. Le problème de robustesse à la charge est en eﬀet une partie importante du
cahier des charges, et le négliger peut éventuellement ne pas suﬃre. Ce modèle étendu au
couple de charge présente exactement les mêmes propriétés d'observabilité que le modèle
2.4.
En synthèse, la prise en compte des signaux d'injection superposés aux tensions de
commande, sources de vibrations dans la machine, a permis de développer de nouveaux
modèles avec des conditions d'observabilité plus intéressantes que les modèles originaux.
L'observabilité du système composé de la MSAP étendu à l'injection est garantie si
l'injection est non nulle (en particulier lorsque la vitesse et l'accélération sont nulles). En
revanche, aucune condition n'est imposée sur le type du signal d'injection, contrairement
aux méthodes classiques basées sur la saillance pour lesquelles un signal sinusoïdal de
tension est nécessaire.
2.2.5 Tentative d'extension aux modèles électriques
L'intérêt des résultats précédents, sur le modèle étendu aux équations mécaniques,
nous a conduit à voir si cette démarche pouvait se satisfaire du seul modèle électrique.
Les modèles sont notamment linéaires, donc plus simples à manipuler. Cependant, les
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équations de la section 2.2.2 ne permettent pas de mettre le système sous une forme
permettant des analogies avec les équations des ﬂux ou des FEM. On déﬁnit alors les
vitesses équivalentes ω0 et ω1 dépendantes du temps, et diﬀérentes dans le cas général,
telles que :{
Injγ = ω0(t) · φf
Injδ = ω1(t) · φf
(2.66)
Dans la suite, seul un modèle basé sur les ﬂux permanent est développé, mais des
modèles basés sur les FEM donneraient les mêmes résultats. Ainsi, la projection de (2.66)
dans le repère α-β permet de mettre les équations électriques (1.8) sous la forme :
Rs ·Iα+Ls · I˙α−ωe ·φf ·sin(θ) = Vα+ω0 ·φf ·cos(θ) ·cos(dθ)−ω0 ·φf ·sin(θ) ·sin(dθ)
− ω1 · φf · cos(θ) · sin(dθ) − ω1 · φf · sin(θ) · cos(dθ) (2.67)
Rs ·Iβ+Ls · I˙β+ωe ·φf ·cos(θ) = Vβ+ω0 ·φf ·cos(θ) ·sin(dθ)+ω0 ·φf ·sin(θ) ·cos(dθ)
+ ω1 · φf · cos(θ) · cos(dθ) − ω1 · φf · sin(θ) · sin(dθ) (2.68)
A partir des équations précédentes, les ﬂux permanents peuvent être introduits :
Vα + ω0 · φfα · cos(dθ)− ω0 · φfβ · sin(dθ)− ω1 · φfα · sin(dθ)− ω1 · φfβ · cos(dθ)
= Rs · Iα + Ls · I˙α − ωe · φfβ (2.69)
Vβ + ω0 · φfα · sin(dθ) + ω0 · φfβ · cos(dθ) + ω1 · φfα · cos(dθ)− ω1 · φfβ · sin(dθ)
= Rs · Iβ + Ls · I˙β + ωe · φfα (2.70)
De même pour l'injection sur l'axe γ, le système peut s'écrire :
Vα + ω0 · φf · cos(θ) · cos(dθ)− ω0 · φf · sin(θ) · sin(dθ)
= Rs · Iα + Ls · I˙α − ωe · φf · sin(θ) (2.71)
Vβ + ω0 · φf · cos(θ) · sin(dθ) + ω0 · φf · sin(θ) · cos(dθ)
= Rs · Iβ + Ls · I˙β + ωe · φf · cos(θ) (2.72)
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Le modèle peut alors se mettre sous la forme (LPV) :
Modèle 2.7 (Modèle électrique étendu aux ﬂux permanents et à l'injection)
Dans le cas de l'hypothèse 1.1, le système suivant est un modèle d'état du système
{MSAP+Injection} :{
x˙ = (A0 +Aω · ωe +Aω0 · ω0 +Aω1 · ω1) · x+B · u
y = C · x (2.73)
avec :
 le vecteur d'état : x =
[
Iα Iβ φfα φfβ
]T
 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vα Vβ
]T
 les composantes de la matrice d'état :
A0 =

−RsLs 0 0 0
0 −RsLs 0 0
0 0 0 0
0 0 0 0
 , Aω =

0 0 0 1Ls
0 0 − 1Ls 0
0 0 0 −1
0 0 1 0

Aω0 =

0 0 cos(dθ)Ls −
sin(dθ)
Ls
0 0 sin(dθ)Ls
cos(dθ)
Ls
0 0 0 0
0 0 0 0
 , Aω1 =

0 0 − sin(dθ)Ls −
cos(dθ)
Ls
0 0 cos(dθ)Ls −
sin(dθ)
Ls
0 0 0 0
0 0 0 0

 la matrice de commande :
B =

1
Ls
0
0 1Ls
0 0
0 0

 la matrice de sortie :
C =
[
1 0 0 0
0 1 0 0
]
Proposition 2.4 Le modèle 2.7 est localement observable à vitesse et accélération nulles
si les deux vitesses équivalentes ω0 et ω1 ne sont pas nulles en même temps.
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Preuve :
Le système est linéaire en un point de fonctionnement {ωe, dθ}. Le critère d'observa-
bilité de Kalman s'applique. La matrice d'observabilité est donnée par :
OL,3 =

C
C ·A
C ·A2
C ·A3
 (2.74)
Les quatres premières lignes donnent :
[
C
C ·A
]
=

1 0 0 0
0 1 0 0
−RsLs 0
ω0 cos(dθ)
Ls
− ω1 sin(dθ)Ls −
ω0 sin(dθ)
Ls
− ω1 cos(dθ)Ls + ωeLs
0 −RsLs
ω0 sin(dθ)
Ls
+ ω1 cos(dθ)Ls − ωeLs
ω0 cos(dθ)
Ls
− ω1 sin(dθ)Ls
 (2.75)
Le déterminant de cette matrice vaut :
∆OL,3 =
ω2e
Ls
+
ω20
Ls
+
ω21
Ls
(2.76)
Ce déterminant est bien non nul si ω0 ou ω1 est non nulle. Les ﬂux permanents étant
observables, la position et la vitesse le sont aussi.
2.3 Conclusion
Ce chapitre a présenté une large analyse des observabilités de la machine synchrone
à aimants permanents. Tout d'abord, l'analyse de l'observabilité de modèles classiques
nous a permis de mettre en évidence les mêmes propriétés d'observabilité, en particulier
à vitesse nulle, que les modèles soient des modèles simpliﬁés (LPV) qui ne prennent
en compte que le comportement électrique de la MSAP ou non linéaires, qui prennent
également en compte le comportement mécanique. Une diﬀérence existe cependant entre
les modèles de MSAP à pôles lisses ou à pôles saillants. Seuls ces derniers sont observables
à vitesse nulle, sous certaines conditions de courant et de tension.
Ensuite, puisque l'observabilité de la position repose sur le mouvement de la machine,
nous avons développé de nouveaux modèles qui prennent en compte des vibrations de
la machine, provoquées par un certain type d'injection. En présence de ces vibrations,
ces nouveaux modèles deviennent observables. Par rapport aux modèles classique de
la machine, les modèles développée ici apportent donc l'observabilité à basse vitesse.
Cette constatation permettra dans le chapitre suivant de proposer une nouvelle méthode
d'estimation de la position de la MSAP à l'arrêt, utilisant un observateur basé sur les
modèles développés. Cette méhode sera églament validée par son application via un ﬁltre
de Kalman étendu.
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
48
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
Chapitre 3
Méthode d'estimation de la position
de la MSAP à pôles lisses pour sa
commande en position sans capteur
mécanique
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Le chapitre précédent a démontré l'observabilité de certains modèles de la machine
synchrone à aimants permanents à pôles lisses à basse vitesse, en présence d'injections
qui permettent la mise en vibrations du rotor du moteur. Ces résultats sont exploités
dans ce chapitre pour le développement d'une méthode d'estimation des grandeurs mé-
caniques (position, vitesse et éventuellement couple de charge) de la MSAP à pôles lisses
en asservissement de position (vitesse très faible ou arrêt). Cette méthode repose sur
la synthèse d'observateurs utilisant les modèles rendus observables par l'injection. Deux
de ces modèles seront choisis pour le développement d'observateurs basés sur le ﬁltre
de Kalman étendu. Le choix du ﬁltre de Kalman est orienté par le fait que c'est un
observateur déjà utilisé en aéronautique, ce qui peut aider à la qualiﬁcation industrielle
du capteur développé. En outre, la littérature très complète autour de l'observateur de
Kalman de MSAP dédié à la haute vitesse, permet notamment une synthèse très rapide
de l'observateur si les paramètres nominaux de la machine sont bien connus [19].
Après une présentation de la méthode d'estimation proposée, le principe de l'observa-
teur de Kalman sera rappelé, puis cet observateur sera appliqué aux deux modèles avec
et sans estimation du couple de charge. Des résultats de simulation et expérimentaux se-
ront donnés, qui correspondent à des tests réalisés sur un des bancs d'essais de la thèse.
Ces tests suivent un benchmark développé pour les capteurs logiciels de la position de
la MSAP à l'arrêt, et réalisé par analogie avec les capteurs physiques. Enﬁn, une com-
paraison avec les méthodes basées sur la saillance montrera l'interêt de la méthode pour
les machines à pôles lisses, mais aussi pour les machines saillantes.
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3.1 Méthode d'estimation de la position proposée
3.1.1 Principe
Les résultats de l'analyse d'observabilité, obtenus dans le chapitre précédent, ont
conclu sur l'observabilité des modèles prenant en compte un certain type d'injection
lorsque la machine est à l'arrêt. A partir de ces résultats, nous proposons donc une
méthode d'estimation de la position valable sur toute la gamme de vitesse. Cette méthode
coniste en trois étapes :
1. l'injection d'une tension d'excitation dans le repère estimé de la machine, super-
posée à la commande de la machine, et modulée éventuellement par la vitesse de
rotation de la machine (l'injection n'étant pas nécessaire à haute vitesse) ;
2. la mesure des courants de la machine, comprenant l'eﬀet des vibrations engendrées
par l'injection sur son rotor ;
3. l'utilisation d'un observateur, en se basant sur un modèle de la machine capable
d'observer les vibrations induites par le signal d'injection.
Ces trois étapes peuvent être résumées par le schéma 3.1.
Figure 3.1: Schéma de principe de la méthode développée
Cette méthode a de multiples avantages, en particulier par rapport aux méthodes
classiques basées sur la saillance de la machine. Tout d'abord, elle fonctionne sur toute
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la plage de vitesse. De plus, bien que la méthode soit prévue pour les machines à pôles
lisses, elle est également valables pour les machines sailllantes, puisque l'injection excite
aussi la saillance et donc l'observabilité des machines saillantes.
Remarque 3.1 Comme précisé dans le chapitre précédent, ce n'est pas le type de signal
d'injection choisi qui est important, mais le fait qu'il soit toujours non nul lorsque la
vitesse et l'accélération sont nulles. En revanche, il peut être intéressant, en pratique,
d'utiliser un signal carré ou sinusoïdal permettant d'exciter le moteur facilement en vi-
brations. Pour ces signaux, le passage par zéro peut être délicat. Ce problème se résout en
considérant l'échantillonnage des signaux. Pour un bon choix de la fréquence en fonction
du temps d'échantillonnage, il est en eﬀet possible de faire en sorte que le signal injecté
ne soit jamais nul.
Remarque 3.2 La méthode proposée ici est une méthode générale qui considère une
injection quelconque dans le repère γ-δ estimé. Une injection uniquement sur l'axe γ
a cependant l'avantage de ne pas créer de couple lorsque la position est correctement
estimée. En particulier, le point dθ = 0 correspond à un maximum du couple créé par une
injection sur l'axe δ, ce qui peut provoquer une usure accélérée des pièces mécaniques par
une excitation constante et élevée. L'injection sur l'axe γ minimise par contre l'impact
de l'injection sur la mécanique, et la réduit au strict nécessaire. La création d'eﬀet Joule
ne peut cependant pas être évitée.
Remarque 3.3 La dépendance de l'observabilité à l'erreur d'estimation dθ ne présente
pas de problème. En eﬀet, dans les cas où la position est parfaitement estimée, la com-
mande n'est pas impactée. De même, si l'observateur s'éloigne de la bonne position par
suite à la perte d'observabilité, alors l'observabilité revient et l'observateur converge à
nouveau. Il faut enﬁn souligner que le point théorique dθ = 0 n'apparît en pratique que
très rarement.
3.1.2 Choix des modèles
Les modèles avec injection présentés dans le chapitre précédent sont tous observables
pour toutes les vitesses de la machine en présence d'injection. Le modèle électrique étendu
aux ﬂux permanents est cependant inutilisable en pratique car il dépend de l'erreur
d'estimation de la position du rotor, qui est un paramètre évidemment inconnu. La
diﬀérence avec les autres modèles proposés s'explique par la non prise en compte des
équations mécaniques par le modèle, qui néglige donc, de ce fait, les modes mécaniques
de la machine, et en particulier les vibrations que l'on cherche à observer. Ainsi, des
modèles avec injection étendus aux FEM auraient le même résultat.
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Parmi les autres modèles précédemment développés, les modèles 2.4 (sans estimation
du couple) et 2.6 (avec estimation du couple) sont particulièrement intéressants pour
la synthèse d'observateurs basse vitesse. Le modèle 2.5 (signaux de commande Vˆd/Vˆq)
étant très proche du modèle 2.4, les résultats de ce dernier pourront être extrapolés. Le
modèle 2.4 est considéré dans le cas de l'hypoyhèse 1.2 de vitesse lentement variable, qui
permet de diminuer la complexité de l'algorithme et donc la charge du processeur. Les
deux modèles étudiés sont rappelés ici :
Modèle 3.1 (Modèle sans couple de charge)
Sous l'hypothèse 1.2, on a :{
x˙ = F (x, u)
y = H(x)
(3.1)
avec :
 le vecteur d'état : x =
[
Iα Iβ θ ωe
]T
 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vα Vβ
]T
 la fonction d'état :
F (x, u) =

Vα
Ls
+
Injγ
Ls
· cos(θˆ)− InjδLs · sin(θˆ)− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
Vβ
Ls
+
Injγ
Ls
· sin(θˆ) + InjδLs · cos(θˆ)− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
ωe
0

 la fonction de sortie :
H(x) = C · x
où :
C =
[
1 0 0 0
0 1 0 0
]
Modèle 3.2 (Modèle avec couple de charge){
x˙ = F (x, u)
y = H(x)
(3.2)
avec :
 le vecteur d'état : x =
[
Iα Iβ θ ωe Cch
]T
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 le vecteur de sortie : y =
[
Iα Iβ
]T
 le vecteur de commande : u =
[
Vα Vβ
]T
 la fonction d'état :
F (x, u) =

Vα
Ls
+
Injγ
Ls
· cos(θˆ)− InjδLs · sin(θˆ)− RsLs · Iα + ωe ·
φf
Ls
· sin(θ)
Vβ
Ls
+
Injγ
Ls
· sin(θˆ) + InjδLs · cos(θˆ)− RsLs · Iβ − ωe ·
φf
Ls
· cos(θ)
ωe
3
2 · p
2
J · (−φβ · Iα + φα · Iβ)− fvJ · ωe − p·CchJ
0

 la fonction de sortie :
H(x) = C · x
où :
C =
[
1 0 0 0 0
0 1 0 0 0
]
Ces modèles sont clairement non linéaires. Nous allons donc utiliser le ﬁltre de Kalman
étendu pour synthétiser l'observateur.
3.2 Développement de la méthode avec un observateur de
Kalman étendu
3.2.1 Observateur de Kalman étendu pour les modèles non linéaires
La version non-linéaire (ou version étendue) de l'observateur de Kalman repose sur la
linéarisation du modèle autour d'un point de fonctionnement à chaque instant de calcul,
la linéarisation choisie étant généralement un développement au premier ordre. Il prend
également en compte la présence de bruits (wk le bruit d'entrée et vk le bruit de mesure).
Dans cette optique les hypothèses suivantes sont prises :
 les bruits v et w sont blancs gaussiens centrés ;
 les bruits v et w sont considérés comme décorrélés.
Le ﬁltre de Kalman étendu (Extended Kalman Filter ou EKF) discret peut alors être
déﬁni en deux étapes :
 une étape d'estimation a priori, ou étape de prédiction, où l'on estime la valeur de
l'état et de la covariance de l'erreur d'estimation à partir des valeurs à l'instant
précédant ;
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 une étape d'estimation a posteriori, ou étape de correction, où l'on corrige la valeur
de l'état et de la covariance de l'erreur d'estimation par la mesure.
Il en résulte la procédure suivante :
1. Estimation a priori de l'état :
xˆ−k+1 = f(xˆ
+
k , uk) (3.3)
2. Calcul des Jacobiens :
Fk =
∂f
∂x
(xˆk, uk), Ck =
∂h
∂x
(xˆk) (3.4)
3. Estimation a priori de la matrice P :
P−k+1 = FkP
+
k F
T
k +Qk (3.5)
4. Calcul du gain :
Kk = P
−
k+1C
T
k
[
CkP
−
k+1C
T
k +Rk
]−1
(3.6)
5. Correction de l'état a posteriori
xˆ+k+1 = xˆ
−
k+1 +Kk
(
yk − h(xˆ−k+1)
)
(3.7)
6. Correction de la matrice P a posteriori :
P+k+1 = (I −KkCk)P−k+1 (3.8)
Les exposants − correspondent aux états et covariances estimés a priori et les exposants
+ aux états et covariances estimés a posteriori.
3.2.2 Synthèse des observateurs avec les modèles de MSAP développés
La version du ﬁltre utilisée dans cette thèse est la version discrétisée. Par consé-
quent, la formulation de l'observateur repose sur la discrétisation, puis la linéarisation
des modèles 3.1 et 3.2.
Discrétisation du modèle
Le modèle d'état 3.1 est discrétisé avec un temps d'échantillonnage Te, et on lui ajoute
les bruits d'état et de mesure pour donner le modèle suivant :
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Modèle 3.3 (Modèle discret sans le couple de charge)
Le système suivant est un modèle d'état discret du système {MSAP+Injection} :{
xk+1 = f(xk, uk) + wk
yk = C · xk + vk
(3.9)
avec les vecteurs et matrices :
xk =
[
Iα,k Iβ,k θk ωe,k
]T
uk =
[
Vα,k Vβ,k
]T
C =
[
1 0 0 0
0 1 0 0
]
et la fonction f(xk, uk) donnée par :
f(xk, uk) =

f1(xk, uk)
f2(xk, uk)
f3(xk, uk)
f4(xk, uk)
 (3.10)
où :
f1(xk, uk) = Iα,k +
Te
Ls
(Vα,k + Injδ cos(θˆk)− Injγ sin(θˆk))
+
Te
Ls
(−RsIα,k + ωe,kφf sin(θk))
f2(xk, uk) = Iβ,k +
Te
Ls
(Vβ,k + Injδ sin(θˆk) + Injγ cos(θˆk))
+
Te
Ls
(−RsIβ,k − ωe,kφf cos(θk))
f3(xk, uk) = θk + Teωe,k
f4(xk, uk) = 0
De la même manière, le modèle d'état 3.2 augmenté du couple de charge est discrétisé
avec un temps d'échantillonnage Te, et on lui ajoute les bruits d'état et de mesure pour
donner le modèle suivant :
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Modèle 3.4 (Modèle discret avec le couple de charge)
Le système suivant est un modèle d'état discret augmenté du système {MSAP+Injection} :{
xk+1 = f(xk, uk) + wk
yk = C · xk + vk
(3.11)
avec les vecteurs et matrices :
xk =
[
Iα,k Iβ,k θk ωe,k Cch,k
]T
uk =
[
Vα,k Vβ,k
]T
C =
[
1 0 0 0 0
0 1 0 0 0
]
et la fonction f(xk, uk) donnée par :
f(xk, uk) =

f1(xk, uk)
f2(xk, uk)
f3(xk, uk)
f4(xk, uk)
f5(xk, uk)
 (3.12)
où f1(xk, uk), f2(xk, uk) et f3(xk, uk) sont identiques à la fonction donnée par l'équation
(3.10), et :
f4(xk, uk) = ωe,k +
Te
J
(
3
2
p2φf (− sin(θk)Iα,k + cos(θk)Iβ,k)− fvωe,k − p · Cch,k)
f5(xk, uk) = Cch,k
Linéarisation du modèle
Les modèles sont ensuite linéarisés autout d'un point de fonctionnement xˆk. La linéa-
risation choisie est ici un développement de Taylor au premier ordre (ici seule la fonction
d'état nécessite d'être linéarisée) :
f(xk, uk)− f(xˆk, uk) = ∂f
∂x
∣∣∣∣
xk=xˆk
· (xk − xˆk) + ϕ(xk, xˆk, uk) (3.13)
La linéarisation repose donc sur le calcul du jacobien de la fonction f(xk, uk) ce qui
donne pour la fonction 3.10 :
Fk =

1− RsLs Te 0 F13
φf
Ls
sin(θk)Te
0 1− RsLs Te F23 −
φf
Ls
cos(θk)Te
0 0 1 Te
0 0 0 1
 (3.14)
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
58
avec :
F13 = ωe,k
φf
Ls
cos(θk)Te − Injδ
Ls
sin(θˆk)Te − Injγ
Ls
cos(θˆk)Te
F23 = ωe,k
φf
Ls
sin(θk)Te +
Injδ
Ls
cos(θˆk)Te − Injγ
Ls
sin(θˆk)Te
De même, pour la fonction 3.12, la linéarisation donne le jacobien suivant :
Fk =

1− RsLs Te 0 F13
φf
Ls
sin(θk)Te 0
0 1− RsLs Te F23 −
φf
Ls
cos(θk)Te 0
0 0 1 Te 0
−p2φfJ sin(θk)Te
p2φf
J cos(θk)Te F43 1− fvJ Te − pJ Te
0 0 0 0 1
 (3.15)
avec les mêmes F13 et F23 que 3.14 et :
F43 = −3p
2φf
2J
(cos(θk)Iα,k + sin(θk)Iβ,k)Te
Synthèse des observateurs
Les modèles étant discrétisés, la synthèse des observateurs s'eﬀectue suivant les équa-
tions (3.3)-(3.8). Ce qui donne :
 un observateur de Kalman étendu, sans estimation du couple de charge ;
 un observateur de Kalman étendu, avec estimation du couple de charge.
3.2.3 Validation de la méthode proposée
Aﬁn de valider la méthode et tester ses performances, plusieurs bancs d'essais ont été
utilisés :
 un banc d'essai du laboratoire AMPERE, complètement instrumenté, qui permet
de réaliser tous les tests nécessaires, avec un moteur de puissance 1.6kW ;
 un banc d'essai développé à SAGEM, avec un moteur de puissance 2kW ;
 un banc d'essai avec le moteur de l'EMA, pour valider la méthode sur la machine
réelle ;
 un banc d'essai du laboratoire GREEN 1, testé dans le cadre de SPEC 2, pour la
comparaison avec une méthode basée sur la saillance.
Le banc d'essai SAGEM a été développé au sein de la société dans le cadre de la thèse.
Ainsi, une partie de la conception et la réalisation de ce banc est partie intégrante des
travaux de thèse, dont le câblage moteur-onduleur, et laréalisation d'une carte d'interface
entre la carte dSPACE 1103 et les drivers de l'onduleur et les cartes de mesures.
1. Groupe de Recherche en Electrotechnique et Electronique de Nancy
2. Safran Power Electronics Center
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Banc d'essai du laboratoire AMPERE
Le banc d'essai du laboratoire AMPERE (Figs. 3.2 et 3.3) est composé :
 d'une source de tension DC Xantrex (6) ;
 d'un onduleur commercial de 15kW (7) ;
 d'un moteur Leroy-Somer équipé d'un codeur incrémental de résolution 4096 points
par tour mécanique, utilisé pour la commande (1) ;
 d'un second moteur identique (3), destiné à simuler une charge, piloté par un
variateur (4) et équipé d'un résolveur ;
 d'une carte d'acquisition des courants (5), utilisant trois capteurs LEM (LA 100P) ;
 d'une carte DS1104 (utilisant un processeur TMS320) reliée à un PC (3).
Les lois de commande ainsi que les diﬀérents observateurs sont implémentés dans la
carte DS1104 via Simulink et la suite logicielle dSPACE RTI/ControlDesk.
Figure 3.2: Banc d'essai : Moteur
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Figure 3.3: Banc d'essai : Puissance
Les moteurs Leroy-Somer ont les caractéristiques suivantes :
Puissance nominale 1.6 kW
Vitesse nominale 3000 tr/min
Nombre de paires de pôles 3
Résistance statorique 2.06 Ω
Inductance statorique 9.15 mH
Inertie 0.00747 kg.m2
Coeﬃcient de frottements visqueux 0.0249 Nm/rad/s
Flux des aimants permanents 0.29 Wb
Couple nominal 5.09 Nm
Table 3.1: Paramètres des moteurs Leroy-Somer du banc AMPERE
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
61
Autres moteurs testés
Le moteur Sanyo utilisé par le banc de SAGEM a les caractéristiques suivantes :
Puissance nominale 2 kW
Vitesse nominale 3000 tr/min
Nombre de paires de pôles 5
Résistance statorique 0.086 Ω
Inductance statorique 1.04 mH
Inertie 0.000215 kg.m2
Constante de temps mécanique 0.25 s
Constante de tension Ke 16.4 mV/tr/min
Couple nominal 6.37 Nm
Table 3.2: Paramètres du moteur du banc SAGEM
Le moteur de l'EMA a les caractéristiques suivantes :
Puissance nominale 4kW
Vitesse nominale 1200 tr/min
Nombre de paires de pôles 8
Résistance statorique 1.9 Ω
Inductance statorique 12 mH
Inertie 0.018 kg.m2
Coeﬃcient de frottements visqueux 0.012 Nm/rad/s
Constante de tension Ke 1.3 V/rad/s
Couple nominal 30 Nm
Table 3.3: Paramètres du moteur de l'EMA
Le moteur testé au laboratoire GREEN a les caractéristiques suivantes :
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Puissance nominale 2kW
Vitesse nominale 4000 tr/min
Nombre de paires de pôles 4
Résistance statorique 1 Ω
Inductance statorique 31 mH
Inertie 0.0032 kg.m2
Coeﬃcient de frottements visqueux 0.024 Nm/rad/s
Flux des aimants permanents 0.12 Wb
Couple nominal 5 Nm
Table 3.4: Paramètres du moteur testé au laboratoire GREEN
Pour chacun des moteurs, la transposition de la méthode a été très rapide. Ainsi, pour
ne pas alourdir la lecture, seuls les résultats du banc du laboratoire AMPERE seront
présentés. Les résultats obtenus avec les autres moteurs sont équivalents aux résultats
obtenus sur le banc du laboratoire AMPERE.
Benchmark industriel pour capteur logiciel
Une demande industrielle forte est de pouvoir comparer la méthode aux capteurs réels
utilisés dans l'industrie. La première idée est de mesurer sur les capteurs  logiciels les
mêmes caractéristiques que pour des capteurs  physiques . Cependant cette première
idée est souvent inapplicable : certaines caractéristiques des capteurs physiques n'ont plus
de sens pour les capteurs logiciels. Un travail d'adaptation par une approche comparative
a donc été réalisé.
Les capteurs physiques peuvent être caractérisés par les critères suivant :
 linéarité : la plage de linéarité est déﬁnie par les valeurs pour lesquelles le capteur
reste à moins de 5% d'une droite caractéristique moyenne ;
 composante continue : un capteur presque parfait (de caractéristique aﬃne) peut
avoir une composante continue, caractérisée par une valeur non nulle pour une
entrée nulle ;
 sensibilité : le capteur ne devrait être sensible qu'à la grandeur à mesurer, mais en
réalité des paramètres extérieurs peuvent inﬂuer (classiquement la température) ;
 comportement dynamique : il se caractérise par un temps de réponse à 5% pour
le comportement temporel et une bande passante à -3dB pour le comportement en
fréquence ; il peut éventuellement être aussi associé à un retard ;
 bruit de mesure : la valeur à mesurer peut être entachée par un bruit caractérisé
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par son espérance (ou moyenne), sa variance (ou écart-type) et son spectre
 hystérésis : la caractéristique mesurée peut avoir des valeurs diﬀérentes selon les
états précédents du système (phénomène d'hystérésis) ;
 répétabilité : l'erreur de mesure doit être la même si on parcourt plusieurs fois la
même trajectoire.
Pour un capteur logiciel, les études de stabilité et de robustesse garantissent la conver-
gence (composante continue nulle, linéarité, hystérésis nulle, comportement dynamique,
répétabilité) et la sensibilité (sensibilité aux paramètres, bruit de mesure), dans le cas où
le modèle de la machine représente bien la réalité. Il existe cependant toujours des erreurs
de modélisation non prises en compte, qui peuvent justiﬁer la mesure de ces critères.
Un cas particulier concerne le test de bande passante. Les capteurs de position phy-
siques ont souvent une bande passante très élevée, qui n'est même pas indiquée dans les
datasheet 3, mais ils ont cependant une caractéristique de vitesse maximale parfois ex-
primée en Hz. En revanche, certains composants électroniques de conversion 4, possèdent
eux une bande passante caractéristique due à leur fonctionnement interne. Pour un cap-
teur logiciel, il s'agirait, par analogie, de la bande passante de la boucle PLL dans les
méthodes utilisant la saillance (voir état de l'art section 1.4). Un test de bande passante
peut donc consister en trois points :
 une mesure de la bande passante du capteur : des excitations sinusoïdales sont
appliquées et permettent de tracer le diagramme de Bode, donc d'en déduire la
bande passate à -3dB ;
 une mesure de la vitesse maximale : des consignes de vitesse croissantes sont appli-
quées, avec 10 points par décade, et pour chacune des consigne, la moyenne d'erreur
d'estimation de la position sur un temps de régime permanent donné est mesurée ;
 une mesure classique de bande passante d'une boucle PLL.
Dans le cas de ce capteur logiciel, la mesure de sa bande passante est limitée par la propre
bande passante de la machine, qui ne permet pas le tracé du diagramme de Bode. De
plus, tester une vitesse maximale pour un asservissement de position n'a pas de sens.
Enﬁn, aucune boucle PLL n'est impliquée dans la méthode d'estimation proposée. Par
conséquent, aucun test de mesure de bande passante ne peut être eﬀectué.
En conclusion, les tests utilisés pour la validation des observateurs développés dans
cette partie déﬁnissent un benchmark pour capteur physiques adapté aux capteurs logi-
ciels pour la mesure de la position de la machine synchrone à aimants permanents. Les
tests sont réalisés, sauf tests spéciﬁques, pour une commande en position de la MSAP,
3. Par exemple pour les résolveurs : http ://www.micronor.com/products/ﬁles/FR90/MDS_FR90.pdf
ou http ://www.admotec.com/RO.pdf
4. Par exemple les convertisseurs résolveurs-digitaux voir la datasheet :
http ://www.analog.com/static/imported-ﬁles/data_sheets/AD2S90.pdf
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dans deux cas d'utilisation possible : la surveillance de l'état de santé du capteur de
position, où la position donnée par l'observateur n'est pas utilisé pour la commande, et
la commande sans capteur, où elle l'est. La liste des tests eﬀectués est la suivante :
 un test de suivi de position de référence, permettant de valider la méthode ;
 un test de répétabilité, permettant de vériﬁer la méthode, et de mesurer les carac-
téristiques de l'erreur d'estimation ;
 un test de sensibilité au couple de charge ;
 un test de sensibilité aux incertitudes sur les paramètres de la machine ;
 un test de temps de réponse ;
 un test de linéarité et d'hystérésis.
Paramètres de test
La commande de la machine est réalisée par la méthode décrite dans la section 1.3 :
deux boucles de commande du courant sont imbriquées dans une boucle de commande de
vitesse, puis une boucle de commande de position. La ﬁgure 3.4 résume cette commande.
Figure 3.4: Commande appliquée
Plus précisément, les correcteurs utilisés pour la commande sont de type Proportionnel-
Intégral, avec antisaturation dans le cas des boucles de vitesse et courants. Pour l'obser-
vateur avec estimation du couple, une compensation peut éventuellement être eﬀectuée
[97].
Le paramétrage du ﬁltre de Kalman est une partie délicate, cependant Bolognani
et al. [19] ont proposé une méthode de réglage générique pour les machines synchrones
à aimants permanents. Pour diﬀérentes machines testées, les paramètres normalisé du
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ﬁltre de Kalman (en fonction des paramètres nominaux de la machine) sont tous les
mêmes. Un paramétrage  normalisé est donc proposé, qu'il faut adapter pour chaque
machine. Ainsi, pour la machine du banc de test du laboratoire AMPERE, les paramètres
nominaux sont rappelés dans la table 3.5.
Puissance nominale 1.6 kW
Vitesse nominale (Ωn) 3000 tr/min
Courant nominal (In) 5.86 A
Couple nominal (Cn) 5.09 Nm
Table 3.5: Paramètres nominaux du moteur du banc INSA
Dans le cas sans estimation de couple, les paramètres Q,R et P sont alors donnés
d'après [19] par :
Q =

0.023 · In 0 0 0
0 0.023 · In 0
0 0 0.01 0
0 0 0 0.46× 10−2 · Ωn
 (3.16)
P =

0.04 · In 0 0 0
0 0.04 · In 0 0
0 0 10 0
0 0 0 71× 10−6 · Ωn
 (3.17)
R =
[
0.023 · In 0
0 0.023 · In
]
(3.18)
Le paramétrage dans [19] n'incluant cependant pas l'estimation du couple de charge,
nous avons proposé un paramétrage pour ce dernier (aucune vériﬁcation n'a cependant
été faite sur la généricité de ces paramètres). Ainsi, pour l'estimation du couple, les
paramètres Q et P (R reste inchangé) sont donnés par :
Q =

0.023 · In 0 0 0 0
0 0.023 · In 0 0 0
0 0 0.01 0 0
0 0 0 0.46× 10−2 · Ωn 0
0 0 0 0 100 · Cn
 (3.19)
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P =

0.04 · In 0 0 0 0
0 0.04 · In 0 0 0
0 0 10 0 0
0 0 0 71× 10−6 · Ωn 0
0 0 0 0 0.1 · Cn
 (3.20)
Ces paramètres sont utilisés comme réglage de départ pour les essais et peuvent être
ajustés selon les tests.
La méthode d'estimation que nous proposons a l'avantage de pouvoir prendre en
compte tout type d'injection. En particulier trois type d'injection ont été testés : constante,
sinusoïdale et carrée. L'injection constante donne des résultats très rapides mais moins
bons que les autres (en particulier le bruit d'estimation est plus important). L'injection
carrée donne de très bons résultats pour une injection plus faible mais excite toutes les
fréquences, ce qui peut avoir un eﬀet plus important sur la mécanique. Le choix s'est
porté sur une injection sinusoïdale qui excite une seule fréquence connue et donne de
bons résultats. Ainsi, l'injection utilisée dans les tests est un signal sinusoïdal d'am-
plitude 30V et de fréquence 400Hz. D'un point de vue théorique, l'observabilité n'est
cependant plus garantie lorsque le signal sinusoïdal est nul. Ce problème se résout par
la prise en compte de l'échantillonage. En choisissant une fréquence d'injection et une
fréquence d'échantillonage permettant de prendre un nombre de point non entier, et en
décalant l'injection du signal d'un quart de période d'échantillonnage, la non nullité de
l'injection peut être obtenue. Enﬁn, celle-ci est réalisée uniquement sur l'axe γ, aﬁn de
minimiser l'impact de l'injection sur la mécanique, raison déjà discutée dans la remarque
3.2.
3.2.4 Résultats expérimentaux
Avant de passer aux essais expérimentaux, les tests ont d'abord été réalisés en simula-
tion. Compte tenu du nombre important de résultats, et de la proximité entre les résultats
de simulation et expérimentaux, nous avons choisi de présenter uniquement les résultats
expérimentaux. Les tests ont été réalisés sur le banc décrit dans la section précédente,
avec une tension de bus de 150V et une limitation du courant de bus de 6A.
Test de suivi : surveillance de l'état du capteur de position
Un proﬁl de consigne de position donné par la ﬁgure 3.5 est testé en simulation et sur
banc d'essai. L'observateur est utilisé uniquement pour vériﬁer la position donnée par le
capteur.
Les deux observateurs avec et sans estimation du couple de charge donnent les mêmes
résultats. La ﬁgure 3.6 présente les résultats expérimentaux de l'observateur sans esti-
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Figure 3.5: Benchmark : Test de suivi de position
mation de couple de charge, et la ﬁgure 3.7 donne ceux de l'observateur avec estimation
du couple de charge. L'observateur suit bien la position mesurée par le capteur (Figs.
3.6a et 3.7a), l'erreur d'estimation de position (Figs. 3.6b et 3.7b) est inférieure à 5 de-
grés électriques. De même, la vitesse est bien estimée (Figs. 3.6c et 3.7c). La résultante
de l'injection sur les courants est entièrement appliquée sur l'axe d (Figs. 3.6d et 3.7d,
courbe bleue). Les eﬀets sur la mécanique sont ainsi minimisés. Une diﬀérence entre les
deux tests est que l'observateur avec estimation du couple de charge semble plus bruité.
En conclusion du test, en ce qui concerne la surveillance de l'état de santé du capteur
de position, les deux méthodes sont équivalentes et donnent des résultats très satisfai-
sants.
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(a) Evolution de la position : position de référence (vert), position réelle (rouge trait
plein) et position estimée (rouge trait hachuré)
(b) Erreur d'estimation de position
(c) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(d) Courants : courant Id (bleu) et courant Iq (rouge)
Figure 3.6: Test de suivi de position : surveillance du capteur, sans estimation du couple
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(a) Evolution de la position : position de référence (vert), position réelle (bleu) et
position estimée (rouge)
(b) Erreur d'estimation de position
(c) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(d) Courants : courant Id (bleu) et courant Iq (rouge)
Figure 3.7: Test de suivi de position : surveillance du capteur, avec estimation du couple
Test de suivi : commande en position sans capteur
Le proﬁl de consigne de position déjà utilisé pour le test précédent, donné par la
ﬁgure 3.5, est à nouveau testé, mais ici utilisé pour la commande sans capteur.
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
70
Les résultats sont donnés par la ﬁgure 3.8 pour l'observateur sans estimation du
couple de charge, et la ﬁgure 3.9 pour l'observateur avec estimation du couple de charge.
La position (Figs. 3.8a et 3.9a) et la vitesse (Figs. 3.8c et Fig. 3.9c) sont, comme pour le
test de surveillance du capteur de position, correctement suivies. Cependant l'erreur de
position (Figs. 3.8b et 3.9b) est un peu plus importante. Elle est de l'ordre de 10 degrés
électriques en régime permanent, au lieu de cinq, et augmente un peu pendant les phases
de mouvement. Comme la composante de l'injection (axe γ) ramenée sur l'axe q augmente
avec l'erreur d'estimation de position, on constate une augmentation de l'amplitude du
courant Iq, en rouge sur les ﬁgures 3.8d et 3.9d. En conséquence, les vibrations sont plus
importantes.
Une remarque concerne l'ajustement de la dynamique des observateurs. La dyna-
mique de la commande, pour le test de l'observateur sans couple de charge, a dû être
réglée pour être moins rapide, de manière à éviter les divergences de l'ensemble observa-
teur/commande. En eﬀet, cet observateur est basé sur le modèle simpliﬁé en supposant
les variations de vitesse nulles, et ne permet par conséquent pas de prendre en compte
l'eﬀet de la mécanique. Pour des variations de vitesse plus importantes et sans toucher au
paramétrage de l'observateur, la stabilité de l'ensemble observateur/commande ne peut
être garantie qu'en diminuant la dynamique de la commande. Si on veut maintenir une
dynamique d'observation rapide, il peut donc être plus intéressant d'utiliser le modèle
avec le couple de charge, mais dont l'algorithme d'observation est plus complexe. Un
choix doit donc être fait entre un temps de calcul plus faible et une meilleure robustesse
de l'observateur, selon les vitesses imposées au moteur. Dans la suite, mis à part le test
de robustesse au couple de charge qui permettra de mettre à nouveau en évidence cette
remarque, les tests sont menés avec l'observateur avec estimation du couple de charge.
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(a) Evolution de la position : position de référence (vert), position réelle (bleu) et
position estimée (rouge)
(b) Erreur d'estimation de position
(c) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(d) Courants : courant Id (bleu) et courant Iq (rouge)
Figure 3.8: Test de suivi de position : commande sans capteur sans estimation du couple
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(a) Evolution de la position : position de référence (vert), position réelle (bleu) et
position estimée (rouge)
(b) Erreur d'estimation de position
(c) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(d) Courants : courant Id (bleu) et courant Iq (rouge)
Figure 3.9: Test de suivi de position : commande sans capteur avec estimation du couple
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Test de répétabilité
Les tests de suivi précédents sont répétés 30 fois pour vériﬁer la répétabilité de la
méthode. Pour chaque essai sont mesurés le biais du capteur logiciel (erreur d'estimation
de la position) et son bruit d'estimation (espérance, variance, spectre). Les résultats des
trente essais sont superposés et présentés sur les ﬁgures 3.7 (surveillance du capteur de
position) et 3.9 (commande sans capteur). Les résultats sont parfaitement répétables et
comparables aux résultats présentés pour les deux tests de suivi précédents.
(a) Evolution de la position : position de référence (vert), position réelle (bleu) et
position estimée (rouge)
(b) Erreur d'estimation de position
(c) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
Figure 3.10: Test de répétabilité : surveillance du capteur de position
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(a) Evolution de la position : position de référence (vert), position réelle (bleu) et
position estimée (rouge)
(b) Erreur d'estimation de position
(c) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
Figure 3.11: Test de répétabilité : commande sans capteur
En ce qui concerne les caractéristiques du signal d'erreur, des performances analogues
sont mesurées. La moyenne de l'erreur est inférieure à 1 degré électrique pour tous les
tests de surveillance du capteur de position. Elle est inférieure à 4 degrés électriques
pour les tests de commande sans capteur (Fig. 3.13a). De même, la variance de l'erreur
d'estimation est d'environ 0.3 degrés électriques pour les tests de surveillance, mais passe
à environ 8 degrés électriques pour la commande sans capteur (Fig. 3.13b). Le courant
total moyen mesuré pendant tous les tests est cependant identiques pour les deux utili-
sations, et vaut environ 0.9A. Le surcourant généré par la méthode peut donc être évalué
en comparant ce chiﬀre au courant moyen durant le proﬁl sans injection, qui a été me-
suré à 0.17A. Les pertes par eﬀet Joules peuvent donc être comparées. En considérant
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la tension du bus, la puissance dissipée par la commande avec capteur est de l'ordre de
25,5W (soit 1.5% de la puissance nominale). Pour la commande sans capteur, elle est de
135W, soit 8% de la puissance nominale. Si l'augmentation est signiﬁcative, la puissance
reste faible, surtout en regard des hypothèses de calcul, la tension moyenne aux bornes
du moteur étant plus faible que la tension de bus.
Remarque 3.4 (Remarque sur l'injection en vitesse)
Les études d'observabilité du chapitre 2 ont montré que les modèles 2.4 et 2.6 sont ob-
servables sur toute la plage de vitesses en présence d'injection. Cependant, l'injection
ajoute du courant dans la machine, et créé de l'échauﬀement et des vibrations qui sont
inutiles pendant les phases de haute vitesse. Par conséquent, il est intéressant de rendre
l'amplitude de l'injection modulable avec la vitesse estimée, selon la courbe décrite sur la
ﬁgure 3.12. L'utilisation d'une telle courbe a déjà été proposée dans [35]. Ainsi, à partir
d'une certaine vitesse limite déterminée expérimentalement, l'injection disparaît complè-
tement et l'observateur devient un ﬁltre de Kalman classique utilisé pour la haute vitesse.
La pente décroissante entre ω1 et ω2 permet une transition douce. Cette modulation de
l'injection avec la vitesse ne causant pas de perte d'observabilité, la stabilité du ﬁltre n'est
pas aﬀectée.
Figure 3.12: Transition basse vitesse - haute vitesse
Cette méthode de modulation a été validée expérimentalement.
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(a) Moyenne de l'erreur d'estimation par test : Surveillance (Bleu) et Commande sans
capteur (Rouge)
(b) Variance de l'erreur d'estimation par test : Surveillance (Bleu) et Commande sans
capteur (Rouge)
(c) Courant total moyen par test : Surveillance (Bleu) et Commande sans capteur
(Rouge)
Figure 3.13: Test de répétabilité : caractéristiques de l'erreur et courant total
Enﬁn, le spectre normalisé de l'erreur d'estimation est présenté pour les deux utilisa-
tions sur la ﬁgure 3.14, avec les courbes des diﬀérents tests superposées. La colonne de
gauche de la ﬁgure concerne la surveillance du capteur de position et celle de droite la
commande sans capteur. Dans les deux cas, deux pics d'amplitude sont présents à 1000Hz
et 2000Hz. Ces pics représentent environ 5% d'amplitude par rapport au maximum dans
le cas de la surveillance du capteur, mais deviennent très faibles voire pratiquement
invisibles (inférieure à 1% du maximum) dans le cas de la commande sans capteur.
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(a) Surveillance du capteur (b) Commande sans capteur
(c) Zoom à 1000Hz (d) Zoom à 1000Hz
(e) Zoom à 2000Hz (f) Zoom à 2000Hz
Figure 3.14: Test de répétabilité : spectre de l'erreur d'estimation
Test de sensibilité au couple
La machine devant être capable de supporter une charge, la robustesse du capteur
logiciel doit être testé vis-à-vis de cette charge. Le test proposé consiste à mesurer la
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réponse à un impact de charge lorsque la position est constante, tel que présenté sur la
ﬁgure 3.15.
Figure 3.15: Benchmark : Maintient en position sous impact de charge
Les deux observateurs avec et sans observation du couple de charge résistent par-
faitement à une variation de charge de 100% de la valeur nominale dans le cas de la
surveillance du capteur de position. La charge, appliquée à t = 2.5s (respectivement ﬁ-
gures 3.18 et 3.16), n'a que peut d'impact sur l'estimation. Elle a pour eﬀet une erreur
d'estimation de position légèrement plus élevée, de l'ordre de 5 degrés électriques. Par
ailleurs, une erreur statique d'estimation de vitesse non négligeable apparaît (Fig. 3.18c),
bien que la charge soit bien estimée (comparée au courant Iq qui a approximativement
la même valeur que le couple électromagnétique pour le moteur testé). Dans le cas de
la commande sans capteur, un impact de charge de 50% de la valeur nominale reste
soutenable pour l'observateur avec estimation de couple (appliquée à l'instant t = 5s
sur la ﬁgure 3.19), dans les conditions de test proposée. La charge est toujours très bien
estimée, mais l'erreur d'estimation de la position est plus importante (elle passe de 10
degrés électriques à environ 20 degrés électriques). L'erreur statique sur l'estimation de
la vitesse est également présente. Comme pour le test de suivi, l'observateur sans esti-
mation du couple est moins eﬃcace avec les paramètres d'observateur et de commande
ﬁxés, il ne peut soutenir qu'une charge de 25% de la charge nominale.
En conclusion, les deux observateurs répondent mieux au cahier des charges dans le
cadre de la surveillance de l'état de santé du capteur de position. Pour la commande
sans capteur, une adaptation de la dynamique de la commande est nécessaire. Cette
adaptation est moins essentielle pour l'observateur avec estimation du couple, mais il est
évident que cet algorithme, plus complexe, engendre un temps de calcul supplémentaire.
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(a) Evolution de la position : référence (vert), réelle (bleu) et estimée (rouge)
(b) Erreur d'estimation de position
Figure 3.16: Test de robustesse au couple : surveillance du capteur, sans estimation de
couple
(a) Evolution de la position : référence (vert), réelle (bleu) et estimée (rouge)
(b) Erreur d'estimation de position
Figure 3.17: Test de robustesse au couple : commande sans capteur sans estimation de
couple
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(a) Evolution de la position : position de référence (vert), position réelle (bleu) et
position estimée (rouge)
(b) Erreur d'estimation de position
(c) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(d) Evolution du couple de charge : Courant Iq réel (bleu) et Couple estimé (rouge)
Figure 3.18: Test de robustesse au couple : surveillance du capteur, avec estimation de
couple
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(a) Evolution de la position : position de référence (vert), position réelle (bleu) et
position estimée (rouge)
(b) Erreur d'estimation de position
(c) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(d) Evolution du couple de charge : Courant Iq réel (bleu) et Couple estimé (rouge)
Figure 3.19: Test de robustesse au couple : commande sans capteur avec estimation de
couple
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Test de sensibilité aux incertitudes paramétriques
L'impact des paramètres nécessaires au fonctionnement du capteur logiciel est évalué
en considérant ceux-ci comme mal connus. Le proﬁl de position testé pour le suivi de
position est rejoué, avec les paramètres erronés, pour l'observateur avec estimation du
couple de charge. Les principaux paramètres à prendre en compte sont les paramètres
électriques. Est donc considéré :
 une erreur de ±50% de l'estimation de la résistance statorique ;
 une erreur de ±20% de l'estimation de l'inductance statorique ;
 une erreur de ±15% du l'estimation de ﬂux permanent.
Comme les paramètres mécaniques sont également utilisés pour l'observation, il faut
également considérer :
 une erreur de ±50% de l'estimation de l'inertie ;
 une erreur de ±50% de l'estimation des frottements visqueux.
Dans tous les cas, le proﬁl obtenu est comparé au fonctionnement avec les paramètres
nominaux.
Les résultats des tests expérimentaux de sensibilité aux incertitudes de paramètres
ne montrent pas de problèmes particulier. La variation par rapport à la référence est très
faible, comme par exemple pour la résistance statorique (Figs. 3.20 et 3.21). Les conclu-
sions pour les autres incertitudes paramètriques sont les mêmes (l'ensemble des courbes
de résultats pour ce test peut être trouvé en annexe C). Cette très bonne robustesse à
une mauvaise estimation des paramètres est un point très positif pour le capteur logiciel
développé.
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(a) Evolution de la position estimée : consigne (noir), référence (vert), Rs -50% (bleu),
Rs +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), Rs -50% (bleu), Rs +50% (rouge)
Figure 3.20: Robustesse aux incertitudes de Rs : surveillance du capteur
(a) Evolution de la position estimée : consigne (noir), référence (vert), Rs -50% (bleu),
Rs +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), Rs -50% (bleu), Rs +50% (rouge)
Figure 3.21: Robustesse aux incertitudes de Rs : commande sans capteur
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Test de temps de réponse
Une position du moteur étant ﬁxée, le capteur logiciel est initialisé avec des erreurs
initiales successives de 30, -30, 60, -60, 90, -90(valeurs arbitraires). Le temps de
réponse à 5% du capteur logiciel (par rapport à l'erreur d'estimation initiale) est mesuré
pour chaque position initiale. Ce test doit être eﬀectué sans que le capteur logiciel soit
impliqué dans la boucle de commande, pour ne pas mesurer le temps de réponse des
autres composantes du système.
Les temps obtenus pour la convergence de l'observateur avec estimation du couple sont
présentés dans le tableau 3.6. Ces temps de convergence dépendent de l'erreur initiale
mais sont très faible pour toutes les valeurs testées. En particulier, l'adjonction d'une
méthode d'estimation initiale de la position (comme par exemple celle de [41]) permet
de donner une première estimation de la position à 30près. Cet ajout permettrait donc
d'avoir toujours un temps de convergence de l'ordre de la milliseconde.
Erreur initiale Temps de réponse
-90 10ms
-60 3ms
-30 1ms
30 1ms
60 3ms
90 3ms
Table 3.6: Temps de réponse de la méthode
Les ﬁgures correspondantes peuvent être trouvées en annexe C.
Test de linéarité et d'hystérésis
Un capteur logiciel n'est a priori pas un capteur linéaire (en particulier ici pour des
observateurs construits autour de modèles non linéaires). On peut cependant essayer
de mesurer certaines non-linéarités inhérentes à la machine (par exemple l'eﬀet d'une
saillance variant avec la position) en appliquant des échelons successifs de 5 degrés élec-
triques de 0 à 360. Des échelons de −5 degrés électriques de 360 à 0(ﬁgure 3.22)
permettront de voir éventuellement l'eﬀet d'une hystéresis (pouvant par exemple être
causée par un couple de détente). Les échelons sont appliqués suﬃsement longtemps
pour voir le régime permanent s'appliquer.
Appliqué à l'observateur avec estimation du couple, le test ne montre pas de nonlinéa-
rité pour la surveillance du capteur de position (Fig. 3.23). L'erreur reste constamment
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Figure 3.22: Benchmark : Test de linéarité et d'hystérésis
inférieure à 5 degrés électriques, quelque soit la position de la machine. Avec le test
de commande sans capteur, l'erreur est un peu plus importante (Fig. 3.24), ce qui est
conforme aux tests de suivi. Par contre, l'erreur d'estimation semble dépendre légèrement
de la position, mais reste comme pour les tests de suivi inférieure à 10 degrés électriques.
(a) Evolution de la position : position de référence (vert), position réelle (rouge trait
plein) et position estimée (rouge trait hachuré)
(b) Erreur d'estimation de position
Figure 3.23: Test de linéarité et hystérésis : surveillance du capteur
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(a) Evolution de la position : position de référence (vert), position réelle (rouge trait
plein) et position estimée (rouge trait hachuré)
(b) Erreur d'estimation de position
Figure 3.24: Test de linéarité et hystérésis : commande sans capteur
3.3 Comparaison avec les méthodes basées sur la saillance
Si la méthode proposée dans ce chapitre ressemble aux méthodes existantes basées
sur la saillance, elle diﬀère sur un grand nombre de points :
 l'injection ne peut se faire que dans le repère γ-δ estimé et la mesure des courants
dans le repère α-β ;
 la méthode ne repose pas sur un phénomène électrique (courant dû à la saillance),
mais sur un phénomène mécanique (mouvement dû aux vibrations) : elle est donc
valable à la fois pour les machines saillantes et non saillantes ;
 aucune démodulation ou traitement des signaux n'est nécessaire avant l'estimation ;
 le signal d'injection n'est pas forcément un signal sinusoïdal.
Cette nouvelle méthode est donc plus générale que les méthodes basées strictement
sur l'anisotropie du rotor. Pour s'en convaincre, des tests comparatifs sont eﬀectués entre
la méthode proposée et les méthodes classiques. Il s'agit d'un test de convergence de
la méthode avec une erreur d'estimation initiale donnée. Les tests sont eﬀectués pour
une machine saillante et une machine non saillante, et pour un rotor bloqué physique-
ment (impossible de mettre en vibration) et un moteur non bloqué. Ils sont eﬀectués
en simulation plutôt que sur les bancs aﬁn d'éliminer les eﬀets de saturation, les eﬀets
potentiels de l'onduleur, ... Le moteur à pôles lisses utilisé en simulation est celui du
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banc du laboratoire Ampère présenté dans la section 3.2.3. Pour la machine saillante, les
mêmes paramètres sont utilisés, mais une saillance est créée artiﬁciellement en modiﬁant
la valeur de Ld par Ld = 1.5 · Lq. La méthode classique utilisée est une injection sur
l'axe γ de la machine, puis une démodulation synchrone et une PLL, comme résumée
au paragraphe 1.4.3. La tension d'injection est identique dans les deux cas : sinusoïdale
d'amplitude 50V et de fréquence 500Hz.
Les ﬁgures suivantes montrent l'erreur d'estimation de la position lors de tests en
simulation pour les quatres cas de test proposés :
1. la machine est non saillante et la position est estimée par une méthode classique,
les deux conﬁgurations rotor bloqué et non bloqué sont testées (Figure 3.25a) ;
2. la machine est non saillante et la position est estimée par notre méthode, les deux
conﬁgurations rotor bloqué et non bloqué sont testées (Figure 3.25b) ;
3. la machine est saillante et la position est estimée par une méthode classique, les
deux conﬁgurations rotor bloqué et non bloqué sont testées (Figure 3.25c) ;
4. la machine est saillante et la position est estimée par notre méthode, les deux
conﬁgurations rotor bloqué et non bloqué sont testées (Figure 3.25d).
La méthode classique est incapable de fonctionner sur des machines non saillantes
(Figure 3.25a), mais la mécanique n'a que peu d'impact sur elle (Figure 3.25c). A contra-
rio la méthode proposée fonctionne à la fois pour les machines saillantes et non saillantes
lorsque le rotor du moteur n'est pas bloqué (courbe rouge, ﬁgures 3.25b et 3.25d). De
plus, la ﬁgure 3.25d montre que la méthode proposée est a fortiori capable de remplacer
la méthode classique si l'observateur choisi est suﬃsamment robuste. En eﬀet, le modèle
de machine non saillante avec injection peut être considéré comme un modèle de machine
saillante avec injection dont une des valeurs d'inductance est mal estimé. Ce dernier mo-
dèle étant observable, l'observateur n'a aucun mal à converger. Enﬁn, il faut remarquer
que la méthode proposée ne fonctionne pas pour une machine non saillante complètement
bloquée (courbe bleue Fig. 3.25b) sachant que cette condition limitative de rotor bloqué
n'est en pratique presque jamais atteinte, par l'existence de jeux dans la mécanique, alors
qu'une absence de saillance, ou tout du moins une saillance trop faible pour être mesurée
ou utilisée, peut être constatée sur des modèles de moteurs. La méthode proposée est
donc plus générale que les méthodes classiques, en prenant en compte pratiquement tous
les types de moteurs.
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(a) Méthode classique / Machine non saillante (b) Méthode proposée / Machine non saillante
(c) Méthode classique / Machine saillante (d) Méthode proposée / Machine saillante
Figure 3.25: Eﬀet du blocage du rotor sur la méthode classique et la méthode proposée
3.4 Conclusion
Dans ce chapitre, une nouvelle méthode d'estimation de la position a été proposée
pour les MSAP à pôles lisses ou saillants, à vitesse faible ou à l'arrêt. Cette méthode
repose sur l'utilisation d'observateurs capables de mesurer l'eﬀet mécanique causé par
l'injection de certains signaux, et notammment basés sur les modèles développés prenant
en compte cette injection. Deux observateurs ont été synthétisés à partir de ces modèles,
ayant pour diﬀérence d'estimer ou non le couple de charge appliqué. L'observateur choisi
pour l'implémentation et la validation de la méthode est un ﬁltre de Kalman étendu. Un
nombre important de tests a été réalisé en simulation, mais surtout expérimentalement
sur diﬀérents bancs, dont l'un développé dans le cadre de la thèse. Les principaux résultats
ont pu être reproduits sur ces diﬀérents bancs. Ainsi, les premiers résultats expérimentaux
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ont montré des performances globalement très bonne (erreur d'estimation de la position
inférieure à 5électriques à vide et un peu plus importante en charge), notammment
pour la surveillance du capteur. On peut remarquer qu'en présence d'un couple de charge,
l'estimation de ce dernier est nécessaire pour ne pas dégrader la dynamique de l'ensemble
observateur/commande. Une autre remarque concerne l'estimation initiale de la position.
La convergence de l'observateur peut en eﬀet se faire vers deux points d'équilibre [11].
Pour contrer cette mauvaise convergence éventuelle, une estimation initiale de la position
est réalisée. En particulier, la méthode donnée dans [41] a été validée sur les bancs de test.
Enﬁn, aﬁn de caractériser les propriétés  physiques  (répétabilité, tamps de réponse,
linéarité, hystérésis,...) du capteur logiciel permettant une comparaison avec les capteurs
mécaniques usuels, une procédure de test a été mise en oeuvre sur les diﬀérents moteurs
étudiés, et les performances obtenues ont été similaires. Cette dernière remarque montre
la généralité de la méthode proposée.
Même si les performances obtenus par le capteur logiciel sur ce benchmark sont très
bonnes, elles ne peuvent évidemment pas égaler celles d'un capteur physique, puisque le
capteur en fait utilisé est la machine, qui n'a pas été conçue dans le but de la commande
sans capteur. Il est notamment nécessaire pour la méthode de procéder à une injection
permanente de tension, qui résulte dans un courant plus important et donc un échauﬀe-
ment prolongé de la machine. La puissance dissipée reste cependant faible par rapport à
la puissance de la machine. On retrouve ici un problématique des méthodes par injection
de signaux, qui cherchent à minimiser le courant à injecter en augmentant la saillance de
la machine. Par rapport à ces méthodes usuelles, celle qui a été développée ici a cepen-
dant l'avantage de fonctionner sur tous les types de machine, quelque soit leur saillance.
Pour réduire les eﬀets de l'injection, non nécessaire en dehors de la faible vitesse, nous
avons validé une procédure de transition rendant l'injection modulable en fonction de la
vitesse. Cette procédure permet potentiellement une extension simple de l'observateur
aux applications d'asservissement de vitesse.
Dans l'optique de la commande en vitesse des MSAP, nous allons développer deux
observateurs dans le chapitre suivant. Ces observateurs innovent par la prise en compte de
toute la gamme de moyenne et haute vitesse, et sont donc applicable pour la commande
en vitesse de la machine.
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Chapitre 4
Observateurs dédiés à la commande
en vitesse de la machine
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La méthode proposée au chapitre précédent est principalement dédiée à la commande
en position de la machine, où les vitesses sont très faibles ou nulles. Nous nous intéressons
dans ce chapitre aux applications de la commande en vitesse non nulle. La section 1.4
fournit de nombreux exemples de telles méthodes, mais dans ce chapitre, deux nouvelles
approches sont étudiées.
La première méthode proposée permet la synthèse d'un gain pour un observateur LPV
de MSAP, qui garantit la stabilité de l'observateur pour une plage de vitesse donnée. Il
s'agit d'une première application de la théorie sur l'estimation robuste des systèmes in-
certains pour une MSAP, dévelopée à la suite de travaux réalisés au sein du laboratoire
AMPERE [15]. La vitesse de rotation du moteur peut en eﬀet être vue comme un para-
mètre incertain, ce qui permet de condsidérer une approche polytopique et des outils de
synthèse associés.
La seconde méthode proposée repose sur l'utilisation d'un observateur à modes de
glissement à gains adaptatifs. Si les observateurs à modes de glissement ont déjà été
proposés pour la commande sans capteur de MSAP, ils se révèlent très dépendants des
conditions de fonctionnement de la machine. L'application d'un algorithme super-twisting
adaptatif [83] permet l'adaptation du gain selon la vitesse de la machine. On peut alors
garantir une meilleure performance de l'observation sur toute la plage de vitesse.
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4.1 Observateur LPV synthétisé par approche robuste
Les observateurs linéaires, comme les observateurs de Luenberger, sont simples à im-
plémenter. Une des principales contraintes de ces observateurs est cependant de bien
choisir le gain, pour obtenir à la fois la convergence et la robustesse de l'observation.
Comme expliqué au chapitre 1.4, le problème se pose en plus pour la MSAP de la dé-
pendance de la dynamique du sysème à la vitesse de la machine. Cette section propose
l'application d'une méthode de synthèse d'observateurs robustes pour la MSAP, dévelo-
pée au sein du laboratoire AMPERE [15]. Il s'agit d'une première application de la théorie
sur l'estimation robuste des systèmes incertains pour une MSAP. En eﬀet, pour le modèle
LPV de la MSAP, la vitesse de rotation du moteur peut être vue comme un paramètre
incertain, puisque seule l'estimée est connue. Connaissant les plages de variation de la
vitesse, l'approche polytopique peut être considérée, et par ce biais des outils de synthèse
sous contrainte LMI peuvent être utilisés. Ces outils permettent notamment de garantir
la minimisation d'un critère choisi (ici un critère de type H2). Après une présentation de
la méthode, des résultats expérimentaux viennent valider cette approche.
4.1.1 Synthèse robuste d'observateurs LPV
Cadre : l'approche polytopique
Pour les systèmes linéaires à paramètres variants, le paramètre variant peut être
incertain. La représentation d'état du modèle du système peut alors être décrite comme
dépendant linéairement de paramètres incertains appartenant à un polytope (c'est à dire
à un ensemble convexe déﬁni par ses sommets). Cette représentation permet en outre de
décrire plusieurs incertitudes paramétriques à la fois, et de manière générale elle se met
sous la forme suivante : x˙z
y
 = [ A˜(λ) B˜(λ)
C˜(λ) D˜(λ)
] xw
u
 (4.1)
avec [
A˜(λ) B˜(λ)
C˜(λ) D˜(λ)
]
=
∑
i
λi
[
Ai Bi
Ci Di
]
,
∑
i
λi = 1 λi ≥ 0
x est l'état du système, y sa sortie, u la commande, z les états à estimer et w les entrées
non mesurées (qui peuvent être utilisées ici pour modéliser des bruits sur l'état, sur la
mesure, ...)
Dans la suite de cette section, l'étude est limitée au cas où seule la matrice dynamique
A˜(λ) dépend du paramètre λ. Cette limitation est cohérente avec les modèles LPV de
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MSAP présentés dans le chapitre 2. La représentation devient alors : x˙(t)z(t)
y(t)
 =
 A˜(λ) Bw BuCz 0 0
Cy Dy 0

 x(t)w(t)
u(t)
 (4.2)
avec
A˜(λ) =
∑
i
λiAi,
∑
i
λi = 1, λi ≥ 0
Cette approche polytopique nous permet de proposer des méthodes de synthèse dans
le cas où la représentation d'état dépend linéairement d'un ou plusieurs paramètres incer-
tains. En eﬀet, on peut limiter la synthèse des gains aux seules conditions sur les sommets.
La suite de cette section résume cette manière simple de synthétiser ces observateurs,
détaillée dans [38].
Problème de synthèse d'observateur LPV polytopique
Dans le cas nominal (approche linéaire classique), la structure d'un observateur est
donnée par la représentation d'état (4.3) (avec L le gain de l'observateur). La ﬁgure 4.1a
permet de schématiser cette représentation.
[
˙ˆx(t)
zˆ(t)
]
=
[
A− LCy L Bu
Cz 0 0
] xˆ(t)y(t)
u(t)
 (4.3)
Si le paramètre λ du modèle LPV est connu, une structure d'observateur LPV équi-
valente peut être proposée. Elle est alors décrite par la ﬁgure 4.1b, et sa représentation
d'état est la suivante :[
˙ˆx(t)
zˆ(t)
]
=
[
A˜(λ)− LCy L Bu
Cz 0 0
] xˆ(t)y(t)
u(t)
 (4.4)
Le réglage du gain L permet d'assurer la convergence de l'erreur d'estimation vers
zéro. Un réglage plus ﬁn peut aussi permettre de remplir des spéciﬁcations plus précises
en termes de rejet du bruit, de temps de convergence, de convergence avec des conditions
initiales inconnues,... Pour cela sont utilisés des critères énergétiques sur les entrées et
sorties. Ces critères permettront ici de minimiser l'impact du bruit de mesure sur l'erreur
d'estimation.
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(a) Observateur linéaire classique
(b) Observateur LPV
Figure 4.1: Schéma de principe des observateurs linéaires et LPV
Pour mettre en équation le problème de synthèse, une forme plus générale du problème
d'observation LPV est alors considérée. A la représentation de l'observateur (4.4) est
ajoutée la représentation du procédé G, donnée par l'équation (4.2). L'ensemble est alors
décrit par la ﬁgure 4.2 (l'entrée u n'est pas aﬃchée pour ne pas alourdir la représentation)
et admet la représentation d'état suivante :
 x˙(t)˙ˆx(t)
z(t)− zˆ(t)
 =
 A˜(λ) 0 Bw BuLCy A˜(λ)− LCy LDy Bu
Cz −Cz 0 0


x(t)
xˆ(t)
w(t)
u(t)
 (4.5)
En particulier, la matrice de fonction de transfert Tω→e (entre les entrées non mesurées
et l'erreur d'estimation) admet la représentation d'état équivalente présentée équation
(4.6). C'est cet opérateur dont on cherche à minimiser la norme pour remplir l'objectif
de réduction de l'inﬂuence des bruits.[
x˙(t)− ˙ˆx(t)
z(t)− zˆ(t)
]
=
[
A˜(λ)− LCy Bw − LDy
Cz 0
][
x(t)− xˆ(t)
w(t)
]
(4.6)
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Figure 4.2: Formulation préférentielle de l'observateur LPV
On peut ainsi déﬁnir le problème de synthèse d'observateur LPV à résoudre :
Problème 4.1 (Problème de synthèse d'observateur LPV)
Pour le système présenté ﬁgure 4.2 , qui admet la représentation d'état équivalente pré-
sentée équation (4.6) , pour un γ donné, trouver un gain L tel que Tω→e soit stable
et
‖Tω→e‖i < γ (4.7)
Dans toute la suite, c'est la norme H2 qui est considérée.
Synthèse d'observateur LPV via la mise sous contraintes LMI
Une solution au problème de synthèse précédent peut être de se ramener à un pro-
blème d'optimisation convexe sous contraintes LMIs. Ceci est rendu possible par l'utilisa-
tion d'un modèle polytopique. Des algorithmes eﬃcaces permettent alors de synthétiser
le gain L de l'observateur, tout en garantissant une borne supérieure de la norme H2
pire-cas. Ce résultat est présenté dans le théorème 4.1.
Théorème 4.1 (Synthèse H2 d'observateur LPV)
Pour le système présenté ﬁgure 4.2 , qui admet la représentation d'état équivalente pré-
sentée équation (4.6) , Tω→e est stable et ‖Tω→e‖2 < γ s'il existe des matrices P = P T ,
F = F T , W = W T de dimensions appropriées telles que les conditions (4.8), (4.9),
(4.10) soient vériﬁées.[
W BTwP −DTy F
PBw − FDy P
]
> 0 (4.8)
∀ i,
[
ATi P − CTy F + PAi − FCy CTz
Cz −I
]
< 0 (4.9)
Trace(W ) < γ2 (4.10)
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La démonstration du théorème peut être trouvée dans [38]. Il est important de pré-
ciser que les conditions du théorème sont uniquement suﬃsantes. La matrice P dépend
normalement également de λ. La nature de la dépendance n'étant pas connue, la choisir
constante permet de se ramener à des contraintes LMI en rendant possible le changement
de base linéarisant. Cette méthode est aussi un test de détectabilité : les conditions ne
sont pas vériﬁables si des états instables ne sont pas observables.
4.1.2 Application à la MSAP
A partir du modèle LPV 2.2 (section 2.1.2) basé sur les ﬂux permanents, observable
pour des vitesses de rotation du moteur non nulles, l'observateur LPV suivant peut être
développé :{
˙ˆx = (A0 +Aωωˆe)xˆ+Bu+ L(y − yˆ)
yˆ = Cxˆ
(4.11)
avec pour rappel :
x =
[
Iα Iβ φfα φfβ
]T
y =
[
Iα Iβ
]T
u =
[
Vα Vβ
]T
A0 =

−RsLs 0 0 0
0 −RsLs 0 0
0 0 0 0
0 0 0 0
 , Aω =

0 0 0 1Ls
0 0 − 1Ls 0
0 0 0 −1
0 0 1 0

B =

1
Ls
0
0 1Ls
0 0
0 0
 , C =
[
1 0 0 0
0 1 0 0
]
La position est alors obtenue par :
θˆ = arctan 2
(
φˆfβ
φˆfα
)
(4.12)
et la vitesse par :
ωˆe =
dθˆ
dt
(4.13)
La vitesse est ensuite ﬁltrée par un ﬁltre passe-bas d'ordre un.
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Application de la méthode de calcul du gain
Comme montré dans le chapitre 2, l'observabilité n'est pas assurée à vitesse nulle, on
ne peut pas appliquer directement la méthode de synthèse à toute une plage de vitesse
[−ωmax ωmax] (ωmax étant la vitesse maximale désirée). On peut en revanche calculer
un gain pour les valeurs de vitesse respectivement négatives et positives. Les ensembles
[−ωmax − ωmin] et [ωmin ωmax] (avec ωmin > 0, paramètre de réglage) sont en eﬀet
des ensembles convexes sur lequel le vecteur de paramètre (ici seulement ωe) évolue et
pour lequels l'observabilité est garantie. La méthode proposée peut donc être appliquée
pour ces deux polytopes et le modèle de l'observateur.
Les paramètres du polytope dépendent de l'application visée. Il peut s'agir de la
vitesse nominale si des cas d'utilisation à cette vitesse existe, mais il peut être plus
opportun d'utiliser la vitesse maximale réellement appliquée. D'autre part, l'application
de diﬀérents gains successifs peut également être envisagée. En eﬀet, pour obtenir un gain
qui garantit la convergence de l'observateur sur toute la plage de vitesse de la machine, les
contraintes sur sa synthèse seront plus élevées que sur des plages de vitesse plus réduites.
L'utilisation de plusieurs plages de vitesse successives peut donc permettre d'améliorer les
performances, tout en garantissant toujours la convergence de l'observateur pour toutes
les plages considérées, donc toute la plage d'utilisation.
4.1.3 Test de faisabilité
La faisabilité de la méthode a été validée expérimentalement sur le banc du labora-
toire Ampère déjà présenté dans le chapitre précédent (section 3.2.3). L'observateur est
testé avec les deux cas d'utilisation possible : la surveillance de l'état de santé du capteur
de position et la commande sans capteur. Etant donné que l'approche du calcul du gain
peut être appliquée succcessivement pour des polytopes diﬀérents, nous illustrons uni-
quement les résultats correspondant aux faibles vitesses, car plus sensibles aux propriétés
d'observabilité. Les paramètres des polytopes utilisée ici sont les suivants :{
ωmin = 0.1rad/s
ωmax = 50rad/s
(4.14)
L'observateur est paramétré pour prendre en compte des bruits sur l'état et sur la mesure :
Bw =

20 0 0 0 0 0
0 20 0 0 0 0
0 0 100 0 0 0
0 0 0 100 0 0
 , Dy =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1

Le temps d'échantllonnage est ﬁxé à 0.2ms. La fréquence de coupure du ﬁltre de vitesse
est à 600Hz
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Le benchmark adopté pour la validation de l'observateur est le benchmark développé
par le groupe de travail Commande des Systèmes Electriques (Inter GDR MACS &
SEED 1) en collaboration avec l'industrie, pour la commande sans capteur mécanique du
moteur synchrone à aimants permanents dans le cadre de la régulation de vitesse 2. Il se
compose :
 d'un test de suivi de proﬁl de vitesse (Fig. 4.3) ;
 d'un test de robustesse au couple à vitesse constante (Fig. 4.4) ;
 d'un test de robustesse aux paramètres (∆R = ±50% , ∆L = ±20% et ∆φ =
±15%).
Le test de robustesse aux variations de φf n'est ici pas nécessaire, ce paramètre n'étant
pas utilisé dans le modèle de l'observateur.
Figure 4.3: Cas 1 : Proﬁl de vitesse
Figure 4.4: Cas 2 : Maintient à vitesse constante sous impact de charge
1. Groupe de Recherche Modélisation, Analyse et Conduite des Systèmes dynamiques & Systèmes
d'Energies electriques dans leurs Dimensions Sociétales
2. http ://www2.irccyn.ec-nantes.fr/CE2/Benchmark_MS.html
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4.1.4 Résultats expérimentaux
L'observateur a été implémenté dans sa forme continue via la plateforme dSPACE,
et appliqué sur le banc du laboratoire Ampère. Cette implémentation revient à une
discrétisation par la méthode d'Euler. La tension de bus est ﬁxée à 150V et la limitation
de courant à 6A. Le gain déterminé par la méthode proposée est :
L =
[
72 0 −0.5 −0.8
0 72 0.8 −0.5
]T
(4.15)
Test de suivi de proﬁl de vitesse
Les résultats du test de proﬁl de vitesse sont présentés sur les ﬁgures 4.5 (surveillance
du capteur) et 4.6 (commande sans capteur). Les deux méthodes ont ici des résultats
équivalents. Aucune méthode de démarrage n'ayant été ajoutée, le démarrage est diﬃcile,
par contre le retour à la basse vitesse n'entraîne pas de décrochage. De plus, l'erreur
d'estimation de position dépend de la vitesse : inférieure à 10éléctriques pour toutes
les vitesse, elle devient inférieure à 3électriques pour la vitesse maximale prévue (Figs.
4.5c et 4.6c). Cette diﬀérence d'estimation se retrouve sur la phase et l'amplitude de
l'estimation des composantes du ﬂux permanents (Figs. 4.5d et 4.6d).
Test de robustesse au couple
Un couple de valeur nominale est appliqué à l'instant t = 5.1s. Les résultats de
l'application du couple sont présentés sur les ﬁgures 4.7 (surveillance du capteur) et
4.8 (commande sans capteur). L'application du couple n'a que peu d'inﬂuence sur la
vitesse ﬁnale, et de plus l'erreur d'estimation ﬁnale est du même ordre de grandeur, par
contre l'erreur en régime transitoire est importante, en particulier pour la commande
sans capteur (Figs. 4.7c et 4.7c).
Test de robustesse aux variations de paramètres
Les résultats de robustesse expérimentaux sont diﬀérents selon que l'application consi-
dérée est la surveillance de l'état de santé du capteur de position ou la commande sans
capteur. Pour la surveillance du capteur de position, les paramètres n'ont que peut d'im-
pact (Figs.4.9 et 4.11). Pour la commande sans capteur, la variation de Rs n'a pas
non plus beaucoup d'impact sur l'erreur d'estimation (Fig. 4.10). Cependant, la sous-
estimation de Ls fait diverger l'observateur alors que sa surestimation donne de meilleurs
résultats que l'observateur de référence (Fig. 4.12). Ls est donc un paramètre critique
pour l'estimation.
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(a) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(b) Evolution de la position : position de référence (vert), position réelle (bleue) et
position estimée (rouge)
(c) Erreur d'estimation de position
(d) Composantes du ﬂux permanent : Flux α (bleu) Flux β (rouge)
Figure 4.5: Test de suivi de vitesse de référence : surveillance du capteur
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(a) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(b) Evolution de la position : position de référence (vert), position réelle (bleue) et
position estimée (rouge)
(c) Erreur d'estimation de position
(d) Composantes du ﬂux permanent : Flux α (bleu) Flux β (rouge)
Figure 4.6: Test de suivi de vitesse de référence : commande sans capteur
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(a) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(b) Evolution de la position : position de référence (vert), position réelle (bleue) et
position estimée (rouge)
(c) Erreur d'estimation de position
(d) Composantes du ﬂux permanent : Flux α (bleu) Flux β (rouge)
Figure 4.7: Test de robustesse au couple : surveillance du capteur
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(a) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(b) Evolution de la position : position de référence (vert), position réelle (bleue) et
position estimée (rouge)
(c) Erreur d'estimation de position
(d) Composantes du ﬂux permanent : Flux α (bleu) Flux β (rouge)
Figure 4.8: Test de robustesse au couple : commande sans capteur
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(a) Evolution de la vitesse : vitesse réelle (noir), référence (vert), Rs -50% (bleu) et
Rs +50% (rouge)
(b) Evolution de la position : position réelle (noir), référence (vert), Rs -50% (bleu) et
Rs +50% (rouge)
(c) Erreur d'estimation de position : référence (vert), Rs -50% (bleu) et Rs +50%
(rouge)
Figure 4.9: Test de robustesse aux variations de Rs : surveillance du capteur
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(a) Evolution de la vitesse : vitesse réelle (noir), référence (vert), Rs -50% (bleu) et
Rs +50% (rouge)
(b) Evolution de la position : position réelle (noir), référence (vert), Rs -50% (bleu) et
Rs +50% (rouge)
(c) Erreur d'estimation de position : référence (vert), Rs -50% (bleu) et Rs +50%
(rouge)
Figure 4.10: Test de robustesse aux variations de Rs : commande sans capteur
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(a) Evolution de la vitesse : vitesse réelle (noir), référence (vert), Ls -50% (bleu) et Ls
+50% (rouge)
(b) Evolution de la position : position réelle (noir), référence (vert), Ls -20% (bleu) et
Ls +20% (rouge)
(c) Erreur d'estimation de position : référence (vert), Ls -50% (bleu) et Ls +50%
(rouge)
Figure 4.11: Test de robustesse aux variations de Ls : surveillance du capteur
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(a) Evolution de la vitesse : vitesse réelle (noir), référence (vert), Ls -50% (bleu) et Ls
+50% (rouge)
(b) Evolution de la position : position réelle (noir), référence (vert), Ls -20% (bleu) et
Ls +20% (rouge)
(c) Erreur d'estimation de position : référence (vert), Ls -50% (bleu) et Ls +50%
(rouge)
Figure 4.12: Test de robustesse aux variations de Ls : commande sans capteur
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4.1.5 Synthèse des résultats
Les résultats expérimentaux précédents ont permis de vériﬁer la faisabilité de la mé-
thode de synthèse d'observateurs LPV. Un proﬁl de vitesse est bien suivi, avec une erreur
d'estimation de position très faible, même si un démarrage à basse vitesse est diﬃcile.
Ce problème de démarrage sera cependant compensé par l'utilisation à basse vitesse de
l'observateur de Kalman développé dans le chapitre précédent. En revanche, une fois que
l'observateur a convergé, la basse vitesse peut être atteinte, avec une erreur d'estimation
de position légèrement plus importante qu'à moyenne vitesse. Ce comportement permet
ainsi de mettre en évidence le problème d'observabilité à basse vitesse. A l'inverse, des
tests à des vitesse plus élevées que la vitesse limite considérée ont montré qu'au delà de
la limite prévue, l'observateur peut décrocher. Ce problème peut se résoudre par l'utilisa-
tion de plusieurs gains calculés pour des plages de vitesses successives. La robustesse aux
impacts de couple est aussi assurée en régime permanent, mais le régime transitoire doit
être amélioré, par exemple avec des observateurs de couples [37]. L'observateur est ce-
pendant sensible en pratique aux variations de Ls, et en particulier à une sous-estimation
de sa valeur.
4.1.6 Synthèse sur l'observateur LPV
Dans cette partie, nous avons présenté une nouvelle méthode de synthèse d'un ob-
servateur LPV de MSAP. L'avantage de cette approche, par rapport à un observateur
linéaire classique, est de garantir la convergence de l'observateur sur un polytope, qui est
ici équivalent à une plage de vitesse. Ainsi, en fournissant la plage de variation de vitesse
d'une application, il est théoriquement possible de synthétiser facilement un observateur
LPV peu gourmand en temps de calcul. De plus, le critère H2 choisi permet également
de garantir la robustesse à un certain niveau de bruit, ce que les observateurs linéaires
ne peuvent généralement pas assurer. Ces résultats théoriques sont accompagnés par une
validation expérimentale montrant les performances de l'observateur sur une plage de
vitesse choisie.
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4.2 Observateur adaptatif basé sur les modes de glissement
d'ordre supérieur
Comme expliqué dans le chapitre 1.4, les observateurs à modes de glissement ont déjà
été proposés pour la commande sans capteur de MSAP. Cependant, les méthodes testées
se sont toutes révélées être très dépendantes des conditions de fonctionnement de la
machine. En particulier, il arrive souvent que le réglage de ces observateurs soit très bon
pour une vitesse donnée, mais très mauvais pour d'autres. Pour combler cette lacune, nous
allons synthétiser un observateur adaptatif pour MSAP en le basant sur un algorithme
super-twisting adaptatif [83]. L'objectif est que les gains s'adaptent automatiquement,
selon la vitesse de la machine. On peut alors garantir une meilleure performance de
l'observation sur toute la plage de vitesse. Après un rappel sur les observateurs à modes
de glissement, la méthode sera présentée, puis testée sur banc d'essai.
4.2.1 Principe des observateurs à modes de glissement
Le principe de la commande à modes de glissement est de contraindre, par des fonc-
tions discontinues, un système à converger en temps ﬁni vers une  surface de glisse-
ment . Cette surface est déﬁnie a priori comme celle pour laquelle les états auront le
comportement désiré. Une fois la convergence sur la surface eﬀectuée, la commande doit
contraindre le système à rester sur cette surface : c'est le  mode de glissement .
Observateurs à modes de glissement
Dans le cas des observateurs, la surface de glissement S se déﬁnie comme les états
pour lesquels les états mesurés sont égaux à leurs estimés :
S = {x/yˆ − y = 0} (4.16)
Une fois sur cette surface apparaît un mode de glissement pendant lequel l'erreur d'esti-
mation des états à observer s'annnule.
L'observateur pour le système :{
x˙ = f(x, u)
y = h(x)
(4.17)
est alors donné par :
˙ˆx = f(xˆ, u)−H(yˆ − y)−Ksgn(yˆ − y) (4.18)
avec H et K matrices de gain. La fonction signe est la fonction discontinue classiquement
utilisée, mais il est possible de choisir d'autres fonctions (par exemple saturation). En
pratique la fonction saturation ou des fonctions arctangente sont souvent utilisées.
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Modes glissants d'ordre supérieur
Pour limiter le phénomène de réticence (chattering) causé par l'utilisation des modes
glissants, une alternative a été développée [59][60], qui rejette la majeure partie de ce bruit
sur la dérivée de la commande (ou de l'estimée). Pour cela on cherche non seulement à
converger en temps ﬁni sur une surface de glissement, mais également sur ses dérivées
d'ordre supérieur. On déﬁnit alors l'ordre des modes glissants comme le plus grand ordre
de dérivée considéré.
L'algorithme super-twisting est un algorithme à mode de glissement d'ordre deux,
qui répond à cette problématique. Pour le système :{
˙ˆx = u
u˙ = f(x, u)
(4.19)
l'algorithme d'estimation est donné par la formule suivante [36] :{
˙ˆx = u+ µ|| 12 sgn()
u˙ = ρ sgn()
(4.20)
où x est la variable à estimer,  = x− xˆ, µ et ρ sont des constantes positives et :
sgn() = 1 si  > 0
sgn() = −1 si  < 0
sgn() ∈ [−1 1] si  = 0
4.2.2 Observateur-Dérivateur adaptatif
L'observateur proposé par [95] basé sur les observateurs à modes de glissement d'ordre
2 donne de très bons résultats en simulation et pour un observateur non utilisé dans la
boucle de commande. Après avoir testé cet observateur sur le banc d'essai du labora-
toire AMPERE, nous avons constaté que lorsque les paramètres d'observateur (µ,ρ) sont
réglés pour une plage de vitesse donnée, les performances de l'observateur se dégradent
beaucoup pour d'autres plages de vitesse. Les tests en boucle fermée utilisant la position
donnée par l'observateur font diverger la boucle de commande. En s'inspirant des tra-
vaux concernant un algorithme super-twisting adaptatif présentés dans [83], nous avons
adapté cet algorithme pour, d'une part, observer les FEM qui permettent de déduire la
position, et d'autre part réaliser la dérivation de la position permettant de retrouver la
vitesse (Fig. 4.13). L'algorithme est adaptatif dans le sens où les gains de l'observateur
et du dérivateur sont adaptatifs, ce qui a pour conséquence de prendre en compte un
spectre plus large de signaux, c'est à dire une plage de vitesse plus importante.
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Figure 4.13: Observateur-Dérivateur adaptatif dédié à la commande en vitesse
Observateur de FEM
Le modèle considéré est le modèle 2.1. Il est donné par les équations suivantes :
I˙α = −RsLs Iα + VαLs − eαLs
I˙β = −RsLs Iβ +
Vβ
Ls
− eβLs
e˙α = −ωeeβ
e˙β = ωeeα
(4.21)
L'algorithme du super-twisting est appliqué à ce modèle. L'observateur est alors donné
par les équations :
˙ˆ
Iα = −RsLs Iˆα + VαLs + ραeˆα + µα|α|
1
2 sgn(α) +Kαα
˙ˆeα = sgn(α)
˙ˆ
Iβ = −RsLs Iˆβ +
Vβ
Ls
+ ρβ eˆβ + µβ|β| 12 sgn(β) +Kββ
˙ˆeβ = sgn(β)
(4.22)
avec la surface de glissement :
S =
[
α
β
]
=
[
Iα − Iˆα
Iβ − Iˆβ
]
(4.23)
et µα, µβ , ρα et ρβ des gains adaptatifs. Les constantes Kα et Kβ doivent être choisies
pour assurer la stabilité de l'observateur.
A partir des estimations des FEM, la position peut être déduite par :
θˆ = tan−1
(−eˆα
eˆβ
)
(4.24)
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Stabilité de l'observateur et calcul des gains adaptatifs
La stabilité de l'observateur peut être calculée par la théorie de Lyapunov, qui donne
aussi les valeurs des gains adaptatifs permettant la convergence. Elle est déduite à partir
de la démonstration pour les diﬀérentiateurs adaptatifs donnée dans [83]. L'équation à
étudier peut se résumer à :
˙ˆ
Ii = −Rs
Ls
Iˆi +
Vi
Ls
+ ρi
∫
R
sgn(i)dt+ µi|i| 12 sgn(i) +Kii i = (α, β) (4.25)
La dérivée de l'erreur d'estimation s'écrit :
˙i = I˙i − ˙ˆIi (4.26)
Or on peut déﬁnir µ?i et ρ
?
i tel que la relation suivante soit vériﬁée :
I˙i = −Rs
Ls
Ii +
Vi
Ls
+ ρ?i
∫
R
sgn(i)dt+ µ
?
i |i|
1
2 sgn(i) (4.27)
L'existence de ces constantes est garantie par l'étude des observateurs non-adaptatifs
[61].
Dans ce cas :
˙i = −Rs
Ls
i − ρ˜i
∫
R
sgn(i)dt− µ˜i|i| 12 sgn(i)−Kii (4.28)
où ρ˜i = ρi − ρ?i et µ˜i = µi − µ?i . Avec la fonction de Lyapunov :
V =
1
2
(2i + µ˜
2
i + ρ˜
2
i ) (4.29)
Sa dérivée vaut :
V˙ = i˙i + µ˜i ˙˜µi + ρ˜i ˙˜ρi
= i[−ρ˜i
∫
R
sgn(i)dt− µ˜i|i| 12 sgn(i)]− (Ki + Rs
Ls
)2i + µ˜iµ˙i + ρ˜iρ˙i
= −(Ki + Rs
Ls
)2i + µ˜i[−|i|
1
2 sgn(i)i + µ˙i] + ρ˜i[−
∫
R
sgn(i)dti + ρ˙i] (4.30)
En choisissant les lois adaptatives :{
µ˙i = |i| 12 sgn(i)i
ρ˙i = −
∫
R sgn(i)dti
(4.31)
Alors on aura :
V˙ = −(Ki + Rs
Ls
)2i ≤ 0 (4.32)
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Ce qui prouve la stabilité locale de l'observateur. La stabilité asymptotique de l'observa-
teur peut être déduite uniquement pour l'état estimé, par un corollaire du théorème de
La Salle ([49], Corollaire 4.1, p.128). En eﬀet, on peut dire que V˙ est nul si et seulement
si i l'est également, ce qui permet d'appliquer le corollaire et de garantir la convergence
asymptotique vers zéro de l'erreur d'estimation. Mais le lien entre les gains adaptatifs et
l'erreur d'estimation ne permet pas de garantir que ces gains seront nuls également, ce
qui est la condition nécessaire à la convergence asymptotique de l'observateur complet.
Cette étude de stabilité ne permet pas, par contre, de donner la convergence des
gains adaptatifs vers une valeur donnée. En particulier, l'article de Levant [61] donne un
ensemble de conditions sur les gains pour la convergence de l'algorithme, mais pas une
valeur ﬁxe (ce qui n'est pas contraire à l'existence de gains pour lesquels l'observateur
converge). Ces conditions peuvent changer si la dynamique du système change (ici la
vitesse de rotation du moteur), et par conséquent le gain adaptatif convergera vers une
autre valeur [84].
Dérivateur adaptatif
A partir de la position estimée précédemment, la vitesse peut être déduite par dé-
rivation. Le dérivateur proposé ici repose également sur un algorithme super-twisting
adaptatif, qui permet de prendre en compte toute la plage de vitesse. Le schéma du
dérivateur adaptatif est présenté sur la ﬁgure 4.14. Le signal d'erreur mesuré est la com-
paraison entre la position estimée et la position obtenue par intégration de la vitesse
obtenue par l'algorithme super-twisting adaptatif.
Figure 4.14: Schéma du dérivateur adaptatif
Les équations du dérivateur adaptatif s'écrivent donc :{
ωˆe = ρθeˆθ + µθ|θ| 12 sgn(θ) +Kθθ
eˆθ = sgn(θ)dt
(4.33)
avec θ = θˆ −
∫
ωˆedt, ρθ et µθ des gains adaptatifs et Kθ un gain assurant la stabilité.
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La stabilité du dérivateur se montre de la même façon que la stabilité de l'observateur,
et les gains adaptatifs ρθ et µθ sont donnés par la loi d'adaptation 4.31.
4.2.3 Paramètres de test
Les résultats expérimentaux suivants ont été obtenus avec le moteur du banc du
laboratoire Ampère déjà présenté au chapitre précédent (section 3.2.3). Le benchmark
utilisé est le même que celui utilisé pour tester l'observateur LPV (présenté en section
4.1.3).
Pour tous les tests, les paramètres des algorithmes super-twisting (obtenus à partir
des résultats de simulation) sont initialisés à :
ρα(t = 0) = ρβ(t = 0) = 1000
λα(t = 0) = λβ(t = 0) = 1000
ρθ(t = 0) = 0
λθ(t = 0) = 0
Kα = Kβ = 400
Kθ = 20
(4.34)
La fonction discontinue utilisée est une fonction de type saturation :
sat(x) =

1 si x > 0.125
8x si −0.125 < x < 0.125
−1 si x < −0.125
(4.35)
De même que pour l'observateur LPV, les algorithmes super-twisting ont été implé-
mentés sous leur forme continue via la plateforme dSPACE, et appliqués sur le banc du
laboratoire Ampère, avec une tension de bus ﬁxée à 150V et une limitation de courant à
6A.
4.2.4 Résultats expérimentaux
Test de suivi de consigne de vitesse
Les résultats du test de proﬁl de vitesse sont présentés sur les ﬁgures 4.15 (surveillance
du capteur de position) et 4.16 (commande sans capteur). Dans les deux cas la vitesse
est très bien suivie. L'erreur d'estimation de position est inférieure à 15éléctriques pour
toutes la plage de vitesse testée. Elle devient même inférieure à 5électriques pour la
vitesse maximale (Figs. 4.15c et 4.16c).
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(a) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(b) Evolution de la position : position de référence (vert), position réelle (bleue) et
position estimée (rouge)
(c) Erreur d'estimation de position
Figure 4.15: Test de suivi de vitesse de référence : surveillance du capteur
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(a) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(b) Evolution de la position : position de référence (vert), position réelle (bleue) et
position estimée (rouge)
(c) Erreur d'estimation de position
Figure 4.16: Test de suivi de vitesse de référence : commande sans capteur
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Test de robustesse à la charge
Un couple de charge de 10% du couple nominal est appliqué à l'instant t = 2s dans
le cas de la surveillance du capteur de position (Fig. 4.17) et celui de la commande
sans capteur (Fig. 4.18). Dans les deux cas, la vitesse de la machine ralentit légèrement,
mais l'observateur continue à la suivre parfaitement, et de même l'erreur d'estimation de
position reste du même ordre de grandeur (inférieure à 10 degrés électriques).
(a) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(b) Erreur d'estimation de position
Figure 4.17: Test de robustesse au couple : surveillance du capteur
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(a) Evolution de la vitesse : vitesse réelle (bleu) et vitesse estimée (rouge)
(b) Erreur d'estimation de position
Figure 4.18: Test de robustesse au couple : commande sans capteur
4.2.5 Synthèse sur l'observateur adaptatif
Les premiers résultats de l'observateur proposé sont encourageants. L'adaptation des
gains permet de bien diminuer l'inﬂuence de la vitesse sur l'erreur d'estimation de po-
sition, et montrent de meilleurs performances comparées à l'algorithme non adaptatif.
L'observateur semble également a priori être robuste aux variations de couple de charge.
Des améliorations sont à apporter aﬁn d'élargir la plage de variation de vitesse à la basse
vitesse, ainsi que la plage de variation du couple de charge.
4.3 Conclusion
Dans cette partie, deux méthodes d'estimation de la position pour l'asservissement
de vitesse ont été présentées. La première est basée sur l'approche polytopique pour la
synthèse d'observateur LPV robuste, la seconde utilise des gains adaptatifs pour une
approche basée sur les observaterus à modes de glissement. Dans les deux cas, des résul-
tats de simulation et expérimentaux ont conﬁrmé les approches, par des tests de suivi
de consigne de vitesse et de robustesse au couple de charge. Ces deux méthodes sont
donc un bon complément à l'observateur de Kalman développé pourl'asservissement de
position. On peut remarquer que l'approche proposée avec l'injection pour la commande
en positionnement présentée au chapitre 3 n'est pas applicable à ces deux observateurs
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basés sur les FEM. C'est en particulier le cas pour l'observateur linéaire, dépendant de
l'erreur d'estimation qui est inconnue (remarque déjà faite dans le paragraphe 3.1.2).
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Conclusion générale et Perspectives
Ce travail de thèse, réalisé dans le cadre d'une collaboration CIFRE entre le labora-
toire AMPERE et la société SAGEM (groupe SAFRAN), avait pour thème l'étude de la
commande sans capteur mécanique, en position et en vitesse, de la machine synchrone
à aimants permanents. Un objectif particulier a été d'appliquer cette commande à un
moteur à pôles lisses d'actionneur électromécanique pour aileron, dans un contexte aé-
ronautique. L'état de l'art sur cette problématique révèle deux approches principales :
la conception d'estimateurs ou d'observateurs se basant sur des modèles de la machine,
et l'utilisation de la saillance. Nous avons testé certaines de ces méthodes en simulation
et expérimentalement. Les résultats ont permis de montrer la complémentarité des deux
approches, la première se révélant moins performante lorsque la vitesse de la machine est
faible. La seconde n'est cependant pas eﬃcace pour les machines à pôles lisses.
L'approche choisie dans cette thèse repose sur une analyse de l'observabilité des prin-
cipaux modèles de la machine. En eﬀet, l'étude de l'état de l'art a permis de révéler la
principale diﬃculté de la commande sans capteur de MSAP, qui réside dans l'estimation
de la position à basse vitesse. Cette diﬃculté est particulièrement contraignante pour
les machines à pôles lisses qui ne possèdent pas intrinsèquement de la saillance. Pour
mettre en évidence cette diﬃculté, nous avons réalisé une large analyse d'observabilité,
problématique qui n'est cependant que rarement abordée dans la littérature. Cette ana-
lyse a pu conclure que les modèles de machine à pôles lisses ne sont pas observables
lorsque la machine est à l'arrêt. Notre premier travail a donc été de chercher à rendre
ces modèles observables. Pour obtenir cette observabilité, l'idée que nous avons exploitée
est de générer un petit mouvement dans la machine, permis par l'injection de tensions
superposées aux tensions de commande. En prenant en compte ces signaux d'injection
dans un modèle non linéaire de la machine, l'observabilité a pu être obtenue.
A partir de ces résultats, nous avons alors proposé une nouvelle méthode d'estimation
de la position, permettant la commande en position des machines à pôles lisses. Cette
méthode a pour avantage d'être applicable à tous les types de machines, qu'elles soient
à pôles lisses ou saillants. D'autre part, et contrairement aux méthodes basées sur la
saillance, l'utilisateur a le libre choix du signal d'injection, ce qui peut permettre par
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exemple d'exciter une fréquence particulière de la mécanique avec un signal sinusoïdal,
ou plusieurs fréquences à la fois avec des signaux carrés. La méthode a été validée par
son adaptation à un ﬁltre de Kalman étendu. Deux observateurs ont été développés,
permettant soit un temps de calcul plus faible avec un modèle simple, soit une précision
augmentée par l'estimation du couple de charge. Ces observateurs ont pu être testés
expérimentalement sur diﬀérents bancs d'essais, dont l'un développé dans le cadre de la
thèse, sur deux cas d'application : la surveillance de l'état de santé du capteur de position
et la commande en position sans capteur mécanique. Les résultats, qui ont été conﬁrmés
sur chacun des bancs testés, ont montré d'excellentes performances des observateurs pour
le cas de la surveillance du capteur, et des performances un peu moins bonnes dans le
cas de la commande sans capteur. Cette diﬀérence provient du fait que la dynamique de
l'observateur et de la commande deviennent interconnectées dans le cas de la commande
sans capteur, ce qui peut nuire à la stabilité. Ces performances restent inférieures à celles
d'un capteur réel. Cette diﬀérence peut cependant être expliquée par le fait que le capteur
utilisé ici est la machine.
Dans cette thèse, nous avons également développé deux observateurs dédiés aux ap-
plications d'asservissement en vitesse. Le premier est un observateur LPV synthétisé par
une approche robuste, et le second est un observateur à modes de glissement d'ordre
deux adaptatif. Des tests de faisabilité sur banc d'essai ont été réalisés qui valident ces
méthodes.
Malgré les bonnes performances obtenues, certains points restent encore à améliorer,
pour lesquels quelques pistes sont envisageables :
 Les performances en présence de couple introduisent un biais qu'il faut corriger.
Une solution repose sur une analyse des équilibres du système en présence de couple.
La structure de la commande est en eﬀet particulière, puisqu'elle utilise une trans-
formation de Park dépendant de la position estimée.
 Un choix sur l'intégration de la solution dans l'électronique doit être réalisé. Elle
peut actuellement être réalisée par un FPGA (Field-programmable Gate Array)
ou un DSP (Digital Signal Processing). Comme le nombre d'opération du ﬁltre de
Kalman étendu est élevé, l'intégration sur un FPGA peut être diﬃcile. Une solution
sur DSP va cependant entraîner un pas de calcul important. Une étude doit donc
être menée pour déterminer plus clairement les possibilités de ces deux solutions.
 L'observateur de Kalman étendu a de très bonnes performances, mais demande un
temps de calcul notoirement important (10 fois plus long que l'observateur linéaire
dans notre cas). La méthode d'estimation développée dans cette thèse n'étant pas
liée à l'utilisation d'un observateur particulier, l'utilisation d'autres observateurs
non linéaires est possible. Conjointement à l'étude de Kalman, nous avons com-
mencé à étudier l'utilisation d'observateurs à modes de glissement d'ordre un, de
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ﬁltre de Kalman non parfumé, ou d'observateurs grand gain. Les premiers résul-
tats de simulation sont prometteurs et la prolongation de cette étude peut être
envisagée.
 Les performances de l'observateur de Kalman peuvent également être améliorée.
Une solution repose sur une connaissance plus approfondie de l'actionneur, en parti-
culier de son comportement mécanique, qui peut être utilisé pour choisir les bonnes
fréquences à exciter pour la mise en vibration, ou pour mieux modéliser les couples
de charge. La connaissance de l'environnement de l'actionneur peut également per-
mettre d'éviter des fréquences polluées par des vibrations extérieures non modéli-
sées. Comme pour les machines à pôles saillants, l'intégration de la commande sans
capteur peut se faire dès la conception de l'actionneur.
 Les performances obtenues par les observateurs LPV et super-twisting adaptatif
sont satisfaisantes, mais peuvent encore être améliorées. Notamment, les observa-
teurs ont été dans cette thèse synthétisée sous forme continue, leur synthèse sous
forme discrète peut avoir un impact non négligeable sur les résultats expérimen-
taux.
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Annexe A
Transformations de repère usuelles
Pour passer d'un repère triphasé à un repère diphasé, on utilise diﬀérentes transfor-
mations. Les plus classiques sont la transformation de Concordia, qui permet de passer
du repère triphasé au repère diphasé α-β, et la transformation de Park qui permet de
passer du repère diphasé α-β au repère diphasé d-q.
A.1 Transformation de Concordia/Clarkes
La transformation de Concordia (de même que la transformation de Clarkes) se donne
simplement par une matrice de passage d'un repère triphasé à un repère diphasé plus
une composante homopolaire indicée h : XαXβ
Xh
 = k · C33 ·
 XaXb
Xc
 (A.1)
Comme le neutre n'est pas relié, la composante homopolaire Xh est nulle, ce qui
permet de simpliﬁer l'équation A.1 en :[
Xα
Xβ
]
= k · C23 ·
 XaXb
Xc
 (A.2)
avec :
C23 =
[
1 −12 −12
0
√
3
2 −
√
3
2
]
Le coeﬃcient k est un coeﬃcient de normalisation :
 pour k = 2/3 (transformation de Clarkes), la transformation conserve la norme de
X, c'est à dire pour les moteurs électriques les courants, tensions et ﬂux ;
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 pour k =
√
2/3 (transformation de Concordia), la transformation conserve la norme
de la puissance et du couple.
Dans toute la suite de cette thèse, c'est la norme des courants, tensions et ﬂux qui sera
conservée.
A.2 Transformation de Park
La transformation de Park correspond à la matrice de rotation du repère α-β vers le
repère d-q, avec un angle θ :[
Xd
Xq
]
= R(θ) ·
[
Xα
Xβ
]
(A.3)
avec :
R(θ) =
[
cos(θ) sin(θ)
− sin(θ) cos(θ)
]
La matrice de passage du repère triphasé vers le repère diphasé se déﬁnit alors par :[
Xd
Xq
]
= k · P23 ·
 XaXb
Xc
 (A.4)
avec :
P23 = R(θ) · C23 =
[
cos(θ) cos(θ − 2pi3 ) cos(θ + 2pi3 )
− sin(θ) − sin(θ − 2pi3 ) − sin(θ + 2pi3 )
]
A.3 Transformations inverses
Les matrices de passages des transformation inverses se déﬁnissent par : XaXb
Xc
 = kinv · C32 · [ Xα
Xβ
]
(A.5)
et :  XaXb
Xc
 = kinv · P32 · [ Xd
Xq
]
(A.6)
On a en outre :
C32 = C
T
23 (A.7)
 
Cette thèse est accessible à l'adresse : http://theses.insa-lyon.fr/publication/2013ISAL0012/these.pdf 
© [A. Zgorski], [2013], INSA de Lyon, tous droits réservés
127
P32 = P
T
23 (A.8)
Le coeﬃcient kinv est donné par :
 kinv = 1 si k = 2/3 ;
 kinv =
√
(2/3) si k =
√
(2/3).
Dans la suite, on prendra par conséquent kinv égal à 1.
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Annexe B
Notions sur l'observabilité
Sont considérés les modèles mis sous forme d'état de la forme suivante :{
x˙ = F (x, u)
y = H(x)
(B.1)
L'élaboration des lois de commandes nécessite souvent de connaître l'état x(t) du
système. La problématique de l'observabilité est de savoir si le vecteur de sortie y(t)
contient suﬃsement d'informations sur le comportement du système. Les déﬁnitions sui-
vantes s'appliquent pour tous les sysèmes.
Déﬁnition B.1 Deux états sont dits indistinguables si, à tout instant, les sorties res-
pectives sont identiques quelle que soit l'entrée admissible du système. Elles sont U -
indistinguables si cette propriété est vériﬁée sur un sous-ensemble U de l'ensemble de
déﬁnition et que les trajectoires des états sont contenues dans U .
Déﬁnition B.2 Un système est dit observable s'il n'a pas d'états indistinguables. Un
système est dit localement observable si pour tout état X et pour tout voisinage ouvert U
de cet état, il n'existe pas d'état U -indistinguable avec X.
B.1 Observabilité en linéaire
Est considéré le cas particulié des systèmes linéaires sous la forme d'état :{
x˙ = A · x+B · u
y = C · x (B.2)
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Théorème B.1 (Critère de Kalman pour les systèmes linéaires)
Le système linéaire invariant B.2 est dit observable si et seulement si la matrice d'obser-
vabilité :
OL =

C
CA
...
CAn−1
 (B.3)
est de rang n (où n est la dimension de x). Dans ce cas, on dit aussi que la paire (A,C)
est observable.
B.2 Observabilité en non linéaire
L'observabilité en non-linéaire est généralement donné au sens localement faiblement
observable donné par la déﬁnition suivante :
Déﬁnition B.3 Un système est dit faiblement observable si pour tout état, il existe un
voisinage ouvert V tel que cet état n'ai pas de pair indistinguable sur V . Il est dit loca-
lement faiblement observable si pour tout voisinage ouvert U de V , l'état ne possède pas
de pair U-indistinguable.
Théorème B.2 (Observabilité locale faible des systèmes non linéaires)
Un système non linéaire de la forme B.1 est dit localement faiblement observable si et
seulement si le rang de la matrice :
ONL =

dxh
dxLfh
...
dxLn−1f h
 (B.4)
est égal au rang n du système avec :
 x les états, f et h les fonctions données par le modèle non-linéaire,
 Lfh est la dérivée de Lie de h selon le champ de vecteur f .
Lfh =
n∑
i=1
∂h(x)
∂xi
fi(x)
Le caractère local, tel que déﬁni ici, est une condition plus forte que l'observabilité
globale. En revanche, on peut déﬁnir aussi une observabilité locale au sens plus classique
du linéarisé tangent, qui est une condition moins forte que l'observabilité globale :
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Théorème B.3 (Observabilité locale des systèmes non-linéaires)
Soit (xe, ue) un point d'équilibre du système B.1, avec f et h continuement diﬀérentiables.
Alors, si le modèle de la forme B.2 obtenu après linéarisation autour du point d'équilibre
donne une paire (A,C) observable, le système non-linéiare est localement observable (au
sens du linéarisé tangent).
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Annexe C
Résultats complémentaires :
Observateur de Kalman étendu
C.0.1 Robustesse aux incertitudes paramétriques
C.0.2 Temps de réponse
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(a) Evolution de la position estimée : consigne (noir), référence (vert), Rs -50% (bleu),
Rs +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), Rs -50% (bleu), Rs +50% (rouge)
Figure C.1: Test de robustesse aux variations de Rs : surveillance du capteur de position
(a) Evolution de la position estimée : consigne (noir), référence (vert), Rs -50% (bleu),
Rs +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), Rs -50% (bleu), Rs +50% (rouge)
Figure C.2: Test de robustesse aux variations de Rs : commande sans capteur
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(a) Evolution de la position estimée : consigne (noir), référence (vert), Ls -50%
(bleu), Ls +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), Ls -20% (bleu), Ls +20%
(rouge)
Figure C.3: Test de robustesse aux variations de Ls : surveillance du capteur de position
(a) Evolution de la position estimée : consigne (noir), référence (vert), Ls -50%
(bleu), Ls+50% (rouge)
(b) Erreur d'estimation de position : référence (vert), Ls -20% (bleu), Ls +20%
(rouge)
Figure C.4: Test de robustesse aux variations de Ls : commande sans capteur
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(a) Evolution de la position estimée : consigne (noir), référence (vert), φf -50%
(bleu), φf +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), φf -15% (bleu), φf +15%
(rouge)
Figure C.5: Test de robustesse aux variations de φf : surveillance du capteur de position
(a) Evolution de la position estimée : consigne (noir), référence (vert), φf -50%
(bleu),φf +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), φf -15% (bleu), φf +15%
(rouge)
Figure C.6: Test de robustesse aux variations de φf : commande sans capteur
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(a) Evolution de la position estimée : consigne (noir), référence (vert), J -50% (bleu),
J +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), J -50% (bleu), J +50% (rouge)
Figure C.7: Test de robustesse aux variations de J : surveillance du capteur de position
(a) Evolution de la position estimée : consigne (noir), référence (vert), J -50% (bleu),
J +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), J -50% (bleu), J +50% (rouge)
Figure C.8: Test de robustesse aux variations de J : commande sans capteur
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(a) Evolution de la position estimée : consigne (noir), référence (vert), fv -50%
(bleu), fv +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), fv -50% (bleu), fv +50%
(rouge)
Figure C.9: Test de robustesse aux variations de fv : surveillance du capteur de position
(a) Evolution de la position estimée : consigne (noir), référence (vert), fv -50%
(bleu), fv +50% (rouge)
(b) Erreur d'estimation de position : référence (vert), fv -50% (bleu), fv +50%
(rouge)
Figure C.10: Test de robustesse aux variations de fv : commande sans capteur
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(a) Evolution de la position : position réelle
(bleu) et position estimée (rouge) (0=30)
(b) Erreur d'estimation de position (0=30)
(c) Evolution de la position : position réelle
(bleu) et position estimée (rouge) (0=60)
(d) Erreur d'estimation de position (0=60)
(e) Evolution de la position : position réelle
(bleu) et position estimée (rouge) (0=90)
(f) Erreur d'estimation de position (0=90)
Figure C.11: Test de temps de réponse : erreur initiale positive
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(a) Evolution de la position : position réelle
(bleu) et position estimée (rouge) (0=30)
(b) Erreur d'estimation de position (0=30)
(c) Evolution de la position : position réelle
(bleu) et position estimée (rouge) (0=60)
(d) Erreur d'estimation de position (0=60)
(e) Evolution de la position : position réelle
(bleu) et position estimée (rouge) (0=90)
(f) Erreur d'estimation de position (0=90)
Figure C.12: Test de temps de réponse : erreur initiale négative
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