Abstract. Many interesting and complicated patterns in the applied sciences are formed through transient pattern formation processes. In this paper we concentrate on the phenomenon of spinodal decomposition in metal alloys as described by the Cahn-Hilliard equation. This model depends on a small parameter, and one is generally interested in establishing sharp lower bounds on the amplitudes of the patterns as the parameter approaches zero. Recent results on spinodal decomposition have produced such lower bounds. Unfortunately, for higher-dimensional base domains these bounds are orders of magnitude smaller than what one would expect from simulations and experiments. The bounds exhibit a dependence on the dimension of the domain, which from a theoretical point of view seemed unavoidable, but which could not be observed in practice.
Introduction
Many physical and biological processes exhibit pattern formation mechanisms which lead to intriguing and complicated patterns. In many cases, these patterns are transient and contain an apparent stochastic element. One example of such a mechanism can be observed in metal alloys and is called spinodal decomposition [10] . The underlying physics can be described as follows. If a homogeneous high-temperature mixture of two metallic components is rapidly quenched below a certain temperature, a sudden phase separation may set in, during which the mixture quickly becomes inhomogeneous and forms a fine-grained structure, more or less alternating between the two alloy components. If the experiment is repeated under almost identical conditions, the fine-structure of the observed pattern will be significantly different, even though the overall characteristics remain unchanged and one would immediately label the new pattern as "similar" to the previous one. Common to the generated patterns is a geometry as shown in Figure 1 , which exhibits a characteristic thickness of the snake-like structures.
In order to describe this and other phase separation processes in binary metal alloys, Cahn and Hilliard [8, 11] proposed the fourth-order parabolic partial differential equation (1) 
where Ω ⊂ R n is a suitable bounded domain with n ∈ {1, 2, 3}, and the function f is the negative of the derivative of a double-well potential F . Usually one considers the specific potential F (u) = (u 2 − 1) 2 /4 which leads to the cubic function f (u) = u − u 3 . Furthermore, ε is a small positive parameter modeling interaction length. In this formulation, the variable u represents the concentration of one of the two components of the alloy, subject to an affine transformation such that the concentrations 0 or 1 correspond to u being −1 or 1, respectively. The Cahn-Hilliard equation is mass-conserving in the sense that the total concentration Ω u(t, x) dx remains constant along any solution u. In addition, (1) is a gradient system with respect to the standard van der Waals free energy functional; see for example Fife [20] . For more details on spinodal decomposition and how it is modeled by the Cahn-Hilliard equation we refer the reader to Cahn [9, 10] , Elder, Desai [15] , Elder, Rogers, Desai [16] , Hilliard [24] , Hyde et al. [25] , and Langer [27] . Numerical simulations can be found in Bai et al. [3, 4] , Copetti [13] , Copetti, Elliott [14] , Elliott [17] , Elliott, French [18] , Hyde et al. [25] , Nash [32] , and Sander, Wanner [33] .
It is clear from the form of the equation that every constant functionū o ≡ µ is an equilibrium solution of (1) . This equilibrium is unstable if µ is contained in the spinodal interval, which consists of the usually connected set of all µ ∈ R for which f (µ) > 0. Thus, if µ lies in the spinodal interval, any orbit of (1) originating at an initial condition u o ≈ū o is likely to be driven away fromū o . In order to explain spinodal decomposition, one has to understand exactly how such solutions depart from the homogeneous equilibrium. A natural first step is to study the linearization of (1) at the homogeneous equilibriumū o ≡ µ, which is given by (2) v t = −∆(ε 2 ∆v + f (µ)v) =: A ε v in Ω , ∂v ∂ν = ∂∆v ∂ν = 0 on ∂Ω .
If we introduce the Hilbert space
:
then the operator A ε : X → X defined in (2) , associated with the domain
is self-adjoint, and −A ε is sectorial. Let 0 < κ 1 ≤ κ 2 ≤ . . . → ∞ denote the eigenvalues of the negative Laplacian −∆ : X → X subject to homogeneous Neumann boundary conditions, and denote the corresponding complete set of L 2 (Ω)-orthonormalized eigenfunctions by ψ 1 , ψ 2 , . . .. Then the spectrum of A ε consists of the eigenvalues
with corresponding eigenfunctions ψ k . These eigenvalues are bounded above by
4ε 2 , and asymptotically as ε → 0, the largest eigenvalue grows like λ max ε . The dynamics of (2) can roughly be described as follows. The strongest unstable directions are the ones corresponding to κ k ≈ f (µ)/(2ε 2 ), and one would expect that most solutions of (2) originating near the (unique) equilibrium 0 are driven away in the direction of some of these eigenfunctions.
Mathematical results for the nonlinear Cahn-Hilliard equation (1) have been obtained by Grant [22] , Maier-Paape, Wanner [28, 29] , and Sander, Wanner [34] . All of these studies use information about the linearization (2) and relate it to the evolution of solutions of (1) originating nearū o . This is achieved by employing a dynamical systems approach in the sense that they consider (1) as an abstract evolution equation on a suitable function space. More precisely, equation (1) generates a nonlinear semiflow T ε (t), t ≥ 0, on the affine space µ + X 1/2 , where X 1/2 denotes the Hilbert space
The constant functionū o ≡ µ is an equilibrium point for T ε , and the linearization of T ε atū o is given by the analytic semigroup S ε generated by A ε . Using the above setting, the results of [22, 28, 29, 34] can be described as follows. The first explanation of spinodal decomposition in the Cahn-Hilliard equation was obtained by Grant [22] , who considered the case of one-dimensional domains Ω. His approach, however, failed to explain the complicated patterns observed in higher space dimensions. For more details see the introduction of [28] .
The case of higher-dimensional domains was first addressed by Maier-Paape, Wanner [28, 29] . They obtained a description of the patterns, an estimate for the characteristic thickness of the patterns, as well as a dynamical description of the early decomposition process. The latter result was achieved by relating the dynamics of (1) in a neighborhood V ε of the equilibriumū o to the dynamics of the linearized equation (2) . Their results state that most solutions of (1) starting in a smaller neighborhood U ε ⊂ V ε ofū o exit V ε close to the linear subspace
where 0 γ o < 1. This dominating subspace is spanned by the eigenfunctions corresponding to a small percentage of the largest eigenvalues of A ε , its dimension is proportional to ε − dim Ω , and functions in X + ε generally exhibit patterns similar to the one depicted in Figure 1 .
The results by Maier-Paape and Wanner successfully describe both the variety and the common characteristics of all patterns observed during spinodal decomposition. The variety of the patterns is due to the fact that different initial conditions u o ∈ U ε lead to different exit points from V ε . On the other hand, most of these exit points are close to the finite-dimensional subspace X + ε , which is responsible for the common characteristics of the patterns.
Nevertheless, these results are far from optimal. In order for the theory of [28, 29] to hold, the size of the neighborhood V ε has to be proportional to ε dim Ω with respect to the H 2 (Ω)-norm. This is in stark contrast to the numerical simulations for one-dimensional domains performed by Sander, Wanner [33] . Their simulations indicate that the predicted patterns are observed until the maximum norm of the solution reaches an ε-independent threshold, which corresponds to the H 2 (Ω)-norm being of the order ε −2 . For small values of ε this number is orders of magnitude larger than the admissible size of V ε . In that sense, the results of [28, 29] only describe the early stages of spinodal decomposition. In the neighborhood V ε , spinodal decomposition is mostly a linearly driven phenomenon -outside of this neighborhood the nonlinearity is generally dominant and the results of [28, 29] do not apply.
Based on the numerical insight gained in [33] , Sander and Wanner [34] developed a new approach to understanding the subsequent stages of spinodal decomposition. They could identify a region R ε in phase space, which extends well beyond the neighborhood V ε , but in which the influence of the nonlinearity remains extremely small. Leaving out technical details, their main result can be stated as follows. Theorem 1.1 (Theorem 3.4 in [34] ). Consider (1) with f (u) = u − u 3 and µ = 0. Let > 0 be arbitrarily small, but fixed, and let u o denote an initial condition close toū o ≡ µ, which is sufficiently close to the dominating subspace X + ε defined in (8) . Finally, let u and v be the solutions to (1) and (2), respectively, with initial condition u o . Then as long as
we have
In other words, u remains extremely close to v until u(t) H 2 (Ω) exceeds the threshold given in (9) . , and the corresponding solutions u(t) and v(t) of (1) and (2) are computed until the relative distance reaches a certain threshold. The H 2 (Ω)-norm of u(t) at this point is denoted by R ε . In the left diagram, the relative distance is ε/9; the best fit for the curve is R ε ≈ 0.0689 · ε −1.4731 . In the right diagram, the relative distance is 0.56 · ε 2 · | ln ε|; the best fit for the curve is R ε ≈ 0.1681 · ε −1.0374 .
Recalling that at the end of the early decomposition stage, most solutions of (1) originating nearū o exit the neighborhood V ε close to the dominating subspace X + ε , we see that Theorem 1.1 applies to all of them. It shows that even outside the neighborhood V ε , spinodal decomposition is a linearly driven phenomenon, due to the fact that most solutions are driven into the highly localized region R ε of phase space in which the behavior is essentially linear -while outside of R ε nonlinear effects clearly dominate. This has been demonstrated in [33] . Theorem 1.1 marks a big step towards explaining the numerical results of [33] in one space dimension, which indicate that the relative distance u−v H 2 (Ω) / v H 2 (Ω) between the nonlinear solution u and the linear solution v remains bounded by some small ε-independent threshold, as long as the norm of the nonlinear solution is bounded by Cε −2 . While Theorem 1.1 does not reproduce exponent −2, it furnishes a much better threshold for the relative distance, namely O(ε 2−dim Ω/2 ) -leaving considerable room for improvement. In fact, by considering nonlinearities other than f (u) = u−u 3 , it is possible to improve the above order to ε −2+ +dim Ω/2 , for any > 0 [34] . This is in good agreement with the one-dimensional simulations.
Physically most interesting are of course the cases of two-and three-dimensional base domains Ω. The results in [28, 29, 34] seem to indicate that as the dimension increases, the radius to which linear behavior can be observed decreases significantly. Notice for example in Theorem 1.1 that both the right-hand side of (9) and the bound on the relative distance in (10) are worse for higher dimensions. Numerical simulations do not confirm this dimension dependence. Nash [32] performed simulations for two-dimensional Ω which are analogous to the ones in [33] , and she obtained the same exponent −2 as in the one-dimensional case. While these simulations do not necessarily imply that Theorem 1.1 is sub-optimal, the left diagram 2 . For each value of ε, the initial condition is chosen as in (37), scaled to an H 2 (Ω)-norm of 10 −4 , and the corresponding solutions u(t) and v(t) of (1) and (2) 
(t).
A least-squares fit of these norms indicates roughly an order of ε −3/2 , which is considerably larger than the ε −1/2 predicted by Theorem 1.1. In fact, the right diagram of Figure 2 shows that even for the smaller relative distance O(ε 2 | ln ε|) the observed order considerably exceeds the predicted one. Similar simulations for larger ranges of ε-values are consistent with the ones presented here.
These simulations seem to indicate that Theorem 1.1 is highly sub-optimal in dimensions two and three, and that the estimates of [34] are not sharp. Yet, the situation is not quite as simple as that. In Section 4.1 below we construct a family of functions w ε ∈ X + ε which establishes the optimality of the crucial estimate in the proof of Theorem 1.1. What happens if we perform numerical simulations analogous to the ones leading to Figure 2 , but instead of choosing the initial conditions u o randomly for each ε, we consider u o = w ε ? The results of these simulations are shown in Figure 3 , and they indicate that for these functions Theorem 1.1 is optimal in two space dimensions.
The above discussion shows that there is no hope of universally improving the results in [34] . Yet, a closer look at the shape of the functions w ε constructed in Section 4.1 reveals that the situation is more delicate. Figure 2 .
In this paper, we confirm this expectation. Using probabilistic methods on the maximum norms of random sums, we are able to prove that the set of initial conditions for which Theorem 1.1 is sharp is small in a measure-theoretic sense. For most initial conditions, we obtain considerably better results. Leaving 
The above result considerably improves Theorem 1.1 in dimensions two and three. Notice that (11) and (12) are independent of the dimension of Ω. The radius in (9) has been increased by a factor of ε − dim Ω/4 , while at the same time the relative distance bound has been improved by a factor of ε dim Ω/2 | ln ε|. Furthermore, the right diagram of Figure 2 indicates that Theorem 1.2 is optimal for Ω = (0, 1)
2 . Similar to [34] , we can improve the order in (11) by considering nonlinearities of the form f σ (u) = u − u 1+σ , where σ ≥ 1. The corresponding double-well potentials F σ are given by
, which for σ → ∞ approach the nonsmooth free energy discussed by Blowey and Elliott [6, 7] . We show in Section 4.2 that for µ = 0 and a nonlinearity of this form, the radius to which linear behavior can be observed is larger: The right-hand side of (11) can be replaced by
Thus, by choosing a suitable double-well potential F σ , we can get as close to the order estimate ε −2 as we wish. Combined with [29, Remark 3.6] this establishes spinodal decomposition for these potentials until the L ∞ (Ω)-norm reaches an almost ε-independent threshold -thereby describing the complete spinodal decomposition process for the first time.
The remainder of this paper is organized as follows. In the next section we describe briefly the functional analytic setting and our standing assumptions. In Section 3 we derive sharp probabilistic bounds on the maximum norms of random sums. These results are inspired by previous work of Aurich et al. [2] and Kahane [26] . In contrast to their situations, however, we have to consider oneparameter families of random sums. These results are then used to obtain sharp dimension-independent bounds for the nonlinearity of the Cahn-Hilliard equation in Section 4.1. The estimates are realized with high probability, and enable us to prove our main results in Section 4.2. Finally, in Section 5 we point to further possible improvements of our results. We finish by indicating generalizations to other situations, such as the Turing mechanism in parabolic systems and Cahn-Hilliard models involving elasticity. Throughout the paper, capitalized constants C, C 1 , C 2 , . . . refer to generic ε-independent positive constants, whose value might change from line to line.
Basic assumptions and abstract setting
In this brief section we state our standing assumptions, present the functionalanalytic setting for our studies, and recall some known results for the linearized Cahn-Hilliard equation (2), which will be needed in the following. Finally, we state some properties of the dominating subspace defined in (8).
Assumptions and functional-analytic setting.
We consider the nonlinear Cahn-Hilliard equation as defined in (1), and assume that the following hold:
(A1) Let Ω ⊂ R n be a rectangular bounded domain, where n ∈ {1, 2, 3}.
(A2) Let f : R → R be a C 4 -function, and assume that the mass µ ∈ R is chosen in such a way that f (µ) > 0.
In order to simplify the presentation, we follow [29, 34] and perform a change of variables so that the mass constraint Ω udx = µ can be replaced by the mass constraint Ω udx = 0. This leads to the transformed equation (13) 
It is clear that if u is any solution of (13), then the sum µ + u solves the original Cahn-Hilliard equation (1), and vice versa. It was shown in [29] that (13) can be viewed as an abstract evolution equation of the form
The linear operator A ε is defined as in (2), and the nonlinearity F is given by
In order to derive sharp nonlinearity estimates for F in Section 4.1, we need more precise knowledge of the local behavior of g.
(A3) Assume that (A2) holds and let g be defined as in (15) . We assume that g satisfies g(u) = u 1+σ ·g(u), where σ ≥ 1 andg is C 2 on an open interval containing 0.
For the standard Cahn-Hilliard equation with µ = 0 and f (u) = u−u 3 this condition is satisfied with σ = 2, for the case µ = 0 we have σ = 1. Notice that in the latter case we have to consider the transformed equation (13) .
The functional-analytic setting for the abstract evolution equation (14) can be described as follows. Let X be defined as in (3) . Then the operator A ε : X → X with domain (4) is self-adjoint, and −A ε is sectorial. Thus, we can define the fractional power spaces X 1/2,ε ⊂ X equipped with the operator norm · 1/2,ε ; see for example Henry [23] . These spaces are Hilbert spaces, and at least in principle could depend on the parameter ε. However, it was shown in [29] that these spaces are independent of ε and coincide with the space X 1/2 defined in (7). While the norms · 1/2,ε do depend on ε, they are all equivalent to the standard H 2 (Ω)-norm on X 1/2 . For our applications, it is more convenient to work with the nonstandard norm
Assumption (A1) guarantees that this norm is equivalent to the standard H 2 (Ω)-norm, and therefore also to the operator norms · 1/2,ε . Furthermore, (A2) implies that the nonlinearity F defined in (15) is a continuously differentiable nonlinear operator from X 1/2 to X, see [22, 29] . The theory of Henry [23] now shows that the abstract evolution equation (14) generates a nonlinear semiflow T ε (t), t ≥ 0, on the Hilbert space X 1/2 .
Properties of the linearization.
The basic properties of the linearized Cahn-Hilliard operator A ε defined in (2) were already mentioned in the Introduction. In particular, they imply that A ε is the generator of an analytic semigroup S ε (t), t ≥ 0, on the Hilbert space X. This semigroup has the explicit representation
where λ k,ε was defined in (5), and ψ k denotes the k-th eigenfunction of the negative Laplacian on X subject to homogeneous Neumann boundary conditions. (See the Introduction.) Regarding the asymptotic behavior of S ε (t), we recall the following result from Sander, Wanner [34] .
Lemma 2.1. Let A ε be as in (2) , consider the spaces X and X 1/2 defined in (3) and (7), respectively, and let S ε (t) denote the analytic semigroup generated by A ε . Let X + ε be defined as in (8) for some γ o ∈ (0, 1), and let X − ε denote its orthogonal complement in X 1/2 . Finally, choose an arbitrary β o > 0, and define
, and
was defined in (6) . Then the following estimates hold:
The proof of the first two estimates can be found in Lemma 3.1 of [34] , the remaining two estimates follow similarly. See also Lemma 3.4 in [29] .
2.3. The Laplacian on rectangular domains. We collect a few definitions and results concerning the spectrum and the eigenfunctions of the negative Laplacian, which are easy consequences of (A1) and which will be needed later on. As in the Introduction, let 0 < κ 1 ≤ κ 2 ≤ . . . → ∞ denote the eigenvalues of the negative Laplacian −∆ : X → X subject to homogeneous Neumann boundary conditions, and denote the corresponding complete set of L 2 (Ω)-orthonormalized eigenfunctions by ψ 1 , ψ 2 , . . .. Notice that since we consider −∆ on the space X of L 2 (Ω)-functions with total mass 0 defined in (3), the first eigenvalue κ 1 is strictly positive.
For the cubes Ω = (0, 1) n these eigenfunctions are given by all possible products of the formψ k1 (
, and ordering these eigenvalues gives the sequence κ k from above. The case of arbitrary rectangular domains can be treated similarly.
In either case, the specific form of the eigenfunctions allows us to easily deduce the following properties. There exists a positive constant C such that for all k ∈ N and arbitrary i, j = 1, . . . , n we have
As for the asymptotic growth of the eigenvalues κ k one can show that
While the ψ k are orthonormalized with respect to the L 2 (Ω)-norm, our main phase space is given by the Hilbert space X 1/2 with norm · * . If we define
then the set ϕ k , k ∈ N, is a complete orthonormal set in this latter Hilbert space.
The dominating subspace.
To close this section, we add a few remarks about the dominating subspace X + ε defined in (8) . This definition, together with (5) and (6) , implies that an eigenfunction ψ k is contained in the dominating subspace if and only if (20) (18) and (20) we have that
The fact that the dimension of the dominating subspace X + ε increases as ε → 0 is one of the crucial factors in obtaining an accurate description of the patterns observed during spinodal decomposition. See Maier-Paape, Wanner [28] . On the other hand, it is also responsible for the dimension-dependent worst-case behavior in the results of [34] , as we will demonstrate in Section 4.1.
Maximum norms of random sums
In this section we establish technical results on random sums of C(Ω)-functions, which will be needed in Section 4.1. Throughout this section, Ω ⊂ R n denotes a bounded domain. The results are based on previous work by Aurich et al. [2] and Kahane [26] . In Section 3.1 we extend their studies by obtaining uniform bounds on certain time-dependent random sums. Section 3.2 contains auxiliary results which give lower bounds on the nodal domain sizes of functions in the dominating subspace X + ε defined in (8).
3.1. Random time-dependent sums. Throughout this section, we consider the following situation.
Definition 3.1. Let Ω ⊂ R
n be an open and bounded domain, and let {w 1 , . . . , w N } be a finite set of C(Ω)-functions. We assume that the constant M 1 is such that
In addition, let c 1 , . . . , c N be arbitrary real numbers, and let µ 1 , . . . , µ N be nonnegative real numbers. For some T > 0 we consider functions of the form
Finally, let Ω T = [0, T ] × Ω and define
The main result of this section provides a sharp upper bound on the L ∞ (Ω T )-norm of time-dependent functions w as defined in (23) . For this, we need to make sure that the set M(w) defined in (24) cannot be too small. This is addressed in the following assumption. For our application to the Cahn-Hilliard equation we verify its validity in Section 3.2. 
where vol denotes -dimensional Lebesgue measure. 
Proof. Since each random variable a k is normally distributed with mean 0 and variance 1 we obtain for every τ ∈ R and k = 1, . . . , N that the expected value E of the random variable e τ a k satisfies
see for example Bauer [5] . Now let α ∈ R be arbitrary and let k ∈ {1, . . . , N}.
Then for all t ∈ [0, T ] and x ∈ Ω we have due to µ k ≥ 0 that
and the independence of the a k 's furnishes
where M 1 was defined in Definition 3.1. From now on, we assume α ≥ 0. Then for any t ∈ [0, T ] the estimate (25) implies
which furnishes the inequality
Notice that in the above estimates, both the set M(w) and the norm w L ∞ (ΩT ) depend on ω. For any * > /2 the last inequality can be rewritten as
Since for any random variable ξ and any α ≥ 0 one has
, we obtain
1/2 this finally yields (27) , and the proof of the lemma is complete.
The above lemma could easily be generalized. Similar to the results in Aurich et al. [2] and Kahane [26] , it suffices to assume that the random variables a i are independent and subnormally distributed. However, for our purposes the above formulation is more adequate.
The following result combines Lemma 3.3 with the weak law of large numbers to relate the maximum norm of the function w to the standard Euclidean norm of the coefficient vector (a 1 , . . . , a N ) be independent random variables over a common probability space (F, F , P) which are all normally distributed with mean 0 and variance 1. We consider again random functions of the form (26) . Then there exists a set F 0 ∈ F satisfying
such that for every ω ∈ F 0 and all t ∈ [0, T ] we have
Proof. According to the distribution assumptions on the independent random variables a n we have E(|a| 2 ) = E(a [5, §4] . The weak law of large numbers, in the form of Chebyshev's inequality, then furnishes
and therefore we have
Now let F 0 ∈ F consist of all those ω ∈ F for which both |a(ω)| > N/2 and
Due to (29) and Lemma 3.3 we have P(F 0 ) ≥ 1 − 1/ * − 8/N , which completes the proof of the proposition.
We are finally in a position to prove our main result on the maximum norms of random sums. The formulation below replaces the random, normally distributed coefficients by vectors chosen from a sphere in R N . It shows that for most of these vectors, with respect to the uniform measure on the sphere, sharp estimates on the maximum norm can be obtained. This formulation is exactly what is needed for our application to spinodal decomposition in Section 4. 
Theorem 3.5. Assume the situation of Definition 3.1, let be as in Assumption 3.2, and for
then we have
Proof. The result follows immediately from Proposition 3.4. One just has to recall two facts. First of all, if (28) holds for some coefficient vector (a 1 , . . . , a N ), then it also holds for any multiple of that coefficient vector. Secondly, if a 1 , . . . , a N are independent random variables over a common probability space (F, F , P) such that all of them are normally distributed with mean 0 and variance 1, then the mapping
maps the measure P to the Haar measure m R on S R . This last statement follows easily from the properties of Gaussian measures as described in Bauer [5, §30] , in combination with the uniqueness of the Haar measure m R on S R established in Cohn [12, Chapter 9] . See also Muirhead [30, Section 1.5]. Thus, the set S * can be chosen as the image of the set F 0 from Proposition 3.4 under this mapping.
3.2.
A lower bound on the nodal domain size. In this section we establish the validity of Assumption 3.2 for a large class of functions of the form (23) . We begin with an abstract result, which is then used later to cover the special cases necessary for our applications to the Cahn-Hilliard equation in Section 4. The abstract result provides a bound on the constant in (25) 
In order to simplify notation we write ∇w
k L ∞ (Ω) instead of |∇w k | L ∞ (Ω) . Fir = N −1 · 8 · vol n (Ω) · M 2 1 M 2 3 + M 2 2 −1/2 satisfies r ≤ min{r C ,
T }. Let w be any function of the form (23). Then we have
where the set M(w) was defined in (24) , and vol denotes -dimensional Lebesgue measure.
Proof. The orthonormality of the w k 's furnishes (w(0, ·), w k ) L 2 (Ω) = c k , and therefore we obtain for every k = 1, . . . , N the estimate
as well as
where the gradient ∇ = ∇ x is taken with respect to x only. Together these estimates yield
. Fix an interval I * ⊂ [0, T ] of length r which contains t * , and let C * ⊂ Ω denote a cone with vertex x * which is congruent to (r/r C ) · C. Then for all (t, x) ∈ I * × C * we have
This implies I * × C * ⊂ M(w), and noting that vol n+1 (I * × C * ) = r · (r/r C ) n · vol n (C) completes the proof of the lemma.
Remark 3.8. The statement of this lemma could easily be improved, even though this is not necessary for our applications. If the assumption r ≤ min{r C , T } is not satisfied, let r * = min{r, r C } and T * = min{r, T }. Then (31) can be replaced by the estimate vol
The following corollary establishes the asymptotic behavior of the constant in (25) for our applications to transient pattern formation in the Cahn-Hilliard equation. For this we need to consider one-parameter families which are contained in the dominating subspace X + ε defined in (8) . Recall that in Section 2.4 we showed that there are constants N 1,ε , N 2,ε ∈ N with N 1,ε ≤ N 2,ε such that (21) holds. Using this notation, we obtain the following result. 
. . , c N2,ε ∈ R be arbitrary, and consider the one-parameter family
Then we have
where Ω T = [0, T ] × Ω, the set M(w) was defined in (24) , and vol denotesdimensional Lebesgue measure.
Proof. The first estimate (33) follows easily from the previous result if we note that according to Section 2.3, M 1 can be chosen constant and M 2 proportional to ε −1 . In addition, (32) implies that M 3 is proportional to ε −2 . Since N equals the dimension of the dominating subspace X + ε , it is proportional to ε −n due to (22) . Lemma 3.7 now implies (33) .
As for the estimates for the partial derivatives of w we note that the set of those functions ∂ψ k /∂x i , which are not identically zero, still forms an orthogonal set in L 2 (Ω); the only difference is that one of the cosine factors is replaced by a scalar multiple of the sine. After normalizing these functions and adjusting the coefficients c k , we can choose the constants necessary for Lemma 3.7 as above, and (34) follows.
The above result is the main reason for considering only rectangular domains for the case of the Cahn-Hilliard equation. While the validity of (33) can be established easily for more general domains, the estimates (34) for the partial derivatives of the eigenfunctions cannot be obtained by the above method -the partial derivatives are in general no longer an orthogonal set in L 2 (Ω). Once this problem can be resolved, our results could be generalized immediately.
Application to transient pattern formation
In this main section of the paper, we apply the abstract results on maximum norms of random sums to transient pattern formation in the nonlinear Cahn-Hilliard equation. We assume the setting described in Section 2.
Sharp bounds on the nonlinearity.
This section is devoted to obtaining sharp estimates on the nonlinearity of the Cahn-Hilliard equation. Our approach is based on the one by Sander and Wanner [34] , and therefore we briefly describe their results. Assuming (A3) from Section 2.1, the main result of [34] establishes bounds on the nonlinearity F of the Cahn-Hilliard equation in certain cones. Consider the dominating subspace X + ε defined in (8) , and let X − ε denote its orthogonal complement in X 1/2 . For any δ > 0, define the cone
The following result was proved in [34] .
Lemma 4.1 (Lemma 3.3 in [34]).
Assume that (A1) and (A3) are satisfied, and let F be defined as in (15) . Let δ o > 0 be arbitrary, and set
Then there exist ε-independent constants M 1 , M 2 > 0 such that for every ε ∈ (0, 1) and every function u ∈ K ε,δε with u
This result was the crucial ingredient for improving the spinodal decomposition results by Maier-Paape and Wanner [28, 29] . It states that close to the dominating subspace X + ε , the nonlinearity remains extremely small, even at large distances from the homogeneous equilibrium. Central for establishing Lemma 4.1 is an estimate which relates the L ∞ (Ω)-norm of functions in X + ε to their X 1/2 -norm. More precisely, it is shown in [34] 
ε . Any improvement of this estimate would translate directly into an improvement of Lemma 4.1, and therefore also of the order of the maximal radius in Theorem 1.1.
As we already indicated in the Introduction, such an improvement is impossible. Consider for example the case Ω = (0, 1) n , which was described in Section 2.3. In this situation the eigenfunctions of the negative Laplacian are given by products of cosines. Furthermore, an eigenfunction ψ k is contained in the dominating subspace X + ε of (8) 
Since for every k ∈ N the eigenfunction ψ k is the product of n functions of the form (17), its function value at the origin equals its L ∞ (Ω)-norm, which is given by 2
, and together with (20) and (22) readily implies the existence of two ε-independent constants c 1 and c 2 such that
This estimate proves the optimality of (36) for Ω = (0, 1) n , and it is not hard to show that for the functions defined in (37) the nonlinearity estimate in Lemma 4.1 cannot be improved either. Finally, recall that the numerical simulations presented in Figure 3 already indicated the optimality of the main result of [34] .
In order to explain why for most randomly selected initial conditions linear behavior determines the dynamics for much further, we therefore have to restrict our attention to a suitable subset of the cone K ε,δε considered in Lemma 4.1. The goal of such a study must be the explanation of the orders suggested by the simulations in Figure 2 -and this is the subject of the current section.
As a first step towards obtaining an improved estimate on the nonlinearity F we have to study the temporal evolution of the L ∞ (Ω)-norm of certain solutions (and their gradients) of the linearized Cahn-Hilliard equation (2) . It was mentioned in Section 2.2 that A ε generates an analytic semigroup S ε (t), t ≥ 0, on X. The unique solution of (2) originating at v o is given by the formula v(t) = S ε (t)v o , with explicit representation (16) . We are particularly interested in solutions of (2) for which v o is contained in the dominating subspace X + ε . The next lemma is the key for obtaining our sharp nonlinearity estimates. 
where we write
Proof. It suffices to construct a subset G 
(a) is automatically satisfied, and the validity of (b) for arbitrary r > 0 follows easily. Furthermore, since we are considering the evolution of a linear semigroup, the estimates in (c) remain valid for arbitrary v
The set G + ε,1 is constructed using the results on maximum norms of random sums derived in Section 3. We begin by establishing the first estimate (38). According to the definition of the dominating subspace X + ε and (5) there exist integers N 1,ε ≤ N 2,ε such that (21) holds. Now choose {w 1 , . . . , w N } in Definition 3.1 as {ϕ N1,ε , . . . , ϕ N2,ε }, where ϕ k was defined in (19) . Due to (22), we obtain that N = N 2,ε − N 1,ε + 1 is bounded above by C · ε −n . Moreover, the constant M 1 in Definition 3.1 is bounded above by C · ε 2 due to (19) and (20) . For c N1,ε , . . . , c N2,ε ∈ R we consider functions of the form N1,ε , . . . , c N2,ε )|, and the factors λ max ε − λ k,ε in the exponents of the exponential terms are bounded by C · ε −2 . Now we have gathered everything to employ the results of Section 3. Corollary 3.9 implies that in Theorem 3.5 can be chosen as C · ε (n+1)(n+2) . If we now apply Theorem 3.5 with R = 1 and
As for (39), we apply the above reasoning to the partial derivatives of S ε (t)v 
k ; see Section 2.3. Theorem 3.5 furnishes the validity of (39) on a set N
we then have both (38) and (39) for all v
. In order to complete the proof we only have to establish (40). Recall that we can write v
Due to the involved boundary conditions for (13) , the explicit representation of the semigroup given in (16) , and (19), we obtain with integration by parts the identity
According to (20) the eigenvalue κ N1,ε is bounded below by C · ε −2 . This furnishes
Together with (39) the last estimate yields
* . This completes the proof of (40). denotes the ball of radius R centered at 0, then we have for all sufficiently small 
is any continuous function satisfying both
Proof. Due to Sobolev's embedding theorem there exists a constant C which depends only on the domain Ω such that
Together with (38), (42), and Lemma 2.1 we therefore obtain for all t ∈ [0, T * ] the estimate
According to Adams [1] we also have the Sobolev embedding H 2 (Ω) → W 1,4 (Ω), i.e., there exists a constant C which depends only on the domain Ω such that
Together with (40), (42), and Lemma 2.1 we now obtain for all t ∈ [0,
Furthermore, (42) furnishes for all t ∈ [0, T * ] and all sufficiently small ε > 0 the estimate (44) and (45) finally imply for all t ∈ [0, T * ] the inequality
Combining this with (46) furnishes the desired estimate (43).
If we compare the above proposition with Lemma 4.1, the improvement is evident. The multiplicative constant in the estimate (43) no longer depends on the dimension n of Ω. Especially for n = 3 the new factor is orders of magnitude smaller than the old one. Notice however that we are forced to obtain the estimate for complete solution pieces, due to the nature of the results in Section 3. If we would only prove an exact analogue to Lemma 4.1, it would be far from obvious whether for arbitrary t > 0 the function v + (t) still satisfies the sharp L ∞ (Ω)-bounds. The functional-analytic setting described in Section 2 showed that we study the semiflow of the nonlinear Cahn-Hilliard equation (13) in the Hilbert space X 1/2 . Thus, we need to be able to deduce (41) in Proposition 4.4 from knowledge of the size of u(t) with respect to the norm · * . It was mentioned in the above proof that Sobolev's embedding theorem implies
Unfortunately, this estimate is not sufficient for our applications. Rather we have to employ the following lemma, which relaxes the necessary condition on u(t) * considerably. 
Proof. We can assume without loss of generality that ε < 1, and one can easily verify that
Together with (48) and δ * ∈ (0, 1) this furnishes
and therefore v
Combining this estimate with (47) and the lower bound on the growth of v + (t) * provided by Lemma 2.1 yields
Finally, this estimate, together with (44) from Proposition 4.4 (which is still valid under the assumptions of this lemma), furnishes for all t ∈ [0, T * ] the inequality
and with M = (C 1 /C) γo /2 the lemma follows.
4.2.
The later stages of spinodal decomposition. In this section we improve the main result of Sander and Wanner [34] , which was stated without any technical details in Theorem 1.1. One of the omitted details concerned the precise notion of closeness of u o to the dominating subspace X + ε . In order for Theorem 1.1 to hold, the initial condition u o has to be contained in a cone K ε,δε as in (35) , where
Only then is it possible to apply Lemma 4.1, which lies at the heart of proving Theorem 1.1.
The family of examples w ε constructed in Section 4.1 showed that any improvement of the crucial estimates in [34] has to be accompanied by a further restriction on the initial conditions u o . For this, we introduce the following definition. 
where K ε,δ was defined in (35) .
The sets G ε,δ consist of all functions in the cone K ε,δ whose orthogonal projection onto the dominating subspace is contained in the set G + ε . They constitute the collection of all "good" initial conditions u o , i.e., of all initial conditions for which we can improve Theorem 1.1. Recall that according to Remark 4.3, in a measuretheoretic sense the set G + ε is a large subset of the dominating subspace X + ε . Definition 4.6, Lemma 2.1, and Proposition 4.4 are all we need to obtain our main result. The proof is based on similar results by Sander and Wanner [34] . In order to keep the presentation as simple as possible, we formulate the result directly for the Cahn-Hilliard equation. It can easily be adapted to the more general case of evolution equations in X α -spaces. This will be indicated briefly in the last section. 
and for all t ∈ [0, T o ] we have
Proof. Choose a constant 0 < γ o < 1 such that both
are satisfied. The second of these estimates allows us to choose a constant D 1 > 0 such that for all sufficiently small ε > 0 we have 
(Notice that according to (50), the right-hand side of (56) is strictly larger than u o * .) It is straightforward to verify that for D 2 ≤ M/2, where M denotes the constant from Lemma 4.5, our definition of D and (54) imply
as long as ε is sufficiently small; in fact, ε < 1 suffices due to (49). The choice of u o furnishes with (49) and 
,
In other words, for the classical Cahn-Hilliard nonlinearity f (u) = u − u 3 and total mass µ = 0, the theorem predicts an L ∞ (Ω)-order of roughly ε 1+ , where > 0 is arbitrarily small. Furthermore, by choosing suitable nonlinearities, we can push this order as close as we want to an ε-independent constant.
Conclusions
The results of this paper explain spinodal decomposition up to distances from the homogeneous equilibrium which considerably improve previous results due to Maier-Paape and Wanner [28, 29] and Sander and Wanner [34] . The level of improvement increases with the dimension of the domain, and we end up with dimension-independent results for the first time. Moreover, our results manage to close the gap between analytical methods and numerical simulations by explaining why the optimal results of [34] are not observed in practice.
Despite establishing optimal results, several open questions remain. Ultimately, one is interested in obtaining an estimate for the size of u when the relative distance between u and v reaches an ε-independent small threshold. Numerical simulations indicate an order of ε −2 in both one and two space dimensions. Based on the results of this paper we expect the same order in three dimensions as well. While we can basically achieve this order for specific nonlinearities, the classic case remains open. We are confident that it is possible to extend our methods to also cover these last stages of the decomposition process, by allowing for larger relative distances in Proposition 4.4. This would of course yield weaker forms of the estimate (43), but an iterative application of the methods of Theorem 4.7 will allow us to employ these towards extending the maximal radius. In addition, it is not immediately clear that most solutions originating near the homogeneous equilibrium end up in the set G ε,δε at the end of the first decomposition stage studied in [28, 29] . Also this question can probably be settled by the iterative application of our main techniques mentioned before. These results will be presented elsewhere.
Although we presented our results only for the case of spinodal decomposition in the Cahn-Hilliard equation, applications to other transient pattern formation phenomena are possible. Garcke, Maier-Paape, and Weikard [21] recently considered spinodal decomposition in the presence of elasticity by adapting the results of [28, 29] . In their situation, the linearization of the problem changes, but the nonlinearity remains basically unchanged -allowing for a direct application of our results. In addition, our results can be carried over to the situation of pattern formation in parabolic systems caused by Turing instabilities [19, 31, 36] . In a recent paper, Sander and Wanner [35] demonstrated that the results of [28, 29, 34] can be adapted to this new situation -and using their techniques it is possible to apply the results of this paper as well. This will also be presented elsewhere.
