Abstract: Rapid construction of electric power systems leads to a large increase in quantities of network nodes and data, complicating network reconstruction issue significantly. However, the traditional serial algorithms can not reach a satisfactory computation speed; while some proposed parallel algorithms prior are only applicable to specialized cluster. In this paper, we propose a parallel algorithm of distribution network reconstruction conducted on cost-effective Hadoop cluster. Our algorithm complies with Map-Reduce distributed computing framework. It can process the data of each network node in parallel, thus accelerating power flow calculation. Moreover, our algorithm combines depth-first and breath-first principles together in branch traversals, which substantially improves the probability in finding the optimal solution. Feasibility and effectiveness of the proposed algorithm are verified on a Hadoop cluster.
Introduction
In recent years, with the attention to the environment, there is a growing hope to reduce the loss of power in the transmission, distribution, and other processes. Distribution network reconfiguration is an important means to achieve the above objectives in distribution system operation and control. However, due to the rapid development of power systems, power networks become more and more complexes, the amount of data needs to be calculated surge. The traditional serial algorithm has been increasingly unable to meet people's requirements , looking for good parallel method become the new goal. It is generally believed that cloud computing [1] is a large-scale distributed computing model based on the Internet, which is developed by Distributed Computing, Parallel Computing and Grid Computing. Cloud computing platform based on a machine cluster composed by a large number of cheap PCs , to improve the cost-effective when parallel computing big data. Therefore, using the cloud computing platform to research a parallel network reconstruction algorithm has great significance. At first, the serial algorithm [2, 3] is used to realize the distribution network reconfiguration, such as "Mathematical Optimization Theory Algorithm", "Switch Exchange Algorithm" and "Artificial Intelligence Algorithm", etc. With the increasing amount of data, a growing number of people began to study the parallel network reconstruction algorithm and published in the article, for example, "Distribution Network Reconfiguration Based on Parallel Tabu Search Algorithm", "Application of Undirected Spanning Tree-based Parallel Genetic Algorithm", "Parallel Genetic Computation for CIM-based Distribution Network Reconfiguration". However, overall, there is little research on parallel computing for distribution network reconfiguration. According to the characteristics of a radial distribution network, this paper draws lessons from the relevant knowledge of depth-first traversal and breadth-first traversal，obtains a feasible network topology by this method which based on the random spanning tree search. After that, Newton -topology network, Job1 is the foundation of Job2. Job2 is to select a group of branch networks, which is suitable for distribution network reconfiguration and determine its rationality, When selecting the branch, the node number is the order， first of all, we choose a branch connected node 1, then select a branch connected node 2, and so on. The purpose of Job3 is that obtain the nodal admittance matrix. According to the characteristics of the node admittance matrix, we use the MapReduce framework for parallel computing. In the map phase, we take the output data of the key as the line, and parallel compute the value of each row in the reduce phase, if the data is sequentially output in the number of rows, it is a complete node admittance matrix. Job4 iterative compute the node voltage and then calculate the net loss. Since the Jacobian matrix can be block processing, we can divide the matrix with two rows, and calculate the H, N, G and L in parallel. We run from job1 to job4 just to get a net loss, if it is a serial program, We need repeatedly cycle procedures, compare their losses, take the minimum. The algorithm of this article based on the Hadoop platform, we can parallel process the overall program which is from job1 to job4，compare net losses after we get all. It can greatly improve the running speed. c 2 = a 2 + b 2 (1)
Select A Feasible Network Topology
Selecting a feasible network topology, that is, to choose a set of branches, this new network, which is composed of them, is still radiate, does not include any loop, and should contain all nodes, Branch =Node-1。
To understand the overall state of the network, we first have to number the branches and nodes， The following diagram show the network topology.
Above is a single feeder six node distribution network, the dotted line indicates link breach. then, we can get the following network topology serial number.
As the newly formed network still be asked radially and containing all the nodes, the traditional depth-first or breath-first traversal is that select a branch first, then, choose the next connected it. The process of generating a new network is shown in Figure 3 [9] . Assume that the load of a branch is always at the end of the branch, it is not easy to determine which node is the end one during the program run , that will cause difficulties for next Newton -Ralph power flow calculation.
In this paper, we can adjust the order after selecting these branches. Now we should search all branches that are connected to each node. As shown in The advantage of this method is that the order of the branch is in complete agreement with the sequence of node number. The first selected breach's end node is number one; the second is number two, and so on. It facilitates the subsequent programming calculation.
Job2's work is mainly to select a set of feasible branches, and to determine whether there is a loop, the flow chart is as follows. Step 1: Select the first branch.
Step 2: Random choose one from the next branch group, after, judge whether it has been selected before, if not, carry on with next step, otherwise, re-select one.
Step 3: Determine whether the selected branch group exists loop， if not, carry on with next step, otherwise, return to step 2.
Step 4: Determine whether the next branch group contains one that has never been selected, If not, return to step 1, otherwise, carry on with next step.
Step 5: Repeat steps 2 and 3 until all nodes are traversed. Branch =Node-1.
Through Job1 and Job2, we select a set of feasible network branches and get its all data, then pass it to the next Job.
Parallel Computing Node Admittance Matrix
As we all know, if we use Newton-Raphson algorithm [10] [11] [12] [13] for power flow calculation, we must know the nodal admittance matrix of network structure. The task of Job3 is to compute it in parallel.
By using the data of Table 1 , we can get branch resistance and branch reactance, and then solve out the conductance and the susceptance. We set the former as the real part of the mutual admittance, and the latter as the imaginary part . Due to the data required by power flow calculations is too much, we need to adjust the output file format of job3, the format as shown in Table 2 : Table 2 The format of Job3's output file
We assume that
N is the node number, OP is the active load, and OQ is the reactive load, G represents a real part of the N-th row node admittance matrix, B is the imaginary part, e indicates the real part of all node voltages, and f is the imaginary part, DP as the correction amount of active load, DQ for the reactive load correction, L is the number of nodes.
The procedure that parallel compute Jacobian matrix in map stage is as follows:
（1）Setting the initial value of each node voltage is 
∑
In the formula, P is active load, Q for reactive load, z is the node number.
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Map1
Map2 ： （3）Introducing the node injection current
（4）Computing Jacobian matrix elements: H、N、G、L. In the reduce phase we need to take the inverse of Jacobian matrix, and calculate the variation of each node voltage， finally get the new value of the node voltage. The formula is as follows: Because it is a single Job iteration, the iterative code written in the main function, so we set Job5 iterate the program of the Job4 .
Example Implementation And Result Analysis
Example Introduction
In this paper, we use the distribution network of IEEE69 nodes [15, 16] as experimental example 1, its topological structure is shown in figure. 8. Rated Voltage is 12.66kV, Power Reference: 100MVA, Voltage Reference: 12.66kV. We assume that each branch has a switch, the solid line represents a connected branch in the initial state, the dotted line is the branch which is disconnected.
Experimental example 2 come from the literature [17] , it contains 118 nodes, the number of contact branches is 15. Due to the network node number is not continuous, does not apply to our program, the number of branch、first node and end node all require rearranging.
The input data of the test system is kept in Text file according to the format of The number of map and reduce in parallel computing is shown in the following table: 
Results and discussion
The input data is actual value, to facilitate the calculation, we need to convert branch resistance, branch reactance, active load and reactive load into Per-unit value(P.u.).
( )
. . ?
actual value Per unit value P u base value − = 
Conclusion
The example results show that, the proposed parallel algorithm in this paper can effectively reduce the net loss of distribution network, there is little difference with the result of other methods , it proves the feasibility and effectiveness of this algorithm. When the network contains more nodes and the data is larger, the algorithm's advantage is more obvious. In addition, because of the low cost of the cluster, it is possible to make the commercial promotion. 4 . Conclusions
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