This paper studies caching in (K + L − 1) × K partially connected wireless linear networks, where each of the K receivers locally communicates with L out of the K +L−1 transmitters, and caches are at all nodes. The goal is to design caching and delivery schemes to reduce the transmission latency, by using normalized delivery time (NDT) as the performance metric. For small transmitter cache size (any L transmitters can collectively store the database just once), we propose a cyclic caching strategy so that each of every L consecutive transmitters caches a distinct part of each file; the delivery strategy exploits coded multicasting and interference alignment by introducing virtual receivers. The obtained NDT is within a multiplicative gap of 2 to the optimum in the entire cache size region, and optimal in certain region. For large transmitter cache size (any L transmitters can collectively store the database for multiple copies), we propose a modified caching strategy so that every bit is repeatedly cached at consecutive transmitters; the delivery strategy exploits self-interference cancellation and interference neutralization. By combining these schemes, the NDT is optimal in a larger region. We also extend our results to linear networks with heterogeneous receiver connectivity and partially connected circular networks.
file partition for cache placement and then coded multicast transmission simultaneously useful for multiple user requests.
While coded caching is originally proposed for ideal errorfree shared links with receiver caches, its extension to wireless interference networks with fading has been studied in [5] [6] [7] [8] [9] [10] . Specifically, the authors in [5] first studied a 3 × 3 interference channel with caches only at the transmitter side. They showed that transmitter caches can turn the interference channel into more favorable channels including X channel and broadcast channel by proper file splitting and placement strategies, thereby obtaining higher degrees of freedom (DoF) of the channel. Follow-up works have extended [5] to the network with caches at both transmitter and receiver sides. The authors in [6] characterized the upper and lower bounds of the normalized delivery time (NDT) of a general interference network with arbitrary number of transmitters, arbitrary number of receivers, and at any feasible cache size region (feasible in the sense of collectively storing the entire content library). This work reveals that joint transmit/receive coded caching can turn the interference network into a new class of channels, namely, cooperative X-multicast channels. The achievable NDT of the network can thus be minimized by optimizing the combination of interference alignment gain [11] , interference neutralization gain [12] , coded multicasting gain [4] , as well as receiver local caching gain at different cache sizes. In [7] , by separating the physical layer and the network layer, the authors obtained an order-optimal approximation of system DoF through interference alignment. The authors in [8] and [9] analyzed the standard sum DoF, by a one-shot linear interference neutralization scheme and by a combination of interference alignment, zeroforcing and interference cancellation techniques, respectively. The authors in [10] extended the study in [6] to the multiinput multi-output (MIMO) interference network where each node is equipped with multiple antennas. It is found that the MIMO multiplexing gain and the caching gain are cumulative. Coded caching has also been extended in cloud-aided wireless interference networks, e.g., [13] [14] [15] [16] , often referred to as fog radio access networks (Fog-RANs), to reduce the overall content delivery latency.
Note that all the above information-theoretic studies on cache-aided interference networks in [5] [6] [7] [8] [9] [10] assumed a fully connected network topology, where all the transmitters can communicate with all the receivers over independent and identically distributed (i.i.d.) fading channels. In practical wireless networks, considering the path loss resulting from radio propagation and signal attenuation due to blocking objects, some links are inevitably weaker than others. This scenario is typically modeled as partially connected network 0090-6778 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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in the literature, where each receiver can only communicate with a subset of transmitters. With partial connectivity, each receiver incurs less interference but also can access smaller cumulative transmitter cache size. It is thus of both theoretical and practical importance to investigate the impact of caching in partially connected interference networks. The works [17] [18] [19] [20] studied caching in combination networks, a class of networks defined in [21] for network coding, where a single server is connected to K n receivers through a layer of K relay nodes, such that each receiver is connected to a unique subset of n relay nodes. Such networks, though exhibiting partial connectivity, are far from practical wireless interference networks as each connection link is dedicated and error-free. The authors in [22] , [23] considered a cloud-aided 2 × 2 network with edge caching, where the connectivity is modeled as Z-connectivity. Specifically, the authors in [22] , [23] used an on-off interference channel and a linear deterministic model, respectively, to characterize the channel between the edges and the receivers. Both works obtained the optimal delivery time per bit of the considered network models by exploiting self-interference cancellation and interference neutralization. These schemes however cannot be extended to a general partially connected network with arbitrary number of nodes. The authors in [24] considered a given but arbitrarily partially connected network with transmitter caches where the transmitters have no access to channel state information (CSI) beyond the network connectivity. They formulated a joint file placement and delivery optimization problem without informationtheoretical optimality analysis. The most related work to our considered partially connected wireless interference networks is [25] . It considered the Wyner's network model where each cache-aided receiver is connected to two or three nearby transmitters circularly and each transmitter has no cache but can only access the files desired by its connected receivers. By using self-interference cancellation facilitated by receiver caches and local cooperation across transmitters connecting common receivers, the authors obtained an achievable ratememory tradeoff which is optimal in certain cache size region.
In this paper, we study cache-aided partially connected linear interference networks, where there are K linearly aligned receivers, K + L − 1 linearly aligned transmitters, and each receiver is locally connected to a subset of L consecutive transmitters. This network model can be viewed as an extension of the Wyner's model in [25] , [26] . It can well model many practical communication systems such as highway roadside communications and railway wayside communications. Our goal is to find the minimum achievable NDT of this network with partial connectivity and cache sizes as key network parameters. We also aim to shed light on cache-aided interference management techniques in more practical wireless interference networks. While part of this work is presented in [1] , the main contribution of this work is given as follows.
• First, we propose a basic caching and delivery scheme for small transmitter cache size, where the accumulated cache size at every set of L transmitters is just enough to collectively store the entire database (i.e. Lμ T = 1 with μ T being the fraction of the database that each transmitter can cache locally). A cyclic caching (CC) strategy is proposed at both the transmitter and receiver sides based on pure file partition that takes the partial linear connectivity into account. Each of every L consecutive transmitters caches a distinct part of each file, and the entire database is recoverable by combining the cached content of every L consecutive transmitters.
In the delivery phase, by introducing virtual receivers, we exploit both coded multicasting gain and interference alignment gain. By using memory sharing between the considered case, i.e., μ T = 1 L , and the trivial case where each receiver can cache the entire database, we obtain an achievable NDT in the entire feasible cache size region Lμ T +μ R ≥ 1, with μ R being the fraction of the database that each receiver can cache locally. This NDT is proved to be within a multiplicative gap of 2 to the informationtheoretic optimum in the entire cache size region, and exactly optimal when μ R ≥ max{1 − μ T , L−1 L }. • Second, we propose an enhanced scheme for large transmitter cache size where the accumulated cache at every set of L transmitters can collectively store the entire database for p ≥ 2 times (i.e., Lμ T = p). The proposed caching strategy of this enhanced scheme builds upon the previous CC strategy, referred to as modified CC strategy, so that every p consecutive transmitters cache a common part of each file. In the delivery phase, by utilizing the overlapped transmitter cache content, we achieve the combined gain of selfinterference cancellation and interference neutralization. This enhanced scheme at large transmitter cache size in conjunction with the basic scheme at small transmitter cache size allows us to obtain a lower achievable NDT which is exactly optimal when μ T + μ R ≥ 1. • Finally, we extend our results to other partially connected networks. Our results are directly applicable to circular networks when L is a divisor of K. We also extend our basic scheme to linear networks with heterogeneous receiver connectivity, and obtain an achievable NDT within a bounded multiplicative gap to the optimum. The main novelty of our proposed achievable schemes lies on the appropriate combination of several interference management techniques, namely, interference alignment, interference neutralization, self-interference cancellation, as well as coded multicasting, facilitated by proper caching strategies. These techniques are previously well investigated in fully connected interference networks as summarized in [16] , but are not clearly understood in partially connected networks. The related work [25] only achieved self-interference cancellation gained by receiver caches and only allowed local cooperation across transmitters connecting common receivers due to the lack of transmitter cache.
The analytical findings in our work reveal several insights on caching in partially connected linear networks:
• Transmitter cooperation via interference neutralization (facilitated by our proposed modified CC strategy) can achieve the optimal NDT as long as the one transmitter and one receiver together can collectively store the entire database, i.e. μ T + μ R ≥ 1, though it cannot reduce NDT by more that a constant factor of 2.
• Pure file splitting is globally optimal when μ T + μ R ≥ 1, and inter-file or intra-file coding can only improve NDT within a constant factor of 2 when μ T + μ R < 1. • Numerical results show that when the receiver connectivity L increases, our achievable NDT slightly decreases if μ R < 1 − μ T , and remains fixed if μ R = 0 or μ R ≥ 1−μ T . This implies that, when the connectivity increases, the positive impact of having more transmitter cooperation or coordination slightly prevails the negative impact of more interferences received at each receiver if 0 < μ R < 1 − μ T , and offsets the negative impact otherwise. After the prior conference publication of this work [1] , the works [27] [28] [29] studied the similar problem of cache-aided partially connected wireless networks. Specifically, the authors in [27] studied caching in the network with random connectivity. A caching strategy using maximum distance separable (MDS) coding was proposed, and both successive and parallel transmissions were adopted. We shall compare our results with [27] in Section IV-D. The authors in [28] studied receiver caching in a cloud-aided partially connected interference network where the partial connectivity is similar to that in combination networks but with channel fading. They obtained the achievable NDT for L = 2 and arbitrary μ R , and for arbitrary L when μ R is sufficiently large. The authors in [29] studied caching in a hexagonal cellular network where each user is only able to receive signals from its three neighboring base stations. By using a randomized caching strategy and a oneshot linear delivery strategy [8] , they obtained an achievable per-cell DoF which is within a constant gap to the optimum.
The rest of this paper is organized as follows. Section II introduces our system model and performance metric. Section III presents the basic scheme and its achievable NDT. Section IV presents the enhanced scheme and the achievable NDT by combining the two schemes. Section V extends our results to the circular networks and the linear networks with heterogeneous receiver connectivity. Finally, Section VI concludes this paper.
Notations: [K] denotes the set {1, 2, . . . , K}, and [J : K] denotes the set {J, J +1, . . . , K −1, K} for J < K. CN (0, 1) denotes the Gaussian distribution with zero mean and unit variance. P ≺ Q denotes that the linear space spanned by the column vectors of matrix P is a subspace of the one spanned by the column vectors of matrix Q.
II. SYSTEM MODEL

A. Network Model
We consider a (K + L − 1) × K partially connected linear interference network, where there are K + L − 1 linearly aligned transmitters, indexed by {0, 1, . . . , K + L − 2}, K linearly aligned receivers, indexed by {0, 1, . . . , K − 1}, and each receiver i is connected to L consecutive transmitters {i, i + 1, . . . , i + L − 1}, with L ≤ K. Here, L is referred to as receiver connectivity. Fig. 1(a) shows an example of the linear network with K = 4 and L = 3. Let T i [i : i + L − 1], for i ∈ [0 : K − 1], denote the set of transmitters connected to receiver i, and let R j [j :
, denote the set of receivers connected to transmitter j. Note that while |T i | = L, |R j | ≤ L. Each node is equipped with a cache memory of finite size, and has single antenna. The communication at each time slot t over this network is modeled by
where Y i (t) ∈ C denotes the received signal at receiver i ∈ [0 : K − 1], X j (t) ∈ C denotes the transmitted signal at transmitter j, h i,j (t) ∈ C denotes the channel coefficient from transmitter j to receiver i which is i.i.d. for different i, j, and t, following some continuous distribution, and Z i (t) denotes the noise at receiver i distributed as CN (0, 1). At each time slot t, all the transmitters estimate their local CSI and aggregate them at a central controller. The central controller uses the current global CSI to design the precoding coefficient of each transmitted symbol for each transmitter at this time slot. When each receiver receives all its signals at all time slots, the central controller then computes the receive combining matrix for each receiver based on all the precoding coefficients and all the channel realizations during the transmission.
This network model is an extension of the K × K partially connected interference network in [30] , where there are L − 1 more transmitters to maintain the constant connectivity of L for all receivers. A constant receiver connectivity and the linear network topology are crucial in this work to make the cacheaided interference management tractable.
This network model is also highly correlated to the K × K partially connected circular interference network where each receiver i is connected to L circulant transmitters denoted as T c i [i : i + L − 1] mod K. Specifically, if we merge each of the first L − 1 transmitters with each of the last L − 1 transmitters, i.e., j and K + j, for j ∈ [0 : L − 2], in the linear network, then the merged node (j, K + j) can be equivalent to transmitter j in the circular network. This is because the connected receiver set of transmitter j in the circular network, denoted as R c j [j − L + 1 : j] mod K, is the same as the union of the connected receiver sets of transmitters j and K +j in the linear network, i.e., R c j = R j ∪ R K+j . The original channel coefficients h i,j (i ∈ R j ) and h i,K+j (i ∈ R K+j ) can thus be viewed as the channel coefficients h i,j (i ∈ R c j ) in the circular network. Fig. 1(b) shows the resulting 4 × 4 circular network by merging transmitter pairs (0, 4) and (1, 5) in Fig. 1 (a) into transmitters 0 and 1, respectively.
While this paper mainly focuses on the constant receiver connectivity, we will also extend our results to the linear network with heterogeneous receiver connectivity, where each
In this paper, we will first study the original linear network in Section III and IV, and then extend our analysis to the circular network and the heterogeneous linear network in Section V.
B. Caching and Delivery Model
Consider a database consisting of N files (N ≥ K), denoted by {W 0 , W 1 · · · , W N −1 }, each of size F bits. Each transmitter and receiver can cache at most μ T N F bits and μ R N F bits from the database, respectively, where μ T ∈ [0, 1] and μ R ∈ [0, 1] are the normalized cache sizes at each transmitter and receiver, respectively.
The system operates in two phases, a cache placement phase and a content delivery phase. In the cache placement phase, each transmitter j designs a caching function φ j to map the database into its cached content U j , where U j is a binary sequence of length no more than μ T N F bits. Likewise, each receiver i designs a caching function ψ i to map the database into a binary sequence of length no more than μ R N F bits, denoted by V i . The caching functions
i=0 are designed without the knowledge of future receiver demands, nor the instantaneous channel conditions in the delivery phase. But they need to know the network connection topology. These caching functions in general can allow for arbitrary coding within or across the files. However, the proposed achievable schemes in this paper only consider file splitting without coding. Note that since each receiver is locally connected to L transmitters, the cache sizes should satisfy Lμ T N F + μ R N F ≥ N F , or equivalently, Lμ T + μ R ≥ 1, in order to meet the future receiver demands, similar to [6] .
In the delivery phase, each receiver i requests a file W di , for d i ∈ [0 : N −1]. 1 We denote d (d i ) K−1 i=0 as the demand vector. Each transmitter j has an encoding function Λ j to map its cached content U j , receiver demand d, and network-wide
where T is the length of the codeword. Each codeword (X j [t]) T t=1 has an average transmit power constraint P . Each receiver i has a decoding function
, channel realization H, and demand d. The worst-case error probability is defined as P max d max i P(Ŵ di = W di ). A caching and delivery scheme, consisting of a sequence of caching and coding functions S
Throughout this paper, we focus on integer-point cache size pair
to present our achievable caching and delivery schemes. These integerpoint cache size pairs mean that the cumulative cache sizes at every set of L transmitters and every set of L receivers are both integers. The achievable scheme for the general cache size pair in the feasible region Lμ T + μ R ≥ 1 can be obtained by memory sharing between these integer-point cache size pairs. To avoid the trivial case with μ R = 1 so that each receiver can store the entire database, we exclude the case with q = L.
C. Performance Metric
Similar to [6] , [9] , [10] , [13] [14] [15] [16] , [27] , [28] , we adopt normalized delivery time (NDT) as the performance metric.
Definition 1: The NDT for a given feasible caching and coding scheme is defined as
Moreover, the optimal NDT is defined as
The NDT is first defined in [13] to capture the worst-case latency needed to serve any possible user demand d, normalized by the required time to transmit a single file in a point-to-point baseline channel, in the high signal-to-noise ratio (SNR) regime. For a given feasible caching and delivery scheme, the NDT can be computed by counting the actual amount of information bits delivered to a receiver and the transmission rate to that receiver. Specifically, let RF denote the number of information bits delivered to each receiver at a transmission rate of d · log P + o(log P ) in the high SNR regime, where d is the per-user DoF. Then, by Definition 1, NDT can be computed as τ = R/d.
III. BASIC ACHIEVABLE SCHEME FOR SMALL TRANSMITTER CACHE SIZE
In this section, we propose a novel caching and delivery scheme at
, where the accumulated cache size at the L connected transmitters of each receiver is just enough to collectively store the entire database. Since this scheme is still applicable when μ T > 1/L by ignoring the redundant transmitter cache size, it is also referred to as the basic scheme in this paper. We will propose an enhanced scheme for μ T > 1/L to fully exploit transmitter cache and obtain a lower NDT in the next section.
A. CC Strategy for μ T = 1/L
To take into account the partial connectivity, we propose a CC strategy with period of L. Specifically, we split each file W n , for n ∈ [0 :
n,Q is cached at receiver set {i : (i mod L) ∈ Q} and transmitter set {j : (j mod L) = ζ}. By doing so, the cached contents at the transmitters with indices congruent modulo L are repeated, and so are the cached contents at the receivers with indices congruent modulo L. The CC strategy ensures that each receiver can access the entire database through its connected L consecutive transmitters.
By the CC strategy, each receiver i
bits, it is easy to verify that each receiver and each transmitter cache q L N F and 1 L N F bits in total, respectively, which satisfy the cache size constraints.
B. Content Delivery Exploiting Coded Multicasting and Interference Alignment
We consider the worst-case scenario where each receiver requests a distinct file. When two or more receivers request a same file, the proposed delivery strategy can still be applied by treating the requests as different files. Without loss of generality, we assume that receiver i desires file W i , for i ∈ [0 : K − 1]. Given its local cache, receiver i only needs subfiles:
In the following, we introduce a virtual-receiver assisted delivery scheme that can exploit both coded multicasting and interference alignment. We first use the 6 × 4 network with L = 3 (see Fig. 1 (a)) when (μ T = 1 3 , μ R = 1 3 ) as an example to present our delivery scheme in detail, and then proceed to the general algorithm.
By the CC strategy, each receiver already caches 3 subfiles of its requested file, and desires the rest 6 subfiles. We list these subfiles in Table I . We expand the network by introducing 4 virtual receivers {−2, −1, 4, 5} as shown in Fig. 2 , so that each transmitter is connected to L = 3 consecutive receivers. These virtual receivers have local caches and follow the same CC strategy as actual receivers. Specifically, receiver −2 and 4 cache the same subfiles as in receiver 1, since −2 ≡ 4 ≡ 1 (mod 3), receiver −1 and 5 cache the same subfiles as in receiver 2, since −1 ≡ 5 ≡ 2 (mod 3). Note that these virtual receivers do not actually send any content request. But for notation convenience, we let each virtual receiver i, for i ∈ {−2, 1, 4, 5}, send a request to a virtual file W i , with all-zero elements. By such network expansion, each subfile desired by an actual receiver is always cached in one (virtual) receiver that connects to the same transmitter as this actual receiver. Coded multicasting gain via XOR combining can thus be exploited among these two receivers. Specifically, transmitter j, for j ∈ [0 : 5], can generate coded messages
Here, we use W {i1,i2} Txj to denote the coded message sent by transmitter j and needed by receiver group {i 1 , i 2 } (if the receiver is a virtual one, it does not really need to decode the coded message.) Fig. 2 shows the flow of all coded messages in this example. Note that transmitter 0 and 5 only have two coded messages to send, because the virtual receiver groups {−2, −1} and {4, 5} do not request any actual files.
By coded multicasting, the network is converted to an expanded partially connected X-multicast channel with multicast size of 2, where every set of two receivers (should include at least one actual receiver) forms a multicast group, and desires a common message from any of the transmitters connected to both of them. Each actual receiver desires six messages. Receiver 0 and 3 observe two undesired messages, and receiver 1 and 2 observe three undesired messages. We aim to adopt asymptotic interference alignment to align the undesired messages in a same subspace at each receiver. Specifically, we use a T n = 6n 6 + (n + 1) 6 -symbol extension, with n ∈ Z + . Note that the symbol extension can be done in either time domain or frequency domain. We focus on the time domain in this paper, but our scheme is also directly applicable to the frequency domain if the channel coefficients are frequency-selective. Hence, the channel between transmitter j and receiver i
where I 0 , I 1 , I 2 , I 3 are four T n × (n + 1) 6 matrices. Condition (1) implies that, for each receiver, the received beamforming vectors of all its undesired messages are aligned together in a subspace with (n + 1) 6 dimensions. For example at receiver 0, the received beamforming vectors of W 
T n ], since the channel matrices {H i,j } are all diagonal. Thus, the required CSI for the design of transmit beamforming vectors is causal. Given that each transmitter has n 6 beamforming vectors of each of its transmitted messages, and each beamforming vector has T n entries, the beamforming vector design for transmitters in this example has a computational complexity of O(n 12 ). By using this scheme, Fig. 3 shows the signal space of receiver 0 as an example. After receiving all signals in T n -symbol extension, the undesired messages are aligned together at (n + 1) 6 dimensions, and each receiver can decode its six desired messages, each taking up n 6 dimensions, by constructing a T n × T n receive combining matrix with computational complexity of O(n 18 ), as given in Appendix A. The required CSI for the design of receive combining matrices is also causal. Hence, a per-user DoF of 6n 6 6n 6 +(n+1) 6 is achieved. By letting n → ∞, a per-user DoF of 6 7 is achieved. Since each receiver desires six messages, each with 1 9 F bits, the achievable NDT in the 6 × 4 linear network when
can be computed, by Remark 1, as τ = 6×1/9 6/7 = 7 9 . Now, we proceed to consider the delivery strategy in the general (K + L − 1) × K partially connected linear network. Following Example 1, to ensure that each transmitter is connected to L receivers, we introduce 2L−2 virtual receivers to transform the network into the expanded partially connected linear interference network. Each virtual receiver adopts the same CC strategy as an actual receiver, but does not send any content request. In the expanded network, each subfile desired by one actual receiver is cached in q (virtual) receivers connecting to the same transmitter as this actual receiver. Coded multicasting gain via XOR combining can thus be exploited among these q + 1 receivers. The detailed generation of the expanded network and coded multicast messages is shown in Algorithm 1.
Based on Algorithm 1, the network topology is converted into the expanded partially connected X-multicast channel with multicast size q + 1, where each transmitter j has an independent coded message W R Txj intended for the actual receivers in multicast group R satisfying R ⊆ R e j , R ∩ [0 : K − 1] = ∅, and |R| = q + 1. By using a novel scheme based on asymptotic interference alignment, the DoF of this channel is given in the following lemma, whose proof is in Appendix A.
Lemma 1: The achievable per-user DoF of the expanded (K + L − 1) × K partially connected X-multicast channel with receiver connectivity L and multicast size q + 1 is
(2)
Sketch of the proof : The main idea of the achievable scheme is first to divide all multicast messages into L q+1 sets according to their intended receiver multicast groups. Then design beamforming vectors of each set to align the messages from this set in a same subspace at each undesired receiver by using asymptotic interference alignment. The per-user DoF in (2) appears the same as the per-user DoF of an L × L fully connected X-multicast channel with muticast size q + 1 in [7, Theorem 2]. This is because by our proposed interference alignment technique, each actual receiver in the expanded partially connected X-multicast channel sees an equivalent L×L fully connected X-multicast channel, independent of K. Our proof is similar to [7] , but the message grouping for alignment is different. In our work, the messages in each set are intended for different receivers and not all transmitters have messages to send in each set, while in [7] , all the messages in each set are intended for the same receivers and each transmitter has exactly one message in each set.
Remark 2: The purpose of introducing virtual receivers during the delivery phase is two-fold. The first is to unify the notation of coded messages in line 6 of Algorithm 1. The second is to convert the channel during the delivery phase into an expanded partially connected X-multicast channel, for which the DoF analysis is more tractable. The virtual receivers however do not affect the actual DoF results of the original unexpanded network, since they do not send any content request, neither intend to decode any message.
Since each receiver desires 
C. Achievable NDT and Discussions
As mentioned before, the proposed basic scheme is also applicable when μ T ≥ 1/L. Then, the achievable NDT for the entire cache size region in the partially connected linear interference network is formally given in the following theorem.
Theorem 1 (Achievable NDT-1 for linear network): For the cache-aided (K + L − 1) × K partially connected linear interference network, an achievable NDT-1 is given by
For general feasible cache size pair (μ T , μ R ) satisfying Lμ T + μ R ≥ 1, the achievable NDT-1 is given by the lower convex envelope of these points and the trivial points τ (μ T ≥ 0, μ R = 1) = 0 using memory sharing.
To better understand the behavior of this scheme, we decompose (4) into two components:
The expression in (5) suggests that this scheme exploits the receiver local caching gain of (1 − μ R ) and a combined coded multicasting and interference alignment gain of
Though the proposed basic scheme focuses on μ T = 1 L and ignores the redundant transmitter cache size when μ T > 1 L , the achievable NDT-1 in Theorem 1 is still within a constant multiplicative gap to the optimum in the entire cache size region, and even optimal in certain cache size regions. These are formally stated in the following theorems.
Theorem 2 (Multiplicative Gap): For the considered network, the multiplicative gap between the achievable NDT-1 and the optimal NDT is less than 2, i.e., τA1 τ * < 2. Theorem 3 (Optimality): For the considered network,
The proof of Theorem 2 is given in Appendix B, while the proof of Theorem 3 is similar to Appendix B, by comparing the achievable NDT-1 using memory sharing between (μ T = 1 L , μ R = L−1 L ) and (μ T = 0, μ R = 1) to the lower bound (19) in Appendix B, and thus neglected. There is an intuitive explanation for Theorem 3. At (μ T = 1 L , μ R = L−1 L ), each subfile desired by one actual receiver is cached at L − 1 (virtual) receivers connected to the same transmitter as this receiver, and each transmitter thus can use bit-wise XOR to generate a coded message intended for all of its connected actual receivers. As a result, each actual receiver sees an equivalent ideal single-user interference-free channel, and can obtain an optimal NDT of τ * = 1 L . At (μ T = 0, μ R = 1), each receiver can cache the entire database, yielding the optimal NDT of τ * = 0. Thus, by using memory sharing between these two cache size pairs, each receiver still sees an ideal singleuser interference-free channel, and can obtain the optimal NDT of τ * = 1 − μ R .
Remark 3 (Impact of Transmitter Cooperation): In the basic scheme, each transmitter only caches 1 L N F bits and does not fully utilize its cache storage when μ T > 1 L . Fig. 4 . Multiplicative gap between the achievable NDT in Theorem 1 and the lower bound (19) in Appendix B.
Therefore, transmitter cooperation is not fully exploited.
Hence, Theorem 2 implies that transmitter cooperation cannot provide any gain more than a constant factor of 2, similar to [7, Section III-1] in the fully connected networks. Fig. 4 plots the multiplicative gap between the achievable NDT-1 and the lower bound (19) in Appendix B. If μ R ≥ max{1−μ T , L−1 L }, the gap is 1 since the achievable NDT-1 is optimal as shown in Theorem 3. If μ R < max{1 − μ T , L−1 L }, the gap is a decreasing function of μ R , and is close to 1 when μ R is large, e.g., it is less than 6 5 when
. This is because when μ R is large, by using the interference alignment technique in Appendix A, most dimensions of the received signal space at each receiver are occupied by its desired messages, hence the per-user DoF is close to 1. Thus, the achievable NDT approaches the lower bound (19) , and the multiplicative gap is close to 1. Fig. 4 further implies that the reduction of NDT is very limited by exploiting transmitter cooperation when μ R is large.
Remark 4 (Computational Complexity of the Basic Scheme:) In the cache placement phase, the computational complexity mainly comes from the file partition overhead, and partitioning one file into n subfiles has a complexity of O(n). Since we split each file into L L q subfiles, the computational complexity of our CC strategy is given by O(N L q+1 ). In the content delivery phase, the complexity mainly comes from the transmit beamforming vector design for transmitters and the receive combining matrix design for receivers. As shown in Appendix A, each transmitter needs n (K+L−1)(L−q−1) beamforming vectors of each of its transmitted messages in T n -symbol extension with n ∈ Z + and T n defined in Appendix A, and the beamforming vectors are given in (15) . The complexity of the transmit beamforming vector design is given by O(K 2 L 2q+3 n 2(K+L−1)(L−q−1) ). After receiving all signals in T n -symbol extension, the receive combining matrix for each receiver i is given by A −1 i , where A i is the T n × T n matrix defined in Appendix A. Thus, the complexity of the receive combining matrix design comes from the inverse operation of A i for all i ∈ [0 : K − 1], and is given by O(KL 3q+3 n 3(K+L−1)(L−q−1) ).
IV. ENHANCED ACHIEVABLE SCHEME FOR LARGE TRANSMITTER CACHE SIZE
In this section, we present an enhanced caching and delivery scheme at
q ∈ [0 : L − 1] to fully utilize the transmitter cache and exploit interference neutralization gain opportunistically through transmitter cooperation in the delivery phase. Then, by combining this scheme and the basic scheme in Section III, we obtain a lower achievable NDT which is exactly optimal in a larger cache size region.
A. Modified CC Strategy for μ T = p/L with p ≥ 2
At integer point cache size pair (μ T = p/L, μ R = q/L) with p ∈ [2 : L], q ∈ [0 : L − 1], following Section III-A, a natural way is to split each file into L p L q subfiles, each cached at a distinct set of p transmitters and q receivers out of any L consecutive transmitters and receivers, respectively. However, this may bring significant challenge for the interference management in the delivery phase. Instead, we propose a modified CC strategy that only splits each file into L q (L − q) subfiles and consequently considerably reduces the complexity in the delivery phase.
More specifically, we first split each file W n , for n ∈ [0 :
This modified CC strategy is similar to the one in Section III-A at receivers in that every q out of any L consecutive receivers cache common subfiles of each file, but differs at transmitters and cannot degenerate to the latter even when p = 1. Here, each subfile is repeatedly cached at p consecutive transmitters in order to enable transmitter cooperation in the delivery phase.
By the modified CC strategy, each receiver i caches 
bits, it is easy to verify that each receiver and each transmitter cache q L N F and p L N F bits in total, respectively, meaning that all the caches are fully filled.
B. Content Delivery Exploiting Self-Interference Cancellation and Interference Neutralization
Similar to Section III-B, we still assume that receiver i desires file W i , for i ∈ [0 : K − 1], without loss of generality. Given local caches, each receiver i only needs subfiles
The delivery scheme in this section differs from that in Section III-B. It does not need virtual receivers, and it can exploit interference neutralization rather than interference alignment by making use of the overlapped cache contents at neighboring transmitters. In the following, we first use the 6 × 4 network when (μ T = 2 3 , μ R = 1 3 ) as an example to present our delivery scheme, and then proceed to the general scheme.
Example 2 (6 × 4 Network With Connectivity L = 3 When (μ T = 2 3 , μ R = 1 3 )): By the modified CC strategy, each receiver already caches 2 subfiles, and only needs the rest 4 subfiles. We list these subfiles in Table II .
We use a 4-symbol extension to transmit subfiles in Table II . Denote x ζu i,Q as the transmitted symbol of subfile W ζu i,Q . At each time slot t, denote v ζu,j i,Q (t) as the precoding coefficient of x ζu i,Q at transmitter j which caches W ζu i,Q , and column vector v ζu i,Q (t) as the 6 × 1 cooperative beamforming vector of x ζu i,Q by combining the precoding coefficients from all the 6 transmitters together. Note that for those transmitters not caching W ζu i,Q , their corresponding entries in v ζu i,Q (t) are 0. For example, the beamforming vector of x 0 2,{1} at each time slot t is v 0 2,{1} (t)= 0, v 0,1 2,{1} (t), v 0,2 2,{1} (t), 0, v 0,4 2,{1} (t), v 0,5 2,{1} (t) . Then, the received signals at 4 receivers at each time slot t, for t ∈ [4] , are given by (6) , as shown at the bottom of this page. The goal is to design the beamforming vector of each symbol so as to eliminate interference at undesired receivers at all 4 time slots. Here, we use v 0 2,{1} (t) as an example to illustrate the generation of these vectors. Since x 0 2,{1} is desired by receiver 2 and unwanted by receivers 0,1,3, the precoding coefficients
for t ∈ [4] . Note that receiver 1 can cancel x 0 2,{1} directly using its local cache since it has cached it. One solution of (7) is
h0,1(t) , 1, 0, 0, 0 at each time slot t, where α 0 2,{1} (t) follows some continuous distribution. Note that transmitter 1, though not connected to receiver 2, still needs to transmit x 0 2,{1} so as to neutralize it at receiver 0. In general, the transmission of subfiles desired by receivers not connected to that transmitter is a key method of the enhanced scheme and a key difference from the basic scheme and [25] . By designing v 0 2,{1} (t), symbol x 0 2,{1} can be received by receiver 2 without causing interference to other receivers. Similarly, we can design the beamforming vectors of other symbols to eliminate interferences at unwanted receivers, and each receiver only receives its desired symbols at all 4 time slots. An interference-free transmission is thus created for all receivers. Fig. 5 shows the received subfiles and neutralized subfiles of receiver 2 as an example. By canceling cached subfiles using local cache, the signal space of receiver 2 is only occupied by its 4 desired subfiles which can be decoded in 4-symbol extension. Thus, a per-user DoF of 1 is achieved.
Since each receiver desires 4 subfiles, each with F 6 bits, the achievable NDT is given by τ = 4×1/6 1 = 2 3 . Now we proceed to the general (K + L − 1) × K partially connected linear network. We first consider the case when p + q ≥ L. We use a L−1 q (L − q)-symbol extension to transmit subfiles, where L−1 q (L − q) is also the number of subfiles desired by each receiver. Similar to Example 2, denote x ζu i,Q as the transmitted symbol of subfile W ζu i,Q . At each time slot t, denote v ζu,j i,Q (t) as the precoding coefficient of x ζu i,Q at transmitter j which caches W ζu i,Q , and column vector v ζu i,Q (t) as the (K + L − 1) × 1 cooperative beamforming vector of x ζu i,Q by combining the precoding coefficients from all the K +L−1 transmitters together. Note that for those transmitters not caching W ζu i,Q , their corresponding entries in v ζu i,Q (t) are 0. At each time slot t, for t ∈ [ L−1 q (L−q)], the received signals at all receivers are given by
where y(t) ∈ C K×1 denotes the received signals at all receivers, and H(t) is the K × (K + L − 1) channel matrix between all transmitters and receivers. Note that each symbol x ζu i,Q is desired by receiver i, and unwanted by the rest K − 1 receivers. Among these K − 1 receivers, q out of any L consecutive receivers have cached W ζu i,Q , and can cancel x ζu i,Q directly. Thus, we only need to design the beamforming vector v ζu i,Q (t) to neutralize x ζu i,Q at the rest unwanted receivers, and guarantee that x ζu i,Q can be received and decoded successfully by receiver i. The detailed design of the vectors is given in Appendix C. The main idea is that, for each x ζu i,Q , we first design the precoding coefficients at p consecutive cached transmitters [j :
, we then design the precoding coefficients at the previous p consecutive cached transmitters [j − L : j + p − L − 1] to neutralize x ζu i,Q at them. Iteratively, each symbol will be neutralized at all unwanted and uncached receivers. Thus, each receiver only receives its L−1 q (L − q) desired symbols, and an interference-free transmission is created for all receivers. Also by designing an i.i.d. multiplicative factor α ζu i,Q (t) for each v ζu i,Q (t) similar to Example 2, each receiver can successfully decode its desired symbols in L−1 q (L − q)-symbol extension, and a per-user DoF of 1 is achieved when p + q ≥ L.
Remark 5: Note that coded multicasting is not adopted in the above delivery scheme. Instead, self-interference cancellation is used. This is because if we generate coded messages, each message will be desired by q +1 receivers, but will cause interference to the rest K − q − 1 receivers since this message is not cached at any of them. On the other hand, if we directly transmit each subfile, it is already cached at q out of any L consecutive receivers, hence causes interference to much less receivers. As a result, compared to coded multicasting, this method can create the interference-free transmission for more receivers. Now let us consider the case when p + q < L. When p + q < L, it is easy to verify that each symbol cannot be canceled or neutralized at all unwanted receivers. To tackle this problem, we split the transmission process into L p+q stages in time such that a distinct set of p + q out of any L consecutive receivers are selected in each stage to be active and need to receive signals from transmitters, while the rest L − p − q receivers do not intend to receive any signal. We aim to create the interference-free transmission for these active receivers in each stage. We represent each stage by a unique combination tuple (r 1 , r 2 , . . . , r p+q ), with r i ∈ [0 : L−1] and sorted as 0 ≤ r 1 <. . .<r p+q ≤ L − 1. In each stage = (r 1 , r 2 , . . . , r p+q ), receivers {i : (i mod L) ∈ } are active, while the rest receivers do not need to receive or decode any signal. We split each subfile W ζu i,Q into L−q−1 p−1 equal-sized mini-files, denoted by {W ζu i,Q, : ⊂ [0 : L − 1], ⊇ ({i mod L} ∪ Q), || = p+q}. Each mini-file W ζu i,Q, is delivered in stage , and each active receiver desires p+q−1 q (L−q) mini-files in each stage. In each stage , each mini-file W ζu i,Q, is cached at q out of any p + q adjacent active receivers (since Q ⊂ ), and can be neutralized at the rest undesired active receivers by transmitter cooperation, similar to the previous case when p+q = L. The transmission strategy when p+q ≥ L can be directly applied here, and each active receiver can achieve a per-user DoF of 1.
Since each receiver is active in L−1 p+q−1 stages, the per-user DoF of
= p+q L is achieved in the entire delivery phase. Combining two cases when p+q ≥ L and when p + q < L, the per-user DoF of min{p+q,L} L is achievable. Since each receiver desires L−1 q (L − q) subfiles, each with
F bits, the achievable NDT at integer-point cache size pair
Remark 6 (Computational complexity of the enhanced scheme): In the cache placement phase, since we split each file into (L−q) L q subfiles, the computational complexity is given by O(N L q+1 ). In the content delivery phase, the transmit beamforming vector of each subfile at each time slot is determined by solving a linear equation as in Appendix C, and the overall computational complexity is given by
Similar to the basic scheme, the computational complexity of the receive combining matrix design comes from the inverse operation of square matrices, and is given by O(KL 3q+3 ) when p + q ≥ L and O(KL p+q+2 (p + q) 3q ) when p + q < L.
C. Achievable NDT by Combining the Two Schemes
Combining the enhanced scheme for large transmitter cache size and the basic scheme for small transmitter cache size in Section III, we obtain a lower achievable NDT given as follows.
Theorem 4 (Achievable NDT-2 for linear network): For the cache-aided (K + L − 1) × K partially connected linear interference network, an achievable NDT-2 is given by
For general feasible cache size pair (μ T , μ R ) satisfying Lμ T + μ R ≥ 1, the achievable NDT-2 is given by the lower convex envelope of these points and the trivial points τ (μ T ≥ 0, μ R = 1) = 0 using memory sharing. Similar to (5), we can rewrite (9) as τ = 1−μR min{μT +μR,1} when p ∈ [2 : L], q ∈ [0 : L − 1], which suggests that the enhanced scheme exploits the receiver local caching gain of (1 − μ R ), and a combined interference neutralization and selfinterference cancellation gain of 1 min{μT +μR,1} . In the latter gain, similar to [8] , μ T represents the contribution of interference neutralization gain, and μ R represents the contribution of self-interference cancellation gain. In the extreme case when μ T +μ R ≥ 1, further increasing μ T or μ R will not increase the gain future. The optimality of NDT-2 in Theorem 4 is stated in the following theorem.
Theorem 5 (Optimality): For the considered network,
The proof of Theorem 5 is similar to that of Theorem 2, by comparing the achievable NDT-2 using memory sharing between (μ T = 1, μ R = 0) and (μ T = 0, μ R = 1) to the lower bound in (19) in Appendix B, and thus neglected. Compared to Theorem 3, Theorem 5 shows that the enhanced scheme can achieve the optimal NDT in a larger cache size region than that in the basic scheme, with the expanded region being 1 − μ T ≤ μ R < L−1 L . This is because when 1 − μ T ≤ μ R < L−1 L , all the interferences can be eliminated at each receiver by using interference neutralization and self-interference cancellation. Thus, all the dimensions of the received signal space at each receiver are occupied by its desired messages, and we can achieve the optimal NDT of τ * = 1 − μ R . While our basic scheme for small transmitter cache size is similar to [7] in terms of exploiting coded multicasting and interference alignment, the major novelty of our work compared to [7] is on the exploitation of self-interference cancellation and interference neutralization in the enhanced scheme for large transmitter cache size, which are ignore in [7] .
Remark 7 (Impact of Coding in Cache Placement): Note that our proposed caching strategies only involve pure file splitting without any inter-file or intra-file coding. This implies that inter-file or intra-file coding have no benefits on reducing NDT when μ T + μ R ≥ 1, and can at most reduce NDT by two times in the rest cache size region. This result is related to the problem of multiple unicast sessions in network coding, since our considered receiver demands are multiple unicast. As shown in [31] , [32] , network coding can only provide a marginal gain for multiple unicast sessions, while the major benefit comes from multicasting. This explains why coded cache placement cannot reduce NDT by more than a constant factor in our system. Remark 8 (Impact of Receiver Connectivity): Note that our achievable NDT-2 in Theorem 4 is only related to the receiver connectivity L but not the receiver number K. This is because 1) in the basic scheme, each receiver sees an equivalent L × L fully connected X-multicast channel by our interference alignment technique; 2) in the enhanced scheme, we create the interference-free transmission for min{p + q, L} out of any L consecutive receivers. To find the impact of receiver connectivity L, we plot the achievable NDT-2 under different L with K = 10, μ T = 1 3 in Fig. 6 . It can be seen that the achievable NDTs for all the four different L's are the same and optimal when μ R ≥ 2 3 with τ * = 1 − μ R , as shown in Theorem 5. When 0 < μ R < 2 3 , Fig. 6 shows that the achievable NDT slightly decreases when L increases. This implies that when L increases, the positive impact of having more transmitter cooperation or coordination slightly prevails the negative impact of more interferences received at each receiver. In the extreme case when μ R = 0, the achievable NDT for all the four different L's are the same, i.e., τ = 5 3 , which implies that the gain of having more transmitter cooperation/coordination is completely offset by the loss due to more interferences.
D. Comparison With Other Works
In this subsection, we compare our achievable NDT-2 in Theorem 4 with [25] , [27] . The authors in [25] considered the Wyner's circular model with L = 2 or 3, and obtained the per-receiver rate-memory tradeoff. The authors in [27] considered a random network topology with caches at all transmitters and receivers, and studied both successive and parallel transmissions.
In Fig. 7 , we plot the achievable NDTs of our scheme and [25] with L = 3, since both NDTs are only related to L but not receiver number K, and the achievable NDT of [27] in the 6 × 4 linear network with L = 3, when μ T = 1 3 . Note that each transmitter in [25] can download all the desired files of its connected receivers from the database after the receiver request is revealed. Thus, it is natural that our achievable NDT is worse, though only slightly, than that in [25] when μ R is small. However, our achievable NDT is still close to it in the entire cache size region. As for [27] , the achievable NDT for parallel transmission is the best among all NDTs, because the messages are transmitted through dedicated links from transmitters to the connected receivers without interference. However, by using successive transmission, their achievable NDT is much worse since transmitters take turns to transmit messages to avoid interferences. The above results demonstrate that our proposed caching and delivery schemes are effective.
V. EXTENSION TO CIRCULAR NETWORKS AND HETEROGENEOUS LINEAR NETWORKS
A. Circular Networks
As mentioned in Section II-A, our partially connected linear interference network has strong connection with the circular interference network. Recall that if we merge transmitter pair (j, K + j), for j ∈ [0 : L − 2], in the (K + L − 1) × K linear network, we will arrive at a K × K circular network. To make the two network models completely identical, the cached contents on the merged node should remain the same as before merging. By the proposed caching strategies, the cached contents in the transmitter pair (j, K +j) of the linear network are identical when L is a divisor of K. Thus, under this condition, the achievable NDT-2 in Theorem 4 is directly applicable to the K ×K circular network.
In the special case when L = K, the circular network becomes the fully connected network. Then, the achievable per-user DoFs of 
B. Linear Networks With Heterogeneous Receiver Connectivity
Recall that each receiver i, for i ∈ [0 : K − 1], is connected to L i consecutive transmitters [i : i + L i − 1] in the heterogeneous linear network. Due to the heterogeneous receiver connectivity, our proposed schemes are not directly applicable to this network. In this subsection, we aim to adjust our basic scheme for this network by focusing on cache size
n,Q is cached at receiver set {i : i ∈ Q} and transmitter set {j : (j mod L m ) = ζ}. Note that this cache placement is cyclic at transmitters but not at receivers due to the heterogeneous receiver connectivity.
2) Content Delivery: We still assume that each receiver i desires file W i . Since each subfile desired by one receiver is already cached at q receivers, coded multicasting can be adopted similar to Section III-B. Specifically, each transmitter j generates the following coded messages
whereĵ = j mod L m and R h j denotes the set of receivers connected to transmitter j. Each message W R Txj in (10) is needed by receivers in R ∩ R h j . Note that for each receiver i and each receiver set R i, if L i > L m , then transmitters connected to receiver i and with indices congruent modulo L m transmit the same message intended for set R, i.e., W R
The transmission method of these messages is very similar to Appendix A, where the only difference lies on the message partition. Here, all the messages are divided into K q+1 message sets according to their intended receiver set R, i.e., message set W R , for R ⊆ [0 :
, R∩R h j = ∅} with K T being the number of transmitters in the network. Messages in the same set are aligned in a same subspace at undesired receivers. Due to page limit, the detailed transmission method is neglected here. For each receiver i, it can successfully decode its L m desired messages in each message set W R with R i, 2 while its undesired messages in each set W R with R i are aligned together. Hence, a per-user DoF
bits, the achievable NDT is given by τ =
3) Achievable NDT: The achievable NDT is formally stated in the following proposition.
Proposition 1 (Achievable NDT): For the cache-aided heterogeneous linear network as defined above, an achievable NDT is given by
with L m = min i∈[0:K−1] L i . For general feasible cache size pair (μ T , μ R ) satisfying L m μ T + μ R ≥ 1, the achievable NDT is given by the lower convex envelope of these points and the trivial points τ (μ T ≥ 0, μ R = 1) = 0 using memory sharing. Proposition 2: (Multiplicative Gap) For the heterogeneous linear network, the multiplicative gap between the achievable NDT in Proposition 1 and the optimal NDT is less than
. The proof of Proposition 2 is the same as that of Theorem 2, and thus neglected. By adjusting our basic scheme for this network model, the caching strategy, the transmit beamforming vector design, and the receive combining matrix design have a computational complexity of O(N K q ), O(K 2 T K 2q+2 n 2KT (K−q−1) ), and O(K 3q+1 n 3KT (K−q−1) ), respectively.
VI. CONCLUSION AND FUTURE DIRECTION
In this paper, we studied caching in partially connected linear networks. We first proposed a basic scheme where each of every L consecutive transmitters caches a distinct part of each file in the cache placement phase. In the delivery phase, by introducing virtual receivers, we exploited both coded multicasting gain and interference alignment gain. The achievable NDT is within a multiplicative gap of 2 to the optimum, and optimal when μ R ≥ max{1 − μ T , L−1 L }. To fully utilize the transmitter cache and hence obtain a lower NDT, we then proposed an enhanced scheme, where each subfile is cached repeatedly at p consecutive transmitters. By utilizing the overlapped transmitter cache, we can exploit both selfinterference cancellation gain and interference neutralization gain in the delivery phase. By combining these two schemes, the achievable NDT is optimal when μ T + μ R ≥ 1. Finally, we extended our schemes to the circular network when L divides K, and also extended our basic scheme to the linear network with heterogeneous receiver connectivity.
Among open problems, since our proposed schemes suffer from large computational complexity, how to design proper schemes with low complexity is an important research direction. In addition, given that this paper assumes a central controller to collect the global CSI, it is still of great importance to study achievable schemes when there is no central controller and only local CSI is available at transmitters and receivers.
APPENDIX A PROOF OF LEMMA 1
We divide all the messages into L q+1 message sets. Each message set is represented by a unique combination tuple (r 0 , r 1 , . . . , r q ), with r i ∈ [0 : L − 1] and sorted as 0 ≤ r 0 < . . . < r q ≤ L − 1. Messages in an arbitrary message set = (r 0 , r 1 , . . . , r q ) are given by
(12) From (12) , it can be seen that each transmitter has at most one message in each set. Messages in the same set will be aligned in a same subspace at undesired receivers. This interference management idea can also be found similarly in [7] , [11] , but differs in message partition scheme.
We use a T n = L L−1 q n ρ + L−1 q+1 (n + 1) ρ -symbol extension, with n ∈ Z + , ρ (K + L − 1)(L − q − 1), and the channel between transmitter j and receiver i (j ∈ T i ) becomes a T n × T n diagonal matrix H i,j whose diagonal entries h i,j (t) (1 ≤ t ≤ T n ) are i.i.d. following some continuous distribution. We encode each message W R Txj into a column vector of n ρ symbols
The received signal at an arbitrary actual receiver i, for i ∈ [0 : K − 1], is given by (neglecting the noise)
In (13), symbols {x R j,m } satisfying i / ∈ R are undesired by receiver i, and should be aligned. Specifically, symbols in the same set (12) are aligned together. Consider channel matrix set
for each message set . There are ρ matrices in H . Note that the channel matrices observed in virtual receivers from their connected transmitters are also assumed to be diagonal and independent with each other and the original channel matrix. The diagonal entries h i,j (t) (1 ≤ t ≤ T n ) of channel matrix between each virtual receiver and its connected transmitter are i.i.d. following some continuous distribution. Then, for each message W R Txj ∈ W , the beamforming vector v R j,m of each x R j,m is given by a unique vector in vector set
where b is a T n × 1 column vector [b (t)] 1≤t≤Tn whose entries are i.i.d. following some continuous distribution, and independent with other b for different . Then, we can rewrite (13) as The received beaforming vectors of desired messages of receiver i are given by the column vectors of the following T n × L L−1 q n ρ matrix:
The received beamforming vectors of undesired messages of receiver i lie in the linear space spanned by the vectors in V (n + 1) for satisfying (i mod L) / ∈ . This is equivalent to the linear space spanned by the column vectors of the following T n × L−1 q+1 (n + 1) ρ matrix: I i = [u] u∈V (n+1), and satisfies (i mod L) / ∈ .
We need to assure that the T n × T n matrix A i [D i I i ] is full rank almost surely. By using [11, Lemma 1], we only need to prove the entries in the same row of A i are different monomials. Consider an arbitrary t-th row of A i . It is obvious that entries of messages in different message sets differ in b (t). Then consider an arbitrary set . We first consider the set such that (i mod L) ∈ . In this set, each transmitter j ∈ T i has a message W R Txj ∈ W desired by receiver i. Since H i,j / ∈ H , entries of each W R Txj in this set have a unique term h i,j (t). Finally, consider an arbitrary W R Txj . Given the design in (15) , its corresponding entries are different monomials. Similar arguments can be applied to message sets satisfying (i mod L) / ∈ . Thus we proved that the entries in the same row of A i are different monomials. By [11, Lemma 1], we assure that A i is full rank almost surely. Then, the receive combining matrix for receiver i is given by A −1 i . Thus, receiver i can successfully decode its desired symbols by computing A −1 i y i , so as the other receivers.
Since each receiver decodes its L L−1 q desired messages, each encoded into n ρ symbols, in T n -symbol extension, we can achieve a per-user DoF of First, let us present a lower bound of the optimal NDT in the following lemma.
Lemma 2: For the (K + L − 1) × K linear network, the optimal NDT is lower bounded by
The proof is based on a cut-set argument, similar to [4] , and thus ignored. For any feasible cache size pair (μ T , μ R ), we can use memory sharing between (μ T = 0, μ R = 1) and (μ T = 1 L , μ R = 0) to obtain an achievable NDT. Specifically, we split each file into two subfiles. One has μ R F bits, and is cached at all receivers but none of the transmitters, as at (μ T = 0, μ R = 1), yielding τ 1 = 0. The other has (1 − μ R )F bits, and is cached and delivered by the basic scheme at (μ T = 1 L , μ R = 0), yielding τ 2 = 2L−1 L . By memory sharing, the corresponding achievable NDT is τ = (2L−1)(1−μR) L .
Comparing to (19) , we have τA1 τ * ≤ 2L−1 L < 2. Theorem 2 is proved.
APPENDIX C DESIGN OF BEAMFORMING VECTORS WHEN p + q ≥ L
We consider vector v ζu i0,Q (t) of an arbitrary symbol x ζu i0,Q at an arbitrary time slot t to illustrate the beamforming design. Note that x ζu i0,Q is desired by receiver i 0 , and available at transmitters {j : (j mod L) ∈ [ζ u +L−p : ζ u +L−1] mod L}. Define ζ i0 u i0−ζu L L + ζ u as the maximum number congruent with ζ u modulo L which is no larger than i 0 . Note that W ζu i0,Q is cached at transmitters [ζ i0 u + L − p : ζ i0 u + L − 1]
with ζ i0 u + L − 1 ∈ [i 0 : i 0 + L − 1]. We let these p transmitters deliver x ζu i0,Q to receiver i 0 , and neutralize it at the unwanted receivers [ζ i0 u : ζ i0 u + L − 1]\{i 0 }. The channel matrix between transmitters [ζ i0 u + L − p : ζ i0 u + L − 1] and receivers [ζ i0 u : ζ i0 u + L − 1] at each time slot t is given by (20) , as shown at the bottom of this page. It can be seen that the channel matrix of each symbol has the same form as in (20) by using the modified CC strategy, which largely reduces the complexity of precoding coefficient design in our scheme. Among these L receivers, q receivers already cache subfile W ζu i0,Q , and can cancel x ζu i0,Q using its local cache. Thus, we only need to design the precoding coefficients at transmitters [ζ i0 u + L − p : ζ i0 u + L − 1] to neutralize x ζu i0,Q at the rest L − q − 1 unwanted receivers, and ensure that the received factor of x ζu i0,Q is non-zero at the desired receiver i 0 . Given that these L−q receivers correspond to random L − q rows in H (t) is full row rank with probability one for arbitrary L − q rows. This is true since each channel coefficient is i.i.d. following some continuous distribution, and the diagonal entries of the matrix formed by arbitrary L − q rows and the last L − q columns are non-zero (which implies that the determinant of this (L − q)× (L − q) matrix is non-zero with probability one). Therefore, there always exists a vector ṽ ζu,ζ i 0 u +L−p i0,Q receivers [ζ i0 u + L : K − 1]. Therefore, symbol x ζu i0,Q is only received by its desired receiver i 0 , so as the other symbols. Thus, an interference-free transmission is created for each receiver.
Since each desired symbol x ζu i0,Q of each receiver i 0 has a unique factor α ζu i0,Q (t) for t ∈ [ L−1 q (L−q)], it is easy to see that the L−1 q (L−q)×1 received beamforming vector of each symbol by combining all time slots is linearly independent with each other. Thus, each receiver can decode its L−1 q (L−q) desired symbols in L−1 q (L−q)-symbol extension to achieve a per-user DoF of 1. His research interests include wireless caching, interference management, and distributed computing in wireless networks.
