I. INTRODUCTION
In project scheduling the term resources can be used to refer either to renewable resources or non-renewable resources. Referring to the fact that resources are always limited, the Resource-Constrained Project Scheduling Problem (RCPSP) has been intensively discussed in the literature [1] . RCPSP is mainly concerned with allocating the limited resources to the project activities taking into consideration the precedence constraints. However, in the practical life, most often there is a way to add more resources if the project's duration needs to be shortened. For example, a construction company with limited number of employees can hire or rent additional employees to expedite work. Based on this fact Resource Investment Problem (RIP) _as an extension to RCPSP_ has gained considerable attention.
RIP is concerned with finding the optimal resource combination to minimizing resource cost_. In contrary to RCPSP, RIP main objective is not to find the minimum project duration. It is worth to mention that RIP belongs to the family of scheduling problem which has proven to be NPhard, so heuristic algorithms are very commonly applied in solving such problems [10] .
The pervious literature in traditional RIP assumes that the resource cost is time-independent. i.e. the per unit availability cost of resource is fixed and not subject to the project duration [8] [9] . RIP assumes that the cost for each unit of resource is paid one time only no matter for how many unit of time it has been used. A simple example is procuring all the required resources for the project so the cost of the resource is paid only once. In fact this is not the case in real life, where resource cost is usually subject to time (project duration) for example the salaries of the staff, the rent of office or storage space and the rent of equipment are all paid monthly, weekly or even daily. So the need of extending RIP to consider time dependent resource cost is justifiable and practically relevant.
In this paper, the concept of resource availability cost will be extended to discuss time-dependent resource cost (i.e. the cost per unit of resource will be replaced by the cost per unit of resource per unit of time) to consider the project makespan effect in resource cost. This concept has not been tackled earlier in the literature. The new problem will be named Resource Investment Problem with TimeDependent Resource Cost (RIP-TDRC)
It is worth to mention that this problem differs from Resource Renting Problem (RRP), since the later starts from a given schedule and aims to find optimal renting policy that minimize the resource cost [2] , whereas the objective in our problem is to find a schedule that yields the optimal sum of resource cost and tardiness cost.
Traditional project scheduling assumes that the parameters of the project schedule are deterministic and not subject to change during the project execution stage. However, this is not the case in actual practice. Generally, project managers have to work in an environment full of uncertainties. Construction projects for example are subject to continues disruptions caused by accidents, resource breakdowns, worker absenteeism, bad weather conditions, unreliable deliveries of materials...etc. So, the baseline schedules prepared at the beginning of the project will rarely remain feasible in practice [3] [4] .
The robust schedule is the schedule which is invulnerable to little variation in activity durations caused by the above stated uncertainties [5] . Such robust schedules that meet other project constraints help to provide solutions for executing the projects under uncertainties and to avoid project rescheduling during the project life time.
The main objective of this paper is to find a robust feasible solution to the Resource Investment Problem with Time-Dependent Resource Cost (RIP-TDRC).
II. METHODOLOGY
To define RIP-TDRC we assume the graph G represents the activity-on-node (AoN) representation of project scheduling networks, graph G is acyclic. Let , , where V = ∪ 0 , 1 and A= {1,…n} is the set of n actual activities (vertices) (activities 0 and n+1 are dummy activities represent the start and end of the project). E is the set of precedence relations between activities (edges). There are m renewable resources (k =1….m) ∈ R (set of renewable resources). The duration of activity i is units of time. During this time period a constant amount of units of resource k is occupied (assigned to activity i). The project due date is ∆ . Preemption is not allowed and all activities has single execution mode.
The problem is to find a schedule and the required resources (constant from the start to the end of the project) that minimize the total time-dependent resource availability cost (K) of the project, while the precedence and resource constraints are satisfied.
The resource investment cost K found by multiplying the number of units required of each type of resource k ( ) by the availability cost per unit of resource k per unit of time Ĉ by the project completion time Ɵ . As follows:
In addition to the Resource Cost, Tardiness cost T represents the cost incurred due to late project completion from the predefined due date ∆, may be added to the problem objective. Such cost could represent a penalty, liquidated damages or any other cost which could incur due to the project delay.
Where π is the amount of cost incurred for each time unit of delay. Now we can write the total project cost (Z) as follows
RIP: The deterministic problem version
To solve the deterministic version of RIP-TDRC the RCPSP formulation of (Pritsker, Watters, & P.Wolfe, 1969) [6] was used as the base for our problem formulation. The objective function was modified to suite RIP-TDRC and additional constraints where added to make the formulation valid.
Subject to the following constraints
where , , is a binary decision variable equals to 1 if activity i starts at time unit t and 0 where else. Ɵ and Ɵ are the maximum and minimum project completion time respectively. H is the scheduling horizon starts a t =0 to Ɵ . Constraints (6) and (7) are the precedence constraints and resource constraints respectively. Constraints (8) and 11 impose non-preemption of the project activities. Since stands for the earliest start time for activity i, and is the latest possible start time activity i. Constraints (10) mean that the start time of any activity can only occur between its earliest start time and its latest start time. The alert reader can easily note that the objective function is not linear since both and , are decision variables. To avoid this problem large-integer trick well be used by replacing the two decision variable , and by one new variable .
Now we may rewrite the objective function to be A set of new constraints shall be added to the original set of constraints (6) to (11) to force the value of to be either equals to 0 or .
Where is a large integer selected to be larger than any possible value of . We note that constraint (14) and (17) will set 0 , when , =0. Whereas constraints (15) and (16) will force to set . when , =1.
Robust RIP: stochastic version
A simulation-optimization based algorithm was developed to find a robust solution to our problem by finding the optimal schedule (represented by the optimal project duration Ɵ ) and resource assignments that yield the minimum total cost Z out of all possible schedules (Makespans from Ɵ to Ɵ ) of the deterministic RIP-TDRC version.
To explain the idea in more details, let us discuss a small project (Example 1) shown in Fig. 1 .The project has 5 non-dummy activities. For simplicity we assume that we have one type of renewable resources only, r , and has the cost of 1 per unit of time for each unit of resource Ĉ 1 . The project has preset deadline of (∆=10). A penalty of (π 10) will be applied for each time unit of delay after the project deadline. Note that the project has minimum completion time of Ɵ 8 , found by solving the problem using CPM method (i.e. having infinite resources). The maximum completion time of the project is Ɵ 10 , achieved if we have the minimum resources requirement of B = 3. If we decided to proceed with this schedule as project base line, and we have encountered an unexpected delay in activity 2 for one-time unit only. Then the entire project duration will be delayed by one-time unit also and the project cost Z will increase to Z=43. Where K= 33 and T=10. See Figure 3 .
Note that any other increase in activity duration (Either for the same activity or any other activity) will cause the total project cost to be Z=56. Similarly, any activity duration increase will increase the project cost by 13 units. To test the solution Robustness let us consider the case of planning the project based on selecting the project duration to be 9 instead of 10. This can be achieved by solving the problem using the deterministic model explained earlier with adding the constraint (18). The solution found (shown in Figure 4 ) has an objective function of 36 and = 4. Note that here in this case, an increase in activity 2 duration, by one time unit will not cause any increase in the project duration. So, the realized objective function will remain 36. Note that selecting the project completion date to be Ɵ 9 not only yielded more robust solution but also a better project cost.
From here we can understand the importance of solution robustness. In our example (case 2) the project manager do not need to take any action to recover the delay in activity 2. No additional resources to be added and all other activities started as planned, not like case 1, where all the other activities were rescheduled, the project was delayed and the cost has increased. This is just an example for illustration, in the actual life we cannot know exactly what could happen and what activity will be delayed. So, in our proposed solution simulation will be used and conducted for large number of iteration before selecting the optimal schedule and assignment represented by the makespanƟ .
General Description of the Algorithm used to find the robust solution is as follows: 
The Simulation Procedure
As explained in general algorithm points 3.1 to 3.3. The simulation will take place after finding the exact solution for a given project finish time Ɵ . The exact solution will provide the simulation algorithm with activity starting times ( ) and available resources . All other problem parameters will be also entered to the simulation algorithm.
The simulation algorithm uses the Serial Scheduling Scheme (SGS) to reschedule the activities as explained below.
Start: For each iteration from 1 to itr, {  Based on preset simulation parameters generate the new activity durations randomly.  Start iterating on time from time 0, until all activities are being scheduled (i.e. starting time of activity n+1). For each time iteration from t=0 until t= starting time of activity n+1 { o All activities will be checked if eligible for scheduling or not based on the following conditions: 1. Is the Starting time provided from the exact solution due? 2. Is the precedence constraint respected (are all the precedence activities completed)? o The activities meeting the above conditions enter the eligible set and will be candidate for scheduling. o Select an activity for scheduling from the eligible set based on the earliest planned starting time as priority rule. o Checked resource constraint. o Updated the resources availability after selecting the activity for scheduling. o Repeat the above three steps until no activity can be scheduled in the eligible set. o increased the timer t by one unit. o Check for completed activities and update the resources. }  Now we have one realized schedule, the completion time will be saved and the objective function will be computed and saved.  The iteration counter now can be increased by 1 and the process will be repeated for the set number of iterations (itr). } After all iterations are completed the average realized project completion time and the average objective function for all the iterations will be computed.
End of simulation algorithm The whole procedure will be repeated for all possible makespans found by the exact solution ( Ɵ Ɵ Ɵ ) and the solution (i.e. schedule and resource assignment) which has less realized cost, will be the recommended solution as proven by the simulation.
III. RESULTS
For the computational experiments IBM-Compatible PC was used with Windows 10 installed as operating system. The PC CPU is (64 bit, Intel Core i7-4720HQ CPU @2.6 GHz) and equipped with 16 GB RAM.
The algorithms were coded using Java 8.9 Programming language. IBM ILOG CPLEX Optimization Studio 12.6.2 solver was used to solve the MILP models.
Since our problem can be considered as relatively new problem, benchmark instances with known solutions were not found. For that reason, selected RCPSP instance form PSPLIB [7] were used in the experiment after modifying them by reducing the number of the nondummy activities from 30 to 20 due to the problem complexity.
The tests were conducted on 26 instances, repeated for eight times each (suffixed from A to H in the tables below), with different parameters (4 different cost assignment and two different penalty value). All instances were solved to optimality in reasonable run time. (187.8 Sec in Average). The main goal of the computational experiment is to validate the model and to study the effects of changing major parameters, such as resource cost, penalty value and project deadline.
Unfortunately, due to the use of modified instance, the effect of other network and resource related parameters such as Order Strength (OS), Resource Factor (RF) and Resource Constrainedness (RC), cannot be identified.
As a start it is very important to introduce some terminologies used in this paper. Ɵ , is the project recommended completion time related to the resource assignment that minimize the realized objective function Z after simulation. Ɵ is the realized completion time after running the simulation starting from the schedule found by the mathematical model with imposed finish time of Ɵ . Whereas Ɵ is the completion time of the optimal solution found by solving the mathematical model (without imposing any completion time).
Similarly, we have to introduce the cost associated with each of the above mentioned project completion times. 1. Z : The optimal cost found by the MIP model for the deterministic problem and associated with Ɵ . 2. Z Realized Project Cost found by Simulation if the project was scheduled based on the optimal solution related to Ɵ 3. Ź The realized project cost found by the simulation algorithm for the stochastic problem version, it corresponds to the schedule found by imposing completion time to Ɵ With regard to the objective function, the experiments show increase in objective function values Ź in the stochastic problem version compared to the deterministic one. This is an expected result and justified by the increase in project duration due to the increase of activity durations, which results on increase in resource cost K. Also note that the increase in the project duration will increase the probability of entering the tardiness zone or increasing the tardiness cost T Table 2 above it has been also noticed that the project recommended completion time Ɵ found by simulation tends to be less than Ɵ found by the exact methods. This observation is justified by the model tendency to plan the project to finish earlier by adding more resources to be more protected against extra cost resulted from tardiness penalty, or even extra resource cost due the increase in the realized project completion Ɵ which is always greater than Ɵ .
In the matter of fact this technique is equivalent to the well-known time buffer technique used to increase robustness in RCPSP, but in our problem RIP-TDRC resources are increased to protect the project cost from increases resulted from the increase in makespan.
In practice that is usually the case, project managers tend to add more resource when the project activities became subject to high uncertainties.
Please note that the decrease in Ɵ might become more significant if all the optimal solutions for the deterministic problem Ɵ were greater than Ɵ , because in the instances where Ɵ Ɵ the value of Ɵ cannot be decreased any further.
To be able to judge the solution (schedule) robustness a measure of robustness is needed. In this paper the objective function value will the selected measure. Although more sophisticated robustness measures exist in the literature (The reader may refer to [5] for more robustness measure), the selection of simple measure is preferred since the objective function is tangible measure (cost) which is easy to interpret.
The methodology explained earlier in this paper to increase the solution robustness was mainly based on selecting a solution (schedule and resource assignment) represented by completion time (Ɵ ) that is expected to yield the least cost (Ź ) considering uncertainties in the project activity durations. And since RIP-TDRC has the same objective (to find the optimal schedule leading to the least possible cost), it is clear that the optimal solution found by simulation (Ź associated with Ɵ ) is the most robust one if we consider the objective function as robustness measure. Now to see how this idea increased robustness let us see the results summarized in Table 3 . Comparing the realized costs found after simulating the proposed schedules found by both MIP model (with a planned makespan of Ɵ ) and by the proposed simulationalgorithm (with a planned makespan of Ɵ ) , it has been found that the latter produces more robust schedules comparing to the first schedule, since its cost Ź has less deviation from the cost found by MIP model for the deterministic version Z .
The improvement on robustness varied between 2.19% and 16.13% depending on the project deadline. The reasons for this are discussed in the coming paragraphs.
To study the effect of the resource cost assignment on the solution each problem was solved with four different resource cost assignment sets (C1 to C4) where {1, 1, 1, 1}, {1, 2, 2, 3}, {1, 3, 4, 5} and, {1, 4, 7, 10}.
It has been noticed that changing the resource cost does not have a major effect on shifting the optimal project makespan Ɵ and Ɵ , in both problem variants (deterministic and stochastic).
To be able to analyze the effect of the project deadline and associated penalty (The penalty was selected to be function of project deadline for practical relevancy) on the optimal project makespan Ɵ and Ɵ , each problem instance was solved with two different project deadline for each cost assignment.
It has been observed that the increase in the project deadline resulted in increase on the optimal project makespan, for both of the problem variants. This result was expected, since increasing the project deadline will give the algorithm more freedom to find solutions with larger completion time, because the solution is now more bounded by the resource cost instead of being bounded by tardiness cost.
It is also noted that for the stochastic version of the problem the percentage increase in the optimal project makespan _due to increase in project deadline_ is relatively smaller than the increase observed in the deterministic version. This result is expected as well and justified by what is discussed earlier in this paper about the stochastic solution tendency to be shifted toward earlier completion time comparing to the deterministic solution.
Also note that the increase in project deadline resulted in more gap between Ɵ and Ɵ because the increase in the exact optimal solution Ɵ _due to the increase in project deadline_ was more than the increase noticed for Ɵ due to the same reason, and since Ɵ tends to be smaller than Ɵ _as discussed earlier_ this resulted on larger gap between Ɵ and Ɵ .
It is also worth to mention that the gap between Ɵ and Ɵ in the sub-instances with larger project deadline made the algorithm more efficient in finding robust solutions. (Refer to Table 2 ).
V. CONCLUSION
In this paper an extension of Resource Investment Problem (RIP) has been introduced to consider timedepended resource cost in contrary of the classical RIP which deals only with time-independent resource cost. The problem was named Resource Investment Problem with Time-Dependent Resource Cost and Tardiness Penalty, abbreviated as (RIP-TDRC).
The new problem was also defined and a methodology to find exact optimal solution and robust _simulation based_ solution was also introduced in this paper.
Computational experiments were conducted, to validate the proposed algorithm, proof the solution robustness and to find the effects of some parameters on the problem solution such as, resource cost and project deadline. The algorithm found valid and suitable for instances with small number of activities but showed noticeable deficiencies in larger instances, due to the use of exact MIP model in the algorithm. The results also showed improvement in solution robustness _if the algorithm is used_ comparing to the adaptation of the exact solution only.
The work done in this paper can be extended in future by applying more robustness measures to assess the solution robustness. The time performance of the algorithm can be improved by replacing the MIP model by any efficient heuristic.
The same algorithm with some modification can be also used to solve other scheduling problems with different objective functions.
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