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We present a theoretical study of the onset of electric polarisation close to a surface boundary
in magnetic multiferroics. We consider two different paths that lead to the onset of multiferroic
behavior at the boundary in materials that are bulk collinear ferromagnets or antiferromagnets.
These two paths are distinguished by the presence or absence of a surface induced Dzyaloshinskii-
Moriya interaction which can be taken into account through Lifshitz invariants in the free energy
of the system. Experimental directions are discussed in the light of the theory.
Introduction. Magnetoelectric multiferroic ma-
terials in which magnetic and electric polarisation
order can coexist continue to attract much inter-
est, due to both scientific as well as technological
importance1–3. Although there is a number of ma-
terials that exhibit both ferroelectricity and mag-
netism, the coupling between the two order param-
eters is not necessarily strong. Typically the ferro-
electric transition temperature is much higher than
the magnetic one and a coupling between the two
order parameters is weak. Representative examples
of this behavior are the transition metal perovskites
BiFeO3, BiMnO3, belonging to type I class of mul-
tiferroics (more details on the classification1,4–7).
When the two ordering temperatures are close or
even coincide, such as in TbMnO3
8 or TbMn2O5
9
strong multiferroic behavior is expected. From the
symmetry point of view, the necessity to break both
inversion and time-reversal symmetries suggests dif-
ferent possible mechanisms which have been actu-
ally realised. In type II multiferroics, where mag-
netism drives the onset of the ferroelectric order
parameter, this is possible either due to the pres-
ence of spin-orbit coupling and magnetic frustra-
tion e.g. in Ni3V2O6
10–12, or exchange striction e.g.
in TbMnO3 and Ca3CoMnO6
13,14 or ”phase dislo-
cated” spin density waves e.g. in YMn2O5
15,16.
Presently as well, the role of surfaces and inter-
faces in the properties of materials is the focus of
systematic studies17–20. In technological applica-
tions there are important prospects and the theoret-
ical understanding is developing. The experimental
techniques have been advanced such that novel phe-
nomena can be detected as a result of the higher
precision and sophisticated methods. Recently de-
veloped precise experimental techniques have led to
the detection of new properties, by distinguishing
surface from bulk phenomena or going to the atomic
scale, e.g. Ref.(21,22).
In the present work we study the effects of bound-
aries in the development of multiferroic behavior.
This is a complementary effort to first-principles cal-
culations on the magnetoelectric coupling close to
surfaces23 or monolayers24 of specific materials. A
straightforward Ginzburg-Landau free-energy anal-
ysis with appropriate boundary conditions demon-
strates that collinear magnetism can generate a
ferroelectric polarisation in the surface proximity,
even without invoking the mechanism of phase
dislocation16. In addition, due to the absence of in-
version symmetry close to surfaces, a term that pro-
motes the Dzyaloshinskii-Moriya interaction (DMI)
as a result of spin-orbit coupling can be present,
leading to multiferroic behaviour through the pro-
motion of spiral magnetic order11,12. The underly-
ing assumption is that we deal with predominantly
magnetic materials with non-zero coupling between
magnetism and electrical polarisation. In the follow-
ing, we analyse separately the two ways of surface-
induced multiferroicity.
Ginzburg-Landau analysis. We focus on a sim-
ple cubic ferromagnet, for simplicity, without frus-
tration. Each spin has an interaction with its
six nearest neighbours, according to an isotropic
ferromagnetic Heisenberg-type interaction J . The
crystal is assumed to have a (001) surface. Us-
ing molecular field theory, the expectation value
of the z-component of the magnetisation (spin) at
site l, m(l) = 〈Sz(l)〉/S which is the order pa-
rameter of the system, is written as: m(l) =
Bs
(
− JSkBT
∑
δˆm(l+ δˆ)
)
where kB is Boltzmann’s
constant, T is the temperature, S is the spin of
the magnetic ions and Bs(x) is the Brillouin func-
tion Bs(x) = (1 +
1
2S ) coth[(1 +
1
2S )x]− 12S coth( x2S ).
The sum over δˆ ranges over the six nearest neigh-
bours of the spin at site l. We can then expand
coth(θ) in powers of θ and define the reduced tem-
perature τ = TTc (for the model we discuss Tc is
the Curie temperature Tc = 2kBJ(S + 1)/3S). In
the continuous space approximation of the lattice,
m(l) becomes also function of the continuous l and∑
δm(l+ δ) ' 6m(l) + a20∇2m(l), where a0 is the
lattice parameter. Retaining only first order in52m
terms and using β = 35 [s(s + 1) +
1
2 ]/(s + 1)
2 and
the fact that m(r) depends only on z, the Ginzburg-
Landau equation becomes25:
a20
6
∂2m(z)
∂z2
+ (1− τ)m(z)− βm3(z) = 0 (1)
In the limit of (z → ∞), far from the surface, the
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2order parameter does not depend on z, takes the
bulk value m∞ = (1− τ)1/2/β1/2. Defining m(z) ≡
m∞f(z) and ξ2 ≡ 16 a
2
0
(1−τ) then:
ξ2
∂2f(z)
∂z2
+ f(z)− f3(z) = 0 (2)
The boundary conditions near the critical temper-
ature are f(∞) = 1 and f(0) = a0 ∂f∂z (0). Then the
solution of Eq. (2) reads:
m(z) = m∞ tanh(
z + a0√
2ξ
) (3)
This is the change of the density of magnetisation as
we approach the surface. We can now address the
question whether the onset of ferroelectricity is pos-
sible due to the existence of this surface which results
in the change of the magnetisation. The physical ar-
gument is that as the inversion symmetry is broken
due to the surface, the onset of multiferroic behavior
is possible. The free energy expansion of the surface
magnetism, leads to the same equation for both a
ferromagnet or an antiferromagnet25.
The free energy is supplemented by two terms,
one is due to the coupling between magnetisation
density and local electric polarisation p and another
one which is the electronic part of the free energy
that depends only on the local electric polarisation.
Since we are interested in systems where the mag-
netic order is the primary one and it exists in the
absence of electric polarisation, the second term is
sufficient to be quadratic in p. Note that, in the case
of collinear magnetic structure the term proportional
to γ is non-zero, while the term proportional to γ′ (a
Lifshitz invariant for cubic lattice) is zero. Therefore
the two added terms read:
δF = FME + FE = p · (γ∇(m2)
+γ′[m(∇ ·m)− (m · ∇)m] + ...) + p(r)
2
2χE
(4)
Taking the dielectric susceptibility as constant
and using m(z) as the magnetic order parameter,
then the minimisation with respect to the polarisa-
tion p(z) results in:
p(z) = −χE(γ∇(m2)+γ′[m(∇·m)−(m ·∇)m]+ ...)
(5)
using Eq. (3) for the magnetisation, then the polar-
isation density p(z) becomes:
p(z) = −m2∞
√
2
ξ
χEγ
[
tanh(
z + a0√
2ξ
)[1− tanh2(z + a0√
2ξ
)]
]
(6)
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FIG. 1: Linear density of the polarisation as a function
of the distance from the surface.
This function is plotted in Fig. 1, interestingly
it is peaked at a distance from the surface z =√
2ξ tanh−1(1/
√
3). The distance over which polar-
isation is developed and the location of its peak is
controlled by the temperature through the magnetic
correlation length. The integrated, average polar-
isation 〈P 〉 is also nonzero: 〈P 〉 = ∫∞
0
p(z)dz ≈
−χEγm2∞, where the negative sign denotes a direc-
tion opposite to the direction of ∇(m2).
Surface-induced DMI. The lack of inversion sym-
metry close to surfaces can lead to the induction of
DMI. The direction of the d vector in this case can
cause the directions of the spins of the nearest neigh-
bours to change in such a way as to break the chiral
symmetry in the surface region26,27. For the purpose
of our investigation into the chiral nature induced by
the DMI, the antisymmetric exchange interaction is
described by a Lifshitz invariant term which is linear
in respect to the spatial derivatives of the magneti-
sation m(r) of the form mi
∂mj
∂xk
−mj ∂mi∂xk , where xl
denotes a spatial coordinate.
These interactions lead to the breaking of the
chiral symmetry and the stabilization of localized
magnetic vortices, with a certain chirality of the
magnetisation. Chiral symmetry breaking in crys-
tals has been observed experimentally in noncen-
trosymmetric ferromagnetic and antiferromagnetic
compounds. It is also possible to observe these ef-
fects in centrosymmetric crystals where stresses or
applied magnetic fields28 or anisotropic frustrated
magnetic interactions29may be used to induce chi-
ral magnetic couplings and vortices or skyrmions.
Chiral effects, as a consequence of the DMI energy
are not so strong in the bulk, but they can be-
come fundamentally important in the behaviour of
magnetic thin films or near the surface of a larger
crystal where the local symmetry is low. Taking
into account experimetal facts28, the chiral cou-
plings should also be inhomogeneous within a mag-
netic structure where local symmetry is low. This
allows the description through a phenomenological
term for the corresponding chiral energy density as
FD = Df(r)L(m) where D is a constant, L is a
3Lifshitz invariant and the function f(r) is a func-
tion describing the inhomogeneous distribution of
the magnetic chiral energy. f(r) can be interpreted
as another field present in the crystal in addition
to the magnetisation field28, but it essentially indi-
cates the strength profile of the DMI as a function
of the distance from the surface. To demonstrate
the physics clearly, we take two functions as profile
of the function f(z), where z is the distance from
the surface: a function exponentially decaying in z
and a function 1−tanh(z/λ), both with a maximum
value at the surface. This behavior has been essen-
tially verified in Ref. (28) where the magnetisation
in a finite-width slab has been investigated.
To analyze the physical consequences, we will con-
sider a uniaxial magnetic anisotropy that contributes
to the energy density a term Fan = −Km2z. Then
the free energy density of the system reads:
F = A
∑
i
(
∂m
∂xi
)2
+B
∑
i
(
∂p
∂xi
)2
+Df(r)L
− Km2z + FME (7)
where the first term represent the magnetic exchange
interaction with a stiffness constant A, the second
is a stiffness energy of the polarisation with con-
stant B30, the third term is due to DMI coupling,
the fourth due to anisotropy and FME is the term
of the free energy that couples magnetisation with
polarisation.
(i) For K < 0 the magnetisation vector lies in
the xy plane. The Lifshitz invariant L can then
be written as (mx
dmy
dz − my dmxdz ). The free energy
term that couples polarisation and magnetisation
can then take the form p · (m × dmdz ) which in this
particular geometry reads:
γpz(mx
dmy
dz
−my dmx
dz
) (8)
it is convenient to work with the angle φ to describe
the vector m that lies in the xy plane. The related
part of the free energy density becomes:
F = A(dφ
dz
)2 +Df(z)(1 +γpz)
dφ
dz
+
p2z
2χE
−kcos(nφ)
(9)
where the last term describes an in-plane anisotropy
with n an even integer, depending on lattice symme-
try and/or homogeneous strain28. Minimizing the
free energy with respect to m and p, we obtain the
equations:
2A
d2φ
dz2
+D
df
dz
(1 + γpz) +Dfγ
dpz
dz
− nksin(nφ)
= 0 (10)
pz = −DγχEf dφ
dz
(11)
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FIG. 2: magnetisation (φ) and polarisation density as
a function of the distance from the surface for in-plane
anisotropy with n = 0 and n = 4. The used parameters
are A=1, D=1, k=1, γ=1, χE=1.5. The peak of the po-
larisation is at a distance from the surface in agreement
with Fig. 1.
Inserting Eq. (11) into Eq. (10), we solve numeri-
cally for φ and pz as a function of the distance from
the surface. The results are presented in Fig. 2. This
physics provides a second mechanism to generate a
finite polarisation close to the surface which comes
from the non-zero value of dφdz as a consequence of
the DMI which is maximum at the surface. f(z) is
the profile that controls the strength of the DMI. We
have checked that both profiles of f(z) lead to the
same physics.
(ii) When K > 0 then the relevant Lifshitz in-
variants may involve gradients along all three direc-
tions, depending on the respected symmetry. There
is a Lifshitz invariant term L due to magnetism and
DMI as well as a term Lme that mixes polarisation
and magnetisation in the free energy. In the case of
twofold or fourfold symmetry about the z axis we
take the Lifshitz invariant to be:
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FIG. 3: Results for K = 1. In (a) and (b) θ as a function of z and ρ with boundary conditions as explained in the
text. The surface are at z=L and z=-L, while the bulk is at z=0. (c) The component of polarisation density py as a
function of z and ρ, (d) py at fixed ρ= 0.05 R and (e) and at fixed z= 0.96 L (and L=4 λ), where it shows oscillatory
behavior (e) px as a function of ρ and φ for the second layer from the surface. The y-component of the polarisation
density is out of phase by 3pi/2 in φ. The oscillatory in φ behavior is evident. The rest of the parameters are the
same as in Fig. 2.
L+ Lme = mz ∂mx
∂x
−mx ∂mz
∂x
+mz
∂my
∂y
−my ∂mz
∂y
+ γmz(px
∂my
∂z
− py ∂mx
∂z
) (12)
Using spherical coordinates for the magnetisa-
tion m = (sinθcosφ, sinθsinφ, cosθ), and cylin-
drical coordinates for the spatial vector r, r =
(ρcosζ, ρsinζ, z) and focusing on the magnetic part
of the free energy, the problem has axisymmetric so-
lutions that are localized φ = ζ and θ = θ(ρ, z) with
θ(0) = pi and θ(∞) = 0. Then the part of the free
energy which is proportional to Lme reads:
Fme = Df(z)γ cos2 θ ∂θ
∂z
(px sinφ− py cosφ) (13)
Minimizing then the free energy with respect to θ
and px, py, the equations read:
A
[
∂2θ
∂z2
+
∂2θ
∂ρ2
+
1
ρ
∂θ
∂ρ
− sinθcosθ
ρ2
]
−Df(z)sin
2θ
ρ
−Ksinθcosθ = 0 (14)
px = −χEDfγ sinφ cos2 θ ∂θ
∂z
and py = χEDfγ cosφ cos
2 θ
∂θ
∂z
(15)
As the polarisation is the sub-dominant order pa-
rameter, to simplify the calculation it is sufficient
to neglect its effect on θ. Then the solution for
the magnetisation is similar to the purely magnetic
problem solved in Ref. (28). As a result, the
magnitude of the polarisation at any given point is
5P = χEDfγ cosφ cos
2 θ ∂θ∂z . In Fig. (3) we present θ
as a function of ρ and z as well as the polarisation
density px and py (differing by a phase difference)
34.
Discussion. In this work, we present a detailed
study of the multiferroic behavior close to the sur-
face of magnetic materials when the symmetries in
the bulk (inversion and time reversal) do not allow
the onset of finite polarisation. Nevertheless, close
to the surface due to the lack of inversion symme-
try, we have shown that the onset of polarisation is
possible. This can be achieved both in the presence
or absence of a DM interaction close to the surface.
One mechanism is through the non-zero gradient of
m2, while the second is through the change of ori-
entation of the magnetisation (and not its ampli-
tude) as a function of the distance from the surface.
What we propose is essentially the inverse effect of
the results of Ref. (35), where surface-induced mag-
netisation was detected in the archetypal ferroelec-
tric BaTiO3. The phenomenon we are investigat-
ing here can take advantage of the recent efforts to
synthesize multiferroic heterostructures (Ref. (33)
and references therein). The findings apply to thin
and ultra-thin films where DMI can be engineered
and controlled as it originates from the strong spin-
orbit coupling of interfacial atoms neighboring the
magnetic layer. DMI has been found in a ferro-
magnet (FM) interfaced with two different heavy
metals, such as Pt/Co/Ir36,37, or in magnetic lay-
ers inserted between a heavy metal and an oxide,
such as Pt/CoFe/MgO38,39. Recently a simple and
reliable method for determining the magnitude of
the DMI from static domain measurements even in
the presence of hybrid chiral structures has been
demonstrated40 while electrical detection of single
magnetic skyrmions has been achieved at room tem-
perature in metallic multilayers41. The level of ac-
curacy of these measurements are such that make
possible the investigation of our theoretical results.
We therefore expect that this study will motivate
further experiments to refine the situation in mag-
netic materials.
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