Abstract. We derive a closed-form expression for the finite predictor coefficients φ n,j of a vector ARMA (autoregressive moving-average) process. This is a new result even for univariate ARMA processes. The significance of the expression is that the sizes of the matrices involved do not depend on n. As a result, when viewed as an algorithm to compute φ n,j , j = 1, . . . , n, its complexity is only O(n).
Introduction
Let T := {z ∈ C : |z| = 1} and D := {z ∈ C : |z| ≤ 1} be the unit circle and the closed unit disk, in C, respectively. Let d ∈ N. In this paper, a d-variate ARMA (autoregressive moving-average) process {X k : k ∈ Z} is a C d -valued, centered, weakly stationary process with spectral density w of the form (1.1) w(e iθ ) = h(e iθ )h(e iθ ) * , θ ∈ [−π, π)
with h : T → C d×d satisfying the following condition:
(C) the entries of h(z) are rational functions in z that have no poles in D, and det h(z) has no zeros in D.
A multivariate ARMA process is also called a vector ARMA (VARMA) process. For example, suppose that {X k } is a d-variate, causal and invertible ARMA process in the sense of [4, 5] , that is, a C d -valued, centered, weakly stationary process described by the VARMA(r, s) equation B is the backward shift operator defined by BX m = X m−1 , and {Z k : k ∈ Z} is a d-variate white noise, that is, a d-variate, centered process such that E[Z n Z Conversely, any d-variate ARMA process {X k } satisfying (1.1) with (C) is described by an equation of the type (1.2); see Remark 1 below. Thus, the class of d-variate ARMA processes in this paper coincides with that of d-variate, causal and invertible ARMA processes in the sense of [4, 5] . We are concerned with the finite predictor coefficients φ n,j ∈ C d×d (j = 1, . . . , n) of a d-variate ARMA process {X k }, defined by (1.3) P [−n,−1] X 0 = φ n,1 X −1 + · · · + φ n,n X −n , where, for n ∈ N, P [−n,−1] X 0 stands for the best linear predictor of the future value X 0 based on the finite past {X −n , . . . , X −1 } (see Section 2 for the precise definition). The finite predictor coefficients φ n,j are among the most basic quantities in the prediction theory for {X k }. See [4, 25] for textbook treatments of fast recursive algorithms to compute φ n,j , such as the multivariate Durbin-Levinson recursion in [24] , which runs in O(n 2 ) time. Algorithms for Toeplitz linear systems that run faster than O(n 2 ), e.g., O(n log 2 n), are called superfast (see [26] and the references therein).
The main aim of this paper is to derive a closed-form expression for the finite predictor coefficients φ n,j of a d-variate ARMA process. This result is new even for univariate (d = 1) ARMA processes. The significance of the expression is that the sizes of the matrices involved do not depend on n. As a result, when viewed as an algorithm to compute φ n,j , j = 1, . . . , n, its complexity is only O(n) (see Remark 9 below), which is the best possible.
To explain the main result, we recall that, for h : T → C d×d satisfying (1.1) and (C), there exists h ♯ : T → C d×d that satisfies (C) and (1.4) w(e iθ ) = h(e iθ )h(e iθ ) * = h ♯ (e iθ ) * h ♯ (e iθ ), θ ∈ [−π, π), and h ♯ is unique up to a constant unitary factor; see the proof of Theorem 10.1 in [21] , Chapter I and page 1221 in [14] . We may take h ♯ = h for the univariate case d = 1 but not so for d ≥ 2, and this is one of the main difficulties when we deal with multivariate processes. Let D := {z ∈ C : |z| < 1} be the open unit disk in C.
We can write h(z) 
. , K).
Here the convention 0 k=1 = 0 is adopted in the sums on the right-hand side of (1.5). For example, if m 0 = 0, then 
. Then, in the main result (Theorem 5.2 with Lemmas 5.4 and 5.5 below) of this paper, we show that the finite predictor coefficients φ n,j can be expressed in closed form in terms of (
, and
See Example 8 below for an illustrating example. The proof of the main result is based on the explicit representation ((5.11) below) of φ n,j obtained recently in [14] , Theorem 5.4, extending the earlier univariate result in [11] ; see also [13, 16] for related work. The representation of φ n,j in [14] is based on the approach that combines von Neumann's alternating projection theorem (see [20] , Theorem 9.20) and the intersection of past and future property
(see Section 2 for the notation) to express quantities such as finite prediction errors, partial autocorrelation functions, and finite predictor coefficients, by infinite series that involve the autoregressive (AR) and moving-average (MA) coefficients (see (2.6) and (2.7) below) and/or the Fourier coefficients β n of the phase function (see (2.11) below). See [9, 14] for background. This approach was introduced by [7] and has been developed by [3, 8, 9, 10, 11, 13, 14, 15] . Notice that, by Theorem 3.1 in [7] for d = 1 and Corollary 3.6 in [13] for general d ≥ 1, d-variate ARMA processes satisfy (IPF). The first step of the proof of our main result is to express β n in closed form. In so doing, we are also led to the correspondence between the poles of h −1 and h −1 ♯ stated above. This paper is organized as follows. In Section 2, we give preliminary definitions and basic facts. In Section 3, we prove the correspondence between the poles of h −1 and h
−1
♯ . In Section 4, we prove some key lemmas which are needed in Section 5. In Section 5, we prove the main result, i.e., the closed-form expression for φ n,j .
In Section 6, we prove similar closed-form expressions for the finite prediction error covariances and the partial autocorrelation function (PACF), extending the results in [12] for univariate ARMA processes to vector ARMA processes.
Preliminaries
Let C m×n be the set of all complex m × n matrices; we write C d for C d×1 . We write I n for the n × n unit matrix. For a ∈ C m×n , a T denotes the transpose of a, andā and a * the complex and Hermitian conjugates of a, respectively; thus, in particular, a * :=ā T . For a ∈ C d×d , we write a for the norm a := sup u∈C d ,|u|≤1 |au|, where |u| := (
we write L r (T) for the Lebesgue space of measurable functions f : T → C such that f r < ∞, where
(T) be the space of C m×n -valued functions on T whose entries belong to L r (T).
For
, weakly stationary process, defined on a probability space (Ω, F , P ), which we shall simply call a dvariate stationary process. If there exists a positive
then we call w the spectral density of {X k }. Here and throughout this paper, we assume that {X k } is a d-variate ARMA process in the sense that {X k } satisfies the following condition:
(VARMA) for d ∈ N, {X k } is a d-variate stationary process that has spectral density w satisfying (1.1) with (C).
T , and let M be the complex Hilbert space spanned by all the entries {X 
stands for the Gram matrix of x and y. Let
be the spectral representation of {X k }, where η is a C d -valued random spectral measure. We define a d-variate stationary process {ε k : k ∈ Z}, called the forward innovation process of {X k }, by (2.1)
Take h ♯ : T → C d×d that satisfies (C) and (1.4). We define the backward innovation process
. . .
Then Φ(z) and Ψ(z) are C d×d -valued polynomials satisfying Φ(0) = Ψ(0) = I d , det Φ(z) = 0 and det Ψ(z) = 0 on D, and h(z)h(0)
We define
Thenh satisfies (C). We define, respectively, the forward MA and AR coefficients c k and
and the backward MA and AR coefficientsc k andã k of {X k } by
All of {c k }, {a k }, {c k } and {ã k } are C d×d -valued sequences that decay exponentially fast to zero, and we have c 0 a 0 =c 0ã0 = −I d . We have the AR representation (2.8)
and the infinite prediction formula (2.9)
where (2.10)
We call φ k the infinite predictor coefficients of {X k }.
In particular, we have m0 k=0 a k X n−k + ε n = 0 for n ∈ Z. This implies, for n ≥ max(m 0 , 1),
for φ k in (2.10). Therefore, the finite predictor coefficients φ n,j in (1.3) are trivially obtained. By this reason, we will assume K ≥ 1 in Sections 4-6 below.
We call h * h [19] , page 428). It is a unitary matrix valued function on T. We define a sequence {β k } ∞ k=−∞ as the (minus of the) Fourier coefficients of h * h −1
We have, for k ∈ Z, (2.12)
Remark 3. For the d-variate ARMA process {X k }, the two sequences {a k } and {ã k } (as well as {c k } and
Similarly, we also have (2.14)
Thus, for d-variate ARMA processes, β n can be expressed as infinite series involving the AR and MA coefficients. See Remark 1 in [3] .
Notice that
where p µ,0 ≡ 0. In particular, for µ = 1, 2, . . . , K and k ∈ N ∪ {0},
Thus (2.16) follows.
Take m µ ∈ N for µ = 1, . . . , K and let
Proof. Suppose that
Hence γ 1,m1 = 0. Repeating this procedure, we find that γ µ,i = 0 for µ = 1, . . . , K and i = 1, . . . , m µ . Thus p µ,i 's are linearly independent.
3. Correspondence between the poles of h −1 and h
−1 ♯
In this section, we assume that {X k } satisfies (VARMA) in Section 2. Let h and h ♯ be as in (1.1) and (1.4), respectively, with (C) in Section 1.
Since h −1 satisfies (C), we can write h −1 (z) in the form (1.5) with (1.6). Recall h † from (1.10). From (1.5), we have
, we see from (2.12) that
Notice that the entries of
for θ µ,j in (1.9) and
where R(z) is a d × d matrix function whose entries are rational functions of z with no poles in D. Moreover, we have θ µ,mµ = 0 for µ = 0, 1, . . . , K.
Proof. From (3.1), we have
for θ µ,j in (1.9) and (3.4) and a d × d matrix function R(z) whose entries are rational functions of z with no poles in D. In particular, we have θ 0,m0 = h ♯ (0)ρ * 0,m0
. . , K. Since ρ 0,m0 = 0 and h ♯ (0) is invertible, we see that θ 0,m0 = 0. Similarly, θ µ,mµ = 0 for µ = 1, . . . , K. Proposition 3.2. We have
In particular,
Proof. By (3.2), Proposition 3.1 and Cauchy's formula, we have, for n ∈ N ∪ {0},
Thus, the proposition follows.
The next theorem shows that h
of a vector ARMA process has the same m 0 and the same poles with the same multiplicities as h −1 .
has the form (1.7) with (1.8).
Proof. As in (1.5) with (1.6), we can write h ♯ (z) −1 in the form
To prove the theorem, it is enough for us to show that
and that
We follow the argument in the proof of Proposition 3.2 above by using
instead of
to calculate β * n+1 . Then, we obtain 
Then h satisfies (C). For this h, we can take
where r := 1/ 1 − |p| 2 + |p| 4 (cf. [14, Example 3] ). We have
As in (1.5) with (1.6), we can write h in the form
The next theorem is an analog of Theorem 3.3 for h and h ♯ . It shows that h ♯ has the same n 0 and the same poles with the same multiplicities as h.
. The proof of Theorem 3.4 is similar to that of Theorem 3.3, and so we omit it.
Key lemmas
In this section, we assume that {X k } satisfies the assumption (VARMA) in Section 2. Let h and h ♯ be as in (1.1) and (1.4), respectively, with (C) in Section 1. We also assume that K ≥ 1 for K in (1.5); see Remark 2. Thus, {X k } is a d-variate ARMA process that is not an AR process. For m 1 , . . . , m K in (1.5), we define M by (2.17).
For µ = 1, . . . , K, i = 1, . . . , m µ , and n ∈ N ∪ {0}, we define
For n ∈ N∪{0}, we also define p n ∈ C dM×d by the following block representation:
Then, by the definition of determinant, we have
Since Proposition 2.2 implies that det(p(N ), p(N + 1), . . . , p(N + M − 1)) = 0, the assertion follows.
We define Λ ∈ C dM×dM by
The next lemma will be used in the proof of Lemma 4.6 below. Proof. Clearly, Λ is a Hermitian matrix. Suppose that vΛv
dM×dM is invertible by Proposition 4.1, we have v = 0. Thus, Λ is positive definite.
We define Θ ∈ C dM×dM by the block representation
where, for µ = 1, . . . , K, Θ µ ∈ C dmµ×dmµ is defined by (4.6)
using θ µ,j in (1.9) with (1.10). For n ∈ N ∪ {0}, we define Π n ∈ C dM×dM by the block representation
where, for µ = 1, . . . , K and n ∈ N ∪ {0}, Π µ,n ∈ C dmµ×dmµ is defined by
The next lemma plays a key role in our arguments below.
Lemma 4.3. For n ≥ m 0 and k, l ∈ N ∪ {0}, we have
Proof. We have
where we have used the substitutions i = r + 1 and q = s + 1. Hence
as desired.
For n ∈ N ∪ {0}, we define
We denote by H n (resp., H n ) the operator norm of H n (resp.,H n ).
Proposition 4.4. For n ∈ N ∪ {0}, we have H n = H n < 1.
Proof. Let {X ′ k : k ∈ Z} be the dual process of {X k }, which is a d-variate stationary process characterized by the biorthogonality relation X j , X ′ k = δ jk I d ; see [18] and Section 5 in [14] . The process {X ′ k } admits the following two MA representations:
Moreover, for the spectral density of w, {X ′ k } has the spectral density w −1 . For n ≥ 0, let where m is the normalized (m(T) = 1) Lebesgue measure on T and the supremum is taken over all subarcs I of T. Therefore, by [22] (see also [1, 2, 19] ), we have ρ n < 1 for n ≥ 0. Since both [17] and Section 2 in [14] ), we see from (2.2) and (2.4) that
Therefore,
(see Remark 5 below for the second and third equalities), so that H n = H n < 1 for n ≥ 0, as desired.
Remark 5. For two closed subspaces A and B of a Hilbert space L, let P A : L → A and P B : L → B be the orthogonal projection operators, and H = P A | B the restriction of P A to B. Since {P A x : x ∈ L, x ≤ 1} = {x ∈ A : x ≤ 1} and similarly for B, we have
Then, by [14, Lemma 4.2], we have, for
Proof. First, we see from Lemma 4.3 that, for n ≥ m 0 and j ∈ N ∪ {0},
This and (4.14) yield (4.16). Next, we see from Lemma 4.3 that, for n ≥ m 0 and j ∈ N ∪ {0},
This and (4.15) give (4.17).
For n ∈ N ∪ {0}, we define G n ,G n ∈ C dM×dM by
Here is another key lemma. Lemma 4.6. For n ≥ m 0 , both I dM −G n G n and I dM − G nGn are invertible and we have
Proof. We assume n ≥ m 0 . It is enough for us to show that both
We see from Proposition 4.5 that, for k ∈ N and
and similarly for k = 0. Since
converges. Since Λ is invertible by Proposition 4.2, we see that
For n ∈ N and k ∈ N ∪ {0}, the two sequences {b 
respectively (see [14, Section 4] ).
The next lemma will be used several times in Sections 5 and 6.
Lemma 4.7. For n ≥ max(m 0 , 1), k ∈ N and j ∈ N ∪ {0}, we have
Proof. We assume n ≥ max(m 0 , 1), and prove (4.24) and (4.25) by induction. First, from Lemma 4.3, b
Next, for k = 1, 2, . . . , we assume (4.24). Then, by Lemma 4.3,
or (4.25) . From this as well as Lemma 4.3,
or (4.24) with k replaced by k + 1. Thus (4.24) and (4.25) follow. We can prove (4.26) and (4.27) by induction similarly; we omit the details.
Closed-form expression for finite predictor coefficients
In this section, we assume that {X k }, h and h ♯ are as in Section 4. Thus {X k } is a d-variate ARMA process satisfying (VARMA) and K ≥ 1 for K in (1.5).
Recallh from (2.5). By Theorem 3.3, we have
Recall a l from (2.6) andã l from (2.7).
Proposition 5.1. We have
Thus, (5.4) and (5.6) follow. Similarly, we obtain (5.3) and (5.5) from (1.5) and (5.7).
For n ∈ N, we define v n ,ṽ n ∈ C dM×d by
Recall the finite predictor coefficients φ n,k ∈ C d×d of the d-variate ARMA process {X k } from (1.3). Here is the representation theorem for φ n,j . Theorem 5.2. For n ≥ max(m 0 , 1) and j = 1, . . . , n, we have
Proof. By Theorem 5.4 in [14] , we have, for n = 1, 2, . . . and j = 1, . . . , n,
where, for n ∈ N and k, j ∈ N ∪ {0}, By Lemma 4.7, we have, for n ≥ max(m 0 , 1), k ∈ N and j = 1, . . . , n,
. Therefore, thanks to Lemma 4.6, we obtain the theorem.
Remark 6. Notice that the first term c 0 a j on the right-hand side of (5.10) is the infinite predictor coefficient φ j in (2.9).
The matrix c 0 is given by
The matrices a j , p 0 , Π n , and Θ in (5.10) are given explicitly by the closed-form expressions ( Also, notice that i r
For µ, ν ∈ {1, 2, . . . , K}, we define Λ µ,ν ∈ C dmµ×dmν by the block representation
where, for i = 1, . . . , m µ and j = 1, . . . , m ν ,
We are ready to give a closed-form expression of Λ.
Lemma 5.4. The matrix Λ has the following block representation:
Proof. The proof is immediate from (4.4) and Proposition 5.3 with n = 0, and i and j replaced by i − 1 and j − 1, respectively.
We turn to v n andṽ n . For n ∈ N and µ, ν ∈ {1, 2, . . . , K}, we define Ξ µ,ν n ∈ C dmµ×dmν by the block representation
where, for n ∈ N, i = 1, . . . , m µ and j = 1, . . . , m ν , ξ
For n ∈ N, we define Ξ n ∈ C dM×dM by (5.19)
We also define ρ ∈ C dM×d andρ ∈ C dM×d by the block representations 
respectively.
Here are closed-form expressions for v n andṽ n .
Lemma 5.5. We have
Proof. If n ≥ m 0 + 1, then Proposition 5.3 yields, for µ = 1, . . . , K and i = 1, . . . , m µ , Corollary 5.6. If m 0 = 0, then, for n ≥ 1 and j = 1, . . . , n, we have
Proof. The corollary follows immediately from Theorem 5.2 and Lemma 5.5.
Example 8. Suppose that m µ = 1 (µ = 1, . . . , K) and m 0 = 0, that is,
Then, Corollary 5.6 holds with
where, for ν = 1, . . . , K, J ν ∈ C dmν ×dmν is defined by
Lemma 5.7. We have
Proof. We assume m ν ≥ 2. Let i = 1, . . . , m ν and j = 2, . . . , m ν . Then, by Pascal's rule, we have Remark 9. By the recursion (5.29), we can compute Ξ 1 , . . . , Ξ n in O(n) arithmetic operations. The other matrices in (5.10) and (5.26), whose sizes are independent of n, can also be computed in O(n) operations. Therefore, we see that the complexity of the algorithm provided by Theorem 5.2 or Corollary 5.6 is only O(n).
6. Closed-form expressions for finite prediction error covariances and PACF
In this section, we again assume that {X k }, h and h ♯ are as in Section 4. Thus {X k } is a d-variate ARMA process satisfying (VARMA) and K ≥ 1 for K in (1.5).
We conclude this paper with two more representation theorems. The first theorem (Theorem 6.1 below) gives closed-form expressions of the finite prediction error covariances and the partial autocorrelation function (PACF). The second theorem (Theorem 6.2 below) is a multivariate extension to [12] , Theorem 5, and gives another closed-form expression for φ n,n , which is simpler than that in Theorem 5.2.
We consider the partial autocorrelation function (PACF) α n of {X k } defined by for n ≥ 2 (cf. [6] and [14] ). The next theorem gives closed-form expressions of the finite prediction error covariances and α n . 
Thus, (6.3) follows.
The formula (6.2) in Theorem 6.1 extends the second formula in [12] , Theorem 4 for univariate ARMA processes to vector ARMA processes.
Remark 10. On the left-hand side of (5.6) in [14] , n should be replaced by n + 1.
Here is another closed-form expression for φ n,n . 
Therefore, by Lemma 4.6,
Thus, the theorem follows.
