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Abstract
Standard second order sufficient conditions in optimal control theory provide not only the infor-
mation that an extremum is a weak local minimizer, but also tell us that the extremum is locally
unique. It follows that such conditions will never cover problems in which the extremum is con-
tinuously embedded in a family of constant cost extrema. Such problems arise in periodic control,
when the cost is invariant under time translations, in shape optimization, where the cost is invari-
ant under Euclidean transformations (translations and rotations of the extremal shape), and other
areas where the domain of the optimization problem does not really comprise elements in a linear
space, but rather an equivalence class of such elements. We supply a set of sufficient conditions
for minimizers that are not locally unique, tailored to problems of this nature. The sufficient con-
ditions are in the spirit of earlier conditions for ‘non-isolated’ minima, in the context of general
infinite dimensional nonlinear programming problems provided by Bonnans, Ioffe and Shapiro, and
require coercivity of the second variation in directions orthogonal to the constant cost set. The
emphasis in this paper is on the derivation of directly verifiable sufficient conditions for a narrower
class of infinite dimensional optimization problems of special interest. The role of the conditions in
providing easy-to-use tests of local optimality of a non-isolated minimum, obtained by numerical
methods, is illustrated by an example in optimal control.
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1 Introduction
Techniques employed to solve optimal control problems typically generate extremals, that is to say
state trajectories satisfying the Maximum Principle or related first order conditions of optimality.
Either the relations of the first order conditions are solved to yield an optimal state trajectory by
analysis alone, or an optimal state trajectory is computed by means of an algorithm, for which the
stopping condition is that first order necessary conditions are satisfied to within a specified tolerance.
While it is reasonable to expect in many cases that control functions obtained by solving the first
order conditions will be local optimal controls, this is by no means guaranteed. Second order suffi-
cient conditions have an important role then, providing tests of optimality, to be more precise local
optimality, for extremals obtained by means of analysis or computation.
This paper is concerned with sufficient conditions of local optimality for optimal control problems
characterized as follows: a state trajectory satisfying the constraints belongs to a continuously pa-
rameterized family of state trajectories, each satisfying the constraints and all having the same cost.
Autonomous optimal control problems with periodic boundary conditions are of this nature, in conse-
quence of the fact that, if we consider the periodic extension of a state trajectory satisfying periodic
boundary conditions, then any time translation of the state trajectory is also periodic and has the
same cost. But this is just one subclass of such problems. Other examples are provided by shape
optimization problems formulated as optimal control problems, where the cost (such as the moment
of inertia of the structure) is invariant under Euclidean transformations (translations and rotations).
More broadly, examples are to be found among problems where the domain of the optimization prob-
lem comprises in effect not single elements in some linear space, but equivalence classes of constant
cost elements.
Standard second order sufficient conditions in optimal control can be thought of as elaborations of
the requirement, in nonlinear programming, that the Hessian of the Lagrangian is positive definite
on the tangent space of the constraint set. A significant feature of such conditions, from the point of
view of this paper, is this: when they are satisfied they imply not only local optimality but also local
uniqueness. If follows that tests of local optimality based on classical second order sufficient conditions
cannot be used to assess the local optimality of optimal controls that belong to a continuously param-
eterized family of constant cost controls, because the optimal controls are not locally unique. This is
the key issue addressed in this paper.
There is an extensive literature on second order sufficient conditions for local optimality of control
functions, with potential application in situations where optimal control functions are locally unique.
See [4], [8], [18], [19] and further references therein. For second order sufficient conditions, suitable
for use as tests for local optimality, in numerical optimal control see [6]. By contrast, the theory of
second order sufficient conditions for general classes of problems with non-unique optimal controls has
received less attention. A notable exception is the work of Speyer and his collaborators [12], [16] who
have employed methods of analytical mechanics [9] to derive sufficient conditions covering periodic
optimal control problems. These methods, providing criteria for orbit stability expressed in terms of
the spectral properties of the monodromy matrix, are specific to periodic problems.
We present a general framework for deriving second order sufficient conditions of local optimality in
circumstances when extremals can be continuously embedded in a family of extremals. It is shown how
it can be used to generate sufficient conditions in the context of optimal control problems possessing
this ‘embedding’ property. The optimal control problems covered include autonomous problems with
periodic boundary conditions, but also more general classes of problems where the transformations
generating the embeddings are not just time shifts as in periodic optimal control. While the focus is
on sufficient conditions in optimal control theory for controlled differential equations, the fact that the
techniques are developed in a general, linear space framework points to potential applications involving
different kinds of optimization problems, including static problems and those where the underlying
dynamic constraints involve functional differential or partial differential equations. Preliminary ver-
sions of the conditions derived in this paper were reported in [10], [5].
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The abstract framework of Section 5 provides sufficient conditions for local optimality, for a subset of
infinite dimensional optimization problems formulated as follows:
Minimize
x∈Q
f(x) subject to G(x) ∈ K , (1)
where f(.) : X → R and G(.) : X → Y are given functions (for some Banach spaces X and Y ) and Q
and K are given convex sets. Define Φ := {x ∈ Q |G(x) ∈ K }. Take a closed set A ⊂ Φ, on which
f(.) takes constant value, and a point x¯ ∈ A. Earlier research has been conducted into ‘non-isolated
minima’ in the context of problem (1), the principal findings of which are brought together in Bonnans’
and Shapiro’s monograph [2]. The approach adopted is to seek to characterize situations in which the
point x¯ has the ‘quadratic growth property’ w.r.t. A, namely: there exists  > 0 and K > 0 such that
f(x) ≥ f(x¯) +KdA(x)2 for all x ∈ x¯+ B ,
in which dA(x) denotes the distance of the point x from A w.r.t. the X norm. This literature provides,
in particular, sufficient conditions for x¯ to have the quadratic growth property w.r.t. A. (See [2], Thm.
3.63). These conditions require coercivity of the second variation on a neighborhood of x¯, in directions
lying in the ‘approximate cone of critical directions’ which are simultaneously proximal normal vectors
to the set S. When X is finite dimensional it is possible to provide verifiable criteria for satisfaction of
these sufficient conditions, in which the above cone is replaced by the simpler-to-characterize ‘cone of
critical directions’. The task of providing verifiable criteria for infinite dimensional problems is, on the
other hand, a challenging one, which is probably best studied in relation to special classes of problems
of interest in applications. The sufficient conditions provided in this paper should be viewed in this
light: directly verifiable sufficient conditions for a special but important class of infinite dimensional
problems arising in optimal control.
The sufficient conditions of [2] relate to a broad class of optimization problems and are included in
a general theory combining necessary and sufficient conditions. We provide merely sufficient condi-
tions for a narrower class of problems. The two sets of sufficient conditions are similar in character,
since both require coercivity of the second variation in directions having an orthogonality property
in relation to A. But detailed comparisons are difficult to make. In this paper, we exploit a special
structure of the set A (motivated by problems in, for example, periodic optimal control) as the image
of a continuous function α→ xα, with x¯ = xα|α=0, assumed to have a gradient at the origin, in order
to provide sufficient conditions for local optimality, in which ‘orthogonal vectors’ are interpreted as
vectors in the nullspace of this gradient mapping. Higher order differentiability of the functions is
required only in a restricted sense, relating to increments in a subset of the underlying Hilbert space.
We do not demonstrate ‘quadratic growth’; it is, indeed, unlikely that our conditions, in general, imply
this stronger property. The sufficient conditions for quadratic growth in [2], which place no restrictions
on the closed set A, require higher order differentiability on the whole space and interpret ‘orthogonal
vectors’ as proximal normal vectors at points in A near x¯. The application of such sufficient conditions
requires checking the coercivity property for every neighbouring proximal normal, many of which may
exist when, according to our hypotheses, α→ xα is assumed merely to be continuous and differentiable
at the origin.
Notation. In k-dimensional Euclidean space, the Euclidean length of a vector x is written |x|.
The open ball, with center x0 and radius r, is written Bk(x0, r). BZ(x0, r) denotes the open norm
ball in a Hilbert space Z, with center x0 ∈ Z and radius r. Given Hilbert spaces X and Y , the set of
continuous linear maps from X to Y is written L(X,Y ). IX ∈ L(X,X) denotes the identity operator
on X. For T > 0 and p = 1 or 2, W 1,p([0, T ];Rn) denotes the space of absolutely continuous Rn valued
functions on [0, T ] whose derivatives are integrable (if p = 1) and square integrable (if p = 2).
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2 Problem Formulation and Preliminary Concepts
Consider the optimal control problem,
(P )

Minimize J(x(.), u(.)) := c(x(0), x(T ))
over x(.) ∈W 1,1([0, T ];Rn) and measurable functions u(.) : [0, T ]→ Rm
subject to
x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [0, T ]
m(x(0), x(T )) = 0 .
The data for (P ) are as follows: a number T > 0 and the functions c : Rn × Rn → R, f :
[0, T ]× Rn × Rm → Rn, m : Rn × Rn → Rk.
A control function is a measurable Rm-valued function on [0, T ]. Given a control function u(.), a state
trajectory x(.) corresponding to u(.) is an a.e. solution to the differential equation x˙(t) = f(t, x(t), u(t))
on [0, T ], in the space W 1,1([0, T ];Rn). A pair (x(.), u(.)) comprising a state trajectory x(.) and an
associated control function u(.) is referred to as a process. If x(.) satisfies the endpoint constraints
m(x(0), x(T )) = 0 then the process (x, u) is said to be admissible.
An admissible process (x¯(.), u¯(.)) that achieves the minimum value of c(x(0), x(T )) over all admissible
processes is called a minimizer, and u¯(.) is called an optimal control. A more restrictive notion of
optimality is as follows: an admissible process (x¯(.), u¯(.)) is said to be a weak minimizer if there exists
 > 0 such that
c(x(0), x(T )) ≥ c(x¯(0), x¯(T ))
for all admissible processes (x(.), u(.)) satisfying
‖x(.)− x¯(.)‖L∞ and ‖u(.)− u¯(.)‖L∞ ≤  . (2)
We say that (x¯(.), u¯(.)) is a weak, locally unique minimizer if there exists  > 0 such that
c(x(0), x(T )) > c(x¯(0), x¯(T ))
for all admissible processes (x(.), u(.)) that are distinct from (x¯(.), u¯(.)) and satisfy (2).
We define the Hamiltonian function H : [0, T ]× Rn × Rn × Rm
H(t, x, p, u) := pT f(t, x, u) (3)
and the ‘end-point’ Lagrangian h : Rn × Rn × Rk → R
h(x0, x1; ν) = c(x0, x1) + ν
Tm(x0, x1) . (4)
An admissible process (x¯(.), u¯(.)) is said to be a weak normal extremal if it satisfies the conditions of
the Pontryagin Maximum Principle in the following restricted form: there exists p(.) ∈W 1,1([0, T ];Rn)
and ν ∈ Rk such that
−p˙(t) = fx(t, x¯(t), u¯(t))T p(t) a.e. t ∈ [0, T ]
Hu(t, x¯(t), p(t), u¯(t)) = 0 a.e. t ∈ [0, T ][
pT (0), pT (T )
]
= ∇x0,x1h(x¯(0), x¯(T ); ν) .
p(.) and ν are the Lagrange multipliers for the extremal (x¯(0), u¯(.)). It will be convenient (if slightly
ambiguous) also to speak of the weak, normal extremal ((x¯(.), u¯(.)), p(.), ν) in these circumstances.
The descriptors ‘weak’ and ‘normal’ indicate, respectively, that the customary maximization property
‘u→ −H(t, x¯(t), p(t), u) is maximized at u¯(t)’ in the Pontryagin Maximum Principle has been replaced
by the weaker, turning point condition Hu(t, x¯(t), p(t), u = u¯(t)) = 0, and that the cost multiplier is
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set to 1.
It is well-known that any weak, local minimizer (x¯(.), u¯(.)) for (P ) is a weak normal extremal, under
the hypotheses we shall impose below, (H1) - (H4). This fact can be deduced, for example, from
[14, Thm. 6.2.3]. Notice that the controllability hypothesis (H3) ensures validity of the conditions in
normal form.
3 Second Order Conditions
Take a weak normal extremal (x¯(.), u¯(.)), for which the Lagrange multipliers are p(.) and ν. For
purposes of comparison, we briefly review standard second order optimality conditions for problem
(P ). (See, for example, [4].) These center on the analysis of the ‘accessory problem’, defined as follows.
For each t ∈ [0, T ], let
(A(t), B(t)) := (fx(t, x¯(t), u¯(t)), fu(t, x¯(t), u¯(t))) ,
[
Q(t) D(t)
D(t)T R(t)
]
:=
[
Hxx Hxu
HTxu Huu
]
,
in which H is as defined in (3). The entries of the block matrix on the right side are evaluated at
(t, x¯(t), p(t), u¯(t)). Let
C :=
[
hx0x0 hx0x1
hx0x1 hx1x1
]
,
in which h is as defined in (4) and where the entries of the block matrix on the right side are evaluated
at (x¯(0), x¯(T )) and ν. Define the function JA : W
1,1([0, T ];Rn) × L2([0, T ];Rm) → R, referred to as
the second variation, to be
JA(y(.), v(.)) :=
1
2
[
y(0)Ty(T )T
]
C
[
y(0)
y(T )
]
+
1
2
∫ T
0
y(t)TQ(t)y(t)+ 2y(t)TD(t)v(t)+v(t)TR(t)v(t) dt .
The accessory problem is
(A)

Minimize JA(y(.), v(.)) over y ∈W 1,1([0, T ];Rn) and v ∈ L2([0, T ];Rm)
subject to
y˙ = A(t)y(t) +B(t)v(t) a.e. t ∈ [0, T ]
∇x0m(x¯(0), x¯(T ))y(0) +∇x1m(x¯(0), x¯(T ))y(T ) = 0 .
Couples (y(.), v(.)) satisfying the differential equation constraint of (A) are called processes for (A).
They are referred to as admissible processes for (A) if, additionally, they satisfy the endpoint con-
straints of (A).
Consider the following hypotheses, in which θ(.) : [0,∞) → [0,∞) is a modulus of continuity, i.e. a
function such that lims↓0 θ(s) = 0. (The term ‘modulus of continuity’ will always be understood in
this sense below.)
(H1) c(., .) and m(., .) are of class C2. f(t, ., .) is of class C2 for all t ∈ [0, T ], and f(., ., .) and its
derivatives with respect to the (x, u) variables, up to order 2, are continuous.
(H2) There exists  > 0 such that
R(t) > I for all t ∈ [0, T ] .
(H3) (A(.), B(.)) is controllable on [0, T ].
(H4) u¯(.) is essentially bounded.
Standard second order conditions, expressed in terms of the second variation, are as follows:
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Theorem 3.1. Take a weak normal extremal for (x¯(.), u¯(.)). Assume hypotheses (H1) - (H4) are
satisfied.
(a) (Necessary Condition) Suppose that (x¯(.), u¯(.)) is a weak local minimizer. Then
JA(y(.), v(.)) ≥ 0 (5)
for all admissible processes (y(.), v(.)) for (A).
(b) (Sufficient Condition) Suppose that there exists γ > 0 such that
JA(y(.), v(.)) ≥ γ
(
|y(0)|2 +
∫ T
0
|v(t)|2 dt
)
(6)
for all admissible processes (y(.), v(.)) for (A). Then (x¯(.), u¯(.)) is a weak locally unique mini-
mizer.
Condition (5) and its strengthened form (6) are referred to as positivity and coercivity of the second
variation respectively. Thus, positivity of the second variation is a necessary condition and coercivity
of the second variation is a sufficient condition, for weak local optimality.
Coercivity of the second variation is often difficult to confirm directly. There is therefore interest in
more easily verifiable tests, such as those expressed in terms the Riccati equation associated with the
accessory problem
P˙ (t) +P (t)A(t) +A(t)TP (t) +Q(t)− (B(t)TP (t) +D(t)T )T R−1(t) (B(t)TP (t) +D(t)T ) = 0 (7)
and Hamilton’s system of equations
(H)
{
y˙(t) = A(t)y −B(t)R−1(t) (B(t)T p(t) +D(t)T y(t))
−p˙(t) = A(t)T p(t) +Q(t)y(t)−D(t)R−1(t) (B(t)T p(t) +D(t)T y(t)) .
Let {Φ(s, t) | 0 ≤ s, t ≤ T} be the transition matrix associated with Hamilton’s system of equations
(H) for (A), i.e. for each s ∈ [0, T ] Φ(., s) is the unique absolutely continuous, n × n matrix valued
function satisfying: {
d
dtΦ(t, s) = AΦ(t, s) a.e. t ∈ [0, T ]
Φ(s, s) = I ,
where
A =
[
A−BR−1DT −BR−1BT
−Q+DR−1DT −AT +DR−1BT
]
.
Partition Φ(0, T ) into n× n matrix blocks
Φ(0, T ) =
[
φ11 φ12
φ21 φ22
]
.
Now define the matrix 2n× 2n matrix W to be
W := C +
[
φ22φ
−1
12 φ21 − φ22φ−112 φ11
−φ−112 φ−112 φ11
]
. (8)
Conditions for coercivity of the second variation can be expressed in terms of solutions to these equa-
tions.
Notice that defining W requires the invertibility of φ12(0, T ), a sufficient condition for which is given
by the following lemma.
6
Lemma 3.2. Take a weak normal extremal (x¯(.), u¯(.)). Assume (H1) - (H4) are satisfied and there
exists a symmetric solution P (.) to (7) on [0, T ]. Then,
det[φ12(0, T )] 6= 0 .
See [3, Section 24]. For completeness, a concise proof is provided in the Appendix.
Proposition 3.3. Take a weak normal extremal (x¯(.), u¯(.)). Assume that (H1) - (H4) are satisfied.
Take a positive number γ. Then the following conditions are equivalent:
(a) (i) the Riccati equation (7) has a symmetric solution on [0, T ] ,
(ii)
[
yT0 y
T
1
]W [ y0
y1
]
> γ
∣∣∣∣[ y0y1
]∣∣∣∣2
for all non-zero y0, y1 ∈ Rn such that mx0y0 +mx1y1 = 0 .
(b) JA(y(.), v(.)) ≥ γ
(
|y(0)|2 + ∫ T0 |v(t)|2 dt) for all admissible processes (y(.), v(.)) for (A).
We deduce from Thm. 3.1 and Prop. 3.3:
Theorem 3.4. Take a weak normal extremal for (x¯(.), u¯(.)). Assume hypotheses (H1) - (H4) are
satisfied. Suppose that
(i) the Riccati equation (7) has a symmetric solution on [0, T ] ,
(ii) there exists γ > 0 such that
[
yT0 y
T
1
]W [ y0
y1
]
> γ
∣∣∣∣[ y0y1
]∣∣∣∣2
for all y0, y1 ∈ Rn such that mx0y0 + mx1y1 = 0. (Note that matrix W is well defined, in view of
Lemma 3.2). Then (x¯(.), u¯(.)) is a weak locally unique minimizer.
The sufficient conditions of Thm. 3.1(b) and Thm. 3.4 are well-known, though the ‘extra’ assertions
that the weak local minimizer is actually locally unique is not usually emphasized. We note that the
extra assertion follows from (b) of Prop. 3.3 and the fact that, given δ ∈ (0, γ) sufficiently small,  > 0
may be found such that for any admissible process of (x(.), u(.)) for (P ) satisfying
‖x− x¯‖L∞ ≤  and ‖u− u¯‖L∞ ≤  ,
there exists an admissible process (y(.), v(.)) for (A) such that
J(x, u)− J(x¯, u¯) ≥ JA(y, v)− δ
(|y(0)|2 + ‖v‖2L2)
and
|x(0)− x¯(0)|2 + ‖u− u¯‖2L2 ≤ K
(|y(0)|2 + ‖v‖2L2) .
It follows that
J(x, u)− J(x¯, u¯) ≥
(
γ − δ
K
)(|x(0)− x¯(0)|2 + ‖u− u¯‖2L2) ,
which implies local uniqueness. (See the analysis in the Appendix of [1]).
4 Sufficient Conditions for Non-Unique Minimizers
In this section we supply refined second order sufficient conditions, which are satisfied even by weak,
local extremals that are not locally unique minimizers in certain cases of of interest. These are cases
in which the weak local extremal can be continuously embedded in a family of weak local extremals
in the following sense:
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Definition 4.1. The weak normal extremal ((x¯(.), u¯(.)), (p(.), ν)) is said to be continuously embedded
in a family of weak normal extremals{
((xα(.), uα(.)), (pα(.), να)) | α ∈ A
}
in which A is an open ball, center the origin, in some finite dimensional vector space Rp, such that
(x0(.), u0(.)) = (x¯(.), u¯(.)) and the following conditions are satisfied:
(F1) For each α ∈ A (xα(.), uα(.)), (pα(.), να) is a weak normal extremal such that
c(xα(0), xα(T )) = c(x¯(0), x¯(T )) and
m(xα(0), xα(T )) = m(x¯(0), x¯(T )) = 0 ,
(F2) α→ (xα(.), uα(.), pα(.), να) : A → L∞ × L∞ × L∞ × Rl is strongly continuous,
(F3) α→ (xα(0), xα(T )) : A → R2n is of class C1.
(F4) Define the 2n× p matrix
Γ :=
[ ∇αxα(0)
∇αxα(T )
]
α=0
. (9)
Then the (p+ k)× 2n matrix [
ΓT
∇x0,x1m(x¯(0), x¯(T ))
]
has full row rank.
The refined second order sufficient condition, in which matrix W is as defined in (8), is as follows:
Theorem 4.2. Take a weak normal extremal for (x¯(.), u¯(.)). Assume hypotheses (H1) - (H4) are
satisfied and that (x¯(.), u¯(.)) can be continuously embedded in a family of extremals satisfying the
conditions (F1) - (F4) above. Suppose that
(i) the Riccati equation (7) has a symmetric solution on [0, T ],
(ii) there exists γ > 0 such that
[
yT0 y
T
1
]W [ y0
y1
]
> γ
∣∣∣∣[ y0y1
]∣∣∣∣2
for all non-zero y0, y1 ∈ Rn satisfying
mx0y0 +mx1y1 = 0 and Γ
T
[
y0
y1
]
= 0 .
Then (x¯(.), u¯(.)) is a weak local minimizer.
Notice that the the conclusions of the theorem are that (x¯(.), u¯(.)) is a weak local minimizer, not a
weak, locally unique minimizer. These new sufficient conditions differ from the standard sufficient
conditions involving the Riccati equation and Hamilton’s system of equations by requiring positivity
of the W matrix only on the strict linear subspace of points in the linearized endpoint constraint set,
satisfying the condition
ΓT
[
y0
y1
]
= 0 .
We return to the proof of this theorem after developing related second order conditions in an abstract
setting.
8
5 An Abstract Framework
Consider the optimization problem
(AF )
 Minimize F ◦Π(z) over elements z ∈ Zsubject toG ◦Π(z) = 0.
The data comprise: a Hilbert space Z (for which the inner product is written < ., . >Z and norm is
written ‖.‖Z), functions Π : Z → Rr, F : Rr → R and G : Rr → Rl. Here “◦” denotes composition of
functions. Points z ∈ Z are said to be feasible if they satisfy the constraint G ◦Π(z) = 0.
Definition 5.1. Take a convex set D ⊂ BZ(0, 1), containing the origin. Then a point z¯ is said to be
a D-local minimizer if it is feasible for (AF ) and, for some  > 0, we have
F ◦Π(z) ≥ F ◦Π(z¯)
for all feasible points z ∈ z¯ + D.
An element z¯ ∈ Z is said to be a normal extremal if z¯ is feasible and there exists an element ν¯ ∈ Rl
such that, writing
h(z) = (F + ν¯TG) ◦Π(z) ,
we have
Dh(z¯) = 0 .
The element ν¯ is referred to as the multiplier (associated with z¯). We shall write, briefly, ‘(z¯, ν¯) is a
normal extremal’ to signify that z¯ is a normal extremal with associated multiplier ν¯.
Definition 5.2. Given a normal extremal (z¯, ν¯), we shall say (z¯, ν¯) is embedded in a family of ex-
tremals {(zα, να) |α ∈ Bp(0, α¯)}, in which α¯ > 0, if α→ (zα, να) is a mapping from Bp(0, α¯) to Z×Rl
such that (z¯, ν¯) = (z0, ν0) and for, each α ∈ Bp(0, α¯),
(i) zα is feasible and F ◦Π(zα) = F ◦Π(z¯) ,
(ii) Dhα(zα) = 0, where
hα(z) := (F + (να)TG) ◦Π(zα) .
Given a convex set D ⊂ BZ(0, 1) containing the origin and an extremal (z¯, ν¯) embedded in a family of
extremals {(zα, να) | α ∈ Bp(0, α¯)}, we shall impose the following hypotheses which give, in particular,
precise meaning to the derivatives Dhα(zα) and Dh(z¯) := Dh0(z0) in the definitions above.
(AH1) The functions F (.) and G(.) are of class C2.
(AH2) (Continuity of the embedding) There exists a modulus of continuity η(.) : R+ → R+ such that
zα ∈ z¯ + η(α′)D for all α′ ∈ [0, α¯), α ∈ Bp(0, α′).
(AH3) (Endpoint differentiability) The mapping α → Π(zα) : Bp(0, α¯) → Rr is continuous and
differentiable at α = 0. Define the r × p matrix
Γ := ∇αΠ(zα)|α=0 .
There exists a modulus of continuity θ(.) and K > 0 with the following property:
for each α ∈ Bp(0, α¯) there exist Dhα(zα) ∈ L(Z,R), DΠα(zα) ∈ L(Z,Rr) and a self-adjoint
D2hα(zα) ∈ L(Z,Z) such that
‖Dhα(zα)‖L(X,X) ≤ K ,
|h(z)− h(zα)−Dhα(zα)(z − zα)− 1
2
〈z − zα, D2hα(zα)(z − zα)〉| ≤ θ()‖z − zα‖2Z ,
|Π(z)−Π(zα)−DΠα(zα)(z − zα)| ≤ θ()‖z − zα‖Z
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for all  > 0 and z ∈ zα + D.
(AH4) (Constraint regularity)
(a) The set of r-vectors comprising the rows of the matrices ΓT and ∇G(Π(z¯)) are linearly
independent.
(b) There exists k > 0 such that, for each y ∈ Z and α ∈ Bp(0, α¯), an element y′ ∈ Z can be
found such that
ΓT DΠα(zα)y′ = 0 and ∇G(Π(zα))DΠα(zα)y′ = 0
and
‖y′ − y‖Z ≤ k
(
|ΓT DΠα(zα)y|+ |∇G(Π(zα))DΠα(zα)y|
)
.
(AH5) There exists δ¯ > 0, γ > 0 and an (r×r)-matrix valued function (α, δ)→Wα,δ on Bp(0, α¯)× [0, δ¯],
which is continuous at (0, 0) and satisfies the conditions
(i) for every α ∈ Bp(0, α¯), δ ∈ [0, δ¯] and ξ ∈ Rr we have
inf
{〈z, (D2hα(zα)− δIZ)z〉 | z ∈ Z,DΠα(zα)z = ξ} ≥ ξTWα,δξ
(ii) ξTW0,0ξ ≥ γ|ξ|2 for all ξ such that
ΓT ξ = 0 and ∇G(Π(z¯))ξ = 0 .
Theorem 5.3. Consider the optimization problem (AF ). Take a normal extremal (z¯, ν¯) ∈ Z × Rl
that is embedded in a family of extremals {(zα, να) |α ∈ Bp(0, α¯)}, and a set D ⊂ BZ(0, 1). Assume
(AH1)− (AH5). Then z¯ is a D-local minimizer.
Comments.
(i) A sufficient condition for local optimality of an extremal (z¯, ν¯) for problem (AF ), more akin to
classical sufficient conditions in optimal control, would (among other standard conditions) place
the following requirements on the second derivative D2h(z¯) of the Lagrangian function: there
exists γ > 0 such that
ξTWξ ≥ γ|ξ|2 for all ξ ∈ Rr such that ∇G(Π(z¯))ξ = 0 .
where W is the unique symmetric matrix such that
ξTWξ = inf {〈y,D2h(z¯)y〉 | DΠ(z¯)y = ξ} .
Hypothesis (AH5) of Thm. 5.3 imposes ‘stability’ requirements on the matrix W relative to
perturbations of the extremal (condition (i)) and, more significantly, condition (ii) that requires
the positivity ofW merely on the subset of {ξ | ∇G(Π(z¯))ξ = 0} comprising elements orthogonal
to the columns of the matrix Γ). Condition (AH5)(ii) is satisfied in some cases of interest, when
W fails to be positive definite on the whole of the subspace {ξ | ∇G(Π(z¯))ξ = 0} itself.
(ii) Consider Hypothesis (AH4)(b) concerning the constraints
ΓT DΠαy = 0 and ∇G(Π(zα))DΠαy = 0
on elements y ∈ Z. This can be interpreted as a metric regularity-type hypothesis, requiring
that, given any y ∈ Z which violates these constraints, an element y′ ∈ Z can be found which
satisfies the constraints and for which the distance from y′ is linearly estimated in terms of the
constraint violation of y, as measured by:(
|ΓT DΠαy|+ |∇G(Π(zα))DΠαy|
)
.
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The following sufficient condition for satisfaction of Hypothesis (AH4)(b), which involves the right
inverse of the linear map DΠα(zα), is often convenient for optimal control applications, because it
can be more directly linked to verifiable, controllability-type condition on the data for the underlying
control system.
Proposition 5.4. Consider a normal extremal (z¯, ν¯) ∈ Z × Rl for the optimization problem (AF )
that is embedded in a family of extremals {(zα, να) |α ∈ Bp(0, α¯)}. Assume (AH3) and (AH4)(a).
Then (AH4)(b) is satisfied (following, if necessary, a reduction of the size of α¯), under the following
conditions:
(AH3)′(b) : For each α ∈ Bp(0, α¯) the linear map DΠα(zα) has a right inverse (DΠα(zα))† ∈ L(Rr;Z),
i.e.
(DΠα(zα))(DΠα(zα))† = Ir×r ,
α→ DΠα(zα)† is continuous w.r.t. the uniform operator topology on L(Rr;Z) and there exists k > 0
such that
‖DΠα(zα)†‖ ≤ k for all α ∈ Bp(0, α¯) .
Proof. Define
V α :=
[
ΓT
∇G(Π(zα))
]
.
Since α→ Π(zα) is continuous and V 0 has full row rank, the matrix inverse (V αV αT )−1 exists and is
bounded on Bp(0, α1), for some α1 ∈ (0, α¯). Take any y ∈ Z and α ∈ Bp(0, α1). Define
y′ := y − (DΠα(zα))†V αT (V αV αT )−1V αDΠα(zα)y .
Then
V αDΠα(zα)y′ = V αDΠα(zα)y − V αDΠα(zα)y = 0 .
It follows that
ΓTDΠα(zα)y′ = 0 ,∇G(Π(zα))DΠα(zα)y′ = 0
and
‖y′ − y‖Z ≤ k
(
|ΓTDΠα(zα)y|+ |∇G(Π(zα))DΠα(zα)y|) ,
for k a uniform bound on ‖(DΠα)†V αT (V αV αT )−1‖Z over α ∈ Bp(0, α1). We have shown that condi-
tion (AH4)(b) is satisfied, for α¯ replaced by α1.
Proof of Thm. 5.3 In the sequel we shall omit the argument zα in expressions involving Πα and
hα, writing DΠα(zα) briefly as DΠα, etc. Take a normal extremal (z¯, ν¯) ∈ Z × Rl that is embed-
ded in a family of extremals {(zα, να) |α ∈ Bp(0, α¯)}, and a set D ⊂ BZ(0, 1). Assume (AH1)−(AH5).
The following lemma summarizes a key step in the proof of Thm. 5.3. The lemma asserts that, given
a point z close to z¯, we can adjust α so that the deviation of the boundary values of z from those of
zα, namely Π(z)−Π(zα), is normal to the tangent space of {Π(zα) | α ∈ Bp(0, α¯)} at α = 0.
Lemma 5.5. For each α′ ∈ (0, α¯), ′ > 0 can be found with the property: given any z ∈ z¯+ ′D, there
exists α ∈ Bp(0, α′) such that
ΓT (Π(z)−Π(zα)) = 0 .
Proof. Fix α′ ∈ (0, α¯). Take any α ∈ Bp(0, α′). We know from (AH3) that
|Π(zα)−Π(z¯)− Γα| ≤ η1(α′)|α| , (10)
for some modulus of continuity η1(.). Define
M(z, α) = ΓT (Π(z)−Π(zα)) .
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Notice that, M(z¯, .) is differentiable at α = 0 and
d
dα
M(z¯, 0) = −ΓT d
dα
Π(zα)|α=0 = −ΓTΓ
is a nonsingular matrix, since Γ has linearly independent columns. Define also the mapping M :
Z × Rp → Rp, where
M(z, ξ) := M(z, α(z, ξ)) + ξ
in which
α(z, ξ) := −(ΓTΓ)−1[ΓTDΠ0(z − z¯) + ξ] .
Note that
M(z¯, 0) = M(z¯, 0) = 0 .
Take a number ′ > 0 (we shall set its value presently), and consider an arbitrary point z ∈ z¯ + ′D.
Since D ⊂ BZ(0, 1) we have that ||z − z¯||Z ≤ ′. It follows from (10) and (AH3) that
|M(z, ξ)| = |M(z, ξ)−M(z¯, 0)|
= |ΓT
(
(Π(z)−Π(z¯))− (Π(zα(z,ξ))−Π(z¯))
)
+ ξ|
≤ |ΓT (DΠ0(z − z¯)− Γ(ΓTΓ)−1(ΓTDΠ0(z − z¯) + ξ))+ ξ|+ e(z, α)
= 0 + e(z, α)
where
e(z, ξ) = |Γ|
[
θ (‖z − z¯‖Z) ‖z − z¯‖Z + η1 (|α(z, ξ)|) |α (z, ξ) |
]
.
But, for constants k1 and k2
|α(z, ξ)| ≤ k1‖z − z¯‖Z + k2|ξ| .
It follows that
|M(z, ξ)| ≤ |Γ| (θ(′|)′ + η1(k1′ + k2|ξ|))(k1′ + k2|ξ|) .
It follows that we can choose σ > 0 and ′ > 0 such that, for all z ∈ z¯ + ′D and ξ ∈ B(0, σ),
|M(z, ξ)| ≤ σ .
We see that, for fixed z ∈ z¯ + ′D, M(z, .) maps the closed ball Bp(0, σ) into itself. Furthermore, for
every ξ ∈ Bp(0, σ) we have that α(z, ξ) ∈ Bp(0, α′). In view of (AH3), this map is continuous. Invoking
the Schauder Fixed Point Theorem [11] we deduce that the map has a fixed point ξ¯ in Bp(0, σ). But
ξ¯ =M(z, ξ¯) implies M(z, ξ¯) = 0, i.e.
ΓT (Π(z)−Π(zα)) = 0 ,
where α = α(z, ξ¯) ∈ Bp(0, α′). This confirms the assertions of the lemma.
The following lemma, the proof of which is based on a simple sequential compactness analysis and
which we therefore omit, is also required.
Lemma 5.6. Take N a neighborhood of the origin Rr and n× n and m× n matrix valued functions
β 7→ Qβ, β 7→ Dβ on N , which are continuous at 0. Assume that there exists γ¯ > 0 such that
xTQ0x ≥ γ¯|x|2
for all x ∈ Rn such that D0x = 0. Then for any γ′ ∈ (0, γ¯) there exists a neighborhood N ′ ⊂ N of the
origin such that, for each β ∈ N ′,
xTQβx ≥ γ′|x|2
for all x ∈ Rn s.t. Dβx = 0 .
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We are now ready to complete the proof of the theorem. Take any α′ ∈ (0, α¯]. Let ′ be as in Lemma
5.5. (′ will depend on α′). Take  ∈ (0, ′] and consider an arbitrary feasible point z ∈ z¯+ D. (Notice
that, because D ⊂ BZ(0, 1), ‖zα− z¯‖Z ≤ ). Then F ◦Π(z¯) = F ◦Π(zα) and G◦Π(z¯) = G◦Π(zα) = 0.
Taking account also of (AH2) and (AH3), we conclude that
F ◦Π(z)− F ◦Π(z¯) = F ◦Π(z)− F ◦Π(zα)
= F ◦Π(z)− F ◦Π(zα) + να · [G ◦Π(z)−G ◦Π(zα)]
= h(z)− h(zα)
≥ Dhα(z − zα) + 1
2
〈(z − zα), D2hα(z − zα)〉 − θ(+ η(α′))‖z − zα‖2Z
= 0 +
1
2
〈(z − zα), D2hα(z − zα)〉 − θ(+ η(α′))‖z − zα‖2Z . (11)
By Lemma 5.5 there exists α ∈ Bp(0, α′) such that
ΓT (Π(z)−Π(zα)) = 0 . (12)
Since z and zα are both feasible,
G ◦Π(z)−G ◦Π(zα) = 0 . (13)
It follows from (12) , (13) and (AH3) that
|ΓTDΠα(z − zα)|+ |∇G(Π(zα))DΠα(z − zα)| ≤ θ2(+ η(α′))‖z − zα‖ ,
for some continuity modulus θ2(.). By (AH4) there exists z
′ ∈ Z such that
ΓTDΠαz′ = 0 and ∇G(Π(zα))DΠαz′ = 0 .
Furthermore,
‖z′ − (z − zα)‖Z ≤ θ3(+ η(α′))‖z − zα‖Z
for some continuity modulus θ3(.). By reducing the magnitude of α
′ and , while continuing to ensure
that  ∈ (0, ′], it can be arranged that θ3(+ η(α′)) < 1. Then, by the triangle inequality,
‖z′ − (z − zα)‖Z ≤ θ3(+ η(α′))(‖z′ − (z − zα)‖Z + ‖z′‖Z)
and so
‖z′ − (z − zα)‖Z ≤ θ3(+ η(α
′))
1− θ3(+ η(α′))‖z
′‖Z . (14)
Writing ∆z := z − zα, we can express (11) as
F ◦Π(z)− F ◦Π(z¯) ≥ 1
2
〈∆z,D2hα∆z〉 − θ(+ η(α′))‖∆z‖2Z . (15)
In view of the identity
〈∆z,D2hα∆z〉 = 〈z′, D2hαz′〉+ 2〈z′, D2hα(∆z − z′)〉+ 〈(∆z − z′), D2hα(∆z − z′)〉
we have
〈∆z,D2hα∆z〉 ≥ 〈z′, D2hαz′〉 − 2‖D2hα‖L(Z,Z)‖z′‖Z‖∆z − z′‖Z − ‖D2hα‖Z‖∆z − z′‖2Z .
But then, by (14),
〈∆z,D2hα∆z〉 ≥ 〈z′, D2hαz′〉 − θ4(+ η(α′))K‖z′‖2Z , (16)
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where θ4(.) is the continuity modulus
θ4(+ η(α
′)) =
2θ3(+ η(α
′))
1− θ3(+ η(α′)) +
(
θ3(+ η(α
′))
1− θ3(+ η(α′))
)2
and K is the uniform bound on ‖D2hα‖L(Z,Z) of hypothesis (AH3). From (14) we also deduce that
‖∆z‖2Z ≤ (‖∆z − z′‖Z + ‖z′‖Z)2 ≤ (
θ3(+ η(α
′))
1− θ3(+ η(α′)) + 1)
2‖z′‖2Z .
Combining this relation with (15) and (16) yields
F ◦Π(z)− F ◦Π(z¯) ≥ 〈z′, D2hαz′〉 − 1
2
q(, α′)‖z′‖2Z (17)
in which
q(, α′) =
1
2
θ4(+ η(α
′))K + θ(+ η(α′))
(
1
1− θ3(+ η(α′))
)2
.
(Notice that q(, α′) can be made arbitrarily small by reducing the size of  and α′.) But
〈z′, D2hαz′〉 − q(, α′)‖z′‖2Z = 〈z′, (D2hα − q(, α′)I)z′〉
≥ (DΠαz′)TWα,q(,α′)(DΠαz′) , (18)
where Wα,q(,α′) is as in hypothesis (AH5). Take any γ′ ∈ (0, γ), where γ is the constant in condition
(AH5)(ii). We know that α′ ∈ (0, α¯], α ∈ Bp(0, α′) and DΠαz′ satisfies the constraint
ΓTDΠαz′ = 0 and ∇G(Π(zα))DΠαz′ = 0 .
By (AH2) and (AH3), G
(
Π(zα)
) → G(Π(z¯)) as α′ → 0. We conclude now from Lemma 5.6 that,
following a further reduction in the size of  and α′ (if required), we have
(DΠαz′)TWα,q(,δ)(DΠαz′) ≥ γ′|(DΠαz′)|2 .
Then, from (17) and (18),
F ◦Π(z)− F ◦Π(z¯) ≥ 1
2
γ′|(DΠαz′)|2 ≥ 0 .
Since z was an arbitrary feasible point in z¯ + D, we have proved that z¯ is a D-local minimizer for
(AF ).
6 Proof of Theorem 4.2
We now make use of the abstract framework above to prove the sufficient conditions for weak local
optimality for the optimal control problem, stated as Thm. 4.2. Take a weak normal extremal
(x¯(.), u¯(.)) for (P ). Assume that (x¯(.), u¯(.)) is continuously embedded in a family of weak normal
extremals
{((xα(.), uα(.)), (pα(.), να)) | α ∈ A}
satisfying conditions (F1) - (F4) and that hypotheses (H1) - (H4) are valid.
For (x0, u(.)) ∈ Rn × L∞([0, T ];Rm) let ξ(t;x0, u(.)) denote the solution on [0, T ] of{
x˙(t) = f(t, x(t), u(t))
x(0) = x0 .
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As before, we write
(Aα(t), Bα(t)) = (fx(t, x
α(t), uα(t)), fu(t, x
α(t), uα(t))) .
(Here, and elsewhere, the absence of the superscript α indicates that α = 0. Thus (A(t), B(t)) =
(Aα(t), Bα(t)) |α=0.
For given (y0, v(.)) ∈ Rn × L2 let ξαL(t; y0, v(.)) denote the solution on [0, T ] of{
y˙(t) = Aα(t)y(t) +Bα(t)v(t)
y(0) = y0 .
We now make the appropriate identifications of functions and sets to match the optimal control
problem (P ) to the abstract framework of Section 5. Accordingly, set
Z = Rn × L2([0, T ];Rm) D = {(x0, u(.)) ∈ Z | |x0|+ ‖u‖L∞ ≤ 1}
Π(x0, u(.)) = (x0, ξ(T ;x0, u(.))) F (x0, x1) = c(x0, x1)
G(x0, x1) = m(x0, x1) h
α(x0, u(.)) =
(
g + (να)T m
)
(x0, ξ (T ;x0, u(.))) .
Somewhat lengthy but routine calculations, taking into account the conditions of the Maximum Prin-
ciple, yield the following derivative formulae
Γ =
d
dα
[
xα(0)
xα(T )
]
α=0
, DΠα(xα0 , u
α(.))(y0, v(.)) =
[
y0
yα(T )
]
,
Dhα(xα0 , u
α(.))(y0, v(.)) =
(∇(g + να) + (pα(T ),−pα(0))) · (y(0), yα(T )) +
∫ T
0
∇uH(t, xα(t), pα(t), uα(t))v(t) dt ,
and the bilinear form defining the self-adjoint operator D2hα(xα0 , u
α(.)) is
〈(y0, v(.)), D2hα(xα0 , uα(.))(y0, v(.))〉 =
[
yT0 y
α(T )T
]
Cα
[
y0
yα(T )
]
+∫ T
0
[
yα(t)T v(t)T
]∇2x,uH(t, xα(t), pα(t), uα(t)) [ yα(t)v(t)
]
dt
in which Cα := ∇2
(
g + (να)T m
)
and yα(T ) is the vector yα(T ) = ξαL(T ; y0, v(.)). Derivatives of(
g + (να)T m
)
are evaluated at (y0, y
α(T )). Notice that Dhα(xα0 , u
α(.))(y0, v(.)) = 0 by the extremal-
ity property.
Hypotheses (H1) - (H4) ensure that, following conversion to the abstract framework, hypotheses
(AH1) - (AH3) are satisfied. We note, in particular, that the validity of (AH4) (‘constraint regularity’)
can be deduced from the controllability hypothesis (H4) with the help of the characterization of the
constraint regularity property provided by Prop. 5.5. Here we make use of the following formula for
the right inverse DΠα (xα(0), uα(.))† of DΠα (xα(0), uα(.)):
DΠα(xα(0), uα(.))†(y0, y1) =
(
y0, v(t) ≡ Bα(t)TΦAα(T, t)TWα(0, T )−1 (y1 − ΦAα(T, 0)) y0
)
,
in which ΦAα(., .) is the fundamental matrix for y˙(t) = A
α(t)y(t) and Wα(0, T ) is the controllability
Grammian
Wα(0, T ) =
∫ T
0
ΦAα(T, s)B
α(s)Bα(s)TΦAα(T, s)
T ds .
(Notice that Wα(0, T ) is invertible at α = 0, by the controllability assumption, and therefore invertible
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for all α in some ball about the origin by continuous dependence.)
With the above identifications we shall show that, for all (α, ) confined to a sufficiently small ball
about the origin, there exists a matrix Wα, meeting the requirements of the final hypothesis (AH5)
of Thm. 5.3. This will permit us to conclude that (x¯0, u¯(.)) is a D-local minimizer for (P ) formulated
as a special case of (AF ). It will then follow that (x¯(.), u¯(.)) is a weak local minimizer and
{feasible processes (x(.), u(.)) | ‖x(.)− x¯(.)‖L∞ , ‖u(.)− u¯(.)‖L∞ ≤ δ} ⊂
{(x(.), u(.)) | |x(0)− x¯(0)|, ‖u(.)− u¯(.)‖L∞ ≤ δ} ,
for δ > 0 sufficiently small. This is what we set out to prove.
Consider parameters α¯ > 0 and ¯ > 0 (the values of which will be chosen presently) and take any
α ∈ Bp(0, α¯) ∩ A and  ∈ [0, ¯]. For arbitrary ξ =
[
y0
y1
]
∈ R2n we have
inf
{
〈z, (D2hα(zα)− I)z〉 | z ∈ Z,DΠα(zα)z = ξ
}
= inf
{
Jα,A (y(.), v(.)) | (y(0), y(T )) = (y0, y1)
}
,
(19)
where
Jα,A (y(.), v(.)) :=
1
2
[
yT0 y
α(T )T
]
Cα,
[
y0
yα(T )
]
+
1
2
∫ T
0
y(t)TQ(t)y(t) + 2y(t)TD(t)v(t) + v(t)TRα,(t)v(t) dt ,
in which
Cα, := Cα −
[
In×n 0n×m
0m×n 0m×m
]
Rα,(t) := ∇2uH(t, xα(t), pα(t), uα(t))− Im×m ,
and inf
{
Jα,A (y(.), v(.)) | (y(0), y(T )) = (y0, y1)
}
denotes the infimum cost of the optimal control
problem
(Aα,)

Minimize Jα,A (y(.), v(.)) over (y(.), v(.)) ∈W 1,1 × L2
subject to
y˙(t) = Aα(t)y(t) +Bα(t)v(t) a.e.
(y(0), y(T )) = (y0, y1) .
Cα, is continuous in α, , and Rα,(t) is continuous in (α, ) uniformly w.r.t. t ∈ [0, T ]. By reducing
the size of ¯ if required, we can arrange that, for some K > 0, which does not depend on the choice of
(, α) or t ∈ [0, T ],
(Rα,)−1(t) ≤ K.
Consider now the modified Riccati equation and Hamiltonian system of equations
P˙ (t) + P (t)Aα(t) +Aα(t)TP (t) +Qα(t)−(
Bα(t)TP (t) +Dα(t)T
)T
(Rα,)−1(t)
(
Bα(t)TP (t) +Dα(t)T
)
= 0 (20)
and the modified Hamilton’s system of equations{
y˙(t) = Aα(t)y −Bα(t)(Rα,)−1(t) (Bα(t)T p(t) +Dα(t)T y(t))
−p˙(t) = Aα(t)T p(t) +Qα(t)y(t)−Dα(t)(Rα,)−1(t) (Bα(t)T p(t) +Dα(t)T y(t)) . (21)
Let Φα,(., .) be the transition matrix for (21). We know, by assumption, that (20) has a (symmetric)
solution P on [0, T ] and that φα,12 (0, T ) is invertible, in the case (α, ) = (0, 0). It is known, furthermore,
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that the Riccati equation continues to have a solution on [0, T ] if the right boundary value is replaced
by P (T ) + kIn×n, for any k ≥ 0 (see, e.g. [1] ). By choosing k sufficiently large, we can arrange that
both
(i) there exists a solution to Pα,(t) to (20) on [0, T ] and
(ii) φα,12 (0, T ) and φ
α,
11 (0, T ) + φ
α,
12 (0, T )P
α,(T ) are invertible
for (α, ) = (0, 0). But then, by ‘continuous dependence’, (i) and (ii) remain true for all choices of
alpha and , provided α¯ and ¯ are sufficiently small. Furthermore, we can choose Pα,(t) to depend
continuously on (α, ), uniformly w.r.t. t ∈ [0, T ]. Now define
W˜α, := Cα, +
[
φα,22 (φ
α,
12 )
−1 φα,21 − φα,22 (φα,12 )−1φα,11
−(φα,)−1 (φα,12 )−1φα,11
]
.
Note that (α, )→ W˜α, is continuous on a neighborhood of the origin. To prove Thm. 4.2, it remains
to prove the lemma
Lemma 6.1. For ¯ > 0 and ρ > 0 sufficiently small,
inf
{
Jα,A (y(.), v(.)) | (y(0), y(T )) = (y0, y1)
}
=
[
yT0 y
T
1
] W˜α, [ y0
y1
]
for all  such that || ≤ ¯ and α ∈ Bp(0, α¯).
Indeed, the assertions of Thm. 4.2 will then follow from Thm. 5.3, when we identify W˜α, and Wα,.
We merely have to note that, in view of (19), the lemma tells us that, for arbitrary (y0, y1) ∈ Rn×Rn,
inf
{〈z, (D2hα(zα)− I)z〉 | z ∈ Z,DΠα(zα)z = ξ} = [ yT0 yT1 ] W˜α, [ y0y1
]
.
Thus condition (i) of Thm. 5.3 is satisfied. On the other hand, condition (ii) is also satisfied, in view
of the hypotheses imposed on the matrix W =W0,0 in Thm. 4.2.
Proof of Lemma 6.1. The proof is the same for all (α, ) sufficiently small in magnitude. So we
assume (α, ) = (0, 0) and omit superscripts α and (α, ) throughout. Take any y0, y1 ∈ Rn. Let P (.)
be the given solution to the Riccati equation (7) on [0, T ] and let Φ(., .) be the transition matrix for
the Hamiltonian system of equations (satisfying conditions (i) and (ii) above). To simplify notation
we shall drop the time argument in A(t) etc, and write Φ for Φ(0, T ). Let s(.) and m(.) be solutions
on [0, T ] of {
s˙(t) + (AT − (BTP +D)TR−1BT )s(t) = 0
s(T ) = ξ
and {
m˙(t)− s(t)TBR−1BT s(t) = 0
m(T ) = 0
where
ξ = φ−112 (y0 − [φ11 + φ12P (T )]y1) . (22)
Define
V (t, y) =
1
2
yTP (t)y + s(t)T y +m(t) .
It can be shown by direct calculation that
Vt + min
v
{
Vx(Ay +Bv) +
1
2
yTQy + yTDv +
1
2
vTRv
}
= 0 (23)
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and
X(t, y) := arg min
v
{
Vx(Ay +Bv) +
1
2
yTQy + yTDv +
1
2
vTRv
}
= −R−1 ((PB +D)T y +BT s)
for all t ∈ [0, T ] and y ∈ Rn.
Let (y¯, v¯) be the process on [0, T ] satisfying
˙¯y = Ay¯ +Bv¯
v¯ = X(t, y)
y¯(0) = y0 .
It follows, by integrating across (23), that for any (y, v) satisfying
y˙ = Ay +Bv ,
y(0) = y0 and y(T ) = y¯(T ), we have∫ T
0
1
2
yTQy + yTDv +
1
2
vTRv dt ≥
∫ T
0
1
2
y¯TQy¯ + y¯TDv¯ +
1
2
v¯TRv¯ dt
= V (0, y0)− V (T, y¯(T )) .
The assertions of the lemma will have been confirmed, then, if we can show
(a) y¯(T ) = y1
(b) V (0, y0)− V (T, y1) =
[
yT0 y
T
1
] [φ22φ−112 φ21 − φ22φ−112 φ11
−φ−112 φ−112 φ11
] [
y0
y1
]
.
To show (a) we observe that (y¯, p) solves Hamilton’s system of equations with
p(t) = P (t)y¯(t) + s(t) . (24)
It follows that
y0 = φ11y¯(T ) + φ12p(T )
= φ11y¯(T ) + φ12 (P (T )y¯(T ) + ξ) .
We deduce from (22) and the assumed invertibility of (φ11 + φ12P (T )) that y(T ) = y1. (a) is, thus,
proved.
We turn finally to the verification of (b). From (24)
V (0, y0)− V (T, y1) = 1
2
(
p(0)T y0 − p(T )T y1
)
+
1
2
(s(0)y0 − s(T )y1) + (m(0)−m(T )) .
But,
d
dt
(s(t)T y(t) +m(t)) = s˙(t)T y(t) + s(t)T y˙(t) + m˙(t)
=
(
AT − (BTP +D)TR−1BT s(t))T y(t)
+s(t)T
(
A−BR−1(PB +D)T y(t) +BT s(t))+ s(t)TBR−1BT s(t)
= 0 .
18
It follows
V (0, y0)− V (T, y1) = 1
2
(
p(T )T y1 − p(0)T y0
)
. (25)
But we have that [
y(0)
p(0)
]
=
[
φ11 φ12
φ21 φ22
] [
y(T )
p(T )
]
.
Rearranging to obtain expressions for p(0), p(T ) in terms of y(0), y(T ) and substituting into (25) yields
V (0, y0)− V (T, y1) =
[
yT0 y
T
1
] [φ22φ−112 φ21 − φ22φ−112 φ11
−φ−112 φ−112 φ11
] [
y0
y1
]
as required to confirm (b).
7 Periodic Optimal Control
An important class of problems for which the minimizer is locally non-unique comprises optimal control
problems with periodic endpoint constraints, such as
(Pp)

Minimize
∫ T
0
L(x(t), u(t)) dt
subject to
x˙(t) = f(x(t), u(t)) a.e. t ∈ [0, T ]
x(0) = x(T ) .
Take (x¯(·), u¯(·)) to be an admissible process for (Pp), obtained by numerical or analytical solution
of optimality conditions. We recover sufficient conditions of local optimality in this case, from the
preceding theory. Let us suppose that the control associated with this process is continuous and non-
constant. We may obtain a new process by introducing a time delay of τ in both state and control
functions, and ‘wrapping around’. There results another admissible process (x¯(· + τ), u¯(· + τ)). The
integral cost of (x¯(· + τ), u¯(· + τ)) is the same as that of (x¯(·), u¯(·)), because the integral of a peri-
odic function, over the period, is translationally invariant. Since we have assumed that the control
function is continuous, we can arrange that the new control function, obtained by time translation, is
arbitrarily close to the original control function by adjusting the size of the time delay τ . Since the
control function is assumed non-constant, the time translation (however small) produces a distinct
control function. But the classical sufficient conditions, if satisfied, provide the information that the
process under consideration is locally unique. So, in fact, such conditions can never be satisfied.
The hypotheses imposed on (Pp) are the following.
(PH1) The control u¯(.) is continuous and u¯(0) = u¯(T ),
(PH2) f, L are of class C2 and their derivatives with respect to the (x, u) variables, up to order 2,
are continuous,
(PH3) there exists  > 0 such that
R(t) > I for all t ∈ [0, T ] ,
(PH4) (A(.), B(.)) is controllable on [0, T ].
In view of (PH1) and the translational invariance of the cost, it can easily be deduced that the
conditions of the abstract framework (AF1) − (AF3) are automatically satisfied. In particular, we
have
d
dα
[
xα(0)
xα(T )
]
α=0
= lim
α→0
[
x¯(α)−x¯(0)
α
x¯(T+α)−x¯(T )
α
]
=
d
dt
[
x¯(0)
x¯(T )
]
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and hence, [
ΓT
mx0(x¯(0), x¯(T ))
... mx1(x¯(0), x¯(T ))
]
=
[
˙¯x(0)T ˙¯x(T )T
In×n −In×n
]
.
The set A is the open interval (−T, T ). In view of the periodicity of the constraints we define the
matrix
W := φ21(0, T ) + (In×n − φ22(0, T ))φ−112 (0, T )(φ11(0, T )− In×n) .
In view of the periodicity of x¯(.) we have that ˙¯x(0) = ˙¯x(T ). The refined sufficient conditions for
optimality then simplify as follows:
Theorem 7.1. Take a weak normal extremal for (x¯(.), u¯(.)). Assume hypotheses (PH1) - (PH4) are
satisfied. Also suppose that
(i) the Riccati equation (7) has a symmetric solution on [0, T ] ,
(ii) there exists γ > 0 such that
ξT W ξ > γ|ξ|2
for all non-zero ξ ∈ Rn satisfying
ξT ˙¯x(0) = 0 .
Then (x¯(.), u¯(.)) is a weak local minimizer.
These sufficient conditions recover those early derived by Speyer [16] for a fixed period, when there
exists a solution to the Riccati equation (7) on the closed interval [0, T ]. The abstract methods of
this paper can also be used to obtained sufficient conditions for free-time periodic problems, via state
augmentation.
8 Example
To illustrate the application of the refined sufficient conditions, we consider the following optimal
control problem with state dimension 3, which is a variant of a periodic optimal control problem
investigated by Speyer [13]. Here, an additional isoperimetric constraint is imposed on the average
displacement of the first state component over the time interval.
(SM)

Minimize
∫ 1
0
x21(t)− x22(t) + x42(t) + 0.01u2(t) dt
subject to
x˙1(t) = x2(t), x˙2(t) = u(t), x˙3(t) = x1(t)
(x1(0)− x1(1), x2(0)− x2(1), x3(0), x3(1)) = (0, 0, 0, 0) .
Notice that, while the first two state variables are constrained to be periodic over the time interval
[0, 1], the third state variable is required to have fixed endpoints. (SM) is not then a periodic optimal
control problem. Nonetheless, it is a straightforward exercise to show that any weak normal extremal
((x¯(.), u¯(.)), (p(.), ν)) can be continuously embedded in a family of extremals, and that the hypotheses
(PH1) - (PH4) and (F1) - (F3) of Section 4 are satisfied. These facts are all simply consequences of
the controllability of the dynamic constraint and the following properties of weak normal extremals
for this problem:
(p1(.), p2(.)) and u¯(.) are periodic (on [0, 1]). p3(.) ≡ c, for some constant c. The four ‘end-point’
multipliers (ν1, ν2, ν3, ν4) are related to the endpoints of the pi(.) according to:
((ν1, ν2) = (−p1(0),−p2(0)), ν3 = −c, ν4 = +c) . (26)
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The family of extremals, parameterized by α ∈ A := (−1,+1), can be chosen to be(
xα1 (t) = x¯1(t+ α), x
α
2 (t) = x¯2(t+ α), x
α
3 (t) =
∫ t
0
xα1 (s) ds, u
α(s) = u¯(t+ α)
)
with associated costate arcs (pα1 (t) = p1(t + α), p
α
2 (t) = p2(t + α), c). (The ν
α are related to the
endpoint values of the pαi , as in (26).) For evaluation of these formulae, x¯1(.), etc., are interpreted as
their periodic extensions.
Application of the numerical optimal control solver IPOPT [17] yields a state trajectory, control
function and multipliers for (SM), satisfying conditions for weak normal extremality. The computed
state trajectory components and control function are shown in Figures 1 and 2 respectively.
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Figure 3: Solution of Riccati equation
Let us now examine the implications of the sufficient conditions of Sections 3 and 4, regarding weak
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local optimality of the extremal. This involves investigating the accessory problem:
(SMA)

Minimize
∫ 1
0
[
y1(t)
T y2(t)
T
]
Q(t)
[
y1(t)
y2(t)
]
+ v(t)R(t) v(t) dt
over y ∈W 1,1([0, 1];R3) and v ∈ L2([0, 1];R)
subject to
y˙(t) = A(t)y(t) + b(t)v(t) for all t ∈ [0, 1]
y1,2(0) = y1,2(1) and y3(0) = y3(1) = 0 ,
in which
Q(t) =
1 0 00 6x¯22(t)− 1 0
0 0 0
 , A(t) =
0 1 00 0 0
1 0 0
 , b(t) =
01
0
 , R(t) = 0.01, D(t) = 0 .
The Hamiltonian system is as follows,
d
dt
[
y
q
]
=
[
A −50bbT
−2Q −AT
] [
y
q
]
. (27)
A second order Runge-Kutta algorithm [15] was used to compute the transition matrix Φ(0, 1), related
to the system of equations (27).
The Riccati equation (7) has a solution P (.) in [0, 1] when the right boundary condition is chosen to
be P (1) = 12I9×9. Figure 3 shows the 6 (symmetric) solutions.
It now remains to confirm condition (ii) of Theorem 4.2. The 6× 6 matrix W is calculated to be
W =

8.5491 1.0969 16.9130 8.3637 −0.9887 −16.9130
1.0969 0.1219 2.1356 1.0387 −0.1212 −2.1356
16.9130 2.1356 35.5898 16.6764 −2.0076 −35.5898
8.3637 1.0387 16.6764 8.3125 −1.0189 −16.6764
−0.9887 −0.1212 −2.0076 −1.0189 0.1210 2.0076
−16.9130 −2.1356 −35.5898 −16.6764 2.0076 35.5898
 .
The 6× 1 matrix Γ of (9) is the column vector
γ =
[
˙¯x1(0) ˙¯x2(0) 0 ˙¯x1(0) ˙¯x2(0) 0
]T
=
[
0.0180 −4.7216 0 0.0180 −4.7216 0 ]T .
We see that ΓT and the rows of the matrix
[
mx0 mx1
]
=
1 0 0 −1 0 00 1 0 0 −1 00 0 1 0 0 0
0 0 0 0 0 1

are linearly independent. Thus (F4) is satisfied. To apply the sufficiency tests of Sections 3 and 4, it
remains only to check positivity of W on appropriate subspaces.
Application of Thm. 3.4 requires W to be positive definite on the null-space of [ mx0 mx1 ]. But this
is not the case, because γ is a non-zero vector satisfying
[
mx0 mx1
]
γ = 0, for which Wγ = 0. Thus
the standard sufficient condition fails to establish the weak local optimality of (x¯(.), u¯(.)).
On the other hand, the refined sufficiency test of Thm. 4.2 requires examination of the positive
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definiteness of W on the one dimensional subspace of R6 comprising vectors [ ξT0 ξT1 ]T that satisfy
the condition
mx0ξ0 +mx1ξ1 = 0 and γ
T
[
ξ0
ξ1
]
= 0 . (28)
This subspace is generated by the vector
η =
[ − ˙¯x2(0) ˙¯x1(0) 0 − ˙¯x2(0) ˙¯x1(0) 0 ]T
=
[
4.7216 0.0180 0 4.7216 0.0180 0
]T
.
We find that
ηT W η = 748.8 > 0 .
So W restricted to the subspace defined by (28) is positive definite. Thm. 4.2 therefore confirms that
the weak local extremal is a weak local minimizer.
Appendix
Proof of Lemma 3.2. Suppose there exists a solution to the Riccati equation (7) on [0, T ]. We claim
that for any y0 ∈ Rn, the problem
min
{
JL(y(.), v(.)) | y(0) = y0, y(T ) = 0
}
, (29)
where
JL(y(.), v(.)) =
1
2
∫ T
0
y(t)TQ(t)y(t) + 2y(t)TD(t)v(t) + v(t)TR(t)v(t) dt
has a solution (y¯, v¯). Because (A,B) is controllable, this will mean that the Maximum Principle is
satisfied in normal form and, in consequence, y¯ and the associated costate arc p satisfy Hamilton’s
system of equations. In particular,
y0 = φ12(0, T )p(T ) .
But this is only possible (for arbitrary y0) if φ12(0, T ) is invertible. To prove the claim, select  > 0
such that the modified Riccati equation, in which R(t) is replaced by R(t)− I, has a solution P(.).
Then, for any (y, v) such that {
y˙(t) = A(t)y(t) +B(t)v(t)
y(0) = y0 and y(T ) = 0 ,
(and one exists, by ‘controllability’) we have that
JL(y, v)− ‖v‖2L2 ≥ inf{JL(y′, v′)− ‖v′‖2L2 + y′(T )TP(T )y′(T ) | y′(0) = y0}
= yT0 P(0)y0 .
It follows that, if {(yi, vi)} is any minimizing sequence for (29), {‖vi‖2L2} is uniformly bounded. We
may arrange, by restricting attention to a subsequence, that {yi(.)} converges uniformly to y¯(.) and
{vi(.)} converges to v¯(.), weakly in L2, for some process (y¯(.), v¯(.)) that satisfies the endpoint con-
straints. The cost JL(., .), together with the linear dynamics and fixed initial condition, define a
strongly continuous functional on the space of square integrable control functions. Since, however,
R(t) > 0, this functional is convex. So it is also weakly lower semi-continuous. A standard argument
permits us to deduce from this semi-continuity property that (y¯, v¯) is a minimizer.
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