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There are several methods for approximating the multiple zeros of a nonlinear function
when the multiplicity is known. The methods are classified by the order, informational effi-
ciency and efficiency index. Here we consider other criteria, namely the basin of attraction
of the method and its dependence on the order. We discuss all known methods of orders
two to four and present the basin of attraction for several examples.
Published by Elsevier Inc.1. Introduction
In [1], the authors investigated the basin of attraction for several well-known algorithms for the simple roots of a non-
linear equation. The purpose was to propose using the basin of attraction as another method for comparing the algorithms
along with such items as order of convergence and efficiency. The authors found that some algorithms have a smooth con-
vergence pattern and others have a rather chaotic pattern, which leads the algorithm to convergence to an unwanted root. In
this paper we intend to extend that investigation to algorithms for solving nonlinear equations whose solutions contain roots
with multiplicity greater than one.
There is a vast literature on the solution of nonlinear equations and nonlinear systems, see for example Ostrowski [2],
Traub [3], Neta [4] and references therein. Here we compare several high order fixed point type methods to approximate
a multiple root. Newton’s method is only of first order unless it is modified to gain the second order of convergence, see Rall
[5] or Schröder [6]. This modification requires a knowledge of the multiplicity. Traub [3] has suggested to use any method for
f(m1)(x) or f1/m or gðxÞ ¼ f ðxÞf 0 ðxÞ.
Any such method will require higher derivatives than the corresponding one for simple zeros. Also the first two of those
methods require the knowledge of the multiplicity m. In such a case, there are several other methods developed by Hansen
and Patrick [7], Victory and Neta [8], Dong [9,10], Neta and Johnson [11], Neta [12], Li et al. [13], Werner [14] and Neta [15].
Since in general one does not know the multiplicity, Traub [3] suggested a way to approximate it during the iteration. Here
we discuss the following methods listed in increasing order of convergence:
Werner: A method of order 1.5 for double roots given by Werner [14].yn ¼ xn  un;
xnþ1 ¼ xn  snun;
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p if f ðynÞ=fn 6 14 ;
1
2 fn=f ðynÞ otherwise:
8<
:We always useun ¼ fnf 0n
ð2Þand f ðiÞn is short for f(i)(xn).
Newton: The quadratically convergent modified Newton’s method is (see Schröder [6])xnþ1 ¼ xn mun; ð3Þ
N2: A method of order 2.732 (see Neta [15]) requiring the same information as the modified Newton scheme above. The
increase in order of convergence is attained by using the derivative at a previous step.
xnþ1 ¼ xn mðmþ 1Þ2 un þ
ðm 1Þ2
2wðxnÞ ; ð4Þ
where w(xn) is given bywðxnÞ ¼ 6ðfn1  fnÞ þ 2hf
0
n1 þ 4hf 0n
h2f 0n
: ð5Þ
Halley: The cubically convergent Halley’s method [16] which is a special case of the Hansen and Patrick’s method [7]









VN: The third order method developed by Victory and Neta [8]
yn ¼ xn  un;
xnþ1 ¼ yn 
f ðynÞ
f 0n
fn þ Af ðynÞ
fn þ Bf ðynÞ
;
ð7Þ
whereA ¼ l2m  lmþ1;
B ¼  lmðm2Þðm1Þþ1ðm1Þ2 ;
l ¼ mm1 :
NC: The third order method developed by Neta [15] and based on Chebyshev’s method (see [17–19]).
yn ¼ xn  aun;




wherea ¼ 12 mðmþ3Þmþ1 ;
b ¼ m3þ4m2þ9mþ2ðmþ3Þ2 ;
c ¼ 2mþ1ðm21Þðmþ3Þ2 m1mþ1ð Þm :
D: The four third order methods developed by Dong [9,10]:
D1:













Fig. 2. Newton’s method (left) and Neta’s N2 method (right) for the polynomial whose roots are both double: 1, 1.
Fig. 3. Third order method due to Halley (left) and Neta’s NC scheme (right) for the polynomial whose roots are both double: 1, 1.
Fig. 1. Werner’s method for the polynomial whose roots are both double: 1, 1.
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Fig. 5. Dong’s D3 third order (left) and Dong’s D4 third order (right) for the polynomial whose roots are both double: 1, 1.
Fig. 4. Dong’s D1 third order (left) and Dong’s D2 third order (right) for the polynomial whose roots are both double: 1, 1.
Fig. 6. Osada’s third order method (left) and Victory and Neta (right) for the polynomial whose roots are both double: 1, 1.
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Fig. 7. LCN1 method of order four (left) and LCN2 method of order four (right) for the polynomial whose roots are both double: 1, 1.
Fig. 8. LCN3 method of order four (left) and LCN4 method of order four (right) for the polynomial whose roots are both double: 1, 1.
Fig. 9. LCN5 method of order four (left) and LCN6 method of order four (right) for the polynomial whose roots are both double: 1, 1.
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Fig. 10. Werner’s method for the polynomial (z3  1)2.
Fig. 11. Newton’s method (left) and Neta’s N2 method (right) for the polynomial (z3  1)2.
Fig. 12. Third order method due to Halley (left) and Neta’s NC scheme (right) for the polynomial (z3  1)2.
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Fig. 13. Dong’s D1 third order (left) and Dong’s D2 third order (right) for the polynomial (z3  1)2.
Fig. 14. Dong’s D3 third order (left) and Dong’s D4 third order (right) for the polynomial (z3  1)2.
Fig. 15. Osada’s third order method (left) and Victory and Neta (right) for the polynomial (z3  1)2.
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Fig. 16. LCN1 method of order four (left) and LCN2 method of order four (right) for the polynomial (z3  1)2.
Fig. 17. LCN3 method of order four (left) and LCN4 method of order four (right) for the polynomial (z3  1)2.
Fig. 18. LCN5 method of order four (left) and LCN6 method of order four (right) for the polynomial (z3  1)2.
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Fig. 19. Newton’s method (left) and Neta’s N2 method (right) for the polynomial (z5  1)3.
Fig. 20. Third order method due to Halley (left) and Neta’s NC scheme (right) for the polynomial (z5  1)3.
Fig. 21. Dong’s D1 third order (left) and Dong’s D2 third order (right) for the polynomial (z5  1)3.
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yn ¼ xn  un;
xnþ1 ¼ yn þ
un f ðynÞ






yn ¼ xn  un;




 mþ1f 0ðynÞ þ mm21ðm1Þ2 f 0n
; ð11Þ
D4:
yn ¼ xn 
m
mþ 1un;




 mf 0ðynÞ  f 0n :
ð12ÞFig. 22. Dong’s D3 third order (left) and Dong’s D4 third order (right) for the polynomial (z5  1)3.
Fig. 23. Osada’s third order method (left) and Victory and Neta (right) for the polynomial (z5  1)3.
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LCN: The six fourth order methods developed by Li et al. [13] and based on the results of Neta and Johnson [11] and Neta
[12].
LCN1:
yn ¼ xn 
2m
mþ 2un;
gn ¼ xn 
2m





xnþ1 ¼ xn  f ðxnÞa1f 0ðxnÞ þ a2f 0ðynÞ þ a3f 0ðgnÞ
;
ð14Þ
where we always usevn ¼ fnf 0ðynÞ
ð15ÞFig. 24. LCN1 method of order four (left) and LCN2 method of order four (right) for the polynomial (z5  1)3.
Fig. 25. LCN3 method of order four (left) and LCN4 method of order four (right) for the polynomial (z5  1)3.
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4þ16m3þ40m2176
mðmþ8Þ ;








yn ¼ xn 
2m
mþ 2un;





xnþ1 ¼ xn  f ðxnÞa1f 0ðxnÞ þ a2f 0ðynÞ þ a3f 0ðgnÞ
;
ð16ÞFig. 26. LCN5 method of order four (left) and LCN6 method of order four (right) for the polynomial (z5  1)3.
Fig. 27. Newton’s method (left) and Neta’s N2 method (right) for the polynomial (z7  1)4.
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6m514m4þ12m3þ48m280mþ32
mðm3þ2m28mþ4Þ ;









yn ¼ xn 
2m
mþ 2un;
gn ¼ xn 
2m





xnþ1 ¼ xn  a1un  a2vn  a3 f ðxnÞf 0ðgnÞ
;
ð17ÞFig. 28. Third order method due to Halley (left) and Neta’s NC scheme (right) for the polynomial (z7  1)4.
Fig. 29. Dong’s D1 third order (left) and Dong’s D2 third order (right) for the polynomial (z7  1)4.










yn ¼ xn 
2m
mþ 2un;





xnþ1 ¼ xn  a1un  a2vn  a3 f ðxnÞf 0ðgnÞ
;
ð18ÞFig. 30. Dong’s D3 third order (left) and Dong’s D4 third order (right) for the polynomial (z7  1)4.
Fig. 31. Osada’s third order method (left) and Victory and Neta (right) for the polynomial (z7  1)4.











yn ¼ xn 
2m
mþ 2un;
xnþ1 ¼ xn  a3 f ðxnÞf 0ðynÞ
 f ðxnÞ
b1f 0ðxnÞ þ b2f 0ðynÞ
;
ð19ÞFig. 32. LCN1 method of order four (left) and LCN2 method of order four (right) for the polynomial (z7  1)4.
Fig. 33. LCN3 method of order four (left) and LCN4 method of order four (right) for the polynomial (z7  1)4.
Fig. 34. LCN5 method of order four (left) and LCN6 method of order four (right) for the polynomial (z7  1)4.
Fig. 35. Newton’s method (left) and Neta’s N2 method (right) for the polynomial (z4  1)5.
Fig. 36. Third order method due to Halley (left) and Neta’s NC scheme (right) for the polynomial (z4  1)5.
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Fig. 37. Dong’s D1 third order (left) and Dong’s D2 third order (right) for the polynomial (z4  1)5.
Fig. 38. Dong’s D3 third order (left) and Dong’s D4 third order (right) for the polynomial (z4  1)5.
Fig. 39. Osada’s third order method (left) and Victory and Neta (right) for the polynomial (z4  1)5.
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Fig. 40. LCN1 method of order four (left) and LCN2 method of order four (right) for the polynomial (z4  1)5.
Fig. 41. LCN3 method of order four (left) and LCN4 method of order four (right) for the polynomial (z4  1)5.
Fig. 42. LCN5 method of order four (left) and LCN6 method of order four (right) for the polynomial (z4  1)5.
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yn ¼ xn 
2m
mþ 2un;
xnþ1 ¼ xn  a3 f ðxnÞf 0ðxnÞ 
f ðxnÞ
b1f 0ðxnÞ þ b2f 0ðynÞ
;
ð20Þwherea3 ¼  12m2 þm;
b1 ¼  1m ; b2 ¼ 1m mmþ2ð Þm :
The Basin of Attraction is a method to visually comprehend how an algorithm behaves as a function of the various starting
points. Natural questions then are:Table 1
Comparison of various methods.
Method Example 1 Example 2 Example 3 Example 4 Example 5 Average
Werner 4 2 – – – 3
Newton 1 1 2 2 3 9/5
N2 2 1 3 3 4 13/5
Halley 1 1 1 1 3 7/5
NC 3 3 4 4 4 18/5
D1 3 3 4 4 4 18/5
D2 4 1 1 2 1 9/5
D3 1 2 4 4 3 14/5
D4 1 1 4 4 3 13/5
Osada 2 1 4 4 4 3
VN 4 3 4 4 4 19/5
LCN1 3 1 2 2 2 2
LCN2 3 1 1 1 1 7/5
LCN3 3 1 4 4 3 3
LCN4 3 1 4 4 4 16/5
LCN5 3 1 3 3 4 14/5
LCN6 3 1 4 4 4 16/5
Fig. 43. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (z3  1)3.
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 How does the Basin of Attraction differ for algorithms with different order of convergence?
 Can the differences be used to compare various algorithms?
In this paper we will discuss some qualitative issues using the basin of attraction as a criterion for comparison. This idea
has been used by the authors to compare methods for approximating simple zeros (see [1].)
2. Numerical experiments
We have used the above methods for 5 different polynomials having multiple roots with multiplicitym = 2, 3, 4, 5. Clearly
Werner’s method is only for double roots and it is used only in the first two examples for which m = 2.
In our first example, we have taken the polynomialp1ðzÞ ¼ ðz 1Þ2ðzþ 1Þ2; ð21Þ
whose roots z = ± 1 are both real and of multiplicity m = 2. Based on Figs. 1–9 we can see that Newton’s method (Fig. 2 left),
Halley’s method (Fig. 3 left) and Dong’s D3 and D4 schemes (Fig. 5) are best, followed by Neta’s N2 (Fig. 2 right) and Osada’s
method (Fig. 6 left). All other methods are not competitive, some will converge to z = 1 even in the neighborhood of the
other root z = 1. See, for example, Dong’s D2 (Fig. 4 right) and Victory-Neta (Fig. 6 right) where we see many blue dots onFig. 44. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (z3  1)4.
Fig. 45. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (z3  1)5.
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Werner’s scheme (Fig. 1).
Our next example is also having double roots. The polynomial have the three roots of unity,p2ðzÞ ¼ ðz3  1Þ2: ð22Þ
The results are presented in Figs. 10–18. Again Newton’s method (Fig. 11 left) performs very well. Halley’s method (Fig. 12
left) performed better than Newton’s. Neta’s N2 scheme (Fig. 11 right) shows similar results to Newton’s. Two of Dong’s
schemes, D2 (Figs. 13 right) and D4 (Fig. 14 right) and LCN1 (Fig. 16 left), LCN2 (Fig. 16 right), LCN4 (Fig. 17 right), LCN5
(Fig. 18 left) and LCN6 methods (Fig. 18 right) show good results. The rest are not as good. In fact the method NC (Fig. 12
right), Dong’s D1 (Fig. 13 left) and Victory-Neta scheme (Fig. 15 right) show convergence to the wrong root, see the neigh-
borhoods of the complex root in the third quadrant.
The third example is a polynomial whose roots are all of multiplicity three. The roots are the five roots of unity, i.e.p3ðzÞ ¼ ðz5  1Þ3: ð23Þ
The results are presented in Figs. 19–26. The following methods performed very well: Halley’s method (Fig. 20 left), Dong’s
D2 (Figs. 21 right) and LCN2 (Fig. 24 right). Newton’s scheme (Fig. 19 left) and LCN5 (Fig. 26 left) did not perform as well as
the previously listed ones.The others show chaotic behavior.
The fourth example is a polynomial whose roots are all of multiplicity four. The roots are the seven roots of unity, i.e.p4ðzÞ ¼ ðz7  1Þ4: ð24ÞFig. 46. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (z3  1)6.
Fig. 47. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (zn  1)3 for n = 2.
Fig. 48. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (zn  1)3 for n = 3.
Fig. 49. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (zn  1)3 for n = 4.
Fig. 50. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (zn  1)3 for n = 6.
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Fig. 51. Third order method due to Halley (left) and LCN2 fourth order scheme (right) for the polynomial (zn  1)3 for n = 7.
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formed well, followed by LCN1 (Fig. 32 left) and LCN5 (Fig. 34 left). All the other schemes exhibit chaotic behavior.
In our next example we took the polynomialp5ðzÞ ¼ ðz4  1Þ5; ð25Þ
where the roots are symmetrically located on the axes. In some sense this is similar to the first example,since in both cases
we have an even number of roots. The results are shown in Figs. 35–42. The best methods are Dong’s D2 (Fig. 37 right) and
the fourth-order methods LCN1 and LCN2 (Fig. 39). All the other schemes exhibit chaotic behavior.
In order to summarize these results, we have attached a weight to the quality of the results obtained by each method. The
weight of 1 is for the smallest Julia set and a weight of 4 for scheme with chaotic behavior. We then averaged those results to
come up with the smallest value for the best method overall and the highest for the worst. These data is presented in Table 1.
As one can see the best methods are Halley and LCN2, followed by Newton’s and Dong’s D2. The worst ones are Victory-Neta
(19/5), NC (18/5) and D1 (17/5).
Since Halley’s third order method and LCN2 fourth order scheme are best, we have decided to test these on the
polynomialp6ðzÞ ¼ ðz3  1Þm ð26Þ
for various values of m = 3, 4, 5, 6. The results are given in Figs. 43–46, where we presented Halley’s method on the left and
LCN2 on the right. It is clear that both methods performed well for all values of m.
The next question is how they compare for the same multiplicity but with increasing order of the polynomial. For that, we
have takenPnðzÞ ¼ ðzn  1Þ3; n ¼ 2;3; . . . ;7: ð27Þ
The case n = 3 was considered earlier (example 3). We plot the results in Figs. 47–51 and as before, Halley’s method on the
left and LCN2 on the right. These figures demonstrate the superiority of Halley’s method over LCN2.
3. Conclusions
In this article, we have compared 17 methods of various orders (p = 1.5 to p = 4) for the approximation of multiple roots of
different multiplicity (2 6m 6 6). We have seen that the best methods are Halley’s third order scheme and the fourth order
method LCN2. The worst are Dong’s D1, NC and Victory-Neta. We have then experimented with the top two schemes for
polynomials having three roots with increasing multiplicity and polynomials of increasing degree and same multiplicity
(m = 3). In the first case both methods performed well, but Halley’s scheme was superior when the order of the polynomial
has increased from n = 3 to n = 7.
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