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ABSTRACT A general “multi-stage” regulation model, based on linearly connected regulatory units, is formulated to
demonstrate how biochemical pathways may achieve high levels of accuracy. The general mechanism, which is robust to
changes in biochemical parameters, such as protein concentration and kinetic rate constants, is incorporated into a
mathematical model of the bacterial chemotaxis network and provides a new framework for explaining regulation and
adaptiveness in this extensively studied system. Although conventional theories suggest that methylation feedback pathways
are responsible for chemotactic regulation, the model, which is deduced from known experimental data, indicates that protein
interactions downstream of the bacterial receptor complex, such as CheAs and CheZ, may play a crucial and complementary
role.
INTRODUCTION
Given the rapidity with which signal transduction pathways
and genetic circuits are being unraveled, it has become
increasingly important to attain a theoretical understanding
of the dynamics of these complex biological systems
(Lamb, 1996; Lauffenburger, 2000; Edwards et al., 2001).
A generic constraint on cellular machines is the inherent
inexactness of the computational elements comprising a
biological regulation unit (Bray, 1995). As such, accounting
for the apparent precision of many biological processes has
proven to be a major conceptual difficulty and has been the
goal of numerous mathematical modeling studies (Segel et
al., 1986; Bray et al., 1993; Bray and Bourret, 1995; Hauri
and Ross, 1995; Barkai and Leibler, 1997; Spiro et al.,
1997). In an attempt to resolve this problem, we explore the
well-elucidated bacterial chemotaxis network in Esche-
richia coli from a modeling perspective that takes into
account recent new findings concerning protein interactions
and their potential regulatory roles.
The bacterium E. coli responds to changes in the
concentration of various chemicals in its environment
(Eisenbach, 1996; Stock and Surrete, 1996; Bren and
Eisenbach, 2000; Robinson et al. 2000; Falke and Hazel-
bauer, 2001). An individual cell swims along a smooth
trajectory, tumbles erratically for a brief time, choosing
randomly a new direction, and then swims smoothly
again. If a certain run happens to carry the cell up a
gradient of a nutrient consumed by the cell, referred to as
attractant, then the occupancy of the appropriate chemo-
receptor is increased and a “swim” signal is generated.
Likewise, a “tumble” signal (CheYp molecule) is gener-
ated for bacteria swimming up a gradient of a repellent.
Note that our knowledge of these responses stems from
laboratory studies where tests are usually made only
under artificially imposed steep gradients of repellent
concentration (Berg and Brown, 1972; Block et al.,
1983), rather than the smaller gradients associated with
natural environmental conditions. Bacterial motion is
governed by a sophisticated motor (6 per cell), which is
attached to a long helical flagellum (Macnab, 2001; Sa-
matey et al., 2001). When the motors turn the flagella
counter-clockwise (CCW), there is a high probability that
the flagella will form a bundle rotating in the same
direction, causing the bacteria to shoot forward. In con-
trast, when the flagella turn clockwise (CW), they gen-
erally move separately, thereby causing the bacteria to
tumble. In fact, Berg and co-workers have shown re-
cently that even a single flagellum turning CCW can
cause bacteria to swim smoothly (Turner et al., 2000).
The direction of rotation the motor will assume is deter-
mined by the CheYp–motor interaction, which has a large
Hill coefficient (10, Cluzel et al., 2000) and hence is
highly sensitive to CheYp concentration. Although this
may facilitate a rapid and sizable response of the bacteria
to minute changes in the external environment, it neces-
sitates precise regulation of the CheYp level to keep the
bacteria from being constantly locked in either the swim-
ming or tumbling state. This is especially true given the
remarkable ability of the bacterial chemotaxis system to
adapt precisely to high concentrations of various sub-
stances in close physical proximity (Stock and Surrete,
1996; Alon et al., 1999). This ability, however, is not
constant to all stimuli, and some stimuli produce a more
exact response than others. That is, while abrupt long-
term (or even permanent) changes in environment cause
temporary shifts in the bacteria’s swim-to-tumble ratio,
the final steady-state behavior of the bacteria in many
cases remains unchanged—a phenomenon that is termed
exact adaptation.
Under normal physiological conditions, bacteria are
mostly subjected to minor gradient changes. Under these
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conditions, the chemotactic mechanism is able to rapidly
terminate the response (e.g., elevated CheYp level) on
the time-scale of seconds (Segall et al., 1986; Stock and
Surrete, n1996). This rapid adaptation is the major qual-
ity required for typical physiological changes. In con-
trast, bacteria are also able to adapt to drastic changes of
over 5 orders of magnitude in their chemical environment
(Stock and Surrete, 1996). Adapting to these rare, large-
scale changes requires a robust, highly exact mechanism
(Stock and Surrete, 1996), because it has to restore
CheYp initial level in the face of a significantly altered
chemical environment. Note that the rapidity of adapta-
tion emphasized earlier is immaterial in these rare cases.
Until now, the adaptation mechanisms in models of
bacterial chemotaxis have been based on methylation-
dependent processes (Asakura and Honda, 1984; Bray et
al., 1993; Hauri and Ross, 1995; Barkai and Leibler,
1997; Spiro et al., 1997). In nearly all studies (but see
Asakura and Honda, 1984), models were “fine-tuned”
(Bray et al., 1993; Hauri and Ross, 1995; Spiro et al.,
1997) and could only demonstrate exact adaptation in
narrow regions of parameter space. Barkai and Leibler
(1997) and Yi et al. (2000) have recently demonstrated
that biochemical networks, tightly controlled through
feedback of methylation/demethylation pathways, can
achieve exact adaptation that is robust to parameter vari-
ation. Since then, experimental findings have strongly
supported the “robust” approach to modeling bacterial
chemotaxis (Alon et al., 1999). However, there is now
growing experimental evidence that, in a number of im-
portant circumstances, the adaptive behavior of bacteria
does not strongly depend on methylation–demethylation
feedback processes and has therefore been termed “meth-
ylation independent” (Stock et al., 1985; Armitage,
1993). We present such an alternative methylation-inde-
pendent mechanism that accounts for both exactness and
rapidity of adaptation—the two qualities required for
efficient chemotactic behavior (Alon et al., 1999; Segall
et al., 1982).
METHYLATION-INDEPENDENT ADAPTATION
The actual quantity regulated in the chemotactic process is
the ratio of swim-to-tumble periods, directly determined by
the CheYp concentration (Stock and Surrete, 1996). Previ-
ous models of chemotactic adaptation, based on the meth-
ylation/demethylation feedback, only model the regulation
of the receptor activity. In contrast, the model presented
here is based on recent knowledge of the complex dynamics
of CheYp, both phosphorylation and dephosphorylation,
which also affect chemotactic adaptation.
The literature indicates that the dynamics of CheYp is
more complex than previously modeled. Recent evidence
suggests that there are, in fact, two separate pathways for
CheYp dephosphorylation (Fig. 1). It is now understood that
CheYp enhances the protein CheZ’s dephosphorylating ac-
tivity by an as yet unidentified mechanism (Blat et al.,
1998). Conversely, CheZ is well known to rapidly dephos-
phorylate CheYp, thereby diminishing CheYp concentra-
tion (Eisenbach, 1996). Furthermore, it has been demon-
strated that CheAs (short form of CheA, an essential part of
the receptor complex) interacts with CheZ to form a stable
CheAs–CheZ complex (Wang and Matsumura, 1997) that is
an order of magnitude more active in dephosphorylating
CheYp than CheZ alone (Wang and Matsumura, 1996).
CheAs over-expression in vivo causes a strong CCW bias,
as expected in the presence of excessive dephosphorylation
(Wang and Matsumura, 1996). Under optimal motility con-
ditions, the CheAs/CheA ratio is 1:1 (Bren and Eisenbach,
2000). Finally, CheZ and CheAs have a regular expression
correlation (McNamara and Wolfe, 1996); that is, a bacteria
either has both CheZ and CheAs or neither, implying a
functional relationship between the two proteins. Note that,
in Bacteria where CheZ is absent, there is usually a variant
form of either CheZ or CheY that serves in the CheYp
dephosphorylation (Stock and Surrete, 1996).
In an attempt to account for reports of methylation-
independent regulation, the model proposed here examines
the possibility that there are two linearly connected regula-
tion stages as depicted in Fig. 1 A. The conventional “pri-
mary stage” regulates the methylation level of the receptor
complex by the CheR and CheB proteins, thus controlling
the receptor activity and the phosphorylation rate of CheY.
The secondary regulatory stage controls the dephosphory-
lation rate of CheYp, and thus may also have significant
influence on chemotactic adaptation. It consists of two
parallel feedback loops, as indicated in Fig. 1 B. The sim-
plest of the feedback loops is the CheZ module (blue) that
responds directly to CheYp concentration. An increase in
CheYp concentration leads to the activation of CheZ, which
in turn leads to the dephosphorylation of CheYp (Blat et al.,
1998). The second feedback loop involves the formation of
a complex between CheAs and CheZ. We postulate that an
active receptor complex has, on average, a reduced affinity
toward CheAs. (The validity of this hypothesis is discussed
below.) Thus, an increase in receptor activation renders free
CheAs molecules that can associate with CheZ, leading to
the formation of CheAs-CheZ complexes. These complexes
have a very high CheYp-dephosphorylation activity (Wang
and Matsumura, 1996) and therefore have the potential to be
potent regulators of CheYp.
Mathematical model
We now formulate the mathematical description of the
methylation-independent regulation scheme, i.e., the sec-
ondary stage indicated in Fig. 1 A. The equations describe
the interactions of three variables, CheYp, CheAs-CheZ
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FIGURE 1 (A) Two-stage regulation model in bacterial chemotaxis. Repellent (or attractant) serves as input and the bacteria respond to changes in their
concentration by modifying the direction of rotation of their motors (the output). It is commonly accepted that the response is determined by the regulation
of the methylation state of the receptor complex by the CheR and CheB proteins. This mode of regulation has been the subject of exhaustive modeling
efforts. Here we suggest that this mode of regulation serves as the “primary stage” of the regulation, and that its output (i.e., the activation level of the
receptor) may serve as the input to a “secondary regulation stage”. The secondary regulation stage, which we study theoretically here, involves direct
regulation of the concentration of the signal molecule, CheYp, by either CheZ (blue) or CheAs-CheZ (green). (B) The components of the secondary stage
and their interactions with each other and with components of the primary stage. The secondary stage is composed of two modules, each of which is based
on CheYp dephosphorylation (see text). The first module (green) is an activity feedback loop based on the release of CheAs from active receptors. Thus,
CheYp, the tumble signal, is both created and destroyed through the activity of the receptor complex and an assistant protein, CheZ. The simpler, second
module (blue), includes direct dephosphorylation of CheYp by CheZ. The kinetic coefficients for each biochemical reaction in the network appear near the
appropriate arrow.
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complex, and CheZ, whose biochemical kinetic reactions
and parameters are given in Fig. 2 A and are formalized as
d(CheYp)
dt  ACheYtotal  CheYp
 b  CheYp((CheAs-CheZ)
 k  CheZactive),
d(CheAs-CheZ)
dt  cA/k1  CheAs-CheZ))
 (CheZtotal  CheAs-CheZ
 dCheAs-CheZ,
d(CheZactive)
dt  eCheZactive  CheYp(CheZfree
 CheZactive)  f  CheZactive.
(1)
Here CheYtotal and CheZtotal are constants that represent the
overall concentration of proteins CheY and CheZ in all their
forms (e.g., CheYtotal  CheY  CheYp) and  is the term
that accounts for CheZactive-independent activation of CheZ
(Blat et al., 1998, and see below). The rate equations were
derived in a straightforward manner from the chemical
reactions. For example, the rate of CheYp creation is equal
to the product of A, the overall receptor activity, and CheY
concentration. Its rate of destruction is proportional to the
concentration of CheYp and its dephosphorylation agents,
CheAs-CheZ and CheZactive. More on the parameters and
equations may be found in Fig. 2 and Appendix A.
To simplify the analysis of the model, we have made the
reasonable approximation that CheAsfree concentration (i.e.,
the CheAs not associated with the receptors or with CheZ)
is proportional to the concentration of active receptors, A/k1.
Here, A is the total receptor activity, and k1 is the receptors’
specific activity. A more explicit model of CheAsfree con-
centration would take into account the different possible
receptor activity and binding states, such as those shown in
Fig. 1 B. However, in our model, we simply assume that
active receptors lose their affinity to CheAs, which then
enters the CheAsfree pool, whereas only very few CheAs are
dissociated from inactive receptors. Hence, CheAsfree con-
FIGURE 2 The set of kinetic reactions used to derive Eq. 1. (A) The model consists of three independent dynamic variables representing the
concentrations of CheYp, CheAs-CheZ, and CheZactive. The first six reactions detail the mutual interactions among these variables and are modeled
explicitly (Eq. 1). Reactions 7 and 8 are used to assess the concentration of CheAs that has been released from the receptors. Because A is defined as the
product of the number of active receptors and their specific activity k1, A/k1 is the normalized concentration of active receptor complexes. (B) CheY,
CheZfree and CheAsfree are determined from the three independent dynamic variables CheYp, CheAs-CheZ, and CheZactive and the constants CheZtotal,
Receptortotal, and CheYtotal through the mass conservation equations.
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centration should be proportional to active receptor concen-
tration A/k1. This estimate has also been independently
justified by a numerical investigation of the relevant reac-
tions (reactions 5, 7, and 8 in Fig. 2 A).
Note also that the main purpose of the  term appearing
in CheZactive creation rate is to prevent CheZactive from
reaching unrealistically low levels or even extinction. The
introduction of  could have been avoided had the model
incorporated two (or more) activation states of CheZ (Blat
et al., 1998). This, however, would add further equations to
the model, complicating the analysis with no real gain. Our
investigations showed that the explicit allowance of several
activation states give qualitatively similar results to the
simplified form of the model (unpublished data).
The CheZ and CheAs-CheZ modules
Both simulations and theoretical analysis (Appendix A)
show that, for a fixed value of receptor activity A, the model
attains a stable steady state. This is seen in Fig. 3 in the
period before the stimulus at time t  100. The CheYp
level, which represents the swim-to-tumble ratio, is main-
tained at the steady-state level CheYp  CheYp*, which we
will term the reference state.
We are interested in examining how the model responds
to a fixed step-wise increase in receptor activity A when
initially at the reference state. Intuitively, one might expect
that a permanent change in an input parameter should alter
the steady-state swim-to-tumble ratio. However, this is not
necessarily the case. As Fig. 3, A, B, and C shows, a
step-wise increase in receptor activity at t  100 from A 
0.25 to 0.5 (solid lines), 0.4 (dashed lines), and 0.3 (dotted
lines) triggers phosphorylation of CheY and instantaneously
increases CheYp levels. This in turn rapidly activates CheZ,
leading to the prompt dephosphorylation and decline of
CheYp. At this point, the fast transient dynamics has almost
reached completion, leaving CheYp levels to slowly equil-
ibrate to levels near the reference steady-state level,
CheYp*. This is facilitated by the action of the CheAs-CheZ
complex, the concentration of which has itself slowly been
reaching a new steady-state level, corresponding to the
newly increased level of receptor activity.
As CheYp levels considerably decline, the activity of
CheZ, which reacts to the level of CheYp, is also re-
duced, and the steady state of CheYp depends chiefly on
the conflict between the phosphorylating receptor activ-
ity and the dephosphorylating CheAs-CheZ activity. The
CheYp steady state finally achieved depends on the de-
gree of adaptiveness of the model. For a system with
exact adaptation, the steady state returns to the reference
(i.e., pre-perturbation) level CheYp*. (An 80% precision
of adaptation to an attractant, for example, would shift
the new steady state to 0.8 CheYp*.). The CheAs-CheZ-
driven adaptation as presented here allows for 98%
precision of adaptiveness to a two-fold increase in recep-
tor activity (Fig. 3 A, solid line), and over 99% for the
two smaller changes (dashed and dotted lines). To sum-
marize, the rapidity of the response hinges on the CheYp-
induced activation of CheZ dephosphorylation, whereas
the steady-state CheYp level finally reached is deter-
mined by the CheAs-CheZ dephosphorylation complex.
Note that CheAs-CheZ complex formation may take up
to a few minutes (Gegner et al., 1992). Therefore, the
time required for exact methylation-independent adapta-
tion may also be on the time-scale of minutes (Stock et
al., 1985). Note that we are only interested here in
the methylation-independent adaptation, not response or
chemotactic ability, which is poor in CheR/CheB mu-
tants.
An explanation for the model’s high adaptiveness is
provided in the following mathematical analysis. First, the
FIGURE 3 Rapidity and exactness. Model simulations (Eq. 2) of CheZ-
and CheAs-CheZ-driven adaptation to various changes in activity levels, A.
At time t  100, activity A  0.25 was elevated to 0.5 (solid lines), 0.4
(dashed lines) and 0.3 (dotted lines). (A) As a response, model CheYp
levels were immediately elevated to 150%, 135%, and 115% of their
prestimulus levels, respectively, and then adapted in two stages: first, a
rapid decline mediated by CheZ activation and finally returning very close
to their original quiescent steady-state level by the action of the CheAs-
CheZ complex (max. 2% deviation). Note that this is only one stage of two
in our proposed mechanism, and, according to our theory, each stage by
itself does not have to be 100% accurate. (B) Although CheAs-CheZ levels
responded to the change in activity A, neither showed any signs of adap-
tation and, in contrast, were attracted to steady-states significantly different
from their prestimulus level. (C) CheZ levels rapidly increase in response
to an increase in CheYp levels. However, as CheYp returns to its pre-
stimulus level, CheZ follows and also demonstrates exact adaptation (as-
sociated with CheYp dynamics).
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number of model parameters in Eq. 1 may be reduced by
using dimensionless variables (see Appendix A):
dx
dt  A1  x bxy kz,
dy
dt  cA/k1  y1  y dy,
dz
dt  ez x1  y z fz, (2)
where x  CheYp, y  CheAs-CheZ complex, and z 
CheZactive. Without loss of generality (see Appendices B
and C), we first consider the simplified case when   d 
0. For the parameter ranges of interest, the model has one




, y*  A/k1, z*  0. (3)
It is easy to see that the steady state is perfectly adaptive,
because, here, the CheYp* steady-state level (x*  k1/(k1 
b)) is clearly unaffected and independent of changes in
receptor activity input A. This is a surprising result, given
that the receptor activity A is a prominent flux in the rate
equation for CheYp (i.e., dx/dt) in Eq. 2. In Appendix B, it
is shown that, for realistic nonzero parameter choices of d,
the steady-state x* becomes a function of A, i.e., x*  F(A).
Now for a small change in receptor activity A, (A), the
resulting change in the CheYp steady-state level (x*) de-
pends largely on F(A)
x*  FAA.
As Appendix B makes clear, the CheYp steady-state level
remains largely insensitive to any changes in receptor ac-
tivity A because F(A) is always relatively small. That is,
despite significant long-term or permanent changes in the
receptor activity input, the CheYp steady state changes very
little. This remarkable adaptiveness is achieved by the cou-
pling of CheAs dissociation to the receptor activity. Not
only does the phosphorylation/dephosphorylation regula-
tory level in the model demonstrate adaptiveness to changes
in receptor activity input, but also this form of regulation is
robust to changes in parameters (of several orders of mag-
nitude), such as the kinetic rate constants and protein con-
centration. Figure 4 makes clear that, although the transient
dynamics of the model differ for attractants and repellants
and for various parameter ranges, the steady-state solution
for CheYp level remains almost unchanged to major param-
eter shifts (the parameters c, d, and f, Fig. 2), indicating
robustness of adaptation in the same manner as in Barkai
and Leibler (1997).
FIGURE 4 Robustness: CheYp versus time for various choices of pa-
rameters. At time t 10, activity A was doubled from 0.25 to 0.5 (addition
of repellent, red convex lines) and symmetrically lowered to 0.125 (an
addition of attractant, green concave lines). Simulations were repeated after
systematically changing parameters (c, d, and f), by up to two orders of
magnitude; the steady state was robust to such changes. Parameters used as
described in Appendix A.
FIGURE 5 Model simulations of CheZ-driven adaptation to various
changes in activity levels (Eq. 4). At time t  10 receptor activity was
increased from its resting value of A  0.25 to A  0.3 (dotted lines), A 
0.4 (dashed lines) and A  0.5 (solid lines). (A) The transient dynamics
(10 	 t	 30), consisting of a large increase and a sharp decrease in CheYp
level, is noticeable. This is indicative of the capacity of the CheZ module
to provide a rapid signal regulation. However, the long-term steady-state
level of CheYp is significantly shifted from its reference level, CheYp*.
For example, for a 100% increase in receptor activity A, CheYp deviates by
18%. (B) CheZactive levels rise sharply and remain at a new steady-state
value significantly higher then the prestimulus CheZ*active.
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The CheZ module
The key assumption behind the analysis so far is that CheAs
dissociates preferentially from active receptors (and associ-
ates with nonactive receptors). Here, we examine whether
realistic adaptation is maintained upon removal of the
CheAs pathway (green module; Fig. 1 B) from the model.
By setting the initial concentration of the CheAs-CheZ
complex and its rate of change to zero in Eq. 1, we obtain
the reduced system,
d(CheYp)
dt  ACheYtotal  CheYp
 b  CheYpk  CheZactive,
d(CheZactive)
dt  eCheZactive  CheYp(CheZfree
 CheZactive)  f  CheZactive. (4)
We repeated our previous analyses on the reduced
system and obtained the numerical simulation results
presented in Fig. 5. At time t  10, the system is
significantly perturbed, with receptor activity jumping
from A  0.25 to A  0.3, A  0.4, and A  0.5, as
before. CheYp levels rise immediately following the in-
crease in receptor activity, decrease, and then approach a
new equilibrium level. The errors in adaptation are 3%,
13%, and 18%, respectively. That is, in response to small
permanent changes in receptor activity, CheZ alone can
regulate CheYp levels on the fast time scale required for
chemotactic behavior with a 96% precision. Note that
the adaptation time is on very short timescale when
CheAs is removed from the system. However, there are a
couple of difficulties in eliminating CheAs from the
system and basing the methylation-independent adapta-
tion solely on CheZ activity. First, as can be seen in Fig.
5, the adaptation is far less exact without the presence of
CheAs and could not account for the actual adaptation
observed. Furthermore, the reported methylation-inde-
pendent adaptation time is of the order of minutes (Stock
et al., 1985), far too slow for the rapid CheZ activation.
It is evident from the analysis above that neither the
CheZ (Fig. 5) nor the CheAs-CheZ (Fig. 3) theoretical
modules can alone attain the necessary qualities essential
for chemotactic behavior. For instance, CheZ facilitates a
rapid response but, by itself, is not highly accurate (Fig.
5), whereas the putative CheAs-CheZ module is accurate
but lacks the rapidity of CheZ activation. Moreover, Fig.
3 demonstrates that, even the full secondary regulatory
stage, composed of both modules, does not produce
100% exactness of adaptiveness. Likewise, the primary
regulatory stage, that is, the methylation-dependent
mechanism, also does not appear to be accurate enough
by itself given the bacterial motor’s prominent sensitivity
to CheYp levels (e.g., Morton-Firth et al., 1999). It is
noteworthy that many interactions that may take place in
the busy cellular environment were ignored in the ideal-
ized theoretical studies provided here and elsewhere
(Asakura and Honda, 1984; Bray et al., 1993; Hauri and
Ross, 1995; Barkai and Leibler, 1997; Spiro et al., 1997).
Thus, in reality, the performance of both regulatory
stages is probably even less accurate than that of the
model system. However, in the next section, we will
demonstrate that the manner in which these regulatory
units are connected ensures high adaptiveness and robust-
ness, despite the inadequacy of each of them alone.
MULTI-STAGE REGULATION
In the bacterial chemotactic system, both methylation/de-
methylation and phosphorylation/dephosphorylation pro-
cesses may act as independent regulators (Fig. 1 A), and
both are likely to have some degree of imprecision in their
adaptiveness. Yet, multistage regulation operates so that the
adaptation achieved by coupling the two systems together is
far more exact than the adaptation of the individual com-
ponents. Multistage regulation is based on the principle that
any imprecision introduced in the first stage can be signif-
icantly attenuated by another linearly connected “down-
stream” regulator—composed of the CheAs and CheZ par-
ticipants in this case. The attenuation is, in fact,
multiplicative—the more stages in the system, the less the
error introduced by the input perturbation can be transmitted
through the chain of regulators.
The underlying mechanism of multistage regulation
may be understood as follows. Consider first a single
regulatory unit examined at some arbitrary reference
state in which the regulator maintains a particular vari-
able X at a constant stable steady-state level X*  X*r, for
a fixed reference input level. In a perfectly adaptive
system, the steady-state level would remain fixed to X* 
X*r notwithstanding changes in the regulator’s input from
the reference level A  Ar.
However, if the system were not perfectly adaptive, the
steady-state level X* would, in general, be some function of
the input level, X*  F(A). To gain an idea of how adaptive
a system might be to a change in input level, we examine the
steady-state dynamics about the reference state using a
Taylor expansion,
X*Ar  






Here F(Ar)  dF/dA is the derivative evaluated at the
reference state A  Ar. A change in input level to A  Ar 

A, thus shifts the steady-state level to X*  X*r  
X*.
Note that the smaller 
X* is, the more precise is the adap-
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tation. Perfect (100%) adaptation implies that 
X*  0 and
thus F(Ar)  0, whereas a well-adapted system is charac-
terized by F(Ar) 		 1.
Consider now a chain of two such regulators R1 and R2
connected in series (e.g., the methylation-dependent and
-independent levels of Fig. 1). The output (X) of R1 is
connected to the input of R2, whereas the input of the
coupled system is still A. At an arbitrary reference state with
input Ar, the regulators R1 and R2 attempt to maintain their
respective output variables X and Y at the steady-state
values X*r  F1(Ar) and Y*r  F2(X*r). As before, the adap-
tation properties of the individual regulators are governed
by F1(Ar) and F2(X*r); the smaller the absolute value of the
derivative, the more adaptive is the regulator. Under these
conditions, if the input changes from the reference state to
A  Ar  
A, the steady state of the end regulator R2 will




Thus, the adaptiveness of the full system, which now
consists of two serially connected regulators, is governed by
the product F2(X*r) F1(Ar). Assuming that each single
system is reasonably well adapted ( F1(Ar) 		 1, F2(X*r)
		 1) then the adaptiveness of the full system is far greater
than either individual system alone because the product
F1(Ar)F2(X*r) , and thus 
Y*, is now almost negligible.
The scheme can be generalized for a chain of n-leveled








where the derivatives Fi are evaluated at the system’s ref-
erence steady state. In this way, one sees that the errors in
adaptation can attenuate considerably with every new reg-
ulatory step. Once this concept is noted, it is possible to
construct precise and robust models even from seemingly
simple regulatory units, each having low accuracy, as
FIGURE 6 (A) Multistage regulation may be understood by considering
a chain of n identical regulatory units connected so that the output of the
kth unit (Xk) feeds into the input of the (k 1)th unit. The external input
of the first regulator in the chain is activity level A. The results presented
in B and C were obtained by numerical simulations of the hypothetical
biochemical regulatory unit in Eq. D1 (Appendix D). (B) Exact adaptation.
The quiescent activity level is set to A  0.1 and the steady-states of four
such units are X*k  0.1. At t  20, activity changes to A  0.2, causing
immediate excitation of all Xk. Now, however, X1 (filled triangles) equi-
libriates to X*1  0.15, some 50% higher than its quiescent level, indicating
that each unit has low precision of adaptation. Nevertheless, the final unit
(filled circles) attains a steady state of X*4 	 0.104, some 4% higher than
its quiescent level, indicating the very effective operation of multistage
regulation. (C) Robustness. A plot of the precision of adaptation (P),
defined as the ratio of Xk at time t  20 to Xk at t  120, versus total
parameter variation (V), defined as V  I1N log( ai/af ) (Barkai and
Leibler; 1997, where af and ai are the biochemical parameters of the altered
and unaltered systems, respectively. When varying parameters widely, the
exactness of each unit is impaired, as clearly seen for k  1 (filled
triangles) where p	 0.65. However, when three of the regulatory units are
linearly connected to each other, k  3 (open circles), the system is more
resistant to parameter variations, and, for four serially connected units, k
4 (filled circles), the system has very high precision of adaptation
(p  0.92).
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clearly demonstrated in Fig. 6. The figure shows how a set
of four consecutive identical regulatory units, each of which
is inaccurate and sensitive to parameters alone, produces a
highly accurate (Fig. 6 B) and robust (Fig. 6 C) system.
DISCUSSION
We introduced two related new ideas, both of which deserve
further consideration. First, we suggested that CheZ and
CheAs-CheZ may serve in two parallel, negative feedback
loops that down-regulate the level of CheYp (Fig. 1, sec-
ondary stage). Our modeling study predicts that the meth-
ylation-independent mechanism by itself provides an almost
exact adaptation for small ligand concentrations, an adap-
tation that becomes increasingly impaired for larger changes
in receptor activity (see Appendix B), in accord with ex-
perimental data (Stock et al., 1985). CheZ-mediated deac-
tivation of CheYp may facilitate rapid adaptation, but only
to small changes in receptor activity. Moreover, our studies
suggested a solution to the puzzling role of CheAs (San-
atinia et al., 1995), placing it as an essential component of
a down-stream regulatory unit controlling the level of
CheYp. This suggestion calls for experimental verification;
for example, to verify the specific mechanism we suggested,
it should be tested whether CheAs indeed has a reduced
affinity toward active receptors in vivo.
Our simulations and analysis (Appendix B) suggested
that the down-stream regulatory unit is highly exact (Fig.
3 A) and robust to changes in protein concentration and
kinetic rate constants (Fig. 4) in its ability to maintain the
level of CheYp*. However, the motor is extremely sensitive
to changes in the concentration of CheYp (Cluzel et al.,
2000), implying that the exactness provided by either the
methylation-dependent or -independent regulatory levels by
themselves may not suffice to account for the experimen-
tally observed stable chemotaxis behavior. Therefore, we
further suggested that the new level of regulation, involving
CheZ and CheAs-CheZ complexes, adds to the previously
documented level based on methylation-dependent regula-
tion, and to the newly found level involving the reduced
affinity of methylated receptors for their ligands (Li and
Weis, 2000). The linear manner in which these regulatory
units are connected (Fig. 1 A) produces a robust and exact
system. Again, this suggestion calls for an experimental
proof, i.e., the experimental equivalent of Fig. 6.
The most problematic issue in applying chemical kinetic
models to biological systems is that the values of many of
the kinetic rate constants are unknown. This is not a major
problem with regard to the adaptation of CheYp in the
model, because the exactness of adaptation is inherently
robust and mostly insensitive to the choice of parameters
(Fig. 4). Moreover, we demonstrated an exact and robust
adaptation in multistage regulation in general (Fig. 6 C).
Thus, CheYp’s return to steady state, which is regulated
both by the primary and secondary stages of Fig. 1, should
be highly insensitive to the choice of parameters.
However, the transient dynamics of CheYp in our model
strongly depend on the choice of the kinetic rate constants.
Activation and deactivation of CheZ takes place within
tenths of a second (Blat et al., 1998) and the corresponding
kinetic rate constants were chosen to reproduce the rapid
dynamics (see Figs. 3 and 5) observed for CheZ activation
and essential for efficient chemotactic behavior (Segall et
al., 1986). There are no experimental data on the transient
dynamics of formation and dissociation of the CheAs-CheZ
complex, and so we had to rely on estimates. On average,
receptor complex assembly from its basic subunits (includ-
ing CheAs) takes about 7  2 min (Gegner et al., 1992). It
is noteworthy that the 7  2-min value given should prob-
ably be regarded as an upper bound for CheAs-CheZ com-
plex formation time because the reduction of dimensionality
imposed by the membrane enhances the rate of receptor
complex formation in vivo (Liu et al., 1997). Nevertheless,
taking this value as an estimate for CheAs-CheZ complex
formation time implies that CheAs is not a primary force in
rapid adaptation to small changes in the chemical environ-
ment. Rather, it is probably involved in the slow restoration
of CheYp to its steady-state level CheYp* in response to
large environmental changes.
The model proposed here for the regulation of the che-
motactic behavior of bacteria is more realistic than models
solely based on methylation-dependent regulation, in that it
explains experimental data not accounted for in previous
models; the most obvious example being the model’s ability
to account for methylation-independent adaptation. Also,
being proximate to the motor, the down-stream regulation
proposed here is likely to have exquisite control not only
over the adaptation precision, but also over the swim-to-
tumble ratio itself. Because it is the adaptation, and not the
steady-state activity level that is robust in previous models
(Barkai and Leibler, 1997), the steady-state level of CheYp
would be expected to be greatly affected by changes in
CheZ concentration or the receptor steady-state activity.
Such major changes would result in frequent occurrences of
individual bacteria locked into either a swim or a tumble
mode, as the CheYp steady-state level is either too high or
too low, for effective chemotactic behavior (Cluzel et al.,
2000). The model we describe overcomes this difficulty
because it offers both a direct regulation over CheYp level
and a mechanism that maintains a CheYp level that is not
much affected by varying the number of receptors active at
steady-state (Barkai and Leibler, 1997).
The model also sheds light as to why CheYp steady-state
level is not affected too strongly by variation in CheZ level
(Huang and Stewart, 1993; Sanna and Simon, 1996). This
result comes about because it is the steady-state CheAs-
CheZ concentration that serves as the primary control over
CheYp concentration and not CheZactive, thus variations in
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CheZ have a reduced effect in the presence of CheAs
(whether CheAs dissociates from active receptors or not).
Despite these encouraging results, the model given here is
only a simplification of the actual processes taking place.
For example, the total receptor activity is the sum of many
receptors flicking conformations between active and inac-
tive states (Morton-Firth et al., 1999), both when they are
and when they are not bound to CheAs. In our model,
however, it is the active/inactive receptor populations that
are modeled, rather than the individual receptors. Thus, in
determining CheAsfree concentration it does not matter
whether a specific receptor has flicked between the active
and inactive conformations. The relevant issue for our mod-
eling effort is that an increase in active receptor concentra-
tion would result in the release of more CheAs from the
total receptor population. Changes in the receptor-flicking
pattern are neglected. The model also neglects the effect of
clustering of the chemotaxis receptors at the bacteria’s
poles, a well-documented phenomenon, which may play a
role in the chemotactic network (Barkai and Leibler, 1998;
Bray et al., 1998; Lybarger and Maddock, 1999). Finally,
recent evidence indicates that CheY and CheZ co-localize
with receptor complexes in vivo (Sourjik and Berg, 2000).
Co-localization is likely to result in higher values for the
kinetic constants, but, because our model is robust to such
changes, and co-localization will not affect the results qual-
itatively. Obviously, it may be of fundamental importance
in other aspects of chemotaxis.
While the suggested idea of multistage regulation is in-
teresting in the context of the bacterial chemotaxis system
described here, it may be applicable to other cellular net-
works as well. For example, the highly reliable protein
transport between the endoplasmic reticulum (ER) and the
Golgi apparatus (Ellgaard et al., 1999) uses at least two
independent stages of regulation. The cell marks proteins
destined to leave the ER with a specific mark, and ER
resident proteins with a different mark (Fullekrug and Nil-
sson, 1999). Hence, when, because of the inherent inexact-
ness of biochemical machinery, an ER resident protein is
exported out of the ER, a second mechanism recognizes this
error (according to the mark on the protein) and the protein
is transported back in, thereby attenuating the error rate.
This setting has led to the protein transport “distillation
hypothesis” (Fullekrug and Nilsson, 1999), which is a spe-
cial, simple case of the multistage regulation principle.
However, multistage regulation may be constructed out of
far more complex regulation modules, each having multiple
regulation layers by itself, as is the case in cellular quality
control during protein translation (Ibba and Soll, 1999).
Viewing biochemical networks as independent yet highly
connected smaller networks may thus prove to be an im-
portant tool in the analytical analysis of large regulated
biochemical processes, as in the construction and imple-
mentation of artificial biochemical networks in the highly
complex environment of the human body.
APPENDIX A: THE MODEL
The set of equations in Eq.1 was derived from the biochemical reactions
and mass conservation laws of Fig. 2. To simplify notation, let x CheYp,
y  CheAs-CheZ complex, and z  CheZactive. Eq. 1, then, reads:
dx
dt  ACheYtotal  x bxy kz
dy
dt  cA/k1  yCheZtotal  y dy
dz
dt  ez xCheZtotal  y z fz











e e  CheYtotal  CheZtotal;
A Ae  CheYtotal  CheZtotal;
b b  CheZtotal/e  CheYtotal  CheZtotal;
c c  CheZtotal/e  CheYtotal  CheZtotal;
d d/e  CheYtotal  CheZtotal;
f f/e  CheYtotal  CheZtotal;
k1  k1/e  CheZtotal  CheYtotal  CheZtotal;
Eq. 2 was derived from the set of equations above by rescaling time to t
 e*t and omitting primes.
FIGURE A1
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Choice of parameters
The parameter e in Eq. 1 is constant and scales out after rescaling time
(see Eq. 2). By taking c  0.0025 and d  0.00005 (c:d  50:1) the
CheAs-CheZ is rendered a slowly forming, stable complex (as reported
in Wang and Matsumura, 1996). b  30, chosen to keep x*  k1/(k1 
b) (see below) in the approximate range 1⁄3  x*  1⁄10 (Alon et al.,
1998). k  1⁄14 (Wang and Matsumura, 1996). f  0.1—an arbitrary
choice ensuring that E1, the steady state relevant in this discussion,
would be the stable steady state. Note that, for smaller choices of f, E2
(another equilibrium, see below) may be stable and E1, in turn, unstable.
However, qualitatively, the results remain unchanged (data not shown)
when the adaptiveness of E2 is examined. We tested k1 values in the
range one to ten, and found that, qualitatively, the results were the same
regardless of the choice of k1. This observation was analytically verified
(Appendix B).
Steady states
The basic model equations, Eq. 2, possess the following four different







, z*  0
E2: x* 
A bkf























To examine the stability of the steady-states, we first note that, for the
equation dy/dt  f(y) in Eq. 2, namely,
dy
dt  fy cA/k1  y1  y dy, (A2)
f(y) is independent of the other variables x and z. Hence, y reaches steady
state (y*) in a manner that is completely independent of x and z. Inspection
of Eq. A2, with d  0, reveals that y has two steady states y*  A/k1 and
y*  1. A standard phase plane analysis of dy/dt  f(y) reveals that the
steady state y*Min{A/k1, 1} is locally stable (see Fig. A1). Equivalently,
in terms of the unscaled variables in Eq. 1, the steady state CheAs-CheZ*
 Min(A/k1, CheZtotal). However, it is known from the literature that A/k1
	 CheZtotal (Stock and Surrete, 1996). It follows that y*  A/k1 is the only
stable steady-state. The steady-states E3 and E4 are unstable and may
therefore be disregarded for our purposes here.
Based on the knowledge that y will always be attracted to its steady state
y*  A/k1, we now proceed to determine the local stability of the full
system’s steady state (x*, y*, z*) by studying the first and last equalities of
Eq. 2:
dx
dt  fx, z A1  x bxy*  kz
dz












  A by*  kz bxkz1  y*  z x xy*  2xz f  . (A3)
For E1 (see Eq. A1), the eigenvalues of the Jacobian (Eq. A3), evaluated
at the steady state are
	1 A by*; 	2  x*1  y* f.
Because 	1 	 0, local stability is ensured if 	2 	 0, so that both eigen-
values are negative,
f
 x*1  y*. (A4)
Hence, as long as the above condition on the parameter f is kept, the
steady state E1 is locally stable. A similar argument shows that E2 is
unstable under these conditions.
APPENDIX B: EXACT ADAPTATION
Recall that, in the main text, exactness of adaptiveness was quantified by
F(A), where the CheYp steady state x*  F(A). For  d 0, the (locally







, z*  0.
Because x* is completely independent of A (i.e., F(A)  0), the system
has exact adaptiveness. However, once the assumption that d  0 is
relaxed, the steady-state value x* is a function of A, i.e., x*  F(A). We
now determine F(A) assuming d 		 c, because this signifies biologically
that the CheAs-CheZ complex is a stable one. Evidence for this may be
found in, e.g., Wang and Matsumura (1996). First, from Eq. A2, it is
possible to approximate y*  A/k1  y*, where y* is the component





The change in the CheYp steady-state x* is now approximated by
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1 b1 y*2cA/k1 1 d
.
Finally, for realistic A/k1 values (i.e., with A/k1 	 0.5 CheZtotal in the





with d		 c and b 10, as in the model simulations. Recall that adaptation
may be gauged by examining
x*  FAA.
We have thus shown that the deviation from exact adaptation is very
small for small changes in A when the parameter d is nonzero. Within our
typical parameter range F(A) 	 1⁄50 so that x* would be smaller than 1⁄50
leading to a minimum of some 98% adaptation. This theoretical prediction
is in good agreement with numerical results.
The result breaks down, to some extent, if the receptor activity A is
relatively large, which, in turn, can lead to imprecision in the adaptation.
However, this is also in accord with experimental findings (Stock et al.,
1985), because methylation-independent adaptation is more effective when
ligand changes are small. We believe that this difficulty is resolved by the
proposed multistage regulation mechanism.
APPENDIX C:
THE SIGNIFICANCE OF  IN THE MODEL








However, this has the unrealistic disadvantage that, when CheZactive
reaches its steady-state level z*  0, CheZ is completely lost from the
system and can never be restored. To overcome this, we have introduced
the term  in Eqs. 1, 2, and 4, which perturbs the steady-state z* to some
small positive quantity z* 		 1 and has little effect on x* and y*. There is
also a biological motivation for introducing the term . Experiments have
shown (Blat et al., 1998) that CheZ’s activation is cooperative (more CheZ
implies more activation), yet it is very plausible that a CheZ molecule can
undergo activation even with no active CheZ present.
APPENDIX D: MULTI-STAGE MODEL
In constructing the system used for Fig. 6, B and C, we connected four
trivial feedback loops (Xk, Yk), where the output of Xk served as the input
of Xk1. Each feedback loop, or submodel, is constructed based on the













which leads to the mathematical model,
dXkA
dt
 Xk1A1 XkA YkAXkA
dYk
dt
 XkA1 YkA YkA
k 1, 2, . . . , n (D1)
where the variables Xk activates Yk while Yk deactivates Xk, thus forming
a negative feedback loop.
Figure 6 was generated by numerically solving Eq. D1. Parameters used
were:  1;  10;  0.01;  0.01;  and  were chosen to be small
to ensure initial model excitation. Plot parameters were chosen so that all
prestimulus steady states x*I 0.1 were almost equal (and differing only by
0.002).
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