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Classical field theory is considered as a theory of unparametrized surfaces embedded in a con-
figuration space, which accommodates, in a symmetric way, spacetime positions and field values.
Dynamics is defined by a (Hamiltonian) constraint between multivector-valued generalized mo-
menta, and points in the configuration space. Starting from a variational principle, we derive local
equations of motion, that is, differential equations that determine classical surfaces and momenta.
A local Hamilton-Jacobi equation applicable in the field theory then follows readily. The general
method is illustrated with three examples: non-relativistic Hamiltonian mechanics, De Donder-Weyl
scalar field theory, and string theory.
I. INTRODUCTION
In non-relativistic mechanics, the trajectory of a particle is a function x(t), which describes
how the position of the particle changes with time. In relativistic mechanics, space and time are
treated equally, and the particle’s trajectory is regarded as a sequence of spacetime points (t, x).
In field theory, the field configuration is usually viewed as a function φ(x) that describes how
the field varies from point to point. However, general relativity suggests [1] that the spacetime
is a dynamical entity, which should be put with fields on the same footing. Mathematically,
instead of a function φ(x) one should therefore consider the respective graph, i.e., the collection
of points (x, φ).
In this article, we study the mathematical formalism proposed in [1, Ch. 3] that treats time,
space, and fields equally. All these entities are collectively called partial observables, and together
they form a finite-dimensional configuration space. Classical field theory predicts that certain
correlations between partial observables can be realized in nature. These are then called physical
motions, and have the form of surfaces embedded in the configuration space.
Our dynamical description utilizes multivector-valued momentum variable, which can be
thought of as conjugated to the motion’s tangent planes; thus generalizing the canonical mo-
mentum conjugated to the velocity vector in classical mechanics. Individual theory is specified
by a choice of the Hamiltonian H, which is a function of a configuration space point q and mo-
mentum P . This Hamiltonian enters into a variational principle (Section II) via the Hamiltonian
constraint H(q, P ) = 0.
The aim of this article is to establish, in the first place, equations of motion that follow from
the variational principle. This is done in Section III, Eqs. (13). These equations generalize the
Hamilton’s canonical equations of motion of classical mechanics. From Eqs. (13) we derive the
local Hamilton-Jacobi equation (20), which generalizes to the field theory the respective concept
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2from classical mechanics (in this context, see also Refs. [2] and [3]). It should be stressed that
both, Eqs. (13) and (20), contain only partial, not variational, derivatives.
Three examples are provided in Section V to demonstrate universality of the present formal-
ism. The first example (V A) shows how non-relativistic mechanics is deduced when we assume
that the motions are one dimensional curves, and choose the Hamiltonian H appropriately. Eqs.
(13) then reduce to the Hamilton’s canonical equations, accompanied by the law of energy con-
servation. The Hamilton-Jacobi equation of classical mechanics is also recovered.
The second example (V B) discusses the theory of real one-component scalar field defined on
a Euclidean spacetime of any dimension. It is shown that Eqs. (13) produce the De Donder-
Weyl equations [4–6], and, at the same time, they incorporate the continuity equation for the
energy-momentum tensor. Hamilton-Jacobi equation reproduces the one invented by Weyl [5].
In the last example (V C) we treat relativistic particle, string, or higher-dimensional membrane,
depending on the dimensionality of the motions. The configuration space is identified with the
target space of the string theory, motions are the worldsheets, and the corresponding Hamiltonian
is essentially the simplest and most symmetric function of the momentum variable. The equations
of motion have simple geometric meaning, namely, they ensure that the mean curvature of the
physical motion vanishes. In fact, this is exactly the condition that defines minimal surfaces [8].
One more remark is in order before we start. All manipulations are performed in the mathe-
matical formalism of geometric (or Clifford) algebra and calculus developed by D. Hestenes [9].
It is a coordinate-free language that is more universal than the calculus of differential forms,
nevertheless, it is yet not well-recognized by a broad audience. Reader unfamiliar with geometric
algebra or calculus is recommended to first read Appendix A, where we introduce the basics, and
derive or quote some key results that are used in the main text.
II. VARIATIONAL PRINCIPLE
We start with a set of partial observables that constitute a (D + N)-dimensional Euclidean
configuration space C. A point q in the configuration space represents simultaneous measurement
of all partial observables, e.g., q = (x, φ). To establish a physical theory, one has to specify corre-
spondence between the partial observables, and physical measuring devices, such as clock, rulers,
or instruments measuring components of the field. In this article we take such correspondence
for granted, as we are only concerned with the mathematical aspects of the theory.
Denote by D the dimensionality of motions, i.e., submanifolds γ of the configurations space C.
With D = 1 we can study particle mechanics, with D = 2 we can do string theory, or field theory
in two dimensions, and so on. We shall not deal with systems with gauge invariance, for which
the mathematical motion (the surface in C) has higher dimensionality than the actual physical
motion (the trajectory).
Tangent space of γ at point q is spanned by D linearly independent vectors a1, . . . , aD, which
are conveniently combined into a grade-D multivector a1 ∧ . . . ∧ aD. Normalized version of the
latter is called the unit pseudoscalar of γ, and it is denoted by Iγ . In the terminology used in
Ref. [10, Ch. 6], the function Iγ(q) represents a D-dimensional distribution on C, with γ being
its integral manifold.
Fundamental for the following formulation of dynamics is the concept of generalized momen-
tum, which is a grade-D multivector, denoted by P , defined at each point of γ (see Fig. 1).
It serves as a quantity conjugated to Iγ , thus generalizing the canonical momentum of particle
mechanics.
The last ingredient is the Hamiltonian H(q, P ), which is supposed to be scalar-valued. (Gen-
eralization to the case of multicomponent H is straightforward.)
The variational principle can now be stated as follows (cf. [1, Ch. 3.3.2]):
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FIG. 1: Variational principle.
Variational principle. A surface γcl with boundary ∂γcl is a physical motion, if the couple
(γcl, Pcl) extremizes the (action) functional
A[γ, P ] =
∫
γ
P (q) · dΓ(q) (1)
in the class of pairs (γ, P ), for which ∂γ = ∂γcl, and P defined along γ satisfies
H(q, P (q)) = 0 ∀q ∈ γ. (2)
(The subscript “cl” stands for “classical” motion, or trajectory, which we sometimes use instead
of the expression “physical” motion.)
The integral in (1) is defined in (A43) without having recourse to a parametrization of the
surface γ. Of course, if desired, the oriented surface element dΓ can be cast, using arbitrary
coordinates on γ, as
dΓ =
(
∂q
∂τ1
∧ . . . ∧ ∂q
∂τD
)
dτ1 . . . dτD. (3)
The integrand in (1) may be rephrased as a differential form θ = pj1...jDdq
j1 ∧ . . . ∧ dqjD (see
Formula (A26) in Appendix A). However, the merit of geometric calculus consists, in fact, in
splitting of the differential form into two parts, dΓ and P , where P is able to enter into functions
such as H(q, P ).
Finally, let us note that in [1, Ch. 3.3.2] the action is an integral of θ over the submanifolds
of the bundle of D-forms over C. Since we hesitate to work in spaces mixing points q and
multivectors P , we rather operate with surfaces in C, on which the momentum field is defined.
III. CANONICAL EQUATIONS OF MOTION
We will now derive the equations of motion that follow from the variational principle of Sec-
tion II. For this purpose, we incorporate the Hamiltonian constraint (2) into the action (1) by
4means of a scalar Lagrange multiplier λ. The augmented action is the functional
A[γ, P, λ] =
∫
γ
[P (q) · dΓ(q)− λ(q)H(q, P (q))] , (4)
where λ is in fact an infinitesimal quantity with magnitude comparable to |dΓ| – the magnitude
of dΓ (see definition (A11)).
Varied action A[γ′, P ′, λ′] is the integral taken over a new surface γ′, and featuring new func-
tions P ′ and λ′, which are defined along γ′ (see Fig. 1). Let f , where
f(q) = q + δq(q), (5)
be the infinitesimal diffeomorphism mapping between γ and γ′, i.e., γ′ = {q′ = f(q) | q ∈ γ}, and
denote by
δP (q) ≡ P ′(f(q))− P (q) and δλ(q) ≡ λ′(f(q))− λ(q) (6)
the variations of momentum and Lagrange multiplier, respectively.
Variation of the action (4), δA ≡ A[γ′, P ′, λ′]−A[γ, P, λ], is given by
δA =
∫
γ
[
P ′(f(q)) · f(dΓ(q); q)−λ′(f(q))H(f(q), P ′(f(q)))]−∫
γ
[P (q) · dΓ(q)−λ(q)H(q, P (q))] ,
(7)
where we have employed the integral substitution theorem (A44) to transform the integral over
γ′ into an integral over γ. For the infinitesimal diffeomorphism f , the outermorphism mapping
f that specifies the transformation rule for multivectors, is given by Formula (A36). Therefore,
up to first order in δq, δP and δλ, we find
δA =
∫
γ
[
(P + δP ) · (dΓ + (dΓ · ∂q) ∧ δq)− (λ+ δλ)H(q + δq, P + δP )− P · dΓ + λH(q, P )]
≈
∫
γ
[
−δλH(q, P ) + δP · (dΓ− λ∂PH(q, P ))− λ δq · ∂˙qH(q˙, P ) + P · ((dΓ · ∂q) ∧ δq)] ,
(8)
where the vector derivative ∂q, and the multivector derivative ∂P are defined in (A23), and (A38),
respectively. The “overdot” notation is used here to indicate the scope of the differential operator
∂q, and has nothing to do with time derivative. Without an overdot, any differential operator is
supposed to act on functions that stand to its right.
The last term in (8) can be recast with a help of the Fundamental theorem of geometric calculus
(A45), ∫
γ
P · ((dΓ · ∂q) ∧ δq) = ∫
∂γ
P · (dΣ ∧ δq)−
∫
γ
P˙ · ((dΓ · ∂˙q) ∧ δq), (9)
where dΣ is the oriented volume element of the boundary ∂γ. Now, the first term on the right-
hand side vanishes, since we assume that γ and γ′ have common boundary.
For D = 1, dΓ · ∂q is algebraically a scalar, and so the integrand in the second term is readily
reshuffled,
P˙ · ((dΓ · ∂˙q) ∧ δq) = δq · (dΓ · ∂qP ). (10)
(Mind the priority of the inner product “·”, and the outer product “∧” before the geometric
product, which is denoted by an empty symbol.)
5For D > 1, we can use identities (A10d) and (A10a) to find
P˙ · ((dΓ · ∂˙q) ∧ δq) = (P˙ · (dΓ · ∂˙q)) · δq = (−1)D−1δq · ((dΓ · ∂q) · P ). (11)
The two cases have to be treated separately due to the definition (A6) of the inner product.
After these rearrangements we arrive at our final expression for the variation of the action,
δA ≈
∫
γ
[
−δλH(q, P ) + δP · (dΓ− λ∂PH(q, P ))+ δq · ((−1)D(dΓ · ∂q) · P − λ ∂˙qH(q˙, P ))] ,
(12)
which holds for D > 1, while the case D = 1 is obtained simply by replacing (dΓ · ∂q) · P with
dΓ · ∂qP . The requirement that the variation of the action be zero for all δP , δq and δλ yields
the following
Canonical equations of motion. Physical motions γcl are obtained by solving the system of
equations
λ∂PH(q, P ) = dΓ, (13a)
(−1)Dλ ∂˙qH(q˙, P ) =
{
dΓ · ∂qP for D = 1
(dΓ · ∂q) · P for D > 1, (13b)
H(q, P ) = 0. (13c)
(We use the adjective “canonical”, because these equations generalize, as we shall see in Ex-
ample V A, Hamilton’s canonical equations of motion of classical mechanics.)
The first canonical equation (13a) furnishes a relation between the momentum P , and the
tangent planes of γ represented by the oriented surface element dΓ. It asserts that the multivector
derivative ∂PH, which is a grade-D multivector, is proportional to dΓ, with the proportionality
constant equal to λ. Note that one can always normalize dΓ and λ by the magnitude |dΓ| to free
Eqs. (13) from infinitesimal quantities.
The second canonical equation (13b) describes how the momentum multivector P changes as
it slides along the surface γ. It is important to note that P is differentiated effectively only in
the directions parallel to γ, as a consequence of the inner product between the surface element
dΓ, and the vector derivative ∂q. Moreover, the “overdot” on the left-hand side assures that only
explicit dependence of H on q is being differentiated, not the dependence through P (q).
The last canonical equation (13c) is the Hamiltonian constraint (2). Let us remark that had
we started with several constraints Hj(q, P ) = 0 in the variational principle, we would have
introduced the corresponding number of Lagrange multipliers λj , and the canonical equations
would contain the terms
∑
j λjHj instead of λH.
In Appendix B we provide a component form of the canonical equations to make them more
accessible for a reader who is not sufficiently familiar with the formalism of geometric algebra.
Note, however, that this step is not necessary in order to make practical calculations, as will be
illustrated in the examples of Sec. V.
IV. LOCAL HAMILTON-JACOBI THEORY
One possible method to approach the canonical equations (13) is the following. Suppose P (q)
is given, that obeys the Hamiltonian constraint
H(q, P (q)) = 0 (14)
6on some open subset of the configuration space C. By differentiation, we obtain, according to
the chain rule (A41),
∂˙qH(q˙, P (q)) + ∂˙qP˙ (q) · ∂PH(q, P (q)) = 0, (15)
and using the first canonical equation (13a), we find
λ ∂˙qH(q˙, P (q)) = −∂˙qP˙ (q) · dΓ. (16)
But the right-hand side may be rearranged by means of identity (A8) for D = 1, or (A10a) and
(A10g) for D > 1, with the result
λ ∂˙qH(q˙, P (q)) =
{
dΓ · (∂q ∧ P (q))− dΓ · ∂qP (q) for D = 1
(−1)D−1dΓ · (∂q ∧ P (q))+ (−1)D(dΓ · ∂q) · P (q) for D > 1. (17)
Therefore, we observe that if
∂q ∧ P (q) = 0, (18)
the second canonical equation (13b) is automatically fulfilled. Momentum satisfying this condi-
tion can be expressed, at least locally, as P (q) = ∂q ∧ S(q), where S is a multivector of grade
D − 1 (consider relation (A27)). Canonical equations (13) are then reduced to two equations,
λ∂PH(q, ∂q ∧ S) = dΓ, (19)
and the local Hamilton-Jacobi equation
H(q, ∂q ∧ S) = 0 (20)
(see Appendix B for a component form of this equation). If we succeed in finding a solution of
Eq. (20), we can plug it into Eq. (19), which then defines a distribution of tangent planes of
a classical motion surface. This distribution is integrable only if certain conditions are satisfied
(see [10, Ch. 6.1]).
In addition, if we find a whole family of solution S(q;α), parametrized by a continuous pa-
rameter α, then differentiating Eq. (20) with respect to α, and substituting Eq. (19), yields
0 = λ∂αH(q, ∂q ∧ S) = λ ∂˙α(∂q ∧ S˙) · ∂PH(q, ∂q ∧ S) = dΓ ·
(
∂q ∧ (∂αS)
)
. (21)
Now, for D = 1, the Hamilton-Jacobi function S is scalar-valued, and we have
dΓ · ∂q(∂αS) = 0 ⇒ ∂αS(q;α) = β ∀q ∈ γcl, (22)
for some constant β, meaning that the quantity ∂αS(q;α) is conserved along physical motion. If
one finds N such parameters (recall that the dimension of the configuration space is N + 1), the
physical motion γcl can be given implicitly by a set of constraints between partial observables,
∂α1S(q;α1, . . . , αN ) = β1
...
∂αNS(q;α1, . . . , αN ) = βN . (23)
Of course, we assume that the N constraints are independent, i.e., that the gradients
∂q(∂α1S), . . . , ∂q(∂αNS) are at each point linearly independent. In Example V C we will illustrate
the Hamilton-Jacobi method with the case of a relativistic particle.
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FIG. 2: Non-relativistic Hamiltonian mechanics.
When D > 1, we can use identity (A10d) and theorem (A45) to cast Eq. (21) as
(dΓ · ∂q) · (∂αS) = 0 ⇒
∫
γ¯cl
(dΓ · ∂q) · (∂αS) =
∫
∂γ¯cl
dΣ · (∂αS) = 0, (24)
where γ¯cl is an arbitrary D-dimensional subset of γcl (a “patch” on γcl). Therefore, in the
multidimensional case, the conservation law (22) is replaced with a certain continuity equation.
One remark is in order before closing this section. In classical particle mechanics, one of the
solutions of the Hamilton-Jacobi equation is the action along classical trajectory, regarded as
a function of one of the endpoints. In field theory, the classical action may be viewed as a
functional of the boundary ∂γcl. Some authors (e.g. [1, Ch. 3.3.4]) have therefore considered a
variational differential equation that describes how the classical action changes under variations
of the boundary, naming it also “Hamilton-Jacobi equation”. Note that Eq. (20) is substantially
different from this kind of approach, for it contains only partial, not variational, derivatives.
That is why we call it “local Hamilton-Jacobi equation”. Local Hamilton-Jacobi theory is also
treated, e.g., in Refs. [2] and [3].
V. EXAMPLES
In the following examples, we illustrate the general theory by specifying a concrete form of the
Hamiltonian H(q, P ). Reader’s familiarity with the techniques of geometric algebra and calculus
on the level of Appendix A is assumed.
A. Non-relativistic Hamiltonian mechanics
Let us consider D = 1, and choose a constant unit vector et in the configuration space
C ' R1+N . Arbitrary point q can be decomposed as q = t + x, where t is parallel to et,
while x is perpendicular to et (see Fig. 2).
Define the Hamiltonian as follows:
H(q, P ) = P · et +H0(q, P ), (25)
where et · ∂PH0 = 0. We shall identify H0 as the non-relativistic Hamiltonian of a mechanical
system.
8“Dotting” the first canonical equation (13a) with et, we find
et · dΓ = λ et · ∂PH = λ 6= 0. (26)
This means that the tangent vector of a physical motion γcl has nonvanishing component parallel
to et, and we can therefore present γcl as
γcl = {q = g(t) = t+ x(t) | t ∈ span{et} ' R}. (27)
The line element on the t-axis is related to the line element on γcl via the differential mapping
(A28),
dΓ = g(dt) = dt+ dt · ∂tx. (28)
Eq. (26) then implies
λ = et · dΓ = et · dt = et dt ⇒ dt = λ et ⇒ dΓ = λ g(et) = λ(et + et · ∂tx), (29)
which allows us to eliminate λ from the equations of motion.
Let us denote p(t) ≡ P (g(t)), and observe that the first canonical equation (13a) assumes the
form
et · ∂tx = ∂pH0(q, p). (30)
As concerns the second canonical equation (13b), we realize that by the chain rule for differ-
entiation
et · ∂tp(t) = et · ∂tP (g(t)) = g(et) · ∂qP (q)|q=g(t) = 1
λ
dΓ · ∂qP (q)|q=g(t), (31)
and so we arrive at
et · ∂tp = −∂qH(q, p) = −∂qH0(q, p). (32)
Projecting Equation (32) onto ex, an arbitrary vector perpendicular to et, we find
et · ∂t ex · p = −ex · ∂qH0(q, p), (33)
while projecting onto et yields
et · ∂t et · p = −et · ∂qH0(q, p). (34)
Using finally the Hamiltonian constraint, Eq. (13c), with H given by (25), Eq. (34) implies
et · ∂tH0(q(t), p(t)) = et · ∂qH0(q, p(t))|q=g(t). (35)
It is now easy to realize that Eqs. (30) and (33) represent Hamilton’s canonical equations
of motion for a non-relativistic system with non-relativistic Hamiltonian H0, while Eq. (35)
expresses the law of conservation of the total energy H0, if et ·∂qH0 = 0, i.e., if H0(q, p) does not
depend explicitly on time. Intuitively, the Hamilton’s canonical equations follow from variations
of the trajectory γ in the x-space, while the energy conservation is a result of variations in the
t-space (see Fig. 2).
Hamilton-Jacobi equation (20) for a scalar function S(q) reads
H(q, ∂qS) = et · ∂qS +H0(q, ∂qS) = 0, (36)
and hence reproduces the standard Hamilton-Jacobi equation of classical mechanics.
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FIG. 3: Scalar field theory.
B. Scalar field theory
In this example we will show that the formalism based on Hamiltonian constraint can accom-
modate the theory of real one-component scalar field φ(x), defined on a D-dimensional Euclidean
spacetime by the Lagrangian
L(φ, ∂xφ) = 1
2
(∂xφ)
2 − V (φ). (37)
For this purpose, let us assume D > 1, choose a unit D-blade Ix in a (D + 1)-dimensional
configuration space C, and define the Hamiltonian
H(q, P ) = P · Ix +HDW (q, P ), (38)
where Ix · ∂PHDW = 0. The blade Ix defines a splitting of the configuration space C into a
D-dimensional spacetime, spanned by an orthonormal set of vectors {e1, . . . , eD}, Ix = e1 . . . eD,
and the field space, which is its one-dimensional orthogonal complement, represented by a unit
vector ey (see Fig. 3).
In analogy with Example V A, let us take the inner product of the first canonical equation
(13a) with I˜x, the reversion of Ix:
I˜x · dΓ = λI˜x · ∂PH = λI˜x · Ix = λ 6= 0. (39)
This implies for any vector a tangent to γcl (i.e., a ∧ dΓ = 0) that
0 6= I˜x · dΓ = I˜x · [a ∧ (a−1 · dΓ)] = (I˜x · a) · (a−1 · dΓ) ⇒ Ix · a 6= 0. (40)
This means that no tangent vector is perpendicular to Ix, and we can therefore assume that a
physical motion γcl is presented as
γcl = {q = g(x) = x+ y(x) |x ∈ span{e1, . . . , eD} ' RD}. (41)
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The surface element dΓ is related to the infinitesimal element of the x-space dX = |dX|Ix via
the outermorphism mapping induced by the function g, dΓ = g(dX). It is not hard to show, in
analogy with Equations (A35) and (A36), that for any r-vector Ar from the x-space,
g(Ar) = Ar + (Ar · ∂x) ∧ y, (42)
where ∂x =
∑D
j=1 ejej · ∂q. Eq. (39) then supplies the relation
λ = I˜x · dΓ = I˜xdX ⇒ dX = λIx ⇒ dΓ = λg(Ix) = λ
(
Ix + (Ix · ∂x) ∧ y
)
. (43)
The first canonical equation (13a) reduces to
(Ix · ∂x) ∧ y = ∂PHDW . (44)
As concerns the second canonical equation, we observe that by the chain rule for differentiation,
ej · ∂xP (g(x)) = g(ej) · ∂qP (q)|q=g(x) = ej · g(∂q)P (q)|q=g(x) ⇒ ∂x = g(∂q), (45)
where g is the adjoint of the linear mapping g (see Eq. (A30)). With a usual abuse of notation,
we will regard P as a function of x, P (x) ≡ P (g(x)), from now on. Using the rules (A33), we
can cast the left-hand-side of the second canonical equation (13b) as g(Ix · ∂x) · P , which, by
Formula (42), yields
(Ix · ∂x) · P + {[(Ix · ∂`x) · ∂˙x] ∧ y˙} · P` = (−1)D∂qH = (−1)D∂qHDW , (46)
where the accent has the same role as the dot in that it indicates the scope of differentiation of
the corresponding differential operator.
Now, “dotting” Eq. (44) with E˜j , where Ej ≡ Ixejey, so that E˜j · Ix = 0, we find, after little
(geometric) algebra
ej · ∂x ey · y = E˜j · ∂PHDW , (47)
while Eq. (46) multiplied by ey reads
ej · ∂xEj · P = −ey · ∂qHDW . (48)
(Summation from 1 to D over a repeated indices is implied here and below.) Notice that Eqs.
(47) and (48) are identical to the De Donder-Weyl equations of motion, while HDW is identified
with the De Donder-Weyl Hamiltonian [4–7].
Taking specifically
HDW =
1
2
D∑
j=1
(P · Ej)2 + V (φ), (49)
where φ ≡ ey · y, we obtain from Eq. (47) the relation
ej · ∂xφ =
D∑
k=1
(E˜j · Ek)(P · Ek) = P · Ej , (50)
which substituted in Eq. (48) yields
∂2xφ = −∂φV (φ). (51)
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This is the equation of motion of a scalar field described by the Lagrangian (37).
In addition, taking inner product of Eq. (46) and a spacetime vector ej provides an interesting
relation analogous to the energy conservation, Eq. (35), of non-relativistic mechanics. We have
[ej ∧ (Ix · ∂x)] · P + {ej ∧ [(Ix · ∂`x) · ∂˙x] ∧ y˙} · P` = (−1)Dej · ∂qHDW , (52)
and introducing the resolution P = I˜xIx · P + E˜kEk · P we get
[ej ∧ (Ix · ∂x)] · I˜x Ix · P + {ej ∧ [(Ix · ∂`x) · ∂˙x] ∧ y˙} · E˜k Ek · P` = (−1)Dej · ∂qHDW . (53)
After some algebra we obtain (recall that E˜j = eyej I˜x)
− ej · ∂xP · Ix + (−1)D{ej ∧ [(Ix · ∂`x) · (∂xφ)]} · (ek I˜x)Ek · P` = ej · ∂qHDW . (54)
The second term on the left-hand side is simplified as follows:
(−1)D{ej ∧ [(Ix · ∂`x) · (∂xφ)]} · (ek I˜x)Ek · P` =
= {ej ∧ ek ∧ [(Ix · ∂`x) · (∂xφ)]} · I˜xEk · P`
= (ej ∧ ek) · {[Ix ·
(
∂`x ∧ (∂xφ)
)
] · I˜x}Ek · P`
= (ej ∧ ek) ·
(
∂`x ∧ (∂xφ)
)
Ek · P`
= (ej ∧ ek) ·
(
∂`x ∧ (∂xφ`)
)
Ek · P`
= −ej · ∂x[(ek · ∂xφ) (Ek · P )] + ek · ∂x[(ej · ∂xφ) (Ek · P )], (55)
where the second last equality is a consequence of commutativity of partial derivatives.
Using in Eq. (54) the Hamiltonian constraint (13c), with H given by (38), we arrive at
ek · ∂x[δjkHDW − δjk(ei · ∂xφ)(Ei · P ) + (ej · ∂xφ)(Ek · P )] = ej · ∂qHDW . (56)
For HDW defined in (49) we can eliminate the momenta, owing to relation (50), and obtain
ek · ∂x[−δjkL(φ, ∂xφ) + (ej · ∂xφ)(ek · ∂xφ)] = ej · ∂qHDW = 0. (57)
The expression in square brackets is nothing but the canonical energy-momentum tensor Tjk of
the scalar field with Lagrangian (37), so we finally arrive at the continuity equation
ek · ∂xTjk = 0. (58)
Note that the equation of motion for the scalar field, Eq. (51), and the continuity equation (58)
for its energy-momentum tensor have common origin in the canonical equations of motion (13).
Intuitively, the equation of motion is a result of variations of the surface γ in the y-direction,
while the continuity equation follows from variations in the x-plane (see Fig. 3).
Finally, let us say a few words about the Hamilton-Jacobi theory. Equation (20) with Hamil-
tonian (38) reads
Ix · (∂q ∧ S) +HDW (q, ∂q ∧ S) = 0, (59)
where S(q) is a multivector of grade D−1. For concreteness, consider H0 given by Eq. (49), and
assume S is parallel to Ix. Defining the vector s(q) ≡ S(q) · Ix, also parallel to Ix, we observe
that
Ix · (∂q ∧ S) = ∂q · s,
Ej · (∂q ∧ S) = ey · ∂q ej · s. (60)
Eq. (59) then takes the form (note that ∂φs = ey · ∂qs)
∂q · s+ 1
2
(∂φs)
2 + V (φ) = 0, (61)
which coincides with the field-theoretic Hamilton-Jacobi equation derived formerly by Weyl [5].
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C. String theory
Probably the simplest nontrivial Hamiltonian to consider is
H =
1
2
(|P |2 − Λ2), (62)
where Λ > 0 is a scalar constant, and |P | is the magnitude of P (see definition (A11)).
According to Formula (A40), the first canonical equation (13a) takes the form
dΓ = λP˜ , (63)
which substituted into the Hamiltonian constraint (13c) fixes the absolute value of the Lagrange
multiplier λ,
|dΓ| = |λ|Λ. (64)
Furthermore, substituting Eq. (63) into the second canonical equation of motion (13b), dividing
by λ, and using Eq. (64) we find
Iγ · ∂q Iγ = 0 (D = 1),
(Iγ · ∂q) · Iγ = 0 (D > 1), (65)
where Iγ ≡ dΓ/|dΓ| is the unit pseudoscalar of the surface γ. This equation has a simple
geometric interpretation. It entails vanishing of the mean curvature of γ, or of its generalization,
the spur vector (see Ref. [9, Ch. 4-4]).
Eqs. (63) and (64) allow us to rewrite the action (1) in terms of dΓ,∫
γ
P · dΓ =
∫
γ
1
λ
|dΓ|2 = ±Λ
∫
γ
|dΓ|, (66)
where “±” is the sign of λ, and |dΓ| ≡
√
dΓ˜ · dΓ. This is the Euclidean Nambu-Goto action of
the string theory [11]. It is proportional to the volume of the worldsheet γ, with Λ playing the
role of string tension (the speed of light is set to unity). Extremals of this action, i.e., solutions of
Eq. (65), minimize the volume, and so are called minimal surfaces in mathematical literature [8].
It is worthwhile to mention that the Nambu-Goto string can be formulated also within the De
Donder-Weyl Hamiltonian theory (see Ref. [12], which uses the language of differential forms).
In this example the Hamilton-Jacobi equation (20) takes a particularly compact form (cf.
Refs. [13] and [2, Ch. 7])
|∂q ∧ S| = Λ. (67)
From now on, let us focus on the case D = 1, which describes the relativistic particle in the
Euclidean spacetime. We will present two methods for finding the physical motions.
First, suppose that two points, q0 and q, lie on γcl, multiply Eq. (65) by |dΓ|, and integrate
along γcl from q0 to q. The Fundamental theorem of calculus (A45) implies that
Iγ(q)− Iγ(q0) = 0, (68)
i.e., Iγ is constant along a physical motion, and γcl are therefore straight lines in C,
γcl = {q = vτ + q0 | τ ∈ R} (69)
where q0 ∈ C and v is arbitrary constant vector.
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Second method utilizes a family of solutions of the Hamilton-Jacobi equation (67), for example,
S(q; q0) = Λ|q − q0|. (70)
According to Formula (22), derivative of S with respect to the parameters q0 yields conserved
quantities
∂q0S = −Λ
q − q0
|q − q0| . (71)
Physical motion are then obtained readily,
γcl =
{
q
∣∣∣∣ q − q0|q − q0| = v
}
, (72)
where v is an arbitrary constant unit vector.
VI. CONCLUSION AND OUTLOOK
In this article we elaborated on the formulation of classical field theory presented in [1, Ch. 3],
which is based on the notion of partial observables, and on the Hamiltonian constraint. The latter
is a function of configuration-space point and the generalized multivector-valued momentum.
Starting from the variational principle of Section II we derived canonical equations of motion
(13). We also deduced local Hamilton-Jacobi equation (20), which can be a useful tool to find
the physical motions.
With three ensuing examples we showed how non-relativistic mechanics, scalar field theory,
and string theory can be described in one unifying framework by appropriately selecting the
Hamiltonian constraint. In particular, we noticed that equations of motion, and the continuity
equation for the energy-momentum tensor (which reduces to the energy conservation equation in
the case of non-relativistic mechanics) are in fact of the same origin in the Hamiltonian constraint
formalism. Therefore, this formalism may be of interest even for theories that do not assume
symmetry between time and space, or spacetime and fields.
Although we restricted our attention to Euclidean space, an extension of the formalism to
pseudo-Euclidean spaces should be relatively straightforward [9, Ch. 1-5]. Then, one has to
mind, and keep track of, possible sign differences between the reversion and the inversion of unit
multivectors. For example, in general, I−1x 6= I˜x.
Hamiltonian formalism is especially important when it comes to quantization. In particle
mechanics, momentum is promoted to a differential operator, and the Schro¨dinger equation is
postulated. What is the quantum operator corresponding to the multivector-valued generalized
momentum of the Hamiltonian constraint approach? And what does the Schro¨dinger equation
look like, once we know the classical Hamilton-Jacobi equation (20). Although these questions
have not been addressed in general, let us note that there have been studies of quantization
in the De Donder-Weyl Hamiltonian theory, where the quantization of momenta is based on
generalized Poisson brackets, and a field-theoretic generalization of the Schro¨dinger equation
is proposed that features a Clifford-valued wave function, and reduces to the De Donder-Weyl
Hamilton-Jacobi equation in the classical limit [6, 14].
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Appendix A: Geometric algebra and calculus
We give a brief introduction into the formalism of geometric algebra and calculus in a way
that respect the requirements of this article. For a thorough and rigorous treatment, the reader
is advised to consult monograph [9], which we shall frequently quote. Complementary to this is
the textbook [15], which provides, apart from a pedagogical introduction into the mathematical
formalism, many diverse physical applications.
1. Geometric algebra
Let us start with an n-dimensional real vector space V , and define the geometric product of
vectors by the following axioms:
∀a, b, c ∈ V : 1) a(bc) = (ab)c = abc
2) a(b+ c) = ab+ ac
3) a2 > 0 for nonzero a. (A1)
This product induces an associative algebra over vector space V — the geometric (or Clifford)
algebra G(V ). Frequently, the term “Clifford algebra” can be encountered in literature. Never-
theless, we prefer the name “geometric algebra” used originally by Clifford, and advocated by
Hestenes [9] to emphasize its geometric interpretation. Let us note that although it is possible
to represent vectors in the algebra by Dirac gamma matrices, it is in fact not very useful, since
it provides no insight into the properties of the algebra, neither it simplifies any calculations.
The last axiom in (A1) has far-reaching consequences. Expanding (a+ b)2 = a2 + b2 +ab+ ba,
we observe that
a · b := 1
2
(ab+ ba) (A2)
is a scalar. The remaining part of the geometric product,
a ∧ b := 1
2
(ab− ba), (A3)
is a bivector. The geometric product of two vectors is therefore decomposed into two parts:
symmetric non-associative inner product (A2), and antisymmetric associative outer product (A3).
The scalar a · b is identified with the scalar product of vectors a and b. Positive definiteness of
this scalar product follows from the strict inequality in the last axiom in (A1). One could also
consider indefinite quadratic forms, but we do not deal with them in this text.
The bivector a ∧ b represents an oriented parallelogram spanned by the two vectors. In fact,
it represents a whole equivalence class of parallelograms, since, e.g., a ∧ b = a ∧ (b + λa) for
arbitrary scalar λ, as follows from the antisymmetry of the “∧”-product.
Successive multiplication of vectors generates the entire geometric algebra. General elements
are called multivectors. They decompose into a sum of terms with different grade. An element
of the algebra has grade r (it is an r-vector), if it can be written as an exterior product of r
vectors, in which case it is called r-blade, or as a linear combination of such terms. Because
Ar ≡ a1 ∧ . . . ∧ ar vanishes if and only if the vectors aj are linearly dependent, it represents
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an object with dimensionality r, namely, the parallelotope spanned by the vectors aj , whose
orientation is specified by the order in which the vectors appear in the exterior product. By the
Gram-Schmidt process [9, Ch. 1-3] it can be shown that every blade Ar = a1 ∧ . . . ∧ ar can
be written as a scalar multiple of a geometric product of orthonormal vectors: Ar = α e1 . . . er,
where ej · ek = δjk.
General multivector is a linear combination of terms with increasing grade:
1 , ej , ejek (j < k) , . . . , e1 . . . en, (A4)
where j, k, . . . = 1, . . . , n. Geometric algebra G(V ) is therefore the linear span of these terms. A
useful convention states that scalars are denoted by Greek letters α, β, . . ., vectors are denoted by
lower case Latin letters a, b, . . ., and other multivectors are denoted by capital letters A,B, . . ..
Note, however, that in physical applications there can appear exceptions to these rules due to
conventions used in physics. For example, the Hamiltonian in (2) is denoted by H although it is
a scalar function.
When a multivector has some definite grade r, this fact is indicated by a subscript, e.g., we
write Ar. The geometric product between two such multivectors decomposes into a sum of terms
with specific grade,
ArBs = 〈ArBs〉|r−s| + 〈ArBs〉|r−s|+2 + . . . 〈ArBs〉r+s, (A5)
where the symbols 〈M〉r denotes the projection onto the grade-r component of M . Projection
onto the scalar part is abbreviated 〈M〉 ≡ 〈M〉0. Lowest- and highest-grade terms in the series
(A5) are designated by
Ar ·Bs ≡
{
〈ArBs〉|r−s| if r, s > 0
0 if r = 0 or s = 0,
Ar ∧Bs ≡ 〈ArBs〉r+s, (A6)
which are again called interior and exterior product, respectively. The inner product is defined to
be zero if either of the multivectors is a scalar. If one of the members is a vector, then relations
(A6) reduce to
a ·Ar = 1
2
(aAr − (−1)rAra),
a ∧Ar = 1
2
(aAr + (−1)rAra). (A7)
Moreover, expressions such as a · A can be expanded in primitive terms using the identity (see
[9, Ch. 1-1])
a · (a1 ∧ . . . ∧ ar) =
r∑
j=1
(−1)j−1a · aj a1 ∧ . . . ∧ aˇj ∧ . . . ∧ ar, (A8)
where the check marks vectors that are dropped out from the expression.
To avoid overload of brackets, we have adopted the standard convention that inner and outer
products have priority before the geometric product. For example,
a ·Ab ∧ c = (a ·A)(b ∧ c). (A9)
To every blade Ar = a1 ∧ . . . ∧ ar corresponds a subspace of V spanned by the vectors aj . A
generic vector a ∈ V belongs to this subspace if and only if it is a linear combination of aj ’s, i.e.,
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if and only if a ∧Ar = 0, as follows from antisymmetry of the outer product. Alternatively, the
condition a∧Ar = 0 can be restated as a ·Ar = aAr. Vectors in the orthogonal complement are
characterized by the requirement a ·Ar = 0 inferred from expansion (A8).
We quote several useful identities derived in [9, Ch. 1-1] that enable efficient manipulations:
Ar ·Bs = (−1)r(s−1)Bs ·Ar for r ≤ s, (A10a)
Ar ∧Bs = (−1)rsBs ∧Ar (A10b)
Ar · (Bs · Ct) = (Ar ∧Bs) · Ct for r + s ≤ t and r, s > 0, (A10c)
(Ct ·Bs) ·Ar = Ct · (Bs ∧Ar) for r + s ≤ t and r, s > 0, (A10d)
Ar · (Bs · Ct) = (Ar ·Bs) · Ct for r + t ≤ s, (A10e)
a · (Ar ∧Bs) = (a ·Ar) ∧Bs + (−1)rAr ∧ (a ·Bs), (A10f)
a ∧ (Ar ·Bs) = (a ·Ar) ·Bs + (−1)rAr · (a ∧Bs) for s ≥ r > 1. (A10g)
To every multivector A is associated a scalar magnitude |A| by
|A|2 = 〈A˜A〉, (A11)
where ” .˜ ” is the operation of reversion, defined trivially on vectors, a˜ = a, and extended to
G(V ) by linearity and the requirement
A˜B = B˜A˜. (A12)
For a blade Ar = a1 ∧ . . . ∧ ar, |A| is indeed the volume of the parallelotope spanned by the
vectors aj . Also note that
A˜r = (−1)r(r−1)/2Ar, (A13)
and since A˜rAr = 〈A˜rAr〉, the blade Ar has an inverse,
A−1r =
A˜r
|Ar|2 . (A14)
For unit blades, the inverse is equal to the reverse: A−1r = A˜r.
Every grade-r multivector gives rise to a scalar-valued function α of r vector variables,
α(b1, . . . , br) = A˜r · (b1 ∧ . . . ∧ br), (A15)
which is linear in each argument, and changes sign whenever two vectors are exchanged, i.e., α
is an alternating form. In fact, every alternating form can be represented by some multivector
Ar in this way, and operations on forms can be naturally expressed in terms of operations on
the corresponding multivectors [9, Ch. 1-4].
If Ar is a blade, then the inner product of two r-blades, A˜r = ar∧. . .∧a1 and Br = b1∧. . .∧br,
can be expressed as the determinant of the matrix of scalar products aj · bk,
A˜r ·Br = det(aj · bk). (A16)
In addition, using the expansion (A8) we derive
(A˜r · a) · (b ·Br) =
n∑
l,m=1
(−1)l+m(a · al)(b · bm) minor(aj · bk|l,m), (A17)
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where
minor(aj · bk|l,m) ≡ (ar ∧ . . . ∧ aˇl ∧ . . . ∧ a1) · (b1 ∧ . . . ∧ bˇm ∧ . . . ∧ br) (A18)
denotes the (l,m) minor of the matrix aj · bk, i.e., the determinant of the latter matrix with the
lth row and mth column erased.
Let us choose an orthonormal basis {ej}nj=1 of the vector space V . Any vector a can be
expanded as
a =
n∑
j=1
(a · ej)ej , (A19)
where a · ej are the components of a with respect this basis. Moreover, any grade-r multivector
Ar can be expressed as a sum
Ar =
∑
|J|=r
(Ar · e˜J)eJ =
∑
|J|=r
(Ar · eJ)e˜J (A20)
over all ordered sets of indices J = (j1, . . . , jr), j1 < . . . < jr, where eJ ≡ ej1 . . . ejr . Relation
(A20) can be proved with a help of the formula (see Eq. (3.14) in [9, Ch. 1-3])
e˜K · eJ = (ekr . . . ek1) · (ej1 . . . ejr ) = δk1j1 . . . δkrjr ≡ δKJ . (A21)
2. Geometric calculus: Differentiation
We will now move towards the geometric calculus, that is, the theory of differentiation and
integration developed by D. Hestenes [9], which takes advantage of the rich algebraic structure
of geometric algebra.
Our setting involves a Euclidean vector space V , corresponding to the configuration space C
of partial observables, which holds at every point q ∈ V a copy of geometric algebra G(V ). Take
function F (q) with values in G(V ), and a vector a. The derivative of F in the direction a is
defined in the usual manner,
a · ∂qF (q) := lim
ε→0
F (q + εa)− F (q)
ε
. (A22)
The vector derivative of F is defined with the help of an orthonormal basis {ej}nj=1 of V ,
∂qF (q) := ej(ej · ∂q)F (q) (A23)
(summation over j is implied). The operator ∂q = ej(ej ·∂q) has algebraic properties of a vector,
and hence we may separate the vector derivative into two parts,
∂qF = ∂q · F + ∂q ∧ F, (A24)
called divergence and curl, respectively. When F is vector-valued, we recover the familiar differ-
ential operators of vector calculus. For scalar F , ∂qF is simply the gradient.
The vector derivative is obviously linear. To express the product rule we employ the “overdot”
notation specifying which function in the product is being differentiated,
∂q(FG) = ∂˙qF˙G+ ∂˙qFG˙. (A25)
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The reason is that the vector ∂q need not commute with the other multivectors. Of course,
overdots can always be eliminated by introducing a basis, for example, ∂˙qFG˙ = ejF (ej · ∂q)G.
Some explicit formulas for vector derivatives of elementary functions can be found in [9, Ch. 2-1].
Differential forms are skew-symmetric linear functions of differential arguments dq1, . . . , dqr
that may vary from point to point. Just like in Eq. (A15), they can be expressed as
α(dq1 ∧ . . . ∧ dqr; q) = A˜r(q) · (dq1 ∧ . . . ∧ dqr), (A26)
where Ar is an r-vector function (see [9, Ch. 6-4]). Exterior derivative of α is tantamount to
taking the curl of Ar,
dα(dq1 ∧ . . . ∧ dqr+1; q) =
( ˙˜
Ar ∧ ∂˙q
) · (dq1 ∧ . . . ∧ dqr+1). (A27)
Let us now consider a diffeomorphism f that maps points q ∈ V to V , and form the directional
derivative
f(a; q) ≡ a · ∂qf(q). (A28)
This gives rise to a q-dependent linear function, the differential of f , mapping vector a to a new
vector f(a). (In standard differential geometry f is called the push-forward derived from the
diffeomorphism f .) It is natural to extend the domain of f to general multivectors, demanding
linearity and the outermorphism property [9, Ch. 3-1]
f(A ∧B) = f(A) ∧ f(B). (A29)
Let f denote the adjoint of the linear transform f . It fulfils, for any two vectors a and b,
b · f(a) = f(b) · a ⇒ f(b; q) = ∂qf(q) · b, (A30)
and corresponds to the pull-back of differential geometry. The adjoint is extended to an outer-
morphism in the same way as the differential,
f(A ∧B) = f(A) ∧ f(B). (A31)
For scalar arguments we define
f(α) = f(α) = α. (A32)
Although the inner product is not, in general, preserved by the differential and adjoint outer-
morphisms, the following useful relations hold [9, Ch. 3-1]
Ar · f(Bs) = f [f(Ar) ·Bs] for r ≤ s,
f(Ar) ·Bs = f [Ar · f(Bs)] for r ≥ s. (A33)
Let us investigate the transformations of multivectors under an infinitesimal diffeomorphism
f(q) = q + δq(q). For a vector we have
f(a) = a+ a · ∂q δq. (A34)
For a blade Ar = α e1 ∧ . . . ∧ er, where {ej}nj=1 is an orthonormal basis of V , we derive
f(Ar) = α(e1 + e1 · ∂q δq) ∧ . . . ∧ (er + er · ∂q δq)
≈ Ar + α
r∑
j=1
e1 ∧ . . . ∧ (ej · ∂q δq) ∧ . . . ∧ er
= Ar + α
r∑
j=1
[(e1 ∧ . . . ∧ er) · ej ] ∧ (ej · ∂q δq), (A35)
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where we have used backwards the expansion formula (A8). Now, the sum over j can be extended
to run from 1 up to n, since ej ’s are orthogonal to Ar for j > r. Hence, applying the definition
of vector derivative (A23) we arrive at
f(Ar) ≈ Ar + (Ar · ∂q) ∧ δq. (A36)
The Hamiltonian H(q, P ) is a function of vector variable q and D-vector variable P . In
order to differentiate the composite function H(q, P (q)) with respect to q, we need a notion of
differentiation with respect to the multivector variable P .
Therefore, suppose F (P ) is a multivector-valued function of a grade-D multivector argument
P , and A is an arbitrary D-vector. We define the A-derivative
A · ∂PF (P ) := lim
ε→0
F (P + εA)− F (P )
ε
, (A37)
and the multivector derivative
∂PF (P ) :=
∑
|J|=D
e˜J(eJ · ∂P )F (P ), (A38)
where {eJ}|J|=D is an orthonormal basis of the subspace of D-vectors of the geometric algebra
G(V ).
Multivector derivatives of some elementary functions are listed in [9, Ch. 2-2]. For example,
A · ∂P |P |2 = A · P˜ + P · A˜ = 2A · P˜ , (A39)
which implies
∂P |P |2 = 2P˜ . (A40)
The chain rule for differentiation gives
a · ∂qH(q, P (q)) = (a · ∂˙q)H(q˙, P (q)) + (a · ∂˙q)(P˙ (q) · ∂P )H(q, P )|P=P (q), (A41)
where the meaning of overdots should be evident.
3. Geometric calculus: Integration
Consider a D-dimensional submanifold γ of V , whose tangent space at every point q ∈ γ is
represented by a unit D-blade Iγ(q). Iγ is called the unit pseudoscalar of γ [9, Ch. 4-1], and
it defines also the orientation of γ. Recall that a vector a(q) is tangent to γ if and only if
a(q) ∧ Iγ(q) = 0.
Directed integral of a multivector-valued function F (q) over the manifold γ is defined in an
intuitive way, by approximating γ with a chain of simplices ∆Γ(q) (see [16], [9, Ch. 7], or [15,
Ch. 6.4]), and taking the Riemann sum,∫
γ
dΓ(q)F (q) := lim
n→∞
n∑
i=1
∆Γ(qi)F (qi). (A42)
Here dΓ = |dΓ|Iγ is the oriented surface element of γ. Undirected integral of F is equal to the
directed integral of I−1γ F .
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In a more general setting, we can define the directed integral∫
γ
L(dΓ(q); q) := lim
n→∞
n∑
i=1
L(∆Γ(qi); qi), (A43)
where L(AD; q) is a multivector-valued function, linear in the D-vector argument AD. Obviously,
the integral (A43) reduces to (A42) if we choose L(AD; q) = ADF (q).
Suppose we are given two surfaces γ and γ′, where γ′ = {q′ = f(q) | q ∈ γ} for a certain
diffeomorphism f . The unit pseudoscalar Iγ is mapped by the outermorphism f onto γ
′, where
it is proportional to Iγ′ . We shall assume that the proportionality constant is positive, i.e., that
the surfaces γ and γ′ have common orientation.
Oriented surface elements are related by dΓ′ = f(dΓ). To compare integrals along the two
surfaces, we can change the integration variables (see also [9, Ch. 7-5]),∫
γ′
L(dΓ′(q′); q′) =
∫
γ
L(f(dΓ(q); q); f(q)). (A44)
Finally, let us quote the Fundamental theorem of geometric calculus [9, Ch. 7-3], [15, Ch. 6.5],
or the generalized Stokes theorem, which relates integral over a surface γ and integral over its
boundary ∂γ: ∫
∂γ
L(dΣ; q) =
∫
γ
L(dΓ · ∂˙; q˙), (A45)
where here the first argument of L is a multivector of grade D−1, and dΣ is the surface element
of the boundary ∂γ.
Appendix B: Component form of the canonical and Hamilton-Jacobi equations
With respect to an orthonormal basis {ej}D+Nj=1 of the configuration space C, the momentum
multivector may be expanded as (see Eq. (A20))
P =
∑
|J|=D
PJ e˜J , PJ ≡ P · eJ . (B1)
The surface element dΓ can be thought of as an outer product of D infinitesimal vectors,
dΓ = dq1 ∧ . . . ∧ dqD, (B2)
where each dqj can be decomposed as dqk = dq
j
kej (summation over the repeated index from 1 to
D +N is implied). Denoting the derivative in direction ej by
∂
∂qj
≡ ej · ∂q, and the multivector
derivative in direction e˜J = ejD ∧ . . . ∧ ej1 by ∂∂PJ ≡ e˜J · ∂P , the canonical equations of motion
(13) are cast equivalently as follows:
λ
∂H(qi, PI)
∂PJ
= e˜J · (dq1 ∧ . . . ∧ dqD) = det(dqjkl ), (B3a)
−λ ∂˙H(q˙i, PI)
∂qj
=
{
dq1 · ∂q P · ej = dqk1 ∂Pj∂qk for D = 1
(dΓ · ∂q) · (ej · P ) = ( ∂P∂qk · ej) · (ek · dΓ) for D > 1,
(B3b)
H(qi, PI) = 0. (B3c)
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The determinant in the first equation arises from Formula (A16). The subsequent Formula (A17)
can be employed to cast the second equation, case D > 1, as
−λ ∂˙H(q˙i, PI)
∂qj
=
∑
|J|=D
∂PJ
∂qk
(
(ejD ∧ . . . ∧ ej1) · ej
) · (ek · (dq1 ∧ . . . ∧ dqD))
=
∑
|J|=D
∂PJ
∂qk
D∑
l,m=1
dqkm minor(dq
jr
s |l,m)(−1)l+mδj,jl . (B4)
If we parametrize the surface γ by D coordinates τ1, . . . , τD, the infinitesimal tangent vectors
are expressed
dqkj = ek · dqj = ek ·
∂q
∂τj
dτj ≡ ∂qk
∂τj
dτj (j not summed over), (B5)
where q = q(τ1, . . . , τD) is the embedding mapping from the parameter space to the configuration
space. The corresponding Jacobian appears on the right-hand side of Eq. (B3a), which now reads
det(dqjkl ) = det
(
∂qjk
∂τl
)
dτ1 . . . dτD, (B6)
while the infinitesimal element dτ1 . . . dτD can be divided out to renormalize the Lagrange mul-
tiplier λ.
Let us now focus on the local Hamilton-Jacobi equation (20). In components we have
H(qi, (∂q ∧ S) · eI) = 0, (B7)
with
(∂q ∧ S) · eI = (−1)D−1 ∂S
∂qk
· (ek · (ei1 ∧ . . . ∧ eiD )) = D∑
j=1
(−1)D+j ∂Si1...iˇj ...iD
∂qij
, (B8)
where Si1...iˇj ...iD ≡ S · (ei1 ∧ . . . ∧ eˇij ∧ . . . ∧ eiD ) are the components of a D − 1-vector S. For
example, when D = 2,
(∂q ∧ S) · eI = ∂Si1
∂qi2
− ∂Si2
∂qi1
. (B9)
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