Abstract. Matrices with a skew-symmetric part of low rank arise in many applications, including path following methods and integral equations. This paper explores the properties of the Arnoldi process when applied to such a matrix. We show that an orthogonal Krylov subspace basis can be generated with short recursion formulas and that the Hessenberg matrix generated by the Arnoldi process has a structure, which makes it possible to derive a progressive GMRES method. Eigenvalue computation is also considered.
1.
Introduction. This paper discusses the Arnoldi process applied to a large matrix A ∈ R n×n with a skew-symmetric part
of low rank s. In particular, we assume that s n. The superscript * denotes transposition and, when applicable, complex conjugation. We present our results for matrices A and vectors f k and g k with real entries; however, our algorithms also can be applied to matrices and vectors with complex entries.
Linear systems of equations
with large matrices of this kind arise in path following methods, from integral equations as well as from certain boundary value problems for partial differential equations.
The generalized minimal residual (GMRES) method is one of the most popular iterative methods for the solution of large linear systems of equations with a nonsymmetric matrix. The standard implementation of GMRES is based on the Arnoldi process; see, e.g., Saad [15, section 6.5] . Application of j steps of the Arnoldi process to the matrix A with initial vector r 0 = 0 yields the decomposition (1.3) where V j = [v 1 , v 2 , . . . , v j ] ∈ R n×j and h j ∈ R n satisfy V * j V j = I j , V * j h j = 0, and v 1 = r 0 / r 0 . Moreover, H j ∈ R j×j is an upper Hessenberg matrix. Throughout this paper I j denotes the identity matrix of order j, e k denotes the kth column of an identity matrix of appropriate order, and · denotes the Euclidean vector norm. For ease of discussion, we will assume that j is small enough so that the decomposition (1.3) with the stated properties exists. When h j = 0, we can express (1.3) in the form AV j = V j+1Hj , (1.4) where v j+1 = h j / h j and
The computation of the Arnoldi decompositions (1.3) or (1.4) of a general n × n matrix A requires the evaluation of j matrix-vector products with A and of about j 2 /2 inner products with n-vectors. The latter demands O(nj 2 ) arithmetic floating point operations (flops) and may dominate the computational work. The Arnoldi process determines the columns of V j in order and requires access to all the previously generated columns to compute the next one; in particular, all the columns of V j have to be stored; see, e.g., Saad [15, section 6.3] for a thorough treatment of the Arnoldi process. Computation of the jth iterate by GMRES also requires the whole matrix V j to be available. To limit the demand of computer memory, GMRES is often restarted periodically, say, every m steps. This restarted GMRES method is denoted by GMRES(m). Restarting may reduce the rate of convergence of GM-RES significantly.
In section 2, we show that the property (1.1) of A makes it possible to determine the columns v k of V j with a short recursion formula, the number of terms of which depends on s in (1.1) but can be bounded independently of k. The recursion formula allows the computation of all the columns of V j in only O(nj) flops. Moreover, the computation of v k for large k does not require access to all the previously computed columns of V j . Section 3 discusses the structure of the Hessenberg matrix H j in (1.3) when A satisfies (1.1) and presents a fast algorithm for determining the Arnoldi decomposition (1.4).
The short recursion formula for the columns of V j and the structure of H j make it possible to derive a progressive GMRES method for the solution of linear systems (1.2) with a matrix that satisfies (1.1). Such a method is described in section 4. The storage requirement of the method, as well as the computational effort per iteration, are bounded independently of the number of iterations j. This makes it possible to apply the method without periodic restarts. Computed examples are presented in section 5 and concluding remarks can be found in section 6.
Recently, Barth and Manteuffel [4] presented iterative methods of conjugate gradient type for linear systems of equations of the kind considered in the present paper. Specifically, they considered linear systems of equations with a generalized B-normal( , m) matrix. This type of matrix is characterized by the existence of polynomials p and q m of degrees and m, respectively, such that the matrix In the terminology of Barth and Manteuffel [4] matrices A that satisfy (1.1) are generalized I-normal(1, 0) matrices.
Barth and Manteuffel [4] derived their methods by generalizing the recurrence relations for orthogonal polynomials on the unit circle. The latter type of recurrence relations had previously been applied to iterative methods in [11, 12] ; see also Arnold et al. [2] for a recent application to QCD computations. The derivation of our iterative methods for (1.2) differs from the derivation by Barth and Manteuffel [4] of their schemes in that we do not apply properties of orthogonal polynomials on the unit circle. Iterative methods for linear systems of equations with a matrix, whose symmetric part is positive definite and easily invertible, are described by Concus and Golub [7] and Widlund [18] .
Generation of an orthogonal Krylov subspace basis. Introduce the Krylov subspace
which we assume to be of dimension j. The columns of the matrix V j in (1.3) form an orthonormal basis of K j (A, b).
Let f k and g k be the vectors in (1.1) and define the matrices
which we may assume to be of full rank; otherwise we can reduce s. We express (1.1) as
and note that
It follows from (2.4) and the fact that F and G are of full rank that s is even and that there is a unique matrix C ∈ R s×s , such that
The fact that s is even can be seen by substituting (2.5) into (2.4) . This yields C * = −C. Therefore, when s is odd, C is singular and G is not of full rank. Use of the representation (2.5) of G reduces the computational work in the algorithms presented in sections 3 and 4.
Example 2.1. In many applications that involve a matrix A with a skew-symmetric part of low rank, the matrix is given in the form
with M ∈ R n×n symmetric. Then (1.1) can be expressed as
and we may choose
Introduce the vectors
Moreover, for each , the f ,k satisfy the recursion
We may assume that 
, and this establishes the left-hand side of (2.11).
It follows from the Arnoldi decomposition (
The latter property, in combination with (2.7) and (2.9), shows the orthogonality relation (2.11). Equation (2.10) yields the expression
which we use to evaluate v k . Orthogonalization against the vectors v k−1 and v k , and normalization of the resulting vector, gives the Arnoldi vector v k+1 . In what follows we will write this operation more explicitly as
The computations for generating the orthogonal Krylov subspace basis, and for determining the matrixH j in (1.4), are summarized in Algorithm 3.2 of the following section. 
which shows (3.1). Since the (−2)-lower triangular part of H j vanishes, (3.1) yields the 2-upper triangular part of H j . The proposition shows that H j is an order-(1, s + 1) quasi-separable matrix; see, e.g., Eidelman, Gohberg, and Olshevsky [9] for a recent discussion on this kind of matrix.
We turn to the entries in the tridiagonal part ofH j . In accordance with (2.14), we define the matrixT j = [t m,k ] ∈ R (j+1)×j with entries t m,k = v * m v k . Notice thatT j is tridiagonal by Proposition 2.2. Substitution of (2.6) into (2.12) gives
and, taking into account that e * mFkĜ *
Thus, the matrixF jĜ * j contributes to the upper triangular part ofH j , and the matrixT j , which expresses the orthogonalization of the vectors v k , contributes to the tridiagonal part; in MATLAB notation, we havē
Combining (2.9) with (2.7) yields
and comparison with (2.14) gives
We describe an algorithm for the computation of the matricesH j and V j+1 in the decomposition (1.4), assuming that the decomposition exists. The matrixH j is represented in decomposed form (3.2) by the matricesF j ,Ĝ j , andT j , which in the algorithm are represented without subscript j. The subscripts used in the algorithm denote row and column indices. Thus,F k,: denotes the kth row of the matrixF j . At iteration k,
endfor We note that the computational effort of line 4 of the algorithm can be essentially halved by using the representation (2.5) of G.
Algorithm 3.2 can be applied to compute approximations of a few extreme eigenvalues and associated eigenvectors of A similarly to the standard implementation of the Arnoldi process. Certain eigenvalues of H j are used to approximate selected eigenvalues of A. The structure of H j therefore is of interest.
Remark 3.3. Given a unitary matrix Q ∈ C j×j , it follows from Proposition 3.1 that for the matrix
, S has a skew-symmetric part of rank s. If S has an additional sparsity structure, then we may derive results similarly to Proposition 3.1. For instance, the matrix S in the Schur normal form of H j is upper triangular, and thus S may be written as a diagonal matrix plus the 1-upper triangular part of the matrix Σ. Similarly, the matrix S obtained after one step of the QR-algorithm is upper Hessenberg and therefore may be written as a tridiagonal matrix plus the 2-upper triangular part of the matrix Σ.
We recall that in the QR-algorithm for eigenvalue computations the unitary factor Q is chosen such that R = Q * H j is upper triangular. Remark 3.4. Consider the QR-decomposition H j = QR with orthogonal Q and upper triangular R. Here also the matrix R has a structure: since Q * is known to be of lower Hessenberg form (see, e.g., the considerations of the next section), we see from Proposition 3.1 that the 3-upper triangular part of Q * (H j −F jĜj ) contains only zeros, or, in other words, the 3-upper triangular parts of R j and of the matrix Q * F jĜj of rank s coincide. The structure makes it possible to compute the matrix R in O(j) flops, by representing H j in terms of the tridiagonal part of H j and the matricesF j andĜ j , and by representing R in terms of its 0-, 1-, and 2-diagonals and the matrices Q * F j andĜ j .
Since the computation of R does not play a role in subsequent considerations, we omit the details.
A progressive GMRES algorithm. Let x 0 ∈ R
n be an approximate solution of (1.2). GMRES determines a new approximate solution x j of (1.2), such that
The standard implementation of GMRES determines a correction of x 0 , i.e., x j = x 0 + V j x j , by substituting the decomposition (1.4) with r 0 = b − Ax 0 into (4.1); see, e.g., Saad [15, section 6.5] for details. This gives the equivalent minimization problem
with solution y j ∈ R j . We solve the least-squares problem (4.2) by using the QR-factorizationH j = Q j+1Rj , where
with R j ∈ R j×j upper triangular. Let us first recall in the following paragraph and Proposition 4.1 the well-known construction of a QR-decomposition of the upper Hessenberg matrixH j for a general matrix A. Subsequently, we explain in Proposition 4.2 how the structure of the matrix A helps us to derive a progressive form of GMRES.
Following Saad [15, Chapter 6.5.3], we determine the matrix Q j+1 by applying a product of Givens rotations toH j . Let Q 1 = [1] and define, for k = 1, 2, . . . , j,
with s k ≥ 0 and s
is unitary (and reduces to a classical Givens rotation in the case of real data). Using the nested structure ofH j = [h k, ], i.e., the fact thatH j−1 is the leading j × (j − 1) principal submatrix ofH j , yields
Since multiplication by Ω j+1 affects only the last two rows, the matrices R j andR j also have a nested substructure:
We have the following formulas for the coefficients c j , s j of Ω j+1 and for the entries of Q * j+1 . Proposition 4.1. There holds
where t j+1,j = h j+1,j is the last subdiagonal entry ofH j and τ j is given by (4.5 
Proof. The proof is obtained by direct calculations. We are in a position to describe a progressive recurrence relation for the GMRES residual r j , a simplified recurrence for its norm, as well as a simplified expression for the quantity τ j defined by (4.5). In particular, the progressive GMRES algorithm does not require the entries of the matrices R j ,H j , and Q j+1 . Only the c k , s k of the Givens rotations (4.4) and the quantities occurring in the recurrence relation for the Arnoldi vectors v k are needed.
Proposition 4.2. Let r j denote the residual vector associated with x j , i.e.,
and define recursively
where γ 0 = r 0 . Then γ j = (−1) j r j . Moreover,
Finally, define the vectors p j ∈ R s recursively by
and p * 1 =F 1 . Then we get for the scalar τ j defined by (4.5) the expression
with c 0 = 1 and τ 1 = t * 1,1 . Proof. We start by establishing the formula
A different proof is presented by Saad [15, Proposition 6.9] . From the definition of GMRES, we have that r j = P ⊥ AKj (A,r0) r 0 , where P AKj (A,r0) denotes the orthogonal projector onto AK j (A, r 0 ) and P ⊥ AKj (A,r0) = I − P AKj (A,r0) denotes the orthogonal projector onto the complement. Denote byQ j ∈ R (j+1)×j the matrix made up of the first j columns of Q j+1 . From (1.4) and (4.3), we obtain that
Since R j is invertible, we see that an orthonormal basis of AK j (A, r 0 ) is given by the columns of V j+1Qj , implying that
It follows from (4.7) and (4.9) that
This establishes (4.13). Since V j+1 Q j+1 has orthonormal columns and s k ≥ 0 by Proposition 4.1, we may conclude by taking norms in (4.13) that |γ j | = r j = (−1) j γ j . The updating formula (4.10) is now an immediate consequence of (4.13): by (4.7),
It remains to show (4.12). From (4.7) and (4.11) we conclude by recurrence on j that
The structure of H j , together with (4.7) and (4.13), yields for j ≥ 2 that
When j = 1, we get by using Q 1 = [1] and (3.3) that τ 1 = h 1,1 = t * 1,1 . By applying a suitable linear operator L, such that Lr k = x k for 0 ≤ k ≤ j + 1, to the recurrence relation (4.10) of the residuals, we obtain an updating formula for the GMRES iterates in terms of the auxiliary vectors z k = Lv k and w ,k = Lf ,k , which together with the recursive computation of these new vectors is described in the following proposition.
Proposition 4.3. Let dim K j+1 (A, r 0 ) = j + 1 and define recursively
together with the initializations
Then we have for 0 < k ≤ j the updating formula
Proof. Consider the QR-factorization
i.e., S j+1 ∈ R (j+1)×(j+1) is upper triangular and invertible by assumption on j. The projector
As a consequence, defining the linear operator L by
we get for any u ∈ K j (A, r 0 ) that
In particular, we obtain Lr k = x k for 0 ≤ k ≤ j, as claimed above. In order to see that the vectors z k+1 and w ,k defined by
can be computed via the relations (4.14)-(4.16), we argue by recurrence on k: applying L to the relations f ,0 = 0, 
endfor Iterations with GMRES are typically terminated when the residual vector (4.8) is sufficiently small, e.g., when r j / r 0 ≤ ε (4.18) for a user-specified value of ε. This stopping criterion can be easily evaluated, since Algorithm 4.4 computes γ j , with |γ j | = r j , in each iteration. If the residual vectors are desired in each iteration, then one can add the relation (4.10) on line 10 (for j = 1) and on line 20 of the algorithm. Stopping criteria of the type (4.18) have recently been discussed by Paige et al. [13, 14] . In particular, the initial vector x 0 should be chosen so that r 0 ≤ b and preferably as the zero-vector.
In order to make the connection between Algorithm 4.4 and the preceding discussion clearer, vectors are equipped with subscripts in the algorithm. However, only the most recently generated vectors p * j and x j have to be stored simultaneously, and only the two most recently generated vectors v j , v j−1 and z j , z j−1 have to be stored at any given time. Only the jth rows of the matricesF andĜ have to be stored simultaneously. The matricesF and W have to be stored and require n × s storage locations each. Moreover, representations of the matrices A, F , and G have to be stored. Ignoring the storage for the latter, the storage requirement for Algorithm 4.4 is bounded by (2s + 6)n + O(sj) storage locations. The computational work per iteration is bounded independent of j; it is O(n) flops in addition to the arithmetic work required for the evaluation of Av j . In the special case when s = 0, Algorithm 4.4 simplifies to a minimal residual method for the solution of linear systems of equations with a symmetric, possibly indefinite, matrix.
We conclude this section with a comment on FOM, an iterative method that is closely related to GMRES; see Saad [15, section 6.4] . The jth iterate determined by
From, e.g., [15, section 6.5.5] we know that the iterate x FOM j exists if and only if |s j | = r j−1 / r j < 1, which is equivalent to c j = 0, where s j and c j are entries of the Givens rotation Ω j+1 ; see (4.4) . In this case, the relation between x FOM j and the GMRES iterate x j is given by .10) shows that
i.e., the vectors z j+1 are FOM iterates up to normalization.
Computed examples.
Linear systems of equations (1.2) with matrices of the form
with a symmetric leading principal submatrix .2) as a function of the parameter λ, where Δ denotes the Laplacian, S the unit square, and ∂S its boundary. This problem is known as the Bratu problem and is a common test problem for path following methods. We discretize S by a uniform grid with ( − 1) 2 interior grid points (s k , t k ), where t k = s k = k/ , 1 ≤ k < , and approximate the Laplacian by the standard five-point stencil. This yields a system of ( − 1) 2 are approximations of the function u at the grid points. Numerous techniques for computing w(λ) as λ is increased from, say, λ 0 to λ 1 are available; see, e.g., [1, 5, 6] and the references therein.
The matrix ∂G/∂w is singular at turning points (w, λ) of the path λ → (w(λ), λ), and one often introduces an auxiliary parameter η in order to be able to traverse these points. Thus, let λ = λ(η) and assume that w(λ(η)) is available, where
2 and c ∈ R. The choice of d and c will be commented on below.
Let (w (j) , λ (j) ) be an available approximation of the solution of
Newton's method can be used to determine an improved approximation
of the solution (w(λ(η + δη)), λ(η + δη)) of (5.5), where δw and δλ satisfy
The vector d should be chosen to make the matrix in (5.6) nonsingular even when G w is singular. This allows simple turning points to be traversed. The parameter η is sometimes chosen to be arc length or pseudo-arc length of the curve λ → (w(λ), λ). The quantities d, c in (5.4) then may be defined by, e.g.,
To illustrate the performance of Algorithm 4.4, we discretize (5.1) on a uniform grid with = 26. The matrix in (5.6) then is of size 626×626. We choose λ = exp(η)−1 and seek to determine the solution of (5.5) with δη = 10, starting with w (0) = 0 and
w is the negative discrete Laplacian,
* , G (0) = 0, and L (0) = −δη. We let c = 1 and, since ∂w/∂η is the largest at the center of the unit square, we choose d = e ( −1) 2 /2 . This defines the matrix in (5.6), which we will refer to as A. It has skew-symmetric part of rank s = 2; cf. (1.1). We choose
in the computations. Convergence is slow during the first 15 iterations and can be sped up by the use of a preconditioner. Note that a symmetric positive definite preconditioner would not change the rank of the skew-symmetric part.
Algorithm 4.4 requires about the same computer storage as GMRES restarted every 2s + 6 iterations. The latter method is referred to as restarted GMRES(2s + 6). We also compare Algorithm 4.4 to restarted GMRES(2s+6). For the present example restarted GMRES(2s + 6) with s = 2 fails to converge; see Algorithm 4.4 to reduce the norm of the residual error slower than standard GMRES, but faster than restarted GMRES (14) . The reason for the slower convergence of Algorithm 4.4 is the loss of orthonormality of the Arnoldi vectors generated by the algorithm. The latter is illustrated by Figures 5.8 .
Examples 5.3 and 5.4 illustrate that the iterates determined by Algorithm 4.4 may converge slower to the solution than the iterates determined by standard GMRES. A reason for this appears to be that the Arnoldi vectors generated by Algorithm 4.4 may be far from orthonormal; see Example 5.4. The loss of orthogonality and its effect on the convergence of GMRES has received considerable attention in the literature; see, e.g., [8, 10, 13, 14, 16, 17] . For instance, Simoncini and Szyld [16] recently pointed out that loss of orthogonality does not prevent a near-optimal rate of convergence, provided that each new Arnoldi vector generated has a sufficiently large angle with the space spanned by the already available Arnoldi vectors. Example 5.4 suggests that the loss of orthogonality also may reduce this angle.
Conclusion.
Linear systems of equations with a matrix that satisfies (1.1) with a small value of s arise in a variety of applications. For many, but not all, linear systems of equations of this kind, Algorithm 4.4 converges like standard GMRES, but requires less computer storage and arithmetic work. In all our experiments, Algorithm 4.4 converges faster than restarted GMRES(2s+6), which demands roughly the same amount of computer storage as Algorithm 4.4.
