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Abstract
A stochastic version of a modified Navier–Stokes equation (introduced
by Prouse) is considered in a 3-dimensional torus. For equation (1), we
prove existence and uniqueness of martingale solutions. A different model
with the non linearity Φ(u) = ν|u|4u is analyzed; for the structure func-
tion of this model, some insights towards an expression similar to that
obtained by the Kolmogorov 1941 theory of turbulence are presented.
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1 Introduction
The three dimensional Navier-Stokes equations are a not yet completely under-
stood mathematical problem, in the sense that there is no proof of uniqueness
of solutions in the spaces where existence is proved. This mathematical prob-
lem has been investigated since long, also in connection with the analysis of how
good are the Navier–Stokes equations to model turbulence. Some attempts have
been made to overcome the problem of uniqueness, introducing some modifica-
tion in the Navier-Stokes equations. In this paper we are concerned with the
model proposed by Prouse in [15]. Here, we study a stochastic version of this
problem, as explained below. As soon as a stochastic equation is introduced,
statistical properties typical of turbulence can be investigated.
We remind that nowadays there are many results on stochastic three dimen-
sional Navier–Stokes equations (see, among the others, [1], [2],[3], [4], [5], [6],
[8], [9], [12], [19]); however, the uniqueness problem is not solved also in the
stochastic framework.
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Let us consider the partial differential equations of Navier-Stokes type
du+ [−△Φ(u) + (u · ∇)u+∇p−∇div Φ(u)] dt = G (u) dw
div u = 0
u|t=0 = u0
(1)
where, for t ≥ 0 and x ∈ T ⊂ R3, u = u(t, x) is the velocity vector field,
p = p(t, x) the pressure field; ν > 0 the viscosity coefficient. G is an operator
acting on the noise and on the velocity; the vector function Φ : R3 → R3 is
defined as follows:
Φ(u) = σ(|u|)u with
 σ ∈ C1([0,∞))σ(ξ) ≥ ν > 0, σ′(ξ) ≥ 0
a1ξ
b−1 ≤ σ(ξ) ≤ a2ξb−1 when ξ > K
(2)
where a2 ≥ a1 > 0 and b ≥ 4.
Φ describes the nonlinear relationship between the stress tensor and the defor-
mation velocity tensor, as explained in [15]. When this relationship is linear,
then Φ(u) = νu and (1) are the usual Navier–Stokes equations for an homoge-
neous incompressible viscous fluid with random forcing term; indeed, the first
equation becomes
du+ [−ν△u+ (u · ∇) u+∇p] dt = G (u) dw
For problem (1)-(2), in Section 3 we prove a result on existence and unique-
ness of martingale solutions (Theorem 6) and on existence of stationary mar-
tingale solutions (Theorem 9).
In Section 4, another model with Φ(u) = ν|u|4u in (1) is investigated; anal-
ysis on existence of martingale solutions and stationary martingale solutions is
presented (Theorem 10). Moreover, introducing a scaling transformation sug-
gested by turbulence theory, some insights in the behaviour of the function
structure of any order p are shown (Claim 14).
Preliminaries are in Section 2; auxiliary results are in the two Appendixes.
2 Notations and preliminaries
Let the spatial domain be a torus, i.e. the spatial variable x belongs to T =
[0, L]3 and periodic boundary conditions are assumed. L2 is defined as the
space of vector fields u : T → R3 with L2 (T )-components. For every α > 0 and
p > 1, Wα,p is the space of fields u ∈ Lp with components in the Sobolev space
Wα,p (T ). For α < 0, Wα,p is the dual space of W−α,p′ with 1p + 1p′ = 1. Set
H
α = Wα,2.
We introduce the classical spaces for the Navier–Stokes equations (see, e.g.,
[17]). D∞ is defined as the space of infinitely differentiable divergence free
periodic fields u on T , with zero mean (∫T u(x)dx = 0).
Let H be the closure of D∞ in the L2-topology; it is the space of all fields
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u ∈ L2 such that div u = 0, u · n on the boundary is periodic, ∫T u (x) dx = 0.
We endow H with the inner product
〈u, v〉H =
1
L3
∫
T
u(x) · v(x)dx
and the associated norm |·|H .
Let V (resp. D(A)) be the closure of D∞ in the H1-topology (resp. H2-
topology); it is the space of divergence free, zero mean, periodic elements of H1
(resp. of H2). The spaces V and D(A) are dense and compactly embedded in
H (Rellich theorem). Due to the zero mean condition we also have∫
T
|Du (x)|2 dx ≥ λ
∫
T
|u (x)|2 dx
for every u ∈ V , for some positive constant λ (Poincare´ inequality). Here
|Du (x)|2 = ∑3i,j=1 (∂jui(x))2 (and ∂j = ∂∂xj ). So we may endow V with the
inner product
〈u, v〉V =
3∑
i,j=1
∫
T
∂jui(x) ∂jvi(x) dx
and the associated norm ‖·‖V .
Let A : D(A) ⊂ H → H be the operator Au = −△u (componentwise).
There is a complete orthonormal system in H made by the eigenvectors hk,j of
the operator A (Ahk,j = λk,jhk,j). Since the spatial domain is the torus, we
know the expressions of these eigenvectors with their eigenvalues. Indeed, let
k = (k1, k2, k3) with integer components, i.e. k ∈ Z3. We denote by Z3+ the half
space of Z3 defined as = {k1 > 0} ∪ {k1 = 0, k2 > 0} ∪ {k1 = 0, k2 = 0, k3 > 0}.
Then for any k ∈ Z3+, there exist two unit vectors vk,1 and vk,2, orthogonal to
each other and belonging to the plane orthogonal to k. Then the (four sequences
of) eigenvectors are
hk,1(x) =
√
2
L3/2
vk,1 cos(
2pi
L k · x) , hk,2(x) =
√
2
L3/2
vk,2 cos(
2pi
L k · x)
hk,3(x) =
√
2
L3/2
vk,1 sin(
2pi
L k · x) , hk,4(x) =
√
2
L3/2
vk,2 sin(
2pi
L k · x)
with eigenvalues
λk,1 = λk,2 = λk,3 = λk,4 =
(2π)2
L2
|k|2
for any k ∈ Z3+.
Hence, H = span{hk,j : j = 1, 2, 3, 4 and k ∈ Z3+} and we set Hn = span{hk,j :
j = 1, 2, 3, 4 and k ∈ Z3+, |k| ≤ n}; moreover, we denote by πn the projection
operator from H (or any subspace, as V or D(A)) onto Hn. The operators A
and πn commute.
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We may take the Poincare´ constant λ above equal to (2π)2/L2 (the first eigen-
value of A). Notice that we have
〈Au, u〉H = ‖u‖2V
for every u ∈ D(A), so in particular
〈Au, u〉H ≥
(2π)2
L2
|u|2H .
Let V ′ be the dual of V with respect to the H-norm; with proper identifica-
tions we have V ⊂ H ⊂ V ′ with continuous injections, and the scalar product
〈·, ·〉H extends to the dual pairing 〈·, ·〉V,V ′ between V and V ′ and to the dual
pairing 〈·, ·〉
Lq,Lq′ between L
q and Lq
′
(1q +
1
q′ = 1).
Let B (·, ·) : V × V → V ′ be the bilinear operator defined as
〈w,B (u, v)〉V,V ′ =
3∑
i,j=1
∫
T
ui(∂ivj)wjdx (3)
for every u, v, w ∈ V . By the incompressibility condition, we have
〈B (u, v) , v〉 = 0, 〈B (u, v) , w〉 = −〈B (u,w) , v〉 (4)
Using the latter relationship, by Ho¨lder inequality we estimate
|B(u, u)|V ′ = sup
‖ψ‖V ≤1
|〈B(u, u), ψ〉| ≤ |u|2
L4
(5)
We list here a number of inequalities.
Lemma 1
〈AΦ(u), u〉H ≥ ν‖u‖2V
Proof. We have
〈AΦ(u), u〉H = 〈Φ(u), u〉V =
∫
T
3∑
i,k=1
[∂kΦi(u)] ∂kui dx
The estimate on
∑3
i,k=1 [∂kΦi(u)] ∂kui comes from [15].
Lemma 2
〈Φ(u(1))− Φ(u(2)), u(1) − u(2)〉H ≥ ν|u(1) − u(2)|2H
Proof. The proof is by [15]. We rewrite it here, because we shall need it in
Section 4.
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Set σ(|u|) = ν + σ˜(|u|) with σ˜′ ≥ 0. Then
[σ˜(|u(1)|)u(1) − σ˜(|u(2)|)u(2)] · [u(1) − u(2)]
= σ˜(|u(1)|)|u(1)|2 + σ˜(|u(2)|)|u(2)|2 − σ˜(|u(1)|)u(1) · u(2) − σ˜(|u(2)|)u(1) · u(2)
≥ σ˜(|u(1)|)|u(1)|2 + σ˜(|u(2)|)|u(2)|2
− 1
2
σ˜(|u(1)|)|u(1)|2 − 1
2
σ˜(|u(2)|)|u(2)|2 − 1
2
σ˜(|u(1)|)|u(2)|2 − 1
2
σ˜(|u(2)|)|u(1)|2
=
1
2
σ˜(|u(1)|)|u(1)|2 + 1
2
σ˜(|u(2)|)|u(2)|2 − 1
2
σ˜(|u(1)|)|u(2)|2 − 1
2
σ˜(|u(2)|)|u(1)|2
=
1
2
[
σ˜(|u(1)|)− σ˜(|u(2)|)
] [
|u(1)| − |u(2)|
] [
|u(1)|+ |u(2)|
]
≥ 0
Hence
[σ(|u(1)|)u(1) − σ(|u(2)|)u(2)] · [u(1) − u(2)]
= ν|u(1) − u(2)|2 + [σ˜(|u(1)|)u(1) − σ˜(|u(2)|)u(2)] · [u(1) − u(2)]
≥ ν|u(1) − u(2)|2
Next lemma is crucial to prove uniqueness. Notice that the regularity u ∈
L5(0, T ;L5) is needed here. The weak solutions of the Navier–Stokes equations
(deterministic or stochastic), which are known to exist, are not proved to have
such a regularity; here the modified term Φ (with b ≥ 4) plays its role. We
remind that Prodi [13] proved uniqueness for the deterministic three dimensional
Navier–Stokes equations, if u ∈ L 2qq−3 (0, T ;Lq) for some 3 < q ≤ ∞. For q = 5
the required regularity is u ∈ L5(0, T ;L5) and this implies uniqueness also in
the Prouse model (see [15]).
Lemma 3 If u ∈ L5 and v ∈ H, then for any ν > 0
|〈B(u, v), A−1πmv〉| ≤ ν
4
|v|2H + CB|u|5L5 |πmv|2V ′
|〈B(v, u), A−1πmv〉| ≤ ν
4
|v|2H + CB|u|5L5 |πmv|2V ′
for some positive constant CB.
Proof. In [15], there is a very similar lemma, but with v instead of πmv (here
we consider any finite projection operator πm). Following the lines of that proof,
we get our result.
Properties of G
Let G : H → L (H) be a mapping with the properties
‖G(u)‖2HS(H) ≤ λ0|u|2H + ρ (6)
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and ∥∥∥A−1/2[G(v)−G(z)]∥∥∥2
HS(H)
≤ LG|v − z|2V ′ (7)
Here ‖T ‖HS(H) is the Hilbert-Schmidt norm of an operator in H , defined as
‖T ‖2HS(H) =
4∑
j=1
∑
k∈Z3
+
|Thk,j|2H
Now, we project equation (1) onto the space of divergence free vectors fields;
both the ∇-terms desappear, as when we deal with the Navier–Stokes equations
(see, e.g., [16]). Then, we obtain an evolution equation (still formally), which
with our notations is
du+ [AΦ(u) +B(u, u)] dt = G (u) dw, u(0) = u0 (8)
From now on, Φ will be assumed to satisfy (2) for a given b ≥ 4.
The rigorous interpretation of this equation will be given in the sequel, but for
the time being let us at least write it in weak form
〈ut, ψ〉H +
∫ t
0
〈Φ(us), Aψ〉
L
1+1
b ,L1+b
ds−
∫ t
0
〈B (us, ψ) , us〉
L
4
3 ,L4
ds
= 〈u0, ψ〉H +
∫ t
0
〈G(us) dws, ψ〉H (9)
with ψ ∈ D∞ and 0 < t <∞.
We assume that w is a cylindrical Wiener process in H (see, e.g., [7]). We can
represent it as follows. Suppose we are given a Brownian stochastic basis, i.e.
a probability space (W ,F , Q), a filtration (Ft)t≥0 and a sequence {βk,j(t)}k,j
of independent Brownian motions on
(
W ,F , (Ft)t≥0 , Q
)
. Namely, for k ∈ Z3+
and j = 1, 2, 3, 4, the real valued processes βk,j(t) are independent, adapted to
(Ft)t≥0, continuous for t ≥ 0 and null at t = 0, with increments βk,j(t)−βk,j(s)
that are N (0, t− s)-distributed and independent of Fs. Then
w(t) =
4∑
j=1
∑
k∈Z3
+
βk,j(t)hk,j (10)
is a cylindrical Wiener process in H .
The convergence of this series requires proper distributional topologies. The
stochastic integral in equation (9) is well defined under the Hilbert-Schmidt
assumption made on G (see [7] for details).
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3 Well posedness
3.1 Concepts of solution
Consider the abstract (formal) stochastic evolution equation (8) and its weak
formulation over test functions (9). We have∫ t
0
∣∣∣〈Φ(us), Aψ〉
L
1+ 1
b ,L1+b
∣∣∣ ds ≤ ∫ t
0
|Φ(us)|
L
1+ 1
b
|Aψ|
L1+b
ds
≤ Cψ
∫ t
0
(1 + |us|bL1+b)ds
because
|Φ(u)|1+
1
b
L
1+ 1
b
=
∫
T
|Φ(u(x))|1+ 1b 1{|u(x)|≤K}dx+
∫
T
|Φ(u(x))|1+ 1b 1{|u(x)|>K}dx
by (2)
≤ K1+ 1b
∫
T
|σ(|u(x)|)|1+ 1b 1{|u(x)|≤K}dx+
∫
T
(a2|u(x)|b)1+ 1b dx
≤ CΦ(1 +
∫
T
|u(x)|1+bdx)
(11)
since σ ∈ C1 implies that σ is bounded on [0,K]. Then, in equation (9) the term∫ t
0 〈Φ(us), Aψ〉 ds is well defined for functions u that live in L1+b(0, T ;L1+b),
T > 0.
Moreover,∫ t
0
∣∣∣〈B(us, ψ), us〉
L
4
3 ,L4
∣∣∣ ds ≤ ∫ t
0
|us|2L4 ‖ψ‖V ds ≤ Cψ
∫ t
0
|us|2L4 ds (12)
Hence, in equation (9) the term
∫ t
0 〈B(us, ψ), us〉ds is well defined for functions
u that live in L2(0, T ;L4).
We conclude, in both cases, that given b ≥ 4 the regularity u ∈ L1+b(0, T ;L1+b)
is enough to define these quantities. Moreover, from now on the duality pairing
for these two terms has to be understood in the sense above specified (as written
also in equation (9)).
As in the deterministic case, strong continuity of trajectories in H is an open
problem. There will be strong continuity in weaker spaces (like W−2−θ,1+
1
b ),
and a uniform bound in H . Let Hσ be the space H with the weak topology.
Since
C([0, T ];W−2−θ,1+
1
b ) ∩ L∞(0, T ;H) ⊂ C([0, T ];Hσ)
then the trajectories of the solutions will be at least weakly continuous in H
(see [16] pg. 263).
Given a separable Banach space W′ (it will be W′ = W−2−θ,1+
1
b ), let us set
Ω = C([0,∞);W′)
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and denote by (ξt)t≥0 the canonical process (ξt (ω) = ωt), by F the Borel σ-
algebra in Ω and by Ft the σ-algebra generated by the events (ξs ∈ A) with
s ∈ [0, t] and A ∈ B (W′).
Definition 4 (solution to the martingale problem) Given a probability mea-
sure µ0 on H, we say that a probability measure P on (Ω, F ) is a solution of
the martingale problem associated to equation (8) with initial law µ0 if
[MP1] for every T > 0
P
(
sup
t∈[0,T ]
|ξt|H +
∫ T
0
‖ξs‖2V ds+
∫ T
0
|ξs|1+bL1+b ds <∞
)
= 1
[MP2] for every ψ ∈ D∞ the process Mψt defined P -a.s on (Ω, F ) as
Mψt := 〈ξt, ψ〉H − 〈ξ0, ψ〉H −
∫ t
0
〈Φ (ξs) , Aψ〉ds+
∫ t
0
〈B (ξs, ψ) , ξs〉ds
is square integrable and
(
Mψt , Ft, P
)
is a continuous martingale with
quadratic variation [
Mψ
]
t
=
∫ t
0
|G(ξs)ψ|2Hds
[MP3] µ0 = Π0P , where Π0 denotes the restriction on F0.
Remark 5 A solution of the martingale problem is also a weak solution. The
definition of weak solution is as follows: there exists a Brownian stochastic basis(
W ,F , (Ft)t≥0 , Q, (βi (t))t≥0;k,j
)
and a W′-valued process u on (W ,F , Q) such
that
[WM1] u is a continuous adapted process in W′ and
u (., ω) ∈ L∞ (0, T ;H) ∩ L2 (0, T ;V ) ∩ L1+b(0, T ;L1+b) Q-a.s.
for every T > 0
[WM2] (9) is satisfied Q-a.s.
[WM3] u(0) has law µ0.
Finally, in this context, we call strong solution a process u satisfying the
three above properties on any a priori given stochastic basis.
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3.2 Main result
Theorem 6 Let µ be a measure on H such that mp :=
∫
H
|v|pHµ(dv) < ∞ for
some p > 2. Then there exists one and only one solution to the martingale
problem (9) with initial condition µ.
Moreover, two strong solutions on the same Brownian stochastic basis coin-
cide a.s.
Proof. Step 1 (Galerkin approximations). Let(
W ,F , (Ft)t≥0, Q, (βk,j(t))t≥0;k,j
)
be a Brownian stochastic basis supporting also an F0-measurable r.v. u0 :W →
H with law µ. For every n, let un0 := πnu0 and consider the Galerkin system
dunt + [AΦ(u
n
t ) + πnB(u
n
t , u
n
t )] dt = πnG (u
n
t ) dwt, u
n(0) = un0 (13)
obtained by applying the projection operator πn to both sides of equation (8).
(Notice that πnAΦ(u
n
t ) = AΦ(u
n
t ).)
Equation (13) is a stochastic ordinary equation in the finite-dimensional Hilbert
space Hn.
Local existence and uniqueness (on a random time interval) is classical, since the
nonlinearities are locally Lipschitz continuous (see, e.g., [14]). Global existence
is then a consequence of the a priori estimates given in Appendix 1. There,
defined τnR = inf
{
t ≥ 0 : |unt |2H = R
}
we shall prove that, for any T > 0
E sup
0≤t≤T
|unt∧τnR |
p
H ≤ C1 (14)
E
∫ T
0
‖uns∧τR‖2V 1{s<τR}ds ≤ C2 (15)
E
∫ T
0
|uns∧τnR |
1+b
L1+b
1{s<τnR}ds ≤ C3 (16)
for some positive constants C1 = C1(p, T, λ0, ρ,mp), C2 = C2(T, λ0, ρ,m2),
C3 = C3(a1, C1, C2), independent of n and R.
Now, assume first that the initial velocity is bounded: |u0|H ≤ K. Take
R > K; so τnR > 0 Q-a.s.. The solution u
n
t to the Galerkin system (13) is
defined at least in the time interval [0, τnR). Since we know from (14) that
E sup
t∈[0,T ]
|unt∧τnR |
2
H ≤ C˜1
for some constant C˜1 = C
2/p
1 independent of n and R, we have
E
(
1{τnR<T}|unT∧τnR |
2
H
)
≤ C˜1
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for T > 0 fixed. Moreover
Q(τnR < T ) = E1{τnR<T} =
1
R
E
(
1{τnR<T}|unT∧τnR |
2
H
)
because |unT∧τnR |
2
H = R on the set {τnR < T }. Hence
Q(τnR < T ) ≤
C˜1
R
Notice that τn
R˜
> τnR for R˜ > R. Therefore, setting τ
n
∞ = sup
R>K
τnR the process u
n
t
is defined for t ∈ [0, τn∞). But we have
Q(τn∞ < T ) ≤ Q(τnR < T ) ≤
C˜1
R
∀R
Hence
Q(τn∞ < T ) = 0
and finally we conclude that unt is a solution for t ∈ [0, T ). Since T has been
chosen arbitrarily, we conclude that the Galerkin solution is defined on any finite
time interval.
For a general initial velocity satisfying the assumption of Theorem 6, we
proceed as follows. Let WK ∈ F be defined as WK = {|u0|2H ≤ K}; we have
Q(∪KWK) = Q(|u0|H < ∞) = 1. Define u0K as u0 on WK and 0 otherwise.
Let unt K be the unique solution to the Galerkin system (∀t ≥ 0) with initial
condition u0K . If K˜ > K, then
Q {WK ∩ {unt K˜ = unt K ∀t ≥ 0}} = Q{WK}
We may uniquely define a process unt ∞ on W ′ = ∪KWK as unt∞ = unt K on
WK . Looking at the Galerkin equation in the integral form, it is clear that
unt∞ solves the equation on W ′. But Q(W ′) = 1. Thus we have proved the
existence of a global solution to the Galerkin system for any initial velocity
with mp < ∞ for some p > 2. This solution is a continuous adapted Markov
process in Hn (uniqueness holds for the Galerkin problem; it can be checked
direclty or obtained as a byproduct of next Step 5).
Hence we have proved that, for any T <∞
E sup
0≤t≤T
|unt |pH ≤ C1 (14′)
E
∫ T
0
‖uns ‖2V ds ≤ C2 (15′)
E
∫ T
0
|uns |1+bL1+bds ≤ C3 (16′)
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From these estimates, we also get the following one. Given ψ ∈ D∞ and
ε ∈ (0, 2), we have
E
∣∣∣∣∫ t
0
〈πnG(uns )dws, ψ〉
∣∣∣∣2+ε ≤
(
E
∣∣∣∣∫ t
0
〈πnG(uns )dws, ψ〉
∣∣∣∣4
) 2+ε
4
=
(
C
(
E
∫ t
0
|πnG(uns )ψ|2Hds
)2) 2+ε4
by Gaussianity
≤ C|ψ|2+εH
((
E
∫ t
0
‖G(uns )‖2HS(H)ds
)2) 2+ε4
≤ C|ψ|2+εH E
∫ t
0
(|uns |2+εH + 1)ds
Here (and in the following) C denotes different positive constants, independent
of n. Taking 2+ ε ≤ p and bearing in mind (14), we conclude that for any finite
t
sup
n
E
∣∣∣∣∫ t
0
〈πnG(uns )dws, ψ〉
∣∣∣∣2+ε <∞ (17)
Here the limitation ε < 2 can be easily removed, but in the sequel it will be
enough to consider a positive quantity ε as small as we want.
Step 2 (time regularity and reformulation in path space). In view of the
time regularity, equation (13) has the form
unt = u
n
0 + I
n
t + J
n
t +K
n
t
where
Int = −
∫ t
0
AΦ (uns ) ds
Jnt = −
∫ t
0
πnB (u
n
s , u
n
s ) ds
Knt =
∫ t
0
πnG (u
n
s ) dws
For the first term we have
‖In· ‖1+
1
b
W 1,1+
1
b
“
0,T ;W−2,1+
1
b
” ≤ C
∫ T
0
|AΦ (uns )|1+
1
b
W
−2,1+ 1
b
ds
≤ C
∫ T
0
|Φ (uns )|1+
1
b
L
1+1
b
ds
≤ C(T +
∫ T
0
|uns |1+bL1+b ds)
11
according to (11).
For Jnt , using (5) we have
‖Jn· ‖2W 1,2(0,T ;V ′) ≤ C
∫ T
0
|B (uns , uns )|2V ′ ds
≤ C
∫ T
0
|uns |2L4 ds
≤ C(T +
∫ T
0
|uns |1+bL1+b ds)
Finally, for every q > 1, α ∈ (0, 12), T > 0, we have (see, e.g., [9])
E ‖Kn· ‖qWα,q(0,T ;H) ≤ CE
∫ T
0
‖πnG(uns )‖qHS(H)ds
and by (6) and the mean estimates of the previous step we conclude that
E ‖Kn· ‖pWα,p(0,T ;H) ≤ C˜
(C˜ independent of n and p > 2 as stated in Theorem 6.)
Therefore, for α ∈ (0, 12 )
un ∈ W 1,1+ 1b
(
0, T ;W−2,1+
1
b
)
+W 1,2 (0, T ;V ′) +Wα,p (0, T ;H) (18)
in mean. Notice that H ⊂ V ′ ⊂ W−2,1+ 1b , W 1,2(0, T ) ⊂ W 1,1+ 1b (0, T ) ⊂
Wα,1+
1
b (0, T ) and Wα,p(0, T ) ⊂Wα,1+ 1b (0, T ).
We conclude that, in mean
un ∈Wα,1+ 1b (0, T ;W−2,1+1b )
Under the embeddingHn ⊂ H , we have that (unt )t≥0 is a continuous adapted
process in H , so it defines a measure Pn on C ([0,∞);H), and thus on (Ω, F ).
Actually, Pn is concentrated on C([0,∞);Hn). For every α ∈
(
0, 12
)
, T > 0, the
above estimates may be rewritten as
EPn
[
sup
t∈[0,T ]
|ξt|pH +
∫ T
0
‖ξs‖2V ds+
∫ T
0
|ξs|1+bL1+b ds
]
≤ C4 (T, λ0, ρ,mp, b)
and
EPn
[
|ξ|
Wα,1+
1
b (0,T ;W−2,1+
1
b )
]
≤ C5 (T, λ0, ρ,mp, b) (19)
for any n.
Relationships (14′)-(16′) may be rewritten in a similar way.
Step 3 (tightness). Use now Chebyshev inequality and (15′), (19). Then,
given α ∈ (0, 12), T > 0, for every ε > 0 there is a bounded set Bε such that
Bε ⊂ L2 (0, T ;V ) ∩Wα,1+ 1b (0, T ;W−2,1+ 1b )
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and
inf
n
Pn (Bε) > 1− ε
The space L2(0, T ;V )∩Wα,1+ 1b (0, T ;W−2,1+1b ) is compactly embedded in L1+ 1b (0, T ;H)
(see, e.g., Theorem 2.1 in [9]). Hence, for every ε > 0 there is a compact set Kε
such that
Kε ⊂ L1+ 1b (0, T ;H) and inf
n
Pn (Kε) > 1− ε
Now, take any separable Banach space W′ such that W−2,1+
1
b is compactly
embedded in W′; e.g. W′ = W−2−θ,1+
1
b for some θ > 0. Notice that all the
spaces W 1,1+
1
b (0, T ), W 1,2(0, T ), Wα,p(0, T ) (for αp > 1) are continuously em-
bedded into C([0, T ]). Hence, the space of vectors with the regularity specified
by (18) is compactly embedded in C([0, T ];W′) (see, e.g., Theorem 2.2 in [9]).
From the boundedness in the mean of In in W 1,1+
1
b (0, T ;W−2,1+
1
b ), of Jn in
W 1,2 (0, T ;V ′) and of the law of the Wiener process in Wα,p (0, T ;H) for every
α ∈
(
1
p ,
1
2
)
, again by Chebyshev inequality and compact embedding we obtain
that for every ε > 0 there exists a compact set K ′ε such that
K ′ε ⊂ C ([0, T ] ;W′) and infn Pn (K
′
ε) > 1− ε
Therefore the family of measures {Pn} is tight in L1+ 1b (0, T ;H) and in
C ([0, T ] ;W′), with their Borel σ-fields. Hence there exists a probability measure
P on
C ([0, T ] ;W′) ∩ L1+ 1b (0, T ;H)
that is the weak limit in such spaces of a subsequence {Pnk}.
Step 4 (P is a solution to the martingale problem). From the uniform
estimates on {Pnk} in L2 (0, T ;V ), L∞ (0, T ;H) and L1+b(0, T ;L1+b) we may
deduce that P gives probability one to each one of these spaces and has bounds
in the mean similar to those uniform of Pnk . This way we have checked property
[MP1] in the definition of solution to the martingale problem.
Concerning [MP3], we have Pnk → P as weak convergence of probability
measures on C([0, T ];W′); in particular Π0Pnk → Π0P as probability measures
on W′. But Π0Pnk is the law of πnku0, which converges to µ since πnku0
converges Q-a.s. to u0. Hence Π0P is µ.
Finally, let us check property [MP2]. We proceed as in [7] (Sec. 8.4) or in
[9].
Given ψ ∈ D∞, we have to prove that for every t > s ≥ 0 and every bounded
Fs-measurable random variable Z, we have
EP
[(
Mψt
)2]
<∞
EP
[(
Mψt −Mψs
)
Z
]
= 0
EP
[([
(Mψt )
2 − ςt
]− [(Mψs )2 − ςs])Z] = 0
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where ςt :=
∫ t
0
|G(ξs)ψ|2Hds. Defined
Mψ,nkt := 〈ξt, πnkψ〉H − 〈ξ0, πnkψ〉H −
∫ t
0
〈Φ(ξs), πnkAψ〉ds
+
∫ t
0
〈B(ξs, πnkψ), ξs〉ds ,
for the measure Pnk we know (see, e.g., [7] Sec 8.4 ) that
(
Mψ,nkt , Ft, Pnk
)
is a
square integrable martingale with quadratic variation
[
Mψ,nk
]
t
≡ ςnkt =
∫ t
0
|πnkG(ξs)ψ|2Hds
Thus
EPnk
[(
Mψ,nkt −Mψ,nks
)
Z
]
= 0 (20)
EPnk
[([
(Mψ,nkt )
2 − ςnkt
]− [(Mψ,nks )2 − ςnks ])Z] = 0 (21)
Moreover, by (17) we know that there exists some ε > 0 such that
sup
k
EPnk
∣∣∣Mψ,nkt ∣∣∣2+ε <∞ (22)
Now, let us consider the limit as k →∞.
We know that Pnk converges weakly to P ; then by Skorohod theorem there exists
a stochastic basis (Ω˜, F˜ , F˜t, P˜ ) and, on this basis, there exist L
1+ 1b (0, T ;H) ∩
C([0, T ];W′)-valued random variables u˜, u˜nk such that u˜ has the same law of
u, u˜nk has the same law of unk and u˜nk → u˜ P˜ -a.s. in the L1+ 1b (0, T ;H) ∩
C([0, T ];W′)-norm.
Define
M˜ψ,nkt := 〈u˜nkt , ψ〉H − 〈u˜nk0 , ψ〉H −
∫ t
0
〈Φ(u˜nks ), Aψ〉ds
+
∫ t
0
〈B(u˜nks , πnkψ), u˜nks 〉ds
Then (20)-(22) hold true (with the obvious change of notation).
If we prove that M˜ψ,nkt → M˜ψt P˜ -a.s. as k →∞, then by the equiboundedness
relationship (22) we obtain that M˜ψ,nkt → M˜ψt in L1(Ω˜, P˜ ) and in L2(Ω˜, P˜ ) and
ς˜nkt → ς˜t in L1(Ω˜, P˜ ). This concludes our proof. So, we have to prove a P˜ -a.s.
convergence for each term in the definition of M˜ψ,nkt .
It is trivial that P˜ -a.s.
〈u˜nkt , ψ〉H − 〈u˜nk0 , ψ〉H → 〈u˜t, ψ〉H − 〈u˜0, ψ〉H
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Notice that there appears the scalar product in H and not the duality pairing
〈u˜t, ψ〉W′,W, because the limit process u belongs to C([0, T ];Hσ) with probability
one.
Moreover, there exists a subsequence (we do not write that we consider a
subsequence, since we shall pass through subsequences a few times from now
on) such that
P˜ − a.s. u˜nks (x)→ u˜s(x) for a.e. (s, x) ∈ [0, T ]× T
We also have, for any k
E˜
∫ T
0
|u˜nks |1+bL1+bds ≤ C3
Keeping in mind (11) and (5), it follows that Φ(u˜nk) is equibounded in L1+
1
b (Ω˜×
[0, T ]× T ) and 〈B(u˜nk , πnkψ), u˜nk〉 is equibounded in L
1+b
2 (Ω˜× [0, T ]) respec-
tively. First, we get that Φ(u˜nks (x)) → Φ(u˜s(x)) P˜ -a.s. and for a.e. (s, x). By
the equiboundedness of Φ(u˜nks (x)) in L
1+ 1b (Ω˜× [0, T ]×T ) it follows that Φ(u˜nk)
converges to Φ(u˜) in L1(Ω˜× [0, T ]× T ); we get
E˜
∫ t
0
〈Φ(u˜nks ), Aψ〉ds→ E˜
∫ t
0
〈Φ(u˜s), Aψ〉ds
Hence a subsequence of
∫ t
0
〈Φ(u˜nks ), Aψ〉ds converges P˜ -a.s.
On the other hand, another (sub)subsequence can be extracted so that
P˜ − a.s. u˜nks → u˜s in L4 for a.e. s
Then, by triangle inequality 〈B(u˜nks , πnkψ), u˜nks 〉 → 〈B(u˜s, ψ), u˜s〉 P˜ -a.s. and
for a.e. s. By the equiboundedness of 〈B(u˜nks , πnkψ), u˜nks 〉 in L
1+b
2 (Ω˜ × [0, T ]),
we conclude as above that there exists a subsequence of
∫ t
0
〈B(u˜nks , ψ), u˜nks 〉ds
converging P˜ -a.s. .
Considering the convergence of a suitable subsequence (the last extracted),
we get that (20)-(22) in the limit allow to conclude the proof.
Step 5 (uniqueness). Let u(i), i = 1, 2, be two strong solutions on the same
Brownian stochastic basis. We are going to prove pathwise uniqueness, which
implies uniqueness of martingale solutions.
Let
vt = u
(1)
t − u(2)t , vmt = πmvt
θt = 2CB
[
|u(1)t |5L5 + |u(2)t |5L5
]
+ LG.
with CB as in Lemma 3 and LG as in (7).
We have
de−
R
t
0
θsds |vmt |2V ′ = −θte−
R
t
0
θsds |vmt |2V ′ dt+ e−
R
t
0
θsdsd |vmt |2V ′ (23)
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By Itoˆ formula, the last differential is
d |vm|2V ′ =− 2〈πm[Φ(u(1))− Φ(u(2))], vm〉Hdt− 2〈πm[B(u(1), v) +B(v, u(2))], A−1vm〉Hdt
+ 2〈πm[G(u(1))−G(u(2))] dw,A−1vm〉H +
∥∥∥πmA−1/2[G(u(1))−G(u(2))]∥∥∥2
HS(H)
dt
We estimate some terms as follows. By Lemma 3
2|〈πm[B(u(1), v) +B(v, u(2))], A−1vm〉| = 2|〈B(u(1), v) +B(v, u(2)), A−1vm〉|
≤ ν |v|2H + 2CB
(
|u(1)t |5L5 + |u(2)t |5L5
)
|vm|2V ′
By Lemma 2
2〈πm[Φ(u(1))− Φ(u(2))], vm〉H = 2〈Φ(πmu(1))− Φ(πmu(2)), vm〉H − 2ǫm
≥ 2ν |vm|2H − 2ǫm
where
∫ T
0
|ǫmt |dt ≤ C(
∣∣u(1)∣∣
L5(0,T ;L5)
,
∣∣u(2)∣∣
L5(0,T ;L5)
) and lim
m→∞
∫ T
0
ǫmt dt = 0.
By (7)∥∥∥πmA−1/2[G(u(1))−G(u(2))]∥∥∥2
HS(H)
≤
∥∥∥A−1/2[G(u(1))−G(u(2))]∥∥∥2
HS(H)
≤ LG |v|2V ′
Now, we integrate in time equation (23) and use the above estimates, ob-
taining
e−
R
T
0
θsds |vmT |2V ′ + ν
∫ T
0
e−
R
t
0
θsds(2 |vmt |2H − |vt|2H)dt
≤ |vm0 |2V ′ + 2
∫ T
0
e−
R
t
0
θsdsǫmt dt+
∫ T
0
LGe
− R t
0
θsds(|vt|2V ′ − |vmt |2V ′)dt
+ 2
∫ T
0
〈πm[G(u(1)t )−G(u(2)t )] dwt, A−1vmt 〉H
We can take the limit as m→∞ in every term. We get
e−
R T
0
θsds |vT |2V ′ + ν
∫ T
0
e−
R t
0
θsds |vt|2H dt
≤ |v0|2V ′ + 2
∫ T
0
〈[G(u(1)t )−G(u(2)t )] dwt, A−1vt〉H
Hence
E
[
e−
R
T
0
θsds |vT |2V ′
]
+ νE
[∫ T
0
e−
R
t
0
θsds |vt|2H dt
]
≤ E |v0|2V ′
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When the initial conditions of u(i) coincide, we deduce∫ T
0
e−
R t
0
θsds |vt|2H dt = 0
with probability one. Since
∫ T
0 θsds < ∞ a.s., we have v = 0 a.s., as consider-
ing v as a measurable function of t with values in H . This implies that with
probability one u(1) = u(2), where the equality holds in L∞(0, T ;H).
3.3 Markov and Feller property
Lemma 7 Let un0 , u0 be initial data satisfying the assumption of Theorem 6
and let (unt )t≥0 and (ut)t≥0 be the corresponding strong solutions on the same
given Brownian stochastic basis.
If E|un0 −u0|2V ′ → 0, then for every T > 0, (unt )t≥0 converges to (ut)t≥0 in prob-
ability on [0, T ]×Ω in the topology of H, and unT converges to uT in probability
on Ω in the topology of V ′.
Proof. We proceed as in the previous Step 5 to get the following estimate
E
[
e−
R
T
0
θsds |unT − uT |2V ′
]
+ νE
[∫ T
0
e−
R
t
0
θsds |unt − ut|2H dt
]
≤ E |un0 − u0|2V ′
where
θt = 2CB [|unt |5L5 +
∣∣ut|5L5]+ LG
Since
∫ T
0 θsds <∞ with probability one, we get the result.
Theorem 8 The strong solutions of equation (8) on a given Brownian stochas-
tic basis define a Markov process in H with the Feller property in V ′.
Proof. Denote by u(t; y) the solution at time t which started at time 0 from y.
Given t > 0 the dynamics y 7→ u(t; y) is uniquely defined in H ; hence the
Markov property is inherited by u from the Galerkin approximations un.
The process solution enjoys the Feller property if
Eg(u(t; z))→ Eg(u(t; y)) as z → y in V ′
for any t ≥ 0, g ∈ Cb(V ′). For this it is enough the convergence in probability:
u(t; z)→ u(t; y) as z → y in V ′. But, as in Lemma 7 (now the initial data are
deterministic), we know that
E
[
e−
R t
0
θsds|u(t; z)− u(t; y)|2V ′
]
≤ |z − y|2V ′
Then, we conclude as before that |u(t; z) − u(t; y)|V ′ → 0 in probability as
|z − y|V ′ → 0.
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3.4 Stationary solutions
As in [9], existence of stationary solutions is obtained in the limit, showing first
that the Galerkin problem has at least one stationary solution. Our result is
the following
Theorem 9 Assume that 2ν (2pi)
2
L2 > λ0. Then equation (8) has a stationary
solution.
Proof. Let us consider
dunt + [AΦ(u
n
t ) + πnB(u
n
t , u
n
t )] dt = πnG (u
n
t ) dwt, u
n
0 = 0
We use estimates from Appendix 1. By (29), using ‖u‖V ≥ 2piL |u|H we get
d
dt
E|unt |pH + pν (2pi)
2
L2 E|unt |pH ≤ 12p(p− 1)
[
λ0E|unt |pH + ρE|unt |p−2H
]
≤ 12p(p− 1)(λ0 + ε)E|unt |pH + C(ε, p, ρ)
for some positive ε.
If 2ν (2pi)
2
L2 > λ0, then there exist p > 2 and ε > 0 such that pν
(2pi)2
L2 >
1
2p(p −
1)(λ0 + ε). Therefore there exists a > 0 such that
d
dt
E|unt |pH + aE|unt |pH ≤ C(ε, p, ρ) with un0 = 0;
by Gronwall Lemma we get
E|unt |pH ≤ C6 ∀t ≥ 0, ∀n ≥ 1
Hence, the family of random variables {unt }t≥0 is tight in Hn. Notice that the
Galerkin problem is Feller in Hn. Then, by the Krylov-Bogoliubov method we
get that there exists a stationary solution (whose law we denote by µn) for the
Galerkin equation.
Now, consider the Galerkin problem with initial velocity of law µn and de-
notes the law of the solution by Pn (a probability measure on C([0,∞);W′).
We have
EPn |ξ0|pH ≤ C6 ∀n ≥ 1
The corresponding solution Pn is a stationary process in Hn, i.e.
Pn
{
ξt +
∫ t
r
AΦ(ξs)ds+
∫ t
r
πnB(ξs, ξs)ds = ξr +
∫ t
r
πnG(ξs)dws
}
= 1
and
Pn(ξt) = Pn(ξr)
for any 0 ≤ r ≤ t <∞.
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Now we proceed as in [9]. Endow L1+
1
b (0,∞;H) with the distance
d1+ 1b (u, v) =
∞∑
k=1
1
2k
(
|u− v|
L1+
1
b (0,k;H)
∧ 1
)
and C([0,∞];W′) with the distance
d∞(u, v) =
∞∑
k=1
1
2k
(|u− v|C([0,k];W′) ∧ 1)
The convergence with respect to d1+ 1b + d∞ is equivalent with the convergence
on every finite time interval. We come back to the bounds (14′), (15′), (16′) and
(19), to notice that they hold true because they depend only on E|un0 |p. Thus
we get tightness on every finite interval; we pass to the limit for a subsequence
and get the limit process P which is stationary, since the Pn are so. It can be
shown as before that P is a martingale solution to equation (8).
Defined the Markov semigroup Pt acting on the space of Borel bounded
functions Bb(H) as Ptφ(y) = Eφ(u(t; y)), we get that the law µ of this station-
ary solution is an invariant measure, in the sense that
∫
Ptφdµ =
∫
φdµ for
any φ ∈ Bb(H) and t ≥ 0.
4 The case Φ(u) = ν|u|4u
Instead of (2), let us assume that
Φ(u) = ν|u|4u
This corresponds to the case b = 5 with the nonlinearity acting everywhere.
The interest in this model will be explained in Subsection 4.2.
We can analyze this model as done in the previous section, with few changes.
Mainly, the solution will live in L∞(0, T ;H)∩L6(0, T ;X), where X is the closure
of D∞ w.r.t. the norm
|u|X =
(∫
T
{|u(x)|4|∇u(x)|2 + 4|u(x)|2
3∑
i=1
[u(x) · ∂iu(x)]2}dx
)1/6
Notice that the term
∫ t
0
〈Φ(us), Aψ〉H ds in the equation is well defined, since∫ t
0
|〈Φ(us), Aψ〉| ds ≤ |Aψ|L6
∫ t
0
|Φ(us)|L6/5 ds = |Aψ|L6ν
∫ t
0
|us|5L6 ds
The last integral is well defined for functions u ∈ L5(0, T ;L6). But, if u ∈ X,
then u ∈ L6 by Theorem 15 in Appendix 2.
We have the following result
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Theorem 10 Let Φ(u) = ν|u|4u.
Let µ be a measure on H such that mp :=
∫
H |v|pHµ(dv) < ∞ for some p > 2.
Then there exists at least one solution to the martingale problem (9) with initial
condition µ, assuming that condition [MP1] in Definition 5 is replaced with
P
(
sup
t∈[0,T ]
|ξt|H +
∫ T
0
‖ξs‖6X ds <∞
)
= 1
Moreover, if 2νCX > λ0 (with |u|6X ≥ CX |u|6H), then there exists a stationary
solution.
Proof. Let us check step by step how our previous proof (for b = 5) can be
adapted to handle this model.
Step 1 Instead of Lemma (1), we use
〈AΦ(u), u〉H = ν|u|6X
Hence if we apply Itoˆ formula (for p ≥ 2) to |unt∧τnR |
p
H , we get (14); however (15)
is replaced by
E
∫ T
0
‖uns∧τR‖6X1{s<τR}ds ≤ C′2
(16) is a consequence of the latter relationship, since X ⊂ L6.
Step 2 The estimates are still valid:
sup
n
E|un|
Wα,
6
5 (0,T ;W−2,
6
5 )
<∞ for 0 < α < 12
and
sup
n
E|un|L6(0,T ;X) <∞
Step 3 What we need is a compact embedding, which is given in Theorem
15. Thus, by Theorem 2.1 in [9] the space L6(0, T ;X) ∩Wα, 65 (0, T ;W−2, 65 ) is
compactly embedded in L
6
5 (0, T ;L6). Therefore the family of measures {Pn}
is tight in L
6
5 (0, T ;L6) and in C([0, T ];W′), chosen W′ such that W−2,
6
5 is
compactly embedded in W′.
Step 4 The remaining part of the proof for the existence holds true.
Step 5 As far as the uniqueness is concerned, Lemma 2 has to be replaced with
〈Φ(u(1))− Φ(u(2)), u(1) − u(2)〉H ≥ 0
This comes from its proof, when we put σ = σ˜. The above inequality is not
enough to get uniqueness. Other estimates failed to be useful so far and unique-
ness is an open problem.
Stationary martingale solutions. We consider the sequence of Galerkin solu-
tions {un}n≥1, all with zero initial velocity. From the estimates in the Appendix
1, we get
d
dt
E|unt |pH + pνE[|unt |p−2H |unt |6X] ≤ 12p(p− 1)λ0E|unt |p + 12p(p− 1)ρE|unt |p−2H
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By the embeddings X ⊂ L6 ∩H , we get |u|6
X
≥ CX |u|6H ; thus
d
dt
E|unt |6H + pνCXE[|unt |p−2H |unt |6H ] ≤ 12p(p− 1)λ0E|unt |p + 12p(p− 1)ρE|unt |p−2H
Using that |u|2H ≤ |u|6H + 23√3 , we obtain by easy computations that
d
dt
E|unt |6H + pνCXE|unt |pH ≤ 12p(p− 1)(λ0 + ε)E|unt |p + C(ε, p, ρ, CX , ν)
for any ε > 0 (with the latter constant C being a suitable positive constant). If
2νCX > λ0, we conclude as before by Gronwall Lemma that there exists p > 2
such that
E|unt |pH ≤ C7 ∀t ≥ 0, ∀n ≥ 1
From now on, the proof proceeds as in the previous case.
4.1 Scaling
Let us start with an heuristic digression. We recall that in the Kolmogorov 1941
theory of turbulence (see, e.g., Sect. 6.3.1 in [10] dealing with the deterministic
equations and [11] dealing with the stochastic equations), one believes that the
following equality in law is approximatively true
u(r + λx) − u(r) in law= λ1/3[u(r + x)− u(r)]
for any r, x ∈ R3 and for λ in some range of small positive real numbers.
(In the whole section, u(x), without the time variable, denotes a stationary
solution.)
This implies λ−1/3[u(λx)− u(0)] in law= u(x)− u(0).
According to this result, we are interested in the scaled velocity uλ, defined by
the following scaling transformation
uλ(t, x) := λ
−1/3u
(
λ2/3t, λx
)
for λ ∈ (0, 1); hence the function uλ(t, x) is defined for x ∈
[
0, Lλ
]3
.
We assume that u = u(t, x) solves in the torus [0, L]3 the modified Navier–
Stokes equation (with Φ(u) = ν|u|4u), with additive noise
du + [−△Φ(u) + (u · ∇)u +∇q] dt =
∑
(k,j)∈Λ
σk,jdβk,j(t)hk,j
(with respect to (10), there are the coefficients σk,j ; some of them may vanish
and therefore we denote by Λ the set for the summation on σk,j 6= 0. Condition
(6) is satisfied if
∑
(k,j)∈Λ |σk,j |2 <∞.)
The scaled velocity satisfies an equation very similar to this one.
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Proposition 11 We have
duλ + [−△Φ (uλ) + (uλ · ∇)uλ +∇qλ] dt =
∑
(k,j)∈Λ
σk,jdβ
λ
k,j(t)h
λ
k,j
where qλ is a suitable function, h
λ
k,j(x) = hk,j(λx) and the processes
βλk,j (t) := λ
−1/3βk,j
(
λ2/3t
)
are independent standard Brownian motions.
Proof. The rigorous proof has to be performed at the level of the integral
weak formulation of the equation and it is tedious and elementary. We just
point out the main (somewhat heuristic) arguments behind it. We have
∂uλ
∂t
∣∣∣∣
(t,x)
= λ1/3
∂u
∂t
∣∣∣∣
(λ2/3t,λx)
(uλ · ∇)uλ|(t,x) = λ1/3 (u · ∇) u|(λ2/3t,λx)
∂βλk,j
∂t
∣∣∣∣∣
(t)
∼ β
λ
k,j (t+ dt)− βλk,j (t)
dt
= λ−1/3
βλk,j
(
λ2/3t+ λ2/3dt
)− βλk,j (λ2/3t)
dt
= λ1/3
βk,j
(
λ2/3t+ λ2/3dt
)− βk,j (λ2/3t)
λ2/3dt
∼ λ1/3 ∂βk,j
∂t
∣∣∣∣
(λ2/3t)
△Φλ (uλ)|(t,x) = λ1/3 △Φ (u)|(λ2/3t,λx)
because
Di |uλ|4 uλ = λ−5/3Di
[∣∣∣u(λ2/3t, λx)∣∣∣2·2 u(λ2/3t, λx)]
= λ−5/3u
(
λ2/3t, λx
)
2
∣∣∣u(λ2/3t, λx)∣∣∣2 u(λ2/3t, λx) ·Di [u(λ2/3t, λx)]
+ λ−5/3
∣∣∣u(λ2/3t, λx)∣∣∣2·2Di [u(λ2/3t, λx)]
= λ · λ−5/3
[
u2 |u|2 u · (Diu) + |u|2·2 (Diu)
]∣∣∣
(λ2/3t,λx)
= λ · λ−5/3 Di
[
|u|4 u
]∣∣∣
(λ2/3t,λx)
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and then
△|uλ|4 uλ
∣∣∣
(t,x)
= λ2 · λ−5/3 △
[
|u|4 u
]∣∣∣
(λ2/3t,λx)
Now, for any r ∈ R3, define the (space) translation operator rˆ as (rˆV )(x) =
V (x + r), to be understood as an identity in the distributional sense. We say
that a process V is spatially homogeneous if all the space increments δV (x, h) =
V (x+h)−V (x) are statistically invariant with respect to the translation operator
rˆ: V (x + h)− V (x) in law= V (x + h+ r)− V (x + r).
In the same way, we say that a process V is isotropic if the law of all the space
increments δV (x, h) do not change under simultaneous rotation θ of the space
variables and of the vector V . Since the space variable lives in a torus, only
rotations of R3 which leave the torus invariant are allowed.
It is easy to check when the Wiener process on the r.h.s. of our equation
enjoys these statistical invariances. Indeed
E|w(t, x + h)− w(t, x)|2 = t
∑
(k,j)∈Λ
|σk,j |2|hk,j(x + h)− hk,j(x)|2
If for any k with (k, j) ∈ Λ, each coefficient σk,j in front of cos(2piL k ·x) is equal,
in absolute value, to a coefficient in front of sin(2piL k ·x), then the second moment
of the space increment is equal to t 2L3
∑
(k,j)∈Λ
j=1,2
|σk,j |2|ei 2piL k·h − 1|2 and therefore
depends only on h. This implies that w is spatially homogeneous (considering
the space variables in R3/[0, L]3). On the other hand,
E|θw(t, θx + θh)− θw(t, θx)|2 = t
∑
(k,j)∈Λ
|σk,j |2|hk,j(θx+ θh)− hk,j(θx)|2
But hk,j(θx+θh)−hk,j(θx) = hθ−1k,j(x+h)−hθ−1k,j(x). Then we can consider
only rotations θ such that (k, j) ∈ Λ ⇐⇒ (θk, j) ∈ Λ and in these cases w is
isotropic if |σθk,j | = |σk,j | for all (k, j) ∈ Λ.
Corollary 12 Let Λ be such that the process
∑
(k,j)∈Λ σk,jβk,j(t)hk,j(x) is spa-
tially homogeneous and isotropic. For Φ(u) = ν|u|4u, consider the equation
du+ [−△Φ(u) + (u · ∇)u+∇q] dt =
∑
(k,j)∈Λ
σk,jdβk,j(t)hk,j(x)
x ∈ [0, L]3
(24)
with initial velocity spatially homogeneous and isotropic, satisfying the assump-
tions of Theorem 10 and
∑
(k,j)∈Λ |σk,j |2 < ∞. Then there exists a solution u
spatially homogeneous and isotropic for any t ≥ 0. For any ψ ∈ D∞, we have
E
[|〈u(t, λe)− u(t, 0), ψ〉|p] = λp/3E[|〈uλ(λ−2/3t, e)− uλ(λ−2/3t, 0), ψ〉|p] (25)
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where uλ(t, x) is spatially homogeneous and isotropic, and solves the equation
duλ + [−△Φ(uλ) + (uλ · ∇)uλ +∇qλ] dt =
∑
(k,j)∈Λ
σk,jdβ
λ
k,j(t)hk,j(λx)
x ∈ [0, Lλ ]3
(26)
with initial velocity uλ(0, ·) = λ−1/3u(0, λ·).
Remark 13 The statistical invariance for the solution is obtained from the
same property of the Galerkin approximations, as done in a similar context in
[18]. Indeed, we construct a solution as limit of a Galerkin subsequence. But
the statistical invariance for the Galerkin processes un (for any n) is easy to
show, since for any n the finite-dimensional problem has a unique solution.
Notice that in our case we can trivially consider a vanishing initial velocity.
Now, let us consider the structure function of order p (p = 1, 2, . . . ) with
respect to a stationary solution u of the modified Navier–Stokes equation (24) :
Sp(λ) := E [|u(λe)− u(0)|p]
(e is a unitary vector in R3 and λ ∈ (0, 1)). Similarly, we can work with the
longitudinal structure function.
We point out that Theorem 10 provides the existence of a stationary solution
leaving in X, but this is not enough to define the velocity in every point of the
torus. We would need to analyze the regularity of stationary solutions, but we
decide to postpone the study of existence of more regular stationary solutions
to future work (it would be enough to have the law of u supported by the space
C0(T )).
According to the previous Corollary, for the structure function we get that
Sp(λ) = λ
p/3E [|uλ(e)− uλ(0)|p] (27)
Kolmogorov 1941 theory states (see, e.g., [10], Sect. 6.3.1) that
Sp(λ) = Cpε
p/3λp/3 (28)
where Cp are dimensionless and ε is the mean energy dissipation rate. For
p = 2, (28) is the so called two-thirds law of turbulence, which is supported by
experimental results. For p = 3, (28) is the four-fifths law of turbulence (C3 =
− 45 ), deduced from the assumptions of homogeneity, isotropy and finiteness of
the energy dissipation. For p > 3, (28) is not confirmed by experimental data
and its truthfulness is questionable.
According to the above Proposition and Corollary, we shall provide a rela-
tionship similar to (28) for our model (24).
Keeping in mind (27), we investigate the behaviour of E [|uλ(e)− uλ(0)|p] in
order to get insights on the structure function. First, we remark that βk,j (t) and
βλk,j (t) are unitary Brownian motions. Thus, the random forces in equations
24
(24) and (26) are the same in law; what changes is the dimension of the torus and
correspondingly the eigenvectors hk,j . No other terms in the equation (when
projected onto H) change with the scaling. It is important to point out that
this property is not true for the usual Navier–Stokes equation or for the Prouse
model introduced at the beginning; namely, after the scaling the viscous term
ν∆u becomes λ−4/3ν∆uλ (and then the two problems for u and uλ are very
different, because the scaled viscosity νλ = λ
−4/3ν explodes as λ→ 0).
Since the coefficients σk,j in the noise do not change with the scaling transfor-
mation, the mean energy introduced in a unit of volume per unit of time by the
stochastic forcing term is independent of λ and is equal to 1L3
∑
(k,j)∈Λ |σk,j |2.
When λ→ 0, the size of the domain becomes bigger and bigger but the unitary
energy does not change.
If, as in turbulence theory, we assume that during the motion there is energy
transfer from large scales to small scales with a universal cascade mechanism
depending only on the unit volume energy, then we would conclude that any
stationary state is independent of λ. Hence E [|uλ(e)− uλ(0)|p] = kp for any λ.
Coming back to (25), we conclude that
Sp(λ) = kpλ
p/3
for any 0 < λ < 1 and p ∈ N.
Summing up, we have the following result, providing a result on the struc-
ture function (of any order p) under two assumptions. The first assumption is
technical and can be removed as soon as we are able to prove existence of reg-
ular stationary solutions. On the other hand, the second assumption on energy
cascade has to be considered as an hypothesis quite hard to justify rigorously
(as it is for fluids modeled by the Navier–Stokes equations).
Claim 14 Let us assume that system (24) has a stationary solution u, which
at any fixed time has law supported by the space C0(T ).
Let us further assume that there is energy transfer from large scales to small
scales with a universal cascade mechanism depending only on the unit volume
energy.
Then for the structure function, given any 0 < λ < 1 and p ∈ N we have
Sp(λ) = kpλ
p/3
for some constant kp independent of λ.
5 Appendix 1: a priori estimates
We present the estimates on the Galerkin approximations; these are quite stan-
dard (see, e.g., [9] and [15]). Besides the usual estimates (33), (34), we need
also (37) to prove uniqueness.
Let (unt )t≥0 be a continuous adapted solution of equation (13). Let
τnR = inf
{
t ≥ 0 : |unt |2H = R
}
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We have
unt∧τnR = u
n
0 +
∫ t∧τnR
0
[−AΦ(uns )− πnB(uns , uns )] ds+
∫ t∧τnR
0
πnG(u
n
s )dw(s)
= un0 +
∫ t
0
[
−AΦ(uns∧τnR)− πnB(u
n
s∧τnR , u
n
s∧τnR)
]
1{s<τnR}ds
+
∫ t
0
1{s<τnR}πnG(u
n
s∧τnR)dw(s)
For p ≥ 2 apply Itoˆ formula to |unt∧τnR |
p
H :
d|unt∧τnR |
p
H ≤p|unt∧τnR |
p−2
H 〈unt∧τnR , du
n
t∧τnR〉H
+
1
2
p(p− 1)|unt∧τnR |
p−2
H ‖πnG(unt∧τnR)‖
2
HS(H)1{t<τnR}dt
Then, integrating in time, we have
|unt∧τnR |
p
H ≤ |un0 |pH
+ p
∫ t
0
|uns∧τnR |
p−2
H 〈−AΦ(uns∧τnR)− πnB(u
n
s∧τnR , u
n
s∧τnR), u
n
s∧τnR〉H1{s<τnR}ds
+ p
∫ t
0
|uns∧τnR |
p−2
H 〈uns∧τnR , 1{s<τnR}πnG(u
n
s∧τnR)dw(s)〉H
+
1
2
p(p− 1)
∫ t
0
|uns∧τnR |
p−2
H
∥∥∥πnG(uns∧τnR)∥∥∥2HS(H) 1{s<τnR}ds
Then, by Lemma 1 and (4)
|unt∧τnR |
p
H + pν
∫ t
0
|uns∧τnR |
p−2
H ‖uns∧τnR‖
2
V 1{s<τnR}ds
≤ |un0 |pH + p
∫ t
0
|uns∧τnR |
p−2
H 〈uns∧τnR , 1{s<τnR}πnG(u
n
s∧τnR)dw(s)〉H
+
1
2
p(p− 1)
∫ t
0
|uns∧τnR |
p−2
H ‖G(uns∧τnR)‖
2
HS(H)1{s<τnR}ds
By assumption (6)
|unt∧τnR |
p
H + pν
∫ t
0
|uns∧τnR |
p−2
H ‖uns∧τnR‖
2
V 1{s<τnR}ds
≤ |un0 |pH + p
∣∣∣M˜nt ∣∣∣+ 12p(p− 1)
∫ t
0
|uns∧τnR |
p−2
H
(
λ0|uns∧τnR |
2
H + ρ
)
1{s<τnR}ds
(29)
where
M˜nt =
∫ t
0
|uns∧τnR |
p−2
H 〈uns∧τnR , 1{s<τnR}πnG(u
n
s∧τnR)dw(s)〉H
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is a square integrable martingale.
Therefore
sup
t∈[0,r]
|unt∧τnR |
p
H ≤ |un0 |pH + p sup
t∈[0,r]
∣∣∣M˜nt ∣∣∣
+
1
2
p(p− 1)(λ0 + ρ)
∫ r
0
|uns∧τnR |
p
H1{s<τnR}ds+
1
2
p(p− 1)ρr
(30)
By Burkholder-Davis-Gundy inequality, we estimate the supremum of the mar-
tingale M˜nt ; for some constant C > 0 we have
pE sup
0≤t≤r
∣∣∣∣∫ t
0
|uns∧τnR |
p−2
H 〈uns∧τnR , 1{s<τnR}πnG(u
n
s∧τnR)dw(s)〉H
∣∣∣∣
≤ CpE
(∫ r
0
|uns∧τnR |
2p−2
H ‖G(uns∧τnR)‖
2
HS(H)1{s<τnR}ds
)1/2
Then by assumption (6)
pE sup
t∈[0,r]
∣∣∣M˜nt ∣∣∣
≤ E
[
sup
0≤t≤r
|unt∧τnR |
p/2
H Cp
(∫ r
0
|uns∧τnR |
p−2
H (λ0|uns∧τnR |
2
H + ρ)1{s<τnR}ds
)1/2]
≤
(
E sup
0≤t≤r
|unt∧τnR |
p
H
)1/2(
EC2p2
∫ r
0
|uns∧τnR |
p−2
H (λ0|uns∧τnR |
2
H + ρ)1{s<τnR}ds
)1/2
≤ 1
2
E sup
0≤t≤r
|unt∧τnR |
p
H +
1
2
C2p2(λ0 + ρ)E
∫ r
0
|uns∧τnR |
p
H1{s<τnR}ds+
1
2
C2p2ρr
(31)
Then, by (30) and (31)
1
2
E sup
t∈[0,r]
|unt∧τnR |
p
H ≤ E|un0 |pH +
1
2
C2p2(λ0 + ρ)
∫ r
0
E|uns∧τnR |
p
H1{s<τnR}ds+
1
2
C2p2ρr
≤ E|un0 |pH +
1
2
C2p2(λ0 + ρ)
∫ r
0
E sup
t∈[0,s]
|unt∧τnR |
p
Hds+
1
2
C2p2ρr
(32)
By Gronwall lemma, for any r > 0 we have
E sup
0≤t≤r
|unt∧τnR |
p
H ≤ C1 (33)
for some positive constant C1 = C1(p, T, λ0, ρ,mp) independent of n and R.
Here mp = E|u0|pH . Notice that E [|un0 |pH ] ≤ mp.
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Coming back to (29), with similar arguments we also obtain
E
∫ T
0
|uns∧τR |p−2H ‖uns∧τR‖2V 1{s<τR}ds ≤ C ∀n,R
for a new positive constant C depending on mp, p, λ0, ρ, T but not on n,R. For
p = 2 we have
E
∫ T
0
‖uns∧τR‖2V 1{s<τR}ds ≤ C2 (34)
for some positive constant C2 = C2(T, λ0, ρ,m2) independent of n and R.
For the last estimate, we proceed as follows. First, from (2) we have that∫
T
|u(x)|1+bdx =
∫
T
|u(x)|1+b1{|u(x)|≤K}dx+
∫
T
|u(x)|1+b1{|u(x)|>K}dx
≤ K1+b|T |+
∫
T
|u(x)|2 1
a1
σ(|u(x)|)dx
= K1+b|T |+ 1
a1
〈Φ(u), u〉H
i.e.
〈Φ(u), u〉H ≥ a1|u|1+bL1+b − a1K1+b|T | (35)
Moreover
2|〈B(u, u), A−1u〉| ≤ 2|u|2
L4
|u|V ′ ≤ |u|4L4 + |u|2V ′ ≤ a1|u|1+bL1+b + C + C|u|2H (36)
Apply Itoˆ formula to |unt∧τnR |
2
V ′ = 〈unt∧τnR , A
−1unt∧τnR〉H and get
|unt∧τnR |
2
V ′ =|un0 |2V ′ − 2
∫ t
0
〈Φ(uns∧τnR), u
n
s∧τnR〉H1{s<τnR}ds
− 2
∫ t
0
〈πnB(uns∧τnR , u
n
s∧τnR), A
−1uns∧τnR〉H1{s<τnR}ds
+Mnt +
∫ t
0
‖πnA−1/2G(uns∧τnR)‖
2
HS(H)1{s<τnR}ds
where
Mnt = 2
∫ t
0
〈uns∧τnR , 1{s<τnR}πnA
−1G(uns∧τnR)dw(s)〉H
is a square integrable martingale.
Use (35) and (36); then
E|unT∧τnR |
2
V ′ + a1E
∫ T
0
|uns∧τnR |
1+b
L1+b
1{s<τnR}ds
≤ E|un0 |2V ′ + CTE sup
0≤t≤T
|unt∧τnR |
2
H
+ Cλ0E
∫ T
0
|uns∧τnR |
2
H1{s<τnR}ds+ C(1 + ρ)T
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According to (33) (for p = 2), we conclude that
E
∫ T
0
|uns∧τnR |
1+b
L1+b
1{s<τnR}ds ≤ C3 (37)
for some positive constant C3 = C3(T, λ0, a1, C1, C2).
6 Appendix 2: a compactness result
Let X be the closure of D∞ w.r.t. the norm
|u|X :=
(∫
T
{|u(x)|4|∇u(x)|2 + 4|u(x)|2
3∑
i=1
[u(x) · ∂iu(x)]2}dx
)1/6
Theorem 15 X ⊂ L6 ∩H and the immersion is compact.
Proof. First observe that for smooth fields u we have
∂i
(|u|2u) = |u|2∂iu+ 2u(u · ∂iu)
Hence ∥∥|u|2u∥∥2
V
≤ C
∫
T
|u|4|∇u|2dx ≤ C|u|6X
and thus by Poincare´ inequality
|u|6
L6
=
∣∣|u|2u∣∣2
L2
≤
∥∥|u|2u∥∥2
V
≤ C′|u|6X
This proves that the closure of D∞ with respect to the L6-norm is a space bigger
than its closure with respect to the X-norm; hence X ⊂ L6 ∩H .
Moreover, if {un} is a bounded sequence in X, it is bounded in L6 and
{
∥∥∥|un|2 un∥∥∥2
V
} is also bounded. By Rellich Theorem, the sequence {|un|2 un}
is relatively compact in L2 and so there exists a subsequence {|unk |2 unk} con-
verging strongly in L2 to some field ξ; we also have that {unk} converges weakly
in L6 to some field u. The strong convergence implies in particular that
|unk |6L6 =
∣∣∣|unk |2 unk ∣∣∣2
L2
→ |ξ|2
L2
.
Thus, if we prove that |ξ|2
L2
= |u|6
L6
, then from the weak convergence of {unk}
to u in L6 and the convergence of norms |unk |6L6 → |u|6L6 , we deduce that {unk}
converges strongly to u in L6 and the proof of the compact embedding will be
complete.
So it remains to show that |ξ|2
L2
= |u|6
L6
. Let us introduce the function
v (x) =
{
ξ(x)
|ξ(x)|2/3 if ξ (x) 6= 0
0 if ξ (x) = 0
.
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Let us prove that there is a subsequence {un′
k
} such that
un′
k
→ v a.s. on T . (38)
This implies v = u (the a.s. limit and the L6 weak limit must coincide, since
by Vitali theorem there is strong convergence in any Lp with p < 6). Since
|v (x)|6 = |ξ (x)|2 where ξ (x) 6= 0, we have |ξ|2
L2
= |v|6
L6
= |u|6
L6
, as we want.
Thus it remains to prove (38). The strong convergence above implies that
there is a subsequence {|un′
k
|2un′
k
} that converges to ξ a.s. on T . Let x ∈ T
be such that |un′k(x)|2un′k(x) → ξ(x). Taking the norm in R3, this implies
that |un′
k
(x)|3 → |ξ(x)|, hence |un′
k
(x)| → |ξ(x)|1/3. If ξ(x) = 0, this implies
un′k(x)→ 0, as we want in (38). If ξ (x) 6= 0, this implies
∣∣∣un′k (x)∣∣∣ 6= 0 eventually
and
un′k (x) =
∣∣∣un′
k
(x)
∣∣∣2 un′
k
(x)∣∣∣un′
k
(x)
∣∣∣2 →
ξ (x)
|ξ (x)|2/3
.
Thus (38) is true. The proof is complete.
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