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We assume pairs of random variables (Xi, Yi), whereby the real variable Xi
measures the creditworthiness of individual i with i = 1, . . . , n. The Bernoulli
variable Yi represents the default indicator of individual i. Our main target is a
division of the creditworthiness into a given number of groups with a homogeneous
default risk, i.e. to estimate rating classes. The framework of change point analysis
provides a nonparametric method to estimate the breakpoints between the rating
classes under quite weak assumptions.
Up to now, the theory of breakpoint estimation is developed under the assump-
tion of exactly one breakpoint. The contribution at hand, basically implements
this theory, but extends it into a multi-stage heuristic. That means, we sequen-
tially apply the theory for only one breakpoint as a multi-stage procedure. With
this article we transfer the interesting theoretical issue of breakpoint estimation
into an applicable form. Thereby, all the results are checked and obtained by
simulation.
The main results are as follows. Applying a sequential breakpoint estimation
basically works and leads to outcomes of practical purpose. Thereby, the multi-
stage heuristic reveals some weakness esp. in the case of quite huge differences
between default probabilities that can be resolved by some interventions.
Introduction
Basically, we refer to the theory that is developed in Dempfle and Stute [2002] and, later
on, in Ferger and Klotsche [2009]. That means, based on a two-step model, the so-called
Dempfle-Stute breakpoint estimator and the Plug-in estimator are used. Finally, Tillich [2013,
Sec. 4] applied the theory of breakpoint estimation especially for rating class estimation under
the assumption of two rating classes. The theoretical foundations in the above mentioned
contributions have shown the desirable properties of the breakpoint estimation method. The
article at hand develops the two-step framework into to a heuristic that can be applied for
more than two rating classes. As in Tillich [2013], the main target lies in the risk analysis
of an existing portfolio of creditors for the purpose of risk controlling. There are two main
advantages of the breakpoint estimation method. Firstly, it is a nonparametric method with
weak assumptions. Secondly, it is quite easy to understand and to implement.
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This article is structured as follows. Section 1 describes the model framework with its
important assumptions. In Section 2, the theory of breakpoint estimation in the known two-
step setting is formulated by means of the most relevant outcomes. Additionally, an extension
of the two-step estimation procedure into a multi-stage heuristic is introduced. In Section 3
this multi-stage heuristic is applied within a simulation scenario, based on real default data
from a big German credit bureau. Finally, the article is finished by some conclusions in
Section 4.
1 Model
Let (Xi, Yi), 1 ≤ i ≤ n, be independent bivariate observations. The variable Xi ∈ R measures
the creditworthiness of debtor i, which is a person, a firm or a country. In credit risk, this
variable is also called a score. High values represent a high creditworthiness and vice versa.
The variable Yi is the so-called default indicator variable of debtor i with two possible states.
The value Yi = 1 is taken in the case of default of debtor i and Yi = 0 in the case of non-
default. Thereby, a default event occurs if a debtor does not meet its contractual credit
obligations. In our model, the conditional distribution of Y given X = x is
Y |X = x ∼ Ber(m(x)), (1)
i.e. Y follows a Bernoulli distribution with probability parameter m(x). Let m : R → ]0, 1[
be a two-step function, given by
m(x) = π11{x≤θ} + π21{x>θ} =
{
π1, if x ≤ θ,
π2, if x > θ,
(2)
with risk levels π1, π2 ∈ ]0, 1[ , π1 6= π2, and the breakpoint θ ∈ R. Thereby, m is a regression
function, since m(x) = E[Y |X = x]. Figure 1 illustrates the function m.
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Figure 1: The one-step function m with one breakpoint θ for π1 > π2.
Referring this model framework, in the credit risk framework one could simply think of good
and bad creditworthiness, i.e. two rating classes with different default probabilities π1 6= π2.
Since m is a function of x, these default probabilities are driven by the realization x of X,
the creditworthiness. This can be interpreted as a two-step random experiment. In the first
step, X realizes with a value x (the score), which determines a default probability via m(x).
The second step, is a Bernoulli experiment with probability parameter m(x), which describes
the default or non-default of a debtor.
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Up to now, the theory is developed under the assumption of exactly one breakpoint, as
indicated by the two-step function m, see equation (2). The contribution at hand, basically
implements this theory, but extends it into a multi-stage heuristic.
In the framework of rating class estimation, the idea of the joint behavior of the variables
is as follows. With increasing creditworthiness the corresponding probability of default (PD)
decreases stepwise. As a consequence, different rating classes can be constructed with class
specific default probabilities πk, k = 1, . . . ,K, i.e. we consider K different rating classes. The
rating class borders θj , j = 1, . . . ,K − 1, can be interpreted as breakpoints. A breakpoint
indicates a structural change within the default probabilities. Formally speaking, let m : R→
]0, 1[ be a K-step function given by
m(x) = π11{x≤θ1} + π21{θ1<x≤θ2} + . . .+ πK−11{θK−2<x≤θK−1} + πK1{x>θK−1}
=

π1, if x ≤ θ1,
π2, if θ1 < x ≤ θ2,
...
πK−1, if θK−2 < x ≤ θK−1,
πK , if x > θK−1,
(3)
with risk levels πk ∈ ]0, 1[ and breakpoints θj ∈ R, whereby π1 > π2 > . . . > πK and
θ1 < θ2 < . . . < θK−1. In the following, we are interested in the K-step function only,
therefore we do not subscript the function m separately, although it should be distinguished
from the two-step function (2). This K-step function is illustrated in Figure 2. Finally, the
main target is an estimation of the breakpoints, and thereby the rating classes, as well as
the corresponding risk levels (i.e. the PDs). Note, that the K-step function m from (3) does
not match the assumed two-step function model from [Ferger and Klotsche, 2009, pp. 93],
esp. equation (1.2) therein. Note, that we obtain our outcomes by means of simulation. In
that sense, all of our outcomes must not be interpreted as a proof, but only as a hint on a
possible analytical outcome. Nevertheless, a heuristic that provides useful practical results
can exist without a theoretical or analytical proof. Besides that, the issue of credit scoring
and rating class estimation relies on heuristics already, e.g. the so-called calibration of credit
scoring models. In the following, we need to clearly distinguish between the terms step, stage
and level. In this paper, the term ‘step’ typically refers to the regression function in the
breakpoint model with a two-step or a multi-step function (see equations (2) and (3) and
Figures 1 and 2). The term ‘stage’ refers to the sequentially performed breakpoint estimation
procedure. Finally, the term ‘level’ refers to the risk levels, that are belonging to the groups
which are divided by the breakpoints. In credit risk, the risk levels correspond to the default
probabilities.
2 Estimation
In this section, we present the important outcomes from the already developed theory of
breakpoint estimation in the case of the model assumption of a two-step function m as in (2),
i.e. the estimation of one breakpoint. Secondly, an extension of this case into a multi-stage
heuristic is presented.
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Figure 2: The K-step function m with (K-1) breakpoints θj ∈ R, whereby θ1 < θ2 < . . . <
θK−1 and π1 > π2 > . . . > πK .
2.1 Breakpoint Estimation in the Two-Step Model
Basically, we refer to the theory that is introduced in Dempfle and Stute [2002] and further
developed in Ferger and Klotsche [2009]. That means, based on a two-step model, the so-called
Dempfle-Stute (DS) breakpoint estimator and the plug-in (PI) estimator are used. Using the
PI estimator requires the DS estimator. Therefore, we first present the DS estimator and in
the second the PI estimator.
Let π1 6= π2, the two-sided DS estimator for the unknown breakpoint θ is defined as follows,
see Ferger and Klotsche [2009, p. 112],
θ̂n
def= argmax
x∈R
|Sn(x)|, (4)
with the criterion function
Sn(x)
def= Hn(x)− ȲnFn(x), x ∈ R. (5)
Therefore, define the so-called random marked empirical distribution function
Hn(x)
def= 1
n
n∑
i=1
1{Xi≤x}Yi, (6)
the random empirical distribution function of the scores
Fn(x)
def= 1
n
n∑
i=1
1{Xi≤x} (7)
and the random overall default rate
Ȳn
def= 1
n
n∑
i=1
Yi. (8)
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The random object Sn is an empirical process and the DS estimator is the maximizer of this
process. To get the basic idea of the DS estimator more easily, we transform Sn as follows,
n2Sn(x) =
n∑
i=1
n∑
j=1
(Yi − Yj)1{Xi≤x<Xj}. (9)
The DS estimator in this understandable form can be found in Ferger and Klotsche [2009,
p. 94, Eq. (1.4)] and the proof of the equivalence in (9) can be found in Tillich [2013, pp. 46,
Bemerkung 3.7]. Based on (9), the DS-breakpoint corresponds to the value of x, that max-
imizes the absolute distance between the number of defaults (i.e. Yi = 1) between the two
resulting groups. Note that a constant factor, as e.g. n2, has no effect on the maximization
problem in (4). Later on, we will get into the issue of the empirical process more detailed.
In Dempfle and Stute [2002], Ferger and Klotsche [2009] and Tillich [2013], the cases π1 <
π2, π1 > π2 and π1 6= π2 are considered. To our application, these cases on the whole are
not so important and in the following we consider only the general case π1 6= π2. If there
is some information about the default probabilities in advance, this can be used for getting
some little gains in efficiency in the two-classes case. In contrast, it is not recommended to
use a directional case for the multi-stage procedure. The multi-stage procedure could change
the direction of a known inequality relationship caused by estimating too much or less groups.
A wrong number of groups may merge or divide observations misleadingly, which may force
a change of the risk levels, especially their inequality relationship.
One advantage of the DS estimator is, that the risk levels π1, π2 can be unknown. Based
on the DS-breakpoint we are able to estimate the belonging risk levels as well, using the
corresponding default frequencies. Define
π̂1,n
def=
∑n
i=1 1{Xi≤θ̂n}Yi∑n
i=1 1{Xi≤θ̂n}
, (10)
and
π̂2,n
def=
∑n
i=1 1{Xi>θ̂n}Yi∑n
i=1 1{Xi>θ̂n}
, (11)
see Ferger and Klotsche [2009, p. 111]. Note that the denominator is the number of observa-
tions whose scores Xi are below/above the threshold x. The numerator, contains the number
of successes (defaults) in the respective two groups. If there are no observations in one of the
two groups separated by the threshold x, then set the corresponding value equal to zero.
Note the following important properties of the above defined estimators for the unknown
parameters π1, π2 and θ. In the following theorems, we generally assume the model framework
from above, i.e. (Xi, Yi)
i.i.d.∼ (X,Y ) ∈ R×{0, 1}, i = 1, . . . , n, whereby we adopt the two-step
function m from (2) with π1 6= π2.
Theorem 1 (Strong consistency of the DS estimator for the breakpoint) Let F de-
note the distribution function of the score X. Furthermore, assume that F is continuous and
strictly increasing in a local neighborhood of the breakpoint θ. Then, for the DS breakpoint
estimator it holds
θ̂n
a.s.−→ θ as n→∞.
5
For Theorem 1 see Tillich [2013, Satz 3.12, p. 53].
Theorem 2 (Strong consistency of the risk level estimators) Let F denote the distri-
bution function of the scores Xi. Furthermore, assume that F is continuous and strictly in-
creasing in a local neighborhood of the breakpoint θ. Then, for the risk level estimators it
holds
(π̂1,n, π̂2,n)
a.s.−→ (π1, π2) as n→∞.
For Theorem 2 see Ferger and Klotsche [2009, Proposition 5.3, p. 113].
As we can see from the above theorems, the breakpoint estimation with the DS estimator
has desirable asymptotic properties. In Ferger and Klotsche [2009] this estimation method is
included in a plug-in estimator that is based on maximum likelihood (ML). The basic idea is
as follows. Within the above described breakpoint framework with a two-step function, the
maximum likelihood estimator can be derived under the assumption of known risk levels, see
Ferger and Klotsche [2009, Section 2, pp. 97]. Within the developed PI procedure, we insert
the estimators π̂1,n and π̂2,n, which themselves are based on the DS estimator θ̂n, into the ML
estimator for the breakpoint. Thus, it results a two-step plug-in estimator for the breakpoint.
This plug-in estimator is defined as, see Ferger and Klotsche [2009, p. 115],
θ̂∗n
def= argmax
x∈R
S∗n(x), (12)
with the criterion function
S∗n(x)
def= α̂∗nHn(x) + β̂∗nFn(x), x ∈ R, (13)
whereby
α̂∗n
def= ln π̂1,n(1− π̂2,n)
π̂2,n(1− π̂1,n)
and β̂∗n
def= ln 1− π̂1,n1− π̂2,n
. (14)
Note that the estimator θ̂∗n and the criterion function S∗n are functions of π̂1,n and π̂2,n, but
for ease of notation we omit this connection. To our application, the following theoretical
outcome is important, see Ferger and Klotsche [2009, Propostion 5.5, p. 115].
Theorem 3 (Strong consistency of the PI estimator for the breakpoint) Let F de-
note the distribution function of the score X. Furthermore, assume that F is continuous in
a local neighborhood of the breakpoint θ and 0 < F (θ) < 1. Moreover, there is no interval
containing θ on which F is constant. Then, for the PI breakpoint estimator it holds
θ̂∗n
a.s.−→ θ as n→∞.
Remark 1 (Existence of the PI estimator for the breakpoint) The estimator θ̂∗n in
(12) is not defined if the corresponding α̂∗n and/or β̂∗n value is not defined. This is the case if
at least one of the corresponding risk level estimates π̂1,n, π̂2,n is equal to zero or one. Thus,
to ensure the existence of the PI estimate for the breakpoint, the following condition for the
estimator θ̂n needs to be fulfilled:
0 <
n∑
i=1
1{Xi≤θ̂n}Yi <
n∑
i=1
1{Xi≤θ̂n} and 0 <
n∑
i=1
1{Xi>θ̂n}Yi <
n∑
i=1
1{Xi>θ̂n}.
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Roughly speaking this condition means
• that there are at least two observations Xi to the left and to the right of the corresponding
DS estimator from the first step, and
• that under the corresponding observations Yi there is at least one success (default) and
one failure (non-default) on every side.
2.2 Multi-Stage Estimation procedure
Up to now, the theory is developed under the assumption of exactly one breakpoint (or two
different risk levels resp.) as indicated by the function m, see equation (2). The contribution
at hand, basically implements this theory, but extends it into a multi-stage heuristic. That
means, we sequentially apply the theory for only one breakpoint as a multi-stage procedure.
The basic idea is to perform the breakpoint estimation in sequential stages for the two-
step model in (2). As already mentioned above, we need to clearly distinguish between the
terms step, stage and level. The term ‘step’ typically refers to the regression function in the
breakpoint model with a two-step or a multi-step function (see equations (2) and (3) and
Figures 1 and 2). The term ‘stage’ refers to the sequentially performed breakpoint estimation
procedure. Finally, the term ‘level’ refers to the risk levels, that are belonging to the groups
which are divided by the breakpoints.
In the following, this multi-stage heuristic is described in detail. In stage zero, we estimate
the first breakpoint, which leads to two subgroups. Within stage one, for every subgroup a
breakpoint on the basis of the two-step model is estimated. Stage one provides two further
breakpoints. Continuing this procedure leads to a fixed number ds of breakpoints for every
single stage s,
ds
def= 2s, s = 0, . . . , S, (15)
whereby ds ∈ {1, 2, 4, 8, . . . , 2S}. The total number of rating classes KS to be estimated by
an S-stage estimation procedure is given by
KS = 1 +
S∑
s=0
ds = 1 +
S∑
s=0
2s = 2S+1, S = 0, 1, 2, . . . . (16)
A total number of KS rating classes leads to KS − 1 breakpoints. Let
θ̂sj and θ̂∗sj , s = 0, . . . , S, j = 1, . . . , ds
denote the j-th breakpoint estimation in stage s for the DS estimator and the PI estimator
resp. Estimating a breakpoint is connected to the risk levels, i.e. the estimated default
probabilities. Let
π̂1,n,sj and π̂2,n,sj , s = 0, . . . , S, j = 1, . . . , ds
denote the estimated risk levels belonging to the j-th breakpoint estimation on stage s.
Performing this heuristic, we are finally interested in the breakpoint estimations from all
stages. In contrast, referring the risk levels we are interested only in the estimations from the
last stage S. Note that KS ∈ {2, 4, 8, 16, . . . , 2S+1}, i.e. we cannot choose an arbitrary number
of rating classes to be estimated. Nevertheless, this becomes possible simply by estimating
more rating classes than needed and merging some of them.
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3 Simulation
In this section, the above introduced multi-stage heuristic is performed by a simulation.
The main idea for the simulation is as follows. At first we need to choose an appropriate
distribution for the score variables Xi. Secondly, we assume a system of rating classes, i.e. we
define the true breakpoints. Finally, we generate default data from the predefined distribution
and estimate the breakpoints out of the data. Therewith, we are able to asses our estimation
outcomes.
In order to identify an appropriate score distribution in the first step, we took default
data from a German credit bureau with a total sample size of ≈ 1.2 million observations and
estimated the parameters of a beta distribution. The beta distribution has the probability
density function (cf. Casella and Berger [2002, pp. 106]) for c, d ∈ R+
f(u) =

1
B(c; d)u
(c−1)(1− u)(d−1), u ∈ [0, 1],
0, else,
(17)
where B denotes the complete beta function. Figure 3(a) illustrates the empirical distribution
function of the scores in our default data and the estimated beta distribution, Figure 3(b)
shows the corresponding density function for the estimated parameters, whereby we used the
moment estimators (see Rinne [2008, p. 344]). In the simulation, we use this estimated beta
distribution to generate realizations of the scores Xi.
(a) Empirical distribution function (1.2 million
observations) and the beta distribution function
with estimated parameters c = 3.11 and d = 5.88
(b) Density function of a beta distribution with
parameters c = 3.11 and d = 5.88
Figure 3: Empirical distribution and estimated beta distribution
The second component constitutes the rating system. Our assumed rating structure is based
on Korczak and Wilken [2009, p. 9]. Based on Korczak and Wilken [2009, p. 9] we aggregated
the following information about the rating system of the SCHUFA, see Table 2. Note that, the
rating system reported in Korczak andWilken [2009, p. 9] comprises 12 different rating classes,
whereof the classes H-M are aggregated to a new class H in the system as used in our article.
Thereby, the amount of at least 8 rating classes meets the requirements of the Basel II accord,
IRBA (see Basel Committee on Banking Supervision [2006, p. 91, paragraph 404]). Based on
Table 2, the breakpoints correspond to the quantiles of the beta distribution, which leads to
the following breakpoints in Table 2. For ease of understanding, Table 2 contains the rating
classes in ascending order beginning with the worst rating class from the left. Therewith,
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Table 1: Assumed rating system for simulation based on the SCHUFA-rating system
rating class A B C D E F G H
portion in the
population
0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1
default risk in % 0.88 1.85 2.72 3.69 4.81 6.25 8.77 26.18
one can have in mind the distribution of the scores with the corresponding breakpoints (i.e.
the quantiles) from left to right. As already mentioned, increasing credit scores indicate an
Table 2: Assumed rating system for simulation based on the SCHUFA-rating system
rating class H G F E D C B A
cumulated portion in
the population
0.1 0.2 0.3 0.4 0.5 0.6 0.8
breakpoint (score),
i.e. quantile
0.157 0.210 0.254 0.294 0.334 0.376 0.477
default risk in % 26.18 8.77 6.25 4.81 3.69 2.72 1.85 0.88
increasing creditworthiness. Using the information from Table 2, the best upper 20 % of
the population constitute the best rating class, i.e. the breakpoint between the best and the
second best rating class corresponds to the 80 %-quantile. The second best 20 % constitute
the second rating class, i.e. the (open) lower bound of the second rating class corresponds to
the 60 %-quantile.
Using a beta distribution, having independent pairs (Xi, Yi) and θ ∈ ]0, 1[ , is in accordance
to the assumptions of Theorems 1 and 3 and therefore it is justified to apply the DS breakpoint
estimator, and the PI estimator as well, at least on the basis of a two-step model. Furthermore,
we can apply Theorem 2 for estimating the risk levels. So far, we have a model for simulation,
a rating system and a heuristic for estimating the breakpoints.
Under this setting the following simulation procedure is used.
1. Generate a sample of n scores xi according to the estimated beta distribution (here:
with parameters c = 3.11 and d = 5.88).
2. Based on the realizations xi generate default data based on the default probabilities
from the assumed rating system in Table 2. This leads to n pairs (xi, yi).
3. Perform a breakpoint estimation. This is the estimation stage zero, with the estimated
triple (θ̂∗01, π̂1,n,01, π̂2,n,01) using the PI estimator.
4. For every of the two groups from stage zero perform a breakpoint estimation. This is esti-
mation stage one, with the estimated triples (θ̂∗11, π̂1,n,11, π̂2,n,11) and (θ̂∗12, π̂1,n,12, π̂2,n,12).
Repeat this estimation for every generated group until the predefined number of stages S
is reached. Triples (θ̂∗S1, π̂1,n,S1, π̂2,n,S1), . . . , (θ̂∗S dS , π̂1,n,S dS , π̂2,n,S dS ) are the outcomes
in stage S using the PI estimator.
5. Finally, take the ordered breakpoint estimates of all S stages with belonging estimated
risk levels from the last stage.
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Note that the described simulation procedure from above (esp. Steps 3 and 4) can be per-
formed with the PI estimator and the DS estimator as well. Within this article, we performed
the described procedure separately for both estimators.
Simulation outcomes
Within the example from above, this leads to the following details. Striving for eight rating
classes needs the estimation of seven breakpoints, i.e. K2 = 22+1. After performing 10 000
Monte-Carlo replications of the described simulation procedure, the bias and the root mean
squared error (RMSE) can be estimated. The outcomes for the bias and RMSE referring to
the breakpoint estimates (DS, PI) and the risk level estimates are reported in Tables 3 and 4.
All simulations were realized using WinPython 3.4.4.
Based on the consistency property of the estimators from Theorems 1, 2 and 3, one could
expect a decreasing bias and RMSE for all the estimates in the case of an increasing sample
size n. Looking at the outcomes in Tables 3 and 4, we basically observe quite unsatisfactory
values for the bias and the RMSE of the breakpoint estimates and the risk levels as well. One
exception is the worst rating class with its corresponding risk level estimate π̂1,n. There we
have a decreasing bias and RMSE for an increasing sample size. In comparison, we observe a
quite high bias for the breakpoint estimates, as well as for the risk level estimates in the other
rating classes. Additionally, the bias and the RMSE are not decreasing with an increasing
number of observations. For investigating this issue, Figure 4 illustrates the realizations
of the empirical processes for the PI estimator over all estimation stages for one arbitrary
replication out of all 10 000 replications. The empirical processes of the DS-estimation look
quite similar, therefore they are not illustrated separately. Based on Figure 4, Table 5 contains
Figure 4: Realizations of empirical processes for the different estimation stages for the PI-
estimation with n = 100 000, see Table 5 for corresponding estimates
the corresponding estimates for the breakpoints and the belonging risk levels. Remember,
the PI estimator is based on the argmax-functional, i.e. the argument of the maximum of
the empirical process corresponds to the breakpoint estimate. The distinct peak in Figure 4
around 0.15 (empirical process from stage 1), corresponds with the breakpoint between rating
classes G and H (see Table 2). Roughly speaking, the estimation idea of the DS estimator,
and therewith the PI estimator, is based on the difference between the risk levels of two
groups under consideration, see (9). Based on this issue, the above mentioned peak becomes
plausible. A problem arises, having a big difference, especially at the margin, may lead to an
10
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Table 5: Outcomes of the breakpoint estimation for one replication with n = 100 000, PI-
estimation from Figure 4, the number in brackets corresponds to the stage, wherein
the breakpoint estimate is obtained
rating class H G F E D C B A
breakpoint 0.1376 0.1571 0.1778 0.2098 0.2991 0.3433 0.4767
estimate (stage) (2) (1) (2) (0) (2) (1) (2)
default risk esti-
mate in %
26.81 24.33 7.94 8.58 5.38 3.72 2.13 0.92
identification of a marginal group (here: rating class G) not in the last stage of the multi-
stage procedure with two main effects. Firstly, in later estimation stages, a group that does
not need to be divided is divided anyway. Secondly, a group that needs to be divided is
not divided or only divided insufficiently. Altogether, this could be an explanation for the
disappointing simulation outcomes in Tables 3 and 4.
In order to basically check the multi-stage heuristic itself, in the following this heuristic is
applied within a slightly modified rating system, whereby the worst rating class has a reduced
risk level of 10%. Table 6 shows this modified rating system. Performing the setting from
Table 6: Modified rating system for the investigation of risk level differences
rating class H G F E D C B A
cumulative portion in
the population
0.1 0.2 0.3 0.4 0.5 0.6 0.8
breakpoint, i.e. quan-
tile
0.157 0.210 0.254 0.294 0.334 0.376 0.477
default risk in % 10.00 8.77 6.25 4.81 3.69 2.72 1.85 0.88
Table 6, Tables 8 and 9 provide the corresponding outcomes. Thereby, the above problem
from Tables 3 and 4 vanishes and there is no contradiction to the annotation from above.
Again, one arbitrary replication out of the 10 000 is illustrated by means of the belonging
empirical processes (see Figure 5) and the estimates for the breakpoints and the risk levels
(see Table 7).
Another possibility to cope especially with this problem, is to divide the data into two
main groups in the sense of good and bad creditworthiness, as mentioned in the introduction.
After that, the multi-stage estimation procedure is applied only to the group with good
creditworthiness in order to estimate different rating classes.
After all, it is strongly recommended to inspect the realization of the empirical processes
during the estimation. Depending on the target, these provide valuable information about the
data structure, especially referring to the number and location of breakpoints. Particularly,
kinks and sharp bends indicate locations of breakpoints (e.g. the kinks of the empirical process
from stage zero in Figure 4). An indicator for having no breakpoints within some range,
is the empirical process Sn alternating around zero (this is not illustrated in our article).
Additionally, such a visual inspection could be also helpful, to ensure predetermined properties
of the estimated rating classes.
12
Figure 5: Realizations of empirical processes for the different estimation stages for one repli-
cation (corresponding with Table 7), PI-estimation with n = 100 000
Table 7: Outcomes of the breakpoint estimation of the modified rating system for one repli-
cation with n = 100 000, PI-estimation from Figure 5, the number in brackets corre-
sponds to the stage, wherein the breakpoint estimate is obtained
rating class H G F E D C B A
breakpoint 0.1473 0.2098 0.2547 0.3102 0.3746 0.4233 0.4767
estimate (stage) (2) (1) (2) (0) (2) (1) (2)
default risk esti-
mate in %
10.38 8.38 5.93 4.66 3.06 2.03 1.71 0.89
Having more or less rating classes, the multi-stage procedure from above can be modified
as follows. If the procedure provides more rating classes than required, some of them could
be merged under predefined rules, e.g. testing for the default probabilities with respect to
their difference or wether they meet a determined level.
4 Conclusions
In this article, we applied the theory of breakpoint estimation for a two-step regression func-
tion within the issue of rating class estimation. We proposed a multi-stage heuristic to
estimate more than two rating classes. Thereby, we used a simulation approach and get indi-
cations that the consistency property of the estimators within the two-classes case can be still
valid in the multi-classes case. Furthermore, the introduced multi-stage heuristic provides
results of practical use.
But there are two main weaknesses of the multi-stage heuristic, that mainly arise within an
automated estimation procedure. At first, the number of rating classes to be estimated cannot
be chosen arbitrarily. If the procedure provides more rating classes than required, some of
them could be merged under predefined rules, e.g. testing for the default probabilities with
respect to their difference or whether they meet a predetermined level. Secondly, the location
of the breakpoints and the ratio of the risk levels influences the estimation and could lead to
bad estimates. Otherwise, to our experience, the breakpoints are identified correctly, but the
order is not suitable within an automated estimation procedure. Finally, these problems can
13
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be overcome by manual interventions and a visual inspection of the empirical processes Sn
and S∗n.
The next step of investigation could be the development of adequate measures, for assessing
the estimates on every single stage. Therefore are lots of thinkable criteria, e.g. targeting
a predetermined proportion of observations in some rating classes, targeting a range for the
risk levels, targeting a difference between the risk levels etc.
An further extension is the construction of confidence intervals, based on the theory from the
two-classes case. Therefore, we need the asymptotic distribution of the breakpoint estimators
and the risk level estimators (see Ferger and Klotsche [2009]). Thereby, it needs to be checked,
whether these theoretical outcomes still remain valid within the multi-classes case.
The estimation problems caused by an unfavorable ratio between breakpoints and risk
levels could be solved, using a simultaneous estimation procedure. Unfortunately, there is no
theoretical foundation within the model framework used here. In the literature, there exists
already a theory for simultaneous breakpoint estimators for an arbitrary number of groups
(see e.g. Döring [2007]). But therein, another model is assumed than in the typical credit risk
framework for modeling default events. One approach to cope with this problem could be an
adequate transformation of the default data (see Tillich [2016, p. 7]), providing the possibility
to use an alternative model framework outside the typical credit risk setting.
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