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1. Introduction
A normal subgroup is one of the most important notions in the group theory. The normal sub-
groups of a group G play an important role in determining the structure of a given group as well as
homomorphisms with domain G.
For matrix groups this issue was examined by many, in particular in [1–4]. In those papers there
is described the normal structure of general linear groups of finite dimension. In this note we restrict
our attention to the group of infinite triangular matrices.
In [5] the author describes subgroups of UTf (I, R) which are normal in Tf (I, R) (UTf (I, R) denotes
here the group of all infinite unitriangular matrices over a ring R that differs from the identity only
in finitely many places, whereas Tf (I, R) denotes the group consisting of triangular matrices with
the same property). He states that such subgroups are determined by the normal nets of ideals of R.
However, it is also shown that this result can not be applied to those subgroups which are normal
(only) in UTf (I, R).
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In this paper we will prove two theorems that establish useful facts about normal subgroups of
UT∞(R) – the group of all unitriangular matrices, where R is any unital ring. More precisely, we will
show that if a normal subgroup contains the group of unitriangular banded matrices, then it contains
the group of all unitriangular matrices. We will apply this result to T∞(R) – the group of all triangular
matrices. Namely, we will show that it holds expected, however not proved until now, the following.
Theorem 1.1. Let R be associative, commutative, unital ring, of stable rank at most one, in which the
identity can be written as a sum of two invertible elements. The derived group of T∞(R) coincides with the
group UT∞(R).
From the above theorem, it will easily follow an analogous result for the Vershik–Kerov group (see
[6]). More precisely, we have
Theorem 1.2. Let R be associative, commutative, unital ring, of stable rank at most one, in which the
identity can be written as a sum of two invertible elements. The derived group of the group GLVK,∞(R)
coincides with the group SLVK,∞(R).
Wewill also showonemoreapplicationofour result concerningnormal subgroupsofUT∞(R). IfK is
a subset of a group G, then the normal closure of set K in the group G is the smallest normal subgroup
of G containing K . We will denote this normal closure by cl(gp(K)). We present some examples of
finding a normal closures of some subgroups of UT∞(Z).
2. Proofs of first results
We denote by e and en the identity matrices, infinite and finite of degree n, respectively. We shall
write tij(a) for e + aeij as well as for en + aeij and call the matrix tij(a) a transvection, where (eij)kl =
δ(i, k) · δ(j, l) (δ is the Kronecker symbol).
We denote by UT∞(R) the group of all upper unitriangular infinite matrices over a ring R. The
symbol R stands for any unital ring.
If matrix u ∈ UT∞(R) satisfies the following conditions: ux,x+m′ = 0 for all m′ > m and there
exists such x that ux,x+m = 0, then we say that u is m-banded. If u is m-banded for some m, then we
say that u is banded. The set of all banded matrices will be denoted by UTband,∞(R).
We also introduce
UT∞(m, R) := {u ∈ UT(∞, R) : uij = 0 for 0 < j − i  m} form  1,
UT∞(0, R) := UT(∞, R),
UTband,∞(m, R) := UT∞(m, R) ∩ UTband,∞(R).
Here we present two theorems that yields some interesting information about normal subgroups
of UT∞(R).
Theorem 2.1. Let H be a normal subgroup of UT∞(R) and m  1. If UTband,∞(m − 1, R)  H, then
UT∞(m − 1, R)  H.
Proof. Let us put α = e + ∑∞r=1 er,r+m. Obviously α ∈ H. Suppose that γ ∈ UT∞(m − 1, R) is
arbitrary. We can easily see that γ˜ := e +∑∞r=1(1 − γr,r+m) is in UTband,∞(m − 1, R), so it suffices
to prove that β , defined to be γ˜ · γ , is in H. Notice that we have βr,r+m = 1 for all r.
We want to show that β is conjugate to α. Hence we need to prove that there exists t ∈ UT∞(R)
such that α = t−1βt. The entries of such t satisfy
tij = βi,j+m + ti+m,j+m +
∑
i+m<r<j+m
βir · tr,j+m for all j > i  1. (C)
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Fig. 1. Picture to the proof of Theorem 2.2 – step 1.
This system can be solved inductively as follows.
(1) We start with putting j = i + 1. We set arbitrarily firstm entries on the first diagonal and then
using (C) we have
ti+m,i+m+1 = ti,i+1 − βi,i+m+1 for all i  1.
(2) Next we put j = i + 2. Again we set arbitrarily firstm entries on the second diagonal and from
(C)
ti+m,i+m+2 = ti,i+2 − βi,i+m+2 − βi,i+m+1 · ti+m+1,i+m+2 for i  1.
Notice that the entries ti+m+1,i+m+2 were obtained in the preceding step.
(3) Suppose that we have already found ti,i+s for s < r. Then we can compute ti,i+r by setting the
firstm entries on the r-th diagonal and using (C) again we get
ti+m,i+m+r = ti,i+r − βi,i+m+r −
∑
i+m+<s<i+m+r
βis · ts,i+m+r for i  1,
where ts,i+m+r were calculated in previous steps, we obtain the other entries on this diagonal.
Thus all matrices β ∈ UT(∞,m − 1, R) with the identity on the m-th diagonal are conjugate. Since
every matrix with arbitrary entries on them-th diagonal is in UTband(∞, R), we are done. 
Theorem 2.2. If H is a subgroup of UT∞(R) that contains UTband,∞(R) and UT∞(m, R) for some natural
number m, then H = UT∞(R).
Proof. This proof is divided into 3 steps.
Fix k > 0. First we prove that if any t = e + ∑mr=1 tk,k+r and any u such that uk,k+r = 0 for
1  r  m, are in H, then every α ∈ UT∞(R) is in H (see Fig. 1). We will find t and u such that
α = t · u. From this equality we obtain that the entries of t and umust satisfy the following equations
⎧⎪⎨
⎪⎩
uij = αij for i = k
tk,k+j = αk,k+j −∑1rj−1 tk,k+r · uk+r,k+j for 1  j  m
uk,k+j = αk,k+j −∑1rm tk,k+r · uk+r,k+j for j  m + 1.
(1)
The above system can be solved inductively – to obtain t and uwe need to make use of the equations
exactly in the same order as they are given above.
Observe now that system (1) involves in fact only the entries of u from rows k, k + 1, k + 2, . . .,
k + m. Assume now that K is a set of natural numbers, ordered increasingly and such that for every
two consecutive k and k′ in K we have k′ − k > m. If we consider t˜ = ∑k∈K ∑mr=1 t˜k,k+r and u˜ such
that uk,k+r = 0 for k ∈ K , 1  r  m, then we get a family of independent systems of equations
involving some entries of t˜ and u˜. Hence we can find t˜ and u˜ as given above such that α = t˜u˜ for any α.
Let now α ∈ UT∞(R). First we set K1 = {1, 1 + (m + 1), 1 + 2(m + 1), . . .} and according to
the preceding point of this proof we can write α as a product t1u1 for some t1 and u1 of forms as
in the preceding step. Next we put K2 = {2, 2 + (m + 1), 2 + 2(m + 1), . . .} and write u1 as t2u2.
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Analogously, we take Kr = {r, r + (m + 1), r + 2(m + 1), . . .} for all r  m + 1 and write ur−1 as
trur . Take notice that from the conditions in system (1) it follows that (ur)ij = 0 for all i ∈ K1∪· · ·∪Kr
and 1  j  m. Finally we have α = t · um+1, where um+1 ∈ UT∞(m, R) and since all tr are banded,
t = ∏m+1r=1 tr is a banded matrix. 
3. The derived group of T∞(R) and GLVK,∞(R)
Before proving our main results we cite a theorem from [7] (Theorem 1.3) which holds for matrix
groups over rings that satisfy the assumptions of Theorem 1.1.
Theorem 3.1. The commutator subgroup of TRf ,∞(R) coincides with the group UTRf ,∞(R).
The subgroup [TRf ,∞(R),UTRf ,∞(R)] coincides with UTRf ,∞(R).
The symbols TRf ,∞(R) and UTRf ,∞(R) denotes here the groups of triangular (respectively unitrian-
gular) matrices, which have only a finite number of nonzero entries in each row and whose inverses
also have this property. Obviously, TRf ,∞(R) contains the group of banded triangular matrices and
UTRf ,∞(R) contains the group UTband,∞(R).
Now proof of Theorem 1.1 is almost immediate.
Proof of Theorem 1.1. Let us denote the commutator subgroup of T∞(R) by H.
The inclusion H  UT∞(R) is obvious.
From the fact that TRf ,∞(R)  T(∞, R) it follows that we have the inclusion [TRf ,∞(R), TRf ,∞(R)]
 [T∞(R), T∞(R)], so from this and remark that UTband,∞(R)  UTRf ,∞(R) we have
UTband,∞(R)  UTRf ,∞(R)  H.
One knows that the derived subgroup is always a normal subgroup. In particular, our H is normal in
UT∞(R). Hence H fullfills the assumption of Theorem 2.1 withm = 1. Therefore we have UT∞(R) 
H. 
The Vershik–Kerov group, denoted by GLVK,∞(R), originally related to the asymptotic representa-
tion theory (see [8]) is the group consisting of all invertible infinite matrices of the form
⎛
⎝ g h
0 k
⎞
⎠ , (2)
where g ∈ GLn(R) for some n ∈ N and k ∈ T∞(R). The group of all matrices of the form (2), but with
g ∈ SLn(R) for some n ∈ N, and k ∈ UT∞(R) is denoted by SLVK,∞(R). It is a natural questionwhether
the derived group of GLVK,∞(R) coincides with SLVK,∞(R). To prove that it is so, we will use one more
fact from [7] (it is the first point of Theorem 4.1).
Theorem 3.2. The derived group of
GLRB,∞(n, R) =
⎧⎨
⎩
⎛
⎝ g h
0 k
⎞
⎠ : g ∈ GLn(R)
⎫⎬
⎭
is
SLRB,∞(n, R) =
⎧⎨
⎩
⎛
⎝ g h
0 k
⎞
⎠ : g ∈ SLn(R)
⎫⎬
⎭ .
We can present now a short proof of Theorem 1.2.
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Proof of Theorem 1.2. Again, by H we will denote the commutator subgroup of GLVK,∞(R). Also this
time the inclusion H  SLVK,∞(R) is clear.
Since the Vershik–Kerov group contains the group of all triangular matrices as well as the groups
GLRB,∞(n, R) for all n, we have UT∞(R)  H and SLRB,∞(n, R)  H for all n ∈ N. Hence, from the
decomposition
⎛
⎝ g h
0 k
⎞
⎠ =
⎛
⎝ en 0
0 k
⎞
⎠
⎛
⎝ g h
0 e
⎞
⎠
it follows the claim. 
4. A few more examples
Matrix groups we consider in this paragraph are defined over the ring of integers.
In [9] it was proved that gp(A, B), where A = e + ∑∞p=1 e2p−1,2p and B = e +
∑∞
p=1 e2p,2p+1
are infinite matrices, is a nonabelian free group of rank two. It is contained in the group of banded
matrices, i.e. having nonzero entries only on some first diagonals. Following those results, in [10] we
have pointed out an infinite collection of nonabelian free groups contained in UT∞(Z). Their normal
closures are now of our interest. Clearly, most of the entries of the matrices in these groups are equal
to zero. However, the normal closure of gp(A, B) is quite “large”. Namely, using Theorem 2.1 we will
prove
Corollary 4.1. Let
A = e +
∞∑
p=0
c · ei′+2pk′,i′+k′+2pk′ , B = e +
∞∑
p=0
c · ei′+k′+2pk′,i′+2k′+2pk′
for some k′  1, 1  i′ < k′. The group cl(gp(A, B)) consists of all matrices u satisfying the following
conditions
(1) u ∈ UT(k′ − 1,Z),
(2) uij is divisable by c for all i < j,
(3) there exists an integer n such that ui,i+k′ = nc for all i = i′ mod 2k′,
(4) there exists an integer m such that ui,i+k′ = mc for all i = i′ + k′ mod 2k′,
(5) uij = 0 for all i, j such that k′ jk′ 	 − i  k′.
To get some intuition, see Fig. 2, please.
Fig. 2. Picture to Theorem 4.1. The symbols ∗ denote arbitrary , divisable by c, coefficients.
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Fig. 3. Picture to Theorem 4.2. The symbols ∗ denote arbitrary coefficients divisable by dk .
We will also apply Theorems 2.1 and 2.2 to find the normal closures of another “type” of groups
gp(A, B), where A and B are defined as below (they are nonabelian free groups as well).
Before we state the next theorem, we introduce some more notation. We put d1 = 0 and dr =
gcd(c2, c3, . . . , cr) for r  2. It is easily seen that dr+1 = gcd(dr, cr).
Corollary 4.2. Let
A = e +
∞∑
p=0
k∑
j=2
cj · e1+pk,j+pk, B = e +
∞∑
p=0
k∑
j=2
cj · ek′+pk,j+k′+pk
for some k > k′  1. The group cl(gp(A, B)) consists of all matrices u ∈ UT∞(Z) satisfying the following
conditions
(1) uij = 0 mod dk for all i < j,
(2) there exist n and nij such that uij = ncj + nijdj−1 for all i = 1 mod k and 2  j  k,
(3) there exist m and mij such that uij = mcj + mijdj−1 for all i = 1 + k′ mod k and 2  j  k,
(4) for all i , j such that i mod k > k′, (k − k′) j
k−k′ 	 − i  k − k′ we have uij = 0,
(5) for all i mod k < k′ and k′ j
k′  − i  k′ we have uij = 0,
(6) for all i and j such that i mod k > k′, k − k′ < (k − k′) j
k−k′ 	 − i < 2k − k′ there exist integers
ni and nij such that uij = nicj + nijdj−1,
(7) for all i mod k < k′ and k′ < k′ j
k′  − i < k + k′ there exist integers mi and mij such that
uij = micj + mijdj−1.
This time look at Fig. 3, please.
By Theorems 2.1 and 2.2 to find a normal closure of G it suffices to examine some first diagonals of
matrices in this closure.
Proof of Corollary 4.1. We will denote by H the set consisting of all matrices satisfying conditions
given in the claim.
The inclusion cl(gp(A, B))  UT∞(k′ − 1,Z) is obvious.
We start the proof with explaining why all entries above the main diagonal of any u ∈ cl(gp(A, B))
are divisable by c. Since u ∈ cl(gp(A, B)), it is equal to a product of matrices of a form v−1Av and
w−1Bw for some v,w ∈ UT∞(Z). Therefore it suffices to prove the claim for v−1Av and w−1Bw.
Indeed, for i < j we have
(v−1Av)ij =
∑
sr
(v−1)isAsrvrj =
∑
s
(v−1)isvsj +
∑
s<r
(v−1)isAsrvrj =
∑
s<r
(v−1)isAsrvrj.
Since c divides all entries of A above the main diagonal, we are done. Case w−1Bw is the same.
For temporary convenience we put k = 2k′. We discuss separately the case k = 2 and k > 2.
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First, let k = 2. Suppose thatβ is as given inTheorem2.1.Wewrite it asAn−1Bm−1β˜ . It is understood
that β˜i,i+1 = c for all i. Now from a system analogous to (C) and the corollary at the end of the proof
of Lemma 2.1, it follows that if there exists in cl(gp(A, B)) amatrix α that satisfies αi,i+1 = c, then the
proof is complete. An example of such α may be AB.
Let now k > 2.
It is known (see [11,12]) that the groupof row-finite infinitematrices is generated by block-diagonal
matrices. In particular, the group of banded matrices is generated by those block-diagonal matrices
which fullfill the condition that there exists a finite upper bound for the dimensions of all blocks.
According to this and the fact that UTn(Z) is generated by transvections, we only need to show that
cl(gp(A, B)) contains all matrices that are block-diagonal andwhose each block is equal to an arbitrary
transvection.Onecan see that ifv,w ∈ UT∞(Z)andv,w are such that ifvhasanontrivial block in some
rows, thenw has an identity block in the same rowsandvice versa, thenwehave [A, vw] = [A, v][A,w]
and [vw, A] = [v, A][w, A]. Consequently, while searching for conjugations of A and Bwe can restrict
to matrices which have only one nontrivial block. To obtain the entries in rows whose numbers are
congruent to i′ modulo k′ we make use of the below identities
[A, ti′+k′+pk,i′+s+pk(n)] = ti′+pk,i′+s+pk(nc) for s > k′, s = 0 mod k′,
[ti′+pk,i′+s+pk(c), ti′+s+pk,i′+r+pk(n)] = ti′+pk,i′+r+pk(nc) for r > s, r = 0 mod k′,
and analogously for B. Now we focus on coefficients in rows whose numbers are not congruent to i′
modulo k′. We have
[ti′−s+pk,i′+pk(n), A] = ti′−s+pk,i′+k′+pk(nc) for 0 < s < k′,
[ti′−s+pk,i′+k′+pk(c), ti′+r+pk(n)] = ti′−s+pk,i′+r+pk(nc) for r > k′,
and analogously for B. Thus we have proved H  cl(gp(A, B)). Discuss now the inverse inclusion. Let
i < j. Recall that (v−1Av)ij = ∑s<r(v−1)isAsrvrj so if j − i < k − i mod k′ − 1, then Asr = 0, so
(v−1Av)ij = 0aswell. Similarly forB. Thisproves thefifthpointof the claimandwehavecl(gp(A, B)) =
H. 
Proof of Corollary 4.2. Many arguments in this proof are similar to those given in the preceding one.
From Chinese Remainder Theorem it follows that there exist integers n3 and m3 such that n3c2 +
m3c3 = d3. We have
A3 := Am3 · [A, t2+pk,3+pk(n3)] ∈ cl(gp(A, B)). (3)
The latter is a matrix such that (A3)1+pk,3+pk = d3. Suppose now that in our closure there is a matrix
As such that (As)1+pk,s+pk = ds. There exist integers ns+1,ms+1 such that ns+1ds +ms+1cs+1 = ds+1.
We know that
As+1 := Ams+1 · [A, ts+pk,s+1+pk(ns+1)] ∈ cl(gp(A, B)) (4)
with (As+1)1+pk,s+1+pk = ds+1. Moreover
[As, ts+pk,s+1+pk(n)] = t1+pk,s+1+pk(nds) ∈ cl(gp(A, B)) for 2  s < k. (5)
and
[t1+pk,k+pk(ck), tk+pk,s+pk(n)] = t1+pk,s+pk(nck) ∈ cl(gp(A, B)) for s  k. (6)
Analogously for B. According to remarks made in the preceding proof, this yields the second, third
and partially the first point of the claim.
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Focus now on rows whose numbers s = 1, k′ + 1 mod k. It holds
[ts+pk,1+k+pk(n), A] = e − ncse1+pk,1+k+pk+
−ncs ·
k∑
j=2
cje1+pk,j+k+pk + n
k∑
j=2
cjes+pk,j+k+pk ∈ cl(gp(A, B)).
From equality (6) we obtained that u = e + ncse1+pk,1+k+pk + ncs∑kj=2 cje1+pk,j+k+pk is in
cl(gp(A, B)). Hence ifwemultiply the latter commutatorbyu, thenweget that e+∑kj=2 ncjes+pk,j+k+pk∈ cl(gp(A, B)) as well. Now we repeat operations (3), (4), (5) and (6) for the matrix obtained above
and we get the sixth, seventh and the first point of the claim.
From the comment analogous to the one made in the previous proof, it follows the fourth and the
fifth point. 
It is worth mentioning that the obtained closures are very close to normal subgroups of Tf (I, R)
determined by normal nets of ideals (again we refer to [5]), i.e. every entry of any matrix in given
closures is in some ideal which is fixed for each position.
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