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INTERTWINING RELATIONS FOR ONE-DIMENSIONAL
DIFFUSIONS AND APPLICATION TO FUNCTIONAL
INEQUALITIES
MICHEL BONNEFONT AND ALDE´RIC JOULIN
Abstract. Following the recent work [13] fulfilled in the discrete case, we pro-
vide in this paper new intertwining relations for semigroups of one-dimensional
diffusions. Various applications of these results are investigated, among them the
famous variational formula of the spectral gap derived by Chen and Wang [15]
together with a new criterion ensuring that the logarithmic Sobolev inequality
holds. We complete this work by revisiting some classical examples, for which
new estimates on the optimal constants are derived.
1. Introduction
It is by now well known that commutation relations and convexity are of great
importance in the analysis and geometry of Markov diffusion semigroups [3, 22].
Keeping in mind the application to functional inequalities such as Poincare´ or
logarithmic-Sobolev inequalities, various tools have been developed by several au-
thors to obtain this type of commutation results and among them the famous Γ2
calculus introduced by Bakry and E´mery in [4]. We refer to the set of notes of
Ledoux [21] and also to the forthcoming book [5] for a clear and pleasant intro-
duction on the topic, with historical references and credit. In view to provide new
functional inequalities on discrete spaces, Chafa¨ı and the second author recently
investigated in [13] the case of birth-death processes, which are the discrete space
analogue of diffusion processes. The key point in the underlying analysis relies
on simple intertwining relations involving a family of discrete gradients and two
different generators: the first one is that of the birth-death process considered,
whereas the second one is a Schro¨dinger generator associated to a dual process.
Coming back to the diffusion setting, a natural question arises: are these inter-
twining techniques tractable and convenient to address the geometry of diffusion
semigroups, giving rise to new results in this large body of work ? The purpose
of these notes is to convince the reader of the relevance of this approach and to
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investigate several consequences of the intertwining approach, at least in the one-
dimensional case. Among the potential applications provided by this alternative
point of view, we recover on the one hand the famous variational formula of Chen
and Wang [15] for the spectral gap, and on the other hand we are able to give a
new condition ensuring that the logarithmic Sobolev inequality is satisfied with a
computable constant. In particular, this criterion turns out to be efficient in the
situation when the Bakry-E´mery criterion fails, as for instance in the case of a
potential which is not strictly convex on the real line.
The paper is organized as follows. In section 2, we recall some basic material
on Markov diffusion processes. Then the desired intertwining relations are derived
in Section 3 with our main results Theorems 3.2 and 3.5. Section 4 is devoted
to applications of the previous results to functional inequalities and, in the final
section, we revisit classical examples for which we provide new estimates on the
optimal constants.
2. Preliminaries
Let C∞(R) be the space of infinitely differentiable real-valued functions on R and
let C∞0 (R) be the subspace of C∞(R) consisting of compactly supported functions.
Denote ‖ · ‖∞ the essential supremum norm with respect to the Lebesgue measure.
We mention that in the present paper we use the terminology increasing and de-
creasing for the expressions non-decreasing and non-increasing, respectively. The
main protagonist of the present paper is a Sturm-Liouville operator on R, which
is the second-order diffusion operator defined on C∞(R) by
Lf := σ2 f ′′ + b f ′,
where b and σ are two real-valued measurable functions on R. Let Γ be the carre´
du champ operator which is the bilinear symmetric form defined on C∞(R)×C∞(R)
by
Γ(f, g) :=
1
2
(L(fg)− f Lg − gLf) = σ2 f ′ g′.
Let us introduce some set of hypothesis on the diffusion operator L that we will
refer to as assumption (A) in the sequel:
◦ Smoothness: the functions b and σ belong to C∞(R).
◦ Ellipticity: it means that the diffusion function σ is non-degenerate, i.e. σ(x) >
0 for every x ∈ R.
◦ Completeness: the metric space (R, dσ) is complete, where dσ is the distance
associated to L, i.e.
dσ(x, y) := sup {|f(x)− f(y)| : f ∈ C∞(R), ‖Γ(f, f)‖∞ ≤ 1} , x, y ∈ R,
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which can be rewritten as
dσ(x, y) =
∣∣∣∣∣
∫ y
x
du
σ(u)
∣∣∣∣∣ .
Let U be the potential defined by
U(x) := U(0)−
∫ x
0
b(u)
σ(u)2
du, x ∈ R, (2.1)
where U(0) is some arbitrary constant and let µ be the measure with Radon-
Nikodym derivative h := e−U/σ2 with respect to the Lebesgue measure. Simple
computations show that for every f ∈ C∞0 (R),∫
R
Lf dµ = 0,
and moreover the operator L is symmetric on C∞0 (R) with respect to the measure
µ, i.e. for every f, g ∈ C∞0 (R),
Eµ(f, g) :=
∫
R
Γ(f, g) dµ = −
∫
R
fLg dµ = −
∫
R
Lf g dµ =
∫
R
σ2 f ′ g′ dµ,
hence L is non-positive on C∞0 (R). Under (A), the operator (L, C∞0 (R)) is essen-
tially self-adjoint in L2(µ), that is, it admits a unique self-adjoint extension (still
denoted L) with domain D(L) ⊂ L2(µ) in which the space C∞0 (R) is dense for the
norm
‖f‖L :=
(
‖f‖2L2(µ) + ‖Lf‖2L2(µ)
)1/2
.
In other words the space C∞0 (R) is a core of the domain D(L). By spectral theo-
rem, the operator L generates a unique strongly continuous symmetric semigroup
(Pt)t≥0 on L
2(µ) such that for every function f ∈ L2(µ) and every t > 0, we have
∂tPtf = LPtf . Here, the notation ∂u stands for the derivative with respect to
some parameter u, and will be used all along the paper. The semigroup preserves
positivity (it transforms positive functions into positive functions) but it is only
sub-Markov a priori in the sense that Pt1 is less than 1 since it may happen that
1 /∈ D(L). Recall that µ may have infinite mass and thus Pt1 has to be defined as
the increasing limit of Ptfn as n → +∞, where (fn)n∈N is a sequence of positive
functions belonging to C∞0 (R) and increasing pointwise to the constant function 1.
The closure (Eµ,D(Eµ)) of the bilinear form (Eµ, C∞0 (R)) is a Dirichlet form on
L2(µ) and by spectral theorem we have the dense inclusion D(L) ⊂ D(Eµ) for the
norm
‖f‖E µ :=
(
‖f‖2L2(µ) + Eµ(f, f)
)1/2
.
As probabilists, we are interested by a diffusion process having the operator L
as infinitesimal generator. Under appropriate growth conditions on the functions
σ and b, such a process corresponds to the unique solution (up to the explosion
time) of the following Stochastic Differential Equation (in short SDE),
dXt =
√
2 σ(Xt) dBt + b(Xt) dt,
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where B := (Bt)t≥0 is a standard Brownian motion on a given filtered probability
space (Ω,F , (F t)t≥0,P). If ζ ∈ (0,+∞] denotes the explosion time defined as the
almost sure limit of the sequence of stopping times
τn := inf{t ≥ 0 : |Xt| ≥ n}, n ∈ N,
then on the event ζ < +∞ we have limt→ζ Xt = +∞ or −∞ almost surely. Denote
∆ this limit and define Xt to be ∆ when t ≥ ζ . Then we obtain a process which
takes its values in the one-point compactification space R ∪ {∆} equipped with
the natural one-point compactification topology. Define the space C∞0 (R∆) as the
extension to R ∪ ∆ of the space C∞0 (R), i.e. every function f ∈ C∞0 (R) can be
extended to a continuous function on R ∪ {∆} by letting f(∆) = 0. In terms of
semigroup, we have for every f ∈ C∞0 (R∆),
Ptf(x) = Ex[f(Xt∧ζ)] = Ex[f(Xt) 1{t<ζ}],
where Ex stands for the conditional expectation knowing the initial state x. A
necessary and sufficient condition in terms of the functions b and σ ensuring the
non-explosion of the process is the following, cf. [19]:∫ +∞
0
eU(x)
∫ x
0
e−U(y)
σ(y)2
dy dx = +∞,
∫ 0
−∞
eU(x)
∫ 0
x
e−U(y)
σ(y)2
dy dx = +∞.
When the measure µ is finite, i.e. the function h is integrable with respect to the
Lebesgue measure, then the process is positive recurrent. In this case and up to
renormalization one can assume in the sequel that µ is a probability measure, the
normalizing constant being hidden in the very definition of U(0). The symmetry
property on the generator means that the probability measure µ is time-reversible
with respect to these dynamics.
To obtain an intertwining relation between gradient and semigroup, we recall
the method of the tangent process. Assume (A) and that the function
Vσ :=
Lσ
σ
− b′ = σσ′′ + b σ
′
σ
− b′,
is bounded from below by some real constant ρσ. Then the process does not
explode in finite time and is moreover positive recurrent if ρσ > 0, cf. for instance
[2]. Denoting Xx the process starting from x, the application x 7→ Xxt is almost
surely of class C1 and we have the linear SDE
∂xX
x
t = 1 +
√
2
∫ t
0
σ′(Xxs ) ∂xX
x
s dBs +
∫ t
0
b′(Xxs ) ∂xX
x
s ds.
Hence by Itoˆ’s formula the solution of this SDE, usually called the tangent process,
admits the representation
∂xX
x
t =
σ(Xxt )
σ(x)
exp
(
−
∫ t
0
Vσ(X
x
s ) ds
)
.
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Finally differentiating the semigroup and using the chain rule entail the following
intertwining relation, available for every f ∈ C∞0 (R),
(Ptf)
′(x) = E
[
f ′(Xxt )
σ(Xxt )
σ(x)
exp
(
−
∫ t
0
Vσ(X
x
s ) ds
)]
.
If ∇σ denotes the weighted gradient ∇σf = σ f ′ then the latter identity rewrites
in terms of semigroup as
∇σPtf = P Vσt ∇σf, (2.2)
with (P Vσt )t≥0 the Feynman-Kac semigroup with potential Vσ. In particular using
Cauchy-Schwarz’ inequality, we recover the well-known sub-commutation inequal-
ity [4, 11],
Γ(Ptf, Ptf) ≤ e−2ρσt PtΓ(f, f), (2.3)
usually obtained through the Bakry-E´mery criterion involving the Γ2 calculus (we
will come back to this point later). The basic example we have in mind is the
Langevin diffusion with σ = 1 and for which the potential U defined in (2.1)
satisfies U ′ = −b. Under the assumption that the second derivative of U exists
and is lower bounded, (2.2) yields
(Ptf)
′(x) = E
[
f ′(Xxt ) exp
(
−
∫ t
0
U ′′(Xxs ) ds
)]
,
a formula appearing in [23]. In particular, the convexity of the potential U plays a
key role to obtain commutation relations of type (2.3), at the heart of the famous
Bakry-E´mery theory.
To conclude this part, let us briefly observe that the Feynman-Kac semigroup
admits a nice interpretation in terms of killing when the potential Vσ is non-
negative. Let ǫ be an exponential random variable independent of the process X
and set
ξ := inf{t ≥ 0 :
∫ t
0
Vσ(Xs) ds > ǫ}.
Define on the space R ∪ {∆} the process X˜ by
X˜t =
{
Xt if t < ξ
∆ if t ≥ ξ
which is nothing but the process X killed at time ξ. If (P˜t)t≥0 stands for the
associated semigroup then for every f ∈ C∞0 (R∆) we have P˜tf = P Vσt f so that the
intertwining relation (2.2) rewrites as
∇σPtf = P˜t∇σf.
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3. Intertwining relations
Let C∞+ (R) be the subset of C∞(R) consisting of positive functions. Let us fix
some a ∈ C∞+ (R). We introduce a new Sturm-Liouville operator La defined on
C∞(R) by
Laf = σ2 f ′′ + ba f ′, with ba := 2σσ′ + b− 2σ2 a
′
a
.
Since the diffusion function σ is the same as for the first dynamics, assumption
(A) is satisfied for La as soon as it is for L. Note that the drift ba may be rewritten
as
ba = b+ 2σ
2 h
′
h
, with h :=
σ
a
.
Therefore under (A) the operator (La, C∞0 (R)) is essentially self-adjoint in L2(µa),
where the measure µa is given by dµa := (σ/a)
2 dµ. Denote (La,D(La)) the
unique self-adjoint extension and let (Pa,t)t≥0 be the associated strongly contin-
uous symmetric semigroup. Denote (Eµa ,D(Eµa)) the Dirichlet form on L2(µa)
corresponding to the closure of the pre-Dirichlet form (Eµa , C∞0 (R)). Let Xa be
the underlying process solution to the SDE
dXat =
√
2 σ(Xat ) dBt + ba(X
a
t ) dt,
up to the possible explosion time. This explosion time will be almost surely infinite
if and only if we have
∫ +∞
0
(
a(x)
σ(x)
)2
eU(x)
∫ x
0
e−U(y)
a(y)2
dy dx = +∞,
∫ 0
−∞
(
a(x)
σ(x)
)2
eU(x)
∫ 0
x
e−U(y)
a(y)2
dy dx = +∞.
In particular if we have a ≍ σ, i.e. there exist two positive constant m,M such
that
mσ ≤ a ≤M σ,
then the processes X and Xa are of the same nature (both explosive or not, both
positive recurrent or not). As we will see below with the discussion involving the
notion of h-transform, the processes X and Xa can be seen as a dual processes.
Note also that if a = σ then L and La coincide and thus we will write L, Pt and
µ for Lσ, Pσ,t and µσ, respectively.
For a given function a ∈ C∞+ (R), define the function
Va :=
La(a)
a
− b′, (3.1)
and assume that Va is bounded from below. Then the Schro¨dinger operator LVaa :=
La − Va is essentially self-adjoint on C∞0 (R) in L2(µa), cf. for instance [28]. In
particular the following unicity result holds. Below (P Vaa,t )t≥0 denotes the associated
Feynman-Kac semigroup.
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Lemma 3.1. Assume (A) and that Va is bounded from below. Then for every
g ∈ L2(µa), the Schro¨dinger equation{
∂tu = LVaa u
u(·, 0) = g
admits a unique solution in L2(µa) given by u(·, t) = P Vaa,t g.
For a ∈ C∞+ (R), denote ∇a the weighted gradient ∇af = a f ′. Now we are
in position to state an intertwining relation involving the gradient ∇a and the
semigroups (Pt)t≥0 and (P
Va
a,t )t≥0.
Theorem 3.2. Assume (A) and that Va is bounded from below for some function
a ∈ C∞+ (R). Letting f ∈ D(Eµ), then the following intertwining relation holds:
∇aPtf = P Vaa,t∇af, t ≥ 0. (3.2)
Proof. The key point of the proof is the following intertwining relation at the level
of the generators, which can be performed by simple computations:
∇aLf = LVaa ∇af. (3.3)
In order to extend such a property to the semigroups, we will use the uniqueness
property of Lemma 3.1. Define the function J on R+ by
J(t) := ∇aPtf.
First we have J(t) ∈ L2(µa) for every t ≥ 0. Indeed,∫
R
J(t)2 dµa =
∫
R
(∇aPtf)2 dµa
=
∫
R
(∇σPtf)2 dµ
= −
∫
R
Ptf LPtf dµ,
where we used integration by parts (recall that all the elements involved above
belong to the domain D(L)). Let K be the function
K(t) := −
∫
R
Ptf LPtf dµ.
Differentiating with respect to the time parameter and using integration by parts
yield
∂tK(t) = −2
∫
R
(LPtf)2 dµ ≤ 0,
so that K is decreasing. Finally we obtain∫
R
J(t)2 dµa ≤ −
∫
R
f Lf dµ = Eµ (f, f) ,
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which is finite since f ∈ D(Eµ). Moreover we have limt→0 J(t) = ∇af where the
limit is taken in L2(µa). Hence by the intertwining relation (3.3), we have in
L2(µa),
∂tJ(t) = ∇aLPtf = LVaa ∇aPtf = LVaa J(t).
Therefore by Lemma 3.1 the function J is the unique solution to the Schro¨dinger
equation associated to La, with Feynman-Kac potential Va and initial condition
g = ∇af . We thus conclude that
J(t) = P Vaa,t∇af, t ≥ 0.
The proof is now complete. 
Note that the Feynman-Kac potential Va is computed to be
Va =
La(a)
a
− b′
= σ2
a′′
a
+ (b+ 2σσ′)
a′
a
− 2σ2
(
a′
a
)2
− b′.
If g is a smooth function with g′ > 0, consider the weight a := 1/g′. Then
the intertwining (3.3) at the level of the generators entails the following simple
expression for Va:
Va = −∇aLg = −(Lg)
′
g′
.
Similarly to the distance dσ introduced above, let us define a new distance da
on R as follows:
da(x, y) :=
∣∣∣∣∣
∫ y
x
du
a(u)
∣∣∣∣∣ , x, y ∈ R.
The space of Lipschitz functions with respect to this metric is denoted Lip(da),
hence a function f lies in Lip(da) if and only if the associated Lipschitz seminorm
is finite:
‖f‖Lip(da) := sup
x 6=y
|f(x)− f(y)|
da(x, y)
.
By Rademacher’s theorem a function f is κ-Lipschitz in the previous sense if
and only if f is differentiable almost everywhere and ‖∇af‖∞ ≤ κ. Hence from
Theorem 3.2 we deduce that the space Lip(da)∩D(Eµ) is stable by the semigroup
(Pt)t≥0 and moreover for every t ≥ 0,
‖∇aPtf‖∞ ≤ e−ρat ‖∇af‖∞,
where ρa ∈ R is a lower bound on the Feynman-Kac potential Va. In particular if
ρa > 0 then the process is positive recurrent and the convergence to equilibrium
holds exponentially fast in Wasserstein distance, cf. [14].
INTERTWINING RELATIONS FOR DIFFUSIONS 9
Another remark is the following. If we choose a = σ in (3.2) then our result
fits with the classical Bakry-E´mery theory. Let Γ2 be the bilinear symmetric form
defined on C∞(R)× C∞(R) by
Γ2(f, g) =
1
2
(LΓ(f, g)− Γ(f,Lg)− Γ(g,Lf)) .
Then the Bakry-E´mery criterion, which ensures the sub-commutation relation
(2.3), reads as follows: there exists some constant ρσ ∈ R such that for every
f ∈ C∞(R),
Γ2(f, f) ≥ ρσ Γ(f, f). (3.4)
By simple computations one obtains
Γ2(f, f) = σ
2 (σf ′′ + σ′f)
2
+ Vσ Γ(f, f).
Therefore the best lower bound ρσ leading to (3.4) is given by infx∈R Vσ(x).
As announced, the processes Xa and X can be interpreted as dual processes
according to the so-called Doob’s h-transform that we introduce now. Given a
smooth positive function h, Doob’s h-transform of the Feynman-Kac semigroup
(P Vt )t≥0 with smooth potential V consists in modifying it by “multiplying inside
and dividing outside” by the function h. In other words, we consider the new
semigroup
P Vt
(h)
f :=
P Vt (hf)
h
.
If LV := L − V stands for the Schro¨dinger operator associated to (P Vt )t≥0, then
the generator of (P Vt
(h)
)t≥0 is thus given by LV (h)f = LV (hf)/h, which rewrites by
the chain rule formula as the following Schro¨dinger operator with Feynman-Kac
potential Lh/h− V :
LV (h)f = Lf + 2 Γ(h, f)
h
+
(Lh
h
− V
)
f
= σ2 f ′′ +
(
b+ 2σ2
h′
h
)
f ′ +
(Lh
h
− V
)
f.
When V = 0, it is known that Doob’s h-transform is Markov if and only if h is
L-harmonic, i.e. Lh = 0. Moreover it exhibits the following group structure: if
h and k are two smooth positive functions, then the hk-transform is nothing but
the h-transform of the k-transform. In particular the h-transform and the original
dynamics have the same distribution if and only if h is constant.
Returning to the process Xa, recall that the drift ba is given by
ba = b+ 2σ
2 h
′
h
, with h := σ/a.
Therefore this leads to the following interpretation of the intertwining relation
(3.2):
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1 - first perform the classical intertwining (2.2) by using the method of the
tangent process, so that we obtain a Feynman-Kac semigroup (P Vt g)t≥0 with g =
∇σf and potential V = Vσ = Lσ/σ − b′;
2 - then apply Doob’s h-transform with h := σ/a to obtain the desired result. In
particular, the Feynman-Kac potential Va appears in (3.2) because the following
identity holds:
LVσ (σ/a)f = LVaa f, (3.5)
and in particular at the level of the Feynman-Kac potentials,
La(a)
a
− b′ = Lσ
σ
− b′︸ ︷︷ ︸
classical intertwining
− L(σ/a)
σ/a
.︸ ︷︷ ︸
Doob’s σ/a -transform
Let us say some words about the potential extension of the intertwining ap-
proach. As we will see below, it is possible to adapt the proof of Theorem 3.2 for
diffusions on a compact interval [α, β]. Under assumption (A) restricted to [α, β]
(in particular the completeness hypothesis is removed and the smooth functions b
and σ are also assumed to be smooth at the boundaries α and β), the operator
(L, C∞0 (R)) is no longer essentially self-adjoint in L2(µ), where µ is the restriction
to [α, β] of the original measure defined on R, thus it admits different self-adjoint
extensions. To overcome this problem, one needs to impose boundary conditions.
For instance the choice of Neumann boundary conditions allows the semigroup to
be Markov, in contrast to the one involved for instance with Dirichlet boundary
conditions which is only sub-Markov, i.e. the explosion time is finite almost surely.
In particular the Neumann semigroup is stable on functions with 0 derivative at
the boundary whereas the Dirichlet semigroup is stable on functions vanishing at
the boundary, similarly to the one corresponding to the one-point compactification
space R ∪ {∆} emphasized above. At the level of the process, the Neumann dif-
fusion corresponds to the process reflected at the boundary whereas the Dirichlet
diffusion is the process killed at the boundary.
To illustrate the discussion, let us consider the basic example of Brownian motion
(with speed 2) on the interval [0, 1]. If (Pt)t≥0 and (P˜t)t≥0 stand for the Neumann
and Dirichlet semigroups respectively, then both solve the heat equation{
∂tu = ∂
2
xu
u(·, 0) = f,
for every smooth enough function f . Then boundary conditions allow us to identify
the underlying kernels. If q stands for the heat kernel on R, that is,
qt(x, y) =
1√
4πt
e−
(x−y)2
4t , x, y ∈ R,
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then the kernels on [0, 1] can be constructed with respect to the kernel q: for every
x, y ∈ [0, 1] we have for the Neumann semigroup
pt(x, y) =
∑
k∈Z
(qt(x, y + 2k) + qt(x,−y + 2k)) ,
whereas for the Dirichlet semigroup,
p˜t(x, y) =
∑
k∈Z
(qt(x, y + 2k)− qt(x,−y + 2k)) .
Then simple computations yield to the intertwining relation between the two semi-
groups:
(Ptf)
′ = P˜t(f
′),
which leads by Jensen’s inequality to the sub-commutation
|(Ptf)′| ≤ P˜t(|f ′|) ≤ Pt(|f ′|).
As announced, such a result is true in a more general situation, as suggested by
the following result. Denote D(Eµ) the domain of the closure of the pre-Dirichlet
form Eµ defined initially on the space of C∞ real-valued functions f on [α, β] with
vanishing derivative at the boundary, and let C∞+ ([α, β]) be the set of positive
smooth functions on the interval [α, β].
Theorem 3.3. Assume (A) (restricted to [α, β]) and that Va is bounded from
below on [α, β] for some function a ∈ C∞+ ([α, β]). Letting f ∈ D(Eµ), then the
following intertwining relation holds:
∇aPtf = P˜ Vaa,t∇af, t ≥ 0,
where (Pt)t≥0 and (P˜a,t)t≥0 denote the Neumann and Dirichlet semigroups associ-
ated to the processes X and Xa, respectively. In particular we have the inequality
|∇aPtf | ≤ P Vaa,t (|∇af |) , t ≥ 0,
where (Pa,t)t≥0 stands for the Neumann semigroup associated to X
a.
Proof. The proof is similar to the one provided for Theorem 3.2. Indeed, since the
Neumann semigroup (Pt)t≥0 satisfies ∇aPtf(α) = ∇aPtf(β) = 0, we deduce that
the same function J defined by J(t) := ∇aPtf is a solution to the Schro¨dinger
equation {
∂tu = LVaa u
u(·, 0) = ∇af
with the additional Dirichlet boundary conditions u(α, t) = u(β, t) = 0. Then
the uniqueness of the solution to this equation (as a consequence of the maximum
principle), achieves the proof. 
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Another possible extension of the intertwining method emphasized in Theo-
rem 3.2 might be performed with respect to the dimension. Indeed, one would
expect in this case a generator in the right-hand-side in (3.3) acting on 1-forms
and not on functions. However the transfer at the level of the semigroups is not
so clear. Some work have been done in this direction for Brownian motion on a
Riemannian manifold through the so-called Weitzenbo¨ck formula, which involves
the Laplace-Beltrami operator (the generator of the Brownian motion), the Hodge
Laplacian (an operator commuting with the gradient) and the Ricci curvature
transform (the potential, or zero order operator) [18, 29]. See also the litterature
on semi-classical analysis of the Witten Laplacian [17], which has been introduced
by Witten [33] by distorting the Hodge Laplacian with a Morse function.
Before turning to our second main result, let us recall the following L∞ parabolic
comparison principle, for instance on the basis of [6]. Remember that for a given
a ∈ C∞+ (R) the potential Va is defined by
Va :=
La(a)
a
− b′.
Lemma 3.4. Assume (A) and that Va is bounded from below for some a ∈ C∞+ (R).
Assume moreover that the process Xa is non-explosive. Given a finite time horizon
t > 0, let u = us(x) be a smooth bounded function on R× [0, t]. If the inequality
∂tu+ L2Vaa u ≥ 0
holds on R × [0, t], then we have
P 2Vaa,t ut ≥ u0.
Proof. Since the process is non-explosive, the sequence of stopping times
τn := inf{t ≥ 0 : |Xat | ≥ n}, n ∈ N,
goes to infinity almost surely as n tends to infinity. By Itoˆ’s formula and our
assumption, we have for every t ≥ 0,
e−
∫ t
0
2Va(Xas ) ds u(Xat , t) = u(X
a
0 , 0) +Mt +
∫ t
0
(
L2Vaa + ∂su
)
(Xas , s) ds
≥ u(Xa0 , 0) +Mt,
where M is a local martingale. Hence the stopped process (Mt∧τn)t≥0 is a true
martingale and taking expectation, we get
Ex
[
e−
∫ t∧τn
0
2Va(Xas ) ds u(Xat∧τn , t ∧ τn)
]
≥ u(x, 0).
Since u is bounded and Va is bounded from below the dominated convergence
theorem entails as n→ +∞ the inequality
Ex
[
e−
∫ t
0
2Va(Xas ) ds u(Xat , t)
]
≥ u(x, 0),
from which the desired result follows. 
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Now we can state our bivariate convex version of Theorem 3.2, which will be
useful when dealing with other functional inequalities than Poincare´ inequality, for
which Theorem 3.2 will be sufficient. Let I be an open interval of R and denote
CI the set of smooth convex functions ϕ : I → R such that ϕ′′ > 0, ϕ′′′ is of
constant sign and −1/ϕ′′ is convex on I. For a given function ϕ ∈ CI , we define
the non-negative bivariate function Θ by
Θ(x, y) := ϕ′′(x) y2, (x, y) ∈ I ×R. (3.6)
By Theorem 4.4 in [12], Θ is convex on I ×R. Some interesting examples of such
functionals will be given in the next part. Since I may not include 0, define the
set C∞0 (R, I) of functions f : R → I such that f ′ ∈ C∞0 (R), which will play the
role of smooth and compactly supported functions.
Theorem 3.5. Assume (A) and that Va is bounded from below for some a ∈
C∞+ (R). Assume moreover that the processes X and Xa are non-explosive. Let
f ∈ C∞0 (R, I) be such that for every t ≥ 0,(
σ
a
)′
ϕ′′′(Ptf) (Ptf)
′ ≥ 0. (3.7)
Then we have the sub-intertwining inequality
Θ (Ptf,∇aPtf) ≤ P 2Vaa,t Θ(f,∇af), t ≥ 0. (3.8)
Proof. The proof is somewhat similar to that of Theorem 3.2, except that it re-
quires the L∞ parabolic comparison principle of Lemma 3.4 because of the addi-
tional ingredient of convexity. For every t > 0, define the function
s ∈ [0, t] 7→ J(s) := Θ(Pt−sf,∇aPt−sf).
Since f ∈ C∞0 (R, I), f is valued in a compact interval [m,M ] ⊂ I and belongs to
the space Lip(da). Moreover X is non-explosive and thus from the identity Pt1 = 1
one deduces that Ptf is also valued in [m,M ], inducing the boundedness of the
function φ′′(Ptf). Hence by Theorem 3.2 the function J is bounded on R× [0, t].
Therefore the desired conclusion will hold once we have established that J satisfies
the inequality of Lemma 3.4.
Using the intertwining relation (3.3), we have
L2Vaa J(s) + ∂sJ(s) = L2Vaa Θ(Pt−sf,∇aPt−sf)− ∂xΘ(Pt−sf,∇aPt−sf)LPt−sf
−∂yΘ(Pt−sf,∇aPt−sf)LVaa ∇aPt−sf.
Since Θ is a bivariate convex function we have
LaΘ(F,G) ≥ ∂xΘ(F,G)LaF + ∂yΘ(F,G)LaG,
for every smooth functions F,G and thus we finally obtain
L2Vaa J(s) + ∂sJ(s) ≥ ∂xΘ(Pt−sf,∇aPt−sf) (LaPt−sf −LPt−sf)
+Va (∂yΘ(Pt−sf,∇aPt−sf)∇aPt−sf − 2Θ(Pt−sf,∇aPt−sf))
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= 2 σ
(
σ
a
)′
ϕ′′′(Pt−sf) (∇aPt−sf)3
≥ 0.
The proof is complete. 
Let us comment the previous result. As expected, the case (σ/a)′ = 0 is re-
lated to the Bakry-E´mery criterion, cf. the discussion above. In particular no
assumption on the monotonicity of f is required, as in the case when ϕ is poly-
nomial of degree 2, for which Theorem 3.5 is a straightforward consequence of
Theorem 3.2 and Jensen’s inequality. Actually, the interesting cases are the ones
for which (3.7) requires some restrictions on the functions f, σ and a. For instance
the convex functions ϕ ∈ CI we have in mind for the applications in Section 4 are
ϕ(x) := x log x or ϕ(x) = xp, p ∈ (1, 2) with both I = (0,∞). Such functionals
have negative third derivative on I and thus (3.7) means that we have to compare
the monotonicity of f and σ/a since by Theorem 3.2, f and Ptf are comonotonic
functions.
4. Application to functional inequalities
In this part we apply our main results Theorems 3.2 and 3.5 to functional
inequalities. In particular the intertwining approach allows us on the one hand to
recover the famous variational formula of Chen and Wang on the spectral gap [15],
and on the other hand to establish a restricted version of ϕ-entropy inequalities
like logarithmic Sobolev or Beckner inequalities.
Assume that the measure µ is a probability measure. Letting ϕ ∈ CI , we define
the ϕ-entropy of a function f : R→ I such that ϕ(f) ∈ L1(µ) as
Entϕµ (f) := µ (ϕ(f))− ϕ (µ(f)) ,
where µ(g) stands for the integral of g with respect to µ. Note that the functional
Entϕµ (f) is well-defined and non-negative by convexity of the function ϕ. Denote
H1ϕ the set of I-valued functions f ∈ D(Eµ) such that ϕ′(f) ∈ D(Eµ). We say that
the ϕ-entropy inequality is satisfied with constant c > 0 if for every f ∈ H1ϕ ,
cEntϕµ (f) ≤ Eµ (f, ϕ′(f)) . (4.1)
See for instance [12] for a careful study of the properties of ϕ-entropies. In partic-
ular the previous inequality can be rewritten as
cEntϕµ (f) ≤
∫
R
Θ(f,∇σf) dµ,
where Θ is the bivariate function defined in (3.6). The ϕ-entropy inequality (4.1)
is satisfied if and only if the following dissipation of the semigroup holds: for every
I-valued function f such that ϕ(f) ∈ L1(µ) and every t ≥ 0,
Entϕµ (Ptf) ≤ e−ct Entϕµ (f).
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As announced, below are listed some basic examples of ϕ-entropy inequalities.
First we obtain the Poincare´ inequality when ϕ(x) := x2 with I = R:
cPVarµ(f) ≤ 2 Eµ(f, f),
where Varµ(f) := µ(f
2)−µ(f)2 is the variance of f under µ. The optimal (largest)
constant λ1 = cP/2 is the spectral gap in L
2(µ) of the operator −L, i.e.
λ1 = inf
f∈D (E µ)
Eµ(f, f)
Varµ(f)
. (4.2)
The spectral gap governs the L2(µ) exponential decay to the equilibrium of the
semigroup. On the other hand when ϕ(x) := x log x with I = (0,∞) we obtain
the logarithmic Sobolev inequality (or log-Sobolev inequality)
cLS Entµ(f) ≤ Eµ(f, log f),
where Entµ(f) := µ(f log f) − µ(f) logµ(f) is the entropy of f under µ. Such
a functional inequality, which was originally introduced by Gross [16] to study
hypercontractivity properties, is related to the entropy dissipation of the semigroup
and is stronger than the Poincare´ inequality (we have cLS ≤ cP). Finally the
third example we have in mind is the Beckner inequality which is obtained when
considering the function ϕ(x) = xp with p ∈ (1, 2) and I = (0,∞). We have in
this case
cBp (µ(f
p)− µ(f)p) ≤ p Eµ
(
f, f p−1
)
.
Estimating the best constant in this inequality gives the decay in Lp(µ). Such an
inequality was introduced by Beckner [7] for the Gaussian measure under an alter-
native, but equivalent, formulation. Moreover it interpolates between Poincare´ and
log-Sobolev since it reduces to Poincare´ if p → 2, whereas we obtain log-Sobolev
when dividing both sides by p− 1 and taking the limit as p goes to 1.
As we have seen in Theorem 3.5 above, the constant sign of the function ϕ′′′ is of
crucial importance. In particular this is the case for the three previous examples of
functions ϕ. However there exist convex functions ϕ satisfying all the assumptions
provided in the very definition of CI except this point. An example is the opposite
of the Gaussian isoperimetric function, that is,
ϕ := −F ′ ◦ F−1 : (0, 1)→ R,
where F is the Gaussian cumulative function F (t) :=
∫ t
−∞ e
−x2/2 dx/
√
2π. Using
the well-known relation ϕϕ′′ = −1, it is straightforward to see that ϕ′′ > 0, that
−1/ϕ′′ is convex and that ϕ′′′(1/2) = 0 with ϕ′′′ negative on (0, 1/2) and positive
on (1/2, 1).
Let us start by the Poincare´ inequality. Several years ago, Chen and Wang
[15] used a coupling technique to establish a convenient variational formula on the
spectral gap. In particular, the important point is that it provides in general “easy-
to-verify” conditions ensuring the existence of a spectral gap for the dynamics,
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together with qualitative estimates. Our next result allows us to recover simply
this formula by using Theorem 3.2. Recall that the potential Va is defined by
Va :=
La(a)
a
− b′,
for some function a ∈ C∞+ (R), and define
ρa := inf
x∈R
Va(x),
when the infimum exists. Recall that if ρa > 0 then the non-explosive process X
is positive recurrent and thus µ is normalized to be a probability measure. Note
that supa∈C∞+ (R ) ρa is always non-negative since Va is identically 0 when choosing
a := e−U , where U is given in (2.1).
Theorem 4.1 (Chen-Wang [15]). Assume that there exists some function a ∈
C∞+ (R) such that ρa > 0. Then the operator −L admits a spectral gap λ1. More
precisely the following formula holds:
λ1 ≥ sup
a∈C∞+ (R )
ρa. (4.3)
In particular the equality holds if λ1 is an eigenvalue of −L.
Proof. Letting f ∈ D(Eµ) we have
Varµ(f) = −
∫
R
∫ +∞
0
∂t(Ptf)
2 dt dµ
= −2
∫ +∞
0
∫
R
Ptf LPtf dµ dt
= 2
∫ +∞
0
∫
R
(∇σPtf)2 dµ dt
= 2
∫ +∞
0
∫
R
(
P Vaa,t∇af
)2
dµa dt
≤ 2
∫ +∞
0
e−2ρat
∫
R
Pa,t
(
(∇af)2
)
dµa dt
≤ 2
∫ +∞
0
e−2ρat dt
∫
R
(∇af)2 dµa
=
1
ρa
∫
R
(∇σf)2 dµ.
To obtain above the lines 3, 4, 5 and 6, we used the integration by parts formula,
the intertwining relation of Theorem 3.2, Cauchy-Schwarz’s inequality and the
contraction property in L1(µa) of the semigroup (Pa,t)t≥0, respectively. Therefore
we get λ1 ≥ ρa from which we obtain the desired inequality (4.3).
Now let us prove that the equality holds in (4.3) when λ1 is an eigenvalue of
−L, i.e. the equation
− Lg = λ1 g, (4.4)
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admits a non-constant smooth solution g ∈ L2(µ). The key point is to choose
conveniently the function a with respect to the eigenvector g. By [15] we already
know that g′ > 0 (or g′ < 0) on R. To see that the supremum is attained in (4.3),
we differentiate on both sides of (4.4) and use the intertwining relation (3.3) at
the level of the generators:
λ1∇ag = −∇aLg = −LVaa (∇ag) = −La∇ag + Va∇ag.
In the equalities above g is chosen such that g′ > 0. Choosing the function a = 1/g′
entails λ1 = Va identically. The proof of (4.3) is now complete. 
We mention that the monotonicity of the eigenvector g associated to λ1 might
be obtained directly by Theorem 3.2. Given a function f ∈ D(Eµ), denote vf ∈
D(Eµ) the function corresponding to the total variation of f , i.e. vf is absolutely
continuous with weak derivative |f ′|. Then we have Eµ(vf , vf ) = Eµ(f, f) and we
obtain from Theorem 3.2 applied with a = σ and Jensen’s inequality:
|∇σPtf(x)| ≤ Ex
[
|∇σf(Xt)| exp
(
−
∫ t
0
Vσ(Xs) ds
)]
= Ex
[
|∇σvf(Xt)| exp
(
−
∫ t
0
Vσ(Xs) ds
)]
= |∇σPtvf (x)|,
since vf is increasing. Hence we get in terms of variance,
Varµ(f) = 2
∫ +∞
0
∫
R
|∇σPtf |2 dµ dt
≤ 2
∫ +∞
0
∫
R
|∇σPtvf |2 dµ dt
= Varµ(vf ).
Since the analysis above is also available for the function −vf which is decreasing,
one deduces that the definition (4.2) of the spectral gap is not altered if the infimum
is taken over monotone functions f ∈ D(Eµ).
The proof of Theorem 4.1 being based on Theorem 3.2, whose analogue in the
Neumann case is given by Theorem 3.3, the inequality (4.3) of Theorem 4.1 is also
available for Neumann diffusions. Let us provide an alternative proof by means
of the Sturm-Liouville comparison principle. Let g be the first non-trivial (i.e.
non-constant) eigenvector of the Neumann operator, i.e.
−Lg = λ1 g, g′(α) = g′(β) = 0.
Taking derivative and setting G = g′ give
σ2G′′ + (b+ 2σσ′)G′ + (b′ + λ1)G = 0, G(α) = G(β) = 0.
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Let u be a smooth function on [α, β] such that u′ > 0 and let U = u′. If we choose
a = 1/U then we have
Va = −(Lu)
′
u′
.
The potential Va is bounded from below by some constant ca > 0 if and only if
σ2 U ′′ + (b+ 2σσ′)U ′ + (b′ + ca)U ≤ 0.
In other words there exists some smooth function ν : [α, β]→ [0,+∞) such that
σ2 U ′′ + (b+ 2σσ′)U ′ + (b′ + ca + ν)U = 0.
Assume that Va ≥ ca for some constant ca > 0 and that λ1 < ca. Since b′+ca+ν >
b′ + λ1 the famous Sturm-Liouville comparison principle tells us that between
(strictly) two zeros of G there is a zero of U . Therefore we obtain a contradiction
because we have G(α) = G(β) = 0 on the one hand and U > 0 on (α, β) on the
other hand. Hence we get λ1 ≥ ca and optimizing on the set a ∈ C∞+ (R) gives the
inequality (4.3).
Actually, a refinement of Theorem 4.1 might be obtained by using more carefully
the properties of the Feynman-Kac semigroup. The following result is a kind of
Brascamp-Lieb inequality, cf [10]. Given the (positive) Feynman-Kac potential Va,
denote
Λa(Va) := inf
{
−
∫
R
gLVaa g dµa : g ∈ D(EVaµa); ‖g‖L2(µa) = 1
}
, (4.5)
where D(EVaµa) := D(Eµa) ∩ L2(Va dµa).
Theorem 4.2. Assume that there exists some function a ∈ C∞+ (R) such that ρa >
0. Then the following Brascamp-Lieb type inequality holds: for every f ∈ D(Eµ),
Varµ(f) ≤
∫
R
|∇σf |2
Va
dµ.
Proof. First note that the Schro¨dinger operator LVaa is invertible on the space
L2(µa). Indeed for every f ∈ L2(µa) we have by the Lumer-Phillips theorem,
‖P Vaa,tf‖L2(µa) ≤ e−tΛa(Va) ‖f‖L2(µa).
Since −La is a non-negative operator we have Λa(Va) ≥ ρa and thus we obtain for
every f ∈ L2(µa), ∥∥∥(−LVaa )−1f∥∥∥L2(µa) ≤ 1ρa ‖f‖L2(µa).
Now we have for every f ∈ D(Eµ),
Varµ(f) =
∫
R
f (f − µ(f)) dµ
= −
∫
R
∫ +∞
0
f LPtf dt dµ
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=
∫ +∞
0
∫
R
∇σf ∇σPtf dµ dt
=
∫ +∞
0
∫
R
∇af ∇aPtf dµa dt
=
∫ +∞
0
∫
R
∇af P Vaa,t∇af dµa dt
=
∫
R
∇af (−LVaa )−1∇af dµa
≤
∫
R
∇af (Va)−1∇af dµa
=
∫
R
|∇σf |2
Va
dµ.
To obtain the lines 5 and 7 we used respectively Theorem 3.2 and the standard
inequality (−La + Va)−1 ≤ (Va)−1 understood in the sense of non-negative opera-
tors, the operator (Va)
−1 being the mutiplication by the function 1/Va. The proof
is now complete. 
A consequence of the previous result is the following: every Lipschitz function
with respect to the metric dσ has its variance controlled by the L
1-norm under µ
of the function 1/Va. The variance of Lipschitz functions reveals to be an impor-
tant quantity arising in various problems. For instance it has been studied in [1]
through the so-called spread constant, in relation with concentration properties
and isoperimetry, and has been revisited in [30] through a mass transportation
approach. Recently and under the Bakry-E´mery criterion Γ2 ≥ 0, Milman showed
in [26] that it is enough to bound the L1-norm of centered Lipschitz functions to
get a Poincare´ inequality (with a universal loss in the constants).
The next theorem is an integrated version of the inequality λ1 ≥ ρσ which
derives from Theorem 4.1 or from the Bakry-E´mery criterion (3.4). Besides the
clear improvement given by this integrated criterion, it reveals to be relevant when
Vσ is positive but tends to 0 at infinity, as we will see later with some examples.
For a (compact) Riemannian manifold version of Theorem 4.3 below, we mention
the recent work of Veysseire [31] in which the potential Vσ is nothing but the Ricci
curvature lower bound. Similarly to (4.5) define for the (positive) Feynman-Kac
potential Vσ,
Λ(Vσ) := inf
{
−
∫
R
gLVσg dµ : g ∈ D(EVσµ ); ‖g‖L2(µ) = 1
}
,
where D(EVσµ ) := D(Eµ) ∩ L2(Vσ dµ). With the notation of (4.5) it corresponds to
the quantity Λσ(Vσ).
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Theorem 4.3. Assume that the Feynman-Kac potential Vσ is positive. Then we
have the estimate
λ1 ≥ 1∫
R
1
Vσ
dµ
. (4.6)
Proof. If the function 1/Vσ is not integrable with respect to µ then there is nothing
to prove, hence let us assume that 1/Vσ ∈ L1(µ). We will use a localization
procedure. Let R > 0 be a truncation level and consider the Neumann diffusion in
the compact interval [−R,R]. Recall that the reversible measure µR is the original
one restricted to the interval [−R,R]. If λR1 denotes the spectral gap associated to
the Neumann dynamics then we have λR1 ↓ λ1 as R→ +∞. Hence if we establish
the inequality
λR1 ≥
1∫
R
1
Vσ
dµR
,
then passing through the limit we obtain the desired estimate (4.6). Note that
the potential Vσ remains the same as for our original diffusion on R. Therefore,
without loss of generality we can assume that our diffusion is a compactly sup-
ported Neumann diffusion. In the rest of the proof we remove the superscript R
to avoid a saturated notation. The important point in this localization resides in
the following fact: the potential Vσ is bounded from below on [−R,R] by some
positive constant, say ρσ, hence the Neumann diffusion admits a spectral gap.
Let us show on the one hand that λ1 ≥ Λ(Vσ). Letting f ∈ D(Eµ) be non-null
and centered and t ≥ 0, we have by Theorems 4.2 and 3.3 in the Neumann case,
Varµ(Ptf) ≤ 1
ρσ
∫ R
−R
(∇σPtf)2 dµ
≤ 1
ρσ
‖P Vσt |∇σf |‖2L2(µ)
≤ 1
ρσ
e−2tΛ(Vσ) Eµ(f, f),
where we used the Lumer-Phillips theorem to obtain the third inequality. Now
consider the function ψ : [0,+∞)→ R defined by
ψ(t) := log
∫ R
−R
(Ptf)
2 dµ,
so that the latter inequality rewrites as
ψ(t) ≤ C(f)− 2tΛ(Vσ), (4.7)
where C(f) is some positive constant depending on f . Differentiating two times
the function ψ with respect to the time parameter yields, after an integration by
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parts,
∂2t ψ(t) =
4(∫ R
−R(Ptf)
2 dµ
)2

∫ R
−R
(LPtf)2 dµ
∫ R
−R
(Ptf)
2 dµ−
(∫ R
−R
LPtf Ptf dµ
)2 ,
a quantity which is non-negative by Cauchy-Schwarz’ inequality. Hence the func-
tion ψ is convex and thus from (4.7) we obtain ψ(t) ≤ ψ(0)− 2tΛ(Vσ), or in other
words,
Varµ(Ptf) ≤ e−2tΛ(Vσ)Varµ(f).
By density of D(Eµ) in L2(µ) the above estimate is available for every function
f ∈ L2(µ) and thus we get λ1 ≥ Λ(Vσ) since the spectral gap λ1 is the best constant
such that the L2 convergence above holds.
On the other hand we have by the Poincare´ inequality,
Λ(Vσ) ≥ inf
{
λ1
(
1− µ(f)2
)
+
∫ R
−R
Vσ f
2 dµ : f ∈ D(EVσµ ); ‖f‖L2(µ) = 1
}
≥ λ1 + inf
{∫ R
−R
Vσ f
2 dµ
(
1− λ1
∫ R
−R
1
Vσ
dµ
)
: f ∈ D(EVσµ ); ‖f‖L2(µ) = 1
}
,
where we used Cauchy-Schwarz’ inequality. Combining with the preceding in-
equality λ1 ≥ Λ(Vσ) entails that the last infimum above is non-positive. Now if
the desired conclusion is false, i.e.
1− λ1
∫
R
1
Vσ
dµ > 0,
then this infimum is at least ρσ which is positive on [−R,R], leading thus to a
contradiction. Therefore the inequality (4.6) holds in the Neumann case. The
proof is now achieved. 
In the spirit of Theorem 4.2 it is reasonable to wonder if Theorem 4.3 still holds
with the function σ replaced by some good function a ∈ C∞+ (R). However the
answer is negative when adapting the previous method since a process and its
h−transform have the same spectral properties. If h denotes the function σ/a
then a bit of analysis shows that we have the following equivalence:
gh ∈ D(EVσµ ) and ‖gh‖L2(µ) = 1 ⇐⇒ g ∈ D(EVaµa) and ‖g‖L2(µa) = 1.
Therefore we obtain thanks to the h-transform identity (3.5):
Λ(Vσ) = inf
{
−
∫
R
ghLVσ(gh) dµ : gh ∈ D(EVσµ ); ‖gh‖L2(µ) = 1
}
= inf
{
−
∫
R
gLV (h)σ g dµa : g ∈ D(EVaµa); ‖g‖L2(µa) = 1
}
= inf
{
−
∫
R
gLVaa g dµa : g ∈ D(EVaµa); ‖g‖L2(µa) = 1
}
= Λa(Va).
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Now we turn to the case of more general functions ϕ ∈ CI . We establish below a
ϕ-entropy inequality restricted to a class of functions, in the spirit of the modified
log-Sobolev inequality emphasized by Bobkov and Ledoux [8]. Recall that if for
some a ∈ C∞+ (R) we have a ≍ σ then the processes X and Xa are of the same
nature. If moreover ρa > 0 then both are positive recurrent.
Theorem 4.4. Assume that there exists some function a ∈ C∞+ (R) such that ρa > 0
and also a ≍ σ. Then the ϕ-entropy inequality (4.1) holds with constant 2ρa, for
every function f ∈ H1ϕ satisfying the assumption (3.7).
Proof. A density argument allows us to prove the result only for functions f ∈
C∞0 (R, I). We have by integration by parts,
Entϕµ (f) = −
∫
R
∫ ∞
0
∂tϕ(Ptf) dt dµ
= −
∫ +∞
0
∫
R
ϕ′(Ptf)LPtf dµ dt
=
∫ +∞
0
∫
R
∇σPtf ∇σϕ′(Ptf) dµ dt
=
∫ +∞
0
∫
R
Θ (Ptf,∇aPtf) dµa dt,
where we remind that the bivariate function Θ defined at the end of Section 3 is
given by
Θ(x, y) := ϕ′′(x) y2, (x, y) ∈ I ×R.
Using now Theorem 3.5 and the contraction property in L1(µa) of the semigroup
(Pa,t)t≥0, we obtain
Entϕµ (f) ≤
∫ +∞
0
e−2ρat
∫
R
Pa,tΘ (f,∇af) dµa dt
≤
∫ +∞
0
e−2ρat dt
∫
R
Θ (f,∇af) dµa
=
1
2ρa
∫
R
∇σf ∇σϕ′(f) dµ
=
1
2ρa
Eµ (f, ϕ′(f)) ,
which completes the proof. 
Let IC∞+ (R) and DC∞+ (R) be the subsets of C∞+ (R) given by considering in-
creasing and decreasing functions, respectively. In the case of the log-Sobolev or
Beckner inequalities, i.e. ϕ(x) := x log x or ϕ(x) = xp respectively, both with
I = (0,∞), then ϕ′′′ < 0 and thus (3.7) is reduced to(
σ
a
)′
f ′ ≤ 0,
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since by Theorem 3.2, the functions f and Ptf are comonotonic. In particular
we obtain the desired functional inequality for functions in IC∞+ (R) (resp. in
DC∞+ (R)) if σ/a ∈ DC∞+ (R) (resp. σ/a ∈ IC∞+ (R)). Note that for the log-Sobolev
inequality, Miclo [25] proved that one can restrict to monotone functions, that is,
if the log-Sobolev inequality is satisfied for the class of monotone functions, then
it holds actually for all functions and with the same constant. Thus combining
with Theorem 4.4 we obtain the following result.
Theorem 4.5. Assume that there exists two functions a, a˜ ∈ C∞+ (R) such that
σ/a ∈ IC∞+ (R), σ/a˜ ∈ DC∞+ (R), ρa > 0, ρa˜ > 0 and also a ≍ a˜ ≍ σ. Then the log-
Sobolev inequality holds. More precisely the following estimate on the log-Sobolev
constant cLS holds:
cLS ≥ 2 min
(
sup
{
ρa : σ/a ∈ IC∞+ (R), a ≍ σ
}
, sup
{
ρa : σ/a ∈ DC∞+ (R), a ≍ σ
})
.
In particular if the probability measure µ is symmetric, i.e. its density is an even
function, then the latter inequality reduces to
cLS ≥ 2 sup
{
ρa : σ/a ∈ IC∞+ (R), a ≍ σ
}
.
Unfortunately, such a result cannot be similarly stated for the Beckner inequal-
ity. Indeed, we ignore if the Beckner inequality restricted to the class of monotone
functions is equivalent to the standard Beckner inequality.
5. Examples
This final part is devoted to illustrate the above functional inequalities by re-
visiting classical examples, for which new estimates on the optimal constants are
derived. We first focus our attention on the case when the diffusion function σ is
constant, equal to 1. Then the Sturm-Liouville operator we consider is given by
Lf := f ′′ − U ′ f ′,
where U is some smooth potential. Take U(0) such that e−U is a density with
respect to the Lebesgue measure. For the examples we have in mind (except
the Gaussian case), the Bakry-E´mery theory is not fully satisfactory since the
Feynman-Kac potential Vσ, which rewrites since σ is constant as
Vσ :=
Lσ
σ
+ U ′′ = U ′′,
is not bounded from below by some positive constant. In other words, the potential
U is not strictly convex and can even be concave in a localized region, as for the
double-well example.
Based on his work on Hardy’s inequalities, let us start by recalling the famous re-
sult of Muckenhoupt [27] which characterizes the dynamics satisfying the Poincare´
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inequality on R. See also the paper of Miclo [24] for an approach through the
so-called path method. Denote the quantities
B+m := sup
x≥m
∫ +∞
x
e−U(y) dy
∫ x
m
eU(y) dy and B−m := sup
x≤m
∫ x
−∞
e−U(y) dy
∫ m
x
eU(y) dy,
where m is a median of the probability measure µ with density e−U . Finally set
Bm := max{B+m, B−m}.
Theorem 5.1 (Muckenhoupt). The operator −L has a spectral gap λ1 if and only
if Bm is finite. More precisely we have the inequalities
1
4Bm
≤ λ1 ≤ 2
Bm
.
Although the quantity Bm might be difficult to estimate, the important point
is the following: every non-trivial upper bound on Bm provides a lower bound on
the spectral gap. Following this observation let us introduce the operator
Lf(x) = f ′′(x)− |x|α−1 Sign(x) f ′(x), (5.1)
corresponding to the potential U(x) := |x|α/α, where α > 0 and Sign stands for
the sign function on R. Although the function U might not be C2 at the origin,
it does not play an important role in our study and thus can be ignored, at the
price of an unessential regularizing procedure. For α = 1 the reversible probability
measure is the (symmetrized) exponential exponential measure on R whereas for
α = 2 the underlying process is the Ornstein-Uhlenbeck process and µ is the
standard Gaussian distribution. It is well-known that the operator −L admits a
spectral gap if and only if α ≥ 1 and the log-Sobolev inequality is satisfied if and
only if α ≥ 2, cf. for instance [20].
Recall the notation of the potential Va defined in (3.1),
Va :=
La(a)
a
− b′,
and also ρa := inf Va when it exists. Starting with the Poincare´ inequality, our
objective is to find some nice function a ∈ C∞+ (R) such that ρa > 0. The case
α = 2 in (5.1) is well-known and we have λ1 = 1. To recover this result through
Theorem 4.1, choose a = 1 which gives Va = 1 hence λ1 ≥ 1. Moreover by the
proof of Theorem 4.1, we see that linear functions are extremal and thus λ1 = 1.
Certainly, this result is expected since the Bakry-E´mery theory fits perfectly and
gives the optimal results, or in other words, the choice a = σ is optimal.
Let us consider the case α = 1 in (5.1). Using the nice properties of the exponen-
tial distribution, a famous result of Bobkov and Ledoux [8] states that λ1 = 1/4.
To recapture this result we proceed as follows. Set a(x) := e−|x|/2. Of course a
is not smooth at the origin but it causes no trouble for the present example. We
have Va = δ0+1/4 where δ0 stands for the Dirac mass at point 0, so that we obtain
λ1 ≥ ρa = 1/4. To get the reverse inequality, apply the Poincare´ inequality to the
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sequence of functions x 7→ eα|x| where α < 1/2 and take the limit as α ↑ 1/2 which
yields λ1 ≤ 1/4, and thus the desired equality.
Now we focus on the case α ∈ (1, 2) in (5.1). Applying Theorem 4.3 to these
dynamics entails the following lower bound,
λ1 ≥ α− 1∫
R
|x|2−α µ(dx) = (α− 1)α
1−2/α Γ(1/α)
Γ((3− α)/α) , (5.2)
where Γ is the well-known Gamma function Γ(u) :=
∫ +∞
0 x
u−1 e−x dx, u > 0. Such
a result might be compared with that obtained from the Muckenhoupt criterion.
More precisely since µ is symmetric then it has median 0 and we have B+0 = B
−
0 .
Therefore we get
B+0 = sup
x≥0
∫ +∞
x
e−y
α/α dy
∫ x
0
ey
α/α dy
≤ α2/α Γ(1 + 1/α)2,
where we used the trivial inequality sα − rα ≥ (s − r)α with 0 ≤ r ≤ s, which is
available since α > 1. Finally Muckenhoupt’s criterion entails the estimate
λ1 ≥ 1
4α2/α Γ(1 + 1/α)2
. (5.3)
One notices that our estimate (5.2) is worse as soon as α ≈ 1 (Muckenhoupt’s
estimate is sharp for α = 1) but is better than (5.3) otherwise (numerically for
α at least 1.188). In order to obtain a convenient upper bound on λ1, we have
to apply the Poincare´ inequality with a suitable function. For instance let f be
the µ-centered function f(x) := Sign(x)|x|ε, where ε > 1/2. Then using some
symmetries and a change of variables, we have
λ1 ≤ Eµ(f, f)
Varµ(f)
= ε2 α−2/α
Γ((2ε− 1)/α)
Γ((2ε+ 1)/α)
, (5.4)
Choosing now ε = 1 shows that we have the upper bound
λ1 ≤ 1
3− α α
1−2/α Γ(1/α)
Γ((3− α)/α) ,
which is nothing but the lower bound (5.2) times 1/(3− α)(α− 1).
Another example of interest is given by the case α = 4 in (5.1). Here the lack of
strict convexity of the potential U is located at the origin. Letting a := eW where
W is a smooth function to be chosen later, we have
Va =
La(a)
a
+ U ′′
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=
a′′
a
+ ba
a′
a
+ U ′′
= W ′′ + (W ′)2 + baW
′ + U ′′
= W ′′ − (W ′)2 − U ′W ′ + U ′′
= W ′′ −
(
W ′ +
U ′
2
)2
+
(U ′)2
4
+ U ′′
= Z ′ − Z2 + U
′′
2
+
(U ′)2
4
,
with Z := W ′+U ′/2. One of the simplest choice is to take Z(x) := εx with ε > 0
to be chosen below, that is,
W (x) = −U(x)
2
+
εx2
2
, x ∈ R.
Obviously, one could choose for Z a polynomial of higher degree but the opti-
mization below would become much more delicate. Plugging then into the above
expression entails
ρa = ε+ inf
x∈R
{
(U ′)2
4
+
U ′′
2
− ε2x2
}
= ε+ inf
x∈R
{
x6
4
+
(
3
2
− ε2
)
x2
}
.
Taking ε :=
√
3/2 we get ρa =
√
3/2 and therefore we obtain λ1 ≥
√
3/2 ≈
1.224 which is better than Muckenhoupt’s estimate (5.3) which only yields λ1 ≥
1/8Γ(5/4)2 ≈ 0.152. Together with the upper bound (5.4), also available for α = 4
and numerically minimal for ε ≈ 0.854 with the value ≈ 1.426, we obtain for this
example λ1 ∈ [1.224, 1.426].
The last example we have in mind is the case of the double-well potential. For
instance let U be given by
U(x) := x4/4− βx2/2, x ∈ R, (5.5)
with β > 0. Such a potential is convex at infinity but exhibits a concave region
near the origin, which increases as β does. These dynamics satisfy the functional
inequalities of interest (Poincare´ and log-Sobolev) thanks to the strict convexity
at infinity and using perturbation arguments or Wang’s criterion on exponential
integrability, see for instance [32]. Using the same method as before and with the
same choice of function a = eW with
W (x) := −U(x)
2
+
εx2
2
= −x
4
8
+
(
β
4
+
ε
2
)
x2,
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yields to the following estimate:
ρa = ε+ inf
x∈R
{
(U ′)2
4
+
U ′′
2
− ε2x2
}
= ε− β
2
+ inf
x∈R
{
x2
4
(
x2 − β
)2
+
(
3
2
− ε2
)
x2
}
.
For instance if 0 < β <
√
6 then taking ε :=
√
3/2 the minimum of Va is attained
in 0 and thus ρa =
√
3/2 − β > 0. Otherwise the case β ≥ √6 requires tedious
computations to find a good parameter ε such that ρa > 0, meaning that the
concave region between the two wells is large.
Now we turn to the case of log-Sobolev inequalities. Once again our goal is to
find a nice test function a ∈ C∞+ (R) such that ρa > 0 but under the additional
monotonicity constraint of Theorem 4.5. Recall that we have taken the diffusion
function σ to be constant and equal to 1 in all the examples of interest, hence the
statement of Theorem 4.5 reduces to
cLS ≥ 2 sup
{
ρa : a ∈ IC∞+ (R), a ≍ 1
}
.
Let us investigate our previous examples. As mentioned above, the dynamics (5.1)
satisfies the log-Sobolev inequality if and only if α ≥ 2. For the Ornstein-Uhlenbeck
potential corresponding to the case α = 2, it is well-known that cLS = 2. By taking
a ≡ 1 as for the Poincare´ inequality we get cLS ≥ 2. Since 2 = 2 λ1 = cP ≥ cLS, we
obtain cLS = 2. We can also recover that the exponential functions fκ(x) := e
κx are
extremal for the log-Sobolev inequality. Indeed, using the famous commutation
relation
(Ptg)
′ = e−t Pt(g
′),
available for every smooth positive function g, it can be shown that the equality
holds in the inequality (3.8) of Theorem 3.5, that is,
Θ (Ptfκ, (Ptfκ)
′) = e−2t PtΘ(fκ, f
′
κ),
where in the log-Sobolev case Θ(r, s) := s2/r with r > 0 and s ∈ R. Then it is
enough to observe that the equality is conserved in all the steps of the proof of
Theorem 4.4.
We now turn to the two other examples, i.e. the case of the generator (5.1) for
α > 2 and the double-well potential defined in (5.5). As before we set a := eW
and since we require a to be increasing, let W ′ := eA where A is some convenient
function to be chosen below. As for the spectral gap, we have for every x ∈ R,
Va(x) = W
′′(x)− (W ′)2(x)− U ′(x)W ′(x) + U ′′(x)
=
(
A′(x)− eA(x) − Sign(x) |x|α−1
)
eA(x) + (α− 1) |x|α−2.
In order to obtain ρa > 0 with furthermore a ≍ 1, we are looking for some
function A increasing in a neighborhood of 0, going to −∞ as x→ +∞ so that eA
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is integrable on R with respect to the Lebesgue measure, and which does not tend
to +∞ as x → −∞. Maybe far from optimality, an example is given by A(x) :=
−(εx− γ)2, where for each example of interest the non-null numbers ε and γ are
chosen conveniently of the same sign. For instance in the case α = 4 the choices
ε = 1 and γ = 1 entail, using numerical computations, the lower bound ρa ≥ 0.594.
Together with the upper bound cLS ≤ 2λ1 we obtain cLS ∈ [1.188, 2.852].
For the double-well example, the potential Va reads as
Va(x) = (A
′(x)− eA(x) − x3 + βx) eA(x) + 3x2 − β.
Once again the choice of A(x) = −(εx−γ)2, where ε, γ are found such that Va > 0
in a neighborhood of 0, allows us to obtain ρa > 0. For instance if β = 1/2 then set
ε = 1.28 and γ = 1 so that we get ρa ≥ 0.22 using again numerical computations
and thus cLS ≥ 0.44.
Let us achieve this work by considering an example involving a non-constant
diffusion function σ. Given some potential U , we assume once again that the
probability measure µ has density proportional to e−U . Such a measure is reversible
with respect to the following dynamics
Lf = σ2 f ′′ +
(
2 σ σ′ − σ2 U ′
)
f ′,
where σ is an arbitrary smooth function. We focus on the generalized Cauchy
measure µ with density proportional to (1 + x2)−β, where β > 1/2. This means
that the potential U is given by
U(x) := β log(1 + x2), x ∈ R.
Denote Zβ the normalization constant,
Zβ :=
∫
R
dx
(1 + x2)β
=
Γ(1/2) Γ(β − 1/2)
Γ(β)
.
It is known that these dynamics do not satisfy the Poincare´ inequality with the
choice σ = 1 since the distance function dσ is not exponentially integrable. To
overcome this difficulty we keep the same measure µ and choose conveniently the
diffusion function σ. By a recent result of Bobkov and Ledoux [9], the Poincare´
inequality is satisfied with σ(x) :=
√
1 + x2, i.e. for every f ∈ D(Eµ),
β − 1
2
Varµ(f) ≤
∫
R
(1 + x2) (f ′(x))
2
µ(dx).
With this choice of diffusion function, brief computations give the potential
Vσ(x) =
Lσ
σ
−
(
2 σ σ′ − σ2 U ′
)′
= −σσ′′ + σσ′U ′ + σ2U ′′
=
2β − 1
1 + x2
.
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Hence by Theorem 4.3 we obtain for every β > 3/2 the following lower bound on
the spectral gap λ1:
λ1 ≥ (2β − 1)Zβ
Zβ−1
=
(2β − 1)(β − 3/2)
β − 1 ,
which can be compared to the constant above (β − 1)/2.
Moreover the log-Sobolev inequality holds with the different diffusion function
σ˜(x) := 1 + x2, cf. [9], and with constant cLS ≥ 4(β − 1) at least for β > 1, that
is, for every f ∈ D(Eµ) such that log f ∈ D(Eµ),
4(β − 1) Entµ(f) ≤
∫
R
(1 + x2)2 f ′(x) (log f(x))′ µ(dx).
The Bakry-E´mery criterion, i.e. the choice a = σ˜ in Theorem 4.5 above, allows us
to recover this result since we have
Vσ˜(x) = 2 (β − 1) (1 + x2), x ∈ R,
and taking the infimum yields ρσ˜ = 2(β − 1).
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