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To what extent can particulate random media be characterised using direct wave backscattering from a
single receiver/source? Here, in a two dimensional setting, we show using a machine learning approach that
both the particle radius and concentration can be accurately measured when the boundary condition on the
particles is of Dirichlet type. Although the methods we introduce could be applied to any particle type. In
general backscattering is challenging to interpret for a wide range of particle concentrations, because multiple
scattering cannot be ignored, except in the very dilute range. Across the concentration range from 1% to
20% we find that the mean backscattered wave field is sufficient to accurately determine the concentration of
particles. However, to accurately determine the particle radius, the second moment, or average intensity, of
the backscattering is necessary. We are also able to determine what is the ideal frequency range to measure
a broad range of particles sizes. To get rigorous results with supervised machine learning requires a large,
highly precise, dataset of backscattered waves from an infinite half-space filled with particles. We are able to
create this dataset by introducing a numerical approach which accurately approximates the backscattering
from an infinite half-space.
PACS numbers: 42.25.Dd,43.20.Fn,05.10.Ln
Under close inspection, many materials are composed
of small randomly distributed particles or inclusions. So
it is no surprise that the need to measure particle proper-
ties, such as their average size and concentration, spans
many physical disciplines. For quick non-invasive mea-
surements, waves, either mechanical, electromagnetic or
quantum, are the preferred choice. However, measur-
ing a broad range of particle concentrations and sizes is
still an open challenge. For high concentrations the wave
undergoes multiple scattering, which requires specialised
methods to compute and interpret. And further, mea-
suring a wide range of particle sizes means a wide range
of frequencies needs to considered.
The type of wave used depends on the type of particle:
acoustic waves are used to measure liquid emulsions1,
sediment on the ocean floor2 and polycrystalline mate-
rials3. Microwaves are vital in remote sensing of ice4;
optics for aerosols5 and cellular components, both mi-
crometer6 and nanoscale7 structures, among many other
applications. In all these applications, there are cases
when transmission experiments are impractical, because
either the material is too opaque or, for example, has
an unknown depth. The next natural choice is to use
reflected, or backscattered, waves.
Here we ask can one source/receiver measure the prop-
erties of a random particulate medium? And is it possible
a)arturgower@gmail.com; https://arturgower.github.io/
b)gowerrobert@gmail.com; https://perso.telecom-
paristech.fr/rgower/
to do so without measuring the backscattering for a range
of scattering angles, and without knowing the depth of
the medium?
Figure 1 illustrates a backscattered wave in time mea-
sured at one point in space. We consider only elastic scat-
tering, and scattered waves that have the same frequency
as the incident wave. We show that, with this simple
setup, it is possible to recover a wide range of concentra-
tions and particle radiuses, even including particles with
a sub-wavelength radius. We also identify which part
of the backscattered signal is sensitive to the concentra-
tion and particle radius. To achieve these goals, we use
learning curves from supervised machine learning, and,
in doing so, we also show how to accurately predict par-
ticle radius and concentration from backscattered waves.
Supervised machine learning in similar contexts has al-
ready shown great promise8,9. See9 for a summary of
machine learning applications in remote sensing.
The long term goal is to develop a device, as simple as
possible and with little prior information, that can deter-
mine the statistical properties of the particles for a broad
range of random media. To do so will require theoreti-
cal predictions, experiments and simulations of backscat-
tered waves. A supervised learning approach can then
easily combine data from these different sources to pro-
duce an algorithm that predicts particle statistics. Here
we take the first step towards this goal, by using simu-
lated data, as it is the most accurate for a broad range
of media.
The most common approach to determine particle
properties from backscattering, to date, is to adjust the
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Figure 1: the snapshot above is of a plane wave pulse
being backscattered by the grey particles, in the region
x > 0, after time t = 20 (non-dimensional). The
incident pulse originated at the line x = xR, then
travelled towards the particles and was then
backscattered. The blue line graph shows the amplitude
measured at (xR, 0) over time, where around time
t = 25 the backscattered waves begin to arrive. The
particles occupy 10% of the volume and around 150
particles were used for these simulations.
parameters of a mathematical model until it fits the mea-
sured backscattering2,10. Ideally, these two approaches
could be combined to produce an accurate method valid
for a large range of parameters.
Simulating near-surface backscattering — We
consider a simple setting with Dirichlet boundary con-
ditions, that is, where the scalar wave-field w = 0 on
the boundary of the particles, which for acoustics cor-
responds to zero pressure, for elasticity corresponds to
zero displacement and for electromagnetism corresponds
to zero electric or magnetic susceptibility, depending on
the polarisation. This case is particularly challenging for
many of the current theoretical approaches, as they can
lead to unphysical results, even for low frequency and low
concentration, as we demonstrate below. We restricted
ourselves to two dimensions to lighten the computational
load, which is qualitatively similar to three dimensions11.
In the conclusion we discuss extensions to three dimen-
sions.
Consider an incident plane wave eik(x−xR−t), where k
is the wavenumber of the background medium, and we
have non-dimensionalised by taking the phase velocity of
the background to be 1. We non-dimensionalise because
the theory applies to many different applications. The
total wave w = eik(x−xR−t) + u satisfies the two dimen-
sional scalar wave equation, where u is the backscattered
wave from the particles within the halfspace x > 0 and
(xR, 0) is the receiver position, such as shown in Figure 1.
If the receiver is close to the particles, then near-field ef-
fects will dominate and many realisations will be needed
to calculate the statistical moments. To avoid this, we
choose xR = −10. We use a for particle radius, n for
number of particles per unit area (concentration) and
φ = a2pin for volume fraction, and consider a wide range
of media:
1% ≤ φ ≤ 21%, 0.2 ≤ a ≤ 2.0 and 0 ≤ k ≤ 1, (1)
for instance, these values are typically used in emulsions,
suspensions, and for atmospheric aerosols.
For random media it is convenient to use the moments
of u. That is, if Λ represents one configuration of par-
ticles, then u = u(Λ) depends on Λ and its ensemble
average is 〈u〉 = ∫ u(Λ)p(Λ)dΛ, where p(Λ) is the proba-
bility of the particles being in the configuration Λ, then
the central moments are
〈u〉n = 〈(u− 〈u〉)n〉1/n. (2)
We will now associate each medium with a fixed particle
radius, concentration and set of moments 〈u〉 and (2).
There are many specialised methods to determine
these moments12–16. Those that accurately calculate
〈u〉j for a broad frequency range require 〈u〉, and
a common approximation of 〈u〉 is to assume that
〈u〉 ≈ eik∗x inside the random media, for some effec-
tive wave number k∗. For small volume fraction φ and
direct backscattering17,18 this approximation leads to
〈u〉 ≈ −iφ(pia2k2)−1∑n Jn(ka)/Hn(ka)ei(npi−kx), where
Jn and Hn are a Bessel and Hankel function of the
first kind. However, this approximation diverges when
a → 0, while φ is fixed, and leads to the unphysical re-
sult |〈u〉| > 1. Even rigorous methods12, deduced for
moderate volume fraction, present the same problem.
This problem is a result of strong scatterers, with w = 0
on their boundaries, completely reflecting waves at low-
frequencies for any particle volume fraction. This can be
seen by investigating the effective properties19,20. The
consequence is that series expansions of 〈u〉 for small vol-
ume fractions do not converge for scatterers with w = 0
on their boundaries. For other strong scatterers with
w ≈ 0 on their boundaries, this series converges very
slowly.
It may be possible to accurately describe backscatter-
ing from strong scatterers with integral methods that are
valid for any volume fraction21,22. Though, we note, that
methods dervived from Lippmann-Schwinger type equa-
tions are not formally valid for scatterers with discontin-
uous material properties23, such as strong acoustic scat-
terers.
To accurately determine all the moments over the
range (1), we use a numerical approach based on the
multipole method24 to calculate u(Λ) for each configura-
tion Λ, from which we determine the 〈u〉n with a Monte
Carlo method25. In all our convergence tests, truncation
errors and benchmarks were within 1% accuracy for each
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Figure 2: the backscattering of the incident wave
e−0.1(x−xR−t)
2
from particles of radius a = 0.2
occupying φ = 20% of the volume. Left, backscattering
from five different configurations. Right, the moments
of 756 configurations. The height of the black line is 〈u〉
the mean response, while the total thickness of the
green and red regions are the second 〈u〉2 (standard
deviation) and fourth 〈u〉4 (kurtosis) moment.
simulation. In the supplementary material we explain
how to reproduce our results, including high performance
software to simulate the backscattering26 and implement
the machine learning. The data used in this paper is also
publicly available? .
Approximating the backscattering from an infinite
halfspace, with a limited computational domain, is chal-
lenging. To overcome this challenge we calculate the
backscattering of the incident time pulse e−0.1(x−xR−t)
2
,
which, for wavenumbers 0 ≤ k ≤ 1, results in less than
1% Gibbs phenomena, and receive the backscattering at
(xR, 0). By only receiving the signal for t ≤ 98, we can
exclude from the simulation all particles that would take
more than t = 100 for their first scattered wave to arrive
at the receiver (xR, 0). That is, we need only simulate
particles that are near the surface, which is why we call
this near-surface backscattering. See Figure 2 for the in-
cident time pulse and for 〈u〉, 〈u〉1 and 〈u〉4, where we
include 〈u〉4 as it is known to be sensitive the micro-
structure16,27.
In total we simulated the moments of 205 different
media, evenly sampled from (1), which required 83000
backscattering simulations - each corresponding to one
configuration Λ. For the larger simulations up to 7600
particles were used. To estimate the quality of the calcu-
lated moments, we used the standard error of the mean.
See Figure 3 for an overview of the simulated moments.
Learning from backscattering — With a high
quality data set of backscattered waves, we can now use
supervised machine learning to generate a model that
best fits the radius and a separate model that best fits the
concentration. To test these models, we use them to pre-
dict the concentration and the radius of yet unseen media
using only backscattered waves as input. Our supervised
machine learning method of choice is kernel ridge regres-
sion28,29, because when using continuous kernels it can
fit any continuous function30. This allows us to establish
whether the radius or the concentration are continuous
functions of 〈u〉 or 〈u〉2 or both. In other words, we
can determine which moments are needed to predict the
radius and concentration. We present the results for con-
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Figure 3: an overview of the moments of the direct
backscattering of the incident wave shown in the
top-right. Each graph shows −1 < y < 0.35, while the
x−axes shows time 9.5 ≤ t ≤ 98. Each column has the
same volume fraction φ, while each row has the same
particle radius a, except in the top-right which is shown
to the same scale as the moments, but with time
−9.5 ≤ t ≤ 78 and −0.35 < y < 1.0.
centration, instead of volume fraction, because it can be
accurately predicted from just 〈u〉.
Our training set is the simulated backscattered mo-
ments of 205 different media. Using this training set we
train a model, that is to say, we use kernel ridge regres-
sion applied to the training set to generate a model. The
hyperparameters of the ridge regression were selected us-
ing a 7-fold cross validation. To determine the predic-
tive power of our model, we generate a test set with 81
randomly chosen media with radius 0.2 ≤ a ≤ 2.0 and
volume fraction 1% ≤ φ ≤ 21%. Every medium of the
test set is distinct from the training set. To measure the
goodness of fit, we use the R2 coefficient with respect
to the mean of the test set. If R2 = 0 then the model
has the same predictive power as the mean of the test
set, while R2 = 1 shows that the model has perfect pre-
diction. Finally we tested two continuous kernels, the
Gaussian (or radial basis) and the Ornstein–Uhlenbeck
kernel. Both kernels gave similar scores through cross-
validation, though the Ornstein–Uhlenbeck kernel had a
slightly better R2 coefficient on the test set, so we only
report these results.
Results — we train two models using only 〈u〉, one to
predict the concentration and one to predict the radius,
see the top graphs of Figure 4. The top left and top right
graphs show the scatter plot of the concentration and ra-
dius of the test set against the predicted concentration
and radius, respectively. The prediction for the concen-
tration is almost perfect, with R2 = 0.96. On the other
hand, the prediction for the radius is almost meaningless
with R2 = 0.53. The failure of the first moment 〈u〉 alone
to predict the radius is significant, as it indicates that the
radius is not a continuous function of 〈u〉.
To accurately predict the radius, the second moment
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Figure 4: shows that to accurately predict
concentration requires only 〈u〉, but to accurately
predict the particle radius requires also second moment
〈u〉2. The top two models were trained using only the
mean 〈u〉, while the bottom two were trained using the
mean 〈u〉 and second moment 〈u〉2. The best prediction
for the concentration gives R2 = 0.98, which results
from using low wavenumbers, discussed later.
was necessary. Indeed, training a model on the first and
second moment resulted in an accurate prediction of the
radius with R2 = 0.93, see the bottom right of Figure 4.
To show that our results, such as the top right of Fig-
ure 4, are not due to insufficient data, and likely extend
beyond our data set, we examine the learning curves. A
learning curve shows the R2 coefficient as the quality
of the data is increased. For example, if it was possi-
ble to predict the radius from only 〈u〉, then the model’s
R2 coefficient would increase when improving the train-
ing data’s quality. Contrary to this, if the R2 coefficient
does not increase, or if there is no clear trend, then the
model cannot predict the radius, no matter the quality
of the training data.
We vary the quality of the training data by changing:
the number of media, the number of simulations for each
medium, and by limiting the maximum wavenumber k
of the incident wave. For every change in the training
data we re-train the model of the radius and the model
of the concentration. The resulting learning curves are
shown in Figures 5 and 6. The graphs on the left of all
these figures are the result of using a model trained only
on 〈u〉, and from them we see that the R2 of the radius
model does not tend to 1 when increasing the training
data quality. The simplest explanation for this is that
〈u〉 does not by itself carry information about the radius.
On the other hand, the graphs on the right of Figures 5
and 6 are models trained on 〈u〉 and 〈u〉2, and clearly
their R2 for the radius converges to R2 = 1. In contrast,
the concentration is accurately predicted from 〈u〉 even
when using either 30% of the number of training media,
having large standard errors of the mean, or using only
wavenumbers k ≤ 0.1. In fact limiting 0 ≤ k ≤ 0.1, leads
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Figure 5: shows how increasing the maximum
wavenumber does not lead to better predictions of
particle radius when measuring 〈u〉. That is, for each
point (x, y) on the graphs, we limit the incident
wavenumbers of the training and test set to 0 ≤ k ≤ x,
which results in y = R2. On the left (right) we used a
model trained on only 〈u〉 (〈u〉 and 〈u〉2).
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Figure 6: shows how well the particle radius and
concentration are predicted, R2, when changing the
quality of the training data. The test set was fixed with
a relative standard error of the mean of 10%. The top
two graphs increase the number of simulations per
medium, resulting in a change of the relative standard
error of mean 〈u〉 on the x-axis. The bottom graphs
increase the number of media, shown as a percentage of
the full training data on the x-axis. The model on the
left (right) was trained using only 〈u〉 (〈u〉 and 〈u〉2).
to an R2 = 0.98 for the concentration.
Finally, from Figure 5, we see that the learning curve
saturates around a maximum wavenumber of 0.8. This
indicates that 0 < k < 0.8 is the ideal range to measure
particles in the range 0 < a < 2.
Conclusions — our results indicate that the first
direct backscattered moment 〈u〉 does not carry infor-
mation about a broad range of particle radiuses, for
strong scatterers. However, the second moment 〈u〉2 does
carry this information. On the other hand, the particle
concentration can be accurate predicted from just 〈u〉.
We also demonstrated that only incident wavenumbers
0 < k < 0.8 are needed to accurately measure particles
with radius 0 < a < 2. This implies that neither theory,
1simulation or experiments need go beyond ka = 1.6, at
least for strong scatterers. This also means that we are
able to accurately recover radiuses that 20 times smaller
than the smallest incident wavelength.
In this study we did not consider limitations in spatial
and temporal resolution, which of course are important
in practise. However, before specialising to one particular
scenario, i.e. typical acoustics and light scattering exper-
iments, we need to know what is possible to measure or
not in an ideal setting. Studies like these are therefore
a vital first step. Another important step is to quantify
how uncertainties in the measurements affect the predic-
tion of the particle properties. This can be achieved by
using Guassian process regression? , which is, in a sense,
a Bayesian version of kernel ridge regression.
Ultimately, our machine learning model could be em-
bedded into a device to predict particulate properties.
Though our model is initially trained on simulated data,
our training procedure is simple enough that the model
can be updated using real data. This step of adapting
models trained on simulated data to real applications
has been applied to challenging problems such as robotic
grasping? , facial recognition? , 3D pose inference? and
optical flow estimation? to name a few. These applica-
tions have advanced in strides by using simulated data,
and we see a similar potential for characterising random
media, such as this work.
Both the simulation (near-surface backscattering) and
machine learning approach we have presented could be
applied to characterise any type of particulate material
from wave backscattering. To extend our approach, to 3D
and other types of particles, computational efficiency is
important. Simulating the backscattered moments would
be faster if the multilevel Monte Carlo methods31 and fast
multipole methods32 were used. For instance, it may be
possible to measure the physical properties of the par-
ticles, as well as the size and concentration. Another
avenue to create more backscattering data is to piece to-
gether different theoretical models, which could then be
validated with the numeric approach we introduced: near
surface backscattering in time.
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Supplementary material on
Characterising particulate random media
from near-surface backscattering
Here we explain how to reproduce our results shown in
the letter Characterising particulate random media from
near-surface backscattering, including high performance
software to simulate the backscattering, implement the
machine learning and how to access the data used.
Calculating near-surface backscattering — We
choose the multi-pole method because it easily accom-
modates circular particles, it is very accurate and it
has hardly any artefacts24. It has been the method of
choice for other packages dedicated to multiple scatter-
ing33, and can be made computationally efficient with
the fast multi-pole method32. As this method is well es-
tablished, here we only give a brief outline. Our code26
was implemented in Julia34, a language focused on high
performance numerics, and is open source35. All the tests
and benchmarks we refer to are reproduced in the exam-
ple and test folder. The data used in the paper is also
available online? .
The j-th particle scatters a wave uj , which satisfies the
2D scalar wave equation ∇2uj + k2uj = 0, and therefore
has the form
uj =
M∑
m=−M
AjmJm(ka)
Hm(kr
j)
Hm(ka)
eimθ
j
for rj ≥ a,
(S1)
where a is the particle radius, (rj , θj) are the polar co-
ordinates of (x, y) centred at the j-th particles centre
(xj , yj) and M is chosen so that (S1) converges. The
Hm and Jm are Hankel and Bessel functions of the first
kind, and the Ajm are to be determined from boundary
conditions. Using the above, we write the backscattered
wave in the form ub =
∑N
j=1 u
j , where N is the number
of particles. The boundary conditions
u = 0 on rj = a for j = 1, . . . , N, (S2)
where u = eik(x−xR−t) +ub, and Graf’s addition theorem
leads to
Asm +
M∑
n=−M
N∑
j=1
j 6=s
Ajn
Jn(ka)
Hn(ka)
Hn−m(kRjs)ei(n−m)θ
js
= −imeik(xs−xR), (S3)
for m = −M, . . . ,M and s = 1, . . . , N . We use the
above to solve for the Asm and completely determine ub.
The point (xs, ys) is the centre of the s-th inclusion and
(Rjs, θjs) are the polar coordinates of (xs, ys) centred at
(xj , yj).
After calculating the solution in the frequency domain
for 0 ≤ k ≤ 1, we can calculate the backscattered re-
sponse in time measured at (xR, 0), where we consider
ak ≤ 2. The smaller ak, the smaller M needs to be.
One notable challenge, is that we want to approximate
the backscattering ub from a infinite halfspace x > 0
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Figure S1: shows particles randomly placed according
to a uniform distribution. For a plane incident wave to
travel from x = −10 to any point on the blue dashed
curve and then directly back to the receiver xR takes
time t = 180. Likewise for the purple/red curve it takes
t = 120/60. Note the phase speed of background is 1
(non-dimensional).
filled with particles. One option is to use a computa-
tional domain large enough for the backscattered signal
to converge11,36–38. In our numerical experiments, on
the order of 104 particles are needed before the backscat-
tering converges within 1%. This becomes particularly
challenging when ka ≈ 1 or larger, because M needs to
increase. We find a simple solution is to calculate the
backscattering in time t and keep only the early arrival
t < 98. That way we exclude contributions from parti-
cles further away from the surface, where it takes longer
than t = 100 for their first scattered wave to return to
the receiver xR = (xR, 0). This allows us to only sim-
ulate the response from particles near the surface. The
backscattering from the particles to the left of the blue
dashed line in Fig. S1 is shown by the blue curve in Fig-
ure S2, and likewise for the purple/red curve. All three
backscatterings are the same up to time t = 40, as it
takes t > 40 for scattered wave from the closest particle
above the red curve in Figure S1 to arrive at xR. The
same rationale explains why the blue and purple curves
are the same for t < 100.
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Figure S2: The backscattering of the incident wave
e−0.1(x−xR−t)
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, received at (xR, 0), from simulations
where there are no particles that took longer than time
40, 100 and 180 for their first scattered wave to arrive
at (xR, 0). Figure S1 shows the configuration of these
particles.
For the backscattered signal to converge within 1% ac-
curacy required a 1800 mesh points for the wavenumber
evenly sampled in 0 ≤ k ≤ 2. This is because the finer the
mesh, the longer the time period of the discrete Fourier
transform of the backscattered waves. A long time pe-
riod is necessary because, due to multiple scattering, the
backscattering can last a long time. On the contrary,
if the time period considered is too short, the discrete
Fourier transform will no longer be causal39.
Learning from backscattering — To train our
models to predict the radius and concentration, we use L
simulated media where (r`, v`) ∈ R2 is the particle radius
and the concentration of the `-th media. Let 〈u`〉j be the
jth centred moment of the simulated backscattered waves
from the `th media, and let
(M `) := {〈u`〉j | j = 1, 2, . . . ,m}, (S4)
be the collection of m ∈ N moments. We will refer
to (M `, r`, v`) as the training set throughout. For the
results presented in the article we used only the mean
backscattering 〈u〉1 = 〈u〉, m = 1, or the mean and sec-
ond moment, m = 1, 2, of the backscattering.
Kernel ridge regression — Our objective is to train
hr : M ` → hr(M `) ∈ R+ and hv : M ` → hr(M `) ∈ R+
to predict the radius and concentration, respectively. In
kernel ridge regression, these have a parametric form
hr(M) =
∑
`=1
αr`K(M
`,M), (S5)
and
hv(M) =
∑
`=1
αv`K(M
`,M), (S6)
where K : (M ′,M) → R is a given kernel function, αr` ,
and αv` for ` = 1, . . . , L are the parameters that need to
be determined. Let K :=
(
K(Mn,M `)
)
n`
be the ker-
nel matrix, α := (α`)
L
`=1, r := (r`)
L
`=1 and v := (v`)
L
`=1.
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Figure S3: On the top (bottom) we have the
concentration and radius (volume fraction and radius)
of each medium in the training set (in blue) and test set
(in orange).
We calculate the unknown parameter vectors α by min-
imizing the L2 loss over the training set. That is, to
determine the parameters αr` of the h
r model we solve
αr = arg min
α∈RL
1
2L
||Kα− r||22 +
λr
2
〈Kα,α〉, (S7)
where λr > 0 is the regularization parameter. Analo-
gously we introduce a regularization parameter λv for
the hv model.
The kernels we tested in our experiments are the fol-
lowing.
Gaussian K(M ,M ′) = exp
(
−||M−M ′||2
2σ2
)
Ornstein–Uhlenbeck K(M ,M ′) = exp
(
−||M−M ′||
σ
)
Linear K(M ,M ′) = Tr
(
M>M ′
)
,
(S8)
where σ > 0 is the kernel parameter.
Testing the models — To validate our models, we
produced a test set of media with randomly chosen par-
ticle radiuses and concentrations, none of which are part
of the training set. Let (M t, rt, vt) for t = 1, . . . , T be
this test set, see Figure S3 for a scatter plot comparing
the training set and test set.
To measure the goodness of fit of our models, we use
R2, the R squared coefficient of determination, over the
test set. For example, let rˆt = h
r(M t) be the predicted
radiuses for t = 1, . . . , T, and let r¯ =
∑T
t=1 rt be the
average radius over the test, then
R2 = 1−
∑T
t=1(rˆt − rt)∑T
t=1(r¯ − rt)
. (S9)
If R2 is close to 1, then the rˆt are significantly better at
predicting the true radiuses in comparison to using the
mean r¯ as the predicted radius. Otherwise, if R2 is close
to zero or even negative, then the predicted rˆt are worse
than using the mean r¯.
Implementation details — The code for the kernel
ridge regression40 based on moments was implemented
in the Julia programming language, where we also show
how to calculate the moments from the full simulated
data. The parameters λr, λv and σ were all determined
using a 7-way cross-validation over the training set. No
parameters were hand picked.
We also carried out standard data pre-processing in-
cluding, normalizing and centring the data. We also ap-
plied the natural logarithm to the radius and concen-
tration in the training set. Thus to recover a predicted
radius and concentration, we apply exponentiation. This
explicitly enforces that the models predicts a positive ra-
dius and concentration.
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