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Weeds typically grow in patches across agricultural landscapes. Because
of this characteristic growth pattern, it seems logical to apply herbicides sitespecifically to control them. The primary objective of this research was to
develop a site-specific herbicide decision support system. Additional objectives
include evaluating the effects of sampling patterns and interpolation techniques
for weed mapping accuracy and evaluating texture analysis for weed patch
detection in row-crops.
Sampling techniques and interpolation methods were compared to assess
the accuracy of each pattern/method combination. Neither the pattern nor
method impacted the results of the predicted average values for a given weed
species.

The last objective addressed was texture analysis’ ability to distinguish
weed patches in row-crops. Texture analysis performed better on late season
imagery, with the highest classification accuracies (45 to 75%) coming from
distinguishing areas that were below a given weed threshold from those that
were above.

DEDICATION

I would like to dedicate this work to my father, Harold Alexander Givens.
At a young age he instilled a curiosity and passion for agriculture that continues
to guide me to this day. The multiple “character exercises” through the years are
what has taught me his work ethic and dedication, which are qualities I hold dear.

ii

ACKNOWLEDGEMENTS

I wish like to thank Dr. David Shaw for allowing me the opportunity to
pursue this degree under his guidance. His guidance has allowed me to gain
experience in many different and unique areas that have led me to where I am
today. His support, understanding, and patience are appreciated more than he
will ever know.
I also wish to thank the other members of my committee, Dr. Daniel
Reynolds, Dr. Lori Bruce, Dr. Jane Harvill, and Dr. Scott Samson. It has been a
joy and a privilege to learn from these individuals. They have challenged me and
exposed me to new and different ways of approaching common problems. I
would also like to extend my appreciation to the many graduate students that I
have worked with through this process. Without their help with the thousands of
quadrats that were counted, none of this would be possible. I would also like to
extend a special thanks to Darrin Dodds. His friendship through the years has
been very much appreciated. If for nothing else, misery truly loves company! I
wish him the best in his future endeavors.
I would also like to thank my wife, Abbie, for all of her love and support.
Without her encouragement, I truly would not be where I am today. She has

iii

been there to keep pushing through the times when I just wanted to sit down.
She has selflessly given of her time and energy in support of this endeavor.
Last, but not least, I would like to thank the Lord above, without which
none of this would have been possible.

iv

TABLE OF CONTENTS

Page
DEDICATION ..................................................................................................

ii

ACKNOWLEDGEMENTS ................................................................................ iii
LIST OF TABLES ............................................................................................ vii
LIST OF FIGURES .......................................................................................... ix
CHAPTER
I.

II.

III.

INTRODUCTION ................................................................................

1

LITERATURE CITED .........................................................................

6

EFFECT OF SAMPLING AND INTERPOLATION
METHODS ON WEED MAPPING ACCURACY ...........................

9

Abstract ..............................................................................................
Introduction ........................................................................................
Materials and Methods .......................................................................
Results and Discussion ......................................................................
Conclusions ........................................................................................
LITERATURE CITED .........................................................................

9
10
12
14
16
18

EVALUATION OF TEXTURE ANALYSIS AS A TOOL FOR
WEED PATCH DETECTION IN ROW CROPS ............................ 26
Abstract ..............................................................................................
Introduction ........................................................................................
Materials and Methods .......................................................................
Ground Truth Data ........................................................................
Two-Dimensional Multiresolutional Texture Analysis ....................
Data Analysis ................................................................................
Results and Discussion ......................................................................
v

26
28
30
30
31
32
35

Conclusions ........................................................................................ 38
LITERATURE CITED ......................................................................... 40
IV.

FRAMEWORK FOR A SITE-SPECIFIC HERBICIDE
APPLICATION DECISION SUPPORT SYSTEM .......................... 54
Abstract ..............................................................................................
Introduction ........................................................................................
Program Description ..........................................................................
Program Architecture ....................................................................
Data Input .....................................................................................
Herbicide Calculations ..................................................................
Calculation of Results ...................................................................
Display of Results .........................................................................
Conclusions ........................................................................................
LITERATURE CITED .........................................................................

vi

54
55
58
58
58
59
62
63
65
66

LIST OF TABLES

TABLE

Page

2.1

Descriptive statistics for the ln(residuals) of each
combination of variables. ................................................................. 21

2.2

P-values from model examining all cases of the
three independent variables. ........................................................... 22

2.3

P-values from model examining all cases of sampling
pattern and interpolation method for each case
of weed species. .............................................................................. 22

2.4

P-values from model examining all cases of weed
species and interpolation method for each case
of sampling pattern. ......................................................................... 22

2.5

P- values from model examining all cases of weed
species and sampling pattern for each case
of interpolation method. ................................................................... 23

3.1

Classification accuracies for herbicide application
data and texture features generated from the
June 26, 2005 imagery. ................................................................... 43

3.2

Classification accuracies for herbicide application
data and texture features generated from the
August 9, 2005 imagery. .................................................................. 44

3.3

Classification accuracies for weed threshold data
and texture features generated from the
June 26, 2005 imagery. ................................................................... 45

3.4

Classification accuracies for weed threshold data
and texture features generated from the
August 9, 2005 imagery. .................................................................. 46
vii

4.1

Weed species and densities used for testing. ....................................... 68

4.2

Results from MSU-VR-HADSS multiple treatment
decision analysis. ............................................................................ 69

4.3

Results from MSU-VR-HADSS whole field
decision analysis. ............................................................................ 70

4.4

Results from HADSS whole field decision analysis. ............................. 71

4.5

Test data for 4 X 4 grid weed maps. ..................................................... 72

4.6

Results from MSU-VR-HADSS whole field decision
analysis for 4 X 4 grid weed maps. .................................................. 73

4.7

Results from HADSS whole field decision analysis
from average weed counts from 4 X 4 grid
weed maps. ..................................................................................... 74

viii

LIST OF FIGURES

FIGURE

Page

2.1

The twelve iterations of the Z-shaped sampling
pattern used in the study. ................................................................ 24

2.2

The twelve iterations of the W-shaped sampling
pattern used in the study. ................................................................ 25

3.1

Total weeds per m2 for two data collection dates
at a Brooksville, MS soybean field. .................................................. 47

3.2

Percent ground cover per m2 maps for two data
collection dates at a Brooksville, MS soybean field. ........................ 48

3.3

Herbicide application maps for two data collection
dates at a Brooksville, MS soybean field. ........................................ 49

3.4

Three-level wavelet decomposition workflow diagram. ......................... 50

3.5

Three-level discrete wavelet decomposition. ........................................ 51

3.6

Graph of classification accuracies using herbicide
application data and imagery. .......................................................... 52

3.7

Graph of classification accuracies using weed
threshold data and imagery. ............................................................ 53

4.1

Flowchart of MSU-VR-HADSS workflow. .............................................. 75

4.2

MSU-VR-HADSS toolbar. ..................................................................... 76

4.3

Data input window. ............................................................................... 77

4.4

Window for assigning weed species to each
weed map layer. .............................................................................. 78
ix

4.5

Menu for setting parameters for herbicide calculations. ........................ 79

4.6

Menu for HADSS crop/weed input or program
execution. ........................................................................................ 80

4.7

Report generation window. ................................................................... 81

4.8

Example of reports available. ................................................................ 82

x

CHAPTER I
INTRODUCTION
The ability to manage different parts of the same field according to its
need is part of the precision agriculture concept. One way of accomplishing this
goal is by varying the inputs on an agricultural production field. Many aspects of
agriculture today have adopted these practices. One of the fastest adoption
rates of this technology has been the applications of inputs like soil-applied
fertilizers and lime (Heiniger and Meijer 2000; Martin and Cooke 2002).
One area that has the potential to benefit from site-specific applications is
the discipline of weed management. Wiles et al. (1992b) found that excessive or
inappropriate herbicide use reduces profit, and may pose unnecessary
environmental or health risks. Site-specific weed management (SSWM) has the
potential to reduce these health and environmental risks as well economically
optimizing the use of herbicides and thus result in a cost reduction for the farmer
(Johnson et al. 1995; Stafford and Miller 1997; Williams et al. 1999). There is
also potential through decreased herbicide use to reduce spray volume, drift
potential, and improved control of tolerant weeds (Cousens 1987; Felton et al.
1991; Thompson et al. 1991). It has been shown by others that weeds are not
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homogeneously distributed in fields, but rather tend to be aggregated in patches
across agricultural landscapes (Cardina et al. 1997; Hughes 1996; Johnson et al.
1995; Marshall 1988; Thornton et al. 1990; Wiles et al. 1992b). This scenario
holds great potential for the use of variable rate technology. Weed patchiness
presents the opportunity to reduce herbicide use while maintaining satisfactory
weed control if areas with low or no weed infestations can be identified (Clay et
al. 1999). This scenario also has some pitfalls. Lass et al. (1997) found that
small patches of weeds growing in large fields can make scouting difficult, time
consuming, and expensive. Clay et al. (1999) found that crop consultants
normally use a W or Z shaped sampling pattern for scouting weeds in the field.
In these methods, the consultant will walk a W or Z pattern across the field,
sampling along the way. Generally, one recommendation will be made from
these measurements. A way of producing weed maps in a fast, economic matter
is imperative for the adoption of SSWM technology.
Weed spatial distribution maps can be generated with discrete or
continuous sampling techniques (Rew and Cousens 2001). In discrete sampling,
weed densities are collected on a predefined quadrant size over the entire field
area. Interpolation is used to estimate the densities between sampling points.
As the quadrant size decreases, the possibility of losing weed density information
decreases. However, intensive grid sampling of a whole field is not economically
feasible in terms of labor and time involved (Clay et al. 1999; Schwartz et al.
1999; Medlin and Shaw 2000). On the other hand, as grid size increases, so

3
does the potential for losing weed density information (Wiles et al. 1993). Weed
patches may occur between sampling points, and thus may go unaccounted for.
Continuous sampling techniques are used to collect data over the entire
field area. These type of sampling techniques tend to return qualitative
descriptions of abundance (i.e. presence/absence or none/low/medium/high),
versus the quantitative results yielded from discrete sampling methods.
Multispectral imagery is one form of continuous sampling. Rew et al. (1999)
found that multispectral imagery has potential for rapid weed map generation.
Researchers at Mississippi State University have done significant
research in the past investigating the use of remote sensing for weed detection
(Medlin 2000; Lamastus 2002; Kelley 2003; Gray 2005). Much of the research
done at Mississippi State University has focused on weed detection and species
differentiation through differing spectral properties in the electromagnetic
spectrum.
Another remote sensing analysis technique being investigated at
Mississippi State University is multiresolutional texture analysis. In image
processing, texture is generally a measure of smoothness, coarseness, of
regularity (Bruce et al. 2002).

Analysis of this texture is often broken into two

categories: conventional and multiresolutional. These types of analyses are
used to extract features from the image. Conventional approaches to texture
feature extraction are often statistical or spectral (Gonzales et al. 2002).
Multiresolutional texture analysis is used to extract features based on their spatial
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characteristics. One form of multiresolutional texture analysis is wavelet
analysis. At Mississippi State University, Bruce et al. (2002) used
multiresolutional texture analysis of hyperspectral imagery to successfully
distinguish patches of horsenettle (Solanum carolinense) and sicklepod (Senna
obtusifolia) in two soybean (Glycine max) fields in Brooksville, MS.
The ability to transform weed maps into accurate herbicide applications is
essential for the adoption of site-specific weed management. Research has
been done at North Carolina State University to develop herbicide
recommendation tools. The first model developed at North Carolina State
University was HERB (Wilkerson et al. 1991). HERB is a model for
postemergence weed control based on the economic threshold of weeds present
in a given area. There have also been many weed management decision
support systems developed based of the algorithms used in HERB, such as
HADSS and WeedSOFT (Bennett et al. 2003; Neeser et al. 2004). Both of these
programs have been evaluated in many regions of the United States (Neeser et
al. 2004; Rankins et al. 1998; Scott et al. 2001; Scott et al. 2002).
One pitfall of these tools is their inability to easily produce site specific
herbicide recommendations in a geographic information system (GIS)
environment. GIS software is becoming more advanced, particularly the
“precision ag” software, and is being built with tools that give the producer the
ability to make better management decisions based on the data available to him.
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These GIS packages are doing this while keeping the data in an open format that
is easily transferable between other software packages.
The objectives of this research include: 1) investigate the accuracy of
different weed sampling and data interpolation techniques; 2) investigate the use
of multiresolutional texture analysis for weed patch detection; and 3) develop an
application allowing for the rapid production of weed density maps and
generation of variable rate herbicide application maps.
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CHAPTER II
EFFECT OF SAMPLING AND INTERPOLATION METHODS ON WEED
MAPPING ACCURACY
Abstract
The ability to manage different parts of a field according to need at that
particular site in the field is the basic concept of site-specific or precision
agriculture. Weed patchiness presents the opportunity to reduce herbicide use
while maintaining satisfactory weed control if areas with low or no weed
infestations can be identified. However, there must be a way of accurately
producing weed distribution maps that can be used to develop site-specific
herbicide recommendations. The objective of this study was to evaluate two
traditional sampling techniques, the W- and Z-shaped sampling pattern, for their
ability to create accurate weed maps. The data for this study were collected at
the Black Belt Branch Experiment Station, Brooksville, MS. A 70 x 70 m study
area was located in a production soybean and divided into 1-m quadrats. At
each quadrat, weed species present and density of each weed species was
recorded. The two sampling techniques were simulated using this dataset. For
each sampling technique, 10 sample points were collected along each transect.
The sampling scheme was then rotated 30º and the sampling event was
performed again. This was repeated in 30º increments for one full rotation of the
9
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sampling scheme, yielding 12 sampling events for each sampling scheme.
Weed maps of horsenettle, yellow nutsedge, and broadleaf signalgrass were
generated from the sampling events using the interpolators inverse distance
weighted to the power of 2 (IDW2) and ordinary kriging. Kriging and IDW
produced approximately the same results for each species, independent of
sampling scheme, with mean prediction errors of 4.60 plants per m2 for both
spatial interpolators. Weed maps interpolated using the W-shaped sampling
method produced results that were no more accurate than those produced from
the Z-shaped sampling method. ANOVA analysis show that for interpolation
method and sampling pattern the resulting p-values for each were greater than
0.50. Interpolation results were not affected by either sampling pattern or
interpolation method.
Nomenclature: horsenettle, Solanum carolinense L.; yellow nutsedge, Cyperus
esculentus L.; broadleaf signalgrass, Brachiaria platyphylla (L.) Griseb.
Introduction
Many aspects of production agriculture today involve some type of sitespecific technology. One of the most prevalent areas is in the application of
agricultural inputs, especially fertilizers. Early research explored the discipline of
soil fertility as an insertion point for site-specific technologies because of the wide
range in fertility across a field (Carr et al. 1991; Mallarino et al. 1996; Thrikawala
et al. 1999). In order to variably apply fertilizers, accurate maps depicting fertility
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levels must be obtained. Many methods ranging for grid sampling (Wollenhaupt
et al. 1994) to management zone, or directed sampling (Luchiari et al. 2000;
Pocknee et al. 1996; Thompson et al. 2004) have been employed to generate the
data needed to produce fertility maps. Spatial interpolators are then applied to
these data to produce fertility level maps, which are used to produce fertilizer
recommendations. Past research has examined several interpolation techniques
and quantified their respective accuracies for soil fertility mapping (Gotway et al.
1996; Mohamed et al. 1996; Robinson and Metternicht, 2006; Trangmar et al.
1985). Inverse distance weighted (IDW) and kriging are the two most commonly
used interpolation methods.
There has been a continued adoption and expansion of site-specific
technologies into other areas of production agriculture. An area that holds much
promise with this adoption is weed management. Currently, the same sampling
and interpolation methods employed in the area of fertility management are being
used to generate weed population maps for site-specific herbicide applications.
Weeds tend to aggregate in patches across agricultural landscapes (Johnson et
al. 1996; Marshall 1988; Wiles et al. 1992; Zanin et al. 1998), thus many
sampling schemes may not accurately map weed populations because of the
grid sizes used (Cousens et al. 2002; Heisel et al. 1996; Zanin et al. 1998).
Weed populations can be more accurately represented by the intensity of the grid
sampling, but this may not be economically feasible in terms of labor and time
involved (Clay et al. 1999; Medlin and Shaw 2000; Schwarz et al. 1999). An
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alternative would be to use sampling methods already employed in other
disciplines of pest management, such as the W- and Z- patterns. These patterns
were used by Thomas (1985) to survey cereal and oil seed crops for weed
density estimations in Canada. The objective of this research was to evaluate
the W- and Z-shaped sampling patterns using the spatial interpolators IDW and
kriging for their ability to produce accurate weed density maps.
Materials and Methods
The data for this study were collected at the Black Belt Branch Experiment
Station, Brooksville, MS in 2005. A 70 x 70 m study area was identified in a
production soybean field for use in this study. The soil is predominantly a
Brooksville silty clay loam (smectitic, thermic Aquic Chromudert). Cropland 4444
soybean was planted May 1, 2005, to 75 cm rows. A 1 m X 1 m grid was
overlain onto the study area, and weed species and respective densities were
recorded for all quadrats on June 13, 2005. Because of the large number of
species observed, only the three most frequent species were used for analysis.
These species were: horsenettle, yellow nutsedge, and broadleaf signalgrass.
These data were imported into ArcGIS1 to simulate the W- and Z- shaped
sampling patterns. For each transect of the sampling patterns, 10 sample points
were taken from the test data, at evenly spaced intervals along each transect.
1

ArcGIS, Version 9.1, Environmental Sciences Research Institute, 380 New

York St. Redlands, CA 92373-8100, USA.
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Once each transect was sampled, each sampling pattern was rotated 30
degrees. This process was repeated until each sampling pattern was simulated
twelve times (360 degrees). Figures 2.1 and 2.2 illustrate each iteration of the
two sampling patterns. Weed density maps were interpolated from each iteration
of the sampling patterns using inverse distance weighted to a power of 2 (IDW2)
and kriging for each weed species used in the study. Residuals were calculated
for each sample point from each interpolated map by subtracting the interpolated
value from the known value at each simulated sample point. These residuals for
each combination of weed species, sampling pattern, interpolation technique,
and angle of sampling technique were calculated and aggregated for further
analysis in SAS2. PROC UNIVARIATE was used to calculate the mean,
standard deviation, and variance of the residuals for each combination. PROC
GLM was used to determine which variables influenced the accuracy of each
interpolated value. The data were treated as count data because they
represented actual weed counts done in the field. Count data normally follows a
Poisson distribution, so to prevent any violation of the homogeneity of variances,
the data were transformed by taking the natural logarithm of the residuals.
These data were then used in the PROC GLM procedure to produce ANOVA
tables.

2

SAS, SAS Institute, Inc., SAS Campus Dr., Cary, NC 27513, USA.

14
Results and Discussion
The PROC UNIVARIATE procedure was performed to analyze the
accuracy of each sampling pattern’s ability to estimate the population densities of
the three weed species using kriging and IDW2. The results of this analysis are
shown in Table 2.1. There appears to be no combination of sampling pattern
and interpolation method that is more accurate than another. The mean for all is
approximately 4.60. The interpretation of this is that for each sampling pattern
and species, both spatial interpolators tended to underestimate the weed
populations for the three species in question by 4.60 plants per m2.

We can

also infer from the small standard deviations (0.01 – 0.1) and variances (0.00 –
0.01) that the interpolators are consistent in this underestimation.
With these results in mind, PROC GLM was used to determine which
independent variables (weed species, sampling pattern, and interpolation
method) significantly affected the residual values. The natural log of the
residuals [ln(residuals)] was used in this analysis. This analysis was conducted
in stages. The first model considered was one that included a nested term which
accounted for the spatial variability and all interaction terms. The term which
accounted for the spatial variability was known to be significant, since there is
spatial correlation in the distribution of weeds. The only difference in the results
for the more complicated model is that the term that accounts for the spatial
correlation was the only term in the model that was statistically significant,
indicating that there is spatial correlation in the plant distribution, something that
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is already known. For the remaining effects and their interactions, (pattern,
species, and method) all p-values were extremely large – approximately 0.4 or
larger for interactions, and 0.7 for main effects. Although the effects were not
significant, estimates of means and standard deviations were computed for
comparison to simpler models. Since there were no statistically significant
effects, a simpler model was run for ease of explanation via the Principle of
Parsimony. This principle states that easiest explanation for a phenomenon is
the on that should be used.
The results of the simpler model are summarized in Table 2.2.
Examination of the p-values show that none of the independent variables have a
significant effect on the ln(residuals).
A more detailed examination of the possible effects of the variables is
shown in Tables 2.3 to 2.5. Table 2.3 summarizes the results of the effect of
sampling pattern and interpolation method for each weed species. The p-values
for both variables across all 3 cases of weed species remain high, showing that
sampling pattern and interpolation method have no significant effect on the
ln(residuals).
The PROC GLM procedure was performed for each sampling pattern (Wand Z-shaped) using weed species and interpolation method as the independent
variables. The results of this analysis are summarized in Table 2.4. The results
yielded high p-values for both independent variables, again showing that neither
weed species or interpolation method significantly affected the ln(residuals).
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The final case that was analyzed was for each interpolation method. The
results of this analysis are shown in Table 2.5. For both IDW2 and kriging, high
p-values are reported for both weed species and sampling pattern. These results
show that there is no significant influence on the ln(residuals) from either weed
species or sampling pattern.
Conclusions
The results show that none of the independent variables have a significant
effect on the value of the ln(residuals). By examining the descriptive statistics for
each combination of independent variables, it was found that each case tended
to underestimate the value of the weed species by 4.60 plants per m2. With this
consistent underestimation, it can be deduced that none of the independent
variables will significantly influence the results from the weed map interpolations.
With this in mind, scouting time can be greatly reduced by using a Z-shaped
pattern versus a W-shaped pattern. The time savings will be realized by the one
less transect that has to be scouted, and time saved in data collection. Sampling
time can be reduced by using the Z-shaped pattern which has one less transect
to scout than the W-shaped pattern. Even with the bias for the underestimation,
this would allow for a quicker estimation of the weed species and their respective
mean populations per field, equating to more fields sampled in a day, allowing for
the potential for fields to be treated earlier.
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Results of this study are consistent with the findings of Dille et al. (2002),
which examined grid-based sampling methods using two grid and quadrat sizes.
In their comparison of interpolation techniques used for weed density mapping,
they found no spatial interpolator was more precise than another; it was more a
function of grid sample spacing and quadrat size. This research did not address
varying quadrat size or spacing. Future research may expand on this by
changing the distance between sample points. Future research should also
include multiple fields to eliminate any bias that a single site may have introduced
with respect to the distribution characteristics of the weeds present.
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Table 2.1

Descriptive statistics for the ln(residuals) of each combination of
variables.

Species
BRAPP

mean
standard deviation
variance

CYPES

mean
standard deviation
variance

SOLCA

mean
standard deviation
variance

IDW

W-Pattern

Z-Pattern

Kriging

IDW

Kriging

4.60
0.01
0.00

4.60
0.01
0.00

4.60
0.01
0.00

4.60
0.01
0.00

4.60
0.07
0.00

4.60
0.07
0.00

4.60
0.10
0.01

4.60
0.10
0.01

4.60
0.04
0.00

4.60
0.04
0.00

4.60
0.04
0.00

4.60
0.04
0.00
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Table 2.2

P-values from model examining all cases of the three independent
variables.
Source

P-value (alpha = 0.05)

Weed Species

0.36

Interpolation Method

0.98

Sampling Pattern

0.75

Table 2.3

P-values from model examining all cases of sampling pattern and
interpolation method for each case of weed species.
BRAPP
CYPES
SOLCA
------------------------------- P-value ---------------------------------

Interpolation Method

0.91

0.90

0.89

Sampling Pattern

0.81

0.78

0.86

Table 2.4

P-values from model examining all cases of weed species and
interpolation method for each case of sampling pattern.
W-Shaped
Z-Shaped
--------------------------- P-value ------------------------

Weed Species

0.58

0.65

Interpolation Method

0.83

0.88
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Table 2.5

P-values from model examining all cases of weed species and
sampling pattern for each case of interpolation method.
IDW2
Kriging
--------------- P-value (alpha = 0.05) ----------------

Weed Species

0.55

0.66

Sampling Pattern

0.98

0.68

Figure 2.1 The twelve iterations of the Z-shaped sampling pattern used in the study.
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Figure 2.2 The twelve iterations of the W-shaped sampling pattern used in the study.
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CHAPTER III
EVALUATION OF TEXTURE ANALYSIS AS A TOOL FOR WEED PATCH
DETECTION IN ROW CROPS
Abstract
Remotely sensed images offer the potential for rapidly developing weed
maps for site-specific agriculture. To effectively detect weed patches in remotely
sensed multispectral or hyperspectral images, one can use spatial and/or
spectral information. In low spatial resolution imagery, spectral information can
be used to discriminate between broad classes, such as vegetation and nonvegetation, whereas spatial information can be used to discriminate between
homogeneous areas versus non-homogeneous areas in the image using
techniques such as texture analysis. The objective of this research was to test
the ability of multiresolutional texture analysis methods for the detection of
aggregated weed patches in soybean. Weed species, density of each species,
and overall percent ground cover was recorded in each sq. m of a 70 x 70 m
area of the field. The remote sensing data collected was multispectral imagery
acquired the same day as the ground truth data with data acquisition dates of
June 24, 2005 and August 9, 2005. Discrete wavelet transforms were used for
feature detection; these features were compared to ground truth data collected
the day of image acquisition to determine their ability to (1) discriminate between
26
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areas free of weeds and areas where weeds were present; and (2) discriminate
between areas requiring a herbicide application and areas not requiring a
herbicide application. The method was tested individually on a Normalized
Difference Vegetative Index (NDVI), Soil Adjusted Vegetative Index (SAVI), and
Transformed Difference Vegetative Index (TDVI) derived from the multispectral
imagery. The near infrared (NIR) band was also used individually in the analysis.
The analysis was performed at three different spatial resolutions: 0.14, 0.5, and
1.0 m. Textural analysis resulted in better classification accuracies when
developed from weed presence/absence data than when a dataset created from
a herbicide application map (0 = no herbicide warranted; 1 = herbicide applied)
was used. Furthermore, classification accuracies using the weed presence or
absence data using the August 9, 2005 dataset were higher than those from the
June 24, 2005 dataset. The overall classification accuracy for areas of weed
absence versus weed presence across both dates was 84%. The overall
classification accuracy from the herbicide application map dataset was 62%. The
highest classification accuracies were achieved using the weed absence or
presence data for the August 09, 2005 dataset and the imagery at 1 m spatial
resolution, with an average accuracy of 91%. In this dataset, a classification
accuracy of 93% was found using the weed presence or absence data and the
SAVI index.

Introduction
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The ability to manage different parts of a field according to specific need is
an underlying theme of site-specific agriculture. One means of accomplishing
this goal is by varying inputs such as agricultural chemicals and water. This has
become a widely accepted practice with fertilizers and lime (Heiniger and Meijer
2000; Martin and Cooke 2002). However, this has not been the situation with
weed management. Site-specific weed management (SSWM) can reduce
herbicides in the environment, and optimize herbicide efficacy, resulting in cost
savings and improved profitability (Johnson et al. 1995; Stafford and Miller 1996;
Williams et al. 1999).
Weeds often occur in patches across agricultural landscapes (Hughes
1996). This creates great opportunity for the use of variable rate technology.
Herbicide use can be reduced while maintaining satisfactory weed control if
areas with low or no weed infestations can be identified (Clay et al. 1999). In
addition, selecting the optimum herbicide and rate for varying weed sizes and
species composition of the weed patches can improve the effectiveness of weed
control compared to a herbicide and rate selected for a field-wide average.
However, SSWM is challenging as well. Small patches of weeds growing in
large fields can make scouting difficult, time-consuming, and expensive (Lass
and Callihan 1997). Because of these drawbacks, remote sensing has been
evaluated as an alternative method to scouting for weed detection.
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Multispectral and hyperspectral imagery have been used in attempts to
differentiate weeds from crops in an agricultural setting (Shaw and Kelly 2005;
Medlin and Shaw 2000). This has primarily focused on the manipulation and
classification of the reflectance characteristics of the plants. One of the major
drawbacks of this type of analysis is the dependence on the spectral quality of
the data for classification. Spectral quality refers to the “purity” of the reflectance
for a given object. Many factors affect spectral quality, such as fog, clouds, and
low light conditions. In many agricultural regions in the United States, it is difficult
to obtain quality images during the growing season because of excessive cloud
cover. This lack of quality images has led some researchers to investigate other
means of image analysis as an alternative method to weed detection in
agricultural crops. An alternative is to use the textural characteristics associated
with multispectral image data. This method was successfully used to segment
forest canopy from the surrounding landscape (Ryherd and Woodcock 1996).
Wavelet-based texture analysis has shown promise in distinguishing weed-free
crop from weed-crop mixtures (Bruce et al. 2002; Koger et al. 2003). The
objective of this study is to further investigate texture analysis using discrete
wavelet transforms as an alternative to weed patch detection in row crops.

Materials and Methods
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Ground Truth Data
The study was conducted on data collected at the Black Belt Experiment
Station, located near Brooksville, Mississippi. The study area was a 70 m x 70 m
area of a soybean [Glycine max (L.) Merr.] field. Soybean was planted on 48 cm.
rows that were planted in a north-south orientation. Ground truth data were
collected twice during the growing season. Data collected included weed
species, population of each species, and ground cover (%) for the sum of all the
weed species present in each 1 m x 1 m quadrat. The first data collected was on
June 24, 2005. At this time the height of the soybean crop was 60 to 66 cm, and
the height of the weeds was 2 to 36 cm. The second set of ground truth data
was collected on August 9, 2005. This date corresponds to the time when the
crop is ready for harvest, and had lost most of its leaves. Weed size at this time
was 6 to 36 cm. Figures 3.1 through 3.3 are maps of the ground-truth data used
for the analysis. Figure 3.1 is total weeds for each 1 m x 1 m in the study area.
Figure 3.2 is the percent ground cover, and Figure 3.3 is a map displaying where
herbicide would be applied based on analysis by HADSS. HADSS1 is a decision
support system for herbicide applications. The herbicide spray map was

1

HADSS, Version 2004.0.6, Ag Renaissance LLC., PO Box 91235

Raleigh, NC 27675, USA.
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generated from the weed density data collected from each time period. The
black areas are where a herbicide would be applied; white areas would not be
treated.
Multispectral imagery was collected to correspond with the ground truth
data using the GeoVantage camera system. This camera system provides a 4
band multispectral image with the blue channel (Band 1) centered at 450nm, the
green (Band 2) at 550nm, the red channel (Band 3) at 650nm, and the nearinfrared (Band 4) at 850nm. The spectral resolution for each band in the visible
sprectrum was 10 nm. The sprectral resolution of the NIR band was 80 nm. The
spatial resolution for the imagery was 0.5 and 0.14 m. From the multispectral
image data, a Normalized Difference Vegetative Index (NDVI), Soil Adjusted
Vegetative Index (SAVI), and Transformed Difference Vegetative Index (TDVI)
were derived for use in the analysis. The near infrared (NIR) band from the
multispectral imagery was also used in the analysis.

Two-Dimensional Multiresolutional Texture Analysis
Wavelet-based analysis has been used in digital image processing
predominantly for image compression (Graps 1995). The intent of wavelet
analysis is to decompose an image into representations in which both spatial and
frequency information is presented (Livens et al. 1997). One example of this
transformation is the discrete wavelet transform (DWT). This is accomplished by
applying a lowpass and highpass filter in both the X and Y direction on the

32
image. The advantage of this type of analysis is that it is multiresolutional. It
allows for feature detection at multiple scales in the data, from coarse to fine
levels of detail. The process is depicted in Figure 3.4, as the workflow of a threelevel discrete wavelet transform. Beginning with an image of size (n), the user
applies the combinations of high (H) and low (L) pass filters to decompose the
image into its horizontal (H), vertical (V), and diagonal (D) feature components.
This decomposition also yields an approximation of the image at size (n/2). For
each level of decomposition, the image size is reduced by (n/2). This yields a net
decrease in image spatial resolution by a power of 2. The first level of
decomposition will expose the fine detail textures within each directional
component. With each successive decomposition, the level of detail exposed will
become coarser. These decompositions are often arranged by directional
feature and displayed graphically, as shown in Figure 3.4.
Figure 3.5 represents a three-level DWT. This decomposition will result in
ten coefficients. These coefficients include the D, V, and H coefficients at three
levels of decomposition, and the approximation. The arrows indicate the level of
decomposition. As you approach the image approximation, the level of detail
shown for each directional feature becomes coarser.
Data Analysis
The ground-truth data used in the analysis consists of two types of
numeric data. The percent groundcover data are a continuous dataset consisting
of values ranging from 0 to 85%. The spray data used in the analysis consists of
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discrete values of 0 and 1, with 0 being no spray application and 1 being spray
application. In order to perform the analysis, the groundcover dataset was
recoded to a discrete dataset. This was a accomplished by setting a threshold
level of 10% on the groundcover dataset values less than 10% were recoded to
0, and values equal to or greater than 10% were recoded to 1. This
threshold was chosen because it maximized the results from the analysis
performed.
The data were then analyzed at three spatial scales: 1, 0.5, and 0.14 m.
These different resolutions are associated with the different scales at which the
data were collected. The percent groundcover data were collected on 1 m x 1 m
quadrats, and the multispectral image data were collected at 0.5 and 0.14 m
spatial resolution. Each dataset used was resampled to match each scale of
analysis. The data were analyzed for each date of collection.
All data were imported into MATLAB2 to facilitate analysis. TDVI, SAVI,
and NDVI indices were created for each image collection date at each spatial
scale, and were analyzed individually. The NDVI index was used because it is
the most widely used in global vegetation studies today (Goward et al. 1985;
Malingreau et al. 1989; Townshend et al. 1994; Tucker and Sellers 1996). The
SAVI index was used because it was developed to minimize the influence of the
soil background on the vegetative reflectance (Huete 1988). The TDVI index
2

MATLAB, Version 14, The MathWorks Inc., 3 Apple Hill Drive

Natick, MA 01760-2098, USA.
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was used because it does not contain the saturation concerns that NDVI has and
also minimizes the influence of the soil background, similar to the SAVI index
(Bannari et al. 2002).
A three-level DWT was performed on each set of indices using the Haar
mother wavelet. Previous research conducted by Koger et al. (2003) showed
that the Haar mother wavelet was the fastest, and provided the best classification
accuracies for determining weed-free crop from crop intermixed with pitted
morningglory (Ipomoea lacunosa L.). Each DWT calculation yielded a 10 x N x N
array. The number 10 is the number of features calculated, and the N x N is the
number of rows and columns in the array. The ground-truth data for each spatial
scale was matched with its corresponding DWT array and divided into training
and testing data to be used in a maximum likelihood classification. The classifier
was trained on the training dataset and applied to the testing dataset. The
results of this analysis yield Producers and Users accuracies for each class,
along with an overall accuracy of the classifier. The Producers’ accuracy is the
probability that the ground truth data has been classified correctly. This is also
known as error of omission. The User’s accuracy is the probability that the
mapped data (texture features) actually match the category on the ground
(ground truth data). Ths is also known as error of commission (Story and
Congalton; 1986).

Results and Discussion
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Figure 3.6 is a graph of the classification accuracies associated with the
spray coverage data that was generated from HADSS. The bars are grouped by
spatial resolution, with both data acquisition dates represented. The average
accuracy across spatial resolutions and indices for the June 26th date was 60%.
The highest accuracy of 81% came from the TDVI index using the 1 m resolution
imagery, and the lowest accuracy of 51% came from the NDVI index at both the
0.14 and 0.5 m resolution imagery. The average accuracy across all spatial
resolutions and indices for the August 9th date was 65%. The highest accuracy
of 75% came from the SAVI and TDVI indices at the 0.14 resolution imagery and
the NDVI index at the 1 m resolution imagery. The lowest accuracy of 45% came
from the SAVI index at the 1 m resolution imagery.
A more detailed evaluation of the results are given in Tables 3.1 and 3.2.
In the June 26th dataset, the Producer’s accuracies show us that the classifier
consistently had higher classification accuracies for the “Spray” class versus the
“No Spray” class for the 0.14 m and 0.5 m imagery (Table 3.1). This trend does
not hold true for the 1 m imagery. This may be due to the possible loss of texture
features due to the lower spatial resolution of the image. In the August 9th
dataset, at all three image resolutions the Producer’s accuracies are higher for
the “No Spray” class versus the “Spray” class (Table 3.2). This is in contrast to
what we saw from the analysis of the earlier image dataset. In the earlier image
soybean was at approximately 50% groundcover, and all vegetation was actively
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growing. In the August 9 imagery soybean was in senescence, thus the only
th

green vegetation present in the field was weeds. Another possible reason for the
difference in classification accuracies between dates is the complexity of the
decision support system used to create the herbicide application map. Many
variables such as weed type, weed size, weed competitiveness, herbicide cost,
and crop selling price are factors in the herbicide application decision making for
a complex model. The classifier is trained using a model based on the test data
and the texture features from the image. Since the is no decision processes
involved with the texture feature generation,, it is a simpler model on which to
base a decision.
Figure 3.7 is the accuracies associated with the weed threshold data. The
results of the wavelet analysis using the weed threshold data ranged from 78 to
93% across dates and resolutions. The highest classification accuracy of 93%
was observed from the August 9th date using the NDVI index and the 1 m
resolution imagery. The lowest classification accuracy of 83% was found using
the June 26th data using the SAVI index and the 0.14 resolution imagery and the
NDVI index with the 0.5 m resolution imagery.
Again, these results are explored in more detail in Tables 3.3 and 3.4.
Across all spatial resolutions and reflectance indices on the June 26 dataset, the
Producer’s accuracies for the classifier are consistently higher for the “Below
Threshold” class versus the “Above Threshold” class, with an average Producer’s
accuracy of 93% (Table 3.3). The highest accuracy found using the classifier
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was 97% using the NDVI index and the 0.14 m imagery. The lowest accuracy of
92% can from the SAVI index and the 0.14 m imagery, the NIR band and NDVI
index and the 0.5 m imagery, and the NIR band, SAVI, and TDVI indices and the
1 m imagery.
The classifier did very well on the August 9 dataset at predicting areas
“Below Threshold” with an average Producer’s accuracy of 99% (Table 3.4). The
analysis from this date also produced very poor Producer’s accuracies for the
“Above Threshold” class with an average accuracy of 1%. This could possibly be
from the lower total number of “Above Threshold” quadrats than “Below
Threshold” quadrats in the training dataset.
Some trends can also be observed from the weed threshold analyses.
First, the classifier consistently produced high classification accuracies from the
“Below Threshold” class, and the accuracies were higher for the late season
imagery. The converse of this is true for the “Above Threshold” class. The
accuracies for this class were less than the early season analysis results. One
possible explanation is the physiological characteristics of the weeds present in
the study area as they relate to leaf area index (LAI). Differences between grass
and broadleaf weed types will affect the canopy geometry of each weed. This
would in turn affect the spectral reflectance for each weed in the study area. If
one area has more grass weeds than broadleaf weeds, that does not necessarily
translate into a higher LAI. This difference alone will change the relationship
between number of weeds present and percent groundcover from a linear

relationship to a quadratic relationship. This would complicate the decision
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making in classifying an area as “above threshold”. Thus, areas “below
threshold” may be easier to classify correctly than areas “above threshold”.
Conclusions
Results from both approaches show that using discrete wavelet
transforms as a classifier shows potential for differentiating between the two
classes of each approach. This was true especially with the June 29th image
data. High Producer’s accuracies for the Spray case were found using the 0.14
and 0.5 m imagery. Otherwise, the classifier did a better job of discriminating
areas that would not receive an herbicide recommendation versus those areas
that would, and areas below a given weed threshold versus areas above. With
these results in mind, this type of analysis also holds potential for rapid mapping
capabilities of weed pressure in a row crop agricultural setting. This could lead to
a cost efficient process for creating herbicide application maps for site-specific
treatment of weed pests in a field. To improve classification accuracies, future
research should include multiple sites to increase the amount of training data
available to develop the classifier; this would be expected to improve the results
of the classifier. One weakness of this study was the computational intensity of
the analysis. Whole field analysis using these techniques may not prove to be
cost-effective. Future research should examine the relationship between spatial
scale and texture to identify specific levels at which to perform the discrete

wavelet transform analysis. Future research may also include step-wise
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regression analysis to describe each indices’ relationship with herbicide decision
and weed threshold maps.
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Table 3.1

Classification accuracies for herbicide application data and texture features generated from the June 26, 2005
imagery.
0.14 m resolution

Class

User
Accuracy

Producers
Accuracy

0.5 m resolution

Overall
Accuracy

User
Accuracy

Producers
Accuracy

1 m resolution

Overall
Accuracy

User
Accuracy

Producers
Accuracy

Overall
Accuracy

-------------------------------------------------------------------%-----------------------------------------------------------------NIR

NDVI

SAVI

TDVI

No Spray
Spray

47
54

18
82

52

49
55

36
67

53

71
73

94
31

72

No Spray
Spray

46
53

37
63

51

45
53

24
74

51

70
68

93
28

70

No Spray
Spray

48
54

18
83

53

48
54

25
77

53

72
74

96
33

72

No Spray
Spray

47
54

18
83

53

48
54

23
78

53

71
73

94
31

81

43

Table 3.2

Classification accuracies for herbicide application data and texture features generated from the August 9,
2005 imagery.
0.14 m resolution

Class

User
Accuracy

Producers
Accuracy

0.5 m resolution

Overall
Accuracy

User
Accuracy

Producers
Accuracy

1 m resolution

Overall
Accuracy

User
Accuracy

Producers
Accuracy

Overall
Accuracy

-------------------------------------------------------------------%-----------------------------------------------------------------NIR
NDVI
SAVI
TDVI

No Spray
Spray

76
37

96
7

74

77
29

84
20

69

73
23

50
43

49

No Spray
Spray

75
26

94
6

72

74
22

69
27

59

75
0

100
0

75

No Spray
Spray

76
46

96
9

75

77
36

91
17

73

69
18

48
35

45

No Spray
Spray

76
44

97
7

75

77
33

88
18

71

69
18

50
34

46

44

Table 3.3

Classification accuracies for weed threshold data and texture features generated from the June 26, 2005
imagery.
0.14 m resolution

Class

User
Accuracy

Producers
Accuracy

0.5 m resolution

Overall
Accuracy

User
Accuracy

Producers
Accuracy

1 m resolution

Overall
Accuracy

User
Accuracy

Producers
Accuracy

Overall
Accuracy

-------------------------------------------------------------------%-----------------------------------------------------------------NIR
Below Threshold
Above Threshold

NDVI

Below Threshold
Above Threshold

SAVI

Below Threshold
Above Threshold

TDVI

Below Threshold
Above Threshold

83
33

94
14

80

88
54

92
42

83

86
47

92
30

81

83
38

97
9

81

84
30

92
17

78

88
56

93
41

83

83
29

92
14

78

85
44

93
27

81

86
46

92
32

81

83
31

96
9

80

85
46

93
26

81

86
47

92
30

81

45

Table 3.4

Classification accuracies for weed threshold data and texture features generated from the from August 9,
2005 imagery.
0.14 m resolution

Class

User
Accuracy

Producers
Accuracy

0.5 m resolution

Overall
Accuracy

User
Accuracy

Producers
Accuracy

1 m resolution

Overall
Accuracy

User
Accuracy

Producers
Accuracy

Overall
Accuracy

-------------------------------------------------------------------%-----------------------------------------------------------------NIR
Below Threshold
Above Threshold

NDVI

Below Threshold
Above Threshold

SAVI

Below Threshold
Above Threshold

TDVI

Below Threshold
Above Threshold

88
0

100
0

88

89
25

100
0

89

92
14

98
3

91

88
11

99
1

88

89
16

99
2

88

93
0

100
0

93

88
0

100
0

88

89
18

100
1

89

93
5

97
2

90

88
0

100
0

88

89
9

99
0

88

93
6

98
2

91

46
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Figure 3.1 Total weeds per m2 for two data collection dates at a
Brooksville, MS soybean field.
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Figure 3.2 Percent ground cover per m2 maps for two data collection
dates at a Brooksville, MS soybean field.
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Figure 3.3 Herbicide application maps for two data collection dates at a
Brooksville, MS soybean field.
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Figure 3.4 Three-level wavelet decomposition workflow diagram.
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Figure 3.5 Three-level discrete wavelet decomposition.
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Figure 3.6 Graph of classification accuracies using herbicide application data
and imagery.
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Figure 3.7 Graph of classification accuracies using weed threshold data and
imagery.

CHAPTER IV
FRAMEWORK FOR A SITE-SPECIFIC HERBICIDE APPLICATION DECISION
SUPPORT SYSTEM
Abstract
Since the introduction of large scale farming operations, weed control has
been one of the most important issues that producers face. Thus, many decision
support systems for weed management have been developed to aid producers in
this decision-making process. A common driver for these decision support
systems has been to base herbicide use on some economic treatment threshold.
These decision support systems give herbicide recommendations for the entire
field based on the competitive index for each weed, crop growth stage, herbicide
cost, and application cost. These herbicide recommendations are optimized to
the greatest economic net return calculated from the variables mentioned. One
of the pitfalls of these decision support systems is their “whole field” approach to
herbicide recommendations. Past research has shown that weeds tend to grow
in patches across an agricultural landscape. Other research has shown that site
specific herbicide applications have a greater net return on average than whole
field applications, particularly in non-glyphosate resistant soybean. Based on this
information, a site-specific herbicide application decision support system would
appear to be a more logical weed management tool. The framework for the
54
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decision support system (DSS) developed in this study is based on this idea of
site-specific management. This DSS will use the concepts developed by North
Carolina’s HADDS1 (Herbicide Application Decision Support System). This DSS
utilizes interpolated weed maps developed by the user to generate optimized
herbicide recommendations for either single product, variable rate applicators or
multiple product, variable applicators. Test cases have been simulated in both
HADSS and MSU-VR-HADSS to test for any errors in the MSU-VR-HADSS
system. Results showed little difference between the two systems. Small
differences were noticed in some cases with respect to Net Return, but these
differences were generally less than 50 cents per acre and had no effect on the
estimated yield loss for each treatment.
Introduction
Weed control in agricultural production has been of great importance since
the dawn of mechanized farming. It often involved several applications of
pesticides and hundreds of hours in the field to accomplish acceptable weed
control. Over the years, this process has become more efficient through the
development of new pesticide chemistries and the continual development of
larger, more efficient agricultural machinery.
There is one step of agricultural weed management that has remained
relatively unchanged; producers continue to treat entire fields with pesticides for

1

HADSS, Version 2004.0.6, Ag Renaissance LLC., PO Box 91235
Raleigh, NC 27675, USA.

problems that are not consistent across the agricultural landscapes. Past
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research has shown that this whole-field approach to pesticide application is not
necessary; weeds are not homogeneously distributed throughout agricultural
fields, but rather tend to be aggregated in patches (Cardina et al. 1997; Johnson
et al. 1995; Marshall 1988; Thornton et al. 1990; Wiles et al. 1992). A field in
Nebraska was 70% free of broadleaf and grass weeds at the time of postemergence herbicide application (Johnson et al. 1995).
With these findings in mind, and the current technological capacity
available in site-specific agriculture, it makes sense to apply today’s variable-rate
technology to site-specific weed management (SSWM) in agricultural fields.
Adoption of SSWM has many benefits. This adoption can lead to decreases in
herbicide use and production costs (Maxwell and Colliver 1995). Timmermann et
al., in 2003, found an average decrease of 54% in herbicide use when weeds
were controlled site-specifically. For grass weed herbicides, herbicide use was
reduced 90% for winter cereals, 78% for maize (Zea mays L.), and 36% for sugar
beet (Beta vulgaris L.). Similarly, broadleaf herbicide usage was reduced 60%
for winter cereals, 11% in maize, and 41% for sugar beet.
In order to implement SSWM, one must have an accurate assessment of
where the weeds are present across the agricultural landscape, and some type
of decision model to determine the type of herbicide and rate based on the
weeds present in a given area. Past research has developed several decision
support systems which can accurately assess weed pressure on crop yield and
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post emergence herbicide selection (Neeser et al. 2004; Timmermann et al.
2003; Wilkerson et al. 1991). The majority of these decision support systems are
based on economic thresholds. These models consider several factors in the
herbicide selection process such as weed density, impact on crop yield, herbicide
cost, herbicide efficacy, and application costs to generate the most economically
suitable herbicide and rate for the given situation. One of the more popular
models, HADSS (Herbicide Application Decision Support System), was
developed at North Carolina State University and has been validated in several
other states (Scott et al. 2001; Scott et al. 2002; Shaw et al. 1998).
The next requirement for implementing site-specific weed management is
information about the spatial location on weed species and their respective
populations in an agriculture field. One of the more common methods for
creating these maps is to use some type of sampling scheme involving a grid
system, where weed densities are collected at the center or intersection of each
grid. Many researchers have mapped weed populations using various grid
systems of different sizes (Krueger et al. 1998; Lindquist et al. 1998; Medlin and
Shaw 2000). Weed maps are then created from this information by using some
method of spatial interpolation to create continuous surfaces of weed densities
across agricultural fields.
The goal of this research was to integrate the two methodologies into a
system that will allow the generation of site-specific herbicide recommendations
inside a geographical information system (GIS) based on weed maps created in

the GIS. The system will integrate HADSS and the GIS to allow the user to

58

create interpolated weed maps based on the interpolation methods available.
Program Description
Program Architecture
The program was developed as an extension for ESRI’s ArcGIS2 software
package. Visual Basic was the programming language used for the extension
development. The extension relies heavily on Microsoft Access for information
storage and query execution for the derived information products. The extension
also requires a registered copy of HADSS to be installed on the user’s computer.
The extension relies on HADSS to perform all the calculations to obtain the
various herbicide recommendations. Figure 1 is a flowchart that displays a
summary of the workflow of the MSU-VR-HADSS extension.
Data Input
Data is input into the system through the GIS as vector grid shapefiles.
The GIS environment allows the user to interpolate weed maps according to the
user’s preference. The size of the grid used should reflect the size of the
application equipment that is going to be used to apply the pesticides. Once the
weed maps are created, the user executes the program by clicking the “Run VR-

2

ArcGIS, Version 9.1, Environmental Sciences Research Institute, 380

New York St. Redlands, CA 92373-8100, USA.
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HADSS GIS” button on the MSU-VR-HADSS toolbar. This toolbar is shown in
Figure 4.2. This action brings up a window that will ask for input from the user,
as shown in Figure 4.3. The information required to continue include: grower
name, scout name, field name, and quadrat size. Quadrat width must be the
width of the grids in the vector grid weed maps. Again, this should be the width
of the application equipment’s boom. This window also allows the user to
choose which data layers are to be treated as weed maps for input into the
database. Once the user completes the required input, they should click the
“Next” button. This will bring up a window in which the user assigns a weed
species to each of his chosen weed maps. This is accomplished by using the
dropdown menu as shown in Figure 4.4. As each weed map is assigned the
correct species name, a unique identifier is added to each vector grid in the weed
map, which will be used during the herbicide calculations. Clicking the “Ok”
button after all weed layers have been assigned will start the portion of the
program which executes the HADSS calculations.
Herbicide Calculations
Figure 4.5 shows the interface for the herbicide calculations. The user
clicks the “Run” button from the menu to begin the process. This opens a menu
in which the user can change the crop/weed parameters, or take the default and
begin the calculations. Figure 4.6 displays the menu for imputing the crop/weed
parameters. The variables displayed in the menu come from the databases that
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are installed with the HADSS program. The program uses the decision making
tools in HADSS to calculate the herbicide recommendations.
The HADSS calculations are based on the model developed by Wilkerson
et al. in 1991. This model includes calculations for total competitive load of
weeds on crops, percent yield loss, predicted yield loss, competitive load after
herbicide application, and expected net return.
The calculation for the Total Competitive Load is:
m

TCL0 = ∑ NiCIi

(4-1)

i=1

where:
TCL0 = Total Competitive Load
m

∑ Ni = Number of weeds of each species present per unit area (10 m of
i=1

row for a 92 cm row spacing).
CIi = Competitive Index for each species where m is the number of weed
species present in the field.
The result of this equation is then used to calculate yield loss as a function
of the total competitive load. HADSS uses two different equations based on the
value for TCL0. The first equation is for the percent yield loss (D0):
D0 = 0.5 TCL0

if TCL0 ≤ 50

(4-2)

D0 = 25 + [55(TCL0 – 50)/( TCL0 + 60)] if TCL0 > 50

(4-3)

61
The formula shifts from a linear to a hyperbolic relationship when the total
competitive load exceeds 50. Studies have shown that when TCL0 > 50, weeds
begin to interfere with one another between and across species.
D0 is then applied to the following formula to calculate predicted yield loss:
L0 = Ymax(D0/100)

(4-4)

where:
L0 =

Expected yield reduction

Ymax = Expected weed-free yield (In HADSS, this is input by user)
The next set of procedures executed through HADSS computes the
expected net return for each herbicide selected. To do this, the total competitive
load after herbicide application (TCLj) is computed. The formula for TCLj is given
below:
m

TCLj = ∑ [(1.0 – Kij) X Ni X CIi]
i=1

(4-5)

where:
Kij = proportion of weed species i killed by herbicide j.
Dj is then calculated by substituting TCLj into the percent yield loss
equation to give you percent yield loss after herbicide j is applied. Expected yield
reduction after herbicide j is applied is found by substituting Dj into the predicted
yield loss equation.
The herbicide recommendations are then ranked according to their
expected net return, which is calculated from the following equation:

Rj = [P X (L0 – Lj)] – (Cj + Aj)
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(4-6)

where:
P = Expected selling price of crop.
Cj

=

Aj =

Cost of herbicide j.
Cost of applying herbicide j.

Calculation of Results
Three types of herbicide recommendations are generated by the program:
whole-field recommendations, multiple treatment variable-rate recommendations,
and single treatment variable-rate recommendations.
For the whole-field recommendation scenario, the weed count data are
averaged for all vectors grids in the input dataset. These averaged counts for
each species are used in the HADSS calculations. For the multiple treatment
variable-rate recommendation scenario, the HADSS calculations are performed
on each vector grid of the input dataset. The unique identifier allows the HADSS
calculations to use all the weed data available for each vector grid cell, for all
available weed maps. The calculations for single treatment variable-rate
recommendations averages the net return for all given treatments calculated in
the multiple treatment variable rate recommendations. This average includes the
vector grids containing no weeds. The reason for this is that there is still an
application cost associated with these areas because the equipment must still
pass through these areas. The results of these calculations are ranked

according to highest net return and stored in a database which is accessed
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through the GIS interface.
Display of Results
Reports are accessed by clicking the “Reports” button of the extension
toolbar to open the reports window shown in Figure 4.7. This window allows the
user to generate herbicide recommendation reports for three application
scenarios discussed in the previous section. Figure 4.8 shows an example of
each report that can be generated. Figure 4.8(a) is the report that displays the
herbicide recommendations for a whole-field application scenario. These
treatments are ranked based on the net return of each treatment. Other
information available to the user includes total cost of each treatment and
remaining yield loss per acre after each treatment is applied. Figure 4.8(b)
displays the treatment summaries for a multiple treatment, variable rate
application scenario. These treatments are ranked by the average net return of
each ranked treatment per grid cell. In this scenario, optimum treatments are
calculated for each vector grid cell of the weed maps based on the weed species
and densities located in each vector grid cell. These treatments are ranked by
net return. The report summarizes each ranked treatment across all grid cells.
Also included in this report is average total cost and average yield loss remaining
after each treatment is applied. Figure 4.8(c) shows the report for the single
treatment variable-rate application scenario. Again, additional information
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supplied in this report includes total cost of each treatment and remaining yield
loss per acre after each treatment is applied.
A dataset was designed to test the results of the MSU VR-HADSS. The
five species used in the testing were barnyardgrass (Echinochloa crus-galli (L.)
Beauv.), large crabgrass (Digitaria sanguinalis (L.) Scop.), pitted morningglory
(Ipomoea lacunosa L.). horsenettle (Solanum carolinense L.), and prickly sida
(Sida spinosa L.). The densities used in the dataset are shown in Table 4.1.
These densities are expressed in plants per 100 ft2. This data set was used in a
test run of the MSU-VR-HADSS and the results for the whole field and multiple
treatment, variable rate applications are shown in Tables 4.2 and 4.3. The
results of the HADSS calculations using the same weed density information are
shown in Table 4.4. Examination of the results show no difference in the
calculations, proving that that the MSU-VR-HADSS extension is correctly working
in conjunction with HADSS for its decision making.
The next test case was to use a 4 X 4 grid map in the calculations to test
the extensions ability to whole field herbicide application decisions. These data
are shown in Table 4.4. Again, for this case, weed counts are averaged across
all grids. The results of this case are shown in Table 4.5. The weed density
information was averaged and run in HADSS as well as for comparison
purposes. The results on the HADSS run are shown in Table 4.6. Comparison
of the results shows slight differences in the net returns between systems.
Examination of yield loss and total cost show no differences. These results
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prove that the calculations are correct and differences in net return may be due
to round off error in conversions where the factors are specified by the user. Two
conversions in particular are the weed density conversions and area
conversions.
Conclusions
The MSU-VR-HADSS is a significant step in the evolution of site-specific
weed management. It provides the necessary integration of a proven decision
model and GIS engine for true GIS analysis capability. By using an existing
herbicide decision support model (HADSS), the program is able to generate
results using proven methods. It is also able to benefit from upgrades to the
model. The GIS environment also allows for analysis of the actual weed data to
identify patterns in the data, and the ability to analyze the change of these
patterns due to the application of the recommended herbicide treatment. This
program has the potential to open new avenues of research into site-specific
weed management and greater insight into herbicide efficacy. The program
automates herbicide calculations, giving the user the ability to investigate multiple
scenarios in a short period of time.
Future modifications to the extension need to address areas of the field
that are not square quadrats. The program should be able to account for field
edges that may be clipped or rounded. This should improve the accuracy of the
program’s results. Another aspect of the program that needs to be addressed is
the efficiency at which the program performs its calculations.
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Table 4.1 Weed species and densities used for testing.
Weed Species

Plants per 100 ft2

barnyardgrass

57

large crabgrass

28

horsenettle

9

pitted morningglory

19

Prickly sida

19

Table 4.2 Results from MSU-VR-HADSS multiple treatment decision analysis.

*

Rank

Description

Spray Mix

Net Return*

Yield Loss**

Total Cost*

1

glyphosate (3 lb ae/gal)

2 pt

76.80

4.2

11.17

2

glyphosate (3 lb ae/gal) +
Resource

2 pt + 2 oz

74.54

4.2

13.43

3

glyphosate (3 lb ae/gal) + First
Rate

1.5 pt + 0.2 oz

72.54

4.7

12.70

4

glyphosate (3 lb ae/gal)

1.5 pt

71.50

5.4

9.63

5

glyphosate (3 lb ae/gal) +
Resource

1.5 pt + 2 oz

69.24

5.4

11.89

6

glyphosate (3 lb ae/gal) + Classic

1.5 pt + 0.33 oz

67.92

5.4

13.21

7

glyphosate (3 lb ae/gal) + First
Rate

1 pt + 0.2 oz

57.24

5.8

11.16

8

glyphosate (3 lb ae/gal) + Reflex

1.5 pt + 0.75 pt

63.28

5.4

17.85

9

Poast + Basagran + Blazer

1 pt + 1 pt + 1 pt

63.04

3.5

29.18

10

glyphosate (3 lb ae/gal) + Blazer

1.5 pt + 1 pt

62.60

5.4

18.53

units are U.S. dollars
**
yield loss is expressed in bushels/acre
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Table 4.3 Results from MSU-VR-HADSS whole field decision analysis.

*

Rank

Description

Spray Mix

Net Return*

Yield Loss**

Total Cost*

1

glyphosate (3 lb ae/gal)

2 pt

76.80

4.2

11.17

2

glyphosate (3 lb ae/gal) +
Resource

2 pt + 2 oz

74.54

4.2

13.43

3

glyphosate (3 lb ae/gal) + First
Rate

1.5 pt + 0.2 oz

72.54

4.7

12.70

4

glyphosate (3 lb ae/gal)

1.5 pt

71.50

5.4

9.63

5

glyphosate (3 lb ae/gal) +
Resource

1.5 pt + 2 oz

69.24

5.4

11.89

6

glyphosate (3 lb ae/gal) + Classic

1.5 pt + 0.33 oz

67.92

5.4

13.21

7

glyphosate (3 lb ae/gal) + First
Rate

1 pt + 0.2 oz

57.24

5.8

11.16

8

glyphosate (3 lb ae/gal) + Reflex

1.5 pt + 0.75 pt

63.28

5.4

17.85

9

Poast + Basagran + Blazer

1 pt + 1 pt + 1 pt

63.04

3.5

29.18

10

glyphosate (3 lb ae/gal) + Blazer

1.5 pt + 1 pt

62.60

5.4

18.53

units are U.S. dollars
**
yield loss is expressed in bushels/acre
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Table 4.4 Results from HADSS whole field decision analysis.

*

Rank

Description

Spray Mix

Net Return*

Yield Loss**

Total Cost*

Money Lost*

1

glyphosate (3 lb ae/gal)

2 pt

76.80

4.2

11.17

25.42

2

glyphosate (3 lb ae/gal) + Resource

2 pt + 2 oz

74.54

4.2

13.43

25.42

3

glyphosate (3 lb ae/gal) + First Rate

1.5 pt + 0.2 oz

72.54

4.7

12.70

28.15

4

glyphosate (3 lb ae/gal)

1.5 pt

71.50

5.4

9.63

32.26

5

glyphosate (3 lb ae/gal) + Resource

1.5 pt + 2 oz

69.24

5.4

11.89

32.26

6

glyphosate (3 lb ae/gal) + Classic

1.5 pt + 0.33
oz

67.92

5.4

13.21

32.26

7

glyphosate (3 lb ae/gal) + First Rate

1 pt + 0.2 oz

57.24

5.8

11.16

34.99

8

glyphosate (3 lb ae/gal) + Reflex

1.5 pt + 0.75 pt

63.28

5.4

17.85

32.26

9

Poast + Basagran + Blazer

1 pt + 1 pt + 1
pt

63.04

3.5

29.18

21.16

10

glyphosate (3 lb ae/gal) + Blazer

1.5 pt + 1 pt

62.60

5.4

18.53

32.26

units are U.S. dollars
**
yield loss is expressed in bushels/acre
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Table 4.5 Test data for 4 X 4 grid weed maps.
Quadrat

barnyardgrass

large crabgrass

Weed Species
horsenettle

pitted
morningglory

prickly sida

----------------------------------------------------------------------------Plants per 100 ft2------------------------------------------------------------------------------------------------------------------

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

57
19
28
0
0
0
151
142
217
0
28
75
0
0
142
85

28
9
47
0
0
28
19
57
75
0
94
142
0
47
217
170

9
19
9
0
0
0
47
142
75
0
19
19
0
0
94
113

19
38
57
0
0
0
151
75
19
0
19
75
113
0
47
19

19
38
0
0
0
0
113
198
179
0
113
75
302
0
47
94

Mean

59

58

34

40
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Table 4.6 Results from MSU-VR-HADSS whole field decision analysis for 4 X 4 grid weed maps.
Rank

Description

Spray Mix

Net Return*

Yield Loss**

Total Cost*

1

glyphosate (3 lb ae/gal)

2 pt

55.91

14.1

11.17

2

glyphosate (3 lb ae/gal) + Resource

2 pt + 2 oz

53.65

14.1

13.43

3

glyphosate (3 lb ae/gal) + First Rate

1.5 pt + 0.2 oz

47.80

15.2

12.70

4

Poast + Basagran + Blazer

1 pt + 1 pt + 1 pt

47.11

12.6

29.18

5

glyphosate (3 lb ae/gal)

1.5 pt

46.14

16.0

9.63

6

glyphosate (3 lb ae/gal) + Resource

1.5 pt + 2 oz

43.87

16.0

11.89

7

glyphosate (3 lb ae/gal) + Classic

1.5 pt + 0.33 oz

42.55

16.0

13.21

8

glyphosate (3 lb ae/gal) + Reflex

1.5 pt + 0.75 pt

37.91

16.0

17.85

9

Storm followed by Assure II

1.5 pt => 8 oz

37.81

13.9

30.70

10

Storm followed by Select

1.5 pt => 6 oz

37.38

13.8

31.61

*
**

units are U.S. dollars
yield loss is expressed in bushels/acre
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Table 4.7

Results from HADSS whole field decision analysis from average weed counts from 4 X 4 grid weed
maps.

Rank

Description

Spray Mix

Net Return*

Yield Loss**

Total Cost*

Money Lost*

1

glyphosate (3 lb ae/gal)

2 pt

56.09

14.1

11.17

84.73

2

glyphosate (3 lb ae/gal) + Resource

2 pt + 2 oz

53.83

14.1

13.43

84.73

3

glyphosate (3 lb ae/gal) + First Rate

1.5 pt + 0.2 oz

47.96

15.2

12.70

91.33

4

Poast + Basagran + Blazer

1 pt + 1 pt + 1
pt

47.47

12.6

29.18

75.34

5

glyphosate (3 lb ae/gal)

1.5 pt

46.24

16.0

9.63

96.12

6

glyphosate (3 lb ae/gal) + Resource

1.5 pt + 2 oz

43.98

16.0

11.89

96.12

7

glyphosate (3 lb ae/gal) + Classic

1.5 pt + 0.33
oz

42.66

16.0

13.21

96.12

8

Storm followed by Assure II

1.5 pt => 8 oz

38.02

13.9

30.70

83.27

9

glyphosate (3 lb ae/gal) + Reflex

1.5 pt + 0.75 pt

38.02

16.0

17.85

96.12

10

Storm followed by Select

1.5 pt => 6 oz

37.58

13.8

31.61

82.79

*
**

units are U.S. dollars
yield loss is expressed in bushels/acre
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Figure 4.1 Flowchart of MSU-VR-HADSS workflow.

Figure 4.2 MSU-VR-HADSS toolbar.
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77

Figure 4.3 Data input window.
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Figure 4.4 Window for assigning weed species to each weed map layer.

79

Figure 4.5 Menu for setting parameters for herbicide calculations.

80

4.6 Menu for HADSS crop/weed input or program execution.
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Figure 4.7 Report generation window.

82

(a.)

(b)

(c)
Figure 4.8 Example of reports available.

