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Abstract 
Broadcasting in Mobile Ad hoc Networks (MANETs) is a fundamental data dissemination 
mechanism, with important applications, including route query in many routing protocols. 
address resolution and any scenario requiring the diffusing of information (alarrn signals for 
example) across the whole network. Broadcasting in MANETs has traditionally been based 
on flooding, but this can induce broadcast storms that severely degrade network performance 
due to redundant retransmission, collision and contention. 
Probabilistic flooding, where a node rebroadcasts a newly arrived one-to-all packet with 
some probability, p, was an early suggestion to reduce the broadcast storm problem. 
However, to date, there has been no attempt to analyse in depth the performance behaviour of 
such an approach in a MANET environment. The first part of this thesis investigates the 
effects on the performance of probabilistic flooding of a number of important NMNET 
parameters, including node speed, traffic load and node density. It transpires that these 
parameters have a critical impact both on reachability and on the number of so-called "saved 
rebroadcast packets" achieved. For instance, across a range of rebroadcast probability values, 
as network density increases from 25 to 100 nodes, reachability achieved by probabilistic 
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flooding increases from 85% to 100%. Moreover, as node speed increases from 2 to 20 
m/sec, reachability increases from 90% to 100%. 
Our study has also revealed that conventional probabilistic flooding frequently does not 
achieve a high degree of reachability partly because each node in the network has the same 
probability of rebroadcasting regardless of the number of neighbours. When a node is in a 
sparse region of the network, re-broadcasting is relatively more important while the potential 
redundancy of rebroadcast is low because there are few neighbours which might rebroadcast 
the packet unnecessarily. Further, in such a situation, contention over the wireless medium 
resulting from spurious broadcasts is not as serious as in scenarios with medium or high 
density node populations. This thesis argues that the probability of a node in a sparse region 
to re-broadcast should be set higher than for nodes situated in denser regions. Extensive 
simulation experiments have been performed in order to determine the minimum, average 
and maximum number of neighbours for NUNET network nodes subject to a wide range of 
scenarios. It is argued here that such information can be exploited to estimate better the 
rebroadcast probability for any given node. To illustrate this, the second part of this thesis 
proposes two new probabilistic algorithms that dynamically adjust the rebroadcasting 
probability contingent on node distribution using only one-hop neighbourhood information, 
without requiring any assistance of distance measurements or location-determination devices. 
The performance of the new algorithms is assessed and compared to blind flooding as well as 
the fixed probabilistic approach. It is demonstrated that the new algorithms have superior 
performance characteristics in terms of both reachability and saved rebroadcasts. For 
instance, the suggested algorithms can improve saved rebroadcasts by up to 70% and 47% 
compared to blind and fixed probabilistic flooding, respectively, even under conditions of 
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high node mobility and high network density without degrading reachability. 
To date there has been comparatively little activity with regard to investigating the 
performance merits of probabilistic flooding in real applications. Addressing this gap, the 
final part of the thesis assesses the impact of probabilistic flooding on the performance of 
routing protocols in MANETs. To this end, our newly proposed algorithms as well as fixed 
probabilistic flooding are incorporated in the Ad hoc On-Demand Distance Vector (AODV) 
routing protocol; one of the well-known and widely studied algorithm over the past few 
years. Our performance results indicate that using our new probabilistic flooding algorithms 
during route discovery enables AODV to achieve a higher delivery ratio of data packets 
while keeping a lower routing overhead compared to using blind and fixed probabilistic 
flooding. For instance, the packet delivery ratio using our algorithm is improved by up to 
19% and 12% compared to using blind and fixed probabilistic flooding, respectively. 'Ibis 
performance advantage is achieved with a routing overhead that is lower by up to 28% and 
19% than in fixed probabilistic and blind flooding, respectively. 
iii 
To my parents, my uife, my chirdren, andmyjanzi6ý 
for their love, support andencouragement. 
94uneer 
iv 
Acknowledgments 
I would like to express my sincere appreciation to my supervisors: Dr. M. Ould-Khaoua and 
Dr. I-M. Mackenzie. Their continued support and encouragement have always been very 
valuable, and their constructive suggestions and insightful comments have enabled me to 
progress in this research work. 
I want to extend my thanks to A. Y. A]-Dubai for his useful advice at the start of my Ph. D. 
program. I would like to thank my officemate, S. Papanastasiou, for his valuable comments 
and advice. My deepest thanks are also due to my student colleagues: S. Wahab, S. Bani- 
Mohammad and S. Manaseer. I must extend my gratitude to all the staff of the Department of 
Computing Science, University of Glasgow, for their kind and friendly support. 
I am highly indebted to Jordan University of Science and Technology (JUST), Irbid, Jordan, 
in particular for their financial support during the course of this research. I am also very 
grateful due to the staff of the Faculty of Computer and Information Technology, Jordan 
University of Science and Technology (JUST), Irbid, Jordan, for their great and continuous 
support. 
Finally, I must thank my parents, family, wife, lovely children: Laith, Basel, Osama and 
Lana, for their unlimited patience and moral support during the course of this research. 
Without their continuous encouragement and tolerance this work would not be finished. 
V 
Contents 
Abstract i 
Acknowledgments v 
1 Introduction 1 
1.1 Features of MANETs ............................................................. 4 
1.2 Applications of MANETs ........................................................ 5 
1.3 Routing Protocols in MANETs .................................................. 6 
1.3.1 Proactive Routing .......................................................... 7 
1.3.2 Reactive Routing ......................... o ..... oo ............. - ....... 7 
1.4 Broadcasting in MANETs ................. o ... oo. oo ................. oooo- ... 8 
1.4.1 Applications of Broadcasting ............ o ................ - ............ 8 
1.4.2 Characteristics of Broadcasting ............. o ........ - ... oo ..... 9 
1.5 Performance Metrics . .... o .... - .......... -- ...... o ........... 10 
1.6 Related Work.. o ... 0o .......... oo ....... o ... --- ......................... oo. 11 
1.7 Motivations .... o ....... o .......... o- ...... o .................... o ... o- ......... o. 15 
1.8 Main Contributions . ........... -Ooo ... o .............. oo. o .... o ........... -. 0 ... 17 
1.9 Outline of the Ilesis ......... oo .... o ..... o .............. .......... 21 
2 Preliminaries and Related Works 23 
2.1 Characteristics of Broadcast Operations ....... oo ........ o ....... ...... 24 
2.2 Existing Broadcast Algorithms in MANETs ... - .... 0 ....................... 28 
vi 
2.2.1 Neighbour Knowledge-Based Schemes ................................ 
29 
2.2.1.1 Selecting Forwarding Neighbours Algorithms .............. 
29 
2.2.1.2 Clustering-Based Schemes ..................................... 
32 
2.2.2 Distance-based Schemes ................................................. 
33 
2.2.3 Location-based Schemes ................................................. 
34 
2.2.4 Blind Flooding ............................................................. 
35 
2.2.5 Counter-Based Schemes ................................................. 
35 
2.2.6 Probabilistic Schemes .................................................... 36 
2.3 The Random Waypoint Model .................................................. 38 
2.4 Ad hoc On-Demand Distance Vector (AODV) routing ...................... 39 
2.5 Assumptions ...................................................................... 
39 
2.6 Justification the Method of Study ............................................... 
40 
2.7 Summary ............................................................................ 
42 
3 Performance Analysis of Probabilistic Flooding 44 
3.1 Introduction ......................................................................... 
44 
3.2 Simulation Setup ................................................................... 
45 
3.3 Effect of Mobility .................................................................. 
50 
3.4 Effects of Traffic Load ............................................................ 
52 
3.5 Effects of Density .................................................................. 
56 
3.6 Conclusions ......................................................................... 
59 
4 Neighbourhood Characteristics In MANETs 61 
4.1 Introduction ......................................................................... 
61 
4.2 'Hello' Packets .................................................................... 
63 
vii 
4.3 Performance Evaluation .......................................................... 64 
4.4 Conclusions ......................................................................... 
70 
5A New Adjusted Probabilistic Flooding Algorithm 71 
5.1 Introduction ......................................................................... 71 
5.2 Adjusted Probabilistic Flooding ................................................. 72 
5.3 Performance Evaluation .......................................................... 75 
5.4 Conclusions ........................................................................ 89 
6A New Highly Adjusted Probabilistic Flooding Algorithm 91 
6.1 Introduction ........................................................................ 91 
6.2 Highly Adjusted Probabilistic Flooding ....................................... 93 
6.3 Performance Evaluation .......................................................... 94 
6.4 Conclusions ......................................................................... 102 
7 Performance Evaluation of AODV with Probabilistic Route Discovery 104 
7.1 Introduction ......................................................................... 104 
7.2 Ad-hoc On-demand Distance Vector (AODV) ................................ 105 
7.3 Performance Evaluation .......................................................... 107 
7.4 Conclusions ......................................................................... 120 
8 Conclusions and Future Directions 122 
8.1 Summary of the Results ........................................................... 122 
8.2 Directions for future Research ... ............................. o ..... o. o .......... 126 
References ............................................................................ 129 
viii 
List of Figures 
Figure 1.1: A sample mobile ad hoc network (MANET) .......................................... 
3 
Figure 2.1: Illustration of redundant rebroadcasting and contention ............................ 
26 
Figure 2.2: Illustration of collision .................................................................... 
27 
Figure 2.3: A description of the blind flooding algorithm ......................................... 
35 
Figure 2A A description of the probabilistic flooding algorithm ................................ 
37 
Figure 3.1: SRB vs. rebroadcast probability for a network size of 50 nodes and node 
speed 2 m/sec ............................................................................... 
49 
Figure 3.2: RE vs. rebroadcast probability for a network size of 50 nodes and node 
speed 2 m/sec ............................................................................... 50 
Figure 3.3: SRB vs. rebroadcast probability for different node speeds 2,8, and 20 m/sec: .... 51 
Figure 3A RE vs. rebroadcast probability for different node speeds 2.8, and 20 m/sec: ...... 52 
Figure 3.5: SRB vs. rebroadcast probability for different traffic loads 1,5 and 10 
packets/sec; and node speed 2 m/sec ..................................................... 
54 
Figure 3.6: SRB vs. rebroadcast probability for different traffic loads 1.5 10 packets/sec: 
and node speed 20 m/sec .................................................................. 
Figure 3.7: RE vs. rebroadcast probability for different traffic loads 1,5 and 10 
packets/sec and node speed 2 m/sec .................................................... 
Figure 3.8: RE vs. rebroadcast probability for different traffic loads 1,5 and 10 
packets/sec and node speed of 20 m/sec ................................................ 
Figure 3.9: SRB vs. rebroadcast probability for different network densities 25,50,100 
nodes and node speed 2 ni/sec ........................................................... 
Figure 3.10: SRB vs. rebroadcast probability for different network densities 25,50,100 
nodes and node speed 20 rn/sec .......................................................... 
Figure 3.11: RE vs. rebroadcast probability for different network densities 25,50,100 
nodes and node speed 2 m/sec ........................................................... 
Figure 3.12: RE vs. rebroadcast probability for different network densities 25,50,100 
nodes and node speed 2 m/sec ......................................................... 
Figure 4.1: Minimum number of neighbours (averaged over the whole network) vs. 
network size with a node speed of 2 m/sec ............................................. 
54 
55 
55 
57 
57 
58 
59 
66 
ix 
Figure 4.2: Averages number of neighbours (averaged over the whole network) vs. 
network size with a node speed of 2 m/sec ............................................. 
Figure 4.3: Maximum number of neighbours (averaged over the whole network) vs. 
network size with a node speed of 2 n-Jsec ............................................. 
Figure 4.4: Minimum number of neighbours (averaged over the whole network) vs. 
network size with a node speed of 20 m/sec ............................................ 
Figure 4.5: Average number of neighbours (averaged over the whole network) vs. 
67 
67 
69 
network size with a node speed of 20 mlsec ........................................... 
69 
Figure 4.6: Maximum number of neighbours (averaged over the whole network) vs. 
network size with a node speed of 20 m/sec: ........................................... 70 
Figure 5.1: Description of the new adjusted probabilistic flooding algorithm .................. 74 
Figure 5.2: SRB vs. rebroadcast probability for a network size of 50 nodes and node 
speed 2 m/sec: ............................................................................... 79 
Figure 5.3: SRB vs. node speed 2.4,10,16,20 m/sec for a network size of 50 nodes ....... 80 
Figure 5A SRB vs. network traffic load for a network size of 50 nodes and node 
speed 2 m/sec: ............................................................................... 81 
Figure 5.5: SRB vs. network density (with different number of nodes 25,50,75,100) 
for node speed 2 m/sec .................................................................... 
Figure 5.6: RE vs. rebroadcast probability for a network size of 50 nodes and node 
speed 2 m/sec .............................................................................. 
83 
84 
Figure 5.7: RE vs. node speed 2,4,10,16,20 m/sec for a network size of 50 nodes ............ 85 
Figure 5.8: RE vs. network traffic load for a network size of 50 nodes and node speed 
2 m/sec ..................................................................................... 86 
Figure 5.9: RE. vs. network density (with different number of nodes 25,50,75,100) for 
node speed 2 mlsec ........................................................................ 87 
Figure 6.1: A description of the new highly adjusted probabilistic flooding algorithm ........ 93 
Figure 6.2: SRB vs. rebroadcast probability for a network size of 50 nodes and node 
speed 2 m/sec ............................................................................... 97 
Figure 6.3: SRB vs. node speed 2,4,12,16,20 m/sec for a network size of 50 nodes ....... 98 
Figure 6A SRB vs. traffic load for a network size of 50 nodes and node speed 2 m/sec ...... 99 
Figure 6.5: SRB vs. network density for node speed 2 m/sec ...................................... 99 
x 
Figure 6.6: RE vs. rebroadcast probability for a network size of 50 nodes and node 
speed 2 nVsec ............................................................................... 
100 
Figure 6.7: RE vs. node speed 2,4,12,16,20 nVsec for a network size of 50 nodes .......... 101 
Figure 6.8: RE vs. traffic load for a network size of 50 nodes and node speed 2 M/sec ........ 101 
Figure 6.9: RE vs. network density for node speed 2 m/sec ....................................... 
102 
Figure 7.1: SRB vs. traffic load for a network size of 50 nodes and node speed 2 nVsec III 
Figure 7.2: SRB vs. node speed 2,4,10,16,20 m/sec: for a network size of 50 nodes ....... 112 
Figure 7.3: RE vs. traffic load for a network size of 50 nodes and with node speed 2 m/sec 113 
Figure 7A RE vs. node speed 2,4,8,12,16,20 m/sec for a network size of 50 nodes ...... 114 
Figure 7.5: Delay vs. traffic load for a network size of 50 nodes and with node speed 2 
m/sec ........................................................................................ 
115 
Figure 7.6: Delay vs. node speed 2,4,8,12,16,20 m/sec for a network size of 50 nodes.... 116 
Figure 7.7: Routing overhead vs. traffic for a network size of 50 nodes and with node 
speed 2 rn/sec ............................................................................... 
117 
Figure 7.8: Routing overhead vs. node speed 2,4,8,12,16,20 m/sec for a network size 
of 50 nodes ................................................................................. 
118 
Figure 7.9: Packet delivery ratio vs. traffic load for a network size of 50 nodes and 
speed 2 m/sec: ............................................................................... 
119 
Figure 7.10: Packet delivery ratio vs. node speed 2,4,8.12,16,20 m/sec for a network 
size of 50 nodes ........................................................................... 
119 
xi 
List of Tables 
Table 3.1: Summary of the parameters used in the simulation experiments ......... 
46 
Table 3.2: ne mean and confidence interval for reachability (RE) for various 48 
rebroadcast probability ........................................................ 
Table 4.1: Summary of the parameters used in the simulation experiments ......... 
65 
Table 4.2: Summary of the minimum, average and maximum number of 
neighbours of given node (averaged over the whole network) .......... 
Table 4.3: Summary of the confidence intervals and margin of errors of 
minimum, average and maximum number of neighbours of given 
node (averaged over the whole network) .................................. 
68 
68 
Table 5.1: Summary of the parameters used in the simulation experiments ......... 
77 
Table 6.1: Summary of the parameters used in the simulation experiments ......... 
95 
Table 7.1: Summary of the parameters used in the simulation experiments ......... 
109 
xii 
Chapter 1 
Introduction 
One of the early deployments of wireless networks took place in the 1970s and the trend 
has been growing ever since. During the last decade research interest in the area has grown 
substantially due to the wide availability and rapid deployment of wireless transceivers in 
a variety of computing devices such as PDAs, laptop and desktop computers [2,3,551. 
Initially, the deployment of these wireless technological advances came in the form of an 
extension to the fixed LAN infrastructure model as detailed in the 802.11 standard [37,67, 
811. 
Wireless networks can be classified into two categories [2,3,55]. The first category and 
the most common today, is a wireless network built on-top of a wired network, which 
creates a reliable infrastructure wireless network [2,3,551. The wireless nodes are also 
connected to a wired network, and are able to act as bridges in a network of this kind. 
They are usually called base-stations or access points. An example of this is the cellular- 
phone network where a phone connects to the base-station. When the phone moves out of 
range of a base-station it does a hand-off and switches to a new base station within reach. 
The hand-off should be fast enough to be seamless for the network users. Other more 
recent networks of this type are Wireless Local Area Networks (WLANs) where 
transmissions are typically in the 2.4 GHz or 5 GHz frequency bands, and do not require 
line-of-sight between sender and receiver. Wireless base stations (access points) are often 
wired to an Ethernet LAN and transmit a radio frequency over an area of several hundred 
feet through walls and other non-metal barriers. Roaming users can be handed-off from 
one access point to another as in a cellular phone system [2,3,7,60,69,80]. 
The second category is Mobile Ad hoc Networks (or MANETs for short) [2,3,23,55,67, 
681, which are fori-ned by wireless devices that communicate without necessarily using a 
pre-existing network infrastructure such as that provided by access points. In such 
networks, each mobile node operates not only as a host where applications can reside, but 
also as a router so that it can send and receive packets as well as forward packets for other 
nodes in the network. MANETs are also called multi-hop packet radio networks [2,3.55, 
71,101] compared to the one-hop station-based cellular networks. The self-configuring 
nature of NUNETs makes them suitable for a wide variety of applications [2.3,69]. One 
of the applications of these networks is communication within groups of people with 
laptops and other hand-held devices. This type of communication paradigm stimulates the 
desire for sharing information among mobile devices. Furthermore, MANETs could be 
useful to deploy in areas such as disaster sites, battlefields, temporary conference 
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meetings, uninhabited field searching. In such environments, where there is often little or 
no communication infrastructure or the existing infrastructure is inconvenient to use, 
wireless mobile users could communicate through the rapid formation of a MANET [2,3, 
55). 
Ile communication capabilities of the mobile nodes in MANETS are bounded by their 
wireless transmission ranges; that is, two nodes can communicate directly with each other 
only if they are within their transmission ranges. When two nodes are out of one another's 
transmission range, their communication needs the support of some intermediate nodes 
which set up a communication between each other to relay packets between the source and 
destination. For example, in the network shown in Figure L I. suppose node C is outside 
the range of node A's transmission range (the circle in dashed-line around node A) and this 
node is outside the range of node Cs transmission range, therefore, they cannot 
communicate directly. If A and C wish to exchange a packet, node B has to forward the 
packet for them, since B is inside both A's and Cs transmission ranges. 
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FIgure 1.1: A sample mobile ad boc network (MANET). 
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1.1 Features of MANETs 
MANET's share many of the properties of wired-infrastructure LANs but also possesses 
certain unique features which derive from the nature of the wireless medium and the 
distributed function of the medium access mechanism that they employ [2,3,79,80,1021. 
These features may be described in turn as considerations stemming from the mobile node, 
the dynamic network topology and the routing protocol used to establish and maintain 
communication paths. These characteristics affect the functionality of mechanisms 
throughout the communication protocol [2,3,79,80,1021. 
Independent Nodes: In a MANET, each mobile node is independent of the others, and 
may function as a host that generates and consumes packets and also as a router that relays 
packets along network paths. 
Dynamic Network Topology: The nodes in the network dynamically establish routing 
among themselves as they move about, forming their own network connectivity on the fly. 
Furthermore, since the nodes are mobile, the network topology may change rapidly and 
unpredictably and the connectivity among the nodes may vary with time. 
Distributed Operation: The nodes involved in a MANET should collaborate among 
themselves and each node should act as a relay as needed to implement important 
functions such as routing and security. Since there is no background network for the 
central control of the network operations, the control and management of the network 
must be distributed among the nodes. 
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Limited Resource: Ile nodes in a MANET suffer constrained resources compared to 
their wired counterparts [2,3,681. These constrained resources include the bandwidth 
capacity of the wireless links which is significantly lower than that of the wired links. 
Moreover, mobile devices rely on batteries for their energy [26,61,72,73,83,95]. One of 
the most important system design goals is the optimisation of energy conservation. 
1.2 Applications of MANETs 
MANETs, due to their quick and economically less demanding deployment, find 
application in several areas. Some of these include: emergency operations, military 
applications, collaborative and group communication [2,31. 
Emergency Operations: MANETs are very useful in emergency operations such as in 
environments where the conventional infrastructure-based communication facilities are 
destroyed due to natural calamities such as earthquakes. Immediate deployment of ad hoc 
wireless networks would be a good solution for activity coordination. Moreover, the major 
factors that favour MANETs for such tasks are the self-configuration of the system with 
minimal overhead, independent of fixed or centralized infrastructure, the freedom and 
flexibility of mobility, and the unavailability of conventional communication 
infrastructure. 
Military Applications: MANETs can be very useful in setting up a fixed infrastructure 
for communication among a group of soldiers in enemy territories or inhospitable terrains. 
Also, they are useful for establishing communication among a group of soldiers for 
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tactical operations. In such environments, MANETs can provide the required 
communication mechanism very rapidly. 
Collaborative and group communication: MANETs can be very useful in setting up the 
requirement of a temporary communication infrastructure for quick communication with 
minimal configuration among a group of people in a conference or gathering. For 
example, consider a group of researchers who want to share their research findings or 
presentation materials during a conference or a lecture, distributing notes to the class on 
the fly. In such a case, the formation of a MANET can serve the purpose [69,811. 
Furthermore, group communication is one of the most promising applications for 
MANETs. For instance, the authors in the framework of the Mobile group communication 
Project [69] are investigating the viability of developing such type of applications in 
MANETs. 71ey have developed a Whiteboard application (WB), which implements a 
distributed whiteboard among users. Each user runs a WB instance on his/her device, 
selects a topic he/she wants to join, and starts drawing on the canvas. Drawings are 
distributed to all nodes, and rendered on each canvas. 
13 Routing Principles in MANETs 
The basic routing problem is that of finding an ordered series of intermediate nodes that 
can transport a packet across a network from its source to its destination by forwarding the 
packet along this series of intermediate nodes. In traditional hop-by-hop solutions to the 
routing problem, each node in the network maintains a routing table: for each known 
destination, the routing table lists the next node to which a packet for that destination 
should be sent. There are two main routing approaches in MANETs as expressed in IETF 
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recommendations through the RFC process, namely the proactive and reactive routing 
concept[511. 
1.3.1 Proactive Routing 
In proactive routing, each node maintains routes to all reachable destinations at all times. 
The routing information is usually kept in a table. These tables are periodically updated if 
the network topology changes. The differences between the different routing protocols are 
in the way the routing information is updated, detected and the type of information data 
kept at each routing table. Furthermore, each routing protocol may maintain different 
number of tables. Optimised Link State Routing (OLSR) [41], Destination-Sequenced 
Distance Vector (DSDV) [571 are examples of proactive protocols. 
1.3.2 Reactive Routing 
In this type of routing, only needed routes are explored and maintained. In contrast to 
table-driven routing protocols all up-to-date routes are not maintained at every node, 
instead the routes are created as and when required. When a source wants to send to a 
destination, it invokes the route discovery mechanism to find a path to the destination. Ile 
route remains valid till the destination is reachable or until the route is no longer needed. 
The existing reactive protocols differ in the ways the route discovery and route 
maintenance are conducted. Ad hoc On-Demand Distance Vector Routing (AODV) [36, 
561, Dynamic Source Routing Protocol (DSR) [54], and Temporally Ordered Routing 
Algorithm (TORA) [35] are examples of reactive protocols. 
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1.4 Broadcasting in MANETs 
Broadcasting is a fundamental operation in NIANETs whereby a source node sends the 
same packet to all the nodes in the network. In the one-to-all model, a transmission by 
each node can reach all nodes that are within its transmission radius, while in the one-to- 
one model, each transmission is directed toward only one neighbour (using narrow beam 
directional antennas or separate frequencies for each node) [17]. Broadcasting has been 
studied in the literature mainly for the one-to-all model, and most of this study is devoted 
to that model. The one-to-many model can also be considered, where fixed or variable 
angular beam antennas can be used to reach several neighbours at once [141. 
1.4.1 Applications of Broadcasting 
Broadcasting has many important uses and several MANET protocols assume the 
availability of an underlying broadcast service [7,12]. Applications which make use of 
broadcasting include paging a particular node or diffuse information to the whole network 
(alarm signal for example). It can also be used for route discovery in reactive protocols. 
For instance, in Ad Hoc On-demand Distance Vector Routing (AODV) [36,56], Dynamic 
Source Routing (DSR) [43,44,54], a route request is broadcasted in the network to 
discover a path to a particular destination. Each node keeps the broadcast ID and the name 
of the node from which the packet has been received. When the destination is reached, it 
replies with a unicast (point-to-point) packet and then each intermediate node is capable of 
establishing the return routes [36,43,44,54,561. 
Any communication protocol for MANETs should contend with the issue of interference 
in the wireless medium. When two or more nodes transmit a packet to a common 
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neighbour at the same time, the common node will not receive any of these packets. In 
such a case, we say that a collision has occurred at the common node. In multi-hop 
NLNNETs where all the nodes may not be within the transmission range of the source, 
intermediate nodes may need to assist in the broadcast operation by retransmitting the 
packet to other remote nodes in the network. Retransmissions use up valuable resources in 
the network such as power and bandwidth. Hence, it is important to choose the 
intermediate nodes carefully so as to avoid redundancy in retransmissions. 
1.4.2 Characteristics of Broadcasting 
We consider a MANET consisting of a set of cooperating mobile nodes. Each mobile node 
is equipped with a CSMA/CA (carrier sense multiple access with collision avoidance) 
transceiver which can access the air medium following the IEEE 802.11 protocol [37,67, 
811. 
The broadcasting is spontaneous; any mobile node can issue a broadcast operation at any 
time. The broadcasting is unreliable in that a broadcast is transmitted via a CSMA/CA 
manner, and no acknowledging mechanism is used. Note that in IEEE 802.11 [9,37,67, 
81] the MAC specification does not allow acknowledging on receiving a broadcast 
transmission. This is reasonable because, if all receiving nodes send acknowledgments to 
the sending node, these acknowledgments are likely to collide with each other at the 
sender's side, resulting in the "many-to-one" broadcast storm [10,14,18,40]. After 
receiving a broadcast packet, a node may rebroadcast the packet at most once. In addition, 
it is assumed here that a node can detect duplicate broadcast packets. Ibis is essential to 
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prevent endless flooding of the packet. One way to do so is to associate with each 
broadcast packet a tuple (source ID, sequence number). 
A broadcast request can be issued by any source node which has a packet to be distributed 
to the whole network. This broadcast packet is propagated in the network to reach all the 
nodes with a minimal number of re-transmission. All other nodes have a responsibility to 
help in propagating the packet by re-broadcasting it. An attempt should be made to 
successfully distribute the packet to as many nodes as possible without incurring 
substantial computational and communication overhead. 
CBR traffic is usually used for connections that transport traffic at a fixed bit rate, where 
there is natural dependence on time synchronization between the traffic source and 
destination. CBR is often adopted for any type of data for which end-systems require a 
predictable response time and amount of bandwidth. In this research, we have used CBR 
traffic for evaluating the broadcast algorithms discussed so that a regular amount of data is 
injected into the network to ensure that any kind of change in the saved broadcast and 
reachability metrics is a result of the broadcast algorithm in use and not affected by the 
status of the traffic sources. Moreover, we could not examine any other type of traffic, 
VBR or Poisson, due to mainly to time constraints. 
1.5 Performance Metrics 
The performance of broadcast protocols can be measured by a variety of metrics [10,14, 
18,25,401. A commonly used metric is the number of re-transmissions or alternatively, 
saved rebroadcasts, a complementary measure, can be used when comparing the relative 
performance of different protocols [10,14,18,25,401. Another important metric is 
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reachability. or the percentage of mobile nodes receiving the broadcast packet over the 
total number of mobile nodes that are reachable, directly or indirectly [ 10,14,18,25,40]. 
It is worth noting that time delay or latency is sometimes used, which is the time needed 
for the last node in the network to receive the broadcast initiated at a given source [10,181. 
1.6 Related work 
One of the earliest broadcast mechanisms proposed in the literature isflooding [10,14,28, 
36,85], where each node receiving a broadcast packet simply re-transmits it to all its 
neighbours. The only optimisation that could be applied to this approach is that nodes 
remember packets received during the flooding operation, and do not act if they receive 
repeated copies of the same packet [42,851. However, a straightforward broadcasting by 
flooding is usually costly and results in serious transmission redundancy and collisions in 
the network; such a scenario has often been referred to as the broadcast storin problem 
[10,14,18,40] and has generated many challenging research issues [10,14,18,401. A 
number of researchers [10,14,17,18,40] have identified this problem by showing how 
serious it is through simulations and analyses. 'niey have proposed several schemes to 
reduce redundant rebroadcasts and differentiate timing of rebroadcasts to alleviate this 
problem. 
Williams and Camp [ 17] have classified the broadcast protocols intoflooding, probability- 
based, counter-based, distance-based, location-based and neighbour knowledge schemes. 
Similarly, neighbour knowledge schemes can be divided into selecting forwarding 
neighbours and clustering-based 
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In the probabilistic scheme, when receiving a broadcast packet for the first time, a node 
rebroadcasts the packet with a probability p; when p=l, this scheme reduces to blind 
flooding. Ile counter-based scheme inhibits the rebroadcast if the packet has already been 
received for more than a given number of times. In the distance-based scheme a node 
rebroadcasts the packet only if the distance between the sender and the receiver is larger 
than a given threshold. In the location-based scheme, a node rebroadcasts a packet only 
when the additional coverage due to the new emission is larger than a certain bound. In the 
selecting forwarding neighbours a broadcasting node selects some of its 1-hop neighbours 
as rebroadcasting nodes. Finally, the cluster structure is a simple backbone infrastructure 
whereby the network is partitioned into a group of clusters. Each cluster has one cluster 
head that dominates all other members in the cluster. A node is called a gateway if it lies 
within the transmission range of two or more cluster heads. Gateway nodes are generally 
used for routing between clusters. The rebroadcast is performed by cluster heads and 
gateways. However, the overhead of cluster formation and maintenance cannot be ignored 
[4,6,15,301. 
Broadcast algorithms could also be classified into two main categories: detenninistic and 
probabilistic. In the first category, algorithms could be further divided into reactive 
schemes and proactive schemes. In proactive schemes [4,6.11,19,21,22,82,901, a 
broadcasting node selects some of its 1-hop neighbours as rebroadcasting nodes. When a 
node receives a broadcast packet, it drops the packet if it is not designated as a 
rebroadcasting node; otherwise, it recursively chooses some of its 1-hop neighbours as 
rebroadcasting nodes and then forwards the broadcast packet to them. In reactive schemes 
[1,16,24,27,31,75,77,82,88,89,94], each node determines by itself whether or not to 
12 
forward a broadcast packet. In general, these techniques are not sufficiently adaptive to be 
able to cope with networks with high mobility and node density. 11is is due to the fact that 
when the network topology changes frequently, the overhead of discovering and 
maintaining a model of local network topology (within two or more hops) for each node 
increases, and may outweigh the benefit of reduction in retransmission [92,931. 
Furthermore. for those proactive techniques, the task of selecting a suitable set of nodes to 
forward the broadcasts is not trivial and requires significant computation by the mobile 
nodes. It has been shown in the study of [4,6,11,19,21,22,90] that the determination of 
minimum connected dominating set is an NP-hard problem. 
Probabilistic flooding algorithms are one of the solutions proposed to reduce redundant 
rebroadcasts in order to alleviate the broadcast storm problem. 11ey are simpler and easier 
to implement than their deterministic counterparts. However, the authors in [ 10,14,18,20, 
25,26,33,40] have shown that in most cases probabilistic flooding does not achieve high 
degree of reachability because each node has the same probability to rebroadcast packets 
regardless of its surrounding, e. g. number of neighbours. The problem derives from the 
uniformity of the algorithm; every node has the same probability to rebroadcast a given 
packet. When a node has few neighbours (a sparse node), re-broadcasting a packet is 
relatively more important for two reasons. First, the redundancy of its rebroadcast is lower 
because the node has fewer neighbours which might rebroadcast the packet unnecessarily. 
In such a case, collisions resulting from spurious broadcasts are not as serious as in 
scenarios with medium or high density node populations. Second, the node might be 
placed in a critical location in that failure to rebroadcast the packet might result in network 
partitioning [ 14,25]. Hence, the probability of such nodes to re-broadcast should be higher 
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than nodes situated in denser topologies. 
Tseng et al [14] have studied a simple probabilistic flooding scheme. Iliey have shown 
that the scheme has poor reachability and cannot achieve high level of saved rebroadcast 
packets, especially in topologies with a low density, because every node has the same 
probability to rebroadcast the packet, regardless of its number of neighbours. Cartigny and 
Simplot [25] have suggested a probabilistic scheme where the probability p is computed 
from the local density n (i. e. the number of neighbours) and a fixed value k as an 
efficiency parameter to achieve reachability of the broadcast. However, the authors in [25] 
have not discussed how the parameter k is fixed for a particular network setup. 
Zhang and Agrawal [331 have suggested dynamic probabilistic algorithm that combines 
the properties of probabilistic and counter-based methods. The method enables the 
originator node to adjust the rebroadcast probability based on the number of duplicate 
packets received within a random delay time where is counter-based schemes show an 
inverse relationship between the numbers of times a packet is received at a node and the 
probability of that node being able to reach additional area on a rebroadcast. In [10,14, 
18] the authors have used a fixed threshold C to inhibit redundant rebroadcasts. If a node 
has already heard the same broadcast packet more than C times, it will not rebroadcast the 
packet because it is unlikely that the rebroadcast will provide new information to the 
node's neighbourhood. It was shown in [10,14,18] that a threshold C of 3 of 4 can 
significantly reduce the redundant rebroadcast in a dense network while achieving a 
reachability better or comparable to that of flooding. A larger threshold C of 6 will provide 
less savings of redundant rebroadcast and may behave similar to flooding. Increasing the 
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value of C improves reachability, but, once again, efficiency of the broadcast algorithm in 
terms of control of redundant rebroadcast will suffer. 
To resolve the trade-off between reachability and control of redundant rebroadcasts, there 
is a need for dynamic counter-based scheme in which each individual node can 
dynamically adjust the counter value using neighborhood information. It has been argued 
in [10,14] that the value of a packet counter does not necessarily correspond to the exact 
number of neighbors of the node, since some of its neighbors may have failed to 
rebroadcast the packet according to their local rebroadcast probability. 
1.7 Motivations 
The broadcast operation has extensive applications in MANETs. For example, it is used in 
the route discovery process in a number of well-known routing protocols [34,35,36,47, 
54,561, such as Route Request (RREQ) and Route Reply (RREP), [35,36,541. In wireless 
communication, a channel is shared by all users in that when a sender transmits a packetý 
all nodes within the sender's transmission range can receive this transmission. This is 
usually referred to as the promiscuous receive mode [40]. The advantage is that one packet 
can be received by all the neighbours. The disadvantage is that it interferes with the other 
concurrent transmissions, resulting in the exposed terminal problem [67]; that is, an 
outgoing transmission collides with an incoming transmission. Tlis can also result in the 
hidden terminal problem; that is, a node simultaneously receiving packets from two other 
nodes that are not aware of each other's transmission [67]. 
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As stated above, blind flooding is very simple to implement, but often leads to the 
broadcast storm problem. One solution to alleviate the deleterious performance effects of 
this is to provide efficient probabilistic broadcast algorithms that aim to reduce the number 
of nodes that retransmit the broadcast packet while still guaranteeing that most or all nodes 
receive the packet. Although probabilistic flooding schemes have been around for a 
relatively long time, there has not been so far any attempt to analyse their performance 
behaviour in a MANET environment. Moreover, no study has analysed the performance of 
probabilistic flooding taking into the effects of a number of important system parameters 
in MANETs, such as the node speed, pause time, traffic load, and network density. 
in most existing probabilistic approaches that have been proposed in the literature [14,18, 
20,25,33,40], the rebroadcast probability at a given node is fixed. This could lead to poor 
reachability, as discussed in [14]. One of the causes for this stems from the fact that every 
node in the network has the same probability to rebroadcast a packetý regardless of the 
number of its neighbouring nodes. In a dense network, multiple nodes could share similar 
transmission coverage. Thus, randomly having some nodes not re-broadcasting the packet 
saves the node's as well as network's resources without harming delivery effectiveness. 
On the other hand, in a sparse network, there is much less shared coverage; thus some 
nodes might not receive the broadcast packet unless the probability is set high enough. 
Consequently, the rebroadcast probability should be set differently from one node to 
another in order to account for a given node's coverage. 
Ideally, the rebroadcast probability p should be high in a node located in a sparse region 
while relatively low in a node located in a dense region. If p is too low reachability might 
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be poor while if p is set too high, many redundant rebroadcasts might be generated. In 
order to achieve both high saved broadcast and high reachability when network topology 
changes frequently, the rebroadcast probability should be set high for the nodes located in 
sparse areas and low for the nodes located in dense areas. This research work suggests and 
investigates the performance of new probabilistic flooding algorithms where the 
rebroadcast probability at a node is dynamically adjusted as per the node coverage 
distribution and movement using one-hop neighbourhood information to increase 
reachability and saved rebroadcast. 
1.8 Main Contributions 
Existing studies [10,14,18,25] have revealed that probabilistic flooding incurs a lower 
overhead compared to blind flooding, while maintaining a sufficient degree of propagation 
for broadcast packets. However, these studies have not taken into consideration the impact 
of important factors in a NLNNET including node mobility, network density, and injected 
traffic load to assess the performance of probabilistic flooding. In an effort to gain a deep 
understanding of the performance behaviour of probabilistic flooding in MANETs, the 
first part of this research work investigates the effects of node speed, network density, 
traffic load on two metrics, notably reachability and saved rebroadcasts, when nodes 
moves according to the popular random waypoint model [51]. To the best of our 
knowledge. this is the first study to conduct such a performance analysis of probabilistic 
flooding in a MANET environment [66,104]. 
In most existing probabilistic algorithms [10,14,20,25] every node has the same 
probability to rebroadcast a packet, regardless of its number of neighbours. It would be 
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very desirable to devise a flooding scheme that takes into account the current node's 
coverage when deciding to re-broadcast a packet. Hence, nodes situated in a sparse region 
should have the probability of re-broadcast set higher than in nodes situated in a dense 
region. Towards this end, the second part of this research analyses extensively the 
topological characteristics of a MANET when nodes move according to the widely 
adopted random way point mobility model [51]. Numerous ns-2 simulation experiments 
are performed in order to determine the minimum, average and maximum number of 
neigbbours for a given node in the network for a wide range of scenarios. Such topological 
information is used to set the broadcasting probability at a given network node. 
The third part of this thesis proposes two new probabilistic flooding algorithms that 
dynamically adjust the rebroadcasting probability as per the node's neighbourhood 
distribution over one hops neighbourhood. 11is is done based on locally available 
information and without requiring any assistance of distance measurements or exact 
location determination devices. In the first proposed algorithm, referred to as the adjusted 
probabilistic flooding, only information on one-hop neighbours is required. Short 'Hello' 
packets, containing the ID of the senders only, are used to collect such information. 
Furthermore, the new algorithm does not require a positioning system, because a node 
compares the neighbour lists to deduce probabilistic information. In the new algorithm, the 
rebroadcast probability in nodes located in sparse regions is set higher than those located 
in dense regions. 
Ibc second new algorithm referred to as the highly adjusted probabilistic flooding, is a 
further refinement over our first proposed algorithm. While in the first algorithm the 
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network regions are divided into sparse and dense, in our second algorithm the regions are 
divided into sparse, medium, and dense. The rebroadcast probability in the nodes located 
in the three regions is set accordingly to reflect their current surroundings [1051. 
As stated above, there have been a number of research studies on probabilistic flooding, 
including ours above. However, there has been so far comparatively a little activity on 
investigating the performance merits of the probabilistic flooding algorithms in real 
applications. In an effort towards filling this gap, the final part of this research assesses the 
impact of probabilistic flooding on the performance of AODV; one of the well-known and 
widely studied routing protocols over the past a few years. Our newly proposed algorithms 
as well as fixed probabilistic flooding are incorporated into AODV and compared against 
the traditional AODV version that employs simple flooding [106]. To the best of our 
knowledge, this is the first study that analyses the performance of probabilistic flooding 
outside the context of pure one-to- all broadcast communication. 
Thesis Statement: 
Broadcasting is a fundamental operation in MANETs and has many important uses and 
several protocols assume the availability of an underlying broadcast service. 
Unfortunately, inefficient broadcasting is expensive and may lead to a broadcast storm 
problem which can dramatically affect network performance. However, the degrading 
effects of such a problem could be reduced if a probabilistic broadcasting method can be 
used effectively to decrease the number of rebroadcasts, and as a result reduce the chance 
of contention and collision among neighbouring nodes. 
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The goals of this dissertation are derived from the motivations listed in the previous 
section and are surnmarised in the following thesis statement 
T1: Probabilistic flooding, where a node decides to rebroadcast its packet using a fixed 
probability p, is one of the earliest suggested approaches to broadcasting in MANETs. 
However, there has not been so far any attempt to analyse in depth its performance 
behaviour in a MANET environment. Tle first part of this thesis investigates using 
extensive simulations the performance impact of a number of important parameters in 
MANETs including the node speed, traffic load, and network density. I'lie results 
reveal that most of these parameters have a great impact on the reachability and saved 
rebroadcast level achieved in a given MANET. 
T2: In order to fix the rebroadcast probability, we have extensively analysed the 
topological characteristics of a MANET when nodes move according to the widely 
adopted random way-point mobility model. We have used a short 'Hello' interval in 
order to keep up-to-date neighbourhood information in the dynamic network 
environment. We have also studied the effects of 'Hello' packets on neighbourhood 
information when the system parameters, including node speed and node density, are 
varied. 
T3: While most previous studies have used afLxed re-broadcasting probability irrespective 
of the node status, this research proposes two new probabilistic algorithms that 
dynamically adjust the rebroadcasting probability as per the node's neighbourhood 
distribution and node movement using one-hop neighbourhood information. The 
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results show that the new algorithms outperform fixed probabilistic flooding in terms 
of both reachability and saved rebroadcast. 
T4: Our newly proposed algorithms as well as fixed probabilistic flooding have been 
incorporated in the Ad hoc On-Demand Distance Vector (AODV) routing protocol; 
one of the well-known and widely studied algorithm over the past a few years. Ile 
performance results show that AODV with probabilistic-based route discovery 
outperforms the traditional AODV in terms of reachability, saved rebroadcast, as well 
as delay and packet delivery ratio. 
1.9 Outline of the Thesis 
T'he rest of the thesis is organised as follows. 
Chapter 2 provides some preliminaries that are required for understanding the subsequent 
chapters. The chapter starts with an overview of the broadcast stonn problem which 
causes a serious degradation in network performance due to extreme redundant 
retransmission, collision and contention. This is then followed by a classification of the 
existing broadcast algorithms suggested for MANETs. 
Chapter 3 analyses the performance probabilistic flooding behaviour in MANETs with 
various speeds, traffic loads, and network densities. 
Chapter 4 provides an analysis of the topological characteristics of MANETs when nodes 
move according to the random way point mobility model. 
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Chapter 5 presents the new adjusted probabilistic flooding algorithm where the 
rebroadcasting probability at the nodes is dynamically adjusted using one-hop 
neighbourhood information. 
Chapter 6 presents the new highly adjusted probabilistic flooding algorithm where the 
rebroadcasting probability is further refined using one-hop neighbourhood information 
Chapter 7 investigates the performance merits of the highly adjusted probabilistic flooding 
algorithms in real applications. To do so, the newly proposed algorithms as well as fixed 
probabilistic flooding are incorporated in the existing AODV routing protocol. 
Chapter 8 summarises the results presented in this thesis and discusses some possible 
directions for future research work. 
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Chapter 2 
Preliminaries and Related Works 
Wireless mobile networks, including MANETs, have become a favorable subject in 
academic research areas [2,3.49,53,76,78,95] as well as commercial product 
development [40,49,69,70,71,81,86]. MANETs are attractive for various purpose 
applications including conference meetings, electronic classroom, and search-and-rescue 
operations. The main feature of these networks is that do not need to use fixed gateways 
for packet routing. Instead, each mobile node can act as a router and maintains routes to 
other nodes in the network. 
Broadcast is one of the most fundamental operations in MANETs. It refers to a process of 
transmitting a packet from a source to all nodes in a network so that each node receives a 
copy of the packet. The broadcasting protocol can dramatically affect the performance of a 
MANET [ 10,14,18,331. Proper use of a broadcasting method can reduce the number of 
rebroadcasts, and as a result reduce the chance of contention and collision among 
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neighboring nodes. The main objective of this chapter is to provide background on 
broadcast in MANETs as well as review and describe some broadcast algorithms that have 
been reported in the literature. 
The remainder of this chapter is organised as follows. Section 2.1 describes the 
characteristics of broadcast operations. Section 2.2 provides an overview of the existing 
broadcast algorithms suggested for MANETs and also describes the operations of some 
well-known algorithms that are directly relevant for the reminder of this thesis. Section 2.3 
includes a description of the random waypoint model. Section 2.4 includes a description of 
Ad hoc On-Demand Distance Vector (AODV) routing. Section 2.5 lists the assumptions 
which have been made in this research, and which apply throughout this thesis. Section 2.6 
provides a justification on the method of the study. Finally, Section 2.7 surnmarises this 
chapter. 
2.1 Characteristics of Broadcast Operations 
Blind flooding is the simplest approach for broadcasting where every node in the network 
forwards the packet exactly once. Blind flooding ensures maximal coverage of the entire 
network. That is, the broadcast packet is most likely to reach every network node. 
In this study, we consider a MANET consisting of a set of cooperating mobile nodes. Each 
mobile node is equipped with a CSMA/CA (carrier sense multiple access with collision 
avoidance) transceiver which can access the air medium following the IEEE 802.11 
protocol [37]. A broadcast request is issued by a source node that has a packet to be 
distributed to the whole network. T'he goal is that the broadcast packet is propagated in the 
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network to reach all the nodes with a minimal number of re-transmissions. All other nodes 
have a responsibility to help in propagating the packet by re-broadcasting it. An attempt 
should be made to successfully distribute the packet to as many nodes as possible without 
incurring substantial communication overhead. 
The Broadcast Storm Problem: 
Ile broadcast storm problem is a side-effect of simple flooding, and it motivates the 
development of the existing broadcasting protocols described in the next sections. Tle 
simple flooding protocol makes radio signals likely to overlap with others in a 
geographical area. This is usually very costly and will result in serious drawbacks: 
redundant rebroadcast, contention, and collision [10,14,18,20]. T'hese drawbacks 
comprise the broadcast storm problem. We now consider each of the drawbacks in greater 
detail 
Redundant Rebroadcast: Ilis occurs when a node rebroadcasts packets that neighbour 
nodes have already received [10,14,18,201. We illustrate the problem using Figure 2.1 
notice that edges between nodes mean that nodes are within the range of each other. 
1. Node A broadcast a packet to B and C 
2. Node B rebroadcast to A and C which is clearly redundant as both A and C have a 
copy of the packet. 
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Figure 2.1: Illustration of redundant rebroadcasting and contention 
Contention: When neighbours receive a broadcast from a node, they will try to 
rebroadcast the packet. Since these neighbours are close to each other, there is a risk that 
they will compete for transmission time. This causes delays in the dissemination of data. 
We illustrate the problem using Figure 2.1. 
1. Node A broadcast to B and C. 
2. Both node Band node C have to rebroadcast the packet. 
3. Node B is the fastest and sends the packet even though all its neighbours have 
already received the data. 
4. Node C wants to send to D, but C is aware that this is not possible for the moment 
because the channel is busy. Node C has to wait then. 
Collision: Neither channel reservation mechanism nor acknowledgment mechanism are 
used in the link layer when using flooding. This gives a higher chance for simultaneous 
transmissions causing collisions. But, since reservation and acknowledgments mechanisms 
can be too expensive in transmission time. flooding based protocols can take advantage in 
not to using them. When collisions are detected, packets are dropped by the receiver. Since 
acknowledgment mechanism is not used, the sender never knows that the packet has been 
dropped. Figure 2.2 shows how collision between two nodes affects a third one. 
1. Node A broadcasts to B and C. 
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2. Both node B and C rebroadcast the packet immediately. 
3. The transmissions from B and C collide and the packet received by node D is 
dropped. 
This collision problem is very serious because the packet never gets forwarded and data is 
lost. 
Figure 2.2: Illustration of collision. 
Prevention of Infinite Loops: Most existing broadcast algorithms [ 10,14,18] require a 
node to rebroadcast a given packet not more than one time in order to prevent infinite 
"transmission" loops. Thus, each broadcast protocol requires that nodes cache the original 
source node ID of the packet and the packet ID. This allows the protocol to uniquely 
identify each broadcast packet. 
Hello' packet: broadcast schemes may require different neighbourhood information, 
which is reflected in the contents of packets sent by nodes when they move, react to 
topological changes, change activity status, or simply periodically send update packets 
[741. A commonly seen 'Hello' packet may contain, in addition to its own ID, its position, 
one bit for dominating set status (one bit saying to neighbours whether or not node 
considers itself to be in a specific designated set; e. g. dominating set as discussed in [16, 
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75,84,89,90,94]), a list of 1 -hop neighbours, and its degree (number of its neighbours). 
Other contents are also possible, such as a list of 1 -hop neighbours with their positions, or 
a list of 2-hop neighbours, or even global network information; for instance the Global 
Position System (GPS) can provide geographic location information (if required) to nodes 
in a wireless network by communicating with a satellite network [ 100]. 
Broadcast packet contents: A broadcast packet sent by the source, or retransmitted, 
normally contains the broadcast packet. In addition, it may contain a variety of 
information needed for proper functioning of the broadcast protocol, such as the 
information previously listed for 'Hello' packets, plus a few bits, or a list of forwarding 
neighbours, informing them whether or not to re-transmit the packet [4,6,11,19,21,22, 
90]. 
2.2 Existing Broadcast Algorithms in MANETs 
Broadcast operations are frequently performed in a MANET (e. g. to find a route to a 
particular node or page a particular node). Radio signals are likely to overlap with others 
in a given geographical area, and a straightforward broadcast by flooding is often 
expensive and results in the broadcast storm problem [10,14,181. A number of 
researchers have recognized this problem by showing the serious degradation that it could 
cause to MANET performance [10,14,18]. The studies in [10,14,181 have proposed 
several schemes to reduce redundant rebroadcasts. 
Williams and Camp [17] have classified broadcast protocols into: neighbour knowledge- 
based, location-based, distance based, simple (blind) flooding, counter-based, and 
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probabilistic schemes. Furthermore, the neighbour knowledge schemes are divided into 
selecting forwarding neighbours and clustering based. In the area based schemes, it is 
assumed that each node is equipped with a positioning device such as GPS [14,18,100]. 
Hence, such schemes will not form part of this discussion as they limit the scope of any 
proposed algorithms to GPS enabled agents which are a small subset of the existing 
NUNET enabled wireless agents. The purpose of this section is to review the existing 
schemes that have been proposed in the literature for broadcasting in MANETs [1,4,10, 
11,14,25,27,33,77,82,88,89,941 
2.2.1 Neighbour Knowledge-Based Schemes 
Neighbour knowledge based schemes [1,19,21,27] maintain a state on their 
neighbourhood, which is used in the decision to rebroadcast, via 'Hello' packets. Ile goal 
of the added cost is to reduce the number of redundant transmissions. These schemes are 
divided into selecting forwarding-neighbours [ 1,2 1] and clustering-based schemes [ 19]. 
2.2.1.1 Selecting Forwarding Neighbours Algorithms 
The selecting forwarding-neighbours algorithms as discussed in the literature include 
flooding with self pruning [85], scalable broadcast [1], dominant pruning and multipoint 
relaying [21,821. These are discussed below. 
Flooding with Self Pruning Algorithm [85]: 
The simplest version of the neighbour knowledge-based schemes is what Lim and Kim 
refer to as flooding with self pruning [85]. This protocol requires that each node have 
knowledge of its 1 -hop neighbours which is obtained via periodic 'Hello' packets. A node 
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includes its list of known neighbours in the header of each broadcast packet. A node 
receiving a broadcast packet compares its neighbour list to the sender's neighbour list. If 
the receiving node would not reach any additional nodes, it refrains from rebroadcasting; 
otherwise the node rebroadcasts the packet. 
Scalable Broadcast Algorithm (SBA) [1]: 
This algorithm requires that all nodes have knowledge of their neighbours within a two 
hop radius [1]. This neighbour knowledge coupled with the identity of the node from 
which a packet is received allows a receiving node to determine if it would reach 
additional nodes by performing a rebroadcast. The 2-hop neighbour knowledge is 
achievable via periodic 'Hello' packets; each 'Hello' packet contains the node's identifier 
(e. g., IP address) and the list of known neighbours. After a node receives a 'Hello' packet 
from all its neighbours, it has 2-hop topology information centred at itself. 
Dominant Pruning Algorithm [82]: 
Dominant pruning also uses 2-hop neighbour knowledge, obtained via 'Hello' packets, for 
routing decisions [82]. Unlike SBA [1], however, dominant pruning requires the 
rebroadcast nodes to proactively choose some or all of its 1-hop neighbours as subsequent 
rebroadcast nodes. Only those selected nodes are allowed to rebroadcast. Nodes inform 
their neighbours to rebroadcast by including their address as part of a list in each broadcast 
packet header. When a node receives a broadcast packet it checks the header to see if its 
address is part of the list. If so, it uses a greedy set cover algorithm to determine which 
subset of neighbours; should rebroadcast the packet, given knowledge of which neighbours 
have already been covered by the sender's broadcast. The greedy set cover algorithm, as 
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adapted in [821, recursively chooses 1-hop, neighbours, which cover most of the 2-hop 
neighbours and recalculates the cover set until all 2-hop neighbours; are covered. 
Multipoint Relaying Algorithm [211: 
Multipoint relaying [211 is similar to dominant pruning [82] in that upstream senders 
explicitly choose the rebroadcast nodes. For instance, say node X is originating a broadcast 
packet it has previously selected some, or in certain cases all, of it one hop neighbours to 
rebroadcast all packets they receive from node X. 'ne chosen nodes are called Multipoint 
Relays (MPRs) and they are the only nodes that are allowed to rebroadcast the packet 
received from node X. Each MPR is required to choose subset of its 1 -hop neighbours to 
act as MPRs as well. Since a node knows the network topology within a 2-hop radius, it 
can select I-hop neighbours as MPRs that most efficiently reach all nodes within the 2- 
hop neighbourhood. 
The multi-point relaying method, discussed in detail by Qayyum, Viennot and Laouiti 
[2 1 ]. the dominant pruning method proposed by Lim and I(im [821, and SBA proposed by 
Peng and Lu [I] are based on a heuristic which selects a minimal size subset of neighbours 
of a given node X that can 'cover' all 2-hop neighbours of X. A node is called 'covered' if 
it received (directly or via re-transmissions by other nodes) the packet originating at X. 
Relay points of X are 1 -hop neighbours of X that cover all 2-hop neighbours of X That is, 
after all relay points of X re-transmit the packet; all 2-hop neighbours of X will receive it. 
Ile goal is to minimize the number of relay points of X. The computation of a multipoint 
relay set with minimal size is NP-complete problem, as has been proven in [ 1,21,82]. 
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Most existing algorithms in this category can be further divided into reactive and proactive 
schemes. In proactive schemes [4,6,11,19,21,22,82,901, a broadcasting node selects 
some of its 1-hop neighbours as rebroadcasting nodes. When a node receives a broadcast, 
it drops off the packet if it is not designated as a rebroadcasting node; otherwise, it 
recursively chooses some of its 1-hop neighbours as re-broadcasting nodes and then 
forwards the broadcast packet. In reactive schemes [1,16,24,27,31,75,77,82,88,89, 
94], each node determines on its own on whether or not to forward a broadcast packet. In 
general, these techniques are not adaptive enough to deal with large networks and high 
mobility [1,16,24,271. Ibis is due to the fact that when the network topology changes 
frequently, the overhead of discovering and maintaining local network topology (within I 
or 2 hops) for each node increases, and may outweigh the benefit of reduction in 
retransmission [1,16,24,27]. Furthermore, in proactive techniques, the task of selecting a 
suitable set of nodes to forward the broadcasts is not trivial and requires significant 
computation on the mobile nodes [21,22,82,901. 
2.2.1.2 Clustering-Based Schemes [19] 
Ile network is partitioned into a group of clusters forming a simple backbone 
infrastructure. Each cluster has one cluster head that dominates all other members in the 
cluster, e. g. responsible for rebroadcast and selecting rebroadcast nodes within its cluster. 
Although clustering can be desirable in MANETs, the overhead of cluster formation and 
maintenance is non-trivial in most cases [8,13]. Therefore, the total number of 
transmissions (forward nodes) is generally used as the cost criterion for broadcasting. 
Cluster head and gateway nodes together form a connected dominating set [8,13,19,301. 
The problem of finding the minimum number of forward nodes is well known to be NP- 
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complete [19,30]. Moreover the maintenance of cluster structure, however, requires 
excessive communication overhead due to 'chain effect' caused by node mobility [ 19,30]. 
Although either lowest-ID or highest node degree cluster algorithm is localized (with 
delayed decisions), it has no localized maintenance property. To achieve localized 
maintenance property, the cluster maintenance can use a different algorithm to make the 
update localized [8,13,19,30] once the cluster is constructed, a non- cluster head will 
never challenge the current cluster head. If a cluster head moves into an existing cluster, 
one of the cluster head will give up its role as a cluster head based on some predefined 
priority. The localized maintenance is preserved, but at the price of increasing the number 
of clusters with increased node mobility [4,6,11,19]. 
2.2.2 Distance-based Schemes [14] 
Upon the reception of a previously unknown packet, a node initiates a waiting timer. 
Before the waiting timer expires, the node checks the location of the senders of each 
received packet. If any sender is closer than a threshold distance value, the node will not 
rebroadcast the packet. Otherwise, the node rebroadcasts it when the waiting timer expires. 
Nodes using the distance-based scheme [ 14] compare the distance between themselves and 
each neighbour node that has previously rebroadcast a given packet. Upon reception of a 
previously unseen packet, a Random Delay (or RAD for short) is initiated and redundant 
packets are cached. When the RAD expires, all source node locations are examined to see 
if any node is closer than a threshold distance value. If true, the node does not rebroadcast. 
This protocol requires knowledge of neighbour locations. Signal strength could be used to 
gauge the distance to the source of a received packet. Alternatively, if a Global Positioning 
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System (GPS) is available, nodes could include their location information in each packet 
transmitted. 'nie distance-based scheme succeed to reach a large part of the network but do 
not economise the number of broadcast packets because a node may have heard a 
broadcast packet for many times, but still rebroadcasts the packet as none of the 
transmission distances are below a given distance threshold. 
2.2.3 Location-based Schemes [14] 
Upon the reception of a previously unknown packet, the node initiates a waiting timer and 
accumulates the coverage area that has been covered by the arrived packet. When the 
waiting timer expires, if the accumulated coverage area is larger than a threshold value, 
the node will not rebroadcast the packet. Otherwise, the node will rebroadcast it. 
The location-based scheme [14] uses a more precise estimation of expected additional 
coverage in the decision to rebroadcast. In this method, each node must have the means to 
determine its own location, e. g. via GPS; rebroadcast nodes add their locations to the 
header of the packet. When a node initially receives a packet, it notes the location of the 
sender and calculates the additional coverage area obtainable were it to rebroadcast. If the 
additional area is less than a threshold value, the node will not rebroadcast, and all future 
receptions of the same packet will be ignored. Otherwise, the node assigns a RAD before 
delivery. If the node receives a redundant packet during the RAD, it recalculates the 
additional coverage area and compares that value to the threshold. The area calculation 
and threshold comparison occur with all redundant broadcasts received. 
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2.2.4 Blind Flooding 
Figure 2.3 outline the operation of the blind flooding algorithm [10,14,28,73], where a 
source node broadcasts its packet to all neighbours. Each of those neighbours in turn 
rebroadcasts the packet the first time it receives the packet. Redundant packets are simply 
dropped. This behavior continues until all reachable network nodes have received. This 
approach offers simple implementation and reliability as its main advantage. However, 
blind flooding produces high overhead in the network, resulting in the broadcast storm 
problem [ 10,18,281. 
Algorithm: Blind Flooding 
Protocol receiving 0 
On receiving a broadcast packet m at node X do the following: 
If packet m received for the first time Then 
broadcast (m) 
End if 
End Algoiithm 
Figure 2.3: A description of the blind flooding algorithm 
2.2.5 Counter-Based Schemes 
Counter-based schemes show an inverse relationship between the numbers of times a 
packet is received at a node and the probability of that node being able to reach additional 
area on a rebroadcast. In [14], the authors have used a fixed threshold C (where C is a 
given number of times a given node has received a broadcast packet) to inhibit redundant 
rebroadcasts. If a node has already heard the same broadcast packet more than C times, it 
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will not rebroadcast the packet because it is unlikely that the rebroadcast will provide new 
information to the node's ncighbourhood. According to [14], the counter-based scheme 
does provide significant savings when a small threshold C (such as 2) is used. 
Unfortunately, reachability degrades sharply in a sparse network when this parameter is 
used, as revealed in [10,14]. Increasing the value of C improves reachability, but, once 
again, (a metric of which is saved rebroadcasts) will suffer. To resolve the dilemma 
between reachability and saved rebroadcasts, in [18] the authors have proposed an 
adaptive counter-based scheme in which each individual node can dynamically adjust its 
threshold C based on its neighbourhood status. 
2.2.6 Probabilistic Schemes 
Probabilistic schemes are one of the proposed solutions to reduce redundant rebroadcasts 
so as to alleviate the broadcast storm problem [10,14,20]. Figure 2.4 outlines the 
operations of probabilistic flooding. In the probabilistic scheme, when receiving a 
broadcast packet for the first time, a node rebroadcasts the packet with a pre-determined 
probability p. The study of [14,20] has shown that the probabilistic scheme has poor 
reachability. The problem comes from the uniformity of the algorithm; every node has the 
same probability to rebroadcast the packet, regardless of its number of neighbours. In 
dense networks multiple nodes share similar transmission coverage's. Thus, randomly 
having some nodes not rebroadcast should saves node and network resources without 
harming delivery effectiveness, e. g. reachability. In sparse networks, there is much less 
shared coverage; thus, nodes may not receive all the broadcast packets with the 
probabilistic scheme unless the probability parameter is high. When the probability is 
100%, this scheme reduces to blind flooding. 
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Algorithm: Probabilistic Flooding 
Protocol receiving 0 
On receiving a broadcast packet m at node X do the following: 
If packet m received for the first time Then 
broadcast (m) with fixed probability p 
End if 
End Algodthm 
Figure 2A: A description of the probabilistic flooding algorithm. 
Cartigny and Simplot [25] have described a probabilistic scheme where the probability p is 
computed from the local density n (i. e. the number of neighbours of the node considering 
retransmission). The authors have also introduced an efficiency parameter k which has a 
fixed value for a given network topology. However. the authors in [25] have not discussed 
how the parameter k is fixed for a particular network setup. 
Zhang and Agrawal [33] have described a dynamic probabilistic scheme. They have used 
a combination of probabilistic and counter-based approaches. Tlie value of a packet 
counter does not necessarily correspond to the exact number of neighbours from the 
current node. since some of its neighbours may have suppressed their rebroadcasts 
according to their local rebroadcast probability. In [10,14,18] the authors have used a 
fixed threshold C to inhibit redundant rebroadcasts. If a node has already heard the same 
broadcast packet more than C times, it will not rebroadcast the packet because it is 
unlikely that the rebroadcast will provide new information to the node's neighbourhood. It 
was shown in [10,14,18] that a threshold C of 3 of 4 can significantly reduce the 
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redundant rebroadcast in a dense network while achieving a reachability better or 
comparable to that of flooding. A larger threshold C of 6 will provide less savings of 
redundant rebroadcast and may behave similar to flooding. Increasing the value of C 
improves reachability, but, once again, efficiency of the broadcast algorithm in terms of 
control of redundant rebroadcast will suffer. To resolve the trade-off between reachability 
and control of redundant rebroadcasts, there is a need for dynamic counter-based scheme 
in which each individual node can dynamically adjust the counter value using 
neighborhood information. It has been argued in [14] that the value of a packet counter 
does not necessarily correspond to the exact number of neighbors of the node, since some 
of its neighbors may have failed to rebroadcast the packet according to their local 
rebroadcast probability. On the other hand, the decision to rebroadcast is made after a 
random delay. 
2-3 The Random Waypoint Model 
The random waypoint mobility model [39] is one of the most popular mobility models in 
MANET research and in itself a focal point of much research activity [13.38,50,531. The 
model defines a collection of nodes which are placed randomly within a confined 
simulation space. Then, each node selects a destination inside the simulation area and 
travels towards it with some speed, meter/s. Once it has reached the destination, the node 
pauses for some time, pause, before it chooses another destination and repeats the process. 
The node speed of each node is specified according to a uniform distribution between 0 
and Vmax, where Vmax is the maximum speed parameter. We have found that the general 
conclusions do not change much when the pause time is greater than 0 seconds. Therefore, 
we have opted to include only the results for 0 seconds pause time in this dissertation; 
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please note that the performance impact of pause times greater than 0 seconds have been 
analysed and the findings have been reported in [104]. It has been suggested in [43] that 
simulations should be left to run for some period of time before collecting data. In the 
initial use of the random waypoint model for evaluation [43], an increase in mobility was 
simulated by increasing the maximum speed parameter or decreasing the pause time. 
2.4 Ad hoc On-Demand Distance Vector (AODV) routing 
The AODV routing algorithm is a popular reactive routing algorithm which has been 
ratified by the IETF in an experimental RFC [56]. In order for the source to discover a 
path to a particular destination, the network is flooded with Route Request (RREQ) 
packets. As a RREQ packet is rebroadcasted by the intermediate nodes, the hop sequence 
to the destination is recorded on the RREQ packet's header. When the RREQ packet 
reaches the destination or a node that knows the route to the destination, a Route Reply 
(RREP) packet is transmitted back to the source by reversing the path of the RREQ 
packet, thus informing the source of the new route. The route request may take multiple 
paths to reach the destination, but the destination always chooses the optimum path. If one 
of the intermediate nodes moves then one of the moved node's neighbours realises the link 
failure and sends a link failure notification to its upstream neighbours and so on till it 
reaches the source upon which the source can reinitiate route discovery if needed. 
2.5 Assumptions 
In the following chapters, extensive simulation results will be presented to evaluate the 
performance of our suggested solutions to broadcasting in MANETs. The subsequent 
assumptions are used during this research and have also been extensively used in other 
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similar existing studies, e. g. [ 1,4,10,11,14,25,27,33,77,82,88,89,94]. 
*A broadcast request can be issued by any source node which has a packet to be 
distributed to the whole network 
" The decision to rebroadcast a packet by given node is independent of the other 
nodes in the network 
" According to the broadcast algorithm considered in this research, a node 
rebroadcasts a given packet not more than one time. 
" The number of nodes in a given topology remains constant throughout the 
simulation time. Network partitioning does not occur during simulation and so the 
network is connected at all times. 
" Mobiles nodes have sufficient power supply to function throughout the simulation 
time. At no time does a mobile node run out of power or malfunction because of 
lack of power. 
" All nodes are equipped with IEEE 802.11 transceivers. 
2.6 Justification of the Method of Study 
In this work extensive simulations are conducted to explore performance-related issues of 
probabilistic flooding in MANETs. T'his section briefly discusses the choice of simulation 
as the proper method of study for the purpose of this dissertation, justifies the adoption of 
ns-2 as the preferred simulator, and further provides information on the techniques used to 
reduce the opportunity of simulation effors. 
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After some consideration, simulation was chosen as the method of study in this 
dissertation. Particularly, when this research work was undertaken, analytical models with 
respect to multi-hop NLAMTs were considerably coarse in nature which made them 
unsuitable to aid the study of probabilistic flooding with a reasonable degree of accuracy; 
it should be noted, however, that understanding of multi-hop wireless communications has 
improved in recent times [ 103]. In addition, since the range of this study of broadcasting in 
MANETs involves numerous mobiles nodes, even a moderate deployment of nodes as an 
experimental test-bed could involve substantial and too expensive cost. As such, 
simulation was chosen as it provides a reasonable trade-off between the accuracy of 
observation involved in a test bed implementation and the insight and completeness of 
understanding provided by analytical modeling. 
In order to conduct simulations the popular ns-2 simulator has been used extensively in 
this work. Ns-2 was chosen primarily because it is a proven simulation too] utilised in 
several previous MANET studies [14,23,25,33,43,49,87,991 as well as in other 
network studies [37]. While developing modifications to the simulator, special care was 
taken in order to ensure that the algorithms implemented would function as designed and 
that the simulator would not exhibit unwanted side-effects; this was accomplished through 
meticulous use of the validation suite provided with ns-2 as well as careful piecemeal 
testing of implemented features. Further, real-life implementations of routing agents, such 
as AODV [36], were used in some of the simulations conducted in this dissertation, in 
order to achieve a close approximation of real system behavior. 
In our simulation experiments, we could use either single broadcast node with higher rates 
or multiple broadcast nodes with low rates. However, we have not examined multiple 
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broadcasts due mainly to time constraints. Having said that, these two options would be 
equally relevant if we were interested in evaluating the impact of the traffic load on 
network performance. However, since one of our aims at this stage of our research study is 
to analyse the behaviour of rebroadcast packets inside the network, we have decided to use 
a single broadcast in order to understand how packets from a given source compete with 
each other inside the network, and thus affect network performance in terms of 
reachability and saved rebroadcast. 
2.7 Summary 
This chapter has described the characteristics of broadcast operations in MANETs 
including, redundancy, collision, prevention of infinite loops, and the use of 'Hello' packet 
contents. The chapter has also provided a general overview of the existing broadcasting 
algorithms proposed in MANETs, including neighbour knowledge-based, distance-based, 
location-based, counter-based schemes, blind flooding, and probabilistic schemes. It then 
has provided a description of the random waypoint mobility model and Ad hoc On- 
Demand Distance Vector (AODV) routing protocol, then listed the common simulation 
assumptions which apply throughout this research. Finally, the chapter has provided 
justification on using ns-2 simulations as the method of the study in this research. 
Probabilistic flooding algorithms are one of the proposed solutions to reduce redundant 
rebroadcasts and differentiate the timing of rebroadcasts so as to alleviate the broadcast 
storm problem. Iley are simpler and easier to implement compared to their deterministic 
algorithms, such as those belonging to the class of neighbour knowledge-based, distance- 
based, and location-based schemes. Ile next chapter will conduct a performance analysis 
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of probabilistic flooding where each node re-broadcasts a packet with a fixed probability. 
The effects of various parameters in a MANETs are taken into consideration including 
node speed, pause time, density, and traffic load. Ile main aim of this analysis is to 
identify and highlight the performance limitations of this scheme in a MANET 
environment. Ile subsequent chapters will then propose new and efficient probabilistic 
algorithms that can overcome such limitations. 
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Chapter 3 
Performance Analysis of Probabilistic 
Flooding 
3.1 Introduction 
A probabilistic approach to flooding has been suggested in [10,14,20,40] as a means of 
reducing redundant rebroadcast packets and alleviating the detrimental effects of the 
broadcast storm problem [10,14,18,401. In the probabilistic scheme, when receiving a 
packet for the first time, a node rebroadcasts the packet with a pre-determined probability 
p; every node has the same probability to rebroadcast the packet. When p =1 this scheme 
reduces to blind flooding. 
Ile studies in [14,20,25,40] have revealed that probabilistic broadcast incurs a lower 
overhead compared to blind flooding while it manages to maintain a good degree of 
propagation for the broadcast packets. However, when analysing the performance of 
probabilistic flooding these studies have not taken into consideration a number of 
important factors that could greatly impact the performance of a typical MANET. Such 
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factors include node mobility, network density, and injected traffic load. There has not 
been so far any attempt to analyse the performance behaviour of probabilistic flooding in a 
MANET environment. In an effort to fill this gap, this chapter investigates the effects of 
mobility, injected traffic load and network density, on the effectiveness of probabilistic 
flooding in MANETs. 
71be remaining part of this chapter is organised as follows. Section 3.2 describes in detail 
the simulation setup. Sections 3.3 to 3.5 present performance results to show the effects of 
node mobility, traffic load and network density on the performance of probabilistic 
flooding. Finally, Section 3.6 concludes the chapter. 
3.2 Simulation Setup 
We have used ns-2 as the simulation platform [5]. Ns-2 is a popular discrete-event 
simulator which has originally been designed for wired networks and has been 
subsequently extended to support simulations in MANET settings. Ile simulation 
scenarios consist of 50 mobile nodes moving in a terrain of IOOOXIOOOm. The density of 
the nodes is sufficient to maintain good network connectivity levels, with each node 
engaging in communication transmitting within 250 meter radius and having bandwidth of 
2Mbps. The rebroadcasting probabilities have been varied from 0.1 to 1.0 percent with 0.1 
percent increment per simulation trial and each data point for each rebroadcast probability 
represents an average of 30 randomly generated mobility patterns in order to achieve a 
95% confidence interval in the collected statistics. 
One node is selected as the data source where a CBR traffic generator has been attached to 
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it. The random waypoint model [5 1] has been used to simulate 30 mobility patterns. Nodes 
follow a motion-pause recurring mobility state, where each node at the beginning of the 
simulation remains stationary for pause time seconds, then chooses a random destination 
and starts moving towards it with speed selected from a uniform distribution (0, 
max-sPeed]. After the node reaches that destination, it again stands still for a pause time 
interval (pause_time) and picks up a new destination and speed. This cycle repeats until 
the simulation terminates. The maximum speeds are varied from 2 to 20 m/s and pause 
times of 0 seconds are considered for the purpose of the present study. It is worth noting 
that the interface queue length has been selected because it has been used in many previous 
similar studies [ 10,14,18,25,40]. Moreover, this has been found to reduce the number of drop 
at the link layer protocol due to increased packet collisions. Furthomer simulation parameters 
used in this research study have been widely adopted in existing performance evaluation 
studies of NIANETs [ 10,14,18,25,401, and are summarised below in Table 3.1. 
Table 3.1: Summary of the parameters used In the simulation experiments. 
Parameter Value 
Transmitter range 250 meters 
Bandwidth 2 Mbps 
IFQ Type Queue / DropTail/ PriQueue 50 packets 
Simulation time 900 seconds 
Pause time Oseconds 
packet size 512 bytes 
Topology size IOOOX 1000 m2 
Number of node 25,50,75,100 
Maximum speed 2A 8 and 20 m/s 
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All packets with a valid source route are put in the network interface queue, which is an output 
queue for packets from the network protocol stack waiting to be transmitted by the network 
interface. This queue is used to hold packets while the network interface is in the process of 
transmitting another packet. Broadcast protocols maintain a send buffer of 50 packets, which holds 
all data packets without a source route. The packets waiting in the send buffer for more than 30 
seconds are dropped. All packets from the routing layer are queued at the interface queue waiting 
for MAC layer to transfer. The interface queue is FIFO scheduling policy. IMe size of the queue is 
50 packets as defined in a mobile node configuration; it is worth noting that we have selected such 
a queue size because it has been used in many previous similar studies that have used in the 
previous research [10,14,25]. Moreover, this length has been found to reduce the number of drops 
at the link layer protocol due to increased packet collisions. 
Ile performance of a broadcast protocol can be measured by a variety of metrics [10,14, 
18,25,33,40]. A commonly used metric is the number of packet re-transmissions with 
respect to the number of nodes in the network [10,14,17,18,25,31,40]. In this research 
work, we use saved rebroadcasts and reachability. Saved rebroadcast and reachability are 
often computed as follows [10,14,18,25,33,40] 
Saved ReBroadcast (SRB): is computed as (r-t)lr where r is the number of nodes 
receiving the broadcast packet, and t the number of nodes that really transmitted the packet 
[10,14,18,25,33,40]. 
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Re"hability (RE): is the percentage of number of mobile nodes receiving the broadcast 
packet over the total number of mobile nodes that are reachable, directly or indirectly [10, 
14,18,25,33,401. 
It is worth mentioning that all the statistics reported in this research have been gathered 
using 95% confidence intervals. For instance, the reachability results along with the 
associated 95% confidence intervals and relative error bars depicted in Table 3.2 have 
been produced for a network size of 50 nodes averaged over 30 different topologies. lie 
relative error is the margin of error of the confidence interval that is defined to be the 
value added or subtracted from the sample mean which determines the length of the 
interval divided by the average reachability given in Table 3.2 also the relative errors bars 
have also been included in Figure 3.3 shown below. Nonetheless, we have to state that we 
have opted not to include the information on the confidence intervals and error bars in 
most of the performance results reported in the thesis for the sake of clarity and neatness 
of the figures. 
Table 3.2: The mean and confidence interval for reachability (RE) for various rebroadcast 
probability. 
Probability 
Average RE 
95% Confidence 
interval 
Relative error 
1 97.1 [96.70-97.491 0.004 
0.9 96.02 [95.65-96.381 0.004 
0.8 95.01 [94.55-95.461 0.005 
0.7 92.1 [91.43-92.761 0.007 
0.6 90.12 [89.33-90.90] 0.009 
0.5 78.5 [77.74-79.251 0.010 
0.4 70.23 [69.19-71.261 0.015 
0.3 65 [63.90-66.091 0.017 
0.2 55.01 [53.82-56.19] 0.022 
0.1 45.45 [44.30-46.591 0.025 
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It is well known that blind flooding has the worst SRB nearly 0 and the best level of 
reachability is close to 100%. However, this is achieved at the expenses of excessive 
redundant re-broadcasting packets. So our objective in this research is to improve SRB 
while keep the same level of reachability. Figure 3.1 explores SRB at low mobility 
conditions of maximum speeds of 2 m/s and 0 pause time. The rebroadcast probabilities 
have been varied from 0.1 to 1.0 percent with 0.1 percent increment when 5 broadcast 
packets/s are injected into the network. Examining the results reveals that SRB decreases 
as the rebroadcast probability increases. For instance, when p--O. I SRB is around 90% and 
when p is increased to 0.7 SRB decreases to 30%. When p=1 (blind flooding) SRB is 0%. 
This is because as the probability of the transmission increases for every node, this implies 
that there are more candidates for broadcast re-transmi ss ions in a given area, and as a 
result the number of nodes that transmit the packet increases which increases the number 
of redundant rebroadcast packets and that leads to a higher chance of collision and 
contention due to the increases in redundant rebroadcast packets. 
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Figure 3.1: SRB vs. rebroadcast probability for a ne(work size or 50 nodes and a node speed 2 
MA. 
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Figure 3.2 explores reachability (RE) of fixed probabilistic flooding for low mobility 
conditions of maximum speeds of 2 m/s and 0 pause time. The rebroadcast probabilities 
have been varied from 0.1 to 1.0 percent with 0.1 percent increment. The figure shows that 
RE increases as the rebroadcast probability increases. For instance when p--O. I RE is close 
to 45% and when p is increased to 1.0 RE is close to 100%. This is because as the 
probability of the transmission increases for every node, this implies that there are more 
candidates for broadcast re-transmissions in a given area, and as a result the number of 
nodes which really transmit the packet increases which increases the number of nodes 
receiving the broadcast packet over the total number of mobile nodes that are reachable. 
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Figure 3.2: RE vs. rebroadcast probability for a network size of 50 nodes and node speed 2 nVs. 
3.3 Effects of Mobility 
The results for SRB achieved by probabilistic flooding for different rebroadcast 
probabilities are depicted in Figure 3.3. The nodes move continuously (i. e., 0 sec pause 
50 
time) where the maximum speed are varied from 2 to 20 m/s. As the results show, the 
node speed has an impact on the observed saved rebroadcast value since for a given 
rebroadcast probability as the node speed increases SRB decreases. For example, SRB 
decreases by 9% when node speed increases from 2 to 20 m/s at the rebroadcast 
probabilities p---0.6 and to 0% when p=l. The drop of SRB is caused by the fact that the 
movement of nodes may incur an increase in the retransmission rebroadcast packets. This 
in turn makes the number of nodes that really transmit the rebroadcast packet increases 
resulting in a lower SRB. 
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Figure 3.3: SRB vs. rebroadcast probability for different node speeds 2,8, and 20 nVs. 
Figure 3.4 shows RE against the rebroadcast probability for three different node speeds 
and continuous mobility. Overall, across the different rebroadcast probabilities, RE 
increases as the node speed increases. For example RE is 100% when the rebroadcast 
probability p---0.6 and when the nodes move with a high speed of 20 m/s. However, to 
achieve the same level of RE when nodes move at a lower speed 2 m/s, the rebroadcast 
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probability has to be over 0.9. This is due to the fact that as the node speed increases 
network connectivity increases resulting in a larger number of nodes receiving the 
broadcast packet which causes RE to increase. However at a low speed and a rebroadcast 
probability p=0.6, the number of nodes receiving the broadcast packet decreases, and thus 
so does RE. When the node speed is low, the rebroadcast probability has to be set higher 
(e. g. p--0.9) in order to maintain a good reachability level. 
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Figure 3.4: RE vs. rebroadcast probability for different node speeds 2,8. and 20 nVs. 
3.4 Effects of Traffic Load 
We have varied the traffic load in the network from light traffic through moderate to heavy 
traffic. To do so, the following rates of broadcast packets generated at the source node are 
considered: 
-Light traffic load: I packet/s; 
- Medium traffic load: 5 packets/s; 
-Heavy traffic load: 10 packets/s. 
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Figure 3.5 shows SRB as a function of the rebroadcast probability when the traffic load is 
varied by increasing the rate of broadcast packets from 1,5, and 10 packets/s while the 
system size is kept at 50 nodes under continuous mobility conditions (0 second pause 
time) with the node speed of 2 m/s. The figure suggests that for continuous mobility and a 
speed of 2 m/s as the rebroadcast probability increases and the traffic load increases SRB 
increases. However SRB starts to decreases when the network is subjected to heavy traffic 
loads and high rebroadcast probability. For instance when p--0.8 SRB is the same for three 
traffic loads that because under higher traffic loads, it is more difficult to maintain a high 
SRB level when the rebroadcast probability is high. This is because as the load of the 
nodes increases, thus the number of packets present inside the network increases, and as a 
consequence there is a high chance for increased number of collisions as well as reduced 
access the shared wireless medium. This reduces the number of nodes receiving the 
broadcast packet, and therefore reduces SRB. 
SRB has also been examined for a high node speed of 20 m/s and different traffic loads. 
Figure 3.6 reveals that for a given rebroadcast probability SRB is slightly affected as the 
node speed increases. This is due to the increased number of collisions as well as the 
reduced channel access when the network is subjected to increased traffic loads. 
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Figure 3.7 shows RE results for a varying rebroadcast probability when the traffic is varied 
under continuous node mobility and a speed of 2 m/s. Figure 3.7 reveals that the achieved 
RE increases as rebroadcast probability increases when the traffic load is light. Moreover 
when the rebroadcast probability is over 0.7, RE is over 95%. However, as the traffic load 
increases the rate of increase in RE slows down. This occurs due to the increase in the 
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total number packets transmitted on the wireless channel which increases the number of 
collisions as well as reduced channel access. RE has also been examined at a high node 
speed. Figure 3.8 shows that in general RE is not affected that much when the node speed 
increases, especially as the traffic load becomes heavy. T'his is due to the same reason 
given above; i. e. due to the increased number of collisions as well as reduced channel 
access. 
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Figure 3.7: RF vs. rebroadcast probability for different traffic loads 1,5 and 10 packets/s 
with a node speed of 2 nVs. 
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Figure 3.8: RF vs. rebroadcast probability for different traffic loads 1,5 and 10 packets/s with a 
node speed of 20 nVs. 
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3.5 Effects of Network Density 
To study the performance effects of varying network density, i. e. the number of network 
nodes per unit area for a given transmission range, the following three relative levels of 
network density are examined: 
- Low density: 25 nodes; 
- Medium density: 50 nodes; 
-High density: 100 nodes. 
Figures 3.9 and 3.10 demonstrate the effects of speed and density on SRB using 6 
combinations of node densities and speeds. As can be seen in the figures, SRB increases 
with a higher network density. As the probability of the transmission is fixed for every 
node, this implies that there are more candidates for broadcast re-transmissions in a given 
area, and as a result there is a higher chance that a re-transmission occurs, increasing the 
number of SRB for a given rebroadcast probability. However, as the node speed increases, 
SRB decreases. Examining the figures reveals that SRB decreases as the rebroadcast 
probability increases. This is due to the fact that increasing the rebroadcast probability 
increases the number of redundant rebroadcast packets; this occurs when a node 
rebroadcasts a packets which its neighbour nodes have already received a copy. 
Furthermore, increasing the rebroadcast probability increases the chance for simultaneous 
transmissions leading to possible collisions. 
56 
m 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
Rebroadcast Probability 
0 N=25 
-B- N=50 
N=100 
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Figure 3.10: SRB vs. rebroadcast probability for different network densities 25,50,100 nodes 
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Figures 3.11 and 3.12 depict the results for RE considering the three different network 
densities and two different node speeds. The figures suggest that RE increases with a 
higher network density. The trend in the figures also suggests that the reachability 
increases as the node speed increases. RE improves with higher density and faster moving 
nodes for the following reasons. As the density of the nodes increases, the number of 
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nodes covering a particular area also increases. As the probability of re-broadcast is fixed 
for every node, this implies that there are more candidates for transmission in each 
"coverage "area. Hence, there is a greater chance that a broadcast re-transmission occurs, 
resulting in increased RE. 
For a given transmission range, as the network density increases network connectivity 
increases. As a result, a small re-broadcasting probability, p, is sufficient to achieve a high 
RE. For example, N=100 and the probability p=0.6 are sufficient to achieve RE of 100%. 
However, a larger p is required if the node distribution is sparse. RE increases 
proportionally to p, as p increases. For example, when N=25 the probability p=1.0 is 
required to achieve RE of 85%. Further, as the node speed increases connectivity increases 
then the probability of partitioning decreases, leading to a higher RE. 
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Figure 3.11: RE vs. rebroadcast probability for different network densities 25,50, and 100 
nodes and a node speed 2 m/s. 
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Figure 3.12: RE vs. rebroadcast probability for different network densities 25,50, and 100 
nodes and a node speed 20 m/s. 
3.6 Conclusions 
This chapter has analysed the effects of some of the most important system parameters in 
MANETs, including node mobility, traffic load, and density on the performance of the 
probabilistic flooding (or broadcasting). Results from ns-2 simulations have revealed that 
mobility have a substantial effect on the reachability and saved rebroadcast metrics. The 
results have shown that for different rebroadcast probabilities, as the node speed increases, 
saved rebroadcast decreases. For example the saved rebroadcast decreased by 10% when 
the node speed increases from 2 to 20 m/s. Similar performance trends have been observed 
when the other important system parameters, notably network density have been examined 
in that they have been found to have a great impact on the degree of reachability and the 
number of saved rebroadcasts achieved by the probabilistic broadcasting scheme. For 
example, reachability improves by 15% as the node density increases from 25 to 100 
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nodes. Moreover, reachability increases by 10% when the node speed increases from 2m/s 
to 20nVs. 
The subsequent chapter will describe a new broadcasting algorithm that can dynamically 
adjust the re-broadcast probability to take into account the current state of the nodes (e. g. 
the current number of neighbours) in order to ensure a certain level of control over re- 
broadcasting, and thus helps to improve saved rebroadcasts and maintain high reacbability 
levels. 
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Chapter 4 
Neighbourhood Characteristics in 
MANETs 
4.1 Introduction 
Ile results presented in Chapter 3 have revealed that most of the important system 
parameters considered in the analysis, e. g. node mobility, density, and traffic load, have an 
impact on network performance. In MANETs, where the topology can change frequently, 
the rebroadcast probability at each node should be dynamically adjusted to account for a 
given node's surrounding in order to ensure a high performance. As a rule of thumb, the 
rebroadcast probability should be set high at the nodes located in sparse areas and low for 
nodes located in dense areas. 
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A straightforward method for gathering neighbourhood information at a given node 
involves the periodic exchange of 'Hello' packets between neighbours to construct a 1-hop 
neighbour list at the nodes. A high (low) a number of neighbours implies that the node in a 
dense (sparse) area. The higher is the number of neighbours, the denser the network area 
is. The lower the number of neighbours is sparser the network area is. We will show in the 
subsequent chapter that neighbourhood information such as the minimum, average, 
maximum number of neighbours of the node can be used to efficiently estimate the 
rebroadcast probability at the network nodes. 
In this chapter, we report results from ns-2 simulations in order to characterise 
neighbourhood information, such as the minimum, average and maximum number of 
neighbours of a given node by means of 'Hello' packet exchanges. We also investigate the 
effects of node mobility and network density on such gathered information. Our study is 
motivated by the fact the periodic 'Hello' packet for ad-hoc networks stems from the hello 
protocol of AODV [36]. Such a protocol and its utility have been explicitly studied by 
Chakeres et aL [741. The authors have studied the hello protocol in 802.11 ad-hoc 
networks but have focused on a limited type of information (i. e., connectivity or forward a 
packet). We will show in the subsequent chapter how we use the findings of this chapter to 
introduce new and efficient class of probabilistic flooding algorithm for MANETs. 
I'lie remainder of this chapter is organised as follows. Section 4.2 introduces 'Hello' 
packets. Section 4.3 uses ns-2 simulations to investigate the topological characteristics of 
MANETs. Finally, Section 4.4 provides a summary of this chapter. 
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4.2 'HelIo' Packets 
'Hello' packets are a special control packet that is sent out periodically from a node to 
establish and confirm network adjacency relationships and responsible for establishing and 
maintaining neighbor relationships. When a node receives a 'Hello' packet from its 
neighbour, it creates or refreshes the routing table entry to the neighbour. To maintain 
connectivity, if a node has not sent any broadcast control packet within a specified 
interval, a 'Hello' packet is locally broadcast (over one hop radius). Ilis results in at least 
one 'Hello' packet transmission during every time period. Failure to receive any 'Hello' 
packet from a given neighbour for several time intervals indicate that neighbour is no 
longer within transmission range, and connectivity is assumed to have been lost. 
The information contained in the 'Hello' packet varies depending on its intended usage. 
Thus it is necessary to quantitatively compare the size of the 'Hello' packets when 
analysing overhead and performance tradeoffs. A common element of the 'Hello' packet is 
the ID (four bytes) of the node that is broadcasting the packet. Ile node ID is sufficient 
for neighbour discovery and link detection. However, if nodes use their neighbour table 
for forwarding packets, then the position of the node (typically two integers) might be 
necessary. 
In order to construct a local view of a given node's vicinity, 1 -hop infon-nation based on, 
for instance, the minimum, average, maximum number of neighbours can be used. Tle 
selection of the time interval for the exchange of 'Hello' packets is usually set at I second 
as recommended in the AODV protocol [36,56], OLSR [41] and TORA [35]. A node 
assumes that a particular neighbour has moved away and is currently outside transmission 
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range if 'Hello' packet has not been received from that neighbour for the last two seconds, 
as is suggested in the AODV, OLSR and TORA protocols [35,36,41,56]. In order to 
study the effect of mobility and network density on the collected statistics, we have 
considered different maximum node speeds from 2 to 20 m/s and varied the network size 
from 25 to 125 nodes. 
4.3 Performance Evaluation 
The parameters used in the following simulation experiments are listed in Table 4. L Each 
node in the network has a constant transmission range of 250 meter. Ile MAC layer 
scheme follows the IEEE 802.11 MAC specification. We have used the broadcast mode 
with no RTS/CTS/ACK mechanisms for all packet transmissions, including Hello, DATA 
and ACK packets. The interface queue length has been selected because it has been used in many 
previous similar studies [10,14,18,25]. Moreover, this has been found to reduce the number of 
drop at the link layer protocol due to increased packet collisions. The movement pattern of each 
node follows the random way-point model. Each node moves to a randomly selected 
destination with a constant speed between 0 and the maximum speed. When it reaches the 
destination. it stays there for a random period and starts moving to a new destination. 
We have varied the network density (i. e., the number of nodes on a given terrain size) and 
have measured the minimum, average and maximum number of neighbours over the 
whole nodes in the network. For each configuration, we have gathered statistics for 30 
arbitrary topologies where nodes are initially placed randomly over the terTain. Ile results 
represent the average over the 30 different topologies in order to achieve a 95% 
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confidence interval in the collected statistics. For a given number of nodes, three terrain 
sizes have been considered: 600m x 600m, 800m x 800m and 1000m xI O00m. 
Table 4.1: Summary of the parameters used In the simulation experiments. 
Parameter Value 
Transmitter range 250 meters 
Bandwidth 2Mbps 
IFQ Type Queue /DropTail APtiQueue 50 packets 
Simulation time 900seconds 
Pause time 0 seconds (continuous mobility) 
'Hello' packet size 12 bytes 
Topology size 600m x 600m, 800m x 800m and I 000m xI 000m 
Number of node 25,50,75,100,125 
Maximum speed 2 and 20 Ws 
Figures 4.1,4.2 and 4.3 depict the minimum, average, and maximum number of 
neighbours after averaging over the whole network nodes when the nodes move at the 
max. speed of 2m/s. Various network densities resulting from a combination of different 
network sizes (from 25 to 125 nodes) and terrain sizes (600=600m, 800=800m, and 
l000mxl000m) have been examined. A summary of the minimum, average and maximum 
number of neighbours is listed in Table 4.2. Also a summary of confidence intervals, 
margin errors for the minimum, average and maximum number of neighbours of a given 
node (averaged over the whole network) is shown in Table 4.3. Ile results show that as 
expected the denser the network is, the higher the maximum number of neighbours is at a 
given node. On the other hand, the sparser the network is, the lower is the minimum 
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number of neighbours at a given node. As the network size increases so does the 
minimum, average, and maximum number of neighbours. For example, in a terrain size of 
1000m x 1000m when the network size is 50 nodes, a typical node has the minimum 
number of neighbours equals to 4, the average number of neighbour to 11, the maximum 
number of neighbour to 17. When the network size is doubled to 100 nodes, a typical node 
has the minimum number of neighbours equals to 7, the average number of neighbour to 
22, the maximum number of neighbour to 34. 
Figures 4.4 to 4.6 provides further results on the minimum, average and maximum number 
of neighbours (averaged over the whole network) after repeating the above simulation 
experiments where the node speed is set at 2 m/s. 
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Figure 4.1: Minimum numbers of neighbours; (averaged over the whole network) vs. network 
size with a node speed of 2 m/s. 
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Figure 4.3: Maximum number of neighbours (averaged over the whole network) vs. network 
size with a node speed of 2 Ws. 
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Table 4.2: Summary of the n-dnimum, average and maximum number of neighbours of given 
node (averaged over the whole network) 
No. of nodes 
Average minimum number of 
neighbours 
(average ± std) 
Average number of neighbours 
(average ± std) 
Average maximum number of 
neighbours 
(average ±std) 
25 2±0.03 5.2 ± 0.40 7.9 ± 0.5 
50 1 
4± 0.05 11 ± 0.9 16.6 ± 1.2 
75 5.4± 0.07 16.7 ± 1.1 25.34± 1.4 
100 6.7 ±0.08 22 1.3 34 ± 1.6 
125 8±0.09 28 1.68 42 ± 1.8 
150 10± 0.91 34± 1.4 49± 1.9 
Table 4.3: Summary of the confidence intervals and margin of errors of minimum, average and 
maximum number of neighbours of given node (averaged over the whole network) 
No. of nodes 
95% confidence interval for 
iiiinimum number of 
neighbours & relative errors 
95% confidence interval for 
average number of neighbours & 
relative errors 
95% confidence interval for 
maximum number of neighbours 
& relative errors 
25 (1.98-2.01] 0.005 [5.16-5.231 0.01 [7.72-8.071 0.023 
50 [3.98-4.071 0.004 [10.67-11.321 0.03 [16.17-17.021 0.026 
75 [5.37-5.421 0.005 [16.30-17.091 0.02 [24.84-25.84] 0.020 
100 [6.57-6.62] 1 0.004 [21.53-22.461 0.02 [33.42-34.571 0.017 
125 [7.96-8.08] 0.004 [27.40-28.601 0.02 [41.35-42.641 0.015 
150 [9.67-10.321 0.033 [33.50-34.501 0.01 [48.32-49.671 0.014 
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with a node speed of 20 m/s 
69 
100 
90 
80 
70 
60 
50 
40 
30 
20 
10 
0 
25 50 75 100 125 150 
Number of Nodes 
--*-Area 600x6OO 
Area 80OX800 
Area 1 OOOX 1000 1 
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size with a node speed of 20 m/s. 
4.4 Conclusions 
In MANETs, due to node mobility, neighbourhood relationship changes frequently. In 
order to cope with mobility and have up-to-date neighbourhood information, nodes 
advertise 'Hello' packets periodically. In this chapter, we have conducted a set of 
simulation experiments in order to characterise node neighbourhood in MANETs using 
'Hello' packet exchange. 
In the next two chapters, we will show how neighbourhood information, that includes the 
minimum, average, maximum number of neighbours of a given node, could be used to 
devise a new class of efficient probabilistic flooding algorithms for MANETs. These 
algorithms enable a given node to dynamically adjust its rebroadcast probability 
depending on whether it is located in a sparse or a dense network region. 
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Chapter 5 
A New Adjusted Probabilistic Flooding 
Algorithm 
5.1 Introduction 
In this chapter, we introduce a new probabilistic algorithm that can dynamically adjust the 
rebroadcasting probability as per the node's neighbourhood distribution using one-hop 
neighbourhood information. This is based on locally available information and without 
requiring any assistance of distance devices. The information on one-hop neighbours, 
collected by means of exchanging short 'Hello' packets, is used to adjust the probability at 
a given node. If the number of neighbours is high, implying that the node is located in a 
dense area, it could potentially receive a large amount of rebroadcasts from its neighbours. 
To avoid such a situation, the rebroadcast probability of the node is set low. Otherwise, the 
rebroadcast probability is set high when a node is located in a sparse area so that a 
broadcast packet could reach all nodes in the area. 
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The use of 'Hello' packets to gather neighbourhood information, of course, introduces 
extra communication overhead. However, such packets are already used for important 
operations in MANETs [1,4,6,11,16,19,21,22,24,27,29,35,36,41,75,77,82,88, 
89,94]. For instance, popular MANETS routing protocols, like AODV [36] and OLSR 
[41], already employ 'Hello' packets to exchange information among neighbouring nodes 
that could be useful for optimising the process of route discovery and maintenance; e. g., 
see Chapter 4 for further discussion on 'Hello' packets. In this chapter, we show how the 
availability of 'Hello' packets could be exploited to devise an efficient probabilistic 
flooding scheme for MANETs. We evaluate the performance of our suggested algorithm, 
referred to below as adjusted probabilistic flooding, by comparing it against the existing 
blind flooding as well as fixed probabilistic approaches in terms of the widely used 
metrics, namely saved rebroadcast and reachability. Simulation results will reveal that the 
new algorithm exhibits superior performance characteristics with its performance 
advantages being more noticeable in dense networks, in particular. 
Ile remaining part of this chapter is organised as follows. Section 5.2 describes in detail 
the adjusted probabilistic flooding algorithm. Section 5.3 discusses the ns-2 simulation 
model developed in order to evaluate the performance of the new broadcast protocol and 
then compare it against that of the blind flooding and fixed probabilistic algorithms. 
Finally, Section 5.4 draws some conclusions from this study. 
5.2 Adjusted Probabilistic Flooding 
Examining the literature reported on NLANETs [14,20,25,29,33,40] has revealed that 
most existing probabilistic protocols introduce uncertainty in the decision making of 
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whether or not a node should perform a rebroadcast. Moreover, the results presented in 
Chapter 3 have revealed that most of the important system parameters considered in our 
performance analysis, e. g. node mobility, traffic load, and density have an impact on 
network performance. In MANETs, where the topology changes frequently, the 
rebroadcast probability at each node must be dynamically adjusted to account for a given 
node's surroundings in order to achieve a high saved rebroadcast and high reachability. As 
a simple rule, the rebroadcast probability should be set high for nodes located in sparse 
areas and low for nodes located in dense areas. 
A straightforward method for estimating network density involves the periodic exchange 
of 'Hello' packets between neighbours to construct a 1-hop neighbour list at each node. A 
high (low) a number of neighbours implies that the node is in a dense (sparse) area. We 
propose a simple scheme which increases the rebroadcast probability if the number of 
neighbours is low, which indirectly causes the probability at neighbouring nodes to be 
increased. In a similar fashion, the rebroadcast probability decreases if the number of 
neighbours is high. 11is adaptation causes a dynamic stability between rebroadcast 
probabilities and the number of neighbours among the nodes. 
A brief outline of the new adjusted probabilistic flooding algorithm is presented in Figure 
5.1. The main operations of the algorithm are as follows. On hearing a broadcast packet m 
at node X, the node rebroadcasts the packet according to a high probability, say pl, if the 
packet is received for the first time, and the number of neighbours of node X is less than 
the average number of neighbours, W, which is typical of its surrounding environment. 
Hence, if node X has a low degree (in terms of the number of neighbours), retransmission 
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should be likely. Otherwise, if the number of neighbours of X is greater than the average 
number of neighbours (i. e., X has a high degree), its rebroadcast probability is set low, say 
P2 where p, ý" P2' 
The Adjusted Probabilistic Flooding Algorithm 
On hearing a broadcast packet m at node X 
Get the Broadcast ID from the packet; W average number of neighbour (threshold 
value); 
Get degree n of a node X (number of neighbours of node X); 
If packet m receivedfor thefirst time then 
If n<W then 
Node X has a low degree: the high rebroadcast probability p= p, 
Else n ýý W 
Node X has a high degree: the low rebroadcast probability p= P2; 
End if 
End if 
Generate a random number RN over [0,1]. 
IfRN :5p rebroadcast the received packet; otherwise, drop it 
End algorithm 
Fligure 5.1: Description of the new adjusted probabilistic flooding algorithnL 
In blind flooding, a given node broadcasts a packet to every neighbour which in turn 
rebroadcasts the received packet to its neighbours that are received for the first time and so 
on. 'Merefore, there are (N) possible rebroadcasts, where N is the total number of nodes in 
the network. In fixed probabilistic flooding, each node decides to rebroadcast or not, 
according to the same fixed probability p. Since their decisions are independent, the total 
number of rebroadcasts is Np on the average. In adjusted probabilistic flooding, the 
rebroadcast probability is dynamically set. In a sparse area, the probability is high, pl, 
whereas in a denser area the probability is low, P2 * On the same network topology, the 
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rebroadcast probability p in fixed probabilistic flooding should be no less than the 
probability of adjusted probabilistic flooding for nodes located in sparse areas in order to 
maintain the same level of reachability. The number of rebroadcasts in adjusted 
probabilistic flooding should be lower than that in fixed probabilistic flooding and blind 
flooding. The number of retransmissions is, on average, (N, )p, + (Nd)P2 4'ý (N)P < (N) 
where N, is the total number of nodes in sparse areas, Nd is the total number of nodes in 
dense areas and N is the total number of nodes (N,: 5N and Nd<N). 
For example if N=50 nodes there then are 50 possible rebroadcasts in the blind flooding 
scheme. Also there are, on average, 35 possible rebroadcasts in fixed probabilistic when 
the rebroadcast probability p--0.7 (the choice of this probability value will be discussed 
below). Moreover, the simulations conducted in Chapter 4 have revealed a typical value 
for a sparse region in a network size of 50 nodes contains Ns =10 nodes while a dense 
region contains Nd =40 nodes. As a consequence, there are, on average, 21 rebroadcasts in 
adjusted probabilistic flooding when the rebroadcast probability, for example, p, --0.7 and 
P2--0.35. So in adjusted probabilistic flooding, there are 29 saved rebroadcasts compared 
to blind flooding scheme which represents 58% of the total rebroadcasts by the blind 
flooding scheme. Furthermore, there are 14 saved rebroadcasts compared to fixed 
probabilistic flooding scheme, which represents 28% of the total rebroadcasts by the fixed 
probabilistic flooding scheme. 
5.3 Performance Evaluation 
17his section presents a performance evaluation of the three broadcast algorithms, notably 
adjusted probability, fixed probability, and blind flooding in dynamic MANET topologies. 
75 
But before doing so, let us briefly discuss the simulation parameters. 
Simulation Setup: 
We have used the ns-2 packet level simulator (v. 2.27) [5] to develop the simulation 
models for the three algorithms. In our simulations, one node is selected as the data 
source. A CBR traffic generator is attached to the source. We have used a flat square 
terrain with dimensions set to 1000x1000m with 50 nodes where each node engaging in 
communication transmitting within a 250m radius and having a bandwidth of 2Mbps. We 
have used such a network setup to reduce the likelihood of network partitioning occurring 
during simulation time. The MAC layer protocol is IEEE 802.11 [37.67,81]. The radio 
frequency at the physical layer is 2.4 GHz of the ISM band [81]. Other simulation 
parameters are shown in table 5.1. It is worth noting that most of the values for the 
simulation parameters have been widely adopted in the literature [10,14,20,25]. 
Furthermore, such values have been selected because they make the time and computing 
resources to the run most of the simulation scenarios manageable. 
The random waypoint model has been used to simulate 30 mobility patterns in order to 
achieve a 95% confidence interval in the collected statistics. In short, the random waypoint 
model considers nodes that follow a motion-pause recurring mobility pattern [511. Each 
node at the beginning of the simulation remains stationary for pause time seconds, then 
chooses a random destination and starts moving towards it with speed selected from a 
uniform distribution (O, max\_speed]. After it reaches that destination it again stands still 
for a pause time interval and picks up a new destination and speed. This cycle repeats until 
the simulation time terminates. 71be parameters set to reflect mobility ranging from 
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walking (approximately 2 m/s) to vehicular speeds (approximately 20 m/s) with 0 seconds 
pause time. 
Table 5.1: Summary of the parameters used In the simulation experiments. 
Parameter Value 
Transmitter range 
] 
250 meters 
Bandwidth 2Mbps 
IFQ Type Queue/DropTail/PriQueue 50 packets 
Simulation time 900 seconds 
Pause time 0 seconds 
packet size 512 bytes 
Topology size IOOOXIOOOM 2 
Number of nodes 25,50,75,100 
Maximum speed 2,4,8,12,16,20 m/s 
Tello' packet size 12 bytes 
Saved Rebroadcasts: 
It is well known that blind flooding has the best reachability. However, this is achieved at 
the expenses of excessive redundant re-broadcasting. Therefore, the main goal of the new 
algorithm is to reduce the number rebroadcasts so as to reduce traffic in the network and 
thus decreases the probability of channel contention and packet collision while at the same 
time maintain good reachability levels comparable to that achieved by blind flooding. 
A commonly used metric to assess the performance of broadcast algorithms is the number 
of re-transmissions with respect to the number of nodes in the network [10,14,18,25,40]. 
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In this work, we use saved rebroadcast, which is a complementary measure as defined 
below [ 10,14,18,25,40] 
Saved ReBroadcasts (SRB): Let r be the number of nodes that received the broadcast 
packet and let t be the number of nodes that actually transmitted the packet. The saved 
rebroadcast is then defined by (r - tyr. 
We have compared the two versions of probabilistic flooding, fixed probability and 
adjustable probability; the results for blind flooding have been added for the sake of 
completeness. It has been revealed in Chapter 3 (and also in [14,20,25]) that fixed 
probabilistic flooding yields the best performance when the rebroadcast probability p is 
around 07. This enables the fixed probability algorithm to maintain a comparable 
reachability level (over 95%) to that of blind while at the same time improves on saved re- 
broadcast. 
Figure 5.2 explores saved broadcast (SRB) of the fixed probabilistic and adjusted 
probability algorithms for low mobility conditions of the max. speed of 2 m/s and 0 
second pause time. The rebroadcast probabilities ( PI I P2 ) in the new algorithm has been 
set as follows: 'nie probability p, for the nodes located in sparse regions has been varied 
from 0.1 to 1.0 percent with 0.1 percent increment. The probability p. for the nodes 
located in dense regions has been set at P2""2 p, 12. The results reveal that SRB for adjusted 
probability is higher than fixed probability for all the values of the rebroadcast probability. 
For example, when p--0.7 for fixed probability. SRB is 30% while it is 48% for adjusted 
probability when the probability p= (0.7,0.35). There is a significant difference between 
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the two variants in that the performance advantage of the adjusted probability over fixed 
probability and blind flooding is around 18% and 48% respectively. 
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Figure 5.2: SRB vs. rebroadcast probability for a network size of 50 nodes and node speed 2 m/s. 
FP= fixed probabilistic flooding p, --0.7. 
AP=Adjusted probabilistic flooding P2, = p, /2. 
As will be shown later, after conducting extensive simulations we have realised that our 
new algorithm manages to achieve a good reachability level (i. e., over 95%) when nodes 
located in sparse regions have a rebroadcast probability set at around p, --0.7 while those 
located in dense regions have a rebroadcast probability set at p2=0.35. We have also 
found that when p--0.7 enables the fixed probability scheme to maintain a high 
reachability. Therefore, these probability values will be adopted for the new algorithm and 
the fixed probability for the rest of this chapter. 
Figure 5.3 explores SRB in the three flooding algofithms for vafious network mobility 
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conditions (0 second pause time) where the maximum node speed is varied from 2,4,10 
to 20 m/s for a network with 50 nodes. The performance of adjusted probability decreases 
to approx. 8% at 4 m/s and reduces even further to 05 % at very high mobility, 15 and 20 
m/s, compared to fixed probability. Also the difference in performance decreases to 
approx. 40% at 4 m/s and reduces even further to 36 % at very high mobility, 15 and 20 
m/s, compared to blind flooding. 
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Figure 5.3: SRB vs. node speed 2,4,10,16,20 m/s for a network size of 50 nodes. 
BF= Blind flooding. 
T'he next set of results depicts the impact of traffic on network perfon-nance. The traffic 
load is modeled using constant bit rate data stream with the following three relative traffic 
loads: 
- Low Traffic Load: I broadcast packet is generated per second; 
- Medium Traffic Load: 5 broadcast packets are generated per second; 
- Heavy Traffic Load: 10 broadcast packets are generated per second. 
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Figure 5.4 depicts SRB results where the three traffic loads have been applied to the 
network where system size is kept at 50 nodes under a low network mobility condition 
with the maximum speed of 2 m/s and 0 second pause time. Again, our algofithm can 
significantly improve SRB at different traffic loads compared to fixed probabilistic and 
blind flooding. SRB increases as the traffic load increases. For instance, SRB increases 
from 10 % to 16% compared to fixed probability when the traffic load increases from low 
to high. Furthermore, SRB increases from 35% to 46% compared blind flooding when the 
traffic load increases from low to high. However SRB starts to decrease when the network 
is subjected to heavy traffic loads. 
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Network density denotes the number of network nodes per unit area for a given 
transmission range. In order to assess the impact of network density on the three flooding 
algorithms, we have considered nodes moving continuously at a maximum speed of 2 m/s, 
with the following three relative levels of network density: 
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- Low density: 25 nodes; 
- Medium density: 50 nodes; 
- High density: 100 nodes. 
Figure 5.5 explores SRB in three versions of probabilistic flooding for the different 
network densities. When the broadcast probability is adjusted, SRB is 36% in low density 
networks and 56% in high density networks compared to fixed probability. Moreover, 
when the broadcast probability is adjusted SRB is 36% in low density networks and 56% 
in relatively higher density networks (e. g., 100 nodes) compared to blind flooding. There 
is a noticeable difference between the three variants in that the performance of the 
adjusted probability over fixed probability and blind flooding is higher by around 12% and 
22%, respectively, in high density networks. The results in Figure 5.5 reveals that few 
saved rebroadcasts can be saved in sparser networks; our adjusted probabilistic flooding 
algorithm has more noticeable performance advantage over fixed probabilistic algorithm 
in dense networks. In blind flooding SRB does not change as the traffic load increase, in 
probabilistic flooding, SRB increases slightly then decreases after the number of 
connections is greater than 15. Ile behaviour of figure 5.4 and figure 5.5 are not this is 
because in blind flooding every node rebroadcast the broadcast packet and as a result there 
is no real savings in the number of rebroadcasts performed by the network nodes; every 
node must retransmit its packet. On the other hand, in probabilistic flooding, some nodes 
might be prohibited from rebroadcast a packet if its probability value is higher than the set 
threshold, and hence there is an increase in the number of savings made by nodes in terms 
of re-broadcasting. However, as traffic increases, this saving decreases because contention 
increases, and thus packets are lost. As a consequence, nodes have to retransmit their packets 
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Figure 5.5: SRB vs. network density (with different number of nodes 25,50,75,100) for node 
speed 2 nds. 
Reachability: 
A node may not receive a broadcast packet if all of its neighbours decide to inhibit 
rebroadcasts. In the absence of network partitioning, the flooding approach guarantees that 
all nodes can receive the broadcast packets at expense of extra cost caused by redundant 
rebroadcasts. In reality, however, redundant rebroadcasts also contribute to packet 
collisions that may eventually cause packet drops, thus adversely affecting the 
reachability. Depending on the value of the probability, probabilistic approaches may have 
lower reachability compared to blind flooding. However, by choosing an appropriate 
probability value, the new adjusted probabilistic flooding could achieve a good degree of 
reachability comparable to that achieved by blind flooding while it is higher than that 
achieved by fixed probability. A definition of the reachability metric is given below [10, 
14,18,25,401. 
Reachability (RE): is the percentage of nodes that receive the broadcast packet to the total 
number of nodes in the network. For useful information, the total number of nodes should 
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include those nodes that are part of a connected component in the network. For 
disconnected networks this measure should be applied to each of the components 
separately [ 10,14,18,25,40]. 
Figure 5.6 explores RE results in fixed probabilistic and adjusted probabilistic flooding for 
a network with 50 nodes at low mobility conditions (max. speeds of 2 m/s) and 0 pause 
time. In the new algorithm, the probability p, is varied from 0.1 to 1.0 percent with 0.1 
percent increment while P2 has been at p, /2. The figure shows that as the rebroadcasts 
probability increases RE increases for both fixed probability and adjustable probability. 
Moreover the figure reveals RE can be over 95% when the rebroadcasts probability is 
p, --0.7 and P2 -0.35 for adjusted probability and when the probability is p--0.7 for fixed 
probability. 
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Figure 5.6: RE vs. rebroadcast probability ror a network size or 50 nodes and node speed 2 ni/s. 
Figure 5.7 depicts RE in blind, fixed probabilistic, and adjusted probability flooding 
algorithms p= (0.7,0.35) for various network mobility conditions (0 second pause time) 
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with the maximum speed of the nodes has been varied from 2,4,10 to 20 m/s for a 
network with 50 nodes. RE improves when the nodes move with a faster speed. 
LU 
cc 
101 
100 
99 
98 
97 
96 
95 
94 
02468 10 12 14 16 18 20 
Nods Speed (m/s) 
4 BF 
-0-- FP 
AP 
Figure 5.7: RE vs. node speed 2,4,10,16,20 mls for a network size of 50 nodes. 
Figure 5.8 shows RE results where the three traffic loads have been used. The network 
size is kept at 50 under low network mobility conditions (0 second pause time) with the 
maximum speed of 2 m/s. Again, our algorithm can significantly improve RE at different 
traffic loads compared to fixed probability and blind flooding. RE increases as the traffic 
load increases. For instance, RE reached 100% when the traffic load is low (i. e. 5 
packets/s) and is comparable to that in fixed probability when the traffic load increases. 
However, RE start decreases at the traffic load of 10 packets/s and even more when heavier 
traffic load is injected into the network. 
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Figure 5.8: RE vs. network traffic load for a network size of 50 nodes and node speed 2 m/s. 
Figure 5.9 shows that RE increases when network density increases, regardless of what 
type of flooding algorithm is used. Blind flooding has the best performance in that 
reachability is almost 100%. The performance of adjusted probability shows that RE is 
above 95% for any network density. For all network densities, RE in our algorithm is the 
same or better than in the fixed probabilistic scheme when the probability in the latter is 
assigned to 0.7. In relatively higher density networks, i. e., 100 nodes and above, RE in the 
adjusted probabilistic approach is comparable to that of flooding; reachability is close to 
100%. 
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Figure 5.9: RE vs. network density (with different number of nodes 25,50,75, IN) for node 
speed 2 m/s. 
'Hello' Packets: 
'Hello' packets are periodically generated by a given node in order to know the number of 
its neighbours. These are extra control packets sent by nodes to successfully accomplish 
broadcast operations. Each node sends a short packet that informs its neighbours of its 
presence. So a node can know its neighbours by simply listening to the medium. Since 
nodes obtain neighbourhood information through 'Hello' packets, the information in the 
'Hello' packet varies depending on it usage. Thus it is necessary to quantitatively assess 
the impact of the size of the 'Hello' packets on the overhead involved and thus be able to 
comment on any possible performance tradeoffs. To this end, we have used a 'Hello' 
packet with a size of 12 bytes for exchanging neighbourhood information. The 'Hello' 
packet is sent every second as recommended in the AODV protocol 136]. For the sake of 
the present discussion, let us assume the following system parameters. 
Channel bandwidth=2Mbps; 
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Number of nodes=50 nodes; 
Broadcast traffic rate=1 packet/s; 
Broadcast packet size =512 bytes; 
Hello packet size= 12 bytes; 
Ile rates (in kbps) of the broadcast and 'Hello' packets are: 
PackeLRate = (512 x8x 1)/ 1 024= 4 kbps 
Hello_PackeLRate = (12x8x 1)/1024= 0.09 kbps 
(1) 
(2) 
In blind flooding, there are (N-1) rebroadcasts, where N is the total number of nodes. So 
the total packet rate is given by 
TotaLPackeLRate(BlincLFlooding)= PackeLRate + PackeLRatex(N) (3) 
= 4+ 4x5O =204 kbps 
Let the rebroadcast probability be p=0.7 in fixed probabilistic flooding. The total number 
of rebroadcasts is on average (N- 1) xp. So, the total packet rate can be written as 
TotaLPackeLRate(FixetLProbability)= Packet-Rate+ Packe-flate (N) xp (4) 
=4+4x 50X0.7=144 kbps 
Let the rebroadcast probability be p, ---0.7 and P2 ---0.35 in adjusted probabilistic flooding. 
As discussed above, for a network size of N=50 nodes, a sparse region contains N, =10 
nodes and a dense region contains Nd = 40 nodes. The total packet rate in adjusted 
probabilistic flooding is found to be 
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TotaLPackeL-Rate(Adjuste4ý--Probability) = Packet rate +PackeLRatex(N, p, + NdP2) 
= 4+4X (IOXO. 7) +4X(40xO. 35)= 88 kbps (5) 
The total packet rate in the adjusted probabilistic flooding is lower than in blind flooding 
by the following amount 
Saveit_TotaLPackeLRate=TotaLPacket-Rate(Blin4LFlooding)- 
Total-PaCkeLRate(AdjusteiLProbability)= 204-88 =1 16 kbps (6) 
Similarly, the total packet rate in the adjusted probabilistic flooding is lower than in blind 
flooding by the following amount 
Saveit_TotaLPackeL_Rate=Total-Packet-Rate(FLreik_Probability)- 
TotaLPackeLRate(AdjusteiLProbability)= 144-88 =56 kbps (7) 
The above analysis is certainly simple and straightforward. Nonetheless, we can use it to 
fairly conclude that with a relatively low 'Hello' packet rate of 0.09 kbps, the new 
adjusted probabilities flooding algorithm could save up to 116 kbps in broadcast packets 
compared to blind flooding and up to 56 kbps compared to the fixed probability algorithm. 
The performance advantage of adjusted probabilistic flooding is more noticeable if the 
size or the traffic rate of the broadcast packets is further increased. 
5.4. Conclusions 
11is chapter has described a new adjusted probabilistic flooding algorithm for MANETs 
where the rebroadcast probability is set by considering nodes' density regions. In order to 
improve performance in terms of saved rebroadcasts while keeping a reachability level 
comparable to that achieved by blind flooding, in the new algorithm the rebroadcast 
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probability of nodes situated in low density regions is set higher than that of nodes situated 
in higher density regions. 
Compared against the blind flooding and fixed probabilistic flooding schemes, the 
simulation results presented above have revealed that the new algorithm can improve 
without scanting reachability the saved broadcast up to 26% compared to fixed 
probabilistic flooding and 56% compared to blind flooding, even under conditions of high 
mobility and high density. A similar improvement can also be obtained when various 
traffic loads are applied to the network. 
Ibis chapter has demonstrated that assigning two different forwarding probabilities to 
network nodes depending on their density regions help to reduce the number of 
rebroadcasts, and as a consequence help to reduce network traffic and decrease the 
probability of channel contention and packet collision. As a natural extension of this 
research, it would be interesting to assess whether refining further the rebroadcast 
probability using more refined levels for nodes' density regions leads to further 
improvement in the performance of probabilistic flooding. To this end, the next chapter 
will introduce and evaluate the performance of another new probabilistic algorithm that 
uses more than two different re-broadcast probabilities at a given network node. 
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Chapter 6 
A New Highly Adjusted Probabilistic 
Flooding Algorithm 
6.1 Introduction 
Chapter 5 has revealed that assigning two different forwarding probabilities to network 
nodes depending on their density regions helps to reduce the number of rebroadcasts, and 
as a consequence improves saved rebroadcasts while maintains a good reachability level. 
This chapter proposes a new highly adjusted probabilistic flooding algorithm that can 
dynamically adjust the rebroadcasting probability at a given node according to its 
neighbourhood density. Ile algorithm is based on the same approach as that introduced in 
the previous chapter. However, the forwarding probability is further refined in that three 
different forwarding probabilities (as opposed two probabilities) are assigned to network 
nodes in the new algorithm discussed in this chapter. 
When a broadcast packet reaches a node for the first time, it is rebroadcast according to a 
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probability which depends on the node's degree i. e. number of neighbours. The packet is 
re-broadcast with probability p, if the node is inside a sparse area. Alternatively, it is re- 
broadcast with probability P2 (PV'ýPl) if the degree denotes a medium density area. 
Finally, the node rebroadcasts the packet with a lower probability P3 ( P3 "" P2 "I' Pi ) if it is 
located in a dense area. Sparse, medium and dense areas correspond to the degree 
threshold values which have been determined through simulations which have been 
discussed in Chapter 4. 
As in adjusted probabilistic flooding, short 'Hello' packets are used in the new highly 
adjusted flooding algorithm in order to gather information on one-hop neighbours to 
update the current number of neighbours of a given node. The analysis conducted in 
Chapter 5 has revealed that the added cost by introducing 'Hello' packets is small 
I 
compared to the achieved reduction in the number of redundant rebroadcasts. In this 
chapter, we will describe the operation of highly adjusted flooding and evaluate its 
performance against the existing fixed probabilistic as well as adjusted probabilistic 
flooding. Simulation results will reveal that the new algorithm exhibits superior 
performance characteristics over the other schemes, with its performance advantages being 
more noticeable in dense networks, in particular. 
Ile remaining part of this chapter is organised as follows. Section 6.2 describes the highly 
adjusted probabilistic flooding algorithm. Section 6.3 compares its performance against 
the fixed probabilistic and adjusted probabilistic flooding algorithms. Finally, Section 6.4 
concludes the chapter. 
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6.2 Highly Adjusted Probabilistic Flooding 
On hearing a broadcast packet n: at node X, the node rebroadcasts the packet according to 
a high probability, say p,, if the packet is received for the first time, and the number of 
neighbours of node X is less than the minimum numbers of neighbours, ni. Alternatively, 
if the number of neighbours of the node X is greater or equal the minimum number of 
neighbours, nI, and the number of neighbours less than or equal the maximum numbers of 
neighbours, n2 .X 
has a medium degree and the rebroadcast probability is set at p. 
(P2<Pl)* Otherwise, if the number of neighbours of the node X is greater than maximum 
number of neighbours, n2 . then the rebroadcast probability 
is set low, P3. where 
P3 < P2 < p, .A 
brief outline of the new algorithm is presented in Figure 6.1. 
The Highly Adjusted Probability for Probabilistic Broadcasting Algorithm 
On hearing a broadcastpacket m at node X. 
Get the Broadcast ID from the packet; n, minimum numbers of neighbour, n2 maximum 
number ofneighbour and W average number ofneighbour all are threshold values; 
Get degree n ofa node X (number of neighbours ofnode X); 
Ifpacket rn receivedfor thefirst time then 
If n<n, then 
NodeX has a low degree: the high rebroadcastprobabilityp= pl; 
Else If n ; -> n, and n :5 n2 then 
NodeX has a medium degree: the medium rebroadcast probability p= p2; 
Elself n>n2 then 
NodeX has a high degree: the low rebroadcast probability p= P3 
End if 
End if 
Generate a random number RN over 10,11. 
If RN :5p rebroadcast the receivedpacket, otherwise, drop it 
End algorithm 
FIgure 6.1: A description of the new highly adjusted probabilistic flooding algorithm. 
93 
Following the same argument presented in Chapter 5 shows that in highly adjusted 
flooding, the number of rebroadcasts is, on average, (N, )p, + (Na)P2+ (Nd)P3 where N, 
is the number of nodes in sparse regions, N. is the number of nodes in medium regions, Nd 
is the number of nodes in dense regions. For instance, consider a MANET with N=50 
nodes. As discussed in Chapter 5, there are 50 rebroadcasts in blind flooding, 35 
rebroadcasts, on average, in fixed probabilistic flooding when p=0.7, and 21 rebroadcasts 
in adjusted probabilistic flooding when the p, --0.70 and P2 -0.35. 
The simulations conducted in Chapter 4 have revealed that a typical value for a sparse 
region in a network size of 50 nodes contains N, =4 nodes while a medium region contains 
N. =16 nodes and a dense region contains Nd =30 nodes. As a consequence, there are, on 
average, 16 rebroadcasts in highly adjusted probabilistic flooding when the rebroadcast 
probability, for example, is set at p, --0.7, P2--0.35 and P3---0.25, respectively. So in 
highly adjusted probabilistic flooding, there are 34 saved rebroadcasts compared to blind 
flooding which represents 68% of the total rebroadcasts by blind flooding. Furthermore, 
there are 19 saved rebroadcasts compared to fixed probabilistic flooding, which represents 
36% of the total rebroadcasts by fixed probabilistic flooding. Finally, there are 5 saved 
rebroadcasts compared to adjusted probabilistic flooding, which represents 24% of the 
total rebroadcasts by adjusted probabilistic flooding. 
63 Perfonnance Evaluation 
The network setup discussed in Chapter 5 is used here again. We will briefly describe it 
here for the sake of completeness. In our simulations, one node is selected as the data 
source. A CBR traffic generator is attached to the source. A flat square terrain with 
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dimensions set to 100oxIO00m containing 50 nodes is used. Each node can engage in 
communication transmitting within a 250m radius and having a bandwidth of 2Mbps. The 
MAC layer protocol is IEEE 802.11[37,67,8 1 ]. The nodes move according to the random 
waypoint model [511. This mobility model has been used to simulate 30 topologies in 
order to achieve a 95% confidence interval in the collected statistics. The maximum 
speeds of 2,4 10,12,20 m/s and pause time 0 sec have been examined. The other 
simulation parameters are summarised in Table 6.1. 
Table 6.1: Summary of the parameters used In the simulation experiments. 
Parameter Value 
Transmitter range 250meters 
Bandwidth 2Mbps 
IFQ Type Queue/DropTaiMQueue 50 packets 
Simulation time 900 seconds 
Pause time 0 seconds 
Packet size 512 bytes 
Topology size 1000xlOOO meter2 
Number of node 25,50,75,100 
Maximum speed 2,4,8,12,20 mIs 
Hello packet size 12 bytes 
Saved Rebroadcasts (SRB): 
In what follows, we will only report the results obtained from simulation experiments for 
the sake of conciseness. The reader is referred to Chapters 3 and 5 for the interpretation of 
the performance behaviour exhibited by the algorithms as most of the analysis carried out 
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in those previous chapters is still valid here. 
We have compared the saved rebroadcasts (SRB) in the three versions of probabilistic 
flooding: fixed, adjusted, and highly adjusted. The probabilities in these algorithms have 
been set in such a way to enable a particular algorithm to yield the best performance 
levels. The rebroadcast probability for the fixed probabilistic algorithm is set at p--0.7 as 
revealed in Chapter 3 (and also in [14,17,20,40]). The rebroadcast probability for the 
adjusted probabilistic algorithm is set at p, --0.7 and P2 ---0.35 for sparse and dense areas, 
respectively, as revealed in Chapter 5. For the highly adjustable probabilistic algorithm. 
extensive simulation experiments have been performed over a wide range of scenarios in 
order to determine the optimal rebroadcast probability for a given node in the network. As 
we shall discuss below the optimal rebroadcast probability has been found to be p, --0.7, 
P2 =0.35, and P3 ---0.25 for sparse, medium and dense regions, respectively. 
Figure 6.2 explores the SRB results in the three flooding algorithms for a network size of 
50 nodes with low mobility conditions of maximum speeds of 2 rats and 0 pause time. 
Besides that a medium traffic load is considered, where a constant bit rate of 5 broadcast 
packets are injected into the network every second the rebroadcast probabilities 
(PIIP29P3) in the new highly adjusted probabilistic algorithm have been set as follows: 
The probability p, for nodes located in sparse regions has been varied from 0.1 to 1.0 
percent with 0.1 percent increment. The probability P2 for nodes located in medium 
regions has been set at p2 = p, /2. Moreover, the probability P3 for nodes located in dense 
regions has been set at P3=p, 13. The figure shows that SRB in highly adjusted 
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probabilistic flooding is higher than in the adjusted and fixed probabilistic versions for all 
of the probability values. While SRB is 62% in highly adjusted probability, it is only 29% 
in the fixed probability algorithm for p=0.7 and SRB is 46% in the adjusted probability 
algorithm for the probability p= (0.7,0.35). 
From the conducted simulations it has been found that our new algorithm also manages to 
achieve good reachability levels of over 95%. This could be achieved when in sparse 
regions the rebroadcast probability is set at around p, --0.7 while those located in medium 
regions have a rebroadcast probability is set at P2=0.35 also those located in dense 
regions have a rebroadcast probability is set at P3=0.25. These probability values will be 
adopted for highly adjusted probabilistic flooding for the reminder of the present 
discussion. 
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Figure 6.2: SRB vs. rebroadcast probability for a network size of 50 nodes and node speed 2 
nVs. 
Figure 6.3 explores SRB in the three algofithms for various network mobility conditions 
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where the maximum node speed has been varied from 2 to 20 m/s with no pause time in a 
network of 50 nodes. The figure reveals that highly adjusted flooding still delivers the best 
performance over the other algorithms. Nonetheless, it can be noticed that the three 
algorithms experience a decrease in SRB as mobility increases. 
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Figure 6.3: SRB vs. node speed 2,4,12,16,20 m/s for a network size of 50 nodes 
In Figure 6.4, we have varied the traffic load by considering three traffic loads, notably 1, 
5, and 10 packets/s. The network size has been kept at 50 under low network mobility 
conditions with a maximum speed of 2 m/s and 0 second pause time. Again, the figure 
shows that highly adjusted probabilistic flooding can significantly improves SRB at 
different traffic loads compared to the other two probabilistic schemes. 
Figure 6.5 depicts SRB results for different network densities. When the broadcast 
probability is highly adjusted SRB is higher by 34% in low density networks (e. g., 25 
nodes) and 47% in high density networks (e. g., 100 nodes) compared to fixed probability. 
Furthermore there is a difference between the performance of highly adjusted and adjusted 
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probability in favour of the former in that SRB is higher by 12% and 26% in low and high 
density networks, respectively. 
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Reachability (RE): 
Figure 6.6 explores RE results in fixed, adjusted, and highly adjusted probability 
algorithms for a network with 50 nodes at low mobility conditions with a max. speed of 2 
m/s and 0 pause time. In the new algorithm the probability p, is varied from 0.1 to 1.0 
percent with 0.1 percent increment while P2 and p, are set at p, /2 and p, /3, respectively. 
The figure shows that as the rebroadcasts probability increases RE increases for the three 
algorithms. Furthermore, the figure reveals that the RE level can be over 95% when the 
rebroadcast probability is p, --0.7, P2 =0.35 and p, --0.25 in highly adjusted probabilistic 
flooding. 
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Figure 6.6: RE vs. rebroadcast probability for a network size of 50 nodes and node speed 2 m/s. 
Figure 6.7 shows RE results for various network mobility conditions (0 second pause 
time) with the maximum node speed has been varied from 2,4,10 to 20 M/s in a network 
with 50 nodes. RE increases with faster moving nodes in the three versions of probabilistic 
flooding, 
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Figure 6.7: RE vs. node speed 2,4,12,16,20 nVs for a network size of 50 nodes. 
In Figure 6.8, the traffic load is varied using different broadcasting rates while the network 
size is kept at 50 under network mobility conditions (0 second pause time) with the 
maximum speed of 2 m/s. Again, the figure shows that RE in highly adjusted probability is 
higher under different traffic loads compared to fixed probability and adjusted probability 
flooding. 
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Figure 6.8: RE vs. traffic load for a network size of 50 nodes with node speed 2 m/s. 
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Figure 6.9 shows that RE increases when network density increases, regardless of what 
kind of the algorithms is used. The results for highly adjusted flooding shows that RE is 
above 95% for any network density. In fact, RE in the new algorithm is comparable or 
higher than in adjusted probability and fixed probability. In higher density networks, i. e., 
100 nodes and above, RE in the highly adjusted and fixed probabilistic approaches are 
comparable; that is RE is close to 100%. 
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6.4 Conclusions 
This chapter has described a new probabilistic algorithm for MANETs referred to as 
highly adjusted probabilistic flooding, where the rebroadcast probability is set by 
considering nodes' density regions. In this algorithm, three different forwarding 
probabilities are assigned to network nodes depending on whether they are located in 
sparse, medium, or dense regions. Compared against the fixed probabilistic and adjusted 
probabilistic schemes, simulation results have shown that the new algorithm can improve 
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the saved broadcast up to 47% compared to fixed probability and 26% compared to 
adjusted, even under conditions of high mobility and high density without degrading 
reachability. Such improvement is also obtained when various traffic loads are applied to 
the network. 
A natural extension of this research would be to assess whether refining further the 
forwarding probability using more refined levels for nodes' density regions can lead to 
further improvement in the performance of probabilistic flooding. Another possible 
continuation of this research would be to investigate whether our suggested probabilistic 
schemes could be used to improve the performance of routing protocols in NIANETs. 
Towards this end, our newly proposed algorithms as well as fixed probabilistic flooding 
have been incorporated in the Ad hoc On-Demand Distance Vector (AODV) routing 
protocol; one of the well-known and widely studied algorithm over the past a few years. 
The following chapter and the final part of this thesis will report on the performance 
results of AODV that adopts probabilistic flooding during the route discovery process and 
compare them against those of the conventional AODV that employ pure flooding. 
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Chapter 7 
Performance Evaluation of AODV with 
Probabilistic Route Discovery 
7.1 Introduction 
Most existing routing protocols that have so far been suggested for MANETs use blind 
flooding for the propagation of routing control packets, such as Route Request (RREQ) 
and Route Reply (RREP), during route discovery [23,24,29,36,41,43,44,49,56]. This 
chapter aims to improve the performance of existing routing protocols by reducing the 
communication overhead due to the use of blind flooding during route discovery. To this 
end, we have incorporated our new highly adjusted probabilistic flooding algorithm in the 
existing Ad Hoc on Demand Distance Vector (AODV) routing protocol [36]. AODV is 
one of the well-known on-demand routing protocols that has been widely studied and 
analysed over the past few years [36,46,48,50,52,54,60,61.63,65 76]. AODV has a 
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lower routing overhead compared to the traditional proactive routing schemes as it 
introduces routing overhead only in the presence of data packets that need to be routed. 
To the best of our knowledge, this is the first research study that investigates probabilistic 
flooding in the context of MANETs routing protocols. Our results will reveal that 
equipping AODV with highly adjusted probabilistic flooding instead of blind flooding 
greatly helps to reduce the redundant rebroadcast of RREQ packets during the route 
discovery process. As it will be shown below, AODV with highly adjusted probabilistic 
flooding manages to achieve superior performance over AODV with blind flooding and 
even over AODV with fixed probabilistic flooding in terms of a number of important 
metrics including saved rebroadcasts, reachability, latency, packet delivery ratio and 
routing overhead. 
Ile remainder of this chapter is organised as follows. Section 7.2 introduces the AODV 
routing protocol. Section 7.3 conducts a performance evaluation of AODV with highly 
adjusted probabilistic and compare it against that of AODV with blind flooding and fixed 
probabilistic flooding. Finally, Section 7.4 provides a summary of this chapter. 
7.2 Ad-hoe On-demand Distance Vector (AODV) 
AODV is, as the name indicates, a distance-vector protocol [36,561, that is responsible for 
routing data between a given pair of nodes in a MANET. It is a reactive routing protocol 
as it establishes a route to a destination only on demand. AODV as well as many other 
existing routing protocols use blind flooding to establish routes between a given pair of 
nodes. AODV uses a similar route discovery and maintenance mechanisms used in DSR 
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[43,44,541 and the sequence number technique used in DSDV [55]. It sets up routes on 
demand in order to minimise the traffic generated due to broadcasting RREQ packets. 
Unlike DSDV, AODV does away with the maintenance of the routing table of the entire 
network. 
AODV is considered to be a pure on-demand routing protocol since nodes that are not in 
the selected path to a destination do not participate in routing decisions or maintain any 
routes. Routes in AODV are discovered and established and maintained only when and as 
long as needed. To ensure loop freedom during message routing, sequence numbers are 
created and updated by each node as used. The sequence numbers also allow the nodes to 
select the most recent route to a given destination node. 
In AODV, a node store some routing information such as destination and next hop 
addresses as well as the sequence number of a destination. Next to that, a node also keeps 
a list of the precursor nodes, which route through it. in order to make route maintenance 
easier after link breakage. To prevent storing information and maintenance of routes that 
are not used anymore each route has a lifetime. If during this time the route has not been 
usedý it is discarded. 
Route Discovery: 
Whenever a source needs to communicate with a destination, it checks for an existing 
route to the destination. If the route is not present, it initiates a route discovery by 
broadcasting a RREQ packet to its neighbours. The source address and the broadcast ID 
(incremented for every RREQ) generated uniquely identifies a RREQ packet. The RREQ 
106 
packet is flooded [35,36,41,43,44,54,561 onto the MANET until it reaches the 
destination or until it reaches a node, which has the latest route to the destination. Ile 
route with the highest sequence number indicates the latest route. Ile destination or 
intermediate node sends back a RREP packet, which includes the number of hops in- 
between and a sequence number. RREP is forwarded along the path over which the RREQ 
was received. Each node receiving the RREP packet creates a forward route to the 
destination. Thus, each node remembers only the next hop required to reach a given 
destination, as thus there is no requirement to know the whole route. Each route has 
associated a timer with it, which indicates the time period for which the route is valid. 
If no RREQ packet has been sent within, by default, I second each node broadcasts a 
"Hello" packet to its neighbours in order to keep connectivity up to date. Iliese packets 
contain the node's IP address and its current sequence number. The "Hello" packets have a 
TTL value of I so that they are not forwarded from the node's neighbours to third parties. 
7-3 Peirfonnance Evaluation 
This chapter assesses the performance of the AODV routing protocol when probabilistic 
flooding is used for the dissemination of RREQ packets during the route discovery 
process. The aim is to reduce redundant rebroadcasts during the route discovery phase, and 
as a result reduce network traffic and thus decrease the probability of channel contention 
and packet collision. The net effect is that the end-to-end delay and the delivery ratio of 
data packet are improved. 
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The traditional AODV protocol employs blind flooding in the route discovery phase. 
Ilerefore, all RREQ packets reach their destinations if the network is not partitioned. One 
other hand, due to the inherent nature of the probabilistic approach, there is a chance that 
the RREQ packets may not reach the destinations when probabilistic flooding is used 
during route discovery. In such circumstances, the RREQ request has to be generated if 
the previous route request failed to reach the destination. 
To study the impact of probabilistic flooding on the route discovery process; three 
versions of AODV have been examined. These are: 
- T'he conventional AODV with blind flooding. Below, this is refeffed to as AODV- 
BF for short. 
AODV with fixed probabilistic flooding that has been discussed in Chapter 3. The 
resulting routing protocol is referred below to as AODV- FP. The rebroadcast 
probability in AODV- FP is set at p, ---0.7. Chapter 3 has shown that this 
probability value enables fixed probabilistic flooding to achieve a high 
performance level. 
AODV with highly adjusted probabilistic flooding, which has been introduced in 
Chapter 6. The resulting routing protocol is referred to as AODV-HAP. Tle 
rebroadcast probabilities in AODV-HAP are set as follows: p, --0.7, P2 -0.35 and 
P3--0.25. Chapter 6 has shown that these probabilities enable highly adjusted 
probabilistic flooding to maintain a high performance level. 
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Simulation Setup: 
The network setup discussed in Chapter 6 is used here again, and is briefly described for 
the sake of completeness. A flat square terrain is used in our simulations with dimensions 
set to 1000xlOOOm. The number of network nodes is 50 nodes. Each node can engage in 
communication transmitting within a 250m radius and having a bandwidth of 2Mbps. The 
MAC layer protocol is IEEE 802.11[81]. The nodes move according to the random 
waypoint model [511. This mobility model is used to simulate 30 topologies in order to 
achieve a 95% confidence interval in the collected statistics. The speed varies 2 to 20 m/s 
and pause time 0 second is examined. It is worth noting that in order to compare the three 
versions of AODV, we have used traffic and mobility models similar to those previously 
reported for the performance of AODV [36,561. The main parameters used in the 
simulations are summarised in Table 7.1. 
Table 7-1: Summary of the parameters used In the simulation experiments. 
Parameter Value 
Transmitter range 250 meters 
Bandwidth 2Mbps 
EFQ type Queue/DropTail/NQueue 50 packets 
Simulation time 900 seconds 
Pause time 0 seconds (continuous mobility) 
Topology size 1000x 1000 meter2 
Number of node 50 
Data traffic, packet size CBR. packets of 512 bytes 
Maximum speed 2,4,8,12,20 m/s 
Hello packet 12 bytes 
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The simulation time is 900 sec. and identical mobility and traffic scenarios are used for the 
three routing protocols. Nodes are placed uniformly over the terrain. A source generates a 
CBR traffic flow consisting of 512-bytes data packets. The source-destination pairs are 
chosen randomly among the nodes in the network. Flows last, on average, for 30s with a 
duration which follows an exponential distribution. Source nodes keep active flows during 
the simulation time (new destinations are randomly selected as required). During the 
simulation time and at any given time there are always a number of active flows. Nodes 
start transmission at 50s plus an offset uniformly chosen over a 5s period to avoid 
synchronization in their initial transmissions. 
The metrics used in the performance analysis include saved rebroadcasts, reachability, 
average end-to-cnd delay, routing overhead and packet delivery ratio. 
Saved Rebroadcasts (SRB): 
Figure 7.1 depicts SRB in AODV-F, AODV-FP, and AODV-HAP as a function of the 
traffic load that is varied by using different number of CBR source-destination 
connections. The network size is kept at 50 nodes which move with a max. speed of 2 m/s. 
The number of RREQ packets increases as the traffic load increases. 17his results in an 
increase in the broadcast activity of RREQ packets inside the network. The figure reveals 
that AODV-HAP significantly improves SRB compared to other routing protocols. 
Furthermore, AODV-HAP has the highest SRB for all traffic loads and the performance 
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advantage of AODV-HAP increases as the traffic load increase. The difference in 
performance in favour of AODV-HAP ranges from 60% to 70% compared to AODV-BF 
and from 20% to 30% compared to AODV-FP. 
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Figure 7.1: SRB vs. traffic load for a network size of 50 nodes and node speed of 2 m/s. 
Figure 7.2 depicts the performance of the three versions of AODV with different mobility 
settings when 10 connections of source destination pairs are used. Ile SRB results reveal 
that AODV-HAP outperforms AODV-FP and AODV-BF at all node speeds, when it is 
varied from 2 to 20 m/s. For instance, AODV-HAP outperforms AODV-FP in terms of 
SRB by 30% and AODV-BP by 62% when the node speed is 2 m/s. When the node speed 
increases SRB slightly decreases. For instance, SRB decreases from 62% to 47% in 
AODV-HAP and from 29% to 15% in AODV-FP when the node speed is increased from 2 
m/s to 20 m/s. 
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Figure 7.2: SRB vs. node speed 2,4,10,16,20 m/s for a network size of 50 nodes. 
Reachability (RE): 
This metric provides an indication of the number of successful paths established by the 
routing protocol for the delivery of data packets. Figure 7.3 shows RE results for different 
traffic loads varying from I to 20 connections of source- destination pairs. The network 
size is kept at 50 under network mobility conditions (0 second pause time) with the max. 
speed of 2 m/s in the AODV-BF, AODV-FP and AODV-HAP. Again, AODV-HAP 
significantly improves RE at different traffic loads compared AODV-FP and AODV-HAP. 
However, the RE starts to decrease when traffic load increases; i. e., when over 10 
connections of source destination pairs are used. For instance, RE decreases from 100 % 
to 89 % in AODV-HAP when the traffic load increases from 10 to 20 connections of 
source destination pairs. Similarly RE decreases from 100 % to 85% in both DV-FP and 
AODV-BF. Furthermore, RE in AODV-HAP is higher by 6% and 9% compared to 
AODV-FP and AODV-BF, respectively, when the traffic load is relatively high, 20 
connections of source destination pairs are used. 
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Figure 7.3: RE vs. traffic load for a network size of 50 nodes and with node speed 2 ni/s. 
Figure 7.4 shows RE for a varying degree of mobility when 10 connections of source 
destination pairs are used. The figure shows that RE increases when mobility increases, 
regardless of the routing protocol. AODV-HAP has the best performance in terms of 
reachability which is close 100%. On the other hand, the results for AODV-BF and 
AODV-FP show that RE is above 95% when node speed 2 m/s. For higher node mobility, 
e. g., at the node speed 12 m/s and above, RE is close to 100% in the three routing 
protocols. 
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Figure 7.4: RF vs. node speed 2,4,8,12,16,20 m/s for a network size of 50 nodes 
Average end-to-end delay (Latency): 
The average end-to-end delay (or latency) is the time between when a source node sends a 
data packet until the packet reaches the destination node. Figure 7.5 shows the end-to-end 
delays of data packets in the three routing protocols for different traffic loads. The number 
of total packets transmitted on the wireless channel has a significant impact on latency. If 
the number of packets is high, then the number of collisions is high, and in turn lead to 
more retransmissions. As a result, packets experience high latencies. As expected, data 
packets in AODV-HAP experience a lower latency than in AODV-FP and AODV-BF. 
This is due to the fact that there are higher number of redundant rebroadcasts of RREQ 
packets in AODV-BF and AODV-FP. This causes contention and collision, and as a result 
many RREQ packets fail to reach the destinations. As a consequence, another RREQ 
packet is initiated and the overall latency to establish route increases. 
For instance, latency increases from 0.05 to 0.92 sec in AODV-HAP when the traffic load 
increases from I to 20 connections of source destination pairs. Similarly, latency in 
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AODV-FP increases from 0.05 to I sec whereas it increases from 0.06 to 1.17 sec in 
AODV-BF. Furthermore, latency in AODV-HAP is lower by 0.007 and 0.0 12 sec than in 
AODV-FP and AODV-BF, respectively, when traffic load is light; i. e., I connection of 
source destination pair is used. On the other hand, latency in AODV-HAP is lower by 
0.080 and 0.252 sec than in AODV-FP and AODV-BF, respectively, when traffic load is 
relatively higher; i. e. 20 connections of source destination pairs are used. 
Figure 7.6 compares the end-to-end latency for different mobility sittings when the 
number of connections in the network is fixed at 10. The figure shows again that in 
AODV-HAP data packets experience a lower latency than in AODV-BP and AODV-FP. 
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Figure 7.5: Delay vs. traffic load for a network size of 50 nodes and with node speed 2 m/s. 
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Figure 7.6: Delay vs. node speed 2,4,8,12,16,20 nVs for a network size of 50 nodes. 
The Packet Delivery Ratio: 
The packet delivery ratio is an important metric that measures the ratio of data packets 
successfully delivered to their destinations to those generated by the constant bit rate 
(CBR) sources. We compare the packet delivery ratio of the three version of AODV 
against the traffic load by varying the number of connections in the network. Figure 7.7 
reveals that the packet delivery ratio decreases when traffic load increases. The more 
connections there are, the more RREQ packets are generated, leading to more rebroadcasts 
and higher bandwidth consumption and thus resulting in a lower packet delivery ratio. The 
figure also shows that AODV-HAP outperforms both AODV-BF and AODV-FP when 
traffic load gets heavier; e. g. when number of connection is greater than 10 connections. 
However, the packet delivery ratio starts to decrease when the traffic load increases; when 
over 10 connections of source destination pairs are used. For instance, the packet delivery 
ratio in AODV-HAP decreases from 95% to 79% when the traffic load increases from 10 
to 20 connections of source destination pairs. It decreases from 90% to 64% in AODV-FP 
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and from 83% to 61% in AODV-BF. Furthermore, the packet delivery ratio in AODV- 
HAP is higher by 12% and 19% than in AODV-FP and AODV-BP, respectively, when the 
traffic load is heavy; e. g., 20 connections of source destination pairs are used. 
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Figure 7.7: Packet delivery ratio vs. traffic load for a network size of 50 nodes and speed 2 m/s. 
Figure 7.8 shows the packet delivery ratio in AODV-BF, AODV-FP and AODV-HAP for 
different mobility scenarios when the number of connections in the network is fixed at 10. 
When node mobility increases the packet delivery ratio decreases. That is because the 
faster the nodes move, the more frequently link breakages occur i. e. more RREQ packets 
fail to reach their destinations. In such circumstances, more RREQ packets are generated 
and retransmitted, which lead to a higher chance of collision due to the increase in the 
amount of controls packets generated into the network. 
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Routing Overhead: 
The routing overhead estimates the number of RREQ packets transmitted for the purpose 
of routing data packets during the whole simulation period. For RREQ packets that are 
sent over multiple hops. each transmission over one hop is counted as one transmission in 
AODV-BF, AODV-FP and AODV-HAP. Figure 7.9 shows the routing overhead 
normalized over the nurnbcr data packets successfully delivered to their destinations against the 
traffic load in a network containing 50 nodes which move with a speed of 2 m/s. As 
revealed by the figure, AODV-HAP incurs a lower routing overhead compared to AODV- 
BF, AODV-FP. 
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Figure 7.10 shows the routing overhead of AODV-BF, AODV-FP and AODV-IIAP with 
different mobility scenarios when the number of CBR connections is set at 10. When node 
mobility increases, more RREQ packets fail to reach their destinations. In such conditions 
more RREQ packets are generated and retransmitted, which lead to higher chance of 
collision due to the increase in the controls packets. For instance, the normalized the routing 
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overhead over the number data packets successfully delivered to their destinations in AODV- 
HAP increases from 0.062 to 0.093 when the node speed increases from 2 m/s to 20 m/s. 
On the other hand, it increases from 0.074 to 0.1 in AODV-FP, and from 0.092 to 0.11 in 
AODV-BF. 
Ilie performance results reported in my algorithms have been restricted to one hop 
neighbourhood information. A possible continuation of this research would be to run 
experiments in order to evaluate the performance merits of using two or three hop 
neighborhoods information for setting the re-broadcasting probability. Also, we have used 
the broadcast packets of size 512 bytes. If the broadcast packets are very short, the 
overhead involved in the exchange of Hello packets might outweigh the performance 
benefits of our algorithms. This is because the analysis done in CHP5 about the HELLO 
(using rates) assumed that the packet is relatively long 512 bytes. 
7.4 Conclusions 
In this chapter, the new highly adjusted probabilistic flooding algorithm has been 
incorporated in the AODV routing protocol for disseminating Route Requests (RREQ) 
packets in order to improve the route discovery process. The new variant of AODV has 
been referred to as AODV-HAP for short. For the purpose of the present study, two other 
variations of AODV have also been discussed. First, AODV with fixed probabilistic 
flooding, and has been referred to as AODV-FP. Second, the traditional AODV with blind 
flooding, and has been referred to as AODV-BF. Our comparative analysis has revealed 
that for most considered cases AODV-HAP has superior performance characteristics over 
those of AODV-FP and AODV-BF. 
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Extensive simulation experiments have shown that AODV-HAP has the highest SRB over 
under a variety of traffic conditions. The difference in SRB performance in favour of 
AODV-1 IAP can range from 60% to 70% compared to AODV-B F and from 20% to 30% 
AODV-FP. Moreover. AODV-IlAP manages to achieve a high reachability level while 
maintains a lower end-to-end delay for data packets compared to AODV-BF and AODV- 
FP. For instance, the end-to-end delay in AODV-IIAP is lower by 08% and 25% sec than 
in AODV-FP and AODV-BP. respectively, when the traffic load is high; e. g., 20 
connections of source destination pairs are used. 
When node mobility increases, route breakage become occur more frequently, and as a 
consequence RREQ packets fail to reach their destinations. More RREQ packets are 
generated and retransmitted, which lead to a high chance of collision due to the increase in 
the number of controls packets inside the network. Nonetheless, the results have revealed 
that AODV-IIAP manage to achieve a higher delivery ratio of data packets compared to 
AODV-BF and AODV-FP while keeping a lower routing overhead for different mobility 
scenarios. For instance, the delivery ratio in AODV-HAP is higher by up to 12% and 19% 
than in AODV-FP and AODV-BF when the node speed is 2 m1s, and by 7% and 10% 
when the node speed is 12 m1s. This is achieved with a routing overhead in AODV-HAP 
that is lower by up to 19% and 28% than in AODV-FP and AODV-BF, respectively. 
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Chapter 8 
Conclusions and Future Directions 
8.1 Summary of the results 
The major focus of the present thesis has been on the design of new dynamic probabilistic 
flooding (or broadcasting) algorithms for Mobile Ad hoc Networks (MANETs) that can 
overcome the limitations of previous flooding schemes and deliver improved support for 
MANET applications. Summarised below are the major contributions of this research 
work. 
The first part of this thesis has classified existing broadcast algorithms into two main 
categories: deterministic and probabilistic approaches. In the first category, algorithms are 
further divided into proactive and reactive schemes. In proactive schemes [4,6,11,19,2 1, 
22.82,90]. a node selects some of its 1-hop neighbours as re-broadcasting nodes. When a 
node receives a broadcast packet, it drops the packet if it is not designated as a 
rebroadcasting node; otherwise. it recursively chooses some of its 1-hop neighbours as 
rebroadcasting nodes and then forwards the packet to them. In reactive schemes [ 1,16,24, 
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27,31.75,77,82,88,89,941, each node determines by itself whether or not to forward a 
broadcast packet. In general, however. these techniques are not adaptive enough to cope 
with high node mobility. This is due to the fact that when the network topology changes 
frequently. the overhead of discovering and maintaining local network topology (within 
two or more hops) for each node increases, and may outweigh any benefit from the 
reduction in retransmissions [ 1.16,27,82,88,89]. Furthermore, for proactive techniques, 
the task of selecting a suitable set of nodes to forward the broadcast packets is not trivial 
and requires significant computation on the mobile nodes; it was shown in [19,21,22,82, 
90] that finding the optimal set of rebroadcasting nodes is an NP-hard problem. 
Broadcasting algorithms in the second category use probabilities to help a node decide 
whether it rebroadcasts its packet or not. One of the main advantages of this category of 
algorithms is that they are simpler and easier to implement then their deterministic 
counterparts. Although probabilistic flooding schemes have been around for a relatively 
long time. there has not been so far any attempt to analyse their performance behaviour in 
a MANET environment. 7be second part of this thesis has analysed the effect of some of 
the most important parameters in a MANET system, such as node mobility, network 
density. and traffic load4 on the performance of the probabilistic approach to flooding in 
MANETs. In this approach, all the nodes use the same fixed probability for re- 
broadcasting packets in the network. Extensive ns-2 simulations have revealed that node 
mobility has a substantial effect on the saved rebroadcast (SRB) and reachability metrics. 
The results have shown that for different rebroadcast probabilities, as the node speed 
increases, SRB and reachability values increase. For example, SRB increases by 20% 
when the node speed increases from 2m/s to 20 m/s. Moreover, reachability increases by 
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10% when the node speed increases from 2m/s to 20m/s. Similar performance trends have 
been observed when the other system parameters, such as network density and traffic load, 
have been examined in that they have been found to have an impact on the degree of 
reachability and the number of saved rebroadcasts achieved by the probabilistic 
broadcasting scheme. 
The third part of this thesis has analysed extensively the topological characteristics of a 
NLANET when nodes move according to the widcly-adopted random way point mobility 
model 15 11. As expected the denser is the network region is, the higher is the number of 
neighbours of given node. Similarly, the sparser the network region the lower the number 
of neighbours a node in that region will have. A number of simulation experiments have 
been performed in order to determine the minimum, average, and maximum number of 
neighbours for a given node in the network for a wide range of scenarios. 
The fourth part of this thesis has proposed two new probabilistic algorithms, referred to as 
adjusted probabilistic and highly adjusted probabilistic flooding, respectively, that 
dynamically alter the rebroadcasting probability using one-hop neighbourhood 
information. This is done based on locally available neighbourhood information (e. g.. the 
minimum, average, and maximum number of neighbours) and without requiring any 
assistance from distance measurements or exact location determination devices. We have 
evaluated the performance of the new algorithms by comparing it against that of blind 
flooding as well as the fixed probabilistic approach. The results have revealed that the new 
algorithms exhibit superior performance in terms of both reachability and saved 
rebroadcast. For example, the results have shown that the new algorithms can maintain a 
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comparable reachability level to that achieved by blinding flooding. So. without scanting 
reachability, the results also have revealed that adjusted probabilistic flooding can improve 
SRB up to 28% compared to fixed probabilistic flooding and 56% compared to blind 
flooding. Moreover, the new highly adjusted probabilistic flooding algorithm can improve 
SRB up to 47% compared to fixed probabilistic flooding and 70% compared to blind 
flooding. even under conditions of high node mobility and high network density without 
degrading reachability. It is worth noting that highly adjusted flooding manages to 
improve SRB by 26% over adjusted probabilistic flooding. This is because the former uses 
three different re-broadcasting probabilities, as opposed to two only as in the latter 
algorithm, depending on whether a node is located in a sparse, medium, or dense region. 
In the fifth and last part of this thesis, to demonstrate the viability and effectiveness of the 
newly-proposed algorithms, our highly adjusted probabilistic flooding has been 
incorporated in the Ad hoc On-Demand Distance Vector (AODV) protocol; one of the 
well-known and widely studied routing algorithm over the past few years. Ile 
performance results have demonstrated that when AODV employs probabilistic-based 
route discovery it manages to outperform the traditional AODV that uses blind flooding- 
based route discovery in terms of reachability, saved rebroadcasts, as well as delay and 
packet delivery ratio. The new variant of AODV has been referred to as AODV-HAP for 
short. The other two variations of AODV are: AODV with fixed probabilistic flooding. 
and has been referred to as AODV-FP and the traditional AODV with blind flooding. and 
has been referred to as AODV-BF. The results have revealed that AODV-HAP manages to 
achieve a higher packet delivery ratio of data packets compared to AODV-BF and AODV- 
FP while keeping a lower routing overhead for different mobility scenarios. For instance, 
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the delivery ratio in AODV-HAP is higher by up to 12% and 19% than in AODV-FP and 
AODV-BF when the node speed is 2 m/s and by 7% and 10% when the node speed is 12 
nVs. I'his is achieved with a routing overhead in AODV-HAP that is lower by up to 19% 
and 28% than in AODV-FP and AODV-BF, respectively. 
8.2 Directions for the future work 
Ilere are several interesting issues and open problems that require further investigation. 
These are summarised below. 
A natural continuation of research work would be to investigate the effects of other 
important system parameters which have not been considered in this research. For 
instance, the nodes' transmission range could be investigated with regard to setting 
the rebroadcast probability and examine through regulating the nodes' transmission 
radius it would be possible to maximise saved rebroadcasts whilst maintaining a low 
number of retransmissions. Furthermore, impact of using unidirectional as opposed to 
omni-directional antennas on the performance of the new adjusted and highly adjusted 
probabilistic flooding algorithms, could be studied. 
Ile performance results reported in Chapter 5 and 6 have been restricted to one hop 
neighbourhood information. This is mainly due to the limitation in time and 
computing resources available during this research. Provided adequate computing 
resources are made available in the future, a possible continuation of this research 
would be to run experiments in order to evaluate the performance merits of using two 
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or three hop neighborhoods information for setting the re-broadcasting probability at a 
given node. 
A number of research studies [18,33] have recently suggested using a counter 
threshold in some existing broadcasting algorithms to enable a node to keep track of 
the number of copies of the broadcast packets received in a given time interval. The 
node can then decide to re-broadcast the packet if the counter has not reached the 
threshold. It would be interesting to augment our algorithm with the counter-based 
approach and note if the resulting algorithms yield further performance improvement. 
The performance evaluation reported in Chapter 7 has been carried out in the context 
of the AODV routing protocol. Further research could be devoted to investigating the 
performance merits of the probabilistic broadcast algorithms for other well-known 
routing protocols such as Dynamic Source Routing (DSR) [43,44,541. 
The simulation experiments carried out during this research have assumed that nodes 
move according to the random point way model [3 8,39,5 11, which has been widely 
used in the literature [10,13,14,18,33,50,53.62,66,92,98,103]. However, a 
number of other mobility models that have recently been suggested such as the 
random walk mobility model [38,96,971 and group mobility model [59]. A possible 
line of research would be to assess the performance of our proposed probabilistic 
flooding algorithms when these mobility models are adopted. 
127 
Most of the research work on NUNETs [1,7,10,14,17,25,33,58,63,641, 
including our present study, have relied on the simulation approach (using ns-2) to 
evaluate their performance properties and any protocols suggested for such networks. 
One of the possible directions for future research would be to implement the new as 
well as the existing flooding algorithms on real practical MANETs in order to 
evaluate their performance and, more importantly, validate the results reached via the 
simulation approach. 
Finally, as stated above, the performance evaluation of MANETs have been 
conducted mostly through software simulations. In contrast, there has been relatively 
little activity in using analytical modelling to analyse NIANETs performance. It would 
be interesting to develop new analytic models to investigate the interaction between 
the important parameters that affect the performance of probabilistic algorithms in 
order to gain further insight into the performance behaviour of these algorithms, 
especially for scenarios that are infeasible through the simulation approach, such as 
large network sizes and very heavy traffic loads, as they often require excessive 
computing times and resources to run the simulation models. 
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