ABSTRACT The successive cancellation list (SCL) decoding of polar codes can achieve a performance close to that of maximum-likelihood decoding. Nevertheless, a large list size results in high-computational complexity. In this paper, a successive cancellation priority (SCP) decoding algorithm is proposed to reduce the time complexity. The SCP decoder performs a priority-first decoding, which is composed of a priority queue and a trellis. During the SCP decoding, the priority queue interacts with the trellis iteratively. Conceptually, the priority queue stores the priority information and guides the extension of the candidate path. The trellis calculates and stores the intermediate results. Since most of the unnecessary path extensions are avoided by using the priority queue, the time complexity of the SCP decoder is much lower than that of the standard SCL decoder. Then, a quantized priority queue is introduced to avoid the comparison operations in the path selection and to simplify the SCP decoder. Furthermore, we prove that the path extension of the SCP decoder is equivalent to the extension of the most reliable paths of the standard SCL decoder. Thus, the SCP decoder can achieve the same decoding performance as that of the standard SCL decoder.
I. INTRODUCTION
Polar codes, proposed by Arıkan [1] , were proved to achieve the symmetric capacity of the binary-input discrete memoryless channels (B-DMCs) under a successive cancellation (SC) decoder with a low complexity O (N logN ), where N is the code length. Motivated by the fact that the error performance of polar codes with SC decoding is not satisfied for short and moderate lengths, a successive cancellation list (SCL) [2] , [3] decoder is introduced to approach the performance of the maximum likelihood (ML) decoder. Although polar codes outperform LDPC and turbo codes under SCL decoding aided with the cyclic redundancy check (CRC) [4] , the computational complexity is high.
The tree-pruning technique was exploited to avoid unnecessary path searching operations [5] - [7] to reduce the time complexity of the SCL decoder at the cost of some performance loss. Adaptive successive cancellation list (ADSCL) decoders [8] - [10] significantly reduce the time complexity of the standard SCL decoder in the moderate and high signalto-noise ratio (SNR) regimes, but the sequential decision on the restart of the decoder results in undetermined latency.
The successive cancellation stack (SCS) decoding algorithm [11] has a much lower complexity by performing a depth-first search in the code tree, but it consumes a very large storage and cannot work well at a small stack depth. Similarly, the sequential decoding algorithm of polar codes [12] , [13] achieves a significantly reduction in the time complexity; however, path storage still requires a large amount of memory. Inspired by the A* algorithm [14] which is applied to the lazy Viterbi decoder for convolutional codes [15] , we propose a successive cancellation priority (SCP) decoding algorithm in the paper. The SCP decoder can be regarded as a priority-first searching strategy in the code tree.
The decoder architecture of the SCP decoding comprises the priority queue and the trellis. As a new data structure, the priority queue is used to store the decision results and the log-likelihood ratio (LLR) information of the candidate paths. On the other hand, the intermediate results of the variable and check nodes are stored in the trellis. In each decoding step, the head node is extracted from the priority queue, and the most reliable candidate path is extended preferentially. Then, the related intermediate results are calculated in the trellis. Furthermore, on the basis of these results, two new successor nodes are generated and inserted into the priority queue in ascending order of the path metric. Based on the information interaction between the priority queue and the trellis, the SCP decoder can perform priority-first decoding with a low complexity.
The main contributions of this paper are summarized as follows:
1) An SCP decoder is proposed to achieve close to ML performance with a low time complexity by performing priority-first decoding in the code tree. The SCP decoder consists of a priority queue and a trellis. During SCP decoding, the priority queue and the trellis interact with information iteratively.
2) The priority queue we propose in this paper stores the priority information and guides the candidate path extensions according to that information. The priority queue achieves a much lower time complexity than the standard SCL decoder by avoiding most of the unnecessary path extensions. 3) A quantized priority queue (QPQ) based on the quantized LLR metric is proposed. The index of the inserted node is determined by the quantization level of the path metric based on the cyclic buffer structure of the QPQ. Therefore, the index comparison operation is avoided, and the SCP decoding is simplified.
The remainder of this paper is organized as follows. Section II provides a brief description of polar codes and the standard SCL decoding algorithm in a code tree representation. The high-level architecture of the SCP decoding is described in Section III. The details of the SCP algorithm and the QPQ are addressed in Section IV followed by an analysis of the performance and complexity. Section V gives the simulation results for the SCP decoding. Finally, Section VI concludes the paper.
II. PRELIMINARIES AND NOTATIONS
In this section, we provide a brief description of the polar coding and decoding algorithms.
A. NOTATIONS
Throughout this paper, boldface uppercase (lowercase) letters are used to denote matrices (vectors). For any vector u = (u 1 , . . . u N ) and set A ⊂ {1, . . . , N }, the notation u A denotes the subvector of u consisting of coordinates in A. C ⊗n denotes the n-th Kronecker product of matrix C. The function sign (x) is defined as sign (x) = 0 if x ≥ 0 and sign (x) = 1 otherwise.
B. POLAR CODES
For a polar code with code length N = 2 n and dimension K , the generator matrix can be written as
To implement the encoding, the K most reliable subchannels are selected to transmit the information bits, and the set A is the index set of the related subchannels. The remaining subchannels are used for sending the frozen bits which are set to some fixed values, such as zero. We use a j i to represent the sequence a i , a i+1 , . . . , a j ; as such, any codeword of a polar code can be expressed as c N 1 = u N 1 G N , where u N 1 is split into two parts: subvector u A carrying information and subvector u A c bearing the frozen bits. Let W : X → Y denote a binary discrete memoryless channel (B-DMC) with the input alphabet X = {0, 1}, output alphabet Y, and channel transition probabilities {W (y |x ) : x ∈ X , y ∈ Y}. After channel polarization, the transition probability of the i-th subchannel is given by W
C. SC DECODING
The decoding of polar codes is performed in the trellis. For a polar code, there are N rows and n + 1 columns exist in the trellis. The left-most column (numbered 0) corresponds to the source side and the right-most column (numbered n) corresponds to the channel side. The node in the i-th row and the j- 
where 
where ⊕ is modulo-2 addition. For standard SC decoding, bit-by-bit information decoding is performed aŝ
D. LLR-BASED SCL DECODING
The SCL decoder performs a breadth-first search in the code tree. In each decoding step, the SCL decoder with list size L doubles the number of decoding paths and selects the L survival paths with the smallest metrics from the candidate paths. When a considerable list size is used, performance close to that of the ML decoder can be achieved at the cost of a high complexity.
For the SCL decoder, the LLR-based path metric M ϕ is calculated as [16] 
where ϕ is the code level, that is, the length of the candidate paths in the code tree. The function is defined as
Our SCP decoder uses the same metric calculation as the standard SCL decoder.
III. ARCHITECTURE OF THE PRIORITY-BASED SUCCESSIVE CANCELLATION DECODER
We provide a high-level description of the successive cancellation priority (SCP) decoder in this section. We present a detailed description of the priority queue and the trellis of the SCP decoder, and then explain the relation between them. Finally, we compare the SCP decoder with the standard SCL and SCS decoders.
A priority queue Q is applied to manage the order of the path extensions. The elements in the priority queue are priority nodes. Priority nodes correspond to all possible path extensions for a decoding step. These nodes are stored in the priority queue in ascending order of priority index. A vector = ( 0 , 1 , . . . , N −1 ) records the number of survival paths at each code level ϕ as ϕ . Given the code level ϕ, the number of length-ϕ survival paths satisfies ϕ ≤ P. Here, P indicates the search width. Instead of storing the complete paths, the priority queue manages only the priority of the path extensions. All the intermediate results of the variable and check nodes are stored in trellis T .
Algorithm 1 provides a high-level description of the SCP decoder. When the decoding begins, a single-node path that contains only the root node is initialized with M = 0. The root node is inserted into the priority queue Q. In each decoding step, the head node q is extracted from the priority queue, and the related candidate path is preferentially extended. At most P paths with the same length remain. The redundant paths are discarded by deleting the corresponding nodes in the priority queue. If the head node q has a code level N − 1, the decoder obtains the candidate information vectorû from the corresponding path. Ifû passes the CRC check, it is output as the decoding results; otherwise, the path is extended. The intermediate results are calculated and stored in trellis T by interacting with Q. The direct left child node of q is inserted into Q. If the node is a frozen bit, the direct right child node of q is also inserted into Q. The path metric(s) is (are) updated as (4) . If no decoding result is output before all the nodes are extracted from the priority queue, the SCP decoding fails.
The following gives a detailed description of the priority queue and the trellis of the SCP decoder. For convenience, throughout this paper, we present an example of the polar code with N = 8, K = 4, A = {3, 5, 6, 7}, list size L = 4 and search width P = 4. We introduce a priority queue Q to save all the priority nodes to guide the path visiting and extensions.
Definition 1: The priority queue stores priority nodes to manage the path extensions of the SCP decoder. All priority nodes in the priority queue are stored in an ascending order of their metrics.
A priority node is an element of the priority queue. Each priority node corresponds to a candidate path. Because two possible path extensions should be preserved at each path split, for a polar code with code length N , the priority queue of an SCP decoder with the searching width P stores at most 2PN priority nodes. Here we define the visited order of a priority node.
Definition 2: The visited order of a priority node is the order of its corresponding candidate path being extended among all candidate paths with the same length.
Each priority node contains five parameters, the path metric M , the decision bitû, the code level ϕ, the visited order φ and a pointer to its parent ϑ. Priority nodes are arranged in ascending order of the metrics in the priority queue. Thus the head node q has the minimum metric. In code tree S, for each node, the left branch and right branch are assigned the bits 0 and 1 respectively. A path ending at a black-circle node is a visited path and a path ending at a gray-circle node is a possible path extension. For a visited path, the path metric is marked on the blackcircle node and the visited order is indicated under the node. Similarly, the path metric of one path extension is labeled on the gray-circle node. In the current decoding step as Fig. 1 shows, two survival paths exist, one consisting of black-circle nodes with metrics 0.2 and 3.1; The other consisting of the black-circle nodes with metrics 1.3, 2.1 and 3.2. The seven gray-circle nodes stored in the priority queue are candidate path extensions. Because the head priority node has the smallest metric 3.5 among all priority nodes, the corresponding gray-circle node with path metric 3.5 is to be extended as the black arrow pointed. After the head node is extracted from the priority queue, it transforms into a black-circle node and is stored in code tree S.
Based on the definitions above, the SCP decoding can be expressed in the form of the operations of the priority queue. In each decoding step, the head node q is extracted from the priority queue and stored in the code tree. The number of visited paths of length ϕ is increased by 1. When this number is no less than P, a new head node is extracted again from the priority queue. Then we recursively update and calculate the intermediate information in the trellis according to the information in q. After the path extension and path metric updating, new priority nodes are generated and inserted into the priority queue in an ascending order.
In the next subsection, HD updating and LLR calculation in the trellis are described.
B. TRELLIS
In the SCP decoder, the trellis is used to store the internal results. For polar codes with code length N , the trellis consists of N (log N + 1) trellis nodes. A trellis example with code length N = 8 and searching width P = 4 is shown in Fig. 2 .
Trellis nodes are the elements of a trellis. The LLRs and HDs are stored in the trellis nodes. For an SCP decoder with When a priority node q with code level ϕ is extracted from Q, the information of q is read into the source side node at row i and column 0 of the trellis, where i is the bit reversal of ϕ. The decision bit of q is written into u (p) i,0 . As shown in Fig.2 , the butterfly structure is the basic unit for HD updating or LLR calculation. The nodes in the butterfly recursively update the HDs as (2) and follow (1) to calculate the LLRs. At the source side, two priority nodes are generated with decision bit taking 0 or 1 respectively, and the metrics are updated by (4) . Note that all the intermediate data (LLRs and HDs) are saved in the empty storage units with the smallest index. This means that the internal data obtained when extending a path with a visited order φ is written into the p-th storage unit, where p = φ. Thus, a one-to-one mapping between the visited order and the storage index exists.
C. MAPPING BETWEEN QUEUE AND TRELLIS
The priority queue guides the recursive updating and calculation in the trellis. In this subsection, we describe the mapping between the priority queue and the trellis. Fig. 3 illustrates the mapping between the priority queue and the trellis. On the one hand, the mapping is from the priority queue to the trellis. First, the code level ϕ locates the row index i of the trellis node at the source side. Second, the row indices and column indices of the other trellis nodes are obtained by the recursive structure of the trellis. Then, the visited order φ is determined with code level ϕ and pointer ϑ. Finally, the visited order φ and the storage index p have a one-to-one mapping relationship.
On the other hand, the mapping is from the trellis to the priority queue. With row index i, column index j and storage index p, we can map the internal HD u and the LLR λ to the bit valueû and the metric M respectively.
As described above, the priority queue and the trellis can interact via data mapping.
D. COMPARISON WITH SCL AND SCS DECODERS
On the basis of the description above, we compare the proposed SCP decoder with the standard SCL and SCS decoders.
The SCP decoder significantly reduces the time complexity compared to that of the standard SCL decoder by avoiding many unnecessary path extensions. Different from the SCL decoding, which can be viewed as a breadth-first search of the code tree, the SCP decoder performs a priority-first search within a specific search width. In the SCP decoder, path extensions have different priorities. In each decoding step, only the path extension with the highest priority is performed. By contrast, for the SCL decoder, there are no differences in priority exist among the path extensions. In each decoding step, all the paths in the list extend simultaneously. Therefore, some redundant paths are extended, and additional recursive calculations are required.
The SCP decoder occupies a small storage-space compared to the standard SCS decoder. The SCP decoder and the standard SCS decoder have different architectures. The SCP decoder applies a priority queue and a trellis to store the data required during decoding. The priority queue stores at most 2PN priority nodes, which requires O (PN ) space complexity, and the trellis stores all the LLRs and HDs, which requires O (PN log N ) space complexity. So the total space complexity of the SCP decoder is O (PN log N ) , which is acceptable for implementation. For comparison, the SCS decoder stores all candidate paths in a stack. However, the depth of the stack must be at least equal to the code length N to achieve performance similar to the ML decoder [11] . In this case, the space complexity of the SCS decoding algorithm is O N 2 , which is beyond the tolerance of practical use.
In the next section, we provide the details of the SCP decoding and analyze the related error performance.
IV. ALGORITHM DESCRIPTION OF SUCCESSIVE CANCELLATION PRIORITY DECODING
In this section, we provide an algorithmic description of the SCP decoder and analyze the decoding performance and complexity.
A. LOW-LEVEL SCP FUNCTIONS
The low-level SCP functions include initialization of the data structures; generation, insertion and extraction operations of the priority node; node backtracking, HD updating and LLR calculation in the trellis; and the obtainment of the candidate source vector.
The architecture of the SCP decoder has been fully described in Section III. Algorithm 2 describes the initialization of the data structures.
Algorithm 2 Initialize Data Structures
Trellis T : ← An empty matrix with size N (n + 1). Each element consists of two P-length vectors that can be initialized as follows;
Priority Queue Q: ← An empty queue with the maximum length of 2PN , the elements of which are priority nodes; Code tree S: ← A set of PN degrees, the elements of which are priority nodes extracted from the priority queue.
Trellis T contains N (n + 1) trellis nodes to store the intermediate information during SCP decoding. Each trellis node contains two P-length vectors, that store HD information and LLR information. The priority queue Q has maximum queue length 2PN .
The generation of the priority node(s) when a path extends to the new path(s) is described by Algorithm 3.
Algorithm 3 Priority Node Generation
Input: path length ϕ, visited order φ, metric M , decision bit u, parent node q 0 ; Output: priority node q; q ← new data structure with five parameters;
The priority node contains the path length, the visited order, the metric, the decision bit and a pointer to its VOLUME 7, 2019 parent node. Since the root node of the tree has no parent node, it has no pointer to a parent node.
When a new priority node q is generated, the node is inserted into the priority queue. Algorithm 4 describes the queue insertion operation. The new priority node is inserted into the queue in ascending order of the metric; that is, given the predecessor q f and the successor q s of the inserted node q, the path metrics satisfy q f .M ≤ q.M ≤ q s .M . To ensure that all the nodes in the queue are arranged in the ascending order by metric after the node insertion, O (PN ) comparisons are required.
Algorithm 4 Priority Node Insertion
Q ← The priority queue; Input: the priority node q; if Q = ∅ then q ← Q.head;
Recursive calculation is performed in the trellis when the head node of the priority queue is extracted out in Algorithm 5,
Algorithm 5 Priority Node Extraction
Q ← The priority queue; Output: the head node q; if Q = ∅ then return DECODING FAILED;
Since the storage index of the related trellis node is dynamic, it is difficult to retrieve a specific storage unit of the trellis node based on the code level. Hence we need to retrieve the index of the storage unit of the trellis node from the extracted head node by backtracking in the code tree.
Before addressing the node backtracking operation, we provide a detailed description of the mapping between the priority queue and the trellis. For a given priority node with code level ϕ, the row index i of the related trellis node is the bit reversal of ϕ. The row indices and column indices of all the associated trellis nodes in the LLR calculation and the HD updating can be obtained by the recursive structure of the trellis. After locating the trellis nodes, we need figure out the storage indices of the internal data. The storage indices are one-to-one mapped to the visited orders of the corresponding priority nodes. With visited order φ and the pointer to parent ϑ of the extracted priority node, we can perform node backtracking in the code tree and obtain the visited orders of the corresponding priority nodes.
Algorithm 6 describes the node backtracking procedure. Two vectors I u and I λ with length log 2 N + 1 are applied to record the storage indices of the associated trellis nodes in the recursive calculation. Based on the description above, the code level ϕ at which each associated trellis node of column j is visited is obtained. Given the code levels, we can obtain the related priority nodes by backtracking from the current head priority node with pointer ϑ. The storage index is assigned the value of the visited order of the related priority node.
Algorithm 6 Node Backtracking
Input: the head node q, the code tree S; Output: HDs index vector I u , LLRs index vector
The internal HDs and LLRs are calculated in the trellis. The internal HDs are recursively updated as Algorithm 7. HD updating is performed from the source side to the channel side in the trellis. The pointer α locates the position of a trellis node in the butterfly. For a node at the top-left of a butterfly, α mod 2 = 0. Similarly, for a trellis node at the bottom-left of a butterfly, α mod 2 = 1. The storage indices of the related trellis nodes are given by index vector I u .
The calculation of internal LLRs is shown in Algorithm 8. The LLRs are iteratively calculated from the source side to the channel side in the trellis. Specially, given a butterfly, the LLRs of two trellis nodes can be recursively calculated using f and g operations as (1) . The storage indices of the related trellis nodes are given by the index vector I λ .
Algorithm 7 HDs Update
Input: row index i, column index j, position pointer α, decision bitû, the visited order φ, HDs index vector
i− ,j ; HDs Update i − , j + 1, α/2,û ⊕û, φ, I u ; HDs Update i − , j + 1, α/2,û, φ, I u ;
Algorithm 8 LLRs Calculate
Input: row index i, column index j, position flag α, the visited order φ, LLRs index vector
Finally, when the priority node corresponding to an N -length path is extracted from the queue, the SCP decoder outputs the candidate source vector. The procedure for obtaining the candidate source vector is described in Algorithm 9. Since each priority node stores the pointer to its direct parent node, the whole path can be obtained by backtracking from the leaf node to the root of the code tree level by level.
Algorithm 9 Get Candidate Source Vector
Input: The head node q; Output: candidate source vectorû ; Require: q.ϕ = N − 1; while q.ϕ ≥ 0 dô u q.ϕ ← q.û; q ← q.ϑ;
returnû By now, we have described the details of the low-level functions of the SCP decoder.
B. MAIN LOOP OF THE SCP DECODER
Based on the low-level functions described above, we now focus on the top level function of the SCP decoder. The algorithmic description of the SCP decoder is given in Algorithm 10.
Algorithm 10 SCP Decoder
Input: the received channel LLR vector y, searching width L; Output: candidate source vectorû ; Initialize Data Structures();
The SCP decoding begins by initializing the data structures. Then the LLRs of the trellis nodes in the n-th column are assigned as the channel LLRs. The vector is initialized as a full-zero vector. As the root node of the code tree, the priority node is generated and inserted into the priority queue.
The main loop is similar to Algorithm 1. In each loop, the head node of the priority queue Q is extracted and stored in code tree S. If the number of visited paths with the same length is less than P, the extension of the path begins; otherwise a new loop starts.
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The indices of the storage units in the corresponding trellis nodes are retrieved by the node backtracking in Algorithm 6, and the intermediate bits are recursively updated in Algorithm 7.
If the visited path is a length-N path, the SCP decoder obtains the candidate codeword in Algorithm 9, and outputs the candidate source vector as the decoding result. Otherwise, the decoder performs a recursive calculation of the internal LLRs in Algorithm 8. The path is extended by taking bit 0 and the metric is updated as (4) . The priority node corresponding to the new path is generated and inserted into the priority queue. After the priority node(s) is (are) inserted into the priority queue, a new loop starts.
C. INTERACTION BETWEEN THE TRELLIS AND PRIORITY QUEUE
Recall that we have defined a high-level mapping relation between the priority queue and the trellis in Section III.C. In this subsection, we provide a detailed description of the interaction between the two parts of the SCP decoder during decoding.
When the main decoding loop begins, the priority queue pops out the head node in Algorithm 5. The extracted priority nodes are saved into the code tree by data mapping. In the code tree, index vectors are obtained via node backtracking in Algorithm 6. Recall that for a given priority node with code level ϕ, row index i of the related trellis node is the bit reversal of ϕ. Thus, in Algorithm 7 and Algorithm 8, the input of the recursive updating and calculation in the trellis can be obtained by the outputs of Algorithm 5 and Algorithm 6.
On the other hand, the metrics and decision bits of the new priority nodes are obtained from the trellis. The outputs of Algorithm 7 and Algorithm 8 are the inputs of the priority node generation in Algorithm 3. Thus, the priority queue, the code tree and the trellis can interact by simple data mapping during decoding.
D. QUANTIZATION PRIORITY QUEUE
Recall that there are still some comparisons in node insertion operation to ensure that all the priority nodes are arranged in ascending order of the metric. The SCP decoder with a standard priority queue has a lower time complexity than the SCL decoder while requires more comparisons for low SNR regime. Hence, a quantized priority queue (QPQ) based on the quantized LLR metrics is proposed to avoid the comparisons and further simplify the SCP decoder.
We perform an ω-bit uniform quantization of the metrics. Thus, there are 2 ω quantization levels. The quantization scope of the LLR metric is [0, M ], and the quantization step is δ.
Under the above quantization standard, we implement the QPQ with a circular buffer consisting of 2 ω links. The elements of the link are priority nodes. Each link has an index that indicates the quantization level of the metrics of the priority nodes stored in it. Thus a smaller index represents a lower metric. Therefore, the index of a link has a double meaning. One explicitly indicates the location of the priority node;
The other implicitly represents the metric of the node. Hence we can replace the metric with the quantization step of the metric. The index-0 link is the head link of the QPQ. The priority node is always inserted into or extracted from the head of the index-0 link of the QPQ. The QPQ performs a shift to ensure that the head link is nonempty, and the link with index k receives a new index as
That means each link has a dynamic index. Note that the QPQ shift operation also normalizes the metric of the priority node to the interval [0, M ] since it can be viewed as all metrics in the QPQ subtract the minimum metric.
We provide an example for an ω = 3 bit QPQ in Fig. 4 . Because ω = 3, this QPQ has 8 links with an index from 0 to 7. The priority node is always inserted into the head of the index-0 link. When the QPQ performs node extraction, the head node of index-0 is always extracted. Assume that index-0 and index-1 are empty when the QPQ performs node extraction and that index-2 link is nonempty, the QPQ will perform two shifts as (6) to change the index-2 link to index-0. Next we describe the node insertion and extraction of the QPQ.
Algorithm 11 describes the QPQ insertion operation. The new priority node is always inserted into the link whose index is the same as the quantization step of the metric of the node. Thus, a priority node whose quantized metric has a quantization level ω 0 is inserted into link L with index ω 0 . The inserted node is the new head node of L.
Algorithm 12 describes the QPQ extraction operation. The head node of the index-0 link of the QPQ is extracted as the current priority node during the SCP decoding. When the index-0 link is empty, the QPQ performs shifts as (6) to ensure that the index-0 link L is not empty.
The node insertion for QPQ is a O (1)-complexity operation while the standard priority queue requires O (PN ) comparisons when inserting nodes. The node extraction for QPQ requires O (1) complexity. For the worst case,
Algorithm 11 Node Insertion of QPQ
The modified priority queue Q ; Input: The priority node q, quantization level ω 0 ; Set L ← Q .head;
Algorithm 12 Node Extraction of QPQ
The modified priority queue Q ; Output: The priority node q;
it takes 2 ω − 1 shifts to ensure that the head link is not empty. The node extraction for the standard priority queue has O (1) complexity. In summary, compared to the standard priority queue, the QPQ avoids comparison and storage of the metrics, further simplifying the SCP decoder.
E. PERFORMANCE AND COMPLEXITY ANALYSIS
We now present an analysis of the performance and complexity of the SCP decoder.
We set that q i denotes the i-th priority node extracted from the priority queue. P ϕ and E ϕ denote the decided path extensions at code level ϕ of the SCP decoder and the SCL decoder respectively while P ϕ and E ϕ denote the candidate path extensions at code level ϕ of the SCP decoder and the SCL decoder respectively. 
Proof: For 0 ≤ ϕ ≤ log 2 L, all path extensions are included in E ϕ . It is obvious that P ϕ ⊆ E ϕ .
For log 2 L < ϕ < N − 1, we assume that P ϕ ⊆ E ϕ , then P ϕ+1 ⊆ E ϕ+1 . According to Proposition 1, we know that P ϕ+1 is the set of candidate path extensions with the smallest metrics in E ϕ+1 . Since P ϕ+1 and E ϕ+1 are the sets of path extensions with the smallest metrics in P ϕ+1 and E ϕ+1 respectively, and P = L, we can deduce that P ϕ+1 ⊆ E ϕ+1 Thus, the proposition is proven.
According to Proposition 2, we know that the N -length paths extended in the SCP decoder are included in the N -length paths extended in the standard SCL decoder. From Proposition 1, the SCP decoder outputs the path with the smallest metric as the decoding results; hence the SCP decoder and the SCL decoder obtain the same decoding result. The SCP decoder suffers no performance loss compared to the standard SCL decoder. The same conclusion can be drawn when there is CRC-aided.
For the SCP decoder, the priority queue and the code tree consist of at most 2PN priority nodes, taking O (PN ) space complexity. The trellis consists of N (log N + 1) trellis nodes, and each trellis node has two P-length vectors to store internal information. Therefore, the trellis can be implemented with O (PN log N ) space complexity. The space complexity consumed to count the number of survival paths at all code levels is O (N ). Based on the analysis above, space complexity of the SCP decoder is O (PN log N ) .
In the process of SCP decoding, the set of path extensions of the SCP decoder is the subset of that of the SCL decoder, and the higher the SNR regime is, the fewer the number of paths extended. For the low SNR regime, the SCP decoder has similar time complexity as the SCL decoder while for the high SNR regime, the SCP decoder can achieve similar time complexity to that of the SC decoder. For path selection, the SCP decoder requires a large amount of comparisons to ensure all priority nodes in the priority queue are arranged in ascending order of the metric. By contrast, all comparisons can be avoided with the QPQ. Thus, the SCP decoder with QPQ requires fewer comparisons than the standard SCL decoder.
V. SIMULATION RESULTS
In this section, we analyze the error performance and average complexity of the proposed SCP decoder via numerical simulation. The polar code has the code length N = 1024 and a code rate R = 0.5. The decoding is performed under the BI-AWGN channel. The Gaussian approximation [17] is applied as the construction method.
As shown in Fig. 5 , the SCP decoder under different search widths P is compared with the SCL decoder and the SCS decoder under different list sizes L or stack depths D. The black curve represents the SCP decoding and the red curve stands for SCL decoding with the same P and L are overlapped. Thus, the proposition that the SCP and the SCL decoder achieve the same decoding performance is confirmed by the simulation. The SCP decoding achieves performance similar to the that of the SCS decoder. However, recall that SCP decoding consumes O (PN ) memory elements while the SCS decoding takes O (DN ) memory elements to store the data. The SCP decoding has a much lower space complexity than the SCS decoding, which makes it available for practical applications.
The decoding performance of the SCP decoder with floating-point and under different quantization standards are compared in Fig. 6 . The SCP decoder with QPQ under ω = 6, δ = 1 suffers acceptable performance loss compared to the SCP decoder with PQ. The SCP decoder with searching width P = 32 and the QPQ under ω = 4, δ = 2 achieves better performance than the SCP decoder with search width P = 8 and the PQ. It provides an exchange between complexity and decoding error performance. The time complexity comparison of the SCP decoder and the standard SCL decoder with different searching width P or list size L is shown in Fig. 7 . The average time complexity is defined as the average number of recursive probability/metric calculation in the trellis. The average time complexity of the SCP decoder decreases with the increasing SNR. For low SNR regime, the time complexity of the SCP decoder is less than the SCL decoder with the same searching width. For SNR higher than 3.0 dB, the time complexity of the SCP decoder is close to that of the SC decoder.
To select the path to be extended, the comparisons in the path sorting are required in the SCL decoder while the comparisons in the priority node insertion are required in the SCP decoder.
The numbers of comparisons required by the SCP decoder and the SCL decoder is shown in Fig. 8 . The number of comparisons required by the SCP decoder decreases with the increasing SNR. In the low SNR regime, the SCP decoder requires more comparisons than the SCL decoder. For SNRs higher than 3.0 dB, the number of comparisons required by the SCP decoder with different search widths is between that of the SCL decoder with list sizes L = 16 and L = 8. On the contrary, for the SCP decoder with QPQ, since the index of a link implicitly represents the metric, no comparison is needed in the path selection. 
VI. CONCLUSIONS
In this paper, the successive cancellation priority (SCP) decoding algorithm is proposed to decrease the complexity of the SCL decoding. The decoder structure consisting of the priority queue and the trellis is utilized to guide the priorityfirst decoding in the code tree and to store the internal results of the variable and check nodes respectively. Since most of the unnecessary path extensions are avoided, the SCP decoder significantly reduces the time complexity compared to the standard SCL decoder. The modified priority queue based on the quantized LLR metrics further simplifies the SCP decoder by avoiding all comparisons for selecting extension paths. In addition, we prove that the SCP decoder can achieve the same decoding performance as the standard SCL decoding. The performance loss of the SCP decoder with QPQ is negligible. In a word, The SCP decoding can achieve lower complexity than SCL decoding with almost no performance loss. 
