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Abstract
We study the numerical integration problem for functions with infinitely many
variables. The function spaces of integrands we consider are weighted reproduc-
ing kernel Hilbert spaces with norms related to the ANOVA decomposition of the
integrands. The weights model the relative importance of different groups of vari-
ables. We investigate randomized quadrature algorithms and measure their quality
by estimating the randomized worst-case integration error.
In particular, we provide lower error bounds for a very general class of random-
ized algorithms that includes non-linear and adaptive algorithms. Furthermore,
we propose new randomized changing dimension algorithms and present favorable
upper error bounds. For product weights and finite-intersection weights our lower
and upper error bounds match and show that our changing dimension algorithms
are optimal in the sense that they achieve convergence rates arbitrarily close to
the best possible convergence rate. As more specific examples, we discuss unan-
chored Sobolev spaces of different degrees of smoothness and randomized changing
dimension algorithms that use as building blocks scrambled polynomial lattice rules.
Our analysis extends the analysis given in [J. Baldeaux, M. Gnewuch. Optimal
randomized multilevel algorithms for infinite-dimensional integration on function
spaces with ANOVA-type decomposition. arXiv:1209.0882v1 [math.NA], Preprint
2012]. In contrast to the previous article we now investigate a different cost model
for algorithms. With respect to that cost model, randomized multilevel algorithms
cannot, in general, achieve optimal convergence rates, but, as we prove for important
classes of weights, changing dimension algorithms actually can.
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1
21 Introduction
Integrals over functions with an a priori unlimited or even infinite number of variables
appear in applications such as molecular chemistry, physics or quantitative finance, see,
e.g., [12, 41] and the literature mentioned therein.
Recently a large amount of research has been done on how to solve such kind of
integrals efficiently with the help of cleverly designed algorithms, such as multilevel al-
gorithms, changing dimension algorithms, and dimension-wise quadrature methods. Mul-
tilevel Monte Carlo algorithms were introduced by Heinrich [20] for the computation of
solutions of integral equations and by Giles [12] for path simulation of stochastic differen-
tial equations. Changing dimension algorithms for infinite-dimensional integration were
introduced by Kuo et al. [24], and dimension-wise quadrature methods for multivariate
integration were introduced by Griebel and Holtz in [17]. Changing dimension algorithms
and dimension-wise quadrature methods try to address the important components of the
anchored decomposition of the integrand.
There is a large number of complexity theoretical articles that study the tractability
of infinite-dimensional problems, see, e.g. [42, 43, 40] for function approximation and
[22, 29, 21, 24, 30, 36, 3, 14, 4, 8, 13] for integration. These results rely strongly on
function space decompositions of weighted reproducing kernel Hilbert spaces like anchored
or ANOVA decompositions (see, e.g., [25]) and on randomized and deterministic low-
discrepancy point sets, lattice rules or sparse grid constructions.
The ANOVA decomposition is of particular interest for the following reason: Look-
ing at the classical theory of quasi-Monte Carlo (QMC) integration, many researchers
expected that QMC integration based on low-discrepancy sequences is not very helpful
in higher dimension. But then numerical experiments clearly showed that QMC methods
are superior to Monte Carlo (MC) methods for many financial applications in dimensions
as high as 360 or even higher, see, e.g., [35, 28, 34, 5, 1]. One approach to explain these
unexpected results is that although the underlying problems are high-dimensional, their
effective dimension is indeed very small, see [5]. The definition of effective (truncation or
superposition) dimension is based on the ANOVA decomposition of the integrand. Es-
sentially, a multivariate integrand has low effective dimension if its variance is sharply
concentrated in its lower-order ANOVA terms. Nevertheless, this argument alone is not
completely satisfactory, since the integrands appearing in finance applications have usu-
ally not the necessary smoothness required for the theoretical results of the theory of QMC
methods. But Liu and Owen [27], and Griebel, Kuo, and Sloan [18, 19] showed that the
ANOVA decomposition has a favorable smoothing effect: the lower-order ANOVA terms
of a function exhibit more smoothness than the function itself.
Thus it would be highly desirable, especially for finance applications, to have some
algorithm that addresses the (more important) lower order ANOVA terms of an integrand
by quadratures that exploit the smoothness of these terms and lead to higher order con-
vergence, and the (less important) higher order ANOVA terms by quadratures that take
(efficiently) care of the less smoothness terms. Calculating the ANOVA decomposition of
a given integrand is too expensive, since this requires in particular the exact calculation of
the integral one wants to approximate. Thus the canonical choice to address the ANOVA
terms is to (essentially) utilize an anchored decomposition. This was done in [17] as well
as in [21, 4].
The article [17] provides adaptive and non-adaptive algorithms for high-dimensional
3integration which perform well in finance applications. The non-adaptive algorithms
are similar to the changing dimension algorithms from [24, 36]. Interesting concepts
proposed in [17] are, e.g., the truncation and superposition dimension in the anchored
case. Unfortunately, the error analysis in [17] does not show how well the non-adaptive
algorithms address the important ANOVA components of integrands, since the provided
error estimates are for norms based on anchored decompositions and not on ANOVA
decompositions. Furthermore, the assumptions in [17] on the computational costs are
rather optimistic, since it is assumed that the cost for function evaluations does not
depend on the number of variables. Here it is more realistic to assume that the cost
depends (at least) linearly on the number of variables, as it is done in the more specific
context of path simulation, see, e.g., [12].
In [21, 4] the convergence rates of randomized multilevel algorithms for infinite-di-
mensional integration are analyzed for norms based on the ANOVA decomposition. The
cost model considered in these two articles take into account that function evaluations
are more expensive if more variables are involved (i.e., more variables are “active”). It
was shown in [4] that suitable randomized multilevel algorithms achieve the optimal rate
of convergence in this cost model.
In this article we extend the analysis from [21, 4]. For our lower bounds we study
rather general randomized integration algorithms, for our upper error bounds we focus on
randomized changing dimension algorithms. As building blocks for changing dimension
algorithms we allow general unbiased algorithms for multivariate integration. The “typi-
cal algorithms” we have in mind are (suitably) randomized quasi-Monte Carlo (RQMC)
algorithms, as discussed in Section 5. In contrast to [21, 4] we investigate in this paper a
different, more generous cost model for algorithms which was introduced in [24].
The paper is organized as follows: In Section 2 we recall the ANOVA decomposition
of square integrable functions and introduce the weights, function spaces, cost and error
criteria we want to study. Additionally, we provide in Section 2.5 new lemmas which are
important for our error analysis of randomized algorithms, particularly for our random-
ized changing dimension algorithms. In Section 3 we provide a lower bound for the error
of infinite-dimensional integration of general randomized algorithms and general weights,
see Theorem 3.1. As shown in Section 4, this bound is sharp for finite-intersection and
product weights. More precisely, we present in Section 4 randomized changing dimension
algorithms for general weights and prove an upper bound for their randomized worst-
case integration error, see Theorem 4.1. In Theorem 4.2 and 4.3 we provide sharp upper
error bounds for finite-intersection weights and product weights, respectively. For the
analysis of our new changing dimension algorithms we adapt the approach of Plaskota
and Wasilkowski from [36]. In Section 5 we consider concrete spaces of functions of in-
finitely many variables. The function spaces we consider are unanchored Sobolev space
of smoothness χ ≥ 1. By showing that the results of [16] apply to these spaces, we obtain
that interlaced scrambled polynomial lattice rules achieve the optimal rate of convergence
of the random case error in these spaces. Based on these results we show that changing di-
mension algorithms based on interlaced scrambled polynomial lattice rules are essentially
optimal in the case of finite-intersection weights and product weights.
42 Preliminaries
Let us make a few remarks on our notation: For n ∈ N we denote by [n] the set
{1, 2, . . . , n}. For a finite set u we denote its cardinality by |u|. We put U := {u ⊂
N | |u| <∞}. For a subset W of U we put
W := {w ∈ U | ∃w′ ∈ W : w ⊆ w′},
i.e., W is the closure of W with respect to taking subsets. We use the common Landau o-
and O-notation. For functions f and g we write f = Ω(g) for g = O(f), and f = Θ(g) if
f = Ω(g) and f = O(g) holds. For a reproducing kernel K we denote the corresponding
reproducing kernel Hilbert space by H(K) and its norm unit ball by B(K). The norm
and scalar product of H(K) are denoted by ‖ · ‖K and 〈·, ·〉K, respectively. Our reference
for reproducing kernel Hilbert spaces is [2].
2.1 The ANOVA decomposition
We recall the (crossed) ANOVA1 decomposition of L2-functions: Let (D,Σ, ρ) be a prob-
ability space, and denote its d-fold product space by (Dd,Σd, ρd). Let f : Dd → R be an
L2-function. For u ⊆ [d] and x ∈ Dd let xu := (xj)j∈u ∈ Du. For xu ∈ Du and a ∈ D[d]\u
let (xu,a) ∈ Dd be the vector whose jth component is xj if j ∈ u and aj otherwise. The
uth ANOVA-term fu of f can be computed recursively via
fu(x) =
∫
D[d]\u
f(xu,a) ρ
[d]\u(da)−
∑
v(u
fv(x) , where f∅ =
∫
Dd
f(a) ρd(da).
The ANOVA decomposition of f is given by
f(x) =
∑
u⊆[d]
fu(x) . (1)
The important feature of the ANOVA decomposition is
Var(f) =
∑
u⊆[d]
Var(fu). (2)
Let (Ω,Σ′,P) be another probability space. Let us consider random quadratures
that use n (deterministic) real coefficients ti and n randomly chosen quadrature points
x(1)(ω), . . . ,x(n)(ω) in Dd, i.e., that have the form
Qn(ω, f) =
n∑
i=1
tif(x
(i)(ω)), ω ∈ Ωd, t1, . . . , tn ∈ R, f ∈ L2(Dd, ρd). (3)
We assume that for every fixed f ∈ L2(Dd, ρd) the function ω 7→ Qn(ω, f) is square
integrable over Ωd.
For the convenience of the reader we provide a (less general) version of Lemma 2.1 from
[4], which says that under a certain condition the uth ANOVA-term of the L2(Ωd,Pd)-
functionQn(·, f) is equal toQn applied to the uth ANOVA-term of the L2(Dd, ρd)-function
f . We denote the ANOVA-terms of Qn(·, f), regarded as a function on Ωd, by [Qn(·, f)]u,
u ⊆ [d].
1ANOVA stands for “Analysis of Variance”.
5Lemma 2.1 (ANOVA Invariance Lemma) Let (D,Σ, ρ), (Ω,Σ′,P) be probability spa-
ces. Let d ∈ N. Assume that Qn = Q[d],n, given by (3), is a randomized linear algorithm
which satisfies the following condition:
(*) The random points x(i) = (x
(i)
j (ω))
d
j=1 ∈ Dd, i = 1, . . . , n, satisfy x(i)j (ω) = x(i)j (ωj)
for all j ∈ [d], and the random variables x(i)j are distributed according to the law ρ.
Then we have for each f ∈ L2(Dd, ρd)
[Qn(·, f)]u = Qn(·, fu) for all u ⊆ [d]. (4)
Note that for f ∈ L2(Dd, ρd) condition (*) of Lemma 2.1 implies that Qn(·, f) is square
integrable on Ωd and, if additionally
n∑
i=1
ti = 1 (5)
holds, an unbiased estimator of
∫
Dd
f(x) ρd(dx).
Let us point out that Monte Carlo (MC) and many randomized quasi-Monte Carlo
(RQMC) algorithms satisfy condition (*) of Lemma 2.1, see, e.g., [9, 10, 26]. We will
demonstrate this for scrambled polynomial lattice rules in Section 5.
2.2 Classes of weights
Let
U := {u ⊂ N | |u| <∞},
and let γ = (γu)u∈U be a sequence of non-negative weights. Let us briefly introduce the
classes of weights we are interested in.
Weights γ are called finite-order weights of order β if there exists a β ∈ N such that
γu = 0 for all u ∈ U with |u| > β. Finite-order weights were introduced in [11] for spaces
of functions with a finite number of variables.
Product and order-dependent (POD) weights γ were introduced in [23]. Their general
form is
γu = Γ|u|
∏
j∈u
γj, where γ1 ≥ γ2 ≥ · · · ≥ 0, and Γ0 = Γ1 = 1, Γ2,Γ3, . . . ≥ 0. (6)
Special cases are product and finite-product weights that are defined as follows.
Definition 2.1 Let (γj)j∈N be a sequence of non-negative real numbers satisfying γ1 ≥
γ2 ≥ . . . . With the help of this sequence we define for β ∈ N∪ {∞} weights γ = (γu)u⊂fN
by
γu =
{∏
j∈u γj if |u| ≤ β,
0 otherwise,
(7)
where we use the convention that the empty product is 1. In the case where β =∞, we call
such weights product weights, in the case where β is finite, we call them finite-product
weights of order (at most) β.
6Product weights were introduced by Sloan and Woz´niakowski in [37], finite-product
weights were considered in [14]. We are particularly interested in some subclass of finite-
order weights. We restate Definition 3.5 from [14].
Definition 2.2 Let ̺ ∈ N. Finite-order weights (γu)u∈U are called finite-intersection
weights with intersection degree at most ̺ if we have
|{v ∈ U | γv > 0 , u ∩ v 6= ∅}| ≤ 1 + ̺ for all u ∈ U with γu > 0. (8)
Note that for finite-order weights of order β, condition (8) is equivalent to the following
condition: There exists an η ∈ N such that
|{u ∈ U | γu > 0 , k ∈ u}| ≤ η for all k ∈ N. (9)
A subclass of the finite-intersection weights are the finite-diameter weights proposed by
Creutzig, see, e.g., [14, 32].
2.3 Function Spaces
Let D ⊆ R, ρ a probability measure on D, and µ := ⊗n∈N ρ the product probability
measure on DN. Let (γu)u∈U be a family of non-negative weights.
Assumption 2.1 We assume that
(A 1) k 6= 0 is a measurable reproducing kernel on D ×D which satisfies
(A 2) H(k) ∩H(1) = {0} as well as
(A 3) M :=
∫
D
k(x, x)ρ(dx) <∞.
(A 4) γ∅ = 1 and ∑
u∈U
γuM
|u| <∞. (10)
Notice that for product weights and finite-order weights condition (10) can be replaced
by the equivalent condition
∑
u∈U γu <∞.
For u ∈ U we put ku(x,y) :=
∏
j∈u k(xj , yj), for all x,y ∈ DN. In particular,
k∅(x,y) = 1. We define Hu := H(ku), i.e., Hu is the reproducing kernel Hilbert space
with kernel ku. The following lemma stems from [21].
Lemma 2.2 Let x,y ∈ DN and f ∈ Hu. If xu = yu, then f(x) = f(y).
Given v ∈ U we define the weighted kernel Kv(x,y) :=
∑
u⊆v γuku(x,y), for x,y ∈
DN. For the next lemma see [22, Lemma 3] or [2, I, § 6].
Lemma 2.3 The reproducing kernel Hilbert space H(Kv) consists of all functions f =∑
u⊆v fu, for fu ∈ Hu. Furthermore, ‖f‖2Kv =
∑
u⊆v γ
−1
u ‖fu‖2ku.
7We follow here and elsewhere the convention that ∞· 0 = 0. Note that γu = 0 implies
fu = 0 for all f ∈ H(Kv); in that case γ−1u ‖fu‖2ku = 0.
Due to Lemma 2.2 we can view the spaces H(ku) and H(Ku) as spaces of functions
on Du. In this case we have H(ku) = ⊗j∈uH(k).
Let us define the domain X of functions of infinitely many variables by
X :=
{
x ∈ DN
∣∣∣∣ ∑
u∈U
γu
∏
j∈u
k(xj , xj) <∞
}
. (11)
Then µ(X) = 1, see [15, Lemma 9]. We define the reproducing kernel K = K(γ) by
K(x,y) :=
∑
u∈U
γuku(x,y) for x,y ∈ X.
For the next lemma see [22, Cor. 5] or [15, Prop. 2].
Lemma 2.4 The reproducing kernel Hilbert space H(K) consists of all functions
f =
∑
u∈U
fu, fu ∈ Hu, (12)
whose norms ‖f‖K, defined by
‖f‖2K =
∑
u∈U
γ−1u ‖fu‖2ku , (13)
are finite.
If f ∈ H(K), then the decomposition (12) is uniquely defined, since fu is the orthog-
onal projection of f onto Hu.
2.4 Integration
It is easily verified with the help of the reproducing property, the Cauchy-Schwarz in-
equality, and (10) that H(K) ⊂ L2(X, µ) and Hu ⊂ L2(Du, ρu) for all u ∈ U . This implies
in particular that integration with respect to the probability measure µ defines a bounded
linear functional
I(f) :=
∫
X
f(x)µ(dx)
on H(K). The representer h ∈ H(K) of the integration functional I is given by
h(x) = 〈h,K(·,x)〉K =
∫
X
K(x,y)µ(dy). (14)
Similarly, for every u ∈ Hu
Iu(f) :=
∫
Du
f(x) ρu(dx)
defines a bounded linear functional on Hu. For the rest of this article we assume that the
following assumptions hold:
8Assumption 2.2 We assume that
(A 2a)
∫
D
k(x, y) ρ(dx) = 0 for all y ∈ D.
(A 5) For all a ∈ D we have k(a, a) > 0.
(A 6) If γv > 0 for v ∈ U , then γu > 0 for all u ⊆ v.
Note that identity (14), γ∅ = 1, and assumption (A 2a) immediately imply that
h(x) = 1 for all x ∈ X. (15)
Thus, if there exists an a∗ ∈ D with k(a∗, a∗) = 0, then this results for a∗ := (a∗)j∈N in
K(·,a∗) = h, which leads to I(f) = f(a∗) for all f ∈ H(K). Assumption (A 5) avoids
this trivial integration problem.
Under assumption (A 2a), the uniquely determined decomposition (12) is in fact the
ANOVA decomposition of f , see [4, Remark 2.2].
2.5 Projections
Let us choose an anchor a ∈ X. A natural choice are vectors a whose entries are all equal
to a, where a ∈ D satisfies ∑
u∈U
γuk(a, a)
|u| <∞; (16)
note that (10) ensures that such an a exists. Note that it is possible to consider a general
a ∈ X, but to make proofs not unnecessarily complicated, we will restrict ourselves to
anchors a = (a, a, . . .) for the concrete analysis of our constructive changing dimension
algorithms in the case of product weights and finite-intersection weights. We define for
u ∈ U
(Ψu,af)(x) := f(xu;a) for all x ∈ X,
where (xu;a) := (xu,aN\u), i.e., the jth entry of this infinite-dimensional vector is xj if
j ∈ u and aj otherwise. Note that due to a ∈ X we have (xu;a) ∈ X. For u, v ∈ U with
u ⊆ v we put
r2v,u,a :=
∑
u′⊂N\v
γu∪u′ ku′(a,a). (17)
Due to a ∈ X and assumption (A 5), the quantity r2v,u,a is finite. Due to assumption (A 6)
the mapping Ψv,a is a bounded projection from H(K) onto H(Kv), and its operator norm
is given by
‖Ψv,a‖K→K = max
u⊆v
γ−1/2u rv,u,a, (18)
see [4, Lemma 2.7]. For u, v ∈ U with u ⊆ v we define
f+u,v :=
∑
u′⊂N\v
fu∪u′ and f
+
u := f
+
u,u. (19)
Remark 2.2 and Lemma 2.7 from [4] result in the following lemma.
9Lemma 2.5 Let f ∈ H(K), and let v ∈ U . Then we have the orthogonal decomposition
f =
∑
u⊆v
f+u,v, (20)
and the uth ANOVA component of Ψv,a(f) is given by
[Ψv,a(f)]u =
{
Ψv,a(f
+
u,v) if u ⊆ v,
0 otherwise.
(21)
For u ∈ U let fu,a denote the uth component of the anchored decomposition of f with
respect to the anchor a, i.e.,
fu,a := Ψu,a(f)−
∑
v(u
fv,a. (22)
Then
fu,a =
∑
v⊆u
(−1)|u\v|Ψv,a(f), (23)
see [25, Example 2.3]. Note that for u, w ∈ U with u * w we have Ψw,a(fu,a) = 0. Due to
(20) we obtain the additional representation
fu,a =
∑
w⊆u
∑
w⊆v⊆u
(−1)|u\v|Ψv,a(f+w,v).
Hence the wth ANOVA component of fu,a is given by
[fu,a]w =
∑
w⊆v⊆u
(−1)|u\v|Ψv,a(f+w,v). (24)
As shown in the next lemma, this representation can be simplified.
Lemma 2.6 Let f ∈ H(K), and let u, w ∈ U . Then the wth ANOVA component of the
anchored component fu,a of f has the form
[fu,a]w =
{
(−1)|u\w|Ψw,a(f+u ) if w ⊆ u,
0 otherwise.
(25)
Proof. We have [fu,a]w = 0 if w * u (this follows, e.g., from (24)). Thus let now w ⊆ u.
We prove the following more general statement via induction on |w′|: For each w′ ⊆ u \w
we have
[fu,a]w =
∑
w⊆v⊆u\w′
(−1)|u\v|Ψv,a(f+w∪w′,v∪w′). (26)
Notice that the special case w′ = u \ w of identity (26) is precisely identity (25).
Let us start with |w′| = 0, i.e., w′ = ∅. Then (26) holds due to identity (24).
So let now |w′| ≥ 1, and let us assume that (26) holds for all w′′ ⊆ u \ w with
|w′′| < |w′|. Let i ∈ w′, and set w′′ := w′ \{i}. Due to our induction hypothesis we obtain
[fu,a]w =
∑
w⊆v⊆u\w′′
(−1)|u\v|Ψv,a(f+w∪w′′,v∪w′′)
=
∑
w⊆v⊆u\w′
(−1)|u\v|(Ψv,a(f+w∪w′′,v∪w′′)−Ψv∪{i},a(f+w∪w′′,v∪w′)).
10
Since i /∈ w ∪ w′′, the function f+w∪w′′,v∪w′ does not depend on the ith variable, implying
Ψv∪{i},a(f
+
w∪w′′,v∪w′) = Ψv,a(f
+
w∪w′′,v∪w′)
(cf. also [21, Lemma 2] or see [4, Lemma 2.4]). Furthermore,
f+w∪w′′,v∪w′′ − f+w∪w′′,v∪w′ =
∑
i∈u′⊂N\(v∪w′′)
fw∪w′′∪u′
=
∑
u′′⊂N\(v∪w′)
fw∪w′∪u′′ = f
+
w∪w′,v∪w′.
This leads to
[fu,a]w =
∑
w⊆v⊂u\w′
(−1)|u\v|Ψv,a(f+w∪w′,v∪w′).
This shows that (26) is valid for all w′ ⊆ u \ w, which implies in particular (24). 
The next lemma is essential for our upper error bounds in Section 4.
Lemma 2.7 For all f ∈ H(K) and all finite subsets w ⊆ u ⊆ v of N we have Ψw,a(f+u,v) ∈
Hw and the norm estimate
‖Ψw,a(f+u,v)‖kw ≤ rv,u,a
√
ku\w(a,a)‖f+u,v‖K . (27)
Proof. We reduce the lemma to [4, Lemma 2.7]. Put g := f+u,v. Then
g+w =
∑
w′ ;w⊆w′
gw′ =
∑
w′ ;w⊆w′
[f+u,v]w′ = f
+
u,v = g.
Let us define the auxiliary weights γ = (γu′)u′∈U , by γu′ = γu′ if u
′ ∩ v = u, and γu′ = 0
otherwise, and let K = K(γ) denote the corresponding kernel. Then g = g+w ∈ H(K),
and we get from [4, Lemma 2.7] that Ψw,a(f
+
u,v) = Ψw,a(g
+
w ) ∈ Hw, and
‖Ψw,a(f+u,v)‖kw = ‖Ψw,a(g+w )‖kw ≤ rw,w,a‖g+w‖K = rw,w,a‖f+u,v‖K ,
where
r2w,w,a =
∑
w′⊂N\w
γw∪w′kw′(a,a) =
∑
w′⊂N\w
w′∩v=u\w
γw∪w′kw′(a,a)
=
 ∑
u′⊂N\v
γu∪u′ku′(a,a)
 ku\w(a,a) = r2v,u,aku\w(a,a).
This concludes the proof. 
For v1, . . . , vn ∈ U we use the short hand {vi} for (vi)ni=1. Define the mapping
Ψ{vi},a(f) :=
∑
u;∃i∈[n]:u⊆vi
fu,a for all f ∈ H(K). (28)
The operator Ψ{vi},a is a continuous projection that maps H(K) into H(K{vi}), where the
kernel K{vi} is defined by
K{vi}(x,y) :=
∑
u;∃i∈[n]:u⊆vi
γuku(x,y) for all x,y ∈ X.
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Lemma 2.8 The functional I ◦Ψ{vi},a is continuous on H(K), and its representer h{vi},a
is given by
h{vi},a(x) =
∑
u∈U
S{vi},uγuku(x,a) for every x ∈ X, (29)
where
S{vi},u :=
∑
u′;∃i∈[n]:u′⊆vi∩u
(−1)|u′| for any u ∈ U . (30)
Proof. For v ∈ U the representer hv,a of the continuous functional I ◦Ψv,a is given by
hv,a(x) =
∑
u⊆N\v
γuku(x,a),
see, e.g., [4], proof of Lemma 2.9. Hence we get
h{vi},a(x) =
∑
u′;∃i∈[n]:u′⊆vi
∑
v⊆u′
(−1)|u′\v|hv,a(x)
=
∑
u′;∃i∈[n]:u′⊆vi
∑
v⊆u′
(−1)|u′\v|
∑
u⊂N\v
γuku(x,a)
=
∑
u∈U
 ∑
u′; ∃i∈[n]:u′⊆vi
∑
v⊆u′\u
(−1)|u′\v|
 γuku(x,a),
and the sum
∑
v⊆u′\u(−1)|u
′\v| is equal to (−1)|u′| if u′ ⊆ u and, due to the binomial
theorem, 0 otherwise. This establishes (29). 
Lemma 2.9 For any sets v1, . . . , vn ∈ U we have
b{vi},a := sup
f∈B(K)
|I(f)− I(Ψ{vi},af)| =
∑
∅6=u∈U
S2{vi},uγuku(a,a).
Proof. Since the representer of the integration functional I is h = 1, we obtain from
Lemma 2.8
b2{vi},a =‖h− h{vi},a‖2K =
∥∥∥∥ ∑
∅6=u∈U
S{vi},uγuku(·,a)
∥∥∥∥2
K
=
∑
∅6=u∈U
S2{vi},uγu ‖ku(·,a)‖2ku =
∑
∅6=u∈U
S2{vi},uγuku(a,a).

2.6 Randomized algorithms, cost, and error
We assume that algorithms for approximation of I(f) have access to the function f via
a subroutine (“oracle”) that provides values f(x) for points x ∈ DN. For convenience we
define f(x) = 0 for x ∈ DN \ X.
We now present the cost models introduced in [24], which we want to call unrestricted
subspace sampling model (cf. [8, 13]). It only accounts for the cost of function evaluations.
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To define the cost of a function evaluation, we fix an anchor a ∈ X and a monotone
increasing function $ : N0 → [1,∞]. For each v ∈ U we define the finite-dimensional
affine subspace Xv,a of X by
Xv,a := {x ∈ DN | xj = aj for all j ∈ N \ v}.
In the unrestricted subspace sampling model we are allowed to sample in any subspace
Xu,a, u ∈ U , without any restriction. The cost for each function evaluation is given by
the cost function
ca(x) := inf{$(|u|) |x ∈ Xu,a, u ∈ U}. (31)
A different, less generous cost model was introduced in [6]. There it was called variable
subspace sampling model (although the name nested subspace sampling model may be more
precise and better to distinguish it clearly from the unrestricted subspace sampling model).
In particular, the articles that build the foundation of our analysis of the randomized
ANOVA setting, namely [21, 4], study the variable subspace sampling model and not the
unrestricted one.
We consider randomized algorithms for integration of functions f ∈ H(K). For a
formal definition we refer to [6, 31, 38, 39]. We require that a randomized algorithm Q
yields for each f ∈ H(K) a square-integrable random variable Q(f). (More precisely,
a randomized algorithm Q is a map Q : Ω × H(K) → R, (ω, f) 7→ Q(ω, f), where Ω
is some suitable probability space. But for convenience we will usually not specify the
underlying probability space Ω and suppress any reference to Ω or ω ∈ Ω. We use this
convention also for other random variables.) The class of all those randomized algorithms
will be denoted by Aran. The cost costca(Q, f) of applying a randomized algorithm Q
to some function f is simply the sum of the cost of all function evaluations of f used
by Q. In general, this cost is a random variable. We mostly will confine ourselves to
randomized algorithms Q for which there exist an n ∈ N0 and sets v1, . . . , vn ∈ U such
that for every f ∈ H(K) the algorithm Q performs exactly n function evaluations of f ,
where the ith sample point is taken from Xvi,a, and E(costca(Q, f)) =
∑n
i=1 $(|vi|). We
denote the class of all randomized algorithms for numerical integration on H(K) that
satisfy the requirements stated above by Ares (here “res” stands for “restricted”). Notice
that the class Ares contains in particular non-linear and adaptive algorithms.
The worst case cost of a randomized algorithm Q on a class of integrands F is
cost(Q,F ) := sup
f∈F
E(costca(Q, f))
in the unrestricted subspace sampling model. The randomized (worst case) error e(Q,F )
of approximating the integration functional I by Q on F is defined as
e(Q,F ) :=
(
sup
f∈F
E
(
(I(f)−Q(f))2))1/2 .
For N ∈ R let us define the corresponding N th minimal error by
e(N,F ) := inf{e(Q,F ) |Q ∈ Ares and cost(Q,F ) ≤ N}.
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2.7 Strong Polynomial tractability
For the convenience of the reader we will additionally formulate our main results in
terms of the exponent of strong tractability. The ε-complexity of the infinite-dimensional
integration problem I on H(K) in the unrestricted subspace sampling model with respect
to the class of randomized algorithms Ares is defined to be
comp(ε, B(K)) := inf {cost(Q,B(K)) |Q ∈ Ares and e(Q,B(K)) ≤ ε} . (32)
The integration problem I is said to be strongly polynomially tractable if there are non-
negative constants C and p such that
comp(ε, B(K)) ≤ C ε−p for all ε > 0. (33)
The exponent of strong polynomial tractability is given by
pres = pres(γ) := inf{p | p satisfies (33) for some C > 0}.
Essentially, 1/pres is the convergence rate of the Nth minimal error e(N,B(K)). In
particular, we have for all p > pres that e(N,B(K)) = O(N−1/p).
3 Lower error bounds
For a fixed anchor a ∈ X and weights (γu)u∈U satisfying the assumptions (A4) and (A6)
put
γ̂u := γu ku(a,a) for all u ∈ U .
Recall that a ∈ X ensures that the weights (γ̂u)u∈U are summable. Further, we put
decayγ := sup
{
p ∈ R
∣∣∣ ∑
u∈U
γ̂1/pu <∞
}
.
3.1 General weights
The next two results are helpful for establishing lower bounds for the randomized error
of numerical integration. The first lemma generalizes [4, Lemma 3.1].
Lemma 3.1 Let θ ∈ (1/2, 1], v1, . . . , vn ∈ U , and let Q ∈ Aran be a randomized algorithm
that satisfies P
(
Q(f) = Q(Ψ{vi},af)
) ≥ θ for all f ∈ B(K). Then
e(Q,B(K)) ≥ max
{ √
2θ − 1 b{vi},a
1 + ‖Ψ{vi},a‖K→K
, e(Q,B(K{vi}))
}
.
Proof. Put rˆ := ‖Ψ{vi},a‖K→K. Then we have for f ∈ B(K) that g := (f−Ψ{vi},a(f))(1+
rˆ)−1 ∈ B(K). Furthermore, we have Ψ{vi},a(g) = Ψ{vi},a(−g) = 0. Let A denote the
event {Q(g) = Q(−g)}. Then P(A) ≥ 2θ − 1. Hence
e(Q,B(K))2 ≥ max{E ((I(g)−Q(g))2) ,E ((I(−g)−Q(−g))2)}
≥max
{∫
A
(I(g)−Q(g))2 P(dω),
∫
A
(I(−g)−Q(−g)))2 P(dω)
}
≥(2θ − 1)|I(g)|2 = (2θ − 1)(1 + rˆ)−2|I(f)− I(Ψ{vi},a(f))|2 .
Since B
(
K{vi}
) ⊆ B(K), we have additionally e (Q,B(K)) ≥ e (Q,B(K{vi})). 
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Lemma 3.2 Let Q ∈ Ares that takes for i = 1, . . . , n its ith sample point from Xvi,a.
Then
Q(f) = Q(Ψ{vi},a(f)) for all f ∈ H(K).
Proof. Let j ∈ [n] and x = (xvj ;a) ∈ Xvj ,a. Then we have for f ∈ H(K)
(Ψ{vi},a(f))(x) =
∑
u ;∃i:u⊆vi
fu,a(x) =
∑
u⊆vj
fu,a(x)
=
∑
u⊆vj
∑
v⊆u
(−1)|u\v|(Ψv,a(f))(x) =
∑
u⊆vj
∑
v⊆u
(−1)|u\v|f(xv;a)
=
∑
v⊆vj
 ∑
u ; v⊆u⊆vj
(−1)|u\v|
 f(xv;a).
Notice that the sum in parentheses is one if v = vj and zero otherwise. Hence
(Ψ{vi},a(f))(x) = f(xvj ;a) = f(x).
This shows that the algorithm Q receives the same information for both inputs f and
Ψ{vi},a(f) leading to Q(f) = Q(Ψ{vi},a(f)). 
We provide now a general lower bound for the randomized error of algorithms from
the class Ares and general weights. For weights γ let us consider the corresponding cut-off
weights of order 1, i.e., the weights γ(1) = (γ
(1)
u )u∈U defined by γ
(1)
u := γ{j} if u = {j} and
γ
(1)
u := 0 otherwise. Without loss of generality we may assume that γ
(1)
{1} ≥ γ(1){2} ≥ · · · .
Due to the assumption that our integration problem is not trivial and due to (A 6) we then
have γ
(1)
{1} > 0. Then B(K(γ
(1))) ⊆ B(K(γ)), and e(Q,B(K(γ(1)))) ≤ e(Q,B(K(γ))) for
any randomized algorithm Q.
Furthermore, we assume that there exists an α > 0 such that for univariate integration
in H(γ
(1)
1 k) the Nth minimal error satisfies
e(N,B(γ
(1)
{1}k)) = Ω(N
−α/2). (34)
Since B(γ
(1)
{1}k) ⊆ B(K), it follows that the Nth minimal error of integration in H(K)
satisfies
e(N,B(K)) = Ω(N−α/2). (35)
Theorem 3.1 Let $(ν) = Ω(νs) for some s ∈ (0,∞). To achieve strong polynomial
tractability for the class Ares it is necessary that the weights γ satisfy decayγ(1) > 1. If
this is the case, we have for all p > decayγ(1) that
e(N,B(K))2 = Ω
(
N−min{α,
p−1
min{1,s}
}
)
or, equivalently,
pres ≥ max
{
2
α
,
2min{1, s}
decayγ(1) − 1
}
.
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The lower error bound and the lower bound on the exponent of strong tractability in
Theorem 3.1 are already optimal for product weights and for finite-intersection weights,
as will be shown in Section 4.3 and 4.2.
Proof. Let Q ∈ Ares have cost(Q,B(K)) ≤ N . Then there exists an n ∈ N and coordinate
sets v1, . . . , vn such that Q selects randomly n sample points x1 ∈ Xv1,a, . . . ,xn ∈ Xvn,a
and
∑n
i=1 $(|vi|) ≤ N .
To prove a lower bound for e(Q,B(K(γ))), we actually establish a lower bound for
e(Q,B(K(γ(1)))). Let v := ∪ni=1vi. Since clearly Q(f) = Q(Ψv,af) for all f ∈ B(K(γ(1))),
it is straightforward to deduce with the help of Lemma 3.1 and Lemma 2.9 that
e(Q,B(K(γ(1))))2 ≥ [1 + ‖Ψv,a‖K(γ(1))→K(γ(1))]−2 ∑
j∈N\v
γ̂{j}.
Due to (18) we get
‖Ψv,a‖K(γ(1))→K(γ(1)) = max{rv,∅,a,max
j∈v
γ
−1/2
{j} rv,{j},a} =
1 + ∑
j∈N\v
γ̂{j}
1/2 .
Put
Cop :=
(
1 +
∑
j∈N
γ̂{j}
)1/2
.
This quantity is finite, and e(Q,B(K(γ(1))))2 ≥ [1 + Cop]−2
∑
j∈N\v γ̂{j}. With Jensen’s
inequality we get with a suitable constant c > 0
|v| ≤
n∑
i=1
|vi| ≤
(
n∑
i=1
|vi|s
)1/min{1,s}
≤ (cN)1/min{1,s}.
Hence we obtain for S := ⌈(cN)1/min{1,s}⌉ and all p > decayγ(1)
e(Q,B(γ(1)))2 ≥
∞∑
j=S+1
γ̂{j} = Ω(S
1−p) = Ω
(
N
1−p
min{1,s}
)
. (36)
From this and (35) the error estimate in Theorem 3.1 and the inequality for the exponent
of strong tractability follow.
Now assume that the infinite-dimensional integration problem I is strongly poly-
nomially tractable. We get from Inequality (36) for all p > decayγ(1) that p ≥ 1 +
2min{1, s}/pres. Hence
decayγ(1) ≥ 1 +
2min{1, s}
pres
.
Therefore we have decayγ(1) > 1. 
4 Changing dimension algorithms
Firstly, we discuss changing dimension algorithms in the ANOVA setting for general
weights, and subsequently show how to tailor them to product weights and to finite-
intersection weights.
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4.1 General weights
A changing dimension algorithm QCD is of the form
QCD(f) =
∑
u∈Q
Qu,nu(fu,a), (37)
where, as before, fu,a is the uth component of the anchored decomposition of f with
respect to an anchor a, Q is a finite subset of U , and Qu,nu is a quadrature rule using nu
sample points for approximating
∫
[0,1]u
fu,a(xu) dxu. In particular, we assume that
∅ ∈ Q , n∅ = 1 , and Q∅,n∅(f) = f(a).
The algorithm QCD is linear and the cost for evaluating fu,a in the unrestricted sub-
space sampling model is bounded from above by O(2|u|$(|u|)); this follows directly from
(23).
Changing dimension algorithms for infinite-dimensional integration in the anchored
setting were introduced by Kuo, Sloan, Wasilkowski, and Woz´niakowski in [24] and refined
by Plaskota and Wasilkowski in [36]. Algorithms for multivariate integration based on a
similar idea were proposed by Griebel and Holtz in [17] and referred to as dimension-wise
quadrature methods.
If we speak of randomized changing dimension algorithms QCD, then we always assume
that the quadratures Qu,nu are randomized algorithms and that for each f ∈ H(K) the
random variables Qu,nu(fu,a), u ∈ Q, are stochastically independent. For our upper
bounds we consider quadratures Qu,nu that are unbiased on L
2(Du, ρu).
For convenience, we use for f ∈ H(K) the notation
ΨQ,a(f) :=
∑
u∈Q
fu,a and bQ,a := sup
f∈B(K)
|I(f)− I(ΨQ,af)|.
Furthermore, we put
SQ,u :=
∑
v∈Q ; v⊆u
(−1)|v| for any u ∈ U .
Remark 4.1 Notice that for v1, . . . , vn ∈ U we have Ψ{vi},a = ΨQ,a if we put Q := {u ∈
U | ∃i ∈ [n] : u ⊆ vi}. In this sense the definition of ΨQ,a generalizes the one of Ψ{vi},a in
Section 2. Analogously to Lemma 2.8, the representer hQ,a of the continuous functional
I ◦ΨQ,a in H(K) is given by
hQ,a(x) =
∑
u∈U
SQ,uγuku(x,a) for every x ∈ X. (38)
Lemma 4.1 Let QCD be a randomized changing dimension algorithm as in (37) with
unbiased randomized quadratures Qu,nu. Then we have for all f ∈ H(K)
E(QCD(f)) = (I ◦ΨQ,a)(f), (39)
and the worst case bias bQ,a of Q
CD is given by
bQ,a =
∑
∅6=u∈U
S2Q,uγuku(a,a). (40)
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If additionally the algorithms Qu,nu satisfy the condition (*) from Lemma 2.1, we have
Var(QCD(f)) =
∑
∅6=u∈Q
∑
w⊆u
Var(Qu,nu(Ψw,a(f
+
u ))), (41)
implying
E
(
I(f)−QCD(f))2 ≤ b2Q,a + ∑
∅6=u∈Q
∑
w⊆u
Var(Qu,nu(Ψw,a(f
+
u ))). (42)
Proof. We obtain
E(QCD(f)) =
∑
u∈Q
E(Qu,nu(fu,a)) =
∑
u∈Q
∫
Du
fu,a dρ
u =
∫
X
ΨQ,a(f) dµ.
With the help of (38) identity (40) can be proved in the same way as the identity in
Lemma 2.9. Furthermore, we get we the help of (2), Lemma 2.1 and 2.6
Var(QCD(f)) =
∑
∅6=u∈Q
Var(Qu,nu(fu,a) =
∑
∅6=u∈Q
Var
(∑
w⊆u
[Qu,nu(fu,a)]w
)
=
∑
∅6=u∈Q
∑
w⊆u
Var (Qu,nu([fu,a]w))
=
∑
∅6=u∈Q
∑
w⊆u
Var(Qu,nu((−1)|u\w|Ψw,a(f+u )))
=
∑
∅6=u∈Q
∑
w⊆u
Var(Qu,nu(Ψw,a(f
+
u ))).
Let f ∈ B(K). Due to (39) and (41) we see that the bias of QCD(f) is given by
bias(QCD, f) = |I(f)− (I ◦ΨQ,a)(f)|
and therefore the integration error can be estimated by
E
(
I(f)−QCD(f))2 = (bias(QCD, f))2 + Var(QCD(f))
≤ b2Q,a +
∑
∅6=u∈Q
∑
w⊆u
Var(Qu,nu(Ψw,a(f
+
u ))).

For the rest of the paper we assume that the following assumption hold.
Assumption 4.1 Let c, C, τ > 0, α1 ≥ 0, and α2 ∈ [0, 1]. Assume that we have for every
∅ 6= u ∈ Q and every nu ∈ N unbiased algorithms Qu,nu of the form (3) that satisfy (5)
and condition (*) of Lemma 2.1, and additionally for each w ⊆ u with γw > 0
Var(Qu,nu(fw)) ≤ cC |u|(nu + 1)−τFw(nu)‖fw‖2kw for all fw ∈ Hw, (43)
where Fw(n) = 1 for |w| ≤ 1 and
Fw(n) =
(
1 +
ln(n+ 1)
(|w| − 1)α2
)α1(|w|−1)α2
for |w| ≥ 2.
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Remark 4.2 To achieve our main result Theorem 4.1 we may relax the condition in
Assumption 4.1 that for each ∅ 6= u ∈ Q algorithms Qu,nu have to exist for every nu ∈ N.
It is easily seen that it is sufficient to have those algorithms, e.g., only for all bm, m =
1, 2, . . ., where b ∈ {2, 3, . . .} is some suitable fixed base (as it is usually the case if one
employs quasi-Monte Carlo algorithms based on special net constructions). In Section 5
we will rely on this simple observation.
From (43) we obtain with (41) and Lemma 2.7 for all f ∈ B(K)
Var(QCD(f)) ≤ c
∑
∅6=u∈Q
C |u|(nu + 1)
−τ
∑
w⊆u
Fw(nu)‖Ψw,a(f+u )‖2kw
≤ c
∑
∅6=u∈Q
C |u|(nu + 1)
−τ
(∑
w⊆u
ku\w(a,a)Fw(nu)
)
r2u,u,a‖f+u ‖2K
≤
∑
∅6=u∈Q
Cur2u,u,a(nu + 1)−τ ,
(44)
where
Cu := cC |u|
∑
w⊆u
ku\w(a,a)Fw(nu).
This, estimate (42), and identity (40) lead to
e(QCD, B(K))2 ≤
 ∑
∅6=u∈Q
Cur2u,u,a(nu + 1)−τ +
∑
∅6=u∈U
S2Q,uγuku(a,a)
 . (45)
The aim is now to minimize the right hand side of this error bound for given cost by
choosing the set Q and the quadratures Qu,nu (essentially) optimal.
Remark 4.3 The idea of using a changing dimension algorithm in the ANOVA setting is
to approximate the important ANOVA components of the integrand (i.e., the components
corresponding to coordinate sets u with large weights) very well by addressing these compo-
nents with the help of an anchored decomposition with a well-chosen anchor a. To achieve
this it is necessary that for the set W of important coordinate sets we have SQ,u = 0 for
all u ∈ W, otherwise the worst case bias b2Q,a of the changing dimension algorithm QCD
cannot become small, see (40). (Recall that SQ,u is an integer, so it is only “small” if
it vanishes.) A sufficient condition to achieve this is W ⊆ Q. Thus it seems a to be a
reasonable default choice to take Q =W.
Let us assume that decayγ > 1. Furthermore, let us choose an anchor of the form
a = (a, a, . . . ), where a ∈ D satisfies (16).
Due to (45) it is advantageous to choose a ∈ D such that k(a, a) is minimized, if possible,
or is at least relatively small.
To define changing dimension algorithms for general weights in the ANOVA setting,
we adapt the approach used by Plaskota and Wasilkowski in [36] for product weights in
the anchored setting. Our modifications of the approach in [36] allow us to make use of
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the error estimate (45) which is based on the ANOVA invariance lemma, Lemma 2.1, and
on the norm estimate from Lemma 2.7.
Without loss of generality we may assume that τ < decayγ −1; if this is not satisfied,
we simply replace τ by decayγ −1 − δ for some small δ > 0. Thus we may choose an α0
that satisfies
τ
decayγ
< α0 < 1− 1
decayγ
.
Put
L1−α0 :=
∑
∅6=u∈U
γ1−α0u and Ĉ := max{C(1 + k(a, a)), 4k(a, a)},
where C is the constant appearing in (43).
For a given ε > 0 we now choose for each u ∈ U a number n′u as follows:
n′u = n
′
u(ε, α0) :=
{
0 if cL1−α0Ĉ
|u|γα0u < ε
2,
⌊(cL1−α0Ĉ |u|γα0u ε−2)1/τ⌋ otherwise.
The actual number of sample points nu used by our changing dimension algorithm is then
given by
nu = nu(ε, α0) :=
{
max{1, n′u} if there exists a v ∈ U with u ⊆ v and n′v ≥ 1,
0 otherwise.
We put Q := {u ∈ U |nu > 0}. Notice that our choice of the numbers nu, u ∈ U , leads to
Q = Q. Therefore we obtain (cf. Remark 4.3)
S2Q,u
{
= 0 if ∅ 6= u ∈ Q,
≤ 22|u| otherwise,
which in turn implies
b2Q,a ≤
∑
u/∈Q
22|u|γuku(a,a).
If we define
B(ε) := max
u∈Q
max
w⊆u
Fw(nu), (46)
then (42) and (44) result in
e(QCD, B(K))2 ≤ c
∑
∅6=u∈Q
Ĉ |u|r2u,u,a(nu + 1)
−τB(ε) +
∑
u/∈Q
Ĉ |u|γu. (47)
To make this error estimate more explicit, we need to know more about the quantities
r2u,u,a, ∅ /∈ u ∈ Q, and about B(ε). To study the last quantity more closely, it is helpful
to introduce the ε-dimension d(ε), which is defined to be the size of the largest group of
active variables that is used by the changing dimension algorithm QCD = QCDε , i.e.,
d(ε) := max{|u| | u ∈ Q}.
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The ε-dimension is also helpful for the cost analysis, since
cost(QCD, B(K)) ≤
∑
u∈Q
2|u|$(|u|)nu ≤ $(0) + $(d(ε))
d(ε)∑
ℓ=1
2ℓ
∑
|u|=ℓ
nu
≤$(0) + $(d(ε))
d(ε)∑
ℓ=1
22ℓ
∑
|u|=ℓ
nu′ ,
(48)
and ∑
|u|=ℓ
nu′ ≤ (L1−α0cĈℓε−2)1/τ
1
ℓ!
∑
|u|=ℓ
γα0/τu .
Let us now assume that the following three estimates hold:
r2u,u,a = O(γu) , d(ε) = o(ln(1/ε)) , and B(ε) = ε−o(1). (49)
Then we get from (47) and the definition of the nus
e(QCD, B(K))2 = O
c ∑
∅6=u∈U
Ĉ |u|(nu + 1)
−τγuB(ε)

= O
 ∑
∅6=u∈U
γ1−α0u
(
cĈ |u|(nu + 1)
−τγα0u
)
ε−o(1)

= O(ε2−o(1)).
(50)
Furthermore, we get from (48)
cost(QCD, B(K)) ≤ $(0) + $(d(ε))
d(ε)∑
ℓ=1
22ℓ
(
L1−α0cĈ
ℓε−2
)1/τ 1
ℓ!
∑
|u|=ℓ
γα0/τu
≤ $(0) + $(d(ε))
ε2/τ
(cL1−α0)
1/τ Lα0/τ exp(4Ĉ
1/τ ),
resulting in
cost(QCD, B(K)) ≤ $(0) +O ($(d(ε))ε−2/min{τ,decayγ −1−δ}) .
Thus we have proved the following theorem for general weights.
Theorem 4.1 Let $(ν) = O(eσν) for some σ ∈ (0,∞). Let γ be weights with decayγ > 1.
If Assumption 4.1 is satisfied, and if in addition (49) holds, then we have for all δ > 0
that
e(N,B(K))2 = O
(
N−min{τ,decayγ −1}+δ
)
,
or, equivalently,
pres ≤ max
{
2
τ
,
2
decayγ − 1
}
.
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4.2 Finite-intersection weights
In this subsection, we consider finite-order weights γ of order β. Again we choose an
anchor of the form a = (a, a, . . . ), where a ∈ D satisfies (16).
For general finite-order weights of order β we clearly have d(ε) ≤ β and
B(ε) ≤ max
u∈Q
max
{
1, (1 + ln(nu + 1))
α1(β−1)α2
}
= O(1 + ln(1 + ε−1)) = ε−o(1).
Let us now assume a stronger monotonicity condition than (A6), namely
γu ≥ γv for all u, v ∈ U with u ⊆ v. (51)
Condition (51) leads for ∅ 6= u ∈ U to
r2u,u,a =γu
∑
u′⊂N\u
γu∪u′
γu
ku′(a,a) ≤ γu
∑
u′⊂N\u ; γu∪u′>0
k(a, a)|u
′|
≤γu(1 + ̺)max{1, k(a, a)β} = O(γu).
Thus (49) holds. Moreover, (51) implies∑
j∈N
γ
(1)
{j} ≤
∑
u∈U
γu ≤ η
∑
j∈N
γ
(1)
{j},
where η is as in (9). In particular, we have decayγ = decayγ(1) . These observations,
Theorem 3.1, Theorem 4.1, and [4, Thm. 4.3] lead to the following result.
Theorem 4.2 Let $(ν) = O(eσν) for some σ ∈ (0,∞). Let γ be finite-intersection
weights with decayγ > 1. If Assumption 4.1 and the monotonicity condition (51) are
satisfied then we have for all δ > 0 that
e(N,B(K))2 = O
(
N−min{τ,decayγ −1}+δ
)
,
or, equivalently,
pres ≤ max
{
2
τ
,
2
decayγ − 1
}
.
Assume additionally that condition (35) is satisfied for α = τ and that $(ν) = Ω(ν). Then
pres = max
{
2
α
,
2
decayγ − 1
}
.
Remark 4.4 With the help of suitable randomized multilevel algorithms, we may also get
sharp upper bounds for the strong exponent of tractability in the case where the function
ν 7→ $(ν) grows slower than linearly in ν. More precisely, we have the following result:
Let γ be finite-intersection weights with decayγ > 1. Let Assumption 4.1 and the
monotonicity condition (51) be satisfied. Assume that additionally condition (35) is sat-
isfied for α = τ . Let $(ν) = Θ(νs) for some s ∈ (0,∞). Then we have
pres = max
{
2
α
,
2min{1, s}
decayγ − 1
}
.
The upper bound on pres in the case where 0 < s ≤ 1 was derived in [4, Thm. 4.3] with
the help of randomized multilevel algorithms.
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4.3 Product Weights
In this subsection, we discuss product weights. For product weights assumption (A6) is
obviously satisfied and additionally, due to a ∈ X, we have always
r2u,u,a = γu
∑
u′⊂N\u
γu′ku′(a,a) = O(γu).
Furthermore, due to the definition of product weights and of QCD, we have
d(ε) = max
{
ℓ
∣∣∣ cĈℓL1−α0γα0[ℓ] > ε2} ,
and it was proved in [36, Lemma 1] that this quantity is indeed rather small in terms of
1/ε, namely
d(ε) = O
(
ln(1/ε)
ln ln(1/ε)
)
= o (ln(1/ε)) . (52)
Although the quantity B(ε) defined in (46) differs slightly from the quantity B(ε) defined
in [36, Sect. 3], we can use exactly the same argument used there for B(ε) to show that
also B(ε) = ε−o(1) as ε → 0. We briefly repeat the argument for the convenience of the
reader: For u ∈ Q and w ⊆ u with |u| ≥ |w| ≥ 2 we may write Fw(nu) = ε−power(w,nu)
with
power(w, nu) := α1
(|w| − 1)α2
ln(1/ε)
ln
(
1 +
ln(1 + nu)
(|w| − 1)α2
)
.
Put x := (|w| − 1)α2/ ln(1/ε). Then we have power(w, nu) ≤ α1x ln(1 + c/x) for some
suitable constant c. Since |w| ≤ |u| ≤ d(ε) = o(ln(q/ε)), the maximal value of x tends to
zero as ε approaches zero, and the same holds for x ln(1 + c/x). Hence
max
u∈Q
max
w⊆u ; |w|≥2
power(w, nu) = o(1).
Therefore we obtain with Theorem 4.1, Theorem 3.1, and [4, Thm. 4.5] the following
result.
Theorem 4.3 Let $(ν) = O(eσν) for some σ ∈ (0,∞). Let γ be product weights, and let
decayγ > 1. If Assumption 4.1 is satisfied, then we have for all δ > 0 that
e(N,B(K))2 = O
(
N−min{τ,decayγ −1}+δ
)
,
or, equivalently,
pres ≤ max
{
2
τ
,
2
decayγ − 1
}
.
Assume additionally that condition (35) is satisfied for α = τ and that $(ν) = Ω(ν). Then
pres = max
{
2
α
,
2
decayγ − 1
}
.
For the lower bound on pres notice that for product weights we always have decayγ =
decayγ(1), see, e.g., [8, Thm. 5].
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Remark 4.5 Similarly as in the case of finite-intersection weights, we may obtain better
upper bounds for the strong exponent of tractability in the case where the function ν 7→
$(ν) grows slower than linearly in ν by using suitable randomized multilevel algorithms
instead of changing dimension algorithms. More precisely, the following was shown in [4,
Thm. 4.5]: Let $(ν) = Θ(νs) for some s satisfying α−1
α
≤ s ≤ 1. Under condition (35)
and an additional assumption that slightly differs from Assumption 4.1 we have
pres = max
{
2
α
,
2min{1, s}
decayγ − 1
}
.
In the case where 0 < s < (α − 1)/α we still have good upper and lower bounds for pres,
but unfortunately they do not match anymore; for details see [4, Thm. 4.5].
5 Examples: Unanchored Sobolev Spaces and Scram-
bled Polynomial Lattice Rules
In this section we specialize to a concrete example of a reproducing kernel Hilbert space of
smoothness χ ∈ N and explicit constructions of quadrature rules which satisfy Assump-
tion 4.1.
5.1 Unanchored Sobolev Spaces
We consider now the domain D = [0, 1] where Σ is the Borel σ algebra and ρ the Lebesgue
measure. The following reproducing kernel Hilbert space was, for instance, considered in
[?, 25]. For arbitrary χ ∈ N we study numerical integration in the reproducing kernel
Hilbert space H(Kχ) with reproducing kernel
Kχ(x,y) =
∑
u∈U
γu
∏
j∈u
kχ(xj , yj),
where
kχ(xj , yj) =
χ∑
τ=1
Bτ (xj)
τ !
Bτ (yj)
τ !
+ (−1)χ+1B2χ(|xj − yj|)
(2χ)!
,
and where Bτ is the Bernoulli polynomial of degree τ . Let kχ,u(x,y) =
∏
j∈u kχ(xj, yj).
Note that kχ satisfies Assumptions (A 1), (A 2), (A 3), (A 5), and (A 2a).
In one dimension, the inner product in H(kχ) is given by
〈f, g〉kχ =
χ−1∑
τ=1
∫ 1
0
f (τ)(x)dx
∫ 1
0
g(τ)(x)dx +
∫ 1
0
f (χ)(x)g(χ)(x)dx
and the norm is given by
‖f‖kχ =
(
χ−1∑
τ=1
(∫ 1
0
f (τ)(x)dx
)2
+
∫ 1
0
|f (χ)(x)|2dx
)1/2
;
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here f (τ) and g(τ), τ = 1, . . . , χ, are the τth-distributional derivatives of f and g, respec-
tively. The norm in H(kχ,u) is given by
‖f‖kχ,u =
∑
v⊆u
∑
τ∈{χ}|v|×[χ−1]|u|−|v|
∫
[0,1]|v|
∣∣∣∣∣
∫
[0,1]|u|−|v|
∂|τ |f∏
j∈u ∂x
τj
j
dxu\v
∣∣∣∣∣
2
dxv
1/2 ,
where for a multi-index τ we denote the sum
∑
j∈u τj by |τ |.
For all v ∈ U let Kχ,v :=
∑
u⊆v γukχ,u. For f ∈ H(Kχ,v) we have the unique decompo-
sition
f =
∑
u⊆v
fu, (53)
where fu ∈ H(kχ,u). Note that (53) is the ANOVA decomposition of f .
5.2 Polynomial lattice rules
We introduce some notation first. For a prime b, let Fb be the finite field containing b
elements {0, . . . , b− 1} and by Fb((x−1)) we denote the field of formal Laurent series over
Fb. Every element of Fb((x−1)) is of the form
L =
∞∑
l=w
tlx
−l,
where w is an arbitrary integer and all tl ∈ Fb. Further, we denote by Fb[x] the set of
all polynomials over Fb. For a given m ∈ N, we define the map vm from Fb((x−1)) to the
interval [0, 1) by
vm
(
∞∑
l=w
tlx
−l
)
=
m∑
l=max(1,w)
tlb
−l.
We often identify k ∈ N0, whose b-adic expansion is given by k = κ0+κ1b+ · · ·+κa−1ba−1,
with the polynomial over Fb[x] given by k(x) = κ0 + κ1x + · · · + κa−1xa−1. For k =
(k1, . . . , ks) ∈ (Fb[x])s and q = (q1, . . . , qs) ∈ (Fb[x])s, we define the “inner product” as
k · q =
s∑
j=1
kjqj ∈ Fb[x],
and we write q ≡ 0 (mod p) if p divides q in Fb[x].
The definition of a polynomial lattice rule is given as follows.
Definition 5.1 Let b be prime and m, s ∈ N. Let p ∈ Fb[x] be an irreducible polynomial
with deg(p) = m and let q = (q1, . . . , qs) ∈ (Fb[x])s. Now we construct a point set
consisting of bmpoints in [0, 1)s in the following way: For 0 ≤ h < bm, identify each h
with a polynomial h(x) ∈ Fb[x] of deg(h(x)) < m. Then the h-th point is obtained by
setting
xh :=
(
vm
(
h(x) q1(x)
p(x)
)
, . . . , vm
(
h(x) qs(x)
p(x)
))
∈ [0, 1)s.
The point set {x0,x1, . . . ,xbm−1} is called a polynomial lattice point set and a QMC
rule using this point set is called a polynomial lattice rule with generating vector q and
modulus p.
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5.3 Owen’s scrambling
We now introduce Owen’s scrambling algorithm. This procedure is best explained by
using only one point x. We denote the point obtained after scrambling x by y. For
x = (x1, . . . , xs) ∈ [0, 1)s, we denote the b-adic expansion by
xj =
xj,1
b
+
xj,2
b2
+ · · · ,
for 1 ≤ j ≤ s. Let y = (y1, . . . , ys) ∈ [0, 1)s be the scrambled point whose b-adic expansion
is represented by
yj =
yj,1
b
+
yj,2
b2
+ · · · ,
for 1 ≤ j ≤ s. Each coordinate yj is obtained by applying random permutations to each
digit of xj . Here the permutation applied to xj,k depends on xj,l for 1 ≤ l ≤ k − 1. In
particular, yj,1 = πj(xj,1), yj,2 = πj,xj,1(xj,2), yj,3 = πj,xj,1,xj,2(xj,3), and in general
yj,k = πj,xj,1,...,xj,k−1(xj,k),
where πj,xj,1,...,xj,k−1 is a random permutation of {0, . . . , b − 1}. We choose permutations
with different indices mutually independent from each other where each permutation is
chosen uniformly distributed. Then, as shown in [33, Proposition 2], the scrambled point
y is uniformly distributed in [0, 1)s.
In order to simplify the notation, we denote by Πj the set of permutations associated
with the jth variable, that is,
Πj = {πj,xj,1,...,xj,k−1 : k ∈ N, xj,1, . . . , xj,k−1 ∈ {0, . . . , b− 1}},
and let Π = (Π1, . . . ,Πs). We simply write y = Π(x) when y is obtained by applying
Owen’s scrambling to x using the permutations in Π.
5.4 Interlaced scrambled polynomial lattice rules
For the results below we use interlaced scrambled polynomial lattice rules, which we define
in the following. We first define the interlacing function.
Definition 5.2 For an integer α ≥ 1 the digit interlacing function (with interlacing factor
α) is defined by
Dα : [0, 1)
α → [0, 1)
(x1, . . . , xα) 7→
∞∑
d=1
α∑
r=1
ξr,db
−r−(d−1)α,
where xr = ξr,1b
−1 + ξr,2b
−2 + · · · for 1 ≤ r ≤ α. We also define this function for vectors
by setting
Dα : [0, 1)
N → [0, 1)N
(x1, x2, . . .) 7→ (Dα(x1, . . . , xα),Dα(xα+1, . . . , x2α), . . .),
and for point sets {x0,x1, . . . ,xN−1} ⊆ [0, 1)N by
Dα({x0, . . . ,xN−1}) = {Dα(x0),Dα(x1), . . . ,Dα(xN−1)} ⊆ [0, 1)N.
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We can now define interlaced scrambled polynomial lattice rules.
Definition 5.3 Let the point set {x0,x1, . . . ,xbm−1} be a polynomial lattice point set and
let Π be a randomly chosen set of permutations. Then the point set
Dα({Π(x0), . . . ,Π(xbm−1)})
is an interlaced scrambled polynomial lattice point set. A QMC rule using an interlaced
scrambled polynomial lattice point set is called an interlaced scrambled polynomial lattice
rule.
5.5 Results
The following theorem follows by substituting Lemma 5.2 from the appendix in the be-
ginning of the proof of [16, Corollary 1] and using [16, Theorem 1] (where we choose
α = d = d0 = χ and r0 = χs).
Theorem 5.1 Let b be a prime and m ∈ N. Then an interlaced scrambled polynomial
lattice rule Qu,nu, using nu = b
m points, can be constructed component-by-component such
that for any f ∈ H(Kχ,u) we have
Var(Qu,nu(f)) ≤(nu − 1)−
1
λ
 ∑
∅6=v⊆u
γλvD
|v|+1
χ,λ
 1λ ‖f‖2Kχ,u,
for all 1/(2χ+ 1) < λ ≤ 1, where
Dχ,λ = −1 + (1 + Cb,χ,λ)χ,
and
Cb,χ,λ = max
{(
4χ(b− 1)
1− b−2χ
)λ
,
4λχ(b− 1)
1− b1−(2χ+1)λ
}
.
If we choose the weights γu, u ∈ U , in Theorem 5.1 to be all equal to one, we obtain
the following corollary.
Corollary 5.1 Let b be a prime and m ∈ N. Then an interlaced scrambled polynomial
lattice rule Qu,nu, using nu = b
m points in [0, 1]|u|, can be constructed component-by-
component such that for any fw ∈ H(kχ,w) with w ⊆ u we have
Var(Qu,nu(fw)) ≤(nu − 1)−τDτχ,1/τ (1 +Dχ,1/τ )|u|τ‖fw‖2kχ,w ,
for all 1 ≤ τ < 2χ+ 1, where Dχ,1/τ is defined as in Theorem 5.1.
Note that Corollary 5.1 ensures that Assumption 4.1 (weakened in the sense of Remark
4.2) is satisfied with α1 = 0. Thus we deduce from Theorem 4.1 the following result for
general weights.
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Corollary 5.2 Let $(ν) = O(eσν) for some σ ∈ (0,∞). Let γ be weights with decayγ > 1.
If (49) holds, then we have for all δ > 0 that
e(N,B(Kχ))
2 = O
(
N−min{2χ+1,decayγ −1}+δ
)
,
or, equivalently,
pres ≤ max
{
2
2χ+ 1
,
2
decayγ − 1
}
.
For finite-intersection weights and product weights we can deduce the next result
which follows from Theorem 4.2 and 4.3, and Corollary 5.1. Note that condition (35) is
satisfied for α = 2χ+ 1 for the space H(Kχ) since this already holds for the one-variable
case, see [31, Section 2.2.9, Proposition 1(ii)].
Corollary 5.3 Let $(ν) = O(eσν) for some σ ∈ (0,∞). Let γ be finite-intersection
weights that satisfy the monotonicity condition (51) or let γ be product weights. Assume
that decayγ > 1. Then we have for all δ > 0 that
e(N,B(Kχ))
2 = O
(
N−min{2χ+1,decayγ −1}+δ
)
,
or, equivalently,
pres ≤ max
{
2
2χ+ 1
,
2
decayγ − 1
}
.
Assume additionally that $(ν) = Ω(ν). Then
pres = max
{
2
2χ+ 1
,
2
decayγ − 1
}
.
Appendix
In [16, Section 3.1] (see also [7, Section 3.2]) a variation Vχ = Vχ,γ was defined, which for
functions f with continuous partial derivatives of order up to χ in each variable, is given
by
Vχ,γ(f) =
∑
u⊆[d]
γ−1u
∑
τ∈[χ]|u|
∫
[0,1]|u|
∣∣∣∣∣
∫
[0,1]d−|u|
∂|τ |f∏
j∈u ∂x
τj
j
dx[d]\u
∣∣∣∣∣
2
dxu
1/2 ,
where for u = ∅ we set τ = 0. For instance, for d = 1 we have
Vχ,γ(f) =
((
γ−1∅
∫ 1
0
f(x) dx
)2
+ γ−1{1}
χ∑
τ=1
∫ 1
0
|f (τ)(x)|2 dx
)1/2
.
By the tensor product structure of the Hilbert spaces H(kχ,u) it follows that∑
u⊆[d]
γ−1u ‖fu‖2kχ,u ≤ V 2χ,γ(f).
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We now show that a reverse estimate also holds. We consider d = 1 first. Let
0 ≤ τ < χ. If f (τ) is absolutely continuous, then the fundamental theorem of calculus
gives us
f (τ)(x) =
∫ 1
0
f (τ)(y) dy −
∫ 1
0
∫ y
x
f (τ+1)(z) dz dy.
Using this formula we deduce
|f (τ)(x)|2 =
(∫ 1
0
f (τ)(y) dy
)2
− 2
∫ 1
0
f (τ)(y) dy
∫ 1
0
∫ y
x
f (τ+1)(z) dz dy
+
(∫ 1
0
∫ y
x
f (τ+1)(z) dz dy
)2
≤2
[(∫ 1
0
f (τ)(y) dy
)2
+
(∫ 1
0
|f (τ+1)(z)| dz
)2]
≤2
[(∫ 1
0
f (τ)(y) dy
)2
+
∫ 1
0
|f (τ+1)(z)|2 dz
]
.
Thus we obtain∫ 1
0
|f (τ)(x)|2 dx ≤ 2
[(∫ 1
0
f (τ)(y) dy
)2
+
∫ 1
0
|f (τ+1)(z)|2 dz
]
. (54)
By repeated application of this formula we obtain
χ∑
τ=1
∫ 1
0
|f (τ)(x)|2 dx ≤ (2χ − 1)
[
χ−1∑
τ=1
(∫ 1
0
f (τ)(x) dx
)2
+
∫ 1
0
|f (χ)(x)|2 dx
]
.
Let Pu denote the set of polynomials defined on [0, 1]
u. Thus, by applying the above
formula in each coordinate, we obtain for functions f ∈ Pu that
V 2χ,γ(f) ≤ γ−1u (2χ − 1)|u|‖f‖2kχ,u. (55)
Thus, for f ∈ P[d] we have∑
u⊆[d]
γ−1u ‖f‖2kχ,u ≤ V 2χ,γ(f) ≤
∑
u⊆[d]
γ−1u (2
χ − 1)|u|‖f‖2kχ,u,
and in particular, for χ = 1 we have equality.
Let r ≥ 1 and k1, . . . , kr ∈ N0. Let ki = κi,0 + κi,1b + · · · , where κi,a ∈ {0, . . . , b − 1}
and κi,a = 0 for a large enough. We define a digit interlacing function Er for natural
numbers by
Er : N
r → N
(k1, . . . , kr) 7→
∞∑
a=0
r∑
z=1
κz,ab
z−1+ar.
We also extend this function to vectors
Er : N
dr → Nd
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(k1, . . . , kdr) 7→ (Er(k1, . . . , kr), . . . , Er(kr(d−1)+1, . . . , kdr)).
Let d ≥ 1 and ℓ = (ℓ1, . . . , ℓd) ∈ Ndr0 , where ℓi = (l(i−1)r+1, . . . , lir). Let
Br,ℓ,d = {(k1, . . . , kdr) ∈ Ndr0 : ⌊bli−1⌋ ≤ ki < bli for 1 ≤ i ≤ dr}.
Let f̂(k) =
∫
[0,1]d
f(x)walk(x) dx denote the Walsh coefficient of f . For ℓu ∈ N|u| we set
σ2r,(ℓu,0),d(f) =
∑
k∈Br,(ℓu,0),d
∣∣∣f̂(Er(k))∣∣∣2 .
For u ⊆ {1, 2, . . . , dr} we define the set v(u) ⊆ {1, . . . , d} as the set of 1 ≤ j ≤ d such
that u ∩ {(j − 1)r, (j − 1)r + 1, . . . , jr} 6= ∅. It is straightforward to show that
σ2r,(ℓu,0),d(f) = σ
2
r,(ℓu,0),d(fv(u)),
where fv(u) ∈ H(kχ,v(u)) is the ANOVA component of f of the set v(u) ⊆ [d].
Let µ(0) = 0 and for k ∈ N with k = κ0+κ1b+· · ·κa−1ba−1, where κi ∈ {0, 1, . . . , b−1}
and κa−1 6= 0, we set µ(k) = a. In [7, Lemma 9] and [16, Section 3.1] a bound on σr,ℓ,d(f)
was proven of the form
σr,(ℓu,0),d(f) ≤ 2|v(u)|max(r−χ,0)γ1/2v(u)
∏
j∈u
b−min(χ,r)µ(kj)Vχ(f), (56)
where ku = (kj)j∈u is such that (ku, 0) ∈ Br,(ℓu,0),d. The aim is now to show that the
above inequality also holds when one replaces Vχ(f) by ‖f‖Kχ,[d] (with a different constant,
see below). The proof proceeds by showing the result for a dense subset of H(Kχ,[d]) and
then extending the result to all functions in H(Kχ,[d]). In the following we show that the
set P[d] is dense in H(Kχ,[d]).
Lemma 5.1 The set of polynomials P[d] is dense in H(Kχ,[d]).
Proof. We consider the case d = 1 first. Let f ∈ H(Kχ,1). By the Stone-Weierstraß
approximation theorem, the fact that continuous functions are dense in L2([0, 1]) and the
fact that f (χ) ∈ L2([0, 1]) implies that for any ε > 0 there exists a polynomial q0 ∈ P{1}
such that ∫ 1
0
(f (χ)(x)− q0(x))2 dx < ε.
Let
q1(x) = f
(χ−1)(0) +
∫ x
0
q0(t) dt.
Then we have
f (χ−1)(x)− q1(x) =
∫ x
0
(f (χ)(t)− q0(t)) dt.
Using this equality we obtain∫ 1
0
(f (χ−1)(x)− q1(x))2 dx =
∫ 1
0
[∫ x
0
(f (χ)(t)− q0(t)) dt
]2
dx
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≤
∫ 1
0
∫ x
0
1 dt
∫ x
0
(f (χ)(t)− q0(t))2 dt dx
≤
∫ 1
0
x
∫ 1
0
(f (χ)(t)− q0(t))2 dt dx
<
ε
2
.
By repeating this argument we obtain a sequence of polynomials q0, q1, . . . , qχ such that(∫ 1
0
(f (τ)(t)− qχ−τ (t)
)2
≤
∫ 1
0
(f (τ)(t)− qχ−τ (t))2 dt < 2τ−χε.
This shows that pχ satisfies ‖f − pχ‖Kχ,1 < 2ε and therefore P{1} is dense in H(Kχ,1).
For arbitrary dimension d ≥ 1 we have that for any f ∈ H(Kχ,[d]) and ε > 0 there
exists a q0 ∈ P[d] such that
∫
[0,1]d
(f (χ)(x) − q0(x))2 dx < ε. The construction for the
case d = 1 can now be applied component-wise to obtain a polynomial qχ for which
‖f − qχ‖2Kχ,[d] < 2dε. Thus the result follows. 
Let now f ∈ H(Kχ,[d]). Then there exists a sequence of functions (fi)i≥1 in P[d] such
that ‖f − fi‖Kχ,[d] → 0 as i→∞. This implies that ‖f − fi‖L2 → 0 as i→∞.
Since for fi ∈ Pu we have Vχ(fi) ≤ 2χ|u|γ−1/2u ‖fi‖kχ,u , we obtain from (56)
σr,(lu,0),d(fi) ≤ 2|v(u)|max(χ,r)
∏
j∈u
b−min(χ,r)µ(kj)‖fi‖kχ,v(u).
For any k ∈ Nd we have
|f̂(k)− f̂i(k)| = |〈f − fi,walk〉L2| ≤ ‖f − fi‖L2
and therefore∣∣∣|f̂(k)|2 − |f̂i(k)|2∣∣∣ ≤ ‖f − fi‖L2 [‖f‖L2 + ‖fi‖L2 ] ≤ ‖f − fi‖L2 [2‖f‖L2 + ‖f − fi‖L2 ].
Let now ℓu ∈ Nu with ∅ 6= u ⊆ {1, 2, . . . , dr}, ε > 0 and i ∈ N be such that
‖f − fi‖L2(2‖f‖L2 + ‖f − fi‖L2)b‖ℓu‖1 ≤ ε.
Then we have
|σr,(ℓu,0),d(f)− σr,(ℓu,0),d(fi)| ≤
∑
k∈Br,(ℓu,0),d
∣∣∣∣∣∣∣f̂(Er(k))∣∣∣2 − ∣∣∣f̂i(Er(k))∣∣∣2∣∣∣∣
≤‖f − fi‖L2(2‖f‖L2 + ‖f − fi‖L2)b‖ℓu‖1 ≤ ε.
Thus we obtain
σr,(lu,0),d(f) ≤σr,(lu,0),d(fi) + ε
≤2|v(u)|max(χ,r)
∏
j∈u
b−min(χ,r)µ(kj)‖fi‖kχ,v(u) + ε.
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Since ‖fi‖Kχ,[d] ≤ ‖f‖Kχ,[d] + ε we obtain
σr,(lu,0),d(f) ≤σr,(lu,0),d(fi) + ε
≤γ1/2v(u)2|v(u)|max(χ,r)
∏
j∈u
b−min(χ,r)µ(kj )‖f‖Kχ,[d]
+
(
1 + 2|v(u)|max(χ,r)
∏
j∈u
b−min(χ,r)µ(kj)
)
ε.
Since ε > 0 can be chosen arbitrarily small, we obtain
σr,(lu,0),d(f) ≤ γ1/2v(u)2|v(u)|max(χ,r)
∏
j∈u
b−min(χ,r)µ(kj)‖f‖Kχ,[d].
Thus we have shown the following lemma.
Lemma 5.2 We have for all f ∈ H(Kχ,[d]) that
σr,(lu,0),d(f) ≤ γ1/2v(u)2|v(u)|max(χ,r)
∏
j∈u
b−min(χ,r)µ(kj)‖f‖Kχ,[d].
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