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List of Conventions and Abbreviations 
In this work we tried to stick to the following conventions and abbreviations, if not otherwise 
indicated : 
Abbr. Meaning Abbr. Meaning 
DMI Dzyaloshinskii-Moriya lnterac- ASD Atomistic Spin Dynamics 
tion 
GMR Giant MagnetoResistance TMR Thnnel MagnetoResistance 
MRAM Magnetoresistive Random Access DRAM Dynamic Random Access Mem-
Memory ory 
RKKY Rudermann, Kittel, Kasuya and FDM Finite Difference Method 
Yosida 
FEM Finite element method BEM Boundary element method 
GMSH Finite Element Mesh Generator LLG Landau Lifshitz Gilbert 
GMV General Mesh Viewer CVODE Solver for Ordinary Differential 
Equation 
HLib Library for Hierarchical Matrix BZ Brillouin zone 
Method 
NV Nitrogen-vacancy PBC Periodic Boundary Condition 
OBC Open Boundary Condition iSks isolated skyrmions 
SkX Skyrmion lattice ss Spin Spiral 
M 3 dimensional vector (containing f normalized 3 dimensional vector 
Cartesian components) 
c General vector c General matrix 
cfi' Transpose of a matrix ct Conjugate transpose of a matrix 
K Anisotropy constant A Continuum Exchange stiffness 
J Heisenberg Exchange stiffness Ms Saturation Magnetization 
a Gilbert damping constant Q Topological Charge (Skyrmion 
winding number) 
q Vortex winding number p polarity 
e Polar angle <P Azimuthal angle 
Bp Magnetic field pulse amplitude tw Magnetic field pulse width 
Pss Period of Spin Spiral State Psz Period of the Skyrmion Lattice 
Disk Size of a Skyrmion He Critical magnetic field for switch-
ing 
Introduction 
One of the emerging and exciting branches in todays micro- nano-electronic technology is spin-
tronics,1 triggered by the milestone discovery of giant magnetoresistance (GMR) by Albert 
Fert [1] at Orsay and Peter Grunberg [2] at Jillich. Over the last decades many theoretical 
and experimental breakthroughs have been reported in this research field such as the theory 
of spin-transfer torque by John Slonczewski [3] and Luc Berger [4] , ultrafast demagnetization 
by Eric Beaurepaire and coworkers [5], laser induced spin control by Alexey Kimel et al. [6] 
and the switching of magnetic domains by a femtosecond laser pulse by Daniel Stanciu et 
a! [7] . Based on these discoveries, the research on spin dynamics has been actively studied 
both theoretically and experimentally. Regarding the fundamental point of view, scientist 
are trying to understand the complexities of magnetism on the length scale of nanometers 
with a time resolution of femtoseconds(or attoseconds) , and in the course of that, many 
intriguing interdisciplinary research developments took place, e.g., opto-magnetism2 com-
bined with nanophotonics (THz, plasmonics or acoustics etc) [7-15] , magnonics [16- 19] or 
nano-magnetism with ultracold atoms3 [20- 24]. 
From the application point of view, the spin degree of freedom of electrons is already being 
utilized in commercial devices. For instance, Tunnel magnetoresistance (TMR) [25]-based 
sensors which enable great increases in the areal data density or magnetoresistive random-
access memory (MRAM), which is a non-volatile memory to overcome the limitations of the 
dynamic random-access memory (DRAM) and flash memory in the semiconductor industry. 
In the push for improvement of the hard drive, Western digital (former Hitachi lab.) plans 
to increase todays highest areal densities to the Tb/ in2 range. Meanwhile MRAM is already 
commercially available from Freescale Semiconductors and many semiconductor companies 
like Intel, Samsung and Fujitsu have made an effort for this research and development. The 
spins also can be utilized in biomedical industries, such as, with magnetic nanoparticles 
[26-28] or magnetic beads etc [29- 31]. Moreover, spin-based quantum information processing 
is actively studied in many research groups in the quest for future quantum computers etc [32]. 
Recently, the research in spintronics made significant progress by important discoveries 
1 Along with the electron charge that is currently utilized in conventional electronics, spintronics is the 
study and utilization of the intrinsic spin of the electron. 
21 performed my computational research on this subject at PGI-6 of Forschungszentrum Jiilich from 2011 
to 2012. 
3 1 performed my summer research project on this subject in Durham atomic physics group at 2009. 
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Figure 1: The vector field of two types of skyrmion magnetic configuration and topological equivalence 
of a hairy sphere. (a) Bloch (or vortex) type skyrmion. (b) Nee! (or hedgehog) type skyrmion. All 
spins of (c) the Bloch type skynnion and (d) Nee! type skyrmion map onto the smface of the m1it 
sphere. Figure adapted from [39, 40). 
like: Rashba spin orbit coupling and the Dzyaloshinskii-Moriya interaction(DMI), which have 
the same origin. The Rashba spin-orbit torque [33, 34] which is attractive for fast domain 
wall motion [35, 36] or tunable nano-oscillators [37, 38] . This topic is nowadays one of the 
most actively studied ones in this research community. The other important topic in nano-
magnetism is the study of magnetic skyrmions which are stabilized by the influence of the 
bulk4 or Interfacial DMI. The DMI Hamiltonian between two spins S; and Sj is generally 
described by a spin vector product: 
HoMI = -D;j · (S; x Sj)· (1) 
Due to this DMI, spins cannot be aligned in a uniform direction like the ferromagnetic(FM) 
state, and it displays a non-trivial canted and locally twisted magnetic ordering pattern which 
is a helimagnetic(spin spiral) state. The dependence of DMI on spin-orbit coupling is the 
starting point of this thesis, and the magnetic skyrmions stablized by DMI is intensively 
investigated throughout this thesis. 
The skyrmion, a nonsingular multidimensional topological soliton, was originally proposed 
by the British physicist Tony Hilton Royle Skyrme in the process of the investigation of 
nucleons in 1962 [41] . About 40 years later, the skyrmion has begun to attract considerable 
attention in the magnetism community as it was theoretically predicted to appear as the 
smallest possible perturbation by A. Bogdanov in a magnetic system [42]. Magnetic skyrmions 
can be defined as vortex-like nanometre-sized spin textures with a fixed sense of rotation as 
a topologically localized and modulated soliton. Schematic spin textures of skyrmions are 
shown in Figure 1. Figure 1(a) is called a Bloch (or vortex) type skyrmion which is typically 
observed in bulk B20 crystal structures, and Figure 1 (b) is called a N eel (or hedgehog) type 
4 In this thesis, we consider only bulk DMI effect. 
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Figure 2: Magnetic phase diagram of MnSi as a function of applied magnetic field and temperature. 
The spin structures in the various phases are sketched using black arrows except for the skyrmion in 
the A-phase, which is copied from [43]. Figure taken from [44]. 
skyrmion which appears at the interface between a ferromagnetic metal and a metal having 
a large spin orbit coupling. In this thesis, we consider only Bloch (or vortex) type skyrmions 
which appear in ultrathin magnetic films that have a noncentrosymmetric crystal structure. 
The magnetization is pointing up in the surroundings and gradually rotate in-plane, and 
pointing down in the core. We call this kind of special spin texture a skyrmion, and when 
such skyrmions form a periodical lattice we call this a skyrmion lattice (SkX) or skyrmion 
crystal. 
A skyrmionic state can be quantified by calculating the topological charge( Q)5 
(2) 
For a single skyrmion, Q is equal to unity, which means spins point in all directions to wrap 
a sphere when the spins of a skyrmion are mapped onto the unit sphere, see Figure 1( c) and( d). 
Thereby a skyrmion has always IQI = 16 which gives rise to particle like properties. This 
particle-like object, surrounded by a whirling twist of spins, is a quasiparticle that appears 
as a Goldstone mode of topologically broken symmetry. This skyrmion structure cannot 
be continuously deformed to an other magnetic sta te. Thus skyrmions are topologically 
protected and relatively stable structures as compared to any other topological defects7 such 
as magnetic vortices or bubbles. 
In 2009, the theoretical prediction of magnetic skyrmions was experimentally confirmed in 
5 It is sometimes called a skyrmion (winding) number or Pontryagin index. 
6 Q counts how many times the direction of the magnet ic moments wrap the unit sphere. 
7The topological defect exists if one cannot deform a spin configuration into the FM state. 
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Figure 3: The Hall anomaly (J'xy is observed between 5 and 11 K (numbers inside figures indicate 
temperature.) between 0.1 and 0.4 T. At 2.5 K, only the normal Hall effect is observed. The inset 
shows the itinerant electron spins aligned with the local spin moments S1 ,S2 and S3 . Figure taken 
from [45]. 
MnSi, that has a B208 cubic crystal structure with a noncentrosymmetric cubic space group 
P213 [44]. This crystal structure of MnS leads to a helical spin ground structure due to the 
lack of inversion symmetry, showing that always one spin spiral direction (right handed or 
left handed) is favorable due to the DMI. As seen in Figure 2, when the magnetic field is 
adiabatically applied to MnSi at a certain temperature, the skyrmion lattice phase the so 
called A phase is found as a slightly excited state from the ground state. 
In the same year, researchers at Princeton University reported the experimental obser-
vation of a highly unusual Hall cunent in MnSi [45, 46]. As seen in Figure 3, the unusual 
anomaly9 is shown between 0.1 and 0.4 T . Until that time they did not know that this is a 
skyrmion phase and had reported it as a "hidden constant" in the anomalous Hall effect of 
MnSi [46] . This response is caused by a coupling between the spin of the charge carriers with 
the chiral-spin textures and nowadays it turns out this is the skyrmion Hall effect. 
Magnetic skyrmions are attractive candidates for future devices since skyrmions have the 
size of a few nanometers and are very stable, protected by their topological charge(Q). Fur-
thermore they can easily be manipulated with spin-polarized currents or magnetic fields. 
Also, these nontrivial quasi-particles do not obey Newtonian mechanics nor the conventional 
Maxwell equations, showing intriguing dynamic properties like skyrmion Hall effect [47], topo-
8 0ther B20-type noncentrosymmetric itinerant magnets are FeGe, Fe, Co1-xSi or CrSi etc. 
9 Note that the ordinary Hall effect tends to the increase proportionally to increase the magnetic field and 
the Hall conductivity in Figure 3 displays a distinctive stepwise field profile unlike any other Hall response 
observed in solids at that time. 
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Figure 4: Schematic illustrat ion of the dynamic properties of a magnetic skyrrnion induced by a 
spin polarized current. When a conduction electron is passing the skyrmion texture, the electron 
flow is deflected by the effectivE' magnetic field b coming from the Berry phase effect(topological Hall 
effect, see Chapter 3.), and the conduction electrons move the skyrmion. \:Vhen the magnetic field 
is shifted, an electric field is induced by Faraday's law. Then, as soon as the skyrmion propagates 
by the current, an emergent electric field e is induced(emergent electromagnetic induction). Due to 
this emergent electric field e , the skyrmion shows a Hall motion(skyrmion Hall effect) . Figure taken 
from [50]. 
logical Hall effect [48] and emergent electromagnetism [49] due to the Berry phase10 connected 
with its non-collinear spin configuration, see Figure 4. However, for such applications the 
controlled creation, switching and maniplation of skyrmions is required. 
In this thesis, we explore isolated skyrmions with magnetic field pulses that can facilitate 
the generation as well as the control of their polarity and helicity in ultrathin magnetic films. 
The thesis is divided into two parts. The first part(Chapter 1 to 3) contains general aspects 
of micromagnetism, introduction of computational methods and an analytical treatment of 
skyrmions. In the second part various results and discussions are presented. In Chapter 4, 
we introduce a novel method to nucleate a magnetic skyrmion by a magnetic field pulse. The 
nucleation of an isolated skyrmion is numerically demonstrated in confined geometries. In 
Chapter 5, the stability of an isolated skyrmion in the absence of a magnetic field is intro-
duced. We discus the phase diagram for an isolated skyrmion which defines its finite range 
of existence. In Chapter 6, we demonstrate the polarity reversal of the core of a magnetic 
skyrmion by applying a magnetic field pulse. We found the recipe how to force the system to 
overcome the large energy barrier between two types of skyrmions characterized by opposite 
polarity and opposite topological charge. We show that the topological charge is not con-
served during switching of a skyrmion. In Chapter 7, we investigate the angular dependence 
100ne skyrmion acts as a magnetic flux h / e resulting from its special spin texture. 
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of an applied Gaussian magnetic field pulse, showing a variety of dynamic properties depend-
ing on the polar angle. Also we show how the pulse width and strength affect the reversal 
behavior, reducing the critical magnetic field pulse(Hc) for switching. The calculations are 
performed using atomistic spin dynamics (ASD) as well as by state-of-the-art micromagnetic 
simulations. We expect our findings to open new doors of science involving the manipulation 
of quantum topological states. 
Part I 
Theory and Numerics 
7 
Chapter 1 
Fundamentals of micromagnetism 
1.1 Introduction 
In this chapter, we will first review the fundamentals ofmicromagnetism. The micromagnetic 
theory is an approach to explain the magnetization dynamics in magnetic materials typically 
at the mesoscopic length scale between magnetic domains and crystal lattice parameters. Mi-
cromagnetics is the continuum approximation of the molecular dynamics modeling approach, 
and considers the magnetic moments in the cell instead of taking account of the individual 
atomic spins [51]. It offers a powerful and elegant way for calculating the dynamic proper-
ties of interacting magnetic moments such as magnetization reversal or hysteresis effects of 
magnetic media. 
It is nowadays routinely applied for calculating, e.g., the microstructure of magnetic do-
mains, vortices, Bloch points or skyrmions as well as their dynamic properties such as the 
hysteresis loop or magnetization curve for thin films of arbitrary shape. The systems may 
range in complexity from a few nano meters to the micrometer size of real systems. Time 
resolution is typically from ps to the fs scale. In particular, it has been remarkably successful 
in explaining the magnetic properties of transition metals and their alloys. 
1.2 Micromagnetic energy contributions and interactions 
In micromagnetism, the static and dynamic properties of each magnetic moment are de-
termined by the relative contribution of different energy terms [52]. The total energy of 
typical ferromagnetic materials comprises the magnetocrystaline anisotropy energy, isotropic 
exchange energy, anisotropic Dzyaloshinskii-Moriya exchange energy, magnetostatic energy 
and Zeeman energy. 
The isotropic exchange energy is the spin-spin coupling energy that keeps the spins aligned 
and thus results in a spontaneous magnetization, assuming that the temperature does not 
exceed the Curie temperature. The DMI energy is the antisymmetric exchange energy and can 
be present in noncentrosymmetric ferromagnets. It also plays a role at the surface or interface 
8 
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of magnetic materials, originating from the broken symmetry and spin-orbit coupling. The 
magnetostatic energy is a coupling energy among magnetic dipoles. Compared to exchange 
energy, it is generally weak and has a long range effect due to its slow decay over distance. 
The magneto-crystalline anisotropy originates from spin-orbital coupling and quenching as a 
consequence that the electrons couple to the crystal electric field. It plays an important role 
in determining the direction of the spontaneous magnetization in magnetic materials. The 
Zeeman energy comes from the coupling of an external magnetic field with the spins. The 
magnetostriction energy term is often ignored since its contribution is usually insignificant in 
nano scale systems. 
1.2.1 Magnetostatic energy 
The magnetostatic energy is the energy associated with dipole-dipole magnetostatic inter-
actions of the material with itself. It is generally called demagnetizing energy or stray field 
energy but strictly speaking, the demagnetizing field energy indicates the energy inside the 
sample that is aligned opposite to the direction of the magnetic moments, while the stray field 
energy is related to the energy outside the sample. Let us start from Maxwell 's equations 
\7 · B = J.Lo \7 · (H + M) = 0 
\7 X H = ja. (1.1) 
The magnetic field H can be divided in two parts : the applied . field H a induced by the 
external current ja, and the magnetostatic field Hctem coming from the magnetization M. 
\7. H a 0 
\7 X Ha ja (1.2) 
V' · Hctem -V' · M 
\7 X Hctem 0 
Considering inside a magnetic material, taking into account the magnetization M, the 
general solution inside a ferromagnet from Ampere's law is given by 
(1.3) 
Thus, Uctem can be written in the following form due to the relation V2 Uctem = \7 · M, 
U _ _ 1_ ( _ j \7 · M(r')d3 1 j M(r') · nd2 ') dem- r + r . 
47rJ.Lo lr- r'l lr- r'l 
V' S' 
(1.4) 
The first part is a volume integral over the magnetic volume. The second part is a surface 
integral where the vector is normal to the surface. The above equation can be re-written 
1.2. Micromagnetic energy contributions and interactions 10 
by introducing the volume change density p = -p,o(\7 · M) and the surface charge density 
o- = tto(VM · n) : 
U = J._ ( _ f (r- r')p(r') d3 1 f (r- r')o-(r') d2 ') 
dem 47r !r- r'l3 r + !r- r'l3 r . 
V' S' 
(1.5) 
1.2.2 Exchange energy 
The exchange interaction tends to align neighboring spins in a (anti) parallel direction. There-
fore, the misalignment of neighboring spins gives rise to extra exchange energy. The exclusion 
principle keeps electrons with parallel spins apart while reducing their Coulomb repulsion. 
The difference in energy between the parallel spin configuration and the antiparallel one is 
defined as the exchange energy. The magnetically ordered structures are the results of direct 
or indirect interactions between the local moments in particular sites or delocalized electronic 
moments in a crystal. The Heisenberg exchange Hamiltonian can be written as 
H = -2..:: J;jS;Sj 
i,j 
(1.6) 
where J;j indicates the exchange integral between spins S; and Sj. The exchange energy 
density in the continuum limit can be written as follows 
1 nn 
Eex(r;) = -2S2 Jon 2..:: cos tl;j 
i#j 
(1.7) 
where Jo denotes only nearest neighboring interactions, n is the atomic volume per mag-
netic ion and tl;j is the angle between spin S;(r;) and Sj(rj) which can be written as (see 
Figure(l.l)): 
(1.8) 
where "( is the local direction cosine. We can develop the general form of the coefficient 
/n,i(rj) by a Taylor series 
1 2 /n,j(rj) = /n,i(r;) + (rij · \7)/n,i(rj) + 2(rij · \7) /n,i(rj) (1.9) 
with r;j the nearest neighbour distances, we re-write equation(1.7), 
(1.10) 
1.2. Micromagnetic energy contributions and interactions 11 
Figure 1.1: Geometry of two neighboring spins and their coordinates. Figure recreated based on the 
textbook [52]. 
where the first term is a constant value and the higher order terms are ignored. Thus, 
equation(l.lO) can be approximately expressed in the continuum limit as: 
3 
Eex(r) = A L)Y'!n(r))2 (1.11) 
n=l 
where A is the exchange stiffness constant. Since ln(r) is the continuum variable, the 
equation(l.ll) can be more generally expressed as 
(1.12) 
Therefore the exchange stiffness is A = Js:a2 where a denotes the lattice constant and 
V is the unit volume. A can be determined from the dispersion relation of the volume 
mode through spin-wave resonance measurements. For instance, in the case of Permalloy, 
(NisoFe2o), the typical value of A is measured as 2.1 x w-u J j m. 
1.2.3 Dzyaloshinskii-Moriya energy 
The anti-symmetric exchange interaction plays a major role in this thesis. The origin is due 
to a lack of inversion symmetry, which is necessary for the appearance of DMI, and the strong 
spin-orbit interaction among the magnetic atoms which leads to a strong DMI [53, 54). The 
Hamiltonian between two spins Si and Si is generally described by a spin vector product: 
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HoMI = -D;j · (S; x Sj) 
= -D;j · e..t_sintp;j 
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(1.13) 
where D ;j is the Dzyaloshinskii Moriya vector which is measurable experimentally or 
theoretically, but the latter is beyond the scope of this thesis. 'Pij is the angle between two 
spins S; and Sj so that DMI is largest for 'Pij = ~· The DMI Hamiltonian satisfies the 
important rule 
(1.14) 
This indicates that there is an energy barrier between a left handed and right handed spiral, 
meaning that spins are always aligned in one rotational sense of a spiral structure. Therefore, 
DMI driven non-collinear magnetic spin arrangements always show a spiral structure with a 
unique sense of rotation. Also, the spin-orbit coupling leads to a chiral symmetry breaking. 
From the continuum approximation, equation(l.13) could be re-written as follows 
EoMI = -Dm · (V' x m) 
= D[mx(8mz _ 8my) 
ay az 
( amx amz) + m -- - --Y az ax 
(1.15) 
( amy _ amx)] + lliz . ax ay . 
By introducing Lifshitz invariants between two magnetic moments m; and mj 
(1.16) 
The equation(l.15) can be written as : 
(1.17) 
Typical values of EoMI are between 2.5 X w-3 J / m2 to 10.0 X w-3 J /m2 which can stabilize 
an isolated skyrmion in a 200 x 200 x2 nm magnetic film that is used in Chapter 7. 
1.2.4 Anisotropy energy 
The magnetocrystalline anisotropy energy originates from the crystalline structure of mag-
netic materials and the coupling between the spins and the lattices. Due to the crystalline 
1.2. Mieromagnetic energy contributions and interactions 13 
symmetry, the direction of the magnetization is preferred towards easy axes. The magne-
tocrystalline anisotropy energy can be written in general as : 
(1.18) 
where Kij and Kijkl are tensors depending on material properties and 'Yi to ll are the 
direction cosines referred to the cube axes which depends on the symmetry of the crystal. 
Eani can be diagonalized as follows 
Eani = Ko(r) + L K1i(r)'Y;2 (r) + 2::Kzi(r)'Y;4(r) + LK3ij(r )'Y; 2(r)'Yj 2 (r) + ... (1.19) 
i#j 
This general expression can be rewritten in terms of the local anisotropy in the case of 
a cubic crystal using the symmetry requirements of the special point groups. The cubic 
anisotropy energy E~~i can be written as follows 
(1.20) 
Here, K1 and Kz denote the first order and the second order anisotropy constants which 
unit is erg/ cm3 or Jjm3 and "11. 'fz, /3 are the direction cosines referred to the cubic axes. 
This expression comes from the symmetry considerations and it is invariant under all trans-
formation of the cubic symmetry. If K1 and K 2 are positive, E~~i has a minimum when the 
magnetization is aligned along the [100] direction which is called the easy axis, because the 
magnetization can be very easily saturated if the magnetic field is applied in this direction. 
In many cases, the anisotropy energy can .be expressed in spherical coordinates with m = 
(m,,my,mz) = (sin (B)cos(ip), sin(B)sin(ip) ,cos(B)) . Thus, the simplest case of uniaxial 
magnetocrystalline anisotropy energy, E~~i , can be expressed as : 
Ku1sin2 B + Kuzsin4 B 
Kul (1- mz2) + Kuz (1 - lliz2) 2 . (1.21) 
Lastly, the magnetic surface anisotropy, E~;, plays an important role in ultrathin magnetic 
films where the surface atoms have a lower symmetry as compared with that of atoms within 
the bulk magnetic system. E~~i can be determined by measuring the magnetic anisotropy as 
a function of the film thickness, t, showing the ljt linear dependence. Thus E~~i increases 
with the increase in surface to volume ratio. The first order energy term can be expressed as 
(1.22) 
Here, Ks is the surface anisotropy constant and n is the surface normal. 
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1.2.5 Zeeman energy 
The Zeeman energy is due to the dipolar interaction of a magnetic body induced by an applied 
magnetic field. 
(1.23) 
This energy is minimized when the external field is applied in the direction of the magne-
tization. 
1.3 The Micromagnetic Structures 
In this section, the various micromagnetic structures are introduced. Micromagnetic spin 
structures in magnetic materials are caused by the interplay between exchange, Dzyaloshinskii-
Moriya, Zeeman and uniaxial anisotropy interactions. The small size and internal stability 
of magnetic states such as domain walls, vortices, bubbles and skyrmions make them at-
tractive for memory type applications [39, 55-59]. These structures also can be considered 
as a metastable state by applying external variables such as applied field or spin polarized 
current as well as by changing the size, shape or thickness of the system. The fundamental 
characteristics of the structure of these topological defects1 are presented. 
1.3.1 Domain walls 
The magnetization of a ferromagnetic sample is the result of the competition between each 
energy contribution that we have looked into so far. In 1907, Weiss proposed the existence 
of magnetic · domains, that are regions inside the material that are magnetized in a different 
direction so that the net magnetization is nearly zero [60]. Domain walls separate one domain 
from another. The change of the magnetization direction from one direction to the other is 
a gradual process extending over several lattice planes. Let us firstly consider the simplest 
case of a one dimensional system and a Bloch domain wall. A Bloch domain wall is a set 
of parallel planes perpendicular to the wall normal. Each of these planes is magnetized 
homogeneously while the neighboring planes differ by the orientation of the magnetization. 
The energy functional of the Bloch wall energy can be written as follows 
1+ (d0) 2 Esloch = _ A dx + K · sin20dx (1.24) 
where A denotes the exchange stiffness constant and K indicates the anisotropy constant. 
The boundary conditions for the angle 0 are 
1 A topological defect is a tear, in the order parameter field, that cannot be patched. 
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lim B(x) = 0 
X->-
lim B(x) = 1r. 
x->+ 
(1.25) 
We will minimize this energy for a one-dimensional system by setting the variational 
derivative of E[B] to zero, 
E[B] = j f(x , (} , (}(l))dx (1.26) 
bE 8f d ( 8f ) 
OB(x) = 8(} - dx 8(}(1) (1.27) 
bE 828 . 
-ge = -2A 8x2 + 2Ksm8cos8 = 0. (1.28) 
Thus, we obtain the Euler-Lagrange equation, 
(1.29) 
The analytical solution for the magnetization in the 1-d Bloch wall is 
B = arctan ( e"'l VA7K) . (1.30) 
The important characteristic length for a Bloch wall is yfi, which is called the magne-
tocrystalline exchange length. The width of a Bloch wall can be written by Lilley's defini-
tion [61] 
(1.31) 
Let us now calculate the case of a Nee! domain wall. Unlike the Bloch wall where the 
magnetization rotates through the plane of the domain wall, the magnetization in a Nee! 
wall rotates within the plane of the domain wall as seen in Figure(l.2). Thus, the normal 
component of the magnetization in a Nee! wall is not continuous. The energy functional is 
1+ (d(})2 EN eel = · _ dx + 27r Ms 2 cos2 Bdx. (1.32) 
By the same method, the analytic solutions .can be written as 
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Figure 1.2: Spin configurations of (a) Bloch type, and (b) Nee! type domain walls. 
() = arccos (tanh ( V x ) ) 
2A/p,oMs2 
(1.33) 
Here, also the exchange length for a Nee! wall can be defined as .j 2A/ J-10M8 2 . The width 
of the Neel wall is expressed by the following 
(1.34) 
Thls wall width is similar to the Bloch wall expression, and the exchange length for a Neel 
wall provides the information of the typical size of magnetic structures. 
1.3.2 Magnetic vortices 
Magnetic vortices are spin configurations with an in-plane magnetization and a core direction 
with an out-of-plane magnetization resulting from the exchange interaction. The vortices 
can be formed in soft magnetic discs in the range of a few hundred nanometers to some 
microns to form a flux-closure pattern. The stability of a magnetic vortex in a ferromagnetic 
nanodisk was studied theoretically by Metlova and Guslienko [62]. The experimental evidence 
of magnetic vortex structures was observed by magnetic force microscopy imaging in circular 
permalloy nanodisks of 0.3 to 1 micrometer in diameter with 50 nanometers thickness [63]. 
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Figure 1.3: Winding number(q) of a vortex and an antivortex. (a) Schematic illustration of the 
winding number q. The angle is enclosed by the magnetization with the x axis. In-plane structure of 
(b) a vortex with q= 1 and (c) an antivortex with q =-1. Figure recreated based on [64]. 
The radius of the vortex core is related to the thickness of the sample. It can be generally 
written as Rcore = 0.86lexc ( zL) 113 where lexc is the magnetostatic exchange length of the 
thin film material and t indicates the film thickness. The general vortex(and antivortex) 
configuration is of the form : 
m, + imy = sinB(r)eiq(cp-cpo) (1.35) 
where m = ( m,, my, mz) = (sin ( B)cos ( <p ), sin ( O)sin ( <p), p cos ( 8)) and q is a topological 
invariant winding number. p is the vortex polarity and <po is a phase constant. Exact vortex 
(or anti vortex) configuration can be obtained by plotting values with putting q= 1 (or -1 for 
anti vortex) and <po = 1r /2, 
Thus, the magnetic configurations of a vortex and an antivortex are characterized by 
introducing the concept of the vortex winding number( q) which can be defined as a total 
variation of the magnetization angle <p as one moves counterclockwise around a circle, divided 
by 21r, (see Figure(l.3)) and it can be mathematically expressed as: 
1 f d<p q = 21r dSdS (1.36) 
where <p denotes the angle enclosed by the in-plane magnetization, and S is the perimeter 
of the vortex. This winding number, q, cannot deform a given spin configuration into another 
of different q. The angle <p of the in-plane magnetization of a vortex and an antivortex with 
winding number( q) is given by the relation 
(1.37) 
where <p is the angle between the local magnetization and the x-axis, and c is the chirality. 
</! is the angle between the position vector which points to the local magnetization and the 
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x-axis. The vortex winding number( q) describes the curling magnetization of vortices ( q = 
1), or the crossing magnetization of antivortices (q = -1), see Figure(1.3). The chirality c 
gives the orientation of the in-plane magnetization for a vortex curling either clockwise (c = 
-1) or anticlockwise (c = 1) around the core. 
The flux-closure magnetic domain patterns in a magnetic thin film includes magnetic 
vortices. This vortex state is intriguing because it shows rich dynamic properties such as 
vortex core switching [65]. The lowest frequency oscillatory mode of vortices is the gyrotropic 
motion. This gyrotropic motion occurs with a characteristic frequency of around 100 MHz. 
The value of the resonant frequency depends on the aspect ratio of the sample. This was 
theoretically studied by Thiele in 1974 [66]. 
1.3.3 Bloch Points 
A Bloch point, a point in space where the direction of the magnetization is not defined, in 
magnetic materials was proposed by Feldtkeller [67]. He introduced the first estimations of the 
Bloch point in different magnetization distributions around a singularity point. During the 
last decade. Bloch points have been studied in the frame work of micromagnetic simulations 
in several geometries [68, 69] . The spin configuration of a Bloch point is shaped as a singular 
point in which the transition between oppositely magnetized regions can not proceed and this 
gives rise to vanishing magnetization. The structure of a Bloch point is shown in Figure(1.4). 
(a) 
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Figure 1.4: The micromagnetic structure in the vicinity of a Bloch point. In the center of the Bloch 
point, the direction of the magnetization is not defined. The Bloch point shows various possible 
magnetic orientations around the Bloch centre depending on the inflow-phase('y) and the polarity(p). 
Green arrows indicate the orientation of magnetization. For instance, (a) diverging structure with 'Y 
= 0°. (b) circulating structure with 1 = 90°. Figure recreated based on [64]. 
The Bloch point is typically observed during the ultrafast switching of the vortex core. 
The core reversal of a magnetic vortex has attracted a lot of attention in the past decade 
[64, 70-73]. The occurrence of a Bloch point is part of the process of the annihilation of a 
vortex-antivortex pair. The Bloch point can be also nucleated in a cylindrical nanowire. The 
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dynamics in cylindrical nanowires has been studied via multiscale simulations2 by Andreas 
and Hertel [7 4]. 
1.3.4 Magnetic skyrmions 
Skyrmions are topologically stable solitons that arise as solutions to certain non-linear field 
equations. A schematic spin configuration of a skyrmion and an antiskyrmion is shown 
in Figure(l.5). The spin structure of a skyrmion shows that spins in the background are 
pointing up, and gradually rotate in-plane, and pointing down in the centre, or vice versa. 
The skyrmion structure can be changed to the antiskyrmion structure by varying the sign of 
the vorticity(q), see Figure(1.5). 
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Figure 1.5: The vector field of a two-dimensional magnetic skyrmion and anitiskyrmion. The back-
ground color blue indicates spins aligned in the downward direction, and green represents the in-plane 
spin state. Red indicates an alignment of up spins. q indicates the vorticity and "( depicts the phase 
factor related to the helicity. (a) The magnetic skyrmion with Q = + 1 shows the counter-clock wise 
helicity and up polarity. (b) The magnetic skynnion with Q = -1 shows the counter-clock wise helic-
ity and down polarity. (c) The magnetic antiskyrmion with Q = - 1. (d) The magnetic antiskyrmion 
with Q = +1. 
The topological charge(Q) 3 is defined as 
2The micromagnetic simulation is combined with atomistic parameters for an accurate description. 
3The definition of topological charge ·on an atomistic discrete lattice is described in Appendix I. 
(1.38) 
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Figure 1.6: The spin structure of rneron and anitimeron as half-skyrmions, corresponding to Figure 
1.5(a) to (d), respectively. Thus the topological charge(Q) is exactly half front that in Figure 1.5(a) 
to (d) , respectively. The background color blue indicates spins aligned in the downward direction, 
and Green represents the in-plane spin state. Red indicates an alignment of up spins. 
Since all spins in the skyrmion wrap a unit sphere, the topological charge( Q) of a skyrmion 
is always IQI = 1. Due to this special topological quantum number, a skyrmion has particle 
like properties. 
By introducing spherical coordinates for the magnetization 
m(r) = (cos <p( ¢)sin( B)(r), sin <p( ¢)sin( B)(r ), cos( B) (r)) (1.39) 
where r = (rcos<p,rsin<p). Equation(l.38) can be re-written as 
Q _ 2_ {
00 d ( 2.,. dJ.. dB(r) d<p( <P) . 11 ( ) _ 2_ [ n( )] r=oo[ (J..)] ¢=2.,. 
- 47r Jo r Jo '~' dr d<P smu r - 47r cosu r r=O <p '~' 4>=0 • (1.40) 
Equation(l.40) eventually results in the form of the polarity(p) and the vorticity(q)4 [75] 
1 Q = 2(p) X (q). (1.41) 
The polarity(p) is defined as [cosB(r)J~:;;" and the definition of vorticity(q) is given by 
the integer 
1 [ ]4>=271" q = 271" <p(¢) 4>=0 (1.42) 
4 The definition of the vorticity(q) is mathematically identical to the vortex winding number(q) as shown 
in equation(1.36). 
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where cp( ¢) represents the helicity which is defined as 
cp(¢) = q¢ +"f. (1.43) 
The last term "( is the phase factor which determines helical orders. 
Merons(and anti-merons) as seen in Figure(1.6) are in general another name for half-
skyrmions (and anti-skyrmions) in the special case of nonlinear sigma models that support 
skyrmions. Thereby the skyrmion number(Q) of merons(and anti-merons) is exactly half the 
corresponding ones for skyrmions shown in Figure(l.5) . Note t hat the sign of the topological 
charge(Q) is always changed when the polarity(p) or vorticity( q) is changed. 
1.3.5 Magnetic bubbles 
Magnetic bubbles are cylindrical magnetic domains which geometrically have an arbitrary 
cross section, tracing an arbitrary closed curve on a plane. The magnetization of bubbles 
is reversed with respect to that in the remainder of the magnetic system. If the magnetic 
layer is a garnet then the process of bubble formation can be observed with a polarizing 
microscope or a magnetic force microscope(, see Figure(1.7)) etc, when an external bias field 
applied perpendicularly to the surface is slowly increased until bubbles develop from isolated 
island strip domains. 
Figure 1.7: Magnetic bubble structure observed by magnetic force microscope, performed by Roland 
Wiesendanger's team. Magnetic bubble domains exist in magnetic garnets whose magnetization is 
perpendicular to the surface. By applying a magnetic field in the natural demagnetized state in a 
(YSmLuCah, (FeGe)s012 garnet thin film, the eirculru·-shaped magnetic bubble domains and two 
stripe domains are observed. Scanned area is 60 p.m. x 60p.m.. Figure adapted from [76]. 
When we consider the total energy functional as a form of B (polar angle of magnetization) 
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Figure 1.8: Typical magnetization profiles for an isolated skyrmion and a magnetic bubble. Inset 
shows internal structure of the skyrmion core. Here, x 0 indicates the domain wall thickness defined 
by xo = jAJR, D is the DMI constant, () is the polar angle of the magnetization, and p indicates 
radial distance. For a centrosymmetric magnet(DMI = 0) in equat.ion(l.44) only solutions for bubbles 
exist as metastable states. Under the influence of DMI the solutions include chiral skyrmions with 
finite DMI energy. Figure adapted from [78] . 
and p (radial distance, indicating outward direction starting from the core of the bubble . in-
plane) including dipole-dipole interaction, with boundary conditions 6(0) = 1r and 6( oo) = 
0, this energy an be written as 
where A is the exchange stiffness constant, D is the DMI constant, K is the magnetic 
anisotropy constant, Ha represent the applied magnetic field and Ed-d indicates the dipole-
dipole interaction energy. An analytical expression for Ed-d is written in reference [77]. 
Minimization of equation(l.44) leads to two types of solutions. (i) a localized state with core 
size Po ex IDI and the rotational sense in a certain direction, which can be called a skyrmion 
solution. (ii) solutions with extended core and thin transition wall regions. For D =0 these 
cylindrical domains transform into typical bubble domains of wall thickness vfA7K [78]. 
Typical magnetization profiles for the isolated Skyrmion and magnetic bubble are de~ 
picted in Figure(l.8). The main difference between the skyrmion and the chiral bubble 
domain is summarized below. First, skyrmions show stable smooth localized structures to 
distinguish them from other singular localized states. For this solitonicaly stable structure, 
this skyrmionic state cannot easily be changed by any external conditions. For instance. 
magnetic bubbles are only stabilized in magnetic layers by surface depolarization and the 
tension of ordinary domain walls as an effect of the shape of a magnetized body. On the 
other hand, the skyrmions in a magnetic body are soli tonic topological objects arising from 
the competing influence of internal short-range interactions. Second, magnet ic skyrmions can 
exist only in a narrow interval of magnetic fields compared to magnetic bubbles5 . Third, the 
5 See the phase diagram for the stability of magnetic bubbles in the book by Alex Hubert and Rudolf Schafer, 
Magnetic Domains : The Analysis of Magnetic Microstructure, Springer(1998), and the phase diagram for 
magnetic skyrmions is discussed in Chapter 5. 
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skyrmion configuration has an axisymmetric structure in t he skyrmion core and its localized 
surrounding background. Fourth, the sense of rotation is always fixed. Thus, it gets back 
to its original state as time goes by even if the sense of rotation is changed via external 
perturbations unless the intrinsic DMI vector is changed by the composition of the chiral ma-
terials [79, 80]. Finally, skyrmions show intriguing dynamic properties like topological Hall 
effect, skyrmion Hall effect and emergent electrodynamics due to their robustness and Berry 
phase effect [49, 75, 81]. Therefore, even if a bubble domain has the same the topological 
charge as a skyrmion (Q= ±1) , we need to pay attention to the soliton properties when 
discussing a skyrmion [82]. 
1.4 Dynamics of magnetization 
1.4.1 Effective field 
We have discussed each energy contribution for the total energy in section(l.2). Thus, the 
total energy can be written by the summation of all individual energy terms. 
Etot = J (Edem + Eexc + EoMI + Bani + Ezee )dV 
v 
(1.45) 
If we know exactly the magnetization distribution within the magnetic sample, we can 
calculate the magnetic tot al energy. However , it is very complicated to know the explicit mag-
net ization distribution inside a sample. For this reason, Brown introduced the minimization 
of Etot through variational methods. This variation principle finally leads to the so-called 
Brown's equation [83]: 
M X Heff = 0. ( 1.46) 
The magnetization is parallel to an effective field Heff in its equilibrium state. The effective 
field can be defined by the funct ional derivative of the total energy density with respect to 
the magnetization 
Heff = __ 1_<5Etot 
J.LoMs oM 
2A 2 1 8eK 
= Hdem + -.--f \l M + HoMr - -M BM + Hzee· 
J.lD"" s J.Lo s 
(1.47) 
Brown's equations have to be solved together with the proper boundary conditions. It is 
also necessary to check whether the solution is a minimum at which the variation vanishes. 
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1.4.2 Landau Lifshitz Gilbert equation 
From Brown's equation [51], we obtain the equilibrium magnetic configurations by minimiza-
tion [69]. Now we turn our interest to the dynamic properties and time evolution of the 
magnetization. Let us consider the situation of the precession of the magnetization under a 
magnetic field. The torque T can be written by the rate change of angular momentum L over 
time 
dL 
r= - = m xHeff· dt (1.48) 
Here, the magnetic moment m is connected to the angular momentum L by the gyromag-
netic ratio 1 
M L =--
1 
1 = 9~~0 = 1.1051 g x 105 [mA- 1s- 1] 
(1.49) 
(1.50) 
where g is 2 for the spin and 1 for the orbital motion, e is the absolute value of the 
electric charge of a single electron, and m is the electron's mass. Therefore, the motion of 
the magnetic moment of the electron can be expressed mathematically by 
dM dt = - 1M X Heff· (1.51) 
This equation(l.51) describes just the precession of the magnetization vector m under 
the interaction with a magnetic field without considering damping, the so called Larmor 
precession. The Larmor frequency is w = 1Heff· But, experimental results show that the 
magnetization decays in a finite time so that M is eventually aligned with Heff· This kind 
of damping cannot be derived from basic principles, therefore Gilbert , in 1955, introduced 
a phenomenological term caused by a complicated interaction of the electron's magnetic 
moment with the crystal lattice [84] . The proposed form is 
a dM 
-M x -
M s dt 
(1.52) 
where a is the dimensionless damping constant. Thus, the dynamic Gilbert equation can 
be written in the following form by adding a damping term : 
dM a dM 
- = -IM X Hff + -M x -. dt e Ms dt (1.53) 
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This Gilbert equation is a self-consistent equation because d:;: appears on both sides, and 
it is equivalent to the Landau-Lifshitz equation [85] which is 
(1.54) 
where>. is a dimensionless damping parameter. The relationship of the two equations can 
be derived as follows. Firstly we assume ~ = 0, and we rewrite the Gibert equation(l.53) 
as 
M x - = - -+1MxH ff . dM M s (dM ) dt a dt e (1.55) 
After multiplying with M x, the right hand side of the Gilbert equation(l.53) becomes 
a ( dM) 
- 1M X (M X Heff) + Ms M X M X t 
(1.56) 
a [( dM) 2 dM] = -1M x (M x H ff) +- M · - M - M - . 
e M8 dt dt 
From the fact d~f = 0 and summarizing the above two equations(l.55) and (1.56) 6 
M 8 (~ +a) dM = - M8 r M x H eff - 1M x (M x H etr), 
a dt a (1.57) 
dM , a1' dt =-1 M X Heff - M M X (M X H etr) . (1.58) 
Therefore, we obtained that the Gilbert equation(l.53) is equal to the Landau-Lifshitz 
equation(l.54) . Also the relation between the damping parameter is 1' = 1Ja2 
If 1' = 11~"' 2 is put into the right hand side of equation(l.58) , Equation(l.58) will become 
dM 1 a>. 
-d = ---2 M X Heff- ( 2)M M X (M X H eff). t l+a l+a s (1.59) 
This is called the Landau-Lifshitz-Gilbert equation. 
6 Equation(l.57) is obtained from the equality, Mx LHS (Left hand side) = Mx RHS (Right hand side) 
in Gilbert equation(l.53). 
Chapter 2 
Numerical Methods 
2.1 Introduction 
In this Chapter, the computational methods for spin dynamics are presented. The main 
work in this thesis are the theoretical investigations of the static and dynamic properties of 
isolated skyrmions in helimagnetlc systems. The calculations are performeci via state-of-the-
art micromagnetic simulations as well as atomistic spin dynamics(ASD). Magnetic properties 
have been studied with density functional theory(DFT) but this description has long been 
limited to the study of ground state properties. Therefore, we perform the spin dynamics 
modeling with greatly extended codes for skyrmion dynamics. First, we introduce the general 
technique of finite element micromagnetic simulation. Second, the ASD method is described. 
The calculation of the ASD is based on spin dynamics simulations applied to an extended 
Heisenberg model for different types of crystal lattices. 
2.2 Finite-element simulations 
The numerical micromagnetic modeling deals with the time dependent dynamics of the mag-
netization that arises in magnetic materials on the scale of nanometers. The micromagnetics 
approach is the tool of mathematical analysis and computer simulation. For example, the 
Ritz method [86] is a total energy minimization technique in terms of the free parame-
ters of a functional ansatz for the patterns of magnetization. However, the Ritz technique 
is not successful to treat the long-range dipole-dipole interaction. Therefore, other meth-
ods have been developed such as the fast Fourier transform(FFT) approach [87], the fast 
Multipole Method(FMM) [88], the finite element method(FEM) [89), the finite difference 
method(FDM) [90]1, the Ewald summation approach [91], and the fast Fourier fransform on 
multipoles method(FFTM) [92]. These are effective methods to calculate the magnetic stray 
field which is crucial in computational micromagnetism [93]. 
In this thesis, we mainly used the FEM which is popular for solving electromagnetic field 
1 The general idea of the finite differences are presented in the Appendix II. 
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problems on the scale of realistic sample sizes. The FEM is a technique to solve partial 
differential equations(PDE) numerically. FEM has mainly two advantages compared with 
other methods. First, the FEM is able to solve PDEs in almost any arbitrarily shaped 
region. Second, the method is well suited for use in a large class of PDEs. While it is almost 
always possible to conceive better methods for a specific PDE in a specific region, the finite 
element method performs quite well for a large class of PDEs. Thus, the FEM is superior 
than any other methods in the way that it can deal with arbitrarily shaped regions and a 
large class of partial differential equations. 
Especially, compared with FDM which is widely used nowadays to solve micromagnetic 
problems [94]2 , FEM has a geometrically rich flexibility in irregular geometries, and it is 
relatively easy to implement. In FEM, the problem is discretized into tetrahedral elements, 
using finite elements. By choosing the proper interpolation functions, shape functions / basis 
functions, the re-formulated linear equations for a single element are obtained by deriving the 
weak formulation3 of the differential equation subject to a set of boundary conditions. From 
the global matrix system of equations through the assembly of all elements, in conjunction 
with imposing the boundary conditions, the linear system of equations can be solved using 
linear algebra techniques. The described finite element micromagnetic algorithm in this 
chapter is based on TetraMag which was initially developed by Hertel and was upgraded by 
team members. The simulation by the Galerkin method [99], which is one of the methods of 
FEM to use the piecewise polynomial ftmctions to construct the finite dimensional subspace, 
goes through the following steps. Firstly, the finite element mesh is generated via a three-
dimensional finite element mesh generator, the so called GMSH [100], after drawing a specific 
geometry. During pre-processing, the mesh dependent matrix components are stored at each 
node. During main processing, the effective field is calculated at the vertices of the finite 
tetrahedral elements, and the partial ordinary differential equation(Landau Lifshitz Gilbert 
equation) is solved until reaching the maximum torque. Finally, as a post processing, the 
visualization is done via a General Mesh View called GMV made by Los Alamos National 
Lab or Paraview, which is an open source visualization software developed at Sandia National 
Laboratory and Kitware Inc, [101]. Finally the error corrections are performed. 
2.2.1 Finite element mesh generation 
For the description of the mesh generation process, the 3-D Delaunay algorithm [102] is 
implemented with GMSH which is the three dimensional finite element grid generator with 
a build-in Computer-Aided Design(CAD) engine and post-processor4 . The discretization of 
2Unexpected results in standard micromagnetics have been discussed in the micromagnetic modeling ac-
tivity commuruty [95-98]. 
3 FEM use compact basis functions to approximate a solution on individual elements. The weak formulation 
is a variational statement of the problem in which we integrate against a test function. The choice of test 
function is up to us. This has the effect of relaxing the problem instead of finding an exact solution everywhere, 
we are finding a solution that satisfies the strong form on average over the domain. 
4We used theTetGen alogorithm implemented in GMSH [103]. 
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Figure 2.1: Linear triangular element. Potential(¢) at element 1 can be expressed as a+bx+cy and 
the potential across the whole system in two dimensions can be expressed by equation(2.1). 
finite element cells starts from randomly situated seed points. The Delaunay triangulation 
of Voronoi points is placed in containing the forming points of adjacent Voronoi cells [104]. 
The Delaunay triangulation of a point set is a collection of edges to satisfy an empty circle 
property. For each edge, a circle is defined containing the edge's endpoints but not containing 
any other points. The grains are supposed to grow constantly in each direction. The Delaunay 
triangulat ion is performed to identify the Voronoi points inside the magnetic system. The 
distance between these point determines the size of the tetrahedra. The construction of 
tetrahedra within the magnetic body with Delaunay triangulation does not confirm the faces 
at the boundaries so that the meshes at the surfaces are recovered [105]. 
2.2.2 Finite element formulation 
We will start from the simplest case of the differentiation problem, e.g. let us consider the 
potential ¢ in a two dimensional plane, using the unknown basis function U e of each element. 
N N 
¢(x,y) = L rPe(x, y) = L¢(x,y) · Ue(x ,y) (2.1) 
e= l e=l 
The rPe is assumed to be linear within the element. We can define rPe(x, y) = a+ bx + cy 
for a triangular element in a two dimensional plane as shown in Figure(2.1) or we can define 
rPe(x, y) =a+ bx + cy + dxy for a quadrilateral plane which is also a typical type of element 
shape for finite element grids. rPe will be zero outside the element. The gradient of the 
potential5 of the element will be 
'V¢e(x, y) = (:xx + :/J) rPe (x, y) = (xx + yi))¢e(x, y) = bx+ci). (2.2) 
Now we define the governing equation called the stiffness matrix, considering each of the 
potentials rPe at the nodes 
5If </> is the electrical potential (V.), "il¢. will be the electric field (E.) . 
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[::~] [~ :~ ~~] [:] 
l/>e3 1 X3 Y3 c 
(2.3) 
Here the values of Xt, x2 and X3 are the known values. However, the values of a,b and c 
are the unknown values. We now will be able to define these unknown values a,b and c in 
terms of the size of the shape and the location of the triangular elements and node elements 
1/>el ,¢e2 and rPe3 : 
:=: [~ :: ~~] ~' [::~] 
1 X3 Y3 rPe3 
1 [(X2Y3 - X3Y2) (X3Yl - XtY3) 
= 2A (Y2 - Y3) (Y3 - Yl) 
(x3 - x2) (x1 - X3) 
(2.4) 
Then, let us define the 4>e(x , y) 
Here, we put the above equations together and this can be written as a shape function or 
basis functions, 01,02 and 03. The shape functions are defined as 
01 = 2~ [a1 b1x CtY] , 
02 = 2~ [a2 b2X C2Y] , (2.6) 
03 = 2~ [a3 b3X C3Y] · 
The shape functions have some important properties. They are often called linear interpo-
lating function between the nodes. If we consider three nodes,(see Figure(2.1)), this function 
represents the linear relationship between them. The individual shape functions at a certain 
node can be defined as oi(xi, Yi) = 1 if i = j, otherwise Oi(Xi , Yi) = 0 if i i= j. The sum 
of all of the shape functions at any given node or any given location is always going to be 
1, 2:f=1 oi(x;, y;) = 1. The basic idea of the finite element method is to minimize the total 
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energy of the combination of all the element nodes in the grids. In order to find the energy 
per unit length for a single element6, we need to know the differentiation or integration of 
the function using equation(2.5), rPe(x, y) = ~;=l rPeiO'.i : 
(2.7) 
here, we can find 'ilo.; from equation(2.6). For instance, 
(2.8) 
Now let we continue to calculate the integration of the shape functions. Assuming¢ is the 
electrical potential, the energy per unit length will be We = ~I e l'i7</Jel 2 d8e. Substituting 
'il</Je by equation(2.7), then the energy of the element will be given by the following integral 
form: 
(2.9) 
We define Is, 'i7 o.; 'i7 O.jdSe = Cij (e) as an elemental coefficient matrix. It sometimes is 
also called an element coupling matrix since we can know the coupling between each of 
the nodes. Now we know each of the gradients and can integrate them. For example, 
cell= Is. 'ilO'.lO'.ldSe = ~ f[(Y2- yg) 2 + (xg- X2) 2]dSe = 4~[(Y2- yg) 2 + (xg- X2) 2]. We 
go through c e12 , ce1s, c e21 .. via the same method. We can then define the element coefficient 
matrix 
[
Cll c12 C}gl 
C(e) = C21 c22 C2g 
Cg1 Cg2 Cgg 
(2.10) 
6If </>, is the electric potential , the energy per unit length will be W, = ~ f E: IEI2 dS, = ~ f £ IV</>,1 2 dS,. 
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Figure 2.2: Defining the finite element numbers of global and local variables. Numbers 1,2,3,4 and 
5 indicate the global nodes, and numbers (1) ,(2) and (3) represent the local nodes at each triangular 
elements of Q),@ and @. In each local grid, the direction of numbering of the local variables is always 
going counter clockwise. 
and the element node vector, 
(2.11) 
Thus, equation(2.9) can be re-written as We= !s<fe T (:(e)<fe· So far, we have been calcu-
lating in a single element by solving the differentiation and the integration using the shape 
function. Now let us consider the assembly of t he elements in the system,e.g, the total en-
ergy when we consider equation(2.9), using the global coefficient matrix and the global nodes. 
Then, the total energy can be written as follows 
N 
W = L We = ~c¢(~lobal)C(globaJ)¢(global)· 
e=l 
(2. 12) 
For simplicity, we consider only 3 triangular elements, assuming the simplest system as 
seen in Figure(2.2), 
(2.13) 
The numbering of nodes by global variables and local variables is organized by the local 
grids, always going in the counterclockwise direction. For example, the global node 1 equals 
local node (1), global number 4 equals local node (2) and global number 2 equals local node 
(3) in a first grid (element Q)). In a second grid (element @), the global node 1 will be 
local node (1), global number 3 equals local node (2) and global number 4 equals local node 
(3). In the same logic, in a third grid (element @), the global node 3 will be the local node 
(1) , global number 5 equals local node (2) and global number 4 equals local node (3) , see 
Figure(2.2). Thereby the total energy of the system considering these 3 elements will be 
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W = ~c[¢1 ¢4 [c" Ct4 c,l [~] ¢2] C41 C44 C42 c21 c24 c22 
+ ~E [¢1 ¢3 ¢4] [Cu Ct3 c,.l [!:] C31 C33 C34 C41 C43 C44 
[c" Cgs CM l r··] (2.14) + ~E [¢3 ¢s ¢4] Cs3 Css C54 ¢s 
C43 c4s C44 ¢4 
Cu C12 C13 c14 C1s ¢1 
= ~c [¢1 </J2 ¢3 ¢4 ¢s] C21 c22 C23 C24 C2s ¢2 C31 C32 C33 C34 Cgs ¢3 
C41 C42 C43 C44 C4s ¢4 
LCst Cs2 Csg Cs4 Css ... ¢s 
To find the global coefficient matrix C(global)> the numbering of the global nodes (1 to 5) in 
Figure(2.2) should be performed during the generation of the finite element mesh along with 
numbering the elements (Q) to @). Then, we consider each elements to have global i and j 
nodes, since we are looking for the global coefficient matrix Cij , which elements have global 
node i and node j. For instance, Cn is going to come from the element Q) and the element 
@because they both touch global node 1, so we get Cu = ciil + ciil , C12 is going to only 
come from element number Q). So we have C12 = cW, and C14 has global node number 1 
and 4 including the element Q) and the element @ so that we have C14 = cnl + ci~l. No 
elements have global node 1 and 5 so that C15 is going to be zero. After finding these global 
coefficient matrices, the next step is to convert back to the local node numbers ((1) to (3)) 
and calculate the element coefficient matrices. For instance ci!l is different from the ci~l 
where the superscript indicate the element number and the superscript indicates global nodes 
1 and 2. This will be a function of the point (xt,x2,Xg .. ;y1,Y2,Y3··)· By calculating these 
local nodes at these points, we will eventually find the element coefficients in equation(2.14). 
Now we try to minimize the energy w = ~E(/> T c(/> by applying the boundary conditions, 
assuming the free nodes (unknown values) and prescribed nodes (known values) in the global 
nodes, 
8W 8w 8W 
8</Jt = 8¢2 = ... 8</JN = Q. (2.15) 
For instance, the first term in equation(2.15) will be 
(2.16) 
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and generally 
N 
0 = L ¢iCk;, (2.17) 
i=1 
and we want to solve¢; with the element coefficient matrix (known value) and the bound-
ary condition. Assuming the boundary condition, some values are prescribed(P) at the 
nodes and the other values are free(F) at the nodes. Thus, we arrive at W = ~c:¢1 Tc¢ = 
~c:[¢F¢P] [Cpp Cpp] [¢F] from equation(2.14), and this can be solved by equation(2.15), 
Cpp Cpp </Jp 
m; = 0, yielding [CppCpp] [:;] = 0. Here the coefficient matrix Cpp contains the known 
values based on the size of the shapes and t he location of the triangle, and </JF is the unknown 
value that we want to find by 
(2.18) 
Here the index F and P indicate free and prescribed nodes so t hat the right hand side 
values are known values, and this equation(2.18) can be generalized to the form Ax = b. This 
will be solved using the Gaussian elimination. 
To summarize the finite element method : firstly, define a grid with the location (x; , y;). 
Then, calculate the global coefficient matrix C as described above, numbering the local nodes, 
numbering the global nodes and adding all the Cij that include both node i and j. Then, 
after applying the boundary condi tions, we can divide the free coefficient matrix elements and 
prescribed matrix elements, and we arrive at the form Ax = b. This gives the information of 
the node potential q,e,i(xy). In order to find the potential anywhere in the element, we can 
sum up the shape functions, and the grid information can be multiplied by the node element 
potentials,</Je,i, so that <P(e)(xy) = 2:;=1 a;(x, y)¢e,i· These are the main steps with which the 
finite element methods works. 
Next we solve the Laplace equation using the finite element method. Considering the 
potential in the triangular element, <Pe(xy) = 2:~= 1 a;(xy)</Jf, then, the gradient of ¢e(xy) 
will be '\7</Je(xy) = ~x+ UiJ = ix [ 2:~=l a;(xy)¢{]x+ /y [2:T=1 a;(xy)¢[jf) = 2:;=1 (~x+ 
WiJ). Thus, the form of Laplace equation can be written as 
(2.19) 
Equation(2.19) can be re-written as follows 
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(2.20) 
[~ ~ where, Be comes from the matrix form of V'<f>e(xy), which is V'<f>e(xy) = fuJ. aa2 ay By 
The total values of L(¢) can be obtained by combining the element coefficient matrices 
L(¢) = ~~1 L(<Pe) and by applying the boundary condition, equation(2.15) and (2.16). 
Thus, at~;) = 0 and C(/J = 0. 
With the same method we can solve the Poisson matrix, the mass matrix and so on. Until 
now, we st udied how to compute the differentiation and the integration using finite element 
methods. From this approach, we could obtain the Laplace equation or any second-order 
partial differential equations. 
2 .2.3 Calculation of the effect ive fie lds 
Now we know how to minimize the energy using finite element methods. Therefore, let us 
apply this to the micromagnetic total energy to calculate the effective field. 
Exchange field 
Firstly, the exchange field , Hex = 2MA V'2m can be calculated by the weak formulation /-'0 S 
using the unknown basis function u 
(2.21) 
Equation(2.21) is transformed to the following form using the integration by parts, and the 
second term of the right side of equation(2.22) would be zero using the boundary condition, 
ami - 0 an surface - . 
(2.22) 
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If we consider only the x-component of the above equation, 
(2.23) 
Here, we considered the shape function Nt(x) = 6~, (a; +b;x+c;y+d;z) for a quadrilateral 
plane shaped element7. Thus, the quantities Ux, mx and Hex,x can be expanded using the 
basis shape function in each element : u~ ~ I:i=l u~N;"(x), m~ ~ I:i=l m~NJ(x) and 
H;x ,x(x) ~ I:f=l hlNt(x). So, equation(2.23) is re-written as 
(2.24) 
Therefore, the exchange field h~ at each node l can be expressed from equation(2.24) 
(2.25) 
where Ve is the volume of the element that contains node i and I:~=l Vel 4 means the vol-
ume related to the node i, calculated over all k elements containing its Voronoi cell. The cf.a 
correspond to a 4 x 4 stiffness matrix with components, fv. V N;ev NjdV = L:~,y,z cfac_ia Ve. 
The subscripts index a indicate x,y,z in local grids. Now we arrived at the form of the free 
coefficient matrix elements and the prescribed matrix elements, Ax = b, as already mentioned 
in the previous section(2.2.2)(, see equation(2.18)). Therefore, we can simplify the equation 
as A;jm~ = h~, and the sparse matrix A;j is 
2A 4 k ( x,y,z ) = (e) (e) 
A;j = - J-LoMs "'k V. L L ci ,acj,a Ve De=l e e=l a=l (2.26) 
and this matrix can be stored in a compact way. 
Dzyaloshinskii-Moriya field 
With the same method, now we compute the Dzyaloshlnskii-Moriya interaction energy term, 
EoMI = Dm · (V x m) 
= D·[mx(Vym z - Vzmy) 
+ my(V z illx - V xillz) 
+ m z(V xmy- Vymx)]. 
7 Note, we have used the triangular shape function in the previous section. 
(2.27) 
2.2. Finite-element simulations 
Its effective field 
HDMI - __ 1_oEDMI 
eff - !JaMs om 
can be calculated using the relations 
oV'zmx 0. omx 0 omx 
--=-- = -·- = 0 
omx omxoz oz omx . 
Thus, equation (2.28) will be 
(x) -1 
HDMI = -M D·Y'ymz 
/JO S 
(y) 1 
HDMI = --,;--1 D· V' xmz /JOl> S 
(z) -1 
HDMI = -M D·(Y'xmy - Y'ymx)· 
/JO S 
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(2.28) 
(2.29) 
(2.30) 
By applying the weak formulation, the finite element expression of the function can be 
written using the shape function as a general form fn(x, y, z) = 'I:,f=tfnun, where fn is the 
approximating unknown function of fn and Un is the element shape function matrix which 
is non-zero only inside a specific element and zero outside the element. The sub-index n 
indicates the element number. 
4 
fn(x, y, z) = "Luf(x, y, z)f~i) (2.31) 
i=l 
f~i) represents the value of the f(x,y,z) at node i of element n. The shape function uf = 
a)n) + bjn) x + cjn) y + d}n) z for a quadrilateral plane shaped element. 
of(x,y,z) = ~~ouf(x,y,z) f(i) 
OX ~~ ox n 
n=li=l 
N 4 N 4 
= LLf~i) · bjn) = (LLbjnl) · f~i) = Bij · f~i) 
n=li=l n=li=l 
of(x, y, z) = ~~f(i). (n) =c .. f(i) 0 ~~ n c, 'J n 
Y n=li=l 
N 4 
of(x,y,z) = ""f(i). in) = D·. f(i) 
OZ ~~ n ' 'J n 
n=li=l 
(2.32) 
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The sparse matrices B;j, C;j and D;j cart be applied into the generalized form of the 
effective DMI field. Therefore, the effective DMI field can be re-formulated as 
N 4 
H (x) ( ') _ ("'"'b(n) ) i _ "'Hy i DMI Z - L....L.... i · Un mz - L.... ijmz. (2.33) 
n=li=l j 
With the same method, we can obtain Hij'~1 (i) and H~~1 (i), where 
N 4 
H ;j = ~~b}n) ~j, (n,i)· (2.34) 
n=li=l 
Here the sub-index n indicates the element number, k indicates the internal local element 
number and j is the global index. We now arrived at h~ = H;jm~ and this form will be 
equivalent to the form of Ax = b. Hence, we can solve this using the Gaussian elimination. 
The x-component of H ;j correspond to the A ij of equation(2.26) is 
(2.35) 
The matrix H is sparse, and can thus be stored in a compact way. 
Anisotropy field 
With the same method, we can obtain an uniaxial anisotropy effective field up to second 
order using equation(l.21) and (2.28) 
Hi . = 2Ku . [<(i). (mi . [<(i)) 
am MoMs u u . (2 .36) 
The f<~i) is a unit vector toward the easy axis at each node i : 
K'(i) _ Ku ('+' +') u - k X y z. 
L e=l Ve 
(2 .37) 
Magnetostatic field 
Now we treat the computationally most expensive part in the micromagnetic simulation, that 
is the magnetostatic field. The magnetostatic field comes from the magnetic dipoles, and is 
obtained from the scalar potential ¢. According to Hdem = -\7¢, inside the volume we have 
the following equation, 
(2.38) 
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whereas t..¢ will be zero outside the body, t..¢ = 0. The magnetic potential, ¢, is a 
continuous function and it yields on the boundary surface as. 
¢(in) las = ¢<out) las 
(''Vcp(in)- 'Vcp(aut)) · nlas = m · nlas (2.39) 
In the hybrid FEM(finite element method)/BEM(boundary element method), the poten-
tial¢ is divided in two parts: ¢ = ¢1 + ¢2. Here '\12¢1 = -'\1 · m inside the volume as well 
as ¢1 = 0 outside the volume. Hence the volume boundary condition becomes 
-~,(in) _ -~,(out) _ -~,(in) 
'1'1 - '1'2 '1'2 
¢1 (in) . n = m . n. 
(2.40) 
(2.41) 
By applying the finite element weak formalism, the potential inside the magnetic body 
(equation(2.38)) using the test function w can be re-written as 
(2.42) 
This integral can be computed with the same method as described before. As a linear 
form, DU1¢~a) = Dmm(a) where the Neumann boundary condition can be incorporated into 
the tensor D. 
In order to calculate the ¢2, the boundary condition for ¢2 at the surface normal can be 
written as 
t..¢2 = 0 
¢2(in) · nlas = r/!2(out) · nlas. (2.43) 
From the condition limx-+±oo ¢2(x) = 0 and the Neumann boundary condition that is 
described in equation(2.43) and the Dirichlet boundary condition in the infinite distance 
from the surface S, r/!2 depends on the function ¢1· Therefore, the finite element potential 
¢2(x) is expressed in the following form, as based on equation(1.4) and (1.5) 
(2.44) 
where n(x)is a solid angle subtended by the surface at position x. The discretization of ¢2 
also can be re-formulated as ¢1i) = fJ~gJ ¢1 (j). The matrix b~g) is usually big, as increasing 
the number of the boundary nodes increases quadratically the size of memory. In order to 
solve this problem, TetraMag uses the mathematical method HLib [106] which is to cluster 
vertices and to approximate the corresponding part of b~gJ. 
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The scheme for storing the sparse matrices to be used is the Yale sparse matrix format 
[107]. For an x n square matrix A is diagonalized to find n. The Yale sparse matrix format 
excludes the diagonal elements. Then, IA8 , a one-dimensional array of matrices, of Yale 
format by a compressed sparse row approach and JA, the lesser Yale format, by a compressed 
sparse column approach is performed9 . 
After obtaining the effective field at each node, the time integral of the Landau-Lifshitz 
equation can be computed with discretizing the magnetization distribution at the time inter-
val t to !::J.t using Heun's method [108] or Adams-Moulton predictor-corrector method [109] 
provided by the CVODE library solver [110]. The set of linear equations is solved by func-
tional iteration until reaching the maximum torque m x Heff. The visualization of the spin 
configuration is analyzed by GMV or Paraview. 
2.3 Atomistic Spin Dynamics 
We use a classical model of localised magnetic spins and take into account nearest neighbour 
interactions only. The total Hamiltonian of the system is given by 
H = - L J (m; · mj)- L D ij · [m; x mj) 
(i>j) (i>j) 
- LK(mff - L(mi ·b) (2.45) 
where m; = J.l.i/ J.l.s a unit vector of the magnetic moment of a spin at lattice site i; J 
is the exchange coupling constant and D;j is the Dzyaloshinskii-Moriya vector defined as 
D ;j = D · r;j, where D is the DMI scalar constant and r ;j is the position vector of spin j 
with respect to spin i. K is the out-of-plane uniaxial anisotropy constant, and the last term 
with b = J.l.sB describes the coupling of the magnetic moments to an external applied field 
B. We restrict ourselves to an approach of nearest neighbour interactions in order to reduce 
the number of variables and conserve generality of the results. 
We consider a thin layer of magnetic material with a simple cubic lattice structure and 
a lattice parameter a. Everywhere below, we assume the finite thickness of the layer to be 
equal to 2a, corresponding to three atomic monolayers. 
Then we use atomistic spin dynamic simulations based on the solution of the Landau-
Lifschitz-Gilbert equation [111) in the atomistic form, 
dm; 
dt 
I ( 2 ) m ; x (Bi +am; x B;). 1 +a J.l.s 
8 Pointers of first elements of each row in matrix A. 
(2.46) 
9 Details above the stroring sparse matrix with Yale format in the TetraMag micromagnetic simulator are 
well summarized in the thesis by C.Andreas [74] p49 to p86. 
2.3. Atomistic Spin Dynamics 40 
Figure 2.3: Blue spheres are magnetic atoms. Grey spheres are nonmagnetic atoms of the substrate. 
Red arrows are magnetic moments. Green arrows are the DM pseudo vectors for the DM interaction 
of the central spin with four neighbors. 
The spin moment J.ls is considered to be 2J.lB· B; is an effective magnetic field defined by 
B; = -8j8m;, 1 is the gyromagnetic ratio and o: is a dimensionless damping coefficient. To 
solve equation(2.46) we have used the algorithm proposed by J. Mentink and coworkers [112]. 
We have used a time dependent magnetic field pulse defined by a Gaussian function for 
the nucleation of a skyrmion as well as for the switching of a skyrmion in Chapter 4 and 
Chapter 5, respectively : 
(2.47) 
where, Bo, tp and tw are the amplitude, position and Gaussian width of the pulse, re-
spectively. In our simulations, unless otherwise stated, a typical size of a square domain is 
100x 100x3 spins and the time step is fixed to 1 fs. A typical simulation time is about 1 ns 
which is long enough compared to the skyrmion dynamics we are interested in and the pulse 
width tw which is of the order of a few ps. 
In our model Hamiltonian, we consider a two dimensional square lattice of spins with only 
nearest neighbor interaction. i > j means that summation is running over all pairs of spins 
(without double summation). The orientation of the DMI vectors in the square lattice is 
shown in Figure(2.3). Note, the DM vector lies in the x-y-plane and has to be defined for 
each interacting pair. 
Now we discuss some simple examples to obtain the spin spiral state and the isolated 
skyrmion state via the method of atomistic spin dynamics. We use the following coupling 
parameters. J;j = 10.0 meV, D;j = 6.0 meV, magnetic moment J.ls = 2 (J.LB = 0.057883817555 
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Figure 2.4: Left, the ground state of the system B= OT, spin spiral propagates along the [110] 
direction. Right, an isolated skyrmion, metastable state at B= 25T. Red represents spins aligned in 
the up direction. Green indicates an alignment of downward spins. Yellow presents the in-plane spin 
state. 
meV /T) , The magnetic field applied normally to the layer plane is B = 25.0 T. The size of 
the simulated domain is 21 x21 spins for this simplified model. Periodic boundary condit ions 
are applied. 
The ground state of the system at B = 0 T is a spin spiral state, see the left hand side 
of Figure(2.4). At an applied magnetic field, the lowest energy corresponds to a hexagonal 
lattice of skyrmions. Above a critical field the energy of a skyrmion latt ice is getting higher 
than the ferromagnetic state. At a magnetic field higher than another critical field , an 
isolated skyrmion, see the right hand side of Figure(2.4), may exist as a metastable state, 
while the global energy minimwn corresponds to the ferromagnetic state. For the parameters 
given above, we obtain E(ferro) = ~22.894191 meV /atom, and E(skyrmion) = ~22.870213 
meV/atom. 
Chapter 3 
Analytical treatment of magnetic 
skyrmions 
3.1 Introduction 
The theory to describe a magnetic skymion in both statics and dynamics has been studied in 
a number of papers [42,68,81, 113-122] . Skyrmions have interest ing properties due to their 
special spin textures which give rise to a Berry phase. To begin with, we analytically study 
this Berry phase effect in a magnetic system based on quantum field theory [123, 124]. Then, 
we have a look at the very intriguing effect of emergent electromagnetism cased by the Berry 
phase effect. Finally, the current induced skyrmion dynamics is presented based on the Thiele 
equation. 
3.2 Berry Phase 
A skyrmion has a special spin configuration which gives rise to a Berry phase effect. The 
Lagrangian of a charged particle in an electromagnetic potential (Ao, A) can be described 
[124] as: 
T he variation of this Lagrangian gives the Lorentz equation of motion. 
BL = - e'\JA0 + eV(r · A) 8T 
BL d(mr+eA) .. A 
BT = dt = mr + e 
(3 .1) 
(3 .2) 
(3.3) 
We can obtain the electric field E and the magnetic field B through the vector potentials 
by Maxwell equations : 
42 
3.2. Berry Phase 
a A E = - V A0 - - B = V x A. 
at' 
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(3.4) 
Equation(3.3) can be re-arranged since the time derivative of the vector potential is A = 
8Ajot + (r · V)A, 
mi' = eE + eV(r ·A) - e(r. V)A. (3.5) 
We have thus derived the equation of motion of a charged particle in the presence of an 
electric field E and a magnetic field B and we reached the Lorentz force from the Lagrangian. 
The time integral of the Lagrangian is known as an action in physics. We can also consider the 
Lagrangian while turning off the scalar potential because we are interested in the magnetic 
field effect. Thus, the Lagrangian can then be written as 
m· L = --;:;-r2 + er ·A. (3.6) 
"' 
The corresponding action will be 
S = j dtL = e j dtr · A = j dr · A. (3.7) 
This integral is, despite its being a time-integral initially, a path-integral, giving the same 
value regardless of how fast/slow the particle motion was, as long as the paths chosen by 
the particle are the same. Such factors are known as Berry phase. The reason for having 
phase in the definition is that a quantum-mechanical description of the particle trajectory 
is usually given in terms of the phase eiSfh, and here the adiabatic phase indeed enters as 
just that, a phase factor eiSs/h. So from now on let us skip some of the formalities of the 
quantum field theory and just assume that a quantum-mechanical path indeed has associated 
with it a phase factor ei5/ 1"<. A singular consequence of this idea is the phenomenon of the 
Aharonov-Bohm effect. If a particle moves around in a closed path, such that between two 
time intervals t1 and t2 we have r(t1) = r(t2). Such path has the associated phase factor 
In the last two expressions we introduced the magnetic field B and the associated magnetic 
flux <I> = :f d S · B. Suppose one could just drag an electron around a thin solenoid several 
times. The electron's wave function will have the time-dependent phase factor e-iEt, where 
the energy E is the kinetic energy of the motion, plus the above path-dependent factor that 
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is sensitive to the amount of flux enclosed within the path. One can define the quantity 
<:1>0 = h/ e as the flux quantum, then the phase factor obtained above becomes 
(3.9) 
So each time an electron encircles the flux <:!> once, the phase of its wave function increases 
by 21r(<P /<1>0 ). If it encircled the flux n times the phase increment will be 27rn(<P/<P0 ). Another 
version of this is to have the electron trajectory split into two, one going around on one side 
of the flux and the other going around on the other side. After passing the flux we let the 
two trajectories meet again. The two paths will give rise to phase factors exp(i][) J1 dr · 
A and exp(i*) J2 dr · A for each path, and the phase difference between them is exactly 
exp ( 27ri to). Depending on what value of the flux the two electron trajectories see, we may 
have a constructive interference or a destructive one. This is the essence of the Aharonov-
Bohm effect. 
3.3 Topological charge 
The Berry phase action can be expressed in terms of the magnetization vector m = (sin( O)cos( <p), 
sin( O)sin( <p) , cos(O)). We introduce a convenient basis, offered by the so-called coherent states. 
In the case of spin-1/2, the coherent-state basis is constructed as 
- (cos(0/2))- 0 i¢ · (1 lm > - ei¢sin(0/2) - cos21 t > +e sm21.!.> . (3.10) 
We calculate how the spin coherent states at slightly different times overlap with each 
other from the definition of lm > 
< mlm >= ~8tcf>(1- cos( B))=- < mlm > . (3.11) 
The last equality follows from the fact < mjm > = 1, which gives < mjm > + < mjril > 
= 0. Using the coherent state, one can show the connection< mjril >for S = 1 is < mjm >= 
-icos(8)8tcf> in agreement with the general expression iS(1- cos(0))8tcf> [123, 124] . The Berry 
phase factor is geometric in the sense that one can re-express the integral as 
iS j dq'>1 - cos(8) (3.12) 
because the Berry phase term remains imaginary even in the real time formalism from the 
derivation of path integrals. Now equation(3.10) can be rewritten by introducing a new set 
of coordinates called the CP1 [125], related to the original field m through the relation 
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( 
cos0/2 ) 
z = ei<l>sinO /2 (3.13) 
(3.14) 
An obvious analogy to the spinor wave function m exists. It should be kept in mind, 
however, that although m refers to a quantum-mechanical state, z is just a coordinate system, 
a classical number field. The time derivative of the CP1 field z yields z l8tz = i8t4>[1-cos0]/2, 
so we know we can re-write the Berry phase term as 
exp( - iS J dt(1 - cos0)8t¢) = exp( - 28 J dtzl8tz). (3.15) 
A number of special properties exist for the CP 1 field z. First we define a vector potential 
AIL = -iz t aJ.Lz, then it is possible to show 
(3.16) 
for an arbitrary pair of coordinates p, and v. This identity was discovered firstly in the 
context of Helium-3 superfluidity by Mermin and Ho [126, 127], although its origin is purely 
mathematical, and not related to any superfluid physics. In the language of the new vector 
potential the Berry phase action is 
exp( - 28 I dtzTBtz) = exp( - 2iS I dtAo). (3.17) 
The Berry connection now looks just like the ordinary scalar potential. Let us introduce 
a new component of this vector potential, Ak> along the new coordinate direction , k. We 
further assume that at k = 0 the vector m is pointing along mo=(O, 0, 1) while at k = 1 it 
is pointing in the real spin direction m(t, k = 1) = m (t) . It simply means that for every spin 
vector m( t) at time t, we have a trajectory of vectors m( t , k) which starts from mo at k = 0 
and moves along the great circle of the unit sphere to reach m(t) at k = 1. In terms of this 
generalized vector m(t, k). we may write down the mathematical identity (3.16) as 
(3.18) 
In terms of the angular coordinates we will have to generalize O(t) to O(t, k) = kO(t) so 
that (O(t),O) = 0 (north pole) and (O(t), 1) = O(t). It is easy to show that Ak = 0 because 
¢(t, k) has no k-dependence. Thus the identity is reduced to 
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(3.19) 
Upon integrating we obtain 
111 Ao(t, k = 1) = Ao(t) = -- dkm · (8tm x Okm), 
2 0 
(3.20) 
which means we can re-write the Berry phase action as 
exp( - 2iS j dtA0) = exp(is j dt 11 dkm · Ca7 x ~~)). (3.21) 
What we have here is the quantity that will appear again and again in the topological 
theory of condensed matter, i.e. the skyrmion number. For a vector field m = (mx, my , m z) 
which depends on the two coordinates, (x, y), one can define the skyrmion density as 
p(r) = -m · - x - . 1 (am om) 47r ax oy (3.22) 
The integral of the skyrmion density over an infinite two-dimensional plane is an integer, 
(3.23) 
This is the topological charge or skyrmion number Q derived from the Berry phase for 
quantum spins. 
3.4 Emergent Electromagnetism 
The unit-vector field m can be decomposed from equation(3.13) and (3.14) 
( 
cos(B/2) )t ( cos(B/2) ) 
m = ei'Psin(B/2) (J ei'Psin(B/2) (3.24) 
so that a gauge field can be defined as 
A = [-i( cos(B/2) )ta ( cos(B/2) )] · 
~' e"Psin (B /2) ~' e ''~'sin (B /2) (3.25) 
The electromagnetic field tensor can be obtained in the usual way by 
(3.26) 
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In this section we show, in the context of a specific model, that such definitions are not mere 
mathematical formalities, but in some instance can really serve as electromagnetic fields. To 
distinguish it from Maxwell's electromagnetism, we call them emergent electromagnetism [49). 
Imagine a metallic magnetic system, described by the second-quantized Hamiltonian 
(3.27) 
The spin of the conduction electron, S = ?j;ia?j;, is coupled ferromagnetically to the local-
ized moment m , through the Hund's rule coupling as -JS · m. The corresponding action 
would be 
(3.28) 
To this we add the action Sm for the localized moment m, S = Se+Sm thus completing the 
dynamics of the electrons coupled to the localized moments. This action will describe dynamic 
spins interacting with dynamic electrons, making its solution very difficult in practice. We 
can consider the case of quasi-static spins coupled to, and influencing the dynamics of, the 
electrons. This is often physically justified because the time scales of the spin fluctuations, 
typically of the order ofT= n!J (J=exchange energy), is much longer than the typical time 
scale of electron motion, Te "' 10-15 s. 
Including the real electromagnetic potential as Ao and A, the electron action will become 
[123, 124) 
(3.29) 
The difference between A and A e is that A e couples to the electrons with opposite charges 
for opposite spin orientations, whereas A couples to them both with the same electric charge 
e. In fact, there is a missing factor n in the potential A e, so one might say that the charge 
for the coupling to the emergent potential is n. It also makes the dimension of A compatible 
with the dimension of A e. The magnetic field arising from the emergent vector potential Ae 
is 
(3 .30) 
which, by means of the Mermin-Ho theorem [126), is connected with the spin textures 
through 
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(3.31) 
ForB~ = !m· (8xm x 8ym) integrated over the whole two-dimensional space, the relation 
gives 
(3.32) 
The total effective flux generated by the spin textures is equal to Q, which is the topological 
charge, times the flux quantum <I>o = h/ e. Spin textures with one topological charge over a 
10 run length scale thus give rise to an emergent magnetic field of strength 
B e X w- 16m2 = 4.131 X w-15 Wb 
-t Be~ 41T. 
The component of electric field E can be obtained as [49}: 
The transverse Hall conductance in a two-dimensional ideal system is given by 
(3.33) 
(3.34) 
(3.35) 
The total Lorentz force on an electron with momentum k and spin orientation a is therefore 
given by 
(3.36) 
where E is the physical electrical field and v u,kn is the velocity of the quasi particles in 
band n. The change of the electric Hall field is 
(3.37) 
where P is the spin polarization and the drift velocity v d can be calculated from [49, 128] 
(3.38) 
where 6pxy ~ 3 x 10- 11nm, P ~ 0.1, j ~ 106 Am-2 and an average strength of the 
emergent magnetic field is Be ~ 2.5Tie/qe! based on the experimental results on MnSi [49]. 
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3.5 Current induced motion of a skyrmion 
The motion of the center of mass of skyrmions induced by a spin polarized current [121 , 122] 
can be given by 
(3.39) 
(3.40) 
(3.41) 
where vd is the velocity of the spins configuration, and v 8 is the velocity of the conduction 
electrons. G is the Magnus vector. r is the position vector at steady position (X, Y) . 
Since skyrmion motion is a Berry phase effect, the vector G 1 is non zero when the damping 
parameter a is nonzero. The second term represents the dissipative force with dissipative 
tensor D, and (3 is a nonadiabatic coeeficient. The solution to equation(3.39) is given for the 
constant V 8 ~ 1 mm/ s in metals, as calculated in equation(3.38) , 
(3.42) 
From the simulation, its typical value is evaluated for a threshold current density of 
approximately 4.0 x1011 A/m2 [49]. \?V(r) is the potential for the skyrmion due to the 
effects as magnetic fields or impurities. The mass term in equation(3.39) stems from the 
deformation of the moving skyrmions as compared with the static solution, and usually can 
be ignored in the low frequency regime. Equation(3.39) gives the canonical relation between 
X and Y. Now we consider the mass and inertial motion of skyrmions in a narrow wire where 
a confining potential is employed V(r) = (Y- Yo? / 2K. Here Yo is the coordinate of the 
middle line of the sample. Then, equation(3.39) becomes, with F = (0, -(Y - Yo) / K) 
G(vZ- Y) + D(f3v~- aX)+ Pre= 0, 
·) ( · Y-Yo G(v~ - X + D ,Bvz- aY) ~ ---y- + Fy = 0. 
(3.43) 
Combining the two equations in equation(3.43) to eliminate Y we get : 
Y- Yo · . aD 
---y- = G(v~- X) + ((3- a)Dv~ + GFx + Fy. (3.44) 
1We consider the scalar values from equation(3.43) , e.g., G = Gez with e";, being the unit vector along z 
direct ion and G will be -47f in case of a skyrmion , whereas G = 0 for a domain wall. The components D;j of 
D will be 47f for Dxx or Dyy, and otherwise 0. 
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Differentiating equation(3.44) with respect to time and substituting it into equation(3.43) 
leads to 
Therefore, the mass term K G2 , is determined by the stiffness of the confining potential 
[129]. Assuming the condition of exchange stiffness J = 1 meV with lattice constant a = 5 A 
and a skyrmion diameter of 200 A, one finds a typical mass of 10-25 kg [130] . 
Based on equation(3.21), the Berry phase action is given as 
(3.46) 
The integration of Ss(m(r)) is given by 
(3.47) 
By changing m(r, t , k) = msk(r- R(t, k)) with X andY components of in the collective 
coordinate R = (X, Y), we get 
j drSs(m(r, t)) = 47rQ fo 13 dt [ X(t) d~~t) - Y(t) d~~t)] . (3.48) 
The motion of the center of mass X and · Y components of the skyrmion satisfies the 
relationship of canonical conjugates due to the Berry phase function. This Berry phase aspect 
of the motion of a skyrmion distinguishes its dynamics from Newton mechanics, which obeys 
Newtonian kinetic energy 'q. J dt(X2 + Y2). Hence, the coordinate of the center of mass of a 
skyrmion satisfies the quantum commutation relationship 
(3.49) 
Usually, the vortices in a superconductor or the electrons in a Landau level in a high 
magnetic field also satisfy this quantum commutation relationship [131]. Another aspects that 
does deserve highlighting are the phonons in skyrmion lattices, which have only one branch 
with k2 dispersion [131]. Therefore the motion of phonons shows rotational dynamics, which 
distinguishes them from phonons in a normal crystal lattice with longitudinal or transverse 
motion. 
Part II 
Results of Calculations 
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Chapter 4 
Nucleation of an isolated skyrmion 
in a confined geometry 
We numerically simulate the creation process of two-dimensional skyrmionic excitations in 
ferromagnetic thin films by applying a magnetic field pulse. We study the geometry effect 
on the nucleation of a skyrmion. We next examine the phase diagram of pulse width and 
amplitude for the nucleation. The interference of the spin wave and magnonic spin current 
as a consequence of strong magnetic field pulse is vital for the nucleation of the skyrmion. 
Our finding could ultimately be used to design future skyrmion-based devices. 
This chapter has been partially taken from : 
Nucleation of an isolated skyrmion by a magnetic field pulse, C.Heo, A.K.Nandy, 
N.S.Kiselev, A. Qaiumzadeh, S.Bliigel and Th.Rasing, in preparation 
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4.1 Introduction 
Several methods to nucleate skyrmions in magnetic systems have been introduced. The first 
prediction of the appearance of skyrmions in magnetic systems was done by Alexei Bogdanov 
in the form of skyrmion lattices [42]. He found a mysterious phase region, the so called 
A-phase, in the phase diagram as a function of magnetic field and temperature. The slightly 
excited state from the helimagnetic ground state in B20 materials is a surprisingly particle 
like metastable state, in comparison with the Goldstone mode.s of non-topological broken 
symmetry. Experimental observations of skyrmion lattices were recently reported in non-
centrosymmetric materials or ultrathin helimagnets, through several experimental techniques 
such as the small angle neutron diffraction [44], Lorentz transmission electron microscopy 
[132], spin polarized scanning tunnelling microscopy [133] , soft x-ray resonant scattering 
[134], dynamic cantilever magnetometry [135] and single-spin magnetometry experiments 
with Nitrogen-vacancy(NV) centers [136]. Recently the generation of a skyrmion lattice at 
room temperature was demonstrated by a bipolar magnetic field pulse in a micro disk [137] 
and by additive interfacial Dzyaloshinskii-Moriya interactions in cobalt-based multilayered 
thin films [138]. Moreover a skyrmion lattice was observed in a Si-wafer-based multilayer 
system [139], making promises for future technology more realistic. 
Here, our focus is on an isolated skyrmion that is obviously more interesting from the 
application point of view as individual skyrmions can be used as bits of information [39, 
140, 141]. In case of a single skyrmion, the creation methods are distinguished from the 
ones for skyrmion lattices and few ways have been demonstrated so far , either numerically 
or experimentally. A circularly polarized current was used for the generation of an isolated 
skyrmion [142]. Isolated skyrmions were also created in a nano disk with defects without 
DMI [143] . A skyrmion was nucleated when the current pulse was applied toward the in-
plane direction in a rectangular nanodisk [144] . J. Sampaio and colleagues showed numerically 
the demonstration of the nucleation of an isolated skyrmion by a spin polarized current 
[145]. J. Iwasaki and colleagues used a geometrical effect for the nucleation of skyrmion in a 
stripline-shaped system with a square notch structure [81]. Physicists at Hamburg managed 
to individually write and delete single skyrmions using a spin-polarized scanning tunneling 
microscope(STM) tip [146] . By clever choice of temperature and magnetic field and using 
small currents from the tip of the STM, the skyrmions could be written and deleted in a two 
atomic layer thick bilayer of PdFe on a Ir(111) substrate at T = 4.2 K. However, methods for 
the nucleation of a skyrmion using a magnetic field or magnetic field pulse are not reported 
until now. 
Here, we firstly demonstrate a novel method to nucleate an isolated skyrmion in ferro-
magnetic thin films by merely applying a magnetic field pulse. The mechanism of skyrmion 
creation by spin waves is theoretically analyzed. At a large enough magnetic field pulse, spin 
waves are excited in the system and a skyrmion is dynamically nucleated from the ferromag-
netic state when the system becomes destablized. Due to the spin transfer torque resulting 
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from the effect of magnons, the generated magnonic current couples to the emergent vec-
tor potential, leading to a skyrmion state due to the DMI. The successful nucleation of a 
skyrmion is observed regardless of the shape of the sample. 
4.2 Nucleation of a skyrmion by a magnetic field pulse 
In this section, we introduce a novel method to create an isolated skyrmion by a magnetic 
field pulse. From the initial ferromagnetic(FM) ground state with their spins aligned upward, 
the magnetic field pulse could trigger the system by emitting spin waves. The refracted spin 
waves form a single skrmion. We have used a time dependent magnetic pulse defined by a 
Gaussian function, 
( 4.1) 
applied into a direction eB inclined relative to the surface normal by a polar angle () 
and an azimuthal angle ¢. Eo, tp and tw are the amplitude, position and Gaussian width 
of the pulse, respectively. The pulse is assumed to penetrate uniformly through the whole 
domain. In our simulations a typical size of a square domain contains 100x 100x3 spins. 
The used material parameters for atomistic spin dynamics is the exchange stiffness J = 0.5 
meV /atom and dimensionless parameters K/J = 0.01, D/J=-0.16 and a= 0.05, Figure(4.1) 
shows snapshot images of the temporal evolution of magnetization in the rectangular shaped 
sample. The magnetic field is applied 45 o from the surface normal. The azimuthal angle '{! 
does not affect the dynamic behavior related to nucleation. 
After the magnetic field pulse has passed the system, Figure(4.1) shows that at about 100 
ps of an instability of the system is triggered by reflection of spin waves from the bound-
aries. For the nucleation of a skyrmion, the amplitude of the pulse must be large enough 
to destablize the uniform (FM) state. The reflected spin waves start to form domain walls 
showing opposite spin directions in the vicinity of the boundaries at 105 ps. The rectangular 
shaped system provides a geometrical confinement that arises from the boundary conditions, 
and the system develops a rectangular shaped structure that subsequently develops into a 
starfish like structure with four arms. After 125 ps, the arms disconnect from the center 
part, forming five skyrmions. The four domains in the vicinity of the boundaries eventually 
disappear. This process continues until 240 ps. At 250 ps, as the final outcome, the domain 
in the center becomes stabilized. This domain is a skyrmion with Q= 1. 
Figure(4.2(a) and (b)) show the variation of each energy contribution resulting from the 
Gaussian magnetic field pulse BP' The separation into two figures is necessary due to the 
huge difference in energy scales between the exchange energy and the rest. Compared to the 
initial FM state, the newly formed skyrmionic state is metastable state with slightly higher 
overall energy. The changing energies due to Bp is accompanied by a changing Q and when 
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(a) 0 ps (b) 95 ps (c) 100 ps (d) 105 ps (e) 110 ps (f) 115 ps 
(g) 120 ps (h) 125 ps (1)130ps (J) 135ps (k) 140 ps (I) 145 ps 
(m) 150 ps (n)155ps (0) 160 ps (p) 165 ps (q) 170 ps (r)175 ps 
(s) 180 ps (t) 220 ps (u) 230 ps (v) 240 ps (w) 250 ps (x) 299 ps 
Figure 4.1: Time evolution snapshots of magnetic spin configuration induced by a single Gaussian 
magnetic field pulse in a rectangular nanodisk. Blue represents spins aligned in the downward direc-
tion. Red indicates an alignment of upward spins. Green presents the in-plane spin state. (a) The 
system initially is in a state of uniform upward magnetization containing 100 x 100 x 3 spins in a 
simple cubic lattiee. (b)-(c) A weak perturbation by spin wave reflection from the borders is triggered. 
( d) -(f) After the pulse has passed, a Single domain appears in the middle of the system while the sur-
rounding area is reversed, due to the spin wave reflection from the borders. (g)-(h) The shape of the 
newly formed domain in the center of the system has changed, and a starfish-like shape is transiently 
formed. (i)-(1) starfish-like domain breaks up into 5 pieces, abruptly changing the skyrmion number 
from Q= 1 to Q = 5. (m)-(v) Four newly formed skyrmions eventually disappear at the boundaries 
and one skmtion in the middle remains. (w)-(l) After relaxation, ultimately one skyrmion is stabilized 
in the center of the system. 
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Figure 4. 2: Time dependent energy contribut ions and topological charge(Q) during nucleation pro-
cess in a rectangular nanodi.sk. (a) Black line indicates the Gaussian magnetic field pulse, with 3.5 
T amplitude and 50 ps pulse width. The Zeeman energy(blue line) increases when the magnetic field 
pulse arrivf'..s at 50 ps , and goes back to zero when the pulse has completely passed at 150 ps. The 
green line reprf'..Sents the variation of t he DMI energy. The red line shows the change of the anisotropy 
energy which plays an essent ial role to nucleate the domain structures. Coincidentally related with 
Figure(4. 1), the domain springs up at 95 ps from the boundary of the syst em. (b) Exchange en-
ergy(dark yellow line) and total energy(purple line) as a function of time are shown. The total energy 
is calculated by the sum of all values of energy cont ribut ions. (c) Q changes drastically when the 
maximum peak of the Gaussian pulse at 100 ps (vertical dashed line) has arrived and the system, from 
the initially uniform ferromagnetic state, Q = 0 develops to five skyrmionic states, Q = 5, and finally 
one skyrmion is st abilized in the center of the rectangle, showing Q= 1. 
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Figure 4.3: Phase diagram for the skyrmion nucleation induced by a magnetic field pulse in a 
rectangular nanodisk. The nucleation of a skyrmion is successful in the colored window. Bp and tw 
represent the applied amplitude and width of the Gaussian pulse, respectively. Two vertical dashed 
lines indicate the minimum and maximum values of Bp for the nucleation of a skynn.ion in the system 
to have K/ J = 0.1, D/ J = 0.16 and a= 0.05. Therefore, this nucleation is only possible for a certain 
range of pulse widths and amplitudes. This window depends on the size and thickness of the system. 
all energies are stabilized about 250 ps, Q has eventually stabilized to one. Figure( 4.2( c)) 
shows the change of topological charge Q as a function of time (ps). After the passing of the 
maximum pulse at 100 ps, Q starts drastically to vary by the instability of the FM state. We 
note that Q becomes five around 130 ps, indicating that a state with five skyrmionic domains 
are created. Among these skyrmionic domains, only one in the vicinity of the center is 
stabilized and the others fade away with time when they touch the borders of the rectangular 
system. Therefore Q becomes finally one. 
Figure( 4.3) shows the phase diagram of the nucleation of askyrmion. The feasible area 
for skyrmion nucleation is given by a pulse strength from 3.3 T to 4.1 T as well as a pulse 
width from 14 ps to 22 ps for the rectangular shaped system. This strength is much higher 
than the strength of a magnetic field pulse for switching of an existing skyrmion which is 
described in Chapter 6, since the amplitude of the pulse must be large enough to trigger an 
instability of the uniform state. On the other hand, the study of switching of an isolated 
skyrmion in Chapter 6 has been performed from the non-uniform, the isolated skyrmion, 
initial state. The reason that nucleation only occurs at oblique angle is that spin transfer 
torques are generated by the magnons only at oblique angle of the pulse. For T;tfO it is also 
possible to generate a torque in the presence of temperature for 8 = 0. However, we assumed 
zero temperature in this simulation. The theoretical analysis to support this is discussed in 
the next section. 
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4.3 Spin waves reflection and effect of magnons on uniform 
ferromagnetism 
In the previous section( 4.2) it was suggested that the mechanism of skyrmion creation can be 
explained by excitation of magnons. In this part, we will elaborate on this and describe the 
details of the skyrmion creation. Recently it was shown that magnons exert a torque on a 
uniform ferromagnet in the presence of DMI [147, 148]. Considering that the DMI is smaller 
than a certain threshold De = .j2A(K + 2JrMl) , where A denotes the exchange stiffness 
constant, K indicates the anisotropy constant and Ms is the saturation magnetization value. 
The spin orbit torques are given by 
(4.2) 
where jm = A 1m x V'm is the magnon current, and t1 and t2 are the phenomenological 
constants. Then we can rewrite the torque as 
(4.3) 
These torques are very similar to the adiabatic and the non-adiabatic spin transfer torques 
in textures described by the LLG equation in the presence of a charge current. On the 
other hand, it was shown that if the charge current is larger than a critical current, then a 
uniform ferromagnet destabilizes and domain nucleation takes place. Here we suggest the 
same mechanism is responsible in the case of magnons. We consider a magnon as a deviation 
from a colinear state m = m z + 8meiwt+ikr. In the presence of an applied magnetic field, 
Ha, and a uniaxial symmetry given by Kz, the magnon spectrum becomes, 
W- Att1(kx + ky) = 
J[t(Ak 2 + Ha + Kz)- iaw + iA!tz(kx + ky)j2 + 41iM8 [t(Ak2 + Ha + Kz)- iaw + iA1t2(kx + ky))]. 
(4.4) 
For simplicity we consider the surface anisotropy is zero then, 
1- ia 2 
w(k,Ha) = 1 +a2 b(Ak +Ha+ Kz)+A1(t1+t2)(kx+ ky)]. (4.5) 
The external field in which the imaginary part of the dispersion relation becomes zero, 
Jm[w] = 0, is 
(4.6) 
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Now we minimize the magnetic field with respect to the wavevector, 
(4.7) 
then, we find for the critical wavevector kc : 
(4.8) 
Finally the critical field is given by, 
c A t2 2 H = -(t1 - -) - K 
a 2 a z· (4.9) 
If Ha > Hg then the system becomes destablized. By applying an external perturbation 
(here we exerted a strong enough magnetic field pulse of around 3.4 T), the perturbations can 
be increased exponentially. The system will be going through an instability of the uniform 
state due to the spin transfer torque resulting from the effect of magnons. The generated 
magnonic current couples to the emergent vector potential where unconventional spin config-
urations form a skyrmion like state1. This non-zero emergent vector potential will eventually 
be stabilized due to the DMI, forming a skyrmion with a topological charge equal to 1. 
Note that the newly formed skyrmionic state in the center of a confined geometry cannot be 
stabilized in the absence of DNII. 
This process occurs for a certain range of material parameters, e.g. , the range of anisotropy 
value should be in the range 2.5D2 I J :::; K :::; 4.5D2 I J and the range of DMI should be 
0.195 :::; D I J :::; 0.25 in the atomistic trilayer simple cubic system. Moreover, the damping 
parameter a is crucial to create a skyrmion. For small damping, the spin waves are easily 
generated. We use here a= 0.05 which is a realistic value. For much higher damping than 
0.05, the nucleation of the skyrmion could not occur due to the lack of enough spin wave 
propagation. Finally, the typical range of the amplitude of a pulse is 3 T to 4 T, with about 
20 ps pulse width to nucleate an isolated skyrmion in the center of the rectangular system. 
4.4 Skyrmion nucleation in a disk shaped domain 
We now test the mechanism of skyrmion nucleation in different shapes of systems, using the 
same approach at the case of a rectangle. Figure( 4.4) shows the process of nucleation of a 
skyrmion from the uniform state by applying an oblique magnetic field pulse. Substantial 
difference comparing to the case of the rectangle is that the skyrmion is induced by spin wave 
1 The details are described in the Berry phase part of Chapter 3, which explains this emergent vector 
potential in a ferromagnetic system. 
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(a)O ps (b) 75 ps (c) 80 ps (d) 85 ps (e) 90 ps (f)95 ps 
(g) 100 ps (h) 102 ps (I) 104 ps (J) 105ps (k) 110 ps (1)112ps 
(m) 113 ps (n) 114 ps (0) 115 ps (p) 116ps (q) 117 ps (r)118 ps 
(s) 120ps (t) 135 ps (u) 150 ps (v) 160 ps (w) 240 ps (x) 249 ps 
Figure 4.4: Time evolut ion snapshots of t he magnetic spin configuration induced by a single Gaussian 
magnetic field pulse in a circular nanodisk. The blue represents spins aligned in the downward 
direction, red indicates the alignment of upward spins, green presents the direction of the in-plane 
spin state. The system contains 100 spins in diameter with t hickness of 3 layers of spins . (a) The 
initial state is a FM state in the upward direction. (b) The maximum peak of a Gaussian magnetic 
field pulse arrives at 75 ps t o the system and a weak domain emerges from the edge. (c)-(f) Remaining 
domain in the center has circular form, while the edge area shows reversed magnetization. (g)- (1) After 
passing of the pulse at a 100 ps, the shape of the center domain gradually changes from a circular to 
a cross shape, as a results of interference of t he spin waves. (j)-(m) During the relaxation process, 
the four edges of the cross-type domain are getting closer so that four new skynn ions with opposite 
spin direction inside the original domain appear. (k-n) These new skyrmions quickly (within 10 ps) 
disappear by touching the border , due to this small size. (o)-(q) T he domain becomes now rectangular 
in shape, after merging of the four skyrmions which were transiently formed inside the domain. ( q)-( v) 
The domain undergoes relaxation processes. It steadily settles toward lower energy so that a d rcular 
skyrrrrion is eventually stabilized in the center (w)-(x) . 
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Figure 4.5: Time dependent energy contributions and topological charge(Q) in a circular nanodisk. 
(a) Black line indicates the Gaussian magnetic field pulse, with 3.5 T amplitude and 40 ps pulse width. 
The width of the Gaussian pulse is defined as FWHM (Full width at half maximum). The Zeeman 
energy(blue dotted line) varies together with the changing of the magnetic field pulse until the pulse 
ha.~ completely passed the system around 100 ps. The green line indicates the variation of the DMI 
energy. The red line shows the change of the anisotropy energy. (b) Exchange energy and total energy, 
showing a similar behavior as in the rectangular system. (c) Q changes from Q = 0 to Q = 1 as the 
maximum peak of the Gaussian magnetic field pulse arrives at the system at 75 ps(vertical dashed 
line). This value of Q = 1 stays constant until the end. The small fluctuations between 100 ps to 120 
ps is caused by the temporarily formation of four skyrmions inside the domain but this marginally 
affects Q due to their small size. 
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Figure 4.6: Phase diagram for skyrmion nucleation induced by a magnetic field pulse in a circular 
nanodisk. The pulse is defined in equation(4.1). Bp and tw represent the applied amplitude and width 
of the Gaussian pulse, respectively. Two vertical dashed lines indicate the minimum and maximum 
values of Bp for the nucieation of a skyrmion in the system to have K/J = 0.1, D/J = 0.16 and 
0< = 0.05. The colored window for nucleation of a skynnion is larger than in the case the rectangular 
system, and also depends on the size and thickness of the system. 
reflections from all directions. In contrast, in the case of a rectangle the reflections come from 
four boundaries of the rectangle. 
After reaching the maximum peak of the Gaussian pulse at 75 ps, an instability of the 
uniform FM state occurs at the boundary. At 85 ps, a circular domain wall is formed near 
the boundary. The circular domain undergoes a slight variation until the domain is stabilized 
as a metastable skyrmion. The snapshots from 95 ps to 160 ps in Figure(4.4) show the 
stabilization process. Unlike the case of a rectangle, the topological charge in this stabilizing 
process does not change after passing of the pulse, maintaining Q= l. This indicates that the 
newly formed circular domain is not divided in multiple domains like in the rectangle, due 
to the geometrical symmetry. The shape of the newly formed domain changes from circular 
to a cross-like shape, in 85 ps to 114 ps, similar to the case of the rectangle. The reflected 
spin waves from the boundary shape this circular domain wall. The shape of the domain wall 
changes due to the overlapping of a couple of spin waves, such as a cross shape from 100 ps 
to 114 ps, a rectangular shape from 115 ps to 116 ps and a starlike shape from 117 ps to 160 
ps. The domain in the center is eventually stabilized as a single skyrmion in the center of the 
disk after relaxation. The relaxation process takes a relatively long time, typically 60 ps, as 
compared with other processes. The energy profiles and topological charge( Q) as a function 
of time for a circular disk are shown in Figure(4.5). The topological charge Q changes from 
Q = 0 to Q = 1 after the passing of the maximum value of the pulse around 100 ps. This 
number is maintained until the perfect shaped skyrmion is stabilized in the center at 250 ps. 
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Note that Q drast ically changed from Q= 0 via Q= 5 to Q= 1 in the case of a rectangular 
nanodisk. The change of Q happens at the same time when the maximum of the pulse reaches 
the system. Simultaneously with a changing Q, the energy profiles change depending on pulse 
duration(tw) and amplitude(Bp) . In Figure(4.5(b)), the exchange energy above the exchange 
length(:=::~lO nm) is always larger than the other energy contributions, and the anisotropy and 
the DMI energies are dominating on the atomistic length scale. 
The anisotopy energy plays a crucial role and leads to the stabilization of inhomogeneous 
magnetic configurations [52 , 149]. 'rhe DMI gives rise to chiral structures of the magnetic 
system and plays a major role to nucleate a skyrmion. We do not consider magnetostatic 
interactions in this atomistic simulation as this has no significant influence on the system on 
the atomistic length scale. 
The phase diagram for nucleation of a skyrmion is shown in Figure(4.6) . The window of 
Bp versus tp is wider than for a rectangle. Similar to the case of the rectangle, the range of 
magnetic field pulses to enable the nucleation of a skyrmion is around from 3.25 T to 4.25 T. 
These fields are sufficient to trigger spin waves that lead to an instability of the FM ground 
state. The possible range of Gaussian pulse widths is about between 10 ps to 30 ps. This 
nucleation by a magnetic field pulse is a stochastic process, within a possible range of pulse 
width and amplitude. This range depends on the system size and thickness. After nucleating 
this isolated skyrmion by a magnetic field pulse, we have been able to increase the number 
of skyrmions by applying a sinusoidal magnetic field. The story about multiple skyrmions is 
treated in Chapter 7: Complex skyrmion dynamics induced by a magnetic field pulse. 
4.5 Conclusion 
In this chapter, we introduced a novel method to nucleate an isolated skyrmion in the confined 
geometries of a rectangular and circular disk, respectively. The conditions for the nucleation of 
a metastable skyrmion are as follows. First, the system must have proper material parameters 
where a metastable skyrmion state can exist. The stability of a skyrmion is intensively studied 
in the next Chapter, within a certain range of values for the Dzyaloshinskii-Moriya interaction 
(DMI) and the uniaxial anisotropy, in the absence of a magnetic field. Second, The damping 
parameter a is crucial to create a skyrmion. For small damping, spin waves are very easily 
generated. We use here a = 0.05 which is a realistic value. For much higher damping than 
0.05, the nucleation of a skyrmion can not be stabilized due to the lack of sufficient spin wave 
propagation. Third, a large enough external perturbation is needed to t rigger the instability 
of the uniform state. Typically a 3 T to 4 T amplitude of a magnetic field pulse is needed 
for nucleation. The proper values for the required width of the Gaussian pulse for nucleation 
is approximately between 10 ps to 30 ps. Finally, the interference of the reflected spin waves 
from the boundaries gives rise to an emergent vector potential that is a skyrmion state. In 
the presence of the DMI, a skyrmion can be stabilized in the middle of the system. The main 
difference of this formation process in comparison with the case of a skyrmion lattice is the 
4.5. Conclusion 64 
large single magnetic field pulse that leads to the instability of the uniform ferromagnetic 
state system, whereas a regular magnetic field is necessary to observe a skyrmion lattice. 
Our results may boost the building of a next-generation of magnetic devices utilizing the 
skyrmion state. 
Chapter 5 
Stability of an isolated skyrmion at 
zero magnetic fields 
Magnetic skyrmions are particle-like spin structures found in several magnetic materials. 
Skyrmions can exist in a slightly exited state above the helical ground state [150] . Skyrmions 
have been intensively investigated by several experimental techniques such as neutron scatter-
ing [44] or Lorentz Transmission electron microscopy(TEM) [151]. Skyrmions usually appear 
in the presence of an applied magnetic field. In this chapter, we investigate the stability of a 
skyrmion in zero magnetic field. We construct the phase diagram for stability of an isolated 
skyrmion by changing the anisotropy K and the DMI values with respect to the Hesenberg 
exchange parameter. A collapse line for an isolated skyrmion for a specific range of parame-
ters is calculated. Analytical solutions for the phase transition between a ferromagnetic and 
a spin spiral state are presented, based on a discrete model of classical spins and atomistic 
spin dynamics. 
This chapter has been partially taken from : 
Switching of chiral mag netic skyrmions by picosecond magnetic field pulse via 
transient topologica l states , C.Heo, A .K.Nandy, S.Bliigel, N.S.Kiselev and Th.Rasing, 
submitted 
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5.1 Introduction 
The stability of a skyrmion-like magnetic bubble domain in a magnetic film was investi-
gated by A.A.Thiele in 1970 [152] . The theory of the thermodynamic stability ofmagnetic 
skyrmions has been developed in a series of papers by A.Bogdanov et al. [42, 113-116]. In 
this chapter, we deal with the stability of several possible magnetic states, focusing on iso-
lated skyrmions and spin spiral states, which have rarely been studied as compared to the 
stability of skyrmion lattice states or saturated ferromagnetic(FM) states. We specially 
treat the stability of isolated skyrmions in the absence of a magnetic field . An isolated 
skrmion in a confined geometry can be stabilized within a certain range of values for the 
Dzyaloshinskii-Moriya interaction (DMI) and the uniaxial anisotropy (K). The energy dia-
gram and the comparison between the magnetic states are introduced in section(5.2). An 
isolated skyrmion shows better tunability in response to a the magnetic field. The size of an 
isolated skyrmion is decreased with increasing K, whereas the spin spiral period also increases 
with increasing K. In section(5.3), the state of an isolated skyrmion with varying the DMI 
is calculated. The definition of the diameter of an isolated skyrmion is also introduced. In 
section(5.4), we present a complete phase diagram for a thin magnetic film , using a discrete 
model which includes the DMI and anisotropy energies, that shows stable isolated skyrmion 
solutions at zero applied field. In particular, we found a collapse line for an isolated skyrmion 
which defines its finite range of existence. In section(5.5), a study of the spin spiral state as 
one ofthe important ground magnetic states appearing in typically B20 crystal structures, 
such as MnSi or FeSi, is presented. An analytical treatment for the phase transition between 
the ferromagnetic and the spin spiral state is introduced. We specially address the effect of 
magnetization modulation along the thickness that was overlooked in previous studies. 
5.2 The states of a spin spiral, skyrmion lattice and isolated 
skyrmions 
In this section, we study the possible magnetic ground states by varying the magnetic field 
and material parameters. The energy diagram of the magnetic states in the presence of an 
applied magnetic field is shown in Figure(5.1). The ground state at zero magnetic field is a 
spin spiral state until Btrl, which indicates a first order phase transition point. After this 
phase transition line Btrb another metastable state appears in the form of skyrmion lattice, 
the so called A phase. When increasing the applied magnetic field sufficiently, the state goes 
to a saturated state at a second phase transition line Btr2· As seen in Figure(5.1(a)), the three 
metastable states which are spin spiral, skyrmion lattice and saturated state, are co-existing 
between Btrl and Btr2· It can be forced to other states by applying an external perturbation, 
but the skyrrnion lattice state is apparently the lowest energy state in this region. 
Let us compare these three states in terms of controllability in response to a magnetic 
field. Figure(5.l(b)) shows the dynamic response by varying the magnetic field in the three 
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Figure 5.1: Energy diagram of magnetic states by varying an external magnetic field. (a) Three 
possible magnetic states are calculated. In the region of low magnetic field , a spin spiral ground state 
is shown before the phase transition occurs at B trl· At Btrl , the skyrmion lattice becomes the ground 
state and this phase is experimentally verified via several methods such as neutron scattering [44] or 
Lorentz TEM [151] . In the high magnetic field region, the saturated FM state becomes the ground 
state at the phase transition point Btr2· (b) Comparison of the spin spiral, isolated skrmion and 
skynnionlattice magnetic states in response to magnetic field. The size of an isolated skyrmion, D;.k, 
strongly changes with magnetic field , while the period of the skyrmion lattice(P81 and spin spiral( F •• ) 
state hardly respond to the magnetic field. Therefore, an isolated skyrmion is superior in tunability 
and controllability. 
magnetic states. P88 denotes the period of the spin spiral state, P8t indicates the period of 
the skyrmion lattice which can be understood as a lattice constant in skyrmion lattice. The 
D isk represents the diameter of an isolated skyrmion. As seen in Figure(5.l (b )), the size of 
an isolated skyrmion varies far more than the period of a spin spiral or skyrmion lattice. the 
isolated skyrmion shows better tunability with many degree of freedoms, compared to other 
states in response to a magnetic field . In that sense, an isolated skynnion is more promising 
from an application point of view. 
The results of the calculation of the phase diagram of the three magnetic states as a 
function of the anisotropy constant K are shown in Figure(5.2). Figure(5.2(a)) shows the 
change of minimum energy states by varying the anisotropy K. The data is obtained by 
a relaxation process. Until reaching Ktr which denotes the phase transition line, the spin 
spiral state is the ground state. For higher anisotropy, the saturated state can be stabilized 
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Figure 5.2: Phase diagram of magnetic states by varying the Wliaxial anisotropy K : spin spiral, 
isolated skyrmion and saturated state. (a) The calculation of groWld states for varying K is shown. 
The system has a spin spiral ground state in the low K region until K becomes Ktr· At Kt., the 
system has a saturated ground state for increasing anisotropy value. (b) Spin spiral period, P8 ., and 
size of an isolated skrmion, Disk for varying K. Pss increases until K becomes Kssl where P88 becomes 
infinite. Above the critical point K;8 z = 17.80 me V, an isolated skyrmion could be stabilized in the 
system. Note, the ground state is the saturated state where an isolated skyrmion is stabilized after 
relaxation. The range between K ;sl = 17.80 meV and K;sl = 18.00 meV is especially worth noting. 
In this range, the ground state is the saturated state and two meta stable states, a spin spiral and an 
isolated skyrmion, can co-exist. 
as a ground state. In Figure(5.2(b)), it is shown the period of the spin spiral state Pss 
and the size of a skyrmion Disk are significantly influenced by changing K for a fixed DMI 
value. P 8 8 increase as K is increased. On the other hand, it is shown that Disk decreases 
with increasing K, which mostly arises from spin-orbit coupling since it takes more energy 
to magnetize in certain directions when K becomes larger. D;8 by varying K is decreased 
until reaching the collapse phase transition line at K = 25 meV, see Figure(5.6(b)). Above 
K = 17.80 me V, denoted as K isl, the ground state is the saturated state but the isolated 
skyrmion can be stabilized in this saturated phase. Therefore, the isolated skyrmion state 
is always the metastable state to have higher energy than saturated state. The intriguing 
interval between K = 17.80 meV to 18.00 meV includes the phase transition lines of Kist and 
Kssl for the isolated skyrmion and the spin spiral state. Although the ground state beyond 
Ktr is saturated state, these two metastable states, spin spiral state and saturated state, can 
be co-stabilized at zero magnetic field between K ;st and Kssl· 
Figure(5.3) shows P8 8 by varying the reduced parameter Df J. For weak DMI, the system 
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Figure 5.3: Spin spiral period,Ps"' as a function of K/ J for different D j.J. With increasing anisotropy 
K, P8 8 increase until P88 becomes infinite at the critical point where the phase transition from a spin 
spiral to the saturated state occurs. This critical point changes by increasing the DMI. 
has long periods of the spin spiral P88 • On the other hand, as the DMI is increased, the P88 
becomes shorter and the system has a larger number of spin spiral lines. The point where the 
curves becomes infinite indicates the phase transition point toward the uniform state with 
increasing anisotropy K. The smaller DjJ, the phase transition occurs at smaller K/J. 
5.3 The state of an isolated skyrmion 
The size of a skyrmion significantly varies by changing DMI, as seen in Figure(5.4). The 
point D/J = 0.195 represents the phase transition where the ground state of the system is 
a saturated FM state below 0.195. The diameter of a skyrmion becomes infinite at D/J = 
0.026 which indicates the phase transition to the spin spiral state. With increasing DMI, 
the total energy is changed by increasing the number of twisted spin pairs. This gives rise 
to an increase of the size of a skyrmion until the system becomes a spin spiral state. The 
skyrmion size can be also controlled by changing the system size. The smallest skyrmions 
can be observed in the smaller size of the system and smaller DMI value [145]. 
Figure(5.5) illustrates our approach for the definition of the size of an isolated skyrmion 
in a discrete model. The tangent line for the skyrmion profile is fitted with a linear function 
with the largest inclination angle /3, see the straight closed line running through two nearest 
points. The diameter of the skyrmion is defined as the double distance between the center of 
the skyrmion and the intersection point of the tangent with the x-axis. 
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Figure 5.4: The size of an isolated skyrmion varies substantially with the value of the DMI. When 
the DMI is increa.~ed, the nearest neighboring spins are more and more twisted and the total energy 
tends to become lower and lower. This leads to an increase in the size of an isolated skyrmiorr. Note, 
the skyrmion is stabilized in a range of proper valises of the DMI. The dashed line presents the phase 
transition line to the spin spiral state. 
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Figure 5.5: Polar angle dependence for spins along the pmfile of a magnetic skyrmion shown in 
the inset.. r = 0 denotes the center of the skyrmion. Dashed line shows the tangent to the discrete 
skyrmion profile. 
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5.4 Stability of an isolated skyrmion in the absence of a mag-
netic field 
In this section we study the stability of an isolated skyrmion at zero magnetic field in the 
system of a typical size of a domain contains 100 x l00 x3 spins, see see Figure(5.6(a)). The 
magnetic phase diagram of the ground state in the absence of a magnetic field is character-
ized in terms of two reduced parameters D I J and K I J , see Figure(5.6(b)). The red line 
corresponds to the second order phase transition between a spin spiral (SS) and saturated 
ferromagnetic state, numerically calculated for a magnetic trilayer. The period of the SS 
state, P88 , tends to infinity and effectively approaches the ferromagnetic state when D I J or 
K/ J approach the phase transition line. The transition line between the SS and the ferro-
magnetic state in general depends on the thickness as well as the size of the system. Because 
the magnetic atoms on the surface have a reduced number of neighbors, the interplay of 
Heisenberg and DMI exchange results in an additional modulation of the magnetization close 
to the free surfaces [153]. 
Due to the complexity of such a state only numerical calculations allows to ident ify the 
correct phase transition line. According to the micromagnetic continuum model, the solution 
for a metastable isolated skyrmion can be found for any D I J and K I J below the phase 
transition line within the range of the ferromagnetic ground state [115, 116]. However, the 
characteristic size of such solutions can be smaller than the lattice constant and, thereby, they 
loose physical meaning. In order to describe the stability of a magnetic skyrmion properly 
it is important to use a discrete model which allows one to identify the collapse line, see the 
blue line in Figure(5.6(b)). Hence, isolated skyrmions are stable only in finite range of DIJ 
and K I J, the shaded area in phase diagram. 
Due to the absence of a reference magnetic field, the FM ground state is degenerate 
with mz = ±1. This is also true for the metastable states with m. f. 0. In particular, 
two isolated skyrmions with mutually inverted spin structures are degenerate. They have 
equivalent energies but opposite sign of net magnetization mz and topological charge Q, as 
indicated in Figure( 5.6( c)). These two skyrmion states are separated by a finite energy barrier 
~Eban which depends on the parameters of the model Hamiltonian, see Figure(5.6(c) ). 
In Figure( 5.6( d)) we show a top view of the spin structures corresponding to the solutions 
of an isolated skyrmion with different polarity and topological charge Q. The zoomed view 
for each image illustrates the effect of the modulation along the thickness, which is reflected 
by small rotations of the spins about the z-axis perpendicular to the figure plane. 
In Figure(5.6(e)) the dependence of the size of an isolated skyrmion is shown for the fixed 
values of KIJ marked with arrows in the phase diagram. The size of an isolated skyrmion 
tends to infinity when one approaches the transition line Dt and becomes small close to 
the collapse line De· It illustrates that when K I J is getting smaller the size of a skyrmion 
effectively increases. Due to the absence of a reference magnetic field the ground state is a 
degenerate ferromagnetic states with mz = ±1. This is also true for metastable states with 
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Figure 5.6: Stability of an isolated skyrmion at zero field: (a) Schematic representation of the 
simulated system composed of L x L atomic sites along x and y-axis and N atomic monolayers thick 
with a simple cubic lattice with lattice constant a. Each internal magnetic atom (red sphere) has 
six nearest neighbors (blue spheres) while atoms at the surface and the edges have less neighbors. 
Dzyaloshinskii-Moriya vectors (green arrows) point along the directions of nearest neighbors. (b) The 
phase diagram of the ground state for zero applied fields calculated in reduced units of DMI and 
uni-axial anisotropy for a thre.e layer thick film of a simple cubic lattice. The red line corresponds 
to the second order phase transition between spin-spiral and saturated ferromagnetic state. Shaded 
area corresponds to the stability area of iSks. (c) Schematic representation of the energy profile. 
The ground state of the system corresponds to a two-fold degenerate saturated ferromagnetic state 
with mz = ±1. Metastable solutions have equal energies and are separated by a finite energy barrier 
.6.Ebar· (d) Top view of the central part of the simulated domain showing a spin structure of two iSks 
appearing as metastable solutions in ferromagnetic backgrounds with opposite magnetization. The 
red (blue) color of the backgTound area denote positive (negative) mz component of the magnetization. 
Insets show a zoomed view in the vicinity of the skyrrnion core and illustrate conserved chirality for 
both solutions and modulations of the spins along the film normal (see small rotation of underling 
spins). The two solutions have opposite net magnetization and opposite Q. (e) Diameter of iSk Disk 
as a function of reduced DMI constant D I J for different values of reduced anisotropy K I J = 0.1, 
0.2, 0.4 (see dashed lines and arrows in Figure(5.6(b)). The definition of iSk diameter is presented in 
section(5.3), see Figure(5 .5). 
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mz =/= 0. In particular, two isolated skyrmions with mutually inverted spin structures are 
degenerate with respect to each other, see Figure( 5.6( d)). They have equivalent energies but 
opposite sign of net magnetization mz and topological charge Q, as indicated in Figures(5.6( c) 
and 5.6(d)). These two skyrmion states are separated by a finite energy barrier ~Ebar which 
depends on the parameters in the model Hamiltonian. In the next chapter, we discuss that 
magnetic field pulse excitation allows one to overcome this barrier and switch between two 
skyrmion states. 
5.5 The spin spiral stability 
In the previous section, we discussed the stability for an isolated skyrmion. The phase dia-
gram of the ground state in a tri-layer thick film was characterized by D / J for fixed K/ J, see 
Figure(5.6(b)). To find the phase transition line between the spin spiral and the saturated fer-
romagnetic states, we numerically calculate the equilibrium period and corresponding energy 
for varying values of D / J at fixed K / J. 
The value at which the period of the spin spiral tends to infinity and the energy difference 
between the spin spiral and the ferromagnetic state tends to zero, we identify as a second order 
phase transition line. In Figure(5.7), we show an example of such calculation forK/ J = 0.4. 
In particular, Figure(5.7(a)) shows the dependencies of the total energy density as a function 
of the spin spiral period Pss for different values of D / J. It is easy to show that in the case 
of a simple cubic structure and nearest neighbor interaction, the preferable direction for the 
spin spiral propagation is [110], along the diagonal of one side of the elementary cubic cell. 
The total energy density is calculated in units of exchange coupling constant J /atom. The 
position of the energy minimum for each fixed D / J, corresponds to the equilibrium period 
of the spin spiral. The positions of the energy minima are indicated by the dashed line in 
Figure(5.7(a)). As follows from Figures(5.7(a) and 5.7(b)) the equilibrium period goes to 
infinity between D / J =0.369 and 0.370 while the energy of the spin spiral tends to the energy 
of the ferromagnetic state, which can be calculated precisely and for this case equals -5. 73(3) 
J /atom. In Figure(5. 7( c)) we show the energy density difference between the spin spiral and 
the ferromagnetic states. The difference ~Ess tends to zero when one approaches the phase 
transition point at about D / J = 0.3695 ± 0.0005. Such approach allows to identify the phase 
transition point for D/J with a precision which depends on the step size in DjJ. 
In Figure(5.7(b)) we also show the size dependency for an isolated skyrmion on the other 
side of the transition line where the ground state corresponds to the ferromagnetic state. 
In Figure(5.7(c)), we also present the energy of the isolated skyrmion which illustrates the 
metastability of skyrmion solutions, as the energy of a skyrmion is always higher than the 
energy of the ferromagnetic state. To find the dependency of the energy density on the period 
of the spin spiral presented in Figure(5.7(a)), we performed the following calculations. We 
calculated the energy of the spin spiral state after a full relaxation on a domain with periodic 
boundary conditions (PBC). As an initial configuration we use a homogeneous spin spiral 
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Figure 5.7: (a) Energy density as a function of spin spiral (SS) period Pss numerically calculated at 
zero applied field for model Hamiltonian equation(2.45) in the theory and numerics part . Calculations 
are done for fixed K I J = 0.4, and varying values of D I J close to the phase transition to the saturated 
ferromagnetic state. Dashed line follows the position of the energy minimum for each D I J. It tends 
to the energy of ferromagnetic state when D I J approaches a critical value. Pss is presented in unit of 
crystal lattice parameter a. (b) Dependence of Pss and size of isolated skyrmion(Disk) near the phase 
transition point where Pss -+ oo and Disk -+ oo. (c) The difference between the energy density for the 
spin spiral state /::;.Ess and the isolated skyrmion t:;.Eisk, relative to the saturated ferromagnetic state 
as function of Dl J. The equilibrium skyrmion size is calculated in a square domain of 100 x 100 x 3 
spins with periodical boundary conditions in the ;z;y-plane. 
with the period defined as Pss =Lin, where Lis the size of the domain along [110] and n is 
an integer number. Due to the PBC the period of the spin spiral during the relaxation remains 
conserved. By varying the size of simulated domain one can find the energy dependence as a 
function of the spin spiral period. 
Figure(5.8) illustrates our approach and corresponds to the case K I J = 0.4, D I J = 0.375. 
Here we assume n = 1, the size of the domain corresponds to one spin spiral period. Fig-
ures(5.8(a) and 5.8(b)) show the initial homogeneous spin spiral state and the inhomogeneous 
relaxed spin spiral, respectively. Figures(5.8(c) and 5.8(d)) show the relaxed spin spiral for 
larger domains related to larger periods. The energy values for the initial and the fully relaxed 
states are presented in the Figure(5.7), In particular, the lowest energy state corresponds to 
a period of Pss = v'2a · 19 = 26.87a, see the bottom energy dependency in Figure(5.7(a)). 
The step in the energy dependence on period in such approach is inversely proportional to 
the integer number of periods n in the domain, and defined as APss = v'2aln. However, 
for higher precision it is important to use large n ;::: 10, when the equilibrium period of the 
spin spiral is commensurate with the lattice constant a. We note that there is an analytic 
solution for the phase transition line between a ferromagnetic and a spin spiral state derived 
by Dzyaloshinskii in the frame of a micromagnetic continuum approximat ion [53, 154]. 
However, the approach of Dzyaloshinskii ignores the effect of a magnetization modulation 
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Figure 5.8: Snapshot of spin spiral state propagating along the [110] direction of a simple cubic lattice 
for different characteristic domain sizes along the [110] direction defined as v'2 · N ·a. The coupling 
constants used in the relaxation process are K / J = 0.4, D/J = 0.375. (a) Homogeneous spin spiral 
used as an initial state for the following relaxation, N = 18. Transparent spins indicate periodical 
boundary conditions used in the relaxation process. (b) Inhomogeneous spin spiral after the relaxation 
of the initial state shown in a. (c)-(d) Inhomogeneous spin spiral state after the relaxation for the 
characteristic domain size with N = 19 and 20, respectively. (e) Zoomed view of inhomogeneous 
spin spiral shown in b. Angles 5 indicate modulation of the spins along the thickness. E(';.h (in red) 
indicates the energy density in [J/atom] for the homogeneous initial spin spiral state and E(N) (in 
black) indicates the energy density of the inhomogeneous fully relaxed spin spiral state. 
along the thickness. Thus, it is valid only for two limiting conditions: a pure two dimensional 
case (single monolayer) and a bulk system where effects due to the free surfaces can be 
neglected. Recently the effect of finite thickness and the role of magnetic modulation along 
the thickness of the magnetic layer has been studied in the context of skyrmion stability in 
cubic helimagnets [153]. It has been shown that such a modulations are localized close to the 
free surfaces and sufficiently reduce the energy of a skyrmion state. We observe pronounced 
effects of modulations along the thickness in both cases of an isolated skyrmion and a spin 
spiral. The inset in Figure(5.8(b)) shows a zoomed area of the relaxed spin spiral state and 
illustrates the effect of magnetization modulation along the thickness of the layer, see the 
small angle o between the spins in the middle layer and the corresponding spins in the top 
and bottom layers. Similar modulations appear in the case of an isolated skyrmion, see 
Figure(5.6( d)) in the previous section. 
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Figure 5.9: (a) Phase transition between spin spiral state and ferromagnetic state calculated for 
different thicknesses of a layer of a simple cubic lattice. Solid (red) line is the analytical solution of 
the micromagnetic approach, see equation(5.4). Here N denotes the thickness of the layer in number 
of monolayers. Inset shows zoomed area marked as (gray) rectangle in main figure. (b) Dependence 
of critical values D / J for the phase transition as function of the magnetic layer thickness N for fixed 
K / J marked by arrows in (a). 
Such modulations significantly reduce the energy of inhomogeneous states. In order to 
illustrate the pronounced effect of such modulations on the stability of a spin spiral, we adopt 
the analyticalsolution derived by Dzyaloshinskii for a discrete model and compare the results 
with our numerical calculations. In particular, in the micromagnetic approach, assuming a 
small angle between nearest neighbor spins, the energy density of the inhomogeneity for the 
spin spiral with period A is 
(5.1) 
where ¢ =: ¢(r) is the polar angle of the magnetization. For a simple cubic lattice and 
a spin spiral propagating along the [110] direction, the micromagnetic constants in equa-
tion(5.1 ) are related to the constants in a discrete model via j = Jja , and fJ = 2D/a2 , 
K = Kja3 . Minimization of equation(5.1 ) gives an expression for the energy minimum 
~Emin and an equilibrium period of the spin spiral Amin· In Ref. [114] one gives a simple and 
elegant proof for the following inequality 
~Emin 2: 8W ± 2n:D, (5.2) 
where the first term represents the double energy of an ordinary Bloch wall while the 
second one reflects the contribution of the DMI. The sign ofthe last term in equation(5.2) 
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depends on the sense of rotation of the spins in the spiral. If the value of t:.Emin > 0 the 
ground state corresponds to a collinear ferromagnetic state, if t:.Emin < 0 we may conclude 
that there exist inhomogeneous states that have lower energy than the ferromagnetic state. 
Therefore, a criterion for the appearance of an inhomogeneous spin spiral reads 
b = ~{k 
j 1f y ]' 
or, in units of the discrete model for the case of a simple cubic lattice : 
(5 .3) 
(5.4) 
In Figure(5.9(a)) we present the analytical solution for the phase transition line by equa-
tion(5.4), see the solid red line. The symbols in the figure represent our numerical calculations 
for different thicknesses of the layer. As has been mentioned before, the micromagnetic ap-
proach is a gocd approximation for transitions in the case of one monolayer, seeN= 1, open 
circles. The discrepancy appears only for the high anisotropy case K / J > 0.3, see inset in 
Figure(5.9(a)). It is because in the high anisotropy case the approximation of small angle 
rotation fails. For any finite thickness N > 1, the transition always occurs below the transi-
t ion corre.sponding to the single monolayer (N = 1), see Figures(5.9(a) and 5.9(b)). Indeed, 
Figure(5.9(b)) shows an abrupt change in the transition value of the Dzyaloshinskii-Moriya 
interaction (DMI) between the pure two dimensional case N = 1 and the finite thickness 
cases N 2: 2. The transition value of DMI passes through a minimum and then gradually 
increases. The critical thickness which corresponds to the minima strongly depends on the 
anisotropy value, see the dashed line in Figure(5.9(b)). For the bulk limit when N -too, the 
transition value of the DMI tends to the value of the DMI in the case of the transition for 
a single monolayer. Such dependence of the transition line on the thickness has to be taken 
into account for the calculation of the stability range for iSks. 
5.6 Conclusion 
We presented the complex phase diagram for a thin magnetic film in the absence of a magnetic 
field. The most important finding is the collapse line for an isolated skyrmion, which defines 
its range of existence in the micromagnetic framework, see Figure(5.6(b)). We investigated 
the stability of an isolated skyrmion with reduced material parameters K/ J and D/J. Another 
important magnetic state is the spin spiral state which is the ground state at low temperatures 
under zero magnetic field in the materials having B20 crystal structures. We observed a 
noticeable effect of modulations along the thickness. An analytical calculation of the criterion 
for the appearance of an inhomogenous spin spiral was introduced. Our results can be a guide 
the design materials for future skyrmion based devices. 
Chapter 6 
Switching of chiral magnetic 
skyrmions by a picosecond 
magnetic field pulse via transient 
topological states 
Magnetic skyrmions are vortex like spin structures that appear as stable or meta-stable 
states in magnetic materials due to the interplay between the symmetric and antisymmetric 
exchange interactions, applied magnetic field and/or uniaxial anisotropy. Their small size 
and internal stability make them perspective objects in data storage technology but for this, 
the controlled switching between skyrmion states of opposite polarity and topological charge 
is essential. Here we present a study of magnetic skyrmion switching by an applied magnetic 
field pulse based on a discrete model of classical spins and atomistic spin dynamics. The 
important feature of the solution for isolated skyrmions is the coexistence of two types of 
skyrmions characterized by opposite polarity and opposite topological charge. Such skyrmions 
can be considered as a conceptually . new approach for data storage where switching between 
two of such skyrmion states is provided by a short magnetic field pulse. We demonstrate 
how a short inclined magnetic field pulse can initiate the switching between these states at 
GHz rates. Detailed analysis of the switching mechanism revealed the complex path of the 
system accompanied with the excitation of a chiral-achiral meron pair and the formation of 
an achiral skyrmion. 
This chapter has been partially taken from : 
Switching of chiral magnetic skyrmions by a picosecond magnetic field pulse via 
transient topological states, C.Heo, A.K.Nandy, S.Bliigel, N.S.Kiselev and Th.Rasing, 
submitted 
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6.1 Introduction 
In the previous chapter, we have shown the stability of isolated skyrmions. Now we turn our 
interest to the dynamics properties of a skyrmion. The skyrmion is similar to a magnetic 
vortex in that it possess polarity and chirality. The control of the polarity and helicity of 
a magnetic vortex has been intensively studied in the last years [70, 73, 155-159], whereas 
the polarity reversal of a skyrmion core has rarely been explored. Very recently Y. Liu 
and coauthors demonstrated the switching of a skyrmion by a spin-polarized current [160] 
and B.Zhang et al. showed the microwave-induced dynamic switching of a skyrmion core in 
nanodots [161]. Here, we demonstrate a novel and much more efficient method of very fast 
switching of magnetic skyrmions. In contrary to the microwave-induced skyrmion switching in 
nanodots, our approach does not require a certain shape of the domain and allows to achieve 
the switching by a single magnetic field pulse. We focus in particular on the dynamics of the 
topology during the switching of a sky:rmion. First, in section(6.2) the complete switching of 
a sky:rmion is observed by applying a strong enough magnetic field pulse. In section(6.3), the 
topological properties are analyzed between switching from Q= + 1 to Q= - 1, showing non-
conservative properties of the topological charge. In section(6.4), the skyrmion switching for 
a disk shaped domain is presented. Finally the comparison with vortex reversal is discussed 
in section(6.5). Our findings are expected to be relevant for the design of new spintronics 
applications. 
6.2 Switching of an isolated skyrmion 
In this section, we discuss the details of the skyrmion switching process driven by an inclined 
magnetic field pulse, see Figure(6.1). Figure(6.2) shows the time dependent snapshots of a 
switching process. Here and below, t he origin of time t* is given relative to the maximum 
of the field pulse, t* = t- tp . The sequences of snapshots, Figure(6.2(a)- (d)), represent 
simulations for different pulse widths tw, damping a and boundary conditions: open (OBC) 
or periodic (PBC), see left panel of Figure(6.2) . In the time evolution sequences, Figures(6.2a-
d), the left most image shows an iSk with the core magnetization pointing up (red color) while 
the host is a ferromagnetic state with magnetization pointing down (blue color). The final 
states shown at the right most images are almost relaxed state reached 150 ps after the 
pulse maximum. The initial and final states represent mutually inverted spin structures, see 
Figure(5.6(d)). 
Following the case of PBC in the sequence of Figure(6.2(a)), we explain the main mecha-
nism of the skyrmion switching which is based on two simultaneous processes: i) an expansion 
of the skyrmion core and ii) a homogeneous change in the polarity of the surrounding fer-
romagnetic state. Due to the inclination of the applied field, the core (red color) expands 
asymmetrically along a certain direction. Opposite to that direction one observes the for-
mation of a region with magnetization opposite to the expanded core, see the blue region 
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Figure 6.1: Schematic representation of the simulated system. The domain composed of N x N atomic 
sites along x and y -axes and 3 atomic monolayers thick with a simple cubic lattice of lattice constant 
a. Each internal magnetic atom (see e.g. red sphere) has six nearest neighbors (blue spheres) while 
atoms at the surface and the edges have less neighbors. Dzyaloshinskii-Moriya vectors (g1·een arrows) 
point along the directions of nearest neighbors. The magnetic field pulse Bp penetrates uniformly 
through the whole domain. The direction of the pulse is defined by the polar angle (} and azimuthal 
angle <p. 
at t*=-5 and 0 ps. Note, the green color represents in-plane magnetization. Such excited 
state is similar to the vortex-antivortex pair which can be observed in magnetic vortex core 
reversal dynamics [70]. Here, the red and blue regions can be thought of as vortex and 
antivortex cores, respectively. Afterwards, the magnetization of the surroundings continues 
to turn towards the field direction together with an expansion of the vortex core even after 
the pulse peak is over. F inally, when the surrounding magnetization is turned towards the 
core magnetization, only the core of the initial antivortex remains with opposite polarity, see 
Figure(6.2(a)) at t* = 10 and 15 ps. Later this state relaxes to an iSk, see t* = 150 ps. 
In case ofOBC, Figure(6.2(b)) , the switching mechanism remains qualitatively the same 
as for PBC, but the change in the polarity of the surrounding magnetization occurs in an 
inhomogeneous manner. First, one observes the appearance of an up-polarized magnetic 
region at the free boundary, see the red area at the bottom edge in Figure(6.2(b)), t * = 0 
ps. Then, this region expands quickly and starts to propagate through the whole domain. 
Consequently, almost the full domain is switched up, see t * = 10 and 15 ps. Finally, it relaxes 
to an iSk and an additional domain may attach at the edge, see e.g. the final image in b. 
However, within a short time of about an additionallOO ps, this domain disappears and only 
a single skyrmion of opposite polarity remains. 
In case of realistic damping, a ::; 0.3, we observe a strong effect of spin-wave interference. 
The spin waves injected and reflected by the free edges interfere with each other and interact 
with the expanded core of the skyrmion, see Figures(6.2(c) and (d)) . It may lead to a 
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skyrmion collapse and/ or nucleation of new skyrmions. The final state may appear as a mixed 
state, composed of multiple skyrmions and domain walls, see the final image in Figure( 6.2( c)). 
However, the successful one-to-one switching can be controlled in different ways, for exam-
ple by adjusting parameters of the magnetic field pulse. Figure(6.2( d)) shows a successful 
switching by adjusting the pulse width, compare snapshots in Figures(6.2(c) and (d)). 
Reverse switching of skyrmions can be achieved by flipping the polar angle of the applied 
magnetic field pulse with respect to the layer plane: ()' = 1r - B. By flipping the angle of 
the applied pulse between () and ()' one can achieve fast skyrmion switching of the order of 
GHz. For instance, in our simulations the time interval between two field pulses required 
for sequential switching has a typically a value of 200 ps, which corresponds to a switching 
frequency of 5 GHz. We demonstrate the successive switching which illustrates the back 
and forth skyrmion switching with an interval of 200 ps driven by a sequence of pulses 
with alternating angles B = 45° and B' = 135°. This robust switching is by no means 
trivial: the two iSk states are metastable and the system switches between them in a complex 
energy landscape with various local minima and one absolute minimum, the ferromagnetic 
groundstate. 
6.3 Topological argument 
The above discussion illustrates the key steps of the skyrmion switching process. Here, 
we give a detailed description of the energy balance and the topology of the dynamical 
states dming the skyrmion switching. Figures(6.3(a)-(c)) show the time dependencies for 
the magnetization, energy contributions, Q, and magnetic pulse profile corresponding to the 
simulations presentedin Figure(6.2(a)). Figures(6.3(d)-(g)) represent the small central part 
of the domain at particular moments in time which are marked as vertical dashed lines in 
a-c. The time dependence of Q in Figure(6.3(b)) shows two steps at about t* = 34 ps and 
38 ps, where it changes from +1 to 0 and then from 0 to -1. Snapshots in Figure(6.3(e)-(g)) 
illustrate the changes in the spin texture before and after these steps. 
To explain and clarify these steps like behavior, we schematically show the intermediate 
topological states in Figure(6.4), through which the system passes during the switching. 
Figure(6.4(a)) corresponds to the initial state and Figme(6.4(b)) represents a pair of chiral 
and achiral merons carrying an individual topological charge Q = +1 /2 while the total Q of 
the pair remains Q == + 1. The schematic picture of this meron pair is structurally equivalent 
to the state in Figure(6.3( d)) (see also Figure(6.2(a)) at t * = 0 ps). Because of the interaction 
with the inclined magnetic field, in the dynamical process the core of the chiral meron is 
much larger than the achiral one and both have distorted shapes. The state in Figure(6.4(c)) 
represents an ideal achiral skyrmion. The snapshot of an achiral skyrmion in our simulation 
is shown in Figure(6.3(e)) (see also Figure(6.2(a)) at t* = 15 ps). The emergence of an 
achiral skyrmion via excitation of a meron pair is the key stage of the skyrmion switching 
mechanism. It reflects the tendency of the system to conserve Q, which in turn emphasizes 
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Figure 6.3: Time dependenc:ies of energy contributions and topological charge during the skyrmion 
switching. (a)-(c) Time dependencies corresponding to the simulation of skyrmion switching with 
parameters as in Fig. 6.2a. Here Mx , ll1y , Mz are components of the average magnetization, 
Ma = l::f' mf / ~tsN, N total number of spins, Bp is the profile of a magnetic field pulse, and Q 
is the topological charge. EoMr, Eani, Eex, and Ez correspond to the energy contributions of DMI, 
anisotropy, exchange, and Zeeman energy, respectively. Etot is a sum of all energy contributions, 
while E;ot = Etot. - Ez. (d)-(g) are the snapshots of the central part of the simulated domain (top 
atomic layer) , taken during the simulation at the time marked in (a)-( c) by vertical dotted lines d-g, 
respectively. 
the dominance of the Heisenberg exchange interactions. The transitions between initial chiral 
skyrmion, meron pair and achiral skyrmion belong to the same homotopy class, all three 
states possess the same Q. Due to the DMI, which provides the largest energy gain for 
those localized states with a single chirality, achiral skyrmion is energetically unfavorable 
and within a short time it switches to chiral one. Indeed, for an ideal achiral skyrmion as in 
Figure(6.4(c)), the energy contribution of the DMI equals precisely zero, while for mutually 
inverted chiral skyrmions as in Figure(6.4(a)) and Figure(6.4(h)) , the energy gain from DMI 
is the same because of the conserved chirality of the spin structures. 
An achiral skyrmion with Q= l and a chiral skyrmion with Q=-1 belong to different ho-
motopy classes and the transition between them may occur only via formation of a singular 
point (SP) where magnetization locally vanishes and Q becomes undefined . The local viola-
tion in the chirality of the spin structure, see dashed square in Figure( 6.3(d)) , precedes the 
formation of SP shown in Figure(6.3(e) ). The position of SP can be associated with the cen-
ter of a finite size volume where average magnetization is totally vanished, see solid square 
in Figure(6.3(e)). The disappearance of SP is accompanied by its smoothness when it is 
pushed out into the surrounding ferromagnetic phase. This, in turn, results in the formation 
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Figure 6.4: Schematic representation of the transient topological states during the skyrmion switch-
ing. (a) and (h) are initial and final states of mutually inverted spin configurations corresponding to 
the chiral skyrmions with conserved chirality and opposite topological charge. (b) - (g) the transient 
magnetic states during the switching: (b) the chiral-achiral meron pair with total Q = + 1 obtained by 
goo rotation of all spins in (a) around they-axis; (c) the achiral skyrmion with Q = +1 obtained by 
continuing the rotation of all spins in (b) by another goo around the y-axis; (d) the achiral skyrmion 
state with local violation in the chirality inside the dashed box; (e) the magnetic state with a singular 
point (SP) which makes the state topologically undefined; (f) the half-switched skyrmion state with 
Q = 0; (g) the magnetic state with another SP appearing during the local change in the chirality of 
spin structure. The average magnetization in the white box is zero, m = 0. The white isoline with 
arrows is the guide to eye for the in-plane magnetization rotation direction. 
of so-called half-switched skyrmion state with Q=O, see Figure(6.4(f)) and the corresponding 
simulation snapshot in Figure(6.3(f)). The system remains in such intermediate state only 
for a short time (a few picoseconds, see Q = 0 in Fig. 6.3(b)). The change in chirality on the 
other side of the half-switched skyrmion also accompanied with the appearance of SP, see 
Figure(6.4(g)), and finally results in a transition to the chiral skyrmion, see Figure(6.4(h)) 
and snapshot in Figure(6.3(g)). Such a transition results in the second jump of Q, from 
Q = 0 to -1. In Figure( 6.3(g)), we have shown the chiral skyrmion just after the switching, 
which converges to an ideal axisymmetric skyrmion after a full relaxation. 
The sequence of the states sketched above explains all the details of the evolution of 
the energy and magnetization in Figure( 6.3( a)-( c)). For instance, the excitation of a meron 
pair with a large number of spins pointing in the plane rather than in the easy out-of~ plane 
direction results in a pronounced increase of the anisotropy energy Eani· Consequently, the 
chiral meron core expands which extends the inhomogeneous area and leads to a substantial 
lowering of the DMI energy EDMI as well as to an increase in the Heisenberg exchange 
energy Eex· Subsequently, the formation of an achiral skyrmion and its localization leads 
to a lowering in Eani and Eex but causes an increase in the EDMI· The following transition 
between achiral and chiral skyrmions involves only a small number of spins around the SP 
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and does not affect the total energy significantly. 
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Figure 6.5: Switching diagram for square domain in terms of damping a and magnetic pulse width 
tw. Each area corresponds to the regime of excitation: breathing mode (green) , skyrmion switching 
(red), mixed state (blue) and skyrmion eollapse (white). Open circles correspond to the parameters 
used for the simulations illustrated by the snapshots in Fig. 6.2. 
The precession of the magnetic moments about the applied magnetic field leads to ad-
ditional excitations that affect the temporal behavior of the magnetizations and energies. 
Such excitations become more pronounced in the case of OBC and show longer attenuation 
times for small damping a. The influence of damping on the pulse induced dynamics can be 
illustrated in the switching diagram (see Figure(6.5)) in terms of varying pulse width tw for 
different values of a. Figure(6.5) shows four noticeable regions corresponding to the excita-
tion of (i) the breathing mode (blue) , (ii) mixed state (red) , (iii) skyrmion switching (green) 
and (iv) skyrmion collapse (white). For short pulses tw ;S 6 ps, a skyrmion experiences only 
the breathing mode, i.e. the excitation causes a skyrmion core expansion and slow back 
relaxation to the initial state. In this region, the response of the system to the magnetic 
field pulse is not strong enough to excite the meron pair state and switch the polarity of the 
surrounding magnetization. On the other hand, for pulses that are too long the switched 
skyrmion appears when the field is still too strong and causes the skyrmion to collapse. For 
the intermediate pulse width, we observe either successful one-to-one skyrmion switching or 
the nucleation of the mixed state, similar to the state shown in Figure(6.2( c)) at t* = 150 ps. 
The mixed state is significantly enhanced for small dampings, a ;S 0.1, due to strong interfer-
ence effects between spin waves injected by the free edges. However, for dampings a 2:, 0.1, 
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Figure 6.6: Schematic representation of the energy barrier between Q= +1 and -1 by getting at 
the each steps from B0 to B6 of magnetic field pulse. b.E is the difference between energy E and 
ferromagnetic energy. 
the generation of the spin waves and their interference are significantly suppressed and this 
results in an enlargement of the successful switching range. 
We found that the effect of spin wave interference is also suppressed in the case of a 
disk shape domain, even for low damping. In section(6.4), we provide the details of the 
skyrmion switching in a disk-domain, together with simulations for varying values of the 
exchange coupling parameter J and show how it affects the field pulse intensity Bo required 
for successful switching. For realistic coupling parameters we identified a wide switching 
range in terms of magnetic pulse intensity Bo and width tw. 
An other important parameter for skyrmion switching is the polar angle e of the magnetic 
pulse. We identified the optimal angle for successful switching to be in between 35° and 
55°, in the most cases. Outside of this range, one may observe either the excitation of the 
breathing mode, the mixed state or skyrmion collapse while the variation in azimuthal angle 
</> does not affect significantly the switching mechanism. However, </> functions to control the 
direction of switching among 4 sides of the rectangle so that one plays major role to adjust 
the tiny displacement from the original point as a result of repeated switching,assuming </> is 
fixed. 
Figure(6.6) shows the schematic representation of the successful switching over the energy 
barrier between Q= ±1 when suitable polar angle e of the magnetic pulse is applied to the 
system under the condition o: ;S 1, see the change of blue circles by reaching each steps in 
different applied fields from Bo to B6. The gray circle indicates the case of o: ~ 1 which 
shows unsuccessful switching. The pair of chiral and achiral merons (or vortex-antivortex 
pair) corresponds to the saddle point. 
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6.4 Skyrmion switching dynamics in disk shape domain 
In this part we present our investigations on the topological dynamics and energetics of 
skyrmion switching for a disk shape domain with open boundary condition (OBC). The 
considered diameter and thickness of the disk are a 100 and 2 atomic distances, respectively. 
We have used a realistic set of parameters including absolute values of the exchange J = 
5 meVjatom, relative quantities DMI D j J = 0.16 and anisotropy K j J= 0.1, !ls = 2pB 
and damping a = 0.1. An inclined magnetic field pulse with polar angle() = 45° penetrates 
uniformly through the disk. The pulse has intensity Eo = 4 T and a Gaussian width tw = 8 
ps. In Figure(6.7), the snapshots a-i display the sequence of states which the system passes 
during the switching. 
The vertical dashed lines correspond to the different moments in time when the snapshots 
a-i are taken. Note that the topological charge of the skyrmion for OBC is an ill-defined quan-
tity. Q for the initial state is found to be +0.93 and it becomes -0.63 after the switching, 
see the time dependency of Q presented in Figure(6.7(j)). Similar to the switching mech-
anism discussed in section(6.3) , the simultaneous effects of skyrmion expansion and change 
in the polarity of the surrounding ferromagnetic state result in the formation of a meron-
achiralmeron pair with distorted shapes, see snapshot c. The injected spin waves from the 
free boundary start to propagate and interact with the excited skyrmion core. Comparing 
the switching processes in square and disk shaped domains, we may conclude that the ef-
fect of spin-wave interference is less pronounced in a disk shaped domain, see snapshots in 
Figure(6.2(d)) and snapshots in Figure(6.7). 
After some simulation time at about t *= 10 ps, a localized achiral skyrmion appears while 
the magnetization of the surrounding state is almost flipped, see snapshot f. A sharp fall 
in Q which appears between the time steps marked with f and g, represents t he transition 
from an achiral skyrmion to a half-switched skyrmion. Contrary to the PBC, here in the 
case of OBC the half~switched skyrmion may appear with nonzero topological charge, see 
the t.ime variation of Q in Figure(6.7(j)) at t *= 9 ps. The nonzero value of Q is due to the 
presence of a domain attached to the edge, see the snapshot g. The transition to a chiral 
skyrmion (see snapshot h) is further accompanied by another sharp jump of Q between 9 
and 10 ps. Due to the presence of the extra domain, the absolute value of Q is larger than 
unity. Such domain corresponds to an unstable state. After the relaxation it cUsappears and 
the topological charge converges close to unity, see the time dependence of Q between t *= 
30 and 80 ps and the corresponding snapshots. 
The average magnetization and energy contributions presented in Figure(6.7) show qual-
itatively the same time dependencies corresponding to those in the case of a square domain 
in Figure(6.3). Additional distortions in the time dependencies are expected due to the open 
boundary. It has to be noted that the switching phenomenon is very robust within a wide 
range of parameters. We have investigated skyrmion switching for various absolute values of 
exchange coupling and pulse parameters. The results for successful switching are presented 
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Figure 6.7: Dynamics of magnetization, magnetic field pulse induced in a disk domain of a 100 
spins diameter and a thickness of 3 monolayers. (a)-(i) Snapshots of the spin structure taken at 
t imes denoted as the vertical dotted lines in the time dependencies (j)-(1) with corresponding labels. 
Here, llfx , llfy , Mz are the components of the average magnetization, Q is the calculated directly 
with equation(8.1) , Eex , EDMI , Enn;, and Ezeeman are the energy contributions of the exchange, DMI, 
anisotropy, and Zeeman energy, respectively, Bp profile of the magnetic field pulse. Note, Etot is the 
sum of all energy terms while Etot = Etot- Ezeeman· 
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Figure 6.8: (a) Switching diagram calculated in terms of intensity of magnetic field pulse Bo and 
exchange stiffness J , (b) Switching diagram calculated for varying intensity of Gaussian magnetic 
field pulse Bo and pulse duration tw. The vaiues for the fixed parameters (coupling constants, applied 
pulse angle, and damping) are displayed in the figures. Both switching diagrams are calculated for 
disk domain of 100 spin diameter and 3 monolayer thickness, respectively. 
in Figure(6.8). The major energy contribution in the switching energetics comes from the 
exchange interaction J which is usually about one order of magnitude higher than the other 
interactions e.g. the DMI(D) and the anisotropy(K). 
In Figure(6.8(a)), a successful switching area is identified byvarying the pulse intensity 
Eo for different absolute values of J and fixed relative values of K I J and D I J. Here, the 
damping parameter a equals 0.1 , the Gaussian width tw equals 8 ps and the polar angle B 
equals 45°. The successful switching region in term of Eo is sufficiently wide (about 1.2 T) 
while the lower and upper critical fields increase linearly with exchange coupling. 
Subsequently, we have used a realistic value of the exchange interaction J = 5 me VI atom 
and found the switching diagram for magnetic pulse parameters, Eo and tw. The diagram 
is shown in Figure(6.8(b)). A wide area corresponding to one-to-one successful switching is 
identified existing within the range of about 3 to 6 T in Eo and 3 to 14 ps in tw. The rough 
edges of the successful switching area reflect the complex energy landscape of the system 
with a large number of metastable states. However, inside this region we always find the 
one-to-one successful switching. 
6.5 Comparison with vortex reversal 
Switching of a skyrmion can be compared to the case of the switching of a vortex core. In the 
case of switching of the vortex, a short in-plane field pulse creates a new vortex-antivortex 
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pair in the vicinity of the existing core and the subsequently the new antivortex with the 
original vortex is annihilated [162). The annihilation is connected with emission of spin 
waves [64). Similarly, we observed that the skyrmion undergoes (chiral)meron-(achiral)meron 
pairs during switching. Contrary to the vortex core reversal, the surrounding magnetization 
of a skyrmion continues to flip together with the switching of the skyrmion. Thus, the helicity, 
in-plane curling right or left handedness, is changed together with switching the polarity. On 
the other hand, the switching of a vortex shows the same helicity after switching of the 
polarity. Furthermore the switching of a skyrmion by a magnetic field pulse is possible only 
when the pulse is applied at an oblique angle(, see Chapter 7). The skyrmion shows much 
more stability after switching and recovers perfectly the original shape and size. This allows 
the successive switching for new types of non-volatile memory and logic devices. 
6.6 Conclusion 
The degeneracy of the ground state allows the existence of two skyrmion solutions with 
opposite topological charge and we demonstrated that the switching between them can be 
driven by an inclined magnetic field pulse. The general mechanism of the chiral skyrmions 
switching follows a sequence of transient topological states: a chiral-achiral meron pair, an 
achiral skyrmion and a half-switched skyrmion. The newly proposed skyrmion switching 
mechanism can be achieved in a wide range of material and pulse parameters and allows a 
repetitive switching on the GHz scale. 
Chapter 7 
Complex skyrmion dynamics 
induced by a magnetic field pulse 
Magnetic skyrmions are topologically stable particle-like objects with spins that point in all 
directions to wrap the unit sphere. We have studied the dynamics of skyrmions in ultrathin 
magnetic films in the presence of a magnetic field pulse, performing micromagnetic studies of 
the angular dependence of an applied Gaussian magnetic field pulse. The dynamic response 
of a single skyrmion significantly varies with applied polar angle, showing four characteristic 
modes: a breathing mode, a switching mode, a rotating mode and a dissolving mode. We 
observe the creation of multiple skyrmions in both the switched state and unswitched state by 
adjusting the damping parameter, the polar angle, and the width and amplitude of the mag-
netic field pulse. A sinusoidal magnetic field appears to trigger a large number of skyrmions. 
The critical value of the amplitude of a magnetic field pulse for achieving switching can be 
reduced by controlling the anisotropy and the Dzyaloshinskii-Moriya interaction (DMI), and 
stable switching can be obtained for fields as low as 200 mT by expanding the size of the 
system. 
This chapter has been partially taken from : 
Complex skyrmion dynamics induced by a magnetic field pulse, C.Heo, A. Qaiumzadeh, 
N.S.Kiselev and Th.Rasing, in preparation 
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7.1 Introduction · 
Skyrmions, homotopically non-trivial soliton solutions of a nonlinear sigma model, were orig-
inally proposed by the British physicist Tony Hilton Royle Skyrme in the process of the 
investigation of the state of nuclei in 1962 [41]. The first experimental observation in a 
condensed matter system was realized in superfluid 3He-A via nuclear magnetic resonance 
spectroscopy [163]. After that, skyrmions have appeared in various arenas such as Bose 
Einstein condensates [164-166], quantum hall systems [167], vortices in type II supercon-
ductors [168] and liquid crystals [169] . Skyrmions also appeared in the realm of ferromag-
netic systems, triggered by Alexei Bogdanov's prediction [42], and experimentally observed 
recently in non-centrosymmetric materials or ultrathin helimagnets through small angle neu-
tron diffraction [44], Lorentz transmission electron microscopy [132], spin polarized scanning 
tunnelling microscopy [49] as well as soft x-ray resonant scattering [134]. The skyrmions in 
nano-scale magnets are particularly attractive for their potential application as data bits in 
future magnetic devices [39, 140]. 
The topologically protected nature of skyrmions leads to their meta-stable, particle-like 
nature in comparison with Goldstone modes of non-topological broken symmetry. They can 
be distinguished from other topological excitations like magnetic vortices or bubble domains 
by their solitonic properties [170]. The topological charge Q of a skyrmion can be generalized 
as 1/ 2x winding number(n) x polarity(p) , therefore vortices have ]QI = 1/2, whereas the IQI 
of skyrmions is always 1. This invariant skyrmions number ]QI = 1 makes them topologically 
stable. It has also been shown that an ultra low current density of Jc ~ 1 x 102 A/ cm2 
can ·drive the skyrmion in motion, which is four or five orders of magnitude smaller than 
the current needed for domain wall motion, resulting in a significant reduction of Joule 
heating [171] . The spin texture of a skyrmion represents a Berry phase via a generalized 
Aharnov-Bohm Effect with quantized magnetic flux ¢ = he/ e. This gives rise to intriguing 
dynamic properties such as topological hall effect, skyrmion hall effect and unconventional 
electromagnetic behaviors [49]. All these facts make it imperative to understand and to 
effectively explore the dynamics of skyrmions. 
Here, we will specially focus on the vortex-like skyrmion configuration, possessing both 
polarity and helicity, which can be defined as a nanometric spin swirling vortex. We will 
explore the ways to control theskyrmion core in analogy to the actively studied core switching 
dynamics of magnetic vortices [70, 155, 172]. The complete switching of both polarity and 
helicity of a single skyrmion simultaneously in a rectangular magnetic thin film is observed by 
merely applying an oblique field pulse in the previous Chapter. In this chapter we will discuss 
the angular dependence of this switching dynamics. We show that multiple skyrmions can be 
created by adjusting the damping parameter, the polar angle, the width and amplitude of the 
magnetic field pulse. Sinusoidal magnetic fields enable to increase the number of skyrmions. 
We finally discuss how to reduce the critical magnetic field pulse H e for switching by changing 
the anisotropy and the DMI. 
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0' 
180' 
Figure 7.1: (a) Schematic description of the angular dependence on() divided into four characteristic 
regions, (b) Breathing region, (c) Switching region, (d) Rotating region, and (e) Dissolving region. 
7.3 Angular dependence of an applied magnetic field 
For a magnetic thin film of 200 x 200x 2nm3 we find that a magnetic single skyrmion is 
stabilized after relaxation1 in the range of parameters D = 2.5 x 10- 3 to 10 x 10-3Jjm2 and 
K = 0.3 x 106 to 2.2 x 106Jjm3 . We subsequently studly the polar angle( B) dependence of 
the applied field pulse. We fix the D = 5.0 x 10-3 Jjm2 , a= 0.3, pulse amplitude(Bp) = 
1.4 T and pulse width(tw) = 10 ps in section(7.3). The initial magnetic configuration of a 
skyrmion has right-handed helicity with p = + 1. The azimuthal angle </> does not affect the 
reversal behavior, and is set to 0° in this Chapter. 
The systematic illustration for the angular dependence is depicted in Figure(7.1(a)), di-
vided into four characteristic regions by varying B. In the region of B between the normal 
directions (0°) to 40° (I in Figure(7.1)), switching does not occur, but only an increase of 
the size of the skyrmion is observed. This breathing mode was also observed by others, by 
applying an out-of-plane ac magnetic field due to spin-wave resonances [173-175]. We observe 
that more the direction of the applied pulse deviates from the direction of the surface normal, 
the more asymmetric the excitation becomes. After passing of the pulse, the skyrmion goes 
back to its original size by going through a relaxation process. For polar angles between 40° 
and 80°(II in Figure(7.1)), complete switching of a skyrmion is observed. Figure(7.2) shows 
snapshots of the time evolution of the skyrmion switching by applying a magnetic field pulse 
at a polar angle of 50°. This is basically the same as in Figure(6.2) in Chapter 6, but we 
1Detail calculation methods are written in Chapter 5. 
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7.2 Micromagnetic modeling 
We consider an ultrathin rectangular film of a chiral magnet. The system is described by 
the total micromagnetic energy density, in which the magnetic moments are assumed to be 
a continuous function of space, including short range exchange interaction, anisotropy, long 
range dipole-dipole interaction, Zeeman and Dzyaloshinskii-Moriya Interaction (DMI) terms. 
This energy density is given by 
(7.1) 
i=x,y, z 
where A is the exchange stiffness (1.3 x w-11 J j m) and Ms is the saturation magnetization 
(~-toMs = 0.728 T). These two parameters are fixed in this Chapter 7. Ku is the crystalline 
anisotropy constant. The last term is the DMI energy term which, in the continuum approx-
imation, has the following form : 
(7.2) 
where D is the DMI constant which represents the magnitude and sign of the DMI, arising 
from the spin-orbit coupling by broken inversion symmetry. The t ime evolution of the mag-
netic moments in the presences of a magnetic field in a magnetic nanostructure is described 
by the phenomenological Landau-Lifshitz-Gilbert (LLG) equation using Heun's method 
dm 
dt 
= ')'H etr X m + -- m X -a [ dm] 
Ms dt 
(7.3) 
where ')' is the gyromagnetic ratio and a is the Gilbert damping constant. Hetr is the effec-
tive magnetic field that is obtained from the variational derivative of the total micromagnetic 
energy. 
(7.4) 
We solve equation(7.3) numerically without considering the thermal fluctuations and the 
extrinsic pinning. We used three dimensional micromagnetic modeling with tetrahedral finite 
elements [64, 89]. The discretized tetrahedral unit cell with a length of 1 nm is used in our 
system. The total number of the elements is 89683 and the discretization of equation(7.3) 
is calculated at every node for each component. The open boundary condition(OBC) was 
imposed at all boundaries for this micromagnetic simulation. 
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Figure 7.2: Ultrafast skyrmion core reversal including the dipole-dipole interactions. (a-n) Snapshot 
of the time dependent out-of-plane component of the magnetization of a skyrmion. 
here include the dipole-dipole interactions and we confirm that the switching behavior is not 
affected by the dipole-dipole interaction. The time after which the maximum value of the 
pulse is reached is 100 ps. At the region III in Figure(7.1), when the direction of the applied 
pulse approaches the in-plane direction, the skyrmion goes back to the original situation after 
a 360° rotation. This rotation persists until the polar angle becomes more than 90°, that is 
the opposite out-of-plane direction, until 100°. In region IV of Figure(7.1), the skyrmion is 
dissolved by a melting process, i.e. the skyrmion disappears and a homogeneous magnetiza-
tion remains. We note that the switching diagram of Figure(7.1(a)) is changed by varying 
the size of the system, the alpha, the amplitude and the width of the magnetic field pulse. 
7.4 Multiple skyrmions 
Figure(7.3) shows the generation of multiple skyrmions by adjusting B, a and the sinusoidal 
magnetic field. First, an interesting phenomenon is observed by changing a. For the low 
damping case (a == 0.1) , we observe the creation of double skyrmions by applying a pulse 
at () = 25°, see Figure(7.3(a)). The main mechanism to nucleate these double skyrmions 
can be explained by spin wave interference, which has been explained in Chapter 4. For 
the high damping case (a= 0.5), no switching occurs even if() is 60° , which belongs to the 
switching region in Figure(7.1). Therefore the schematic diagram for the angular dependence 
in Figure(7.1(a)) is invalid in this case (see Figure(7.3(b)). Large damping leads to a slowing 
down of the magnetization motion so that the small amplitude of spin waves is occurred with 
the large damping constant since the decay lengths of spin waves are affected most by the 
damping parameter [176]. Hence, the skyrmion can not be switched for a large damping 
parameter (> 0.5) at any B. Instead of the switching, four skyrmions are created in the 
process of returning to the initial topological state by suppressing the possibility to overcome 
the energy barrier for the switching of a skyrmion due to the high damping parameter. 
To see the process of formation of Figure(7.3(b)), Figure(7.4) displays the details of the 
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Figure 7.3: Creation of multiple skyrmions by adjusting parameters a, Band the sinusoidal magnetic 
field . (a) Creation of double skyrmions by applying a pulse at B = 25° for a low damping condition 
(a= 0.1), (b) Creation of four skym1ions by applying a pulse at B = 60° for a high damping condition 
(a= 0.5) , (c) Creation of two skyrmions after switching by applying a pulse at B = 75° for a = 0.3, 
and (d) Creation of nine skyrmions by applying a sinusoidal magnetic field. 
' 
nucleation of four skyrmions after applying a magnetic field pulse at 60°. F igures(7 .4( e)) 
shows the stage to return to the initial state from the meron-antimeron pair state, as seen 
in Figures(7.4(d)) , due to the lack of spin wave interference. During relaxation, the original 
skyrmion core goes back to the original state and the other three skyrmions are pushed away 
from newly generated domains, see Figure(7.4(e) and (f)). These newly nucleated skyrmions 
become stabilized when they do not touch the boundaries or the other skyrmions. 
Figure 7.4: Detail nucleation process of four skyrmions in a state of the same surrounding magneti-
zation from the original state by applying a pulse at B = 60° in a high damping condition (a= 0.5) 
in a rectangle of 200 x 200 x 2nm3 . 
Figure(7 .3( c)) shows the formation of a domain wall and splitting into two skyrmions after 
switching. The formation of a domain wall occurs as B is getting closer to 80 o in region II 
in Figure(7.l(a)) which is observed between () = 75° to B = 80° where B is nearer to the 
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Figure 7.5: Formation of domain wall and subsequent transformation into double skyrmions after 
switching by applying a()= 75° in a= 0.3 for a rectangle of 200 x 200 x 2nma 
direction of the xy-plane rather than the direction of the surface normal. This additional 
domain wall at the edge is also observed in Chapter 6, see Figure(6.2(b) and (c)), due to the 
change of the surrounding magnetization in an inhomogenouse manner in the case of OBC. 
To see the process offormation of Figure(7.3( c)), Figure(7.5) shows the detailed process to 
nucleate the domain wall as well as the formation of two skyrmions at () = 75°. This interme-
diate oblique angle between () = 75° and () = 80° leads to a splitting into two skyrmions. We 
observe that the middle part of the elongated skyrmion after switching has a particular small 
diameter compared to any other parts, see Figure(7.5(j)). This part becomes closer together 
and eventually it divides into two parts. This is different mechanism as compared to the 
mechanism to create the double skyrmiosns at () = 25 o where the interference of spin waves 
plays a major role for the nucleation of a new skyrmion in see Figure(7.3(b)). Whereas here 
the reversed elongated skyrmion after switching is split into two skyrmions near a defect, a 
so called Bloch line2 . Bloch lines have been also observed during the switching of a magnetic 
vortex [177] as well as at the nucleation of a skyrmion by a spin polarized current [145]. 
The position of the nucleated domain wall in Figure(7.3(c) or 7.5(n)) can be changed 
by changing the azimuthal angle ¢. This domain wall can easily be moved by applying a 
spin polarized current toward the -y direction in Figure(7.3(c) or 7.5(n)). The topic of 
current induced domain wall motion is reported by several research groups in the past few 
years [33, 178- 183]. A point to note is that the skyrmion moves together with the domain 
wall but the speed of the domain wall is faster than the skyrmion in the high current region. 
We could move the domain wall by applying a spin polarized current of 100 Ajm2• 
Finally Figure(7.3( d)) shows the nucleation of multiple skyrmions by applying a sinusoidal 
magnetic field from the double skyrmions in Figure (7.3(c)) after removing the domain wall. 
As the sinusoidal field is applied, the FM state becomes unstable and a number of skyrmions 
emerges above a critical magnetic field of Bp = 1 T, as shown in Figure (7.3(d)). Although 
20n the basis of this Bloch line, spin swirling direction is changed in opposite directions. 
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Figure 7.6: Critical magnetic field pulse( He) as a function of K and DMI in a rectangle of 200 x 200x 
2nm3 . 
a = 0.3, the interference of spin waves is amplified by applying an oblique sinusoidal field of 
B= 45° and the dynamical creation and destruction of skyrmions take place by coupling to 
the emergent vector potential generated by noncoplanar spin configurations. 
7.5 Critical magnetic field pulse for switching of a skyrmion 
In terms of the critical magnetic field pulse( He) for switching, our modeling showed that to 
switch a skyrmion a pretty high amplitude of field is needed, of typically 1.4 T, compared to 
the vortex which typically requires 150 mT. However, in this section, we demonstrate that 
He can be reduced by K, DMI, tw and the size of the system. He significantly varies by 
adjusting K and DMI where stable switching can be obtained for fields as low as 400 mT (see 
Figure(7.6)). 
Figure(7.6) shows that K and DMI play a crucial role to reduce He. The range of K = 
0.3 x 106 to 2.2x 106 J jm3 and D = 2.5 x 10-3 to 10 x 10-3 J /m2 is the stabilization phase of an 
isolated skyrmion in a rectangle of 200x200x 2nm3 . The magnetic anisotropy, K, has a strong 
effect on the skyrmion switching. As K is increasing, it takes more energy to magnetize in 
certain directions and a size of the skyrmion becomes reduced, see Figure(5.2(b )). Note that a 
skyrmion is a state of fictitious magnetic field with an effective AharonovBohm phase [49, 75]. 
The skyrmion has a much higher effective magnetic field as its size is reduced(see the Emergent 
Electromagnetism in the Chapter 3). Therefore, higher magnetic field is needed to switch 
the skyrmion in the system with a higher K Interestingly, the DMI also strongly affects 
the size of a skyrmion as we have already investigated in Chapter 5. With increasing the 
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Figure 7.7: The magnetic field pulse strength (Bp) as a function of pulse width (tw) and DMI, where 
the pulse duration of tw is defined as the width a of the Gaussian magnetic field pulse. tw helps in 
general to reduce the critical switching field (He). 
DMI, the size of a skyrmion becomes larger, see Figure(5.4). Hence, a smaller DMI requires 
a smaller He. In order to reach a smaller He. we tried to find He in a larger system size 
of 300 x 300x 2nm3 and observed that He was decreased to 200 mT with iw = 120 ps. 
Changing the size of a system to 300 x 300x 2nm3, the range of K and DMI in the phase 
diagram for stability of an isolated skyrmion will be changed until D = 2.0 x w-3 with K = 
0.3 x 106 . Thus He can be reduced as a result of stabilization at smaller DMI. The role of iu, 
is already discussed in section(6.2-6.4). The phase diagram for switching of a skyrmion as a 
function of the pulse strength(Bp) and pulse width(tw) is changed by changing the DMI, see 
Figure(7.7). Therefore, a higher DMI requires a longer tw for the switching. Meanwhile the 
overall tendency shows that a longer tw helps to reduce He in the valid switching region, the 
red area in Figure(7.7). 
7.6 Conclusion 
In conclusion, we have discussed the dynamics of skyrmions in ultrathin magnetic films in 
the presence of a magnetic field pulse. Complex dynamic behaviors are observed by changing 
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the polar angle of an applied Gaussian magnetic field pulse. We observed four characteristic 
regions depending on the applied polar angle, showing a breathing mode, a switching mode, a 
rotating mode and a dissolving mode. Multiple skyrmnions can be obtained by adjusting the 
damping parameter, the polar angle, the width and amplitude of a Gaussian magnetic field 
pulse. The number of skyrmions can be increased by applying a sinusoidal magnetic field. 
The critical value of the amplitude of a magnetic field pulse for switching can be reduced by 
changing the size of the system, the anisotropy and the DMI. 
Chapter 8 
Summary and Conclusions 
In this thesis we conducted detailed investigations on the static and dynamical properties of 
magnetic skyrmions using state of the art finite-element micromagnetic simulations as well 
as atomistic calculations. Our findings can be summarized in four major results : 
1. the discovery of a novel method to create an isolated skyrmion in confined geometries; 
2. the determination of the stability regime of isolated skyrmions and spin spiral states 
at zero applied magnetic field; 
3. the discovery of the switching mechanism of an isolated skyrmion by applying a mag-
netic field pulse; 
4. the unraveling of the complex dynamics of an isolated skyrmion, depending on the polar 
angle, the damping parameter and the strength of the applied magnetic field pulse; 
Nucleation of an isolated skyrmion 
We introduced a magnetic field pulse induced skyrmion generation in rectangular and 
circular samples. When the applied field pulse Ha is larger than a critical field H~ = 4(tl-
~ ) 2 - K z, which was derived in Chapter 4, the system becomes destablized. Due to the spin 
transfer torque resulting from the effect of magnons, the generated magnonic current couples 
to the emergent vector potential, leading to a skyrmion state due to the DMI. 
Stability of an isolated skyrmion at zero magnetic fields 
A phase diagram for the stability of an isolated skyrmion state in the absence of a magnetic 
field was obtained. We found the collapse line between an isolated skyrmion and the uniform 
FM state, as well as the phase transition line between an isolated skyrmion and a spin spiral 
state, for reduced material parameters K/ J and D/ J. Moreover, the stability of the spin spiral 
state was investigated. We found a noticeable effect of modulations along the thickness of 
the film and a criterion for the appearance of an inhomogenous spin spiral. 
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Switching of chiral magnetic skyrmions by a picosecond magnetic field pulse 
via transient topological states 
The degeneracy of the ground state allows the existence of two skyrmion solutions with 
opposite topological charge and we demonstrated that the switching between them can be 
driven by an oblique magnetic field pulse. The general mechanism of the chiral skyrmion 
switching follows a sequence of intermediate topological states: meron pair, achiral skyrmion 
and half-switched skyrmion. The newly proposed skyrmion switching mechanism can be 
achieved for a wide range of material and pulse parameters and allows a repetitive switching 
on the GHz scale. 
Complex skyrmion dynamics induced by a magnetic field pulse 
The complex dynamic properties of skyrmions induced by a magnetic field pulse were 
studied via micromagnetic simulations. The dynamic response of a single skyrmion signifi-
cantly varies with the applied polar angle, showing four characteristic modes : a breathing 
mode, a switching mode, a rotating mode and a dissolving mode. Multiple skyrmions were 
generated by adjusting the damping parameter, the polar angle, pulse width and amplitude. 
A sinusoidal magnetic field can increase the number of skyrmions. The DMI and K contribute 
to reduce the critical value of an amplitude(Hc) of a magnetic field pulse for the switching 
of a skyrmion. A minimum value of He of 200 mT can be achieved which is almost the same 
value as for the case of a magnetic vortex. 
Perspective 
Magnetic skyrmions, discovered just a few years ago, are small quisi-particles that form 
in certain materials. Recently scientists are actively researching the skyrmions as attractive 
candidates for transporting and storing information. Skyrmions have been usually investi-
gated in a form of a skyrmion lattice until now. In this thesis, important findings on isolated 
skyrmions are explored. However, the research on skyrmions is still at a fundamental theoret-
ical stage so that the experimental realization of our studies is imperative. The challenging 
and required tasks are the nucleation and annihilation of an isolated skyrmion at room tem-
perature, the understanding of an emergent electrodynamics, the finding of new magnetic 
phases such as a chiral bobber in a magnetic conical state [184], the ultrafast optical control, 
the control of the helicity of a skyrmion [185] and the realization/exploitation for applications 
etc. Therefore, the research on skyrmions is one of the most interesting topics in spintronics, 
and our findings in this thesis obviously shed light on the developments toward skyrmionics. 
Samenvatting en Vooruitzicht 
In dit proefschrift hebben we de statische en dynamische eigenschappen van magnetische 
skyrmionen gedetailleerd onderzocht aan de hand van zowel de nieuwste eindige-element 
micromagnetische simulaties als ook atomistische berekeningen. 
Allereerst hebben we een nieuwe methods ontdekt om geisoleerde skyrmionen te creeeren 
in begrensde geometrieen. We hebben namelijk laten zien dat in rechthoekige en cirkelvormige 
model systemen een skyrmion doormiddel van een magnetische puls. Voor de stabiliteit van 
het skyrmion is het cruciaal dat de sterkte van de magnetische puls groter is dan een bepaalde 
kritische waarde. De stabiliteit van de skyrmion toestand komt door de Dzyaloshinskii-Moriya 
interactie, die op zijn beurt ontstaat doordat er een magnon-stroom koppelt aan de ontstane 
vector potentiaal. 
Als tweede hebben we de stabiliteit van geisoleerde skyrmionen en spin-spiraal toestanden 
onderzocht in afwezigheid van een extern magnetisch veld. Hierbij vonden we verschillende 
fase-overgangen afhankelijk van de grootte van de anisotropie en de Dzyaloshinskii-Moriya 
interactie ten opzichte van de Heisenberg exchange. En fase-overgang vindt plaats van de 
skyrmion toestand naar de uniforme ferromagnetische toestand. en een andere van een 
gesoleerde skyrmion toestand naar een spin-spiraal toestand. 
Ten derde, hebben we een marrier ontdekt om via een magnetische puls de topologische 
loding van een skyrmion te schakelen tussen + 1 en -1. Om precies te zijn, we laten zien 
hoe dit via een schuin in vallende magnetische puls kan. Het algemene mechanisme van deze 
schakeling volgt de volgende serie van topologische toestanden: meron paar, achiral skyrmion 
en half-geschakelde skyrmion. Dit nieuwe mechanisme van schakelen kan worden toegepast 
voor veel verschillende materialen en puls parameters en kan worden gebruikt in het GHz 
bereik. 
Tot slot hebben we de complexe dynamica van een gesoleerd skyrmion ontrafeld, die van 
zowel the polaier hoek, de demping parameter en grootte van de toegepaste puls afhangt. 
Afhankelijk van de polaier hoek zijn er vier karakteristieke modes voor het skyrmion: een 
ademende, een schakelende, een roterende en een oplossende modus. Meerdere skyrmionen 
werden gegenereerd door de demping parameter, polaier hoek, puls breedte en grootte te 
variren. Een sinus-vormige magneetveld triggert een toename in het aantal skyrmionen. De 
Dzyaloshinskii-Moriya interactie en anisotropie dragen bij om de kritische magnetische veld 
sterkte, waarbij schakeling plaats vindt, te verlagen. De laagste kritische waarde waarbij 
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we konden schakelen is 200 mT, wat ongeveer gelijk is aan de situatie van een magnetische 
vortex voor groter wordende systeem groottes. 
Onze bevindingen in dit proefschrift geven theoretische ondersteuning en interpretatie, die 
de deur openen voor de manipulatie van kwantum topologische toestanden in de skyrmion-
spintronica. 
Zusammenfassung aller Arbeiten 
In dieser Dissertation werden detaillierte Untersuchungen an statischen und dynamischen 
Eigenschaften von magnetischen Skyrmionen unter Verwendung von Finite-Element mikro-
magnetischen Simulatlonen sowie atomistischen Rechnungen nach dem neuesten Stand der 
Technik durchgefiihrt. 
Zuerst haben wir eine neuartige Methode zur Erzeugung eines isolierten Skyrmions bei 
eingeschraiinkten Geometrien entdeckt. Wir stellen die durch magnetische Feldimpulse in-
duzierte Skyrmion-Generierung in rechtecklgen und kreisrunden Materialproben vor. Wenn 
der angelegte Feldimpuls Ha gr6J3er ist als ein kritisches Feld Hg = 4(tl- ~) 2 - K z, wird 
das System destabilisiert. Aufgrund des Spin-Transfer-Torques, der aus dem Einfluss von 
Magnonen resultiert, koppelt der generierte Magnon-Strom an das emergente Vektorpotential 
und fiihrt aufgrund der Dzyaloshinskii-Moriya-Wechselwirkung zu einem Skyrmionenzustand. 
Zweitens haben wir die Stabilitiit von isolierten Skyrmionen und Spin-Spiral Zustiinden bei 
ausgeschaltetem angelegten Magnetfeld untersucht. Ein Phasendiagramm fiir die Stabilitiit 
elnes Zustands aus isolierten Skyrmlonen in Abwesenheit eines Magnetfeldes wurde erhal-
ten. Wir fanden die Einsturzgrenze zwischen einem Zustand aus isolierten Skyrmionen und 
dem gleichformigen ferromagnetischen Zustand sowie die Phaseniibergangsgrenze zwischen 
einem Zustand aus isolierten Skyrmionen und einem Spin-Spiral Zustand fiir die reduzierten 
Materialparameter K/J and D/J. 
Drittens haben wir den Umschaltmechanismus fiir ein isoliertes Skyrmion durch Anlegen 
eines magnetischen Feldimpulses entdeckt. Wir demonstrieren, dass der Schaltvorgang durch 
einen schriigen magnetischen Feldimpuls betrieben werden kann. Der allgemeine Mechanis-
mus zum Schalten eines chiralen Skyrmions erfolgt entlang einer Reihe dazwischenliegender 
topologlscher Zustiinde: Meron-Paar, achirales Skyrmlon und halb-umgeschaltetes Skyrmion. 
Der neu vorgeschlagene Skyrmion-Schaltvorgang kann in einer groJ3en Spanne von Material-
und Impulsparametern zu Staude gebracht werden und erlaubt wiederholtes Umschalten auf 
der GHz Skala. 
Zum Abschluss haben wir die komplizierte Dynamik eines isolierten Skyrmions entwor-
ren, in Abhiingigkeit vom Polarkoordinaten-Winkel, dem Dampfungsparameter sowie der 
Starke des angelegten Feldimpulses. Die dynamische Reaktion eines Skyrmions iindert sich 
signifikant mit dem angelegten Polarkoordinaten-Winkel und zeigt vier charakteristische 
Moden: Eine "Atmungsmodus", eine "Umschaltmodus" , eine "Rotationsmodus" und eine 
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"Aufiosungsmodus". Eine Vielzahl an Skyrmionen wurde erzeugt durch das Justieren des 
Diimpfungsparameters, des Polarkoordianten-Winkels, die Impulsbreite und die Impulsam-
plitude. Ein sinusformiger magnetischer Feldimpuls erzeugt eine Vielzahl an Skyrmionen. 
Die Dzyaloshinskii-Moriya-Wechselwirkung und K tragen dazu bei, die kritische Amplitude 
H e eines magnetischen Feldimpulses zum Schalten eines Skyrmions zu reduzieren. Der Min-
imalwert fiir He wurde bei 200 mT erreicht was beinahe dem selben Wert im Falle eines 
magnetischen Wirbels bei Ausdehnung der GroBe des Systems entspricht. 
Die Erkenntnisse aus dieser Dissertation dienen zur theoretischen Unterstiitzung und 
Interpretation urn die Tiir zur Manipulation von quanten-topologischen Zustiinden in der 
Skyrmion-Spintronic zur offnen. 
Conclusion generale 
Les travaux de cette these rapportent l'etude des proprietes statiques et dynamiques des 
skyrmions magnetiques basee sur la modelisation micromagnetique par elements finis ainsi 
que le calcul atomistique. 
Dans un premier t emps, nous avons decouvert une nouvelle methode permettant de creer 
un skyrmion isole dans une geometrie confinee. La generation dun champ magnetique pulse 
genere un skyrmion dans des matrices rectangulaires et circulaires. Lorsque ce champs 
magnetique Ha franchit le seuil critique Hg = 4(tl- ~?- Kz , alors le systeme devient 
instable. A cause du transfert de spin qui provient de la contribution des magnons, le courant 
genere assode au vecteur potentiel emergeant conduit a un etat skymion grace a !'interaction 
de Dzyaloshinskii-Moriy. 
Dans un second temps, nous avons etudie la stabilite du skyrmion isole et de l'etat spiral 
en l'absence de champ magnetique. Cela nous a permis d'obtenir un diagramme de phase, 
indiquant la zone de st abilite du skyrmion lorsque isole. Nous avons mis en evidence la limite 
entre un skyrmion isole et l'etat ferromagnetique sature, ainsi que celle entre un skyrmion 
isole et l'etat de spin spiral, dans le cas de parametres reduit K/ J et D/ J . 
Nous avons egalement mis en evidence le mecanisme de commutation d'un skyrmion isole 
lorsqu'il est soumis a un train d'impulsions magnetiques. Nous avons de montre que la 
commutation peut etre induite si le champ magnetique est applique a un angle oblique. 
Le mecanisme de commutation du skyrmion chiral suit une sequence d 'etats topologiques 
intermediaires: Meron paire, skyrmion achiral et skyrmion demi-commute. Le mecanisme de 
commutation de skyrmion nouvellement envisage peut etre atteint pour une large variet e de 
materiaux et de parame tres des impulsions, et permet une commutation rapide a l'echelle 
du GHz. 
Enfin, nous avons demle la dynamique complexe d'un skyrmion isole, en fonction de l'angle 
polaire, du parametre d'amortissement et de !'amplitude du champ magnetique applique. La 
reponse dynamique du skyrmion varie de fac;on significative avec l'angle polaire appliquee, 
montrant quatre modes caracteristiques: un mode de respiration, un mode de commutation, 
un mode de rotation et un mode de dissolution. De multiples Skyrmions ont ete generes en 
variant les parametres d 'amortissement, l'angle polaire, la largeur et !'amplitude des impul-
sions magnetiques. 
L'interaction de Dzyaloshinskii-Moriy et la constante d'anisotropie magnetique contribuent 
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a reduire la valeur critique de !'amplitude (He) des impulsions du champ magnetique pour 
la commutation d'un skyrmion. Une valeur minimale de He de 200 mT peut etre obtenue, 
ce qui est presque la memevaleur que dans le cas d'un vortex magnetique elargi ala taille 
du systeme. Les resultats de cette these fournissent un support theorique et !'interpretation 
necessaire permettant d'ouvrir la voie a la manipulation des etats quantiques topologiques 
pour l'electronique de spin des skyrmions. 
Appendix I : Definition of 
topological charge on discrete 
lattice 
The discrete model, requires a proper definition of the topological charge on a discrete lattice 
of spins m(xi , y; ), where i runs over all lattice sites. We follow the definition given by Berg 
and Luscher, (186] and arrive at the following expression: 
1 Q = -4 2-:At, 7r l 
(8.1) 
with 
(
At) 1 + m; · mj + m ; · mk + m j · mk 
cos 2 = J2 (1 + mimj) (1 + mjmk) (1 + mkm;) (8.2) 
where l runs over all elementary triangles defined on the square lattice see Figure(8.1); At 
is t he area of the spherical triangle with vertices mi, mj, mk, see Figure(8 .1). The sign of At 
is determined as sign(At) =sign(mi · (mj x mk)]. 
Figure 8.1: Two dimensional square lattice divided on elementary triangles. Solid angle At 
based on tree magnet ic moments m;, mj, mk located in the vertices of one elementary triangle 
marked as blue triangle l. 
The sites spins i, j, k of each elementary triangle are numbered in a counter-clockwise 
sense relat ive to the surface normal vector n pointing in positive direction of the z-axis. The 
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latter, means that numbering should satisfies the following condition n · (rij x r;k) > 0, where 
Tij is a connection vector directed from lattice site ito j. 
The parameter at = At/ 471' can be thought as local topological charge, which takes values 
in the range of -0.5 < al < +0.5. According to Berg and Luscher, [186] there is a set of 
exceptional spin configurations for which Q is not defined but still measurable as At in Eq. 
9.1 is defined for all possible spin configuration. 
Appendix II : The general ideal of 
finite difference method 
We shall attempt to generalize the linear systems by finite difference method. The idea is to 
start off with definition of a partial derivative 
aj(xt, ... ,x;, ... ,xn) = lim f(xl , ···,x;+ O;, ... ,xn) - f( x l, ... , x;, ... ,xn) (8.3) 
ax; 8;->+oo 0; 
and to remove the limit , so that we get the approximation 
aj(xl, ... ,X;, ... , Xn) f( xt, ... ,X;+ 0;, ... , Xn) - f(x! , ... ,X;, .. . , Xn) (8.4) 
ox; ':::! 0; 
with 0; is small but non-zero. In fact this would be a better approximation of the partial 
derivative, not at x;, but rather at x; + 0; / 2 
aj(x!, ... ,X;+~, .. . , Xn) ~ j(x1, ... ,X;+ 0;, ... , Xn)- f(x!, ... ,X;, ... , Xn) 
a~ - ~ (8.5) 
Equivalently 
aj(xl, ... ,X;-~, ... , Xn) ~ f (xt, .. . , X;, ... , Xn)- f(xl , ... ,X; - 0;, ... , Xn) 
a~ - ~ (8.6) 
Therefore, it is better idea to take the derivative at Xi as 
a j(X! , ... ,X;, ... , Xn) ~ j(X!, ... ,X;+ 0;, ... , Xn) - j(Xt, ... , X; - 0;, .. . , Xn) 
ax; - 28; (8.7) 
We may repeat this for the second derivative 
(8.8) 
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The same procedure yields higher order derivatives if necessary. Several situations may 
occur, called explicit when we can end up with an expression that looks like f(x 1 +51, ... ) = 
some expression, and implicit otherwise. 
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