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ABSTRACT 
The fundamental electronic and optical properties of elongated InAs nanostructures embedded in quaternary 
InGaAlAs barrier are investigated by means of high-resolution optical spectroscopy and many-body atomistic 
tight-binding theory. These wire-like shaped self-assembled nanostructures are known as quantum dashes and 
are typically formed during the molecular beam epitaxial growth on InP substrates. In this work we study 
properties of excitonic complexes confined in quantum dashes emitting in a broad spectral range from below 1.2 
to 1.55 m. We find peculiar trends for the biexciton and negative trion binding energies, with pronounced trion 
binding in smaller size quantum dashes. These experimental findings are then compared and qualitatively 
explained by atomistic theory. The theoretical analysis shows a fundamental role of correlation effects for the 
absolute values of excitonic binding energies. Eventually, we determine the bright exciton fine structure splitting 
(FSS), where both the experiment and theory predict a broad distribution of the splitting varying from below 50 
to almost 180 μeV. We identify several key factors determining the FSS values in such nanostructures including 
quantum dash size variation and composition fluctuations. 
 
PACS number(s): 78.67.Hc, 73.21.La 
 
 
I. INTRODUCTION 
 
Self-assembled InAs quantum dashes (QDashes) are rather unconventional semiconductor nanostructures with 
characteristic large in-plane elongation. The potential of QDashes for applications has been demonstrated in 
various ways, including the utilization as a gain medium for lasers and amplifiers1,2 but also as single photon 
emitters operated both on charged and neutral excitons.3,4 What is of special importance and specific for these 
structures, they are possible to systematically reduce the exciton fine structure splitting (FSS) below the natural 
linewidth of emission which makes the QDashes prospective as a source of polarization entangled photon pairs 
from biexciton-exciton cascade.5 Such an FSS control seems to be typical for any of QDashes in this material 
system due to their intrinsic exciton spin properties5 which has not been demonstrated to that extent for any other 
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quantum-dot-like nanostructures, especially in InP-based nanostructures emitting at telecommunication 
wavelengths.  Examples of such external control have been reported for more symmetric quantum dots of InAs-
GaAs material system, e.g. by applying electric field to low-strained InAs/InGaAs quantum dots emitting around 
1260 nm,6 or by magnetic field applied to InAs/GaAs quantum dots emitting below 900 nm,7 a reduction of FSS 
has been obtained. Moreover, QDash exciton bright states exhibit a significant polarization anisotropy of 
emission,8–10 which together with further enhancement by a simple post-growth patterning of dielectric medium 
can offer an efficient source of linearly polarized single photons,8,10,11 which seems to also be quite a unique and 
application-relevant property of the dashes. All of these overlap with the 2nd or 3rd telecommunication data 
transmission windows12–14 and thus allow considering the QDashes for realization of selected issues in quantum 
information processing15–17 and nanophotonics.7,18–21  
 
Quantum dashes are formed in a common self-assembly of molecular beam epitaxy and if they can used as-
grown their fabrication is less challenging than nanostructures obtained by more advanced treatment like site-
controlled methodology22–24 or strain compensation as for GaAs-based quantum dots for tuning to telecom 
spectral range,25,26 which can hardly reach the 1.55 m range. In spite of the aforementioned technological and 
device-related perspectives, the fundamental electronic and optical properties of QDashes are still barely known. 
For such strongly in-plane elongated nanostructures based on InP, there is no systematic investigation both 
experimental nor theoretical in the context of the influence of morphology and size (energy of emission) on the 
binding energies of excitonic complexes or the fine structure splitting, or in particular, how significantly the 
asymmetric potential of the dashes makes them different from the more symmetric InAs-InP-based 
nanostructures.27–32 Such quasi-0D structures can offer unique properties hardly accessible in other systems but 
also enlighten the understanding of the intermediate regime between strong and weak confinement. Furthermore, 
it is interesting to learn which factors influence the direct Coulomb interactions, correlations and exchange, and 
thus affecting the binding energies or the exciton fine structure. This work is supposed to fill this gap leading to 
a better control of these parameters for next generation of the application-relevant nanostructures using InP-
based material system. 
 
The role of morphological details as size and shape, composition profile, on the electronic states (and 
confinement potential) has been addressed both experimentally and theoretically on numerous kind of III-V 
material systems33–38, including also InAs on InP28,30 but for only slightly asymmetric structures. For example, 
the importance of correlations, when the size of the nanostructure increases, has been deduced by observing 
biexciton binding energy increase due to smaller separation between excited hole states.34 Other studies have 
shown also a high sensitivity to relative size and position of electrons and holes wave-functions.39  
 
It is well known that the exciton fine structure splitting (FSS) induced by the exchange interaction is very 
sensitive to the symmetry of the confinement potential, however, the dependence is not always straightforward 
and differs from system to system due to various factors affecting the confinement potential itself or the electron-
hole separation. It has been shown, for instance, that even ideal cylindrical symmetry of a nanostructure is not 
sufficient for obtaining the zero-FSS value, due to built-in intrinsic contribution related to the crystal lattice 
asymmetry.40 The degeneracy itself is lifted by several μeV, while in the envelope function theoretical treatment 
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it is irrelevant for symmetric structures. Even though, most of the self-assembled quantum dots are far from the 
cylindrical shape in the plane leading very often to FSS on the order of 100 μeV.41,42 Such high values that have 
been observed experimentally, are often missed by theoretical predictions made by k·p 35 or empirical 
pseudopotential method.43 So far, some challenges have been successfully solved by atomistic tight-binding 
approach42,44 which may also be employed for other nontrivial nanostructures. Using atomistic theoretical 
calculations for deriving excitonic recombination energies that are available experimentally by means of optical 
measurements, the assessment to the basic structural information has been performed.33,45 Additionally, for 
highly disordered structures the lattice randomness methodology has been examined in order to explain 
variations in the ordering of the emission spectra within a quantum dot ensemble.46  
 
Hereby, we investigated single QDashes both experimentally, using microphotoluminescence, and theoretically 
by atomistic tight-binding theory combined with the configuration interaction method. Excitonic complexes have 
been identified in a broad spectral range of emission from 0.8 to above 1.0 eV (1.2 – 1.55 m) and binding 
energies of biexciton, charged exciton (trion), and the exciton FSS have been studied. By introducing an 
elongated geometry with a wedge-shaped cross-section and intermixing of materials, we analyzed Coulomb 
integrals and correlation corrections as a function of the exciton emission energy. A realistic strongly 
asymmetric in-plane shape is assumed in order to verify the calculated fine structure splitting dependence with 
respect to the experimental data. 
 
II. EXPERIMENTAL 
 
The investigated structures were grown by a gas-source EIKO molecular-beam epitaxy system using S-doped 
InP(001) substrates. A self-assembled InAs layer is deposited at 470°C on InGaAlAs barrier lattice matched to 
InP preceded by InP buffer layer. The same barrier is used to cover the QDashes and then the sample is capped 
with 10 nm thick InP. The surface density of QDashes can reach 5x1010 cm-2. Significant inhomogeneity of the 
ensemble combined with etched submicrometer mesa structures allow for probing a relatively small number of 
QDashes at once and for the observation of single, sharp and well separated emission lines. The typical 
triangular-shaped cross-section of QDashes has been verified by scanning transmission electron microscopy 
(STEM) (Figure 1(a)), which also showed that increasing the amount of deposited InAs material enlarges 
proportionally both the height (approx. 2-4 nm) and width (approx. 10-20 nm) of the nanostructures, leading to a 
change in the emission wavelength.2,12,13,47 Although it is difficult to precisely determine the length scaling 
according to a scanning electron microscope (SEM) image of uncapped QDash layers (Figure 1(b)), the nominal 
elongation of more than 50 nm is observed. Due to the small lattice mismatch of ~3-4 %,48 the atom’s surface 
diffusion coefficient anisotropy is more pronounced and then the epitaxially formed nanostructures are 
significantly elongated in one of the distinguished crystallographic in-plane directions (preferentially along [1-
10].49,25 
 
For single dash spectroscopy we used a microphotoluminescence setup equipped with a one-meter focal length 
monochromator, an InGaAs detector array, and a long working distance microscope objective with a numerical 
aperture of 0.4 to focus the excitation beam and collect the emission. The spectral resolution is estimated to 
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about 20 μeV for these measurements. Polarization-resolved analysis is performed using half-wave plate in front 
of horizontally aligned linear polarizer and the optical spectra for orthogonally polarized spectral lines can be 
resolved down to ~5 μeV. The sample is excited nonresonantly under normal incidence by a continuous-wave 
laser diode emitting at 660 nm, which is focused on the sample surface to approximately 2-μm-sized spot. The 
size of etched mesas is even smaller in order to further limit the number of probed nanostructures. The 
photoluminescence signal is collected backward and transmitted through the half-wave plate, a dichroic mirror 
and linear polarizer aligned for maximum efficiency of the diffraction grating. Such order provides the 
independence of the measured intensities of the setup polarization characteristics. 
 
III. RESULTS AND DISCUSSION 
 
A. Luminescence 
 
Photoluminescence taken at 10K from large ensemble of InAs/InGaAlAs/InP quantum dashes of three samples 
differing by the nominal amount of deposited InAs is presented in Fig. 2 showing the available spectral range for 
detection and analysis of single excitonic transitions. The tuning is in fact realized by mainly affecting the cross-
sectional size,12,50 and the resulting distribution of the emission shows the overlap with 1.3 and 1.55 μm, which is 
relevant from the application point of view in secure communication technologies.  
 
An extracted microphotolumienscence spectrum of a single QDash is shown in Figure 3(a). It is taken on a 
structured mesa of 400 x 400 nm2 which is sufficient for the observation of well separated optical 
transitions.4,14,51 In Figure 3a) we can see three spectral features around 990 meV (~1260 nm) detected for three 
different excitation power conditions. The intensity dependence versus the excitation power is plotted in the inset 
of Fig. 3(a) in order to verify the slope of this dependence in the range of low excitation, which is close to linear 
for the lines at 994.6 meV and 989.1 meV. The middle transition is not visible at low excitation and after 
increasing the excitation a superlinear increase is observed. The same spectra are shown in Fig. 3b) for two 
perpendicular linear polarizations aligned with respect to [110] and [1-10] directions taken from full-rotation 
polarization series. A splitting on the order of 50 μeV for higher energy transitions and a lack of a splitting for 
the lowest energy line is observed. A vanishing splitting is expected for a charged exciton emission due to the 
canceled exchange interactions in case of a single particle residual spin of electron or hole, whereas the transition 
in the middle is assigned to a biexciton (XX) due to superlinear increase, and the high-energy line to exciton (X) 
by its noticeable fine structure splitting. In this scheme we can determine the spectral energy difference between 
exciton and biexciton of -3.1 meV and between exciton and charged exciton of -5.7 meV, indicating the binding 
states for both, while X emission line is on higher energy side. No signature of any unbound state on the higher 
energy side of the spectrum has been identified.  
 
The next illustration presented in Fig. 4 shows three other examples of excitonic complexes at various 
wavelengths of emission taken on the structured mesas. The origin of the lines has been determined in the same 
way as above confirming the neutral exciton, the biexciton and one bound trion. The energetic difference 
changes smoothly for the cases emitting at around 1212 nm, 1424 nm and 1552 nm. Such spectra reveal a 
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specific spectroscopic pattern for optically active single InAs QDashes, as also confirmed by the measurements 
of the second-order cross-correlation function presented elsewhere.3,4 Although for the case emitting close to 
1552 nm the spectral density is relatively high, the other optical transitions have been verified as not correlated 
with identified excitonic complexes from a single quantum dash by the same methodology. Furthermore, as we 
found no signatures of any correlation with other spectral features it suggests that oppositely charged trion might 
be unattainable experimentally in this system. 
  
B. Binding energies and fine structure splitting  
 
The spectroscopic data has been collected for more than 50 single InAs QDashes in a way described in the 
previous section. The spectral range is limited to about 0.8 eV on the lower energy side by a detection efficiency 
decrease of the InGaAs detector used in our experiments, whereas the maximal energy is 1.05 eV and 
corresponds to the smallest available QDashes. In Figure 5 we present the determined binding energies of 
biexciton and trion in function of emission energy of exciton from the same QDash. According to the definition 
of binding energy ∆𝐸(𝑋∗) = 𝐸𝑋∗ − 𝐸𝑋, which is related to photon energies emitted by an excitonic complex 𝑋
∗ 
and exciton 𝑋 given by 𝐸𝑋∗ and 𝐸𝑋, respectively, the value of ∆𝐸(𝑋
∗) implies a bound (unbound) state when it is 
negative (positive) and 𝐸𝑋∗  is lower (higher) than 𝐸𝑋 . One needs to be careful with such a notation (which, 
however, reflects better the physical situation in our opinion) when comparing to results of other papers where 
oppositely defined binding energies can also be used. As seen from Fig. 5, all the binding energies determined 
here remain on the negative side of the energy scale, therefore, sometimes we will refer to the absolute values. 
The size dependence in Fig. 5 is very smooth for the biexciton and its magnitude decreases slightly with 
increasing the energy of emission (binding energy decreases). The distribution appears to be narrower on the 
lower energy side where the binding energy is equal to about -3.5 meV. It gets more spread when going to higher 
exciton energies, and can reach values from -2.5 to -4 meV. This might be directly related to the intermixing 
effect with the InGaAlAs barrier, where smaller nanostructures may be more sensitive to small fluctuations of 
shape and composition (see the theoretical analysis in the next section). In case of the charged exciton, the 
distribution broadening effect is not pronounced. However, the emission energy dependence for the charged 
exciton shows a more evident increase of the binding energy with the emission energy (binding energy varies 
from -4 meV to -5.8 meV. The gap in the data of Fig. 5 in the energy range between 0.9 and 0.95 eV is related 
mainly to the experimental difficulties in dealing with a strong water-vapor-related absorption overlapping with 
relatively weak optical transitions.  
 
Figure 6 shows the fine structure splitting of the bright exciton determined by the average of values obtained 
from the respective biexciton and exciton emissions polarized along [1-10] and [110] directions. The largest 
splitting amounts to approximately 190 μeV, which is, however, not the largest ever reported in spite of 
extraordinary asymmetry of the investigated system.28,31 What is noticed, there is no clear dependence on energy 
of emission, and instead a vast distribution of the fine structure splitting from below 50 μeV to above 150 μeV is 
observed for 0.8-0.9 eV energy range. Based on this observation we can conclude that the confinement potential 
is very random from QDash to QDash, possibly partly due to previously predicted and verified localized centers 
that might exist in the optically active structures within such nanostructure exhibiting irregularities in 
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morphology.9 A much more regular behavior is seen in the emission range around 1 eV where the FSS is 
typically in-between of 40-60 μeV with few exceptions above this range. The conclusion is that the potential 
anisotropy related to the typical elongation of QDashes must be relevant leading to a stronger influence of the 
exchange interaction, while smaller splittings are possible due to geometrical (or compositional) fluctuations in 
the plane of some dashes, which might confine excitons in a smaller and less anisotropic volume.9 
 
C. Theoretical considerations 
 
We model the InAs QDashes as highly elongated wedges with triangular shaped cross-sections according to 
available morphological data (schematics shown in the inset of Fig. 7). We study a family of systems with the 
heights varying from 1.8 to 4.2 nm (i.e. 6 to 14 monolayers). In order to simulate the realistic tendencies where 
the characteristic sizes scale linearly12 we kept both the height to base width and the length to base width ratios 
constant and equal to 4. Hence, the base width varies from 7.2 to 17 nm and the length from 28.8 to 68 nm. Once 
the geometry of the system is established we calculate equilibrium atomic positions using the valence force field 
(VFF) model of Keating.54–56  
 
In these calculations we have modeled QDashes using two different compositions, the first being pure InAs. 
However, the realistic nanostructures are always a subject of alloying and lattice randomness. Therefore, in the 
second approach we have also studied a system with the barrier material mixed into the QDash. In particular, we 
considered an intermixed case where the pure InAs QDash composition was replaced with (uniformly distributed) 
In0.9Ga0.05Al0.05As alloy.57 Additionally, we model the QDash and the surrounding InGaAlAs barrier using two 
distinct methods as well. In the first approach, we utilize virtual crystal approximation (VCA) where the VFF 
parameters are taken as a weighted average of the barrier material (GaAs, AlAs, InAs) parameters. In the second, 
fully atomistic approach, we treat the surrounding matrix (and the dash in the alloyed case) as a set of individual 
atoms with random compositions. We consider uniform composition profile resulting in the desired composition 
(In0.528Ga0.234Al0.238As). We also note that in several cases we performed (for comparison purpose) calculations 
for InAs QDashes embedded in pure InP barrier. 
 
Once the atomic positions are found we calculate single particle states using an atomistic sp3d5s*44,56,58,59 tight-
binding model that accounts for d-orbitals and the spin-orbit interaction, and is capable to treat quaternary alloys 
such as InGaAlAs. Similarly, in order to calculate strain, we performed the electronic structure calculation using 
either the VCA or fully atomistic approach. In the VCA method we treat alloys by defining tight-binding 
parameters as weighted averaged of materials constituting the system. In this case, the valence band offset48,59 
between InAs QDash and the mixed In0.528Ga0.234Al0.238As matrix was set to 0.226 eV (based on the band offset 
values from Ref. 48). In the fully atomistic treatment, arsenic atoms in the quaternary alloy (as well as arsenic 
atoms on the interfaces) have their on-site parameters calculated as an average of the nearest neighbors. Finally, 
the single particle calculation is followed by the many-body configuration interaction56 calculation that produces 
the energy and optical spectra of excitons and excitonic complexes. In the configuration interaction we include 
all the possible determinants constructed from the 12 lowest-energy electron and 12 lowest-energy hole states 
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(including spin). Finally, the optical spectra are found by calculating the oscillator strength for optical transition 
due to the recombination of one electron-hole pair in a given exciton state using the Fermi’s golden rule.56 
 
Figure 7 shows single exciton ground state energy as a function of the QDash height calculated using different 
atomistic approaches: VCA, fully atomistic (ATM) model, and fully atomistic approach with the alloyed 
quantum dash composition (ATM+Intermixing). As discussed earlier, the change of quantum dash height 
corresponds to the change of quantum dash all dimensions, i.e. base and length as well. Therefore, exciton 
energy shows a pronounced decrease from over 1.0 eV to below 0.8 eV with the increasing dimensions due to 
decrease of a quantum confinement. Similar results have been observed in the experiment as shown earlier. In 
general, the difference between the VCA and ATM approaches is on the order of 25 meV, with ATM results 
systematically lower than the VCA ones, we speculate that this is probably due to more efficient strain relaxation 
in the ATM model. On the other hand, energies given by the ATM model with the intermixing are typically 
larger by ~0.1 eV from ATM (without intermixing). This effect is expected consequence of incorporation of the 
wide-band gap barrier material into the quantum dash structure. 
 
In order to study the energy spectra of QDashes we use the definition of the excitonic complex binding energy, 
which for a given complex is calculated with respect to the energy of the single (neutral) exciton as 
follows:46,60,61 
 
∆𝐸𝐶𝐼(𝑋𝑋) ≡ 𝐸𝑋𝑋 − 𝐸𝑋 = 𝐽𝑒𝑒 + 𝐽ℎℎ − 2𝐽𝑒ℎ − ΔEcorr(𝑋𝑋) = ∆𝐸𝐻𝐹(𝑋𝑋) − ∆𝐸𝑐𝑜𝑟𝑟(𝑋𝑋),  
∆𝐸𝐶𝐼(𝑋
−) ≡ 𝐸𝑋− − 𝐸𝑋 = 𝐽ℎℎ − 𝐽𝑒ℎ − ΔEcorr(𝑋
−) = ∆𝐸𝐻𝐹(𝑋
−) − ∆𝐸𝑐𝑜𝑟𝑟(𝑋
−). 
 
Herein CI index denotes values calculated by the full configuration interaction approximation as used in this 
work, EXX, EX- and EX are biexciton, charged exciton and exciton recombination energies. The binding energies 
were further divided into two contributions. The first (HF) is the estimation of the binding energy in the spirit of 
Hartree-Fock (single configuration) approximation. The second (corr) is the correction due to correlations that 
accounts for effects of configuration mixing. Whereas inaccurate, the HF approach allows for simplified analysis, 
and it utilizes several Coulomb matrix elements only. These are namely Jee, Jeh, and Jhh which are 
correspondingly electron-electron, electron-hole, and hole-hole Coulomb integrals calculated for the electron (e) 
and hole (h) in their ground states. 
 
Figure 8 shows these integrals calculated using three different approaches for the atomistic calculations, and for 
several QDashes of different shapes. We observe that the magnitude of these integrals grows with increasing 
values of the exciton energy. This is a hallmark of quantum confinement which is stronger for smaller QDashes 
with higher excitonic energy. The stronger confinement results in stronger wave-function overlap leading to a 
more pronounced electron-electron, electron-hole, and hole-hole interactions. Moreover, when going beyond the 
VCA model one observes fluctuations on top of clear monotonic trends: these are related to the lattice 
randomness. In the ATM case there are composition fluctuations in the barrier region only, where only tails of 
QDash wave-functions are localized. On the contrary, in ATM+Intermixing case, both the barrier and the QDash 
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are subject to lattice randomness and hence there are more pronounced fluctuations of the Coulomb integrals 
values. 
 
Apart from fluctuations, there is a common characteristic for all the three models: the hole-hole repulsion grows 
faster with the increasing confinement than the two other integrals. The relatively strong repulsion between holes 
could be understood in terms of their higher effective mass leading to stronger confinement than that of electrons 
and thus larger susceptibility to change in nanostructure dimensions. Additionally, the hole states are formed 
predominantly from the p-type atomic orbitals of highly-directional character and as such are affected not only 
by the hydrostatic strain, but also by the (highly anisotropic) biaxial strain. On the other hand the electrons are 
constituted by s-type atomic orbitals - they reveal no angular dependence and thus are affected by hydrostatic 
component of strain only. Therefore, the hole states should in principle be more susceptible to quantum dash 
anisotropy resulting from highly-elongated geometry. This anisotropy is particularly strong for smaller QDashes, 
where hole states are affected by strong lateral confinement in the [110] direction and weak confinement in the 
[1-10] direction. The increased hole-hole repulsion has further a pronounced effect on the excitonic spectra. 
 
Next, we move to the energy spectra of excitonic complexes for variety of modeled structure geometries. Our 
calculations indicate that the positively charge exciton (X+) is strongly unbound, i.e. its energy is several meV 
larger than the X energy. Therefore, our theoretical results suggest that the CX complex observed experimentally 
should be identified as X-. Hence, in the following we focus our attention on X, X-, and XX complexes. Figure 9 
shows the biexciton and the negatively charged exciton ground state emission energies calculated with respect to 
the ground state energy of the single exciton, and presented as a function of the exciton energy. Importantly, all 
three models show characteristic trends with a pronounced X- binding energy dependence on the exciton energy 
(and thus effectively on QDash size), whereas the biexciton binding energy dependence remains relatively flat. 
Our calculations underestimate the absolute magnitude of excitonic complexes binding energies by about 1 meV 
when compared to the experimental data, most likely due to the difference between shape and composition 
assumed in theory and those of the actual QDashes, which can however be hardly determined with any better 
precision. Additionally, in our CI approach as calculated in a limited basis (due to computational limitation), a 
further increase of the basis would likely lower the excitonic complexes binding energies. Moreover, any other 
more subtle effects as e.g. coupling to phonons which can also affect the binding energies62 have not been 
included. Nevertheless, our theoretical results reproduce well the characteristics as seen in the experiment.  
 
Figure 10 shows the biexciton and the negatively charged exciton binding energies in function of the ground 
state energy of the neutral exciton, calculated by using both the VCA at the level of Hartree-Fock (HF) 
approximation and the configuration interaction (CI) model. The HF model predicts in this case an unbound 
biexciton (i.e. having positive binding energy). As the hole-hole repulsion increases with the enhancement of the 
confinement, the (positive) binding energy increases as well. Thus at the level of HF approximation the biexciton 
remains unbound in all cases, with the large positive binding energy growing with X energy and reaching up to 2 
meV for the smallest considered system. With correlations accounted for by the CI method, the XX binding 
energies are considerably shifted down in the energy in the direction to negative values (correction varying from 
-2 to -4 meV) and reveal quite a flat trend in the X energy, opposed to that predicted by the HF method only. In 
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other words, QDashes are highly correlated systems, and thus the magnitude of correction due to correlations 
exceeds the contribution obtained by the rather simplified HF approximation.  
 
Correlations have also a significant effect on the negatively charged exciton spectra changing its binding energy 
by approximately -2 meV. Importantly however, the overall trend of the X- binding energy is quantitatively well 
reproduced already at the level of HF approximation: the X- binding energy grows with the X ground state 
energy. At the level of HF approximation this binding energy is given simply as a difference of electron-electron 
repulsion and electron-hole attraction (Jee-Jeh). As shown earlier in Fig. 8 the electron-hole Jeh attraction grows 
faster with the confinement than electron-electron repulsion and hence results in the growth of X- binding energy 
with increasing confinement. 
 
Finally, we move to the bright exciton fine structure splitting63 as shown in Fig. 11. Our theoretical results 
demonstrate that the FSS decreases with increasing X emission energy. In other words, the FSS increases with 
the overall quantum dash size. Such dependence of the anisotropic exchange interaction63 is opposite to that of 
the direct Coulomb interactions discussed above. The Coulomb direct terms could have been understood in terms 
of increased wavefunction overlap in a smaller, more confined nanostructure, whereas this apparently does not 
apply to the FSS. Traditionally, the FSS is associated with the nanostructure shape elongation35,63. This is 
however not exactly a case here, since in our simulation we use fixed lateral aspect ratio (4:1). Recent theoretical 
progress42,64–66 in understanding of the excitonic fine structure points at the anisotropy of the overall 
(lattice+shape) confinement potential, rather than shape elongation only. Thus, apart from the base elongation, 
the QDash anisotropy comes from the presence of atomic interfaces at the top four facets of a quantum dash: the 
larger (longer and taller) the QDash the larger the area of these facets and hence the more pronounced role of 
atomic interfaces related anisotropy resulting in the increased FSS. 
 
The calculated reduction of the fine structure splitting with the X emission energy is in relatively good 
agreement with the experiment (Fig. 6): the FSS is reduced approximately by a factor of 4, when going from 0.8 
eV to 1 eV of the exciton emission energy. We note however that there is yet another important factor affecting 
the FSS, which is intermixing and the related lattice randomness. From one point of view, intermixing increases 
the X emission energy as discussed earlier, on the other hand it also smears out the potential anisotropy42,67. In 
effect, already at x = 0.05 of barrier material intermixed into the QDash region (Fig. 11 c; ATM+Intermixing) 
the FSS is reduced by about 20-30 µeV, as compared to the case without intermixing (ATM). We have 
additionally calculated high intermixing level x ≥ 0.10 corresponding to X emission energy ~1.1-1.2 eV 
unobserved in the experiment. At this level of the intermixing the FSS is pushed down well below 40 µeV and 
strongly varies from QDash to QDash. Thus apart from the FSS reduction, the intermixing introduces significant 
fluctuations of the FSS value.42 The role of lattice randomness is particularly visible in Fig. 12. In this figure, the 
exciton fine structure splitting was obtained by running calculations for 6 random realizations (samples) for each 
quantum dash size considered in the paper. Since we consider 5 different QDash sizes this gives total of 30 
systems. Each sample corresponds to different local atomic arrangements, whereas the average composition 
remains constant in all samples (please note in particular Fig. 1 of the paper from Ref. 46). Calculations were 
performed using the ATM+Intermixing model, where the In0.9Ga0.05Al0.05As QDash was embedded in the 
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In0.528Ga0.234Al0.238As barrier. As shown in Fig. 12, the intermixing leads to a broad distribution of fine structure 
splitting values on top of general size dependent trends. Despite relatively simple, uniform composition profile 
assumed in our calculations, the predicted fine structure splitting values are in qualitative agreement with the 
experimental results (Fig. 6). We conclude that the atomistic calculations suggest that lattice randomness, as well 
as QDash shape and size variations are responsible for the broad distribution of FSS values observed in the 
experiment. 
 
IV. CONCLUSIONS 
 
In this work we examined, both experimentally and theoretically, single QDash nanostructures emitting in a 
broad spectral range from 0.8 eV to above 1 eV made of InAs/InGaAlAs on InP. We obtained a satisfactory 
agreement between microphotoluminescence spectra and calculated energies by atomistic tight-binding approach 
using configuration interaction method. The data concerns the binding energy dependence of both the biexciton 
and the negatively charged exciton as well as the exciton fine structure splitting. Our results show that the 
electronic structure of this system is strongly influenced by Coulomb correlations which are reflected in the 
negative biexciton binding energy of about -3.5 meV with rather smooth energy dependence and even more 
bound negative trion of binding energy in range of -4.5 to -5.5 meV. There is no evidence of the positively 
charged trion in the experiment due to a possible high concentration of excess carriers. By calculated energies of 
excitonic complexes we observed atypical increase of correlations for smaller QDashes which is related to the 
strain field that affects the charge spacings due to size change. The exciton fine structure splitting is 
experimentally largely distributed suggesting strong impact of the structural details. However, by performing 
calculations for fixed lateral aspect ratio of 4 we identified that increasing proportionally the nanostructure 
dimensions causes higher energy splittings reaching about 150 μeV which is comparable to the measured values 
in the upper limit. By introducing the intermixing to the system we obtained smaller FSS suggesting that 
atomistic rearrangement between the QDash and the barrier structure might be a reason of the broad data 
distribution at a given spectral range. 
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Figures: 
 
Figure 1. a) STEM micrograph of cross-sectional sizes of single QDashes (after ref. 12) showing a triangular 
geometry, and b) SEM image of the uncapped QDash layer. 
 
Figure 2. Photoluminescence emission from quantum dash ensemble for different nominal InAs layer 
thicknesses overlapping with the 2nd (1300 nm) and 3rd (1550 nm) telecommunication low loss windows. 
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Figure 3. a) Microphotoluminescence spectra for various excitation powers from 0.5 to 5 μW. The inset shows 
the intensity dependence with a slope variation depending on the spectral feature. b) Polarization resolved 
spectra showing fine structure splitting indicating exciton and biexciton emission and no splitting for charged 
exciton.  
 
Figure 4.  Excitonic complexes for different emission wavelengths showing alike spectroscopic pattern for 
biexciton and trion transitions. 
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Figure 5.  Binding energy of biexciton (circle) and charged exciton (star) state determined for ca 50 single 
QDashes in dependence of exciton emission energy. 
 
Figure 6.  Exciton fine structure splitting averaged from biexciton and exciton transition in emission energy 
dependence.  
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Figure 7.  Exciton ground state energy calculated using different atomistic approaches as a function of quantum 
dash size (H – Height, W = 4 x H, L = 4 x W). 
 
 
Figure 8.  Electron-electron (Jee), electron-hole (Jeh), and hole-hole (Jhh) Coulomb integrals for electron and hole 
occupying their ground states calculated for several QDashes of different energy, and using different atomistic 
approaches. 
 
 
Figure 9.  Binding energies of biexciton (circles) and charged exciton (stars) calculated using configuration 
interaction model and different atomistic approaches (see the text) as a function of exciton emission energy. 
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Figure 10.  Negatively charged exciton ΔE(X-) and the biexciton ΔE(XX) binding energies in Hartree-Fock (HF) 
and configuration interaction (CI) pictures; calculated using VCA (see the text). 
 
 
 
Figure 11.  Exciton fine structure splitting calculated using different atomistic approaches (see the text) as a 
function of exciton emission energy. 
 
Figure 12.  Exciton fine structure splitting calculated to illustrate the role of lattice randomness. These results 
were obtained by putting together 6 random realizations (samples) for each quantum dash size (5 different sizes) 
considered in the paper, giving total of 30 systems. Each sample corresponds to different local atomic 
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arrangements, whereas the average composition remains constant in all samples.46 Calculations were performed 
using ATM+Intermixing model, where In0.9Ga0.05Al0.05As QDash was embedded in In0.528Ga0.234Al0.238As barrier. 
