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THE REGULARITY AND NEUMANN PROBLEM FOR NON-SYMMETRIC
ELLIPTIC OPERATORS
CARLOS E. KENIG* AND DAVID J. RULE
1. Introduction
We will consider the Dirichlet problem
(1)
{
Lu = 0, in Ω
u = f0, on ∂Ω
with boundary data f0 and the Neumann problem
(2)
{
Lu = 0, in Ω
ν · A∇u = g0, on ∂Ω
with boundary data g0. Here ν is the outward unit normal vector to ∂Ω and
L = divA∇· is an elliptic operator in divergence form with coefficient matrix
A = (ai j)i j. The matrix A is assumed to have real-valued bounded measurable
entries (maxi, j ‖ai j‖L∞(Ω) = Λ < ∞) and satisfy the uniform ellipticity condition
(3) λ|ξ|2 6 ξ · Aξ
for some λ > 0 and all ξ ∈ R2, but A is not necessarily symmetric. The domain
Ω = {X = (x, t) ∈ R2 |φ(x) < t} is the domain above the graph of a Lipschitz
function φ. In the sequel we will denote by τ the tangent (1, φ′)/(1 + (φ′)2)
1
2 to ∂Ω
and ∂τ = τ · ∇ the derivative along the boundary. The conormal derivative will be
ν · A∇.
Let us begin by fixing some notation. The spaces C∞ and C∞
0
are the spaces of
smooth functions and smooth functions with compact support, respectively. For
clarity, wewill often indicate the domain of such functions, for exampleC∞0 (R). For
p ∈ [1,∞] and E a subset of either R or R2 the space Lp(E) is the set of measurable
functions f : E→ R such that ‖ f ‖Lp(E) is finite, where
‖ f ‖Lp(E) =

(∫
E
| f |p
) 1
p
, if p ∈ [1,∞)
ess supE| f |, if p = ∞
defined with respect to the appropriate Lebesgue measure. We define Lp(E,M)
similarly for functions Fwith values inM, the set of real-valued 2× 2 matrices, by
replacing the absolute value with |F| := supi j | fi j| where F = ( fi j)i j. The set W
1,p(E)
is the familiar Sobolev space, consisting of functions in Lp(E) whose first-order
derivatives (in the sense of distributions) also belong to Lp(E) and W
1,p
loc
(E) the set
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consisting of those functions inW1,p(E′) for every compact subset E′ of E. We will
consider the non-tangential approach regions
Γ(Q) = {X ∈ Ω | |X −Q| 6 (1 + a)dist(X, ∂Ω)}
for each Q ∈ ∂Ω (a > 0 fixed). Here dist(X, ∂Ω) = infQ∈∂Ω |Q − X|. Recall the
non-tangential maximal function for a function u on Ω is a function N(u) : ∂Ω → R
given by
N(u)(Q) = sup
Γ(Q)
|u|
and the related version
N˜(u)(Q) = sup
X∈Γ(Q)
 1|Bδ(X)/2(X)|
∫
Bδ(X)/2(X)
|u|2

1
2
.
Here |E| is the Lebesgue measure of a set E and Br = Br(X) = {Y | |X − Y| < r} is the
ball centred at X of radius r. The notation δ(X) is an abbreviation for dist(X, ∂Ω).
To solve (1) and (2) we will use the following weak formulations. It will be
useful to introduce the space W˜1,2(Ω) of functions f for which the norm
(4) ‖ f ‖W˜1,2(Ω) :=
(∫
Ω
| f (X)|2
dX
(1 + |X|2)
+
∫
Ω
|∇ f (X)|2 dX
) 1
2
is finite and the space L˜2(∂Ω) of functions f for which the norm
‖ f ‖˜
L2(∂Ω) :=
(∫
∂Ω
| f (X)|2
dσ(X)
(1 + |X|)
) 1
2
is finite, where dσ is Lebesgue surface measure on ∂Ω. Denote by Tr : W˜1,2(Ω) →
L˜2(∂Ω) the trace operator initially defined on smooth functions ϕ as Tr(ϕ) = ϕ|∂Ω
and W˜1,2
0
(Ω) the set of all f ∈ W˜1,2(Ω) with Tr( f ) = 0. (One may readily check that
Tr has a continuous extention to W˜1,2(Ω), just as one shows Tr: W1,2(Ω) → L2(∂Ω)
is bounded (see, for example, [11, p258]).)
Lemma1.1. Given f0 ∈W
1,2(∂Ω)∩L
7
6 (∂Ω)∩L
17
6 (∂Ω), there exists a unique u ∈ W˜1,2(Ω)
such that Tr(u) = f0 and
(5)
∫
Ω
A∇u · ∇ϕ = 0
for all ϕ ∈ W˜1,2
0
(Ω). Moreover, there exists a constant C, depending only on λ, Λ and Ω,
such that
(6) ‖u‖W˜1,2(Ω) 6 C
(
‖ f0‖W1,2(∂Ω) + ‖ f0‖L7/6(∂Ω) + ‖ f0‖L17/6(∂Ω)
)
.
We call the u from Lemma 1.1 the solution to (1) with data f0. Let H
1(∂Ω) denote
the classical Hardy space H1(R) (see, for example, [24, p87]) projected onto ∂Ω,
that is,
H1(∂Ω) = { f : ∂Ω→ R | x 7→ f (x, φ(x))(1+ φ′(x)2)
1
2 ∈ H1(R)}
equiped with the obvious norm. We also introduce the homogeneous Sobolev
space
W˙1,2(Ω) = {u : Ω→ R | ‖∇u‖L2(Ω) < ∞},
with norm ‖ · ‖W˙1,2(Ω) = ‖∇ · ‖L2(Ω).
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Lemma 1.2. Given g0 ∈ H
1(∂Ω), there exists a unique u ∈ W˙1,2(Ω) such that∫
Ω
A∇u · ∇ϕ =
∫
∂Ω
g0Tr(ϕ) dσ
for all ϕ ∈ W˙1,2(Ω). Moreover, there exists a constant C, depending only on λ, Λ and Ω,
such that
(7) ‖u‖W˙1,2(Ω) 6 C‖g0‖H1(∂Ω).
We call the u from Lemma 1.2 the solution to (2) with data g0. We will postpone
the proofs of these lemmata until Section 2. Since, in general, we cannot assign
a meaning to ν · A∇u|∂Ω, we should be careful as to exactly how we interpret the
statement in (2) that ν · A∇u = g0 on ∂Ω. It is well known that existence of the
estimates in the following definition enable a certain non-tangential convergence
to the boundary data to be established (see, for example, [21]).
Definition 1.3. (i) We say that the Dirichlet problem holds for p, or (D)Ap = (D)p holds,
if for any u solving (1) with boundary data f0 ∈ L
p(∂Ω)∩W1,2(∂Ω)∩ L
7
6 (∂Ω)∩ L
17
6 (∂Ω)
we have
‖N(u)‖Lp(∂Ω) 6 C(p)‖ f0‖Lp(∂Ω).
(ii) We say that the Neumann problem holds for p, or (N)Ap = (N)p holds, if for any u
solving (2) with boundary data g0 ∈ L
p(∂Ω) ∩H1(∂Ω) we have
‖N˜(∇u)‖Lp(∂Ω) 6 C(p)‖g0‖Lp(∂Ω).
(iii) We say that the regularity problem holds for p, or (R)Ap = (R)p holds, if for any u
solving (1) with boundary data f0 ∈W
1,p(∂Ω) ∩W1,2(∂Ω) ∩ L
7
6 (∂Ω) ∩ L
17
6 (∂Ω) we have
‖N˜(∇u)‖Lp(∂Ω) 6 C(p)‖∂τ f0‖Lp(∂Ω).
In each case, the constant C(p) > 0 must depend only on λ, Λ,Ω and p.
The main result of this paper is the following.
Theorem 1.4. Let L = divA∇ be an elliptic operator as defined above with coefficient
matrix A = A(x) independent of the t-variable in the domainΩ = {X = (x, t) ∈ R2 |φ(x) <
t} above the graph of a Lipschitz function φ. Then (N)p and (R)p hold for some (possibly
small) p > 1.
In 2000, Kenig, Koch, Pipher and Toro [19] showed that the Dirichlet problem
for an elliptic operator L = divA∇ in Ω ⊂ R2 holds for some p > 2, where A has
coefficients independent of the t-direction. The advance here was that the 2 × 2
matrix A did not need to be assumed symmetric. The exponent p could not in
general be specified, as they showed with an example. This example can be used
to show the same is true in our case: For any given p there exist operators L as in
Theorem 1.4 for which (N)p and (R)p do not hold. (This example is worked out in
the Appendix.) Jerison and Kenig showed in [16] that when A is also symmetric
(D)2 holds. In [21] Kenig and Pipher show that if (R)
A
p holds in Ω for some p then
(D)A
t
p′ holds, where
1
p +
1
p′ = 1 and A
t is the transpose of A. Here we will prove
Theorem 1.4 by showing a reverse implication: if (D)A
t
p′ holds andA is independent
of the t-direction, then (N)A˜p and (R)
A
p hold, where A˜ = A
t/det(A). Then, as a
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simple corollary, the main result in [19] passes over to the Neumann and regularity
problems to give Theorem 1.4.
The layout of this paper is as follows. In Section 2 we fix some more notation
and lay out some preliminaries. In Section 3 we begin by observing that a change
of variables used in [19] can reduce our problem to coefficient matrices A which
are upper trianglular. We then go on to show that the solvability of the Dirichlet
problem allows us to reduce Theorem 1.4 to the boundedness of certain layer
potentials. In Section 4, this boundedness is proved in the special case that the
boundaryof our domain has a small Lipschitz constant. In Section 5weuseDavid’s
method [9] to show that the layer potentials must also be bounded on domains Ω
when φ is an arbitrary Lipschitz function. As an appendix, we show the example
in [19] serves the same purpose for Theorem 1.4 as it does for their Theorem 3.1.
As is common practice the letter C will denote a constant whose value may
change from line to line, but which can be fixed depending only on the constants
λ, Λ and the Lipschitz constant of φ. When a subscript is added the value will
not vary from line to line, and when the constant depends on other parameters or
when we wish to record the form of the dependency this will be noted explicity
(for example, we wrote above C = C(p)).
Wewould like to thank SteveHofmann for helpful conversations and formaking
the related work by him and coauthors [1] available to us.
2. Preliminaries
The square function S( f ) : ∂Ω→ R of f : Ω→ R is given by
S( f )(Q) =
{∫
Γ(Q)
|∇ f |2
} 1
2
and theHardy-Littlewoodmaximal operatorM : Lp(∂Ω)→ Lp(∂Ω) (1 < p 6 ∞) is given
by
M( f )(Q) = sup
r>0
1
σ(∆r(Q))
∫
∆r(Q)
| f | dσ
where ∆r(Q) = Br(Q) ∩ ∂Ω and dσ is the Lebesgue surface measure of ∂Ω. We also
defineM acting on functions F : R→M analogously, replacing the absolute value
with the corresponding matrix version and taking the supremum over intervals in
R. A function K : R2 → M is said to be a Caldero´n-Zygmund kernel if there exists
constants C > 0 and α ∈ (0, 1] such that
(8) |K(x, y)| 6
C
|x − y|
for all x, y ∈ R, x , y,
(9) |K(x, y) − K(x′, y)| 6
C|x − x′|α
(|x − y| + |x′ − y|)1+α
when |x − x′| 6 12 max{|x − y|, |x
′ − y|}, and
(10) |K(x, y) − K(x, y′)| 6
C|y − y′|α
(|x − y| + |x − y′|)1+α
when |y − y′| 6 12 max{|x − y|, |x − y
′|}. Recall, for F = ( fi j)i j, |F| := supi j | fi j|. For
Banach spacesX andY dense in L2(R,M), a continuous linear operator T : X → Y′
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is said to be a singular integral operator associated to the Caldero´n-Zygmund kernel
K if for each F ∈ X and G ∈ Y with disjoint support, we have the representation
(11) 〈G,T(F)〉 =
∫
R2
G(x)tK(x, y)F(y) dydx,
where 〈·, ·〉 is the standard inner product on L2(R,M) and G(x)t is the transpose
of G(x). The maximal singular integral operator T∗ associated to K is defined by first
setting
T(δ)(F)(x) =
∫
|y−x|>δ
K(x, y)F(y) dy
and then T∗(F) = supδ>0 |T
(δ)(F)|. The following lemmata are well known for any
elliptic operator as defined above (see, for example, [18] and [13, Thm 8.24]).
Lemma 2.1. Let u ∈ H1,2(B2r) satisfy Lu = 0, then there exists a constant C > 0 which
depends only on λ and Λ such that?
Br
|∇u(Z)|2 dZ 6
C
r2
?
B2r
|u(Z)|2 dZ.
Lemma 2.2. For u ∈ H1,2(B5r/4) such that Lu = 0 and p > 1, there exists a constant
C(p) > 0 which depends only on λ, Λ and p such that
sup
Br/2
|u| 6 C(p)
(?
Br
|u|p
) 1
p
Lemma 2.3. For u ∈ H1,2(B3r/2) such that Lu = 0, there exist constants C > 0 and p > 2
which depend only on λ and Λ such that(?
Br/2
|∇u|p
) 1
p
6 C
(?
Br
|∇u|2
) 1
2
Lemma 2.4. Let u ∈ H1,2(Br) satisfy Lu = 0, then there exists constants C > 0 and
α ∈ (0, 1], depending only on λ and Λ, such that
|u(X) − u(Y)| 6
C
r1+α
‖u‖L2(Br)|X − Y|
α,
for all X,Y ∈ B2r/3.
We will now prove Lemmata 1.1 and 1.2.
Proof of Lemma 1.1. Without loss of generality we can suppose Ω = R2+ =
{(x, t) | t > 0}, since the transformation Φ : Ω → R2+ given by Φ(x, t) = (x, t − φ(x))
will yield the general case. Let Pt : R→ R denote the Poisson kernel:
Pt(x) :=
t
pi(|x|2 + t2)
.
Let
w(x, t) = f0 ∗ Pt(x) :=
∫
R
f0(x − y)Pt(y) dy
be the harmonic extension of f0 to R
2
+. We will show that
(12) ‖w‖W˜1,2(R2
+
) 6 C(‖ f0‖W1,2(∂R2+) + ‖ f0‖L7/6(∂R2+) + ‖ f0‖L17/6(∂R2+)).
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Using Ho¨lder’s inequality∫
R2
+
|w(X)|2
dX
(1 + |X|2)
6 C‖w‖2
L17/6(R2
+
)
,
but, by Fubini’s Theorem,
‖w‖
17
6
L17/6(R2
+
)
=
∫ ∞
0
‖ f0 ∗ Pt‖
17
6
L17/6(R)
dt
=
∫ 1
0
‖ f0 ∗ Pt‖
17
6
L17/6(R)
dt +
∫ ∞
1
‖ f0 ∗ Pt‖
17
6
L17/6(R)
dt.
Now, using well-known properties of the Poisson kernel and Young’s inequality
(see, for example, [23]), we can bound this by
‖M( f0)‖
17
6
L17/6(R)
+ ‖ f0‖
17
6
L7/6(R)
∫ ∞
1
‖Pt‖
17
6
L119/59(R)
dt
6 C‖ f0‖
17
6
L17/6(R)
+ C‖ f0‖
17
6
L7/6(R)
,
since ‖Pt‖
17
6
L119/59(R)
= Ct−
10
7 . This controls the first integral in the norm ‖w‖W˜1,2(R2+)
. To
control the second, first observe that
‖P′t‖L1(R) = Ct
−2,
so, as before,
‖∂1w‖L2(R2
+
) 6
∫ 1
0
‖ f ′0 ∗ Pt‖L2(R) dt +
∫ ∞
1
‖ f0 ∗ P
′
t‖L2(R) dt
6 ‖M( f ′0)‖L2(R) + ‖ f0‖L2(R)
∫ ∞
1
‖P′t‖L1(R) dt 6 C‖ f0‖H1,2(∂R2+).
Wemay control ‖∂2w‖L2(R2+) similarly since (via the Cauchy-Riemann equations) we
know ∂2w = −∂1w˜, where w˜(x, t) = H( f0) ∗ Pt(x) and H : L2(∂R2+) → L
2(∂R2+) is the
Hilbert transform. Thus (12) is proved.
Now we will show
(13) (ψ,ϕ) 7→
∫
R2
+
A∇ψ · ∇ϕ
defines a bounded coercive bilinear form on W˜1,2
0
(R2+). Linearity and boundedness
are clear, so to prove coercivity we first observe that ψ ∈ W˜1,2
0
(R2+) can be extended
to a function in W˜1,2(R2) (the space with norm (4) but integrating over R2), which
we will also call ψ, simply by extending by zero. Then obviously ‖∇ψ‖L2(R2) =
‖∇ψ‖L2(R2
+
). Thus, using Poincare´’s inequality,∫
R2
|ψ(X)|2
dX
(1 + |X|2)
6 C
∫
B4(0)
|ψ|2 + C
∞∑
n=2
2−2n
∫
B2n (0)\B2n−1 (0)
|ψ|2
6 C
∫
B4(0)
|∇ψ|2 + C
∞∑
n=2
∫
B2n (0)\B2n−1 (0)
|∇ψ|2
6 C
∫
R2
|∇ψ|2 = C
∫
R2
+
|∇ψ|2.
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Combining this with (3) easily gives the coercivity.
We may now apply the Lax-Milgram Theorem to find a unique v ∈ W˜1,2
0
(R2+)
such that ∫
R2+
A∇v · ∇ϕ =
∫
R2+
−A∇w · ∇ϕ
for all ϕ ∈ W˜1,2
0
(R2+). Then u = v + w ∈ W˜
1,2(R2+) is clearly the unique function in
W˜1,2(R2+) such that (5) holds and Tr(u) = f0. The estimate (6) follows from (12) and
the Lax-Milgram Theorem.
A function f : R→ R is said to be of bounded mean oscillation, written f ∈ BMO,
if
‖ f ‖BMO := sup
I
?
I
| f (x) −
?
I
f | dx < ∞,
where the supremum is taken over all intervals I ∈ R.
Proof of Lemma 1.2. Once again, without loss of generality we may assume
Ω = R2+. The bilinear form (13) is clearly bounded and coercive on W˙
1,2(R2+) so to
apply the Lax-Milgram Theorem it remains to check that
ϕ 7→
∫
∂Ω
g0Tr(ϕ) dσ
is a bounded linear functional on W˙1,2(R2+) for a given g0 ∈ H
1(∂R2+).
It suffices to check Tr: W˙1,2(R2+) → BMO is a bounded operator. This is easily
done as follows. Let I = BR ∩ ∂R2+ and B
+
R = BR ∩R
2
+, where BR is a ball with centre
on ∂R2+. Denote by ϕB+2R the average
>
B+
2R
u, where B2R is the ball concentric with BR,
but with radius 2R. Fix ξ : R2
+
→ R to be a smooth cut-off function equal to one
near I, supported in B2R and such that |∇ξ| 6 C/R. Then?
I
|ϕ − ϕB+
2R
| dσ 6
1
R
∫
∂R2
+
ξ|ϕ − ϕB+
2R
| = −
1
R
∫
B+
2R
∂t(ξ|ϕ − ϕB+
2R
|)
= −
1
R
∫
B+
2R
(∂tξ)|ϕ − ϕB+
2R
| −
1
R
∫
B+
2R
ξ(∂tϕ)sgn(ϕ − ϕB+
2R
)
6
C
R2
∫
B+
2R
|ϕ − ϕB+
2R
| +
1
R
∫
B+
2R
|∇ϕ|
6 C‖∇ϕ‖L2(R2
+
) = C‖ϕ‖W˙1,2(R2+),
where the last inequality follows from Ho¨lder’s and Poincare´’s inequalities.
Kenig and Ni [20] provide the following definition and existence of a funda-
mental solution.
Definition 2.5. A function ΓX : R
2 → R is called a fundamental solution for L = divA∇·
with pole at X if
(i) ΓX ∈W
1,2
loc
(R2 \ {X}) ∩W
1,p
loc
(R2) for all p < 2, and, for every ϕ ∈ C∞0 (R
2),∫
R2
At(Y)∇ΓX(Y) · ∇ϕ(Y) dY = −ϕ(X).
(ii) |ΓX(Y)| = O(log |X − Y|) as |Y| → ∞.
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Theorem 2.6. For each X ∈ R2 there exists a unique fundamental solution ΓX for L with
pole at X, and positive constants C1,C2,R1 < 1,R2 > 1, which depend only on λ and Λ,
such that
C1 log(1/|X − Y|) 6 −ΓX(Y) 6 C2 log(1/|X − Y|) for |X − Y| < R1, and
C1 log(|X − Y|) 6 ΓX(Y) 6 C2 log(|X − Y|) for |X − Y| > R2.
The notation we employ to denote differentiation is standard, but let us clarify
one point. When the fundamental solution is differentiated ∇ΓX(Y) will denote the
gradient in the Y-variable and ∇XΓX(Y) the gradient in the X-variable.
Lemma 2.7. Fix X,Y ∈ R2. Let ΓX be the fundamental solution for an elliptic operator L
as defined above with pole at X, and Γt
Y
the fundamental solution to the adjoint operator
Lt = divAt∇ with pole at Y. Then we have that
ΓX(Y) = Γ
t
Y(X).
Proof. Wewill prove the lemma for a modified coefficient matrix AwhereA = I
outside the ball BR(0). It is then easy using, Definition 2.5 and Theorem 2.6, to
show that passing to the limit R→ ∞we obtain the identity for general A.
The linear transformation Z 7→ CZ (C > 0), transforms ΓX and ΓY into funda-
mental solutions of operators with the same ellipticity constants λ and Λ. Thus,
without loss of generality, we can assume A = I outside B1/2(0) and that X,Y ∈
B1/2(0). Green’s second identity gives us
Γ
t
Y(X) − ΓX(Y) =
∫
∂BR(0)
Γ
t
Y(Z)ν(Z) · A
t(Z)∇ΓX(Z) dσ(Z)
−
∫
∂BR(0)
ΓX(Z)ν(Z) · A(Z)∇Γ
t
Y(Z) dσ(Z),
for any R > 1. But on the other hand, the uniqueness and the construction used in
[20] shows us that, for Z ∈ B1(0)
c,
ΓX(Z) = g(Z) + w(Z)
and
(14) ΓtY(Z) = h(Z) + v(Z),
where g and h are Green’s functions for B1(X)
c and B1(Y)
c respectively, with poles
at infinity, and w and v are harmonic functions satisfying |w(Z)| + |v(Z)| 6 C|Z|−α,
so then |∇w(Z)| + |∇v(Z)| 6 C|Z|−(1+α) (see, for example, [13, Thm 2.10]). Given
our assumptions on A we have the explicit expressions g(Z) = log |Z − X| and
h(Z) = log |Z − Y|. Thus
|∇ΓX(Z) − ∇Γ
t
Y(Z)| 6 |∇g(Z) − ∇h(Z)| + |∇w(Z)| + |∇v(Z)|
6 C(R−2 + R−(1+α))
and
|ΓX(Z) − log |Z|| + |Γ
t
Y(Z) − log |Z|| 6 C(R
−α
+ log |(R + 1)/R|)
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on ∂BR(0). And we may conclude, by the above and our assumptions on A, that
|ΓtY(X) − ΓX(Y)| 6
∫
∂BR(0)
|(ΓtY(Z) − (log |Z|))ν(Z) · A(Z)∇ΓX(Z)| dσ(Z)
+
∫
∂BR(0)
|(log |Z|)ν(Z) · (At(Z)∇ΓX(Z) − A∇Γ
t
Y(Z))| dσ(Z)
+
∫
∂BR(0)
|((log |Z|) − ΓX(Z))ν(Z) · A(Z)∇Γ
t
Y(Z) dσ(Z)
6 C(R−α + log |(R + 1)/R| + (logR)(R−α + R−1))
which tends to zero as R→∞.
The following theoremwas proved by Kenig, Koch, Pipher and Toro [19]. They
prove that if the L2-norms of the square function and non-tangential maximal
function of all solutions vanishing at a fixed point can be compared in all bounded
Lipschitz domains Ω0 contained in Ω with constants depending only on the Lips-
chitz character of the domain, then (D)p holds for some p. The estimate
(15) ‖S(u)‖Lp(∂Ω0) ≃ ‖N(u)‖Lp(∂Ω0)
for each p > 1 and solutions uwhich vanish at a fixed point in Ω0 is demonstrated
therein. Dahlberg [5] showed this estimate for p = 2 implies that solutions are ε-
approximable and in [19] the authors go on to show this ε-approximability implies
that (D)p holds for some p > 1. We refer the reader to [19] for the details and precise
definitions, Remark (2.11) providing a brief overview.
Theorem 2.8. Let L = divA∇ be an elliptic operator in a domainΩ = {(x, t) ∈ R2 |φ(x) <
t}, where A = A(x) is independent of the t-variable and φ : R→ R is a Lipschitz function.
Then there exists a (possibly large) p such that (D)p holds in Ω, with bound depending
only on λ, Λ, p and the Lipschitz constant of φ.
Given any solution u to an elliptic equation Lu = divA∇u = 0, the vector A∇u
is divergence free and so can be written as the curl of a vector. This amounts to
finding a u˜ solving
(16)
(
0 1
−1 0
)
∇u˜ = A∇u.
The function u˜ (defined up to a constant by (16)) is called the conjugate of u and
(u, u˜) is a conjugate pair. Observe firstly that u˜ satisfies an elliptic equation with
coefficient matrix A˜ = At/detA, and secondly that the conormal derivative of u is
the tangential derivative of u˜ and vice versa.
In Sections 3 and 4 we will work under the a priori assumptions that A = I
for large x, A and φ are smooth functions, ‖φ′‖L∞(R) 6 k, φ
′ ≡ α0 for large x and
x 7→ φ(x) − α0x ∈ C∞0 (R). Once our theorems have been proved under our a priori
assumptions, it is a simple matter to obtain the general case. Note that, under our
a priori assumptions, if u solves (1) with data f0 ∈ C
∞
0
(∂Ω), then u ∈ C∞(Ω), and
u(X) = O(|X|δ−1) and ∇u(X) = O(|X|δ−2) for all δ > 0 as |X| → ∞. Moreover, if
(17) u˜(X) = −
∫
γ(X)
ν(Z) · A(Z)∇u(Z) dl(Z),
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where γ(X) is the line segment γ(X) = {(y, s) | s > t, y = x,X = (x, t)}, ν is the unit
normal to γ(X) and dl is arc length, then (u, u˜) is a conjugate pair and u˜(X) =
O(|X|δ−1) for all δ > 0 as |X| → ∞. (See (47) and the lines following it for a similar
argument.)
Theorem 2.9. Let u, Ω and A be as in the previous paragraph. If p′ > 1 is such that
(D)A
t
p′ holds then there exists a constant C(p), depending only on λ, Λ, k, p and the (D)
At
p′
constant of At, such that
(18) ‖∇u‖Lp(∂Ω) 6 C(p)‖∂τ f0‖Lp(∂Ω).
Also, if u solves (2) with coefficient matrix A replaced by A˜ = At/det(A) and u verifies the
a priori assumptions u(X) = O(|X|δ−1) and ∇u(X) = O(|X|δ−2) for all δ > 0 as |X| → ∞,
then there exists a constant C(p), depending on the same quantities, such that
(19) ‖∇u‖Lp(∂Ω) 6 C(p)‖g0‖Lp(∂Ω).
As usual 1p +
1
p′ = 1.
We cannot expect these estimates to hold for all p > 1 as the Appendix shows.
The a priori assumptions for solutions to (2) will hold if, for instance, g0 ∈ C
∞
0 (∂Ω)∩
H1(∂Ω). Such g0 are dense in Lp(∂Ω), 1 < p < ∞.
Proof of Theorem 2.9. We start out by showing that if u(X) = O(|X|δ−1) for all
δ > 0 as |X| → ∞, then, for 1 < p < ∞,
(20) ‖S(u)‖Lp(∂Ω) ≃ ‖N(u)‖Lp(∂Ω).
In fact, let ΩR = Ω ∩ BR(0, φ(0)) so we have that AR = (0,R/2) ∈ ΩR, dist(AR, ∂ΩR)
≃ dist(AR, ∂Ω) ≃ R. By (15) we have
‖S(u)‖Lp(∂ΩR) ≃ ‖N(u − u(AR))‖Lp(∂ΩR),
but since u(X) = O(|X|δ−1), |∇u| = O(|X|δ−2) for all δ > 0 we may choose δ so that
1 + (δ − 1)p > 0 so |u(Ar)|p|∂ΩR| + ‖S(u)‖Lp(∂ΩR\∂Ω) + ‖N(u)‖Lp(∂ΩR\∂Ω) → 0 as R → ∞
and (20) follows. Now let f0, u and u˜ be as above but withA replaced byA
t. Define
the operatorHAt byHAt( f0) = u˜|∂Ω. This a bounded operator on L
p′ (∂Ω), with norm
depending on Λ, p, the constants in (20) and the (D)A
t
p′ constant. Indeed,
‖HAt( f0)‖Lp′ (∂Ω) = ‖u˜‖Lp′ (∂Ω) 6 ‖N(u˜)‖Lp′ (∂Ω)
≃ ‖S(u˜)‖Lp′ (∂Ω) ≃ ‖S(u)‖Lp′ (∂Ω) ≃ ‖N(u)‖Lp′ (∂Ω) 6 C(p)‖ f0‖Lp′ (∂Ω),
Now let us prove the identity∫
∂Ω
(∂τ(HAg))h − g(∂τ(HAth)) dσ = 0
for any g, h ∈ C∞
0
(∂Ω). This is easily done as follows: Let w and v be the extentions
of h and g respectively satisfying div(At∇w) = div(A∇v) = 0 in Ω so that |w(X)| +
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|X||∇w(X)|+ |v(X)| + |X||∇v(X)| = O(|X|δ−1) for large |X|. Then∫
∂Ω
(∂τ(HAg))h − g(∂τ(HAth)) dσ
=
∫
∂Ω
(ν · A∇v)h − g(ν · At∇w) dσ
=
∫
Ω
div(A(w∇v))− div(At(v∇w)) dxdy
=
∫
Ω
∇w · A∇v − ∇v · At∇wdxdy = 0.
The integrating by parts above in unbounded domains can be justified by the decay
properties of v and w, passing to the limit through bounded domains.
Combining these two facts we may now prove that
(21) ‖ν · A∇u‖Lp(∂Ω) 6 C(p)‖∂τ f0‖Lp(∂Ω),
for u which solve (1) with boundary data f0. We can do this using duality:∣∣∣∣∣
∫
∂Ω
(ν · A∇u)h dσ
∣∣∣∣∣ =
∣∣∣∣∣
∫
∂Ω
(∂τ(HA f0))h dσ
∣∣∣∣∣
=
∣∣∣∣∣−
∫
∂Ω
(∂τ f0)(HAth) dσ
∣∣∣∣∣
6 C(p)‖∂τ f0‖Lp(∂Ω)‖h‖Lp′ (∂Ω)
so (21) follows. It is a simple exercise to show that |ν · ∇u| 6 C(|ν ·A∇u|+ |∂τu|) from
which it is easy to deduce (18). We also have the reverse of (21):
‖∂τu‖Lp(∂Ω) 6 C(p)‖ν · A˜∇u‖Lp(∂Ω)
for u which satisfy (2) with boundary data g0 and A replaced by A˜. This follows
from (21), since the conormal derivative becomes the tangential derivative of the
conjugate and the tangential derivative becomes the conormal derivative of the
conjugate. As before we then deduce (19).
The following lemma [19] regarding a certain change of variables will be crucial
in obtaining the boundedness of the layer potentials.
Lemma 2.10. Suppose Ω = {(x, t) ∈ R2 |φ(x) < t} is the domain above the graph of a
Lipschitz function φ. Let A = A(x) be any matrix satisfying the ellipticity condition (3)
and with coefficients independent of the vertical direction. Also suppose that divA∇u = 0
in Ω. Then there exists a change of variables Φ : Ω′ → Ω such that
(i) If v = u◦Φ then div B∇v = 0 inΩ′, where B is upper triangluar and independent
of the t-variable of the form
(22) B =
(
1 c
0 d
)
.
(ii) The domainΩ′ is the domain above the graph of a Lipschitz function.
Proof. The transformation Φ defined by Φ(y, s) = ( f (y), s + g(y)) does the job
with f−1 chosen to be the primitive of 1/a11 and g chosen to be the primitive of
a21 ◦ f , where A = (ai j)i j. We refer the reader to Lemma 3.47 in [19] for a detailed
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proof.
Remark 2.11. The same result holds with B replaced by the lower triangular matrix Bt.
The proof only needs to be modified by choosing g to instead be the primitive of a12 ◦ f .
Escauriaza observed (see [19, p250]) that the operator divBt∇, where B is as in
(22), can be written in non-divergence form. Indeed, since the coefficients only
depend on the x-direction,
divBt∇u = ∂xxu(x, t)+ ∂t(c(x)∂xu(x, t))+ ∂t(d(x)∂tu(x, t))
= ∂xxu(x, t)+ c(x)∂xtu(x, t) + d(x)∂ttu(x, t).
We remark that then (ut, ux) is a conjugate pair, since ut is a solution and we have
∂t(ux) = ∂x(ut)
−∂x(ux) = c∂x(ut) + d∂t(ut),
so in this case u˜t = ux. Solutions to non-divergence form equations inR
2 also enjoy
additional regularity. This is stated explicitly as the lemma below, which is an
immediate consequence of Theorem 11.3 in [13], Remark (3) which follows it, and
the discussion in Section 11.2. (This can also be seen directly when the coefficients
are t-independent, since both ut and ux solve divergence form equations. Clearly
ut satisfies the same equation as u and ux solves an equation of the same type since
u˜t = ux.)
Lemma 2.12. Let u ∈ H1,2(Br) satisfy div B
t∇u = 0 with coefficient matrix Bt, with B as
in (22). Then there exists constants C > 0 and α ∈ (0, 1], depending only on λ and Λ,
such that
|∇u(X) − ∇u(Y)| 6
C
rα
‖∂tu‖L∞(Br)|X − Y|
α
for all X,Y ∈ B2r/3.
3. Reduction to the boundedness of layer potentials
The aim of this section is to reduce the proof of Theorem 1.4 to proving the
boundedness on Lp(∂Ω) (1 < p < ∞) of the double layer potential
K ( f )(X) = lim
hց0
∫
∂Ω
ν(Y) · At(Y)∇Γ(x,φ(x)+h)(Y) f (Y) dσ(Y)
and the related potential
L( f )(X) = lim
hց0
∫
∂Ω
τ(Y) · ∇Γ(x,φ(x)+h)(Y) f (Y) dσ(Y),
where X = (x, φ(x)) ∈ ∂Ω. This will be done in three steps under the assumption
that the coefficient matrix A is of the form (22). Firstly we will show that the non-
tangential maximal function of the gradient of a solution can be controlled in Lp-
normby the Lp-norms of the layer potentials of ut and its conjugate u˜t. Secondly, we
will show that ‖u˜t‖Lp(∂Ω) 6 C(p)‖∇u‖Lp(∂Ω). Finally, it is straightforward to combine
these results with Theorem 2.9 and Lemma 2.10 to achieve the our aim.
Lemma 2.10 shows us that for the proof of Theorem 1.4 we may assume A is
of the form (22) without loss of generality, so let us fix, once and for all, ΓX to be
the fundamental solution of the operator L = divA∇· with pole at X, where A is
of this form. With this choice ΓX is a solution to a non-divergence form elliptic
THE REGULARITY AND NEUMANN PROBLEM 13
equation LtΓX = 0 away from X. Throughout the next two sections we will make
the following a priori assumptions: A = I for large x,A andφ are smooth functions,
φ′ ≡ α0 for x large, and x 7→ φ(x) − α0x ∈ C∞0 . Once the theorems here have been
proved under our a priori assumptions it is a simple matter to obtain the general
case.
Theorem 3.1. Let Ω = {(x, t) ∈ R2 |φ(x) < t} for some Lipschitz function φ, ‖φ′‖L∞(R) 6
k. Let L = divA∇ be an elliptic operator satisfying (3) with coefficient matrix A = A(x)
of measurable functions bounded by Λ independent of the t-variable and of the form (22).
Then for each p > 1 there exists a constant C(p), depending only on λ,Λ, k and p, such that
any function u : Ω→ R such that Lu = 0, and u(X) = O(|X|δ−1) and |∇u(X)| = O(|X|δ−2)
for all δ > 0 as |X| → ∞, we have
‖N˜(∇u)‖Lp(∂Ω) 6 C(p)(‖∇u‖Lp(∂Ω) + ‖K (ut)‖Lp(∂Ω) + ‖L(u˜t)‖Lp(∂Ω)).
Proof. Firstly, exactly as in the proof of Lemma 8.10 in [21], we will estimate
N˜(∇u) pointwise by the maximal function of N(ut) and ∂τu, so to prove the lemma
we will then need to control N(ut) in L
p-norm. This can be done by using an idea
of Verchota and Vogel [25] to write ut as the sum of two potentials.
Fix Q ∈ ∂Ω and an X ∈ Γ(Q). For Z = (z, r) ∈ B 3
4 δ(X)
(X), let Z∗ = (z, φ(z)) be
the vertical projection onto the boundary of Ω. Choose m so that (B 3
4 δ(X)
(X))∗ ⊂
∆mδ(X)(Q) ≡ ∆. For any cB ∈ R Lemmata 2.1 and 2.2 give(?
B(X,δ(X)/2)
|∇u|2
) 1
2
6
C
δ(X)
?
B(X,3δ(X)/4)
|u − cB|.
Choosing cB =
>
∆
u we have
|u(Z) −
?
∆
u| 6 |u(Z) − u(Z∗)| + |u(Z∗) −
?
∆
u|.
Now, ?
B(X,3δ(X)/4)
|u(Z∗) −
?
∆
u| 6 C
?
∆
|u(Z∗) −
?
∆
u| dσ 6 Cδ(X)
?
∆
|∂τu|
by Poincare´’s inequality on ∂Ω, where ∂τ is the tangential derivative along ∂Ω,
and also |u(Z)− u(Z∗)| 6 Cδ(X)N(ut)(Z∗). Therefore, combining these estimates, we
have
N˜(∇u)(Q) 6 C(M(∂τu)(Q) +M(N(ut))(Q)),
whereM is the Hardy-Littlewood maximal operator, and so, for each p > 1,
(23) ‖N˜(∇u)‖Lp(∂Ω) 6 C(p)(‖∇u‖Lp(∂Ω) + ‖N(ut)‖Lp(∂Ω)).
Now to estimate the last term above, we wish to find a representation for ut.
Recall Green’s second identity: Let us write L = divA∇ and Lt = divAt∇, then we
have ∫
Ω
(Lu)v − u(Ltv) =
∫
∂Ω
(ν · A∇u)v − (ν · At∇v)u dσ
so, for u such that Lu = 0 and replacing v with the fundamental solution ΓX for L,
so that LtΓX = δX, the Dirac mass at X, we obtain
u(X) =
∫
∂Ω
(ν · At∇ΓX)u − (ν · A∇u)ΓX dσ.
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Since the elements of A only depend on the x-variable ut is also a solution and so
we have
ut(X) =
∫
∂Ω
(ν · At∇ΓX)ut − (ν · A∇ut)ΓX dσ.
Recall that ν · A∇ut = τ · ∇u˜t where u˜t is the conjugate of ut. Therefore,
(24)
ut(X) =
∫
∂Ω
(ν · At∇ΓX)ut − (∂τ(u˜t))ΓX dσ
=
∫
∂Ω
(ν · At∇ΓX)ut + τ · ∇ΓX(u˜t) dσ.
To complete the proof we will estimate N(ut) by estimating each term on the
right-hand side of (24). This can be done using the singular integral representation
we obtain for K and L in Section 4 and so we leave the end of the proof to be
completed in Remark 4.4. It is in this step where we will use the hypothesis that A
is of the form (22).
Lemma 3.2. Let u, Ω and A be as in Theorem 3.1. There exists a constant C(p) > 0
depending only on λ, Λ, k and p such that
‖u˜t‖Lp(∂Ω) 6 C(p)‖∇u‖Lp(∂Ω).
Proof. This would be immediate if it were thatA = Bt where B is as in (22) since,
for a solution v to divBt∇v = 0, (vt, vx) is a conjugate pair (see Section 2). For our
case we can use the change of variables Φ from Lemma 2.10 (and Remark 2.11), so
v = u ◦ Φ and Bt = (detΦ′)(Φ′−1)tAΦ′−1. A simple calculation reveals that taking
derivatives in the t-variable commutes with the transformation Φ−1. Also the
explicit form of the transformation shows us that t-derivatives of u˜ are comparable
to t-derivatives of v˜ and ‖∇u‖Lp(∂Ω) ≃ ‖∇v‖Lp(∂Ω′). Finally we claim conjugation also
commutes with the transformation Φ−1. Proving this means showing
(25) v˜ ◦Φ−1 = (v ◦Φ−1)˜ .
With v0 := u˜ ◦Φ, we have that
∇v = Φ′(∇u ◦Φ) and ∇v0 = Φ
′(∇u˜ ◦Φ),
so using (16), we obtain (
0 1
−1 0
)
(Φ′)−1∇v0 = A(Φ
′)−1∇v.
Multiplying on the left by (Φ′−1)t we see that
(detΦ′)−1
(
0 1
−1 0
)
∇v0 = (Φ
′−1)tA(Φ′)−1∇v.
Thus (v, v0) solves (16) with A replacedwith Bt, that is v0 = v˜. The last equality can
be rewritten u˜ ◦Φ = (u ◦Φ)˜ from which (25) follows.
These observations allow us to conclude that
‖u˜t‖Lp(∂Ω) = ‖(∂t(v ◦Φ
−1))˜ ‖Lp(∂Ω) = ‖∂t(v˜ ◦Φ
−1)‖Lp(∂Ω)
6 C(p)‖∂tv˜‖Lp(∂Ω′) = C(p)‖v˜t‖Lp(∂Ω′) 6 C(p)‖∇v‖Lp(∂Ω′) ≃ ‖∇u‖Lp(∂Ω),
and so the lemma is proved.
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Once we know K and L are bounded for all A of the form (22), we have from
Theorems 3.1 and 3.2 that ‖N˜(∇u)‖Lp(∂Ω) 6 C(p)‖∇u‖Lp(∂Ω) (1 < p < ∞). Using
Lemma 2.10 we extend this to arbitrary A. One then applies Theorems 2.8 and 2.9
to conclude the proof of Theorem 1.4. It remains to demonstrate the boundedness
ofK and L on Lp. This task will occupy us for the next two sections.
4. Boundedness of the layer potentials on boundaries with small Lipschitz
constants
In this section we will show thatK andL are bounded on Lp(∂Ω) (1 < p < ∞) in
the special case that ΓX is the fundamental solution of the operator L = div(A∇ ·)
with pole at X, where A is of the form (22) and that our domain Ω has a boundary
which is close to linear in the sense that, for α0 ∈ [−k, k], ‖φ′ − α0‖L∞(R) 6 ε0, where
ε0 > 0 depends only on the ellipticity constants and k > 0. Lemma 2.10 shows that
the first assumption can be made without loss of generality. However, if we are to
succeed in proving Theorem 1.4, the second assumption must be dropped. This
will be done in Section 5. Denote by Λk(ε0) the set of all Lipschitz functions φ such
that ‖φ′ − α0‖L∞(R) 6 ε0, with α0 ∈ [−k, k]. We will always require that 0 < ε0 6 k so
the Lipschitz constant of φ ∈ Λk(ε0) is no more than 2k. We remind the reader of
the a priori smoothness assumptions made at the beginning of Section 3.
Lemma 4.1. There exists constants C3 > 0 and 0 < α 6 1, depending only on λ and Λ,
such that
(26) |∇ΓX(Y)| 6
C3
|X − Y|
for all X,Y ∈ R2, X , Y,
(27) |∇ΓX(Y) − ∇ΓX′ (Y)| 6
C3|X − X
′|α
(|X − Y| + |X′ − Y|)1+α
when |X − X′| 6 12 max{|X − Y|, |X
′ − Y|}, and
(28) |∇ΓX(Y) − ∇ΓX(Y
′)| 6
C3|Y − Y
′|α
(|X − Y| + |X − Y′|)1+α
when |Y − Y′| 6 12 max{|X − Y|, |X − Y
′|}.
Proof. Fix X,Y ∈ R2, X , Y and set r = |X − Y|. Cacciopoli’s inequality (Lemma
2.1) gives us that
(29)
?
Br/4(Y)
|∇ΓX(Z)|
2 dZ 6
C
r2
?
Br/2(Y)
|ΓX(Z)|
2 dZ
Now we apply a linear change of variables Φ which sends 0 = (0, 0) to X and
(0,−R1/4) to Y:
(30)
C
r2
?
B r
2
(Y)
|ΓX(Z)|
2 dZ =
C
r2
?
B 1
8
R1
((0,−R1/4))
|ΓΦ(0) ◦Φ(Z)|
2 dZ
6
C
r2
?
B 1
8
R1
((0,−R1/4))
| log(|Z|)|2 dZ 6
C
r2
,
where the second to last inequality follows from Theorem 2.6, since ΓΦ(0) ◦ Φ is
the fundamental solution to an elliptic operator with the same constants λ and
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Λ and pole at the origin. Now ∂sΓX(y, s) satisfies L(∂sΓX) = 0 away from X since
the coefficients do not depend on the second variable, thus, using the above and
Lemma 2.2, we have
(31) sup
Br/8(Y)
|∂sΓX| 6
(?
Br/4(Y)
|∇ΓX(Z)|
2 dZ
) 1
2
6
C
r
This last bound shows we may now apply Lemma 2.12 with Br replaced with
Br/8(Y) to obtain
|∂yΓX(Y)| 6 |∂yΓX(Z)| + |∂yΓX(Y) − ∂yΓX(Z)|
6 |∂yΓX(Z)| +
C
r
(
|Y − Z|
r
)α
6 |∂yΓX(Z)| + C/r
for Z ∈ Br/8(Y). Averaging this inequality over Z ∈ Br/8(Y) and using (29) and (30)
with r replaced with r/2 yields
|∂yΓX(Y)| 6
C
r
.
Combining this with (31) yields (26). The same application of Lemma 2.12 now
easily yields (28): with r = max(|Y − X|, |Y′ − X|) = |Y − X|, say, we have for
|Y − Y′| 6 r/2 that
|∇ΓX(Y) − ∇ΓX(Y
′)| 6
C
rα
‖∇ΓX‖L∞(B3r/4(Y)) |Y − Y
′|α
6
C
r1+α
|Y − Y′|α.
Inequality (27) follows from the fact (Lemma 2.7) thatX 7→ ΓX(Y) is a solution to an
elliptic equation in divergence form, sowemay use the standardHo¨lder continuity
result of Lemma 2.4: now with r = max(|X−Y|, |X′ −Y|) = |X−Y|, say, we have for
|X −X′| 6 r/2 that
|∇ΓX(Y) − ∇ΓX′ (Y)| 6
C
rα
‖∇ΓX‖L2(B3r/4(Y)) |X − X
′|α
6
C
r1+α
|X − X′|α,
which completes the proof of the lemma.
Let φ ∈ Λ
k
4 (ε0) be a Lipschitz function with ‖φ′ − α0‖L∞(R) = ε 6 ε0, Ω = Ω+ =
{(x, t) | t > φ(x)} and Ω− = {(x, t) | t < φ(x)}, and write ∂Ωh = ∂Ω+ (0, h) and(
k1,h(x, y)
k2,h(x, y)
)
= ∇Γ(x,φ(x)+h)(y, φ(y))
for h ∈ R. Define the function Kh : R
2 →M by
(32) Kh =
(
k1,h k2,h
k1,h k2,h
)
.
We will write K0 = K. We have the following easy corollary to Lemma 4.1
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Corollary 4.2. For each φ ∈ Λ
k
4 (ε0), the function K : R2 →M is a Caldero´n-Zygmund
kernel. That is to say, there exists constants C4 = C4(k) > 0 and α ∈ (0, 1], depending
only on λ, Λ and the Lipschitz constant k, such that (8), (9) and (10) hold with C = C4.
For Banach spacesX andY of real matrix-valued functions onR, define T : X →
Y′ by
(33) 〈G,T(F)〉 = lim
hց0
∫
R2
G(x)tKh(x, y)F(y) dydx,
where F ∈ X and G ∈ Y and 〈·, ·〉 is the dual pairing in Y. The transpose operator
Tt is defined as 〈F,Tt(G)〉 = 〈G,T(F)〉t. Our aim will be to show that T extends to
a bounded operator on L2(R2,M), but first we must choose appropriate Banach
spaces, X and Y, and show this definition makes sense. This is the content of the
following lemma, and for that we will need the following notation. We denote
by S = S(R,M) the space of Schwarz functions on R with values in M and for
a function B0 : R → M, B0S is the set of all functions obtained by multiplying
functions in S on the left by B0. Let δ be the distance function δ(X) = dist(X, ∂Ω).
The spaces C∞0 (R,R) and C
∞
0 = C
∞
0 (R,M) are the spaces of compactly supported
smooth functions from R to R or M respectively. Set B1 : R → M equal to the
matrix with first column being (1 + (φ′)2)
1
2Aν and second column (1 + (φ′)2)
1
2 τ.
Set B2 : R → M equal to the diagonal matrix with both diagonal entries being
(1 + (φ′)2)
1
2 ν · Atκ⊥, where κ⊥ = (−α0, 1), and B3 : R → M equal to the diagonal
matrix with both diagonal entries being (1 + (φ′)2)
1
2 τ · κ, where κ = (1, α0).
Note that by the ellipticity condition (3), for sufficiently small ε0 (depending
only on the ellipticity constants and k), B1, B2 and B3 are invertible with inverses
bounded in L∞(R,M)-norm in terms of the ellipticity constants and k.
Lemma 4.3. For each φ ∈ Λ
k
4 (ε0), the operator T is a continuous linear operator from
B1S to (B0S)
′, for any bounded B0.
Proof. We fix f , g ∈ S(R,R), h ∈ C∞0 (R,R) with h positive and equal to one near
zero and define u, v : Ω→ R by
u(X) = f (x)h(t − φ(x)) and v(X) = g(x)h(t− φ(x)).
Green’s first identity gives us that
u(X) = −
∫
Ω
∇u(Y) · At(Y)∇ΓX(Y) dY +
∫
∂Ω
u(Y)ν(Y) · At(Y)∇ΓX(Y) dσ(Y).
By multiplying by a bounded function b and the function v, and integrating, we
obtain
(34)
∫
∂Ωh
u(X)b(X)v(X) dX =∫
∂Ωh
(
−
∫
Ω
∇u(Y) · At(Y)∇ΓX(Y) dY
)
b(X)v(X) dσ(X)
+
∫
∂Ωh
∫
∂Ω
u(Y)ν(Y) · At(Y)∇ΓX(Y)b(X)v(X) dσ(Y) dσ(X).
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The left-hand side can easily be controlled by the bound on b and the product of
semi-norms [ f ]0
1
[g]0
1
, where
(35) [ f ]
β
N
= sup
X
(1 + |X|)N|∂β f (X)|
forN ∈ Z and β ∈ N. We can control the first term on the right-hand side similarly.
Indeed, observe that∣∣∣∣∣
∫
Ω
∇u(Y) · At(Y)∇ΓX(Y) dY
∣∣∣∣∣ 6 C([ f ]03 + [ f ]13)
∫
R2
(1 + |Y|)−3
|X − Y|
dY
6 C([ f ]03 + [ f ]
1
3)
and then proceed as before. And so, we conclude the remaining term on the right-
hand side is also controlled by a finite sum of products ‖b‖L∞(R)[ f ]
β
N
[g]
γ
M
, that is
(36)
∣∣∣∣∣∣
∫
∂Ωh
∫
∂Ω
u(Y)ν(Y) · At(Y)∇ΓX(Y)b(X)v(X) dσ(Y) dσ(X)
∣∣∣∣∣∣
6 C‖b‖L∞(R)
∑
N,M,β,γ
[ f ]
β
N
[g]
γ
M
.
Wemay also compute, settingR3 = R1/(1+k2)
1
2 (whereR1 is the constant appearing
in Theorem 2.6),∣∣∣∣∣
∫
∂Ω
(τ(Y) · ∇ΓX(Y))u(Y) dσ(Y)
∣∣∣∣∣
=
∣∣∣∣∣
∫
R
{∂1Γ(x,φ(x))(y, φ(y))+ φ
′(y)∂2Γ(x,φ(x))(y, φ(y))}u(Y) dy
∣∣∣∣∣
=
∣∣∣∣∣
∫
R
d
dy
{Γ(x,φ(x))(y, φ(y))}u(y, φ(y)) dy
∣∣∣∣∣
6
∣∣∣∣∣∣
∫
R\(x−R3,x+R3)
d
dy
{Γ(x,φ(x))(y, φ(y))}u((y, φ(y)) dy
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫
(x−R3,x+R3)
Γ(x,φ(x))(y, φ(y))
d
dy
u(y, φ(y)) dy
∣∣∣∣∣∣
+
∑
Y∈{x−R3,x+R3}
|Γ(x,φ(x))(y, φ(y))u(y, φ(y))|
6C([ f ]02 + [ f ]
1
0 + [ f ]
0
0),
so allowing us to conclude
(37)
∣∣∣∣∣∣
∫
∂Ωh
∫
∂Ω
u(Y)τ(Y) · ∇ΓX(Y)b(X)v(X) dσ(Y) dσ(X)
∣∣∣∣∣∣
6 C‖b‖∞
∑
N,M,β,γ
[ f ]
β
N
[g]
γ
M
.
However,
Kh(x, ·)B1 =
(
(1 + φ′)
1
2 ν · At∇Γ(x,φ(x)+h) (1 + φ′)
1
2 τ · ∇Γ(x,φ(x)+h)
(1 + φ′)
1
2 ν · At∇Γ(x,φ(x)+h) (1 + φ′)
1
2 τ · ∇Γ(x,φ(x)+h)
)
,
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so by writing in (33)
G(x)tKh(x, y)F(y) = G∞(x)
tB0(x)
tKh(x, y)B1(y)F∞(y)
with F∞ ∈ S and G∞ ∈ S, we see that each matrix element in (33) is a sum of terms
of the form of either (36) or (37), thus provided the limit exists, (33) is controlled
by a finite sum of [F∞]
β
N
[G∞]
γ
M
, with the semi-norms defined analogously to (35).
We can easily show the limit in (33) exists almost everywhere under our a priori
assumptions: By the above it suffices to show both
(38)
∫
∂Ω
ν(Y) · At(Y)∇ΓX(Y)u(Y) dσ(Y)
and
(39)
∫
∂Ω
τ(Y) · ∇ΓX(Y)u(Y) dσ(Y)
converge uniformly in x as hց 0, where X = (x, φ(x)+ h). To show (38) converges
we write ∫
∂Ω
ν(Y) · At(Y)∇ΓX(Y)u(Y) dσ(Y)
=
∫
∂Ω∩B1(X)
ν(Y) · At(Y)∇ΓX(Y)u(Y) dσ(Y)
+
∫
∂Ω\B1(X)
ν(Y) · At(Y)∇ΓX(Y)u(Y) dσ(Y).
The second integral on the right-hand side clearly converges uniformly in x. To
show that the first also does, we can use the divergence theorem to see it is equal
to ∫
∂Ω∩B1(X)
ν(Y) · At(Y)∇ΓX(Y)(u(Y) − u(X)) dσ(Y)
+ u(X)
∫
∂Ω∩B1(X)
ν(Y) · At(Y)∇ΓX(Y) dσ(Y)
=
∫
∂Ω∩B1(X)
ν(Y) · At(Y)∇ΓX(Y)(u(Y) − u(X)) dσ(Y)
− u(X)
∫
Ω−∩∂B1(X)
ν(Y) · At(Y)∇ΓX(Y) dσ(Y),
and both integrals on the right-hand side converge uniformly in x under our a
priori smoothness assumptions. We can see (39) converges similarly: again we
write ∫
∂Ω
τ(Y) · ∇ΓX(Y)u(Y) dσ(Y) =
∫
∂Ω∩B1(X)
τ(Y) · ∇ΓX(Y)u(Y) dσ(Y)
+
∫
∂Ω\B1(X)
τ(Y) · ∇ΓX(Y)u(Y) dσ(Y).
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As before the second integral on the right-hand side converges uniformly in x. The
Fundamental Theorem of Calculus shows that the first is equal to∫
∂Ω∩B1(X)
τ(Y) · ∇ΓX(Y)(u(Y) − u(X)) dσ(Y)
+ u(X)
∫
∂Ω∩B1(X)
τ(Y) · ∇ΓX(Y) dσ(Y)
=
∫
∂Ω∩B1(X)
τ(Y) · ∇ΓX(Y)(u(Y)− u(X)) dσ(Y)
− u(X)
∫
Ω−∩∂B1(X)
τ(Y) · ∇ΓX(Y) dσ(Y),
and once again both integrals on the right-hand side converge uniformly in x.
Since we clearly have the representation (11), what we have shown so far is that
T is a singular integral operator associated to the Caldero´n-Zygmund kernel K.
Remark 4.4. This singular integral representation can be used to complete the proof of
Lemma 3.1 sinceK andL can be easily written in terms of T and so using (24) can control
N(ut). We define
T (F)(Z) =
∫
R
Kr(z, y)F(y) dy,
for (z, r) = Z ∈ Ω, and
T(δ)(F)(X) =
∫
|y−x|>δ
K(x, y)F(y) dy,
for X ∈ ∂Ω. Fixing (z, r) = Z ∈ Γ(X) we claim that |T(δ)(F)(X) − T (Z)| 6 CM(F)(X) for
δ = δ(Z). We have
|T(δ)(F)(X) − T (Z)|
=
∣∣∣∣∣∣
∫
|x−y|>δ(Z)
K(x, y)F(y) dy−
∫
R
Kr(z, y)F(y) dy
∣∣∣∣∣∣
=
∣∣∣∣∣∣
∫
|x−y|>δ(Z)
(K(x, y) − Kr(z, y))F(y) dy−
∫
|x−y|<δ(Z)
Kr(z, y)F(y) dy
∣∣∣∣∣∣
6
∣∣∣∣∣∣
∫
|x−y|>δ(Z)
(K(x, y) − Kr(z, y))F(y) dy
∣∣∣∣∣∣+
∣∣∣∣∣∣
∫
|x−y|<δ(Z)
Kr(z, y)F(y) dy
∣∣∣∣∣∣ .
The first term can be estimated using (27):∣∣∣∣∣∣
∫
|x−y|>δ(Z)
(K(x, y)− Kr(z, y))F(y) dy
∣∣∣∣∣∣ 6 C
∫
|x−y|>δ(Z)
|x − z|α|F(y)|
|x − y|1+α
dy
6 C(1 + a)αδ(Z)α
∫
|x−y|>δ(Z)
|F(y)|
|x − y|1+α
dy 6 CM(F)(x).
And the second term is also easily controlled using (26):∣∣∣∣∣∣
∫
|x−y|<δ(Z)
Kr(z, y)F(y) dy
∣∣∣∣∣∣ 6 Cδ(Z)
∫
|x−y|<δ(Z)
|F(y)| dy 6 CM(F)(x),
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which proves the claim. The claim tells us that T(δ(Z))(F)(X) andM(F)(X) controlT (F)(Z),
so N(T ) can be controlled in operator norm by the operator norm of T∗ +M. Standard
Caldero´n-Zygmund theory (see, for example,[14]) tells us that we can control T∗ in terms
of T. Writing K and L in terms of T and using (24) then completes the proof of Lemma
3.1.
Our aim now is to prove the following.
Theorem 4.5. For each k > 0, there exists an ε0 > 0 depending only on k, λ and Λ, such
that, for anyφ ∈ Λ
k
4 (ε0), the singular integral operator T admits a continuous extension to
L2(R,M) and therefore also to Lp(R,M) for all 1 < p < ∞ with norm depending only on
p, λ,Λ and k. Consequently the layer potentialsK andL, defined, for X = (x, φ(x)) ∈ ∂Ω,
by
K ( f )(X) = lim
hց0
∫
∂Ω
ν · At(Y)∇Γ(x,φ(x)+h)(Y) f (Y) dσ(Y)
and
L( f )(X) = lim
hց0
∫
∂Ω
τ · ∇Γ(x,φ(x)+h)(Y) f (Y) dσ(Y),
are bounded linear operators on Lp(∂Ω,R) (1 < p < ∞) when Ω = {X = (x, t) | t > φ(x)}.
This will be proved by applying a version of the T(B)-Theorem. Let us first state
some standard definitions and fix some more notation.
LetMB0 denote the operator which multiplies on the left by a function B0 : R→
M. By a normalised bump we mean a function F = ( fi j)i j ∈ S with support in a ball
with radius 10 such that
[F]
β
0
:= sup
i, j,x
|∂β fi j(x)| 6 1
for β = 0, 1, 2. For such an F define FR = R−1F(·/R). An operator T is said to satisfy
the weak boundedness property if there exists a constant C > 0 such that
(40) |〈GR,TFR〉| 6 CR
−1.
A function f : R→ R is said to be of bounded mean oscillation, written f ∈ BMO,
if we have
‖ f ‖BMO := sup
I
?
I
| f (x) −
?
I
f | dx < ∞,
where the supremum is taken over all intervals I. A function a : R → R is said to
be an H1 atom if there exists an interval I ⊂ R such that (i) a is supported in I, (ii)
‖a‖L2(R) 6 |I|
− 12 , and (iii)
∫
a = 0. For a bounded function B0 ∈ B1C
∞
0 , T(B0) may
be interpreted as a matrix-valued function, whose matrix elements are functions
in BMO in the following manner. We shall call a matrix-valued function whose
matrix elements are H1 atoms, or BMO functions, again an H1 atom, or a BMO
function, respecively. For eachH1 atom A0 ∈ B2C
∞
0 with support in a ball B, choose
a smooth function η : R→ Rwith compact support which is identically one on the
double of the ball 2B. Then we define
(41) 〈A0,T(B0)〉 := 〈A0,T(ηB0)〉 +
∫
R
[∫
R
A0(x)K(x, y) dx
]
(1 − η(y))B0(y) dy.
It is easy to show this definition is independent of the choice of η and each term on
the right-hand side is well-defined. Since our a priori assumptions mean that B2 is
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smooth and has a smooth inverse, the decomposition of H1 via smooth atoms and
duality determine T(B0) as a BMO function.
We remark that, by duality, T(F) can be identified as an element in L∞(R,M) if
we can show that |〈G,T(F)〉| 6 C‖G‖L1(R,M), and it certainly suffices to show that
sup
x∈R
sup
0<h<1
∣∣∣∣∣
∫
R
Kh(x, y)F(y) dy
∣∣∣∣∣ 6 C.
The version of the T(B)-Theorem that we will use is the following [10].
Theorem 4.6. Let B1 and B2 be two bounded functions from R to M, such that their
inverses exist and are bounded, all of these bounds being no more than some constant
C5 > 0. Let T : B1S → (B2S)′ be a singular integral operator such that MBt
2
TMB1 is
weakly bounded, with the constants C appearing in (8), (9), (10) and (40) being no more
than C6 > 0, and T(B1) and Tt(B2) are in BMO with norms no more than C7 > 0. Then T
admits a continuous extension onto L2(R,M) with norm ‖T‖L2→L2 6 C(C5 + C6 + C7).
With this result at hand, it is easy to see that Theorem 4.5 will be a consequence
of the following lemmata.
Lemma 4.7. For each φ ∈ Λ
k
4 (ε0), the operator MBt
0
TMB1 satisfies the weak boundedness
property for any bounded B0, the constant C in (40) depending only on λ, Λ, k and the
bound on B0. Also T(B1) ∈ L
∞(R,M), with L∞-norm bounded in terms of λ, Λ and k.
Proof. Wewill first prove the weak boundedness ofMBt
0
TMB1 . For any i, j = 1, 2
we choose
(42)
u(X) = R−1 fi j(X/R)h((t− φ(x))/R),
v(X) = R−1gi j(x/R)h((t− φ(x))/R)
and b(X) = b
i j
0
(φ(x))h(t) in (34), where F = ( fi j)i j and G = (gi j)i j are normalised
bumps, B0 = (b
i j
0
)i j is a bounded function, and h is a real-valued normalised bump
centred at the origin and identically equal to one near the origin. We have∣∣∣∣∣
∫
Ω
∇u(Y) · At(Y)∇ΓX(Y) dY
∣∣∣∣∣ 6 ‖∇u‖L∞(R2)‖∇ΓX‖L1(B10R) 6 CR−2+1,
so ∣∣∣∣∣∣
∫
∂Ωh
(∫
Ω
∇u(Y) · At(Y)∇ΓX(Y) dY
)
b(X)v(X) dσ(X)
∣∣∣∣∣∣ 6 CR−1.
Also ∣∣∣∣∣∣
∫
∂Ωh
u(X)b(X)v(X) dX
∣∣∣∣∣∣ 6 ‖b‖L∞(R2)‖u‖L2(∂Ω)‖v‖L2(∂Ω) 6 CR−1,
so (34) allows us to conclude
(43)
∣∣∣∣∣∣
∫
∂Ωh
∫
∂Ω
u(Y)ν(Y) · At(Y)∇ΓX(Y)b(X)v(X) dσ(Y) dσ(X)
∣∣∣∣∣∣ 6 CR .
Now, if the supports of u and v are separated by a distance R, then we have
(44)
∣∣∣∣∣∣
∫
∂Ωh
∫
∂Ω
(τ(Y) · ∇ΓX(Y))u(Y)b(X)v(X) dσ(Y) dσ(X)
∣∣∣∣∣∣
= CR−1
∫
∂Ωh
∫
∂Ω
|u(Y)b(X)v(X)| dσ(Y) dσ(X) 6 CR−1.
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Otherwise, integration by parts shows us that
∫
∂Ωh
∫
∂Ω
(τ(Y) · ∇ΓX(Y))u(Y)b(X)v(X) dσ(Y) dσ(X)
= −
∫
∂Ωh
∫
∂Ω
ΓX(Y)(τ(Y) · ∇u(Y))b(X)v(X) dσ(Y) dσ(X).
But since u(Y)v(Y) = 0 for |X − Y| > 20R, ‖∇u‖L∞(∂Ω) 6 CR
−2 and ‖v‖L1(∂Ωh) 6 C, we
can rescale to obtain
(45)
∣∣∣∣∣∣
∫
∂Ωh
∫
∂Ω
(τ(Y) · ∇ΓX(Y))u(Y)b(X)v(X) dσ(Y) dσ(X)
∣∣∣∣∣∣
6 CR−2 sup
X
∫
∂Ω∩B20R(X)
|ΓX(Y)| dσ(Y)
6 CR−1
∫ R1
−R1
| log |y|| dy 6 CR−1.
The same argument as in the end of the proof of Lemma 4.3 shows us that the
left-hand sides of (43), (44) and (45) are all we need to control in order to prove the
weak boundedness ofMBt
2
TMB1 .
To show that T(B1) ∈ L
∞(R,M) we will apply Green’s second identity,
ϕ(X) −
∫
ΩR
ΓX(Y)Lϕ(Y) dY =
∫
∂ΩR
ν(Y) · At(Y)∇ΓX(Y)ϕ(Y) dσ(Y)
−
∫
∂ΩR
ΓX(Y)ν(Y) · A(Y)∇ϕ(Y) dσ(Y),
to the domain ΩR = Ω ∩ BR(X) and the function ϕ ≡ 1. This leads to the equality
1 =
∫
∂ΩR
ν(Y) · At(Y)∇ΓX(Y) dσ(Y)
=
∫
∂Ω∩BR(X)
ν(Y) · At(Y)∇ΓX(Y) dσ(Y)
+
∫
Ω∩∂BR(X)
ν(Y) · At(Y)∇ΓX(Y) dσ(Y),
but, using the estimate (26), we have∣∣∣∣∣∣
∫
Ω∩∂BR(X)
ν(Y) · At(Y)∇ΓX(Y) dσ(Y)
∣∣∣∣∣∣ 6 C,
so, letting R→∞ in the above, we obtain
∣∣∣∣∣
∫
∂Ω
ν(Y) · At(Y)∇ΓX(Y) dσ(Y)
∣∣∣∣∣ 6 C.
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We also have that, with Ω−
R
:= Ω− ∩ BR(X),
0 =
∫
∂Ω−
R
τ(Y) · ∇ΓX(Y) dσ(Y)
=
∫
∂Ω∩BR(X)
τ(Y) · ∇ΓX(Y) dσ(Y)
+
∫
Ω−∩∂BR(X)
τ(Y) · ∇ΓX(Y) dσ(Y),
and in exactly the same fashion as before we can see that∣∣∣∣∣
∫
∂Ω
τ(Y) · ∇ΓX(Y) dσ(Y)
∣∣∣∣∣ 6 C.
And so (as in the proof of Lemma 4.3), we have controlled all the terms necessary
to prove the second statement of the lemma.
In order to apply Theorem 4.6 we need to show that Tt(B2) ∈ BMO. At this
point the smallness of the Lipschitz constant will come in (specifically, in Lemma
4.11 and in the bound C5). It will be necessary to first introduce a second singular
integral operator T˜ defined as
(46) 〈G, T˜(F)〉 = lim
hց0
∫
R2
G(x)tK˜h(x, y)F(y) dydx,
with K˜h defined as follows. For the fundamental solution Γ
t
X
of Lt = divAt∇ and
fixed X let us define the conjugate Γ˜t
X
of Γt
X
to be
(47) Γ˜tX(Y) =
∫
γ(Y0,Y)
ν(Z) · A(Z)∇ΓtX(Z) dl(Z)
on the complement of the set {Y = (y, s) | s > t, y = x}. Here γ(Y0,Y) is a path from a
fixed point Y0 to Y parametrised by arc length via the function t 7→ (l1(t), l2(t)) and
remaining in the complement of {Z = (z, r) | r > t, z = x}. Also ν(Z) = (l′2(t),−l
′
1
(t))
is the unit normal to γ(Y0,Y) at Z = (l1(t), l2(t)) and dl is arc length. It is easy to see
Γ˜t
X
(Y) solves the system
(48) A(Y)∇ΓtX(Y) =
(
0 1
−1 0
)
∇Γ˜tX(Y).
The function Y 7→ Γ˜t
X
(Y) is well-defined up to a constant (which depends on the
choice of Y0). Set  k˜1,h(x, y)k˜2,h(x, y)
 = ∇XΓ˜t(x,φ(x)+h)(y, φ(y))
and define
K˜h =
 k˜1,h k˜2,hk˜1,h k˜2,h
 .
As before we write K˜0 = K˜.
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Lemma 4.8. For each φ ∈ Λ
k
4 (ε0), the operator T˜ defined above is a singular integral
operator associated to the Caldero´n-Zygmund kernel K˜. More precisely, K˜ satisfies esti-
mates (8), (9) and (10) with the constant C = C8 depending only on λ, Λ and k, and
T˜ : B3S → (B1S)
′ is a continuous linear operator with representation (11).
Proof. The estimates (8), (9) and (10) may be easily obtained from the estimates
(26), (27) and (28) with ∇XΓ˜
t
X
replacing ∇ΓX, so it suffices to show the later. We
also observe that, since φ ∈ Λ
k
4 (ε0), we only need to prove (26), (27) and (28) for
X = (x, t) ∈ {Z = (z, r) | |r − s| 6 k/2|z − y|}, where Y = (y, s). Since X 7→ Γ˜t
X
(Y) is a
solution to the non-divergence form equation Ltu = 0 and Y 7→ Γ˜tX(Y) is a solution
to the divergence form equation div A˜∇u = 0whenX , Y, wemay repeat the proof
of Lemma 4.1 once we have shown (26) for ∇XΓ˜
t
X
. From (47) we have
∇XΓ˜
t
X(Y) =
∫
γ(Y0,Y)
∇X(ν(Z) · A(Z)∇Γ
t
X(Z)) dl(Z).
Now, with the a priori smoothness assumption, the integrand here has size C/|X−
Z|2 for Z away from X, so
∫
γ(Y1,Y2)
∇X(ν(Z) · A(Z)∇Γ
t
X(Z)) dl(Z)→ 0
as min(|Y1 − X|, |Y2 − X|)→∞, which says we can write
∇XΓ˜
t
X(Y) =
∫
γθ(Y)
∇X(ν(Z) · A(Z)∇Γ
t
X(Z)) dl(Z),
where γθ(Y) is a ray from infinity to Y approaching Y at an angle θ such that
arctan(k/2) − pi 6 θ 6 − arctan(k/2). Averaging over θ we obtain
∇XΓ˜
t
X(Y) =
? − arctan k
arctan k−pi
∫
γθ(Y)
∇X(ν(Z) · A(Z)∇Γ
t
X(Z)) dl(Z)dθ
= C
∫
Γ−
1
(Y)
∇X(ν(Z) · A(Z)∇Γ
t
X(Z))
dZ
|Z − Y|
= C
∫
Γ−
1
(Y)∩B|X−Y|/8(Y)
∇X(ν(Z) · A(Z)∇Γ
t
X(Z))
dZ
|Z − Y|
+ C
∞∑
n=−2
∫
Γ−
1
(Y)∩(B2n |X−Y|(Y)\B2n−1 |X−Y|(Y))
∇X(ν(Z) · A(Z)∇Γ
t
X(Z))
dZ
|Z − Y|
= Q1 +Q2,
whereΓ−
1
(Y) = {Z ∈ R2 | s−r > k|z−y|}. Define alsoΓ−2 (Y) = {Z ∈ R
2 | s−r > 3k/4|z−y|}
and Γ−3 (Y) = {Z ∈ R
2 | s− r > k/2|z− y|}. Observe that since X < Γ−3 (Y) and Z ∈ Γ
−
1
(Y)
we have |X − Z| > C(|X − Y| + |Z − Y|). Thus using Ho¨lder’s inequality, Lemma 2.1
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and (26), we can estimate
Q2 6 C
∞∑
n=−2
∫
Γ−
1
(Y)∩(B2n |X−Y|(Y)\B2n−1 |X−Y|(Y))
|∇X∇Γ
t
X(Z))|
dZ
|Z − Y|
6 C
∞∑
n=−2

∫
Γ−
1
(Y)∩(B2n |X−Y|(Y)\B2n−1 |X−Y|(Y))
|∇X∇Γ
t
X(Z))|
2 dZ

1
2
6 C
∞∑
n=−2
2−n
|X − Y|

∫
Γ−
2
(Y)∩(B2n |X−Y|(Y)\B2n−1 |X−Y|(Y))
|∇XΓ
t
X(Z))|
2 dZ

1
2
6 C
∞∑
n=−2
2−n
|X − Y|

∫
Γ−
2
(Y)∩(B2n |X−Y|(Y)\B2n−1 |X−Y|(Y))
1
|X − Z|2
dZ

1
2
6 C
∞∑
n=−2
2−n
|X − Y|

∫
Γ−
2
(Y)∩(B2n |X−Y|(Y)\B2n−1 |X−Y|(Y))
1
(2n−1|X − Y|)2
dZ

1
2
6 C
∞∑
n=−2
2−n
|X − Y|
6
C
|X − Y|
.
Also, using Ho¨lder’s inequality, Lemma 2.3 and Lemma 2.1, we have, for some
p > 2,
Q1 6 C
∫
B|X−Y|/8(Y)
|∇X∇Γ
t
X(Z))|
dZ
|Z − Y|
6 C
(∫
B|X−Y|/8(Y)
1
|Z − Y|p
′ dZ
) 1
p′
(∫
B|X−Y|/8(Y)
|∇X∇Γ
t
X(Z))|
p dZ
) 1
p
= C|X − Y|
2−p′
p′
(∫
B|X−Y|/8(Y)
|∇X∇Γ
t
X(Z))|
p dZ
) 1
p
6 C
(∫
B|X−Y|/4(Y)
|∇X∇Γ
t
X(Z))|
2 dZ
) 1
2
6
C
|X − Y|
(∫
B|X−Y|/2(Y)
|∇XΓ
t
X(Z))|
2 dZ
) 1
2
6
C
|X − Y|
.
This proves (26) for∇XΓ˜
t
X
and the other two estimates (27) and (28) follow as before.
To prove the continuity of T˜ : B3S → (B1S)
′ we again fix f , g ∈ S(R,R), h ∈
C∞0 (R,R) with h positive and equal to one near zero. Let δ0 : Ω
− → R be the
Dahlberg-Kenig-Steinadapteddistance function introduced in [6]. Defineu, v : Ω→
R by
u(X) = f (x)h(δ0(x, t)) and v(X) = g(x)h(t− φ(x)).
Define µ : R2 → R by µ(X) = (1, α0) · (x, t). Then ∇Xµ(X − Z) = (1, α0) = κ for all
Z ∈ R2. For F : Ω− → Rwe define (see [3, 24]) the quantities
T(F)(Q) := sup
∆r∋Q
(
1
|∆r|
∫
Br(Q)
|F(Y)|2
dY
δ(Y)
) 1
2
,
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where ∆r = Br(Q
′) ∩ ∂Ω and Q′ ∈ ∂Ω, and
S(F)(Q) :=
(∫
Γ−(Q)
|F(Y)|2
dY
δ(Y)2
) 1
2
.
We have that
(49)
∫
Ω−
|F(Y)G(Y)|
dY
δ(Y)
6 C
∫
∂Ω
T(F)(Q)S(G)(Q) dσ(Q).
It is well-known that ‖∇δ0‖L∞(Ω,R) and ‖T(δ0∂2δ0)‖L∞(∂Ω,R) are bounded in terms of
the Lipschitz constant, where ∂2 denotes any second-order partial derivative, and
δ ≃ δ0.
We applyGreen’s second identity to the functionµ(·−Z)u(·) and the fundamental
solution Γt
X
in the domain Ω−. We obtain
µ(X − Z)u(X) −
∫
Ω−
Γ
t
X(Y)L
t(µ(· − Z)u(·))(Y) dY
=
∫
∂Ω
ν(Y) · A(Y)∇ΓtX(Y)µ(Y)u(Y) dσ(Y)
−
∫
∂Ω
Γ
t
X(Y)ν(Y) · A
t(Y)(u(Y)κ+ µ(Y − Z)∇u(Y)) dσ(Y).
Using (48) and integration by parts in the first term on the right-hand side, we see
the above is equal to
µ(X − Z)u(X) −
∫
Ω−
Γ
t
X(Y)L
t(µ(· − Z)u(·))(Y)) dY
= −
∫
∂Ω
Γ˜
t
X(Y)τ(Y) · (u(Y)κ + µ(Y − Z)∇u(Y)) dσ(Y)
−
∫
∂Ω
Γ
t
X(Y)ν(Y) · A
t(Y)(u(Y)κ+ µ(Y − Z)∇u(Y)) dσ(Y).
The above integration by parts is the reason for introducing Γ˜tX — see also (53)
and (54). Taking the gradient in X, multiplying by vb, where b : ∂Ωh → R2 is a
bounded function, setting Z = X and integrating in X, we find
(50)
∫
∂Ωh
u(X)v(X)b(X) · κ dσ(X)
−
∫
∂Ωh
v(X)b(X) ·
(∫
Ω−
∇XΓ
t
X(Y)L
t(µ(· − X)u(·))(Y) dY
)
dσ(X)
= −
∫
∂Ωh
v(X)b(X) ·
∫
∂Ω
∇XΓ˜
t
X(Y)×
{τ(Y) · (u(Y)κ + µ(Y − X)∇u(Y))} dσ(Y)dσ(X)
−
∫
∂Ωh
v(X)b(X) ·
∫
∂Ω
∇XΓ
t
X(Y)×
{ν(Y) · At(Y)(u(Y)κ + µ(Y − X)∇u(Y))} dσ(Y)dσ(X).
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The first term on the right-hand side can be expanded:
(51)
∫
∂Ωh
v(X)b(X) ·
∫
∂Ω
∇XΓ˜
t
X(Y)u(Y)(τ(Y) · κ) dσ(Y)dσ(X)
+
∫
∂Ωh
v(X)b(X) ·
∫
∂Ω
∇XΓ˜
t
X(Y)µ(Y − X)τ(Y) · ∇u(Y))} dσ(Y)dσ(X).
The first term in this expression is exactly what we need to control to show the
continuity of T˜ : B3S → (B1S)
′ when b is chosen to be either one of the columns
of B1. Moreover, the second term on the right-hand side of (50) has already been
seen to be controllable by a finite linear combination of [ f ]
β
N
[g]
β
N
, since the proof
of Lemma 4.3 shows that (T−)
t : B0S → (B1S)
′ is continuous for any bounded B0,
where T− is the operator defined as in (33), but with the limit as hր 0. To control
the second term on the left-hand side, we have
|Lt(µ(· − X)u(·))| 6 |µ(· − X)Lt(u)| + C|∇u|
so ∫
Ω−
∇XΓ
t
X(Y)L
t(µ(· − X)u(·))(Y) dY
6 C
∫
Ω−
|Lt(u)(Y)| dY+ C
∫
Ω−
|∇u(Y)|
|X − Y|
dY.
The second term is easy to control by C([ f ]12 + [ f ]
0
2
) and so its contribution to the
second term on the left-hand side of (50) is also controlled. The first term here
requires a little more work. Let us consider just the first term ∂11u of Lt(u), as the
same analysis can be used on the other terms. We have
∂11u(X) = f
′′(x)h(δ0(x, t)) + f
′(x)h′(δ0(x, t))∂1δ0(x, t)
+ f (x)h′′(δ0(x, t))(∂1δ0(x, t))
2
+ f (x)h′(δ0(x, t))(∂11δ0(x, t)),
so the contribution to thedouble integral from thefirst three terms is easily bounded
by C([ f ]2
2
+ [ f ]1
2
+ [ f ]0
2
). The last term is controlled using (49):∫
Ω−
| f (y)h′(δ0(y, s))(∂11δ0(y, s))| dY 6 C
∫
∂Ω
T( f h′(δ0))S(δ0∂11δ0) dσ 6 C[ f ]
0
2,
since ‖S(δ0∂11δ0)‖L∞(∂Ω,R) 6 C and it is clear from the support properties of h
′(δ)
that ‖S( f h′(δ0))‖L1(∂Ω,R) 6 C[ f ]
0
2
. Thus, the second term on the left-hand side of
(50) is also controlled. The remaining terms in (50) and (51) may be controlled in
terms of a finite linear combination of [ f ]
β
N
[g]
β
N
directly, as was done in the proof of
Lemma 4.3. We remark that under our a priori smoothness assumptions the limit
(46) can be seen to exist, again as was done in the proof of Lemma 4.3.
Remark 4.9. Note that, in fact, we have estimate (26) for ∇XΓ˜
t
X(Y) when Y < {Z | r − t >
k/2|z − x|}, that is away from a cone with axis being the ray on which Γ˜t
X
is not defined.
This will be used in Lemma 4.10.
Lemma 4.10. For eachφ ∈ Λ
k
4 (ε0), the operatorMBt
1
T˜MB3 satisfies the weak boundedness
property and T˜t(B1) ∈ L
∞(R,M), with bounds depending only on λ, Λ and k.
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Proof. We can prove the weak boundedness by using (50) with u and v replaced
by
u(X) = R−1 fi j(X/R)h(δ0(x, t)/R) and
v(X) = R−1gi j(x/R)h((t− φ(x))/R),
with fi j, gi j and h as in (42), and b again being either one of the columns of B1. The
estimate we require is that∣∣∣∣∣∣
∫
∂Ωh
v(X)b(X) ·
∫
∂Ω
∇XΓ˜
t
X(Y)u(Y)(τ(Y) · κ) dσ(Y)dσ(X)
∣∣∣∣∣∣ 6 CR ,
which is part of the first term on the right-hand side of (50). The second term on the
right-hand side of (50) is controlled in the necessary manner becauseMBt
1
(T−)
tMB0
satisfies the weak boundedness property for any bounded B0 (as the proof of
Lemma 4.7 shows). The second term on the left-hand side of (50) is controlled in
the same manner as in the proof of Lemma 4.8, and the remaining terms can be
estimated directly, leaving us with the required estimate.
To show that T˜t(B1) ∈ L
∞(R,M) we will apply Green’s second identity,
−
∫
Ωh,R
Γ˜X(Y)Lϕ(X) dX =
∫
∂Ωh,R
ν(X) · At(X)∇XΓ˜X(Y)ϕ(X) dσ(X)
−
∫
∂Ωh,R
Γ˜X(Y)ν(X) · A(X)∇ϕ(X) dσ(X),
to the domainΩh,R := {X = (x, t) | t > φ(x)+ h} ∩BR(Y) and the functions X 7→ Γ˜tX(Y)
and ϕ ≡ 1. This leads to the equality
0 =
∫
∂Ωh,R
ν(X) · At(X)∇XΓ˜X(Y) dσ(X)
=
∫
∂Ωh∩BR(Y)
ν(X) · At(X)∇XΓ˜X(Y) dσ(X)
+
∫
Ωh∩∂BR(Y)
ν(X) · At(X)∇XΓ˜X(Y) dσ(X),
but, by Remark 4.9, we have∣∣∣∣∣∣
∫
Ωh∩∂BR(X)
ν(X) · At(X)∇XΓ˜X(Y) dσ(X)
∣∣∣∣∣∣ 6 C,
so, letting R→∞ in the above, we obtain∣∣∣∣∣
∫
∂Ω
ν(X) · At(X)∇XΓ˜X(Y) dσ(X)
∣∣∣∣∣ 6 C.
The bound ∣∣∣∣∣∣
∫
∂Ωh
τ(X) · ∇XΓ˜
t
X(Y) dσ(X)
∣∣∣∣∣∣ 6 C
also follows via the method used to prove Lemma 4.7 onΩh,R. These two estimates
bound all the components of T˜t(B1).
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Lemma4.11. For eachφ ∈ Λ
k
4 (ε0), we have the inequalities ‖T˜(B3)‖BMO 6 C+C‖Tt(B2)‖BMO
and ‖Tt(B2)‖BMO 6 C+Cε0‖T˜(B3)‖BMO, with the constants C depending only on λ, Λ and
k.
Proof. To prove this lemma we will use the H1-BMO duality and the smooth
atomic decomposition of H1 (for a discussion of this see, for example, [14]). For
each H1 atom A0 ∈ B1S, with support in a ball BR(x0) of radius R, we choose a
η : R→ Rwith support in B4R(x0) and identically equal to one on B2R(x0) such that
|η′| 6 C/R and |η′′| 6 C/R2. Recall that with our a priori smoothness assumptions
such an atom A0 is in fact an arbitrary smooth atom. To prove the first inequality
we use definition (41) to compute 〈A0, T˜(B3)〉. The second term on the right-hand
side of (41) is controlled by a multiple of ‖B3‖∞, and so we only need to estimate
〈A0, T˜(ηB3)〉. To that end, we define ϕ : R2 → R by
(52) ϕ(X) = η(x)η(δ0(x, t)),
where we recall X = (x, t) and δ0 is the adpated distance function, and repeat
the calculation that yielded (50) with µ(· − Z)ϕ(·) and a˜, where a˜(x, φ(x) + h) =
a(x)/(1+ φ′(x))
1
2 and a is any matrix element of A0. This gives
(53)
∫
∂Ωh
a˜(X)ϕ(X)κ dσ(X)
+
∫
∂Ωh
a˜(X)
(∫
Ω−
∇XΓ
t
X(Y)L
t(µ(· − X)ϕ(·))(Y) dY
)
dσ(X)
=
∫
∂Ωh
a˜(X)
∫
∂Ω
∇XΓ˜
t
X(Y)×
{τ(Y) · (ϕ(Y)κ + µ(Y − X)∇ϕ(Y))} dσ(Y)dσ(X)
+
∫
∂Ωh
a˜(X)
∫
∂Ω
∇XΓ
t
X(Y)×
{ν(Y) · At(Y)(ϕ(Y)κ+ µ(Y − X)∇ϕ(Y))} dσ(Y)dσ(X).
The first term on the left-hand side of (53) is easy to control. Indeed∫
∂Ωh
a˜(X)ϕ(X)κ dσ(X)
6 C‖a‖L2(R)‖ϕκ‖L2(∂Ωh) 6 CR
1
2 /R
1
2 .
To control the second term on the left-hand side of (53) we expand
Lt(µϕ) = ϕLtµ + µLtϕ + 2∂1ϕ∂1µ + b(∂1ϕ∂2µ + ∂2ϕ∂1µ) + 2c∂2ϕ∂2µ
The first term here is zero and the other terms except for µLtϕ are of sizeC/R. Now
∂11ϕ(x, t) = η
′′(x)η(δ0(x, t))+ 2η
′(x)η′(δ0(x, t))∂1δ0(x, t)
+ η(x)η′′(δ0(x, t))(∂1δ0(x, t))
2
+ η(x)η′(δ0(x, t))∂11δ0(x, t),
so each term here is of size C/R2 except for the term where two derivatives fall
on δ0. Since the same is true for the other second-order derivatives of ϕ we can
say µLtϕ is a sum of terms of size C/R plus terms involving the second-order
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derivatives of δ0. We conclude that
Lt(µϕ) = η η′(δ0)
∑
i, j=1,2
ci j∂i jδ0 +Q,
where Q is a sum of terms of size C/R and ci j (i, j = 1, 2) are functions of size
C|Y − X|. So for 0 < h < min{1,R/2},∣∣∣∣∣∣
∫
Ω−∩{R<δ(Y)<4R}
∇XΓ
t
X(Y)Q(Y) dY
∣∣∣∣∣∣ 6 CR
2
RR
6 C.
Moreover, when 0 < δ(Y) < R on Ω− the supports of a˜ and ∇ϕ are disjoint and
separated by a distance CR, so it follows that the same is true of a˜ and Q, thus
|∇XΓ
t
X
(Y)| 6 C/R, so once again∣∣∣∣∣∣
∫
Ω−∩{0<δ(Y)<R}
∇XΓ
t
X(Y)Q(Y) dY
∣∣∣∣∣∣ 6 CR
2
RR
6 C.
Since the integrand in the integral overΩ− in (53) is supported on 4B, the contribu-
tion from Q to the second term on the left-hand side of (53) is now controlled. The
contribution from η η′(δ0)
∑
ci j∂i jδ0 is again controlled using (49) as in the proof of
Lemma 4.8.
We will now consider the first term on the right-hand side of (53):∫
∂Ωh
a˜(X)
∫
∂Ω
∇XΓ˜
t
X(Y)τ(Y) · κϕ(Y)dσ(Y)dσ(X)
+
∫
∂Ωh
a˜(X)
∫
∂Ω
∇XΓ˜
t
X(Y)τ(Y) · ∇ϕ(Y)µ(Y − X) dσ(Y)dσ(X).
The first term is a component of 〈A0, T˜(ηB3)〉 and the second is easily seen to be
bounded by a constant using (26). In exactly the same manner, the second term on
the right-hand side of (53) is bounded by |〈A0,Tt(ηB0)〉| + C, for some bounded B0.
All this yields the estimate
|〈A0, T˜(ηB3)〉| 6 C + C|〈A0,T
t(ηB0)〉|,
fromwhich duality, standardCaldero´n-Zygmund theory, Theorem 4.6 and Lemma
4.7 allow us to conclude
‖T˜(ηB3)‖BMO 6 C + C‖T
t(B2)‖BMO.
The first inequality of the lemma follows from this.
The second inequality follows by the same analysis, replacing µ(·−Z) by ξ(·−Z)
in the calculation that gave (53), where ξ(X) = (−α0, 1) · (x, t). The first term on the
right-hand side of the equation which replaces (53) is
(54)
∫
∂Ωh
a˜(X)
∫
∂Ω
∇XΓ˜
t
X(Y)(τ(Y) · κ
⊥)ϕ(Y) dσ(Y)dσ(X)
+
∫
∂Ωh
a˜(X)
∫
∂Ω
∇XΓ˜
t
X(Y)(τ(Y) · ∇ϕ(Y))ξ(Y − X) dσ(Y)dσ(X).
We have that (1 + (φ′)2)
1
2 τ · κ⊥ = φ′ − α0 which is bounded in absolute value by
ε0, so the first term in (54) is a component of 〈A0, T˜(Bε0)〉, where Bε0 is a function
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bounded by Cε0. The second term in (54) is bounded by a constant as before. The
second term on the right-hand side of the equation which replaces (53) is∫
∂Ωh
a˜(X)
∫
∂Ω
∇XΓ
t
X(Y)(ν(Y) · A
t(Y)κ⊥)ϕ(Y) dσ(Y)dσ(X)
+
∫
∂Ωh
a˜(X)
∫
∂Ω
∇XΓ
t
X(Y)(ν(Y) · A
t(Y)∇ϕ(Y))ξ(Y − X) dσ(Y)dσ(X).
The first term here is a component of 〈A0,Tt(ηB2)〉 and the second is again bounded
by a constant, so we have from Caldero´n-Zygmund theory, Theorem 4.6 and
Lemma 4.10 that
‖Tt(ηB2)‖BMO 6 C + (C + C‖T˜(B3)‖BMO)‖Bε0‖L∞(R)
6 C + Cε0‖T˜(B3)‖BMO,
which leads to the second inequality.
It is now straight forward to complete the proof of Theorem 4.5. Lemma 4.11
allows us to conclude
‖Tt(B2)‖BMO 6 C + Cε0‖T˜(B3)‖BMO 6 C + Cε0(1 + ‖T
t(B2)‖BMO)
so we can choose ε0 sufficiently small, depending only on k and the ellipticity
constants, to hide the BMO-norm on the left-hand side and conclude
(55) ‖Tt(B2)‖BMO 6 C.
Note that we must check that our a priori assumptions imply that ‖Tt(B2)‖BMO < ∞
in order to justify the last step. We can prove this quite quickly in our situation.
First, observe that, via Theorem 4.6 and standard Caldero´n-Zygmund theory, it
sufficies to show ‖Tt(B4)‖BMO < ∞ for someother boundedB4withbounded inverse.
Also we have that y 7→ φ(y) − α0y ∈ C∞0 (R) for some α0 ∈ R, so ‖φ(y) − α0y‖L∞(R) =
M < ∞. Choose η ∈ C∞0 (R) so that η(s) = 1 for |s| 6 2M. Setting d0(y, s) =
s−α0y− η(s−α0y)(φ(y)−α0y) and, applying Green’s second identity to ΓtX and d0,
we obtain
d0(X) −
∫
Ω
Γ
t
XL
t(d0)(Y) dY =
∫
∂Ω
Γ
t
X(Y)ν(Y) · A
t(Y)∇d0(Y) dσ(Y),
since d0 ≡ 0 on ∂Ω. Taking the gradient in X we have
∇d0(X) −
∫
Ω
∇XΓ
t
XL
t(d0)(Y) dY =
∫
∂Ω
∇XΓ
t
X(Y)(ν(Y) · A
t(Y)∇d0(Y)) dσ(Y).
It is easy to check using (26) that both terms on the left are bounded, thus so is
the right-hand side. But, if we choose B4 : R→M to be the diagonal matrix with
diagonal entries both being ν · At∇d0, then control of the right-hand side above
controls the columns of Tt(B4), and B4 is indeed bounded with a bounded inverse.
Thus ‖Tt(B4)‖L∞(R) < ∞ and so ‖Tt(B2)‖BMO < ∞, as required.
We can then use (55) and Lemma 4.7 to apply Theorem 4.6 and obtain the
desired bound on the L2 operator norm of T (and T˜ via Lemmata 4.8, 4.10 and
4.11), completing the proof of Theorem 4.5.
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5. Boundedness of the layer potentials on boundaries with arbitrary
Lipschitz constants
The aim of this section is to remove the necessity for ε0 in Theorem 4.5 to be
small. We formulate this as the theorem below. It is proved by applying the
build-up scheme of David [9].
Theorem 5.1. The conclusion of Theorem 4.5 holds with α0 = 0 and ε0 = k/8, that is, the
conclusion holds for an arbitrary Lipschitz function φ.
Theorem 5.1 will proved using the following ([9, Prop 10] and [17, p110], res-
pectively).
Theorem 5.2. Let ε0 > 0, φ ∈ Λk(ε0) be such that ‖φ′ − α0‖L∞(R) 6 ε0, and I ⊂ R be an
interval. Then there exists a compact subset E ⊂ I and a function ψ ∈ Λk+
ε0
10 (9ε0/10) such
that
|E| >
1
3(1 + (k + ε0)2)
1
2
|I|,
φ(x) = ψ(x) for all x ∈ E, and either
−
4
5
ε0 6 ψ
′(x) − α0 6 ε0 or
− ε0 6 ψ
′(x) − α0 6
4
5
ε0 almost everywhere.
Theorem 5.3. Let K : R2 →M be a Caldero´n-Zygmund kernel. Suppose that there exist
constants θ ∈ (0, 1] and C9 > 0 such that the constant C appearing in (8), (9) and (10)
is no more than C9 and, for all intervals I, there exists a compact subset E ⊂ I and a
Caldero´n-Zygmund kernel KI : R
2 →M have the following properties:
|E| > θ|I|;
for all x, y ∈ E we have KI(x, y) = K(x, y);
and ‖T∗I‖L2(R)→L2(R) 6 C9,
where T∗I is the maximal singular integral operator associated to KI . Then the maximal
singular integral operator T∗ associated to K is bounded on L2(R) with ‖T∗‖L2(R)→L2(R) 6
C(θ)C9.
Proof of Theorem 5.1. It suffices to show that Theorem 4.5 holds for φ ∈ Λ
k
8 (k/8).
To this end, with ε0 as in Theorem 4.5, pick m so large that (9/10)mk/8 < ε0. Then
Theorem 4.5 holds for φ ∈ Λamk((9/10)mk/8), where am = 1/4.
We now claim Theorem 4.5 holds for φ ∈ Λam−1k((9/10)m−1k/8), where am−1 =
1/4 − 1/80(9/10)m−1. To see this fix φ ∈ Λam−1k((9/10)m−1k/8), then for any interval
I apply Theorem 5.2 to obtain a compact subset E ⊂ I and a Lipschitz function
φI ∈ Λamk((9/10)mk/8). Denote by KI, the kernel obtain via (32) as K was but with
φ replaced with φI. Then KI satisfies the conditions of Theorem 5.3 with θ =
1/(3(1+ k2)
1
2 ). Indeed, Corollary 4.2 tells us that KI is a Caldero´n-Zygmund kernel,
Theorem 4.5 tells us that T∗
I
is bounded on L2(R) and the remaining properties
follow from Theorem 5.2.
We can now repeat this argument to show that Theorem 4.5 holds for φ ∈
Λ
am−2k((9/10)m−2k/8), where am−2 = 1/4− 1/80((9/10)m−1+ (9/10)m−2). Continuing in
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this way, after m steps we see that Theorem 4.5 holds for φ ∈ Λa0k(k/8), where
a0 =
1
4
−
1
80
m−1∑
j=0
(
9
10
) j
>
1
4
−
1
80
∞∑
j=0
(
9
10
) j
=
1
8
.
Thus Theorem 5.1 is proved, and with it our main result, Theorem 1.4.
Appendix: An Example
Here we will show that given any p > 1 there exist operators for which (R)p and
(N)p do not hold.
Recall the operators Lh = divA∇·, for h > 0, appearing in [19, Thm (3.2.1)]where
A =
(
1 m(x)
−m(x) 1
)
and
m(x) =
{
h, x > 0
−h, x < 0.
It is shown there that u solves Lhu = 0 in R
2
+ if and only if u is harmonic in the
quarter planes {X = (x, t) | x > 0, t > 0} and {X = (x, t) | x < 0, t > 0}, smooth up
to the boundary except at (0, 0), continuous at (0, 0) and satisfies the transmission
condition
u−x − u
+
x − 2hut = 0 on {(x, t) | x = 0}.
As a result they show that the function w : R2+ → R given by
w(x, t) =
{
Im((x + it)a), x > 0
Im((−x + it)a), x < 0
satisfies Lhw = 0 if and only if h = tan bpi/2, where b = 1 − a. We can readily check
that
w = 0, ∂xw = 0, and ∂tw = a|x|
−b on ∂R2+
Now solve (1) with data f0 ∈ C
∞
0 (∂R
2
+,R) such that f0 = 0 for |x| < 1 and |x| > 2,
f0 = 1 for 9/8 < |x| < 15/8, and f0 > 0 to obtain u ∈ W˜1,2(R2+) via Lemma 1.1. An
application of the comparison principle [18, Lem 1.3.7] shows that on {(x, t) | |x| <
1/2, t = 0}we have
∂tu ≃ ∂tw,
thus ∂tu ≃ |x|−b on the same set. Now, if bp > 1, we have ‖∂tu‖Lp(∂R2
+
) = ∞ and
the regularity of the coefficients ensures that ∇u converges everywhere on the
boundary except perhaps at (0, 0), so ‖N˜(∇u)‖Lp(∂R2+) = ∞. However, ‖∂xu‖Lp(∂R2+) <
∞, so given any p > 1 we can certainly find b and h so that (R)p does not hold for
Lh in R
2
+.
We can now show that (N)p cannot hold for the conjugate operator, which has
coefficient matrix A˜ = At/det(A). Let u˜ be the conjugate of u defined by (17). Since
(u, u˜) satisfies (16), ‖∇u‖L2(Ω) < ∞ and again the regularity of the coefficients ensures
that u˜ is the unique solution to (2) with data ν · A˜∇u˜. Since the conormal derivative
of u becomes the tangential derivative of u˜ and vice versa, ‖ν · A˜∇u˜‖Lp(∂R2+) < ∞ but
‖∂xu˜‖Lp(∂R2
+
) = ∞, therefore, as before, we see (N)p cannot hold for this operator.
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