We consider the problem of image denoising in the presence of noise whose statistical properties are a combination of two different distributions. We focus on noise distributions that are frequently considered in applications, in particular mixtures of salt & pepper and Gaussian noise, and Gaussian and Poisson noise. We derive a variational image denoising model that features a total variation regularisation term and a data discrepancy that features the mixed noise as an infimal convolution of discrepancy terms of the single-noise distributions. We give a statistical derivation of this model by joint Maximum A-Posteriori (MAP) estimation, and discuss in particular its interpretation as the MAP of a so-called infinity convolution of two noise distributions. Moreover, classical singlenoise models are recovered asymptotically as the weighting parameters go to infinity. The numerical solution of the model is computed using second order Newton-type methods. Numerical results show the decomposition of the noise into its constituting components. The paper is furnished with several numerical experiments and comparisons with other existing methods dealing with the mixed noise case are shown.
Introduction
Let Ω ⊂ R 2 open and bounded with Lipschitz boundary and f : Ω → R be a given noisy image. The image denoising problem can be formulated as the task of retrieving a denoised image u : Ω → R from f . In its general expression, assuming no blurring effect on the observed image, the denoising inverse problem assumes the following form:
where T stands for the degradation process generating random noise that follows some statistical distribution. The problem (1.1) is often regularised and reformulated as the following minimisation problem find u s.t. u ∈ argmin v∈V J(v) :
where f and u are elements in suitable function spaces, and the desired reconstructed image is computed as a minimiser u of the energy functional J in the Banach space V . The functional J is the sum of two different terms: the regularising energy R which drives the reconstruction process encoding a-priori information about the desired image u and the data fidelity function Φ modelling the relation between the data f and the reconstructed image u. The positive weighting parameter λ balances the action of the regularisation against the trust in the data. In this paper we consider
smoothing properties. Under this choice, the minimisation problem (1.2) is formulated in a subspace of BV (Ω), the space of functions of bounded variation, [1] . Having fixed the regularisation term, depending on the imaging task and the specific application considered, several choices for the fidelity term Φ and the balancing parameter λ can be made. The correct mathematical modelling of the data fidelity term Φ in (1.2) is crucial for the design of an image reconstruction model fitting appropriately the given data. Its choice is typically driven by physical and statistical considerations on the noise corrupting the data f in (1.1), cf. [33, 56, 28] . In this spirit, the general model (1.2) is derived as the MAP estimate of the likelihood distribution. In the simplest scenario, the noise is assumed to be an additive random component w, Gaussian-distributed with zero mean and variance σ 2 determining the noise intensity. In this case (1.1) can be simply written as
Gaussian noise is often used to model the noise statistics in many applications such as in medical imaging, as a simple approximation of more complicated noise models. Other additive noise distributions, such as the more heavy-tailed Laplace distribution can alternatively be considered. Another possibilitywhich is appropriate for modelling transmission errors affecting only a percentage of the pixels in the image -is to consider a type of noise where the intensity value of only a fraction of pixels in the image is switched to either the maximum/minimum value of its dynamic range or to a random value within it with positive probability. This type of noise is called "salt & pepper" noise or "impulse" noise, respectively. In some other cases, a different, signal-dependent property is assumed to conform to the actual physical application considered. For instance, a Poisson distribution of the noise is used for astronomical and microscopy imaging applications.
When Gaussian noise is assumed, an L 2 -type data fidelity
can be derived for f ∈ L 2 (Ω) as the MAP estimate of the Gaussian likelihood function [28, 50, 17] . Similarly, in the case of additive Laplace noise, the statistically consistent data fidelity term for f ∈ L 1 (Ω) reads Φ(u, f ) = Ω |u − f | dx, (1.5) see, e.g. [42, 3] . Furthermore, the same data fidelity is considered in [44, 25] to model the sparse structure of the salt & pepper and impulse noise distributions. Variational models where a Poisson noise distribution is assumed are often approximated by weighted-Gaussian distributions through variancestabilising techniques [55, 11] . In [53, 52] a statistically-consistent analytical modelling has been derived: for f ∈ L ∞ (Ω) the resulting data fidelity term is a Kullback-Leibler-type functional Φ of the form
As a result of different image acquisition and transmission factors, very often in applications the observed image is corrupted by a mixture of noise statistics. For instance, mixed noise distributions can be observed when faults in the acquisition of the image are combined with transmission errors to the receiving sensors. In this case, the modelling of (1.2) shall encode a combination of salt & pepper and Gaussian noise in the choice of Φ. In other applications, specific tools (such as fluorescence and/or highenergy beams) are used before the signal is actually acquired. This process is typical, for instance, in microscopy and astronomy and may result in a combination of a Poisson noise with an additive Gaussian noise component [51, 54] .
From a modelling point of view, the presence of multiple noise distributions has been translated in the relevant literature in the combination of the data fidelity terms (1.4), (1.5) and (1.6) in different ways. In [30] , for instance, a combined L 1 + L 2 data fidelity with TV regularisation model is considered for joint impulsive and Gaussian noise removal. There, the image is spatially decomposed in two disjoint domains in which the image is separetely corrupted by pure salt & pepper and Gaussian noise, respectively. A two-phase approach is considered in [13] where two sequential steps with L 1 and L 2 data fidelity are performed to remove the impulsive and the Gaussian component of the mixed noise, respectively.
Mixtures of Gaussian and Poisson noise have also been considered. In [36, 35] , for instance, the exact log-likelihood estimator of the mixed noise model is derived and its numerical solution is computed via a primal-dual splitting. A similar model has been considered in [4] where a scaled gradient semiconvergent algorithm is used to solve the combined model. In [27] the discrete-continuous nature of the model (due to the different support of the Poisson-Gaussian distribution on the set of natural and real numbers, respectively) is approximated by an additive model, using homomorphic variance-stabilising transformations and weighted-L 2 approximations. In [41] a non-Bayesian framework to differentiate Poisson intensities from the Gaussian ones in the Haar wavelet domain is considered. In [39] a GaussianPoisson model similar to the one we consider in this paper is derived in a discrete setting. A more recent approach featuring a linear combination of different data fidelities of the type (1.4), (1.5) and (1.6) has been considered in [38] for a combination of Gaussian and impulse noise and in [22, 15, 14] in the context of bilevel learning approaches for the design of optimal denoising models.
In this work, we present an alternative variational model for denoising of images corrupted by mixed noise distributions that is based on an infimal convolution of the data fidelity terms (1.4), (1.5) and (1.6) . For the case of Gaussian-Poisson noise a similar model is discussed in [39] in a finite-dimensional setting. Our model is derived from statistical assumptions on the data and can be studied rigorously in function spaces using standard tools in calculus of variations and functional analysis. The simple infimal convolution nature of the model derived makes its numerical solution amenable for standard first or second order optimisation methods. In this paper we use a semi-smooth Newton (SSN) method for the numerical realisation of our model. By using the classical operation of infimal convolution, our variational model combines different data fidelities Φ, each associated to the corresponding noise component in the data, allowing for splitting the noise into its constituting elements. In what follows, we fix the regularisation term in (1.2) to be the TV energy. This is of course just a toy example and extensions to higher-order regularisations such as TV-TV 2 [46] or TGV [9] can be considered as well. We refer to our model as TV-IC to highlight the infimal convolution combination of data fidelities. This should not be confused with the ICTV model [17, 32] where the same operation is used to combine TV regularisation with second-order regularisation terms.
The reference models
In the following, we consider two exemplar problems which extend (1.1) to the case of multiple noise distributions. We consider the following problem encoding noise mixtures
where T models a general noising process possibly depending on u in a non-linear way, while w is an additive, Gaussian-distributed, noise component independent of u. We will focus in the following on two particular cases of (1.7).
Salt & pepper and Gaussian noise For this case, we suppose that the observed noisy image f is corrupted by a mixture of salt & pepper and Gaussian noise, i.e. we consider the following instance of the noising model (1.
where, following [19, Section 1.2.2], the salt & pepper component is modelled by considering two independent random fields s and c defined, for every pixel x ∈ Ω defined as c(x) = 0, with probability p = 1/2 1, with probability q = 1/2 , s(x) = 0, with probability p 1, with probability 1 − p .
Following [49, Section 2.2] and [42] , we will approximate the nonlinear model (1.8) by the following additive model:
where v is now the realisation of a Laplace distributed random variable, independent of u. This approximation will be made more clear in Section 3.
Poisson and Gaussian noise In this case, we consider the problem of a mixture of noise distributions where a signal-dependent component is combined with an additive Gaussian noise component. In particular, we will focus on a Poisson distributed component z having u as Poisson parameter. In other words, we will consider the noising model (1.7) with f = z + w, where z ∼ P ois(u).
(1.10)
Organisation of the paper In Section 2 we present the infimal-convolution data fidelity terms considered for the reference models above and show that they are well-defined. Motivations for the TV-IC denoising model are given in Section 3 where some considerations based on the use of Bayes' formula are given to support our modelling. In particular, we make precise how the mixed data fidelity terms can be derived in two different ways, using a joint MAP estimation strategy as in [39] , and by deriving a joint posterior distribution using and L ∞ variant of the classical convolution operation of two probability distributions. In Section 4 well-posedness results of the TV-IC model by means of classical tools of calculus of variations and functional analysis are given. In Section 5 we show how classical single noise models can be recovered asymptotically from our model by letting the fidelity parameters go to infinity. In Section 6 we confirm the validity of our model with several different numerical experiments using a semi-smooth Newton method for its efficient numerical solution. Finally, in Section 7.1 we report some preliminary results in the spirit of recent advances in noise model learning via bilevel optimisationá la [14] .
The variational model
We consider a open and bounded image domain Ω ⊂ R 2 with Lipschitz boundary and denote by f the given, noisy image. Further assumptions on the function spaces where f lies will be specified in the following. Let R(u) := |Du|(Ω) the total variation semi-norm defined in (1.3) and let BV (Ω) denote the space of functions of bounded variation, [1] . For positive weights λ 1 , λ 2 > 0 and admissible sets of functions A and B, the general proposed TV-IC denoising model for mixed noise distributions reads:
where the data fidelity Φ λ 1 ,λ 2 (u, f ) has the following infimal convolution-type structure:
for two data fidelity functions Φ 1 and Φ 2 defined over L 2 (Ω) ∩ B. The size of the weighting parameters λ 1 and λ 2 in (TV-ICb) balances the trust in the data against the smoothing effect of the regularisation as well as the fitting with respect to the intensity of each single noise distribution in f . We now consider the two particular noise combinations introduced in Section 1.1 and demonstrate how these fit into the general model above.
Salt & pepper-Gaussian fidelity
For the case of mixed salt & pepper and Gaussian noise (1.9), we specify the assumptions for the model in (TV-ICa)-(TV-ICb) as follows. We consider the noisy image f ∈ L 2 (Ω), Φ 1 (v) = v L 1 (Ω) for the impulsive noise component and
for the Gaussian noise component. The admissible sets A, B are simply A = B = L 2 (Ω). In this case, the infimal convolution data fidelity in (TV-ICb) reads
Since the set Ω is bounded, L 2 (Ω) ⊂ L 1 (Ω) and both terms in (2.2) are well-defined.
Remark 2.1. Note that (2.2) can be rewritten as the Moreau envelope or as a weighted proximal map of the L 1 -norm in terms of the ratio between the parameters λ 1 and λ 2 (see [2, Section 12.4] ). Namely, we have:
where prox Ψ denotes the proximal map of a generic function Ψ while M γ Ψ indicates the Moreau envelope of Ψ with parameter γ. Therefore, Φ λ 1 ,λ 2 inherits in this case several good properties of proximal maps such the firmly non-expansiveness ([2, Proposition 12.27]) which will be useful in the following analysis.
The following proposition asserts that the minimisation problem (2.2) is well-posed.
(Ω) and λ 1 , λ 2 > 0. Then the minimum in the minimisation problem (2.2) is uniquely attained.
Proof. The proof of this proposition is based on the use of standard tools of calculus of variations. We report it in Appendix A.
Gaussian-Poisson fidelity
For the case of mixed Gaussian and Poisson noise (1.10) some additional assumptions need to be specified. The given image f is assumed to be bounded, that is f ∈ L ∞ (Ω) and the data fidelities Φ 1 and Φ 2 , encoding the Gaussian and the Poisson component of the noise, respectively, are then chosen as
and Φ 2 as the Kullback-Leibler (KL) divergence between u and the "residual" f − v, that is
We refer the reader to Appendix B where more properties of the KL functional are given. The variational fidelity Φ λ 1 ,λ 2 in (TV-ICb) then reads
with the following choice of the admissible sets:
We note that for u ∈ A we have u ≥ 0 almost everywhere. Together with the definition of B, this ensures that the D KL functional is well defined (using the standard convention 0 log 0 = 0).
Remark 2.3. Our choice for the Poisson data fidelity (2.3) differs from previous works on Poisson noise modelling such as [52, 22] where a reduced KL-type data fidelitỹ
is preferred. This choice is motivated through Bayesian derivation and MAP estimation (compare [52, 11, 3] ), where the terms that do not depend on the de-noised image u are neglected since they are not part of the optimisation argument. In our combined modelling, however, those quantities have to be taken into account to incorporate the additional variable v encoding the Gaussian noise component.
Similarly as in Proposition 2.2, we guarantee that the minimisation problem (2.4) is well posed in the following proposition.
Statistical derivation and interpretation
In this section we want to give a statistical motivation for the choice of the IC data fidelity term introduced in the previous section. We do this by switching from the continuous setting with f in an infinite dimensional function space, to the discrete setting, where
is a vector in R M and the noise distribution of each f i is independent of the others. Correspondingly, we consider an appropriate discretisation of the continuous TV-IC variational model(TV-ICa)-(TV-ICb). In this setting, we will show, how the IC data fidelity can be derived in two ways: in terms of a joint MAP estimate for u and v in Section 3.1, and by considering a modified likelihood for the mixed noise distribution -which consists of an infinity convolution of the two noise distributions -and computing its MAP estimate with respect to u in Section 3.2.
Joint maximum-a-posterior estimation
A standard approach used to derive variational regularisation methods for inverse problems which reflect the statistical assumptions on the data is the Bayesian approach [19, 56] . In this framework, the problem is formulated in terms of the maximisation of the posterior probability density P (u|f ), i.e. the probability of observing the desired de-noised image u given the noisy image f . This approach is commonly known as Maximum A Posteriori (MAP) estimation and relies on the simple application of the Bayes' rule
by which maximising P (u|f ) for u translates in maximising the ratio on the right hand side of (3.1). Classically, the probability density P (u) is called prior probability density since it encodes statistical a priori information on u. Frequently, a Gibbs model of the form
where R(u) is a convex regularising energy functional is assumed. In what follows, we take R to be a discretisation of the total variation (1.3), that is denoting by k, l the pixel-coordinates and reordering within a one-dimensional vector with index i, thus considering u = (
where ∇ denotes the forward-difference approximation of the two-dimensional gradient. The conditional probability density P (f |u), also called likelihood function, relates to the statistical assumptions on the noise corrupting the data f . Its expression depends on the probability distribution of the noise assumed on the data. The denominator of (3.1) plays the role of a normalisation constant for P (u|f ) to be a probability density. Clearly, maximising (3.1) in our setting of a Gibbs prior is equivalent to minimising the negative logarithm of P (u|f ). Thus, the MAP estimation problem equivalently corresponds to the problem of finding
where the term log P (f ) has been neglected since it does not affect the minimisation over u.
We now want to use MAP estimation to derive a discretisation of the TV-IC variational model (TV-ICa)-(TV-ICb) for the mixed noise scenario. From a Bayesian point of view, the general model (1.7) can be written in terms of random variables F and U (for which the noisy image f and the noise-free image u are realisations, respectively) as follows
Here, F is the sum of the two random variables Z and W . The random variable Z is distributed according to a probability distribution P U Z which may in general depend on U (for instance, U could be one of its parameters), whereas W is fixed to be a Gaussian random variable independent of U and Z, which combined with Z through an additive modelling. Here, we denote by P U the Gibbs model (3.2) on U , i.e. the prior distribution on U , the quantity of interest, so that P U (u) = P (u).
For our derivation we consider a joint MAP estimation for a pair of realisations (u, w) of the corresponding random variables U and W . Using Bayes' rule and mutual independence between W and U , we have:
which holds for general noise distributions P U Z . However, in the particular case where Z = U + V with V being a random variable distributed as V ∼ P V and independent of U (in particular, when U is not a parameter of the probability distribution of Z and is combined additively with another random variable V ), (3.3) becomes
In this case P U Z (z) = P V (z − u), and (3.4) reduces to:
After these general considerations, let us now carry on with the detailed MAP derivation, first for the additive mixture of Laplace noise noistribution (as an approximation for salt & pepper distribution) and Gaussian noise distribution (1.9), and then for the mixed Gaussian-Poisson case (1.10).
The additive case Let us focus first on the additive model (3.5) in the case of a mixture of Laplaceand Gaussian-distributed noise. Following [49] , we will use the Laplace distribution as an approximation for the one describing salt & pepper noise. More precisely, such distribution is an example of heavy-tailed distribution whose behaviour can be well approximated by the heavy-tailed Laplace noise distribution [42, 59] . We start from formulating the problem (3.5) in a finite-dimensional statistical setting. For each image pixel i = 1, . . . , M , our problem is
where v i and w i are realisations of two mutually independent random variables distributed according to Laplace and Gaussian distribution, respectively. More precisely, the equation above describes the structure of the realisations (f 1 , . . . , f M ) of the components of the random vector F := (F 1 , . . . , F M ) in terms of the ones of the random vectors U :
The quantities v i and w i are, for every i = 1, . . . , M , independent realisations of identically distributed Laplace and Gaussian random variables V i and W i , respectively, i.e. V i ∼ Lapl(0, τ ) =:
We recall that the Laplace probability density with parameter τ > 0 is defined as 8) and the Gaussian probability density with zero-mean and variance σ 2 is defined as
Let us now take the negative logarithm in the joint MAP estimate (3.6) for all the realisations. By independence, we have that:
where the constant terms which do not affect the minimisation over u and w have been neglected. To pass from a discrete to a continuous expression of the model we follow [52] . We interprete the elements in the space R M as samples of functions defined on the whole image domain Ω. For convenience, we use in the following the same notation to indicate the corresponding, continuous quantities. Introducing the indicator function
where D i is the region in the image occupied by the i-th detector, we have that any discrete data h i can be interpreted as the mean value of a function h over the region D i as follows
In this way, we can then express (3.10) as the following continuous model
where dµ(x) = M i=1 χ D i dx with dx being the usual Lebesgue measure in R 2 . We observe that at this level, the function spaces (i.e. the regularity) where the minimisation problem is posed still need to be specified. Defining λ 1 := 1/ατ and λ 2 := 1/ασ 2 and replacing Ω |∇u(x)| dx by |Du|(Ω), we derive from (3.21) the following variational model for noise removal of Laplace and Gaussian noise mixture
where the function spaces for u and w have been chosen so that all the terms are well defined. By a simple change of variables, we can equivalently write the model above as
where the minimisation is taken over the de-noised image u and the salt & pepper noise component v.
The signal-dependent case Let us now consider (3.3) in the case when the non-Gaussian noise component in the data Z follows a Poisson probability distribution with parameter U . In this case, the model (3.3) can be formulated in a finite-dimensional setting as
at every pixel i = 1, . . . , M . Similarly as before, the equation above describes the structure of the realisations of the random vector F = (F 1 , . . . , F M ) in terms of the sum of two mutually independent random
, having as components independent and identically distributed Poisson and Gaussian random variables Z i ∼ P ois(u i ) and W i ∼ N(0, σ 2 ), respectively, for every i = 1, . . . , M . Again, the values u i are random realisations of the random variables U i which are distributed according to the Gibbs model (3.2) introduced before. The Poisson noise density with parameter u i is defined as
where the factorial function is classically extended to the whole real line by using the Gamma function. We note that (3.13) can be rewritten equivalently as:
Similarly as above, let us now take the negative logarithm in the general joint MAP estimate (3.6), for all the realisations. By independence, we have:
where the constant terms which do not affect the minimisation over u and w have been neglected. Passing from a discrete to a continuous modelling similarly as described in the discussion for the additive case, we obtain the following continuous model
where we have set λ 1 := 1/ασ 2 and λ 2 := 1/α and we have still to specify the function spaces where the minimisation takes place. By a closer inspection on the third term in the model above, we have:
where we have used the standard Stirling approximation of the logarithm of the factorial function. The functional we end up with is the well-known Kullback-Leibler (KL) functional which has been used for the design of imaging models used for Poisson noise removal in previous works, such as [53, 52, 40] . We refer the reader also to Appendix B where some properties of D KL are recalled. The variational Poisson-Gaussian data fidelity (3.14) can then be written in a more compact form as 15) where the admissible sets A and B are chosen as specified in (2.5) to guarantee that all the terms in (3.15) are well-defined. We point out here again that in [39] a similar joint MAP estimation for a mixed Gaussian and Poisson modelling was considered.
In both the general model (3.3) and in its simplified additive version (3.5) we have derived through joint MAP estimation the two variational models (3.11) and (3.15) which, consistently with our statistical assumptions, model the single noise components by norms classically used for the corresponding single noise models and combined together for the mixed noise case through a joint minimisation procedure. The fidelity terms are weighted against each other by the parameters λ 1 and λ 2 , whose size depends on the intensity of each noise component, and weight the fidelity against the TV regularisation.
In the next section, we discuss a different interpretation of the TV-IC model, as the MAP estimate for a posterior distribution in which the two noise distributions are combined by a so-called infinity convolution, instead of the classical convolution of probability distributions.
Infinity convolution
From a probabilistic point of view, convolution-type data fidelities (TV-ICb) can be alternatively derived via a modification of the expression of the probability density of a sum of random variables. Given two independent real-valued random variables V and W with associated probability densities f V and f W , it is well-known that the random variable Z := V + W has probability density f Z given by the convolution of f V and f W , that is
, since f V and f W are nonnegative, we can define for p > 0 the convolution of order p as follows: 17) which clearly corresponds to the classical convolution (3.16) if p = 1. By letting p → ∞ it is easy to show that (3.17) converges to the infinity convolution of
We note that f Z (z) in (3.16) and f ∞ have the same domain. Also, note that in order for f ∞ to be a probability density the following normalisatioñ
is needed. Then,f ∞ Z is a probability density, having the same domain of f Z , but potentially featuring heavier tails.
In the special case when the probability densities f V and f W have an exponential form of the type
, with c V and c W being positive constants and g V , g W : R → R + continuous and convex positive functions, (3.18) can be equivalently rewritten as:
Hence, the infinity convolution of f V and f W corresponds to the infimal convolution of g V and g W through a negative exponentiation and up to multiplication by positive constants.
Let us now recall the additive model in the finite dimensional setting (3.7). At every pixel, i = 1, . . . , M the random variable Y i := F i − U i = V i + W i is the sum of the two independent random variables V i and W i having Laplace (3.8) and Gaussian (3.9) probability densities, respectively. In contrast to the previous Section 3.1 where we have computed a joint MAP estimate for u and v, here we want to compute the MAP estimate for the modified, infinity convolution likelihood (3.19), optimising over u only. We will see that doing so we derive the same infimal-convolution models (3.11) and (3.15) as before. By independence of the realisations, we have that the probability density f Y of the random vector Y = (Y 1 , . . . , Y M ) in correspondence with the realisation y = (y 1 , . . . , y M ) reads
Each probability density f Y i (y i ) is formally given by the convolution between the Laplace and Gaussian probability distribution. However, if we replace this convolution with the infinity convolution defined in (3.18) and we normalise appropriately in order to get a probability distribution, we get that the probability density of a single Y i evaluated in correspondence of one realisation y i can be expressed as
Plugging this expression in (3.20) and computing the negative log-likelihood of P (y|u), we get:
Thus, we have that the log-likelihood we intend to minimise is
where the constant terms which do not affect the minimisation over u have been neglected. Similar to before, passing from a discrete to a continuous representation we get 21) where the infimum and the integral operators commute by assuming that the function space for v is L 2 (Ω) as stated in [48, Theorem 3A] (see also [29] for further details). This also ensures that the integrand terms are both well defined. Similarly as above, we now define λ 1 := 1/τ and λ 2 := 1/σ 2 and derive from (3.21) the same following data fidelity term as in (3.11) . The same computation can be done for the signal dependent case of the Poisson-Gaussian noise mixture (3.12) with (3.13), thus obtaining the same model (3.15).
Connection with existing approaches
Several variational models for image denoising in the presence of combined noise distributions have been considered in the literature.
In the case of a mixture of impulsive and Gaussian noise these models can be roughly divided in two categories. The first category considers additive, L 1 +L 2 data fidelities. In [30] , for instance, the image domain is decomposed in two parts, with impulsive noise in one and Gaussian noise in the other, modelled by the sum of an L 1 and L 2 data fidelity supported on the respective domain with Gaussian or impulse noise. For the numerical solution an efficient domain decomposition approach is used. In [22, 15, 14] semi-smooth Newton's methods are employed to solve a denoising model where L 1 and L 2 data fidelities are combined in an additive fashion. A second category of methods renders the removal of impulsive and Gaussian noise in a two-step procedure (see, e.g. [13] ). In the first phase the pixels damaged by the impulsive noise component are identified via an outlier-removal procedure and removed making use of a variational regularisation model with L 1 data fitting. Then a variational denoising model with an L 2 data fidelity is employed for removing the Gaussian noise in all other pixels. These methods are often presented as image inpainting strategies where the pixels corrupted by impulsive noise are first identified and then filled in using the information nearby with a variational regularisation approach.
When a mixture of Gaussian and Poisson noise is assumed, an exact log-likelihood model has been considered in [35, 36] . In the same discrete setting described above, still denoting by M the total number of pixels, the expression of the negative log-likelihood reads
In comparison with our derivation presented in Section 3.2, here the log-likelihood Φ P G (u, f ) is derived via MAP estimation for the logarithm of the convolution (3.16) of the Gaussian probability density (3.9) with the Poisson probability density (3.13) . Instead, the model we propose is derived equivalently either by replacing the convolution with the infinity convolution or by a joint MAP estimation. The resulting variational model (3.15) is much simpler since, in particular, it makes easier dealing with the infinite sum appearing in (3.22) which is related to the discrete Poisson density function. In order to design an efficient optimisation strategy, the authors first split the expression above into the sum of two different terms, the former being a convex Lipschitz-differentiable function, the latter being a proper, convex and lower semi-continuous function. In particular, the authors are able to design a competitive first-order optimisation method based on the use of primal-dual splitting algorithms exploiting the closed-form of the proximal operators associated to the convex Lipschitz-differentiable function. The advantage of such algorithms is that it is only based on the iterative application of the proximal mapping operations, without requiring any matrix inversion. Furthermore, the approximation error accumulating throughout the iterations of the algorithm are shown to be absolutely summable sequences, a property which is essential in this framework due to the presence of infinite sums. Another approach for mixed Gaussian and Poisson noise is considered in [39] , where the authors design a data fidelity term similar to (3.15) combining it with TV regularisation for image denoising. Despite the analogies between the joint MAP estimation of their and our model, in their work no wellposedness results in fuction species nor properties of noise decompositions are discussed. Nonetheless, in [39] the good performance of the combined model is observed in terms of improvements of the Peak Signal to Noise Ratio (PSNR) for several synthetic and microscopy images.
Differently from most aforementioned works, the simple structure of our models (3.11) and (3.15) allows for the design of efficient first and second-order numerical schemes. In this paper we focus on the latter. Our approach is further able to 'decompose' the noise into its different statistical components, each corresponding to one particular noise distribution in the data. The authors are not aware of any existing method dealing with such a feature.
Well-posedness of the TV-IC model
Thanks to Proposition 2.2 and Proposition 2.4, we can conclude that in both cases (2.2) and (2.4), the function Φ λ 1 ,λ 2 is well-defined and that for every u ∈ BV (Ω) ∩ A there exists a unique element
where v * (u) ∈ L 2 (Ω) ∩ B is the unique solution of (TV-ICb) in one of the two cases (2.2) and (2.4). In particular, for every u ∈ BV (Ω) ∩ A, there is a positive finite constant C = C(u) such that
Note that the constant in (4.2) may depend on u and hence does not necessarily bound v uniformly. For the following existence proof, therefore, we restrict the admissible set of solutions for v by intersecting it with the closed ball in L 2 (Ω) with fixed radius R > 0, centred in f . That is, in (TV-ICb) we consider a new admissible setB
where
Since B R (f ) is compact and convex, the well-posedness properties studied in Section 2 still hold true. In addition, one can now easily compute the constant C of (4.2) by Young's inequality. Namely, for every
). This additional assumption is reasonable for our applications since we want the noise component v to preserve some similarities with the given image f in terms of its noise features.
After this modification, we can now state and prove the main well-posedness result or the salt & pepper-Gaussian noise combination described in Section 2.1 and the Gaussian-Poisson model in Section 2.2 by means of standard tools of calculus of variations. We refer the reader also to [58] 
1).
Proof. Let {u n } ⊂ BV (Ω) ∩ A be a minimising sequence for J. Such sequence exists since the functional J is nonnegative. Neglecting the positive contribution given by Φ 1 , we have:
for some finite constant M > 0. To show the uniform boundedness of the sequence {u n } in BV (Ω) we first observe that using the positivity of Φ 2 , (4.5) we have
Next, in order to get appropriate bounds for {u n } in L 1 (Ω) we need to differentiate the two cases considered.
, we get from (4.5) that by Young's inequality:
where C 1 := 1 4|Ω| and C 2 := 1 2 R 2 is finite by the uniform bound (4.3). Hence, {u n } is bounded in L 1 (Ω) in this case, which, combined with (4.6) gives us that the sequence {u n } is bounded in BV (Ω).
, then by using the uniform bound (4.3) on g := f − v * (u n ) we can apply directly the BV -coercivity result for the standard TV-KL functional proved in [52, Lemma 6.3.2] to (4.5):
to conclude that also in this case {u n } is bounded in BV (Ω).
Thanks to the uniform boundedness of the sequence {u n } in BV (Ω) and since BV (Ω) is embedded in L 1 (Ω) with compact embedding, we have that, up to a non-relabelled subsequence, there is u ∈ BV (Ω) such that:
Moreover, since the image domain Ω is bounded, a further non-relabelled subsequence {u n } converging pointwise to u a.e. in Ω can be extracted. We claim now that J is weakly lower semicontinuous in L 1 (Ω). To show that, we combine the lower semicontinuity property of |Du|(Ω) with respect to the strong topology L 1 with continuity properties for the data discrepancies (2.2) and (2.4).
- 
is weakly lower semi-continuous in L 1 (Ω) in both arguments. In fact, by assumptions on the admissible sets A andB (see (2.5) and (4.3)), we have that for every n the first argument f − v n is nonnegative and integrable and the second argument u n is nonnegative and bounded in L 1 from what shown above. Let us now define for every element u n ∈ BV (Ω) ∩ A the corresponding unique solution v n of the minmisation problem (2.4) provided by Proposition 2.4, so let v n := v * (u n ) for every n. By the uniform estimate (4.4), we have v n L 2 (Ω) ≤ C for every n.
We can then extract a non-relabelled subsequence and find an elementv ∈ L 2 (Ω) such that v n →v weakly in L 2 (Ω), whence weakly in L 1 (Ω). We can then write:
which is the required weak lower semicontinuity property.
Furthermore, in both cases the functional J is strictly convex in both cases because of the the presence of the quadratic L 2 term. These properties, guarantee existence and uniqueness of the minimiser u in BV (Ω). Moreover, u is indeed an element of the admissible set A as a consequence of the fact that A is a closed and convex subspace of BV (Ω) in both cases considered and, as such, weakly closed by Mazur's lemma. 
By standard lower semi-continuity arguments, one can show that the minimum above is attained. By considering the analogous TV-type problem:
7)
one can further show that for every minimising sequence {u n } ⊂ BV (Ω) ∩ A, an estimate similar to (4.5) implies that for every n and every w ∈ L 2 (Ω):
where C 1 := max Ω| 1/2 , 1 . Hence, for an appropriate choice of C 2 we can get
for every w ∈ L 2 (Ω) and for M > 0. In this case, we do not need to restrict the setB as in (4.3), since the uniform bound of {u n } in L 1 (Ω) is uniform by standard L p inclusions. To conclude, one can then apply [12, Proposition 3.2] which ensures that the 1-homogeneous problem (4.7) and its 2-homogeneous version with data fidelity (2.2) have in fact the same minimisers. We remark here that since the same argument does not apply to the case of Kullback-Leibler functional, the restriction to the setB (4.3) is needed to prove the theorem 4.1 for the TV-IC L 2 -KL case (2.4).
Well-posedness of Huber-regularised TV-IC
In view of the numerical realisation of the TV-IC via a gradient-based method presented in Section 6 we smooth the TV energy to avoid the multivaluedness of its subdifferential and, consequently, to be able to deal with unique gradients. In particular, we consider a standard Huber-type smoothing of TV depending on a parameter γ 1. For a general function z : Ω → R , the Huber regularisation of |z| is defined as:
In words, in the proximity of the points where |z| is small a quadratic smoothing is used, while essentially the function is kept the same for large values of |z|. Clearly, the non-smooth version is recovered letting γ → ∞. Denoting by L 2 the usual Lebesgue measure in R 2 and by B(Ω) the σ-algebra of Ω , let Du = ∇u L 2 + D s u be the Lebesgue decomposition of the two-dimensional distributional gradient Du into its absolutely continuous ∇u L 2 and singular D s u parts. Then, the Huber-regularisation of the total variation measure |Du| is defined as
i.e. we regularise the absolutely continuous part using (4.8). We then consider the following Huberregularised version of (4.1):
where, as before, for every u ∈ L 2 (Ω) ∩ B the element v * (u) ∈B is the unique solution of (TV-ICb) and B is defined as in (4.3). As a Corollary of Theorem 4.1 we show now that also the regularised TV-IC problem is well-posed. Proof. The Huber regularisation function is coercive and has at most linear growth (cf. [22, Theorem 2.1]). Forgetting the contribution coming from the positive term Φ 1 , we have:
for every minimising sequence {u n } in BV (Ω) ∩ A. To conclude, we can simply use the result proved in Theorem 4.1 for the non-smooth case combined with the lower-semicontinuity property of |Du| γ (Ω) with respect to the strong topology of L 1 (Ω) (see, e.g., [24] ).
We now connect the solution of the regularised minimisation problem (4.10) to a solution of the non-smooth problem (4.1) via Γ-convergence [20] . Proof. The proof is a standard result based on relaxation techniques for measures, see e.g. [7, 8, 6] . We observe that as γ → ∞ the functional J γ converges pointwise, for every u ∈ BV (Ω) ∩ A, to
since for the absolutely continuous part ∇u there holds |∇u| γ → |∇u| pointwise as γ → ∞. Since the convergence is monotonically increasing, we have that J γ Γ-converges to J ([20, Remark 5.5]).
Therefore, thanks to the results above, the general infimal convolution model (TV-ICa)-(TV-ICb) is well-posed in both cases described in Section 2.1 and 2.2. For simplicity, we will focus in the following on an equivalent formulation of the nonsmooth problem (4.1) which reads:
where the two components of the model, i.e. the reconstructed image u and the noise component v are treated jointly. Analogously, in Section 6 we will consider the corresponding Huber-regularised version
and use it for the design of efficient gradient-based numerical schemes.
Recovery of the single noise models
The TV-IC model (TV-ICa)-(TV-ICb) (or equivalently (4.11)) combines data fidelities classically used in the literature for single-noise models to deal with the combined case. The reader may ask whether and under which conditions the single noise models can be recovered from our model. In this section we show that this is possible by looking at the behaviour of solutions (u * , v * ) of (4.11) as the parameters λ 1 and λ 2 become infinitely large. Similarly as we have done so far, in the following analysis we discuss the Gaussian-salt & pepper (see Section 2.1) and the Gaussian-Poisson case (see Section 2.2) separately for more clarity.
The Gaussian-salt & pepper case
The following proposition asserts essentially that TV-L 2 [50] and TV-L 1 [44, 25] -type models can be recovered 'asymptotically' from (4.11) by letting the L 1 /L 2 fidelity weight become infinitely large, respectively. Moreover, when both parameters become infinitely large, a full recovery of the data is obtained. The proof is based on standard energy estimates for the minimisation problem (4.11) in the case when the variational fidelity is chosen as in (2.2).
(Ω) the optimal pair for (4.11) in the Gaussian-salt & pepper case described in Section 2.1. If f ∈ L 2 (Ω) is not identically zero, then the following asymptotical convergences hold:
iii) If, additionally, f ∈ BV (Ω) and is not a constant, then the pair
Proof. We start writing the variational inequality satisfied by the optimal pair (u * , v * ) ∈ BV (Ω) × L 2 (Ω) in this case. This reads:
For the proof of i) we choose in (5.1) u = v = 0. We have:
which implies:
Since λ 2 is positive and finite, by letting λ 1 go to infinity we have that v * converges to 0 in L 1 (Ω). Similarly, for ii) we choose u = 0 and v = f in (5.1) and get:
The conclusion follows analogously by letting λ 2 go to infinity. For the proof of iii) we choose in (5.1) u = f ∈ BV (Ω) and v = 0. Since f is not a constant, |Df |(Ω) = 0. We have:
We have:
The right hand side of the inequality above goes to zero as λ 1 , λ 2 tend to +∞ since in this case C λ 1 ,λ 2 goes to infinity. Thus, as λ 1 , λ 2 → +∞ we have the following convergences:
By uniqueness of the limit in L 1 (Ω) we conclude that f − u * = 0 and, consequently iii) holds.
Using the same energy estimates it is also possible to show that similar convergence results hold whenever one of the two fidelity weights goes to zero.
(Ω) the optimal pair for (4.11) in the Gaussian-salt & pepper case described in Section 2.1. If f ∈ L 2 (Ω) is not identically zero, then:
Proof. The proof is similar to the points i) and ii) of the Proposition 5.1. Starting from the variational inequality (5.1) one in fact gets similar estimates as above and the conclusion simply follows by letting the parameters go to zero.
The Gaussian-Poisson case
In the Gaussian-Poisson framework described in Section 2.2 similar results can be proved. They rely on analogous energy estimates and, essentially, on the estimate (B.2) for the KL fidelity term (2.3) recalled in Appendix B. Analogously as before, by letting the Gaussian and Poisson weights go to infinity, solutions of the TV-KL [53, 40] and the TV-L 2 [50] model can be recovered as well as the full data f . Proposition 5.3. Let A and B be the admissible sets in (2.5).
the optimal pair for (4.11) in the Gaussian-Poisson case described in Section 2.2. If f ∈ L ∞ (Ω) is not identically zero, then the following asymptotical convergences hold: i) If λ 2 is finite and f is not identically equal to one, then
iii) If additionally f ∈ BV (Ω) and is not a constant, then the pair (u * , v * ) converges to (f, 0) in
Proof. Again, we start writing explicitly the variational inequality satisfied by the optimal pair (u
for the Gaussian-Poisson combined case. This reads:
For the proof of i) we choose in (5.2) u = 1 Ω , the constant function identically equal to one on Ω and v = 0. We deduce:
Since by assumption the function f is not identically equal to one, the right hand side of the inequality above is strictly positive and bounded as:
by Hölder inequality and assumptions on f . Thus, we have:
To prove ii), we consider in (5.2) u = 0 and v = f . For such a choice we have D KL = 0. Hence, inequality (5.2) reduces to:
which implies that D KL (f − v * , u * ) → 0 as λ 2 → +∞. Thanks to Corollary B.4, we deduce that
We can show that iii) holds by choosing v = 0 and u = f ∈ BV (Ω) with |Df |(Ω) = 0 by assumption. Proceeding similarly as before, the convergence result follows immediately after applying once again Corollary B.4.
Again, similar results of convergence hold in the case where the fidelity parameters go to zero individually.
Corollary 5.4. Let A and B be the admissible sets in (2.5).
the optimal pair for (4.11) in the Gaussian-Poisson case 2.2. If f ∈ L ∞ (Ω) is not identically zero, then:
1. If λ 1 is finite and f is not identically equal to one, then |Du
Numerical results
In this section we report on the numerical realisation of the general mixed noise model (TV-ICa)-(TV-ICb) (in the form (4.11)) for the two frameworks described in Sections 2.1 and 2.2. We consider a discretised image domain Ω = {(x i , y j ) : i = 1, . . . , N, j = 1, . . . , M } with cardinality |Ω| = N M . Standard finite difference discretisation schemes are used. In particular, forward and backward finite differences are considered for the discretisation of the divergence and gradient operators, respectively, thus preserving their mutual adjointness property, compare [16] .
For the numerical realisation of the model, we use a SemiSmooth Newton (SSN) type algorithm with a primal-dual strategy. To do that, we regularise the nonsmooth TV term by Huber-regularisation using a parameter γ 1, thus dealing with unique-gradients. Relations with the original problem are guaranteed by Theorem 4.4. Other numerical approaches, such as first-order convex optimisation methods [18] could alternatively be used. However, in this paper we chose the second-order SSN scheme in view of parameter learning via bilevel optimisation as outlined in Section 7.1. We use a combined stopping criterion which stops the iterations either when the norm of the difference between two different iterates is below a given tolerance or when a maximum number of iterations (typically, 35) is attained.
Our numerical results confirm the property of the infimal-convolution model (4.11) to capture the different noise components in the image. Indeed, we will see that (4.11) allows to decompose the noise into its single noise components.
Test images and parameters For our computational tests we consider different images selected either from the Berkeley database 1 , see Figure 1 , or from some other public availble website, see Figure 2 . For each experiment, the ground truth image u 0 is artificially corrupted with mixed noise distributions of different intensities which are specified in each case. For simplicity, we consider square N × N pixel images (corresponding to a step size h = 1/N ) and fix the Huber-regularisation parameter to be γ = 1e5. 
Gaussian-salt & pepper case
We start focusing on the Gaussian-salt & pepper model considered in Section 2.1. We want to compute numerically the solution pair of the following minimisation problem
We observe that the 1 -term in (6.1) dealing with the sparse component of the noise introduces a further nondifferentiability obstacle in the design of a numerical gradient-based optimisation method solving (6.1). Therefore, we Huber-regularise this term using (4.8) as we did for the TV term and consider the following optimality conditions for the regularised problem:
The system above can be equivalently written in primal-dual form as:
Starting from an appropriate initial guess for u 0 and v 0 (which for our experiments is the noisy image and a sparse vector, respectively), the SSN iteration reads:
for the increments δ u , δ v , δ q and δ p and where the active sets U γ and V γ are defined as:
γ|∇u(x)| ≥ 1} and V γ := {x ∈ Ω : γ|v(x)| ≥ 1}. As in [21, 22, 15, 14] , the SSN iteration above has been modified using the properties of the solution on the final active sets U γ and V γ . Namely, on these sets we have that q = In all the experiments we observe that the noise is successfully removed from the original image and it is further decomposed in its two noise components constituting salt & pepper and Gaussian noise corresponding to the 1 and 2 term in (6.1), respectively. The solution pair (u * , v * ) is computed jointly, so the noise removal process can be thought of as an iterative process where in each iteration the salt & pepper component of the noise is extracted from the noisy image and encoded in the component v, while the Gaussian noise component is treated with the L 2 fidelity of the residuum. We observe that the reconstructed images may suffer a loss of contrast resulting in image structures left in the noise components (cf. fifth column of Figure 3 ). This is a well-known drawback of TV regularisation [43] and can be improved by using higher-order imaging models such as TV-TV 2 [46] or TGV regularisation [9, 57] , or, alternatively, it can be enhanced by solving numerically the TV problem using Bregman iteration [45] . Figure 4 confirms the convergence results of Proposition 5.1, i.e. the single noise models are recovered asymptotically. The salt & pepper and the Gaussian noise component of the model are plotted and their convergence to zero is observed as the corresponding weighting parameter goes to infinity. In particular, this behaviour corresponds to an "asymptotical" convergence of the combined model (6.1) to the classical TV denoising models for single noise removal (i.e. the classical ROF model [50] for the Gaussian noise case and the TV-L 1 model [25] for the salt & pepper case).
To gain insight on the sensitivity of the reconstruction with respect to the choice of the parameters λ 1 and λ 2 , we compare in Figure 5 the solutions computed for the TV-IC model (6.1) for different values of λ 1 and λ 2 . The noisy image considered has been corrupted by a combination of salt & pepper (density of missing pixels d = 5%) and Gaussian noise (with zero mean and σ 2 = 0.005). For comparison, we also present the denoising results computed with the standard denoising models TV-L 1 [44, 25] , TV-L 2 [50] and the additive TV-L 1 -L 2 combination [14, 22, 38] . For reference, we recall below the models Figure 4 : Noise components behaviour as parameters λ 1 , λ 2 of (6.1) go to infinity. mentioned:
For consistency, in our experiments we also Huber-regularise both the TV term (4.9) and the L 1 term. As expected from Proposition 5.1 and verified numerically in Figure 4 , we observe that TV-L 1 and TV-L 2 -type solutions can be obtained from (6.1) by considering large weighting parameters λ 2 or λ 1 , respectively. In these situations, we note that only one component of the noise is smoothed, namely the one corresponding to the active (i.e. non-vanishing) fidelity term in the model. Moreover, we observe that the computed solution of the TV-IC model (6.1) is comparable to the one computed using the TV-L 1 -L 2 denoising model, but with the additional property of a noise decomposition shown in Figure  3 above. Finally, as proved in point iii) of Proposition 5.1, the noisy image f is completely recovered by taking large parameters λ 1 and λ 2 . For every model considered, all the parameters have optimised with respect to the best PSNR of the denoised image u. When looking at the asymptotics with respect to one parameter weight, one parameter has been set to 1e5 and the other has been optimised with respect to the best PSNR of u. In the case when the joint asymptotics are studied, both parameters have been set to 1e5. 
Gaussian-Poisson case: numerical results
For the numerical solution of the mixed Gaussian-Poisson model presented in Section 2.2, we relax the unilateral constraints on u and v by adding two standard penalty terms as follows:
In the following numerical experiments, we start from initial values γ 0 1 = 10 and γ 0 2 = 100 and increase them throughout the iterations.
The optimality conditions for (6.2) read:
where χ Iu and χ Iv are the characteristic functions of the sets I u = {x ∈ Ω : u(x) < 0} and
Similarly as before, we express the system above in primal-dual form and write the modified SSN iteration for the increments δ u , δ q , δ v which reads:
,
where the set U γ is the same as the one defined in the previous section.
In Figure 6 we report the denoising results for the mixed Gaussian-Poisson model solved via the SSN iteration above. In order to generated the noisy data, we do as follows: at each pixel (x i , x j ) of the image domain Ω, the Poisson noise component is distributed with Poisson distribution (3.13) with parameter u ij = u(x i , x j ), whereas the Gaussian noise component of the examples has zero mean and different intensities (variance) specified in each case. Also in this case we observe that the noise components are decomposed as expected, with the Gaussian one being distributed over the whole image domain and the Poisson one depending on the intensity of the image itself. This means that low intensity (darker) areas in the image will be corrupted by a smaller amount of Poisson noise than the high intensity (brighter) regions (compare, for instance the black sky background in the moon image or the synthetic image in the last row), whereas the Gaussian noise component is independent of the image intensity. As above, we observe a loss of structure in the TV reconstructed image which are captured in the noise components.
In Figure 7 we compare the reconstructions obtained using TV denoising models with single L 2 [50] , KL [53, 40] and the sum of the two data fidelities as in [22, 14] as well as with the exact log-likelihood derived in [35, 36] . Namely, we compare our method with Huber-regularised versions of the (TV-L 2 ) model, and with Finally, in Figure 8 we report the results of the TV-IC model for large values of the parameters λ 1 and λ 2 to show how the reconstruction changes for different choices of the parameters. As shown in Section 5.2 such choices correspond to enforcing the (TV-KL) and the (TV-L 2 -KL) model, respectively.
To conclude, we report in Figure 9 numerical tests on the asymptotical behaviour of the model (6.2) as the fidelity weights go to infinity. As shown in Proposition 5.3, both the TV-L 2 model for Gaussian noise removal (TV-L 2 ) (whose solution is denoted by u T V −L 2 ) and the TV-KL one (TV-KL) (whose solution is denoted by u T V −KL ) are recovered asymptotically under appropriate norms.
Conclusions and outlook
In this paper we presented a novel variational approach for mixed noise removal. ( Figure 9 : Convergence to single noise models as parameters λ 1 , λ 2 of (6.2) go to infinity.
model, which we call TV-IC, constitutes an infimal convolution combination of standard data fidelities classically associated to one single noise distribution and a total variation (TV) regularisation is used as regularising energy. The well-posedness of the model is studied and it is shown how single noise models can be recovered from the combined model "asymptotically", i.e. by letting the weighting parameters of the model become infinitely large. We also gave a statistical motivation for our model, modelling the noise as probability distributions with negative exponential structure (such as Laplace, Gaussian and Poisson). For our numerical experiments we used a semi-smooth Newton (SSN) second-order method to solve efficiently a Huber-regularised version of the problem. In several numerical results and comparisons with existing methods the properties of the proposed TV-IC model are discussed. Our numerical results show the property of the model of decomposing the noise present in the data in its different single-noise components. This is achieved by the particular modelling of data fidelities considered, which allows for a splitting of the noise in its constituting parts. Comparisons with state-ofthe-art models dealing with the combined case are reported. From a computational point of view, the use of a second-order SSN scheme allows for an efficient computation of the numerical solution of the TV-IC model.
The novel modelling of mixed noise distributions introduced in this paper offers several interesting problems for future research. Among those we believe it would be interesting to study:
• Parameter learning for TV-IC as outlined in Section 7.1.
• The design of a more general model which could feature a combination of more noise distributions.
• The use of higher-order regularisations such as ICTV [17] and TGV [9, 57] for the reduction of the problem of loss of structures encoded in the noise residuals, compare Figure 3 and 6.
• The derivation of a quality measure which is especially designed to assess optimality with respect to the splitting of the noise into its components.
• Characterisation of solutions of the TV-IC model, starting from the one-dimensional case.
Despite these open problems, we believe that the method presented in this paper is a sensible and efficient alternative to state-of-the-art data fidelity modelling of mixed noise distributions due to its statistical coherence, simple numerical realisation and new noise decomposition feature.
Outlook on parameter learning
In the spirit of recent developments in the context of learning the optimal noise model from examples [22, 15, 14, 37, 23] , we consider the TV-IC model and give a preliminary discussion on the selection of optimal parameters λ 1 and λ 2 in the mixed noise case. Denoting by u λ 1 ,λ 2 the TV-IC reconstructed image and byũ the corresponding ground-truth, standard cost functionals in the literature assessing optimality are the L 2 cost functional
and the Huber-regularised TV cost functional
where the L 1 term has been Huber-regularised as in (4.8)-(4.9). This choice has been proposed in [23] and, despite being different from classical quality measures such as PSNR and SSIM, has been shown to represent visually pleasant results. We consider the case of the brain image corrupted only with salt & pepper noise with a percentage of missing pixels d = 5%, see Figure 10 . In Figure 11 we plot the cost functional (7.2) against the parameters λ 1 and λ 2 , indicating with a red cross the minimum of the cost functional within the tested range of parameters. For comparison, we consider the TV-IC model (6.1) and the TV-L 1 -L 2 model (TV-L 1 -L 2 ) used previously in [30, 22] . Both models accommodate salt & pepper and Gaussian noise, whenever the parameters are positive and finite. However, in the particular case considered we expect to select optimal parameters λ * 1 and λ * 2 enforcing a TV-L 1 type model (TV-L 1 ) which is the appropriate one in the case of only salt & pepper noise [44, 25] . Our plot shows that in both cases, the optimal value for (7.2) within the tested range of parameters is achieved in correspondence with an optimal pair (λ * 1 , λ * 2 ) which approximates the TV-L 1 type model. In particular, the TV-IC plot in Figure 11a shows that the optimal choice of parameters corresponds to λ * 1 = 281 and a very large λ * 2 . As shown in Section 5.1 and confirmed numerically in Figure 4 , in this case such choice approximates the TV-L 1 model, as the Gaussian noise residuum decays to zero as λ 2 → ∞. Similarly, for the TV-L 1 -L 2 model in Figure  11b , the same optimal parameter λ * 1 is found with λ * 2 = 0, thus enforcing similarly a TV-L 1 denoising model. 
, the optimal parameters (λ * 1 , λ * 2 ) selected enforce a TV-L 1 type model. Figure 10c plots the difference between TV-IC and TV-L 1 -L 2 solutions computed in correspondence with the optimal parameters: the maximum discrepancy between the two has absolute value of 4.32 · 10 −5 . Optimality is measured with respect to the Huberised-TV quality measure (7.2), compare [23] . In both cases, the combined model enforces the Gaussian component to be zero with the choice of the optimal L 1 weight λ * 1 = 281. The optimum is depicted with a red cross.
Motivated by these preliminary results, let us next consider the formal treatment of the bilevel learning problem in case of a combination of salt & pepper and Gaussian noise. We start from the general lower level Huber-regularised minimisation problem . As in [22] , we now introduce an elliptic-type regularisation for the derivation of the optimality system in an Hilbert space framework and consider:
Then reduced bilevel optimisation problem, under the regularised constraint (7.3) reads min λ 1 λ 2 ≥0
F(u) (7.4) subject to (7.3) . The cost functional F is here assumed to be differentiable. For example, we can think about it as the squared L 2 (7.1) or the Huberised TV cost functional (7.2) . A necessary and sufficient optimality condition for (7.3) is then given by the following system:
for all z ∈ L 2 (Ω). We now use the Lagrangian formalism to get an insight in the structure of the optimality system. In order to do that, we write (formally) the Lagrangian functional of the problem (7.4) subject to (7.3) as:
L(λ 1 , λ 2 , u, v, p 1 , p 2 ) := F(u) − (εDu, Dp 1 ) − (h γ (Du), Dp 1 )
In (7.6) the adjoint states p 1 and p 1 need to be properly defined. Now, calling Λ, S and P the first, the second and the third pair of arguments for L corresponding to the pair of control, state and adjoint variables, respectively, we know that in correspondence of an optimal solution (λ 
which we can rewrite as:
2 ) = 0 a.e. in Ω.
Proceeding in an analogous way in order to get the optimality condition (7.8) we have: Altogether, for an optimal quadruplet (λ Ω) ) such that the following optimality system holds (in strong form): Remark 7.1. For the Gaussian and Poisson framework described in Section 2.2 additional difficulties have to be tackled. In this case the admissible sets A and B in (2.5) are required to guarantee convexity of φ in u. However, since this involves pointwise bounds on a state variable, the existence of Lagrange multipliers (even of low regularity) has to be carefully justified and the numerical solution of the problem becomes challenging.
Another possible research direction is the study of the optimality system derived above in the limit as γ → ∞ in order to show connections with the non-smooth original problem.
Hence, we can extract a non-relabelled subsequence {v n } weakly converging to v in L 2 (Ω). As Ω is bounded and L 2 (Ω) is continuously embedded L 1 (Ω), {v n } is also converging weakly to v in L 1 (Ω). Due the continuity of the L 2 norm and the weak lower semicontinuity of D KL (·, u) for a fixed nonnegative u ∈ L 2 (Ω) with respect to the weak topology of L 1 (Ω) (compare Proposition B.3), we have:
Hence, F λ 1 ,λ 2 (f, u, ·) is weakly lower semicontinuous in L 2 (Ω). To show that v is an element of B is sufficient to observe that B is convex and closed in L 2 (Ω) and hence weakly closed by Mazur's lemma. Uniqueness of the minimiser follows by strict convexity of F λ 1 ,λ 2 (f, u, ·).
Appendix B The Kullback-Leibler functional
We recall some general definitions and results on the Kullback-Leibler functional which have been studied in [26, 47, 5, 52] and used in this work for the analysis of the model (2.4). 2. For any fixed nonnegative ϕ ∈ L 1 (Ω), the function D KL (ϕ, ·) is lower semicontinuous with respect to the weak topology of L 1 (Ω).
3. For any fixed nonnegative and bounded ψ ∈ L 1 (Ω), the function D KL (·, ψ) is lower semicontinuous with respect to the weak topology of L 1 (Ω).
4. For any nonnegative functions ϕ, ψ ∈ L 1 (Ω) the following estimate holds: 
