We consider two versions of a game for two players, A and B. The game consists of manipulations of words of length n over an alphabet of size (j, for arbitrary n and (j. For (j = 2 the game is described as follows: Initially, player A puts n drinking glasses on a round table, some of which are upside down. Player B attempts to force player A to set all the glasses in the upright position. For this, he instructs player A to invert some of the glasses. Before following the instruction, player A has the freedom to rotate the table, and then to inverts the glasses that are in the locations originally pointed by player B. In one version of the game player B is blindfolded, and in the other he is not. We show that player B has winning strategies for both games iff n and (j are powers of the same prime. In boths games we provide optimal winning strategies for B.
1 Introduction
The open glass-inverting game
Consider the following game for two players, A and B, seated by a rotating round table: The game starts when player A (the adversary) put four drinking glasses on the north, west, south and east sides of the table, such that some of the glasses are in the upright position, and others are upside down. The goal of player B (who sees the table) is to set all the glasses in the upright position, while player A tries to prevent him from doing so. The first round of the game starts when player B points on some of the glasses, and asks player A to invert them. Next, player A rotates the table counterclockwise in an angle which is an arbitrary multiple of 90°, and then he inverts the glasses at the locations pointed out by player B (i.e., if player B pointed out the south and east glasses and player A rotates the table by 90°, then he inverts the glasses that originally were at the west and south sides, see Figure 1 ). This completes the first round. The second round starts similarly by having player B select a subset of the glasses, and so on and so forth.
We now generalize the game for an arbitrary number of drinking glasses. For this, we view n glasses as a sequence of n zeroes (for upright glasses) and ones (for upside down glasses). Players B's instructions are also viewed as binary words, where ones indicate "invert" and zeroes indicates "leave as it is". The game is thus described as follows: Initially, player A chooses a binary word W o of length n. The game continues in rounds as before, where at the i-th round (i ~ 1), the new position of the glasses is generated as a binary word Wi as follows:
1: Player B gives player A a binary word, called key;. This word denotes which glasses should be inverted, after the Player B wins the game if he can force player A to generate the all-zero word [o] n. The question we wish to study is for what values of n player B has a winning strategy, and in those cases when there is such a strategy, how many rounds are required, in the worst case, to win.
A generalization for larger alphabet sizes
The open game described above can be generalized to words over alphabets of arbitrary size u> 1, as follows. Instead of n drinking glasses, we now have on the rotating table n roulettes of u sides each. denote the sides of the roulettes by 0" ", u -1. Each round starts when player B selects some of the roulettes, and for each selected roulette, player B also selects an angle by which it should be rotated. after receiving these instructions, player A first rotates the table, and then he follows player B's instructions on the roulettes which after the rotation are at the locations originally selected by player B. Player B wins the game if he can force player A to set all the roulettes so that the side which is closest to the center of the table is the one marked by . . zero. Describing this in the notation of words over alphabeth {O, ... , q -1}, we get a description similar to the one for binary words (where the addition now is modulo q).
The blind game
This game is essentially the same as the open game, with one important exception: player B is blindfolded from the very beginning of the game. This means that he does not see the initial configuration of the glasses, neither any of the subsequent configurations generated by player A.
The blind game can be also described in a different way, which is more convenient to handle: Since player B gets no information during the game, the sequence (keyo," . ,keYm) which he generates during the game depends only on n (and q). Therefore, we can describe the blind game as a one player game, in which the adversary plays against the sequence KEY = (keyo' . " keYm) as follows:
Initially, the sequence KEY is given to A. We note that the blind game for q = 2 resembles the rotating table game of [LW80] . However, the results, as well as the techniques used in analyzing these games, appear to be quite different.
Summary of results
We show that Player B can win either the open or the blind game iff q and n are powers of the same prime. We also provide optimal bounds on the number of rounds needed to win the game in both cases.
The rest of the paper is organized as follows. In the next section we prove that player B cannot have a winning strategy for the open game, unless (T and n satisfies the condition above. In section 3 we define derivative, linear complexity and depth of a word, which appear to be closely related to the games above. In section 4 we give a very simple strategy for winning the open game, and proves its optimality. In section 5 we provide optimal strategy for winning the blind game, and an exact bound on the number of rounds needed by this strategy. Finally, in Section 6 we provides a detailed analysis on the depth of (T-ary words, which provides exact bounds on the number of rounds needed to win the open game.
In this section we prove that player B cannot win the open game unless nand u are powers of the same prime. Clearly, this result applies also to blind game.
Theorem 1: If player B can win the open game, then there is a prime p such that u _ pO and n = pf3 for some integers a ~ 0 and f3 > o. Proof: We prove this theorem by showing that if nand u does not satisfy the above property, then player A has a winning strategy. We do this in two stages, each time weakening the assumptions on the relation between nand u..
Assume first that gcd(u, n) = 1. We show that A can generate words Wo, WI," . such that for all i, Wi(O) :f wi(l) (Wi(j) denotes the j-th entry of Wi) .
. W o is taken to be the word (1,0,·" ,0). We now assume that Wi_l(O) =1= Wi_l(l), and show that for every word key = keYi supplied by player B, there is an s = Si such that in
.. ,key(n -1)). Then it is easily verified that an integer S in [0, ... , n -1] satisfies the above iff it satisfies the following:
Thus, it is sufficient to prove that for some s, the inequality above holds. Assume for contradiction that for all s, key(s
In particular, we get that nd = O(mod u). However, since gcd(O', n) = 1, this last equality implies that u divides d -but this is impossible, since 0 < d < u. This contradiction completes the proof for the case that gcd(u, n) = 1.
Next, we consider the general case, where 0' and n are not powers of the same prime. This implies that there are integers 9 and I, where 9 divides 0' and I divides n, and 7i = u/g and n = n / I are distinct primes. In particular, gcd(u, n) = 1 and 1 < min {u, n}. We handle this case by esentialy reducing it to the former one. For this we use the following notation:
With each word U = (u(O), ... ,u(n -1) ) of length n whose entries are in {O, ... ,u -I} associate a word U = (u(O), .. ·,u(n -1)) of length it whose entries are in {O, .. ·,u -I} in the following way: For i = 0"", n -1,
...
(i.e., the i-th entry in U is the li-th entry in U modulo 0') .
Using the above notation, the proof proceeds along lines similar to the previous case, as follows. Given any sequence KEY = (keYll"" keYm), we prove that KEY is not universal 
Derivatives and Linear Complexity
In both the open and blind games we are making use of derivatives and linear complexity of words. The derivative was first used by [G70] and [N71] for binary words. [K76] is an excellent reference for the linear complexity.
The depth of W, denoted by depth(W), is the least z such that (E -lYW = 0 if such z exists, and 00 otherwise. For the binary case E-l is often called the D-morphism [L70] . The proof of the following lemma is easy and left to the reader.
.. , w(O)]
be the word W written in reverse order, and let W" = E kW for some integer k. Then depth(W) = depth(W') = depth(W").
Linear complexity
In this section we assume that the entries of the words are from GF(q), q = pO, P prime, and the addition is the one of GF(q).
where m the degree of t.he recursion is less than or equal to the length of W. In terms of the shift operator E, the linear recursion takes the form
The (linear) complezity C(W) of W is defined as the least integer m for which there exists a polynomial feE) of degree m such that
As we see in Lemma 3.3, in this case the linear complexity and the depth coincide. Games and Chan [GC83] gave an efficient algorithm for computing the linear complexity of words of length 2/3. A generalization of this algorithm for words of length q'3, q prime power, with entries from GF(q), was given by Ding [D] .
, . f
In Lemmas 3.2 and 3.3, let W be a word of length n = pr, for a prime p, with entries from GF(q), q = pOI, Lemma 3.2: If f(E) is a polynomial with the least degree, with coefficients from GF(p), such that f(E)W = 0 and there exists a polynomial
Proof:
Assume f(E) does not divide g(E) then we can find two polynomial h1(E) and
Proof:
Let f(E) be the polynomial with the least degree such that
It is also easy to verify that p divides ( 7) 
Derivatives
For words of length rI with entries taken from Zpo we have to prove first that the depth is finite.
Lemma 3.4: Given a word W of length n = rI, p prime, whose entries are from Zpo, then
Proof: From the proof of Lemma 3.3 we have that in the word (E -1)p~W all the entries are congruent to 0 modulo p. By induction, in the word (E -l)ip~W all the entries are congruent to 0 modulo pi. Therefore, (E -l)OI~W = O. 0
From Lemma 3.4 we infer the following theorem.
Theorem 2: Given a word W of length n = pI3, p prime, whose entries are from Zpo, then the depth of W is finite.
Another simple observation is the following lemma. We claim that if the depth of W o is r, then in at.most r steps the adversary will hold the all zero word. This claim is based on the following lemma which can be verified by simple algebraic manipulations.
Lemma 4.1: If f(E) is a polynomial with coefficients in ZpQ, W a word with entries from ZpQ, 
Proof:
It is sufficient to prove that for every i, 
[o]n, and therefore the depth of EiW + U is at least c -1. 0 A winning strategy for words of length I with entries taken from GF(q) and the addition is in GF(q) is the same. O'-ary words of length n must be generated. In particular, m ~ O'n -1.
We assume the contrary, and show that A can win the game. Assume that in some play of the game at least one O'-ary word of length n, say U, is never generated. Let W = Wo be the first word generated by A in" this game.
. Consider now another play of the game, in which A makes exactly the same moves as in the original game, with one exception: The first word it generates is not W but W -U. It is easy to see that a O'-ary word V is generated in the former game iff the word V -U is generated in the latter game. In particular, U -U = [o]n is not generated in the latter game. This means that KEY is not universal, which is the desired contradiction. 0 We now show that if 0' and n are powers of the same prime p, then a universal sequence of
• optimal length indeed exists. First we consider the case where 0' = p.
Optimal universal sequences for a prime (J
In this subsection we assume that lEI = 0' =P and n =YJ for some prime p and non-negative integer {3. The construction is based on the following lemma, which asserts that if the depth r of a word is known, then this depth can be reduced by a blind application of a sequence of length p -1, all of its entries are an arbitrary fixed word of the same depth r. 
Since p is a prime, there is i o such that iod = -c(mod p). This implies that
which means that depth(W io ) < r. 0
We now describe the construction of a (O',n) universal sequence of optimal length, KEY.
The construction is done in n +1 stages, where at stage i, 0 ~ i < n, we construct a sequence . . Let V be an arbitrary word such that depth(V) = i +1, and for i = 1,' .. ,0' -1, let Vi = V. there exists an i o such that after applying (a cyclic shift of) 'Vi o ' A must generate a word W such that depth(W) ~ i. Now, by induction, the remaining words in K EYi+I (excluding the 'Vi's) are of depth at most i. Hence, by an argument similar to the one in Lemma 4.3, the application of any subset of them on W cannot increase its depth above i. In particular, when A is using the complete sequence K EYi+I' the word W' that it generates after applying 'Vi o is also of depth at most i. Since immediately after applying 'Vi o the complete sequence KEY; is applied by A on W', A must loose the game by using the induction hypothesis on W'. This proves (i+1:2).
K EYi
Then KEYi+l = KEYi 0 (Vi) 0 KEY; 0 (V2) 0'" 0 (Vu-d 0 KEYi.
Optimal universal sequences for the general case
In this subsection we extend the construction of the previous section to the case where (T = pQ for arbitrary positive integer a. Thus, we prove the following Theorem 4: Let (T = pQ and n = rI for positive integers a and {3. Then there is a ((T,n) universal sequence of optimal length (Tn -1.
Proof:
We prove by induction on a that there is a (pa, n) universal sequence K EY a of length la = pan -1. For a = 1 the theorem holds by the construction in the previous subsection. 
Generalization for GF(q)
We generalize the blind game algorithm for the case where the entries of the words are taken from GF(q), q = pa, p prime, and the word length is n =t. We will make use of the following lemma. 
Proof:
Since the linear complexity of Wand U is c there exist two non-zero entries d l 
It is easy to observe that K Eli+! is a universal sequence which beats any word with linear complexity at most i + 1, as claimed.
6 Bounds on the Depth of Words for a == pa A very interesting question in this context is to find what is the maximal depth of a words. If the length of the word is n = pf3 and the entries are taken from Zpo. Lemma 3.4 implies that an upper bound on this depth is an. We will improve this bound to n + (a -1)(n -p3-I), and show that this is tight. In both upper and lower bound proofs we first consider the simple case where a = 1, and the generalize the proof to arbitrary a. 
We start with two useful lemmas that follows directly from the definitions and from Lemma 6.1 and its proof.
Lemma 6.2:
1. If V is in level n of some layer L., then (E -1) V is either the all zero word, or is a word in layer Li' for i' > i.
Lemma 6.3: Let V be a word in level j of layer La,., and let V' = '7V(modpa') for some i' ~ i and some a' > i -i'. Then V' is in level j of layer Lo,l,.-i', Moreover, Let U and U' be non-zero words defined by U = (E -l)kV and U' = (E -l)kV'. Then U is in level;1 of layer La"l iff U'. is in level;1 of layer La',il-i" Before proceeding, we need two more definitions. The height of a word V, denoted by height (V), is the maximum integer i such that (E -1) iW = V for some word W (note that (E -1) °v = V by definition, hence this definition is valid for all words). The trace of a word V, to be denoted by trace (V), is the set of all non-zero words U such that (E -1) iV = U for some i ~ O. Note that Itrace (W)I = depth(W), and that by Lemma 6.2, trace (W) contains at most one word in each level of each layer.
An easy and useful consequence of the above definitions is the following
The upper bound proof is based on the following lemma The proof of Lemma 6.5 proceeds in few steps. First we consider the case a = 2 (which implies that i = 0), and then we use Lemma 6.3 to reduce the general case to this one. The proof for the case a = 2 involves some manipulations of binomial coefficients and polynomials with coefficients from Zp'l. Lemma 6.6: Let feE) = Ef=oaiEi, be a polynomial with coefficients from Zpz, k ~ rI-1, ak = 1, and ao = (_l)k. E -1 divides feE) and the result is geE) = if~i = Ef;J biE i if and
Proof:
Follows immediately by computing feE) = g(E)(E -1). 0 A simple calculation of the binomial coefficients shows that Lemma 6.7: For 0 ~ j < pr, p2 divides ( ~ ) if and only if j =I-O(mod pr-l). Now, we remind the reader that in the Pascal triangle in row k, k ~ 0, and diagonal i, 0 ~ i ::; k, we have the binomial coefficients ( 7). We use the Pascal triangle with computations modulo p2. The following two properties of the Pascal triangle are needed for our proof.
(P.1) ( ~ ) + ( i:1) = ( ~: ~ ) (P.2) the first number in each diagonal is 1.
Lemma 6.8: The largest z such that (E _1)2: divides EP' -1, where the coefficient are
A simple division shows that
Now, note that, by (P.2), these coefficients are the 0 diagonal in the pascal triangle from row oto row rI -1. By (P.I), (P.2), and Lemma 6.6, if the numbers of diagonal k from row k to row '[1-1, are the coefficients of (~)i~1 then the numbers of diagonal k + 1 from row k + I to row p(3 -1, are the coefficients of cl~~)ih if and only if ( ~.; / ) =(-1)k+l(modp2).
By Lemma 6.7 all the first '[1-1 entries, except for the first one, in the rI-th row of the pascal triangle are zeroes and the next element is not zero. By using the facts that the first element in each row is 1 and (P.1) it follows that ( ~;11 ) = (-I)i+l(mod p2) for i < rI-1 -2. 2 1 Assume that trace (W) contains a word U at level j of L 1 for some 1 :::; j ~ nip· Then by Lemma 6.10 height (U) = j-I, and by Lemmas 6.1,6.2 and the definitions, depth(U) = n-j+l.
Using Lemma 6.4 we get depth(W) ::::; height (U) + depth(U) = n, which proves the lemma for a = 2.
Assume now that a > 2, and let Wand i be given (0 S; i S; a -2). The lemma holds trivially if 5 does not contain a word in L" so assume that V is a word of 5 n L, of minimum possible level. Let V' = ;. V(mod p2). Then using Lemma 6.3 we get that for 0 :::; k and
Theorem 5: The depth of a word of length n = pl3 over (7 = pa is at most n +(
Proof: 
Since n -nIp > n12, the above inequality attains its maximum when k = O. This completes the proof of the Theorem. 0 We now prove that the lower bound of Theorem 5 is tight. Specifically, we prove a slightly stronger result:
Theorem 6: For 1 = 1"", Q, all the words in level 1 of layer La,a-l are of depth n + (I -
The proof of Theorem 6 is by induction on I. The base 1 = 1 follows from Lemma 6.1 and Lemma 6.3. Before proving the induction step, we next prove that for each i, all the words in level 1 of La,i have the same depth.
Lemma 6.11: For all a and i (i < a), all the words in level 1 of La,i have the same depth.
Let Woo = (pi, 0, ... ,0] . Then all the words in Layer L i are spanned by Woo and its cyclic shifts, which means, by the linearity of the operator E , that for every word V in L i , depth(V) ~ depth(WOO). We will show that for every V in level 1 of layer Li, depth(V) = depth(WOO).
Ei::-l1£(i) = c for some c 1= 0 (modp). In particular, by Lemma 3.1, V has the same depth as V' := O:::r;l 1£(i)Ei)(WOO), and hence, again by the linearity of the operator E , (E - Substituting i = a -1 in Lemma 6.12 above, the induction step in the proof of Theorem 6 will follow from: Lemma 6.13: Assume that Theorem 6 holds for 1-1 (I> 1), and let W = [1,0, ... ,0] be in level 1 of layer LI,o. Then there exist a word U in layer LI,1 such that:
In particular, depth(W) = depth(U) +n =n +(1-1)(n -nip).
Thus, it only remains to prove Lemma 6.13 above. As in the case of the lower bound proof, we use lemmas 6.2 and 6.3 to reduce Lemma 6.13 to the case a = 2. In particular, Lemma 6.13 will follow from the induction hypothesis for 1 -1 and from: Lemma 6.13' Let W = [1,0",.,0] be in level 1 of layer L 2 ,0. Then there exist a word U in layer L 2 ,1 such that:
1. U = (E -1)nw. ...
..
2. U = (E -1 )n/PV for some V in level 1 of layer L 2 ,1' Hence, depth(U) = n -nJp.
In particular, depth(W) = depth(U) +n = n +(n -nJp).
The proof of Lemma 6.13' will follow from some results concerning the binomial coefficients (mod p2), which are presented next.
Lemma 6.14: Let p be an odd prime, then ( i;~1 )== ( ~ ) =(-l)i-l7(mod p2)
Proof:
We compute the two binomial coefficients As mentioned before, the proof of Theorem 6 follows immediately from Lemmas 6.13 and 6.13'.
