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Abstract. The article describes a hybrid algorithm for tuning parameters of a neural network based on sigma-pi neurons.
The process of controlling an algorithm based on a hybrid neural network is considered. The use of an integrated training
approach for neural networks built on the basis of sigma-pi neurons makes it possible to train them in the time required to
configure the neural network to solve an applied problem. The possibility of using a sigma-pi network to estimate the parameters
of the information transmission channel based on the analysis of the spectrum of the reflected sounding signal is considered. To
form a training and test network sample, a description of the developed device for analyzing wire communication lines is given.
Keywords: sigma-pi neural network, sounding signal, genetic algorithm, hybrid neural network learning algorithm,
information transfer, fast Fourier transform.

Introduction.
To ensure the operability of computer networks, many algorithms are used, the main purpose of
which is to organize fast transmission of digital information over communication networks [1]. These
algorithms include methods for constructing routes in communication channels, the implementation of
switching technologies to increase the network bandwidth in order to maintain high-performance
applications. To promptly change the behavior of the algorithms, a way is needed to constantly inform the
computing system about the state of the communication channels available and available for use. For cable
lines, this method serves as their sounding and subsequent evaluation. A pulse reflectometry method is used
to analyze the channel. In this case, difficulties arise in the interpretation of the results obtained. The article
proposes to study the characteristics of information transmission channels to use the apparatus of neural
network technologies in conjunction with methods of obtaining information about the communication
channel based on the assessment of changes in the spectrum of the probing signal.
Method for solving the problem.
For data mining use a sigma-pi neural network [2]. In your work, you propose the choice is justified
by the fact that the specified network combines the positive qualities of multilayer neural networks
(perceptrons) and radial-basis neural networks. Figure 1 shows a diagram of a sigma-pi network, where ψ
are sigmoidal activation functions;   - radial basis activation functions; a, b, w - vectors of adjustable
weight coefficients. Each output neuron of the network is compared with the degree of reliability and safety
of the analyzed channel. After the network makes a decision, a search is made for a neuron with the
maximum value of the output signal and the system issues a solution corresponding to the found neuron.
This method of network operation requires a long learning and tuning time, but the solutions produced are
easier to interpret.
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Figure: 1. Structural graph of a sigma-pi network

As can be seen from the structural graph of the sigma-pi network, tuning of this system requires
optimization of a large number of parameters: groups of weights for sigmoidal and radial-basis parts of
neurons, parameters of activation functions, weight coefficients of the output layer. The network under
consideration can be trained by setting the objective function in the form [3]
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where d (t ) is a vector of expected values; y(t ) is a vector of obtained values; t - system uptime.
Next, we obtain a system of differential equations describing the procedure for adjusting the weights
[2]. By means of a sigma-pi network, a decision is made, on which the functioning of a complex set of
algorithms depends, and its structure can vary significantly depending on the problem being solved. With a
large dimension of the input space, the calculation of the correction factors for tunable parameters based on
gradient methods can take a significant amount of time. In this work, training of a sigma-pi network is
performed based on a combination of random search algorithms, which are applied in a specific order to
adjust specific network parameters. The training algorithm for a sigma-pi network is as follows.
1. The first stage of training begins with the initialization of tunable parameters with random values
from the interval (0,1).
2. The learning algorithm consists of the following stages: setting the weight coefficients a and b
(see Fig. 1), adapting the weights of the output layer w, after setting the weight parameters, the parameters
of the activation functions are optimized.
Optimization starts with setting all parameters. From all the values of the weight coefficients a and
b, two vectors are compiled, which are optimized to minimize the error criterion E (1) .
During adaptation, two vectors a(k)  r(k) and b(k)  r(k) are generated, where r(k) is a random
vector that determines the search direction, k is the iteration number, µ is a coefficient that determines the
speed of the algorithm.
This property is necessary when training a neural network of complex architecture, since when it
hits a local minimum, the algorithm will not stop.
Optimization is performed by adjusting the weight coefficients of the output layer using the
algorithm for recalculating parameters in case of an unsuccessful step [7].
The main advantages of this algorithm are its high performance. The following were chosen as
sigmoidal and radially basis activation functions:
1
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where c is the center of the radial basis function, s is the width parameter; g is the parameter of the slope of
the sigmoidal function.
In this case, it is necessary to optimize three parameters of each sigma-pi neuron: g, c, s using the
best-sample algorithm [4], which is based on a random sample obtained repeatedly. From the initial vector
of parameters, h random vectors are generated for each optimized parameter:
c  ηr1 (k), c  ηr 2 (k),...,c  ηr h (k);
σ  ηr1 (k), σ  ηr 2 (k),...,σ  ηr h (k);

(3)

γ  ηr (k), γ  ηr (k),...,γ  ηr (k);
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2
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After calculating the learning error, the decision is made that is characterized by the smallest error.
A reflectometer is most often used to analyze the state of cable communication lines.
Solution example. The main problem is the formation of a training sample for a given structure so
that in the future it can take over the functions of analyzing the state of the communication channel. For the
formation of numerical sequences characterizing the state of the communication channel, the authors
propose the following algorithm. The electrical circuit implementing this algorithm is located at the opposite
end of the information transmission channel, while the probe pulse generator is located in front of the
channel entrance.
1. A single pulse from a monostable generator is used as a probe pulse. By changing the parameters
of the external components of the generator - capacitance and resistance - the required signal sending period
is set. The use of a monostable generator will allow you to adjust the pulse following both in manual and
automatic modes.
2. The generated square-wave pulse enters the transmission channel through the signal switch.
After passing through the communication channel, the signal enters a similar switching device,
where its characteristics are determined and its "reflection" back into the channel is provided. To implement
the control function, its amplitude is stabilized to a voltage of 5V using an amplitude matching unit at the
input of a digital delay line. A register probe delay is applied. In addition to the data input, the register has
inputs for clock pulses that shift data, and an input for "latching" data (displaying the internal state of the
register on the output line). Registers of this type are easy to connect in series to increase the bit depth [5].
On the basis of the presented neural network expert, an algorithm for neural network data
compression is built. The input layer has a dimension equal to the dimension of the compressed vector
(1400). Each information input has three taps for connection with neurons. Since the basic structure has two
entrances, the first layer consists of 2100 elements. Subsequent layers have only one information pin, and
if the previous layer contains an odd number of elements, then the signal value from the last pin is ignored.
Taking all this into account, the construction of the entire neural network structure for data compression is
performed. The resulting network will have 7 layers with dimensions 1400, 2100, 1050, 524, 262, 130, 64,
32. Thus, the original data vector is converted into a vector of 32 values. Such a high compression ratio does
not impair the efficiency of the neural network: the compression algorithm must be sensitive to the slightest
changes in the initial data structure so that the neural network expert can adequately respond to changes in
the transmission medium[6].
To test the ability of this neural network structure to adequately respond to changes in the original
vector, the system's response to a change in the value by the value of a hundredth in one data component
was analyzed (1400 in total). Experiments have shown that such small changes in the input vector lead to
changes in the average of three components of the 32-bit output vector. This allows the neural network
expert to adequately respond to even the slightest changes in the vectors that characterize the information
transmission channel.
The given scheme of generating initial data for a neural network expert is used to form training and
test samples. As a result, the sigma-pi network will have 32 inputs, and the number of outputs will
correspond to the degree of trust in this transmission channel (in this work, 10 levels of trust were used).
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On the basis of the presented neural network expert, an algorithm for neural network data
compression is built. The input layer has a dimension equal to the dimension of the compressed vector
(1400). Each information input has three taps for connection with neurons. Since the basic structure has two
entrances, the first layer consists of 2100 elements. Subsequent layers have only one information pin, and
if the previous layer contains an odd number of elements, then the signal value from the last pin is ignored.
Taking all this into account, the construction of the entire neural network structure for data compression is
performed. The resulting network will have 7 layers with dimensions 1400, 2100, 1050, 524, 262, 130, 64,
32. Thus, the original data vector is converted into a vector of 32 values. Such a high compression ratio does
not impair the efficiency of the neural network: the compression algorithm must be sensitive to the slightest
changes in the initial data structure so that the neural network expert can adequately respond to changes in
the transmission medium.
To test the ability of this neural network structure to adequately respond to changes in the original
vector, the system's response to a change in the value by the value of a hundredth in one data component
was analyzed (1400 in total). Experiments have shown that such small changes in the input vector lead to
changes in the average of three components of the 32-bit output vector. This allows the neural network
expert to adequately respond to even the slightest changes in the vectors that characterize the information
transmission channel.
The given scheme of generating initial data for a neural network expert is used to form training and
test samples. As a result, the sigma-pi network will have 32 inputs, and the number of outputs will
correspond to the degree of trust in this transmission channel (in this work, 10 levels of trust were used).
Conclusion. In this work, we have investigated a combined learning algorithm for a sigma-pi neural
network based on a set of random search algorithms.
The development of the optimization process is controlled using a neural network oscillator.
The results of the work allow us to conclude that the sigma-pi network can be used to estimate the
parameters of the physical transmission medium, and the data obtained on its basis can be used in algorithms
that require information of this type, in particular, routing, switching and intrusion detection algorithms.
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