RNA secondary structure alignment has received more attention since the discovery of the structure-function relationships in some non-protein-encoding RNAs. However, unlike the pure sequence alignment problem, which has been solved in polynomial time, secondary structure alignment incorporates the base pairings as another information dimension in addition to the base sequence. This problem therefore becomes more challenging. In this study, we classify the selected approaches, and algorithmically illustrate how these methods address the alignment problems with different structure types. Other features such as the types of base pair edit operations supported and the time complexity are also compared.
Introduction
The clue to the catalytic and/or regulatory roles of RNA molecules emerged in the early 1990s, in which the expression of certain genes in plants was found to be abolished by some RNAs [1] . Since then, biologists started to investigate the non-coding functions of RNAs, that is, functions other than the conventional protein-coding function. RNAs performing non-coding functions are called noncoding RNAs (ncRNAs). They have been linked to gene silencing [2] , transcription [3] , etc. Their enzymatic roles are critical to the understanding of the mechanisms of many biological processes.
The non-coding functions of ncRNAs are mainly determined by their three-dimensional structures [4] . Interestingly, they might exhibit high structural similarity despite having dissimilar sequences, and they are anticipated to perform similar functions. A linear RNA sequence folds into its three-dimensional structure through base pairing, which is the interaction between two distinct bases by forming (hydrogen) bonds. In general, a base can only interact with exactly one base. A base pair involving bases at positions i and j is denoted by (i, j). An RNA sequence folds into a secondary structure by forming canonical base pairs (i.e. Watson-Crick and wobble base pairs). Several canonical base pairs tend to stack together as a base pair helix. Therefore, a secondary structure consists of a number of helices and unpaired base strands called loops. Figure 1 shows a sample secondary structure and its arc-annotated sequence presentation, in which every arc denotes a base pairing. The two bases incident to an arc are involved in a base pair of the secondary structure. Further tertiary interactions among the helices and loops determine their three-dimensional geometries. Hence, the three-dimensional structure can be inferred from the tertiary structure that is, in turn, folded from its underlying secondary structure.
Evidently, because of the ease of obtaining RNA secondary structures by means of experimental determination or computational prediction [6] , secondary structures are analysed more often than tertiary structures. Another reason is that RNA tertiary structure is mainly determined by its secondary structure. RNA secondary structure alignment estimates the similarities of two or more structures, from which their underlying functional similarities can be inferred. It also reveals highly conserved local motifs that are likely to be active for particular functions. The consensus structures for various RNA families are available in Rfam [7] . However, their constructions require curated secondary structure alignments, and the manual curation cannot meet the demands because too many new RNAs emerge nowadays. This creates a challenge to produce high-quality alignment computationally.
Classification and summary of the alignment methods
Any arc-annotated sequence representing an RNA secondary structure can be classified into one of the following four types [9] : plain (PLAIN), nested (NEST), crossed (CROS) and unlimited (UNLIM). Their complexities follow an ascending order of PLAIN < NEST < CROS < UNLIM. Different alignment problems can be defined according to the types of the input structures and output (aligned) structures [10] . For example, CROS Â CROS ! UNLIM is the problem of aligning two crossing structures to give an unlimited output structure. An alignment method can then be classified by the alignment problem it intends to solve. Moreover, a method is either an exact method (i.e. giving optimal alignment according to certain scoring criteria) or a heuristics. Table 1 shows the classification of the RNA secondary structure alignment approaches according to these two criteria. It also summarizes the time complexity and the base pair edit operations supported.
When no structure information is available, a consensus secondary structure can be predicted among two or more sequences. This study also covers some methods performing this task. The algorithmic details of the approaches summarized in Table 1 are discussed in the subsequent sections.
Exact approaches for NEST 3 NEST fi NEST alignment
In Gardenia [10] , the leftmost base at position i 1 (i 2 ) of a subsequence (i 1 , j 1 ) [(i 2 , j 2 )] either forms an arc with another base k 1 (k 2 ) in the same subsequence, or does not form any arc. Hence, the four leftmost base arc-incidence combinations define different sets of recurrence relations. Suppose both arcs a 1 ¼ (i 1 , k 1 ) and a 2 ¼ (i 2 , k 2 ) exist for k 1 j 1 and k 2 j 2 , hence the corresponding relation is
When a 1 and a 2 are matched/mismatched, the subsequence pair nested by them and on their right is aligned individually, thus giving
The arc-mismatch cost depends on the bases of a 1 and a 2 . The subsequence (i 2 þ 1, k 2 -1) enclosed by a 2 can be removed with a 2 (Subcase 1.2), and the whole deletion is equivalent to aligning it with an empty sequence (i 1 , i 1 -1). If it is retained (Subcase 1.4), then it is disjoint with (k 2 þ 1, j 2 ). Hence, subsequence (i 1 , j 1 ) is split at m 1 for individual alignments to minimize the sum of their alignment costs. Subcase 1.6 is similar to Subcase 1.4, but the base at m 1 is matched with the right base incident to a 2 . Subcases 1.3, 1.5 and 1.7 are symmetric to Subcases 1.2, 1.4 and 1.6, respectively. On the other hand, suppose only a 1 exists, the relation is given by RNAForester [11] [12] [13] O ( jF max. no. of consecutive fusions for a node [19] RNAStrAT [20] O ( jT RNAForester [11] [12] [13] is modified from the first alignment method for ordered trees [27] by merging its tree-level recurrence relation to the forest-level recurrence relation. A classic forest presentation models the base pairs and unpaired bases by internal nodes and leaf nodes, respectively [19] , as shown in Figure 3A . However, RNAForester explicitly represents an arc by an internal P-labelled node called P-node. The leftmost and rightmost leaf nodes of a P-node denote the left and right bases incident to its relevant arc. Other child nodes can be other P-nodes, or leaf nodes for the non-incident bases. All base pair edit operations are therefore implemented as a combination of node substitutions and/or deletions. Figure 3B shows a forest representation in RNAForester. Suppose a subtree with root node i is denoted by T[i]. A non-empty forest F consists of at least one tree T[i], . . ., T[j] (from left to right). F[p:q] denotes a non-empty subforest of F for i p q j. The below recurrence relation compares two non-empty forests
l gives the similarity score of two node labels l(i 1 ) and l(i 2 ), which are base symbols. The optimal tree alignment maximizes the similarity score. In Figure 4A , when i 1 and i 2 (blue nodes) are aligned (Subcase 3.1), their children Figure 4B , when i 1 is deleted (Subcase 3.2), F 2 has to be split at a root node k to maximize the total alignment score of its subforest
are empty forest u. Subcase 3.3 is symmetric to Subcase 3.2 by considering the deletion of i 2 .
As said, the above relation merges the recurrence relations at both the tree level and forest level [27] . For trees T 1 [i 1 ] and T 2 [i 2 ], the tree-level recurrence relation is
Þð 4:1Þ
s replaces l to determine the matching cost of l(i 1 ) and l(i 2 ). Suppose 
This presentation differs from the original version by aligning the leftmost trees in the forests instead of the rightmost trees. By replacing l with s, Subcases 3.2 and 3.3 become Subcases 5.4 and 5.5, respectively. However, k now starts from The arc-altering defined in RNAForester differs from the classic arc-altering. Figure 5 depicts its actual arc-altering in arc-annotated sequence comparisons. This illustration clearly explains why the arc-altering cost is equal to 2 Â w arc-brk þ 2 Â w base-del þ w base-mis . It also extends the above pairwise forest alignment to multiple forest alignment, thus enabling multiple RNA secondary structure alignment [12] . RNAForester2 [13] improves the alignment efficiency and introduces an affine gap model.
Exact approaches for NEST 3 NEST fi UNLIM alignment
By assuming w arc-alt ¼ (w arc-brk þ w arc-rmv )/2, the algorithm of Jiang et al. [8] runs in O(n 4 ) time (n is the sequence length) using the recurrence relation
Þ w arcÀmis =2; where k 1 ; j 1 ð Þ and k 2 ; j 2 ð Þ are arc À incident pairs such that i 1 k 1 and i 2 k 2 ð6:4Þ
c 1 (or c 2 ) returns 1 when the base at j 1 (or j 2 ) is an arc-incident base, or 0 otherwise. d returns 1 for a base-mismatch, or 0 otherwise. Subcases 6.1 and 6.2 are presented in a form emphasizing the dependency of the edit cost on whether the deleted base at j 1 (or j 2 ) is incident to an arc. If it is arc-incident, then half of the arc-removing cost is incurred. A base-deletion cost is applied otherwise. The arc-breaking cost is determined similarly (Subcase 6.3), while the arc-mismatch cost is calculated using d (Subcase 6.4). This algorithm therefore decouples the two bases incident to an arc for individual substitution or deletion. This decoupling means all base pair edit operations except arc-mismatch are performed in two recursive steps. For example, a complete arc-removing is equivalent to performing Subcase 6.1 (or 6.2) twice to give a total cost of w arc-rmv /2 þ w arc-rmv /2 ¼ w arc-rmv . Interestingly, a complete arcaltering is equivalent to performing Subcase 6.3 in one step and Subcase 6.1 (or 6.2) in another step, with
for Subcase 6.2). The total arc-altering cost w arc-alt equals to w arc-brk /2 þ w arc-rmv /2 as assumed. Also, it is possible for a leftincident base to be matched with a right-incident base. The aligned structure therefore belongs to the UNLIM class instead of the NEST class.
Exact approaches for CROS 3 CROS fi CROS alignment
It has been known that the RNA secondary structure alignment problem is NP-hard when the structures contain arbitrary pseudoknots [8, 10] . However, Evans algorithm [14] runs in polynomial time by restricting the pseudoknot topologies aligned. For two arcannotated subsequences, (i 1 , j 1 ) and (i 2 , j 2 ), their alignment D(i 1 , j 1 ; i 2 , j 2 ) is as follows,
where k 1 ; j 1 ð Þ and k 2 ; j 2 ð Þ are arc À incident pairs ð7:3Þ
where k 1 ; j 1 ð Þ and k 2 ; j 2 ð Þ are arc À incident pairs ð7:4Þ
Subcases 7.1-7.3 are modified from the RNA string matching algorithm [28] by assigning a similarity score of 1 to every matched arc pair (regardless of the identities of the incident bases) . Four segments (i 1 , k 1 -1), (i 2 , k 2 -1), (k 1 þ 1, j 1 -1) and (k 2 þ 1, j 2 -1) are 1 , k 1 -1, k 1 þ 1, j 1 -1) . Segments (i 2 , k 2 -1) and (k 2 þ 1, j 2 -1) form another LSP (i 2 , k 2 -1, k 2 þ 1, j 2 -1). These two LSPs form an LSP pair. Evans algorithm adds Subcase 7.4 to match this pair by computing D LSP (i 1 , 
The left LSP segment (p 1 , q 1 ) is split by arc (k 1 , s 1 ) into two segments (p 1 , k 1 -1) and (k 1 þ 1, q 1 ). The same happens for another left LSP segment (p 2 , q 2 ). These two smaller segments can form an LSP themselves (Subcase 8.6), or the original LSP pair becomes (k 1 þ 1, q 1 , r 1 , s 1 ) and (k 2 þ 1, q 2 , r 2 , s 2 ) (Subcase 8.7). Another possibility is to align all segments individually (Subcase 8.8). When the smaller segments (k 1 þ 1, q 1 ) and (k 2 þ 1, q 2 ) are further split at l 1 and l 2, respectively, two distinct non-overlapping LSPs pairs are then formed and aligned (Subcase 8.9). The splitting positions l 1 and l 2 maximize the total similarity score.
The above LSP alignment cannot consider pseudoknots with more than two mutually crossing arcs, or with arcs interleaving with each other [14] . Also, arc-removing, arc-breaking and arc-altering are not supported, because they result in only one LSP instead of an LSP pair and hence ineligible for LSP alignment. Moreover, the worst-case time complexity can reach O(n 10 ).
Exact approaches for CROS 3 CROS fi UNLIM alignment
In contrast, the algorithm of M€ ohl et al. [15] aligns RNA secondary structures with arbitrary pseudoknots. It first partitions the arc sets A 1 and A 2 of the two arc-annotated sequences (using pseudoknot removal tool [29] 
where
; where s 2 ST cross ; k 1 ; k 2 ð Þ and
Þ are the leftmost and rightmost endpoint pairs of the right end of s ð9:5Þ 
. Consequently, half of the precalculated alignment cost q(s) is added to this entry (Subcase 9.5). In Figure 6B , s is no longer open with respect to the new sub-alignment and is removed from Z, giving D(i 1 , k 1 -1; i 2 , k 2 -1jZ -{s}). The remaining half of q(s) is now added (Subcase 9.6). As a result, when s becomes open with respect to a sub-alignment, it must become unopen again subsequently, and hence q(s) is completely incurred. Subcase 9.4 is modified from Subcase 6.4 by finding the best split for Z into Z a and Z b , which are associated with the two new sub-alignments
, respectively. This is illustrated in Figure 6C . Although w arc-alt ¼ (w arc-brk þ w arc-rmv )/2 is assumed, the time complexity of this algorithm depends on the topological complexity of the pseudoknots in the input secondary structures. It still runs in O(n 4 ) time for pseudoknot-free structures. On the other hand, the worst-case time complexity is exponential.
Exact approaches for UNLIM 3 UNLIM fi UNLIM alignment CARNA [16] suggests that, in a pairwise arc-annotated sequence alignment, a base in sequence R 1 (R 2 ) is either matched with a base in sequence R 2 (R 1 ), or is matched with a gap (i.e. insertion/deletion). Hence, the sequence alignment M ¼ M base [ M gap , where
Suppose the arc sets for R 1 and R 2 are A 1 and A 2, respectively. Note that A 1 and A 2 allow arbitrary arc crossings, and a base is allowed to be incident to multiple arcs. The input secondary structures therefore belong to the UNLIM class. The overall similarity score of M can be calculated as
where x and w are the score functions for base-match and arc-match, respectively, while is the gap penalty. The optimal alignment is the one maximizing the overall score. However, the initial search space for this alignment is too large and the search becomes computationally intractable. Therefore, CARNA [16] estimates an upper bound for the score by replacing the arc-match score calculation with u arc-match in Equation 10,
For any (i 1 , i 2 ) 2 M base , u arc-match (i 1 , i 2 ) is its maximum possible arc-match score, which is obtained by applying dynamic programming with A 1 and A 2 . Equation 11 can be solved using the Smith-Waterman algorithm [30] , and backtracking its matrix yields an alignment. The score of this alignment becomes the lower bound of the optimal alignment score. This constraint approach prunes the search space. The similarity score for each base pair edit operation is defined by x,w and . For example, the arcmismatch similarity score is x(i 1 , i 2 ) þ x(j 1 , j 2 ) þ w(i 1 , j 1 ; i 2 , j 2 ) , while the arc-altering one is x(i 1 , i 2 ) þ . However, the evaluation results [16] indicate that the pruning efficiency varies among RNA families. It probably takes long computation time for aligning large structures.
Heuristics for NEST 3 NEST fi NEST alignment
Highly conserved local motifs are strong implications of their roles in the non-coding functions. However, most of the exact methods discussed above do not perform local structure alignment. Heuristics therefore emerged to address this shortcoming. Using the classic forest presentation of secondary structures ( Figure 3A) , TreeMatching [17] further generates its abstract tree. The sub-forest representing the unpaired bases and base pairs of a single motif, such as helix, internal loop, etc., is mapped to an abstract tree node by a mapping function a. The abstract tree therefore captures all structure motifs. Two abstract trees T 1 and T 2 are compared globally to obtain the edit distance with the following recurrence relation modified from [31] 
T[i.j] is a subtree of T consisting of nodes in a post-order manner from i to j. The comparison of two abstract tree nodes means their underlying sub-forests, which can be retrieved using the inverse of a (i.e. a À1 ), are compared using a forest comparison algorithm [31] denoted by the function C above. However, this algorithm only supports arc-mismatch and arc-removing. l(i) retrieves the leftmost descendant leaf node for the subtree rooted at node i. u is an empty tree. The global comparison considers the comparison of subtrees rooted at j 1 and j 2, respectively (the last two terms in Subcase 12.1), as well as the individual deletion of the last nodes j 1 (Subcase 12.2) and j 2 (Subcase 12.3). TreeMatching can also compare the trees locally as
Subcase 13.1 is identical to Subcase 12.1. The subtree rooted at j 1 or j 2 (Subcases 13.3 and 13.4), or even both (Subcase 13.2), is excluded from local comparison. The subtree rooted at j 1 in the abstract tree a(T 1 ), i.e. a(T 1 )[j 1 ], is compared with the subtrees in T 2 [i 2 .j 2 À 1], and node j 2 is deleted (Subcase 13.5). Subcase 13.6 is its symmetric case.
MiGaL [18] further divides the abstract trees into three levels. The trees become less abstract at higher levels, and the forest at Level 4 models every base or base pair as a single node. Table 2 lists the motif properties encoded by the node and edge labels at each level. While TreeMatching relies on the original tree nodes for abstract tree node comparison through the inversion function a
À1
, MiGaL performs individual tree comparisons [32] , starting from the most abstract level (Level 1). The encoded motif properties are used for the node and edge matchings, and the comparison result is propagated to the next level to guide the tree comparison. The multi-loops in the secondary structures are aligned first because they are suggested to form the skeleton of the secondary structures. Level 2 tree comparison incorporates hairpin loops, while Level 3 includes the remaining loop types. Level 4 forest comparison returns the final alignment. Arc-breaking and arc-altering are not supported by the underlying tree comparison technique.
Other heuristics, such as RNAStrAT [20] and ExpaRNA [21, 22] , match the local structure motifs instead of their abstract properties to identify highly similar local motifs between the two structures. RNAStrAT extracts all stem-loop substructures from the secondary structures. A stem-loop substructure is a stem and its associated hairpin loop, as indicated in Figure 7 . Each extracted stem-loop is then encoded into a tree using the same modelling scheme as in Figure 3A . Afterwards, all the trees are compared with each other to compute the pairwise tree edit distances. Using the same subtree notation as in TreeMatching, suppose node i 1 of tree T 1 and node i 2 of tree T 2 are both internal nodes, the recurrence relation is
where l(i) and r(i) are the functions returning the immediate left and right sibling nodes of node i, respectively, if any, or returning the parent of i otherwise. Two internal nodes representing base pairs can be compared (Subcase 14.1), or either one of them is deleted Name of the base Nil Nil Figure 7 . The stem-loop substructures (in dashed lines) of a sample RNA secondary structure determined by RNAStrAT.
). There are other approaches for finding consensus secondary structures from multiple sequences. CentroidAlign [38] predicts the common structure with its sum-of-pairs score maximized by the maximum expected accuracy estimator approximated. Dynalign [39] computes a stable common structure by minimizing its free energy as well as taking into account the comparative sequence analysis.
Discussion and conclusions
From our study, optimal alignment of RNA secondary structures is performed with arc-annotated sequences (e.g. Gardenia) as well as forests (e.g. RNAForester). Recurrence relations can be deployed in both presentation formats for computation. Also, all the four base pair edit operations are supported in both formats. On the other hand, when local alignment is expected, tree is preferred to arcannotated sequence for structure presentation. The reason is that trees can be easily abstracted at different levels, enabling local structure motifs to be compared using various existing tree matching algorithms [31, 32] (many of them are dynamic programming algorithms). Therefore, heuristics such as TreeMatching and MiGaL perform local structure alignment with tree models. The weakness of tree presentation is that it cannot model pseudoknotted structures. The solution is to model them with more general graphs such as stem graph or XIOS graph. PSMAlign demonstrates that pseudoknotted structures can be aligned efficiently by identifying highly similar stems.
In general, the RNA secondary structure alignment methods differ in the following aspects:
A. Alignment problem addressed The time complexity of the alignment approaches depends on complexity of the alignment problem, which in turn depends on the complexities of the input and output structures. Optimal alignments are often global alignments instead of local ones. Heuristics such as LocARNA and ExpaRNA address this shortcoming by first identifying highly conserved local motifs, and then construct the final alignment accordingly.
C. Support of the base pair edit operations
This is closely related to the algorithm design. Gardenia considers each base pair edit operation in distinct subcases. RNAForester uses P-node so that arc-breaking, arc-removing and arc-altering can be performed as a combination of node substitutions and/or deletions. Unlike other heuristics in the same class, RNAStrAT takes into account arc-altering and arc-breaking as shown in Subcase 15.2-15.4 of its recurrence relation. D. Multiple structure/sequence alignment Some methods such as RNAForester, PMcomp, LocARNA and FOLDALIGNM can also align multiple structures or sequences. They first perform all pairwise alignments, and then construct a guide tree or structure profile for progressive alignment, until a consensus structure is found. Table 1 summarizes all the discussed alignment methods using the above factors. In conclusion, this study classified and analysed the core concepts of the RNA secondary structure alignment algorithms The technical details and the comparison provided in this study serve as an informative reference for those seeking suitable RNA secondary structure comparison tools for researches, or designing new secondary structure alignment algorithms.
Key Points
• Classification of the existing RNA secondary structure alignment methods based on the alignment problem addressed, and the optimality of the alignment.
• Algorithmic illustration of the alignment methods.
• Comparison of the alignment methods in terms of the base pair edit operations supported, time complexity, etc.
