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Introduction 
Chapter 1 
Introduction 
1.1 Background and Motives 
Digital image processing and analysis is a relative new technique which during the 80's 
has spread from the electrical and computational laboratories. The technique has quickly 
been adopted for use in areas such as medical science, land surveying, biology, quality 
surveying, etc .. 
The reason for the widespread use of digital image processing and analysis is due to the 
general development of computational and electronic equipments which has gained 
• cheaper image processing equipment 
• cheaper and faster computational equipment 
• easier programmed and operated equipment 
This development is going on, meaning that the use of image processing will become 
more and more common in coming years. 
Digital image processing and analysis is also slowly emanating into the area of 
experimental mechanics in recent years. The technique has numerous application in 
experimental mechanics as for example. 
• automation/ replacement of human surveying of mechanical tests 
• automation of human measuring and analysis 
• new or alternative ways of measuring and registering physical phenomena and 
quantities. 
From the published papers of digital image analysis within experimental mechanics a 
number of trends can be seen. Firstly, the number of laboratories utilizing digital image 
analysis is increasing. Further, the applications of image analysis in experimental 
mechanics become more versatile. 
However, the digital image processing and analysis is often implemented uncritical and 
intuitively in experimental mechanics without optimizing the analysis method, and without 
utilizing all the information available in the images. This is among other things often due 
to the general use of nonparametric methods for outdrawing the attempted information 
from digital images. 
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parametric models gives a better estimate of the crack length. 
TIITRD PART: 
• In chapter 6 an outline of current applications of digital image processing in 
displacement and strain analysis is given. Image processing can here be utilized 
in two ways; automation of the classic optical methods and as a an independent 
measuring and analysis equipment. It is decided to focus on the latter in this 
thesis. 
• A non parametric application of image analysis in strain analysis, the socalled 
Digital Correlation Method, is described in chapter 7. 
• In chapter 8 a novel method, the Direct Parametric Method, is described. The 
method is based on parametric models and is developed for this thesis. The 
parametric model is chosen from the experimenter's a priori knowledge about 
the deformation of the specimen analyzed. 
• In chapter 9 a semi parametric method is described. If the experimenter does not 
have any a priori knowledge about the actual deformation of the specimen 
analyzed and thus cannot select any parametric models the semi parametric 
method provides a flexible set of deformation models. The formulation of the 
semiparametric method is very similar to that of the Finite Element Method 
which has gained widespread use in analytical analysis of continuum mechanics. 
• The deformation information of the specimen analysed is transferred to a digital 
image by a pattern mounted on the surface of the specimen analyzed. In chapter 
10 it is described how an optimal surface pattern has been found utilizing 
simulations. 
• The simulations of the surface pattern are performed with 1-dimensional 
"images". To check the results from these simulations a 1-dimensional experiment 
utilizing the Direct Parametric Method has been performed. This 1-dimensional 
experiment is described in chapter 11. 
• In chapter 12 it is described how the Direct Parametric Method has been utilized 
for 2-dimensional analysis of a simple test specimen. 
• Finally, in chapter 13, an overall summary and main conclusion of the thesis are 
given. 
All chapters start with an introduction to the chapter and finish with a summary of the 
contents. For the reader with limited time or interest it should be sufficient to read only 
these two sections of each chapter. 
References to literature are given as /author number, (year)/ where author is the name 
of the main author of the paper or book referred to, (number) refers to the number of 
the book/paper in the list of references on page 162 and year refers to the year in which 
the book/paper was printed. 
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Special topics such as results from tests and simulation of a chapter are placed in 
appendix at the end of the actual chapter. 
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Chapter 2 
Image Processing Systems 
2.1 Introduction 
Normally image processing equipment is used in connections, where its primary role is 
to produce a pleasant and well illuminated image. This image is then processed by a 
computer which extracts some kind of logic information from the image. Examples are 
the counting and classification of zoo-plankton, classification of seed corn, etc. 
In this thesis the image processing equipment can be considered as a transducer, which 
converts light to a measurable signal. This signal is given as a digital image which is 
processed by a computer, and some physical quantities are outdrawn. In this connection 
it is important to know the behaviour of the equipment. However, since it is rather 
unusual to use the equipment for this special purpose such informations of the equipment 
are not directly available. So the goal of this chapter is to give some information about 
the image processing equipment. 
2.2 An Image Model 
Before focusing on the image processing equipment it is necessary to spend a few words 
on the signal to be measured, i.e. the light reflected from the scene which is surveyed. 
A digital image g(x,y), with g(), x, y being integers, can be seen as the spatial and 
amplitude discretation of the continuous images f(x,y). This continuous image is the 
2-dimensional perspective transformation of a 3-dimensional scene on to a plane. Since 
light is a form of energy,f(x,y) must be nonzero and finite, i.e. 0 < f(x,y) < oo. 
The images which we human beings perceive in our activities normally consist of light 
reflected from objects. The image f(x,y) may be considered as being characterized by two 
c?mponents. One component is the am~unt of source light incident on the scene being 
vtewed, and the other IS the amount of bght reflected by the objects of the scene. These 
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components are called illumination and reflectance components, and are denoted i(x,y) 
and r(x,y). The image f(x,y) is the product of these components 
(2.1) 
where 0 s i(x,y) < eo and 0 s r(x,y) s 1. 
The reflectance is bounded by 0 (total absorption) and 1 (total reflection). Typical values 
of r(x,y) are 0.01 for black velvet, 0.65 for stainless steel, 0.80 for white paper and 0.93 
for snow, /Gonzalez 6, (87)/. 
Typical values of the illumination are 9000 foot-candles on the surface of earth on a clear 
day, decreasing to 1000 foot-candles on a cloudy day. On a clear evening the full·moon 
yields about 0.01 foot-candles of illumination, /Gonzalez 6, (87) f. 
2.2.1 Human Image Perception 
The light sensitivity of the human eye is logarithmic and spans over a large range from 
bright sun light to nearly dark (the photopic area). However the eye cannot span over 
such a large dynamic range at one time. To compensate for this the eye adapts so that 
it can manage full (subjective) contrast within a small dynamic area. This is worth noting 
since much image processing equipment is constructed to imitate this process for the 
purpose of giving informative images seen from a human view. 
2.3 Scanning a Digital Image 
To be able to process an image by computer, the analog image must be digitized both 
spatially and in amplitude. Digitization of spatial coordinates (x,y) is called image 
sampling, while amplitude digitization is called greylevel quantization. 
2.3.1 Spatial Sampling 
The image f(x,y) may be approximated by equally spaced samples arranged in an N x N 
matrix g(x,y) ( ) l~~~:~; !~~:~~ ... !~~~~~~ g x,y = (N~1,0) g(N~1,1) ~:: g(N-l,N-1) (1.1) 
The elements of the matrix are called picture elements, which are abbreviated to pixels. 
The coordinates of the digital image g(x,y) are often denoted rows and columns. Normally 
N is an integer power of 2 i.e. 2". The most frequently used value of N for general 
purposes nowadays is 512 pixels. 
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For scientific use, such as astronomy etc., larger values of N are actual, e.g. 1024 or 2048. 
The image need not be an N x N square matrix, but can have different numbers of pixels 
horizontally and vertically. In this way an image can be fitted to a VGA graphics adapter 
on a Personal Computer. 
The horizontal and vertical spatial resolutions of a digitized image can be different, which 
means that the area and pixel represents is not quadratic. The ratio between height and 
length of a pixel is called aspect ratio. The purpose of selecting an aspect ratio different 
from 1 is often to Jet an N x N image fill the entire screen of a standard rectangular 
CRT-monitor without distorting the scene. The equipment used in this project has an 
aspect ratio of 4:3 which must be born in mind when transforming vertical and horizontal 
pixel lengths to physical length units. 
However, the transformation from a physical scene to a digital image is not perfect. Often 
the image will be spatially distorted by the equipment performing conversion from 
continuous to digital image. This means that a straight line or contour in the scene does 
not map to a straight line in the digital image. Sharp contours in the scene will be blurred 
in the digital image too. This and other types of distortion are described more detailed 
later in this chapter. 
2.3.2 Grey-level Quantization 
Each pixel in a digital image can be represented by n bits. The most commonly used 
value of n for general purposes is 8, which means that 28 = 256 grey levels are present1• 
Normally a value of 0 represents dark and 255 represent pure light. However, many 
parameters affect the conversion from light to digital value which will be described later. 
A way to describe the distribution of grey levels in a digital image is by its histogram. In 
a histogram the number of pixels with a given value is plotted as function of the pixel 
value. In Figure 2.1 an image and its histogram is shown. 
Figure 2.1. A digital image and its histogram from /Teuber 5, (89)/ 
From the histogram of an image it is possible to say how human beings will characterize 
the image. The position of gravity point of the histogram determines whether it appears 
1For scientific image processing quantization levels of 12, 14 or 16 bits are usual. 
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light or dark, and the moment of inertia of the histogram characterizes the contrast of 
the image. In Figure 2.2 examples of histograms of dark and light image are shown, and 
in Figure 2.3 there are examples of histograms from images with high and low contrast. 
Number of pixels Number of pixels 
l/\ 
0 255 
.. ~~ 
0 255 
Intensity Intensity 
Figure 2.2. Histograms of light image and dark image. 
5. ~~ 
Intensity Intensity 
Figure 2.3. Histograms of images with high and low contrast. 
For human beings the best image quality requires a bell shaped histogram covering both 
low and high intensities. Such an image will be interpreted as a "well exposed picture with 
good contrast". 
2.4 Description of Equipment 
The equipment used for digital image processing normally consists of 
• a lens equipped with an adjustable focus depth, adjustable aperture, and 
perhaps variable focal length (zoom). 
an electronic camera equipped with electronic circuits for correction of signal. 
• a computer equipped with a frame-grabber, which is in principle an advanced 
A/D-converter. The frame grabber must match the camera type used. 
However within each group a number of variations exist. It is specially the type of camera 
used which has an influence on the total performance of the system. 
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2.4.1 Camera 
The cameras used in this thesis are black/white cameras which can be subdivided into 
at least three sub groups; 
• linescan cameras 
• slowscan cameras 
• CCIR CCD-cameras 
The heart of all camera types is a number of light sensitive diodes denoted CCD-diodes 
(Charge Coupled Device). The main difference between the three types is the way the 
diodes are arranged and scanned. In the following a short description of these three types 
will be given. 
Linescan cameras: In linescan cameras the light sensitive diodes are arranged in a line, 
and the 2 dimensional image is constructed by translating the camera or the object 
normal to the line of diodes. Unescan cameras are normally used for special purposes 
where the properties of this camera type can be utilized. Advantages of a linescan camera 
are a high resolution in the direction of the line of diodes and the possibility of "endless" 
images in the other direction. 
Slowscan cameras: The light sensitive diodes of the slowscan camera are arranged in a 
matrix layout. As apposal to the CCIR camera type the diodes of slowscan cameras are 
scanned one diode at a time which gives it a slow operational mode. As a result it can 
only scan images of static scenes. How.ever, the images are of a very high quality, and this 
type of camera is often preferred for scientific use. The disadvantage of the camera type 
is that it is expensive. - not because such cameras are more advanced than CCIR cameras 
but because they are not mass produced. (The slowscan principle is used in rather cheap 
flatbed scanners). 
CCIR CCD-cameras: The operational mode of this camera type is standardized by the 
CCIR-norm. This is the most commonly used type of camera, and it is also the type 
utilized in the present thesis. In the following the principle of this camera is discussed in 
more details. The camera type is rather cheap because of mass production (to video 
cameras). The light sensitive diodes are arranged in a matrix. When scanning an image 
the horizontal lines of the CCD-chip are subject to interlaced scanning which means that 
the lines of the CCD-array are scanned in two rates for producing an image. In the first 
period all odd lines are scanned and in the second period the even lines are scanned, and 
these two scans are merged together to one image by the frame-grabber of the computer. 
The interlaced principle has created a number of problems for the topics covered in this 
thesis. This will be discussed in a later section. 
In order to obtain an image with uniformly distributed histogram, many manufacturers 
of CCD-cameras fill their cameras with different circuits, with the intention to correct (in 
this situation disturb) the signal obtained from the CCD-chip to give pleasant images 
seen by a human eye. 
2.4.2 Lens 
The lens focuses the light reflected from the scene on to the CCD-chip of the camera. 
It is possible to mount different lenses on the camera. The lens consist of a number of 
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lenses and the focus and focal length are adjusted by moving some of these relative to 
each other. Passing through the lenses, the light will be scattered because of reflections 
between lenses. This causes that the distortion of the image is biggest in the corners of 
the image. Also it is well known that the distortion is relatively large in the outer points 
of the focal lengths of the lens. The distortion appears by spatial distortion, i.e. straight 
lines turn out to be curved, and thin lines tends to increase in thickness. In general, wide 
angle lenses have a great spatial distortion in corners of the image, why their use should 
be avoided. However the contribution from the lens to the total distortion of the 
equipment is relatively small compared to the other sources of errors, provided that the 
optics is of good quality. 
2.4.3 Frame Grabber 
From the CCD-camera the signal is sent to a frame-grabber board installed in a 
computer. The frame grabber is in principle a very fast A/D converter. For some 
purposes it might be convenient if the A/D converter is nonlinear, but in this situation, 
where the system is used as a kind of transducer, it is preferred that the AID-converter 
is linear. In practice A/D converters behave linearly according to assertion from an 
electrical engineer. In connection with AID-conversion the problem of aliasing must be 
mentioned, see e.g. /Press 2, (88)/. However in this thesis the camera acts as a low pass 
filter which eliminates this problem from the A/D converter (this is not the same as 
saying that the problem is removed). 
2.5 System as a Light Transducer 
The image processing equipment is used as a light-transducer in this thesis, and it would 
be preferred that it behaved linearly. Unfortunately, this is not the case and in the 
following sections the most dominating nonlinearities and distortion of the image 
processing equipment present in this thesis are identified. 
The equipment can be considered as a black box, see Figure 2.4. Some of the distortions 
introduced by the system can be determined from the output of the black box when given 
a known and welldefined image as input. 
The most obvious change of an image passing through the "black box" is spatial blurring 
which has the effect that a thin line turns into a line with finite width in the digital image. 
Further, the image is equipped with random noise which causes two images of identical 
scenes to turn out different. The problem with interlacing means that even lines and odd 
lines of the digital images behave slightly differently. Besides, the manufacturers of CCD-
cameras builds a number of correction circuits into the cameras with the purpose of 
giving "pleasant" pictures seen from a human view. Unfortunately these corrections turns 
out to distortion for the topics of this thesis. 
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Figure 2. 7 Theoretical light intensifies in the contour between light and dark paper. 
(2.3) 
where r is given by (X0 - x0) and x0 is integer part of Xo. which is the position of the 
contour. 
In reality a zoom on the contour between light and dark is as shown in Figure 2.8. 
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Figure 2.8. Actual light intensifies in the contour between light and dark. 
From Figure 2.8 it is seen, that the contour is blurred over a distance of about 6 pixels. 
For being able to describe how an image deforms passing through the image processing 
equipment, it is necessary to determine how the analog image is blurred. In the following 
two sections the blurring is described in spatial and frequency domain, respectively. 
2.6.1 Blurring in Spatial Domain 
One way to describe the blurring of the digital image is that the input image f(x,y) is 
convoluted with a convolution mask h. In one dimension convolution with a spatial mask 
can be described by the following example; the mask h is an 1 xn vector with the 
coefficients 
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(2.4) 
The values of the blurred image g(x) are obtained by the convolution 
• -1 
T 
g(x) =(f•h)(x) = L f(x+k)h(k) (2.5) 
k•-11;1 
For further information about convolution and (time) series analysis see I Pandit 30 (83) I. 
By determining suitable coefficients of the mask h it is possible to describe the blurring 
of the theoretical digital image from Figure 2.7 when passing through the "black box". It 
is assumed that the mask h is symrnetrical2 because the blurring is identical whether you 
go from dark to light or light to dark. The coefficients {h_(n-l)/2, ... hQ, ... ,h(n-t)/2} of the mask 
h are determined by numerical optimization. 
A number of tests have been performed to determine the coefficients of the mask h on 
different conditions. In the tests various sizes n of the mask have been tested, different 
cameras and adjustments of the lens were conditioned by different illuminations. Both 
horizontal and vertical blurring has been determined since they are not necessarily 
identical because the CCD-chip of the camera are scanned in horizontal direction. 
In table 2.1 an example of a convolution mask with 7 coefficients is shown. In appendix 
A to this chapter examples of masks determined on different conditions and directions 
are listed. The coefficients are determined from a subdomain of the image of size 25 x 25 
pixels i.e. 25 onedimensional rows with length 25 pixel. For each row of pixels the 
coefficients are determined and the coefficients of table 2.1 are determined as the mean 
values of these 25 determinations. 
The blurring function is not constant but varies in horizontal and vertical direction and 
with the aperture of the lens. The blurring in horizontal direction is larger than in vertical 
direction. This is because the elements of the CCD-chip in the camera are scanned 
horizontally. A large lens aperture (i.e. a little aperture bole) decreases the spatial 
blurring, and small aperture increases the blurring. 
2 This assesment has turned out not to be true, which can be seen from chapter 11. 
However, as this problem with asymmetry was recorded very late in the project it has not 
been possible to perform new and more thorough analysis of the spatial convolution mask 
h. 
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D mean standard value deviation 
h.J 0.03477 0.02397 
h.z 0.09050 0.03339 
h.J 0.23851 0.02667 
ho 0.29212 0.03706 
hl 0.23851 0.02667 
hz 0.09050 0.03339 
hJ 0.03477 0.02397 
Table 2.1. Coefficients of spatial mask h describing blurring in horizontal direction.. 
2,6,1,1 Gauss Approximation 
Very often the spatial blurring can be approximated by a Gauss distribution with zero 
mean and a standard deviation a describing the spatial blurring. Due to the central limit 
theorem this approximation is especially relevant when the blurring function is the result 
of a number of individual small blurring effects /Teuber 5, (89)/. For describing the 2-
dimensional blurring it is necessary to utilize a 2-dimensional joint Gaussian distribution. 
Here only 1 dimension is considered. In Figure 2.9 the spatial mask h from table 2.1 is 
illustrated as bar graphs. If h is considered as a frequency distribution its standard 
deviation can be determined to a = 1.38. 
~ 0.2.!5 
] 0.2 
to I 0.15 
.. 0 .1 
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Figure 2.9 Spatial mask h plotted as bar-graphs together with the Gauss curve <b(O,L3SZ). 
In Figure 2.9 the Gauss distribution <b(O, 1.382) is also illustrated. It is clear that the two 
graphs are very similar, i.e. the Gauss distribution gives a good description of the blurring 
function. Utilizing the Gauss distribution for description of blurring can be advantageous 
when deblurring the image, see chapter 3. 
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2.6.2 Blurring in Frequency Domain 
The blurring done by the "black box" of figure 2.5 can be described in the frequency 
domain too. When considering images the frequency is often measured in revolutions per 
line of the image, where a revolution is the positive and negative part of a sinusoidal. If 
the analog image is two dimensionally Fourier transformed one will get a continuous two 
dimensional image describing the contents of frequencies in the spatial image. Since the 
digital image consists of 512x512 pixels it is not possible to obtain frequencies higher 
than 512/2 = 256 revolutions per line when Fourier transforming the digital image. This 
frequency is denoted the spatial Nyquist frequency. However, because of the blurring of 
the image it is not possible to obtain anything at frequencies that high either, i.e. high 
frequencies are damped. This type of filtering is denoted low pass filtering. Two types 
of low pass filters are the ideal low pass filter and the Butterwonh filter, shown in figure 
2.10. 
H(wx) 
~~----, 
wx 
Figure 2.10. Ideal Low Pass Filter and Butterworth filter in 2 and 1 dimension, respectively. 
The Ideal Low Pass Filter is given by 
(2.6) 
where w and w are the horizontal and vertical spatial frequencies, D0 is a specified non 
negative 'quanti~ "cut-off-frequency" and D( w.,wy) is the distance from point ( w.,wr) to the 
origin of the frequency plane. D(w.,wy) is given by (w,2+w/)v.. 
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The sharp cut-off frequency of the Ideal Low pass Filter is not realistic with electronic 
components /Gonzalez 6, (87)/. The Butterworth low pass filter has smooth flanks, and 
this type of filtering can be performed by electronic components. The transfer function 
for this filter is 
(2.7) 
where D0 is the low pass frequency and n is the order of the filter. A high value of n 
gives a steep filter. Other types of commonly used low pass filters in image processing are 
Hanning filter and exponential filter, see /Teuber 5, (89)/. 
The spatial mask h determined for the camera turns out to be a one dimensional low 
pass filter when applied to a row/column ofpixels from an image. A computer simulation 
has been performed to obtain the characteristics of this low pass filter. The transfer 
function (also denoted frequency response function) H( t.J) describes how the input F( t.J) 
is related to the output G( t.J) from the black box of Figure 2.4. F( t.J) and G( t.J) is the input 
and output image described in the frequency domain. The process is illustrated in 
Figure 2.11. 
I h<x> 
Bl.od 
Box 
Figure 2.11. Determination of transfer function in spatial and frequency domain. 
In one dimension, i.e. for a line or row of an image, the transfer function H( t.J) can be 
determined from F( t.J) and G( <U} by 
IH(w)i=l G(<.l) I 
F(w) 
(2.8) 
where F( t.J) is the Fourier transformed of the input image and G( t.J) is the Fourier 
transformed of the output image. 
Determination of the transfer function H( t.J) exists as a predefined routine in the software 
package MATIAB. Shown in figure 2.12 to 2.14 is an example of determination of the 
transfer function by use of a modified version the MA TIAB-routine SPECPLOT. As 
input f(x) to the routine is given a realization of normally distributed "white noise", and 
as outputg(x) is givenf(x) convoluted with h from table 2.1. 
From figure 2.14 it is seen, that the transfer function H( t.J) is a smooth low pass filter 
looking very much like the Butterworth filter described earlier. At a frequency of about 
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Figure 2.12. Realization of Gaussian distributed white noise f(x) used as input to system 
identification. Output of system is g(x) given by f(x) convolved with k. 
O(w) - Spc<Utl Dc:J!ty 
Figure 2.13. Fourier transformed of f(x) and g(x) denoted F(t.J) and G(t.J) respectively 
(divided by 512). 
100 revolutions per line the amplitude of the analog image is damped at approx a factor 
4. 
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Figure 2.14. Transfer function H( (,)) of the spatially filtering performed with h. 
2.7 Random Noise 
If one considers two images of identical scenes sampled under identical conditions, it is 
clear !hat they are not exactly alike. The values of a given pixel varies a little because of 
noise from the different components of the system. This can be described as 
g(x,y) = g'(x,y) +l](x,y) (2.9) 
where g(x,y) is the digital image, g'(x,y) is an image without noise (equal to the expected 
image) and l](x,y) is an image of the noise. 
Due to the central limit theorem the noise function l](x,y) can often be approximated by 
a Gaussian process with zero mean and deviation a. Other models are possible, e.g. 
log-normal og Poisson distributed. 
A simple test has been performed to determine .u and o of the noise function. The 
parameters .u and a are assumed to be constants, i.e. they are independent of position 
(x,y), illumination, temperature etc. Two images of identical scenes have been scanned 
at a time interval of only a few seconds, and are denoted glx,y) and gix,y), i.e. 
g1(x,y) = g'(x,y) + 1]1(x,y) 
(2.10) 
If one subtracts glx,y) from glx,y) the difference is an image of the noise. However, as 
the intensity of a pixel cannot be negative values, the image glx,y) is offset by a value 
significantly higher than the noise, here a value of 20 is used. In this way the difference 
image represents (IJdx,y) + 20)- 1]2(x,y). The histogram of the difference image is a bell 
formed curve from which the noise function can be determined. If one assumes, that the 
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random noise is given by a Gaussian process <l>(}l,a) the histogram of the difference 
image will be distributed as 4>(20+,u,l2· a) . 
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Figure 2.15. Histogram of difference between gix,y) and gz(x,y). 
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Intensity 
From the histogram of figure 2.15 .u and 12-u are determined as 0.04648 and 1.123, 
respectively. The standard deviation of the noise added to pixels can hereby be descn'bed 
by the Gaussian distribution 4>(0.04648,(1.123/12)2) == 4>(0.0,0.8). In the following chapter 
it is described how one can reduce the random noise of images. 
In this test it is assumed that the noise is independent of the signal. However, often the 
noise is increased with increasing signal. This tendency has been confirmed by operation 
of the equipment. However, a more thorough analysis of the noise has fair reasons of 
time not been performed. 
2.8 Distortion Caused by Interlacing 
The interlaced operational mode of the CCD-camera used in this thesis has turned out 
to cause problems in one of the topics covered in this thesis. Interlacing means that the 
scanning of an image from the CCD-chip is performed in two rates; first the charge of 
all even lines of the CCD-chip is scanned and then the odd lines of the chip are scanned. 
The two halves are then assembled to one digital image. The scanning of the lines of the 
CCD-chip is controlled by a "clock" (phaselock), and unfortunately this clock is not 
precise as it varies a little in time. This has the effect that even and odd lines of the 
image behave different; 
• the sensitivity to light is different in the even lines of the image compared to 
odd lines. 
• the even lines are translated a little relative to the odd lines. This has the 
effect that vertical lines of the image appear jagged. 
These errors cannot be seen with the eye, but for one of the topics covered in this thesis 
they are of great importance for the accuracy, see chapter 11. The problem is common 
to all general purpose CCIR CCD-cameras. It is not possible to correct the image for 
these errors as the inaccuracy of the clock is more or less random. The only solution to 
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the problem is scanning the digital image taking as many averagings as possible. In this 
way there is a possibility that the error will be "averaged out". 
2.9 Other Types of Distortion 
As mentioned earlier in this chapter the camera is equipped with a numvber of electronic 
circuits which regulate and corrects the signal from the CCD-chip. The CCD-chip it self 
behaves linearly. The correction circuits are very practical if the purpose of the 
equipment is to give a well exposed and contrast-rich image under varying illuminations. 
However, as mentioned before all these corrections are not wanted for the purpose of 
this project, since they mean that we do not have the full control over the camera which 
ought be reduced to a light sensitive transducer. It has been difficult to disable all these 
corrections, as the corrections are also built into many necessary circuits, such as 
amplification circuits etc. However, the two most disturbing correction circuits - the 
Automatic Gain Control (A GC) and the Gamma correction circuit - has been set out of 
order. 
The AGC circuit detects the average of the signal from the CCD-chip and amplifies it 
to achieve a correctly "exposed" image, i.e. the AGC-circuit moves the location of gravity 
point in the histogram. 
Another important correction circuit is the Gamma correction circuit. This circuit corrects 
the dynamic range of the CCD-chip, i.e the inertia moment of a histogram. The 
correction is logarithmic, and characterized by the gamma factor (0 < y < 1). A gamma 
factor lower than 1 indicates that the grey level quantization levels are smaller in dark 
parts of the image than in light parts, see Figure 2.16. 
Voltage out 
Light intensity 
Figure 2.16. Effect of gamma-factor. 
Most cameras use a gamma factor of about 0.45 since this value has been found to match 
the human eye best. The CCD-camera used in this thesis has been modified to y = 1. 
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There is only one type of correction circuit which it has not been possible to disable. If 
an image of a plain white surface is scanned, for example a piece of paper, some of the 
regulation circuits will try to give the image a high contrast. The result is that the pixel 
values of the image vary a little. This type of regulation is only actual for scenes with very 
low contrast. In this project such kind of scenes are not important, as it is sought to give 
the surfaces of the specimens analyzed a high contrast. This correction circuit is there-
fore not considered important. 
The linearity of the camera has been checked by a simple test. On the lens of the camera 
is an aperture regulator. By use of the aperture it is possible to regulate the amount of 
light hitting the CCD-chip. Turning the aperture ring a single "click" doubles the amount 
of light. By turning the aperture over more "clicks" it has been checked, that the sum of 
pixels in the images also is doubled, when the light is doubled. The conclusion of the test 
is that the camera behaves approximately linearly when considering the relation between 
illumination of scene and digital valaues. 
2.10 Summary 
The conversion from physical scene to digital image in the computer is not perfect. In this 
process the image is; 
• spatially blurred 
• disturbed by random noise 
• affected by the interlaced scanning principle 
amplified and corrected by a number of electronic circuits. 
These distortions and nonlinearities have been identified and described in this chapter. 
The spatial blurring of the equipment used in this thesis has been identified in both 
spatial domain and frequency domain. The spatial blurring has been determined on 
different conditions which showed that the blurring function is nonlinear with respect to 
illumination and adjustment of lens. Further the blurring is greater in the horizontal 
direction of the images than in vertical direction because the CCD-chip is scanned 
horizontally. 
The random noise applied to the image has been determined as Gaussian distributed with 
zero mean and a standard deviation of approximately 1. 
The camera type is a CCD-camera operating according to the CCIR standard. This 
implies that images are scanned interlaced. The interlacing principle has caused even and 
odd lines of the digital image to behave differently. 
The CCD camera performs a number of corrections to the image to ensure well 
illuminated and contrast images seen from a human view. However, for the purpose of 
this thesis these corrections are unwanted. The correction have been identified and the 
CCD-camera has been modified to disable the relevant correction circuits. It is difficult 
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to disable all correction circuits, as they are highly integrated in many functions of the 
camera. 
It is possible that other types of cameras will be able to produce images of better quality 
than that obtainable with the equipment financially available of this thesis. However for 
economical reasons only simple camera equipment has been used. 
In the next chapter it is described how blurring and random noise can be reduced. 
2.11 List of Symbols 
f,F 
g,G 
h,H 
n 
r 
Original image in spatial and frequency domain, respectively. 
Blurred image in spatial and frequency domain, respectively. 
Blurring function in spatial and frequency domain, respectively. 
Light intensity. 
Size of blurring mask. 
Reflectance. 
x, y Coordinates of image. 
TJ Random noise applied to image. 
c.~x, c.~, Spatial frequencies of image. 
p. Mean 
a Standard deviation 
2.12 Appendix 2A: Spatial Blurring 
A number of tests performed on different conditions have been performed for 
determining the spatial blurring of the equipment used in this thesis. The spatial blurring 
is described by a convolution mask h. Below the values of a number of convolution masks 
h of length 9 are shown. Since the masks are synunetrical only the 5 elements h1.s are 
listed. The tests have been performed by the CCD-camera model Phillips LDH 0610 
equipped with a lens with fixed focal length of 25mm. 
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Horizontal 
11 Test no 4 5 6 7 8 9 10 11 
hi 0.01951 0.01754 0.01934 0.00921 0.01008 0.01098 0.02221 0.01789 
0'1 
0.00407 0.00525 0.00425 0.00612 0.00582 0.00569 0.01331 0.013U 
h2 0.03741 0.03815 0.03859 0.02765 0.02636 0.02521 0.03054 0.00813 
(J2 0.00422 0.00513 0.00546 0.00507 0.00474 0.00513 0.02287 0.01534 
h3 0.10756 0.10766 0.10497 0.08958 0.08893 0.09043 0.10984 0.09587 
(J3 0.00437 0.00453 0.00435 0.00653 0.00527 0.00610 0.02624 0.01427 
h4 0.20582 0.20843 0.20850 0.22817 0.22753 0.22715 0.20366 0.21993 
(J4 0.00546 0.00478 0.00473 0.00646 0.006U 0.00786 0.03073 0.02160 
hs 0.24945 0.24667 0.24899 0.28204 0.28500 0.28370 0.26143 0.30860 
as 0.00723 0.00668 0.00659 0.00726 0.00828 0.00849 0.02774 0.01979 
Table 2.2 Spatial blurring mask h in horizontal direction on a number of test conditions. 
Vertical 
Test no 
11 
5 6 7 8 9 10 11 
hi 0.02065 0.01620 0.01969 0.01146 0.00861 0.00973 0.00882 0.01127 
(JI 0.00654 0.00485 0.00732 0.00773 0.00702 0.00611 0.01371 0.00891 
h2 0.00457 0.01582 0.00788 0.00373 0.00389 0.00369 0.04100 0.00255 
a2 0.00839 0.00578 0.00618 0.00810 0.00930 0.00629 0.01746 0.02216 
h3 0.10335 0.09514 0.09397 0.03877 0.04050 0.03987 0.03511 0.03209 
a3 0.00964 0.00658 0.00457 0.00846 0.00921 0.00670 0.02050 0.03710 
h4 0.18091 0.19522 0.19300 0.18820 0.18806 0.19002 0.26671 0.18398 
a4 0.01290 0.00442 0.00565 0.01141 0.01032 0.01268 0.02269 0.05485 
hs 0.37872 0.35152 0.36635 0.51268 0.51197 0.50935 0.29193 0.53375 
as 0.01453 0.00918 0.01400 0.02833 0.02520 0.02757 0.02413 0.07296 
Table 2.3. Spatial blurring masks h in vertical direction on a number of test conditions. 
The test conditions are different for tests no 4, 5, 6, 7, 8, 9, 10 and 11, described in Table 
2.2 and Table 2.3 above. The test conditions for the tests are identical. 
26 Janus Lyngbye 
I Test no l 4 5 6 7 8 9 10 11 
Number of 4 8 12 4 8 12 8 8 
averagings 
Lens aper- 2.8 2.8 2.8 4 4 4 2.8 4 
ture 
Position of A A A A A A B B 
camera 
Table 2.4 Test conditions used for detennination of spatial blurring. 
The two positions denoted A and B from table 2.4 differ by the camera being displaced 
vertically and horizontally in relation to the test specimen. 
From tables 2.2 and 2.3 one sees that the blurring in horizontal direction is larger than 
in vertical direction. This is due to the interlaced mode of the CCD-carnera. One also 
sees that the spatial blurring is decreased with increasing lens aperture (smaller aperture 
hole). The blurring seems to be very little sensitive to the number of averagings 
performed when scanning image. The position of the step-function causes the blurring 
mask to vary a little. 
Restoration of Digital Images 
Chapter 3 
Restoration of Digital Images 
3.1 Introduction 
27 
When an image is scanned by the image processing system the resulting image g(x,y) will 
be distorted. The different types of distortion are mentioned in chapter 2 "Image 
Processing Systems". In this chapter attention is focused on random noise and spatial 
distortion. These two types of distortion cannot be avoided, but their effect can be 
reduced by different techniques. 
Random noise is the effect which causes the same pixel in two images of the same scene 
to be different. An image of the noise can be seen if the two images are subtracted. In 
this chapter it is described how the random noise can be reduced. Normally the random 
noise is not wanted but in some situations this kind of noise can be used constructively 
to achieve a higher intensity resolution than the image processing equipment allows 
directly. 
Spatial distortion is the type of degradation that makes a thin line appear with finite 
width in the digital image. This distortion can be described as a Point Spread Function 
(PSF) applied to the ideal picture. If one has a digital image and knows the point spread 
function it is possible to estimate the original ideal picture. This process is often 
mentioned as restoration in the literature. In chapter 2 the point spread function was 
estimated, so the a priori knowledge required is present. Here it will be briefly described 
how the original image can be estimated. A more thorough description is presented in 
jRosenfeld 19 (82)/. Two methods of restoration of spatially blurred digital images are 
described in this chapter. 
3.2 Reduction of Random Noise 
As mentioned in the previous chapter two images of identical scenes sampled on identical 
conditions will not be identical. The values of a given pixel varies a little because of 
random noise from the different components of the system. This can be described as 
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g(x,y) = g'(x,y) +77(x,y) (3.1) 
where g(x,y) is the digital image, g'(x,y) is an ideal image without noise and 71(x,y) is an 
image of the noise. 
The noise function 71(x,y) has in chapter 2 been found to be a Gaussian process 
<1>(0.0,0.8). A way to reduce the noise in the digital image is to perform a number of 
averagings of the sampled images. If n averagings of the digital image g(x,y) is performed 
one gets 
1 • 
g(x,y) =-LC;(x,y) 
n ; .. 1 
(3.2) 
provided that the noise is random and independant. For large values of n the image g(x,y) 
will converge to E(g(x,y) provided that the mean of the noise is zero. The variance of the 
resulting image g(x,y) is 
1 V(g(x,y)) =-V(g(x,y))-
n 
(3.3) 
1 
o(g(x,y)) =-o(g(x,y)) m 
i.e. by performing n averagings of digital images the standard deviation a(g(x,y)) is 
reduced by a factor /ii. 
The image processing equipment used in this thesis is able to perform image averagings 
very quickly and the maximum number of averagings obtainable is 128. This facility is 
used in all tests of this thesis. The number of averagings varies depending on the actual 
sensitivity to noise. 
3.3 Constructive Use of Noise 
In most situations noise is an undesired phenomenon. However the noise can also be 
utilized to increase the int::nsity resolution of digital images and other types of electric 
equipment. In such situations the random noise is denoted dither. 
The resolution of the analog signal originating from the CCD-camera is controlled by the 
AID-converter in the frame grabber. The intensity resolution depends on the number of 
bits by which the AID-converter operates, and can be determined as 
(3.4) 
where J(x,y) is the pixel intensity of the image and b is the number of bits representing 
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a pixel. For computational reasons the number of bits b are often preferred to be 
multipla of 8, i.e. 8, 16, 24 etc. 
When using dither it is possible to resolve the analog signal with a higher resolution than 
that to which the AID-converter is built. During the AI D-conversion information is lost, 
i.e. 
g(x,y) = round(g'(x,y) •77(x,y)) (3.5) 
where g(x,y) is the digital image (integer, positive), g'(x,y) is an ideal image without noise 
(real, positive) and 71(x,y) is an image of the noise (real). 'round' is the rounding-off' of 
the analog image signal to an integer value performed by the AI D-converter of the frame 
grabber. 
It is possible to achieve a· higher re~olution by ~umming ~P. a nu~ber of images whi~b is 
equipped with noise (where t~e nOise acts as d1ther). This_ IS poss1b~e because the d1ther 
compensates for the informauon lost by the AID-conversiOn. Cons1der as ~ ex~ple a 
pixel whose analog signal originating from CCD-camera has a voltage wh1ch g~ves the 
pixel g'(x',y') a value of 100.3 on a continuous scale rangi~g fr?m 0 t_o 255. Without dither 
this pixel would always be rounded off. to 1~0 and the p!Xel_ mt~ns1ty ?f th.e summe~ up 
image g.(x;y') would just be n ·100. If d1the~ IS present t~e p!Xel mtens1ty will ~ ~ littl.e 
around 100, and the intensity of g.(x;y') Will be apprOXIlDately n ·100.3. The prmC!ple IS 
illustrated in Figure 3.1. 
'I(:I,J') 100 ) 
AID ' i o1 
g'(:IJ)- cb-1 round 1-~100 -+a-100.3 
101 for • lort• 
99 
101 
100 ) ~.. 1- £:11: .. • ·100 
~100 foralla 
100 
c'(.,y) - I rood 
Figure 3.1. The effect of dither (noise) when summing up images a) with dither b) without 
dither. 
If 256 8-bit-images are summed up each pixel of the resulting image can be represented 
by a 16 bit integer. Such an image will require double as much disk space for storing and 
1 All digital images considered in this thesis are rounded off from a continuous value 
to an integer. However, for simplicity this rounding off is omitted in other sections and 
formulas of this thesis, unless it might alter the meaning. 
30 Janus qngbye 
more computer memory for processing. However, the computational burden will be 
nearly the same for the two images, since mathematical operations on 8-bit numbers are 
treated in the same way as 16-bit numbers in the C programming language which is most 
commonly used in image processing. 
This method of increasing the intensity resolution of images will not be used in this work, 
because the effect will be limited when considering the other types of distortion present 
with the equipment used, especially the distortion caused by interlacing. 
3.4 Inverse Filtering 
Given an ideal picture f(x,y) and the corresponding blurred picture g(x,y) related to 
g(x,y)= J I h(x,x',y,y')f(x',y')dx'dy'+TJ(x,y) (3.6) 
where h(x,x;y,y') is the blurring function (equal to the Point Spread Function) and 17(x,y) 
is the random noise. The coordinates (x;y') is the relative coordinates with respect to the 
global coordinates (x,y). If the point spread function h(x,x;y,y') is supposed to be 
independent of the position (x,y) of the image, equation (3.1) becomes the convolution 
g(x,y) =I I h(x-x',y -y')f(x',y')dx'dy'+TJ(x,y) (3.7) 
When Fourier transforming both sides of (3.7) and using the convolution theorem we 
obtain 
(3.8) 
where G( (Jx• (Jy), F( (Jx• (Jy), H( (Jx• (Jy) and N( (Jx• (Jy) are the 2-D Fourier transformed of 
g(x,y), f(x,y), h(x;y') and TJ(x,y), respectively. ((,), '(JY) are the spatial frequencies in 
horizonftll and vertical direction, respectively. 
The noise function T}(x,y) originates from electrical and magnetic random noise plus a 
contribution from the truncation of g(x,y) to integer values. To restore an image with the 
presence of noise, one needs to know (at least in theory) both the statistical properties 
of the noise and how it is correlated with the picture. In practice the most common 
assumptions about noise are that it is white, i.e. its spectral density is constant, and that 
it is uncorrelated with the picture. For some types of restoration it is necessary to know 
some characteristics of the noise, see /Rosenfeld 19 (82)/. 
Here it will be assumed that TJ(x,y) is (statistically) independent of the position and 
intensity of the image. In chapter 2 the noise function was found on these assumptions 
to be represented as a Gaussian process <1>(0.0;0.8/.fii), where n is the number of sample 
averagings of the digital image g(x,y). 
From (3.9) it is theoretically possible to find the original picture f(x,y) from the 
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knowledge of g(x,y) and h(x;y') 
F(w w) = G(wx,wy) _ N(w,,wy) 
x• Y H(w,,wy) H(wx,w
1
) 
(3.9) 
From (3.9) f(x,y) can be calculated by inverse Fourier transformation of F(x,y ). However, 
a number of problems arise when one attempts to make practical use of equation (3.9). 
The reason is the noise 7](x,y) of the image and limited knowledge of the point spread 
function h. 
There may be points where H( (Jx• (,)1 )=-0, since h(x,y) has finite length and the Fourier 
transformed in practice is calculated as a Discrete Fourier Transformation (DFT). 
Besides, one seldom knows the exact blurring function H( (,)" (J ), but only has an 
estimation of the filter. In the neighborhood of zeros of H( (Jx, (J ) ~he divisions in (3.9) 
will r~sult in Iarg~ val~es ~f F((J,.'r.Jl), which~ not resembfe_((x,y). Instead it will 
contam many raptd nmse bke vanatwns, and wtll not be a mearungful restoration of 
f(x,y). Furthermore, (3.9) is very sensitive to small errors in the point spread function. If 
the estimated point spread function is not exact, i.e. h(x;y') == h(x;y'), then the restored 
image will be poor, see /Teuber 5, (89)/. This means that in practice the inverse filter is 
not 1/H(r.Jx ,(Jy) but some other functionM(r.J.,(J
1
J. 
The problems of using (3.9) for restoration of digital images are illustrated 
!-dimensionally in Figure 3.2. Here an "ideal image" is given by 
f(x) = 90d(x-124)+10, lsxs249 (3.10) 
This undegraded image is filtered by a point spread function and disturbed by random 
white noise as described in chapter 2. The resulting degraded image g(x) is restored with 
the filt~r 1/H( (,)., r.J1 ) calculated from (3.9). From Figure 3.2 it is seen that the restored 
image f(x) is very distorted because the random noise is amplified. 
3.5 Least Square Estimation 
Another way of restoring the original picture is by least square filtering. The purpose of 
this method is to minimize the mean square error between the original picturef(x,y) and 
the restored image J(x,y). This type of filtering is also denoted Wiener filtering. Here the 
technique will be described briefly; for a more detailed description see /Rosenfeld 19, 
(82)/. 
The aim of this method is to find a restored image J(x,y) such that the mean square error 
defined by 
(3.11) 
is minimized. The least square estimate J(x,y) is calculated from g(x,y) and the inverse 
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Figure 3.2. Principle of restoring digital images a) original scene, b) scanned image equipped 
with spatial blurring and n:zndom noise, c) estimated original scene. 
filter m(x,y). In general the solution to (3.11) will be a nonlinear function of g(x,y), 
making the analytical and practical solution very difficult. 
To overcome this problem the minimization of (3.11) is constrained so the estimate}(x,y) 
is a linear functional of g(x,y). Such an estimate does not generally minimize (3.11), but 
of all the linear estimates it yields the smallest value of 1?. When the estimate j(x,y) is a 
linear functional of g(x,y) it can be expressed as the convolution 
f(x;y) = J J m(x-x',y-y')g(x',y')dx'dy' 
Substituting (3.12) to (3.11) gives 
(3.12) 
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e 2 = E{[f(x,y) - J J m(x-x',y-.()g(x',y')dx'dy'd (3.13) 
Due to /Rosenfeld 19, (82)/ the filter m minimizing the square error e2 of (3.13) can be 
calculated as 
M< ) = s,g( c.>,, c.>y) WX,W)I 
S"( c.>,, c.>y) 
(3.14) 
where Sgg( w., wy) is th~ spectral density of the degraded picture g(x,y), and S1g(w.,wy) is 
the cross spectral density of the degraded and undegraded picture. This means that for 
determining the restoration filter m it is necessary to know the cross correlation statistics 
between undegraded and degraded images. Because of random noise this relation 
depends on the actual image. The restoration filter m(x:yJ can be found from (3.14) by 
inverse Fourier transformation of M ( w,, wy ). 
The expression of (3.14) can be further simplified if the picture f(x,y) and noise TJ(x,y) are 
uncorrelated, see /Rosenfeld 19, (82)/ 
(3.15) 
In the absence of noises .. = 0 and (3.15) reduces to the ideal inverse filter l/H( w., wy). 
Often the noise ~an be ~sum~d white and therefore the spectral density Sw "" a is 
constant. In practice the Ideal picture f(x,y) is often unknown so (3.15) reduces to 
M(c.> c.>) = 1 JH(c.>,,c.>Y)jZ 
•' y H( ) c.>x,c.>y JH(w.,c.>y)J 2+r 
(3.16) 
where r is a suitable constant found from the a priori knowledge about the magnitudes 
of signal and noise in the picture. 
However, even if the expression (3.14) is simplified it is computationally very laborious 
to restore an image of size 512x512 pixels. Besides, it has been shown in chapter 2 that 
the point spread function h(x,y) is a nonlinear function depending on illumination, 
equipment, adjustment of lens etc. This means that before performing a restoration of 
an ima~e, one has to determine the actual point spread function. This is very time 
consurrung too. 
The restoration technique described above has been tested on a simulated !-dimensional 
image, shown in Figure 3.3. 
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Figure 3.3. Example of 1-dimensional image a) original scene, b) scanned image equipped 
with spatial blum'ng and random noise, c) estimated original scene. 
As undegraded picture f(x) in Figure 3.3 a dirac delta-function given by 
f(x) = 90o(x-124)+10, lsxs249 (3.17) 
is used. This undegraded image is filtered by a point spread function and equipped with 
random white noise as described in chapter 2. The resulting degraded image g(x) is 
restored using the filter m(x) calculated from (3.14). From Figure 3.3 it is seen that the 
restored image /(x) describes the amplitude of the peak very well, but the noise of g(x) 
is still amplified even though it is not amplified as much as when using (3.9) for 
deblurring. 
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3.6 Summary 
It is possible to reduce the random noise in digital images by averaging a number of 
identical images. The random noise is reduced by a factor of .fii when LNeraging n images. 
The image processing equipment used in this thesis has a facility of performing image 
averagings very quickly, and this facility is used in nearly all applications and tests in the 
thesis. 
The random noise can be used constructively to achieve a higher intensity resolution than 
that of the A/D-converter in the frame grabber. This possibility is not utilized in this 
thesis because the effect will be limited compared to the other types of distortion present. 
It is possible to deblur an image which has been blurred by a known point spread 
function. For several reasons the technique of restoring images for removing spatial 
blurring will not be used in this project. The point spread function is nonlinear with 
respect to light, camera etc., meaning that the restoring filter also depends on these 
factors. Before one can perform restoration it is necessary to determine the actual point 
spread function, which will be very time consuming. For a full 512 by 512 pixels image 
the restoration will be rather time consuming too. Besides the technique is very sensitive 
to the noise of the digital image. This means that the effect of restoration is doubtful in 
this situation where the imaging system is used as light transducer. 
However, situations do exist where the restoration technique is used, for example in 
astronomy for removing blurring of stars -very actual concerning images from the Hubble 
space telescope. The equipment used for such purpose is much better than the equipment 
used in this project. The scientific equipment uses 14 or 16 bit quantization, and is cooled 
by liquid nitrogen. In this way the quantization noise and random noise are reduced 
drastically, and in such situations deblurring gives very good results. 
3. 7 List of Symbols 
E[] Expectational value. 
f(x,y ), F ( w., w
1
) Original picture in spatial and frequency domain, respectively. 
g(x,y), G( wx, w) Degraded image in spatial and frequency domain, respectively. 
h(x;y'), H( wx, w) Blurring function in spatial and frequency domain, respectively. 
m(x',y'), M( wx, w) Restoration function in spatial and frequency domain, respectively. 
n(x,y), N(wx,w) Noise in spatial and frequency domain, respectively. 
n Number of averagings. 
SIT Spectral density of f. 
S
18 
Spectral density of g. 
s18 Cross spectral density beweenf and g. 
S •• Spectral density of noise v. 
( wx, w
1
) Spatial frequencies in horizontal and vertical direction. 
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Chapter 4 
Estimation of Parameters 
4.1 Introduction 
Janus qngbye 
In this thesis two applications are considered. Common for both applications is that one 
or more parameters are to be estimated. Therefore, this chapter concerning the basic 
contents of parameter estimation is contained in this thesis. A complete description of 
the theory will not be given. For further information see /Ljung 1, (87)/, fSOderstrom 46, 
(89) /, /Press 2, (88)/ and /Kirkegamr148, (91)/. 
In the following we will consider the case when, given a set of observations, one wants 
to condense the data by fitting it to a model M that depends on a number of adjustable 
parameters e = { e 1 , e 2 , ••• , em}. Sometimes the model is simply a class of functions such 
as polynomials or sum of Gaussians, and the fit supplies the appropriate coefficients of 
the function. This kind of model is often chosen because it "looks as if it fits to the data", 
e.g. curve fitting. Other times the model comes from some known underlying theory that 
the data are supposed to satisfy, such as theories and laws from physics, economy etc. 
The basic approach in parameter estimation is: Choose or design a merit function which 
evaluates the agreement between the observation set and the model M( e). The merit 
function is normally arranged so that small values represent close agreement. The 
parameters of the model are then adjusted to achieve a minimum of the merit function, 
yielding best-fit parameters tl. The estimation of these parameters is thus a problem of 
minimization in many dimensions. 
The data set used for estimating the parameters e is generated by an unknown system 
S, and can be considered as a single realization of the underlying process which controls 
S. This means that the data set is in general not exact, but is corrupted by measurement 
errors (noise). Thus, the model never exactly fits to the data set, even when the model 
M is identical to the (unknown) system S that has generated the data. The presence of 
noise causes the fitted parameters El to deviate from the true p~rameters e0• One often 
wants to know the accuracy by which the fitted parameters e deviate from the true 
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parameters e0• The accuracy of the parameter estimate can be estimated if the generated 
data set is sufficiently informative. 
Estimation of the best-fit parameters often employs non-linear optimization. This can give 
problems with finding the global minimum, and it is therefore important to take sufficient 
care before accepting an estimate. 
4.2 Properties of Parameter Estimation 
The area of parameter estimation contains many aspects which can be taken into account 
when preparing the estimation. In the following the most commonly used methods of the 
parameter estimation are described, i.e. which parameters are to be estimated and how 
they are estimated. 
4.2.1 Choice of Model 
The parameters e are determined by minimization of a meritfunction which evaluates 
the agreement between M(e) and the data set. The choice of model is an important topic 
of the parameter estimation procedure. The model M can be chosen from two main 
types: 
• Physical models which are constructed from physical laws and general information 
of the system such as load, geometry etc. A set of equations with unknown 
physical parameters is derived from the model. 
• Mathematical models which are established without any reference to the physical 
background. The prime idea is to obtain a flexible model which can accommoda-
te a variety of systems, without looking into their internal structure. An example 
is the family of ARMA-models. 
When choosing the model M it is tempting to include a large number of parameters for 
being able to determine a good approximation to the system S that has generated the 
data set. However, it is dangerous to do so, since an overparameterized model i.e. 
containing several models giving a perfect description of the system, can lead to 
unnecessary numerical difficulties and problems. On the other hand an underparame-
terized model, i.e. a model having too few parameters to describe the systemS, may be 
inaccurate. 
4.2.2 Estimation of the Parameters. 
When the model M is chosen, the merit function is described by a finite dimensional 
vector e. Finding the set of parameters tl which best describes the data set is a problem 
of finding the minimum of M( e). tl is an estimate of the parameter vector e based on 
a data set zN. In this thesis the data set zN is the image or images from which the actual 
parameters are estimated. N is the number of observations in the data, i.e. here N = 5122• 
The data set zN depends on the system S that has generated the data sets and the 
experimental conditions H applied to the system when the data sets were sampled. 
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Given zN and the model M it is possible to estimate the best model M(0). This is 
normally achieved by minimizing a merit function of the form 
1 N 
V Je,z N) = - L /(r1,e,f(r;oe)) N;.t 
(4.1) 
where/(.,.,.) is a scalar measure of the size of the prediction error f(r1 ;e), given by 
E(r,,e) =y(r;) -y(x1;e) (4.2) 
and y(r;e) denotes the prediction of the data y(x;) based on the parameters e. 
4.2.3 Maximum Likelihood Estimation 
One choice of the function/(.,., .) from (4.1) that is the most commonly used is the least 
squares error given by 
(4.3) 
One of the reasons for the popularity of (4.3) is that for linear models in e, it is possible 
to calculate the least squares estimate 0 analytically by solving a set of linear equations. 
For Gaussian noise the least squares estimate is derived from the maximum likelihood 
estimation which actually measures the probability density function of the observations 
y(x
1
) conditioned on the parameter vector e. The likelihood function is given by 
N 1 ( 1 (y(r1) -y(r1;e))
2
) N 1 ( 1 el(r1,El)) 
L(e,A.) = IT - - exp = IT-- exp ----
1. 1 JacA. 2 A. 1· 1 JacA. 2 A. (4.4) 
assuming that E(x1;e) is Gaussian distributed with zero mean and variance A. In other 
words the likelihood function L(e, A.) measures the probability density of the prediction 
errors E(x1;e). Maximum likelihood estimates of e are obtained from maximization of 
logL(e, A.) given by 
N 1 N 1 N logL(El,)..) = --log>.. - ---L el(r1,El} + constant (4.5) 
2 A. 2 N i·t 
This can be written as 
Nr RJe) } logL(e,A.) = -
2
[_ )._ +log). ... constant 
(4.6) 
where 
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(4.7) 
Minimization o_f _(4.6) is done by differentiation of (4.6) with respect to ). and settin 
equal to zero glVlng g 
(4.8) 
and 
(4.9) 
i.e. from (4.8) and (4.9) J. as defined by (4.7) is the maximum of the likelihood function, 
and the estimate of ). is found to be 
(4.10) 
where e is to be replaced by its optimal value 0, which is to be determined. Inserting 
(4.10} into (4.6) gives 
(4.11) 
It. i~ s.e~n from (4.11} th.at_ t?~ maxi_mu~ likelihood estima!e of El is obtained by 
mmuru_zmg Rty(e). !he rrururruzmg P?'~t Will be the estimate El and the value RNf0) is 
th~ estimate J. proVIded that the pred1ct10n errors E(r1;El} are Gaussian distributed white 
n01se. 
4.3 Estimation Methods 
Two main methods exist f~r 7stimating the_ parameters 0. The actual method depends 
on whether the model M 1s lmear or non-hnear in its parameters. In the following the 
methods of finding the parameters 0 are described. 
4.3.1 Linear Models 
The ~odel M(El} can b~ linear !n the parameters El, and in this situation it is possible 
t~ estimate the vector e analytically. An example of a linear model is a polynomium 
gtven by 
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(4.U) 
i.e. even if a model is non-linear in x, it can be linear in its parameters e. Minimization 
of (4.7) implies that the derivative with respect toe is set equal to zero, i.e. 
ksl, ... ,m (4.13) 
For a linear model (4.13) results in a set of m linear equations for the m unknown 
parameters of the vector e. This set of equations can be inverted by a number of 
procedures. However, according to /Press 2 (88) / the standard method used in linear 
parameter estimation is singular value decomposition. 
4.3.2 Non-linear Models 
The model M( e) can be non·linear in e, and in this situation the determination of the 
parameters e is more problematic. An example of a non-linear model is 
(4.14) 
Setting the derivative of a non-linear model with respect to e equal to zero results in m 
non-linear equations with m unknowns. In general it is not possible to solve this set of 
equations analytically, and instead one has to find e by minimizing the least square error 
from (4.7). This can be done in a number of ways, but according to /Press 2, (88)/ and 
fLjung 1, (87)/ the standard optimization method when dealing with non-linear models 
is the Levenberg-Marquardt method. 
4.3.3 Numerical Problems 
The reason why the methods of singular value decomposition and Levenberg-Marquardt 
have become standard methods of linear and non-linear parameter estimation, 
respectively, is that the determination of e can give problems otherwise. This is the case 
if the model is overparameterized, i.e. containing several models M giving a perfect 
description of the system S. An example of an overparameterized model could be 
(4.15) 
where e
1 
and e
3 
are indistinguishable. Another example of an overparameterized model 
can be a function which is the sum of two sub-functions that are very similar. 
If a linear model is overparameterized the equation set becomes singular, and if a non-
linear model is overparameterized the optimization will give problems, because the 
Hessian-matrix used in search for minimum will become nearly singular. The two 
methods singular value decomposition and Levenberg-Marquardt are specially suited for 
dealing with those singularities. 
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4.4 Asymptotic Distribution of Parameters 
The estimation of the parameter e 0 is based on a single data set z N Thi d t · 
d b h 
. o · s a a set IS 
generate y t e systemS With the true parameters eO> which are known onl b M th 
Nat~re, and hid~en from the experimenter. These true parameters ar/s~tis:~r 
reahzed along w1th random measurement errors as the data set z N Thi · 1· b y 
d
'f' al' · f ( . o · s rmp 1es t at 1 ,erent re 1zauons o S 8 0) will result in different data sets z N. z N z N z N N 
Therefore, the estimated values of e, e .. ... e will be sl1'ghtly "di'u 1 ' t 2 ' I3 ' .. ;zk . . • • v • k ueren too. t can be 
shown that the estimates (8 - e*), where e· is the expectational val f ~ 
t t
. G · d' 'b . ue o ~::~, are 
asymp o 1c auss1an IStn uted With zero mean and an asymptotic c · p · ovarJance 9 , I.e. 
(4.16) 
and 
(4.17) 
where C: = Cov(eN) is the covariance matrix with dimension m xm and N is the numbe 
of data m the data set. r 
If the system S can be represented by the model, i.e. S f M, then 
(4.18) 
and on~ may say that S=~(80). If .the system cannot be exactly represented by the 
model,.t.e. s. ~M, ~enM(8 ) can be mterpreted as the best approximation of the system 
S that IS avatlable m the set of models M. 
Howe-;:,er. i~ many situations the experimenter only has a single realization of the data 
set Zo available, and thus .o~e can~ot obtain the statistical properties of the estimated 
parameter :J>· F~rtunately, It 1s poss1ble to estimate the covariance matrix from a single 
data set Z .. Thts happens to be so, because most often the parameter estimation is 
overdeterrruned e.g. t~e numb~r of data points N is much greater than the number of 
parameters M. Accordmg to / L]ung 1 (87) / the asymptotic covariance matrix is estimated 
by 
(4.19) 
where 
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(XEl =-dE(x;,0)l ~dy(x1 ;0)1 1jr •' ) de de .a a-a 
(4.20) 
and 
(4.21) 
Equation (4.19) holds if the prediction errors are Gaussian distributed white noise, and 
experience indicates that ( 4.19) holds even if it isn't Gaussian distributed. It is seen from 
(4.19) and (4.17) that the accuracy of a certain parameter 0k is related to 
• the sensitivity Of the prediction error E(X;. El) with respect tO its parameters. 
• the standard deviation of the residual between model and data. 
• the number of data in the data set. 
These three items must be born in mind when planning the experimental conditions H 
and the model M for obtaining the minimal covariance matrix C. 
The term 
(4.22) 
in equation ( 4.19) is on conditions of independant white noise very similar to the Hessian 
matrix 
(4.23) 
see /Press 2 (88)/. The Hessian matrix is often utilized when performing numerical 
optimization. In this way it is possible to "kill two birds with one stone" when performing 
non-linear parameter estimation, as it is the same matrix used for finding optimum and 
describing the covariance matrix of the estimated parameters. 
4.5 Physical Interpretation of Covariance Matrix 
The covariance matrix C is a symmetric square matrix of dimension m by m, where m is 
the dimension of the parameter vector e. The elements in the diagonal of C = Cii are 
the variances of the parameters in e. and the _elements off the diagonal cij a:e the 
covariances between the different elements of e. If the prediction errors t:(x; ,0) are 
Gaussian distributed, it is possible to calculate confidence limits for the vector 0 from 
the covariance matrix C. For a parameter vector 0 of dimension 2 this is illustrated in 
Figure 4.1. 
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Figure 4.1. Confidence region in 2 dimensions. 
From Figure 4.1_ it is illustrated that the confidence limit of 0 is an ellipsoid in the 
parameter d~mam / P_res_s 2, (88) ( The covariance matrix C form the quadratic equation 
fo: the . confidence lmuts deso:be~ by the ellipsoid. It is possible to calculate the 
onentatwn and shape of the ellipsoid from the covariance matrix. 
Sometimes it_is _u~efu_l to have~ seal~ measure of the size of the covariance-matrix c, 
e.g. when op_tmuzmg m c~~ectwn With simulations on a) the model M, b) the systems, 
c) the expenmental conditiOns H or d) the identification method I used for estimation 
of the parameters. As a scalar measure of C the following invariants are often used 
• The determinant of C = I C I . 
• The trace of C = Lcii. 
• The largest eigenvalue of the covariance matrix C = max A,( C). 
In this t?es~s a si"!ulation of the b~st experimental conditions His performed in chapter 
9. In th1s stmulatwns the deterrrunant I C I is used as a measure of the · _ 
t · Th · h h' a! covanance ma nx. . e reason IS t at t IS se ar measure can be physically interpreted as being 
proport~onal to the area of the confidence ellipsoid, see Figure 4.1. The trace is 
proport10nal to the product of the main axis of the ellipsoid an the largest eigenvalue is 
proportional to the largest main axis. 
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4.6 Test of Parameter Estimation 
A simple test has been performed to verify whether the covariance matrix calculated from 
(4.19) and calculated from a single realization of data set, is a good approximation to the 
covariance of ~ estimated from a number of realizations of the data sets zr. In the test 
a modified version of the subroutine mrqmin() from /Press 2 (88)/ was used to estimate 
~and Cov(~) due to formulae (4.11) and (4.19), respectively. The subroutine is designed 
for non linear estimation and uses the Levenberg-Marquardt optimization method. 
The data sets were generated from S as the sum of two Gaussians + random noise, i.e. 
(
x.-2)
2 
(x -7)
2 
(4.24) 
y(x;) = 5exp- T + 2exp- T + <1>(0;0.001) ; = 1,2, .. 100 A x;=O.H 
and the model M(0) was chosen as 
(4.25) 
In the test 1000 realizations of (4.24) were performed, and for each realization El; was 
estimated. The sample covariance C,. of these estimates was calculated statistically. 
Besides the estimated covariance C.,. was calculated due to formulae (4.19) and (4.17) 
from one single realization. In this case the difference between the elements of the two 
covariance matrices does not exceed 10%. The matrices are shown in appendix 4A to this 
chapter. 
4.7 Summary 
When performing parameter estimation it is important to choose an appropriate model 
M when planning the estimation. Choosing a model with too few parameters gives an 
inaccurate fit of the generated data. On the other hand choosing an overparameterized 
model will cause the parameters to vary significantly. 
It is important to get as many data points as possible as a basis for the parameter 
estimation. The covariance matrix of the estimated data will decrease as the number of 
data points increase. Furthermore, it is important to reduce the random noise of the data 
set, since increasing the noise also will increase the covariance matrix. 
The estimated parameters will normally be Gaussian distributed if a number of 
estimations are performed. However when performing parameter estimation it is possible 
at the same time to estimate the covariance matrix of the parameters from only one set 
of data, provided that the number of data points is much larger than the number of 
parameters. Normally one has to determine a population of estimated parameter set to 
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be able to calculate the sample covariance Th' b 
time consume required to estimate this po.p ul ~:. may e nlvery unpractical because of the 
for analysis. a ton. or 0 Y one data set zN is available 
~:~~.h~~e~:Sf~:~~~~~o: c~=parleidsonanodf the est!mated and the sampled covariance 
· 'I 'ff an estimated covari · 
suru ar. D1 erences between an estimated and 1 d ance matnx are very 
model M chosen can not describe the system ; samh. ph eh covariance matrix occurs if the w tc as generated the dataset. 
4.8 List of Symbols 
H The ~xpe~mental conditions present when the data set is generated 
I Identification method for estimating parameters. . 
M The model chosen for describing the data. 
S The unknown system which generates the data set. 
>:_(xJ Value of data set in the point X;. 
y(~;:f?J) Prediction of y(X;) given the parameters 0 . 
z The data set from which e is estimated. 
fi Error E(x;;0) = y(xJ- y(x;;0). 
0 Parameters of the meritfunction. 
0o True parameters. 
0* Expectation of estimated parameters. 
e Estimated parameters. 
4.9 Appendix 4A: Covariances from Test 
The sampled covariance matrix c,. calculated statistically from 1000 samples 
3.98 3.54 4.42 -3.65 9.84 -10.28 
3.54 3.86 4.99 -4.22 10.50 -10.23 
c,. = l.Oe- 003. 
4.42 4.99 8.65 -6.91 15.53 -13.87 (4.26) 
-3.65 -4.22 -6.91 6.05 12.77 10.90 
9.84 10.50 15.53 - 12.77 31.24 -28.56 
-10.28 -10.23 -13.87 10.90 -28.56 30.44 
where 
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(4.27) 
and 
- 1 N D. (4.28) 
JJ. = - :Eei 
N,A 
The estimated covariance matrix C"' calculated from (4.19) 
4.06 3.69 4.77 -3.93 10.27 -10.71 
3.69 3.99 5.29 -4.48 10.90 -10.69 
4.77 5.29 8.91 -7.17 16.22 -14.76 (4.29) 
c<bl = l.Oe-003 · 
-3.93 -4.48 -7.17 6.24 13.39 11.74 
-10.27 10.90 -16.22 -13.39 32.35 -29.89 
- 10.71 -10.69 -14.76 11.74 -29.89 31.72 
It must be noted that this covariance matrix is only one chosen from the 1000 estimated 
matrices. 
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Chapter 5 
Crack Length Detection by 
Digital Image Processing 
5.1 Introduction 
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As a part of this thesis a system based on digital image processing has been developed 
for measuring the length of a fatigue crack in plain specimens. Fatigue crack measuring 
is an example of an area where digital image processing can relieve human beings from 
a boring and uncomfortable job. · 
The results of this project have been published at "Conference on Experimental 
Mechanics, Copenhagen 1990", and this chapter is a rewritten and expanded presentation 
of the paper. 
The whole project also included the development of a control system for the load frame 
which performs the fatigue loading on the test specimens. The system consisting of load 
frame, image processing equipment and a common control system has applied to a large 
series of fatigue experiments which were a part of the Ph.D-thesis " Analysis and 
Description of High-cycle stochastic Fatigue of Steel" by Lise Gansted, see jGansted 42, 
(91)/. 
5.2 Manual Crack Length Detection 
Fatigue in metals is caused by small cracks growing through the material as the specimen 
is loaded with a cyclic varying load. Each year fatigue failures cause loss of human lives 
and damages amounting to hundreds of million dollar. Therefore research is performed 
all over the world to develop new and better theories for description the initiation and 
growth of fatigue cracks. When evaluating fatigue crack growth models and material 
properties, various standard experiments are performed. It is common for most of these 
experiments that the crack length has to be measured as a function of the number of load 
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cycles applied to the specimen. Various methods exist for crack length detection; visual, 
potential drop, compliance, clip gauge etc. Each method has both advantages and 
disadvantages. 
The compliance method and measuring from clip gauges have been tes~ed in the 
Laboratory of Structural Engineering, University of Aalborg, and the conclusiOn of both 
methods is that they are unprecise. Besides, their use is based on the presence of an a 
priori knowledge about the specimen, which can be difficult to accomplish. 
The visual method is certainly the most general method for 2-D measuring, as it requires 
no a priori knowledge of the test specimen or the loading. In practice, the crack length 
measuring is normally performed by a microscope and a length scale drawn or etched on 
the surface of the specimen. During the fatigue test the loading machine is stopped when 
the fatigue crack is supposed to have grown measurably and the crack le~gth is measured. 
By this method it is possible to measure the crack length at a resoluu~n ~f 0.05 to .0.1 
mm. Everyone, who has tried it, knows that visual crack length measunng IS everything 
but attractive. This is because it is time-consuming and boring, and one often has to work 
in an uncomfortable position. Another disadvantage of the method is that it is not 
objective since twO different persons measuring the same fati~e crack will o.ft~n n.ot get 
identical results. To eliminate these disadvantages, the solution based on d1gttal 1mage 
processing has been developed for crack length measuring. 
5.3 Identical Projects 
By studying the literature it has been found that this is not the first project on measuring 
cracks by using digital image processing. In /Redner, 8 (89)/ and /Batchelor, 7 (83)( twO 
other procedures of measuring crack lengths by digital image processing are descnbed. 
The method described in /Batchelor, 7 (83)/ is a method designed for detecting whether 
any cracks are present, and in case it gives only a very rough estimate of the length. The 
method is based on morphological operations on the digital image of the metal surface. 
The method described in / Redner, 8 (89)/ is designed for measuring the l~ngth ~fa 
fatigue crack in a metal sheet. To achieve a high resolution the cam~ra zooms mto a littl.e 
area of the specimen, and to be able to survey the whole speCimen, the camera IS 
mounted on a sliding rail driven by a step motor. As the crack grows through the 
specimen the camera is moved. 
The method of /Batchelor, 7 (83)/ only gives a rough estimate of the crack length an~ 
is therefore not suited for this project. Contrary the method of /Redner, 8 (89)/ IS 
claimed to be able to measure the fatigue crack with an accuracy of about 0.01 mm, and 
this method could therefore have been used in this project. However, the article 
describing the project of Redner was first released after the completion of the pr~ject 
described in this thesis and thus the two projects have been developed at the same ume. 
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The method utilized by Redner is not identical to that of this. Here the camera is fixed 
and surveys the whole area in which the crack may grow. To achieve a high resolution 
a method for estimating the crack length with sub pixel accuracy has been developed and 
tested. This solution is based on the introduction of parametric models. 
5.4 Equipment Used for Crack Length Measuring 
The computational equipment used for image analysis have already been described in 
chapter 2. An ordinary 80286 based Personal Computer is used for computation. The 
hardware of the image processing equipment consists of a DT2851 high resolution frame 
grabber card. To utilize fast averaging of images and other procedures a DT2858 
Arithmetic Coprocessor card is also installed in the PC. A multiplexer-card DT2859 gives 
the possibility of connecting more cameras to the computer for crack length measuring 
on both sides of the specimen analyzed. All cards come from the firm Data Translation. 
As camera for the system a standard CCD camera is used. For visualizing the digital 
images a monitor is connected to the frame grabber card. The equipment is shown in 
figure 5.1. 
The basic software used in the image processing is a library called IRIS from Data 
Translation. The library consists of a number of routines, which are accessible from user-
written programs. All programs of this project are written in the C-prograrruning language 
(Microsoft C Version 5.0). 
1 1 11 1 1 111 111111 11~ 1 
PC-AT 
Servo valve 
Figure 5.1. Schematic drawing of equipment used in this project. 
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It is possible to store the digital images analyzed on the hard disk of the computer. 
However, a digital image requires a considerable amount of disc space: 262656 bytes. 
During a fatigue test hundreds of images are analyzed and it is in practice impossible to 
store all these images to disk for post-processing. So instead the crack length measuring 
is performed online and no images are stored on hard disc. 
5.5 Additional Equipment 
The fatigue test of the specimen is performed on a load frame. In this project a load 
frame constructed at the Laboratory of Building Technology and Structural Engineering 
is being used. This test machine works with a hydraulic piston controlled by a servo valve, 
and can push/pull at a force of :t 40 kN. The machine is controlled from a Personal 
Computer equipped with a DA/ AD converter. The software used for controlling the 
system is developed by R. Brincker and J. Lyngbye. It is a highspeed system able to 
perform fatigue test with a frequency of 50 hz. The control system is based on a Markov 
algorithm which is described in detail in /Brincker 11, (90)/. The control signal of a 
current load cyclus is based on the amplitude of the previous load cycle. In this way some 
of the nonlinearities in the (hydraulic) system are neglected. Also, the system is adaptive, 
i.e. if a load cyclus is unprecise, the system detects the error and corrects the signal next 
time that load cyclus is performed. By using this principle the errors between the target 
load and the actual load is significantly lower than by traditional control using Pill-
controllers / Brincker 11, (90) / 
The software used for crack length detection is integrated in the control system for the 
load frame. In this way it is possible to perform automated fatigue tests. This has been 
utilized in a series of fatigue tests, described in fGansted 42, (91)/. 
5.6 Crack Length Measuring with Image Processing 
The process of developing the crack length measuring system has involved many attempts 
before a usable solution to the problem was found. When measuring crack lengths with 
digital image processing it is necessary to prepare the surface of the test specimen. 
Several preparation methods have been tested before a reliable technique was found. 
Also several methods of finding the crack and crack tip have been developed and tested 
before a reliable method was found. 
5.6.1 Preparation and Clamping of Specimen 
The area in which the crack is expected to grow, must be polished to a surface roughness 
of about R. = O.l,um which in practice means that the surface is nearly like a mirror. The 
polishing direction is normal to the expected crack growth path to avoid confusion 
between the fatigue crack and tracks from polishing, see figure 5.2. 
During the fatigue test, the test specimen is illuminated by an optic fiber light source at 
an angle of about 30', see figure 5.3. The polished area will reflect the light as a mirror 
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l polishing direction 
Figure 5.2. Test specimen with polished area around crack, and polishing direction. 
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and will ~ppear dark, whereas the lips of the crack will scatter the light and the crack will 
appear hght. 
5.6.2 Detection of Crack Tip 
Even thoug~ the speci~en i~ very carefully polished it contains a number of small surface 
scratches, ptts etc., ':"h~ch rrught erroneous be mistaken with the crack. To eliminate this 
problem the c:ack tip IS found from a processed image which is the result of subtracting 
from a recent unage of the test specimen a previous scanned image. The resulting image 
sh?W~ the. c~ack growt~, whereas most of the scratches and dust are eliminated. This 
pnnctple IS illustrated m figures 5.4-5.6. 
F!gures 5.4 and 5.5 show a 3-dimensional view of two subsets of images of size 40x40 
p!Xels. The subs~ts sho"': the same area scanned at different times, and the difference 
betwee~ the tw? 1mages ~s caused by the crack growth in the meantime. The ground level 
on the Images IS the pohshed surface which appears dark. Besides there are some small 
scratches normal to the crack which originates from the polishing of the specimen. 
Figure 5.6 shows the resulting im.ag~ of subtracting the two images. This resulting image 
show~ t.he crack growth. Fr?m th1s n~age the crack tip position is determined. The only 
remammg elements of the 1mage bestdes the crack tip is random noise. For reducing this 
52 
Janus 4'ngbye 
clamping equipment 
CCD camera 
Figure 5.3. Illumination of test specimen and scattering of light performedd by the crack lips. 
random noise all images in the analysis are scanned by averaging the images 16 times. 
In this way the random noise is reduced by a factor of 4 compared to images with no 
averagings. 
The crack tip position is found by simple thresholding, see JGonzales, 6 (87)/. By this 
threshold technique all pixels in the region surveyed whose values are higher than a 
certain treshold value are identified as being part of the crack. Consequently all pixels 
with values below the thresholding value is considered as belonging to the background. 
Once the crack is isolated it is simple to identify the crack tip position as the outer right 
part of the crack, since the crack is known to grow from left to right. 
The treshold value must be chosen sufficient high to ensure that pixels containing random 
noise are not mixed up with the crack. In this project a threshold value of 4 has turned 
out to work well in practice. 
A disadvantage of the simple tresholding method is that the parts of the crack with light 
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Figure 5.4. 40 x 40 pixel subset showing the crack tip. 
Figure 5.5. 40 x 40 pixel subset showing crack tip after crack growth. 
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Figure 5.6. Resulting image from subtracting to digital images. 
intensity below threshold value will be considere~ as noise. How~ver, in prac~ce this does 
not mean much, and besides the problem is elinunated when usmg the subp!Xel accuracy 
described later. 
5.6.3 Detennining the Crack Length in Physical Units . . . 
When using digital image processing the crack length i~ measured 1~ uruts of p!Xels. ~or 
practical use the crack length must be converted to phys1callength uruts, a~d a subroutme 
bein part of the crack length measuring system has been developed for th1s p~rpose. "!be 
seal: shown in figure 5.7 is glued to the test specimen and is a part of conversiOn routme. 
Figure 5.7. Photograph showing a scale used for transformation from pixels to physical 
length. 
From this scale the resolution and reference zero pain~ of .t~e ~atigue crack .are 
determined. The wide horizontal bar of the scale is used for identification by the routine. 
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The distance between the vertical lines connected with the bar is 1 cm, and from these 
lines the resolution of the image is determined in pixels per cm. The horizontal short bars 
below the wide bar are used for determining the over-all position of the crack tip relative 
to the scale. 
In figure 5.8 an image from a fatigue test is shown. 
- -
. ' 
Figure 5.8. An image showing part of the test specimen with crack and cm scale. 
The image shows a fatigue crack growing from a notch (the hole) towards the right. 
Below the crack the cm scale is mounted. The crack length measuring system detects 
crack lengths from scenes identical to this. 
5.7 Accuracy and Test of the Crack Length Detection 
The resolution of the crack length measuring system depends on the size of the area 
surveyed which again depends on the size of the test specimen. During the development 
of this project the measuring system was tested on the type of specimen as used in 
/Gansted 42, (91)/. On this specific specimen the system is surveying an area of about 
50x50 mm. With a spatial resolution of 512x512 pixels this gives a physical resolution 
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of approximately 1/10 [mm/pixel), i.e. the crack length is measured with a resolution of 
approximately 0.1 mm. 
This resolution must be compared with the resolution obtainable by manual crack length 
measuring, which is approximately 0.05 to 0.1 mm. It is seen that the resolution of the 
automatic crack length measuring is a little rougher than that of manual measuring. 
However, this does not mean that the quality of fatigue tests performed by image 
processing is worse than one performed by human measuring. This is possible because 
the automated crack length measuring gives superior advantages at a number of points; 
• The crack length measuring system is objective, whereas measurings performed 
by humans differ, humans get tired during the test etc. 
• a single crack length measuring with the automated system is much faster than 
a human measuring, i.e. it is practically possible to perform many more 
measurings during a fatigue test. 
This means that the amount and quality available with automated measuring is superior 
to that obtainable with human measuring. 
The values found with the crack length measuring system have been checked by a simple 
test. The value of the system has been compared with the crack length manually 
determined by using a microscope mounted on a sliding rail. On the rail an electronic 
position measuring system with a resolution of 0.01 mm is mounted. The crack lengths 
measured automatically and manually agreed well indicating that the system works well. 
It is possible to increase the resolution of the crack length measuring system in more 
ways; 
• By using better image processing equipment with a higher spatial resolution 
the physical resolution of the crack length can be increased. 
• By mounting the CCD-camera on a sliding rail, which moves as the crack 
grows through the specimen, see fRedner, 8 (89)/. 
These two methods require investment in expensive equipment. Instead of spending more 
money in better equipment a novel method has been developed for obtaining crack 
lengths with sub pixel accuracy. 
5.8 Crack Length Detection Utilizing Parametric Methods 
By introducing parametric methods in the process of estimating the crack length it is 
possible to achieve subpixel accuracy. This means that the position of the crack tip is 
determined with a resolution smaller than one pixel. This is possible if one utilizes all the 
information available in the crack tip region of the digital image. The method described 
above, where the crack tip position is found by simple thresholding only uses a small part 
of the information available. By utilizing the light intensities of the pixels representing 
the crack tip more information is achieved. 
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5.8.1 Characteristic Feature of Crack Tip 
Differe~t features of the crack tip region have been analyzed for finding an appropriate 
?ne. '!'Ius. feature must be ch:rracteristic of the crack tip, i.e. independent of crack length, 
Illummatlon, surface of speCliDen etc. It has been found that the vertical pixel sum of the 
crack tip satisfies this requirement. 
On the digital.imag~ the crack .has a width of about 3-4 pixels in the crack tip region. H 
one sums the mtens1ty of the piXels representing the crack tip one has a measure of the 
total amou.nt ~flight scattered by the crack lips and detected by the camera, i.e. the pixel 
sum L(xJ IS g~ven by 
L(x;) = L J(x;,y.) 
crack wWih 
1 (5.1) 
This summation of light intensities across the crack is illustrated in Figure 5.9. 
Pixelsum 
L(x) 
~ 
t- r-
rh/ 
X 
Crack tip 
• Pixel with high iDimsity 
!I Pixel with medium iDimsity 
0 Pixel with uta « DC81 zero 
intensity 
Figure 5.9. Schematic drawing of crack tip showing how light intensifies are summed across 
the crack width. 
The pixel sum L(xJ has been analyzed for a number of crack tips and it turns out that 
this pixel sum has a characteristic appearance. In figure 5.10 the pixel sums L(x) in the 
crack tip are shown for 5 different crack tips. 
It is seen from Figure 5.10 that far from the crack tip the total amount of light scattered 
by. the crack is more .or less co~tant, whereas a distinct transition wne is identified just 
pr~o: to the crack up. ~e size of the transition zone is about 3-4 pixels wide and 
ongm~tes. from the blumng of .c~ntours described in chapter 2. In the following sections 
attention IS focused on detemunmg the crack length from the pixel sum L(xJ. 
5.8.2 Position of Crack Tip 
In this thesis it is assumed, that ~e cr~ck tip is situated at the position where the pixel 
sum L(~J decreases to zero. Th1s p~mt can be found by extrapolating the linearly 
decreasmg ~on~ of L(xJ, see e.g. th.e piXel sums of figure 5.10. This extrapolation can be 
performed m different ways; here It IS done by fitting an analytical model to the pixel 
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Figure 5.10. Pixelsums L(xJ shown as function of distance measured from crock tip. 
sum, and then determining the zero point of this fitted model. 
This definition of the position of the crack tip can be discussed. From chapter 2 it is 
known that the image processing equipment blurs the light reflected from the crack. In 
this way it is actually the position where the blur stops which is detected, and .n?t ~e real 
crack tip position. This means that the crack is actually sh~rter tha~ the d!gJ.talunage 
indicates. This error could in theory be rectified by detenrung the stre of the_ bl~ and 
then subtract this size from the crack length measured. Howeve_r, this ~rrecuon IS ~ot 
necessary due to the special properties of fatigue and fatigue testm~. !t IS not the prec1se 
position of the crack tip whic~ is sou~ht for in fati~.e test~, but 1t IS the crack growth 
between two successive measunngs. Tins means that 1t IS not Important whether the crack 
length is one or two pixels too long, .as long as t~is error is _constant. Therefore the crack 
tip position determined by curvefittlng to the p!Xel sum will not be corrected. 
5.8.3 Parametric Models 
The position of the crack is determined from a mathem.atical M model appl~ed to the 
pixel sum L(xJ. This model is then fitted to the actual p!Xel sum by cu~e-fittmg. . 
The fitting models shown in figure 5.11 have been tested. ~ey are m the followmg 
denoted ''broken line" model and "smooth line" model, respectively. 
The "broken line" model can be mathematically expressed as a function of the three 
parameters A, B and C 
for 0 <x<A 
for A <x<C 
for C<x 
where x is the distance measured from a point in the crack and 
(5.2) 
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Figure 5.11. Plot of the analytical models ''broken line" and ''smooth line': 
B 
a=--
A-C 
and CfJ {3= C -A 
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(5.3) 
The second mathematical "smooth curve" model can be mathematically described by the 
function 
L(x;A,B,C) = {g ·(1 -e A(.<<l) for O<x< C 
for C<x 
(5.4) 
Due to the assumption that the crack tip is situated where the pixel sum reaches zero, 
the crack tip lies at point C of the two models (5.2) and (5.4) fitted to an actual crack tip. 
5.8.4 Estimation of Parameters 
The variables A, Band C in (5.2) and (5.4) are determined as the coefficients minimizing 
the square error sum V given by 
• 
V(x;;A,B,C) = L W1(x;)·Wz(L(x;))· [L(x;)-l(x;;A,B,C)]2 (5.5) 
i• l 
where L(xJ is the pixel sum atx;, WixJ is a weight function depending onx, Wi L (xJ) 
is a weight function depending on measured data, n is the length of the part of the crack 
tip analyzed and found by thresholding mentioned earlier. 
The two weight functions wl and w2 are included in (5.5) for giving the linearly 
decreasing wne of the pixel sum a high priority. Thus the model fitted is forced to "fit 
well" to the pixel sums of the linearly decreasing wne, where the crack tip is situated. In 
this way the crack length detected is only little affected if other parts of the pixel sum 
L(xJ do not fit well to the model. 
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wl is a function of the form 
(5.6) 
where x
1 
is the pixel number, n is the length of the part of the cra~k tip anal~d, p ~ ~e 
power,p > 0. The weight function W1 gives the last part of the p~el sum_ a high pnonty 
as it is known that the data of the linearly decreasing zone are Situated m the last part 
of the pixel sum L(xJ analyzed. A series of test has been performed with various values 
of the exponent p from (5.6); 0.5, 1.0, 1.5, 2.0 and 3.0. The result of these tests is that a 
value of 1.0 gives the smallest variation in estimated crack lengths for a number of crack 
tips. 
w2 is a function of the form 
(5.7) 
where a is the slope of the data set at x1, and K is the curvature of the data set at x1• The 
weight function W2 has this form as it is known that in the linearly de~reasi~g zone ?f the 
pixel sum the slope a is high and the curvature K is low. In other regwns e1ther a IS low 
and/or K is high. In this way the crack tip region is weighted higher than other parts of 
the crack. As the curvature K(x;) can be zero, W2 is limited to a value of 5.0. 
Figure 5.12 shows the product of the two weight functions W1 and W2 applied to the pixel 
sum of a random crack tip 
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Figure 5.12. Product of the weighting functions W1 and W2 for the pixel sum of an actual 
crock tip. 
It is seen, that the product of the weights is high for the linearly decreasing zone of L(xJ 
and low for other parts of the crack. Tests have shown that use of the two weighing 
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functions gives a better fit of the linear transition zone, resulting in smaller deviation 
(better resolution) of the crack tip lengths. 
The result of fitting the functions (5.2) or (5.4) to the pixel sum L(XJ shown in figure 
5.12 are shown in figure 5.13. 
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Figure 5.13. "Broken line" m odel and "smooth line" model fitted to an actual data set L(xJ. 
The parameters A, B and C of the models are determined by using Nelder & Mead's 
optimization routines from /Press 2, (88)/. The Nelder & Mead optimization method is 
not very fast, but gains in robustness. 
5.8.5 Special Data Sets 
In some situations the pixel sum L(xJ does not have the characteristic look as shown in 
figure 5.10. Sometimes the first part of the crack does not have a nearly constant level, 
but are disturbed, the fitted function will not fit well to the linearly decreasing zone. In 
figure 5.14 a data set for a short crack is shown, which has a decreasing zone at both 
ends. 
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Figure 5.14. Pixel sum L(xJ shown for a very short crack. 
The strange behavior of this curve is due to the preparation of the specim~n. At the start 
of the fatigue analysis it is necessary to make a little reference mark (a white dot) on the 
specimen for telling the system where to start searching for the initiating crack. When 
starting crack length measuring this reference mark is detected as being part of the crack, 
and this is the reason for the strange look of the pixel sum shown in fig 5.14. As the crack 
grows longer this first part of the crack is omitted from the data set analyzed. It can seem 
unnecessary to spend time and effort on this special data set. However because of the 
special properties of fatigue this first part of the crack growth represent a large amount 
of the load cycles of the fatigue test. 
One of the reasons for introducing the weight functions ~ and W2 is this special data set. 
When including these weight functions in the curve fitting the two mathematical models 
do perform good fits to the linearly decreasing zone even for short cracks. 
5.9 Test of the Curvefitting 
For testing whether the curvefitting gives a better resolution, a number of tests has been 
performed. 
5.9.1 Simulated Cracks 
Since it is rather strenuous to perform the measurings on real fatigue cracks, a slightly 
modified version of the program to measure crack lengths has been developed. The A/D 
process, which converts the signal from the CCD-camera to an image, is inverted. This 
means that one gets a negative image of the scene scanned by the camera. In this way 
the test could be performed using e.g. black ink on white paper instead of a light crack 
on a dark back ground. In figure 5.15 the sum of pixels of an artificial "crack" drawn by 
black ink is shown. 
From figure 5.15 it is seen that a linearly decreasing zone of the pixel sum also exists for 
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a "crack" made with ink, and it is concluded that it is realistic to work with a line created 
by ink instead of a real fatigue crack. 
5.9.2 Test of Resolution 
1\vo series of tests, denoted "series Pi.' and "series B" have been performed. 
In test "series Pi.' the "crack" is simulated with an ink-line painted on white paper. 
However it is not possible to measure the length of the ink line with sufficient precision, 
which influences on the test. Therefore, the test "series B" are performed. In this test 
series the crack growth was simulated by translating a black painted rod mounted on a 
sledge. The displacement of the rod is measured with an uncertainty smaller than 1/20 
mm. The results of "series Pi.' are situated in Appendix A of this chapter while the results 
of "series B" are presented in tables 5.1 and 5.2. 
In the two tests the modified version of the measuring system determines the crack length 
by simple thresholding and by curvefitting. Linear regressions are performed on the crack 
lengths estimated with and without curvefitting in relation to the manually measured 
crack length. Once the linear regressions are performed it is possible to calculate the 
standard deviations S1 and s,. of the estimated crack lengths as 
s, = and L.<zi·-zy 
n-2 
(5.8) 
where 1; and Z/ are the estimated crack length estimated without and with curvefitting, 
respectively, and 1; is the crack length determined from linear regression. In figure 5.16 
an example of linear regressions of crack lengths with and without curvefitting is shown. 
It is seen from figure 5.16 that the errors between the estimated crack lengths and the 
length found by linear regression are distributed as random noise around the fitted line. 
In tables 5.1 and 5.2 the processed data from test series B are shown without and with 
curve fitting. 
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Figure 5.16. Line fit of crack length without and with extrapolation. Standard deviations are 
0.456 and 0.322 pixels, respectively. 
Test series Number Std. deviation of Level of 
B of points length in pixels signi-
in set 
SI Sr 
ficance 
Dataset B1 23 0.248 0.141 0.6% 
Dataset B2 146 0.294 0.154 3E-12% 
Dataset B3 74 0.310 0.095 4E-16% 
Dataset B4 60 0.314 0.051 6E-29% 
I Mean I 303 0.298 0.118 2E-49% 
Table 5.1. Test of resolution by curvefitting with "broken line" modeL 
Test series Number Std. deviation of Level of 
B of points length in pixels signi-
in set 
SI SI' 
ficance 
Dataset B1 23 0.248 0.327 not sig. 
Dataset B2 146 0.294 0.267 12.4% 
Dataset B3 74 0.310 0.171 5E-5% 
Dataset B4 60 0.314 0.176 lE-3% 
0.298 0.230 4E-4% 
Table 5.2. Test of resolution by curvefitting with ''smooth curve" model. 
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The significance level mentioned in tables 5.1 and 5.2 denotes the possibility that the 
standard deviation of crack lengths determined by curvefitting is larger than the standard 
deviation obtained by simple thresholding. A small significance level indicates that this 
is rather unlikely and that curvefitting gives better resolution. Normally, accepted values 
of significance level for accepting a hypothesis are 5% or 1%. 
From table 5.1 it is seen that the standard deviations found by curvefitting with "broken 
line" model are significantly smaller than those obtained by simple thresholding. The 
significance levels are all very small. It is also seen that on an average the resolution is 
increased by a factor of 2.5 by determining the crack length with sub pixel accuracy. 
From table 5.2 it is seen that the standard deviations obtained by curvefitting with the 
"smooth curve" function exceed those obained by using the "broken line" function. It can 
also be seen that the resolution is not in general better than that found by simple 
thresholding. 
The conclusion of these tests is that determination of the crack length using sub pixel 
accuracy increases the resolution, and that the "broken line" model is best for describing 
the pixel sum of the crack tip. However, a major problem in utilizing curvefitting 
techniques is that the error function V() (5.5) used for determining the parameters of the 
fitted function, has many local extremes. This makes the optimization very sensitive to 
initial starting point. Changing the initial guess of the parameters fed to the optimization 
routine will cause the estimated crack lengths to vary too. 
5.10 Summary 
With the crack length measuring system developed in this thesis it is possible to perform 
automated fatigue tests and the system has proven its usability in a large series of fatigue 
experiments performed at The Laboratory of Building Technology and Structural 
Engineering. With a further development of robustnes and user interface the system 
could probably facilitate fatigue testings in a number of laboratories around the world. 
The crack length measuring system is flexible and simple, however it requires that the 
area of the crack growth is polished and correctly illuminated. Fulfilment of the latter 
condition can sometimes be difficult because of shadowing from clamping equipment. 
The system determines the crack length from the light reflected by the crack lips. Since 
the crack lips are not affected by loading, illumination etc., it is also concluded that the 
measured crack lengths are independent of these exterior circumstances. 
By using simple thresholding techniques it is possible to determine the crack length with 
a resolution of one pixel. Concerning the test specimens used for fatigue testings at The 
Laboratory of Building Technology and Structural Engineering this resolution is 
satisfactory. 
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Even though the resolution obtainable with this computer based system is not better than 
that of human measurings the use of automated crack length measuring does give better 
quality of the fatigue experiment. This is so because the system is objective and makes 
it practically possible to perform many more crack length measurings. 
However it is even possible to obtain a resolution better than one pixel if utilizing all the 
information present in the image of the crack tip. This is done by introducing paremetric 
methods. This facility denoted sub pixel accuracy has ben thouroghly tested in this thesis. 
Sub pixel accuracy is achieved by fitting the parametric model to the pixels of the crack 
tip. Two different models have been tested, and it has been found that it is possible to 
increase the resolution of the system with a factor of 2.5 compared to simple threshold-
ing. 
However the use of sub pixel accuracy involves numerical optimization. Unfortunately the 
object function to be minimized has several local extremes, which make the estimated 
crack length sensitive to the initial guess of a number of parameters. This is a major 
obstacle for the practical implementation of achiving sub pixel accuracy. 
5.11 List of Symbols 
A, B, C 
L 
U' 
M() 
s 
V 
W() 
Parameters of model M. 
Sum of pixels across crack. 
Estimated crack lengths without and with subpixels accuracy. 
Analytical model fitted to pixel sum. 
Standard deviation. 
Object function. 
Weight function applied to error function. 
5.12 Appendix SA: Results From Test of Parametric Models 
In tables 5.3 and 5.4 the results of testing sub pixel accuracy on the test data from "series 
PI.' is shown. The results are included in this appendix even if the quality of the test is not 
as good as that of "series B". 
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Test series Number Std. deviation of Level of 
A of points length in pixels signi-
in set 
Sr Sr 
ficance 
Dataset A1 23 0.523 0.281 0.32% 
Dataset A2 146 0.603 0.4B9 0.62% 
Dataset A3 74 0.459 0.322 0.15% 
Dataset A4 60 0.6B9 0.635 26.B% 
Dataset A5 12 0.345 0.121 0.13% 
Dataset A6 24 0.447 0.271 1.10% 
Dataset A7 16 0.47B 0.19B 0.11% 
Dataset AB 62 0.55B 0.54B 44.4% 
Table 5.3. Test of resolution with fitting of "broken line" modeL 
Test series Number Std. deviation of Level of 
A of points length in pixels signi-
in set 
SI Sr 
ficance 
Dataset A1 23 0.523 0.3B7 B.B% 
Dataset A2 146 0.603 0.528 5.5% 
Dataset A3 74 0.459 0.381 5.B% 
Dataset A4 60 0.6B9 0.542 3.5% 
Dataset A5 12 0.345 0.169 1.7% 
Dataset A6 24 0.447 0.232 0.2% 
Dataset A7 16 0.47B 0.160 0.01% 
Dataset AB 62 0.55B 0.60B not sig. 
Table 5.4. Test of resolution with fitting of the "smooth curve" modeL 
From tables 5.3 and 5.4 it is seen that in general the resolution is increased by using 
subpixel accuracy. It is also seen that utilizing the 'broken line" model gives better 
resolution than when using the "smooth curve" model. However, the significance levels 
obtained from the test data of "series PI.' are not as small as those obtained from the test 
data "series B". This is caused by the fact that it was not possible to measure the crack 
length of "series PI.' sufficiently precise, for which reason the test "series B" was 
performed. 
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Chapter 6 
Digital Image Processing 
in Strain and Displacement 
Analysis 
6.1 Introduction 
Janus 4mgbye 
The main purpose of this thesis is to determine how in-plane stress/strain fields can be 
measured by using image processing. Several classical and new optical methods do exist, 
and choosing only one of these methods for further development and investigation is 
difficult. In the following the different methods and their applicability for use in 
connection with digital image processing is discussed. 
Since the strain distribution is essential for all aspects of structural design, the method 
must be able to measure strain fields in various materials. Crack tip related phenomena, 
such as fatigue and fracture mechanics of steel and concrete have been investigated in 
several projects here at the Department of Building Technology and Structural 
Engineering. Therefore, one of the requirements to the methods is that they must be able 
to measure the strain and/ or the displacement field around crack tips. 
6.2 Application of Digital Image Processing in Optical Methods 
The natural group of strain analysis methods for digital image analysis is the optical 
methods where the reflected/transmitted light from an illuminated specimen carries some 
information about the geometrical deformation. The most well known classical optical 
methods are photo-elasticity, moire interferometry and laser speckle, which will be 
described later in this chapter. The other relevant group of "optical" methods are the 
socalled new pure digital methods which will also be described later in this chapter. 
One may ask in which way digital image processing can be applied to optical methods. 
By studying relevant journals and conference proceedings different trends can be seen. 
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The general trend is that digital image analysis is applied increasingly to experimental 
mechanics. The very first articles introducing digital image analysis appeared in 1982 
/Peters 37, (82)/, /Voloshin 38, (83)/. In 1990 nearly all articles concerning optical 
methods used digital image analysis in some way or another, except articles from Eastern 
Europe, USSR, China and other countries where the access to computers is limited. 
Another trend is the way image processing is used in strain/stress analysis. Recently, the 
classic optical methods have been automated and refined by use of digital image analysis, 
which for example can be seen in several articles from /SEM 28, (88)/. An old maestro 
in optical stress analysis here writes that "the introduction of digital image analysis 
technique in photomechanics laboratory is revolutionizing, in very basic ways, the manner in 
which we perform stress, strain and displacement analysis" /Burger 27, (88)/. In the same 
article he also complains that "Notably absent has been the introduction of completely new 
techniques made possible by the on-line use of imaging systems". 
However the answer to this complaint is currently appearing. New pure digital methods 
based entirely on digital image analysis are being developed and investigated. This trend 
can eg. be seen from several articles in the proceedings of the 1990 PCSA-conference 
/PCSA 29, (90)/. In a later section of this chapter the principles of these new methods 
are outlined. 
6.3 Application of Digital Image Processing in Classical Methods 
Most of the classical methods utilize light interference phenomena which results in a 
fringe-like pattern by applying different optical processes to the light reflected/ 
transmitted from the specimen. This pattern is often projected onto a screen or a 
photograph for further analysis. The classic methods have only gained limited practical 
use, mainly because the preparation of test specimen and analysis of fringe pattern is very 
time consuming. 
The fringe pattern consists of dark and light zones from which information about the 
deformation can be extracted. In figure 6.1 examples are shown of fringe patterns 
originating from photoelasticity and moire analysis. Each fringe of figure 6.1 typically 
represent a zone with constant strain difference (photoelasticity) or displacement (moire). 
During the analysis of these fringe patterns the position, shape and order of the fringes 
are determined. Together with some a priori knowledge of the load, geometry and testing 
conditions of the specimen it is possible to derive the attempted stress or strain field. In 
the classic optical methods the analysis of a continuous stress/strain field is hereby 
reduced into a job of counting and locating fringes - a job that is well suited for computer 
aid. 
6.3.1 Image Enhancement 
The analysis of the fringe pattern by classical methods is rather time consuming since all 
fringes must be obtained manually. Besides the analysis involves subjective location of the 
often unsharp fringes. Digital image analysis has been brought into this process by image 
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Figure 6.1 Resulting fringe pattern from a) photoelasticity and b) Moire interferometry 
/Dally 31, (65)/ and /SEM 29, (90)/ 
enhancement. 
Image enhancement is a commonly used name for an operation which ~akes an im~ge 
or parts of an image easier to interpret for the human eye. When apphed to classtcal 
optical methods the following has been used /Burger 27, (88)/; 
Contrast enhancement 
Fringe sharpening 
Fringe shrinking (skeletonizing) 
Contrast enhancement is an operation, where all pixels ha~g an i~tensity betwee~ light 
or dark fringes are truncated, i.e. the question whether an gtven pomt belongs to hght or 
dark fringe is eliminated. . 
Fringe sharpening sharpens the boundary. of ~he frin~es wh~ch can be unsharp: Tins 
operation can often be performed by combmatwns of lmear f!lt~rs and .thresholdt~g. 
Fringe shrinking extracts the centerline of the fringes. Often one ts only '?~erested m _the 
centerline of the fringes, and they can be derived by the socalled skeletomzmg operatiOn. 
These 3 items are commonly used operations in digital image processing. A lot of 
methods do exist, and the operations can often be performed quite simply. For further 
information about these image processing routines, see for example /Gonzales 6, (87)/. 
In Figure 6.2 an example of fringe sharpening and fringe shrinking applied to photo-
elasticity is shown. 
Even though it looks at first as if these routines replace the subjective j?dgements of ~he 
experimenter by an objective computer this is not true!. The a~tual Image pro:essmg 
routines rely on the programmer's implementation and user supp!ted parameters; t.e. the 
Digital Image Processing in Stroin and Displacement Analysis 
~ ·· ~ .. ... : , , 
''?''' 
L:.:.:-. ..i 
71 
. j, 
. \ 
/ 
Figure 6.2 Example of applying digital image processing to photo elastic fringes /Corker 41, 
(1990)/. 
objectiveness of image processing is an illusion. Besides these digital operations applied 
to the fringe pattern provide no new information of the deformation, it only reduces the 
human work in the derivation of fringes. 
6.3.2 New Information 
Digital image processing has also been used in the classical optical methods for obtaining 
new information from the fringe pattern, /Burger 27, (88)/; 
Interpolation between fringes 
Fringe multiplication 
Interpolation between fringes: The light intensity of the fringe pattern is actually 
continuous, but due to the nature of human eye, humans can only detect the zones of 
minima and maxima of the light, which make up the fringes. Due to this limitation these 
optical analyses are normally only based on the fringes, and the stress in areas between 
fringes is found by interpolation. By image analysis it is possible to extract information 
from the zone "between fringes" by measuring the light intensity in these areas. 
Fringe multiplication is originally an optical process used to create half order fringes in 
areas where the distance between fringes is large. Here the process is performed by 
digital image processing. 
This extra information provided by these two operations can be included in the optical 
analysis and give new information of the stresses between fringes. In this way the digital 
image analysis combined with classical optical methods can give better results than 
manual analysis. 
6.3.3 Applicability of Digital Image Analysis with Classic Methods 
As mentioned above the use of image analysis might give new information and more 
accurate information when applied to classical optical methods. However, the main 
advantage is the automatization of some parts of the cumbersome manual analysis 
process. The analysis always requires some prior information about the load and 
specimen, which are difficult to implement into an automatized analysis. Therefore digital 
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image processing can only be a helping tool and the analysis must be performed 
interactively with the user. 
There are diverging opinions about the future for the classic optical methods. Some 
authors declare these optical methods dead /Marwitz 36, (90)/, while others predict a 
renaissance based on the introduction of digital image processing /Burger 35, (87) /. The 
overall impression of applying image analysis to classic methods is that it is just an 
automation of already known but cumbersome processes which does not introduce new 
measurement methods. 
One of the practical limitation of using optical methods is that they do require expensive 
optical equipment and accessories, the equipment must be carefully maintained and 
calibrated, and it must be operated by specialists. 
6.4 Pure Digital Methods of Displacement/Strain Analysis 
As mentioned in the introduction several pure digital methods have been introduced 
recent years. In the pure digital methods the light reflected/transmitted from the 
specimen analysed is not modified by any filters. The whole analysis is performed in the 
memory of a computer. Many of the new methods are nearly identical and differ only in 
detail. The methods have not adopted official names yet, except grid methods and Digital 
Correlation Method (DCM). Further a new method is developed in this thesis, and it is 
denoted Direct Parametric Method (DPM). An outline of these three methods is given 
in the following sections. 
The digital methods have both disadvantages and advantages compared to the classical 
methods. With the equipment used in this thesis they have less sensibility than the 
classical methods, i.e. they cannot measure small strains. But they gain in the possibility 
of measuring large strains, measure on real engineering materials, taking non-contact 
measurements, measuring in hot or corrosive environments (everywhere a CCD-camera 
can be used for observing) microscope images etc. 
These new methods typically work by painting a pattern on the specimen analysed. Two 
images of the specimen are scanned; one in undeformed state and one in deformed state. 
In the analysis it is determined from the two images how the elements of the pattern 
move. 
6.4.1 Direct Parametric Method 
The method is based on an idea derived during this Ph.D work. The technique of the 
method is quite simple but has not (to our knowledge) been applied to digital strain 
analysis before. 
In contrast to most other digital methods the DPM-method is parametric. This means 
that as result it does not give the whole strain or displacement field of the test specimen, 
but reduces to a few parameters. These parameters depend on the model chosen and can 
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e.g. be the overall strain components, displacements of a continuous specimen or the 
stress intensity factors of a cracked specimen. The method is more thoroughly described 
in chapter 8. 
6.4.2 Digital Correlation Method 
The Digital Correlation Method (DCM) presented by M.ASutton et al. is certainly the 
one, which has gained most widespread practical use. It is also the oldest pure digital 
method and a lot of papers have been presented since 1983. These articles describe the 
development of the method and applications of the method to different kinds of 
problems. The references /Sutton 12-15, 21-23, (85-91)/ are only a fraction of the 
published papers. 
The method is nonparametric and the result from analysis is the displacement field of the 
specimen analysed. It has been decided to investigate the DCM-method further in this 
project. The reason is that the method is a counterpart of the parametric DPM-method 
also investigated in this project. The DCM-method is discussed further in chapter 7. 
6.4.3 Grid Methods 
Grid methods is the name of a relatively large group of methods which has the common 
outline that the specimen analyzed is given a pattern consisting of regular spots on a 
contrast colour background. Shown in figure 6.3 is an example of such a pattern. 
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Figure 6.3 Example of spot pattern used in grid methods (from /Fail 39, (90)/). 
The principle of the methods are different variations over the theme: 
scan an image of the specimen before and after deformation. 
isolate the spots ofundeformed and deformed image by simple thresholding. 
calculate the gravity points of the threshold spots. 
determine the displacements of these spots on the basis of gravity point 
motion. 
calculate the strain by numerical differentiation. 
Some of the variations are: 
the spot pattern can vary with respect to colour and size, number and shape 
of spots. 
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sometimes the orientations of the spots which deform into ellipsis are used. 
strains are calculated by various advanced numerical differentiation methods. 
The grid methods are most often nonparametric as no models for the spot displacements 
are included. In fSirkis 33, (90)/ a thorough description of grid methods is outlined. A 
number of different spot patterns and spot sizes is tested, and the author concludes that 
for strain measuring the sensitivity of grid methods is limited to 240p. The main error 
source of this poor result erases from the numerical differentiation of displacements. The 
standard deviation of the spot displacement is approximately 0.02 pixels. 
The main reason for the poor result is that these methods only uses a small part of the 
information in the picture. In the processes mentioned above one uses only the 
information of the threshold spots and circumvents the information of the background 
which occupy most of image. 
A variant of the grid methods exists and is mentioned here for completeness. For further 
reading see jBremand 32, (90)/. The test specimen is given a regular grid and the strain 
components are determined from the Fourier transformed of the undefonned ~d 
deformed image. The strain components are the frequency changes of the first harmomc 
between undeformed and deformed image. The accuracy of the method is stated as 
approximately lOOp. 
6.5 Summary 
Given above is a brief summary of the potential applications of digital image analysis in 
experimental stress analysis. In this project it has been chosen to deal with pure digital 
methods, mainly because the classical methods are very well described and ~nvestigated, 
and the introduction of digital image analysis only gives limited new informatiOn. Besides, 
one will always be limited by the methods themselves, and furthermore the classical 
methods require lot of expensive equipment. 
Pure digital methods are dealt with, because they are relatively new with potential for 
improvements, since better electronic and computational equipment is being developed 
and getting within economical reach. There is also a potential for improvement of the 
methods since they are new and have not evolved towards the best methods yet. 
In this project a new method inspired by R. Brincker will be investigated and developed. 
For comparison the DCM-method developed by M.A.Sutton will also be analysed. The 
reason is that this is the most flexible of the new methods, it is the oldest and best 
investigated, and have been used in practice. 
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6.6 Appendix 6A: Classical Optical Methods 
In the following appendices the most commonly used classical methods are outlined with 
respect to usability with digital image analysis. 
6.6.1 Photoelastic Methods 
Photoelasticity is the oldest optical method, and a lot of literature exist on this topic. The 
method has been used at The University of Aalborg until 1988. It is possible to analyse 
stresses on 2 and 3 dimensional models even though the latter is very cumbersome. The 
use of photoelasticity requires expensive equipment and intensive training. Here the 
method is outlined, for a detailed discussion see for example /Dally (31), 65/ . 
Photoelasticity is based on the occurrence of birefringent materials, which alter optical 
properties when they are strained. These materials are transparent and typically consist 
of epoxy. When analyzing a structure an epoxy model is made, and if appropriate it is 
scaled to a suitable size. This model is strained and illuminated with linear and circular 
polarized light, respectively. By combinations of filters applied to the transmitted light of 
the epoxy model two kinds of fringe patterns appear, the socalled isochromatic and 
isoklinic fringes. From these fringe patterns the stress field of the specimen can be 
determined. 
The photoelastic analysis of the model can only be performed on stresses belonging to 
the linear part of the stress-strain curve, where photoelastic material and steel behave 
nearly identically. Nowadays such linear analysis can be performed much easier by Finite 
Element analysis. It must be emphasized that photoelasticity is one of very few 
experimental methods of determining strain fields. 
Relatively many articles on the use of photoelasticity are still being .presented. Many of 
these articles deal with photoelasticity combined with digital image analysis. 
One of the problems of using digital image analysis is that the fringes can be very small 
near singular points. It means that the computer cannot distinguish the different fringes 
from each other. Instead they will be detected as one fringe, because they as seen by the 
CCD-camera touch each other. 
6.6.2 Moirt! Methods 
Two variants of Moire methods exist; Geometric Moire and Moire interferometry. Both 
methods utilize the Moire phenomenon but their sensitivity and practical implemention 
differ. The Moire phenomenon produces a visual pattern originating from constructive 
and destructive superposition of two regular grids. These grids normally consist of parallel 
lines, printed or photograped on the surface of the specimen analyzed. 
The Moire pattern is constructed in two ways; 1) by double exposure of a film with 
images of the specimen in undeforrned and deformed states or 2) by placing a reference 
grating on a transparent plate in front of the specimen. 
The Moire pattern is a pattern consisting of black and white lines. Each line is in fact a 
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contour with constant u- or v-displacements. It is only possible to obtain either u- or v-
displacements in one experiment, why a total analysis must be performed at two rates. 
The strain field is obtained by numerical differentiation of the displacement field. 
The sensitivity of geometric Moir~ is limited to measure strains greater than 1000pstrain, 
while it is possible to measure strains down to 25pstrain by the Moir~ interferometry 
/SEM 34, (87)/. The difference is due to the fact that the density o~ the gri? obtainab~e 
with the interferometry method is much higher than that of geometncal Morr~. The gnd 
of the interferometry method is made by utilizing lasers, which are also used for 
constructing the moire pattern. 
The image processing procedures necessary to analyze Moir~ patterns will be very 
identical to that of the photoelasticity, since the patterns are rather identical. The 
problem consists of separating the lines, when they are very close. 
6.6.3 Other Optical Methods 
Other optical methods exist and are mentioned here for completeness 
Laser Speckle 
Holographic Methods 
Brittle coating 
Common for these methods is that they produce some kind of pattern which represents 
the displacement field and/or strain field of the specimen. For a thourogh d.escriptio~ of 
the methods, see /SEM 34, (87)/. It will be possible to automate the relative labonous 
manual analysis with digital image processing methods. Currently papers dealing with this 
topic are being published. 
6.6.4 SPATE 
SPATE (Stress Pattern Analysis by Thermal Emission) is. a relatively new method. of 
stress analysis. The method is based on the fact that a specunen exposed to defo~atlon 
radiates infrared (IR) light. This heat is detected by an infrared sensor, from which the 
stresses can be derived. 
Under adiabatic conditions, i.e. the stress variation is of so short duration of that heat 
loss can be neglected, it can be shown from thermodynamics and the theory of elasticity 
that for an isotropica! elastic continuum the change in temperature is 
where a is the thermal expariSion coefficient 
p is the density 
CP is the specific heat capacity at constant pressure 
T is the absolute temperature 
6.a1, 6.a21 6.a3 is the change in principal stresses. 
(6.1) 
For steel the ratio a/(PCp) is equal to 3.7·10'12 (N/mm2)'\ why the temperature changes 
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are very small, and the IR-equipment must be very sensitive. 
When operating the equipment the specimen tested is exposed to a cyclic load for 
satisfying the requirement of adiabatic conditions. During the measurement the infrared 
light is scanned into an array of typically 128 x 128 pixels, where each pixel is represented 
by 8 bits. 
It is possible to detect stress changes down to app. 1 N/mrn2, and the equipment can 
measure on a variety of metals and other structural materials. The preparation of the test 
specimen is limited to painting with dull black paint. However the test equipment is yet 
very expensive, and the duration of one measuring is rather long, about 1 hour /Stanley 
45, (87)/. 
The equipment is assumed to gain widespread use due to its simple functioning and the 
easy preparation of test specimen surface. In future it is expected that the resolution and 
sensitivity of the equipment will be reduced as is the case with all other electronic 
equipment. For several reasons this equipment is beyond the scope of this project and 
is only mentioned for completeness. 
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Chapter 7 
Digital Correlation Method 
for Determination of Displacements 
7.1 Introduction 
The field of determining displacements and strains is not a new application to digital 
image analysis. As described in the previous chapter a numb.er of ~ethods have .been 
mentioned in the literature for this purpose. One of the most mterestrng methods 1s the 
Digital Correlation Method (DCM) which h~ve been d~scri~ed and applied. in 
engineering mechanics by prof. M.ASutton and his staff at Uruvers1ty of South Carolina, 
USA. A large number of papers about the method and its applications have been 
published during the last 10 years, and the references /Sut~on 12-15, 2~-~· (85-91)/ ~e 
only a fraction of the total amount of papers. The method IS a purely dJgttal method, 1.~. 
it does not involve any kind of optical filter, special illumination, etc. Further the analys1s 
method is nonparametric, i.e. it requires no use of any mathematical models. Here the 
scopes of the method will be described. 
7.2 Historical Aspects 
The DCM-method has evolved from the optical method which has been in use for the 
last 30 years. Laser speckle interferometry is an optical method for measuring 
deformations of plane sheets by using the special coherence properties of the light from 
lasers. 
Laser speckle is the type of pattern arising when directing the light of a laser against a 
nearly plane sheet. Because of the roughness of the surface + coherence of the laser, the 
light spot will for an viewer look as a blinking random pattern because of destruc-
tive/constructive interference of the reflecting light hitting the eye. The blinking is caused 
by movement of the eye, (the pattern will not blink if the eyes are held fixed) and the 
pattern is unique for the surface, i.e. it will follow the surface even if it is translated or 
deformed. 
The properties of the laser speckle are utilized for determining the displacement field of 
the surface. By double exposure of a film with images of the surface before and after 
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deformation of the specimen the deformation field can be determinated. On the double 
exposed film there will be a pattern constructed by constructive/destructive interference 
of the speckle pattern. By analyzing the pattern the displacement field can be calculated. 
However this analysis is rather time consuming. 
The idea of the DCM-method has evolved from this technique. The double exposure of 
a film plus subsequent manual analysis is here taken over by direct analysis of the two 
digital images sampled before and after deformation. The very first papers describing the 
DCM-method involve laser speckle patterns, see / Peters 9, (82)/. However, the authors 
quickly found out that white light speckle is better and more easy to use. A white light 
speckle is constructed by spraying a lot of black spots on the white painted surface of the 
specimen analyzed. 
The fie ld of laser speckle has not been outperformed by the DCM-method since the two 
methods have different advantages and disadvantages. The sensitivity of optical laser 
speckle methods is larger (i.e. can measure smaller displacements) than the methods 
based on digital image processing, which au contraire can measure large strains, where 
laser speckle methods fail, see /SEM 34, (87) / . The laser speckle methods involve a lot 
of expensive optical equipment, and the data processing requires many subprocesses such 
as developing of films, illumination of the film for obtaining patterns from which the 
displacement is calculated etc. The digital image processing can be performed nearly on-
line, far from dark-rooms etc., and the price of the digital image processing equipment 
is decreasing as all other types of computational equipment nowadays. 
7.3 Applications of the DCM-Method 
The DCM-technique has been used for a number of practical applications. The method 
is not able to measure very small strains, but it gains at large deformations which are 
actual in some specific situations, and it requires no a priori information about the 
deformation field analyzed. Different applications of the method are listed below: 
• investigation of the crack tip parameters: The DCM-method has been used for 
determining the displacement field around crack tips for evaluating the ability of 
the predicted singular strain field. This was done by analysis of the J-integral 
/Rice 24, (68) / applied to the calculated displacement field. Besides, the method 
has been used for determining stress intensity factors K1 of various specimens 
/McNeil 21, (87)/ by analyzing the crack tip displacement field. 
• measuring of strains in paper: for obtaining mechanical properties of paper, such 
as stress-strain relations. These relations are used in the manufacture process of 
paper / Sutton 13, 88/ . 
• measuring at elevated temperatures: It is not necessary to be in contact with the 
specimen analyzed. This gives the possibility of analyzing test specimens in 
environment chambers. Inside this environment chamber there may be high 
temperatures, aggressive gases etc. The only requirement is that the speckle 
pattern of the surface must be able to resist the analysis /Sutton 43, (90) /. 
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• measuring of strain in muscle fibres: The pattern resulting from the mosaic of 
fibres in a muscle is analyzed for determining the stain of a muscle. No other 
types of transducers can be mounted on a fresh muscle used in research test 
/Peters 22, 8!3/. 
• besides the method has been tested on a simple rectangular specimen subjected 
to uniaxial stress in connection with tests and evaluation of improvements. 
Other applications possible; very small specimen on which strain gauges and displacement 
transducers cannot be mounted. If it is possible to visualize the specimen by macro-lenses 
or microscope the analysis can be performed. 
7.4 Description of the DCM-Method 
The DCM-method is nonparametric because no mathematical model is used for 
describing the deformation of the whole image. Instead the displacement vector for a 
number of (overlapping) subsets of the undeformed image is determined. The method 
has been developed during the last ten years, and a lot of combinations of subprocedures 
and adjustable parameters have been tested according to the large number of papers 
published. The main items of the method are described below. 
7.4.1 Digital Image Correlation 
A number of subsets in the undeformed image is selected, and the geometrical 
parameters which best map an undeformed subset into a subset in the deformed image 
are determined. As a measure of the similarity between the undeformed and deformed 
subset the cross correlation is used, given by the function 
c(x.y;u,v, cu' cu' av' av) = 1 - r: l(x,y) * I'(x ',y ') (7.1) 
at ~ at ~ /(:E/(x,y)2 • :EI'(x ',y ')2) 
where l(x,y) is the grey level at coordinate (x,y) of the undeformed image and l'(x',y') is 
the grey level of the deformed image at (x',y'). (i,y) is the coordinate of the centre of 
the subset. The definition of the cross correlation in (7.1) is due to M.A Sutton and is 
not equal to the normal definition of cross correlation. 
The coordinates (x',y') and (x,y) are related by the transformation 
x' = u+(l+cu)x+cuy 
at ~ 
y ' = v+ avx+(l+av)y 
at ~ 
(7:1.) 
The summations of (7.1) are performed over the areas of the subsets in undeformed and 
deformed image. In Figure 7.1 the location and deformation of the subsets are illustrated. 
A more thorough description of the mathematic formulation of the method is described 
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Figure 7.1. Location of subsets in undeformed and deformed images. 
in appendix 7A to this chapter. 
7.4:1. Measure of Similarity 
In most of the papers describing the DCM-method digital crosscorrelation is used to 
measure the similarity between the transformed undeformed subset and the deformed 
subset. This measure of similarity has traditionally been used in image processing. Two 
other commonly used measures of similarity in general are the least square error (LSE) 
and the least absolute deviation (LAD). 
Advantage of digital correlation as a measure is that; 
• the correlation given by (7.1) is limited by 0 s C s 2, where a value of 0 
indicates perfect similarity. This facility makes it more easy to perform the 
. optimization of displacement parameters (u, v, u,., u,,, v,., v, ). 
Dtsadvantages of the measure are 
• the method requires more calculations than other methods. 
• no statistical methods have been developed, which makes it possible to estimate 
covariances of the estimated displacement parameters (u, v, u,., u,,, v ,., v, ). 
The measure of similarity by least square error is given by 
CLSE(x,y;u,v, :. :• : . :J z L L: (I (x,y) - J'(x',y'))2 (7.3) 
and is developed from the maximum likelihood method, see chapter 4. The measure is 
traditionally used for parameter estimation in most other situations. Advantages of the 
measure are; 
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• the mathematical and statistical properties of the method are very thoroughly 
analyzed and developed. The traditional statistical methods and descriptions can 
be applied to parameters estimated using this similarity measure. This means 
among other things that the estimated covarians matrix of the parameters can be 
calculated rather simply. 
Disadvantages of the method are; 
• the square error is not limited to an interval, but can assume all values, meaning 
that finding the optimal parameters can be more difficult. 
• if the conditions for applying the statistical methods to the parameters do not 
hold, the estimated covariance matrix will be wrong. 
Finally it is possible to measure similarity by least absolute deviation given by 
(7.4) 
The measure is most often used in connection with robust estimation techniques, see 
/Press 2, (88) f. Robust estimation means that the estimation is less sensitive to departures 
from the idealized assumption for which the method is developed - compared to other 
methods as for example LSE. Advantages of the measure are; 
• calculating the absolute deviation requires fewer calculations than other methods, 
i.e. the method is fast. 
• the method is robust. 
Disadvantages of least absolute deviation is; 
• no traditional statistical methods have yet been applied to the estimated 
parameters determined by using least absolute deviation. 
• the numerical optimization of (7.4) may be difficult due its non-smooth nature. 
The final choice of similarity measure depends on one's needs and must be a compromise 
based on the items outlined above. 
7.5 Interpolation between Sampling Points 
For transformation of (x,y) into (x',y'), cf. formula (7.2), the coordinate (x',y') will 
normally not be integer values. It is therefore necessary to perform an interpolation 
between the neighbouring sampling points for obtaining the light intensity of I'(x',y'). 
Several methods of interpolation exist, and Prof. M.A. Sutton and his staff has spend 
much effort on investigating the effect of using different methods. In figure 7.1 three 
examples of interpolation methods are illustrated. 
The three most commonly used methods according to the literature, i.e. /Gonzalez 6, 
(87)/, are the nearest neighbour, bilinear and bicubic spline interpolation. 
7.5.1 Nearest Neighbour Interpolation 
It may be discussed whether the nearest neighbour interpolation really is an interpolation 
method or not. In any case this interpolation method is not used because it is difficult to 
combine with numerical optimization due to its discontinuous nature. In figure 7.2a an 
8 x 8 subset of an image is represented by nearest neighbour interpolation. 
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Figure 7.2 Illustrution of three commonly used interpolation methods a) nMI'f!St neighbour 
interpolation, b) bilinear interpolation, c) cubic spline interpolation, /Bruck 14, (91)/. 
7.5.2 Bilinear Interpolation 
When representing the pixel intensities by bilinear interpolation the image surface is 
continuous but not differentiable, see figure 7.2b. The method of bilinear interpolation 
is shown in Figure 7.3 
1'(0,0) 
Figure 7.3. The method of bilinear interpolation. 
The light intensity determined by bilinear interpolation only depends on the 4 
neighbouring sampling points and is given by 
I'(x'JI') = ax"+by"+cx"y"+d (7.5) 
and where a, b, c and d are given by 
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a = I'(x ' + l,y ') - I'(x ',y ') 
b = /'(x',y'+l) - J'(x',y') (7.6) 
c = J'(x'+l,y'+l) + J'(x',y') + J'(x ',y'+l) + J'(r'+l,y') 
d = J'(x',y') 
where (x;y') and (x",y") are integer and fractional parts of (x ",y') respectively. 
7.5.3 Bicubic Spline Interpolation . . 
Interpolation by use of bicubic splines gives a smooth continuous surface, ~th conunuous 
first and second derivative, see /Press 2, (88)/. The grey level of the gnd around each 
sampling point is approximated by a third order polynomiurn, i.e. 
3 3 
I'(x",y") = L }:a,..(x"-x'Y'(y" -y' )" (7.7) 
m • O n•O 
The coefficient matrix a, (which is actually a set of 4 x 4 matrices, one for each sampling 
grid of the subset), is calculated from a number of equations derived from the light 
intensities of the subset. For further details about this topic see /de Boor 20, (62)/ or 
/Press 2, (88)/. 
7.5.4 Discussion 
Using bicubic splines it is possible to obtain a m~re preci~e interpola?~n ~an when using 
bilinear interpolation. However, because of spaual blurnng. of the dJgttal. !IDage, the fir~t 
and second derivative of images are rather small, mearung that the Improvement m 
accuracy is limited. The interpolation methods have been investigated ~y /B~ck 14, (8~)/ 
and fSutton 25, (90)/, who concludes that the increase in calculall~". t!IDe .by usmg 
bicubic splines instead of bilinear interpolation is not balanced by sufficiently mcreased 
accuracy. 
Numerous other methods of interpolation exist as bicubic or higher order interpola~ion 
exist. However the two methods mentioned above is considered being the most effioent 
when considering calculation time and accuracy. 
7.6 Determination of Optimal Parameters 
The parameters (u, v, u , u , v , v ) which gives the best match of undeformed subset 
into the deformed subs:t ~~ f:Unci'by minimizing the similarity measure given by (7.1), 
(7.3) and (7.4). A number of optimization method can be used, but according ~oJSutt~n 
12, (85) f, who has tested more of those, it is very difficult to ~n~ the global ~~urn m 
the six-dimensional solution-space. The result is that the vanatJOn of the denvauve (u_. 
u , v , v ) will be large. Besides, it is very time consuming to perform optimization of 
'ali1six" vari'ables, so for practical use, the derivatives are set equal to zero, and only the 
displacements (u,v) of the undeformed subsets are estimated. 
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7.7 Calculation of Strain Fields 
For most engineering applications one is mostly interested in the strain field of a 
specimen, not the displacement field. As mentioned the DCM-method is a non 
parametric method meaning that the displacement field is given as a number of estimated 
displacement vectors ({),0). The strain field can be calculated by numerically differentiat-
ing the displacement field. However, because of random deviations of the estimated 
displacement values this strain field will be very noisy. A special blurring-technique which 
suppresses the noise has been used for calculating the strain field directly, see / Sutton 23, 
91/. Another and more often used method is to fit an analytical and parametric model 
M' to the estimated displacement field, and then differentiate this fitted model for 
obtaining the strain field. 
7.8 Optimal White Light Speckle Pattern 
Only little attention has been given to investigate which type of speckle pattern gives the 
best basis for calculating the displacement field. The speckle pattern is characterized by 
its degree of randomness and speckle size distribution. The only information found about 
this topic is a note telling that the optimal speckle pattern seems to have a black spot size 
of 3 pixels /Sutton 44, (89)/. Since the DCM-method has evolved from laser speckle 
methods, this type of random pattern has been accepted as being optimal and so far 
nobody has questioned it. However this topic will be investigated more thoroughly in 
another chapter. 
7.9 Sensitivity and Accuracy of the Method 
The sensitivity and accuracy of the DCM-method has naturally been investigated by M.A. 
Sutton and his staff. The sensitivity and accuracy are affected by the settings of different 
variables, optimization routines, similarity measure and image processing equipment used 
in the actual implementation of the method. Here an outline of the tests mentioned in 
published papers is given. 
The accuracy of the method is determined by giving a test specimen a well-known and 
well-defined translation and/or strain. An image of the specimen in the undeformed and 
the deformed condition is sampled, and from these images the deformation parameters 
are estimated. 
Two types of tests are described in papers /Sutton 23, (91)/, the main difference is the 
deformation field applied to the test specimen. One type of test is the so called baseline 
test, where no deformation or translation is applied to the specimen. In this test the 
estimated parameters are only affected by random noise between the two images. The 
results of this test are shown in table 7.1. The standard deviation of displacement 
parameters is seen to be of order 0.001 pixel, i.e. it is possible to detect translations of 
0.01 pixel with reasonable accuracy. 
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I PMameter I 
SOx SO subset 20x 20 subset 
Average Std Deviation Average Std deviation 
u -0.0002 pix 0.0010 pi:x -0.0002 pix 0.0031 pix 
V -0.0044 pix 0.0016 pix -0.0039 pix 0.0045 pi:x 
u,, -0.001006% 0.00736% -0.002227% 0.06066% 
u,. -0.()()()()17 % 0.00836% 0.002595% 0.06435% 
v,, -0.000522% 0.00848 % 0.000326% 0.06008% 
v,v -0.000209% 0.01399% -0.003769% 0.10040% 
Table 7.1. Estimated deformation parameters of the DCM-method when no deformation or 
tron.slation is present, baseline test, /Sutton 23, (91)/ 
Another type of test has been performed with uniform strain of test specimen. The 
displacements and the derivative Me estimated for a number of subsets. The strain must 
be of the magnitude 0.01 before the estimated derivative is reasonable. The conclusion 
is that it is possible to measure strain with an deviation of ± 150 ~strain if the strain field 
varies much compared to the size of the subset /Sui/on, 23 (91) / ,/ Sul/on 25, (90)/. If the 
strain field is uniform a deviation of ±20 p strain is stated /Sultan 25, (90)/. 
From the table it is not surprisingly seen that the standard deviation of the deformation 
pMameters decreases with increasing size of subset. However, larger subsets will tend to 
average out the local variations in displacement parameters, so the choice of subset will 
be a compromise between these two consideration. 
7.10 Bias Problem 
The results obtained by the DCM-method will often be biased, meaning that the expecta-
tional value of the estimated displacements E{(fl, <;I)] will not converge to the true (u0,v~, 
but to some other values (u',v'). The only deformation systemS, which can be entirely 
described by DCM is uniform strain plus translation. If the derivative (u,x, u,y, v.x, v, ) 
for practical reasons are not calculated, the model M which can be entirely described by 
a subset of the image is uniform translation. The estimated set of displacements (f,~) will 
in general be b iased, if the actual displacement field S of the specimen can not be 
described by M, i.e. S lM. 
The size and effect of the bias depends on the actual displacement field S, and the 
implemented model M, which again depends on the actual measure of similarity and size 
of subset. If the displacement field varies much inside the area of the subset, the 
estimated displacement (f,~) will be biased. For decreasing the bias the subset must be 
small, but unfortunately this increases the deviation of the estimated displacements. 
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~e es~im~~ed displacements will also become highly biased if it is attempted to let 
dtscontmmtles such as cracks and edges be included in the subsets, as the model M of the 
DC~-method. cannot describe such discontinuities. Therefore, it is not possible to 
descnbe the dtsplacements neM crack edges and crack tip of a cracked test specimen. 
7.11 Summary 
The DCM-method has shown its usefulness in practice, where it has been used in a 
nui?ber of app.lications. The meth~d estimates a non pMametric displacement field, from 
which the stram field can be obtamed by various differentiation methods. However for 
r~ducing. t~e influen.ce of random ~:viations. of the estimated displacements a sp~cial 
dtfferenttatlon techruque must be utihzed. Thts technique involves some progrMnrning to 
work well. 
An advantage of the DCM-method compared to pMametric methods is that the DCM-
methods require no a priori knowledge of the strain field of the specimen. 
A disadvantage is that it is not possible to calculate displacements near discontinuities 
edges, cracks or holes. The estimated displacement field may be biased when the 
displacement field varies much. 
No statistical methods exist for estimating the precision of the estimated displacement 
field, at least not when using as similarity measure the method of correlation, instead of 
least square error method. This means that for obtaining variances of the estimated 
values it is necessary to perform a number of experiments. 
7.12 List of Symbols 
E() Expectational value 
I, I' Undeformed and deformed image. 
S Displacement field. 
u, v Horizontal and vertical displacement. 
RXY, Rxx Cross- and autocorrelation. 
M Modelled displacement field. 
.t;y Coordinates of images. 
A Size of subset. 
7.13 Appendix 7A: Description of Cross Correlation Coefficient 
Here a more detailed description of the calculations of the crosscorrelation, cf formula 
(7.1), is given. The cross correlation coefficient between two subsets from undeformed 
and deformed image is due to Sutton given by 
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(7.8) 
where the correlations R:xy, Rxx and Ryy are given by 
R:xy = ~ ~ I(x+i,y+y) • r((l + ru )r + ruy +u +i , ~ +(1 + iN)y +v +y) 
z•·A/2 ,--A/2 c3x ~ ax ~ 
(7.9) 
A/2 A/2 
Rxx = L L I(x+i ,y+y? 
z•·A/2 y•·A/2 
(7.10) 
A/2 A/2 ( W W CN CN )2 Ryy = L L /' (1+-)x+-y+u+i, ---.x+(l+-)y+v+y 
z•·A/2 y• · .. /2 c3x ~ c3x ~ 
(7.11) 
The terms (i,Y) and ~ refer to the position and size of the subset respectively, see 
Figure 7.1. 
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Chapter 8 
Direct Parametric Method 
for Estimation of 
Displacement Field 
8.1 Introduction 
89 
The Direct Parametric Method (DPM) described in this chapter is a new method inspired 
by the work on system identification performed on the University of Aalborg. The 
method has been implemented and investigated in the present Ph.D work. To the 
knowledge of the author of presen thesis the method is new in relation to image 
processing applied to experimental mechanics. Similar principles as those of the DPM-
method are used in digital image processing, but for quite another purpose, see the 
following sections. Further the idea of the method is very simple, so it might seem a little 
surprising, that no one has implemented the method before. 
The method is, as the name implies, parametric which means that the displacement field 
is determined by fitting the parameters e of the model M(9). The method requires that 
some a priori knowledge about the actual deformation field S is present for being able 
to design an appropiate model M. Further the method is pure digital, i.e. it makes no use 
of additional optical equipment. 
8.2 Idea of the DPM-Method 
The idea of the DPM-method is very simple and following the algorithm; 
1) given an undeformed and deformed image I(x,y) and I'(x,y) 
2) select a parametric displacement model M(9) 
3) on the basis of the undeformed image I(x,y) and the displacement model 
M(9) construct an image IM(x,y) 
4) compare the deformed and the constructed image I'(x,y) and I~x,y) 
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5) repeat step 3 and 4 while adjusting 9 until the difference between l~x,y) 
and I'(x,y) is minimized. 
The principle of the method is illustrated in figure 8.1. 
Undefonned Deformation Deformed 
I m.~~, I ~ 1-; I 
Defotmatio~ ~mparison 
model M(9) ~ / ~of images 
~ 
Constructed 
image I,. (x,y) 
Figure 8.1 Illustration of the basic idea of Direct Parametric Method. 
In other words, the idea of the DPM-method is to apply a sufficiently c~mplex mode.! M 
to the whole image, whereas the DCM-method succesively fits the sunplest poss1ble 
model to small parts of the image. 
8.3 Formulation of the DPM-Method 
In the DPM-method a displacement model M(9) is chosen and its parameters 9 is 
adjusted until the difference between the in:age _J~x,y;9) cons~cted from undeformed 
image I (x,y) and the deformed image l '(x,y) IS IDJrumal. The ~stunated parameters~ are 
determined by minimizing the merit function V(IM(e),l'()), 1.e. 
S = arg rnin V(l',JM(9)) 
9 
0 
= arg mini:/ (/ 1 (x;,J),/~x;,Ji;e)) 
9 
(8.1) 
where [ (.,.,.) is a scalar measure of the prediction error between construct~d image I M and 
deformed image/'. The constructed image IM(x,y) is generated by applymg the selected 
model M() and its parameters 9 to the undeformed image l(x,y) 
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IM(x,y) : I(x·~ ') (8.2) 
where the coordinates (x,y) and (x',y") of (8.2) are related by 
(x •(M(9))) = (x) •(u((x,y);e)) y •(M(9)) y v((x,y);9) 
(8.3) 
where u((x,y);e) and v((x,y);9) are the displacement components of M(9) in the x- and 
y-direction, respectively. As an example of a displacement model M(9) consider the 
model describing uniaxial strain where the coordinates (x ·,y ") are given by· 
(8.4) 
where (u , v , u0 , vcJ is the set of parameters 9 attempted; u_., v, are the strain 
compone~ts ~d u0 , v0 are the displacement components of the specimen. 
The summations of the merit function (8.1) are performed over the common subset 
between the undeformed and the deformed image, i.e. the subset Q satisfying 
V (x,y,x ·~ ')e- Q lx,y,x •,y • e-{0;511} (8.5) 
In figure 8.2 an example of the common subset Q is illustrated. 
Deformed image l(x,y) 
Constructed image I,.(x,y) 
Figure 8.2 Common subset between a deformed and a constructed image. 
Normally the area Q over which the summations of (8.1) are performed is kept constant 
and sufficiently small to ensure that the requirements of (8.5) are satisfied. However, it 
is also possible to Jet the limits of the area float as the optimization process is going on, 
even though this may cause problems during the optimization. 
The most common choice of a scalar measure 1(.,.,.) in the area of parameter estimation 
is the least squares error. This method is also here utilized for measuring the similarity 
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between deformed image l'(x,y) and an image constructed from deformed image I~x,y) 
c 
V(I',I~a)) = "£(I'(x;.yi)-l~x;.Yi;a))l (8.6) 
When using the lest squares error it is possible to estimate the covariance matrix Cur(S) 
together with the estimate 9 itself, see chapter 4. 
8.3.1 Sub-Pi:xel Interpolation 
When transforming the pixel located at (x,y) in the undefonned image to the location 
(x ',y'), the coordinates (x ·,y ") will seldom be integer. Because of the discrete nature of 
digital images it is necessary to interpolate between the neighbouring pixels to be able 
to obtain e.g. displacements with sub-pixel accuracy. 
In the previous chapter a number of interpolation methods are described. The bilinear 
and biquadratic interpolation methods have been tested when implementing the DPM-
method for this thesis. The grey level l(x',y') found by bilinear interpolation is given by 
(8.7) 
and by biquadratic interpolation the grey level is 
I~x.y;9) = l(x ',y ') = a00•a10(x')•a20(x')2•a01(y')•a 11(xy') (8.8) 
•a
21
(x ')2(y ') •a02(y '?•a1z(x')(y ')
2•a22(x ')
2(y '? 
where x' and y' are the fractional part of (x ',y '), and the coefficients a9 are determined 
from the neighbouring pixels. 
From this test of interpolation method and from the test performed by !-dimensional 
simulation, see chapter 10, it has been found that using biquadratic interpolation instead 
of bilinear interpolation 
gives a slightly better determination of the parameter set 9. 
gives a better estimate of the covariance matrix of C.,,(~). 
gives a faster convergence of the numerical optimization, even though each 
iteration lasts longer. 
These experiences are somehow contradictionary to the statements of /Sutton 25, (91)/ 
concerning his experiences with interpolation method tested by the DCM-metbod. The 
improvements achieved by using biquadratic interpolation are assessed to be balanced 
by the improvement in computation time. 
8.3.2 Numerical Optimization 
The merit function V(I:I~M(9))) must be minimized by numerical optimization. In the 
actual implementation of the DPM-method the numerical optimization and subsequent 
estimation of covariance matrix are performed by a rewritten version of the routine 
mrqmin from /Press 2, (88)/. This routine is based on the Levenberg-Marquardt method 
of nonlinear optimization which utilizes the information of both the gradient and the 
Hessian matrix when searching for minimum. The gradient vector is defined by 
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VV(l',IM(M(a)) = [aV(l',l~M((0))•···· aV(I',I~M(a))]T 
ael aen 
(8.9) 
and the elements of the Hessian matrix are defined as 
(8.10) 
where V(l',l~M(9)) is the merit function and n is the number of parameters in the 
model M, i.e. 9={01, •.• , en}. 
Dependent on the actual displacement model M chosen it will often be possible to 
calculate the gradient of the merit function analytically. By 'analytically' is here meant 
that the gradient can be determined by summation over the subset Q of the analytically 
calculated gradients from each pixel. This calculation method saves much computation 
time compared to the situation where the gradient has to be determined by numerical 
diffentiation. In appendix SA to this chapter it is shown how the gradient can be 
calculated analytically. Further it is possible to calculate the Hessian matrix analytically, 
see appendix 8A Besides utilization for estimating 9 the Hessian matrix can also be 
utilized for estimating the covariance matrix of 9. 
The computer program for estimating displacement parameters after the DPM-method 
has been implemented on a UNIX-based SONY RISC computer, see chapter 12. 
Estimating the parameters of a model with 6 parameters {01 , .. ,06} takes about 15 
minutes for a pair of 512x512 digital image. 
8.4 Estimation of Covariance Matrix 
An important advantage of the DPM-method compared to the DCM-method is that it 
is possible to estimate the covariance of the estimated parameter 9 rather fast and 
simple. The covariance of a parameter is valueable when evaluating the accuracy and 
reliability of the estimated parameters. 
Normally one has to perform a number of estimations of the parameters 9 for being able 
to determine the sample covariance matrix C...(e), i.e. 
N 
cs.C9) = .!.."£ C9-iia)C9-ii"Y 
N;.t 
where N is the number of estimated parameter sets and Pe is given by 
- 1 N • 
Pe = -}:9; 
N;.t 
(8.11) 
(8.12) 
Since it take some time to estimate just a single set of parameters 9 estimating a whole 
94 J = 4mgbye 
set of parameters will often be practically impossible. Fortunately, it is possible to 
estimate the covariance matrix from just a single estimated parameter set e when using 
the DPM-method. In chapter 4 of this thesis it is described how the covariance Cesr(S) 
can be estimated. When utilized on images the formulas from chapter 4 must be slightly 
expanded, i.e. 
(8.13) 
where 
(8.14) 
and 
(8.15) 
where N and M are the vertical and horizontal size of the subset Q from which e is 
determined. Most of the terms from (8.11) comes free, since they have already been 
obtained in the numerical estimation of e, see appendix 8A to this chapter. 
8.5 Parallels to Other Methods 
As mentioned, the method is new concerning displacement analysis based on digital 
image analysis. However, the method of transforming one image to match into another 
image is not new in the area of digital image processing. 
Examples of this application is for example satellite images of the earth which is 
corrected for perspective. When this correction of the image is performed the 
meteorologist, land surveyor or who else using the image can outdraw the wanted 
information. 
Another example is corrections to images scanned at different times and where some 
changes of a part of the image have occured. An actual application is a series of X-ray 
images of jaws, where the difference is that one or more tooth has been moved with 
braces. To be able to compare the image it is necessary to correct the image for the 
different point of view and pespective actual when the images were scanned. 
However, in these applications attention is most often only applied to the image and not 
to the transformation. Therefore, the transformation of the image is only performed to 
a degree, where the information can be be drawn correctly. Besides, the images to be 
Direct Parametric Estimation of Displacement Field 95 
compared have often undergone some changes, i.e. it is not possible to perform a perfect 
mapping of one image into another. Therefore, it is often necessary to select a number 
of f1xpoints which are known not to move or change. In this transformation only the 
selected fixpoints are mapped into each other. 
8.6 Choice of Displacement Model 
The DPM-method requires that a displacement model M is selected/designed. The 
displacement model must be chosen from the experimenter's a priori knowledge of the 
deformation system S which has generated the deformation model M. The system S is 
here given by the load applied to the specimen and the shape, material and physical 
behaviour of the specimen. 
When selecting a model M(e) the laws of continuum mechanics, linear elasticity, 
plasticity, fracture mechanics etc., will often be utilized to form an appropiate 
displacement model. 
Listed below are a few models M(e) which can give an idea of the flexibility and 
applications available with the DPM-method; 
translation and/or rotation of the specimen described by {u0 , v0 , t/J}, which 
is the vertical and horizontal displacement and rotation of the specimen. 
uniform strain described by {u0 , v0 , u_., v.., u., , v,7 } which is the translation 
and strain components. 
crack tip field described by {K1, K11 , u0 , v0 , x0 , y0} which is stress intensity 
factors of modes I and 11, vertical and horizontal translation of the specimen 
and (x,y)-position of crack tip, respectively. 
vertical cracks in concrete described by {n, X;, w;} which are the number, 
position and width of the cracks, respectively. 
The displacement model tested in this thesis is uniform strain. 
Choosing an inaccurate model M, S t M, might result in a poor description of the 
displacement field and may therefore also genereate poor estimates. It is possible to 
check whether the actual deformation system S can be described by the selected model 
M by analyzing the image of the error 
(8.16) 
If this difference image only contains Gaussian distributed random noise it may be a good 
indication of an appropriate models M chosen, i.e SfM. By 'random' noise is here meant 
that the noise is random with respect to spatial distribution and intensity distribution. If, 
on the other hand, the residuals are not Gaussian distributed, independent white noise, 
this is an indication of an inappropriate model M. The only solution to this problem is 
trying another model M'; for instance by including more parameters. 
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It is easy to check whether the noise is randomly distributed if the difference image can 
be inspected visually. If the model M cannot describe the actual deformations system S 
it will be possible to see the contours and shades from the original motives of the images. 
It must be noted that the image processing equipment is a part of the deformation system 
S. Unfortunately, the equipment behaves nonlinear why S € M even though the physical 
deformation system S' is known to be contained in the model chosen, i.e. S'e M. 
Dependent on the actual equipment this may some times influence the bias of 9 or the 
sample covariance matrix C14(9). Besides, this non linearity has the effect that the 
estimated covariance matrix Ctst(9) will be too large. 
If, on the other hand, an overparameterized model M is chosen the result is unnecessary 
large elements of the parameter covariance matrix. 
8.7 Summary 
The idea of the DPM-method is to find the model parameters which best transforms the 
deformed image into undeformed image. This model is chosen from the experimenter's 
a priori knowledge about the actual deformation. It may give problems if no knowledge 
about the displacement field is present. 
An advantage of the DPM-method over the DCM-method is the possibility of utilizing 
the information present in areas near discontinuities such as cracks, holes and edges of 
the specimen. Further, it is not necessary to perform numerical differentiation of a (noisy) 
displacement field for obtaining the strain field. The strain field is directly described from 
the estimated parameters. 
It is possible to estimate the covariance matrix of 9 togeter with the estimate of 9. This 
requires only few additional calculations, since the information necessary comes as a 
result of the estimation process. The covariance matrix is important when evaluating the 
estimated parameters. However, if a wrong displacement model is selected this estimated 
covariance matrix will be biased. 
When estimating the model parameters it is necessary to determine the pixel intensities 
by interpolation. During the implementation of the DPM-method bilinear and biquadratic 
interpolation have been tested. Contrary to the statements of M.A. Sutton, /Sutton 25, 
(90)/ it has been found that biquadratic interpolation gives a significantly better 
determination of the parameters, the numerical optimization converges faster, even 
though each iteration lasts longer time, and finally the agreement between the estimated 
covariance matrix and the sampled covariance matrix seems to be better. 
The DPM-method is tested and utilized in following chapters of this thesis, see chapter 
10, 11 and 12. A !-dimensional version of the DPM-method is utilized for simulation in 
chapter 10, and in chapter 11 the results of these simulations are verified during test. The 
DPM-method is tested on a simple test specimen in chapter 12. However, as the method 
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is quite new there is still a basis for improvements of the method with respect to 
optimization process, interpolation method and speed improvements. 
8.8 List of Symbols 
H Hessian matrix. 
I, 1' Undeformed and deformed image, respectively. 
M Displacement model. 
S Displacment system. 
u, v Displacement in x- and y-direction. 
x,y Coordinates of image. 
9 Parameter set 
f Residu·al between the undeformed and the deformed image. 
V Gradient. 
Q Subset of the image from which the parameters are estimated 
8.9 Appendix SA: Calculation of Gradient and Hessian 
To find the minimum of the merit function V(9;1,1') it is advantageous to utilize the 
information from the gradient VfV) and the Hessian matrix H(V). In most situations it 
is possible to calculate VfV) and H(V) analytically instead of using numerical differentia-
tion which is somehow slower. Whether or not the gradient and the Hessian matrix can 
be calculated analytically depends on the actual displacement model M chosen. 
The gradient VfV} is given by 
oV(I',J ,j_M(S))) o'£'£(1 ,j_x1,y1; e)-(I'(x1,y))
2 
CB1 CB1 
'£Ea((I,}_x1,y1;a)-I'(x1,y)? 
CB; 
of u(x;oyj;9) 
= 2'£'£(I,j_x1,y1;e)-I'(x1,y1)) --'-'--:CBo-:::_,..:..-. 
The latter expression of {8.17) can be rewritten as 
(8.17) 
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aJ~xi,yj;e) = aJ(x1+u((x;,Yj);9),yi+v((X;,Yi);9) 
aej ae, 
a1 at a1 av 
(8.18) 
=--+--
ru ae, av ae, 
The terms of (8.18) depend on the image l'(x,y) and the model M chosen; 
~ and ~ depend on the undeformed image I() and the interpolation method used, but 
can always be calculated analytically. ~ and~ depend on the displacement model ae, ae1 
chosen, and will be diffeerentiable for continuous displacement models. 
The Hessian matrix H(V) is given by 
&V(/',1 ~M(e))) = 
2
L L [ ar(x,' ,y/) ai(x;',y/) 
ae.ae, aek ae, 
- [/'( )-/( : .")] &!(x/,y/)] x,,yj x, ,y, ae ae 
k I 
(8.19) 
Near the global minimum of V() the last term of (8.19) is small, i.e. 
From (8.20) it is seen that the Hessian matrix can be approximated from the gradient 
\ifV). 
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Chapter 9 
Semiparametric Estimation 
of Displacement Field 
9.1 Introduction 
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Two methods for determining the displacement fie ld have been described previously. The 
Digital Correlation Method method is nonparametric, as the displacement field 
detennined is not descnbed by any parametric model. An advantage of the DCM-method 
is that it requires no knowledge of the displacement field why selection of a model M is 
unnecessary. Its disadvantages are that if the displacement/strain field varies much the 
estimated displacement field will be erronous. Besides, it is not possible to determine 
diplacements near discontinuities such as edges and cracks of the test specimen. 
The method for detennining the displacement field by Direct Parametric Method is of 
course parametric. A model M depending on a number of parameters is determined for 
best describing the transformation between the undeformed image and the deformed 
image. The model M is chosen on basis of the a priori knowledge of the displacement 
field. However if one does not have such knowledge of the displacement field it can be 
difficult choosing an appropriate model. Choosing a wrong model will result in a poor 
determination of displacement field. 
In the following a semiparametric method is described. This method provides the 
experimenter with a flexible set of models. 
9.2 Semiparametric Method 
If one does not have any knowledge of the actual displacement field it might be difficult 
to choose an appropriate physical model. In such a situation it is important to have a 
flexible mathematical model, which can fi t a variety of displacement fields. 
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Numerous mathematical models exist, but an often used choice of approximation model 
is piecewise continuous polynomials. When fitting such models to data points, the interval 
of the data points is divided into a number of subintervals, and a polynomium is fitted 
to the data points of each subinterval with the constraint, that the total function shall be 
continuous. 
This type of approximation is also used in the computational analysis tool the Finite 
Element Method known from numerical structural mechanics. The scope of this method 
is just to approximate an unknown displacement field in 1, 2 or 3 dimensions with 
piecewise continuous polynomials (in 1, 2 or 3 dimensions). The specimen analyzed is 
divided into a number of subareas denoted elements. An element is characterized by its 
dimension, shape and number of nodes. The unknown deformation parameters are 
determined in the nodes, and on the basis of these node displacements the displacement 
field can be calculated inside the elements. 
In the following it is described how piecewise continuous polynomials can be used as a 
semi parametric displacement model. For further reading about the topic, see /Cook 26, 
(89)/. For simplicity only linear elements are described here. 
9.3 Two-Dimensional Elements 
A huge number of elements exist for 2-dimensional analysis. Figure 9.1 shows a number 
of the most commonly used elements. 
Each element can describe a two-dimensional polynomium of some degree. The degree 
of this fitting polynomium increases with the number of nodes in the element, e.g. the 
3-node triangular element of Figure 9.1 can describe a linearly varying displacement field 
given by 
u =a1 +azr +a:J)I 
v =a4 +a5x +at)' 
(9.1) 
and the 6-node triangular element can describe a parabolic varying displacement field 
given by 
u = a1 +a2x +a:Y' +a4xy +a5x
2 +a ()I 2 
v = a7 +a8x +aw- +a1oXJ +a11x 
2 +a 1zY 
2 
(9.2) 
By using higher order elements the approximation to the unknown displacement field will 
in general be better. The computational effort of calculating the displacement field is 
mainly depending on the number of displacement parameters to be estimated, also 
denoted degrees of freedom (D.O.F.). In two dimensions each node has two D.O.F; 
horizontal and vertical displacement (u,v). Normally when dividing the specimen into 
elements it is better to use few high order elements than many low-order elements, 
provided that the total number of D.O.F.'s in the structure is constant. 
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a) b) c) 
Tri.mgular elemenls a) Linear. b) Quadratic. c) Cubic. 
D CJ CJ 
a) b) c) 
Rectangular elements a) 4-node. b) 8-node. c) 9-node. 
Figure 9.1 Examples of different types of 2-dimensional elements. 
In two dimensions the displacement parameters (u, v) of the nodes can be determined by 
minimizing the least square error sum 
where the constructed image I~x,y) and undeformed image I(x,y) are related by 
I,J...x,y) = I(x ',y ') 
see chapter 8, and the coordinates are related by 
(x ',y ') = (x,y) + (u,v) (9.5) 
The displacements (u,v) are determined as 
() 
lW<ks [) 
U 't""' U; 
= L..J N . . 
V ofekm 
1 
V; 
(9.6) 
Each term u; and v; of (9.6) denotes an unknown D.O.F. equal to the horizontal and 
vertical displacement of node number i, and N; is the so called shape function associated 
with node i. The shape functions depend on the type and dimensions of the actual 
element. For further properties of shape functions, see /Cook 26, (89) f. In the following 
102 Janus 4mgbye 
it is shown how an analysis with rectangular 4-node elements can be performed. 
9.3.1 Rectangular Elements 
The digital image of the undeformed specimen can be divided into a mesh of rectangular 
4-node elements as shown in Figure 9.2. On normal circumstances these elements must 
be rectangular with sides parallel to the x- and y-ax:is. It is possible to overcome this 
limitation by using the so called isoparametric elements, which will be described in the 
following sections. 
y 
+ --- ---X 
1,1 1,l 
2.1 
3,1 
o.1 
I 
I 
1,3 1,4 1.rn 1 
I 
I 
2,4 2.rn I 
I 
I 
I 
3,4 3.rn I 
I 
I 
I 
"'' ll,lll I I 
__________ \ ________ j 
"-.._ Undefonned 
image 
(x,y);••J 
--1-----+-
ij 
(x,y)IJ-1 
Figure 9.2 Element net consisting of 4-node elements. 
When the specimen of the image is divided into 4-node elements the u- and v-
displacements of the nodes are detennined by minimizing the term 
V((u,v)9,I',IM) = ~ ~ (~ ~ (I~,y) -I'(x,y))2) (9.7) 
with respect to the node displacements u9 and vif. The constructed image I~x,y) and 
undeformed image l(x,y) are related by 
I~x,y) = I(x ' ,y ') (9.8) 
and the transformed coordinates (x',y') are calculated from (x,y) by 
(x ',y ') = (x,y ) + (u,v) (9.9) 
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The displacement (u,v) of a point (x,y) inside an element are given by 
ui•tJ•1 
V;.tJ•t 
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(9.10) 
where uij and v? are the displacement in x- and y-direction of node (~j) . which is situated 
at (x,y);i' The shape functions N9 of a rectangular element are given by 
N 
(x-x;.1)(y-yiJ•l) N = _ (x -xif)(y-yi•IJ•l) 
if ab i•lj ab 
(9.11) 
where the index refers to node number. In figure Figure 9.3 these 4 shape functions Nii 
are shown. 
Figure 9.3 Shape functions for a rectangular 4-node element. 
In other words, by combining the shape functions of the element all displacement fields 
of the form 
u = a1 +a2x+ aJY +a4 xy 
v = a5 +a6x +a1y +a8xy 
can be modelled inside the rectangular 4-node element. 
(9.U) 
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9.4 Isoparametric Formulation 
When using "ordinary" elements it is not possible to use elements with sides which are 
not parallel to the axis of the coordinate system. H this restriction is violated, the 
displacement field in two neighbouring elements will be discontinuous across the common 
boundaries. Even if it were possible to use irregular shaped elements, it would give 
problems in this connection, because it would be very complex to describe which point 
(x,y) belongs to which element, when perfonning the summations in (9.7). 
The solution to these problems is to use isoparametric elements, which make it possible 
to have irregular shaped elements, elements with curved sides, combine different types 
of elements etc. It is even possible to use special elements, which represent singular strain 
fields. Such singular strain fields are actual in the analysis of the area around crack tips. 
It is possible to gain these advantages of the isopararnetric formulation in the field of this 
project. 
In the isopararnetric formulation the elements are transformed from the physical (r,y )-
coordinate system into a natural (t,17)-coordinate system. Hence all calculations are 
performed in this system, and at last the results are transformed back to the physical 
system. In Figure 9.4 examples of this transformation are shown. 
y,vL 
x.u 
y,vL 
,u 
'1 <·'H') " L=l( 
(· 1,· 1) (1,·1) 
Figure 9.4. Examples of trunsformation from physical coordinates to natural coordinaJes. 
In the following it is briefly described how the isoparametric formulation can be used for 
estimating displacement and strain field from digital images. For simplicity the 
formulation is only adapted to 4-node elements, even if it is possible to combine all sorts 
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of 2-dimensional elements, when analyzing images. 
9.4.1 Isoparametric 4-node Elements 
By using the isopararnetric formulation it is possible to determine the (u,v) displacements 
of the nodes by minimizing the error sum 
V((u,v)9;IM,l
1
) = ~ ~ (,t q~ (l~x,y) -l'(x,y))2J (9.13} 
where (r,y) is expressed by t and TJ 
~ x, bJ = r:ij 0 N;.tJ 0 NiJ•I 0 Ni•IJ•I 0 Y9 
Ni+lj.J • i•:J•I Nij 0 Ni•tJ 0 NiJ•t 0 
i +1j+l 
The constructed image /Mfr,y) and undeformed image l(r,y) are related by 
IM(x,y) = l (x ' ,y ') 
where the coordinates (x',y") is a function of(, TJ, uij and v9 
(x ',y ' ) = (x,y) + (u,v) 
where 
uii 
[~] = r:ij 0 Ni•IJ 0 NiJ•I 0 Ni•tj•t N;.~J.J . 
vii 
N ii 0 Ni•IJ 0 NiJ•I 0 ui+tj+t 
vi•tJ+t 
(9.14) 
(9.15) 
(9.16) 
(9.17) 
Both the coordinates (r,y) and the displacements (u, v) are expressed by the shape 
functions N ij. These shape functions are nearly identical to those of the physical (x,y )· 
coordinate system, except that they are expressed in natural (E,TJ)-coordinates 
N ij = (1 -€)(1-TJ) Ni•IJ = 
(1 +()(1-l'J) 
4 4 
(9.18) 
NiJ•t 
(1-()(1 +TJ) 
Ni•tJ•t 
(1 +E)(l+l'J) 
4 4 
The inner summations of formula (9.13) are only symbolic. The summation of the 
difference between the two images /Mfr,y) and I(r,y) is performed at a number of points 
in the isoparametric element, see Figure 9.5. These points must be situated with mutual 
distance approximately equal to that of the pixels in the digital image. It does not provide 
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any new information if the points are situated too closely, and if the points are situated 
too far from one another information is lost. 
(-1,1) '1 (1,1) 
X X X X X X 
X X X X X X 
X X X X X X 
XX XX XXX 
)( )()()()( )()( 
X X X X X X )( 
(-1,-1) (1,·1) 
Figure 9.5. Example of locations of points inside a natural element for evaluation of 
difference between images. 
This error summation inside an element is more correctly expressed as 
(9.19) 
where 
(9.20) 
1 
+ k-l:.... lsksN( {=(-1--) 
N( N( 
1 
+ 1-l:.... lslsN~ TJ = ( -1--) 
N~ N~ 
and N( and Nq ae the number of points inside the element utilized for comparison. The 
physical coordinates (x,y) of (9.13) will seldom be integers in the physical coordinate 
system. This means that the light intensities of IM(:r,y) and /'(:r,y) must be found by 
interpolation as described in chapter 7. 
9.5 Calculation of Strain 
Once the displacements (u,v)9 of the element nodes are determined it is possible to 
calculate the strain components f., f
1
, Yxy inside the elements. This calculation requires 
only few statements when using ordinary elements, plus some extra intermediate 
statements when using isoparametric elements. 
The strain components are given by 
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a 
at 0 
a 
0 ~ 
a a 
~ at 
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[:] (9.21) 
provided that the strain components are small. The displacements (u,v) inside an element 
are given by 
[~] = L [Nij 0 ] · [Ugl 0 Nij vij (9.22) 
In this way the strain field of an element can be calculated as a function of the node 
displacements (u, v) ij and the derivative of the shape functions 
a 
0 
at 
'·] a [N9 0 l . [uijl f, = L: 0 (9.23) 
Yxy 
~ 0 N9 vij 
a a 
~ at 
For isoparametric elements the differentiation with respect to x and y in (9.23) requires 
some extra calculations because the shape functions Nij are expressed as functions of the 
natural ({,TJ)·coordinates. These calculations utilize theJacobi-matrix, which describes the 
relation between the natural and global coordinate system. For further reading about this 
topic, see /Cook 26, (89) /. 
9.6 Evaluating the Estimated Parameters 
For more reasons the determined displacement field can be bad. The displacement field 
will be continuous, but the strain field will seldom be continuous across element 
boundaries. However, if the discontinuity in slrain between adjacent elements is large, it 
is normally an indication of a bad approximation to the displacement field. There can be 
several reasons for this, such as poor mesh generation or usage of fake element types, or 
simply that the information of the digital images is poor. 
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9.7 Determination of Parameters 
In one dimension each node of the element mesh has one D.O.F., and in two dimensions 
each node has two D.O.Fs. Normally when analyzing engineering problems by using the 
Finite Element Method the unknown displacements are found from a set of linear 
equations. This is not possible in this situation, because the equations are not linear. 
Instead the coefficients are found by minimizing the term 
(9.24) 
where 1(.,.) is a scalar measure of the error between deformed image I'(x,y) and an image 
I M(x,y) constructed from the undeformed image I (x,y). The principles of minimizing such 
terms are described in previous chapters. 
However, since the specimen is subdivided into a mesh of elements, the number of 
D.O.F. quickly increases to a huge amount. Consider for example the occasion that the 
specimen is divided into a mesh of 10 x 10 rectangular 4-node elements, then the 
number of D.O.F. is 11 x 11 x 2 = 242. This means that the solution to the approxima-
tion of the displacement field shall be found in a 242-dimensional space. Every one who 
has tried it knows that this is a very large number of unknowns, and that the search for 
optimum is time consuming. It is possible to shorten the solution time by giving a good 
initial guess for the optimization algorithm. Such information can be available in more 
ways; 
• a priori knowledge about the deformation field from other types of experiments 
or from more or less analytical solutions to the problem. 
• by estimating the u- and v- displacement using the Digital Correlation Method 
described earlier. In general it is faster optimizing 121 two dimensional problems 
than one 242-dimensional problem, whereas the accuracy of the latter will be 
poorer because of the missing interaction between the unknowns. In this way one 
gets a good initial guess, whereby the computational time of the 242-dimensional 
optimization will be reduced drastically. 
• by subdividing the optimization routine in more suboptimization performed on 
only parts of the total image. 
However, even if good initial guesses of the displacements are made, the computational 
time- and memory requirements will be huge when determining the displacement 
parameters of even a relatively coarse element mesh. 
9.8 Summary 
The semi parametric method described in this chapter is very flexible and combines the 
advantages of the DCM-method and DPM-method. The method implements the prin-
ciples of the Finite Element Method. With this method it is possible to create a 
mathematical model M which approximates well to a wide variety of displacement fields. 
This can even be done without programming, where the user "only" has to describe the 
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element-mesh and coordinates of the nodes. 
Its main advantage is that determination of the displacement field involves numerical 
optimization with a huge number of unknowns. It will be impractical to build element 
models with many degrees of freedom, since the optimization process will be time 
consuming. This reduces the practical use of the method. 
Due to lack of time the formulation described has not been implemented in the work of 
this thesis. However, this will be an appropiate topic for further development of the 
image based methods of estimating displacement fields. The Finite Element Method is 
the dominating analysis method in mechanical and structural engineering, and if 
implemented well in the area of image based displacement analysis it should also have 
a dominant role within this topic. 
9.9 List of Symbols 
D.O.F. 
I,/' 
u,v 
uii, vii 
Nii 
x,y 
f, y 
~. '7 
Degree of freedom. 
undeformed and deformed image. 
horizontal and vertical displacement. 
horizontal and vertical displacement of node number ij. 
shape function of node number ij. 
physical coordinates of images. 
normal and shear strain. 
natural coordinates. 
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Chapter 10 
1-Dimensional Simulation 
10.1 Introduction 
In the area of system identification and parameter estimation is often dealt with the 
terms system S, model M, experimental conditions H and identification method I, see 
/Soderstrom 46, (89)/. The two first of these have been described in connection with the 
DCM- and DPM-method. However performing optimal experiments also requires that 
the experimental conditions H and the identification method I are optimal. In this 
chapter attention is focused on optimizing and testing H and I. 
10.1.1 Optimization of Experimental Conditions H 
In general terms H describes how the identification experiment is carried outJSoderstrom 
46, (89) /. Normally when planning experimental conditions attention is often focused on 
input signal, sampling rate, prefiltering of data etc. However, for the topic of displace-
ment analysis based on image processing these items are mainly controlled by the actual 
image processing equipment and can therefore not be changed. Here it remains to design 
the experiment so that the information generated is maximal. 
When strain and displacement parameters are estimated by either the DCM- or the 
DPM-method it is necessary to append a pattern on the surface of the specimen analyzed. 
This pattern has an important role in these applications since it carries the deformation 
information from specimen to image processing system. 
The surface pattern can be characterized by its type and size. The type of the pattern can 
be regular or random, and the size describes the size in pixels of the elements of the 
pattern. Two questions appear in connection with choice of surface pattern 
• which type of pattern is optimal? 
• which size of the pattern elements is optimal? 
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The optimal surface pattern is that kind of pattern which gives minimal elements of the 
covariance matrix of the estimated parameters. In chapter 4 a number of methods for 
evaluating the size of covariance matrices are described. 
By studies of literature only a few notes and papers have been found concerning the size 
and type of pattern. These papers all deal with the DCM-method which utilizes a random 
pattern. In an article of / Bruck 14, (89)/ it is mentioned, that the optimal size of spots 
seems to be 2-3 pixels. In / Chen 40, (89)/ the optimal spot size is found to be 4-5 pixels. 
However, none of these two articles mention which methods and conditions have been 
used for finding optimal spot size. No papers describing the optimal choice of pattern 
have been found - the random pattern seems to be accepted as optimal. 
The direct method for obtaining the answers to the questions above is to implement the 
DCM- and the DPM-method, and try a lot of surface patterns for. finding an appropriate 
one. However this is unrealistic and because of the time consume not rational. Instead 
the solution of the problems can be found by simulations of patterns and detection 
methods. Nevertheless simulations on 2-dimensional images with size 512 x 512 pixels 
will be very time-consuming too. To overcome this problem the simulations are 
performed on !-dimensional "images" as an approach to the 2-dimensional problem. An 
1-dimensional "image" can be seen upon as a single row or column of pixels extracted 
from a real 2-dimensional image. 
10.1.2 Optimization of Identification Method I 
As a by-produkt of the 1-dimensional simulation mentioned above an analysis of the 
identification methods I will be performed too. The identification methods are part of the 
DPM- and the DCM-method tested in the simulations. In the process of selecting and 
designing identification a number of questions arise; 
• which method for estimation of the strain/displacement field is best, DPM or 
DCM? 
• which method of interpolation is optimal, and which influence does the 
interpolation method have on the accuracy of the method? 
• how is the relation between the estimated and sampled covariance matrix? It is 
important to know if the estimated covariance can be used instead of the 
sampled covariance. It is much faste r to calculate the estimated covariance than 
the sampled covariance. 
The answers to these questions will be drawn on the basis of the simulations mentioned 
above plus some subsequent simulations. 
10.2 Description and Simulation of Surface Pattern 
To be able to perform numerical simulations the surface pattern must be described 
mathematically. A lot of possibilities exist, e.g. mean and standard deviation of the spot 
size. However, it has been chosen to describe the surface pattern as a second order 
harmonic filter. The input to the filter is taken as Gaussian distributed white noise e(x), 
and the harmonic filter is characterized by the parameters T, (, a where 
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T is the period = 2lr/ (Jd, where (Jd= w.(l-e)li 
( is the damping ratio 
a is the up crossing level. 
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The light and dark spots are generated as the up- and down crossings of the level a. The 
principle is shown in Figure 10.1. 
Random input e(x) 
3 .-------~----====~~~--~--------, 
2 
0 
·I 
-2 
-30 so 100 ISO 200 
Pixel 
3 .-------------~==~==~~~~--------, 
2 
"'I 
0 
-1 
-2 
250 
·~ 200 
~ 150 
100 
so 
0 
L.._ 
0 
so 100 
Simulated surface pattern f(x) 
'--
150 200 
Pixel 
...___ '- '--
50 100 150 200 
Pixel 
up crossing 
level 
light 
dark 
Figure 10.1. Simulation of surface pattern, part of surface shown. a) Gaussian distributed 
random noise, b) filtered by second order filter characterised by period T and damping ratio 
(, c) simulated surface pattern. 
The type of pattern is controlled by the damping ratio C. A small damping ratio (("'0) 
means that the simulated surface becomes nearly periodic with equally sized spots, and 
for ("' 1 the simulated surface becomes very irregular with spots of all sizes. The period 
T determines the size of the black and white spots. Low values of a give a light image 
and a high value gives a dark image. a= 0 means that 50% of the surface is covered with 
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black spots. 
The intensity of light areas of the pattern is set to 200 and the dark area has an intensity 
of 15. These two values are selected because they are realistic values obtainable with the 
illumination and image processing equipment of this thesis. 
The advantage of this mathematical description of the surface pattern is that it only 
contains 3 parameters. The simulations of the surface pattern are performed by a 
computer program written in the MATIAB-environment, see /MATLAB 17/. 
10.2.1 Discussion of Surface 
The optimal surface is controlled by the information of the pattern and the characteristics 
of the image processing system. However, since the behaviour of image processing 
systems is very individual depending on the equipment used which also implies that the 
optimal surface is unique for the actual equipment. 
The amount of information in the pattern increases with increasing number of variation 
in the pattern. This means that a high frequency image contains much information, and 
should give good possibilities of calculating precise strains. In theory a pattern consisting 
of 512 black and white spots of size 1 pixel should contain maximum information. 
However such a high frequency pattern will be damped, because the imaging system is 
actually a low pass filter, see chapter 2. From the transfer function H( w) of the image 
processing system one can see how the image is damped at different frequencies. At a 
frequency of about 85 revolutions per 512 pixels (equal to approx. 175 black and white 
dots), the image of the surface pattern is damped about 66%. 
The two considerations that 
• a high frequency surface pattern contain much information, and 
• high frequencies are damped by the image processing system 
interact and there must be an optimal size of the spots in the surface pattern. In figure 
10.2 it is illustrated how the optimal surface depends on the image processing system and 
the information of pattern. 
The frequency of 85 mentioned above corresponds to a period T of 12 pixels, and is 
considered the smallest possible pattern for determination of displacement/strain fields, 
which will be used in the simulation. 
10.3 Simulation of Image Processing System and Deformation Field 
The surface used in this optimization is given a translation and strain of 1.5 pixel and 
0.01, respectively. The strain and displacement of the "specimen" are applied to the 
mathematically described surface pattern and not to the "image" of the surface. 
When scanning the specimen analyzed the digital image of the surface will be blurred and 
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Figure 10.2 Optimal surface detennined from image processing equipment and infonnation 
of pattern, (principle). 
disturbed by random noise as described in chapter 2. To perform a realistic !-dimensional 
simulation these distortions must be simulated too. 
The surface pattern f(x) is spatially blurred by convolution with a blurring mask h, i.e. 
the blurred image g(x) is detennined as 
4 
g(x) =(f•h )(x) L f (x+k)h(k) (10.1) 
k•-4 
The convolution mask h, used in the simulations is listed in table 10.1 and is detennined 
by analysis of the image processing equipment, chapter 2.12. 
h_4 h.J h.z h.J ho hi hz hJ h4 
0.01951 0.03741 0.10756 0.20582 0.24945 0.20582 010756 0.03741 0.01951 
Table 10.1 Convolution mask h used for simulation of blurring performed by the image 
processing system, see chapter 2 appendix A. 
Finally the blurred image g(x) is equipped with random noise as described in chapter 2. 
The noise is Gaussian distributed with zero mean and standard deviation given as 0.8/ ln 
where n is the number of averagings of images. In the simulation n is taken as 10. All the 
previous operations are performed as floating-point values, and first at this stage they are 
rounded off when written to fi le as pixel intensities of the !-dimensional image used for 
optimization. The size of the undeformed and deformed "images" utilized in the 
simulation is 1 x 512 pixels. 
Shown in Figure 10.3 is an example of a simulated 1-d surface. The pixel values of the 
surface are shown in unstrained and strained condition. 
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Figure 10.3. Example of simulated 1-d surface. The surface is shown in unstrained and 
strained condition; the actual strain and displacement is -0.01 and 1.5 pixel, respectively. 
: 
10.4 Estimation of Displacement and Strain Parameters 
The optimal surface pattern is determined for both the DCM- and the DPM-method. 
Even though that only the DPM-method is implemented in this thesis the DCM-method 
is included in this test for comparison. 
The optimal surface pattern is detennined from the accuracy of the estimated displace-
ment/strain field created by simulation. As a scalar measure of the accuracy the 
detenninant of the covariance matrix of the parameters is used, i.e 
D(T,C,a) = det(Cov(u,i; T,C,a)) (10.2) 
where u0 and c0 are the estimated displacement and strain parameters of the simulated 
surface. It is possible to detennine the covariance matrix in two ways. The estimated 
covariance Cw is determined directly from one set of estimated parameters uO> e0, while 
~he sample covariance Cs• is detennined from a population of estimated parameters u0, 
to. 
DPM-method: A !-dimensional version of the Direct Parametric Method described in 
chapter 8 is implemented. The model M is chosen as uniform strain plus a translation, 
i.e the simulated system S is contained in the model, S f M. The covariance matrix 
estimated directly from one single estimation of the parameters is detennined from the 
methods described in chapter 8 and 4. Besides, two interpolation methods have been 
tested; linear interpolation and cubic interpolation. 
DCM-method: A !-dimensional version of The Digital Correlation Method described in 
chapter 7 is implemented for the simulation. The output from the method is a 
nonparametric displacement field which cannot directly be compared with the results of 
the DPM-method. For this purpose a parametric model M is fitted to this displacement 
field. As model is chosen the best fit line where the line parameters describe uniform 
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strain e0 and translation uo. i.e. S EM. Once the best fit line is determined it is possible 
to estimate the covariance matrix for the line parameters. The covariance matrix can be 
estimated directly from one set of parameters or from a sample population of parameters. 
10.5 Optimal Surface Pattern 
The optimal surface pattern has been found by simply simulating a lot of combinations 
of periods T, damping ratios C and up-crossing levels a and then determine the 
combination which results in minimal covariance matrix. In this way it is also possible to 
detect the trends of influence from these three parameters. 
Three series of simulations were performed with up-crossing level equal to 0.0, 0.5 and 
1.0. In each series the period T varied from 6 to 50 pixels in steps of 2, and the damping 
ratio varied from 0.1 to 0.9 in steps of 0.1. For every combination of T, ( and a 10 
simulations have been performed, see program structure in figure 10.4. 
As 10 simulations are performed for each fixed value of T, ( and a it is possible to 
calculate the covariance of the sampled parameters. In this way it is possible to check the 
agreement between estimated and sampled covariance. 
a • 0.0, 0.5, 1.0 
c • 0.1, 0.2, ... ,0.9 
end 
end 
T• 6, 8, ... .50 
i•l, 2, ... ,10 
end 
-simulate unstrained surface 
~simulate strained surface 
-estimate parameters and cowriance matrix by DPM~method 
--estimate parameters and c:ovariance matrix by DCM-method 
..catculate cov.lriance matrix of estimated parameters found by par2meter estimation 
<a!culate CCJ~~ariance matrU of estimated pan meters found by the OCM-method 
end 
-post processing or simulated data 
Figure 10.4. Program stnJ.cture used for determination of optimum by simulation. 
It would be appreciable to perform the simulations with even more values of i, T and (. 
However, since the simulation shown takes more than 48 hours on a 33 Mhz 386 PC this 
is not possible. In the following sections the results of the simulation are described. 
10.6 Results of Surface Simulation for DPM-Method 
Two ways of determining the covariance matrix have been utilized; directly from the 
estimated values and from the population of estimates. The optimal surface is determined 
from the determinants of the covariance matrices. However the two types of covariance 
matrices are not equal in size (determinant) nor do they result in an identical optimal 
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pattern. The difference between estimated and sampled covariance matrices is described 
in a later section of this chapter. 
10.6.1 Effect or Varying T and ( 
The parameters T and ( describe the randomnes and dot size of the surface pattern. The 
results of the simulation with a= 0.0 are illustrated in figures 10.5 to 10.7. 
Estimate Sample 
Figure 1 0.5. Surface plot of determinant of estimated and sampled covariance matrices. (The 
horizontal scaling of the two surfaces are different and must not be compared). 
From the 3-D surface plot in Figure 10.5 of the estimated and sampled determinant D 
of the covariance matrix some trends can be seen. It must also be noted that the random 
noise of sampled covariance is larger than that of estimated covariances. 
0.3 
0.1. 
Estimate 
0.1 lra/.l-_::_ _ ___ -'.._.!J40'---,..~so 
P.tod.T 
Sample 
Figure 10.6. Contour plot of determinanJ of estimated and sampled covariance matrices. 
Minimums for the determinanJs are marked. 
In Figure 10.6 the contour plots of estimated and sampled covariance matrices are shown. 
The surfaces have been analyzed and the minima are found to be situated at T= 18 
( =0.1 and T= 12, ( =0.1, respectively. ' 
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Figure 10.7 Determinant of estimated and sampled covariance matrices shown as function 
of the period T and damping ration (. The curves passes through the respective optimums 
(T=18, ( =0.1) and (T=12, ( =0.1). 
The curves passing through the optimums are illustrated in Figure 10.7. There is a clear 
trend in these curves, which indicates that a lower value of C gives the best results. Small 
values of C mean tha t the pattern is regular with spots of the same size. 
The areas around the minima are very flat, see Figure 10.7, specially with respect to the 
period T. The estimated determinant is nearly constant in the a rea 12sTs20 and even 
though the sample covariance varies a little the determinant is relative_ly constant i.n the 
area 10s Ts20. This means that it will only generate small changes m accuracy if the 
surface pattern is not fully optimal. However, this "flatness" of the areas also have the 
consequence that small deviation of the determinant will result in large variations of the 
optimal patterns. This may explain the relatively large d~erence in .the optim~ periods 
T determined from the estimated and the sampled covanance matnx, respectively. 
10.6.2 Effect from Varying the Up-Crossing Level a 
The effect of varying the up-crossing level a has for reasons of time only been analyzed 
on the basis of the estimated covariance matrices. However the results of this analysis are 
so clear that further analysis based on sampled covariance matric;s is considered 
unnecessary. 
Three series of tests were performed with a =O.O, 0.5 and 1.0. The a -values control the 
darkening of the surface. An a -value of 0.0 means that 50% of the surface is covered with 
black spots, whereas a < 0 gives a lighter surface. 
An effect of setting a=O.S and 1.0 compared to 0.0 is that the translation and strain 
found by optimization are sometimes wrong due to local minima which gives large 
systematic errors of the covariance matrix. For a"'O.S and 1.0 the parameters were wrong 
due to local extremes in the optimization proces for 1% and 7% of the simulations, while 
it was never wrong for a=O.O. In the data processing shown below these erroneous values 
have been sorted out. 
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The main effect of a > 0.0 is tha_! the average determinant of the covariance matrix is 
higher. In table 10.2 the averageD"' of the determinant Dw given by 
is shown. 
a Da~ 
0.0 7.9E-16 
0.5 l.lE-15 
1.0 2.0E-15 
Table 10.2 Mean determinant of estimated covariance matrices as function of a. 
From the table one can see, that the mean determinant is growing for larger values of 
a. This means that a = 0.0 for an optimal surface, i.e. 50% of the surface is covered with 
black spots. 
10.7 Results of Surface Simulations for the DCM-Method 
The strain and displacement between the undeformed and the deformed simula ted 
surface have also been estimated by using the Digital Correlation Method described in 
chapter 7. As mentioned in this chapter there are a few variable settings which may affect 
the results of the method; 
• the size of the subset for which the displacement and strain are to be found is 
here taken as 40 pixels. This value is mentioned in /Chu 12, 85 I and is used here 
for determining the optimal surface. 
• the distance between the points for which the displacement is calculated has 
been taken as 2 pixels. 
For a comple te test of the DCM-method other values of subset-size and distance between 
subsets should be tested, but for reasons of time this has not been done. 
The simulation by the DCM-method followed the procedure shown in Figure 10.4. The 
determinant has been calculated in two ways; 1) from the covariance matrix of best fit 
line to the displacement and 2) from the sampled sets of parameters. However, it has not 
been possible to obtain anything useful from the latter because of scatter in the results. 
If a larger number of p aramete r sets were calculated the sample covariance would 
become less noisy. However, fo r reasons of computational time it has n ot been possible 
to perform a sufficient number of estimates to calculate such proper determinants Ds•· 
For further details see appendix B to this chapter, where the relation between the 
estimated and sampled covariances is analyzed further. 
.. . ·.
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10.7.1 Effect of Varying T and C . 
The results of the simulations when a is 0.0 are shown in Fi~re 10.8 an? ~1gure 10.9. 
For some combination of T and C the estimated displacement u 0 and stram &o found by 
the DCM-method were often wrong. These erroneous values have be~n sorted o~t wh~n 
processing data in this section. However, the determinant of the covanance ~atnx vaz:es 
much, even when the wrong results have been sorted ou~. S~nce the ~ete~ant vanes 
several orders, it is the logarithm to the determinant wh1ch IS shown m F1gure 10.8. 
..., 
.g 
I! 
I 
Period T 
Figure 10.8. Surface and contour plot of the estimated determinant Dur calculated for the 
DCM-method. 
From the surface plot the trends of varying T and C can be see~. ~e de!erminant 
decreases with decreasing value of the damping ratio C, it increase~ Wl~h mcreas1_n~ values 
of the period T. Since it is the logarithm of the determinant wh1ch IS shown, 1t I S clear 
that the determinant is actually much larger for T=SO than for T=6. From the contour 
plot the optimal surface pattern is found to be described by the values T= 8 and C =0.1. 
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Figure 10.9. Determinant Dtstfor the DCM-method. Curves passing through T=B and (=0.1 
are shown. 
In F igure 10.9 the curves passing through the minimum are shown. The influence from 
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the period T is very small in the region 8s;Ts16 meaning that being close to the 
op timum is not very important. 
10.7.2 Effect of Varying the Up-Crossing Level a 
It has not been possible to obtain the effect from the value of the up-crossing levels a. 
The reason is, that when a was set to 0.5 and 1.0 the estimation of strain and displace-
ment parameters failed so often, that no effect can be seen from these simulations . 
10.8 Optimal Surface 
From the simulations three slightly different estimates of the optimal surface pattern have 
be determined. In table 10.3 an overview of the results is presented. 
c a T. Topt T. 
DPM, estimate 0.1 0.0 12 18 20 
DPM, sample 0.1 - 10 12 20 
D CM, estimate 0.1 - 8 8 16 
I "Mean" I 0.1 0.0 10 12 18 
Table 10.3 Optimal surface pattern described by (, a and T and determined by different 
methods. 
T. and T. limits the region within which the variations of the determinant of the 
covariance matrix are small. By considering the three proposals for the optimal surface 
pattern it has been found that a period of 12 pixels is optimal. A period of 12 pixels 
implies that the elements of the optimal pattern have a size of 12/2 =6 pixels. Further, 
for all methods, the determinant is nearly constant in the region T. s; Ts T + around this 
optimum. This implies that if the actual surface pattern is not exactly identical to the 
optimal pattern it will only result in slightly increased covariance matrices. 
It is a little surprising that the D CM-method predicts the optimal T as 8 pixels. At this 
frequency the surface is damped due to the low pass filtering of the imaging system. 
However, the value is in agreement with the values found from literature, see 
introduction to this chapter. 
In the two methods it is also shown that the pattern shall be regular. It is also a little 
surprising that the optimal pattern shall be regular, since some kind of randomness was 
expected . However, retrospectively seen it is logical that the pattern shall be uniform, 
because the optimal spot size are found to be approx. 12 pixels, and a high degree of 
randomness means that many spots do not have this optimal size. The fact that a regular 
surface seems to be better than an irregular surface has not been investigated in the 
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literature. 
Further it has been found that the optimal value of a is 0.0, which indicates that 50% of 
the surface is covered with spots. 
10.8.1 Optimal Pattern in 2 Dimensions 
The optimal values of T, ( and a describing the surface are found from simulation on a 
!-dimensional image, and some considerations must be taken into account when applying 
results to the 2-dimensional image. 
The results from !-dimensional simulation indicate that the optimal surface pattern is 
regular with a spot size of 6 pixels (giving a period of 12 pixels) and 50% blackening. In 
2 dimensions this can be realized by a surface pattern looking like a chess-board, see 
figure 10.1 0. 
12 pixels 
Figure 10.10. Chess-board-pattern to be applied to the surface of the specimen. 
When preparing the 2-dimensional surface it must be remembered that the aspect ratio 
of the image processing equipment may be different from 1:1. The equipment used in this 
project has an aspect ratio of 4:3 which means that the physical pattern on the surface 
of the specimen must also have a vertical and horizontal spot-size-ratio of 4:3. 
Besides, this simulation has not dealt with the practical aspect of creating the pattern on 
a surface of a specimen, which will be mechanically strained. 
10.9 Analyses of Identification Method 
The identification method I has been analyzed for optimization and comparison of the 
interpolation method and estimation method. The determinant of the covariance matrix 
of the estimated parameters is used as a scalar measure of the accuracy of the estimated 
parameters in this analysis. The analyses considered are based on simulated !-dimen-
sional images with an surface pattern characterized by a period T = 12 pixels and damping 
ratio C = 0.1 and a= 0.0, which has are found to be optimal. 
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The interpolation method is analyzed by the DPM-method, and linear and cubic 
interpolation have been implemented. This analysis is based on the displacement and 
strain parameters estimated from 25 simulations. 
The comparison between the DPM- and the DCM-method is also based on 25 
simulations. In this test the interpolation method of the DCM-method is linear 
interpolation. 
Shown in table 10.4 are the determinants of covariance matrices calculated in the tests. 
DPM, linear DPM, cubic DCM, linear 
interpolation interpolation interpolation 
i Dsa 1.7e-16 1.4e-16 6.3e-16 
. [jtsl 6.7e-15 5.2e-16 l.Se-16 
Table 10.4 Determinant of covariance matrices determined from 25 estimated sets of 
parameters. 
The determinant Dts, shown in table 10.4 is the mean of the 25 determinants of 
covariance matrices estimated in the test, i.e 
10.9.1 The DPM-Method 
- 1 2S ' 
D<Sl = - L D"'(cov1(T,(,a)) 25 1· 1 
(10.4) 
In the analysis utilizing the DPM-method it has been found that estimated and sampled 
covariance matrices differ and D "' > Dsa- Further the difference between and size of the 
matrices depend on the interpolation method used. Shown in Figure 10.11 are the 
determinants found by 25 simulations 
When using linear interpolation the difference between D.., and Dsa is very large. It must 
be noted that even if there is a large difference between the determinants, the difference 
in standard deviation of the parameters is only about the fourth root of that difference. 
By using cubic interpolation this difference is reduced drastically to approx. a factor of 
4. Due to the theory described in chapter 4 it can be explained why this difference exists 
and why it is reduced by using higher order interpolation. In appendix A to this chapter 
the reasons for the difference is further analyzed. In chapter 11 it is tested whether this 
difference between estimated and sampled covariance found by simulation is also valid 
when analyzing real digital images. Further, both the sampled and the estimated 
determinant of covariance matrix are reduced by using cubic interpolation. 
Besides, it has been found that the numerical optimization utilized for estimating the 
parameters converges faster when using cubic interpolation - on the other hand each 
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Figure 10.11. Plot of estimated determinant and determinant calculated from 25 sets of 
sampled parameters. 
iteration takes longer time. 
10.9.2 The DCM-Method 
In this test the determinant of the estimated covariance Dur are compared with the 
determinant of the sampled covariance Dsa and it has been found that the two are not 
alike, D,a>Dur. In Figure 10.12 the two detenninants are shown graphically. 
9 
x to" Determinant of cov. ma.tri.x 
7 Sampled 
5 
3 
Sample no. 
Figure 10.12. Estimated and sampled determinant of covariance matrix for DCM·method. 
From Figure 10.12 it is seen that the sampled detenninant Dsa is approximately 4 times 
larger than the estimated detenninant Dtst. The reason for this difference is found to be 
that the conditions for estimating the covariance matrix of the best fit line parameters are 
not fulfilled, see appendix B to this chapter. 
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10.9.3 Comparison of the DPM- and the DCM-Method. 
It is difficult to compare the two methods, since the results of the DCM-method are 
affected by a number of settings, such as subset size and distance between the points 
where the displacement is estimated. It is likely that by optimization of these settings the 
detenninant of the DCM-method can be minimized. However, taking due reservations 
it appears that the sample covariance matrices detennined from the DPM-method are 
smaller than those obtained by the DCM-method. 
10.10 Further Aspects 
The simulations of surface pattern and test of the estimation methods DCM and DPM 
are performed on a number of conditions and fixed settings. For this analysis to be 
complete these fixed parameters and conditions should have been varied. Below a list of 
conditions and settings is given. 
Surface pattern 
• the spatial blurring mask h implemented describes the vertical blurring 
performed by the equipment. Other blurring masks could have been implement-
ed, especially a horizontal blurring mask for detennining the optimal pattern in 
horizontal direction. 
• dynamic range, i.e. the difference between light and dark regions of the pattern 
could have been varied. 
• here the deformation system S is contained in the model M, i.e. Srn!. Another 
deformation system could have been simulated so that S dvf. 
• the !-dimensional images are simulated to be scarmed with 10 averagings, but 
other values could be used. 
• the mathematical description of the surface pattern is very simple. Another 
description could perhaps have designed better surface patterns. 
• the simulation of the distortions performed by the image processing system may 
be inaccurate. 
Estimation methods in general: 
• other interpolation methods could have been tested 
• other measures of similarity between an undeformed and a deformed image 
could be used, for example least absolute deviation 
• other optimization methods and tests for local minima. 
DCM-method: 
• size of the subset for which the displacement is estimated 
• distance between points where the displacement is determined 
However, due to time considerations nothing further has been performed to change the 
applied conditions. It has been estimated that such fu rther investigations will only to a 
small extent be able to change the observations of the surface pattern and the relation 
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between estimated and sampled covariance matrices. Besides, the value of the new 
information is limited when it can only be applied to the one-dimensional image. 
10.11 Summary 
In this chapter the experimental conditions H and identification method I are optimized 
and analyzed. The experimental conditions is optimized 'by determining the optimal 
surface pattern to be mounted on the test specimen. The identification method is 
analyzed by testing two interpolation methods and by comparing the DCM- and the 
DPM-method. 
As scalar measure of the accuracy of the estimated parameters the determinant of 
covariance matrix is used. The covariance matrix is calculated in two ways; from the 
population of sampled parameters and estimated directly together with the estimated 
parameters. 
The simulations are performed by the DCM-method and the DPM-method, and for both 
methods the estimated and sampled covariance matrices are determined. These 
covariances is used for determining the optimal surface pattern. 
A mathematical expression based on 3 parameters have been utilized for description of 
the surface pattern. By varying these 3 parameters the optimal surface pattern has been 
found. The optimal surface is regular with elements of the same size and 50% of the 
surface is covered with white elements. The optimal spot size is found as 6 pixels. In 2 
dimensions such a surface can be realized as a chess-board pattern. The sampled and 
estimated covariances of the DCM- and the DPM-method do not determine exactly the 
same optimal pattern. However, the determinants are nearly constant in the region 
around the selcted optimal pattern. 
The estimated and sampled covariance matrices differ since the estimated covariance is 
larger than the sampled covariance. By using cubic interpolation instead of linar 
interpolation both the estimated and the sampled covariance are reduced. Besides, the 
difference between the estimated and the sampled covariance matrix is reduced by using 
cubic interpolation. 
The sampled covariance obtained by using the DPM-method is smaller than that obtained 
by the DCM-method. However, this statement must be taken with care since it is difficult 
to compare the two methods. 
Finally it must be stressed that the results obtained in this chapter shall be estimated with 
care, since they are only obtained from !-dimensional simulations. Besides, there are a 
number of settings and conditions which could be tested, and which might result in 
slightly different results. 
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10.12 List of Symbols 
DCM 
Dtst 
DPM 
Dsa 
g(x) 
h 
H 
I 
Digital Correlation Method. 
Estimated determinant of covariance matrix of the estimated parameters. 
Direct Parametric Method. 
Calculated determinant of covariance matrix of the estimated parameters. 
Pixel values of the simulated !-dimensional images. 
Spatial blurring mask. 
Experimental conditions. 
Identification method. 
Deformation system. 
Model of deformation system. 
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s 
M 
T 
a 
c 
The period of the second order system used for description of the surface. 
Up and down crossing levels describing the pattern on surface of specimen. 
Damping ratio of the second order system used for description of the surface. 
10.13 Appendix lOA: Further Results from the DPM-Method 
The purpose of this appendix is to present a more thorough description of the deter-
minants obtained by the DPM-method. It has been found that there is a difference 
between an estimated and a sampled covariance matrix, as D," > DS(J. For all graphs shown 
in the following bicubic interpolation has been used. 
The reason for this difference between estimated and calculated covariance seems to be 
that the residuals f(xJ between the undeformed image g(x) and matched image g'(x ') are 
not independent white noise. This can be seen from Figure 10.13 and Figure 10.14. 
0.06 
0.04 
0 
.0.02 
-200 
Autocorrelati011 of residual <(x) 
-100 0 100 200 
lag ' 
l'ouricr tramfonned of autocorrdation 
1.8 ,....--- -- --------. 
1.4 
0.6 
0.2 
0 30 
Figure 10.14. Plot of a) autocorrelation of residual f(x) and b) Fourier transformed of 
autocorrelation. 
In figure 10.13 the !-dimensional image g(xJ is shown together with the residuals f(xJ 
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Figure 10.13. Plot of a) part of ] -dimensional image f(xJ and b) part of residuals E(xJ 
between undeformed image and matched deformed image. 
and in figure 10.14 the autocorrelation of the residuals E(xJ is shown. If the residuals 
were independent white noise, the autocorrrelation should have been an impulse at r=O 
and zero when r .. o. As seen from the figures this is not the case. The autocorrelation is 
periodic with a period of 12 pixels which is identical to the period T of the surface 
pattern. This indicates that the residuals are not independent white noise. The expression 
where 1/f(x;;EJ) is described in chapter 8, and 
1 N 
j,N = -I: el(x;;e) 
N;.t 
is only valid if the residuals f (xJ are Gaussian distributed white noise. 
(10.5) 
(10.6) 
By using cubic interpolation the estimated covariance matrix is reduced compared to that 
obtained by linear interpolation. The reason is that the residuals are reduced because this 
interpolation method gives a better description of the surface pattern ..tcubic < ..tlin. 
The sampled covariance matrix is reduced simply because cubic interpolation gives a 
better description of the surface pattern which provides a better foundation for the 
numerical optimization. 
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In other words, the described differences between an estimated and a sampled covariance 
matrix are that even if the deformation model S is contained in the model M SfM the 
model cannot describe the discretations and truncations performed when conve'rting from 
surface pattern to !-dimensional image. 
10.13.1 Analysis of Standard Deviations 
One of the purposes with these analyses based on simulation is to see whether the results 
can be verified by tests on "real" digital images. This comparison is described in the next 
chapter. However, because of problems with interlacing when analyzing "real" digital 
images, see chapter 2, it is only possible to make comparisos on the basis of the strain 
parameter and disregard the displacement parameter. Therefore a special simulation is 
performed where only the estimated strain parameter £0 is analyzed. In figure 10.15 the 
estimated and sampled standard deviation of the strain parameter are shown. 
2 
X 10-.3 Standard deviation of otraln 
1.6 
1.2 Estimated deviation 
0.8 Sampled deviation 
0.4 
00 s 10 15 20 25 
Sample no. 
Figure 10.15 Estimated and sampled standard deviaton of strain parameters 1:, 
The difference between the estimated standard deviation and the sample standard 
deviation is found to be approximately 1.7, i.e. 
a <SI( eo) 
1.7 (10.7) 
for cubic interpolation. 
10.14 Appendix lOB: Further Results from the DCM-method 
From the analysis of the DCM-method it has been found that there is a difference 
between the estimated and the sampled determinant of covariance matrix, Dm <Dso. This 
difference exists because the residuals f(xJ are not Gaussian distributed noise. The 
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residuals f(xJ are illustrated in figure 10.16. 
7 
5 
3 
X 
Figure 10.16 Illustrotion of residuals f(xJ between estimated displacements and fitted line. 
In Figure 10.17 the residuals f(xJ are plotted on normal-distribution paper. 
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Figure 10.17. Distribution of the residuals around the fitted line. Plotted on normal dis-
tribution paper. 
One can see that the tails of the actual distribution are more frequent than the Gauss-
distribution predicts. This may be the source og the difference, as just a few "out-Hers" 
are able to distort a best fit line, when fitted with the least square error method, /Press 
2, (87)/. A way to avoid this high sensitivity to "out-liers" is to use robust estimation. 
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Chapter 11 
Experimental Estimation of 
Displacement and Strain 
in 1 Dimension 
11.1 Introduction 
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In the previous chapter the strains and displacements were determined from simulated 
one-dimensional images. The strain and displacement parameters are estimated by 
different methods; the DPM-method and the DCM-method. One of the scopes of these 
simulations is to analyse the deviation of the parameters, which describe the deformation. 
In this chapter it is investigated whether the results from the simulations with the DPM-
method can be verified by test. 
For computational reasons the simulations mentioned have only been performed on 
!-dimensional "images". Since real digital images are two-dimensional the comparative 
analyses in this chapter will be perrnited individually on rows or colunns extracted from 
the 512x512 pixel image. 
11.2 Description of Specimen 
The test specimen used is specially designed with respect to this test. In the following 
sections the test specimen and its preparation for analysis is dc.scribed. 
11.2.1 Dimensions and Material 
The purpose of the test specimen design is to give it a well-known and well described 
strain. Figure 11.1 shows a drawing of the specimen and the position of strain gauges 
mounted for measurement of strain field. The test specimen is made of aluminum. 
When applying a load to the specimen the stress field in the centre area of the specimen 
will be uniform and unidirectional, i.e. a, = F /A and ay = 0, where F is the load applied, 
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A is the cross-sectional area of the specimen and x is the longitudinal direction of the 
specimen. The strain field of the specimen will be uniform with e" = a.fE and ey = - ve., 
where E and v are the modulus of elasticity and Poisson ratio of the material, 
respectively. 
~!91 v/ /"/ ~ //ff v&/ V. / 
//// 
c:=:J j//~ vYf; 
f/f) 
~fey: 
c:=:J d~~ 
Measutemeats in mm. 
Sttain gauge c:=:J 
Figure 11.1 Test specimen with strain gauges and surface pattern, (both sides of specimen 
shown). 
Descibed in terms of parameter estimation the deformation system S is uniform strain, 
for which reason the displacement model M of the DPM-method is chosen as 
(ILl) 
For further description of model and estimation of parameters see chapters 4 and 8. 
11.2.2 Measuring with Strain Gauge 
On both sides of the specimen strain gauges are mounted, see figure 11.1. The rosette-
gauge is the main gauge used for comparison with the calculated strain and survey of the 
principal directions for control of the load applied. If the specimen is obliquely mounted 
the principal direction will be different from zero degrees. The other single gauges are 
mounted for control of out-of-plane bending and in-plane-bending. 
11.2.3 Surface Pattern 
On the surface of the test specimen a pattern is painted, which is shown in Figure 11.1. 
This surface pattern has in a previous chapter been found to give optimal measuring 
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conditions. The width-height ratio of the pattern is 4:3 since this is also the aspect ratio 
for the image processing equipment. The surface pattern is created by spraying the 
cleaned metal surface with dull black paint. When this paint is dry the white spots of the 
pattern are applied by silk printing. It has been tested, that the paint adheres completely 
to the metal surface, i.e. no visible cracks in the paint occurred while exposing a test 
specimen to strains much larger than usual in this test. 
11.3 Equipment Used in Test 
The other necessary equipment used in the test is briefly described in the following 
sections. 
11.3.1 Load Frame 
The test specimens are mounted in a mechanical spindle-driven loading machine and 
exposed to strain. The load machine is able to pull with a maximum force of 25000 
Newton. The overall length of the machine is approximately one metre. In Figure 11.2 
an illustration of the machine is shown. 
Figure 11.2 Photo of the loading machine used in the test. 
The force and displacement of the clamping grips can be registered by an arrangement 
of springs, gear wheels, rollers, mercury pistons etc., but these facilities have not been 
used in this experiment. The test specimen is placed horizontally, which has caused the 
test specimen to bend down because of the weight of clamping grips. This has caused 
some problems which will be discussed later. 
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11.3.2 Clamping Grips 
A set of clamping grips was constructed for this test. The clamping equipment and 
specimen are shown in Figure 11.3. The force is transmitted from the grips to the test 
specimen by friction, for which reason all contact surfaces are roughened by sand blasting. 
Since the clamping grips are rather heavy, they are supported by a thin piece of plate 
towards the load frame. In this way the downward deflection of the test specimen is 
reduced but not eliminated, which will be shown later. 
Figure 11.3 Clamping equipment and test specimen. The clamps are connected to the load 
frame via the large drilled holes. 
11.3.3 Illumination 
When scanning images of the test specimen, the specimen is synunetrically illuminated 
by two light tubes, one above and one below the specimen. This illumination is not 
perfect, because when illuminating a plain piece of white paper the pixel intensities of 
the image vary a little from one corner to another. One could consider correcting the 
scanned images for the uneven illumination. This has not been done since it could 
introduce a new source of errors. 
11.3.4 Image Processing Equipment 
The image processing equipment used in the test is the same as described in previous 
chapters; ISM-compatible PC equipped with Data Translation frame grabber and 
coprocessor-card, Philips CCD-camera mounted with a 15-75 mm zoom lens. 
11.4 Description of Test Procedures 
In the following sections the test procedures used in the test are briefly described. 
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11.4.1 Load Applied to Specimen 
The test specimen is loaded in steps of approximately 50 pstrain and with a total strain 
range from 0 to approximatly 700 ,ustrain. Then the load is relieved. For each load step 
an image is scanned and the strains of the 6 strain gauges are registered. From the strain 
gauges the principal stress and main stress directions of the specimen are calculated 
on-line. 
11.4.2 Scanning of Image 
The scanned images are stored on hard disk for later analysis even though this could be 
performed on-line. Each image is scanned with 128 averagings which is the maximum for 
the equipment. The reason for this large number of averagings is discussed in the next 
section. 
11.5 Problems with Interlacing 
The interlaced scanning principle of the image processing equipment influenced the test 
procedures and test results. The consequence of the distortion caused by interl~cing is 
that the estimated displacement parameters are erroneous. Therefore, only the estlmated 
strains are considered in this experimental analysis. 
11.5.1 Horizontally 
During the pilot testing of the experiments it was found that the phase lock of the image 
processing equipment was not perfect. In combination with interlacing this had the effect 
that the vertical lines painted on the specimen appear to be "jagged", see Figure 11.4. 
This phenomenom is more thoroughly described in chapter 2. 
Horizonlal image 
Figure 11.4 The vertical lines of the surface pattern appear to be jagged. (Actual in test 
horizontal). 
This jagging influences the estimated strain. One way to reduce this jagging is to scan the 
images with as many averagings as possible, here 128 images are averaged on-line to one 
image. In this way the random noise is also eliminated. 
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11.5.2 Vertically 
The interlaced principle of the image processing equipment also gives problems in 
vertical direction. During the pilot test it was also found that the light sensitivity of even 
rows in the image is larger than the sensitivity of uneven rows. This different sensitivity 
causes the light intensity of a column of pixels to appear jagged. The principle is 
illustrated in figure 11.5. 
Figure 11.5 Different light sensitivity in even and uneven rows of image causes that the 
intensity of a column of pixels to appear 'jagged~ (Actual in vertical test). 
However, the effect of this vertical distortion is small compared to the effect of the 
horizontal distortion. 
11.6 Sensitivity to Out-of-Plane Bending 
Another problem occurred due to the horizontal position of the test specimen which will 
perform an out-of-plane motion when loaded. This out-of-plane motion is caused by 
a) deformation of the load frame b) reduced deflection from gravity force as the 
specimen is stretched and c) deformations due to Poisson's ratio. 
The out-of-plane deflection will have the effect that the measured in-plane-strain is incor-
rect. By translating the specimen out-of-plane one will measure a strain t""as given by 
€/Uas= tapp +trrue 
(11.2) 
where e .... is the attempted strain of the test specimen. From Figure 11.6 it is seen that 
the appearing strain t•PP is given by 
c = 6.W ~ WeeD M = ~ 
app W WF I 
(11.3) 
provided that out-of-plane motion .1/ is small compared to the distance I and where F is 
the focal length of the lens (variable for zoom lens), WeeD is the width of the CCD-chip 
and W is the width of the specimen analysed. 
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The terms ~ .d~ F, We= W of (11.3) are illustrated in Figure 11.6. One sees that the way 
to reduce the out-of-plane sensitivity is to increase the focal length F by using a tele lens 
and reducing the out-of-plane deflection as much as possible. 
F 
. .:11 
Figure 11.6 fllustrotion of the sensitivity of out-of-plane motion 
In this test the actual values ofF, Weeo Ware 20 mm, 6 mm and 66 mm, respectively. 
Hereby the apparent strain t~ is equal to app. 4500 14strain per mm out-of-plane 
displacement. This is a very high sensitivity to out-of-plane deflection and on normal 
measuring conditions the measured strain cmtas will be dominated by the apparent strain 
eapp• 
11.6.1 Circumventing Out-of-Plane Sensitivity 
In this test a little "trick" has been used to reduce the influence from out-of-plane 
deflection. On the surface of the test specimen a piece of metal is placed (in the 
following denoted null gauge) which has a surface pattern identical to that of the test 
specimen, see Figure 11.7 (this other part of the pattern will in the following be denoted 
active gal.lge ). 
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null gauge 
active gauge 
Figure 11.7 Drawing of test specimen showing the null gauge. 
The null gauge does not get strained, i.e. e' .. .,.= 0 '* e'..,.os = t.'app' If it is assumed that 
c 'app of the null gauge is equal to eapp of the test specimen it is possible to determine e...,. 
of the specimen as 
I 
tmtas = ttrw + tapp 
e·mras= e·rrw + e" app 
emtas- e'tMas = e1rw- t 'rrue + eapp- e' o.pp = t~TW 
(11.4) 
Assuming that the noise independant the price to be paid for this circumvention of out-
of-plane sensitivity is that the sample standard deviation a1.,.., of the determined strain 
is doubled because; 
• the sample variance var,..., and var, . ..,.. are doubled because the amount of data 
for each is reduced by half, and 
• the determined strain e...,. must be calculated as the difference between the 
measured strain of the test specimen e,.os and the null gauge c'measo i.e. 
(115) 
where a, .. ,..., is the hypothetic average sample standard deviation if it had not been 
necessary to mount the null gauge. 
11.7 Description of Computational Processing of Test Data 
As mentioned in the introduction this test is !-dimensional. Therefore, the strain is 
estimated from a single row or column of pixels from undeformed and deformed image. 
Two series of tests are performed; horizontally and vertically. The difference between 
these two tests is that the CCD-camera is rotated 90 degrees as shown in Figure 11.8 and 
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Figure 11.9. This is done to explore whether the directional properties of the image 
processing equipment give any significant differences in the two directions. 
The purpose of this experimental analysis is to 
• determine whether the correct strain is estimated or biased. 
• calculate and compare the sample variance and estimated variance of the strain. 
The estimated variance is calculated every time the strain of a line is determined by 
parameter estimation. The sample variance requires that several of the strain values 
determined are present. This is done by estimating the strain from 20 lines of pixels from 
null gauge and active gauge respectively, see Figure 11.8 and Figure 11.9. 
2 x 20 lines of 
pixels used for 
calcuation of 
strain 
Null gauge 
Active gauge 
Figure 11.8 Print of digital image showing 2 x 20 rows of pixels from active gauge and null 
gauge. For each row the strain is estimated in the horizontal test. 
2 x 20 columns 
pixels for which 
strain is estimated 
Null gauge 
Active gauge 
Figure 11.9 2 x 20 columns of pixels for which the strain is estimated in the ~~ertical test. 
11.8 Base Line Test 
A so called base line test has been performed. The purpose of this test is to determine 
the minimum variance of the strain parameter, and in this way get an idea of the 
accuracy of the method. Two identical images of the specimen are scanned, i.e. the only 
difference is random noise and the systematic noise caused by "jagging". TWenty rows of 
140 Janus qngbye 
pixels are extracted from null gauge and active gauge, respectively, and the strain is 
calculated for each row. 
Since the image processing system behaves slightly differently in vertical and horizontal 
direction two base line tests have been performed. The only difference is that in the 
vertical test the CCD-camera is rotated 90" and 2x20 columns (instead of rows) of pixels 
are extracted for analysis. 
Horizontal Vertical 
Mean strain e 3.7 ,llStrain 1.1 ,llStrain 
Estimated standard deviation (mean) aes1(t) 2.7 ,llStrain 3.3 ,llStrain 
: Sample standard deviation a .. ,(£) 5.6 ,llStrain 3.1 ,llStrain 
Table 11.1 Base line test for vertical and horizontal direction for 1 line. 
The base line test determines the estimated strain caused by random noise in the images. 
The deviation in horizontal direction seems to be a little larger than in vertical direction. 
The standard deviations from table 11.1 are the minimum values obtainable with this 
equipment and method. 
11.9 Estimation of Strain Parameters 
Two series of tests have been performed, vertically and horizontally. In each series 
approximately 10 images are scanned. For each image the strain is determined. In 
Figure 11.10 a graph with the detennined strain e""" is shown as a function of the strain 
measured with strain gauge. 
From Figure 11.10 it is seen that the appearent strain eapp of the active gauge and e'"PP 
of the null gauge is nonlinear with respect to the load applied to the test specimen. This 
nonlinearity is caused by the out-of-plane bending. Further figure 11.10 shows that 
appearent strains eapp and e 'app are different when loading up compared to when down 
loading. This difference originates from friction in the loading machine. In Figure 11.12 
it is further illustrated bow the appearent and true strain are determined between two 
images. 
11.9.1 Mean of Parameters 
A linear regression has been performed on the vertical and horizontal series of images, 
respectively. As independent variable the strains measured with strain gauge are used, 
and as dependent variable the strains determined by image analysis are used. 
The parameters of the regression lines are shown in table 11.2. 
The slopes of the regression lines are very close to 1, see table 11.2. This indicates that 
the relation between estimated and measured strain is unbiased. The small deviations 
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Figure lLlO Graph showing the true strain e_ detennined as the difference between the 
strain of active gauge and null gauge. 
• 
Strain (strain gauge) 
Figure 11.11 Linear regression for determining the bias ebias and relation between estimated 
and measured strain (principle). 
Horizontal Vertical 
e bias 37 ,llStrain 48 ,llStrain 
e,rue/ ts.o. from best fit line 1.002 0.998 
Table 11.2 Ratio between the strain measured with strain gauge and image analysis. 
from 1 are due to random noise. Unfortunately the constant bias ebw of the strain is too 
high. However it is estimated that this bias originates from out-of-plane deflections which 
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can be reduced by 
• orienting the test specimen and load machine in vertical direction 
• using a thicker and thus more rigid test specimen 
using a more rigid and better fastened load machine 
• using a tele lens when scanning images of test specimen. 
Despite this bias it is concluded that the DPM-method itself is unbiased and able to give 
reliable estimates of strain parameters, provided that the experimental equipment is of 
good quality. 
11.9.2 Deviation of Parameters 
The standard deviation of the determined strains indicates the accuracy of the method. 
The standard deviation of strains is calculated in 3 ways. 
• For each line of pixels of null gauge and active gauge the standard deviation of 
the strain is estimated. 
• For each image the sample standard deviation of the strain determined is 
calculated 
• The standard deviation around the best fit line found by regression. 
For a more thourogh description of these three deviations, see Appendix A to this 
chapter. In table 11.3 the three measures of the standard deviation are specified 
Horizontal Vertical 
Estimated standard deviation (mean) a .. , 32 JlStrain 31 jlStrain 
Sample standard deviation (mean) asamp 19 JlStrain 18 JlStrain 
Sample standard mean (best line) a1, 11 JlStrain 19 JlStrain 
Table 11.3 Standard deviations measured in 3 ways for a single line of pixels. 
The standard deviations in the vertical and the horizontal direction are approximately 
equal. This means that even though the image processing equipment used in this test 
treats the vertical and horizontal lines of pixels differently there is no difference in the 
accuracy obtainable in the two directions. 
One sees that there is a difference between the sample deviation a and the estimated 
deviation am of about a factor 1.7. This result is very similar t:'fhe result found by 
simulation, see chapter 10, appendix A In this chapter it has been found from 
simulations, that the estimated standard deviation is approximately 1.7 the size of the 
sample standard deviation. In chapter 10 it is described why this difference between the 
estimated and sampled standard deviations exists. The same circumstances are the cause 
of the differences found by these experiments. 
The size of the standard deviations found by these experiments can also be compared 
with the deviations obtained by simulations, see chapter 10. The estimated deviation a' 
and sampled deviation a'sa obtained from the simulations are 11 and 6 JlStrai~ 
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respectively. These values are somehow lower than those found in the experiment. The 
reason for this difference is that the models used for the simulations cannot describe the 
real behaviour of the image processing equipment. In appendix B to this chapter the 
intensities of a row and a column of pixels are shown. These curves are far from being 
as. s_mo~th as those _generated by s~mulat_io~. Further the distortion of the images 
ongmatmg from the mterlaced scanrung pnnc1ple affect the estimated strain, too. 
The standard deviation obtained by this !-dimensional experiment is certainly larger than 
that of other methods such as strain gauge, photoelasticty. However, it must be 
emphasized that this deviation is only determined from a single line of pixels. It is 
possible to reduce the average sample deviation by using all the lines in the image, i.e 
a-•_, (11.6) 
where n is the number of lines in null gauge or active gauge. If it is assumed that 
approximately 225 lines of pixels are available the average sample deviation is 
19 15 ° a, =--"' . JlStram ...., .fi25 (11.7) 
where n is the number of lines in null gauge or active gauge. The reason why 225 and not 
512/2 lines of pixels are assumed available is that it is not possible to use pixels in the 
zone between active and null gauge, and it is not possible to use the pixels in the upper 
and the lower edge of the image. 
11.10 Summary 
The !-dimensional test is important because it shows the principle of the Direct 
Parametric Method. For this experiment a simple displacement model M and a simple 
deformation system S are used, and only lack of time prevents a more advanced test 
specimen and strain field from being tested. 
The experiment has shown that the interlaced scanning principle of the image processing 
equipment generates a special distortion of the images. This distortion has the 
consequence that the estimated displacements are erroneous, for which reason only the 
estimated strain is considered in this experiment. The interlacing-distortion, however, also 
influences the estimated strains a little. 
Another condition which highly affects the estimated strains is out-of-plane deflection of 
the specimen. It is possible to reduce the sensitivity to out-of-plane motion of the test 
specimen by utilizing a so called null gauge. 
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The estimated strain turns out to be biased with app. 40 #Strain. This bias is caused by 
out-of-plane deflection of the test specimen. This deflection can be reduced by using 
other experimental equipment. The linearity between estimated strain and strain 
measured by strain gauges is very close to 1, i.e. the linearity is unbiased. 
A base line test has been performed. This base line test indicates the minimum deviation 
possible with this type of image processing equipment. The base line deviation of the 
DPM-method is found to be approximately 5 J~Strain for a single row of pixels. 
The standard deviation of the strain is estimated together with the estimated strain 
parameter. However, the estimated strain deviation is higher than the "real" (sample) 
deviation. The difference between estimated and sampled deviation is approx. 2. This 
difference is relatively small, and the estimated deviation certainly gives a good indication 
of the true deviation. (This only holds if the true strain field S of the test specimen can 
be described by the model M implemented in the DPM-program used for estimation of 
strain parameters). The difference between estimated and sampled deviation of the strain 
is equal to the difference obtained by simulations. 
The standard deviation of the strain estimated for a single line of pixels is found to be 
approximately 20 #Strain. This indicates that the average sample deviation of all lines in 
an image is approximately 1.5 J~Strain, which is equal to the deviation obtainable with 
strain gauge technique. 
11.11 List of Symbols 
A 
DCM 
DPM 
E 
E[] 
a 
Cross-sectional area of specimen. 
Digital Correlation Method. 
Direct Parametric Method. 
Modulus of elasticity. 
Expectational operator. 
Standard deviation. 
a,,ar Stress in x- and y-direction. 
e.,ey Strain in x- and y-direction. 
v Poisson's ratio. 
11.12 Appendix UA: Calculation of Deviations 
As mentioned the standard deviation of the determined strain is calculated in three ways; 
from the estimated standard deviations, from the sampled strains and from the best fit 
line. In Figure 11.12 two of these are illustrated graphically. 
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Figure 11.12 Determination of strain from 20 lines of pixels from null gauge and active 
gauge, respectively. 
11.12.1 Estimated Deviation 
The estimated deviation is calculated as 
(1L8) 
where E[ .. ] is the expectational operator, and aanu11 and a.o<.tM are the estimated deviation 
of apparent strain from null gauge and active gauge, respectively. 
11.12.2 Sample Standard Deviation 
The sample standard deviation of the estimated strain is calculated as 
(11.9) 
where of e.uul and of eoctivtl are the standard deviations of the apparent strains from null 
gauge and active gauge, respectively. 
11.12.3 Deviation Around Best Fit Line 
The standard deviation can be estimated from the best fit line found by linear regression 
through the points (esG•e ..... ) 
a = lr 
L (e,.i-aesG;-/3)2 
n-2 
(11.10) 
where a and f3 are the coefficients of the fitted line, and n is the number of images for 
which the strain is estimated. 
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11.13 Appendix liB: Problem Caused by Interlacing 
As mentioned in chapter 2 and this chapter the interlaced scanning principle of that type 
of CCD-cameras has caused a number of problems when estimating strains and 
displacements. 
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Figure 11.13 Light intensifies from images of surface patterns used in test, a) from a 
horizontal row of pixels (horizontal test) and b) from a vertical column of pixels (vertical 
test). 
In figure 11.13 parts of a row and a column of pixels from the vertical and horizontal 
tests from this chapter are shown. 
From figure 11.13 it is seen that there is a difference between vertical and horizontal 
lines of the image. The horizontal lines from the image of the surface pattern were 
expected to be regular and symmetrical with a shape like sinusoidal waves. However the 
curves are asymmetric in shape and behave differently in dark and light areas of the 
image. The asymmetry in shape is caused by "over-shooting" when scanning the surface 
pattern. From the curves it can be seen that the lines of the CCD-chip are scanned from 
left to right. No reasonable explanation can be given why the curves behave differently 
in dark and light regions of the image. 
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The vertical lines from the image of surface pattern are nearly symmetrical. This is 
because the pixels of vertical lines are not scanned continuously as they are normal to the 
scanning direction of the CCD-chip. 
The consequences of the interlaced scanning principle is illustrated in figure 11.14. 
2.9 
.!1 
i 
., Acdve. a:auce I 
.a 
J 
2 .8 
2.75 
2 .7 
2.650 
10 15 10 15 20 
LiDe number 
Figure 11.14 Estimated displacements u0 for a) 20 lines of pixels from active gauge and b) 
20 lines of pixels from null gauge. 
The figure shows the estimated displacements u0 from 20 lines of active gauge and null 
gauge, respectively. The estimated displacements vary in a "zig-zag" pattern. This tendency 
is caused by interlacing which has displaced the even lines relative to the odd lines. The 
phenomenon is described in chapter 2. Unfortunately the interlacing also affects the 
estimated strains eo. The only way to reduce the effect of interlacing is to scan the images 
with as many averagings as possible. 
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Chapter 12 
Experimental Estimation 
of Displacements and Strains 
in 2 Dimensions 
12.1 Introduction 
Janus ~ngbye 
In this chapter the Direct Parametric Method is tested in 2 dimensions. The computer 
program utilized for implementation of the DPM-method in 2 dimensions is an expanded 
version of the !-dimensional program. This implies that the covariance ma!rix C of the 
parameters 9 is estimated together with the estimate of the parameters 9 itself. The 
program is flexible, i.e. it is simple to implement the displacement model M chosen for 
the actual problem. Besides, the program has the possibility of keeping one or more of 
the parameters fiXed at a constant value. This facility can be useful when analyzing the 
consequences of reduction of the number of parameters. The computer program 
implemented has been tested on a number of mathematically generated and mathemati-
cally strained and displaced images. No problems were encountered during these tests. 
Here the 2-dimensional version of the DPM-method is tested on a simple problem 
identical to that of the !-dimensional experiment. 
Most of the test procedures are also identical to those used in the !-dimensional 
experiment described in chapter 11. This also concerns the test specimen and image 
processing equipment. 
12.2 Equipment and Test Specimen Used in the Test 
Most of the experimental equipment and digital image processing equipment used in this 
test is very similar to that utilized for the !-dimensional experiment, see chapter 11. 
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12.2.1 Description of the Test Specimen 
The dimensions and material of the test specimen are identical to those of the test 
specimen utilized for ! -dimensional test. The only difference is that the surface patterns 
are different, see figure 12.1. 
Figure 12.1 Dimensions of test specimen. 
Measurem<:D!s in mm 
Stnin gauge = 
This surface pattern has been found to give optimal experimental conditions, see chapter 
10. The height to width ratio of the surface pattern and the elements of the pattern is 3:4 
which is identical to the aspect ratio of the image processing equipment. 
The load applied to the specimen is uniformly distributed load applied by friction to the 
sandblasted area of the test specimen. The deformation system S of this combination of 
specimen and load can be analytically determined to 
Yxy = 0 • Yyx = 0 (U.1) 
where F, A and E are the applied force, area of the specimen and modulus of elasticity, 
respectively, and the deformation terms are here defined by 
w 
exx ar , e = av 
Yl ~· 
(U.2) 
For further information of the actual deformation system S see e.g. / Timoshenko 47, 
(84) f. 
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12.2.2 Null Gauge 
As mentioned previous an out-of-plane deflection of the test specimen will cause an 
erroneous estimate of the strain and displacement parameters. To reduce this error a null 
gauge is mounted on the surface of the specimen. In figure 12.2 a digital image of the test 
specimen is shown. 
Null gauge 
Active gauge 
Figure 12.2 Print of digital image showing the surface pattern of the test specimen. Null 
gauge and active gauge are in the upper and lower part of the image, respectively. 
The upper half part of the image is the null gauge placed on the specimen. The intensity 
of the white painting is not equal in null gauge and active gauge because they were not 
made at the same time. However, this has no significance for the results obtained in this 
test. 
12.2.3 Test Procedures 
The test specimen is loaded in steps of approx. 70 !~Strain until 700 14strain. For each load 
step the strain parameters exx and e
11 
are measured and registered from the rosette strain 
gauge shown in figure 12.1. The P01sson ratio v which describes the relation between e"" 
and eYJ has been determined as v =0.33. 
12.3 Computational Processing of Test Data 
The strain and displacement parameters are determined by subtracting the estimated 
parameters of the null gauge from the parameters estimated from the active gauge, see 
chapter 11. The consequences of determining the parameters in this way is that their 
standard deviations is doubled. Besides, the risk of determining erroneous values caused 
by local minima is doubled, too. 
From the knowledge of the deformation systemS the displacement model M implement-
ed in the DPM-method is chosen as 
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M(e): [u(x,y)] = [uo] + [exx Y"']·t) 
v(x,y) v0 Yyx eYJ 
(U.3) 
i.e Sill. However the model M is overparameterized as y and y is known to be zero 
for the actual deformation systemS. The terms are includea in theyxmodel because of the 
imperfect experimental conditions which may cause that they are different from zero. In 
this way it may be possible to perform a better matching of the undeformed image into 
the deformed image. Tests have been performed, where the parameters are held fixed 
at zero. 
The numerical calculations are performed on a RISC-based work station model SONY 
NWS-3~~0 which is based on a MIPS R3000/20 _MHz CPU. The processing time for 
detemurung the set of unknown parameters for active gauge and null gauge respectively 
is about 10 CPU-rninutes (250x500 pixels). ' 
12.4 Base Line Test 
A simple base line test has been performed. The purpose of this is to obtain the 
estimated parameters when no strain and deformation is applied to the specimen. In table 
12.1 the results of the base line test are listed. 
u V du/dx dv/dx dn/dy dv/dy 
Mean 0.014 0.0026 -3.4e-O -7.3e-0 -2~e-5 L4e-0 
Sampled std. deviation o. 0.012 0.0016 3Je-O 8.6e-O L9e-5 5.2e-7 
Estimated std. deviation o.., L6e-4 1.3e-4 8~e-7 7.4e-7 3.8e-7 3.3e-7 
Table 12.1 Estimated parameters from the base line test. 
The values shown in table 12.1 are obtained from 6 images of size 250 x 500 pixels. It is 
seen that the sampled standard deviations are larger than the estimated deviations. This 
difference exists because of the nature of the noise between the images. This noise 
consists of random noise and noise originating from the interlaced scanning principle. The 
base line test indicates the minimal standard deviations obtainable. 
12.5 Estimation of Strain- and Displacement Parameters 
The purpose of this test is a) to determine whether the estimated displacement and strain 
para~eters are _biased and b) to determine and compare the estimated and sampled 
covanance matriX. 
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12.5.1 Mean of Parameters 
The strain parameters determined from a series of digital images turns out to be highly 
biased. In figure 12.3 the resulting strains e:a and eYI are shown as functions of the strains 
measured by strain gauge. 
1600 
l 
:1. 
1200 
._, 
] 800 
·i 400 
= ... 
0 
0 
1 600 
~ 
] 
·i 
~ ... 
-220 
,., 
/ ' Active gauge J>- ! • 
/ ' I 
' ... ¥ ,-.... , 
-"', 'f" ' I ' 
.... ~A 'i, '/ ~ 
~--_.- ''f Null gauge 
/~ 
~/ 
100 200 300 400 ,00 600 700 
en strain gauge ( I! strain) 
----------....... Null gauge -....._ __ .. -........... _____ _...._ ...... _... _ __......__ ..... __ .. ...... ......... 
Active gauge --•---.. 
Resulting strain 
-180 -1<40 -100 .6) -20 
c yystrain gauge (llstrain) 
Figure 12.3 Plot of a) estimaJed strain Exx,ur as a function of measured strain exx,so and b) 
estimated strain eYJ,esz as a function of measured strain eyy.so 
From figure 12.3 the appearerent strains of active gauge and null gauge are seen to be 
very uneven. This may be due to the correlated noise in the image.s origna!ing from 
interlacing distortion. This type of distortion can cause that the obJect funuon to be 
minimized has a local extreme situated near the global minimum. The three downward 
breaks on the curves for appearent strain may be due to such local minima. 
The estimated strains can be expressed as functions of the strain determined from strain 
gauges by linear regression 
£"" = 0.79e .... s.o. - 61,ustrain 
£
11 
= 2.0 e,,,s.o. - 215,ustrain 
(12.4) 
The slope and offset parameters of the best fit lines should ideally have been 1 and 0 
respectively. 
There are several reasons for the bias of the estimated parameters. The two main reasons 
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are considered to be 
• the correlated noise caused by interlacing will bias the estimated parameters. 
Besides, there is a possibility for that correlated noise generates local minima 
around the global minimum. 
• the erroneous strains caused by out-of-plane deflections. Even if a null-gauge is 
mounted on the test specimen it is not possible to correct for imperfect out-of-
plane bending such as tilt and torsion. Besides it affects the estimated strains if 
the camera is not normaJ to the surface of the test specimen. 
• other types of noise may be present, for example if the light intensity of the 
pixels is uneven this may "lock" the surface pattern in its undeformed state . 
It is onJy possible to find the reason for the bias of the estimated parameters by further 
experiments. However, due to lack of time this has not been possible. 
The bias can be reduced by lowering the strains caused by out-of-plane deflection and 
by decreasing the correlated noise in the image. Strains caused by out-of-place deflection 
can be reduced by 
• orienting the test specimen and load machine in horizontal direction. 
• using a tele lens on the CCD-camera and in this way reduce the sensitivity to 
out-of-plane deflections. 
The correlated noise can only be reduced by using better image processing equipment. 
The slowscan camera type described in chapter 2 is free from interlacing distortion. 
Unfortunately, this camera type is rather expensive and therefore not actual in this thesis. 
The topics mentioned above for reducing the bias "onJy" concerns the experimental 
conditions and the image processing equipment. It is still assessed that the Direct 
Parametric Method is appropiate for obtaining strain and displacement parameters from 
digital images . 
12.5.2 Deviation of Estimated Parameters 
It is onJy relevant to analyze the covariance matrix of the estimated parameters if the 
parameters are unbiased. Nevertheless the sampled and estimated variances will be 
briefly described in the following. 
The sample standard deviation is determined from the deviations around the line 
determined by linear regression. The estimated standard deviation is determined as the 
mean of the estimated standard deviations multiplied by .fi. It is necessary to muJtiply 
the mean standard deviation with 12 because the strain parameters are determined as 
the difference between the estimated strain of active gauge and null gauge, respectively. 
e"" ew 
Sample std. deviation aso 39e-6 37e-6 
Estimated std. deviation am 1.6e-6 8.9e-6 
Table 12.2 Estimated and sampled standard deviation for the strain parameters. 
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It is seen from table 12.2 that the sampled standard deviations are much larger than the 
estimated deviations. This must be explained by the experimental conditions. Besides it 
is seen that the estimated deviation for eyy is larger than the standard deviations for e""' 
This is among other things due to the fact that the number of pixels in the y-direction is 
less than those in the x-direction due to the ablong shape of the null gauge and active 
gauge. 
12.6 Summary 
The Direct Parametric Method has been tested on a simple problem for which the 
deformation system S is known. The displacement model M of the DPM-method is 
selected so that S is contained in M. There fore the estimated strain and displacement 
parameters ought to be unbiased. However it has not been possible to obtain convincing 
results in this 2-dimensional tests as the estimated strain parameters are highly biased. 
A number of reasons for this bias exist: 
• bias due to out-of-plane deflection of the test specimen 
• distortion of the images caused by the interlaced scanning principle. 
The out-of-plane deflection can be reduced by using other experimental conditions and 
equipment. The distortion caused by interlacing can only be reduced by using other types 
of image processing equipment. It will require further analyses to find the main reason 
for the bias. 
On basis of this test it is not possible to give a general conclusion of the accuracy 
obtainable with the DPM-method in digital image analyses. An area for further research 
is to optimize the experimental conditions and here by determine the accuracy of the 
method when utilizing general purpose image processing equipment. 
12.7 List of Symbols 
A Cross sectional area of the test specimen 
E Modulus of elasticity 
F Force applied to specimen 
M Displacement model 
S Deformation system 
e Strain parameter 
r Strain parameter 
Conclusion 
13.1 Introduction 
Chapter 13 
Conclusion 
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This chapter has three sections. The first section contains a summary of the different 
chapters of the thesis. The second section gives an overall conclusion of the thesis. This 
conclusion is based on the experiences with parametric methods in digital image analysis 
utilized in areas of experimental mechanics. Finally future applications of image analysis 
in experimental mechanics and the utilization of parametric methods in digital image 
analysis is discussed. 
13.2 Summary of the Thesis 
Chapter 1 
Chapter 1 contains the introduction to this thesis. The scope of the thesis is to investigate 
the use of parametric methods within digital image analysis when applied to experimental 
mechanics. 
Chapter 2 
In chapter 2 image processing systems in general are briefly described and the actual 
equipment utilized in this thesis is more thoroughly investigated. 
The chapter starts with a brief description of light and human image perception. Many 
manufacturers design their electronic cameras to imitate the behaviour of the human eye 
for the purpose of producing pleasant and well illuminated images seen from a human 
point of view. 3 main types of cameras are available, each type having their cons and 
pros; slowscan, linescan and CCIR-standard. The CCIR-type of camera is utilized in this 
thesis. 
The process of scanning a physical scene to a digital image is not perfect. In this 
conversion the digital image is exposed to a number of distortion types; 
spatial blurring which has the effect that a thin line turns out to have finite 
width in digital image 
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random noise 
correlated noise originating from the interlaced scanning principle of CCIR-
cameras 
correction performed by electronic circuits. Since it is desired that the camera 
behaves as a linear transducer the corrections performed by the camera to 
imitate the behaviour of human eyes are actually distortions. 
These distortion types have been analysed, and the spatial blurring and random noise are 
determined quantitively. It turns out that the distortion types behaves nonlinearly as the 
vary with illumination, settings of lens, etc. 
Chapter 3 
In chapter 3 it is described how digital images can be restored i.e. how some of the 
distortion types described above can be reduced. 
It is possible to reduce the random noise of the image by scanning the image with a 
number of averagings. Besides, the noise can also be used in a constructive way to 
increase the intensity range of the image, by summing a number of images which contain 
random noise. 
The spatial blurring described above can be circumvented by deblurring the image. Two 
methods of deblurring are described. However, obtaining good de blurring results requires 
a good knowledge of the blurring function. This is difficult to fulfil because of the 
nonlinear behaviour of the blurring function. 
Chapter 4 
This chapter gives an outline of parameter estimation. 
The chapter starts with an introduction of the commonly used terms S and M which in 
the situation of this thesis are e.g. the deformation System and the displacement Model, 
respectively. 
The most commonly used method of estimating parameters is the least squares error 
method. It is shown that this estimation method originates from the Maximum Ukelihood 
method under the assumption of Gaussian distributed independent noise between the 
model M and the system S. On this assumption it is also possible to estimate a good 
approximation of the covariance matrix directly from only one estimated set of 
parameters. Normally the calculation of the sample covariance matrix requires that a 
population of estimated parameter sets is present. This requirement can be difficult to 
fulfil because it may be time-consuming to estimate just a single set of parameters or 
because only one single data set (image) is present. If the systemS cannot be completely 
described by the selected model M the estimated covariance matrix will be biased in 
relation to the sample covariance matrix. The size of the covariance matrix is decreased 
if the number of data points (pixels) is increased. 
Chapter 5 
It is here described how digital image analysis has been utilized for automatization of 
human measuring of fatigue crack lengths. 
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A number of standard fatigue testings include that the length of a fatigue crack is 
measured successively as a function of the number of load cycles applied to the test 
specimen. Normally, this is a very uncomfortable and tidy job, and as a result the 
measured fatigue crack lengths are often not objective. Here digital image analysis has 
taken over the experimenter's role. The automated measuring system has been used for 
surveyance of tests utilized in another Ph.D-project. 
Without the use of parametric models the accuracy obtained with image analysis is of the 
same size as that obtainable with human measuring. However, since it is possible to 
measure more often. when using image analysis the overall quality of the fatigue 
experiment is increaSed. By introducing parametric models it is possible to obtain 
significantly better resolution of the estimated crack lengths. The accuracy is on average 
increased by a factor of 2.5. 
Chapter 6 
This chapter gives an outline of the utilization of digital image processing and analysis 
in strain and displacement analysis. 
Two main types of applications exist. The one type is where the digital image analysis is 
applied to the classical optical analysis methods. In these applications the image analysis 
is utilized for automation of cumbersome human analyses. In the second type of 
applications, denoted pure digital methods, the image analysis is utilized as an 
independent analysis tool. 
It is chosen to focus on the latter for further investigation in this thesis. The reason is 
that when applying image analysis to classical optical methods only a little amount of new 
information is obtained compared to when using human analysis. Besides, the pure digital 
methods are relative new with potential for improvements. 
Chapter 7 
The Digital Correlation Method (DCM) is described in chapter 7. 
The DCM-method is certainly the one of the new pure digital methods which has been 
most thoroughfully investigated. It has been tested on a number of application. The 
method is nonparametric and requires no a priori knowledge about the actual 
displacement field. The DCM-method gives as a result of analysis an estimated 
displacement field. For obtaining the strain field a numerical differentiation must be 
performed. It is not possible to estimate the displacement field near discontinuities of the 
test specimen such as cracks and edges. 
Chapter 8 
In chapter 8 a novel Direct Parametric Method (DPM) is presented. 
The DPM-analysis method is parametric and has been developed for this thesis. The use 
of this method requires that a displacement model M is chosen on basis of the 
experimenter's a priori knowledge about the actual deformation system S. 
It is possible to estimate the covariance matrix of the estimated parameter set from only 
set of parameters. If the deformation system S can be described by the model M chosen 
the estimated covariance matrix will be a good approximation to the sample covariance 
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matrix. However, if the model cannot describe the deformation system the estimated 
covariance matrix will be too large. 
Utilizing the DPM-method it is possible to perform analysis of areas near cracks and 
edges of the test specimen. 
The DPM-method has been selected for further experimental and analytical analysis in 
this thesis. 
Chapter 9 
In this chapter the formulation of a semi parametric method is given. 
A draw back of the Direct Parametric Method is that if the experimenter has no a priori 
knowledge about the actual deformation system S it is difficult to select an appropriate 
displacement model M. If an inappropriate model is selected the estimated parameters 
and strain will be poor. 
To solve this problem an semiparametric analysis method has been formulated. This 
method provides the experimenter with a flexible set of models M which can accommo-
date a vide variety of deformation systems S. The formulation is very similar to that of 
the Finite Element Method which is a commonly used analysis method in continuum 
mechanics. For reasons of time the semiparametric method has not been implemented 
in this thesis. 
Chapter 10 
In chapter 10 a number of !-dimensional simulations with the DCM-method and DPM-
method are described. 
From these !-dimensional simulations an optimal surface pattern to be mounted on the 
specimen has been found. The simulations include a mathematical description of the 
surface pattern as well as a description of the blurring performed by the image processing 
equipment. By varying the parameters describing the surface pattern it has been found 
that the optimal surface pattern is regular with pattern elements of size 6 pixels, and 50% 
of the surface area is covered by spots. Such a pattern can be realized by painting a 
chess-board pattern on the surface. Variations in the pattern size around the optimum 
will only increase covariance matrix slightly where as the sensitivity against randomness 
of the pattern is higher. 
Further the estimated and sampled covariance matrices of the estimated deformation 
parameters are determined for both DCM-method and DPM-method. It turns out that 
a minor difference exists between sampled and estimated covariance due to the discrete 
nature of digital images. Further the accuracy obtained with the DPM-method is better 
than that obtained by the nonparametric DCM-method 
Chapter 11 
An !-dimensional experiment based on the Direct Parametric Method has been 
performed for testing the results obtained from simulation. 
The comparisons with the results obtained from !-dimensional simulations are performed 
by considering a single row or column of pixels extracted from the 2-dimensional image 
as an !-dimensional "image". 
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In general the results obtained from the simulation are verified by experiment, i.e. the 
estimated covariance matrix gives a good approximation of sampled covariance matrix. 
Besides, this experiment indicates that an accuracy comparable with that of strain gauge 
techniques is possible. 
However, the experiment also shows that the distortion caused by the interlaced 
operation mode of the actual image processing equipment is the major limiting factor for 
the accuracy. Besides, it has been found that this type of analysis is very sensitive to small 
out-of-plane deflections. 
Chapter 12 
A 2-dimensional experiment have been performed by utilizing the Direct Parametric 
Method. 
It has not been possible to verify the results obtained from simulations or !-dimensional 
experiment. The reason is that the linear relation between the estimated strain and strain 
measured with strain gauges is biased. This implies that the estimated covariance matrices 
are biased too. 
The reason for this bias is due to the out-of-plane deflection of the test specimen and 
correlated noise in the images caused by the operational mode of the image processing 
equipment. 
13.3 General Conclusions 
In the following sections the answers to the topics mentioned in the Introduction are 
answered, i.e. the pros and cons of utilizing parametric methods in general, and the 
advantages and drawbacks of utilizing image analysis in the area of experimental 
mechanics. 
13.3.1 Parametric models 
Parametric methods in image analysis have been investigated in two applications from 
experimental mechanics. 
Fatigue Crack Length Measuring 
In the first application where digital image analysis is utilized for crack length detection 
both a nonparametric and a parametric methods have been investigated. The utilization 
of parametric methods increases the accuracy of the estimated crack lengths significantly. 
Strain and Displacement Measuring 
In the second application a nonparametric and a parametric method are only compared 
on basis of simulations, why the results must be considered with care. These simulations 
indicate that the parametric method is more accurate than the nonparametric method. 
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An 1-dimensional experiment shows that the estimated covariance matrix gives a good 
approximation to the "real" sampled covariance matrix. 
It is difficult to draw any conclusions from the 2-dimensional implementation of the 
parametric DPM-method for analysis of displacements and strains. The reason is that the 
results obtained from simulations and 1-dimensional experiments are not corresponded 
by equivalent results in these experiments. The reasons is assessed to be out-of-plane 
deflections of the test specimen and uncorrelated noise originating from the interlaced 
operating principle of the electronic camera. 
However, if the experimental conditions are improved the l·dimensional indicates that 
the accuracy obtainable with the parametric analysis method is of approximately the same 
size as that obtainable with strain gauge techniques. 
13.3.2 Application of Image Analysis in Experimental Mechanics 
General 
It is necessary to take the characteristics of the different types of electronic cameras into 
account before applying digital image analysis to an actual topic inside experimental 
mechanics. This requires a general overwiev of the different types of image processing 
equipment existing and their characteristica. 
The interlaced scanning principle of the camera type utilized in this thesis has turned out 
to cause a number of problems (correlated noise). This distortion is the limiting factor 
for the accuracy obtainable with strain analysis by digital image analysis. It has not been 
possible to test other types of equipment in this thesis. However, other types of electronic 
cameras are free from this type of distortion, and utilizing these types of cameras should 
provide better results. 
A major advantage of performing measurements and analyses by digital images is that 
one need not to be in physical contact with the subject analyzed. This opens the 
possibility of measuring on a number of specimens and materials where no other types 
of transducers can be mounted. 
The utilization of parametric methods requires that a parametric model is designed or 
chosen. This is performed on the experimenter's a priori information about the actual 
problem. Choosing an inappropriate model will give a poor parameter estimation. This 
is a drawback compared to nonparametric methods which do not require any a priori 
information. However, by utilizing flexible models, socalled semiparametric models, it is 
possible to use parametric methods even when only limited knowledge of actual problem 
is available. 
Crack Length Measuring 
This is a typical application inside the topic of relieving humans from an uncomfortable 
job. It shows that even though the image analysis technique does not give individually 
better measurings than that of humans, then the speed, patience and objectiveness of 
computers give a higher quality of the experiment overall, even when non-parametric 
methods are utilized. 
' ' • 
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Strain and Displacement Analysis 
Due to the high sensitivity to out-of-plane deflections an accurate estimation of strain and 
displacement parameters sets very high requirements to the experimental conditions. 
However, in a number of situation the main goal is not high accuracy but e.g. the 
possibility of measuring large strains. Then it is possible to reduce the very high quality 
demands to the experimental conditions. 
However, when disregarding from these requirements to the experimental conditions and 
problems with interlacing this application shows that a digital image from even a general 
purpose equipment contains an enormous amount of information. Even if the single pixel 
itself is not very precise the huge number of pixels compensates from this lack and gives 
an overall good quality of information · if utilized well. 
13.4 Future Perspective 
Digital image analysis is predicted good possibilities of gaining widespread use in the field 
of experimental mechanics due to the large number of known and unknown applications 
for this technique. Further, image processing equipment is predicted a good possibility 
of turning into a standard instrument in the field of experimental mechanics. This 
tendency is amplified by the general development in computers and electronic; faster, 
cheaper and better. 
Because the utilization of image analysis inside experimental mechanics is relatively new 
there is a large potential for new and unknown utilizations. Besides, from the study of a 
number of published papers dealing with image analysis inside experimental mechanics, 
the author of this thesis has only seen general purpose image processing equipment 
utilized. When the experimenters open their eyes to the other types of cameras present 
even more applications are possible. 
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Digital billedbehandling er en ny og ikke srerlig anvendt teknik indenfor mekanisk 
fors0gsteknik. I de fleste hidtidige anvendelser af teknikken er der ikke lagt srerlig stor 
vregt p~ optimal analyse og udnyttelse af infonnationen i billedeme. Dette hrenger 
sammen med, at analyseme ofte er ikke-parametriske, hvilket betyder, at man ikke har 
eller anvender nogen forhwdsviden om det problem, der analyseres. I forbindelse med 
fagomr~det "System Identifikation" er det blevet udtalt, at parametriske analyser giver 
mere prrecise resultater end ikke-parametriske analyser. I denne afhandling er der derfor 
fokuseret p~ anvendelse af parametriske metoder indenfor digital billedbehandling og 
med hovedvregt p~ anvendelse indenfor eksperimentel mekanik. 
Anvendelse af parametriske metoder indenfor billedbehandling er unders0gt ved at 
implementere billedbehandling + parametriske metoder indenfor to problemer, som er 
drekkende for omr~det eksperimentel mekanik: 
1) m~ling af udmattelsesrevners lrengde i forbindelse med udmattelsesfors0g. 
(Udmattelsesrevner er sm~ revner, som fodrsages af en gentagen trrekp~­
virkning af et metalernne, ogs~ kaldt metaltrrethed. Ved fors0g er man 
interesseret i revnens lrengde som funktion af antal p~virkninger.) 
2) m~ling af flytninger og t0jninger i plane ernner udsat for ydre kraftp~­
virkning. (T0jninger anvendes som mAl for, hvor Mrdt et konstruktionsernne 
er belastet ). 
Gennemg~ende for begge applikationer er, at kameraet anvendes som en transducer, og 
de traditionelle billedbehandlingsredskaber nresten ikke anvendes. Arsagen hertil er, at 
de s0gte fysiske parametre 0nskes med st0rst mulig n0jagtighed, og i denne forbindelse 
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vi! de fleste filtreringer og operationer p~ billederne vrere ensbetydende med forvrreng-
ning. 
Afhandlingen er naturligt inddelt i 3 hovedornr~der: 
Fl:lrste del 
Den f0rste del ornhandler digitate billeder og billedbehandlingsudstyr generelt. Endvidere 
er det aktuelt anvendte udstyr analyseret med henblik p~ billedsl0ring og tilfreldig samt 
korreleret st0j. Det anvendte billedbehandlingsudstyr best~ af en PC er udstyret med en 
s~kaldt frame-grabber og et elektronisk kamera af den type, der anvendes til butiks-
overv~gning mm. Dette udstyr arbejder efter en metoder (interlaced scanning), som 
bevirker, at det digitate billede tilf0jes korreleret st0j. Denne st0j har vist sig at vrere 
medbestemmende for den n0jagtighed, der kan opnM ved t0jnings- og flytningsmMinger. 
Det beskrives endvidere, hvorledes man kan afhjrelpe den sl0ring og tilfreldig st0j, som 
billedbehandlingsudstyret tilf0jer det digitale billede. 
Denne f0rste del af afhandlingen afsluttes med et kapitel om parameter estimation. Heri 
beskrives, hvorledes man estimerer parametre og disses usikkerheder. I forbindelse med 
parameter estimation kan covarians matricen, som er et vigtigt m~l for parametrenes 
trovrerdighed, estimeres direkte ud fra et enkelt sret af parametre. Normal! er . det 
n0dvendigt at estimere en hel population af pararnetesret for at beregne covanans 
matricen, hvilket kan vrere meget tidskrrevende. 
Anden del 
I and en del af afhandlingen behandles applikation 1), hvor digital billedanalyse anvendes 
til ml!.ling af udmattelsesrevners lrengde. Der er anvendt en del tid pli implementeri~g af 
metoden i en fors0gsopstilling, som er anvendt i forbindelse med et andet Ph.D-projekt. 
Ved analysen er der unders0gt Mde en ikke-parametrisk og en parametrisk metode. 
Den ikke-parametriske revnelrengdeml!.ling er analyseret og sammenlignet med manuel 
opml!.Iing. Den automatiske opm~ling er ikke vresentligt mere n~jagtig _end m~uel 
opmliling, men i kraft af, at man med automatisk revnelrengdeml!.lmg er 1 stand til at 
mlile meget oftere, opn~ man en generelt bedre kvalitet af udmattelsesfors0get. D~sude~ 
er automatisk opml!.ling objektiv, hvorimod forskellige personer ved manuel mMmg v!l 
m~le forskellige revnelrengder. 
Ved at indf0re parametriske metoder kan man forbedre m~Jen0jagtigheden til mindre 
end en pixels op10sning (subpixeln0jagtighed). En pixel er billedbehandlingsuds~et 
Inindste m~leenhed. Det er statistisk vist, at man med anvendelse af parametnske 
metoder er i stand til at forbedre opl0sningen med ea. en faktor 2.5. 
Tredie del 
Tredie del af afhandlingen ornhandler digital billedanalyse anvendt til t0jnings- og 
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flytningsanalyse. T0jningsmru.ing baseret pli digital billedanalyse har vreret omtalt i en del 
artikler de seneste ea 5 ~r. Der anvendes flere forskellige principper, men i de "rent 
digitate" metoder pM0res ernnet, som 0nskes unders0gt, et m0nster pli overfladen. Der 
scannes et billede af ernnet i udeformeret tilstand, hvorefter ernnet belastes og der 
scannes et nyt billede. Ud fra disse to billeder bestemmes t0jningskomposanteme. 
I afhandlingen er der udviklet en ny metode til at bestemme disse t0jninger. Metoden er 
modelbaseret, og afhrengigt af valgt model kan man som parametre estimere ikke alene 
t0jningskomposanter, men ogs~ andre mekaniske st0rrelser. 
I forbindelse med dette arbejde er der foretaget en del 1-dimensionelle computersimu-
leringer med henblik p~ fastlreggelse af metodens n0jagtighed, optimalt m0nster p~ 
overflade af ernne mm. Det optimale overfladem0nster, d.v.s. det, som giver rnindst 
spredning pli de estimerede parametre, er blevet fastlagt herved. Dette m0nster svarer 
i 2 dimensioner til et skakbrret-m0nster med tern af en bestemt st0rrelse. 
Ved de 1-dimensionelle simuleringer er den parametriske metode og en ikke-parametrisk 
metode blevet unders0gt. Ud fra disse simuleringer er der grundlag for at antage, at en 
parametrisk metode er mere n0jagtig end en ikke-parametrisk. 
I forbindelse med simulering p~ den pararnetriske analysemetode er den estimerede 
covarians matrix af estimerede parametre blevet sammenlignet med covarians matricen 
bestemt ud fra en stikpr0ve af parametre. Resultatet af denne sammenligning er, at der 
er en mindre forskel mellem covarians matriceme beregnet efter de to metoder, men at 
den estimerede covarians matrix giver en god indikation af parametrenes n0jagtighed. 
For at verificere resultateme observeret ved simulering er der foretaget fors0g. I disse 
fors0g analyseres enkeltvis en rrekke eller s0jle af pixels fra det 2-dimensionelle billede 
for at genskabe den 1-dimensionelle idealisering fra simuleringeme. I store trrek 
bekrrefter disse fors0g resultateme fra simulering, s~om forholdet mellem estimeret 
covarians matrix og covarians matrix beregnet ud fra en population af parametre. 
Endvidere afdrekker disse fors0g, at t0jningsanalyse baseret p~ billedanalyse er meget 
f0Isom overfor de ydre omstrendigheder under fors0get, s~om testernnets bevregelse ud 
af billedplanet. Desuden viser fors0get, at korreleret st0j hidr0rende fra det anvendte 
billedbehandlingsudstyr i h0j grad pl!.virker fors0gsresultateme. 
Den parametriske metode til estimering af flytnings- og t0jningsparametre er ogs~ blevet 
implementeret i 2-dimensioner. Desvrerre viser problememe med korreleret st0j og 
bevregelse ud af planet at p~virke de estimerede t0jningsparametre, som bliver 
fejlbehreftede. Der er derfor mulighed for yderligere analyser og fors0g, som forbedrer 
disse forhold. 
Afhandlingen afsluttes med en konklusion, og i punktform gengives her de vigtigste 
detaljer; 
Der kan generelt opnM st0rre n0jagtighed ved at anvende parametriske 
metoder. Dette krrever irnidlertid, at man bar en a priori viden om det 
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aktuelle problem. 
I forbindelse med parameterestimering er det muligt direkte at estimere 
covariansmatricen for parametrene. I forhold til covarians matricen bestemt 
ud fra en population af parametre er der en mindre forskel, men den 
estimerede covarians matrice er dog en god indikation af parametrenes 
n0jagtighed. 
Man er nl!ldt til at v;elge billedbehandlingsudstyr afh.engigt af den aktuelle 
opgave. Dette kr<ever et overblik over de forskellige typer af udstyr og deres 
virkeml1de. 
I forbindelse med tl!ljnings- og flytningsanalyse baseret pl1 billedanalyse skal 
der udvises stor varsomhed med hensyn til forsl!lgsbetingelser og det anvendte 
billedbehandlingsudstyr. 
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