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Pre´ambule
Les travaux pre´sente´s dans ce document s’inscrivent dans les domaines de la cryptogra-
phie quantique et de la the´orie des graphes. Nous commenc¸ons par introduire quelques
notions e´le´mentaires dans ces deux domaines (Chapitre 1).
Dans le Chapitre 2, nous de´veloppons des protocoles cryptographiques permettant le
partage d’un secret de nature classique puis quantique en utilisant des e´tats quantiques
particuliers : les e´tats graphes. Ces re´sultats reposent sur les travaux suivants :
– Sylvain Gravier, Je´roˆme Javelle, Mehdi Mhalla, Simon Perdrix Quantum Secret Sha-
ring with Graph States Mathematical and Engineering Methods in Computer Science
(MEMICS 2012), LNCS, vol 7721, pp 15–31, 2012
– Je´roˆme Javelle, Mehdi Mhalla, Simon Perdrix New Protocols and Lower Bound for
Quantum Secret Sharing with Graph States Conference on Theory of Quantum Com-
putation, Communication, and Cryptography (TQC’12), LNCS Vol 7582 pp 1-12, 2013
– Je´roˆme Javelle, Mehdi Mhalla, Simon Perdrix Classical versus quantum secret sharing
arXiv 1109.4731, Rapport de recherche
Les structures de ces protocoles nous ame`nent a` conside´rer des proprie´te´s de the´orie des
graphes lie´es en partie a` l’ope´ration de comple´mentation locale et a` des proble`mes de
domination. Dans le Chapitre 3, nous e´tudions ces proble`mes ainsi que leur complexite´ en
utilisant entre autres des me´thodes probabilistes et des familles de graphes aux proprie´te´s
inte´ressantes.
Le Chapitre 4 pre´sente l’e´tude de proprie´te´s des graphes de Paley et fait le lien entre les
proble`mes e´tudie´s dans le Chapitre 3 et des re´sultats et conjectures connus en ge´ome´trie
alge´brique. L’essentiel des re´sultats de ce deux parties ont fait l’objet de la publica-
tion :
– Je´roˆme Javelle, Mehdi Mhalla, Simon Perdrix On the Minimum Degree Up to Lo-
cal Complementation : Bounds and Complexity International Workshop on Graph-
Theoretic Concepts in Computer Science (WG’12) LNCS vol 7551 pp 138–147, 2012
La dernie`re partie du Chapitre 4 est plus exploratoire et propose une nouvelle approche
pour l’e´tude de la structure des graphes de Paley.
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Chapitre 1
Introduction
1.1 De la physique a` la cryptographie quantique
Une des particularite´s du domaine de la me´canique quantique est l’aspect peu intuitif des
phe´nome`nes qui ont lieu a` des e´chelles de temps et d’espace extreˆmement petites. L’ide´e
d’utiliser les atomes, photons, e´lectrons et autres particules dont le comportement se
de´crit par les lois de la physique quantique en tant que support d’information e´merge un
peu plus tard. On voit alors e´merger un nouveau type d’information qui, lui aussi, posse`de
des proprie´te´s qui n’ont pas leur analogue a` notre e´chelle. On compte parmi elles le
principe de superposition, le principe d’incertitude d’Heisenberg, et l’intrication. Un des
premiers re´sultats concernant l’utilisation des principes de la me´canique quantique pour
encoder de l’information est propose´ par Wiesner a` la fin des anne´es 70 [Wie83].
Bien que peu intuitifs, les postulats sur lesquels repose la the´orie de l’information quan-
tique se preˆtent particulie`rement bien a` une mise en e´quation, et on peut exprimer assez
simplement les contraintes, e´volutions et interactions des e´tats quantiques au cours du
temps.
La formalisation mathe´matique de l’information quantique va de pair avec l’apparition
d’une the´orie du calcul et de l’algorithmique quantiques. Tout comme en the´orie de
l’information classique, on de´finit des machines de Turing quantiques [DD85, BBV93]
ou encore des circuits avec des portes logiques quantiques [DD85, Yao93].
L’e´mergence du domaine de l’information quantique fait apparaˆıtre la question de l’exis-
tence de “versions quantiques” des algorithmes classiques connus en vue d’en ame´liorer
le temps d’exe´cution. Ainsi, le proble`me de la recherche d’un e´le´ment dans une liste non
trie´e de taille n peut eˆtre re´solu en temps line´aire Θ(n) a` l’aide d’un algorithme classique,
et cette complexite´ est optimale. Cependant, on connait un algorithme quantique qui
s’exe´cute en O(√n) : l’algorithme de recherche de Grover [Gro96]. Dans certains cas,
on constate une ame´lioration exponentielle des meilleurs algorithmes classiques connus :
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c’est la cas du proble`me de la factorisation des entiers dont les meilleurs algorithmes
classiques connus s’exe´cutent en temps sous-exponentiel 2
O
(
(logn)
1
3 (loglogn)
2
3
)
(algorithme
GNFS inspire´ par [LLMP90]) alors que ce proble`me peut eˆtre re´solu par un algorithme
quantique s’exe´cutant en temps O(n3) : l’algorithme de Shor [Sho97]. Il en est de meˆme
pour le proble`me du logarithme discret dont un algorithme quantique polynomial est
de´crit dans [Sho97] e´galement.
Ces ame´liorations lie´es a` la nature de l’information quantique portent atteinte a` la
se´curite´ des syste`mes cryptographiques base´s sur la difficulte´ pre´sume´e des proble`mes
pre´ce´dents. Ainsi l’algorithme de Shor pour factoriser les entiers remet en cause la
se´curite´ du cryptosyste`me RSA [RSA78] qui repose sur la difficulte´ pre´sume´e du proble`me
de la factorisation. De meˆme, les cryptosyste`mes de Diffie Hellman [DH76], El Gamal
[Gam84], ainsi que la cryptographie sur les courbes elliptiques plus re´cemment e´tudie´e
[Was08] ne sont pas se´curise´s face a` un adversaire quantique (proble`me du logarithme
discret).
Si la the´orie de l’information quantique fournit a` un attaquant potentiel des me´thodes
beaucoup plus efficaces que celles utilise´es classiquement, on peut e´galement l’utiliser
pour fournir une protection plus robuste de l’information classique. Par exemple, le pro-
tocole propose´ par Bennett et Brassard [BB84] utilise un canal quantique entre deux
parties Alice et Bob pour e´changer une cle´ classique. Cet e´change posse`de une se´curite´
absolue (qui ne de´pend pas d’hypothe`ses calculatoires), et la cle´ ainsi e´change´e peut
permettre l’e´tablissement d’un “one-time pad” entre Alice et Bob, protocole dont la
se´curite´ est e´galement inconditionnelle. Que ce soit en terme de calcul ou de cryptogra-
phie quantique, des outils et me´thodes spe´cifiques sont e´galement utilise´s pour manipuler
l’information quantique.
Parmi les protocoles de cryptographie quantique existants, on compte notamment les
protocoles de partage de secret. Ils consistent en la distribution d’un secret classique
ou quantique entre plusieurs personnes qui doivent se concerter pour pouvoir y acce´der.
Les protocoles de partage de secret constituent une primitive cryptographique dont le
cas classique a e´te´ largement traite´ [Sha79, Bla79], mais dont les analogues quantiques
laissent la place a plusieurs ame´liorations.
Certaines familles d’e´tats quantiques pre´sentent un inte´reˆt particulier dans le domaine
du calcul et des protocoles quantiques : les e´tats graphes. Ce sont des e´tats repre´sente´s
par des graphes, objets mathe´matiques largement utilise´s en informatique en ge´ne´ral.
Ainsi, de nombreuses proprie´te´s quantiques sur les e´tats graphes peuvent eˆtre e´tablies
en e´tudiant directement les proprie´te´s des graphes sous-jacents. Les e´tats graphes
fournissent un tre`s bon support pour le calcul quantique, notamment pour le calcul
par mesure [RB01] ainsi que pour l’e´tablissement de protocoles de calcul a` l’aveugle
[BFK09].
Les travaux pre´sente´s dans ce document traitent de l’utilisation des e´tats graphes dans
les protocoles de partage de secret quantique et de l’e´tude des structures des graphes
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associe´s. Nous e´tudierons la construction de ces protocoles optimisant les ressources
donne´es a` chacune des parties, puis nous nous inte´resserons aux proble`mes structurels
de the´orie des graphes lie´s au partage de secret quantique avec des e´tats graphes.
Dans ce document, nous pre´sentons tout d’abord l’e´tude des protocoles de partage de
secret utilisant des e´tats graphes dans le cas d’un secret classique puis quantique et
nous proposons des constructions optimisant certains parame`tres. Dans un deuxie`me
temps nous e´tudions des proprie´te´s de the´orie des graphes lie´es a` l’utilisation des e´tats
graphes comme supports pour le calcul quantique ainsi que pour les protocoles de partage
de secret autour de la notion de “comple´mentation locale”. Nous e´tudions enfin les
proprie´te´s locales de la famille des graphes de Paley qui semblent adapte´s aux protocoles
de partage de secret quantique pre´sente´s.
Commenc¸ons par donner quelques proprie´te´s de the´ories des graphes utiles par la
suite, ainsi qu’un aperc¸u des notions fondamentales de the´orie de l’information quan-
tique.
1.2 Quelques proprie´te´s de the´orie des graphes
Nous donnons ici quelques notions e´le´mentaires de the´orie des graphes qui seront utilise´es
par la suite dans les structures de graphes e´tudie´es.
D’un point de vue formel, on de´finit un graphe de la fac¸on suivante :
De´finition 1.1. On appelle “graphe” tout couple d’ensembles G = (V,E) ve´rifiant
– V est un ensemble fini appele´ “ensemble de sommets”
– E ⊆ V × V et est appele´ “ensemble d’areˆtes”
La taille de l’ensemble V est appele´ “ordre du graphe G”.
Dans ce document, on ne conside`rera que les graphes non-oriente´s ((u, v) ∈ E ⇔ (v, u) ∈
E) et sans boucles (∀u ∈ V, (u, u) /∈ E). On notera donc les areˆtes entre un sommet u
et un sommet v de la fac¸on suivante : {u, v}. Une repre´sentation (dessin) usuelle des
graphes est la suivante : chaque sommet est repre´sente´ par un point, et chaque areˆte par
une ligne reliant les deux points correspondants aux sommets de l’areˆte.
Nous donnons a` pre´sent la de´finition du voisinage d’un sommet :
De´finition 1.2. Soit G = (V,E) un graphe et u ∈ V l’un de ses sommets. On appelle
“voisinage de u” l’ensemble
N (u) = {v ∈ V tel que {u, v} ∈ E} (1.1)
Un sommet dont le voisinage est l’ensemble des autres sommets du graphe est dit “uni-
versel”.
10 CHAPITRE 1. INTRODUCTION
De´finition 1.3. Soit G = (V,E) un graphe et S ⊆ V un ensemble de sommets. S est
appele´
– un “stable” lorsqu’il n’existe aucune areˆte entre les sommets de S
– une “clique” lorsque tous les sommets de S sont relie´s par une areˆte
Le graphe d’ordre n compose´ d’une clique de taille n est dit “complet” est on le note
Kn.
Nous introduisons a` pre´sent la notion de “voisinage impair” des sommets d’un graphe,
notion centrale dans ce document.
De´finition 1.4. Soit G = (V,E) un graphe. Soit D ⊆ V un ensemble de sommets
quelconque. On appelle “voisinage impair de D” l’ensemble suivant :
Odd(D) = {v ∈ V tq |N (v) ∩D| = 1 mod 2} (1.2)
De fac¸on similaire, le “voisinage pair” de D est l’ensemble suivant :
Even(D) = {v ∈ V tq |N (v) ∩D| = 0 mod 2} (1.3)
En cas d’ambigu¨ite´, on pre´cisera le graphe en question en indice : OddG(D) et
EvenG(D).
La Figure 1.1 permet de visualiser ces ensembles : les sommets de Odd(D) (resp.
Even(D)) ont un nombre impair (resp. pair) de voisins dans D. On pourra noter dans
la de´finition pre´ce´dente que Odd(D) et Even(D) forment toujours une partition de
V .
Nous utiliserons dans ce document la notion de diffe´rence syme´trique sur les areˆtes des
graphes. En particulier, on utilisera la notation suivante :
De´finition 1.5. Soit G1 = (V1, E1) et G2 = (V2, E2) deux graphes. On note
G1 +G2 = (V1 ∪ V2, E1 + E2) (1.4)
ou` E1 +E2 = (E1 ∪E2) \ (E1 ∩E2) de´signe la diffe´rence syme´trique entre les ensembles
E1 et E2.
La comple´mentation locale [Kot68] est une ope´ration qui agit sur le voisinage d’un som-
met. Voici sa de´finition :
De´finition 1.6. La comple´mentation locale d’un graphe G par rapport a` l’un de ses
sommets u produit le graphe
G ∗ u = G+KN (u) (1.5)
ou` + de´note la diffe´rence syme´trique entre les areˆtes et KN (u) repre´sente le graphe
complet dont les sommets sont les voisins de u.
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Figure 1.1 – Visualisation des ensembles Odd(D) et Even(D) avec D = {5, 6, 7}. Ces
ensembles de´pendent uniquement des areˆtes dont l’une des extre´mite´s appartient a` D
(les autres areˆtes potentielles sont donc omises dans ce dessin).
Cette ope´ration est notamment utilise´e pour donner une caracte´risation d’une famille de
graphes particulie`re : les graphes circulaires [Bou90, Bou94, dF81]. On pourra noter que
l’application successive de l’ope´ration de comple´mentation locale sur un meˆme sommet
produit le graphe de de´part : (G ∗ u) ∗ u = G
Dans le cadre de graphe probabilistes, on utilisera le mode`le d’Erdo¨s et Renyi [ER59]
qui permet d’obtenir une distribution de probabilite´ sur l’ensemble des graphes possibles
a` n sommets :
De´finition 1.7. Pour tout n ∈ N, le graphe G (n, p) = (V,E) est un graphe probabiliste
d’ordre n tel que chaque areˆte potentielle entre deux sommets de V existe avec probabilite´
p.
1.3 Introduction a` la the´orie de l’information quan-
tique
Nous pre´sentons ici quelques notions et concepts ge´ne´raux de the´orie de l’information
quantique. Des de´tails supple´mentaires peuvent eˆtre trouve´s dans l’ouvrage de Nielsen
et Chuang [NC00].
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1.3.1 Qu’est-ce qu’un bit quantique ?
Le support e´le´mentaire de l’information quantique est l’analogue du bit classique : le
bit quantique appele´ e´galement “qubit”. Il peut eˆtre encode´ sur le spin d’un photon,
les niveaux d’e´nergie d’un atome, les trajectoires d’un e´lectron soumis a` des champs
e´lectromagne´tiques ou tout autre support obe´issant aux lois de la me´canique quan-
tique.
Plus formellement, un bit quantique peut se trouver dans l’un des deux e´tats de base
|0〉 ou |1〉. Cette notation est appele´e “notation de Dirac”. L’e´tat |0〉 sera par exemple
associe´ a` un spin horizontal ou a` un e´tat fondamental, et l’e´tat |1〉 a` un spin vertical
ou a` un e´tat excite´. Jusqu’ici, on ne constate pas de diffe´rence particulie`re avec les bits
classiques qui peuvent valoir soit ‘0’ soit ‘1’.
Cependant, un bit quantique peut se trouver dans n’importe quel e´tat “interme´diaire”
entre ces deux e´tats de base : c’est le principe de superposition. Ainsi, en ge´ne´ral, un bit
quantique dans l’e´tat |ϕ〉 s’e´crit sous la forme α |0〉 + β |1〉, une superposition de deux
e´tats de base ponde´re´e par α et β, des nombres complexes tels que |α|2+ |β|2 = 1.
1.3.2 Syste`mes d’e´tats quantiques
Pour de´crire un syste`me physique a` n bits quantiques, on repre´sente l’ensemble des e´tats
possibles de ce syste`me par les vecteurs unitaires d’un espace de Hilbert H de dimension
2n (c’est a` dire un espace vectoriel sur C de dimension 2n) muni du produit interne
〈 | 〉 : H×H → C
(x,y) 7→ 〈x|y〉 = x†y (1.6)
ou` x† est le vecteur transpose´ conjugue´ de x.
Comme e´nonce´ en 1.3.1, la notation usuelle pour de´signer un e´tat quantique est la nota-
tion de Dirac |ϕ〉. Par exemple, lorsque n = 1, les e´tats de base sont les vecteurs
|0〉 =
(
1
0
)
et |1〉 =
(
0
1
)
(1.7)
Ainsi, n’importe quel e´tat |ϕ〉 s’e´crit comme combinaison line´aire de ces e´tats de
base :
|ϕ〉 = α |0〉+ β |1〉 =
(
α
β
)
(1.8)
avec (α, β) ∈ C2 et |α|2+ |β|2 = 1. On notera e´galement, conforme´ment a` la notation de
Dirac, le vecteur transpose´ conjugue´ de |ϕ〉 de la fac¸on suivante :
〈ϕ| = α∗ 〈0|+ β∗ 〈1| = (α∗ β∗) (1.9)
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Cette notation est cohe´rente avec celle du produit interne dans un espace H : pour tout
|ϕ〉, |ψ〉 ∈ H on a 〈ϕ| |ψ〉 = 〈ϕ|ψ〉.
L’ope´ration mathe´matique qui correspond a` la concate´nation de deux syste`mes disjoints
est le produit tensoriel :
De´finition 1.8. Soit x =

x1...
xn

 un vecteur de taille n et y un vecteur de taille m. Le
produit tensoriel de x et y est le vecteur de taille nm de´fini par
x⊗ y =

x1y...
xny

 (1.10)
Le produit tensoriel de deux matrices A =

a1,1 · · · a1,m... . . . ...
an,1 · · · an,m

 et B est la matrice de´finie
par blocs
A⊗B =

a1,1B · · · a1,mB... . . . ...
an,1B · · · an,mB

 (1.11)
Ainsi lorsque l’on conside`re un syste`me C compose´ de deux sous-syste`mes A et B, les
e´tats de base de C sont les produits tensoriels des e´tats de base de A et ceux de B. Par
exemple, pour un syste`me de taille 2, les e´tats de base sont
|00〉 = |0〉 ⊗ |0〉 =


1
0
0
0

 |01〉 =


0
1
0
0

 |10〉 =


0
0
1
0

 |11〉 =


0
0
0
1

 (1.12)
Si les e´tats de base d’un syste`me s’e´crivent sous forme de produits tensoriels des e´tats
de bases de ses sous-syste`mes comme en (1.12), il existe des e´tats quantiques qui ne
ve´rifient pas cette proprie´te´. Par exemple, l’e´tat de Bell |00〉+|11〉√
2
ne peut pas se mettre
sous la forme (α |0〉 + β |1〉) ⊗ (γ |0〉 + δ |1〉). Ces e´tats sont appele´s “e´tats intrique´s”,
et cette notion d’intrication est a` l’origine de la supe´riorite´ constate´e des algorithmes
quantiques par rapport aux algorithmes classiques. Les e´tats qui ne sont pas intrique´s
sont dits “se´parables”.
Tous les e´tats quantiques de´crits jusqu’ici sont aussi appele´s “e´tats purs” et peuvent
alors s’e´crire comme combinaison line´aire des e´tats de base. Ainsi un e´tat quantique |ϕ〉
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sur n qubits se de´compose de fac¸on unique de la manie`re suivante :
|ϕ〉 =
∑
x∈{0,1}n
λx |x〉 (1.13)
avec λx ∈ C et
∑
x∈{0,1}n |λx|2 = 1. Cette de´composition illustre ce que l’on appelle
le “principe de superposition” d’apre`s lequel on interpre`te un e´tat quantique comme
une superposition des e´tats de base. Par exemple, 1 bit quantique d’information peut
contenir une superposition des e´tats |0〉 et |1〉 alors qu’un bit classique vaut soit 0 soit
1. Ce principe est a` l’origine d’une certaine “paralle´lisation” des calculs effectue´s par les
algorithmes quantiques.
1.3.3 Matrices de densite´ et e´tats mixtes
Dans certains cas, un syste`me quantique donne´ peut eˆtre dans un e´tat |ϕ1〉 avec proba-
bilite´ p1 et dans un e´tat |ϕ2〉 avec probabilite´ p2. Il ne s’agit pas ici d’une superposition
des e´tats |ϕ1〉 et |ϕ2〉. Un formalisme permet de de´crire les syste`mes dont les e´tats poten-
tiels suivent une distribution de probabilite´ : les matrices de densite´. De´finissons d’abord
cette notion pour les e´tats purs :
De´finition 1.9. Soit |ϕ〉 un e´tat pur sur n qubits. Sa matrice de densite´ associe´e est
ρ = |ϕ〉 〈ϕ| ∈ Mn,n(C) (1.14)
Un e´tat qui n’est pas pur ne peut pas s’e´crire sous la forme (1.13), en revanche, il posse`de
une matrice de densite´ calcule´e de la fac¸on suivante :
De´finition 1.10. On conside`re un syste`me qui est dans l’e´tat |ϕi〉 avec probabilite´ pi
pour i ∈ E ou` E est un ensemble de taille supe´rieure ou e´gale a` 2. Sa matrice de densite´
associe´e est
ρ =
∑
i∈E
pi |ϕi〉 〈ϕi| (1.15)
ou` les e´tats |ϕi〉 sont des e´tats purs.
Les e´tats qui ne sont pas purs sont dits “mixtes”. On rencontre des e´tats mixtes notam-
ment lorsque l’on conside`re un sous-syste`me d’un syste`me intrique´.
Il est possible de calculer la matrice de densite´ associe´e a` un sous-syste`me graˆce a` une
ope´ration appele´e “trace partielle” :
Proprie´te´ 1.1. Soit E un syste`me dans l’e´tat ρ et A et B deux sous-syste`mes de E
(E = A ∪ B). L’e´tat du syste`me A conside´re´ seul est
ρA = trB(ρ) =
∑
|x〉∈B
(
IA ⊗ 〈x|
)
ρ
(
IA ⊗ |x〉
)
(1.16)
ou` les vecteurs |x〉 parcourent B, une base quelconque de B.
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Par exemple, conside´rons un syste`me E sur 2 qubits dans l’e´tat de Bell [Bel64] (e´galement
connu sous le nom de “paire EPR” [EPR35])
|ϕ〉E =
|00〉+ |11〉√
2
(1.17)
Cet e´tat est pur et intrique´, comme mentionne´ pre´ce´demment. On appelle L et R les
deux sous-syste`mes de E sur 1 qubit chacun. Le syste`me L du premier qubit est alors
dans l’e´tat |0〉 avec probabilite´ 12 et dans l’e´tat |1〉 avec probabilite´ 12 e´galement. D’apre`s
la Proprie´te´ 1.1, sa matrice de densite´ associe´e est
ρL =
1
2
|0〉 〈0|+ 1
2
|1〉 〈1| (1.18)
=
1
2
(
1 0
0 0
)
+
1
2
(
0 0
0 1
)
(1.19)
=
I
2
(1.20)
Cet e´tat est un e´tat mixte car sa matrice de densite´ ne peut pas se mettre sous la
forme |ψ〉 〈ψ| ou` |ψ〉 est un e´tat pur. Un e´tat mixte dont la matrice de densite´ est I2 est
dit “comple`tement mixte” et correspond a` une distribution uniforme sur tous les e´tats
possibles.
De fac¸on ge´ne´rale, si E un syste`me et A un sous-syste`me qui le composent, on appelle
“matrice de densite´ re´duite par rapport a` A” la matrice de densite´ associe´e a` A et on la
note ρA.
Le formalisme des matrices de densite´ capture la notion d’information que l’on peut
obtenir d’un syste`me. En particulier, deux syste`mes qui ont les meˆmes matrices de
densite´ sont parfaitement indistingables. Par exemple, le syste`me sur 1 bit quantique
qui est dans l’e´tat |+〉 = |0〉+|1〉√
2
ou dans l’e´tat |−〉 = |0〉−|1〉√
2
avec probabilite´ 12 est dans
l’e´tat mixte
ρ =
1
2
|+〉 〈+|+ 1
2
|−〉 〈−| = I
2
(1.21)
qui est le meˆme que (1.20). Les deux syste`mes correspondants sont donc indistingables.
En revanche, on peut parfaitement distinguer deux e´tats de´crits par leurs matrices de
densite´ ρ et ρ′ lorsque l’on a tr(ρρ′) = 0 (voir [NC00], par exemple).
1.3.4 Evolutions et Mesure
L’e´volution d’un syste`me quantique est de´crite en me´canique quantique par l’e´quation de
Schro¨dinger, et a pour conse´quence que les transformations possibles d’un e´tat quantique
isole´ |ϕ〉 sont unitaires. Dans le formalisme pre´ce´demment de´fini, toute matrice unitaire
U (c’est-a`-dire telle que U †U = UU † = I) correspond ainsi a` une e´volution naturelle
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de l’e´tat du syste`me. Ces e´volutions sont re´versibles car U−1 = U † est e´galement une
matrice unitaire.
Le principe d’incertitude d’Heisenberg stipule qu’il est impossible de connaˆıtre avec
pre´cision arbitrairement e´leve´e l’e´tat d’un syste`me sur lequel on ne posse`de aucune in-
formation au pre´alable. Cependant, il existe des moyens d’obtenir de l’information par-
tielle sur un e´tat donne´. Ce processus est appele´ “mesure quantique” et est de´crit dans
la suite.
On de´finit formellement une mesure de la fac¸on suivante :
De´finition 1.11. On appelle “mesure quantique” d’un e´tat |ϕ〉 un proce´de´ de´crit par
un ensemble d’ope´rateurs {Mm}m∈S ve´rifiant∑
m∈S
M †mMm = I (1.22)
Le re´sultat de la mesure d’un e´tat |ϕ〉 est un entier m obtenu avec la probabilite´
pm = 〈ϕ|M †mMm |ϕ〉 (1.23)
et l’e´tat du syste`me apre`s avoir obtenu la valeur m est
∣∣ϕ′〉 = Mm |ϕ〉√
pm
(1.24)
On ve´rifiera notamment que l’on a bien
∑
m∈S pm = 1 graˆce a` l’expression (1.22).
Dans le cas d’un e´tat mixte ρ, la probabilite´ de retourner l’entier m s’exprime
pm = tr(M
†
mMmρ) (1.25)
et l’e´tat obtenu apre`s la mesure est
ρ′ =
MmρM
†
m
pm
(1.26)
Ce formalisme est tre`s ge´ne´ral et permet notamment d’e´largir la notion d’e´volution
unitaire. En effet, lorsque la mesure comprend un seul ope´rateur, on est en pre´sence
d’une e´volution que l’on appellera “isome´trie”. Ce type d’e´volution prend en compte
l’ajout e´ventuel de bits quantiques par rapport au syste`me initial. Une e´volution unitaire
est une isome´trie dont l’ope´rateur est repre´sente´ par une matrice carre´e.
Prenons un exemple concret : on souhaite mesurer l’e´tat |ϕ〉 = α |0〉 + β |1〉 suivant
l’ensemble des ope´rateurs {P0 = |0〉 〈0| , P1 = |1〉 〈1|}. On peut ve´rifier que l’on a bien
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P †0P0 + P
†
1P1 = I, ainsi a` l’issue de la mesure, on obtient la valeur ‘0’ avec probabi-
lite´
p0 = 〈ϕ|P †0P0 |ϕ〉 (1.27)
= 〈ϕ| |0〉 〈0| |0〉 〈0| |ϕ〉 (1.28)
= α∗〈0|0〉α〈0|0〉 = |α|2 (1.29)
et l’e´tat du syste`me re´sultant est |0〉. De fac¸on similaire, on a p1 = |β|2 et lorsque la
valeur mesure´e est ‘1’ l’e´tat re´sultant est |1〉. Ces calculs illustrent bien l’aspect pratique
de la notation de Dirac. Les probabilite´s associe´es aux re´sultats des mesures de´pendent
de l’e´tat mesure´, et on obtient donc de l’information partielle sur cet e´tat.
On remarquera dans ce cas que les ope´rateurs Pi ve´rifient P
†
i Pi = Pi, ce sont donc des
projecteurs. On parlera alors de “mesure projective” :
De´finition 1.12. Soit M un ope´rateur hermitien qui se de´compose sur ses sous-espaces
propres de la fac¸on suivante (de´composition spectrale) :
M =
∑
λm∈Sp(M)
λmPm (1.30)
ou` Pm est le projecteur associe´ a` la valeur propre λm. La “mesure projective suivant
l’observable M” de´signe alors la mesure de´crite par les projecteurs Pm (qui ve´rifient
donc P †mPm = Pm).
1.3.5 Proprie´te´s
Le the´ore`me de Non-Clonage [WZ82] est un the´ore`me fondamental en the´orie de l’infor-
mation quantique :
The´ore`me 1.2 (The´ore`me de Non-Clonage [WZ82]). Soit H un espace de Hilbert. Il
n’existe aucun ope´rateur unitaire U tel que pour tout |ϕ〉 ∈ H,
U(|ϕ0〉 ⊗ |ϕ〉) = |ϕ〉 ⊗ |ϕ〉 (1.31)
avec |ϕ0〉 ∈ H
De´monstration. Supposons qu’un tel ope´rateur unitaire U existe. Pour tous |ϕ〉 , |ψ〉 ∈ H,
on a
〈ϕ|ψ〉 = 〈ϕ0|ϕ0〉〈ϕ|ψ〉 (1.32)
=
( 〈ϕ0| ⊗ 〈ϕ| )( |ϕ0〉 ⊗ |ψ〉 ) (1.33)
=
( 〈ϕ0| ⊗ 〈ϕ| )U †U( |ϕ0〉 ⊗ |ψ〉 ) (1.34)
=
( 〈ϕ| ⊗ 〈ϕ| )( |ψ〉 ⊗ |ψ〉 ) = 〈ϕ|ψ〉2 (1.35)
L’e´quation (1.34) provient de l’unitarite´ de U (U †U = I) et l’e´quation (1.35) de´coule de
l’expression (1.31). Ce re´sultat est absurde, le the´ore`me est donc prouve´.
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Nous introduisons l’ope´rateur d’Hadamard, une transformation unitaire qui agit sur 1
qubit :
De´finition 1.13. On appelle “ope´rateur d’Hadamard” l’unitaire H repre´sente´ par la
matrice :
H =
1√
2
(
1 1
1 −1
)
(1.36)
Cette ope´ration transforme la base {|0〉 , |1〉} en {|+〉 , |−〉}, et elle permet notamment
de cre´er un superposition uniforme sur n qubits :
H⊗n |0 · · · 0〉 = 1√
2n
∑
x∈{0,1}n
|x〉 (1.37)
Certains ope´rateurs sur 1 qubit s’ave`rent tre`s utiles en calcul quantique : les ope´rateurs
de Pauli. Ce sont des ope´rateurs unitaires simples largement utilise´s en informatique
quantique. Ils correspondent a` des ope´rations (ou portes logiques) e´le´mentaires. On les
de´finit de la fac¸on suivante :
De´finition 1.14. On appelle “ope´rateurs de Pauli” les ope´rateurs unitaires hermitiens
I, X, Y et Z suivants :
I =
(
1 0
0 1
)
X =
(
0 1
1 0
)
Y =
(
0 −i
i 0
)
Z =
(
1 0
0 −1
)
(1.38)
Ces ope´rateurs ainsi que le scalaire i permettent de construire le “groupe de Pauli” sur
1 qubit :
G1 = {±I,±iI,±X,±iX,±iY,±iY,±iZ,±iZ} (1.39)
Sur n qubits, le groupe Gn est constitue´ du produit tensoriel de n e´le´ments de G1.
Ce groupe permet de construire une famille d’e´tats particuliers : les “e´tats stabilisa-
bles” :
De´finition 1.15. On appelle “e´tat stabilisable” un point fixe commun a` n e´le´ments
inde´pendants de Gn qui commutent entre eux.
Introduisons e´galement un ope´rateur sur 2 qubits qui ne peut pas eˆtre de´compose´ en
2 ope´rations sur 1 qubit : l’ope´rateur CNOT e´galement appele´ “controˆle-X” et note´e
ΛX.
De´finition 1.16.
CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 (1.40)
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De fac¸on intuitive, l’ope´rateur CNOT agit sur 2 qubit dont le premier est un “qubit de
controˆle”, c’est a` dire que si le premier qubit vaut |1〉, on applique l’ope´ration X sur
le deuxie`me, et s’il vaut |0〉 on ne fait rien. On peut e´galement de´finir des ope´rations
controˆle´es a` partir de n’importe quel unitaire : par exemple, l’ope´ration “controˆle-Z”
(ΛZ) est de´finie de la fac¸on suivante :
ΛZ =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

 (1.41)
Comme nous les avons e´voque´s au de´but de ce chapitre, nous conside´rons une famille
d’e´tats quantiques particulie`re : les e´tats graphes. Ce sont des e´tats quantiques qui
peuvent eˆtre construits a` partir d’un graphe de la fac¸on suivante :
De´finition 1.17. Pour tout graphe G = (V,E) avec V = {v1, . . . , vn}, l’e´tat graphe
associe´ |G〉 est un e´tat quantique sur n qubits de´fini de la fac¸on suivante :
|G〉 = 1√
2n
∑
x∈{0,1}n
(−1)|G[x]| |x〉 (1.42)
ou` |G[x]| de´signe le nombre d’areˆtes du sous-graphe induit G[x] = ({vi ∈ V | xi =
1}, {(vi, vj) ∈ E | xi = xj = 1}).
Les vecteurs x de l’expression (1.42) peuvent e´galement eˆtre interpre´te´s comme les vec-
teurs caracte´ristiques des ensembles de sommets du graphe G. C’est d’ailleurs cette
interpre´tation qui est traduite dans le sous-graphe induit G[x].
Les e´tats graphes sont un cas particulier d’e´tats stabilisables :
Proprie´te´ 1.3. Soit G = (V,E) un graphe quelconque. Pour tout sommet u ∈ V , nous
avons :
XuZN (u) |G〉 = |G〉 (1.43)
ou` ZN (u) =
⊗
u∈N (u) Zu
Il est inte´ressant de noter que les e´tats graphes peuvent eˆtre construits exclusivement a`
partir des deux ope´rateurs H et ΛZ. Voici le processus de construction de l’e´tat |G〉 ou`
G est un graphe d’ordre n :
– On commence avec l’e´tat |0〉⊗n sur n qubits nume´rote´s de ‘1’ a` ‘n’ correspondant aux
sommets de G.
– On applique l’ope´rateur H⊗n L’e´tat obtenu est celui de´crit en (1.37).
– Pour toute areˆte de G entre les sommets i et j, on applique l’ope´rateur ΛZ sur les
qubits i et j. L’e´tat obtenu est l’e´tat graphe |G〉.
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Chapitre 2
Partage de secret quantique a`
partir d’e´tats graphes
Le partage de secret en ge´ne´ral est une primitive cryptographique regroupant plusieurs
joueurs dont l’un d’eux, appele´ dealer, souhaite partager une information entre les autres
joueurs. Dans de tels protocoles, le dealer attribue a` chacun des joueurs des donne´es
spe´cifiques. Une fois le partage effectue´, certains ensembles de joueurs peuvent recons-
truire cette information en mettant en commun leurs donne´es alors que d’autres n’ont
aucun moyen d’y acce´der. L’information ainsi partage´e est appele´e le secret.
Nous commenc¸ons par faire un e´tat de l’art des protocoles de partage de secret classique
et quantique, puis nous montrons en quoi l’utilisation d’e´tats graphes permet d’ame´liorer
l’efficacite´ de ces protocoles et d’en optimiser les ressources. Plusieurs re´sultats existen-
tiels et constructifs concernant les protocoles de partage de secret quantique a` partir
d’e´tats graphes sont e´tablis, notamment pour les protocoles a` seuil.
2.1 Etat de l’art
2.1.1 Partage de secret classique
Dans un protocole de partage de secret classique, on souhaite partager un nombre secret
entre un ensemble de n joueurs auxquels un acteur appele´ “dealer” distribue un certain
ensemble de donne´es. Certains sous-ensembles de ces n joueurs peuvent, s’ils combinent
leurs donne´es d’une certaine fac¸on, re´ussir a` reconstituer le secret partage´. Ces ensembles
sont appele´s “ensembles autorise´s”. D’autres sous-ensembles, en revanche, n’ont aucune
information sur le secret en question, ce sont les “ensembles interdits”. Une troisie`me
cate´gorie caracte´rise les sous-ensembles de joueurs qui posse`dent une information par-
tielle sur ce secret.
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Prenons un exemple e´le´mentaire dans lequel 4 joueurs partagent un bit secret s. Le
dealer pre´pare des bits ale´atoires r et r′ inconnus des joueurs a priori. Il donne ensuite
aux 4 joueurs un bit d’information calcule´ comme suit :
– joueur 1 : s⊕ r
– joueur 2 : s⊕ r′
– joueur 3 : r ⊕ r′
– joueur 4 : r
On constate ici qu’aucun joueur seul ne peut reconstituer le secret. En revanche, les
joueurs 1 et 4 ensemble peuvent reconstituer le secret en additionnant leurs donne´es :
s ⊕ r ⊕ r = s. De fac¸on similaire, les joueurs {2, 3, 4} peuvent reconstituer le secret s.
Il est facile de voir que tout ensemble de joueurs qui contient {1, 4} ou {2, 3, 4} peut
reconstituer le secret et que tous les autres n’ont a priori aucun moyen de le faire.
Dans tout protocole de partage de secret, nous distinguons deux types d’ensembles
de joueurs : les ensembles autorise´s et les ensembles interdits. Nous en donnons une
de´finition formelle :
De´finition 2.1. Pour tout protocole de partage de secret dans lequel un secret s est
partage´ entre n joueurs, un sous-ensemble B de joueurs est dit
– autorise´ lorsque les joueurs de l’ensemble B peuvent reconstituer le secret s
– interdit lorsque les joueurs de B ne posse`dent aucune information sur le secret s
Cette notion est fondamentale pour les protocoles de partage de secret.
Certains de ces protocoles ont la particularite´ de ne pas comporter d’ensembles de
joueurs disposant d’une information partielle sur le secret : ce sont les protocoles “par-
faits” :
De´finition 2.2. Un protocole de partage d’un secret s entre n joueurs est dit “parfait”
lorsque pour tout ensemble B de joueurs, exactement une des deux proprie´te´s suivantes
est vraie :
– B est autorise´
– B est interdit
On de´signe par “structure d’acce`s” l’ensemble des ensembles de joueurs autorise´s. On
note que la proprie´te´ d’eˆtre autorise´ pour un ensemble de joueurs est stable par sur-
ensemble. La description d’une structure d’acce`s est, en ge´ne´ral, de taille exponentielle
en n, le nombre de joueurs (car elle est indexe´e par P({1, · · · , n})).
Une cate´gorie de protocoles parfaits a l’avantage de posse´der une structure d’acce`s qui
se de´crit tre`s simplement : les protocoles de partage de secret a` seuil :
De´finition 2.3. On appelle partage de secret classique a` seuil (n, k) avec 0 < k ≤ n un
protocole de partage de secret dans lequel :
– tout ensemble de k joueurs ou plus est un ensemble autorise´
– tout ensemble de k − 1 joueurs ou moins est un ensemble interdit
2.1. ETAT DE L’ART 23
Les structures des protocoles de partage de secret a` seuil sont donc simplement
de´termine´es par la taille des ensembles de joueurs qui la composent.
Shamir propose une solution re´alisant un partage de secret classique a` seuil (n, k) quelque
soit n et quelque soit k ≤ n [Sha79]. Cette solution utilise des me´thodes classiques
d’interpolation polynomiale. Voici la description de ce protocole :
Distribution du secret
– Le secret s est un e´le´ment d’un corps fini F tel que |F| > n
– Le dealer choisit ale´atoirement k − 1 e´le´ments de F a1, · · · , ak−1 et construit le po-
lynoˆme P (X) = s+ a1X + · · ·+ ak−1Xk−1
– Pour tout 1 ≤ i ≤ n, le dealer choisit un e´le´ment xi ∈ F et donne la paire (xi, P (xi))
au joueur i. Les e´le´ments xi doivent eˆtre tous distincts et non nuls.
Une fois le secret partage´, n’importe quel ensemble B de k joueurs est capable de re-
construire le secret de la fac¸on suivante :
Reconstruction du secret
– Soit (xi, yi) la paire posse´de´e par le joueur i. On suppose sans perte de ge´ne´ralite´ que
B = {1, · · · , k}
– Les k joueurs de B reconstituent le polynoˆme P avec des me´thodes d’interpolation
classiques :
P (X) =
k∑
i=1
yi

 ∏
1≤j≤k
i 6=j
X − xj
xi − xj

 (2.1)
– Les joueurs de B reconstruisent le secret s = P (0).
Les ensembles de taille k peuvent donc reconstituer le secret s, et il se trouve que les
ensembles de taille k− 1, et par conse´quents les ensembles de taille infe´rieure a` k− 1, ne
posse`dent aucune information sur s. Pour se convaincre de cela, conside´rons un ensemble
de joueurs de taille k − 1. Les joueurs de cet ensemble posse`dent k − 1 paires (xi, yi).
Pour tout x ∈ F, l’ajout d’une kie`me paire arbitraire (0, x) permet l’interpolation d’un
polynoˆme P de degre´ k − 1 ve´rifiant P (0) = x. Ainsi, n’importe quel secret x peut
avoir e´te´ encode´, en d’autres termes l’ensemble de k − 1 joueurs ne posse`de pas assez
d’information pour exclure certaines valeurs potentielles du secret.
C’est donc le degre´ du polynoˆme P qui fixe le seuil associe´ au partage de secret. Il est
donc possible de re´aliser de cette fac¸on n’importe quel seuil (k, n) quelque soit n et
k ≤ n.
Le protocole pre´sente´ ici se trouve eˆtre un protocole de partage de secret parfait, et c’est
le cas de tous les protocoles de partage de secret a` seuil en ge´ne´ral. A titre d’exemple,
si on prend F = F2, le secret est un bit s ∈ F2 choisi uniforme´ment, ainsi pour tout
ensemble B de joueurs, on a
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1. si |B| < k alors B ne posse`de aucune information sur s
2. si |B| ≥ k alors B peut reconstituer le secret s
Inde´pendamment, Blakley a propose´ un protocole de partage de secret a` seuil construit
a` partir d’hyperplans et de leur intersection [Bla79] permettant de re´aliser n’importe
quel seuil, tout comme le protocole de Shamir pre´sente´ plus haut.
2.1.2 Partage de secret quantique
Nous avons vu comment re´aliser un seuil quelconque en partage de secret classique ou`
les parts donne´es a` chaque joueur ont une taille de l’ordre de celle du secret [Sha79]. Le
proble`me de l’existence de protocoles de partage de secret quantique a` seuil ainsi que
celle du partage de secret quantique en ge´ne´ral se pose donc naturellement.
Nous conside´rons ici et dans toute la suite les protocoles de partage de secret quantique
construits a` partir d’un secret quelconque, pre´sent en une seule copie. Cela correspond
au cas le plus ge´ne´ral e´tant donne´ l’impossibilite´ de la copie dans le cas d’un secret
quantique. Les protocoles base´s sur plusieurs copies du secret ne sont pas conside´re´s
dans le cadre de ces e´tudes.
La question du partage de secret quantique a` seuil a e´te´ aborde´e et de´taille´e par Cleve,
Gottesman et Lo dans [CGL99] et [Got00]. Dans ces e´tudes, nous voyons apparaˆıtre
certaines proprie´te´s inhe´rentes au cas d’un secret quantique. Une premie`re particularite´
est conse´quence du the´ore`me de Non-Clonage rappele´ dans le Chapitre 1, un the´ore`me
fondamental en The´orie de l’Information Quantique.
L’impact imme´diat de ce the´ore`me sur le partage de secret quantique se traduit par le
the´ore`me suivant :
The´ore`me 2.1. Pour tout protocole de partage de secret quantique ((n, k)), nous avons
ne´cessairement n > 2k.
En effet, de fac¸on intuitive, si un protocole ((n, k)) existait avec 2k ≤ n, on aurait
l’existence de deux ensembles de joueurs distincts de taille supe´rieure au seuil k. Ces deux
ensembles seraient alors capables de reconstituer chacun une copie du secret permettant
ainsi sa duplication. Le secret quantique e´tant quelconque et en un seul exemplaire, on
obtient une contradiction avec le the´ore`me de Non-Clonage.
Outre cette limitation, la question de l’existence de protocoles de partage de secret quan-
tique a` seuil a e´te´ re´solue. En effet, des constructions explicites de protocoles ((n, k)) sont
donne´es quelque soit n ∈ N∗ et pour tout k > n2 dans [CGL99] et [Got00]. Cependant,
ces protocoles posse`dent les deux caracte´ristiques suivantes :
– les phases de partage et de reconstruction sont assez complexes
– la part donne´e a` chaque joueur n’est pas borne´e : sa taille, en nombre de qubits de´pend
line´airement du nombre total de joueurs
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Comme il sera explique´ dans la section suivante, ce sont ces deux points que l’utilisation
d’e´tats graphes permet d’ame´liorer.
2.1.3 Un protocole ((n, n)) a` partir de l’e´tat GHZ
Un protocole de partage d’un e´tat secret |ϕ〉 entre n joueurs est propose´ par Broadbent,
Chouha et Tapp [BCT08]. Le support utilise´ pour ce partage est un e´tat GHZ [GHZ89],
et les parame`tres de ce protocole sont ((n, n)), c’est-a`-dire que la pre´sence des n joueurs
est ne´cessaire pour la reconstruction du secret.
L’avantage de tels protocoles re´side entre autres dans le fait que chaque joueur posse`de
1 qubit, c’est-a`-dire une ressource de la taille du secret partage´. En contrepartie, le seuil
atteint est tre`s restrictif puisque tous les joueurs doivent eˆtre pre´sents pour reconstituer
le secret.
Nous de´crivons a` pre´sent ce protocole dans lequel le dealer souhaite partager le se-
cret
|ϕ〉 = α |0〉+ β |1〉 (2.2)
entre n joueurs nume´rote´s de 1 a` n.
Encodage du secret
Voici les e´tapes de l’encodage du secret :
1. Le dealer chiffre partiellement le secret |ϕ〉 de la fac¸on suivante : il tire un bit
ale´atoire bX ∈ {0, 1}. Si le re´sultat de ce tirage est ‘0’, il ne fait rien, et si le
re´sultat est ‘1’, il applique l’ope´rateur X au secret. L’e´tat re´sultant est ainsi
∣∣ϕ′〉 = XbX |ϕ〉 (2.3)
= α′ |0〉+ β′ |1〉 (2.4)
2. En utilisant n fois successivement la porte CNOT (appele´e aussi “pseudo-copie”)
a` l’e´tat |ϕ′〉, il produit l’e´tat
∣∣ϕ′′〉 = α′ |0〉⊗n + β′ |1〉⊗n (2.5)
3. Le dealer choisit ale´atoirement une chaine de bits x1 · · ·xn telle que
⊕n
i=1 xi = bX
et donne au joueur i le ieme qubit de |ϕ′′〉 ainsi que le bit xi.
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Reconstruction du secret
Il faut tout d’abord choisir le joueur qui recevra le secret. Supposons en toute ge´ne´ralite´
qu’il s’agit du joueur 1. Les phases de la reconstruction s’articulent de la fac¸on sui-
vante :
1. Tous les joueurs sauf le joueur 1 appliquent l’ope´rateur d’Hadamard a` leur qubit
puis mesurent leur qubit dans la base standard. Soit yi le re´sultat de la mesure
obtenue par le joueur i. L’e´tat du qubit du joueur 1 est alors
α′ |0〉+ (−1)
⊕n
i=2 yiβ′ |1〉 (2.6)
Chaque joueur i envoie au joueur 1 les bits xi et yi.
2. Le joueur 1 calcule y =
⊕n
i=2 yi. Si y = 0, il ne fait rien, si y = 1 il applique
l’ope´rateur Z a` son qubit. L’e´tat re´sultant est alors
α′ |0〉+ β′ |1〉 = XbX |ϕ〉 (2.7)
3. Le joueur 1 calcule bX =
⊕n
i=1 xi. Si bX = 0, il ne fait rien, si bX = 1 il applique
l’ope´rateur X a` son qubit. Le qubit re´sultant du joueur 1 contient le secret |ϕ〉.
2.1.4 Encodage d’un secret dans un e´tat graphe
Les e´tats graphes de´crits dans le Chapitre 1 peuvent eˆtre utilise´s pour encoder un secret
partage´ entre plusieurs personnes. Un tel encodage est pre´sente´ dans [MS08] et permet
de partager un secret classique puis quantique entre n joueurs.
Encodage d’un secret classique
Soit G = (V,E) un graphe d’ordre n + 1 et d ∈ V l’un des sommets de ce graphe. Le
sommet d est associe´ au dealer alors que chacun des autres sommets de G est associe´ a`
un joueur diffe´rent. Le dealer souhaite encoder un secret s ∈ {0, 1}.
On note G′ = G\d le graphe obtenu a` partir de G apre`s suppression du sommet d.
Si s = 0, le dealer pre´pare l’e´tat |G′〉. Si s = 1, il pre´pare l’e´tat ZN (d) |G′〉. L’e´tat
re´sultant s’e´crit alors
|Gs〉 = ZsN (d)
∣∣G′〉 (2.8)
Encodage d’un secret quantique
Lorsque le secret a` partager est un e´tat quantique |ϕ〉 = α |0〉 + β |1〉 sur 1 qubit,
l’encodage s’effectue comme une superposition de l’encodage du secret classique ‘0’ avec
celui du secret ‘1’ ponde´re´s par α et β :
|Gϕ〉 = α
∣∣G′〉+ βZN (d) ∣∣G′〉 (2.9)
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Structures d’acce`s
Graˆce a` ces encodages, il n’est en ge´ne´ral pas ne´cessaire que tous les joueurs soient re´unis
afin de pouvoir reconstituer le secret, comme c’e´tait le cas pour le protocole de´crit en
2.1.3. Des conditions suffisantes d’accessibilite´ au secret sont ainsi e´tablies en fonction
des structures des ensembles de joueurs.
Lorsque le secret partage´ est un bit classique, les ensembles de joueurs qui peuvent
reconstituer les secret sont de´crit a` partir de structures sur les ensembles de sommets du
graphe G utilisant notamment la notion de voisinage impair (De´finition 1.4). Le cas d’un
secret quantique parage´ entre n joueurs se re´duit au cas d’un secret classique en terme
de structure d’acce`s de´crites sur le graphe G : Markham et Sanders proposent ainsi une
descripiton de ces structures [MS08] en faisant intervenir le graphe G et son “graphe
comple´mentaire” qui s’apparente au graphe G ∗ d issu de la comple´metation locale de G
par rapport au sommet d associe´ au dealer.
2.2 Partage de secret classique avec e´tats graphes
Comme pre´sente´s dans le Chapitre 1, les e´tats graphes sont un excellent support pour
le calcul quantique et l’imple´mentation de protocoles en ge´ne´ral. En effet, lors de la
construction d’un e´tat graphe a` partir d’un graphe G donne´, les ope´rations quantiques
utilise´s sont sur 2 qubits seulement : l’ope´ration ΛZ applique´e sur chaque paire de qubits
correspondant a` une areˆte de G.
L’apparition des e´tats graphes dans les protocoles de partage de secret quantique [MS08]
a plusieurs avantages. Tout d’abord, dans un protocole a` n joueurs avec un secret quan-
tique sur 1 qubit, on choisit de donner exactement 1 qubit a` chaque joueur, correspondant
a` 1 sommet du graphe sous-jacent. Ainsi, la taille de la part donne´e a` chaque joueur cor-
respond exactement a` la taille du secret. Les ressources sont donc re´duites au maximum
(quantite´ e´le´mentaire d’information par joueur).
Enfin, des questions e´mergent de l’utilisation d’e´tats graphes pour le partage de secret :
quelles sont les structures d’acce`s lie´es au choix du graphe de de´part ? Comment eut-
on les de´crire a` partir des proprie´te´s de ce graphe ? L’e´tude de ces nouvelles structures
d’acce`s pre´sente des liens avec des questions de the´ories des graphes, et nous e´tablissons
ainsi plusieurs correspondances entre les deux domaines.
2.2.1 Description du protocole et structures d’acce`s
Markham et Sanders [MS08] proposent une fac¸on de partager un secret classique s ∈
{0, 1} entre n joueurs a` partir d’e´tats graphes (De´finition 1.17). Dans ces protocoles,
chaque joueur posse`de exactement 1 qubit.
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Le protocole de partage d’un secret classique pre´sente´ ici est fonde´ sur l’utilisation d’e´tats
multipartis construits a` partir d’e´tats graphes. Nous noterons ce type de protocole un
protocole “cQSS”. Les protocoles cQSS sont parame´tre´s par un graphe G dont chacun
des sommets correspond a` un joueur et le dealer se voit attribuer un sommet particulier.
On parle alors de protocole cQSS (G, d) avec d ∈ V (G).
cQSS
Soit G un graphe d’ordre n + 1. Soit d un sommet de G associe´ au dealer. Le dealer
souhaite partager un secret s ∈ {0, 1} entre n joueurs. On note G′ le graphe re´sultant
de G apre`s suppression du sommet d.
Partage du secret
1. Le dealer pre´pare l’e´tat suivant sur n qubits :
ZsN (d)
∣∣G′〉 (2.10)
2. Chacun des n joueurs rec¸oit un qubit de cet e´tat.
Reconstitution du secret Soit B est un ensemble de joueurs autorise´.
1. Trouver D ⊆ B tel que |D ∩ N (d)| = 1 mod 2 et Odd(D) ⊆ B (algorithme Figure
2.2)
2. Les joueurs de B mesurent leurs qubits suivant l’observable (−1)G[D]XDZOdd(D)
3. Le re´sultat de la mesure fournit le secret s.
Figure 2.1 – Protocole de partage de secret classique avec des e´tats graphes cQSS
De fac¸on ge´ne´rale, un ensemble B ⊆ V qui souhaite reconstituer le secret s doit parvenir
a` distinguer le cas ou` le secret ‘0’ a e´te´ encode´ du cas ou` c’est le secret ‘1’. Pour de´crire
cela, on appelle ρB(s) l’e´tat mixte posse´de´ par les joueurs de B :
ρB(s) = trV \B(|Gs〉 〈Gs|) (2.11)
Un ensemble B de joueurs peut reconstruire le secret s si et seulement si ils peuvent
distinguer parfaitement ρB(0) et ρB(1), c’est a` dire lorsque tr(ρB(0)ρB(1)) = 0. En
revanche, l’ensemble B ne posse`de aucune information sur le secret lorsque les e´tats
ρB(0) et ρB(1) sont indistingables, c’est-a`-dire lorsque ρB(0) = ρB(1).
Des conditions suffisantes sur les ensembles autorise´s dans les e´tats graphes ont e´te´
prouve´es dans [KMMP09]. Nous introduisons d’abord la de´finition suivante :
De´finition 2.4. Soit G = (V,E) un graphe et d ∈ V un sommet appele´ dealer. Un
ensemble B ⊆ V \ {d} est dit a` noyau impair lorsque
∃D ⊆ B tel que Odd(D) ⊆ B et |D ∩N (d)| = 1 mod 2 (2.12)
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On parlera ainsi de “noyau impair” pour de´signer un ensemble D ⊆ B ayant cette
proprie´te´.
Un ensemble B ⊆ V est dit domine´ modulo 2 lorsque
∃C ⊆ V \B tel que Odd(C) ∩B = N (d) ∩B (2.13)
Un algorithme permettant de trouver un ensemble D ve´rifiant les conditions de l’expres-
sion (2.12) dans une ensemble b a` noyau impair est donne´ dans la Figure 2.2.
Algorithme de recherche de noyau impair
Soit G = (V,E) un graphe d’ordre n+1, d ∈ V le dealer et V ′ = V \{d}. Soit B ⊆ V \{d}
un ensemble a` noyau impair (De´finition 2.4) de taille k.
1. Soit Γ ∈ Mn(F2) la matrice d’adjacence correspondant au graphe G prive´ du
dealer d. On construit la matrice A ∈Mn−k+1,k(F2) de la fac¸on suivante :
– Soit ΓB la matrice de coupe issue de Γ correspondant a` l’ensemble B
– On ajoute a` la matrice ΓB une ligne de ‘1’ pour former la matrice A
2. A l’aide d’un algorithme de re´solution de syste`mes line´aires, trouver un vecteur
X ∈ Fk2 solution du syste`me suivant :
AX =


0
...
0
1

 (2.14)
3. Soit D ⊆ B l’ensemble repre´sente´ par le vecteur X. Retourner D.
Figure 2.2 – Algorithme de recherche de noyau impair
The´ore`me 2.2. Soit G = (V,E) un graphe et d ∈ V l’un de ses sommets. Soit V ′ =
V \{d}. Pour tout B ⊆ V ′ a` noyau impair, il est possible de trouver un ensemble D ⊆ B
ve´rifiant les conditions de l’expression (2.12) en temps polynomial en l’ordre de G.
De´monstration. On montre que l’algorithme de la Figure 2.2 retourne un tel ensemble
D ⊆ B en temps polynomial.
Soit X une solution du syste`me (2.14) et D l’ensemble repre´sente´ par le vecteur X.
Tout d’abord, par construction de la matrice A, on a
ΓBX = 0 (2.15)
Cela s’interpre`te de la fac¸on suivante : chaque sommet de V ′ \B posse`de un nombre pair
de voisins parmi les sommets de D. Ainsi, nous avons
V ′ \B ⊆ Even(D) (2.16)
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en d’autres termes
Odd(D) ⊆ B (2.17)
Ensuite, le syste`me (2.14) nous permet d’e´crire
[1 · · · 1]X = 1 (2.18)
|X| = 1 mod 2 (2.19)
|D| = 1 mod 2 (2.20)
Tout noyau impair D correspond ainsi a` une solution du syste`me (2.14), et puisque B
est un ensemble a` noyau impair, un telle solution existe ne´cessairement, ce qui justifie
l’existence de la solution X utilise´e dans l’algorithme Figure 2.2.
L’algorithme de re´solution usuel d’un syste`me line´aire e´tant polynomial en la taille du
syste`me, on a bien le re´sultat e´nonce´.
Un re´sultat [KMMP09] e´tablit un lien entre les ensembles a` noyau impair dans le graphe
de de´part et les ensembles de joueurs qui peuvent reconstruire le secret :
Lemme 2.3 ([KMMP09]). Soit G = (V,E) un graphe. Pour tout protocole cQSS (G, d),
pour tout B ⊆ V \ {d} :
– Si B est a` noyau impair, alors B est autorise´.
– Si B est domine´ modulo 2, alors B est interdit.
D’apre`s le lemme pre´ce´dent, il existe une fac¸on pour les ensembles B a` noyau impair de
reconstruire le secret. Nous de´taillons la proce´dure permettant a` un ensemble a` noyau im-
pair de retrouver ce secret. Pour cela, on e´tablit d’abord une proprie´te´ sur les stabiliseurs
des e´tats graphes qui e´tend la Proprie´te´ 1.3 au cas d’un ensemble D quelconque :
Lemme 2.4. Soit G = (V,E) un graphe et D ⊆ V un ensemble de sommets. Si |G〉 est
l’e´tat graphe associe´ a` G, on a
(−1)|G[D]|XDZOdd(D) |G〉 = |G〉 (2.21)
De´monstration. On conside`re un e´tat graphe construit a` partir d’un graphe G = (V,E).
Quelque soit u, v ∈ V , les ope´rateurs XuZN (u) et XvZN (v) commutent. En effet, si u et
v ne sont pas voisins dans G, ces ope´rateurs agissent sur des bits quantiques disjoints
et commutent donc. S’ils sont voisins, l’application de l’ope´rateur (XuZN (u))(XvZN (v))
effectue notamment l’ope´ration XuZu sur le qubit u et ZvXv sur le qubit v. On a donc
toujours un nombre pair d’ope´rateurs X et Z qui commutent.
Ainsi, d’apre`s la Proprie´te´ 1.3, pour tout ensemble D ⊆ V , on a(∏
u∈D
XuZN (u)
)
|G〉 = |G〉 (2.22)
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On souhaite a` pre´sent montrer que(∏
u∈D
XuZN (u)
)
= (−1)|G[D]|XDZOdd(D) (2.23)
On raisonne alors par induction sur la taille de l’ensemble D. Le cas initial |D| = 1 est
donne´ par la Proprie´te´ 1.3 car Odd(u) = N (u) et |G[u]| = 0. Supposons que la proprie´te´
(2.23) soit vraie pour un ensemble D de taille quelconque. Alors pour tout v ∈ V , on
distingue deux cas :
– Si v /∈ Odd(D), alors |G[D ∪ v]| = |G[D]| mod 2 car l’ajout du sommet v ajoute un
nombre pair d’are`tes par rapport au sous-graphe induit par D (par hypothe`se sur v).
Ensuite, on a
XD∪vZOdd(D∪v) = XDXvZOdd(D)ZOdd(v) (2.24)
= XDZOdd(D)XvZN (v) (2.25)
car v /∈ Odd(D).
– Si v ∈ Odd(D), |G[D ∪ v]| = |G[D]| + 1 mod 2 par hypothe`se sur v, et puisque les
ope´rateurs X et Z anti-commutent, on a
XD∪vZOdd(D∪v) = −XDZOdd(D)XvZN (v) (2.26)
Dans tous les cas, la proprie´te´ (2.23) est ve´rifie´e sur l’ensemble D ∪ v et ceci termine la
preuve de l’e´galite´ (2.21).
Le lemme suivant fournit une preuve de la correction de la proce´dure de reconstruction
du secret par un ensemble autorise´ dans un protocole cQSS (Lemme 2.3).
Lemme 2.5. La proce´dure de reconstitution du secret dans un protocole cQSS de´crite
dans la Figure 2.1 permet effectivement de reconstituer le secret initial s.
De´monstration. L’e´tat partage´ entre les joueurs de l’ensemble B a noyau impair est
|G′s〉 = ZsN (d) |G′〉 (2.10). On note aussi
OD = (−1)|G′[D]|XDZOdd(D) (2.27)
l’observable associe´e a` la mesure projective effectue´e. Afin de trouver les sous-espaces
propres associe´s a` OD, on calcule :
OD
∣∣G′s〉 = (−1)|G′[D]|XDZOdd(D)ZsN (d) ∣∣G′〉 (2.28)
= (−1)|G′[D]|XDZsN (d)ZOdd(D)
∣∣G′〉 (2.29)
= (−1)|G′[D]|(−1)sZsN (d)XDZOdd(D)
∣∣G′〉 (2.30)
(2.31)
32 CHAPITRE 2. PARTAGE DE SECRET QUANTIQUE AVEC E´TATS GRAPHES
car |D ∩N (d)| = 1 mod 2, donc il y a un nombre impair d’e´changes entre les ope´rateurs
X et Z (qui anti-commutent) sur les qubits associe´s a` D∩N (d). On a donc l’apparition
d’un signe ‘−’ conditionne´ par la valeur de s. En utilisant le Lemme 2.4 :
OD
∣∣G′s〉 = (−1)sZsN (d) ∣∣G′〉 (2.32)
= (−1)s |ϕ〉 (2.33)
L’e´tat |ϕ〉 est donc un vecteur propre de OD associe´ a` la valeur propre 1 si s = 0 et −1
si s = 1. En e´crivant
OD = P0 − P1 (2.34)
avec P0 =
I+OD
2 et P1 =
I−OD
2 les deux projecteurs associe´s aux sous-espaces propres de
OD. Le re´sultat de la mesure projective associe´e a` OD de´termine parfaitement la valeur
de s : si la mesure retourne ‘0’, alors s = 0 et si elle retourne ‘1’ alors s = 1.
Ce The´ore`me fournit entre autres une preuve constructive du premier point du Lemme
2.3.
En ce qui concerne le deuxie`me point du Lemme 2.3, nous pouvons e´galement exprimer
le fait qu’un ensemble B de joueurs domine´ modulo 2 ne puisse pas obtenir d’information
sur le secret s ∈ {0, 1} :
Proprie´te´ 2.6. Soit G = (V,E) un graphe, d ∈ V un sommet et V ′ = V \ {d}. Pour
tout protocole cQSS (G,d), tout ensemble B ⊆ V ′ domine´ modulo 2 est un ensemble
interdit.
De´monstration. Soit G′ = (V ′, E) (voir Figure 2.1) et ρB(s) la matrice de densite´ as-
socie´e a` l’e´tat du syste`me B. On souhaite montrer que ρB(0) = ρB(1). On pose e´galement
ρ(s) =
∣∣G′s〉 〈G′s∣∣ (2.35)
= ρB(s)⊗ ρV ′\B(s) (2.36)
la matrice de densite´ associe´e a` l’e´tat du syste`me global sans le dealer. B est domine´
modulo 2, donc d’apre`s la De´finition 2.4 il existe C ⊆ B tel que
Odd(C) ∩B = N (d) ∩B (2.37)
On appelle U l’ope´rateur agissant uniquement sur les qubits de V ′ \B de´fini de la fac¸on
suivante :
U = (−1)G[C]XCZOdd(C)+N (d) (2.38)
On e´crit alors
Uρ(1)U † = UZN (d)
∣∣G′〉 〈G′∣∣ZN (d)U † (2.39)
=
∣∣G′〉 〈G′∣∣ (2.40)
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d’apre`s le Lemme 2.4. Ainsi,
Uρ(1)U † = ρ(0) (2.41)
Par de´finition de l’ensemble C, l’ope´rateur U agit uniquement sur les qubits de V ′ \ B,
donc on peut e´crire
Uρ(1)U † = ρB(1)⊗ UρV ′\B(1)U † (2.42)
= ρB(0)⊗ ρV ′\B(0) (2.43)
d’apre`s l’e´galite´ (2.41). La trace partielle de l’e´tat pre´ce´dent par rapport au premier
registre donne donc
ρB(0) = ρB(1) (2.44)
Les joueurs de l’ensemble B n’ont aucune information sur le secret s.
Nous montrons a` pre´sent que les conditions du Lemme 2.3 sont e´galement des conditions
ne´cessaires d’accessibilite´ au secret. De plus, nous prouvons que le protocole cQSS est
parfait, c’est-a`-dire que chaque sous-ensemble de joueurs est soit autorise´ soit interdit,
donc qu’il n’existe aucun ensemble de joueur qui posse`de une information partielle sur
le secret.
The´ore`me 2.7. Pour tout graphe G = (V,E) et d ∈ V , pour tout B ⊆ V \ {d}, B
ve´rifie exactement l’une des deux proprie´te´s suivantes :
1. B est a` noyau impair
2. B est domine´ modulo 2
De´monstration. Soit Γ la matrice d’adjacence associe´e au graphe G′ = G\{d}. On a donc
Γ ∈Mn,n(F2) ou` n est l’ordre de G′. Pour tout ensemble B ⊆ V \{d}, nous appelons ΓB
la matrice de coupe induite par les sommets de B, c’est-a`-dire la sous-matrice de Γ dont
les colonnes correspondent aux sommets de B et les lignes correspondent aux sommets
de V \B.
Γ =


∗ ΓB
ΓTB ∗

 (2.45)
En repre´sentant les ensembles X de sommets de V par leurs vecteurs caracte´ristiques
(c’est-a`-dire avec un ‘1’ en iie`me position lorsque le sommet i appartient a` X), la matrice
ΓB est celle de l’application line´aire suivante :
ΓB : X ⊆ B 7→ ΓBX = Odd(X) ∩ V \B (2.46)
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En effet, si X = {u} ⊆ B, on a ΓBX = N (u) ∩ V \ B. Par line´arite´, si X contient un
nombre quelconque de sommets, les coordonne´es non-nulles du vecteur ΓBX sont celles
qui correspondent aux sommets de V \ B qui appartiennent au voisinage d’un nombre
impair de sommets de X. De fac¸on similaire,
ΓV \B : Y ⊆ V \B 7→ ΓV \BY = Odd(Y ) ∩B (2.47)
∀Y ⊆ V \B, ΓV \BY = Odd(Y )∩B. Notons que Γ est syme´trique, d’ou` ΓV \B = ΓTB. Dans
la suite de cette preuve, nous identifierons les ensembles de sommets a` leurs vecteurs
caracte´ristiques.
On remarque le fait suivant : e´tant donne´s deux ensembles X ⊆ V et Y ⊆ V , nous avons
|X ∩ Y | mod 2 = Y TX. Dans l’e´quation 1, la condition D ∪ Odd(D) ⊆ B se traduit
ainsi par ΓBD = 0, et la condition |D ∩N (d)| = 1 mod 2 peut s’e´crire (N (d)∩B)TD =
1. Ecrites de cette fac¸on, les deux conditions pre´ce´dentes permettent de relaˆcher la
contrainte D ⊆ B. Ainsi, l’e´quation 1 est ve´rifie´e lorsque
∃D ⊆ V,


(N (d) ∩B)T
ΓB

D =


1
0
...
0

 (2.48)
La condition pre´ce´dente est e´quivalente a`
rank


(N (d) ∩B)T
ΓB

 = rank


(N (d) ∩B)T 1
0
ΓB
...
0

 (2.49)
= rank


0 1
0
ΓB
...
0

 (2.50)
= rank(ΓB) + 1 (2.51)
Notons
π(B) = rank


(N (d) ∩B)T
ΓB

− rank(ΓB) (2.52)
Ainsi, pour tout B ⊆ V , B est a` noyau impair lorsque π(B) = 1.
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De fac¸on similaire, on e´tablit que pour tout B ⊆ V , B est domine´ modulo 2 lorsque
∃C ⊆ V, ΓV \B.C = N (d) ∩B ⇔ rank
[
ΓV \B N (d) ∩B
]
= rank(ΓV \B) (2.53)
⇔ rank


(N (d) ∩B)T
ΓB

 = rank(ΓB) (2.54)
⇔ π(B) = 0 (2.55)
Pour tout ensemble B ⊆ V , π(B) ∈ {0, 1} d’ou` exactement l’une des deux proprie´te´s
e´nonce´es 1 ou 2 est vraie.
Le the´ore`me pre´ce´dent fournit ainsi une caracte´risation des ensembles autorise´s et inter-
dits dans un protocole cQSS :
Corollaire 2.8. Soit G = (V,E) un graphe. Le protocole cQSS (G, d) est parfait, et
pour tout ensemble B ⊆ V \ {d},
– B est autorise´ ⇔ B est a` noyau impair
– B est interdit ⇔ B est domine´ modulo 2
Dans cette section, nous avons e´tabli une correspondance directe entre structures gra-
phiques et structures d’acce`s au secret dans le cadre des protocoles cQSS. Dans de tels
protocoles, on peut donc partitionner les ensembles de joueurs selon leur capacite´ a` re-
construire le secret. Le corollaire pre´ce´dent nous assure que les protocoles de partage de
secret cQSS sont parfaits : les ensembles de joueurs qui ne peuvent pas reconstituer le
secret ne peuvent en extraire aucune information.
2.2.2 Protocole classique e´quivalent
Les protocoles cQSS qui utilisent des e´tats graphes afin de partager un secret classique
s ∈ {0, 1} offrent des structures d’acce`s spe´cifiques de´pendant des proprie´te´s graphiques
des graphes sous-jacents (De´finition 2.4 et Corollaire 2.8). Etant donne´e l’utilisation
d’e´tats quantiques pour re´aliser ces structures d’acce`s pour un secret classique, nous nous
posons naturellement la question de l’existence de protocoles exclusivement classiques qui
re´alisent ces meˆmes structures d’acce`s. Nous proposons ainsi des protocoles classiques
a` partir de graphes quelconques qui fournissent les meˆmes structures d’acce`s que les
protocoles cQSS (Corollaire 2.8). Ces protocoles seront note´s cCSS.
On conside`re ici une famille de protocoles de partage de secret classique construite a`
partir de n’importe quel graphe G = (V,E). On associe a` chaque sommet du graphe un
joueur, le secret est un bit classique s ∈ {0, 1}. Chaque joueur posse`de une cle´ secre`te ki
ainsi que le secret masque´ par les cle´s secre`tes de ses voisins (ci = s+
∑
i′∈N (i) ki′).
La Figure 2.3 est un exemple de protocole cCSS construit a` partir du graphe P5.
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Nous donnons une de´finition formelle de ce protocole dans la Figure 2.4
1
2
3
4
5
(k1, s+ k2)
(k2, s+ k1 + k3)
(k3, s+ k2 + k4)
(k4, s+ k3 + k5)
(k5, s+ k4)
Figure 2.3 – Protocole cCSS sur le graphe P5
Le principe de la reconstruction du secret est d’utiliser les cle´s des voisins pour supprimer
le masque pre´sent sur le secret. On peut ainsi tout d’abord constater qu’un joueur avec
ses voisins constituent un ensemble autorise´. Dans la figure pre´ce´dente, par exemple, les
ensembles {1, 2}, {2, 3, 4}, {4, 5} peuvent reconstituer le secret. Il existe cependant des
ensembles de joueurs qui peuvent reconstituer les secret mais qui ne sont pas de cette
forme. C’est le cas de l’ensemble de joueurs {1, 3, 5} : en effet, si on ajoute leurs secrets
masque´s, on obtient
(s+ k2) + (s+ k2 + k4) + (s+ k4) = 3s+ 2k2 + 2k4 (2.56)
= s mod 2 (2.57)
Le secret en clair peut donc eˆtre reconstruit. Nous cherchons alors a` caracte´riser les
ensembles qui peuvent acce´der au secret.
On note ci la valeur associe´e au secret s masque´ par les voisins du joueur i :
ci = s+
∑
i′∈N (i)
ki′ mod 2 (2.58)
Nous avons la proprie´te´ suivante :
Proprie´te´ 2.9. Soit G = (V,E) un graphe et d ∈ V . On note V ′ = V \ {d}. Soit (G, d)
le protocole cCSS construit a` partir du graphe G avec un dealer d. Tout ensemble de
joueurs B ⊆ V ′ a` noyau impair (De´finition 2.4) peut reconstruire le secret.
De´monstration. Soit B ⊆ V ′ un ensemble a` noyau impair. Il existe donc D ⊆ B tel que
|D| = 1 mod 2 et Odd(D) ⊆ B. On montre maintenant que les joueurs de l’ensemble B
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peuvent reconstruire le secret en calculant la quantite´
∑
i∈D ci +
∑
j∈Odd(D) kj mod 2.
∑
i∈D
ci +
∑
j∈Odd(D)
kj =
∑
i∈D

s+ ∑
i′∈N (i)
ki′

+ ∑
j∈Odd(D)
kj (2.59)
= |D|.s+
∑
i∈D,i′∈N (i)
ki′ +
∑
j∈Odd(D)
kj (2.60)
= |D|.s+
∑
i′∈V
|N (i′) ∩D|.ki′ +
∑
j∈Odd(D)
kj (2.61)
= s mod 2 (2.62)
Nous montrons maintenant que tout ensemble domine´ modulo 2 ne peut pas obtenir
d’information sur le secret.
The´ore`me 2.10. Soit G = (V,E) un graphe, d ∈ V et (G, d) le protocole cCSS associe´.
Soit B ⊆ V \ {d} un ensemble de joueurs.
B est domine´ modulo 2⇒ B est interdit (2.63)
De´monstration. On note G′ = G \ {d} et V ′ = V \ {d} = V (G′). Soit B un ensemble de
joueurs domine´ modulo 2 dans G′.
Chaque joueur i ∈ B posse`de le couple (ki, ci). On note ainsi kB = {ki}i∈B et cB =
{ci}i∈B.
Nous montrons que les joueurs de B ne posse`dent aucune information sur le secret s,
c’est a` dire :
Pr(s|kB, cB) = Pr(s|kB, cB) (2.64)
ou` s = 1 + s mod 2.
Tout d’abord, on remarque que pour tout i
ci = s+
∑
j∈N (i)
ki (2.65)
Ainsi, on a
Pr(s|kB, cB) = Pr(s|kB, cB) (2.66)
De plus, d’apre`s les lois fondamentales des probabilite´s,
Pr(s|kB, cB) = Pr(s, cB|kB)
Pr(cB|kB) (2.67)
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B est domine´ modulo 2, ainsi d’apre`s la De´finition 2.4, il existe un ensemble C ⊆ V ′ \B
tel que B ⊆ Odd(C). En d’autres termes, pour tout i ∈ B, |N (i) ∩ C| = 1 mod 2.
On exprime a` pre´sent la valeur de ci pour tout joueur i en se´parant les voisins de i qui
appartiennent a` C :
ci = 1 + s+
∑
j∈N (i)
kj mod 2 (2.68)
= 1 + s+
∑
j∈N (i)∩C
kj +
∑
j∈N (i)∩C
kj mod 2 (2.69)
= 1 + s+ |N (i) ∩ C|+
∑
j∈N (i)∩C
(kj − 1) +
∑
j∈N (i)∩C
kj mod 2 (2.70)
= s+
∑
j∈N (i)∩C
kj +
∑
j∈N (i)∩C
kj mod 2 (2.71)
ou` kC = {ki}i∈C .
Ainsi, on peut de´duire les deux e´galite´s suivantes :
Pr(cB|kB, kC) = Pr(cB|kB, kC) (2.72)
Pr(s, cB|kB, kC) = Pr(s, cB|kB, kC) (2.73)
On peut de´sormais e´tablir l’e´galite´ (2.66) de la fac¸on suivante :
Pr(s|kB, cB) = Pr(s|kB, cB) (2.74)
=
P (s, cB|kB)
Pr(cB|kB) (2.75)
=
∑
kC∈{0,1}C P (kC)P (s, cB|kB, kC)∑
kC∈{0,1}C Pr(kC)Pr(cB|kB, kC)
(2.76)
=
∑
kC∈{0,1}C
1
2|C|
Pr(s, cB|kB, kC)∑
kC∈{0,1}C
1
2|C|
Pr(cB|kB, kC)
(2.77)
=
∑
kC∈{0,1}C
1
2|C|
Pr(s, cB|kB, kC)∑
kC∈{0,1}C
1
2|C|
Pr(cB|kB, kC)
(2.78)
=
Pr(s, cB|kB)
Pr(cB|kB) (2.79)
= Pr(s|kB, cB) (2.80)
Tout comme pour le cas des protocoles cQSS de´finis au de´but de cette section, la ca-
racte´risation des ensembles autorise´s pour les protocoles cCSS nous permet d’e´tablir le
corollaire suivant :
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Corollaire 2.11. Soit G = (V,E) un graphe. Le protocole cCSS (G, d) est parfait, et
pour tout ensemble B ⊆ V \ {d},
– B est autorise´ ⇔ B est a` noyau impair
– B est interdit ⇔ B est domine´ modulo 2
Nous avons ainsi construit un protocole inte´gralement classique qui permet de partager
un bit classique secret avec les meˆmes structures d’acce`s que les protocoles cQSS de´finis
pre´ce´demment.
cCSS
Soit G = (V,E) un graphe d’ordre n+ 1. Chaque sommet de G est associe´ a` un joueur.
Soit d ∈ V le dealer qui souhaite partager un secret s ∈ {0, 1} entre n joueurs (nume´rote´s
de 1 a` n).
Partage du secret
– Pour tout joueur i ∈ V \{d}, le dealer choisit une cle´ secre`te ki qu’il tire ale´atoirement
uniforme´ment dans {0, 1}.
– Pour tout i, le dealer calcule la quantite´ ci = s+
∑
i′∈N (i) ki′ mod 2.
– Le dealer donne a` chaque joueur i le couple (ki, ci).
Reconstitution du secret Si B est un ensemble de joueurs a` noyau impair :
– Trouver D ⊆ B tel que Odd(D) ⊆ B (algorithme de la Figure 2.2)
– Le secret s est calcule´ de la fac¸on suivante :
s =
∑
i∈D
ci +
∑
j∈Odd(D)
kj (2.81)
Figure 2.4 – Protocole classique e´quivalent cCSS
2.3 Partage d’un secret quantique avec des e´tats
graphes
Dans [MS08], les protocoles cQSS sont ge´ne´ralise´s au cas des protocoles de partage d’un
secret quantique |ϕ〉 = α |0〉 + β |1〉 a` partir d’e´tats graphes que l’on notera de´sormais
“qQSS”. Voici la description de ce protocole : a` partir d’un graphe G = (V,E) d’ordre
n+1 et d’un sommet particulier d ∈ V tel que N (d) 6= ∅, on note G′ le graphe re´sultant
de G apre`s suppression du sommet d qui repre´sente le dealer. Ce dernier pre´pare tout
d’abord l’e´tat suivant : ∣∣G′ϕ〉 = α ∣∣G′〉+ βZN (d) ∣∣G′〉 (2.82)
On pourra noter que l’e´tat
∣∣G′ϕ〉 correspond a` une superposition des encodages d’un
secret classique 0 ou 1 dans le cas de protocoles cQSS. Soulignons e´galement que la
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transformation
|ϕ〉 7→ ∣∣G′ϕ〉 (2.83)
est une e´volution quantique valide (c’est-a`-dire une isome´trie) lorsque |G′〉 et ZN (d) |G′〉
sont orthogonaux, ce qui est le cas puisque N (d) 6= ∅.Le dealer envoie ensuite chacun
des n qubits de l’e´tat
∣∣G′ϕ〉 a` chacun des n joueurs restant.
En ce qui concerne la reconstruction du secret, une caracte´risation des ensembles au-
torise´s utilisant le graphe G et son comple´mentaire est propose´e dans [MS08]. Nous la
formulons ainsi :
Proprie´te´ 2.12 ([MS08]). Soit G = (V,E) un graphe et d ∈ V . Un ensemble B ⊆ V \{d}
de joueurs est autorise´ dans le protocole qQSS associe´ a` (G, d) si et seulement si il est
autorise´ dans les protocoles cQSS associe´s a` (G, d) et (G ∗ d, d).
En d’autres termes, et de fac¸on plus intuitive, l’accessibilite´ a` un secret quantique dans
un graphe G est “e´quivalente” a` l’accessibilite´ a` un secret classique dans G ainsi que
dans G ∗d, le graphe obtenu a` partir de G apre`s comple´mentation locale avec le sommet
d (dealer).
Nous introduisons ici une autre caracte´risation des ensembles de joueurs autorise´s pour
un protocole qQSS qui a pour avantage de ne pas faire intervenir le graphe G ∗ d. Dans
un premier temps, nous e´tablissons un lemme. Pre´cisons pour cela la notation suivante :
pour tous graphes G1 = (V,E1) et G2 = (V,E2) qui partagent le meˆme ensemble de
sommets, on de´finit G1+G2 = (V,E1+E2) ou` E1+E2 de´signe la diffe´rence syme´trique
de E1 et E2.
Lemme 2.13. Soit G = (V,E) un graphe, A ⊆ V et X ⊆ V deux ensembles de sommets
tels que |X ∩A| = 1 mod 2.
OddG+KA(X) = OddG(X) +A (2.84)
De´monstration. Soit u ∈ V un sommet. Si u /∈ A, on a de fac¸on e´vidente
|NG(u) ∩X| = |NG+KA(u) ∩X| (2.85)
Si u ∈ A, on de´compose la quantite´ |NG(u) ∩X| de la fac¸on suivante :
|NG(u) ∩X| = |NG(u) ∩X ∩A|+ |NG(u) ∩X ∩A| (2.86)
= |X ∩A| − |NG+A(u) ∩X ∩A|+ |NG+KA(u) ∩X ∩A| (2.87)
= 1 + |NG+KA(u) ∩X| mod 2 (2.88)
par hypothe`se.
Ainsi, la parite´ de |NG(u)∩X| est la meˆme que celle de |NG+KA(u)∩X| si et seulement
si u /∈ A, ce qui se formule comme dans l’e´quation (2.84).
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On pourra noter l’e´galite´ suivante dans le cas du graphe G et du sommet d : G ∗ d =
G+KN (d).
The´ore`me 2.14. Soit G = (V,E) un graphe et d ∈ V un sommet associe´ au dealer.
Notons V ′ = V \ {d}. Un ensemble B ⊆ V ′ est autorise´ dans le protocole qQSS (G, d) si
et seulement si les deux conditions suivantes sont re´alise´es :
1. B est autorise´ dans le protocole cQSS (G, d)
2. V ′ \B est interdit dans le protocole cQSS (G, d)
De´monstration. D’apre`s le Lemme 2.13, pour tout X ∈ V ′, si |X ∩ N (d)| = 1 mod 2
alors
OddG∗d(X) = OddG(X) +N (d) (2.89)
Ainsi, pour tout X,Y ∈ V ′ avec |X ∩N (d)| = 1 mod 2
OddG∗d(X) ∩ Y = ∅ ⇐⇒ (OddG(X) +N (d)) ∩ Y = ∅ (2.90)
⇐⇒ (OddG(X) ∩ Y ) + (N (d) ∩ Y ) = ∅ (2.91)
⇐⇒ OddG(X) ∩ Y = N (d) ∩ Y (2.92)
[⇒]
Supposons que B puisse reconstruire un secret quantique dans le protocole qQSS (G, d).
B peut alors e´galement reconstruire un secret classique dans le protocole cQSS (G, d)
(en effet, le protocole cQSS est un cas particulier du protocole qQSS ou` le secret est
|0〉 ou |1〉). Ainsi, par la Proprie´te´ 2.12, ∃D ⊆ B tel que OddG∗d(D) ∩ (V ′ \ B) = ∅.
L’expression (2.92) implique alors
OddG(D) ∩ V ′ \B = N (d) ∩ (V ′ \B) (2.93)
D’apre`s le Lemme 2.3, V ′ \ B est donc un ensemble interdit dans le protocole cQSS
(G, d).
[⇐]
Supposons que l’ensemble V ′ \ B soit interdit et que l’ensemble B soit autorise´ dans le
protocole cQSS (G, d). V ′ \B est interdit, donc il existe alors C ⊆ B tel que OddG(C)∩
V ′ \ B = N (d) ∩ V ′ \ B (Lemme 2.3). De meˆme, B est autorise´, donc il existe un
ensemble D ⊆ V ′ tel que |D ∩ N (d)| = 1 mod 2 et OddG(D) ∩ V ′ \ B = ∅. On de´finit
alors l’ensemble C ′ de la fac¸on suivante :
1. Si |C ∩N (d)| = 1 mod 2, alors C ′ = C.
2. Si |C ∩N (d)| = 0 mod 2, alors C ′ = C +D.
Montrons que dans les deux cas on a |C ′ ∩ N (d)| = 1 mod 2 et OddG(C ′) ∩ V ′ \ B =
N (d) ∩ V ′ \B :
1. Ce cas est imme´diat par de´finition de C.
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2. Calculons la quantite´ |C ′ ∩N (d)| :
|C ′ ∩N (d)| = |(C ∩N (d)) + (D ∩N (d))| (2.94)
= |(C ∩N (d))|+ |(C ∩N (d))| (2.95)
= 0 + 1 = 1 mod 2 (2.96)
Montrons maintenant la deuxie`me proprie´te´ :
OddG(C
′) ∩ V ′ \B = (OddG(C) ∩ V ′ \B) + (OddG(D) ∩ V ′ \B) (2.97)
= (N (d) ∩ V ′ \B) +∅ (2.98)
= N (d) ∩ V ′ \B (2.99)
Nous utilisons a` pre´sent l’expression (2.92) pour conclure que
OddG∗d(C ′) ∩ V ′ \B = ∅ (2.100)
Par conse´quent, B est autorise´ dans les protocoles cQSS (G, d) et (G∗d, d). La Proprie´te´
2.12 permet donc de conclure que B est autorise´ dans le protocole qQSS associe´ a`
(G, d).
A pre´sent nous montrons que le processus de reconstruction d’un secret quantique par-
tage´ a` l’aide d’un e´tat graphe donne´ dans la Figure 2.5 permet effectvement de retrouver
le secret initial :
The´ore`me 2.15. La proce´dure de reconstitution du secret dans un protocole qQSS
de´crite dans la Figure 2.5 permet effectivement de reconstituer le secret initial s.
De´monstration. L’ensemble B est de taille supe´rieure ou e´gale a` k, donc d’apre`s le
The´ore`me 2.14 les deux ensembles C et D de la Figure 2.5 sont bien de´finis. L’application
de l’isome´trie UD (2.109) a` l’e´tat |ϕ〉 donne l’e´tat
|Gϕ〉 = UD |ϕ〉 (2.101)
= |0〉 ⊗ P0 |ϕ〉+ |1〉 ⊗ P1 |ϕ〉 (2.102)
= α |0〉 ⊗ ∣∣G′〉+ β |1〉 ⊗ ZN (d) ∣∣G′〉 (2.103)
En effet, comme il a e´te´ montre´ dans le Lemme 2.5, le vecteur |G′〉 est dans le sous-espace
propre associe´ a` P0 et ZN (d) |G′〉 est dans le sous-espace propre associe´ a` P1.
Par de´finition de l’ensemble D, l’ope´rateur unitaire VC (2.112) ne s’applique que sur des
qubits de l’ensemble B (car Odd(C) +N (d) ∈ B). On applique ensuite l’ope´rateur ΛVC
de´fini en (2.111) :
ΛVC |Gϕ〉 = α |0〉 ⊗
∣∣G′〉+ β |1〉 ⊗ VCZN (d) ∣∣G′〉 (2.104)
= α |0〉 ⊗ ∣∣G′〉+ β |1〉 ⊗ (−1)|G′[C]|XCZOdd(C) ∣∣G′〉 (2.105)
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D’apre`s le Lemme 2.4, on obtient
ΛVC |Gϕ〉 =
(
α |0〉+ β |1〉 )⊗ ∣∣G′〉 (2.106)
= |ϕ〉 ∣∣G′〉 (2.107)
et le premier registre contient bien l’e´tat secret |ϕ〉.
Une conse´quence de ce the´ore`me permet d’e´tablir une proprie´te´ sur les graphes en
ge´ne´ral :
Proprie´te´ 2.16. Soit G = (V,E) un graphe et d ∈ V un sommet. On note V ′ = V \{d}.
Soit B ⊆ V ′ a` noyau impair.
V ′ \B est domine´ modulo 2⇔ B est a` noyau impair dans G ∗ d (2.108)
De´monstration. D’apre`s la Proprie´te´ 2.12, B est un ensemble autorise´ dans le protocole
qQSS (G,d). Le The´ore`me 2.14 permet de de´duire que V ′\B est interdit dans le protocole
cQSS (G,d). Ainsi, par le Corollaire 2.8, B est a` noyau impair dans G ∗ d.
Les proprie´te´s utilise´es dans cette preuve sont des e´quivalences, ce qui tremine la preuve
de cette proprie´te´.
Dans n’importe quel protocole de partage de secret pur, c’est-a`-dire un protocole dans
lequel l’e´tat global des joueurs est un e´tat pur (voir De´finition 1.10), un ensemble
de joueurs peut reconstituer le secret si et seulement si l’ensemble comple´mentaire ne
posse`de aucune information sur le secret (voir [Got00]). Nous pouvons tirer de ce fait
une conse´quence sur les protocoles qQSS :
Corollaire 2.17. Soit G = (V,E) un graphe et d ∈ V . Pour tout protocole qQSS associe´
a` (G, d), un ensemble de joueurs B est interdit si et seulement si V ′ \ B est autorise´
dans le protocole cQSS (G, d) (V ′ = V \ {d}).
Nous avons donne´ plusieurs caracte´risations graphiques des ensembles de joueurs auto-
rise´s et interdits dans les protocoles qQSS graˆce a` l’utilisation des proprie´te´s e´tablies
pour le cas d’un secret classique (protocoles cQSS). On peut cependant noter une
diffe´rence majeure avec les protocoles cQSS : l’apparition d’un troisie`me type d’en-
semble de joueurs. En effet, il arrive que certains ensembles de joueurs ne soient ni au-
torise´s, ni interdits.De tels ensembles n’existent pas pour les protocoles cQSS en raison
du The´ore`me 2.7 et du Corollaire 2.8.
Corollaire 2.18. Soit G = (V,E) un graphe et d ∈ V . Les protocoles qQSS (G, d) et
(G ∗ d, d) ont exactement les meˆmes structures d’acce`s.
De´monstration. Ce corollaire se de´duit de l’interchangeabilite´ des deux graphes dans la
Proprie´te´ 2.12 et du fait que (G ∗ d) ∗ d = G.
44 CHAPITRE 2. PARTAGE DE SECRET QUANTIQUE AVEC E´TATS GRAPHES
qQSS
Soit G = (V,E) un graphe d’ordre n+1 et d ∈ V un sommet associe´ au dealer. On note
G′ le graphe re´sultant de G apre`s suppression du sommet d. Le dealer souhaite partager
un secret |ϕ〉 = α |0〉+ β |1〉 entre n joueurs.
Partage du secret
1. Encodage dans un e´tat graphe : Le dealer encode l’e´tat |ϕ〉 dans l’e´tat sur n qubits
α |G′〉+ βZN (d) |G′〉.
2. Distribution : Chaque joueur i rec¸oit de la part du dealer le qubit i correspondant.
Reconstitution du secret Les joueurs d’un ensemble B de taille supe´rieure ou e´gale
a` k souhaitent reconstituer le secret. Soit D ⊆ B et C ⊆ B tels que :
– |D ∩N (d)| = 1 mod 2 et Odd(D) ⊆ B
– Odd(C) ∩ (V \B) = N (d) ∩ (V \B)
Le processus de reconstruction se de´roule de la fac¸on suivante :
1. Registre auxiliaire : Les joueurs de B appliquent a` leurs qubits l’isome´trie
UD = |0〉 ⊗ P0 + |1〉 ⊗ P1 (2.109)
ou`
{
Pi =
I+(−1)iOD
2
}
sont les projecteurs associe´s a` l’observable
OD = (−1)|G′[D]|XDZOdd(D) (2.110)
L’e´tat global re´sultant est α |0〉 ⊗ |G′〉+ β |1〉 ⊗ ZN (d) |G′〉
2. De´sintrication du registre auxiliaire : Les joueurs de l’ensemble B appliquent
l’ope´rateur unitaire
ΛVC = |0〉 〈0| ⊗ I + |1〉 〈1| ⊗ VC (2.111)
avec
VC = (−1)|G′[C]|XCZOdd(C)+N (d) (2.112)
L’e´tat global re´sultant est alors(
α |0〉+ β |1〉 )⊗ ∣∣G′〉 (2.113)
Le premier registre contient alors le secret.
Figure 2.5 – Description d’un protocole de partage de secret quantique a` seuil qQSS
de parame`tres ((n, k))
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2.4 Partage de secret quantique avec seuil
Nous avons pre´sente´ jusqu’ici un protocole permettant de partager un secret classique
ainsi qu’un secret quantique a` l’aide d’e´tats graphes, et une caracte´risation graphique des
structures d’acce`s lie´e aux graphes sous-jacents a e´te´ e´tablie dans ces deux cas. On se pose
maintenant la question de l’existence de protocoles de partage d’un secret quantique |ϕs〉
a` seuil : existe-t-il des graphes d’ordre n dont les sous-ensembles de sommets autorise´s
sont exactement ceux de taille supe´rieure ou e´gale a` k pour un certain k ≤ n ?
2.4.1 Graphes a` seuil naturel
Comme pre´sente´ dans [MS08], on peut construire un protocole cQSS de parame`tres (5, 3)
ainsi qu’un protocole qQSS ((5, 3)) a` partir du cycle a` 5 sommets.
v1
v2
v3v4
v5
d
Figure 2.6 – Graphe W6
The´ore`me 2.19. Le graphe W6 constitue´ d’un graphe C5 et d’un sommet d (dealer)
universel re´alise un protocole cQSS de parame`tres (5, 3)
De´monstration. On souhaite montrer que, pour le graphe W6 de´crit en Figure 2.6 ou` le
dealer d est le sommet de degre´ 5, tous les ensembles de sommets autres que d de taille
3 sont a` noyau impair (De´finition 2.4), et tous les ensembles de taille 2 sont domine´s
modulo 2.
A isomorphisme pre`s, il existe exactement 2 ensembles de taille 3 diffe´rents dans le graphe
C5 : ceux qui sont isomorphes a` {v1, v2, v3} et ceux qui sont isomorphes a` {v1, v3, v4} :
– B = {v1, v2, v3} → D = {v2}, Odd(D) = {v1, v3}
– B = {v1, v3, v4} → D = {v1, v3, v4}, Odd(D) = {v3, v4}
Les ensembles de sommets de taille 3 sont donc autorise´s (Lemme 2.3).
A pre´sent, on montre que les ensembles de sommets de taille infe´rieure sont domine´s
modulo 2 (De´finition 2.4). Tout comme pour les ensembles de taille 3, les ensembles de
sommets de taille 2 sont ne´cessairement isomorphes a` {v1, v2} ou a` {v1, v3}.
– B = {v1, v2} → C = {v3, v5}, Odd(C) = {v1, v2} = B
– B = {v1, v3} → C = {v2}, Odd(C) = {v1, v3} = B
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Les ensembles de sommets de taille 2 sont domine´s modulo 2, donc d’apre`s la ca-
racte´risation du Lemme 2.3, ce sont des ensembles interdits.
On a donc la pre´sence d’un seuil a` partir de la taille 3.
Etendons maintenant ce re´sultat aux protocoles qQSS, c’est-a`-dire ou` le secret partage´
est un e´tat quantique quelconque :
The´ore`me 2.20. Le grapheW6 de la Figure 2.6 re´alise un protocole qQSS de parame`tres
((5, 3))
De´monstration. Dans la preuve du The´ore`me 2.19, on a montre´ que les ensembles de
sommets de taille 3 sont autorise´s pour un protocole cQSS, et les ensembles de taille 2
sont interdits. Or, en faisant abstraction du sommet d de degre´ 5 dans le graphe W6, les
ensembles de sommets de taille 2 sont les comple´mentaires de ceux de taille 3.
On utilise a` pre´sent le The´ore`me 2.14. Le grapheW6 permet donc de re´aliser un protocole
qQSS de parame`tres ((5, 3)) en prenant le sommet de degre´ 5 comme dealer.
Notons que ce the´ore`me peut e´galement se prouver en utilisant la caracte´risation de la
Proprie´te´ 2.12 et en constatant que les graphes W6 et W6 ∗ d sont isomorphes (d est le
sommet de degre´ 5 comme dans la Figure 2.6).
Le grapheW6 est donc un exemple de graphe permettant de re´aliser un protocole qQSS a`
seuil (5, 3) en choisissant le sommet de degre´ 5 (le centre de la roue) comme dealer.
Nous pouvons alors nous poser la question suivante : existe-t-il d’autres graphes dont
les structures permettent de re´aliser d’autres protocoles a` seuil ? Nous montrons un peu
plus loin dans le Corollaire 2.37 qu’il n’en existe pas a` partir de l’ordre 79, et Sarvepalli a
montre´ re´cemment qu’il n’en existe pas non plus dont les ordres sont compris entre 6 et
79 [Sar12]. Ainsi, le graphe W6 est le seul graphe qui permet de construire un protocole
de partage de secret qQSS a` seuil.
2.4.2 One-time pad quantique
Le graphe C5 est le seul graphe qui permette de re´aliser un protocole de partage de secret
quantique a` seuil non-trivial. Nous proposons ici une modification du protocole initial
permettant de ge´ne´rer un protocole de partage de secret a` seuil a` partir de n’importe
quel graphe.
Supposons que le dealer souhaite partager un e´tat |ϕs〉 entre n joueurs a` partir d’un
graphe G d’ordre n. Soit k ≤ n tel que la taille du plus grand ensemble interdit soit
k − 1.
– Le dealer tire ale´atoirement 2 bits bX et bZ et partage l’e´tat X
bXZbZ |ϕs〉 entre les n
joueurs
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– Le dealer partage les bits bX et bZ entre les n joueurs en utilisant un protocole de
partage de secret classique [Sha79, Bla79].
De cette fac¸on, le processus de reconstruction du secret s’effectue en 2 e´tapes : reconsti-
tuer l’e´tat XbXZbZ |ϕs〉, puis supprimer le “masque quantique” XbXZbZ en reconstituant
les bits classiques bX et bZ . Cette me´thode est appele´e “one-time pad quantique” et est
e´galement utilise´e par Boykin et Roychowdhury [BR03] et Ambainis, Mosca, Tapp et De
Wolf [AMTW00].
Lemme 2.21. Pour tout qubit dans un e´tat |ϕ〉 quelconque, l’e´tat re´sultant de l’appli-
cation d’un “one-time pad quantique” est comple`tement mixte.
De´monstration. Apre`s application d’un one-time pad quantiqueXbXZbZ sans la connais-
sance de bX et bZ , l’e´tat du qubit conside´re´ s’e´crit :
ρ =
1
4
[
|ϕ〉 〈ϕ|+X |ϕ〉 〈ϕ|X† + Z |ϕ〉 〈ϕ|Z† +XZ |ϕ〉 〈ϕ|Z†X†
]
(2.114)
En effet, chacun des ope´rateurs I, X, Z, et XZ = −iY sont applique´s avec probabilite´
1
4 . Posons |ϕ〉 = α |0〉+ β |1〉 avec |α|2 + |β|2 = 1. L’e´tat ρ s’e´crit alors
ρ =
1
4
[(|α|2 αβ∗
βα∗ |β|2
)
+
(|β|2 βα∗
αβ∗ |α|2
)
+
( |α|2 −αβ∗
−βα∗ |β|2
)
+
( |β|2 −βα∗
−αβ∗ |α|2
)]
(2.115)
=
I
2
(2.116)
L’e´tat en question est donc comple`tement mixte.
Ce lemme montre qu’il est impossible d’extraire de l’information sur |ϕ〉 lorsque l’on ne
connait ni bX ni bZ .
La Figure 2.7 re´sume le protocole qQSS* (partage d’un secret quantique a` seuil avec des
e´tats graphes et un one-time pad quantique).
2.4.3 The´orie du partage de secret a` seuil
Soit G = (V,E) un graphe d’ordre n et d ∈ V l’un de ses sommets. Nous avons donne´
une caracte´risation graphique des ensembles autorise´s et des ensembles interdits dans
les protocoles de partage de secret qQSS (The´ore`me 2.14 et Corollaire 2.8). Nous nous
concentrons a` pre´sent sur une cate´gorie de partage de secret tre`s e´tudie´e en lien avec la
the´orie des codes : le partage de secret a` seuil. Tout comme le partage de secret classique
pre´sente´ en 2.1.1, on notera ((n, k)) un protocole de partage d’un secret quantique a`
seuil k entre n joueurs.
Dans le cas d’un protocole de partage de secret quantique ou` l’e´tat global du syste`me
est un e´tat pur (voir De´finition 1.10) comme c’est le cas de protocoles qQSS, le seuil, s’il
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qQSS*
Soit G = (V,E) un graphe d’ordre n+1 et d ∈ V un sommet associe´ au dealer. On note
G′ le graphe re´sultant de G apre`s suppression du sommet d. Le dealer souhaite partager
un secret |ϕ〉 = α |0〉+ β |1〉 entre n joueurs.
Partage du secret
1. Chiffrement du secret : Le dealer chiffre le secret |ϕ〉 = α |0〉+β |1〉 a` l’aide d’un one-
time pad quantique : il tire ale´atoirement de fac¸on uniforme deux bits classiques
bX et bZ et applique l’ope´rateur X
bXZbZ sur |ϕ〉. L’e´tat re´sultant est alors |ϕ′〉 =
α |bX〉+ β(−1)bZ
∣∣bX〉.
2. Encodage dans un e´tat graphe : Le dealer encode l’e´tat |ϕ′〉 dans l’e´tat sur n qubits
α
∣∣∣G′bX〉+ β(−1)bZ ∣∣∣G′bX
〉
.
3. Distribution : Chaque joueur i rec¸oit de la part du dealer le qubit i correspondant.
De plus, a` l’aide d’un partage de secret classique de seuil k comme de´crit a` la
section 4.14, le dealer partage les bits classiques bX et bZ entre les n joueurs.
Reconstitution du secret Les joueurs d’un ensemble B de taille supe´rieure ou e´gale
a` k souhaitent reconstituer le secret. Soit D ⊆ B et C ⊆ B tels que :
– |D ∩N (d)| = 1 mod 2 et D ∪Odd(D) ⊆ B
– Odd(C) ∩ (V \B) = N (d) ∩ (V \B)
Le processus de reconstruction se de´roule en 3 e´tapes :
1. Registre auxiliaire : Les joueurs de B appliquent a` leurs qubits l’isome´trie
UD = |0〉 ⊗ P0 + |1〉 ⊗ P1 (2.117)
ou` {Pi} sont les projecteurs associe´s a` l’observable
OD = (−1)G[D]XDZOdd(D) (2.118)
En d’autres termes,
Pi =
I + (−1)iOD
2
(2.119)
L’e´tat global re´sultant est α |bX〉 ⊗
∣∣∣G′bX〉+ β.(−1)bZ ∣∣bX〉⊗ ∣∣∣G′bX
〉
2. De´sintrication du registre auxiliaire : Les joueurs de l’ensemble B appliquent
l’ope´rateur unitaire controˆle´
ΛVC = |0〉 〈0| ⊗ I + |1〉 〈1| ⊗ VC (2.120)
ou` VC = (−1)G[C]XCZOdd(C)+N (d). L’e´tat global re´sultant est alors
α |bX〉 ⊗
∣∣G′〉+ β.(−1)bZ ∣∣bX〉⊗ ∣∣G′〉 = (α |bX〉+ β.(−1)bZ ∣∣bX〉)⊗ ∣∣G′〉 (2.121)
3. De´chiffrement du secret : Les joueurs de B retrouvent les bits bX et bZ graˆce au
partage de secret classique. Ils appliquent ensuite XbX puis ZbZ sur le qubit du
premier registre qui se retrouve alors dans l’e´tat |ϕ〉.
Figure 2.7 – Description d’un protocole de partage de secret quantique a` seuil qQSS*
((n, k))
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existe, est ne´cessairement e´gal a` n+12 [Got00]. Cette proprie´te´ est tre`s restrictive, ainsi
nous connaissons un unique protocole qQSS qui soit a` seuil : le protocole base´ sur un
graphe C5 auquel on ajoute un sommet universel (le dealer). Ce protocole re´alise un
partage de secret quantique a` seuil ((5, 3)).
Cependant, de manie`re ge´ne´rale, un protocole qQSS correspond a` un partage de secret
a` palier (“ramp secret sharing scheme”, voir [OSIY05b]) dans lequel un ensemble de
joueurs B ve´rifie ne´cessairement l’une des 3 conditions :
– si |B| ≤ n− k, alors B est interdit et ne peut obtenir aucune information sur le secret
– si n− k < |B| < k, alors B posse`de une information partielle sur le secret
– si |B| ≥ k, alors B est autorise´ et peut reconstruire le secret
pour un entier k donne´ avec n2 < k ≤ n.
Nous montrons dans cette section comment ces partages de secret quantique a` pa-
lier peuvent eˆtre transforme´s en partages de secret a` seuil qQSS* a` l’aide d’une
e´tape supple´mentaire utilisant un protocole de partage de secret classique ([Sha79] par
exemple).
Dans un premier temps, nous e´tablissons les proprie´te´s graphiques utilise´es dans la ca-
racte´risation des structures d’acce`s et nous donnons ensuite une construction des pro-
tocoles qQSS* ou` le secret est encode´ suivant le voisinage du sommet correspondant au
dealer. Enfin, nous re´duisons l’e´tude des protocoles qQSS* au cas d’un dealer universel
(sommet d ∈ V universel dans G).
Nous introduisons a` pre´sent une quantite´ centrale pour les protocoles de partage de secret
quantique a` seuil a` partir d’e´tat graphe : le “seuil d’accessibilite´ quantique” κQ(G, d)
de´finie pour tout graphe G = (V,E) et tout sommet d ∈ V . Cette quantite´ est en lien
direct avec la valeur du seuil que les graphes conside´re´s permettent de re´aliser.
De´finition 2.5. Soit G = (V,E) un graphe d’ordre n et d ∈ V un sommet au voisinage
non vide. On note V ′ = V \ d.
κQ(G, d) = min
B⊆V ′

|B| t.q. ∃DB, CB ⊆ B


|DB ∩N (d)| = 1 mod 2
Odd(DB) ⊆ B
Odd(CB) ∩ V \B = N (d) ∩ V \B


(2.122)
= min
B⊆V ′
{
B est a` noyau impair et V ′ \B est domine´ modulo 2} (2.123)
Nous de´finissons e´galement
κQ(G, d) = n− κQ(G, d) (2.124)
Nous omettrons parfois le sommet d dans cette notation, auquel cas κQ(G) = κQ(G∪d, d)
ou` G ∪ d est un graphe obtenu a` partir de G apre`s ajout d’un sommet universel d. On
notera e´galement κQ(G) = κQ(G ∪ d, d).
Nous remarquons une proprie´te´ sur la quantite´ de´finie pre´ce´demment :
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Proprie´te´ 2.22. Soit G = (V,E) un graphe d’ordre n et d ∈ V un sommet au voisinage
non vide.
κQ(G, d) = κQ(G ∗ d, d) (2.125)
Il est e´galement possible de caracte´riser la quantite´ κQ en faisant intervenir les ensembles
a` noyau impair du graphe G ∗ d :
Proprie´te´ 2.23. Soit G = (V,E) un graphe d’ordre n et d ∈ V un sommet au voisinage
non vide. On note V ′ = V \ d.
κQ(G, d) = min
B⊆V ′
{B est a` noyau impair dans G et dans G ∗ d} (2.126)
De´monstration. D’apre`s la De´finition 2.5, la quantite´ κQ(G) est un minimum sur les
ensembles B ⊆ V ′ a` noyau impair. On utilise alors la Proprie´te´ 2.16 afin de remplacer
la contrainte “V ′ \ B est domine´ modulo 2 dans G” par “B est a` noyau impair dans
G ∗ d”.
Nous arrivons ainsi a` un des principaux re´sultats de ce chapitre :
The´ore`me 2.24. Soit G = (V,E) un graphe et d ∈ V un sommet au voisinage non
vide. Pour tout k > κQ(G, d), pour tout c ≥ 0, il existe un protocole de partage de secret
quantique a` seuil ((n+ c, k + c)) dans lequel :
– le dealer envoie exactement 1 qubit a` n joueurs parmi les n+ c
– le dealer utilise un protocole de partage de secret classique a` seuil (n + c, k + c) pour
partager 2 bits classiques d’information
La suite de cette section est de´die´e a` la preuve de ce the´ore`me. Nous noterons ces
protocoles qQSS*.
Un protocole de partage de secret quantique ((n, n)) est propose´ dans [BCT08] dans
lequel l’application conditionnelle d’un ope´rateur Z est utilise´e afin d’interdire a` certains
ensembles de joueurs de taille infe´rieure au seuil n d’obtenir de l’information partielle
sur le secret. En nous inspirant de ce protocole, nous proposons l’ajout d’une phase de
reconstruction “classique” aux protocoles qQSS de´finis pre´ce´demment. De cette fac¸on,
les protocoles qQSS qui correspondaient a` des protocoles a` palier ((n− k, k, n)) peuvent
eˆtre transforme´s en protocoles de partage de secret a` seuil ((n, k)) en assurant que les
ensembles de joueurs dont la taille est comprise entre n− k et k n’ont pas d’information
sur le secret.
Nous remarquons que le protocole de´fini dans la sous-section 2.1.3 a` partir d’un e´tat
GHZ correspond a` un protocole qQSS a` partir de l’e´tat graphe |Kn〉 ou` Kn est le graphe
complet sur n sommets. Cette construction se trouve donc e´tendue a` n’importe quel
graphe, e´galement avec un chiffrement initial du secret plus ge´ne´ral.
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Lemme 2.25. Le protocole qQSS* tel que de´fini pre´ce´demment a` partir d’un graphe
G = (V,E), d’un sommet d ∈ V et d’un entier k est un protocole de partage de secret
quantique a` seuil ((n, k)) ou` n est l’ordre de G.
De´monstration. Soit |ϕ〉 le secret partage´ dans le protocole qQSS* conside´re´. Le masque
classique utilise´ dans le protocole qQSS* a` l’aide d’un one-time pad quantique assure
que pour tout ensemble B de joueurs de taille strictement infe´rieure a` k, B n’a aucune
information sur |ϕ〉. En effet, les bits classiques bX et bZ sont partage´s entre les joueurs de
B avec un protocole de partage de secret classique, ainsi B ne posse`de aucune information
sur ces bits. De plus, d’apre`s le Lemme 2.21, les joueurs de B ne posse`dent aucune
information sur |ϕ〉. Tout ensemble B avec |B| < k est donc interdit.
L’observable OD agit sur les qubits de D ∪Odd(D) ⊆ B. Les projecteurs Pi ve´rifient
Pi |Gs〉 =
{ |Gs〉 si i = s
0 sinon
(2.127)
Ainsi, apre`s application de l’isome´trie UDB , l’e´tat re´sultant est
α |bx〉 ⊗ |Gbx〉+ β.(−1)bz
∣∣bx〉⊗ |Gbx〉 (2.128)
Pour la deuxie`me e´tape de la reconstruction du secret, on sait par de´finition de l’ensemble
C que
Odd(C) ∩ V \B = N (d) ∩ V \B (2.129)
Ainsi,
C ∪ (Odd(C) +N (d)) ⊆ B (2.130)
L’ope´rateur VC agit donc uniquement sur des qubits de B. Apre`s son application, l’e´tat
re´sultant est (
α |bx〉+ β.(−1)bz
∣∣bx〉)⊗ |G〉 (2.131)
La phase de de´chiffrement qui a lieu ensuite permet aux joueurs de B de reconstruire
les bits bX et bZ et peuvent ainsi reconstituer l’e´tat |ϕ〉.
Preuve du The´ore`me 2.24.
De´monstration. La correction des protocoles qQSS* donne´e dans le Lemme 2.25 prouve
l’existence d’un protocole ((n, k)).
Nous modifions alors ce protocole de la fac¸on suivante : on ajoute c joueurs aux n joueurs
initialement pre´sents, et on partage les bits secrets bx et bz entre les n + c joueurs au
lieu des n premiers seulement a` l’aide d’un protocole de partage de secret classique
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(n+ c, k+ c). De cette fac¸on, tout ensemble de taille n+ c comprend au moins n joueurs
initialement pre´sents qui peuvent donc reconstituer l’e´tat (2.131).
L’e´tat secret |ϕ〉 est ensuite reconstitue´ graˆce aux bits bx et bz, phase que les ensembles
de joueurs de taille infe´rieure a` n+ c ne peuvent effectuer.
Dans la suite, nous nous restreignons aux protocoles (G, u) ou` u est un sommet universel.
Ce choix est motive´ par le fait que pour tout protocole (G, d) ou` d est un sommet
quelconque au voisinage non vide, il existe un graphe G′ = (V ′, E′) permettant de
construire un protocole ayant des parame`tres similaires a` ceux du protocole initial. Ce
re´sultat se formalise de la fac¸on suivante :
The´ore`me 2.26. Si (G ∪ {d}, d) re´alise un protocole qQSS* ((n, k)), alors il existe
G′ = (V ′, E′) et u un sommet universel tel que (G′ ∪ {u}, u) re´alise un protocole qQSS*
((k + ℓ, n+ ℓ)) avec ℓ = 2n− 2k + 1.
De´monstration. Soit G′ = (V ′, E′) un graphe construit a` partir de G = (V,E) de la
fac¸on suivante : on ajoute a` G un stable X de taille n − k et une clique Y de taille
n− k + 1 telle que tout sommet de Y est connecte´ exclusivement aux sommets de X et
de V \ N (d) (voir Figure 2.8).
On montre a` pre´sent que cette construction ve´rifie la proprie´te´ annonce´e. Soit B ⊆ V ′
tel que |B| = k + l = 2n− k + 1. Par construction, on a
|B| = k + |X|+ |Y | (2.132)
Ainsi, l’intersection de B avec les sommets de G ve´rifie ne´cessairement
|B ∩ V | ≥ k (2.133)
(G ∪ {d}, d) re´alise un protocole ((n, k)), donc il existe deux ensembles C,D ⊆ B ∩ V
tels que 

|D ∩N (d) | = 1 mod 2
Odd(D) ∩ V ⊆ B ∩ V
(Odd(C) ∩ V ′ \B) ∩ V = (N (d) ∩ V ′ \B) ∩ V
(2.134)
A partir de ces ensembles C et D, on construit des ensembles C ′, D′ ⊆ V ′ tels que

|D′| = 1 mod 2
Odd(D′) ⊆ B
Odd(C ′) ∩ V ′ \B = V ′ \B
(2.135)
La construction est de´crite ici (pour plus de clarte´, les notations X et Y de´signent a` la
fois les graphes et leurs sommets).
Pour l’ensemble D′ :
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– si |D| = 1 mod 2, on a |D ∩ V ′ \ N (d) | = 0 mod 2 donc Odd(D) ∩ Y = ∅. De plus,
par construction de G′, Odd(D) ∩X = ∅. On prend alors D′ = D et on a donc bien
Odd(D′) ⊆ B ∩ V ⊆ B.
– si |D| = 0 mod 2 :
– cas B ∩X 6= ∅ : on a |D ∩ V ′ \ N (d) | = 1 mod 2 d’ou` Y ⊆ Odd(D). De plus, pour
tout x ∈ B ∩ X, Odd(D ∪ {x}) = Odd(D) + N (x) = Odd(D) + Y . Ainsi, aucun
sommet de Odd(D ∪ {x}) n’appartient a` Y , et on prend donc D′ = D ∪ {x}. On a
bien Odd(D′) ⊆ B.
– cas B∩X = ∅ : dans ce cas, |B| = 2n−k+1 = |V |+ |Y | donc B = V ∪Y = V ′ \X.
Ainsi, pour tout u ∈ V , Odd(u) = N (()u) ⊆ B. On prend dans ce cas D′ = {u}.
Pour l’ensemble C ′ :
– si |C ∩ V \ N (d) | = 0 mod 2, Odd(C) ∩ V ′ \ B = N (d) ∩ V ′ \ B. De plus, pour tout
y ∈ Y , Odd(y) ∩ V ′ \ B = N (y) ∩ V ′ \ B = (V \ N (d) ∪X ∪ Y ) ∩ V ′ \ B. On prend
alors C ′ = C ∪{y}, et on a Odd(C ′)∪V ′ \B = (Odd(C) +Odd(u))∩V ′ \B = V ′ \B.
– si |C ∩ V \ N (d) | = 1 mod 2 :
– cas B∩X 6= ∅ : Soit x ∈ X et y ∈ Y . On pose C ′ = C∪{x}∪{y}. La de´composition
du voisinage impair donne
Odd(C ′) ∩ V ′ \B = (Odd(C) +N (x) +N (y) ) ∩ V ′ \B (2.136)
=
(N (d) ∩ V ∪ Y + Y + V \ N (d) + Y +X) ∩ V ′ \B (2.137)
=
(
V + Y +X
) ∩ V ′ \B (2.138)
= V ′ \B (2.139)
– cas B ∩ X = ∅ : comme pre´ce´demment, dans ce cas B = V ′ \ X, ainsi pour tout
y ∈ Y , Odd(y) = N (y) = X. En posant C ′ = {y}, on a Odd(C ′) ∩ V ′ \ B = X =
V ′ \B.
Figure 2.8 – Construction du graphe G′ pour la re´duction au cas d’un dealer universel
2.5 Diffe´rentes familles de graphes
Dans cette section, nous conside´rons des protocoles dans lesquels le dealer associe´ au
sommet d est universel, ainsi nous omettrons de pre´ciser le sommet d dans les notations et
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1, 1
2, 1
3, 1
4, 1 1, 2
2, 2
3, 2
4, 2
1, 3 2, 3 3, 3 4, 3
Figure 2.9 – Exemple de graphe Gp,q avec p = 4 et q = 3
les graphes conside´re´s n’incluront donc pas le dealer parmi leurs sommets. Par exemple,
nous noterons κQ(G) (resp. κQ(G)) au lieu de κQ(G, V ) (resp. κQ(G, V )).
Nous pre´sentons alors plusieurs familles de graphes a` partir desquels on peut construire
des protocoles de partage de secret quantique a` seuil aux parame`tres inte´ressants.
2.5.1 p, q Graphes
La famille de graphes pre´sente´e ici est appele´e p, q-graphes, ou` p et q sont des entiers
positifs. Ainsi, pour tout p, q ∈ N∗ avec q ≥ 2, le graphe Gp,q est le graphe q-parti
complet dont chaque stable est de taille p. Son ordre est donc pq. Un exemple est donne´
Figure 2.9.
Lemme 2.27. Pour tout p ≥ 1 et q ≥ 2, on note n = pq l’ordre du graphe Gp,q. On a
κQ(Gp,q) ≤ max{n− p, n− q}+ 1 (2.140)
De´monstration. Soit B un ensemble de sommets de Gp,q = (V,E) tel que
|B| = max{n− p, n− q}+ 1 (2.141)
On note S1, · · · , Sq les q stables du graphe Gp,q.
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B contient ne´cessairement l’un des q stables en entier, sinon sa taille doit ve´rifier
|B| ≤ q(p− 1) = n− q (2.142)
ce qui contredit l’e´galite´ (2.141). Sans perte de ge´ne´ralite´, on peut supposer que ce stable
est S1. De plus, pour des raisons similaires, B contient au moins un sommet de chaque
stable, sinon
|B| ≤ p(q − 1) = n− p (2.143)
ce qui contredit e´galement l’e´galite´ (2.141). On appelle alors ui le sommet de Si qui
appartient e´galement a` B.
On pose
B0 = S1 ∪ {u1, · · · , uq} (2.144)
et on montre a` pre´sent les deux proprie´te´s suivantes
– B0 est a` noyau impair
– V \B0 est domine´ modulo 2
V \B0 est domine´ modulo 2, en effet, si on prend C = {u1} ⊆ B0, on a
Odd(C) = S2 ∪ · · · ∪ Sq (2.145)
d’ou` V \B0 ⊆ Odd(C).
On veut prouver que B0 est a` noyau impair. Se´parons 2 cas :
– si q = 0 mod 2, on prend D = {u2, · · · , uq}
– si q = 1 mod 2, on prend D = {u1, · · · , uq}
Dans les deux cas, on a |D| = 1 mod 2 et
Odd(D) = S1 (2.146)
D ∪Odd(D) ⊂ B0 (2.147)
L’ensemble B0 est a` noyau impair.
Ainsi, la De´finition 2.5 permet de prouver l’ine´galite´ (2.140).
Cette famille de graphes peut eˆtre utilise´e pour construire un protocole qQSS* avec les
parame`tres suivants :
Corollaire 2.28. Pour tout entier p ≤ 2, le graphe Gp,p d’ordre n = p2 re´alise un
protocole qQSS* de parame`tres ((n, n−√n)).
De´monstration. D’apre`s l’ine´galite´ (2.140), on a
κQ(Gp,q) ≤ n−
√
n (2.148)
Le The´ore`me 2.24 avec c = 0 permet donc de construire un protocole qQSS* de pa-
rame`tres ((n, n−√n)).
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Figure 2.10 – Repre´sentation de l’ensemble B0 dans le graphe Gp,q
2.5.2 Construction ite´rative avec le produit lexicographique
Nous donnons ici une famille infinie de protocoles de partage de secret quantique qQSS*
de parame`tres ((k, n)) ou` k = n−n
log(3)
log(5) +1 < n−n0.68. Les graphes Gi qui la composent
ve´rifient alors κQ(Gi) ≥ n0.68i ou` ni est l’ordre du graphe Gi. Cette famille utilise des
graphes d’ordre non-borne´ de´finis re´cursivement a` partir d’une loi de composition : le
produit lexicographique (voir [Har91], par exemple). Rappelons la de´finition de cette loi
de composition :
De´finition 2.6 ([Har91]). Soit G1 = (V1, E1) et G2 = (V2, E2) deux graphes. Leur
produit lexicographique G1 •G2 = (V,E) ve´rifie :{
V = V1 × V2
E =
{(
(u1, u2), (v1, v2)
) ∣∣ (u1, v1) ∈ E1 ou (u1 = v1 et (u2, v2) ∈ E2)} (2.149)
Une vue plus intuitive du produit lexicographique d’un graphe G1 par un graphe G2 est
la suivante : le graphe G = G1 •G2 est similaire a` un graphe G1 dont chaque sommet est
remplace´ par un graphe G2 et chaque areˆte est remplace´e par une bipartition comple`te
entre les deux graphes G2 correspondants. Une illustration de cette loi de composition
est donne´e Figure 2.11.
Rappelons une proprie´te´ utile du produit lexicographique :
Proprie´te´ 2.29 ([Har91]). Pour tous graphes G1 et G2,
G1 •G2 = G1 •G2 (2.150)
Les graphes que nous utilisons ici pour la famille de protocoles qQSS* sont des ite´rations
successives du graphe C5 par produit lexicographique. Ainsi, le premier graphe G1 est
le graphe C5, et Gi = Gi−1 • C5 = C•i5 (voir Figure 2.13).
Il est possible de trouver une borne sur la valeur de κQ(G1 •G2) en fonction des valeurs
respectives de κQ pour les deux graphes G1 et G2. Cette borne joue un roˆle crucial
dans la construction de notre famille de protocoles. Elle est explicite´e dans le the´ore`me
suivant :
The´ore`me 2.30. Pour tous graphes G1, G2, nous avons
κQ(G1 •G2) ≥ κQ(G1).κQ(G2)
De´monstration. Soit G1 = (V1, E1), G2 = (V2, E2) et G = G1 • G2 = (V,E). Soit
n1 = |V1|, n2 = |V2| et n = |V | = n1n2.
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3
4
•
1
2
3
=
1,1
1,2
1,3 2,1
2,2
2,3
3,1
3,2
3,3
4,1
4,2
4,3
Figure 2.11 – Visualisation du produit lexicographique • entre deux graphes. Une ligne
e´paisse repre´sente une bipartition comple`te entre deux triangles.
Pour tout ensemble B ⊆ V nous de´finissons les ensembles suivants :
B2(v1) =
{
v2 ∈ V2
∣∣∣(v1, v2) ∈ B} avec v1 ∈ V1 (2.151)
B1 =
{
v1 ∈ V1
∣∣∣|B2(v1)| > κQ(G2)} (2.152)
La principale partie de cette preuve consiste a` montrer que tout ensemble B ⊆ V de
taille k = n− κQ(G1)κQ(G2) + 1 contient un noyau impair DB.
Montrons tout d’abord que pour tout ensemble B ⊆ V tel que |B| = k, la taille de
l’ensemble B1 ve´rifie
|B1| ≥ κQ(G1) (2.153)
Par contrapose´e, conside´rons que |B1| < κQ(G1). Nous e´crivons l’ensemble B de la fac¸on
suivante :
B =
⋃
v1∈V1
v2∈B2(v1)
{(v1, v2)} (2.154)
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L’ensemble V se de´compose de la fac¸on suivante :
V =
⋃
v2∈B2(v1)
v1∈V1
{
(v1, v2)
} ∪ ⋃
v2∈V2\B2(v1)
v1∈B1
{
(v1, v2)
} ∪ ⋃
v2∈V2\B2(v1)
v1∈V1\B1
{
(v1, v2)
}
(2.155)
= B ∪
⋃
v2∈V2\B2(v1)
v1∈B1
{
(v1, v2)
} ∪ ⋃
v2∈V2\B2(v1)
v1∈V1\B1
{
(v1, v2)
}
(2.156)
Dans l’e´galite´ pre´ce´dente, on constate que les unions sont disjointes. La taille de B
s’exprime alors
|B| = |V |︸︷︷︸
=n1n2
−
∑
v1∈B1
|V2 \B2(v1)|︸ ︷︷ ︸
≥0
−
∑
v1∈V1\B1
|V2 \B2(v1)|︸ ︷︷ ︸
≥κQ(G2)
(2.157)
|B| ≤ n1n2 − |V1 \B1|︸ ︷︷ ︸
≥κQ(G1)
(κQ(G2)) (2.158)
≤ n− κQ(G1)κQ(G2) (2.159)
< k (2.160)
L’ine´galite´ |V1 \ B1| ≥ κQ(G1) utilise´e dans l’e´quation (2.158) provient de l’hypothe`se
|B1| < k1. Nous avons donc une contradiction, ainsi |B1| ≥ κQ(G1).
Montrons a` pre´sent que dans tout ensemble B ⊆ V de taille k il existe un noyau impair
D ⊆ B. Conside´rons pour cela les ensembles D1, D2(v1), C02 (v1) et C12 (v1) avec v1 ∈ B1
de´finis de la fac¸on suivante :
– D1 : D’apre`s le re´sultat e´tabli plus haut, |B1| ≥ κQ(G1). Par conse´quent, B1 posse`de
un noyau impair D1.
– D2(v1) : v1 ∈ B1, d’ou` |B2(v1)| > κQ(G2). L’ensemble B2(v1) posse`de donc un noyau
impair que l’on notera D2(v1).
– C02 (v1) : De meˆme, |B2(v1)| > κQ(G2), donc d’apre`s la De´finition 2.5, il existe un
ensemble C2(v1) ⊆ B2(v1) tel que V2 \ B2(v1) ⊂ Odd(C2(v1)). Si C2(v1) est de taille
paire, on prend C02 (v1) = C2(v1), sinon on prend C
0
2 (v1) = C2(v1) +D2(v1). Dans les
deux cas, on a bien V2 \B2(v1) ⊂ Odd(C02 (v1)) ou` C02 (v1) est de taille paire.
– C12 (v1) : Avec un raisonnement similaire, on a l’existence d’un ensemble C
1
2 (v1) ⊆
B2(v1) de taille impaire tel que V2 \B2(v1) ⊂ Odd(C12 (v1)).
Enfin, on de´finit un ensemble S2(v1) pour tout sommet v1 ∈ V1 construit a` partir des 4
ensembles pre´ce´demment de´finis et de la partition de V1 suivante :
– si v1 ∈ D1 ∩ Even(D1), S2(v1) = D2(v1)
– si v1 ∈ D1 ∩Odd(D1), S2(v1) = C12 (v1)
– si v1 ∈ V1 \D1 ∩ Even(D1), S2(v1) = ∅
– si v1 ∈ V1 \D1 ∩Odd(D1), S2(v1) = C02 (v1)
On construit alors l’ensemble D ⊆ V de la fac¸on suivante :
D =
⋃
v1∈V1
{v1} × S2(v1) (2.161)
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Ainsi, en de´composant l’ensemble D suivant la partition de V1 utilise´e pre´ce´demment,
on obtient
|D| =
∑
v1∈D1∩Even(D1)
|D2(v1)|+
∑
v1∈D1∩Odd(D1)
|C12 (v1)|
+
∑
v1∈V1\D1∩Even(D1)
|∅|+
∑
v1∈V1\D1∩Odd(D1)
|C02 (v1)| (2.162)
=
∑
v1∈D1∩Even(D1)
1 +
∑
v1∈D1∩Odd(D1)
1
+
∑
v1∈V1\D1∩Even(D1)
0 +
∑
v1∈V1\D1∩Odd(D1)
0 mod 2 (2.163)
=
∑
v1∈D1
1 mod 2 = |D1| mod 2 (2.164)
= 1 mod 2 (2.165)
D est donc de taille impaire, et on veut maintenant montrer que D ∪Odd(D) ⊆ B.
On cherche a` prouver que tout sommet v ∈ V \ B, on a v ∈ Even(B). Pour cela, on
commence par calculer la parite´ des tailles de certains sous-ensembles de V1 que l’on
reporte dans le tableau de la Figure 2.12.
v1 ∈ S2(v1) |NG1(v1) ∩D1| |NG2(v2) ∩ S2(v1)| |NG1(v1) ∩D1|+
|NG2(v2) ∩ S2(v1)|
D1 ∩ Even(D1) D2(v1) 0 0 0
D1 ∩Odd(D1) C12 (v1) 1 1 0
V1 \D1 ∩ Even(D1) ∅ 0 0 0
V1 \D1 ∩Odd(D1) C02 (v1) 1 1 0
Figure 2.12 – De´finition des ensembles S2(v1) ⊂ V2 par rapport a` une partition de V1
Pour tout v = (v1, v2) ∈ V \B, d’apre`s la De´finition 2.6, on e´crit
NG(v) ∩D =
(
{v1} ×
(NG2(v2) ∩ S2(v1))) ∪ ⋃
u1∈NG1 (v1)
{u1} × S2(u1) (2.166)
On calcule la taille de cet ensemble :
|NG(v) ∩D| = |NG2(v2) ∩ S2(v1)|+
∑
u1∈NG1 (v1)
|S2(u1)| (2.167)
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D’apre`s la figure 2.12,
|NG(v) ∩D| = |NG2(v2) ∩ S2(v1)|+
∑
u1∈NG1 (v1)∩D1
1 mod 2 (2.168)
= |NG2(v2) ∩ S2(v1)|+ |NG1(v1) ∩D1| mod 2 (2.169)
= 0 mod 2 (2.170)
L’e´quation (2.168) provient du fait que si v1 ∈ V1 \ D1, on a |S2(v1)| = 0 mod 2 (voir
Figure 2.12). Le passage de l’e´quation (2.169) a` l’e´quation (2.170) est explique´ par le
tableau de la Figure 2.12. Nous avons ainsi e´tabli le fait suivant : pour tout ensemble
B ⊆ V de taille k, il existe un ensemble D ⊆ B de taille impaire tel que
(∀v ∈ V \B) v ∈ Even(D) (2.171)
ce qui s’e´crit aussi
D ∪Odd(D) ⊂ B (2.172)
Tout ensemble de sommets de G de taille k est donc a` noyau impair.
On montre a` pre´sent que pour tout ensemble B ⊆ V de taille k, V ′ \ B est domine´
modulo 2. D’apre`s la Proprie´te´ 2.16, on peut prouver de fac¸on e´quivalente que B est a`
noyau impair dans le graphe G ∗ d. Dans ce cas, le dealer d est universel, on veut alors
montrer que
B est a` noyau impair dans G (2.173)
D’apre`s la Proprie´te´ 2.29
G = G1 •G2 (2.174)
= G1 •G2 (2.175)
Or κQ(G1) = κQ(G1) et κQ(G2) = κQ(G2). Ainsi, par un raisonnement similaire, on
montre la proprie´te´ (2.173).
On a donc montre´ que pour tout ensemble B ⊆ V de taille k, B est a` noyau impair et
V \B est domine´ modulo 2. Ainsi
κQ(G) ≤ k (2.176)
≤ n− κQ(G1)κQ(G2) + 1 (2.177)
κQ(G) ≥ κQ(G1)κQ(G2) (2.178)
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Ce the´ore`me joue un roˆle crucial dans le calcul du seuil re´alise´ par la famille que nous
construisons a` pre´sent. Celle-ci est base´e sur les ite´rations successives du produit lexico-
graphique a` partir d’un graphe de de´part appele´ graine.
Nous choisissons dans un premier temps le graphe C5 comme graine et nous de´duisons
ainsi le re´sultat suivant :
The´ore`me 2.31. Pour tout i ∈ N∗, le graphe C5•i = C5 • C5 • · · · • C5︸ ︷︷ ︸
i times
re´alise un pro-
tocole ((n, n− n
log(3)
log(5) + 1)) (ou` n = 5i).
De´monstration. Un raisonnement par re´currence a` partir du The´ore`me 2.30 permet
d’e´crire
κQ(C5
•i) ≥ κQ(C5)i (2.179)
Or κQ(C5) = 3, d’ou` κQ(C5
•i) ≥ 3i. Nous avons |C5•i| = 5i, ainsi en utilisant le The´ore`me
2.24, on de´duit que le graphe C5
•i re´alise un protocole a` seuil de parame`tres ((n−n
log(3)
log(5)+
1, n)) (ou` n = 5i).
C5
•i+1 =
C5
•i
C5
•i
C5
•iC5•i
C5
•i
Figure 2.13 – De´composition du graphe C5
•i+1.
D’une manie`re plus ge´ne´rale, il est possible de calculer les parame`tres des protocoles
qQSS* obtenus par ce proce´de´ ite´ratif en fonction des parame`tres de la graine G uti-
lise´e.
Corollaire 2.32. Soit G un graphe permettant de re´aliser un protocole qQSS* de pa-
rame`tres ((n0, k0)). Alors pour tout i ∈ N∗, le graphe G•i re´alise un protocole qQSS* de
parame`tres ((n, k)) avec {
n = n0
i
k = n− n
log(n0−k0+1)
log(n0) + 1
(2.180)
De´monstration. Ce corollaire se montre de la meˆme fac¸on que le The´ore`me 2.31 en
utilisant un graphe G quelconque au lieu du graphe C5.
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Les graines qui donnent naissance aux familles ite´ratives de graphes ayant les seuils les
plus inte´ressants (i.e. les plus bas) sont donc les graphes qui re´alisent un protocole qQSS*
de parame`tres ((n, k)) dont la quantite´ log(n−k+1)log(n) est minimale.
Une recherche exhaustive a` l’aide de l’outils et sage (voir annexe) et de programmes
de´veloppe´s en langage C jusqu’a` l’ordre 11 a confirme´ que le graphe C5 e´tait la graine
optimale jusqu’a` la taille 11. En revanche, nous avons tourne´ notre attention vers des
graphes qui semblaient eˆtre de “bons candidats” a` cause de leur re´gularite´ et forte
re´gularite´. Parmi ces graphes se trouvent les graphes de Paley [Sac62, ER63] qui font
e´galement l’objet du Chapitre 4. Ainsi, le graphe de Paley d’ordre 29 (de´crit Figure 2.14)
fournit la meilleure graine a` ce jour pour la construction ite´rative a` partir du produit
lexicographique.
Proprie´te´ 2.33. Le graphe de Paley d’ordre 29 Pal29 re´alise un protocole qQSS* de
parame`tres ((29, 19)).
De´monstration. Ces parame`tres ont e´te´ calcule´s a` l’aide d’un algorithme de recherche
utilisant le package nauty.
Nous pouvons alors construire un protocole de partage de secret quantique qQSS* a`
partir du graphe Pal29 dont les parame`tres sont meilleurs que ceux de la construction
ite´rative a` partir du graphe C5.
The´ore`me 2.34. Pour tout i ∈ N∗, le graphe Pal29•i re´alise un protocole de parame`tres
((n, ⌈n− n0.71⌉)) (2.181)
(ou` n = 29i).
De´monstration. Le Corollaire 2.32 utilise´ avec le graphe Pal29 dont les parame`tres sont
donne´s dans la Proprie´te´ 2.33 donne lieu a` une construction dont les parame`tres sont
((n, n− n
log(11)
log(29) + 1)). On utilise ensuite l’ine´galite´ n
log(11)
log(29) ≤ n0.71.
2.6 Borne infe´rieure pour l’accessibilite´ quantique
Comme vu pre´ce´demment, le the´ore`me de Non-Clonage implique une borne infe´rieure
sur la taille du seuil des protocoles qQSS*. En effet, pour tout protocole de pa-
rame`tres ((n, k)), nous avons ne´cessairement k > n2 (The´ore`me 2.1). Dans le cas de
protocoles construits a` partir d’e´tats graphes tels que nous les avons pre´sente´s en 2.4,
nous e´tablissons une borne plus restrictive lie´e a` la structure des protocoles qQSS et
qQSS*.
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Figure 2.14 – Graphe de Paley d’ordre 29
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Lemme 2.35. Soit G = (V,E) un graphe re´alisant un protocole qQSS* de parame`tres
((n, k)). Alors pour tout B ⊆ V de taille k, il existe un ensemble X ⊆ V de taille
|X| ≤ 2
3
(n− k + 1) (2.182)
qui ve´rifie l’une des deux conditions suivantes :
1. X ∪Odd(X) ⊆ B et |X| = 1 mod 2
2. B ⊆ Odd(X)
De´monstration. Dans la matrice d’adjacence de G, conside´rons la matrice de coupe ΓB ∈
Mk,n−k(F2) associe´e a` l’ensemble de sommets B ⊆ V . ΓB peut eˆtre interpre´te´e comme
l’application line´aire qui envoie un ensemble D ⊆ B (sous sa repre´sentation vectorielle)
sur son voisinage impair dans V \ B (voir expression 2.46). Ainsi, tout ensemble D qui
ve´rifie Odd(D) ⊆ B correspond a` une combinaison line´aire nulle des colonnes de ΓB. Le
noyau de ΓB s’exprime alors ainsi :
Ker(ΓB) = {D ⊆ B, Odd(D) ⊆ B} (2.183)
Nous amalgamons ici, ainsi que dans la suite de cette preuve, la notation ensembliste et
la notation vectorielle.
Soit t = dim(Ker(ΓB)). La formule du rang nous permet d’e´crire :
t = k − dim(Im(ΓB)) (2.184)
≥ 2k − n (2.185)
Conside´rons les ensembles suivants :
– D1 =
{
D ⊆ B ∣∣ |D| = 1 mod 2 et Odd(D) ⊆ B}
– C = {C ⊆ B ∣∣ V \B ⊆ Odd(C)}
En termes vectoriels, D1 est constitue´ des e´le´ments de Ker(ΓB) de taille impaire et C
est constitue´ des ante´ce´dents du vecteur (1, · · · , 1)T par ΓB. D1 et C sont des espaces
affines partageant le meˆme espace vectoriel sous-jacent :
D0 =
{
D ⊆ B ∣∣ |D| = 0 mod 2 and D ∪Odd(D) ⊆ B} (2.186)
En remarquant que Ker(ΓB) = D1 ⊔ D0, nous avons dim(D0) = t − 1. Il existe donc
un ensemble X0 de taille t − 1 tel que l’on puisse trouver D1 ∈ D1 et C ∈ C qui n’ont
aucune intersection commune avec X0 : X0 ∩D1 = X0 ∩ C = ∅. Ainsi,
|C ∪D1| ≤ k − t+ 1 ≤ n− k + 1 (2.187)
Nous e´crivons alors
2|D1 ∪ C| = |D1|+ |C|+ |D1 + C| (2.188)
≤ 2(n− k + 1) (2.189)
Cette ine´galite´ implique que l’un des trois ensembles D1, C et D1+C est de cardinalite´
infe´rieure ou e´gale a` 23(n− k + 1). Or ces ensembles ont les proprie´te´s suivantes :
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– D1 : D1 ∪Odd(D1) ⊆ B and |D1| = 1 mod 2
– C : B ⊆ Odd(C)
– D1 + C : B ⊆ Odd(D1 + C)
Ce lemme nous garantit que dans tout graphe qui peut eˆtre utilise´ pour re´aliser un pro-
tocole ((n, k)), tout ensemble de taille k contient soit un noyau impair, soit un dominant
de taille infe´rieure ou e´gale a` 23(n− k + 1).
Ainsi, nous utilisons cette condition ne´cessaire des ensembles autorise´s ainsi qu’un argu-
ment de de´nombrement pour e´tablir la borne suivante :
The´ore`me 2.36. Il n’existe aucun graphe G qui permette de re´aliser un protocole qQSS*
de parame`tres ((n, k)) avec k < n2 +
n
157 .
De´monstration. Conside´rons un graphe G = (V,E) qui re´alise un protocole qQSS* de
parame`tres ((n, k)). Tout ensemble de taille n− k est donc domine´ modulo 2, ainsi tout
ensemble D ⊆ V avec |D| = 1 mod 2 ve´rifie |D ∪Odd(D)| ≥ n− k + 1, car un ensemble
de sommets ne peut pas eˆtre a` la fois domine´ modulo 2 et posse´der un noyau impair
(The´ore`me 2.7).
Par conse´quent, pour tout ensemble D ⊆ V de taille impaire, il existe au plus(n−(n−k+1)
k−(n−k+1)
)
=
(
k−1
2k−n−1
)
ensembles B de taille k qui contiennent D ∪ Odd(D). En effet,
on peut comple´ter D ∪Odd(D) en choisissant des sommets parmi les sommets restants
qui sont au plus n− (n− k + 1) pour arriver a` un ensemble de taille k.
De fac¸on similaire, pour tout ensemble C ⊆ V nous avons
|C ∪ Even(C)| ≥ n− k + 1 (2.190)
Dans le cas contraire, on aurait l’existence d’ensembles de taille supe´rieure ou e´gale a` k
domine´s modulo 2, ce qui est impossible dans un protocole qQSS* ((n, k)).
Ainsi, e´tant donne´ un ensemble C ⊆ V , le nombre d’ensembles B de taille k contenant
C et tels que C ∪Even(C) ⊆ B est au plus ( k−12k−n−1). On remarque ici une syme´trie avec
le cas des noyaux impairs D.
Le lemme 2.35 e´tabli pre´ce´demment garantit que pour tout ensemble B ⊆ V de taille k,
il existe ne´cessairement un ensemble C ou un ensemble D de taille infe´rieure ou e´gale a`
2
3(n− k + 1) avec
– D ∪Odd(D) ⊆ B
– C ∪ Even(C) ⊆ B
Dans le graphe G, on majore le nombre de coupes de taille k en comptant deux fois tous
les ensembles de sommets de taille infe´rieure ou e´gale a` 23(n− k + 1) et en comptant le
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nombre de fac¸ons de les comple´ter. On obtient alors l’ine´galite´ suivante :
(
n
k
)
≤ 2
2
3
(n−k+1)∑
i=1
(
n
i
)(
k − 1
2k − n− 1
)
(2.191)
Une analyse nume´rique effectue´e a` l’aide de sage (voir annexe) montre que cette ine´galite´
implique
k >
n
2
+
n
157
(2.192)
lorsque n→∞.
Ce the´ore`me montre que pour la famille des protocoles qQSS* il existe une borne plus
restrictive que celle obtenue avec le the´ore`me de Non-Clonage. Nous apportons e´galement
une re´ponse quand a` l’existence de protocoles de partage de secret quantique a` seuil sans
utilisation du one-time pad quantique pour les protocoles qQSS :
Corollaire 2.37. Il n’existe pas de protocole qQSS a` seuil construit a` partir d’un graphe
G = (V,E) avec |V | ≥ 79.
De´monstration. La caracte´risation des protocoles a` seuil donne´e par Gottesman [Got00]
implique que tout protocole de partage de secret a` seuil qQSS a pour parame`tres ((2k−
1, k)). De plus, graˆce au The´ore`me 2.36, nous avons k ≥ n/2+n/157. En combinant ces
deux re´sultats, nous avons k ≤ 1594 , ainsi n < 79.
Chapitre 3
Domination impaire faible
Les protocoles de partage de secret quantique a` partir d’e´tats graphes (cQSS, qQSS et
qQSS*) font apparaˆıtre des liens entre ensembles de joueurs qui peuvent acce´der au secret
et structures des graphes sous-jacents (Corollaire 2.8 et The´ore`me 2.14). Les questions
d’accessibilite´ a` seuil se traduisent e´galement en terme de proprie´te´s graphiques.
Nous e´tudions dans ce chapitre des quantite´s de´finies a` partir de structures simples sur
les sommets de graphes. Plus pre´cise´ment, les re´sultats pre´sente´s ici s’articulent autour
de la notion de comple´mentation locale, et plus pre´cise´ment le degre´ minimum d’un
graphe par comple´mentation locale. Nous formalisons ensuite les conse´quences de ces
proprie´te´s sur les e´tats graphes, en terme de partage de secret ou comme support de
calcul quantique plus ge´ne´ralement. Les e´tudes pre´sente´es ici re´pondent e´galement a`
des questions de the´orie des graphes a priori sans lien avec le domaine de l’information
quantique.
Dans un premier temps, nous de´finissons pour tout graphe G les quantite´s κ(G) et κ′(G)
et rappelons la de´finition du degre´ minimum par comple´mentation locale δloc(G). Une
caracte´risation de la quantite´ κQ(G) de´finie dans le Chapitre 2 (De´finition 2.5) utilisant
κ et κ′ est e´galement e´tablie.
Ensuite, nous e´tudions la complexite´ des proble`mes de de´cision associe´s aux quantite´s
κ, κ′, κQ et δloc. Les me´thodes mises en œuvre pour cela comprennent entre autres des
techniques de re´duction classiques a` des proble`mes dont les complexite´s sont connues,
notamment le proble`me de l’existence de codes parfaits dans un graphe ainsi que la
recherche du plus petit mot d’un code line´aire [Var97].
Enfin, nous utilisons des me´thodes probabilistes ainsi que le Lemme Local de Lova´sz
[Lov75] pour prouver entre autres l’existence de familles infinies de graphes dont le
degre´ minimum par comple´mentation locale est line´aire en l’ordre du graphe. Un re´sultat
similaire est e´galement prouve´ pour la quantite´ κQ, garantissant ainsi l’existence de
protocoles de partage de secret quantique qQSS* dont le seuil repre´sente une proportion
constante du nombre de joueurs implique´s.
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3.1 Ensembles domine´s et degre´ minimum par
comple´mentation locale
3.1.1 Quelques de´finitions
Nous nous inte´ressons dans ce chapitre a` la notion de “comple´mentation locale” (voir
De´finition 1.6).
Deux graphes G et G′ sont dits “localement e´quivalents” lorsqu’il est possible d’obtenir
le graphe G′ a` partir de G en effectuant une suite de comple´mentations locales par
rapports aux sommets de G :
De´finition 3.1. Soit G et G′ deux graphes.
G ≡LC G′ ⇐⇒ ∃{u1, · · · , uk} ⊆ V (G) t.q. G′ = G ∗ u1 ∗ · · · ∗ uk (3.1)
On remarquera que cette relation est une relation d’e´quivalence (car (G ∗ u) ∗ u = G),
et les graphes sont donc partitionne´s en classes par rapport a` cette relation.
La question de la distinction de ces classes a` e´te´ traite´e par Bouchet [Bou87, Bou91] : il
donne un algorithme polynomial qui de´cide si deux graphes donne´s appartiennent a` la
meˆme classe d’e´quivalence. Nous nous inte´ressons ici a` la valeur du degre´ minimal des
graphes d’une classe donne´e, appele´ “degre´ minimal par comple´mentation locale” :
De´finition 3.2. Soit G un graphe.
δloc(G) = min
{
δ(G′)
∣∣ G ≡LC G′ } (3.2)
ou` δ(G′) de´note le degre´ minimum de G′.
Pour tout graphe G, la quantite´ δloc(G) est caracte´rise´e graphiquement [HMP06] en utili-
sant les voisinages impairs de certains sous-ensembles des sommets de G (voir De´finition
1.4). Le degre´ minimum par comple´mentation locale est directement lie´ a` la taille du
plus petit ensemble de la forme D ∪Odd(D) :
Proprie´te´ 3.1 ([HMP06]). Soit G un graphe.
δloc(G) = min
{ |D ∪Odd(D)| ∣∣ D 6= ∅, D ⊆ V (G) }− 1 (3.3)
Cette proprie´te´ pre´sente notamment l’avantage de pouvoir caracte´riser le degre´ mi-
nimum par comple´mentation locale d’une classe a` partir de n’importe lequel de ses
repre´sentants.
Une autre notion essentielle de ce chapitre est la “domination impaire faible” (WOD :
Weak Odd Domination). Elle se formalise ainsi :
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De´finition 3.3. Soit G = (V,E) un graphe. Un ensemble de sommets B ⊆ V est dit
“WOD” lorsqu’il existe un ensemble C ⊆ V \B tel que
B ⊆ Odd(C) (3.4)
Tout comme l’e´nonce le The´ore`me 2.7 avec les ensembles a` noyau impair et les ensembles
domine´s modulo 2, nous avons ici une caracte´risation des ensembles non-WOD :
Proprie´te´ 3.2. Soit G = (V,E) un graphe. Si un ensemble B ⊆ V de sommets n’est
pas WOD (non-WOD), alors il existe D ⊆ B avec |D| = 1 mod 2 tel que
Odd(D) ⊆ B (3.5)
On remarque que les sous-ensembles des ensembles WOD sont e´galement WOD. Ainsi,
nous introduisons les quantite´s qui correspondent a` la taille du plus grand ensemble
WOD et celle du plus petit non-WOD :
De´finition 3.4. Pour tout graphe G,
κ(G) = max
B WOD
|B| (3.6)
κ′(G) = min
B non-WOD
|B| (3.7)
Cette notion co¨ıncide avec les ensembles “domine´s modulo 2” de´finis dans le Chapitre 2
(De´finition 2.4) dans le cas d’un graphe avec un dealer universel. De meˆme, les ensembles
non-WOD co¨ıncident avec les ensembles “a` noyau impair”. De cette fac¸on, la quantite´
κ′(G) est la taille du plus petit ensemble de joueurs capables d’acce´der a` un secret
classique dans un protocole construit a` partir d’e´tats graphes (voir Chapitre 2, protocoles
cQSS). De meˆme, κ(G) est la taille du plus grand ensemble qui n’a pas acce`s au secret
dans ces protocoles.
Illustrons cette de´finition par le calcul de ces valeurs pour la famille des graphes Gp,q
pre´ce´demment introduits en 2.5.1. Pour tout p, q ∈ N∗ ou` q ≥ 2, le graphe Gp,q est le
graphe d’ordre pq q-parti complet dont chaque stable est de taille p. On de´compose alors
Gp,q = (V,E) en q stables :
V = V1 ∪ · · · ∪ Vq (3.8)
Toutes les paires de sommets {u, v} sont donc relie´es lorsque u et v n’appartiennent pas
au meˆme stable Vi.
Proprie´te´ 3.3. Pour tout p, q ∈ N avec q ≥ 2 et n = pq l’ordre du graphe Gp,q,
– Si q = 1 mod 2 {
κ(Gp,q) = n− p
κ′(Gp,q) = q
(3.9)
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– Si q = 0 mod 2 {
κ(Gp,q) = max(n− p, n− q)
κ′(Gp,q) = p+ q + 1
(3.10)
De´monstration. Nous distinguons 2 cas en fonction de la parite´ de q.
– Si q = 1 mod 2
– [κ(Gp,q) ≥ n− p] : On conside`re l’ensemble B = V2 ∪ · · · ∪ Vq. Tout sommet u ∈ V1
ve´rifie
B ⊆ Odd({u}) (3.11)
donc d’apre`s la De´finition 3.3, B est WOD et |B| = n− p. Ainsi, κ(Gp,q) ≥ n− p.
– [κ(Gp,q) ≤ n − p] : Soit B ⊆ V un ensemble quelconque tel que |B| > n − p. La
contrainte sur la taille de B assure que B contient au moins 1 sommet ui dans chaque
stable Vi. On note ainsi D = {u1, · · · , uq} et on remarque que |D| = q = 1 mod 2.
Chaque sommet x ∈ V \D est connecte´ a` tous les sommets de D sauf celui qui est
dans le meˆme stable Vi que lui. x a donc q − 1 = 0 mod 2 voisins dans D, d’ou`
Odd(D) = ∅ (3.12)
Par conse´quent, B est non-WOD et κ(Gp,q) ≤ n− p.
– [κ′(Gp,q) ≤ q] : Soit B un ensemble de taille q compose´ d’un sommet ui de chaque
stable Vi. Comme il a e´te´ prouve´ dans le point pre´ce´dent, B est non-WOD, donc
κ′(Gp,q) ≤ q.
– [κ′(Gp,q) ≥ q] : Pour tout ensemble B ⊆ V tel que |B| < q, il existe un stable Vi tel
que B ∩ Vi = ∅. Soit u un sommet quelconque de Vi. Tout sommet x ∈ B ve´rifie
alors
x ⊆ Odd({u}) (3.13)
D’apre`s la De´finition 3.3, B est WOD, donc κ′(Gp,q) ≥ q.
– Si q = 0 mod 2
– [κ(Gp,q) ≥ max(n−p, n−q)] : On prouve que κ(Gp,q) ≥ n−p de la meˆme fac¸on que
pour le cas q = 1 mod 2. Soit C ⊆ V un ensemble de sommets de taille q compose´
d’exactement un sommet de chacun des ensembles Vi. Conside´rons a` pre´sent l’en-
semble B = V \C. Chaque sommet de B est connecte´ a` exactement q−1 = 1 mod 2
sommets de U . Par conse´quent,
B ⊆ Odd(C) (3.14)
donc B est un ensemble WOD de taille n− q. On a ainsi κ(Gp,q) ≥ n− q.
– [κ(Gp,q) ≤ max(n − p, n − q)] : Tout ensemble B tel que |B| > max(n − p, n − q)
contient a` la fois un stable Vi0 en entier et au moins un sommet ui dans chacun
des ensembles Vi. On pose D = {u1, · · · , ui0−1, ui0+1, · · · , uq}. D ⊆ B est donc une
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clique de taille q − 1 = 1 mod 2. Tout sommet u ∈ V \ B est connecte´ a` tous les
sommets de D sauf un (celui appartenant au meˆme ensemble Vi que lui). On a donc
Odd(D) ⊆ B (3.15)
d’ou` κ(Gp,q) ≤ max(n− p, n− q).
– [κ′(Gp,q) ≤ p + q − 1] : Soit B un ensemble de taille p + q − 1 compose´ de l’union
de V1 et d’un sommet ui de chaque stable Vi. Comme pour le point pre´ce´dent, en
prenant D = B \ V1 on a bien |D| = q − 1 = 1 mod 2 et
Odd(D) ⊆ B (3.16)
Par conse´quent B est non-WOD donc κ′(Gp,q) ≤ p+ q − 1.
– [κ′(Gp,q) ≥ p+ q − 1] : Soit B ⊆ V avec |B| < p+ q − 1. S’il existe un stable Vi tel
que B ∩ Vi = ∅, alors pour tout sommet u ∈ Vi on a
B ⊆ Odd({u}) (3.17)
donc B est WOD. Si B intersecte tous les ensembles Vi, alors par contrainte de
taille il ne peut contenir aucun des Vi en entier. On pose ainsi C = {u1, · · · , uq} ou`
ui ∈ Vi \ B. Tout sommet de B posse`de exactement q − 1 = 1 mod 2 voisins dans
C :
B ⊆ Odd(C) (3.18)
Dans les deux cas, on a bien κ′(Gp,q) ≥ p+ q − 1.
3.1.2 Proprie´te´s de κ et κ′
Les quantite´s κ et κ′ de´finies pre´ce´demment posse`dent plusieurs proprie´te´s utiles par la
suite.
Tout d’abord, nous montrons que pour un graphe G donne´, la somme de κ(G) et κ′(G)
est toujours supe´rieure ou e´gale a` l’ordre de G. Cette proprie´te´ est une conse´quence de
la correspondance entre les ensembles WOD dans G et ceux qui ne sont pas WOD dans
G. Cette dualite´ apparaˆıt a` plusieurs reprises.
Commenc¸ons par e´tablir le lemme suivant :
Lemme 3.4. Soit G = (V,E) un graphe et B ⊆ V un ensemble de sommets.
B non-WOD dans G ⇒ V \B WOD dans G (3.19)
De´monstration. Soit B un ensemble non-WOD dans G. D’apre`s la Proprie´te´ 3.2 il existe
alors D ⊆ B avec |D| = 1 mod 2 tel que
OddG(D) ⊆ B (3.20)
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En d’autres termes, pour tout sommet v ∈ V \B
|NG(v) ∩D| = 0 mod 2 (3.21)
Puisque D est de taille impaire, cette e´galite´ s’e´crit dans le graphe comple´mentaire
|NG(v) ∩D| = 1 mod 2 (3.22)
Ainsi,
V \B ⊆ OddG(D) (3.23)
Nous arrivons alors au re´sultat annonce´ :
The´ore`me 3.5. Pour tout graphe G d’ordre n
κ′(G) + κ(G) ≥ n (3.24)
De´monstration. La De´finition 3.4 assure l’existence d’un ensemble B ⊆ V non-WOD de
taille κ′(G). D’apre`s le Lemme 3.4, V \B est WOD dans G, par conse´quent
n− |B| ≤ κ(G) (3.25)
n− κ′(G) ≤ κ(G) (3.26)
Pour tout graphe G, une premie`re borne liant les degre´ maximum et minimum de G aux
valeurs de κ(G) et κ′(G) peut eˆtre donne´e :
Lemme 3.6. Soit G un graphe de degre´ minimum δ et de degre´ maximum ∆.
1. κ(G) ≥ ∆
2. κ′(G) ≤ δ + 1
De´monstration. Pour tout sommet v de G, son voisinage ouvert N (v) est un ensemble
WOD car Odd(v) = N (v) (De´finition 4.14). En revanche, son voisinage ferme´ N [v] est
un ensemble non-WOD car N (v) = {v} ∪Odd(v). La premie`re ine´galite´ est obtenue en
prenant v un sommet de degre´ ∆ et la deuxie`me en prenant v de degre´ δ.
Nous nous inte´ressons a` pre´sent a` la recherche d’une borne supe´rieure pour κ(G) et d’une
borne infe´rieure pour κ′(G).
Lemme 3.7. Pour tout graphe G d’ordre n et de degre´ maximum ∆, nous avons
κ(G) ≤ n.∆
∆+ 1
(3.27)
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De´monstration. Soit G = (V,E) et B ⊆ V n ensemble WOD. D’apre`s la De´finition 4.14,
il existe un ensemble C ⊆ V \B tel que B ⊆ Odd(C). Ainsi nous avons
|C| ≤ n− |B| (3.28)
et
|B| ≤ |Odd(C)| ≤ ∆.|C| (3.29)
d’ou`
|B| ≤ ∆(n− |B|) (3.30)
|B| ≤ n.∆
∆+ 1
(3.31)
La dernie`re ine´galite´ est ve´rifie´e quelque soit B WOD, donc par de´finition de κ(G)
(De´finition 3.4), la borne (3.27) est ve´rifie´e.
Dans certains cas, la borne pre´ce´dente est atteinte. Il est possible de caracte´riser les
graphes qui re´alisent le cas d’e´galite´ par la pre´sence ou non d’une structure appele´e
“code parfait” de´finie de la fac¸on suivante :
De´finition 3.5. Soit G = (V,E) un graphe. On appelle “code parfait” un ensemble de
sommets C ⊆ V tel que
– C est un stable
– Tous les sommets de V \ C ont exactement un voisin dans C
Une illustration de la notion de “code parfait” est donne´e Figure 3.1.
Nous prouvons alors une caracte´risation qui e´tablit un lien entre le parame`tre κ et
l’existence d’un code parfait dans un graphe G :
The´ore`me 3.8. Pour tout graphe G d’ordre n et de degre´ maximum ∆,
κ(G) =
n∆
∆+ 1
⇐⇒ G posse`de un code parfait C tel que ∀v ∈ C, d(v) = ∆ (3.32)
De´monstration. [⇐]
Soit C un code parfait de G ve´rifiant ∀v ∈ C, δ(v) = ∆. Par de´finition d’un code parfait,
chaque sommet de V \ C posse`de un nombre impair de voisins dans C, d’ou`
Odd(C) = V \ C (3.33)
Ainsi, V \ C est un ensemble WOD.
Ensuite, chaque sommet de V \ C posse`de exactement un voisin dans C, et chaque
sommet de C posse`de exactement ∆ voisins dans V \ C par hypothe`se. Cette proprie´te´
implique une contrainte sur la taille de V \ C :
|V \ C| = n∆
∆+ 1
(3.34)
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Figure 3.1 – Exemple de code parfait : les sommets {3, 4, 5, 8} constituent un code
parfait.
Par conse´quent,
κ(G) ≥ n.∆
∆+ 1
(3.35)
En combinant cette borne avec celle du Lemme 3.7, on obtient bien le cas d’e´galite´
annonce´.
[⇒]
Supposons que κ(G) = n∆∆+1 . Soit B un ensemble WOD de taille
n∆
∆+1 . Il existe C ⊆ V \B
tel que B ⊆ Odd(C) (De´finition 2.4). La taille de C ve´rifie alors
|C| ≤ n− n∆
∆+ 1
=
n
∆+ 1
(3.36)
De plus, B ⊆ Odd(C) ⊆ N (C) et |N (C)| ≤ |C|∆. Nous en de´duisons
n∆
∆+ 1
= |B| ≤ |C|∆ (3.37)
n
∆+ 1
≤ |C| (3.38)
Ainsi, les ine´galite´s (3.36) et (3.38) impliquent
|C| = n
∆+ 1
(3.39)
donc C = V \B.
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Montrons que C est un code parfait dont tous les sommets sont de degre´ ∆. La taille de
l’ensemble B ve´rifie
|B| = |B ∩Odd(C)| (3.40)
≤
∑
v∈C
d(v) (3.41)
≤ ∆|C| = |B| (3.42)
Les ine´galite´s sont donc ne´cessairement des e´galite´s. Si C n’est pas un code parfait,
l’ine´galite´ (3.41) est stricte, et s’il existe un sommet v ∈ C tel que d(V ) < ∆, l’ine´galite´
(3.42) est stricte. Par conse´quent, C est un code parfait et ∀v ∈ C, d(v) = ∆.
La restriction de cette caracte´risation au cas des graphes re´guliers permet de relaˆcher la
contrainte de re´gularite´ du code parfait pre´sent dans le graphe :
Corollaire 3.9. Soit G un graphe ∆-re´gulier d’ordre n.
κ(G) =
n∆
∆+ 1
⇔ G posse`de un code parfait (3.43)
On pourra noter que dans ce cas, la seule taille possible pour un code parfait est
n
∆+1 .
Nous nous inte´ressons maintenant a` la recherche d’une borne infe´rieure pour la valeur
de κ′(G) ou` G est un graphe quelconque.
Lemme 3.10. Pour tout graphe G de degre´ minimum δ,
κ′(G) ≥ n
n− δ (3.44)
De´monstration. D’apre`s le The´ore`me 3.5, κ′(G) ≥ n − κ(G). De plus, le Lemme 3.7
permet d’e´crire
n− κ(G) ≥ n− n∆(G)
∆(G) + 1
(3.45)
(3.46)
On remarque que ∆(G) = n− 1− δ(G), d’ou`
n− κ(G) ≥ n− n(n− 1− δ(G))
n− δ(G) =
n
n− δ (3.47)
On conside`re le lemme suivant qui e´tablit un lien entre les ensembles Odd et Even dans
un graphe G et son comple´mentaire G : Une proprie´te´ notable de ces ensembles par
rapport au graphe comple´mentaire est la suivante :
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Lemme 3.11. Soit G = (V,E) un graphe et D ⊆ V un ensemble de sommets. On note
G le graphe comple´mentaire de G.
– si |D| = 0 mod 2 {
OddG(D) = OddG(D)
EvenG(D) = EvenG(D)
(3.48)
– si |D| = 1 mod 2 {
OddG(D) = EvenG(D)
EvenG(D) = OddG(D)
(3.49)
De´monstration. On traite seulement le cas du calcul de OddG(D) lorsque |D| = 1 mod 2,
les autres cas se prouvent de fac¸on similaire.
[⊆]
On a donc |D| = 1 mod 2. Soit v ∈ OddG(D). D’apre`s la De´finition 1.4, v posse`de un
nombre impair de voisins dans D dans le graphe G. D est de taille impaire, ainsi il y
a un nombre pair de sommets de D qui n’appartiennent pas au voisinage de v dans G.
Par conse´quent, dans le graphe G, v posse`de un nombre pair de voisins dans D, d’ou`
v ∈ EvenG(D).
[⊇]
Ce cas se traite de manie`re similaire.
On a donc OddG(D) = EvenG(D).
Tout comme pour la borne e´tablie au Lemme 3.7, nous montrons que la borne infe´rieure
du Lemme pre´ce´dent est atteinte dans certains cas. En particuliers, les graphes re´guliers
qui atteignent cette borne sont ceux dont le graphe comple´mentaire posse`de un code
parfait :
The´ore`me 3.12. Soit G un graphe δ-re´gulier d’ordre n tel que nn−δ est un entier impair.
κ′(G) =
n
n− δ ⇐⇒ G posse`de un code parfait (3.50)
De´monstration. [⇐]
Soit C un code parfait dans G. Comme nous avons pu le voir dans l’e´quation (3.39),
|C| = n
∆(G) + 1
(3.51)
=
n
n− δ = 1 mod 2 par hypothe`se (3.52)
De plus, on a
V \ C ⊆ OddG(C) (3.53)
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En utilisant le Lemme 3.11 puis en prenant les ensembles comple´mentaires, on obtient
V \ C ⊆ EvenG(C) (3.54)
C ⊇ OddG(C) (3.55)
Ainsi, C est un ensemble non-WOD dans G, donc
κ′(G) ≤ n
n− δ (3.56)
Le Lemme 3.10 combine´ a` l’ine´galite´ pre´ce´dente permet de de´duire κ′(G) = nn−δ .
[⇒]
Soit B un ensemble non-WOD (a` noyau impair) de taille nn−δ inG. Par de´finition, il existe
D ⊆ B tel que |D| = 1 mod 2 et OddG(D) ⊆ B. D’apre`s le Lemme 3.4, V \B ⊆ OddG(D),
par conse´quent
|OddG(D)| ≥ |V \B| (3.57)
≥ n− n
n− δ =
n(n− δ − 1)
n− δ (3.58)
≥ ∆(G) n
n− δ (3.59)
L’ine´galite´ (3.59) utilise la proprie´te´ : ∆(G) = n−1− δ. Or |OddG(D)| ≤ |D|∆(G), d’ou`
|D| ≥ n
n− δ (3.60)
D est contenu dans l’ensemble B de taille nn−δ , nous avons donc D = B et
|D| = n
n− δ (3.61)
Puisque V \B ⊆ OddG(D), tous les sommets de V \B sont connecte´s a` des sommets de
D, donc il y a au moins |V \D| areˆtes entre D et V \D. De plus, |V \D| = ∆(G)|D|, donc
il y a au maximum |V \D| areˆtes entre D et V \D (car G est un graphe ∆(G)-re´gulier).
Ainsi, il y a exactement ∆(G)|D| areˆtes entre D et V \D, ce qui implique les deux faits
suivants :
– il n’y a aucune areˆte a` l’inte´rieur de D (sinon un des sommets de D serait de degre´
strictement supe´rieur a` ∆(G))
– chaque sommet de V \ D est relie´ a` un et un seul sommet de D (sinon le nombre
d’areˆtes entre D et V \D serait strictement supe´rieur a` |V \D|)
Nous avons donc montre´ que D est un code parfait dans G.
3.1.3 Lien entre κ, κ′ et κQ
Dans le Chapitre 2, nous avons utilise´ une quantite´ κQ introduite dans la De´finition 2.5.
Si on conside`re le cas d’un dealer (sommet d) universel, il est possible d’e´tablir un lien
entre les quantite´s κ, κ′ et κQ sur un graphe G quelconque.
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Dans le but de prouver la difficulte´ du proble`me de de´cision associe´ a` κQ, nous e´tablissons
la caracte´risation suivante :
Lemme 3.13. Soit G = (V,E) un graphe d’ordre n. On a
κQ(G) = max
(
κ(G), n− κ′(G)) (3.62)
De´monstration. On remarque d’abord que la Proprie´te´ 2.23 montre´e dans le Chapitre 2
s’e´crit dans la cas d’un dealer universel :
κQ(G) = max
(
κ(G), κ(G)
)
(3.63)
D’apre`s le Lemme 3.4, on a l’ine´galite´
κ(G) ≥ n− κ′(G) (3.64)
On veut montrer que lorsque la valeur de κQ(G) n’est pas donne´e par la valeur de
κ(G), on a ne´cessairement une e´galite´ entre κ(G) et n− κ′(G) (ou` G de´signe le graphe
comple´mentaire de G). En d’autres termes, on veut montrer
κ(G) < κ(G) ⇒ κ(G) = n− κ′(G) (3.65)
Supposons que κ(G) < κ(G). Il existe alors un ensemble B ⊆ V de taille κ(G) WOD
dans G par un ensemble C ⊆ V \B.
L’ensemble C ve´rifie |C| = 1 mod 2, car dans le cas contraire, dans le graphe G, chaque
sommet de B posse`derait un nombre impair de voisins dans C et B serait donc domine´
modulo 2 dans G. On aurait dans ce cas κ(G) ≥ κ(G), ce qui contredit la supposition.
Par conse´quent, l’ensemble V \ B contient C ∪ Odd(C) dans le graphe G et il est donc
non-WOD d’apre`s le Lemme 3.2. Ainsi, on a
κ′(G) ≤ |V \B| (3.66)
ce qui s’e´crit e´galement
κ(G) ≤ n− κ′(G) (3.67)
En combinant cette ine´galite´ avec l’ine´galite´ (3.64), on obtient l’e´galite´ souhaite´e :
κ(G) = n− κ′(G) (3.68)
Par conse´quent, et d’apre`s l’e´quation (3.63), on obtient bien la caracte´risation (3.62).
Profitons de ce lemme pour faire une remarque : les e´quations (3.62) et (3.63) impliquent
le corollaire suivant :
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Corollaire 3.14. Pour tout graphe G, on a
max
(
κ(G), κ(G)
)
= max
(
κ(G), n− κ′(G)) (3.69)
Par ailleurs, on peut noter les trois faits suivants :
– la valeur de ce maximum n’est pas toujours donne´e par κ(G)
– il n’y a pas force´ment d’e´galite´ entre κ(G) et n− κ′(G)
– il y a une syme´trie entre G et G pour ces proprie´te´s (interchangeabilite´)
On peut de´duire de cela que parmi les trois quantite´s n− κ′(G), κ(G) et κ(G), les deux
plus grandes sont ne´cessairement e´gales. Un aspect inte´ressant de cette proprie´te´ est
qu’elle concerne des quantite´s de´finies sur les graphes, mais que l’e´tape principale qui
nous permet de l’e´tablir appartient au domaine de la the´orie de l’information quantique :
la Proprie´te´ 2.23.
Graˆce a` la caracte´risation e´tablie dans le Lemme 3.13, on peut retrouver la valeur de κQ
des graphes Gp,q e´voque´s pre´ce´demment. On s’inte´resse notamment au cas p = q. Pour
tout p ≥ 2 avec p = 0 mod 2, le graphe Gp,p d’ordre n = p2 ve´rifie d’apre`s l’expression
(3.10) :
κQ(Gp,p) = max
(
κ(G), n− κ′(G)) (3.70)
= max
(
n− p, n− 2p− 1) (3.71)
= n−√n (3.72)
d’apre`s l’e´quation Lorsque p = 1 mod 2, on pourra ve´rifier que l’expression (3.9) donne
e´galement
κQ(Gp,p) = n−
√
n (3.73)
Cette valeur est bien en accord avec la borne calcule´e en (2.148).
3.2 Complexite´ des proble`mes associe´s a` κ, κ′, κQ et δloc
Apre`s avoir de´fini les valeurs κ(G) et κ′(G) pour un grapheG donne´ et en avoir e´tudie´ cer-
taines proprie´te´s, bornes et caracte´risations, nous abordons ici les proble`mes de de´cision
associe´s a` ces deux quantite´s. Comme il sera vu plus loin, ces deux proble`mes de the´orie
des graphes jouent aussi un roˆle dans les protocoles de partage de secret quantique a`
partir d’e´tats graphes. Leur complexite´ est e´tudie´e ici.
Nous appelons MAX WOD le proble`me de de´cision associe´ a` κ(G) (voir Figure
3.2)
The´ore`me 3.15. MAX WOD est NP-complet.
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MAX WOD
Entre´e
– un graphe G d’ordre n
– un entier k ≥ 0
Sortie
– OUI si κ(G) ≥ k
– NON sinon
Figure 3.2 – Proble`me de de´cision associe´ a` κ(G)
De´monstration. Tout d’abord, MAX WOD est dans la classe NP car tout ensemble B
WOD de taille k est un certificat du OUI. En effet, il existe un algorithme polynomial
de´cidant si un ensemble B est WOD (Figure 2.2).
Pour montrer que MAX WOD est NP-Difficile, nous effectuons une re´duction au
proble`me PERFECT CODE qui consiste a` de´cider si un graphe donne´ posse`de un
code parfait (De´finition 3.5). Ce dernier a e´te´ prouve´ NP-difficile sur les graphes 3-
re´guliers (voir [Kra87] et [KMP02]).
Soit G un graphe 3-re´gulier d’ordre n. On utilise l’oracle pour MAX WOD instancie´
par le graphe G et l’entier k = 34n. On montre alors que l’oracle re´pond “OUI” si et
seulement si le graphe G posse`de un code parfait.
[⇒]
Si l’oracle re´pond “OUI”, alors κ(G) ≥ 34n. Or, d’apre`s le Lemme 3.7
κ(G) ≤ n∆
∆+ 1
=
3
4
n = k (3.74)
d’ou` κ(G) = 34n =
n∆
∆+1 . D’apre`s le Corollaire 3.9, G posse`de un code parfait.
[⇐]
Le Corollaire 3.9 e´tant une e´quivalence, on obtient de fac¸on imme´diate : si G posse`de
un code parfait, alors κ(G) = 34n donc l’oracle de MAX WOD re´pond “OUI”.
Le proble`me MAX WOD se re´duit ainsi au proble`me PERFECT CODE sur les
graphes 3 re´guliers.
Le proble`me de de´cision associe´ a` κ′(G) est e´galement NP-complet. Sa formulation
pre´cise a` partir d’un graphe G et d’un entier k est donne´e dans la Figure 3.3.
The´ore`me 3.16. MIN ¬WOD est NP-complet.
De´monstration. Le proble`meMIN ¬WOD est dans la classe NP. En effet, un ensemble
non-WOD de taille k est un certificat pour la re´ponse OUI.
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MIN ¬WOD
Entre´e
– un graphe G d’ordre n
– un entier k ≥ 0
Sortie
– OUI si κ′(G) ≤ k
– NON sinon
Figure 3.3 – Proble`me de de´cision associe´ a` κ′(G)
Nous montrons a` pre´sent queMIN ¬WOD est NP-difficile. Soit G un graphe 3-re´gulier
d’ordre n. On distingue 2 cas suivant la parite´ de n4 .
Si n4 = 1 mod 2, alors G est un graphe re´gulier ve´rifiant
n
n−∆(G) =
n
4
= 1 mod 2 (3.75)
D’apre`s le The´ore`me 3.12, G posse`de un code parfait si et seulement si κ′(G) = n4 . Ainsi,
en utilisant l’oracle pour MIN ¬WOD sur le graphe G, on peut de´cider de l’existence
d’un code parfait dans G.
Si n4 = 0 mod 2, on conside`re cette fois le graphe G
′ = G∪K4 construit a` partir de G en
ajoutant un graphe complet sur 4 sommets. G′ est d’ordre n′ = n + 4 et est e´galement
un graphe 3-re´gulier.
n′
n′ −∆(G′) =
n′
4
=
n
4
+ 1 = 1 mod 2 (3.76)
On constate que G′ admet un code parfait si et seulement si G admet un code parfait.
Ainsi, l’oracle pourMIN ¬WOD sur le graphe G′ permet de de´cider de l’existence d’un
code parfait sur G.
Le proble`me pour MIN ¬WOD est donc re´duit au proble`me PERFECT CODE sur
les graphes 3-re´guliers et est donc NP-difficile.
La complexite´ parame´tre´e de ce proble`me ainsi que du pre´ce´dent on e´te´ e´tudie´es par
Cattane´o et Perdrix [CP13] a` la suite de ces travaux.
3.2.1 Proble`me QKAPPA et implications sur le partage de secret
quantique
Nous montrons dans cette section que le proble`me consistant a` de´cider, e´tant donne´ un
graphe G et un entier k ≥ 0, si κQ(G) ≥ k est NP-complet (Theorem 3.18). Pour cela,
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nous utilisons le deux ingre´dients suivants : une caracte´risation alternative de κQ faisant
intervenir les quantite´s κ et κ′ (Lemme 3.13) ainsi que l’e´valuation de κ et κ′ sur des
constructions de graphes particulie`res (Lemme 3.17).
Nous calculons les valeurs de κ et κ′ d’une construction re´cursive a` partir d’un graphe
G en vue d’une re´duction dans la preuve de complexite´ qui suivra.
Lemme 3.17. Pour tout graphe G et pour tout entier r > 0 on a{
κ(Gr) = r.κ(G)
κ′(Gr) = κ′(G) (3.77)
ou` Gr repre´sente le graphe constitue´ de r copies de G.
De´monstration. On note G = (V,E).
[κ(Gr) = r.κ(G)]
Pour prouver cette premie`re e´galite´, on conside`re un ensemble B WOD de sommets de
G de taille κ(G). Il existe donc un ensemble C ⊆ V tel que
B ⊆ Odd(C) (3.78)
On construit alors l’ensemble Br ⊆ V (Gr) qui consiste en l’union des ensembles B
dans les r copies de G. L’ensemble Cr est construit de manie`re similaire en utilisant les
ensembles C pre´ce´dents. Par construction du graphe Gr, on a
Br ⊆ Odd(Cr) (3.79)
Ainsi, Br est WOD dans G
r d’ou`
κ(Gr) ≥ rκ(G) (3.80)
Pour prouver l’ine´galite´ dans l’autre sens, on conside`re un ensemble B0 ⊆ V (Gr) quel-
conque de taille supe´rieure a` r.κ(G). Il existe alors ne´cessairement une copie de G dans
le graphe Gr dans laquelle
|B0 ∩G| > κ(G) (3.81)
L’ensemble B0 ∩ G est donc non-WOD dans cette copie de G, il est donc e´galement
non-WOD dans Gr par construction. Par conse´quent
κ(Gr) ≤ r.κ(G) (3.82)
On obtient l’e´galite´ souhaite´e en combinant les ine´galite´s (3.80) et (3.82).
[κ′(Gr) = κ′(G)]
Pour cette e´galite´, on conside`re un ensemble B ⊆ V non-WOD de taille κ′(G). De fac¸on
imme´diate, si on conside`re B comme un ensemble de sommets de V (Gr) contenu dans
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une des copies de G, on voit que B est non-WOD dans Gr. En effet, les r copies de G
sont se´pare´es. De cette fac¸on, on a
κ′(Gr) ≤ κ′(G) (3.83)
On conside`re a` pre´sent un ensemble B0 ⊆ V (Gr) tel que |B0| < κ′(G). L’intersection de
B′ avec chacune des copies de G du graphe Gr ve´rifie alors
|B0 ∩G| < κ′(G) (3.84)
Pour chacune des r copies de G dans Gr, on a donc l’existence d’un ensemble de sommets
Ci (1 ≤ i ≤ r) tel que B0 ⊆ Odd(Ci). Par construction, on a alors
B0 ⊆ Odd(
⋃
i=1..r
Ci) (3.85)
B0 est donc un ensemble WOD dans G
r, d’ou`
κ′(Gr) ≥ κ′(G) (3.86)
(3.83) et (3.86) terminent la preuve de la deuxie`me e´galite´.
3.2.2 QKAPPA est NP-complet
L’objet de cette partie est l’e´tude de la difficulte´ du proble`me de de´cision associe´ a` la
quantite´ κQ (caracte´rise´e dans le Lemme 3.13) de graphes quelconques.
De fac¸on plus formelle, on conside`re le proble`me QKAPPA qui prend en entre´e un
graphe G d’ordre n et un entier k ≥ 0 et de´cide si κQ(G) ≥ k, c’est a` dire si κ(G) ≥ k
ou κ′(G) ≤ n− k (Figure 3.4).
QKAPPA
Entre´e
– un graphe G d’ordre n
– un entier k ≥ 0
Sortie
– OUI si κQ(G) ≥ k
– NON sinon
Figure 3.4 – Proble`me de de´cision associe´ a` κQ(G)
The´ore`me 3.18. QKAPPA est NP-complet.
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De´monstration. Nous utilisons la caracte´risation de la quantite´ κQ e´tablie dans le Lemme
3.13.
QKAPPA appartient a` la classe NP. En effet, un ensemble WOD de taille k ou un
ensemble non-WOD de taille n− k est un certificat du OUI.
Afin de prouver que QKAPPA est NP-difficile, nous proposons une re´duction au
proble`me MIN ¬WOD. Pour tout graphe G et tout entier k ≥ 0, on a (Lemme 3.13)
κQ(G
k+1) ≥ (k + 1)n− k ⇔
(
κ(Gk+1) ≥ (k + 1)n− k ou κ′(Gk+1) ≤ k
)
(3.87)
⇔
(
κ(G) ≥ n− 1 + 1
k + 1
ou κ′(G) ≥ k
)
(3.88)
⇔
(
κ(G) > n− 1 ou κ′(G) ≥ k
)
(3.89)
Dans l’expression (3.89), la premie`re ine´galite´ κ(G) > n− 1 est toujours fausse (Lemme
3.7). On a donc l’e´quivalence
κQ(G
k+1) ≥ (k + 1)n− k ⇔ κ′(G) ≥ k (3.90)
Ainsi, pour le proble`meMIN ¬WOD parame´tre´ par les graphe G et l’entier k, on utilise
l’oracle pour QKAPPA instancie´ par le graphe G et l’entier (k + 1)n − k. La re´ponse
donne´e par l’oracle est utilise´e pour re´pondre au proble`me MIN ¬WOD.
D’apre`s le The´ore`me 3.16, le proble`me MIN ¬WOD est NP-complet, par conse´quent,
QKAPPA est NP-complet.
Une conse´quence de la NP-comple´tude du proble`me QKAPPA est l’absence d’un al-
gorithme efficace (sauf si P = NP ) qui permettrait de de´terminer le seuil que pourrait
atteindre un protocole de partage de secret quantique qQSS* a` partir d’un graphe quel-
conque.
3.2.3 Difficulte´ de la recherche du degre´ minimum par
comple´mentation locale
Apre`s nous eˆtre inte´resse´s aux proble`mes de de´cision lie´s aux quantite´s κ, κ′ et κQ, nous
abordons le cas du degre´ minimum par comple´mentation locale. Ainsi, nous montrons
que pour tout graphe G et tout entier d, de´cider si δloc(G) ≤ d est NP-complet, meˆme
en nous restreignant aux graphes bipartis.
Ce re´sultat est e´tabli graˆce a` une re´duction au proble`me SHORTEST CODEWORD
qui consiste a` trouver le plus petit mot d’un code line´aire et qui est NP-complet [Var97].
La preuve que nous proposons a la particularite´ d’utiliser une famille de graphe dont
l’existence est prouve´e dans le The´ore`me 3.24.
Montrons tout d’abord un lemme lie´ a` la structure des graphes bipartis.
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Lemme 3.19. Soit G = (V,E) un graphe biparti. Soit V = V1 ∪ V2 ou` V1 et V2 sont les
deux stables maximaux de G. Il existe alors D0 ⊆ V tel que
δloc(G) + 1 = |D0 ∪Odd(D0)| (3.91)
et ou` D0 ve´rifie
D0 ⊆ V1 ou D0 ⊆ V2 (3.92)
De´monstration. Soit D ⊆ V tel que |D ∪ Odd(D)| = δloc(G) + 1. La caracte´risation du
Lemme 3.1 assure l’existence d’un tel ensemble D. On e´crit
D = D1 ∪D2 (3.93)
avec D1 = D ∩ V1 et D2 = D ∩ V2. D 6= ∅ donc on suppose sans perte de ge´ne´ralite´ que
D1 6= ∅.
G est un graphe biparti, par conse´quent{
Odd(D1) ⊆ V2
Odd(D2) ⊆ V1 (3.94)
Ainsi on peut e´crire
Odd(D1 ∪D2) = Odd(D1) ∪Odd(D2) (3.95)
On revient au degre´ minimum par comple´mentation locale de G :
δloc(G) + 1 = |D ∪Odd(D)| (3.96)
= |D1 ∪Odd(D1) ∪D2 ∪Odd(D2)| (3.97)
≥ |D1 ∪Odd(D1)| (3.98)
≥ δloc(G) + 1 (3.99)
La deuxie`me e´galite´ est obtenue graˆce a` l’e´quation (3.95) et l’ine´galite´ (3.99) provient de
la caracte´risation du Lemme 3.1. Les deux bornes pre´ce´dentes sont e´gales, ainsi toutes
les ine´galite´s sont des e´galite´s, notamment
δloc(G) + 1 = |D1 ∪Odd(D1)| (3.100)
On termine la preuve en prenant D0 = D1.
Ce lemme assure que pour le calcul du degre´ minimum par comple´mentation locale
d’un graphe biparti graˆce a` la caracte´risation du Lemme 3.1, il suffit de conside´rer
les sous-ensembles de sommets situe´s inte´gralement dans l’un ou l’autre des stables du
graphe.
Nous introduisons la notion de double biparti d’un graphe G [Wal76] qui consiste en
la transformation d’un graphe G en graphe biparti dont l’ordre est double´ et le degre´
minimum par comple´mentation locale est le meˆme que celui du graphe G.
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MIN LOCAL DEGREE
Entre´e
– un graphe G d’ordre n
– un entier d ≥ 0
Sortie
– OUI si δloc(G) ≤ d
– NON sinon
Figure 3.5 – Proble`me de de´cision associe´ a` δloc(G)
De´finition 3.6. Soit G = (V,E). On appelle “double biparti de G” le graphe biparti
G⊕2 = (V1 ∪ V2, E′) (3.101)
ou` V1 et V2 sont deux copies des sommets de V et E
′ = {(u, v) ∈ V1 × V2 | (u, v) ∈ E}.
Le double biparti G⊕2 est e´galement le produit tensoriel du graphe G et du graphe K2
(le graphe complet d’ordre 2).
Montrons alors la proprie´te´ annonce´e sur les doubles bipartis :
Lemme 3.20. Pour tout graphe G, on a
δloc(G
⊕2) ≥ δloc(G) (3.102)
De´monstration. Soit G = (V,E) et G⊕2 = (V1∪V2, E′). D’apre`s le Lemme 3.19, il existe
D0 ⊆ V1 tel que
δloc(G
⊕2) + 1 = |D0 ∪OddG⊕2(D0)| (3.103)
On e´crit alors
δloc(G
⊕2) + 1 = |D|+ |OddG⊕2(D)| (3.104)
= |D|+ |OddG(D)| (3.105)
≥ |D ∪OddG(D)| (3.106)
≥ δloc(G) + 1 (3.107)
A pre´sent, nous e´tablissons la NP-comple´tude du proble`me MIN LOCAL DEGREE
formalise´ Figure 3.5.
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The´ore`me 3.21. Etant donne´ un graphe G et un entier d, le proble`me
MIN LOCAL DEGREE consistant a` de´cider si
δloc(G) ≤ d (3.108)
est NP-complet sur la famille des graphes bipartis.
De´monstration. Le proble`me MIN LOCAL DEGREE est dans NP car un ensemble
de la forme D ∪ Odd(D) avec D 6= ∅ et |D ∪ Odd(D)| ≤ d + 1 est un certificat
du OUI. Pour la NP-comple´tude, on effectue une re´duction au proble`me SHOR-
TEST CODEWORD consistant a` trouver la taille du plus petit mot d’un code
line´aire.
Soit A ∈ Mn+k,k(F2) la matrice ge´ne´ratrice d’une code line´aire. On souhaite trouver le
plus petit mot de A en faisant appel a` un oracle pour MIN LOCAL DEGREE.
Si dim(Ker(A)) 6= 0, alors on a
min
X∈Fk2 ,X 6=0
{w(AX)} = 0 (3.109)
ou` w est la fonction qui retourne le poids de Hamming d’un vecteur, c’est a` dire le
nombre de coordonne´es non-nulles de ce vecteur. En effet, dans ce cas, le vecteur nul est
un mot de code.
Dans l’autre cas, lorsque la matrice A est de rang plein, on peut e´crire A sous la forme(
Ik
A′
)
(3.110)
ou` A′ est de taille n× k. Le membre de gauche de l’e´quation (3.109) s’e´crit alors
min
X∈Fk2 ,X 6=0
{w(AX)} = min
X∈Fk2 ,X 6=0
{w(X) + w(A′X)} (3.111)
On construit maintenant un graphe biparti G (de´crit Figure 3.6) sur lequel on appellera
l’oracle. Cette construction est de´taille´e a` pre´sent.
On de´finit d’abord deux graphes auxiliaires GA′ et GB :
– Soit GA′ = (VA′1∪VA′2 , EA′) un graphe biparti de´fini de la fac¸on suivante : les ensembles
VA′1 et VA′2 sont les deux “parties” de la bipartition et ils ve´rifient |VA′1 | = k et|VA′2 | = n. Pour tout (x, x′) ∈ VA′1 × VA′2 , il y a une areˆte entre x et x′ si et seulement
si A′x′,x = 1.
– Soit GB = Pal
⊕2
p , ou` m est le plus petit nombre premier ve´rifiant p > n
2 et p =
1 mod 4. Palp est le graphe de Paley d’ordre p et Pal
⊕2
p son double biparti. D’apre`s le
Lemme 3.20, on a δloc(Pal
⊕2
p ) ≥ δloc(Palp) et le The´ore`me 4.4 assure que δloc(Palp) >√
p− 23 . Ainsi,
δloc(Pal
⊕2
p ) ≥ n (3.112)
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Les ensembles VB1 et VB2 de´notent les deux “parties” de la bipartition des sommets
de GB.
Soit u un sommet quelconque de VB1 . On conside`re le graphe G = (V1 ∪ V2, E) (Figure
3.6) de´fini comme suit : pour l’ensemble V1 :
V1 = V1L ∪ V1R avec
{
V1L = VA′1 × {u}
V1R = VA′2 × VB2
(3.113)
L’ensemble V2 ve´rifie
V2 = VA′2 × VB1 (3.114)
D’un point de vue formel, l’ensemble E d’areˆtes de G est de´fini ainsi : pour tout (x, y) ∈
V1 et (x
′, y′) ∈ V2(
(x, y), (x′, y′)
)
∈ E ⇔
(
y = y′ et (x, x′) ∈ EA′
)
ou
(
x = x′ et (y, y′) ∈ EB
)
(3.115)
De fac¸on plus intuitive, le graphe G est construit a` partir d’un graphe GA′ auquel on
attache une copie du graphe GB a` chacun des sommets de la partie de GA′ de taille n.
Il n’existe aucune areˆte a` l’inte´rieur de V1 ni de V2, G est donc un graphe biparti dont
les ensembles inde´pendants maximaux sont V1 et V2. On note V = V1 ∪ V2.
D’apre`s le Lemme 3.19, il existe un ensemble non vide D0 ⊆ V tel que
δloc(G) + 1 = |D0 ∪Odd(D0)| (3.116)
et D0 ⊆ V1 ou D0 ⊆ V2.
On suppose que D0 ⊆ V2. On peut alors e´crire
δloc(G) = |D0 ∪Odd(D0)| − 1 (3.117)
≥ δloc(GB) (3.118)
> n+ 1 (3.119)
≥ δ(G) + 1 (3.120)
≥ δloc(G) (3.121)
L’ine´galite´ (3.118) est ve´rifie´e car l’intersection de D0 ∪Odd(D0) avec une des copies de
GB est e´galement un ensemble du type D ∪Odd(D) dans cette copie de GB. L’ine´galite´
(3.119) provient de la proprie´te´ de GB donne´e en (3.112). Cette dernie`re e´tant stricte,
on a une contradiction, donc D0 ⊆ V1.
On suppose que D0 ∩ V1R 6= ∅. Il existe alors un sommet v ∈ D0 ∩ V1R. Dans ce cas on
peut e´crire
δloc(G) = |D0 ∪Odd(D0)| − 1 (3.122)
≥ |{v} ∪Odd({v})| − 1 (3.123)
≥ δloc(GB) > δloc(G) (3.124)
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La premie`re ine´galite´ de (3.124) s’explique de fac¸on similaire a` (3.118). Ceci aboutit
e´galement a` une contradiction, donc D0 ∩ V1R = ∅.
On a donc ne´cessairement D0 ⊆ V1L. Par construction du graphe G, on remarque que
l’ensemble Odd(D0) dans G correspond exactement a` l’ensemble Odd(D0) dans le graphe
GA′ utilise´ dans la construction de G (voir Figure 3.6).
La matrice de coupe entre les deux stables maximaux de GA′ se trouve eˆtre, par construc-
tion, la matrice A′. Ainsi, dans le graphe G, on a la correspondance
|Odd(D0)| = w(A′XD0) (3.125)
ou` XD0 est le vecteur caracte´ristique de l’ensemble D0. De plus, V1L est un stable donc
|D0 ∪Odd(D0)| = |D0|+ |Odd(D0)| (3.126)
= w(XD0) + w(A
′XD0) (3.127)
D’apre`s les e´quations (3.111) et (3.116), on peut donc e´crire
δloc(G) + 1 = min
X∈Fk2 ,X 6=0
{w(AX)} (3.128)
Le degre´ minimum par comple´mentation locale de G est donc e´gal (a` ‘1’ pre`s) a` la
taille du plus petit mot du code line´aire de´crit par la matrice A. On a donc re´duit le
proble`me de la recherche du degre´ minimum par comple´mentation locale au proble`me
SHORTEST CODEWORD qui est NP-complet [Var97].
On pourra noter que les caracte´risations des quantite´s δloc (Proprie´te´ 3.1) et κ
′ (Proprie´te´
3.2) sont tre`s similaires : elles ne diffe`rent que par la contrainte de parite´ pour κ′{
δloc(G) = min
{ |D ∪Odd(D)| ∣∣ D ⊆ V (G), D 6= ∅ }− 1
κ′(G) = min
{ |D ∪Odd(D)| ∣∣ D ⊆ V (G), |D| = 1 mod 2 } (3.129)
Il est alors inte´ressant de constater que les proble`mes de de´cision qui leur sont associe´s
sont tous les deux NP-complets, mais les preuves qui sont propose´es ici utilisent des
techniques totalement diffe´rentes.
Il est difficile de calculer le degre´ minimum par comple´mentation d’un graphe en ge´ne´ral,
cependant nous pouvons nous demander s’il est possible d’approximer cette quan-
tite´ : existe-t-il une constante l ∈ R qui garantisse l’existence d’un algorithme de l-
approximation pour ce proble`me ?
Nous prouvons alors le re´sultat suivant :
The´ore`me 3.22. Il n’existe pas d’algorithme d’approximation avec un facteur constant
pour le proble`me du calcul du degre´ minimum par cople´mentation locale, meˆme sur la
famille des graphes bipartis, a` moins que P=NP.
90 CHAPITRE 3. DOMINATION IMPAIRE FAIBLE
GA′
GB
GB
•
...
...
•
...
...
V1L
V2
V1R
Figure 3.6 – Construction du graphe G a` partir du graphe biparti GA′ (ellipses) et
plusieurs copies du graphe biparti GB (rectangles). V1 = V1L ∪ V1R
De´monstration. Dans la preuve du The´ore`me 3.21 le graphe biparti G construit a` partir
de la matrice ge´ne´ratrice A d’un code line´aire quelconque (Figure 3.6) est tel que la valeur
de δloc(G) est la meˆme (a` ‘1’ pre`s) que la taille du plus petit mot du code A (3.128). Cette
construction e´tant valable pour un code A quelconque, quelque soit l ∈ R, n’importe
quel algorithme de l-approximation de δloc(G) fournit directement une l-approximation
du poids de Hamming du plus petit mot de A. Or sous l’hypothe`se P = NP , le proble`me
du calcul de la taille du plus petit mot d’un code line´aire n’admet aucun algorithme
d’approximation a` un facteur constant pre`s de complexite´ polynomiale [DMS03]. Par
conse´quent, il n’existe aucun algorithme d’approximation a` un facteur constant pre`s
pour le calcul du degre´ minimum par comple´mentation locale d’un graphe, meˆme pour
la famille des graphes bipartis.
3.3 Me´thodes probabilistes et graphes probabilistes
Les re´sultats pre´ce´dents montrent qu’il est difficile de calculer les quantite´s κ(G) et κ′(G)
pour un graphe G en ge´ne´ral. Le degre´ minimum par comple´mentation locale e´tant lie´
a` ces quantite´s, il est e´galement difficile de le calculer.
Si nous pouvons facilement construire des graphes dont le degre´ minimum par
comple´mentation locale est petit (graphes avec un sommet de petit degre´), il semble
en revanche plus de´licat de construire des graphes avec un δloc relativement grand.
Une question se pose aussi naturellement : quelle est le plus grand degre´ minimum
par comple´mentation locale atteignable pour une taille de graphe donne´e ?
Nous utilisons ici des me´thodes probabilistes base´es sur l’utilisation du mode`le d’Erdo¨s-
3.3. ME´THODES PROBABILISTES ET GRAPHES PROBABILISTES 91
Renyi [ER59] permettent de de´montrer l’existence de familles infinies de graphes dont
le degre´ minimum par comple´mentation locale est une fraction constante du nombre de
sommets. Cette proprie´te´ est vraie e´galement si on se restreint au cas des graphes bipar-
tis, meˆme si la constante que nous atteignons sans cette restriction reste meilleure.
3.3.1 De´finitions
Le principe des me´thodes probabilistes utilise´es ici est le suivant : on souhaite prouver
l’existence d’un objet parmi un ensemble E ayant une proprie´te´ P. On construit donc
une loi probabiliste pour tirer au hasard les objets de E , et on e´tablit un ensemble A de
“mauvais e´ve´nements” tel que si aucun des e´ve´nements de A n’ont lieu, la proprie´te´ P
est respecte´e. On montre ensuite que la probabilite´ qu’aucun des e´ve´nements de A ne se
produise est non nulle.
Le re´sultat que nous utilisons pour formaliser cette me´thode est la version asyme´trique
du Lemme Local de Lova´sz [Lov75].
Lemme 3.23 (Lemme Local de Lova´sz Asyme´trique). Soit A = {A1, · · · , An} un
ensemble de “mauvais e´ve´nements” dans un univers quelconque. Soit Γ(A) un sous-
ensemble de A tel que A est inde´pendant de tous les e´ve´nements en dehors de A et
Γ(A). Si pour tout Ai il existe σ(Ai) ∈ [0, 1) tel que
Pr(Ai) ≤ σ(Ai)
∏
Bj∈Γ(Ai)
(1− σ(Bj)) (3.130)
alors on a
Pr(A1, · · · , An) ≥
∏
Aj∈A
(1− σ(Aj)) (3.131)
3.3.2 Existence de graphes avec un δloc line´aire
Cas de graphes bipartis
Nous utilisons le Lemme Local de Lova´sz (Lemme 3.23) sur les graphes bipartis ale´atoires
afin de prouver l’existence d’une famille infinie de graphes bipartis dont de degre´ mini-
mum par comple´mentation local est line´aire par rapport au nombre de sommets.
The´ore`me 3.24. Il existe ν0 ∈ N tel que pour tout ν > ν0 il existe un graphe biparti
Gν d’ordre n = 2ν ve´rifiant
δloc(Gν) ≥ 0.110n (3.132)
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De´monstration. Soit GB = (V,E) un graphe biparti d’ordre n = 2ν dont les deux
ensembles inde´pendants V1 et V2 sont de taille ν. Chaque areˆte possible entre V1 et V2
existe avec probabilite´ 12 :
∀(u1, u2) ∈ V1 × V2, P r({u1, u2} ∈ E) = 1
2
(3.133)
Nous cherchons la plus grande valeur de c telle que
Pr (δloc(GB) ≥ cn) > 0 (3.134)
D’apre`s la Proprie´te´ 3.1, cette ine´galite´ est e´quivalente a` la re´alisation des e´ve´nements
“|D ∪Odd(D)| > cn” (3.135)
pour tout D ⊆ V .
Ici, le graphe GB est biparti, et nous montrons alors que l’on peut se restreindre aux
ensembles D ⊆ V tels que D ⊆ V2 ou D ⊆ V2. En effet, pour tout ensemble D ⊆ V , on
pose D1 = D ∩ V1 et D2 = D ∩ V2. GB est biparti, donc Odd(D1) ⊆ V2. On a donc
D ∪Odd(D) = (D1 ∪Odd(D1)) ∪ (D2 ∪Odd(D2)) (3.136)
|D ∪Odd(D)| ≥ |D1 ∪Odd(D1)| (3.137)
de meˆme |D ∪ Odd(D)| ≥ |D2 ∪ Odd(D2)|. Ainsi, d’apre`s la Proprie´te´ 3.1, on peut
conside´rer uniquement les ensembles D1 ⊆ V1 et D2 ⊆ V2.
Dans le but d’appliquer le Lemme 3.23, on conside`re les “mauvais e´ve´nements” suivants :{
A1D(avec D ⊆ V1) : |D ∪Odd(D)| ≤ cn
A2D(avec D ⊆ V2) : |D ∪Odd(D)| ≤ cn
(3.138)
On souhaite calculer Pr(A1D) avec D ⊆ V1. On pose |D| = dν avec 0 < d < 1. Par
de´finition de GB, pour tout u ∈ V2 on a
Pr(“u ∈ Odd(D)”) = 1
2
(3.139)
L’ensemble D ⊆ V1 e´tant fixe´, les e´ve´nements “u ∈ Odd(D)” avec u ∈ V2 sont mutuel-
lement inde´pendants. Si l’e´ve´nement “|Odd(D)| ≤ x” est vrai, il y a au plus x sommets
dans V2 qui appartiennent a` Odd(D). Or on compte ν sommets dans V2, d’ou`
Pr(“|Odd(D)| ≤ x”) =
(
1
2
)ν x∑
k=0
(
ν
k
)
(3.140)
≤
(
1
2
)ν
2νH(
x
ν ) (3.141)
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ou` la fonction H : t 7→ −t log2(t) − (1 − t) log2(1 − t) de´note l’entropie binaire. Pour
revenir aux e´ve´nements A1D, on a
Pr(A1D) = Pr(“|D ∪Odd(D)| ≤ cn”) (3.142)
= Pr(“|D|+ |Odd(D)| ≤ cn”) (3.143)
= Pr(“|Odd(D)| ≤ cn− |D|”) (3.144)
≤ 2ν(H(2c−d)−1) (3.145)
d’apre`s l’expression (3.141).
On choisit a` pre´sent une ponde´ration des mauvais e´ve´nements de la forme
σ(A1D) = σ(A
1
D) =
1
r
(
ν
dν
) (3.146)
ou` r sera de´termine´ plus loin. Soit p =
∏
D′∈V1,D′′∈V2(1 − σ(A1D′))(1 − σ(A2D′′)). On
cherche a` obtenir l’ine´galite´ suivante pour pouvoir utiliser le Lemme 3.23 :
Pr(A1D) ≤ σ(A1D)p (3.147)
Re´e´crivons pour cela le produit p en regroupant les ensembles D′ par leur taille :
p =
ν∏
|D′|=1
(
1− 1
r
(
ν
|D′|
))2(
ν
|D′|)
(3.148)
=

 ν∏
|D′|=1
(
1− 1
r
(
ν
|D′|
))r(
ν
|D′|)


2
r
(3.149)
La fonction f : x 7→ (1− 1x)x ve´rifie f(x) ≥ 14 lorsque x ≥ 2. Ains, quelque soit r ≥ 2 on
peut de´duire
p ≥
(
1
4
)ν∗ 2
r
= 2−
4ν
r (3.150)
En utilisant la borne
(
ν
dν
) ≤ 2νH( dνν ), on remarque que
σ(A1D)p ≥
1
r
(
ν
dν
)2− 4νr (3.151)
≥ 1
r2νH(
dν
ν )
2−
4ν
r =
1
r
2−
4ν
r
−νH(d) (3.152)
En combinant les ine´galite´s (3.145) et (3.152), on obtient une condition suffisante pour
re´aliser la contrainte (3.147). Cette condition suffisante s’e´crit de cette fac¸on :
2ν(H(2c−d)−1) ≤ 1
r
2−
4ν
r
−νH(d) (3.153)
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En effet, le membre de gauche de cette ine´galite´ est supe´rieur ou e´gal a` Pr(A1D) et le
membre de droite et infe´rieur ou e´gal a` σ(A1D)p. On applique la fonction logarithme a`
l’ine´galite´ pre´ce´dente puis on divise par ν. La condition suffisante devient
log2 r
ν
+H(d) +H(2c− d)− 1 + 4
r
≤ 0 (3.154)
Prenons r = ν and ν → +∞. La condition (3.154) devient alors asymptotiquement
H(d) +H(2c− d)− 1 ≤ 0 (3.155)
Cette ine´galite´ doit eˆtre ve´rifie´e quelque soit d ∈]0, 1], donc e´galement lorsque la fonction
d 7→ H(d)+H(2c−d)−1 est minimale. Des techniques usuelles montrent que ce minimum
est atteint lorsque d = c. On a de´sormais un seul parame`tre : le re´el c. Une analyse
nume´rique effectue´e a` l’aide du programme sage (voir annexe) montre que la valeur
c = 0.110 satisfait la condition (3.147) lorsque ν > ν0.
On raisonne de fac¸on similaire pour montrer que
Pr(A2D) ≤ σ(A2D)p (3.156)
pour tout D ⊆ V2.
A pre´sent, on peut utiliser le Lemme Local de Lovasz (Lemme 3.23). Ainsi, on de´duit
Pr
({
A1D
∣∣ D ∈ V1},{ A2D ∣∣ D ∈ V2}) ≥ p > 0 (3.157)
d’ou`
Pr (δloc(GB) ≥ cn) > 0 (3.158)
pour tout c ≤ 0.110 et pour ν > ν0.
Nous avons donc prouve´ l’existence d’au moins un graphe biparti GB d’ordre n tel que
δloc(GB) ≥ 0.110n (3.159)
Cas ge´ne´ral
Dans le cas ge´ne´ral, les graphes tire´s ale´atoirement sans la contrainte de bipartition
permettent d’ame´liorer la constante obtenue :
The´ore`me 3.25. Il existe n0 ∈ N tel que pour tout n > n0 il existe un graphe G d’ordre
n tel que
δloc(G) ≥ 0.189n (3.160)
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De´monstration. Soit G = (V,E) un graphe d’ordre n choisi ale´atoirement de la fac¸on
suivante :
∀(u, v) ∈ V 2, P r({u, v} ∈ E) = 1
2
(3.161)
Nous cherchons la plus grande valeur de c telle que
Pr (δloc(G) ≥ cn) > 0 (3.162)
et donc, par conse´quent, telle que pour tout D ⊆ V ,
|D ∪Odd(D)| > cn (3.163)
d’apre`s la Proprie´te´ 3.1.
Afin d’utiliser le Lemme Local de Lova´sz (Lemme 3.23), les e´ve´nements que l’on souhaite
e´viter sont les suivants :
AD : |D ∪Odd(D)| ≤ cn (3.164)
De fac¸on e´vidente, nous ne conside`rerons ici que les e´ve´nements AD avec D ≤ cn.
Pour tout ensemble D tel que |D| ≤ cn, nous e´tablissons une borne supe´rieure pour
la quantite´ Pr(AD). Soit |D| = dn avec d ∈ (0, c]. Les areˆtes de G sont choisies uni-
forme´ment ale´atoirement avec probabilite´ 12 , ainsi pour tout u ∈ V \D,
Pr(“u ∈ Odd(D)”) = 1
2
(3.165)
L’ensembleD e´tant fixe´, les e´ve´nements “u ∈ Odd(D)” avec u ∈ V \D sont inde´pendants.
Ainsi, si l’e´ve´nement AD est vrai, il y a au plus (c − d)n sommets dans V \ D qui
appartiennent a` Odd(D). Or on compte (1− d)n sommets dans V \D, d’ou`
Pr(AD) =
(
1
2
)(1−d)n (c−d)n∑
k=0
(
(1− d)n
k
)
(3.166)
≤
(
1
2
)(1−d)n
2(1−d)nH(
c−d
1−d) (3.167)
≤ 2(1−d)n[H( c−d1−d)−1] (3.168)
L’ine´galite´ (3.167) est obtenue en utilisant une borne classique sur la somme des coeffi-
cients binomiaux.
Nous choisissons a` pre´sent les poids associe´s aux e´ve´nements AD pour utiliser le Lemme
3.23. Soit
σ(AD) =
1
r
(
n
|D|
) (3.169)
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ou` r est un parame`tre que l’on fixera ulte´rieurement. On pose e´galement p =
∏
|D′|≤cn(1−
σ(AD′)). On cherche a` obtenir l’ine´galite´ suivante :
Pr(AD) ≤ σ(AD)p (3.170)
Re´e´crivons le produit p :
p =
cn∏
|D′|=1
(
1− 1
r
(
n
|D′|
))(
n
|D′|)
(3.171)
=

 cn∏
|D′|=1
(
1− 1
r
(
n
|D′|
))r(
n
|D′|)


1
r
(3.172)
De plus, la fonction f : x 7→ (1− 1x)x ve´rifie f(x) ≥ 14 lorsque x ≥ 2. Nous avons donc
p ≥
(
1
4
) cn
r
(3.173)
≥ 2− 2cnr (3.174)
pour tout r ≥ 2. En utilisant la borne ( ndn) ≤ 2nH( dnn ), on remarque que
σ(AD)p ≥ 1
r
(
n
|D|
)2− 2cnr (3.175)
≥ 1
r2nH(
dn
n )
2−
2cn
r =
1
r
2−
2cn
r
−nH( dnn ) (3.176)
En combinant les ine´galite´s (3.168) et (3.176), nous obtenons une condition suffisante
pour re´aliser la condition (3.170). Elle s’exprime ainsi :
2(1−d)n[H(
c−d
1−d)−1] ≤ 1
r
2−
2cn
r
−nH( dnn ) (3.177)
En effet, le membre de gauche de cette ine´galite´ est supe´rieur ou e´gal a` Pr(AD) et le
membre de droite et infe´rieur ou e´gal a` σ(AD)p. Posons r = n, la condition pre´ce´dente
s’e´crit alors
(1− d)
[
H
(
c− d
1− d
)
− 1
]
+H(d) +
2c
n
+
log2 n
n
≤ 0 (3.178)
asymptotiquement, on a
(1− d)
[
H
(
c− d
1− d
)
− 1
]
+H(d) ≤ 0 (3.179)
Une analyse nume´rique effectue´e a` l’aide de sage (voir annexe) montre que cette condi-
tion est vraie lorsque c ≤ 0.189 et pour tout d qui ve´rifie 0 < d ≤ cn. Ainsi, en prenant
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par exemple c = 0.189, nous avons Pr(AD) ≤ σ(AD)p et nous pouvons utiliser le Lemme
3.23 pour de´duire :
Pr
({
AD
∣∣ |D| ≤ cn}) ≥ p > 0 (3.180)
La probabilite´ qu’aucun des “mauvais e´ve´nements” AD choisis au de´part n’arrivent est
donc non nulle, et nous pouvons conclure l’existence d’un graphe G d’ordre n tel que
δloc(G) ≥ 0.189n
3.3.3 Existence de graphes avec un “petit” κQ
Pre´ce´demment, nous avons e´tabli la NP-completude du proble`me QKAPPA (voir Fi-
gure 3.4), nous posons alors la question de l’existence de graphes dont la quantite´ κQ est
“relativement petite”. Dans le chapitre 2, nous avons construit une famille de graphes
d’ordre n dont la valeur de κQ est infe´rieure a` n− n0.71 approximativement. Existe-t-il
une famille infinie de graphes dont la valeur de κQ est infe´rieure a` cn avec c < 1 ?
Nous prouvons dans cette partie l’existence d’une famille infinie de graphes {Gi} tels que
κQ(Gi) ≤ 0.811ni ou` ni est l’ordre de Gi. Tout comme dans la section 3.3, cette preuve
s’appuie sur le Lemme Local de Lova´sz (Lemme 3.23). Dans un deuxie`me temps, nous
montrons qu’un graphe G choisi au hasard ve´rifie avec forte probabilite´ κQ(G) ≤ c0n ou`
(c0 < 1).
Prouvons tout d’abord le lemme suivant.
Lemme 3.26. Soit G = (V,E) un graphe et k un entier ve´rifiant 0 ≤ k ≤ n. Si pour
tout ensemble D ⊆ V non vide on a{ |D ∪Odd(D)| > n− k
|D ∪ Even(D)| > n− k (3.181)
alors
κQ(G) < k (3.182)
De´monstration. D’apre`s la premie`re ine´galite´ de (3.181) on peut e´crire
κ′(G) > n− k (3.183)
Soit B ⊆ V tel que |B| ≥ k. Supposons que B est non-WOD. Il existe alors un ensemble
C ⊆ V \B tel que B ⊆ Odd(C). Ainsi Even(C) ⊆ V \B, ce qui se traduit par
|C ∪ Even(C)| ≤ n− k (3.184)
Cela contredit la deuxie`me ine´galite´ de (3.181). B est donc un ensemble WOD de taille
k, ainsi
κ(G) < k (3.185)
La caracte´risation donne´e dans le Lemme 3.13 permet de conclure.
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Etablissons a` pre´sent le re´sultat principal de cette section a` l’aide du Lemme 3.23 :
The´ore`me 3.27. Il existe une famille infinie de graphes {Gi} tels que
κQ(Gi) ≤ 0.811ni (3.186)
ou` ni est l’ordre de Gi.
De´monstration. Soit G(n, 12) = (V,E) un graphe ale´atoire tire´ de la fac¸on suivante : V
est un ensemble de sommet de taille n. On souhaite montrer que pour tout ensemble de
sommets D ⊆ V et pour une constante c < 1 que l’on de´terminera on a
Pr (“κQ(G) < cn”) > 0 (3.187)
Afin d’utiliser le Lemme 3.23, on construit les “mauvais e´ve´nements” suivants : pour
tout D ⊆ V , on de´finit {
AD = “|D ∪Odd(D)| ≤ (1− c)n”
A′D = “|D ∪ Even(D)| ≤ (1− c)n”
(3.188)
D’apre`s le Lemme 3.26, si aucun des e´ve´nements AD et A
′
D n’a lieu, on a bien κQ(G) <
cn. On remarque tout d’abord que lorsque |D| > (1−c)n on a Pr(AD) = Pr(A′D) = 0. Il
suffit donc de conside´rer seulement les e´ve´nements AD et A
′
D pour lesquels |D| ≤ (1−c)n.
Pour tout D ⊆ V tel que |D| ≤ (1−c)n, essayons d’obtenir une borne supe´rieure pour la
quantite´ Pr(AD) (on raisonnera de fac¸on similaire pour Pr(A
′
D). On note |D| = dn pour
une certaine constant d ∈]0, 1 − c]. Les areˆtes de G(n, 12) e´tant tire´es inde´pendamment
avec probabilite´ 12 , on a, pour tout u ∈ V \B
Pr(“u ∈ Odd(D)”) = 1
2
(3.189)
Pour un ensemble D fixe´, les e´ve´nements “u ∈ Odd(D)” sont inde´pendants. Ainsi,
l’e´ve´nement AD est ve´rifie´ lorsque au plus (1− c− d)n sommets de V \D sont contenus
dans Odd(D). Or on compte (1− d)n sommets dans V \D, on peut donc e´crire
Pr(AD) =
(
1
2
)(1−d)n (1−c−d)n∑
k=0
(
(1− d)n
k
)
(3.190)
≤
(
1
2
)(1−d)n
2(1−d)nH(
1−c−d
1−d ) (3.191)
≤ 2(1−d)n[H( c1−d)−1] (3.192)
ou` H est la fonction d’entropie binaire pre´sente´e dans la preuve des The´ore`mes 3.24 et
3.25. On montre de meˆme que
Pr(A′D) ≤ 2(1−d)n[H(
c
1−d)−1] (3.193)
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On choisit d’associer a` chaque e´ve´nement la ponde´ration suivante : pour tout ensemble
D tel que 0 < |D| ≤ (1− c)n, on pose
σ(AD) = σ(A
′
D) =
1
r
(
n
|D|
) (3.194)
En faisant appel a` des me´thodes similaires a` celles utilise´es dans la preuve des The´ore`mes
3.24 et 3.25, on montre que la condition asymptotique
(1− d)
[
H
(
c
1− d
)
− 1
]
+H(d) ≤ 0 (3.195)
obtenue en prenant en prenant r = n est une condition suffisante pour assurer que{
Pr(AD) ≤ σ(AD)
∏
|D′|≤(1−c)n(1− σ(AD′))(1− σ(A′D′))
Pr(A′D) ≤ σ(A′D)
∏
|D′|≤(1−c)n(1− σ(AD′))(1− σ(A′D′))
(3.196)
Des me´thodes d’analyse nume´rique ainsi que l’utilisation du programme sage (voir an-
nexe) montrent que la condition (3.195) est ve´rifie´e pour tout c > 0.811 ainsi que pour
tout d ∈]0, 1 − c]. On peut ainsi utiliser le Lemme 3.23 pour de´duire que pour tout
c > 0.811,
Pr(κQ(G) < cn) > 0 (3.197)
Il existe donc une famille infinie de graphes Gi d’ordre ni tels que
κQ(Gi) ≤ 0.811ni (3.198)
3.3.4 κQ d’un graphe ale´atoire
De re´cents travaux [Sar12] ont e´tabli une correspondance entre le protocoles de partage
de secret construits a` partir d’e´tats graphes et les codes quantiques. Ces re´sultats com-
bine´s avec la borne de Gilbert Varshamov sur les codes stabilisateurs [FM04] peuvent
fournir une preuve alternative au The´ore`me 3.27. L’utilisation du Lemme Local de Lova´sz
[Lov75] et des me´thodes probabilistes utilise´es ici pre´sentent quant a` eux plusieurs avan-
tages : les preuves effectue´es sont base´es sur des arguments purement graphiques et
pre´sentent une extension potentielle pour construire de “bons” protocoles de partage de
secret quantique, notamment graˆce aux avance´es re´centes sur une version algorithmique
du Lemme Local de Lova´sz [MT10].
De plus, l’utilisation de me´thodes probabilistes offrent de´ja` un moyen de ge´ne´rer des
protocoles de partage de secret quantique posse´dant un seuil particulie`rement bas en
ajustant les parame`tres du Lemme Local de Lova´sz :
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The´ore`me 3.28. Il existe n0 ∈ N tel que pour tou n > n0 un graphe ale´atoire G
(
n, 12
)
ve´rifie
Pr
(
κQ
(
G
(
n,
1
2
))
≤ 0.811n
)
≤ 1− 1
n
(3.199)
avec probabilite´ supe´rieure a` 1− 1n .
De´monstration. On notera G = G
(
n, 12
)
pour une meilleure lisibilite´.
Nous utilisons des techniques similaires a` celles utilise´es dans la preuve du The´ore`me
3.27. On choisit de meˆme les mauvais e´ve´nement AD et A
′
D de l’expression (3.188) et les
ponde´rations associe´es sont celles de l’expression (3.194). La condition suffisante pour
l’application du Lemme 3.23 que l’on obtient est la suivante :
(1− d)
[
H
(
c
1− d
)
− 1
]
+H(d) +
4(1− c)
r
+
log(r)
n
≤ 0 (3.200)
On fixe les parame`tres c et r de la fac¸on suivante :{
c = 0.811
r = 4 ln(2)(1− c)n2 (3.201)
Une analyse nume´rique effectue´e a` l’aide de sage (voir annexe) montre que pour tout
n ≥ 26681, la condition (3.200) est ve´rifie´e. Ainsi pour tout ensemble D de sommets
de G
(
n, 12
)
tel que 0 < |D| ≤ (1 − c)n la condition (3.196) est ve´rifie´e et on peut donc
appliquer le Lemme 3.23. On obtient donc
Pr (“κQ(G) ≤ 0.811n”) ≥ p (3.202)
ou` p =
∏
|D′|≤(1−c)n(1− σ(AD′))(1− σ(A′D′)). L’expression (3.202) s’e´crit ainsi
Pr (“κQ(G) ≤ 0.811n”) ≥
(
1
4
) 2
r
(1−c)n
(3.203)
≥
(
1
4
) 1
2n ln(2)
(3.204)
≥ e− 1n ≥ 1− 1
n
(3.205)
Ce the´ore`me fournit donc une me´thode pour construire un graphe d’ordre n dont la
valeur de la quantite´ κQ est infe´rieure a` 0.811n avec forte probabilite´ (qui tend vers 1
lorsque n→∞). Cependant, puisque le proble`meQKAPPA est NP-complet (The´ore`me
3.18), il est impossible de fournir un algorithme de´terministe efficace qui ve´rifie si un
graphe G quelconque ve´rifie effectivement la proprie´te´ attendue κQ(G) ≤ 0.811n, sauf si
P = NP .
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3.4 Conclusion
Apre`s avoir de´fini et e´tabli des proprie´te´s ge´ne´rales des quantite´s κ et κ′, nous avons
montre´ un lien avec les seuils atteignables par les protocoles qQSS* de´finis dans le
Chapitre 2. Ces quantite´s permettent e´galement de de´terminer le plus petit degre´ par
comple´mentation locale d’un graphe donne´, quantite´ e´tudie´e dans le domaine de la
the´orie des graphes et e´galement utile en calcul quantique [RB01, BFK09].
Nous avons montre´ que les proble`mes de de´cision associe´s a` toutes ces quantite´s sont
NP-complets, et il n’existe e´galement pas d’algorithme d’approximation pour le calcul
du plus petit degre´ par comple´mentation locale, sauf si P=NP.
L’utilisation de me´thodes probabilistes montre l’existence de famille infinies de graphes
dont le degre´ minimum par comple´mentation locale est line´aire en l’ordre du graphe.
Nous avons e´galement montre´, graˆce a` ces me´thodes, l’existence de protocoles qQSS*
dont le seuil repre´sente une proportion constante du nombre de joueurs implique´s.
Ces derniers re´sultats semblent prometteurs puisqu’ils ouvrent la possibilite´ de construc-
tion de familles explicites qui posse`dent ces meˆmes proprie´te´s. Le chapitre suivant
pre´sente d’ailleurs une famille de graphes qui semblent eˆtre de bons candidats pour
ces proprie´te´s.
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Chapitre 4
Etude de proprie´te´s locales des
graphes de Paley
Ce chapitre pre´sente l’e´tude de certaines proprie´te´s des graphes de Paley. Cette famille
peut eˆtre exploite´e dans le domaine du partage de secret quantique (Chapitre 2) et
repre´sente un support particulie`rement inte´ressant pour la question de la recherche du
degre´ minimum par comple´mentation locale (Chapitre 3). Ces graphes sont e´galement
inte´ressants en terme d’intrication quantique [AM13].
Dans un premier temps, nous prouvons que les graphes de Paley repre´sentent la famille
explicite ayant le plus grand degre´ minimum par comple´mentation locale connu a` ce
jour. De plus, une conjecture de ge´ome´trie alge´brique laisse a` penser qu’une sous famille
de ces graphes est candidate pour atteindre un degre´ minimum par comple´mentation
locale line´aire en l’ordre du graphe.
Enfin, cette e´tude utilise une quantite´ de´finie pour chaque ensemble de sommets appele´e
“de´se´quilibre” qui pre´sente un lien direct avec le seuil que ces graphes permettent d’at-
teindre en terme de protocoles de partage de secret quantique a` seuil a` partir d’e´tats
graphes.
Les re´sultats pre´sente´s dans les trois premie`res sections ont e´te´ publie´s [JMP12b]. La
dernie`re section pre´sente un aspect plus exploratoire : nous proposons une approche liant
de´pendances line´aires et proprie´te´s alge´briques pour le calcul des valeurs du de´se´quilibre
des ensembles de sommets des graphes de Paley. Son objectif est l’ame´lioration de la
borne que nous avons e´tablie [JMP12b] et pre´sente´e en section 4.2.
4.1 Introduction
Les graphes de Paley ont e´te´ introduits inde´pendamment par Sachs [Sac62] et Erdo¨s et
Renyi [ER63]. Ils sont de´finis alge´briquement a` partir des re´sidus quadratiques dans les
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corps finis. Nous rappelons quelques de´finitions pre´alables.
De´finition 4.1. Pour tout p premier, soit Fp le corps fini a` p e´le´ments. Un e´le´ment
a ∈ Fp est dit “re´sidu quadratique” lorsque
∃x ∈ Fp tel que x2 = a (4.1)
De´finition 4.2. Soit p un entier premier. Le caracte`re de Legendre χL de´signe le mor-
phisme suivant :
χL : Fp → {−1, 0, 1} (4.2)
x 7→ x p−12 (4.3)
Ce caracte`re est utilise´ pour de´terminer si un e´le´ment de Fp est un re´sidu quadratique
ou non. En effet, nous avons la proprie´te´ suivante :
Proprie´te´ 4.1. ∀x ∈ Fp,

χL(x) = 1⇔ x est un re´sidu quadratique non nul
χL(x) = −1⇔ x n’est pas un re´sidu quadratique
χL(x) = 0⇔ x = 0
(4.4)
Le caracte`re de Legendre est un caracte`re multiplicatif :
Proprie´te´ 4.2. ∀a, b ∈ Fp,
χL(ab) = χL(a)χL(b) (4.5)
La famille des graphes de Paley d’ordre p est de´finie a` partir des re´sidus quadratiques
dans Fp :
De´finition 4.3. Soit p un entier premier tel que p = 1 mod 4. Le graphe de Paley
Palp = (V,E) est le graphe d’ordre p de´fini de la fac¸on suivante :
– V = Fp
– ∀(a, b) ∈ V 2, {a, b} ∈ E ⇔ χL(b− a) = 1
La contrainte p = 1 mod 4 nous assure que pour tout (a, b) ∈ F2p, χL(b− a) = χL(a− b).
Le graphe de Paley Palp ainsi de´fini est donc un graphe non oriente´ et sans boucle.
Il est a` noter qu’environ la moitie´ des entiers premiers p ve´rifient la condition p =
1 mod 4.
Parmi les proprie´te´s des graphes de Paley, on notera les suivantes :
Proprie´te´ 4.3. Le graphe de Paley Palp est fortement re´gulier de parame`tres
(p, p−12 ,
p−5
4 ,
p−1
4 ). Cela signifie :
– Palp est d’ordre p
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Figure 4.1 – Graphe de Paley d’ordre 13 : les re´sidus quadratiques dans F13 sont ±1,
±3 et ±4, ainsi le sommet x est relie´ aux sommets x± 1, x± 3 et x± 4.
– Chaque sommet est de degre´ p−12
– Deux sommets voisins ont toujours p−54 voisins communs
– Deux sommets non-voisins ont toujours p−14 voisins communs
La Figure 4.1 de´crit le graphe de Paley d’ordre 13.
4.2 Degre´ minimum par comple´mentation locale des
graphes de Paley
4.2.1 Borne infe´rieure pour δloc(Palp)
Il est difficile de construire des graphes dont le degre´ minimum par comple´mentation
locale (De´finition 3.2) est “relativement e´leve´”. A titre d’exemple, le degre´ minimum
par comple´mentation locale des hypercubes a e´te´ calcule´ dans [HMP06] et se trouve
eˆtre logarithmique en l’ordre de l’hypercube. Une construction e´tendue a` partir des
hypercubes a permis de construire une famille de graphes dont le degre´ minimum par
comple´mentation locale est polylogarithme en n, l’ordre du graphe.
Nous conside´rons ici la famille des graphes de Paley d’ordre p (Palp) ou` p est un
entier premier ve´rifiant p = 1 mod 4. Nous montrons ici que le degre´ minimum par
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comple´mentation locale de Palp est supe´rieur a`
√
p. Cette valeur est une borne infe´rieure,
et on ne sait pas si elle est atteinte.
Les graphes de Paley constituent, a` notre connaissance, la famille constructive de graphes
dont le degre´ minimum par comple´mentation locale est le plus e´leve´ :
The´ore`me 4.4. Pour tout entier premier p qui ve´rifie p = 1 mod 4,
δloc(Palp) >
√
p− 3
2
(4.6)
Les re´sultats que nous e´tablissons dans la suite de cette section permettront de prouver
ce the´ore`me.
Rappelons tout d’abord que le degre´ minimum par comple´mentation locale d’un graphe
G est lie´ a` ses sous-ensembles de sommets D de la fac¸on suivante (Proprie´te´ 3.1) :
δloc(G) = min
{ |D ∪Odd(D)| ∣∣ D 6= ∅, D ⊆ V (G) }− 1 (4.7)
Il suffit alors de donner, dans les graphes de Paley, une borne sur les ensembles de
la forme S ∪ Odd(S) ou` S ⊆ Fp est un ensemble de sommets de Palp afin d’obtenir
une borne sur δloc(Palp). Le re´sultat suivant e´tablit un premier lien entre la taille des
ensembles de cette forme.
Au pre´alable, pour tout ensemble S ⊆ Fp nous de´finissons le polynoˆme fS ∈ Fp[X] :
fS(X) =
∏
j∈S
(X − j) (4.8)
Lemme 4.5. Soit S ⊆ Fp un ensemble de sommets de Palp, le graphe de Paley d’ordre
p. L’e´galite´ suivante est alors ve´rifie´e :∣∣∣∣∣
p−1∑
i=0
χL (fS(i))
∣∣∣∣∣ = ∣∣ |S ∪Odd(S)| − |S ∪ Even(S)| ∣∣ (4.9)
De´monstration. La multiplicativite´ du caracte`re de Legendre (Proprie´te´ 4.2) permet
d’e´crire ∣∣∣∣∣
p−1∑
i=0
χL (fS(i))
∣∣∣∣∣ =
∣∣∣∣∣∣
p−1∑
i=0
∏
j∈S
χL(i− j)
∣∣∣∣∣∣ (4.10)
Si i ∈ S, la quantite´ ∏j∈S χL(i − j) est nulle. Les termes restants dans la somme du
membre de droite de l’e´quation pre´ce´dente sont donc ceux pour lesquels i /∈ S.
D’apre`s la Proprie´te´ 4.1, χL(i−j) = 1 lorsque i−j est un re´sidu quadratique, c’est-a`-dire
lorsque les sommets i et j sont voisins dans le graphe de Paley Palp. Ainsi,∣∣∣∣∣
p−1∑
i=0
χL (fS(i))
∣∣∣∣∣ =
∣∣∣∣∣∑
i/∈S
(−1)|S|−|N (i)∩S|
∣∣∣∣∣ (4.11)
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Si i ∈ Even(S) \ S, |S| − |N (i) ∩ S| = |S| mod 2. Si i ∈ Odd(S) \ S, |S| − |N (i) ∩ S| =
|S|+ 1 mod 2. L’e´quation (4.11) s’e´crit alors
∣∣∣∣∣
p−1∑
i=0
χL (fS(i))
∣∣∣∣∣ =
∣∣∣∣∣∣
∑
i∈Even(S)\S
(−1)|S| −
∑
i∈Odd(S)\S
(−1)|S|
∣∣∣∣∣∣ (4.12)
=
∣∣ |Even(S) \ S| − |Odd(S) \ S| ∣∣ (4.13)
Cette dernie`re expression s’e´crit aussi∣∣∣∣∣
p−1∑
i=0
χL (fS(i))
∣∣∣∣∣ = ∣∣ |S ∪Odd(S)| − |S ∪ Even(S)| ∣∣ (4.14)
Nous avons e´tabli un lien entre le polynoˆme fS ∈ Fp[X] de´fini en (4.8) et les voisinages
pair et impair de l’ensemble S associe´ sur le graphe Palp.
L’e´quation (4.9) fait intervenir la diffe´rence de cardinalite´ entre le voisinage impair et le
voisinage pair d’un ensemble S ⊆ Fp d’un graphe de Paley. Nous introduisons ainsi la
notion de “de´se´quilibre” d’un tel ensemble S :
De´finition 4.4. Pour tout S ⊆ Fp, on appelle “de´se´quilibre” de S la quantite´
T (S) =
∑
x∈Fp
χL(fS(x)) (4.15)
A pre´sent, nous tirons parti du fait que les graphes de Paley sont de´finis alge´briquement
(De´finition 4.3) pour e´tablir un lien entre ces graphes et des re´sultats de ge´ome´trie
alge´brique. L’e´tude des courbes hyperelliptiques sur les corps finis permet, de cette
fac¸on, de de´duire des proprie´te´s lie´es aux sous-ensembles de sommets des graphes de
Paley.
Rappelons brie`vement la de´finition d’une courbe hyperelliptique :
De´finition 4.5. Soit K un corps et P ∈ K[X] un polynoˆme de degre´ supe´rieur ou e´gal a`
4. On appelle courbe hyperelliptique sur K l’ensemble de paires (x, y) ∈ K2 qui ve´rifient
y2 = P (x) (4.16)
Pour tout entier premier p fixe´ et pour tout ensemble S ⊆ Fp, on conside`re alors la
courbe hyperelliptique ΓS d’e´quation
y2 = fS(x) (4.17)
ou` fS est le polynoˆme de´fini en (4.8).
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Le calcul du nombre de points des courbes elliptiques et hyperelliptiques est une ques-
tion fondamentale en ge´ome´trie alge´brique, et une borne infe´rieure a e´te´ prouve´e dans
[Wei48]. Il s’agit d’ailleurs d’un re´sultat primordial sur les courbes elliptiques et hyper-
elliptiques.
La Proposition 1 de [Joy06] propose une reformulation de cette borne. Elle s’exprime
alors de la fac¸on suivante en y incluant la notation de la De´finition 4.4 :
Lemme 4.6 ([Joy06], Proposition 1). Pour tout ensemble non-vide S ⊆ Fp, on a
|T (S)| ≤ (|S| − 1)√p+ 1 (4.18)
Nous utilisons ce lemme afin de prouver une borne sur les ensembles de sommets du type
S ∪Odd(S) et S ∪ Even(S) avec S ⊆ Fp dans les graphes de Paley.
Lemme 4.7. Soit Palp le graphe de Paley d’ordre p. Pour tout S ⊆ Fp, S 6= ∅, on a
min
{ |S ∪Odd(S)| , |S ∪ Even(S)|} > √p− 1
2
(4.19)
De´monstration. Supposons que l’on ait |S ∪Odd(S)| ≤ |S ∪ Even(S)| (dans le cas
contraire, un raisonnement similaire est utilise´). On souhaite alors montrer que
√
p− 1
2
< |S ∪Odd(S)| (4.20)
On remarque tout d’abord que
|S ∪Odd(S)|+ |S ∪ Even(S)| = p+ |S| (4.21)
en effet, l’ensemble S est compte´ deux fois car il correspond a` l’intersection des deux
ensembles dont on somme les cardinaux.
Ensuite, d’apre`s le Lemme 4.5,
|S ∪Odd(S)| − |S ∪ Even(S)| = − |T (S)| (4.22)
En additionnant les deux e´galite´s (4.21) et (4.22), on obtient
p+ |S| − |T (S)| = 2 |S ∪Odd(S)| (4.23)
Le Lemme 4.6 permet alors d’e´crire
p+ |S| − (|S| − 1)√p− 1 ≤ 2 |S ∪Odd(S)| (4.24)
Si |S| < √p, le membre de gauche de l’e´galite´ (4.24) peut eˆtre minore´ :
p+ |S| − (|S| − 1)√p− 1 = p+ |S|(1−√p) +√p− 1 (4.25)
> p+
√
p(1−√p) +√p− 1 (4.26)
> 2
√
p− 1 (4.27)
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Dans ce cas on obtient bien l’ine´galite´ (4.20).
Si |S| ≥ √p, l’ine´galite´ (4.20) est trivialement ve´rifie´e.
Revenons a` pre´sent a` la preuve du The´ore`me 4.4 :
Preuve du The´ore`me 4.4. Le Lemme 4.7 ainsi que l’e´quation (4.7) nous permettent de
conclure sur la valeur du degre´ minimum par comple´mentation locale des graphes de
Paley :
δloc(Palp) >
√
p− 3
2
(4.28)
Cela termine donc la preuve du The´ore`me 4.4. 
Les graphes de Paley constituent la famille de graphes posse´dant le plus grand degre´ par
comple´mentation locale connue.
L’existence de graphes dont le degre´ minimum par comple´mentation locale est line´aire en
l’ordre du graphe a e´te´ prouve´e dans le Chapitre 3. Nous pouvons ainsi nous demander
si les graphes de Paley repre´sentent de bons candidats pour cette proprie´te´.
4.3 Conjecture de Bazzi-Mitter et partage de secret
Nous explicitons une relation entre le degre´ minimum par comple´mentation locale et une
quantite´ de´finie alge´briquement, le “de´se´quilibre” (De´finition 4.4), dans les graphes de
Paley.
Il est a` noter que l’ensemble Fp est l’ensemble des sommets de Palp, ainsi tout ensemble
S ⊆ Fp de´signe e´galement un ensemble de sommets de Palp.
L’e´quation (4.23) ainsi que la caracte´risation du degre´ minimum par comple´mentation
locale rappele´e en (4.7) permettent d’exprimer une relation entre le degre´ minimum par
comple´mentation locale de Palp et le de´se´quilibre T (S) des sous-ensembles de Fp :
p+ |S| − |T (S)|
2
= |S ∪Odd(S)| (4.29)
sous l’hypothe`se |S ∪Odd(S)| ≤ |S ∪ Even(S)|. Dans le cas contraire on a
p+ |S| − |T (S)|
2
= |S ∪ Even(S)| (4.30)
≤ |S ∪Odd(S)| (4.31)
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On peut donc de´duire la borne suivante :
δloc(Palp) ≥ 1
2
(
min
S
{p+ |S| − |T (S)|}
)
− 1 (4.32)
≥ p
2
− 1
2
max
S
{|T (S)| − |S|}− 1 (4.33)
De cette fac¸on, l’e´tude du de´se´quilibre des ensembles S ⊆ Fp fournit une borne infe´rieure
sur la valeur de δloc(Palp).
4.3.1 Conjecture de Bazzi-Mitter
Nous avons prouve´ dans la section 4.2 que le degre´ minimum par comple´mentation locale
des graphes de Paley est supe´rieur a`
√
p ou` p est l’ordre du graphe. Est-il alors possible
d’ame´liorer cette borne infe´rieure ? De fac¸on plus pre´cise, la valeur de δloc(Palp) est-elle
line´aire en p ?
Une conjecture de ge´ome´trie alge´brique, la conjecture de Bazzi-Mitter [BM06], nous laisse
penser qu’une sous-famille infinie des graphes de Paley posse`de un degre´ minimum par
comple´mentation locale line´aire en l’ordre des graphes. De´taillons cette connexion.
La conjecture de Bazzi-Mitter peut se formuler de la fac¸on suivante :
Conjecture 4.1 ([BM06]). Il existe un re´el c < 2 tel qu’une infinite´ de premiers p
ve´rifient :
∀S ⊆ Fp, |ΓS | ≤ cp (4.34)
ou` ΓS de´signe la courbe de´finie en (4.8).
Tout comme il est rappele´ dans [Joy06], le nombre de points rationnels de ΓS est lie´ au
de´se´quilibre T (S) de la fac¸on suivante :
Proprie´te´ 4.8 ([Wei48]). Pour tout p premier et S ⊆ Fp,
T (S) =
{ −p− 2 + |ΓS | si |S| est pair
−p− 1 + |ΓS | si |S| est impair (4.35)
D’apre`s cette proprie´te´, pour tout S ⊆ Fp nous pouvons e´crire
T (S) ≤ −p+ |ΓS | ≤ (c− 1)p (4.36)
Sous la Conjecture 4.1 (Bazzi-Mitter), si p = 1 mod 4, nous avons une relation entre la
valeur de |T (S)| et la valeur de δloc(Palp) dans l’e´quation (4.32), ainsi sous la Conjecture
4.1
δloc(Palp) ≥ p+ |S| − (c− 1)p
2
(4.37)
≥ 2− c
2
p (4.38)
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Puisque c < 2, on a 0 < 2−c2 .
Nous e´mettons alors une conjecture qui de´coule de l’expression (4.38) ainsi que de la
Conjecture 4.1 (Bazzi-Mitter) en ajoutant la contrainte p = 1 mod 4 :
Conjecture 4.2. Il existe une infinite´ de nombres premiers p avec p = 1 mod 4 et une
constante α > 0 tels que
δloc(Palp) ≥ αp (4.39)
Par conse´quent, l’utilisation de cette meˆme famille pour l’e´tablissement de protocoles
de partage de secret quantique avec des e´tats graphes pre´sente´s dans le Chapitre 2
permettrait d’atteindre un seuil de la forme ((p, βp)) ou` β = 1 − α < 1. En effet, le
graphe Palp ve´rifie Palp = Palp. De plus, la correspondance entre la quantite´ κ et le
seuil d’un protocole cQSS e´nonce´e dans le Chapitre 3 ainsi que l’ine´galite´ δloc(G) ≤ κ(G)
pour tout graphe G permettent de re´aliser un protocole de partage de secret quantique
de seuil βp.
4.4 Proprie´te´s sur les sous-ensembles de sommets des
graphes de Paley
Dans la section pre´ce´dente, nous avons pre´sente´ un lien entre le degre´ minimum par
comple´mentation locale des graphes de Paley et le de´se´quilibre de leurs sous-ensembles
de sommets (De´finition 4.4). Cette partie est donc consacre´e a` l’e´tude de cette quan-
tite´.
Dans toute cette section, p de´signe un entier premier ve´rifiant p = 1 mod 4. On notera
e´galement Q l’ensemble des re´sidus quadratiques non nuls et N l’ensemble des non-
re´sidus :
Fp = Q ∪N ∪ {0} (4.40)
4.4.1 Premie`res Proprie´te´s
Nous cherchons ici a` e´tudier le de´se´quilibre T (S) pour tous les ensembles S ⊆ Fp. Il
est possible de calculer T (S) pour certains ensembles S particuliers, et cette partie est
de´die´e a` ces calculs.
Nous introduisons deux quantite´s utilise´es dans la suite :{
TQ(S) =
∑
x∈Q χL
(
fS(x)
)
TN (S) =
∑
x∈N χL
(
fS(x)
) (4.41)
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Elles repre´sentent les sommes partielles des caracte`res de legendre sur les ensembles Q
et N . On a notamment
T (S) = TQ(S) + TN (S) + χL
(
fS(0)
)
(4.42)
Commenc¸ons par e´tablir le lemme suivant :
Lemme 4.9. Soit S ⊆ Fp.
T (S) =
∑
x/∈S
χL
(
fS(x)
)
(4.43)
De´monstration. Revenons a` la de´finition de T (S) (De´finition 4.4) :
T (S) =
∑
x∈Fp
χL
(
fS(x)
)
(4.44)
=
∑
x∈S
χL
(
fS(x)
)
+
∑
x/∈S
χL
(
fS(x)
)
(4.45)
Par construction de fS (4.8), si x ∈ S alors fS(x) = 0. La De´finition 4.2 du caracte`re de
Legendre permet donc de ve´rifier l’e´quation (4.43)
Calculons la valeur de T (S) lorsque S est un singleton :
Proprie´te´ 4.10. Soit a ∈ Fp.
T (a) = 0 (4.46)
ou` T (a) de´signe T ({a}) afin d’alle´ger la notation.
De´monstration. Revenons a` la de´finition :
T (a) =
∑
x∈Fp
χL
(
x− a) (4.47)
=
∑
x∈Fp
χL
(
x
)
(4.48)
= |Q| − |N | (4.49)
L’e´quation (4.48) est obtenue suite a` un changement de variable. En the´orie des nombres,
il est connu que |Q| = |N | (voir [IR90] par exemple) On peut donc de´duire l’e´quation
(4.46).
D’apre`s la De´finition 4.4 et l’e´quation (4.9), la quantite´ T (S) de´signe, en valeur absolue,
la diffe´rence entre la taille du voisinage impair et celle du voisinage pair de l’ensemble S.
Une interpre´tation de la Proprie´te´ 4.10 est que chaque sommet du graphe Palp posse`de
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autant de voisins que de non-voisins. Ceci est explique´ par le fait que Palp est un graphe
p−1
2 -re´gulier d’ordre p (Proprie´te´ 4.3).
Regardons a` pre´sent le cas de l’ensemble comple´mentaire du pre´ce´dent, c’est-a`-dire
lorsque S = Fp \ {a}.
Proprie´te´ 4.11. Soit a ∈ Fp.
T (a) = 1 (4.50)
ou` a de´signe Fp \ {a}.
De´monstration.
T (a) =
∑
x∈Fp
∏
u 6=a
χL
(
x− u) (4.51)
(4.52)
D’apre`s le Lemme 4.9, seul le terme correspondant a` a est non nul :
T (a) =
∏
u 6=a
χL
(
a− u) (4.53)
=
∏
u∈F∗p
χL
(
u
)
(4.54)
= (−1)|N | = 1 (4.55)
En effet, p = 1 mod 4 donc |N | = p−12 = 0 mod 2.
A pre´sent, afin de calculer la valeur de T sur les ensembles de taille supe´rieure, nous
e´tablissons un lemme sur les quantite´s TQ et TN de´finies en (4.41) :
Lemme 4.12. Pour tout a ∈ F∗p,
TQ(a) =
−1− χL
(
a
)
2
(4.56)
TN (a) =
1− χL
(
a
)
2
(4.57)
De´monstration. Soit g un ge´ne´rateur du groupe multiplicatif F∗p. On remarque tout
d’abord que les quantite´s TQ et TN sont invariantes sur Q et N , c-a`-d :
– si a ∈ Q {
TQ(a) = TQ(1)
TN (a) = TN (1)
(4.58)
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– si a ∈ N {
TQ(a) = TQ(g)
TN (a) = TN (g)
(4.59)
En effet, un changement d’indice approprie´ permet de re´e´crire les sommes pre´sentes dans
la de´finition de TQ et TN . On de´taille par exemple la premie`re e´quation de (4.59). Soit
a un non-re´sidu quadratique de Fp. Il existe alors k ∈ N tel que a = g2k+1.
TQ(a) =
∑
x∈Q
χL
(
x− a) (4.60)
=
∑
x∈Q
χL
(
g2k
)
χL
(
g−2kx− g−2ka) (4.61)
=
∑
x∈Q
χL
(
g−2kx− g) (4.62)
A pre´sent on effectue le changement de variable x→ g2kx. Ainsi, lorsque x parcourt Q,
g2kx parcourt Q e´galement. On peut donc e´crire
TQ(a) =
∑
x∈Q
χL
(
x− g) = TQ(g) (4.63)
Les 3 autres cas se traitent de fac¸on similaire.
On a donc 4 inconnues a` calculer : TQ(1), TN (1), TQ(g) et TN (g). La suite de cette
preuve consiste alors en l’e´tablissement de 4 e´quations line´aires libres faisant intervenir
ces quantite´s.
Premie`re e´quation : On calcule TQ(1) + TN (1)
TQ(1) + TN (1) =
∑
x∈Q
χL
(
x− 1)+ ∑
x∈N
χL
(
x− 1) (4.64)
=
∑
x 6=0
χL
(
x− 1) (4.65)
= T (1)− χL
(− 1) (4.66)
D’apre`s la Proprie´te´ 4.10, on obtient
TQ(1) + TN (1) = −1 (4.67)
Deuxie`me e´quation : ∑
x∈N
TQ(x) =
∑
x∈N
∑
y∈Q
χL
(
x− y) (4.68)
=
∑
y∈Q
∑
x∈N
χL
(
y − x) (4.69)
=
∑
y∈Q
TN (y) (4.70)
4.4. GRAPHES DE PALEY / ENSEMBLES DE SOMMETS 115
Or, comme prouve´ pre´ce´demment, les quantite´s TN et TQ sont invariantes sur N et Q.
On en de´duit donc
p− 1
2
TQ(g) =
p− 1
2
TN (1) (4.71)
TQ(g) = TN (1) (4.72)
Troisie`me e´quation : De manie`re similaire a` la premie`re e´quation, on calcule TQ(g) +
TN (g) :
TQ(g) + TN (g) =
∑
x∈Q
χL
(
x− g)+ ∑
x∈N
χL
(
x− g) (4.73)
=
∑
x 6=0
χL
(
x− g) (4.74)
= T (g)− χL
(− g) (4.75)
d’ou`
TQ(g) + TN (g) = 1 (4.76)
Quatrie`me e´quation : On exprime TQ(1) d’une autre fac¸on :
TQ(1) =
∑
x∈Q
χL
(
x− 1) (4.77)
=
∑
x∈Q
χL
(
g
)
χL
(
gx− g) (4.78)
= −
∑
x∈Q
χL
(
gx− g) (4.79)
L’e´quation (4.78) est obtenue en multipliant chaque terme par χL
(
g
)2
. On effectue en-
suite le changement de variable x→ g−1x et on remarque que lorsque x parcourt Q, gx
parcourt N .
TQ(1) = −
∑
x∈N
χL
(
x− g) (4.80)
TQ(1) = −TN (g) (4.81)
Les e´quations (4.67), (4.72), (4.76) et (4.81) se traduisent par un syste`me de Cramer :

1 0 1 0
0 1 −1 0
0 1 0 1
1 0 0 1




TQ(1)
TQ(g)
TN (1)
TN (g)

 =


−1
0
1
0

 (4.82)
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Les techniques de re´solutions usuelles d’un tel syste`me donnent

TQ(1) = −1
TQ(g) = 0
TN (1) = 0
TN (g) = 1
(4.83)
En utilisant l’invariance de TQ et TN sur Q et N traduite en (4.58) et (4.59), on constate
que cette solution co¨ıncide avec les formules (4.56) et (4.57).
Lorsque S est un ensemble de taille 2, la valeur de T (S) est constante :
Proprie´te´ 4.13. Soit a, b ∈ Fp avec a 6= b.
T ({a, b}) = −1 (4.84)
De´monstration.
T ({a, b}) =
∑
x∈Fp
χL
(
(x− a)(x− b)) (4.85)
=
∑
x∈Fp
χL
(
x(x+ a− b)) (4.86)
=
∑
x∈Fp
χL
(
x(x− 1)) (4.87)
On obtient l’e´quation (4.87) apre`s changement d’indice x → (b − a)x. A pre´sent, on
se´pare la somme selon la partition Fp = {0} ∪Q ∪N :
T ({a, b}) =
∑
x∈Q
χL
(
x(x− 1))+ ∑
x∈N
χL
(
x(x− 1)) (4.88)
=
∑
x∈Q
χL
(
x− 1)−∑
x∈N
χL
(
x− 1) (4.89)
= TQ(1)− TN (1) (4.90)
En utilisant le Lemme 4.12, on obtient
T ({a, b}) = −1− χL
(
1
)
2
− 1− χL
(
1
)
2
= −1 (4.91)
L’e´quation (4.87) traduit notamment le fait que T ({a, b}) = T ({0, 1}) lorsque a 6=
b.
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Proprie´te´ 4.14. Soit (a, b) ∈ Fp.
T
(
{a, b}
)
= 2χL
(
a− b) (4.92)
De´monstration. D’apre`s le Lemme 4.9,
T
(
{a, b}
)
=
∑
x∈Fp
χL
(
f{a,b}(x)
)
(4.93)
= χL

 ∏
x 6=a,b
(x− a)

+ χL

 ∏
x6=a,b
(x− b)

 (4.94)
On remarque que χL est un caracte`re d’ordre 2, i.e. χ
2
L = id. De plus, χL
(
a − b) =
χL
(
b− a). On multiplie donc le terme de droite de l’e´quation (4.94) par χL(a− b)2 :
T
(
{a, b}
)
= χL

∏
x 6=a
(x− a)

χL(a− b)+ χL

∏
x 6=b
(x− b)

χL(a− b) (4.95)
On reconnaˆıt l’expression de la fonction T pour des ensembles de taille p − 1, ainsi on
peut e´crire
T
(
{a, b}
)
= T
(
{a}
)
χL
(
a− b)+ T ({b})χL(a− b) (4.96)
D’apre`s la Proprie´te´ 4.11, on conclut l’e´quation (4.92).
Les deux proprie´te´s qui suivent sont des re´sultats de´ja` connus e´nonce´s dans [Joy06].
Ils concernent la valeur de T sur l’ensemble des re´sidus quadratiques puis sur les non-
re´sidus.
Proprie´te´ 4.15.
T (Q) =
p− 1
2
χL
(
2
)
+ 1 (4.97)
De´monstration. Le polynoˆme fQ a pour racines l’ensemble des re´sidus quadratiques
modulo p. Tout re´sidu quadratique x ve´rifie
χL
(
x
)
= 1 (4.98)
x
p−1
2 − 1 = 0 (4.99)
(4.100)
Tous les e´le´ments de Q sont racines du polynoˆme X
p−1
2 − 1 de degre´ p−12 , or |Q| = p−12 .
Ainsi
fQ(X) = X
p−1
2 − 1 (4.101)
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On peut alors e´crire
T (Q) =
∑
x∈Fp
χL
(
x
p−1
2 − 1
)
(4.102)
=
∑
x∈Q
χL
(
χL
(
x
)− 1)+ ∑
x∈N
χL
(
χL
(
x
)− 1)+ χL(− 1) (4.103)
=
p− 1
2
χL
(
2
)
+ 1 (4.104)
Un re´sultat similaire existe e´galement lorsque l’on conside`re l’ensemble N :
Proprie´te´ 4.16.
T (N) =
p− 1
2
χL
(
2
)
+ 1 (4.105)
De´monstration. La preuve est similaire a` celle de la Proprie´te´ 4.15 en faisant intervenir
le polynoˆme X
p−1
2 + 1
Notons e´galement la valeur de la fonction T sur l’ensemble Fp tout entier :
Proprie´te´ 4.17.
T (Fp) = 0 (4.106)
De´monstration. Le Lemme 4.9 donne directement le re´sultat e´nonce´.
On notera e´galement par convention T (∅) = p.
4.4.2 Graphe des ensembles et syste`me line´aire
Les quantite´s T (S) de´finies en (4.15) sont en lien direct avec le calcul du nombre de
points des courbes hyperelliptiques correspondantes ΓS . Bien que ce domaine fasse usuel-
lement intervenir des me´thodes de ge´ome´trie alge´brique, nous proposons ici l’utilisation
d’e´quations line´aires entre les valeurs de la fonction T pour diffe´rents ensembles S.
Nous souhaitons, dans cette partie, e´tablir des liens entre les valeurs de T sur tous les
sous-ensembles S de Fp afin d’e´tablir un syste`me d’e´quations line´aires.
Pour cela, conside´rons le graphe Hp que nous de´finissons ainsi :
De´finition 4.6. Soit p ∈ N∗. Le graphe Hp = (V,E) est de´fini de la fac¸on suivante :
V = P(Fp) (4.107)
(A,B) ∈ E ⇔ |A+B| = 1 (4.108)
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L’ope´ration ‘+’ entre deux ensembles de´signe ici leur diffe´rence syme´trique, et non la
somme usuelle entre les e´le´ments de Fp qu’ils contiennent.
En d’autres termes, deux parties de Fp sont voisines lorsqu’elles diffe`rent d’exactement
un e´le´ment.
On remarquera que le graphe Hp est isomorphe a` l’hypercube d’ordre p pour le mor-
phisme associant un ensemble a` son vecteur caracte´ristique. Par exemple, pour p = 3
le graphe H3 est isomorphe a` l’hypercube d’ordre 3, c’est-a`-dire le cube (voir Figure
4.2).
∅
{0} {1} {2}
{0, 1} {0, 2} {1, 2}
{0, 1, 2}
Figure 4.2 – Graphe H3 isomorphe au cube : une areˆte est pre´sente entre 2 ensembles
A et B lorsqu’ils diffe`rent d’exactement 1 e´le´ment. Pour tout sommet, chacune de ses
3 areˆtes adjacentes correspond a` l’ope´ration de diffe´rence syme´trique avec chacun des 3
e´le´ments de F3.
Dans cette partie, toute notion de voisinage d’un ensemble est relative au voisinage dans
le graphe Hp.
A tout sommet S est associe´ la quantite´ T (S) ainsi qu’une quantite´ V (S) de´finie de cette
fac¸on :
U(S) =
∑
x∈S
χL
(
fS\{x}(x)
)
(4.109)
Cette quantite´ U(S) correspond a` la somme des valeurs de χL sur les produits de toutes
les diffe´rences possibles sauf une des e´le´ments de S.
Pour chaque sommet de Hp nous cherchons a` e´tablir une e´quation line´aire faisant inter-
venir les quantite´s T et U . Pour cela, montrons tout d’abord le lemme suivant :
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Lemme 4.18. Soit S ⊆ Fp et a ∈ S. On a l’e´galite´ suivante :
T (S \ {a}) = χL
(
fS\{a}(a)
)
+
∑
x∈Fp
χL
(
fS(x)(x− a)
)
(4.110)
De´monstration. On utilise la de´finition de T (S \ {a}) et on de´compose la somme en
e´cartant l’e´le´ment a :
T (S \ {a}) = χL
(
fS\{a}(a)
)
+
∑
x6=a
χL
(
fS\{a}(x)
)
(4.111)
Lorsque x 6= a, on a 1 = χL
(
x− a)2. On peut donc e´crire
T (S \ {a}) = χL
(
fS\{a}(a)
)
+
∑
x 6=a
[
χL
(
fS\{a}(x)
)
χL
(
x− a)2] (4.112)
= χL
(
fS\{a}(a)
)
+
∑
x 6=a
χL
(
fS(x)(x− a)
)
(4.113)
Le polynoˆme fS(X)(X − a) s’annule en a, on peut donc sommer sur Fp tout entier et
on obtient bien l’e´galite´ (4.110).
Nous pouvons a` pre´sent e´tablir l’e´quation suivante relative a` l’ensemble S qui constitue
un re´sultat central dans cette partie :
The´ore`me 4.19. Soit S ⊆ Fp. L’e´quation suivante est ve´rifie´e :∑
x∈Fp
T (S + {x}) = U(S) (4.114)
De´monstration. On se´pare la somme de l’e´quation (4.114) selon la taille des ensembles
A : ∑
x∈Fp
T (S + {x}) =
∑
a∈S
T (S \ {a}) +
∑
a/∈S
T (S ∪ {a}) (4.115)
(4.116)
D’apre`s le Lemme 4.18, on a
∑
x∈Fp
T (S + {x}) =
∑
a∈S

χL (fS\{a}(a))+ ∑
x∈Fp
χL
(
fS(x)(x− a)
)+∑
a/∈S
∑
x∈Fp
χL
(
fS∪{a}(x)
)
(4.117)
Lorsque a /∈ S le polynoˆme fS∪{a}(X) s’e´crit aussi fS(X)(X − a). Ainsi, on a∑
x∈Fp
T (S + {x}) =
∑
a∈S
χL
(
fS\{a}(a)
)
+
∑
a∈Fp
∑
x∈Fp
χL (fS(x)(x− a)) (4.118)
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On identifie le premier terme de cette somme avec la quantite´ V (S) de´finie en (4.109).
Il reste donc a` prouver que le deuxie`me terme est nul.
On exprime le deuxie`me terme de (4.118) en effectuant tout d’abord le changement de
variable y = x− a. Quelque soit a ∈ Fp, lorsque x parcourt Fp, il en est de meˆme de y.∑
a
∑
x
χL (fS(x)(x− a)) =
∑
a
∑
y
χL (fS(y + a)y) (4.119)
=
∑
a

∑
y∈Q
χL (fS(y + a))−
∑
y∈N
χL (fS(y + a))

 (4.120)
A pre´sent, on permute les sommes (c’est autorise´ car les sommes sont finies) :∑
a
∑
x
χL (fS(x)(x− a)) =
∑
y∈Q
∑
a
χL (fS(y + a))−
∑
y∈N
∑
a
χL (fS(y + a)) (4.121)
=
∑
y∈Q
T (−y)−
∑
y∈N
T (−y) (4.122)
= 0 (4.123)
car |Q| = |N | et la quantite´ T est invariante sur les singletons (voir Proprie´te´ 4.10).
En utilisant ce re´sultat dans l’e´quation (4.118), on trouve l’e´quation (4.114) de l’e´nonce´.
A pre´sent, on montre que la quantite´ U pre´ce´demment introduite (4.109) est e´gale a` la
quantite´ T de l’ensemble comple´mentaire :
Lemme 4.20. Soit S ∈ Fp. On note S = Fp \ S.
U(S) = T (S) (4.124)
De´monstration. On introduit la notation vectorielle t(S) ∈ {−1, 0, 1}p :
t(S) =

 χL (fS(0))...
χL (fS(p− 1))

 (4.125)
On remarque que l’on a T (S) = ||t(S)||1. De meˆme on de´finit u(S) ∈ {−1, 0, 1}p de la
fac¸on suivante :
u(S) =

 χL
(
fS\{0}(0)
)
1S(0)
...
χL
(
fS\{p−1}(p− 1)
)
1S(p− 1)

 (4.126)
Il est facile de ve´rifier de fac¸on similaire que U(S) = ||u(S)||1.
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Pour tout a ∈ Fp, on souhaite montrer que u(S)a = t(S)a. On note θ la quantite´
θ = u(V )a × t(S)a (4.127)
= χL
(
fV \{a}(a)
)
χL
(
fS(a)
)
(4.128)
On veut montrer que θ = u(S)a.
Si a ∈ S, on peut e´crire fV \{a} = fS\{a}fS . Ainsi
θ = χL
(
fS\{a}(a)
)
χL
(
fS(a)
)2
(4.129)
Or χL
(
fS(a)
)2
= 1 car a ∈ S, d’ou`
θ = χL
(
fS\{a}(a)
)
= u(S)a (4.130)
Si a ∈ S, χL
(
fS(a)
)
= 0, donc l’e´quation (4.128) donne
θ = 0 = u(S)a (4.131)
Quelque soit a ∈ Fp, on a donc
θ = u(S)a (4.132)
Pour tout a ∈ Fp, on a
u(V )a = χL

∏
x 6=a
(x− a)

 (4.133)
= χL

∏
x 6=0
x

 = 1 (4.134)
car p = 1 mod 4.
Ainsi, les e´quations (4.127) et (4.132) permettent de de´duire
u(S)a = t(S)a (4.135)
En utilisant le lemme pre´ce´dent dans le The´ore`me 4.19 on obtient le corollaire :
Corollaire 4.21. Pour tout S ∈ Fp.∑
x∈Fp
T (S + {x}) = T (S) (4.136)
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Nous nous affranchirons de´sormais de la quantite´ V qui a e´te´ introduite en (4.109) dans
l’unique but d’e´tablir le Corollaire 4.21.
Ensuite, nous conside´rons les ensembles a` distance 2 au lieu des voisins directs d’un
sommet S dans le graphe Hp. Nous prouvons alors le re´sultat suivant :
Proprie´te´ 4.22. Pour tout S ⊆ Fp
(1− p)T (S) = 2
∑
d(S,A)=2
T (A) (4.137)
ou` d de´signe la distance dans le graphe Hp.
De´monstration. D’apre`s le Corollaire 4.21, on peut e´crire
T (S) =
∑
x∈Fp
T (S + {x}) (4.138)
On ite`re en appliquant encore une fois le Corollaire 4.21 :
T (S) =
∑
x
∑
y
T (S + {x}+ {y}) (4.139)
=
∑
x<y
T (S + {x, y}) +
∑
x>y
T (S + {x, y}) +
∑
x
T (S) (4.140)
= 2
∑
d(S,A)=2
T (A) + pT (S) (4.141)
On obtient ainsi le re´sultat voulu.
Cette proprie´te´ a l’avantage d’eˆtre plus “locale” que le Corollaire 4.21 car elle fait interve-
nir les ensembles a` distance 2 de l’ensemble S choisi au lieu de l’ensemble S. Les sommets
a` distance 2 dans l’hypercube Hp correspondent au voisinage direct dans H2p.
La Proprie´te´ 4.22 peut ainsi se traduire matriciellement en un syste`me line´aire a` 2p va-
riables dont la matrice correspond a` la matrice d’adjacence du graphe H2p dans laquelle
on ajoute une diagonale de ‘p−12 ’. Dans une optique de recherche de solution, ce syste`me
est certes de taille exponentielle, mais sa matrice associe´e est creuse (seulement
(
p
2
)
co-
ordonne´es non-nulles parmi 2p). De plus, chaque e´quation correspond a` des de´pendances
locales dans le graphe H2p, ainsi nous pouvons envisager une approche consistant en la
propagation de solutions.
Nous pouvons remarquer quelques proprie´te´s supple´mentaires. Etablissons ainsi la
premie`re qui regroupe tous les ensembles de taille impaire fixe´e :
Proprie´te´ 4.23. Pour tout k ∈ N ∑
|S|=2k+1[2]
T (S) = 0 (4.142)
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De´monstration. Soit a un e´le´ment de N .
∑
|S|=2k+1[2]
T (S) =
1
2

 ∑
|S|=2k+1[2]
T (S) +
∑
|S|=2k+1[2]
T (aS)

 (4.143)
ou` aS de´signe l’ensemble
{
ax
∣∣x ∈ S}. En effet, le de´coupage pre´ce´dent est ve´rifie´ car
lorsque S parcourt tous les ensembles de taille 2k + 1, il en est de meˆme de aS.
En utilisant l’expression (4.15),
T (aS) =
∑
x
∏
u∈aS
χL
(
x− u) (4.144)
=
∑
x
χL
(
a
)|S| ∏
u∈S
χL
(
a−1x− u) (4.145)
= χL
(
a
)|S|∑
x
∏
u∈S
χL
(
x− u) (4.146)
= χL
(
a
)|S|
T (S) (4.147)
Ici, a ∈ N d’ou`, pour reprendre l’expression (4.143),
∑
|S|=2k+1[2]
T (S) =
1
2

 ∑
|S|=2k+1[2]
T (S)−
∑
|S|=2k+1[2]
T (S)

 = 0 (4.148)
Nous pouvons e´galement remarquer que les valeurs que peut prendre la quantite´ T
sont entie`rement parcourues si on conside`re uniquement les ensembles qui contiennent
les e´le´ments 0 et 1. En effet, si on conside`re un ensemble S = {u1, u2, · · · , uk}, un
changement de variable par translation implique
T (S) =
∑
x
χL
(
(x− u1)(x− u2) · · · (x− uk)
)
(4.149)
=
∑
x
χL
(
x(x− u2 + u1) · · · (x− uk + u1)
)
(4.150)
= T ({0, u1 − u2, · · · , uk − u2}) (4.151)
Le calcul de T se re´duit donc aux ensembles de la forme S = {0, u1, u2, · · · , uk}.
A pre´sent, un changement de variable x→ u1x permet d’e´crire
|T (S)| =
∣∣∣∣∣∑
x
χL
(
x(x− u1)(x− u2) · · · (x− uk)
)∣∣∣∣∣ (4.152)
=
∣∣∣∣∣∑
x
χL
(
x(x− 1)(x− u2u−11 ) · · · (x− uku−11 )
)∣∣∣∣∣ (4.153)
=
∣∣T ({0, 1, u2u−11 , · · · , uku−11 })∣∣ (4.154)
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Il suffit donc de conside´rer, pour le calcul de T , uniquement les ensembles de la forme
S = {0, 1, u1, · · · , uk}.
4.5 Conclusion et pistes de recherche
Nous avons pre´sente´ une famille de graphes de´finis alge´briquement, les graphes de Paley,
et nous avons e´tudie´ les proprie´te´s locales de cette famille de graphes en terme de plus
petit degre´ par comple´mentation locale (voir Chapitre 3).
Ainsi, nous avons prouve´ que la valeur de δloc(Palp) est supe´rieure a`
√
p ou` p est l’ordre
du graphe, ce qui fait des graphes de Paley la famille de graphes constructive dont
le degre´ minimum par comple´mentation locale est le plus e´leve´. De plus, ces graphes
peuvent eˆtre utilise´s comme support pour le partage de secret quantique (Chapitre 2) et
re´alisent ainsi des protocoles qQSS* de parame`tres ((p, k)) avec k = Ω(p−√p).
Dans un deuxie`me temps, une conjecture de ge´ome´trie alge´brique, la conjecture de Bazzi-
Mitter, nous laisse penser qu’il existe une sous-famille infinie des graphes de Paley dont le
degre´ minimum par comple´mentation locale est line´aire. Les graphes de Paley semblent
donc eˆtre de bons candidats pour cette proprie´te´. Sous cette conjecture, il serait donc
possible d’expliciter une famille infinie de graphes ayant a` la fois un degre´ minimum par
comple´mentation locale line´aire dont nous avions prouve´ l’existence dans le The´ore`me
3.25. Cette famille pourrait e´galement servir de support a` des protocoles de parame`tres
((p, k)) ou` k ∼+∞ cp avec c < 1.
Enfin, nous avons e´tabli et exploite´ des connexions entre les proprie´te´s locales des sous-
ensembles de sommets des graphes de Paley et une quantite´ de´finie alge´briquement : le
de´se´quilibre T (De´finition 4.4). Nous avons donc e´tabli un syste`me d’e´quations line´aires
montrant les de´pendances entres les valeurs de T (S) ou` S est un sous-ensemble de som-
mets de Palp dans le but de calculer une meilleure borne sur la valeur de δloc(Palp).
Nous espe´rons par la suite parvenir a` mieux comprendre la structure de la quantite´
T et conside´rer des familles particulie`res de nombres premiers pouvant mener a` de
meilleures bornes et faire apparaˆıtre des valeurs particulie`res de cette quantite´. Nous
comptons par exemple conside´rer les premiers de Fermat ou les premiers de Mersenne,
par exemple.
Une autre piste de recherche que nous conside´rons est l’e´tude des graphes de Paley
sur les extensions des corps de base (Fpk pour p premier et k ∈ N) et proposer une
construction de graphes non oriente´s a` partir des graphes de Paley oriente´s lorsque
p = 3 mod 4.
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Chapitre 5
Conclusion
Dans le domaine du calcul et de la cryptographie quantique, les graphes sont a` la base
d’un support de calcul : les e´tats graphes, e´tats quantiques intrique´s. Ils peuvent no-
tamment eˆtre utilise´s pour construire des protocoles de partage de secret dans lesquels
un “dealer” re´partit un e´tat quantique secret |ϕs〉 entre n joueurs de telle sorte que
certains ensembles de joueurs peuvent reconstruire |ϕs〉 alors que d’autres n’ont aucune
information sur ce secret.
Si la question du partage d’un secret quantique a` seuil a de´ja` e´te´ couverte [Sha79, Bla79],
le cas d’un secret quantique comprend des limitations lie´es a` la nature quantique de
l’information manipule´e, notamment l’impossibilite´ de dupliquer un e´tat quantique ar-
bitraire [WZ82]. La famille des protocoles de partage de secret e´tudie´s dans ce document
sont e´galement soumises a` ces contraintes.
Les structures d’acce`s des protocoles de partage de secret a` partir d’e´tats graphes [MS08]
sont caracte´rise´es par des proprie´te´s sur les graphes associe´s a` ces protocoles (Corollaire
2.8 et The´ore`me 2.14). Nous avons alors utilise´ ces proprie´te´s pour proposer la construc-
tion de protocoles qQSS* de partage de secret quantique a` seuil a` partir d’e´tats graphes
a` l’aide d’une loi de composition sur les graphes ite´re´e (Corollaire 2.32). Nous re´alisons
alors des protocoles de seuil n − nα + 1 avec α ≈ 0.71 parmi n joueurs (The´ore`me
2.34).
L’utilisation de me´thodes probabilistes nous a e´galement permis de prouver l’existence
de protocoles qQSS* re´alisant un seuil 0.811n entre n joueurs (The´ore`me 3.27). De plus,
le seuil re´alise´ par des graphes probabilistes tire´s selon le mode`le d’Erdo¨s Renyi [ER59]
permettent d’atteindre un seuil line´aire cn avec c < 1 avec forte probabilite´ (The´ore`me
3.28).
Nous avons e´galement montre´ une borne infe´rieure plus restrictive que celle issue du
the´ore`me de non-clonage (The´ore`me 1.2) sur les seuils re´alisables par les protocoles
qQSS* au moyen de techniques combinatoires. Ainsi, il est impossible de construire un
tel protocole avec n joueurs dont le seuil est infe´rieur a` n2 +
n
157 (The´ore`me 2.36).
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Les structures graphiques lie´es a` la construction de protocoles de partage de secret quan-
tique a` partir d’e´tats graphes font intervenir la notion de domination impaire (De´finition
3.3) et notamment la taille du plus grand ensemble domine´ modulo 2 et du plus petit
ensemble a` noyau impair. Nous nous sommes alors tourne´s vers l’e´tude de ces minima
et maxima ainsi que de leurs proble`mes de de´cision associe´s dont nous avons prouve´ la
NP-comple´tude (The´ore`me 3.15 et The´ore`me 3.16) au moyen de re´ductions au proble`me
de la recherche d’un code parfait dans un graphe [Kra87] et [KMP02].
Ces proble`mes e´voquent e´galement l’e´tude du degre´ minimum par comple´mentation
locale, quantite´ e´tudie´e en the´orie des graphes (De´finition 3.2) et ayant des applica-
tions dans la pre´parations des e´tats graphes [HMP06]. Bien que similaire aux proble`mes
pre´ce´dents (a` une contrainte de parite´ pre`s), la preuve de la NP-comple´tude de la re-
cherche du degre´ minimum d’un graphe par comple´mentation locale que nous proposons
(The´ore`me 3.21) fait intervenir une re´duction au proble`me de la recherche de la distance
d’un code line´aire [Var97].
Tout comme pour le seuil des protocoles qQSS*, nous utilisons les me´thodes probabilistes
pour prouver l’existence de graphes bipartis dont le degre´ minimum par comple´mentation
locale est line´aire en l’ordre du graphe. De tels graphes bipartis sont notamment utilise´s
dans la preuve de NP-comple´tude du proble`me de de´cision lie´ au degre´ minimum par
comple´mentation locale.
L’e´tude de la complexite´ des proble`mes pre´sente´s dans ce document a e´te´ poursuivie apre`s
ces travaux [CP13], notamment en ce qui concerne la complexite´ parame´tre´e.
La famille des graphes de Paley (De´finition 4.3) pre´sente des proprie´te´s de re´gularite´ qui
laissent penser qu’ils repre´sentent de bons candidats pour la construction de protocoles
qQSS* avec n joueurs et re´alisant un seuil en cn avec c < 1. De meˆme, on constate
e´galement sur les premiers exemples que ces graphes semblent avoir un degre´ minimum
par comple´mentation locale relativement e´leve´. C’est d’ailleurs le graphe de Paley d’ordre
29 qui fournit la meilleur “graine” pour la construction ite´rative de protocole qQSS*
pre´sente´e en 2.5.2.
Nous montrons que le graphe de Paley d’ordre p posse`de un degre´ minimum par
comple´mentation locale de l’ordre de
√
p, ce qui constitue la famille explicite ayant
le plus fort degre´ par comple´mentation locale a` notre connaissance, et nous faisons un
lien avec la conjecture de Bazzi-Mitter dans le domaine de la ge´ome´trie alge´brique pour
conjecturer l’existence d’une sous-famille des graphes de Paley dont le degre´ minimum
par comple´mentation locale est line´aire en l’ordre du graphe.
Enfin, nous pre´sentons une partie plus exploratoire visant l’e´tablissement d’un syste`me
line´aire sur les sous-ensembles de sommets des graphes de Paley en montrant des e´galite´s
issues de la nature alge´brique de la de´finition des graphes de Paley. L’objectif de ce
syste`me est, a` terme, de pouvoir donner une borne infe´rieure sur le degre´ minimum par
comple´mentation locale du graphe de Paley d’ordre p pour certains premiers p particu-
liers.
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