Let Ω be a bounded smooth domain in R n (n 3). This paper deals with a sharp form of MoserTrudinger inequality. Let
is finite for any 0 α < λ 1 (Ω), and the supremum is infinity for any α λ 1 (Ω), where α n = nω 1/(n−1) n−1
Introduction and main results
Let Ω be a bounded smooth domain in R n (n 3), and H , ω n−1 is the surface area of the unit ball in R n . Here and in the sequel, · p denotes the L p -norm with respect to the Lebesgue measure. For any α > α n , there exists a sequence u in H 1,n 0 (Ω) with ∇u n = 1 verifying that Ω e α|u | n/(n−1) dx → +∞. On the other hand, for any fixed u ∈ H 1,n 0 (Ω), Ω e α|u| n/(n−1) dx < +∞ for all α > 0. However, P.L. Lions [17] proved the following. In this paper, we first consider high-dimensional case of Theorem B. For simplicity, we introduce the notations Recall that the n-Laplacian is defined by n u = div(|∇u| n−2 ∇u) for u ∈ H 1,n (Ω). Let λ 1 (Ω) be the first eigenvalue of the n-Laplacian with Dirichlet boundary condition in Ω. It is defined by Another interesting question about Moser-Trudinger inequalities is whether extremal function exists or not. The first result in this direction is due to Carleson and Chang [3] , who proved that sup u∈H J 0 α n (u) is attained when Ω is a unit ball in R n . Then Flucher [6] proved the same result when Ω is a general bounded smooth domain in R 2 . Later, Lin [16] generalized the existence result to a bounded smooth domain in R n . Recently, Li [10] [11] [12] , Li, Liu [14] , Yang [23, 24] obtained existence results for certain Moser-Trudinger inequalities on compact Riemannian manifolds with or without boundary. But it is unknown that whether extremal functions for the sharp Moser-Trudinger inequality (1) of Theorem 1.1 exist or not. This question is nontrivial in the following sense. It is indicated [10] [11] [12] 14, 23, 24] that sup u∈S Ω e ν 0 |u| n/(n−1) dx is attained if the supremum is attained for any ν < ν 0 , where S is some function space, for example, H. One may conjecture that sup u∈H J α α n (u) cannot be attained for all α, 0 α < λ 1 (Ω), for otherwise sup u∈H J α α n (u) should be attained for α = λ 1 (Ω), which contradicts point (2) of Theorem 1.1. In this paper, we show that this conjecture is not true, that is
Theorem A (P.L. Lions). Assume u ∈ H
Remark 1.3. For the case n = 2, we have proved Theorem 1.2 in [25] . We also obtained similar results on compact Riemannian surface in [26, 27] . Now we describe the main idea to prove Theorems 1.1 and 1.2. The proof of point (2) of Theorem 1.1 is based on test functions computations which are presented in Section 2. In order to write the energy of the test functions explicitly, we employ the n-Green function. This is quite different from [1] . The proof of point (1) of Theorem 1.1 is based on a blowing up analysis of sequences of solutions to elliptic PDEs with critical Sobolev growth in Ω. Unlike [1] , pointwise estimate is not needed here (see Section 4) . The proof of Theorem 1.2 is based on two facts: an upper bound of J α α n on H can be derived from a result of Carleson and Chang [3] under the assumption that blowing up occur; a sequence of functions φ ∈ H can be constructed to show that the above upper bound is not an upper bound. This contradiction implies that no blowing up occur and Theorem 1.2 follows from elliptic estimates. Though the method we carry out blowing up analysis is routine (see, for example, [1, 10, 11] ), we will encounter new difficulties when 0 < α < λ 1 (Ω) and n 3. We should mention that the method in Section 5 was firstly used in [13, 15] .
We organize this paper as follows. In Section 2, we prove point (2) of Theorem 1.1. We use blowing up analysis to prove point (1) of Theorem 1.1 in Sections 3 and 4. An upper bound of J α α n is derived in Section 5. In Section 6, a sequence of functions is constructed to reach a contradiction, which completes the proof of Theorem 1.2. In Section 7, we show the asymptotic representation of certain Green function which has been used in Section 5.
Test functions computations
In this section, we prove point (2) of Theorem 1.1. Let λ 1 (Ω) be defined in (1.4) . It is well known that λ 1 (Ω) is attained by some φ 0 ∈ H 1,n 0 (Ω) satisfying the equation
Here and in the sequel we denote n u = div(|∇u| n−2 ∇u) for any u ∈ H 1,q (Ω) for some q > 1. By elliptic estimates, φ 0 ∈ C 1 (Ω). Without loss of generality, we can assume 0 ∈ Ω and
The existence and uniqueness of G is well known (see, for example, [7, 8] ). It is also well known (see, for example, [16] ) that locally G takes the form 
2δ } and |∇η| 2/δ for sufficiently small δ > 0. One can see that φ ∈ H 1,n 0 (Ω). We choose t such that t → 0, t n log 1 → +∞ and t n+1 log 1 → 0. By Lemma 2.1(a), we have
We also need to estimate the energy of φ in domain {x ∈ Ω: G < n α n log 1 2δ } as follows:
Combining the above three estimates, we obtain
0 (Ω) and ∇v n = 1. By (2.1), (2.4) and Lemma 2.1(b), we have
We also have by (2.4),
A straightforward calculation shows on domain {x ∈ Ω: G n α n log 1 },
, we have by (2.5) and Lemma 2.1(b),
for some constant C > 0. Letting → 0, we obtain J α α n (v ) → +∞. This completes the proof of point (2) of Theorem 1.1.
Maximizers of subcritical functionals
Let J α β (u), H be defined in (1.3), and λ 1 (Ω) be defined in (1.4). In order to prove point (1) of Theorem 1.1, we consider the subcritical functional J α α n − . Firstly we have the following.
Proof. For any fixed > 0, we choose a maximizing sequence
Since u i is bounded in H 1,n 0 (Ω), we can assume
Hence
where
The following observation is important.
On the other hand, ∀u ∈ H, we have by Lemma 3.1,
Blowing up analysis
In this section, we use blowing up analysis to analyze the behavior of the maximizers u described in Lemma 3.1. The proof of point (1) of Theorem 1.1 can be easily finished once the behavior of u is well understood. The blowing up analysis is composed of several lemmas. Denote c = |u |(x ) = max x∈Ω |u |(x). If c is bounded, Theorems 1.1 and 1.2 hold by applying elliptic estimates to Eq. (3.2). In the following, without loss of generality, we may assume c = u (x ) → +∞, for otherwise we consider −u instead of u . We may also assume x → p ∈ Ω. Here and in the sequel, we do not distinguish sequence and subsequence, the reader can recognize it from the context.
In 
Hence e α |u | n/(n−1) is bounded in L q (Ω) for some q > 1 provided that is sufficiently small. Applying the elliptic estimates to Eq. (3.2), one gets c is bounded, and a contradiction. So u 0 ≡ 0, and whence α → α n , β → 1 and γ → α. Assume |∇u | n dx μ in sense of measure. If μ = δ p , then the usual truncation imply that e α |u | n/(n−1) is bounded in L q (B r (p)) for some q > 1 and r > 0. Applying elliptic estimates to Eq. (3.2), we have u is bounded in L ∞ (B r/2 (p)), which contradicts the assumption that c → +∞. 2
where ψ and ϕ are defined on Ω = {x ∈ R n : x + r x ∈ Ω}. By Eq. (3.2), we have
and
In order to study the convergence of ψ and ϕ , we need the following. Note that |ψ | 1, applying elliptic estimates (see [21] ) to Eq. (4.4), we have
Liouville-type theorem implies that ψ ≡ 1 in R n .
On the other hand, we have in any ball B R (0)
Applying Harnack inequality for n-Laplace equation (see [19] ) and Lemma 4.3 to Eq. (4.5), one can see that ϕ is bounded in L ∞ (B R/2 ). Then elliptic estimates (see [21] ) implies that ϕ is bounded in C 1,γ (B R/4 ) for some 0 < γ < 1, and whence ϕ → ϕ in C 1 (B R/8 ). From (4.6), one can deduce that Hence ϕ satisfies the following equation: R n e n n−1 α n ϕ dx = 1, and ∂V t are all spheres, which implies that ϕ is radially symmetric. By solving the corresponding ODE, we obtain
(4.8)
When n = 2, the representation of ϕ is the same as that of Chen and Li [4] . In fact, we have proved the following. Noting that
we get the result. 2 The following decomposition of J α α n − will be used in Section 5. In order to investigate the convergence behavior of u away from p, we need the following. 
Proof. We divide Ω into three parts
for some A > 1. Denote the integrals on the above three domains by I 1 , I 2 and I 3 , respectively. It is not difficult to see that
for some ξ ∈ B R . Letting → 0 first, then R → +∞, we have I 3 → φ(p). Combining all the above estimates, we finish the proof of Lemma 4.9. 2
The following phenomenon was first discovered by Brezis and Merle [2] , developed by Struwe [20] . We obtain a more general version. 
11)
where α < λ 1 (Ω) is a constant. Then for any 1 < q < n, we have ∇u n C f 1 for some constant C depending only on q, n, α and λ 1 (Ω).
Proof. Without loss of generality, we assume f L 1 (Ω) = 1. For t 1, denote u t = min{u + , t}, where u + is the positive part of u. Testing Eq. (4.11) with u t , we have
Assume |Ω| = |B d |, where B d = {x ∈ R n : |x| d}. Let v * be the classical rearrangement of u t , and
It is well known that the infimum on the left-hand side of (4.12) is attained by
Calculating ∇φ 1 n n , we have by (4.12), ρ de −C 1 t for some constant C 1 > 0. Hence 
The fact that Ω e νu + C 2 implies that u + is bounded in L n (Ω). By Young inequality, we have for 1 < q < n,
for some constant C 4 depending only on q, n, α and λ 1 (Ω). Similarly, we have Ω |∇u − | q dx C 5 for some constant C 5 depending only on q, n, α and λ 1 (Ω). This completes the proof of Lemma 4.10. 2
The following lemma reveals how u converges away from p.
Lemma 4.11. c 1/(n−1) u G α weakly in H 1,q (Ω) for any 1 < q < n, where G α is a Green function satisfying
Proof. By Eq. 
and whence (4.13) holds. The usual elliptic interior estimates gives the second assertion of Lemma 4.11. 2
Up to now, we have described the convergence behavior of u near p (see Lemma 4.4) and away from p (see Lemma 4.11) when the concentration point p lies in the interior of Ω.
Case 2. p lies on ∂Ω.
We only need to explain the difference between Cases 1 and 2. 
Since α < λ 1 (Ω), the above equation has a unique solution G α = 0. Hence
This is all we need to know about the convergence behavior of u when the concentration point p lies on the boundary of Ω.
Proof of point (1) 
An upper bound of J α α n
To derive an upper bound of J α α n , inspired by [13, 15] , we need the following result due to Carleson and Chang [3] . As in Section 4, two cases should be considered when we derive an upper bound of J α α n for 0 α < λ 1 (Ω).
Theorem C (Carleson and Chang). Let B be the unit ball in
R n . Given a function sequence (u ) >0 ⊂ H
Case 1. p lies in the interior of Ω.
The following asymptotic representation of G α is very important in the rest of our argument, and it will be proved in Section 7. 
where A p is a constant depending only on α and p, g α (p) = 0, g α (x) is continuous at p, and
Denote B δ (p) = {x ∈ R n : |x − p| δ} by B δ , and ∂B δ (p) by ∂B δ for simplicity. By Lemma 4.11 and Proposition 5.1, we have
for some ξ ∈ ∂B δ , where o (1) → 0 as → 0. By the continuity of g α , we have
. 
Using Lemma 4.11 again, we have by the definition of τ ,
Similarly we have We proceed and use the same notations as in Case 1. By (4.15), c 1/(n−1) u 0 weakly in H 1,q (Ω) for any 1 < q < n, and in C 1 (Ω \ {p}). Hence According to Lemma 3.2, we have proved the following.
Proposition 5.2. Under the assumption that c → +∞, we have for any
where A p is a constant given by Proposition 5.1.
The existence result
In this section, we will finish the proof of Theorem 1.2. We first establish several properties of G α as following. 
Proof. Part (a) follows from Proposition 5.1 immediately. Testing Eq. (4.13) with ϕ(x) = min{G α (x), t}, we have
By (a), a direct calculation shows G α >t G n dx = O(t n e −α n t ), and (b) holds. Using divergence theorem in domain {G α > t}, we get (c). 
Proof. The isoperimetric inequality for domains A in R n says that
Taking A to be {G α > t}, we have by Hölder inequality and Lemma 6.1(c),
Hence we obtain
We have by Lemma 6.1(a), 
R , R, B and C are constants to be chosen later such that R → +∞ and R → 0 as → 0. Let G α (x) be as above. Set
To ensure φ ∈ H 1,n 0 (Ω), we assume
We have by Lemma 6.1(b),
An elementary calculation shows
and we have used
by induction. Hence we have by Lemma 6.1(c),
Setting Ω |∇φ | n dx = 1, we have
Combining (6.1) and (6.2), we have
Hence we have by Lemma 6.2, The contradiction between (6.4) and (5.11) implies that c is bounded and Theorem 1.2 follows immediately from elliptic estimates on Eq. (3.2).
Asymptotic representation of G α
In this section, we will use the method in [9] to prove Proposition 5.1.
Proof of Proposition 5.1. Let G α be a solution of Eq. (4.13). We may assume the existence of such a G α for otherwise a contradiction comes from Lemma 4.11, which implies that c is bounded and our theorems are proved. We write G instead of G α and assume p = 0 ∈ Ω for simplicity. The proof is divided into three steps.
Step 1. Estimates on the growth of G.
Step 2. Let g(x) = G(x) + γ log |x|. Then lim x→0 g(x) exists and lim x→0 |x|∇g(x) = 0.
If we consider G(x) + γ log |x| − |x| instead of G(x) + γ log |x|, and employ a strong comparison principle due to Damascelli [5, Theorem 1.4] instead of [9, Lemma 1.2], the proof of this step is completely analogous to that of Kichenassamy and Veron [9, pp. 605-607], so we omit the details.
Step 3. We claim that γ = n/α n .
Integrating by parts on both sides of Eq. . This completes the proof of Proposition 5.1. 2
