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Let PsZ,(V) be the projective commutator subgroup of the orthogonal 
group of an n-dimensional nondegenerate quadratic space V over a field F 
of characteristic # 2. If  V is isotropic then P&(V) is simple except when 
n =3andF=Fs, or n = 4 and V is a hyperbolic space. In the anisotropic 
case, however, much less is known about the structure of PSZ, . Among the 
known results in this case are those of Kneser and DieudonnC in which they 
established the simplicity of Pi&, when n 3 5 and F is an algebraic number 
field (see [a and [3], respectively) those of Pollak who determined that PQ,( V) 
has the congruence subgroup property in the usual sense when n = 3 and F 
is a nondyadic local field, or V is a modular space with n 3 3 over a field of 
formal power series over real numbers (see [9, lo]), those of Johnson who 
extended [9] to the case n = 4 (see [4]), and those of Martin who extended [lo] 
to the nonmodular case (see [7]). The main concern of this paper is to deter- 
mine the structure of O(V) where V is an anisotropic space over the formal 
power series field of several variables over real numbers. Instead of attacking 
the problem directly, we try to determine the structure of O(L) of an aniso- 
tropic lattice L over the ring of integers of the formal power series field. 
Let 0 be the valuation ring of [w((rri)) ... ((rr,)), formal power series field 
in m-variables. Let L be a lattice over 0 with Jordan splitting L, 1 . . . 1 L, , 
where Li is a modular, anisotropic sublattice with dimLi 2 3. Our main 
results (listed as Theorem 8.6) may be stated as follows: 
A subgroup G of O(L), with order of G = g, is a normal subgroup if and 
only if 
fW9 C G C O(g), 
namely, O(L) has the congruence subgroup property. We are able to apply 
our main result to determine the structure of O(V) modulo 8.8 and 8.10, 
where V is an anisotropic space over [w((n,)) ... ((r,)). Hence, [7] and [lo] 
are special cases of our result when m = 1. 
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Besides the main theorem, Theorems 3.1, 6.5, 6.7, and 6.8 determine the 
factor groups of the congruence groups of the same order. Theorems 3.6-3.8, 
6.3, 6.4, and 6.6 concern the generators of the congruence groups. 
1. GENERALITIES 
Let R be a field of characteristic # 2 and let R((n)) denote the field of all 
formal power series 
P{7T> = c UJr”, a,ERand y > --co. (1-l) 
v>v 
Let r1 ,..., 7r, be a finite set of indeterminants over R. Define successively 
R,, = R, RI = &((nJ) ,..., R, = Rmpl((?rm)). Thus, for m > 1, the general 




with %I ,..” ~ E R, yj = ~~‘i(v~+r ,..., v,) > -co for j = I,..., m - 1 and 
ym > --co. 
The smallest exponent v, of r,,, occurring in any of the nonzero terms 
of (1.2) is called the m-order of P{w} and denoted by o,(P{?r}). The m-order 
O;n canonically induces a discrete, nonarchimedean valuation / Irn of rank 1 
on R, . We use 0, to denote the ring of integers of R, , P,,, for the unique 
maximal ideal of 0, and k, for the residue class field. It follows immediately 
that 0, = R,,&[T~]] the ring of all formal power series over R,-, , P, = 
{p~O,I~m(p)>O}, and lin=L1. 
Suppose &(P{v>) = v, . The coefficient %m in (1.5) is called the (m - l)- 
minimal coefficient of P{,,), and denoted by c,+~(P(~}). For each j < m, 
we define successively the j-order ofp{r}, O#{?r}) = oj(cici+r a.* c,-,(P{rr})). 
Put o,=&. Define an order function from R, to 2” (direct sum of 
m-copies of 2) by letting P(P{r}) = (O,(P{rr}),..., O&‘{~T})). 
Order Zr” antilexicographically from right to left: 
if and only if there exists some s between 1 and m such that i, < j, and it = jt 
for all t with s < t < m. 
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The order function on R, induces canonically a discrete valuation / 1 of 
rank tn. We use 0 to denote the ring of integers, i.e., 0 = {P{,,> 1 O(P{rr}) > 
(0, O,... , 0)}, P the unique maximal ideal ~~0. It is easy to see that the 
residue class field O/P g R. 
Suppose R is an ordered field with order relation <. Then, < can be 
extended to R, as follows: Let P{z-r} = &=Y ~~,,rrr”, a, # 0. Define P(v~} > 0 
if and only if a, > 0. This defines an order relation on A, that is an extension 
of < on R. Inductively, one can extend < to R, . Letp and q be two positive 
elements in R, . Then, it is easy to check that O,(p + q) = min{Oj(p), Oi(q)} 
for all j = l,..., m. Hence, O(p + q) = min{O(p), O(q)}. 
We use R to denote the multiplicative group of all nonzero element of R. 
We use G” to denote the direct sum of n-copies of G. 
PROPOSITION 1.1. Let (I? be a nonzero element of R, . Then, the following 
statements are equivalent. 
(a) 01 is a square in R, 
(b) cm-r(~) T$J’) is a square in R, . 
(4 c,,cl ,..., ~++~(a) is a square in R and O,(a) are even for all j = 
1 ,***, 
(:) 01 = a square in R,(mod CYP). 
Proof. It is easy to show that (a) implies (b), (b) implies (c), and (c) 
implies (d). We only have to show that (d) implies (a). 
We use induction on m. If m = 1, then the proposition is the local square 
theorem in [9, 1.11. By induction, one can prove the local square theorem 
on%, m > 1, with respect to the valuation 1 1111 . Let OL = &,. 9~~” is a 
square. Let p = orl%rmV = 1 (mod Pm). By local square theorem on R, , 
fi is a square. It is done. Q.E.D. 
PROPOSITION 1.2. If R is a pythagorean $eld that does not contain - 11j2, 
then R, is also a Pythagorean field. 
Proof. Let CY and /3 be two squares in R, . If O(a) # O(p), then O(cl + fi) = 
min{O(or), O(B)}. Thus, c,c, ... ~+~(a! + /I) = O&3) is also a square. Hence, 
01 + B is a square. Assume O(a) = O(p). If, O((Y + 8) > O(o), then 
cm-r(a) + cm-r(~) = 0. By induction, c,,cl *a* C+~(CX + /3) = c,,c, *a* cm-r(~) + 
COG *.. c,,&3) is a square. The result now follows from 11. Q.E.D. 
PROPOSITION 1.3. km/km2 g (k/@)m+l. 
Proof. We define a mapping p from k,/k,2 --f (k/&)m+l as fohows: Let 
01 E R, . We define p(a) = (~4~ .*. c,-I(~), a,), where a, = (O,(a),..., O,Ja)). 
It follows from 1.1 that p is a well-defined map. One can check easily that p 
is an isomorphism. Q.E.D. 
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PROPOSITION 1.4. Suppose R is the jield of real numbers. Then, R,,, is a 
Euclidean ordered Henselian field with the Witt ring of quadratic forms, W(R,), 
z direct sum of 2m-copies of Z. 
Proof. Straightforward. Q.E.D. 
2. LATTICES 
Let 0 be as in Section 1. If 01 and j3 are elements of 0, then OL N ,!I will mean 
01 = ~‘$3 for some unit u in 0. It follows from 1.1 that we have the local 
square theorem: If 01 and ,9 are elements of 0 such that OL = p (mod ,P), then 
a - /I. 
0 is a local domain with the properties that every finitely generated ideal is 
principal and the set of all ideals of 0 is linearly ordered by inclusion. But 
there does exist ideals of 0 that are not principal. For example, the ideal in 0 
generated by ~;t,rr, for all positive integer i is not principal. If S is a non- 
empty subset of 0, then the ideal generated by S is denoted by [SJ. If 
S = {a}, we use [a] instead of [{a}]. 
Now, let L be a lattice, i.e., a finitely generated free O-module endowed 
with a nondegenerate symmetric bilinear form, denoted by (x, y) + x * y where 
x,y are inL. Thus, x.y =y.x and x.L =O implies x =0 for all x,y 
in L. We often write x . x = x2. The dimension (rank) of L is denoted by 
dim L. We define the scale of L, sL, to be the ideal L . L = {xy 1 x, y are in L) 
and the norm of L, nL, to be the ideal generated by x2, x EL. 
PROPOSITION 2.1. Every lattice has an orthogonal basis. 
Proof. Let L be a lattice. The scale of L, SL = L . L, is finitely generated, 
and hence, SL is a principal ideal with generator (11. We claim there exists z 
in L such that [z2] = [a]. There exists x, y in L such that xy = 01. If 
Hx2, r”ll $i bl, then [(x + yJ21 = bl. 
Since 0 is a local domain, we may choose a basis {sJ for L with zr = z. 
For each i > 1, we define yi = zi - &(zz&, and put yi = x1 , then, 
{ yi} is a new basis of L with y1 . yi = 0 for all i > 1. Thus, L = ( yJ 1 M, 
the orthogonal sum of ( yi) and M, it4 is the submodule of L spanned by all 
yi , i > 1. The result now follows from induction on dim L. Q.E.D. 
A vector in L is called pure if it is contained in some orthogonal basis of L. 
A lattice is said to be s-modular if it has an orthogonal basis {xi} such that 
xiL = [s] for all i. Any lattice has a Jordan splitting; that is, 
L =L, IL2 1 ..* IL,, (2.1) 
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where each Li is modular and sL, r) sL. z+l (proper containment) for all i. 
We will show later that the quanties: 
(2.2) t, the ideals si = SL, and ni = dimLi for all i, are invariants 
of L. A pure vector x of L is said to be pure of type i (or i-pure) if XL = si . 
If A is a nonzero ideal of 0, we define 
LA=={XELjXLCA}. (2.3) 
It is easy to check that (/ 1 K)* = J* 1 K*, and that if M is s-modular, 
then M* = +AM if A _C [s]. It follows that (if 2.1) is a canonical splitting 
for L, then 
LA = 1 ((A$) n 0) Li . (2.4) 
1q<t 
Also, 
L”L* = A, if and only if A = si for some i. (2.5) 
The lattices Lsl ,..., Lat are of particular importance, they satisfy the relations: 
L%-J)%3 .*.-JLQ 9 
s-lLS’ c s-‘L”z c . . . c s-lLQ 
1 2 t ' 
PROPOSITION 2.2 (Modular Component Theorem). A modular subZattice 
M of L is an orthogonal component of L (i.e., L = M 1 MO) if and only if 
M.M=M.L. 
Proof. It suffices to show the sufficiency. We use induction on M. Let x 
be a maximal vector in M with [x2] = M . M = ML. Similar to the proof 
of 2.1, one can show that L = (x) I (x)O. Now, let M’ = M n (x)0. If 
dim M’ > 1, then s(M’) = s(M) = M’ . (x)“. The result now follows 
from induction. Q.E.D. 
THEOREM 2.3. The quantities (1.2) d erived from a Jordan splitting (1.1) 
of L are invariants of L, i.e., independent of the choice of Jordan splitting. 
Proof. The ideals s, ,..., st , are characterized by (2.5), and hence, they 
and t are invariant. On the other hand, using (2.4), one can check that 
Lsi/(LS*)P8i g L,/PL, , whence, dim Li = dimR(LSi/(L8i) Psi) is invariant. 
Q.E.D. 
The orthogonal group O(L) consists of all isometries on L. If y is an i-pure 
vector, then the linear map 7y defined as T,(X) = x - (2(xy)/ys)y is called 
an i-symmetry or a symmetry of type i. We have the following generation 
theorem (2.6): 
If dimL = n, every element of O(L) can be expressed as a product of 
<2n - 1 symmetries; in addition, the number of symmetries of type i in the 
product is at most 2n, , where (2.1) is a Jordan splitting. 
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Let 6 = f  1. Denote 8, (or simply 8) the mapping from L to L that carries 
x to 6x. It follows easily that 6 is in O(L). Let O+(L) = O(L) n O+(RmL), and 
let Q(L) = [O(L), O(L)] = ([o, 71 = -I -l u T UT a, T are in O(L)}. It is obvious 1 
that Q(L) C O+(L), and they are normal subgroups of O(L). 
The proofs of the following two lemmas are straightforward, so we omit 
the proof here. 
LEMMA 2.4. Let x, y be two i-pure vectors in L with x2 = y2. Then 
TX--Y 9 or TtlTx+!J carries x toy according to x - y or x + y is i-pure. 
LEMMA 2.5. Let M be an orthogonal component of L and (T be an isometry 
from M to L. Then, there exists T in O(L) such that u restricted on M = 7. 
3. RELATIONS BETWEEN CERTAIN SUBGROUPS 
Throughout this section, L is a lattice with Jordan splitting given by (1) 
and [si] = Li *L, . For each i = l,..., t, we define a map Ki: [Si] -+ R by 
putting K~(CX) equal to the image of ~~~~~~~~~~~~~~~~~ *.. rr;‘m(‘i) under the 
canonical mapping n (or -): 0 --f R. We also put 
& can be made, in a natural way, into a regular quadratic space over k by 
putting 
f  *y = Ki(X * y), for all x, y  in L”. 
Since L”f and Lpsi are both invariant lattices, each u in O(L) induces a map xi(u) 
on Ii by means of 
Xi(U)(K) = aXy for all x in LSi. 
xi is a homomorphism of O(L) into O(&). It is easy to see that ~~(7%) = T~ 
if x is i-pure, and xi(Tx) = 1 otherwise. Hence, xi is surjective by the Cartan- 
Dieudonne theorem. 
We define 
O++(L) = n x;l(~+(~i)), 
i=l 
O’(L) = h X,‘(O’(Ei)). 
i=l 
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We have @n(L) C O’(L) C O++(L) _C O?(L) C O(L), and they are normal 
subgroups of O(L). In fact, the group O++(L) can be characterized as those 
elements of O(L) that, when expressed as product of symmetries, have an 
even number of each type in the product. 
PROPOSITION 3.1. Suppose O’(&) = G(&) for all i = l,..., t. Then, each 
element of O’(L) can be written as the product of elements of the form rorv , where 
x2 = y2. 
Proof. We use induction on t. Let u be in O’(L), xi(o) is in Gr(&) implies 
x1(4 = (T~,T~,) ... (TASTY,,), where xi , yi are 1 -pure vectors with xi2 = pi2 for 
i = I,..., m. xi2 = yc2 (mod Psi) implies xi2/yiz = 1 (mod P). It follows from 
the local square theorem that xi2 = p2yi2 for some unit CL. By using pyi 
instead of yi , we may assume that xi2 = yi2 for all i = I,..., m. Let T = 
kq1/,) ... (~~~r~,). Put p = ~-lo. Then, xi(p) = 1 in O(&) implies that 
(p - 1)L”i CL p~c. Choose a basis {zi} for L such that zi ELM for all i, 
especially L, = ({z, ,..., z,}). Define, successively, wr = (zl + p(z,))/2, 
p1 = TzlTpD1 ,..*, %z = (z, + pmpl .a* plp(z,))/2, and pm = TASTY’, . Then, one 
can prove directly that wi = zi (mod Psi) and xl(pl) = 1 for all i = 1 ,.. ., m. 
It follows from local square theorem again, wi2 = pi2Zi . Hence, by using 
Pl -‘wi instead of wi , we may assume wi2 = zi2. It follows from the proof of 
2.4 that a’ = pw ... pip restricted on L, = identity. Since p1 ,..., plrr , 7 are of 
the required type. u’ is in O’(L,O). Now, the result follows from induction. 
Q.E.D. 
THEOREM 3.2. Q(L) = O’(L) if and only if sZ(Ei) = O’(&) for all 
i=l t. ,..., 
Proof. Apply 3.1, Witt theorem 2.4, and Local square theorem 1 .l. 
COROLLARY 3.3. Suppose& is isotropic with dim& 2 3 for all i = I,..., t. 
Then, Q(L) = O’(L). 
Proof. If V is an isotropic quadratic space over k with dim V > 3 
O’(V) = sZ( V) by [8, Sect. 5.61. Hence, S@<) = O’(E,) for all i. Q.E.D. 
COROLLARY 3.4. I f  k/k2 g 2, , then 52(L) = O’(L). 
Proof. Let V be a quadratic space over R and let CJ E O’(V). Write 
0 = TxlTx, ’ ’ * Tx2m 9 where TV< is a symmetry for all i = I,.. ., 2m. 0(u) = 
JJ (xi”) = 1 implies there exists some i > 1 such that (xz2)(xi2) E k2. By 
conjugacy, we may assume, without loss of generality, that (x~~)(x~*) E R2. 
Hence, x22 = ,u2xr2 for some unit p. Replacing x1 by p1 , allows us to assume 
that xi2 = x22. By applying 2.5, 7z172 2 is in Q(V). Now, 7, 3 ... Txzm E O’(L), 
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and hence, Q(V) = O’(V) by induction. Thus, Q(&) = O’(&) for all 
i=l ,..., t, and sZ(L) = O’(L). Q.E.D. 
COROLLARY 3.5. If R is a finite jeld or the real number field, then Q(L) = 
O’(L). 
Proof. It is easy to see R/R2 s 2,. Apply 3.4. Q.E.D. 
THEOREM 3.6. (i) O(L)/O+(L) g 2,) 
(ii) O+(L)/O++(L) gg Xi$& , 
(iii) O++(L)/O’(L) = subgroup of XiL1T/R2, 
where s is the number of Jordan components with dimension >2. 
Proof. Let G = ~=,.Za and define a map d: O(L) -+ G by 
d(u) = (det q(u),..., det q(u)). 
D is clearly a surjective homomorphism with kernel O++(L). Thus, 
O(L)/O++(L) E G. Now, (ii) follows immediately since (i) is trivial. 
Define a map 9: O++(L) + X@/R2 by 
w = (%W, . * * , f%%(u))). 
One can check that 8 is a homomorphism with kernel O’(L). Q.E.D. 
COROLLARY 3.7. If R is a$nite$eld, then O++(L)/Q(L) z X:,&I?. 
CQROLLARY 3.8. If R is the real number field, then 
where r is the number of isotropic components Li . In particular, O++(L) = Q(L) 
if all Li are anisotropic. 
4. INVARIANT LATTICES 
From now on, we will assume that the residue class field R is the real 
number field. We also fix a lattice L with Jordan decomposition (2.1), i.e., 
L =L, 1 ... IL,, where Li is s,-modular for all i = l,..., t. I f  Li is 
isotropic for all i, the structure of O(L) has been determined in [3]. Thus, we 
may assume that some of the Li are anisotropic. We will only treat the case 
where all Li are anisotropic. In the general case, one can apply the results in [3] 
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and this paper to get a complete determination of the structure of O(L). 
Thus, the assumption that L, is anisotropic for all i is mainly technical to 
simplify and unify the treatment. 
A sublattice M is called an invariant lattice of L if aM = M for all u in 
O(L). If A is a nonzero principal ideal it is evident that LA is invariant. Thus, 
if g, ,..., g, are principal ideals, the lattice 
M = g,LS’ I ... I gtLQ, (4-l) 
is also invariant. We shall show that all invariant lattices are of this form. 
LEMMA 4.1. L = & n,(si), where ni = dim L, and ni(sJ is the 
orthogonal sum of ni copies of the one-dimensional sublattice (si). 
Proof. Since u/u2 = {f 1}, L is unimodular implies L z n(S) for some 
6 = f I. The result follows from the induction on t. Q.E.D. 
LEMMA 4.2. Suppose that the invariant lattice M contains a vector ax, 
where x is pure of type i and a E 0. Then, aL8i is contained in M. 
Proof. Let y be an i-pure vector. It follows from local square theorem 
that y2 = E2Si. Let x2 = py2, where p is a square unit, say p = v2. Thus, 
(~y)~ = x2. By 2.5, there exists u in O(L) such that ax = my, so avy is in M 
and ay is in M. Let z be a vector in La*. If z is not i-pure, then s is in Psi by 
the modular component theorem. Let y be an i-pure vector. Then, y + x is 
i-pure, and hence, a( y + z), are in M. This shows that aL84 is contained in M. 
Q.E.D. 
THEOREM 4.3. Let M be an invariant lattice. Then, there exists one and 
only one set of ideals g, , . . . , g, satisfying both (4.1) and 
g, 2 g, c -** c g, ) s1g, 2 s2gz 2 .*. I stg, . (4.2) 
These ideals are given by 
gi = s,l(ML”i). (4.3) 
More precisely, we have 
M = k&J I ... -L (g&t). (4.4) 
Proof. See [ll, (II), 5.21. Q.E.D. 
DEFINITION 4.4. If M is an invariant lattice, we write M = (gI ,..., gt), 
where g, ,..., g, are the ideals determined by (4.1) and (4.2). 
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If S is a subset of L, the intersection of all invariant lattices that contains S 
is the smallest invariant lattice by Z(S). Clearly, Z(Z(S)) = Z(S) and Z(S) = 
(g1 ,***, gt), where gi = s;~(SLQ) for all i = l,..., t. 
5. ORDERS AND TABLEAUS 
We use 6 to denote fl and 6, (or simply 6) to denote the mapping carrying 
x to 8x for x in L. Let u in O(L). We define 
o&) = n I((0 - SJLS‘), (CLQ), (5.1) 
(1 
i = l,..., t. oi(u) is an invariant sublattice and 
and 
oi(u) = mjn Z((a - a,), L”“), 
(5.2) 
Ls* = m;x I((0 - S,) Lsi). 
We define the order of a, o(u), to be the function that assigns to each ordered 
pair of integers (i,j), 1 < i, j < t, the ideal oii(u) defined by oi(u) = 
(44...9 0itw 
It follows from (4.4) and (5.2) that 
sjoij(u) = M8in Z((u - 8,) Lsd) L*j. 
Let us temporarily put g, = oi(u). Then, by (5.1), 
gj CLQ, for i = l,..., t, 
and since (sj : si) L*i C L8j, 
Csj : 4 gi C gj 9 for i,j = l,..., t. 
If we put gij = otj(u), these conditions can be restated as 
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LEMMA 5.1. Let CJ in O(L). Suppose Ok = I((0 - 6,) Lag) and oj(u) = 
Z((o + 6,) LQ) for some choice of 6 = +l. Then, oij(u) = si : sj . 
Proof. It follows from (5.2) that LSj = Z((u - 8JLsf), hence, by (5.4), 
(si : sj)Lsj C oi(u) and (si : sj) Z o&u). The lemma now follows from (5.5). 
Q.E.D. 
We put oij(u) = gij as above. It follows from 5.1 and the identity 
that 
((0 - w4 Y = (Uu - SL) Ye4 
sigij = sjgji . (5.8) 
Let g be a mapping from the pairs of integers (i, j) with i, j = l,..., t, into 
the set of ideals of 0. Write gi, for the image of (i, j) under g. Then, g is called 
a tableau (for L) if it satisfies the conditions (5.5)-(5.8). If g is a tableau, gi 
will denote the invariant sublattice gi = (gil ,..., git). 
By what we have proved above, the order O(u) of any element u in O(L) 
is a tableau. 
The set of tableaus (for L) is partially ordered by defining g < h, if gij Z hij 
for all i, j = l,..., t. 
Let G be any nonempty subset of O(L). The mapping 
(i, j) tt oij(G) = c oij(G). 
oinG 
is the order of G, denoted by o(G). Clearly, o(G) is a tableau. 
LEMMA 5.3. Let u and p be in O(L) and let 6, 6’ = f 1. Then 
Z((u/l - (SS’),) LS’ C Z((u - 6,) LS’) + l((p - S,,) LQ), 
and Oi(uP> C Oi(u) f Oi(P>~ for i = l,..., t. 
Proof. The result follows from the identity. 
up - (SS’), = (0 - %)P + SL(P - S,‘). WY 
6. CONGRUENCE SUBGROUPS OF O(L) 
Let g be a tableau. The set of all u in O(L) with o(u) < g is called the 
(general) congruence group of O(L) corresponding to g. It is denoted by 
O(L,g) or simply O(g). It follows from 5.3 and the formula 
pup-1 - 6, = p(u - 6) p-l, (6.1) 
that O(g) is actually a normal subgroup of O(L). 
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The homogeneous congruence group of O(L) corresponding to g is the set 
HO(L,g) of those u in O(L) with the property (u - lL)L8* C gi for all 
i=l ,..., t. Again, we often write HO(g) instead of HO&g). Clearly, 
HO(g) C O(g), and one can show that HO(g) is a normal subgroup of O(L). 
We define a third congruence group, s2(L,g) or G(g), to be the mixed 
commutator subgroup [O(L), O(g)]. It is a normal subgroup of O(L) and the 
formula 
pup-b-1 - lL = (pup-’ - 8,) u-1 + &(0-i - S,), (64 
shows that IR(g) C HO(g). It is obvious that a(g) C G’(L). 
Fix a tableau g, and suppose that gii C 0 for some i, i < i < t. Let 
u E O(g). Then, it follows from 5.2 that (u - 8) LQ C gi for one and only one 
value of 6 = fl; define A,(U) to be this value of 6. It follows from 5.3 that 
di: O(g) - 2, is a homomorphism. It is easy to see that u E HO(g) if and 
only if d<(u) = 1 for all i E I = {i 1 gii C 0, i < i < t}. Thus, HO(g) is the 
kernel of the mapping d: O(g) + Z,I defined by d(u) = (O,(u)),,, . 
THEOREM 6.1. ifg is a tableau, the factor group O(g)/HO(g) is isomorphic 
to the direct sum of s copies of Z, , where s < t. The integer s is 0 if g = L, 
while otherwise s - 1 is the number of integers p, 1 < p < t - 1, which 
satisfies both (i)g,, C 0 = g,,,+r , and (ii) there exists v  > p such that g,, C 0. 
Proof. See [ll, (II), 7.11. Q.E.D. 
LEMMA 6.2. Let x, ,. . . , x, be a basis for L, and suppose that for each p, 
x, E LicU) where (2.1) is a fixed Jordan splitting. If g is a tableau and u E O(L), 
then u E HO(g) if and only if ux,, - x, egg for p = l,..., n. 
Proof. The necessity is obvious. The sufficiency follows easily from (2.3), 
(5.4), and the definition of HO(g). Q.E.D. 
LEMMA 6.3. Let g be a tableau. 
(i) If x and y  are i-pure vectors, then 72~V is in HO(g) if and only if 
YE(X) +gi- 
(ii) A set of generators for HO(g) consists of those products of symmetries 
described in (i) and those symmetries r whose type p satisjies g,, = 0. 
Proof. (i) follows from straightforward computation. 
(ii) Ifg,,, = 0 for all p, then HO(g) = O(L), and the lemma is simply 
the Cartan-DieudonnC theorem. Suppose that gi, C 0, and choose u E HO(g). 
Let x be an i-pure vector and let p = rler,,z+z. It follows from 2.4 that 
pox = x. p E HO(g) by (i). Now, the result follows from induction on 
dim L. Q.E.D. 
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PROPOSITION 6.4. Let g be a tableau. Then, HO(g) is generated by those 
symmetries r whose type TV satisfies g,, = 0, and those products of v-summetries, 
7z~V , that satisfy y = x f /I.z, where z is a j-pure vector in (x>O, /I egii and 
i<j. 
Proof. Fix a canonical splitting (2.1) L = L, J- ... 1 L, . We use 
induction on dim L. Let x be a vector in L, of type 1, and let u be in HO(g). 
Since 0 is linearly ordered, we may write ax = ax + a,x, + *.* + a,x, , 
where xj is a j-pure vector contained in Li , aj egij , and a E 0 for j = 1 ,... , n. 
Apply 2.4, if T,&UX) = x, then, it is done by induction; otherwise, 
~,J,,+,(ux) = x and gii C P, a - 1 egii . Use (l/l + a)(ox + x) instead of 
ux + x, we have T,T,(VX) = x, where y  = x + b,x, + ... + b,x, , with 
b, Egii, j = l,..., 1~. Let yj = x + b,x, + . .. + bjxi for all j = l,... , n, and 
let y. = x. Then, y3 is i-pure for all j, T~,-~T~, is of the required form, and 
TsTy = ho~~l)(T~lT~~) **’ (T~,-l 7 II, ). Now, the result follows from induction. 
Q.E.D. 
THEOREM 6.5. Let g be a tableau. Then 
Q(g) = Q(L) n HO(g). 
B(g) is generated by all products of the form TOTS with x”( y2)-’ a square unit and 
y E (x> +- gi , where x, y are i-pure vectors. 
Proof. It has already been shown that Q(g) c Q(L) A HO(g). Conversely, 
suppose that a E Q(L) n HO(g). E x p ress u as a product of the generators for 
HO(g) described in the previous lemma. By conjugacy, we may assume that 
the symmetries of type 1 come first, those of type 2 come next, etc. 
Suppose first that for some i, 1 < i < t, we have gii C 0. Then, the 
symmetries of type i in the product appear in pairs TOTS, where y  = a2x4 
(mod Ps,) and so, y2 = d2x2 for some unit by 1.1. Since Tu = Td-ly , we may 
assume that x2 = y2 p = T~T(~+~),~ is in HO(g) by 6.3, since (x + y)/2 - x Eg,, 
and hence, 7%~~ = ~~p~~p-l is in Q(g). 
Next, suppose gii = 0, so that gi = LQ. Since xi(u) E G(&), we may write 
xi(u) = (TAUT,,) ... (T~~T~~), where xi, yi are i-pure vectors with zi2 = 7i2 
in k. Let p = 7z1~v1 ... 7zm~vm p E 52(g) by 1.1 and 2.4. (up-i - 1) LQ C Lpsf. 
By the above discussion, the i-symmetries in the expression for u occur in 
pair 7=Tv with required form. Thus, u E Q(g), and so G(g) = Q(L) A HO(g). 
Q.E.D. 
COROLLARY 6.6. Let g be a tableau. Then, S2(g) is generated by all products 
T~T~+~,~ , where x, y are perpendicular pure vectors of type i, j, respectively, 
i < j and lpjl C gi3 . 
Proof. Similar to 6.4. 
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THEOREM 6.7. Let g be a tableau and let I consist of those integers i with 
gii = 0. Let I be the cardinal number of I. Then, HO(g)/Q(g) E X,+,,Z, . 
Proof. Define a mapping p: HO(g) -+ X,,,(O(&)/Q(&)) to be the 
mapping (I H (x~(c))~~~ followed by the canonical mapping 
It is easy to check that p is a surjective homomorphism with kernel p = 
HO(g) n Q(L) = In(g). The result now follows from the fact that 0+&J = 
Q(&), since Li is anisotropic, and hence, 0@#2(&) g 2, . Q.E.D. 
COROLLARY 6.8. If gii is contained in P for all i = l,... , t, then 
Q(g) = HO(g). 
7. NORM 1 GROUP OF A GRADED ALGEBRA 
Let A be an algebra over 0 with basis { 1, i, j, k}, where i2 = - 1, jr = --s 
and k = ij = -ji for some s in 0. We assume that s = 1 if s is a unit. A 
admits an antiautomorphism of period 2, called conjugation, the image of a = 
a,,1 + a++ a2j+ a&inAisa* = a,1 - a+ - a2 j - a&. a,i + a, j + a& 
is called the imaginary part of a, denoted by a, . We have T(a)1 = a + a* = 
2a,, and N(a) * 1 = uu* = ao2 + a,2+sa22 + sa22 with T(a), N(a) E 0 called, 
respectively, the trace and norm of a. I f  T(a) = 0, we call a pure. Let G = 
{a E A 1 N(a) = l}. S ince norm is a homomorphism with N(ab) = N(ba) = 
N(a)N(b), and every element a in G has the inverse a*. Hence, G is a group 
called the norm 1 group. 
Let D, , Dz be two principal ideals of 0. The subalgebra D,* 1 + D,i +Dz j + 
Dak is denoted by D = (Dr , D,). D is called a tableau if SD, C SD, C D, . 
One can easily check that the tableau defined here coincides with those 
defined in Section 5, where A is considered to be a four-dimensional 
quadratic module. If  rD, = Da, we use D,(r, 1) instead of (rDr , D,); we 
use D, to denote D,(l, 1). We define 
and 
Gn ={aEGIeithera- 1 ora+ LED}, 
HD ={aEGIa- 1ED). 
Clearly, Gn , HD are normal subgroups of G and HD C GD . Let D = (Dr , D,) 
and D’ = (Dr’, Da’) be two tableaus. We define D < D’ if Dr C Di’ for 
322 CHAN-NAN CHANG 
i = 1,2. Suppose D Q D’. Then, Ho C Hn , Gn C Grip . An element g in 
Gn is said to have order D if g is not in Got for any D’ < D, denoted by 
o(g) = D. 
Let B be a group and C be a subset of B. We use G(c) to denote the 
smallest normal subgroup of B that contains C. If  C = {c], we use G(c) 
instead of G({c}). 
Let J be a proper principal ideal in 0 with order o(J) = (yi ,..., m). We 
use y(J) to denote the largest integer 4 such that ‘ya 3 1. 
LEMMA 7.1. Suppose that g E G with o(g) = D. Ifg’ is any element of G 
such that g’ = g(mod JDz(s, 1)). Then, there is an h E HJ such that 
hgh-l = g’(mod J’D,(S, l)), 
where AT’) 3 r(J) ad OAJ’) 3 Q(J), ifr(J) = r(J’) = Y. 
Proof. Let h = h, + h,i + h,j + h& = h, + h, be an element in HJ , 
and write g =gs+g,i+g,j+g& =g,,+g,. Then, hgh-l = hgh* = 
g + (h,g, - g,W = g = [--S&a - h,g,Y + (kg, - h,gJ.i + (h,g, - h,gN 
(mod DeJ2), the elements h(n;yl *.a 7;“~ can be chosen arbitrarily in RaeI to 
satisfy the requirement in the lemma. Q.E.D. 
LEMMA 7.2. Suppose J is a proper principal ideal with y(J) < m. Let 
g E G with o(g) = D. Ifg’ is an element in G such that g’ = g (mod JDa(s, 1)). 
Then, there exists h in G such that 
where rU’) > r(J). 
hgh-l = g’(mod J’D,(s, l)), 
Proof. By applying 7.1 successively, we can find a sequence {hi}~~“,, in 
HJ,(l,l) such that 
(1) y( Ji) = y(J) = y  for all i (otherwise we are done). 
(2) {O,(J,)} is an increasing sequence. 
(3) g’ = g,+l (mod JtD2(s, 13, 
where g, = g and g 8+l = h,g,h;‘. Since 0 is complete, h, = limi+m h,hlwl . . . h, 
exists. Since G is the fibre of a point under the continuous map N: A + 0, 
and hence, is a closed set. Thus, h, is in G and 
g’ f  lim gi = h,gh,‘, (mod J’D,(s, 1)) 
for some ideal J’ with r(J) > y(J). 
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PROPOSITION 7.3. Suppose g is in G with o(g) = D = (D1 , D2). Then 
Hpn2(s,l) is contained in G(g). 
Proof. It suffices to show that the coset g&,+) is contained in G(g). 
Any element g’ in gHpDz is congruent to g(mod PD,(s, 1)). Now, the result 
follows from 7.1 and 7.2. Q.E.D. 
Let D = D,(s, 1) be a tableau where SD, C P and D, = (+ ..- ~2). 
Let a EGO . We can write 
a = a, + 7ry * ** nz(sa,i + azi + a$), 
where a,, = 8, (mod sDs2) for some 8, = f 1 and a, , a2 , a3 E 0. Define a 
map f from Gn to the additive group of the three-dimensional Euclidean space 
over the real number field R3, as follows: 
f(a) = && , a2 , irs), 
where the overbar indicates the canonical map: 0 + O/P = R. One can 
show that f is an epimorphism with kernel GPD and f 1 H,: HD -+ R3 is also 
an epimorphism with kernel HPD. 
PROPOSITION 7.4. Let D - D,(s, 1) be a tableau with SD, C P. Then, there 
exists no normal subgroup H of G satisfying 
HpDCHCH,,. 
Proof. Similar to [lo, 5.51. Q.E.D. 
THEOREM 7.5. Let g be an element in G with o(g) = D = (D1 , D2). 
Suppose D # O(1, 1). Then, G(g) contains HD2(e,l) . 
Proof. Apply 7.3 and 7.4. Q.E.D. 
8. DETERMINATION OF NORMAL SUBGROUPS OF O(L) 
To apply the results in Section 7, we will describe the canonical quadratic 
form on the algebra A more explicitly. For each pair of elements x, y in A, 
we define B(x, y) = iT(@). This provides A with a symmetric bilinear 
form B. Put Q(x) = B(x, x). It is easy to see that Q(x) = N(x) for all x. 
Hence, the Quadratic module A z (1) 1 (1) J- (s> 1 (s) with respect 
to the basis { 1, i, j, K}. Let M be a three-dimensional lattice that is isometric 
to (1) I <s) I <s). Th en, M can be considered as the pure part A, of A. 
Let a be a pure vector in M. Then, TV = --ma-l, where a-l E A# 
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for all x E M. Let b be a pure vector in M that has the same type as a. Then, 
TUT, = bu.~(ab)-~. If both a, b are of type Y, Y = 1,2, then we may assume 
N(a) = N(b) = sr-l, because of 1.1 and the fact that T is Pythagorean. If 
Y = 1, then ba E G. If r = 2, then s-l(bu) E G and T*T,(x) = (s-l)bu)x(s-lbu)-l 
for all x in M as well. Conversely, if a E G, then it is obvious that u(x) = uxu-i 
for all x E A, is in O-t+(A,). Since O++(M) = Q(M). We obtain. 
PROPOSITION 8.1. There exists an exact sequence 
l-(&1)-G&Q(M)+ 1, 
where the epimorphism + is given by C(u) = u and 
u(x) = uxu-1. 
Let D = (Da , Da) be a tableau on M. Then, D is a tableau on A,. By 
using the epimorphism 4 of 8.1 we have 
PROPOSITION 8.2. The sequences 
I -{-l,l}--+G&-+Q(D)---, 1, 
and 
l-{-l,l}nH,---tH, &Q(D)-4 1, 
are exact. 
Proof. Similar to [lo, 4.11. 
PROPOSITION 8.3. Suppose s is a unit and D = 0( 1, 1). Let g be an element 
in G with o(g) = 0. Then, G(g) contains HD . 
Proof. Since HD/HPD = Q(M)/Q(P) = PO+(M,), where Me is the 
ordinary real Euclidean space of dimension 3 by [5, Folgerung of Satz 21. 
Since PO+(M,) is simple, G(g) I HD by 7.3. 
PROPOSITION 8.4. Suppose x and y are two perpendicular pure vectors in L 
of type i, j, respectively, where i < j. Let a = T,T,+~~ . Then, G(o) contains all 
the products TzTZ+bw , where z, w are perpendicular pure vectors of type i, j, 
respectively, and [b] C [a]. 
Proof. Since [sJ C [Q], we may assume x2 = 1 by scaling and put 
s = s;‘sj . Since dimLj > 3, we may choose a vector z of type j with .a2 = 
ys = s. Then, the module M spanned by {x, y, a} is isometric to 
(1) 1 (s) 1 (s), which can be considered as the imaginary part of A, of A. 
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Let D = ([as], [u]). D is a tableau of M and A. It is easy to check that 
rz~5+by e+(Hn) if and only if b E [u]. It follows from 7.5 and 8.3 that G(o) 
contains +(Hn), and hence, contains all 73C~r+bl, with’ b E [u]. 
Let z, w be perpendicular pure vectors of type i, j. Since all the components 
L, are anisotropic, we may assume that x2 = x2, w2 = y2 by 1.1. By 2.2, 
there exists p E O(L) such that px = x and py = w. Hence, 
TzTz+bw = P(TzTcc+bv) P-l E ‘34. Q.E.D. 
PROPOSITION 8.5. Let g be a tableau, and let u be an element in O(L) with 
o(u) = g. Then, G(o) contains Q(g). 
Proof. Since all the ideals gii are principal, there exists an i-pure vector x 
in L and T in G(u) with (TX)((X)” n Lsi) = g& for any i < j. Write TX = 
ax, + arx, + *.* + U,X, such that x = x0, {xs} are mutually orthogonal pure 
vectors of types equal to the indices, ah egik for all K = l,..., n. a E U and 
[%I = gij f Let p = [G,, [To, ~-71 = T~~-~~,~,T,~, where [c, d] =c+d-red. Put 
z = TX and rewrite TX - 2aixj = z + bw, where w is a j-pure vector in (z)O, 
and [6] = [ail. It follows from 6.6 and 8.3 that G(u) contains G(g). Q.E.D. 
THEOREM 8.6. Suppose L = L, 1 a.* 1 L, is a Jordan decomposition 
of L, where Li is anisotropic si-modular lattice with dim Li > 3 for all i. Let g 
be a tableau. Then, a subgroup G of O(L) with o(G) = g is a normal subgroup 
of O(L) if and onZy if O(g) 3_ G 1 Q(g). 
Proof. Necessity follows from 6.6 and 8.5. Sufficiency follows from 
3.5 and 3.8. Q.E.D. 
We try to apply our results to determine the structure of orthogonal group 
of an anisotropic space over the field R,,, . Hence, the results in [7, IO] are 
special cases of ours (when m = 1). 
Let T = {l,..., m} and T be the set of all mappings from T to Z, . For each 
a in T we use r(u) to denote the element @l) *se rzrn). Let V be a non- 
degenerate anisotropic quadratic space over R, . By 1.4, Vr ~~(u)@(u)T(u)), 
where S(u) = f  1, and n(u)(S(u)r(u)) E orthogonal sum of n(u)-copies of the 
one-dimensional space spanned by x with x2 = G(u)rr(u). We make the 
assumption that n, is either 0 or greater than 2. 
Let L be a nonzero module on the space I’, and let A be a fractional ideal. 
We say that L is A-maximal on V if [{x2 1 x EL}] CA, and if for every 
lattice K on V that contains L and satisfies [{x” 1 x E K}] C A, then K = L. 
PROPOSITION 8.7. Suppose L is an A-maximal module on V. Then 
L =(xEV]X~EA}. 
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Proof. Since the local square theorem holds in R, , the proof of [S, 91:1] 
can be applied here. Q.E.D. 
PROPOSITION 8.8. Let r = rI . . . 7, and let L be the (x)-maximal 
module on V. Then, L is a lattice, OY more precisely, L is Jinitely generated. 
Proof. Suppose V g C n(o)@(o)+‘) with respect to the basis {x,,~ j 0 E T 
and i = l,..., n(u)} forms a basis of L, and hence, L is finitely generated. 
Q.E.D. 
Remark 8.9. There do exist maximal modules of V that are not lattices. 
For example, let V = (7r2) with respect to {x} over R, . It follows from 8.7 
that the O-maximal module L = ( y E V ] y2 E 0} = {ax j a E R, or a E [r2]} 
is not finitely generated. 
PROPOSITION 8.10. Let L be a muximal Iattice on V. Then, O(V) = O(L). 
Proof. Apply 8.7. Q.E.D. 
THEOREM 8.11. Let V be a nondegenerate anisotropic space over R,,, with 
the dimension of each modular component 33. Then, O(V) has the congruence 
subgroup roperty, OY, more precisely, a subgroup G of O(V) is a normal subgroup 
if and only if it is sandwiched between two congruence subgroups of the same order 
where congruence in the sense of tableau. 
Proof. By 8.10 and 8.6, it suffices to show that there is a maximal lattice 
on V. But the existence of such a maximal lattice is guaranteed by 8.9. 
Q.E.D. 
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