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ABSTRACT 
An objective analysis procedure for generating mass-consistent, urban-scale three-dimensional wind 
fields is presented together with a comparison against existing techniques. The algorithm employs terrain 
following coo'rdinates and variable vertical grid spacing. Initial estimates of the velocity field are developed 
by interpolating surface and upper level wind measurements. A local terrain adjustment technique, in-
volving solution of the Poisson equation, is used to establish the horizontal components of the surface 
field. Vertical velocities are developed from successive solutions of the continuity equation followed by 
an iterative procedure which reduces anomalous divergence in the complete field. M~or advantages of 
the procedure are that it is computationally efficient and allows boundary values to adjust in response to 
changes in the interior ftow. The method has been successfully tested using field measurements and 
problems with known analytic solutions. 
1. Introduction 
A key input to most urban-scale air pollution 
models is an accurately specified, mass-consistent 
wind field. In most practical situations numerical 
solution of the full Navier-Stokes equations is not 
feasible as a means of constructing such a field. As 
a result, simpler objective analysis procedures must 
be used. The most common approach for generating 
a gridded wind field consists of a two-step pro-
cedure, the first step of which is interpolation of the 
sparse and discrete measurements within the airshed 
to a finer mesh (Goodin et al., 1979). Once the initial 
field has been established, the next step is to employ 
an objective analysis procedure to adjust the wind 
vectors at each grid point so that appropriate physi-
cal constraints are satisfied. We present here a new 
technique for constructing three-dimensional velocity 
fields with a minimum of anomalous divergence. 
2. Previous work on wind field divergence reduction 
Only a limited number of divergence reduction 
procedures have appeared in the literature. Endlich 
(1967) used a point-iterative method to reduce the 
two-dimensional divergence in a wind field while 
retaining the vorticity in the original field. Fank-
hauser (1974) approached the three-dimensional 
divergence reduction problem from the point of view 
of accounting for measured data errors; in particular, 
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those which increase with altitude. Liu and Goodin 
(1976) adapted the technique of Endlich to a two-
dimensional mesoscale wind field. The flow field 
within the mixed layer was assumed to be vertically 
integrated and divergence was adjusted point by 
point with the capability of holding wind station 
values fixed. More recently, Sherman (1978) devised 
a procedure called MATHEW for constructing three-
dimensional mass-consistent wind fields. Based on 
the variational calculus approach of Sasaki (1958, 
1970), the method involves solution of a Lagrange 
multiplier equation. A two-dimensional vertically 
integrated version of MATHEW called MASCON 
(Dickerson, 1978) was incorporated into the LIRAQ 
model (MacCracken, et al., 1978). The influences 
on the flow field of topography, surface roughness 
and temperature gradients were accounted for in a 
technique developed by Yocke et al. (1978) which 
uses empirically determined coefficients to weight 
the contributions of the various processes respon-
sible for the flow field divergence. 
While each of the above techniques has advan-
tages, several shortcomings are apparent. In a 
number of cases the final form of the flow field is 
critically dependent on empirically chosen con-
stants. Little guidance is given in the literature as 
to how some of these values can be developed for 
new regions. Another problem with some formula-
tions is the initial estimates of horizontal velocities 
at region boundaries often force the nature of the 
interior flow solution. This can be a serious problem 
because, typically, few measurements are available 
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at boundaries and so there can be large uncer-
tainties associated with specification of the initial 
velocity field. From an operational point of view, 
none of the above techniques employ variable verti-
cal grid spacing or terrain-following coordinate 
systems. The present paper introduces an algorithm 
which avoids most of the above limitations. 
3. The basic algorithm 
The present wind field generation algorithm con-
sists of several basic steps. As a starting point, the 
region boundaries, vertical extent and basic grid cell 
sizes must be chosen. These are frequently dictated 
by the nature of the intended application. Once the 
grid has been established, the surface level velocity 
measurements and upper level wind and tempera-
ture data are interpolated to specify initial values 
for each computational point. The final step is to ad-
just the velocity field with the objective of minimiz-
ing anomalous divergence. 
a. Surface wind field generation 
The surface wind field is constructed from the 
measured data (converted to u and v components) 
by interpolation to a regular grid using inverse 
distance-squared weighting (Goodin et al., 1979). 
A fixed radius of influence R is specified which in-
dicates the distance beyond which the influence 
of a station's value is no longer felt. The influence 
of gross terrain features (e.g., mountain ranges) is 
accounted for by the use of barriers to flow during 
interpolation of the wind components. This proce-
dure, however, does not incorporate the effects of 
local terrain features that have scales less than one 
grid cell length. Following the interpolation pro-
cedure, a local terrain-adjustment technique, which 
is similar to that of Anderson (1971, 1973), is used 
in the wind field calculation. This adjustment pro-
cedure involves solution of Poisson's equation 
V2 f/J = 1/J(x,y), (1) 
where fjJ is a velocity potential and t/J a forcing func-
tion based on layer thickness and terrain gradients. 
An evaluation of solution techniques for Eq. ( 1) was 
made which included a Fourier series method (Dorr, 
1970), the successive overrelaxation (SOR) method 
(Roache, 1972), and the alternating-direction-im-
plicit (ADI) method (Peaceman and Rachford, 1955). 
Based on efficiency, programming and accuracy 
considerations, the ADI method was chosen. 
As a test of the surface wind field calculation 
procedure, u and v component data from 63 wind 
stations in the South Coast Air Basin (SCAB) in 
California for 1600 PST 26 June 1974 were inter-
polated to a 100 x 50 square grid. The grid spacing 
was 3.2 km and the radius of influence used was 25 
grid squares (a size large enough to include at least 
two data points). The measured data together with 
barriers to flow are shown in Fig. 1. Terrain data 
were obtained at 200 ft horizontal intervals from the 
National Cartographic Information Center, U.S. 
Geological Survey. From these data an average 
height for each 3.2 km square was then computed. 
Fig. 2 shows a three-dimensional plot of the terrain, 
the highest point of which is -3000 m MSL. 
The results of the interpolation and terrain adjust-
ment procedure are displayed in Fig. 3. For most 
stations, the agreement between computed and 
measured values, both for magnitude and direction, 
is quite good. The mean error in magnitude is 0.7 m 
s-1 which is less than a 20% relative error, while 
the mean direction error is ll.SO; this is within the 
22S sector to which the wind data are given. Among 
the stations operated by the South Coast Air Quality 
Management District (SCAQMD) (from which the 
most reliable data are obtained), the maximum error 
in magnitude occurs at Prado Park, a station which 
may be unduly influenced by localized channeling 
effects of Santa Ana Canyon. The computed magni-
tude is 5.1 m s-1 , and the measured value is 6.7 m 
s-1 • The largest error in magnitude occurring at any 
station is at CT33, a station operated by California 
Department of Transportation (CAL TRANS). This 
station is in the vicinity of a convergence zone 
behind the Laguna Hills. The computed magnitude is 
3.0 m s-1 and the measured magnitude is 5.8 m s-1 • 
The maximum error in direction among the 
SCAQMD stations occurs at Reseda, where the 
computed and measured vector differ by 44°. At 
1600 PST, Reseda appeared to be near the location 
of the so-called San Fernando convergence zone, 
where air from Ventura encounters air from the Los 
Angeles basin. The measured vector at Reseda prob-
ably represents an average of a local fluctuating 
velocity and is, therefore, less representative of a 
3.2 km square for that hour. The largest error in 
direction occurring at any station is at Station CT35 
where the difference in direction is 69°. The location 
of this station, which is downwind of the pass near 
Camarillo and adjacent to the Santa Monica Moun-
tains, may not be representative of a larger area. 
All the station measurements and calculated re-
sults for the sample problem are displayed in Figs. 
4a and 4b. Two conclusions are apparent from an 
inspection of the scatter plots. The first is that there 
is little or no systematic bias in either the magnitude 
or direction of the calculated results. The second is 
that there is a high degree of correlation between 
observed and predicted, r == 0.86 for the wind mag-
nitudes and r = 0.90 for direction. 
b. Interpolation of the upper level wind and 
temperature data 
Before the transport of urban pollutants can be 
adequately modeled some knowledge of the vertical 
A SanlaCrulhlowtd 
0-:--.. ..,:-:---, ....J,--; > \--~~>;;·:~;~~ 
,......._-../-
KIIS -==-,=,_.,..,,,,,.,_ 
1111LES~~~--~ 
~ 
SOUTH C04ST 41R BASIN 
e SURFACE WINO ST4TIONS 
WINDS ALOFT STATIONS 
• PILOT BALLOONS 
A RADIOSONDES 
o LFII DATA POINTS 
Son Nicalos 
-~ lslond 
OIIUS 
.. &fl 
<> :b -- '•'·, ~~·.J v \' · .... ¥1CTIIVILL£( ~ .• -- '\0 0 ,_ .. ")j ) .!:), 41's 
- 3 f <4 , r., "'\ -K: r--:~~ \) -.S< "> },:'-' 
- .4-~;~, ) 1..\ \ //: -
, ,_ i__,;;'·tL .. 3_~\ 
~·'r-i...,--Y-~~~}; 
t:J -~--- ~· 
c f 
--2. 
~; 
, • .r 
h:---
·\.,_ 
i· .• , =· ... ~·· ·- . -' . ./ 
,.._..,__ ~. ~-, .l ,-'.o.;,;;;. ......... 
i-0 tq'M;II"'';'W·_,.'>I,_ ~~~ •• • 'flllllf1~~ l\, ef!'""{V ·v·----... -~ :"~~-J ... ·,.,"'- L" - • .:; .. :.:c:~:, ,. r- .. ~. 
'· ····"''' ... ---* .r,;:..., ·~· ••. - "' ' ,, ...... ·--~'?':o •. ~-~ SMT&'I'"\ i"C- ..... ·C.o.{-'z· -~- "' ·' . ' 
.... .,... ..- ...... ····~ ' " 
Pacific 
\)&IU ""C_ J... L;:~~~:~;~· :~:··1 l~;~· .. 
'•·' ··::;:: - .. ·:">.~·:,___..,. . ~- '., 
"''·" 11Y' " • '·"""'" . . , •• ' •• ~ ""'- ~STA . .l>•; '.· ~"' : ._, .... , 
............ llf.SA, A- ·s ·:wo ·-:? ;. , '"'- . 
Ocean ·--~-· ~ ~:.·',-:!~~:.-.,, .. ,. ,-., 
l.ICll" 1 . U! '· .~ ""; '"" ~"'·'·''7.:>'>7' •. -.-,.,"':::; .. 
511 WW!S All '", ,. ' 5•-.,,~ • >: >--<· ,,.(_:'·::;,, 
-., .. ,{~:;' t~5'.\\., 
.,.--;:-'-. sanla \.C..-'\.....~.._ Cllllllino 
\ :. 
1 !\ lskMd ) •'• ··.1\ ( ~. 'c';:c;:o .., 
I • ·-..~ .,. 
~'· 
'-./ \ 
B 
0 
f-IN 
..... 
;....._. .... ~ ., 
' ( \\~.;{ 
FIG. I. Measured hourly-averaged wind data for 1600 PST 26June 1974. Barriers to flow are indicated by solid Jines. The largest measured velocity is 7 m s-•. 
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FIG. 2. Topography of Los Angeles basin viewed from the southwest. 
temperature structure and the three-dimensional 
flow field is required. These quantities are known 
with much less precision than the surface quantities 
since fewer measurements are customarily avail-
able. As an example of available data in the Los 
Angeles area, Fig. 1 shows the measurement stations 
for upper level data in the SCAB. This data set in-
cludes stations in operation: Los Angeles Interna-
tional Airport (LAX), Pt. Mugu, San Nicolas Island, 
El Monte, Riverside and Edwards Air Force Base 
(off grid); sites with data calculated for the days of 
interest using the Limited-Area Fine Mesh Model 
(Gerrity, 1976): Victorville, Escondido, Ventura; 
and stations which have recorded upper level data in 
the past, providing "typical" data: Long Beach, 
Burbank, Santa Monica and March Air Force Base. 
An average of two measurements per day are avail-
able at each station except for El Monte where an 
acoustic sounder records the depth of the mixed 
layer continuously. 
The approach taken for spatial interpolation of 
mixing depth and upper level wind data is slightly 
different from that used for the surface quantities. 
Imprecision in the measured data makes a highly 
accurate interpolation procedure unnecessary; as a 
result r-1 weighting was chosen since it produces 
a smoother field than r - 2 weighting. In performing 
the interpolation of mixing depth, the height above 
sea level is first computed at all grid points. The 
height of the terrain surface is then subtracted to 
give mixing depth above the surface. This procedure 
is used because the height of the mixed layer above 
sea level tends to be a smooth surface while the 
terrain changes more abruptly. Contours of mixing 
depth tend to follow the coastline since the degree of 
heating of air moving inland depends mainly on the 
distance travelled over land. The mixing depth data 
for 1600 PST 26 June 1974 were interpolated using 
the r-1 procedure and then smoothed using a simple 
five-point filter in which the new value at a given 
point is the average of the value at the point itself 
and the values at the four adjacent points, 
hr/1 = 0.20(hfj + h'f-1j + hr+li 
+ h'!i+1 + h'!.H). (2) 
The maximum depth was set at 1100 m since a depth 
greater than this is generally assumed to be un-
limited. A three-dimensional plot of mixing depth 
above sea level is shown in Fig. 5. The mixing depth 
follows the contours of the terrain at high elevations 
since negative mixing heights cannot occur. 
In order to follow pollutants as they move above 
the mixed layer, the top of the region was set at a high 
level (above the mixed layer). The top of the mixed 
layer was allowed to fluctuate both temporally and 
spatially within this region. Its only real purpose is 
a reference height above which vertical diffusion is 
very small. In addition, to eliminate the difficulty 
in specifying vertical velocity boundary conditions, 
a coordinate system which follows the terrain sur-
face was chosen rather than sea level based co-
ordinates. The transformation from sea level to 
terrain-following coordinates produces a new verti-
cal velocity, W, i.e., 
W = w- u(f)h + p fJ!l.H) 
ox ox 
-v(: + P a!;) aaH -Pat' (3) 
where !l.H(x,y,t) == H(x,y,t) - h(x,y) is the height 
of the top of the region above the terrain surface, 
and p is the new vertical coordinate (0 ~ p ~ 1). 
FIG. 3. Flow field in the surface layer following interpolation and adjustment for ter~ain effects. 
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Fig. 6a shows the general case where AH is a func-
tion of space as well as time. In order to eliminate 
complications introduced into the advection scheme 
by nonparallelopiped grid volumes in x, y, z space, 
AH is used for normalization. Figs. 6b and 6c show 
the transformation from the x, y, z space to x, y, 
p space. 
In the new coordinate system, the continuity 
equation is 
aw + o(uAH) + o(vAH) = o. (4) 
ap ax ay 
Given the horizontal velocities at each vertical level 
from r- 1 interpolation of the measured data, W can 
be calculated at each level using Eq. (4). Unfor-
tunately, this simple solution produces unrealistically 
large values of W at the top of the region since all 
residual divergence in the field is propagated up-
ward. Therefore, a procedure is required that will 
reduce the divergence in the flow field to an accept-
able level while maintaining small upper level verti-
cal velocities. 
c. New divergence reduction procedure 
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Once the surface level flow field has been estab-
lished and the upper level wind data have been inter-
Q) polated to the three-dimensional grid, the next step 0 
is to reduce the divergence in the total flow field. ~ 
The proposed procedure involves three steps: 1r 
::E 45 1) The divergence in each of the interpolated u 8 
and v fields at each vertical level ·above the lowest 
layer is first reduced using a slightly modified ver-
sion of the simple five-point filter discussed above. 
The equation for smoothing is 
uf/1 = 0.20(urj + u~u + uf-u 
+ ufHt + ufH)(l - ak) + akufj, (5) 
where ak is a parameter which allows the user to 
keep the measured velocity at station k fixed (ak = 1) 
or keep only some of its original influence (ak < 1). 
This parameter is zero at all non-measuring station 
points. This first step is designed to reduce as much 
of the anomalous divergence as possible. The num-
ber of passes through the smoothing step is related 
to the relative atmospheric stability at that level and 
will be determined empirically. A relatively unstable 
(generally near ground level) layer requires few 
iterations since less of the divergence present is 
anomalous, while a more stable upper layer must be 
smoothed more times. The more smoothing a field 
of values is subjected to, the more initial anomalous 
divergence is dis~ipated horizontally within that 
layer, i.e., the more the vertical velocity above that 
layer (which will be computed from the divergence 
within the layer) will be suppressed. 
Bm= 39.46 
crm • 32.25 
0 
a 
0 45 90 135 
MEASURED 8 (degrees l 
FIG. 4. Comparison of field observations against calculated results: 
(a) Wind direction, (b) wind magnitude. 
2) Following this initial smoothing step, the verti-
cal velocity above each layer is computed from the 
divergence within that layer. The layers are tem-
porarily disconnected from each other during this 
calculation so that the calculated vertical velocity 
above a layer depends only upon the divergence 
within that layer. This prevents velocities at the 
top of the region from becoming unrealistically large. 
These vertical velocities will be held fixed through-
out the rest of the divergence reduction procedure. 
3) The final refinement reduces the remaining 
divergence which exists within each layer by appli-
cation of a two-dimensional technique to each 
layer similar to that of Liu and Goodin (1976). The 
equation solved is (with AH = constant) 
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FIG. 5. Mixing heights above sea level computed from measured data for 
1600 PST 26 June 1974. 
oW + A.H(au + av) = Dn(x,y,p), 
ap ax ay (6) 
where Dn(x,y,p) is a measure of the remaining 
divergence. At grid point (i,j,k), Eq. (6) can be 
written as 
---------------jr--- H<x,y,tl 
-----------------
----------- ----
H(x,y,t) 
-
__..--------
·L h( x,y) 
•• y 
(a) 
------
H 
--------
h( x,y) 
(b) 
x, y (c) 
FIG. 6. A terrain-following coordinate system: (a) general case 
H = H(x,y,t); (b) H is a constant height above the terrain; 
(c) transformed x, y, p coordinate system. 
Dn+l _ W;,j,k+rt2 - Wu.k-rt2 ijk - A.p 
[
u!l+l . - u!l+l . + A.H t+lt2,J,k •-rt2,J,k 
Ax 
+ vf.tirt2,k ~ vf.t!.l/2,k] , (7) 
where the superscript n + 1 indicates the values 
are computed for the (n + l)st iteration, and the 
subscript R is dropped from Dn for convenience. 
To remove the divergence at the point (iJ,k), ad-
justments are made to the u values at (i + ~. j, k) 
and (i - ~. j, k) and the v values at (i, j + ~. k) 
. and (i, j - ~. k) in order that the divergence is 
exactly zero at (i,j,k). Since this procedure will 
add additional divergence to surrounding points, the 
whole grid must be scanned iteratively. The adjust-
ments to the velocity components are 
n+l _ n + l u i+1!2,i,k - u i+It2,i,k Ur 
uf!1~2.i.k = u?-1!2.i,k - Ur 
' 
vEt+l!2.k = vEi+rt2,k + Vr 
vEt!.l/2,k = vEi-1/2,k - Vr 
(8) 
where ur and Vr are the adjustment velocities. These 
velocities are computed by substitution in Eq. (7), 
0 = D!l.k + A.H(2ur + 2vr) . 
I) Ax Ay (9) 
Assuming that Ay = Ax and that the velocity ad-
justments are equally weighted in each direction, 
Eq. (9) can be solved to give 
Ur = (10) 
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FIG. 7. Idealized three-dimensional flow field-initial state in layer 1. 
Thus, the complete three-dimensional divergence 
reduction procedure consists of 1) smoothing at each 
level using an empirically determined number of 
smoothing passes based on local atmospheric 
stability, 2) followed by solution of Eq. (7) at each 
level for W;.;,k+I/2• temporarily assuming W;.;,k-tl2 is 
zero; and 3) Eqs. (7), (10) and (6) are then solved 
repeatedly using the calculated values for W until 
the maximum divergence is reduced to an acceptable 
level, i.e., the magnitude of the divergence should 
be less than the local vertical velocity and less than 
the estimated errors in the horizontal velocity 
components. 
The interaction between the flow field and the 
change in depth of the mixed layer has not been 
accounted for in the above procedure because of a 
lack of upper air data, i.e., mixing depth and verti-
cal velocity are never measured simultaneously, 
and because attempts to tie the vertical cell heights 
to the mixing depth resulted in large horizontal wind 
velocities as the mixing depth approached zero. 
4. Test of present divergence reduction procedure 
A hypothetical flow field was constructed to test 
the divergence reduction procedure just discussed 
and estimate the approximate number of smoothing 
passes corresponding to each Pasquill stability class. 
The grid chosen was 40 x 20 x 2 points. The upper 
layer contained uniform horizontal flow at 5 m s-1 • 
In the lower layer the flow consisted of potential 
flow around a circular disk located at the center of 
the grid. Each layer was of equal thickness with a 
horizontal grid spacing of 2 km. Fig. 7 shows the 
initial flow pattern in the lower layer. 
The test consisted of reducing the divergence 
in the flow following removal of the disk. First, the 
smoothing step reduced the gross divergence in the 
lower layer (the upper layer required no smoothing). 
The vertical velocity between the layers was then 
calculated from the divergence in the lower layer 
using Eq. (10}, temporarily assuming zero velocity 
at the bottom of that layer. (The vertical velocity 
above layer 2 was identically zero since there was 
no divergence present initially.) Finally, the refined, 
iterative divergence-reduction step was performed 
within each layer as described in Section 3c. 
The results for number of smoothing passes rang-
ing from 1 to 40 are shown in Table 1. As expected, 
the final divergence, as well as maximum W, is a 
strong function of number of initial smoothing 
passes. The iterative divergence reduction proce-
dure then reduces the remaining divergence by a 
factor of 20-40 after 100 iterations. A maximum 
vertical velocity of 0.28 m s-1 approximately cor-
responds to vertical velocities observed within the 
mixed layer during the daytime hours in the Los 
Angeles Basin (Angell et al., 1972), while typical 
subsidence motion within the inversion is on the 
order of 0.02 m s-•. 
The set of upper air data collected in Los Angeles 
on 1600 PST 26 June 1974 was then used to test the 
present procedure. The data measurement locations 
are indicated in Fig. 1. Five vertical levels were 
TABLE 1. Results of the present divergence reduction 
procedure on an idealized data set. 
Number of 
smoothing 
passes 
l 
5 
10 
20 
40 
Maximum divergence 
in layer 2 
Following Following 
initial 100 
smoothing iterations 
(x 10" s-1) (x 10" s-1) 
350.0 8.3 
41.7 l.l 
16.7 0.3 
ll.l 0.3 
5.5 0.3 
Maximum W 
above layer 1 
(m s-•) 
0.28 
0.04 
0.01 
0.01 
0.004 
106 
Layer 
I 
2 
3 
4 
5 
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TABLE 2. Results of present divergence reduction procedure on wind data from 1600 PST 26 June 1974. 
rms divergence 
Thickness Number of smoothing After initial After 100 After 200 
of layer passes during smoothing iterations iterations 
(m) first step ( x 106 s-1) ( x los s-') ( x 106 s- 1) 
50 0 !51 149 148 
150 5 27 20 20 
300 10 27 17 14 
550 20 25 14 II 
450 20 51 28 20 
a 
FIG. 8. (a) Horizontal flow field in layer 2 (550ft above terrain) at 1600 PST 26 June 1974 and (b) horizontal flow field in 
layer 3 (1200 ft above terrain) at 1600 PST 26 June 1974. 
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120 
lkm) b 
280 
( km) 
160 
320 
a 
chosen with thicknesses of 50, 150, 300, 550 and 
450 m, respectively. The lowest layer, of depth 50 m, 
was the surface layer, the flow pattern of which had 
been calculated previously from the surface data net-
work. The interpolated u and v fields in layers 2-5 
were smoothed 5, 10, 20 and 20 times, respectively . 
These numbers were obtained empirically from the 
calculation of the flow around the disk and corre-
spond approximately to Pasquill stability classes B, 
D and E. 
FIG. 9. Vertical velocity cross sections corresponding to toea-
The results of the calculation procedure are dis-
played in Table 2 and Figs. Sa, 8b, 9a and 9b. The 
algorithm reduced the divergence to <0.001 s-1 in 
all layers; in the vicinity of downtown Los Angeles, 
an area of relatively flat terrain, the divergence is 
of order 10-5 s-1 • The largest divergence in each 
layer occurs over mountainous regions, especially 
the San Jacinto and San Gabriel mountains. In 
these areas, upper air data are nonexistent, so the 
interpolation procedure has generated a smoothed 
flow field which does not accurately reflect the in-
fluence of the steep terrain in these regions. Most 
of the divergence was reduced during the initial 
smoothing step. The last two columns in Table 2 in-
dicate that 100 iterations were sufficient to refine 
the divergence reduction during the second step. 
Very little additional reduction was obtained after 
200 iterations. The algorithm has been extensively 
tested against analytic problems, the results of field 
releases of SF6 and has been used to generate 72 
different hours of wind fields for use in the modeling 
study by McRae et al. (1980). tions indicated in Fig. 1. (Note exaggeration of vertical scale.) (a) Eastern half of cross section AA, (b) cross section BB. 
TABLE 3. Comparison of attributes of three-dimensional divergence reduction procedures. 
Attribute 
Coordinate system 
Treatment of flow over complex 
terrain 
Interpolation procedure 
Treatment of horizontal boundary 
conditions during divergence 
reduction procedure 
Treatment of atmospheric stability 
Variable vertical grid spacing 
Computer time required 
Present technique 
Terrain-following coordinates 
Barriers to flow are used during interpolation 
procedure. Surface layer flow is adjusted using 
V2cp = D, where D is magnitude of vertical 
perturbation. 
l!r2 weighting of station data at surface. 1/r 
weighting at each level above surface. 
Normal component of velocity at boundary is 
adjusted according to value at adjacent interior 
point. (Same procedure as at all other interior 
points.) 
Number of smoothing passes through interpolated 
field at each vertical level is related to the 
stability at that level. Amount of smoothing 
required for a given stability class is obtained 
empirically. 
Yes 
25 000 points (100 x 50 x 5) 
Divergence -" w-• s-1 
5 min on IBM 370 
MATHEW 
Coordinate system parallel to sea level 
Obstacle cells are used to represent 
terrain. They are treated as no-flow-
through boundaries. 
1/r' weighting at surface. Upper level 
values are obtained from synoptic 
analysis. 
Program accepts 8A/8n = 0 or A = 0 as 
boundary conditions. Derivative is 
approximated by three-point 
difference. 
Gaussian precision moduli, o:1,o:., 
which are functions of measurement 
errors must be determined 
empirically. 
No 
23 000 points (25 x 33 x 28) 
Divergence ~ 10-12 s-1 
2-5 min on CDC 7600 (20-50 min on 
IBM 370) 
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5. Comparison with previous divergence reduction 
procedures 
Table 3 presents a comparison of the proposed 
method with MATHEW. Each procedure uses an 
inverse-distance weighting procedure to interpolate 
the measured values. MATHEW, however, relies on 
a synoptic analysis to determine the horizontal 
velocities at the upper boundary. If a vertical 
profile of wind speed and direction is not available, 
a linear variation is assumed between the surface 
layer winds and the upper boundary. 
The use of obstacle cells in MATHEW for flow 
over complex terrain affects the computer time 
required for solution, since the computer time in-
creases with the complexity of the terrain. The 
use of terrain-following coordinates in the present 
technique avoids this difficulty. A major advantage 
of the present technique is that it allows the bound-
ary values to adjust in response to the interior flow. 
Each of the techniques requires an empirically deter-
mined parameter. Its value is calculated based on 
atmospheric stability. The choice of the value to be 
used in each procedure must be determined by the 
experience of the user. 
6. Conclusions 
A new technique for constructing a three-
dimensional, urban-scale, mass-consistent wind 
field has been introduced. The interpolation method 
relies on measured upper air data (when available) 
for constructing the flow field. If little or no upper 
air data are available, the user may construct veloc-
ity profiles using some assumed profile such as a 
power law for input to the program. The problem 
of large vertical velocity at the top of the region has 
been avoided by reducing divergence significantly 
at the lower levels rather than allowing it to propa-
gate out of the top of the region. Variable vertical 
grid spacing is also permitted allowing the user 
greater flexibility in the concentration calculations. 
The present technique is easy to implement, com-
putationally efficient, and offers promise as an 
attractive method for routine meteorological ap-
plications. 
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