The Hamiltonian structure of the nonlinear Schr\"odinger equation and
  the asymptotic stability of its ground states by Cuccagna, Scipio
ar
X
iv
:0
91
0.
37
97
v6
  [
ma
th.
AP
]  
19
 Fe
b 2
01
1
The Hamiltonian structure of the nonlinear
Schro¨dinger equation and the asymptotic stability
of its ground states
Scipio Cuccagna
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Abstract
In this paper we prove that ground states of the NLS which satisfy the
sufficient conditions for orbital stability of M.Weinstein, are also asymp-
totically stable, for seemingly generic equations. Here we assume that the
NLS has a smooth short range nonlinearity. We assume also the presence
of a very short range and smooth linear potential, to avoid translation
invariance. The basic idea is to perform a Birkhoff normal form argument
on the hamiltonian, as in a paper by Bambusi and Cuccagna on the sta-
bility of the 0 solution for NLKG. But in our case, the natural coordinates
arising from the linearization are not canonical. So we need also to apply
the Darboux Theorem. With some care though, in order not to destroy
some nice features of the initial hamiltonian.
1 Introduction
We consider the nonlinear Schro¨dinger equation (NLS)
iut = −∆u+ V u+ β(|u|2)u, u(0, x) = u0(x), (t, x) ∈ R× R3 (1.1)
with −∆+ V (x) a selfadjoint Schro¨dinger operator. Here V (x) 6= 0 to exclude
translation invariance. We assume that both V (x) and β(|u|2)u are short range
and smooth. We assume that (1.1) has a smooth family of ground states. We
then prove that the sufficient conditions for orbital stability by Weinstein [W1]
(which, essentially, represent the correct definition of linear stability, see [Cu3]),
imply for a generic (1.1) that the ground states are not only orbitally stable,
as proved in [W1] (under less restrictive hypotheses), but that their orbits are
also asymptotically stable. That is, a solution u(t) of (1.1) starting sufficiently
close to ground states, is asymptotically of the form eiθ(t)φω+(x) + e
it∆h+, for
ω+ a fixed number and for h+ ∈ H1(R3) a small energy function. The prob-
lem of stability of ground states has a long history. Orbital stability has been
well understood since the 80’s, see in the sequence [CL, W1, GSS1, GSS2], and
1
has been a very active field afterwards. Asymptotic stability is a more recent,
and less explored, field. In the context of the NLS the first results are in the
pioneering works [SW1, SW2, BP1, BP2]. Almost all references on asymptotic
stability of ground states of the NLS tackle the problem by first linearizing at
ground states, and by attempting to deal with the resulting nonlinear problem
for the error term. An apparent problem in the linear theory is that the lin-
earization is a not symmetric operator. However the linearization is covered by
the scattering theory of non selfadjoint operators developed by T.Kato in the
60’s, see his classical [K], see also [CPV, S]. Dispersive and Strichartz estimates
for the linearization, analogous to the theory for short range scalar Schro¨dinger
operators elaborated in [JSS, Y1, Y2], to name only few of many papers, can be
proved using similar ideas, see for example [Cu1, S, KS]. It is fair to say that
anything that can be proved for short range scalar Schro¨dinger operators, can
also be proved for the linearizations. The only notable exception is the problem
of ”positive signature” embedded eigenvalues, see [Cu3], which we conjecture
not to exist (in analogy to the absence of embedded eigenvalues for short range
Schro¨dinger operators), and which in any case are unstable, see [CPV]. Hence
it is reasonable to focus on NLS’s where these positive signature embedded
eigenvalues do not exist (in the case of ground states, all positive eigenvalues
are of positive signature).While linear theory is not a problem in understanding
asymptotic stability, the real trouble lies in the difficult NLS like equation one
obtains for the error term. Specifically, the linearization has discrete spectrum
which, at the level of linear theory, tends not to decay and potentially could
yield quasiperiodic solutions. A good analogy with more standard problems, is
that the continuous spectrum of the linearization corresponds to stable spec-
trum while the discrete spectrum corresponds to central directions. Stability
cannot be established by linear theory alone. The first intuition on how non-
linear interactions are responsible for loss of energy of the discrete modes, is in
a paper by Sigal [Si]. His ideas, inspired by the classical Fermi golden rule in
linear theory, are later elaborated in [SW3], to study asymptotic stability of vac-
uum for the nonlinear Klein Gordon equations with a potential with non empty
discrete spectrum. This problem, easier than the one treated in the present
paper, to a large extent is solved in [BC]. In reality, the main ideas in [SW3]
had already be sketched, for the problem of stability of ground states of NLS,
in a deep paper by Buslaev and Perelman [BP2], see also the expanded version
[BS]. In the case when the linearization has just one positive eigenvalue close to
the continue spectrum, [SW3, BP2], or [Si] in a different context, identify the
mechanisms for loss of energy of the discrete modes in the nonlinear coupling of
continuous and discrete spectral components. Specifically, in the discrete mode
equation there is a key coefficient of the form 〈DF,F 〉 for D a positive opera-
tor and F a function. Assuming the generic condition 〈DF,F 〉 6= 0, this gives
rise to dissipative effects leading to leaking of energy from the discrete mode
to the continuous modes, where energy disperses because of linear dispersion,
and to the ground state. After [BP2] there is strong evidence that, generically,
linearly stable ground states, in the sense of [W1], should be asymptotically
stable. Still, it is a seemingly technically difficult problem to solve rigorously.
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After [BP2, SW3], a number of papers analyze the same ideas in various sit-
uations, [TY1, TY2, TY3, T, SW4, Cu2]. In the meantime, a useful series of
papers [GNT, M1, M2] shows how to use endpoint Strichartz and smoothing
estimates to prove in energy space the result of [SW2, PiW], generalizing the
result and simplifying the argument. The next important breakthrough is due
to Zhou and Sigal [GS]. They tackle for the first time the case of one positive
eigenvalue arbitrarily close to 0, developing further the normal forms analysis
of [BP2] and obtaining the rate of leaking conjectured in [SW3] p.69. The argu-
ment is improved in [CM]. The crucial coefficient is now of the form 〈DF,G〉,
with F and G not obviously related. In [CM] it is noticed that 〈DF,G〉 < 0 is
incompatible with orbital stability (an argument along these lines is suggested
in [SW3] p.69). So, for orbitally stable ground states, the generic condition
〈DF,G〉 6= 0 implies positivity, and hence leaking of energy out of the discrete
modes. This yields a result similar to [Si, BP2, SW3] and in particular is a
partially positive answer to a conjecture on p.69 in [SW3]. The case with more
than one positive eigenvalue is harder. In this case, due to possible cancela-
tions, [CM] is not able to draw conclusions on the sign of the coefficients under
the assumption of orbital stability. But, apart from the issue of positivity of
the coefficients, [CM] shows that the rest of the proof does not depend on the
number of positive eigenvalues. Moreover, [T, GW1, Cu3] show that if there
are many positive eigenvalues, all close to the continuous spectrum, then the
important coefficients are again of the form 〈DF,F 〉. The reason for this lies
in the hamiltonian nature of the NLS. The above papers contain normal forms
arguments. The hamiltonian structure is somewhat lost in the above papers.
When the eigenvalues are close to the continuous spectrum, the normal form
argument consists of just one step. This single step does not change the crucial
coefficients. Then, the hamiltonian nature of the initial system, yields infor-
mation on these coefficients (this is emphasized in [Cu3]). In the case treated
in [GS, CM] though, there are many steps in the normal form. The important
coefficients are changed in ways which look very complicated, see [Gz] which
deals with the next two easiest cases after the easiest. The correct way to look
at this problem is introduced in [BC], which deals with the problem introduced
in [SW3]. Basically, the positivity can be seen by doing the normal form directly
on the hamiltonian. We give a preliminary and heuristic justification on why
the hamiltonian structure is crucial at the end of section 3. [BC] consists in a
mixture of a Birkhoff normal forms argument, with the arguments in [CM]. For
asymptotic stability of ground states of NLS though, [BC] is still not enough.
Indeed in [BC] something peculiar happens: the natural coordinates arising by
the spectral decomposition of the linearization at the vacuum solution, are also
canonical coordinates for the symplectic structure. This is no longer true if
instead of vacuum we consider ground states. So we need an extra step, which
consists in the search of canonical coordinates, through the Darboux theorem.
This step requires care, because we must make sure that our problem remains
similar to a semilinear NLS also in the new system of coordinates.
In a forthcoming paper, Zhou and Weinstein [GW2] track precisely in the
setting of [GW1] how much of the energy of the discrete modes goes to the
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ground state and how much is dispersed. For another result on asymptotic sta-
bility, that is asymptotic stability of the blow up profile, we refer to [MR]. In
some respects the situation in [MR] is harder than here, since there the addi-
tional discrete modes are concentrated in the kernel of the linearization. There
is important work on asymptotic stability for KdV equations due to Martel and
Merle, see [MM1] and further references therein, which solve a problem initiated
by Pego and Weinstein [PW], the latter closer in spirit to our approach to NLS.
It is an interesting question to see if elaboration of ideas in [MM1, MMT] can be
used for alternative solutions of the problem which we consider here. Our result
does not cover important cases, like the pure power NLS, with β(|u|2) = −|u|p−1
and V = 0, where our result is probably false. Indeed it is well known that in
3D ground states are stable for p < 7/3 and unstable for p ≥ 7/3. In the
p < 7/3 case there are ground states of arbitrarily small H1 norm. They are
counterexamples to the asymptotic stability in H1 of the 0 solution. Then for
p > 5/3 the 0 solution is asymptotically stabile in a smaller space usually de-
noted by Σ, which involves also the ‖xu‖L2x norm, see in [St] the comments
after Theorem 6 p. 55. In Σ there are no small ground states for p ∈ (5/3, 7/3).
Presumably one should be able to prove asymptotic stability of ground states
in Σ. To our knowledge even the following (presumably easier) problem is not
solved yet: the asymptotic stability of 0 in Σ when V 6= 0, σp(−∆+V ) = ∅ and
β(|u|2) = −|u|p−1 with p ∈ (5/3, 7/3). In the literature on asymptotic stability
of ground states like [BP2, BS, GS, CM], the case of moving solitons is left aside,
because in that set up it appears substantially more complex. We do not treat
moving solitons here either, but it is possible that our approach might help also
with moving solitons. In the step when we perform the Darboux Theorem, the
velocity should freeze and we should reduce to the same situation considered
from section 8 on. The extra difficulty with moving solitons is that there are
more obstructions to the fact that after Darboux we have a semilinear NLS.
But it would be surprising if this difficulty had a really deep nature. In any
case, the main conceptual problem stemming from [Si, BP2, SW3], which we
solve here, is the issue of the positive semidefiniteness of the critical coefficients.
There is a growing literature on interaction between solitons, see for example
[MM2, HW, M3], and we expect our result to be relevant.
We do not reference all the literature on asymptotic stability of ground
states, see [CT] for more. We like to conclude observing that Sigal [Si], Buslaev
and Perelman [BP2] and Soffer and Weinstein [SW3] had identified with great
precision the right mechanism of leaking of energy away from the discrete modes.
2 Statement of the main result
We will assume the following hypotheses.
(H1) β(0) = 0, β ∈ C∞(R,R).
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(H2) There exists a p ∈ (1, 5) such that for every k ≥ 0 there is a fixed Ck with∣∣∣∣ dkdvk β(v2)
∣∣∣∣ ≤ Ck|v|p−k−1 if |v| ≥ 1.
(H3) V (x) is smooth and for any multi index α there are Cα > 0 and aα > 0
such that |∂αxV (x)| ≤ Cαe−aα|x|.
(H4) There exists an open interval O such that
∆u− V u− ωu+ β(|u|2)u = 0 for x ∈ R3, (2.1)
admits a C1-family of ground states φω(x) for ω ∈ O.
(H5)
d
dω
‖φω‖2L2(R3) > 0 for ω ∈ O. (2.2)
(H6) Let L+ = −∆+V +ω−β(φ2ω)−2β′(φ2ω)φ2ω be the operator whose domain
is H2(R3). Then L+ has exactly one negative eigenvalue and does not
have kernel.
(H7) Let Hω be the linearized operator around eitωφω (see Section 3 for the
precise definition). There is a fixed m ≥ 0 such that Hω has m positive
eigenvalues λ1(ω) ≤ λ2(ω) ≤ ... ≤ λm(ω). We assume there are fixed
integers m0 = 0 < m1 < ... < ml0 = m such that λj(ω) = λi(ω) exactly
for i and j both in (ml,ml+1] for some l ≤ l0. In this case dimker(Hω −
λj(ω)) = ml+1 − ml. We assume there exist Nj ∈ N such that 0 <
Njλj(ω) < ω < (Nj + 1)λj(ω) with Nj ≥ 1. We set N = N1.
(H8) There is no multi index µ ∈ Zm with |µ| := |µ1| + ... + |µm| ≤ 2N1 + 3
such that µ · λ = ω.
(H9) If λj1 < ... < λjk are k distinct λ’s, and µ ∈ Zk satisfies |µ| ≤ 2N1 + 3,
then we have
µ1λj1 + · · ·+ µkλjk = 0 ⇐⇒ µ = 0 .
(H10) Hω has no other eigenvalues except for 0 and the ±λj(ω). The points ±ω
are not resonances.
(H11) The Fermi golden rule Hypothesis (H11) in subsection 10.1, see (10.24),
holds.
Remark 2.1. The novelty of this paper with respect to [CM] is that we prove that
some crucial coefficients are of a specific form, see (10.24). As a consequence,
see Lemma 10.5, these coefficients are positive semidefinite. In the analogue of
(10.24) in [CM], see Hypothesis 5.2 p.72 [CM], except for the special case n = 1
of just one eigenvalue (or of possibly many eigenvalues but all with Nj = 1),
there is no clue on the sign of the term on the rhs of the key inequality, and the
fact that it is positive is an hypothesis.
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Theorem 2.2. Let ω1 ∈ O and φω1(x) be a ground state of (1.1). Let u(t, x)
be a solution to (1.1). Assume (H1)–(H10). Then, there exist an ǫ0 > 0 and
a C > 0 such that if ǫ := infγ∈[0,2π] ‖u0 − eiγφω1‖H1 < ǫ0, there exist ω± ∈ O,
θ ∈ C1(R;R) and h± ∈ H1 with ‖h±‖H1 + |ω± − ω1| ≤ Cǫ such that
lim
t→±∞
‖u(t, ·)− eiθ(t)φω± − eit∆h±‖H1 = 0. (2.3)
It is possible to write u(t, x) = eiθ(t)φω(t) + A(t, x) + u˜(t, x) with |A(t, x)| ≤
CN (t)〈x〉−N for any N , with lim|t|→∞ CN (t) = 0, with limt→±∞ ω(t) = ω±,
and such that for any pair (r, p) which is admissible, by which we mean that
2/r + 3/p = 3/2 , 6 ≥ p ≥ 2 , r ≥ 2, (2.4)
we have
‖u˜‖Lrt (R,W 1,px ) ≤ Cǫ. (2.5)
We end the introduction with some notation. Given two functions f, g :
R3 → C we set 〈f, g〉 = ∫
R3
f(x)g(x)dx. Given a matrix A, we denote by A∗, or
by tA, its transpose. Given two vectors A and B, we denote by A∗B =
∑
j AjBj
their inner product. Sometimes we omit the summation symbol, and we use the
convention on sum over repeated indexes. Given two functions f, g : R3 → C2
we set 〈f, g〉 = ∫
R3
f∗(x)g(x)dx. For any k, s ∈ R and any Banach space K with
field C
Hk,s(R3,K) = {f : R3 → K s.t.‖f‖Hs,k := ‖〈x〉s‖(−∆+ 1)kf‖K‖L2 <∞},
(−∆+ 1)kf(x) = (2π)− 32 ∫ eix·ξ(ξ2 + 1)kf̂(ξ)dξ, f̂(ξ) = (2π)− 32 ∫ e−ix·ξf(x)dx.
In particular we set L2,s = H0,s, L2 = L2,0, Hk = H2,0. Sometimes, to empha-
size that these spaces refer to spatial variables, we will denote them by W k,px ,
Lpx, H
k
x , H
k,s
x and L
2,s
x . For I an interval and Yx any of these spaces, we will
consider Banach spaces Lpt (I, Yx) with mixed norm ‖f‖Lpt (I,Yx) := ‖‖f‖Yx‖Lpt (I).
Given an operator A, we will denote by RA(z) = (A − z)−1 its resolvent. We
set N0 = N ∪ {0}. We will consider multi indexes µ ∈ Nn0 . For µ ∈ Zn with
µ = (µ1, ..., µn) we set |µ| =
∑n
j=1 |µj |. For X and Y two Banach space, we
will denote by B(X,Y ) the Banach space of bounded linear operators from X
to Y and by Bℓ(X,Y ) = B(
∏ℓ
j=1X,Y ). We denote by a
⊗ℓ the element ⊗ℓj=1a
of ⊗ℓj=1X for some a ∈ X . Given a differential form α, we denote by dα its
exterior differential.
Acknowledgments I wish to thank Dario Bambusi for pointing out a gap
in the proof of an earlier version of Theorem 9.1.
3 Linearization and set up
Let U = t(u, u). We introduce now energy E(u) and mass Q(u). We set
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E(U) = EK(U) + EP (U)
EK(U) =
∫
R3
∇u · ∇udx+
∫
R3
V uudx
EP (U) =
∫
R3
B(uu)dx
(3.1)
with B(0) = 0 and ∂uB(|u|2) = β(|u|2)u. We will consider the matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 i
−i 0
)
, σ3 =
(
1 0
0 −1
)
. (3.2)
We introduce the mass
Q(U) =
∫
R3
uudx =
1
2
〈U, σ1U〉. (3.3)
Let
Φω =
(
φω
φω
)
, q(ω) = Q(Φω), e(ω) = E(Φω), d(ω) = e(ω) + ωq(ω). (3.4)
Often we will denote Φω simply by Φ. The (1.1) can be written as
iU˙ =
(
0 1
−1 0
)(
∂uE
∂uE
)
= σ3σ1∇E(U), (3.5)
with ∇E(U) defined by (3.5). We have for ϑ ∈ R
E(e−iσ3ϑU) = E(U) and ∇E(e−iσ3ϑU) = eiσ3ϑ∇E(U). (3.6)
Write for ω ∈ O
U = eiσ3ϑ(Φω +R).
Then
iU˙ = −σ3ϑ˙eiσ3ϑ(Φω +R) + iω˙eiσ3ϑ∂ωΦω + ieiσ3ϑR˙ (3.7)
and
− σ3ϑ˙eiσ3ϑ(Φω +R) + iω˙eiσ3ϑ∂ωΦω + ieiσ3ϑR˙ = σ3σ1e−iσ3ϑ∇E(Φω +R).
Equivalently we get
− σ3(ϑ˙− ω)(Φω +R) + iω˙∂ωΦω + iR˙ =
= σ3σ1 (∇E(Φω +R) + ω∇Q(Φω +R)) .
(3.8)
We have d
dt
σ3σ1 (∇E(Φω + tR) + ω∇Q(Φω + tR))|t=0 = HωR with
Hω = σ3(−∆+ V + ω) + σ3
[
β(φ2ω) + β
′(φ2ω)φ
2
ω
]− iσ2β′(φ2ω)φ2ω . (3.9)
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The essential spectrum of Hω consists of (−∞,−ω]∪ [ω,+∞). It is well known
(see [W2]) that by (H5) 0 is an isolated eigenvalue of Hω with dimNg(Hω) = 2
and
Hωσ3Φω = 0, Hω∂ωΦω = −Φω. (3.10)
Since H∗ω = σ3Hωσ3, we have Ng(H∗ω) = span{Φω, σ3∂ωΦω}. We consider
eigenfunctions ξj(ω) with eigenvalue λj(ω):
Hωξj(ω) = λj(ω)ξj(ω), Hωσ1ξj(ω) = −λj(ω)σ1ξj(ω).
They can be normalized so that 〈σ3ξj(ω), ξℓ(ω)〉 = δjℓ, this is based on Propo-
sition 2.4 [Cu3]. Furthermore, they can be chosen to be real, that is with real
entries, so ξj = ξj for all j.
Both φω and ξj(ω, x) are smooth in ω ∈ O and x ∈ R3 and satisfy
sup
ω∈K,x∈R3
ea|x|(|∂αxφω(x)|+
m∑
j=1
|∂αx ξj(ω, x)| <∞
for every a ∈ (0, infω∈K
√
ω − λm(ω)) and every compact subset K of O.
For ω ∈ O, we have the Hω-invariant Jordan block decomposition
L2(R3,C2) = Ng(Hω)⊕
(⊕± ⊕mj=1 ker(Hω ∓ λj(ω)))⊕ L2c(Hω), (3.11)
L2c(Hω) :=
{
Ng(H∗ω)⊕
(⊕λ∈σd\{0} ker(H∗ω − λ))}⊥ with σd = σd(Hω). We
also set L2d(Hω) := Ng(Hω) ⊕
( ⊕λ∈σd\{0} ker(Hω − λ(ω))). By Pc(Hω) (resp.
Pd(Hω)), or simply by Pc(ω) (resp. Pd(ω)), we denote the projection on L2c(Hω)
(resp. L2d(Hω)) associated to the above direct sum. The space L2c(Hω) depends
continuously on ω. We specify the ansatz imposing that
U = eiσ3ϑ(Φω +R) with ω ∈ O, ϑ ∈ R and R ∈ N⊥g (H∗ω). (3.12)
We consider coordinates
U = eiσ3ϑ (Φω + z · ξ(ω) + z · σ1ξ(ω) + Pc(Hω)f) (3.13)
where ω ∈ O, z ∈ C and f ∈ L2c(Hω0) where we fixed ω0 ∈ O such that
q(ω0) = ‖u0‖22. (3.13) is a system of coordinates if we use the notation O to
denote a small neighborhood of ω1 in Theorem 2.2. Indeed by Lemma 3.1 below,
then the map Pc(Hω) is an isomorphism from L2c(Hω0) to L2c(Hω). In particular
R =
m∑
j=1
zjξj(ω) +
m∑
j=1
zjσ1ξj(ω) + Pc(Hω)f, (3.14)
R ∈ N⊥g (H∗ω) and f ∈ L2c(Hω0). (3.15)
We also set z · ξ =∑j zjξj and z · σ1ξ =∑j zjσ1ξj . In the sequel we set
∂ωR =
m∑
j=1
zj∂ωξj(ω) +
m∑
j=1
zjσ1∂ωξj(ω) + ∂ωPc(Hω)f. (3.16)
We have:
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Lemma 3.1. We have Pc(Hω)∗ = Pc(H∗ω) for all ω ∈ O. For all ω, ω˜ ∈ O the
following operators are bounded from H−k,−s to Hk
′,s′ for all exponents:
∂ℓωPc(Hω) for any ℓ > 0 ;
Pc(Hω)− Pc(H∗ω) ; Pc(Hω)− Pc(Hω˜).
(3.17)
Consider ω1 of Theorem 2.2. There exists ε1 > 0 such that (ω1−ε1, ω1+ε1) ⊂ O,
and for any pair ω˜, ω ∈ (ω1 − ε1, ω1 + ε1) we have
Pc(ω)Pc(ω˜) : L
2
c(Hω˜)→ L2c(Hω) is an isomorphism (3.18)
Furthermore, the following operator is bounded from H−k,−s to Hk
′,s′ for all
exponents:
Pc(Hω˜)
(
1− (Pc(Hω)Pc(Hω˜))−1
)
Pc(Hω) (3.19)
where in the last line and (Pc(ω)Pc(ω˜))
−1 is the inverse of the operator in (3.18).
Finally, for ǫ0 in Theorem 2.2 sufficiently small, we have |ω0 − ω1| < ε1, with
ω0 defined under (3.13).
Proof. The first statement follows from the definition. We have Pc(Hω) =
1 − Pd(Hω) where Pd(Hω) are finite linear combinations of rank 1 operators
Ψ〈Ψ′, 〉 with Ψ,Ψ′ ∈ HK,S for any (K,S). This implies the statement for
the second line of (3.17). ∂ℓωPc(Hω) is well defined by the fact that in (H4)
the dependence on ω is in fact smooth (this is seen iterating the argument
in Theorem 18 [ShS]). Assuming (3.18), and for Pc = Pc(ω), P˜c = Pc(ω˜),
Pd = Pd(ω), P˜d = Pd(ω˜), we have
P˜c
(
1− (PcP˜c)−1
)
Pc = (P˜c − Pc)Pc − (P˜c − Pc)(PcP˜c)−1Pc,
which yields (3.19). We prove (3.18). First of all the map is 1–1. Indeed if
PcP˜cf = 0, then we have f = Pdf = (Pd− P˜d)f . Then ‖f‖2 ≤ C|ω− ω˜|‖f‖2 for
some fixed C > 0. This, for 2Cε1 < 1, is compatible only with f = 0. If we knew
that the map in (3.18) is onto, then (3.18) would hold by the open mapping
theorem. So suppose the map is not onto. Let R(PcP˜c) be the range of PcP˜c. If
there exists g˜ ∈ L2c(H∗ω) such that g˜ 6= 0 and 〈g˜, PcP˜cf〉 = 0 for all f ∈ L2c(Hω˜),
then since g˜ = σ3g for a g ∈ L2c(Hω), we get 0 = 〈g˜, PcP˜cf〉 = 〈P˜cPcg, σ3f〉 for
all f ∈ L2c(Hω˜). This implies P˜cPcg = 0, and since g ∈ L2c(Hω), by the 1–1
argument this implies g = 0. So if the map in (3.18) is not onto, then R(PcP˜c)
is dense in L2c(Hω). We will see in a moment that R(PcP˜c) is closed in L2c(Hω),
hence concluding that the map in (3.18) is also onto. To see that R(PcP˜c) is
closed in L2c(Hω), let f˜n ∈ L2c(Hω˜) be a sequence such that ‖Pcf˜n − f‖2 → 0
for some f ∈ L2c(Hω). By ‖f˜n‖2 ≤ ‖Pcf˜n‖2 + C|ω − ω˜|‖f˜n‖2 for some fixed
C, it follows that for 2Cε1 < 1 the sequence ‖f˜n‖2 is bounded. Then by weak
compactness there is a subsequence f˜nj weakly convergent to a f˜ ∈ L2c(Hω˜).
Since PcP˜c is also weakly continuous, PcP˜cf˜ = f .
The final statement is elementary by (2.2).
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Using the system of coordinates (3.13) we rewrite system (3.8) as
− σ3(ϑ˙− ω)(Φω + z · ξ + z · σ1ξ + Pc(Hω)f)+
+ iω˙(∂ωΦω + z · ∂ωξ + z · σ1∂ωξ + ∂ωPc(Hω)f) + iz˙ · ξ+
+ iz˙ · σ1ξ + iPc(Hω)f˙ = σ3σ1∇E(Φω + z · ξ + z · σ1ξ + Pc(Hω)f)
+ ωσ3σ1∇Q(Φω + z · ξ + z · σ1ξ + Pc(Hω)f),
(3.20)
where z ·ξ =∑j zjξj and z ·σ1ξ =∑j zjσ1ξj , where ξ = ξ(ω). Notice for future
reference, that fixed any ω0 we also have
− σ3(ϑ˙− ω0)(Φω + z · ξ + z · σ1ξ + Pc(Hω)f)+
+ iω˙(∂ωΦω + z · ∂ωξ + z · σ1∂ωξ + ∂ωPc(Hω)f) + iz˙ · ξ+
+ iz˙ · σ1ξ + iPc(Hω)f˙ = σ3σ1∇E(Φω + z · ξ + z · σ1ξ + Pc(Hω)f)
+ ω0σ3σ1∇Q(Φω + z · ξ + z · σ1ξ + Pc(Hω)f),
(3.21)
where (3.21) is the same of (3.20) except for ω0 replacing ω in the first spot
where they appear in the first and last line.
We end this section with a short heuristic description about why the crucial
property needed to prove asymptotic stability of ground states, is the hamil-
tonian nature of the (1.1). In terms of (3.13), and oversimplifying, (3.7) splits
as
iz˙ − λz =
∑
µν
aµνz
µzν +
∑
µν
zµzν〈f(t, x), Gµν(x, ω)〉L2x + · · ·
if˙ −Hωf =
∑
µν
zµzνMµν(x, ω) + · · · .
Here we are assuming m = 1. We focus on positive times t ≥ 0 only. After
changes of variables, see [CM], we obtain
iz˙ − λz = P (|z|2)z + zN 〈f(t, x), Gµν(x, ω)〉L2x + · · ·
if˙ −Hωf = zN+1M(x, ω) + · · · .
(3.22)
The next step is to write, for g an error term,
f = −zN+1R+Hω ((N + 1)λ)M + g
iz˙ − λz = P (|z|2)z − |z|2Nz〈R+Hω ((N + 1)λ)M,G〉L2x + ...
Then, ignoring error terms, by
R+Hω((N + 1)λ) = P.V.
1
Hω − (N + 1)λ + iπδ(Hω − (N + 1)λ)
the equation for z has solutions such that
d
dt
|z|2 = −Γ|z|2N+2, |z(t)| = |z(0)|
(|z(0)|2N N Γ t+ 1) 12N
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with (the Fourier transforms are associated to Hω)
Γ = 2π〈δ(Hω − (N + 1)λ)M,G〉 =
∫
|ξ|=
√
(N+1)λ−ω
M̂(ξ) · Ĝ(ξ)dσ√
(N + 1)λ− ω .
If Γ > 0, we see that z(t) decays. Notice that Γ < 0 is incompatible with orbital
stability, which requires z to remain small, see Corollary 4.6 [CM]. The latter
indirect argument to prove positive semidefiniteness of Γ, does not seem to work
when in (3.7) there are further discrete components. So we need another way
to prove that Γ ≥ 0. This is provided by the hamiltonian structure. Indeed, if
(3.22) is of the form
iz˙ = ∂zK , if˙ = ∇fK, (3.23)
then by Schwartz lemma (N+1)!M = ∂N+1z ∇fK = ∂Nz ∇f∂zK = N !G at z = 0
and f = 0. So Γ is positive semidefinite. This very simple idea on system (3.23),
inspired [BC] and inspires the present paper.
4 Gradient of the coordinates
We focus on ansatz (3.12) and on the coordinates (3.13). In particular we
compute the gradient of the coordinates. Here we recall that given a scalar
valued function F , the relation between exterior differential and gradient is
dF = 〈∇F, 〉. Consider the following two functions
F(U, ω, ϑ) := 〈e−iσ3ϑU − Φω,Φω〉 and G(U, ω, ϑ) := 〈e−iσ3ϑU, σ3∂ωΦω〉.
Then ansatz (3.12) is obtained by choosing (ω, ϑ) s.t. R := e−iσ3ϑU − Φω
satisfies R ∈ N⊥g (H∗ω) by means of the implicit function theorem. In particular:
Fϑ = −i〈σ3e−iσ3ϑU,Φω〉 = −i〈σ3R,Φω〉;
Fω = −2q′(ω) + 〈e−iσ3ϑU, ∂ωΦω〉 = −q′(ω) + 〈R, ∂ωΦω〉;
∇UF = e−iσ3ϑΦω , ∇UG = e−iσ3ϑσ3∂ωΦω;
Gϑ = −i〈e−iσ3ϑU, ∂ωΦω〉 = −i(q′(ω) + 〈R, ∂ωΦω〉);
Gω = 〈e−iσ3ϑU, σ3∂2ωΦω〉 = 〈R, σ3∂2ωΦω〉.
By F(U, ω(U), ϑ(U) = G(U, ω(U), ϑ(U) = 0 we get Wω∇ω +Wϑ∇ϑ = −∇UW
for W = F ,G. By the above formulas, if we set
A =
(−q′(ω) + 〈R, ∂ωΦω〉 −i〈σ3R,Φω〉
〈R, σ3∂2ωΦω〉 −i(q′(ω) + 〈R, ∂ωΦω〉)
)
(4.1)
we have
A
(∇ω
∇ϑ
)
=
( −e−iσ3ϑΦω
−e−iσ3ϑσ3∂ωΦω
)
. (4.2)
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So
∇ω = (q
′(ω) + 〈R, ∂ωΦω〉)e−iσ3ϑΦω − 〈σ3R,Φω〉e−iσ3ϑσ3∂ωΦω
(q′(ω))2 − 〈R, ∂ωΦω〉2 + 〈σ3R,Φω〉〈R, σ3∂2ωΦω〉
∇ϑ = 〈R, σ3∂
2
ωΦω〉e−iσ3ϑΦω + (q′(ω)− 〈R, ∂ωΦω〉)e−iσ3ϑσ3∂ωΦω
i [q′(ω))2 − 〈R, ∂ωΦω〉2 + 〈σ3R,Φω〉〈R, σ3∂2ωΦω〉]
.
(4.3)
Notice that along with the decomposition (3.11) we have
L2(R3,C2) = Ng(H∗ω)⊕
(⊕λ∈σd\{0} ker(H∗ω − λ(ω)))⊕ L2c(H∗ω), (4.4)
L2c(H∗ω) :=
{
Ng(Hω)⊕
(⊕λ∈σd\{0} ker(Hω − λ(ω)))}⊥ . We also set L2d(H∗ω) :=
Ng(H∗ω) ⊕
( ⊕λ∈σd\{0} ker(H∗ω − λ(ω))). Notice that Ng(H∗ω) = σ3Ng(Hω),
ker(H∗ω−λ) = σ3 ker(Hω−λ), L2c(H∗ω) = σ3L2c(Hω) and L2d(H∗ω) = σ3L2d(Hω), so
that (4.4) is obtained applying σ3 to decomposition (3.11). We can decompose
gradients as
∇F (U) = e−iσ3ϑ[PNg(H∗ω)+∑
j
(Pker(H∗ω−λj) + Pker(H∗ω+λj)) + Pc(H∗ω)
]
eiσ3ϑ∇F (U) =
〈∇F (U), eiσ3ϑ∂ωΦ〉
q′(ω)
e−iσ3ϑΦ +
〈∇F (U), eiσ3ϑσ3Φ〉
q′(ω)
e−iσ3ϑσ3∂ωΦ
+
∑
j
〈∇F (U), eiσ3ϑξj〉e−iσ3ϑσ3ξj +
∑
j
〈∇F (U), eiσ3ϑσ1ξj〉e−iσ3ϑσ1σ3ξj
+ e−iσ3ϑPc(H∗ω)eiσ3ϑ∇F (U).
(4.5)
Using coordinates (3.13) and notation(3.16), at U we have the following
formulas for the vectorfields
∂
∂ω
= eiσ3ϑ∂ω(Φ +R) ,
∂
∂ϑ
= ieiσ3ϑσ3(Φ +R),
∂
∂zj
= eiσ3ϑξj ,
∂
∂zj
= eiσ3ϑσ1ξj .
(4.6)
Hence, by ∂ωF = dF (
∂
∂ω
) = 〈∇F, ∂
∂ω
〉 etc., we have
∂ωF = 〈∇F, eiσ3ϑ∂ω(Φ +R)〉 , ∂ϑF = i〈∇F, eiσ3ϑσ3(Φ +R)〉,
∂zjF = 〈∇F, eiσ3ϑξj〉 , ∂zjF = 〈∇F, eiσ3ϑσ1ξj〉.
(4.7)
Lemma 4.1. We have the following formulas:
∇zj = −〈σ3ξj , ∂ωR〉∇ω − i〈σ3ξj , σ3R〉∇ϑ+ e−iσ3ϑσ3ξj (4.8)
∇zj = −〈σ1σ3ξj , ∂ωR〉∇ω − i〈σ1σ3ξj , σ3R〉∇ϑ+ e−iσ3ϑσ1σ3ξj . (4.9)
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Proof. Equalities
∂zj
∂zℓ
= δjℓ,
∂zj
∂zℓ
=
∂zj
∂ω
=
∂zj
∂ϑ
= 0 and ∇fzj = 0 are equivalent
to
〈∇zj , eiσ3ϑξℓ〉 = δjℓ, 〈∇zj , eiσ3ϑσ1ξℓ〉 ≡ 0 = 〈∇zj , eiσ3ϑσ3(Φ +R)〉
〈∇zj , eiσ3ϑ∂ω(Φ +R)〉 = 0 ≡ 〈∇zj , eiσ3ϑPc(ω)Pc(ω0)g〉 ∀g ∈ L2c(Hω0).
(4.10)
Notice that the last identity implies Pc(H∗ω0)Pc(H∗ω)eiσ3ϑ∇zj = 0 which in turn
implies Pc(H∗ω)eiσ3ϑ∇zj = 0. Then , applying (4.5) and using the product row
column, we get for some pair of numbers (a, b)
∇zj = ae−iσ3ϑΦ + be−iσ3ϑσ3∂ωΦ+ e−iσ3ϑσ3ξj
= (a, b)
(
e−iσ3ϑΦ
e−iσ3ϑσ3∂ωΦ
)
+ e−iσ3ϑσ3ξj = −(a, b)A
(∇ω
∇ϑ
)
+ e−iσ3ϑσ3ξj ,
where in the last line we used (4.2). Equating the two extreme sides and applying
to the formula 〈 , ∂
∂ω
〉 and 〈 , ∂
∂ϑ
〉, by 〈∇zj , ∂∂ω 〉 = 〈∇zj , ∂∂ϑ 〉 = 〈∇ϑ, ∂∂ω 〉 =
〈∇ω, ∂
∂ϑ
〉 = 0, by 〈∇ϑ, ∂
∂ϑ
〉 = 〈∇ω, ∂
∂ω
〉 = 1 and by (4.6) and (4.10), we get
A∗
(
a
b
)
=
(〈σ3ξj , ∂ωR〉
i〈σ3ξj , σ3R〉
)
.
This implies
∇zj = −(〈σ3ξj , ∂ωR〉, i〈σ3ξj , σ3R〉)
(∇ω
∇ϑ
)
+ e−iσ3ϑσ3ξj .
This yields (4.8). Similarly
∇zj = ae−iσ3ϑΦ+ be−iσ3ϑσ3∂ωΦ+ e−iσ3ϑσ1σ3ξj ,
where
A∗
(
a
b
)
=
(〈σ1σ3ξj , ∂ωR〉
i〈σ1σ3ξj , σ3R〉
)
.
Lemma 4.2. Consider the map f(U) = f for U and f as in (3.13). Denote by
f ′(U) the Freche´t derivative of this map. Then
f ′(U) = (Pc(ω)Pc(ω0))
−1Pc(ω)
[−∂ωRdω − iσ3Rdϑ+ e−iσ3ϑ 1l] .
Proof. We have
f ′(U)eiσ3ϑξℓ ≡ f ′(U)eiσ3ϑσ1ξℓ ≡ 0 = f ′(U)eiσ3ϑσ3(Φ +R) =
f ′(U)eiσ3ϑ∂ω(Φ +R)〉 and f ′(U)eiσ3ϑPc(ω)g = g ∀g ∈ L2c(Hω0).
(4.11)
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This implies that for a pair of vectors valued functions A and B and with the
inverse of Pc(Hω)Pc(Hω0) : L2c(Hω0)→ L2c(Hω),
f ′ = (A,B)
( 〈e−iσ3ϑΦ, 〉
〈e−iσ3ϑσ3∂ωΦ, 〉
)
+ (Pc(ω)Pc(ω0))
−1Pc(ω)e
−iσ3ϑ =
− (A,B)A
(
dω
dϑ
)
+ (Pc(ω)Pc(ω0))
−1Pc(ω)e
−iσ3ϑ.
By (4.11) we obtain that A and B are identified by the following equations
(treating the last (Pc(ω)Pc(ω0))
−1Pc(ω) like a scalar):
A∗
(
A
B
)
= (Pc(ω)Pc(ω0))
−1Pc(ω)
(
∂ωR
iσ3R
)
.
5 Symplectic structure
Our ambient space is H1(R3,C) × H1(R3,C). We focus only on points with
σ1U = U . The natural symplectic structure for our problem is
Ω(X,Y ) = 〈X, σ3σ1Y 〉. (5.1)
We will see that the coordinates we introduced in (3.13), which arise naturally
from the linearization, are not canonical for (5.1). This is the main difference
with [BC]. In this section we exploit the work in section 4 to compute the
Poisson brackets for pairs of coordinates. We end the section with a crucial
property for Q, Lemma 5.4.
The hamiltonian vector field XG of a scalar function G is defined by the
equation 〈XG, σ3σ1Y 〉 = −i〈∇G, Y 〉 for any vector Y and is XG = −iσ3σ1∇G.
At U = eiσ3ϑ(Φω +R) as in (3.12) we have by (4.5)
XG(U) = i
〈∇G(U), eiσ3ϑσ3Φ〉
q′(ω)
eiσ3ϑ∂ωΦ− i 〈∇G(U), e
iσ3ϑ∂ωΦ〉
q′(ω)
eiσ3ϑσ3Φ
+ i
∑
j
∂zjG(U)e
iσ3ϑσ1ξj − i
∑
j
∂zjG(U)e
iσ3ϑξj−
− ieiσ3ϑσ3σ1Pc(H∗ω)eiσ3ϑ∇G(U).
(5.2)
We call Poisson bracket of a pair of scalar valued functions F and G the scalar
valued function
{F,G} = 〈∇F,XG〉 = −i〈∇F, σ3σ1∇G〉 = iΩ(XF , XG). (5.3)
By 0 = i d
dt
Q(U(t)) = 〈∇Q(U(t)), σ3σ1∇E(U(t))〉 we have the commutation
{Q,E} = 0. (5.4)
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In terms of spectral components we have
i{F,G}(U) = 〈∇F (U), σ3σ1∇G(U)〉 = (q′)−1×[〈∇F, eiσ3ϑσ3Φ〉〈∇G, eiσ3ϑ∂ωΦ〉 − 〈∇F, eiσ3ϑ∂ωΦ〉〈∇G, eiσ3ϑσ3Φ〉]
+
∑
j
[
∂zjF∂zjG− ∂zjF∂zjG
]
+
+ 〈σ3e−iσ3ϑPc(H∗ω)eiσ3ϑ∇F, σ1e−iσ3ϑPc(H∗ω)eiσ3ϑ∇G〉.
(5.5)
Lemma 5.1. Let F (U) be a scalar function. We have the following equalities:
{ω, ϑ} = q′(q′)2−〈R,∂ωΦ〉2+〈σ3R,Φ〉〈R,σ3∂2ωΦ〉 ; (5.6)
{zj, F} = 〈σ3ξj , ∂ωR〉{F, ω}+ i〈σ3ξj , σ3R〉{F, ϑ} − i∂zjF ; (5.7)
{zj , F} = 〈σ1σ3ξj , ∂ωR〉{F, ω}+ i〈σ1σ3ξj , σ3R〉{F, ϑ} + i∂zjF. (5.8)
In particular we have:
{zj, ω} = i〈σ3ξj , σ3R〉{ω, ϑ} ; {zj , ω} = i〈σ1σ3ξj , σ3R〉{ω, ϑ};
{zj, ϑ} = 〈σ3ξj , ∂ωR〉{ϑ, ω} ; {zj , ϑ} = 〈σ1σ3ξj , ∂ωR〉{ϑ, ω};
{zk, zj} = i(〈σ3ξk, ∂ωR〉〈σ3ξj , σ3R〉 − 〈σ3ξj , ∂ωR〉〈σ3ξk, σ3R〉){ω, ϑ};
{zk, zj} = i(〈σ1σ3ξk, ∂ωR〉〈σ1σ3ξj , σ3R〉 − 〈σ1σ3ξj , ∂ωR〉〈σ1σ3ξk, σ3R〉){ω, ϑ};
{zk, zj} = −iδjk + i(〈σ3ξk, ∂ωR〉〈σ1σ3ξj , σ3R〉 − 〈σ1σ3ξj , ∂ωR〉〈ξk, R〉){ω, ϑ}.
Proof. By (4.3) and (5.5) we have i{ω, ϑ} =
(q′)−1
[〈∇ω, eiσ3ϑσ3Φ〉〈∇ϑ, eiσ3ϑ∂ωΦ〉 − 〈∇ω, eiσ3ϑ∂ωΦ〉〈∇ϑ, eiσ3ϑσ3Φ〉] =
−〈σ3R,Φω〉q′〈R, σ3∂2ωΦω〉q′ − [(q′(ω))2 − 〈R, ∂ωΦω〉2](q′)2
q′i [q′(ω))2 − 〈R, ∂ωΦω〉2 + 〈σ3R,Φω〉〈R, σ3∂2ωΦω〉]2
.
This yields (5.6). For (5.7), substituting (4.8) in (5.3), we get {zj, F} =
〈∇zj , XF 〉 = −〈σ3ξj , ∂ωR〉{ω, F} − i〈σ3ξj , σ3R〉{ϑ, F}+ 〈e−iσ3ϑσ3ξj , XF 〉.
When we substitute XF with the decomposition in (5.2), the last term in the
above sum becomes 〈e−iσ3ϑσ3ξj , XF 〉 = −i∂zjF 〈e−iσ3ϑσ3ξj , eiσ3ϑξj〉 = −i∂zjF.
This yields (5.7). (5.8) can be derived by first replacing F with F in (5.7) and
by taking the complex conjugate of the resulting equation:
{zj, F} = 〈σ3ξj , ∂ωR〉{F, ω} − i〈σ3ξj , σ3R〉{F, ϑ}+ i∂zjF.
Then (5.8) follows by using that R = σ1R and σ1σ3 = −σ3σ1. The remaining
formulas in the statement follow from (5.7)–(5.8).
Definition 5.2. Given a function G(U) with values in L2c(Hω0), a symplectic
form Ω and a scalar function F (U), we define
{G, F} := G′(U)XF (U) (5.9)
withXF the hamiltonian vector field associated to F . We set {F,G} := −{G, F}.
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We have:
Lemma 5.3. For f(U) the functional in Lemma 4.2, we have:
{f, F} = (Pc(ω)Pc(ω0))−1Pc(ω)
[{F, ω}∂ωR + i{F, ϑ}σ3R− ie−iσ3ϑσ3σ1∇F ] .
(5.10)
In particular we have:
{f, ω} = i{ω, ϑ}(Pc(ω)Pc(ω0))−1Pc(ω)σ3R;
{f, ϑ} = {ϑ, ω}(Pc(ω)Pc(ω0))−1Pc(ω)∂ωR;
{f, zj} = (Pc(ω)Pc(ω0))−1Pc(ω) [{zj, ω}∂ωR+ i{zj, ϑ}σ3R] ;
{f, zj} = (Pc(ω)Pc(ω0))−1Pc(ω) [{zj , ω}∂ωR+ i{zj , ϑ}σ3R] .
(5.11)
Proof. Using Lemma 4.2 and by (4.2)
f ′σ3σ1∇F = −(A,B)A
(〈∇ω, σ3σ1∇F 〉
〈∇ϑ, σ3σ1∇F 〉
)
+ (Pc(ω)Pc(ω0))
−1Pc(ω)e
−iσ3ϑσ3σ1∇F.
By Lemma 4.2 we have
(A,B)A
({ω, F}
{ϑ, F}
)
= (Pc(ω)Pc(ω0))
−1Pc(ω)(∂ωR, iσ3R)
({ω, F}
{ϑ, F}
)
.
The following result is important in the sequel.
Lemma 5.4. Let Q be the function defined in (3.3). Then, we have the following
formulas:
{Q,ω} = 0; (5.12)
{Q,ϑ} = 1; (5.13)
{Q, zj} = {Q, zj} = 0; (5.14)
{Q, f} = 0. (5.15)
Denote by XQ the hamiltonian vectorfield of Q. Then
XQ = − ∂
∂ϑ
. (5.16)
Proof. We have by (5.5), (4.3) and ∇Q(U) = σ1U ,
iq′{Q,ω} = 〈∇Q, eiσ3ϑσ3Φ〉〈∇ω, eiσ3ϑ∂ωΦ〉 − 〈∇Q, eiσ3ϑ∂ωΦ〉〈∇ω, eiσ3ϑσ3Φ〉
= q′
−〈R, σ3Φ〉(q′(ω) + 〈R, ∂ωΦω〉)− (q′(ω) + 〈R, ∂ωΦω〉)(−1)〈R, σ3Φ〉
(q′(ω))2 − 〈R, ∂ωΦω〉2 + 〈σ3R,Φω〉〈R, σ3∂2ωΦω〉
= 0.
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Similarly,
iq′{Q,ϑ} = 〈∇Q, eiσ3ϑσ3Φ〉〈∇ϑ, eiσ3ϑ∂ωΦ〉 − 〈∇Q, eiσ3ϑ∂ωΦ〉〈∇ϑ, eiσ3ϑσ3Φ〉
= q′
−〈R, σ3Φ〉〈R, σ3∂2ωΦ〉 − (q′(ω) + 〈R, ∂ωΦω〉)(q′(ω)− 〈R, ∂ωΦω〉)
i[(q′(ω))2 − 〈R, ∂ωΦω〉2 + 〈σ3R,Φω〉〈R, σ3∂2ωΦω〉]
= q′i.
By (5.7),(5.12) and (5.13) we have
i{zj , Q} = −〈ξj , R〉+ ∂zjQ
i{zj , Q} = 〈ξj , σ1R〉 − ∂zjQ.
(5.17)
By
Q(U) = q +
1
2
〈z · ξ + z · σ1ξ + Pc(ω)f, σ1(z · ξ + z · σ1ξ + Pc(ω)f)〉 (5.18)
we have
∂zjQ = 〈ξj , σ1R〉 , ∂zjQ = 〈ξj , R〉. (5.19)
So both lines in (5.17) are 0 and yield (5.14). Finally (5.15) follows by (5.9),
Lemma 5.3, (5.12) , (5.13) and by
{f,Q} = (Pc(ω)Pc(ω0))−1Pc(ω)
[
i{Q,ϑ}σ3R− ie−iσ3ϑσ3σ1∇Q
]
= (Pc(ω)Pc(ω0))
−1Pc(ω) [iσ3R− iσ3Φ− iσ3R] = 0.
(5.16) is an immediate consequence of the definition of XQ and of (5.12)–(5.15).
6 Hamiltonian riformulation of the system
(3.20) is how the problem is framed in the literature. Yet (3.20) hides the
crucial hamiltonian nature of the problem. In the coordinate system (3.13) can
be written as follows:
ω˙ = {ω,E} , f˙ = {f, E} ,
z˙j = {zj, E} , z˙j = {zj , E} ,
ϑ˙ = {ϑ,E}.
(6.1)
For the scalar coordinates the equations in (6.1) are due to the hamiltonian
nature of (3.5). Exactly for the same reasons we have the equation f˙ = {f, E},
which we now derive in the following standard way. Multiplying (3.20) by eiϑσ3
one can rewrite (3.20) by (4.6) and (3.6), as
− iϑ˙ ∂
∂ϑ
+ iω˙
∂
∂ω
+ i
∑
j
z˙j
∂
∂zj
+ i
∑
j
z˙j
∂
∂zj
+ ieiϑσ3Pc(Hω)f˙ = σ3σ1∇E(U).
(6.2)
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When we apply the derivative f ′(U) to (6.2) the first line cancels, so that
f˙ = f ′(U)eiϑσ3Pc(Hω)f˙ = −f ′(U)iσ3σ1∇E(U) = f ′(U)XE(U) = {f, E}.
where the first equality is (4.11), the third the definition of hamiltonian field
two lines above (5.2) and the last equality is Definition 5.2.
We now introduce a new hamiltonian. For u0 the initial datum in (1.1), set
K(U) = E(U) + ω(U)Q(U)− ω(U)‖u0‖2L2x . (6.3)
By Lemma 5.4 the solution of the initial value problem in (1.1) solves also
ω˙ = {ω,K} , f˙ = {f,K} ,
z˙j = {zj,K} , z˙j = {zj ,K} ,
ϑ˙− ω = {ϑ,K}.
(6.4)
By ∂
∂ϑ
K = 0 the right hand sides in the equations (6.4) do not depend on ϑ.
Hence, if we look at the new system
ω˙ = {ω,K} , f˙ = {f,K} ,
z˙j = {zj,K} , z˙j = {zj ,K} ,
ϑ˙ = {ϑ,K},
(6.5)
the evolution of the crucial variables (ω, z, z, f) in (6.1) and (6.5) is the same.
Therefore, to prove Theorem 2.2 it is sufficient to consider system (6.5).
7 Application of the Darboux Theorem
Since the main obstacle at reproducing the Birkhoff normal forms argument
of [BC] for (6.5) is that the coordinates (3.13) are not canonical, we change
coordinates. That is, we apply the Darboux Theorem. We warn the reader not
to confuse the variable t ∈ [0, 1] of this section with the time of the evolution
equation of the other sections.
We introduce the 2-form, for q = q(ω) = ‖φω‖2L2x and summing on repeated
indexes,
Ω0 = idϑ ∧ dq + dzj ∧ dzj + 〈f ′(U) , σ3σ1f ′(U) 〉, (7.1)
with f(U) the function in Lemma 4.2, f ′(U) its Freche´t derivative and the
last term in (7.1) acting on pairs (X,Y ) like 〈f ′(U)X, σ3σ1f ′(U)Y 〉. It is an
elementary exercise to show that Ω0 is a closed and non degenerate 2 form. In
Lemma 7.1 we check that Ω0(U) = Ω(U) at U = e
iσ3ϑΦω0 . Then the proof of
the Darboux Theorem goes as follows. One first considers
Ωt = (1− t)Ω0 + tΩ = Ω0 + tΩ˜ with Ω˜ := Ω− Ω0. (7.2)
Then one considers a 1- differential form γ(t, U) such that (external differenti-
ation will always be on the U variable only) idγ(t, U) = Ω˜ with γ(U) = 0 at
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U = eiσ3ϑΦω0 . Finally one considers the vector field Yt such that iYtΩt = −iγ
(here for Ω a 2 form and Y a vector field, iY Ω is the 1 form defined by
iY Ω(X) := Ω(Y,X)) and the flow Ft generated by Yt, which near the points
eiσ3ϑΦω0 is defined up to time 1, and show that F
∗
1Ω = Ω0 by
d
dt
(F∗tΩt) = F
∗
t (LYtΩt) + F
∗
t
d
dt
Ωt =
= F∗t d (iYtΩt) + F
∗
t Ω˜ = F
∗
t
(
−idγ + Ω˜
)
= 0.
(7.3)
For Ω0, the coordinates (3.13) are canonical. But if one does not choose the
1 form γ carefully, then the new hamiltonian K˜ = K ◦ F1 will not yield a
semilinear NLS for coordinates (3.13), which is what we need to perform the
argument of [BC, CM]. In the sequel of this section all the work is finalized to
the correct choice if γ. In Lemma 7.2 we compute explicitly a differential form
α and we make the preliminary choice γ = −iα. This is not yet the right choice.
By the computations in Lemma 7.3 and Remark 7.4, we find the obstruction
to the fact that K˜ is of the desired type. Lemmas 7.5–7.7 are necessary to
find an appropriate solution F of a differential equation in Lemma 7.8. Then
γ = −iα + dF is the right choice of γ. In Lemma 7.10 we collect a number
of useful estimates for F1. Finally, Lemma 7.11 is valid independently of the
precise γ chosen and contains information necessary for (8.1)–(8.2).
For any vector Y ∈ TUL2 we set
Y = Yϑ
∂
∂ϑ
+ Yω
∂
∂ω
+
∑
Yj
∂
∂zj
+
∑
Yj
∂
∂zj
+ eiσ3ϑPc(ω)Yf (7.4)
for
Yϑ = dϑ(Y ) , Yω = dω(Y ) , Yj = dzj(Y )
Yj = dzj(Y ) , Yf = f
′(U)Y.
(7.5)
Similarly, a differential 1-form γ decomposes as
γ = γϑdϑ+ γωdω +
∑
γjdzj +
∑
γjdzj + 〈γf , f ′ 〉, (7.6)
where: 〈γf , f ′ 〉 acts on a vector Y as 〈γf , f ′Y 〉, with here γf ∈ L2c(H∗ω0); γϑ,
γω, γj and γj are in C. Notice that we are reversing the standard notation
on super and subscripts for forms and vector fields. In the sequel, given a
differential 1 form γ and a point U , we will denote by γU the value of γ at U .
Given a function χ, denote its hamiltonian vector field with respect to Ωt
by Xtχ : iXtχΩt = −i dχ. By (7.1) we have the following hamiltonian vectorfield
associated to q(ω) (this is important in Lemma 7.11 later):
X0q(ω) = −
∂
∂ϑ
. (7.7)
We have the following preliminary observation:
Lemma 7.1. At U = eiσ3ϑΦω0 , for any ϑ, we have Ω0(U) = Ω(U).
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Proof. Using the following partition of the identity
1l = eiσ3ϑ[PNg(Hω) +
∑
λ∈σ(Hω)\{0}
Pker(Hω−λ) + Pc(Hω)]e−iσ3ϑ (7.8)
we get, summing on repeated indexes,
Ω(X,Y ) = 〈X, σ3σ1Y 〉 =
1
q′
[〈X, e−iσ3ϑσ3∂ωΦ〉〈Y, e−iσ3ϑΦ〉 − 〈X, e−iσ3ϑΦ〉〈Y, e−iσ3ϑσ3∂ωΦ〉]+[〈X, e−iσ3ϑσ3ξj〉〈Y, e−iσ3ϑσ1σ3ξj〉 − 〈X, e−iσ3ϑσ1σ3ξj〉〈Y, e−iσ3ϑσ3ξj〉]
+ 〈Pc(Hω)e−iσ3ϑX, σ3σ1Pc(Hω)e−iσ3ϑY 〉.
(7.9)
By (4.2) we have
〈 , e−iσ3ϑσ3∂ωΦ〉 ∧ 〈 , e−iσ3ϑΦ〉 = detA dω ∧ dϑ. (7.10)
Substituting (4.8)–(4.9) we get
〈 , e−iσ3ϑσ3ξj〉 ∧ 〈 , e−iσ3ϑσ1σ3ξj〉 =
(dzj + 〈σ3ξj , ∂ωR〉dω + i〈σ3ξj , σ3R〉dϑ)
∧ (dzj + 〈σ1σ3ξj , ∂ωR〉dω + i〈σ1σ3ξj , σ3R〉dϑ).
(7.11)
By Lemma 4.2 we have
〈Pc(Hω)e−iσ3ϑ , σ3σ1Pc(Hω)e−iσ3ϑ 〉 =
〈Pc(ω)Pc(ω0)f ′ + Pc(ω)∂ωRdω + iPc(ω)σ3Rdϑ,
σ3σ1(Pc(ω)Pc(ω0)f
′ + Pc(ω)∂ωRdω + iPc(ω)σ3Rdϑ)〉.
(7.12)
Then by (7.9)–(7.12) we have
Ω = (iq′ + a1)dϑ ∧ dω + dzj ∧ dzj+
+ dzj ∧ (〈σ1σ3ξj , ∂ωR〉 dω + i〈σ1σ3ξj , σ3R〉 dϑ)
− dzj ∧ (〈σ3ξj , ∂ωR〉 dω + i〈σ3ξj , σ3R〉 dϑ)+
+ 〈Pc(ω)Pc(ω0)f ′ , σ3σ1Pc(ω)Pc(ω0)f ′ 〉+
+ 〈Pc(ω)Pc(ω0)f ′ , σ3σ1Pc(ω)∂ωR〉 ∧ dω+
+ i〈Pc(ω)Pc(ω0)f ′ , σ3σ1Pc(ω)σ3R〉 ∧ dϑ,
(7.13)
where
iq′ + a1 =
detA
q′
+ 〈Pc(ω)∂ωR, σ3σ1Pc(ω)σ3iR〉
+ 〈σ3ξj , ∂ωR〉〈σ1σ3ξj , iσ3R〉 − 〈σ1σ3ξj , ∂ωR〉〈σ3ξj , iσ3R〉.
(7.14)
In particular we have
a1 := −iq′ + detA
q′
+ 〈PN⊥g (H∗ω)iσ3R, σ3σ1∂ωR〉. (7.15)
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Notice that a1 = a1(ω, z, f) is smooth in the arguments ω ∈ O, z ∈ Cn and
f ∈ H−K′,−S′ for any pair (K ′, S′) with, for (z, f) near 0,
|a1| ≤ C(K ′, S′)(|z|+ ‖f‖H−K′,−S′ )2. (7.16)
At points U = eiσ3ϑΦω, that is for R = 0, we have
Ω = idϑ ∧ dq + dzj ∧ dzj + 〈Pc(ω)Pc(ω0)f ′ , σ3σ1Pc(ω)Pc(ω0)f ′ 〉.
At ω = ω0 we get Ω = Ω0.
Lemma 7.2. Consider the following forms:
β(U)Y :=
1
2
〈σ1σ3U, Y 〉;
β0(U) := −iqdϑ−
∑
j
zjdzj − zjdzj
2
+
1
2
〈f(U), σ3σ1f ′(U) 〉.
(7.17)
Then
dβ0 = Ω0 , dβ = Ω. (7.18)
Set
α(U) = β(U)− β0(U) + dψ(U) where ψ(U) := 1
2
〈σ3Φ, R〉. (7.19)
We have α = αϑdϑ+ αωdω + 〈αf , f ′〉 with:
αϑ +
i
2
‖f‖22 =−
i
2
‖z · ξ + z · σ1ξ‖22 − i〈z · ξ + z · σ1ξ, σ1Pc(ω)f〉
− i
2
〈(Pc(ω)− Pc(ω0))f, σ1(Pc(ω) + Pc(ω0))f〉;
αω =− 1
2
〈σ1R, σ3∂ωR〉;
αf =
1
2
σ1σ3Pc(ω0) (Pc(ω)− Pc(ω0)) f.
(7.20)
Proof. Everything is straightforward except for (7.20), which we now prove. We
will sum over repeated indexes. We substitute U using (3.13) getting
β =
1
2
〈e−iσ3ϑσ1σ3Φ, 〉+ 1
2
〈e−iσ3ϑσ1σ3Pc(ω)f, 〉+
1
2
[
zj〈e−iσ3ϑσ1σ3ξj , 〉 − zj〈e−iσ3ϑσ3ξj , 〉
]
.
(7.21)
When we decompose 12e
−iσ3ϑσ1σ3Φ like ∇F in (4.5), we obtain
1
2
〈e−iσ3ϑσ1σ3Φ, 〉 = − q
q′
〈e−iσ3ϑσ3∂ωΦ, 〉
− 1
2
〈σ3Φ, ξj〉
(〈e−iσ3ϑσ3ξj , 〉 − 〈e−iσ3ϑσ1σ3ξj , 〉)
− 1
2
〈e−iσ3ϑPc(H∗ω)σ3Φ, 〉
(7.22)
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with by (4.2)
− q
q′
〈e−iσ3ϑσ3∂ωΦ, 〉 = q
q′
〈R, σ3∂2ωΦ〉 dω − i
q
q′
(q′ + 〈R, ∂ωΦ〉) dϑ. (7.23)
Substituting slightly manipulated versions of the formulas in Lemmas 4.1–4.2,
in particular using σ3Pc(ω) = Pc(ω)
∗σ3, σ1Pc(ω) = Pc(ω)σ1 and σ1σ3 = −σ1σ3,
and summing over repeated indexes, we get
β0 = −iq dϑ+ 1
2
zj(〈σ1σ1ξj , σ3∂ωR〉dω + i〈ξj , R〉dϑ− 〈e−iσ3ϑσ3ξj , 〉)
+
1
2
zj (〈σ1ξj , σ3∂ωR〉dω + i〈ξj , σ1R〉dϑ+ 〈e−iσ3ϑσ1σ3ξj , 〉)
+
1
2
〈f, σ3σ1(1 − Pc(ω)Pc(ω0))f ′ 〉+ 1
2
〈f, σ3σ1Pc(ω)e−iσ3ϑ 〉
+
1
2
〈σ1Pc(ω)f, σ3∂ωR〉dω + i
2
〈Pc(ω)f, σ1R〉dϑ.
Hence
β0 = i
(
−q + 1
2
〈R, σ1R〉
)
dϑ+
1
2
〈σ1R, σ3∂ωR〉 dω+
+
1
2
〈σ1σ3 (1− Pc(ω0)Pc(ω)) f, f ′ 〉+
+
1
2
(
zj〈e−iσ3ϑσ1σ3ξj , 〉 − zj〈e−iσ3ϑσ3ξj , 〉
)
+
+
1
2
〈e−iσ3ϑσ1σ3Pc(ω)f, 〉.
(7.24)
By (3.13) we have
dψ =
1
2
〈σ3Φ, ∂ωR〉dω + 1
2
〈σ3Φ, ξj〉 (dzj − dzj) + 1
2
〈σ3Φ, Pc(ω)f ′ 〉. (7.25)
Applying to (7.25) Lemmas 4.1–4.2, the fact that, in particular, we have
Pc(ω)f
′(U) = Pc(ω)Pc(ω0)f
′(U) = Pc(ω)
[−∂ωRdω − iσ3Rdϑ+ e−iσ3ϑ 1l] ,
and the identities (7.27)–(7.28) below, we get dψ =
=
1
2
〈σ3Φ, ξj〉
(〈e−iσ3ϑσ3ξj , 〉 − 〈e−iσ3ϑσ1σ3ξj , 〉)
+
1
2
〈e−iσ3ϑPc(H∗ω)σ3Φ, 〉
+
q
q′
〈σ3∂ωΦ, ∂ωR〉dω − i
2
〈σ3Φ, PN⊥g (H∗ω)σ3R〉dϑ.
(7.26)
To get the last line of (7.26) we have used:
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12
〈σ3Φ, ∂ωR〉 − 1
2
〈σ3Φ, ξj〉〈σ3ξj , ∂ωR〉
− 1
2
〈σ3Φ, σ1ξj〉〈σ1σ3ξj , ∂ωR〉 − 1
2
〈σ3Φ, Pc(ω)∂ωR〉 = 1
2
〈σ3Φ, ∂ωR〉
− 1
2
[
〈σ3Φ, ∂ωR〉 − 1
q′
〈σ3Φ, σ3Φ〉〈σ3∂ωΦ, ∂ωR〉
]
=
2q
2q′
〈σ3∂ωΦ, ∂ωR〉;
(7.27)
− i
2
〈σ3Φ, ξj〉〈σ3ξj , σ3R〉 − i
2
〈σ3Φ, σ1ξj〉〈σ1σ3ξj , σ3R〉
− i
2
〈σ3Φ, Pc(ω)σ3R〉 = − i
2
〈σ3Φ, PN⊥g (H∗ω)σ3R〉.
(7.28)
Let us consider the sum (7.19). There are various cancelations. The first
and second (resp. the first term of the third) line of (7.26) cancel with the
second and third lines of (7.22) (resp. the first term of the rhs of (7.23)). The
last three terms in rhs(7.21) cancel with the last two lines of (7.24). The −iqdϑ
term in the rhs of (7.24) cancels with the −iqdϑ term in (7.23). Adding the
second term of the third line of (7.26) with the last term in the rhs of (7.23) we
get the product of i times the following quantities:
− 1
2
〈σ3Φ, PN⊥g (H∗ω)σ3R〉 −
q
q′
〈R, ∂ωΦ〉 = −1
2
〈Φ, R〉
+
1
2
〈σ3Φ, PNg(Hω)σ3R〉 −
q
q′
〈R, ∂ωΦ〉
= −1
2
〈Φ, R〉+ 1
2q′
〈σ3R,Φ〉〈σ3Φ, ∂ωΦ〉
+
1
2q′
〈σ3R, σ3∂ωΦ〉〈σ3Φ, σ3Φ〉 − q
q′
〈R, ∂ωΦ〉 = 0,
(7.29)
where for the second equality we have used
PNg(Hω) =
1
q′
σ3Φ〈σ3∂ωΦ, 〉+ 1
q′
∂ωΦ〈Φ, 〉.
The last equality in (7.29) can be seen as follows. The two terms in the third
line in (7.29) are both equal to 0. Indeed, 〈σ3Φ, ∂ωΦ〉 = 0 and, by R ∈ N⊥g (H∗ω)
and Φ ∈ Ng(H∗ω), 〈R,Φ〉 = 0. The two terms in the fourth line in (7.29) cancel
each other. Then we get formulas for αω and αf . We get αϑ also by
‖Pc(ω)f‖22 = ‖f‖22 + 〈(Pc(ω)− Pc(ω0))f, σ1(Pc(ω) + Pc(ω0))f〉.
We have, summing over repeated indexes (also on j and j):
Lemma 7.3. We have
iY Ω0 = iq
′Yϑdω − iq′Yωdϑ+ (Yjdzj − Yjdzj) + 〈σ1σ3Yf , f ′ 〉. (7.30)
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For a1 given by (7.15), and for Γ = iY Ω˜, we have
Γω =a1Yϑ + 〈σ1σ3ξj , ∂ωR〉Yj − 〈σ3ξj , ∂ωR〉Yj
+ 〈Yf , σ3σ1Pc(ω)∂ωR〉;
−Γϑ =a1Yω − i 〈σ1σ3ξj , σ3R〉Yj + i 〈σ3ξj , σ3R〉Yj
− i 〈Yf , σ3σ1Pc(ω)σ3R〉;
−Γj =〈σ1σ3ξj , ∂ωR〉Yω + i 〈σ1σ3ξj , σ3R〉Yϑ;
Γj =〈σ3ξj , ∂ωR〉Yω + i 〈σ3ξj , σ3R〉Yϑ;
σ3σ1Γf =(Pc(ω0)Pc(ω)− 1)Yf
+ YωPc(ω0)Pc(ω)∂ωR+ iYϑPc(ω0)Pc(ω)σ3R.
(7.31)
In particular, for γ = iY tΩt = iY tΩ0 + t iY tΩ˜ we have
γω =(iq
′ + ta1)(Y
t)ϑ + t〈σ1σ3ξj , ∂ωR〉(Y t)j − t〈σ3ξj , ∂ωR〉(Y t)j
+ t〈(Y t)f , σ3σ1Pc(ω0)Pc(ω)∂ωR〉;
−γϑ =(iq′ + ta1)(Y t)ω − i t 〈σ1σ3ξj , σ3R〉(Y t)j + i t 〈σ3ξj , σ3R〉(Y t)j
− i t 〈(Y t)f , σ3σ1Pc(ω0)Pc(ω)σ3R〉;
−γj =(Y t)j + t〈σ1σ3ξj , ∂ωR〉(Y t)ω + i t 〈σ1σ3ξj , σ3R〉(Y t)ϑ;
γj =(Y
t)j + t〈σ3ξj , ∂ωR〉(Y t)ω + i t 〈σ3ξj , σ3R〉(Y t)ϑ;
σ3σ1γf =(Y
t)f + t(Pc(ω0)Pc(ω)− 1)(Y t)f+
+ t (Y t)ω Pc(ω0)Pc(ω)∂ωR+ t i (Y
t)ϑ Pc(ω0)Pc(ω)σ3R .
(7.32)
Proof. (7.30) is trivial. (7.32) follows immediately from (7.30)–(7.31). In the
following formulas we denote Pc = Pc(ω), P
0
c = Pc(ω0) and we sum on repeated
indexes. We can split Ω˜ = Ω̂ + Ω̂1 with, see (7.13),
Ω̂1 = 〈(P 0c Pc − 1)f ′ , σ3σ1f ′ 〉,
Ω̂ = a1dϑ ∧ dω + dzj ∧ (〈σ1σ3ξj , ∂ωR〉dω + i〈σ1σ3ξj , σ3R〉dϑ)
− dzj ∧ (〈σ3ξj , ∂ωR〉dω + i〈σ3ξj , σ3R〉dϑ)+
〈PcP 0c f ′ , σ3σ1Pc∂ωR〉 ∧ dω + i〈PcP 0c f ′ , σ3σ1Pcσ3R〉 ∧ dϑ.
Then
iY Ω̂1 = 〈σ1σ3(P 0c Pc − 1)Yf , f ′ 〉
and
iY Ω̂ =
[
a1Yϑ + Yj〈σ1σ3ξj , ∂ωR〉 − Yj〈σ3ξj , ∂ωR〉+ 〈Yf , σ3σ1Pc∂ωR〉
]
dω+[− a1Yω + iYj〈σ1σ3ξj , σ3R〉 − iYj〈σ3ξj , σ3R〉+ i〈Yf , σ3σ1Pcσ3R〉]dϑ
− (〈σ1σ3ξj , ∂ωR〉Yω + i〈σ1σ3ξj , σ3R〉Yϑ)dzj
+ (〈σ3ξj , ∂ωR〉Yω + i〈σ3ξj , σ3R〉Yϑ)dzj
− 〈f ′ , Yωσ3σ1P 0c Pc∂ωR+ iYϑσ3σ1P 0c Pcσ3R〉.
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Remark 7.4. If we choose γ = −iα in Lemma 7.3 with the α of (7.19), and
if Ft is the flow of Y t, then (Y t)ϑ 6= 0 is an obstruction to the fact that, for
0 < t ≤ 1, K ◦ Ft is the hamiltonian of the sort of semilinear NLS that (6.1) is.
Indeed (Y t)f = −ti(Y t)ϑ Pc(ω0)Pc(ω)σ3R+ S(R3,C2). Then if we substitute f
with f − i(Y 1)ϑ Pc(ω0)Pc(ω)σ3R+ . . . in 〈Hωf, σ3σ1f〉 we obtain a term of the
form (Y 1)2ϑ〈Hωf, σ3σ1f〉. To avoid terms like this, we want flows defined from
fields with (Y t)ϑ = 0. To this effect we add a correction to α.
We first consider the hamiltonian fields of ϑ and ω.
Lemma 7.5. Consider the vectorfield Xtϑ (resp. X
t
ω) defined by iXtϑΩt = −idϑ
(resp. iXtωΩt = −idω). Then we have (here Pc = Pc(Hω) and P 0c = Pc(Hω0)):
Xtϑ = (X
t
ϑ)ω
[ ∂
∂ω
− t〈σ3ξj , ∂ωR〉 ∂
∂zj
− t〈σ1σ3ξj , ∂ωR〉 ∂
∂zj
− tP 0c (1 + tPc − tP 0c )−1P 0c Pc∂ωR
]
,
Xtω = (X
t
ω)ϑ
[ ∂
∂ϑ
− it〈ξj , R〉 ∂
∂zj
+ it〈σ1ξj , R〉 ∂
∂zj
− itP 0c (1 + tPc − tP 0c )−1P 0c Pcσ3R
]
,
(7.33)
where, for the a1 of (7.15), we have
(Xtϑ)ω =
i
iq′ + ta1 + ta2
= −(Xtω)ϑ (7.34)
a2 :=it〈σ3ξj , ∂ωR〉〈σ1ξj , R〉 − it〈σ1σ3ξj , ∂ωR〉〈ξj , R〉+
+ it〈P 0c (1 + tPc − tP 0c )−1P 0c Pc∂ωR, σ3σ1Pcσ3R〉.
(7.35)
Proof. By (7.32) for γ = −i dϑ, Xtϑ satisfies
(Xtϑ)ϑ = 0;
i = (iq′ + ta1)(X
t
ϑ)ω − it〈σ1σ3ξj , σ3R〉(Xtϑ)j+
+ it〈σ3ξj , σ3R〉(Xtϑ)j − it〈(Xtϑ)f , σ3σ1Pcσ3R〉;
(Xtϑ)f = t(1− P 0c Pc)(Xtϑ)f − t(Xtϑ)ωP 0c Pc∂ωR;
(Xtϑ)j = −t(Xtϑ)ω〈σ1σ3ξj , ∂ωR〉; (Xtϑ)j = −t(Xtϑ)ω〈σ3ξj , ∂ωR〉.
(7.36)
This yields (7.33) forXtϑ and the first equality in (7.34). By (7.32) for γ = −i dω,
Xtω satisfies
(Xtω)ω = 0;
− i − i q′(Xtω)ϑ = ta1(Xtω)ϑ + t〈σ1σ3ξj , ∂ωR〉(Xtω)j−
− t〈σ1σ3ξj , ∂ωR〉(Xtω)j + t〈(Xtω)f , σ3σ1Pc∂ωR〉;
(Xtω)f = t(1− P 0c Pc)(Xtω)f − i t(Xtω)ϑP 0c Pcσ3R;
(Xtω)j = −i t(Xtω)ϑ〈σ1σ3ξj , σ3R〉; (Xtω)j = −i t(Xtω)ϑ〈σ3ξj , σ3R〉.
(7.37)
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This yields the rest of (7.33)–(7.34).
The following lemma is an immediate consequence of the formulas in Lemma
7.5 and of (7.16).
Lemma 7.6. For any (K ′, S′,K, S) we have
|1− (Xtϑ)ω q′| . ‖R‖2H−K′,−S′
|(Xtϑ)j |+ |(Xtϑ)j |+ ‖(Xtϑ)f‖HK,S . ‖R‖H−K′,−S′ .
(7.38)
and
|1 + (Xtω)ϑ q′| . ‖R‖2H−K′,−S′ ,
|(Xtω)j |+ |(Xtω)j |+ ‖(Xtω)f‖H−K′,−S′ . ‖R‖H−K′,−S′ .
(7.39)
Set HK,Sc (ω) = Pc(ω)H
K,S and denote
P˜K,S = Cm ×HK,Sc (ω0) , PK,S = R2 × P˜K,S (7.40)
with elements (ϑ, ω, z, f) ∈ PK,S and (z, f) ∈ P˜K,S .
Lemma 7.7. We consider ∀ t ∈ [0, 1] the hamiltonian field Xtϑ and the flow
d
ds
Φs(t, U) = X
t
ϑ(Φs(t, U)) , Φ0(t, U) = U. (7.41)
(1) For any (K ′, S′) there is a s0 > 0 and a neighborhood U of R×{(ω0, 0, 0)}
in P−K′,−S′ such that the map (s, t, U)→ Φs(t, U) is smooth
(−s0, s0)× [0, 1]× (U ∩ {ω = ω0})→ P−K′,−S′ . (7.42)
(2) U can be chosen so that for any t ∈ [0, 1] there is another neighborhood Vt
of R×{(ω0, 0, 0)} in P−K′,−S′ s.t. the above map establishes a diffeomor-
phism
(−s0, s0)× (U ∩ {ω = ω0})→ Vt. (7.43)
(3) f(Φs(t, U))− f(U) = G(t, s, z, f) is a smooth map for all (K,S)
(−s0, s0)× [0, 1]× (U ∩ {ω = ω0})→ HK,S
with ‖G(t, s, z, f)‖HK,S ≤ C|s|(|z|+ ‖f‖H−K′,−S′ ).
Proof. Claims (1)–(2) follow by Lemma 7.5 which implies Xtϑ ∈ C∞(U ,PK,S)
for all (K,S). Let ζ be any coordinate zj or f . Then, for ζ a scalar coordinate,
we have
|ζ(Φs(t, U))− ζ(U)| ≤
∫ s
−s
|(Xtϑ)ζ(Φs′(t, U))|ds′
≤ C|s| sup
|s′|≤s
(|z(Φs′(t, U))|+ ‖f(Φs′(t, U))‖H−K′ ,−S′ ).
(7.44)
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For ζ = f we have
‖f(Φs(t, U))− f(U)‖HK,S ≤
∫ s
−s
‖(Xtϑ)f (Φs′(t, U))‖HK,Sds′ ≤ rhs(7.44).
The above two formulas imply the following, which yields claim (3),
‖f(Φs(t, U))− f(U)‖HK,S ≤ C|s|(|z|+ ‖f‖H−K′,−S′ ),
|z(Φs(t, U))− z(U)| ≤ C|s|(|z|+ ‖f‖H−K′,−S′ ).
(7.45)
Lemma 7.8. We consider a scalar function F (t, U) defined as follows:
F (t,Φs(t, U)) = i
∫ s
0
αΦs′ (t,U)
(
Xtϑ(Φs′ (t, U))
)
ds′ , where ω(U) = ω0 . (7.46)
We have F ∈ C∞([0, 1] × U ,R) for a neighborhood U of R × {(ω0, 0, 0)} in
P−K′,−S′ . We have
|F (t, U)| ≤ C(K ′, S′)|ω − ω0| (|z|+ ‖f‖H−K′,−S′ )2 . (7.47)
We have (exterior differentiation only in U)
(α+ i dF )(Xtϑ) = 0. (7.48)
Proof. F is smooth by (7.20) and Lemma 7.7. (7.48) follows by (7.41) and by
αU
(
Xtϑ(U)
)
+ i
d
ds |s=0
F (t,Φs(t, U)) = 0. (7.49)
By (7.20) and (7.38) we have
|α(Xtϑ)| ≤ |αω | |(Xtϑ)ω|+ |〈αf , (Xtϑ)f 〉| . (|z|+ ‖f‖H−K′,−S′ )2 . (7.50)
Then (7.47) follows by |s| ≈ |ω(Φs(t, U))− ω0|.
Lemma 7.9. Denote by X t the vector field which solves
iX tΩt = −α− i dF (t). (7.51)
Then the following properties hold.
(1) There is a neighborhood U of R × {(ω0, 0, 0)} in P1,0 such that X t(U) ∈
C∞([0, 1]× U ,P1,0).
(2) We have (X t)ϑ ≡ 0.
(3) For constants C(K,S,K ′, S′) we have∣∣∣∣(X t)ω + ‖f‖222q′(ω)
∣∣∣∣ . (|z|+ ‖f‖H−K′,−S′ )2;
|(X t)j |+ |(X t)j |+ ‖(X t)f‖HK,S . (|z|+ ‖f‖H−K′,−S′ )×
× (|ω − ω0|+ |z|+ ‖f‖H−K′,−S′ + ‖f‖2L2).
(7.52)
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(4) We have
LX t
∂
∂ϑ
:=
[
X t, ∂
∂ϑ
]
= 0. (7.53)
Proof. Claim (1) follows from the regularity properties of α, F and Ωt and from
equations (7.54) and (7.56) below. (7.48) implies (2) by
i(X t)ϑ = idϑ(X t) = −iXt
ϑ
Ωt(X t) = iX tΩt(Xtϑ) = −(α+ i dF )(Xtϑ) = 0.
We have i(X t)ω = idω(X t) = −iXtωΩt(X t), so by (7.51) and (7.33) we get
i(X t)ω = iX tΩt(Xtω) = −(Xtω)ϑ
[
αϑ + t∂jF 〈ξj , R〉 − t∂jF 〈σ1ξj , R〉
+ t〈∇fF + iαf , P 0c (1 + tPc − tP 0c )−1P 0c Pcσ3R〉
]
.
(7.54)
Then by (7.20), (7.34), (7.15) and (7.35), we get the first inequality in (7.52):∣∣∣∣(X t)ω + ‖f‖222q′(ω)
∣∣∣∣ ≤ C (|z|+ ‖f‖H−K′,−S′ )2 . (7.55)
By (7.32) we have the following equations
i ∂jF = (X t)j + t〈σ1σ3ξj , ∂ωR〉(X t)ω
−i ∂jF = (X t)j + t〈σ3ξj , ∂ωR〉(X t)ω
σ3σ1(α
f + i∇fF ) = −(X t)f − t(P 0c Pc − 1)(X t)f
− t(X t)ωP 0c Pc∂ωR.
(7.56)
Formulas (7.56) imply
|(X tω)j | ≤ |∂jF |+ C (|z|+ ‖f‖H−K′,−S′ ) |(X t)ω|
|(X tω)j | ≤ |∂jF |+ C (|z|+ ‖f‖H−K′,−S′ ) |(X t)ω|
‖(X tω)f‖HK,S ≤ ‖αf‖HK,S + ‖∇fF‖HK,S + C (|z|+ ‖f‖H−K′,−S′ ) |(X t)ω|
which with (7.55), (7.20) and Lemma (7.47) imply (7.52). (7.53) is a consequence
of the following equalities, which we will justify below:
0 = L ∂
∂ϑ
(iX tΩt) = i[ ∂
∂ϑ
,X t]Ωt + iX tL ∂
∂ϑ
Ωt = i[ ∂
∂ϑ
,X t]Ωt. (7.57)
The first equality is a consequence of (7.51) and L ∂
∂ϑ
(α+ idF ) = 0. The latter
is a consequence of L ∂
∂ϑ
α = 0 and ∂
∂ϑ
F = 0. Notice that ∂
∂ϑ
F = 0 can be proved
observing that (7.48), (7.20) and Lemma 7.5 imply Xtϑ
∂
∂ϑ
F = 0 and that on
ω = ω0 we have
∂
∂ϑ
F = 0. L ∂
∂ϑ
α = 0 is a consequence of the Cartan ”magic”
formula LXγ = (iXd+diX)γ, of the definition (7.19) and of following equalities:
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L ∂
∂ϑ
β = di ∂
∂ϑ
β + i ∂
∂ϑ
dβ = − i
2
d〈σ1U,U〉+ i〈σ1U, 〉 = 0;
L ∂
∂ϑ
β0 = di ∂
∂ϑ
β0 + i ∂
∂ϑ
dβ0 = −idq − ii ∂
∂ϑ
(dq ∧ dϑ) = −idq + idq ∧ i ∂
∂ϑ
dϑ = 0;
L ∂
∂ϑ
dψ = di ∂
∂ϑ
dψ =
1
2
d
∂
∂ϑ
〈σ3Φ, R〉 = 0.
(7.58)
The second equality in (7.57) follows by the product rule for the Lie derivative.
Finally, the third equality in (7.57) follows by L ∂
∂ϑ
Ωt = (1−t)L ∂
∂ϑ
Ω0+tL ∂
∂ϑ
Ω =
0, consequence of L ∂
∂ϑ
Ω = 0 (resp. L ∂
∂ϑ
Ω0 = 0), in turn consequence of the first
(resp. second) line in (7.58) and of the identity LXdγ = dLXγ.
We have:
Lemma 7.10. Consider the vectorfield X t in Lemma 7.8 and denote by Ft(U)
the corresponding flow. Then the flow Ft(U) for U near eiσ3ϑΦω0 is defined for
all t ∈ [0, 1]. We have ϑ ◦ F1 = ϑ. We have for ℓ = j, j,
q (ω(F1(U))) = q (ω(U))− ‖f‖
2
2
2
+ Eω(U)
zℓ(F1(U)) = zℓ(U) + Eℓ(U)
f(F1(U)) = f(U) + Ef (U)
(7.59)
with
|Eω(U)| . (|ω − ω0|+ |z|+ ‖f‖H−K′,−S′ )2, (7.60)
|Eℓ(U)|+ ‖Ef (U)‖HK,S . (|ω − ω0|+ |z|+ ‖f‖H−K′,−S′ + ‖f‖2L2) (7.61)
×(|ω − ω0|+ |z|+ ‖f‖H−K′,−S′ ).
For each ζ = ω, zℓ, f we have
Eζ(U) = Eζ(‖f‖2L2, ω, z, f) (7.62)
with, for a neighborhood U−K′,−S′ of R×{(ω0, 0, 0)} in P−K′,−S′ and for some
fixed a0 > 0
Eζ(̺, ω, z, f) ∈ C∞((−a0, a0)× U−K′,−S′ ,C) (7.63)
for ζ = ω, zℓ and with
Ef(̺, ω, z, f) ∈ C∞((−a0, a0)× U−K′,−S′ , HK,S). (7.64)
Proof. We add a new variable ̺. We define a new field by
i(Y t)ω = −(Xtω)ϑ
[
αϑ + i
‖f‖22 − ρ
2
+ t∂jF 〈ξj , R〉 − t∂jF 〈σ1ξj , R〉
+ t〈∇fF + iαf , P 0c (1 + tPc − tP 0c )−1P 0c Pcσ3R〉
]
,
(7.65)
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by
i ∂jF = (Y
t)j + t〈σ1σ3ξj , ∂ωR〉(Y t)ω
−i ∂jF = (Y t)j + t〈σ3ξj , ∂ωR〉(Y t)ω
σ3σ1(α
f + i∇fF ) = (Y t)f + t(P 0c Pc − 1)(Y t)f
− t(Y t)ωP 0c Pc∂ωR.
(7.66)
and by Y tρ = 2〈(Y t)f , σ1f〉. Then Y t = Y t(ω, ρ, z, f) defines a new flow Gt(ρ, U),
which reduces to Ft(U) in the invariant manifold defined by ρ = ‖f‖22. No-
tice that by ρ(t) = ρ(0) +
∫ t
0
Y sρ ds it is easy to conclude ρ(G1(ρ, U)) = (U) +
O(rhs(7.60)). Using (7.39), (7.20) and (7.65) it is then easy to get
q(ω(t)) = q(ω(0)) +
∫ t
0
q′(ω(s))Y sω ds = q(ω(0))−
∫ t
0
ρ(s)
2
ds+ O(rhs(7.60)).
By standard arguments, see for example the proof of Lemma 4.3 [BC], we get
q (ω(G1(ρ, U))) = q (ω(U))− ρ
2
+ Eω(ρ, U) ,
zℓ(G1(ρ, U)) = zℓ(U) + Eℓ(ρ, U) ,
f(G1(ρ, U)) = f(U) + Ef (ρ, U) ,
(7.67)
with Eζ(ρ, U) satisfying (7.63) for ζ = ω, zℓ and (7.64) for ζ = f . We have
Eζ(U) = Eζ(‖f‖2, U) satisfying (7.60) for ζ = ω and (7.61) for ζ = zℓ, f .
We have:
Lemma 7.11. Consider the flow Ft of Lemma 7.10. Then we have
F∗t Ωt = Ω0. (7.68)
We have
Q ◦ F1 = q. (7.69)
If χ is a function with ∂ϑχ ≡ 0, then ∂ϑ(χ ◦ Ft) ≡ 0.
Proof. (7.68) is Darboux Theorem, see (7.3). Let Gt = (Ft)−1. Then G∗tΩ0 =
Ωt. We have G∗tX0q(ω) = Xtq(ω)◦Gt by
iG∗tX0q(ω)Ωt = iG
∗
tX
0
q (ω)
G∗tΩ0 = G∗t iX0q (ω)Ω0 = −id(q(ω) ◦ Gt) = iXtq(ω)◦GtΩt.
Then by
[X t, ∂
∂ϑ
]
= 0 for all t
d
dt
Xtq(ω)◦Gt =
d
dt
G∗tX0q(ω) = −
d
dt
G∗t
∂
∂ϑ
= −G∗t
[
X 1−t, ∂
∂ϑ
]
= 0.
So X1q(ω)◦G1 = X
0
q(ω). Since by (5.16) and (7.7) this implies d(q ◦ G1) = dQ and
since there are points with q ◦G1(U) = Q(U), we obtain (7.69). Finally, the last
statement of Lemma 7.11 follows by (7.53) and by
∂
∂ϑ
F∗t χ =
(
F∗t
∂
∂ϑ
)
(F∗t χ) = F∗t
(
∂
∂ϑ
χ
)
.
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8 Reformulation of (6.5) in the new coordinates
We set
H = K ◦ F1. (8.1)
In the new coordinates (6.5) becomes
q′ω˙ =
∂H
∂ϑ
≡ 0 , q′ϑ˙ = −∂H
∂ω
(8.2)
and
iz˙j =
∂H
∂zj
, iz˙j = −∂H
∂zj
if˙ = σ3σ1∇fH.
(8.3)
Recall that we are solving the initial value problem (1.1) and that we have
chosen ω0 with q(ω0) = ‖u0‖2L2x . Correspondingly it is enough to focus on (8.3)
with ω = ω0. For system (8.3) we prove :
Theorem 8.1. Then there exist ε > 0 and C > 0 such that for |z(0)| +
‖f(0)‖H1 ≤ ǫ < ε the corresponding solution of (8.3) is globally defined and
there are f± ∈ H1 with ‖f±‖H1 ≤ Cǫ such that
lim
t→±∞
‖eiϑ(t)σ3f(t)− eitσ3∆f±‖H1 = 0 (8.4)
where ϑ(t) is the variable associated to UT (t) = (u(t), u(t)) in (3.12) and (3.13).
We also have
lim
t→∞
z(t) = 0. (8.5)
In particular, it is possible to write R(t, x) = A(t, x) + f˜(t, x) with |A(t, x)| ≤
CN (t)〈x〉−N for any N , with limt→∞ CN (t) = 0 and such that for any admissible
pair (r, p), i.e. (2.4), we have
‖f˜‖Lrt (R,W 1,px ) ≤ Cǫ. (8.6)
By Lemma 7.10, Theorem 8.1 implies Theorem 2.2. Indeed, if we denote
(ω, z′, f ′) the initial coordinates, and (ω0, z, f) the coordinates in (8.3), we have
z′ = z+O(|z|+‖f‖L2,−2x ) and f ′ = f+O(|z|+‖f‖L2,−2x ). The two error terms O
converge to 0 as t→∞. Hence the asymptotic behavior of (z′, f ′) and of (z, f)
is the same. We also have q (ω(t)) = q (ω0) − ‖f(t)‖
2
2
2 + O(|z(t)| + ‖f(t)‖L2,−2x )
which implies, say at +∞
lim
t→+∞
q (ω(t)) = lim
t→+∞
(
q (ω0)− ‖e
itσ3∆f+‖22
2
)
= q (ω0)− ‖f+‖
2
2
2
= q(ω+)
for somewhere ω+ is the unique element near ω0 for which the last inequality
holds. So limt→+∞ ω(t) = ω+.
In the rest of the paper we focus on Theorem 8.1. The main idea is that
(8.3) is basically like the system considered in [BC]. Therefore Theorem 8.1
follows by the Birkhoff normal forms argument of [BC], supplemented with the
various dispersive estimates in [CM].
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8.1 Taylor expansions
Consider U = eiσ3ϑ(Φω + R) as in (3.12). Decompose R as in (3.14). Set
u = ϕ+ uc with
t(Pc(ω)f) = (uc, uc). We have
B(|u|2) = B (|uc|2)+ ∫ 1
0
[
∂
∂u
B(|u|2)|u=uc+tϕϕ+
∂
∂u
B(|u|2)|u=uc+tϕϕ
]
dt
= B
(|uc|2)+ ∫ 1
0
dt
∑
i+j≤4
1
i!j!
∂i+1u ∂
j
uB
(|u|2)
|u=tϕ
uicuc
jϕ+
∫ 1
0
dt
∑
i+j≤4
1
i!j!
∂iu∂
j+1
u B
(|u|2)
|u=tϕ
uicuc
jϕ+
5
∫
[0,1]2
dtds(1− s)4
∑
i+j=5
1
i!j!
∂i+1u ∂
j
uB
(|u|2)
|u=tϕ+suc
uicuc
jϕ+
5
∫
[0,1]2
dtds(1− s)4
∑
i+j=5
1
i!j!
∂iu∂
j+1
u B
(|u|2)
|u=tϕ+suc
uicuc
jϕ.
(8.7)
Lemma 8.2. The following statements hold.
K = d(ω)− ω‖u0‖22 +K2 +KP
K2 =
∑
j
λj(ω)|zj |2 + 1
2
〈σ3Hωf, σ1f〉
KP =
∑
|µ+ν|=3
〈aµν(ω, z), 1〉zµzν +
∑
|µ+ν|=2
zµzν〈Gµν(ω, z), σ3σ1Pc(ω)f〉
+
4∑
d=2
〈Bd(ω, z), (Pc(ω)f)⊗d〉+ 〈B6(ω, f), 1〉+
∫
R3
B5(x, ω, z, f(x))f
⊗5(x)dx,
for B6(x, ω, f) = B
(
|Pc(ω)f(x)|
2
2
)
, where we have what follows.
(1) aµν(·, ω, z) ∈ C∞(U, HK,Sx (R3,C)) for any pair (K,S) and a small neigh-
borhood U of (ω0, 0) in O × Cm.
(2) Gµν(·, ω, z) ∈ C∞(U, HK,Sx (R3,C2)), for U like in (1), possibly smaller.
(3) Bd(·, ω, z) ∈ C∞(U, HK,Sx (R3, B((C2)⊗d,C))), for 2 ≤ d ≤ 4 for U possi-
bly smaller.
(4) Let tη = (ζ, ζ) for ζ ∈ C. Then for B5(·, ω, z, η) we have
for any l , ‖∇l
ω,z,z,ζ,ζ
B5(ω, z, η)‖HK,Sx (R3,B((C2)⊗5,C) ≤ Cl.
(5) We have aµν = aνµ, Gµν = −σ1Gνµ.
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Proof. The expansion for K is a consequence of well know cancelations. (1)–(4)
follow from (8.7) and elementary calculus. (5) follows from the fact that K(U)
is real valued for U = σ1U .
We set δj be for j ∈ {1, ...m} the multi index δj = (δ1j , ..., δmj). Let λ0j =
λj(ω0) and λ
0 = (λ01, · · · , λ0m).
Lemma 8.3. Let H = K ◦ F1. Then, at eiσ3ϑΦω0 we have the expansion
H = d(ω0)− ω0‖u0‖22 + ψ(‖f‖22) +H(1)2 +R(1) (8.8)
for ω = ω0, where the following holds.
(1) We have for r = 1
H
(r)
2 =
∑
|µ+ν|=2
λ0·(µ−ν)=0
a(r)µν (‖f‖22)zµzν +
1
2
〈σ3Hω0f, σ1f〉. (8.9)
(2) We have R(1) = R˜(1) + R˜(2), with R˜(1) =
=
∑
|µ+ν|=2
λ0·(µ−ν) 6=0
a(1)µν (‖f‖22)zµzν +
∑
|µ+ν|=1
zµzν〈σ1σ3Gµν(‖f‖22), f〉,
R˜(2) =
∑
|µ+ν|=3
zµzν
∫
R3
aµν(x, z, f, f(x), ‖f‖22)dx
+
∑
|µ+ν|=2
zµzν
∫
R3
[
σ1σ3Gµν(x, z, f, f(x), ‖f‖22)
]∗
f(x)dx
+
5∑
j=2
R(1)j +
∫
R3
B(|f(x)|2/2)dx+ R̂(1)2 (z, f, ‖f‖22)
with R(1)j =
∫
R3
Fj(x, z, f, f(x), ‖f‖22)f⊗j(x)dx.
(8.10)
(3) We have F2(x, 0, 0, 0, 0) = 0.
(4) ψ(s) is smooth with ψ(0) = ψ′(0) = 0.
(5) At ‖f‖2 = 0 with r = 1
a(r)µν (0) = 0 for |µ+ ν| = 2 with (µ, ν) 6= (δj , δj) for all j,
a
(r)
δjδj
(0) = λj(ω0), where δj = (δ1j , ..., δmj),
Gµν(0) = 0 for |µ+ ν| = 1
(8.11)
These a
(r)
µν (̺) and Gµν(x, ̺) are smooth in all variables with Gµν(·, ̺) ∈
C∞(R, HK,Sx (R
3,C2)) for all (K,S).
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(6) We have for all indexes and for r = 1
a(r)µν = a
(r)
νµ , aµν = aνµ , Gµν = −σ1Gνµ. (8.12)
(7) Let tη = (ζ, ζ) for ζ ∈ C. For all (K,S,K ′, S′) there is a neighbor-
hood U−K′,−S′ of {(0, 0)} in P˜−K′,−S′ , see (7.40), such that we have, for
aµν(x, z, f, η, ̺) with (z, f, ζ, ̺) ∈ U−K′,−S′ × C× R
‖∇l
z,z,ζ,ζ,f,̺
aµν‖HK,Sx (R3,C) ≤ Cl for all l. (8.13)
(8) Possibly restricting U−K′,−S′ , we have also, for Gµν(x, z, f, g, ̺),
‖∇l
z,z,ζ,ζ,f,̺
Gµν‖HK,Sx (R3,C2) ≤ Cl for all l. (8.14)
(9) Restricting U−K′,−S′ further, we have also, for Fj(x, z, f, g, ̺),
‖∇l
z,z,ζ,ζ,f,̺
Fj‖HK,Sx (R3,B((C2)⊗j ,C)) ≤ Cl for all l.
(10) Restricting U−K′,−S′ further, we have R̂(1)2 (z, f, ̺) ∈ C∞(U−K
′,−S′×R,R)
with
|R̂(1)2 (z, f, ̺)| ≤ C(|z|+ |̺|+ ‖f‖H−K′,−S′ )‖f‖2H−K′,−S′ .
Proof. By F1(Φω0) = Φω0 , K ′(Φω0) = 0 and ‖F1(U) − U‖PK,S . ‖R‖2L2 we
conclude H ′(Φω0) = 0 and H
′′(Φω0) = K
′′(Φω0). In particular, this yields the
formula for H
(1)
2 for ‖f‖2 = 0. The other terms are obtained by substituting
in (8.8) the formulas (7.59). By 〈σ3f, σ1f〉 = 0 we have 〈σ3Hω0+δωf, σ1f〉 =
〈σ3Hω0f, σ1f〉+ F˜2 where F˜2 can be absorbed in j = 2 in (8.10). ψ(‖f‖22) arises
from d(ω ◦ F1) − ω ◦ F1‖u0‖22. Other terms coming from the latter end up in
(8.10): in particular there are no monomials ‖f‖j2zµzν〈G, f〉i with |µ+ν|+i = 1,
because of (7.60) (applied for ω = ω0).
9 Canonical transformations
Our goal in this section is to prove the following result.
Theorem 9.1. For any integer r ≥ 2 there are a neighborhood U1,0 of {(0, 0)}
in P˜1,0, see (7.40), and a smooth canonical transformation Tr : U1,0 → P˜1,0 s.t.
H(r) := H ◦ Tr = d(ω0)− ω0‖u0‖22 + ψ(‖f‖22) +H(r)2 + Z(r) +R(r), (9.1)
where:
(i) H
(r)
2 = H
(2)
2 for r ≥ 2, is of the form (8.9) where a(r)µν (‖f‖2) satisfy
(8.11)–(8.12);
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(ii) Z(r) is in normal form, in the sense of Definition 9.3 below, with mono-
mials of degree ≤ r whose coefficients satisfy (8.12);
(iii) the transformation Tr is of the form (see below) (9.9)– (9.10) and satisfies
(9.12)–(9.13) for M0 = 1;
(iv) we have R(r) =∑6d=0R(r)d with the following properties:
(iv.0) for all (K,S,K ′, S′) there is a neighborhood U−K′,−S′ of {(0, 0)} in
P˜−K′,−S′ such that
R(r)0 =
∑
|µ+ν|=r+1
zµzν
∫
R3
a(r)µν (x, z, f, f(x), ‖f‖22)dx
and for a
(r)
µν (z, f, η, ̺) with tη = (ζ, ζ), ζ ∈ C we have for (z, f) ∈
U−K′,−S′ and |̺| ≤ 1
‖∇l
z,z,ζ,ζ,f,̺
a(r)µν (·, z, f, η, ̺)‖HK,S(R3,C) ≤ Cl for all l; (9.2)
(iv.1) possibly taking U−K′,−S′ smaller, we have
R(r)1 =
∑
|µ+ν|=r
zµzν
∫
R3
[
σ1σ3G
(r)
µν (x, z, f, f(x), ‖f‖22)
]∗
f(x)dx
with ‖∇l
z,z,ζ,ζ,f,̺
G(r)µν (·, z, f, η, ̺)‖HK,S(R3,C2) ≤ Cl for all l; (9.3)
(iv.2–5) possibly taking U−K′,−S′ smaller, we have for 2 ≤ d ≤ 5,
R(r)d =
∫
R3
F
(r)
d (x, z, f, f(x), ‖f‖22)f⊗d(x)dx + R̂(r)d ,
with for any l
‖∇l
z,z,ζ,ζ,f,̺
F
(r)
d (·, z, f, η, ̺)‖HK,S(R3,B((C2)⊗d,C) ≤ Cl, (9.4)
with F
(r)
2 (x, 0, 0, 0, 0) = 0 and with R˜(r)d (z, f, ‖f‖22) s.t.
R̂(r)d (z, f, ̺) ∈ C∞(U−K
′,−S′ × R,R),
|R̂(r)d (z, f, ̺)| ≤ C‖f‖dH−K′,−S′ ,
|R̂(r)2 (z, f, ̺)| ≤ C(|z|+ |̺|+ ‖f‖H−K′,−S′ )‖f‖2H−K′,−S′ ;
(9.5)
(iv.6) R(r)6 =
∫
R3
B(|f(x)|2/2)dx.
We develop the proof in the following subsections. The basic ideas are clas-
sical. However we need to develop a number of tools, along the lines of [BC].
The situation here is more complicated than in [BC] because of the dependence
of the coefficients on ‖f‖2.
35
9.1 Lie transform
We consider functions
χ =
∑
|µ+ν|=M0+1
bµν(‖f‖22)zµzν +
∑
|µ+ν|=M0
zµzν〈σ1σ3Bµν(‖f‖22), f〉 (9.6)
where bµν(̺) ∈ C∞(R̺,C) and Bµν(x, ̺) ∈ C∞(R, Pc(ω0)Hk,sx (R3,C2)) for all
k and s. Assume
bµν = bνµ and σ1Bµν = −Bνµ for all indexes. (9.7)
We set for K > 0 and S > 0 fixed and large set
‖χ‖ = ‖χ(‖f‖22)‖ =
∑
|bµν(‖f‖22)|+
∑
‖Bµν(‖f‖22)‖HK,S . (9.8)
Denote by φt the flow of the Hamiltonian vector field Xχ ( from now on with
respect to Ω0 and only in (z, f)). The Lie transform φ = φ
t
∣∣
t=1
is defined in a
sufficiently small neighborhood of the origin and is a canonical transformation.
Lemma 9.2. Consider the χ in (9.6) and its Lie transform φ. Set (z′, f ′) =
φ(z, f). Then there are G(z, f, ̺), Γ(z, f, ̺), Γ0(z, f, ρ) and Γ1(z, f, ρ) with the
following properties.
(1) Γ ∈ C∞(U−K′,−S′ ,Cm), Γ0,Γ1 ∈ C∞(U−K′,−S′ ,R), with U−K′,−S′ ⊂
Cm×H−K′,−S′c (ω0)×R an appropriately small neighborhood of the origin.
(2) G ∈ C∞(U−K′,−S′ , HK,Sc (ω0)) for any K,S.
(3) The transformation φ is of the following form:
z′ = z + Γ(z, f, ‖f‖22), (9.9)
f ′ = eiΓ0(z,f,‖f‖
2
2)Pc(ω0)σ3f + G(z, f, ‖f‖22). (9.10)
(4) We have
‖f ′‖22 = ‖f‖22 + Γ1(z, f, ‖f‖22), (9.11)∣∣Γ1(z, f, ‖f‖22)∣∣ ≤
C|z|M0−1(|z|M0+2 + |z|2‖f‖H−K′,−S′ + ‖f‖3H−K′,−S′ ). (9.12)
(5) There are constants cK′,S′ and cK,S,K′,S′ such that
|Γ(z, f, ‖f‖22)| ≤ cK′,S′(‖χ‖+ (9.12))|z|M0−1(|z|+ ‖f‖H−K′ ,−S′ ),
‖G(z, f, ‖f‖22)‖HK,S ≤ cK,S,K′,S′(‖χ‖+ (9.12))|z|M0 ,
|Γ0(z, f, ‖f‖22)| ≤ cK′,S′ |z|M0−1(|z|+ ‖f‖H−K′,−S′ )2.
(9.13)
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(6) We have
eiΓ0Pc(ω0)σ3 = eiΓ0σ3 + T (Γ0), (9.14)
where T (r) ∈ C∞(R, B(H−K′,−S′ , HK,S)) for all (K,S,K ′, S′), with norm
‖T (r)‖B(H−K′,−S′ ,HK,S) ≤ C(K,S,K ′, S′)|r|. More specifically, the range
of T (r) is R(T (r)) ⊆ L2d(H) + L2d(H∗), L2d defined two lines after (3.11).
Proof. Claim (6) can be proved independently of the properties of Γ0. Recall
that Pc(ω) = 1 − Pd(ω), see below (3.11), with Pd(ω) smoothing and of finite
rank. Exploiting σ3Pd(ω) = P
∗
d (ω)σ3 it is elementary to prove
eiΓ0Pc(ω0)σ3 = eiΓ0σ3 + T (Γ0) with T (Γ0) = −i sin (Γ0)Pd(ω0)σ3+
+
∞∑
n=2
(iΓ0)
n
n!
[n2 ]∑
j=1
([
n
2
]
j
)
Kj(Pc(ω0)σ3)
ε(n),
(9.15)
with K = Pd(ω0)P
∗
d (ω0)−Pd(ω0)− P ∗d (ω0) and ε(n) = 1−(−1)
n
2 . T (Γ0) has the
properties of Claim (6).
In the sequel we prove Claims (1)–(5). Set ̺ = ‖f‖22. For b′µν and B′µν
derivatives with respect to ̺, summing on repeated indexes, consider
γ(z, f, ̺) := 2(b′µν(̺)z
µzν + 〈σ1σ3B′µν(̺), f〉zµzν). (9.16)
For σ1f = f , then γ(z, f, ̺) ∈ R by (9.7). We set up the following system:
iz˙j =
∑
|µ+ν|=M0+1
νj
zµzν
zj
bµν(̺) +
∑
|µ+ν|=M0
νj
zµzν
zj
〈σ1σ3Bµν(̺), f〉
if˙ =
∑
|µ+ν|=M0
zµzνBµν(̺) + γ(z, f, ̺)Pc(ω0)σ3f
˙̺ = −2i〈
∑
|µ+ν|=M0
zµzνBµν(̺) + γ(z, f, ̺)(Pc(ω0)− P ∗c (ω0))σ3f, σ1f〉,
(9.17)
where in the last equation we exploited 〈σ3f, σ1f〉 = 0. By (9.7) the flow leaves
the set with σ1f = f and ̺ ∈ R invariant. In particular, the set where ̺ = ‖f‖22
is invariant under the flow of (9.17). In a neighborhood of 0 the lifespan of
the solutions is larger than 1. (9.9) can always been written. For γ defined in
(9.16), we have
f(t) = e−i
∫
t
0
γdsPc(ω0)σ3f −
∑
|µ+ν|=M0
i
∫ t
0
zµzνei
∫
t
s
γds′Pc(ω0)σ3Bµνds.
This yields (9.10). We can always write
̺′ = ̺+ Γ1(z, f, ̺). (9.18)
37
This yields (9.11). Claims (1)–(2) follow from the regularity of the flow of (9.17)
on the initial data. By (9.17) we get
|̺(t)− ̺| ≤ C sup
0≤t′≤t
|z(t′)|M0−1(|z(t′)|M0+2+
+ |z(t′)|2‖f(t′)‖H−K′,−S′ + ‖f(t′)‖3H−K′,−S′ ).
(9.19)
Similarly we have
|z(t)− z| ≤ C sup
0≤t′≤t
|z(t′)|M0−1‖χ(̺(t′))‖(|z(t′)|+ ‖f(t′)‖H−K′,−S′ ), (9.20)
‖
∫ t
0
zµzνei
∫
t
s
γds′Pc(ω0)σ3Bµνds‖HK,S ≤ C sup
0≤t′≤t
|z(t′)|M0‖χ(̺(t′))‖. (9.21)
Then |z(t)| ≈ |z|+ ‖f‖H−K′,−S′ with in particular |z(t)| ≈ |z| when M0 > 1. By
Claim (6) and by the fact that the exponent Γ0(z, f, ̺) in (9.10) is a uniformly
bounded function, we get ‖f(t)‖H−K′,−S′ ≈ |z|+ ‖f‖H−K′,−S′ . Then
|‖χ(̺(t′))‖ − ‖χ(̺)‖| ≤ (9.12). (9.22)
This implies that the right hand sides of (9.19)–(9.21) are bounded by the
bounds of Γ1, Γ and G in the statement. This yields the desired bounds on Γ1,
Γ and G. The bound on Γ0 follows from
|
∫ t
0
γ(t′)dt′| ≤ C sup
0≤t′≤t
|z(t′)|M0 (|z(t′)|+ ‖f(t′)‖H−K′,−S′ )
≤ C1|z|M0−1(|z|+ ‖f‖H−K′,−S′ )2.
(9.23)
9.2 Normal form
Recall the notation λ0j = λj(ω0) and δj = (δ1j , ..., δmj), see before Lemma 8.3.
Let H = Hω0Pc(Hω0). For r ≥ 1, using the coefficients in (8.9) of the H(r)2 in
Theorem 9.1, let
λ
(r)
j = λ
(r)
j (‖f‖22) = λj(ω0) + a(r)δjδj (‖f‖22), λ(r) = (λ
(r)
1 , · · · , λ(r)m ). (9.24)
Definition 9.3. A function Z(z, f) is in normal form if it is of the form
Z = Z0 + Z1 (9.25)
where we have finite sums of the following types:
Z1 =
∑
|λ0·(ν−µ)|>ω0
zµzν〈σ1σ3Gµν(‖f‖22), f〉 (9.26)
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with Gµν(x, ̺) ∈ C∞(R̺, HK,Sx ) for all K, S;
Z0 =
∑
λ0·(µ−ν)=0
aµ,ν(‖f‖22)zµzν (9.27)
and aµ,ν(̺) ∈ C∞(R̺,C). We will always assume the symmetries (8.12).
For an H
(r)
2 as in (8.9) let H
(r)
2 = D
(r)
2 + (H
(r)
2 −D(r)2 ) where
D
(r)
2 =
m∑
j=1
λ
(r)
j (‖f‖22)|zj|+
1
2
〈σ3Hω0f, σ1f〉. (9.28)
In the following formulas we set λj = λ
(r)
j , λ = λ
(r) and D2 = D
(r)
2 . We recall
(λ′j(̺) is the derivative in ̺) that by (5.3), summing on repeated indexes,
{D2, F} := dD2(XF ) = ∂jD2(XF )j + ∂jD2(XF )j + 〈∇fD2, (XF )f 〉
= −i∂jD2∂jF + i∂jD2∂jF − i〈∇fD2, σ3σ1∇fF 〉 =
iλjzj∂jF − iλjzj∂jF + i〈Hf,∇fF 〉+ 2iλ′j(‖f‖22)|zj |2〈f, σ3∇fF 〉.
(9.29)
In particular, we have, for G = G(x), (we use σ1iσ2 = σ3)
{D2, zµzν} = iλ · (µ− ν)zµzν ,
{D2, 〈σ1σ3G, f〉} = −i〈f, σ1σ3HG〉 − 2 i
m∑
j=1
λ′j |zj |2〈σ1f,G〉,
{D2, 1
2
‖f‖22} = {D2,
1
2
〈f, σ1f〉} = i〈Hf, σ1f〉 = −i〈β′(φ2)φ2σ3f, f〉.
(9.30)
In the sequel we will assume (and prove) that ‖f‖2 is small. We will consider
only |µ+ν| ≤ 2N+3. Then, λ0 ·(µ−ν) 6= 0 implies |λ0 ·(µ−ν)| ≥ c > 0 for some
fixed c, and so we can assume also |λ ·(µ−ν)| ≥ c/2. Similarly |λ0 ·(µ−ν)| < ω0
(resp. |λ0 · (µ− ν)| > ω0) will be assumed equivalent to |λ · (µ− ν)| < ω0 (resp.
|λ · (µ− ν)| > ω0).
Lemma 9.4. Consider
K =
∑
|µ+ν|=M0+1
kµν(‖f‖22)zµzν +
∑
|µ+ν|=M0
zµzν〈σ1σ3Kµν(‖f‖22), f〉. (9.31)
Suppose that all the terms in (9.31) are not in normal form and that the sym-
metries (8.12) hold. Consider
χ =
∑
|µ+ν|=M0+1
kµν(‖f‖22)
iλ · (ν − µ)z
µzν
−
∑
|µ+ν|=M0
zµzν〈σ1σ3 1
i(λ · (µ− ν)−H)Kµν(‖f‖
2
2), f〉.
(9.32)
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Then we have
{χ,D2} = K + L (9.33)
with, summing on repeated indexes,
L = 2
k′µν
(µ− ν) · λz
µzν〈β′(φ2)φ2σ3f, f〉
+ 2λ′jz
µzν |zj|2
〈
σ1f,
1
(µ− ν) · λ−HKµν
〉
−
2λ′ · (µ− ν)zµzν |zj |2
〈
σ1f,
1
((µ− ν) · λ−H)2Kµν
〉
〈β′(φ2)φ2σ3f, f〉
+ 2zµzν
〈
f, σ3σ1
1
(µ− ν) · λ−HK
′
µν
〉
〈β′(φ2)φ2σ3f, f〉.
(9.34)
The coefficients in (9.32) satisfy (8.12).
Proof. The proof follows by the tables (9.30), by the product rule for the deriva-
tive and by the symmetry properties of H.
We split the proof of Theorem 9.1 in two stages. We first prove step r = 2
of Theorem 9.1. We subsequently prove the case r > 2.
9.3 Proof of Theorem 9.1: the step r = 2
At this step, our goal is to obtain a hamiltonian similar to H , but with R˜(1) = 0.
We will need to solve a nonlinear homological equation. We consider a χ like in
(9.6) with M0 = 1 satisfying (9.7). We write
H ◦ φ = d(ω0)− ω0‖u0‖22 + ψ(‖f ′‖22) + (H(1)2 + R˜(1) + R˜(2)) ◦ φ, (9.35)
for φ the Lie transform of χ. We write (9.9)–(9.10) as follows, where we sum on
repeated indexes and ∇f does not act on ‖f‖22:
z′j − zj = ∂kΓj(0, 0, ‖f‖22)zk + ∂kΓj(0, 0, ‖f‖22)zk + (9.36)
+〈∇fΓj(0, 0, ‖f‖22), f〉+ rj ,
f ′ − eiΓ0(z,f,‖f‖22)Pc(ω0)σ3f = ∂kG(0, 0, ‖f‖22)zk + ∂kG(0, 0, ‖f‖22)zk + rf .
By (9.13)–(??) the terms in rhs(9.36) satisfy (see (9.8) for definition of ‖χ‖)
|∂kΓj |+ · · · ‖∂kG‖HK,S ≤ C‖χ‖
|rj |+ ‖rf‖HK,S ≤ C(|z|2 + ‖f‖2H−K′,−S′ ).
(9.37)
We write the f ′⊗2 in (8.10) schematically as
f ′2(x) =
∑
|µ+ν|=2
Aµν(x, ‖f‖22)zµzν +
∑
|µ+ν|=1
zµzνAµν(‖f‖22)(x)f(x)
+ (eiΓ0σ3f + T (Γ0)f)
2(x) + ϕ(x)rjf(x) + rf (x)f(x) + ϕ(x)r
2
j + r
2
f (x)
(9.38)
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where ϕ(x) represents an exponentially decreasing smooth function. (9.37) im-
plies ∑
µ,ν
‖Aµν(x, ‖f‖22)‖HK,S +
∑
µ,ν
‖Aµν(‖f‖22)‖HK,S ≤ C‖χ‖. (9.39)
We consider
H
(1)
2 ◦ φ+ R˜(1) ◦ φ+
∫
R3
F2(x, 0, 0, 0, ‖f‖22)f ′⊗2(x)dx
+ 〈∇2f R̂(1)2 (0, 0, ‖f‖22), f ′⊗2〉.
(9.40)
We will assume for the moment Lemma 9.5:
Lemma 9.5. The following difference is formed by terms which satisfy the
properties stated for R(2) in Theorem 9.1:
ψ(‖f ′‖22) + (H(1)2 + R˜(1) + R˜(2)) ◦ φ− ψ(‖f‖22)− (9.40). (9.41)
We postpone the proof of Lemma 9.5 and focus on (9.40) and on the choice
of χ.
Lemma 9.6. It is possible to choose χ such that there exists H
(2)
2 as in (i)
Theorem 9.1 such that the difference (9.40)−H(2)2 is formed by terms which
satisfy the properties stated for R(2) in Theorem 9.1.
Proof. We have by (9.6) and using Definition 5.2
H
(1)
2 ◦ φ = H(1)2 +
∫ 1
0
{H(1)2 , χ} ◦ φtdt = H(1)2 +∑
|µ+ν|=2
bµν(‖f‖22)
∫ 1
0
{H(1)2 , zµzν} ◦ φtdt+
∑
|µ+ν|=1
〈σ3σ1Bµν(‖f‖22),
∫ 1
0
{H(1)2 , zµzνf} ◦ φtdt〉+ R˜
(9.42)
with |R˜| ≤ C(|z| + ‖f‖H−K′,−S′ )3, (9.30), Lemma 9.2. Then, by (9.30) for
λ = λ(1), defined in (9.24), and substituting H
(1)
2 = D
(1)
2 + (H
(1)
2 −D(1)2 ) in the
last two lines of (9.42), we get
H
(1)
2 ◦ φ = H(1)2 + i
∑
|µ+ν|=2
bµνλ · (µ− ν)zµzν
− i
∑
|µ+ν|=1
zµzν〈f, σ1σ3(H− λ · (µ− ν))Bµν 〉+ R̂,
with D
(1)
2 defined in (9.28) and with, by (9.30), (8.11) and Lemma 9.2,
|R̂| ≤ C(|z|+ ‖f‖H−K′,−S′ )3 + C‖χ‖(‖χ‖+ ‖f‖22)(|z|+ ‖f‖H−K′,−S′ )2. (9.43)
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Similarly
R˜(1) ◦ φ = R˜(1) +
∑
|µ+ν|=2
l˜µνz
µzν +
∑
|µ+ν|=1
zµzν〈f, σ1σ3L˜µν〉+R, (9.44)
with |l˜µν |+ ‖L˜µν‖HK,S ≤ C‖χ‖ ‖R˜(1)‖ (9.45)
|R| ≤ rhs(9.43) + rhs(9.45). (9.46)
In (9.40) we substitute f ′⊗2 using (9.38). Then∫
R3
F2(x, 0, 0, 0, ‖f‖22)f ′⊗2(x)dx = χ˜+ R (9.47)
with: χ˜ a polynomial like (9.6) with M0 = 1 such that ‖χ˜‖ ≤ C‖f‖22‖χ‖ by
claims (4) and (9) in Lemma 8.3 and by (9.38); χ˜ satisfies (9.7) by the fact that
the rhs(9.47) is real valued; R formed by terms with the properties stated for
R(2) in Theorem 9.1, see second line of (9.38). By an argument similar to the
one for (9.47), we have
〈∇2f R̂(1)2 (0, 0, ‖f‖22), f ′⊗2〉 = χ˜+R, (9.48)
with χ˜ and R different from the ones in (9.47) but with the same properties.
Then we have
(9.40) = H
(1)
2 + R˜(2) + χ̂+ i
∑
|µ+ν|=2
bµνλ · (µ− ν)zµzν−
− i
∑
|µ+ν|=1
zµzν〈f, σ1σ3(H− λ · (µ− ν))Bµν〉+R,
(9.49)
where R satisfies the properties stated for R(2) and χ̂ is a polynomial like (9.6)–
(9.7) with M0 = 1 and (Ẑ and K̂ will be defined in two lines)
‖χ̂‖ = ‖Ẑ‖+ ‖K̂‖ ≤ C‖χ‖(‖f‖22 + ‖χ‖+ ‖R˜(2)‖). (9.50)
Here χ̂ = Ẑ + K̂, where in Ẑ =
∑
b̂µν(‖f‖22)zµzν we sum over |µ + ν| = 2,
λ0 · µ = λ0 · ν, i.e. in Ẑ we collect the null form terms of χ̂. We set
H
(2)
2 = H
(1)
2 + Ẑ. (9.51)
Up to now χ is undetermined. We choose χ with coefficients bµν and Bµν such
that bµν = 0 for λ
0 · µ = λ0 · ν and such that the following system is satisfied:
R˜(1) + K̂ + i
∑
|µ+ν|=2
bµνλ · (µ− ν)zµzν−
− i
∑
|µ+ν|=1
zµzν〈f, σ1σ3(H− λ · (µ− ν))Bµν〉 = 0.
(9.52)
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In coordinates, (9.52) is
a(1)µν + k̂µν + ibµνλ · (µ− ν) = 0, |µ+ ν| = 2, λ0 · µ 6= λ0 · ν,
Gµν + K̂µν − i(H− λ · (µ− ν))Bµν = 0, |µ+ ν| = 1,
(9.53)
where: a
(1)
µν and Gµν are coefficients of R˜(1), they are smooth functions of ̺ =
‖f‖22, and are equal to 0 for ̺ = 0; k̂µν ∈ C and K̂µν ∈ HK,S are coefficients
of K̂, and are smooth functions of ̺ = ‖f‖22 and of the coefficients of χ, where
bµν ∈ C and Bµν ∈ HK,S . By (9.50)
|k̂µν |+ ‖K̂µν‖HK,S ≤ C‖χ‖(‖f‖22 + ‖χ‖+ ‖R˜(1)‖). (9.54)
Then by the implicit function theorem we can solve the nonlinear system (9.53)
with unknown χ obtaining (we consider bµν only for λ
0 · µ 6= λ0 · ν)
|bµν + a
(1)
µν
iλ · (µ− ν) |+ ‖Bµν + iRH(λ · (µ− ν))Gµν‖HK,S
≤ C‖R˜(1)‖(‖R˜(1)‖+ ‖f‖22).
(9.55)
Notice that with the above choice of χ and with (9.51), (9.49) yields
(9.40) = H
(2)
2 +R, (9.56)
where R has the properties stated for R(2) in Theorem 9.1. Hence Lemma 9.5
is proved.
Proof of Lemma 9.5
By (9.11)–(9.12), and with the big O smooth in z ∈ Cm, f ∈ H−K′,−S′c ,
ψ(‖f ′‖22) = ψ(‖f‖22) +O
(|z|2‖f‖H−K′,−S′ + ‖f‖3H−K′,−S′ ) . (9.57)
The error term in (9.57) has the properties stated for R(2) in Theorem 9.1. We
consider the terms R˜(2) ◦ φ. Terms, for |µ+ ν| = 3, like
z′µz′ν
∫
R3
a(x, z′, f ′, f ′(x), ‖f ′‖22)dx, (9.58)
by (9.9) and (9.13) can be written as
(zµzν +O((|z| + ‖f‖H−K′,−S′ )3))
∫
R3
a(x, z′, f ′, f ′(x), ‖f ′‖22)dx, (9.59)
In the notation of Lemma 9.2 we have
a(x, z′, f ′, f ′(x), ‖f ′‖22) = a
(
x, z + Γ, eiΓ0Pc(ω0)σ3f + G,
eiΓ0σ3f(x) + [T (Γ0)f ](x) + G(z, f, ‖f‖22)(x), ‖f‖22 + Γ1
)
= a(x, z, f, f(x), ‖f‖22) +O(|z|+ ‖f‖H−K′,−S′ ).
(9.60)
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The big O’s in (9.59)–(9.60) are smooth in z ∈ Cm, f ∈ H−K′,−S′c . Then (9.58)
has the properties stated for R(2) in Theorem 9.1. Similar formulas can be used
for ∑
|µ+ν|=2
z′µz′ν
∫
R3
[
σ1σ3Gµν(x, z
′, f ′, f ′(x), ‖f ′‖22)
]∗
f ′(x)dx+
5∑
j=3
∫
R3
Fj(x, z
′, f ′, f ′(x), ‖f ′‖22)f ′⊗j(x)dx +
∫
R3
B(|f ′(x)|2/2)dx.
(9.61)
We treat with some detail these terms in the step r > 2, Subsection 9.4. Next
we consider the term with
∫
F2f
′⊗2(x)dx. First of all, we can apply to F2 an
analogue of (9.60) to obtain for d = 2
Fd(x, z
′, f ′, f ′(x), ‖f ′‖22) = Fd(x, z + Γ, eiΓ0Pc(ω0)σ3f + G,
eiΓ0σ3f(x) + [T (Γ0)f ](x) + G(z, f, ‖f‖22)(x), ‖f‖22 + Γ1)
= Fd(x, 0, 0, f(x), ‖f‖22) +O(|z|+ ‖f‖H−K′ ,−S′ ).
(9.62)
Then, modulo terms with the properties stated for R(2) in Theorem 9.1, we get∫
R3
F2(x, 0, 0, f(x), ‖f‖22)f ′⊗2(x)dx =
∫
R3
F2(x, 0, 0, 0, ‖f‖22)f ′⊗2(x)dx
+
∫
R3
G2(x, f(x), ‖f‖22)f(x) ⊗ f ′⊗2(x)dx,
(9.63)
where first term in rhs has been treated in Lemma 9.6 and second term has the
properties stated for R(2)3 in Theorem 9.1. By a similar argument
R̂(1)2 (z′, f ′, ‖f ′‖2)− 〈∇2f R̂(1)2 (0, 0, ‖f‖22), f ′⊗2〉 (9.64)
has the properties stated for R(2) in Theorem 9.1.
We denote: χ2 = χ, T2 the Lie transformation of χ2, Z(2) = 0. H(2)2 has
been defined in (9.51). We denote R(2) = (9.41) + (9.40) − H(2)2 . This R(2)
satisfies the conditions in Theorem 9.1. This ends the proof of case r = 2 in
Theorem 9.1.
9.4 Proof of Theorem 9.1: the step r > 2
Case r = 2 has been treated in Subsection 9.3. We have defined H
(2)
2 in (9.51).
We proceed by induction to complete the proof of Theorem 9.1. From the
argument below one can see that H
(r)
2 = H
(2)
2 for all r ≥ 2. For r ≥ 2, write
Taylor expansions
R(r)0 −R(r)02 =
∑
|µ+ν|=r+1
zµzν
∫
R3
a(r)µν (x, 0, 0, 0, ‖f‖22)dx, (9.65)
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R(r)1 −R(r)12 =
∑
|µ+ν|=r
zµzν
∫
R3
[
σ1σ3G
(r)
µν (x, 0, 0, 0, ‖f‖22)
]∗
f(x)dx. (9.66)
We have
R(r)02 +R(r)12 =
∑
|µ+ν|=r+2
zµzν
∫
R3
a˜(r)µν (x, z, f, 0, ‖f‖22)dx+
∑
|µ+ν|=r+1
zµzν
∫
R3
[
σ1σ3G˜
(r)
µν (x, z, f, f(x), ‖f‖22)
]∗
f(x)dx+
∑
|µ+ν|=r
zµzν
∫
R3
F˜
(r)
2 (x, z, f, f(x), ‖f‖22) · (f(x))⊗2 dx,
(9.67)
with a˜
(r)
µν satisfying (9.2), G˜
(r)
µν (9.3) and F˜
(r)
2 (9.4). Since H
(r) = H ◦ Tr is real
valued (because H is real valued), then both sides of equations (9.65)–(9.67) are
real valued. In particular, a
(r)
µν and G
(r)
µν satisfy (8.12). Set
K˜r+1 := rhs(9.65) + rhs(9.66). (9.68)
Split K˜r+1 = Kr+1 + Zr+1 collecting inside Zr+1 all the terms of K˜r+1 in null
form. The coefficients of Kr+1 and of Zr+1 satisfy (8.12), by the argument just
before (9.68). We consider a (momentarily unknown) polynomial χ like (9.6)–
(9.7), M0 = r. Denote by φ its Lie transformation. Let (z
′, f ′) = φ(z, f). For
d = 2, in the notation of Lemma 9.2 we have
(R(r)d − R̂(r)d )(z′, f ′) = 〈F (r)d (z′, f ′, f ′(·), ‖f ′‖22), (eiΓ0Pc(ω0)σ3f + G)⊗d〉.
(9.69)
Then rhs(9.69)=
=
d∑
j=0
(
d
j
)
〈F (r)d (z′, f ′, f ′(·), ‖f ′‖22),G⊗(d−j) ⊗ [eiΓ0Pc(ω0)σ3f ]⊗j〉 =
d∑
j=0
(
d
j
) j∑
ℓ=0
(
j
ℓ
)
〈F (r)d (· · · ),G⊗(d−j) ⊗ [T (Γ0)f ]⊗(j−ℓ) ⊗ [eiΓ0σ3f ]⊗ℓ〉.
(9.70)
In the notation of Lemma 9.2 we have for d = 2
F
(r)
d (z
′, f ′, f ′(x), ‖f ′‖22)(x) =
F
(r)
d
(
z + Γ, eiΓ0Pc(ω0)σ3f + G, eiΓ0σ3f(x) + [T (Γ0)f ](x), ‖f‖22 + Γ1
)
(x).
(9.71)
Then
F
(r)
2 (z
′, f ′, f ′(x), ‖f ′‖22)(x) = F (r)2 (0, 0, f(x), ‖f‖22)(x)+
O(|z|+ ‖f‖H−K′ ,−S′ ) = F (r)2 (0, 0, 0, ‖f‖22)(x)+
G(0, 0, f(x), ‖f‖22)(x)f(x) +O(|z|+ ‖f‖H−K′ ,−S′ ),
(9.72)
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where the big O are smooth in z ∈ Cm and f ∈ H−K′,−S′ with values in
HK,S(R3, B((C2)⊗2,C) and where G has values in HK,S(R3, B((C2)⊗3,C) and
satisfies estimates (9.4). So the last line of (9.72) when plugged in (9.70) for
d = 2 yields terms with the properties of
∑3
d=0R(r+1)d . We focus now on the
first term in the rhs of (9.72). Schematically, in analogy to (9.38) we write
f ′2(x) =
∑
|µ+ν|=r
zµzνAµν(‖f‖22)(x)f(x)
+
∑
|µ+ν|=2r
Aµν(x, ‖f‖22)zµzν + (eiΓ0σ3f + T (Γ0)f)2(x)
+ ϕ(x)rjf(x) + rf (x)f(x) + ϕ(x)r
2
j + r
2
f (x),
(9.73)
where we have (9.39) and |rj |+ ‖rf‖HK,S ≤ C(|z|+ ‖f‖H−K′,−S′ )r+1. Then∫
R3
F
(r)
2 (x, 0, 0, 0, ‖f‖22)f ′⊗2(x)dx = χ˜1 +R1 (9.74)
with: R1 formed by terms obtained by the last two lines of (9.73) has the
properties stated for R(r+1) in Theorem 9.1; χ˜1 a polynomial like (9.6) with
M0 = r arising from the first line of rhs of (9.73) is such that ‖χ˜1‖ ≤ C‖f‖22‖χ‖
by the inductive hypothesis F
(r)
2 (x, 0, 0, 0, 0) = 0 in (iv.2-5) Theorem 9.1 and
by (9.39); χ˜1 satisfies (9.7) because each side in (9.74) is real valued. We have
R̂(r)2 (z′, f ′, ‖f ′‖22) = 〈∇2f R̂(1)2 (0, 0, ‖f‖22), f ′⊗2〉+
+ (R̂(r)2 (z′, f ′, ‖f ′‖22)− 〈∇2f R̂(r)2 (0, 0, ‖f‖22), f ′⊗2〉),
(9.75)
where the second line on rhs of (9.75) yields terms which have the properties of
elements of R(r+1). We have
〈∇2f R̂(r)2 (0, 0, ‖f‖22), f ′⊗2〉 = χ˜2 +R2 (9.76)
where χ˜2 and R2 have the same properties of χ˜1 and R1 in (9.76). Split H
(r)
2 =
D
(r)
2 + (H
(r)
2 −D(r)2 ) for D(r)2 in (9.28). Then{
χ,H
(r)
2 −D(r)2
}
= χ˜3 +R3 (9.77)
where χ˜3 and R3 have the same properties of χ˜1 and R1 in (9.76). Set χ˜ =∑3
j=1 χ˜j . Split now χ˜ = Z˜ + K̂ collecting in Z˜ the null form terms in χ˜. Then
we choose the yet unknown χ such that its coefficients bµν and Bµν satisfy the
system
K˜r+1 + K̂ + i
∑
|µ+ν|=2
bµνλ · (µ− ν)zµzν−
− i
∑
|µ+ν|=1
zµzν〈f, σ1σ3(H− λ · (µ− ν))Bµν〉 = 0.
(9.78)
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Notice that for K̂ ≡ 0 system (9.78) would be linear and admit exactly one
solution. By ‖χ˜‖ ≤ C‖f‖22‖χ‖ we get ‖K̂‖ ≤ C‖f‖22‖χ‖. So by the implicit
function theorem there exists exactly one solution of (9.78). This solution is
close to the solution of system (9.78) when K̂ ≡ 0. Furthermore, this system
has solution χr+1 = χ which satisfies (8.12), or what is the same, (9.7). For
Lr+1 of type (9.34), χr+1 satisfies{
χr+1, H
(r)
2
}
= K˜r+1 + K̂ + Lr+1. (9.79)
Call φr+1 = φ the Lie transform of χr+1. For Tr+1 = Tr ◦ φr+1 set
H(r+1) := H(r) ◦ φr+1 = H ◦ (Tr ◦ φr+1) = H ◦ Tr+1. (9.80)
Since χr+1 satisfies (8.12), H
(r+1) is well defined and real valued. Split
H(r) ◦ φr+1 = H(r)2 + Z(r) + Zr+1 + Z˜ (9.81)
+(Z(r) ◦ φr+1 − Z(r)) + (Z˜ ◦ φr+1 − Z˜) (9.82)
+(K˜r+1 + K̂) ◦ φr+1 − K˜r+1 − K̂ (9.83)
+H
(r)
2 ◦ φr+1 −
(
H
(r)
2 +
{
H
(r)
2 , χr+1
})
(9.84)
+(R(r)02 +R(r)12 ) ◦ φr+1 (9.85)
+
∑5
d=3(R(r)d − R̂(r)d ) ◦ φr+1 + R̂(r)d ◦ φr+1 (9.86)
+(R(r)2 − Z˜ − K̂) ◦ φr+1 (9.87)
+ψ ◦ φr+1 +R(r)6 ◦ φr+1 . (9.88)
Define H
(r+1)
2 = H
(r)
2 (this proves H
(r)
2 = H
(2)
2 ) and Z
(r+1) := Z(r)+Zr+1+ Z˜.
Its coefficients satisfy (8.12) (because H(r+1) is real valued) and it is a normal
form. We have already discussed that (9.87) has the properties stated forR(r+1).
By expansions (9.69)–(9.71) we get that the first summation in (9.86) has the
properties stated for R(r+1). By an analogous argument, terms R̂(r)d (z′, f ′) have
the properties stated for R(r+1). We have, for T = T (Γ0),
|f ′(x)|2 = |f(x)|2 + E(x) with E(x) := 2(T (Γ0)f(x))∗σ1eiΓ0σ3f(x)
+ |T (Γ0)f(x)|2 + 2G∗(x)σ1eiΓ0σ3f(x) + 2G∗(x)σ1T (Γ0)f(x) + |G(x)|2.
(9.89)
Then
R(r)6 ◦ φr+1 =
∫
R3
B(|f ′(x)|2/2)dx =
∫
R3
B(|f(x)|2/2)dx
+
1
2
∫
R3
dx E(x)
∫ 1
0
B′(|f(x)|2/2 + s E(x)/2)ds.
(9.90)
The last line in (9.90) has the properties stated for R(r+1) −R(r+1)6 by Lemma
9.2. By (9.67) and by the fact that a˜
(r)
µν satisfies (9.2), G˜
(r)
µν (9.3) and F˜
(r)
2 (9.4),
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the terms R(r)02 + R(r)12 has the properties stated for
∑2
d=0R(r+1)d . The same
conclusion holds for (9.85). By Lemma 9.2 and by an analogue of (9.57), we
have that ψ ◦φr = ψ+ ψ˜ where ψ˜ has the properties stated for
∑3
d=1R(r+1)d by
(9.12). We have
Z(r) ◦ φr+1 − Z(r) =
∫ 1
0
{Z(r), χr+1} ◦ φtr+1dt. (9.91)
We have ∣∣∣{χr+1, Z(r)}∣∣∣ ≤ C(|z|r+2 + |z|r+1‖f‖H−K′,−S′ ). (9.92)
By (9.92) we conclude that (9.91) has the properties stated for R(r+1). The
same is true for the other terms in (9.82)–(9.83). We have, for H2 = H
(r)
2 ,
H2 ◦ φr+1 − (H2 + {H2, χr+1}) =
∫ 1
0
t2
2!
{{H2, χr+1} , χr+1} ◦ φtr+1dt
= −
∫ 1
0
t2
2!
{
Kr+1 + K̂ + Lr+1, χr+1
}
◦ φtr+1dt.
(9.93)
Then
∣∣∣{Kr+1 + K̂ + Lr+1, χr+1}∣∣∣ ≤ rhs (9.92) implies that (9.93) has the prop-
erties stated for R(r+1).
10 Dispersion
We apply Theorem 9.1 for r = 2N + 1 (recall N = N1 where Njλj < ω0 <
(Nj + 1)λj). In the rest of the paper we work with the hamiltonian H
(r). We
will drop the upper index. So we will set H = H(r), H2 = H
(r)
2 , λj = λ
(r)
j ,
λ = λ(r), Za = Z
(r)
a for a = 0, 1 and R = R(r). In particular we will denote by
Gµν the coefficients G
(r)
µν of Z
(r)
1 . We will show:
Theorem 10.1. There is a fixed C > 0 such that for ε0 > 0 sufficiently small
and for ǫ ∈ (0, ε0) we have
‖f‖Lrt ([0,∞),W 1,px ) ≤ Cǫ for all admissible pairs (r, p) (10.1)
‖zµ‖L2t ([0,∞)) ≤ Cǫ for all multi indexes µ with λ · µ > ω0 (10.2)
‖zj‖W 1,∞t ([0,∞)) ≤ Cǫ for all j ∈ {1, . . . ,m} . (10.3)
Estimate (10.3) is a consequence of the classical proof of orbital stability in
Weinstein [W1]. Notice that (1.1) is time reversible, so in particular (10.1)–
(10.3) are true over the whole real line. The proof, though, exploits that t ≥ 0,
specifically when for λ ∈ σc(H) we choose R+H(λ) = RH(λ + i0) rather than
R−H(λ) = RH(λ− i0) in formula (10.11). See the discussion on p.18 [SW3].
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The proof of Theorem 10.1 involves a standard continuation argument. We
assume
‖f‖Lrt([0,T ],W 1,px ) ≤ C1ǫ for all admissible pairs (r, p) (10.4)
‖zµ‖L2t([0,T ]) ≤ C2ǫ for all multi indexes µ with ω · µ > ω0 (10.5)
for fixed sufficiently large constants C1, C2 and then we prove that for ǫ suf-
ficiently small, (10.4) and (10.5) imply the same estimate but with C1, C2
replaced by C1/2, C2/2. Then (10.4) and (10.5) hold with [0, T ] replaced by
[0,∞).
The proof consists in three main steps.
(i) Estimate f in terms of z.
(ii) Substitute the variable f with a new ”smaller” variable g and find smooth-
ing estimates for g.
(iii) Reduce the system for z to a closed system involving only the z variables,
by insulating the part of f which interacts with z, and by decoupling the
rest (this reminder is g). Then clarify the nonlinear Fermi golden rule.
The first two steps are the same of [CM]. The only novelty of the proof with
respect to [CM] is step (iii), specifically the part on the Fermi golden rule. At
issue is the non negativity of some crucial coefficients in the equations of z. This
point is solved using the same ideas in Lemma 5.2 [BC]. The fact that they are
not 0 is assumed by hypothesis (H11). The fact that if not 0 they are positive,
is proved here.
Step (i) is encapsulated by the following proposition:
Proposition 10.2. Assume (10.4) and (10.5). Then there exist constants
C = C(C1, C2),K1, with K1 independent of C1, such that, if C(C1, C2)ǫ is
sufficiently small, then we have
‖f‖Lrt ([0,T ],W 1,px ) ≤ K1ǫ for all admissible pairs (r, p) . (10.6)
Consider Z1 of the form (9.26). Set:
G0µν = Gµν(‖f‖22) for ‖f‖22 = 0; λ0j = λj(ω0). (10.7)
Then we have (with finite sums and with the derivative in the variable ‖f‖22
performed w.r.t. the ‖f‖22 arguments explicitly emphasized in Theorem 9.1)
if˙ −Hf − 2(∂‖f‖22H)Pc(ω0)σ3f =
∑
|λ0·(ν−µ)|>ω0
zµzνG0µν
+
∑
|λ0·(ν−µ)|>ω0
zµzν(Gµν −G0µν) + σ3σ1∇fR− 2(∂‖f‖22R)Pc(ω0)σ3f.
(10.8)
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The proof of Proposition 10.2 is standard and is an easier version of the argu-
ments in §4 in [CM]. The dominating term in the rhs of (10.8) is the one on the
first line, with contribution to f bounded by C(C2)ǫ by the endpoint Strichartz
estimate and by (10.5) (we recall that the third term in the lhs, in part becomes
a phase through an integrating factor, in part goes on the rhs: see [CM]; this
trick is due to [BP2]). Notice also, that Theorem 10.1 implies by the arguments
on pp. 67–68 in [CM]
lim
t→+∞
∥∥∥eiθ(t)σ3f(t)− eit∆σ3f+∥∥∥
H1
= 0 (10.9)
for a f+ ∈ H1 with ‖f+‖H1 ≤ Cǫ and for θ(t) = tω0 + 2
∫ t
0
(∂‖f‖22H)(t
′)dt′.
We claim that θ(t) = ϑ(t)− ϑ(0). This claim, Theorem 9.1, Theorem 10.1 and
(10.9) imply Theorem 8.1. To prove the claim we substitute the last system of
coordinates in (3.21) to obtain
if˙ −Hf − (ϑ˙− ω0)Pc(ω0)σ3f = G (10.10)
where G is a functional with values in ∈ C(R, L1x). The two equations are
equivalent. This implies G = rhs(10.8) and ϑ˙ − ω0 = 2∂‖f‖22H. This yields the
claim θ(t) = ϑ(t)− ϑ(0).
Step (ii) in the proof of Theorem 10.1 consists in introducing the variable
g = f +
∑
|λ0·(µ−ν)|>ω0
zµzνR+H(λ
0 · (µ− ν))G0µν . (10.11)
Substituting the new variable g in (10.8), the first line on the rhs of (10.8)
cancels out. By an easier version of Lemma 4.3 [CM] we have:
Lemma 10.3. For ǫ sufficiently small and for C0 = C0(H) a fixed constant,
we have
‖g‖
L2tL
2,−S
x
≤ C0ǫ +O(ǫ2). (10.12)
As in [CM], the part of f which couples nontrivially with z comes from the
polynomial in z contained in (10.11). g and z are decoupled.
10.1 The Fermi golden rule
We proceed as in the related parts in [BC, CM]. The only difference with [CM]
is that the preparatory work in Theorem 9.1 makes transparent the positive
semidefiniteness of the crucial coefficients.
Set R+µν = R
+
H(λ
0 · (µ− ν)). We will have λ0j = λj(ω0) and λj = λj(‖f‖22) as
in Section 9.2. |λ0j − λj | . C21ǫ2 by (10.4), so in the sequel we can assume that
λ0 satisfies the same inequalities of λ. We substitute (10.11) in iz˙j =
∂
∂zj
H(r)
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obtaining
iz˙j = ∂zj (H2 + Z0) +
∑
|λ·(µ−ν)|>ω0
νj
zµzν
zj
〈g, σ1σ3Gµν〉+ ∂zjR
−
∑
|λ·(α−β)|>ω0
|λ·(µ−ν)|>ω0
νj
zµ+αzν+β
zj
〈R+αβG0αβ , σ1σ3Gµν〉.
(10.13)
We rewrite this as
iz˙j = ∂zj (H2 + Z0) + Ej (10.14)
−∑ λ·β>ω0
λ·ν>ω0
λ·β−λk<ω0 ∀ k s.t. βk 6=0
λ·ν−λk<ω0 ∀ k s.t. νk 6=0
νj
zν+β
zj
〈R+0βG00β , σ1σ3G00ν〉 (10.15)
−∑ λ·α>ω0
λ·ν>ω0
λ·α−λk<ω0 ∀ k s.t. αk 6=0
λ·ν−λk<ω0 ∀ k s.t. νk 6=0
νj
zαzν
zj
〈R+α0G0α0, σ1σ3G00ν〉. (10.16)
Here the elements in (10.15) will be eliminated through a new change of vari-
ables. Ej is a reminder term defined by
Ej := rhs(10.13)− (10.15)− (10.16).
Set
ζj = zj −
∑
λ·β>ω0 , λ·ν>ω0
λ·β−λk<ω0 ∀ k s.t. βk 6=0
λ·ν−λk<ω0 ∀k s.t. νk 6=0
νj
λ0 · (β + ν)
zν+β
zj
〈R+0βG00β , σ1σ3G00ν〉
+
∑
λ·α>ω0 , λ·ν>ω0
λ0·α6=λ0·ν
λ·α−λk<ω0 ∀ k s.t. αk 6=0
λ·ν−λk<ω0 ∀ k s.t. νk 6=0
νj
λ0 · (α− ν)
zαzν
zj
〈R+α0G0α0, σ1σ3G00ν〉
(10.17)
Notice that in (10.17), by λ · ν > ω0, we have |ν| > 1. Then by (10.5)
‖ζ − z‖L2t ≤ Cǫ
∑
λ·α>ω0
λ·α−λk<ω0 ∀ k s.t. αk 6=0
‖zα‖L2t ≤ CC2Mǫ2
‖ζ − z‖L∞t ≤ C3ǫ3
(10.18)
with C the constant in (10.3) and M the number of terms in the rhs. In the
new variables (10.14) is of the form
iζ˙j = ∂ζjH2(ζ, f) + ∂ζjZ0(ζ, f) +Dj
−
∑
λ0·α=λ0·ν>ω0
λ·α−λk<ω0 ∀ k s.t. αk 6=0
λ·ν−λk<ω0 ∀ k s.t. νk 6=0
νj
ζαζ
ν
ζj
〈R+α0G0α0, σ1σ3G00ν〉. (10.19)
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From these equations by
∑
j λ
0
j (ζj∂ζj (H2 + Z0)− ζj∂ζj (H2 + Z0)) = 0 we get
∂t
m∑
j=1
λ0j |ζj |2 = 2
m∑
j=1
λ0j Im
(Djζj)−
− 2
∑
λ0·α=λ0·ν>ω0
λ·α−λk<ω0 ∀ k s.t. αk 6=0
λ·ν−λk<ω0 ∀ k s.t. νk 6=0
λ0 · ν Im
(
ζαζ
ν〈R+α0G0α0, σ1σ3G00ν〉
)
.
(10.20)
We have the following lemma, whose proof (we skip) is similar to Appendix B
[BC].
Lemma 10.4. Assume inequalities (10.5). Then for a fixed constant c0 we have∑
j
‖Djζj‖L1[0,T ] ≤ (1 + C2)c0ǫ2. (10.21)
For the sum in the second line of (10.20) we get
2
∑
r>ω0
r Im
〈
R+H(r)
∑
λ0·α=r
ζαG0α0, σ1σ3
∑
λ0·ν=r
ζ
ν
G00ν
〉
=
2
∑
r>ω0
r Im
〈
R+H(r)
∑
λ0·α=r
ζαG0α0, σ3
∑
λ0·α=r
ζαG0α0
〉
,
(10.22)
where we have used G0µν = −σ1G0νµ. Then we have the key structural result
of this paper.
Lemma 10.5. We have rhs(10.22)≥ 0.
Proof. First of all, it is not restrictive to assume G0α0 = Pc(ω0)G
0
α0. We have
G0α0 ∈ S(R3,C2) for all α. For W (ω) = limt→∞ e−itHωeitσ3(−∆+ω), there exist
Fα ∈ W k,p(R3,C2) for all k ∈ R and p ≥ 1 with G0α0 = W (ω0)Fα, [Cu1]. By
standard theory, R+H(r)G
0
α0 ∈ L2,−s(R3,C2) for any s > 1/2 and r > ω0. Let
G =
∑
λ0·α=r ζ
αG0α0 and F =
∑
λ0·α=r ζ
αFα. Let
tF = (F1,F2). Then, see
Lemma 4.1 [Cu2],
Im
〈
R+H(r)G, σ3G
〉
= lim
εց0
Im
〈
RH(r + iε)G, σ3G
〉
= lim
εց0
Im
〈
Rσ3(−∆+ω0)(r + iε)F, σ3F
〉
= lim
εց0
Im
〈
R−∆(r − ω0 + iε)F1,F1
〉
= lim
εց0
∫
R3
ε
(ξ2 − (r − ω0))2 + ε2 |F̂1(ξ)|
2dξ ≥ 0.
(10.23)
Now we will assume the following hypothesis.
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(H11) We assume that for some fixed constants for any vector ζ ∈ Cn we have:∑
λ0·α=λ0·ν>ω0
λ·α−λk<ω0 ∀ k s.t. αk 6=0
λ·ν−λk<ω0 ∀ k s.t. νk 6=0
λ0 · ν Im
(
ζαζ
ν〈R+α0G0α0, σ1σ3G00ν〉
)
≈
∑
λ0·α>ω0
λ0·α−λ0k<ω0 ∀ k s.t. αk 6=0
|ζα|2.
(10.24)
By (H11) we have
2
∑
j
λ0j Im
(Djζj) & ∂t∑
j
λ0j |ζj |2+∑
λ0·α>ω0
λ0·α−λ0k<ω0 ∀ k s.t. αk 6=0
|ζα|2 (10.25)
Then, for t ∈ [0, T ] and assuming Lemma 10.4 we have
∑
j λ
0
j |ζj(t)|2 +
∑
λ0·α>ω0
λ0·α−λ0k<ω0 ∀ k s.t. αk 6=0
‖ζα‖2L2(0,t) . ǫ2 + C2ǫ2.
By (10.18) this implies ‖zα‖2L2(0,t) . ǫ2 + C2ǫ2 for all the above multi indexes.
So, from ‖zα‖2L2(0,t) . C22 ǫ2 we conclude ‖zα‖2L2(0,t) . C2ǫ2. This means that
we can take C2 ≈ 1. This yields Theorem 10.1.
Remark 10.6. Notice that by r > ω0, (10.24) appears generic. We do not try
to prove this point. It should not be hard, see for example the genericity result
Proposition 2.2 [BC].
Remark 10.7. In general we expect Hypothesis (H11), or higher order versions,
to hold. Specifically, if at some step of the normal form argument (H11) fails be-
cause some of the inequalities as in Lemma 10.5 is an equality, one can continue
the normal form procedure and obtain some steps later a new version of (H11).
This will yield an analogue of Theorem 10.1, with 10.2 replaced by a similar but
weaker inequality. We could have stated (H11) and proved Theorem 10.1 in this
more general form, but this would have complicated further the presentation.
Remark 10.8. If instead of ground states we consider standing waves with nodes,
and if dimNg(Hω) = 2 with (3.10), if we assume (H1)–(H11) with (2.2) in (H5)
replaced by d
dω
‖φω‖2L2(R3) 6= 0, if we assume σ(Hω) ⊂ R, then by [Cu3] it is
possible to prove that the hamiltonian K in Lemma 8.2 has quadratic part
K2 =
m∑
j=1
γjλj(ω)|zj |2 + 1
2
〈σ3Hωf, σ1f〉
with γj equal to either 1 or −1 and with at least one γj = −1 (in other words the
energy has a saddle at φω in the surface formed by the u with ‖u‖L2 = ‖φω‖L2).
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Then a simple elaboration of the proof of the present paper, along the lines of
sections 3 or 4 in [Cu3], can be used to strengthen Theorem 3.2 [Cu3] showing
that φω is orbitally unstable. Furthermore, following the argument in [Cu3], it
can be shown that if a solution u(t) remains close to ground states as tր +∞
(resp. t ց −∞), it actually scatters to ground states, that is (2.3) and (2.5)
with the plus (resp. minus) sign.
References
[BC] D.Bambusi, S.Cuccagna, On dispersion of small energy solu-
tions of the nonlinear Klein Gordon equation with a poten-
tial, http://www.dismi.unimore.it/Members/scuccagna/pubblicazioni/
NLKGsmall11.pdf/view.
[BP1] V.Buslaev, G.Perelman, Scattering for the nonlinear Schro¨dinger equa-
tion: states close to a soliton, St. Petersburg Math.J., 4 (1993), pp.
1111–1142.
[BP2] V.Buslaev, G.Perelman, On the stability of solitary waves for nonlin-
ear Schro¨dinger equations , Nonlinear evolution equations, editor N.N.
Uraltseva, Transl. Ser. 2, 164, Amer. Math. Soc., pp. 75–98, Amer.
Math. Soc., Providence (1995).
[BS] V.S.Buslaev, C.Sulem, On the asymptotic stability of solitary waves of
Nonlinear Schro¨dinger equations, Ann. Inst. H. Poincare´. An. Nonlin.,
20 (2003), pp. 419–475.
[CL] T.Cazenave, P.L.Lions, Orbital stability of standing waves for nonlinear
Schro¨dinger equations , Comm. Math. Phys. 85 (1982), 549–561.
[Cu1] S.Cuccagna, Stabilization of solutions to nonlinear Schro¨dinger equa-
tions, Comm. Pure App. Math. 54 (2001), pp. 1110–1145, erratum
Comm. Pure Appl. Math. 58 (2005), p. 147.
[Cu2] S.Cuccagna, On asymptotic stability of ground states of NLS, Rev.
Math. Phys. 15 (2003), pp. 877–903.
[Cu3] S.Cuccagna, On instability of excited states of the nonlinear Schro¨dinger
equation,Physica D, 238 (2009), pp. 38–54.
[CM] S.Cuccagna, T.Mizumachi, On asymptotic stability in energy space of
ground states for Nonlinear Schro¨dinger equations , Comm. Math. Phys.,
284 (2008), pp. 51–87.
[CPV] S.Cuccagna, D.Pelinovsky, V.Vougalter, Spectra of positive and negative
energies in the linearization of the NLS problem, Comm. Pure Appl.
Math. 58 (2005), pp. 1–29.
54
[CT] S.Cuccagna, M.Tarulli, On asymptotic stability of standing waves of
discrete Schro¨dinger equation in Z , SIAM J. Math. Anal. 41, (2009),
pp. 861-885
[Gz] Zhou Gang, Perturbation Expansion and N-th Order Fermi Golden Rule
of the Nonlinear Schro¨dinger Equations , J. Math. Phys., 48( 2007), p.
053509
[GS] Zhou Gang, I.M.Sigal, Relaxation of Solitons in Nonlinear Schro¨dinger
Equations with Potential , Advances in Math., 216 (2007), pp. 443-490.
[GW1] Zhou Gang, M.I.Weinstein, Dynamics of Nonlinear Schro¨dinger/Gross-
Pitaeskii Equations; Mass transfer in Systems with Solitons and Degen-
erate Neutral Modes , Anal. PDE 1 (2008), pp. 267–322.
[GW2] Zhou Gang, M.I.Weinstein, Equipartition of Energy in Nonlinear
Schro¨dinger/Gross-Pitaeskii Equations , in preparation.
[GSS1] M.Grillakis, J.Shatah, W.Strauss, Stability of solitary waves in the pres-
ence of symmetries, I , Jour. Funct. An. 74 (1987), pp.160–197.
[GSS2] M.Grillakis, J.Shatah, W.Strauss, Stability of solitary waves in the pres-
ence of symmetries, II, Jour. Funct. An. 94 (1990), pp. 308–348.
[GNT] S.Gustafson, K.Nakanishi, T.P.Tsai, Asymptotic Stability and Com-
pleteness in the Energy Space for Nonlinear Schro¨dinger Equations with
Small Solitary Waves , Int. Math. Res. Notices 66 (2004), pp. 3559–
3584.
[JSS] J.L.Journe, A.Soffer, C.D.Sogge, Decay estimates for Schrodinger oper-
ators , Comm.P. Appl. Mat. 44 (1991), pp. 573–604.
[K] T.Kato, Wave operators and similarity for some non-selfadjoint opera-
tors , Math. Annalen, 162 (1966), pp. 258–269.
[KS] J.Krieger, W.Schlag, Stable manifolds for all monic supercritical focus-
ing nonlinear Schro¨dinger equations in one dimension, J. Amer. Math.
Soc., 19 (2006), pp. 815–920.
[HW] A.Hoffman, C. E. Wayne, Asymptotic two-soliton solutions in the Fermi-
Pasta-Ulam model , J. Dynam. Differential Equations 21 (2009), pp.
343–351.
[MM1] Y.Martel, F.Merle, Asymptotic stability of solitons of the gKdV equa-
tions with general nonlinearity , Math. Ann. 341 (2008), pp. 391–427.
[MM2] Y.Martel, F.Merle, Stability of two soliton collision for nonintegrable
gKdV equations , Comm. Math. Phys. 286 (2009), pp. 39–79.
55
[MMT] Y.Martel, F.Merle, T.P.Tsai, Stability in H1 of the sum of K soli-
tary waves for some nonlinear Schrdinger equations , Duke Math. J. 133
(2006), pp. 405–466.
[MR] F.Merle, P.Raphael, On a sharp lower bound on the blow-up rate for
the L2 critical nonlinear Schro¨dinger equation, J. Amer. Math. Soc. 19
(2006), pp. 37–90.
[M1] T.Mizumachi, Asymptotic stability of small solitons to 1D NLS with
potential , Jour. of Math. Kyoto University, 48 (2008), pp. 471-497.
[M2] T.Mizumachi, Asymptotic stability of small solitons for 2D Nonlinear
Schro¨dinger equations with potential, Jour. of Math. Kyoto University,
43 (2007), pp. 599-620.
[M3] T.Mizumachi, Asymptotic stability of N-solitons of the FPU lattices,
arXiv:0906.1320v1.
[PW] R.L.Pego, M.I.Weinstein, Asymptotic stability of solitary waves Comm.
Math. Phys. 164 (1994), pp. 305–349.
[PiW] C.A.Pillet, C.E.Wayne, Invariant manifolds for a class of dispersive,
Hamiltonian partial differential equations J. Diff. Eq. 141 (1997), pp.
310–326.
[S] W.Schlag, Stable manifolds for an orbitally unstable NLS , Ann. of
Math. 169 (2009), pp. 139–227
[Si] I.M.Sigal, Nonlinear wave and Schro¨dinger equations. I. Instability of
periodic and quasi- periodic solutions , Comm. Math. Phys. 153 (1993),
pp. 297–320.
[ShS] J.Shatah, W.Strauss Instability of nonlinear bound states, Comm. Math.
Phys. 100 (1985), pp. 173–190
[SW1] A.Soffer, M.I.Weinstein, Multichannel nonlinear scattering for noninte-
grable equations , Comm. Math. Phys., 133 (1990), pp. 116–146
[SW2] A.Soffer, M.I.Weinstein, Multichannel nonlinear scattering II. The case
of anisotropic potentials and data , J. Diff. Eq., 98 (1992), pp. 376–390.
[SW3] A.Soffer, M.I.Weinstein, Resonances, radiation damping and instability
in Hamiltonian nonlinear wave equations , Invent. Math., 136 (1999),
pp. 9–74.
[SW4] A.Soffer, M.I.Weinstein, Selection of the ground state for nonlinear
Schro¨dinger equations , Rev. Math. Phys. 16 (2004), pp. 977–1071.
[St] W.Strauss, Nonlinear wave equations, CBMS Regional Conf. Ser. Mat.
AMS 76 (1989).
56
[T] T.P.Tsai, Asymptotic dynamics of nonlinear Schro¨dinger equations with
many bound states, J. Diff. Eq. 192 (2003), pp. 225–282.
[TY1] T.P.Tsai, H.T.Yau, Asymptotic dynamics of nonlinear Schro¨dinger
equations: resonance dominated and radiation dominated solutions,
Comm. Pure Appl. Math. 55 (2002), pp. 153–216.
[TY2] T.P.Tsai, H.T.Yau, Relaxation of excited states in nonlinear
Schro¨dinger equations, Int. Math. Res. Not. 31 (2002), pp. 1629–1673.
[TY3] T.P.Tsai, H.T.Yau, Classification of asymptotic profiles for nonlinear
Schro¨dinger equations with small initial data, Adv. Theor. Math. Phys.
6 (2002), pp. 107–139.
[W1] M.I.Weinstein, Lyapunov stability of ground states of nonlinear disper-
sive equations, Comm. Pure Appl. Math. 39 (1986), pp. 51–68.
[W2] M.I.Weinstein, Modulation stability of ground states of nonlinear
Schro¨dinger equations, Siam J. Math. Anal. 16 (1985), pp. 472–491.
[Y1] K.Yajima, The W k,p-continuity of wave operators for Schro¨dinger op-
erators, J. Math. Soc. Japan, 47 (1995), pp. 551–581.
[Y2] K.Yajima, The W k,p-continuity of wave operators for Schro¨dinger op-
erators III., J. Math. Sci. Univ. Tokyo, 2 (1995), pp. 311–346.
DISMI University of Modena and Reggio Emilia, Via Amendola 2, Pad.
Morselli, Reggio Emilia 42122, Italy.
E-mail Address: cuccagna.scipio@unimore.it
57
