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Abstract. This work is devoted to the derivation of a fully well-balanced numerical scheme for
the well-known shallow-water model. During the last two decades, several well-balanced strategies
have been introduced with a special attention to the exact capture of the stationary states associated
with the so-called lake at rest. By fully well-balanced, we mean here that the proposed Godunov-type
method is also able to preserve stationary states with non zero velocity. The numerical procedure is
shown to preserve the positiveness of the water height and satisfies a discrete entropy inequality.
1. Introduction. The present work is devoted to the derivation of numerical
schemes to approximate the solutions of the well-known shallow-water model

∂th+ ∂x(hu) = 0,
∂t(hu) + ∂x
(
hu2 + g
h2
2
)
= −gh∂xz,
(1.1)
where z : R → R denotes a given smooth topography and g > 0 stands for the
gravity constant. This model governs the evolution of the positive water depth and
the depth-average velocity; namely h and u.
To shorten the notations, we rewrite (1.1) as follows:
∂tw + ∂xf(w) = s(w, z),
with w =
(
h
hu
)
, f(w) =

 hu
hu2 + g
h2
2

 , s(w, z) = ( 0−gh∂xz
)
. We here
denote Ω the natural phase space defined by Ω = {w = (h, hu)T ∈ R2; h > 0}. From
now on, let us emphasize we do not consider dry areas where h = 0. The reader is
referred for instance to [1, 6, 5, 30] where the wet/dry transition regions are of prime
interest and suitable numerical techniques to deal with such transitions can be found
therein the cited references.
In fact, the present work focuses on the steady states governed by

∂x(hu) = 0,
∂x
(
hu2 + g
h2
2
)
= −gh∂xz.
(1.2)
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Therefore, the smooth steady states under consideration are given by

hu = cst,
u2
2
+ g(h+ z) = cst.
(1.3)
Among this full familly of steady states, the lake at rest
h+ z = cst, u = 0, (1.4)
certainly is of main importance. During the last two decades, after the works by
Bermudez-Vasquez [2] and Greenberg-LeRoux [24] (see also [21, 22, 23]), the derivation
of well-balanced schemes able to restore the lake at rest (1.4) was a very active research
topic. Several strategies have been derived (for instance see [1, 30, 26, 10, 21, 24, 11,
32, 31, 34, 33, 12, 38, 39]). The main difficulty coming from the derivation of well-
balanced schemes remains in the discretization of the topography source term to be
consistent with the lake at rest. In [1], a well-balanced strategy was introduced, the
so-called hydrostatic reconstruction, to enforce the source term discretization to be
consistent with the lake at rest independently from the finite volume scheme involved
to approximate the homogeneous system issuing from (1.1). In this brief state of the
art devoted to well-balanced schemes for the shallow-water equations, let us mention
a recent improvement of the hydrostatic reconstruction as the generalized hydrostatic
reconstruction [13] or the upwind hydrostatic approach [5].
In fact, all the above cited references (except for [13]) deal only with the lake at
rest steady states (1.4) but they do not consider the steady states (1.3) in their full
generality. As a consequence, a natural question arises. Does there exist a numerical
strategy able to restore all the steady states (1.3)? Such strategies exist and, up
to our knowledge, a few attempts can be found in [13], [9] and [40] (see also [41],
[42] and [43]). In [13], the main idea stays in a suitable extension of the hydrostatic
reconstruction. The resulting scheme is able to restore all the steady states (1.3)
but the scheme fails preserving the positiveness of the water depth. Next, in [9]
the authors argue a suitable relaxation model to design a numerical scheme able to
preserve the subsonic (|u| < √gh) steady states. This relaxation approach does not
preserve all the steady states, but a large familly and it ensures the water depth to
be positive. In addition, this relaxation scheme is proved to be stable since it satisfies
discrete entropy inequalities. Indeed, recall that the system (1.1) is endowed with the
following entropy inequality related to the physical energy:
∂tU(w) + ∂xF(w) ≤ −ghu∂xz, (1.5)
U(w) = hu
2
2
+ g
h2
2
, F(w) =
(
u2
2
+ gh
)
hu, (1.6)
which rewrites for smooth solutions ∂t (U(w) + ghz) + ∂x (F(w) + ghzu) ≤ 0. The
derivation of entropy preserving schemes turns out to be, in general, a delicate prob-
lem. The reader is referred, for instance, to [6, 3, 14, 15, 7, 8] where entropy stable
schemes are developped for the shallow-water model or related systems. In [40], the
author develops a well-balanced discontinuous Galerkin method which preserves not
only the still water at rest steady state, but also the more general moving water
equilibrium. The key idea is a special source term approximation coupled with an ap-
proximation of the numerical fluxes based on a generalized hydrostatic reconstruction.
This paper is more focused on high-order approximations thanks to the DG approach,
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but does not address the entropy inequality property. Unlike the present paper which
is only first-order accurate but can consider the entropy inequality property quite eas-
ily thanks to the use of a suitable approximate Riemann solver. Note also the related
papers [41], [42] and [43] which show the advantage of the full well-balanced property
over classical well-balanced schemes by means of several numerical examples.
In the present work, we exhibit a Godunov-type scheme [25] which is:
• water depth positivity preserving,
• entropy preserving,
• fully well-balanced (able to restore all the steady states).
The paper is organized as follows. For the sake of consistency of the present paper,
in the next section we briefly recall the main algebraic properties satisfied by (1.1)
and we emphasize that the steady states (1.3) can be understood as specific Riemann
invariants of the model. In addition, we exhibit an unconsistency coming from the
discontinuous steady states and we thus give a precise definition of these equilibrium
states of interest. In Section 3, we propose several remarks about the derivation of ap-
proximate Riemann solvers and the associated Godunov-type schemes. In particular,
we recall that the (exact) Godunov scheme obviously satisfies all the required prop-
erties but for a non-analytical solvable Riemann problem. Therefore, we introduce
our strategy by considering an approximate Riemann solver made of constant states
including the topography source term in a sense to be specified. In fact, the relevant
introduction of the source term inside the approximate Riemann solver imposes to
consider an additional nonlinear relation. Firstly, in Section 4, we propose a suitable
linearization of this non-standard relation to easily obtain a fully well-balanced and
positivity preserving scheme. We note that this first naive approach illustrates the
relevance of our approximate Riemann solver including the source term in its defini-
tion. Indeed, at this level, we have straighforwardly designed a numerical scheme with
better property than the generalized hydrostatic reconstruction. However, the stabil-
ity of this first approach is not established. In order to derive an entropy preserving
scheme, we suggest to consider the new nonlinear relation coming from the source
term in its full generality. Then, Section 5 is devoted to the study of this relation
and the characterization of the adopted approximate Riemann solver. Finally, we
establish all the required properties; namely fully well-balanced property, positivity
preserving and entropy preserving.
2. Basic properties. For the sake of completeness, we recall some properties
satisfied by (1.1) (e.g. see [6, 19, 29]). These properties will be useful in the forthcom-
ing developments. First, let us rewrite the model in the following equivalent form:


∂th+ ∂x(hu) = 0,
∂t(hu) + ∂x
(
hu2 + g
h2
2
)
+ g h∂xz = 0,
∂tz = 0.
(2.1)
To simplify the notations, we introduce the following condensed form:
∂tv + ∂xfz(v) + b(v)∂xv = 0, (2.2)
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where we have set v =

 hhu
z

, fz(v) =


hu
hu2 + g
h2
2
0

, b(v) =

 0 0 00 0 gh
0 0 0

.
We denote Ωz the natural phase space defined by
Ωz = {v = (h, hu, z)T ∈ R3; h > 0}.
Concerning the algebra of (2.1), the eigenvalues of the matrix
∇vfz(v) + b(v) =

 0 1 0−u2 + gh 2u gh
0 0 0


are given by λ− = u − c ≤ λ0 = 0 ≤ λ+ = u + c, where c =
√
gh denotes the
sound speed. The corresponding eigenvectors are
r−(v) =

 1u− c
0

 , r0(v) =

 c20
u2 − c2

 , r+(v) =

 1u+ c
0

 ,
and form a basis of R3 provided that u 6= ±c. The states v ∈ Ωz such that u = ±c
are said to be sonic. Similarly, the states v ∈ Ωz such that |u| < c, respectively
|u| > c, are said to be subsonic, respectively supersonic. System (2.1) is then strictly
hyperbolic on the set of subsonic and supersonic states. The reader is referred to [28]
where an analysis of the resonant regime |u| = c is performed.
Characteristic fields and Riemann invariants. Easy calculations give
∇vλ−(v) . r−(v) = − 3c
2h
< 0, ∇vλ0(v) . r0(v) = 0, ∇vλ+(v) . r+(v) = 3c
2h
> 0,
so that the characteristic fields associated with λ− and λ+ are genuinely non linear,
while the characteristic field associated with λ0 is linearly degenerate, see for instance
[20] for more details. In addition, the Riemann invariants (I
(l)
− )l=1,2, (I
(l)
0 )l=1,2 and
(I
(l)
+ )l=1,2 respectively associated with λ−, λ0 and λ+ are given by
I
(1)
± = z, I
(2)
± = u− (±2c) and I(1)0 = hu, I(2)0 =
u2
2
+ g(h+ z).
From now on, let us underline that the Riemann invariants associated with the sta-
tionary characteristic field are nothing but the steady states (1.3).
Entropy and admissible discontinuities. Smooth solutions of (2.1) are defined in the
classical sense without ambiguity. Using a chain rule argument, they satisfy the
additional conservation law ∂tU˜(v) + ∂xF˜(v) = 0, where the entropy-entropy flux
pair (U˜ , F˜) is given by
U˜(v) = h
(
u2 − gh
2
+ g(h+ z)
)
, F˜(v) = hu(u2
2
+ g(h+ z)
)
.
The usual entropy inequality associated with (2.1) and used as a selection principle
for discontinuous solutions, see again [20], then writes
∂tU˜(v) + ∂xF˜(v) ≤ 0. (2.3)
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As far as these discontinuous solutions are concerned, let us consider the step function
v(x, t) =
{
v1 if x < σt,
v2 if x > σt,
(2.4)
where v1 and v2 belong to Ωz and σ ∈ R represents the speed of propagation of the
discontinuity, and let us distinguish between the two cases z1 = z2 and z1 6= z2. When
z1 = z2, (2.1) is made of two conservation laws since ∂xz = 0. The step function (2.4)
is then called a shock discontinuity and is said to be admissible provided that (2.2)
and (2.3) are satisfied in the distributional sense, that is to say provided that the
Rankine-Hugoniot relations
−σ(v2 − v1) + fz(v2)− fz(v1) = 0 (2.5)
and the entropy inequality
−σ(U˜(v2)− U˜(v1))+ (F˜(v2)− F˜(v1)) ≤ 0 (2.6)
hold true. When z1 6= z2, (2.1) is no longer conservative so that the classical Rankine-
Hugoniot relations do not make sense anymore. However, we note that since ∂tz = 0,
we necessarily have σ = 0 and then σ = λ0, which means that the discontinuity (2.4)
is associated with a linearly degenerate characteristic field, see again [20]. In this
context, it is classical to define the admissibility criterion by the continuity of the
Riemann invariants (I
(l)
0 )l=1,2. In other words, (2.4) is said to be admissible if{
I
(1)
0 (v1) = I
(1)
0 (v2),
I
(2)
0 (v1) = I
(2)
0 (v2).
(2.7)
In this case, note that we have by definition of I
(1)
0 and I
(2)
0 the validity of the following
entropy equality:
−σ(U˜(v2)− U˜(v1))+ (F˜(v2)− F˜(v1)) = (F˜(v2)− F˜(v1)) = 0. (2.8)
The step function (2.4) is then called a contact discontinuity.
To conclude this section, it is crucial to emphasize that, because of the resonant
regime, a shock wave given by (2.5)-(2.6) may coincide with a stationary wave defined
by (2.7). As a consequence, we have σ = 0 within z1 = z2. In this case, on one hand
the Rankine-Hugoniot relations and the entropy inequality respectively write

q := h1u1 = h2u2,
h1u
2
1 + g
h21
2
= h2u
2
2 + g
h22
2
,
and q
(
(
u22
2
+ gh2)− (u
2
1
2
+ gh1)
)
≤ 0. (2.9)
On the other hand, (2.7) governs the stationary wave and write here

q := h1u1 = h2u2,
u21
2
+ gh1 =
u22
2
+ gh2.
(2.10)
It is worth noticing that (2.9) and (2.10) cannot be satisfied simultaneously except for
u1 = u2 = 0. In other words, the admissibility criteria suffer from a lack of continuity
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at point z1 = z2 for stationary discontinuities. As expected, this shortcoming will be
also observed when designing an approximate Riemann solver for (1.1).
Since the steady states are of primary importance in the present work, to avoid
such an unconsistency, we suggest to impose the steady states to be smooth. There-
fore, in the sequel, we will consider the following definition.
Assumption 2.1. The steady states for the shallow-water model (1.1) are smooth
functions w : R→ Ω such that (1.3) holds.
Since we have imposed a smooth topography, in the present work we deal with smooth
steady states. The reader is referred to [13, 33, 38, 39] where extension to discontinu-
ous buttom is considered that makes discontinuous the steady water height (see also
[28, 29] to related studies).
3. Godunov-type schemes. Let us briefly recall the definition of the Godunov-
type scheme. We first introduce a space step ∆x and a time step ∆t, both assumed
to be constant for simplicity in the forthcoming developments. We set ν = ∆t/∆x.
We define the mesh interfaces xj+1/2 = j∆x for j ∈ Z and the intermediate times
tn = n∆t for n ∈ N. Then at each time tn and on the control cell [xj−1/2, xj+1/2),
j ∈ Z, we assume known an approximation wnj of the solution w of (1.1) with a
given initial data x 7→ w0(x). Therefore, a piecewise constant approximate solution
x 7→ wnν (x, tn) of the solution w is given by
wnν (x, t
n) = wnj for all x ∈ [xj−1/2;xj+1/2), j ∈ Z, n ∈ N.
As usual [20], the approximation of the inital data is given by
w0j =
1
∆x
∫ xj+1/2
xj−1/2
w0(x)dx.
Given a smooth function x → z(x), we also define zj = 1∆x
∫ xj+1/2
xj−1/2
z(x)dx. We now
make (wni )i∈Z evolve to the next time level t
n+1 by considering a Godunov-type
scheme. These approaches are composed of two steps: a first step is devoted to make
the initial data evolve in time according to the model under consideration, and a
second step is concerned with a projection onto piecewise constant functions.
Step 1 : Evolution in time
In this first step, one approximates the solution of (1.1) with initial data x 7→ wnν (x, tn)
and for times t ∈ [0,∆t] with ∆t small enough. This approximate solution, denoted
wn+1ν (x, t
n + t), is known by gluing together approximated solutions of the Riemann
problems set at each interface. More precisely
wn+1ν (x, t
n+t) = wR(
x− xj+1/2
t− tn ;v
n
j ,v
n
j+1) for all (x, t) ∈ [xj , xj+1]×[0,∆t], (3.1)
where wR(x/t; vL, vR) stands for a suitable approximation of the solution of the Rie-
mann problem associated with (1.1), or equivalently with (2.2), with initial
w0(x) := w(x, 0) =
{
wL if x < 0,
wR if x > 0,
and z(x) =
{
zL if x < 0,
zR if x > 0,
(3.2)
where vL = (wL, zL) and vR = (wR, zR) belong to the phase space Ωz. Let us un-
derline the dependence on vL and vR inside wR instead of wL and wR, to highlight
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the dependence on the topography z.
Let us now define an extended definition of a steady state solution in agreement
with Definition 2.1, which will be useful in what follows.
Definition 3.1. The states vL and vR define a steady state solution if and only
if the following relations are satisfied:
‖vR − vL‖ = O(∆x) and (u2L − c2L)(u2R − c2R) > 0, (3.3)
hLuL = hRuR, (3.4)
u2L
2
+ g(hL + zL) =
u2R
2
+ g(hR + zR). (3.5)
Note that the natural condition (u2L− c2L)(u2R− c2R) > 0 imposes that both states are
either subsonic or supersonic (see for instance [16]).
Step 2 : Projection (tn → tn+1)
Aim of this second step is to get a piecewise constant approximate solution on each
cell [xj−1/2, xj+1/2) at time t
n+1. This may be simply done by averaging the solution
x 7→ wn+1ν (x, tn +∆t) given by (3.1), as expressed by the following update formula :
wn+1j =
1
∆x
∫ xj+1/2
xj−1/2
wn+1ν (x, t
n +∆t)dt, j ∈ Z. (3.6)
We have now to propose a relevant defintion of wR in order to derive schemes able
to satisfy all the required properties. Before we detail the proposed approximate
Riemann solvers, we give the properties to be satisfied by the function wR in order
to obtain a relevant numerical scheme.
Theorem 3.2. For all j in Z, assume wnj in Ω and let vL and vR belong to Ωz.
(i) Assume the following integral consistency condition:
1
∆x
∫ ∆x/2
−∆x/2
wR
( x
∆t
;vL,vR
)
dx =
1
2
(wL +wR)− ∆t
∆x
(f(wR)− f(wL)) + ∆t s¯(∆t,∆x;vL,vR),
(3.7)
where s¯(∆t,∆x;vL,vR) denotes an approximation of the source term in (1.1):
lim
vL,vR→v
∆t,∆x→0
s¯(∆t,∆x;vL,vR) = s(v). (3.8)
Then the updated formula (3.6) is consistent with (1.1) and we have
wn+1j = w
n
j −
∆t
∆x
(
fj+1/2 − fj−1/2
)
+∆tsnj , (3.9)
fj+1/2 =
1
2
(
f(wnj ) + f(w
n
j+1)
)− ∆x
4∆t
(wnj+1 −wnj )−
1
2∆t
∫ ∆x/2
0
wR
( x
∆t
;wnj ,w
n
j+1
)
dx+
+
1
2∆t
∫ 0
−∆x/2
wR
( x
∆t
;wnj ,w
n
j+1
)
dx,
(3.10)
snj =
1
2
(
s¯(∆t,∆x;vnj−1,v
n
j ) + s¯(∆t,∆x;v
n
j ,v
n
j+1)
)
. (3.11)
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(ii) For all (x, t) ∈ R × R+, assume wR(xt ;vL,vR) belongs to Ω. Then wn+1j
stays in Ω for all j ∈ Z.
(iii) If vL and vR define a steady state according to Definition 3.1, assume the
following stationary property:
wR
(x
t
;vL,vR
)
= w0(x), ∀(x, t) ∈ R× R+. (3.12)
Then, if (wnj )j∈Z define a steady state, we get w
n+1
j = w
n
j for all j in Z.
(iv) Assume the following relation holds:
1
∆x
∫ ∆x/2
−∆x/2
U
(
wR
( x
∆t
;vL,vR
))
dx ≤
1
2
(U(wL) + U(wR))− ∆t
∆x
(F(wR)−F(wL)) + ∆tσν(∆t,∆x;vL,vR),
(3.13)
where lim
vL,vR→v
∆t,∆x→0
σν(∆t,∆x;vL,vR) = −ghu∂xz. Then, the numerical scheme
defined by (3.6) is entropy preserving:
U(wn+1j ) ≤ U(wnj )−
∆t
∆x
(Fj+1/2 −Fj−1/2)+∆t σnj , (3.14)
with Fj+1/2 and σnj defined in a similar way to the flux and source term in
the update formula.
Proof. To establish (i), we follow the work by Harten et al.[25]. By definition of
wn+1j , given by (3.6), we write
w
n+1
j =
1
∆x
∫ xj
xj−1/2
wR
(
x− xj−1/2
∆t
;vnj−1,v
n
j
)
dx+
1
∆x
∫ xj+1/2
xj
wR
(
x− xj+1/2
∆t
;vnj ,v
n
j+1
)
dx,
=
∆t
2∆x
(
1
∆t
∫ ∆x/2
0
wR
(
x
∆t
;vnj−1,v
n
j
)
dx−
1
∆t
∫ ∆x/2
0
wR
(
x
∆t
;vnj ,v
n
j+1
)
dx
)
+
∆t
2∆x
(
−
1
∆t
∫ 0
−∆x/2
wR
(
x
∆t
;vnj−1,v
n
j
)
dx+
1
∆t
∫ 0
−∆x/2
wR
(
x
∆t
;vnj ,v
n
j+1
)
dx
)
+
1
2∆x
∫ ∆x/2
−∆x/2
wR
(
x
∆t
;vnj ,v
n
j+1
)
dx+
1
2∆x
∫ ∆x/2
−∆x/2
wR
(
x
∆t
;vnj−1,v
n
j
)
dx.
(3.15)
Involving (3.7), we immediately get the updated formula (3.9)-(3.10)-(3.11). Next,
as soon as the approximate Riemann solver preserves the water depth positive, we
immediately deduce the statement (ii). Similarly, concerning the property (iii), as
long as (wnj )j∈Z defines a steady state, the relations (3.15) and (3.12) give:
wn+1j =
1
∆x
∫ xj
xj−1/2
wnj dx+
1
∆x
∫ xj−1/2
xj
wnj dx = w
n
j .
To prove the last property (iv), we firstly argue the Jensen inequality. Indeed,
since w 7→ U(w) is convex, we have
U(wn+1j ) ≤
1
∆x
∫ xj+1/2
xj−1/2
U(wn+1ν (x, t
n +∆t)) dx
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≤
1
2
(
1
∆x
∫ ∆x/2
0
U
(
wR
(
x
∆t
;vnj−1,v
n
j
))
dx−
1
∆x
∫ ∆x/2
0
U
(
wR
(
x
∆t
;vnj ,v
n
j+1
))
dx
)
+
1
2
(
−
1
∆x
∫ 0
−∆x/2
U
(
wR
(
x
∆t
;vnj−1,v
n
j
))
dx+
1
∆x
∫ 0
−∆x/2
U
(
wR
(
x
∆t
;vnj ,v
n
j+1
))
dx
)
+
1
2∆x
∫ ∆x/2
−∆x/2
U
(
wR
(
x
∆t
;vnj ,v
n
j+1
))
dx+
1
2∆x
∫ ∆x/2
−∆x/2
U
(
wR
(
x
∆t
;vnj−1,v
n
j
))
dx,
to get the required discrete entropy inequality (3.14). The proof is thus achieved.
3.1. The Godunov scheme. To define the function wR, the most convenient
choice is to consider the exact Riemann solution of (1.1) or equivalently (2.2). As
it is common (see for instance [27], [20]), the self-similar Riemann solution (x, t) →
w(x/t;vL,vR) is made of the juxtaposition of the so-called simple waves associated
with the different eigenvalues λ± and λ0 of the model. More precisely, by simple
waves we mean here the well-known rarefaction waves (smooth solutions of (2.2)
depending only on x/t) and shock discontinuities associated with the genuinely non
linear characteristic fields, i.e. λ±, and the contact disconinuities associated with
the linearly degenerate characteristic field, i.e. λ0. Admissible shock and contact
discontinuities have been defined in the previous section.
By adopting the exact Riemann solution, let us recall that the time step ∆t is
restricted to the following CFL condition:
∆t
∆x
max
v
{|λ±(v)|, |λ0(v)|} ≤ 1
2
. (3.16)
In addition, let us remark that straightforward computations give a precise definition
of the approximate source term s¯ involved in (3.7):
s¯(∆t,∆x;vL,vR) =
1
∆t ∆x
∫ ∆x/2
−∆x/2
∫ ∆t
0
s
(
wR
(x
t
;vL,vR
))
dx dt.
The main benefit of involving exact Riemann solution remains in an easy satisfaction
of the required properties. Indeed, Theorem 3.2 clearly holds by definition of wR.
Let us emphasize that without additional information, the Riemann solution re-
mains unknown at this stage when zL 6= zR, at least for two reasons (see for instance
[28, 19]). The first one comes from the fact that the system (2.7) defining the admis-
sibility of the contact discontinuities may admit zero, one or two solutions (h2, h2u2)
if we consider as given (h1, h1u1, z1) and z2. The second reason is related to the reso-
nance phenomenon which means that λ+ or λ− may equal λ0 if |u| = c. This renders
indeed the resolution of the Riemann problem even more complex. Note however that
different methods can provide existence and uniqueness of an entropy solution. We
refer again the reader to [28, 19] and the references therein.
3.2. Simple Approximate Riemann Solution and Godunov-type Sche-
me. To avoid the exact resolution of the Riemann solution, we now adopt some
linearization approaches as proposed in [17, 18] (see also [14]). We briefly review the
notion of simple approximate Riemann solver and the associated consistency property
in the integral sense (3.7). We also derive the corresponding Godunov-type scheme
and refer to [17, 18] for the details.
Let us consider a simple approximate Riemann solver wR(
x
t ;vL,vR) made of
l + 1 intermediate states wk separated by discontinuities propagating with velocities
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λk = λk(vL,vR), k = 1, ..., l, namely
wR
(x
t
;vL,vR
)
=


w1 = wL,
x
t
< λ1,
...
wk, λk−1 <
x
t
< λk,
...
wl+1 = wR,
x
t
> λl.
(3.17)
Now, the integral consistency condition (3.7) reads:
f(wR)− f(wL) + ∆x s¯(∆x,∆t;vL,vR) =
l∑
k=1
λk(wk+1 −wk), (3.18)
and where s(∆x,∆t;vL,vR) is consistent with s(v) and satisfies (3.8).
By applying Theorem 3.2 (i), under the CFL condition
max
1≤k≤l
| λk(vnj ,vnj+1) |
∆t
∆x
≤ 1
2
, ∀j ∈ Z,
we obtain the following Godunov-type scheme (see also [17, 18]):

wn+1j = w
n
j −
∆t
∆xj
(fnj+ 1
2
− fnj− 1
2
)−
∆t
2∆x
(
s¯(∆t,∆x;vnj+1 ,v
n
j ) + s¯(∆t,∆x;v
n
j ,v
n
j−1)
)
,
fnj+ 1
2
= f(wnj ,w
n
j+1),
(3.19)
with f(wL,wR) =
1
2
{
f(wL) + f(wR)−
∑l
k=1 |λk|(wk+1 −wk)
}
. Now, we have to
design a suitable approximation of the source term, namely to propose a precise char-
acterization of s¯, such that all the assumptions stated in Theorem 3.2 are satisfied.
To adress such an issue, we adopt an approximate Riemann solver made of two inter-
mediate states, l = 3 in (3.17), separated by a stationary discontinuity.
3.3. Two intermediate states approximate Riemann solver. We turn in
this section to the precise definition of the proposed approximate Riemann solver. We
adopt a simple approximate Riemann solver made of three discontinuities propagating
with velocities λL, 0 and λR and two intermediate states w
∗
L and w
∗
R, namely:
wR
(x
t
;vL,vR
)
=


wL if
x
t
< λL,
w∗L if λL <
x
t
< 0,
w∗R if 0 <
x
t
< λR,
wR if
x
t
> λR,
(3.20)
with λL < 0 and λR > 0 (see Figure 3.1). The speeds of propagation λL and λR and
the intermediate states w∗L := w
∗
L(∆t,∆x;vL,vR) and w
∗
R := w
∗
R(∆t,∆x;vL,vR)
have now to be defined. To address such an issue, we will impose several suitable
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x
0-wave
tλL λR
wL
w∗L w
∗
R
wR
Fig. 3.1. Simple approximate Riemann solver for the shallow water equations.
relations to get the intermediate states as function of the characteristic speeds. Next,
we will fix λL,R in order to statisfy some robustness properties.
At this level, we focus on the evaluation of w∗L,R and then we have four unknowns
to solve. As a consequence, four relations are expected. According to Theorem 3.2,
we first impose the consistency relations (3.18) which gives here the two relations
hRuR − hLuL = λL(h∗L − hL) + λR(hR − h∗R), (3.21)(
hRu
2
R + g
h2R
2
)
− (hLu2L + g h2L2 )+ g∆x {h∂xz}(∆t,∆x;vL,vR) =
λL(h
∗
Lu
∗
L − hLuL) + λR(hRuR − h∗Ru∗R),
(3.22)
where {h∂xz}(∆t,∆x;vL,vR) denotes a consistent approximation of the source term
h∂xz in the sense of (3.8). For the sake of clarity in the notations, we will omit
the arguments to write {h∂xz}. It is worth noticing that the definition of {h∂xz}
is crucial to satisfy the required steady state property. In the following statement,
we show that the formula governing {h∂xz} is fully prescribed by the steady state
conditions (3.4)-(3.5)-(3.12) given in Theorem 3.2 (iii).
Lemma 3.3. Let vL and vR be given in Ωz such that (3.4) and (3.5) hold. To
enforce the approximate Riemann solver (3.20) to be stationary, namely v∗L = vL and
v∗R = vR, necessarily we have
∆x {h∂xz} = hLhR
h
(zR − zL)− (hR − hL)
3
4h
, (3.23)
where we have set h = hL+hR2 . Let us underline from now on that similar topography
source term averages can be found in the litterature, see for instance formula (3.78)
in [33].
Proof. Let us enforce the approximate Riemann solver to be stationary to write
h∗L = hL, h
∗
Lu
∗
L = hLuL, h
∗
R = hR, h
∗
Ru
∗
R = hRuR.
Since (3.4) is satisfied, (3.21) immediately holds true. Concerning (3.22), we get
(
hRu
2
R + g
h2R
2
)− (hLu2L + g h2L2 )+ g∆x {h∂xz} = 0,
to obtain −g∆x {h∂xz} = (hRuR)
2
hR
− (hLuL)2hL +
g
2 (hR + hL)(hR − hL). Arguing (3.4),
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we have the following sequence of equalities:
−g∆x {h∂xz} = q2( 1
hR
− 1
hL
) +
g
2
(hR + hL)(hR − hL),
= − q
2
hLhR
(hR − hL) + g
2
(hR + hL)(hR − hL),
=
g
2
(h2R − h2L)−
q2(h2R − h2L)
hLhR(hL + hR)
.
But from (3.5), we write
−g(zR − zL) = g(hR − hL)− q
2
2h2Lh
2
R
(h2R − h2L),
so that
−q
2(h2R − h2L)
hLhR
= −2ghLhR(zR − zL + hR − hL).
We finally obtain
−g∆x {h∂xz} = g
2
(h2R − h2L)− 2g
hLhR
hL + hR
(zR − zL + hR − hL)
that is to say
∆x {h∂xz} = hLhR
h
(zR − zL) + (hR − hL)
(hLhR
h
− h
)
,
and the required defintion of {h∂xz} is achieved.
It is clear that the definition (3.23) for the source term approximation is consistent
in the sense (3.8) since we have lim
vL,vR→v
∆x→0
{h∂xz} = h∂xz. However, this defintion is not
fully relevant. Indeed, assume zL = zR so that the source term naturally vanishes.
As a consequence, we can expect the approximation of the source term to be an
approximation of zero as follows:
{h∂xz}|{zL=zR} = ε(∆x)
∆x→0−→ 0.
Of course, such property is not satisfied by (3.23). Therefore, we propose to introduce:
δh =
{
hR − hL, if |hR − hL| ≤ C∆x
sign(hR − hL)C∆x, otherwise, (3.24)
where C denotes some L∞-bound of the x-derivative of h in the region where h admits
a x-derivative. Next, we suggest to consider the following approximation:
∆x {h∂xz} = hLhR
h
(zR − zL) + δh
3
4h
. (3.25)
By involving such modified source term approximation, we immediately note that the
necessary condition stated Lemma 3.3 holds true as soon as the steady state under
consideration is smooth and satisfies (3.3).
Since {h∂xz} is prescribed, we have to determine h∗L,R and u∗L,R. From (3.21)-
(3.22), two relations are known. We suggest to consider the continuity of the Riemann
invariants I
(1)
0 and I
(2)
0 across the stationary wave to get the two missing relations.
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4. A positive fully well-balanced approximate Riemann solver. The first
idea we propose is based on a suitable linearization of the Riemann invariants I
(1,2)
0
which makes the intermediate states easily solvable. In addition, by enforcing the
characteristic speed to be large enough, |λL,R| >> 1, we will show that the obtained
approximate Riemann solver is positivity preserving, namely h∗L,R > 0.
We write the continuity of I
(1,2)
0 as follows:
h∗Lu
∗
L = h
∗
Ru
∗
R, (4.1)
h∗L
u2L
2hL
+ g(h∗L + zL) = h
∗
R
u2R
2hR
+ g(h∗R + zR). (4.2)
To simplify the notation, let us set
hHLL =
λRhR − λLhL
λR − λL −
1
λR − λL (hRuR − hLuL), (4.3)
qHLL =
λRhRuR − λLhLuR
λR − λL −
1
λR − λL
((
hRu
2
R + g
h2R
2
)
−
(
hLu
2
L + g
h2L
2
))
,(4.4)
which is nothing but the intermediate state involved by the well-known HLL scheme
[25] when approximating the homogeneous shallow-water equations.
Now, we solve the system made of (3.21)-(3.22)-(4.1)-(4.2) to obtain:
q∗ = h∗Lu
∗
L = h
∗
Ru
∗
R = q
HLL − g
λR − λL∆x {h∂xz}, (4.5)
h∗L =
(λR − λL)
(
g +
u2R
2hR
)
hHLL + gλR(zR − zL)
λR
(
g +
u2L
2hL
)
− λL
(
g +
u2R
2hR
) , (4.6)
h∗R =
(λR − λL)
(
g +
u2L
2hL
)
hHLL − gλL(zL − zR)
λR
(
g +
u2L
2hL
)
− λL
(
g +
u2R
2hR
) , (4.7)
these equations being complemented by (3.24)-(3.25). This approximate Riemann
solver satisfies the following statement:
Lemma 4.1. There exists −λL > 0 and λR > 0 large enough such that h∗L and
h∗R are positive. Moreover, as soon as vL and vR define a steady state according to
(3.3)-(3.4)-(3.5), then h∗L,R = hL,R and u
∗
L,R = uL,R.
Proof. Concerning the positiveness of the intermediate water depth, let us first
assume −λL and λR large enough to enforce hHLL to be positive.
Next, we first assume zR − zL > 0 so that h∗L is obviously positive. Concerning
h∗R we have
h∗R =
(1 +
∣∣∣λLλR
∣∣∣)(g + u2L2hL
)
hHLL + g
∣∣∣λLλR
∣∣∣ (zL − zR)(
g +
u2L
2hL
)
+
∣∣∣λLλR
∣∣∣ (g + u2R2hR
) .
By considering
∣∣∣λLλR
∣∣∣ small enough, which is always possible, we obtain h∗R > 0. Sim-
ilarly, if zR − zL < 0, we have h∗R > 0 and we get h∗L > 0 as soon as
∣∣∣λRλL
∣∣∣ is fixed
small enough. To establish the stationary property, let us first observe that since (3.3)
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holds, the definition (3.24)-(3.25) of {h∂xz} boils down to (3.23). Next, we plug (3.4)
and (3.5) inside (4.5)-(4.6)-(4.7) to easily obtain
h∗L = hL, h
∗
R = hR, u
∗
L = uL, u
∗
R = uR.
Let us show for instance in details that h∗L = hL. First and since (3.4) hold true, it is
clear that hHLL is given by
(λR − λL)hHLL = λRhR − λLhL.
Using this identity in the numerator of (4.6) that we call N gives
N = (λRhR − λLhL)
(
g +
u2R
2hR
)
+ gλR(zR − zL)
= λRhR
(
g +
u2R
2hR
)
− λLhL
(
g +
u2R
2hR
)
+ gλR(zR − zL).
Now using (3.5) leads to
N = λRhR
(
g +
u2R
2hR
)
− λLhL
(
g +
u2R
2hR
)
+ gλR(zR − zL)
= λR
(
ghR +
u2R
2
)
− λLhL
(
g +
u2R
2hR
)
+ gλR(zR − zL)
= λR
(
ghL +
u2L
2 − g(zR − zL)
)
− λLhL
(
g +
u2R
2hR
)
+ gλR(zR − zL)
= λRhL
(
g +
u2L
2hL
)
− λLhL
(
g +
u2R
2hR
)
,
which is nothing but hL times the denominator of h
∗
L so that h
∗
L = hL. Similarly,
we get h∗R = hR. Let us now show in details that q
∗ = hLuL = hRuR. Let us first
recall that hLuL = hRuR by (3.4). We have seen in the proof of Lemma 3.3 that the
definition (3.23) is equivalent to
−g∆x {h∂xz} = (hRuR)
2
hR
− (hLuL)
2
hL
+
g
2
(hR + hL)(hR − hL),
which also writes(
hRu
2
R + g
h2R
2
)− (hLu2L + g h2L2 )+ g∆x {h∂xz} = 0,
provided that (3.4) and (3.4) are valid (which is the case here). This last equality
says that the left-hand side in (3.22) equals zero, so that we immediately get by (3.22)
that q∗ = hLuL = hRuR. The proof is completed.
Since the topography function is smooth, we formally have |zR − zL| = O(∆x).
As a consequence, let us emphasize that, as soon as the mesh is fine enough, the
restrictions to be put on λL and λR will be very weak.
Now, by applying Theorem 3.2, the finite volume scheme (3.19) associated with
the approximate Riemann solver (3.20)-(4.5)-(4.6)-(4.7) is positivity preserving and
fully well-balanced.
5. Nonlinear two intermediate states approximate Riemann solver. In
the second approximate Riemann solver we present, we suggest to impose the conti-
nuity of the Riemann invariants I
(1,2)
0 across the stationary wave without imposing
any linearization. Hence, the two consistency relations (3.21) and (3.22) are now
supplemented by
q∗ := h∗Lu
∗
L = h
∗
Ru
∗
R, (5.1)
(u∗L)
2
2
+ g(h∗L + zL) =
(u∗R)
2
2
+ g(h∗R + zR). (5.2)
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Let us first observe that q∗ is easily obtained by involving (3.22) and (5.1) which gives
q∗ = qHLL − g
λR − λL∆x {h∂xz}, (5.3)
where qHLL is defined by (4.4).
It then remains to define h∗L and h
∗
R by solving the system (3.21) and (5.2):

λL(h
∗
L − hL) + λR(hR − h∗R)− (qR − qL) = 0,
(q∗)2
2
( 1
(h∗L)
2
− 1
(h∗R)
2
)
+ g(h∗L − h∗R)− g(zR − zL) = 0,
where we have set qL = hLuL and qR = hRuR. Defining the functions
y(x) =
λL
λR
(x− hL) + hR − qR − qL
λR
, (5.4)
ϕ(x, y; q∗) =
(q∗)2
2g
( 1
x2
− 1
y2
)
+ (x− y)− (zR − zL), (5.5)
it clearly amounts to define h∗L as the solution of
ϕ(x, y(x); q∗) = 0,
h∗R being then simply given by h
∗
R = y(h
∗
L). Because it will be useful in the sequel,
let us remark the following identity satisfied by the linear function y:
y(hHLL) = hHLL,
where hHLL is defined by (4.3).
Our main goal is now to study the function x 7→ ϕ(x, y(x); q∗) and its roots.
5.1. The case q∗ = 0. Let us notice that the case q∗ = 0, which will be useful in
the following, can be explicitly solved. Denoting by h0∗L and h
0∗
R = y(h
0∗
L ) the values
of h∗L and h
∗
R in this particular case, we easily find

h0∗L = h
HLL + α(zR − zL),
h0∗R = h
HLL − (1 − α)(zR − zL),
(5.6)
where we have set α = λRλR−λL ∈ (0, 1).
About the definition of λL and λR. We can notice from now on that provided that
λR > 0 and −λL > 0 are chosen sufficiently large, hHLL, h0∗L and h0∗R can be given
positive values. Indeed, the quantity
qR − qL
λR − λL
naturally tends to zero so that hHLL behaves like a convex combination of hL > 0
and hR > 0. On the other hand, we have h
0∗
L > 0 and h
0∗
R > 0 as soon as

αhR + (1− α)hL > −α(zR − zL),
αhR + (1− α)hL > (1− α)(zR − zL).
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This naturally holds true in the following asymptotic regimes associated with suffi-
ciently large values of −λL and λR, namely

α ∼ 1 if (zR − zL) > 0,
α ∼ 0 if (zR − zL) < 0.
(5.7)
Importantly, these asymptotic definitions of λL and λR will play an crucial role in the
forthcoming developements and will be adopted in the rest of the paper.
Remark. The natural choice λR = −λL (related to the Rusanov scheme [37]) gives
α = 1/2 which does not correspond to any of these asymptotic regimes.
Remark. By the definition of hHLL, we have
hHLL =
−λL + uL
λR − λL hL +
λR − uR
λR − λL hR,
so that hHLL is clearly positive provided that λL < uL and λR > uR, which are natural
conditions on λL and λR (in particular, these conditions are satisifed provided that
λR > 0 and −λL > 0 are chosen sufficiently large). In other words, there is no need
of asymptotic condition on qR−qLλR−λL to prove that h
HLL is positive.
5.2. The case q∗ 6= 0. Our objective is now to prove that under the above
asymptotic definitions (5.7) to be satisfied by both λL and λR, there exists at least
one positive root x to
ψ(x) := ϕ(x, y(x); q∗) = 0 (5.8)
and such that y(x) > 0. This will ensure that h∗L and h
∗
R are positive.
First, let us observe that y(x) > 0 yields to the constraint x ∈ (0, x0) with x0
defined by
x0 =
λRhR − λLhL
−λL −
qR − qL
−λL =
1
1− αh
HLL.
Since λL,R are large enough to ensure h
HLL positive, then we have x0 > 0. Moreover,
with hHLL = (1 − α)x0 we get the following estimation : 0 < hHLL < x0. The line
x ∈ R can thus be decomposed into three parts, namely x < 0 for which y(x) > 0,
0 < x < x0 which ensures y(x) > 0, and at last x > x0 giving y(x) < 0. We will be
naturally more focused on the region 0 < x < x0 with y(x) > 0. Note in passing that
y(0) = y0 :=
1
αh
HLL > 0 while y(x0) = 0.
More precisely, our objective is to prove that the graph of the function ψ is given
by the Figure 5.1 below, so that in particular ψ(x) = 0 admits three roots of possible
interest in between 0 and x0.
Let us first state some basic properties, the proofs of which being left to the reader.
Lemma 5.1. The functions y : R → R defined by (5.4), ϕ : R × R → R defined
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x
ψ
0 x0
x = 0
y = y0
x > 0
y > 0
x = x0
y = 0
Fig. 5.1. Function ψ for sufficiently large values of −λL and λR under the asymptotic defini-
tions (5.7).
by (5.5) and ψ : R→ R defined by ψ(x) = ϕ(x, y(x); q∗) satisfy


y′(x) =
λL
λR
< 0,
ψ′(x) =
(q∗)2
g
( y′(x)
y(x)3
− 1
x3
)
+
(
1− y′(x)),
ψ
′′
(x) =
3(q∗)2
g
( 1
x4
− y
′(x)2
y(x)4
)
,
and
lim
x→0−
ψ(x) = +∞, lim
x→x−
0
ψ(x) = −∞, lim
x→−∞
ψ(x) = −∞,
lim
x→0+
ψ(x) = +∞, lim
x→x+
0
ψ(x) = −∞, lim
x→+∞
ψ(x) = +∞,
Moreover, at most the function ψ admits five roots.
From the properties stated in this lemma, it is first clear that
lim
x→0+
ψ
′′
(x) = +∞ and lim
x→0−
ψ
′′
(x) = −∞,
then we get ψ′′(x) > 0 for all x > 0 in a neighborhood of zero while ψ′′(x) < 0 for all
x < x0 in a neighborhood of x0. Similarly, we have
lim
x→0+
ψ
′
(x) = −∞ and lim
x→0−
ψ
′′
(x) = −∞,
to obtain ψ′(x) < 0 in the neighborhoods of both 0 and x0.
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In order to prove that the function ψ admits three roots of possible interest in
between 0 and x0, it is then a matter to prove that there exists two values x− and
x+ in the interval (0, x0), such that x− < x+ and
ψ(x−) < 0 and ψ(x+) < 0.
The definition of these values will depend on the sign of ∆z := zR − zL.
Towards the definitions of x− and x+. Let us first calculate ψ(h
0∗
L ) and ψ(h
0∗
R ).
Since by definition we clearly have h0∗L − h0∗R = ∆z, it comes
ψ(h0∗L ) =
(q∗)2
2g
( 1
(h0∗L )
2
− 1
(h0∗R )
2
)
= − 1
2g
( q∗
h0∗L h
0∗
R
)2
(h0∗L + h
0∗
R )∆z,
which indicates that the sign of ψ(h0∗L ) is given by the sign of −∆z, at least for
sufficiently large values of −λL and λR in the regime (5.7) to enforce h0∗L,R > 0.
The case ∆z > 0. On the first hand, we have ψ(h0∗L ) < 0 so that we propose to set
x− = h
0∗
L = h
HLL + α∆z.
The point x+ is defined as a small perturbation of x− given by
x+ = x− + α(q
∗)2ε∆z = hHLL + α∆z(1 + (q∗)2ε),
for a sufficiently small value of ε > 0 such that x− < x+ < x0. Now, we have to fix
the parameter ε. By definition of x+ and since y(h
HLL) = hHLL, we immediately
deduce that that
y(x+) = h
HLL +
λL
λR
α∆z(1 + (q∗)2ε)
that is to say
y(x+) = h
HLL + (α− 1)∆z(1 + (q∗)2ε).
In particular, we note that
y(x+)− x+ = −∆z(1 + (q∗)2ε),
y(x+) + x+ = 2h
HLL + (2α− 1)∆z(1 + (q∗)2ε).
By definition of ψ, we thus clearly have
ψ(x+) = − (q
∗)2
2gx2+
(
y(x+)
)2(2hHLL+(2α−1)∆z(1+(q∗)2ε))∆z(1+(q∗)2ε)+∆z(q∗)2ε.
But recall that in the case ∆z > 0, −λL and λR are defined large enough according
to (5.7) so that α ∼ 1, or equivalently −λLλR ∼ 0, which gives in particular
q∗ ∼ qR, hHLL ∼ hR, x− ∼ hR+∆z, x+ ∼ hR+∆z(1+(qR)2ε), y(x+) ∼ hR.
Then,
ψ(x+) ∼− q
2
R∆z
2gh2R
(
hR +∆z(1 + (qR)2ε)
)2×((
2hR +∆z(1 + (qR)
2ε)
)
(1 + (qR)
2ε)− 2gh2R
(
hR +∆z(1 + (qR)
2ε)
)2
ε
)
.
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Now setting ε = 1
2gh2R∆z
allows to cancel all the terms involving the quantity (1 +
(qR)
2ε) in the brackets above so as to obtain(
2hR +∆z(1 + (qR)
2ε)
)
(1 + (qR)
2ε)− 2gh2R
(
hR +∆z(1 + (qR)
2ε)
)2
ε ∼ − h
2
R
∆z
which clearly ensures ψ(x+) to stay in a neighborhood of a positive value. It just
remains to prove that with such a definition of ε, x+ < x0 that is to say to prove the
following inequality:
hHLL + α∆z(1 + (q∗)2ε) <
1
1− αh
HLL.
This estimation is clearly true in the asymptotic regime α ∼ 1 since the right hand
side goes to +∞ and the left hand side is bounded.
The case ∆z < 0. On the first hand, we have ψ(h0∗L ) > 0 so that we propose to
set
x+ = h
0∗
L = h
HLL + α∆z.
As before, the point x− will be defined as a small perturbation of x+, parametrized
by ε > 0 and defined by
x− = x+ + α(q
∗)2ε∆z,
= hHLL + α∆z(1 + (q∗)2ε),
for a sufficiently small value of ε such that x− < x+ < x0. Very similar calculations
as in the case ∆z > 0 show that the choice ε = − 1
2gh2L∆z
> 0 is suitable.
In both cases ∆z > 0 and ∆z < 0, we have thus proved that the function ψ
has the shape given by Figure 5.1 for sufficiently large values of −λL and λR defined
according to (5.7). In the following, we will denote h∗1, h
∗
2 and h
∗
3 the three roots of
(5.8) in (0, x0) and such that h
∗
1 < h
∗
2 < h
∗
3.
5.3. Characterization of the approximate Riemann solver. We now pro-
pose the full characterization of the two intermediate states. The evaluation of h∗Lu
∗
L
and h∗Ru
∗
R are given by (5.3). Concerning the values of h
∗
L and h
∗
R, as soon as q
∗ = 0,
we have h∗L = h
0∗
L and h
∗
R = h
0∗
R where h
0∗
L,R are defined by (5.6).
The main difficulty in the evaluation of h∗L,R comes from the case q
∗ 6= 0. One
has to select h∗L between the three admissible roots of (5.8), 0 < h
∗
1 < h
∗
2 < h
∗
3 < x0,
previously detailed. The choice is dictated by the preservation of the required fully
well-balanced property.
Let us consider vL and vR to satisfy the steady state conditions (3.3)-(3.4)-(3.5).
Since (3.3) is verified, the source term approximation {h∂xz} is given by (3.23). Next,
arguing (3.4) and (3.5), we easily obtain
q∗ = hLuL = hRuR.
Now, we notice that the steady state conditions (3.4)-(3.5) make hL as a trivial
adimissible root of ψ. Moreover, we have y(hL) = hR. Hence, we will choose the root
of ψ which coincides with hL as soon as (3.4)-(3.5) hold true. To address such an
issue, we evaluate the behavior of ψ estimated at hL.
Lemma 5.2. Let vL and vR in Ω be given such that (3.3)-(3.4)-(3.5) hold true.
We set 0 < h∗1 < h
∗
2 < h
∗
3 < x0 the three admissible roots of ψ. The root hL satisfies:
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(i) if α
u2L
c2L
+ (1− α)u2R
c2R
≤ 1 then hL = h∗2.
(ii) if α
u2L
c2L
+ (1− α)u2R
c2R
> 1 and α2
u2L
c4L
− (1− α)2 u2R
c4R
> 0 then hL = h
∗
1.
(iii) if α
u2L
c2L
+ (1− α)u2R
c2R
> 1 and α2
u2L
c4L
− (1− α)2 u2R
c4R
< 0 then hL = h
∗
3.
Proof. First, let us assume that both left and right states are sonic point, namely
u2L = c
2
L and u
2
R = c
2
R, so that (i) holds true with an equality. Since vL and vR
satisfy (3.4) and (3.5), we easily establish that vL = vR. Then we enter a very
specific defintion of ψ where h∗2 = hL = hR turns out to be a double root.
Next, according to the analysis of the function ψ, we know that the three admis-
sible roots are characterized as follows:
• h∗1 satisfies ψ′(h∗1) < 0 and ψ′′(h∗1) > 0,
• h∗2 satisfies ψ′(h∗2) > 0,
• h∗3 satisfies ψ′(h∗3) < 0 and ψ′′(h∗3) < 0.
Now, by Lemma 5.1, we have
ψ′(hL) =
1
α
(
1−
(
α
u2L
c2L
+ (1− α)u
2
R
c2R
))
,
ψ′′(hL) =
3g
α2
(
α2
u2L
c4L
− (1− α)2 u
2
R
c4R
)
,
and the expected result is obtained.
From now on, let us underline that the following root choice:
(i) if α
u2L
c2L
+ (1− α)u2R
c2R
≤ 1 then h∗L = h∗2,
(ii) if α
u2L
c2L
+ (1− α)u2R
c2R
> 1 and α2
u2L
c4L
− (1− α)2 u2R
c4R
> 0 then h∗L = h
∗
1,
(iii) if α
u2L
c2L
+ (1− α)u2R
c2R
> 1 and α2
u2L
c4L
− (1− α)2 u2R
c4R
< 0 then h∗L = h
∗
3,
would give a complete characterization of the approximate Riemann solver. In addi-
tion, the required positiveness and fully well-balanced properties stated in Theorem
3.2 (ii) and (iii) are obviously satisfied.
In fact, to establish the entropy preserving property stated Thorem 3.2 (iii), we need
an additional property satisfied by the selected root. Indeed, we can specify the be-
havior of one of the root in a neighborhood of zL = zR, and prove it approaches h
HLL
as soon as |zR − zL| is small enough.
Lemma 5.3. Assume zL = zR. The three admissible roots satisfy:
(i) If g(hHLL)3 > (q∗)2 then h∗2 = h
HLL.
(ii) If g(hHLL)3 < (q∗)2 and α > 1/2 then h∗1 = h
HLL.
(iii) If g(hHLL)3 < (q∗)2 and α < 1/2 then h∗3 = h
HLL.
Proof. Since y(hHLL) = hHLL, we notice that hHLL is an obvious root of
ψ|{zL=zR} . By evaluating ψ
′
|{zL=zR}
(hHLL) and ψ′′|{zL=zR}
(hHLL) we get
ψ′|{zL=zR}
(hHLL) =
1
α
(
1− (q
∗)2
g(hHLL)3
)
and ψ′′|{zL=zR}
(hHLL) =
3(q∗)2
g(hHLL)4
2α− 1
α2
,
and the proof is completed by applying the characterization of the admissible roots
of ψ.
As a consequence, one of the root of (5.8) is a small perturbation of the root hHLL
of ψ|{zL=zR} . A precise expansion of this root will be given in the next section.
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We are now able to give the full characterization of the approximate Riemann
solver in order for the adopted root to simultaneously satisfy Lemma 5.2 and Lemma
5.3 while the parameter is defined by (5.7). We suggest the following algorithm:
(i) If zR − zL > 0 and u2R > c2R then h∗L = h∗1,
(ii) If zR − zL > 0 and u2R < c2R then h∗L = h∗2,
(iii) If zR − zL < 0 and u2L < c2L then h∗L = h∗2,
(iii) If zR − zL < 0 and u2L > c2L then h∗L = h∗3.
From (5.7) and arguing Lemma 5.3, it is easy to check that the selected h∗L is a
perturbation to hHLL. Next, by considering vL and vR steady states such that (3.3)-
(3.4)-(3.5) holds, the Lemma 5.2 is verified. As a consequence, we have stated that
h∗L satisfies the positiveness and the fully well-balanced properties given in Theorem
3.2 (ii) and (iii).
5.4. Discrete entropy inequality. The objective of this section is to prove
the validity of a discrete entropy inequality. According to Theorem 3.2, it is sufficient
to prove (3.13) which writes here as follows according to the specific form of the
approximate Riemann solver under consideration :
F(wR)−F(wL)+∆xσν(∆t,∆x;vL,vR) ≤
λL
(U(w∗L)− U(wL))+ λR(U(wR)− U(w∗R)) (5.9)
with lim
vL,vR→v
∆t,∆x→0
σν(∆t,∆x;vL,vR) = −ghu∂xz. In fact, we will prove a variant of this
entropy inequality. More precisely, we will prove this entropy inequality up to a
correction term of the form ∆xǫ(∆x) with ǫ(∆x) such that lim∆x→0 ǫ(∆x) = 0. This
is actually sufficient to get the convergence to an entropy solution according to (a
slight variant of) the well-known Lax-Wendroff theorem [20].
Theorem 5.4. The proposed approximate Riemann solver satisfies the following
entropy inequality
F(wR)−F(wL)+∆xσν (∆t,∆x;vL,vR) + ∆xǫ(∆x) ≤
λL
(U(w∗L)− U(wL))+ λR(U(wR)− U(w∗R)) (5.10)
with lim
vL,vR→v
∆t,∆x→0
σν(∆t,∆x;vL,vR) = −ghu∂xz and lim∆x→0 ǫ(∆x) = 0.
Proof. Note from now on that in the following and with little abuse in the nota-
tions, we will use the same notation x → ǫ(x) for possibly different functions having
the property lim∆x→0 ǫ(∆x) = 0 (it will not necessarily represent the same function
from a line to another).
The first step of the proof consists in proving that there exists h∗1 independent of ∆z
such that
h∗L = h
HLL + h∗1∆z +∆zǫ(∆z) (5.11)
and
h∗R = h
HLL − 1− α
α
h∗1∆z +∆zǫ(∆z) (5.12)
with ǫ(∆z) such that lim∆z→0 ǫ(∆z) = 0. Note that such asymptotic expansions of
h∗L and h
∗
R are not surprising since we recall that when zL = zR, that is to say ∆z = 0,
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we have h∗L = h
∗
R = h
HLL. In order to give a rigorous proof, let us first observe that
ϕ(x, y(x); q∗) defined by (5.5)-(5.4) with q∗ given by
q∗ = qHLL − g
λR − λL∆x {h∂xz}
and ∆x {h∂xz} = hLhRh (zR − zL) +
δh3
4h
, can be equivalently recast as
ϕ(x, y(x); q∗) =
1
x2y(x)2
[
p0(x) + p1(x)∆z + p2(x)(∆z)
2
]
with q∗0 = q
HLL − gλR−λL δh
3
4h
and


p0(x) =
(q∗0)
2
2g
(y(x)2 − x2) + x2y(x)2(x− y(x)),
p1(x) = − q
∗
0
λR − λL
hLhR
h
(y(x)2 − x2)− x2y(x)2,
p2(x) =
g
2
(
1
λR − λL )
2(
hLhR
h
)2(y(x)2 − x2).
Note that ϕ(x, y(x); q∗) and p0(x) + p1(x)∆z + p2(x)(∆z)
2 share the same roots.
Moreover, as soon as ∆z = 0, we have ϕ(hHLL, y(hHLL); q∗) = p0(h
HLL) = 0 since
y(hHLL) = hHLL. From Lemma A.1 in reference [35], the behaviour of the simple
root h∗L of ϕ(x, y(x); q
∗) is then given by (5.11) with h∗1 given by
h∗1 = −
p1(h
HLL)
p′0(h
HLL)
,
which gives after easy calculations
h∗1 = −αg
(hHLL)3
(q∗0)
2 − g(hHLL)3 .
Observe that it is always possible to choose α such that the denominator does not
have the value zero, at least provided that vL 6= vR (the case vL = vR does not rise
any difficulty and (5.10) is trivially satisfied). Once (5.11) is established, (5.12) follows
immediately by definition (5.4) and since h∗R = y(h
∗
L) (recall that h
HLL = y(hHLL)).
Before going ahead, let us also notice that regarding q∗ = q∗L = q
∗
R we have
q∗ = q∗0 + q
∗
1∆z
with
q∗1 = −
g
λR − λL
hLhR
h
and q∗0 = q
HLL − g
λR − λL
δh3
4h
= qHLL + O
(
∆x3
)
by definition of δh.
The second step of the proof consists in establishing the asymptotic behaviour of
the right-hand side ∆U of (5.10) :
∆U = λL
(U(w∗L)− U(wL))+ λR(U(wR)− U(w∗R)).
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Let us first calculate λRU(w∗R)− λLU(w∗R). We have by definition
λRU(w∗R)− λLU(w∗R) = λR
( (q∗)2
2h∗R
+ g
(h∗R)
2
2
)− λL( (q∗)2
2h∗L
+ g
(h∗L)
2
2
)
.
Since we clearly have by (3.24)

(q∗)2 = (q∗0)
2 + 2q∗0q
∗
1∆z + (q
∗
1)
2(∆z)2,
= (qHLL)2 + 2qHLLq∗1∆z + (q
∗
1)
2(∆z)2 +O
(
∆x3
)
,
(h∗L)
2 = (hHLL)2 + 2hHLLh∗1∆z + (h
∗
1)
2(∆z)2 +∆zǫ(∆z),
(h∗R)
2 = (hHLL)2 + 2hHLL(λLλR )h
∗
1∆z + (h
∗
1)
2(λLλR )
2(∆z)2 +∆zǫ(∆z),
it comes
λRg
(h∗R)
2
2
− λLg (h
∗
L)
2
2
= (λR − λL)g (h
HLL)2
2
+ ∆zǫ(∆z)
and
(q∗)2
2h∗R
=
(q∗)2
2hHLL
+
(q∗)2
2(hHLL)2
1− α
α
h∗1∆z +∆zǫ(∆z),
=
(qHLL)2
2hHLL
+
(qHLL)2
2(hHLL)2
1− α
α
h∗1∆z +
2qHLLq∗1
2hHLL
∆z +∆zǫ(∆z) +O
(
∆x3
)
.
Similarly, we have
(q∗)2
2h∗L
=
(qHLL)2
2hHLL
− (q
HLL)2
2(hHLL)2
h∗1∆z +
2qHLLq∗1
2hHLL
∆z +∆zǫ(∆z) +O
(
∆x3
)
.
Thus, since (1− α)λR = −αλL we get
λR
(q∗)2
2h∗R
− λL (q
∗)2
2h∗L
= (λR − λL) (q
HLL)2
2hHLL
− g q
HLL
hHLL
hLhR
h
∆z +∆zǫ(∆z) +O
(
∆x3
)
.
With clear definition for U(wHLL), gathering together the previous formulas easily
gives
λRU(w∗R)−λLU(w∗R) = (λR−λL)U(wHLL)−g
qHLL
hHLL
hLhR
h
∆z+∆zǫ(∆z)+O
(
∆x3
)
.
Since the HLL scheme [25] is well-known to satisfy, at least for sufficiently large values
of −λL and λR, the entropy inequality
U(wHLL) ≤ λRU(wR)− λLU(wL)
λR − λL −
F(wR)−F(wL)
λR − λL ,
we immediately get the following asymptotic behaviour for ∆U :
∆U ≥ F(wR)−F(wL) + g q
HLL
hHLL
hLhR
h
∆z +∆zǫ(∆z) +O
(
∆x3
)
.
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Since we deal with a smooth topography such that ∆z = O(∆x), we get
∆U ≥ F(wR)−F(wL) + g q
HLL
hHLL
hLhR
h
∆z +∆xǫ(∆x)
and to conclude it suffices to set
σν(∆t,∆x;vL,vR) = g
qHLL
hHLL
hLhR
h
∆z
∆x
which is clearly consistent with ghu∂xz.
6. Conclusions. We have considered in this paper the design of two new nu-
merical schemes based on suitable approximate Riemann solvers for the shallow-water
equations. A particular attention has been paid to the more difficult aspects of well-
balancing of moving water equilibria, guaranteeing non-negative water heights, and
satisfying a discrete entropy inequality. These properties are not trivial. The first
scheme is linear but the entropy inequality property is not proved, while the second
one is non linear but satisfies the latter three aspects together. Up to our knowledge,
existence of such a scheme was not clear and it was the purpose of this contribution to
answer this question. We hope that it could open further research in that direction.
The next step, which will be addressed in a forthcoming contribution, will be to see
whether such schemes can be competitive and provide good or even better numer-
ical results than existing schemes for general initial and boundary value problems.
Promising preliminary results have been obtained but let us underline that a couple
of key points have to be considered with care in order to implement the proposed
schemes. More precisely, it is first proved that the eigenvalues λL and λR can be
chosen such that the properties of the schemes are satisfied but it is not clear how
to define them practically since asymptotic arguments have been used. This point is
also important to define the time step ∆t. Second, it is also a matter of evaluating
the C constant which denotes some L∞-bound of the x-derivative of h in the region
where h admits a x-derivative.
The proposed schemes are first-order accurate. It would be interesting to study the
second-order extensions in both space and time, while still preserving the validity of
the three properties. For the time being, we are not able to prove the discrete entropy
inequalities in this context.
The proposed schemes are also 1D. Extensions to several space dimensions are always
possible by considering convex combinations of the proposed 1D schemes, in the spirit
of [4], [5] (see also [36]). The 2D extensions are expected to inherit the positivity and
entropy properties of the 1D schemes. Regarding the well-balanced property, the lake
at rest will be preserved but the moving steady states are not expected to be exactly
preserved in general because of the mesh rotations.
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