ABSTRACT In successive cancellation (SC) polar decoding, an incorrect estimate of any prior unfrozen bit may bring about severe error propagation in the following decoding, and thus it is desirable to find out and correct an error as early as possible. In this paper, we investigate a progressive bit-flipping decoder which corrects at most L-independent errors in SC decoding. In particular, we first study the distribution of the first error position in SC decoding, and a critical set which with high probability includes the bit where the first error occurs regardless of the channel realizations is proposed. Second, a progressive bit-flipping decoding algorithm is proposed based on a search tree, which is established with a modified critical set in a progressive manner. The maximum level of the search tree is shown to coincide well with the number of independent errors that could be corrected. On this basis, the lower bound on BLER performance of a progressive bit-flipping decoder which corrects at most L errors is derived, and we show the bound can be tightly achieved by the proposed algorithm for some L. Moreover, an early-terminated bit-flipping (ET-BitFlipping) decoder is proposed to reduce the computational complexity and decoding latency of the original progressive bit-flipping scheme. Finally, numerical results show that the proposed ET-bit-flipping decoders can provide almost the same BLER performance as the state-of-the-art cyclic redundancy check-aided SC list decoders, with an average computational complexity and decoding latency similar to that of the SC decoder at medium to a high SNR regime.
I. INTRODUCTION
Polar codes, which can be proven to achieve the capacity of any symmetric binary-input discrete memoryless channel (B-DMC) as the block-length goes to infinity [2] , have straightforward construction method and efficient encoding and decoding algorithm. To date, no other family of codes are strictly capacity-achieving, thus polar codes are seen as a major breakthrough in coding theory, and have received tremendous attention in both academia and industry.
However, for polar codes with finite block-length, there still exist a proportion of split channels that are neither completely clean nor completely noisy, and such a chaotic split channel does not promise a sufficiently reliable estimate for an unfrozen bit. In this sense, SC decoder is quite likely to make wrong decision at such position, which may bring about severe error propagation in the following decoding. For the above reasons, the performance of finite block-length polar codes is still far from satisfactory, and it is desirable to find out and correct an error as early as possible.
To improve the performance of polar codes with finite block-lengths, a successive cancellation list (SCL) decoder which considers L decoding paths concurrently at each decoding stage was investigated in [3] and [4] . This work was further modified in [5] and [6] , where a cyclic redundancy check (CRC) aided SCL (CA-SCL) decoder was proposed. With CA-SCL decoding, polar codes successfully compete with state-of-the-art turbo and low-density paritycheck (LDPC) codes, and outperform them under short and medium code lengths. For long codes, the performance gain can still be achieved, however with higher computational and memory complexities. To achieve a better trade-off between computational complexity and space complexity, adaptive SCL decoding and SC hybrid decoding were proposed in [7] and [8] .
Although SCL decoders significantly improve the block error rate (BLER) of finite block-length polar codes, their storage overhead and computational complexity grow linearly with the list size. To further improve the efficiency, Afisiadis et al. [9] put forward a SC flip decoder trying to correct the first erroneous estimate of an unfrozen bit, and indicated that the SC decoding performance could be dramatically improved if the first incorrect hard decision can be located and flipped. This work was subsequently improved in [10] and [11] , where a dynamic SC flip decoder was proposed to flip one or several positions from SC decoding. Furthermore, leveraging the sequential aspect of the SC decoder, [11] proposed a method to dynamically determine the flipping positions, which yielded substantial gain in terms of BLER performance compared with the SC flip decoder in [9] . These works provide an alternative decoding method for Polar codes. Nonetheless, the searching range for the first erroneous hard decision is the entire unfrozen set, making them less favorable for longer codes.
To narrow down the searching range for the first incorrect unfrozen bit in SC decoding, an unfrozen subset S, which is much smaller than the entire unfrozen set and is referred to as critical set, was exploited in our preliminary work [1] . Capitalizing on the critical set, a pruned progressive bit flipping decoding algorithm was then proposed, where several pruning rules were introduced to achieve the tradeoff between BLER performance and computational complexity. However, the pruning rule proposed therein is rather empirical. In this paper, we first show that if SC decoding fails, the first incorrect hard decision is included in the critical set with high probability regardless of the channel states. Then based on this, we develop an Early-Terminated Bit-Flipping (ET-Bit-Flipping) decoder to further reduce the computational complexity and decoding latency. Different from the existing dynamic SC flip decoders which need to dynamically determine all possible error bits, we restrict the maximum number of error bits to be flipped to a parameter L and only consider the most possible and independent error bits to offset the complexity. We also give a lower bound on the BLER performance of the progressive Bit-Flipping decoder. Numerical results show that the proposed progressive Bit-Flipping decoder with a maximum number of flipped bits of {1, 2, 3} achieves its corresponding BLER lower bound tightly, whereas an ET-Bit-Flipping decoder with a maximum number of flipped bits of {1, 3, 4} provides virtually the same BLER performance as the CA-SCL decoder with a list size of {2, 16, 32}, respectively, with an average computational complexity and decoding latency similar to that of the SC decoder at medium to high SNR regime. To summarize, our main contributions are as follows:
• We propose a critical set, which narrows down the search range of the first error in SC decoding. Moreover, we show that the first error is included in this set with high probability regardless of the channel realizations, thus the critical set can be constructed off-line with less computation. Thanks to the reduced searching range, the decoding complexity is reduced accordingly.
• A One-Bit-Flipping decoder, aiming to correct the first error in SC decoding, is firstly developed based on the proposed critical set. Then, by iteratively adjusting the critical set, a progressive Bit-Flipping decoding algorithm is proposed. The BLER performance lower bound is analyzed, and we show that the progressive Bit-Flipping decoder which corrects at most L independent errors has a near-bound performance for small L.
• Low complexity implementation of One-Bit-Flipping is investigated, which further reduces the complexity of node checking in the search tree. In addition, an EarlyTerminated Bit-Flipping decoder is proposed, which greatly reduces the decoding latency and computational complexity with negligible BLER performance loss. The rest of this paper is organized follows. In Section II, we provide a short background on polar codes and SC decoding. The main results of the critical set are provided in Section III, and an algorithm which progressively corrects at most L errors in SC decoding is shown in IV. Section V introduces a low complexity implementation scheme which early terminates the decoding process, and numerical results are also provided in this section. Finally, Section VI concludes the paper.
II. PRELIMINARIES
In this section, we provide some basic concepts of polar codes. Moreover, the SC decoding tree and the notation adopted in this paper are also expounded.
A. POLAR CODES
For polar codes with block-length N = 2 n and kernel To obtain a coding rate R = K /N , an information set I ⊂ {1, 2, ..., N } of cardinality K is chosen to carry K unfrozen bits (see [2] ), whereas the other N − K positions are frozen to some prescribed value. Without loss of generality, all frozen bits are set to zero in this paper if not specified.
For channel polarization, a split channel is defined as
where
W (y i |c i ), and W denotes a binaryinput discrete memoryless channel with an input alphabet X ∈ {0, 1}, an output alphabet Y, and channel transition probabilities {W (y|x) : x ∈ X , y ∈ Y}. One key observation of the channel polarization is that when VOLUME 6, 2018 the block-length N goes to infinity, the reliability of these split channels, i.e., Bhattacharyya parameters {Z (W (i) N ), i = 1, 2, ..., N }, are polarized. On this basis, K most reliable split channels are selected to transmit the information bits.
As for decoding, a standard SC decoder SC(y N 1 , I) successively estimates the information sequence from u 1 to u N usinĝ
is the log-likelihood ratio (LLR) corresponding to u i , and sign(0) = ±1 with equal probability.
B. SC DECODING TREE
The SC decoding tree is adopted for the ensuing analysis.
To facilitate understanding, let us consider a toy example of polar codes with block length N = 2 2 and information sequence u 4 1 = (u 1 , u 2 , u 3 , u 4 ). u 3 and u 4 are selected as the unfrozen bits, thus inducing a coding rate R = 2/4. In Fig. 1 (left) , a full binary tree with N = 2 2 leaf nodes is firstly constructed. The leaf nodes {D, E, F, G} correspond to the information bits {u 1 , u 2 , u 3 , u 4 }, respectively. Since u 3 and u 4 are unfrozen bits, nodes F and G are denoted by black circles for the sake of clarity, see Fig. 1 (middle) for illustration. Furthermore, for each non-leaf node in the tree, if its two descendants are of the same color, then it is marked with that color as well. Otherwise, it is indicated by a gray circle. This process starts from the bottom non-leaf nodes until the root node is reached, as shown in Fig. 1 (right) .
For encoding part, a constituent code is assigned to each node in Fig. 1 (right) . Take u 4 1 = (0, 0, 1, 0) for example, then we have (3) . We also note that the polarization of underlying channel can be interpreted in this tree as well. One can check that node A has four independent copies of the underlying channel W , whereas node B has two independent copies of the synthetic channel W (1) 2 and node C has two independent copies of the synthetic channel W (2) 2 . Finally, each leaf node has a unique copy of the split channel, e.g., node E has W (2) 4 . We refer the reader to [12] for more details. It is worth noting that this framework can be extended to polar codes with arbitrary block length.
III. THE CRITICAL SET
This section presents our main result of the critical set. We start by studying the error distribution in SC decoding, and then a critical set which includes the first erroneous bit position in SC decoding is proposed. Finally, numerical results and simulations are provided to validate the performance of the critical set.
A. SC DECODING FROM A SUBBLOCK-BY-SUBBLOCK PERSPECTIVE
Let us focus on a more complicated example as shown in Fig. 2 , where N = 2 4 and K = 9 (the information set is merely an example and may not be optimal). In our framework, SC decoding is not viewed as a bitby-bit process, but from a subblock-by-subblock perspective. Once the full binary tree corresponding to the current specific polar code is constructed (Fig. 2 left) , the entire polar code is divided into multiple sub-polar codes, and sub-polar codes with coding rate R = 1 are referred to as subblocks in this paper (Fig. 2 right) . There are four such subblocks in Fig. 2 , denoted by A, B, C and D, respectively, and they are also polar codes but with shorter block-length. The subblock consists of only unfrozen bits, e.g, node A includes unfrozen bits u 16 13 . In particular, node D has an unfrozen bit u 6 , and it can be viewed as a special subblock which has itself as both the codeword (root node) and information sequence (leaf node). Now, consider a general subblock A which consists of M = 2 m unfrozen bits. We use u M 1 and c M 1 to denote its information sequence and codeword, respectively. Then, the following proposition is derived, which sheds light on our main results.
Proposition 1: Define a binary erasure channel (BEC) where no guess is permitted, that is, the channel input X cannot be determined if an erasure symbol ? is received (see Fig. 3 ). Under such a BEC, if u 1 is incorrectly decoded, the entire subblock is incorrectly decoded, and vice versa. Proof: According to [2] , the likelihood ratio (LR) of u i is defined as Fig. 3 , the hard decisionû i is generated usinĝ
We first focus on the basic decoding element defined by G 2 , i.e., the subblock A has M = 2 1 unfrozen bits. By using [2, eq. (75)], the LR of u 1 can be expressed as LR(y 1 )+LR(y 2 ) = 1, then we have (1 − LR(y 1 )) (1 − LR(y 2 )) = 0, which means there must be at least one error in the subblock A. As polar codes are recursively constructed based on G 2 , by simple induction, the claim follows when M = 2 m .
The above result has another empirical evidence by considering the Bhattacharyya parameter. By some simple calculation, one can check that if the synthetic channel at node A has a Bhattacharyya parameter Z (W M ), then the split channel corresponding to u 1 should have Z (W (1)
. For a BEC W , the error probability is ε = Z (W ) if no guess is permitted (in fact it should be 1 2 Z (W ), since one can guess the true value and succeeds with a probability 1/2 when an erased symbol ? is received). Thus, the error probability of u 1 is Z (W (1)
Recall that node A has M independent copies of the same synthetic channel. Therefore, we can first compute the probability of correctly decoding the entire subblock, which should be (1 − Z (W M )) M , and then obtain the error probability as 1 − (1 − Z (W M )) M . Now it is straightforward to check that the error probability of u 1 is the same as that of the entire subblock.
Remarks: For an intuitive understanding, u 1 serves as some indication of whether the subblock is correct or not under BEC, and one should further note that only u 1 has such an effect since only the first column of (B M G ⊗m 2 ) −1 has full 1s and thus every bit in the codeword is involved in the calculation of u 1 . Now, we extend the above arguments to other channels. According to our framework, node A has M = 2 m independent copies of some synthetic channel, which is denoted as W M , and we further denote the split channel experienced by u i (within this subblock) as W M are p and P u i , respectively. Under this condition, we obtain the following proposition.
Proposition 2: Denote the error probability of the entire subblock as P s_bler . Then, for p < , we have
Proof: According to the number of errors occurred in the codeword, P s_bler can be computed as
Although this is not BEC, however, no frozen bits are involved, and thus no parity check needs to be satisfied. On this basis, the estimate of u 1 , denoted asû 1 , can be computed byû 1 =ĉ 1 ⊕ĉ 2 ⊕ · · · ⊕ĉ M , whereĉ i denotes the hard decision. Thus, u 1 is incorrectly decoded if and only if the number of errors inĉ M 1 is odd, which gives
which completes the proof. Remarks: Note that for some determined M , we have lim
). An intuitive understanding of this result is that for a reliable channel, it usually introduces no error or at most one error, whereas the difference P s_bler −P u 1 represents the probability that two or more errors occur, thus leading to a quite small value.
B. CONSTRUCTING THE CRITICAL SET
Recall that only the most reliable split channels are selected to transmit unfrozen bits. On the one hand, W (1) M belongs to these reliable ones; on the other hand, W (1) M is a degraded version of W M by implementing the channel combining and splitting for m times (see [16] ). Therefore, W M should be a reliable synthetic channel as well, which leads to a small value of p, and thus the difference P s_bler − P u 1 can be neglected according to Proposition 2. Based on this observation, if the subblock can be correctly decoded, then it is straightforward that its first unfrozen bit is also correctly estimated. If the subblock is not correctly decoded, then there is a high probability that the VOLUME 6, 2018 first unfrozen bit in this subblock is not correctly estimated as well, since otherwise the difference between P s_bler and P u 1 should not take a small value.
Capitalizing on the results above, there is a high probability that the first incorrectly estimated unfrozen bit happens to be the first unfrozen bit within the subblock. Inspired by this, we propose to collect the first unfrozen bit of each subblock to form a new set S, and as mentioned before, S almost surely includes the first erroneous hard decision in SC decoding. A simple reason is that the first wrong hard decision in SC decoding (if any) must belong to some subblock, which means that all its prior subblocks are correct, and thus the first unfrozen bit within this subblock is almost surely incorrectly estimated as well, which makes it the first erroneous hard decision in SC decoding. This scheme is summarized as Algorithm 1.
Algorithm 1 ConstructCriticalSet(I)
Step 1 Establish the full binary tree corresponding to the current polar code with I; Step 2 Divide the full binary tree into multiple subblocks with coding rate R = 1; Step 3 Put the first bit of each rate one subblock into set S.
Taking Fig. 2 for instance, we have S = {u 6 , u 7 , u 11 , u 13 }. We further note that the number of elements in set S is exactly the same as that of subblocks, which is rather small compared with the information set I of cardinality K . Furthermore, the set S can be uniquely determined as soon as the construction of polar codes is completed.
C. VALIDATION OF CRITICAL SET UNDER GAUSSIAN APPROXIMATION
Some numerical evaluation is provided as empirical evidence to validate Algorithm 1. The difference between P s_bler and P u 1 is firstly investigated. To the best of our knowledge, it is quite difficult to compute the exact and precise values such as P u 1 and P s_bler under non BEC channels. Therefore, the Gaussian approximation (GA) method is exploited to provide some insightful results. GA was introduced in [17] and used for the construction of polar codes in [13] . In the following analysis, transmission over AWGN channel with binary phase shift keying (BPSK) modulation is considered. Specially, the received symbol is expressed as y i = x i + n i , where x i = 1 − 2c i , and n i ∼ N (0, σ 2 ) is a mean zero Gaussian noise, where the variance σ 2 = N 0 2 . Without loss of generality, we assume that all-zero codeword is transmitted. Then the LLR received from the underlying channel can be computed as L(y i ) = log
σ 2 , and one can check that it is a Gaussian random variable with mean 2 σ 2 and variance 4 σ 2 . As indicated in [17] , provided that the symmetry condition is always satisfied, the whole LLRs involved in SC decoding can be seen as Gaussian random variables whose variance values are twice of the mean values. In this regard, it is sufficient to only track the mean value µ.
For a given subblock A, suppose that the LLR corresponding to the synthetic channel W M satisfies N (µ, 2µ). Then the LLR corresponding to the split channel W (1) M takes a mean computed by
, where the function φ(x) is defined as
On this basis, the error probability of each split channel W
can be computed as
2 dt (note that µ i ≥ 0 because all-zero codeword is assumed). Finally, it is straightforward that the error probability of the entire subblock can be computed as In Fig. 4 , P s_bler and P u 1 are numerically compared under Gaussian approximation. For large block-length M and small mean value µ, one can still observe some noticeable difference between P s_bler and P u 1 . It is reasonable because, on the one hand, a small mean value indicates that the synthetic channel W M is not quite reliable, thus it is more likely to introduce more than one error; On the other hand, large M increases the probability of including two or more errors as well. Thus the difference
becomes evident. Nevertheless, it is conjectured that given any synthetic channel W M to implement polarization, a subblock A with large M generally gives rise to a large µ as well. For larger M , the split channel W (1) M is further degraded compared with the synthetic channel W M . Now that W (1) M is chosen to carry an information bit, W M is supposed to be sufficiently reliable as well, otherwise u 1 should become a frozen bit. One can see that the difference between P s_bler and P u 1 becomes negligible when µ is large enough.
, which is exactly the probability that the current bit u i is not correctly estimated under the condition of the correctness of u i−1 1 . P i can be estimated using Gaussian approximation approach, and the calculation is exactly the same as in [13] and thus is omitted here. In particular, one should note that P i = 0 if u i is a frozen bit. Then we have the following key observation.
Proposition 3: The probability that the first incorrect hard decision is not included in set S is
We first denote E i as the event that the first decision error in SC decoding is u i , and the probability that E i occurs can be computed as P(
Then the probability that the first erroneous hard decision is included in set S can be calculated as
The conclusion immediately follows by invoking PS = 1 − P S .
Numerical results are depicted in Fig. 5 , where the block-length and coding rate of polar codes are N = 2 10 and R = 1/2, respectively. Gaussian approximation is used to construct polar codes under different SNR. It can be observed that the probability that the first error is not included in set S decreases as the SNR increases. To further evaluate the Algorithm 1, we also study the probability that the first incorrect hard decision is included in set S through Monte Carlo simulations, which is shown in Table 1 . The ''Included in set S'' denotes the number that the first incorrectly estimated unfrozen bit falls into the set S constructed by Algorithm 1, and ''Incorrect blocks'' denotes the total number of blocks that are not correctly recovered, whereas ''Accuracy'' simply computes their ratio. One can observe that the probability that the first error is included in set S approaches 100%, even for low SNRs. Furthermore, the performance of Algorithm 1 improves as SNR increases, which is consistent with our prior analysis.
Note that the size of the critical set varies with the designed SNR of polar codes in Table 1 . This is practical because the critical set is determined by the information set of the polar codes, which varies with the designed SNR for online construction methods, e.g., the Gaussian approximation (GA) method [13] and density evolution (DE) method introduced in [14] - [16] , thus further leading to different critical sets. For off-line construction methods, e.g, empirical construction methods based on polarization weight (PW) [18] and FRActally eNhanced Kernel (FRANK) [19] , the information set is SNR independent, thus the critical set can also be constructed off-line using Algorithm 1. To validate the performance of algorithm 1 under off-line construction methods, PW method introduced in [18] is adopted to construct polar codes, and the corresponding performance is shown in Table 2 .
According to the above numerical evaluation, it can be observed that it suffices to only extract the first unfrozen bit of each subblock to construct a critical set S, and it almost surely covers the first error in SC decoding.
IV. PROGRESSIVE BIT-FLIPPING OVER SEARCH TREE A. ONE-BIT-FLIPPING USING CRITICAL SET
Invoking the derived critical set S, it is straightforward to adopt a one-bit-flipping decoding scheme to correct the first erroneous hard decision in SC decoding. This is similar to the method used in [9] , however there are two slight differences. Firstly, the search scope of the flipped bit is restricted within the critical set, which is rather small compared to the entire information set, thus inducing smaller sorting cost. Secondly, a new metric is exploited to determine the priority of bits to be flipped, aiming to find the true first error faster. In particular, the CRC-aided polar codes (see [8] ) are used, and standard SC decoding is first implemented to generate an estimated information sequenceû N 1 . If it satisfies the CRC, then decoding stops; otherwise we check the unfrozen bits in critical set S according to the ascending order of their metric values, e.g., if u i has a higher priority for checking, we storeû 
In Algorithm 2, we specify a new metric M (u i ) for each element u i ∈ S to determine its checking priority. A straightforward metric might be adopting the absolute value of LLR as in [9] . However, suppose that |L(u i )| = |L(u j )|, then u i and u j have the same priority in [9] . Note that the split channels corresponding to u i and u j might be different, e.g.,
N , then this prior knowledge implies that we should have |L(u i )| > |L(u j )| while the fact is that |L(u i )| = |L(u j )|. This indicates u i might have experienced a larger noise than u j , thus is more likely to be erroneous and should be flipped first. Based on this observation, we propose to impose more ''penalty'' on u i .
Recall that the error probability of a split channel W
(i)
N is given by P u i = Q( √ µ i /2) based on Gaussian approximation (see (8) ). Since Q(x) is a monotonic decreasing function, a larger
N is a more reliable split channel. As such,
can be viewed as a reasonable metric to impose some appropriate ''penalty'' on u i .
As is shown in Section V-C, the proposed sorting metric virtually reduces the average complexity by quickly finding the true first error. However, it is noteworthy that the maximum complexity of Algorithm 2, i.e., the worst case, is still |S| times that of the SC decoding.
B. PROGRESSIVE BIT-FLIPPING OVER SEARCH TREE
Although Algorithm 2 is designed to correct the first error occurred in SC decoding, it is quite likely that additional errors still occur in subsequent SC decoding. To achieve superior decoding performance, we propose to iteratively modify the critical set S and correct multiple errors progressively. Now suppose thatû i is the first error and is flipped to 1 −û i based on the bit-flipping method. Under this condition, all the elements in u i 1 can be viewed as frozen bits. The reason is that, for a split channel W
, the estimate of u i+1 is determined once the sequenceû i 1 is provided, while whether some u j with 1 ≤ j ≤ i is a frozen bit or unfrozen bit no longer makes any difference. By considering u i 1 as frozen bits, a new full binary tree similar to Fig. 2 can be established immediately (see Fig. 6 ). However at this time, all nodes corresponding to u i 1 are white nodes, while the colors of the following nodes corresponding to u N i+1 still depend on whether they are frozen bits or unfrozen bits. Based on this new tree, a modified critical set S can be constructed by calling Algorithm 1, and such procedure is summarized as ModifyCriticalSet I,û N 1 in Algorithm 3 (û N 1 is the current candidate sequence). This modified critical set implies that if errors still occur when decoding u N i+1 , the first incorrect hard decision should be almost surely included in S . By adopting the Bit-Flipping operation as done for u i , this error is promised to be corrected, thus further improving the performance. Note that, including u i , the above scheme has corrected two errors in SC decoding.
Algorithm 3 ModifyCriticalSet
Step 1 Find the maximum index i max of all flipped bits inû N 1 (i max = 0 if no bit is flipped).
Step 2 Update information set:
Step 3 ConstructCriticalSet(I). Interestingly, this scheme can be extended to correct more errors based on a tree structure (which is referred to as search tree in this paper). Taking the polar codes in Fig. 2 for example, the corresponding search tree is depicted in Fig. 7 , where each node denotes an estimate ofû N 1 as a candidate sequence and the edge indicates the unfrozen bit that is flipped.
The search tree is built via the following steps: first, standard SC decoding is employed to obtain the root node at level 0, which denotes the candidate sequenceû N 1 without flipping any bits; next, the critical set of the root node, i.e., S 1 = {u 6 , u 7 , u 11 , u 13 }, is constructed to obtain the edges and nodes at level 1; then, for each node at level 1, e.g., node E, it constructs a modified critical set S = {u 14 , u 15 } by building a full binary tree similar to Fig. 2 , with the leaf nodes corresponding to u 13 1 being white and those corresponding to u 16 14 being black, thus inducing its edges and nodes at level 2. Intuitively, repeating the above steps gives rise to the following levels of the tree. Note that the level in fact indicates the number of unfrozen bits that are flipped, and specifically level 0 represents the standard SC decoding without flipping any unfrozen bit. We further note that for some node A in the search tree, it should expand its edge u i in an ascending
(recall that all the LLRs and means are already known at the current node A), although this is not indicated in Fig. 7 .
sort S in an ascending order of Based on this search tree, a Progressive Bit-Flipping strategy can be carried out in a level-order traversal (starting from the root node), which is described in Algorithm 4. Specially, for some node A in the search tree, we define E(A) as the set of edges that lead to A. E(A) actually contains all the unfrozen bits that should be flipped to get A. Take node F in Fig. 7 for instance, E(F) = {u 13 , u 15 }, which means SC decoding is firstly implemented to computeû 13 1 , butû 13 is flipped; then SC decoding is continued to computeû 15 14 , butû 15 is flipped as well; finally SC decoding proceeds to computeû 16 and a candidate sequenceû 16 1 which flips 2 bits is obtained at node F. Such operation is defined as a function Bit-Flipping y N 1 , I, E(F) in Algorithm 4.
C. THE BLER LOWER BOUND OF PROGRESSIVE BIT-FLIPPING
In this subsection, we firstly derive the lower bound on the BLER performance of Algorithm 4. Note that for a progressive Bit-Flipping decoder with MAX_LEVEL = 1 in Algorithm 4, it degrades to the One-Bit-flipping decoder in Algorithm 1. Then we show that the progressive Bit-Flipping scheme can tightly achieve its lower bound with MAX_LEVEL = {1, 2, 3}.
For an ideal Progressive-Bit-Flipping decoder with MAX_LEVEL = L, it can successfully correct at most L independent errors in SC decoding. By ''ideal'' we means that, firstly, any erroneous hard decision in SC decoding can be detected; and secondly, once the i-th (1 ≤ i ≤ L) error occurred in SC decoding, it can always be corrected. Thus the BLER of any practical Progressive-Bit-Flipping decoder is lower bounded by the BLER of its corresponding ideal Progressive-Bit-Flipping decoder. Note that the Genieaided-L SC decoder can be used to get the BLER of an ideal Progressive-Bit-Flipping decoder with MAX_LEVEL = L. The so-called ''Genie-aided-L SC decoder'' (also called Oracle-Assisted SC decoder in [9] ) means that any incorrect hard decision in SC decoding can be detected by a genie, and L implies how many errors can be corrected by such a genie. For instance, the ''Genie-aided-2 SC Decoder'' implies that not only the first incorrect hard decision can be corrected, the second error made by SC decoder can be corrected as well, while no more errors can be corrected; and a ''Genie-aided-K SC Decoder'' is able to correct all errors in information sequence. By denoting the BLER of Progressive-Bit-Flipping decoder with MAX_LEVEL = L as BLER Bit-Flipping-L , and the BLER of Genie-aided-L SC decoder as BLER Genie-aided-L , we have the following lower bound
Some numerical results are shown in Fig. 8 , and we also use AWGN channel and BPSK modulation (details have been given in Section III-C). The block length of polar codes is N = 1024, and K = 512 information bits is concatenated with a r = 24 CRC bits using generator polynomial [20] ), i.e., the information set I consists of K + r positions for information bits and CRC bits. In this sense, the coding rate seen by a Genie-aided-0 SC decoder is actually (K + r)/N rather than K /N , because a Genie-aided-0 SC decoder is equivalent to a standard SC decoder without benefitting from the concatenation with r-bit CRC. For comparison purposes, we also VOLUME 6, 2018 plot the BLER performance of the standard SC decoder with N = 1024 and K = 512 while not using CRC.
It can be seen that the standard SC decoder outperforms the Genie-aided-0 SC decoder due to a larger frozen set. In the meantime, the Genie-aided-L SC decoders with L = {1, 2, 3} exhibit significant BLER gains over the standard SC decoder with the same coding rate R = 1/2. Finally, it can be observed that a Bit-Flipping-L decoder provides almost the same BLER as a Genie-aided-L SC decoder if they are designed to correct the same number of errors in SC decoding, thus the lower bound of Algorithm 4 is achieved, which further validates the effectiveness of Algorithm 1 and Algorithm 3 in finding the first and subsequent errors in SC decoding (note that Algorithm 3 degrades to Algorithm 1 if no bit is flipped inû N 1 ).
V. EARLY TERMINATION IN THE PROGRESSIVE BIT-FLIPPING DECODING
In this section, we propose to reduce the complexity of Algorithm 4 in two aspects. Firstly, we reduce the decoding complexity for a non-root node in the search tree. Secondly, the number of nodes that need to be checked in the search tree is significantly reduced through an early-terminated Progressive-Bit-Flipping scheme. In this regard, the overall complexity of Algorithm 4 is substantially reduced with acceptable BLER performance degradation.
A. CHECKING A NODE WITH LOW COMPLEXITY
A trivial manner to compute a candidate sequence, i.e., a node in the search tree, has complexity of order O(N logN ), which is the same as standard SC decoding (the complexity of bit-flipping operation can be viewed as some constant). Nevertheless, many existing simplifications for SC decoding, e.g., simplified SC decoding (SSC) in [12] , can be used to reduce the complexity when checking a node in the search tree. Now, we propose to further reduce the complexity of each decoding attempt by reusing previous SC decoding results and give the following proposition.
Proposition 4: For a non-root node A in the search tree, denote i max as the maximum index of all flipped bits in A. Then by storing the SC decoding results of the parent node of A, all computation required for decoding u i max 1 can be saved, and the value of u N i max +1 can be computed efficiently with the stored LLR values. Proof: Without loss of generality and for explicitness, we would like to seek an illustrative proof here. Taking a polar code with N = 8 and K = 7 for example, the generator matrix is G N = G ⊗n 2 , then its corresponding SC decoding tree and search tree can be constructed as Fig. 9(a) and Fig. 9(b) , respectively. In Fig. 9(a) , we also annotate all the LLR values involved in standard SC decoding, which can be calculated via the recursions
and L n,i is the LLR directly calculated from the underlying channel output y i . Function f and g are defined as:
respectively. The search tree is about to check node A if O fails the CRC (see Fig. 9(b) ). To compute the candidate sequence of current node A, its SC decoding tree is firstly built from Fig. 9 (a) by labeling u 2 1 as frozen bits, as shown in Fig. 10 (left) . Then, only LLR values of the new subblocks need to update in this decoding attempt. That is, we only need to computê Fig. 10 (right) with (11) as follows:L
and the whole candidate sequence of A can be derived. Note that all the LLRs involved on the right-hand side of equation (14) is the LLRs of gray nodes in Fig. 10 , which are exactly the same as those in Fig. 9(a) . In this regard, lots of computation can be saved if we store the LLR values in Fig. 9(a) . Moreover, only addition and subtraction operation is involved in current decoding attempt. Similar phenomenon is observed if node Q is going to be checked. By storing the SC decoding results of its parent node A, and labeling u 5 1 as frozen bits (see Fig. 11 (left)), we only need to updateL 0,6 ,L 1,8 ,L 1,7 to get the candidate sequence of Q (see Fig. 11 (right) ), which can be efficiently calculated asL 0, 6 2, 8 . Note that the above calculation only involves addition and subtraction, where all the LLR values on the right-hand side of equations are stored from previous SC decoding results, thus no extra computation is required.
B. EARLY-TERMINATED BIT-FLIPPING
The search tree used in Algorithm 4 grows in a progressive manner, that is, for some node at level l (0 ≤ l < MAX_LEVEL), if it fails the CRC, its children nodes at level l + 1 is generated, and then Algorithm 4 proceeds to its neighbor node at level l. In this sense, the number of nodes that need to be checked in Algorithm 4 increases exponentially.
To reduce the number of nodes that need to be checked and early terminate Algorithm 4, note that for nodes which failed the CRC, their children nodes have already been generated off-line, and by reusing the SC decoding results of their parent nodes, the cost of forward flipping one more bit is rather low (see Proposition 4) . Based on this observation, we propose to give the current failed node some extra chances to forward flip one more bit before moving on to its neighbor node. Note that such operation requires little computation, while might early terminates the search process if the true codeword is found in these extra decoding chances. Let us look at the search trees in Fig. 12 for more details.
For a general search tree with MAX_LEVEL = 1 (see Fig. 12 left) , if node O fails the CRC, T more decoding chances are provided for O to forward flip one more bit, which starts from node A 1 to node A T according to the critical set of O (which is known by O). The decoding stops once a codeword satisfies CRC or a maximum number of T tests are reached.
A search tree with MAX_LEVEL = 2 is built based on that with MAX_LEVEL = 1, however, all nodes at level 1 are reserved from the critical set of O, i.e., S 1 (see Fig. 12 middle) . And if some node at level 1 fails the CRC, e.g., node A 1 , then at most T decoding chances are given to A 1 to forward flip one bit, which starts from node B 1 . The decoding stops once a codeword satisfying CRC is found in these forward decoding chances, otherwise, the decoder returns to the neighbor node of A 1 , i.e., A 2 . And if A 2 also fails the CRC, at most T forward decodings are tested from the first child node of A 2 , i.e., B S +1 . Such process stops once a codeword satisfies CRC or each node at level 1 has been tested for T forward decodings.
Similarly, a search tree with MAX_LEVEL = 3 is built based on that with MAX_LEVEL = 2 by reserving all the nodes at level l (0 ≤ l < MAX_LEVEL), as shown in Fig. 12 (right) . And if a node at level l fails the CRC, T more decoding chances are given to this node to forward flip one more bit. In this sense, the number of nodes that need to be checked at the MAX_LEVEL is significantly reduced, and the search process can be early terminated if a correct codeword is found in these forward decodings. The proposed scheme, referred to as Early-Terminated-BitFlipping (ET-Bit-Flipping), is described in Algorithm 5.
C. NUMERICAL RESULTS
In this section, the BLER performance and the computational complexity of Algorithm 5 are investigated. We use the same polar codes adopted in Section IV-C in the following simulations. 1 In Fig. 13 , the ET-Bit-Flipping-L represents an ET-Bit-Flipping decoder with MAX_LEVEL = L, whereas Bit-Flipping-L represents a Bit-Flipping decoder with MAX_LEVEL = L. Specially, the maximum number of forward decodings in Algorithm 5 is set to T = 16. Also, the BLER performance of the SC decoder with N = 1024 and K = 512 is included in Fig. 13 for comparison purposes. It can be observed that an ET-Bit-Flipping-1 decoder which flips at most 1 bit outperforms the standard SC decoder by 0.25 dB, while is inferior to the Bit-Flipping-1 decoder in Algorithm 4 by 0.125 dB at BLER = 10 −3 . This is practical since each node at level 1 has a high probability to correct the true first error in SC decoding, while we only test the first 16 ones, thus inducing a gap to its best performance. Nevertheless, the BLER degradation of ET-Bit-Flipping-L is negligible compared with Bit-Flipping-L when L = {2, 3}. 
Algorithm 5 ET-Bit-Flipping
sort S in an ascending order of Fig . 14 shows the average number of checked nodes per frame in Algorithm 4 and Algorithm 5. It can be seen that for both algorithms, the average number of checked nodes in low SNR regime is much larger than those in high SNR regime. The reason is twofold, on the one hand, the channel noise in low SNR regime incurs more errors than in high SNR regime, whereas a Bit-Flipping-L decoder or ET-Bit-Flipping-L decoder cannot correct more than L errors, thus the search process would never stop until the last node in the search tree is checked if the current frame contains more than L errors, which contributes to the average checking number in low SNR regime. On the other hand, even if there are less than L errors in current frame, the positions of the first error changes more randomly in low SNR regime, which makes the proposed sorting metric less efficient compared with high SNR cases, thus again increasing the averaged number of nodes that need to be checked.
Nonetheless, it can be observed that the average number of checked nodes in both algorithms drops exponentially and approaches 1 in high SNR regime, which implicitly demonstrates the effectiveness of the proposed metric M(u i ) in finding the true first error. In the meantime, one can observe that only about 20% of nodes in Algorithm 4 need to be checked in Algorithm 5 (at 2dB), which induces lower computational complexity and decoding latency while preserving acceptable BLER performance. We also compare the BLER performance of ET-BitFlipping-L decoders with the state-of-the-art CA-SCL decoders [6] in Fig. 15 . The digit after CA-SCL in the legend implies the corresponding list size. Specially, the maximum number of forward decodings for an ET-Bit-Flipping-4 decoder is set to T = 8 whereas the other ET-Bit-Flipping decoders are same as those in Fig. 13 . One can observe that an ET-Bit-Flipping-L with L = {1, 3, 4} provides virtually the same BLER performance as a CA-SCL decoder with a list size of {2, 16, 32}, respectively. And an ET-Bit-Flipping-2 exhibits a moderate BLER performance which outperforms CA-SCL-4 by 0.125 dB however is worse than CA-SCL-8 by about 0.1 dB at BLER = 10 −3 .
In Fig. 16 , the average computational complexity of ET-Bit-Flipping decoders and CA-SCL decoders are numerically investigated. Compared with the SC decoding, the ET-Bit-Flipping decoders induce an increase of both the average computational complexity and average decoding latency, which would scale in proportion to the average number of checked nodes if we do not use the low complexity implementations proposed in Section V-A. Nevertheless, the additional computation becomes negligible in the waterfall region of the SC decoder where SNR > 2.5 dB. In contrast, the computational complexity and decoding latency of the CA-SCL decoder with a list size of L, are L times higher than that of the SC decoding, as shown in Fig. 16(a) and Fig. 16(b) . We further note that, the trade-off in an ET-Bit-Flipping decoder is different from that in CA-SCL, where a successive (not parallel) flipping can be implemented in a low complexity manner (see Section V-A), thus the computational complexity and decoding latency of an ET-Bit-Flipping decoder can be further reduced. One can observe in Fig. 16(b) that an ET-Bit-Flipping decoder has a lower average decoding latency than that of a CA-SCL decoder with a list size of 32 when SNR > 2.25 dB.
VI. CONCLUSION
A progressive Bit-Flipping scheme characterized by a maximum number of L flipped bits is investigated in this paper. We first start by investigating the distribution of the first erroneous hard decision in SC decoding, and a critical set which can be constructed off-line is proposed to include this first error efficiently. Based on this critical set, a One-BitFlipping scheme is developed aiming to correct the first error in SC decoding, where a new sorting metric is exploited to quickly find the true first error in a critical set. By iteratively modifying the critical set, a search tree is constructed in a progressive manner, and based on this search tree, a progressive Bit-Flipping decoding algorithm is proposed aiming to correct at most L errors in SC decoding. Moreover, the lower bound on BLER performance of a progressive Bit-Flipping decoder is derived, and we shown that the proposed decoder with L = {1, 2, 3} achieves its corresponding BLER lower bound tightly. In addition, to simplify the progressive Bit-Flipping decoding, we first reduce the computational complexity of checking one node in the search tree by reusing SC decoding results of its parent node, then an ET-Bit-Flipping decoder which reduces the number of nodes that need to be checked is proposed. Numerical results show that the overall complexity of progressive Bit-Flipping is substantially reduced, whereas the degradation of BLER performance is acceptable. Finally, we show that an ET-Bit-Flipping decoder provides virtually the same BLER performance as the corresponding CA-SCL decoders, e.g., an ET-Bit-Flipping decoder which flips at most 1 bit competes with a CA-SCL decoder with a list size of 2, and ET-Bit-Flipping decoders flipping at most 3 bits and 4 bits compete with CA-SCL decoders with a list size of 16 and 32, respectively, whereas the computational complexity and decoding latency are similar to that of SC decoding in the waterfall region of the SC decoder.
