Introduction
In a previous article [11] we studied the central limit theorem for infinitesimal triangular arrays of probability measures on a Lie group. Since the work [2] of Berg and more recently of Bendikov [1] similar studies appeared to be urgent for the infinite-dimensional torus group and beyond that for the class of Lie projective groups which among others contains all compact groups. Consequently we started extending the existing theory within the enlarged framework of Lie projective groups. In the present contribution continuous convolution hemigroups (µ(s, t)) of probability measures on a Lie projective group G are investigated with respect to generation, representation and occurrence as limits of noncommutative infinitesimal triangular arrays.
The layout of our exposition is as follows. In the preliminary Section 2 some facts on Lie projective groups G with Lie algebra L(G), Lie system H, projective basis (X i ) i∈I and corresponding projective weak coordinate system (x i ) i∈I are collected to make the reader familiar with the setting. Section 3 contains the basic methodical result yielding the intended generalizations. It is shown in Proposition 3.3 that a hemigroup (µ(s, t)) in the set M 1 (G) of probability measures on G corresponds to a triplet (a, B, η) in the set P bv (R + , G) of characteristics of bounded variation iff for each H ∈ H the projection (p H (µ(s, t))) in M 1 (G/H) corresponds to a certain triplet (a H , B H , η H ) in the set P bv (R + , G/H). Here the correspondence between hemigroups and triplets is achieved via weak backward evolution equations with respect to (X i ) i∈I and (x i ) i∈I (see Definition 3.2) . Applying the reduction method based on this result the convergence of infinitesimal arrays {µ n : (n, ) ∈ N 2 } in M 1 (G) towards hemigroups (µ(s, t)) of continuous weak bounded variation is proved in Section 4. In fact, sufficient conditions involving the triplet (a, B, η) are given in order that the sequence (µ n (s, t)) n 1 of 'scaled' convolution 2
Hemigroups on a Lie projective group products µ n,kn(s)+1 * · · · * µ n,kn(t) converges weakly to (µ(s, t)). Moreover necessary and sufficient conditions are given for the limiting hemigroup to be a diffusion hemigroup. Section 5 is devoted to the existence and uniqueness results leading to the one-to-one correspondence between the set P bv (R + , G) and the set of hemigroups of continuous weak bounded variation on G. In the closing Section 6 we illustrate the technique of Lie projectivity at hand of the infinite-dimensional torus group and of the p-adic solenoidal group. Moreover, we sketch a little known example of a hemigroup appearing in atomic physics and derive from it some thoughts towards a perturbation theory for hemigroups.
For the subsequent analysis the repetition of basic notation seems to be in order.
Let S := {(s, t) ∈ R 2 : 0 s t}. For an ordered vector space V we put V + := {x ∈ V : x is positive}. For a nonvoid set I let δ ij , i, j ∈ I, be the Kronecker delta. If H is a subset of I then H denotes the complement of H in I and 1 H the indicator function of H. By M I we denote the space of I × I real matrices. By M + I we denote the subset of symmetric positive semidefinite matrices B = (b ij ) i,j∈I in M I in the sense that for every finite subset J of I the submatrix (b ij ) i,j∈J is symmetric and positive semidefinite. A function B :
Let E be a locally compact space. By C b (E) we denote the space of real valued bounded continuous functions on E furnished with the supremum norm · 0 . C 0 (E) and K(E) are the subspaces of functions vanishing at infinity and the functions with compact support, respectively. M + (E) denotes the space of positive Radon measures on E, M b + (E) the subset of bounded positive measures on E equipped with the weak topology T w , and M 1 (E) the subset of probability measures on E. The Dirac measure in x ∈ E will be denoted by ε x .
Let G be a locally compact group with identity e. Let U(e) be the system of all measurable neighbourhoods of e in G. Let C e (G) be the subspace of
containing functions vanishing in some neighbourhood of the identity. For a function 
Preliminaries on Lie projective groups
A locally compact group G is called Lie projective if there is a system H of compact normal subgroups of G such that G/H is a Lie group for all H ∈ H and such that H∈H H = {e}. If in addition H is filtering downwards, we call H a Lie system for G. We may and do always suppose H to be filtering downwards, since for every Lie projective locally compact group G the system H(G) of all compact normal subgroups admitting a Lie factor group is a Lie system for G (see Montgomery and Zippin [14] ).
Let H be a Lie system for a Lie projective group G. Then G is the projective limit lim 
The canonical mappings dp H : L(G) → L(G/H) are continuous open epimorphisms with dp H = dp
is independent of the choice of the Lie system H.
Due to Theorem 2.2 in Born [4] one can always find a Lie system H for G admitting a projective basis for L(G) in the sense of the following definition.
with respect to the Lie system H of G, if for every H ∈ H there is a finite subset I H ⊆ I such that (dp H (X i )) i∈I H is a basis for the vector space L(G) and dp H (X i ) = 0 for i ∈ I H .
For the rest of the paper we fix a Lie system H of G such that L(G) admits a projective basis (X i ) i∈I with respect to H. According to Proposition 2.3 in Born [4] , for every (r i ) i∈I ∈ R I there exists exactly one vector X ∈ L(G) with lim J∈F(I) i∈J
Hemigroups on a Lie projective group
Moreover, by Theorem 2.4 in Born [4] , the mapping (r i ) i∈I → i∈I r i X i is a topological vector space isomorphism of R I onto L(G), hence the cardinality of I depends on G only.
The space D(G) of test functions is by definition
One can introduce weak coordinate system in G generalizing the notion of a coordinate system of a Lie group (see Born [5] ).
Definition. A family (x
is called a weak coordinate system of G in e with respect to (X i ) i∈I if X i x j (e) = δ ij and x * j = −x j hold for all i, j ∈ I. We call (x i ) i∈I projective if, in addition, for all H ∈ H there exist a neighbourhood U H ∈ U(e) and a canonical coordinate system (x H i ) i∈I H of G/H in e with respect to the basis (dp
One can always find a projective weak coordinate system of G in e with respect to (X i ) i∈I . Indeed, for every H ∈ H let (x H i ) i∈I H be a canonical coordinate system of G/H in e with respect to the basis (dp
• p H(i) . Then due to Corollary 7 in Born [5] the family (x i ) i∈I is a projective weak coordinate system of G in e.
Convolution semigroups and hemigroups
µ s+t for all s, t ∈ R + , µ 0 = ε e and T w -lim t↓0 µ t = µ 0 . Its generating functional is defined by
A measure η ∈ M + (G) is called a Lévy measure on G if η({e}) = 0, η( U ) < ∞ holds for all U ∈ U(e) and f dη < ∞ holds for all f ∈ D(G) + with f (e) = 0. Let L(G) be the set of Lévy measures on G. We introduce the parameter space
Born [5, Corollary 5] has shown the following representation theorem for the generating functionals of convolution semigroups (in fact, on all locally compact groups).
3.1 Theorem. Let G be a Lie projective group, (X i ) i∈I a projective basis for L(G) and (x i ) i∈I a weak coordinate system of G in e with respect to (X i ) i∈I .
and there exists exatcly one triplet (a, B, η) ∈ P(G) such that
holds for all f ∈ D(G).
(B) For every triplet (a, B, η) ∈ P(G) there exists exactly one convolution semigroup (µ t ) t 0 in M 1 (G) such that the generating functional of (µ t ) t 0 is defined at least on D(G) and admits on D(G) the representation given in (A).
A family (µ(s, t)) (s,t)∈ S in M 1 (G) is called a continuous convolution hemigroup (briefly hemigroup) if µ(s, r) * µ(r, t) = µ(s, t) for all (s, r), (r, t) ∈ S, µ(t, t) = ε e for all t ∈ R + , and the mapping (s, A family of measures (η t ) t 0 in M + (G) is called a Lévy measure family on G if η t − η s ∈ L(G) for all (s, t) ∈ S, η 0 = 0, and the mapping (s, t) → f dη t is continuous for all f ∈ D(G) + with f (e) = 0. Let L(R + , G) be the set of measures We introduce the parameter space P bv (R + , G) of triplets (a, B, η), where a : R + → R I , a(t) = (a i (t)) i∈I , is a continuous function such that a(0) = 0 and for all i ∈ I the coordinate function a i : R + → R is of bounded variation, B : R + → M + I is increasing and continuous with B(0) = 0, and η ∈ L(R + , G). With a triplet (a, B, η) ∈ P bv (R + , G) we associate a generating mapping A : R + → P(G) via A(t) = (a(t), B(t), η t ), t ∈ R + . For a family of functions (g t ) t 0 in C 2 (G) and (s, t) ∈ S let
provided that the integrals exist.
Definition.
A hemigroup (µ(s, t)) (s,t)∈ S in M 1 (G) and a triplet (a, B, η) ∈ P bv (R + , G) are said to correspond to each other via weak backward evolution equation with respect to the basis (X i ) i∈I of L(G) and the weak coordinate system (x i ) i∈I of G in e (briefly correspond to each other) if for all (s, t) ∈ S and f ∈ D(G)
Now we give a criterion for a hemigroup in M 1 (G) to correspond to a triplet using the related hemigroups in M 1 (G/H). Let (x i ) i∈I be a projective weak coordinate system of G in e with respect to (X i ) i∈I . Let (a, B, η) ∈ P bv (R + , G). For all H ∈ H let the function a
(The integral exists since x
G).) Moreover let the matrix-valued function
B H : R + → M I H be defined by B H (t) := (b ij (t)) i,j∈I H .
Finally let the measure η
where η
3.3 Proposition. Let G be a Lie projective group, (X i ) i∈I a projective basis for L(G) and (x i ) i∈I a projective weak coordinate system of G in e with respect to (X i ) i∈I .
For all H ∈ H let (x H i ) i∈I H be a coordinate system of G/H in e with respect to the basis (dp
Then a hemigroup (µ(s, t)) (s,t)∈ S in M 1 (G) corresponds to a triplet (a, B, η) ∈ P bv (R + , G) with respect to the basis (X i ) i∈I of L(G) and the weak coordinate system (x i ) i∈I of G if and only if for all H ∈ H the hemigroup (p H (µ(s, t))) (s,t)∈ S in M 1 (G/H) corresponds to the triplet (a H , B H , η H ) ∈ P bv (R + , G/H) (defined above) with respect to the basis (dp H (X i )) i∈I H of L(G/H) and the coordinate system (x
Proof. Obviously we have for all (s, t) ∈ S, H ∈ H and f H ∈ D(G/H)
Moreover i∈I H t s (dp
(dp H (X i )dp
and the statement follows. 2
The distributions µ(s, t) of the left-increments ξ −1 s ξ t , (s, t) ∈ S, of a process (ξ t ) t 0 with values in G, with càdlàg paths and with independent left-increments form a continuous convolution hemigroup in M 1 (G). Conversely, with every continuous convolution hemigroup (µ(s, t)) (s,t)∈ S in M 1 (G) there is associated a process (ξ t ) t 0 with values in G and with càdlàg paths such that µ(s, t) is the distribution of ξ −1 s ξ t . 3.4 Lemma. Let (µ(s, t)) (s,t)∈ S be a hemigroup in M 1 (G) and (ξ t ) 0 an associated process with càdlàg paths and with independent left-increments. Let η t denote the Lévy measure of A(t), t ∈ R + . We consider the following assertions:
(ii) The paths of the process (ξ t ) 0 are continuous with probability 1.
(iii) η t = 0 for all t ∈ R + .
Then (i) implies (ii).
If there exists an increasing mapping A : R + → P(G) such that for every f ∈ D(G) the function
from S into R is of continuous bounded variation then (ii) and (iii) are equivalent. If the function F f is Lipschitz continuous for all f ∈ D(G) then (i), (ii) and (iii) are equivalent.
(See Theorem 3 and its Corollary in Siebert [16] .)
Convergence of arrays of probability measures
Applying a convergence theorem for triangular arrays of probability measures on a Lie group we obtain the following result.
4.1 Theorem. Let G be a Lie projective group, (X i ) i∈I a projective basis for L(G) and (x i ) i∈I a projective weak coordinate system of G in e with respect to (X i ) i∈I .
Let {µ n : (n, ) ∈ N 2 } be an array in M 1 (G). For all n ∈ N let k n : R + → Z + be an increasing càd function with k n (0) = 0 and k n (R + ) = Z + . Let D be a dense subset of R + .
Suppose that
(ii) there exists a continuous function B :
(iii) there exists a continuous function a :
(iv) for all T > 0 and i ∈ I lim δ→0 lim sup
Then (a, B, η) ∈ P bv (R + , G) and
where (ν(s, t)) (s,t)∈ S is a hemigroup of continuous weak bounded variation in M 1 (G)
corresponding to the triplet (a, B, η) via weak backward evolution equation with respect to the basis (X i ) i∈I of L(G) and the weak coordinate system (x i ) i∈I of G.
Moreover let (ξ t ) t 0 be a process with càdlàg paths and with independent leftincrements associated with the hemigroup (ν(s, t)) (s,t)∈ S , and let us consider the following assertions:
(α) (ν(s, t)) (s,t)∈ S is a diffusion hemigroup.
(γ) The paths of the process (ξ t ) 0 are continuous with probability 1.
Then (β) and (γ) are equivalent, and (α) implies (β) and (γ). If we suppose that in addition
there exists a subsequence (n ) of (n) such that for all i ∈ I the function the functions {k n : n ∈ N} and the triplet (a H , B H , η H ).
For i, j ∈ I H we have (x
which together with assumption (ii) imply
which together with assumption (iii) imply
The convergence in assumption (i) is obviously uniform in t ∈ [0, T ] for all T > 0 since for all f ∈ C e (G) + the functions
are increasing and continuous, and the limit function t → f (y) η(dy ×dτ ) is continuous. Hence for all T > 0 and f ∈ C e (G) + we have
f dµ n = 0 (see Lemma 5.1 in Heyer and Pap [11] ). Consequently by the inequality
Hence we can apply Theorem 8.1 in Heyer and Pap [11] . We obtain (a
where (ν H (s, t)) (s,t)∈ S is a hemigroup of continuous weak bounded variation in M 1 (G/H).
For all (s, t) ∈ S the family of measures (ν H (s, t)) H∈H is a projective system since for all M, H ∈ H with M ⊆ N we have
By Theorem 1.2.17 in Heyer [9] there exits a measure ν(s, t) ∈ M 1 (G/H) such that
For all (s, t) ∈ S and n ∈ N let
Then ν H n (s, t) = p H (ν n (s, t)) and for all (s, t) ∈ S, H ∈ H and f
and the set {f
For (s, t) ∈ S taking sequences (s ) and (t ) in R + with s → s, t → t and (s , t ) ∈ S we have for all H ∈ H and f H ∈ K(G/H)
N k+1 for all k ∈ N. Clearly, N k is compact for every k ∈ N, and the Gelfand-Raikov theorem implies that
k ∈ N} is a Lie projective system for Σ.
We now note that the characters χ R (with respect to the projective system (N, R, dp n m ) ). Since for n m the differentials dp n m are isomorphisms of R, we obtain L(Σ) = R. And since the canonical mappings dp n : L(Σ) → L(Σ/N n ) are also isomorphisms, every element of R \ {0} forms a projective basis of L(Σ).
Every function in C k (Σ) is N k -invariant for some N k in the Lie system for Σ. And, as in 6.2, C k (Σ) C k (Σ). This implies in particular that Σ is not locally connected.
6.4 A convolution hemigroup arising in atomic physics. (See Hantsch, von Waldenfels [8] , Born [3] and Heyer [10] .) Let G be a second countable Lie projective group, U = (U n : n ∈ N) a sequence of independent, identically distributed G-random variables (on a probability space (Ω, A, P ) ), X = (X(t) : t ∈ R + ) a stochastically continuous process with independent left-increments on (Ω, A, P ) with values in G, and Π = (Π(t) : t ∈ R + ) a Poisson process on (Ω, A, P ) with values in Z + having a continuous intensity v, i.e., Π is a stochastically continuous process with independent left-increments, and there exists an increasing, continuous function v on R + such that
for all k ∈ Z + and all (s, t) ∈ S. We assume that U , X and Π are independent. Moreover, let (T n : n ∈ Z + ) be a sequence of real-valued random variables given by T 0 := 0 and T n := inf{t ∈ R + : Π(t) = n} whenever n ∈ N. Now we consider the process Y defined by
