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ABSTRACT 
 Binary and ternary metal pnictides have proven over the years to be structurally 
diverse and highly application oriented. For instance, the III-V semiconductors have been 
well studied since the 1950s and are widely used in electronic applications, such as GaAs 
or InP. The wide range of structural motifs has led to a wide range of observed properties, 
making some of them suited for nearly any imaginable application. In this dissertation, 
we examine known and novel materials that are present in binary and ternary metal 
phosphide and antimonide systems, focusing heavily on heavy alkali metal, late transition 
metal, group 13 triel, and pnictide phases. We show that many of the chosen explored 
systems are phase rich with undiscovered materials. The potential applications for many 
of these materials fall into a wide scope and range from: thermoelectrics, battery anode 




CHAPTER 1.    INTRODUCTION 
Modified from publications in Materials Science and Engineering R, Encyclopedia of 
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Materials: 
Juli-Anna Dolyniuk, Bryan Owens-Baird, Jian Wang, Julia V. Zaikina, Kirill Kovnir, 
Materials Science and Engineering R. 2016, 108, 1-46. 
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 The term “clathrate” originates from the Latin word for lattice, clathri, and the 
term clathratus which means “protected by a cross bar”. The term clathratus can be found 
in the Latin names of several animals, including sea snails and beetles which display 
elaborate lattice textures and markings, i.e. boreotrophon clathratus and bassareus 
clathratus. In biochemistry, a protein called Clathrin adopts a variety of polyhedral shapes 
and it is an essential component for the formation of vesicles within a cell. Likewise, a 
unique biological representative of clathrate cages is the Clathrus Ruber fungus which is 
indigenous to Europe (Figure 1.1). The red polyhedral cage-like body of this fungus 
resembles the basic polyhedral building blocks of the crystalline compounds known as 
clathrates. Crystalline clathrates have the distinctive structural motifs of the three-
dimensional host frameworks which contain a variety of polyhedral cages, and 
encapsulate guest atoms, ions, or molecules. In these structures, encapsulated guests are 
not connected to their host frameworks by any strong chemical bonds. Due to the 
2 
 
presence of multiple sublattices, clathrates are often classified as either host-guest or 
inclusion compounds.  
 
Figure 1.1 A photograph of the Clathrus Ruber fungus, courtesy of Carol Knudsen. 
 The chemical term “clathrate” was introduced by Powell in 1948 to describe the 
hydrates which featured guest atoms or molecules trapped in the large cages of their ice-
like hydrogen-bonded water frameworks.1 The first scientific report of the formation of 
clathrates was published by Humphry Davy in 18112 in which chlorine gas was passed 
through cooled water. 140 years later, different models for the crystal structure of 
chlorine hydrate were proposed by Pauling and others,3 but it wasn’t until 1959 when 
Allen determined the first clathrate crystal structure, that of a chlorine clathrate hydrate.4 
Just six years later, the first discovery of an inorganic clathrate was made: polar 
intermetallic Na-Si clathrates were synthesized and structurally characterized.5,6 
Thereupon, many other compounds were reported which contained covalently-bound 
frameworks of elements from periods 3 through 6 of the Periodic System, encasing either 
cationic or anionic guests. This remarkable class of compounds, which we will refer to as 
“inorganic clathrates”, attracted the attention of many solid state chemists and condensed 
matter physicists due to its unique and elaborate crystal structures and diverse physical 
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properties. While the crystal structures of clathrate hydrates and inorganic clathrates are 
topologically similar, the principal difference between them is the type of host-guest 
interactions they involve: weak van der Waals interactions in the case of hydrates and 
electrostatic interactions in the case of inorganic clathrates. It should be noted that other 
terms are also used for this class of compounds to differentiate them from the hydrates, 
including: semiconducting clathrates, intermetallic clathrates, and Zintl clathrates. 
Roughly 30 years ago, inorganic clathrates did not have many applications and they were 
not much more than novelties. Today, however, they are a promising class of materials 
for a variety of high-profile applications, including: thermoelectrics, superconductors, 
and Li-ion batteries. Several reviews have been published, describing various aspects of 
the chemistry and physics of inorganic clathrates.7-12 
1.1.1 Framework and Polyhedral Cages 
 In crystallography, a common way to describe a crystal structure is by considering 
how space can be tiled with polyhedra. In some cases, the structure can be described 
simply by using only one type of polyhedron, such as in the case for the CaF8 cubes in 
fluorite. Most often two or more types of polyhedra are necessary.13,14 Most structures are 
composed of small polyhedra: cubes, octahedra, tetrahedra, etc., but in some cases much 
larger polyhedra need to be considered, viz. in zeolites and metal-organic frameworks 
(MOFs). The polyhedra used to describe the structures of MOFs and zeolites are not true 
chemical polyhedra, since the atoms which are located in the corners of the polyhedra are 
connected by imaginary lines, not by chemical bonds. In zeolites, their topology is 
described by polyhedra in which Si atoms are located at the corners, and O atoms are 
located somewhere outside the polyhedral edges. Clathrates represent a unique class of 
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compounds where atoms situated in the vertices of large polyhedra with at least 12-faces 
and 20-vertices are connected by chemical bonds corresponding to the polyhedral edges. 
 
Figure 1.2 3D view, pictograms of the number and types of polyhedral faces, and 
Schlegel diagrams for the six main types of convex clathrate-forming polyhedra. 
 The crystallographic question of how to tile space with only one type of 
polyhedra was formulated and partially answered more than 100 years ago, well before 
the first X-ray diffraction experiment was conducted.15 The answer is trivial for small 
polyhedra with few faces, such as cubes and tetrahedra. While the original paper contains 
the simplest and most symmetrical answer to this question for the case of a truncated 
octahedron, a more comprehensive answer, covering many other possibilities for 14- 
faced polyhedra, was reported only recently.16 Each atom in these proposed frameworks 
is connected to another 4 framework atoms. Each polyhedron is composed of square and 
hexagonal faces, some with additional pentagonal faces. The valence bond angles in 
those polyhedra are quite different from the regular tetrahedral angle of 109.45°. In a 
more recent theoretical investigation, this strong deviation of valence angles from regular 
tetrahedral coordination was proposed to be the main reason why frameworks composed 
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of only one type of polyhedron would be unstable when based on tetrel elements (Si, Ge, 
Sn).17 Two types of frameworks, one built from truncated octahedra and another 
composed of twisted Kelvin cells (Figure 1.2a and b), were reported in the crystal 
structures of AM2P4 compounds (A = Sr, Ba, M = Ni, Cu, Pd).
18,19,20,21 Both phosphorus 
and late transition metals were shown to be able to tolerate significant tetrahedral 
distortions, for example, in SrNi2P4 the Ni-P-Ni valence angles are 75.9°.
21 
 Si, Ge, and Sn clathrates form polyhedral frameworks which are more complex in 
nature, as most of them are composed of two types of polyhedra. The most common 
polyhedral component is the pentagonal dodecahedron in which the valence angles are 
108°, close to ideal tetrahedral angles (Figure 1.2c). This polyhedron exhibits five-fold 
symmetry, thus it cannot tile space on its own in a periodic fashion. To achieve a periodic 
arrangement, the dodecahedron has to be combined with a less symmetrical polyhedron 
made up of 2–4 additional hexagonal phases (Figure 1.2d–f). Each polyhedron may be 
denoted by the number of four-, five-, and six-membered faces, similar to the 
classification of silicates.22 The notation shorthand describing the polyhedra is relatively 
simple; for instance, the notation [51262] indicates a polyhedron with twelve five-
membered faces and two six-membered faces. It should be noted that the aforementioned 
polyhedra are not the only possible ways to tile space with square, pentagonal, and 
hexagonal faced polyhedra.16,17,23–26 Among the large variety of computationally-
predicted space-tiling patterns, only some of the combinations have been realized 




1.1.2 Clathrate Subgroup and Classifications 
 The nomenclature of clathrates comes from the naming of clathrate hydrate 
compounds.27 Water hydrates crystallize in seven basic structure types which are 
historically numbered with the Roman numerals I–VII. For inorganic clathrates, a few 
other structure types were discovered which were labeled clathrate-VIII, clathrate-IX, and 
the clathrate composed of twisted Kelvin cells (Figure 1.2b) is called the twisted 
clathrate. It should be noted that neither clathrate-VIII nor clathrate-IX are true clathrates 
from the point of view of space filling. Unlike clathrate types I–VII and the twisted 
clathrate, in clathrate-related compounds, their polyhedra do not tile all space and smaller 
voids are present which can be empty or filled depending on the clathrate type.  
 The types of polyhedra present in each of the inorganic clathrate structures are 
listed in Table 1.1 along with relative ratios of the types. As indicated in the second 
column of Table 1.1, the distribution of reported clathrate compositions over those 
structural types is uneven. Only clathrates of type I, II, III, and VII were realized in 
inorganic clathrates, and no clathrates of type IV, V, and VI have been reported so far. In 
one intermetallic compound, Li14.7Mg36.8Cu21.5Ga66, the Li/Mg framework is similar to 
the oxygen framework in the hydrate clathrate-IV, but the framework cages are filled 
with different metal clusters, and strong bonding between those clusters and framework 
elements occurs.28 Due to the completely different bonding picture of this system versus 






Table 1.1 A summary of different clathrate types, their symmetry, abundance, and 
constituent polyhedra. G: guest atom; F: framework atom. Colors of polyhedra are 










Polyhedra Types and Ratios 
I ~200 Pm3̅n G8[F46] 
  
 
2 6  
II ~20 Fd3̅m G24[F136] 
  
 
16 8  
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 There are several ways to classify clathrates. Based on the framework-forming 
elements, all clathrates can be divided into four groups: Si-based, Ge-based, Sn-based, 
and finally the tetrel- free clathrates. The latter group can also be called pnicogen-based 
or transition metal-based since all of the tetrel-free clathrates reported thus far are formed 
by a combination of the late transition metals of groups 10–12 with pnicogen atoms, 
including: P, As, or Sb. However, recent work has shown that this is not the only way 
unconventional clathrates can be built, highlighting clathrates in which the framework is 
built up of elements from group 13 with pnicogen elements. The first example, 
Cs8In27Sb19, will be discussed in this dissertation. Thus, the tetrel-free term is more 
appropriate. Up to now, close to 15 tetrel-free inorganic clathrates have been reported. 
These include phosphides (i.e. Ba8Au16P30, SrNi2P4), arsenides (A8E18As28, A = Rb, Cs; E 
= Zn, Cd), and antimonides (Cs8E18Sb28, E = Zn, Cd; A8E27Sb19, A = Cs, Rb, E = In, 
Ga).21,29–31 
 Likewise, clathrates can also be classified according to the formal charges of their 
frameworks. In this way, all clathrates are classified as anionic, cationic, or neutral. In the 
anionic clathrates, the framework bears a formal negative charge and the guest atoms are 
positively charged. The guests are the cations of alkali, alkaline-earth metals, and rare-
earth metals. This group represents 90% of all known inorganic clathrates. The reverse 
situation is observed in a smaller family of cationic clathrates, where the framework has a 
formal positive charge and the guest atoms are negatively-charged halide (Cl, Br, I) or 
chalcogenide (Se, Te) anions. Two examples of clathrates with neutral frameworks (thus, 
guest-free) were produced by carefully removing the guest cations from an anionic Si 
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clathrate or by the mild oxidation of a suitable Zintl phase precursor which led to empty 
Ge clathrates.32,33 
 The periodic table shown in Figure 1.3 indicates a general idea of which elements 
have been reported as clathrate framework-forming elements (orange) and which have 
been reported as guest atoms inside the polyhedral cage frameworks (blue). Of all of the 
elements, Li, Na, Te, and I are unique, as they have been found in both clathrate 
frameworks and at guest sites inside clathrate cages. Moreover, Te and I form binary 
compounds with Si and Ge, where they function as both framework and guest atoms in 
the same clathrate compounds: [Si44.5I1.5]I8, [Ge43.3I2.7]I8, and [Si38Te8]Te8.
34–36 
 
Figure 1.3 A periodic table representation showing which elements form inorganic 
clathrate frameworks (orange) and which are found situated inside the polyhedral cages 
(blue). Li, Na, Te, and I are special elements which can serve as both guest and 




 The size of the circles in Figure 1.3 provides the relative abundance of each 
element as a component of clathrates. One can clearly see that the elements of the 2nd 
period, such as boron, are rarely present in clathrates.37,38 Several computational reports 
have predicted that carbon-containing clathrates should be stable; especially in the 
structure types of clathrates-I, -II, and -VII.39,40,41 Moreover, extreme hardness and high 
temperature superconductivity were predicted for these carbon-based clathrates. 
Unfortunately, no reliable experimental evidence of the existence of carbon-based 
clathrates has been presented thus far. 
1.1.2.1 Type-I clathrate 
 Clathrate-I is the most realized structure type formed for both anionic and cationic 
clathrates, as well as for the tetrel-free clathrates. It is composed of two types of 
polyhedra: pentagonal dodecahedra [512] and tetrakaidecahedra [51262]. These polyhedra 
are packed in a cubic arrangement and the space group of the majority of clathrate-I 
structures is 𝑃𝑚3̅𝑛. The tetrakaidecahedra share their hexagonal faces, forming columns 
which run along all three main crystallographic directions. The smaller pentagonal 
dodecahedra are not connected to each other and are surrounded only by the larger 





Figure 1.4 The crystal structure of clathrate-I. Polyhedral view showing two types of 
polyhedral cages: pentagonal dodecahedra (blue) and tetrakaidecahedra (green). 
1.1.3 Clathrate-like Materials 
 Our knowledge of crystal structures is vast and diverse, ranging from 0-
dimensional systems, such as common salts, to extended 3- dimensional cage 
frameworks. Consequently, many structures can be considered clathrate-like, 
incorporating channels, elaborate networks, and arrays of different cage types as the term 
“clathrate-like” is loosely-defined. Systems which have cages or clathrate fragments may 
be considered clathrate-like by the following criteria: i) the first coordination spheres 
around the centroid or central atoms form large polyhedral cages with preferably 20 or 
more vertices; ii) the distances between the centers of the cages are much longer than the 
distances from the centers of the cages to the framework, and likewise they are much 
longer than the framework bonds. Unlike in clathrates, in clathrate-like compounds, all 
space in the unit cell cannot be tiled solely by polyhedral cages. For example, so-called 
clathrates VIII and IX are examples of such clathrate-like compounds, as they have 
numerous polyhedral cages but do not fully tile their unit cells. Criteria (i) and (ii) allow 
us to discard a large number of intermetallics with small coordination numbers, as well as 
those consisting of channels or layers of guest atoms.  
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 Just as a variety of clathrate structures are known, so is a comparable variety of 
structures containing clathrate cages and clathrate fragments (Figure 1.5). Similarly to 
regular clathrates, the pentagonal dodecahedron is a very common structural component 
for many clathrate-like structure types. This building block shows up in clathrate-like 
systems from 0- dimensional isolated cage structures to 3-dimensional networks of cages. 
In 0-dimensional BaCu6SeTe6, for example, the 5
12 polyhedron doesn’t share any faces, 
and only shares edges, leaving large voids between cages.44 Likewise, BaGe5 has isolated 
pentagonal dodecahedra alongside channels of Ba atoms.45 Other connectivity or 
distortions of the pentagonal dodecahedra have been reported.  
 Clathrate-like can be interpreted in a variety of ways because clathrates possess 
such unique structures with many distinctive features. The elaborate frameworks of 
clathrates are not limited to one type of cage, and their cage fragments can be seen in 
many other structures. Simpler cages and cage-like structures are also abundant, but not 
many exhibit all of the same unique features of regular clathrates. Furthermore, clathrate-
like structures are not limited to the Group 14 elements (Si, Ge, and Sn) that tend to be 
the most prominent in clathrates. They instead encompass much of the periodic table and 




Figure 1.5 Polyhedral representations of the clathrate-like compounds separated over 4 
groups with 0D, 1D, 2D, and 3D face-sharing connectivity of the clathrate-forming 
polyhedra. Pentagonal dodecahedra: blue, tetrakaidecahedra: yellow; other polyhedra: 
gray.42-49 
1.1.4 Intermetallic Clathrate Electron Counting (Zintl Concept) 
 The Zintl concept is a powerful tool that allows for the prediction of electronic 
properties and for a rationalization of the structures of many polar intermetallic 
compounds, including clathrates.50,51 The Zintl concept postulates two simple principles: 
(1) a full charge transfer takes place between anionic and cationic sublattices, and (2) an 
electron octet is realized by each atom. For cationic/anionic guests, this means they will 
donate/accept electrons to/from the framework to stay in a closed-shell, noble gas 
configuration, like K+ or Br- (Figure 1.6). Clathrate framework atoms are typically four-
coordinated, with only one exception, the Ba8M24P28+δ (M = Cu/Zn) clathrate that contains 
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5- and 6-coordinated sites. In all other clathrates, three-coordinated framework sites can 
be generated by the formation of framework vacancies. Tetra-coordinated framework 
atoms need four electrons to form four covalent bonds, while three-coordinated 
framework atoms need five electrons to form three covalent bonds plus an electron lone 
pair pointed towards the vacancy (Figure 1.6). This describes the total electron count for 
clathrate frameworks. If the total number of available valence electrons is exactly 
sufficient to satisfy all bonding requirements in the clathrate, semiconducting properties 
are expected (Figure 1.6, bottom middle). The bandgaps for semiconducting clathrates 
are typically below 2 eV. For otherwise similar clathrate compositions, the bandgaps of 
tetrel clathrates decrease from Si- to Ge- to Sn-based ones. Clathrate compositions with 
extra electrons exhibit metallic-like properties with electrons as the dominant charge 
carriers, while a lack of electrons leads to metallic-like properties with holes as the main 
charge carriers (Figure 1.6 bottom left and right). 
 
Figure 1.6 A scheme summarizing the basic principles of Zintl electron counting for 
clathrates. Triply-bound and tetra-coordinated atoms in the fragments of the clathrate 




 Let us consider a few examples of clathrate compositions to illustrate clathrate 
electron counting: 
 Ba8[Ga16Ge30]: Each Ba atom donates 2 electrons to the framework, becoming 
Ba2+. No vacancies are present in the framework, thus 4 electrons are required per 
framework atom to achieve an electron-balance. Since there are 46 atoms in the 
framework, a total of 46 x 4 = 184 electrons are required. The number of electrons 
available is 8 x 2 = 16 (Ba) plus 16 x 3 = 48 (Ga) plus 30 x 4 = 120 (Ge), for a total of 
184 electrons. Thus, the compound is electron-balanced and it is expected to exhibit 
semiconducting properties. 
 Ba8[Cu16P30]: This clathrate has no framework vacancies; each Cu and P atom is 
tetrahedrally coordinated. The total number of electrons required for the framework is 
therefore 46 x 4 = 184. To calculate the number of electrons available, we assume that Cu 
has a stable d10 electron configuration and provides only one s-electron for bonding. The 
total number of valence electrons available is 8 x 2 = 16 (Ba), 16 x 1 = 16 (Cu), and 30 x 
5 = 150 (P), for a total of 182 electrons. Hence, this compound is not electron- balanced 
and it is expected to exhibit metallic-like properties with holes as the main charge 
carriers. Characterization of the transport properties confirmed the metallic-like 
resistivity and small positive values of Seebeck thermopower typical for p-type materials. 
 Those examples illustrate that the determination of whether a clathrate phase is 
electron-balanced or not can be achieved regardless of the number of different types of 
elements making up a framework, and regardless of the number of vacancies present in 
either the framework or guest positions. The only factors which need to be correctly 
determined are the total number of valence electrons available, and the required number 
16 
 
of valence electrons, taking into account the number of 4- and 3-coordinated framework 
atoms. With this knowledge in hand, the semiconducting composition of any clathrate 
can be predicted. Thus, the Zintl concept has strong predictive power which allows for 
the formulation of semiconducting compositions prior to their synthesis. For example, 
K8[Si46] has 192 valence electrons but only 184 are required for proper four-coordinate 
bonding in the framework. These extra electrons are situated in the conduction band, 
occupying antibonding states, reducing the overall stability of this compound compared 
to other electron-balanced Si clathrate-I systems. To compensate for the extra electrons of 
K, framework substitution is required. The substitution of Si with an element with fewer 
valence electrons, i.e. K8[Al8Si38], generates an electron-balanced system, since the total 
number of valence electrons is now 184.52 
 Another example is a clathrate-III phase in the Si-P-Te system. The composition 
of this phase can be written as [Si172-xPx] Te30-y⬜y.53 Using a Zintl formalism we can not 
only determine the relationship between x and y, but we can also determine which 
compositions should be electron-balanced. There are no vacancies in the framework and 
all framework atoms are 4-coordinated, leading to 172 x 4 = 688 required electrons. Each 
Si atom supplies 4 electrons and each P provides 5 electrons, in this way the total number 
of electrons available is 688 + x. Each Te guest anion requires 2 electrons to become Te2-, 
thus the total number of electrons required is 60-2y. To balance the excess electrons over 
688, x should be equal to 60-2y. Indeed, the experimentally determined composition 
[Si130P42]Te21.2(1)⬜8.8 with x = 42 and y = 8.8 is close to the expected electron-balanced 
composition of x = 42 and y = 9.53,54 
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1.1.5 Challenges in Structure Determination 
 Clathrates crystallize in highly symmetrical crystal structures with only a few 
crystallographic positions in their frameworks. Clathrate-I for example, contains only 
three framework positions in the 𝑃𝑚3̅𝑛 space group: 24k, 16i, and 6c. Many ternary and 
quaternary clathrates-I were reported, and examples showing the presence of vacancies 
and/or substituting elements were detected for every framework and guest site. Structural 
and phase purity determinations by powder and single crystal X-ray diffraction alone may 
not suffice to establish an actual composition and crystal structure for a clathrate. 
Mentioned previously, tiny variations in the composition of a clathrate will significantly 
alter its electron count and properties. For example, two different compositions were 
reported for binary clathrates in the Rb-Sn system: Rb8[Sn44⬜2] and Rb8[Sn44.6⬜1.4].55,56 
While the former composition is electron-balanced, the latter one is not. Such a small 
variation in the vacancy concentration has a drastic impact on the properties of the 
material.  
 Even for ideal crystals, which diffract perfectly, it is impossible to resolve cases 
of joint occupancy of one atomic position with either: three different atom types or two 
different elements and vacancies. To perform a refinement in such cases, an external 
compositional constraint is required. The most common technique is to use an elemental 
composition, determined by energy (or wavelength) dispersive X-ray analyses coupled to 
scanning electron microscopy. Such analytical methods are very helpful for detailed 
investigations of the isothermal cross-sections of ternary phase diagrams. Rogl et al. 
reported a number of comprehensive phase diagram studies for tetrel clathrates 
containing transition metals in the framework.57-61 Note that bulk analytical techniques 
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such as ICP (inductively coupled plasma) need to be used with care, since in many cases 
the samples may contain admixtures of minority phases that will prevent the accurate 
determination of a clathrate composition. A more reliable way of resolving such complex 
structures is to combine X-ray diffraction with another diffraction method, such as 
neutron diffraction. The simultaneous refinement of neutron and X-ray scattering datasets 
allows for a reliable determination of complicated site occupancies. Neutron diffraction 
techniques are also extremely helpful for establishing a distribution of two neighboring 
elements, such as Ga/Ge or Si/P over several crystallographic sites.54,62,63 The main 
drawbacks of neutron diffraction are the limited availability of beamtime at neutron 
facilities and the requirement of large scale samples, although the latter requirement is 
not as crucial nowadays due to the development of spallation neutron sources. An 
alternative approach is to use resonant X-ray scattering which was successfully applied to 
determine complex crystal structures with several crystallographic sites occupied by 
neighboring elements.64,65 This technique still requires access to a synchrotron X-ray 
source.  
 For substitution in clathrate frameworks, applying characterization techniques 
which can probe the local structure allows for a determination of the number of sites, site 
symmetry, and the type of chemical environment of a particular dopant. Such methods 
include element specific techniques, such as solid-state NMR and NQR, Mössbauer 
spectroscopy, and EXAFS, as well as non-element specific techniques such as pair 
distribution function (PDF) and transmission and scanning-transmission electron 
microscopy (TEM and STEM). 
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1.1.6 Superstructural Orderings 
 Two types of superstructural ordering are reported for clathrates: 
translationengleich and klassengleich. The simpler of the two is translationengleich 
ordering, where all of the main translations in the lattice are preserved between the 
substructure and the superstructure, but there is an overall decrease in the symmetry.66 
Two examples of this type of transition are the clathrate-VII systems of Ba[M2P4], M = 
Ni, Pd. Clathrate-VII has an ideal cubic symmetry of 𝐼𝑚3̅𝑚. Due to the segregation of 
transition metal and phosphorus atoms over different framework positions, there is a 
reduction of the symmetry to either a tetragonal I4/mmm or an orthorhombic Immm 
structure.19,20 Other examples of translationengleich ordering can be found in the cationic 
clathrate-I systems of the general formula [Ge38Pn8]X8, Pn = P, As, Sb; X = Cl, Br, I; and 
in the [Si38Te8]Te8 clathrate.
36,67,68 In those cases, due to the ordering of tetrel and 
pnicogen or tellurium atoms over different framework positions, the symmetries are 
reduced from their ideal clathrate-I space groups, 𝑃𝑚3̅𝑛, to lower symmetry space 
groups, such as 𝑃43̅𝑛. The ordering of vacancies in a guest sublattice may also lead to a 
reduction of the space group symmetry with preserved translations. For example, in the 
clathrates of [Si46–xPx]Te8–y⬜y, the ordering of Te and vacancies results in a loss of the n-
glide plane and a reduction of the symmetry from 𝑃𝑚3̅𝑛 to 𝑃𝑚3̅.63  
 The ordering of vacancies in a clathrate framework or the segregation of atoms 
with significantly different chemical natures over different framework positions may also 
lead to an enlargement of the unit cell size, while the overall clathrate structure is 
preserved. The reported examples of such superstructures only relate to the clathrate-I 
structure type. Structural ordering in which the subgroup and the supergroup belong to 
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the same crystal class, but one has fewer translations than the other, i.e. lower symmetry, 
is called klassengleich.66 In clathrates, an example of this type of ordering can be seen in 
the clathrate-I family of compounds with Cs8Sn44⬜2 and Ba8Ge43⬜3 as typical examples. 
In these systems, two phases exist: the low-temperature phase with an ordered supercell 
and the high-temperature phase with a disordered subcell. The difference between the 
two is a klassengleiche transition which changes the regular clathrate-I symmetry from 
𝑃𝑚3̅𝑛 to 𝐼𝑎3̅𝑑 for the high- and low-temperature phases, respectively. In this system, the 
symmetry change is accompanied by a doubling of the unit cell parameters in all 
directions, increasing the number of atomic framework sites from three in the smaller cell 
to five in the larger cell.55,69 
 A combination of translationengleich and klassengleich transitions may be caused 
by the segregation of the framework atoms over different crystallographic positions. In 
the cases of the tetrel- free clathrates Ba8Cu16P30 and Ba8Au16P30 the lowering of the 
symmetry from 𝑃𝑚3̅𝑛 to Pbcn is accompanied by an increase in the unit cell 
volume.29,70,71 One may expect that more superstructures are possible which have not yet 
been detected due to similarities in the scattering factors of the framework-forming 
elements. 
1.1.7 Framework Size and Guest Size 
 Clathrate frameworks are relatively flexible and are therefore able to 
accommodate guests of different sizes. In the following, the largest available dataset of 
anionic tetrel clathrates of type I is analyzed for clathrates with Si, Ge, and Sn as the 
main framework elements. Figure 1.7 shows that with an increase in the average radius of 
the tetrel framework elements, the average framework size increases, i.e. the cubic unit 
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cell parameter increases. For each tetrel element, the variation in framework size is 
dictated by the size of the cationic guest atoms.  
 
Figure 1.7 Dependence of the unit cell parameter on the type of main framework-
forming element for cubic anionic clathrates-I.72 
 Clathrate frameworks are often composed of more than one type of atom. Thus, a 
more accurate measure of the size of the clathrate framework is achieved either by using 
an average radius of the framework atoms or by using a unit cell parameter (Figure 1.8). 
The advantage of using an average radius is that only the composition is required to 
visualize or predict the trends. To compare unit cell parameters, they need to be 
determined with high accuracy, preferably by powder diffraction techniques with an 
internal standard. For the alkali metals A (A = K, Rb, and Cs), binary clathrates were 
reported for A-Si, A-Ge, and A-Sn systems. In the case of Si clathrates, the small 
pentagonal dodecahedra are only partially occupied by guest cations. A comparison of 
the top and bottom panels in Figure 1.8 shows that the basic trends are similar between 
the two evaluation methods. However, unit cell parameters seem to be a better option 
since this type of graph also reflects the changes in framework sizes for the clathrates 
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with identical framework compositions but different guest cations. Overall, guest atoms 
of a particular type (Ba, K, Rb, Cs) can tolerate a range of polyhedral cage sizes, resulting 
in a variety of clathrate compositions for each guest atom type. 
 
Figure 1.8 Dependence of (top) the average size of framework atom and (bottom) the 
unit cell parameter on the radius of the guest cation for cubic anionic clathrates-I.72 
 For the selected families of clathrate-I compounds with identical frameworks 
there is an almost linear increase of the unit cell parameters with an increase of the cation 
size (Figure 1.9 left). For all of the graphs with cations, the Shannon ionic radii for those 
cations with a coordination number of 8 were used.73 While those radii are not ideal 
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measures for the cations encapsulated in the large polyhedral cages, they are still 
applicable to an estimation of the trends. 
 
Figure 1.9 Dependences of the unit cell parameters on the radius of guest cations (left) 
and framework atom (right) for selected families of cubic clathrate-I structures.21,55,74-82 
 Similarly, a nearly linear expansion of the unit cell occurs with a variation of the 
tetrel elements in the clathrates where the guest atoms are identical (Figure 1.9 right). 
Due to the similarity of Ga and Al covalent radii, the unit cell parameters for those 
clathrates are very close. The size trends are important, as they allow for the prediction of 
changes in the unit cell parameters upon the substitution of elements in either the guest 
sublattice or the framework. Such substitutions are commonly used for the optimization 
of properties, especially in the thermoelectric applications of clathrates. Changes in the 
unit cell parameter are easily accessible from powder diffraction experiments and are a 
useful tool to estimate whether the desired substitution occurred. When larger guest 
cations or larger framework atoms are introduced, and a relative decrease in the clathrate 
unit cell parameter is observed, the formation of vacancies in either the clathrate 
framework or in the guest positions needs to be thoroughly considered.  
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 It should be noted that Na forms clathrates with Si-based frameworks, but no Ge- 
or Sn-based clathrates with Na guests have been reported. Figure 1.8 also illustrates the 
difficulty of incorporating trivalent rare-earth cations into clathrates. Even the largest 
trivalent rare-earth guest, La3+, exhibits a smaller ionic radius than Na+, 1.16 Å vs. 1.18 
Å, respectively (Figure 1.10). Thus, clathrates with trivalent rare-earth guests would 
require smaller frame-works, preferably with effective radii of the framework atoms 
equal to or smaller than those for Si. Indeed, only two examples of the partial substitution 
of trivalent cations (La and Ce) has been reported. Replacement of Ba was reported in the 
Au-Si framework and in the Cu-P framework.83,84 For clathrates with K guests, there is 
one clathrate, K7B7Si39, with a significantly smaller unit cell parameter, the point with the 
smallest unit cell parameter/the average size of framework atom in the K column in 
Figure 1.8. Another possible way to reduce the size of the clathrate framework is to 
consider P-based tetrel-free clathrates. The covalent radius of P is smaller than that of Si, 
and when combined with transition metals, small framework sizes can be realized.84 
 
Figure 1.10 Radius (Å) of mono- and divalent metal cations in comparison with La3+.73 
1.1.8 Stability of Clathrates 
 The stabilities of clathrates predominantly depend on the strengths of the covalent 
bonds in their frameworks, and to a lesser extent, on the types of guest atoms in their 
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cages. Due to the high number of compounds which have been characterized, clear trends 
can be drawn for tetrel-based clathrates. The strength of the homoatomic E–E chemical 
bond decreases with increasing atomic number for E = Si, Ge, and Sn. The E–E single 
bond energies are 226, 188, and 151 kJ·mole-1, for E = Si, Ge, and Sn, respectively.85 
Thus, the generally expected trend is that Si clathrates are more stable than Ge clathrates, 
which are in turn more stable than Sn-based clathrates. Substitutions or the formation of 
vacancies in the frameworks affect these stabilities, as do guest-framework interactions.  
 Decomposition or melting points determined by differential scanning calorimetry 
may serve as a good approximant for the stability of compounds. A comprehensive 
summary of the clathrates thermal stability data were reported by Rogl et al.86 Data 
shown in Figures 1.11-1.14 are taken from this work along with other reported data, 
sources of which are specified in the figure legends. In general, for the anionic clathrates 
based on Group 14 elements, Si clathrates have the highest melting points, the melting 
points for Ge-based clathrates are in an intermediate range, and Sn clathrates feature the 
lowest melting points (Figure 1.11). Similar trends were reported for the tetrel-free 
clathrates with frameworks of transition metals and phosphorus, which tend to have 
melting/decomposition points above 800°C, while similar clathrates with As and Sb often 
decompose at much lower temperatures (650°C and below).21,30,31,70 Note, that there are 
some Si-based clathrates with low thermal stability shown in the lower left corner in 
Figure 1.11. All of those compounds are unbalanced metallic phases with the general 
composition A8-xSi46. The reasons for the lower stability of those phases are discussed 




Figure 1.11 Melting or decomposition temperatures for anionic tetrel clathrates.69,78,86-103 
 In the melting points of clathrate-I systems based on Ga-Ge frameworks, 
Ae8Ga16Ge30, where Ae guests are +2 ions (Sr, Ba, or Eu), a linear variation occurs in 
which the melting points decrease with increasing guest electronegativity (Allred–
Rochow scale) (Figure 1.12). Note that Sr and Eu have almost identical ionic radii, 1.26 
and 1.25 Å, so this small difference in size cannot explain such a substantial difference in 
the measured decomposition temperatures. For the isotypical tetrel-based Ba8Ga16E30 
clathrates (E = Si, Si/Ge, Ge, Sn), the stability is strongly correlated to the identity of the 




Figure 1.12 Melting or decomposition temperatures for Ae8Ga16Ge30 clathrates-I, Ae = 
Sr, Eu, and Ba.86 
 
Figure 1.13 Melting or decomposition temperatures for Ba8Ga16E30 clathrates, E = Si, 
Ge, and Sn.86,94,97,99,100,103,104 
 Another example is a group of transition metal-substituted germanium and silicon 
frameworks with Ba guest atoms, e.g. Ba8E46-xTx (E = Si or Ge; T = Group 10, 11, or 12 
transition metals or vacancies) (Figure 1.14). The overall trend in these systems remains 
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the same, i.e. Si frameworks are more stable than their Ge counter- parts. However, the 
substitution of tetrels with transition metals results in greater stabilities than the tetrel-
only Ba clathrates. Overall, the melting points for the clathrates with Group 11 
substituents are higher than those with Group 10 substitution. Interestingly, within the 
Group 10 substituents, the heavier the transition metal, the more stable the clathrate phase 
is for systems based on either Si or Ge. The only exception to this trend is the metastable 
Ba7.9Ni1.6Si44.4 which was obtained by the rapid cooling of a melt between two steel 
plates.87 The melting/decomposition temperature for this compound is almost 400°C 
lower than those for other Ba8NixSi46-x compounds. According to a Rietveld refinement 
of the laboratory powder XRD data, Ba7.9Ni1.6Si44.4 exhibited vacancies in the Ba 
sublattice, which could be the reason for the decreased stability of this clathrate.  
 
Figure 1.14 Melting or decomposition temperatures for Ba8TxE46−x clathrates-I, T = , 
Ni, Pd, Pt; Cu, Ag, Au; Zn, Cd; x < 8.86,87 
 For the Group 11 substituents, greater stability is observed for the Au clathrates. 
Ag clathrates have the lowest melting point within the series, and Cu clathrates are in an 
intermediate region. This dependence is observed for both Ge and Si frameworks. In 
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contrast, Ba8Ge46-xTx clathrates with T = Zn are more stable than the heavier Cd-
substituted clathrates. To the best of our knowledge, no stability data has been reported 
for the clathrates with Zn(Cd)-Si frameworks.  
 Within the rigid band model, electrons contributed by the electropositive guest 
atoms are donated to the clathrate frame-work. In the case of Sn-based clathrates, those 
extra electrons are compensated for by the formation of vacancies. Si frameworks rarely 
exhibit vacancies, thus the extra electrons donated by the guest atoms fill the conduction 
band (antibonding states), and lead to the elongation of Si–Si bonds. This, in turn, leads 
to reduced stability. This hypothesis can be illustrated by several examples. In the guest-
deficient system Ba8-xSi46, there are no vacancies in the silicon framework, thus there are 
14 excess electrons for the x = 1 phase. This phase is less stable than Ba8Ge43 with only 4 
extra-electrons, because vacancy formation in the germanium framework allows for a 
nearly charge-balanced composition (Figure 1.14). Another example is the series of Na-
Si clathrates-I and -II (Figure 1.15). The stability of those clathrates decreases with an 
increase in the number of extra electrons per Si framework atom, i.e. with increasing 
Na/Si ratio. Theoretically, increasing the Na/Si ratio in the clathrates with vacancy-free Si 
frameworks should increase the population of antibonding states, and elongate the Si–Si 
distances. Indeed, the Si–Si distances in the Na-deficient clathrate-II Na1[Si136] lying in 
the range of 2.34-2.36 Å are shorter on average than the ones in the range of 2.35–2.38 Å 





Figure 1.15 Decomposition temperatures for Na-Si, K-Si, and Na-Ba-Si clathrate-I 
systems.88-91,96 
 The relative sizes of cations also play an important role. Small cations such as Na 
or Li are easily removed from a clathrate framework using chemical or physical driving 
forces, such as iodine or HCl reagents, or using an applied voltage potential, a vacuum or 
temperature change. Larger ions such as K+ or Ba2+ cannot diffuse from the clathrate 
cages without destroying the frameworks. This is reflected in the higher stabilities of 
K7[Si46] and the mixed-guest Na2Ba6[Si46] clathrates. It should be noted that, in these 
systems, the rigid band model and the assumption of a complete charge transfer are not 
the only factors affecting the stabilities of these clathrates. Moreover, theoretical 
calculations for Ba8-x[Si46] indicate that Ba5d states are strongly hybridized with the 




1.2 Introduction to Thermoelectric Concepts 
1.2.1 Basic Principles of Thermoelectrics 
 The escalating demand for clean alternative energy sources requires the 
development of new and effective materials for energy recovery, conversion, storage, and 
transfer. A survey conducted by the Lawrence Livermore National Lab shows that more 
than 60% of all energy generated in 2017 by the US was lost to the environment largely 
in the form of waste heat.109  Fossil fuel power plants, combustion engine cars, and 
climate control of households are just a few examples of processes which emit substantial 
energy to the environment in the form of waste heat. Even a reader of this dissertation is 
an effective heat bio-generator, emitting 50-100 W of energy. This issue is well known to 
air-conditioning industry, where an emission of 70 W is assumed for an average person 
laying in bed before breakfast.110 Converting even a tiny fraction of the wasted heat into 
useful energy will significantly improve the energy efficiency. Just for comparison: all 
energy generated in 2017 by solar photovoltaics is equivalent to 1.2% of the wasted 
energy.109  Thermoelectric (TE) materials, which are capable of direct conversion of heat 
into electrical energy and vice versa, are promising materials for waste heat reduction or 
recovery, thus reducing our dependence on fossil fuels and the associated risk of a future 
energy crisis.111 
 The two basic thermoelectric phenomena are the Peltier and Seebeck effects. The 
Seebeck effect was initially discovered by Thomas Seebeck in 1823.112 This effect is 
realized as a potential that arises from a material placed in a temperature gradient. Charge 
carriers that are excited by the temperature gradient diffuse toward the colder, lower 
energy boundary, inducing the electrical potential. Two thermoelectric materials with 
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opposite charge carrier types, held in a temperature gradient and connected in series 
produce an electrical current (Figure 1.16a). This is the basis for a thermoelectric 
generator. The opposite effect, known as the Peltier effect, is observed when a current is 
driven through the aforementioned system and a temperature gradient is formed (Figure 
1.16b).113  In the Peltier process, application of a voltage bias causes the charge carriers 
to flow away from the working junction and remove heat from it, thus cooling the 
working junction. 
 
Figure 1.16 Schematic representations of: (a) Seebeck effect for power generation; (b) 
Peltier effect for the active cooling. 
 Soon after the discovery of the Seebeck and Peltier effects, thermoelectric power 
generation was proposed in a classic science fiction novel: “Twenty Thousand Leagues 
under the Sea” written by famous science advocate and promoter Jules Verne in 1870. 
Captain Nemo’s submarine was powered by a thermoelectric generator: “…by 
establishing a circuit between two wires immersed to different depths, I'd be able to 
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obtain electricity through the diverging temperatures they experience”.114  Despite such 
an early prediction, thermoelectric effects had no application for the next 80 years until 
Ioffe demonstrated the immense potential of semiconductors as thermoelectric 
materials.115 This stimulated semiconductor research and quickly resulted in the 
discovery of traditional thermoelectric materials, including: Bi2Te3,
116 PbTe,117 and 
SiGe.118 Initial research at that time was directed toward thermoelectric refrigeration. 
Unfortunately, the thermoelectric refrigerators made from such materials have lower 
efficacy compared to conventional compressor-based coolers. 
 Today, thermoelectric materials are used in a variety of applications.119 Peltier 
coolers are often implemented in applications where reliability and precise temperature 
control are required, such as in a CCD (charge coupled device) detectors or in the heat 
sinks of microprocessors. Small size and the absence of moving parts, and hence 
vibrations, guaranteed thermoelectrics niche applications for portable picnic refrigerators, 
but the efficiencies are still not high enough in comparison with modern compressor-
based refrigerators.120,121 
 Thermoelectric power generation has been pioneered by NASA. This is due to the 
challenge faced by missions, in which solar energy collection is infeasible due to the 
extended distance from the sun or operating on densely shielded planets. The interstellar 
mission of Voyager-1, launched in 1977, has radioisotope power generator (RTG) which 
is still functioning as of May 2019, 40 years later.122 In RTGs, the heat generated by the 
radioactive decay of a 238Pu source is converted to electrical power by a thermoelectric 
generator. Many other NASA missions have been powered by RTGs. The most famous 
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example is the Mars Science Laboratory, “Curiosity” rover.123 Thermoelectric power 
production is still actively being pursued by NASA. 
 Terrestrial applications of thermoelectric power generation have become more 
pertinent in recent years. Applications cover a wide spectrum of heat sources; from 
utilizing body heat to power portable electronics, to modules in the exhaust pipe of the 
combustion engine vehicles.119,124 However, for this to come to fruition, the energy 
conversion efficiencies of these generators must be enhanced.125 
 The efficiency of the thermoelectric generator, , is given as the ratio of the 
energy supplied at the load to the heat energy absorbed at the hot junction. According to 
the Carnot theorem, for any heat engine operating with a temperature gradient between 




. The efficiency of the thermoelectric generator must be lower than the 
Carnot efficiency, and additionally depends on the intrinsic properties of the specific 
materials used: 












. Parameter z describes the material properties related to thermoelectric 
efficiency. Characterization of materials can be simplified further by studying the 
dimensionless product, zT, known as the figure-of-merit:  
     𝑧𝑇 =  
𝑆2𝜎
𝜅
𝑇      (2) 
where S is the thermopower, also called Seebeck coefficient; T is the absolute 
temperature;  is the electrical conductivity; and  is the thermal conductivity. 
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 An ideal TE material should be a good electrical conductor (high ) and a induce 
a high voltage in response to a temperature gradient (high S), but a poor heat conductor to 
maintain the applied temperature gradient (low ). An optimization of TE properties is 
problematic in most materials because of the interdependent nature of these intrinsic 
material properties (Figure 1.17). Electrical conductivity is proportional to the mobility, 
μ, charge of the carrier, e, and the charge carrier concentration, n (3). Furthermore, the 
inverse relationship between the thermopower and charge carrier concentration is given 
by (4), where m* is the effective mass. 
     𝜎 = 𝑛𝑒𝜇    (3) 









   (4) 
As a result, metals exhibit high electrical conductivities with low thermopowers, while 
insulators show low electrical conductivities with high thermopowers (Figure 1.17a).  
 The total thermal conductivity is a sum of the electronic and lattice contributions: 
kE and kL, respectively. The lattice contribution, kL, is independent of the charge carrier 
concentration (dashed line in Figure 1.17b). In turn, kE describes the charge carrier 
contribution to the heat propagation. This contribution can be approximated by the 
Wiedemann-Franz law, (5) where L is the Lorenz number.126   




Figure 1.17 Schematic dependencies of the thermoelectric parameters on the charge 
carrier concentration. (a) Seebeck coefficient, S (orange), electrical conductivity  (blue), 
and power factor, S2 (black); (b) total thermal conductivity  (black line), lattice thermal 
conductivity L (dashed black line), electronic thermal conductivity E (grey area), and 




 As seen from Figure 1.17, the materials best suited for TE applications are heavily 
doped semiconductors. The highest zTs are achieved for these semiconductors with a 
charge carrier concentration ranging from 1019 to 1021 cm-3, depending on the particular 
system, i.e. the mobility and effective mass of the carrier. To add to the complexity of the 
material optimization, all thermoelectric parameters have strong temperature 
dependences. Electrical conductivity of a metal decreases with temperature due to 
electron-phonon and electron-electron scattering; while for semiconductors, an activation 
of the charge carriers over the bandgap into the conduction band leads to the substantial 
increase of the electrical conductivity with temperature.127 For the poor metals and 
heavily doped semiconductors, the temperature dependence of electrical conductivity is 
much less pronounced (Figure 1.18). 
 
Figure 1.18 Schematic representation of the temperature dependences of electrical 
conductivity for a metal (orange), a semiconductor (blue), and bad metal (black). Note: 





Figure 1.19 Schematic representation of the temperature dependence of Seebeck 
coefficient for a metal (orange) and a semiconductor (blue). 
 Seebeck thermopower is sensitive to the dominant charge carriers; having positive 
values for holes and negative values for electrons. The absolute value of the Seebeck 
coefficient increases with temperature until the maximum is reached. At this point the 
minor charge carrier type becomes dominant and the absolute value of the Seebeck 
coefficient decreases when proceeding to higher temperatures (Figure 1.19). The bandgap 
of a semiconductor can be estimated from the Seebeck peak using the Goldsmid-Sharp 
formalism, Eg = 2e|Smax|Tmax (Figure 1.19).
128 
 For each type of compound, there is a certain optimal ratio of S and , resulting in 
a high power factor product, S2 (Figure 1.17a). For example, the highest zT values for 
the n-type clathrate thermoelectric materials have been observed for the combination of 
electrical conductivities ranging from 104-105 S∙m−1 and absolute values of Seebeck 




Figure 1.20 Room temperature Seebeck coefficients (thermopowers) for n-type clathrates 
based on Si, Ge, and Sn are shown versus room temperature electrical conductivity. The 
colors of the shapes represent room temperature zT values. Note: logarithmic scale on the 
electrical conductivity axis. 
 Thermal conductivity has a more complex behavior. There are two mechanisms of 
the thermal resistance in solids: Normal and Umklapp phonon scattering.127 Phonon 
momentum is conserved in Normal scattering and not conserved for Umklapp scattering. 
At low temperatures, when phonon density of states (DOS) population is low, the Normal 
phonon scattering dominates and occurs primarily on crystal boundaries and defects. As 
temperature increases, the thermal conductivity decreases due to increased phonon-
phonon scattering. For an ordered crystalline compound, the thermal conductivity reaches 
a maximum typically below 100 K and decreases after this point. For amorphous or 
disordered materials, where defect scattering is substantial, the low-temperature peak in 




Figure 1.21 Schematic representation of the temperature dependence of total thermal 
conductivity for a crystalline material (blue) and an amorphous material (orange). 
 From the trends presented in Figures 1.17-1.19, it is clear that zT for a 
semiconducting material will increase with temperature (Figure 1.22). Note that a better 
combination of basic transport properties is required to achieve zTs of 1 at room 
temperature, as compared to 1000 K. For this reason, zT is often reported at specified 
temperatures, and the highest observed value is typically reported. For practical 
applications, the peak zT is not necessarily important, but the average zT over the 
operating temperature gradient is critical.130 For example, the compound with a high but 
narrow peak shape of zT (yellow curve in Figure 1.23) will be less efficient over the full 
temperature range than the compound with reduced but less temperature dependent zT 
(blue curve in Figure 1.23). Proper doping may transition one type of the zT dependence 





Figure 1.22 Selected examples of the temperature dependences of zT. 
 
Figure 1.23 Schematic representation of the temperature dependences of zT for two 
different materials. Note: thermoelectric generator efficiency in the first approximation is 
proportional to the area under the curve in the selected temperature range. For the full 
temperature range, the blue material is more efficient. 
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1.2.2 Approaches to Thermoelectric Materials Development 
 There are many approached to the improvement of the thermoelectric properties 
of a prototype material. These approaches target modification of the electronic structure, 
i.e. charge carrier concentration, mobility, and effective mass; and reduction of the 
thermal conductivity. Considering that many of the electronic properties have conflicting 
trends, and enhancement of one property often worsens another, the electronic 
contribution to zT is better gauged by the power factor, S2σ. The optimization of charge 
carrier concentration and mobility, and subsequently the power factor, is critical to the 
development of high zT materials. Most importantly, only one charge carrier type should 
be present, otherwise opposite carriers will effectively cancel each other out.132 
Thermopower can be enhanced by alterations of the electronic DOS. A steep DOS peak 
near the Fermi level corresponds to a flat band in the band structure, indicative of heavy 
charge carriers. This may lead to an increase in the Seebeck thermopower, but at the costs 
of lower carrier mobility and electrical conductivity. Band structure engineering can be 
employed to alter the DOS near the Fermi level by the addition of hybridization gaps, 
Kondo levels, or resonant levels.133-135 
 Lowering the thermal conductivity is often used to enhance zT and is achieved by 
reducing the lattice contribution, kL, of the total thermal conductivity. Reduction of the 
lattice thermal conductivity is realized by two methods: the shortening of the mean free 
path for phonons or the increase of the structural anharmonicity. Grain boundaries and 
structural defects can diminish the mean free path length, while neighboring size 
mismatches of atoms and mixing of different types of bonding, i.e. ionic vs. covalent or 
van der Waals vs. covalent, can increase the amount of anharmonicity. Structural 
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modifications, such as the inclusion of point defects or nano-precipitates will often affect 
both phonon mean free path and anharmonicity. Additionally, complex structures with 
large unit cells inherently exhibit lower thermal conductivities due to complex phonon 
structure with many crossings of acoustic and optical phonon branches.136 The use of 
these strategies on a prototype material has shown to be effective at lowering the thermal 
conductivity. While effective, many phonon scattering mechanisms will also cause 
electron scattering, and can possibly hamper carrier mobility and electrical conductivity.  
 There are many different reviews covering issues and approaches for the 
improvement of thermoelectric properties. There are several reviews papers for more 
detailed discussion of basic approaches,132,137-146 nanostructuring,147-152 and 
heterostructuring153,154 in thermoelectrics. 
1.2.3 Phonon Glass Electron Crystal Concept (PGEC) 
 Amorphous glasses exhibit low thermal conductivities, nearing the minimum 
theoretical thermal conductivity of solid materials, attributed to a lack of long-range 
ordering. In such a system, the thermal conductivity is limited by a mean free path on the 
order of interatomic distances. Unfortunately, this lack of extended ordering often 
compromises the material’s ability to conduct electrons. This has led to one of the 
popular concepts in thermoelectric design: the phonon glass-electron crystal (PGEC) idea 
introduced by Slack in 1995.155 According to PGEC concept, efficient thermoelectrics 
will be found among materials that have structural motifs that will accommodate efficient 
electronic transport with glass-like thermal conductivities. Narrow bandgap 
semiconductors with cage-like structures and inclusion atoms or molecules trapped inside 
the cages have the potential to exhibit PGEC-like properties. The rattling of trapped 
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atoms will provide effective scattering of the heat-carrying phonons, thus decreasing the 
lattice thermal conductivity. Concurrently, charge carrier transport will occur through the 
covalent framework. Thus, the thermal and charge transport properties of PGEC phases 
may be optimized relatively independent from each other. The two classes of materials 
which fulfill requirements of the PGEC concept: skutterudites and clathrates. 
1.2.4 Thermoelectric Properties of Clathrates 
 Recently, I co-authored a fairly comprehensive review of clathrates, while the 
main focus of the article was their use toward thermoelectric applications.156 A detailed 
analysis of the relevant thermoelectric properties for many clathrate materials was 
performed. For the report, only papers with properties reported for high density samples, 
i.e. sintered pellet samples, with densities over 80% of the theoretical X-ray density and 
single crystalline samples were included. This was employed to give a more fair 
comparison of the materials intrinsic properties, as transport properties can be greatly 
affected by the density of the measured sample 
 From this data, many trends in the thermoelectric properties for clathrates can be 
found. For instance, the absolute Seebeck coefficients increases down the group from Si-, 
to Ge-, to Sn-based clathrates. High values of Seebeck thermopower indicate that the 
composition of a clathrate phase is close to an electron balanced one and this trend 
correlates well with the bond strength of the tetrel-tetrel bond. In pure tetrel-based 
frameworks, such a balance is achieved by either the formation of vacancies or by 
aliovalent substitution into the tetrel sublattice. Both require the breaking of tetrel–tetrel 
bonds. The tetrel-tetrel bond strength decreases as you move down the periodic column, 
as mentioned in section 1.1.8. It is no surprise then, that the pure Sn-based frameworks 
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achieve this electron balance through the formation of vacancies within the framework, 
leading to high Seebeck values. For Si-based clathrates, these vacancies are much rarer, 
instead forming fully occupied frameworks that exhibit metallic behaviors. The single 
bond strength of Ge is intermediate and has resulted in the largest diversity of Seebeck 
coefficient values for a Ge-based set of clathrates. Mentioned earlier, electron precise 
compositions can also be achieved through aliovalent doping, leading to elevated 
Seebeck values.  
 Plotting thermal conductivity for a multitude of clathrate compositions on the 
same graph is quite revealing. Not only does it reveal that all published clathrates have 
low total thermal conductivities below 6 W∙m-1∙K-1, but the majority of them are below 3 
W∙m-1∙K-1. This is good justification that clathrate systems are true PGEC (Phonon Glass-
Electron Crystal) systems, with intrinsically low thermal conductivities which are highly 
independent of their elemental constituents. Additionally, this makes clathrate systems 
highly desirable for thermoelectric applications, as any tuning of the electronic properties 
will have little to no impact on the low thermal conductivity. As expected, the clathrate 
systems with heavier atoms tend to show lower thermal conductivities. Sn-based 
clathrates exhibit the lowest thermal conductivities, with the majority of thermal 
conductivity values at or below 1 W∙m-1∙K-1. This indicates that not only is the rattling of 
guest atoms important, but so is the contribution from the framework for a reduction in 
the thermal conductivities. 
 The highest room-temperature clathrate zT values are observed for clathrates with 
absolute Seebeck coefficients around 250 mV∙K-1. However, a large Seebeck value does 
not necessarily indicate a high zT. Many of the germanides and some of the silicides 
46 
 
clathrates have large Seebeck coefficients, but show zTs lower than 0.1 at room 
temperature. Resistivity data indicates that high zT values are achieved for clathrates with 
resistivities in the range of 0.5– 50 mΩ∙cm-1. The general trend for these systems is lower 
values of electrical resistivities at room temperature for Si or Ge-based clathrates than for 
Sn-based ones. This again correlates with the electron-balanced compositions for most of 
the Sn-based clathrates that result in lower charge carrier concentrations, and 
consequently higher resistivities. Many compounds in the 0.5–50 mΩ∙cm-1 range still 
have low zTs, despite having appropriate electrical resistivities. This shows how 
dependent zT is on the combination of all of the thermoelectric properties, and suggests 
that one non-ideal property outside of a standard range does not necessarily mean a 
compound will have poor thermoelectric properties. Additionally, other subtle factors, 
such as carrier mobility, can have a dramatic effect on the observed properties and the 
thermoelectric performance of a material. Overall, the highest figures of merit are seen 
for the systems with thermal conductivities at or below 1 W∙m-1∙K-1, i.e. mainly for the 
Sn-based clathrates.  
 The above discussion was in regards to tetrel-clathrates. Due to the small dataset 
for tetrel-free clathrates, reasonable trends in their data are hard to determine. Many of 
the initial tetrel-free clathrates exhibit low Seebeck values due to their metallic natures, 
and correspondingly led to low electrical resistivities. This is the case for the tetrel-free 
clathrates BaAu2P4, BaCu2P4, SrNi2P4, BaNi2P4 and Ba8Cu16P30.  However more recently, 
examples of electron precise tetrel-free clathrates have been found in the literature, such 
as Ba8Cu14Ge6P26, Ba8-xRExCu16P30 (RE = La, Ce), or Ba8M16+yP30-y (M = Cu, Zn), 
resulting in higher Seebeck and electrical resistivities.157-159 Despite low electrical 
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resistivities of the tetrel-free clathrates, they still show thermal conductivities below 5 
W∙m-1∙K-1, analogous to the tetrel clathrates. As there are a relatively small number of 
examples of tetrel-free clathrates, their potential for thermoelectric applications is not 
fully yet realized. 
1.3 Transition Metal Phosphide Catalysts for Water Hydrogen Evolution Reaction 
 There are several important renewable energy sources, such as solar, wind, waves, 
and geothermal, which provide electricity without the emission of greenhouse gases.160-
162 Notably, these energy sources are intermittent in time and are sometimes restricted to 
certain locations. Fortunately, these drawbacks can be overcome by the onsite production 
of H2 fuel using renewable energy,
163 since H2 is lightweight and offers the highest 
specific energy of any non-nuclear fuel. Moreover, H2 is environmentally benign and 
upon reaction with O2, the only products released are energy and water. Currently H2 gas 
is produced via unsustainable steam reforming of hydrocarbons 
(CnHm + n H2O ⇌ (n + m⁄2) H2 + n CO), which is an extremely energy and cost intensive 
process that involves large emissions of greenhouse gases.164 In sharp contrast, water 
electrolysis (WE) presents one of the most attractive ways of producing H2 
(2H2O ⇌ O2 + 2H2), with a high conversion efficiency and no greenhouse gas 
emissions.165 
 WE can be described as two half reactions, H2 evolution reaction (HER) and O2 
evolution reaction (OER), taking place at the cathode and anode, respectively. Since the 
Gibbs free energy of WE at standard conditions is + 474.4 kJ per mol of evolved O2, one 
must apply a potential E ≥ 1.229 V with respect to the reversible hydrogen reference 
electrode (RHE) between the cathode and anode to split the water. The role of an 
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electrocatalyst in the WE process is to reduce the overpotential, , which arises from 
slow charge transfer and insufficient chemical reaction rates. The best electrocatalysts are 
based on platinum group metals (PGMs), however, their status as a Critical Raw Material 
(CRM) has sparked extensive research efforts toward the search for novel, inexpensive, 
and efficient electrocatalysts that use only Earth-abundant elements.166 
 In this context, 3d transition metal phosphides (TMP) have attracted considerable 
attention during the last years as viable active and durable electrocatalysts for the 
replacement of the PGMs.167-170 The goal of the present review is to discuss the structural 
and electronic properties of Fe, Co, and Ni phosphides with respect to their use as 
electrocatalysts for HER. In addition, we briefly discuss the most useful methods for the 
synthesis of advanced TMP-based electrocatalysts. HER catalysts based on phosphides of 
other metals, such as Cu and Mo, are discussed elsewhere.167,169,170 
1.3.1 Mechanistic and Measurement Considerations 
 HER is the important cathode half reaction of water electrolysis, typically 
conducted in acidic (2H+ + 2e– → H2) or alkaline (2H2O + 2e
– → H2 + 2OH
–) 
electrolytes. It is accepted that this multi-step electrochemical reaction involving the 
transfer of two electrons can proceed following two mechanisms: either the Volmer –
 Tafel (VT) or Volmer – Heyrovsky (VH).171 In acidic medium, both mechanisms begins 
with the Volmer step (H+ + * + e– ⇌ H*), wherein one proton interacts with an electron 
on an active site (*), forming adsorbed hydrogen atoms (H*) on the surface. Next, if the 
reaction follows the Heyrovsky electrochemical recombination step, another hydrogen 
will bind directly on top of an adsorbed H* forming an H2 complex (H* +H
+ + e– ⇌ H2). 
Alternatively, hydrogen can bind at a separate active site in the Tafel step 
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(2H* ⇌ H2 + 2*). Finally, both mechanisms are followed by the formation of molecular 
H2. Importantly, the VH or VT reaction sequences involve the intermediate formation of 
H*, and therefore the H adsorption energy can be used as a descriptor to estimate/predict 
the electrocatalytic activity of materials towards HER. This gives rise to a volcano plot 
relationship between activity of the electrocatalysts and Gibb’s free energy of adsorbed 
atomic hydrogen (Figure 1.24a).172 Accordingly, the ideal electrocatalyst for HER should 
adsorb hydrogen with small GH*. If the binding energy of H* is too strong (GH* < 0) or 
too weak (GH* > 0), one needs to apply an overpotential, , to drive the HER, to 
overcome the limiting H atom removal in Heyrovsky or Tafel step (H* / H2) or slow 
discharge reaction in Volmer step (H+ / H*), respectively. Therefore, the best-performing 
HER electrocatalysts are on the apex of the volcano plot centered around a small GH*, 
such as PGM catalysts. 
 Generally, electrochemical HER testing is carried out in a three-electrode 
assembly with counter and reference electrodes, as well as an electrocatalyst anchored 
onto conductive support as the working electrode. The acidic and alkaline electrolytes for 
HER are usually 0.5 M H2SO4 and 1 M KOH, respectively. To test the activity of the 
electrocatalyst, electrochemical data is collected using line scan voltammetry (LSV) at a 
moderate scan rate. After applying internal-resistance compensation, one can plot 
cathodic polarization curves of the current density j (normalized by a geometric surface 




Figure 1.24 Diagrams depicting: a) the volcano-plot relationship between hydrogen 
absorption energy and catalytic activity; and b) cathodic polarization curve of HER 
showing the main parameters reflecting the performance of the electrocatalyst. 
 In catalysis, a turnover frequency (TOF) is typically used to present the activity of 
the material.173 Unfortunately, in the case of the electrocatalysis, measuring TOF is 
challenging, owing to the fact that exact number of electrocatalytically active sites is 
often unknown. Therefore, the following parameters are commonly used to assess the 
activity of the electrocatalyst and to compare their performance with the benchmark and 
reported materials: (i) overpotential (10) needed to drive a current density of 
−10 mA cm−2; (ii) overpotential (20) needed to drive a current density of −20 mA cm−2; 
(iii) the Tafel slope (TS); and (iv) the exchange current density (j0) (Figure 1.24b). The 
parameters are related with the following equation  = TS log(j / j0). Notably, j0, 
reflecting intrinsic activity of the catalyst, and TS, indicating the rate-determining step 
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and the mechanism of the HER reaction, are the most important descriptors of the 
electrode efficiency.174 More specifically, j0 is correlated with the rate of exchange of 
electrons at the interface under reversible conditions at  = 0, while TS is the voltage 
increase required to rise the current j by an order of magnitude, for instance, from 0.1 to 
1 mA cm−2. Accordingly, efficient electrodes for WE are characterized by high values of 
exchange current density and low values of Tafel slope. 
1.3.2 Basic Requirements for Hydrogen Evolution Reaction Electrocatalysts 
 There are four main requirements that a good electrocatalyst for HER should 
fulfill: 
1) Electrical conductivity. Since the HER reaction is associated with the charge 
transfer across the cathode-electrolyte interface, the cathode assembly (e.g., 
supporting materials + electrocatalyst) should be electrically conductive to 
facilitate the transfer of electrons and minimize the Ohmic losses. The 
corresponding equivalent series resistance, electron/charge transport resistance, 
and charge transfer resistance can be estimated using electrochemical impedance 
spectroscopy. 
2) Surface area. The optimal cathode should exhibit high specific surface area 
(SBET), and more importantly, high effective electrochemically active surface area 
(EASA) of the solid-liquid interface, thus providing the large number of active 
sites for H adsorption. The EASA is linearly proportional to the geometric 




3) Hydrogen adsorption. From activity point of view, a good electrocatalyst should 
exhibit moderate strength of H bonding accounting for the Sabatier principle; it 
should not bind H too strong or weakly. Additionally, the H binding should be 
stable with time to omit the variations in the energy of H adsorption, thus 
preventing the appearance of different HER mechanisms and the corresponding 
changes in . Usually, the energy of H adsorption can be evaluated by 
calorimetric measuring heats of bulk hydride formation or H adsorption from the 
gas phase,176 as well as qualitatively estimated using first principle calculations.177  
4) Stability. Since HER is conducted under harsh chemical conditions, pH  0 or 
pH  14, while applying an electrical potential, electrocatalysts must be 
chemically stable in the medium against corrosion for substantially long times. 
The degradation of the cathode may occur via several mechanisms, such as 
electrocatalyst consumption, support passivation, growth of particles, 
electrocatalyst layer detachment, blocking of the active sites, etc. Erosion is 
mostly a problem of metallic and alloy electrocatalysts. Specifically, while the 
PGMs are quite resistant to erosion, the TMs are prone to rapidly dissolve due to 
their high chemical reactivity. Fortunately, significant improvements in stability 
and durability of this type of cost-effective TM-based electrocatalysts can be 
made through the introduction of other nonmetal elements, such as B, C, N, P, O, 
S, and Se. The stability of the electrocatalyst can be evaluated by accelerated 
degradation testing using intensive CV cycling, while the durability can be 
monitored by measuring  to drive a constant j for prolonged period of times t; 
e.g., 10(t), 20(t), etc. 
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1.3.3 Transition Metal Phosphide Electrocatalysts 
 The limitations of domestic fossil fuel sources have spurred the development of 
alternatives for clean energy generation, wherein the WE process to generate H2 fuel is 
one of the most economically and environmentally feasible ways to store renewable 
electricity. The progress in the emerging proton exchange membrane (PEM) WE178 may 
unexpectedly lead to a new form of dependence on Pt-based electrocatalysts, because Pt 
is currently considered the benchmark electrocatalyst for the HER. At the same time, Pt 
belongs to the CRMs, and therefore finding sustainable solutions for the replacement of 
Pt for WE is essential to advance existing and future technologies, and more importantly, 
to mitigate our dependence on the CRMs. This has motivated many researchers around 
the globe to search and investigate Earth-abundant and cost-effective alternatives to Pt as 
electrocatalysts for the HER. 
 Among several potential substitutes for Pt in HER, such as TM borides, carbides, 
nitrides, chalcogenides, the transition metal phosphides attract considerable interest, 
because of their combination of high activity and stability in HER. Below, we discuss the 
peculiar crystal, electronic and surface structures of the TMPs, underlying the factors 
favoring their high HER activity. 
1.3.3.1 Crystal structures of Fe, Co, and Ni binary phosphides 
 Late transition metals Fe, Co, and Ni are capable of forming multiple binary 
phosphides M–P with compositions containing 20–75 at-% of M.179,180  For TMP 
electrocatalysts, primarily compounds with M2P, MP, and MP2 compositions are used and 
their crystal structures will be described herein. 
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 The structure of the M2P family is composed of space filling tri-capped trigonal 
prisms composed of P coordinated by 9 M atoms (Figure 1.25). Such polyhedra tile all 
the space by sharing faces to form 3D frameworks, which are similar for all three 
compounds. Fe2P and Ni2P are isostructural with more symmetrical polyhedra, while 




Figure 1.25 Crystal structure of M2P, M = Fe, Co, Ni: blue, P: orange; tri-capped trigonal 
prisms P@M9: orange. 
 Increase of the phosphorus content in the MP family, results in the decrease in P 
coordination number. CoP and FeP are isostructural, forming a 3D checkerboard of 
distorted P@M6 (M = Co, Fe) trigonal prisms (Figure 1.26a).
184 These prisms share edges 
and a complete space-tiling by prisms is not achieved, resulting in the voids between 
P@M6. The structure of NiP is different because phosphorus atoms are joined in P2 
dumbbells by forming homoatomic covalent bonds.181 Each P2 dumbbell is surrounded by 
8 Ni atoms, forming distorted bi-capped octahedron (Figure 1.26b). The structure of NiP 
can thus be described as a lattice of edge- and vertex-sharing P2@Ni8 polyhedra. 
 Another phosphide with composition close to NiP is Ni5P4 (Figure 1.26c).
185 This 
compound is structurally complex. The crystal structure of Ni5P4 is composed from three 
main building blocks: 9-coordinate P@Ni9 tri-capped trigonal antiprisms (pink 
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polyhedra) which are similar to P@M9 found in M2P; 7-coordinate P@Ni7 monocapped 
trigonal prisms (yellow polyhedra), and P4 trigonal pyramids (orange polyhedra). The 
layers of P@Ni7 are joined together by the tri-capped trigonal antiprisms. The P4 
pyramids are located in between these layers, with the each of three equatorial P atoms 
coordinated to 5 Ni atoms, and the apical P coordinated to only one additional Ni atom 
(Figure 1.26c). 
 
Figure 1.26 Crystal structures of (a) FeP and CoP; (b) NiP; and (c) Ni5P4. Fe, Co, Ni: 





 Further increase in the P content results in all phosphorus atoms in the crystal 
structures of MP2 family to be joined in P2 dumbbells. FeP2 and CoP2 have similar 
structures that could be described as either P2 centered or M-centered polyhedra.
186,187 
The P2 dumbbells are surrounded by 6 metal atoms forming P2@M6 octahedra that tile 
space (Figure 1.27a). Alternative description of the same structure can be achieved by 
considering M@P6 octahedra, which share edges forming chains that run along the [001] 
direction (Figure 1.27b). Such chains share vertices to form 3D network. Additionally, 
octahedral chains are connected by covalent P–P bridges. The difference between the 
crystal structures of FeP2 and CoP2 is in the more distorted nature of Co@P6 octahedra, 
which lowers the overall symmetry of the structure. 
 The NiP2 structure has two polymorphs, a cubic one (Figure 1.27c) and a 
monoclinic modification (Figure 1.27d).181, 188 The cubic polymorph has long been 
described as a metastable high-pressure phase, while our synthetic endeavors have 
indicated that this is not the case, and it can be synthesized at ambient pressures. Cubic 
NiP2 is composed of regular Ni@P6 octahedra that share all vertices forming 3D network. 
Each P apex is shared by two octahedra and is connected to a P atom from another 
octahedron by a P–P bond (Figure 1.27c). The crystal structure of the monoclinic 
modification of NiP2 can be described as layers of tilted vertex-shared Ni@P4 squares. P–





Figure 1.27 Crystal structures of (a and b) FeP2 and CoP2 with either P2@M6 (orange) or 
M@P6 (blue) polyhedra emphasized; (c and d) cubic and monoclinic polymorphic 
modifications of NiP2 with Ni@P6 and Ni@P4 polyhedra shown in blue. Fe, Co, Ni: blue, 
P: orange. 
1.3.3.2 Electronic structures of Fe, Co, and Ni binary phosphides 
 For the catalysts, two main factors contribute to the activity – (i) the electronic 
structure of the bulk phase and (ii) the structure of the surface, particularly, the 
configuration of the active sites. The electronic structures of the TMPs exhibit clear 
trends related to the identity of the TM and the crystal structure (Figure 1.28). For the 
M2P phases, the basic electronic structures are similar, but the position of the Fermi level 
depends on the total number of electrons available. For Fe2P, the Fermi level lies in the 
middle of the predominant Fe-3d band; while for Co2P the Fermi level is shifted to the 
edge of the Co-3d band. For Ni2P, the Fermi level is further shifted to higher energy, 
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resulting in the substantial reduction of the total density of states (DOS). Our 
computational findings shown in Figure 1.28 were confirmed by recent photoemission 
studies of Fe2P and Ni2P.
189 Notably, among all the TMP electrocatalysts with M2P 
composition, the best performance was achieved for the Ni-containing phases (Figure 
1.29). This indicates that very high M-3d-based DOS is undesirable. For the M2P phases, 
the P contribution to the states near the Fermi level is negligible. Nevertheless, P is 
important for the stability of the electrocatalysts since the strong covalent M–P bonding 
prevents the sample degradation. 
 
Figure 1.28 Calculated DOS per formula unit for selected binary Fe-, Co-, and Ni-
phosphides. Contribution of M-3d and P-3p orbitals are shown in blue and orange, 
respectively. Fermi level is shown as a dotted vertical line. For Ni5P4, the DOS was 
normalized to composition Ni1P0.8 for comparison reasons. Top right inset: a summary of 




 A similar trend is observed for the electronic structures of MP, where the DOS at 
the Fermi level decreases upon going from FeP to NiP (Figure 1.28). For each specific 
metal, an increase in P content results in the decrease of the DOS compared to M2P, but 
the contributions from M-3d states still dominate in the vicinity of the Fermi level. 
Contrary to the M2P systems, FeP and CoP, with higher DOS, outperform NiP and Ni5P4 
electrocatalysts with lower DOS (Figure 1.29). The requirement of the moderate DOS for 
the electronic structure of the effective TMP electrocatalysts (Figure 1.28 top right inset) 
resembles the volcano plot relationship between the H adsorption energy and activity. 
The position of the Fermi level and the density of states can be tuned by aliovalent 
substitutions in the metal sublattice. This approach was explored computationally and 
experimentally (Figure 1.29).190 
 Further increase in the phosphorus content resulted in the opening of the bandgap 
for MP2 phases, with the only exception of the cubic NiP2 (Figure 1.28). This is 
accompanied with the substantial increase of the P-3p contributions to the states near the 
Fermi level. While a sparse number of reports for MP2 electrocatalysts prevents 
establishing clear trends, the reported performance of selected MP2 demonstrates that the 
metallic nature of the catalysts is not a prerequisite, and narrow bandgap semiconductors 
should be considered. CoPS is an excellent example of a semiconducting 
electrocatalyst.191 This compound is isostructural and isoelectronic to the cubic NiP2, but 
the presence of the more electronegative S resulted in the bandgap opening (Figure 1.30). 
The resulting DOS closely resemble the DOS of the CoP2 with almost equal contributions 
of S3p and P3p orbitals. CoPS exhibits remarkable electrocatalytic performance with 





Figure 1.29 Tafel slopes (TS) and overpotentials required for driving current densities of 
10 mA cm−2 (10) for the selected examples of the state-of-the-art TMP HER 
electrocatalysts. Bottom right panel summarizes all the data, while other three panels 
represent data for only one composition: M2P (), MP (), and MP2 (). Co: blue, Ni: 
red, Fe: green. For clarity Ni12P5 symbols are similar to Ni2P ones, and Ni5P4 symbols are 
similar to NiP ones. For the mixed-metal catalysts (black) the compositions are provided 




Figure 1.30 Calculated DOS per formula unit for CoPS. Contribution of (blue) Co-3d 
and (orange) joined S-3p+P-3p orbitals are shown in main figure. Inset: enlarged area 
with individual (green) P-3p and (magenta) S-3p contributions shown. Fermi level is 
shown as a dashed vertical line. 
1.3.3.3 Surface structure of transition metal phosphide electrocatalysts 
  The structural and chemical complexities of real-world catalyst systems 
present a great challenge for the study of catalyst mechanism of action.192 Recently, in-
situ studies of model systems have provided great insights into the mechanism and active 
site structures, thus allowing for significant rational improvements of catalyst 
performance without the need for high-throughput screening.193-196 For example, the Pd 
catalysts for selective hydrogenation suffer from the dissolution of carbon and hydrogen 
in the near-surface region. The subsurface phase is stable only in-situ and has been 
detected with high pressure X-ray photoelectron spectroscopy (XPS).193 Replacement of 
the elemental Pd with the intermetallic compound PdGa, which exhibits strong covalent 
Pd–Ga bonding in the bulk phase, resulted in the elimination of the undesirable 
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subsurface chemistry. Additionally, the electronic structure of the surface of PdGa is 
quite different from that of elemental Pd, resulting in superior activity and selectivity of 
the intermetallic catalyst.197 Further rational catalyst development allowed to replace Pd-
based PGM catalysts with PGM-free hydrogenation catalyst, the intermetallic compound 
Fe4Al13.
198 
 Unlike for III-V phosphide semiconductors, the surface studies of the TMPs are 
scarce. The surfaces of pristine polycrystalline bulk samples of TMPs produced by high-
temperature solid state synthesis, were characterized using XPS by Grosvenor et al.199,200 
Samples were sputtered to remove the possible air-born contaminations. Two clear trends 
were revealed by XPS: (i) the phosphorus in MP and M2P (M = Fe, Co, Ni) phosphides 
exhibits a resolved 2p3/2–2p1/2 doublet with binding energy below 131 eV; (ii) the M2p3/2 
signal is a sharp single peak with binding energy close to the binding energy of the 
corresponding signal for clean metal foil. XPS studies of the surface of actual HER TMP 
electrocatalysts reveal significant differences to the surface of pristine phosphides (Figure 
1.31). First, all the synthesized catalysts exhibit the presence of significant oxidized 
component, such as M2+ and P5+, as well as presence of substantial amount of oxygen on 
the surface. The main sources of those contaminations are believed to be contacts of the 
electrocatalyst surface with air and water during the synthesis and handling/storage. In 
many cases, the sample and/or spectrum qualities are not high enough and only 
unresolved broad P-2p and M-2p3/2 peaks are observed for the components assigned to 
the TMP signals. However, a presence of an additional metal components with binding 
energies between those for pristine phosphide and metal oxide have been observed.201,202 
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The exact nature of the intermediate components, labeled M~0 in Figure 1.31, is not clear, 
but such components are not present in the XPS spectra of pristine phosphides. 
 There are only few experimental reports of the surface structure of the model 
single crystals of metal phosphides.203,204 The main reason for this is that such single 
crystals are not readily available and a collaboration between crystal growers and surface 
scientists is required. The main conclusion of the single crystal studies of [0001] and [10-
10] surfaces of Ni2P is that the surface is different from regular terminations of the crystal 
structure. The actual surface is enriched in P due to additional top-most phosphorus layer. 
Computational efforts confirmed the experimental findings – the phosphorus-rich 
termination of Ni2P and Ni5P4.
205,206 
 Hydrogen absorption on the different crystallographic faces of TMP crystals has 
been intensively characterized computationally.189,205-208 For example, Jaramillo et al. 
reported computed H adsorption free energies for MP and M2P phosphides, M = Fe, Co, 
Ni.190 The authors have shown that both the crystal structure of the TMP and the nature 
of the transition metal, i.e. the position of the Fermi level, have significant impacts on the 
electrocatalytic properties. The predicted trends based on the computed H adsorption free 
energy agree well with the electrocatalysts activities discussed above (Figure 1.29): FeP, 
CoP, and Ni2P are predicted to be the most active catalysts. Based on their data, the 
authors rationally developed superior bi-metallic catalysts Fe0.5Co0.5P.
190 Phosphorus-rich 
termination of the Ni2P and Ni5P4 catalysts was shown to be crucial to reduce the 
overpotential and provide optimal absorption energy.208 Rappe et al. have 
computationally shown that P-H enriched termination of Ni phosphides are the most 
stable one. Moreover, they have demonstrated that P is a crucial active site for weak H 
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adsorption208 in contrast to commonly assumed Ni-based adsorption active sites. In the 
computational studies, regular terminations of the crystal structure, with no substantial 
surface restructuring under reaction conditions, have been assumed to reduce 
computational costs. Nevertheless, information about the real structure of the surface 
during reaction conditions is required to improve the accuracy of the computational 
efforts. 
 
Figure 1.31 A summary of the surface states for the HER TMP electrocatalysts, before, 
after, and during reaction. 
  After the HER reaction, the catalyst’s surface is significantly altered 
(Figure 1.31). The P and TM signals assigned to intermetallic phase vanish and the 
surface is dominated with M2+ and O, with greatly reduced overall P content. 
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Analogously to the well-studied Pd hydrogenation catalysts,193 the observed surface 
restructuring in TMP catalysts may occur through the formation of the intermediate 
surface or subsurface P-H and Ni-H species and active sites, which are stable only in the 
reaction conditions. After the reaction is complete and applied current is switched off, 
active hydrogen-containing surface species may decompose or oxidize. The absence of 
the in-situ observations of the catalyst surface didn’t allow for a confirmation or a 
disproof of this hypothesis (Figure 1.31). However, the good overall agreement of the 
catalytic activities computed for pristine intermetallic surfaces and the experimentally 
measured catalytic performances indicates that active sites for TMP electrocatalysts are 
related to the nature of the intermetallic compound and are not metal oxides, despite 
those species dominate the surface after the reaction. In-situ studies, if performed, will 
significantly advance the rational development of TMP electrocatalysts. 
1.4 Metal Phosphides and Antimonides 
1.4.1 Metal Phosphides 
 Metal phosphides are an extensive subset of materials, originally defined in 1787 
as a compound that is composed of phosphorus and one or more metals. The abundance 
of binary metal phosphides is extensive and is reported for almost all metals on the 
periodic table, excluding Hg and Bi.72 These exceptions disappear when the criterion is 
expanded to ternary metal phosphides. The binaries can possess compositions that range 
from metal-rich (M15P2) to metal-deficient (MP15), while the ternary phases can range 
from (M’M”)13P1 to (M’M”)1P7.
72,180 That being said, the sheer number of reported 





Figure 1.32 Crystal structures of Sr3P2, K3P11, NiP2, α-K4P6, NaP7, TlP5, and LiP5. The 
structures are divided based on the dimensionalities of the phosphorus fragments, i.e. 0D-
3D. (P: orange, Sr: light blue, Ni: dark blue, K: purple, Na: red, Tl: gray, Li: green). 
 Due to the wide compositional variety observed, a diverse number of structural 
motifs can be found in binary and ternary metal phosphides, ranging from 0D to 3D 
fragments (Figure 1.32). This structural variety is attributed to the bonding flexibility of 
phosphorus, which may be present as individual anions, dumbbells, rings, clusters, layers, 
or larger networks.180 In binary metal phosphides for instance, single isolated P anions 
can be found in the Sr3P2 structure, where the nearest P-P interaction is 4.36 Å; while it is 
found as [P2]
2- dumbbells in the MP2 structures of Fe, Co, or Ni.




4- rings are found isolated by K cations, whereas [P11]
3- clusters are found in 
K3P11 compound.
211,212 These isolated motifs can combine to form 1D chains or tubes, 
such as the [P7]∞
1 - helical tubes present in AP7 (A = Li, Na).
213,214 Further increasing of 
the dimensionality leads to 2D layers, like the ones present in TlP5 or the 3D cyclic layers 
found in LiP5.
213,215 A more comprehensive reviews of metal phosphides and their 
structures can be found elsewhere. 180, 216 
 Flexibility of the P-based fragments can lead to polymorphism in binary metal 
phosphides. Structural polymorphism is observed in many metal phosphide systems, 
including: NiP2, Ti5P3, FeP4, Co2P, ZnP2, Zn3P2, and ZrP.
217-223 Oftentimes, slight 
distortions to the lattice can induce the observed polymorphic transformation. In 
example, NiP2, discussed in Chapter X, has two polymorphic modifications, a cubic and 
monoclinic structure. These structures are highly related and only differ by the 
connectivity of P atoms. The monoclinic structure contains zigzag P chains that run along 
the structure, whereas the cubic structure undergoes a Peierls distortion that results in 
isolated P2 dumbbells. These slight structural changes can have large ramifications 
regarding their observed properties and will be discussed further in Chapter X. 
 Because metal phosphides feature diverse structural motifs and compositional 
ranges, they can display a wide range of magnetic, catalytic, and transport properties. As 
a result, they have attracted considerable attention for a number of applications. Beyond 
the structural diversity observed, reasonable thermal and chemical stabilities have been 
found for many of the metal phosphide compounds, making them highly desirable for 
applications in harsh environments. Though the thermal stability is highly dependent on 
the metals involved and the crystallographic structure of the material, i.e. the types and 
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connectivity of the atoms present. First row transition metal phosphides, where the metal 
to phosphorus content is roughly equal, show thermal stabilities well over 1273 K. As the 
compositions move closer to phosphorus rich, these stabilities decrease as P-P bonding 
becomes more prevalent within the structure. Thermal stability also changes moving 
down individual groups on the periodic table. In the tetrel group, the thermal 
decomposition of SiP, GeP, and Sn3P4 decreases from 1433 K, 998 K, and 833 K, 
respectively.224-226 Many of these trends have been gleaned from the sometimes sparsely 
available thermal data available and is in no way encompassing.  
 Mentioned earlier, corrosion resistance has been found for metal phosphides and 
is often a key requirement for applications in harsh conditions. For instance, binary metal 
phosphides have been recognized as potential substitutes for platinum group metals for 
water electrolysis applications due to their comparable catalytic activities and high 
chemical resistance to the working conditions required.167-170,210 Metal phosphides have 
also found their place in applications that require some degree of structural flexibility, 
such as battery anode materials, in which Cu3P has been identified as a potential lithium-
ion battery anode material.227-229 Other notable applications include: thermoelectrics, 
superconductors, super-hard materials, photovoltaics, optic materials, and many others. 






1.4.2 Metal Antimonides 
 As we look down group 15 in the periodic table from phosphorus to antimony, we 
find that metal antimonides have some similarities to the metal phosphides. For instance, 
the compositional range is quite large, spanning from M13Sb to MSb3.
72 Additionally, 
antimonides can similarly form binaries with most metals on the periodic table, apart 
from Tc, W, Pb, and Hg.72 
 Structurally, antimonides can exhibit many bonding motifs and fragments; 
ranging from: 0D Sb fragments can be found in Cu2Sb or β-Zn8Sb7, 1D chains in 
(Zr,V)11Sb8, multiple types of 2D layers in Hf5Sb9, or 3D networks of Sb cubes in 
Mo3Sb7 to list a few examples (Figure 1.33).
230-234 These fragments were constructed 
using a maximum Sb-Sb distance of 3.45 Å. While this is not a typical Sb-Sb bond 
length, Kleinke has compiled both experimental and theoretical data that shows Sb-Sb 
distances of 3.5 Å will still have more than 10% of the force constant seen in short Sb-Sb 
interactions and can thus be considered as weakly bonding interactions.235 If one 
considers the fragments formed by both a metal and Sb, the number of observed bonding 
motifs dramatically increases. And because of this, like the metal phosphides, a number 
of binary metal antimonides exhibit structural polymorphism, such as: Zn4Sb3, Zn8Sb7, 
ZnSb, Ni3Sb, CoSb2, Ti3Sb, DySb, or Cs5Sb2.
231,236-242 Though in the regime of metal 
pnictides, it appears as though antimony is not as versatile as phosphorus in the variety of 




Figure 1.33 Crystal structures of Cu2Sb, β-Zn8Sb7, (Zr,V)11Sb8, Hf5Sb9, and Mo3Sb7. The 
structures are divided based on the dimensionalities of the antimony fragments, i.e. 0D-
3D. (Sb: orange, Cu: blue, Zn: gray, Zr: green, V: red, Hf: gold, Mo: light purple). 
 Antimonides have found themselves in a wide range of applications, though not 
always for the same reason as metal phosphides. While many applications require high 
stability from the metal phosphides, the less stable metal antimonides have found 
applications due to their rich and complex transport properties. For instance, the notable 
semiconductor InSb has been extensively studied since the 1950’s due to its good 
electrical conduction and astonishingly high carrier mobility, >70,000 cm2∙V-1∙s-1 for 
electrons and ~800 cm2∙V-1∙s-1 for holes at ambient conditions.243-245 This material and 
other metal antimonides have been identified for such applications as photodiode 
detectors, transistors, superconductors, and as thermoelectric materials. Beyond these 
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applications, many other metal antimonides have been found to be reasonable laser 
diodes. 
 The primary difference between the metal antimonides and the metal phosphides 
pertains to their bonding. Phosphides within these systems tend to follow traditional octet 
rules; the inclination of an element to realize an electron octet through electron transfer or 
sharing. On the other hand, antimonides are more flexible and occasionally seen 
deviating from this rule, allowing for a variety of high coordination numbers not typically 
seen in phosphides. Because of these trends, phosphide materials are often electron 
balanced and semiconducting in nature, whereas the observed properties for antimonides 
can be much broader. 
1.4.3 Ternary Alkali Metal Antimonides (A = Rb, Cs; M = Zn, Cd, Al, In) 
 In the regime of ternary metal antimonides, where a third element is cesium or 
rubidium and the metal is zinc, cadmium, aluminum, or indium, there are only 5 reported 
structures. Of these structures, some can be formed using both alkali elements or multiple 
metals, leading to a grand total of 9 distinct compounds: Rb16Cd25Sb36, Cs8M18Sb28, (M = 
Zn, Cd), A2Cd5Sb4, A2In2Sb3, and A6AlSb3 (A = Cs, Rb) (Figure 1.34).
31,246-249 Some of 
these compounds, such as Cs8M18Sb28, (M = Zn, Cd) and A2In2Sb3 (A = Cs, Rb) will be 




Figure 1.34 Crystal structures of Cs8M18Sb28, (M = Zn, Cd), Cs2Cd5Sb4, Rb2Zn5Sb4, 
Rb16Cd25Sb36, A2In2Sb3 (A = Cs, Rb), and A6AlSb3 (A = Cs, Rb). 
 While these structures seem unrelated, an overarching theme can be found when 
examined closer: the majority of these compounds, with the exception of A6AlSb3 (A = 
Cs, Rb), are mainly constructed by pseudo-tetrahedrally bound M or Sb atoms. Pseudo-
tetrahedrally bound indicates that the atom is four-coordinated but distorted from the 
typical 109.5° tetrahedral bond angle or with unequal bond lengths.  For instance, 
Cs8M18Sb28, (M = Zn, Cd) is a type-I clathrate, discussed in a previous section, meaning 
the entire [M18Sb28]
8- framework is made up of tetrahedrally bound sites.129 The structure 
of Rb16Cd25Sb36 is closely related to that of a clathrate, crystallizing in its own structure 
type and constructed by towers of stacked pentagonal dodecahedra that are linked 
together either through direct bonds from the dodecahedra or by a partially occupied Cd 
site. Cs atoms sit within the dodecahedra and within channels formed by the linked 
towers. Most framework positions are tetrahedrally coordinated, except for tetrahedra 
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near the partially occupied Cd position, which become highly distorted. While this 
structure includes the pentagonal dodecahedra, a pivotal unit within many clathrate 
structures, Rb16Cd25Sb36 is not a clathrate but instead a clathrate-like structure due to the 
inability to fully tile space with polyhedra. A2In2Sb3 (A = Cs, Rb) is a layered structure, 
with the K2Al2Sb3 structure type, made from layers of sinusoidal In sites that are 
tetrahedrally capped by Sb and separated by Cs cations. While some of the Sb are bound 
to three In atoms, a Sb–Sb bond can be found between two Sb positions that are only 
bound to two In each. This structure will be discussed further in a later chapter. The 
structures of Cs2Cd5Sb4 and Rb2Zn5Sb4 are quite unusual, crystallizing in the K2Zn5As4 
structure type and built by a square [M5Sb4]
2- anionic framework that forms channels in 
which Cs atoms sit. The square lattice is formed by edge- and corner-sharing M@Sb4 
tetrahedra. Finally, the simplest of the presented structures: A6AlSb3. These compounds 
crystallize in the self-named Cs6AlSb3 structure type and is formed by Al@Sb3 trigonal 
planar units dispersed within Cs cations. 
 The structures presented above show the rich structural chemistries that are found 
in the ternary metal antimonide systems. Many of them have been identified as potential 
thermoelectric materials, due to the possibility of low thermal conductivity induced by 
their heavy and complex structures, though no property measurements have been reported 
in the literature. Additionally, many of the structures are constructed from simple 
tetrahedral units but have formed together into wildly different structures. This indicates 
that these systems may not be fully explored, and countless new structures may be found 
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CHAPTER 2.    EXPERIMENTAL CONSIDERATIONS 
This chapter will provide a brief explanation of the experimental techniques used 
to characterize or manipulate the samples discussed in later chapters. The information is 
intended to give an idea of why a technique was used in following chapters but will not 
necessarily cover the theory behind the approach. 
2.1 Single-crystal and Powder X-ray Diffraction 
Single-crystal X-ray diffraction (SC-XRD) is an immensely powerful tool used by 
a broad range of scientists. As the name suggests, this technique utilizes X-ray diffraction 
on a single crystal of a given sample, producing a three-dimensional dataset. Once the 
data has been worked up and deconvoluted, the result is the determination of the crystal 
structure of the material. This structure is crucial for understanding the chemistry that has 
occurred in a given sample. Additionally, if properties of a material are being tested, it 
can give insight into the structure-property relationships of that material.  
Powder X-ray diffraction (PXRD) gives highly informative data, but in a slightly 
different manner. A single crystal diffraction experiment results in the determination of a 
crystal structure for what its name implies, one selected single crystal. While this if 
highly useful, it is not overly informative for a bulk sample. For instance, a single crystal 
used may be the only of its kind within the entire sample. Such reasons require the use of 
broader characterization for the entire sample; often in my case powder diffraction. 
Powder diffraction results in the diffraction from a huge number of the crystallites 
present within a sample, giving a clearer picture of the entire sample. Unfortunately, as 
PXRD requires the random orientation of the crystallites measured, the three-dimensional 
data observed in the SC-XRD experiment is reduced to a single dimension in PXRD. 
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Because of this reduction and the fact that oftentimes entire samples are not single-phase, 
crystal structure solution from PXRD is challenging.  
Ideally a synergistic use of both SC-XRD and PXRD is preferred. Then a clearer 
picture of the entire sample and the crystalline structure can be understood. 
While the benefits to X-ray diffraction are huge, there are limitations and caveats 
that must be observed. Setup for SC-XRD experiments and the resulting data must be 
treated very carefully. In the painstaking process of finding a suitable single-crystal, 
oftentimes a number of poor specimens are found. One possible reason a “crystal” is 
unsuitable for SC-XRD is that it is really two or more crystals stealthily intergrown into 
one another, known as twinning of the crystals. While most cases of twinning are easily 
identifiable, e.g. the faceted faces of two crystal bisecting one another, some twinning 
cases are harder to identify. In either case, running a twinned single crystal experiment 
often leads to a poor or failed structure solution. Oftentimes, the remedy to this situation 
is to begin looking for a new crystal within the sample. In the extreme, some materials 
can be extensively twinned to near the nano domain and other characterization methods 
must be sought out, such as electron diffraction. As PXRD is not spatially resolved in 3D, 
it is not affected by crystallographic twinning. 
A limitation of both X-ray diffraction techniques is that they are not particularly 
suited for determining structures that contain neighbors on the periodic table. This is 
problematic due to the X-ray scattering factors of elements, which linearly scale with 
increasing numbers of electrons. To fully determine a crystal structure that contains 
periodic neighbors, additional characterization methods must often be used. One common 
workaround is to couple neutron diffraction with X-ray experiments. Unlike X-rays, 
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neutron scattering occurring on nuclei rather than electron clouds and periodic neighbors 
could have vastly different scattering powers. Additionally, neutron is often isotope 
sensitive. An example is the Ba8M24P28+δ (M = Cu/Zn) clathrate, where the authors 
coupled X-ray and neutron diffraction techniques to elucidate the Cu/Zn component of 
the clathrate framework.  
2.2 In-situ Synchrotron Powder X-ray Diffraction 
In-situ synchrotron powder X-ray diffraction an indispensable tool for directly 
understanding the processes occurring within crystalline chemical systems at high 
temperatures, up to 1273 K in my case. To realize fast data collection, a synchrotron X-
ray source must be used. At the Advanced Photon Source at Argonne National Lab, 
beamline 17-BM has an in-situ PXRD experimental setup that allows for beam powers of 
~50 keV (λ = ~0.2 Å). This high energy X-ray beam can easily penetrate capillary 
samples with enough intensity to allow for astonishingly quick PXRD patterns to be 
taken; on the order of a few seconds. Pattern collection is also sped up with a large 2D 
area detector.  
Samples are loaded into small silica capillaries (ID: 0.7 mm, OD: 0.5 mm) and 
flame sealed under vacuum. At the beamline, these sample capillaries are placed within a 
shield capillary tube that is attached to a supporting assembly (Figure 2.1). This 
supporting assembly is fit with small resistance heaters above and below the sample, 
along with Kapton shields to help maintain the thermal stability at high temperatures 
(Figure 2.1a). A thermocouple is guided into the shield capillary and placed near the 
sample capillary, outputting data to the temperature control software (Figure 2.1b). Once 
91 
 
the X-ray beam is centered on the sample, PXRD patterns can then be collected in the 
available temperature range. 
 
Figure 2.1 Experimental setup used at 17-BM at the Advanced Photon Source at 
Argonne National Lab. 
A number of synthetically related questions can be determined using this 
technique. For instance, if one was studying the synthesis of a compound, the loading of 
elements or binary precursors into the capillary and an in-situ experiment could be run. 
Ideally this experiment would give insight into the temperature of formation of the target 
phase, melting/decomposition temperatures, or formation of admixture phases. 
Furthermore, this technique is advantageous for directly studying structural 
transformations, giving both temperature of transformation and unequivocally 
crystallographic confirmation of the transformation. 
The thermal accuracy of this method was accounted for through the use of 
standards. Capillaries containing Sn, Sb, and Ge powders were run at a standard heating 
of 10 K/min until melting. These samples were cooled to crystallization and heated until 
melting twice more to check the melting point for consistency. Experimentally 
determined melting temperatures were compared to the literature values and a 
temperature calibration equation was determined. At high temperatures (1273 K), an 
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offset of ~50 K is observed. All reported in-situ PXRD temperature data in this 
dissertation has been corrected using this method. 
2.3 Differential Scanning Calorimetry 
Differential scanning calorimetry (DSC) is a technique that was used to determine 
the thermal stability of a synthesized material. The Netzsch 404 F1 Pegasus calorimeter 
measures the power required to heat the experimental sample compared to a blank 
reference. Deviations from this blank will indicate thermal events that are occurring 
intrinsically to the sample. Endothermic peaks indicate that energy is required and 
corresponds to the breaking of bonds (melting or decomposition), while exothermic peaks 
indicate the formation of bonds (crystallization). DSC data can also indicate structural 
transformations. As the data is shown as a plot with endo- or exothermic peaks, care must 
be taken to correctly assign these transformations. Oftentimes performing PXRD 
(Chapter 2.1) after the sample measurement can be useful to determine what has occurred 
during the measurement. Additionally, coupling more advanced methods, such as in-situ 
powder X-ray diffraction (Chapter 2.2), can help elucidate complex DSC plots. Our DSC 
measurements are conducted within small evacuated and flame-sealed silica ampoules 
with flat bottoms (for good thermal contact). This method helps maintain the cleanliness 
of the instrument, as the entirety of the sample is sealed within the ampoule. 
Unfortunately, more sensitive samples may decompose at lower temperatures due to the 
vacuum or with the direct contact to the silica surface. As stated earlier, great attention 
must be given to understand what is occurring during these experiments. 
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2.4 Scanning Electron Microscopy and Energy Dispersive X-ray Spectroscopy 
Scanning electron microscopy (SEM) and energy dispersive X-ray spectroscopy 
(EDX) was used to examine the physical morphology and the composition of synthesized 
materials and pressed pellets. Experimental samples are held in place using sticky 
double-sided carbon tape. Geometrically speaking, measuring pellets is the preferred 
method due to their flat and perpendicular surface. The flat nature of the surface is ideal 
for collecting the characteristic X-rays needed for EDX, while measurement of powders 
can lead to attenuation of the signal from the rough landscape created by the powder. 
Beyond the geometric sample preparation, a few concepts must be kept in mind 
while collecting data. First is the realization that the sample may not be fully 
homogenous. This can often be seen in the SEM images, based on the sample contrast, 
and could be intrinsic to the sample or merely a surface contamination. Each area should 
be investigated to understand the composition of the sample. Second, when performing 
EDX analysis, multiple sites should be sampled to improve the statistics of the 
compositional analysis. A compositional width of formation may be present within the 
sample. Third, some elements have similar or overlapping X-ray emission energies, so a 
sufficiently high electron beam energy should be chosen to ensure these elements can be 
resolved. It is unlikely that higher-order emissions, e.g. L or M edges, will also be 
overlapped. Fourth, even if the studied material does not seem air- or water-sensitive, 
material’s surface might exhibit such a sensitivity. It is possible that a material can react 
with oxygen or water at its surface but not show signs of degradation in the bulk. It may 
be that the oxidizing surface layer passivates the samples preventing further 
decomposition of the bulk sample. SEM/EDS probes a few micron depth in the sample 
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and contribution of surface oxides might be considerable. When in doubt, air-sensitive 
holders should be used to transfer samples from an inert glovebox to the instrument. 
Attention to these details can significantly help improve the analysis done on a studied 
sample. 
2.5 Sample Densification 
Creating highly-dense pellets of synthesized samples for property measurements 
is required when large macroscopic single-crystals are not available. While the growth of 
sizeable single crystals can be achieved in certain systems by a skilled experimentalist, in 
most cases micron-sized crystallites are as close as it gets. At that point, pressing of a 
pellet with comparable density to the theoretical crystallographic density is needed. 
For a pellet to realize a high theoretical density (>90% of crystallographic 
density), both adequate force and heat must be used. The combination of the two helps 
sinter individual grains, leading to a dense material approximating the properties of a 
crystal. The removal of the grain boundaries is imperative, as they can interfere with the 
intrinsic transport properties of a studied material. My chosen method to press dense 
pellets is the spark plasma sintering (SPS) method. This process creates force by a 
hydraulic press and heat with the passing of current through the sample. The housing die 
made from high-density graphite with a round hole bored through the middle (Figure 
2.2). Samples are loaded into the die, flanked by graphite foil, and sandwiched between 
two tungsten carbide plungers (Figure 2.2). Force is applied to the plungers and current is 
passed through the die until the desired temperature is reached through Joule heating. 
Oftentimes this pressing is performed under vacuum or a partial pressure of an inert gas 
(e.g. Ar). After pressing, the pellet is polished to remove graphite contamination. The 
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pellet density is measured after polishing. PXRD can be used to confirm the purity of the 
pellet after pressing. 
 
Figure 2.2 a) schematic of the die used in a spark plasma sintering (SPS) pellet pressing 
and b) picture of graphite die, WC plungers, and graphite foil spacers used in the pressing 
process. 
2.6 Transport Property Measurements 
Basic transport property measurements: electrical resistivity, thermal 
conductivity, and Seebeck coefficient, are typically performed in two temperature 
regimes: high-temperature (300 K–1273 K) and low-temperature (2 K–300 K). High-
temperature measurements are not included in this dissertation and thus will not be 
discussed. Low-temperature measurements are often carried out using a Quantum Design 
Physical Property Measurement System (PPMS), which uses a helium cryostat to control 
the sample chamber temperature. Thermal conductivity and Seebeck coefficient are 
measured using a two-probe configuration, while electrical resistivity is measured using a 
four-probe setup. 
The two-probe configuration (Figure 2.3) is achieved by bonding a pellet or 
crystal (middle gray portion) to two leads (gold) using a conductive epoxy. The leads are 
made from thermally and electrically conductive metal. For thermal conductivity, a DC 
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current is applied as a heat source and the temperature gradient between the (hot) and 
(cold) is measured using the V+ and V- thermocouples. Using the specific sample 
geometry, thermal conductivity can be extracted. Simultaneously to this measurement, 
Seebeck coefficient is found by the measurement of the voltage gradient that is created 
during the applied temperature gradient. 
 
Figure 2.3 Schematic of a 2-probe PPMS experimental setup. 
Four-probe electrical resistivity (Figure2.4) is measured in a slightly different 
configuration to the transport properties. Ideally, the sample is cut into a regular shape 
with a constant cross-sectional area, such as a bar. Then four platinum wires are attached 
to the bar using a conductive silver paste. An AC current is applied to the bar and voltage 
measurements are taken in the current path. Knowing the cross-section of the bar and 
distances between the voltage leads, the resistivity can be calculated. Alternatively, if the 
measured sample is highly air- or water-sensitive, a Quantum Design pin assembly can be 
used. This method relies on pins making good interface connection with the sample and 
can be easily performed in an inert gas glovebox. The pin assembly measurements often 
gives comparable data to the previously discussed method at room temperature, but often 




Figure 2.4 Schematically of a four-probe electrical resistivity setup. 
2.7 Quantum Chemical Calculations 
Quantum chemical calculations are a means to compute the electronic band 
structure of a molecule or material. Atomic orbitals of individual atoms can combine to 
form molecular orbitals when mixed with other atomic orbitals. As the number of 
molecular orbitals grows, such as in extended structures, these molecular orbitals begin to 
grow closer to one another and form into electronic bands. These bands are viewed as a 
function of different vectors of the Brillouin zone, the reciprocal unit cell. If the 
electronic band structures are integrated in terms of energy levels, a density of states 
(DOS) plot results. This plot shows the function of integrated states at selected energy vs. 
energy. 
The highest electron occupied band is known as the valence band and the energy 
level that is occupied at 0 K is known as the Fermi level, while the lowest unoccupied 
orbital is known as the conduction band. These are analogous to the molecular orbital 
HOMO and LUMO, respectively. Electronic band structures of a material can give 
insight into the predicted electronic properties and possibly even the stability of the 
material. For instance, if a gap exists between the valence and conduction, then the 
material is expected to exhibit semiconducting or insulating properties. On the other 
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CHAPTER 3.    TWO-DIMENSIONAL METAL NaCu6.3Sb3 AND SOLID-STATE 
TRANSFORMATIONS OF SODIUM COPPER ANTIMONIDES 
Modified from a publication in Dalton Transactions: 
Bryan Owens-Baird, Shannon Lee, Kirill Kovnir, Dal. Trans. 2017, 46, 12438-12445. 
3.1 Introduction 
Lithium-ion batteries have developed into the leading choice for power storage in 
portable electronics and other battery applications.1 Due to the popularity and increased 
consumption of lithium, raises questions to lithium sustainability in this field.1-3 
Alternatives to lithium-ion battery technology are critical when the demand for energy 
storage is dramatically increasing. The sodium-ion battery has been suggested as a 
potential substitute.4-5 Sodium has similar electropositive behaviors to Li and three orders 
of magnitude greater earth abundance.6 While sodium and lithium can both accommodate 
a +1 charge, the heavier mass and larger radius of sodium become problematic in regards 
to ion mobility.4-5 These differences create the need for novel materials with 
unconventional structures that could be used for sodium-ion battery applications. 
Two-dimensional layered materials have been of interest as battery materials due 
to their ability to intercalate and de-intercalate between the layers of their structure.4-5, 7-9 
Active research on sodium-ion batteries have focused on layered sodium transition metal 
oxides and chalcogenides, such as NaMO2 (where M = Co, Mn, Fe, or Ni) or MoS2.
10-18 
Furthermore, there is a diverse family of layered structures that contain sodium, copper, 
and pnicogen or chalcogen elements, such as: NaCuSe, NaCuTe, NaCu4As2, NaCu4Sb2, 
NaCu3Te2, NaCu4S4, Na2Cu4S3, NaCu4Se3, and NaCu5.76Se4.
19-25 The metal-
pnictide/chalcogenide layers in these structures range from three to ten atoms thick, with 
Na residing between the layers.  
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Ideally, battery materials are composed of earth abundant, inexpensive, and non-
toxic elements; therefore, the use of As, Se, and Te is undesirable. Earth-abundant metal-
pnictide materials, such as Cu2Sb, have been studied as anode materials for both lithium 
and sodium batteries.26-29 Investigations of Cu2Sb for sodium battery applications have 
shown moderate capacity and high cycling stability.28 Investigation of ternary Na-Cu-Sb 
phases with respect to their crystal structures and ability to intercalate/release Na is 
crucial for the understanding of the mechanism of Cu2Sb sodiation. Other novel and 
known copper antimonide structures for sodium-ion battery applications may be prudent. 
We report the synthesis and crystal structure of the novel layered compound 
NaCu6.3Sb3, crystallizing in a unique structure type. Additionally, we explore the 
reversible solid-state transformations that occur within the Na-Cu-Sb system. The 
reversible stepwise transformation ranging from a three-dimensional Cu2Sb to a two-
dimensional Na-rich NaCu4Sb2 was observed. For both, NaCu6.3Sb3 and NaCu4Sb2, the 
crystal and electronic structures, synthesis, stability, and transport properties are 
discussed herein. 
3.2 Experimental Details 
3.2.1 Synthesis 
All handling and manipulation of starting materials was carried out in an argon 
filled glovebox (p(O2) < 1 ppm). The starting reagents were used as received: sodium 
metal (Alfa Aesar, 99.95%), copper powder (Alfa Aesar, 99.99%), and antimony shot 
(Alfa Aesar, 99.9999%). 
Pure samples of NaCu4Sb2 (Na0.5Cu2Sb) were prepared via a solid-state reaction 
of the elements in a ratio of 1.2:4:2 for Na:Cu:Sb. The elements were loaded into a 
carbonized silica ampoule, evacuated, and flame sealed. The sealed ampoule had an inner 
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diameter of 9 mm and a length of roughly 70 mm. The ampoule was heated from room-
temperature to 800 K over 5 h, annealed for 24 h, and cooled to room-temperature 
naturally. A single-phase sample consisting of shiny black plate-like crystals was 
obtained. 
Pure samples of NaCu6.3Sb3 (Na0.33Cu2.1Sb) were prepared via a solid-state 
reaction of the elements in a ratio of 1.2:6.3:3 for Na:Cu:Sb. The elements were loaded 
into a carbonized silica ampoule, evacuated, and flame sealed. The sealed ampoule had 
an inner diameter of 9 mm and a length of roughly 70 mm. The ampoule was heated from 
room-temperature to 923 K over 5 h, annealed for 24 h, and cooled to room-temperature 
naturally. A single-phase sample consisting of shiny black plate-like crystals was 
obtained. 
Samples with substantial content of the “intermediate phase” (NaxCu2Sb, 0.33 < x 
< 0.5) were prepared via a solid-state reaction of the elements in a ratio of 1.45:5:2.5 for 
Na:Cu:Sb. The elements were loaded into a carbonized silica ampoule, evacuated, and 
flame sealed. The sealed ampoule had an inner diameter of 9 mm and a length of roughly 
70 mm. The ampoule was heated from room-temperature to 873 K over 5 h, annealed for 
24 h, and cooled to room-temperature naturally. 
Single-phase samples of Cu2Sb were prepared via a solid-state reaction of Cu and 
Sb in a stoichiometric ratio. The elements were loaded into a carbonized silica ampoule, 
evacuated, and flame sealed. The ampoule was heated from room-temperature to 873 K 
over 5 h, annealed for 60 h, heated to 1173 K over 5 h, and quenched into ice water. A 




3.2.2 Powder X-ray Diffraction 
Samples were analyzed via room-temperature powder X-ray diffraction using a 
Rigaku Miniflex 600 diffractometer employing Cu-Kα radiation (λ = 1.54185 Å) with a 
Ni-Kβ filter. Scans were performed from 5 – 80° 2θ on a spinning Si-crystal zero-
background plate on air. 
3.2.3 Single-Crystal X-ray Diffraction 
Single-Crystal X-ray Diffraction was carried out using a Bruker D8 Venture 
diffractometer with a Bruker Photon100 CMOS detector employing Mo-Kα radiation (λ = 
0.71073 Å). The dataset was collected at 100 K under a N2 stream with a variety of φ- 
and ω-scans recorded at a 0.3° step and integrated using the Bruker SAINT software 
package.30 Multiscan absorption correction was used. Structure solution and refinement 
was achieved using the SHELX suite.31 Atomic positions, occupancy, and atomic 
displacement parameters are shown in Table 3.2 (tables can be found at the end of the 
chapter). Full details of the structure refinement, selected interatomic distances and 
angles, and anisotropic displacement parameters can be found in Tables 3.1, 3.3, and 3.4. 
At the final stages of the refinement, high residual electron density peaks and 
extremely large anisotropic displacement in the [001] plane were observed for Sb(1) 
atoms located at the 2b special position (0,0,¼). This position was allowed to relax to 6h 
position with coordinates (x,2x,¼) with occupancy fixed to 33.3%. This shift resulted in 
the elimination of high difference electron density peaks and a twofold drop in the 
R1/wR2 values. Sb(1) located in the 6h position created a threefold position with 0.25 Å 
separation (Figure 3.2). The interatomic separations between Cu(4) and Sb(1) are 
2.288(9) Å and 2.511(8) Å. While 2.511 Å is similar to other reported Cu-Sb distances, 
103 
 
2.288 Å is too short to be real. We hypothesize that the split of Sb(1) position is caused 
by presence of the vacancies in the surrounding Cu(4) sites. 
 
Figure 3.1 Fragment of the crystal structure of NaCu6.3Sb3 around the disordered Sb(1) 
site. The external bond lengths of the triplet distances shown between Cu(4) and Sb(1) is 
2.511Å (solid line), while the interior distance is 2.288Å (dashed line). The latter distance 
is too short to be present in the structure. 
3.2.4 Variable Temperature Synchrotron Powder X-ray Diffraction 
Variable temperature PXRD data was collected at the synchrotron beamline: 17-
BM at the Advanced Photon Source (APS) at Argonne National Lab (ANL). Laboratory 
prepared samples were loaded into 0.5 mm inner diameter silica capillaries (0.7 mm outer 
diameter) and sealed under vacuum. The sealed silica capillaries were placed into a 
secondary shield capillary, with a thermocouple set as close as possible to the 
measurement area. An experimental set-up can be found elsewhere.32 The data was 
collected with λ = 0.45336 Å and a temperature range from 300 K to 1073 K. 
3.2.5 Energy Dispersive X-ray Spectroscopy 
Elemental composition analysis was performed through Energy Dispersive X-ray 
Spectroscopy using a Hitachi S4100 T SEM (Oxford INCA energy). For each 
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composition, measurements were taken at a collection of sites on multiple crystals to 
improve statistics. 
3.2.6 Differential Scanning Calorimetry 
Differential Scanning Calorimetry was performed using a Netzsch Thermal 
Analysis STA 409 calorimeter. Approximately 30 mg of sample was loaded and sealed in 
small evacuated silica ampoules and measured between 323-1073 K with a 
heating/cooling rate of 10 K/min. 
3.2.7 Sample Densification  
Pellets of NaCu6.3Sb3 and NaCu4Sb2 for property measurements were prepared by 
use of an 8-mm stainless steel die. Finely ground powders were cold pressed with a force 
of 7 MPa, yielding shiny metallic pellets. Ingots of Cu2Sb were used as prepared from 
synthesis and cut into regular shapes. The pelletized samples of Cu2Sb, NaCu6.3Sb3, and 
NaCu4Sb2 had geometrical densities of 90%, 95%, and 92% of their theoretical X-ray 
densities, respectively. Purity of the samples was confirmed through PXRD. 
3.2.8 Transport Properties 
Thermal and charge-transport properties were measured from 10-300 K using a 
Quantum Design Physical Property Measurement System (PPMS). The Seebeck 
thermopower and thermal conductivity were measured using the Thermal Transport 
Option in a two-probe configuration. Electrical resistivity was measured using the 
Alternating Current Transport option and a four-probe geometry with 50 μm platinum 
wires and silver paste. Partial degradation of the samples would occur if measured to the 
instrument temperature limit of 400 K. 
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3.2.9 Electronic Structure Calculations 
Band structure and density of state data was calculated using the tight binding 
linear muffin-tin orbital, atomic sphere approximation (TB-LMTO-ASA) program.33 
Experimentally obtained lattice parameters and atomic positions were used in the 
calculations. The band structures and density of states were calculated after a converging 
of the total energy. Two models were used to calculate the electronic structure of 
NaCu6.3Sb3: fully occupying or removing the Cu(4) site, yielding compositions of 
NaCu7Sb3 and NaCu6Sb3, correspondingly. In both models the idealized position 2b 
(0,0,¼) for Sb(1) was used. The density of k-mesh for Cu2Sb, NaCu6Sb3, NaCu7Sb3, and 
NaCu4Sb2 was 16×16×25, 42×42×14, 42×42×14, and 50×50×8, respectively. The 
number of the irreducible k-points in the irreducible part of the Brillouin zone was 585, 
1352, 1352, and 5101, respectively. 
3.3 Results and Discussion 
3.3.1 Crystal Structure 
NaCu6.3Sb3 crystallizes in the space group P63/mmc (No. 194, Z = 1) with unit 
cell dimensions of a = 4.2166(2) Å and c = 24.041(1) Å (Figure 3.2). It is a new structure 
type with the Pearson symbol hP10.3 and idealized Wyckoff sequence k1f3e1d1a1. There 
are 7 crystallographically unique positions in the unit cell, listed in Table 3.2. The 
structure consists of 2[Cu6.3Sb3]
- slabs that propagate in the ab plane separated by a layer 
of Na+ cations. The 2[Cu6.3Sb3]
- slabs are stacked in an ABAB arrangement along the c-
axis. While the crystal structure of NaCu6.3Sb3 looks complex, it can be broken down and 
visualized in simple components. First, the backbone of the 2[Cu6.3Sb3] slabs consists of 
three stacked graphene-like layers that are perpendicular to the c-axis (Figure 3.2a). Two 
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of the layers are composed entirely of Cu, with the third being a mixed Cu3Sb3 
heterolayer. This Cu3X3 flat hexagonal layer is a common building block in metal 
pnictides and chalcogenides, such as in KZnSb, KCuSe, BaAuP, CaAuSb, KHgSb, or 
ACuSb (A = Ca, Sr, Ba, and Eu).22, 34-39 Similarly, isolated hexagonal Cu layers can be 
found in compounds such as: LaCu2, SrCu, or BaCu.
40-41 Top and bottom graphene-like 
layers contain alternating Cu(1) and Cu(3) sites, while the middle layer has alternating 
Cu(4) and Sb(1) positions. Each Sb(1) atoms is surrounded by three Cu(4) atoms. The 
latter site has ~1/3 occupancy, causing the Sb(1) atomic position 2b (0,0,¼) to split into 
three partially-occupied 12k positions. The 12k sites form a triangle in the [001] plane 
with a 0.25 Å separation from each other (Figure 3.1). Such Sb(1) splitting optimizes the 
Sb(1)-Cu(4) bonding. When Sb(1) is located in the idealized 2b position, the Sb(1)-Cu(4) 
distances is 2.41 Å, which is shorter than any reported Cu-Sb distance in binary or 
ternary copper antimonides. Shift of the Sb(1) to the 12k position resulted in the 
formation of two longer distances of 2.511(5) Å and one short distance of 2.288(9) Å. 
While the former distances are similar to the Cu-Sb distances in the known antimonides, 
the latter is too short to be truly present in the structure (Figure S6). In Figure 3.2, Sb(1) 
is shown in the idealized 2b position for clarity. Capping Sb(2) sites are located on the 
outside of the Cu layers, centered above each hexagon (Figure 3.2b). The middle Cu/Sb 
layer is doubly capped by Cu(2) sites (Figure 3.2b) eclipsing the hexagons. Propagation 
of the 2[Cu6.3Sb3]
- slabs and insertion of the Na completes the NaCu6.3Sb3 crystal 




Figure 3.2 Building of the NaCu6.3Sb3 structure from simple components: (a) graphene-
like layers of Cu or Cu3Sb3; (b) capping of these layers with Cu and Sb to form the 

2[Cu6.3Sb3]
-  slab; and (c) insertion of Na between the layers to form the full NaCu6.3Sb3 
crystal structure (Na atoms are shown in yellow; Cu atoms in blue; and Sb in orange). 
There are many Cu-Sb interatomic distances in the structure of NaCu6.3Sb3 that 
are similar or shorter than the sum of the two covalent radii (2.71 Å; rCu = 1.32 Å; rSb = 
1.39 Å).42 In the binary phase, Cu2Sb, the Cu-Sb distances are in the range of 2.62-2.84 
Å.43 In layered NaCu4Sb2, the Cu-Sb distances are 2.57-2.83 Å and Cu-Cu distances are 
2.45-2.78 Å.19 Both types of distances, Cu-Sb and Cu-Cu, are shorter in the structure of 
NaCu6.3Sb3, and indicates stronger bonding interactions. The central Cu/Sb heterolayer 
has Cu(4)-Sb(1) distances of 2.511(5) Å. This distance is slighly shorter, but comparable, 
to the distances observed in the planar Cu/Sb hexagonal layers of ACuSb (A = Ca, Sr, Ba, 
and Eu), which have distances ranging from 2.57 Å to 2.66 Å.37-39 Cu(2) has a slightly 
longer distance to Sb(2) of 2.585(2) Å, forming a distorted Cu@Sb4 tetrahedra. Cu-Sb 
distances between capping atoms and the planar hexagonal layers are all comparable and 
similar to the sum of the covalent radii of Cu and Sb, with distances of 2.728(1) Å, 
2.7167(9) Å, and 2.7490(8) Å for Sb(2)-Cu(1), Sb(2)-Cu(3), and Sb(1)-Cu(2), 
respectively. The Cu(1)-Cu(3) distance in the hexagonal layer,  2.4346(1) Å, is shorter 
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than the Cu-Cu distance in metallic copper, which is 2.555 Å at room temperature.44 
These short Cu-Cu distances are similar to distances reported for copper intermetallic 
compounds, including: CuAl2, DyCu2, and RCu6 (R = Ce, Pr, Nd, Sm, Gd).
41, 45-48 Other 
compounds with planar hexagonal layers, such as LaCu2 and ACu (A = Sr or Ba), have 
longer Cu-Cu lengths of 2.51-2.60 Å.40-41 Finally, the distorted Na@Sb6 octahedra has 
Na-Sb(2) distances of 3.268(6) Å. Additional structure refinement details, anisotropic 
displacement parameters, and selected bond lengths and angles can be found in Tables 
3.1, 3.3, and 3.4. 
Structurally, NaCu6.3Sb3 can be compared to the closely related layered crystal 
structure, NaCu4Sb2, which crystallizes in the trigonal space group 𝑅3̅𝑚 (No. 166).19 
NaCu4Sb2 is composed of thinner 
2[Cu4Sb2]
- slabs with Na between the layers. The slabs 
can be envisioned as a two layers of puckered Cu hexagonal layers that are capped by Sb 
on either side. In an identical fashion to NaCu6.3Sb3, the Na sites of NaCu4Sb2 are 
coordinated by Sb, forming distorted Na@Sb6 octahedra. Visually, the relationship 
between NaCu4Sb2 and NaCu6.3Sb3 can be realized by removing one layer of Na per unit 
cell in the NaCu4Sb2 structure and condensing the Cu/Sb layers together (Figure 3.3). 




Figure 3.3 A visual representation of the relationship of the NaCu4Sb2 to NaCu6.3Sb3 
structures, shown in a ball-and-stick representation along the a-axis. (Na atoms are shown 
in yellow; Cu atoms in blue; and Sb in orange). 
Additionally, a third ternary Na-Cu-Sb compound has been synthesized and 
observed through PXRD; though a reasonable solution to any single-crystal X-ray 
diffraction (SC-XRD) dataset taken has not been achieved. As an exact composition has 
not been determined, we will refer to this third Na-Cu-Sb structure as the “intermediate 
phase” for the remainder of the paper. SC-XRD experiments consistently yield a 
primitive hexagonal unit cell of a = 7.3342(6) Å and c = 20.445(2) Å for crystals of this 
intermediate phase. All unindexed diffraction peaks of the PXRD pattern of the sample 
with substantial content of the intermediate phase can be completely indexed using the 
unit cell parameters obtained from the SC-XRD experiment (Figure 3.4). We 
hypothesized that the structure of the intermediate phase is also a layered structure with a 
similar Cu:Sb ratio of 2:1. It may contain new type of Cu-Sb layers or be a mixture of 
layered structures containing both 2[Cu4Sb2]
- and 2[Cu6.3Sb3]
- layers. No single-phase 
samples of the intermediate phases were obtained. Presence of the admixture NaCu4Sb2 




Figure 3.4 PXRD patterns of: (a) sample containing the intermediate phase and 
NaCu4Sb2, and (b) single-phase sample of NaCu4Sb2. Peaks assigned to the intermediate 
phase are labeled with red diamonds. All labeled peaks were indexed using the unit cell 
parameters obtained from single-crystal indexing and using the CMPR software 
package49: primitive hexagonal unit cell with a = 7.334 Å and c = 20.445 Å.  
Energy dispersive X-ray spectroscopy (EDXS) was used to investigate the 
compositions of NaCu6.3Sb3 and the intermediate phase. Results of the NaCu6.3Sb3 
crystals had comparable values to the SC-XRD refined composition, while the 
intermediate phase produced a composition close to Na0.42(4)Cu2.2(2)Sb when normalized 
to 1 Sb. The overlap of the characteristic Na-Kα (1.040 keV) and Cu-Lα (0.928 keV) X-
ray edges makes accurate quantification of the exact composition difficult. 
3.3.2 Synthesis, Calorimetry, and Structural Transformations 
The synthesis of NaCu6.3Sb3 and NaCu4Sb2 can be achieved either from elements 
or by using binary starting materials, such as NaSb. In all cases, an excess of Na must be 
present to counteract for the high vapor pressure of Na at elevated temperatures in an 
evacuated ampoule. A careful balance of Na and interior silica tube volume must be 
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preserved to synthesize single-phase samples. All attempts to increase Na content past 
NaCu4Sb2 resulted in black amorphous air-sensitive powders. NaCu6.3Sb3 and NaCu4Sb2 
appear to be line-compounds and there has been no indication that any phase-width exists 
based on PXRD peak positions. Both NaCu6.3Sb3 and NaCu4Sb2 appear to be air-stable, 
with samples left within a desiccator for 4 weeks and no noticeable changes in their 
PXRD pattern. Both compounds, however, are water-sensitive and will decompose 
slowly under moisture.  
Synthesized samples from elements form primarily as intergrown plate-like 
crystals. As the plates stack and intergrow, most crystals are extensively twinned and 
unsuitable for SC-XRD. Attempts to break the plates apart showed that these phases are 
quite ductile and the crystals will deform with a minimal amount of applied force.  
Suitable crystals for SC-XRD were carefully removed from the top of freshly opened 
samples, yielding black flat hexagonal crystals for all ternary phases. 
Intriguingly, a reversible solid-state transformation can be observed in this 
system. Cu2Sb, NaCu6.3Sb3, the intermediate phase, and NaCu4Sb2 can be transformed 
reversibly from one to another (Figure 3.5). This conversion is driven by heat treatment 
either in vacuum or at saturated Na vapor, depending on the direction of transformation. 
While the transformation from one composition to the other can be achieved in a 
relatively high yield, the precise control of the transformation reaction is difficult. Stated 
earlier, the evacuated volume in the reaction vessel and the amount of Na added is crucial 
for the transformation result. The target ternary phase obtained from the transformation is 




Figure 3.5 Diagram of solid-state transformations in the Na-Cu-Sb system. Arrows and 
text describe the direction and conditions required for transformation. Compositions 
normalized to Cu2Sb are shown in parentheses.  sign depicts a high-temperature 
treatment at 923 K for 12 hours. 
This transformation was studied using in-situ variable temperature synchrotron 
PXRD of NaCu4Sb2. Figure 3.6 shows a portion of magnified in-situ PXRD patterns 
which are offset for clarity. The low angle peaks are highly informative for the progress 
of the transformations; a full waterfall plot is shown in Figure 3.7. When heated from 
room-temperature, formation of the more Na-deficient phases begins to occur. As the 
silica capillaries are sealed under vacuum, this vacuum causes the partial transformation 
of NaCu4Sb2 to NaCu6.3Sb3 at 510 K. The growth of the intermediate phase can be 
tracked as the temperature is increased from 823-943 K. Peak heights of NaCu4Sb2 
consistently diminishes throughout the heating process. Heating above 943 K results in 
the growth of the NaCu6.3Sb3 peaks and the reduction of intermediate phase; with almost 
complete transformation to NaCu6.3Sb3 occurring at 993-1008 K (data not shown). It 
should be noted that while the thermocouple was as close as possible to the measurement 
area, the measurement of identical samples have shown some experimental inconsistency 




Figure 3.6 In-situ variable temperature synchrotron PXRD of NaCu4Sb2, λ = 0.45336 Å. 
The sample was heated from room temperature (bottom pattern) to 943 K (top pattern). 
Patterns are offset in the x-axis for clarity and peaks attributed to NaCu4Sb2, NaCu6.3Sb3, 
and the intermediate phases are labeled. 
 
Figure 3.7 In-situ variable temperature synchrotron PXRD of NaCu4Sb2. The sample is 
heated from room temperature (bottom pattern) to 943 K (top pattern). 
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Differential scanning calorimetry (DSC) measurements were performed for 
Cu2Sb, NaCu6.3Sb3, and NaCu4Sb2 to accurately determine transformation and melting 
temperatures (Figure 3.8). The DSC curve of Cu2Sb (Figure 3.8a) shows a sharp peak 
upon heating at 852 K and a wider feature starting at ~903 K. The first peak is attributed 
to the incongruent melting of Cu2Sb and the second from the final melting of the Cu3Sb-
ht2 phase; determined from the binary phase diagram of Cu-Sb.50 The cooling curve also 
shows two intense crystallization peaks at 923 K and 848 K, which is attributed to the 
crystallization of the Cu3Sb-ht2 phase and Cu2Sb, respectively. No sign of Cu3Sb-ht2 is 
seen in PXRD patterns after the measurement and is assumed to have transformed to 
Cu2Sb upon cooling. The DSC curve of NaCu6.3Sb3 (Figure 3.8b) shows a melting peak 
at 1013 K, confirmed via in-situ PXRD data. In addition, a small peak at 850 K, 
corresponding to the melting of Cu2Sb is observed. The presence of Cu2Sb during heating 
is attributed to a small amount of NaCu6.3Sb3 that was converted due to heating under 
vacuum. The DSC curve for NaCu4Sb2 (Figure 3.8c) only shows one melting peak with 
an onset at 1013 K and attributed to NaCu6.3Sb3. No additional melting points can be seen 
in the curve, but based on the gradual conversion seen from the in-situ PXRD we 
hypothesize that a gradual conversion from NaCu4Sb2 to NaCu6.3Sb3 occurs during the 
heating process. Both DSC curves for NaCu4Sb2 and NaCu6.3Sb3 show complex 
crystallization features that are not easily assigned. Only the sharp crystallization peak of 
Cu2Sb at 845 K is consistently observed. PXRD patterns taken after the DSC 





Figure 3.8 DSC plots for: (a) Cu2Sb, (b) NaCu6Sb3, and (c) NaCu4Sb2. The arrows 
indicate the direction of measurement. 
The order of transformation shown in Figure 3.5 was further confirmed through 
the annealing of each composition with and without a small amount of metallic Na in the 
reaction vessel. To exclude the direct contact and reaction with Na, the alkali-metal was 
held in an alumina crucible and the sample was kept below the crucible in a carbonized 
tube. 
All three compositions can be normalized to a Cu:Sb ratio of 2:1. Normalization 
of the Cu and Sb shows the increase of Na content moving from left to right in Figure 
3.5, with NaCu6.3Sb3 and NaCu4Sb2 having normalized Na values of 0.33 and 0.5, 
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respectively. As we know the order of the transformation, the intermediate phase is 
assumed to have a normalized Na content between 0.33 and 0.5. Composition determined 
from EDXS suggests a normalized value of 0.42(4). 
3.3.3 Transport Properties 
Sintering of single-phase samples at high-temperatures in dynamic vacuum 
resulted in partial sample decomposition. To preserve the samples as single-phases, 
studied samples were pressed at room temperature and densities of >90% were achieved. 
See Supporting Information for additional details. 
 
Figure 3.9 Thermal and electrical transport properties of Cu2Sb, NaCu6.3Sb3, and 




The electric and thermal transport properties of Cu2Sb, NaCu6.3Sb3, and NaCu4Sb2 
were investigated. All compounds exhibited small positive values of Seebeck 
thermopowers that increases with temperature (Figure 3.9a), indicating p-type 
conduction. Cu2Sb, NaCu6.3Sb3, and NaCu4Sb2 exhibit Seebeck coefficient values of 2, 
12, and 2 μV/K at 300 K, respectively. Such small values are associated with metallic 
phases. 
A plot of the thermal conductivity of Cu2Sb, NaCu6.3Sb3, and NaCu4Sb2 is shown 
in Figure 3.9b. At 300 K, Cu2Sb exhibits a thermal conductivity of 18.7 Wm
-1K-1, 
NaCu6.3Sb3 has a value of 3.3 Wm
-1K-1, and finally 1.4 Wm-1K-1 for NaCu4Sb2. This 
trend corresponds well with expected behavior based on the complexity of their crystal 
structures. The insertion of a cation into the Cu2Sb structure causes a significant drop in 
the thermal conductivity; also seen in the NaxZrSe2 system, in which addition of Na
+ 
cause the thermal conductivity to drop by half.51 The increase of the number of Na layers 
per unit cell in NaCu4Sb2, compared to NaCu6.3Sb3, results in a further decrease in 
thermal conductivity due to the higher number of ionic to covalent bonding interfaces. 
We assume that the measurement is occurring across the 2[Cu4Sb2]
- layers due to the 
preferred orientation of our plate-like crystals during the pellet pressing process. 
Examples in literature have shown that this can be the case when pressing anisotropic 
plate crystals. A study of the layered GeAs has shown that the thermal conductivity of a 
pellet is much closer to the thermal conductivity of GeAs single-crystal measured across 
the layers.52 This study also compares the anisotropic transport properties of selected 




The electrical resistivity of all studied phases increases with temperature, 
indicative of metallic transport behavior (Figure 3.9c). Cu2Sb, NaCu6.3Sb3, and NaCu4Sb2 
have resistivity values of 0.0410-7 Ωm, 1.5910-7 Ωm, and 9.9210-7 Ωm at 10 K, 
respectively, and rises to 3.7810-7 Ωm, 6.5510-7 Ωm, and 44.510-7 Ωm at 300 K. 
While conventional metallic compounds are typically accompanied by a high thermal 
conductivity, examples of compounds with both metallic behavior and low thermal 
conductivity can be found. One such example is the layered Li1-xSn2+xAs2 which exhibits 
an electrical resistivity of 2010-7 Ωm and a thermal conductivity below 5 Wm-1K-1 
simultaneously at 300 K.53 
Similar to the thermopower, the electrical resistivity of all three studied 
compounds are in the regime of metals. The most resistive sample, NaCu4Sb2, does not 
rise above 10010-7 Ωm. The high electrical conductivity for all three studied compounds 
is a desirable trait for battery materials. Comparatively to other layered Na compounds, 
the well-studied sodium-ion battery material NaxCoO2 has a room temperature electrical 
resistivity of ~10010-7 Ωm and the recently reported NaCu4Se3 has a value of 33310
-7 
Ωm.23, 54 
3.3.4 Electronic Structure 
The calculated electronic band structure and density of states (DOS) of Cu2Sb, 
NaCu4Sb2, and two hypothetical compounds: NaCu6Sb3 and NaCu7Sb3, are shown in 
Figures 3.10-3.12. NaCu6Sb3 and NaCu7Sb3 were generated by removing or fully 
occupying the Cu(4) site in the NaCu6.3Sb3 structure, respectively. Plots of NaCu6Sb3 and 
NaCu7Sb3 have dashed red lines that indicate the location of the Fermi level based on the 




Figure 3.10 Density of states plots for: (a) Cu2Sb, (b) NaCu4Sb2, (c) NaCu6Sb3 model, 
and (d) NaCu7Sb3 model. The position of the calculated Fermi level is shown with a 
vertical black line. For the hypothetical compounds, NaCu6Sb3 and NaCu7Sb3, the red 
dashed line indicates the location of the Fermi level based on the electron count of 
NaCu6.3Sb3. 
Inspection of the DOS for all materials reveals the Fermi level residing in the 
middle of band, suggesting metallic characteristics, consistent with the electrical 
resistivity and Seebeck measurements. The density of states at the Fermi level is 
primarily from Cu 3d-orbitals and Sb 5p-orbitals, with comparable contribution. There 
are no gaps in the density of states in the vicinity of the Fermi level. While the results for 
the two models of NaCu6.3Sb3 (NaCu6Sb3 and NaCu7Sb3) are quite similar, NaCu7Sb3 has 
a steeper slope at the Fermi level. As NaCu6.3Sb3 is somewhere between these two 





Figure 3.11 Density of states plots for: (a) Cu2Sb, (b) NaCu4Sb2, (c) NaCu6Sb3 model, 
and (d) NaCu7Sb3 model. Insets of (c) and (d) show a zoom in near the Fermi level. 
Analyses of the band diagrams for both NaCu6Sb3 and NaCu7Sb3 (Figure 3.12) 
shows that, while there are bands crossing the adjusted Fermi level (red line) in different 
directions, there are no crossings in the - (across the layer) direction. This observation 




Figure 3.12 Calculated electronic band structure of: a) NaCu6Sb3 model and b) 
NaCu7Sb3 model. The dashed red line indicates the electron count for NaCu6.3Sb3. 
3.4 Conclusion 
The novel compound NaCu6.3Sb3 has been synthesized and structurally analyzed. 
A second intermediate structure in the Na-Cu-Sb system with a similar structure and 
approximate composition of Na0.42Cu2.17Sb was synthesized, but elucidation of the 
structure has not currently been achieved. The reversible solid-state transformations 
between Cu2Sb, NaCu6.3Sb3, the intermediate phase, and NaCu4Sb2 were studied. Charge 
and thermal transport properties of Cu2Sb, NaCu6.3Sb3, and NaCu4Sb2 were 
characterized, indicating metallic behavior for all three compounds. Theoretical 
calculations of the electronic band structures support the metallic behavior observed in 
the electrical resistivity measurements. As this system has reversible transformations 
regarding the Na content and all compounds show high electrical conductivity, this 





Table 3.1 Single crystal data and refinement parameters for NaCu6.3Sb3 at 100 K. 
empirical formula NaCu6.35Sb3 
CSD-number 433160 
formula weight 791.40 g/mol 
temperature 100(2) K 
radiation, wavelength Mo-Kα, 0.71073 Å 
crystal system Hexagonal 
space group P63/mmc (No. 194) 
unit cell dimensions a = 4.2166(2) Å 
 c = 24.041(1) Å 
unit cell volume 370.17(4) Å3 
Z 2 
Data/parameters 263/23 
density (calc.) 7.100 g/cm3 
absorption coefficient 28.551 mm-1 
Rint 0.036 
goodness-of-fit 1.22 
final R indices [I > 2σ(I)] R1 = 0.0218 
 wR2 = 0.0485 
final R indices [all data] R1 = 0.0223 
 wR2 = 0.0490 
largest peak and hole 1.935/-1.263 e Å-3 
Further details of the crystal structure may be obtained from FIZ Karlsruhe, 76344 
Eggenstein-Leopoldshafen, Germany, crysdata@fiz-karlsruhe.de, on quoting the 




Table 3.2 Atomic coordinates and equivalent isotropic displacement parameters of 
NaCu6.3Sb3 at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Na 2a 0 0 0 1 0.009(1) 
Cu(1) 4f ⅔ ⅓ 0.3594(1) 1 0.014(1) 
Cu(2) 4f ⅓ ⅔ 0.1969(1) 1 0.011(1) 
Cu(3) 4e 0 0 0.1395(1) 1 0.004(1) 
Cu(4) 2d ⅔ ⅓ ¼ 0.34(1) 0.006(2) 
Sb(1) 12k 0.040(3) 0.020(1) ¼ 0.333 0.015(1) 
Sb(2) 4f ⅓ ⅔ 0.0894(1) 1 0.003(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
 
Table 3.3 Anisotropic displacement parameters (Å2) for NaCu6.3Sb3 at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Na 0.011(1) 0.011(1) 0.006(2) 0 0 0.005(1) 
Cu(1) 0.003(1) 0.003(1) 0.035(1) 0 0 0.002(1) 
Cu(2) 0.015(1) 0.015(1) 0.002(1) 0 0 0.007(1) 
Cu(3) 0.004(1) 0.004(1) 0.006(1) 0 0 0.002(1) 
Cu(4) 0.005(1) 0.005(1) 0.008(1) 0 0 0.002(1) 
Sb(1) 0.040(5) 0.013(1) 0.003(1) 0 0 0.020(2) 
Sb(2) 0.004(1) 0.004(1) 0.002(1) 0 0 0.002(1) 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
Table 3.4 Selected bond lengths (Å) and angles (°) from the structure of NaCu6.3Sb3 
taken at 100 K. 
Bond Length (Å) Bond Angle (°) 
Cu(1)-Cu(3) 2.4346(1) Cu(4)-Sb(1)-Cu(4) 114.2(4)/122.9(2) 
Cu(1)-Sb(2) 2.728(1) Cu(1)-Cu(3)-Cu(1) 119.990(1) 
Cu(3)-Sb(2) 2.7168(4) Cu(1)-Sb(2)-Cu(1) 101.22(3) 
Cu(4)-Sb(1) 2.288(9)/2.511(5) Cu(1)-Sb(2)-Cu(3) 126.82(3) 
Sb(1)-Cu(2) 2.688(4) Sb(1)-Cu(2)-Sb(1) 103.3(2) 
Cu(2)-Sb(2) 2.584(1) Sb(1)-Cu(2)-Cu(4) 123.8(1) 
Cu(2)-Cu(1) 2.785(1) Sb(2)-Na-Sb(2) 80.98(1) 
Cu(2)-Cu(3) 2.798(1) Sb(2)-Na-Sb(2) 99.02(1) 
Na-Sb(2) 3.247(1) Sb(2)-Na-Sb(2) 180.00(1) 
Na-Na 4.216(1) Sb(1)-Cu(2)-Sb(2) 130.04(7) 
Sb(1)-Sb(1)* 0.25(2) Sb(1)-Sb(1)-Sb(1) 60.00(1) 
*The Sb(1)-Sb(1) is not a distance present within the structure, but shows the distance 
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CHAPTER 4.    NOVEL LAYERED EQUIATOMIC AMSb COMPOUNDS 
 (A = Rb, Cs; M = Zn, Cd) 
4.1 Introduction 
 After investigating the Na–Cu–Sb system, we turned our attention to the A–M–Sb 
systems (A = Na, K, Rb, Cs; M = Zn, Cd). These systems had already proven to produce 
unconventional clathrates: A8M18Pn28 (A = K, Rb, Cs; M = Zn, Cd; Pn = As, Sb), many of 
which had only reported structure but had not had their properties characterized.1-2 Closer 
examination of the known phases in these systems showed a large number of AMSb 
compounds reported for lighter alkali metals, crystallizing in the hexagonal ZrBeSi 
structure type (KZnSb and KHgSb) or the PbClF structure type (NaZnSb and KCdSb).3-5 
While possible that the larger Rb or Cs alkali metals may not produce these types of 
phases due to size constraints, it seemed prudent to investigate the possibility. 
 Many ABX compounds that crystallize in the ZrBeSi or PbClF structure types 
have exhibited or been predicted to show interesting topologically insulating properties.6-
10 These unusual electronic band structures have jumpstarted a large investigation into 
topological insulators, their observed properties, and their potential uses in advanced 
electronics. In 2012, Zhang et al. published a large computational study predicting many 
unreported 111 ABX structures, attempting to sort the relative stabilities of the 
hypothetical compounds.11 Two of the most predicted structure types in this study were 
the ZrBeSi and PbClF structure types. In the many compositions investigated in this 
report, they examined the hypothetical compositions RbZnSb and RbCdSb, concluding 
both to be energetically stable and should be synthetically achievable. Cs based 
compounds, however, were not explored in this study. 
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 In this chapter, we discuss the novel layered ABX compounds: CsZnSb, RbZnSb, 
CsCdSb, and RbCdSb. Both Zn-containing compounds crystallize in the hexagonal 
ZrBeSi structure type, while changing the post-transition metal causes CsCdSb and 
RbCdSb to crystallize in the tetragonal PbClF structure type. Synthesis, crystal structure, 
stability, and electronic band structures for these novel compounds are discussed in this 
work. Initial investigation shows CsCdSb and RbCdSb exhibit a band inversion at their 
Fermi levels, indicating possible topologically insulating properties. 
4.2 Experimental Details 
4.2.1 Synthesis 
 Handling and manipulation of starting materials and products was carried out in 
an argon filled glovebox (p(O2) < 0.1 ppm). All chemicals were used as received: Cs 
metal (99.8%, Alfa Aesar), Rb metal (99.75%, Alfa Aesar), Zn granules (99.8%, Alfa 
Aesar), Cd shot (99.95%, Alfa Aesar), and Sb shot (99.999%, Alfa Aesar). 
 All samples were synthesized via reaction of the elements. Stoichiometric 
amounts of starting materials were loaded into Ta ampoules that were welded shut under 
argon atmosphere. The Ta ampoules were enclosed into silica ampules, which were 
evacuated and flame sealed. The ampoules were heated from room temperature to 823 K 
over 10 h, annealed for 120 h, and cooled to room temperature naturally. Samples were 
ground and reannealed under the same conditions two additional times to ensure 




4.2.2 Powder X-ray Diffraction 
 Samples were analyzed via room-temperature powder X-ray diffraction using a 
Rigaku Miniflex 600 diffractometer employing Cu-Kα radiation (λ = 1.54185 Å) with a 
Ni-Kβ filter. CsZnSb and RbZnSb scans were performed from 5 – 60° 2θ on a spinning 
Si-crystal zero-background plate on air, while CsCdSb and RbCdSb were performed on a 
spinning air-free holder with a Kapton lid. 
4.2.3 Single-Crystal X-ray Diffraction 
 Single-Crystal X-ray Diffraction was carried out using a Bruker D8 Venture 
diffractometer with a Bruker Photon100 CMOS detector employing Mo-Kα radiation (λ = 
0.71073 Å). The dataset was collected at 100 K under a N2 stream with a variety of φ- 
and ω-scans recorded at a 0.3° step and integrated using the Bruker SAINT software 
package.12 Multiscan absorption correction was used. Structure solution and refinement 
was achieved using the SHELX suite.13 Atomic positions, occupancy, and isotropic 
atomic displacement parameters for AMSb (A = Rb, Cs; M = Zn, Cd) are shown in Tables 
4.2-4.5 (tables can be found at the end of the chapter). Full details of the structure 
refinement and anisotropic displacement parameters can be found in Tables 4.1 and 4.6-
4.9. 
4.2.4 Energy Dispersive X-ray Spectroscopy 
 Elemental composition analysis was performed through Energy Dispersive X-ray 
Spectroscopy using a FEI Quanta 250 field emission-SEM with EDS detection (Oxford 
X-Max 80) and Aztec software. For each composition, measurements were taken at a 
collection of sites to improve statistics. 
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4.2.5 Differential Scanning Calorimetry 
 Differential Scanning Calorimetry was performed using a 404 F1 Pegasus 
calorimeter (Netzsch Thermal Analysis).  Approximately 30 mg of sample was loaded in 
silica ampoules, which were evacuated and sealed. The DSC measurements were 
performed between 300-1170 K with a heating/cooling rate of 10 K/min. 
4.2.6 Electronic Structure Calculations 
The Vienna Ab initio Simulation Package (VASP) was used to calculate the 
electronic structure.14-15 Projected augmented wave (PAW) method and generalized 
gradient approximation with exchanged and correlation potentials as constructed by 
Perdew, Burke, and Ernzerhof (PBE) were used with an energy cutoff of 500 eV and a 
convergence set to 0.01 meV. Experimentally determined unit cell dimensions and 
atomic positions were used (Tables 4.1-5.5). The linear tetrahedron method was used for 
integrations involving the irreducible wedge of the Brillouin Zone using a Monkhorst-
Pack k-mesh of 12×12×5 for CsZnSb and RbZnSb, while 11×11×6 was used for CsCdSb 
and RbCdSb.16-17 
4.3 Results and Discussion 
4.3.1 Crystal Structure 
 4.3.1.1 AZnSb (A = Rb, Cs) 
 AZnSb (A = Rb, Cs) crystallizes in the hexagonal space group P63/mmc (No. 194, 
Z = 2) in the ZrBeSi structure type, a superstructure of the well-known AlB2 structure 
type (Figure 4.1). CsZnSb/RbZnSb have unit cell dimensions of a = 4.5588(2)/ 4.5466(4) 
Å and c = 11.9246(6)/11.0999(10) Å. These structures are crystallographically simple, 
with 3 unique positions within the unit cell (Tables 4.2 and 4.3). The structure is built 
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from flat hexagonal graphene-like layers of Zn3Sb3 that are stacked along the c-axis, with 
the alkali metal site sitting at the center of the hexagonal prisms formed by two Zn3Sb3 
rings from adjoining layers. Additional refinement details and anisotropic parameters are 
presented in Tables 4.1, 4.6, and 4.7.  
 
Figure 4.1 The crystal structure of AZnSb (A = Rb, Cs): a) perspective view; and b) view 
along the c-axis (Rb/Cs: red, Zn: blue, Sb: orange).  
 To date, the ZrBeSi structure type has been well represented in the literature with 
numerous examples, such as: LiBC, AeMPn (Ae = Ca, Sr, Ba, Eu; M = Cu, Ag, Au; Pn = 
P, As, and Sb), AeLiP (AE = Sr, Ba), KZnPn (Pn = P, As, Sb), KMTe (M = Cu, Au), and 
KHgPn (Pn = As, Sb) to name a few.4-5, 18-31  Furthermore, there are also examples of 
structures that deviate slightly from this structure type by a puckering of the hexagonal 
layer, such as LiZnSb.32 This structure type has gained notoriety since the discovery of 
the isostructural MgB2 superconducting phase in 2001.
33 Interestingly, the computational 
report that predicted RbZnSb to be energetically favorable, predicted it to crystallize in 
the LiYSn structure, which is a disordered version of the ZrBeSi structure type we report 
it to crystallize as.11 
 When comparing the unit cells of AZnSb (A = K, Rb, Cs) systems with the ZrBeSi 
structure type, an interesting trend becomes apparent: the a parameter of the cell is 
relatively independent of the size of the alkali metal situated between the layers. KZnSb, 
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RbZnSb, and CsZnSb compounds have a lattice parameters of 4.54 Å, 4.55 Å, and 4.56 
Å, respectively.4 Instead, we find that all expansion of the unit cell is directionalized 
along the c parameter that corresponds to the interlayer direction; 10.50 Å, 11.10 Å, and 
11.92 Å for KZnSb, RbZnSb, and CsZnSb, respectively. This indicates that ZnSb layer 
defines the a parameter and further expansion of the covalent Zn-Sb bonds is 
energetically unfavorable. This non-expansion of the a parameter with changing cation 
size appears to be a unique trend within this subset of materials when compared to known 
systems. For instance, in the AeCuSb (Ae = Ca, Sr, Ba), the a parameter increases from 
4.45 Å 4.52 Å to 4.614 Å, respectively.21, 24 
 Zn-Sb distances within the Zn3Sb3 layers are 2.625(1) Å and 2.632(1) Å for 
RbZnSb and CsZnSb, respectively, and are comparable to the sum of the two covalent 
radii (2.61 Å; rZn = 1.22 Å; rSb = 1.39 Å).
34 The Zn-Sb distances within the structures are 
comparable to the isostructural KZnSb, 2.621 Å, and to the puckered layered LiZnSb, 
2.687 Å.4, 32 Other A-Zn-Sb compounds on the other hand tend to have slightly longer Zn-
Sb distances; 2.694 Å for the Cs8Zn18Sb28 clathrate, 2.720 Å for Rb2Zn5Sb4, 2.769 Å for 
NaZnSb, and 2.802 Å for Li2ZnSb.
4, 35-37 
 4.3.1.2 ACdSb (A = Rb, Cs) 
 Interestingly, when examining the Cd-analogues, we find that the observed 
structure has changed. ACdSb (A = Rb, Cs) crystallizes in the tetragonal P4/nmm space 
group (No. 129; Z = 2) in the PbClF structure type (Figure 4.2).38 CsCdSb/RbCdSb have 
lattice parameters of a = 4.8884(5)/4.8227(3) Å and c = 8.8897(9)/8.5492(7) Å. Like 
their hexagonal Zn counterparts, the Cd structures are crystallographically simple with 
three unique crystallographic sites (Tables 4.4 and 4.5). ACdSb (A = Rb, Cs) are layered 
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structures, with alkali metal sandwiched between Cd2Sb2 slabs. These Cd2Sb2 slabs are 
composed by a square net of Cd atoms that are alternately capped by Sb atoms, with the 
alkali metal sitting opposite to the Sb capped position. Alkali cations are situated in the 
center of square prisms formed by eight Sb atoms. Additional refinement details and 
anisotropic parameters can be found in Tables 4.1, 4.8, and 4.9.  
 
Figure 4.2 The crystal structure of ACdSb (A = Rb, Cs): a) perspective view; and b) view 
along the c-axis (Rb/Cs: red, Cd: blue, Sb: orange).  
 The PbFCl structure is also quite common, with examples spanning much of the 
periodic table and include many compounds that do not contain electropositive alkali or 
alkaline-earth metals. There are still numerous examples of compounds that similar to the 
presented compounds, such as: AMnPn (A = Li, Na, K, Rb, Cs; Pn = P, As, Sb, Bi), 
NaZnPn (Pn = P, As, Sb), and NaAlTr (Tr = Si, Ge) to name a few.39-46 The analogues of 
Cd2Sb2 layers are also found in many notable systems, for instance in the Fe-based 
superconducting systems: FeSe, BaFe2As2, etc.
47-49 While many examples are present, 
only two other Cd-containing examples are found: KCdPn (Pn = As, Sb).3 
 The observed Cd-Sb distances within the layers are 2.9566(8) Å and 2.9611(5) Å 
for RbCdSb and CsCdSb, respectively, significantly longer than the sum of their covalent 
radii (2.83 Å; rCd = 1.44 Å; rSb = 1.39 Å).
34 Contrasting, in the KCdSb crystal structure 
much shorter Cd-Sb distances of 2.858 Å are present.3  
134 
 
 Composition of all phases was further confirmed through energy dispersive X-ray 
spectroscopy, corroborating the SC-XRD results. The shown compositions have been 
normalized to one alkali metal: CsZn1.03(2)Sb1.03(3), RbZn1.04(6)Sb1.04(6), CsCd1.01(1)Sb0.99(1), 
and RbCd1.02(3)Sb1.00(3). 
4.3.2 Synthesis and Calorimetry 
 The synthesis of all title compounds can be achieved through a stoichiometric 
reaction of the elements. PXRD patterns taken of the samples are shown in Figure 4.3. 
Noise and additional features seen in Figures 4.3b and 4.3d is due to the subtraction of 
the air-sensitive holder background. To offset the high vapor pressure of the alkali metals 
at high-temperatures, the samples are welded shut within Ta ampoules before sealing into 
fused silica tubes. For full homogenization of the samples the multiple annealings, with 
grinding in between, must be employed. Additionally, the synthetic temperature used 
plays a crucial role in the products obtained. If a higher temperature is used, the collected 
products become amorphous or of another crystal structure (not discussed here). If the 
temperature is increased to approximately 873-923 K, reaction of the Ta vessel occurs 
and Ta3Sb can be found in the resulting PXRD. On the other hand, lower temperatures 
result in inadequate mixing of the samples and multiphase samples. 
 Both AZnSb and ACdSb systems show some degree of air- and water-sensitivity, 
though the Cd-based compounds to a much greater degree. Immediate removal from an 
inert atmosphere results in a decomposition of the ACdSb phases, seen by PXRD. AZnSb 
compounds on the other hand are stable for a short period of time at ambient conditions 




Figure 4.3 Powder X-ray diffraction patterns for: a) CsZnSb, b) CsCdSb, c) RbZnSb, and 
d) RbCdSb (λ = 1.5406 Å). Experimental pattern shown in black, while red is the 
calculated pattern. The background from the air-sensitive holder window has been 
subtracted for clarity in b) and d). 
  Differential scanning calorimetry (DSC) measurements were performed 
for the AMSb (A = Rb, Cs; M = Zn, Cd) compounds (Figure 4.4). All four compounds 
show a broad endothermic peak upon heating, indicating either melting or decomposition. 
Onset temperatures of 975 and 1040 K for CsZnSb and RbZnSb are extracted, while 
1060 K and 1057 K are found for CsCdSb and RbCdSb, respectively. DSC ampoules 
from these experiments were highly discolored indicating reaction of alkali metal with 
silica. PXRD of the DSC samples show no trace of the original title compounds. Though 
peaks are seen in the cooling plots for the ACdSb samples, only amorphous material 
remained by PXRD. Rb2Zn5Sb4 and Zn3Sb4 products are found for RbZnSb in line with 
the depletion of sample with Rb due to reaction with ampule walls; while the PXRD 
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peaks from the CsZnSb DSC sample cannot be assigned. To probe whether these 
decomposition products are due to the incongruent melting of the sample or to reaction 
with the silica ampoule, AMSb samples were sealed within Ta ampoules and quickly 
annealed (15 min) above their respective endothermic peak temperature. Unfortunately, 
all compounds reacted with the Ta ampoule during this timeframe, resulting in PXRD 
patterns containing Ta3Sb and an amorphous background. 
 
Figure 4.4 DSC plots for: a) CsZnSb, b) CsCdSb, c) RbZnSb, and d) RbCdSb. The 
unlabeled arrows indicate the direction of measurement. 
4.3.3 Electronic Structure 
 Electronic density of states (DOS) were calculated for AMSb (A = Rb, Cs; M = 
Zn, Cd) (Figure 4.5). Examination of the DOS for CsZnSb and RbZnSb show that these 
compounds are semiconductors with small band gaps of 0.13 eV and 0.12 eV, 
respectively. Band structure plots (not shown) indicate that these are direct bandgap 
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semiconductors with the gap occurring at the  point. Below the Fermi level, the main 
contributors to the partial DOS are nearly equal contributions of Zn and Sb, suggesting a 
covalent mixing of the Zn–4s and Sb–5p orbitals. 
 
Figure 4.5 Density of states plots for: a) CsZnSb, b) CsCdSb, c) RbZnSb, and d) 
RbCdSb. The Fermi level is denoted by a vertical line at 0 eV. 
  
ACdSb (A = Rb, Cs), with the PbFCl structure on the other hand, shows much 
more unique electronic behaviors. As seen in Figure 4.5, the DOS for ACdSb (A = Rb, 
Cs) show metallic behavior for the two compounds. At the Fermi level, states attributed 
to Cd–5s and Sb–5p are present in roughly equal amounts, indicating a covalent mixing, 
with the alkali metals mainly present in the higher energy conduction band. Preliminary 
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investigation into the electronic band structures show that a band inversion is present near 
the Fermi level for these two compounds, centered around the –Ζ direction. This band 
inversion is indicative of interesting topological insulating behaviors and may harbor 
exotic particles. It is not uncommon for materials with the PbClF structure type to exhibit 
this unusual band feature, with the isostructural ABX (A = Zr, Hf; B = Si, Ge, Sn; X = O, 
S, Se, Te) either predicted or confirmed to have topologically insulating properties.6-7 To 
further investigate the precise nature of ACdSb (A = Rb, Cs) band structure, higher level 
calculations and analysis will need to be performed. 
4.4 Conclusion 
 Four new compounds of AMSb (A = Rb, Cs; M = Zn, Cd) has been found, 
crystallizing in the ZrBeSi and PbClF structure types. All compounds are found to be air- 
and water-sensitive. DSC measurements show endothermic melting peaks ranging from 
975 K to 1060 K for the compounds, but the type of melting (congruent or incongruent) 
was not determined due to the high reactivity of the compounds at high temperatures. 
Calculated electronic structures of the compounds show CsZnSb and RbZnSb to be 
typical semiconductors with bandgaps of 0.13 eV and 0.12 eV. ACdSb (A = Rb, Cs) 
appear to be metals from the density of states, but initial band structures show a more 
complex band inversion near the Fermi level suggesting these compounds may harbor 
interesting topologically insulating behaviors. More in-depth computational and 





Table 4.1 Single crystal data and refinement parameters for CsZnSb, RbZnSb, CsCdSb, 
and RbCdSb at 100 K. 
empirical 
formula 
CsZnSb RbZnSb CsCdSb RbCdSb 
formula weight 320.03 g/mol 272.59 g/mol 367.06 g/mol 319.62 g/mol 











crystal system hexagonal hexagonal tetragonal tetragonal 










a = 4.5588(2) 
Å 
a = 4.5466(4) 
Å 
a = 4.8884(5) 
Å 







c = 8.8897(9) 
Å 
c = 8.5492(7) 
Å 
unit cell volume 214.62(2) Å3 198.71(4) Å3 212.43(5) Å3 198.84(3) Å3 
Z 2 2 2 2 
Data/parameters 157/9 113/7 177/10 211/9 
density (calc.) 4.952 g/cm3 4.556 g/cm3 5.738 g/cm3 5.338 g/cm3 
absorption 
coefficient 
19.998 mm-1 24.739 mm-1 19.564 mm-1 24.039 mm-1 
Rint 0.032 0.068 0.033 0.082 
goodness-of-fit 1.12 1.50 1.41 1.37 
final R indices 
[I > 2σ(I)] 
R1 = 0.011 R1 = 0.020 R1 = 0.017 R1 = 0.025 
  wR2 = 0.022 wR2 = 0.036 wR2 = 0.037 wR2 = 0.076 
final R indices 
[all data] 
R1 = 0.014 R1 = 0.027 R1 = 0.017 R1 = 0.036 
  wR2 = 0.023 wR2 = 0.038 wR2 = 0.037 wR2 = 0.079 














Table 4.2 Atomic coordinates and equivalent isotropic displacement parameters of 
CsZnSb at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs 2a 0 0 ½ 1 0.009(1) 
Zn 2d ⅔ ⅓ ½ 1 0.007(1) 
Sb 2c ⅔ ⅓ ¾ 1 0.007(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
Table 4.3 Atomic coordinates and equivalent isotropic displacement parameters of 
RbZnSb at 100 K. 
Atom Wyckoff site x/a y/b z/c Occupancy Ueq (Å
2)a 
Rb 2a 0 0 ½ 1 0.005(1) 
Zn 2c ⅔ ⅓ ¾ 1 0.009(1) 
Sb 2d ⅓ ⅔ ¾ 1 0.007(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
 
Table 4.4 Atomic coordinates and equivalent isotropic displacement parameters of 
CsCdSb at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs 2c ¼ ¼ 0.8513(7) 1 0.009(1) 
Cd 2b ¾ ¼ ½ 1 0.006(1) 
Sb 2c ½ ½ 0.31198(8) 1 0.008(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
 
 
Table 4.5 Atomic coordinates and equivalent isotropic displacement parameters of 
RbCdSb at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Rb 2c ¼ ¼ 0.8483(2) 1 0.009(1) 
Cd 2b ¾ ¼ ½ 1 0.007(1) 
Sb 2c ¾ ¾ 0.7001(2) 1 0.005(1) 






Table 4.6 Anisotropic displacement parameters (Å2) for CsZnSb at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs 0.010(1) 0.010(1) 0.008(1) 0 0 0.005(1) 
Zn 0.006(1) 0.006(1) 0.009(1) 0 0 0.003(1) 
Sb 0.004(1) 0.005(1) 0.011(1) 0 0 0.002(1) 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
 
Table 4.7 Anisotropic displacement parameters (Å2) for CsZnSb at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Rb 0.009(1) 0.009(1) 0.010(1) 0 0 0.002(1) 
Zn 0.006(1) 0.006(1) 0.010(1) 0 0 0.003(1) 
Sb 0.003(1) 0.003(1) 0.010(1) 0 0 0.003(1) 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
 
Table 4.8 Anisotropic displacement parameters (Å2) for CsCdSb at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs 0.009(1) 0.009(1) 0.010(1) 0 0 0 
Cd 0.007(1) 0.007(1) 0.008(1) 0 0 0 
Sb 0.005(1) 0.005(1) 0.009(1) 0 0 0 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
 
Table 4.9 Anisotropic displacement parameters (Å2) for RbCdSb at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Rb 0.006(1) 0.006(1) 0.014(1) 0 0 0 
Cd 0.005(1) 0.005(1) 0.011(1) 0 0 0 
Sb 0.004(1) 0.004(1) 0.010(1) 0 0 0 
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CHAPTER 5.    NOVEL TERNARY LAYERED PNICTIDES: CsAlSb2, RbAlSb2, 
CsInSb2, and Rb2Al2Sb3. 
5.1 Introduction 
 As mentioned in the introductory chapter 1.4.2 and 1.4.3, binary and ternary 
antimonides hold a significant research interest due to structural flexibility and attractive 
observed properties. Many have been identified as promising thermoelectric materials, 
such as Zn4Sb3, KGaSb2, Yb14MnSb11, or Sr3GaSb3; many of which have extremely low 
thermal conductivities.1-4 New antimonide compounds may offer unusual or competitive 
properties and the search for such compounds could be conducted in barren ternary phase 
spaces.  
 Because of this, a screening was performed of possible ternary metal antimonide 
systems. One potential system, the alkali–triel–antimonide system, showed a peculiar but 
promising trend. A large number of compounds could be found with lighter alkali metals: 
Li, Na, or K; but the number of compounds containing Rb or Cs was fairly scarce. It 
seemed unlikely that the population of the compositional space would be so skewed to 
the lighter alkali metals, leading to the decision to probe the Rb- and Cs-systems. 
 The initial approach was to start with a known heavy alkali compound, Cs2In2Sb3. 
Once this system was understood synthetically, then the search could branch out into 
other compositions and probe the phase space. As predicted, these systems are rich in 
new compounds. Some are discussed in this chapter, while others are discussed in 
Chapter 7. Possible explanations to why they were not found earlier could be the 
difficulty of working with Cs metal or the air-sensitivity that many of these compounds 
exhibit. Searching of other so-called “skewed” phase spaces may be prudent for 
discovery of new compounds. 
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 We report the novel layered compounds: CsAlSb2, RbAlSb2, CsInSb2, and 
Rb2Al2Sb3; all crystallizing in known structure types. In addition, we reinvestigate the 
known compound Cs2In2Sb3. The crystal and electronic structures, synthesis, stability, 
and selected transport properties are discussed herein.  
5.2 Experimental Details 
5.2.1 Synthesis 
 Handling and manipulation of starting materials and products was carried out in 
an argon filled glovebox (p(O2) < 0.1 ppm). All chemicals were used as received: Cs 
metal (99.8%, Alfa Aesar), Rb metal (99.75%, Alfa Aesar), Al granules (99%, Millipore 
Sigma), In shot (99.9%, Alfa Aesar), and Sb shot (99.999%, Alfa Aesar). 
 All samples were synthesized via reaction of the elements. Large aluminum 
granules were filed into smaller pieces before use. Stoichiometric amounts of starting 
materials were loaded into Ta ampoules that were welded shut under argon atmosphere. 
The Ta ampoules were enclosed into silica ampules, which were evacuated and flame 
sealed. The ampoules were heated from room temperature to 823 K over 10 h, annealed 
for 120 h, and cooled to room temperature naturally. Samples were ground and 
reannealed under the same conditions two additional times to ensure homogeneity, 
producing light-gray powder. Single-phase samples were collected for each composition.  
5.2.2 Powder X-ray Diffraction 
 Samples were analyzed via room-temperature powder X-ray diffraction using a 
Rigaku Miniflex 600 diffractometer employing Cu-Kα radiation (λ = 1.54185 Å) with a 
Ni-Kβ filter. CsAlSb2, RbAlSb2, and Rb2Al2Sb3 scans were performed from 5 – 60° 2θ on 
147 
 
a spinning air-free holder with a Kapton lid, while CsInSb2 and Cs2In2Sb3 were 
performed on a spinning zero-background Si plate on air. 
5.2.3 Single-Crystal X-ray Diffraction 
 Single-Crystal X-ray Diffraction was carried out using a Bruker D8 Venture 
diffractometer with a Bruker Photon100 CMOS detector employing Mo-Kα radiation (λ = 
0.71073 Å). The dataset was collected at 100 K under a N2 stream with a variety of φ- 
and ω-scans recorded at a 0.3° step and integrated using the Bruker SAINT software 
package.5 Multiscan absorption correction was used. Structure solution and refinement 
was achieved using the SHELX suite.6 Atomic positions, occupancy, and atomic 
displacement parameters for CsAlSb2, RbAlSb2, CsInSb2, Cs2In2Sb3, and Rb2Al2Sb3 are 
shown in Tables 5.3-5.7 (tables can be found at the end of the chapter). Full details of the 
structure refinement and anisotropic displacement parameters can be found in Tables 5.1, 
5.2, 5.8-5.12. 
5.2.4 Energy Dispersive X-ray Spectroscopy 
 Elemental composition analysis was performed through Energy Dispersive X-ray 
Spectroscopy using a FEI Quanta 250 field emission-SEM with EDS detection (Oxford 
X-Max 80) and Aztec software. For each composition, measurements were taken at a 
collection of sites to improve statistics. 
5.2.5 Differential Scanning Calorimetry 
 Differential Scanning Calorimetry was performed using a 404 F1 Pegasus 
calorimeter (Netzsch Thermal Analysis).  Approximately 30 mg of sample was loaded in 
silica ampoules, which were evacuated and sealed. The DSC measurements were 
performed between 300-1170 K with a heating/cooling rate of 10 K/min. 
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5.2.6 Sample Densification  
 Pellets of CsInSb2 and Cs2In2Sb3 for property measurements were prepared by 
spark plasma sintering (Dr. Sinter Lab Jr. 211 Lx). Finely ground powder was loaded into 
a 5 mm diameter graphite die with tungsten carbide plungers and graphite foil spacers. 
CsInSb2 pellets were sintered through the application of a uniaxial pressure of 128 MPa 
and a temperature of 648 K for 20 min. Cs2In2Sb3 pellets were pressed using the same 
temperature profile but a uniaxial pressure of 156 MPa. The pelletized samples of 
CsInSb2 and Cs2In2Sb3 had a geometric density of 88% and 92%, respectively, compared 
to the theoretical X-ray density. Purity of the pellets after pressing was confirmed through 
PXRD.  
5.2.7 Transport Properties 
 Thermal and charge-transport properties were measured from 10-300 K using a 
Quantum Design Physical Property Measurement System (PPMS). The Seebeck 
thermopower and thermal conductivity were measured using the Thermal Transport 
Option in a two-probe configuration. Electrical resistivity was measured using the 
Resistivity option and a four-probe geometry on a Quantum Design pin puck.  
5.2.8 Electronic Structure Calculations 
 The Vienna Ab initio Simulation Package (VASP) was used to calculate the 
electronic structure.7-8 Projected augmented wave (PAW) method and generalized 
gradient approximation with exchanged and correlation potentials as constructed by 
Perdew, Burke, and Ernzerhof (PBE) were used with an energy cutoff of 500 eV and a 
convergence set to 0.01 meV. Experimentally determined unit cell dimensions and 
atomic positions were used (Tables 5.1-5.7). In the case of CsInSb2, an ordered model 
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was constructed. The linear tetrahedron method was used for integrations involving the 
irreducible wedge of the Brillouin Zone using a Monkhorst-Pack k-mesh of 12×12×12 for 
CsAlSb2, 12×12×12 for RbAlSb2, 12×6×12 for CsInSb2, 8×16×8 for Rb2Al2Sb3, and 
8×16×8 for Cs2In2Sb3.
9-10 
5.3 Results and Discussion 
5.3.1 Crystal Structure 
 The following sections will discuss three layered crystal structure types: AAlSb2 
(A = Cs, Rb) (LiBSi2 type), CsInSb2 (KGaSb2 type), and A2M2Sb3 (A = Cs, Rb; M = Al, 
In) (Na2Al2Sb3 type). From initial inspection, it does not appear that these structures are 
related. Closer examination shows that each structure is built from the same unit, M@Sb4 
tetrahedra that are connected in slightly different fashions. Shifting of the metal size and 
metal:Sb ratio results in the three structures discussed below. 
5.3.1.1 AAlSb2 (A = Rb, Cs) 
 AAlSb2 (A = Rb, Cs) crystallizes in the tetragonal space group P42/nmc (No. 137, 
Z = 2), in the LiBSi2 structure type (Figure 5.1a).
11 CsAlSb2 has unit cell dimensions of a 
= 8.4464(3) Å and c = 15.9557(6) Å, whereas RbAlSb2 shows a = 8.3654(3) Å and c = 
15.5412(6) Å. This structure is built from four crystallographic positions, shown in 
Tables 5.3 and 5.4, and include one 8g A position, one 8f Al position, and two 8g Sb 
positions. Additional refinement details and anisotropic parameters are presented in 




Figure 5.1 The crystal structure of AAlSb2 (A = Rb, Cs): a) perspective view; b) a single 
Al4Sb8 unit; and c) view of the packing along the c direction. Squares are centered on 
Al4Sb8 units and the differing colors indicate which layer they are on. (Rb/Cs: yellow, Al: 
blue, Sb: orange).  
 AAlSb2 (A = Rb, Cs) is a layered structure that is composed of [AlSb2]∞
2 - slabs in 
the ab plane that are separated by layers of alkali cations along the c direction. The 
[AlSb2]∞
2 - slabs can be broken down into individual structural Al4Sb8 units (Figure 5.1b) 
that are then corner shared to produce the full layer. The Al4Sb8 units can be described as 
four Al@Sb4 tetrahedra arranged in such a way that each tetrahedron is corner sharing 
once to each of the two directly adjacent tetrahedra, with the remaining points of the 
tetrahedron forming Sb-Sb dumbbell pairs with adjacent tetrahedra. These units are then 
corner sharing to other Al4Sb8 blocks to form the full [AlSb2]∞
2 - slab. Alternatively, the 
slabs can be envisioned by two layers of crisscrossing Sb2 dumbbell ladders (Figure 5.2) 
that are stuffed with Al atoms between the ladders. The packing of these slabs is offset 
from one another, resulting in an ABAB stacking of the layers. This is shown in Figure 
5.1c in which the squares are centered on the Al4Sb8 blocks from two layers, the red 
centered on the upper units and the blue centered on the lower units. As the layers are 
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offset, a highly distorted cubic coordination of the alkali metal is observed, with four 
shorter, two medium, and two long distances present to adjacent Sb atoms. 
 
Figure 5.2 View of only Sb within the AAlSb2 (A = Rb, Cs) structure. Sb2 dumbbells are 
shown connected to their next nearest Sb neighbors by dashed black lines. One layer of 
the [AlSb2]∞
2 - slab is shown and the top Sb2 dumbbells are removed for clarity. 
 Mentioned earlier, this structure crystallizes in the LiBSi2 structure type, though 
there are notable differences between this archetype structure and the ones presented 
here. LiBSi2 was synthesized at high-pressures (10GPa) and does not have a layered 
structure and is instead a 3D framework of [B4Si8]
- with channels that Li sit within. Due 
to the small size of Li, the B4Si8 units are much closer to adjacent layers and Si-Si 
dumbbells are formed across the layers. In the case of CsAlSb2 and RbAlSb2, Cs and Rb 
are much larger and formation of across layer Sb-Sb bond is impossible due to size 
constraints. Examination of other alkali–aluminum–antimonides show similar bonding 
motifs arranged in different fashions: corner or edge sharing Al@Sb4 tetrahedra, Sb – Sb 
dumbbells, or bridging Sb atoms. In the case of layered Na7Al2Sb5, the increase in alkali 
metal has caused severe rearrangement, forming semi-porous layers of edge- and corner-
sharing tetrahedra in which Na sits between layers and within the pores.12 KAlSb4 creates 
a complex 3D framework of Al@Sb4 tetrahedra that are connected by corner sharing, Sb–
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Sb dumbbells, and bridging Sb atoms, forming complex channels for K cations to reside 
within.1 
 Closer inspection of the Al–Sb coordinations show that these tetrahedra are 
slightly distorted, with two distict Al-Sb distances: Al–Sb(1) and Al–Sb(2). These 
distances are mildly affected by the size of the alkali metal between the layers, producing 
Al–Sb distances of 2.6684(9) Å and 2.6977(10) Å for the CsAlSb2 structure and 
2.6641(5) Å and 2.6808(6) Å for RbAlSb2. These Al–Sb distances are slighly longer than 
the sum of their respective covalent radii (Al–Sb: 2.60 Å; rAl = 1.21 Å; rSb = 1.39 Å).
13 
For CsAlSb2, distances of 2.8252(7) Å and 2.8799(7) Å are found for Sb(1)–Sb(1) and 
Sb(2)–Sb(2) dumbbells, respectively; while they are found slightly elongated, 2.8337(4) 
Å and 2.8822(4) Å, for the smaller RbAlSb2. Mentioned earlier, the coordination of the 
alkali metal was not uniform and had  a distorted cubic coordination, with A–Sb 
distances of 3.7833(4) Å, 3.7959(5) Å, 4.0836(4) Å, and 4.2832(5) Å for CsAlSb2 and 
3.6920(4) Å, 3.6951(3) Å, 3.9880(4) Å, and 4.1854(5) Å for RbAlSb2. When viewed 
with respect to the Sb–Sb dumbbells, we find that the shorter of the two Sb(1)2 dumbbells 
has distances to the alkali metal of 3.7959(5) Å and 3.6920(4) Å for CsAlSb2 and 
RbAlSb2, respectivley, whereas the longer Sb(2)2 dumbbells had the longer distances of 
4.2832(5) Å and 4.1854(5) Å. 
5.3.1.2 CsInSb2 
 As the identity of the triel element changes from Al to In, we see a distinctive 
change in the structure. CsInSb2 crystallizes in the monoclinic space group P21/c (No. 14; 
Z = 2) in a variant of the KGaSb2 structure type (Figure 5.3).
14 CsInSb2 has unit cell 
dimensions of a = 10.1756(9) Å, b = 32.1732(19) Å, c = 8.0476(5) Å, and β = 
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113.329(3)°. This crystal structure has 18 crystallographic positions, listed in Table 5.5, 
six 4e Cs positions, four 4e In positions, and eight 4e Sb positions. Three of the Cs 4e 
positions reside in close proximity to one another and are partially occupied. Additional 
refinement details and anisotropic parameters are presented in Tables 5.1 and 5.10. Due 
to this split position, the crystallographically refined formula becomes Cs0.92InSb2. This 
being said, EDX results suggest that this compound has a width of formation and can 
form stoichiometries ranging from Cs0.85InSb2 to CsInSb2. Majority of EDX sites 
measured indicate that the bulk of the sample is closer to the stoichiometric CsInSb2 
composition.  
 
Figure 5.3 The crystal structure of CsInSb2: a) perspective view; b) a single [𝐼𝑛𝑆𝑏2]∞
2 - 
layer; and c) coordinations of the four Cs positions within the structure. (Cs: green, In: 
purple, Sb: orange).  
 While CsInSb2 appears to have a similar structure to KGaSb2, we find that the 
space group symmetry reduces from Cmca to P21/c, perhaps from the split Cs position 
and/or distortions in the In–Sb layers. Despite the split Cs and change in space group, the 
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overall motif of the CsInSb2 structure remains highly analogous to KGaSb2. The 
[InSb2]∞
2 - slabs are constructed by dimers of edge sharing In@Sb4 that are puckered and 
corner sharing with other dimers (Figure 5.3b). Connectivity of the layers is furthered by 
the formation of Sb–Sb bonds. Situated between the [InSb2]∞
2 - slabs, there are four main 
Cs sites; three fully occupied and one split position (Figure 5.3c). The coordination of all 
four sites are unique and some bear a striking resemblance to the that found in a type-I 
clathrate, i.e. pentagon- and hexagon-based fragments. For instance, Cs(1) is coordinated 
by four edge-sharing pentagons below, while above two additional edge-sharing 
pentagons can be found. Cs(3) features two edge-sharing distorted hexagons and one 
pentagon below and two pentagons above. Cs(2) is sandwiched by two distorted 
hexagons, whereas the split Cs(4) site sits between two pentagonal fragments. Based on 
the criteria set forth in the Chapter 1.1.3, CsInSb2 would not consider to be clathrate-like, 
while these fragments resemble parts of the polyhedral cages found in clathrates. 
 While the layered structure of CsInSb2 may be novel, many of the other A-In-Sb 
compounds show similar bonding trends and motifs. Structures, such as A2In2Sb3 (A = K, 
Rb, Cs) or NaK2InSb2, are layered compounds where the backbone of the layer is 
predominately constructed from In@Sb4 tetrahedra (discussed below).
15-18 Though in the 
case of A2In2Sb3, the size of the cation plays a role in shaping the dimensionality of the 
In-Sb layer, as a fourth compositional analogue, Na2In2Sb3 is instead structurally 
characterized as a 3D [In2Sb3]
2- framework with channels that house Na cations. In 
layered A2In2Sb3 (A = K, Rb, Cs), coordination of the alkali metal can be described as 
pentagons and hexagons of In and Sb, though in this case the geometric fragments are 
highly distorted compared to that of the CsInSb2 fragments. Looking at ternaries of the 
155 
 
smaller triel Ga, A2GaSb2 (A = K, Rb, Cs) forms planar layers or chains containing 
pentagonal rings that coordinate the alkali metal.19-21 
 In@Sb4 tetrahedra within the layers are distorted, for example In(1) and In(2) 
exhibit three In–Sb distances of roughly 2.83 Å and one longer distance of ~2.89 Å. In(3) 
and In(4) are also similar, with three In-Sb contacts of 2.84-2.855 Å, and a longer In-Sb 
distance of 2.90 Å. These are reasonable In–Sb bond distances and are within the range 
of other A–In–Sb compounds discussed earlier. Additionally, these distances are close to 
the sum of their covalent radii (In–Sb: 2.81 Å; rIn = 1.42 Å; rSb = 1.39 Å).
13 While the 
Sb–Sb distances in AAlSb2 (A = Rb, Cs) discussed above differs in length, the two unique 
Sb-Sb distances seen in CsInSb2 are highly comparable at 2.8180 Å and 2.8268 Å. 
5.3.1.3 A2M2Sb3 (A = Rb, Cs; M = Al, In) 
 Mentioned earlier, A2M2Sb3 (A = Rb, Cs; M = Al, In) crystallize in the monoclinic 
space group P21/c (No. 14; Z = 2) in the layered A2Al2Sb3 (A = Na, K) structure type 
(Figure 5.4). Cs2In2Sb3 has unit cell dimensions of a = 15.7820(7) Å, b = 7.5444(3) Å, c 
= 17.9021(8) Å, and β = 90.745(1)°; while Rb2Al2Sb3 has dimensions of a = 14.9538(8) 
Å, b = 7.2102(4) Å, c = 17.0953(10) Å, and β = 90.087(3)°. This structure is built from 
fourteen crystallographic positions, shown in Tables 5.6 and 5.7, and include four 4e A 
position, four 4e M position, and six 4e Sb positions. Additional refinement details and 
anisotropic parameters are presented in Tables 5.2, 5.11, and 5.12.  
 Structurally, A2M2Sb3 is built by layers of [𝑀2Sb3]∞
2 2- that are spaced apart by a 
double layer of alkali metal. The M-Sb layers are built from edge-sharing M@Sb4 
tetrahedral dimer units that are then corner shared to other units (Figure 5.4b). 
Additionally, Sb–Sb dumbbells are formed between adjacent Sb sites on the dimers that 
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are tilted toward another. When viewed down the b-axis, this gives the M sites a 
sinusoidal pattern (Figures 5.4a). The coordination of the A metal can be divided into two 
sites, named A(1) and A(2). A(1) sits in the innermost of the alkali metal layer and has a 
coordination similar to that of a distorted trigonal prism. On the other hand, A(2) sits 
much closer to the [𝑀2Sb3]∞
2 2- layer and is nestled into voids created by the tilted 
M@Sb4 tetrahedra.  
 
Figure 5.4 The crystal structure of A2M2Sb3 (A = Rb, Cs; M = Al, In): a) perspective 
view; b) a single [𝑀𝑆𝑏2]∞
2 2- layer; and c) coordinations of the two A positions within the 
structure. (A(1): purple, A(2): red, M: blue, Sb: orange).  
 Cs2In2Sb3 is a known structure, previously reported in 1995 by Blasé et. al., 
whereas Rb2Al2Sb3 is a novel compound.
22 That being said, it is unsurprising that the 
Rb2Al2Sb3 analogue exists, seeing as though there are numerous examples of this 
structure that span the alkali metal–triel–pnictide group. For example, in the antimonide 
family, A2Al2Sb3 (A = Na, K), K2Ga2Sb3, and A2In2Sb3 (A = Na, K, Rb, Cs) are known
15-
17, 22-24; while Na2Al2As3, A2Ga2As3 (A = Na, K), and K2In2As3were reported in the 
arsenide system.25-28 Undoubtably, there are more undiscovered A2M2E3 compounds that 
exist within these systems. 
 Analysis of the four unique tetrahedra for both structures show that they are 
distorted, both in length and angle. Al–Sb distances in the Rb2Al2Sb3 structure are in the 
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range from 2.6527 Å to 2.7851 Å, while in  Cs2In2Sb3 the In-Sb distances are longer, 
between 2.8053 Å and 2.9491 Å. These distances are comparable but slightly elongated 
to the expected distances from the sum of their covalent radii (Al–Sb: 2.6 Å; rAl = 1.21 Å; 
rSb = 1.39 Å) (In–Sb: 2.81 Å; rIn = 1.42 Å; rSb = 1.39 Å).
13 Many of these distances, 
however, can be compared to M–Sb distances found in the previously mentioned 
RbAlSb2 and CsInSb2 layered structures; 2.66–2.68 Å and 2.83–2.90 Å, respectively. 
Additionally, comparison to the A2Al2Sb3 (A = Na, K) and A2In2Sb3 (A = Na, K, Rb) 
structures shows good agreement with both the M–Sb distances and the variety of 
tetrahedral distortions observed.15-17, 24 The Sb–Sb dumbbells formed in both structures 
have similar lengths of 2.8664 Å and 2.8525 Å for Rb2Al2Sb3 and Cs2In2Sb3, 
respectively. 
 Composition of all phases was further confirmed through energy dispersive X-ray 
spectroscopy, corroborating the SC-XRD results. The shown compositions have been 
normalized to a stoichiometric amount of alkali metal: CsAl1.03(5)Sb1.98(2), 
RbAl1.02(3)Sb1.98(7), CsIn1.00(1)Sb2.02(3), Cs2In1.94(3)Sb2.94(4), and Rb2Al2.02(3)Sb3.01(6). 
5.3.2 Synthesis and Calorimetry 
 The synthesis of all title compounds can be achieved through a stoichiometric 
reaction of the elements or binary precursors. To offset the high vapor pressure of the 
alkali metals at high-temperatures, the samples are welded shut within Ta ampoules 
before sealing into fused silica tubes. For full homogenization of the samples multiple 
annealings and sample grinding must be employed. The result is phase pure samples, 




Figure 5.5 Powder X-ray diffraction pattern for: a) CsAlSb2, b) RbAlSb2, c) Cs2In2Sb3, 
d) Rb2Al2Sb3, and e) CsInSb2 (λ = 1.5406 Å). Experimental pattern shown in black, while 
red is the calculated pattern. The background from the air-sensitive holder window has 
been subtracted for clarity in b) and d). 
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 Additionally, extra steps must be taken to ensure full incorporation of the triel 
metal, Al or In. Using large chunks of the metal in sample preparation often leads to 
pieces of unreacted metal in the products, even after multiple annealings. To relieve these 
shortcomings, it was found that filing Al into small pieces or the use of the binary InSb 
resulted in dramatically more homogenous samples. Similar to the aforementioned AMSb 
compounds (Chapter 4), synthetic temperature can play a crucial role in the formation of 
these compounds. For AMSb2 samples, temperatures above 823 K begin to result in 
admixtures of A2M2Sb3 phases in the products. 
 All synthesized compounds appear to be air- and water-sensitive. The Rb-based 
RbAlSb2 and Rb2Al2Sb3 show the highest sensitivity, decomposing immediately after 
removal from an inert atmosphere; while CsAlSb2 can be exposed to ambient atmosphere 
slightly longer (< 10 min) before noticeable changes are found; with CsInSb2 Cs2In2Sb3 
possessing the highest resistance to oxidation but shows signs of degradation with an 
hour. Sensitivity to oxidation of the bulk sample was measured by means of PXRD. 
 Differential scanning calorimetry (DSC) measurements were performed for 
CsAlSb2, RbAlSb2, CsInSb2, Cs2In2Sb3, and Rb2Al2Sb3 (Figure 5.6). CsAlSb2 shows an 
endothermic melting peak at 952 K and a recrystallization peak at 946 K (Figure 5.6a). 
Changing the alkali metal to RbAlSb2 shows a slightly suppressed melting peak at 922 K 
and recrystallization peak at 934 K (Figure 5.6b). Post DSC PXRD show no major 
decomposition and only a slight broadening of the peaks. As the structure is changed to 
Rb2Al2Sb3, a profound increase to the melting point is found; 1105 K broad melting 
feature and a 921 K recrystallization peak (Figure 5.6d). In this case, post-DSC PXRD 
showed the sample recrystallized as RbAlSb2; additionally supported as the 
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recrystallization temperatures for both RbAlSb2 and Rb2Al2Sb3 samples are comparable. 
CsInSb2 has the lowest melting peak of all five compounds at 910 K and a crystallization 
temperature of 903 K (Figure 5.6e); PXRD shows no change crystalline change in the 
sample. Finally, Cs2In2Sb3 has a melting peak at 935K and two crystallization peaks at 
916 K and 869 K (Figure 5.6c). Post analysis shows only Cs2In2Sb3, InSb, and In, with 
the latter two showing no clear crystallization events in the DSC curve. Full assignment 
of the cooling curve cannot be fully completed at this time. 
Table 5.13 DSC peak temperature locations during the heating and cooling process for: 
CsAlSb2, RbAlSb2, CsInSb2, Cs2In2Sb3, and Rb2Al2Sb3. Powder XRD results are also 








after DSC in 
silica ampule 
Powder XRD after 
heating above melting 
in Ta ampule 
CsAlSb2 952 K 946 K CsAlSb2 CsAlSb2  
RbAlSb2 922 K 934 K RbAlSb2 RbAlSb2 
CsInSb2 910 K 903 K CsInSb2 CsInSb2 
Cs2In2Sb3 
935 K 
916 K & 869 
K 
Cs2In2Sb3 + InSb + 
In 
Cs2In2Sb3 
Rb2Al2Sb3 1105 K 921 K RbAlSb2 RbAlSb2 
 Mentioned above, many of the title compounds showed little decomposition after 
the heat treatment and it was suspected that they all congruently melted. Curiously, the 
sealed silica DSC ampoule showed excessive discoloring, indicating sever decomposition 
or reaction with the silica vessel. To better understand the results presented above, the 
title compounds were welded in Ta ampoules and annealed for a short time (15 min) 
above their respective melting points. Post analysis showed little change to their PXRD 
patterns, but with admixtures of Ta3Sb afterward. This indicates that these compounds 





Figure 5.6 DSC plot for: a) CsAlSb2, b) RbAlSb2, c) Cs2In2Sb3, d) Rb2Al2Sb3, and e) 




5.3.3 Electronic Structure 
 Electronic band structures were calculated for CsAlSb2, RbAlSb2, Cs2In2Sb3, 
Rb2Al2Sb3, and CsInSb2 using the VASP package (Figure 5.7). In terms of calculations, 
the disordered Cs position in CsInSb2 presented a problem. For this electronic structure 
determination, partially occupied Cs(44) and Cs(45) were removed, Cs(4) was set to be 
fully occupied, and an additional Cs position was added. The additional Cs position is 
required due to the 2-fold multiplicity of the Cs(4) site, requiring another 2-fold Cs site to 
get the stoichiometric CsInSb2 composition. This model may be close to the bulk 
composition, as EDX (5.3.1.2 above) indicated the bulk composition being closer to 
CsInSb2 (versus Cs0.91InSb2 from SC-XRD).  
 Inspection of DOS for all compounds show that all are predicted to be 
semiconductors, with bandgaps 0.77 eV (CsAlSb2), 0.62 eV (RbAlSb2), 0.87 eV 
(CsInSb2), 1.00 eV (Cs2In2Sb3), and 1.01 eV (Rb2Al2Sb3). For CsAlSb2 and RbAlSb2, the 
majority of the states near the Fermi level are predominately Sb, with a small 
contribution of Al, indication lack of covalent mixing and partial ionicity of Al-Sb 
interactions. This holds true for the Rb2Al2Sb3.  Moving to the In-based CsInSb2 and 
Cs2In2Sb3, we find that the states near the Fermi level become more evenly mixed 
between In and Sb, indicating covalent character of In-Sb interactions in line with 





Figure 5.7. Density of states plot for: a) CsAlSb2, b) RbAlSb2, c) Cs2In2Sb3, d) 




5.3.4 Transport Properties 
 The electronic and thermal transport properties of CsInSb2 and Cs2In2Sb3 were 
studied on dense sintered pellets in the temperature range of 10–300 K. Pellets of 
CsAlSb2, RbAlSb2, and Rb2Al2Sb3 were also pressed and tested, but reproducible data 
could not be measured from these samples. It is currently unclear whether this 
inconsistency was caused by air-sensitivity, sintering effects, or an unknown synthetic 
element.  
 CsInSb2 and Cs2In2Sb3 exhibit p-type semiconducting behavior, shown by large 
positive Seebeck coefficients at room temperature (Figure 5.8). Seebeck values nearly 
linearly increase from low temperatures until values of 185 μV∙K-1 for CsInSb2 and 253 
μV∙K-1 for Cs2In2Sb3 is reached at 300 K. This agrees well with the predicted 
semiconducting electronic structure calculated for both materials and suggests electron-
precise compositions (Figures 5.7c and 5.7e). High p-type Seebeck values are not 
uncommon in the family of Zintl pnictides, with Yb14MnSb11, Ca5Al2Sb6, and Sr3GaSb3 
showing great promise as p-type thermoelectric materials.2-3, 29 Electrical resistivity of 
both compounds shows an exponential decay with increasing temperature (Figure 5.9), 
in-line with a semiconducting gap; with room temperature values of 0.3 Ω∙cm for 
CsInSb2 and 25 Ω∙cm for Cs2In2Sb3. These room temperature values align well with the 
reported values from other ternary triel–antimonide materials (KGaSb2: 2 Ω∙cm, 
Ca3AlSb3: 1.5 Ω∙cm, Sr3GaSb3: 0.5 Ω∙cm, Cs5Al2Sb6: 0.4 Ω∙cm).




Figure 5.8 Temperature dependent Seebeck coefficients of: a) CsInSb2 and b) Cs2In2Sb3. 
 
Figure 5.9 Temperature dependent electrical resistivity of: a) CsInSb2 and b) Cs2In2Sb3. 
 Thermal conductivity of CsInSb2 and Cs2In2Sb3 is shown in Figure 5.10. At 300 
K, both CsInSb2 and Cs2In3Sb3 exhibits low thermal conductivities of 0.67 W∙m
-1∙K-1 and 
0.64 W∙m-1∙K-1, respectively. Though quite low, it is unsurprising considering the subset 
of elements that composes the structures. Beyond the heavy elemental composition, one 
explanation for the small thermal conductivities is preferred orientation of the sample 
particles during the sintering process, a fairly common event in the pressing of layered 
materials.32-33 On the other hand, comparison to other heavy element structures suggests 
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that the low thermal conductivity may be intrinsic to the materials. A majority of Sn-
based clathrates possess room temperature thermal conductivities below 1 W∙m-1∙K-1, 
although this is partially attributed to the rattling of the clathrates guest atom.34 
Additionally, previously mentioned triel–antimonide Zintl compounds: KAlSb4, 
Ca5Al2Sb6, and Ae3MSb3 (Ae = Ca, Sr; M = Al, Ga), exhibit thermal conductivities below 
1.5 W∙m-1∙K-1.1, 3, 29-31 Zintl compounds with heavier elements, Yb14MnSb11 and 
Yb9Mn4.2Sb9, have even lower thermal conductivities of 0.8 W∙m
-1∙K-1 and 0.65 W∙m-1∙K-
1, respectively.2, 35 
 
Figure 5.10 Temperature dependent thermal conductivity of: a) CsInSb2 and b) 
Cs2In2Sb3. 
 As the sintered pellets were only 88% and 92% dense compared to theoretical X-
ray densities, it can be assumed that the intrinsic thermal conductivities would raise, and 





 Analysis of the alkali–triel–antimonide phase space has revealed a higher number 
of reported compounds with lighter alkali metals. The investigation began with the 
reinvestigation of the known compound Cs2In2Sb3, in which only the crystal structure 
was reported. Further probing the heavier alkali systems, with Rb and Cs, has revealed a 
number of new layered compounds. The crystal structures for the novel compounds 
CsAlSb2, RbAlSb2, CsInSb2, and Rb2Al2Sb3 are presented. Synthesis of pure phase 
samples of these compounds and Cs2In2Sb3 can be achieved and their thermal stabilities 
discussed. All compounds show some degree of air-and water-sensitivity. Basic 
electronic structure calculations were performed, showing that all compounds are 
predicted to be electron precise with bandgaps ranging from 0.62 eV to 1.01 eV. 
Transport property measurements were run on two model systems, CsInSb2 and 
Cs2In2Sb3, showing expected semiconducting electronic transport properties. However, 
these compounds exhibit extremely low thermal conductivities are room temperature, in-
line with state-of-the-art antimonide materials. Further investigation into these systems 





Table 5.1 Single crystal data and refinement parameters for CsAlSb2, RbAlSb2, and 
CsInSb2 at 100 K. 
empirical formula CsAlSb2 RbAlSb2 Cs0.92InSb2 
formula weight 403.39 g/mol 355.95 g/mol 480.85 g/mol 
temperature 100(2) K 100(2) K 100(2) K 
radiation, wavelength Mo-Kα, 0.71073 Å Mo-Kα, 0.71073 Å Mo-Kα, 0.71073 Å 
crystal system tetragonal tetragonal monoclinic 
space group P42/nmc (No. 137) P42/nmc (No. 137) P21/c (No. 14) 
unit cell dimensions a = 8.4464(3) Å a = 8.3654(3) Å a = 10.1756(6) Å  
c = 15.9557(6) Å c = 15.5412(6) Å b = 32.1732(19) Å 
   c = 8.0476(5) Å 
   β = 113.329(3) 
unit cell volume 1138.31(9) Å3 1087.57(9) Å3 2419.2(3) Å3 
Z 2 2 2 
Data/parameters 942/26 1169/26 4253/152 
density (calc.) 4.708 g/cm3 4.348 g/cm3 5.281 g/cm3 
absorption coefficient 15.777 mm-1 18.808 mm-1 17.955 mm-1 
Rint 0.026 0.046 0.032 
goodness-of-fit 1.590 1.217 1.265 
final R indices [I > 
2σ(I)] 
R1 = 0.0183 R1 = 0.0161 R1 = 0.0301 
  wR2 = 0.0414 wR2 = 0.0241 wR2 = 0.0564 
final R indices [all 
data] 
R1 = 0.0184 R1 = 0.0210 R1 = 0.0370 
  wR2 = 0.0414 wR2 = 0.0246 wR2 = 0.0579 




Table 5.2 Single crystal data and refinement parameters for CsAlSb2 and RbAlSb2 at 100 
K. 
empirical formula Cs2In2Sb3 Rb2Al2Sb3 
formula weight 860.71 g/mol 590.15 g/mol 
temperature 100(2) K 100(2) K 
radiation, wavelength Mo-Kα, 0.71073 Å Mo-Kα, 0.71073 Å 
crystal system monoclinic monoclinic 
space group P21/c (No. 14) P21/c (No. 14) 
unit cell dimensions a = 15.7820(7) Å a = 14.9538(8) Å 
 b = 7.5444(3) Å b = 7.2102(4) Å  
c = 17.9021(8) Å c = 17.0953(10) Å 
 β = 90.7450(10)° β = 90.087(3)° 
unit cell volume 2131.35(16) Å3 1843.21(18) Å3 
Z 2 2 
Data/parameters 4881/129 5365/130 
density (calc.) 5.365 g/cm3 4.253 g/cm3 
absorption coefficient 18.422 mm-1 19.322 mm-1 
Rint 0.043 0.040 
goodness-of-fit 1.450  1.074 
final R indices [I > 2σ(I)] R1 = 0.0261 R1 = 0.0193 
  wR2 = 0.0630 wR2 = 0.0437 
final R indices [all data] R1 = 0.0265 R1 = 0.0208 
  wR2 = 0.0631 wR2 = 0.0442 





Table 5.3 Atomic coordinates and equivalent isotropic displacement parameters of 
CsAlSb2 at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs 8g 0.49695(4) ¼ 0.04276(2) 1 0.010(1) 
Al 8f 0.46924(13) 0.53076(13) ¼ 1 0.005(1) 
Sb(1) 8g ¼ 0.58276(4) 0.13278(2) 1 0.004(1) 
Sb(2) 8g ¾ 0.57952(4) 0.17364(2)  0.006(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
Table 5.4 Atomic coordinates and equivalent isotropic displacement parameters of 
RbAlSb2 at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Rb 8g 0.50272(4) ¾ 0.04380(2) 1 0.013(1) 
Al 8f 0.53122(7) 0.46878(7) ¼ 1 0.007(1) 
Sb(1) 8g ¼ 0.42227(2) 0.17117(2)  0.009(1) 
Sb(2) 8g ¾ 0.41937(2) 0.12830(2) 1 0.005(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
Table 5.5 Atomic coordinates and equivalent isotropic displacement parameters of 
CsInSb2 at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs(1) 4e 0.30198(6) 0.19660(2) 0.15090(8) 1 0.013(1) 
Cs(2) 4e 0.79730(7) 0.24999(2) 0.14862(9) 1 0.018(1) 
Cs(3) 4e 0.41159(6) 0.99491(2) 0.70579(8) 1 0.016(1) 
Cs(4) 4e 0.0001() 0.00001() 0.03100() 0.223(9) 0.015(1) 
Cs(44) 4e 0.99989(16) 0.00002(5) 0.22960(2) 0.336(3) 0.015(1) 
Cs(45) 4e 0.99986(4) 0.00025(12) 0.09600(7) 0.100(9) 0.015(1) 
In(1) 4e 0.06124(6) 0.12709(2) 0.30331(9) 1 0.010(1) 
In(2) 4e 0.06122(6) 0.12708(2) 0.75785(9) 1 0.011(1) 
In(3) 4e 0.53459(6) 0.12468(2) 0.54226(8) 1 0.010(1) 
In(4) 4e 0.53463(6) 0.12467(2) 0.99236(8) 1 0.010(1) 
Sb(1) 4e 0.70024(6) 0.15196(2) 0.35010(8) 1 0.008(1) 
Sb(2) 4e 0.71568(6) 0.08059(2) 0.85783(8) 1 0.010(1) 
Sb(3) 4e 0.29477(6) 0.07639(2) 0.97231(8) 1 0.010(1) 
Sb(4) 4e 0.29479(6) 0.07640(2) 0.32248(8) 1 0.010(1) 
Sb(5) 4e 0.14847(6) 0.19211(2) 0.57418(8) 1 0.009(1) 
Sb(6) 4e 0.88545(6) 0.08349(2) 0.44270(8) 1 0.012(1) 
Sb(7) 4e 0.45097(6) 0.19081(2) 0.72548(8) 1 0.010(1) 
Sb(8) 4e 0.88929(6) 0.15220(2) 0.94465(8) 1 0.009(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
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Table 5.6 Atomic coordinates and equivalent isotropic displacement parameters of 
Cs2In2Sb3 at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs(1) 4e 0.15204(3) 0.46237(6) 0.51962(2) 1 0.010(1) 
Cs(2) 4e 0.35993(3) 0.97951(6) 0.50667(2) 1 0.010(1) 
Cs(3) 4e 0.57488(3) 0.53074(6) 0.39334(2) 1 0.010(1) 
Cs(4) 4e 0.94510(3) 0.05241(6) 0.40164(2) 1 0.011(1) 
In(1) 4e 0.31985(3) 0.23371(6) 0.31818(3) 1 0.006(1) 
In(2) 4e 0.18423(3) 0.72081(6) 0.32542(3) 1 0.006(1) 
In(3) 4e 0.09424(3) 0.23971(6) 0.25941(3) 1 0.006(1) 
In(4) 4e 0.40653(3) 0.70981(6) 0.26893(3) 1 0.006(1) 
Sb(1) 4e 0.33323(3) 0.55468(6) 0.39773(2) 1 0.006(1) 
Sb(2) 4e 0.2466(3) 0.33244(6) 0.17699(2) 1 0.006(1) 
Sb(3) 4e 0.25384(3) 0.71016(6) 0.18010(2) 1 0.006(1) 
Sb(4) 4e 0.47372(3) 0.03634(6) 0.32385(2) 1 0.006(1) 
Sb(5) 4e 0.17467(3) 0.06558(6) 0.38340(2) 1 0.006(1) 
Sb(6) 4e 0.02442(3) 0.54337(6) 0.33275(3) 1 0.006(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
Table 5.7 Atomic coordinates and equivalent isotropic displacement parameters of 
Rb2Al2Sb3 at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Rb(1) 4e 0.85973(3) 0.52280(6) 0.00749(3) 1 0.009(1) 
Rb (2) 4e 0.65018(3) 0.03949(6) 0.01785(3) 1 0.009(1) 
Rb (3) 4e 0.07370(3) 0.531270(6) 0.39436(3) 1 0.009(1) 
Rb (4) 4e 0.44360(3) 0.05230(6) 0.40081(3) 1 0.010(1) 
Al(1) 4e 0.18277(9) 0.73193(18) 0.18158(9) 1 0.006(1) 
Al(2) 4e 0.40521(9) 0.73880(19) 0.23871(9) 1 0.007(1) 
Al(3) 4e 0.31362(9) 0.21756(18) 0.17652(9) 1 0.006(1) 
Al(4) 4e 0.09394(9) 0.20935(19) 0.23157(9) 1 0.006(1) 
Sb(1) 4e 0.02873(2) 0.53586(4) 0.17908(2) 1 0.005(1) 
Sb(2) 4e 0.47442(2) 0.04559(4) 0.17088(2) 1 0.005(1) 
Sb(3) 4e 0.83299(2) 0.55061(4) 0.39535(2) 1 0.005(1) 
Sb(4) 4e 0.67424(2) 0.05732(4) 0.38203(2) 1 0.005(1) 
Sb(5) 4e 0.75459(2) 0.72035(4) 0.17985(2) 1 0.006(1) 
Sb(6) 4e 0.74601(2) 0.32323(4) 0.17783(2) 1 0.006(1) 





Table 5.8 Anisotropic displacement parameters (Å2) for CsAlSb2 at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs 0.011(1) 0.007(1) 0.012(1) 0 0.006(1) 0 
Al 0.005(1) 0.005(1) 0.005(1) 0.000(1) 0.000(1) 0.000(1) 
Sb(1) 0.004(1) 0.004(1) 0.004(1) 0 0 0.000(1) 
Sb(2) 0.003(1) 0.007(1) 0.006(1) 0 0 0.000(1) 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
Table 5.9 Anisotropic displacement parameters (Å2) for RbAlSb2 at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Rb 0.013(1) 0.009(1) 0.017(1) 0 -0.007(1) 0 
Al 0.005(1) 0.005(1) 0.009(1) 0 0 0.000(1) 
Sb(1) 0.004(1) 0.013(1) 0.011(1) 0 0 0.005(1) 
Sb(2) 0.005(1) 0.005(1) 0.006(1) 0.000(1) 0.001(1) 0.001(1) 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
Table 5.10 Anisotropic displacement parameters (Å2) for CsInSb2 at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs(1) 0.010(1) 0.007(1) 0.018(1) 0 0.003(1) 0 
Cs(2) 0.036(1) 0.009(1) 0.014(1) 0 0.013(1) 0 
Cs(3) 0.015(1) 0.014(1) 0.017(1) 0.001(1) 0.005(1) 0.002(1) 
Cs(4) 0.011(1) 0.011(1) 0.019(1) 0 0.001(1) 0 
Cs(44) 0.011(1) 0.011(1) 0.019(1) 0 0.001(1) 0 
Cs(45) 0.011(1) 0.011(1) 0.019(1) 0 0.001(1) 0 
In(1) 0.006(1) 0.011(1) 0.012(1) 0 0.002(1) 0 
In(2) 0.006(1) 0.011(1) 0.013(1) 0 0.002(1) -0.001(1) 
In(3) 0.007(1) 0.012(1) 0.011(1) 0.001(1) 0.003(1) 0.001(1) 
In(4) 0.006(1) 0.012(1) 0.010(1) 0.001(1) 0 0 
Sb(1) 0.006(1) 0.010(1) 0.008(1) 0 0.001(1) 0 
Sb(2) 0.009(1) 0.012(1) 0.009(1) -0.002(1) 0.003(1) 0 
Sb(3) 0.007(1) 0.010(1) 0.011(1) 0.001(1) 0.001(1) -0.002(1) 
Sb(4) 0.007(1) 0.010(1) 0.012(1) 0.001(1) 0.003(1) 0.003(1) 
Sb(5) 0.006(1) 0.013(1) 0.008(1) 0 0.002(1) 0 
Sb(6) 0.009(1) 0.014(1) 0.012(1) 0 0.003(1) 0 
Sb(7) 0.008(1) 0.013(1) 0.008(1) 0.002(1) 0.002(1) 0.001(1) 
Sb(8) 0.006(1) 0.010(1) 0.009(1) 0 0.002(1) 0 






Table 5.11 Anisotropic displacement parameters (Å2) for Cs2In2Sb3 at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs(1) 0.010(1) 0.012(1) 0.008(1) 0 0 0 
Cs(2) 0.010(1) 0.012(1) 0.007(1) 0 0 -0.003(1) 
Cs(3) 0.009(1) 0.013(1) 0.008(1) 0.002(1) -0.002(1) -0.001(1) 
Cs(4) 0.007(1) 0.015(1) 0.012(1) -0.001(1) -0.003(1) 0 
In(1) 0.006(1) 0.006(1) 0.006(1) 0 -0.002(1) 0 
In(2) 0.006(1) 0.006(1) 0.006(1) 0 -0.001(1) 0 
In(3) 0.006(1) 0.006(1) 0.007(1) 0 -0.002(1) 0 
In(4) 0.006(1) 0.006(1) 0.006(1) 0 -0.001(1) 0.001(1) 
Sb(1) 0.006(1) 0.006(1) 0.005(1) 0 -0.001(1) 0 
Sb(2) 0.006(1) 0.007(1) 0.005(1) 0 -0.001(1) 0 
Sb(3) 0.006(1) 0.007(1) 0.005(1) 0 -0.002(1) 0 
Sb(4) 0.006(1) 0.006(1) 0.005(1) 0 -0.001(1) 0 
Sb(5) 0.006(1) 0.005(1) 0.006(1) 0 -0.002(1) 0 
Sb(6) 0.005(1) 0.006(1) 0.007(1) 0 -0.001(1) 0 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
Table 5.12 Anisotropic displacement parameters (Å2) for Rb2Al2Sb3 at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Rb(1) 0.008(1) 0.010(1) 0.008(1) 0 0.002(1) 0 
Rb (2) 0.006(1) 0.013(1) 0.013(1) -0.001(1) 0 0 
Rb (3) 0.007(1) 0.011(1) 0.009(1) 0.001(1) 0 0 
Rb (4) 0.008(1) 0.010(1) 0.010(1) 0 0.002(1) 0 
Al(1) 0.006(1) 0.005(1) 0.009(1) 0 0 0.001(1) 
Al(2) 0.006(1) 0.005(1) 0.008(1) 0 0 0.001(1) 
Al(3) 0.005(1) 0.004(1) 0.008(1) 0 0 0.001(1) 
Al(4) 0.005(1) 0.005(1) 0.008(1) 0 0.001(1) 0.001(1) 
Sb(1) 0.004(1) 0.004(1) 0.007(1) 0 0.001(1) 0 
Sb(2) 0.004(1) 0.004(1) 0.008(1) 0 0.001(1) 0 
Sb(3) 0.005(1) 0.004(1) 0.007(1) 0 0.001(1) 0 
Sb(4) 0.004(1) 0.004(1) 0.008(1) 0 0.001(1) 0 
Sb(5) 0.005(1) 0.005(1) 0.007(1) 0 0.001(1) 0 
Sb(6) 0.005(1) 0.005(1) 0.007(1) 0 0.001(1) 0 
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CHAPTER 6.    CHEMICALLY DRIVEN SUPERSTRUCTURAL ORDERING IN 
UNCONVENTIONAL CLATHRATES: Cs8Zn18Sb28 and Cs8Cd18Sb28 
6.1 Introduction 
 Intermetallic clathrates are a diverse class of caged materials that span much of 
the periodic table and are considered to be promising materials in a number of high-
impact fields, such as: photovoltaics, thermoelectric materials, superconductors, Li-ion 
batteries, and gas-storage materials.1 Within the group of intermetallic clathrates, there is 
a further subdivision: conventional and unconventional clathrates. Conventional 
clathrates a majority of their framework elements composed of group 14 tetrel elements 
(Si, Ge, or Sn); with the majority of known intermetallic clathrates falling under this 
classification, including the well-studied Ba8Ga16Ge30 clathrate.
1-2 Unconventional 
clathrates, or tetrel-free clathrates, are formed by the combination of late transition-
metals (Cu, Ni, Zn, Cd, Au, etc.) and group 15 pnicogen elements (P, As, or Sb), such as 
Ba8Cu16P30, BaAu2P4, or SrNi2P4.
3-5 
 For unconventional clathrates, superstructural ordering of the framework and 
guest positions is common. For example, Ba8M16P30 (M = Cu, Au) clathrates exhibit 
superstructural order of their framework, in which M and P segregate into distinct sites.4, 6 
This ordering has been rationalized as the minimization of M-M interactions within the 
framework and the preferential formation of M-P or P-P bonds. Superstructural ordering 
in these systems can be sensitive and destroyed by inclusion of an additional elemental 
component. Modification of the Ba8Cu16P30 clathrate with Ge or Zn forms the 
Ba8Cu14Ge6P26 and Ba8Cu16-xZnxP30 clathrate systems, and shows a complete regression 
of the superstructure into the archetype subcell.7-8 
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 Mentioned in Chapter 1.4, binary metal antimonides can display highly attractive 
properties. We began screening under reported phase systems by first reinvestigating 
known compounds. For the Cs–M–Sb (M = Zn, Cd) system, we began with the 
unconventional clathrate family Cs8M18Sb28 (M = Zn, Cd), which was originally reported 
in 2009 and reporting both compositions crystallizing in the archetypical type-I clathrate 
𝑃𝑚3̅𝑛 (No. 223) structure.9 Electronic band structure calculations show these compounds 
to be small bandgap semiconductors (< 0.06 eV). While these systems have been 
reported, their physical properties were never explored, and the extent of their complex 
crystal structures was not discussed. 
 In the current chapter, we explore the complexities of the two different and unique 
superstructural orderings for Cs8Zn18Sb28 and Cs8Cd18Sb28. Crystallographic structures 
are probed using single-crystal X-ray diffraction (SC-XRD), synchrotron powder X-ray 
diffraction (PXRD), transmission electron microscopy (TEM), and electron diffraction 
(ED) techniques. Furthermore, the full range of solid-solutions for the clathrate system 
Cs8Zn18-xCdxSb28 can be synthesized. These mixed-metal clathrates do not show any 
indication of superstructural ordering. Primitive unit cell sizes and thermal melting points 
follow Vegard’s law, with linear trends between the two parent materials. The formation 
and melting of Cs8Zn18Sb28 is thoroughly studied using variable temperature in-situ 
synchrotron PXRD. Thermal and electronic transport properties were measured and are 





6.2 Experimental Details 
6.2.1 Synthesis 
 Handling and manipulation of starting materials and products was carried out in 
an argon filled glovebox (p(O2) < 0.1 ppm). All chemicals were used as received: Cs 
metal (99.8%, Alfa Aesar), Zn granules (99.8%, Alfa Aeasar), Cd shot (99.95%, Alfa 
Aesar), and Sb shot (99.999%, Alfa Aesar). 
 All clathrate samples were synthesized via reaction of the elements. 
Stoichiometric amounts of starting materials were loaded into Ta ampoules that were 
welded shut under argon atmosphere. The Ta ampoules were enclosed into silica 
ampules, which were evacuated and flame sealed. The ampoules were heated from room 
temperature to 823 K over 10 h, annealed for 120 h, and cooled to room temperature 
naturally. Samples were ground and reannealed under the same conditions two additional 
times to ensure homogeneity, producing light-gray powder. Single-phase samples were 
collected for each composition.  
 Synthesis of Cs8Zn18Sb28 can also be achieved using a CsCl method. Mg, Zn, Sb, 
and CsCl in a 8:18:28:160 ratio, are loaded into an alumina crucible and sealed within an 
evacuated silica jacket.9-10 The ampoule is heated from room temperature to 948 K over 
17 h, annealed for 120 h, and cooled to room temperature naturally. The samples were 
then washed in H2O for 1 hour to dissolve CsCl or MgCl2 salts in the sample. The 
annealing time was further explored by varying the annealing times of the samples at 1, 
2, 3, and 5 days. These results showed the formation of clathrate phase at 2 days annealed 
but did not begin to predominately form until 3 days of reaction time.  
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6.2.2 Powder X-ray Diffraction 
 Samples were analyzed via room-temperature powder X-ray diffraction using a 
Rigaku Miniflex 600 diffractometer employing Cu-Kα radiation (λ = 1.54185 Å) with a 
Ni-Kβ filter. Scans were performed from 5 – 80° 2θ on a spinning Si-crystal zero-
background plate on air. 
6.2.3 High-Resolution Synchrotron Powder X-ray Diffraction 
 High-resolution synchrotron PXRD datasets were collected from beamline 11-BM 
at the Advanced Photon Source at Argonne National Lab. A wavelength of 0.412748 Å 
was employed and the samples were housed in Kapton capillaries. 
6.2.4 Transmission Electron Microscopy 
 High-resolution TEM (HRTEM) and electron diffraction (ED) studies were 
performed using a Tecnai G2 30 UT (LaB6) microscope operated at 300 kV with 0.17 nm 
point resolution and equipped with an EDAX EDX detector. High angle annular dark 
field (HAADF)–scanning TEM (STEM) and annular bright field scanning TEM (ABF-
STEM) studies were performed using a JEM ARM200F cold FEG double aberration 
corrected electron microscope operated at 200 kV and equipped with a large solid-angle 
CENTURIO EDX detector and Quantum EELS spectrometer 
6.2.5 Variable Temperature Synchrotron Powder X-ray Diffraction 
 Variable temperature PXRD data was collected at the synchrotron beamline: 17-
BM at the Advanced Photon Source (APS) at Argonne National Lab (ANL). Laboratory 
prepared samples were loaded into 0.5 mm inner diameter silica capillaries (0.7 mm outer 
diameter) and sealed under vacuum. The sealed silica capillaries were placed into a 
secondary shield capillary, with a thermocouple set as close as possible to the 
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measurement area. An experimental set-up can be found elsewhere.11 The data was 
collected with λ = 0.24125 Å and a temperature range from 300 K to 997 K. Temperature 
calibration of the setup was achieved by measurement of Sn, Sb, and Ge powders loaded 
into capillaries and melted; melting points of the setup were compared to literature 
melting points. 
6.2.6 Single-Crystal X-ray Diffraction 
 In-house Single-Crystal X-ray Diffraction was carried out using a Bruker D8 
Venture diffractometer with a Bruker Photon100 CMOS detector employing Mo-Kα 
radiation (λ = 0.71073 Å). The dataset was collected at 100 K under a N2 stream with a 
variety of φ- and ω-scans recorded at a 0.3° step and integrated using the Bruker SAINT 
software package.12 Multiscan absorption correction was used. Structure solution and 
refinement was achieved using the SHELX suite.13 Atomic positions, occupancy, and 
atomic displacement parameters are shown in Tables 6.2 and 6.3 (tables can be found at 
the end of the chapter). Full details of the structure refinement, selected interatomic 
distances and angles, and anisotropic displacement parameters can be found in Tables 
6.1, 6.3, and 6.4. 
 Synchrotron Single-Crystal X-ray Diffraction was carried out at 15-ID at the 
Advanced Photon Source (APS) at Argonne National Lab (ANL). The data was collected 
with a wavelength of 0.24797 Å at a temperature of 10 K under a flowing stream of He 
using a φ-scan recorded at 0.2° steps. Identical data workup procedures were used to the 
in-house procedures above. This dataset was collected up to high sin/ = 1.19 and 
data/param ratio of 133. 
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 For refinement of the Cs8Zn9Cd9Sb28 structure (in-house instrument), sump 
commands were employed to constrain the relative ratios of Zn, Cd, and Sb over the three 
framework positions. The total sum of Zn, Cd, and Sb was constrained to 46 atoms, the 
number of atoms within the type-I clathrate archetype cell. Then the relative ratio 
between Zn and Cd was shifted to slightly Zn- and Cd-rich compositions and refined and 
R1 values compared. The best refinement results came from the model in which Zn and a 
Cd composition were equal and is the solution presented.  
6.2.7 Energy Dispersive X-ray Spectroscopy 
 Elemental composition analysis was performed through Energy Dispersive X-ray 
Spectroscopy using a FEI Quanta 250 field emission-SEM with EDS detection (Oxford 
X-Max 80) and Aztec software. For each composition, measurements were taken at a 
collection of sites on multiple crystals to improve statistics. 
6.2.8 Differential Scanning Calorimetry 
 Differential Scanning Calorimetry was performed using a 404 F1 Pegasus 
calorimeter (Netzsch Thermal Analysis).  Approximately 30 mg of sample was loaded in 
silica ampoules, which were evacuated and sealed. The DSC measurements were 
performed between 300-1020 K with a heating/cooling rate of 10 K/min. 
6.2.9 Sample Densification 
 Pellets of Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9, 13.5, 18) for property measurements 
were prepared by spark plasma sintering (Dr. Sinter Lab Jr. 211 Lx). Finely ground 
powders were loaded into a 5 mm diameter graphite die with tungsten carbide plungers. 
Samples of Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9, 13.5) were sintered through the application of 
a uniaxial pressure of 156 MPa and a temperature of 673 K for 10 min. Pellets of 
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Cs8Cd18Sb28 using this heating profile were fragile and easily broken, instead a dwell 
time of 20 min was used instead and were slightly more robust.  The pelletized samples 
of Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9, 13.5, 18) had densities of 96%, 94%, 98%, 97%, and 
98% of their theoretical X-ray densities, respectively. These densities were determined by 
both geometrical and Archimedes-based methods. Purity of the pellets after pressing was 
confirmed through PXRD.  
6.2.10 Transport Properties  
 Thermal and charge-transport properties were measured from 10-300 K using a 
Quantum Design Physical Property Measurement System. The Seebeck thermopower and 
thermal conductivity were measured using the Thermal Transport Option in a two-probe 
configuration.  Electrical resistivity was measured using the Alternating Current 
Transport option and a four-probe geometry with 50 μm platinum wires and silver paste.  
6.3 Results and Discussion 
6.3.1 Crystallographic Superstructural Ordering 
 Reinvestigation into the Cs8M18Sb28 (M = Zn, Cd) systems began with the 
discovery of many additional reflections in the single crystal diffraction patterns. While 
initially believed to be twinning of the crystals, examination electron diffraction (ED) 





Figure 6.1 Structure of a type-I clathrate. The two polyhedra that make up the structure, 
pentagonal dodecahedron and tetrakaidecahedron, are individually shown. 
 Single-crystal XRD of Cs8Cd18Sb28 led to a structure solution in the body-
centered 𝐼𝑎3̅𝑑 space group (No. 230; Z = 8) with a unit cell length of a = 24.3160(5) Å. 
This ordered cell is eight times larger than the archetypical type-I clathrate structure 
initially reported for Cs8Cd18Sb28 (Figures 6.1, 6.2, and 6.4).
9 The subcell structure has 
five positions: the 2a and 6d, which are guest atom positions; and 6c, 16i, and 24k, which 
are framework positions. Initial assignment of elements on the subcell framework 
positions was generalized to both Cd and Sb, whereas the initial report indicated that only 
the 24k position was split between Cd and Sb. The supercell for Cs8Cd18Sb28 can be 
solved in a variety of cubic space groups, such as 𝐼𝑎3̅𝑑 (No. 230), 𝐼𝑎3̅ (No. 206), and 
I213 (No. 199). Exact determination of Cd and Sb distribution over framework site is 
challenging due to similarity of their scattering factors. To resolve this issue single crystal 
diffraction experiment was collected at ultra-low temperature (10 K) to minimize thermal 
motion. The high-resolution synchrotron data was used for the final refinement, 
providing a high sin/ of 1.19 and data/parameters ratio of 133. Assignment of Cd and 
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Sb sites was performed by allowing each site to independently refine, with the idea that if 
the position was incorrectly assigned it would raise or lower its occupancy toward the 
correct electron count. For instance, a Sb site whose free variable refined to 0.93(1)-
0.96(1) may indicate that the position is Cd, while a refinement that was close to unity 
within one e.s.d. would suggest Sb to be the correct assignment. 
 
Figure 6.2 Diagram showing the group–subgroup Wyckoff site splitting from the ideal 
type-I clathrate 𝑃𝑚3̅𝑛 subcell into the 𝐼𝑎3̅𝑑 supercell for Cs8Cd18Sb28. 
 As the unit cell transforms to the 𝐼𝑎3̅𝑑 superstructure, the initial five positions 
split into eight sites; two guest (16a and 48g) and six framework sites (24c, 24d, 32e, and 
three 96h) (Figure 6.2). Within this model, every framework atomic site except 32e is 
solely occupied by one type of element, either Cd or Sb, indicating a possible driving 
force behind the superstructural ordering. The 32e site splits into three partially occupied 
positions within close proximity (<0.5 Å) to each other. Additionally, the 48g position, 
which corresponds to the Cs guest position in the large tetrakaidecahedron cage, is found 
to split into a second position, which is off-centered with respect to tetrakaidecahedron 
cage. It was initially believed that the split positions could be resolved by lowering the 
space group symmetry, to break this 32e site into multiple sites that could then be refined 
as Cd and Sb separately. Reduction to 𝐼𝑎3̅ results in the splitting of the 32e site to two 
16c positions, while in I213 the 32e site splits into four 8a sites. Subsequent structure 
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solutions within these space groups did not alleviate the problem, with split sites present 
in each of these models and R-values did not decrease below the R-values found in the 
initial 𝐼𝑎3̅𝑑 model. For that reason, we are presenting the higher symmetry 𝐼𝑎3̅𝑑 model 
as the superstructure for Cs8Cd18Sb28 (Tables 6.1-6.3). 
 The 32e site proved to be quite challenging to refine. It splits into three individual 
positions, Sb(61), Sb(62), and Cd(63). The Sb(62) site refines to a position that is a short 
distance to the Cs(1) site (3.38 Å) which is substantially closer than the other Cs-
framework distances. A small concentration of vacancies of Cs(1) was detected (~2%) 
which correlate to the refined occupancy of Sb(62), for this reason the occupancy of 
Cs(1) and Sb(62) were constrained as mutually exclusive in the final refinement. 
Assigning the spilt 32e site as either Cd or Sb resulted in correlated refinement, where the 
amount of Cd was either slightly higher or lower than 75%. Close proximity of the sites, 
similar scattering factors of Cd and Sb, and occupancy/ADPs correlations (despite ADPs 
were constrained to be equal for all three sites) appeared to be challenging to refine even 
for this high-quality 10 K dataset. In the final refinement, Cd(63) was constrained to be 
75% occupied, while to other sites were set to be Sb and allowed to refine, resulting in a 
nearly stoichiometric Cs7.95Cd18Sb27.99 composition. In such a refinement, the Sb(63) 
occupancy appeared to be identical to Cs(1) vacancies within one e.s.d. Mentioned above, 
the Cs(2) position that resides within the large tetrakaidecahedron cage, is split into two 
positions. The main Cs(2) position is 79% occupied, while the secondary off-center 
Cs(22) site is 21% occupied. Previous low temperature clathrate studies in Ae8Ga16Ge30 
(Ae = Sr, Ba, Eu) have showed that the guest position in the larger tetrakaidecahedron 
cage can split into many partially occupied positions around the cage.14-18 The refined Cd 
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and Sb framework sites arrange in such a way that Cd–Cd bonds are minimized, agreeing 
well with previous reports of superstructural ordering in unconventional clathrates.6-7 The 
split 32e position is the exception to this, as it forms a Cd(63)–Cd(63) interaction in 50% 
cases. 
 
Figure 6.3 ED patterns and HR-TEM images for Cs8Cd18Sb28 along the (a and c) [001] 
and (b and d) [1̅11] directions.  
 To get a better understanding of superstructural ordering, high-resolution 
transmission electron microscopy (HR-TEM) and electron diffraction (ED) was utilized. 
ED confirmed the superstructural ordering Cs8Cd18Sb28 due to presence of diffraction 
peaks which cannot be indexed in the 𝑃𝑚3̅𝑛 subcell (Figure 6.3). The presence of intense 
[110] and [200] reflections which are expected to be either systematically absent ([110]) 
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or have intensity close to zero ([200]) indicated that on the local scale this structure 
exhibits additional ordering, probably to resolve the observed disorder in 32e framework 
site and Cs position split. However, long range ordering of this type was not observed by 
either synchrotron single crystal or high-resolution powder diffraction experiments.  
 Cs8Zn18Sb28 proved to be even more difficult to structurally elucidate than 
Cs8Cd18Sb28. Single-crystal XRD experiments showed a huge number of reflections, 
indicative of a large unit cell. Indexing software suggested a large 35 Å primitive cubic 
unit cell, which would be 333 superstructure of the reported primitive unit cell of 
11.70 Å. Viewing these reflections in reciprocal space, the run specimens appeared to be 
single crystals. Unfortunately, the collected data, either conventional or synchrotron 
based, could not be solved, even when taken from numerous “single crystals” from many 
samples, all producing similar results. 
 
Figure 6.4 ED patterns of a) the [001] direction of the primitive cubic cell, b) the [111] 
direction of a single crystal domain for Cs8Zn18Sb28, and c) the [111] direction of 
Cs8Zn18Sb28 crystallites. 
 Like Cs8Cd18Sb28, HR-TEM and ED was utilized to help elucidate the true 
structure of Cs8Zn18Sb28 clathrate sample. Investigating of what would be [001] zone for 
primitive cubic with 11.70 Å clearly show the absence of 4-fold rotational symmetry 
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(Figure 6.4a). There are additional spots along one [110] diagonal direction, and not 
along the perpendicular direction, indicating the orthorhombic ordering. Similar 
additional reflections are clearly observed on the primitive cubic [111] zone (Figure 
6.4b). Based on these additional reflections and their location, the unit cell of Cs8Zn18Sb28 
may be an orthorhombic 3√2 × √2 × 1 superstructure of the primitive cell length of 
11.70 Å (Figure 6.6). ED also shed light on failure of X-ray single crystal diffraction 
experiments. The pattern shown on Figure 6.4b was obtained from small beam size 
focused on a tiny crystallite. Increasing of the beam size resulted in the pattern shown in 
Figure 6.4c, the reason for this is 3-fold twinning of the orthorhombic crystallites. This 
has been previously reported in the case of Ba8Au16P30, in which ED showed both a large 
twinned unit cell and a smaller single-domain orthorhombic unit cell, with the size of the 
electron beam determining which pattern was seen.6. Similarly to Cs8Zn18Sb28 case, the 
nano-twinning of the crystallite prevent from single crystal structural elucidation of 
Ba8Au16P30. 
 
Figure 6.5 High-resolution synchrotron PXRD pattern of Cs8Zn18Sb28 (black) with the 
𝑃𝑚3̅𝑛 clathrate-I calculated pattern shown below (blue).  
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 High-resolution synchrotron PXRD shows a number of low intensity peaks that 
may associated with this superstructural unit cell (Figure 6.5). The true nature for the 
superstructural ordering for Cs8Zn18Sb28 could not be determined at this time. Possible 
reasons for this complex ordering could come from framework bond distance ordering 
(i.e. Zn–Sb bonds being shorter than Sb–Sb distances), an ordering of Cs vacancies, or a 
combination of both. 
 
Figure 6.6 Diagram of the different clathrate unit cells: 𝑃𝑚3̅𝑛 clathrate-I unit cell (red 
square), 𝐼𝑎3̅𝑑 superstructure initially found for Cs8Cd18Sb28 (blue square), and potential 




 Mixed-metal clathrates, with both Zn and Cd in the framework, show a complete 
collapse of any superstructural ordering. For instance, the Cs8Zn9Cd9Sb28 clathrate has a 
unit cell length of 11.9595(7) Å and crystallizes in the archetypical type-I clathrate 𝑃𝑚3̅𝑛 
(No. 223, Z = 1). This unit cell length is halfway between the normalized unit cell 
parameters for Cs8Zn18Sb28 (11.70 Å) and Cs8Zn18Sb28 (12.19 Å). No additional 
superstructural diffraction spots are found in the SC-XRD frames and a structure solution 
can be achieved by allowing a mixing of Zn, Cd, and Sb on the three framework 
positions. Similar results are found for all SC-XRD experiments involving Cs8Zn18-
xCdxSb28 solid-solution compositions. These results are further corroborated by high-
resolution synchrotron PXRD of Cs8Zn9Cd9Sb28, in which no superstructural peaks can 
be observed in the data (Figure 6.7).  
 
Figure 6.7 High-resolution powder X-ray diffraction patterns for Cs8Zn18Sb28 (black), 
Cs8Zn9Cd9Sb28 (green), and Cs8Cd18Sb28 (red) in the 1-6 2θ range (λ = 0.412748 Å). 
Peaks that can be indexed in the clathrate-I 𝑃𝑚3̅𝑛 subgroup are highlighted in gray, 
while impurity peaks in the Cs8Zn9Cd9Sb28 pattern are shown by black stars. 
191 
 
 A refined unit cell parameter of 11.9361 Å can be obtained from the room 
temperature PXRD data, smaller than the 100 K single-crystal data. While initially odd, 
closer examination of the peak shape shows at least two broad peaks superimposed on 
each other, indicating a non-uniform distribution of the metals within the sample (Figure 
6.8). 
 
Figure 6.8 Individual peaks from high-resolution synchrotron PXRD data of 
Cs8Zn9Cd9Sb28 (λ = 0.412748 Å). All reflections can be assigned to the clathrate phase 
and the corresponding Bragg reflections are indicated in the upper right-hand corner of 
each peak. 
6.3.2 Synthesis and Calorimetry 
 The synthesis of Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9, 13.5, 18) can be readily achieved 
through solid-state synthesis of the elements. As Cs is highly volatile at high-
temperatures, the reaction must be carried out in sealed Ta ampoules to contain the alkali 
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metal vapors. Samples run in open Ta crucibles resulted in complete removal of Cs from 
the sample and reaction with the outer silica jacket. As Ta is prone to reaction with Sb at 
higher temperatures, annealing temperatures must be kept below 823 K to prevent the 
formation of Ta3Sb. Homogenization and bulk sample stoichiometries was checked using 
EDX microprobe analysis (Figures 6.9-6.11).  
 
Figure 6.9 EDX mapping of Cs8Zn18Sb28 pellet for Cs, Zn, and Sb. 
 
Figure 6.10 EDX mapping of Cs8Zn9Cd9Sb28 powder for Cs, Zn, Cd, and Sb. The black 
regions on the maps are between sample crystallites. 
 




 Averaged EDX analysis gives compositions of Cs8Zn18.0(3)Sb28.7(6), 
Cs8Zn15.0(9)Cd5.1(7)Sb28.6(3) (Zn/Cd = 75/25), Cs8Zn9.0(3)Cd8.7(4)Sb27.4(6) (Zn/Cd = 51/49), 
Cs8Zn5.1(4)Cd14.8(6)Sb28.4(4) (Zn/Cd = 26/74), and Cs8Cd18.6(7)Sb27.8(3) for Cs8(Zn1-
xCdx)18Sb28 (x = 0, 0.25, 0.5, 0.75, 1), respectively. These compositions were normalized 
to 8 Cs atoms for clarity. The full series of dark gray products are air- and water-stable 
for extended periods of time, checked by PXRD. SEM results indicate that exposure to 
ambient conditions can cause surface decomposition, though this seems to affect the 
surface only and not the bulk.  The bulk stability is lost in acidic media, with the samples 
completely decomposing in 1 M HCl. 
 An alternative synthesis is presented in the 2009 work by Liu et al., in which a 
CsCl flux is utilized and elemental Cs is not used.9 In this synthesis, elemental Lu is 
added to the sample and acts as a sacrificial reactant to create neutral Cs in-situ, resulting 
in formation of Cs8Zn18Sb28 and LuCl3. As the clathrate phase is water-stable, water-
soluble CsCl and LuCl3 can be washed away. We have modified this synthesis to instead 
use Mg as the sacrificial reagent, forming water-soluble MgCl2 as the byproduct. The 
Mg-based synthesis boasts many advantages, such as: earth abundance, complete air-
stability of all starting reagents, and easy scalability. This synthetic method may be useful 
for the safe production of other Cs-based compounds.19 Unfortunately, this pathway 





Figure 6.12 DSC plots for Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9, 13.5, 18). The unlabeled 




 Thermal stability of the clathrate series was studied using differential scanning 
calorimetry (Figure 6.12). A linear trend for the melting points is observed for all 
compounds between the two parent clathrates (Figure 6.13). Cs8Zn18Sb28, 
Cs8Zn13.5Cd4.5Sb28, and Cs8Zn9Cd9Sb28 melt congruently at 963 K, 945 K, and 928 K, 
respectively. While the Cd-rich Cs8Zn4.5Cd13.5Sb28 and Cs8Cd18Sb28 melt at 914 K and 
901 K, respectively, but crystallize incongruently, showing multiple peaks upon cooling. 
PXRD indicates the secondary phase for Cs8Cd18Sb28 as Cs2Cd5Sb4 and for 
Cs8Zn4.5Cd13.5Sb28 to be a substituted modification of Cs2Cd5Sb4 and Cs16Cd25Sb36. 
Interestingly, the reported melting point for Cs8Zn18Sb28 is 900 K, while we consistently 
produced a melting point of 963 K, measuring multiple samples from different synthesis.9 
It is currently unclear where this discrepancy is arising from.  
 
Figure 6.13 Melting points for Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9, 13.5, 18). 
 The formation and decomposition of Cs8Zn18Sb28 was studied using variable 
temperature in-situ synchrotron PXRD. As neither Cs nor Zn was easily fit into the small 
capillaries required for the experiment, a stoichiometric mixture of CsSb, CsSb2, Zn8Sb7, 
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and Sb were used instead. A waterfall plots showing the progression of the reaction is 
shown in Figure 6.14; the full 2ϴ range shown in Figure 6.14a and selected 2ϴ range 
shown in Figure 6.14b for clarity. As the capillary is heated, PXRD peaks that can be 
attributed to the Cs8Zn18Sb28 phase begin to appear around 703 K. The full conversion to 
the clathrate phase is finished at 808 K, well in-line with the chosen synthetic 
temperature used (823 K). Increase of temperature to 952 K showed the melting of the 
clathrate phase, agreeing well with the observed DSC data. Additionally, a capillary of 
pre-synthesized Cs8Zn18Sb28 was studied, also exhibiting a similar melting point of 955 K 
(data not shown).  
 
Figure 6.14 In-situ variable temperature synchrotron PXRD of CsSb, CsSb2, Zn8Sb7, and 
Sb in a combined ratio of Cs8Zn18Sb28; a) full patterns and b) selected 2ϴ patterns. The 
sample was heated from room temperature (bottom pattern) to 808 K (second to top 
pattern). A calculated pattern for Cs8Zn18Sb28 is shown for comparison (top black 
pattern). 
6.3.3 Transport Properties 
 Thermal and electronic transport properties were investigated for the Cs8Zn18-
xCdxSb28 (x = 0, 4.5, 9, 13.5, 18) system on highly dense pellets. All measured 
compounds show remarkably low thermal conductivities, with values below 1 W∙m-1∙K-1 
at 300 K (Figure 6.15a). Cs8Zn18Sb28 and Cs8Cd18Sb28 show the highest values at room 
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temperature; 0.79 and 0.65 W∙m-1∙K-1, respectively. The mixed metal framework 
clathrates, Cs8Zn13.5Cd4.5Sb28, Cs8Zn9Cd9Sb28, and Cs8Zn4.5Cd13.5Sb28, have additional 
sources of phonon scattering from disorder within their framework and have significantly 
lower room temperature thermal conductivities of 0.55, 0.49, and 0.49 W∙m-1∙K-1, 
respectively. While low thermal conductivity is expected for clathrates, most falling 
below 3 W∙m-1∙K-1 at room temperature, such low values are typically only observed by 
the heavier clathrate compositions.1 For instance, several compositions close to 
Ba8Ga16Sn30 have thermal conductivities close to 0.7 W∙m
-1∙K-1 at 300 K.20-22 These 
thermal conductivities are similar to the tetrel-free clathrate Ba8Au16P30,  which has a 
room temperature thermal conductivity of 0.6 W∙m-1∙K-1.6 To data, the thermal 
conductivities of Cs8Zn9Cd9Sb28 and Cs8Zn4.5Cd13.5Sb28 are the lowest reported for any 
clathrate composition for reasonably dense measured samples, i.e. >80% compared to X-
ray density. 
 Cs8Zn18Sb28 shows a standard Seebeck coefficient curve for a p-type 
semiconducting material, reaching a value of 80 μV∙K-1 at 300 K (Figure 6.15b). 
Curiously, the Seebeck behavior for the other clathrate samples is not as straightforward. 
Cs8Cd18Sb28 and the Cd-rich Cs8Zn4.5Cd13.5Sb28 clathrates show a n-p transition at low 
temperatures, changing slopes around 35 K and finally moving into the p-type regime 
near 100 K resulting in moderate values of 17 and 26 μV∙K-1 at 300 K, respectively. This 
charge carrier change can be explained by low-laying impurity states in the band 
structure, allowing for n-type conducting until the temperature was sufficient to thermally 
activate the charge carriers and become p-type dominant. For the more Zn-rich clathrates, 
Cs8Zn13.5Cd4.5Sb28 and Cs8Zn9Cd9Sb28, a strikingly quick increase of the Seebeck is 
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observed at 50 to 75 K. After this rapid increase, a Seebeck plateau is held until Seebecks 
of 76 and 63 μV∙K-1 are reached at 300 K, respectively. For Cs8Zn13.5Cd4.5Sb28, a 
maximum Seebeck for all measured clathrates of 87 μV∙K-1 is found before the plateau at 
145 K. 
 
Figure 6.15 Thermal and electrical transport properties of Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9, 
13.5, 18): a) thermal conductivity, b) Seebeck coefficient, and c) electrical resistivity. 
Additionally, estimated bandgaps using high temperature part of the electrical resistivity 
data is shown in (d). 
 All clathrate samples show an exponential temperature dependence in electrical 
resistivity (Figure 6.15c), with Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9, 13.5, 18) showing values 
of 250, 310, 380, 190, and 1.2 mΩ∙cm at 300 K, respectively. As the samples move from 
Zn to Cd compositions, an initial increase in the room temperature electrical resistivity is 
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observed and may be correlated to the reduction of the superstructural ordering, creating 
a disordered framework that allows for additional scattering of the charge carriers. As Cd 
becomes more prevalent within the framework, the electrical resistivity begins to drop 
and eventually leads to a significant reduction for the Zn-free composition. For the Zn-
rich compositions, Cs8Zn18Sb28, Cs8Zn13.5Cd4.5Sb28 and Cs8Zn9Cd9Sb28, a noticeable 
slope change in the resistivity is present between 50 K and 75 K and aligns well with 
features observed in the Seebeck curves. This slope change is easier seen by plotting ln(ρ-
1) vs T-1 (Figure 6.16). Fitting the two slopes gives transition temperatures of 80 K, 71 K, 
and 70 K for Cs8Zn18Sb28, Cs8Zn13.5Cd4.5Sb28 and Cs8Zn9Cd9Sb28, respectively. 
 
Figure 6.16 Plot of ln(1/ρ) vs. 1/T for Cs8Zn18-xCdxSb28 (x = 0, 4.5, 9)  
 Additionally, bandgaps can be extracted by fitting the resistivity to ln(1/ρ) = -
2Ea/kBT, where kB is a Boltzmann constant (Figure 6.15d). A nonlinear trend is found in 
the calculated bandgap between the two parent compositions, with calculated bandgaps of 
0.09 and 0.025 eV for Cs8Zn18Sb28 and Cs8Cd18Sb28, respectively. This nonlinear trend in 
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solid-solutions is not unheard of and can be found in many systems, such as: K2Bi8-
xSbxSe13, CH3NH3Sn1-xPbxI3, and Pb1-xSnxTe.
23-25 Explanations to the anomalous behavior 
is often attributed to inhomogeneous distribution of the substituted element and formation 
of impurity states within the band structure.  
6.4 Conclusion 
We reinvestigated Cs8Zn18Sb28 and Cs8Cd18Sb28, both of which exhibit unique 
and complex crystallographic superstructures not initially reported. SC-XRD shows that 
Cs8Cd18Sb28 adopts a body centered cubic superstructure, space group 𝐼𝑎3̅d (No. 230), 
doubling the unit cell length to 24.3160(5) Å and 8-fold volume increase. Cd and Sb split 
into individual positions, reducing the number of Cd–Cd interactions present within the 
framework. This complex model features one framework position that has split into three 
individual sites, one of which appears to be coupled with a small Cs vacancy within the 
small cage. Additionally, the Cs guest position residing in the large cage splits into a 
secondary site, a phenomenon not uncommon in low temperature clathrate crystal 
structures. The structure of Cs8Zn18Sb28 has proven to be more complex and not easily 
solved through SC-XRD experiments due to extensive twinning. ED of Cs8Zn18Sb28 was 
used to help explore this structural ordering, suggesting an orthorhombic cell with a 
3√2 × √2 × 1, compared to the primitive unit cell.  
A full solid solution between the Zn- and Cd-parent compounds is synthetically 
accessible, with stoichiometries and homogeneity confirmed through EDX microprobe 
mapping. These mixed-metal clathrates show a collapse of any superstructural ordering. 
A SC-XRD structure solution for Cs8Zn9Cd9Sb28 is presented, having a unit cell length 
halfway between the two parent clathrates. Primitive unit cell sizes and thermal melting 
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points follow Vegard’s law, with linear trends between the two parent materials. Variable 
temperature in-situ synchrotron powder X-ray diffraction of Cs8Zn18Sb28 corroborates the 
DSC melting point and indicates that the clathrate begins forming well below the chosen 
synthesis temperature of 823 K. 
Thermal conductivities for the clathrates are surprisingly low, all falling below 
0.8 W∙m-1∙K-1 at room temperature and a remarkably low value of 0.49 W∙m-1∙K-1 for 
Cs8Zn9Cd9Sb28 and Cs8Zn4.5Cd13.5Sb28 clathrates, the lowest for any reported clathrate 
phase to data. Cs8Zn18Sb28 has typical p-type semiconductor electronic transport, while 
the remaining clathrates show unusual n-p transitions or quick increases of Seebeck 
values at low temperatures. Extraction of the bandgaps for the series show an anomalous 
widening and then shrinking of the bandgap with increasing Cd-content. 
6.5 Tables 
Table 6.1 Single crystal data and refinement parameters for Cs8Zn9Cd9Sb28 at 100 K. 
empirical formula Cs7.95Cd18Sb27.99 Cs8Zn9Cd9Sb28 
formula weight 6495.92 g/mol 6072.21 g/mol 
temperature 10(2) K 100(2) K 
radiation, wavelength synchrotron (0.24797 Å) Mo-Kα, 0.71073 Å 
crystal system cubic cubic 
space group 𝐼𝑎3̅𝑑 (No. 230) 𝑃𝑚3̅𝑛 (No. 223) 
unit cell dimensions a = 24.3160(5) Å a = 11.9595(7) Å 
unit cell volume 14377.3(9) Å3 1710.6(3) Å3 
Z 8 1 
Data/parameters 6898/52 498/25 
density (calc.) 6.002 g/cm3 5.895 g/cm3 
absorption coefficient 6.391 mm-1 20.845 mm-1 
Rint 0.05 0.04 
goodness-of-fit 1.271 1.11 
final R indices [I > 2σ(I)] R1 = 0.012 R1 = 0.029 
  wR2 = 0.026 wR2 = 0.042 
final R indices [all data] R1 = 0.014 R1 = 0.045 
  wR2 = 0.030 wR2 = 0.049 




Table 6.2 Atomic coordinates and equivalent isotropic displacement parameters of 
Cs8Cd18Sb28 at 10 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs1 16a 0 0 0 0.975(1) 0.003(1) 
Cs2 48g 0.74743(4) 0.00257(4) ⅜ 0.790(8) 0.006(1) 
Cs22 96h 0.12321(7) 0.74933(5) 0.00623(11) 0.210(4) 0.006(1) 
Sb1 24d ⅞ 0 ¼  0.002(1) 
Cd2 24c ⅛ 0 ¼  0.003(1) 
Sb3 96h 0.90702(2) 008949(2) 0.90741(2)  0.002(1) 
Sb4 96h 0.05666(2) 0.99973(2) 0.15585(2)  0.003(1) 
Cd5 96h 0.93913(2) 0.99810(2) 0.15619(2)  0.003(1) 
Sb61 32e 0.08794(7) 0.08794(7) 0.08794(7) 0.222(1) 0.004(1) 
Sb62 32e 0.08030(2) 0.08030(2) 0.08030(2) 0.025(1) 0.004(1) 
Sb63 32e 0.09147(2) 0.09147(2) 0.09147(2) 0.75 0.004(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
Table 6.3 Atomic coordinates and equivalent isotropic displacement parameters of 
Cs8Zn9Cd9Sb28 at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs1 2a 0 0 ½ 1 0.007(1) 
Cs2 6c ½ ¼ 0 1 0.018(1) 
Sb3 6d ½ 0 ¼ 0.48(6) 0.010(1) 
Zn3 6d ½ 0 ¼ 0.17(3) 0.010(1) 
Cd3 6d ½ 0 ¼ 0.35(7) 0.010(1) 
Sb4 16i 0.18294(3) 0.18294(3) 0.18294(3) 0.82(3) 0.008(1) 
Zn4 16i 0.18294(3) 0.18294(3) 0.18294(3) 0.12(2) 0.008(1) 
Cd4 16i 0.18294(3) 0.18294(3) 0.18294(3) 0.07(3) 0.008(1) 
Sb5 24k 0.31204(5) 0 0.11669(5) 0.5(2) 0.009(1) 
Zn5 24k 0.31204(5) 0 0.11669(5) 0.25(2) 0.009(1) 
Cd5 24k 0.31204(5) 0 0.11669(5) 0.25(2) 0.009(1) 






Table 6.4 Anisotropic displacement parameters (Å2) for Cs8Cd18Sb28 at 10 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs1 0.003(1) 0.003(1) 0.003(1) 0.0007(1) 0.0007(1) 0.0007(1) 
Cs2 0.007(1) 0.007(1) 0.003(1) 0.0007(1) 0.0000(1) 0.0000(1) 
Cs22 0007(1) 0.007(1) 0.003(1) 0.0007(1) 0.0000(1) 0.0000(1) 
Sb1 0.003(1) 0.002(1) 0.002(1) 0 0 0 
Cd2 0.003(1) 0.003(1) 0.003(1) 0 0 0.0000(1) 
Sb3 0.003(1) 0.002(1) 0.002(1) 0.0003(1) 0.0000(1) 0.0001(1) 
Sb4 0.002(1) 0.002(1) 0.003(1) 0.0002(1) 0.0000(1) 0.0000(1) 
Cd5 0.003(1) 0.003(1) 0.003(1) 0.0002(1) 0.0007(1) 0.0001(1) 
Sb61 0.004(1) 0.004(1) 0.004(1) 0.0009(1) 0.0009(1) 0.0009(1) 
Sb62 0.004(1) 0.004(1) 0.004(1) 0.0009(1) 0.0009(1) 0.0009(1) 
Sb63 0.004(1) 0.004(1) 0.004(1) 0.0009(1) 0.0009(1) 0.0009(1) 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
 
Table 6.5 Anisotropic displacement parameters (Å2) for Cs8Zn9Cd9Sb28 at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs1 0.007(1) 0.007(1) 0.007(1) 0 0 0 
Cs2 0.024(1) 0.007(1) 0.024(1) 0 0 0 
Sb3 0.009(1) 0.009(1) 0.013(1) 0 0 0 
Zn3 0.009(1) 0.009(1) 0.013(1) 0 0 0 
Cd3 0.009(1) 0.009(1) 0.013(1) 0 0 0 
Sb4 0.008(1) 0.008(1) 0.008(1) -0.0005(1) -0.0005(1) -0.0005(1) 
Zn4 0.008(1) 0.008(1) 0.008(1) -0.0005(1) -0.0005(1) -0.0005(1) 
Cd4 0.008(1) 0.008(1) 0.008(1) -0.0005(1) -0.0005(1) -0.0005(1) 
Sb5 0.007(1) 0.008(1) 0.012(1) 0 0.0001(3) 0 
Zn5 0.007(1) 0.008(1) 0.012(1) 0 0.0001(3) 0 
Cd5 0.007(1) 0.008(1) 0.012(1) 0 0.0001(3) 0 
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CHAPTER 7.    Cs8In27Sb19: THE FIRST III-V UNCONVENTIONAL 
CLATHRATE  
7.1 Introduction 
 After exploration of the unconventional clathrate systems, Cs8M18Sb28 (M = Zn, 
Cd), research focus was changed to the discovery of new unconventional clathrates. To 
this point in time, the framework elements in tetrel-free clathrates had always combined a 
late transition metal (Ni, Cu, Zn, Cd, Au) with a pnictide element (P, As, Sb). A fully 
main group tetrel-free clathrate had not been realized, while the flexibility of 
unconventional clathrates compositions suggests that it should be possible. 
 Triel elements were the obvious first choice in the search for new tetrel-free 
clathrates as they reside directly between the tetrel group (Group 14) and Group 12, 
groups both proven to be rich in clathrate phases. Additionally, a number of conventional 
clathrates have already been reported that incorporate triel elements within the 
framework, such as Ba8Ga16Sn30, Cs8Ga8Si38, K8In8Sn38 and Ba8Al16-xSi30+x.
1-5 As 
transport properties are partially dictated by the elemental composition within the 
framework, the prospect of a III-V clathrate framework is quite intriguing (III = Al, Ga, 
In; V = P, As, Sb). Many of binary triel pnictides III-V semiconductors have been studied 
and used in a number of high-profile electronic applications for years for their 
exceptional observed properties. For instance, GaAs is commercially used in a number of 
integrated circuits, LEDs, or photovoltaic cells.6-10 InSb, as mentioned in Chapter 1.4.2, 
has been studied since the 1950s due to its good electrical conduction and astonishingly 
high carrier mobility, >70,000 cm2∙V-1∙s-1 for electrons and ~800 cm2∙V-1∙s-1 for holes at 
ambient conditions.11-13 As the framework of a clathrate is the main contributor to 
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electrical transport properties, the hope is some of these desired features will carry over 
into any novel III-V clathrate phase. 
 To probe whether unconventional clathrates with a triel–pnictide framework was 
possible, the search began with In and Sb. Clathrate work had already been conducted 
using Sb (Chapter 6) and In is of comparable size to Cd, making it highly likely to form 
from a size perspective. In this chapter, we discuss the first example of an unconventional 
clathrate composed entirely of main group elements: Cs8In27Sb19. A superstructural 
ordering of the clathrate was determined and discussed, along with synthesis, thermal 
stability, and basic transport properties for the novel clathrate. 
7.2 Experimental Details 
7.2.1 Synthesis 
 Handling and manipulation of starting materials and products was carried out in 
an argon filled glovebox (p(O2) < 0.1 ppm). All chemicals were used as received: Cs 
metal (99.8%, Alfa Aesar), In shot (99.9%, Alfa Aesar), and Sb shot (99.999%, Alfa 
Aesar). 
 All samples were synthesized via reaction of Cs metal, In metal, and InSb. The 
InSb binary precursor was made by reacting a stoichiometric amount of In and Sb in a 
evacuated silica ampoule at 873 K for 48 h. An ingot was collected, and purity was 
confirmed using PXRD. Stoichiometric amounts of starting materials were loaded into Ta 
ampoules that were welded shut under argon gas. The Ta ampoules were then flame 
sealed in evacuated silica tubes. The ampoules were heated from room temperature to 
823 K over 10 h, annealed for 120 h, and cooled to room temperature naturally. Samples 
were ground and reannealed under the same conditions two additional times to ensure 
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homogeneity, producing light-gray powder. Samples collected were >95% pure with 
small admixtures of InSb.  
7.2.2 Powder X-ray Diffraction 
 Samples were analyzed via room-temperature powder X-ray diffraction using a 
Rigaku Miniflex 600 diffractometer employing Cu-Kα radiation (λ = 1.54185 Å) with a 
Ni-Kβ filter. Scans were performed from 5 – 80° 2θ on a spinning Si-crystal zero-
background plate. 
7.2.3 High-Resolution Synchrotron Powder X-ray Diffraction 
 High-resolution synchrotron PXRD datasets were collected from beamline 11-BM 
at the Advanced Photon Source at Argonne National Lab. A wavelength of 0.412748 Å 
was employed and the samples were housed in Kapton capillaries. 
7.2.4 Variable Temperature Synchrotron Powder X-ray Diffraction 
 Variable temperature PXRD data was collected at the synchrotron beamline: 17-
BM at the Advanced Photon Source (APS) at Argonne National Lab (ANL). Laboratory 
prepared samples were loaded into 0.5 mm inner diameter silica capillaries (0.7 mm outer 
diameter) and sealed under vacuum. The sealed silica capillaries were placed into a 
secondary shield capillary, with a thermocouple set as close as possible to the 
measurement area. An experimental set-up can be found elsewhere.14 The data was 
collected with λ = 0.24125 Å and a temperature range from 300 K to 997 K. Temperature 
calibration of the setup was achieved by measurement of Sn, Sb, and Ge powders loaded 





7.2.5 Single-Crystal X-ray Diffraction 
 In-house Single-Crystal X-ray Diffraction was carried out using a Bruker D8 
Venture diffractometer with a Bruker Photon100 CMOS detector employing Mo-Kα 
radiation (λ = 0.71073 Å). The dataset was collected at 100 K under a N2 stream with a 
variety of φ- and ω-scans recorded at a 0.3° step and integrated using the Bruker SAINT 
software package.15 Multiscan absorption correction was used. Structure solution and 
refinement was achieved using the SHELX suite.16  
 Synchrotron Single-Crystal X-ray Diffraction was carried out at 15-ID at the 
Advanced Photon Source (APS) at Argonne National Lab (ANL). The data was collected 
with a wavelength of 0.24797 Å at a temperature of 10 K under a flowing stream of He 
using a φ-scan recorded at 0.2° steps. Identical data workup procedures were used to the 
in-house procedures above. This dataset was collected up to high sin/ = 1.19 and 
data/param ratio of 203 which allow to distinguish In and Sb sites in the final refinement. 
 Refinements of Cs8In27Sb19 had to be approached carefully as In and Sb have 
similar scattering factors. After all positions had been found, assignment of In and Sb 
within the ten framework positions followed. Initially, In and Sb were randomly assigned 
to the sites and the model refined. Each site was then allowed to individually and 
independently refine, with the idea that if the position was wrongly assigned it would 
raise or lower its occupancy toward the correct electron count. For instance, a Sb site 
whose free variable refined to 0.95(1)-0.97(1) may indicate that the position is In, while a 
refinement that was close to unity within one e.s.d. would suggest Sb to be the correct 
assignment. This method was performed stepwise for each of the 10 framework sites and 
the elemental assignments of the positions resulted in the expected stoichiometry. After 
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the sites were assigned and refined, the last step was to check each of site again to 
confirm they refined close to unity. 
 Atomic positions, occupancy, and atomic displacement parameters are shown in 
Tables 7.2 and 7.3 (tables can be found at the end of the chapter). Data collection and 
structure refinement parameters, selected interatomic distances and angles, and 
anisotropic displacement parameters can be found in Tables 7.1, 7.4, and 7.5. 
7.2.6 Energy Dispersive X-ray Spectroscopy 
 Elemental composition analysis was performed through Energy Dispersive X-ray 
Spectroscopy using a FEI Quanta 250 field emission-SEM with EDS detection (Oxford 
X-Max 80) and Aztec software. For each composition, measurements were taken at a 
collection of sites on multiple crystals to improve statistics. 
7.2.7 Differential Scanning Calorimetry 
 Differential Scanning Calorimetry was performed using a 404 F1 Pegasus 
calorimeter (Netzsch Thermal Analysis).  Approximately 30 mg of sample was loaded 
and sealed in small evacuated silica ampoules and measured between 300-1000 K with a 
heating/cooling rate of 10 K/min. 
7.2.8 Sample Densification 
 Pellets of Cs8In27Sb19 for property measurements were prepared by spark plasma 
sintering (Dr. Sinter Lab Jr. 211 Lx). Finely ground powders were loaded into a 5 mm 
diameter graphite die with tungsten carbide plungers. Samples of Cs8In27Sb19 were 
sintered through the application of a uniaxial pressure of 156 MPa and a temperature of 
623 K for 10 min. The pelletized samples had a density of 93% compared to the 
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theoretical X-ray density. The density was determined by geometrical methods and purity 
of the pellet was confirmed through PXRD.  
7.2.9 Transport Properties  
 Thermal and charge-transport properties were measured from 10-300 K using a 
Quantum Design Physical Property Measurement System. The Seebeck thermopower and 
thermal conductivity were measured using the Thermal Transport Option in a two-probe 
configuration.  Electrical resistivity was measured using the Alternating Current 
Transport option and a four-probe geometry with 50 μm platinum wires and silver paste. 
Hall coefficient measurements were carried out using the Alternating Current Transport 
option from -9 T to 9 T and a five-probe geometry with 50 μm platinum wires and silver 
paste. Carrier concentration was calculated using the equation: 
RH = -n
-1∙e-1 
using an averaged Hall coefficient (RH) value from the full range of magnetic fields, 
where n is the carrier concentration and e is the change of an electron. Mobility can be 
subsequently calculated using the equation: 
σ = n∙μ∙e 
where σ is electrical conductivity and μ is carrier mobility. 
7.3 Results and Discussion 
7.3.1 Crystal Structure 
 Cs8In27Sb19 crystallizes in the body-centered 𝐼𝑎3̅ space group (No. 206; Z = 8) 
with a unit cell length of a = 24.4620(8) Å. This 222 clathrate superstructure unit cell 
is eight times larger than the 𝑃𝑚3̅𝑛 archetypical type-I clathrate and similar to previously 
discussed Cs8Cd18Sb28. The multiplicity of the ten framework sites in the 𝐼𝑎3̅ structure 
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are able to accommodate the two differing M:Sb framework compositions for 
Cs8Cd18Sb28 and Cs8In27Sb19; i.e. 18:28 versus 27:19. The ordered unit cell has thirteen 
crystallographic positions: 8a, 8b, two 16c, two 24k, and seven 48e sites (Figure 7.1; 
Tables 7.2 and 7.3). Additional refinement details and anisotropic parameters can be 
found in Tables 7.1, 7.4, and 7.5. 
 
Figure 7.1 Diagram showing the group–subgroup Wyckoff site splitting from the ideal 
type-I clathrate 𝑃𝑚3̅𝑛 subcell into the 𝐼𝑎3̅ supercell for Cs8In27Sb19. 
 Refinement of In and Sb over the ten framework positions (see section 7.2.5) has 
led to the idealized framework composition of [In27Sb19]. The predominate interactions 
present within the framework are In–Sb, with a few In–In contacts, and finally only one 
Sb–Sb bond. In-Sb distances range between 2.8024 Å and 2.8926 Å. Averaging all In–Sb 
interactions results in a distance of roughly 2.86 Å, slightly elongated than the sum of the 
two covalent radii but well in-line with CsInSb2 and other A–In–Sb compounds discussed 
in Chapter 5 (In–Sb: 2.81 Å; rIn = 1.42 Å; rSb = 1.39 Å).
17 The observed In–In distances 
range between 2.7776 Å and 2.847 Å, agreeing well with the covalent radii. These are 
slightly shorter In–In distances than other ternary zintl phases containing In and Sb, such 
as K10In5Sb9 (2.92 Å) or Ba5In4Sb6 (2.85 Å and 2.97 Å).
18-19 The single Sb–Sb bond is 
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2.7683 Å, slightly shorter than the sum of the covalent radii, but quite a bit shorter than 
the Sb–Sb interactions observed in CsInSb2 (2.82 Å and 2.83 Å) and Cs2In2Sb3 (2.85 Å) 
(Chapter 5). 
 As mentioned in Chapter 1.1.6, superstructural ordering of clathrate materials is 
not uncommon, often found with an ordering of framework positions. Previous works20-25 
and the work presented in this dissertation has shown that superstructural ordering in 
unconventional clathrates is quite common. In this case, In and Sb sites are distributed 
over the framework sites and is coupled with an increase to the unit cell, indicating that 
this superstructure is a combination of translationengleich (t2) and klassengleich (k4) 
orderings. It has been theorized in previous works that the nature of the observed 
clathrate ordering involves a preference in chemical bonding. In the case of Ba8M16P30 (M 
= Cu, Zn), site separation allows for the reduction of M–M bonds formed within the 
framework.20-21 Examination of the In–Sb framework in Cs8In27Sb19 shows a similar 
trend, with the number of In–In and Sb-Sb bonds kept to a minimum ad maximizing In-
Sb interactions. Full elimination of In–In interactions similar to binary InSb is not 
possible, because In makes up roughly 60% of the atoms within the framework. Other 
clathrates, such as Cs8Sn44⬜2 or Ba8Ge43⬜3, exhibits the first klassengleich k4 
transformation to the 𝐼𝑎3̅𝑑 space group through an ordering of their vacancies.26-27 
Cs8In27Sb19 has an additional translationengleich t2 transformation that further splits 
framework sites and may indicate why Cs8In27Sb19 exhibits this additional type of 
ordering if certain interactions are driven to be reduced (e.g. In–In). For instance, the 
splitting of the 𝑃𝑚3̅𝑛 16i site eventually ends in discrete In and Sb sites that would not 
be possible in either 𝑃𝑚3̅𝑛 or 𝐼𝑎3̅𝑑 structures. 
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 Two single-crystal X-ray diffraction solutions for the Cs8In27Sb19 structure are 
presented here, one collected at 100 K and the other at 10 K. The two solutions match 
very well, with only small thermally induced deviations in observed distances. Previous 
low temperature clathrate studies in Ae8Ga16Ge30 (Ae = Sr, Ba, Eu) have showed that the 
guest position in the larger tetrakaidecahedron cage can split into many partially occupied 
positions around the cage.28-31 Refinement of the 10 K data for Cs8In27Sb19 does not show 
this, but instead a flattening and expanding of the anisotropic parameters in the equatorial 
axis.  
 Confirmation of the superstructure within bulk Cs8In27Sb19 samples was 
approached using high-resolution synchrotron PXRD. Small superstructural peaks often 
can only be seen using high-resolution instruments. Peaks associated with the 𝐼𝑎3̅ 
superstructure were observed throughout the PXRD pattern for Cs8In27Sb19, confirming 
that the superstructure is present throughout the bulk sample (Figure 7.2). 
 
Figure 7.2 Zoomed region of high-resolution synchrotron PXRD pattern for Cs8In27Sb19 
sample. Experimental data (black), calculated pattern for 𝐼𝑎3̅ superstructure (red), and 
calculated pattern for 𝑃𝑚3̅𝑛 subcell (blue) are shown. Highlighted supercell reflections 
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are denoted by red triangles, while reflections attributed to In and InSb impurity phases 
are shown as stars and diamonds, respectively. 
7.3.2 Synthesis and Calorimetry 
 The synthesis of Cs8In27Sb19 can be achieved by a stoichiometric reaction of the 
elements or through the aid of binary precursors. All reactions must be performed within 
welded Ta ampoules to offset the high vapor pressure of Cs at elevated temperatures. 
Homogenization of the samples made from elements is not fully achievable, even when 
applying multiple grinding and reannealing cycles, as admixtures of In tend to remain. 
Grinding and reannealing procedures was not as effective as in other solid-state samples 
due to the high ductility of In metal. To remedy this problem, a mix of Cs and In metal, 
and InSb in a ratio of 8:8:19 was used to improve the initial reactivity and reduce the 
amount of metallic In within the sample. The result was a nearly phase-pure sample of 
Cs8In27Sb19, with only a small admixture of InSb present after three annealing cycles 
(Figure 7.3). Using higher temperatures than 823 K, leads to formation of Cs2In2Sb3 and 
Ta3Sb admixtures. 
 The as-synthesized samples of Cs8In27Sb19 do not initially appear to be air-
sensitive, with no noticeable change in their PXRD within a few hours of air-exposure. 
SEM analysis tells a slightly different story, with oxide formation on the surface of the 
material when only exposed to ambient conditions briefly. SEM performed using an air-
sensitive holder reveals no presence of oxides, indicating the oxides are from the brief air 
exposure. Submersion in water results in gas release and a decomposition of Cs8In27Sb19 
found by PXRD. As the humidity in ambient conditions can be relatively high, at this 




Figure 7.3 In-house powder X-ray diffraction pattern for Cs8In27Sb19 (λ = 1.5406 Å). 
Experimental pattern shown in black, while red is the calculated pattern.   
 
Figure 7.4 DSC plot for Cs8In27Sb19. The unlabeled arrows indicate the direction of 
measurement. 
 DSC was used to elucidate the thermal stability of Cs8In27Sb19 (Figure 7.4). 
Clearly three endothermic peaks are visible in the heating curve; at 423 K, 850 K, and 
943 K. The sample used had a small admixture of In present by PXRD, which correlates 
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well to the first peak with a literature melting point of 430 K. The next two peaks were 
assessed using in-situ synchrotron PXRD. Figure 7.5 shows the heating of a sample 
containing Cs8In27Sb19 and admixtures of InSb and In, peaks marked with diamonds and 
stars. The InSb and In peaks begin to disappear at lower temperatures as expected, though 
InSb somewhat below its literature melting point of 799 K. Peaks assigned to Cs8In27Sb19 
do not change until taken past 800 K, in which they begin to change into peaks associated 
with Cs2In2Sb3. The full conversion is finished by 840 K. The melting of Cs2In2Sb3 
occurs at 952 K (data not shown). This data allows us to assign the first peak in Figure 
7.4 to the decomposition of Cs8In27Sb19 and the second to melting of Cs2In2Sb3. 
 
 
Figure 7.5 In-situ variable temperature synchrotron PXRD of Cs8In27Sb19, with a zoomed 
selected 2θ region shown (λ = 0.24142 Å). Admixtures of InSb and In are denoted by 
diamonds and stars, respectively. The sample was heated from room temperature (bottom 
pattern) to 840 K (top pattern). Calculated peak positions for Cs8In27Sb19 and Cs2In2Sb3 
and are shown as red and blue lines, respectively. 
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7.3.3 Transport Properties 
 Electronic and thermal transport measurements were performed on pelletized 
samples of Cs8In27Sb19 in the temperature regime of 10-300 K (Figure 7.6). As expected, 
the thermal conductivity of Cs8In27Sb19 is quite low, falling to 0.9 W∙m
-1∙K-1 at room 
temperature (Figure 7.6a). Clathrates with similarly complex structures and framework 
composed of heavy elements, such as Cs8Cd18Sb28 or Ba8Ga16Sn30, have thermal 
conductivities below 0.7 W∙m-1∙K-1 at room temperature.3, 32-33 Much like the clathrate 
thermal conductivities discussed in Chapter 6.3.4, clathrates typically exhibit low thermal 
conductivities (< 3 W∙m-1∙K-1) but below 1 W∙m-1∙K-1 is typically associated with heavier 
frameworks, such as in this case. The electronic and lattice contributions to the thermal 
conductivity were extracted, showing a majority of the contribution coming from lattice 
transport (>99.9%). 
 
Figure 7.6 Transport properties of Cs8In27Sb19 from 10-300 K: a) thermal conductivity, 
b) Seebeck coefficient, and c) electrical resistivity. 
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 Cs8In27Sb19 show p-type semiconducting behavior, with large positive Seebeck 
values of 250 μV∙K-1 at 300 K (Figure 7.6b). High Seebeck values and the ordered 
framework superstructure indicate that Cs8In27Sb19 is an electron precise compound. The 
curvature of the Seebeck curve appears as though it may be reaching a maximum near 
room temperature, before decreasing due to the bi-polar effect (excitation of electrons 
into the conduction band) though high-temperature measurements have not been 
performed to prove this. If the maximum is taken to occur at 300 K, a bandgap of 0.15 eV 
is calculated for Cs8In27Sb19, using the equation found in Figure 1.19. The room 
temperature Seebeck can be compared to the other two Cs–In–Sb compound discussed in 
Chapter 5: CsInSb2 and Cs2In2Sb3. Both of these semiconducting layered phases 
exhibited room temperature Seebecks of 185 μV∙K-1 and 253 μV∙K-1, respectively. 
 Electrical resistivity shows an odd trend, showing typical semiconducting 
resistivity trends until ~50 K before linearly decreasing to room temperature indicating 
heavily-doped semiconducting behavior (Figure 7.6c). This trend is also somewhat 
comparable to the electrical resistivity seen for Cs2In2Sb3 (Chapter 5.3.4). Room 
temperature resistivity values of 5.29 Ω∙cm is observed, which is in between the other 
two Cs–In–Sb compounds discussed: 0.3 Ω∙cm (CsInSb2) and 25 Ω∙cm (Cs2In2Sb3). It is 
also slightly higher than other ternary triel–antimonide materials (KGaSb2: 2 Ω∙cm, 
Ca3AlSb3: 1.5 Ω∙cm, Sr3GaSb3: 0.5 Ω∙cm, Cs5Al2Sb6: 0.4 Ω∙cm).
34-38  
We wanted to further probe the electronic properties of Cs8In27Sb19 by finding the 
clathrates hole mobility and carrier concentration. Mentioned earlier, InSb has a high 
carrier mobility for holes of ~800 cm2∙V-1∙s-1. It would seem reasonable to expect 
Cs8In27Sb19 to have similar values to the binary InSb and indeed we find that to be true. 
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Hall coefficient measurements show that Cs8In27Sb19 has a carrier concentration of 
1.421015 cm-3 and a calculated hole mobility of 880 cm2∙V-1∙s-1 at 300 K (Figure 7.7). 
High hole mobility within bulk samples at room temperature is not common, but can still 
be found in some compounds, such as doped CsBi4Te6 (700-1000 cm
2∙V-1∙s-1), CoP3 (748 
cm2∙V-1∙s-1), or CoSb3 (1500-2970 cm
2∙V-1∙s-1).39-41 Binary InSb shows similar carrier 
concentration values, with room temperature hole concentrations ranging from ~1015-1016 
cm-3.42-43 
 
Figure 7.7 Measured Hall coefficients of Cs8In27Sb19 in fields from -9 T to 9 T at 300 K. 
7.4 Conclusion 
 In conclusion, the first example for a main group unconventional tetrel-free 
clathrate is presented in Cs8In27Sb19. This clathrate crystallizes in a 𝐼𝑎3̅ superstructural 
ordering of the type-I clathrate, with In and Sb segregating to individual sites. High-
resolution PXRD indicates that the ordering is present throughout the bulk sample. 
Single-crystal XRD experiments run at 10 K do not show splitting of the Cs site within 
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the large cage, rather a flattening of the anisotropic ADP, possibly due to the large size of 
Cs. A combination of DSC and in-situ variable temperature PXRD was used to study the 
thermal stability of Cs8In27Sb19, showing the clathrate phase decomposing at 850 K into 
Cs2In2Sb3 prior to sample finally melts at 943 K. Basic thermal and electric transport 
properties were characterized for Cs8In27Sb19 showing p-type semiconducting behavior, 
with high Seebeck values of 250 μV∙K-1 at 300 K. Cs8In27Sb19 exhibits low thermal 
conductivity, falling below 0.9 W∙m-1∙K-1 at room temperature. Estimation of bandgap 
from Seebeck measurements suggest the bandgap of Cs8In27Sb19 is approximately 0.15 
eV. Hall measurements for Cs8In27Sb19 show a carrier concentration of 1.4210
15 cm-3 
and high hole mobility of 880 cm2∙V-1∙s-1 at 300 K. The discovery of an unconventional 
clathrate without transition metals opens the door to other possible clathrate compounds 
that may exist. It is likely that many other unconventional clathrates exist, and further 





Table 7.1 Single crystal data and refinement parameters for Cs8In27Sb19 at 100 K and 10 
K. 
empirical formula Cs8In27Sb19 
formula weight 6476.67 g/mol 6476.67 g/mol 
temperature 100(2) K 10(2) K 
radiation, wavelength Mo-Kα, 0.71073 Å synchrotron (0.24797 
Å) 
crystal system cubic cubic 
space group 𝐼𝑎3̅ (No. 206) 𝐼𝑎3̅ (No. 206) 
unit cell dimensions a = 24.4620(8) Å a = 24.4593(7) Å 
unit cell volume 14637.8(14) Å3 14633.0(13) Å3 
Z 8 8 
Data/parameters 3730/85 17279/85 
density (calc.) 5.878 g/cm3 5.880 g/cm3 
absorption coefficient 19.108 mm-1 6.269 mm-1 
Rint 0.030 0.050 
goodness-of-fit 1.219 13193 
final R indices [I > 2σ(I)] R1 = 0.0241 R1 = 0.0112 
  wR2 = 0.0533 wR2 = 0.0331 
final R indices [all data] R1 = 0.0334 R1 = 0.0134 
  wR2 = 0.0588 wR2 = 0.0384 





Table 7.2 Atomic coordinates and equivalent isotropic displacement parameters of 
Cs8In27Sb19 at 100 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs(1) 8a ½ ½ ½ 1 0.005(1) 
Cs(2) 48e 0.62510(2) 0.25121(2) 0.50136(2) 1 0.015(1) 
Cs(3) 8b ¾ ¼ ¾ 1 0.005(1) 
Sb(4) 16c 0.65687(2) 0.34313(2) 0.84313(2) 1 0.003(1) 
Sb(5) 48e 0.59148(2) 0.40806(2) 0.59107(2) 1 0.003(1) 
Sb(6) 16c 0.59155(2) 0.40845(2) 0.90845(2) 1 0.003(1) 
Sb(7) 24d 0.62757(2) ½ ¾ 1 0.003(1) 
Sb(8) 48e 0.74978(2) 0.30666(2) 0.59371(2) 1 0.003(1) 
In(9) 48e 0.65603(2) 0.55678(2) 0.49870(2) 1 0.004(1) 
In(10) 48e 0.68913(2) 0.40126(2) 0.74684(2) 1 0.004(1) 
In(11) 24d ¾ 0.37632(2) ½ 1 0.004(1) 
In(12) 48e 0.65620(2) 0.44035(2) 0.50023(2) 1 0.004(1) 
In(13) 48e 0.65731(2) 0.64045(2) 0.65597(2) 1 0.004(1) 
aUeq is defined as one third of the trace of the orthogonalized Uij tensor 
Table 7.3 Atomic coordinates and equivalent isotropic displacement parameters of 
Cs8In27Sb19 at 10 K. 
Atom Wyckoff 
site 
x/a y/b z/c Occupancy Ueq (Å
2)a 
Cs(1) 8a ½ ½ ½ 1 0.003(1) 
Cs(2) 48e 0.62510(2) 0.25144(2) 0.50155(2) 1 0.004(1) 
Cs(3) 8b ¾ ¼ ¾ 1 0.003(1) 
Sb(4) 16c 0.65689(2) 0.34311(2) 0.84311(2) 1 0.002(1) 
Sb(5) 48e 0.59145(2) 0.40805(2) 0.59108(2) 1 0.002(1) 
Sb(6) 16c 0.59155(2) 0.40845(2) 0.90845(2) 1 0.002(1) 
Sb(7) 24d 0.62758(2) ½ ¾ 1 0.002(1) 
Sb(8) 48e 0.74982(2) 0.30663(2) 0.59368(2) 1 0.002(1) 
In(9) 48e 0.65602(2) 0.55677(2) 0.49870(2) 1 0.002(1) 
In(10) 48e 0.68914(2) 0.40127(2) 0.74685(2) 1 0.002(1) 
In(11) 24d ¾ 0.37638(2) ½ 1 0.002(1) 
In(12) 48e 0.65620(2) 0.44039(2) 0.50029(2) 1 0.002(1) 
In(13) 48e 0.65733(2) 0.64044(2) 0.65601(2) 1 0.002(1) 





Table 7.4 Anisotropic displacement parameters (Å2) for Cs8In27Sb19 at 100 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs(1) 0.005(1) 0.005(1) 0.005(1) 0.0004(1) 0.0004(1) 0.0003(1) 
Cs(2) 0.007(1) 0.019(1) 0.017(1) 0 -0.0005(1) -0.0003(1) 
Cs(3) 0.005(1) 0.005(1) 0.005(1) 0 0 0 
Sb(4) 0.003(1) 0.003(1) 0.003(1) 0.0003(1) 0.0003(1) -0.0002(1) 
Sb(5) 0.003(1) 0.003(1) 0.003(1) 0.0005(1) -0.0002(1) 0.0002(1) 
Sb(6) 0.003(1) 0.003(1) 0.003(1) 0.0002(1) 00002(1) -0.0002(1) 
Sb(7) 0.003(1) 0.003(1) 0.003(1) 0 0 -0.0002(1) 
Sb(8) 0.004(1) 0.003(1) 0.003(1) 0 0 0.0004(1) 
In(9) 0.004(1) 0.003(1) 0.004(1) 0 0 0 
In(10) 0.004(1) 0.003(1) 0.004(1) 0.0003(1) 0.0001(1) -0.0003(1) 
In(11) 0.003(1) 0.004(1) 0.003(1) 0 0 0 
In(12) 0.003(1) 0.004(1) 0.004(1) 0.0004(1) 0 0 
In(13) 0.004(1) 0.004(1) 0.004(1) 0.0003(1) -0.0003(1) 0.0003(1) 
*The anisotropic displacement factor exponent takes the form: -2π2[h2a*2U11 + … + 
2hka*b*U12]. 
Table 7.5 Anisotropic displacement parameters (Å2) for Cs8In27Sb19 at 10 K.* 
Atom U11 U22 U33 U12 U13 U23 
Cs(1) 0.003(1) 0.003(1) 0.003(1) 0.00007(1) 0.00007(1) 0.00070(1) 






Cs(3) 0.003(1) 0.003(1) 0.003(1) 0 0 0 
Sb(4) 0.002(1) 0.002(1) 0.002(1) 0.00007(1) 0.00007(1) -
0.00007(1) 
Sb(5) 0.002(1) 0.002(1) 0.002(1) 0.00008(1) -
0.00005(1) 
0.00004(1) 
Sb(6) 0.002(1) 0.002(1) 0.002(1) 0.00009(1) 0.00009(1) -
0.00009(1) 
Sb(7) 0.002(1) 0.002(1) 0.002(1) 0 0 -
0.00001(1) 










In(10) 0.002(1) 0.002(1) 0.002(1) 0.00013(1) 0.00003(1) -
0.00002(1) 
In(11) 0.002(1) 0.002(1) 0.002(1) 0 0.00001(1) 0 
In(12) 0.002(1) 0.002(1) 0.002(1) 0.00012(1) 0 0.00001(1) 
In(13) 0.002(1) 0.002(1) 0.002(1) 0.00007(1) -
0.00008(1) 
0.00005(1) 
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CHAPTER 8.    NiP2: A STORY OF TWO DIVERGENT POLYMORPHIC 
MULTIFUNTIONAL MATERIALS 
Modified from a publication in Chemistry of Materials: 
Bryan Owens-Baird, Janyuan Xu, Dmitri Y. Petrovykh, Oleksandr Bondarchuk, Yasmine 
Ziouani, Noelia González-Ballesteros, Philip Yox, Foteini M. Sapountzi, J.W. 
Niemantsverdriet, Yury V. Kolen’ko, Kirill Kovnir, Chem. Mater. 2019, 31(9), 3407-
3418. 
8.1 Introduction 
Metal phosphides are an extensive subset of materials, with binary metal 
phosphides reported for almost all metals in the periodic table, excluding Hg and Bi. 
These binaries can possess compositions that range from metal-rich (M15P2) to metal-
poor (MP15).
1-3 Due to these compositional varieties, there is a wide range of structural 
motifs observed across metal phosphides. This structural variety is attributed to the 
bonding flexibility of phosphorus, which may be present as individual anions, dumbbells, 
or larger networks.1 Because metal phosphides feature diverse structural motifs and 
compositional ranges, they can display a wide range of magnetic, catalytic, and transport 
properties.1, 4-6 Furthermore, they often boast high thermal stability and corrosion 
resistance. As a result, transition metal phosphides have been considered for a number of 
applications. For instance, Cu3P has been identified as a potential lithium-ion battery 
anode material.7-9 Other first-row transition-metal phosphides: M2P, MP, and MP2 (M = 
Fe, Co, Ni), have been extensively investigated as possible replacements for platinum-
group metals as water-electrolysis catalysts.5, 10 
Structural polymorphism is observed in many metal phosphide systems, 
including: Ti5P3, FeP4, Co2P, ZnP2, Zn3P2, and ZrP.
11-17 While some polymorphs may be 
structurally similar to one another, resulting in a moderate change in observed properties, 
others can result in quite drastic changes. Applying high pressure is a common method to 
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generate metallic polymorphs out of semiconducting or insulating compounds. The most 
extreme example is that of metallic hydrogen, which was predicted to be a 
superconductor at not yet experimentally realized pressures of 0.5 TPa.18-20 However, this 
idea sparked interest in metal superhydrides at high pressures and resulted in fascinating 
discoveries of high-temperature superconductivity in high-pressure phases.21-22  
An interesting case of pressure-induced semiconductor-to-metal polymorphism 
has been reported for NiP2: an ambient pressure monoclinic structure (m-NiP2) 
crystallizing in the C2/c space group (No. 15) and a cubic structure (c-NiP2) crystallizing 
in the 𝑃𝑎3̅ space group (No. 205) which was synthesized under applied pressure of 6.5 
GPa.23 The relative thermodynamic stabilities of these two polymorphs, however, have 
produced a robust debate among conflicting experimental and theoretical reports.23-26 
Each NiP2 polymorph has been studied separately,
5, 24, 27-30 but no comparative 
investigation of how the changes in crystal and electronic structure affect the properties 
has been reported.  
In the current work, we explore the relative stabilities, solid-state transformations, 
transport properties, and electronic structures for the two polymorphs of NiP2. We 
demonstrate that the changes in atomic arrangements have dramatic effects on the 
electronic structure and transport properties of NiP2. Moreover, surface-related 
properties, such as electrocatalytic activities, are affected by the bulk structural re-
arrangements. NiP2 polymorphs exhibit different performance in the common half-cell 
configuration and in an application-relevant full-cell polymer-electrolyte membrane 
(PEM). This behavior indicates that the catalytic properties of metal phosphides not only 
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depend on their composition but can be affected by their bulk crystal and electronic 
structure. 
8.2 Experimental Details 
8.2.1 Synthesis 
 The starting commercial reagents were used as received: Ni powder (99.996%, 
Alfa Aesar), NiCl2 powder (98%, Sigma Alridch), NiI2 powder (98%, Alfa Aesar), 
dendridic Sr metal (99.9%, Sigma Aldrich), red P powder (99%, Alfa Aesar), and Sn shot 
(99.7%, Alfa Aesar).  
 8.2.1.1 m-NiP2.  
 Pure polycrystalline samples of m-NiP2 were synthesized via a solid-state reaction 
of Ni and P in a ratio of 1:2. The elements were loaded into a silica ampoule, evacuated, 
and flame sealed. The ampoule was heated from room-temperature to 973 K over 10 h, 
annealed for 96 h, and cooled to room-temperature over 48 h. The products were ground 
with a mortar and pestle, and re-annealed with the same heating profile. A single-phase 
dull gray powder was obtained and confirmed through PXRD (Figure 8.1a). 
Single crystals of m-NiP2 were grown via a Sn-flux reaction. Ni, P, and Sn were loaded 
into a silica ampoule in the ratio of 1:2:7, evacuated, and flame sealed. The ampoule was 
heated from room-temperature to 1373 K over 5 h, annealed for 24 h, and cooled to 773 
K over 72 h before centrifuging. The sample was treated with a 1:1 HCl:H2O solution for 
5 h, then filtered and dried. Shiny silver crystals were collected. 
 8.2.1.2 c-NiP2.  
 Pure polycrystalline samples of c-NiP2 were synthesized via a solid-state reaction 
of NiCl2 (or NiI2) and P in a ratio of 3:8. The powders are well mixed and cold pressed 
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into a pellet with an 8 mm steel die, using 10 MPa of pressure. The pellet was then loaded 
into a silica ampoule, evacuated, and flame sealed. The ampoule was heated from room-
temperature to 773 K over 5 h, annealed for 40 h, and cooled to room-temperature 
naturally. After the ampoules are opened, the pellet was ground and washed in water for 
30 min. The sample was filtered and dried before the pure gray powder was collected; 
PXRD shown in Figure 8.1b.  
 The single crystal of c-NiP2 was grown in a sample containing Sr, Ni, P, and Sn in 
a ratio of 1:2:4:28 that was evacuated and flame sealed in a silica ampoule. The ampoule 
was heated from room-temperature to 927 K over 5 h, annealed for 24 h, and cooled to 
773 K over 120 h before centrifuging. The sample was treated with a 1:1 HCl:H2O 
solution for 5 h, then filtered and dried. 
 
Figure 8.1 Powder X-ray diffraction pattern for a) m-NiP2 and b) c-NiP2 (λ = 1.5406 Å). 
Experimental pattern shown in black, while red is the calculated pattern. 
8.2.2 Powder X-ray Diffraction 
 Samples were analyzed via room-temperature powder X-ray diffraction using a 
Miniflex 600 diffractometer (Rigaku) employing Cu–Kα radiation (λ = 1.54185 Å) with a 
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Ni–Kβ filter. Scans were performed from 5–80°2θ on a spinning sample Si-crystal zero-
background plate on air. 
8.2.3 Single-Crystal X-ray Diffraction 
 Single-Crystal X-ray Diffraction was carried out using a D8 Venture 
diffractometer (Bruker) with a Photon100 CMOS detector (Bruker) employing Mo–Kα 
radiation (λ = 0.71073 Å). The dataset was collected at 100 K under a N2 stream with a 
variety of φ- and ω-scans recorded at a 0.3° step and integrated using the SAINT 
software package (Bruker).31 Multiscan absorption correction was used. Structure 
solution and refinement was achieved using the SHELX suite.32 SC-XRD data and 
refinement parameters can be found in Table 8.1 (tables can be found at the end of the 
chapter). Atomic positions, occupancy, and atomic displacement parameters are shown in 
Table 8.2. 
8.2.4 Variable Temperature Synchrotron Powder X-ray Diffraction 
 Variable temperature PXRD data was collected at the synchrotron 17-BM 
beamline at the Advanced Photon Source (APS) at Argonne National Lab (ANL). 
Laboratory prepared samples were loaded into 0.5 mm inner diameter silica capillaries 
(0.7 mm outer diameter) and sealed under vacuum. The sealed silica capillaries were 
placed into a secondary shield capillary, with a thermocouple set as close as possible to 
the measurement area. An experimental set-up can be found elsewhere.33 The data was 
collected with λ = 0.45336 Å and a temperature range from 300 K to 1273 K. 
Temperature calibration of the setup was achieved by measurement of Sn, Sb, and Ge 




8.2.5 Scanning Electron Microscopy and Energy Dispersive X-ray Spectroscopy 
 The morphology and the chemical composition of the samples were studied by 
scanning electron microscopy (SEM) using a Quanta 650 FEG ESEM microscope (FEI), 
fitted with an INCA Energy 350 system (Oxford Instruments) for energy-dispersive X-
ray spectroscopy (EDX). 
8.2.6 Differential Scanning Calorimetry 
 Differential Scanning Calorimetry was performed using a 404 F1 Pegasus 
calorimeter (Netzsch Thermal Analysis). Approximately 30 mg of sample was loaded and 
sealed in small evacuated silica ampoules and measured between 323–1273 K with a 
heating/cooling rate of 10 K min–1. 
8.2.7 Sample Densification 
 Pellets of m-NiP2 and c-NiP2 for property measurements were prepared by spark 
plasma sintering (Dr. Sinter Lab Jr. 211 Lx). Finely ground powders were loaded into a 
5 mm diameter graphite die with tungsten carbide plungers. Samples of m-NiP2 and c-
NiP2 were sintered through the application of a uniaxial pressure of 156 MPa and 
temperatures of 823 K and 773 K for 20 min, respectively. The pelletized samples of m-
NiP2 and c-NiP2 had densities of 94% and 90% of their theoretical X-ray densities, 
respectively. These densities were determined by both geometrical and Archimedes-
based methods. Purity of the pellets after pressing was confirmed through PXRD.  
8.2.8 Transport Properties 
 Thermal and charge-transport properties were measured from 10–300 K using a 
Physical Property Measurement System (Quantum Design). The Seebeck thermopower 
and thermal conductivity was measured using the Thermal Transport Option in a two-
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probe configuration. Electrical resistivity was measured using the Alternating Current 
Transport option and a four-probe geometry with 50 μm Pt wires and Ag paste. 
 Calculation of the electronic and lattice contributions to the thermal conductivity 
was achieved using Eqs. 1 to 3: 
𝜅𝑡𝑜𝑡𝑎𝑙 = 𝜅𝑒𝑙 + 𝜅𝑙𝑎𝑡𝑡𝑖𝑐𝑒  (1) 
𝜅𝑒𝑙 = 𝜎 ∙ 𝐿 ∙ 𝑇   (2) 
𝐿 = 1.5 + 𝑒−
|𝑆|
116  (3) 
where Ktotal is the total thermal conductivity (W m
–1 K–1), Kel is the electronic 
contribution to the total thermal conductivity (W m–1 K–1), Klattice is the lattice 
contribution to the total thermal conductivity (W m–1 K–1), σ is electrical conductivity 
(S m), L is the Lorenz number (10–8 W Ω K–2), T is temperature (K), and S is the Seebeck 
coefficient (μV K–1). The degenerate limit Lorenz number (2.44 × 10–8 W Ω K–2) was not 
used and instead calculated based off Eq. 3 for each data point.34 
8.2.9 Electronic Structure Calculations 
 Band structure and density of state data was calculated using the tight-binding 
linear muffin-tin orbital, atomic sphere approximation (TB-LMTO-ASA) program.35 
Experimentally obtained lattice parameters and atomic positions were used for 
calculating the electronic structure (Tables 8.1 and 8.2). The band structures and density 
of states were calculated after a converging of the total energy. The density of k-mesh for 
c-NiP2 and m-NiP2 was 20 × 20 × 20 and 24 × 24 × 16, respectively. The number of the 




8.2.10 Brunauer–Emmett–Teller (BET) Measurement 
 BET measurements of pure powder samples of m-NiP2 and c-NiP2 were 
performed using a Quantachrome Autosorb iQ Station 2. The sample of m-NiP2 was 
synthesized by elements, while c-NiP2 from reaction of NiCl2 and P. 
8.2.11 Half-cell Water Electrolysis 
 Electrodes for half-cell water electrolysis measurements were made using a 
catalyst ink deposited on a glassy carbon substrate. The mass loading of all 
electrocatalysts was held at 0.3 mg∙cm-2. Electrochemical measurements were then 
conducted using a three-electrode setup, using graphite as the counter electrode and a 
Ag/AgCl reference electrode. The shown data in Figure 8.14 is normalized to active ink 
electrode surface area. 
8.2.12 Fabrication of Membrane Electrode Assembly (MEA) and Polymer 
Electrolyte Membrane (PEM) Electrolyzer 
 Half-MEAs of Nafion 115/IrRuOx (3 mg∙cm
-2) were purchased from 
FuelCellsEtc, on which the NiP2 gas diffusion electrodes (GDEs) were attached to form a 
full-MEA. Bulk NiP2 powder samples used for these experiments were pure phase; m-
NiP2 synthesized from elements and c-NiP2 from reaction of NiCl2 and P. After synthesis, 
both samples were ball-milled in inert atmosphere to increase their surface areas. To 
fabricate the NiP2–GDEs, NiP2 catalysts were loaded on carbon cloth (GDL–CT, 
FuelCellsEtc) by spraying proper amounts of a catalyst ink. To prepare the catalyst ink, 
20 mg of the catalyst powder were mixed with 100 µL Nafion solution (5 % in aliphatic 
alcohols and water, Sigma Aldrich), 600 µL isopropanol and 600 µL water; the ink was 
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sonicated for 30 min. A commercial Pt/C–GDE (0.5 mg Pt∙cm-2, FuelCellsEtc) was also 
used for comparison. 
 To investigate the effect of catalyst loading of NiP2–GDEs, catalyst inks for 
spraying were prepared by mixing the m-NiP2 catalyst with Nafion solution (5% in 
aliphatic alcohols and water, Sigma Aldrich), isopropanol and water; the ink was 
sonicated for 30 min. By spraying proper amounts of the ink, NiP2–GDEs with five 
different catalyst loadings were prepared, namely, 0.4, 1.0, 2.0, 2.7 and 4.3 mg cm–2, all 
of them with a 20% loading of dry Nafion. The Nafion loading was calculated based on 
the percentages regard to weight ratios of Nafion ionomer in the total content of catalyst 
and ionomer. For the case of 2.0 mg NiP2 cm
–2, different Nafion loading were also 
applied, 16% and 24%, by properly varying the catalyst ink composition. PEM 
electrolysis data for different Nafion loading are given in Table 8.5. 
 The MEAs were introduced in a PEM electrolysis cell with Ti bipolar plates. A 
Pt–Ti mesh was used for anode’s current collection. Water electrolysis was carried out in 
the gas phase, by passing ultrapure He (99.999%) as the carrier gas through a 
thermostated H2O containing saturator. The saturator was kept constantly at 318 K, which 
corresponds to water’s partial pressure of 9.6 kPa, while all gas lines were heated at 333 
K to avoid water condensation. A gas mixture of 10 kPa H2 in He balance was supplied to 
the cathode, which served simultaneously as the counter and reference electrode. The 
PEM electrolyzer was constantly kept at 298 K and its performance was evaluated using 
a Vertex potentiostat (Ivium Technologries). The current-potential data were obtained in 
the potentiostatic mode, following 50 mV steps between 1.2 and 2.3 V with a 
stabilization time of 5 min at each potential step. 
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8.2.13 X-ray Photoelectron Spectroscopy 
 XPS measurements were performed using a monochromated micro-focused Al 
Kα X-ray source that defined an analysis spot of ca. 650 × 400 μm2. All spectra were 
acquired in normal emission with an enabled magnetic lens producing an effective 
analyzer collection angle of ≈30°. Elemental regions were acquired at the nominal 
instrument resolution of 0.36 eV, with 0.1 eV step size. Charge neutralization was 
provided by beams of low-energy (≤ 10 eV) Ar+ ions and electrons guided by the 
magnetic lens; the aliphatic C 1s peak was observed at binding energy (BE) of 
284.9±0.1 eV for all samples. The symmetric peak shapes and FWHM as low as 0.7 eV 
(for resolved P 2p doublets) provided further indications of a uniform charge 
neutralization. A convolution of Lorentzian and Gaussian line shapes on a linear 
combination of Shirley and linear backgrounds was used to fit the individual components. 
8.3 Results and Discussion 
8.3.1 Crystal Structure 
 Monoclinic NiP2 crystallizes in the C2/c space group (No. 15; Z = 4) with unit 
cell dimensions of a = 6.3742(3) Å, b = 5.6156(3) Å, c = 5.6288(3) Å, and β = 
119.628(2)°, Figure 8.2a and Table 8.1. There are two crystallographically unique 
positions in the unit cell (Table 8.2). Both sites are fully occupied, as confirmed through a 
single crystal X-ray diffraction (SC-XRD) experiment. The structure consists of two 
components: Ni columns that run along the [101] direction and zigzagging 1[P] chains 
that run parallel to the Ni columns. The P–P distances within the 1[P] chains are nearly 
identical—2.2217(6) Å and 2.2225(7) Å—and the shortest Ni–Ni distance is 3.0348(1) 
Å. Alternatively, the Ni coordination can be viewed as corner-sharing distorted Ni@P4 
238 
 
square planar units having two longer distances of 2.2063(4) Å opposite to each other and 
two shorter distances of 2.2054(3) Å. The P–Ni–P angles within the plane are 89.178(8)° 
and 90.822(8)°. While the structure of m-NiP2 is isopointal to the KO2 structure-type, 
oxygen atoms in the latter structure do not form infinite chains, favoring peroxide 
dumbbells. The m-NiP2 structure more closely relates to the structures of PdP2 or 
AuGeAs, both containing 1[P] and 1[GeAs] chains, respectively.36-37 
 
Figure 8.2. The crystal structures of a) m-NiP2 and b) c-NiP2. A a comparison (c) of the 

1[P] chains of m-NiP2 (left) and the isolated P2 dumbbells of c-NiP2 (right). (Ni: blue, P: 
orange). 
The cubic NiP2 crystallizes in a pyrite structure-type in the 𝑃𝑎3̅ space group (No. 
205; Z = 4) and with a unit cell dimension of a = 5.4475(1) Å (Figure 8.2b and Table 
8.1). Like the monoclinic structure, there are two crystallographically unique positions 
within the unit cell (Table 8.2) and the Ni columns run along the [101] direction. The P 
chains parallel to the Ni columns in the monoclinic structure have undergone a Peierls 
distortion, resulting in isolated P2 dumbbells (Figure 8.2c). This produces two distinct P–
P distances of 2.179(1) Å within the dumbbell and 3.093(1) Å between dumbbells. Ni–Ni 
distances in the cubic structure elongate to 3.852(1) Å and the Ni–P distance changes to 
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2.276(1) Å. The P–P distance of 2.12 Å is shorter than the sum of P covalent radii, 2.20 
Å, but have been reported in other ambient pressure structures of phosphides.38-41 For 
example, the bond length in the P6
4– benzene-like ring of 2.15 Å  was considered to have 
partial double character, with one double bonds spread over the ring.36 The regular P=P 
double bond is significantly shorter, ≈ 2.03 Å.42  
8.3.2 Synthesis, Calorimetry, and Structural Transformations 
Synthesis of both cubic and monoclinic NiP2 can be achieved through a number 
of different methods. The simplest method is through the direct reaction of the elements, 
with lower temperatures (< 823 K) forming the c-NiP2 and higher temperatures favoring 
m-NiP2. Multiple annealings at 973 K and subsequent grinding of stoichiometric NiP2 
yielded phase-pure polycrystalline m-NiP2. Decreasing reaction temperature resulted in 
samples with mainly cubic NiP2 with admixtures of NiP3 or Ni5P4. An optimized 
synthesis for single-phase c-NiP2 using this synthetic method was not achieved. 
Additionally, most modifications of the reaction media, such as metal flux or transport 
agents, heavily favor the formation of m-NiP2, regardless of temperatures used.  
Previous reports have used a ball-milling technique to produce the cubic 
polymorph, allowing for a scalable method of production.28, 43 Then in 2009, Gillan et al. 
showed that many phosphorus-rich transition-metal phosphides could be made through a 
combination of transition-metal chlorides and an excess of phosphorus.44 Repetition of 
this synthesis showed that polycrystalline single-phase c-NiP2 could be formed, with the 
PCl3 byproduct removable by water washing. In a similar fashion, we have demonstrated 
that this synthetic method can be modified to use NiI2 as a reagent, forming c-NiP2 and a 
red water-soluble powder of a mixture of PI3 and P2I4. 
240 
 
Polycrystalline samples of both m-NiP2 and c-NiP2 were examined using SEM 
and EDX microprobe analysis (Figures 8.3 and 8.4). SEM images indicate that the 
crystallite size of as-synthesized m-NiP2 is on average larger than that in the as-
synthesized c-NiP2 samples. Microprobe analyses of the samples show good elemental 
homogeneity across the analyzed area. For the c-NiP2 samples synthesized using NiCl2, 
there is no evidence to support incorporation of Cl or the presence of Cl-containing 
compounds within the sample. 
 
Figure 8.3 Representative SEM image, EDX spectrum, and elemental mapping for m-
NiP2. 
 




Single-crystal growth of the NiP2 polymorphs produced contrasting results 
regarding the ease with which sizable single-crystals formed. Crystals of the m-NiP2 type 
form readily under many conditions, such as: direct reaction of elements, gas-transport 
reaction using I2 or SbI3 transport agents, reactions in Sn-flux. The latter one was the 
most successful in growing large single-crystals of m-NiP2, with sizes over 3 mm and 
shiny facets (Figure 8.5). In sharp contrast, the growth of c-NiP2 single-crystals proved to 
be difficult without the aid of high-pressure techniques. Multiple attempts to synthesize 
c-NiP2 crystals from elements or using metal fluxes were unsuccessful. Eventually, 
during growth of Sr-Ni-P crystals from Sn flux, c-NiP2 crystals were inadvertently 
formed as a secondary phase. The full description of the synthesis can be found in the 
experimental section. 
 
Figure 8.5 Images of m-NiP2 crystals grown by a Sn-flux synthesis. Crystals on the right 
image have been placed on millimeter paper. 
Once synthesized, both NiP2 polymorphs show reasonable chemical stability 
under ambient conditions. Samples exposed to air for more than three months or water 
for one week show no noticeable changes of their PXRD patterns. These bulk stabilities 
are exemplified by the observed acid resistance, surviving 6 M HCl acid solutions for 
more than 24 h with no degradation detected by PXRD.  
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An irreversible solid-state transformation is observed in this system, with the c-
NiP2 structure transforming into the m-NiP2 structure above 876–943 K. This 
transformation is undetectable through DSC methods, with both m-NiP2 and c-NiP2 
samples having identical DSC patterns (Figure 8.6). These DSC experiments both have 
the onset to an endothermic doublet at 1180 K upon heating and an exothermic doublet at 
1163 K during cooling. Therefore, this conversion was further studied using in-situ 
variable-temperature synchrotron PXRD.  
 
Figure 8.6 DSC plot for m-NiP2. The arrows indicate the direction of measurement. 
Figure 8.7 illustrates the conversion of c-NiP2 (bottom room-temperature pattern) 
to m-NiP2 (top room-temperature pattern). Figure 8.7 shows a set of magnified in-situ 
PXRD patterns that are offset for clarity; full-patterns are shown in Figures 8.8 and 8.9.  
As stated above, this transformation begins to occur at roughly 876–943 K. This 
temperature discrepancy from sample to sample can be attributed to the experimental 
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setup, in which the temperature accuracy can be correlated with thermocouple position 
and heater distance relative to the sample. Upon cooling, the transformation to m-NiP2 
proves to be irreversible. This irreversible transformative behavior was probed further in 
two ways: (i) by heating the sample just above the transition temperature and cooling; 
and (ii) by heating the sample well above the transition temperature until melting occurs 
(1138 K) before cooling (Figures 8.9 and 8.10). In both cases, the solid-state 
transformation confirmed to be irreversible in the short term, with only the m-NiP2 
polymorph being present. In case (ii), once the sample had recrystallized, additional 
peaks could be identified as the Ni5P4 phase. Formation of this phosphorus-poor phase is 
common for high-temperature treatment (> 1073 K) of the NiP2 samples. Additionally, 
the poor crystallinity of the remaining patterns is most likely due to the rapid cooling of 
the sample. An in-situ experiment of melting and subsequent recrystallization for m-NiP2 
shows the retention of the monoclinic polymorph structure (data not shown). 
 
Figure 8.7 In-situ variable-temperature synchrotron PXRD of c-NiP2, λ = 0.45336 Å. The 
sample was heated from room temperature (bottom pattern) to 933 K, before cooling to 
room temperature (top pattern). Patterns are offset along the x-axis for clarity and 





Figure 8.8 In-situ variable temperature synchrotron PXRD of c-NiP2, λ = 0.45336 Å. The 
sample was heated from room temperature (bottom pattern) to 933 K, before cooling to 
room temperature (top pattern). 
 
Figure 8.9 In-situ variable temperature synchrotron PXRD of c-NiP2, λ = 0.45336 Å. The 
sample was heated from room temperature (bottom pattern) to 1144 K and melting, 




Figure 8.10 In-situ variable temperature synchrotron PXRD of c-NiP2, λ = 0.45336 Å. 
The sample was heated from room temperature (bottom pattern) to 1144 K and melting 
(1138 K), before cooling to 868 K (top pattern). Patterns are offset in the x-axis for clarity 
and select characteristic peaks attributed to c-NiP2 and m-NiP2 phases are labeled. 
8.3.3 Electronic Structure 
Formal electron count for m-NiP2 is simple, P connected to two other P atoms has 
–1 formal oxidation state, leading to formula Ni2+(P1–)2.  For the cubic structure, a P-P 
dimer with single bond has a formal total charge of –4, while a dimer connected by 
double bond will have a formal charge identical to those in monoclinic modification, –2. 
Moderate shortening of the P-P bond in the cubic structure indicates only partial double 
character, thus a higher partial charge on Ni is expected for the cubic modification.  
Electronic band structure and density of states were calculated for m-NiP2 and c-
NiP2 and are shown in Figure 8.11. Peierls distortion in the P chains has led to dramatic 
changes in the electronic structures. The band structure for m-NiP2 indicates that it is a 
narrow bandgap semiconductor with a direct bandgap of 0.5 eV at the Λ point. This band 
structure correlates well to the experimentally determined bandgaps of 0.5 eV 45 and 0.73 
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eV 46; taken from fitting electrical resistivity and optical absorption, respectively. The c-
NiP2 polymorph appears to be a metal with the Fermi level residing in the middle of a 
band. On the other hand, Pohls et al. found that application of higher accuracy 
calculations indicated that c-NiP2 possesses a small bandgap opening of 0.13 eV.
24  For 
both polymorphs, the contribution of Ni–3d and P–3p orbitals near the valence and 
conduction bands in the density of states are comparable, suggesting a covalent mixing of 
the orbitals. 
 
Figure 8.11 Density-of-states and band-structure plots for c-NiP2 (a, c) and m-NiP2(b, d). 
8.3.4 Surface Characteristics 
X-ray photoelectron spectroscopy (XPS) was used to examine the polycrystalline 
samples of c-NiP2 and m-NiP2 (Figure 8.12). For powders, the possibility of 
(heterogeneous) charging artifacts always needs to be considered, however, we find 
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strong indications of spatially uniform charge neutralization. For the two elements that 
did not exhibit qualitative spectral differences between the samples, C and O, identical 
BEs were observed: 284.9±0.1 eV (FWHM of 1.5±0.1 eV) for the aliphatic C 1s peak 
(data not shown), 531.5±0.1 and 533.0±0.1 eV (FWHM of 1.9±0.1 eV) for the two O 1s 
components (Figure 8.12). These BE values are consistent with previous observations for 
NiP-based catalysts47-48 and with values reported for Ni compounds.49-50 Furthermore, the 
major unambiguous spectral components common for both materials were observed at 
the same BEs: phosphate P 2p at 133.8±0.1 eV, and Ni 2p3/2 components at 853.4±0.1 
and 856.4 eV (Figure 8.12). 
The major spectral features common to both materials, namely, the Ni 2p3/2 
component at 856.4 eV, the O 1s component at 531.5 eV, and the phosphate P 2p at 133.8 
eV, are commonly associated with Ni phosphate chemistry.47-48 The samples in this work 
exhibit a mixture of their original surface and bulk compositions: the spectral features 
associated with the latter are sharp and intense in both Ni 2p3/2 and P 2p regions, at BE < 
855 eV and BE < 132 eV, respectively (Figure 8.12). The minor Ni 2p3/2 components at 
852.2 eV likely correspond to small amounts of residual metallic Ni.50-51 Our study of Ni-
rich catalysts, Al-doped Ni5P4–Ni2P self-supported materials, showed a Ni:P ratio from 
XPS of 1:3, which was significantly higher than that of the bulk composition.48 Likewise, 
for both c-NiP2 and m-NiP2 in the current work, the Ni:P ratio is also 1:3. Unlike for the 
Ni-rich catalysts, this 1:3 ratio is nominally closer to the bulk composition and does not 
indicate a dramatic excess of P at the surface, especially given the large uncertainties 




Figure 8.12 XPS characterization of the synthesized polycrystalline: a) c-NiP2 and b) m-
NiP2 materials. Spectra in Ni 2p3/2, O 1s, and P 2p regions are shown as raw intensities 
for each element. Materials were measured in powder form. Raw data (symbols), 
background (dashed lines), highlighted fit components (colored lines), and overall fit 
(black lines) are shown. Fit components corresponding to Ni 2p3/2 satellites (BE > 860 
eV) and phosphate in P 2p region (BE > 132 eV) are omitted for clarity. 
The dominant spectral signatures of phosphides are clearly different, in both Ni 
2p3/2 and P 2p regions, for c-NiP2 and m-NiP2 in Figure 8.12. The characteristic Ni 2p3/2 
and P 2p3/2 components are at 854.4 (red line) and 128.7 eV (blue line) for c-NiP2 (Figure 
8.12a) vs 853.4 (orange line) and 129.3 eV (purple line) for m-NiP2 (Figure 8.12b). These 
components have been observed in spectra of NiP-based catalysts and components above 
854 eV (Ni 2p3/2) and 129 eV (P 2p3/2) were assigned to transitional states during 
phosphide to phosphate surface oxidation.47 Based on the high-quality of the materials 
and the well-resolved spectra in this work, the two pairs of Ni 2p3/2 and P 2p components 
in Figures 8.124a and 8.12b most likely correspond to Ni–P phases with distinct 
electronic structures, in good agreement with electronic structure calculations and 
bonding analysis (Figure 8.11). The sensitivity of XPS BEs in transition-metal 
compounds to the electronic structure (including doping) has been systematically 
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investigated.52-58 Consistently with this hypothesis, the opposite directions of the changes 
in the Ni 2p3/2 and P 2p3/2 BEs between the two phases would naturally arise from 
changes in the charge transfer between Ni and P atoms. As the BEs for the Ni 2p3/2 and P 
2p3/2 components shift away from each other for c-NiP2, this indicates a higher degree of 
ionicity compared to that in m-NiP2. These putative charge-transfer changes are in 
agreement with the Ni lattice switching from idealized interactions with isolated P2 
dumbbells to interactions with 1[P] chains. We have previously observed in NiP-based 
catalysts the XPS signatures similar to those of either the c-NiP2
47 or m-NiP2
48 materials 
in Figure 8.12. A possible generality of this electronic-structure effect is indicated by 
literature values for P 2p3/2 BE in transition-metal phosphides, which can be above
49, 52-53, 
55-56 or below53, 59-60 129 eV. 
8.3.5 Transport Properties 
 Measurements of the electric and thermal transport properties for the two 
polymorphs were conducted on high-density sintered pellets (Figure 8.13). Both 
compounds exhibit low thermal conductivity at 300 K, 5.75 W∙m-1K-1 (m-NiP2) and 1.73 
W∙m-1K-1 (c-NiP2). It should be noted that the pellet density of c-NiP2 was 4% lower than 
that of m-NiP2 (90% vs 94%), which could lead to a slight depression of thermal 
conductivity measured for c-NiP2. For the cubic polymorph, these low thermal 
conductivities are significantly reduced when compared to FeS2, the pyrite structure 
archetype, with reported thermal conductivities ranging between 19 and 38 W∙m-1K-1 at 
300 K.61-62 Electronic and lattice contributions to the thermal conductivities were 
extracted using calculated values of the Lorenz number, as described in the SI. Lattice 
contribution for m-NiP2 is above 99% of the total thermal conductivity; this contribution 
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is not shown on Figure 8.13a for clarity. On the other hand, c-NiP2 exhibits roughly equal 
contributions to the total thermal conductivity from lattice and electronic components. 
With such low total thermal conductivity values, this means the lattice contribution for c-
NiP2 falls below 1 W∙m
-1K-1 at 300 K. These unusually low values are unexpected for the 
relatively simple crystal structures. A coupling of weaker Ni–P bonding with stronger P–
P bonding leading to an avoided crossing of the acoustic phonon modes was suggested as 
a mechanism of overall reduction of the thermal conductivity.24 This prediction, when 
coupled with the XPS results indicating higher degree of ionicity for c-NiP2, may explain 
why the cubic phase exhibits lower thermal conductivity than the monoclinic one. 
 
Figure 8.13  Thermal and electrical transport properties of m-NiP2 and c-NiP2 from 10–
300 K: a) thermal conductivity, where open blue marks indicate lattice contribution to c-
NiP2 while lattice contribution for m-NiP2 match the observed total thermal conductivity 
and is not shown, b) Seebeck coefficient, and c) electrical resistivity. 
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Seebeck thermopower for both compounds is negative, indicating electrons as 
main charge carriers (Figure 8.13b). The behavior of m-NiP2 is characteristic of 
semiconducting materials, reaching –125 μV∙K-1 at 300 K. This value is significantly 
smaller than the Seebeck value of –392 μV∙K-1 at 300 K reported by Odile et al.,46 
however, their data were collected on single-crystals grown in tin flux and reproducibility 
issues were reported. Our measurements of different pellets produced from multiple 
samples have shown consistent trends and thermopower values. On the other hand, the 
cubic polymorph displays much lower thermopower, approaching –17 μV∙K-1 at 300 K, 
in line with predicted semi-metallic behavior.24  
Electrical resistivity for both m-NiP2 and c-NiP2 decrease with temperature 
(Figure 8.13c). m-NiP2 has a resistivity temperature dependence that is typical for a small 
bandgap semiconductor, dropping from 68 mΩ∙cm at 10 K to 23 mΩ∙cm at 300 K. These 
values are slightly lower than those measured on single-crystals by Oldie et al., ranging 
from 90 to 420 mΩ∙cm at 300 K, but follow the overall trend observed in their report.46 
However, the resistivity for c-NiP2 is much more temperature independent, only 
decreasing slightly in the 10-300 K range from 1.08 mΩ∙cm to 1.00 mΩ∙cm. These values 
indicate semi-metallic behavior and are roughly an order of magnitude lower than those 
previously reported for ball-milled samples of c-NiP2 by Pohls et al.
24 
Considerable differences in the electronic structure and chemical bonding 
between two NiP2 polymorphs justify the distinct observed transport properties. 
Reasonably low thermal conductivity and high Seebeck coefficients above |100 μV∙K-1| at 
room temperature identify m-NiP2 as a potential thermoelectric material at higher 
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temperatures, though the thermal conductivity would need to be further suppressed via 
doping or nanostructuring.63 
8.3.6 Electrochemical Water Splitting 
While transport properties are well known to change dramatically with small 
changes in crystal structure, the NiP2 polymorphs provide an opportunity to examine how 
these structural variations affect surface-related properties, such as electrochemical water 
splitting. For instance, structure-activity dependencies can be found in metal-boride 
materials, where Mo2B4 was shown to exhibit different HER activities for polymorphs 
with different structure of boron layers.64 Transition-metal phosphides have been 
identified as a promising alternative to platinum-group metals as catalysts toward the 
hydrogen evolution reaction (HER) and oxygen evolution reaction (OER). While the 
metal-rich compositions, i.e. M2P or MP (M = Fe, Co, Ni), have been extensively studied, 
the phosphorus-rich composition of MP2 has been significantly understudied, despite very 
promising activities reported for CoPS, which is isoelectronic and isostructural to c-
NiP2.
5, 65 Investigation of the performance for c-NiP2 and m-NiP2 toward the HER and 
OER processes was carried out via both half-cell measurements and, importantly, full-
cell testing in a polymer-electrolyte membrane (PEM) single cell water-electrolyzer. 
 8.3.6.1 Half-cell water electrolysis measurements 
The HER experiments were conducted in both aqueous acidic 0.5 M H2SO4 
(Figure 8.14a; Table 8.3) and alkaline 1 M KOH (Figure 8.14b; Table 8.3) electrolytes, 
while OER experiments were performed only in 1 M KOH aqueous alkaline electrolyte 
(Figure 8.14; Table 8.4). Half-cell measurements were run for >50 cycles to achieve a 
steady-state before the presented data was collected. Long-term stability tests of the 
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catalysts were not performed. Bulk powder NiP2 samples used for these experiments 
were pure-phase and the same ones outlined in the MEA fabrication section above.  
 
Figure 8.14 Water splitting performance for m-NiP2 and c-NiP2 (mass loading = 0.3 
mg∙cm-2) toward HER in: a) aqueous 0.5 M H2SO4 electrolyte with control 20 wt % Pt/C 
electrocatalysts and b) aqueous 1 M KOH electrolyte; and OER performance in aqueous 
1 M KOH electrolyte with control RuO2 electrocatalyst. 
The two polymorphs exhibited different activity toward HER under both acidic 
and alkaline conditions. Cathodic current density of 10 mA∙cm-2 (10) was achieved at 
potentials of –267 mV and –313 mV for c-NiP2 and m-NiP2 in acidic electrolyte and –250 
mV and –244 mV in alkaline electrolyte, respectively. c-NiP2 exhibits moderately better 
performance over m-NiP2 at higher current densities as reflected in the extracted Tafel 
slopes; 162 mV∙dec-1 in acidic and 195 mV∙dec-1 in alkaline media for c-NiP2, while m-
NiP2 had slopes of 212 mV∙dec
-1 in acidic and 255 mV∙dec-1 in alkaline media (Figure 
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8.15). Different Tafel slopes and performance at high current densities demonstrated that 
not only the overall composition but also the bulk atomic arrangement of the catalyst 
plays an important role. These results can be compared to the reported nanostructured 
Fe0.2Ni0.8P2, crystallizing in the pyrite structure-type, having overpotentials at 10 of -171 
mV and -250 mV in similar acidic and basic conditions, respectively.66 Additionally, 
reports of Se-doped c-NiP2 have shown good performance toward HER in acidic 
conditions, with NiP1.93Se0.07 exhibiting a 10 of -84 mV and a Tafel slope of 41 mV∙dec
-
1.67 More recently, a report directly comparing the HER performance of the two 
polymorphs in acid show similar performance to one another.68 
The structural effect is even more pronounced for OER, where c-NiP2 has 
superior performance compared to the monoclinic polymorph. Anodic current density of 
10 mA∙cm-2 was achieved at 1.57 V and 1.64 V for c-NiP2 and m-NiP2, respectively. At 
this current density, c-NiP2 performs comparably to the commercially available RuO2 
catalyst (1.54 V). At higher current densities of 100 mA∙cm-2, the potential required for c-
NiP2 is 1.68 V, vastly outperforming m-NiP2 and the RuO2. Tafel slopes for c-NiP2, m-
NiP2, and RuO2 were 56 mV∙dec
-1, 61 mV∙dec-1, and 64 mV∙dec-1, respectively. These 
results are comparable to the performance of cubic Fe0.2Ni0.8P2 under OER conditions, 
reaching 10 at potential of 1.37 V. Another work of Pu et al. has showed that an 
unspecified NiP2 polymorph showed OER performance in KOH to drive η10 at applied 
potentials of 1.65 V.69 Pristine c-NiP2 discussed in this work and Fe-substituted c-NiP2, 
both outperformed the benchmark RuO2, indicating the promise of these materials for 
OER applications.66 The substantial difference in performance between cubic and 
monoclinic NiP2 variants may be correlated to the degree of ionicity exhibited by the Ni 
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and P sublattices, as XPS measurements indicated a difference in the degree of charge 
transfer between the two polymorphs. The c-NiP2 polymorph exhibits a higher degree of 
ionic interaction between Ni and P when compared to m-NiP2, which may be an 
important factor for future rational design of OER catalytic materials. 
 
Figure 8.15 Tafel plots extracted from electrocatalytic plots in Figures 8.14 and 8.15. a) 
HER performance in acidic 0.5 M H2SO4 electrolyte, b) HER performance in alkaline 
1 M KOH electrolyte, and c) OER performance in alkaline 1 M KOH electrolyte. 
The particle sizes and surface areas of the two polymorphs depend on the 
synthetic method.  After synthesis, both compounds are ball-milled to increase surface 
area. BET-determined surface areas of both electrocatalysts showed comparable results 
of 8 m2∙g-1 (m-NiP2) and 10 m
2∙g-1 (c-NiP2). While measurements in Figure 8.14 have 
been normalized to the electrode surface area, accounting for ball-milled powders surface 
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area differences does not dramatically change the observed activity, especially in the case 
of the OER measurements. 
It is a common observation in the field, that transition-metal phosphide OER 
catalysts undergo an in-situ transformation, forming an oxide structure on the surface of 
the catalyst.70-72 The surface of both NiP2 polymorphs should oxidize to similar oxide 
layer and, assuming only surface oxide layer matters, catalytic properties are expected to 
be insensitive to small structural re-arrangements in the bulk phase. Results reported here, 
however, show that the bulk phase structure has a significant impact on catalytic 
properties. The oxide/phosphide interface and the nature of subsurface and bulk 
phosphide phases are important for catalysis. 
 8.3.6.2 Full-cell water electrolysis measurements 
Using half-cell measurements, several earth-abundant catalysts (such as 
phosphides or chalcogenides) have been identified as promising HER electrocatalysts.5, 10, 
73 However, very few studies report the use of such materials in realistic operating 
conditions during PEM water electrolysis,74-82 with the majority of these reports 
involving sulfide materials. We have prepared full-cell PEM water electrolysis 
assemblies using m-NiP2 and c-NiP2 as cathode electrodes. 
Membrane electrode assemblies (MEAs) were developed by attaching m-NiP2 and 
c-NiP2 gas diffusion electrodes (GDEs) as cathodes to commercial half-cells of Nafion 
115 membrane electrolyte and IrRuOx anode (FuelCellsEtc). MEAs were introduced in a 
single-cell PEM electrolysis unit sustained by water vapor and their performance towards 
water splitting was evaluated at room temperature (Figure 8.16). For comparison, 
polarization curves were also recorded using commercial Pt-GDEs as a cathode. 
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Current densities in the range of 10–100 mA∙cm-2 were obtained (Figure 8.16b), 
which are typical for gas-phase PEM electrolysis.83-84 The onset potential for water 
electrolysis with the Pt cathode was 1.4 V vs 1.5 V for c-NiP2 and 1.6 V for m-NiP2. 
Current density of 50 mA∙cm-2 is achieved at 1.64 V with the Pt cathode, 1.86 V with c-
NiP2, and 2.03 V with m-NiP2. According to the shape of the polarization curves, 
activation overpotential dominates at current densities below 20 mA∙cm-2, where the 
performance of the electrolyzer is limited by kinetics at both the anode and cathode. The 
Tafel slopes, which include the contribution of both electrodes, are 45 mV∙dec-1 for Pt-
MEA, 112 mV∙dec-1 for c-NiP2-MEA, and 131 mV∙dec
-1 for m-NiP2-MEA. Since the 
anode is identical in all MEAs, the observed changes originate purely from the different 
cathodic electrocatalysts. The results are in qualitative agreement with the half-cell 
measurements, further demonstrating the structural effect on HER activity of NiP2. The 
durability of both polymorphs was investigated upon continuous electrolysis under 
constant polarization at 1.9 V for 48 h, demonstrating excellent stability (Figure 8.16c). 
The durability under varying power input was not examined in our study, however, both 
membrane-electrode assemblies showed reproducible polarization curves within three 
days of water electrolysis testing and after overnight shutdown. 
Among the limited number of studies employing earth-abundant catalysts in real 
PEM water electrolyzers, to the best of our knowledge only one reports the use of 
phosphides (S-doped MoP), while the remaining reports refer to liquid-water electrolysis 
and not to gas-phase operation. Moreover, many factors related to MEA development can 
significantly affect the performance of PEM electrolyzers, such as pressing-protocol, 
addition of carbon, catalyst loading, Nafion loading in GDE, Nafion membrane thickness. 
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Thus, direct comparison of the performance of our PEM electrolyzers with literature is 
not straightforward. Without carbon addition and at similar catalyst loadings (0.4 mg∙cm-2 
NiP2 in our study vs 0.6 mg∙cm
-2 MoS2 used in literature
75), a 34% increase in potential 
for achieving a current density of 50 mA∙cm-2 (1.95 V for MoS2 vs 1.45 V for Pt) was 
reported in liquid PEM operation, while only a 13% increase in potential was required  in 
our case with c-NiP2 in gas phase PEM operation. Even though NiP2 does not outperform 
Pt in PEM electrolysis, its promising HER activity can be of practical importance due to 
its significantly lower cost. 
 
Figure 8.16 a) Schematic of the gas-phase PEM electrolysis setup, b) Polarization curves 
during PEM water electrolysis at room temperature with IrRuOx anode, Nafion 115 and 
different cathodes: m-NiP2 and c-NiP2 (2 mg∙NiP2 cm
-2, 20% dry Nafion loading) and 
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Pt/C (0.5 mg Pt/cm2), c) Variation of the current density during continuous constant 
polarization at 1.9 V for 48 h using the c-NiP2 MEA. 
Our electrocatalytic studies show that two NiP2 polymorphs exhibit different 
electrocatalytic properties. This may be caused by a combination of various reasons. The 
structural differences (isolated P2 dumbbells vs 
1[P] chains) and the different degree of 
ionicity as evidenced by XPS can affect active sites at the surface similarly to Mo2B4 
borides, where flat and puckered boron layers were shown to exhibit contrasting HER 
activities.60 Overall surface area of the samples were comparable, but electrocatalytically 
active surface area (ECSA) might be different. Finally, the different electrical resistivities 
of the two polymorphs (1 m∙cm for c-NiP2 vs 20 m∙cm for m-NiP2 at 300K (Figure 
8.13c) can affect charge transfer at the catalytically active interface. The resistivity 
difference stems from the differences in bulk crystal and electronic structures, 
emphasizing that not only surface characteristics of the catalysts are important. 
8.4 Conclusion 
Two known polymorphs of NiP2 were synthesized and characterized. An 
irreversible solid-state transformation was observed from c-NiP2 to m-NiP2 at roughly 
900 K. c-NiP2 can be synthesized at lower temperatures but is still considered to be 
metastable with respect to the monoclinic modification, in line with recent theoretical 
predictions.25  
Electronic band structure calculations predict large difference in the properties of 
the polymorphs: m-NiP2 is a narrow bandgap semiconductor with a bandgap of 0.5 eV 
while c-NiP2 as a semimetal. XPS spectra show a divergence of the polymorphs: Ni 2p 
and P 2p BEs shift in opposite directions for c-NiP2, indicating a higher degree of charge 
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transfer between Ni and P as compared to that in m-NiP2. Electronic structure results 
were confirmed through the measurements of charge and thermal transport properties.  
Our investigations demonstrated that both electrical and thermal transport 
properties, as well as electrocatalytic performance of metal phosphides are sensitive to 
the particular features of the crystal structures, as expected from the calculated electronic 
structure differences. Both polymorphs have different performance towards 
electrocatalytic half-reactions. c-NiP2 exhibits exceptional performance towards OER in 
alkaline media, significantly outperforming the benchmark RuO2 OER catalyst and 
achieves significantly higher current densities. Such a large divergence in observed OER 
performance of c-NiP2 over m-NiP2, indicates that bulk crystal and electronic structures 
are important factor influencing the catalytic properties even in the cases of severe 
surface oxidation and restructuring.  
The cubic polymorph was shown to be superior cathode in industry-relevant 
conditions, in membrane-electrode assemblies in a PEM electrolysis single-cell operating 
in the gas phase. The required potentials to reach current densities up to 100 mA∙cm-2 
when using a c-NiP2/Nafion/IrRuOx assembly are only 12–15 % higher compared to the 
state-of-the-art Pt/Nafion/IrRuOx assembly. These results suggest that c-NiP2 can be 
considered as a promising alternative cathode for PEM electrolyzers. The simplicity of 





Table 8.1 Single crystal data and refinement parameters for m-NiP2 and c-NiP2 at 100 K. 
m-NiP2 c-NiP2 
empirical formula NiP2 empirical formula NiP2 
formula weight 120.65 g mol–1 formula weight 120.65 g mol–1 
temperature 100(2) K temperature 100(2) K 




Mo–Kα, 0.71073 Å 
crystal system Monoclinic crystal system Cubic 
space group C2/c (No. 15) space group 𝑃𝑎3̅ (No. 205) 
unit cell dimensions a = 6.3742(3) Å unit cell dimensions a = 5.4475(1) Å 
 b = 5.6156(3) Å   
 c = 5.6288(3) Å   
 β = 119.631(2)°   
unit cell volume 175.14(1) Å3 unit cell volume 161.66(1) Å3 
Z 4 Z 4 
data/parameters 225/17 data/parameters 82/8 
Rint 0.062 Rint 0.039 
goodness-of-fit 1.23 goodness-of-fit 1.22 
final R indices [all 
data] 
R1 = 0.018 final R indices [all 
data] 
R1 = 0.021 
 wR2 = 0.039  wR2 = 0.040 
largest peak and hole 0.92 / –1.07 e Å3 largest peak and 
hole 
0.48 / –0.38 e Å3 
 
Table 8.2 Atomic coordinates and equivalent isotropic displacement parameters for m-









Ni 4c ¼  ¼ 0 1 0.0028(1) 
P 8f 0.1989(1) 0.1151(1) 0.3361(1) 1 0.0030(1) 
        
c-
NiP2 
Ni 4a 0 0 0 1 0.0023(3) 
P 8c 0.8845(1) 0.3845(1) 0.1155(1) 1 0.0028(3) 
 a Ueq is defined as one-third of the trace of the orthogonalized Uij tensor. 
 
Table 8.3 HER potentials for Pt, m-NiP2, and c-NiP2 catalysts at 10 mA cm
–2 current 
density, in 0.5 M H2SO4 and 1 M KOH electrolytes. 
HER Activity Pt m-NiP2 c-NiP2 
η10 (V) in 0.5 M 
H2SO4 
–27 –313 –267 




Table 8.4 OER potentials for RuO2, m-NiP2, and c-NiP2 catalysts at 10, 20, and 
50 mA cm–2 current densities in 1 M KOH electrolyte. 
OER Activity RuO2 m-NiP2 c-NiP2 
η10 (V) in 1 M 
KOH 
1.537 1.636 1.570 
η 20 (V) in 1 M 
KOH 
1.581 1.642 1.586 
η 50 (V) in 1 M 
KOH 
1.667 1.679 1.611 
 
Table 8.5 PEM electrolyzer performance with NiP2 with different Nafion loadings 
(constant catalyst loading 2.0 mg cm–2). The performance is expressed in current 
densities at applied potentials of 2.0, 2.1 and 2.2 V. 
Current density, 
mA cm–2 
Dry Nafion loading 
16% 20% 24% 
i (2.0 V) 30.45 40.85 25.79 
i (2.1 V) 45.28 62.45 42.64 
i (2.2 V) 61.70 85.66 61.85 
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CHAPTER 9.    PROBING THE HER STRUCTURAL SENSITIVITY OF FeP 
AND NiP2 
9.1 Introduction 
 In the past few decades renewable energy sources, such as: wind, solar, ocean 
wave, and geothermal, have gained popularity due to the production of energy with the 
emission of greenhouse gases.1-3 Unfortunately, many of these energy sources are 
intermittent in nature and cannot provide fulltime generation of power. Many storage 
solutions of the produced energy have been presented to account for this downtime, 
allowing for storage and usage when required, such as batteries, capacitors, gravimetric, 
or chemical bonds.4 Of these suggestions, on-site production of H2 fuel is highly 
advantageous as H2 is ultra-lightweight and offers the highest specific energy of any non-
nuclear fuel.5 Additionally, the direct reaction of H2 and O2 results in only energy and 
H2O. The production of both H2 and O2 can be achieved through water electrolysis. 
 Water electrolysis is the combination of two half reactions, the hydrogen 
evolution reaction (HER) and the oxygen evolution reaction (OER), occurring at the 
cathode and anode, respectively. Many catalyst materials can be used as electrodes for 
this process, with their role being the reduction of the over potential that must be applied 
to overcome slow reaction rates and charge transfer. Common and efficient catalysts used 
at both the cathode and anode are based on the platinum group metals (PGM), such as Pt, 
which are identified as Critical Raw Materials making their availability limited and 
expensive. 3d transition metal phosphides (TMP) have been identified as replacements 
for PGMs as catalysis for HER and OER applications, possessing efficient performance, 
high earth abundance, and cheap costs.6-9 
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 The majority of research surrounding TPMs for HER/OER applications has 
focused on Fe, Co, and Ni phosphides.6-9 These metals can form phosphides that range 
from metal rich (M2P), compositionally balanced (MP), to metal deficient (MP2). It is a 
common belief that the HER performance is highly dictated by structure and can be tuned 
by metal choice. This idea is mildly supported by a recent review of TMPs for HER, 
showing that for the M2P systems, Ni2P exhibited the best performances; while FeP and 
CoP were superior in the MP systems.7 This analysis was conducted through graphing the 
catalysts over potential required to drive 10 mA∙cm-2 (η10) and their Tafel slopes (Ts). 
Unfortunately, there was no clear trend in the observed properties. For instance, with 
FeP, one group reported η10 and Ts values of 39 mV and 32 mV∙dec
-1, respectively, while 
another group reported 240 mV and 67 mV∙dec-1.10-11 There are numerous examples of 
these polar opposite reports in the literature. This indicates that there are factors beyond 
structure and composition at play here, such as subtle surface effects of the nano 
materials.  
 Computational12-13 and experimental12, 14-16 reports have shown that individual 
crystallographic directions of these materials exhibit differing catalytic behaviors, such as 
the investigation of the individual facets of CoPS. Additionally, this surface sensitive 
phenomenon has been reported for other surface adsorbing processes, such as the 
adsorption of CO on PtBi or PtPb.17-20 Growth and exposure of inefficient catalytic 
directions could account for some of the discrepancies observed across the HER 
literature. To gain fundamental understanding of TMPs for HER applications, model 
systems must be employed to identify catalytically efficient facets of individual TMPs 
and help with the future rational design of HER materials. These model systems could 
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also provide an experimental confirmation to high-level calculations performed for 
similar catalytic systems. To experimentally realize this model system, large single 
crystals with isolated facets of the targeted phases must be grown. 
 In this chapter, we explore the model systems of FeP and m-NiP2 (the monoclinic 
polymorph of NiP2). We discuss the growth of mm-sized crystals of FeP and m-NiP2, 
crystallographic facet indexing of the specimens, and the observed structural sensitivity 
toward HER in acidic conditions. Both model systems show clear evidence toward 
structural sensitivity toward HER. Double-layered capacitance (Cdl) measurements of 
FeP were also conducted, as the surface area of the crystals was known. Cdl, which is 
used in the calculation of catalytically active surface area, is often estimated and not 
experimentally produced. 
 For this work, the goal was to probe the structural sensitivity of these materials 
towards the HER process. Most studies conducted on TMPs for HER are focused on the 
reduction of the over potential required to drive the catalyst and mainly focus on 
nanoscale materials. In this study, we did not concern ourselves with the catalytic 
efficiency, but instead focused on the relative activity of the crystal facets. While many of 
the following activities are much lower than corresponding nano materials, this method 
allows us the opportunity to compare multiple crystallographic directions of prominent 
HER catalysts that were prepared the same, allowing direct comparison of the activities.  
9.2 Experimental Details 
9.2.1 Synthesis 
 All chemicals were used as received. Fe powder (99.9%, Alfa Aesar), Ni powder 
(99.996%, Alfa Aesar), red P powder (99%, Alfa Aesar), Sn shot (99.8%, Alfa Aesar), 
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Au wire (99.95%, 0.1 mm diameter, Alfa Aesar), and H2SO4 (96%, Fisher). Ultrapure 
water (18.2 MΩ cm-2, TOC < 3 ppb) was generated using a Milli-Q Advantage A10 
system (Millipore). 
 Single crystals of FeP and m-NiP2 were grown via Sn-flux. Elements were loaded 
into a silica ampoule in the M:P:Sn ratio of 1:1:50 for FeP and 1:2:50 for m-NiP2, 
evacuated, and flame sealed. The ampoule was heated from room-temperature to 1373 K 
over 17h, annealed for 48 h, and cooled to 773 K over 120 h before centrifuging. After 
centrifugation, the samples were treated with a 1:1 HCl:H2O solution for roughly 5 h, 
filtered, and dried. Large shiny silver crystals were collected (Figure 9.1). 
 
Figure 9.1 Crystals of m-NiP2 and FeP 
9.2.2 Single-Crystal X-ray Diffraction 
 Single-Crystal X-ray Diffraction was carried out using a Bruker D8 Venture 
diffractometer with a Bruker Photon100 CMOS detector and employing Mo-Kα radiation 
(λ = 0.71073 Å) for the face-indexing of FeP and m-NiP2. Face-indexing was conducted 
at room temperature, with frames for each crystal collected in 2° increments over the full 
360° φ range. The detector was located close to the X-ray source, collecting diffraction 
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spots arising from back-diffraction. This was necessary as often the absorption from the 
large crystals was often too great to allow for transmission diffraction. 
9.2.3 Sample Preparation 
 The facet-indexed crystals of FeP and m-NiP2 were attached to 0.1 mm diameter 
gold wires using Epoxy Technology Inc. H20E epoxy. These wires are attached opposite 
to the crystallographic facets that are to be studied. Once attached to the crystal, the 
assembly is placed in a vacuum oven and annealed at 150°C under vacuum for 5 minutes 
before being cooled under vacuum. Once cooled, the crystal-epoxy joint is coated in a 
thin layer of super-glue to resist corrosion of the epoxy if exposed to H2SO4 solution 
(Figure 9.2). The crystal assemblies are fairly robust and can be easily handled by users. 
 
Figure 9.2 Gold wire bonded to FeP crystal using conductive epoxy. 
9.2.4 Electrochemical Measurements 
The HER catalytic behavior of FeP and m-NiP2 crystals were conducted in 0.5 M 
H2SO4 using a three-electrode setup (Metrohm Autolab), with the counter electrode being 
dense graphite (Figure 9.3). To ensure that only the desired facet was exposed to the 
solution, the crystal was dipped into the acidic solution and then raised slightly. This 
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formed a meniscus around the perimeter of the crystal face. The obtained currents were 
normalized to the measured facet area, measured using a calibrated digital microscope 
(Dino-Lite Edge). The measurement was carried out in the 0 V to 0.5 V range versus the 
reversible hydrogen electrode (RHE) and applying 85% of an internal-resistance (iR) 
compensation. 
 
Figure 9.3 Diagram depicting the electrochemical setup used. 
9.3 Results and Discussion 
9.3.1 Structural Sensitivity of Electrocatalytic Properties 
 9.3.1.1 FeP 
Five crystals of FeP were chosen to test, each with a unique crystallographic facet 
and reasonably large surface area of each face. These facets correspond to the [010], 
[011], [101], and [111]. As seen in Figure 9.4, the HER activity exhibited does correlate 
to the measured crystallographic direction. The facet corresponding to the [010] plane 
exhibited the highest efficiency, followed by the [101] and [111] directions that showed 
similar behavior, and finally the [011] facet displayed the worst performance. η10 values 
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of -209 mV, -212 mV, -225 mV, and -241 mV were found for the [010], [101], [111], and 
[011] directions, respectively. Separation of the activity becomes more pronounced at 
higher current densities (Figure 9.4 and Table 9.1; tables can be found at the end of the 
chapter), with the exception of the [101] and [111] that show the same activity at high 
current densities. Additionally, Tafel slopes can be extracted from the HER data (Figure 
9.5), but unfortunately do not show a reasonable trend. The [101], [011], and [011] facets 
show reasonably similar slopes of 75, 79, and 84 mV∙dec-1, respectively. While, the most 
efficient [010] has a slightly higher slope of 89 mV∙dec-1 and the lowest efficient terrace 
face has 104 mV∙dec-1.  
 
Figure 9.4 Hydrogen evolution performance for the [010], [011], [111], and [101] facets 
of FeP.  
Comparing the observed HER activity to the possible surface terminations 
possible for each crystallographic direction revealed a trend, the more efficient directions 
corresponded to terminations that can only consist of Fe and P at the surface in roughly 
equal amounts. For the less efficient [011], three possible terminations are possible: i) a 
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Fe-rich termination, ii) a P-rich termination, or iii) a balanced mix of Fe and P 
termination. This trend holds true for m-NiP2 and is discussed below. Additionally, many 
theoretical studies have predicted the performance of TMP catalysts for HER based on 
the termination direction of the crystal structure and found that this could be an important 
factor to the efficiency of the catalyst. Unfortunately, it has also been shown 
experimentally that the surface of these catalysts may not correspond to the bulk, with 
reports of P-rich terminations or oxides forming on the surface, meaning the terminations 
are more than likely not idealized as we are indicating. Further computational work to 
back up these observations is currently being performed on the hydrogen adsorption on 
these crystallographic directions. 
 
Figure 9.5 Tafel slopes fit for the [101], [010], [001], and [111] facets of FeP. 
 9.3.1.2 m-NiP2 
Similarly, five crystals of m-NiP2 were chosen for examination and five facets 
were tested: [100], [101], [121], [111], and [111]. Two facets of [111] were studied to test 
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the consistency of the method. Like FeP, a clear structural sensitivity toward the HER 
process is observed for m-NiP2 based on crystallographic direction (Figure 9.6 and Table 
9.2). The [100] direction shows the highest efficiency, followed by [101] and [121] who 
show similar performance, and finally the [111] directions. Performance in the [111] 
direction was nominally the same for the two tested facets, only slightly deviating at 
higher current densities. η10 values for the [100], [101], [121], [111](1), and [111](2) 
directions were -230 mV, -264 mV, -278 mV, -322 mV and -325 mV, respectively. As 
the current is normalized to surface area tested, small errors in measurement of the 
surface area would have larger effects at higher current densities, possibly leading the 
deviation in the [111] performances. Similarly to the FeP case study, the observed Tafel 
slopes do not show any clear correlation (Figure 9.7). The most and least efficient 
directions, [101] and [111], show comparable Tafel slopes of 86 mV∙dec-1 and 89 
mV∙dec-1. The [101] and [121] facets have slopes of 109 and 115 mV∙dec-1, respectively. 
 
Figure 9.6 Hydrogen evolution performance for the [100], [101], [121], [111], and [111] 
facets of m-NiP2.  
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Crystallographic terminations for the different directions of m-NiP2 showed a 
similar trend to FeP, with the more efficient directions having terminations that had a mix 
of Ni and P at the surface in a ratio of ~1:2, respectively. The least efficient [111] 
direction has two possible terminations: i) the bisection of the Ni sites, resulting in a Ni-
rich termination; or ii) the bisection of P-P bonds, resulting in predominately P at the 
termination surface. For both FeP and m-NiP2, as the termination surfaces become 
skewed toward M-rich or P-rich, the efficiency reduces. The most efficient 
crystallographic direction for both materials has terminations that have M to P ratios that 
closely match their stoichiometries directly at the surface. As the M or P sites become 
staggered off of the termination plane, the efficiency reduces.  
 
Figure 9.7 Tafel slopes fit for the [100], [101], [121], [111], and [111] facets of m-NiP2. 
9.3.2 Double Layer Capacitance of FeP 
 Double layer capacitance (Cdl) of a material is crucially important, as it is needed 
to calculate the electrochemical active surface area (ECSA). Oftentimes, the Cdl of a 
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material is simply assumed based on previous reports that show typical Cdl values fall 
within the range of 20-60 μF∙cm-2.21-24 To accurately determine this value, knowledge of 
the true surface area must be known, making this determination difficult for 
nanomaterials. As we had sizable single-crystals of FeP, we decided to probe the Cdl 
value for this prominent electrocatalyst. 
 
Figure 9.8 Cyclic voltammetry scans of FeP crystal performed at different scan rates.  
 To elucidate the Cdl value, cyclic voltammetry (CV) was performed using 
different scan rates that ranged between 5 mV/sec and 90 mV/sec. The potential range 
used was chosen where no faradic processes were observed (0-0.2 V versus RHE). As 
seen in Figure 9.8, as the scan rate increases, the hysteresis loop of the CV curve widens 
due to charging effects. For each scan rate, ten CV curves were collected and the 
hysteresis gap at 0.1 V is measured and average. These values can be plotted vs the scan 
rate (Figure 9.9) and the Cdl can be extracted by linearly fitting the data. This process was 




(39 μF∙cm-2 averaged), well within the predicted range. Difference in Cdl values from 
crystal to crystal could be due to surface area measurement errors or if Cdl was also 
structurally sensitive. More studies are needed to determine this. 
 
Figure 9.9 Extracted hysteresis current densities from Figure 9.8 plotted as a function of 
scan rate. The slope of the linear fit of this data is the Cdl. 
9.4 Conclusion 
Two model systems were chosen to study the structural sensitivity toward the 
HER process, FeP and m-NiP2. Millimeter-sized crystals were grown for both crystals, 
which were then face-indexed to determine exposed facet directions. Selected crystals 
had gold wires bonded to them and the HER performance of selected faces was 
performed. We find a clear structural sensitivity exists for both of these materials, with 
many of the crystallographic directions vastly outperforming their counterparts. The 
extracted Tafel slopes do not show any obvious trend. Examination of the 
crystallographic terminations suggest that surfaces with roughly equal mixing of M and P 
sites at the surface perform better than directions that are predominately M or P. This 
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hypothesis is currently being further tested using computational studies of the hydrogen 
adsorption on the crystallographic directions. Furthermore, Cdl measurements of FeP 
show that the capacitance value is close to 40 μF∙cm-2; a value that is often assumed. 
Additional future studies will include “mapping” the structural sensitivity of other 
prevalent TMPs used as HER catalysts. If these catalytic trends hold true in in 
nanomaterials, then highly efficient nanomaterials can be rationally designed using these 
principles.  
9.5 Tables 
Table 9.1 Over potentials required to drive η10, η20, and η100 current densities for specific 
facets of FeP. 






[010] -209 mV -240 mV -320 mV 
[101] -212 mV -245 mV -343 mV 
[111] -225 mV -256 mV -349 mV 
[011] -241 mV -279 mV -391 mV 
 
Table 9.2 Over potentials required to drive η10, η20, and η100 current densities for specific 
facets of m-NiP2. 






[100] -231 mV -257 mV -345 mV 
[121] -264 mV -303 mV -383 mV 
[101] -278 mV -313 mV -389 mV 
[111] (side 1) -322 mV -350 mV -445 mV 
[111] (side 2) -325 mV -353 mV -453 mV 
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CHAPTER 10.    SUMMARY 
 In this dissertation, we explored many binary and ternary systems within the 
family of metal pnictides. As explained in the introduction, metal pnictides are 
structurally diverse due to different metal-pnictide and pnictide-pnictide bonding 
configurations, even within the same chemical phase spaces. 
 Investigation into the Na–Cu–Sb system showed a high degree of flexibility, 
forming NaCu4Sb2 and NaCu6.3Sb3 layered ternary phases that are structurally derived 
from slicing of the binary Cu2Sb. These three phases can reversibly transform between 
into each other using heat and Na-vapor or vacuum as driving factors. This was observed 
in both laboratory experiments and using synchrotron in-situ powder X-ray diffraction 
experiments. We structurally elucidate the novel phase NaCu6.3Sb3 using single-crystal 
X-ray diffraction and find evidence of another phase with unidentified structure within 
the system. Transport property measurements of NaCu4Sb2, NaCu6.3Sb3, and Cu2Sb show 
semi-metallic behaviors and thermal conductivities that drop as the Na content and the 
number of Na-Sb electrostatic interactions increases. These observed properties were 
supported by electronic band structure calculations that show all three compounds to be 
metallic. 
 One main goal of the work was to push the boundaries of known phases in the 
unconventional clathrate family, specifically antimony-based clathrates. The obvious 
place to start was with known Sb-based clathrates: Cs8Zn18Sb28 and Cs8Cd18Sb28. Initial 
work in these systems produced side phases that led to a new family of ABX compounds. 
CsZnSb and RbZnSb, which crystallizes in the layered hexagonal ZrBeSi structure type, 
and CsCdSb and RbCdSb, which forms in the layered tetragonal PbClF structure type. 
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Experimental characterization of transport properties of these air-sensitive compounds is 
challenging, but initial electronic band structure calculations suggest that the Cd-based 
compounds are metallic but may house interesting topologically insulating properties. 
The Zn-based phases are predicted to be normal semiconductors with small bandgaps of 
~0.13 eV. More detailed investigations into the electronic structure of these materials is 
currently underway. 
 The crystallographic studies of the known Cs8Zn18Sb28 and Cs8Cd18Sb28 clathrates 
showed that these compounds were more structurally complex than previously reported 
simple clathrate-I structures. Both clathrates appear to order into different superstructures 
of the type-I clathrate structure. From single-crystal X-ray diffraction experiments, 
Cs8Cd18Sb28 crystallizes in the 𝐼𝑎3̅𝑑 space group (No. 230), accompanied by an eight 
time increase of unit cell with Cd and Sb mostly segregating into individual positions. 
This structure solution contains a complex split site within the 32e position that is further 
correlated to a Cs vacancy within the small cage. Electron diffraction experiments of this 
material confirm an ordering beyond the 𝑃𝑚3̅𝑛 subcell but does not agree with the single 
crystal X-ray diffraction refinement, which could be explained by local ordering to 
resolve the disorder present in the 32e position. We were unable to solve the structure of 
Cs8Zn18Sb28 by single-crystal X-ray diffraction experiments due to extensive twinning 
present. Electron diffraction experiments suggest that the Cs8Zn18Sb28 samples may be 
twinned to the nano-domain, making single-crystal structure solutions impossible. The 
patterns collected from electron diffraction indicate the structural ordering of Cs8Zn18Sb28 
is an enlarged orthorhombic unit cell. We theorize that these superstructural orderings are 
driven by chemical bonding preferences within the framework. A full solid-solution of 
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Cs8Zn18-xCdxSb28 can be synthesized, with the unit cell dimensions and thermal 
decomposition following the Vegard’s law. We find the superstructural ordering 
collapses for these mixed-metal clathrates with the introduction of a fourth element. 
Thermal conductivities of the clathrates are below 1 W∙m-1∙K-1 at room temperature; this 
was expected and was actually the main driving force for studying these clathrates. The 
thermal conductivities of the two solid solution compounds, Cs8Zn9Cd9Sb28 and 
Cs8Zn4.5Cd13.5Sb28, are the lowest of any clathrate reported to date with sufficiently high 
pellet density. Unfortunately, they show complex electronic semiconducting behaviors, 
with the Cd-rich clathrates exhibiting n-p electronic transitions at low temperatures, as 
seen by their Seebeck coefficients. Additionally, extracted bandgaps of the clathrate 
materials show an anomalous widening and then shrinking of the bandgaps with 
increasing Cd-content. Preliminary experiments into the aliovalent substitution of 
Cs8Zn18Sb28 has shown promising improvement of the thermoelectric properties but will 
need further studies. 
 Next, we moved past the post-transition metals in the group 13, triels, 
investigating the heavy alkali metal–triel–antimony phase space. Surveying known 
compounds showed that the majority of them reported for the lighter alkali metals. 
Starting the survey with the known phase Cs2In2Sb3, several novel layered phases were 
discovered: CsAlSb2, RbAlSb2, CsInSb2, and Rb2Al2Sb3. These novel compounds are 
isostructural or structural derivatives of known compounds formed by the different 
arrangement of M@Sb4 tetrahedra into layers. Calculated electronic band structure 
calculations show that all compounds are expected to be semiconducting, with bandgaps 
ranging from 0.62 eV to 1.01 eV. These compounds were found to be air-sensitive, 
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making transport property measurements difficult. The properties for In-containing 
compounds, CsInSb2 and Cs2In2Sb3, which showed the highest relative air-resistance, 
were investigated. Both compounds showed typical p-type semiconducting behaviors, 
with high Seebeck coefficients of 185 μV∙K-1 for CsInSb2 and 253 μV∙K
-1 for Cs2In2Sb3. 
Thermal conductivities of both compounds fall below 0.7 W∙m-1∙K-1 at room temperature, 
in-line with state-of-the-art thermoelectric materials.  
 We then found another novel phase in the Cs–In–Sb system, Cs8In27Sb19, the first 
example of a fully main group unconventional clathrate. Like Cs8Zn18Sb28, Cs8Cd18Sb28, 
and other unconventional clathrates, Cs8In27Sb19 crystallizes in an ordered superstructure 
of the archetypical type-I clathrate structure. We hypothesize that this superstructural 
ordering occurs due to chemically driven bonding preferences within the In–Sb 
framework, reducing the number of In–In interactions. We probe the observed 
superstructure using single-crystal X-ray diffraction at 10 K and 100 K, as well as with 
high-resolution synchrotron powder X-ray diffraction. Cs8In27Sb19 incongruent 
decomposition into the Cs2In2Sb3 was confirmed using in-situ powder X-ray diffraction 
experiments. Transport properties show similar p-type semiconducting transport behavior 
to the previously studied CsInSb2 and Cs2In2Sb3, reaching a Seebeck value of 250 μV∙K
-1 
and electrical resistivity of 5 Ω∙cm at room temperature. Thermal conductivity is quite 
low, falling below 0.9 W∙m-1∙K-1 at room temperature. Hall coefficient measurements 
show Cs8In27Sb19 has a high hole mobility of 880 cm
2∙V-1∙s-1 and carrier concentration of 
1.421015 cm-3. High hole mobility and low thermal conductivity make Cs8In27Sb19 a 
promising candidate for thermoelectric property optimization in future studies. 
Additionally, this work shows that unconventional clathrates can sustain compositions 
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that extend beyond post-transition metals, opening up new potential clathrate 
compositions. 
 Reinvestigation into the known polymorphs of NiP2, which has a monoclinic (m-
NiP2) and cubic (c-NiP2) structure, was born from a question regarding their relative 
thermodynamic stability but blossomed into a fully comparative study of these 
polymorphs. Both polymorphs can be synthesized from a number of different methods, 
including solid state reaction of elements, metal fluxes, NiCl2 metathesis, and using 
transport agents. We observe an irreversible structural transformation from c-NiP2 to m-
NiP2 at roughly 876-943 K using in-situ powder X-ray diffraction. The different 
structures between the polymorphs cause significant changes to the calculated electronic 
structures, with c-NiP2 predicted to be metallic and m-NiP2 being a semiconductor with a 
~0.5 eV bandgap. These predictions are confirmed by transport property measurements, 
showing semi-metallic behavior from c-NiP2 and n-type semiconductor transport from m-
NiP2. Both polymorphs exhibit low thermal conductivities (<5 W∙m
-1K-1), which is due to 
a coupling of weaker Ni–P bonding with strong P–P interactions. X-ray photoelectron 
spectroscopy measurements show c-NiP2 having higher ionic bonding character 
compared to m-NiP2. The polymorphs were subjected to half-cell and full-cell 
electrochemical water splitting studies. Half-cell results show little difference between 
the polymorphs in terms of their HER performance, but c-NiP2 possesses far superior 
performance toward the OER process, even outperforming the RuO2 standard catalyst. 
NiP2 samples loaded into the industry-relevant full-cell configuration demonstrate that c-
NiP2 has the superior performance to the monoclinic polymorph. Additionally, the 
performance of the cubic full-cell is comparable to the state-of-the-art reference cell, 
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making c-NiP2 a potential cheap earth abundant alternative. Further full-cell and liquid 
electrode electrochemical studies will be made. 
 In the previous study of NiP2, metal fluxes showed great promise at growing 
sizeable (1+ mm) single crystals. Subsequent experiments showed that a number of 
transition metal phosphides could have sizeable crystals grown using these methods. We 
launched an investigation into the HER structural sensitivity performance of two case 
studies: FeP and m-NiP2. This investigation was intended to give researchers synthesizing 
high surface-area nanomaterials a guide to which crystallographic facets they should be 
targeting during synthesis to boost material performance. Both materials showed a clear 
structural sensitivity, with certain facets outperforming their counterpart in HER 
overpotentials needed to drive current densities. Computational studies are currently 
underway to help explain these observed trends. Additionally, because the total surface 
area for the macroscopic crystals is known, we probed the double-layered capacitance for 
FeP, giving a value of 40 μF∙cm-2. This value is often assumed, but it crucial for 
estimating the important catalytically active surface area of nano-catalysts. Future studies 
will be aimed at expanding the number of transition metal phosphides studied in this 
method, as well as studying additional facets to the one presented in this work. Whether 
the double-layered capacitance is also structurally sensitive should be addressed in the 
future. 
 In total, we have investigated many systems within the metal pnictide family. We 
have shown that many of the chemical phase spaces are rich with undiscovered phases, 
making it likely that more phases exist within these boundaries. We observe that 
structural flexibilities within these systems allow for reversible structural transformations, 
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such as in the Na–Cu–Sb system or in the A–M–Sb system (A = Rb, Cs; M = Al, In), in 
which tuning of the M–Sb ratio leads to structural rearrangements of the base M@Sb4 
building blocks. Though while structurally flexible, these compounds also have chemical 
bonding preferences with respect to maximizing M-Sb interactions and minimizing M-M 
interactions. In the case of framework clathrate compounds this can lead to 
superstructural ordering. The unconventional clathrates Cs8M18Sb28 (M = Zn, Cd) and 
Cs8In27Sb19 exemplify this point, showing a crystallographic ordering of the type-I 
clathrate structure. In the NiP2 system, structural flexibility results in two polymorphic 
modifications, which show contrasting electronic transport properties, which was 
expected based on electronic band structure calculations. What was not expected was the 
dramatic difference seen in the water splitting OER catalytic behavior between the two 
polymorphs. The structural effect on catalytic behavior was further explored on model 
studies of FeP and NiP2, which show divergent HER catalytic behaviors for different 
crystallographic facets.  
 This work has identified a number of novel pnictide compounds illustrating the 
structural diversity within these systems and elucidated many transport properties that are 
relevant for various energy related applications, such as: thermoelectrics, Na-ion 
batteries, or electrochemical water splitting.  
 
