Abstract-Given a set of individuals, a collection of subsets, and a cost associated to each subset, the Set Partitioning Problem (SPP) consists in selecting some of these subsets to build a partition of the individuals that minimizes the total cost. This combinatorial optimization problem has been used to model dozens of problems arising in specific domains of Artificial Intelligence and Operational Research, such as coalition structures generation, community detection, multilevel data analysis, workload balancing, image processing, and database optimization. All these applications are actually interested in special versions of the SPP where assumptions regarding the admissible subsets constraint the search space and allow tractable optimization algorithms. However, there is a major lack of unity regarding the identification, the formalization, and the resolution of these strongly-related problems. This paper hence proposes a generic framework to design dynamic programming algorithms that fit with the particular algebraic structure of special versions of the SPP. We show how this framework can be applied to two wellknown versions, thus opening a unified approach to solve new ones that might arise in the future.
I. INTRODUCTION
Let a population Ω tx 1 , . . . , x n u be a finite set of individuals, a set of admissible parts P tX 1 , . . . , X m u be a set of nonempty subsets of Ω, and a cost function c be an application from P to R. The Set Partition Problem (SPP) with an additive objective consists in finding a subset X ¦ P that partitions Ω and minimizes c:
where P is the set of admissible partitions tX P z XX X Ω, @pX 1 X 2 q P X 2 , X 1 XX 2 Hu.
This combinatorial optimization problem has been used to model a colossal amount of problems in Operational Research and Artificial Intelligence. In fact, the SPP naturally arises as soon as one wants to organize a set of objets into covering and pairwise disjoint subsets such that an additive objective is optimized. This is for example the case in algorithmic game theory, where a population of self-motivated agents must be partitioned into coalitions that optimally exploit the interagent synergies to achieve a given task [1] - [3] , or in multilevel data aggregation, where a set of data points needs to be partitioned into homogeneous classes preserving the system's structure and optimizing a given compression rate [4] - [10] .
The SPP is NP-complete in the general case [11] . Hence, one cannot hope for a general-purpose algorithm that can efficiently solve every instance of the SPP, unless P = NP. Among the strategies that have been proposed to tackle this computational challenge (see Subsection II-B), this paper is interested in those that propose to consider stronger additional constraints regarding the set of admissible parts P in order to define easier versions of the SPP. Such constraints may arise from the semantical, structural, functional, or topological properties of the modeled system. For example, in data aggregation, the partitioning should be consistent with the dataset's topological properties so that the generated macroscopic data remains meaningful for the domain expert [7] - [10] .
Although many special versions of the SPP have been addressed in the past (see Subsection II-C), there is a major lack of unity regarding the identification, the formalization, and the resolution of these however strongly-related problems. Many of the papers herein referenced deal with special versions of the SPP without explicitly referring to it. They cannot therefore benefit from the research that have been extensively developed by the combinatorial optimization community. Consequently, some results have been proved several times by independent work, such as the Ordered Set Partitioning Problem (see Subsection II-C3) that has been solved at least five times in 30 years [4] , [11] - [14] . Rothkopf et al. have addressed several versions in [14] , leading to deep results regarding their tractability in a unified applicative context, but without proposing any unified algorithmic framework to solve them. This paper aims at providing such a framework to design optimization algorithms for any versions of the SPP.
Section II presents in further details the broad range of applications of the SPP and identifies several special versions that have been addressed in the past. Section III presents the generic algorithmic framework. It relies on a proper understanding of the search space's algebraic properties and uses dynamic programming to efficiently exploit them. Section IV applies this framework to two special versions, namely the Hierarchical Set Partitioning Problem (HSPP) and the Ordered Set Partitioning Problem (OSPP). We show that the computational complexity of the resulting optimization algorithms meets the one of past algorithms dedicated to the same problems [6] , [10] - [14] , thus opening a unified approach to solve new versions of the SPP that might arise in the future.
II. RELATED WORK
The prolific applicability of the SPP is partly explained by its closeness to the extensively-studied set packing and set covering problems, respectively corresponding to the relaxation of the "covering" and the "pairwise disjoint" constraints [15] . The SPP also generalizes numerous combinatorial optimization problems, in particular in computational graph theory where individuals are vertices of a graph and admissible parts are defined according to specific subgraph structures [1] , [16] , [17] . The next subsection focuses on applications in Artificial Intelligence and Operational Research.
A. Applying the SPP
1) The best-known application of the SPP is the airline crew scheduling problem [15] : Given a set Ω of flight legs (takeoff and landing) and a set P of feasible sequences of legs by airline crews, each sequence X P P having a cost cpXq, the airline company would like to find a collection of feasible sequences minimizing the total cost such that each flight leg is covered by exactly one crew. This setting is easily generalizable to a broader class of transportation, delivery, routing, and location problems [15] , [18] - [20] , and to other wellknown operational problems such as the circuit partitioning problem [21] or the political districting problem [18] .
2) The winner determination problem in combinatorial auctions: Given a set of assets Ω and a set of bids associating a price cpXq to groups of asset X P P, the auctioneer wants to find an allocation of the assets to the bidders that maximizes his revenue. Rothkopf et al. [14] have shown that, when considering the classical OR bidding language to express the bidder objectives [22] , the winner determination problem is equivalent to the Set Packing Problem [14] . Moreover, since the bids are always positive (c ¥ 0), and by interpreting the absence of bid as a null price, there is always an optimal packing that is also an optimal partition. Hence, in this context, the winner determination problem is equivalent to the SPP.
3) The coalition structure generation problem in algorithmic game theory [1] - [3] : A population of self-motivated agents Ω must collaborate with one another to perform a given task. Coalition structure generation consists in partitioning the agents into feasible teams -expressed by P -so as to achieve better result by maximizing the social welfareexpressed by c. This field itself leads to many applications in e-commerce (buyers form coalitions to purchase a product in bulk), distributed sensor network (sensors work together to track targets), and information gathering (servers form coalitions to answer queries) [2] .
4) The SPP can also be seen as a general formulation of classical clustering problems: data points have to be partitioned into classes such that the intra-class similarity and/or the interclass dissimilarity are maximized [16] , [23] , [24] . In this context, it also relates to data aggregation problems, where data points are partitioned into homogeneous classes preserving the system's structure and optimizing a compression rate [6] - [10] leading to applications in time series analysis [4] , [7] , [10] , database optimization, and image processing [5] , [25] .
B. Solving the SPP 1) Exploiting the Algebraic Structure of the SPP:
The set of parts P and the set of partitions P have several useful algebraic properties when one tries to directly tackle the general problem. Strategies formalizing and exploiting such properties to cleverly run through the search space are usually based on integer programming [15] , [18] , [20] , dynamic programming [4] , [12] , [14] , [26] , implicit enumeration [15] , [20] , and/or automatic reformulation [20] . Again, since the SPP is NPcomplete, one should not expect any worst-case polynomial algorithm to emerge from such strategies, unless P = NP.
2) Approaching Optimality with Tractable Algorithms: Heuristics limiting the search space in some way have been proposed to find suboptimal solutions in reasonable time, including genetic algorithms [27] , dual ascent [19] , simulated annealing, and neural networks [18] . However, such approaches do not provide any worst-case guarantee regarding the closeness to optimality [2] . To the contrary, approximation algorithms provide provable solution quality and run-time bounds [3] , [5] , [16] , [17] , [22] , but are still limited by severe inapproximability results [22] .
3) Exploiting Properties of the Cost Function: Much work has focused on special cases of the SPP by making additional assumptions regarding the cost function c. For example, the SPP has been proved to be polynomially solvable when costs are defined by aggregating individual attributes [3] , [5] , [12] , [23] - [25] . In such cases, each considered cost function requires a dedicated treatment that can hardly be generalized to a broader context. Other work has hence focused on more general properties of the cost function, such as concavity [11] , [12] , submodularity [12] , [17] , [22] , superadditivity [1] , [5] , [14] , and subadditivity [1] . Although considerable results have been achieved for such settings, some argue that, because of communication costs or anti-trust penalties, many applications of the coalition generation problem are neither superadditive nor subadditive [1] . This is also the case in multilevel data analysis, where the information-theoretic measures are usually non-monotonous regarding set inclusion [6] - [10] .
4) Exploiting Structures of the Admissible Parts:
This paper focus on strategies exploiting constraints on the set of admissible parts P to define easier versions of the SPP. In such cases, one should guarantee that the constraints do not exclude solutions that would be optimal otherwise. For example, in the winner determination problem, if the assets are known to be more valuable in given combinations, the auctioneer may anticipate the bids of greatest economic significance and only allow such valuable combinations [14] , [22] . However, constraints might also arise from semantics considerations when some subsets are not meaningful for the partition purposes. In data aggregation, the partitioning should be consistent with the dataset's structural and topological properties so that the compressed data is usable by the domain expert [7] - [10] . In image processing, the two-dimensional space also strongly constraints the compression process [5] . The following subsection presents such structures that have been addressed in previous work.
C. Special Versions of the SPP
In the following, we indicate the worst-case time complexity of algorithms according to the size |Ω| n of the population.
1) The Complete Set Partitioning Problem (CSPP) arises when all subsets are admissible: P 2 Ω . It has been extensively applied to coalition structure generation, assuming that every possible group of agents is an adequate candidate to constitute a coalition [1] , [2] .
Results: The CSPP is NP-complete [1] . Exponential algorithms have been provided to solve the problem on small instances: a Op3 n q dynamic programming algorithm [22] , [26] and a Opn n q anytime algorithm [1] , [2] .
2) The Hierarchical Set Partitioning Problem (HSPP) arises when the set of admissible parts P forms a hierarchy, that is when every two admissible parts are either disjoint or one is included in the other:
If one also assumes that the population and the singletons are admissible: Ω P and dx Ω, txu P, then the hierarchy can be represented by a rooted tree where the tree-order corresponds to the subset relation (see Fig. 1 ).
The HSPP has been mainly applied in data aggregation to model systems with multilevel nested structures, including community representation of networks (individuals are nodes of a graph representing a social structure and admissible parts are highly-connected groups of nodes) [6] , aggregation of geographical data (individuals are territorial units and admissible parts are defined by nested geographical partitions) [10] , and analysis of distributed systems (individuals are computational resources and admissible parts are defined according to the system's hierarchical structure) [8] , [9] .
Results: Algorithms solving the HSPP consist in a Opnq depth-first search of the hierarchy [6] , [8] , [10] .
3) The Ordered Set Partitioning Problem (OSPP) arises when a total order is defined on Ω and the set of admissible parts contains all the intervals that are induced by this order:
It can be represented as a "pyramid of intervals" (see Fig. 2 ). The OSPP very naturally applies to populations modeling temporal dimensions (e.g., sets of dates, events, or time periods). For example, the OSPP has been applied to time series aggregation [4] , [7] , [10] . It may also receive a unidimensional-space interpretation, such as the geographical ordering of coast cities [14] .
Results: When the optimal partition is a sequence of intervals, solving the SPP is equivalent to solving the shortest path problem, resulting in a Opn 2 q optimization algorithm [11] . Opn 2 q dynamic programming algorithms have also been proposed in many independent works [4] , [12] - [14] .
4) The Array Partitioning Problem (APP) consists in partitioning a two-dimensional array into rectangular tiles. It naturally arises when one considers the Cartesian product Ω 1 ¢ Ω 2 of two ordered populations. The set of admissible parts is
where P 1 and P 2 are the sets of intervals of Ω 1 and Ω 2 . As for the OSPP, the APP may be used to model spatial structures, such as the rectangular partitioning of geographic locations on a two-dimensional grid [14] , [28] , the clustering of points with fairly uniform color in image processing [5] , [25] , and the building of histograms to approximate data distributions in database systems [5] . Moreover, the APP has been used to model load balancing problems in parallel computation when the computational space corresponds to a matrix [5] .
Results: The APP is NP-complet, even if one only considers singletons and 2¢2 rectangles as admissible parts [14] . The APP is tractable if one only considers rows, columns, and singletons as admissible parts, e.g., to represent assets that have two different properties of interest for a collector [14] .
III. A GENERIC FRAMEWORK TO SOLVE SPECIAL VERSIONS OF THE SPP
This section proposes to rely on multi-branching recursion and dynamic programming to efficiently solve the SPP. The search space is first broke down into smaller covering subspaces. Then, thanks to a principle of optimality that fits with the algebraic structure of the partition set, these subproblems are recursively solved. Finally, locally-optimal solutions are compared to globally solve the initial problem.
This algorithm is generic in the sense that it can be applied to any set of admissible parts. However, it should be considered as an abstract tool to build optimization algorithms for special version of the SPP (see Section IV).
A. Algebraic Structure and Principle of Optimality
Rothkopf et al. have argued that the computational complexity of special versions of the SPP does not actually depend on the size |P| of the search space, but rather on its structure [14] . In other terms, the introduction of strong constraints is often not sufficient to make the problem tractable.
1 Given an admissible partition X P, we define RpX q as the set of admissible partitions refining X , CpX q as the set of admissible partitions covered by X , and R ¦ pX q and C ¦ pX q as the sets of optimal partitions among RpX q and CpX q.
2) A Principle of Optimality for the SPP: In dynamic programming, finding a principle of optimality consists in showing that the search space has an optimal substructure: the solution to the optimization problem can be obtained by recursively combining optimal solutions to several subproblems. Intuitively, in the case of the SPP, one can rely on the fact that the union of optimal partitions on subsets of the population is an interesting candidate to form an optimal partition of the whole population. Hence, by appropriately decomposing the population, one might provide a computationally efficient procedure to build such an optimal solution. 
h i e r a r c h y h i e r a r c h y h i e r a r c h y
Fig. 1. A 3-levels hierarchy defined on a population of size 9 1 2 3 4 5 1 2 2 3 3 4 4 5 1 2 3 2 3 4 3 4 5 1 2 3 4 2 3 4 5 1 2 3 4 5
Theorem. Let Ω be a population and c be an additive cost function defining partition optimality. For any partition Y of Ω, the union of optimal partitions of the parts of Y is optimal among the refinements of Y:
@Y P Y, Y ¦ Y P P ¦ pY q ñ £ ¤ Y Y Y ¦ Y P R ¦ pYq (1)
B. Branching the Search Space
Given a admissible part X P P for which one wants to compute an optimal admissible partition X ¦ P P ¦ pXq, a branching consists in building subspaces P 1 , . . . , P k that cover the search space:
k for each of these subspaces, one can easily solve the optimization problem the following way:
The covering relation indicates "atomic disaggregations" of a given set. For example, in the case of the OSPP, it consists in dividing the population into two intervals (see for example arrows 1 , 6 , and 9 in Fig. 3 ). The covering relation can thus be used to branch the search space. First, we know that all admissible partitions of X refine the maximal partition tXu: PpXq RptXuq. Second, for any partition X P PpXq, a refining partition of X is either the partition X itself, or a partition that refines a partition covered by X . Hence, the search space can be branched the following way:
C. A Recursive Algorithm
The computation of an optimal partition thus consists in computing locally-optimal partitions refining the partitions covered by the maximal partition. Thanks to the principle of optimality, such a computation can be recursively performed (see Eq. 1) Hence, the three branching and recursion equations 1, 2, and 3 allow to define a divide and conquer algorithm that computes a locally-optimal partition X ¦ P P ¦ pXq for any X P P according to the following recursive formula: (4) where Y ¦ Y designates a partition in P ¦ pY q. Here are the steps of the resulting algorithm: 
D. Dynamic Programming Improvements
This first algorithm is however not computationally-optimal. We thus propose two improvements.
1) Recording Intermediary Results:
According to the dynamic programming paradigm, recursive algorithms can be easily improved by recording the results of time-consuming recursive calls. For each part on which the algorithm is once applied, by keeping trace of the resulting locally-optimal partition, the algorithm can be applied only once to each admissible part X P P. For example, in Fig. 3 , the algorithm is initially applied twice on parts 1 2 , 2 3 , and 3 4 . Thanks to this memoization procedure, one can avoid the second calls (see stars on dashed lines).
2) Avoiding Redundant Evaluations:
The branching of the search space proposed in Eq. 3 is redundant, i.e. subspaces are not disjoints. For example, in Fig. 3 , branches 2 and 3 allow the evaluation of partitions 1 2 3 4 and 1 2 3 4 , and branches 4 and 5 the evaluation of partitions 1 2 3 4 and 1 2 3 4 . Hence, 1 2 3 4 is evaluated twice and 5 is useless. In order to avoid such redundant branches, one can keep trace of the covered partitions X 1 , . . . , X k that have already been evaluated during step 2. When the algorithm is recursively applied to a part X P X k 1 (step 2.a), one also retains the complementary partition X X k 1 ztXu.
Hence, within the "lower" calls, when a covered partition Y P CptXuq is considered for branching, one first checks if X Y Y does not refine any of the previously-evaluated partitions. If it does (Di ¤ k, X Y Y P RpX i q), one deduces that the branch has already been evaluated, and steps 2.a and 2.b may be avoided (see crosses on plain arrows).
A Generic Algorithm to Solve the SPP Global Inputs: c a cost function; P a set of admissible parts defining admissible partitions; L a set of locally-optimal admissible partitions of parts on which the algorithm has already been applied.
Local Inputs:
X an admissible part; X the complementary partition of X inherited from the "higher" call (X is a partition of ΩzX); D the set of admissible partitions which refinements have already been evaluated during "higher" calls.
Output:
X ¦ a locally-optimal admissible partition of X.
If the algorithm has already been applied to part X, return the locally-optimal partition recorded in L. 
Return X ¦ and record this result in L.
IV. FROM THE GENERIC FRAMEWORK TO SPECIALIZED IMPLEMENTATIONS
The above algorithm may in theory be applied to any set of admissible parts P 2 Ω . In that sense, it provides a dynamic solving of the general SPP. However, a generic implementation would not be computationally-optimal for special versions of the SPP. Indeed, assuming that one explicitly knows the partition set that is meant to be searched, one can adapt the algorithm and the data structures to the problems' specific algebraic structures. That is what we call deriving a specialized implementation of the algorithm. The generic algorithm should be used as a starting point to build specialized ones. This section makes the specialization process explicit for the HSPP and the OSPP.
A. Solving the HSPP
The HSPP arises when the set of admissible parts P forms a hierarchy (see Subsection II-C2).
a) Execution of the Generic Algorithm: For each admissible part X P P, the corresponding maximal partition tXu covers only one admissible partition, that is the set CpXq tY P P z Y X, EZ P P, Y Z Xu of children of the node X in the tree representing the hierarchy. Hence, the branching of the search space proposed in Eq. 3 is not redundant: PpXq ttXuu Y RpCpXqq. The resulting algorithm is then a simple recursive procedure consisting in a depth-first search of the tree: a recursive execution on each Y P CpXq (step 2.a), the building of the resulting locally-
, and the comparison of its cost with the one of the maximal partition tXu (step 3).
The algorithm is naturally called only once per admissible part (no need for memoization) and the branching of the partition set is never redundant.
b) Data Structures and Implementation: The hierarchy P is implemented by a tree data structure. Each node represents an admissible part X P P and has three labels instantiated and exploited by the algorithm: cost stores the cost cpXq of the corresponding part; optimalCost stores the cost cpX ¦ q of a locally-optimal partition of X; optimalCut is a Boolean value that is true if and only if the maximal partition tXu is optimal among the admissible partitions of X.
The depth-first search computes the optimalCost and the optimalCut of each node according to its cost and to the sum of the optimalCost of its children. After the execution, the optimal partition of Ω is the union of the higher nodes in the tree such that optimalCut true.
Algorithm 1 for the HSPP Require: A tree with a label cost on each node representing the cost of the corresponding admissible part. Ensure: Each node of the tree has a Boolean label optimalCut representing an optimal partition (see above). The space complexity of this algorithm is bounded by the size of the data tree representing the hierarchy. As it contains between n 1 (only the root and the leaves) and 2n ¡1 nodes (in the case of a complete binary tree), the space complexity is linear. The time complexity is the one of a depth-first search and is also linear, meeting the results of past algorithms dedicated to the HSPP (see II-C2).
B. Solving the OSPP
The OSPP arises when the admissible parts are the intervals of Ω induced by a total order (see Subsection II-C3).
a) Execution of the Generic Algorithm: Given a population Ω of n ordered individuals x 1 . . . x n , for each interval x i , x j tx i , . . . , x j u with 1 ¤ i ¤ j ¤ n, the admissible partitions covered by the maximal partition t x i , x j u are the couples of subintervals t x i , x k , x k 1 , x j u with i ¤ k j. In the following, for the sake of conciseness, we simply mark such an interval ri, js and its covered partitions ri, ksrk 1, js. We thus have the following branching:
The generic algorithm is applied to Ω r1,ns. Let us assume that the covered partitions are evaluated (step 2)
in the following order: r1,n ¡ 1srns, r1,n ¡ 2srn ¡ 1, ns, . . . , r1sr2,ns (see for example arrows 1 , 6 and 9 in Fig. 3 ). The covered partition r1,n¡1srns is evaluated first
( 1 ). The algorithm is thus recursively applied (step 2.a) on part r1,n ¡ 1s ( 2 ), then on part r1,n ¡ 2s ( 3 ), and so on, until locally-optimal partitions of parts r1s, r1, 2s, . . . , r1,n¡1s
have been computed and recorded. All that remains is the computation of an optimal partition of part r1,ns. For the k th evaluation, with 1 k n, the covered partition r1,n ¡ ksrn ¡k 1, ns has to be evaluated (for example 6 ) knowing that the covered partitions tr1,n ¡ isrn ¡ i 1, nsu 1¤i k have already been evaluated along with their refined partitions.
The algorithm is recursively applied to parts r1,n ¡ ks and rn ¡ k 1, ns (step 2.a):
Since the algorithm has already been applied to part r1,n¡ks during the first evaluation, the optimal partition is simply read from memory (see cross below 1 2 ).
Regarding part rn ¡ k 1, ns, all covered partitions are now considered for evaluation. But, since rn¡k 1, n ¡ isrn ¡ i 1, ns refines r1,n¡ isrn ¡ i 1, ns for all 1 ¤ i k, each covered partition has already been evaluated during the previous evaluations. Hence, steps 2.a and 2.b may be avoided (see star on arrow 8 in Fig. 3 ) and the algorithm uses the maximal partition rn ¡ k 1, ns.
To sum up, in order to compute an optimal partition X ¦ r1,ns , the generic algorithm recursively computes locally-optimal partitions X ¦ r1s , X ¦ r1,2s , . . . , X ¦ r1,n¡1s . Then, it exploits the results to compare partitions X ¦ r1s tr2,nsu,..., X ¦ r1,n¡1s trnsu and it returns one that has the highest cost.
b) Data Structures and Implementation:
The following specialized algorithm is a bottom-up implementation of the top-down generic algorithm. Each admissible part ri, js P is represented by a couple of integer pi, jq. The costs of admissible parts are recorded in a n ¢ n upper triangular matrix cost. Each cell costri, js gives the cost cpri, jsq of the corresponding part. Optimal partitions are encoded in a vector optimalCut containing n integers such that, for all 1 ¤ j ¤ n, optimalCutrjs is the indice of the first individual of the last part of an optimal partition of r1,js. Hence, optimalCutrns k indicates that part rk, ns is in the optimal partition of r1,ns and, if k ¡ 1, then optimalCutrk ¡1s again indicates the first individual of the last part of an optimal partition of r1,k ¡1s, and so on. The optimal partition of r1,ns thus consists in a sequence of indices k 1 , . . . , k m recorded in optimalCut and indicating the m individuals where the population is divided:
The costs of these optimal partitions are recorded in a vector optimalCost of size n.
Each cell optimalCostrjs, with 1 ¤ j ¤ n, gives the cost of the optimal partitions of part r1,js. The algorithm iteratively runs through the triangular matrix to build the two vectors and thus computes an optimal admissible partition of Ω.
Algorithm 2 for the OSPP Require: A matrix cost recording the costs of intervals. Ensure: The vector optimalCut represents an optimal partition (see text above).
for j 1, n do optimalCostrjs Ð costr1, js optimalCutrjs Ð 1 for cut 2, j do μCost Ð optimalCostrcut ¡ 1s costrcut, js if μCost ¡ optimalCostrjs then optimalCostrjs Ð μCost optimalCutrjs Ð cut c) Quadratic Complexity: For a population of size n, the upper triangular matrix contains npn ¡ 1q{2 values and the two vectors each contains n integers. Hence, the space complexity is quadratic. In the proposed implementation, for each part r1, js with 1 ¤ j ¤ n, the algorithm performs j ¡ 1 comparisons to identify the optimal partitions among the covering ones. Hence, overall, pn ¡ 1qpn ¡ 2q{2 comparisons are performed and the time complexity is also quadratic. This result meets the ones of the previous algorithms that have been developed for the OSPP (see Subsection II-C3).
V. CONCLUSION
By making strong assumptions regarding the structure of the search space, dozens of problems have been modeled as tractable versions of the SPP. The algorithmic framework we propose in this paper provides a unified dynamic programming approach to design such computationally-efficient algorithms by exploiting the algebraic properties of such structures. We have shown how this framework applies on two well-known versions of the SPP, for structures induced by a hierarchy (HSPP) and by a total order (OSPP). By following the same specialization steps (formalization of admissible parts and admissible partitions, analysis of the generic algorithm execution, and design of data structures that fits with the induced algebraic structure), this programming method can be applied to numerous other versions expressing interesting spatial or temporal properties: e.g., partitioning graphs in connected components, partitioning partially ordered sets representing causal relations, partitioning the state space of a dynamical process, partitioning multidimensional populations mixing spatial and temporal constraints.
For any new version of the SPP, the computational complexity of the corresponding specialized implementation will be bounded from below by the number of admissible parts. For both versions addressed in this paper, the proposed algorithms achieve such a lower bound (Opnq for the HSPP and Opn 2 q for the OSPP). However, this is not always the case (e.g., for a circular order, the number of admissible parts is Opn 2 q, but dynamic programming only provides a Opn 3 q algorithm [14] ). This leads to an interesting research question: for which versions of the SPP does the framework provide an optimization algorithm which complexity is bounded by the number of admissible parts?
