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Abstract
Clustering analysis is a well studied topic in computer science with a variety of
applications in data mining, information retrieval and electronic commerce. How-
ever, traditional clustering method can only be applied on data set with exact
information. With the emergence of web-based applications in last decade, such
as distributed relational database, traffic monitoring system and sensor network,
there is a pressing need on handling uncertain data in these analysis tasks. How-
ever, no trivial solution over such uncertain data is available on clustering problem,
by extending conventional methods.
This dissertation discusses a new clustering framework on uncertain data, Worst
Case Analysis (WCA) framework, which estimates the clustering uncertainty with
the maximal deviation in the worst case. Several different clustering models un-
der WCA framework are thus presented, satisfying the requirements of different
applications, and all independent to the underlying clustering criterion and clus-
tering algorithms. Solutions to these models with respect to k-means algorithm
and EM algorithm are proposed, on the basis of Local Bounding Technique, which
is a powerful tool on analyzing the impact of uncertain data on the local optimums
reached by these algorithms. Extensive experiments are conducted to evaluate the
effectiveness and efficiency of the technique in these models with data collected in
real applications.
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With the proliferation of information technology, we are now facing the era of data
explosion. Generally speaking, the pressing needs on the management of huge data
stem from two major sources, including 1) the increasing demands on managing
commercial data, and 2) large potentials for the utilization of personal data. Most
of the companies are now using database systems to keep almost all their com-
mercial data, ranging from personal information to transaction records. In 2008,
for example, there are 7.2 billions of transactions recorded in the supermarkets
under Wal-Mart1. On the other hand, personal data are also emerging as another
important source of publicly available data, with the prosperity of Web 2.0 appli-
cations. The number of personal blogs, for example, is doubled in every 6 months,
as is reported by Technorati2. While more and more data are now available to re-
searchers in different areas, such as economy and social science, it remains unclear
how we can fully utilize the exploding data to improve our understandings to their
corresponding domains. The bottleneck lies in the limited computational ability to




Problem Class Input Format Output Patterns
Classification Labelled data Rules for the classes
Association Rule Item sets Frequent item sets
Clustering Unlabelled data Division of the data
Table 1.1: Three major classes of data mining problems
To bridge the gap between the data and the knowledge, data mining techniques
were proposed to provide scalable and effective solutions[27]. Specifically, the core
of data mining is the concept of patterns. A meaningful pattern is some featured
abstraction of a large group of data following similar behavior. Depending on the
data formats and the features of the abstraction as well as the data supporting these
abstractions, different data mining problems are defined with different application
applicabilities. Among others, the following three classes of problems are mostly
recognized and well studied in the last decade, including Classification, Association
Rule and Clustering.
In Table 1.1, we summarize the three major data mining problem classes. Specif-
ically, the inputs to classification problems consist of data records with labels.
The goal of classification is discovering rules (patterns) which help distinguishing
records with different labels. Classification methods on large database are now
widely applied in different real systems, such as spam detection in e-mail systems
[18], personal credit evaluation in banking databases [31] and gene-disease analysis
on microarray data sets [13]. While labelled data are usually hard to get due to
the heavy human labors needed on the labelling process, most of the data available
in real applications are unlabelled. Association rules and clustering are typical
unsupervised learning problems handling unlabelled data. Association rule mining
problem, for example, analyzes transaction databases, with each transaction con-
sisting of a subset of items [1]. The association rules output by the analysis include






Figure 1.1: How to apply clustering in real systems
tant component in shopping behavior analysis, especially on guiding the design of
product promotion planning which selects popular item combinations in the pack-
ages. While association rules focus only on unlabelled transaction data, clustering
analysis is a general class of data mining problems applicable to a variety of differ-
ent domains. The inputs to clustering problem cover different data formats, such
as multi-dimensional vectors [41], undirected graphs [55], microarray gene data [65]
and etc. The result of clustering analysis is some division on the input data, each
partition of which forms a cluster with highly similar data records in it. A good
clustering is also a concise summarization of the distribution underlying the input
data.
While all of the three classes of data mining problems have proved their effec-
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tiveness in different data analysis tasks, clustering also provides helpful information
for optimization tasks on complex systems. In Figure 1.1, we illustrate the common
role of clustering analysis in real systems. On the basis of original raw data from the
related domain, clustering method supports some concise and insightful abstraction
on the data distribution. The distribution summarization is completely utilized to
optimize the applications on the top-level of the system. In a search engine system,
for example, clustering algorithm is able to discover different groups of users with
similar searching habits (such as similar or related keywords), the system is thus
able to re-organize its computation resources to improve the response efficiency of
its query processing.
In this dissertation, we focus on clustering problem, especially on clustering
analysis over multi-dimensional vector data. Each record of the input data is a
vector of fixed dimensionality, with real numbers filled in all entries of the vectors.
The result of the clustering analysis is a partitioning of the vector records. Details
on clustering problems, covering a wide spectrum of concrete clustering models and
methods, will be reviewed later in this dissertation.
1.1 A Brief Revisit to Clustering Problems
Generally speaking, the goal of clustering analysis is dividing unlabelled data set
into several groups, maximizing the similarities between objects in the same group
while minimizing the similarities between objects from different groups.
The general definition of clustering above implies that a concrete clustering
problem takes two important factors into consideration, including 1) the similarity
measure and 2) the objective function aggregating the similarities. For the former
one, there are different similarity measures proposed in different domains depend-
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ing on the underlying applications. In d-dimensional spatial space, for example,
Euclidean distance is the most popular distance function, measuring the distance
between two points with the d-dimensional L2 norm on their locations. For discrete
distributions on finite domain, as another example, KL-divergence [70] is usually
employed to measure the differences between two distributions. Concerning the ob-
jective function for a clustering problem, each function aggregates the similarities
among the data records with some unique philosophy underneath the clustering
criteria. In k-means clustering, the sum on the pair-wise squared Euclidean dis-
tance between records in the same cluster, is employed as the objective function.
Generally, the clustering problem is usually transformed to an optimization prob-
lem with respect to the objective function. Intuitively, a good k-means clustering
minimizes this objective function by grouping objects similar to each other into
the same cluster. After determining the similarity measure and objective function,
corresponding clustering algorithms are designed to find solutions optimizing this
objective function.
In Algorithm 1, for example, we present the details of k-means algorithm [44],
based on k-means clustering problem as mentioned above. With randomly picked
k points from the data set as the initial centers M = {m1, ...,mk}, the algorithm
essentially iterates through two phases: the first phase assigns every point to its
nearest center in M to form k clusters, while the second recomputes the centers in
M as the geometric centers of the clusters. This procedure stops when M remain
stable across two iterations. We use “run” to call the above procedure from picking
initial centers to the convergence as shown in Algorithm 1, and use “iteration” to
call the routine consists of two phases as in Algorithm 2. Before one run converges
to the final result, many iterations can be invoked. Note that since the output of
each run is sensitive to the initial centers selected, the algorithm is typically re-run
5
Algorithm 1 k-means Algorithm (data set P , k)
1: Randomly choose k points as the center set M
2: while M is not stable do
3: M =k-means Iteration(P,M)
4: Return M
Algorithm 2 k-means Iteration (data set P , M)
1: for every point p in P do
2: Assign p to the closest center in M
3: for every mi in M do
4: Use the geometric center of all points assigned to mi to replace mi
5: Return M
as many times as possible, from which the best answer with the smallest cost will
be chosen.
While the original clustering problem only asks for divisions on the input data,
clustering is also often used to generate a good summarization of the data distri-
bution. This is fulfilled by selecting a representative data record for each partition
in the division, which is general enough to represent all other records in their par-
titions due to the high similarities among them. Recall the k-means algorithm
introduced in this section, the cluster centers and the cardinalities of all clusters
form a good summarization of the data.
1.2 Certainty vs. Uncertainty
In Figure 1.1, clustering algorithm is used to generate distribution summarization
on the data at bottom level, to optimize the top-level applications. In some sys-
tems with real-time requirements, such optimization faces several challenges from
different perspectives. First, the optimization is usually run in an online fashion.
Second, the underlying distribution is changing over time. Third, the communica-
tion between the data sources and the clustering component can be expensive. To
6
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Figure 1.2: Why uncertain clustering instead of traditional clustering?
better illustrate the difficulties of the clustering components, we refine the system
architecture in Figure 1.2. In this new figure, special emphasis is put on the input
and output of the clustering component. Since the data sources are distributed or
changing frequently, less data updates to the clustering component is expected to
reduce the communication cost. Similarly, the application on the top level of the
system also does not welcome frequent updates on the distribution summary, which
may result in heavy computation cost spent on the re-optimization even when the
system performance remains acceptable.
These challenges, unfortunately, cannot be fully overcome by the existing clus-
tering methods. The hardness stems from the basic assumption on almost all
existing clustering algorithms that every object in the data set must be certain.
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If each object is represented by a vector of fixed dimensionality, for example, the
values of each object on all dimensions must be accurate and precise. While this re-
quirement is reasonable on static data analysis, data certainty leads to performance
bottleneck of the data summarization component, especially with the emergence of
more and more network-based applications, such as the following examples.
Example 1. In a traffic monitoring system, the accurate positions of the moving
vehicles are not easy to locate and the system usually only maintains a rough range
of a vehicle’s location. [63, 60]. An important task of the monitoring system is
discovering the change on the vehicle distribution to optimize the traffic control
mechanism.
Example 2. In a distributed database with data replication on different servers,
maintaining total consistency with full accuracy is both infeasible and unnecessary
[51]. A good distribution summarization is important for the overall optimization
on data organization among storage peers.
Example 3. In a sensor network system, retrieving the exact information on a
sensor node consumes energy on nodes participating the query processing. To keep
a longer battery life, the system prefers to use some approximate information from
the sensors when the quality of query result is still tolerable [16].
The examples above imply several common observations on the data manage-
ment on top of a network infrastructure. First, the maintenance of exact informa-
tion of all objects is too expensive to afford. Instead, uncertainty or approximation
are the common strategies usually applied in these systems to save both communi-
cation and computation cost. If all the object are associated with some uncertain
status records, it offers more generality and stability to the database system, since
slight changes on the exact status of single objects do not affect much on the
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query results on the uncertain records. In Figure 1.3, for example, each object is
represented by some circle without knowing the true location in the space. Each
single circle remains valid until the corresponding object is about to move out of
the circle. In environments with highly dynamic or distributed data sources, such
circle-based uncertain representations are helpful in reducing the communication
between the system and objects, because an object needs to issue an update only
when it violates constraints with the circle region. Second, the optimization task
involving the data distribution works well even when the component below only
provides approximate summarizations. If k-means clustering, for example, is mon-
itored over moving vehicles in Example 1, the distribution summarization is still
meaningful if the clustering result does not vary much, using the uncertain data
records instead of exact ones. In other words, the output quality of the clustering
algorithm is sufficient if the difference between exact clustering and uncertain clus-
tering is small enough. Based on the two observations above, the major goal of this
dissertation is to design some mechanisms enabling efficient evaluation and man-
agement of clustering methods with uncertainty models on both input and output
sides.
Figure 1.3: An uncertain data set
9
Figure 1.4: The certain data set corresponding to Figure 1.3
To illustrate the difficulties of uncertainty analysis for clustering problem, we
first present a naive scheme, simply extending conventional k-means algorithm from
certain data to uncertain data. In this scheme, every uncertain object has an asso-
ciated distribution on the probabilities of appearing at some locations. To facilitate
standard k-means algorithm over these probabilistic objects, some transformation
is employed to generate a new exact data set. In this new exact data set, every
uncertain object is represented by an exact location in the space, which is the geo-
metric center of its corresponding distribution. The following example shows that
such scheme can lead to unbounded variance on the uncertain clustering, with the
data set in 2-dimensional space as in Figure 1.3 and Figure 1.4. In Figure 1.3,
every uncertain object follows uniform distribution in some circle, whose geometric
center is exactly the center of the circle. Thus, the optimal 3-means clustering over
the transformed data set can be simply computed by running k-means algorithm
over the circle centers. The three cluster centers of the clustering result are marked
with squares in Figure 1.3. However, if the true locations of the objects vary from
the circle centers, the clustering will become very different. When the objects are
actually located at the circle points in Figure 1.4, both the shapes and centers of
the clusters in the true optimal clustering are totally twisted from previous result
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in Figure 1.3. On the other hand, if we increase the radiuses of the circles without
moving their centers, it is straightforward to verify that the output of the naive
scheme remains the same, while the gap to the true clustering is very likely to be
widened. If this uncertain clustering model is applied on traffic analysis in Exam-
ple 1, with every moving vehicle modelled by some distribution, the error on the
clustering result is both non-predictable and uncontrollable.
From the example for the naive scheme above, we come up with two basic
requirements on any useful clustering model over uncertain data sets. First, any
result of uncertain clustering should be error bounded, i.e. the result is able to
indicate the uncertainty of the clustering itself. Second, the goal of clustering
analysis over uncertain objects is more than dividing objects into different groups.
Instead, reducing the uncertainty of clustering result is an equally important target.
Unfortunately, to the best of our knowledge, there does not exist any method
satisfying both of the requirements above. In the rest of the dissertation, a new
framework of uncertain clustering as well as a group of models and methods meeting
these requirements, will be presented.
1.3 Worst Case Analysis Framework
In this dissertation, we propose a new framework for clustering analysis over uncer-
tain data sets, called Worst Case Analysis (WCA) framework, which is independent
to the clustering criterion and algorithms. In WCA framework, the position of a
point p is represented by a sphere (cp, rp) instead of an exact position, where cp and
rp are the center and the radius of the sphere respectively. It is guaranteed that the
precise position of p is located in the sphere without any underlying distribution
assumption. Given a data set P , a clustering C is defined as a division of the
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objects by the following definition.
Definition 1.1. Clustering
Given a data set P , certain or uncertain, a clustering C divides P into k subsets,
C = {C1, C2, . . . , Ck}, that Ci ∩ Cj = ∅ and ∪Ci = P .
There is some underlying objective function for clustering quality measurement,
defined on any exact data set E and some clustering C on E.
Definition 1.2. Cost of Clustering
There is a mapping C from any pair of exact data set E and its clustering C to a
positive real value as the quality measurement, denoted by C(C,E)).
Different clustering cost functions are employed in different clustering algo-
rithms, such as k-means cost for k-means clustering and maximal likelihood for
Gaussian Mixture Model. A clustering is optimal with respect to some clustering
cost C, if it minimizes the cost function for a specified data set. Without loss of
generality, we assume that a clustering C is better than another clustering C ′ if
C(C,E) < C(C ′, E). K-means clustering, for example, is one of the most popular
criteria, which measures the clustering quality with the sum of squared Euclidean
distance from every exact point to its closest cluster center. To give a robust defini-
tion on clustering uncertainty under WCA model, we first bridge the gap between
certain data and uncertain data sets by the following concept.
Definition 1.3. Satisfaction of Exact Data
Given an uncertain data set P and an exact data set E, E satisfies P if for every
point pi ∈ P , the corresponding point xi ∈ E is in the sphere (cpi , rpi), denoted by
E ¹ P .
An universal clustering algorithm A for exact data set is able to improve the
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current clustering C for any exact data set E, outputting a better3 clustering C ′ =
A(C,E). For k-means clustering, for example, we can employ k-means algorithm
(Algorithm 1) as the underlying clustering algorithm A. Based on the definitions
above, the uncertainty of a clustering C over an uncertain data set P is defined as
Definition 1.4. Clustering Uncertainty
Given uncertain data P and clustering C, the uncertainty of C in WCA model
is the maximum improvement on the clustering cost C over any exact data set E




Intuitively, the clustering quality is defined based on the worst case of all possi-
ble satisfying exact data set, which leads to the situation that a much better clus-
tering can be found by algorithm A. In the rest of the dissertation, we mainly focus
on two problems: (1) how can we evaluate clustering uncertainty based on Defini-
tion 1.4?; and (2) how can we reduce the clustering uncertainty? Some solutions are
derived, with some running examples with k-means clustering and k-means algo-
rithm as the underlying clustering cost and clustering algorithm respectively. First
of all, the basic uncertain clustering model directly follows the definition below.
Definition 1.5. Basic Uncertain Clustering Model
Given an uncertain data set P , find some k-means clustering C and return the
clustering uncertainty of C as well.
In traditional clustering problem, a clustering C is optimal for some exact data
set E, if it can minimize the clustering cost C(C,E). In our uncertain clustering
framework, however, there are two independent quality objectives for a clustering
3Sometimes the output remains the same as the input, if it cannot be improved
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C, the clustering cost and the clustering uncertainty. Obviously, a clustering is
superior to another clustering, if it is better on both objectives. In many cases,
there may not exists any clustering C optimal on both of the objectives, leaving it
impossible to find a unique best solution. Instead, some different clusterings with
their uncertainties can be returned to the user, who can make the choice by himself.
1.4 Models under WCA Framework
WCA framework is flexible on extending the basic uncertain clustering model to
some variant models, which is applicable in different applications with different
requirements on the systems. The rest of the section will discuss some of these
possibilities. Before the discussion on the detailed models, we present some impor-
tant features in WCA framework, which is used to categorize different uncertain
clustering models in it.
Exact Uncertainty v.s. Uncertainty Upper Bound In the basic uncertain
clustering model, the clustering uncertainty is expected to return along with the
clustering. In many cases, however, the exact clustering uncertainty is hard to cal-
culate, since the number of possible object location combinations are exponential.
Instead, some upper bound on the clustering uncertainty is returned alternatively
in the models, which is sufficient to indicate how much uncertainty is embodied in
the clustering result.
Zero Uncertainty v.s. Positive Uncertainty There can be different models
in this framework depending on the radius rp on the uncertain objects. Given an
uncertain data set P , if rp = 0 for all p ∈ P , we call it Models with Zero Uncertainty.
When any rp for p is a non-negative real constant, we call it Models with Positive
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Uncertainty. Obviously, models with zero uncertainty is a subset of the models with
positive uncertainties. In Figure 1.5, we present the examples of the two models
with two clusters (black cluster and white cluster). On the left side of Figure 1.5,
each object is exact in the space. However, there still exists positive uncertainty
on clustering, when the current clustering is not identical to the true clustering for
some reasons. Models with zero uncertainty is supposed to verify the difference
between the current clustering and the true clustering (or optimal clustering). On
the right hand of the figure, each object has some non-empty circle for its possible
locations, clustering uncertainty is definitely larger than the example on the left,
since every object has larger freedom. The clustering uncertainty outputted by
Models with positive uncertainty is able to upper bound the possible difference
between the current clustering and true clustering when the objects are at any
locations in their circles.
Figure 1.5: Models based on the radiuses
Non-Dissolvable v.s. Dissolvable We can also derive two different computa-
tion models of uncertain clustering based on the the dissolvability of the object
uncertainties, namely Non-Dissolvable Models, and Dissolvable Models. In Non-
Dissolvable Model, the clustering is computed without giving an option to obtain
the precise location of any data point, while in Dissolvable Model we extend it
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following the concept of Model-Driven Optimization[23, 25], in which the precise
positions of the data points can be obtained by paying an associated cost. We refer
to the process of obtaining the precise position of a point p as its dissolution, or al-
ternatively, we say we dissolve p. Correspondingly, the associated cost of dissolving
a point is referred to as its dissolution cost. In Example 3, for example, dissolution
means sending a query to a specific sensor for its current observation, in which
the dissolution cost is the expenses consumed for the whole query. For Dissolvable
Model, the aim is to reduce the clustering uncertainty while incurring the minimal
dissolution cost. Recalling the example for models with positive uncertainty in
Figure 1.5, Dissolvable Model sends some probe requests to some of the objects,
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Figure 1.6: Forward inference and backward inference
Forward Inference v.s. Backward Inference In traditional clustering prob-
lems on certain data, all the algorithms work on the same direction, computing a
cluster division with the input of exact data. In uncertain clustering, however, two
different types of uncertainty inference can be adopted, namely Forward Inference
and Backward Inference. In forward inference, it follows the traditional clustering
analysis, deriving clustering from known data. Backward inference, on the other
hand, reverses the direction of the problem. Given an exact data set and clustering
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division, algorithms in backward inference try to derive some uncertainty models
for the exact objects. It does not affect the meaningfulness of the clustering on
the data, if the objects change their status but still satisfy the uncertain data set.
Backward inference leads to interesting computation models for applications, in
which the systems attempts to detect the change of the underlying distribution
with less communication from the objects.
Given the above categorization standards, different computation models can
be easily categorized based on the features. While the first two standards are
both discussed in term of forward inferences, they are orthogonal to each other
in WCA framework, leading to different uncertain clustering models with different
combinations of the properties. Backward inference forms an independent uncer-
tain clustering model which is totally different from other models. To simplify the
notations, we summarize the possible models in Figure 1.7. Note that the combina-
tion of positive uncertainty and dissolvability is not plausible, since it is impossible
and unnecessary to dissolve a precise point. The applicabilities of these models in
real applications are discussed below, with k-means clustering as the underlying
clustering algorithm employed.
1.4.1 Zero Uncertainty Model (ZUM)
In this model, the precise locations of all objects are available to the system, mean-
ing that rp = 0 for any point p in the data set. Although every point is certain by
the model assumption, it is sometimes unnecessary to calculate the true clustering
when some good approximate result is available, as the following two examples
show.
Given an exact data set and a randomly chosen center set of size k, the con-



















Figure 1.7: Categories of uncertain clustering models in WCA framework
However, not all initial center set can lead to good clustering result. Given the
output of uncertain k-means centers by Zero Uncertain Model, we can estimate
the quality of the final result if we continue the iterations. Thus, it is possible
to terminate some runs, if further iteration definitely can not lead to any promis-
ing result. We will utilized this idea and propose an efficient multiple procedure
k-means algorithm in later chapters of the dissertation.
In the traffic monitoring system, if any vehicle can actively report its location
at every second and the central server is capable enough to receive and process
the update information without lag, we can adopt an efficient real-time clustering
analysis method by Zero Uncertain Model. Every cluster first updates the geometric
center of itself based on the current locations of the vehicles in this cluster. k-means
iterations are invoked only when the error bound of the current clustering is larger
than a threshold specified by the user. This scheme can effectively reduce the
computation cost by cutting down unnecessary k-means iterations.
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1.4.2 Static Uncertainty Model (SUM)
In this model, the uncertain sphere radius rp for any point p is an non-negative
constant value. The Static Uncertain Model for k-means clustering outputs k cen-
ters with the error bound of the clustering. This model can be applied in many
real applications, in which the clustering targets are uncertain or hard for accurate
positioning.
In the study of zoology, the activity regions of different species of animals are
usually not fixed at a static point. Instead, zoology scientists can set up activity
zone for every group of animals and analyze based on these zones. Each zone can
be represented by some circle covering the whole region. Therefore, we can use
Static Uncertain Model to find robust relationships among the animals.
Privacy preserving data mining is another possible application of the model.
Assume there are several participators in a data mining task, each of which is sup-
posed to provide some private data for clustering. To avoid the leak of important
personal information in private data sets, some uncertainties are deliberately in-
serted into the data records. To guarantee the robustness of clustering result based
on the static uncertain data, static uncertain model can be helpful.
1.4.3 Dissolvable Uncertainty Model (DUM)
The only difference between Static Uncertain Model and Dissolvable Uncertain
Model is that the system can actively probe the precise positions of the points.
The philosophy behind the model is that we try to get the precise knowledge of
something only when necessary, to minimize the cost paid for the exact information
retrieval of the points. Such active probing is available in many applications.
In a distributed database system with many data replications and data sub-
scribers on different servers. The consistency is always an important issue. In such
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a system, maintaining total consistency among all replications is unnecessary and
cost consuming. Therefore, the data records are usually stored with uncertainty in
the replications. To conduct robust clustering analysis on any replication with some
error bound specified, the replication is allowed to actively require latest updates
from the subscribers. This clustering process can thus fit Dissolvable Uncertain
Model.
In many scientific database, the accurate information of some attribute can
be very expensive to measure, such as the velocity of an atom, while the rough
information is relatively cheap or easy to retrieve. Dissolvable Uncertain Model
can be a very good clustering analysis tool in such applications, which can reduce
the price or time cost spent in the experiments.
1.4.4 Reverse Uncertainty Model (RUM)
Reverse uncertainty model is different from all the models introduced so far, because
it adopts the backward inference instead of forward inference. Backward inference
entitles reverse uncertainty model to further reduce the communication between
the clustering component and the data source, by optimizing on the uncertain data
posed on the objects in observation.
For traffic analysis problem, for example, the central system with reverse un-
certainty model is now able to design better sphere ranges for the moving vehicles,
taking the velocities of the vehicles into account. Specifically, it can be utilized
by assigning larger spheres to fast vehicles and relatively smaller spheres to slow
vehicles, leading to a stable clustering but less frequent update messages.
Similar strategies is useful in other applications with different update cost on
different objects. In sensor networks, as another example, the observation updates
from different sensors incur different energy consumption costs. Intuitively, sensors
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Model Characteristics Example Applications
ZUM Non-cooperative, send exact lo-
cation in a streaming fashion
Acceleration of conventional
clustering, data stream
SUM Non-cooperative, send uncer-
tain location of objects
Animal Behavior Analysis, Pri-
vacy Preserving Data Publish-
ing
DUM Cooperative, send exact loca-




RUM Cooperative, provide storage
for filters and send exact loca-
tion when filter is invalidated
Traffic Analysis, Sensor Net-
work
Table 1.2: Characteristics and applications of the models
with large distance to the base station should be less frequently updated, because
the redelivery of new sensors readings costs more than those closer to the base
station. Reverse uncertain model provides a strong mathematical foundation for
such communication optimization problems.
As a brief summary of the section, we summarize the characteristics and the
example applications of the models in Table 1.2.
1.5 Local Bounding Technique
The Worst Case Analysis (WCA) framework and the models under WCA are all
independent of the underlying clustering method. In this dissertation, we focus on
k-means clustering and Gaussian Mixture Model (GMM), employing them as the
basic clustering algorithm A in Definition 1.5. In particular, we utilize the local
trapping property of both k-means clustering and Gaussian Mixture Model. This
property can be generally characterized with the following definition.
Definition 1.6. Local Trapping Property Given any clustering C on the exact
data E, there exists a easily computable region R in which locates the the local
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optimum the algorithm A reaches, if we start A initialized with C and E.
Generally speaking, the property above states that the clustering algorithm (k-
means or GMM) cannot jump out of R if we run the algorithm on the current
clustering C and current certain data E. This strategy is generally called Local
Bounding Technique.
Based on this technique, it is possible to derive upper bound on the clustering
uncertainty with respect to uncertain data, as is defined in Definition 1.5. Exten-
sions are thus derived to provide answers to the following variant models shown
in the previous Section. In the following chapters, more details on Local Bounding
Technique will be presented in the rest of the dissertation.
1.6 Summary of the Contributions
In this chapter, WCA framework and four different uncertain clustering models
are presented. In the rest of the dissertation, a group of solutions, based on the
local bounding technique, will be derived to fulfill the requirements of the models.
Moreover, experiments in terms of the models are conducted to evaluate the effec-
tiveness and efficiency of the proposed solutions. In the following, we highlight the
main contributions of the dissertation.
1. We introduce the Worst Case Analysis framework for uncertain clustering
problems and propose four different models based on a couple of catego-
rization standards, including Zero Uncertain Model, Static Uncertain Model,
Dissolvable Uncertain Model and Reverse Uncertain Model.
2. We develop the Local Bounding Technique, which effectively and efficiently
evaluates the clustering output according to the current incomplete cluster-
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ing result, with respect to k-means clustering and Expectation-Maximization
algorithm on Gaussian Mixture Model.
3. We apply the Local Bounding Technique on the proposed models and derive
solutions for practical problems, including acceleration of traditional multiple-
run clustering algorithm, energy-efficient moving object cluster monitoring
and robust sensor data analysis.
4. We conduct extensive experiments on different applications and data to verify




In this chapter, we will review some related works about existing clustering tech-
niques in section 2.1 and topics about analysis and management over uncertain
data in large database 2.2.
2.1 Clustering Techniques on Certain Data
As mentioned in the previous chapter, a concrete clustering problem is characterized
with the unique similarity measure and objective function [27, 28, 58], leading to
different clustering techniques optimizing the objective function. In this section, we
discuss two major classes of clustering criteria, including distance-based clustering
and model-based clustering. In particular, we focus on k-means algorithm and EM
algorithm, which are typical clustering problems in these two classes respectively.
In the following chapters, these two problems will be employed as the underlying
clustering methods for our uncertain cluster analysis.
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2.1.1 K-Means Algorithm and Distance-based Clustering
K-means algorithm, first known as Lloyd’s method [41], is one of most popular
clustering algorithms used in a variety of domains. The details of the standard
k-means algorithm has already been introduced previously in Section 1.1.
The efficiency of k-means algorithm is an important issue, attracting much
effort in data mining and machine learning communities. To speed up the original
k-means algorithm, some variant algorithms were proposed to utilize the properties
of Euclidean distance. These acceleration techniques are generally divided into two
categories. In the first categories, the triangle inequality property of metric space is
exploited in the calculation of nearest center. Elkan [20], for example, showed that
part of the distance computation can be skipped if the triangle inequality is applied
in the nearest center update process. The second category contains accelerating
methods on top of indexing structures [35, 52]. The indexing structure, such as kd-
tree is employed to improve the efficiency of the nearest center search when a group
of points are all closer to one of the centers. However, all of the studies above do
not perform well in high dimensional space because of the curse of dimensionality
on any indexing structure for Euclidean distance.
The clustering results of k-means algorithm is sensitive to the initial center set.
The method proposed by [8] is a typical initial center refinement algorithm, which
selects the center set with the minimum distortion from a group of clustering results
on a small sample set of the original data set. Recently, Arthur and Vassilvitskii
[3] proposed a novel randomized seeding method, which can guarantee O(log k)-
approximate k-means clustering result in expectation. Their solution follows a
greedy selection strategy, which picks up next center with probability proportional
to the squared distance to the closest center chosen so far.
There also exist some studies on the convergence property of k-means algo-
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rithm. [7] showed that k-means algorithm works very similar to gradient descent
algorithm, which always moves on the direction with the fastest k-means cost reduc-
tion. [29] first proved some bound on the convergence speed of k-means algorithm.
They gave an Ω(n) lower bound on the number of iterations in standard k-means
method, a O(n∆2) upper bound on one-dimensional standard k-means method and
a O(kn2∆2) upper bound on a variant k-means method, where n and ∆ are the
size and the spread of the data set respectively. Recently, [2] proved that the lower
bound of standard k-means iteration time is O(2Ω(
√
n)) by constructing a data set
in a space with O(
√
n) dimensions.
While k-means algorithm conducts local search in the space, some theoretical
computer scientists tried to find good k-means clusterings with other techniques.
[32] proposed a O(nO(kd)) algorithm always outputting the optimal solution and an
ǫ-approximate 2-means algorithm with O(n(1/ǫ)d) complexity. [40] extended the
idea in [32] to a (1 + ǫ)-approximate randomized algorithm with linear complexity
to both dimensionality and data size. [36] proposed an (9 + ǫ)-approximate local
search algorithm which keeps swapping the centers with other points in the data
set to improve the clustering result. Ding and He [17] connected the bridge between
k-means clustering and principle component analysis (PCA), leading to some lower
bound on the global optimum of k-means clustering.
Distance-based objective functions are also widely adopted in other cluster-
ing problems. K-center clustering problem, for examples, finds some clustering
with k centers, minimizing the maximal distance between the data point and its
corresponding cluster center. A simple 2-approximate solution was proposed by
Gonzalez in [24], and accelerated by Feder and Sohler [21]. K-median clustering,
on the other hand, minimizes the sum on the distance between the data points
and the closest cluster center. The difference between k-means and k-median lies
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in two aspects. First, k-means clustering uses squared Euclidean distance, while
k-median clustering accepts any metric distance1. Second, the cluster centers in
k-median clustering are chosen from the original data set, while those in k-means
can be any point in the space, not occupied by any data record.
2.1.2 EM Algorithm and Model-Based Clustering
In model-based clustering, there are some assumptions on the distributions of the
clusters before the clustering. In this part, we introduce the EM algorithm learning
Gaussian Mixture Model [19, 34], and various non-metric models, such as Bregman
Clustering [5, 26].
Expectation-Maximization (EM) algorithm [46] is one of the most successful
algorithms applied in parameter estimation problems, especially on model selection
to maximize the likelihood of the observing data. Specially, given some unknown
model Θ, EM algorithm usually works with iterations to improve the likelihood
of Θ. Every iteration consists of two step, the E-step and the M-step. Given the
current parameter estimation, the E-Step computes the expectation of the missing
values in the data records, while the M-step afterward re-computes the parameters
to maximize the likelihood based on the original data set and the guessed missing
values. The iterations continues until the likelihood can not be improved any more.
To learn a mixture distribution in Euclidean space with every component fol-
lowing Gaussian distribution, the parameters are the center, the component proba-
bility, and the covariance matrix of every component. The missing value is the label
for every data point, representing the index of the actual component generating it.
Therefore, the EM algorithm can be directly applied to find some local optimum in
the parameter space [19] for Gaussian Mixture Model. The convergence property
1Note that the squared Euclidean distance is not a metric distance
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of the procedure is well studied by Jordan and Xu in [34].
In [5, 26], the technique of EM algorithm is extended to a new group of learn-
ing task, called Bregman Clustering. In Bregman Clustering, the probability of a
point in a component is proportional to its distance to the mean of the component.
When the distance is in the general class of Bregman divergences, the distribution
can be learnt simply following the iterations with E-step and M-step. One of the
most important advantages of Bregman Clustering is generality on the underly-
ing space, which allows even distance function violating symmetry property and
triangle inequality property.
2.2 Management of Uncertain and Probabilistic
Database
In this section, we summarize the state of the art in the management of uncer-
tain information in database systems. We will first discuss the current prototype
database systems supporting uncertainty. We will then cover the details on the pro-
posed techniques in query processing and data mining on probabilistic databases
respectively.
Current Systems
Database on uncertain and probabilistic data is one of the most popular topics in
database research in the last few decades. Recently, there is a new surge on ap-
plying uncertain database techniques on the analysis and management of scientific
and sensor data collected in different fields. Trio and U-DBMS are two currently
available famous prototypes on uncertain database.
Trio [6, 62] is a Stanford database prototype integrating both uncertainty and
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lineage. It provides a strong language semantic to manipulate the uncertain data,
instead of traditional SQL language. Their method is also fundamental to applica-
tions in information integration with different schemas and sources.
U-DBMS [10, 12] is a Purdue database system prototype. Different from Trio,
U-DBMS focuses on processing multi-dimensional data sets. Their system supports
various access methods on uncertain data sets, such as indexing, range query and
query evaluation. Tao et al. [59] improved the performance of indexing based on
their system framework as well.
Query Processing by Dissolving Uncertainty
In many cases, uncertainty can be removed or reduced by paying extra cost. For
example, when tracking moving vehicles, the system is able to retrieve more accu-
rate locations of the vehicles by setting a fast reporting rate on all of vehicles. Such
operations is termed with an abstract action, called “dissolution”, in this disserta-
tion. If a system allows dissolution on uncertain records, the system is said to be
dissolvable.
The concept of uncertainty dissolution in the context of database system was
first proposed by Olston and Widom in [51]. In their work, they consider some
basic database queries, such as MIN, MAX and MEAN, in uncertain database.
They show that some of the queries can be answered with optimal dissolution
choice, based on the number of records dissolved.
In [22], Feder et al. analyzed the the dissolution for median function over
uncertain objects in 1-dimensional space. They provided solid theoretical results
in oﬄine and online dissolution model, as well as in unit cost and arbitrary cost
model. Some algorithms were proposed to achieve near optimal performance.
In [38], Khanna and Tan further extends the dissolution problem to more com-
29
plex functions, including rank selection and composite functions. They found that
if we construct a graph over the uncertain points in the data set and compute a
partition over the graph, some efficient method is available to decide which points
to dissolve.
In this dissertation, we consider dissolution optimization problem on k-means
clustering, which is more complicated than any query in the existing studies. The
hardness of k-means clustering in dissolution model comes from the difficulty on
estimating the possibilities of the point membership shifting among clusters. More
details on this topic will be available in the rest of the dissertation.
Data Mining with Uncertainty
Although the problems of data mining have already been studied extensively in
last decade, the problem on the quality of the data source is usually omitted by
most of the existing data mining algorithm proposed so far. In this subsection, we
provide the summary of all the existing studies on handling uncertainty in data
mining problems.
In [39], Kriegel and Pfeifle extended the famous density-based clustering algo-
rithm DBSCAN from precise data sets to uncertain data sets. The core of their
method, u-DBSCAN, is some distributions describing the fuzzy distance between
uncertain points and fuzzy density of the distribution. With the distribution con-
structed based on the uncertain objects, the rest of the algorithm runs by simply
adopting the same techniques in the original DBSCAN.
In [49], Ngai et al. proposed a k-means clustering algorithm over uncertain data
set. Similar to the study in [39], their solution simply employs the conventional
k-means clustering algorithm, only replacing the exact distance computation with
some fuzzy distance between uncertain points. In their work, they assumed some
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uncertainty distribution for every single point, and use the expected distance as the
measurement of the similarity. There are several disadvantages of their method, as
is partially pointed in Section 1.2. Firstly, the result outputted by their method is
simply a group of certain points in the space. Since the original uncertain points
are represented in form of distributions, the difference between the format on input
and output leads to the lack of completeness on the computation model, limiting
their method only applicable to simple clustering analysis. Secondly, the underlying
model of their algorithm is not error-bounded. Their clustering result is not able
to indicate how much uncertainty contained when the objects vary from their ex-
pected locations. Third, their expected distance is distribution related. There are
only a few distributions plausible for their expected distance computation, which
constrains the range of its application.
2.3 Continuous Query Processing
As introduced in previous chapter, the framework and models can be applied on
optimizing the communication cost on continuous query evaluation in distributed
environment. In this section, we review some existing studies on related topics.
Communication overhead is an important issue on monitoring of spatial queries.
Q-index [53] assumes a central server that receives the positions of objects, while
maintaining the results of continuous range queries. In order to reduce the number
of location updates, the server transmits to each object a rectangular or circular
safe region, such that the object does not need to issue an update as long as it
remains within its region. Figure 2.1 illustrates the safe regions of two points p1
and p2, given six running range queries q1 to q6. While p2 is in its safe rectangle or
















Figure 2.1: Example of safe regions
being in the result of q4 and/or start being in the range of q3. Similarly, p1 cannot
influence any query while it remains within its safe region. Analogous concepts
have also been applied to continuous nearest neighbors in [30, 47].
In Data Stream Management Systems (DSMS), stream filters have been used
to oﬄoad some processing from the server [50, 33, 11]. In particular, each stream
source is installed with a simple filter, so that a data item is sent to the central
server only if its value satisfies the conditions defined in the filters. For instance,
Babcock and Olston [4] consider a scenario where a central server continuously
reports the largest k values obtained from distributed data streams. Their method
maintains arithmetic constraints at the sources to ensure that the most recently
reported answers remain valid. Up-to-date information is obtained only when some
constraint is violated, thus reducing the communication overhead.
These concepts are similar in principle to the proposed Filter method, with
however an important difference. For spatial ranges, a safe region is based on
the object’s location with respect to each query range, independently of the other
objects in the dataset. For nearest neighbors, safe region computation takes into
account just a few objects around the queries (typically, only the NNs). Similarly,
the filters used in DSMS can be easily computed using the conditions imposed by
the query. On the other hand, for the skyline there are no queries; instead, the
filter of a record depends on the attribute values (or the filters) of numerous other
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tuples. Therefore, as we show in the subsequent sections, filter computation in our
context is more complex and expensive. In [67], for example, Zhang et al. extends




In this chapter, we provide the details on the local bounding technique, which is
the core of the dissertation for solutions to different uncertain clustering models.
Particularly, we introduce the basic data model in Section 3.1. In Section 3.2 and
Section 3.3, we derive the theories on the Local Trapping Property on k-means
clustering and Gaussian Mixture Model respectively. This chapter lays a solid
foundations on the technical details for the rest of the dissertation. We leave all
the algorithms to next chapter, since they can be directly applied on the Zero
Uncertain Model.
3.1 Notations and Data Models
An exact point p in d-dimensional Euclidean space is represented by a vector
(p[1], p[2], . . . , p[d]). The distance between two precise points p and q in Euclidean






In this chapter, we assume that every data point is exact, meaning that the
uncertain sphere for every point p degenerates to (cp, 0), where cp is the exact
location of p. Without any ambiguity, we simply use p instead of cp to denote
the exact position of p. A data set P is said to be exact if every point p in P
is accurately recorded without any uncertainty. Without otherwise specified, any
center set and data set are always exact in this chapter. In the following, we first
present some fundamental definitions used in the rest of the chapter.
Given a center set M = {m1,m2, . . . ,mk} of size k with every mi as a precise
location in the space, k-means clustering with respect to an exact data set P is
defined as following, as some extension from Definition 1.2, with respect to k-means
clustering.
Definition 3.1. Neighborhood
Given a data set P and a center set M = {m1,m2, . . . ,mk}, a neighborhood of mi
consists of all points in P which are closer to mi than to any other center in M ,
i.e., NH(mi,M, P ) = {p ∈ P | mi = arg minmj∈M D(mj, p)}.
In Figure 3.1, with the center set M = {m1,m2,m3} and data set P =
{p1, p2, . . . , p11}, the neighborhood of center M1 is NH(m1,M, P ) = {p1, p2, p3}.
Similarly, the neighborhoods of another centers areNH(m2,M, P ) = {p4, p5, p6, p7}
and NH(m3,M, P ) = {p8, p9, p10, p11}.
Definition 3.2. k-means Clustering
Given an exact data set P and a center set M , k-means clustering divides P into
k subsets, C = {P1, P2, . . . , Pk} that Pi = NH(mi,M, P ).
When an exact point has the same distance to two different centers, mi and mj,
this point is assigned to Pi if i < j. Since M uniquely decides clustering of the data

















Figure 3.1: Example of k-means clustering
Definition 3.3. k-means Cost
Given a data set P and a center set M , k-means cost is C(M,P ) =∑i∑p∈Pi D2(p,mi)
where {P1, P2, . . . , Pk} is the clustering derived by M .
When the center set consists of only one center q, we misuse C(q, P ) instead
of C({q}, P ), to simplify the notation. For every data set P , the geometric center
of P is the location in the space with geometric average of all points in P on all
dimensions, following the formal definition below.
Definition 3.4. Cluster Center














A very important and basic lemma on the center of an exact data set is proved
in [32, 40]. We just present the result without proof as follows.
Lemma 3.1. Given an exact data set P and an arbitrary precise point q in the
same space, we have C(q, P ) = C(c(P ), P ) + |P |D2(q, c(P )).
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By the last lemma, it is trivial to prove that c(P ) is the optimal solution of
k-means problem w.r.t. P when k = 1. This explains why the center of a cluster
is always used to replace the old cluster center in k-means algorithm.
Definition 3.5. Local Optimum
Given a data set P , a center set L = {l1, l2, . . . , lk} is a local optimum of k-means
clustering, if c(NH(li, L, P )) = li for all i.
It is not difficult to show that k-means algorithm will be trapped, once it reaches
a local optimum L, since the iteration can not move the centers any more.
As a typical hard clustering, k-means clustering always assigns every point to a
unique clustering in the iterations. The uniqueness constraint limits k-means clus-
tering from distinguishing clusters with great overlap. Gaussian Mixture Model, on
the other hand, provides a stronger probabilistic model for analysis on overlapping
clusters in Euclidean space.
In GMM model [45], there exist k underlying components {ω1, ω2, . . . , ωk} in
a d-dimensional data set. Each component follows some Gaussian distribution in
the space. The parameters of the component ωj include Θj = {µj,Σj, πj}, in
which µj = (µj[1], . . . ,µj[d]) is the center of the Gaussian distribution, Σj is the
covariance matrix of the distribution and πj is the probability of the component
ωj. Based on the parameters, the probability of a point coming from component








(p− µj)TΣ−1j (p− µj)
}
Thus, given the component parameter set Θ = {Θ1,Θ2, . . . ,Θk} but without
any component information on an observation point p, the probability of observing






The problem of learning GMM is estimating the parameter set Θ of the k
component to maximize the likelihood of a set of observations D = {p1, p2, . . . , pn},





Based on the parameters of the GMM model, the posterior probability of pi






To simplify the notations, we use Φ to denote the set of all τij for any pair of
i, j, and use Ψ(Θ) to denote the corresponding Φ based on current configuration
Θ. For ease of analysis, the original optimization problem on equation (3.1), is















− (pi − µj)




L is actually a function over Θ and Φ, the latter of which is usually opti-
mized according to Θ. Thus, the problem of learning GMM is finding an optimal
parameter set Θ∗ which can maximize the function L(Θ∗,Ψ(Θ∗)).
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EM algorithm [15] is a widely used technique for probabilistic parameter esti-
mation. To estimate Θ = {Θ1, . . . ,Θk}, it starts with a randomly chosen initial
parameter configuration Θ0. Then, it keeps invoking iterations to recompute Θt+1
based on Θt. Every iteration consists of two steps, E-step and M-step. In E-step,
the algorithm computes the expected value of τij for each pair of i and j based on
Θt = {Θt1, . . . ,Θtk} and equation (3.2).
In M-step, the algorithm finds a new group of parameters Θt+1 to maximize L
based on Φt = {τ tij} and {p1, p2, . . . , pn}. The details of the update process for µj,




























The iteration process stops only when ΘN = ΘN−1 after N iterations. We
note that both E-step and M-step always improve the objective function, i.e.
L(Θt,Φt) ≥ L(Θt,Φt−1) ≥ L(Θt−1,Φt−1). Based on this property, EM-algorithm
will definitely converge to some local optimum.




pi ith point in the data
n number of points in data
d dimensionality of data space
k number of components
P the precise data set
M k-means center set
D(p, q) Euclidean distance between p and q
NH(mi,M, P ) neighborhood around mi
C(M,P ) k-means cost of M in terms of P
ωj component j
Θj parameter set of ωj
µj center of ωj
Σj covariance matrix of ωj
πj probability of ωj
Θ configuration of all components
τij posterior probability Pr(ωj|pi)
Φ the set of all τij
Ψ(Θ) the optimal Φ with Θ
S solutions space for configurations
L(Θ,Φ) objective log likelihood function
∆ a parameter for a maximal region
Table 3.1: Table of notations
3.2 K-Means Clustering
To facilitate the analysis on the movements of the centers in k-means algorithm,
we define a kd-dimensional solution space S consisting of all center sets of size k
in d-dimensional data space. Given a center set M = {m1,m2, . . . ,mk}, we can
find a corresponding point in S by concatenating all centers in M , i.e., µM =
(m1[1], . . . ,m1[d], . . . ,mk[1], . . . ,mk[d]). Without ambiguity, we misuse M to de-
note both a center set and its position µM in S.
In Figure 3.2, we show an example of one 2-means iteration in a 2-dimensional
space. With N = {n1, n2} as the previous center set, points on the left side of














Figure 3.2: Center movement in one iteration
The geometric centers of the two sets are m1 and m2, and thus M = {m1,m2}
replaces N as the new center set. Therefore, we say the center set moves from
(n1[1], n1[2], n2[1], n2[2]) to (m1[1],m1[2],m2[1],m2[2]) in the solution space S. We
call a center set T Intermediate Center Set between N and M , if every center ti
in T lies on the line segment joining mi ∈ M and ni ∈ N . Obviously, T is also on
the line segment between M and N in solution space S. T = {t1, t2} is such an
intermediate center set in Figure 3.2.
Based on the definition of solution space, we define Maximal Region as follows.
Definition 3.6. Assuming k-means algorithm will converge to a local optimum L
when starting with center set M , a closed region in the solution space is a maximal
region for center set M , if the region covers both M and L.
To analyze the property of general maximal region, we first study the properties
of center movements by k-means iterations.
Lemma 3.2. Assume N is the center set before a k-means iteration, and M is the
center set after the k-means iteration. If T is an intermediate center set between
M and N , we have C(N,P ) ≥ C(T, P ).
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|NH(ni, N, P )|D2(ni,mi) (3.7)
On the other hand, the cost of the center set T is
C(T, P ) ≤
∑
i








|NH(ni, N, P )|D2(ti,mi) (3.8)
Combining (3.7) and (3.8), we have C(N,P ) ≥ C(T, P ) since D(ni,mi) ≥
D(ti,mi). 2
The above lemma shows that when k-means algorithm moves the centers after
one iteration, any solution on the line segments between them must be a better
solution than the previous one. This further implies that if the current center set
are surrounded, in the solution space S, by a group of center sets with higher costs,
then the centers must converge at some local optimum in the “basin”, which is
proven rigourously in the following theorem.
Theorem 3.1. Assume M is a k-means center set in S and is covered by a closed
region R ⊂ S. If every center set T on the boundary of R has C(T, P ) > C(M,P ),
the k-means algorithm with M as initial centers must converge at some local opti-
















Figure 3.3: Example of maximal regions
Proof: If from current center set M , k-means algorithm can converge at some
solution out of R, there must be one iteration from solution M1 to solution M2,
where M1 is in R but M2 is not. There must be an intermediate center set M3 on the
boundary of R between M1 and M2. Since C(M1, P ) ≤ C(M,P ) by the property of
iterations, and C(M3, P ) > C(M,P ) by assumption, we have C(M3, P ) > C(M1, P )
which contradicts lemma 2. 2
Based on the above theorem, we know that if we can find a region R containing
the current center set M in the solution space S, and with costs larger than C(M,P )
on the boundary, the movements of the centers are constrained in such a region R.
Then, R must be the maximal region for center set M .
In Figure 3.3, we show an example of the solution space S for a 1-dimension
2-means clustering. In the figure, the vertical axis represents the position of the
first center m1 and the horizontal axis represents the position of the second center
m2, so any point in the figure is a 2-point center set on 1-dimension space. We
use contour lines to present the costs of the center sets in the solution space, and
use the square point to represent the local optimum in the space. Assume the
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circle point M is the current center set after the last iteration. Since M is on the
contour line of cost 10, we have C(M,P ) = 10. By Theorem 3.1, any contour line
of cost larger than 10 must form a boundary of a maximal region for M , such as
the contour line of cost 20 or 30. The dashed rectangle, whose center is M , also
forms a maximal region, since any center set on the boundary of the rectangle must
have cost larger than 10. It becomes simply verifiable that the local optimum L is
enclosed by any of such maximal regions.
As is shown in the example of Figure 3.3, maximum regions can be of com-
plex shape, which makes it impossible to exhaustively search for such regions
in the kd-dimensional space S. We therefore propose a special type of maxi-
mum regions, which is easier to manipulate. Given a center set M , we define
R(M, δ) = {M ′ = {m′1,m′2, . . . ,m′k} | ∀i, 1 ≤ i ≤ k, ‖m′i − mi‖ ≤ δ}. That is,
for any M ′ ∈ R(M, δ), there is no center m′i ∈ M ′ is away from mi ∈ M by δ
distance. Therefore, the boundary of R(M, δ) is ∂R(M, δ) = ∪iB(mi,M, δ), where
B(mi,M, δ) = {M ′ ∈ R(M, δ)| ‖m′i − mi‖ = δ}. By Theorem 3.1, R(M, δ) is
maximum region if C(M ′, P ) > C(M,P ) for all M ′ ∈ B(mi,M, δ) for any i. Thus,
given a maximal region R(M, δ), Problem of Definition 4.1 for center set M can be
solved by returning {(e1 = δ, . . . , ek = δ)}.
Recall the 1-dimension 2-means example in Figure 3.3. The dashed rectangle
forms the boundary of a maximal region R(M, δ), since (1) the difference on either
axis between M and any other center set in the rectangle is smaller than δ, and (2)
any center set on the rectangle must have cost larger than 10.
We use R(M, δ) as our maximal region not only for its easiness to represent
but also for its simpler analysis on the costs of the center sets on the boundary.
Assume we are at the beginning of a new iteration in k-means algorithm and
C = {P1, . . . , Pk} is the cluster partition after last iteration, i.e., all points in
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Pi ⊆ P are assigned to mi ∈ M and mi is the geometric center of the point set
Pi. Given a point p ∈ Pi, we define d1(p) to be the distance from p to its current
cluster center mi, d2(p) to be the distance from p to its nearest center in M and
d3(p) to be the distance to p’s second nearest center in M .
To verify if R(M, δ) is a maximal region provided the value of δ, we divide the
data set P into three subsets S1, S2 and S3 according to the value of δ used in
R(M, δ). S1 contains all the points which will be assigned to some other center
after the current k-means iteration, i.e., S1 = {p ∈ P |d1(p) > d2(p)}. S2 contains
all the points in P − S1 that might be assigned to other cluster if centers move to
M ′ ∈ ∂R(M, δ), i.e., S2 = {p ∈ P |d1(p) > d3(p) − 2δ}. S3 contains all the other
points not in S1 and S2. In Figure 3.2, when the centers move from N = {n1, n2}
to M = {m1,m2}, q is in S1 since d1(q) > d2(q), while p may be in S2 if d1(p) >
d3(p)− 2δ, otherwise p is in S3.
Let X(p) = d21(p)− d22(p) for any point p ∈ S1, we have the following lemma.
Lemma 3.3. Given the partition {P1, P2, . . . , Pk} and center set M before a k-










i C(mi, Pi) is the cost by assigning every point p ∈ Pi to mi ∈ M , while
X(p) is the cost reduction by reassigning p ∈ S1 to the nearest center in M instead
of mi. The difference gives the cost of C(M,P ).
We also define the following two functions for points in S1 and S2 respectively.
For point p ∈ S1, we define
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2 − (d2(p)− δ)2 δ ≤ d2(p)
(d1(p) + δ)
2 δ > d2(p)





2 − (d3(p)− δ)2 δ ≤ d3(p)
(d1(p) + δ)
2 δ > d3(p)
Lemma 3.4. Given the current center set M , its point assignment {P1, P2, . . . , Pk},
and any center set M ′ ∈ B(mi,M, δ), C(M ′, P ) is lower bounded by
∑
j







Proof. Given M = {m1, . . . ,mk}, {P1, . . . , Pk}, and M ′ = {m′1, . . . ,m′k}, we first
assign every pi ∈ Pj to m′j, whose cost is at least
∑
j C(mj, Pj) + |Pi|δ2. This is
because mi must move to m
′
i by distance δ, and m
′
j can stay at mj for all j 6= i.
For every point p ∈ S1∩Pj, 1 ≤ j ≤ k, the maximum distance to m′j is d1(p)+δ.
The minimum distance to any center m′l 6= m′j is d2(p) − δ if d2(p) > δ, otherwise
the minimum distance is 0. So, the cost reduction by reassignment for p can be no
more than Y (p, δ).
For any point q ∈ S2∩Pj, the maximum distance to m′j is still d1(q)+δ. But the
minimum distance to m′l 6= m′j is d3(q)− δ if d3(q) > δ and is 0 otherwise. Z(q, δ)
can fully capture such cost reduction. So, the actual cost of M ′ ∈ B(mi,M, δ) is
lower bounded by the function above.









Z(q, δ) > 0 (3.9)
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Proof. M ′ ∈ B(mi,M, δ) for 1 ≤ i ≤ k consist of the whole boundary of R(M, δ),
R(M, δ) is a maximum region if C(M ′, P ) > C(M,P ) for any i andM ′ ∈ B(mi,M, δ).
By combining Lemma 3.3 and Lemma 3.4, for M ′ ∈ B(mi,M, δ), we have







If we iterate all the boundary faces B(mi,M, δ) for all 1 ≤ i ≤ k, the only
difference in the inequality above is the number of points in Pi. If the inequality
above can be satisfied for the smallest |Pi|, it must be valid for all boundary faces.
So, inequality (3.9) is a sufficient condition to prove R(M, δ) is a maximal region.
Since Y (p, δ) and Z(p, δ) are actually functions on δ, we call left hand of in-
equality (3.9) the incremental function f(δ). Then R(M, δ) is a maximum region
if f(δ) > 0.
3.3 EM on Gaussian Mixture Model
In this section, we prove the local trapping property of EM algorithm on GMM.
To derive the analysis, we first define a solution space S, containing (d2 + d +
1)k dimensions where d is the dimensionality of the original data space. Any
configuration Θ, either valid or invalid, can be represented by a point in S. Without
loss of generality, we use Θ to denote the configuration as well as the corresponding
point in solution space S. The rest of the section will be spent to prove the following
theorem.
Theorem 3.3. Given a closed region R in the solution space S covering current
configuration Θt, EM algorithm converges to a local optimum in R if every config-
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uration Θ on the boundary of R has L(Θ,Ψ(Θ)) < L(Θt,Φt)
Given two configurations Θt and Θt+1 across one EM iteration, we define a
path between Θt and Θt+1 in S as follows. This path consists of two parts, called
P 1 and P 2 respectively. P 1 starts at Θt and ends at Θ#, where Θ# = {Θ#j }. Here









configuration between Θt and Θ# is defined as Θα, in which µtj and π
t
j remain
the same, while Σαj in Θ
α is ((1 − α)(Σt)−1 + α(Σ#)−1)−1. When α increases
from 0 to 1, we can move from Θt to Θ# in the solutions space S. The second
part of the path starts at Θ# and ends at Θt+1. Any intermediate configuration













β. Similarly, a continuous movement from Θ# to Θt+1
can be made by increasing β from 0 to 1. The following lemmas prove that any
intermediate configuration on the path is a better solution than Θt.
Lemma 3.5. Given any intermediate configuration Θα between Θt and Θ#, we
have L(Θα,Ψ(Θα)) ≥ L(Θt,Φt).
















j are fixed, we also have L(Θ
#,Φt) ≥ L(Θt,Φt).
By the definition of Θα and the property of Θ# above, the following equations
can be easily derived.
L(Θα,Φt)
= (1− α)L(Θt,Φt) + αL(Θ#,Φt)
≥ L(Θt,Φt)
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Therefore, it is straightforward to reach the conclusion that L(Θα,Ψ(Θα)) ≥
L(Θt,Φt).
Lemma 3.6. Given any intermediate configuration Θβ between Θ# and Θt+1, we
have L(Θβ,Ψ(Θα)) ≥ L(Θt,Φt).
Proof. Again, the basic inequality L(Θβ,Ψ(Θβ)) ≥ L(Θβ,Θt) holds. Based on















ij(pi−µβj )T (Σβj )−1(pi−µβj ) remains constant for any β, as is proved below.
















































= n · d (3.10)


















β, we have lnπβj = (1−β) ln πtj+




























≥∑i∑j τ tij ln pitjτ tij , since∑ni=1 τ tij ln pit+1jτ tij ≥∑ni=1 τ tij ln pitjτ tij .












τ ti,j(pi − µtj)(pi − µtj)T − β(
n∑
i=1


















j − µtj)(µt+1j − µtj)T
Since β2 − 2β ≤ 0 for any β between 0 and 1, ln |Σβj | ≤ ln |Σ#j |. And thus, we
have − ln |Σβj |/2 ≥ − ln |Σ#j |/2.
Combing the results above, we reach the conclusion that L(Θβ,Φt) ≥ L(Θ#,Φt),
leading to the proof of the lemma.
Proof for Theorem 3.3
Proof. We prove the theorem by contradiction. If R satisfies the boundary condi-
tion but EM algorithm converges to some configuration out of R in S, there is at
least one pair of configurations {Θs,Θs+1} that Θs is in R but Θs+1 is not. By
setting up the path {Θα}∩{Θβ} between Θs and Θs+1 as defined above, we know
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there is at least one Θα (Θβ) that Θα (Θβ) is exactly on the boundary of R. By
Lemma 3.5 (Lemma 3.6), we know L(Θα,Ψ(Θα)) ≥ L(Θs,Φs) (L(Θβ,Ψ(Θβ)) ≥
L(Θs,Φs)). On the other hand, any Θα or Θβ is better than Θt by the definition




In this chapter, we discuss Zero Uncertain Model (ZUM), especially on the applica-
tion of ZUM on k-means clustering and Gaussian Mixture Model. Although there
is no uncertainty posed on the data points in ZUM, the result of clustering can
still be uncertain. This clustering uncertainty stems from incomplete computation
with the employed universal clustering algorithm, such as k-means algorithm or
EM algorithm. From theoretical point of view, ZUM is important also because
it paves the way to the analysis on more complicated models introduced in later
chapters. We will first formalize the definition of ZUM (Section 4.1) and present
some effective solutions with k-means clustering (Section 4.2) and EM algorithm
(Section 4.3) respectively. Some empirical studies on synthetic and real data sets
are conducted to evaluate the usefulness of the algorithms and models (Section
4.4), with applications on acceleration of traditional multiple-run clustering. The
contents and materials in this section were partially published in [69] and [68].
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4.1 Problem Definition
In the following, we redefine zero uncertain model with respect to k-means algo-
rithm and EM algorithm respectively.
Definition 4.1. Zero Uncertain Model (ZUM) with K-Means
Given an exact data set P and a center set M , calculate the error bounds {e1, e2, . . . , ek}
that k-means algorithm running initially with M will converge to some local opti-
mum L = {l1, l2, . . . , lk} that D(li,mi) ≤ ei for all i.
The definition above is different from the basic uncertain clustering model in
Definition 1.5. It can be proved that Zero Uncertain Model here is consistent with
the basic model when the data set is exact, where some upper bound replaces exact
clustering uncertainty.
Lemma 4.1. The solution to Definition 4.1 can be used to derive some upper bound
on clustering uncertainty for Definition 1.5
Proofs: Let M ′ = {m′1,m′2, . . . ,m′k} = A(M,P ), where A is k-means algorithm,
M is the current k-means clustering centers and P is the data set. By Definition





= C(M,P )− C(M ′, P )
≤ D2(m′i,mi)|NH(mi,Mi, P )|
≤ |P |max e2i
The first equality is because P is the only exact data set satisfying itself. The
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first inequality is due to Lemma 3.1. Therefore, some upper bound on the clustering
uncertainty can be computed easily from the result for ZUM. 2
To extend the problem of ZUM from k-means algorithm to Gaussian Mixture
Model, we reformulate the definition as follows.
Definition 4.2. Zero Uncertain Model (ZUM) with Gaussian Mixture
Model
Given an exact data set P and Gaussian Mixture Model Θ, calculate a region
R(Θ,∆) in the configuration space that EM algorithm running initially with Θ will
converge to some local optimum Θ′ ∈ R(Θ,∆).
Given the new definition on ZUM with k-means algorithm (Gaussian Mixture
Model resp.), there exists some trivial solution, by starting a conventional k-means
clustering (Gaussian Mixture Model resp.) with initial centers (configuration resp.).
When the algorithm converges to a local optimum, it can return the distance be-
tween li and mi as the error bound ei (maximal region resp.).
However, such a simple scheme is very time-consuming, since k-means algorithm
and EM algorithm may invoke huge number of iterations. By the result in [2], the
number of iterations can be exponential to the data size. Therefore, we need some
simple and effective method to get some upper bound on the value of ei. In the
rest of the chapter, we provide an efficient algorithm solving zero uncertain model.
4.2 Algorithms with K-Means Clustering
By the analysis on maximal region in last chapter, we transform the original prob-
lem of ZUM into a new problem of finding the smallest δ making R(M, δ) a maximal
region. To achieve this goal, we first need to find the information about d1(p), d2(p)
and d3(p) for every p ∈ P . This can be done in O(kd) time by testing with all the
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combinations between the points and centers.
It is much more challenging to find the smallest δ satisfying f(δ) > 0. There
are two issues which make solving this inequality difficult. First, the sets of S1 and
S2 are dynamic with different δ. Second, the values of Y (p, δ) and Z(p, δ) depend
on δ as well.
To facilitate the computation, we first remove the impact of δ on the functions
Y (p, δ) and Z(p, δ) by further dividing the sets S1 and S2. We construct a subset
of S1, S
′
1 = {p ∈ P |d1(p) > d2(p) & d2(p) < δ}. In the same way, we construct
another subset of S2, S
′
2 = {p ∈ P |d3(p) − d1(p) < 2δ & d3(p) < δ}. By such
construction, incremental function f(δ) becomes f(δ) = Aδ2− 2Bδ−C, where the
following parameter equations are easy to verify from Theorem 3.2.




























We note that a point can be in S1 and S
′
1 at the same time and likewise for S2
and S ′2. When the sets S1, S
′
1, S2 and S
′
2 are static, the incremental function is a
pure quadratic function on δ. Since there are positive solutions for δ in f(δ) > 0
only when A > 0, if we have an interval of δ ∈ [vl, vu] on which S1, S ′1, S2 and
S ′2 are static, the maximal value of the incremental function must be achieved on
either end of the interval. This gives us the intuition that we only need to test
the extreme points on each interval with static S1, S
′
1, S2 and S
′
2. Fortunately, the









Figure 4.1: Update events on the configuration
Lemma 4.2. There are at most 2|P | possible configurations of S1, S ′1, S2 and S ′2.
Proof: For every point p, it can change the configurations of the sets at most
twice. For p ∈ S1, p is always in S1 no matter what δ is, and it is in S ′1 when
δ > d2(p). For p ∈ P − S1, it is in S2 and S ′2 when δ > (d3(p) − d1(p))/2 and
δ > d3(p) respectively. Since these changes on the configuration can be sorted by
δ, there are at most 2|P | configurations. The bound is tight when no point is in
S1, which takes place at the convergence of the algorithm. 2
Figure 4.1 gives an example of the idea on sorting update events on δ. Point
p is in S1 at the beginning and get into S
′
1 when δ is larger than 0.01, and point
q is in S2 and S
′
2 when δ is larger than 0.01 and 0.02. So, there are three events
on updating the incremental function f(δ) at δ = 0, δ = 0.01 and δ = 0.02,
respectively. Between every two consecutive events, S1, S
′




With the analysis above, we give a scan algorithm which can find the minimum
δ for f(δ) > 0 if such δ exists. Briefly speaking, the algorithm gradually increases
the value of δ from 0, keeping δ jumping to next event for configuration update.
This can be done by sorting all the configuration update events for every point p
as is shown in the proof of Lemma 4.2.
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Algorithm 3 BoundIterate (center set M , data set P , current best cost C∗)
1: construct an array Ar
2: set A = min |Pi|, B = C = 0
3: for every point p ∈ P do
4: assign p to its nearest center in M
5: compute d1(p), d2(p) and d3(p)
6: if p changes its clustering then
7: [d2(p),−1,−d2(p), d22(p)] is inserted into Ar




, 0, d1(p) + d3(p), d
2
1(p)− d23(p)] is inserted into Ar
11: [d3(p),−1,−d3(p), d23(p)] is inserted into Ar
12: recompute the centers of the clusters and store in M ′
13: sort all the elements in Ar in ascending order on the first attribute
14: for every element r = [r1, r2, r3, r4] in Ar do
15: A+ = r2, B+ = r3 C+ = r4 and δ = r1
16: if A < 0 then
17: return (M ′,∞)
18: if Aδ2 − 2Bδ − C > 0 then





20: return (M ′,∞)
The detail of the algorithm is listed in Algorithm 3. For every point p ∈ P , the
algorithm (Line 6 to 12) stores, in array Ar, the smallest δs at which p changes the
configuration, and how such change can influence the parameters in the function
f(δ). Such information is summarized in a 4-attribute element, where the first
attribute is the δ value when update happens and the rest three are the differences
on the parameters {A,B,C} when update takes place.
By visiting the elements in Ar in ascending order on the first attribute, the
parameters A, B and C are updated accordingly. If at any moment, a δ satisfying
f(δ) > 0 is found, the algorithm returns the new center set M ′ as well as the
smallest value of δ by solving a quadratic inequality, otherwise the upper bound on
δ is ∞, which is the trivial upper bound.
Note that B and C must be positive and A is non-ascending with the increase of
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Table 4.1: Local optimums in KDD99 data set
δ because any element inserted into Ar must have a non-positive second attribute.
So, when A becomes negative, it is impossible to find any positive solution for δ
any more. The iteration stops here and returns (M ′,∞) (Line 18).
The complexity of the bound iteration algorithm consists of four parts: points
assignment, element insertion, element sorting and δ searching. Points assignment
can be finished in O(|P |d) time. The insertion and searching take at most O(|P |)
time since there are at most O(|P |) elements in Ar and every single operation
in them can be done in constant time. The sorting on the elements in Ar takes
O(|P | log |P |) time by simply invoking existing sorting algorithms such as quicksort
[14]. So, the total complexity of the bound iteration is O(|P |(log |P |+ d)).
Just like the other geometrical optimization problems, k-means algorithm can
not guarantee to converge to global optimum every time. The algorithm is very
likely to stop at some local optimum much worse than the global optimum. To
clearly illustrate the severity of the local optimum problem in k-means algorithm,
we give some statistics on some real data set here.
We run 20 procedures of k-means algorithm with random seed on KDD99 data
set with parameter k = 4. The results show that 80% of random initial centers
lead k-means algorithm to some local optimum with cost larger than 110,000, while
10% of procedures end with cost smaller than 100,000. Most of the computation
time is wasted on the useless iterations if the initial centers are not well chosen!















Figure 4.2: Example of the clustering running on real data set
lower bound on the local optimums achievable in the future iterations. In Figure
4.2, we give a running example of the accelerated k-means algorithm with lower
bound computation. The curve above shows the costs of the center set after every
iteration, while the curve below shows the corresponding lower bounds on the local
optimum computed after every iteration. Here the lower bound at any iteration
is guaranteed to be smaller than the final convergence cost. While the original k-
means algorithm can stop only after totally converging to local optimum, the lower
bound estimation can be used to terminate the procedure earlier. For example,
if the cost of current best solution is below 100,000, there is no need to further
iterate after the 5th iteration since it is impossible to find a better solution. The
termination in such situation can save more than half of the computation time in
this procedure since there are another 7 iterations before convergence.
Fortunately, if a δ is found to satisfy the condition of Theorem 3.2, we can lower
bound the cost of local optimum from the current center set M by the following
theorem.
Theorem 4.1. Given a positive δ satisfying f(δ) > 0, if k-means algorithm con-
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Algorithm 4 Accelerated k-means algorithm (data set P , k, current best cost
C∗)
1: Randomly choose k points as the center set M
2: while M has not converged do
3: if C(M,P ) > C∗ then
4: (M,β) =BoundIterate(M,P,C∗)
5: if C(M,P )− |P |β2 ≥ C∗ then
6: Return NULL
7: else
8: M =SimpleIterate(M,P )
9: if C(M,P ) < C∗ then
10: Return M and Update C∗
11: else
12: Return NULL;
verges to a center set M ′, that
C(M ′, P ) ≥ C(M,P )− |P |δ2
Proof: Since the distance between every pair of corresponding centers mi ∈ M
and m′i ∈ M ′ is no more than δ. The difference between the costs C(M,P ) and
C(M ′, P ) is less than |P |δ2 by Lemma 3.1. 2
The previous theorem provides an obvious lower bound on the local optimums
falling in the maximal region R(M, δ). It is obvious that the smaller δ is, the tighter
the lower bound can be.
Here, we present the complete accelerated k-means algorithm in Algorithm 4
to exploit the benefit from bound iteration algorithm. Similar to the original k-
means algorithm, it first randomly chooses k points from the data set as the initial
center set. Then, the algorithm keeps iterating until any of the following three cases
happens: (1) a lower bound larger than current best cost is found; (2) the algorithm
converges to some better solution than ever seen; (3) the algorithm converges but
no better solution is found.
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The iteration procedure in this algorithm can run either bound iteration algo-
rithm or simple iteration algorithm. When the cost of the current center set is
larger than the current best cost seen so far, C∗, the algorithm invokes the bound
iteration algorithm (Line 4). If the lower bound returned by bound iteration is
larger than C∗, it immediately stops the computation and return NULL (Line 5-6).
When the cost of the current center set becomes smaller than C∗, the algorithm
switches to the original simple iteration algorithm. This is because any lower bound
in future iterations must be smaller than current best solution, which can not help
to prune any more (Line 9). If the centers finally converge, the algorithm return the
center set if its cost is smaller than C∗, otherwise NULL is returned (Line 12-15).
Lemma 4.2 shows that we only need to test O(|P |) possible values to find a δ
satisfying f(δ) > 0. The number of possible δ values can be further reduced. There
are two types of δ values that we do not need to test. The first type contains all δs
whose corresponding B and C satisfying the condition δ < 2B/A, since quadratic
equation has no positive solution in such situation. Second, δ can not be too large
either. When δ is large enough, the lower bound achieved by such δ must be smaller
than the best known cost C∗. Such a bound is useless since we cannot prune any
iteration if the lower bound is below C∗. The combination of the two ideas leads
to the following lemma.
Lemma 4.3. Given the current optimal cost C∗, to find δ satisfying f(δ) > 0 and










Proof: Since f(0) = 0, 0 < A < min |Pi|, B >
∑
p∈S1 d1(p) and C is non-
decreasing with the increase of δ. The positive solution of δ for f(δ) = 0 must
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be larger than 2
∑
p∈S1 d1(p)/min |Pi|. On the other hand, when we have δ ≥√
(C(M,P )− C∗)/|P |, the lower bound must be larger than C(M,P )−|P |δ2 > C∗.
We have no interests on such lower bound, since it can not be used to prune the
current procedure any more. 2
With such a lemma, we only need to sort and test the δ values in a certain
interval, which can save much time in the calculation of the lower bound. This
makes two changes on the bound iteration algorithms. First, only elements with
first attribute smaller than the upper bound of interval are inserted. Second, the
elements smaller than the lower bound of interval are directly used to update the
parameters in f(δ) without testing f(δ) > 0.
4.3 Algorithm with Gaussian Mixture Model
Based on Theorem 3.3, we define the concept of Maximal Region in GMM as follows.
Given the current configuration Θt, a region R in S is the maximal region for Θt,
if (1) R covers Θt, and (2) any boundary configuration Θ of R has L(Θ,Ψ(Θ)) <
L(Θt,Φt), by Theorem 3.3, EM algorithm converges to some local optimum in R.
Given the current configuration Θt, there are infinite number of valid maximal
regions in the solution space, most of which are hard to verify and manipulate.
To facilitate efficient computation, we further propose a special class of maximal
regions. Given Θt and a positive real value ∆ < 1, we define a closed region
R(Θt,∆) ⊆ S as the union of any configuration Θ, each θj = {µj,Σj, πj} of
which satisfies all of the conditions below: (1) (1 − ∆)πtj ≤ πj ≤ (1 + ∆)πtj; (2)
−∆ ≤ tr(Σ−1j (Σtj) − I) ≤ ∆; and (3) (µj − µtj)T (Σtj)−1(µj − µtj) ≤ ∆2; where
tr(M) denotes the trace of the matrix M and I is the identity matrix of dimension
d. In the rest of the section, we will derive some sufficient condition for R(Θt,∆)
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being a valid maximal region.
Theorem 4.2. Any configuration Θ on the boundary of R(Θt,∆) has L(Θ,Φt−1) ≤
L(Θt,Φt−1)− nminj πtj∆2/6.
Proof. Given any R(Θt,∆), any configuration on the boundary must satisfy one
of the following conditions for at least one j (1 ≤ j ≤ k): (1) (1−∆)πtj = πj; (2)
πtj = (1+∆)π
t
j; (3) |tr(Σ−1j (Σtj)−I)| = ∆; and (4) (µj−µtj)T (Σtj)−1(µj−µtj) = ∆2.
If Θ satisfies condition (1) for some component l, L(Θ,Φt−1) is maximized if µtj
and Σtj remain unchanged for all j, while πj =
1−(1−∆)pitl
1−pitl
πtj for all j 6= l. Therefore,












































≤ nπtl ln(1−∆) + n(1− πtl ) ln
1− (1−∆)πtl
1− πtl




















The second inequality from the bottom is achieved by applying Taylor expan-
sion on ln(1 − ∆). By iterating l with all k components, we have L(Θ,Φt−1) ≤
L(Θt,Φt−1)−minj nπtl∆2/2.


















≤ nπtl ln(1 + ∆) + n(1− πtl ) ln
1− (1 + ∆)πtl
1− πtl
































Again, the third inequality from the bottom is due to Taylor expansion of
ln(1 + ∆). The last inequality is because ∆3 ≤ ∆2 for any 0 ≤ ∆ ≤ 1.
If Θ satisfies condition (3) for some component l, L is maximized if all other

















































































The fourth equality is derived by the definitions of Σtl and π
t
l . And the second
inequality from bottom is due to the taylor expansion on the logarithm matrix.


















−1(pi−µtj) = nπjd. Thus, the only difference on the log likelihood function














































The fourth inequality applies the property of positive definition matrices that
|A+B| > |A|+ |B| [42].
In all of the four cases, the reduction on the likelihood function L is at least
−n minj pitj∆2
6
. This completes the proof of the theorem.
Last theorem implies that Θ will reduce the log likelihood function by at least
nmintj πj∆
2/6 if Φ remains Φt−1. The following question is how much we can
increase the likelihood if we use the optimal Ψ(Θ) instead of Φt−1.




exp{M(p,Θj)}πtj, where M(p,Θj) is
(
ln(1 + ∆)− (1−∆) max
{√




Proof. By the definition on the range of πj, we have
πj ≤ (1 + ∆)πtj (4.1)
By the definition of Σj, the following inequalities derive the change between ln |Σj|
and ln |Σtj|
ln |Σj| − ln |Σtj|










−1 − I)+ I)
≤ ln(1 + ∆) (4.2)




can be regarded as the Mahalanobis distance with respect to matrix Σtj. Since
Mahalanobis distance is a metric distance, the triangle inequality implies that
√
(pi − µj)T (Σtj)−1(pi − µj)
≥
√
(pi − µtj)T (Σtj)−1(pi − µtj)−
√
(µtj − µj)T (Σtj)−1(µtj − µj)
≥
√
(pi − µtj)T (Σtj)−1(pi − µtj)−∆ (4.3)
Therefore, we have




((x− µtj)T (Σtj)−1(x− µtj))−∆, 0
})2
On the other hand, the increase by using Σj instead of Σ
t
j can be bounded as
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follows.
(pi − µj)T (Σtj)−1(pi − µj)− (pi − µj)TΣj(pi − µj)



















≤ tr ((pi − µj)(pi − µj)T (Σtj)−1) tr (I −Σ−1j Σtj)
= (pi − µj)T (Σtj)−1(pi − µj)∆ (4.4)





((x− µtj)T (Σtj)−1(x− µtj))−∆, 0
})2
The summarization of the inequalities lead to the conclusion of the lemma.






exp{N(p,Θj)}πtj, where N(p,Θj) is
(
ln(1−∆)− (1 + ∆)
(√




Proof. The proving strategy of the lemma is similar to Lemma 4.4.
First, πj ≥ (1 − ∆)πtj. Second, ln |Σj| ≥ ln |Σtj| + ln(1 − ∆). Third, −(pi −
µj)
TΣj(pi − µj) ≥ −(1 + ∆)
(√
((x− µtj)T (Σtj)−1(x− µtj)) + ∆
)2
This completes the proof.
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Lemma 4.6. Given a region R(Θt,∆) as defined above, an upper bound, Uij, on
τij ∈ Ψ(Θ) for any Θ ∈ R(Θt,∆) can be calculated in constant time.
Proof. For any configuration Θ on the boundary of R(Θt,∆), the optimal value
of τij can be calculated by equation (3.2). By Lemma 4.4 and Lemma 4.5, we can
compute maxΘ Pr(pi|ωj)πj and minΘ Pr(pi|ωj)πj. Therefore,
τij ≤ Uij =
maxΘ Pr(pi|ωj)πj∑
l minΘ Pr(pi|ωl)πj
τij ≥ Lij =
minΘ Pr(pi|ωj)πj∑
l maxΘ Pr(pi|ωl)πj
The calculations can be finished in constant time with the two sums pre-
computed.
By Lemma 4.6, the increase upper bound from L(Θ,Φt−1) to L(Θ,Ψ(Θ)) can












The following theorem gives a sufficient condition on a maximal region R(Θt,∆)
for some positive value ∆.




j Uij maxΘ Pr(pi|ωj)pij∑
i
∑
j τij maxΘ Pr(pi|ωj)pij
−
nmin πtj∆
2/6 < L(Θt,Φt)− L(Θt,Φt−1)
Proof. By the definition on the log likelihood function L, we have
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It is not hard to verify that the derivative of L(Θ,Ψ(Θ)) − L(Θt,Φt−1) to
Pr(pi|ωj)πj is always positive. Therefore, the equation above can be maximized
if we employ the maximum value of Pr(pi|ωj)πj. Based on the analysis above, we
know that




j Uij maxΘ Pr(pi|ωj)πj∑
i
∑
j τij maxΘ Pr(pi|ωj)πj
By Theorem 4.2, L(Θ,Φt−1) − L(Θt,Φt−1) ≤ nminj πtj∆2/6. Therefore, by
Theorem 3.3, L(Θ,Ψ(Θ)) < L(Θt,Φt) if the condition of the theorem is satisfied.
For any local optimum Θ∗ in the maximal region R(Θt,∆), the following the-
orem upper bound the likelihood function L(Θ∗,Ψ(Θ∗)).
Theorem 4.4. Given a valid maximal region R(Θt,∆), if EM algorithm converges





j(Uij−τ tij) maxΘ Pr(ωj|pi) < nmin πtj∆2/6 by Theorem 4.3 and
L(Θ,Ψ(Θ))−L(Θ,Φt) ≤∑i∑j(Uij−τ tij) maxΘ Pr(ωj|pi), we have L(Θ,Ψ(Θ))−
L(Θt,Φt) ≤ L(Θ,Ψ(Θ))− L(Θ,Φt) ≤ nmin πtj∆2/6.
Theorem 4.3 provides an easy way to verify whether R(Θt,∆) is a valid maximal
region. On the other hand, Theorem 4.4 implies that a smaller ∆ can lead to
tighter bound on the likelihood function L. However, it is not necessary to get the
tightest bound on local optimum in our algorithm, since the goal of our algorithm is
estimating whether the current configuration can lead to better solution. Instead,







, where L∗ is the best result we have seen so
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Algorithm 5 New Iteration(Data Set D, Current Θt−1, current Φt−1, com-
ponent number k, sample number m, current best result L∗)
1: Compute new Θt by M-Step.
2: Compute new Φt by E-Step.
3: if L(Θt,Φt) < L∗ then







5: S = 0
6: X = 0
7: for each pi do
8: for each dimension j do
9: Get lij = maxΘ Pr(pi|θj)πj by Lemma 4.4.
10: Get sij = minΘ Pr(pi|θj)πj by Lemma 4.5.
11: Get Uij by Lemma 4.6.
12: S+ = Uij ∗ lij
13: X+ = τ t−1ij ∗ lij
14: if lnS − lnX − nmin πj∆2/6 < L(Θt,Φt)− L(Θt,Φt−1) then
15: Stop the current procedure of EM algorithm.
16: else
17: Return (Θt,Φt)
far. This ∆ is the maximal one of all ∆ values, which are able to prune the current
EM procedure by Theorem 4.4
The details of the algorithm are summarized in Algo 5. In this algorithm,
conventional M-step and E-step are invoked first. If the current configuration is
better than the best solution we have seen before, there is no need to test the
upper bound of the local optimum. Otherwise, the value of ∆ is set according to
min πtj, L
∗ and L(ΘT ,Φt). For each point and each component, lij, sij and Uij are
collected according to Lemma 4.4, Lemma 4.5 and Lemma 4.6 respectively. With
the information collected from each point, the condition of Theorem 3.3 can be
tested. If this condition is satisfied, we can assert that current local optimum can
never be better than L∗, leading to the termination of the current procedure.
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4.4 Experiments with K-Means Clustering
In this section, we evaluate the performance of the algorithms on k-means clustering
on both synthetic and real data sets. In particular, Section 4.4.1 discusses the setup
of the experiments on data generation and parameter selection, and presents and
analyzes the experimental results quantitatively on synthetic data sets (Section
4.4.2) and real data sets (Section 4.4.3) respectively.
4.4.1 Experimental Setup
Since the result of k-means algorithm is fairly random, we run any single experi-
mental item 5 times with different random seed for different algorithm. The average
results are used in our performance evaluation. In this section, we use OKM to de-
note the original k-means algorithm and AKM to denote the accelerated k-means
algorithm.
The generation of synthetic data sets follows the method used in previous studies
on clustering problem, such as BIRCH [66]. We created 4 different data sets with
1,000,000 points on 4, 8, 16 and 32 dimensional spaces, respectively. The value of
the points on every dimension is a float value between 0 and 1. Every data set
consists of 40 small clusters, each of which occupies about 2.5% of the whole data
set. Every cluster follows a Gaussian distribution, whose center and variance follow
some uniform distributions. There are also some noisy points uniformly distributed
in the space, whose size is 5% of the whole data set.
There are also two algorithm parameters in consideration, the target cluster
number k and the k-means algorithm procedure number. The procedure number
is the time the algorithm chooses the random initial center set and recompute the
k-means result.
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The performances of the algorithms were measured on the total computation
time, the total number of iterations invoked and the individual numbers of both
types of iterations invoked (simple iteration and bound iteration). Since AKM
always outputs the correct clustering result, we omit the comparison of costs in
these two algorithms.
In addition, we also conducted experiments on KDD98 data set1 and KDD99
data set2. KDD98 data set is a 32 dimension data set with 95000 records and
KDD99 data set is a 41 dimensional data set with 310000 records. Both of the two
data sets are collected for previous KDD-cups. Before using them in our experi-
ments, we pruned all the non-numerical attributes and normalized those numerical
attributes to float number between 0 and 1.
All experiments were carried out on a PC with 2GHz AMD Athlon processor
and 2GB main memory. The programs were compiled with gcc 3.4.3 in Linux
system.
4.4.2 Results on Synthetic Data Sets
The synthetic data tests are tested with varying dimensionality (D), target clus-
ter number (K) and procedure number (R). Unless otherwise stated, the default
setting of the experiment is D = 8, K = 16 and R = 20.
We first test the effect of dimensionality on the performance both on the original
k-means algorithm and our accelerated algorithm. As is shown in Fig 4.3(a), AKM
does not show too much advantage over OKM when the dimensionality of the
data set is small. This is because the extra cost on maintaining the necessary
information, and the time to compute the lower bound is more than the time we





































































(c) Two Types of Iterations





































































(c) Two Types of Iterations


































































(c) Two Types of Iterations
Figure 4.5: Tests on varying procedure number on synthetic data set
and Figure 4.3(c). The total iteration time of AKM is close to that of OKM and
most of the iterations invoked by AKM on 2D data set are bound iterations. As
the dimensionality grows, AKM becomes much faster than OKM since both the
number of total iteration and the ratio of bound iteration decrease.
We also evaluate the impact of the parameter k in our experiments. The group
of experiments are conducted on 16 dimensional data set, varying k from 8 to
32. These test results in Figure 4.4(a) and Figure 4.4(b) show that both the
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computation time and iteration time of OKM increases with the growth of k, while
those of AKM do not change too much. Although the bound iteration also takes
more time to calculate in every iteration, the increase in the ratio of simple iteration
ensures that the efficiency of AKM is better than OKM with large k, as shown in
Figure 4.4(c).
In Figure 4.5, we present the experiment result when we vary the procedure
number for both OKM and AKM. When we run more times of the procedures on
the same data set, the computations of OKM and AKM both increase linearly.
From Figure 4.5(b) and Figure 4.5(c), we can see that although the total iteration
time of AKM is usually less than OKM, the ratio of bound iteration time to simple
iteration time rises when procedure number increases.







































































(c) Two Types of Iterations
Figure 4.6: Tests on varying k on KDD 99 data set
For the tests on real data set, we only vary two algorithm parameter: target
cluster number k and procedure number R. The default value of k and R are 4
and 20, respectively.
Our AKM algorithm shows large advantage over OKM algorithm in the tests
on KDD 99 data set. As is shown in Figure 4.6, when k is larger than 8, AKM




































































(c) Two Types of Iterations
Figure 4.7: Tests on varying procedure number on KDD99 data set
the total number of iterations in AKM is much fewer than that in OKM, which
implies the strong pruning ability of our lower bound computation method. When
varying the procedure number R on this data set, we see stable performance on
AKM algorithm from Figure 4.7. This is also consistent with the test results on
synthetic data sets.
However, when testing on KDD 98 data set, we see some results quite different.
From Table 4.2, we can find that AKM algorithm can not be faster than OKM.
The total iteration time in AKM is almost the same as the OKM. To find out
the underlying reason for this phenomenon, we checked the procedures carefully
and found that 90% of the procedures converge to the same global optimum in the
space. This example implies the limitation of the algorithm proposed in this paper.
Our algorithm can not estimate the number of local optimums in the space, which
finally wastes much time on procedures converging to the same global optimum
with more time-consuming bound iteration algorithm. We also argue that in such
data set, there is no need to use multi-procedure k-means algorithm, since running
k-means algorithm once is enough to find the optimal solution wanted.
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k OKM AKM
Iteration Time Computation Time Iteration Time Computation Time
2 726 14 Sec 417 9 Sec
4 2942 80 Sec 2939 95 Sec
Table 4.2: Test results on KDD98 data set
4.5 Experiments with Gaussian Mixture Model
In this section, we report the experimental results on the comparison of our accel-
erated EM algorithm (AEM) and the conventional EM algorithm (OEM). We note
that in our implementation, either AEM or OEM will be stopped if it does not
converge after 100 iterations.
We employ both synthetic and real data sets in our empirical studies. The
synthetic data sets are generated in a d-dimensional unit cube. There are k com-
ponents in the space. Each component follows some Gaussian distribution. The
center, size and covariance matrix of each component are randomly generated inde-
pendently. Two real data sets are also tested, including Cloud and Spam, both of
which are available on UCI Machine Learning Repository. The Cloud data set con-
sists of 1024 points in 10-dimensional space, while Spam data set has 4601 points
in 58 dimensions. Both of the real data set are normalized before being used in our
experiments.
Two performance measurements are recorded in our experiments, including
CPU time and number of iterations. We also report the ratio of CPU time between
original algorithm to the new accelerated algorithm with respect to the number of
restart time from 1 to 100. An algorithm is supposed to be better if it spends less
CPU time and invokes less time of iterations. All of the experiments are compiled































































































(c) CPU Time Ratio
Figure 4.8: Performance comparison with varying dimensionality
In the experiments on the data sets, we test the performances of the algorithms
with varying dimensionality D, number of components K, and the number of points
in the data S. The default setting of our experiments is D = 20, K = 20, and
S = 100K.
4.5.1 Results on Synthetic Data
In Figure 4.8(a) and Figure 4.8(b), we present the experimental result by varying
the dimensionality from 10 to 40. The results show that AEM is much more efficient
than OEM. On data set with low dimensionality, AEM is almost two times faster
than OEM, both on the CPU time and the number of iterations. Even on high
dimensional data, AEM is much faster than OEM. From Figure 4.8(c), we can see
that our method can quickly set up the advantage over original EM algorithm even
when there are very few restart time. The ratio is stable after 30 runs even on high
dimensional space.
The results of our experiments on varying component number are summarized
in Figure 4.9(a) and Figure 4.9(b). From the figures, we can see the performance
advantage of AEM is stable, with the increase of component number. The CPU
time and number of iterations on AEM is only about half of those of OEM. In terms





















































































(c) CPU Time Ratio




























































































(c) CPU Time Ratio
Figure 4.10: Performance comparison with varying data size
advantage converges more quickly when the number of components is larger.
As is shown in Figure 4.10(a), Figure 4.10(b) and Figure 4.10(c), AEM has
much better performance than OEM when we increase the data size from 50K to
200K. AEM can detect those worse local optimums much earlier, if there are more
data available. The number of iterations invoked by AEM is almost the same, even
when the data has been doubled. The ratio of CPU time is more stable when the
data size is larger.
4.5.2 Results on Real Data
On Spam data set, AEM also show great advantage over OEM, on CPU time
(Figure 4.11(a)) and on the number of iterations (Figure 4.11(b)). AEM is more




















































































(c) CPU Time Ratio























































































(c) CPU Time Ratio
Figure 4.12: Performance comparison with varying component number on Cloud
data
K. Also, AEM gains the advantage quickly even when there are very running time
(Figure 4.11(c)).
However, the experiments on Cloud data set show quite different results than the
pervious results, where AEM has very limited advantage. We believe the difference
on the results stems from normalization problem of the cloud data, which leads to
some good local optimum hard to stop in most cases.
In Figure 4.13, we present the log likelihood of the best solution found by AEM
and OEM, when given the same CPU time. Since AEM is faster than OEM, it can







































(b) on Cloud data




In this chapter, we discuss the details on the models with positive uncertainties.
In particular, we focus on Static Uncertain Model (SUM) and k-means clustering.
Section 5.1 provides the preliminary knowledge and definitions used in this chapter.
Section 5.2 presents the details of the algorithms on solutions to k-means clustering
in SUM. Section 5.3 empirically evaluates the performance of the algorithms.
5.1 Problem Definitions
Different from ZUM, the objects records in SUM have positive uncertainty. Every
single object p is represented by a sphere (cp, rp), where cp is the center of the sphere
and rp is the radius. The true location of p is guaranteed to be in the sphere. In
the rest of the chapter, we use c′p to denote the unknown true position of p. Thus,
the dissolution of p will transform the original uncertain sphere (cp, rp) to a new
sphere (c′p, 0).
Here, we define the geometric center of an uncertain data set, similar to the
geometric center of the certain data set defined in Definition 3.4.
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Definition 5.1. Given an uncertain data set P and a clustering C = {P1, P2, . . . , Pk},














We can simply take Definition 5.1 as a special case of conventional definition of
cluster center on exact data. This implies that, we can find a k-means clustering
by invoking conventional k-means algorithm by degenerating all uncertain points
to exact locations at the centers of their spheres. As is shown in the introduction
chapter, this scheme is simple but leads to unbounded clustering uncertainty, since
the movement of the points in their corresponding spheres may lead the algorithm
to some totally different clustering. In the following, we use C(P ) and P(P ) to
denote two exact data sets with the sphere centers and true locations of these
uncertain objects respectively, i.e.,
C(P ) = {cp|p ∈ P}
and
P(P ) = {c′p|p ∈ P}
Therefore, SUM tries to find the error bound with the definitions below.
Definition 5.2. Pseudo Local Optimum
An exact center set M is a pseudo local optimum for uncertain data set P if M is
a k-means local optimum for the center set C(P )
Definition 5.3. Static Uncertain Model (SUM)
Given an uncertain data set P and a pseudo local optimum M , if M∗ is the re-
sult of k-means algorithm on P(P ) with initial centers at M , returns error bounds
{e1, e2, . . . , ek}, that D(mi,m∗i ) ≤ ei for every mi ∈M and m∗i ∈M∗.
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Similar to Lemma 4.1, the following lemma proves that the SUM above is a spe-
cial case of the basic model in Definition 1.5, combined with the positive uncertain
objects and k-means algorithm.
Lemma 5.1. Given the solution to Definition 5.3, we can derive an upper bound
on clustering uncertainty for Definition 1.5.




Assume M∗ = A(M,P(P )) is the local optimum achieved by running k-means
algorithm on P(P ). For any E ¹ P , we have
C(M,E) ≤ C(M∗, E) + |P |max
i
e2i
The inequality above is again due to Lemma 3.1. Then, we can further derive






(C(M∗, E) + |P |max
i




This completes the proof of the lemma. 2
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5.2 Solution to SUM
In this section, we analyze SUM and present a solution based on ZUM with almost
the same complexity. Before delving into the details of our analysis, the basic
intuition behind our technique is introduced first below.
Given an geometric center set M of a partition over uncertain data set P , which
is a pseudo local optimum on C(P ), we can find the exact center set M∗ after
discovering the true locations of all points, in two steps. In the first step, for every
cluster NB(mi,M,C(P )), it is necessary to re-compute the precise new cluster
center m′i = c(P(NB(mi,M,C(P ))). Second, we need to invoke k-means iterations
with starting centers at M ′ = {m′1,m′2, . . . ,m′k} to reach the final local optimum




i ) is an






i ) respectively, we can conclude
that the shift from mi to m
′
i is due to the uncertainties on points in the same
cluster, while the shift from m′i to m
∗
i is due to the re-assignment of points across
clusters. Thus, we call D(mi,m
′





Inter Cluster Uncertainty. In the following two subsections, estimations on these
two types of uncertainties are presented.
5.2.1 Intra Cluster Uncertainty
Given a center mi ∈M , the point set Pi = NB(mi,M,C(P )) consists of the points
in P whose sphere centers are closer to mi than any other center. Therefore, the
new center m′i recomputed after the dissolution is the mean of the dissolved point
set P(Pi). Since the uncertainties are represented by sphere, the distance between
mi and m
′
i can be bounded simply by the following lemma.
Lemma 5.2. Given a center mi ∈ M and its cluster set Pi, if m′i is the center of
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Algorithm 6 Intra Cluster Uncertainty (uncertain data set U , center set M)
1: Construct float array Ai = 0 for 1 ≤ i ≤ k
2: Construct integer array Ci = 0 for 1 ≤ i ≤ k
3: for every uncertain point p ∈ P do
4: Find the closest center mi ∈M for cp.
5: Ai = Ai + sp.
6: Ci = Ci + 1.
7: Compute B(mi) = Ai/Ci for 1 ≤ i ≤ k.
8: Return {B(m1), B(m2), . . . , B(mk)} as intra cluster uncertainties for each clus-
ter.
set P(Pi), the distance D(mi,m
′
i) is no more than B(mi) =
∑
p∈Pi rp/|Pi|.
Proof. If we dissolve the points in Pi one at a time, and recompute the center every
time, the total movement of the center is bounded by the sum of the movement
after every dissolution. For a point p ∈ Pi, its dissolution can move the center by
distance no more than rp/|Pi|. It leads to the result of the lemma by summing up
the bounds by triangle inequality.
Based on the lemma above, the intra cluster uncertainty of a center mi ∈M is
measured as B(mi) =
∑
p∈Pi rp/|Pi|. Such a computation can be done in linear time
with respect to the size of P . Algorithm 6 presents the detail of the computation.
We say, M ′ = {m′1, . . . ,m′k} is corresponding center set of M after dissolution of





5.2.2 Inter Cluster Uncertainty
M ′ may not be the true local optimum of the data set since there can be some points
closer to other center than the existing one they are assigned to. To correct all of
the wrong assignments, we need to keep invoking k-means iteration by assigning
the points to nearest cluster centers. This operation can take many iterations




derive an upper bound on the maximum center movement based on the previous
algorithm designed for ZUM in Chapter 4.
To extend the upper bound estimation from ZUM to SUM, we need to compute
an upper bound1 for d1(p) and lower bounds for d2(p) and d3(p) with respect to
any point p ∈ P(P ) and the center set M ′ using only the information in P and M .
Note that we have no idea of the exact center locations in M , but only a rough
range by inter cluster uncertainty. Here, we use N(p,M) to denote the nearest
center for p in M , i.e.
N(p,M) = argmi∈M minD(mi, cp)
Just like what is done in ZUM, we want to find some real positive ∆ bounding
the maximum movement between m′i and m
∗
i .
Lemma 5.3. Given an uncertain data set P and the center set M and M ′ as




3(p) as below, satisfying that
d1(p) ≤ du1(p), d2(p) ≥ dl2(p) and d3(p) ≥ dl3(p).










Proof. If mi ∈M is the cluster center for p, the actual distance between c′p and m′i
is no more than D(mi, cp)+B(mi)+rp since D(m
′
i,mi) ≤ B(mi) and D(cp, c′p) ≤ rp.
The minimum distance to any center is larger than max{minj 6=i(D(mj, cp)−B(mj)−
rp), 0}, and the second minimum distance is definitely larger than the minimum
1The definitions of d1(p), d2(p) and d3(p) are referred to Section 4.2
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distance.









3(p) and the inter cluster uncertainty ∆ which need to be estimated.
That is, Su1 = {p ∈ P |du1(p) > dl2(p)}, Su2 = {p ∈ P − Su1 |du1(p) ≥ dl2(p)− 2∆} and
Su3 = P −Su1 −Su2 . We also redefine the functions X ′(p), Y ′(p) and Z ′(p) to replace
X(p), Y (p) and Z(p) as follows.





2 − (dl2(p)−∆)2 ∆ ≤ dl2(p)
(du1(p) + ∆)
2 ∆ > dl2(p)
Z ′(p,∆) = Y ′(p,∆)
Theorem 3.2 in Chapter 4 can then be rewritten for uncertain data set based
on the new definitions.
Theorem 5.1. Given an uncertain data set P and a center set M , the inter cluster
uncertainty cannot move any center by more than ∆ distance, if








Y ′(q,∆) > 0 (5.2)
Proof. It is easy to show that given any point p, Y ′(p,∆) ≥ Y (p,∆) and X ′(p) ≤
X(p), since du1(p) ≥ d1(p), dl2(p) ≤ d2(p) and X(p) > 0.




2 (in the current
chapter), it is easy to verify that S1 ⊆ Su1 and S1∪S2 ⊆ Su1 ∪Su2 . Assuming that ∆
is minimum value satisfying inequality (5.2), the following inequalities are trivial
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By summing up all the inequalities above, we can see that ∆ must also satisfy
inequality (3.9). Thus, ∆ must be some upper bound on the center movement from
M ′ and M∗.
Since the structure of the inequality in Theorem 5.1 is similar to that in Theorem
3.2. We can use the same algorithm framework to find the smallest ∆ satisfying it by
efficient sorting and linear scan. The whole algorithm is summarized in Algorithm
7. The complexity of the algorithm is again O(|P | log |P |) as is proved in the
previous chapter. Based on the analysis in this chapter, the following theorem is
straightforward.
Theorem 5.2. Given an uncertain data set P and a center set M , by run-
ning Algorithm 6 and Algorithm 7, we can find an uncertain k-means center set
{(m1, B(m1) + ∆), . . . , (mk, B(mk) + ∆)} in O(|P | log |P |) time.
5.2.3 Early Termination
In many cases, the users are not interested in uncertain k-means clustering with too
much uncertainty, since such a result does not provide trustable cluster information.
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Algorithm 7 Inter Cluster Uncertainty (center set M = {mi}, uncertain data
set P , intra uncertainty set {B(mi)})
1: construct an array Ar
2: set A = min |Pi|, B = C = 0
3: for every point p ∈ P do
4: compute du1(p), d
l
2(p)
5: B+ = du1(p) + d
l
2(p)
6: C+ = (du1(p))
2 − (dl2(p))2
7: [dl2(p),−1,−dl2(p), (dl2(p))2] is inserted into Ar
8: sort all the elements in Ar in ascending order on the first attribute
9: for every element r = [r1, r2, r3, r4] in Ar do
10: A+ = r2, B+ = r3 C+ = r4 and ∆ = r1
11: if A < 0 then
12: return ∞






In this subsection, we present a scheme in SUM, which can compute a lower bound
on the uncertainty of final clustering during the computation of pseudo clustering
M on C(P ) = {cp|(cp, rp) ∈ P )}. Thus, we can discard the current clustering
process if the uncertainty is definitely higher than the user’s expectation.
Since M is found by invoking conventional k-means algorithm on C(P ). In
every iteration, our scheme first computes an upper bound on the distance from
the current centers to the future local optimum M by using algorithm 3. After
computing the current center set T on line 4 of Algorithm 2 in one iteration, as
well as the upper bound δ on the distance between mi ∈ M and ti ∈ T , we can
compute a lower bound on the intra cluster and inter cluster uncertainty by the
following two lemmas.
Here, we use P−i to denote the set of points which will definitely be assigned to
cluster mi after converging to M and use P
+
i to denote the points possibly assigned
to mi. Given the current center set T = {t1, t2, . . . , tk}, P−i contains all the points
p ∈ P that ti = N(p, T ) and D(cp, ti) is smaller than the distance to the second
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closest center by at least 2δ. P+i will refer to the set of point p whose distance to
ti, D(ti, cp), is no larger than its distance to N(p, T ) by 2δ.
Lemma 5.4. Given the current center set T , the intra cluster uncertainty B(mi)





Proof. Assume Pi is the set of the points assigned to mi after converging to M . By
Lemma 5.2, the intra cluster uncertainty of Pi is
∑
p∈Pi rp/|Pi|. Since P−i ⊆ Pi ⊆




p∈Pi rp and |Pi| ≤ |P+i |. The lower bound
works here.
The key to bounding inter cluster uncertainty is to further relax the lower
bound on du1(p) and upper bound for d
l
2(p) in Theorem 5.1. Since we can bound
the maximum movement form ti to mi by δ, we have
du1(p) ≥ d′1(p) = D(N(p, T ), cp)− δ + rp +Bl(N(p, T ))
and
dl2(p) ≤ d′2(p) = min
j
(D(tj, cp) + δ − rp −Bl(tj))









and d′2(p), the corresponding ∆ computed by Algorithm 7 must be a lower bound
of inter cluster uncertainty.
Lemma 5.5. We can compute a lower bound on inter cluster uncertainty ∆ by
solving the inequality in Theorem 5.1 if we replace du1(p), d
l





i for all p.
Proof: Consider the minimum ∆ satisfying inequality (5.2) after convergence.
Since min |Pi| ≤ min |P+i |, du1(p) ≤ d′′1(p) and dl2(p) ≥ d′′2(P ), the inequality must
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still be valid for ∆ by following the same proof as Theorem 5.1. Then, there must
be a lower bound ∆′ ≤ ∆ satisfying the inequality (5.2). 2
Combining Lemma 5.4 and 5.5 above, an early estimation scheme is plausible by
running bound iteration instead of conventional k-means iteration and computing
the lower bound of intra and inter uncertainties as above after every iteration. Since
the bound iteration algorithm, intra uncertainty algorithm and inter uncertainty
algorithm all run in O(|P | log |P |) time, the new iteration algorithm has the same
complexity as previous ones. Such iterations can be very efficient and effective
to detect those bad initial center sets which lead to clustering results with large
uncertainty.
5.3 Experimental Results
In this section, we present experimental results of SUM with empirical studies on
synthetic and real data sets.
In the experiments, we evaluate the performances of the algorithms proposed
in this paper on synthetic data sets as well as modified real life data sets. Since
the result of k-means algorithm is fairly random, we use the average performance
of 10 different runs with different random seeds in all the experiments.
The synthetic data sets are generated in similar way as the experiments for
ZUM. After generating the exact position of a point, a sphere covering the exact
position is created to form an uncertain point. The radius of the sphere is randomly
computed from a uniform distribution between [0, 2E], where E is the expected
value of the radius. Finally, we assign dissolution cost to every point with uniform
distribution between 0 and 1.
We adopt the KDD99 dataset in our experiments. Since it is a precise data set
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originally, we create its uncertainty sphere for every point, as is done on synthetic
dataset above.
In this part of experiments, we focus on testing SUM. First, we collect the results
on the amounts of uncertainties being introduced. Second, we also evaluate the
number of iterations invoked in static uncertain model by running early estimation
with termination threshold at 2E, 3E and ∞, where E is the expected radius on
the uncertain points. Here, when the threshold is ∞, the algorithm is running
without early termination.
In the empirical study on synthetic data sets, we vary the parameters including,
data size from 10K to 90K (default at 50K), the dimensionality from 2D to 32D
(default at 4D), the cluster number k from 2 to 10 (default at 4) and expectation
of the uncertainty on the points, E, from 0.0005 to 0.00045 (default at 0.0005).
On KDD99 data set, we vary the cluster number k from 5 to 20 (default at 10)
and expectation of uncertainty on the points, E, from 0.0005 to 0.0045 (default at
0.0005).
When varying the data size from 10K to 90K, Figure 5.1(a) shows that the
inter cluster uncertainty grow correspondingly, since the increase of data size will
also increase the number of points that are close to the boundaries between the
clusters. When there are 90K points in the data set, the intra cluster uncertainty
is about 4 times that of the inter cluster uncertainty. As is shown in Figure 5.1(b),
the increasing data size also improves the effectiveness of our early estimation
technique. When there are only 10K points, the number of iterations by clustering
with early estimation at t = 2E and t = 3E are almost the same as the one without
early estimation while about one third of the iterations can be saved when there
are 90K points.











































Figure 5.1: Tests on varying data size
the figures, we can see that inter cluster uncertainty decreases with the growth of
dimensionality. It is even smaller than intra cluster uncertainty in 32 dimensional
space. This is because in higher dimensional space, clusters in different Gaussian
distribution are better separated from each other, which reduces the possibility of
points being close to the boundaries between clusters. Due to the same reason, the
number of iterations invoked decreases on high dimensional space and the early









































Figure 5.2: Tests on varying dimensionality
The target cluster number k is important to the output of k-means clustering.
The result on varying k is available in Figure 5.3. When k gets larger, the inter
cluster uncertainty increases drastically in Figure 5.3(a), since the points are more
likely to switch cluster when there are many other clusters close to it. When k is
as large as 10, our early estimation technique can reduce clustering I/O cost by as
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Figure 5.3: Tests on varying cluster number k
As is shown in Figure 5.4(a), the intra cluster uncertainty increases linearly
with the growth of the expected uncertainty of the point in the data set. On the
other hand, Figure 5.4(b) shows that the running times of the algorithms, with or











































Figure 5.4: Tests on varying expected uncertainty
On KDD99 data set with artificially introduced uncertainty, we test the impact
of the cluster number k, with results in Figure 5.5. When k is small, the inter
cluster uncertainty is even smaller than the intra cluster uncertainty. However,
when k is as large as 20, inter cluster uncertainty can be 10 times larger than intra
cluster uncertainty. Such sharp increase of uncertainty make our early termination
pruning very effective as is reflected in Figure 5.5(b).
Finally, we try to vary the expected uncertainty of the points on KDD99 data













































Figure 5.5: Tests on varying k on KDD99 data set
uncertainty increases linearly with the growth of intra cluster uncertainty. The
early estimation works better when the uncertainty expectation is large. These
















































In this chapter, we investigate the Dissolvable Uncertain Model (DUM), with re-
spect to k-means algorithm as the underlying clustering method. The structure
of the chapter is summarized as follows. Section 6.1 defines the basic concepts of
the problems and presents the preliminary knowledges on DUM. Section 6.2 in-
troduces the solution framework for DUM on k-means algorithm and some simple
heuristics to start with. Section 6.3 proposes some better heuristics to improve the
performance on top of the simple heuristics, and finally Section 6.4 compares the
performances of the proposals with extensive experiments.
6.1 Problem Definition
In Definition 5.3, there is no option of dissolution for the model with positive
uncertainties on the objects. If an uncertain object can be dissolved by paying
dissolution cost χp, the dissolution cost on a subset of objects, i.e. DS ⊆ P , is the






We also use D(P,DS) to denote an uncertain data set by dissolving all points
in DS from P . Then, we can propose the Dissolvable Uncertain Model as the
following optimization problem.
Definition 6.1. Dissolvable Uncertain Model (DUM)
Given an uncertain data set P , a pseudo local optimum M and an error parameter
ǫ, find out a dissolution set DS ⊆ P that: (1) Some solution to SUM can be found
on D(P,DS) with error bound ei ≤ ǫ for every mi ∈M ; (2) DS is the subset of P
minimizing the dissolution cost χDS.
In Figure 6.1, we present an example of DUM. Given the original uncertain data
set P and the uncertainties of the cluster centers (shown in thick circles), we have
to dissolve some of the uncertain points to reduce the clustering uncertainty. If the
dissolution cost χpi = 1 for any pi ∈ P , and the error bound parameter epsilon =
0.5, any algorithm solving DUM is expected to select some of the uncertain points,
so that the clustering uncertainty is reduced until reaching the threshold. In the
figure, for example, DS = {p3, p4, p8} are retrieved as the dissolution set.
Before delving into the details of our proposed solutions to DUM, we will first
discuss the theoretical complexity on finding the optimal dissolution set in DUM.
This is accomplished by proving that such an optimization problem is NP-hard and
cannot be approximated within any constant factor. Then, we will present a general
dissolution algorithm framework with a simple heuristic. Some optimizations with
better heuristics are then introduced to further improve the performance of the
algorithm. To simplify the notations used in this chapter, some definitions on the
































Figure 6.1: Example of dissolvable uncertain model
Definition 6.2. (ǫ,M)-Eligibility
Given an uncertain data set P , a set of points DS ⊆ P is an (ǫ,M))-eligible
dissolution set, if P(P,DS) is plausible to generate a ǫ-bounded result by SUM with
respect to P(P,DS) and M .
Intuitively, DS is eligible if we can run the algorithm in previous section on
P(P,DS), the result of which has error bound no larger than ǫ. Given an uncer-
tain data set P and the current center set M , there may exist several different
(ǫ,M)-eligible dissolution sets. The problem of DUM can thus be interpreted as
discovering the optimal one from the (ǫ,M)-eligible dissolution set pool with the
minimum dissolution cost. This concept will be utilized in the rest of the chapter
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for hardness proof and algorithm design.
6.2 Solutions to DUM
In this section, we aim to provide a theoretical analysis on the hardness of DUM
and present a framework to solve the problem with simple heuristics.
6.2.1 Hardness of DUM
Let DS∗ represent the optimal dissolution set for a given ǫ and M . Another (ǫ,M)-
eligible dissolution set DS is said to be α-approximate to DS∗ if χDS ≤ αχDS∗ . A
polynomial algorithm is said to be an α-approximate algorithm for DUM, if it can
always output α-approximate result for any P , ǫ and M .
Unfortunately, DUM is not only NP-hard but also unable to approximate within
any constant factor, unless P=NP. The following theorem proves this by showing a
polynomial reduction from the Multiple Packing Problem to dissolvable uncertain
model with any given gap α.
Definition 6.3. Multiple Packing Problem (MPP)
Given an item set I = {I1, I2, . . . , In}, with weights {w1, w2, . . . , wn}, and a pack
set P = {p1, p2, . . . , pk} with the same weight volume v for every pack pj, find out
whether these items can be put into different packs without weight overflow on the
packs.
Multiple packing problem is the generalization of the load balancing problem,
as well as the integer programming problem of maximum flow over bipartite graph.
It is easy to show that it is NP-hard. We will adopt techniques used in [61] to prove
the following theorem.
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Theorem 6.1. It is NP-hard to find optimal solution or α-approximate solution in
DUM for any given constant α.
Proof: Here, we give a proof sketch for a reduction from MPP to SUM given







Figure 6.2: Reduction example
Given a problem instance of MPP (I, P ) where |I| = n and |P | = k, we con-
struct a simplex with n + k + 1 nodes in n + k dimension. In the simplex, the
distance between any pair of nodes is the same. Thus, there is a separation hyper-
plane in the Voronoi Diagram1 between any two nodes in the simplex. Without
ambiguity, we use Is to denote an item as well as the corresponding item node in
the simplex. We also use pt to denote a pack and a pack node as well. Besides
the n + k nodes representing items and packs, there is another node, called T , as
a special node for our proof.
1There is no voronoi diagram constructed concretely, since the boundary between any two
nodes can be computed easily.
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For every pair of item Is and pack pt, there is an uncertain object ust constructed
around the boundary between Is and pt, with dissolution cost 1. The true location
of ust, denoted by u
∗
st is exactly on the boundary of uncertain circle of ust and closer
to pt than any other node. The radius of the uncertain objects are well controlled
that the inter cluster uncertainty of ust after dissolution is exactly the item weight
ws. Between every pack node pt and the special node T , there is also an uncertain
point xt in the neighborhood of pt, with true location at the circle center. This
uncertain point xt increases the inter cluster uncertainty of the cluster with pt by
a constant C. On the other hand, some arbitrary points with zero uncertainties
are added into the space to balance the geometric centers of the clusters, making
sure that (1) the cluster center is exactly at the location of the node; (2) the intra
cluster uncertainty of any cluster around Is is just a little above the pack volume
v, meaning that dissolution of any point ust can reduce inter cluster uncertainty
under v; (3) the inter cluster uncertainty of the cluster around Is is small enough
to ignore. Figure 6.2 shows a possible example of this reduction with one pack and
one item.
The parameter of the DUM is carefully chosen that if there the total weight
of points dissolved around pt is larger than v, the inter cluster uncertainty of pt is
larger than ǫ, while the intra cluster uncertainty of Is will be no larger than ǫ if
any ust is dissolved. Thus, if there is a solution to the instance of MPP, there must
also be a solution to the corresponding DUM instance with exact dissolution cost
of n. On the other hand, if the instance of MPP does not have any valid solution,
the minimum cost of the DUM instance is at least αn, since we have to dissolve
some xt to reduce intra cluster uncertainty of pt. In this way, any α-approximate
algorithm for DUM can decide the MPP problem in polynomial time. Since MPP
is NP-hard, such an algorithm can prove that P=NP. This completes the proof of
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the theorem. 2
By the last theorem, it is not possible to have any algorithm finding suboptimal
dissolution set with constant approximation guarantee unless P=NP. In the rest
of the section, we will provide a general framework with several effective heuristics
for DUM.
6.2.2 Simple Heuristics
The computation of intra cluster uncertainty and inter cluster uncertainty are to-
tally different, which makes it harder for the optimization problem of DUM. We
propose the following concepts to simplify the original problem.
Definition 6.4. Strong Eligible Dissolution Set
Given an uncertain data set P and a center set M , a subset DS of P is a strong
(ǫ,M)-eligible dissolution set, if the solution under SUM can find an uncertain cen-
ter set over D(P,DS) whose intra cluster uncertainty and inter cluster uncertainty
are both below ǫ/2.
Obviously, a strong (ǫ,M)-eligible dissolution set must also be an (ǫ,M)-eligible
dissolution set. Assume M = {m1, . . . ,mk} is the local optimum achieved by
clustering on C(D(P,DS)), and let Pi be the subset of points in D(P,DS) that
are assigned to the cluster center mi. A strong (ǫ,M)-eligible dissolution set must
satisfy the following conditions.
Theorem 6.2. DS is a strong (ǫ,M)-eligible dissolution set if the following con-










Algorithm 8 DUM Algorithm Framework (uncertain data set P , center set
M , threshold ǫ)
1: Clear the dissolution set DS = ∅
2: while intra cluster uncertainty or inter cluster uncertainty of M is larger than
ǫ/2 do
3: for every cluster Pi do
4: Call ReduceIC to reduce inter cluster uncertainty B(mi).
5: Call ReduceEC to reduce Θ(ǫ/2).
6: Compute a new center set M ′ by running k-means algorithm on D(P,DS)
with initial center set M .
7: Replace M with M ′.






















Proof: The conditions are simply transformed from Lemma 5.2 and Theorem
5.1. 2
Following the proofs of Theorem 6.1, it is not hard to verify that it is still NP-
hard to find approximate optimal solution for strong (ǫ,M)-eligible dissolution set.
However, Theorem 6.2 implies a very simple heuristic for the optimization problem
and that the only thing necessary here is to reduce the values of B(mi), 1 ≤ i ≤ k
and Θ(ǫ/2). Since the right hand side of the inequalities are fixed, we can dissolve
some “cheap” points on the left hand side to reduce the values of B(mi) and Θ(ǫ/2)
and apply k-means iterations to obtain a set of new centers. This process keeps
running until all the inequalities are satisfied. This leads to the general algorithm
framework in Algorithm 8.
In this framework, if the intra cluster uncertainty or inter cluster uncertainty
is still above the threshold ǫ/2, the algorithms will choose dissolution points from
Pi − DS in step (5) to reduce B(mi), and choose dissolution points from PS in
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Algorithm 9 SimpleReduceIC (Cluster points Pi, Dissolution set DS, Center
set M)
1: Candidate q
2: Best Efficiency F = 0
3: for every point p ∈ Pi −DS do
4: F ′ = rp
χp|Pi|
5: if F ′ > F then
6: q = p, F = F ′
7: Move q from Pi −DS to DS
step (6) to reduce function Θ(ǫ/2). We first give some simple implementations of
the functions ReduceIC and ReduceEC in this section.
The first dissolution selection heuristic stems from the simple observation that
the two inequalities can be regarded as a special type of knapsack problem, where
{B(mi)}, 1 ≤ i ≤ k and Θ(ǫ/2) form k + 1 knapsacks with the points are items.
Thus, we can apply the simple heuristics [37] for knapsack problem here, where
we choose the point, with the highest “efficiency”, to dissolve every time. Here,
the efficiency is a measure based on the dissolution cost to pay and the effect
such a dissolution has on B(mi) or Θ(ǫ/2). In the SimpleReduceIC and Sim-
pleReduceEC algorithm, the efficiency of a point p is evaluated as the ratio of
its contribution in B(mi)(or Θ(ǫ/2)) to its dissolution cost χp. The details of the
algorithms are listed in Algorithm 9 and Algorithm 10.
6.3 Better Heuristics for D-SUM
The algorithm proposed in last section follows a simple heuristic previously used
in knapsack problem. Such a heuristic leads to a 2-approximate algorithm for
maximum knapsack problem. However, constant approximation cannot be achieved
in DUM, since there are several important differences between classic knapsack
problem and DUM optimization problem. First, the points in the inequalities are
105
Algorithm 10 SimpleReduceEC (Data set P , Dissolution set DS, Center set
M , Threshold ǫ)
1: Candidate q
2: Best Efficiency F = 0
3: for every point p ∈ P −DS do
4: Find out p’s cluster center Mi
5: if p ∈ P ′1 ∪ P ′2 then
6: F ′ = Y ′(p, ǫ/2)/min |Pi|
7: if p ∈ P ′3 then
8: F ′ = 0
9: if F ′ > F then
10: q = p, F = F ′.
11: Move q from P −DS to DS.
dynamic since the points can move across clusters after dissolution, while the items
in knapsack problems are static. Second, the efficiency of dissolving a point p
is not accurately measured. The contribution of the point p to Θ(ǫ/2) after its
dissolution is positive, while the dissolution of a point in P ′3 can also reduce Θ(ǫ/2)
by cutting down some intra cluster uncertainty B(mi). Third, to find a dissolution
set satisfying all the inequalities, the algorithms in last section have to dissolve at
least one point from every cluster even if some cluster has already had small intra
cluster uncertainty. This is because there exist cases in which Θ(ǫ/2) is still above
ǫ2/4, even when all points in P ′1 and P
′
2 have been dissolved, and all B(mi) are
below ǫ/2.
To improve the effectiveness of the algorithm, we thus propose two improved
heuristics here. Generally speaking, we expand the dissolution candidate set to
solve the first problem listed above, and adopt a much more precise measurement
on dissolution efficiency for the second and third problem.
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6.3.1 Candidates Expansion
In the new algorithm, the dynamic property of the points in Pi is taken into account
for every B(mi). To avoid dissolving points with small uncertainty, the new algo-
rithm expands the dissolution candidate from current Pi to P
+
i , where P
+
i expands
by containing all the points that could potentially be assigned to the cluster center
mi in future iterations. Thus, given the current center set M and the corresponding
error bounds {ei = B(mi) + ∆}, a point p is in the dissolution candidate set of mi,
if
D(p,mi) ≤ D(p,N(p,M)) + ei − eN(p,M)
By replacing Pi with P
+
i in step (5) of Algorithm 9, we will obtained an im-
proved algorithm for reducing the intra cluster uncertainty. In the new algorithm,
dissolution is invoked only when the intra cluster uncertainty B(mi) is above the
threshold ǫ/2.
6.3.2 Better Reduction Estimation
On the other hand, for the inequality on Θ(ǫ/2), the contribution of a point p
on Θ(ǫ/2) is measured in two aspects, both explicitly and implicitly. Explicitly,
a point p ∈ P ′1 ∪ P ′2 appearing in function of Θ(ǫ/2), directly decreases the value
of Θ(ǫ/2) after dissolution. Implicitly, any point can have some impact on intra
cluster uncertainty B(mi), which can finally lead to some reduction of d
u
1(q) and
dl2(q) for those points q depending on B(mi).
It is not easy to evaluate the explicit or implicit impact of p’s dissolution on
Θ(ǫ/2), since there is no distribution assumption on the precise position of p. Thus,
we consider the best case for the impact of dissolving a point p. The following
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lemmas derive lower bounds on the best cases of explicit and implicit reduction
respectively.
Lemma 6.1. Given an uncertain point p ∈ P ′1 ∪ P ′2 and the current inter cluster
uncertainty ∆, the lower bound on the best explicit reduction on Y ′(p) by dissolving













1(p) + ∆) d
l
2(p) < ∆
Proof: For a point p ∈ P ′1 ∪ P ′2, its direction contribution to EC is Y ′(p,∆).
To lower bound the best case, we compute the reduction by simply assuming the
exact position of p is at the center of the sphere cp.
If dl2(p) ≥ ∆, after dissolving p, du1(p) will definitely decrease by rp and dl2(p)






(du1(p) + ∆− rp)2 − (dl2(p)−∆ + rp)2
]





≈ (2du1(p) + 2dl2(p))rp
The last approximation is due to the fact that ∆ and rp are usually much smaller
than du1(p) and d
l
2(p).
If dl2(p) < ∆, after dissolving p, d
u
1(p) will definitely decrease by rp. The decrease
of Y ′(p,∆) is
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(du1(p) + ∆)
2 − (du1(p) + ∆− rp)2
= [2(du1(p) + ∆)− rp] rp
≈ (2du1(p) + 2∆)rp
This competes the proof of the lemma. 2
To simplify the analysis on the implicit impact, we first define the potentially
closest center N ′(p,M) for point p and potentially second closest center N ′′(p,M)
for point p as follows.
N ′(p,M) = arg min
j 6=N(p,M)
(D(mj, p)−B(mj)− rp)
N ′′(p,M) = arg min
j 6∈{N(p,M),N ′(p,M)}
(D(mj, p)−B(mj)− rp)
We will use d′4(p) to denote D(N
′′(p,M), p)−B(N ′′(p,M))− rp, and construct
two subsets, J1(mi) and J2(mi), accordingly. Subset J1(mi) of P consists of the
points p ∈ P ′1 ∪ P ′2 such that N(p,M) = mi, and subset J2(mi) of D(P,DS)
consists of the points p ∈ P ′1 ∪ P ′2 such that N ′(p,M) = mi, dl2(p) ≥ δ and d′4(p) >
dl2(p) + maxq∈Pi(rp/|Pi|), where δ is the inter cluster uncertainty in the particular
iteration. We note that J1(mi) may have some overlap with some J2(mj).
Lemma 6.2. If B(mi) decreases by θ, the lower bound on the best implicit reduction








Proof: If B(mi) decreases by θ, three kinds of points in P
′
1∪P ′2 will be influenced.
First, for points in p ∈ J1(mi) whose closest center is mi, du1(p) will definitely
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decrease by θ. The lower bound on best reduction of Y ′(p,∆), no mater whether
dl2(p) ≥ ∆ or not, can be approximated by assuming the exact position of p is cp
as
(du1(p) + ∆)
2 − (du1(p) + ∆− θ)2
= [2(du1(p) + ∆)− θ] θ
≈ (2du1(p) + 2∆)θ
Second, for points in p ∈ J2(mi), whose potentially closest center is mi and no
center can have distance lower bound than mi after the dissolution of points in
Pi. Thus, d
l
2(p) will definitely increase by θ. The lower bound on best reduction is
approximated by







The approximation is achieved since θ is much smaller than du1(p) and d
l
2(p).
Third, those points not in J1(mi) or J2(mi), we omit their impact on EC.
Combining these cases, we reach the conclusion of the lemma. 2
Since the dissolution of a point p can obviously decrease the intra cluster un-
certainty of mi = N(p,M) at least by rp/|P+i |, the lemma above can be used to
estimate the implicit impact of p’s dissolution on Θ(ǫ/2). Thus, the efficiency of
dissolving a point p can be better estimated as R(p) + K(mi)rp/|P+i |. The val-
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Algorithm 11 ImprovedReduceIC (Potential cluster points Pi, Dissolution set
DS, Center set M)
1: if B(mi) ≤ ǫ/2 then
2: Return without dissolution.
3: Candidate q
4: Best Efficiency F = 0
5: for every point p ∈ P+i −DS do
6: F ′ = rp
χp|P+i |
7: if F ′ > F then
8: q = p, F = F ′.
9: Move q from P+i −DS to DS.
Algorithm 12 ImprovedReduceEC (Data set P , Dissolution set DS, Center
set M , Threshold ǫ)
1: Compute inter cluster uncertainty ∆
2: if ∆ ≤ ǫ/2 then
3: Return without dissolution
4: Candidate q
5: Best Efficiency F = 0.
6: Compute K(mi) for every mi ∈M .
7: for every point p ∈ P −DS do
8: Compute mi = N(p,M)
9: F ′ = (R(p) +Kirp/|P+i |)/χp
10: if F ′ > F then
11: F = F ′ and q = p
12: Move q from P −DS to DS.
ues of K(mi) (1 ≤ i ≤ k) can be computed in O(n) time by visiting every point
once. Thus to derive an improved algorithm for computing Θ(ǫ/2), we replace
the simple computation of Y ′(p)/min |Pi| in Algorithm 10 with R(p)/min |Pj| +
K(mi)rp/|Pi|, where mi = N(p,M). Also, the dissolution is invoked only when the
intra cluster uncertainty is larger than ǫ/2.
6.3.3 Block Dissolution
In both simple heuristic and improved heuristic proposed in the previous sections,
the number of points dissolved in every iteration is no more than k+ 1 since every
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inequality on B(mi) or Θ(ǫ/2) can lead to the dissolution of one point at one time.
Such conservative policy can somehow guarantee that there are no unnecessary
points dissolved once the uncertainties have already been below the threshold.
However, such a policy can incur more computation cost, since conventional k-
means iterations are invoked after every round of dissolution.
The extra computation can be avoided if the dissolution process in every itera-
tion is allowed to dissolve more points at the same time. In fact, many points that
are ranked highly according to their efficiency are usually dissolved in subsequent
iterations. Our extensive experiments show that such an modification to both
heuristics can greatly reduce the number of iterations with only a small increase in
the total dissolution cost.
6.4 Experimental Results
In the experiments on DUM, we evaluate the the dissolution cost as well as the
number of k-means iterations invoked by the two heuristics proposed in section 5,
including simple heuristic algorithm and improved heuristic algorithm. Just like
the experiments in SUM, we use the average of 10 runs on synthetic and KDD99
data set as our evaluation.
On synthetic data set, we vary the data size from 10K to 90K (default at 50K),
the dimensionality from 2D to 32D (default at 4D), the cluster number k from 2 to
10 (default at 4), the dissolution block size from 10 to 50 (default at 10) and the
uncertainty expectation of the points, E, from 0.0005 to 0.0045 (default at 0.0005).
On KDD99 data set, we vary the cluster number k from 5 to 20 (default at 15) and
the uncertainty expectation of the points, E, from 0.0005 to 0.0045. The threshold
ǫ is constantly set at 1.8× E.
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When we increase the data size of the synthetic data set, the dissolution cost of
both algorithm increases linearly (Fig. 6.3. The improved heuristic pays much less
dissolution cost than the simple heuristic because of its better estimations of the
effect when dissolving a point. However, the simple heuristic invokes only about
half of the iterations as the improved heuristic does. The reason is as follows.
Improved heuristic dissolves less points after every iteration since the dissolution
for intra cluster uncertainty has large overlap with the dissolution for inter cluster
uncertainty, while such overlap is very small in simple heuristic. This finally leads












































Figure 6.3: Tests on varying data size
On higher dimensional data sets, the improved heuristic appears to be more
effective on reducing dissolution cost, as is shown in Fig. 6.4. This is because
simple heuristic has to dissolve the points to reduce inter cluster uncertainty, even
when it is below the threshold. Since inter cluster uncertainty is much smaller than
intra cluster uncertainty on high dimensional data set (Fig. 5.2(a), there can be
many points which are dissolved unnecessarily by simple heuristic.
The dissolution cost depends on whether there exists well separated clusters in
the data set. For example, Figure 6.5 implies that there are 6 small clusters that
are well separated. Thus, when k = 6, the number of iterations as well as the
dissolution cost is much smaller. Another observation is that the simple heuristic












































Figure 6.4: Tests on varying dimensionality
overlap of points chosen for dissolution becomes larger when the clusters are small











































Figure 6.5: Tests on varying cluster number k
The size of the dissolution block after every k-means clustering does not have
large impact on the total dissolution cost. Even when the size increases from 10
to 50, both algorithms does not seem to dissolve more points. On the other hand,
the number of iterations can be greatly cut down when more points are dissolved.
This implies some large dissolution block can be used in practice to promote the
efficiency.
With the increase in the expected uncertainty on the points in the synthetic
data set, we can observe small increase on dissolution cost and number of iterations
from the result in Fig. 6.7.
On KDD99 data set, the dissolution cost and the number of iterations increases


























































































Figure 6.7: Tests on varying uncertainty expectation
the actual natural cluster number in the data set should be small. The dissolution
cost of the improved heuristic is only half of simple heuristic on KDD99 data set.
The convergence speed of improved heuristic is as fast as simple heuristic when k











































Figure 6.8: Tests on varying k on KDD99 data set
The impact of uncertainty expectation on the dissolution cost and the number
of iterations is more apparent on KDD99 data set than on synthetic data set. The
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improved heuristic presents a larger margin of advantage on dissolution cost when
















































While the models introduced in previous chapters all focus on forward inference
with our Worst Case Analysis Framework, Reverse Uncertain Model (RUM) also
covers another direction in this framework, which plays important roles especially
in distributed systems. It helps to guide the design on uncertainty sphere for
distributed objects to reduce communication cost. In this chapter, we formalize the
problem definition of RUM on a concrete problem of monitoring k-means clustering
on remote objects in real time. We will show how RUM is able to cut unnecessary
updates from the remote sources, when the k-means clustering remains stable. Part
of the contents and results in this chapter were previous published in [71].
7.1 Framework and Problem Definition
Different from previous models on static uncertain points, RUM works on dynamic
objects instead. It is thus important to extend our existing definitions to handle
the dynamic environment by introducing concepts with respect to time. In this
section, we formulate the architecture of the distributed system and the k-means
clustering monitoring task over the remote objects.
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Let P = {p1, p2, . . . , pn} be a set of n remote objects in the d-dimensional space.
We represent the location (or status) of an object pi (1 ≤ i ≤ n) at timestamp
t as a d-dimensional vector pi(t) = (pi(t)[1], pi(t)[2], . . . , pi(t)[d]), where pi(t)[j]
(1 ≤ j ≤ d) denotes the coordinate of pi on the dimension j. When t is clear from
the context, we simply use pi to signify the object’s position. Similarly, we let P (t)
denote the set of locations of all points in P at time t.
The monitoring system does not rely on any assumption about the objects’
patterns on location change. A central server collects the objects’ locations and
maintains a k-means center set M = {m1,m2, . . . ,mk}, where each mi (1 ≤ i ≤ k)
is the i-th cluster center, or simply center. We use mi(t) to denote the location of
mi at timestamp t, and M(t) for the entire k-means center set at t. The quality of
M(t) is measured by k-means cost of M(t) with respect to P (t), i.e. C(M(t), P (t)).
The two objectives of our monitoring system are effectiveness and efficiency. Ef-
fectiveness refers to the quality of the k-means set, while efficiency refers to the
computation and network overhead. These two goals may contradict each other,
as intuitively, it is more expensive to obtain better results.
A simple method for continuous k-means monitoring, hereafter called REF
(short for reference solution), works as follows. When the system starts at time
t = 0, every object reports its location, and the server computes the k-means set
M(0) through the standard k-means algorithm. Subsequently (t > 0), whenever
an object moves, it sends a location update. The server obtains M(t) by executing
k-means algorithm on the updated locations, using M(t − 1) as the seeds. The
rationale is that M(t) is more similar to M(t−1) than a random seed set, reducing
the number of k-means iterations. REF produces high quality results because it
continuously follows every object update. On the other hand, it incurs large com-
munication and computation cost due to the frequent updates and re-computations.
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To save the costs incurred by REF, we propose a new system framework, called
Threshold k-Means (TKM) monitoring. we assume that the user specifies a quality
tolerance ∆, and the system optimizes efficiency while always satisfying ∆. ∆ is
defined based on the reference solution (REF) previously discussed. Specifically, let
MR(t) = {m∗1(t), . . . ,m∗k(t)} (MT (t) = {m1(t), . . . ,mk(t)} resp.) be the k-means
set maintained by REF (TKM resp.) at t. For all 1 ≤ i ≤ k, it is guaranteed
that d(m∗i (t),mi(t)) ≤ ∆, i.e. each center in MT (t) is within ∆ distance of its
counterpart in MR(t). Given this property, we can prove that k-means cost of
MT (t) is no larger than that of MR(t) by n∆
2, thus proving the high quality of
MT (t). Generally speaking, TKM works as follows. At t=0, each object sends its
location to the server, which computes the initial k-means center set. Then, the
server transmits to every object pi a threshold θi, such that pi sends a location
update if and only if it deviates from its current position (i.e. pi[0]) by at least θi.
Alternatively, the server broadcasts certain statistical information, and each object




















(b) At timestamp 1
Figure 7.1: Example updates
Figure 7.1 shows an example. At timestamp 0, the object set {p1, . . . , p7}
start at positions {p1(0), . . . , p7(0)}, and receive thresholds {θ1, . . . , θ7} from the
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server, respectively. At timestamp 1, the objects move to the new locations shown
in Figure 7.1(b). According to REF, all 7 objects have to issue location updates,
whereas in TKM, only p6 informs the server since the other objects have not crossed
their threshold. When a new object appears, it sends its location to the server.
When an existing point leaves the system, it also informs the server. In both cases,
the message is processed as a location update. Upon receiving a location update
from pi at timestamp t (in Figure 7.1(b), from p6), the server computes the new
k-means center set using pi(t) and the last recorded positions of the other objects.
Specifically, the server feeds the previous k-means as seeds to an optimized version
of k-means clustering algorithm, hereafter referred to as HC*.
HC* exploits the fact that the point assignment for the seed is usually similar to
the converged result. Specifically, before an iteration starts, HC* estimates Pactive,
which is a set of the points that may be re-assigned in the following iterations,
and considers exclusively these points. Recall from Section 2.1 that an iteration
consists of two steps: the first reassigns points to their respective nearest centers
and the second computes the geometric centers of each cluster. HC* re-assigns only
the points of Pactive in the first step; whereas in the second step, for each cluster,
HC* computes its new geometric center based on the previous one and Pactive.
Specifically, for a cluster of points Pj, the geometric center mj is defined as mj[l] =∑
pi∈Pj(pi[l]/|Pj|) for every dimension 1 ≤ l ≤ d. HC* maintains an aggregate
point SUMj for each cluster such that SUMj[l] =
∑
pi∈Pj pi[l] (1 ≤ l ≤ d). The
geometric center mj can be thus computed using SUMj and |Pj|. If in the previous
step of the current iteration, one point pi in Pactive is reassigned from center mj to
another center mh, HC* subtracts pi from SUMj and adds it to SUMh.
Algorithm 13 illustrates the pseudo-code of HC* and clarifies the computation
of Pactive. HC* initializes Pactive with points that will change clusters in the first
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Algorithm 13 HC* (dataset P , k, center seed MS)
1: for each point pi ∈ P do
2: Compute d1(pi) = d(pi,mpi), d2(pi) = minmj∈MS−{mpi} d(pi,mj)
3: Build a heap H on P in increasing order of d2(pi)− d1(pi)
4: Compute set Pactive = {p|d2(pi)− d1(pi) < 0} using H
5: for each center mj ∈MS do
6: For each dimension l, SUMj[l] =
∑
pi∈Pj pi[l]
7: Initialize σ = 0, M = MS
8: while M does not converge do
9: for each point pi ∈ Pactive do
10: Assign pi to its nearest neighbor in M
11: if pi is re-assigned from center mj to mh then
12: For each dimension l, adjust SUMj[l] = SUMj[l]− pi[l] and SUMh[l] =
SUMh[l] + pi[l]
13: for each center mj ∈M , corresponding to mg ∈MS do
14: For each dimension l, mj[l] = SUMj[l]/|Pj|
15: Adjust σ = max(σ, d(mj,mg))
16: Update d1(pi) and d2(pi) for all pi
17: Adjust Pactive = {pi|d2(pi)− d1(pi) < 2σ} using the heap H
iteration (Lines 1-4), and after each iteration, it adds to Pactive an estimated point
set that will possibly change cluster in the next iteration (Line 17). Specifically,
for each point pi, it pre-computes: (i) d1(p), which is the distance between pi and
its assigned center mpi in the seed set MS, and (ii) d2(p2), the distance between p
and its nearest center in MS−{mpi}. Clearly, points satisfying d2(pi) ≤ d1(pi) are
re-assigned in the first iteration. HC* finds such points using a heap H sorted in
increasing order of d2(pi)−d1(pi) (Lines 3-4). During the iterations, HC* maintains
a value σ, which is the maximum distance that a center mj deviates its original
position m′ ∈MS in all previous iterations. After finishing an iteration, only points
satisfying the property d2(pi) − d1(pi) < 2σ may change cluster in the next one,
because in the worst case, mpi ∈ MS moves σ distance away from pi and another
center moves σ distance closer. HC* extracts such points from the heap H as the
new Pactive.
HC* is a simple variant of k-means algorithm simply utilizing the latest up-
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date locations, while the threshold assignment is another story. At time t =
0, the threshold assignment routine takes as input the objects’ locations P =
{p1, p2, . . . , pn} and the k-means set M = {m1,m2, . . . ,mk}, and outputs a set of
n real values Θ = {θ1, θ2, . . . , θn}. We formulate this task into a constrained opti-
mization problem, where the objective is to minimize the average update frequency
of the objects subject to the user’s tolerance ∆. Without any knowledge of the mo-
tion patterns, we assume that the average time interval between two consecutive
location updates of each object pi is proportional to θi. Intuitively, the larger the
threshold, the longer the object can move in an arbitrary direction without vio-







Given the objective function on the thresholds of the objects, the problem of
Reverse Uncertain Model (RUM) is discovering optimal threshold set {θ1, . . . , θn}
to minimize the objective function while maintaining the clustering uncertainty
within threshold ∆.
Definition 7.1. Reverse Uncertain Model
Given exact object set P = {p1, p2, . . . , pn}, output threshold set {θ1, θ2, . . . , θn},





, while any center in MT computed by
HC* is within distance ∆ from the corresponding center in MR computed by REF.
It is interesting to note that the problem faced in the real system is a little
different from the original problem in Definition 7.1. Except the timestamp t = 0,
the system does not know the exact locations of all the objects. Instead, only the
latest updated locations are available. Thus, it is more meaningful to investigate
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the following variant problem.
Definition 7.2. Individual Reverse Uncertain Model
Given an uncertain data set P = {(p1, θ1), . . . , (pn, θn)} and the update location of
the point pi, output the maximal θi, while any center in MT computed by HC* is
within distance ∆ from the corresponding center in MR computed by REF.
With the solution to problem in Definition 7.2, HC* algorithm computes the
threshold θi for object pi if it updates at some timestamp t. If there are multiple
objects updating at the same timestamp, these updates are serialized and processed
in order. This provides a simple and effective solution to HC* on threshold selection.
7.2 Threshold Assignment
In previous section, we formalize the threshold selection as an optimization prob-
lem on the thresholds. In this section, we investigate this optimization problem
systematically. Section 7.2.1 derives a mathematical formulation of the threshold
assignment problem. Section 7.2.1 proposes an effective algorithm for threshold
computation. Section 7.2.3 integrates the objects’ speed in the threshold compu-
tation, assuming that this knowledge is available.
7.2.1 Mathematical Foundation of Thresholds
To solve RUM and individual RUM, we derive constraints on the objective function,
transforming it into a mathematical optimization problem. Specifically, we utilize
the clustering uncertainty analysis on SUM in Chapter 5. In Section 5.2, we have
shown that the clustering uncertainty can be divided into two parts, intra cluster
uncertainty and inter cluster uncertainty. To construct the constraints to bound
the maximal clustering uncertainty, we quantitatively assign ∆1 and ∆2 to intra
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cluster uncertainty and inter cluster uncertainty, with ∆ = ∆1 + ∆2. A common
practice is dividing it equally, i.e. ∆1 = ∆2 = ∆/2.
Constraints on Intra Cluster Uncertainty
By Lemma 5.2, the intra cluster uncertainty on some center mj is the average
on all objects currently assigned to mj. To control the intra cluster uncertainty
within the threshold ∆1, it is straightforward to put the following constraint on




|Pj| ≤ ∆1 (7.2)
Constraints on Inter Cluster Uncertainty
By Theorem 5.1, we have shown how inter cluster uncertainty can be estimated
by the distances between the data points and centers. To bound the inter cluster
uncertainty within threshold ∆2, the constrains on each cluster center mj can be
stated as follows.






Y ′(pi,∆) > 0 (7.3)
By the definition in Chapter 5, with mpi denoting the current cluster center for





2 − (dl2(pi)−∆2)2 ∆2 ≤ dl2(pi)
(du1(pi) + ∆2)










(D(mj, pi)−∆− θi), 0
}
This directly leads to the following theorem on the condition of bounding inter
cluster uncertainty with threshold ∆2.
Theorem 7.1. The inter cluster uncertainty of M is no larger than ∆2, if
∑
U(pi)>0
U(pi)−min |Pi|(∆2)2 ≤ 0 (7.4)
with









7.2.2 Computation of Threshold
With the clear objective function and constraints on both intra cluster uncertainty
and inter cluster uncertainty, we develop efficient algorithms to solve the optimiza-
tion problem. We first consider the global optimization on a group of thresholds in
RUM and extends it to individual RUM later in this subsection.
Note that D(pi,mpi) and minmj 6=mpi D(pi,mj) are represented by d1(pi) and
d2(pi) in ZUM in Chapter 4, respectively. We will misuse them in current model,
to further simplifies the notation.
The original optimization problem is hard to solve, due to the complicated
constraints, especially on inter cluster uncertainty in Equation 7.4. Intuitively, we
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overcome the difficulty by optimizing the objective function in two steps. In the
first step, only constraints on intra cluster uncertainty in Equation 7.2 are posed on
the objective function, rendering a group of optimal thresholds Θ = {θ1, θ2, . . . , θn}.
In the second step, the thresholds are further reduced to meet all constraints for
inter cluster uncertainty.
If we only aim to optimize Equation 7.1 with constraints in Equation 7.2, it is
simple to apply Language Multiplier Method by introducing k factoring parameters
















s. t. ∀j :
∑
pl∈Pj
θl ≤ |Pj|∆1 (7.6)
The optimization problem has a simple solution, as
θ1 = θ2 = . . . = θn = ∆1 (7.7)
This completes the firs step of our threshold optimization. The second step is
much more difficult. Especially when U(pi) becomes negative with a small θi, the
contribution of pi on Equation 7.4 may vanish. In particular, U(pi) is positive, only
when
θi ≥ d2(pi)− d1(pi)− 2∆
2
(7.8)
Moreover, the max function in U(p) makes the whole function non-derivable,
leading to ineffectiveness on existing optimization method for continuous and deriv-
able functions. Our solution works as follows. Observe that U(pi) can be simplified
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if
θi ≤ d2(pi)−∆ (7.9)
If this is the case, the quadratic function U(pi) is reduced to a linear function
on θi as,
U(pi) = (d1(pi) + ∆)
2 + (d2(pi)−∆)2 + 2 (d1(pi)− d2(pi)) θi (7.10)
This also reduces Equation 7.4 to a linear function to all θi in consideration.
Thus, we simplify the optimization constraint by forcing θi ≤ minmj 6=mpi D(p,mj)−
∆. Applying Language Multiplier Method again on the new constraints, we find






















In Algorithm 14, the details on the threshold assignment are presented. The
algorithm assumes that all objects have positive U(pi), by including all object
from P in S. The threshold set Θ∗ = {θ∗1, . . . , θ∗n} are computed according to
the formulas derived above. If the outputted θ∗i satisfies both the constraints in
Equation 7.8 and 7.9 on object pi, we set θ as min{θ′i, θ∗i }, which is the temporary
threshold for the object pi. If θ
∗
i violates the positive U(pi) condition in Equation
7.8, we set the flag as false, because pi is supposed to have a negative U(pi). pi is
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Algorithm 14 Threshold Assignment (dataset P , k)
1: Compute Θ′ = {θ′1, θ′2, . . . , θ′n}
2: Initialize object set S = P
3: Compute Θ∗ = {θ∗1, θ∗2, . . . , θ∗n}, assuming all objects pi in S with U(pi) > 0
4: Set flag as true
5: for each pi ∈ P do
6: θi = θ
′
i
7: if θ∗i < θi then
8: if θ∗i satisfies Equation 7.8 and 7.9 then
9: θi = θ
∗
i
10: if θ∗i violates Equation 7.8 then
11: Remove pi from S, and set flag as false
12: if θ∗i violates Equation 7.9 then
13: θi = d2(pi)−∆
14: else
15: θi = θ
′
i
16: if flag is false then
17: go to step 3
18: else
19: Send thresholds θi to each point pi
thus removed from S and a new round of threshold computation is invoked. If θ∗i
violates Equation 7.9, U(pi) remains a quadratic function on θi, we reduce θ
∗
i to
d2(pi)−∆ to force the validity of this condition. It is straightforward to verify that
the final threshold result must be consistent with all constraints. Thus, the result
leads to a valid threshold assignment, with clustering uncertainty within tolerance
∆.
7.2.3 Utilizing the Change Rate
All the equations derived earlier in this section assumes that all objects are equally
weighted. In many applications, there is some extra information on the objects
about how fast they change their locations. In moving vehicle monitoring system,
for example, the speeds of the objects are usually recorded by the tracking system.
Intuitively, it is expected to assign faster objects with larger threshold θi, since it
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is more prone to updates. To utilize the change rates of the objects, we further
extend our analysis. The influence of change rate is reflected in the objective
function. Given the change rates of the objects, {s1, s2, . . . , sn}, the new objective






The new objective function implies that larger thresholds should be assigned
to objects with faster change rate to achieve a better system performance. While
the constrains on intra cluster uncertainty and inter cluster uncertainty remain the
same in Equation 7.2 and 7.4, the optimal thresholds with Equation 7.7 and 7.11
























With the new optimal thresholds computed with the equations above, the
threshold assignment runs as originally designed in Algorithm 14.
7.3 Experimental Results
This section compares TKM against REF using two datasets. In the first one, de-
noted as spatial, we randomly select the initial position and the destination of each
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object from a real dataset, California Roads1. Each object follows a linear trajec-
tory between the two locations in the road network. Upon reaching the endpoint, a
new random destination is selected and the same process is repeated. The second
dataset, denoted as Road [48], is based on the generator of [9] using sub-networks of
the San Francisco road map with about 10K edges. Specifically, an object appears
on a network node, completes a shortest path to a random destination and then
disappears. To ensure that the data cardinality n (a parameter) remains constant,
whenever an object disappears, a new one enters the system. In both datasets,
the coordinates are normalized to the range [0,1] on each dimension, and every
object covers distance 1/1000 per axis at each timestamp. In spatial, movement is
unrestricted, whereas in road, objects are restricted to move on the network edges.
REF employs standard k-means algorithm to re-compute the k-means set,
whereas TKM utilizes HC*. Since every object moves at each timestamp, there
are threshold violations in most timestamps, especially for small tolerance values.
This implies that TKM usually resorts to re-computation from scratch and the
CPU gains with respect to REF are mostly due to HC*. For the dissemination
of thresholds we use the single-cast protocol, where the server informs each ob-
ject individually about its threshold. Table 7.1 summarizes the parameters under
investigation. The default (median) values are typeset in boldface. In each experi-
ment we vary a single parameter, while setting the remaining ones to their median
values. The reported results represent the average value over 10 simulations. For
each simulation, we monitor the k-means set for 100 timestamps . We measure:
(i) the overall CPU time at the server for all timestamps, (ii) the total number of





Cardinality n (1000) 16,32,64,128,256 4,8,16,32,64
Number of centers k 2,4,8,16,32,64 2,4,8,16,32,64
Tolerance ∆ 0.0125,0.025,0.05,0.1,0.2 0.05,0.1,0.2,0.4,0.8













































(b) CPU time (sec.)
Figure 7.2: CPU time versus data cardinality
Figure 7.2 evaluates the effect of the object cardinality n on the computation
cost for the spatial and road datasets. The CPU overhead of REF is dominated by
re-computing the k-means set using standard k-means algorithm at every times-
tamp, whereas the cost of TKM consists of both k-means computations with HC*,
and threshold evaluations. The results show that TKM consistently outperforms
REF, and the performance gap increases with n. This confirms both the superior-
ity of TKM over REF and the efficiency of the threshold computation algorithm,
which increases the CPU overhead only marginally. An important observation is















































(b) Number of messages
Figure 7.3: Number of messages versus data cardinality
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Figure 7.3 illustrates the total number of messages as a function of n. In REF
all messages are uplink, i.e., location updates from objects to the server. TKM
includes also downlink messages, by which the server informs the objects about
their new thresholds. We assume that the costs of uplink and downlink messages
are equal. In both datasets, TKM achieves more than 60% reduction on the over-
all communication overhead. Specifically, TKM incurs significantly fewer uplink
messages since an object does not update its location while it remains inside its
threshold. On the other hand, the number of downlink messages in TKM never
exceeds the number of uplink messages, which is ensured by the threshold dis-
semination algorithm. Interestingly, the number of downlink messages in the road
dataset is smaller than in spatial. This is because TKM only updates the thresholds
of the objects lying close to the boundary of clusters (i.e. those in Pmove). In road,
objects’ movements are restricted by the road network, leading to highly skewed
distributions. Consequently, the majority of objects lie close their respective cen-
ters. In spatial, however, the distribution of the objects is more uniform; therefore,
a large number of objects lie on the boundary of the clusters.
n (103) REF TKM MaxDiff
16 142.23 142.15 0.18
32 289.58 289.40 0.34
64 566.25 566.14 0.70
128 1139.87 1139.64 1.40
256 2302.60 2302.22 2.82
Table 7.2: k-means cost versus data cardinality on Spatial
Having established the performance gain of TKM with respect to REF, we eval-
uate its effectiveness. Table 7.2 and Table 7.3 depict the average squared distance
achieved by the two methods versus n. The column Maximum Difference corre-
sponds to the maximum cost difference between TKM and REF in any timestamp.
Clearly, the average cost achieved by TKM is almost identical to that of REF.
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n (103) REF TKM MaxDiff
4 19.67 19.46 1.012
8 37.78 37.69 1.050
16 76.07 76.05 1.849
32 151.09 150.73 2.913
64 303.21 302.69 3.884
Table 7.3: k-means cost versus data cardinality on Road
Moreover, MaxDiff is negligible compared to the average costs, and grows linearly














































(b) CPU time (sec.)
Figure 7.4: CPU time versus k
Next we investigate the impact of the number of means k. Figure 7.4 plots
the CPU overhead as a function of k. TKM outperforms REF on all values of k,
although the difference for small k is not clearly visible due to the high cost of large
sets. The advantage of TKM grows with k because the first step of standard k-
means algorithm has to find the nearest center of every point, a process that involves
k distance computations per point. On the other hand, HC* only considers points
near the cluster boundaries, therefore saving unnecessary distance computations.
Figure 7.5 studies the effect of k on the communication cost. While consistently
better than REF, TKM behaves differently in the two datasets. In Spatial, the
number of uplink messages is stable, and the downlink messages increase with k.
This is because the objects are more uniformly distributed, and a larger k causes an














































(b) Number of messages
Figure 7.5: Number of messages versus k
On the other hand, in the Road dataset, the numbers of both uplink and downlink
messages decline with the increase of k. The dominating factor in road is the high
degree of skewness of the objects. A larger k fits this distribution better because
more dense areas are populated with centers. Consequently, the boundary area
decreases, leading to fewer downlink messages. The number of uplink messages
also decreases because the assigned thresholds are larger, since the objects are
closer to their respective centers.
k REF TKM MaxDiff
2 5552.35 5552.20 1.080
4 2231.06 2230.87 1.440
8 1156.37 1156.68 0.870
16 566.25 566.14 0.696
32 286.58 286.57 0.744
64 143.78 143.64 0.703
Table 7.4: k-means cost versus k on Spatial
k REF TKM MaxDiff
2 678.97 678.94 0.36
4 326.25 326.23 0.15
8 166.11 166.06 0.70
16 76.07 76.05 1.85
32 36.98 36.95 2.47
64 18.09 17.67 2.85
Table 7.5: k-means cost versus k on Road
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Table 7.4 and Table 7.5 measure the result quality as a function of k. The
average k-means cost of TKM and REF are very close for all values of k. In terms
of the maximum cost difference, the two dataset exhibit different characteristics.
The result of Spatial is insensitive to k, whereas in Road, the maximum difference
increases with k. The reason is that since the objects are skewed in Road, a slight
deviation of a center causes a large increase in cost. This effect is more pronounced
with large k, since the centers fit the distribution better. Nevertheless, the quality












































(b) CPU time (sec.)
Figure 7.6: CPU time versus ∆
The last set of experiments studies the effect of the user’s quality tolerance ∆.
Because REF does not involve ∆, its results are constant in all experiments, and
we focus mainly on TKM. Figure 7.6 demonstrates the effect of ∆ on the CPU
cost, where TKM is the clear winner for all settings. Specifically, its CPU time is
relatively stable with respect to ∆, except for very large values. In these cases, the
CPU time of TKM drops because at some timestamps, no objects issue location
updates (and the server does not need to perform any computation).
Figure 7.7 shows the impact of ∆ on the communication cost. The numbers of
both uplink and downlink messages drop as ∆ increases, with the former dropping
faster than the latter. Naturally, the number of uplink messages decreases because
the update frequency is inversely proportional to the threshold value. The downlink












































(b) Number of messages
Figure 7.7: Number of messages versus ∆
value of each threshold θ∗i increases as ∆ grows. According to the algorithm, when
θ∗i exceeds ∆1, the object’s threshold remains ∆1. Consequently, when ∆ is large,
many objects do not need to be updated by a downlink message. The second
reason is that for large ∆, at some timestamps there are no location updates, and
therefore, no threshold dissemination.
k REF TKM MaxDiff
0.0125 566.14 566.21 1.212
0.025 566.14 566.21 1.272
0.05 566.14 566.25 0.696
0.1 566.14 566.54 1.722
0.2 566.14 569.39 8.535
Table 7.6: k-means cost versus ∆ on Spatial
k REF TKM MaxDiff
0.05 76.05 76.05 0.072
0.1 76.07 76.05 0.651
0.2 76.07 76.05 1.849
0.4 76.87 76.05 7.535
0.8 81.56 76.05 13.829
Table 7.7: k-means cost versus ∆ on Road
Finally, Table 7.6 and Table 7.7 investigate the effect of ∆ on the result quality.
As expected, in both datasets the result quality drops with the larger ∆. This
is more pronounced in road due to the more skewed distribution. Observe that
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even when ∆ is very large (reaching 80% of the axis length in road), TKM is still
competitive in terms of quality.
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Chapter 8
Conclusion and Future Work
In this chapter, we conclude this dissertation and address some future work on the
basis of the proposed models and methods in this dissertation. In particular, Section
8.1 provides a brief summary on the contributions of the dissertation. Section 8.2
discusses possible applications of the proposed uncertain clustering algorithms in
two different domains, including data stream and privacy. Finally, Section 8.3
formalizes a few promising research directions to extend our current studies.
8.1 Summarization
This dissertation focuses on the analysis of the clustering uncertainties over highly
dynamic or uncertain objects in multi-dimensional space. While traditional clus-
tering methods is only applicable to certain data with exact information on every
attribute of every object, all of these methods encounter huge difficulties when the
objects can only provide approximate values, especially on measuring the robust-
ness (or uncertainty) of the clustering results. These problems prohibit the use of
clustering algorithms on the optimization of complex systems with quickly evolving
underlying data.
138
The Worst Case Analysis (WCA) framework provides a solid foundation on the
uncertainty clustering models, which shows a new measurement on the uncertainty
of the clustering. Specifically, given an uncertain data set, a clustering on the data
and a universal clustering algorithm, WCA framework estimates the uncertainty of
the clustering with the maximal cost difference between the current clustering and
any other clustering computed with some exact data satisfying the uncertain data
by the universal clustering algorithm.
WCA framework facilitates the developments of different uncertainty clustering
models. In this dissertation, four models including Zero Uncertain Model (ZUM),
Static Uncertain Model (SUM), Dissolvable Uncertain Model (DUM) and Reverse
Uncertain Model (RUM) are proposed. These models can be applied on different
applications with different requirements on the system.
As one of the most popular clustering algorithm, k-means algorithm is used as
the running example for all of the models in this dissertation. Based on the concept
of Maximal Region, it is shown that clustering uncertainty can be easily calculated
and manipulated with respect to k-means algorithm. This dissertation covers the
complete details on how to implement k-means algorithm with these models in an
efficient and effective manner.
Besides k-means algorithm, Gaussian Mixture Model is another important in-
vestigation direction in this dissertation. Unlike k-means clustering, Gaussian Mix-
ture Model assigns positive cluster probabilities to all point-cluster pairs, show-
ing strong abilities to distinguish clusters with large overlap. This dissertation
shows that Expectation-Maximization (EM) algorithm is also consistent with WCA
framework, leading to efficient algorithm for ZUM on Gaussian Mixture Model.
There are also a couple of applications of the uncertain clustering techniques. By
utilizing ZUM, for example, it is possible to dramatically accelerate the multi-run
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clustering algorithms, including both k-means and EM. RUM, as another exam-
ple, turns out to be effective on reducing the communication cost in the vehicle
monitoring system for cluster analysis.
8.2 Potential Applications
While this dissertation only covers a small fraction of possible applications with the
uncertainty clustering models, it is necessary to discuss more possible exploration
direction on the employment of these techniques.
8.2.1 Change Detection on Data Stream
Data stream is one of the hottest research areas in computer science. Given a fast
and infinite multi-dimensional object stream, it is only possible to scan the whole
data set once, due to the constraints on both memory consumption and speed
requirement.
One of an interesting topic on data stream is how to effectively and efficiently
detect the distribution change on the data stream. In scenarios, such as network
monitoring, it is important for the analyst to discover the change of the underly-
ing distribution quickly to be aware of any potential problems with the network
infrastructure.
In [56], Song et al. presented some statistics-based solutions to change detection
on data stream. While statistics provides a strong guarantee on the detection
accuracy, the efficiency remains an open issue to improve. Given the fact that
clustering renders a concise summarization on the distribution of the underlying
data, it it thus straightforward to employ the difference on clustering to measure
the change of the distribution. With algorithms with Zero Uncertain Model, we are
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able to directly estimate how much the k-means clustering or Gaussian Mixture
Model have changed when points are inserted and deleted. This implies that a
more efficient solution can be derived by applying ZUM on data stream.
Figure 8.1: Detecting distribution change on data stream
In Figure 8.1, we present an example to illustrate the connection between distri-
bution change and clustering. On the left figure, the data objects form two clusters
in the 2-dimensional space. When some old objects are removed and new objects
are inserted, the distribution changes. Correspondingly, the centers of the optimal
2-means clustering also move. Thus, monitoring the clustering with appropriate
parameters provides an effective way to estimate the distribution change.
8.2.2 Privacy Preserving Data Publication
Data publication with personal information protection is considered one of the
most important problems in privacy preservation on large database. A common
solution to privacy preservation is artificially adding uncertainties to exact personal
information record, such as k-anonymous [54, 57], l-diversity [43] and ANATOMY
[64]. However, all of these techniques are proposed to reduce the distortion on the
individual records, without taking the data distribution into consideration.
By introducing Reverse Uncertain Model (RUM) into privacy data publication
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problem, new opportunities are released to maintain a rough data distribution
while hiding the sensitive personal information. In particular, each data record
is represented by a circle covering the true value. To disable the adversary to
detect the true identities of the records, circle overlaps are purposefully generated
to reduce the possibility of accurate identification.
Figure 8.2: Protecting sensitive personal records without affecting the global dis-
tribution
Consider the example shown in Figure 8.2. Given the personal records marked
with red points in 2-dimensional space, each record is transformed to a circle which
exactly covers the original record. To guarantee the safety of personal identities, we
require each personal record is covered by at least 2 circles. With this constraint,
even the adversary happens to know the exact information of one record, he remains
unable to identify him, since there are at least two uncertain points satisfying it.
On the other hand, the global distribution is well preserved, with two clusters on
the left-bottom corner and right-top corner respectively.
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8.3 Possible Research Directions
There are also a few interesting research directions to explore in the future. In this
section, we briefly introduce two of them, about uncertain clustering on graph data
and more robust uncertainty clustering frameworks, respectively.
8.3.1 Graph Clustering
In this dissertation, we discuss the uncertain clusterings with multi-dimensional
data, each record of which is represented by a vector of fixed dimensionality. Graph
data is another mainstream representation of data in many applications, such as
social network. Clustering problem on graph data is also a well studied topic in
both algorithmic community and data mining community. However, similar to
uncertain clustering in multi-dimensional space, the studies on discovering robust












Figure 8.3: Uncertain clustering on probabilistic graph data
A typical uncertain graph is presented in Figure 8.3. Different from traditional
certain graph, there is a probability associated with each edge in the graph, which
indicates the likelihood on the existence of the edge. On the data in this Figure,
for example, there are obviously two clusters, which own dense probabilistic sub-
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graphs on the left and right sides. On more complicated and huge social network
graphs, the problems becomes much more challenging because the combinations
of the possible graphs increases exponentially. To overcome such difficulties, more
robust uncertain clustering models and methods are necessary.
8.3.2 New Uncertainty Clustering Framework
All the models and methods introduced in this dissertation are based on Worst Case
Analysis (WCA) framework. While this framework is robust and general enough
to handle many of the problems in real systems, there are also some disadvantages
on the framework.
In WCA framework, there is no distribution information necessary for the analy-
sis and computation. This improves the adaptivity of our models, since it is usually
not easy to retrieve the exact distribution of the objects in the real world. However,
there is sometimes some rough approximation on the object distribution available.
WCA framework has to discard all such information, by simply transforming all
objects into circles in the corresponding space. The following question is how we
can fully utilize such approximate distribution, without affecting the robustness of
the existing models.
Another problem with WCA framework is its continuous space limitation. All
the values of the objects on all dimensions must be in continuous ranges, while
many real data possess categorical values on many of the attributes, such as gender
and marital status. Our current models are not strong enough to handle such
categorical data. In WCA framework, the uncertainty of the object is measured
by the radius of the uncertain sphere. Given categorical values, we are forced to
find some other uncertainty measure to replace the current one. This raises new
challenges to the potential frameworks in the future, which are expected to be
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consistent with both numerical and categorical attributes.
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