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Quantum Fourier transform and tomographi Renyi
entropi inequalities
M. A. Man'ko
∗
, V. I. Man'ko
†
Àííîòàöèÿ
Renyi entropy assoiated with spin tomograms of quantum states is shown to obey to new
inequalities ontaining the dependene on quantum Fourier transform. The limiting inequality
for the von Neumann entropy of spin quantum states and a new kind of entropy assoiated
with quantum Fourier transform are obtained. Possible onnetions with subadditivity and
strong subadditivity onditions for tomographi entropies and von Neumann entropies are
disussed.
keywords: un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1 Introdution
In previous work [1℄, the probability-operator-symbol framework for quantum information was
onstruted. In this approah, quantum-information ingredients like qubits, qudits, and the operators
providing the desription and onnetion of the qudit states are given in the form of funtions
alled the operator symbols. For the operator symbols, the produt rule alled the star-produt is
determined by using an integral nonloal kernel [2℄. For the both pure and mixed qudit states, the
operator symbols of their density operators are standard probability-distribution funtions. Sine
the qudit states for multipartite systems are desribed by standard probability distributions, all
the harateristis of the distributions inluding Shannon entropy [3℄ and Renyi entropy [4℄ an be
used to introdue in quantum information [1℄ the operator-symbol entropies like, e.g., operator-
symbol Renyi entropies, operator-symbol relative q-entropy. Sine the Shannon entropy is the
limiting ase of the Renyi entropy, the orresponding analogs of the operator-symbol Shannon
entropy and the properties of this entropy an be obtained in quantum information within the
introdued operator-symbol framework.
In quantum mehanis and quantum information, there is a fundamental feature distinguishing
their quantum nature from their lassial ounterparts, that is the unertainty relations. The
unertainty relations by Heisenberg [5℄ and by Shrodinger [6℄ and Robertson [7, 8℄ written for
onjugate variables like positions and momenta were also aompanied by the so-alled entropi
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unertainty relations. The entropi unertainty relations for the ontinuous variables were written
in the form of inequalities for Shannon entropy assoiated with the position and momentum
probability densities in [911℄.
Within the operator symbol framework, in quantum information the subadditivity and strong
subadditivity onditions were obtained for probability distribution desribing qudit quantum states
(alled spin tomograms) [1℄. Also some relations of the inequalities with subadditivity and strong
subadditivity onditions for the von Neumann entropy were laried. In fat, within the operator
symbol framework, the tomographi map of unitary group U(n) onto simplex was given and,
in view of this map, the notion of Shannon entropy, Renyi entropy, and other entropies were
introdued for unitary group.
The entropi unertainty relations for nite-dimensional quantum systems were obtained in
the form of inequalities for Shannon entropies assoiated with probability distributions related
to measuring nonommuting observables in [1216℄. The unertainty relations for Renyi entropy
for the position and momentum distributions and for nite-dimensional systems with measuring
observables related by quantum Fourier transform were obtained in [17℄. There exist for bipartite
and tripartite systems the known inequalities for the von Neumann entropy alled subadditivity
and strong subadditivity onditions [18, 19℄.
The aim of this work is to review the results of [1℄ and extend the study of entropi inequalities
like subadditivity and strong subadditivity onditions obtained in the previous work on the
probabilisti operator symbol framework in quantum information and to nd new entropi inequalities
for spin tomograms whih are analogs of entropi inequalities disussed in [1217℄. For ontinuous
variables, the entropi inequalities for quantum sympleti tomogram were disussed in [2025℄.
The essential aspet of the new inequalities is that they are losely related to properties of quantum
Fourier transform disussed in [26℄ and used in quantum information (see, for example, [2729℄).
The quantum Fourier transform as an important ingredient plays a key role in quantum omputing,
quantum information proessing.
1
We will get entropi inequalities whih provide some onstrains for unitary spin tomograms
onneting them with lnN , where N is dimension of Hilbert spae. The number lnN has appeared
in entropi inequalities in earlier works [1214,16℄ but a new element of the present study is that
lnN is diretly assoiated with tomographi-probability distribution determining the qudit state
in the probability operator symbol framework in quantum information.
2 Spin tomograms
Given an N-dimensional Hilbert spae of spin system. One an interpret the Hilbert spae either
as the state spae for one partile with spin j = (N−1)/2 or in the ase of produt representation
of number N = n1n2 . . . nM as the spae of multipartite spin system with j1 = (n1 − 1)/2, j2 =
(n2 − 1)/2, . . . , jM = (nM − 1)/2. The N×N density matrix ρ of the quantum state an be
represented by the unitary tomogram of the spin state [30℄.
In the ase of spin state with j = (N − 1)/2, the tomogram is dened by the relation
w(m, u) = 〈m | u†ρu | m〉, (1)
1
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where ρ is the density matrix, u is N×N unitary matrix and semi-integers m = −j,−j + 1, . . . , j
are values of spin projetion on the z axis. The tomogram w(m, u) is nonnegative probability
distribution funtion of random spin variable satisfying the normalization ondition
j∑
m=−j
w(m, u) = 1 (2)
and the equality ∫
w(m, u) du = 1, (3)
where du is Haar measure on unitary group with normalization∫
du = 1. (4)
The important property of tomogram (1) is that its onnetion with density matrix ρ is bijetive,
i.e., ρ↔ w(m, u) [1℄. This means that the quantum state is given if the tomogram is known [31,32℄.
3 Quantum Fourier transform
The symmetri unitary N×N matrix F with matrix elements Fjk = 1√N exp
(
2pii
N
jk
)
(j, k =
0, 1, . . . , N − 1), whih are haraters of irreduible representation of yli group CN , an be
used to provide invertible map of normalized omplex vetor ~a with omponents ak onto omplex
vetors ~a(f) with omponents a
(f)
k as follows:
a
(f)
k =
N−1∑
j=0
Fkjaj , ak =
N−1∑
j=0
(F †)kja
(f)
j . (5)
The matrix F with matrix elements Fkj satises the equality
FN = 1. (6)
The map (5) is alled the quantum Fourier transform for yli group CN .
If one uses the usual labels for spin projetion m = −j,−j + 1, . . . , j, the operator Fˆ for
quantum Fourier transform an be dened as
Fˆ | m〉 =
j∑
m′=−j
Fm′m | m′〉, (7)
where the symmetri matrix
Fm′m = 〈m′ | Fˆ | m〉 (8)
has the form
Fm′m =
1√
N

1 1 1 · · · 1
1 a a2 · · · aN−1
1 a2 a4 · · · aN−2
· · · · · · · · · · · · · · ·
1 aN−1 aN−2 · · · a
 , a = exp
(
2πi
N
)
. (9)
Thus the unitary operator of quantum Fourier transform reads
Fˆ =
j∑
m=−j
j∑
m′=−j
Fm′m | m′〉〈m | . (10)
In view of (6), one has (Fˆ )N = 1ˆ, where 1ˆ is the identity operator.
4 Shannon and Renyi tomographi entropies
Following standard denitions of probability theory, one an introdue Shannon [3℄ tomographi
entropy [1,33℄ and Renyi [4℄ tomographi entropy [1℄. The Shannon tomographi entropy (operator-
symbol Shannon entropy) is the funtion on unitary group
Hu = −
j∑
m=−j
w(m, u) lnw(m, u). (11)
The Renyi tomographi entropy (operator symbol Renyi entropy) is also the funtion on the
unitary group and it depends on extra parameter
Ru =
1
1− q ln
 j∑
m=−j
(w((m, u))q
 . (12)
Likewise for two spin tomograms w1(m, u) and w2(m, u), we dene the operator symbol relative
q-entropy
Hq(w1(u)|w2(u)) = −
j∑
m=−j
w1(m, u) lnq
w2(m, u)
w1(m, u)
(13)
with
lnq x =
x1−q − 1
1− q , x > 0, q > 0, lnq→1 x = ln x. (14)
The relative tomographi q-entropy is nonnegative.
For q → 1, Ru → Hu and the operator symbol relative q-entropy beomes operator symbol
relative entropy
H(w1(u)|w2(u)) = −
j∑
m=−j
w1(m, u) ln
w2(m, u)
w1(m, u)
. (15)
As was shown in [1℄, the minimum over unitary group of the operator symbol Renyi entropy is
equal to quantum Renyi tomographi entropy
min Ru =
1
1− q lnTr ρ
q. (16)
Also the relative entropy (13) is nonnegative funtion for any admissible deformation parameter
q.
The minimum of entropy Hu given by (11) over the unitary group is equal to von Neumann
entropy [1, 33℄, i.e.,
min Hu = −Tr ρ ln ρ. (17)
5 Shannon entropi inequalities in measuring
nonommutative observables
In this setion, we review known entropi inequalities [1216℄ whih appear in the problem of
measuring two observables Aˆ and Bˆ in nite Hilbert spae.
Let the spetral deompositions of Hermitian operators Aˆ and Bˆ read
Aˆ =
∑
k
Ak | ak〉〈ak |, Bˆ =
∑
k
Bk | bk〉〈bk |, k = 1, . . . , N, (18)
where Ak and Bk are eigenvalues of the observables and | ak〉 and | bk〉 are their orthonormal
systems of eigenvetors.
For pure state | ψ〉, one has two probability distributions
pk = |〈ak | ψ〉|2, qk = |〈bk | ψ〉|2. (19)
The orresponding Shannon entropies onneted with these two distributions read
Hp = −
∑
k
pk ln pk (20)
and
Hq = −
∑
k
qk ln qk. (21)
They satisfy the inequality found in [34℄
Hp +Hq ≥ −2 ln 1
2
(1 + c), (22)
where the bound c is determined by maximum values of salar produt modulus
c = max
j,k
|〈aj | bk〉|. (23)
In [35℄ the inequality was onjetured to be improved
Hp +Hq ≥ −2 ln c (24)
and in [12℄ it was proved.
For the ase of observables Aˆ and Bˆ with eigenvetors providing mutually unbised bases | ak〉, |
bk〉 (see [14, 26℄), i.e.,
max |〈ai | bj〉| = 1√
N
, (25)
inequality (24) reads [14℄
Hp +Hq ≥ lnN. (26)
Thus the dimensionality of Hilbert spae N appears in the entropi inequality.
The problem of mutually unbiased bases is related to geometry of nite Hilbert spaes [36,37℄.
It was widely disussed in onnetion with onstruting the Wigner funtion for nite Hilbert
spae and quantum ryptography (see, for example, [27, 3841℄).
The entropi inequalities for Shannon entropy an be also obtained in studying the problem
of measuring several nonommutative observables with orthonormal sets of eigenvetors whih
satisfy the ondition (25) (see [14,15℄). In [13℄ the entropi inequalities for Tsallis entropy related
to ontinuous variables were obtained on the base of Sobolev inequalities while in [17℄ the analogous
entropi unertainty relations for Renyi entropy both for nite Hilbert spae and for ontinuous
variables were presented.
6 Known inequalities for bipartite and tripartite systems
The operator symbol entropies satisfy some known inequalities found in [1℄. For example, if the
spin system is bipartite, i.e., one has spin j1 and j2, the basis in tensor produt spae reads
| m1m2〉 =| m1〉 | m2〉. (27)
In this ase, the tomogram is the joint-probability distribution of two random spin projetions
m1 = −j1,−j1 + 1, . . . , j1 and m2 = −j2,−j2 + 1, . . . , j2 depending on (2j1 + 1)(2j2 + 1)×(2j1 +
1)(2j2 + 1) unitary matrix u. The tomogram reads
w(m1, m2, u) = 〈m1m2 | u†ρ(1, 2)u | m1m2〉, (28)
where ρ(1, 2) is the density matrix of bipartite system with matrix elements
ρ(1, 2)m1m2,m′1m′2 = 〈m1m2 | ρ(1, 2) | m′1m′2〉. (29)
For the tomogram, one an introdue the Shannon entropy H12(u) as
H12(u) = −
j1∑
m1=−j1
j2∑
m2=−j2
w(m1, m2, u) lnw(m1, m2, u) (30)
and the entropy satises the subadditivity ondition for all elements of the unitary group
H12(u) ≤ H1(u) +H2(u), (31)
where H1(u) and H2(u) are Shannon entropies assoiated with subsystem tomograms
w1(m1, u) =
j2∑
m2=−j2
w(m1, m2, u) (32)
and
w2(m2, u) =
j1∑
m1=−j1
w(m1, m2, u) (33)
as follows:
Hk(u) = −
jk∑
mk=−jk
wk(mk, u) lnwk(mk, u), k = 1, 2. (34)
From this inequality, in view of the relation between the von Neumann and operator symbol
entropies, follows the known inequality [1℄, whih is subadditivity ondition for orresponding von
Neumann entropy for bipartite system
S12 ≤ S1 + S2, (35)
where
Sk = −Tr ρk ln ρk, k = 1, 2 (36)
and
ρ1 = −Tr2 ρ(1, 2), ρ2 = −Tr1 ρ(1, 2). (37)
For tripartite spin system with spins j1, j2, j3 and density matrix ρ(1, 2, 3), the spin tomogram
reads
w(m1, m2, m3, u) = 〈m1m2m3 | u†ρ(1, 2, 3)u | m1m2m3〉. (38)
One assoiates with this tomogram the Shannon entropy H123(u). This entropy satises inequality,
whih is the strong subadditivity ondition on the unitary group. It reads [1℄
H123(u) +H2(u) ≤ H12(u) +H23(u), (39)
where
H123(u) = −
j1∑
m1=−j1
j2∑
m2=−j2
j3∑
m3=−j3
w(m1, m2, m3, u) lnw(m1, m2, m3, u) (40)
and entropies H12(u), H23(u), and H2(u) are dened by means of projeted tomograms
w12(m1, m2, u) =
j3∑
m3=−j3
w(m1, m2, m3, u), (41)
w23(m2, m3, u) =
j1∑
m1=−j1
w(m1, m2, m3, u), (42)
w2(m2, u) =
j1∑
m1=−j1
w12(m1, m2, u). (43)
New inequality (39) does not ontradit the known strong subadditivity ondition for von Neumann
entropy [18, 19℄
S123 + S2 ≤ S12 + S23, (44)
where
S123 = −Tr ρ123 ln ρ123, (45)
and other entropies are von Neumann entropies for redued density matries ρ(1, 2) = Tr3ρ(1, 2, 3)
and ρ(2, 3) = Tr1ρ(1, 2, 3).
Inequalities (31) and (39) are new inequalities for omposite quantum nite-dimensional systems
obtained in [1℄.
7 New inequalities for Renyi operator symbol entropies
In this setion, we ontinue the study of tomographi entropies along the line of our previous
work [1℄ and derive new inequalities for spin tomographi entropies related to quantum Fourier
transform. For ontinuous onjugate variables (position and momentum), the inequalities for
Renyi entropy assoiated with probability densities in position and momentum were obtained
in [17℄. These inequalities were used to obtain new integral inequalities for sympleti and optial
tomograms in [20,2225℄. In [17℄ for N-dimensional Hilbert spae the analog of unertainty relation
for the Renyi entropies was given in the form
1
1− α ln
(
N∑
k=1
p˜αk
)
+
1
1− β ln
(
N∑
l=1
pβl
)
≥ lnN, (46)
where
p˜k =| a˜k |2, pl =| al |2, 1
α
+
1
β
= 2, (47)
and the omplex numbers a˜k and al are onneted by the quantum Fourier transform
a˜k =
1√
N
N∑
l=1
exp
(
2πikl
N
)
al. (48)
Below we use the inequalities to obtain new inequalities for Shannon and Renyi entropies assoiated
with unitary spin tomograms. The spin tomogram of a state with density operator ρ an be
onsidered as a olumn probability vetor on unitary group with the omponents wm(u). Then we
an introdue another N-vetor with omponents pm(u) =
√
wm(u). Applying inequality (46) to
these vetors and the notation∣∣∣∣∣∣
j∑
m′=−j′
Fmm′
√
w(m′, u)
∣∣∣∣∣∣ =
√
wF (m, u), (49)
where Fmm′ is given by (9) and wF (m, u) is the probability distribution, we obtain inequality
1
1− α ln
 j∑
m=−j
w(m, u)α
+ 1
1− β ln
 j∑
m=−j
wF (m, u)
β
 ≥ lnN. (50)
Also using for pure state | ψ〉 the denition of spin tomogram, we obtain another similar inequality
1
1− α ln
 j∑
m=−j
w(m, u)α
+ 1
1− β ln
 j∑
m=−j
w(m,Fu)β
 ≥ lnN, (51)
where F is quantum Fourier transform matrix. We an onjeture that the above inequality (51)
is valued also for mixed state.
Thus one has for Renyi entropy (12) the inequality for eah unitary matrix
Rα(u) +Rβ(Fu) ≥ lnN. (52)
Thus the unitary spin tomogram of the partile with spin j for the state with N×N density matrix
ρ, where N = 2j+1, must satisfy inequality (51). In the limit α→ 1, β → 1, one gets inequalities
for Shannon entropy of the spin state
H(u) +H(Fu) ≥ lnN. (53)
Another inequality reads
H(u) +HF (u) ≥ lnN, (54)
where HF (u) is the Shannon entropy assoiated with the probability distribution wF (m, u).
For the minimum value of the Shannon entropy realized for unitary matrix u0, one has the von
Neumann entropy
H(u0) = SvN. (55)
Inequality (53) written for u0
H(u0) +H(Fu0) ≥ lnN (56)
provides the inequality for the von Neumann entropy
SvN + S(Fu0) ≥ lnN, (57)
where S(Fu0) is a new entropy. It has the following physial meaning. If the density operator ρˆ
of the quantum state of spin is given in the form of spetral deomposition
ρˆ =
j∑
q=−j
λq | q〉〈q |, (58)
one an identify the eigenstate | q〉 of the density operator ρˆ with position state. In the approah
with mutually unbiased bases and Wigner funtion for nite Hilbert spae [26,27,3842℄, the states
| p〉 = Fˆ | q〉, (59)
where Fˆ is the Fourier transform operator, are interpreted as momentum eigenstates. The matrix
elements
〈p | Fˆ | q〉 = Fpq (60)
provide the matrix F whih oinides with the Fourier transform matrix. Thus we have the
interpretation of the new inequality in the same manner as it was done in the ase of ontinuous
variables. The new entropy S(Fu0) in (57) is the Shannon entropy for momentum distribution, if
we identify the standard von Neumann entropy with Shannon entropy for position distribution.
Let us onsider the example of qubit state with density matrix
ρ =
(
1 0
0 0
)
. (61)
Position operator qˆ is σz matrix and momentum operator pˆ is σx matrix. Two position eigenvetors
| q〉 are
(
1
0
)
and
(
0
1
)
and two momentum eigenvetors | p〉 are 1√
2
(
1
1
)
and
1√
2
(
1
−1
)
. The
matrix F reads
F =
1√
2
(
1 1
1 −1
)
. (62)
The matrix u0 = 1. Inequality (57) is saturated sine
SvN = 0, S(F ) = ln 2 (63)
and
SvN + S(F ) = ln 2 ≥ ln 2. (64)
Also the inequality for Renyi entropy is saturated
Rα(u0) +Rβ(Fu0) = ln 2 ≥ ln 2. (65)
In the onsidered example, the | q〉 and | p〉 vetors form that is alled mutually unbiased bases
[3942℄.
One should note that there are Shannon entropi unertainty relations for distributions assoiated
with set of mutually unbiased bases [15℄ and with pairs of orthogonal bases [12℄. In the ase where
mutually unbiased bases are onneted by quantum Fourier transform, our result (56) oinides
with [12℄.
In [1℄ group average Shannon and Renyi entropies were introdued.
Due to invariane of Haar measure, one an onlude that the group average Shannon tomographi
entropy satises the inequality
H¯ =
∫
H(u) du ≥ 1
2
lnN. (66)
Also for group average Renyi entropy (12), one has
R¯αβ =
∫
Rα(u) du+
∫
Rβ(u) du ≥ lnN, 1
α
+
1
β
= 2. (67)
To illustrate the inequalities obtained, let us now disuss the mixed state of qubit with diagonal
density matrix
ρ =
(
a 0
0 b
)
, a+ b = 1. (68)
Then inequality (53) an be visualized as follows.
Von Neumann entropy of this state
SvN = −a ln a− b ln b. (69)
The density matrix subjeted by quantum Fourier transform (62) reads
F †ρF =
(
1/2 (a− b)/2
(a− b)/2 1/2
)
. (70)
Its tomographi entropy
H(Fuo) = ln 2, u0 = 1. (71)
Thus inequality (53) looks as follows:
− a ln a− b ln b+ ln 2 ≥ ln 2, (72)
whih only means that von Neumann entropy is nonnegative. But inequality (54) gives better
estimation sine the number ln 2 is replaed by a smaller number. In fat, the tomographi-
probability vetor of the qubit state
~w =
(
a
b
)
(73)
is assoiated to the probability-amplitude vetor with positive omponents
~W =
( √
a√
b
)
(74)
Then after making the quantum Fourier transform of this vetor, we get the olumn vetor
~WF =
1√
2
( √
a+
√
b√
a−√b
)
. (75)
The probability-distribution vetor assoiated to the above probability-amplitude vetor reads
~wF =
(
(1/2) +
√
ab
(1/2)−√ab
)
. (76)
Thus we apply inequality relating Shannon entropies to two vetors (74) and (76) and obtain
− a ln a− b ln b−
(
1
2
+
√
ab
)
ln
(
1
2
+
√
ab
)
−
(
1
2
−
√
ab
)
ln
(
1
2
−
√
ab
)
≥ ln 2, (77)
or
SvN −
(
1
2
+
√
ab
)
ln
(
1
2
+
√
ab
)
−
(
1
2
−
√
ab
)
ln
(
1
2
−
√
ab
)
≥ ln 2. (78)
This inequality is not that obvious though we know that SvN ≥ 0.
Some inequalities for unitary matrix an be obtained.
Let us onsider N×N-unitary matrix ujk. One has the inequality
−
N∑
j=1
(
|ujk|2 ln |ujk|2 + |(Fu)jk|2 ln |(Fu)jk|2
)
≥ lnN (79)
or
−
N∑
j=1
N∑
k=1
(
|ujk|2 ln |ujk|2 + |(Fu)jk|2 ln |(Fu)jk|2
)
≥ N lnN, (80)
where Fjk is the Fourier transform matrix. Integrating inequality (79) over the unitary group with
Haar measure normalized as in (3) one has the inequality
−
∫  N∑
j=1
|ujk|2 ln |ujk|2
 du ≥ 1
2
lnN. (81)
We demonstrated on the example of qubit that for tomograms of the spin states onneted
by quantum Fourier transforms one has onstraints in the form of inequalities for Shannon
tomographi entropies. One an demonstrate analogous onstraints for Renyi tomographi entropies
too.
8 Conlusions
We point out that there exist several inequalities for Shannon and Renyi entropies assoiated to
spin quantum state tomograms. These inequalities provide extra information theory onstraints
in addition to known subadditivity and strong subadditivity onditions. Physial and information
meaning of the inequalities obtained needs extra lariation.
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