Motivated by duality in traditional signal processing, we investigate the concept of duality for graph Fourier transforms. Given two graphs, we define their dualness, a measure of how close the graphs are to being (signal processing) duals of each other. We show that this definition satisfies some desirable properties, and develop an algorithm based on co-ordinate descent and perfect matching to compute the dualness when the graphs have distinct eigen values.
INTRODUCTION
Signal indexed by the vertices of a graph have long been used to model data residing on complex and irregular structures. Such models are useful in many applications, including analysis of sensor and traffic networks [1] , image processing [2] and biological networks [3] . Graph signal processing [4] has emerged as a principled framework to extend concepts and techniques from traditional signal processing to graph signals. While classical Fourier transform expresses a signal in terms of complex exponentials [5] , Graph Fourier transform (GFT) expresses a graph signal in terms of eigen-vectors of the adjacency or the Laplacian matrix of the graph. The GFT of a graph signal gives us the graph frequency components, much like the Fourier transform gives us the frequency components. The Laplacian based GFT has a frequency or variation based interpretation like the classical Fourier transform, whereas the adjacency based approaches readily generalize the shift operator from classical signal processing [3] [6] . Recent work in this field has extended concepts like filtering and sampling to graph signals (see [7] , [8] [9] , [10] for a few references).
In graph signal processing, signals reside on the vertices of a graph, and the topology of the graph encodes the inherent ordering or relationship between signal components. However the graph frequency components are usually assumed to be linearly ordered [6] [4], [11] : this has consequences for defining frequency bands, smoothness, sampling patterns and filtering schemes. The existence of sparse eigen vectors for certain graphs (for e.g. star graphs) [12] [13] suggests that the frequency components (especially those corresponding to sparse eigen vectors) correspond to signals in different regions of the graph. Thus a linear ordering might not best describe the underlying relationship between graph frequency components. We can attempt to establish a certain symmetry between graph-time and graph-frequency domains -in particular we can require that graph Fourier transform components themselves must reside on vertices of a (frequency domain) graph.
Such a symmetry between time and frequency domains is captured by the concept of duality in traditional signal processing. Duality between time and frequency domains is an important property of Fourier transforms, and has been heavily used in discrete time analysis [14] . Duality leads to the concept of Fourier transform pairs, and helps in applying algorithms developed for the time domain to frequency domain. In this work, we attempt to generalize the concept of duality to graph signal processing. In particular, we try to identify a pair of graphs G 1 and G 2 as duals -ideally, for signals residing on the graph G 1 ; their GFT resides on the dual graph G 2 , and applying GFT again gives us back the original signal on G 1 .
In Section 3 we discuss prior work on duality for graph signal processing, build towards a preliminary definition and discuss the key challenges. We then define the dualness of a pair of graphs G 1 and G 2 , which measures how close G 1 and G 2 are to being duals. In section 4, we discuss algorithms to compute dualness under some assumptions. In section 5 we discuss some examples and simulation results. In section 6 we summarize the key limitations, possible generalizations and future directions. Our main contribution is a measure of dualness of a pair of graphs, some properties, and algorithms to compute the dualness.
NOTATION
Given a (weighted) graph G, we denote by A G the adjacency matrix of G, and by V G denote the set of all eigen-vector matrices of G: for every V ∈ V G there exists a diagonal matrix (of eigen values) Λ such that A G = V ΛV T Given a graph signal x on G, its GFT can be defined by V T x for some V ∈ V G . Note in particular, as highlighted by previous works in [3] [12] for example, that the GFT is not uniquely defined, as V G contains many matrices. Note that the adjacency matrix is symmetric with zero diagonal and non negative off diagonal entries.
We denote by tr(A) the trace of a square matrix A, and by A F = tr(A H A) the Frobenius norm of a matrix A. Note that if V, U are any unitary matrix (
A complex unit is a complex number with absolute value 1. For a complex number z, the real part of z is denoted by ℜz. For a matrix A, the entries are denoted by A ij , the conjugate matrix byĀ, and the matrix containing absolute values of the entries in A by |A|. The Hadamard or element-wise product of matrices A and B is written A ⊙ B. We denote by 1 a vector of all 1 ′ s, by diag(x) a diagonal matrix with x as the diagonal, and by diag(D) the diagonal of a matrix D.
Most of the simulations are carried out on Erdős-Rényi graphs -G(N, p) denotes an Erdős-Rényi graph on N nodes with edge probability p.
DUALITY IN GSP
Let us first start with the following preliminary analysis -consider a graph signal on G 1 , and its GFT V T x that resides on the dual graph G 2 (assume without loss of generality that V is real). Applying the GFT again leads to W T V T x: so that to get back the original signal we require that W = V T : the eigen vector matrix of the G 2 must be the transpose of the eigen vector matrix of G 1 . Thus to find the dual we need to construct a graph whose eigen vector matrix is V T : this can be done by solving an appropriate feasibility problem as in [15] . Letṽ k represent the k th column of V , then the adjacency matrix of the graph with eigen vector matrix V T is given by
. . , λ n ) is the (yet unknown) matrix of eigen values. We can find the unknown eigen values by solving the linear program
where the last constraint assumes no isolated nodes in the graph and imposes a normalization to avoid the all zero solution. Similar solutions to find graphs with a given set of eigenvectors have been used in the graph learning literature, see [16] for details. However, there is no guarantee that the linear program above is feasible. Indeed, with our experiments on ER graphs, we observe that for almost 2000 graphs in G(20, 0.5), the feasibility problem above does not have a solution.
One of the key issues is that the graph eigen-vector matrix V itself is not uniquely defined. For instance, multiplying some of the columns of V with −1 gives another valid eigen-vector matrix; the transpose of such an eigen vector may potentially provide a solution to the feasibility problem in (1). In particular, the choice of the eigen vector matrix in V G seems to matter: given a choice of V 1 ∈ V G1 for graph
as a dualness measure between the eigen-vector matrices V 1 and V 2 of G 1 and G 2 respectively. Consequently, the dualness measure of a pair of graphs can be defined as
and the dual G * of a graph G may be defined as
Note that the definition in (3) is potentially ambiguous, since there could be many graphs achieving the smallest dualness (this ambiguity can be partly resolved by Proposition 1 below). Thus this definition identifies many possible graphs as duals for a given graph (in particular the dual may not be unique, and G * may be seen as the set of all possible duals). We first try to identify certain key properties that we expect the dual graph to satisfy. Similar properties were identified in a prior work [15] . Recall that two graphs are isomorphic if one can be obtained by a (bijective) relabelling of the vertices of another.
(i) If G 1 and G 2 are ismorphic, all their duals must be the same or isomorphic.
(ii) The set of duals of any dual must include the original graph, i.e. G ∈ G * * .
Proposition 1.
The dualness measure of (2) satisfies 1. for any pair of isomorphic graphs G 1 , G 2 and any graph
Thus the definition of the dual graph in (3) satisfies the property (i) of dual above.
Due to the inherent symmetry in the definition in (2), it is easy to see that the second property holds. For the first, consider isomorphic graphs G 1 and G 2 whose adjacency matrices are related by A G1 = P A G2 P T where P is the permutation matrix describing the bijective relabelling. We see that all eigen vector matrices of A G1 are (row) permutations eigenvector matrices of A G2 , i.e. V G1 = P V G2 . From this, since H) for any graph H. In particular, the dualness measure of (2) is the same for all graphs in an isomorphism class, and is thus better viewed as a dualness measure between isomorphism classes (rather than between individual graphs). The definition of the dual in (3) could be interpreted as the dual of an isomorphism class: thus all the graphs in an isomoprhism class of a dual would achieve the minima in (3) . If G * is the dual of G, then it means there exist some GFT on G and some GFT on G * such that the two transforms are as close to being inverses as possible.
For circulant graphs (recall that a graph is circulant if it's adjacency matrix is a circulant matrix), one possible eigenvector matrix is the (normalized) DFT matrix. For duality in traditional signal processing and the invariance of dualness to bijective relabellings (from Proposition 1), the following lemma is then immediate.
Lemma 1. Any circulant graph is a dual for any circulant graph.
For arbitrary graphs, both (2) and (3) are combinatorial and non convex in nature. We focus on algorithms to find the dualness of two given graphs (as defined in (2)), and this is the topic for the next section.
ALGORITHMS TO FIND DUALNESS
In this section we give algorithms to compute d(G 1 , G 2 ). We start with solutions under some assumptions, which though sub-optimal, help in laying the groundwork for solutions in the general scenario.
If all the eigen values of A G are distinct, then all eigenspaces are of dimension 1. Given an eigen-vector matrix V ∈ V G , multiplying the columns of V with any unit complex number and randomly permuting the columns gives all the matrices in V G .
Thus we first start with the assumption that the eigenvalues of G 1 and G 2 are all distinct, and let D be the set of all diagonal matrices with complex units along the diagonal. Then we have
Next, consider the upper bound obtained by ignoring the permutations: see Section 4.2 for the solution including permutations. Using the unitariness of the matrices V 1 , V 2 , D 1 , D 2 , we get
Thus a problem equivalent to the above is
Coordinate descent based algorithm (ignoring permutations)
Co-ordinate descent or alternate maximization algorithms are a popular paradigm for solving optimization problems with many sets of variables [17] . Applied to (4), we start with random initialization of D 1 , D 2 and iteratively try to pick D 1 and D 2 that maximize the objective. Suppose D 1 is fixed, then objective in (4) is of the form ℜ tr(AD 2 ) where
Given A, the choice of D 2 that maximizes the objective is given by D 2 = diag A ⊙ (1/|A|) : the value of the objective with this choice is
by the cyclic property of trace. This is summarized in Algorithm 1.
Algorithm 1 Coordinate descent based algorithm (CD)
Given: Graphs G 1 , G 2 with N nodes, eigen vector matrices
Since the objective ℜ tr(V 1 D 1 V 2 D 2 ) involves matrices whose entries are bounded by 1, we can see that the objective is bounded above by N . Since each step of the algorithm only increases the objective, convergence is not an issue -however the rate of convergence might be slow and the limit may depend on the initialization. See Section 5 for some simulation results.
Algorithms in the general case (including permutations)
Consider the objective in (4) when permutations are also included
The matrices D 1 P 1 and D 2 P 2 have exactly one non zero entry in each row and each column, and the non zero entries are all complex units. We can apply a technique similar to the one in Algorithm 1, where we alternately optimize over D 1 , P 1 and D 2 , P 2 . Suppose D 1 and P 1 are known, the objective in (5) is of the form ℜ tr (AD 2 P 2 ) = ℜ tr (P 2 AD 2 ). Suppose we pick a permutation matrix P 2 corresponding to the permutation σ, i.e. (P 2 ) iσ(i) = 1, then the value of D 2 that maximises the objective should be selected in the same way as before: we set
, and the value of the objective for this choice is |A σ(i)i |. We now try to pick the permutation σ such that this summation is maximised. Note that selecting the optimum σ is equivalent to picking exactly one entry from each row and each column of |A| such that the sum of all these entries is maximised. This is the well studied linear assignment problem [18] , which can be solved by polynomial time algorithms [19] . This procedure can be repeated to find the optimum P 1 , D 1 for a given P 2 , D 2 .
Based on this, we can construct an alternate maximization algorithm similar to CD, summarized as Algorithm 2.
Algorithm 2 Coordinate descent and perfect matching based algorithm (CDPM)
Given graphs G 1 and G 2 each with N nodes Initialisation:
end while
ANALYSIS AND SIMULATIONS
We generate a pair of ER graphs in G(N, p) with distinct eigen values, and apply the algorithms above to compute the dualness of this pair. This exercise is repeated for about 100 times and the average is computed. A plot of this average trace objective vs N is shown for both the algorithms in Figure 1 .
To evaluate the performance of CD (Algorithm 1), we compute an upper bound on the objective in (4) by evaluating it's dual. If we consider the diagonal entries of D 1 , D 2 as variables, we see that the objective is a quadratic form, and can be expressed as x H W x for
The problem in (4) is thus equivalent to maximizing x H W x when the elements of x are restricted to be complex units. When x is forced to be real, the entries of x can only be ±1, reducing this problem to the max cut problem [20] . The dual of this problem can be checked to be the SDP [21] 
By weak duality, u gives an upper bound to the optimal value in (4). From Fig 1 we observe the plot for CD follows the plot for DUP very closely -the co-ordinate descent based algorithm performs near-optimally for values of N from 10 to 50. (4) is also plotted.
We observe that both the algorithms converge fairly fast. For e.g. with N = 20, we observe the algorithms converge within 5 (for CD) and 15 (for CDPM) iterations for most initializations. The limit point however does depend on the initialization, so the algorithm does get stuck on local maxima. To evaluate the performance in Fig 1 the best solution among  200 initializations was picked.
EXTENSIONS, FUTURE WORK AND CONCLUSIONS
The algorithms in Section 4 were developed assuming all the eigen values of G 1 and G 2 are distinct. However, many structured graphs do have repeated eigen values, including for e.g. a complete graph, star graph, ring graph, etc [13] . In this case, the eigen spaces have more than one orthogonal vector and consequently the space V G contains a lot more matrices. It is possible to formulate and solve the problem ignoring permutations (along the lines of Section 4.1); however it is not clear how to generalize the algorithm to include permutations. We hope to explore this in a future work.
A dual formulation similar to (6) can be done for the general case in (5) to bound the performance of CDPM as well. However the resulting SDP formulation scales extremely poorly with N . We hope to come up better techniques to test the optimality of CDPM. Other problems to work on include evaluating the performance of both CD and CDPM algorithms for large values of N , algorithms for finding the dual from dualness measures, proofs of optimality, and applications to graph signal processing.
