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ABSTRACT 
We settle affirmatively the conjecture of Johnson and Bapat on the Hadamard 
product A o B of positive definite matrices A, B: 
n 
1- lx , (Ao B) >__ lZl X,(AB) (k = 1,2 . . . . .  n). 
i=k i=k 
1. INTRODUCTION AND THEOREM 
Given an n × n Hermit ian matrix A, let us always arrange its eigenvalues 
h i (A)  (i = 1, 2 . . . . .  n) in decreasing order 
a , (a )  > x2(A)  > ... >__ x~(A) .  
*Another proof of the Bapat/Johnson conjecture appears in G. Visiek's "A Weak Majoriza- 
tion Involving the Matrices A • B and AB,'" on pages 731-744 of this issue. 
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Let us write A >- B for Hermitian A, B to mean the majorization [A~(A)] >- 
[AI(B)], that is, 
k k 
~]A, (A)  > EA, (B)  (k= 1 ,2 , . . . ,n )  
i=1 i=1 
and 
n n 
E x,(3) = E x,(B). 
i=1 i=1 
Remark that 
A>'B  ~ ~A, (A)  < ~A, (B)  (k= 1,2 . . . . .  n). (1) 
i=k i=k 
When A, B > 0 (positive definite), let us write A >- B to mean log A >- 
log B, or equivalently 0og) 
k k 
I - ' IA,(A) - I ' - IA,(B) (k = 1,2 . . . . .  n) 
i=1 i=l 
and 
n 
= FI 
i~l i=l 
Then it follows from the above remark that 
n.&_ 
A >" B ~" ~IA i (A)  < [ IA , (B)  (k= 1,2 . . . . .  n). (2) 
(log) i = k i = k 
Given A, B let us denote by A o B their Hadamard (i.e., entrywise) 
product. It is obvious that A o B = B o A and that when I is the identity 
matrix, A o I is the diagonal matrix produced by A. 
The celebrated Schur theorem (see [10, p. 258]) says that 
A,B>_O ~ AoB~O.  (3) 
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The main purpose of this paper is to prove the following majorization relation 
between the eigenvalues of A o B and AB, Here remark that since A1/2BA 1/~ 
is similar to AB, we can write )t,(A1/2BA 1/2) instead of Ai(AB). 
THEOREM 1. Let A, B > 0. Then 
f l  n )t,( A o B) > I-I A,( AB) 
i=k i=k 
(k = 1,2 . . . . .  n). 
This theorem settles affirmatively the conjecture posed by Johnson and 
Bapat [8] (see also [11] and [7, p. 103]). Also, this theorem gives an 
improvement of the result of Bapat and Sunder [3] 
n f i  1-I A,( Ao B) ~ Ai( A)A,( B) 
i=k i=k 
(k = 1,2 . . . . .  n), 
because according to the Horn theorem (see [10, p. 246]) 
I~I A,(AB) >__ ~ ~,(A)~,(B) (k = 1,2 ..... n). 
i=k i=k 
Using the method of the proof of Theorem 1, we can present he following 
variant. 
THEOREM 2. Let A, B > 0. Then 
n 
I~I ,,( Ao B) >_ FI ~,( AB ~) 
i=k i=k 
(k  = 1,2 . . . . .  n) .  
From Theorems 1 and 2 we can immediately derive the classical theorems 
of Fiedler [4, 5] that for A, B > 0 
Ao B > A.( AB)I  and Ao B > An( ABT)I. (4) 
In [1] we introduced the notion of geometric mean A#B for A, B > 0 as 
A#B = A 1/2 ( A- 1/2BA- 1/2) 1/2 A1/2" 
It is shown in [2] (see also [6]) that A1/2BA 1/2 >- (A#B) 2, so that we have 
(log) 
by (2) 
11 
I - ' IAi(A#B) g > f iA~(AB)  (k = 1,2 . . . . .  n). 
i=k i=k 
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Therefore the following is an improvement of Theorem 1. 
THEOREM 3. Let A, B > O. Then 
n 
f i  At( A o B) >_ I-I At(A#B) ~ 
i=k  i=k  
(k = 1,2 . . . . .  n). 
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2. PROOFS 
For the sake of completeness let us repeat some discussions in [1]. First, 
denote by ~,  the space of all n x n complex matrices equipped with the 
cone Pn of positive semidefinite matrices. A linear map • from ~m to ~,  is 
called positive if ~(Pm) C P,. It is called unital if (I)(I m) = I,, where I, is 
the identity matrix of order n. The following is a well-known fact from the 
theory of operator algebras (see [9, p. 770]). 
LEMMA 4. I f  • is a unital positive linear map, then 
• (x (x>o). 
Since for 0 < tz < 1 the nonlinear map on P, : X ~ X ~ is order preserv- 
ing (see [9, p. 464] and [7, p. 132]), we can derive from Lemma 4 that for 
X>0 
Since 
(tX= 1/2 t, k = 1,2 . . . .  ). 
d tX=0 ~-X"  = log X 
this implies the following. 
LEMMA 5. 
(x> 0), 
I f  d~ is a unital positive linear map and X > 0, then 
log ~(X)  >__ ~(log X). 
HADAMARD PRODUCTS 61 
Proof of Theorem 1. We can identify the tensor product M. ® M. with 
Mn2. Then there is a unital positive linear map ~. such that 
4P.(A®B) =AoB (A ,B~M.) .  
Since for A, B > 0 
log(A®B)  =d-~ (A®B)~=0=-(A '~®B'~dot  ).~=0 
= (log A) ® I n + I. ® (log B), 
we can derive from Lemma 5 that 
log(Ao B) > (log A) o I. + / .o ( log  B) 
= {log A + log B} o 1 n, 
which implies 
log x,( a o B) = )t,(log( A o B)) 
i=k 
>_ ~ X,({log a + log B} o I.) (k = 1,2 . . . . .  n). 
i=k 
(5) 
According to Schur's theorem on majorization of the diagonal entries of a 
Hermitian matrix by its eigenvalues ( ee [10, p. 218]), 
log A + log B >- {log A + log B} o I., 
so that by (1) 
Ai({log A + log B}o I.) > ~ )ti(log A + log B) 
i=k i=k 
(k = 1,2 . . . . .  n). (6) 
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On the other hand, as shown in [2] (see also [6]), we have 
log(A1/2BA1/2) >- log A + log B, 
so that by (1) 
n 
A,(log A + log B) > Y'~ Ai(log(A1/2BA1/~)) 
i=k i=k 
= lo i AB (k = 1,2 . . . . .  n). (7) 
When combined with (5) and (6), equation (7) yields 
fiA,(AoB) > fiA,(AB) 
i=k i=k 
(k = 1,2 . . . . .  n), 
which establishes Theorem 1. 
Proof of Theorem 2. Since 
log B r = (log B) r, 
we have 
(log BT) o I = (log B) To I = (log B) o I. 
Therefore in the above proof we can replace {log A + log B} o I by {log A + 
log B r} o I. This completes the proof of Theorem 2. • 
Proof of Theorem 3. Since direct computation shows that 
A-1/~(A#B)B -1/2 is unitary, we have by (3.7.1) of [7] 
[A A B] 0 [B A B] A#B - A#B A >0.  
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Then by (3) we have 
AoB (A#B)o(A#B) ]  
( A#B)o( A#B), A o B ] >- O, 
which implies via (3.7.1) of [7] again 
Ao B >_ ( A#B)o( A#B), 
so that 
n f i  I-I A,(A o B) >__ A,( (A#B)o(A#B))  
i=k i=k 
(k  = 1 ,2  . . . . .  n ) .  
Finally, applying Theorem 1 to the right hand side, we have 
hA,((A#B)o(A#B)) > fiA,(A#B) 2 
i=k i=k 
(k  = 1 ,2  . . . . .  n ) .  
This completes the proof of Theorem 3. 
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