Abstract-In this paper, we propose a novel energy harvesting (EH)-aware sensor selection policy. Our goal is to minimize the distortion in the reconstruction of the underlying source subject to the causality constraints imposed by the EH process at the sensor nodes. Besides, we determine the optimal power allocation for a given sensor selection (which admits a two-dimensional directional waterfilling interpretation) as the solution of an offline convex optimization problem. To that aim, we propose an iterative procedure. Performance is assessed by means of simulations and a lower bound that we also establish.
I. INTRODUCTION
Typically, a Wireless Sensor Network (WSN) comprises a number of sensor nodes deployed in a given geographical area which collect and send measurements to a Fusion Center (FC). Current technological advances make it feasible to deploy inexpensive sensors in large numbers. In this context, the problem of optimally selecting a subset of sensors to perform a given task naturally arises. This often stems from resource (e.g., bandwidth), interference level or energy consumption constraints, which make massive sensor-to-FC communications barely recommended (or simply not possible). In the literature, this is referred to as the sensor selection problem. Selection problems can also be found in many other disciplines and scenarios such as robotics, target tracking, smart grids, to name a few (see [1] and references therein).
While the sensor selection problem is combinatorial in nature, Joshi and Boyd studied in [1] a convex relaxation allowing to (approximately) solve the problem with a reasonable computational cost. Other more recent approaches leverage on the inherent sparsity of the problem. For instance, the authors in [2] investigate-both from centralized and distributed standpoints-strategies aimed to minimize the number of selected sensors subject to a given Mean Square Error (MSE) target. Non-linear measurement models (such as those in source localization and tracking problems) have been considered in [3] , also in a sparsity-promoting framework. From an energy efficiency point of view, the authors in [4] use a sparsity-promoting penalty function to discourage the repeated selection of any sensor node in particular (e.g., the most informative ones). By doing so, uneven battery drainage This work was partially supported by the Catalan and Spanish Governments and the European Commission under grants SGR2014-1567, PCIN-2013-027 (E-CROPS), TEC2013-44591-P (INTENSYV), and 318306 (NEWCOM#).
can be prevented. Likewise, the same authors propose in [5] a periodic sensor scheduling strategy which limits the number of times a sensor can be selected and transmit in a given period.
Besides, Energy Harvesting (EH) is becoming a promising technology capable of extending the operational lifetime (or even allowing self-sustainable operation) of WSNs. Instrumental to that, is the design of advanced power allocation strategies and sensor scheduling schemes [6] - [11] making a judicious use of the harvested energy.
In this paper, we propose a novel EH-aware sensor selection policy. This is in stark contrast with the approaches in [4] , [5] which were EH-agnostic. A selection is needed due to the reduced number of available sensor-to-FC channels. Our goal is to minimize the distortion in the reconstruction of the underlying source at the FC, subject to the causality constraints imposed by the EH process. To that aim, we also need to optimally allocate the transmit power, as in e.g., [6] , [10] . In order to jointly determine the sensor selection and power allocation policies, we pose the problem in an offline (energy arrivals are known a priori) optimization framework. This problem, however, is not convex. Hence, we solve it separately, by (i) posing a convex problem to find the optimal power allocation policy for a given sensor selection (we propose an iterative procedure to solve it); and (ii) proposing an EHaware sensor selection rule. To assess the performance of our approach, we establish a lower bound of the distortion achievable in the original problem.
II. SYSTEM MODEL Consider a wireless sensor network composed of M energy harvesting sensor nodes (with index set M {1, . . . , M}) and one Fusion Center (FC) deployed to estimate an underlying source x ∈ R m , with x ∼ N(0, Σ x ). We consider a time-slotted system with T time slots indexed by the set T {1, . . . , T } of duration T s . In time slot t, the stationary source x generates an independent and identically distributed (i.i.d.) large sequence of n samples {x
. As in [1] , source samples and sensor measurements are related through the following linear model: in each time slot. To that aim, a total of k ≤ M orthogonal channels are available for sensor-to-FC channel communications. Therefore, the number of sensors selected in each time slot must satisfy |Z t | ≤ k.
In the sequel, we assume separability of source and channel coding. As far as source coding is concerned, we adopt a ratedistortion optimal encoder. Assuming a quadratic distortion measure at the FC, the encoded measurements at the sensor nodes can be modeled as a sequence of auxiliary random variables {u
with q
modeling the i.i.d. encoding noise. The average encoding rate per sample R i [t] must satisfy the rate-distortion theorem [13] , that is,
for all i ∈ Z t . Further, we assume that each active sensor encodes its observations at the maximum channel rate which is given by the Shannon capacity formula 1 . Hence we have
, where p i [t] and h i [t] stand for the average transmit power and channel gain, respectively. From this and (3), the variance of the encoding noise reads
Finally, by means of a Minimum Mean Square Error (MMSE) estimator [14] the FC reconstructs {x
where tr(·) denotes the trace operator, and
T stands for the sensor selection vector, with
III. OPTIMAL SENSOR SELECTION AND POWER ALLOCATION WITH ENERGY HARVESTING
Here, we attempt to jointly determine the optimal sensor selection and power allocation which (i) satisfies the constraints imposed by the energy harvesting process; and (ii) minimizes the sum distortion over the T time slots. Accordingly, the optimization problem reads
where
T stands for the power allocation vector in a given time slot; 1 and 0 denote the all-ones and all-zeros vectors (of appropriate dimension); and vector inequality (6f) is defined elementwise. Inequality (6c) introduces the energy causality constraints associated to the EH process. Its left-and right-hand sides account, respectively, for the energy spent and harvested up to time slot t ∈ T .
Unfortunately, the optimization problem (6) is not convex. By (i) substituting constraint (6b) in the objective function (6a); and (ii) introducing the auxiliary vector
T , we rewrite the problem as:
Since the optimal solution of problem (7) necessarily satisfies constraint (7b) with equality, problems (6) and (7) 
where, clearly, the sensor selection vector z[t] has been removed from the problem formulation. Since the objective function (8a) is convex and the constraints (8b)-(8e) define a convex feasible set, the resulting optimization problem (8) is convex and therefore has a global minimizer [15] . By satisfying the Karush-Kuhn-Tucker (KKT) conditions, we can identify the necessary and sufficient conditions for optimality. Specifically, the Lagrangian of (8) is given by
where 
where we have defined
for the ease of notation. By letting (10) where [·] + = max{·, 0}. This solution can be interpreted as the two-dimensional directional waterfilling shown in Figure  1 . For an arbitrary sensor i, each time slot is associated to a rectangle of solid material of width Step 1: For all t ∈ T and i ∈ Z t , update primal variables.
Step 3: For all t ∈ T and i ∈ Z t , update dual variable.
Step 4: Go to Step 1 until termination condition is met.
and height
. Right-permeable walls are placed at each time slot with an energy arrival (t = 1, 2, 4), this accounting for the causality of energy consumption. Water is then poured up to a waterlevel given by
. Finally, the corresponding power allocation is given by the area of water above the solid rectangle.
Next, the derivative of the Lagrangian w.r.t.
Unfortunately, from (11) no closed-form expression can be found for s i [t]. Hence, s i [t] will be iteratively updated by means of the projected gradient method [16] . Algorithm 1 summarizes the proposed procedure for the computation of the optimal power allocation. Specifically, we use an Uzawa update step [17] to find the optimal primaldual saddle point of the optimization problem (8) . In this way, at each iteration we do an exact minimization of the power allocation {p i [t]} while we iteratively update both the auxiliary {s i [t]} and the dual {λ i [t]} variables.
V. SENSOR SELECTION POLICY
For a system without energy harvesting sensors, a sensible Sensor Selection (SS) policy can be found by solving the convex optimization problem [1] 
and constructing the selection sets {Z t } t∈T from the k largest elements in the sensor selection vector z [t] . This indexed family of sets {Z t } t∈T can then be used to solve the optimization problem (8) in the previous section and compute the optimal power allocation. This EH-agnostic policy 2 , might select sensors not having harvested any energy at all.
To circumvent that, we propose an EH-aware Sensor Selection (SS-EH) policy. First, we let Z t = M and solve problem (8). Clearly, s i [t] in (8) plays the same role as z i does in (12) , namely, it weights the contribution of each sensor to the resulting distortion. Motivated by this, an intuitive selection rule consists in choosing the k largest elements in vector s [t] . With the indexes of these elements, we form the new selection sets {Z t } t∈T . And by solving problem (8) with this new indexed family of sets, we obtain the corresponding optimal power allocation. The main difference is that, now, s [t] takes into account both the impact of a i and the energy arrivals via the energy causality constraint (8c).
As a final remark, a trivial Lower Bound (LB) on the optimal distortion of the sensor selection problem (6) can be found by letting Z t = M for all t ∈ T in problem (8) . By doing so, we allow all sensors to be selected 3 and, hence, all the observations can be used to reconstruct the source at the FC.
VI. NUMERICAL RESULTS AND CONCLUSIONS
In this section, we assess the performance of the proposed sensor selection and power allocation strategy. The linear combination coefficients (which, to recall, are held fixed for all time slots) are given by a i ∼ N (0, I/ √ m), with m = 5 for the underlying source. Energy arrivals E i [t] are modeled by means of Poisson processes of intensity rate μ = 0.25. Further, we assume static (i.e., non-fading) sensor-to-FC channels.
First, in Figure 2 we depict an individual realization of the SS and SS-EH sensor selection policies. The number of active (selected) sensors here is set to k = 10 (out of M = 20). As expected, the SS policy selects sensors irrespectively of the energy arrivals. Specifically, it tends to select the sensors with the most informative observations according to the generated a i vectors. On the contrary, the sensors actually selected by the proposed SS-EH policy vary from time slot to time slot (since this policy does take into account energy arrivals). This results into a more efficient use of the available energy, as we discuss next. 2 Note that it only takes into account the impact of a i , i.e., the set of coefficients in the linear observation model of each node. 3 Note this is not feasible since there are only k ≤ M orthogonal channels. Complementarily, we analyze the impact of the number of selected sensors k on the attained MSE (reconstruction distortion) for both sensor selection policies, in high and low SNR scenarios ( Figure 3 ). As expected, the MSE monotonically decreases with increasing k in all cases. More importantly, the proposed SS-EH policy clearly outperforms the SS policy (benchmark) in terms of reconstruction distortion. And, interestingly, in this scenario the gap between the SS-EH selection policy and the lower bound (LB) becomes negligible when, roughly, some 40% of the sensors are selected (whereas it approaches 100% for the SS policy).
To sum up, in this paper we have proposed a novel EHaware sensor selection policy that outperforms a well-known EH-agnostic policy. The associated power allocation (a procedure to compute it has been rigorously derived) is not jointly determined. Despite of this, the proposed sensor selection policy attains a lower bound on the reconstruction distortion of the optimal (joint) solution, as soon as the percentage of selected sensors is above 40%.
