ABSTRACT Context-awareness for big data applications is different from that of traditional applications in that it is getting challenging to obtain the contexts from big data due to the complexity, velocity, variety, and other aspects of big data, especially big video data. The awareness of contexts in big data is more difficult, and should be more in-depth than that of classical applications. Therefore, in this paper, we propose an in-depth context-awareness framework for a pervasive video cloud in order to obtain underlying contexts in big video data. In this framework, we propose an approach that combines the historical view with the current view to obtain meaningful in-depth contexts, where deep learning techniques are used to obtain raw context data. We have conducted initial evaluations to show the effectiveness of the proposed approach in terms of performance and also the accuracy of obtaining the contexts. The evaluation results show that the proposed approach is effective for real-time context-awareness in a pervasive video cloud.
I. INTRODUCTION
There are huge amount of video data generated everyday through smart city applications, such as smart transportation monitoring and security surveillance. Making full use of these video data may provide critical benefits, e.g. for national and social security. An example is the 2014 violent terrorist attack in Kunming Railway Station. If we could take advantage of cloud computing facilities to process surveillance video timely and accurately, and then recognize what wss happening from the surveillance video, or even from captured images and videos from people's smart phones, we could then make emergency decisions to minimize potential harm. This kind of computing paradigm that combines cloud computing, networked embedded video devices including smart phones, surveillance cameras and so on, is called pervasive cloud [1] .
There has been numerous research work on various aspects of context-awareness. For example, how to model fuzzy contexts [2] , and how to use hybrid artificial intelligence techniques to get better reasoning capabilities [3] , [4] . These existing work on context-awareness can not work properly on pervasive video cloud due to intrinsic complexities of big video data, in that they can not retrieve context data effectively from videos, especially when there are huge amount of data. On the other hand, the context data obtained from big data should be properly synthesized in order to get meaningful and useful knowledge on contexts.
The success of deep learning [5] initiated by Hinton and Salakhutdinov provides possibilities to extract in-depth raw contexts from big video data. Hinton et al. obtained the world's best classification results for the ImageNet problem with deep convolution neural network (deep CNN, or DCNN). DCNNs can be trained with raw input images, without manually designing feature extractors. It performs better in object recognition than many traditional approaches [6] , [7] . A number of object detection research is taking advantage of DCNNs for accuracy improvements. OverFeat [8] is presented as an integrated framework for using Convolutional Networks for classification, localization and detection. Other approaches of deep learning techniques including deep belief network (DBN). DBN is a probabilistic neural network consisting of multiple undirected layers, which are called restricted Boltzmann machines (RBMs). Hinton et al. [9] showed that significantly better results could be achieved in deeper architectures when each RBM layer was pre-trained with an unsupervised learning algorithm (contrastive divergence [9] ). An RBM can capture features or patterns of data. A DBN includes multiple stacked RBMs, and can capture deep features.
In order to know appropriate contexts from big video data, for example, knowing the current status of traffic on a road, the historical data (e.g. an hour ago), together with the most up-to-date traffic monitoring video should be considered. Therefore, for obtaining in-depth contexts in big data, we propose to adopt an approach that combining historical data view with the current data view, where deep learning techniques are used to obtain raw context data. For big data computing, this approach of synthesizing historical data with current data using deep learning to obtain underlying contexts, is called in-depth context awareness, or deep awareness for short. And consequently, it can get deeper level perceptual contexts which are called 'in-depth contexts'. The deeper level contexts like traffic status from big video data are different with shallow information in traditional non-big data environment readily available at a system level, such as places, people, networks and so on.
There are already some efforts to understand big video and image data using deep learning. For example, using time domain features classic convolution neural network was extended to three dimensions in video in order to conduct action recognition [10] . These research provides good insights for achieving context-awareness in video data. However, in order to obtain contexts in time in big data, we need to make use of powerful computing and storage infrastructure like what cloud computing can provide. This is especially important for understanding huge amount of video data, especially in public safety and security cases where run time fast deep awareness is needed as the case of Kunming terrorism attack.
Therefore, in this paper we propose an in-depth contextawareness framework for pervasive video cloud based on deep learning techniques supported by both online and offline cloud computing technologies. The contributions include:
• We propose a deep awareness architecture that can be used to achieve deep context-awareness for pervasive video cloud.
• We propose a deep learning based approach for raw context data acquisition, including using convolution neural network for obtaining in-depth raw context data inside big video, and a deep belief network based method to predict work load status of different cloud nodes, as part of knowledge on system running status.
• We make use of both online and offline cloud computing technologies to implement the in-depth contextawareness framework, raw context data are then converged by synthesizing processing results from both online and offline data views.
• We evaluate the accuracy of the prediction, and the performance of object recognition in video to show the effectiveness of the proposed framework.
The remainder of this paper is organized as follows: In section II we present a high level view of the proposed in-depth context-awareness framework. In section III and IV-B, we will show the results of our experiments with the retrieval of raw context data from video data using DCNN, and cloud nodes running status data using DBN respectively, with the discussion of the effectiveness of the proposed approach. Finally, related work and conclusions end the paper.
II. ARCHITECTURE OF THE IN-DEPTH CONTEXT-AWARENESS FRAMEWORK
As discussed in the introduction, the awareness of context in big data relies on both historical data processing and also the current data processing. Therefore, it is natural that both large scale offline processing for historical data and online fast processing of current data should be converged in order to achieve the deep-awareness. At the same time, due to complexities of video data processing, it is important to utilize potential processing advantages from two different cloud computing styles, namely offline batching processing (e.g. Hadoop), 1 online real time stream processing (e.g. Storm). 2 In the proposed framework, we adopt a layered architecture style that combines different cloud computing technologies, and deep learning technologies together as shown in Figure 1 , where main software packages deployed on each layer are also shown.
The first layer is the Hadoop platform based off-line processing layer. There are three main features in this layer:
• Storage of large data video sets. This is achieved using HDFS (Hadoop Distributed File System) and HBase. 3
• The MapReduce based high performance batch processing of video data, for example, processing video data to do a video summary in order to reduce the size of video for long term storage. For achieving context-awareness, some special kind of offline data processing may be needed, for example, count the moving vehicles for the past 3 hours on a road.
• Training of deep learning algorithms in order to get an optimal parameter set for the underlying deep learning network. Different deep learning algorithms serving different purposes as discussed in the introduction. The obtaining of different offline data views on video data is mainly through the MapReduce based processing. For example, to understand whether there are dangerous actions in a historical video, the processing include background subtraction, preprocessing, and action classification. The results of the processing are video frames containing only people that has moving actions.
The second layer is the Storm stream processing based fast real-time processing layer, including real-time object recognition and so on. This layer has the following features: • Run time processing to obtain the real time view of video data that involves light weigh algorithms, such as background subtraction using GMM (Gaussian Mixture Model), face recognition, and so on.
• Real time monitoring of cluster running status, including work load status, CPU and RAM usage and other parameters in order to achieve optimized scheduling of video processing tasks.
• Run time decision making based on the collected offline and online contexts, for example to initiate a route scheduling during rush hours.
• Run time deep learning based data mining. This includes using DBN for work load prediction, and object recognition using DCNN, and so on. The service layer (service convergence layer) is built on top of the above two layers, where the data set consists of both off-line and real-time video processing data are fused in the Context management component in order to get meaningful context data. Splout SQL 4 is used to query offline data views, and Trident DRPC is used for retrieving real time data views. These combined data are passed as inputs to deep learning components to realize continuous learning. The Service layer is built on the converged infrastructure with Hadoop and Storm, coordinated by Zookeeper. 5 There are also semantic web ontologies used as a knowledge base in order to further improve the capabilities of context reasoning.
As obtaining raw context data is a critical precondition for knowing contexts before these data are fused, we will evaluate extensively on the performance of using DCNN and DBN for obtaining raw context data, to show the effectiveness of the proposed approach. These evaluations include:
• The prediction of workload of different nodes can make it possible for optimal scheduling of cloud resources in advance. In the proposed framework, we are using DBN-based time-series data analysis as a means of predicting workload.
• Object recognition is one of the most important tasks for video processing, and is one of the most useful way to mine video data in order to understand videos. DCNN is used in our framework to conduct recognition of objects as part of how we obtain raw context data from video.
III. EVALUATION ON PREDICTING WORKLOAD OF CLOUD NODES
We first evaluate on using DBN to predict workload of cloud nodes. We choose Google cluster trace 6 released in 2011 as the starting point to show the effectiveness of prediction. Google Cloud trace released in 2011 is measured on a heterogeneous 7000-machine server cluster on a 29-day period involving 672,075 jobs and more than 48 million tasks. It is made up of several datasets that record metrics of jobs/tasks and machine nodes in the cluster. A dataset contains a single table, indexed by a primary key that typically includes a timestamp. At a certain timestamp, the cluster's metrics are recorded into several tables. One of them is the task usage table, which includes the Google cluster's RAM workloads which are the subject to be researched in this paper. More details such as the format and schema are explained in [11] .
A. TRAINING AND PREDICTION
The training process of our deep belief networks consists of 5 parts as shown in Figure 2 . The workloads are first extracted FIGURE 2. Training workflow.
from the Google cluster trace and then go through a preprocessing procedure. During the preprocessing, each workload time series x(t) is transformed by the differential equation
where d is the integer delay of time.
is then normalized(denoted as x dn (t)) to the range [0, 1] and fed to a DBN for training the network's parameters. The purpose of conducting the differential transformation is to reduce the linearity relationship due to the neural-network's low learning capability for data with strong linear factors. Figure 3 illustrates how the normalized workload time series x dn (t) is used to train the DBN where d = 5 andx dn (t) denote the predicted workload at time t. d is decided by the ARIMA model [12] because the model analyzes the autoregression and autocorrelation of the workload time series to check linearity and interdependency, which gives us hints on deciding the number of visible neurons. Re-normalizing thex dn (t), we getx d (t). Due to the transformation on the original data in the pre-processing, the predicted data should be reconstructed bŷ
where thex(t + 1) is the prediction for the original data.
A RBM can be regarded as a probabilistic graphical model. A RBM is undirected and the maximal clique in a RBM have and only have 2 neurons (one resides in the visible layer, the other resides in the hidden layer). It means that any two neurons in the same layer of a RBM are separated by the other layer, which indicates they are conditional independent. So more specifically a RBM can be seen as a MRF(Markov Random Field). 7 Figure 4 illustrates a RBM with 2 visible neurons and 3 hidden neurons from the MRF's viewpoint. We can see that the two hidden neurons (denoted by a red and a blue solid circle) are separated by the neurons in the visible layer(denoted by the green circle). Viewing a RBM as a parameterized generative model representing a probability distribution, the training data can be regarded as being sampled from the sample space of random variables in the visible layer. Given the training data, to minimize the loss means to minimize the difference between the distribution generated from the training samples and the ideally desired distribution. One way to minimize the loss is maximizing the likelihood L : −→ R under the RBM parameters (i.e finding the RBM parameters θ that maximize the likelihood given the training data). Maximizing the likelihood is the same as maximizing the log-likelihood given by
where S represents the training data, l represents the number of training samples, p represents the distribution of the MRF and x i represents the ith training sample in S. So intuitively the loss function for training a RBM should be represented by
Although it is in general not possible to find the maximum likelihood parameters analytically due to the intractability of learning exact maximum likelihood in an RBM, Gibbs sampling [13] can stochastically be applied to obtain a sequence of observations which can be used to approximate the joint distribution of the RBM. However Gibbs sampling requires many sampling steps. Based on the MRF property of the RBM, contrastive divergence(CD) learning by
Hinton et al. [9] greatly reduces the sampling steps which is adopted in this paper. Note that because x dn (t) ranges from [0, 1], the visible layer of the first RBM and the hidden layer of the last RBM in the DBN should not be Bernoulli but Gaussian in the proposed paper. The weights and biases of each RBM are first trained from bottom to top based on l(θ|S) using the CD algorithm. Then they are fine-tuned using the backpropagation (BP) 8 algorithm, followed by conducting long-term and short-term forecasting procedures. In the proposed paper, the long-term forecasting represents predicting workloads that are going to happen in one or more days while the short-term forecasting represents predicting workloads that are going to happen in one or more hours or minutes.
The automatic ARIMA fitting by Hyndman and Khandakar [14] generates orders of 3 parts, that is the order of autoregressive, integrated, and moving average which is 5,1,2 for the original data and 4,0,5 for the differential data respectively. None of the order of each ARIMA part in both original data and its transformation is larger than 5, which can direct us to design the DBN.
When multiple factors, each of which has multiple levels, are considered in a model, conducting a fully covered series of experiments may take rather extensive efforts. For example, 4 3 experiments will be conducted for a three-factor model given 4 levels for each factor. It is essential, therefore, to design a method to reduce the experiment number while no significant difference exists in the results. There are several methods to achieve the purpose such as the uniform experimental design, the orthogonal experimental design (OED) 9 [15] . OED guarantees that the effect of one factor or interaction can be estimated separately from the effect of any other factors or interactions in the model. One key step in OED is to consider choosing the factors and the level number of each factor. Then framework the factors and levels into one of the OED tables denoted by L a (b c ) where a, b and c represent the number of experiments to be conducted, the level number of each factor and the number of factors respectively. A DBN can be effected by several factors such as input nodes, hidden nodes, learning rate and training sample size. We employ the orthogonal experimental design to find optimal parameter set for the DBN. In this paper we focus on the following 4 factors, that is, input nodes (IN) which represents the neuron number of the input layer of a DBN, the learning rate (LR), training sample size (TSS), RBM numbers(RN), and build a L 9 (3 4 ) OED table. Each factor has 3 levels which is shown in Table 1 . 8 https://en.wikipedia.org/wiki/Backpropagation 9 https://en.wikipedia.org/wiki/Principle_of_orthogonal_design 2 considered factors can affect the structure of a DBN, that is, the input nodes and the RBM numbers. The number of hidden nodes is rarely larger than double the input nodes, and Zhang et al. [16] suggests that input nodes is more important than hidden nodes in a neural network model built for prediction. Hence, we do not consider the hidden nodes as a factor, and set them equal to the input nodes. Therefore, given the input nodes and the RBM numbers, we can construct the structure of a DBN. Figure 5 illustrates a DBN given 3 input nodes and 3 RBMs. 
B. MEASUREMENTS ANALYSIS
The mean square error(MSE) measures the average of the squares of the ''errors'', that is, the difference between the predicted outcome and the original data. It is employed by authors such as [16] - [19] to evaluate the prediction performance. In this paper it is defined by MSE(t, s) = i=t+s i=t (l i −l i ) 2 s , which computes the MSE of the subsequent s time units starting from time t.l i is the predicted load and l i is the observed load at time t. The short term prediction is made on hours level, and the long term prediction is made on days level.
Suppose we train DBN from the beginning of the observation to the time t 0 and we want to start prediction at a future time t 0 + t, then the subsequent prediction interval should be [t 0 + t, t 0 + t + s], which is illustrated in Figure 6 . Our purpose is to see how the prediction accuracy behaves with the t and s, and also how it differs in the conditions of different factor's levels. For the long-term prediction, we start prediction in 0/1/2/3 days(that is t = 0/1/2/3), also take the prediction intervals as 1/2/3 days(that is s = 1/2/3). For the short-term prediction, we just start prediction right after the end of the traces of training samples (that is t = 0), and take the prediction intervals as 1/2/3 hours(that is s = 1/2/3). Table 3 and 4 show which values t and s can take from for short-term and long-term prediction respectively. Therefore for short-term experiments, each experiment has 3 MSEs while for long-term experiments, each experiment has 9 MSEs. Note that in this paper we focus on the DBN's performance for the prediction of Google cluster trace and take 4 key factors to be considered in OED. More parameters including the parameters of the back propagation are set the same in all experiments conducted in this paper. Parameter details for each experiment are shown in Table 2 . Table 3 and 4 show the prediction accuracy of the shortterm and long-term RAM workloads of the Google Cloud trace under the OED L 9 (3 4 ) methodology. There are 9 orthogonal experiments and each of them is assigned with one level of each factors. It is targeted to find the DBN with a set of good levels that generates the least prediction mean square error. We can see that the best solution for the short-term prediction is the 5th experiment with 5 input nodes, 2 RBMs, learning rate 0.5 and 40% of the total samples for training and the best solution for the long-term is also the 5th experiment. We can also see that the least accurate performance is the first experiment in short-term and also in long-term prediction, which may be resulted from fewer input nodes and only-one hidden layer. The fewer input nodes makes the DBN lack in memorizing enough metric histories to give a reasonable prediction while the only-one hidden layer is too simple to modeling high variances of Google Cloud trace. Figure 7 shows a subrange of prediction interval of the 9th experiment with 2 hours' span for the short-term prediction.
We compare our outcomes with that of an ARIMA predictor [20] . ARIMA (2, 3, 5) was chosen to compare with our proposed DBN based approach under the optimal level sets of short-term and long-term cases respectively shown in Figure 8 . Compared with the ARIMA predictor, we see that the short term prediction shows MSE reduction of 61%, and the long term prediction shows 67% reduction respectively.
We also try to find the main-effect factor and the best level set by the analysis for the OED results shown in Table 5 . The analysis method is the visual analysis method [21] , [22] with single evaluation index because the MSE is the only index considered in this paper. The ith experiment is scored from
where AMSE(i) is the average mean square error of the ith experiment. For example, the AMSE of the 2th experiment for the long-term prediction is AMSE (2) So we take the difference between the maximum and the minimum of AMSEs, and normalize it by being divided by the corresponding average mean square error of each experiment. Table 5 shows the analysis results. k i represents the average score of each level of every factor. R i is the data range of each factor i, reflecting each factor's importance, and the factors' importance rank can be obtained by sorting their ranges so that we can find out the main-effect factor. The results in Table 5 verify the correctness of the experiment results in Table 3 
C. DISCUSSION
After conducting the prediction experiments and contrasting our proposed method in the Google Cloud trace to the ARIMA predictor, we observe that:
• The proposed method achieves MSE in the range [10 −6 , 10 −5 ], which is quite good accuracy for prediction.
• After training, the running of using the obtained optimized parameters for DBN is taking only around 30 ms which is quite acceptable for real time situations.
IV. EVALUATION ON DCNN BASED OBJECT RECOGNITION AND TRACKING
For the second evaluation, we experiment to retrieve vehicle types from traffic videos, and then track a specific vehicle.
A. PREPARING VIDEO DATA
To build the recognition dataset, we collected 7 videos using mounted cameras in Qingdao city. The size of each video is about 2GB and the frame size is 1920 × 1080 pixels. To prepare the training and validation dataset, we select 5 videos to generate vehicle images and the other 2 videos are used to evaluate our approach. These generated images will be used as training and validation dataset. Vehicle images from these videos need to be cropped to fit for DCNNs. After preprocessing and preparation, our dataset has 2500 different images. We increase the size of the dataset to 5000 by flipping all images. In this paper, we separate vehicle types into five classes: car, bus, mini-bus, truck, and motorcycle. All images in training dataset has been pre-processed to be gray scale and size of them have been re-sized to 96 × 96 pixels. 
B. VEHICLE TYPE RECOGNITION IN VIDEOS
First, we briefly introduce CNN. A CNN consists of several layers of three types [5] : Convolutional: Convolutional layers consist of a rectangular grid of neurons. It requires that the previous layer also be a rectangular grid of neurons. Each neuron takes inputs from a rectangular section of the previous layer; the weights for this rectangular section are the same for each neuron in the convolutional layer.
Max-Pooling: The pooling layer takes small rectangular blocks from the convolutional layer and subsamples it to produce a single output from that block. The pooling can be done with the average or the maximum, or a learned linear combination of the neurons in the block. The max-pooling layers will take the maximum of the block they are pooling.
Fully-Connected: After several convolutional and max pooling layers, the high-level reasoning in the neural network is done via fully connected layers. A fully connected layer takes all neurons in the previous layer and connects it to every single neuron it has.
We design the DCNNs by borrowing the DCNNs' structure as in [5] with some simplification, which can suit for our own dataset and problem. Table 6 shows the architectural design of DCNNs. The foregoing three layers are convolutional layers followed by max pooling layer, and the following two layers are fully connected. In layers 1 to 3, neuron's output f as a function of its input x is with non-saturating nonlinearity f (x) = max(0, x) [6] , while that used in Layer 4 is f (x) = tanh(x). Softmax regression is used to perform vehicle type classification on top of the network.
The training database is composed of gray scale images of standard size as 96 × 96 pixels. These pre-processed images are put into pre-trained DCNNs to recognize which vehicle type they are, and then the recognition results are returned to the client, which can draw bounding box and show the vehicle type information in a video at real-time. Figure 9 shows the outputs of each layer. We can see that each convolutional layer can acquire vehicle features, especially the edges. With the depth of layers increasing, convolutional layer can have higher level feature abstraction capabilities. Using the aforementioned dataset to train the DCNN, we can achieve an accuracy of 89.5% for vehicle type recognition. Note that a large number of images in this dataset do not contain whole contours of vehicles, but just parts of contours.
The DCNN-based approach can handle 16 fps using a dated K1000M GPU. Figure 10 shows the results of vehicle type recognition in video. Figure 10 contains two groups of different results, figures 10a 10b 10c show that with some appropriate morphological image processing steps, traditional three-frame difference approach can perform well in traffic video in most cases, and we do not require images contain the whole vehicle. Though the image in bounding box just contains a part of vehicle, the network can always recognize what the type of the vehicle is. Figures 10d 10e 10f show some failure cases. From figure 10d 10e we can see that some parts of vehicle can not be recognized by the DCNN, the reason is that the dataset used for training is not large enough, therefore some images of different angles cannot be classified accurately. Figure 10f shows there are also some limitations of vehicle detection in this work, this is caused by the image processing steps after three-frame difference, such as dilation and erosion, which can blur the contours of different vehicles.
C. MORE THOROUGH TESTS
To further evaluate the feasibility of using DCNN for real time retrieving of raw contexts from big video data, we conducted extensive evaluations with different image size, network scale, training time and iterations, the corresponding accuracy, and time taken for the recognition of objects in video. These evaluations are shown in Table 7 . From this table, we can see that for real time deep awareness, the size of images, and the corresponding deep learning network should be kept in a moderate scale.
D. OBSERVATION
We have done comprehensive tests on the accuracy, and performance of using DCNN for obtaining targets in video data. The evaluations show that we can achieve a good recognition rate, also it take around only a few milliseconds to finish the online object recognition.
V. RELATED WORK
Context-awareness is a very important research topic for over a decade, ranging from the modeling and reasoning of contexts, to the retrieval of contexts. For example, how to model fuzzy contexts [2] , and how to use hybrid artificial intelligence techniques to get better reasoning capabilities [3] , [4] . These existing research focuses mainly on situations where initial raw contexts can be retrieved relatively easily, and the data involved are not big.
Deep learning has been used extensively recently in natural language processing, image processing, voice recognition, and so on, and is in rapid development propelled by not only academia but also a lot of companies including Google, Microsoft, and Baidu. In [23] , the authors presented a vehicle recognition approach for a real transportation surveillance system using sparse coding. The dataset they used consists of 2520 images, which equally distribute in 4 classes: Car, Bus, Motor, Minibus. They did a comparison between sparse coding and conventional histogram of orientation gradient (HOG), which showed that the sparse coding learned feature is better than HOG feature in such vehicle recognition applications. Their work is similar to ours, but they are not targeting traffic video frame sequences in their work. In addition, DCNN performs better than sparse coding in image recognition, especially for large image datasets.
Overfeat [24] is a CNN framework for classification, localization and detection, and Overfeat is used in [25] , by making a few minor modifications to Overfeat's labels in order to handle occlusions of cars, make prediction of lanes, and accelerate performance during inference. We will extend our work to consider such kind of video shotted by car-mounted camera to know such contexts.
A Bayes based model is proposed in [19] to predict host loads. However, the prediction accuracy is not good. SVR with a Kalman filter preprocessing is proposed in [26] to predict Google Cluster metrics. A limitation of the support vector approach is that the choice of kernel is highly depending on domain specifications, and adjusting parameters of the kernel is very difficult. Roy develops a model-predictive algorithm (ARIMA model) [27] for workload forecasting which then is used for resource auto-scaling. From our experiences, the ARIMA model is inferior in fitting highly variant patterns like Google Cluster trace which is shown above.
VI. CONCLUSIONS AND FUTURE WORK
Context-awareness for big data should be more in-depth than that of classical ones, especially for video data with intrinsic complexities. In this paper we propose an in-depth contextawareness framework for pervasive video cloud in order to know underlying contexts in big video data, based on deep learning techniques, for example deep belief network and deep convolutional neural network. We have evaluated the effectiveness of the proposed approach by showing the accuracy of the prediction of workload of cloud nodes, and the recognition of targets in video at real time. The evaluations show that deep learning is an efficient and effective way for retrieving raw contexts from big video data, and the proposed in-depth context-awareness is usable in terms of accuracy and performance for retrieving contexts in video.
In the future, we will work on adding more deep learning techniques to this framework, in order to make the framework capable of achieving complete deep awareness. And also, a larger scale of video data set is being prepared, which will be used for improving the existing video data set, and help to improve the recognition rate by DCNN. PENGCHENG DUAN received the bachelor's degree from the China University of Petroleum, in 2014, where he is currently pursuing the master's degree with a focus on big data processing and software architecture. He has authored two papers using Storm for image recognition. 
