Abstract. We obtain an upper escape rate function for a continuous time minimal symmetric Markov chain, defined on a locally finite weighted graph. This upper rate function is given in terms of volume growth with respect to an adapted path metric and has the same form as the manifold setting. Our approach also gives a slightly more restrictive form of Folz's theorem on conservativeness as a consequence.
1. Introduction 1.1. Brownian motion case. The celebrated Khintchine's law of the iterated logarithm states that, for the Brownian motion (B t ) t≥0 on R, lim sup t→∞ |B t | √ 2t log log t = 1, a.s.
In particular, we see that for the function R(t) = (2 + ε)t log log t (ε > 0), P 0 ( |B t | ≤ R(t) for all sufficiently large t ) = 1.
Such a function R(t) is called an upper escape rate function of the Brownian motion.
Some care has to be taken when generalizing this notion to a more general Markov process. Let (V, d) be a locally compact separable metric space and µ a positive Radon measure on V with full support. Let V ∞ = V ∪ {∞} be the one point compactification of (V, d). If (V, d) is already compact, then ∞ is adjoined as an isolated point. Let M = Ω, (X t ) t≥0 , {P x } x∈V ∪{∞} , {F t } t≥0 , ∞, ζ be a µ-symmetric Hunt process on V . Here the sample space Ω is taken to be the space of rightcontinuous functions ω : [0, ∞] → V ∞ such that:
(1) ω has a left limit ω(t−) ∈ V ∞ for any t ∈ (0, ∞); (2) ω(t) = ∞ for any t ≥ ζ := inf{s ≥ 0 : ω(s) = ∞} and ω(∞) = ∞.
The random variable X t is defined as X t (ω) = ω(t) for ω ∈ Ω. The random variable ζ is called the lifetime of the process M and can be finite. We will feel free to use some further properties of Hunt processes as presented in [8] (Section A.2). Definition 1.1. Fix a reference pointx ∈ V . A nonnegative increasing function R(t) is called an upper rate function for the process M, if there exists a random time T < ζ such that Px (d(X t ,x) ≤ R(t) for all T ≤ t < ζ) = 1. Remark 1.2. We do not extend the distance d to V ∞ , so d(X t ,x) has no definition if t ≥ ζ.
The existence of upper rate functions can be viewed as a quantitative version of conservativeness, which means that P x (ζ < ∞) = 0 for all x ∈ V .
Many authors studied the escape rate for the Brownian motion on a complete Riemannian manifold. Grigor'yan [12] initiated the study of upper rate functions in terms of volume growth of the manifold. Grigor'yan and Hsu [13] obtained the sharp form of the upper rate function for Cartan-Hadamard manifolds. Recently, Hsu and Qin [14] obtained the sharp result in full generality. [14] ). Let M be a complete Riemannian manifold and fixx ∈ M. Let B(r) be the geodesic ball on M of radius r and centered atx. Assume that Then there is a constant C > 0 such that Cψ −1 (Ct) is an upper rate function of Brownian motion (X t ) t≥0 on M. Remark 1.4. As observed in [14] , (1.1) is equivalent to that lim R→∞ ψ(R) = ∞.
Theorem 1.3 (Hsu and Qin
The sharpness of Theorem 1.3 can be seen through examples of model manifolds. The assumption (1.1) on volume growth guarantees conservativeness (stochastic completeness/non-explosion) of the Brownian motion, by a classical theorem of Grigor'yan [9] (see also [11] , Theorem 9.1). Roughly speaking, the borderline of volume growth satisfying (1.1) has the form vol (B(r)) = exp Cr 2 log r log log r · · · for r large enough. It is interesting to see that the same type integral rdr log vol(B(r)) controls conservativeness and upper rate function simultaneously.
Main result.
The aim of this article is to prove an analogue to Theorem 1.3 in the setting of continuous time symmetric Markov chains on locally finite weighted graphs.
We start with a gentle introduction to weighted graphs. More details will be given in the next section.
Let (V, E) be a locally finite, countably infinite, connected, undirected graph without loops or multi-edges. For abbreviation, such a graph is called a simple graph. Here V is the vertex set, and E is the edge set that is a symmetric subset of V × V . For a pair (x, y) ∈ E, we write x ∼ y and call them neighbors. For x ∈ V , the degree of x is defined to be deg(x) = #{y ∈ V : y ∼ x}, i.e. the number of neighbors of x which is finite by assumption.
By the connectivity of the graph, for any pair of distinct vertices x, y ∈ V , there always exists a sequence of vertices x 0 , · · · , x n in V such that x 0 = x, x n = y, x k ∼ x k+1 for all 0 ≤ k ≤ n − 1.
Such a sequence is called a path of length n connecting x and y. The graph metric ρ on the graph (V, E), can then be defined through ρ(x, y) = inf{n : there exists a path of length n connecting x, y} for any pair of x = y. This induces the discrete topology on V .
A positive function µ : V → (0, ∞) can be viewed as a Radon measure on V .
Let w : V × V → [0, ∞) be a weight function on edges such that:
(1) w is symmetric, that is, w(x, y) = w(y, x) for all x, y ∈ V ; (2) (x, y) ∈ E ⇔ w(x, y) > 0.
The triple (V, w, µ) is usually called a weighted graph. Note that given a weighted graph (V, w, µ), we can determine the edge set E through w. Throughout the paper, without further specification, we only consider weighted graphs with the underlying graph being simple.
Define a matrix (q xy ) x,y∈V by q xy = w(x, y) µ(x) for x = y and
w(x, y).
The matrix (q xy ) x,y∈V is called a Q-matrix and there is a unique continuous time, minimal, symmetric, càdlàg Markov chain M = (X t ) t≥0 , (P x ) x∈V associated with it (cf. [23] , [7] ). When there is no risk of confusion, we simply call (X t ) t≥0 the Markov chain of (V, w, µ). We will also talk about the conservativeness of (V, w, µ) when we really mean that of (X t ) t≥0 .
The construction of (X t ) t≥0 through a Q-matrix is equivalent (cf.
[24] Theorem 17.2) to the construction as the Hunt process associated with the minimal (regular) Dirichlet form on (V, w, µ), which we will discuss in Section 2.
For a metric d on V , define the closed ball with center x ∈ V of radius r > 0 by
In general, we can not expect an analogue to Theorem 1.3 for the Markov chain (X t ) t≥0 if we consider the volume growth of balls, µ (B ρ (x, r)), in the graph metric ρ. This is because ρ is determined only by the graph structure (V, E) and is blind to the weights µ and w. A useful tool is the notion of adapted metrics (or intrinsic metrics) introduced by Frank, Lenz, and Wingert [6] and Masamune and Uemura [22] (independently and in slightly different ways). See also Folz [5] for the graph setting.
In this article, we will adopt a slightly stronger definition, the so-called adapted path metric [17] . Definition 1.5. Consider a weighted graph (V, w, µ). A weight function σ : E → (0, 1] is called adapted if
(1) σ is symmetric, i.e., σ(x, y) = σ(y, x), for any pair x ∼ y; (2)
An adapted path metric d σ is defined as
Remark 1.6. There always exists an adapted path metric on a weighted graph, though in general highly non-unique. For general weighted graphs, d σ as defined in (1.2) is only a pseudo metric. It is always a metric on simple weighted graphs and induces the discrete topology (cf. [17] ), due to locally finiteness and connectedness. The restriction σ ≤ 1 is not serious; an upper bound suffices.
For an adapted weight σ, the metric d σ is adapted in the sense that 1
for any function u on V that is C-Lipschitz with respect to d σ for some C > 0. This is analogous to the property that |∇u| 2 ≤ C 2 for C-Lipschitz functions with respect to the geodesic metric d on a Riemannian manifold.
In general, balls in (V, d σ ) may not be compact (i.e. finite) (for examples cf. [17] ). However, if this is the case, the existence of an upper rate function implies the conservativeness of (X t ) t≥0 . Since this is kind of folklore and will not be directly used, we postpone an explanation (Lemma 2.4) to Section 2.
The main result of this article is the following formula of upper rate function. 
and that
Then we have
(1) (X o t ) t≥0 is conservative; (2) there exists some constant c > 0,R ≥ 1, such that the inverse function ψ −1 (t) of 
Cr 2 and φ(t) = e ct ; (4) µ(B dσ o (x, r)) ≤ e Cr 2 log r and φ(t) = exp(exp(ct)).
1.3. Idea and approach. The conservativeness part of Theorem 1.7 is not new. Recently, Folz [4] made a breakthrough on the problem of conservativeness of weighted graphs, by proving an analogue of the volume growth criterion of Grigor'yan. Our result on conservativeness comes with a different proof but in a slightly weaker form.
The upper rate function part of Theorem 1.7 greatly improves the work in [16] , and provides a full analogue with the manifold case. In [16], a partial result was proven under the restriction that the volume growth is at most exponential. The restriction is removed in this article by two main new ingredients, which we explain below.
The first new ingredient is a certain variant of Folz's construction for conservativeness of weighted graphs. Roughly speaking, for each weighted graph with an adapted metric, Folz constructed a corresponding metric graph. Then comparison can be made between the lifetime of the Markov chain on the weighted graph and the diffusion on the metric graph. The conservativeness of the metric graph in fact implies that of the weighted graph. The volume growth criterion of conservativeness of weighted graphs then follows from Sturm's work ( [25] ) on strongly local Dirichlet forms, which applies to metric graphs.
We refine Folz's construction to get more accurate comparisons. Loosely speaking, for each weighted graph (V o , w o , µ o ) with an adapted path metric d σo , we associate it with a new weighted graph (V, w, µ) by adding new vertices to V o and modifying the weights, in such a way that the original process (X o t ) t≥0 is the trace of the new process (X t ) t≥0 on V o . The novelty of our construction is that it allows a uniform quantitative control of the occupation time of (X t ) t≥0 on V o .
More specifically, we will consider the following type modification of a weighted graph. Definition 1.10 (Modification of a weighted graph). Let (V o , w o , µ o ) be a weighted graph with an adapted path metric d σo . We fix an orientation of E o , by choosing ι : E o → {±1} which satisfies ι(x, y) = −ι(y, x) for (x, y) ∈ E o , and letting E
We construct a weighted graph (V, w, µ) as follows.
(1) For each e ∈ E + o , associate a distinct set of N (e) − 1 new points for each e = (x, y) ∈ E + o , 0 ≤ i ≤ N (e) − 1. An easy calculation shows that σ is an adapted weight for (V, w, µ). We call such (V, w, µ) the modified graph of (V o , w o , µ o ) with weight N . We could also have worked with metric graphs instead. Basically the metric graphs we should look at are the generalized ones with the measure as a certain linear combination of Dirac measures on vertices and Lebesgue measures on edges. However, we prefer the current approach, as we stay in the category of weighted graphs to have conceptual simplicity.
Denote by (X o t ) t≥0 the Markov chain of (V o , w o , µ o ) and (X t ) t≥0 the Markov chain of (V, w, µ). Let L t be the local time of (X t ) t≥0 , namely, for x ∈ V , Through Corollary 1.13, we can work with a modified graph (V, w, µ) to obtain an upper rate function for the original one (V o , w o , µ o ). It is crucial to have the constant C being absolute in Theorem 1.12.
To show Theorem 1.12 we need a large deviation type argument, which is the second new ingredient of our approach. Proposition 3.6, stated in a slightly weaker way, says that lim sup
which has the form of the upper bound in the large deviation principle (cf. [3] , [2] , [18] , [20] ).
Let P(V ) be the space of probability measures over V , equipped with the weak topology. Then by definition, the inequality A t ≤ εt is equivalent to saying that the random probability measure L t /t belongs to the closed subset {ν ∈ P(V ) : ν(V) ≤ ε}. However, without certain tightness condition, the upper bound applies only to compact subsets of P(V ) in general. Furthermore, in the generality of our setting, we can not expect any type of tightness or the compactness of {ν ∈ P(V ) : ν(V) ≤ ε}.
We will develop a new way to achieve Proposition 3.6, by directly constructing a potential U on V and a solution ϕ to the corresponding Schrödinger equation. Roughly speaking, the sign of the potential U naturally tells which part of a weighted graph is visited by the Markov chain for a positive portion of time. The minimality of the heat semigroup associated with (V, w, µ) and the Feynman-Kac formula altogether give the desired estimate. The construction of U and ϕ heavily depends on the structure of the modified graph.
The rest of our approach basically follows the line of argument in [13] , but applied to a modified weighted graph (V, w, µ) with a carefully chosen weight N . We use a Borel-Cantelli type argument to reduce the problem to the point-wise a priori estimate of the solution to a heat equation on a sequence of balls.
The advantage to work with the modified graph (V, w, µ) is that neighboring points become closer in d σ , the new adapted path metric. Indeed, the modified weighted graph will be "designed" in advance such that the distance between a pair of neighboring points "shrinks" when the pair is far from the reference point (Lemma 4.1). By this fact, we can construct more refined auxiliary functions in (4.8) than those in [16, Subsection 5.2]. In such a way, the technique of a priori estimate from the classical PDE works well and gives the expected result. It should be noted that the nonlocal nature of the problem causes the lack of a chain rule and is the main obstruction in the analysis of [16] .
The assumption (1.3) that there is a positive lower bound on µ o avoids the need for Sobolev inequalities in the manifold setting (cf. [13] ) and is important for the estimates. The subtle point is that this assumption is not preserved under the modification. We overcome this issue again by making advantage of the structure of the modification.
The rest of this paper is organized as follows. In Section 2, we recall the results we need from Dirichlet form theory and the related stochastic calculus. The main technical tool, Theorem 1.12, is proven in Section 3 using the strategy of Schrödinger equation we described before. Several basic comparisons between weighted graphs with its modifications are also presented there. The proof of the main result, Theorem 1.7 will be then accomplished in Section 4. In Section 5, we apply Theorem 1.7 to several weighted graphs and obtain the upper rate functions explicitly.
We end this introduction by a few words on notations. The letters c and C (with subscript) denote finite positive constants which may vary from place to place. If we indicate the dependence of the constant explicitly, we write c = c(u) for instance. For nonnegative functions f (x) and g(x) on a space S, we write f (x) ≍ g(x) if there exist positive constants c 1 and c 2 such that
Settings
Most of the materials in this subsection are standard. We recall the results that we need from the theory of Dirichlet forms and stochastic calculus by additive functionals. We will follow [8] for the general theory, and [19] for an analytic framework for weighted graphs with potentials.
2.1. Analytic side. As before, we consider a simple weighted graph (V, w, µ) together with an adapted path metric d σ . We assume that balls in (V, d σ ) are all finite. Note that all functions on (V, d σ ) are then in fact in the space C(V ), i.e. continuous. We adopt the notations C c (V ), C + (V ) and C b (V ) to denote the space of finitely supported functions, the space of nonnegative functions and the space of bounded functions, respectively. Furthermore, we consider a function V ∈ C + (V ) as a potential function (i.e. V · µ as a killing measure).
Define a positive definite, symmetric bilinear form
where u ∈ C c (V ). This is a closable form, and we consider its closure (
In [19] , the regularity of the Dirichlet form (E V , F V ) is shown, and the generator L V (we choose it to be positive definite, opposite to many authors) is determined to be a restriction to D(L V ) of the so-called formal Laplacian ∆ V , which takes the form:
Corresponding to the self-adjoint operator L V , there are a semigroup {P
, which can be understood as
through functional calculus. They have the Markov property, and can be extended from L 2 (V, µ) to C + (V ). Indeed, for any u ∈ C + (V ), choosing a sequence {u n } n∈N ⊂ L 2 (V, µ) with 0 ≤ u n ≤ u n+1 and u n → u in the point-wise sense, we can define
Both limits do not depend on the choice of the sequence {u n } n∈N ⊂ L 2 (V, µ), though we allow ∞ value in the limit. The following result is extracted from [19] (Theorem 11 (b)) which states the minimality of the resolvent. Theorem 2.1 (Keller and Lenz). Let f ∈ C + (V ) and α > 0. The following two statements are equivalent:
When considering the original Dirichlet form (E , F ) of (V, w, µ) (i.e. V ≡ 0), we simply denote the corresponding quantities by omitting the superscript V. The following lemma relates the Dirichlet forms (E , F ) and (E V , F V ).
Lemma 2.2. Let (V, w, µ) be a simple weighted graph and V ∈ C + (V ). Then 
Here the filtration {F t } t≥0 is assumed to be the minimum completed admissible one. The symbol ∞ here stands for the cemetery point and ζ = inf{t > 0, X t = ∞} is the lifetime. Every function u on V is automatically extended to V ∞ by setting u(∞) = 0. The process constructed in this way is the same as the direct construction using Markov chain theory, as mentioned before. The relation between the probabilistic theory and the Dirichlet form theory can be seen from the semigroup:
where u(∞) is defined to be 0.
As already mentioned, conservativeness can be formulated in terms of lifetime. The irreducibility of (X t ) t≥0 follows from the connectedness of (V, E). Definition 2.3. Let (V, w, µ) be a simple weighted graph with Markov chain M. The Markov chain M is said to be explosive if for some/all x ∈ V ,
Otherwise, (X t ) t≥0 (or (V, w, µ)) is called conservative. Now we make some remarks on the relation between conservativeness and existence of an upper rate function. From the construction of (X t ) t≥0 through the Q-matrix (cf. [23] , Section 2.6), the lifetime ζ is the first time that (X t ) t≥0 performs infinitely many jumps (cf. [23] ). Consider a finite set K ⊂ V and define τ K = inf{t > 0 : X t ∈ V \K} as the exit time of K. We can see that P x (τ K < ζ) = 1 for any x ∈ V , since K is finite and M has no killing inside. And we have the following: Lemma 2.4. Let (V, w, µ) be a simple weighted graph with a metric d which induces the discrete topology. Fix a reference pointx. If all balls in (V, d) are finite, then the existence of an upper rate function R(t) in d implies the conservativeness for the corresponding minimal Markov chain (X t ) t≥0 .
Proof. Assume the contrary, that is, Px(ζ < ∞) > 0. Then there exists some t 0 > 0 such that Px(ζ ≤ t 0 ) > 0. By Definition 1.1, conditioning on the event {ζ ≤ t 0 }, we have X ζ− ∈ B d (x, R(t 0 )) almost surely, since B d (x, R(t 0 )) is finite. However, by Lemma 4.5.2 in [8] , we have that X ζ− = ∞ with probability 1 conditioning on the event {ζ < ∞}, since there is no presence of killing measure. This leads to a contradiction.
Three types of operations on a Hunt process are important to us: killing by a PCAF, killing at the exit time, and time change by a PCAF (cf. [8] , chapters 4, 5, 6) . In this section, we recall some basic facts about the former two operations. The third one will be discussed in Section 3.
Let V ∈ C + (V ). It is clear that V · µ is a positive Radon measure charging no sets of zero capacity. We can also show that V · µ is the Revuz measure corresponding to the PCAF t 0 V(X s )ds by checking (5.1.13) in [8] . Moreover, combining Theorem 6.1.1 of [8] and Lemma 2.2, we have the following Feynman-Kac type formula for the semigroup P
Now more generally consider U ∈ C b (V ) (not necessarily non-negative), and let C > 0 be a constant such that U + C ≥ 0. Consider the semigroup P
By (2.2), it is then direct to see that
. A combination of Theorem 2.1 and the Feynman-Kac formula leads to the following result, which will be crucial in the proof of Theorem 1.12.
Proof. Let C > 0 be such that U + C ≥ 0. Then ϕ satisfies that
for any α > 0. Hence by applying Theorem 2.1 to the potential U + C, we have
2 (V, µ) be an increasing sequence such that lim n→∞ ϕ n = ϕ in point-wise sense. By the definition of R U +C α and P U +C t on C + (V ), we have
By a classical formula (cf. [8] , (1.3.5)), Let K ⊆ V be a finite subset. We define the graph theoretical closure cl(
We can define the part (or restriction) (
It is direct to see that
The generator of P K t is given by
Given a function u ∈ C(K), we see that
The following result is standard (for our purpose, it was treated in [16], Proposition 2.8).
Proposition 2.6. Let (V, w, µ) be a simple weighted graph. Let K ⊆ V be finite. Define a function u on K × [0, ∞) to be
Then u(x, t) is differentiable in t on [0, ∞) and satisfies
for all x ∈ int(K) and t ≥ 0 with initial condition u(·, 0) ≡ 0 on K.
2.3.
Integral maximum principle. The technical tool to estimate the solution u in Proposition 2.6 is the so-called integral maximum principle. This kind of technique is classical in the parabolic PDE theory and dates at least back to Aronson [1] . See also Grigor'yan [10] for the manifold setting. In the present context, it is developed in [15] . We state it here with a slight modification to be compatible with our notations.
Take two auxiliary functions η(x) on L and
(1) the function η(x) ≥ 0 is finitely supported and suppη ⊆ K;
holds for all x ∼ y, x, y ∈ L and t ∈ [0, T ]; (4) the inequality
Then for any s ∈ (0, T ], we have the following estimate:
Comparison of upper rate functions
Fix a simple weighted graph (V o , w o , µ o ) with an adapted path metric d σo . Let (V, w, µ) be the modified weighted graph for weight N as in Definition 1.10. It is direct to see that the underlying graph (V, E) of (V, w, µ) is simple. Recall that d σ is the adapted path metric on (V, w, µ) as constructed in Definition 1.10.
3.1. Basic properties of the modified weighted graph. We state some basic properties of (V, w, µ) and its relation with the original graph (V o , w o , µ o ).
Lemma 3.1. The following relations hold.
The measure of a ball B dσ o (x 0 , r) as a subset of V o and the measure of B dσ (x 0 , r) satisfies:
Proof.
(1) Note that for x, y ∈ V o ⊆ V , a path of edges in E connecting x and y necessarily has the following form
where x 0 , · · · x n ∈ V o and e 0 , · · · e n−1 ∈ E o . The length of such a path with respect to σ is the same of the length in σ o of the path
. By the definition of the path metric, (1) holds.
(2) It follows that
Consider x ∈ V o with deg(x) = n. Let e 1 , · · · , e n ∈ E o be the edges with x as a vertex and set
by the adapted-ness of σ o . The last inequality follows by observing that 
and
we have ψ ≤ ψ o ≤ Cψ for some C > 1.
is the trace of (E , F ) with respect to the Revuz measure µ o = 1 Vo · µ.
Proof. We denote by Ȇ ,F the trace of (E , F ) for the Revuz measure µ o . In other words,
(see [8, Section 6.2] ). Here (F e , E ) is the extended Dirichlet space of (E , F ) (see [8, p .41] for definition). For v ∈ F e , H Vo v is defined by
where ς Vo = inf{t > 0 :
we have by the strong Markov property,
Again by the strong Markov property, the function
for 1 ≤ k ≤ N (e) − 1 with f 1 (0) = 1, f 1 (N (e)) = 0. A similar relation also holds for f 2 (k) := P x e k (X ς Vo = y) with f 2 (0) = 0, f 2 (N (e)) = 1. Since these relations imply that
By the definition of the weighted graph (Definition 1.10), for any
Then by (3.2), the right hand side above is equal to e=(x,y)∈E
Moreover, since C c (V ) is a special standard core of (E , F ), it follows by Theorem 6.2.1 (iii) in [8] 
) is a core of Ȇ ,F . As a result, we have
By the general theory of time changed process (cf. [8] , Section 6.2), we have the following from Proposition 3.3
x∈Vo is the time changed process of (X t ) t≥0 , (P x ) x∈V with respect to the PCAF A t = L t (V o ). Namely, for a fixed reference pointx ∈ V o , (X o t ) t≥0 has the same law as (X Tt ) t≥0 under Px, and the lifetime ζ o of (X o t ) t≥0 is A ζ .
Solution to a Schrödinger equation.
We construct a potential U ∈ C b (V ) and the solution ϕ ∈ C b (V ) ∩ C + (V ) to the corresponding Schrödinger equation, with certain nice properties. Proposition 3.5. There exists U ∈ C b (V ) with
for some constants C 1 , C 2 > 0, and ϕ ∈ C(V ) with 1 ≤ ϕ ≤ C 3 for some C 3 > 1 such that (∆ + U) ϕ ≥ 0. The constants C 1 , C 2 , C 3 are absolute.
Proof. Let N 0 = inf{N (e) : e ∈ E + o } ≥ 2. Define M 1 > 1 to be the minimum of M such that the following inequalities hold for any θ ∈ [0, 1/2]:
Define M(N 0 ) to be the minimum of M such that the above inequalities hold for any θ ∈ [0,
In the following, we fix some M 0 ≥ M(N 0 ).
Note that
because σ o is an adapted weight. Then we have by (3.4),
N (e) 2 = cos(θ(e)), which implies that
and define the potential U as in Proposition 3.5. Now we start constructing the super-solution ϕ on V .
First, for x ∈ V o ⊆ V we simply set ϕ(x) = 1. For x e k ∈ V e , the set of new points, for some e = (x, y) ∈ E .
Note that the definition is compatible when we take k = 0 or k = N (e) in the above, and that ϕ(x e k ) = ϕ(x e N (e)−k ) holds. By the estimate N (e)θ(e) ≤ 1, we have that for all 0 ≤ k ≤ N (e),
It follows that
We are left to check that ϕ is indeed a super-solution. We divide the verification into two cases. . This gives
which is simply
Case 2: Let x ∈ V o and e = (x, y) ∈ E + o . We then have by (3.4),
Since ϕ(x e 1 ) = ϕ(x e N (e)−1 ), the same estimate
holds if e = (y, x) ∈ E + o . We thus arrive at the inequality
by the adapted-ness of σ o .
As a consequence, the assertion holds with constants
3.3. Feynman-Kac formula and a large deviation type argument. In this subsection, we assume that (V, w, µ) is conservative.
Proposition 3.6. Let C 1 and C 2 be the same constants as in Proposition 3.5. Then for any ε ∈ 0,
and δ > 0, there exist positive constants c 0 , C such that for any t > 0, sup
Proof. Let U, ϕ and C 1 , C 2 , C 3 be as in Proposition 3.5. Recall that
By Proposition 2.5 and the Feynman-Kac formula, we have for any x ∈ V and ε ∈ 0,
Since we have L t (V ) = t by assumption, the right hand side of the inequality above is equal to
Therefore, the assertion follows by letting c 0 = C 1 −ε(C 1 +C 2 ), and C = C 3 exp (δ (C 1 + C 2 ) ).
Remark 3.7. The conservativeness is required to ensure L t (V ) = t. In the explosive case, although L t (V ∞ ) = t, the above argument does not work as ϕ(∞) = 0.
Corollary 3.8. For any ε ∈ 0,
and κ > 0, there is a random timeT such that
Proof. Let δ = κ/(1 − ε) and fix ε ∈ 0,
. By Proposition 3.6, there exist positive constants c 0 , C such that
Let t n = nδ for n ∈ N and define a sequence of events (E n ) n∈N by
Then it follows by (3.5) that
Thus by the Borel-Cantelli lemma, there is an N-valued random variable N, such that for almost all ω ∈ Ω, ω ∈ E c n for any n ≥ N(ω). Define a random timeT = t N . Then for any t ≥ t N with some n ≥ N such that t n ≤ t < t n+1 , we have
almost surely, whence the assertion follows.
Remark 3.9. Note that the conservativeness of (V, w, µ) implies that of (V o , w o , µ o ) by this result, since ζ o = A ζ = A ∞ = ∞. Unfortunately, we do not know whether Corollary 3.8 holds without the assumption on conservativeness.
We are now ready to prove Theorem 1.12.
Proof of Theorem 1.12. We continue using the notations in the previous two results. Fix ε ∈ 0,
, and consider the random timeT such that Px A t > εt, for all t ≥T = 1.
By the definition of right continuous inverse, A t > εt implies that T εt ≤ t. We thus have Px A t > εt, for all t ≥T ≤ Px T εt ≤ t, for all t ≥T .
Rename s = εt and defineT = εT . Then since
the assertion holds for any C > 1 +
Proof of the main theorem
In this section, we accomplish the proof of Theorem 1.7 in several steps. Here we first summarize the overall structure of the proof.
Let (V o , w o , µ o ) be a simple weighted graph with an adapted path metric d σo and fixx ∈ V o . Assume that (1.3) and (1.4) hold for (V o , w o , µ o ). Namely, we assume that
First we design the modified weighted graph (V, w, µ) by specifying the weight function N . As shown by Lemma 3.1, the volume growth condition also holds for (V, d σ , µ). We apply the integral maximum principle (Proposition 2.8) to obtain estimates for the so-called crossing time for the new Markov chain (X t ) t≥0 . The Borel-Cantelli lemma (applied in Lemma 4.2) then leads to the formula of upper rate function for (X t ) t≥0 , and its conservativeness as a by product. By Remark 3.9, we obtain the conservativeness of the original process (X o t ) t≥0 . Conservativeness of (X t ) t≥0 also allows us to apply Theorem 1.12. Then the same formula of the upper rate function (up to a different constant c > 0) holds for the original process.
4.1.
Design the modified graph. Let f (r) = log µ o B dσ o (x, r) − log C o ≥ 0 for r ≥ 0. We now specify the choice of N : E o → N. Set R n = 2 n+4 for n ∈ N and
Choose N so that
Let (V, w, µ) be the modified weighted graph for weight N with the adapted path metric d σ as in Definition 1.10. The following result is crucial for our estimates later.
Proof. By the definition of the adapted path metric, we have
Since we see by Lemma 3.1 that
≤ σ n .
4.2.
Borel-Cantelli argument. We basically follow the argument in [12] and [13] for upper rate functions of the Brownian motion on Riemannian manifolds.
Set R n = 2 n+4 for n ∈ N as before. Denote the balls B dσ (x, R n ) byB n . Let B n ⊆B n be certain subsets to be chosen later, such that (B n ) n∈N is increasing. Let τ n be the exit time of B n , that is, τ n = τ Bn = ς V \Bn .
We start with the following standard lemma which reduces the problem to certain estimates on the so-called crossing time τ n − τ n−1 .
Lemma 4.2. and set τ n = τ Bn = ς V \Bn . Suppose for a sequence of positive numbers {c n } ∞ n=1 with ∞ n=1 c n = ∞, we have that
Then (V, w, µ) is conservative. Suppose further that we can find a strictly increasing homeomorphism ψ : R + → R + such that
is an upper rate function for (X t ) t≥0 .
Proof. By the Borel-Cantelli lemma, there exists a subspace Ω 1 ⊂ Ω with P x (Ω 1 ) = 1 and an N + -valued random variable N such that, for any ω ∈ Ω 1 ,
As we already mentioned in Section 2, there exists a subspace Ω 2 ⊂ Ω with P x (Ω 2 ) = 1 such that for any ω ∈ Ω 2 , we have ζ(ω) > τ n (ω) for all n ∈ N. Hence for any ω ∈ Ω 1 ∩ Ω 2 ,
. This implies that ζ = ∞ almost surely because P x (Ω 1 ∩ Ω 2 ) = 1.
Then by (4.3), there exists an N + -valued random variable
Px almost surely.
Let T = ψ(R N ′ ). Then for any t ≥ T with
for some n ≥ N ′ , we have by (4.5) and (4.4),
Hence it follows that
Notice that lim n→∞ ψ(R n ) = ∞, so (4.6) holds for all t ≥ T , Px almost surely. In other words, ψ −1 (t) is an upper rate function for (X t ) t≥0 . Now let us specify the choice of {B n } n∈N . Recall the notions of graph theoretical interior and boundary. To avoid confusion, we use the notations int, cl and ∂ only with respect to the graph structure of the modified graph (V, E).
We define B n = intB ′ n . Lemma 4.3. The following assertions hold.
Proof. By the construction of (V, E), we see that B n ∩ V o is simply the interiorB 
The assertion (2) holds by observing that B n ⊆ B ′ n ⊆ B dσ (x, R n − 1 + 1/2). (3) For any n ≥ 1 and x ∈ ∂B n , we have shown that x ∈ B dσ (x, R n −3) c ∩B dσ (x, R n ). The assertion (3) follows by noting R n − R n−1 = R n−1 .
Remark 4.4. By Lemma 4.3, we can regard {B n } n∈N as an increasing sequence of "balls" in V so that all boundary points are "forced" in V o .
Estimate for the heat equation. The key technical problem is to estimate the quantity
Px(τ n − τ n−1 ≤ c n ). By the strong Markov property of the Markov chain (X t ) t≥0 , we have (4.7)
Px(τ n − τ n−1 ≤ c n ) = Ex(P Xτ n−1 (τ n ≤ c n )).
for n ≥ 1. Then since r n < R n − R n−1 − 3 = R n−1 − 3 for all n ≥ 1, we see by (3) of Lemma 4.3 that the Markov chain (X t ) t≥0 must run out of a ball B dσ (X τ n−1 , r n ) before it leaves B n . Moreover, by noting that
it follows from (4.7) that
For a fixed z ∈ ∂B n−1 , define
as a function on B dσ (z, r n )×[0, ∞). We now estimate u(x, t) by using Propositions 2.6 and 2.8. In order to do so, we first show the following lemma. Set K n = B dσ (z, r n −σ n ) and L n = B dσ (z, r n ).
Lemma 4.5. (i)
For any x ∈ L n and y ∈ V with x ∼ y, the inequality d σ (x, y) ≤ σ n holds.
(
Proof. (i) For any x ∈ L n we have by the triangle inequality,
and thus d σ (x, y) ≤ σ(x, y) ≤ σ n for y ∼ x by Lemma 4.1.
(ii) Since σ(x, y) ≤ σ n for any x ∈ K n , y ∈ V with x ∼ y, we obtain cl(K n ) ⊆ L n .
By Lemma 4.5 (ii) and Proposition 2.6, the function u(x, t) is a solution to the heat equation ∂ ∂t u(x, t) + ∆u(x, t) = 0 on K n × [0, ∞) with u(x, 0) ≡ 0. In order to apply Proposition 2.8 to u(x, t) for K = K n and L = L n , we choose the auxiliary functions to be
2 n e 4 t − 2α n d σ (x, z) and η(x) = (e αn(rn−σn) − e αndσ(x,z) ) + e αn(rn−σn) − 1 with
The key is that (4.9) α n σ n ≤ 2 r n ≤ 1.
Using this inequality, we next obtain the following lemma.
Lemma 4.6. The following inequality holds for any n ≥ 1.
Proof. We first verify that the conditions (1)- (4) in Proposition 2.8 hold for K = K n and L = L n , ξ and η as above. We now check the condition (4) in Proposition 2.8. It follows by the triangle inequality that
Hence by the inequality |e t − 1| ≤ |t|e t (t ∈ R), we have
Then for any x, y ∈ L n with x ∼ y, we see by Lemma 4.5 (i) and(4.9) that
We also know that d σ (x, y) ≤ σ(x, y) for any x, y ∈ V with x ∼ y by the definition of the adapted metric. Therefore, by these inequalities, the right hand side of (4.10) above is less than 4α 2 n σ(x, y) 2 e 4 for any x, y ∈ L n with x ∼ y. We further recall that the weighted function σ is adapted, that is,
for any x ∈ L n . As a consequence, we have for any x ∈ L n and t > 0,
Namely, the condition (4) holds. We can also check the conditions (1)-(3) directly.
We finally see by Proposition 2.8 that
where we used the fact that 0 ≤ u ≤ 1.
We finally estimate the quantity Px(τ n − τ n−1 ≤ c n ) as follows.
Proposition 4.7. For any s > 0, the following inequality holds.
Proof. In a similar way to deriving (4.10), we obtain
Then by (4.9) and (4.11), we have the following estimate for any x ∈ L n , y∈Ln w(x, y)(η(x) − η(y))
(e αn(rn−σn) − 1) 2 µ(x).
(4.14)
Therefore, it follows that for any z ∈ ∂B n−1
Here we recall that ∂B n−1 ⊆ V o , which is the key point of construction of (B n ) n∈N . By assumption, we have µ(z) ≥ C o > 0. Hence it follows that
In particular, by noting that B dσ (z, r n ) ⊂ B dσ (x, R n ), we obtain
where in the second last inequality we applied (2) of Lemma 3.1.
Note the elementary fact that if r n ≥ 2, then 1 2 α n r n ≤ α n (r n − σ n ) by (4.9) . This implies that
αnrn ≥ α n r n α n r n + 2 .
Since R n = 2 n+4 and (4.17) α n r n = 2(f (R n ) + log log R n ), it follows that α n r n ≥ 2 log log 16 ≥ 2. Together with (4.16) and (4.17), substituted for the inequality (4.15), we have
which completes the proof.
We are now in a position to finish the proof of Theorem 1.7 by choosing proper c n . Recall that r n = 2 n+2 − 3 ≥ 1 16
and thus
We are left to verify that ∞ n=1 c n = ∞. Indeed, we have
rdr f (r) + log log r , which approaches to ∞ by the volume growth assumption. We now define ψ by ψ(R) = 1 8192e 4 R 32 rdr f (r) + log log r . , w o , µ o ) .
Examples
We apply Theorem 1.7 and Corollary 1.9 to several weighted graphs. We assume that w is a symmetric weight function on Z + × Z + such that for (x, y) ∈ Z + × Z + , w(x, y) > 0 ⇐⇒ |x − y| = 1. For simplicity, we also assume that
Define the weight function σ by
.
Then σ is adapted by definition and (5.1), and the adapted path metric d σ is given by
In the sequel, we further assume that µ ≍ 1 and w(n, n + 1) ≍ 1 2 (n + 1) 2 log(n + 2) β log log(n + 3) γ , n ∈ Z + for some β, γ ≥ 0 with (5.1). Since σ(n, n + 1) ≍ 1 (n + 1) log(n + 2) β/2 log log(n + 3) γ/2 , we obtain for 0 ≤ β < 2 or β = 2 with 0 ≤ γ ≤ 2,
log log(n + 3) γ/2 0 ≤ β < 2 log log(n + 3)
Hence for all large r > 0,
On the other hand, if β > 2 or β = 2 with γ > 2, then sup n∈Z + d σ (0, n) < ∞ and thus µ(B dσ (0, r)) = ∞ for all large r > 0.
If 0 ≤ β < 1 or β = 1 with 0 ≤ γ ≤ 1, then the corresponding birth and death process is conservative by Theorem 1.7. Moreover, if we denote by φ(t) an upper rate function for the process, then in a similar way to Corollary 1.9, we have
Example 5.2. (Anti-trees, [16, Example 4.7] and [26] ) Let {S n } n∈N be a sequence of disjoint, finite and non-empty sets such that S 0 = {x 0 }. We set
Let ρ 0 be a function on V such that ρ 0 (x) = n for x ∈ S n . We define
Then the pair of V and E form a symmetric graph (V, E) such that every vertex in S n is connected to every vertex in S n+1 and the associated graph metric ρ satisfies ρ 0 (x) = ρ(x 0 , x) for any x ∈ V .
We assume that each vertex
β ] neighbors of vertices with graph distance ρ 0 (x) + 1, where c(x) is a function on V such that c ≍ 1. We also assume that µ ≍ 1 and w(x, y) ≍ 1 {(x,y)∈E} . Let Deg(x) be a weighed degree of the vertex x ∈ V defined by Deg(x) = 1 µ(x) y∈V, x∼y w(x, y).
Then σ is a weight function adapted to the weighted graph (V, w, µ). Since
for any (x, y) ∈ E, the adapted path metric d σ satisfies for 0 ≤ α < 2 or α = 2 with 0 ≤ β ≤ 2, On the other hand, if α > 2 or α = 2 with β > 2, then sup x∈V d σ (x, x) < ∞ and thus µ(B dσ (x, r)) = ∞ for all large r > 0.
If 0 ≤ α < 2 or α = 2 with 0 ≤ β ≤ 1, then the corresponding birth and death process is conservative by Theorem 1.7. Furthermore, if we denote by φ(t) an upper rate function for the process, then Corollary 1. be a tree rooted at x 0 and ρ the associated graph distance. For x ∈ V , let ρ 0 (x) be the distance between x 0 and x, that is, ρ 0 (x) = ρ(x 0 , x) for x ∈ V .
As in Example 5.2, we assume that each vertex x ∈ V has c(x)[(ρ 0 (x)+2) α (log(ρ 0 (x)+ 3)) β ] neighbors of vertices with graph distance ρ 0 (x) + 1, where c(x) is a function on V bounded from below and above by positive constants. We also assume that µ ≍ 1 and w(x, y) ≍ 1 {(x,y)∈E} . Let Deg(x) be a weighed degree of the vertex x ∈ V defined by Deg(x) = 1 µ(x) y∈V, x∼y w(x, y). Then σ is a weight function adapted to the weighted graph (V, w, µ). Since σ(x, y) ≍ 1 (ρ 0 (x) + 2) α/2 (log(ρ 0 (x) + 3)) β/2 for any (x, y) ∈ E, the adapted path metric d σ satisfies for 0 ≤ α < 2 or α = 2 with 0 ≤ β ≤ 2, On the other hand, if α > 2 or α = 2 with β > 2, then sup x∈V d σ (x, x) < ∞ and thus µ(B dσ (x, r)) = ∞ for all large r > 0.
If 0 ≤ α < 1 or α = 1 with β = 0, then the corresponding birth and death process is conservative by Theorem 1.7. Furthermore, if we denote by φ(t) an upper rate function for the process, then in a similar way to Corollary 1.9, we find that φ(t) ≍ t (2−α)/(2−2α) (log t) On the contrary, Theorem 1.7 is not sharp for Example 5.3. In fact, if we take α = 1, then it follows by Wojciechowski [26, Remark 4.3] that the associated process is conservative if and only if 0 ≤ β ≤ 1. Moreover, for 0 ≤ α < 1 with β = 0, we know by (6.14) of [16] that the function φ(t) ≍ t (2−α)/(2−2α) can be an upper rate function.
(ii) Even though the process is not conservative, we have the following information from the adapted metric: if any ball associated with the adapted metric is relatively compact, then the Silverstein extension of the corresponding Dirichlet form is uniquely determined (see [21] ). Roughly speaking, this means that we can not extend the process after the lifetime. (log(|x| + 3)) β/2 0 ≤ α < 2 (log(|x| + 3)) 1−β/2 α = 2, 0 ≤ β < 2 log log(|x| + 3) α = β = 2.
We thus obtain for all large r > 0, 
