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Abstract
In this paper, a seasonal autoregressive integrated moving average (SARIMA)
model is derived to forecast weekly peak power demand for several states of Australia
for a yearly time-scale. The explanatory influence of environmental variables such
as maximum temperature, minimum temperature and solar exposure is analyzed us-
ing linear regression. The SARIMA-regression model shows an average MAPE (mean
absolute percentage error) of 3.45% when Tasmania is excluded from the average.
Additionally, the importance of environmental variables is highlighted by an average
MAPE improvement of 45% for the SARIMA-regression model over the model that
does not include environmental variables. The Tasmanian data is a notable exception,
with only a 10% MAPE improvement. To the best of our knowledge, this paper is the
first attempt to investigate the crucial role of environmental factors in improving the
Australian electricity power demand forecasts for 52 weeks.
1 Introduction
Energy demand forecasting is essential to the economic and socioeconomic aspects of modern
society. Electrical energy drives industry [1]. To ensure that utilities can meet energy
demand, electrical load forecasting must produce an accurate prediction of future demand
and allow planning of operational requirements such as network maintenance downtime.
Forecasting ensures that demand can be met at all times and avoid undesirable events such
as black-outs or load shedding. Conversely, overestimation is undesirable as it leads to wasted
resources [4]. While storage technology has improved in recent years, demand forecasting
models will still be critical for some time.
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Hernandez et al. [2] identify four main time-scales (or forecast horizons) for power demand
modeling:
1. Long-term load forecasting (LTLF) is used for expansion planning of the network.
2. Medium-term load forecasting (MTLF) is used for operational planning.
3. Short-term load forecasting (STLF) is used for day to day planning and dispatch cost
minimization.
4. Very short-term load forecasting (VSTLF) on the scale of seconds to minutes allows the
network to respond to the flow of demand.
In this paper, a seasonal autoregressive integrated moving average (SARIMA) model is
implemented and used to forecast peak weekly demand in the medium-term. The data an-
alyzed comprises the demand data from four Australian states: New South Wales (NSW),
South Australia (SA), Tasmania (TAS) and Victoria (VIC). We focus on the impact of the
climate on the power demand time series by hybridizing the SARIMA model with linear
regression to directly incorporate the influence of weather variables. Australia is a vast and
environmentally diverse continent with climate zones ranging from equatorial to temper-
ate. It is beneficial to understand how model structures differ across regions to infer the
importance of environmental factors when forecasting power demand.
The remainder of this paper is organized as follows. In Section 2. motivation for using
SARIMA is established in a literature review. Data treatment methods are discussed in
Section 3. The SARIMA model is derived in Section 4. In Section 5, we perform regression
on the weather variables. We analyze the validity of our models in Section 6. Section 7
discusses 52-week forecasting. The quality of our results is investigated, paying particular
attention to the results for NSW. Differences arising in other states are described. Section
8 provides a discussion of our findings, while conclusions and directions for future research
form the content of Section 9.
2 Literature Review and Motivation
An overview of electrical demand forecasting techniques from 2005 to 2015 is provided in [9].
Energy demand is an amalgamation of millions of individual demand requirements from con-
sumers varying with time, weather, population growth, electricity price and other economic
factors [3], [6]. Assuming a demand dependence on time, and an inherent seasonality to
weather patterns across a yearly timescale, suggests the use of a time-series based method.
A hybrid approach could be particularly effective here if the time covariance of the series is
well captured by the SARIMA model with the remaining mean value trends to be captured
by the regressors [4].
While artificial neural networks (ANN) are increasingly popular, Kandananond [12] com-
pared (ANN), multiple linear regression (MLR) and ARIMA when forecasting electricity de-
mand in Thailand and did not find a statistically significant difference between the methods
while noting that MLR and ARIMA were simpler to compute and the coefficients more eas-
ily interpreted. This work will involve the comparison of models across different Australian
states. As such, easily compared model coefficients and specifications are highly desirable.
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Focusing on the metric of peak demand ensures that demand can be met when the
electric network is under maximum duress. [9] examined peak monthly demand in Northern
India using two different time series methods; multiplicative SARIMA and Holt-Winters
multiplicative exponential smoothing. In this case the SARIMA was the better performing
model using square error and absolute error measures.
SARIMA models and hybrids based on SARIMA models have formed the basis for several
power forecasting models in Nigeria [10], Iraq [6], Malaysia [11], South Africa [4] and Thailand
[12]. The majority focus on STLF type forecasting, looking days to weeks ahead. Others
such as Mati et al. [10] look to forecast several years ahead. In the Australian context, STLF
was investigated in [8] for New South Wales using a smooth transition periodic autoregressive
(STPAR) model. Furthermore [13] examined forecasting peak demand at a daily resolution
for New South Wales.
This work seeks to contribute to the literature by looking at a weekly peak resolution,
forecasting to the one year horizon (52 weeks), considering and comparing multiple Aus-
tralian states, and investigating the effect of a novel weather variable; solar intensity. Solar
intensity will be investigated as a new possible component of the ‘real feel’ of the weather
that explains some part of the demand forecast.
3 Data
The power demand data were obtained from the Australian Energy Market Operator (AEMO)
[19]. Demand is measured in megawatts [MW]. Initially, the peak demand for each day was
recorded and then the data was aggregated on a weekly basis over seven years from the be-
ginning of 2011 to the end of 2017. As electrical energy is still difficult to store, it is critical
that the system can meet peak demand [3]. As the data points were given at 15 minute
intervals, and seasonal components are apparent at both weekly and yearly levels, they were
aggregated to weekly intervals. Studying the yearly seasonal effect is a more appropriate
use of medium range models. This aggregated value will be referred to as the weekly peak
demand (WPD). Peak load demand has previously been investigated in [6] using a monthly
aggregation.
To investigate any potential impact of weather on model effectiveness, the demand data
were regressed against weather data provided by weather stations in close proximity to
the primary population center for each state. These major population centers are Sydney,
Adelaide, Hobart and Melbourne for NSW, SA, TAS and VIC, respectively. The Australian
Bureau of Meteorology [20] provided these data. The sites used are listed in Table 1. They
were chosen because of the completeness of their data.
The three weather variables used in this model were minimum temperature, maximum
temperature and solar exposure. Solar exposure is defined as the amount of solar energy
falling on a flat one meter square surface, parallel to the ground and exposed to direct
sunlight. It is modeled from data obtained using satellite imagery. The three weather time
series will be denoted by Mint, Maxt and Solt.
Figure 1 shows the time series of the WPD from 2015 until January, 2018. Previous
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Table 1: Bureau of Meteorology weather stations used.
State Site BoM Site Number
NSW Sydney Airport 066037
SA Brisbane Weather Station 040913
TAS Hobart Airport 094008
VIC Melbourne Airport 086282
years show similar seasonal trends. Visual inspection of these graphs reveals that some of
the seasonal trends also vary between states.
The SARIMA models require stationary data with a mean value that is constant with
time; moreover, the autocovariance function must only depend on the time difference, or lag,
between two observations. Stationarity was investigated using the Kwiatkowski-Phillips-
Schmidt-Shin (KPSS) test. This test has the following hypotheses [16]:{
H0 : Sample time series is stationary
HA : Sample time series is not stationary.
Some non-stationarity can be observed in Figure 1 for all states except NSW. SARIMA
can incorporate various orders of differencing to accommodate this non-stationarity before
fitting. The summer peaks also give rise to some localized heteroscedaticity. That is, there
are localized large changes in variance. The KPSS p-values of the initial data set are given
in Table 2. NSW required a seasonal difference (D) and local difference (d) of order 1
(differencing orders will be defined in section 3). SA and VIC were sufficiently stationary
after removal of the seasonal trend. TAS is an interesting case. The KPSS test showed
that the original data were stationary before seasonal trend removal and were borderline
stationary afterwards. Visual inspection of the seasonally differenced data (Figure 2) reveals
some non-stationary behavior in places, particularly after 2016.
Table 2: KPPS p-values for Time-series with Differencing.
State P-Value P (D=1) P (d=1, D=1)
NSW 0.01 0.01 0.1
QLD 0.01 0.01 0.1
SA 0.01 0.1 0.1
TAS 0.1 0.06506 0.1
VIC 0.01 0.1 0.1
Data analysis and graphing were conducted in R using the ‘tseries’1, ‘astsa’2 and ‘forecast’
1cran.r-project.org/web/packages/tseries/index.html
2cran.r-project.org/web/packages/astsa/index.html
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Figure 1: Time series of the peak demand aggregated weekly. Tasmania with an on average
cooler climate has a suppressed summer trend in comparison to the other states.
3 packages.
3cran.r-project.org/web/packages/forecast/index.html
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Figure 2: TAS peak demand after removal of seasonal trend.
4 SARIMA Model
Before considering regression against the weather time series, an attempt was made to model
the power demand data using the trends within the data. In this model, there are an ARIMA
fit and additional components at a lag corresponding to the length of the seasonal effect.
There are six parameters, (p, d, q) and (P,D,Q), to decide, where
1. p is the autoregressive order of the model
2. d is the order of differencing
3. q is the moving average order
4. P is the autoregressive order at seasonal lags
5. D is the order of differencing at seasonal lags
6. Q is the moving average order at seasonal lags
Shumway and Stoffer [15] define SARIMA(p, d, q)×(P,D,Q)S for time-series values xt, white
noise wt, and seasonal period S as
ΦP
(
BS
)
φ(B)∇DS∇dxt = δ + ΘQ
(
BS
)
θ(B)wt, (1)
where B is the backshift operator and
φ(B) = 1− φ1B − φ2B2 − · · · − φpBp
ΦP
(
BS
)
= 1− Φ1BS − Φ2B2S − · · · − ΦPBPS
θ(B) = 1 + θ1B + θ2B
2 + · · ·+ θqBq
ΘQ
(
BS
)
= 1 + Θ1B
S + Θ2B
2S + · · ·+ ΘQBQS
∇d = (1−B)d
∇DS = (1−BS)D
δ = µ(1− φ1 − · · · − φp).
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To assist in choosing parameters for the model, the autocorrelation and partial autocorrela-
tion functions, ACF and PACF, respectively, were used. For example, the output of these
functions is plotted for NSW in Figure 3. Spikes in the ACF graph show a high degree of
autocorrelation and potential orders for the moving average components of the model. The
ACF shows significant lags at 1 and a clear spike at 52. This corresponds to potential models
of orders up to q = 4 and Q = 1. The PACF spikes indicate the potential autoregressive
order of the model. There are significant spikes from 1 to 5 lags, and again around the 52
area. This indicates that orders of up to p=5 and P=1 provide suitable models. The same
procedure was used to ascertain potential parameters for models for the other states.
Figure 3: ACF and PACF graphs for WPD in NSW (d = D = 1). Given in weekly lags.
The dashed line indicates a 5% significance level.
Ultimately, the best model could not be immediately discerned from the ACF and PACF
graphs. So, a range of models was investigated using the stepwise algorithm implemented
in the auto.arima function from the R ‘forecast’ package, and the best model selected by
AICc (corrected Akaike information criterion) [17]. This ensured that no interpretational
bias was introduced when choosing a model. AICc-based model choice was also implemented
in [5] to balance model complexity with the model’s ability to extract information from the
training data. The maximum order of the model (that is, p+q+P+Q) was restricted to five
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to balance model accuracy with complexity. The resulting models are presented in Table 3.
Table 3: Chosen SARIMA model parameters.
State p d q P D Q
NSW 1 1 3 1 1 1
SA 2 0 0 0 1 0
TAS 2 0 3 0 1 0
VIC 2 0 0 1 1 0
5 Environmental Influence
As seen in Figure 1, the power demand has a strong seasonal component that appears to vary
with the location. Weather time series follow a similar temporal and spatial variation. To
improve the model fit and prediction capability, weather variables were used for regression.
An example of the seasonal trends present in the weather time series is presented in Figure
5.
To investigate possible relationships between these supplementary time series and the
primary time series, scatter plots were used. The scatter plots for NSW are provided in
Figure 5. They indicate that the maximum and minimum temperatures have a strong
quadratic correlation with the demand. However, the quadratic correlation for solar exposure
is not as strong. For TAS, the scatter plots show a strongly linear trend for minimum
and maximum temperature with a small quadratic tail. To investigate the strength of the
correlation between each of the weather variables and the developed SARIMA model, all
possible combinations of the six weather time series (three linear and three quadratic) were
tested. The AICc was again used to find the best model, taking into account the weather
data. The weather variables chosen are presented in Table 4. Table 4 shows that, while
NSW and VIC require the full group of regression variables, neither TAS nor SA obtains
sufficient benefit from the solar exposure time series.
Table 4
State Weather Variables Included
NSW Maxt + Max
2
t + Mint + Min
2
t + Solt + Sol
2
t
SA Maxt + Max
2
t + Mint + Min
2
t
TAS Maxt + Max
2
t + Mint + Min
2
t
VIC Maxt + Max
2
t + Mint + Min
2
t + Solt + Sol
2
t
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Figure 4: Maximum temperature, minimum temperature and solar exposure for NSW (years
2015 to 2018).
6 Model Validation
The chosen models were checked for statistical validity by analyzing the residuals for nor-
mality in a quantile-quantile plot and ensuring there were no remaining correlations between
the residuals. An example set of plots for NSW is provided in Figure 6. The QQ-plot is
reasonably normal, with borderline cases on the far left. The autocorrelation of the residuals
was analyzed by looking at the ACF graph of the residuals for patterns and statistically sig-
nificant lags. While there were no significant lags for NSW, there was one small significant
lag at 52 weeks for TAS; however, it did not contain sufficient information for inclusion by
the model choice procedure.
The QQ-plot lies well within the significance area (shaded gray). The flat section in the
middle is caused by a group of residuals corresponding to the first year. The first year was
used purely as a model input, and hence had zero residual. For SA, the QQ-plot indicates
the presence of two outliers on the far left that correspond to the heteroscedastic parts of
the time series caused by the summer peaks. This indicates that there may be other weather
9
Figure 5: Scatter plot for NSW showing the presence of quadratic trends between WPD and
the weather variables.
explanatory variables worth exploring.
Figure 6: ACF and QQ plots for the residuals from the SARIMA-regression model for NSW.
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7 Forecasting
We adopted the Box-Jenkins methodology [14] for forecasting. Initially, the data were
checked for stationarity. Next, possible valid models were explored using the autocorrelation
functions (ACF) and partial autocorrelation functions (PACF). The parameter estimation
capabilities of the models were compared using AICc. Their validity was investigated by
analyzing the remaining residuals for normality and independence. The mean absolute error
and mean absolute percent error employed in [3,4,5,6], [13], were used to assess the quality
of the forecasts.
The model was used to generate predictions for 52 weeks (from the beginning to the end
of 2017). Demands from the beginning of 2011 to the end of 2016 were used as training data.
The actual weather data for 2017 was used as an input to the forecast. Figure 7 shows the
forecasts obtained using the SARIMA-regression model, the original time-series SARIMA
model and three multiples of the standard error for the SARIMA-regression model.
The mean absolute error (MAE) and mean absolute percentage error (MAPE) were used
to assess the effectiveness of the forecasts. These values are displayed in Tables 5 and 6. The
MAE is defined in equation 2 for F forecast values, A actual values and a prediction length
of N weeks as [18]:
MAE =
∑N
i=1 | Fi − Ai |
N
(2)
Using the same variables, MAPE is defined by
MAPE =
100
N
×
N∑
i=1
∣∣∣∣Ai − FiAi
∣∣∣∣ (3)
For the hybrid SARIMA-regression model, when TAS is excluded, there is an average
error of 3.45% between the model and actual values. Both MAE and MAPE suggest an
average 45% improvement in this error when regression is considered and TAS is excluded
from the average. Unlike the other states, TAS shows an improvement of less than 11%
when weather regression is included in the model.
Table 5: Comparison of MAPE for the SARIMA and SARIMA-regression models.
State MAPE MAPE Reg. MAPE Improvement (%)
NSW 5.57 2.59 53.4
SA 7.51 4.38 41.7
TAS 7.10 6.28 10.1
VIC 5.49 3.37 38.6
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Figure 7: Comparison of the forecasts for the SARIMA and SARIMA-regression models to
the actual WPD data for 2017.
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Table 6: Comparison of MAE for the SARIMA and SARIMA-regression models.
State MAE MAE Reg. MAE Improvement (%)
NSW 3742 1724 53.9
SA 888 504 43.2
TAS 655 586 10.6
VIC 2225 1372 38.3
8 Discussion
There is a clear improvement in the prediction quality for state-wide load when weather
variables from only a single weather station are included in the model. The SARIMA-
regression model showed an average improvement of 45% in MAPE over the model without
environmental variables, giving an average MAPE of 3.45% for all states except TAS. This
MAPE below 5% is comparable with the other studies cited in Section 2. and is comparable
to the ANN, MLR and ARIMA approaches in [12]. Direct comparison is difficult due to a lack
of other medium-term forecasts in the literature looking at a similar granularity (weekly) and
forecast horizon (one year). This highlights the potential explanatory influence and impact
environmental variables may have on power demand. The different behavior of TAS suggests
that weather has less of an impact on power demand forecasting in temperate regions than
in sub-tropical regions.
An alternative to using weather variables derived from a single site would be to take
weather data from several sites across each state with different weather characteristics and
then use an average, weighted by population. This method may help to identify a trend that
can improve the modeling of the peaks that occur in summer. However, many weather sites
do not report complete data, so the regression system will have to adjust for missing values
by replacing them with the averages of their neighboring values.
Alternatively, the inclusion of additional regression variables may improve the model
further. Temperature regulation forms a key component of power demand. This is greatly
influenced by the apparent, rather than actual, temperature. Other variables such as wind
direction and strength, and humidity may be better able to capture the impact of weather on
power demand and improve the model. However, complete sets of this data are not readily
and freely available to the public. One way to test this hypothesis would be to apply the
developed model to different Australian states and territories such as Queensland and the
Northern Territory, where other weather variables such as humidity have a greater influence
on power consumption than the temperature.
Our combined SARIMA and regression model shows that highly accurate predictions can
be made over a 52 week period when current weather variables are incorporated into the
model. It is a good medium-range model. There is potential to expand this model to a
short-range model for day-to-day planning of peak demand. To do this, the yearly seasonal
trends calculated here will need to be incorporated into the model. In order to provide a
concise model giving a longer term forecast, the data was originally aggregated to weekly
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totals to avoid these weekly trends and focus on the yearly seasonal trends. Now that this
has been achieved, the inclusion of the weekly trends is a logical avenue for future research.
9 Conclusion
To the best of our knowledge, this paper is the first attempt to investigate the crucial role
of environmental factors in improving the Australian electricity power demand forecasts for
52 weeks. More precisely, in this paper, we empirically demonstrated the significant impact
of environmental variables on predicting the electricity power demand in five Australian
states. More precisely, we utilized the Box-Jenkins methodology, implemented through the
so-called SARIMA model, on power demand time series. Our models incorporated the effects
of environmental regression variables (solar exposure and temperature) to make accurate
predictions. To demonstrate the crucial role of the environmental variables, we fitted two
models: one pure SARIMA model and one combined time series regression model. Both
models use freely available data to provide forecasts for up to 52 weeks. The forecasts
revealed that, when the environmental variables were included, MAPE improved by at least
38% in most states.
Our models provide a scaffold for future work in improving the accuracy and utility
of forecasts. Incorporating additional environmental explanatory variables such as humidity
and wind strength could further improve MAPE and, consequently, the accuracy of forecasts.
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