] the following conjecture is introduced: Let A = (a {j ) be a n x n nonnegative symmetric matrix. Then ( 
1.1) S(A) S(A 2 ) ^ nS(A z ) .
Using the notation introduced before, we have Hence, (1.1) can be written in the form (1.3) ΐ=l If the sets s = (s 19 , s n ) and s (2) = (s[ 2) , , s^) are similarly ordered, that is if (s; -s^s^ -s^2 ) ) ^ 0 for every 1 ^ i, j g n, then according to an inequality of Tchebychef [2, p. 43 ] the inequality (1.3) holds. However, the following example shows that for nonnegative symmetric matrices A, s(A) and s {2) (A) need not be similarly ordered. Let Then s(A) = (8, 3, 4) and S (2) (^L) = (54,19, 16) . s(A) and therefore not similarly ordered. Using (1.6) we obtain, a representation of the conjecture (1.1) by concepts of linear programming (see e.g. Gale [1] ). Consider the following maximum problem: Let s lf , s n be nonnegative numbers. Find numbers α t y = a Hi i Φ j;i,j = 1, , w, which satisfy the set of linear inequalities Proof. For n = 1 the inequality (1.1) holds trivially. For n = 2, 3 we use the representation of (1.1) by (1.9).
For n = 2 it is sufficient to prove that if are similarly ordered sets. (1.1) thus follows also from the inequality of Tchebychef. 1 1 As the referee suggests, the proof for n = 2 can be done directly by the methods in [4] , Using the notations in [4] , we have
The author wishes to thank the referee for this remark.
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We prove now the theorem for n = 3. Without loss of generality we may assume that (1.13) 0 < 8, g So ^ s 3 .
The assumption 0 < s x does not restrict the generality. If s 1 = 0 then A is of the form
A =
Hence, using the validity of (1.1) for n = 2, we obtain
At first we treat the case (1.14) 0 < a, < *• < s 3 . [1, p. 19] follows that in (1.16 ) equality holds at least in two of the inequalities. In (1.160 at least one strict inequality holds. For if three equalities hold then by solving the system of equations we get y 2 < 0, and so the solution is not feasible. Using again the equilibrium theorem we obtain that at least one of the numbers is equal to zero. As (1.14) holds, it follows that precisely one of those numbers is equal to zero. 
(1), (2) (1), (2) (1), (3) (1),
(1), (3) As equality in (1.20) holds only if s λ + s 2 = s 3 , it follows that the optimal solution (1.21) is unique. We remark that the optimal solution can also be determined by the simplex method [1, ch. 4] . According to (1.9), (1.19) and (1.21) we have to prove that
when (1.17) holds, and that
The assumption (1.14) implies
Assuming the validity of (1.17), we prove now that ( By the notation of (1.24) £ takes the form
From ( By the notation of (1.24) I % takes the form
We distinguish between the following two cases
At first assume that (1.30) holds. From (1.25), (1.28), (1.29) and (1.30) we obtain
( The proof of the theorem is completed in the case when (1.14) holds. We proved that in this case (1.1) holds strictly. From continuity considerations it follows that the theorem without the equality statement holds also if only (1.13) is assumed. (We have already mentioned that (1.13) can be considered as the general case). Hence, to complete our proof in the general case (1.13), we have to assume that (1.14) is invalidated and to check for possible cases of equality in (1.1). If (1.14) does not hold, there are three possibilities:
If (1) holds then the sign of equality in (1.1) holds for every A. In this case A is a generalized stochastic matrix.
In cases (2) and (3) we consider the corresponding maximum problems.
The maximum problem corresponding to (2) is: Maximize
where x i ^ 0, i = 1, 2, 3, satisfy the three inequalities
It is obvious that every feasible solution for which x 2 + # 3 = s λ is an optimal solution. So there are infinitely many optimal solutions. If in this case the sign of equality holds in ( As the last equality contradicts (1.13), we conclude that in the case (2) strict inequality holds in (1.1).
The maximum problem corresponding to (3) is: Maximize
where x { ^ 0, i = 1, 2, 3, satisfy the three inequalities
In order to determine optimal solutions of the problem, we have to distinguish between the following two cases (3), 2s λ ^ s 3 , (3) /7 2s 1 >s 3 .
If (3) [3] we characterize the matrices of this type for every n. 1*3 Counter example for n ^ 4. In this section we bring a counter example which shows that for n ^ 4 the conjecture of Marcus and Newman does not hold. Let A n (a) is a n x n symmetric matrix depending on the real parameter α. For a ^ 0 AJa) is nonnegative. B n^ is a (n -1) x (n -1) nonnegative symmetric matrix. J5*_i is generalized stochastic (while B n _ x is not generalized stochastic). As
we obtain
The zeros of the polynomial f n (a) are a, = n -1 and therefore f n {a) < 0 for
Hence, for every a satisfying (1.40) the inequality (1.1) does not hold.
REMARK. Consider the following generalization of conjecture (1.1): Let A be a n x n nonnegatίve symmetric matrix. Then 
holds. Equality in (2.4) holds if and only if A is the diagonal matrix in JK(s).
REMARK 1. For m = 1, 2 (2.4) holds with equality sign for every A e J^ζ(s). This is the reason why we did not include m = 1, 2 in our formulation of the conjecture. REMARK 2. In the definition of the class Stf n {s) we assumed that s(A) satisfies (2.1). If we ommit this assumption only the equality statement of the conjecture is to be changed. 
(2.4') S(A ) ^ ± sT holds for every Ae J^n{s). The equality sign in these two cases holds only for the diagonal matrix in
Proof. Let A = (α^ ) e J^i(β). Assume that there exists an ί, <Ξ i < n, for which a ni > 0. Define (2.5) Here ε is a
dS[A« dε
Hence, For a fixed m, m = 3, 4, 5, we use induction on w. For n = 1 the theorem holds trivially. Suppose that the theorem holds for n -1 (and the same fixed m). We prove shortly that the optimal n x n matrix A has the following structure and equality holds only if B is diagonal. Hence,
(o a\ d S[A a
Equality in (2.8) holds if and only if A is a diagonal matrix. It remains to prove that A has the structure (2.7). Assume that A has not the above structure. There exists at least one i, 1 ^ i ^ n -1, for which a ni > 0. For this i the matrix Ά(ε) is defined according to (2.5) . As A is an optimal matrix of the above defined maximum problem, and as for a small enough ε > 0 Ά(ε) e Sf n {s), the inequality (2.9) dε ε=o must hold. From (2.6) and (2.9) we obtain
We now consider separately the cases m = 3, 4, 5. By a suitable choice of i we obtain a contradiction to (2.10). m = 3. For this case the theorem has already been proved by the representation (2.2). We give here an independent proof. Choose any i, 1 g i ^ n -1, for which α Λί > 0. According to our assumption there exists such an i. By (2.10) we obtain for this i
(2.11) contradicts (2.1). m = 4. Let ΐ, l^ΐ^n -1, be the smallest index for which a ni > 0. According to our assumption there exists such an i. By (2.10) we obtain for this i
We have Is = s (2) (Λ) .
By (2.1) and by our choice of i we obtain (2.13) s (2.14)
Hence, 
Equality in (2.14) holds if and only if 2«,<+i = * = finn = 0, a ni = s n .
Hence, (2.16) a in = α wί = 8^ = 8,.
(2.16) contradicts (2.1) and therefore (2.15) holds strictly. (2.1) and the strict inequality in (2.15) contradict (2.12). m = 5. From the set of all the indices i, 1 ^ i ^ n, for which α Λi > 0 choose that ί for which s {^( A) attains its minimum value. According to our assumption there exists an i, 1 S i < n, for which a ni > 0. As we saw in the proof for m = 4, there exists an i, 1 î <Uj which satisfies a ni > 0 and for which strict inequality holds in (2.15). It follows that the i chosen now satisfies i < n. By (2.10) we obtain for this i
We have By (2.1) and by our choice of i we obtain (2.18) s (2.19) « As α Λi ^ 0, it follows that 3$ =£ 0. As 3g } ^ 0 and as i < n, it follows that the strict inequality sign in (2.19 (1) is thus completed.
We bring now the proof for the case (2) . We give first the proof for n = 3. Let Ά = Ά(m), m = 3, 4,
, be an optimal matrix of the problem If (2.21) holds then, according to (2.10) , it is sufficient to prove that for every natural k the inequality
holds, while if (2.22) holds it is sufficient to prove that
Assume that (2.21) holds. As From this induction assumption follows that at least one of the two following equations holds:
The minimum and the maximum are strict. As (2.28) or (2.29) holds, it follows from (2.26) and (2.27) that
To obtain (2.23) we have to show that equality cannot hold in (2.23') . Assume that (2.28) holds. Equality in (2.23') implies From the last equation, using (2.25) 2*3* Generalizations* Theorem 2 can be generalized to a larger class of matrices and also to a statement on minors of matrices.
Let A = (a u ) be a n x n matrix, perhaps with complex elements. Denote |ii| = (|α 4 
y|). The row sums vector of |A|,β(|A|), is denoted by [s] = [s](A). The ith component of [s] is denoted by [s 4 ] = [^(A).
We bring now the first generalization of Theorem 2: In the following two cases (1) m = 3, 4, 5 and n = 1, 2, The second generalization deals with minors of matrices. We introduce now several concepts and notations.
Let p and n be natural numbers, 1 ^ p ^ n. Denote
numbers). Let i = (i ly
, i p ) and j = (j ίf , j p ) be elements of Q pn , and let A be a n x w matrix. The minor of A formed from the rows In [6, formula 12] Schneider obtained the following result: Let A be a n x n matrix and p a natural member, 1 ^ p ^ n. Then Proof. As A is symmetric, the compound matrix C P (A) is also symmetric. Applying (2.38) to C P (A) (see Remark 2 after (2.38)), we obtain The author wishes to thank Professor B. Schwarz for his guidance and help in the preparation of this paper.
