Let G be a ÿnite abelian group. In the context of barycentric sequences, the barycentric Ramsey number of graphs is introduced. It is the minimum positive integer r such that any coloring of the edges of the complete graph Kr by elements of G yields a copy of a given graph containing one edge whose color is the "average" of the colors of its edges. The k-barycentric Davenport constant BD(k; G) is introduced and some values or bounds are given. In particular, these results allow to establish barycentric Ramsey numbers for stars.
Introduction
Let G be an abelian group of order n. Recall that for any graph H whose number of edges e(H ) satisÿes e(H ) = 0 mod n, the Ramsey-zero-sum number R(H; G) is deÿned as the minimal positive integer s such that any coloring c: E(K s ) → G of the edges of K s by elements of G yields a copy of H , say H 0 , with e∈E(H0) c(e) = 0, where 0 is the zero element of G. The necessity of the condition e(H ) = 0 mod n for the existence of R(H; G) is clear; it comes from the monochromatic coloration of the edges of H . The Ramsey zero-sum theory can be traced back at least to the following theorem of Erdős, Ginzburg and Ziv:
Theorem 1 (Erdős et al. [11] ). Let G be an abelian group of order n. Then any sequence of length 2n − 1 in G contains a subsequence of length n and with a zero-sum.
In [6] Caro gives a nice and structured survey of results and open problems on zero-sum Ramsey number. For more details, Refs. [1] [2] [3] [4] [5] [10] [11] [12] [13] [14] [15] 21 ] may be consulted.
The following deÿnition is introduced in [9] and constitutes a natural generalization of zero-sum sequences. Deÿnition 1. Let A be a ÿnite set with |A| ¿ 2 and G a ÿnite abelian group. A sequence f: A → G is barycentric if there exists a ∈ A such that A f = |A|f(a). The element f(a) is called barycenter.
This sequence is said k-barycentric when |A| = k. In [14] Hamidoune gives the following condition:
Hamidoune condition: Let G be an abelian group of order n ¿ 2 and f: A → G a sequence with |A| ¿ n + k − 1. Then there exists a k-barycentric subsequence of f. Moreover, in the case k ¿ |G| the condition |A| ¿ k + D(G) − 1, where D(G) is the Davenport constant, is su cient for the existence of a k-barycentric subsequence of f.
This result shows the existence of the following constant.
Deÿnition 3. Let G be an abelian group of order n ¿ 2. The k-barycentric Davenport constant BD(k; G) is the minimal positive integer t such that every t-sequence in G contains a k-barycentric subsequence.
Hence by Hamidoune condition, we have BD(k; G) 6 n + k − 1. Recently, Hamidoune [16] showed that a sequence f: A → G with k 6 |A| 6 2k − 1 and |{ x∈S f(x) : S ⊆ A : |S| = k}| 6 |A| − k contains a k-barycentric or a (k + 1)-barycentric sequence.
We propose now the following deÿnition.
Deÿnition 4. Let G be an abelian group of order n ¿ 2 and let H be a graph with e(H ) = k edges. The barycentric Ramsey number of the pair (H; G), denoted by BR(H; G), is the minimum positive integer r such that any coloring c of the edges of K r by elements of G yields a copy of H , say H 0 , with an edge e 0 such that the following equality holds:
c(e) = kc(e 0 ):
In this case H is called a barycentric graph. This deÿnition induces immediately the following remark.
Remark 5.
• Let G be an abelian group with n elements. BR(H; G) always exists. In fact, we have BR(H; G) 6 R(H; n), where R(H; n) is the usual Ramsey number [6, 2] for n colors. A monochromatic H obviously satisÿes relation (1).
• If n|e(H ), then the right-hand side of (1) is zero. Hence (1) is satisÿed precisely when the left-hand side is zero. So that BR(H; G)=R(H; G). Therefore, our BR(H; G) generalises the usual zero-sum Ramsey number.
• Finally, it is obvious that BR(H; G) ¿ |V (H )|.
We have the inequality BR(K 1;k ; G) 6 BD(k; G) + 1: for any vertex in K BD(k; G)+1 there is a barycentric star centered on this vertex. The following remark and Theorem 7, due to Caro, allows to establish BR(H; Z 2 ).
Remark 6. Let H be a graph and e(H ) the number of its edges. Then
Theorem 7 (Caro [4] ). Let H be a graph on h vertices and an even number of edges. Then The main goal of this paper is compute, or at least bound, BR(H; G) where H is a star.
Besides this introduction, this paper contains three main sections. Section 2 presents the tools that are used in Sections 3 and 4. Section 3 is dedicated to study the k-barycentric Davenport constant BD(k; G) for some particular k and G. In Section 4, using the values of BD(k; G) given in Section 3 and with the particular form of coloring a complete graph without a given barycentric star, the exact values or bounds for BR(K 1;k ; G) are established.
Tools
In order to give upper bounds for BD(k; G) and then also for BR(K 1;k ; G) we cite some results in additive theory. Moreover to establish the exact values of BR(K 1;k ; G), we need some special form of coloring the edge of a complete graph, avoiding the existence of a given barycentric star. In this section, we summarize these results, that will be used as tools for the next sections.
From now on, p will be a prime number. Let us start citing a generalization of Cauchy-Davenport theorem [8, 18] . Let us recall a notation: if B 1 ; B 2 ; : : : ; B q are subsets of an abelian group G, then B 1 + B 2 + · · · + B q is the subset of that group constituted by all sums b 1 + b 2 + · · · + b q with b i ∈ B i for 1 6 i 6 q. Theorem 8. Let B i , 1 6 i 6 q, be non empty subsets of Z p , then
We also need the Dias da Silva-Hamidoune theorem [10]:
The following theorem, due to Mann and Olson [20] , shows that in certain cases the Cauchy-Davenport theorem can be improved:
Theorem 10 (Mann and Olson [20] ). Let A; B be subsets of Z p . If A and B are not arithmetic progressions with the same di erence, then |A + B| ¿ min{p − 1; |A| + |B|}.
The following lemmas are also needed:
Lemma 11. Let E be a set, A a ÿnite set, q an integer with q 6 |A| and f: A → E, such that |f −1 (a)| 6 q ∀a ∈ E. Then there exists a partition
Proof. We label the elements of A by a bijection of A into the set of integers {1; 2; : : : ; |A|} in such a way that the inverse images of elements in f(A) are sent by onto subintervals of {1; 2; : : : ; |A|}. Then a suitable partition is (∀i ∈ {1; : : :
Lemma 12. Let p be a prime with p ¿ 5 and let A be a subset of Z p with 3 6 |A| 6 p−1. Then there exists x; y ∈ A such that A\x and A\y are not arithmetic progressions with the same di erence.
Proof. If A does not contain any arithmetic progression of length ¿ 3, we are done, since either |A| ¿ 3 and then neither A \ x nor A \ y are arithmetic progressions or |A| = 3 and then A \ x and A \ y are pairs with distinct;
non-opposite di erences:
Otherwise we may assume, without loss of generality, that 0 ∈ A and 1; 2; 3 ∈ A. The removal of 2 leaves either a set that is not an arithmetic progression or a progression with di erence 2 or some divisor of p − 2, greater than 1, and smaller than p − 2. The removal of 1 leaves either a set that is not an arithmetic progression or a progression with di erence 1 or some divisor of p − 1, greater than 2 and smaller than p − 1.
Since p − 1 and p − 2 are relatively prime, we are done.
In what follows, we present some results about the way to decompose a complete graph into edge-disjoint subgraphs.
Theorem 13 (Harary [17] ). Let K n be a complete graph of n vertices. Then K n , with n odd, is the edge-disjoint union of (n − 1)=2 hamiltonian cycles. K n , with n even, is the edge-disjoint union of (n − 2)=2 hamiltonian cycles and one perfect matching. Hence K n can be decomposed in n − 1 perfect matching. Lemma 14. Let K n be a complete graph of n vertices, with n odd. Then K n can be decomposed into two complete graphs K (n+1)=2 sharing a vertex and a bipartite complete graph K (n−1)=2; (n−1)=2 .
Lemma 15. Let K n be a complete graph of n vertices, with n even. Then K n can be decomposed into two vertex-disjoint complete graphs K n=2 the remaining K n=2;n=2 into one perfect matching and one (n=2 − 1)-regular graph.
The k-barycentric Davenport constant
Let G be an abelian group of order n ¿ 2. From Hamidoune condition we have BD(k; G) 6 n + k − 1. In what follows, some exact values or bounds of BD(k; G) are given.
The following three remarks are simple cases that the interested reader can easily prove.
Remark 16. BD(2; G) = n + 1.
The following theorem is derived from the Dias da Silva-Hamidoune theorem.
Proof. Let f be a sequence of length 2 p=3 + 1 in Z p . We may assume that no element is repeated 3 times, otherwise we have the theorem. Let S be the image of f in Z p then |S| ¿ p=2 . Since p ¿ 5, we have p=2 ¿ p=3 + 1. By the theorem of Dias da Silva-Hamidoune we have | ∧ 2 S| ¿ min{p; 2(|S| − 2) + 1} = min{p; 2 p=3 − 1} = 2 p=3 − 1. Set D = {2x : x ∈ S}; then | ∧ 2 S| + |D| ¿ 3 p=3 ¿ p. Therefore, there exist 2x ∈ D and y + z ∈ ∧ 2 S such that 2x = y + z, hence x + y + z = 3x, i.e. x; y; z is a 3-barycentric subsequence of f.
In particular, we have Since 1; 1; 3; 3 shows BD(3; Z 5 ) ¿ 4, we have BD(3; Z 5 ) = 5. Since 1; 1; 2; 2; 4; 4 shows BD(3; Z 7 ) ¿ 6, we have BD(3; Z 7 ) = 7. Since 1; 1; 2; 2; 4; 4; 5; 5 shows BD(3; Z 7 ) ¿ 8, we have BD(3; Z 11 ) = 9.
The following remark will be used in Theorem 21.
Remark 20. (i)
(ii) Every sequence in Z 13 with ÿve di erent elements contains a 3-barycentric sequence.
Proof. (i) It is obvious.
(ii) Let Z 13 ={k +i : 0 6 i 6 12}. Looking at the only three orbits of 3-subsets of Z 13 under the action of the a ne group of Z 13 , namely the orbits of {0; 1; 2}, {0; 1; 3} and {0; 1; 4}, it is easy to ÿnd that only 4 orbits of 4-subsets avoid 3-barycentric subsets, namely the orbits of {0; 1; 3; 9}, {0; 1; 3; 4}, {0; 1; 4; 5} and {0; 1; 5; 6}, and none of these sets can be extended by a ÿfth element without forming some 3-barycentric subset. Proof. Let f be a sequence of length 9 in Z 13 . If f has one values repeated 3 times we are done. Otherwise f must contain ÿve di erent elements. Hence by Remark 20 f contains a 3-barycentric sequence. Hence BD(3; Z 13 ) 6 9. Moreover, the sequence 0; 0; 1; 1; 3; 3; 4; 4 shows that BD(3; Z 13 ) ¿ 8.
The following result is due to Mann [19] . Notice that it is a direct consequence of the Hamidoune condition. The proof of Mann is simpler and it follows directly from Cauchy-Davenport theorem. We give a new proof of Mann's theorem to illustrate our method.
Theorem 22 (Mann [19] ). BD(k; Z p ) 6 p + k − 1.
Proof. Let f : A → Z p with |A| = p + k − 1 a sequence. Then either some value occurs k times, thus yielding trivially a barycentric k-subsequence, or each value appears only at most k − 1 times. We choose an element x 0 ∈ A: By Lemma 11 with q = k − 1, A \ x 0 is partitioned as follows A \ x 0 = A 1 ∪ A 2 ∪ · · · ∪ A k−1 such that f is injective on each subset A i . Then by Cauchy-Davenport theorem we have
Consequently, 06i6k−1 f(x i ) = kf(x 0 ); therefore, f has a k-barycentric subsequence.
Proof. Let f: A → Z p be with |A| = p + k − 2 a sequence. We may assume that there are no values repeated more than k times, otherwise we have the theorem. By Lemma 11 with q = k − 1 we have the partition: 
Since |A 3 | ¿ 2, the sum |A 3 | + · · · + |A k−1 | − (k − 2) + 1 is at least 1. On the other hand,
The sums take all values and we terminate the proof like the previous one.
In particular we have
Proof. From Theorem 23 we have BD(p − 1; Z p ) 6 2p − 3. The sequence of length 2p − 4 with p − 2 elements equal to 0 and p − 2 elements equal to 1 shows that
However, we have Theorem 25. BD(4; Z 7 ) = 8.
Proof. Clearly, a mapping of eight elements into Z 7 produces a repeated value. To avoid trivial barycentric sequence on four elements, we assume that no value is repeated 4 times. Without loss of generality, we may suppose that 0 is repeated and 1 is attained, owing to a ne transformations in Z 7 . Then 3; 5; 6 must not be attained since 0; 0; 1; 6; 0; 0; 1; 3 and 0; 0; 1; 5 are barycentric with barycenter 0; 1; 5, respectively. 2 and 4 must not be attained both, since 0; 1; 2; 4 is barycentric with barycenter 0.
If the values attained are 0; 1; 4, we reduce it to 0; 1; 2 by multiplication by 2 in Z 7 . Then 1 must not be repeated since 0; 1; 1; 2 is barycentric with barycenter 1. Thus one of the values 0 and 2 must appear more than 3 times (1 + 3 + 3 ¡ 8), which shows it is just not possible to avoid barycentric sequences on 4 elements. The sequence 0; 0; 0; 2; 2; 2; 1 shows that BD(4; Z 7 ) ¿ 7.
In the following theorem we improve BD(k; G) for some cases with large k.
Theorem 26. Let G be a group of order n, and k ¿ n.
Proof. We just apply the theorem of Erdős, Ginzburg and Ziv (Theorem 1):
(i) If k ¿ n and t = BD(k − n; G) ¿ n − 1, any mapping f: A → G on t + n elements induces a subset B ⊆ A of size n with a zero-sum. Since |A \ B| = t then the restriction of f to A\B contains a (k −n)-barycentric subsequence i.e. there exists
If k ¿ n and BD(k − n; G) 6 n − 1, any mapping f: A → G on 2n − 1 elements induces a subset B ⊆ A of size n with a zero-sum. Since |A \ B| = n − 1 and BD(k −n; G) 6 n−1 then the restriction of f to A\B contains a (k −n)-barycentric subsequence i.e. there exists C ⊆ A \ B and x 0 ∈ C such that x∈C f(x) = (k − n)f(x 0 ). Hence x∈B∪C f(x) = kf(x 0 ).
Corollary 27. Let p ¿ 5, k ¿ p and the remainder of the division of k by p is in {4; : : : ; p − 1}, then BD(k; Z p ) 6 p + k − 2: Moreover, when the remainder is p − 1 we have BD(k;
• Now, we assume BD(k − p; Z p ) ¿ p − 1. Set k = ps + r, with 4 6 r 6 p − 1 and s ¿ 1. For s=1 we have k =p+r and BD(k −p; Z p )=BD(r; Z p ) ¿ p−1: By Theorem 23, BD(p + r; Z p ) 6 p + BD(r; Z p ): Since 4 6 r 6 p − 1 then by Theorem 23 we have BD(r; Z p ) 6 p+r −2: Hence BD(p+r; Z p ) 6 p+p+r −2, i.e. BD(k; Z p ) 6 p+k −2. The rest of the proof follows by induction: assuming BD(k; Z p )=BD(ps+r; Z p ) 6 p+ (ps + r) − 2 = p + k − 2. Since BD(p(s + 1) + r − p; Z p ) = BD(ps + r; Z p ) ¿ p + 1 then by Theorem 26 and by induction hypothesis we have BD(p(s + 1) + r; Z p ) 6 p + BD(ps + r; Z p ) 6 p + p(ps + r) − 2 = p + k − 2.
In case k = ps + p − 1 the sequence of length p(s +2)− 4 with p(s +1)− 2 elements equal to 1 and p − 2 elements equal to 0 shows that BD(k; Z p ) = p + k − 2. 
The k-barycentric stars
Let G be an abelian group of order n. In this section, using the results given in Section 3 and the natural relation
we obtain the upper bound of BR(K 1;k ; G). The decomposition mentioned in Section 2 allows to obtain a particular coloring of a complete graph avoiding the existence of a barycentric K 1;k . This fact is used to obtain the lower bound of BR(K 1;k ; G). For readability reasons, the main results on barycentric Ramsey number for stars will be listed in Table 1 . Only results worth proving will be presented in details. These results are labeled in order to reference the respective proofs. Proof. The upper bound has already be seen (Eq. (2)).
On the other hand, the complete graph on t = BD(3; Z 
Zp, p prime ¿ 5 6 2 p=3 + 2 Remark 31. BR(K 1; 3 ; Z 13 ) = 10.
Proof. By Theorem 21 we have BR(K 1; 3 ; Z 13 ) 6 10. To prove the equality we decompose K 9 into four edge-disjoint hamiltonian cycles by Theorem 13 and we color them with colors 0, 1, 3 and 4.
Remark 32. BR(
Proof. We already know the inequality BR(K 1;p−1 ; Z p ) 6 2p − 2; the equality is obtained with the help of the following coloration of K 2p−3 : use from Lemma 14 a decomposition of K 2p−3 into two K p−1 and one K p−2;p−2 and 3 di erent colors.
Remark 33. BR(K 1; 4 ; Z 7 ) = 9.
Proof. By Theorem 25 we have BR(K 1; 4 ; Z 7 ) 6 9.
To prove the equality, we ÿrst decompose K 8 into two disjoint K 4 , and the remaining K 4; 4 into 1 matching and one three-dimensional cube, by Lemma 15. Now it is clear that one can design a coloration with each vertex having three edges with color 0, 3 with color 2 and one with color 1, and this produces no barycentric star. We may also use the decomposition into seven matchings of K 8 according to Theorem 13 to obtain a similar factorization. Thus BR(K 1; 4 ; Z 7 ) ¿ 8.
Remark 34. BR(K 1; 9 ; Z 5 ) = 13.
Proof. We just have to exhibit K 12 colored without barycentric stars: by Theorem 13 we decompose K 12 into ÿve edge-disjoint hamiltonian cycles and one perfect matching. Then we color 4 hamiltonian cycles with color 0 and the remaining hamiltonian cycle and perfect matching with color 1.
Theorem 35. BR(K 1;tp+1 ; Z p ) = (t + 1)p for p ¿ 3 and t positive integer.
Proof. The inequality BR(K 1;tp+1 ; Z p ) ¿ (t + 1)p − 1 is determined by any coloration of K (t+1)p−1 with two colors, one color making a spanning graph of degree p − 1.
On the other hand, any star of K (t+1)p has (t + 1)p − 1 edges, thus contains a star with zero-sum on tp vertices. We add another edge from the center of the star. The resulting star is barycentric, with the new edge as barycenter.
Theorem 36. BR(K 1; 5t+2 ; Z 5 ) = 5(t + 1).
Proof. We choose a vertex in K 5(t+1) and we look at the edges incident to that vertex. We may put apart successively t − 1 subsets of cardinality 5 with a zero-sum. It then remains 9 edges. If we ÿnd there seven of them constituting a barycentric star, we add it the 5(t − 1) edges put apart to build a barycentric star with 5t + 2 edges.
There is a least one value attained twice, since 9 ¿ 5. If we select two edges mapped to that value, (that form a barycentric star), either we have some set of ÿve edges with a zero-sum in the other seven ones, and these ÿve ones together with the two selected ones constitute a barycentric star on seven edges or the seven edges do not contain a zero-sum set on ÿve elements, then they must have a coloration which up to a ne bijection goes into one of the two following kinds : 0,0,0,0,1,1,1 and 0,1,1,2,2,2,2. (see [12] ).
In each case, whatever is the value of the two selected edges, we ÿnd a convenient barycentric set. The barycentric set and its barycenter are given in the table  00001 1100 0 To prove the equality we consider two cases:
t odd: then 5(t + 1) − 1 = 5t + 4 is odd and by Lemma 14, K 5t+4 can be decomposed into two K (5t+5)=2 complete graphs sharing a vertex and one K (5t+3)=2; (5t+3)=2 bipartite complete graph. Then we color the complete graphs with color 0 and the bipartite complete graph with color 1. t even: then 5(t + 1) − 1 = 5t + 4 is even. By Theorem 13, K 5t+4 can be decomposed into (5t + 5)=2 edge-disjoint hamiltonian cycles and one perfect matching. Then we color (5t + 2)=2 − 4 = (5t − 6)=2 hamiltonian cycles with color 0 and the remainder 4 hamiltonian cycles and perfect matching with color 1.
Further research
In order to complete Table 1 , the following problems are identiÿed:
• In Theorem 23, for which values of 4 6 k 6 p − 2 does the equality BD(k; Z p ) = p + k − 2 hold? • Use Theorems 28, 29 and the orbit technique mentioned in Remark 20 to compute BD(3; G), BD(4; G) when G = Z 2 s × Z 3 t .
