The nuclear dimension of $\mathcal O_\infty$-stable $C^*$-algebras by Bosa, Joan et al.
ar
X
iv
:1
90
6.
02
06
6v
1 
 [m
ath
.O
A]
  5
 Ju
n 2
01
9
THE NUCLEAR DIMENSION OF O∞-STABLE
C∗-ALGEBRAS
JOAN BOSA, JAMES GABE, AIDAN SIMS, AND STUART WHITE
Abstract. We show that every nuclear O∞-stable
∗-homomorphism
with a separable exact domain has nuclear dimension at most 1. In
particular separable, nuclear, O∞-stable C
∗-algebras have nuclear di-
mension 1. We also characterise when O∞-stable C
∗-algebras have fi-
nite decomposition rank in terms of quasidiagonality and primitive-ideal
structure, and determine when full O2-stable
∗-homomorphisms have
nuclear dimension 0.
Introduction
Nuclear dimension for C∗-algebras, introduced in [59], provides a non-
commutative analogue of Lebesgue covering dimension. Via the Gelfand
transform, every commutative C∗-algebra A is isomorphic to the algebra
C0(X) of continuous functions vanishing at infinity on some locally com-
pact Hausdorff space X, and then the nuclear dimension of A is exactly
the Lebesgue covering dimension of X. Simple C∗-algebras lie at the other
extreme. These are highly non-commutative, and here nuclear dimension
provides the dividing line between the tame and the wild. Indeed, sepa-
rable, simple, unital, C∗-algebras of finite nuclear dimension satisfying the
Universal Coefficient Theorem (UCT) of Rosenberg and Schochet [45] are
now classified by their Elliott invariants ([25, 39, 23, 15, 50]; this precise
statement can be found as [50, Corollary D]).
Accordingly there has been substantial interest in determining the nuclear
dimension of C∗-algebras, with a heavy initial focus on Kirchberg algebras
(the simple, separable, nuclear and purely infinite algebras classified by in-
dependently Kirchberg and Phillips using Kasparov’s bivariant K-theory).
There have been two complementary strands of development. Kirchberg al-
gebras satisfying the UCT were shown to have nuclear dimension one in [46],
building on the earlier work [47, 18, 59]. As it remains a major open prob-
lem whether all separable nuclear C∗-algebras (or equivalently all Kirchberg
algebras) satisfy the UCT, Matui and Sato instigated a new approach to the
nuclear dimension computation of Kirchberg algebras in [36] which does not
rely on the UCT. A remarkable theorem of Kirchberg [26] (see also [29]),
characterises these now eponymous algebras amongst simple separable nu-
clear C∗-algebras: A is Kirchberg if and only if it tensorially absorbs the
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Cuntz algebra O∞ in the sense that A ∼= A⊗O∞. Peeling off a tensor factor
of O∞ creates extra space that makes the analysis in [36] possible. This
approach ultimately led to a proof that all Kirchberg algebras have nuclear
dimension 1 ([5]). Tensorial absorption of other strongly self-absorbing C∗-
algebras has also been used to compute nuclear dimension for many finite
simple C∗-algebras in [16, 48, 5, 10, 9].
Tensorial absorbtion of O∞ also has profound implications for non-simple
C∗-algebras, including Kirchberg and Rørdam’s algebraic characterisation of
O∞-stable nuclear C
∗-algebras ([32]) and Kirchberg’s classification of sep-
arable nuclear O∞-stable C
∗-algebras via ideal-related bivariant K-theory
([25]) as outlined in [27]. This has played an important role in the classifica-
tion of non-simple Cuntz–Krieger algebras and their automorphisms ([8, 14])
and other non-simple algebras with small ideal lattices ([1]). So it is natural
to seek to compute the nuclear dimension of O∞-stable C
∗-algebras. In [49],
Szabo´ showed that separable O∞-stable algebras have nuclear dimension at
most 3 (extending the special cases from [2]) but the precise value remained
open. Our first main result settles this question:
Theorem A. Let A be a separable, nuclear O∞-stable C
∗-algebra. Then A
has nuclear dimension 1.
Nuclear dimension was preceded by the earlier notion of decomposition
rank from [33]. The difference between the two conditions appears small,
but is significant. It is tied up with the notion of quasidiagonality, which
is an external approximation property originating in work of Halmos [40].
Since quasidiagonality implies stable finiteness, Kirchberg algebras are never
quasidiagonal. However every C∗-algebra with finite decomposition rank is
quasidiagonal [33, Equation (3.3) and Proposition 5.1]. So all Kirchberg
algebras have nuclear dimension 1, but infinite decomposition rank. Indeed,
since finite decomposition rank passes to quotients, if A has finite decom-
position rank, then every quotient of A is quasidiagonal. So, for example,
while C0((0, 1],O∞) has finite nuclear dimension (this dates back to [59])
and is quasidiagonal by Voiculescu’s famous homotopy invariance of qua-
sidiagonality [53], it has infinite decomposition rank because it surjects onto
O∞. It is perhaps surprising at first sight that there can exist O∞-stable
C∗-algebras of finite decomposition rank, but Rørdam’s O∞-stable approx-
imately subhomogeneous algebra from [44] provides an example.
Quasidiagonality has repeatedly played a major role in the structure and
classification theory for C∗-algebras. For example, in hindsight Winter’s
use in [55] of finite decomposition rank to access tracial approximations,
and thence Lin’s classification results ([34]), for C∗-algebras of real rank
zero, hinges on quasidiagonality. This became explicit in Matui and Sato’s
work [36], which planted the seeds for the use of quasidiagonality in the
classification results of [15, 50]. We now know that for simple C∗-algebras,
quasidiagonality delineates between finite nuclear dimension and finite de-
composition rank; building on [36, 48, 5], it is shown in [10] that a simple
unital C∗-algebra with finite nuclear dimension has finite decomposition
rank precisely when it and all its traces are quasidiagonal (the latter in the
sense of [7]).
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Our second main result completely characterises when nuclear O∞-stable
C∗-algebras have finite decomposition rank. Although quasidiagonality need
not pass to quotients, finite decomposition rank does, so a necessary con-
dition for finite decomposition rank is that every quotient is quasidiagonal.
We prove that this necessary condition is also sufficient. Moreover using [21],
we can also describe when these algebras have finite decomposition rank in
terms of the primitive ideal space.
Theorem B. Let A be a separable, nuclear O∞-stable C
∗-algebra. Then
the following are equivalent:
(i) A has finite decomposition rank;
(ii) A has decomposition rank 1;
(iii) All quotients of A are quasidiagonal;
(iv) Every non-zero hereditary C∗-subalgebra of A is stable;
(v) The primitive ideal space of A has no locally closed, one point subsets.
In order to classify separable nuclear O∞-stable C
∗-algebras Kirchberg
classified morphisms between these algebras. More generally, he classified
nuclear ∗-homomorphisms from separable exact C∗-algebras into O∞-stable
C∗-algebras. Although originally defined for C∗-algebras, the definitions of
both decomposition rank and nuclear dimension of a C∗-algebra A are given
in terms of approximation properties for the identity map idA : A→ A, and
make perfect sense for other ∗-homomorphisms between C∗-algebras (see
[51]). Following the philosophy that we should detect classifiability through
nuclear dimension, it is then reasonable to ask whether the maps classified
by Kirchberg are of finite nuclear dimension.
Motivated by Kirchberg’s transfer of the nuclearity hypothesis from C∗-
algebras to morphisms in his classification of nuclear maps between non-
nuclear C∗-algebras, one should seek to do likewise with other ingredients
of classification theorems. In particular, in his new treatment [20] of Kirch-
berg’s O2-stable classification theorem, the second named author introduces
O∞ and O2-stable
∗-homomorphisms. These include all ∗-homomorphisms
whose domain or codomain is O∞-stable or O2-stable respectively, as well
as considerably more examples. He shows that nuclear O2-stable maps out
of separable exact C∗-algebras are classified by their behaviour on ideals.
The forthcoming work [22] will establish a version of Kirchberg’s classifi-
cation theorem for O∞-stable maps. Our third main theorem establishes
finite nuclear dimension for such maps; in particular, in answer to the ques-
tion above, the maps classified by Kirchberg all have nuclear dimension at
most 1.
Theorem C. Let A and B be C∗-algebras with A separable and exact. Let
θ : A → B be a nuclear O∞-stable
∗-homomorphism. Then θ has nuclear
dimension at most 1. If every quotient of A is quasidiagonal, then the de-
composition rank of θ is at most 1.
In addition to recognising classifiability via nuclear dimension, we regard
this theorem as a proof of concept for the development of regularity theory
for ∗-homomorphisms in the spirit of the Toms–Winter conjecture (see [17,
56, 59]). In particular, in the setting of stably finite C∗-algebras, the Jiang–
Su algebra, Z, from [24] is the appropriate replacement for O∞, and a key
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future goal is to develop a suitable notion of Jiang–Su stability for maps, and
an analogue of Winter’s Z-stability theorem from [56, 57] in this context.
The results discussed above show that very large classes of maps have nu-
clear dimension either 0 or 1; but which ones have dimension 0? For spaces,
it is more or less immediate that zero dimensionality coincides with total dis-
connectedness; and for C∗-algebras Winter established early in the theory
that zero dimensionality coincides with approximate finite dimensionality
(see [54], noting that this uses an earlier notion of non-commutative cover-
ing dimension). For maps, characterising zero dimensionality seems harder,
but we do so for full O2-stable maps, in terms of quasidiagonality.
Theorem D. Let A and B be C∗-algebras with A separable and exact, and
suppose that θ : A → B is a full, O2-stable
∗-homomorphism. Then the
nuclear dimension of θ is given by
(0.1) dimnucθ =
 0 if θ is nuclear and A is quasidiagonal,1 if θ is nuclear and A is not quasidiagonal,
∞ otherwise.
Discussion of methods.
All existing techniques for passing from tensorial absorption to finite topo-
logical dimension rely on some aspect of classification. In [59], Winter and
Zacharias estimate the nuclear dimension of Cuntz algebras by direct anal-
ysis. They combine this with Rørdam’s models for UCT-Kirchberg algebras
as inductive limits of algebras of the form
⊕k
i=1Mmi⊗Oni⊗C(T) (obtained
using the Kirchberg–Phillips classification) to show that UCT-Kirchberg al-
gebras have nuclear dimension at most 5. This approach was refined in [18]
and [47], leading to the realisation in [46] of UCT-Kirchberg algebras as
inductive limits of higher rank graph algebras with nuclear dimension 1.
Matui and Sato’s use of O∞-absorption to obtain finite nuclear dimen-
sion absent the UCT also uses classification, in the form of uniqueness results
for maps. Since O∞ is strongly self-absorbing, to compute the nuclear di-
mension of an O∞-stable C
∗-algebra A, it suffices to compute the nuclear
dimension of the map idA ⊗ 1O∞ : A → A ⊗ O∞. Matui and Sato do this
for Kirchberg algebras in [36] using a trade off between O∞-stability and
Kirchberg’s O2-embedding theorem. They approximate idA⊗1O∞ with two
copies of an embedding A →֒ O2 →֒ 1A ⊗O∞ ⊆ A ⊗O∞; classification re-
sults enter implicitly through a 2×2 matrix trick a` la Connes. This strategy
was made both more general and more explicit in [2, Theorem 3.3]. Szabo´’s
work [49] also uses a trade off of this nature; he uses Rørdam’s strongly
purely infinite approximately subhomogeneous algebra A[0,1] in place of O2,
obtaining a bound on nuclear dimension for arbitrary O∞-stable nuclear C
∗-
algebras. These methods yield approximations which naturally decompose
into 4 summands (via approximations for O2 and A[0,1] that each decompose
into two summands), so yield nuclear dimension at most 3.1
1Recall that approximations that decompose into n+1 summands witness nuclear dimen-
sion at most n; see Definition 1.5 below.
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To obtain the exact nuclear dimension value of 1, we must avoid passing
through intermediate one dimensional algebras like O2, and instead build
factorisations through zero dimensional building blocks directly. The analy-
sis of [5, Section 9] achieves this for Kirchberg algebras in four broad steps.
First use a positive contraction h ∈ O∞ of spectrum [0, 1] to decompose
idA ⊗ 1O∞ as the sum of two order zero maps idA ⊗ h and idA ⊗ (1O∞ − h).
Next use Voiculescu’s quasidiagonality of the cone over A from [53] to ob-
tain a sequence (φn : A → Fn)
∞
n=1 of approximately order zero maps into
finite dimensional algebras Fn. Next embed each Fn into A⊗O∞ using the
second tensor factor, and thereby regard each φn as a map A → A ⊗ O∞.
Finally employ ingredients from Kirchberg’s classification of simple purely
infinite nuclear C∗-algebras to power a 2× 2 matrix trick to see that the se-
quence (φn)
∞
n=1 is approximately unitarily equivalent to each of idA⊗h and
idA⊗ (1O∞ −h). This gives the required finite-dimensional approximations.
The broad strategy of the previous paragraph underpins our proof of
Theorem A. However when A is non-simple, both the construction of finite
dimensional models and the appropriate classification vehicle for transferring
these models to idA ⊗ h are more delicate.
2 For the latter, we must use
classification results for non-simple algebras. The order zero map idA ⊗
h, gives rise to a ∗-homomorphism π : f ⊗ a 7→ a ⊗ f(h) from the cone
C0((0, 1]) ⊗ A into A ⊗ O∞. Since embeddings of cones into Kirchberg
algebras are O2-stable (see Lemma 4.2), the second author’s classification
framework for O2-stable maps in [20] applies to show that π is determined
up to approximate equivalence by its behaviour on ideals.
To obtain our finite dimensional models, we construct a sequence of dia-
grams
(0.2) A //
ψ˜n   ❅
❅❅
❅❅
❅❅
❅ A⊗O∞
Fn
ηn
::✉✉✉✉✉✉✉✉✉
in which the Fn are finite dimensional C
∗-algebras, the ηn are contractive
order zero maps, and the ψ˜n are completely positive contractions and ap-
proximately order zero (in a point-norm sense). The sequence (ηn ◦ ψ˜n)
∞
n=1
induces an order zero map θ from A into the sequence algebra (A⊗O∞)(∞)
(for readers unfamiliar with sequence algebras, these are described just be-
fore Lemma 1.4). Through the duality ([58]) between order zero maps on
A and ∗-homomorphisms out of C0((0, 1]) ⊗A, this θ is determined by a
∗-
homomorphism ρ : C0((0, 1])⊗A → (A⊗O∞)(∞). Our goal is to choose the
diagrams (0.2) so that ρ is O2-stable and induces the same map on ideals as
π (viewed as a map into (A⊗O∞)(∞)). Classification will then ensure that
ρ and π, and hence also the associated order zero maps, are approximately
2By a trick from [2], h and 1O∞ − h are approximately unitarily equivalent in O∞, so
that idA ⊗ h and idA⊗ (1O∞ − h) are approximately unitarily equivalent. So it suffices to
model idA ⊗ h, and we suppress idA ⊗ (1O∞ − h) henceforth.
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equivalent.3 This provides the required finite-dimensional approximations
for idA ⊗ h, and hence shows that A has nuclear dimension one.
The construction of the diagrams (0.2) occupies the bulk of the paper.4
When A has exactly one nontrivial ideal I, the idea is to take the ‘downward
maps’ ψ˜n as a direct sum ψ˜n,1⊕ψ˜n,2 : A→ Fn,1⊕Fn,2 where (ψ˜n,1)
∞
n=1 arises
from order zero maps corresponding to the quasidiagonality of the cone over
A and (ψ˜n,2)
∞
n=1 by following the quotient A → A/I by maps obtained
from the quasidiagonality of the cone over A/I. The ‘upward maps’ ηn are
obtained by fixing embeddings ιn,i : Fn,i → O∞ and orthogonal
5 positive
contractions hI and hA which are full in I and A respectively, and setting
ηn(x1, x2) = hI ⊗ ι1(x1) + hA⊗ ι2(x2). Then elements x ∈ I are annihilated
under the sequence (ψ˜n,2)
∞
n=1, and so (ηn ◦ ψ˜n(x))
∞
n=1 sees only the first
component, which generates the ideal I. Keeping track of exactly which
ideal is generated in a sequence algebra turns out to be a little delicate; we
do this in Lemma 3.5, where we also need an additional smearing across the
interval to ensure that the resulting map ρ has the required behaviour on
all ideals of C0((0, 1])⊗A, not just those of the form C0((0, 1])⊗ I for some
I ⊳ A.6 It remains to arrange O2-stability, which we do in Section 4, using
a similar smearing to merge the ρ from Section 3 with an embedding of a
cone into O∞.
To handle general ideal lattices, we simultaneously model the ideal lattice
of A by finite sublattices, while performing a similar construction to that
outlined above. The machinery we need to approximate the ideal lattice of
A by finite sublattices is set up in Section 2, with technical difficulties arising
throughout our main arguments because the approximating finite sublattice
is typically not linearly ordered.
With more care, the strategy discussed above also takes care of the nu-
clear dimension part of Theorem C. As it turns out, the decomposition rank
component of Theorem C is a little easier in that we can use the quasidiag-
onality hypothesis directly in place of quasidiagonality of cones in our main
technical construction. We review nuclear dimension and decomposition
rank in Section 1, setting out the criteria we use to recognise finite decom-
position rank. This enables us to handle both the nuclear dimension and
decomposition rank cases of Theorem C in tandem, keeping track of the re-
quired extra detail throughout Sections 3 and 4 and the proof of Theorem C
in Section 5.
Section 6 turns to the characterisation of finite decomposition rank, using
Theorem C and the developments of [21] to prove Theorem B. We end in
3The form of approximate equivalence is subtle; classification gives approximate Murray
and von Neumann equivalence of ρ and π, which in turn gives approximate unitary equiv-
alence after passing to a 2 × 2 matrix amplification. We perform the nuclear dimension
calculations in this matrix amplification, and subsequently compress back to the original
C∗-algebra A.
4We note for comparison with Lemmas 3.5 and 4.6 (which provide the meat of the con-
struction) that for technical reasons we actually construct approximate ∗-homomorphisms
ψn : C0((0, 1])⊗A→ Fn, and then the maps ψ˜n in (0.2) are given by ψ˜n(a) = ψn(id(0,1]⊗a).
In the main body of the paper, we make no explicit reference to ψ˜n.
5O∞-stability facilitates this orthogonality.
6This is the point behind the composition with the multiplication map m∗ in (3.34).
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Section 7 with the proof of Theorem D. With Theorem C in place, the
last component of Theorem D is obtained by using quasidiagonality of A to
produce finite dimensional models for a full map θ; the fullness assumption
ensures that the map carries no ideal data, and then O2-stable classification
ensures that these models can actually be used to approximate θ.
Acknowledgments. Portions of this research where undertaken during the
research programme on the classification of Operator Algebras: Complexity,
Rigidity and Dynamics at the Institut Mittag–Leffler in 2016, and the inten-
sive research programme on Operator Algebras: Dynamics and Interactions
at CRM, Barcelona in 2017. We thank the organisers and funders of these
programmes.
1. Nuclear dimension and decomposition rank
In this section we recall the definitions of the nuclear dimension and de-
composition rank from [59] and [33] respectively, and collect some relatively
standard results for later use. Throughout the paper if a, b are elements of
a C∗-algebra, and ǫ > 0, we write a ≈ǫ b to mean ‖a− b‖ ≤ ǫ.
Recall that a completely positive map φ : A→ B between C∗-algebras is
said to be order zero if, for every a, b ∈ A+ with ab = 0, one has φ(a)φ(b) = 0.
Building on [60], the structure theory for these maps was developed in [58].
In particular, there is a ∗-homomorphism πφ : A → M(C
∗(φ(A))) (called
the supporting ∗-homomorphism), taking values in the multiplier algebra
M(C∗(φ(A))) of C∗(φ(A)), and a positive contraction h ∈ M(C∗(φ(A))) ∩
π(A)′ such that
(1.1) φ(a) = hπ(a), a ∈ A.
This then induces a ∗-homomorphism ρφ : C0((0, 1]) ⊗ A → C
∗(φ(A)) ⊆ B
such that
(1.2) ρφ(f ⊗ a) = f(h)π(a), f ∈ C0((0, 1]), a ∈ A.
Conversely, each ∗-homomorphism from C0((0, 1]) ⊗ A to B determines
an order zero map from A to B by composition with the completely positive
and contractive (cpc) order zero inclusion a 7→ id(0,1] ⊗ a of A into its cone.
Proposition 1.1 ([58, Corollary 3.1]). Let A,B be C∗-algebras. There is
a one-to-one correspondence between cpc, order zero maps φ : A → B and
∗-homomorphisms ρ : C0((0, 1]) ⊗ A → B, where φ and ρ are related by the
commuting diagram
(1.3) A
a7→id(0,1]⊗a
//
φ
))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘ C0((0, 1]) ⊗A
ρ

B .
The structural theorem yields a functional calculus on order zero maps (cf.
[58, Corollary 4.2]): if φ : A→ B is a cpc order zero map, and f ∈ C0((0, 1])+
is a contraction, then f(φ) : A→ B is the cpc order zero map such that
(1.4) f(φ)(a) = ρφ(f ⊗ a), a ∈ A.
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We record two facts regarding induced ∗-homomorphisms on the cones and
functional calculus for later use. These are proved by routine verification of
the defining properties of ρη◦ψ and f(φ) respectively.
Lemma 1.2. Let ψ : A→ F be a ∗-homomorphism, and let η : F → B be a
cpc order zero map. The ∗-homomorphism ρη◦ψ : C0((0, 1])⊗A → B induced
by the composition η ◦ ψ is exactly the composition
(1.5) C0((0, 1]) ⊗A
idC0((0,1])⊗ψ−−−−−−−−→ C0((0, 1]) ⊗ F
ρη
−→ B,
where ρη is the
∗-homomorphism induced by η.
Lemma 1.3. Let φ1, . . . , φn : A → B be cpc order zero maps with pairwise
orthogonal ranges, and let f ∈ C0((0, 1])+ be a contraction. Then φ :=∑n
i=1 φi : A→ B is a cpc order zero map, and
(1.6) f(φ) =
n∑
i=1
f(φi) : A→ B.
Throughout the paper we often use sequence algebras to encode approxi-
mate behaviour. Given a sequence (Bn)
∞
n=1 of C
∗-algebras, the sequence al-
gebra is the quotient of the ℓ∞-product by the c0-sum:
∏∞
n=1Bn/
⊕∞
n=1Bn.
In the special, but particularly relevant, case where Bn = B for all n, we
write B(∞) for this sequence algebra.
7 In this situation B embeds into
B(∞) as constant sequences, and we will often implicitly regard B as a
C∗-subalgebra of B(∞). When needed, we will denote the embedding by
ιB : B → B(∞).
We denote elements in a sequence algebra
∏∞
n=1Bn/
⊕∞
n=1Bn by repre-
sentatives in
∏∞
n=1Bn, rather than introducing additional notation for the
class they represent. By the same principle, given cpc maps φn : A→ Bn, we
often write (φn)
∞
n=1 for the induced map A(∞) →
∏∞
n=1Bn/
⊕∞
n=1Bn and
also for its restriction to A. For later use we record the following routine
fact regarding functional calculus of sequences of order zero maps, which
does not seem to have explicitly appeared in the literature.
Lemma 1.4. Let (ηn : Fn → Bn)
∞
n=1 be a sequence of cpc order zero maps
between C∗-algebras, and let
(1.7) η :
∏∞
n=1 Fn⊕∞
n=1 Fn
→
∏∞
n=1Bn⊕∞
n=1Bn
be the cpc order zero map induced by (ηn)
∞
n=1. For a contraction f ∈
C0((0, 1])+, the sequence (f(ηn))
∞
n=1 induces the cpc order zero map f(η).
Proof. Let ρn : C0((0, 1])⊗Fn → Bn be the
∗-homomorphism induced by ηn
as in Proposition 1.1. We obtain a ∗-homomorphism
(1.8) ρ : C0((0, 1]) ⊗
∞∏
n=1
Fn/
∞⊕
n=1
Fn →
∞∏
n=1
Bn/
∞⊕
n=1
Bn,
7This notation is a little unusual; B∞ is more normal, but since the Cuntz algebra O∞
plays a major role in this paper, we prefer B(∞) here.
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such that ρ(f ⊗ (xn)
∞
n=1) = (ρn(f ⊗ xn))
∞
n=1 for all f ∈ C0((0, 1]) and
(xn)
∞
n=1 ∈
∏∞
n=1Bn/
⊕∞
n=1Bn. So it suffices to check that ρ is the
∗-
homomorphism associated to η by Proposition 1.1. This follows as, for
any (xn)
∞
n=1 ∈
∏∞
n=1Bn/
⊕∞
n=1Bn, we have
(1.9) ρ(id(0,1] ⊗ (xn))
∞
n=1 = (ηn(xn))
∞
n=1 = η((xn)
∞
n=1).
We next recall the definitions of nuclear dimension and decomposition
rank, from [59] and [33] respectively. We work at the level of morphisms,
these definitions were first developed in [51].
Definition 1.5. Let A and B be C∗-algebras, let φ : A → B be a ∗-homo-
morphism and let n ∈ N. Then φ is said to have nuclear dimension at most
n (written dimnucφ ≤ n) if for any finite subset F ⊆ A and ǫ > 0, there
exist finite dimensional C∗-algebras F (0), . . . , F (n) and maps
(1.10) A
ψ
// F := F (0) ⊕ · · · ⊕ F (n)
η
// B
such that ψ is cpc, η|F (i) is cpc order zero for i = 0, . . . , n, and such that
(1.11) ‖η(ψ(x)) − φ(x)‖ ≤ ǫ, x ∈ F .
Such an approximation (F,ψ, η) is called an n-decomposable approximation
of φ for F up to ǫ. So dimnucφ = inf{n : dimnucφ ≤ n} with the convention
that inf ∅ =∞. If additionally the maps η in these n-decomposable approx-
imations can always be taken contractive, then φ is said to have decomposi-
tion rank at most n, written drφ ≤ n, and again drφ = inf{n : drφ ≤ n}.
The nuclear dimension and decomposition rank of a C∗-algebra A, written
dimnucA and drA respectively, are defined to be the nuclear dimension and
decomposition rank of the identity map idA.
Note that the definitions of nuclear dimension 0 and decomposition rank
0 coincide, but, for n ≥ 1, that drφ = n is a stronger condition than that
dimnucφ = n.
The next result is a modification to maps of the fact that finite nuclear
dimension and decomposition rank are inherited by hereditary subalgebras
(see [59, Proposition 2.5] and [33, Proposition 3.8] respectively). The proof
is a minor modification of [59, Proposition 2.5] to this context.
Proposition 1.6. Let φ : A → B be a ∗-homomorphism, and let B0 ⊆ B
be a hereditary C∗-subalgebra such that φ(A) ⊆ B0. Let φ0 : A→ B0 be the
corestriction of φ. Then dimnucφ = dimnucφ0 and drφ = drφ0.
Proof. Clearly dimnucφ0 ≥ dimnucφ and drφ0 ≥ drφ, so we will prove the
other inequalities. Assume first that dimnucφ ≤ n <∞.
Let a1, . . . , am ∈ A be positive contractions, and ǫ > 0. By perturbing
each aj slightly, we may assume that there is a positive contraction e ∈ A,
such that eaj = aj for j = 1, . . . ,m. Let
(1.12) ǫ0 := min
{
ǫ8
(35(n + 1))8
,
1
218
}
.
Let h ∈ B0 be a positive contraction such that
(1.13) ‖hφ(e) − φ(e)‖ < ǫ0,
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and pick an n-decomposable cpc approximation
(1.14)
(
F =
n⊕
i=0
F (i), ψ : A→ F, η =
n∑
i=0
η(i) : F → B
)
such that
(1.15) ‖η(ψ(x)) − φ(x)‖ < ǫ0, x ∈ {e, a1, . . . , am}.
Let χ
[ǫ
1/2
0 ,1]
denote the characteristic function of [ǫ
1/2
0 , 1], and let p be the
projection p := χ
[ǫ
1/2
0 ,1]
(ψ(e)) ∈ F . Note that
(1.16) p ≤ ǫ
−1/2
0 ψ(e), and (1F − p)ψ(e) ≤ ǫ
1/2
0 1F .
For each i = 0, . . . , n, define p(i) := 1F (i)p. Then (working in the unitisation
B˜ of B for convenience),
‖η(i)(p(i))(1B˜ − h)‖ = ‖(1B˜ − h)η
(i)(p(i))2(1B˜ − h)‖
1/2
≤ ‖(1
B˜
− h)η(i)(p(i))(1
B˜
− h)‖1/2
≤ ‖(1
B˜
− h)η(p)(1
B˜
− h)‖1/2
≤ ǫ
−1/4
0 ‖(1B˜ − h)η(ψ(e))(1B˜ − h)‖
1/2 by (1.16)
≤ ǫ
−1/4
0 ‖(1B˜ − h)η(ψ(e))‖
1/2
≤ ǫ
−1/4
0 (‖(1B˜ − h)φ(e)‖ + ǫ0)
1/2 by (1.15)
≤ 21/2ǫ
1/4
0 by (1.13)(1.17)
≤ 1/16 by (1.12).
Let F̂ := pFp and F̂ (i) := pF (i)p for i = 0, . . . , n, and let ψ̂ : A → F̂ be
the cpc map such that
(1.18) ψ̂(a) = pψ(a)p, a ∈ A.
By [33, Lemma 3.6] and (1.17), for each i ∈ {0, . . . , n} there exists a cpc order
zero map
(1.19) ηˆ(i) : F̂ (i) → hBh ⊆ B0
such that for all positive x ∈ F̂ (i),
(1.20) ‖η̂(i)(x)− η(i)(x)‖ ≤ 8 · 21/4ǫ
1/8
0 ‖x‖ ≤ 16ǫ
1/8
0 ‖x‖.
Let
(1.21) η̂ :=
n∑
i=0
η̂(i) : F̂ → B0,
which is a sum of n+ 1 cpc order zero maps by construction.
Fix j ≤ m. Since ψ is cpc and each aj is a positive contraction, (1.20)
gives
(1.22) ‖η̂(ψ̂(aj))− η(ψ̂(aj))‖ ≤ 16ǫ
1/8
0 .
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Using that aj ≤ e by assumption at the third step, and using (1.16) at the
final step, we calculate,
‖(1F − p)ψ(aj)‖ = ‖(1F − p)ψ(aj)
2(1F − p)‖
1/2
≤ ‖(1F − p)ψ(aj)(1F − p)‖
1/2
≤ ‖(1F − p)ψ(e)(1F − p)‖
1/2
≤ ‖(1F − p)ψ(e)‖
1/2
≤ ǫ
1/4
0 .(1.23)
Hence, using (1.23) at the second step, we see that
‖ψ̂(aj)− ψ(aj)‖ ≤ ‖pψ(aj)(1F − p)‖+ ‖(1F − p)ψ(aj)‖
≤ 2ǫ
1/4
0 .(1.24)
Consequently, using (1.22) and (1.24) at the third step, and then (1.12) at
the final step, we have
‖η̂(ψ̂(aj))− φ(aj)‖
≤ ‖η̂(ψ̂(aj))− η(ψ̂(aj))‖+ ‖η(ψ̂(aj)− ψ(aj))‖
+ ‖η(ψ(aj))− φ(aj)‖
≤ 16ǫ
1/8
0 + 2(n + 1)ǫ
1/4
0 + ǫ0
≤ 19(n + 1)ǫ
1/8
0
≤ ǫ,(1.25)
and so dimnucφ0 ≤ n.
Finally note that when drφ ≤ n, we can additionally assume that ‖η‖ ≤ 1.
Then (1.20) ensures that ‖η̂‖ ≤ 1 + 16(n + 1)ǫ
1/8
0 . Let η˜ := η̂/‖η̂‖. Then
for j = 1, . . . ,m, using (1.25) and (1.12) at the second and third steps
respectively, we have
‖η˜(ψ(aj))− φ(aj)‖ ≤ ‖η̂(ψ(aj))− φ(aj)‖+ ‖η˜ − η̂‖
≤ 19(n + 1)ǫ
1/8
0 + 16(n + 1)ǫ
1/8
0
≤ ǫ,(1.26)
and so drφ0 ≤ n. 
We end this section by discussing the difference between finite nuclear
dimension and decomposition rank, aiming for a criterion for recognising
when a system of approximations which a priori witnesses finite nuclear di-
mension also gives finite decomposition rank. Firstly, if (Fi, ψi, ηi)i is a net
of n-decomposable approximations for idA showing that A has finite nuclear
dimension, then [59, Proposition 3.2] shows that by removing certain full
matrix summands from the Fi (and modifying ψi and ηi accordingly), one
can additionally assume that the maps ψi : A→ Fi are approximately order
zero. The corresponding result for decomposition rank from [33, Proposi-
tion 5.1] shows that if each ηi is also contractive, a suitable restriction of
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the approximations can be found so that the maps ψi : A→ Fi are approxi-
mately multiplicative; this is why finite decomposition rank entails quasidi-
agonality. Very similar proofs can be used to establish the same results for
any ∗-homomorphism in place of the identity map. We sketch the details of
the decomposition rank case, which we will use later in the paper.
Proposition 1.7. Let θ : A→ B be a ∗-homomorphism between C∗-algebras
with dimnuc(θ) ≤ n. Then there exist a net of n-decomposable approxima-
tions (Fi, ψi, ηi)i for θ such that the maps ψi are approximately order zero,
i.e. the induced map ψ : A→
∏
i Fi/
⊕
i Fi is cpc order zero. If additionally
dr θ ≤ n, then the maps ψi can be taken to be approximately multiplicative,
i.e. the induced map ψ : A→
∏
i Fi/
⊕
i Fi is a
∗-homomorphism.
Proof. We will prove the second assertion, about θ with decomposition rank
at most n. The nuclear dimension statement follows from a very similar
small modification to the corresponding statement for algebras of finite nu-
clear dimension [59, Proposition 3.2].8
Fix a finite subset F ⊆ A of positive elements of norm 1 and 0 < ǫ < 1.
Assume that θ has decomposition rank at most n. Using the Stinespring
calculation of [33, Lemma 3.4], it suffices to find an n-decomposable approx-
imation (F,ψ, η) of θ for F up to ǫ with η contractive such that
(1.27) ‖ψ(x2)− ψ(x)2‖ < ǫ, x ∈ F .
We closely follow the proof of [33, Proposition 5.1]. Fix an n-decomposable
approximation (F˜ , ψ˜, η˜) of θ on F up to ǫ
4
6(n+1) with η˜ contractive. Decom-
pose F˜ =Mr1⊕. . .⊕Mrs , and write ψ˜j and η˜j for the respective components
of ψ˜ and η˜. Set
(1.28) I := {i ∈ {1, . . . , s} : ‖ψ˜i(x
2)− ψ˜i(x)
2‖ ≥ ǫ2 for some x ∈ F}.
Then, calculating identically9 to [33, Proposition 5.1], for i ∈ I, we have
‖
∑
i∈I η˜i(1Mri )‖ ≤
ǫ2
2 . Now define F :=
⊕
i∈{1,...,s}\I Mri . Let ψ : A → F
be the compression of ψ˜ by 1F to F and let η : F → B be the restriction
of η˜. Note that (1.27) holds by construction. Moreover, for any contraction
x ∈ A, we have
(1.29) ‖ηψ(x) − η˜ψ˜(x)‖ ≤
∥∥∥∑
i∈I
η˜i(1Mri )
∥∥∥ ≤ ǫ2
2
.
Thus
(1.30) ‖θ(x)− ηψ(x)‖ ≤ ‖θ(x)− η˜ψ˜(x)‖+
ǫ2
2
< ǫ, x ∈ F .
Corollary 1.8. Let θ : A → B be an injective ∗-homomorphism with finite
decomposition rank. Then A is quasidiagonal.
Proof. As quasidiagonality is a local property, we may assume that A is
separable (cf. [6, Exercise 1.1]). Let (Fn, ψn, ηn)
∞
n=1 be an approximation
for θ as in Proposition 1.7, so the map ψ : A→
∏∞
n=1 Fn/
⊕∞
n=1 Fn induced
8Note that the second line of the proof of [59, Proposition 3.2] contains a typo; it should
ask for 0 < ǫ < 1
(n+2)16
.
9This is where the tolarance ǫ
4
6(n+1)
plays a role in the proof.
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by (ψn)
∞
n=1 is a
∗-homomorphism. The map η :
∏∞
n=1 Fn/
⊕∞
n=1 Fn → B(∞)
induced by (ηn)
∞
n=1 satisfies ι◦θ = η◦ψ, where ι : B → B(∞) is the canonical
inclusion. As ι ◦ θ is injective, so too is ψ, so (ψn)
∞
n=1 witnesses quasidiago-
nality of A. 
A kind of converse to Proposition 1.7 provides a method for detecting
when a finite nuclear dimensional approximation (Fi, ψi, ηi) also gives rise
to finite decomposition rank. With the benefit of hindsight, we see that
the criterion below is used to prove the decomposition rank case of [5, The-
orem F] and [10, Theorem B], albeit in the case where A is unital (when
Lemma 1.9 has an easier proof).
Lemma 1.9. Let φ : A→ B be a ∗-homomorphism and let n ∈ N0. Suppose
there is a net (Fi, ψi, ηi)i of n-decomposable approximations converging point
norm to φ such that the induced map
(1.31) Ψ := (ψi) : A→
∏
i
Fi/
⊕
i
Fi,
is a ∗-homomorphism. Then drφ ≤ n.
The point of the lemma is that the ηi are not assumed to be contractive.
Proof. Let (Fi, ψi, ηi)i be as in the statement of the lemma, and fix a finite
subset F ⊆ A of contractions and 0 < ǫ < 1. Define δ := (6n+15)−1ǫ. Pick
positive contractions e0, e1 ∈ A such that e0e1 = e1 and
(1.32) max{‖ae1 − a‖, ‖e1a− a‖} ≤ δ, a ∈ F .
Let g : [0, 1]→ [0, 1] denote the continuous function which is 0 on [0, 1−δ],
1 on [1−δ/2, 1] and affine otherwise. By hypothesis Ψ is a ∗-homomorphism,
so as e0e1 = e1,
(1.33) g(Ψ(e0))Ψ(e1) = Ψ(e1).
Hence there exists i such that (Fi, ψi, ηi) approximates φ on F ∪ {e0, e1} up
to δ,
(1.34) ψi(a) ≈4δ ψi(e1)ψi(a)ψi(e1), a ∈ F ,
and
(1.35) g(ψi(e0))ψi(e1) ≈δ ψi(e1).
Let χ[1−δ,1] denote the characteristic function of [1 − δ, 1], and let pi :=
χ[1−δ,1](ψi(e0)) ∈ Fi be the corresponding spectral projection. Define F̂i :=
piFipi, define ψ̂i : A → Fi by ψ̂i(·) := piψi(·)pi and define η̂i : Fi → A by
η̂i :=
1−δ
1+δηi|Fi . Note that ψ̂i is cpc and η̂i is cp. The algebra F̂i inherits the
decomposition into (n + 1)-summands on which η̂i restricts to a cpc order
zero map from Fi and ηi.
By definition of pi, we have (1− δ)pi ≤ ψi(e0), so that
(1.36) ηi((1− δ)pi) ≤ ηi(ψi(e0)) ≈δ φ(e0).
In particular (1− δ)‖ηi(pi)‖ ≤ 1 + δ and thus
(1.37) ‖η̂i‖ =
1− δ
1 + δ
‖ηi(pi)‖ ≤ 1.
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The definition of pi also ensures that
(1.38) g(ψ(e0))pi = pig(ψ(e0)) = g(ψ(e0)).
For a ∈ F , applying (1.34), (1.35), and then (1.38), we have
η̂i(ψ̂i(a)) ≈4δ
1−δ
1+δηi(piψi(e1)ψi(a)ψi(e1)pi)
≈2δ
1−δ
1+δηi(pig(ψi(e0))ψi(e1)ψi(a)ψi(e1)g(ψi(e0))pi)
= 1−δ1+δηi(g(ψi(e0))ψi(e1)ψi(a)ψi(e1)g(ψ(e0))).(1.39)
Now, using that ‖ηi‖ ≤ n+ 1, we continue the calculation above, obtaining
η̂i(ψ̂i(a)) ≈6δ+2(n+1)δ
1−δ
1+δηi(ψi(e1)ψi(a)ψi(e1)) by (1.35)
≈4(n+1)δ
1−δ
1+δηi(ψi(a))) by (1.34)
≈δ
1−δ
1+δφ(a).(1.40)
Since 1− 1−δ1+δ ≤ 2δ, this gives
(1.41) ‖φ(a)− η̂iψ̂i(a)‖ ≤ 9δ + 6(n+ 1)δ = ǫ, a ∈ F .
Hence drφ ≤ n. 
2. The ideal lattices of C∗-algebras
In this section, we collect various facts regarding the ideal lattice of a
C∗-algebra, which we need for our main existence argument.
Here, and throughout, by an ideal in a C∗-algebra A we always mean a
closed, two-sided ideal. As is customary, ASA denotes the ideal generated
by a non-empty subset S ⊆ A. So ASA = span{axb : a, b ∈ A, x ∈ S}. If
S = {a} is a singleton, we write AaA rather than A{a}A.
Given an ideal I in a C∗-algebra A, an element a ∈ I is full, if it generates
I as an ideal; that is, if I = AaA. Every ideal in a separable C∗-algebra has
a full element (for example, any strictly positive element is full).
The lattice I(A) of ideals of a C∗-algebra A is complete in the sense that
every S ⊆ I(A) has a supremum and an infimum. Indeed,
(2.1) supS =
∑
I∈S
I, and inf S =
⋂
I∈S
I
for every non-empty subset S ⊆ I(A); by convention, we take sup ∅ = 0 and
inf ∅ = A. There is a notion of compact containment in I(A): if I, J ∈ I(A),
then I is compactly contained in J , written I ⋐ J , if whenever (Iλ)λ∈Λ
is a family in I(A) such that J ⊆
∑
λ∈Λ Iλ then there are finitely many
λ1, . . . , λn ∈ Λ such that I ⊆
∑n
i=1 Iλi .
With suprema and compact containment, the ideal lattice of a separable
C∗-algebra fits into the framework of the abstract Cuntz semigroup category
Cu introduced in [11] (see [20, Proposition 2.5]). Given C∗-algebras A and
B, a map between their ideal lattices Φ: I(A)→ I(B) is a Cu-morphism if
it preserves suprema and compact containment. By [20, Lemma 2.12] any
∗-homomorphism φ : A→ B induces a Cu-morphism
(2.2) I(φ) : I(A)→ I(B), I 7→ Bφ(I)B.
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Then I(·) is a covariant functor from C∗-algebras and ∗-homomorphisms to
complete lattices and Cu-morphisms [20, Proposition 2.15].
The presence of a full element in an ideal is detected by the ideal lattice
structure ([20, Corollary 2.3]), and so preserved by Cu-morphisms.
Lemma 2.1. Let A,B be C∗-algebras with A separable, and let Θ: I(A)→
I(B) be a Cu-morphism. Then, for every non-zero ideal J ∈ I(A), the ideal
Θ(J) has a full element.
Proof. Since A is separable, J has a full element. So [20, Corollary 2.3]
gives J =
⋃∞
n=1 Jn for some sequence of ideals Jn ∈ I(A) such that Jn ⋐
Jn+1 for all n. As Θ preserves suprema and compact containment, Θ(J) =⋃∞
n=1Θ(Jn), and Θ(Jn) ⋐ Θ(Jn+1) for all n. Hence Θ(J) has a full element
by [20, Corollary 2.3]. 
It is well-known that the ideal lattice of a separable C∗-algebra is count-
ably generated. The next lemma provides a slight strengthening of this
statement.
Lemma 2.2. Let A be a separable C∗-algebra. Then there is a sequence
(Jn)
∞
n=1 in I(A), such that for any J ∈ I(A) there is a strictly increasing
sequence (kn)
∞
n=1 in N, such that Jkn ⋐ Jkn+1 for all n, and
⋃∞
n=1 Jkn = J .
Proof. As A is separable, [38, Corollary 4.3.4] shows that I(A) has a count-
able basis B ⊆ I(A); that is, for every I ∈ I(A), there exists BI ⊆ B such
that I = supBI . Replacing B with {
∑
I∈S I : ∅ 6= S ⊆ B is finite}, we may
assume that B is upwards directed. Let (Jn)
∞
n=1 be a sequence in B in which
each I ∈ B appears infinitely often; that is, {n ∈ N : Jn = I} is infinite for
each I ∈ B.
Fix J ∈ I(A). As A is separable, J contains a full element, so by [20,
Corollary 2.3] there is a sequence I1 ⋐ I2 ⋐ . . . in I(A) such that J =⋃∞
n=1 In. As B is an upwards directed basis, and as each element in (Jn)
∞
n=1
appears infinitely often, we may use compact containment to find k1 < k2 <
. . . such that I2n ⊆ Jkn ⊆ I2n+1 for each n ∈ N. Then Jk1 ⋐ Jk2 ⋐ . . . and
J =
⋃∞
n=1 Jkn . 
The previous lemma allows us to approximate the ideal lattice of a sepa-
rable C∗-algebra by an increasing sequence of finite lattices. The definition
and lemma below collect some notation and an easy fact regarding these
finite lattices.
Definition 2.3. Let I be a finite lattice. Given I ∈ I, we call J ∈ I a
predecessor of I if J < I and {K ∈ I : J ≤ K ≤ I} = {J, I}. Note that
an element J ∈ I is the unique predecessor of I ∈ I if {K ∈ I : K < I} =
{K ∈ I : K ≤ J}. We write P(I) for the set of elements in I that have a
unique predecessor. For I ∈ P(I), we write P (I) for the unique predecessor
of I.
For the next lemma, note that every finite lattice I has a minimum el-
ement infI∈I I, which is by convention the supremum in I of the empty
set.
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Lemma 2.4. Let I be a finite lattice. Then any I ∈ I satisfies
(2.3) I = sup
J∈P(I)
J≤I
J.
Proof. As the empty supremum defines the minimal element, (2.3) holds for
the minimal element of I. Fix I ∈ I and suppose inductively that (2.3)
holds for all J ∈ I with J ≤ I and J 6= I. If I has a unique predecessor
then (2.3) holds vacuously. Otherwise I is the join of its predecessors, each
of which satisfies (2.3), so I satisfies (2.3). 
For nested ideals J ⊆ I in a C∗-algebra A, let
(2.4) IJ := {x ∈ A : xI ∪ Ix ⊆ J}.
This is readily seen to be an ideal in A.
The next lemma combines the above construction of ideals with the unique
predecessors.
Lemma 2.5. Let A be a C∗-algebra, and let I ⊆ I(A) be a finite sublattice.
Suppose that J ∈ I and K ∈ P(I) satisfy K 6⊆ J . Then J ⊆ KP (K).
Proof. Since K 6⊆ J , we have J ∩ K ( K. Since P (K) is the unique
predecessor of K in I, we have J ∩K ⊆ P (K). Since J ∩K = KJ = JK,
we deduce that J ⊆ KP (K). 
The following ‘lower bound’ lemma plays a key role in our proof of Sub-
lemma 3.7 below, which we use to control our ‘upward maps’. In the follow-
ing proof and elsewhere, given a positive element a of a C∗-algebra and a
positive constant λ, we write (a−λ)+ for the element obtained by applying
functional calculus for a to the function t 7→ max{t− λ, 0}.
Lemma 2.6. Let A be a C∗-algebra and let J ⋐ I be a compact containment
of ideals in A. For any full, positive element a ∈ I, there exists a constant
λ > 0 such that, for any ideals K1 ( K2 ⊆ J , we have
(2.5) ‖a+KK12 ‖A/KK12
≥ λ.
Proof. As I =
⋃
λ>0A(a− λ)+A, the compact containment J ⋐ I provides
λ > 0 such that J ⊆ A(a− λ)+A.
Fix ideals K1 ( K2 ⊆ J . Suppose for contradiction that (a−λ)+ ∈ K
K1
2 .
Then
(2.6) K2 ⊆ A(a− λ)+A ⊆ K
K1
2 .
Then K2 ⊆ K2∩K
K1
2 = K2 ·K
K1
2 ⊆ K1, by definition of K
K1
2 , contradicting
K1 ( K2. Hence (a− λ)+ /∈ K
K1
2 , and so
(2.7) ‖a+KK12 ‖A/KK12
≥ λ.
Before turning to our main construction, we record a standard fact re-
garding the behaviour of ideals in C0((0, 1]) under the multiplication map.
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Lemma 2.7. Let m : [0, 1] × [0, 1] → [0, 1] be the multiplication map, and
m∗ : C0((0, 1]) → C0((0, 1])⊗C0((0, 1]) be the induced
∗-homomorphism. For
every non-zero, positive element h ∈ C0((0, 1]) there are positive, non-zero
contractions f, g ∈ C0((0, 1]) such that g(1) = 1 and f ⊗ g ≤ m
∗(h).
In particular, for any non-zero I ∈ I(C0((0, 1])), the ideal I(m
∗)(I) con-
tains a non-zero, positive contraction of the form f ⊗ g, for which g(1) = 1.
Proof. We may find δ > 0 and a non-empty, open subset U ⊆ (0, 1] such
that h(s) ≥ δ for s ∈ U . Fix s ∈ U \ {1}. As (s, 1) ∈ m−1(U) we may pick
ǫ > 0 such that [s − ǫ, s + ǫ] × [1 − ǫ, 1] ⊆ m−1(U). Let f, g ∈ C0((0, 1])
be non-zero, positive contractions supported in [s − ǫ, s + ǫ] and [1 − ǫ, 1]
respectively, and such that ‖f‖ ≤ δ and g(1) = 1. Then f ⊗ g ≤ m∗(h). 
3. Main technical construction
In this section we provide the main technical construction of the paper,
obtaining ∗-homomorphisms C0((0, 1])⊗A → B(∞) induced by sequences of
maps of nuclear dimension zero with specified behaviour on ideals. Our
first lemma is the main tool for producing the ‘downward’ maps, using
Voiculescu’s quasidiagonality of cones [53] in the spirit of earlier nuclear
dimension computations [36, 48, 5].
Lemma 3.1. Let A be a separable C∗-algebra, and let J ( I ⊆ A be ideals.
Then there exist a sequence (Mkn)
∞
n=1 of matrix algebras and a sequence
(ψn)
∞
n=1 of cpc maps ψn : C0((0, 1]) ⊗A→Mkn such that the induced map
(3.1) ψ := (ψn)
∞
n=1 : C0((0, 1]) ⊗A→
∏
n
Mkn/
⊕
n
Mkn
is a ∗-homomorphism such that for all f ∈ C0((0, 1]) and a ∈ A,
(3.2) |f(1)| ‖a + IJ‖A/IJ ≤ ‖ψ(f ⊗ a)‖ ≤ ‖f‖ ‖a+ I
J‖A/IJ .
If A/IJ is quasidiagonal we can choose the ψn so that ψn(C0((0, 1))⊗A) = 0
for all n ∈ N.
Proof. By Voiculescu’s quasidiagonality of cones [53] there exist integers kn
and cpc maps
(3.3) ψ˜n : C0((0, 1]) ⊗ (A/I
J )→Mkn
such that the map ψ˜ : C0((0, 1])⊗A/I
J →
∏
nMkn/
⊕
nMkn induced by the
ψ˜n is an injective
∗-homomorphism. Let qIJ : A→ A/I
J denote the quotient
map, and for each n ∈ N, let
(3.4) ψn := ψ˜n ◦ (idC0((0,1]) ⊗ qIJ ) : C0((0, 1]) ⊗A→Mkn .
Let ψ : C((0, 1]) ⊗A→
∏∞
n=1Mkn/
⊕∞
n=1Mkn be the induced map, so ψ =
ψ˜ ◦(idC0((0,1])⊗qIJ ). Then for f ∈ C0((0, 1]) and a ∈ A, since ψ˜ is isometric,
(3.5) ‖ψ(f ⊗ a)‖ = ‖ψ˜(f ⊗ qIJ (a))‖ = ‖f‖ ‖qIJ (a)‖ ≥ |f(1)| ‖qIJ (a)‖.
If A/IJ is quasidiagonal, then there exist integers kn and cpc maps
ψn : A/I
J → Mkn such that the induced map ψ := (ψn)
∞
n=1 : A/I
J →
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nMkn/
⊕
nMkn is an injective
∗-homomorphism. Let ev1 : C0((0, 1]) ⊗
A→ A be evaluation at 1, and for each n, let
(3.6) ψn := ψn ◦ qIJ ◦ ev1 : C0((0, 1]) ⊗A→Mkn ,
so that ψn(C0((0, 1)) ⊗ A) = 0. Let ψ : A →
∏∞
n=1Mkn/
⊕∞
n=1Mkn be the
map induced by (ψn)
∞
n=1. Then
(3.7) ‖ψ(f ⊗ a)‖ = |f(1)| ‖ψ(qIJ (a))‖ = |f(1)| ‖qIJ (a)‖ ≤ ‖f‖ ‖qIJ (a)‖
for all a ∈ A and f ∈ C0((0, 1]). 
Recall that if a, b ∈ A are positive elements, then a is said to be Cuntz
dominated by b, written a - b, if there is a sequence of elements (zn)
∞
n=1 in
A such that z∗nbzn → a. In general it is not possible to choose (zn)
∞
n=1 to
be bounded without additional assumptions. The next lemma identifies one
such assumption.
Lemma 3.2. Let A be a C∗-algebra, and let a, b ∈ A+. Suppose that for
every continuous function f : [0, ‖b‖]→ [0, 1] with f(0) = 0 and f(‖b‖) 6= 0,
we have a - f(b). Then there is a sequence (zn)
∞
n=1 in A such that z
∗
nbzn → a
and
(3.8) ‖zn‖ = (‖a‖/‖b‖)
1/2 , n ∈ N.
Proof. Wemay assume that ‖a‖ = ‖b‖ = 1. For each n ∈ N, let δn := 1−1/n.
Our hypothesis implies that for each n we have a  (b−δn)+, so there exists
yn ∈ A such that ‖y
∗
n(b− δn)+yn−a‖ < 1/n. Let z
′
n := (b− δn)
1/2
+ yn so that
‖z′n‖ → ‖a‖
1/2 = 1, and let zn := z
′
n/‖z
′
n‖ for each n. Then each ‖zn‖ = 1
and z∗nzn → a.
Let fn : [0, 1]→ [0, 1] be the continuous function which is 0 on [0, δn−1/n],
1 on [δn, 1] and affine otherwise. Then fn(b)zn = zn, and
(3.9) ‖fn(b)−fn(b)b‖ ≤ max
{
sup
t∈[δn,1]
(1−t), sup
t∈[δn−1/n,δn]
fn(t)(1−t)
}
≤ 2/n.
Hence
(3.10) z∗nbzn = z
∗
nfn(b)bzn ≈2/n z
∗
nfn(b)zn = z
∗
nzn.
Therefore z∗nbzn → a. 
We now turn to the construction of the ‘upwards maps’. Here we need
the additional space given by absorption of the Cuntz algebra O∞ from
[12]. Recall that a C∗-algebra B is O∞-stable if B ⊗ O∞ ∼= B. By [31,
Proposition 4.5], each such C∗-algebra B is purely infinite in the sense that
B has no characters and for all a, b ∈ B+ with a ∈ BbB, we have a - b.
We begin by recording a by-now-standard consequence of O∞-stability for
repeated later use (and also as results of this type in the literature are often
stated with separability hypotheses).
Lemma 3.3. Let B be a C∗-algebra such that B ∼= B ⊗ O∞. Then there
exists an isomorphism κ : B ⊗ O∞ → B such that I(κ)(K ⊗ O∞) = K for
all K ∈ I(B).
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Proof. Fix any isomorphism θ : B ∼= B ⊗O∞. There exists an isomorphism
α : O∞ → O∞⊗O∞ which is approximately unitarily equivalent to the first
factor embedding idO∞ ⊗ 1O∞ : O∞ → O∞ ⊗ O∞.
10 Define κ to be the
composition
(3.11) B ⊗O∞
θ⊗idO∞−→ B ⊗O∞ ⊗O∞
idB⊗α
−1
−→ B ⊗O∞
θ−1
−→ B.
By construction κ is an isomorphism and κ−1 is approximately unitarily
equivalent (via unitaries in B∼ ⊗ O∞) to the first factor embedding idB ⊗
1O∞ : B → B⊗O∞. Therefore I(κ
−1) = I(idB⊗1O∞). Since I is functorial
([20, Proposition 2.15]), I(κ) = I(idB⊗1O∞)
−1, so that I(κ)(K⊗O∞) = K
for all K ∈ I(B). 
The next lemma produces appropriate families of pairwise orthogonal pos-
itive elements (hI)I∈P(I). We shall produce our ‘upwards maps’ out of finite
dimensional algebras by embedding the finite dimensional algebras into O∞
and tensoring by these (hI). The symbol P(I) is defined in Definition 2.3.
Lemma 3.4. Let A and B be C∗-algebras such that A is separable and
B ⊗ O∞ ∼= B. Suppose that Θ: I(A) → I(B) is a Cu-morphism. Let
I0 ⊆ I(A) be a finite sublattice. Then there exists a collection {hI : I ∈
P(I0)} ⊆ B of pairwise orthogonal positive elements, each with spectrum
[0, 1] such that
(a) for each I ∈ P(I0), the element hI is full in Θ(I), and
(b) for any pair of ideals J1 ⊆ J2 in I0, such that J1 ⋐ J2 in I(A), and
any non-zero, continuous function f : [0, 1] → [0, 1] with f(0) = 0,
Θ(J1) is contained in the ideal of B generated by
(3.12)
∑
I∈P(I0)
I⊆J2
f(hI).
Proof. By Lemma 2.1, for each non-zero I ∈ P(I0), the ideal Θ(I) contains
a full positive element kI of norm 1. Use Lemma 3.3 to fix an isomorphism
κ : B ⊗ O∞ → B such that I(κ)(K ⊗ O∞) = K for all K ∈ I(B). Choose
non-zero pairwise orthogonal projections (pI)I∈I0 inO∞, and define pairwise
orthogonal positive elements of norm 1 by h′I := κ(kI ⊗ pI) for I ∈ P(I0).
Since O∞ is simple and each kI is full in I, each kI ⊗pI is full in Θ(I)⊗O∞.
Hence, by the definition of κ, each h′I is full in Θ(I).
For n ∈ N, let gn : [0, 1]→ [0, 1] be the continuous function which is 0 on
[0, 12n ], 1 on [
1
n , 1] and affine on [
1
2n ,
1
n ]. Fix J1 ⊆ J2 in I0 such that J1 ⋐ J2
in I(A). Lemma 2.4 implies that
(3.13) J2 =
∑
I∈P(I0)
I⊆J2
I.
10By [29, Theorem 3.15], one has O∞ ∼= O∞ ⊗ O∞, and by [35, Theorem 3.3], any two
unital ∗-homomorphisms φ, ψ : O∞ → O∞ ⊗O∞ are approximately unitarily equivalent.
20 JOAN BOSA, JAMES GABE, AIDAN SIMS, AND STUART WHITE
Since ideals are hereditary, for positive elements a1, . . . , an of a C
∗-algebra
D, we have D
(∑
i ai
)
D =
∑
iDaiD. Thus the positive element
(3.14) h′′J2 :=
∑
I∈P(I0)
I⊆J2
h′I
is full in Θ(J2). As (gn(h
′′
J2
))∞n=1 is an increasing approximate identity for
C∗(h′′J2), it follows that
(3.15)
∞⋃
n=1
Bgn(h
′′
J2
)B = Bh′′J2B = Θ(J2).
As Θ is a Cu-morphism, and J1 ⋐ J2, it follows that Θ(J1) ⋐ Θ(J2). Hence
there exists nJ1,J2 ∈ N, such that every n ≥ nJ1,J2 satisfies
(3.16) Θ(J1) ⊆ Bgn(h′′J2)B.
Since I0 is finite, we may define n0 := max{nJ1,J2 : J1, J2 ∈ I0 and J1 ⋐
J2 in I(A)}. Let r : [0, 1] → [0, 1] be the continuous function satisfying
r(t) = (2n0)t for t ∈ [0,
1
2n0
] and r(t) = 1 for t ≥ 12n0 . So r(t)gn0(t) = gn0(t)
for all t. Fix h ∈ (O∞)+ with spectrum σ(h) = [0, 1], and for each I ∈ P(I0),
let hI := κ(r(h
′
I) ⊗ h). Each hI is positive with spectrum [0, 1] since both
r(h′I) and h are positive elements with spectrum [0, 1].
By choice of κ and by simplicity of O∞, we have BhIB = Br(h′I)B
for each I ∈ P(I0). For each I ∈ P(I0), the element r(h
′
I) is a positive
contraction in Θ(I) with r(h′I) ≥ h
′
I , and so r(h
′
I) has norm one and is full
in Θ(I). Hence hI is full in Θ(I). Since the h
′
I are pairwise orthogonal
positive contractions so are the hI . It remains to check (b).
Take J1 ⊆ J2 in I0 with J1 ⋐ J2 in I(A). Let f : [0, 1]→ [0, 1] be non-zero
and continuous with f(0) = 0. Let K be the ideal generated by
(3.17)
∑
I∈P(I0)
I⊆J2
f(hI).
We must show that Θ(J1) ⊆ K.
Let ΦI : C0((0, 1])⊗C0((0, 1])→ B⊗O∞ be the ∗-homomorphism given on
elementary tensors by ΦI(f1⊗f2) = f1(r(h
′
I))⊗f2(h). Letm : (0, 1]×(0, 1] →
(0, 1] be multiplication, and let m∗ : C0((0, 1]) → C0((0, 1]) ⊗ C0((0, 1]) be
the induced homomorphism. Lemma 2.7 yields positive functions f1, f2 ∈
C0((0, 1]) such that f1(1) = 1 and
(3.18) f1 ⊗ f2 ≤ m
∗(f) ∈ C0((0, 1]) ⊗ C0((0, 1]).
As ΦI(m
∗(f)) = f(r(h′I)⊗ h), it follows that
(3.19) f(hI) = κ(ΦI(m
∗(f))) ≥ κ(ΦI(f1 ⊗ f2)) = κ(f1(r(h
′
I))⊗ f2(h)),
for I ∈ P(I0). As (f1 ◦ r) · gn0 = gn0 it follows that K contains the element
(3.20)
∑
I∈P(I0)
I⊆J2
κ(gn0(h
′
I)⊗ f2(h)).
As h has spectrum [0, 1], the element f2(h) ∈ O∞ is non-zero and thus
full. Hence by the defining property of κ, the element (3.20) generates the
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same ideal as
∑
I∈P(I0), I⊆J2
gn0(h
′
I). Using first that the h
′
I are pairwise
orthogonal, and then the definition (3.14) of h′′J2 we calculate:
(3.21)
∑
I∈P(I0)
I⊆J2
gn0(h
′
I) = gn0
( ∑
I∈P(I0)
I⊆J2
h′I
)
= gn0(h
′′
J2).
In particular, gn0(h
′′
J2
) ∈ K. As n0 ≥ nJ1,J2, it follows from (3.16) that
(3.22) Θ(J1) ⊆ Bgn0(h
′′
J2
)B ⊆ K.
We now give our main technical existence result realising Cu-morphisms
by ∗-homomorphisms from cones. In the proof, we will use that a finite
lattice has a unique minimum element (in our case 0), and again take the
convention that the supremum of the empty set is this minimum element.
See Section 2 for further details.
Lemma 3.5. Let A and B be C∗-algebras with A separable and B⊗O∞ ∼= B,
and let Θ: I(A) → I(B) be a Cu-morphism. Then for n ∈ N, there are
finite dimensional C∗-algebras Fn and cpc maps ψn : C0((0, 1]) ⊗ A → Fn
and ηn : Fn → B such that, writing
ψ := (ψn)
∞
n=1 : C0((0, 1]) ⊗A→
∏∞
n=1 Fn⊕∞
n=1 Fn
, and(3.23)
η := (ηn)
∞
n=1 :
∏∞
n=1 Fn⊕∞
n=1 Fn
→ B(∞)(3.24)
for the induced maps, the following are satisfied:
(a) ψ is a ∗-homomorphism;
(b) each ηn is order zero; and
(c) the ∗-homomorphism ρ : C0((0, 1]) ⊗ A → B(∞) induced by the cpc
order zero map (η ◦ ψ)(id(0,1] ⊗ ·) (see Proposition 1.1) satisfies
(3.25) I(ρ)(I ⊗ J) = B(∞)Θ(J)B(∞)
for any J ∈ I(A) and any non-zero I ∈ I(C0((0, 1])).
If every quotient of A is quasidiagonal, we can additionally arrange that
ψn(C0((0, 1)) ⊗A) = 0 for each n ∈ N.
Proof. Lemma 2.2 yields a countable basis (Jn)
∞
n=1 for I(A) such that for
each J ∈ I(A) there exist k1 < k2 < . . . satisfying Jk1 ⋐ Jk2 ⋐ . . . and
J =
⋃∞
n=1 Jkn . For each n, let In be the sublattice of I(A) generated by
0, A, J1, . . . , Jn. Since the ideal lattice of a C
∗-algebra is distributive (it is
isomorphic to the lattice of open subsets of its primitive-ideal space; see [38,
Theorem 4.1.3]), each In is finite. Clearly In ⊆ In+1 for all n.
Let id(0,1] ∈ F1 ⊆ F2 ⊆ · · · ⊆ C0((0, 1]) be a sequence of finite subsets
with
⋃
i Fi = C0((0, 1]). Let G1 ⊆ G2 ⊆ · · · ⊆ A be a sequence of finite sets
of positive contractions such that for each k,
(3.26) Jk ∩
( ∞⋃
n=1
Gn
)
is dense in the set of positive contractions in Jk.
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Fix n ∈ N. Write Fn ⊗ Gn := {f ⊗ a : f ∈ Fn and a ∈ Gn}. Using
the notation of Definition 2.3, for I ∈ P(In) let Pn(I) denote the unique
predecessor of I in In. For such an I, use Lemma 3.1 to pick an integer
N(n, I) and a cpc map ψn,I : C0((0, 1])⊗A→MN(n,I) that is (Fn⊗Gn, 1/n)-
multiplicative and has the property that for all f ∈ Fn and a ∈ Gn,
|f(1)| ‖a + IPn(I)‖A/IPn(I) −
1
n ≤ ‖ψn,I(f ⊗ a)‖
≤ ‖f‖ ‖a+ IPn(I)‖A/IPn(I) +
1
n .(3.27)
If every quotient of A is quasidiagonal, Lemma 3.1 allows us to choose each
ψn,I so that additionally ψn,I(C0((0, 1)) ⊗A) = 0.
Let Fn :=
⊕
I∈P(In)
MN(n,I) and let ψn : C0((0, 1]) ⊗ A → Fn be the cpc
map such that
(3.28) ψn(x) =
⊕
I∈P(In)
ψn,I(x), x ∈ C0((0, 1]) ⊗A.
If every quotient of A is quasidiagonal, then ψn(C0((0, 1)) ⊗A) = 0.
Let (hn,I)I∈P(In) be a collection of pairwise orthogonal, positive elements
of norm 1 in B, satisfying conditions (a) and (b) of Lemma 3.4. Choose
embeddings ιn,I : MN(n,I) → O∞, and for each I, let η
′
n,I : MN(n,I) → B ⊗
O∞ be the cpc order zero map such that
(3.29) η′n,I(x) = hn,I ⊗ ιn,I(x), x ∈MN(n,I).
For a positive contraction f ∈ C0((0, 1]), we have
(3.30) f(η′n,I)(x) = f(hn,I)⊗ ιn,I(x), x ∈MN(n,I).
By Lemma 3.3 there exists an isomorphism κ : B ⊗ O∞ → B such that
I(κ)(K ⊗O∞) = K for all K ∈ I(B). Define ηn,I := κ ◦ η
′
n,I : MN(n,I) → B
and
(3.31) ηn :=
⊕
I∈P(In)
ηn,I = κ ◦
( ⊕
I∈P(In)
η′n,I
)
: Fn → B.
Since, if every quotient of A is quasidiagonal, we have chosen the ψn such
that ψn(C0((0, 1))⊗A) = 0, it now suffices to show that the ψn and ηn satisfy
(a)–(c). Since the ηn,I are cpc order zero maps with pairwise orthogonal
ranges, each ηn is cpc order zero, which is (b).
Let ψ : C0((0, 1]) ⊗ A →
∏
∞
n=1 Fn⊕
∞
n=1 Fn
and η :
∏
∞
n=1 Fn⊕
∞
n=1 Fn
→ B(∞) be as in
(3.23) and (3.24). Then ψ is a cpc map, and η is a cpc map of order zero. As
each ψn is (Fn⊗Gn, 1/n)-multiplicative, it follows that
⋃∞
n=1 Fn⊗Gn is con-
tained in the multiplicative domain of ψ, and hence ψ is a ∗-homomorphism.
This proves (a), so it remains to prove (c).
As η ◦ ψ : C0((0, 1]) ⊗A→ B(∞) is a cpc map of order zero, we let
(3.32) ρη◦ψ : C0((0, 1]) ⊗C0((0, 1]) ⊗A→ B(∞)
be the induced ∗-homomorphism given by Proposition 1.1. Then
(3.33) ρη◦ψ(id(0,1] ⊗ x) = η ◦ ψ(x), x ∈ C0((0, 1]) ⊗A.
Let m∗ : C0((0, 1]) → C0((0, 1])⊗C0((0, 1]) be the
∗-homomorphism induced
by the multiplication map m : (0, 1] × (0, 1] → (0, 1], and let ρ denote the
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composition
(3.34) C0((0, 1]) ⊗A
m∗⊗idA−−−−−→ C0((0, 1]) ⊗C0((0, 1]) ⊗A
ρη◦ψ
−−−→ B(∞).
Since m∗(id(0,1]) = id(0,1] ⊗ id(0,1], for each a ∈ A, we have
(3.35) ρ(id(0,1] ⊗ a) = ρη◦ψ(id(0,1] ⊗ id(0,1] ⊗ a) = (η ◦ ψ)(id(0,1] ⊗ a).
Hence ρ is the ∗-homomorphism induced by the cpc order zero map (η ◦
ψ)(id(0,1] ⊗ ·) as in Proposition 1.1.
Now fix a non-zero I ∈ I(C0((0, 1])), and J ∈ I(A). To prove (c), it
suffices to prove the following two sublemmas.
Sublemma 3.6. With notation as in the proof of Lemma 3.5, we have
I(ρ)(I ⊗ J) ⊆ B(∞)Θ(J)B(∞).
Sublemma 3.7. With notation as in the proof of Lemma 3.5, we have
B(∞)Θ(J)B(∞) ⊆ I(ρ)(I ⊗ J).
Proof of Sublemma 3.6. Since I(ρ)(I⊗J) ⊆ I(ρ)(C0((0, 1])⊗J), it is enough
to show that I(ρ)(C0((0, 1]) ⊗ J) ⊆ B(∞)Θ(J)B(∞).
By choice of (Jn)
∞
n=1 there exist k1 < k2 < . . . such that Jk1 ⋐ Jk2 ⋐ . . .
and J =
⋃∞
n=1 Jkn . As I(ρ) preserves suprema, it suffices to show that each
I(ρ)(C0((0, 1]) ⊗ Jkn) ⊆ B(∞)Θ(J)B(∞). Fix n ∈ N and let K := Jkn .
As K ⋐ J and Θ is a Cu-morphism, Θ(K) ⋐ Θ(J). As B is O∞-
stable it is strongly purely infinite, and hence weakly purely infinite by [32,
Theorem 9.1]. Thus [20, Proposition 6.5] gives Θ(K)(∞) ⊆ B(∞)Θ(J)B(∞).
So it suffices to show that
(3.36) I(ρ)(C0((0, 1]) ⊗K) ⊆ Θ(K)(∞).
Since K = Jkn , our choice of the (Gm)
∞
m=1 ensures that K ∩ (
⋃∞
m=1 Gm)
is dense in the set of positive contractions in K. Since id(0,1] ∈ C0((0, 1])
is a full element, it therefore suffices to show that for each m ≥ kn and
a ∈ K ∩ Gm,
(3.37) ρ(id(0,1] ⊗ a) ∈ Θ(K)(∞).
So fix such m and a.
By (3.35), the element ρ(id(0,1] ⊗ a) is represented by the sequence (ηr ◦
ψr(id(0,1] ⊗ a))
∞
r=1 ∈
∏∞
r=1B. For r ≥ m, let
xr :=
∑
L∈P(Ir)
L⊆K
ηr,L ◦ ψr,L(id(0,1] ⊗ a), and
yr :=
∑
L∈P(Ir)
L 6⊆K
ηr,L ◦ ψr,L(id(0,1] ⊗ a).(3.38)
Then
(3.39) ηr ◦ ψr(id(0,1] ⊗ a) = xr + yr.
Since (ηr,L)L∈P(Ir) is a family of contractive maps with pairwise orthog-
onal images, xr and yr are contractions. For L ∈ P(Ir) such that L 6⊆ K,
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contractivity of ηr,L and (3.27) show that ‖ηr,L ◦ψr,L(id(0,1]⊗a)‖ ≤
1
r +‖a+
LPr(L)‖A/LPr(L) , and so
‖yr‖ = max{‖ηr,L ◦ ψr,L(id(0,1] ⊗ a)‖ : L ∈ P(Ir), L 6⊆ K}
≤
1
r
+max{‖a+ LPr(L)‖A/LPr(L) : L ∈ P(Ir), L 6⊆ K}.(3.40)
As K = Jkn and r ≥ m ≥ kn, we have K ∈ Ir. Lemma 2.5 gives K ⊆ L
Pr(L)
for any L ∈ P(Ir) satisfying L 6⊆ K. Hence ‖a+L
Pr(L)‖A/LPr(L) = 0 for any
such L. Thus ‖yr‖ ≤ 1/r. Consequently ρ(id(0,1] ⊗ a) is represented by the
sequence (xr)
∞
r=1.
Suppose that r ≥ m and that L ∈ P(Ir) satisfies L ⊆ K. Recall from
(3.29) that η′r,L(z) = hr,L ⊗ ιr,L(z) for every z ∈ MN(r,L), where hr,L ∈
Θ(L) ⊆ Θ(K). Thus
(3.41) η′r,L ◦ ψr,L(id(0,1] ⊗ a) ∈ Θ(K)⊗O∞.
Recall that κ : B ⊗O∞
∼=
−→ B satisfies I(κ)(K ′ ⊗O∞) = K
′ for K ′ ∈ I(B).
Since ηr,L = κ ◦ η
′
r,L it follows from (3.41) that
(3.42) ηr,L ◦ ψr,L(id(0,1] ⊗ a) ∈ Θ(K).
Hence for r ≥ m, we have xr ∈ Θ(K) (see (3.38)). Since ρ(id(0,1] ⊗ a) is
represented by the sequence (xr)
∞
r=1 it follows that ρ(id(0,1] ⊗ a) belongs to
Θ(K)(∞), as required.  (Sublemma 3.6).
Proof of Sublemma 3.7. Recall that we have fixed I ∈ I(C0((0, 1])) non-
zero, and J ∈ I(A). Let ι : B → B(∞) be the canonical inclusion. Then
(3.43) I(ι) ◦Θ(K) = B(∞)Θ(K)B(∞), K ∈ I(A).
As A is separable, J = sup{J0 ∈ I(A) : J0 ⋐ J} by [20, Corollary 2.3]. Fix
J0 ∈ I(A) such that J0 ⋐ J . Since I(ι) ◦Θ preserves suprema, it suffices to
show that
(3.44) B(∞)Θ(J0)B(∞) ⊆ I(ρ)(I ⊗ J).
By (3.34), it follows from [20, Proposition 2.15] that
(3.45) I(ρ) = I(ρη◦ψ) ◦ I(m
∗ ⊗ idA).
Hence
(3.46) I(ρ)(I ⊗ J) = I(ρη◦ψ)(I(m
∗)(I)⊗ J).
As I 6= 0 by assumption, Lemma 2.7 yields positive, non-zero contractions
f, g ∈ C0((0, 1]) such that f ⊗ g ∈ I(m
∗)(I), and g(1) = 1. We may assume
without loss of generality that ‖f‖ = 1. Let a ∈ J be a full, positive
contraction. Equation (3.46) gives
(3.47) ρη◦ψ(f ⊗ g ⊗ a) ∈ I(ρη◦ψ)(I(m
∗)(I)⊗ J) = I(ρ)(I ⊗ J),
so it suffices to show that
(3.48) B(∞)Θ(J0)B(∞) ⊆ B(∞)ρη◦ψ(f ⊗ g ⊗ a)B(∞).
Recall that ψ and η are the maps defined in (3.23) and (3.24), and that
ρη◦ψ is the
∗-homomorphism induced by the composition η ◦ ψ. Let ρη be
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the ∗-homomorphism induced by η as in Proposition 1.1. Since ψ is a ∗-
homomorphism and η is a cpc order zero map, Lemma 1.2 implies that ρη◦ψ
is equal to the composition
(3.49)
C0((0, 1]) ⊗ C0((0, 1]) ⊗A
idC0((0,1])⊗ψ−−−−−−−−→ C0((0, 1]) ⊗
∏∞
n=1 Fn⊕∞
n=1 Fn
ρη
−→ B(∞).
Hence, with f(η) as in (1.4),
(3.50) ρη◦ψ(f ⊗ g ⊗ a) = ρη(f ⊗ ψ(g ⊗ a)) = f(η)(ψ(g ⊗ a)).
As η is induced by the sequence (ηn)
∞
n=1 of cpc order zero maps, Lemma 1.4
implies that f(η) is induced by the sequence (f(ηn))
∞
n=1 of cpc order zero
maps. As ψ is represented by the sequence (ψn)
∞
n=1, it follows that ρη◦ψ(f ⊗
g ⊗ a) is represented by the sequence
(3.51) (f(ηn)(ψn(g ⊗ a)))
∞
n=1.
Fix n ∈ N and x = (xK)K∈P(In) ∈ Fn =
⊕
K∈P(In)
MN(n,K). By (3.31),
we have
(3.52) f(ηn)(x) = f
(
κ ◦
⊕
K∈P(In)
η′n,K
)
(x).
As κ is an isomorphism, we obtain f(ηn)(x) = κ
(
f
(⊕
K∈P(In)
η′n,K
)
(xK)
)
.
For fixed n, the maps (ηn,K)K∈P(In) have mutually orthogonal ranges, so
Lemma 1.3 implies that f(ηn)(x) =
∑
K∈P(In)
κ(f(η′n,K)(xK)). Apply-
ing (3.30) now yields
(3.53) f(ηn)(x) =
∑
K∈P(In)
κ(f(hn,K)⊗ ιn,K(xK)).
Combining (3.53), (3.51), and (3.28), we deduce that ρη◦ψ(f ⊗ g ⊗ a) is
represented by the sequence
(3.54)
( ∑
K∈P(In)
κ(f(hn,K)⊗ ιn,K(ψn,K(g ⊗ a)))
)∞
n=1
∈
∞∏
n=1
B.
By choice of (Jk)
∞
k=1, there exist k1 < k2 < . . . such that Jkl−1 ⋐ Jkl for
all l, and J =
⋃
Jkl . Since J0 ⋐ J , there exists l ∈ N such that
(3.55) J0 ⊆ Jkl−1 .
As a ∈ J is a full, positive contraction, Lemma 2.6 applied to Jkl ⋐ J
provides λ > 0, such that for any ideals K1 ( K2 ⊆ Jkl , we have
(3.56) ‖a+KK12 ‖A/KK12
≥ λ.
Pick k0 ≥ max{kl, 10/λ} such that there exist g0 ∈ Fk0 and a0 ∈ Gk0
satisfying
(3.57) ‖g0 − g‖ ≤ λ/10 and ‖a0 − a‖ ≤ λ/10.
We chose g satisfying g(1) = 1, so |g0(1) − 1| ≤ λ/10. For n ≥ k0 and
K ∈ P(In), we calculate, using the fact that a0 is a contraction and ψn,K is
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contractive at the first step,
‖ψn,K(g ⊗ a)‖ ≥ ‖ψn,K(g0 ⊗ a0)‖ −
2λ
10
by (3.57)
≥ |g0(1)|
∥∥a0 +KPn(K)∥∥A/KPn(K) − 3λ10 by (3.27)
≥ ‖a+KPn(K)‖A/KPn(K) −
λ
2
by (3.57).(3.58)
As k0 ≥ kl, it follows that Jkl−1 , Jkl ∈ In for every n ≥ k0. Hence, whenever
n ≥ k0 and K ∈ P(In) satisfies K ⊆ Jkl , applying (3.58) and then (3.56),
we obtain
‖ψn,K(g ⊗ a)‖ ≥ ‖a+K
Pn(K)‖A/KPn(K) − λ/2
≥ λ− λ/2
≥ λ/2.(3.59)
Recall that ψn,K takes values in the matrix algebra MN(n,K). Thus,
by (3.59), for any n ≥ k0 and K ∈ P(In) satisfying K ⊆ Jkl there ex-
ists a non-zero projection pn,K ∈MN(n,K), such that
(3.60) ψn,K(g ⊗ a) ≥ pn,K · λ/2.
Recall from (3.54) that ρη◦ψ(f ⊗ g ⊗ a) is represented by the sequence(∑
K∈P(In)
κ(f(hn,K) ⊗ ιn,K(ψn,K(g ⊗ a)))
)∞
n=1
. For each n ≥ k0, Equa-
tion (3.60) implies that∑
K∈P(In)
K⊆Jkl
κ(f(hn,K)⊗ ιn,K(pn,K))
≤
2
λ
∑
K∈P(In)
κ(f(hn,K)⊗ ιn,K(ψn,K(g ⊗ a))).(3.61)
So the element in B(∞) represented by
11
(3.62)
( ∑
K∈P(In)
K⊆Jkl
κ(f(hn,K)⊗ ιn,K(pn,K))
)∞
n=k0
belongs to the ideal generated by ρη◦ψ(f ⊗ g ⊗ a). Thus, to establish (3.48)
and complete the proof of the sublemma, it suffices to show that Θ(J0) is con-
tained in the ideal of B(∞) generated by the element represented by (3.62).
Recall that f ∈ C0((0, 1]) is a positive contraction with ‖f‖ = 1. Fix
f0 : [0, 1] → [0, 1] continuous with f0(0) = 0 and f0(1) = 1. Then f0 ◦
f : [0, 1] → [0, 1] is a non-zero, continuous function such that f0 ◦ f(0) =
0. Fix n ≥ k0. Using first that the f(hn,K) ⊗ ιn,K(pn,K) are mutually
11We only define the sequence for n ≥ k0, as such sequences still determine a unique
element in B(∞).
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orthogonal, and then that ιn,K(pn,K) is a projection, we calculate:
f0
( ∑
K∈P(In)
K⊆Jkl
κ(f(hn,K)⊗ ιn,K(pn,K))
)
(3.63)
=
∑
K∈P(In)
K⊆Jkl
κ(f0(f(hn,K)⊗ ιn,K(pn,K)))
=
∑
K∈P(In)
K⊆Jkl
κ((f0 ◦ f)(hn,K)⊗ ιn,K(pn,K)).(3.64)
As the ιn,K(pn,K) ∈ O∞ are non-zero projections, and as O∞ is simple, the
defining property of κ ensures that the element in (3.64) generates the same
ideal as
(3.65)
∑
K∈P(In)
K⊆Jkl
(f0 ◦ f)(hn,K).
Since f0 ◦ f : [0, 1] → [0, 1] is non-zero, continuous and maps 0 to 0, and as
Jkl−1 ⋐ Jkl by (3.55), Lemma 3.4(b) implies that Θ(Jkl−1) is contained in
the ideal generated by the element of (3.65) by choice of hn,K (see the text
just above (3.29)). Hence Θ(Jkl−1) is contained in the ideal generated by
the element of (3.63).
Now fix a positive b ∈ Θ(J0) with ‖b‖ = 1. To show that Θ(J0) is con-
tained in the ideal generated by the element c of B(∞) represented by (3.62),
it suffices to show that b belongs to B(∞)cB(∞). As B is O∞-stable, it is
purely infinite12 by [31, Proposition 4.5]. Since b is a positive contraction
in Θ(J0) ⋐ Θ(Jkl−1), it is Cuntz dominated by the element in (3.63). The
element
(3.66)
∑
K∈P(In)
K⊆Jkl
κ(f(hn,K)⊗ ιn,K(pn,K))
is a positive contraction of norm 1 by Lemma 3.4, since all hn,K are pairwise
orthogonal, positive elements with spectrum [0, 1], and since f ∈ C0((0, 1])
is a positive contraction with ‖f‖ = 1 (see definition of f right after (3.46)).
Since f0 : [0, 1] → [0, 1] is continuous and satisfies f0(0) = 0 and f0(1) = 1,
Lemma 3.2 gives a contraction zn ∈ B such that
(3.67)
∥∥∥b− z∗n( ∑
K∈P(In)
K⊆Jkl
κ(f(hn,K)⊗ ιn,K(pn,K))
)
zn
∥∥∥ < 1
n
.
Let z ∈ B(∞) be the element induced by (zn)
∞
n=k0
. By (3.67), we have
ι(b) = z∗cz as required.  (Sublemma 3.7).
With the two sublemmas in place, the proof of Lemma 3.5 is complete. 
12Recall that a C∗-algebra D is purely infinite if it has no characters, and if whenever
d1, d2 ∈ D are positive such that d1 ∈ Dd2D then d1 - d2.
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4. O2- and O∞-stable
∗-homomorphisms
Our main objective in this section is to upgrade the technical construction
of the previous section to additionally ensure that ρ is O2-stable. This is
Lemma 4.6 below.
We begin with a review of O2 and O∞-stability for maps. We use a se-
quential version of a relative commutant construction developed by Kirch-
berg in the setting of ultrapowers [28]. If θ : A → B is a ∗-homomorphism,
we denote the relative commutant of θ(A) ⊆ B ⊆ B(∞) by B(∞) ∩ θ(A)
′.
The annihilator,
(4.1) Ann θ(A) := {x ∈ B(∞) : xθ(A) = θ(A)x = {0}},
of θ(A) in B(∞) is an ideal in B(∞) ∩ θ(A)
′. If A is separable, then any
sequential approximate identity (en)
∞
n=1 for A represents a unit for (B(∞) ∩
θ(A)′)/Ann θ(A). With this notation, we recall the definitions of O2 and
O∞-stability of maps from [20, Definition 3.16].
Definition 4.1. Let A and B be C∗-algebras with A separable, and let
θ : A → B be a ∗-homomorphism. Then θ is O2-stable (respectively O∞-
stable) if O2 (respectively O∞) embeds unitally into
(4.2)
B(∞) ∩ θ(A)
′
Ann θ(A)
.
In this framework, it goes back to work of Kirchberg, Lin, Rørdam and
Phillips (abstracted to strongly self-absorbing algebras in [52]), that a sepa-
rable C∗-algebra A is O2-stable (resp. O∞-stable) if and only if the identity
map idA is O2-stable (resp. O∞-stable), (see [20, Proposition 3.19] for this
exact statement).
The next lemma is extracted from the proof of [2, Theorem 4.3] to show
that embeddings of cones into simple purely infinite algebras are O2-stable.
Lemma 4.2. Let A be a simple, purely infinite C∗-algebra, and let h ∈
A be a positive element with spectrum [0, 1]. Then the ∗-homomorphism
φ : C0((0, 1]) → A given by functional calculus on h is O2-stable.
Proof. Fix n ∈ N. As A has real rank zero ([61]), find 0 < λ1 ≤ · · · ≤ λk ≤ 1
and non-zero pairwise orthogonal projections p˜1, . . . , p˜k ∈ A, such that
(4.3) ‖h−
k∑
i=1
λip˜i‖ < 1/(2n).
Set λ0 = 0, and notice that λi − λi−1 < 1/(2n) for i = 1, . . . , k.
As A is simple and purely infinite, find a non-zero subprojection pk of p˜k
such that [pk]0 = 0 inK0(A). Now find a non-zero subprojection qk−1 of p˜k−1
so that [qk−1]0 = −[p˜k−pk]0 in K0(A), and set pk−1 = qk−1+(p˜k−pk). Next
find a non-zero subprojection qk−2 of p˜k−2 so that [qk−2]0 = −[p˜k−1− qk−1]0
in K0(A) and set pk−2 = qk−2+ (p˜k−1 − qk−1). Carry on in this way to find
pk−3, . . . , p1 so that each [pi]0 = 0. Then
(4.4) ‖
k∑
i=1
λipi −
k∑
i=1
λip˜i‖ ≤ max
i=1,...,k
(λi − λi−1) <
1
2n
,
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so that
(4.5) ‖h−
k∑
i=1
λipi‖ < 1/n.
As each pi is properly infinite with [pi]0 = 0, fix unital embeddings
θn,i : O2 → piApi. Let θn =
⊕k
i=1 θn,i : O2 →
⊕k
i=1 piApi ⊆ A. Then
‖[θn(x), h]‖ → 0 for any x ∈ O2, and θn(1O2)h → h. Thus (θn)
∞
n=1 induces
a unital embedding of O2 into (B(∞)∩φ(C0((0, 1]))
′)/Annφ(C0((0, 1])). 
As expected, the tensor product of an O2-stable (respectively O∞-stable)
∗-homomorphism with another ∗-homomorphism is again O2-stable (respec-
tively O∞-stable).
Lemma 4.3. Let φ : A → B and ψ : C → D be ∗-homomorphisms with
A and C separable, and suppose that ψ is O2-stable (or O∞-stable). Then
φ⊗ ψ : A⊗max C → B ⊗max D is O2-stable (or O∞-stable).
Proof. The canonical ∗-homomorphism B(∞) ⊗max D(∞) → (B ⊗max D)(∞)
induces a unital ∗-homomorphism from the maximal tensor product
(4.6)
(B(∞) ∩ φ(A)′
Annφ(A)
)
⊗max
(D(∞) ∩ ψ(C)′
Annψ(C)
)
to the quotient
(4.7)
(B ⊗max D)(∞) ∩ (φ⊗ ψ)(A⊗max C)
′
Ann (φ⊗ ψ)(A⊗max C)
.
Since (B(∞)∩φ(A)
′)/Ann (φ(A)) is unital, a unital embeddingO2 → (D(∞)∩
ψ(C)′)/Ann (ψ(C)) given by O2-stability of ψ gives rise to a unital embed-
ding of O2 into the algebra of (4.7). So φ ⊗ ψ is O2-stable. The same
argument works with O∞ in place of O2. 
Following [31], a non-zero, positive element a ∈ A is called properly infinite
if a⊕ a - a⊕ 0 in M2(A). We record the following lemma for later use.
Lemma 4.4. Any non-zero, positive element in the image of an O∞-stable
∗-homomorphism, is properly infinite.
Proof. Let θ : A → B be an O∞-stable
∗-homomorphism, and let a ∈ A
be a positive element such that θ(a) is non-zero. Let s1, s2 ∈ B(∞) ∩
θ(A)′ be elements so that s1 + Ann θ(A), s2 + Ann θ(A) are isometries in
(B(∞) ∩ θ(A)
′)/Ann θ(A) with mutually orthogonal range projections. Let
(s
(n)
i )
∞
n=1 ∈
∏∞
n=1B be a lift of si for i = 1, 2. Let xn := θ(a)
1/4s
(n)
1 θ(a)
1/4
and yn := θ(a)
1/4s
(n)
2 θ(a)
1/4. Then xn, yn ∈ θ(a)Bθ(a), x
∗
nxn → θ(a),
y∗nyn → θ(a) and x
∗
nyn → 0. By [31, Proposition 3.3(iv)], θ(a) is properly
infinite. 
We are now able to upgrade our main technical lemma (Lemma 3.5) to
additionally insist that the ∗-homomorphism constructed is O2-stable.
Lemma 4.5. Let A and B be C∗-algebras with A separable and B⊗O∞ ∼= B,
and let Θ: I(A) → I(B) be a Cu-morphism. Then for n ∈ N, there are
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finite dimensional C∗-algebras Fn and cpc maps ψn : C0((0, 1]) ⊗ A → Fn
and ηn : Fn → B such that, writing
ψ := (ψn)
∞
n=1 : C0((0, 1]) ⊗A→
∏∞
n=1 Fn⊕∞
n=1 Fn
, and(4.8)
η := (ηn)
∞
n=1 :
∏∞
n=1 Fn⊕∞
n=1 Fn
→ B(∞)(4.9)
for the induced maps, the following are satisfied:
(a) ψ is a ∗-homomorphism;
(b) each ηn is order zero;
(c) if ρ : C0((0, 1]) ⊗ A → B(∞) is the
∗-homomorphism induced by the
cpc order zero map (η ◦ ψ)(id(0,1] ⊗ ·) (see Proposition 1.1), then
(4.10) I(ρ)(I ⊗ J) = B(∞)Θ(J)B(∞)
for any J ∈ I(A) and any non-zero I ∈ I(C0((0, 1])); and
(d) the ∗-homomorphism ρ is O2-stable.
If every quotient of A is quasidiagonal, we may additionally arrange that
ψn(C0((0, 1)) ⊗A) = 0 for each n ∈ N.
Proof. Apply Lemma 3.5 to obtain (Fn, ψn, η
′
n)
∞
n=1 satisfying (a)–(c) and
satisfying ψn(C0((0, 1])⊗A) = 0 for all n if every quotient of A is quasidiag-
onal. Fix a positive contraction h ∈ O∞ with spectrum [0, 1]. By Lemma 3.3,
there exists an isomorphism κ : O∞⊗B → B such that I(κ)(O∞⊗K) = K
for each K ∈ I(B). Define ηn := κ(h ⊗ η
′
n(·)) : Fn → B. We will show that
(Fn, ψn, ηn)
∞
n=1 satisfies conditions (a)–(d) above.
Statement (a) and the final assertion are satisfied by choice of the ψn.
Each η′n is cpc order zero, so each ηn is cpc order zero as well, giving (b). It
remains to check (c) and (d). We first verify (d).
The map κ induces a ∗-homomorphism
(4.11) κ0 : O∞ ⊗B(∞) → B(∞),
such that, for x ∈ O∞ and (bn)
∞
n=1 ∈ B(∞),
(4.12) κ0(x⊗ (bn)
∞
n=1) = (κ(x⊗ bn))
∞
n=1.
Let
(4.13) η′ := (η′n)
∞
n=1 :
∏∞
n=1 Fn⊕∞
n=1 Fn
→ B(∞).
Then κ0 ◦ (h⊗ η
′(·)) = η.
Let ρ′ : C0((0, 1]) ⊗A→ B(∞) be the unique
∗-homomorphism such that
(4.14) ρ′(id(0,1] ⊗ a) = (η
′ ◦ ψ)(id(0,1] ⊗ a), a ∈ A.
13
Let ι : C0((0, 1]) → O∞ be the embedding given by ι(f) = f(h), and let
m∗ : C0((0, 1]) → C0((0, 1])⊗C0((0, 1]) be the
∗-homomorphism induced by
multiplication. Define ρ0 as the composition
(4.15)
C0((0, 1])⊗A
m∗⊗idA−−−−−→ C0((0, 1])⊗C0((0, 1])⊗A
ι⊗ρ′
−−−→ O∞⊗B(∞)
κ0−→ B(∞).
13This does not imply that ρ′ = η′ ◦ ψ since η′ ◦ ψ is not necessarily a ∗-homomorphism.
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As m∗(id(0,1]) = id(0,1] ⊗ id(0,1] and ι(id(0,1]) = h, for each a ∈ A,
ρ0(id(0,1] ⊗ a) = (κ0 ◦ (ι⊗ ρ
′))(id(0,1] ⊗ id(0,1] ⊗ a)
= κ0(h⊗ η
′(ψ(id(0,1] ⊗ a))) by (4.14)
= (η ◦ ψ)(id(0,1] ⊗ a).(4.16)
Hence ρ0 is the
∗-homomorphism induced by the cpc order zero map (η ◦
ψ)(id(0,1] ⊗ ·) (see Proposition 1.1), and thus ρ = ρ0.
The ∗-homomorphism
(4.17) ι⊗ ρ′ : C0((0, 1]) ⊗ C0((0, 1]) ⊗A→ O∞ ⊗B(∞)
is O2-stable by Lemmas 4.2 and 4.3. As ρ factors through this O2-stable
map by construction of ρ0, it follows that ρ is O2-stable by [20, Lemma 3.20].
Hence (d) is confirmed, and it remains to check (c).
For (c), take non-zero ideals I,K ∈ I(C0((0, 1])) and J ∈ I(A). Since
O∞ is simple and since ρ
′ satisfies Lemma 3.5(c),
I(ι⊗ ρ′)(K ⊗ I ⊗ J) = I(ι)(K)⊗ I(ρ′)(I ⊗ J)
= O∞ ⊗B(∞)Θ(J)B(∞).(4.18)
As I(ι⊗ ρ′) is a Cu-morphism, it preserves suprema. Since ideals of the
form K ⊗ I form a basis for I(C0((0, 1])⊗C0((0, 1])), it follows that for any
non-zero ideals I0 ∈ I(C0((0, 1]) ⊗ C0((0, 1])) and J ∈ I(A),
(4.19) I(ι⊗ ρ′)(I0 ⊗ J) = O∞ ⊗B(∞)Θ(J)B(∞).
By [20, Proposition 2.15], I((ι ⊗ ρ′) ◦ (m∗ ⊗ idA)) = I(ι ⊗ ρ
′) ◦ I(m∗ ⊗
idA). Therefore, for any non-zero ideals I ∈ I(C0((0, 1])) and J ∈ I(A),
using (4.19) at (4.20), we have
I((ι⊗ ρ′) ◦ (m∗ ⊗ idA))(I ⊗ J) = I(ι⊗ ρ
′)(I(m∗)(I) ⊗ J)
= O∞ ⊗B(∞)Θ(J)B(∞).(4.20)
By Lemma 2.1, the ideal Θ(J) contains a full element, say bJ . It follows
that I((ι⊗ ρ′) ◦ (m∗ ⊗ idA))(I ⊗ J) is the ideal in O∞ ⊗B(∞) generated by
(4.21) 1O∞ ⊗ bJ ∈ O∞ ⊗Θ(J) ⊆ O∞ ⊗B(∞).
Hence I(κ0)(O∞ ⊗B(∞)Θ(J)B(∞)) is the ideal generated by
(4.22) κ0(1O∞ ⊗ (bJ)
∞
n=1) = (κ(1O∞ ⊗ bJ))
∞
n=1.
Since κ(1O∞⊗bJ) is a full element in Θ(J) by choice of κ, the ideal generated
by the element (4.22) is precisely B(∞)Θ(J)B(∞). Hence, for any nonzero
I ∈ I(C0((0, 1])) and J ∈ I(A),
I(ρ)(I ⊗ J) = I(κ0) ◦ I((ι⊗ ρ
′) ◦ (m∗ ⊗ idA))(I ⊗ J)
= I(κ0)(O∞ ⊗B(∞)Θ(J)B(∞)) by (4.20)
= B(∞)Θ(J)B(∞),(4.23)
as required. 
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We now turn to realising the ideal-lattice behaviour of O∞-stable mor-
phisms as opposed to morphisms into O∞-stable algebras. We make use of
(B(∞))(∞) — that is, the sequence algebra of the sequence algebra B(∞) —
as a technical device. We eliminate it in the following section.
Lemma 4.6. Let A and B be C∗-algebras with A separable, and suppose
that θ : A → B is an O∞-stable
∗-homomorphism. Then for n ∈ N, there
are finite dimensional C∗-algebras Fn and cpc maps ψn : C0((0, 1])⊗A → Fn
and ηn : Fn → B(∞) such that, writing
ψ := (ψn)
∞
n=1 : C0((0, 1]) ⊗A→
∏∞
n=1 Fn⊕∞
n=1 Fn
and(4.24)
η := (ηn)
∞
n=1 :
∏∞
n=1 Fn⊕∞
n=1 Fn
→ (B(∞))(∞)(4.25)
for the induced maps, the following are satisfied:
(a) ψ is a ∗-homomorphism;
(b) each ηn is order zero;
(c) if ρ : C0((0, 1]) ⊗A→ (B(∞))(∞) is the
∗-homomorphism induced by
the cpc order zero map (η ◦ψ)(id(0,1]⊗ ·) (see Proposition 1.1), then
(4.26) I(ρ)(I ⊗ J) = (B(∞))(∞)θ(J)(B(∞))(∞)
for any J ∈ I(A) and any non-zero I ∈ I(C0((0, 1])); and
(d) the ∗-homomorphism ρ is O2-stable.
If every quotient of A is quasidiagonal, we may additionally arrange that
ψn(C0((0, 1)) ⊗A) = 0 for each n ∈ N.
Proof. As θ : A→ B is O∞-stable, there is a unital embedding
(4.27) j : O∞ →
B(∞) ∩ θ(A)
′
Ann (θ(A))
.
Thus there is an induced ∗-homomorphism θ0 : A ⊗ O∞ → B(∞) such that
for all a ∈ A and x ∈ O∞, for any lift j(x) ∈ B(∞)∩Θ(A)
′ of j(x), we have14
(4.28) θ0(a⊗ x) = θ(a)j(x).
In particular, θ0(a⊗ 1O∞) = θ(a) for all a ∈ A.
Let D := θ0(A ⊗ O∞). Then D is O∞-stable by, for example, [52,
Corollary 3.3], and θ corestricts to a ∗-homomorphism θ|D : A → D. Let
Θ := I(θ|D) : I(A) → I(D), be the Cu-morphism induced by θ|D. Apply
Lemma 4.5 to obtain (Fn, ψn, η
′
n)
∞
n=1 and ρ
′ : C0((0, 1]) ⊗ A → D(∞) satis-
fying (a)–(d) of that lemma and satisfying ψn(C0((0, 1]) ⊗ A) = 0 for all n
if every quotient of A is quasidiagonal. Let ι : D →֒ B(∞) be the inclusion,
and ηn := ι ◦ η
′
n : Fn → B(∞). We will show that (Fn, ψn, ηn)
∞
n=1 satisfy
conditions (a)–(d).
Clearly (a) is satisfied, and also the final assertion of the lemma. As each
η′n is order zero, so too is each ηn, so (b) is satisfied.
14Note that the definition of the annihilator ensures that the expression (4.28) does not
depend on the choice of lift j(x).
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Let ι(∞) : D(∞) → (B(∞))(∞) be the
∗-homomorphism on sequence alge-
bras induced by ι. Clearly ι(∞) ◦ η
′ = η where η′ = (η′n)
∞
n=1. So for each
a ∈ A,
(4.29) (ι(∞) ◦ρ
′)(id(0,1]⊗a) = (ι(∞) ◦η
′ ◦ψ)(id(0,1]⊗a) = (η ◦ψ)(id(0,1]⊗a).
Hence ι(∞) ◦ρ
′ is the unique ∗-homomorphism induced by the cpc order zero
map (η ◦ ψ)(id(0,1] ⊗ ·) (see Proposition 1.1), so ρ = ι(∞) ◦ ρ
′ by unique-
ness. As the composition of an O2-stable
∗-homomorphism with any ∗-
homomorphism is again O2-stable by [20, Lemma 3.20], the O2-stability of
ρ′ yields O2-stability of ρ. Hence (d) is satisfied and it remains to check (c).
To show (c), note that, writing ιB : B → B(∞) for the canonical embed-
ding,
(4.30) ι ◦ θ|D = ιB ◦ θ.
Functoriality of I gives
(4.31) I(ι) ◦Θ = I(ι ◦ θ|D) = I(ιB) ◦ I(θ).
Let ιD : D → D(∞) be the canonical embedding. Fix non-zero ideals I ∈
I(C0((0, 1])) and J ∈ I(A). Using functoriality of I at the first step and
that ρ satisfies Lemma 4.5(c) at the second, we calculate:
I(ρ)(I ⊗ J) = I(ι(∞)) ◦ I(ρ
′)(I ⊗ J)
= I(ι(∞))(D(∞)Θ(J)D(∞))
= I(ι(∞)) ◦ I(ιD) ◦ I(θ|
D)(J).(4.32)
As ι(∞)◦ιD◦θ|
D is equal to the composition of θ with the canonical inclusion
B → (B(∞))(∞), it follows that
(4.33) I(ι(∞)) ◦ I(ιD) ◦ I(θ|
D)(J) = (B(∞))(∞)θ(J)(B(∞))(∞)
which verifies (c). 
5. Nuclear dimension of O∞-stable maps
We now turn to the main results of the paper, combining the existence
results of the previous sections with classification theorems to compute the
nuclear dimension of O∞-stable maps. The appropriate notion of equiva-
lence in this context is approximate Murray–von Neumann equivalence:
Definition 5.1. Let A and B be C∗-algebras with A separable, and let
φ,ψ : A → B be ∗-homomorphisms. We say that φ and ψ are approxi-
mately Murray–von Neumann equivalent if there exists v ∈ B(∞) such that
v∗φ(a)v = ψ(a) and vψ(a)v∗ = φ(a) for all a ∈ A.
The precise classification ingredient we need is the following uniqueness
theorem in the spirit of Kirchberg’s classification results [25, 27].
Theorem 5.2 ([20, Theorem 3.23]). Let A and B be C∗-algebras with A
separable and exact. Suppose that φ,ψ : A → B are nuclear, O2-stable
∗-
homomorphisms. Then φ and ψ are approximately Murray–von Neumann
equivalent if and only if I(φ) = I(ψ).
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We can now prove Theorem C, which asserts that every O∞-stable ho-
momorphism θ out of a separable exact C∗-algebra A has nuclear dimension
at most 1, and that if moreover every quotient of A is quasidiagonal, then θ
also has decomposition rank at most 1.
Proof of Theorem C. Let A and B be C∗-algebras with A separable and
exact and let θ : A → B be a nuclear O∞-stable
∗-homomorphism. Fix a
positive element h0 ∈ O∞ with spectrum [0, 1], and let h1 = 1O∞ − h0. For
i ∈ {0, 1}, we write ιi : C0((0, 1]) → O∞ for the injective
∗-homomorphism
that sends the generator id(0,1] ∈ C0((0, 1]) to hi. These ιi are O2-stable
by Lemma 4.2, and Lemma 4.3 implies that the ∗-homomorphisms ιi ⊗
idA : C0((0, 1]) ⊗A→ O∞ ⊗A are also O2-stable.
As θ is O∞-stable, there exists a unital embedding
(5.1) j : O∞ →
B(∞) ∩ θ(A)
′
Ann θ(A)
.
Thus there exists a ∗-homomorphism j × θ : O∞ ⊗ A → B(∞) such that
for x ∈ O∞ and a ∈ A, for any lift j(x) ∈ B(∞) ∩ θ(A)
′ of j(x), we have
(j × θ)(x⊗ a) = j(x)θ(a). For i ∈ {0, 1}, let µ(i) denote the composition
(5.2) C0((0, 1]) ⊗A
ιi⊗idA−−−−→ O∞ ⊗A
j×θ
−−→ B(∞) ⊆ (B(∞))(∞).
Since the ιi⊗ idA are O2-stable, [20, Lemma 3.20] implies that the composi-
tions µ(i) := (j×θ)◦(ιi⊗ idA) are O2-stable. To see that each µ
(i) is nuclear,
it suffices by [19, Theorem 2.9] to show that the order zero map
(5.3) θ(i) := µ(i)(id(0,1] ⊗ ·) : A→ (B(∞))(∞)
is nuclear. Let hi ∈ B(∞) ∩ θ(A)
′ ⊆ (B(∞))(∞) ∩ θ(A)
′ be a positive lift of
j(hi) = j(ιi(id(0,1])). Then
(5.4) θ(i)(a) = µ(i)(id(0,1] ⊗ a) = hiθ(a) = h
1/2
i θ(a)h
1/2
i , a ∈ A.
As θ(i) is the composition of the nuclear map θ : A → B ⊆ (B(∞))(∞) and
the cp map h
1/2
i (·)h
1/2
i : (B(∞))(∞) → (B(∞))(∞), it is nuclear. Thus, each
µ(i) is nuclear.
Since h0 + h1 = 1O∞ , we have 1B(∞) − (h0+ h1) ∈ Ann θ(A). Hence (5.4)
yields
(5.5) θ(0)(a) + θ(1)(a) = θ(a)(h0 + h1) = θ(a), a ∈ A.
Thus
(5.6) θ(0) + θ(1) = θ : A→ (B(∞))(∞).
Let (Fn, ψn, ηn)
∞
n=1 and ρ : C0((0, 1])⊗A→ (B(∞))(∞) be as provided by
Lemma 4.6 for the O∞-stable map θ. If all quotients of A are quasidiagonal,
we choose ψn such that ψn(C0((0, 1)) ⊗A) = 0. By construction, the order
zero map ρ(id(0,1] ⊗ ·) : A→ (B(∞))(∞) is represented by the sequence
(5.7) (ηn ◦ ψn(id(0,1] ⊗ ·) : A→ B(∞))
∞
n=1.
As each ηn ◦ ψn(id(0,1] ⊗ ·) is nuclear (they factor through the finite di-
mensional C∗-algebra Fn) and A is exact, ρ(id(0,1] ⊗ ·) is nuclear by [13,
Proposition 3.3]. So [19, Theorem 2.9] implies that ρ is nuclear.
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We will show that I(ρ) = I(µ(i)) for i = 0, 1. For this, fix i ∈ {0, 1}, and
fix non-zero I ∈ I(C0((0, 1])) and J ∈ I(A). As ρ and µ
(i) are Cu-morphisms
and thus preserve suprema, and as {I ⊗ J : I ∈ I(C0((0, 1])) and J ∈
I(A)} is a basis for I(C0((0, 1])⊗A) it suffices to check that I(ρ)(I ⊗ J) =
I(µ(i))(I ⊗ J).
By Lemma 4.6(c), we have
(5.8) I(ρ)(I ⊗ J) = (B(∞))(∞)θ(J)(B(∞))(∞).
As I is non-zero, and as I(·) is a functor ([20, Proposition 2.5]), the defini-
tion (5.2) of µ(i) gives
I(µ(i))(I ⊗ J) = I(j × θ)(I(ιi ⊗ idA)(I ⊗ J))
= I(j × θ)(O∞ ⊗ J).(5.9)
By the definition of j × θ : O∞ ⊗ A → B(∞) ⊆ (B(∞))(∞), the ideal (j ×
θ)(O∞ ⊗ J) is contained in the ideal generated by θ(J). Conversely, the
defining property of j × θ, and then (5.9) give
(5.10) θ(J) = (j × θ)(1O∞ ⊗ J) ⊆ I(µ
(i))(I ⊗ J).
Hence I(µ(i))(I ⊗ J) is the ideal generated by θ(J). Thus (5.8) gives
I(µ(i))(I ⊗ J) = I(ρ)(I ⊗ J) as required.
Since ρ and µ(i) are nuclear and O2-stable, Theorem 5.2 implies that ρ
and µ(i) are approximately Murray–von Neumann equivalent. Hence [20,
Proposition 3.10] shows that
(5.11) ρ⊕ 0 and µ(i) ⊕ 0: C0((0, 1]) ⊗A→M2((B(∞))(∞))
are approximately unitary equivalent (via unitaries in the minimal unitisa-
tion, though we work in the slightly larger unitisation M2((B˜(∞))(∞))). As
A is separable, a standard reindexing argument for sequence algebras shows
that ρ⊕ 0 and µ(i) ⊕ 0 are unitary equivalent. Choose unitaries
(5.12) u(i) ∈M2((B˜(∞))(∞)) =M2(B˜(∞))(∞)
such that
(5.13) u(i)∗(ρ(x)⊕ 0)u(i) = µ(i)(x)⊕ 0, x ∈ C0((0, 1]) ⊗A, i = 0, 1.
Choose a unitary lift (u
(i)
n )∞n=1 ∈
∏∞
n=1M2(B˜(∞)) of each u
(i).
Define cpc maps
(5.14) ψ̂n := ψn(id(0,1] ⊗ ·) : A→ Fn,
and, for i = 0, 1,
(5.15) η̂(i)n := u
(i)∗
n (ηn(·) ⊕ 0)u
(i)
n : Fn →M2(B(∞)).
Then ψ̂n⊕ψ̂n : A→ Fn⊕Fn is cpc for each n, and, as each ηn is cpc order zero
by Lemma 4.6(b), each η̂
(i)
n is cpc order zero. Computing in M2(B˜(∞))(∞),
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for each a ∈ A, we have
θ(a)⊕ 0 = (θ(0)(a)⊕ 0) + (θ(1)(a)⊕ 0) by (5.6)
= (µ(0)(id(0,1] ⊗ a)⊕ 0) + (µ
(1)(id(0,1] ⊗ a)⊕ 0) by (5.3)
=
1∑
i=0
u(i)∗(ρ(id(0,1] ⊗ a)⊕ 0)u
(i) by (5.13)
=
(
1∑
i=0
u(i)∗n ((ηn(ψn(id(0,1] ⊗ a)))⊕ 0)u
(i)
n
)∞
n=1
by (5.7)
=
(
1∑
i=0
(η̂(i)n ◦ ψ̂n)(a)
)∞
n=1
=
(
((η̂(0)n + η̂
(1)
n ) ◦ (ψ̂n ⊕ ψ̂n))(a)
)∞
n=1
.(5.16)
Thus
(
Fn ⊕ Fn, ψ̂n ⊕ ψ̂n, η̂
(0) + η̂(1)
)∞
n=1
is a sequence of 1-decomposable
approximations witnessing that θ⊕0: A→M2(B(∞)) has nuclear dimension
at most 1. By Proposition 1.6 it follows that θ : A→ B(∞) also has nuclear
dimension at most 1. Hence dimnuc(θ) ≤ 1 by [51, Proposition 2.5].
If all quotients of A are quasidiagonal, then we can additionally choose
the ψn in Lemma 4.6 so that ψn(C0((0, 1)) ⊗ A) = 0. Then Lemma 4.6(a)
implies that
(5.17) (ψ̂n ⊕ ψ̂n)
∞
n=1 : A→
∏∞
n=1(Fn ⊕ Fn)⊕∞
n=1(Fn ⊕ Fn)
is a ∗-homomorphism. Now Lemma 1.9 shows that θ⊕0: A→M2(B(∞)) has
decomposition rank at most 1. Cutting to the hereditary subalgebraB(∞) by
Proposition 1.6, and removing the sequence algebra by [51, Proposition 2.5]
just as above, we obtain dr θ ≤ 1. 
Theorem A, which says that separable, nuclear, O∞-stable C
∗-algebras
have nuclear dimension 1 is an immediate consequence of Theorem C.
Proof of Theorem A. Let A be a separable, nuclear, O∞-stable C
∗-algebra.
By [20, Proposition 3.19], idA is O∞-stable, so
(5.18) dimnucA = dimnucidA ≤ 1
by Theorem C. As O∞-stable C
∗-algebras are not approximately finite di-
mensional, it follows from [54, Theorem 3.4] that dimnucA > 0 so dimnucA =
1. 
6. Finite decomposition rank
In [44], Rørdam constructs a separable, nuclear, O∞-stable C
∗-algebra
A[0,1] that is an inductive limit of C
∗-algebras of the form C0((0, 1])⊗M2n .
This provides an example of a separable, nuclear, O∞-stable C
∗-algebra
with decomposition rank one. In this section we characterise exactly when
separable, nuclear, O∞-stable C
∗-algebras have finite decomposition rank.
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In [21] it was established that a separable, nuclear, O∞-stable C
∗-algebra
is quasidiagonal if and only if its primitive ideal space15 has no non-empty,
compact, open subsets.16 This will be used to give a characterisation of
when separable, nuclear, O∞-stable C
∗-algebras have finite decomposition
rank in terms of their primitive ideal space.
Recall that a subset C of a topological space X is called locally closed if
there are open subsets U ⊆ V ⊆ X such that C = V \ U . Equivalently,
C is locally closed if and only if there is an open subset V ⊆ X such that
C = V ∩ C, where C denotes the closure of C.
Remark 6.1. Recall from [38, Theorem 4.1.3] that there is an order iso-
morphism from I(A) to the collection of open subsets of PrimA that carries
I ∈ I(A) to UI := {J ∈ PrimA : I 6⊆ J}. Since I 7→ UI is an isomorphism
of lattices, we have UI ∩ UJ = UI∩J and UI ∪ UJ = UI+J for I, J ∈ I(A).
By a subquotient of a C∗-algebra A, we mean the quotient of an ideal
in A; that is, a C∗-algebra of the form J/I where I ⊆ J are ideals in A.
The primitive ideal space Prim(J/I) is homeomorphic to the locally closed
subset UJ \UI of PrimA by [38, Theorem 4.1.11(ii)]. If Ii ⊆ Ji are ideals in
A for i = 1, 2 such that UJ1 \UI1 = UJ2 \UI2 , then the inclusions Ii →֒ I1+I2
and Ji →֒ J1+J2 induce isomorphisms J1/I1 ∼= (J1+J2)/(I1+I2) ∼= J2/I2.
17
It follows that there is an equivalence relation on subquotients of A given
by J1/I1 ∼ J2/I2 if and only if the inclusions Ii →֒ I1+ I2 and Ji →֒ J1+ J2
induce isomorphisms J1/I1 ∼= (J1 + J2)/(I1 + I2) ∼= J2/I2. It also follows
that the map J/I 7→ UJ \ UI descends to a bijection between equivalence
classes of subquotients of A and locally closed subsets of PrimA.
By [43, Proposition 4.1.1] a simple C∗-algebra A is purely infinite if
and only if every non-zero hereditary C∗-subalgebra contains a non-zero,
σ-unital, stable C∗-subalgebra. The following is a similar characterisation.
Proposition 6.2. Let A be a C∗-algebra. Then every non-zero, σ-unital
hereditary C∗-subalgebra of A is stable if and only if A is purely infinite and
PrimA has no locally closed, one-point subsets.
Proof. Suppose that A is purely infinite and that PrimA has no locally
closed, one-point subsets, and let B ⊆ A be a non-zero, σ-unital hereditary
C∗-subalgebra. Then B is also purely infinite by [31, Proposition 4.17]. By
[31, Theorem 4.24] B is stable if (and only if) B has no non-zero, unital
quotients. Suppose for contradiction that B has a unital quotient. As any
unital C∗-algebra has a simple quotient, B has a simple quotient, say B/IB.
15Recall that the primitive ideal space PrimA (sometimes denoted Aˇ) of a C∗-algebra A
is the set of all primitive ideals equipped with the Jacobson topology, see [38, Section 4.1].
The primitive ideal space is often non-Hausdorff, but is always T0 [38, 4.1.4].
16More generally, this holds for any separable, exact C∗-algebra that is traceless in the
sense of [32]. That O∞-stable C
∗-algebras are traceless follows from [32, Theorem 9.1].
17In fact, since UJ1 ∪UJ2 = UJ1 ∪ (UJ2 \UI2 )∪UI2 = UJ1 ∪ (UJ1 \UI1 )∪UI2 = UJ1 ∪UI2 ,
one has J1 + J2 = J1 + I2. Similarly, (UI1 ∪ UI2) ∩ UJ1 = UI1 ∪ (UI2 ∩ (UJ1 \ UI1)) =
UI1 ∪ (UI2 ∩ (UJ2 \ UI2)) = UI1 , and thus I1 = (I1 + I2) ∩ J1. Hence
J1
I1
=
J1
(I1 + I2) ∩ J1
∼=
J1 + I1 + I2
I1 + I2
=
J1 + J2
I1 + I2
where the isomorphism is induced by inclusions. By symmetry the result follows.
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Let IA := AIBA and JA := ABA be the ideals in A generated by IB and B
respectively. As B is a full, hereditary C∗-subalgebra of JA, it follows that
B/IB ∼= (B + IA)/IA is a full, hereditary C
∗-subalgebra of JA/IA. Then
B/IB and JA/IA are strongly Morita equivalent,
18 and thus JA/IA is simple
by the Rieffel correspondence.19 Hence PrimA has a locally closed, one-
point set, namely UJA \UIA , by Remark 6.1. This is a contradiction, and so
B has no unital quotients. Hence B is stable.
Conversely, suppose that all non-zero, σ-unital hereditary C∗-subalgebras
of A are stable. Then every non-zero, positive element a ∈ A is stable in
the sense that aAa is stable. By [31, Proposition 3.7 and Theorem 4.16] it
follows that A is purely infinite. Suppose for contradiction that PrimA has a
locally closed, one-point subset {x}. By Remark 6.1 there exist ideals I ⊆ J
of A such that {x} = UJ \UI , and hence J/I is simple. As pure infiniteness
passes to ideals and quotients by [31, Theorem 4.19], it follows that J/I
is purely infinite and simple. Hence J/I contains a non-zero projection p.
Let a ∈ J be a positive lift of p. Then aAa has a unital quotient, namely
p(J/I)p, contradicting stability of aAa. Hence PrimA has no locally closed,
one-point subsets. 
We do not know if the C∗-algebras considered in Proposition 6.2 are
actually strongly purely infinite, and thus O∞-stable under separability and
nuclearity assumptions by [32].
We can now prove Theorem B, which states that for separable, nuclear,
O∞-stable C
∗-algebras A, the following are equivalent:
(i) the decomposition rank of A is finite;
(ii) the decomposition rank of A is 1;
(iii) every quotient of A is quasidiagonal;
(iv) every non-zero, hereditary C∗-subalgebra of A is stable;
(v) the primitive ideal space ofA has no locally closed, one-point subsets.
Proof of Theorem B. (iii)⇒ (ii): Theorem C shows that when all quotients
of A are quasidiagonal, then dr idA ≤ 1 (as the identity map inherits O∞-
stability from A). Accordingly drA = 1, as A is not approximately finite
dimensional.
(ii)⇒ (i): This is obvious.
(i) ⇒ (v): Suppose that A has finite decomposition rank, and assume
for contradiction that PrimA has a locally closed, one-point subset. By
Remark 6.1, A has a simple subquotient. As both pure infiniteness and finite
decomposition rank pass to ideals and to quotients by [31, Theorem 4.19] and
[33, (3.3) and Proposition 3.8], this subquotient is purely infinite, simple and
has finite decomposition rank. This contradicts that C∗-algebras of finite
decomposition rank are quasidiagonal [33, Proposition 5.1], and hence stably
finite (see for example [6, Proposition 7.1.15]).
18If A ⊆ B is a full, hereditary C∗-subalgebra, then AB is an imprimitivity A–B-bimodule,
so A and B are strongly Morita equivalent. See [41, Chapter 3] for more details.
19The Rieffel correspondence asserts that strongly Morita equivalent C∗-algebras have
order isomorphic ideal lattices, see for instance [41, Theorem 3.22]. In particular, if one
is simple then so is the other.
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(v) ⇒ (iii): We prove the contrapositive statement, so suppose that I
is an ideal in A such that A/I is not quasidiagonal. Let UI ⊆ PrimA be
the open subset corresponding to I. By [21, Corollary C], Prim(A/I) has
a non-empty, compact, open subset V ⊆ Prim(A/I). By compactness of
V and Zorn’s lemma, V contains a maximal, open, proper subset W .20 As
primitive ideal spaces of C∗-algebras are T0 (see [38, 4.1.4]), it follows that
V \W is a singleton.21 Let W ′, V ′ ⊆ (PrimA) \ UI be the open subsets
corresponding to V and W under the canonical identification of Prim(A/I)
with (PrimA) \ UI of [38, Theorem 4.1.11]. Then W0 := W
′ ∪ UI and
V0 := V
′ ∪ UI are open subsets of PrimA, and V0 \W0 is a singleton, so
PrimA has a locally closed, one-point subset.
(iv)⇔ (v): This follows from Proposition 6.2 as A is O∞-stable and thus
purely infinite. 
In particular for separable nuclear O∞-stable C
∗-algebras, finiteness of
the decomposition rank is determined by the primitive ideal space.
Corollary 6.3. Let A and B be separable, nuclear, O∞-stable C
∗-algebras
such that PrimA and PrimB are homeomorphic. If A has finite decompo-
sition rank then so does B.
Example 6.4. The C∗-algebra A[0,1] of [44] has primitive ideal space home-
omorphic to [0, 1) equipped with the topology {∅} ∪ {[0, t) : 0 < t ≤ 1}. In
this space, a non-empty intersection of an open and a closed set has the
form (a, b), so the space has no locally closed, one-point sets. Therefore,
any separable, nuclear, O∞-stable C
∗-algebra B with PrimB ∼= [0, 1) with
topology as above has decomposition rank 1.
A consequence of [30, Proposition 6.2] is that A[0,1]⊗B has decomposition
rank 1 for any non-zero, separable, nuclear C∗-algebra B. This will be
generalised in Corollary 6.6 below. We will need the following lemma.
Lemma 6.5. Let X and Y be topological spaces. If {(x, y)} ⊆ X × Y is a
locally closed, one-point subset, then so is {x} ⊆ X.
Proof. Pick an open neighbourhood U of (x, y) such that {(x, y)} = U ∩
{(x, y)}. Let UX ⊆ X and UY ⊆ Y be open subsets such that (x, y) ∈ UX ×
UY ⊆ U . Then {(x, y)} = (UX×UY )∩{(x, y)} = (UX×UY )∩
(
{x}×{y}
)
=(
UX ∩ {x}
)
×
(
UY ∩ {y}
)
. In particular, {x} = UX ∩ {x}. 
If a simple C∗-algebra A has finite decomposition rank, then A ⊗O∞ is
purely infinite and simple, and thus has infinite decomposition rank.22 How-
ever, in the non-simple case we obtain the following permanence property.
20Consider the collection U of proper open subsets of V . Let C ⊆ U be a chain and let
U :=
⋃
C which is an open subset of V . As V is compact it follows that U 6= V (otherwise
U ′ = V for some U ′ ∈ C, a contradiction), and thus U ∈ U is an upper bound for C. By
Zorn’s lemma, U has a maximal element.
21If x, y ∈ V \W are distinct, then that Prim(A) is T0 implies the existence of an open
neighbourhood X of one that does not contain the other; but thenW (W ∪(X∩V ) ( V ,
contradicting maximality of W .
22If A⊗O∞ has finite decomposition rank, then it is quasidiagonal by [33, Theorem 5.1],
and so is stably finite (see [6, Proposition 7.1.15], for example), a contradiction.
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Corollary 6.6. Let A be a separable, nuclear, O∞-stable C
∗-algebra with
finite decomposition rank. Then A⊗B has decomposition rank one for any
non-zero, separable, nuclear C∗-algebra B.
Proof. The tensor product A⊗B is separable, nuclear and O∞-stable. As A
and B are separable and nuclear we have Prim(A⊗B) ∼= PrimA× PrimB
(see for instance [3, Theorem IV.3.4.25]). By Theorem B, PrimA has no
locally closed, one-point subsets, so Lemma 6.5 implies that Prim(A ⊗ B)
has no locally closed, one-point subsets. So Theorem B implies that A⊗B
has decomposition rank one. 
Problem 6.7. Characterise when nuclear, O∞-stable
∗-homomorphisms
have finite decomposition rank.
7. Zero dimensional O2-stable
∗-homomorphisms
A C∗-algebra A has nuclear dimension zero (equivalently decomposition
rank zero) if and only if it is AF, in the sense of being able to approximate
finite dimensional subsets by finite dimensional subalgebras; see [33]. Here
we begin the investigation of when ∗-homomorphisms are zero dimensional,
resolving the question for full, O2-stable maps with exact domains. Re-
call that fullness is a simplicity criterion for ∗-homomorphisms: θ : A → B
is called full if the image under θ of every non-zero a ∈ A is full in B.
Equivalently, θ is full if, for every I ∈ I(A),
(7.1) I(θ)(I) =
{
0 if I = 0,
B otherwise.
We begin with the special case of embeddings into O2, where Kirchberg
famously showed that every separable and exact C∗-algebra A admits such
an embedding [29].
Proposition 7.1. Let A be a separable, exact C∗-algebra, and let φ : A →
O2 be an injective
∗-homomorphism. Then
(7.2) dimnucφ =
{
0 if A is quasidiagonal,
1 otherwise.
Proof. As O2 is nuclear and O∞-stable, so is φ by [20, Proposition 3.18].
Hence dimnucφ ≤ 1 by Theorem C.
First suppose that dimnucφ = 0. Since the definitions of nuclear dimen-
sion zero and decomposition rank zero coincide, drφ = 0 and thus A is
quasidiagonal by Corollary 1.8.
Now suppose that A is quasidiagonal. Let ω be a free ultrafilter on N,
and let (O2)ω denote the norm ultraproduct of O2. Let ι : O2 →֒ (O2)ω be
the canonical (unital) embedding. Then ι ◦ φ : A → (O2)ω is nuclear and
O2-stable.
Fix an isomorphism κ : O2 ⊗O2 → O2 (the existence of which is due to
Elliott, but was first recorded in [42]; see [43, Theorem 5.2.1]). By quasidi-
agonality of A there exist integers (kn)
∞
n=1 and cpc maps ψn : A→Mkn such
that
(7.3) ψ := (ψn)
∞
n=1 : A→
∞∏
n=1
Mkn/
∞⊕
n=1
Mkn
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is an injective ∗-homomorphism. Let ρn : Mkn → O2 be an embedding for
each n, and let
(7.4) ηn := κ ◦ (ρn ⊗ 1O2) : Mkn → O2.
Then (ηn ◦ψn)ω : A→ (O2)ω is an injective
∗-homomorphism with a cpc lift
(ηn ◦ψn)
∞
n=1 : A→
∏∞
n=1O2. As A is exact and O2 is nuclear, this cpc lift is
nuclear by [13, Proposition 3.3], and thus (ηn ◦ψn)ω is nuclear. To see that
(ηn ◦ ψn)ω is O2-stable, observe that the unital C
∗-subalgebra
(7.5) κ(1O2 ⊗O2) ⊆ (O2)ω
is isomorphic to O2, and commutes with the image of (ηn◦ψn)ω. Hence both
φ : A → (O2)ω and (ηn ◦ ψn)ω are nuclear, O2-stable homomorphisms of A
into (O2)ω. Since (O2)ω is simple by [43, Proposition 6.2.6], and since φ and
(ηn ◦ ψn)ω are injective, we trivially have I(φ) = I
(
(ηn ◦ ψn)ω
)
. Therefore
Theorem 5.2 implies that φ and (ηn ◦ ψn)ω are approximately Murray–von
Neumann equivalent.
By [20, Proposition 3.10], the maps
(7.6) φ⊕ 0, (ηn ◦ ψn)ω ⊕ 0: A→M2(O2)ω
are approximately unitary equivalent. Hence for F ⊆ A finite and ǫ > 0,
there exist a unitary u ∈M2(O2) and an n ∈ N such that
(7.7) ‖φ(a)⊕ 0−Adu(ηn(ψn(a)) ⊕ 0)‖ < ǫ, a ∈ F .
Let η := Adu◦(ηn⊕0): Mkn →M2(O2) for each n. Then η◦ψn approximates
φ ⊕ 0 up to ǫ on F . As η is a ∗-homomorphism and ψn is a cpc map, it
follows that φ ⊕ 0 has nuclear dimension zero. By Proposition 1.6, so too
does φ. 
The following is essentially contained in [37], and uses tricks of Black-
adar and Cuntz from [4]. Recall the definition of properly infinite, positive
elements given above Lemma 4.4.
Lemma 7.2. Let b ∈ B+ and ǫ > 0. Suppose that b and (b − ǫ)+ are
properly infinite and generate the same ideal I in B. Then I contains a
properly infinite, full projection.
Proof. In the following, we use the Cuntz relation on positive elements, and
write a ∼ b if and only if a - b and b - a. Arguing as in the last part
of the proof of [37, Proposition 2.7 (i)⇒ (ii)], there is a positive element
c2 ∈ I for which b ∼ c2, and a projection p ∈ I satisfying pc2 = c2.
23 In
particular, b ∼ c2 - p. As b is properly infinite and p ∈ I = BbB, it follows
that p - b by [31, Proposition 3.5(ii)]. Hence p and b are Cuntz equivalent,
so p is properly infinite and full in I. 
23The following argument is essentially that of [37, Proposition 2.7 (i) ⇒ (ii)]: Fix
0 < ǫ1 < ǫ. As b and (b − ǫ)+ are properly infinite and generate the same ideal, it
follows that b ∼ (b − ǫ)+ ∼ (b − ǫ1)+ by [31, Proposition 3.5(ii)]. By [31, Lemma 2.5(i)
and Proposition 3.3] we can find mutually orthogonal, positive elements c1 and c2 in
(b− ǫ1)+I(b− ǫ1)+ such that (b − ǫ)+ - c1 and (b − ǫ)+ - c2. In particular, b - c1. By
[37, Remark 2.5] there is a contraction x ∈ I such that x∗x(b − ǫ1)+ = (b − ǫ1)+ and
xx∗ ∈ c1Ic1 ⊆ (b− ǫ1)+I(b− ǫ1)+. Hence x is a scaling element in the sense of [4], i.e. x
is a contraction for which x∗xxx∗ = xx∗, and this x satisfies x∗xc2 = c2 and xx
∗c2 = 0.
By [37, Remark 2.4] there is a projection p ∈ I such that pc2 = c2.
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We can now prove Theorem D: if θ is a full, O2-stable
∗-homomorphism
out of a separable and exact C∗-algebra, then the nuclear dimension of θ
is 0 if θ is nuclear and A is quasidiagonal, 1 if θ is nuclear and A is not
quasidiagonal, and ∞ if θ is not nuclear.
Proof of Theorem D. If θ is not nuclear, then certainly dimnucθ = ∞. So
suppose θ is nuclear. Then by Theorem C we have dimnucθ ≤ 1. So it
suffices to show that dimnucθ = 0 if and only if A is quasidiagonal.
First suppose that dimnucθ = 0. Then dr θ = 0 and thus A is quasidiago-
nal by Corollary 1.8.
Now suppose that A is quasidiagonal. Let a ∈ A be positive and non-
zero, and 0 < ǫ < ‖a‖. As θ is O2-stable it is O∞-stable. So as θ is
also full, θ(a) and (θ(a) − ǫ)+ are both properly infinite by Lemma 4.4,
and they both generate B as an ideal. By Lemma 7.2, B contains a full,
properly infinite projection. Hence there exists an embedding ι : O2 → B
such that ι(1O2) is a full projection in B. Let φ : A → O2 be an injec-
tive ∗-homomorphism as given by Kirchberg’s embedding theorem. Then
both θ and ι ◦ φ are nuclear, full, O2-stable
∗-homomorphisms, so they are
approximately Murray–von Neumann equivalent by Theorem 5.2. By [20,
Proposition 3.10], θ ⊕ 0, (ι ◦ φ)⊕ 0: A→M2(B) are approximately unitary
equivalent, and in particular have the same nuclear dimension. By Proposi-
tion 7.1, φ has nuclear dimension zero, and thus so does θ ⊕ 0. Hence θ has
nuclear dimension zero by Proposition 1.6. 
Problem 7.3. Characterise when ∗-homomorphisms have nuclear dimen-
sion zero.
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