are considered, where {X(t)} and {Y(t)} are observable random processes, ?(t) is an unobservable noise process. The asymptotic joint distribution of the estimates, conditional on the observed spectral density of the input X(t), is given, as well as the unconditional first and second moments, a readily computable confidence ellipsoid, and an approximate expression for the expected covariance in predicting Y(t) from a new realization of X(t), using the estimated coefficients.
and Y(t) and t(t) are Q-dimensional covariance stationary random processes with the series {?(t)} independent of the series {X(t)}. Sample functions of X(t) and Y(t) are observed for t = 1, 2, . .., T, and it is desired to estimate b(T) for some of the z.
In this note we give the asymptotic joint distribution of certain least squares estimates b(T) of b(T), under the assumption that the time series are Gaussian. A readily computable confidence ellipsoid for the estimates is given, as well as an approximate expression for the expected covariance in predicting Y(t) from a new realization of X(t), using the estimated coefficients. The results allow a test of the hypothesis b(T) bo(T). Intermediate results can be used to provide a test of the hypothesis B(w) B0(wo), where B(o) = ZLo -x b(T) ei'w is the transfer characteristic in the frequency domain.
Estimates of the type considered here were introduced by Hannan [3] for the case P = Q = 1. They are formed from estimates of the auto and cross spectral densities of the series X(t) and Y(t). In a recent paper Hannan [5] obtains a central limit theorem which gives the asymptotic covariance of the estimates for general P and Q. His method of proof is different from that presented here. He does not assume normality of the X(t) and Y(t) series, and considers a general class of windowed estimates for the auto and cross spectral densities where the windows satisfy some conditions. He assumes that the entries of b(T) are 0 for all (z) greater than some q. (See [5] for details.) In this note the effects of b(T) =# 0 for large z are exhibited, and furthermore the results hold for estimates of b(T) for large z provided the length of the record is also long. Let M be the bandwidth parameter of the windows used for estimation of spectral densities. Loosely speaking the window is of width 27t/M. Hannan requires for his results that M2/T -+ 0, T/M"t" -4 0, where T is the length of the record, and t is a nonnegative constant depending on the window type and the parameters of Y(t). We consider only a special type of estimate of the spectral quantities, that is, averages of appropriately spaced periodograms.2 In return, the asymptotic formulas hold provided only that (M log M)/T -O 0, 1/M -* 0.
THE ESTIMATES
Let the auto and cross covariance (matrix) functions be defined by
RXx(T) = EX(t)X'(t + -j), (2.1) RXY(r) = EX(t)Y'(t + r),

RYY(T) = EY(t)Y'(t + T).
We assume that the joint spectral density matrix, That is, the entries of the sample spectral density matrices are formed from nonoverlapping averages of n neighboring periodograms.
The assumption of Proposition A is justified as follows. Using a theorem proved in Wahba [8] 
E(Y(t) -Y'(t))(Y-(t) -Y(t))'
(. (-(M -1)/2),... ,bsE(0) 
Now let bSE = (bSE
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APPENDIX
The following theorem is proved in Wahba [8] . 
