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Abstract
Reduction operators, i.e. the operators of nonclassical (or conditional) symmetry of a class of
variable coefficient nonlinear wave equations with power nonlinearities is investigated within
the framework of singular reduction operator. A classification of regular reduction operators
is performed with respect to generalized extended equivalence groups. Exact solutions of
some nonlinear wave model which are invariant under certain reduction operators are also
constructed.
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1 Introduction
In this paper, we study reduction operators, i.e., the operators of nonclassical (or conditional)
symmetry associated with a class of variable coefficient nonlinear wave equations with power
nonlinearities of the form
f(x)utt = (g(x)u
nux)x + h(x)u
m, (1)
where f = f(x), g = g(x) and h = h(x) are three arbitrary functions, fg 6= 0, n and m are
arbitrary constants, t is the time coordinate and x is the one-space coordinate. The linear case
is excluded from consideration because it was well-investigated. We also assume the variable
wave speed coefficient un to be nonlinear, i.e. n 6= 0. The case n = 0 is quite singular and will
be investigated separately.
Many specific nonlinear wave models describing a wide variety of phenomena in Mechanics
and Engineering such as the flow of one-dimensional gas, shallow water waves theory, longitudinal
wave propagation on a moving threadline, dynamics of a finite nonlinear string, elastic-plastic
materials and electromagnetic transmission line and so on, can be reduced to equation (1)
(see [1] p.50-52 and [2]). Since 1970s, Lie symmetries and invariant solutions of various kinds
of quasi-linear wave equations in two independent variables that intersect class (1) have been
investigated [3–20] because of the importance of the wave equation for various applications.
Recently, we have present a complete Lie symmetry and conservation law classification of class
(1) [21,22]. Classical Lie symmetry reduction and invariant solutions of some variable coefficients
wave models which are singled out from the classification results are also investigated [21].
In general, using classical Lie symmetries reduction of partial differential equations can pro-
vide part of exact solutions of these equations [23, 24]. In order to find more other types exact
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solutions, one should generalize Lie’s original reduction. The first approach to such general-
ization was present by Bluman and Cole in 1969 [25] (see also [3]) in which they introduced
a wider class of infinitesimal generators than Lie symmetries. Later such infinitesimal genera-
tors were named nonclassical symmetries [26] or conditional symmetries [27–31], and were also
extended by many authors to some concepts such as weak symmetry [32] or differential con-
straints, etc., [33–37]. Recently, Popovych et.al named it as ‘reduction operators’ and present
a novel framework, namely singular reduction operators or singular reduction modules [38, 39],
for finding an optimal way of obtaining the determining equation of conditional symmetries. As
application, they have investigated the properties of singular reduction operators for a number
of (1+1)-dimensional evolution equations and a specific wave equations [39–46] by using this
new framework. However, for more general nonlinear wave equation (1), there exist no general
results. In this paper, we employ Popovych’s singular reduction operators theory to investigate
the properties of nonclassical symmetries of class (1). We propose a complete classification of
regular reduction operators for (1) with respect to generalized extended equivalence groups and
construct some non-Lie exact solutions for the nonlinear wave model which are invariant under
certain reduction operators. Below, following [39] we use the shorter and more natural term
‘reduction operators’ instead of ‘operators of conditional symmetry’ or ‘operators of nonclassical
symmetry’.
The rest of paper is organized as follows. In Section 2, singular reduction operators, and
in particular regular reduction operators classification for the class under consideration are
investigated. Section 3 contains nonclassical symmetry reduction of some nonlinear wave models.
New non-Lie exact solutions of the models are constructed by means the reduction. Conclusions
and discussion are given in section 4.
2 Nonclassical symmetries
Nonclassical symmetries of class (1) is performed in the framework of the singular reduction
operator [39]. All necessary objects (singular and regular reduction operator, etc.) can be found
there [39]. Before we proceed the investigation, we can first simplify the class (1). Using the
transformation
t˜ = t, x˜ =
∫
dx
g(x)
, u˜ = u (2)
from theorem 1 in [21], we can reduce equation (1) to f˜(x˜)u˜t˜t˜ = (u˜
nu˜x˜)x˜ + h˜(x˜)u˜
m, where
f˜(x˜) = g(x)f(x), g˜(x˜) = 1 and h˜(x˜) = g(x)h(x). Thus, without loss of generality we can restrict
ourselves to investigation of the equation
f(x)utt = (u
nux)x + h(x)u
m. (3)
For convenient, we can further rewrite it as the form
L[u] := f(x)utt − (unux)x − h(x)um = 0. (4)
All results on symmetries and solutions of class (3) or (4) can be extended to class (1) with
transformations (2).
According to the algorithm in [39], we seek a reduction operator of class (4) in the form
Q = τ(t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u, (τ, ξ) 6= (0, 0), (5)
which is a first-order differential operator on the space R2×R1 with coordinates t, x, and u, where
the coefficients τ and ξ do not simultaneously vanish. This operator allows one to construct an
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ansatz reducing the original equation (4) to an ordinary differential equation. The conditional
invariance criterion [29–31] for equation (4) to be invariant with respect to the operator (5) read
as
pr(2)Q(L[u])
∣∣∣∣
L∩Q(2)
= 0, (6)
where pr(2)Q is the usual second order prolongation [23,24] of the operator (5), L is the manifold
in the second-order jet space J (2) determined by the wave equation L[u] = 0, and Q(2) ⊂ J (2) is
the the first prolongation of the invariant surface condition
Q[u] := τut + ξux − η = 0. (7)
The system Q(2) consists of (7) and the equations obtained by t− and x−differentiation of (7).
Below, according to the singular reduction operator theory [39], we first partition the set
of reduction operators of class (4) into two subsets, i.e., the singular reduction operator and
the regular one. Then we utilize the two kinds of operators to derive determining equations
(overdetermined system of nonlinear PDEs with respect to the coefficients of the reduction
operator (5)) from the conditional invariance criterion (6) separately. Solving the two systems we
can obtain the final reduction operators. In particular, we will present a exhausted classification
of the regular operators of class (4) by solving the corresponding determining equations. In
general, every Lie symmetry operator is also a reduction operator. Therefore, in this paper
we will concentrate on the regular reduction operators which is inequivalent to Lie symmetry
operators, called nontrivial one.
2.1 Singular reduction operators
Using the procedure given by Popovych et al. in [39], we can obtain the following assertion.
Proposition 1. A vector field Q = τ(t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u is singular for the
differential function L = f(x)utt − (unux)x − h(x)um if and only if ξ2f(x) = τ2un.
Proof. Suppose that τ 6= 0. According to the characteristic equation τut + ξux − η = 0, we can
get
ut =
η
τ
− ξ
τ
ux,
utt = (
η
τ
)t − ( ξ
τ
)tux + [(
η
τ
)u − ( ξ
τ
)uux](
η
τ
− ξ
τ
ux)− ( ξ
τ
)[(
η
τ
)x + (
η
τ
)uux − ( ξ
τ
)xux
−( ξ
τ
)uu
2
x − (
ξ
τ
)uxx].
Substituting the formulas of utt from above formulaes into L, we obtain a differential function
L˜ = [f(x)(
ξ
τ
)2 − un]uxx + f(x)
{
(
η
τ
)t − ( ξ
τ
)tux + [(
η
τ
)u − ( ξ
τ
)uux](
η
τ
− ξ
τ
ux)
−( ξ
τ
)[(
η
τ
)x + (
η
τ
)uux − ( ξ
τ
)xux − ( ξ
τ
)uu
2
x]
}
− nun−1u2x − humux.
According to the definition 4 of singular vector field in [39], we have ord L˜ < 2 if and only if
f(x)( ξτ )
2 − un = 0.
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Therefore, for any f, h, n and m with fun > 0 the differential function L = f(x)utt −
(unux)x−h(x)um possesses exactly two set of singular vector fields in the reduced form, namely,
S = {∂t+
√
un/f∂x+ ηˆ∂u} and S∗ = {∂t−
√
un/f∂x+ ηˆ∂u}, where ηˆ = ητ . Any singular vector
field of L is equivalent to one of the above fields. The singular sets are mapped to each other
by alternating the sign of x and hence one of them can be excluded from the consideration.
Proposition 2. For any variable coefficient nonlinear wave equations in the form (4) the dif-
ferential function L = f(x)utt − (unux)x − h(x)um possesses exactly one set of singular vector
fields in the reduced form, namely, S = {∂t +
√
un/f∂x + ηˆ∂u}.
Thus taking into accountant the conditional invariance criterion for an equation from class
(4) and the operator ∂t +
√
un/f∂x + η∂u, we can get
Theorem 1. Every singular reduction operator of an equation from class (4) is equivalent to
an operator of the form
Q = ∂t +
√
un/f(x)∂x + η(t, x, u)∂u,
where the real-valued function η(t, x, u) satisfies the determining equations
(−1/2nhum−1 − 2fηtu − 2fηηuu)
√
un/f + (3/4f2x/f − 1/2fxx)(un/f)3/2
+(−1/4n2η2un−2 − nηηuun−1 + 1/2nη2un−2)(un/f)−1/2 − nηxun−1
−1/2nηun−1fx/f − 2ηxuun = 0,
−ηxxun − nηηxun−1(un/f)−1/2 + hηuum + 2fηηtu + fη2ηuu
−mhηum−1 + fηtt + (hfx/f − hx)um
√
un/f = 0.
(8)
2.2 Regular reduction operators
The above investigation of singular reduction operators of nonlinear wave equation of the form
(4) shows that for these equations the regular case of the natural partition of the corresponding
sets of reduction operators is singled out by the conditions ξ 6= ±
√
un/fτ . After factorization
with respect to the equivalence relation of vector fields, we obtain the defining conditions of
regular subset of reduction operator: τ = 1, ξ 6= ±√un/f . Hence we have
Proposition 3. For any variable coefficient nonlinear wave equations in the form (4) the dif-
ferential function L = f(x)utt − (unux)x − h(x)um possesses exactly one set of regular vector
fields in the reduced form, namely, S = {∂t + ξˆ∂x + ηˆ∂u} with ξˆ 6= ±
√
un/f .
Consider the conditional invariance criterion for an equation from class (4) and the operator
∂t + ξ(t, x, u)∂x + η(t, x, u)∂u with ξ(t, x, u) 6= ±
√
un/f , we can get the following determining
equations for the coefficients ξ and η:
ξu = 0, 2fξt − nηun−1 + (2ξx + ξfx/f)un = 0,
(2nξx − nηu + nξfx/f)un−1 + (nη − n2η)un−2 − ηuuun + fξ2ηuu = 0,
2fξtξx − 2fξtηu − 2nηxun−1 − fξtt − 2fξηηuu − 2fξηtu + (ξxx − 2ηxu)un = 0,
(ξhfx/f − ξhx + hηu)um + fη2ηuu + 2fηηtu − 2fξtηx − ηxxun + fηtt −mhηum−1 = 0.
(9)
From the first two equations of system (9), we have
ξ = ξ(t, x), η =
1
n
2fξtu
1−n +
1
n
(2ξx + ξ
fx
f
)u.
Substituting these expression into the last three equations of system (9), we have the following
assertion.
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Theorem 2. Every regular reduction operator of an equation from class (4) is equivalent to an
operator of the form
Q = ∂t + ξ(t, x)∂x + η(t, x, u)∂u with η(t, x, u) =
1
n
2fξtu
1−n +
1
n
(2ξx + ξ
fx
f
)u, (10)
where the real-valued function ξ(t, x) satisfies the overdetermined system of partial differential
equations
2(1− n)fξt = 0, 2(1− n)f2ξ2ξt = 0, 8(1 − n)f3ξξ2t = 0,
4(1− n)[(fξt)2 − f2ξξt(2ξx + ξ fxf ) + f2ξξtt] = 0,
ξxx − 2(1 + 1n)(2ξx + ξ fxf )x = 0,
2fξtξx − 2nfξt(2ξx + ξ fxf )− 4(fξt)x − fξtt − 2nfξ(2ξx + ξ fxf )t − 4n(1− n)(fξt)x = 0,
(ξhfxf − ξhx + 1nh(1 −m)(2ξx + ξ fxf ))um + 2n(1− n−m)fhξtum−n
− 8n2 (1− n)f4(ξt)3u1−3n + 8n2 (1− n)[f2ξt(fξt)t − f3ξ2t (2ξx + ξ fxf )]u1−2n
+[ 2nf(fξt)tt − 4nfξt(fξt)x + 4n2 f2ξt(2ξx + ξ fxf )t − 2n2 (1− n)f2ξt(2ξx + ξ fxf )2
+ 4n2 (1− n)f(fξt)t(2ξx + ξ fxf )]u1−n + [ 2n2 f(2ξx + ξ fxf )(2ξx + ξ fxf )t
+ 1nf(2ξx + ξ
fx
f )tt − 2nfξt(2ξx + ξ fxf )x − 2n(fξt)xx]u− 1n(2ξx + ξ fxf )xxun+1 = 0.
(11)
Solving the above system with respect to the coefficient functions ξ, f and h under the
equivalence group G∼1 of the class (4) which consists of the transformations (see theorem 3 and
4 in [21] for more details): for n 6= −1
t˜ = ǫ1t+ ǫ2, x˜ =
ǫ3x+ǫ4
ǫ5x+ǫ6
=: X(x), u˜ = ǫ7X
1
2n+2
x u,
f˜ = ǫ21ǫ
n
7X
− 3n+4
2n+2
x f, h˜ = ǫ
−m+n+1
7 X
−m+3n+3
2n+2
x h, n˜ = n, m˜ = m,
where ǫj (j = 1, . . . , 7) are arbitrary constants, ǫ1ǫ7 6= 0, ǫ3ǫ6 − ǫ4ǫ5 = ±1 and for n = −1
t˜ = ǫ1t+ ǫ2, x˜ = ǫ3x+ ǫ4, u˜ = ǫ5e
ǫ6xu,
f˜ = ǫ21ǫ
−2
3 ǫ
−1
5 e
−ǫ6xf, h˜ = ǫ−23 ǫ
−m
5 e
−mǫ6xh, n˜ = n, m˜ = m,
where ǫj (j = 1, . . . , 6) are arbitrary constants, ǫ1ǫ3ǫ5 6= 0; we can get a classification of regular
reduction operator for the class (4). It is easy to know that some of the regular reduction
operator are equivalent to Lie symmetry operators, while some of are nontrivial. Below, we give
a detailed investigations for these cases.
In fact, the first three equations of system (11) implies there are two cases should be consid-
ered: n 6= 1 or not. (It should be noted that ξ = 0 should be exclude from the consideration
because it leads to η = 0).
Case 1: n 6= 1. In this case, we have ξt = 0. Thus system (11) can be reduced to
(3n+ 4)ξxx + 2(n+ 1)(ξ
fx
f )x = 0,
(ξhfxf − ξhx + 1n(1−m)h(2ξx + ξ fxf ))um − 1n(2ξx + ξ fxf )xxun+1 = 0.
(12)
Thus, there are two cases should be considered: m 6= n+ 1 or not.
Case 1.1: For m 6= n+ 1, from the second equation of (12) we obtain
ξh
fx
f
− ξhx + 1
n
(1−m)h(2ξx + ξ fx
f
) = 0,
(
2ξx + ξ
fx
f
)
xx
= 0. (13)
The first equation of (12) suggests that (3n+ 4)ξx + 2(n+ 1)ξ
fx
f is independent of the variable
x, so there exists a constant r such that (3n+4)ξx +2(n+1)ξ
fx
f = nr. The second equation of
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(13) suggests that there exist two constants a and b such that 2ξx+ ξ
fx
f = nax+nb. By solving
the last two equations we obtain
ξx = 2(n + 1)(ax+ b)− r, ξ fx
f
= 2r − (3n+ 4)(ax + b),
which together with the first equation of (13) imply
ξ = a(n+ 1)x2 + [2b(n + 1)− r]x+ s,
f(x) = exp
( ∫ 2r − (3n+ 4)(ax+ b)
a(n+ 1)x2 + [2b(n + 1)− r]x+ s dx
)
,
h(x) = exp
( ∫ 2r − (m+ 3n + 3)(ax+ b)
a(n+ 1)x2 + [2b(n + 1)− r]x+ s dx
)
,
(14)
where a, b, r, s are arbitrary constants. Thus, the corresponding regular reduction operator has
the form
Q = ∂t + [a(n + 1)x
2 + (2b(n + 1)− r)x+ s]∂x + (ax+ b)u∂u,
which is equivalent to Lie symmetry operator.
Case 1.2: m = n+ 1. In this case, system (12) can be rewritten as
(3n+ 4)ξxx + 2(n+ 1)(ξ
fx
f )x = 0,
ξhx + 2hξx +
1
n(2ξx + ξ
fx
f )xx = 0.
(15)
Integrating these two equations with respect to functions f(x) and g(x), we can obtain
f(x) = | ξ|− 3n+42n+2 exp (r
∫
1
ξ
dx
)
, h(x) =
ξ2x − 2ξξxx − p
4(n + 1)ξ2
.
where p, r are arbitrary constants, ξ is an arbitrary smooth function and n 6= −1. In addition,
η = 1n(2ξx + ξ
fx
f )u = (
r
n +
ξx
2n+2 )u. Thus, we have a nontrivial regular reduction operator
Q = ∂t + ξ(x)∂x + [(
r
n
+
ξx
2n + 2
)u]∂u, n 6= −1. (16)
It should be noted that for n = −1 the reduction operator is also equivalent to Lie symmetry
operator.
Case 2: n = 1. In this case, we have η = 2fξt + (2ξx + ξ
fx
f )u. Thus, system (11) can be
reduced to
(7ξx + 4ξ
fx
f )x = 0, 2
[
ξx + 2(ξ + 1)
fx
f
]
ξt + 4(ξ + 1)ξtx + ξtt = 0,[
2f(2ξx + ξ
fx
f )(2ξx + ξ
fx
f )t + f(2ξx + ξ
fx
f )tt − 2fξt(2ξx + ξ fxf )x − 2(fξt)xx
]
u
−(2ξx + ξ fxf )xxu2 + 2f2(2ξtξtx + ξttt) +
[
ξhfxf − ξhx + (1−m)h(2ξx + ξ fxf )
]
um
−2mhfξtum−1 = 0.
(17)
After some brief analysis, we find that there are five cases should be considered.
Case 2.1: m = 0. In this case, the third equation of (17) implies
2hξ fxf − hxξ + 2hξx + 4f2ξtξtx + 2f2ξttt = 0,
2f(2ξx + ξ
fx
f )(2ξx + ξ
fx
f )t + f(2ξx + ξ
fx
f )tt − 2fξt(2ξx + ξ fxf )x − 2(fξt)xx = 0,
(2ξx + ξ
fx
f )xx = 0.
(18)
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From the last equation of system (18) we can know that there exist two functions a(t) and b(t)
such that 2ξx + ξ
fx
f = a(t)x + b(t). On the other hand, the first equation of (17) implies there
exists a function c(t) such that 7ξx + 4ξ
fx
f = c(t). Solving the last two equations gives
ξx = 4a(t)x+ 4b(t)− c(t), ξ fx
f
= −7a(t)x− 7b(t) + 2c(t),
from which we can get
ξ = 2a(t)x2 + 4b(t)x − c(t)x+ d(t),
f(x) = exp
(∫ −7a(t)x− 7b(t) + 2c(t)
2a(t)x2 + 4b(t)x− c(t)x+ d(t) dx
)
.
(19)
where d(t) is an arbitrary functions. Since fxf is independent of t, we see that
[ −7a(t)x− 7b(t) + 2c(t)
2a(t)x2 + 4b(t)x− c(t)x+ d(t)
]
t
= 0,
which leads to

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[
a(t)b ′(t)− a ′(t)b(t)]+ 3[a ′(t)c(t) − a(t)c ′(t)] = 0,[
b(t)c ′(t)− b ′(t)c(t)] + 7[a(t)d ′(t)− a ′(t)d(t)] = 0,
2
[
c ′(t)d(t) − c(t)d ′(t)]+ 7[b(t)d ′(t)− b ′(t)d(t)] = 0.
(20)
Now, we multiply both sides of the second equation of (17) by ξ and substitute (19) into it,
then simplify the equation and compare the coefficient of xi(i = 0, 1, . . . , 5) to obtain


a ′(t) = 0,
a2[−4b ′(t) + c ′(t)] = 0,
a[8c(t)c ′(t) + 20ad ′(t) + c ′′(t)− 4b ′′(t)− 32c(t)b ′(t) + 112b(t)b ′(t)− 28b(t)c ′(t)] = 0,
−4c ′′(t)b(t) + 32ac(t)d ′(t)− 80ab ′(t) + 20ac ′(t)− 4b ′′(t)c(t) − 120ab(t)d ′(t)
+c ′′(t)c(t) + 2d ′′(t)a+ 2c2(t)c ′(t)− 12b(t)c(t)c ′(t) + 16b(t)2c ′(t)− 8c2(t)b ′(t)
+48b(t)c(t)b ′(t) + 16b ′′(t)b(t)− 64b2(t)b ′(t)− 16ad(t)b ′(t) + 4ad(t)c ′(t) = 0,
[−20ad ′(t) + 48b(t)b ′(t) + 2c(t)c ′(t)− 12b(t)c ′(t)− 8c(t)b ′(t) + 4b ′′(t)− c ′′(t)]d(t)
−80b2(t)d ′(t) + 4d ′′(t)b(t) − d ′′(t)c(t) − 4c(t)c ′(t) + 44b(t)c(t)d ′(t)− 28ad ′(t)
−48b(t)b ′(t)− 6c2(t)d ′(t) + 12b(t)c ′(t) + 16c(t)b ′(t) = 0,
[16b ′(t)− 4c ′(t)]d2(t) + [−20b(t)d ′(t)− 4c ′(t) + 6c(t)d ′(t) + d ′′(t) + 16b ′(t)]d(t)
+8c(t)d ′(t)− 28b(t)d ′(t) = 0.
(21)
Note that ξ is assumed not to be identical with zero, after some simple but lengthy compu-
tations, we find that systems (20) and (21) can be reduced to:
a ′(t) = 0, b ′(t) = 0, c ′(t) = 0, d ′(t) = 0 (22)
or
a = 0, c(t) = 4b(t), d(t) = qb(t), qb ′′(t) + 4qb(t)b ′(t) + 4b ′(t) = 0 (23)
or
a = 0, 2c(t) = 7b(t), b ′′(t) = −3b(t)b ′(t), b(t)d ′(t) + 2b ′(t)(d(t) + 1) + d ′′(t) = 0 (24)
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or
a = 0, c(t) = 3b(t), d = qb(t), b ′′(t) + 2b(t)b ′(t) = 0, (25)
where q is an arbitrary constant.
Case 2.1a: If system (22) is satisfied, then ξt = 0, the second equation of (18) is an identity.
The expression (19) can be rewritten as
ξ = 2ax2 + 4bx− cx+ d,
f(x) = exp
(∫ −7ax− 7b+ 2c
2ax2 + 4bx− cx+ d dx
)
,
(26)
where a, b, c and d are arbitrary constants. The first equation of (18) is reduced to
hx
h
=
2
(
ξ fxf + ξx
)
ξ
.
Substitute the expression of ξ and f(x) into it and integrate both sides to obtain
h(x) = exp
(∫ −6ax− 6b+ 2c
2ax2 + 4bx− cx+ d dx
)
.
In addition, η = 2fξt + (2ξx + ξ
fx
f )u = (ax+ b)u. Therefore, we have
ξ = 2ax2 + 4bx− cx+ d,
η = (ax+ b)u,
f(x) = exp
(∫ −7ax− 7b+ 2c
2ax2 + 4bx− cx+ d dx
)
,
h(x) = exp
( ∫ −6ax− 6b+ 2c
2ax2 + 4bx− cx+ d dx
)
.
(27)
where a, b, c, d are arbitrary constants. Thus, the corresponding regular reduction operator has
the form
Q = ∂t + (2ax
2 + 4bx− cx+ d)∂x + (ax+ b)u∂u,
which is equivalent to Lie symmetry operator.
Case 2.1b: If system (23) is satisfied, then the expression (19) can be rewritten as
ξ = qb(t), f(x) = exp
(x
q
)
. (28)
Hence, ξx = 0, k = b(t). Substituting these formulaes into the second equation of (18) we obtain
qb ′′(t) + 2qb(t)b ′(t)− 2b ′(t) = 0.
Combine it with the fourth equation of (23) to get b ′(t) = 0. Hence a(t), b(t), c(t), d(t) satisfy
system (22), and the solution is included in the case 2.1a.
Case 2.1c: If system (24) is satisfied, then the expression (19) can be rewritten as
ξ = 12b(t)x+ d(t), f(x) = 1 mod G
∼
1 . (29)
Substitute it into the second equation of (18) to obtain 2b(t)b ′(t) + b ′′(t) = 0. Combine it
with the third equation of (24) to get b ′(t) = 0. Substitute it into the fourth equation of (24)
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to obtain bd ′(t) + d ′′(t) = 0, which implies d(t) = γ1e−bt + γ0, where γ1 and γ0 are arbitrary
constants. Therefore ξ = b2x+ γ1e
−bt+ γ0. Substitute it into the first equation of (18) to obtain
2γ1(hx + 2b
3)e−bt + bxhx + 2γ0hx − 2bh = 0.
Since h, γ1, γ0 are independent of t, the preceding equation suggests that
2γ1(hx + 2b
3) = 0, bxhx + 2γ0hx − 2bh = 0,
which leads to b = 0. Therefore, we have
ξ = d1t+ d0, η = 2d0, f = 1, h = h0 mod G
∼,
where d1, d0, h0 are constants. Thus, the corresponding regular reduction operator has the form
Q = ∂t + (d1t+ d0)∂x + 2d1u∂u,
which is equivalent to Lie symmetry operator.
Case 2.1d: If system (25) is satisfied, then the expression (19) can be rewritten as
ξ = b(t)(x+ q), f(x) =
1
x+ q
mod G∼1 . (30)
Substitute it into the second equation of (18) to obtain 2b(t)b ′(t)+b ′′(t) = 0, which is equivalent
to the fourth equation of (25), and which leads to 2b ′2(t) + b ′′′(t) = −2b(t)b ′′(t). Substitute
(30) into the first equation of (18) to obtain
hx = 2f
2[2b ′ 2(t) + b ′′′(t)]/b(t) = 2f2[−2b(t)b ′′(t)]/b(t) = −4f2b ′′(t).
Since h and f are independent of t, there is a constant r such that b ′′(t) = r. It follows that
there exist constants s and w such that b(t) = rt2/2 + st + w. Substitute it into the fourth
equation of (25) to obtain
r2t3 + 3rst2 + 2(wr + s2)t+ 2ws + r = 0.
Then r = 0 and s = 0. Hence b(t) = w, ξt = 0, the solution is included in the case 2.1a.
Case 2.2: When m = 1, the third equation of (17) implies
ξhfxf − ξhx + f(2ξx + ξ fxf )tt + 2f(2ξx + ξ fxf )(2ξx + ξ fxf )t
−2fξt(2ξx + ξ fxf )x − 2(fξt)xx = 0,
2fξtξtx + fξttt − hξt = 0,
(2ξx + ξ
fx
f )xx = 0.
(31)
Similar to the case of m = 0, from the third equation of (31) and the first two equations of
(17) we get the expression of ξ and f(x) as stated in (19), where a(t), b(t), c(t), d(t) satisfy the
condition (22) or (23) or (24) or (25).
Case 2.2a: If system (22) is satisfied, then ξt = 0, the second equation of (31) is an identity.
The expression (19) can be rewritten as (26). The first equation of (31) is reduced to hx/h =
fx/f , which leads to h(x) = ǫf(x) (ǫ = ±1) mod G∼1 . In addition, η = 2fξt + (2ξx + ξ fxf )u =
(ax+ b)u. Thus, we have
ξ = 2ax2 + 4bx− cx+ d,
η = (ax+ b)u,
f(x) = exp
(∫ −7ax− 7b+ 2c
2ax2 + 4bx− cx+ d dx
)
,
h(x) = ǫf(x).
(32)
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where a, b, c, d are arbitrary constants and ǫ = ±1. Thus, the corresponding regular reduction
operator has the form
Q = ∂t + (2ax
2 + 4bx− cx+ d)∂x + (ax+ b)u∂u,
which is equivalent to Lie symmetry operator.
Case 2.2b: If system (23) is satisfied, then the expression (19) can be rewritten as (28). Hence,
ξx = 0, k = b(t). If b
′(t) = 0, then a(t), b(t), c(t), d(t) satisfy system (22), and the solution is
included in the case 2.2a. We suppose that b ′(t) 6= 0. From the second equation of (31) we see
that h = fξttt/ξt. Substitute it into the first equation of (31) to get fktt + 2fkkt − 2fxxξt = 0.
Further it can be reduced to qb ′′(t) + 2qb(t)b ′(t) − 2b ′(t) = 0. Combine it with the fourth
equation of (23) to get b(t) = −3/q which is contradict to the hypothesis b ′(t) 6= 0.
Case 2.2c: If system (24) is satisfied, then the expression (19) can be rewritten as (29). If
b ′(t) = d ′(t) = 0, then a(t), b(t), c(t), d(t) satisfy both systems (22) and (24), and the solution
is included in the case 2.2a. We suppose that b ′2(t) + d ′2(t) 6= 0. Substitute (29) into the first
equation of (31) to obtain
hx =
2[b ′′(t) + 2b(t)b ′′(t)]
b(t)x+ 2d(t)
(33)
Substitute (29) into the second equation of (31) to obtain
h(x) = b ′(t) +
b ′′′(t)x+ 2d ′′′(t)
b ′(t)x+ 2d ′(t)
(34)
Then
hx =
2[b ′′′(t)d ′(t)− b ′(t)d ′′′(t)]
[b ′(t)x+ 2d ′(t)]2
.
Substituting it into (33) yields
b ′′′(t)d ′(t)− b ′(t)d ′′′(t)[
b ′(t)x+ 2d ′(t)
]2 = b
′′(t) + 2b(t)b ′(t)
b(t)x+ 2d(t)
.
Compare the coefficient of x2 to obtain b ′2(t)
[
b ′′(t) + 2b(t)b ′(t)
]
= 0. Substitute the third
equation of (24) into it to obtain b(t)b ′3(t) = 0, hence b ′(t) = 0. Thus the fourth equation of
(24) can be reduced to bd ′(t)+d ′′(t) = 0. Solving this linear ordinary differential equation gives
d(t) = γ1e
−bt + γ0, where γ1 and γ0 are two arbitrary constants. Therefore the expressions (29)
and (34) can be rewritten as
ξ = 12bx+ γ1e
−bt + γ0, f(x) = 1, h(x) = b2 mod G∼1 .
System (31) is verified to be true. In addition, η = 2fξt+(2ξx+ξ
fx
f )u = bu−2γ1be−bt. Therefore,
we have
ξ = 12bx+ γ1e
−bt + γ0, η = bu− 2γ1be−bt,
f(x) = 1, h(x) = b2,
(35)
where b, γ1, γ0 are arbitrary constants. Thus, we have a nontrivial regular reduction operator
Q = ∂t + (
1
2
bx+ γ1e
−bt + γ0)∂x + (bu− 2γ1be−bt)∂u. (36)
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Case 2.2d: If system (25) is satisfied, then the expression (19) can be rewritten as (30).
Substitute it into the first equation of (31) to obtain
b(t)(x+ q)[h+ (x+ q)hx] = [b
′′(t) + 2b(t)b ′(t)].
Substitute the fourth equation of (25) into it to get b(t)(x + q)[h + (x + q)hx] = 0. It follows
that h(x) = r/(x + q), where r is a nonzero constant. Substitute it and (30) into the second
equation of (31) to obtain 2b ′2(t)+b ′′′(t)−rb ′(t) = 0. From the fourth equation of (25), we find
b ′′′(t) = 4b2(t)b ′(t)−2b ′2(t). Substitute it into the preceding equation to get b ′(t)[4b2(t)−r] = 0,
which leads to b ′(t) = 0. Then a(t), b(t), c(t), d(t) satisfy system (22), and the solution is in-
cluded in the case 2.2a.
Case 2.3: When m = 2, system (17) implies
(7ξx + 4ξ
fx
f )x = 0,
2(ξx + 2ξ
fx
f )ξt + 4ξt
fx
f + 4ξξtx + 4ξtx + ξtt = 0,
2ξtξtx + ξttt = 0,
2f(2ξx + ξ
fx
f )(2ξx + ξ
fx
f )t + f(2ξx + ξ
fx
f )tt − 4hfξt − 2fξt(2ξx + ξ fxf )x − 2(fξt)xx = 0,
ξhx + 2hξx + (2ξx + ξ
fx
f )xx = 0.
(37)
From the first and the last equation of system (37), we can get
f(x) = |ξ|−7/4 exp(α(t)
∫
dx
ξ
), h(x) =
ξ2x − 2ξξxx + q
8ξ2
,
where α(t) is an arbitrary function, q is a constant. Substituting these expressions into the rest
equations of system (37), we can see that ξ(t, x) and α(t) satisfy the overdetermined system of
partial differential equations
2ξtξtx + ξttt = 0,
ξtt − 3ξtx − 5ξtξx + 4ξξtx + 4αξt + 4αt = 0,
2ξ2(14ξx + α)tt + 2ξ
2[(14ξx + α)
2]t − ξ2ξtξxx − ξt(ξ2x − 2ξξxx + q)
−4[(αt − 34ξtx)(α− 74ξx)ξ − 34ξ2ξtxx] = 0.
(38)
In addition, we have
η = 2fξt + (2ξx + ξ
fx
f
)u = 2ξt|ξ|−7/4 exp(α(t)
∫
dx
ξ
) + [
1
4
ξx + α(t)]u.
Thus, we have a nontrivial regular reduction operator
Q = ∂t + ξ(t, x)∂x + {2ξt|ξ|−7/4 exp(α(t)
∫
dx
ξ
) + [
1
4
ξx + α(t)]u}∂u, (39)
where ξ(t, x) and α(t) satisfy the overdetermined system of partial differential equations (38).
In particular, if ξt = 0, from system (37) we can obtain
ξ = ξ(x), η = 14 (ξx + a)u,
f(x) = |ξ|−7/4 exp(a
4
∫
dx
ξ
), h(x) =
ξ2x − 2ξξxx + q
8ξ2
.
(40)
where a, q are arbitrary constants. Thus, we have a nontrivial regular reduction operator
Q = ∂t + ξ(x)∂x + (
1
4
ξx + a)u∂u, (41)
11
which is equivalent to operator (16) with n = 1. Therefore, this special case can be included in
case 1.2 and we can impose an additional constraint ξt 6= 0 on the regular reduction operator (39).
Case 2.4: When m = 3, the third equation of (17) implies
2ξtξtx + ξttt = 0,
2f(2ξx + ξ
fx
f )(2ξx + ξ
fx
f )t + f(2ξx + ξ
fx
f )tt − 2fξt(2ξx + ξ fxf )x − 2(fξt)xx = 0,
6hfξt + (2ξx + ξ
fx
f )xx = 0,
ξhfxf − ξhx − 2h(2ξx + ξ fxf ) = 0,
(42)
the fourth equation of which can be rewritten as
ξx
ξ
= −1
4
(fx
f
+
hx
h
)
.
Since f and h are independent of t, integrate both sides of the preceding equation to obtain
ξ = r(t)|fh|−1/4, where r(t) is a function of t. Substituting it into the first equation of (42)
yields the fact that r ′′′(t) = q(x)r ′ 2(t), where q(x) = −2(|fh|−1/4)x. It follows that r ′(t) = 0
or q ′(x) = 0, r ′′′(t) = qr ′ 2(t).
Case 2.4a: If r ′(t) = 0, then ξ = r|fh|−1/4 (r = const), ξt = 0, gt = 0, the second equation
of (42) is an identity, so is the second equation of (17). The third equation of (42) reduces to(
2ξx + ξ
fx
f
)
xx
= 0. Combine it with the first equation of (17), and use a progress similar to the
case m = 0 (i.e. 2.1a), we get the expression of ξ and f(x) as stated in (26), where a, b, c, d
are constants. From ξ = r|fh|−1/4, we see that h(x) = ± 1
f
(r
ξ
) 4
, where rξ > 0. In addition,
η = 2fξt + (2ξx + ξ
fx
f )u = (ax+ b)u. Thus, we have
ξ = 2ax2 + 4bx− cx+ d,
η = (ax+ b)u,
f(x) = exp
(∫ −7ax− 7b+ 2c
2ax2 + 4bx− cx+ d dx
)
,
h(x) = ± 1
f
(r
ξ
) 4
.
(43)
where a, b, c, d, r are arbitrary constants. Thus, the corresponding regular reduction operator
has the form
Q = ∂t + (2ax
2 + 4bx− cx+ d)∂x + (ax+ b)u∂u,
which is equivalent to Lie symmetry operator.
Case 2.4b: If q ′(x) = 0, r ′′′(t) = qr ′ 2(t), then (|fh|−1/4)x = −12q. Integration both sides of it
gives |fh|−1/4 = −12qx+ s, where s is a constant. Therefore ξ = r(t)|fh|−1/4 = r(t)(−12qx+ s).
From the first equation of (17) we see that (2ξx + ξ
fx
f )x =
1
4ξxx +
1
4(7ξx + 4ξ
fx
f )x =
1
4ξxx.
Substituting the last two expressions into the third equation of (42), yields r ′(t) = 0 or ξ = 0,
which are the cases have already been discussed.
Case 2.5: When m 6= 0, 1, 2, 3, the third equation of (17) implies
ξhfxf − ξhx + (1−m)h(2ξx + ξ fxf ) = 0,
ξt = 0,
(2ξx + ξ
fx
f )xx = 0.
(44)
Notice that the second equation of (44) indicates that ξ is independent of t, therefore the second
equation of (17) is satisfied automatically. Similar to the case of m = 0, from the third equation
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of (44) and the first equation of (17) we get the expression of ξ and f(x) as stated in (26), where
a, b, c, d are constants. Substituting the expression of ξ and f into the first equation of (44) we
obtain
h(x) = exp
(∫ −7ax− 7b+ 2c+ (1−m)(ax+ b)
2ax2 + 4bx− cx+ d dx
)
.
In addition, η = 2fξt + (2ξx + ξ
fx
f )u = (ax+ b)u. Therefore, we have
ξ = 2ax2 + 4bx− cx+ d,
η = (ax+ b)u,
f(x) = exp
(∫ −7ax− 7b+ 2c
2ax2 + 4bx− cx+ d dx
)
,
h(x) = exp
( ∫ −7ax− 7b+ 2c+ (1−m)(ax+ b)
2ax2 + 4bx− cx+ d dx
)
.
(45)
where a, b, c, d are arbitrary constants. Thus, the corresponding regular reduction operator has
the form
Q = ∂t + (2ax
2 + 4bx− cx+ d)∂x + (ax+ b)u∂u,
which is equivalent to Lie symmetry operator.
From the above discussion, we can arrival at the following two theorems.
Theorem 3. A complete list of G∼1 -inequivalent equations (3) having nontrivial regular reduction
operator is exhausted by ones given in table 1.
Table 1. Results of regular reduction operator classification of class (3)
N n m f(x) h(x) Regular reduction operator Q
1 6= −1 n+ 1 | ξ|−
3n+4
2n+2 exp
(
r
∫
1
ξ
dx
) ξ2x − 2ξξxx − p
4(n+ 1)ξ2
∂t + ξ(x)∂x + (
r
n
+ ξx
2n+2
)u∂u
2 1 1 1 b2 ∂t + (
1
2
bx+ γ1e
−bt + γ0)∂x + (bu− 2γ1be
−bt)∂u
3 1 2 |ξ|−
7
4 exp(α(t)
∫
dx
ξ
)
ξ2
x
−2ξξxx+q
8ξ2
∂t + ξ(t, x)∂x + {2ξt|ξ|
−
7
4 exp(α(t)
∫
dx
ξ
)
+[ 1
4
ξx + α(t)]u}∂u
Here r, p, b, γ1, γ0 are arbitrary constants, ξ(x) in case 2.1 is an arbitrary functions of the variables x, ξ(t, x) and
α(t) in case 2.3 satisfy the overdetermined system of partial differential equations (38) and ξt 6= 0.
Theorem 4. Any reduction operator of an equations from class (3) having the form (10) with
ξt = 0, ξxxx = 0 is equivalent to a Lie symmetry operator of this equation.
3 Exact solutions
In this section, we construct nonclassical reduction and exact solutions for the classification
models in table 1 by using the corresponding regular reduction operator. Lie reduction and
exact solutions of equation from class (3) have been investigated in reference [21]. We choose
case 1 in table 1 as an example to implement the reduction, the other cases can be considered
in a similar way.
For the first case in table 1, the corresponding equation is
[| ξ|− 3n+42n+2 exp (r
∫
1
ξ
dx
)
]utt − (unux)x − ξ
2
x − 2ξξxx − p
4(n + 1)ξ2
un+1 = 0, (46)
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which admit the regular reduction operator
Q = ∂t + ξ(x)∂x + (
r
n
+
ξx
2n+ 2
)u∂u.
An ansa¨tze constructed by this operator has the form
u(t, x) = ϕ(ω)| ξ| 12n+2 exp ( r
n
∫
1
ξ
dx
)
, where ω = t−
∫
1
ξ
dx.
Substituting this ansa¨tze into equation (46) leads to the reduced ODE
[(4r2 − p)n2 + 4(2n + 1)r2]ϕn+1(ω) + 4n(n + 1)[nϕ′′(ω)− 2(n+ 1)rϕ′(ω)]ϕn(ω)
+4n3(n+ 1)ϕ′ 2(ω)ϕn−1(ω)− 4n2(n+ 1)ϕ′′(ω) = 0. (47)
Because there are higher nonlinear terms, we were not able to completely solve the above equa-
tion. Thus, we try to solve this equation under different additional constraints imposed on p
and r.
We first rewrite equation (47) as
4n2(n+ 1)[ϕ′(ω)ϕn(ω)]′ − 4n2(n+ 1)ϕ′′(ω)− 8n(n+ 1)2rϕ′(ω)ϕn(ω)
+[4(n+ 1)2r2 − pn2]ϕn+1(ω) = 0. (48)
If we take p = 4(1 + 1n)
2r2, then the general solution of (48) can be written in the implicit
form ∫
n(ϕn − 1)
2rϕn+1 + c1
dϕ = ω + c2. (49)
Up to similarity of solutions of equation (3), the constant c2 is inessential and can be set to
equal zero by a translation of ω, which is always induced by a translation of t.
If we further set n = 1, the general solution (49) can be rewritten in the implicit form
ω − ln(2rϕ
2 − c1)
4r
−
√
2 arctanh(
√
2rϕ√
c1r
)
2
√
c1r
+ c2 = 0. (50)
Thus we obtain the following solution
u(t, x) = ϕ(ω)| ξ| 14 exp (r
∫
1
ξ
dx
)
, ω = t−
∫
1
ξ
dx
for the equation
[| ξ|− 74 exp (r
∫
1
ξ
dx
)
]utt − (uux)x − ξ
2
x − 2ξξxx − 8r2
8ξ2
u2 = 0,
where ϕ satisfy the equation (50), ξ is an arbitrary function and r is a non-zero constant.
If we further set r = 0, the general solution (49) can be rewritten in the implicit form
1
n+ 1
ϕn+1(ω)− ϕ(ω) = c1ω + c2. (51)
Thus we obtain the following solution
u(t, x) = ϕ(ω)| ξ| 12n+2 , ω = t−
∫
1
ξ
dx
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for the equation
| ξ|− 3n+42n+2utt − (unux)x − ξ
2
x − 2ξξxx
4(n+ 1)ξ2
un+1 = 0,
where ϕ satisfy the equation (51), ξ is an arbitrary function. In particular, for n = 1 from
equation (51) we have
ϕ(ω) = 1±
√
1 + 2(c1ω + c2).
Thus we obtain an explicit solution
u(t, x) = [1±
√
1 + 2(c1ω + c2)]| ξ|
1
4 , ω = t−
∫
1
ξ
dx
for the equation
| ξ|− 74utt − (uux)x − ξ
2
x − 2ξξxx
8ξ2
u2 = 0.
If we take different functions for ξ, then we can obtain a series of solutions for the corresponding
equations. In order to avoid tediousness, we do not make a further discussion here.
4 Conclusion and Discussion
In this paper we have given a detailed investigation of the reduction operators of the variable
coefficient nonlinear wave equations (1) (equivalently to (3)) by using the singular reduction
operator theory. A classification of regular reduction operators is performed with respect to
generalized extended equivalence groups. The main results on classification for the equation (3)
are collected in table 1 where we list three inequivalent cases with the corresponding regular
reduction operators. Nonclassical symmetry reduction of a class nonlinear wave model (46)
which are singled out the classification models are also performed. This enabled to obtain
some non-Lie exact solutions which are invariant under certain conditional symmetries for the
corresponding model.
The present paper is a preliminary nonclassical symmetry analysis of the class of hyperbolic
type nonlinear partial differential equations (1). Therefore, further investigations of different
properties such as nonclassical potential symmetries, and nonclassical potential exact solutions
as well as physical application of this class of equations would be extremely interesting. These
results will be reported in subsequent publications.
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