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Abstract
We give an algorithm to determine finitely many generators for a subgroup of finite index
in the unit group of an integral group ring ZG of a finite nilpotent group G, this provided
the rational group algebra QG does not have simple components that are division classical
quaternion algebras or two-by-two matrices over a classical quaternion algebra with centre
Q. The main difficulty is to deal with orders in quaternion algebras over the rationals or a
quadratic imaginary extension of the rationals. In order to deal with these we give a finite and
easy implementable algorithm to compute a fundamental domain in the hyperbolic three space
H3 (respectively hyperbolic two space H2) for a discrete subgroup of PSL2(C) (respectively
PSL2(R)) of finite covolume. Our results on group rings are a continuation of earlier work of
Ritter and Sehgal, Jespers and Leal.
1 Introduction
The unit group of an order in a finite dimensional semisimple rational algebra A is an important
example of an arithmetic group. Hence it forms a fundamental topic of interest. Recall that a
subring O of A is said to be an order if O is a finitely generated Z-module that contains a Q-basis
of A. Prominent examples of orders are group rings RG of finite groups G over the ring of integers
OK of an algebraic number field K. The unit group U(RG) of RG has received a lot of attention
and most of it has been given to the case R = Z; for surveys we refer to [25, 32, 39, 40]. It is well
known that the unit group U(O) of an order O is a finitely presented group. However, only for very
few finite non abelian groups G the unit group of ZG has been described, and even for fewer groups
G a presentation of U(ZG) has been obtained. Nevertheless, for many finite groups G a specific
finite set B of generators of a subgroup of finite index in ZG has been given.
Bass and Milnor in [4] showed that if A is a finite abelian group then the so called Bass units
generate a subgroup of finite index in U(ZA). Recall that a Bass unit in the integral group ring ZG
of a finite group G is a unit of the form (1+g+ · · ·+gi−1)m+
(
1−im
o(g)
)
ĝ, where g ∈ G, 1 < i < o(g),
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(i, o(g)) = 1 and m is the order of i in U(Zo(g)) (or one takes a fixed multiple of m, for example
ϕ(|G|)), where ϕ is the Euler ϕ-function and gˆ = 1 + g + · · ·+ go(g)−1.
This result stimulated the search for new units that generate a subgroup of finite index in the
unit group of the integral group ring of a non-commutative finite group G. Finding finitely many
generators for U(ZG) is one of the important problems in the field (see Problems 17 and 23 in [39]).
For this purpose Ritter and Sehgal introduced the so called bicyclic units, these are the unipotent
units of the form 1 + (1 − g)hĝ and 1 + ĝh(1 − g), with g, h ∈ G. In a series of papers, Ritter
and Sehgal (see for example [36, 37, 38]) showed that for several classes of finite groups, including
nilpotent groups of odd order, the group generated by both the Bass units and the bicyclic units is
of finite index in U(ZG). A remarkable result as one only knows two types of generic units.
Jespers and Leal in [15] extended this result to a much wider class of finite groups, only excluding
those finite groups G for which the Wedderburn decomposition of the rational group algebra QG
has certain simple components of degree one or two over a division algebra and groups which have
a non-abelian fixed point free epimorphic image. In order to state the precise restrictions and also
to clarify the reason for these restrictions, it is convenient to work in the more general context of
orders.
So, let A be a semisimple finite dimensional rational algebra. If e1, . . . , en denote the primitive
central idempotents of A then Aei = Mni(Di), with Di a skew field and ni ∈ N, are the Wedderburn
components of A. If Oi is an order in Di then
∏
i
Mni(Oi) is an order in A. Hence if U(O) is
the group of units of an order O in A, then U(O) contains a subgroup of finite index of the form
V1 × · · · × Vn, with each Vi a subgroup of finite index in GLni(Oi) = U(Mni(Oi)). Let SLni(Oi)
denote the group of matrices of reduced norm 1. For an ideal Q of Oi, let Eni(Q) = 〈I + qElm, q ∈
Q, 1 ≤ l,m ≤ ni, l 6= m〉 ≤ SLni(Oi). The celebrated theorems of Bass-Milnor-Serre [5], Liehl [28],
Vaserstein [43], Bak-Rehmann [2] and Venkataramana [44] state that if ni ≥ 3 or ni = 2 and Di
is different from Q, a quadratic imaginary extension of Q and a totally definite quaternion algebra
with center Q then [SLni(Oi) : Eni(Q)] < ∞ for any non-zero ideal Q of Oi. For more details
and background we refer to [34, 39]. Recall that Di is a totally definite quaternion algebra if and
only if Di is not commutative and U(Z(Oi)) has finite index in U(Oi) (see [26, 39]). Because of
these results we call an exceptional component of A an epimorphic image of A that is either a
non-commutative division algebra other than a totally definite quaternion algebra, or a two-by-two
matrix ring over the rationals, a quadratic imaginary extension of the rationals or a quaternion
algebra H(a, b,Q) with a and b negative integers (see section 2 for the notation).
The proof of the main result in [15] shows that if G is a finite group so that QG does not
have exceptional simple components and G has non-commutative fixed point free images then the
group generated by the Bass and bicyclic units is of finite index in U(ZG). Note that in [15] one
also excluded simple components of QG of the type M2(D), with D an arbitrary non-commutative
division algebra; however because of the results in [44] one only has to exclude division algebras of
the type H(a, b,Q). It follows from the proof that the bicyclic units generate a group so that it
contains a subgroup of finite index in 1−ei+SLni(Oi) for every simple component QGei = Mni(Di)
of QG with ni ≥ 2 and Oi an order in the non-commutative division algebra Di. To show this
one proves that, because Gei is not fixed point free by assumption, there exists g ∈ G so that
fi =
1
o(g) gˆei is a non-central idempotent of QGei and then one shows that the group generated by
bicyclic units built on g contains all matrices of the type 1− ei + qEkl for q in a nonzero ideal of Oi
and 1 ≤ k, l ≤ ni with k 6= l. It then follows from the above mentioned theorem that this generates
a subgroup of finite index in SLni(Oi) (crucial is to have described a non- central idempotent
2
fi ∈ QGei and consider all the generators of the type 1 + n2fi(1− fi)hfi, 1 + n2fifih(1− fi) where
h ∈ G and nfi is a positive integer so that nfifi ∈ ZG). We identify Oi with the scalar matrices
with entries in Oi. It is well known that U(Z(Oi)) SLni(Oi) is of finite index in GLni(Oi). The
Bass cyclic units (together with the bicylic units) are then “used” to generate a subgroup of finite
index in 1 − ei + U(Z(Oi)) (note that Bass units are not necessarily central). The proof for this
makes use of a result of Bass [4] on K1(ZG). Of course, ultimately this makes use of the Dirichlet
Unit theorem on the description of the unit group of the ring of integers OK in a number field K.
In [18] the use of the Bass units is made very clear in case G is a finite nilpotent group. Indeed, in
this case, it is shown that the group generated by the Bass units contains a subgroup of finite index
in Z(U(ZG)), i.e. it contains a subgroup of finite index in 1− ei + eiU(Z(Oi)) for every i. To state
the precise result, we recall some notation. We denote by Zi the i-th centre of G. For g ∈ G and
a Bass unit b ∈ Z〈g〉 put b(1) = b, and, for 2 ≤ i ≤ n, put b(i) =
∏
x∈Zi b
x
(i−1), where α
x = x−1αx
for α ∈ ZG. If n is the nilpotency class of G, then the group 〈b(n) | b a Bass cyclic unit〉 is of finite
index in Z(U(ZG)).
If one considers group rings RG of finite groups over say a commutative order R in a number
field K that is larger than Z, then often the group algebra KG has less exceptional components
(or none at all if for example K = Z[ξ] with ξ a primitive root of unity of order G) and one can
also apply the method explained to obtain that the group generated by the (generalized) Bass and
bicyclic units generates a subgroup of finite index in U(RG). We refer the reader to [15] for examples
and more details. Note that in [16] a method is described to obtain generators for a subgroup of
finite index in U(ZG) for an arbitrary nilpotent finite group. These generators are determined in
function of knowing generators of unit groups U(ZH) of some special epimorphic images H of G
that determine exceptional simple components of QG. However, ultimately one still has to deal
with unit groups of orders in exceptional simple components.
So the remaining problem for describing a finite set of generators, up to finite index, of the
unit group of ZG of an arbitrary finite group G, is dealing with orders in exceptional components
and with groups G that are non-abelian and fixed point free. The latter groups are precisely the
Frobenius complements (see [31, Theorem 18.1.iv]). In particular, the non-abelian nilpotent finite
fixed point free groups are F = Q2m×Cn, with Q2m a generalized quaternion group of order 2m ≥ 8
and Cn a cyclic group of odd order n. Suppose now that G is a nilpotent finite group so that Ge = F .
By ξk we denote a primitive root of unity of order k. If n = 1 then QGe = H(−1,−1,Q(ξ2m−1 +
ξ−12m−1)), a totally definite quaternion algebra, and hence the central units of ZG contain a subgroup
of finite index in the unit group of an order in this ring. If n is an odd positive integer so that
the multiplicative order of 2 modulo n is odd, then QFe = H(−1,−1,Q(ξ2m−1 + ξ−12m−1, ξn)) is a
division algebra, otherwise it is a matrix algebra that is only exceptional if m = 3 and n = 3. In
the latter case one can describe non-central idempotents and hence units that generate a subgroup
of finite index in an order of the algebra. For details on this we refer to [17] and the last section.
A minimal example of the former case is G = Q8 × C7. Here QG has only one non-commutative
simple component, the division algebra H(−1,−1,Q(ξ7)). So far no methods have been discovered
in order to deal with such exceptional components, i.e. to deal with components that are non-
commutative division algebras that are not totally definite quaternion algebras (see [27]). However,
a first step was made in [8], where an algorithm is given to compute the unit group of the order
H(−1,−1,OK) in a division algebra H(−1,−1,K) over an imaginary quadratic field extension K
of the rationals. The algorithm computes a fundamental polyhedron for the cocompact discrete
group U(H(−1,−1,OK)) that acts on the hyperbolic three space (and thus determines generators
by making use of the Poincare´ theorem). Next the algorithm is applied to the unit group of
3
H(−1,−1,Z[ 1+
√−7
2 ]) providing the first example of a description of a finite set of generators of
the unit group of a group ring RG with an exceptional component that is a division algebra which
is not a totally definite quaternion algebra. Note that H(−1,−1,Q(√−7)) ⊆ H(−1,−1,Q(ξ7)).
Subsequently, in [22], an explicit method was given to construct units in H(Z[ 1+
√−d
2 ]) for all
positive d ≡ 7 mod 8 and it was shown that a unit group of any order of such algebras is a
hyperbolic group.
In [9], Dooms, Jespers and Konovalov introduced a method (also by computing a fundamental
polyhedron of a discrete group of finite covolume) to deal with exceptional simple components of
the type M2(Q). New generators are introduced, using Farey symbols, which are in one to one
correspondence with fundamental polygons of congruence subgroups of PSL2(Z).
In [14] Jespers, Juriaans, Kiefer, de Andrade e Silva and Souza Filho, obtained explicit formulas
for the bisectors in the Poincare´ Theory of hyperbolic 2 and 3 space. These formulas, and their
consequences, were used to revisit the work of Swan on Bianchi groups, give an easy verifiable criteria
for non-compactness, a geometric criteria to determine the type of a Mı¨¿ 12bius transformation and
will here be used to revisit the works of [8, 24, 35].
In this paper we give a method that deals with all exceptional simple components that are
matrix algebras over fields and we also can handle division algebras that are quaternion algebras
with centre either the rationals or a quadratic imaginary extension of the rationals. We do this via
actions on hyperbolic spaces. Describing generators and relations of groups acting on hyperbolic
spaces was started in the nineteenth century. The main difficulty one encounters is the construction
of a fundamental domain. This problem was considered by Ford, Poincare´, Serre, Swan, Thurston
and many others. Only in the case of a Ford domain explicit formulas are known. Computer aided
methods also exist. For Fuchsian groups we refer to [20, 24], for Bianchi groups we refer to [35] and
for cocompact groups we refer to [8]. Our method is based on the authors’ work [14], where explicit
descriptions of the bisectors in the Poincare´ Theory (see [33]) in Hn, with n ∈ {2, 3}, are given. For
convenience and completeness’ sake, we recall in Section 2 the necessary background on the Poincare´
theorem and in the first part of Section 3 we recall some formulas and results proved in [14]. Since
the latter mainly deals with the geometry of fundamental domains and to make the present paper
independent and complete, we will reprove these results. Equipped with these tools, we turn to
describing generators, up to finite index, of a discrete group Γ acting on a hyperbolic 2 or 3-space
and having finite covolume (coarea). In Section 3 we describe our algorithm, called the Dirichlet
Algorithm of Finite Covolume (DAFC for short), to obtain generators for a subgroup of finite index
of Γ. The algorithm DAFC is very easy to implement and reduces much the computational time
of earlier known examples. In Section 4 we give several examples. First we treat examples coming
from division algebras and hence ameliorate [8]. Next we apply our method to matrix algebras and
hence show that our method does not require the condition of cocompactness, which was required
in [8]. In Section 5 we then give applications to group rings and we focus on integral group rings
of finite nilpotent groups although applications for arbitrary finite groups also can be given.
2 Preliminaries
In this section we introduce the notation and recall some basic facts on hyperbolic spaces and
quaternion algebras. Standard references on hyperbolic geometry are [6, 7, 10, 13, 29, 33]. Let Hn
(respectively Bn) denote the upper half space (respectively the ball) model of hyperbolic n-space.
So H3 = C×]0,∞[ and we shall often think of H3 as a subset of the classical real quaternion algebra
4
H = H(−1,−1,R) by identifying H3 with the subset {z + rj ∈ H : z ∈ C, r ∈ R+} ⊆ H. The ball
model B3 may be identified in the same way with {z+ rj ∈ C+Rj | |z|2 + r2 < 1} ⊆ H. Denote by
Iso(H3) the group of isometries of H3. The group of orientation preserving isometries is denoted
by Iso+(H3). It is well known (see for instance [10]) that Iso+(H3) is isomorphic with PSL2(C) and
Iso(H3) is isomorphic with PSL2(C)×C2, where by Cn we denote the cyclic group of order n. More
concretely, the action of PSL2(C) on H3 is given by(
a b
c d
)
(P ) = (aP + b)(cP + d)−1,
where (aP + b)(cP + d)−1 is evaluated in the algebra H. Explicitly, if P = z+ rj and γ =
(
a b
c d
)
then (aP + b)(cP + d)−1 = (aP+b)(Pc+d)|cz+d|2+|c|2r2 , where denotes the classical involution on the algebra H.
Now the numerator may be written as (az + b)(cz + d) + acr2 + arj(cz + d) − (az + b)rjc, where
the last two terms may be written as a(cz + d)rj − (az + b)crj. Thus the k-component disappears
and we obtain
γ(P ) =
(az + b)(cz + d) + acr2
|cz + d|2 + |c|2r2 + (
r
|cz + d|2 + |c|2r2 )j.
This action may be extended to Ĥ3 = H3 ∪ ∂H3 ∪ {∞} in the following way: if P ∈ ∂H3 and
P 6= −dc , then
(
a b
c d
)
(P ) = (aP + b)(cP + d)−1, where the latter is simply evaluated in C, if
P = −dc , then
(
a b
c d
)
(P ) =∞ and
(
a b
c d
)
(∞) = ac .
Remark 2.1 Note that throughout the article we write a = a(γ), b = b(γ), c = c(γ) and d = d(γ),
for the entries of γ =
(
a b
c d
)
∈M2(C), when it is necessary to stress the dependence of the entries
on the matrix γ.
We will now analyse the orientation preserving isometries of the ball model B3. Therefore let
u = u0 +u1i+u2j+u3k ∈ H and define u to be u0−u1i−u2j−u3k, the conjugate of u. Moreover
let u′ = u0 − u1i− u2j + u3k and u∗ = u0 + u1i+ u2j − u3k. Define
SB2(H) =
{(
a b
c d
)
∈M2(H)| d = a′, b = c′, aa− cc = 1
}
. (1)
Note that if f =
(
a c′
c a′
)
∈ SB2(H) then f−1 =
(
a −c
−c∗ a∗
)
. The following proposition gives
the relation between the upper half space model H3 and the ball model B3 and gives the group of
orientation preserving isometries of the latter space, Iso+(B3).
Proposition 2.2 [10, Proposition I.2.3]
(i) For P ∈ H3, the quaternion −jP + 1 is invertible in H and the map η0 : H3 −→ B3, given by
η0(P ) = (P −j)(−jP +1)−1, is an isometry. More precisely η0 = µpi, where pi is the reflection
in the border of H3 and µ is the reflection in the Euclidean sphere with centre j and radius√
2.
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(ii) Let g = 1√
2
(
1 j
j 1
)
∈ M2(H). The map Ψ : SL2(C) → SB2(H) given by Ψ(γ) = gγg is a
group isomorphism.
(iii) For u ∈ B3 and f =
(
a c′
c a′
)
∈ SB2(H) the quaternion cu + a′ is invertible in H and the
transformations f : B3 −→ B3, defined by f(u) = (au + c′)(cu + a′)−1 are isometries of B3
and define an action of SB2(H) on B3. Again this action may be extended to the closure of
B3, which we denote by B3.
(iv) The group Iso+(B3) is isomorphic with SB2(H)/{1,−1}.
(v) The map η0 is equivariant with respect to Ψ, that is η0(MP ) = ψ(M)η0(P ), for P ∈ H3 and
M ∈ SL2(C) .
Note that item (i) clearly shows that the map η0 is a Mo¨bius transformation. Also note that an
explicit formula for Proposition 2.2 (ii) is
Ψ(γ) =
1
2
(
a+ d+ (b− c)j b+ c+ (a− d)j
c+ b+ (d− a)j a+ d+ (c− b)j,
)
(2)
for γ =
(
a b
c d
)
∈ SL2(C). Hence ‖Ψ(γ)‖2 = ‖γ‖2, where the matrix norm ‖γ‖2 is defined as
|a|2 + |b|2 + |c|2 + |d|2.
The theory above shows how discrete subgroups of SL2(C) act discontinuously on H3 (respec-
tively H2). Recall from the introduction that, for our purposes, we mainly are interested in such
discrete subgroups that are determined by orders in the exceptional components of rational group
algebras QG, and the aim is to find explicit generators for them. We now make the link between
quaternion algebras over number fields K and a discontinuous action on hyperbolic space. Let K
be an algebraic number field and let oK be an order in K. For a and b nonzero elements of K, we
denote by H(a, b,K) the generalized quaternion algebra over K, that is H(a, b,K) = K[i, j : i2 =
a, j2 = b, ji = −ij]. In the particular case in which a = b = −1, we simply denote this algebra as
H(K) and as H if furthermore K = R. The set {1, i, j, k = ij} is an additive K-basis of H(a, b,K).
If a, b ∈ oK then we denote by H(a, b, oK) = oK + oKi+ oKj+ oKk, a subring of H(a, b,K). By N
we denote the usual norm on H(a, b,K), that is N(u0 +u1i+u2j+u3k) = u20−au21−bu22 +abu23. In
the special case of H we simply denote N(x) as |x|2. Denote by SL1(H(a, b, oK)) the multiplicative
group {x ∈ H(a, b, oK) | N(x) = 1}. It is well known that the unit group U(H(a, b, ok)) ofH(a, b, ok)
is commensurable (i.e. has a common subgroup of finite index) with U(ok) · SL1(H(a, b, ok)). Since
the Dirichlet unit theorem deals with the structure of U(ok), and as explained in the introduction
the central units of integral group rings are ”under control”, we need to investigate SL1(H(a, b, ok)).
Similar as in the case of a classical quaternion algebra, given u = u0+u1i+u2j+u3k ∈ H(a, b,K),
let u = u0 − u1i− u2j − u3k, u′ = k−1uk and let u∗ = u0 + u1i+ u2j − u3k,. The mapping u 7→ u′
defines an algebra isomorphism of H(a, b,K) and both u 7→ u∗ and u 7→ u define involutions of
H(a, b,K). The map
H(a, b,K)→M2(C)
given by
u = u0 + u1i+ u2j + u3k 7→ γu =
(
u0 + u1
√
a u2
√
b+ u3
√
ab
u2
√
b− u3
√
ab u0 − u1
√
a
)
,
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is a monomorphism of algebras (see [10, Chapter X]). The group SL1(H(a, b, oK)) acts as ori-
entation preserving isometries on H3 via this embedding u 7→ γu. The kernel of this action
is I(a, b,K) = SL1(H(a, b, oK)) ∩ U(oK), a finite group. We denote by PSL1(H(a, b, oK)) =
SL1(H(a, b, oK))/I(a, b,K). Hence finding a set of generators for (a subgroup of finite index in)
SL1(H(a, b, oK)) amounts to finding a set of generators for PSL1(H(a, b, oK)).
Let Γ be a discrete subgroup of PSL2(C). The Poincare´ method can be used to give a presen-
tation of Γ (see for example [33, Chapter 6]). In particular the following corollary of Poincare´’s
theorem gives generators for Γ. Recall that a convex polyhedron in a metric space is a nonempty,
closed, convex subset of the space such that the collection of its sides is locally finite, where a side
is defined as a maximal convex subset of the border of the polyhedron.
Theorem 2.3 [33, Theorem 6.8.3] Let F be a convex, fundamental polyhedron for a discrete group
Γ. Moreover suppose that for every side S of F , there exists an element γ ∈ Γ, such that S =
F ∩ γ(F), i.e. F is exact. Then Γ is generated by the set
{γ ∈ Γ | F ∩ γ(F) is a side of F}.
The elements γ of the generating set are called side-pairing transformations.
Recall that a set F is a fundamental domain for a discrete group Γ acting on a metric spaceX if F
is closed and connected, the members of {γ(F)◦ | γ ∈ Γ} are mutually disjoint and X = ⋃γ∈Γ γ(F).
A polyhedron that is a fundamental domain is called a fundamental polyhedron.
Recall that the hyperbolic distance ρ in H3 is determined by
cosh ρ(P, P ′) = δ(P, P ′) = 1 +
d(P, P ′)2
2rr′
, (3)
where d is the Euclidean distance and P = z + rj and P ′ = z′ + r′j are two elements of H3. We
now recall the definition of Dirichlet fundamental polyhedron for a discrete subgroup Γ of PSL2(C).
Let γ ∈ Γ and P ∈ H3 a point which is not fixed by γ. Then let
Dγ(P ) = {u ∈ H3 | ρ(P, u) ≤ ρ(u, γ(P ))}, (4)
the half space containing P . The bisector of P and γ(P ) is the border of Dγ(P ), that is the set
{u ∈ H3 | ρ(P, u) = ρ(u, γ(P ))}. If P ∈ H3 is a point which is not fixed by any non-trivial element
of Γ, then
F = ∩16=γ∈ΓDγ(P )
is known as a Dirichlet fundamental polyhedron of Γ with centre P . It is well known that the
Dirichlet polyhedron is convex, exact and locally finite. If ΓP , the stabilizer of P in Γ, is not trivial
and if FP is a fundamental domain for the group Γp, then
F = FP ∩ (∩γ∈Γ\ΓPDγ(P )) (5)
is a fundamental domain of Γ. A proof of this can be found for example in [8, Proof of Proposition
3.2]. So theoretically one has a method to compute generators for Γ. However for concrete classes
of groups, such as U(H(a, b, ok) and SL2(ok), one would like to obtain an algorithm that determines
in finitely many steps the above intersection and the side-pairing transformations.
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3 Towards an algorithm for computing a fundamental do-
main
The main purpose of this section is to give a finite algorithm to compute a fundamental domain
in H3 (respectively H2) and generators for a given discrete subgroup Γ of PSL2(C) (respectively
PSL2(R)) that is of finite covolume. To do so we need explicit formulas for the bisectors defining
the Dirichlet polyhedron associated to a discrete group in two and three dimensional hyperbolic
space. These formulas were obtained in [14] but, for the readers convenience, we reproduce the
crucial results needed to obtain them. We then give some lemmas that simplify the algorithm.
Finally we give an explicit criterion that determines the finite number of steps the algorithm has to
go through. Calculations are done in dimension 3. Standard facts about the theory of hyperbolic
geometry will be used freely (see for example [6, 7, 10, 13, 33]). In [8] an algorithm was obtained
in the case Γ is cocompact. Because of the explicit formulas obtained in [14], our algorithm is a
refinement. Furthermore, our algorithm also applies to the non-cocompact case.
Let 0 ∈ B3 be the origin and γ =
(
a b
c d
)
∈ SL2(C) and Ψ(γ) =
(
A C ′
C A′
)
∈ SB2(H) (see
Proposition 2.2). Recall that the isometric sphere associated to the transformation γ, respectively
Ψ(γ), is the unique sphere on which γ, respectively Ψ(γ) acts as a Euclidean isometry. It is well
known (see for instance [6, 33]), that if γ =
(
a b
c d
)
with c 6= 0, then the isometric sphere of γ
has centre −dc and radius 1|c| . An independent proof is given in [14], where it is also proved that if
Ψ(γ) =
(
A C ′
C A′
)
, then the centre and the radius of the isometric sphere of ψ(γ) are respectively
−C−1A′ and 1|C| . In the ball model we denote this isometric sphere by ΣΨ(γ), its centre by PΨ(γ)
and its radius by RΨ(γ). Note that in fact the isometric sphere of the ball model is strictly speaking
only the part of the Euclidean sphere ΣΨ(γ) which intersects the ball model, i.e. B3∩ΣΨ(γ). However
throughout the paper we make some abuse of notation and denote the Euclidean sphere with centre
−C−1A′ and radius 1|C| as well as the isometric sphere by ΣΨ(γ). The following theorem shows that
in the ball model the concepts of isometric sphere of Ψ(γ) and bisector of 0 and Ψ(γ−1)(0) are the
same. Therefore let SU2(C) be the group of unitary matrices. Note that γ /∈ SU2(C) if and only
if γ(j) = j (see [6, Theorem 4.2.2]) or, equivalently, Ψ(γ)(0) = 0. In the latter case the bisector
of 0 and Ψ(γ−1)(0) does not exist as both are the same points. Also Ψ(γ)(0) = 0 if and only if
C = 0 and hence the isometric sphere does not exist neither. Therefore in the following theorem
we exclude the case γ ∈ SU2(C). Also, recall that another equivalent condition for γ /∈ SU2(C) is
‖γ‖2 6= 2 and vice-versa.
Theorem 3.1 [14] Let γ ∈ SL2(C) with γ /∈ SU2(C). Then, in the ball model, the isometric sphere
associated to Ψ(γ) equals the bisector of the geodesic segment linking 0 and Ψ(γ−1)(0). Moreover
the centre PΨ(γ) of ΣΨ(γ) and Ψ(γ
−1)(0) are inverse points with respect to S2 = ∂B.
Proof. Let Ψ(γ) =
(
A C ′
C A′
)
. So PΨ(γ) = −C−1A′. It is easily seen that 0, PΨ(γ) and Ψ(γ−1)(0)
are collinear. Indeed , one may easily show that PΨ(γ) ·(Ψ(γ−1)(0))−1 = |A|2|C|−2 ∈ R (as C 6= 0 by
the assumption that γ 6∈ SU2(C)). Moreover ‖PΨ(γ)‖·‖(Ψ(γ−1)(0))−1‖ = |−C−1A′|·|−CA∗−1| = 1,
where ‖V ‖ denotes the Euclidean norm of a vector V , and thus PΨ(γ) and Ψ(γ−1)(0) are inverse
points with respect to S2 = ∂B.
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Now let r be the ray through PΨ(γ) and put M = r ∩ ΣΨ(γ). Clearly ‖M‖ = |A|−1|C| . Since the
hyperbolic metric, ρ, in B3 satisfies ρ(0, u) = ln( 1+‖u‖1−‖u‖ ) (see for instance [6, Chapter 7.2]), we have
ρ(0,M) = ln(
1 + |A|−1|C|
1− |A|−1|C|
) = ln(
|C|+ |A| − 1
|C| − |A|+ 1),
and
ρ(0,Ψ(γ−1)(0)) = ln(
|A|+ |C|
|A| − |C| ).
Moreover, using the fact that |A|2−|C|2 = 1, one easily calculates that 2·ln( |C|+|A|−1|C|−|A|+1 ) = ln( |A|+|C||A|−|C| ),
and hence 2ρ(0,M) = ρ(0,Ψ(γ−1)(0)). Hence M is the midpoint of the ray from 0 to Ψ(γ−1)(0).
The ray r being orthogonal to ΣΨ(γ), it follows that ΣΨ(γ) is the bisector of the geodesic segment
linking 0 and Ψ(γ−1)(0).
In the upper half space model, the result from the above theorem is not necessarily true. The
bisector of the geodesic segment linking 0 and Ψ(γ−1)(0) being a pure hyperbolic notion, its projec-
tion η−10 (ΣΨ(γ)) to the upper half space model H3 is still a bisector. In fact it is the bisector of the
geodesic segment linking η−10 (0) = j and η
−1
0 (Ψ(γ
−1)(0)) = γ−1(j). Note that the latter equality
comes from Proposition 2.2.(v). However the isometric sphere associated to a transformation γ is
a purely Euclidean concept and hence the projection of the isometric sphere of Ψ(γ) by η−10 is no
longer an isometric sphere. So, if we denote the isometric sphere in H3 associated to γ by ISOγ ,
then in general we do not have that ISOγ = η
−1
0 (ΣΨ(γ)). We put Σγ = η
−1
0 (ΣΨ(γ)). In fact, Σγ ∩H3
is nothing else then Dγ−1(j) (see the definition in (4)). Note that η0 being an isometry yields that
Σγ is either a Euclidean sphere with centre in ∂H3 or a vertical plane. In case it is an Euclidean
sphere, we denote its center by Pγ and its radius by Rγ .
Proposition 3.2 [14]
Let γ =
(
a b
c d
)
∈ SL2(C) and γ 6∈ SU2(C).
1. Σγ is an Euclidean sphere if and only if |a|2 + |c|2 6= 1. In this case, its center and its radius
are respectively given by Pγ =
−(ab+cd)
|a|2+|c|2−1 and R
2
γ =
1+‖Pγ‖2
|a|2+|c|2 .
2. Σγ is a plane if and only if |a|2 + |c|2 = 1. In this case Re(vz) + |v|
2
2 = 0, z ∈ C is a defining
equation of Σγ , where v = ab+ cd.
Proof. Suppose first that Σγ is a Euclidean sphere. If we denote the inverse point of a point P
with respect to S2 by P ∗, then by Theorem 3.1, P ∗Ψ(γ) = Ψ(γ)
−1(0). Consider the two spheres
ΣΨ(γ) and S
2. As
1 +
1
|C|2 =
1 + |C|2
|C|2 =
|A|2
|C|2 = |PΨ(γ)|
2,
by Pythagoras’ Theorem, the two spheres are orthogonal. Because of this orthogonality, P ∗Ψ(γ) =
Ψ(γ)−1(0) implies that 0 and Ψ(γ−1)(0) are inverse points with respect to ΣΨ(γ). By Proposition
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2.2, η0 is a Mo¨bius transformation. Hence it follows that j = η
−1
0 (0) and γ
−1(j) = η−10 (Ψ(γ)
−1(0))
are inverse points with respect to Σγ = η
−1
0 (ΣΨ(γ)) (for details see [6, Theorem 3.2.5]). So if, Σγ is
not a vertical plane, then j, γ−1(j) and Pγ are collinear points. The exact expression of γ−1(j) is
− (ab+cd)|a|2+|c|2 + 1|a|2+|c|2 j and hence for the three points to be collinear we must have that |a|2 + |c|2 6= 1.
In that case it follows that Pγ = l∩ ∂H3, where l is the Euclidean line determined by j and γ−1(j).
A simple calculation gives the formula of Pγ . Since j and γ
−1(j) are inverse points with respect
to Σγ , R
2
γ = ‖j − Pγ‖ · ‖γ−1(j)− Pγ‖. This gives the formula of R2γ and proves the first item.
If |a|2 + |c|2 = 1, the line l determined by j and γ−1(j) is parallel to the border of the upper
half space ∂H3. So Σγ cannot be a Euclidean sphere and hence is a vertical plane. Conversely, if
Σγ is a vertical plane, j and γ
−1(j) have to be at the same height and hence |a|2 + |c|2 = 1. In this
case, γ−1(j) = −(ab+ cd) + j and hence v = j − γ−1(j) = ab+ cd is orthogonal to Σγ . From this
one obtains the mentioned defining equation of Σγ , hence the second item.
The next proposition gives some more information on the bisectors in the ball model.
Proposition 3.3 [14] Let γ =
(
a b
c d
)
∈ SL2(C) and Ψ(γ) =
(
A C ′
C A′
)
. Suppose that γ /∈
SU2(C). Then the following properties hold.
1. |A|2 = 2+‖γ‖24 and |C|2 = ‖γ‖
2−2
4
2. PΨ(γ) =
1
−2+‖γ‖2 · [ −2(ab+ cd) + [(|b|2 + |d|2)− (|a|2 + |c|2)]j ]
3. Ψ(γ−1)(0) = P ∗Ψ(γ) =
1
2+‖γ‖2 · [ −2(ab+cd)+[(|b|2 + |d|2)−(|a|2 + |c|2)]j ] (notation of inverse
point w.r.t. S2).
4. ‖PΨ(γ)‖2 = 2+‖γ‖
2
−2+‖γ‖2
5. R2Ψ(γ) =
4
−2+‖γ‖2
Proof. The proof of the five items is straightforward using the explicit formulas for Ψ(γ), A and
C given by equation (2) and knowing that PΨ(γ) = C
−1A′.
We will now give a lemma which will be crucial in the implementation of the algorithm. Let
γ ∈ SL2(C) and γ /∈ SU2(C) and let r be the ray through the center of ΣΨ(γ). Denote by M and
N , respectively, the intersection of r with ΣΨ(γ) and S
2. Denote the Euclidean distance from M
to N by ργ . Explicitly we have that ργ = 1 +RΨ(γ) − ‖PΨ(γ)‖. Our next result shows that ργ is a
strictly decreasing function of ‖γ‖. The proof of this result may be found in [14, proof of Lemma
3.7] , but for the convenience of the reader, we reproduce it here. Note that the Euclidean volume
of the intersection of the interior of ΣΨ(γ) with B3 is a function of ργ .
Lemma 3.4 [14] Let Γ be a discrete subgroup of PSL2(C) acting on B3. Then ργ is a strictly
decreasing function of ‖γ‖2 on Γ \ SU2(C).
Proof. Using Proposition 3.3, one obtains that ργ = 1−( ‖γ‖
2+2
‖γ‖2−2 )
1
2 +2(‖γ‖2−2)−12 . It is well known
that for any γ ∈ GL2(C), we have that 2 · |det(γ)| ≤ ‖γ‖2, and thus ‖γ‖2 ≥ 2 if γ ∈ SL2(C), with
equality if and only if γ ∈ SU2(C). Consider now the continuous function f : ]2,+∞[ −→ R given
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by f(x) = 1− (x2+2x2−2 )
1
2 + 2(x2 − 2)−12 . Then f ′(x) = −2x(x2 − 2)−3/2(x2 + 2)−1/2[−2 +√x2 + 2],
which shows that f is a strictly decreasing function. From this the result follows.
We now come to our algorithm to compute a Dirichlet fundamental polyhedron for a discrete
subgroup Γ of Iso+(H3) which is of finite covolume. Recall that a group Γ is of finite covolume if the
volume of its fundamental domain is finite. More information on hyperbolic volumes may be found
in [33, Chapter 3]. We describe this algorithm first under the assumption that the stabilizer Ψ(Γ)0
of the point 0 in B3 is trivial. In the next section we avoid this assumption and explain how to
change the algorithm slightly depending on Γ being the unit group of an order in a division algebra
or a matrix algebra. Because of the concrete formulas obtained in Proposition 3.3 we compute a
fundamental domain in B3. Using the map η0 one can then convert this to a fundamental domain
in H3 which is more suitable for visualization. For γ ∈ SL2(C), define B(γ) to be the intersection
of the Euclidean ball BRΨ(γ)(PΨ(γ)) with the closed unit ball B3 (so this full closed ball determined
by the sphere ΣΨ(γ)). Let f : Γ → C be the map defined by f(γ) = ‖γ‖2. Then we order the
elements of Im(f) in a strictly increasing sequence ri for i ≥ 1. Note that this is possible because
of the discreteness of Γ. For n ≥ 1, we define the sets Fn recursively in the following way:
F1 =
⋃
γ∈Γ
{B(γ) | and ‖γ‖2 = r1 and γ 6= 1}
and for every n ≥ 1 define
Fn =
rn−1⋃
i=r1
Fi ∪
⋃
γ∈Γ
{B(γ) | ‖γ‖2 = rn and B(γ) 6⊆ ∪rn−1i=r1Fi}.
Note that later in all the examples we consider, the sequence ri with i ≥ 1 may be taken inside the
set of natural numbers. Using these definitions, the following proposition describes the Dirichlet
Algorithm of Finite Covolume (DAFC). Note that we state the algorithm here under the condition
that the stabilizer of 0 in the ball model, Ψ(Γ)0 is trivial. However in the beginning of the next
section we explain how one may adapt this algorithm to cases with non trivial stabilizer.
Proposition 3.5 (DAFC) Let Γ ⊆ PSL2(C) be a discrete group of finite covolume and with Ψ(Γ)0
trivial. Then the following algorithm computes in a finite number of steps in H3 the Dirichlet
fundamental polyhedron with centre j associated to a subgroup of finite index of Γ.
Step 1: Compute F1, F2, . . . in this given order.
Step 2: Set N the minimum such that ∂B3 ⊆ FN .
Step 3: F = B3 \ FN is a fundamental polyhedron in B3.
Step 4: Use η−10 to obtain in H3 the fundamental polyhedron
⋂
γ∈LDγ−1(j), where L = {γ ∈ Γ |
B(γ) ∈ FN} (a finite set). The intersection is non-redundant.
Moreover, 〈γ | γ ∈ L〉 is a subgroup of finite index in Γ.
Proof. We claim that for every n ∈ N, the set {B(γ) | ‖γ‖2 = n} is finite. Indeed if ‖γ1‖ = ‖γ2‖
then, by Proposition 3.3, ‖P ∗Ψ(γ1)‖ = ‖P ∗Ψ(γ2)‖ and hence also ‖Ψ(γ−11 )(0)‖ = ‖Ψ(γ−12 )(0)‖. Since
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Γ is discrete and the ball B‖Ψ(γ−11 )(0)‖(0) in B
3 is compact, the claim follows. So the sets Fi for
i ≥ 1 are also finite and thus they are computable in a finite number of steps. Since Γ is of finite
covolume, results of Greenberg, Garland and Raghunathan (see [10, Theorem II.2.7]) imply that
the Dirichlet fundamental domain of Γ has finitely many sides and thus the DAFC stops in a finite
number of steps. Define the set L = {γ ∈ Γ | B(γ) ∈ FN}. Then the fundamental domain F given
by the DAFC is the finite intersection
⋂
γ∈LDγ−1(j). Lemma 3.4 guarantees that this intersection
is non-redundant. This finishes the proof of the algorithm.
Clearly, by definition, the Dirichlet fundamental domain with centre j is given by the intersec-
tions of the sets Dγ(j) = {u ∈ H3 | ρ(j, u) ≤ ρ(u, γ(j))} for finitely many γ ∈ Γ. It is well known
(see [33, Theorem 6.7.4]) that those finitely many γ are exactly the side pairing transformations
and hence generate the group Γ. So the set of γ ∈ Γ such that B(γ) ∈ FN is a generating set for a
subgroup of finite index in Γ.
Note that the fundamental domain computed by the DAFC is not necessarily the fundamental
domain of the complete group Γ. In fact the algorithm stops as soon as it has found a fundamental
domain of finite volume. By the Poincare´ Method, this just guarantees that we are dealing with
a fundamental domain of a subgroup of finite index in Γ. However, this is sufficient for the main
purpose of this paper: obtaining finitely many generators for a subgroup of finite index in U(ZG).
Nevertheless, the next proposition also gives a finite algorithm to compute a fundamental domain
of the complete group Γ.
Proposition 3.6 (Refined DAFC) Suppose F = η−10 (B3 \ FN ) is the fundamental domain in
H3 given by the DAFC. Then the following finite algorithm gives a fundamental domain of the
complete group Γ.
Step 1: Compute the finite number of vertices Vi of F .
Step 2: Compute k = cosh−1( rN2 ), r = max{{k2} ∪ {ρ(j, Vi) | Vi vertex of F}} and N˜ = 2cosh(2r).
Step 3: F˜ = η−10 (B3 \ FN˜ ) is a fundamental domain for Γ.
Moreover, Γ = 〈γ | B(γ) ⊆ FN˜ 〉.
Proof. A simple computation shows that k = max{ρ(γ(j), j) | ‖γ‖2 ≤ rN}. As in the proof of
Proposition 3.1 in [8], one shows that F˜ is a fundamental domain of the group Γ.
Note that for our application to the unit group of integral group rings, the groups we are working
with will be discrete subgroups of unit groups of orders in quaternion division algebras or some
discrete subgroups of SL2(C). The DAFC cannot be directly applied to such groups, but only
to their projections in PSL2(C). More concretely, if one is interested in finding generators for a
discrete subgroup Γ of SL2(C), one may use the DAFC to get generators for the projection of Γ
in PSL2(C). The generators of Γ will then be the pre images in SL2(C) of the discovered units
together with the (finite) kernel of the action of Γ on H3. If, on the other hand, Γ is the discrete
group SL1(H(a, b, oK)) determined by a (division) quaternion algebra H(a, b,K), then one has to
proceed as explained in section 2: first one has to embed SL1(H(a, b, oK)) in SL2(C) and then
consider its image in PSL2(C). To get a set of generators, one has to add the kernel of the action
(i.e. I(a, b,K)) to the pre images of the set of generators given by the DAFC.
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As will be shown in several applications, often Dirichlet fundamental polyhedra of discrete
groups contain symmetries. These can be used to shorten the DAFC and to list the generators
of the discrete group in a more compact manner (see the next section for details). The following
proposition of [14] that describes some isomorphisms and some involutions of PSL2(C) will be useful
to describe some symmetries for the applications under consideration.
Proposition 3.7 [14] Let γ =
(
a b
c d
)
∈ SL2(C)\SU2(C) with |a|2+|c|2 6= 1 (so Σγ is a Euclidean
sphere by Proposition 3.2). Denote by σ the conjugation by the matrix
(√
i 0
0
√−i
)
, by δ the
conjugation by the matrix
(
0 −1
1 0
)
. Let τ(γ) = γ denote complex conjugation of the entries of γ
and define φ = σ2 ◦ δ ◦ τ . Then in H3
1. Pφ(γ) is the reflection of Pγ in S
2,
2. τ induces a reflection in the plane spanned by 1 and j, i.e. Pτ(γ) = Pγ and Rτ(γ) = Rγ and
3. σ2 induces a reflection in the origin, i.e. Pσ2(γ) = −Pγ and Rσ2(γ) = Rγ .
4. σ restricted to ∂H3 = {z ∈ C} induces a rotation of ninety degrees around the point of origin,
i.e. Pσ(γ) = iPγ and Rσ(γ) = Rγ .
Proof. To prove the first item, first note that PΨ(φ(γ)) = pi(PΨ(γ)), where pi is the reflection in
the plane {(x, y, z) ∈ R3 | z = 0}. Since η0 : H3 → B3 is equivariant, it follows that Pφ(γ) is the
reflection of Pγ in S
2, but the radius is not necessarily maintained. The next three items follow
from mere calculations.
Remark 3.8 In H2, φ is a reflection in S1, τ is a reflection in the imaginary axis and σ2 has the
same action on Pγ as τ does, for every γ ∈ SL2(C).
Finally the following result of [14] will be useful when implementing the algorithm for a given
group. Note that it gives an easily verifiable criteria for cocompactness. Its proof follows easily
from Proposition 3.3.
Lemma 3.9 [14] Let γ =
(
a b
c d
)
∈ SL2(C) and γ /∈ SU2(C). Then
1. 0 /∈ ΣΨ(γ).
2. j ∈ ΣΨ(γ) if and only if |a|2 + |c|2 = 1.
3. j ∈ Interior(ΣΨ(γ)) if and only if |a|2 + |c|2 < 1.
4. −j ∈ ΣΨ(γ) if and only if |b|2 + |d|2 = 1.
5. −j ∈ Interior(ΣΨ(γ)) if and only if |b|2 + |d|2 < 1.
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Note that all the above lemmas and propositions may be established in the two dimensional
model. Let γ ∈ SL2(R). As a Mo¨bius transformation, γ acts on H2 and η0 given by the matrix(
1 −i
−i 1
)
gives an isometry between the two models. Proceeding as in the 3-dimensional model,
we obtain explicit formulas for the bisectors. The role of j is played by i and, since we are in the
commutative setting, calculations are easier.
4 Applications
In this section we apply the DAFC to several examples. We divide this section in two subsections.
First we treat examples coming from division algebras and hence ameliorate [8]. In fact in [8], the
authors were only able to treat small examples, because of absence of concrete formulas. Then in
the second subsection we apply our method to matrix algebras and hence show that our method
does not require the condition of cocompactness, which was required in [8].
4.1 Division Algebras
All examples given are discrete and cocompact subgroups of Iso+(Bn), n = 2, 3. In fact we could
just apply the DAFC to the examples. However as these groups are cocompact, we get a sort of
”starting point”, which will make the implementation much easier. To simplify notations, we will
from now on omit the notation Γ and denote by Γ as well the group Γ as its embedding in SL2(C).
One encounters two situations.
Case I: Ψ(Γ)0 is trivial. In this case we may just apply the DAFC such as it is stated in
Proposition 3.5 (respectively 3.6). However Lemma 3.9 and the fact that the group is cocompact
gives us a way of finding a ”special” bisector with which we may start. In fact as the group is
cocompact, there has to exist γ0 ∈ Γ whose bisector ΣΨ(γ0) separates j and the origin 0. Because
of Lemma 3.9 γ0 =
(
a b
c d
)
with |a|2 + |c|2 < 1. Thus we may look for such a γ0 with smallest
norm and set V = Exterior(ΣΨ(γ0)) ∩ ∂B3. Then the DAFC stops when V ⊆ FN , for some N ∈ N.
As stated before this is absolutely not necessary for the DAFC to run. However if one considers
the situation in the upper half space model, instead of the ball model, one notices that, because of
cocompactness, there has to exist one bisector separating the points j and∞. In fact the upper half
space model being not as symmetric as the ball model, this special bisector represents some kind
of ”upper dome” (see Figures 1(b), 2(b) or 3(b) for example) which guarantees the fundamental
domain to be compact.
Case II:Ψ(Γ)0 is non-trivial. In this case we first determine a fundamental domain F0 of Ψ(Γ)0,
a polyhedron with the origin on its boundary. In all the applications we consider, the stabilizer
Ψ(Γ)0 is a small group and hence F0 is relatively easy to determine. As the fundamental domain is
given by the intersection of some construction, based on a Dirichlet fundamental domain, with F0,
we can modify the DAFC in such a way that it does not stop when the whole border of Bn is covered
by the different Fi for i ≥ 2, but earlier. In fact let V = ∂(F0) ∩ ∂Bn. Moreover the definition
of the Fi has to be adapted in such a way that one only considers B(γ) for γ ∈ Γ \ Ψ−1(Ψ(Γ)0),
and not in the whole group Γ. Then we will find a fundamental domain for a subgroup of finite
index of Γ, as well as a generating set for this subgroup, by letting the DAFC stop when V ⊆ FN ,
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for N ∈ N. As output we get 〈G0, γ1, · · · , γn〉 which has finite index in Γ and where G0 denotes a
generating set for Ψ(Γ)0 and γi for 1 ≤ i ≤ n are such that B(γi) ∈ FN .
Generators for Γ: Once obtained a fundamental domain F ′, say, of a subgroup of finite index
in Γ, one finds a fundamental domain for Γ by applying the refined DAFC of Proposition 3.6 and
hence also a set of generators.
We now have all the tools to implement the DAFC in a way that the reader can follow and
easily reproduce.
Our first example is a generalized quaternion division algebra H(a, b,K) with K = Q(√−d),
with d a positive square free integer. In this case, the unit group of any order of H(a, b,K) is a
cocompact Kleinian group (see [10, Theorem X.1.2]). In particular, we revisit the work of [8], we
consider Example 8 of chapter X of [10] (page 474), and one example in dimension 2.
To implement the DAFC, we find an additive basis for the ring of integers of K. This, together
with the fact that we only consider reduced norm one elements in the unit group, leads to a system
of Diophantine equations whose solution set is Γ. We get a sieve parameterizing the system by
the matrix norm of the elements. For small values of d the algorithm easily can be done by hand,
and for larger d, we made use of the software package Mathematica, to get a Dirichlet fundamental
domain and hence a set of generators (up to finite index) (cf. the homepage of the third author).
We first revisit [8]. In this case we get a particular nice system of Diophantine equations one of
which is to write a number as the sum of four squares.
Consider H(K) = H(−1,−1,K), with K = Q(√−d), with d a positive square free integer. We
will consider the cases d = 15 and d = 23. Suppose that d ≡ 3 mod 4. When d ≡ 7 mod 8 then
H(K) is a division algebra and thus Γ = SL1(H(−1, −1, oK)) = {x ∈ H(−1, −1, oK) : N(x) = 1},
acts discretely and cocompactly on H3. In all other cases H(K) is a matrix algebra and one may
show that in these cases Γ is never cocompact (see also Chapter VII of [10]).
We have that Ψ(Γ)0 = Ψ(Γj) and it is easily seen that Γj = 〈i, j〉 ∼= Q8, the quaternion group
of order 8 and that η−10 (F0) can be taken to be that part of the unit ball centered at the origin
whose projection on ∂H3 is the upper half of the unit circle, {z ∈ C | |z| ≤ 1, Im(z) ≥ 0}.
We have that oK = spanZ[1, w], where w =
1+
√−d
2 . Write u = u0 +u1i+u2j+u3k ∈ H(K) and
ut = xt + ytw. Define x = (x0, x1, x2, x3) and y = (y0, y1, y2, y3). So u is determined by the vector
(x, y). Furthermore, in this example we use the embedding u 7→ γu =
(
u0 + u1i u2 + u3i
−u2 + u3i u0 − u1i
)
as
used in [8].
The next lemma gives formulas to compute ‖γu‖ as well as the bisector associated to an element
γu. These concepts are necessary to implement the DAFC.
Lemma 4.1 Let u = u0 + u1i+ u2j + u3k ∈ H(K) and N(u) = ±1. Then{
‖x‖2 − (d+14 )‖y‖2 = ±1
2〈x|y〉+ ‖y‖2 = 0. (6)
Moreover, the following hold.
(i) ‖γu‖2 = 2N(u) + d‖y‖2 ∈ 2Z
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(ii) ‖PΨ(γ)‖2 = 2+2N(u)+d‖y‖
2
−2+2N(u)+d‖y‖2
(iii) R2Ψ(γ) =
4
−2+2N(u)+d‖y‖2 .
Proof. The first part of the statement follows by using the integral basis and the condition on the
reduced norm. The second part follows from Proposition 3.3.
By Lemma 4.1 item (i), the norm of γu only depends on ‖y‖2 and hence we may order the
different sets Fi appearing in the DAFC by ‖y‖2 instead of by the norm of γu. Also because of the
first two defining equations of Lemma 4.1, we may define the sequence rn used in the definition of
the sets Fn appearing in Proposition 3.5 as follows: for n ≥ 1, rn = 2n. So the definition of the
new sets F ′n will be as follows.
F ′1 =
⋃
γ∈Γ
{B(γ) | and ‖y‖2 = 2 and γ 6= 1} (7)
F ′n =
rn−1⋃
i=r1
F ′i ∪
⋃
γ∈Γ
{B(γ) | ‖y‖2 = 2n and B(γ) 6⊆ ∪rn−1i=r1F ′i}. (8)
Let J(x) = (x1,−x0,−x3, x2) and S(x) = (−x3, x2,−x1, x0) and J(y) is analogously defined.
Then J and S are skew orthogonal linear maps and 〈S, J〉 is isomorphic to Q8.
Lemma 4.2 Let u ∈ H(K), N(u) = ±1 and γ = γu =
(
u0 + u1i u2 + u3i
−u2 + u3i u0 − u1i
)
=
(
a b
c d
)
.
Then
1. |a|2 + |c|2 = N(u) + d2‖y‖2 + 〈J(x)|y〉 ·
√
d and |b|2 + |d|2 = N(u) + d2‖y‖2 − 〈J(x)|y〉 ·
√
d
2. ab+ cd = [〈−S(x)|y〉+ i〈SJ(x)|y〉] · √d
3. |ab+ cd|2 = (N(u) + d2‖y‖2)2 − d〈J(x)|y〉2 −N(u)
4. If N(u) = 1 then RΨ(γ) =
2
√
d
d‖y‖
5. If N(u) = 1 then PΨ(γ) =
2
√
d
d‖y‖2 · [〈S(x)|y〉 − 〈S(x)|J(y)〉i− 〈J(x)|y〉j ]
The formulas show that the centers of the bisectors in the ball model, up to a scalar in Z[
√
d],
belong to Z3 and in the upper half space model they belong to Z[i]. The group of symmetries
of a fundamental domain of Γ contains 〈σ, τ〉, where σ and τ are as defined in Proposition 3.7,
and 〈Γ, σ, τ〉 is a discrete group. Note that Proposition 3.7 also indicates another symmetry which
is inversion in S2 and which is denoted by φ. This symmetry also acts on the tessellation of H3
induced by Γ. However S2∩H3 is part of the boundary of the fundamental domain of Γj and hence
also part of the boundary of F . Hence in this case this symmetry is lost. In the next example we
will work with a group Γ having a trivial stabilizer Γj and hence the symmetry φ will show up.
With all this information we are ready to implement the DAFC. We do this for the cases d = 15
and d = 23. We analyse the case d = 15 in details. As stated above, Ψ(〈i, j〉) = Ψ(Γ)0 and η−10 (F0)
is as described above. We define V = ∂F0 ∩ ∂B3 and hence the DAFC looks for N minimal such
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that V ⊆ FN . Moreover by using the symmetries we can make the DAFC even faster. In the upper
half space model this may be seen in the following way: V ⊆ FN means in the upper half space
model that the ”base” of η−10 (F0) is covered by Euclidean spheres. Mathematically this means
that for every point P ∈ {z + rj ∈ H3 | r = 0, |z|2 ≤ 1 and Im(z) ≥ 0}, there exists γ ∈ Γ such
that P ∈ η−10 (B(γ)). We compute the sets F ′n for n ≥ 1. However because of the symmetries
we do not need to ”cover” the whole ”base” of η−10 (F0), but only one quarter (as shown in figure
1(a)). In fact, by Proposition 3.7, if we denote the set of spheres shown in Figure 1(a) by X15, then
X15 ∪ σ(X15) ∪ τσ2(X15 ∪ σ(X15)) ”covers” the whole η−10 (F0) ∩ ∂H3. Hence as a supplementary
condition in the definition of F ′n we set that B(γ)∩ (η−10 (F0)∩ ∂H3) 6= ∅. At N = 4, the algorithm
stops. Moreover including all the conditions we obtain 5 different B(γ) in F ′1, no B(γ) in F ′2 nor
in F ′3 and finally 4 more B(γ) in F ′4. These give us the 9 different bisectors shown in Figure
1(a). Thus the set S15 = Ψ
−1(Ψ(Γ)0) ∪ {g(γ) | g ∈ 〈σ, τ〉, η−10 (B(γ)) ∈ X15} gives a generating
set for a subgroup of finite index in Γ. We may also apply the refined DAFC. Therefore we first
compute max{ρ(j, Vi) | Vi vertex of F} which gives us ∼ 3.33. We also compute k. By Proposition
3.6, the definition of k is based on the maximal value ‖γ‖2 takes. In this case the maximal value
is N = 4, which gives a maximal value rN = 8, which gives the maximal value for ‖y‖2. By
Lemma 4.1 we get a maximal value ‖γ‖2 = 2 + 15 · 8 = 122. This gives k = cosh−1( 1222 ) =∼ 4.8.
Thus r = max{{k2} ∪ {ρ(j, Vi) | Vi vertex of F} =∼ 3.33 and N˜ = 2cosh(2 · r) =∼ 780.6. As
2 + 15 · 52 = 782, we have to compute F ′n for 5 ≤ n ≤ 522 = 26. However we find that all F ′n, for
5 ≤ n ≤ 26, are empty and hence S15 is a generating set for the whole group. All this and the case
d = 23 is summed up in the following theorem.
Note that in the next theorem Ψ−1(Ψ(Γ)0) = 〈i, j〉.
Theorem 4.3 Let Γ = SL1(H(−1, −1,Z[ 1+
√−d
2 ])) and let Yd be a finite set of units γ such that
B(γ) ∈ FN and let Sd = Ψ−1(Ψ(Γ)0) ∪ {g(γ) | g ∈ 〈σ, τ〉, γ ∈ Yd}.
1. If d = 15 then Γ = 〈Sd〉, where
Y15 = {2 + (−1 + ω)i+ 2j + ωk, 2 + 2i+ (1− ω)j + ωk,−2 + (−2 + ω)i+ (1 + ω)j
−2 + (−1 + ω)i+ ωj − 2k, (−2 + ω) + (1 + ω)i+ 2j,
(−4 + 2ω) + 2i+ 3j + (−2− 2ω)k, (−4 + 2ω) + 3i+ 2j + (−2− 2ω)k,
(−4 + 2ω) + 3i− 2j + (−2− 2ω)k, (−4 + 2ω) + (2 + 2ω)i+ 3j − 2k} .
2. If d = 23 then 〈Sd〉 has finite index in Γ, where
Y23 = {(−3 + ω) + (2 + ω)i, (−2 + ω)− 2i+ (1 + ω)j − 2k,
(−3 + ω)− (2 + ω)k,−2− 2i+ (−2 + ω)j − (1 + ω)k,−2 + (−2 + ω)i+ (1 + ω)j − 2k,
−4 + 2i− 2j + (1− 2ω)k,−4 + (−1 + 2ω)i+ 2j + 2k, (−4 + 2)− 2i+ (1 + ω)j − (4 + ω)k,
(−5 + ω) + (2− ω)i− 2j − (2 + 2ω)k, (−4 + 2ω) + (1 + ω)i+ 2j − (4 + ω)k,
(−4− ω) + (1 + ω)i− 2j + (4− 2ω)k, (−5 + ω) + 2i+ (−2 + ω)j − (2 + 2ω)k,
(−4− ω) + (−4 + 2ω)i+ (1 + ω)j + 2k, (−5 + ω) + (2 + 2ω)k + (2− ω)j + 2k,
−6− 3i+ (−2 + 2ω)j − 2ωk,−5 + (2 + 2ω)i+ 2j + (4− 2ω)k,−6 + 2ωi+ 3j + (2− 2ω)k,
−5− 2i+ (−4 + 2ω)j − (2 + 2ω)k,−5 + (−4 + 2ω)i+ (2 + 2ω)j − 2k,
−6 + 2ωi− 3j + (2− 2ω)k} .
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Part (a) of the figures below shows the projection on ∂H3 of the bisectors of the elements in Yd
and part (b) shows the fundamental domain of the subgroup 〈Sd〉.
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(a) Projection of bisectors in Y15. (b) Fundamental domain of 〈S15〉.
Figure 1:
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(a) Projection of bisectors in Y23. (b) Fundamental domain of 〈S23〉.
Figure 2:
Remark 4.4 In the context of a division algebra, Pell and Gauss units were constructed in [22, 23].
For some of these units γ, say, we have that Pγ = 0 and these are typically associated to hyperbolic
elements. Together, these units seem to generate a subgroup of finite index. If so, these can be used
as generic units in the group ring problem. Still in the same context, in [22] it was proved that
SL1(H(−1, −1, oK)) is a hyperbolic group for all positive d ≡ 7 (mod 8). This line of classification
was introduced and initiated in [21].
The next cases we treat are division algebras of the form H(a, b,Q(i′)), (i′ = √−1), with 0 <
a < b integers and Γ = SL1(H(a, b,Z[i′])). For a = 2 and b = 5, this can be found in [10, Section
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X], and it is commensurable with PO4(Z, q), where q(x, y, z, w) = −2x2 − 5y2 − 10z2 + w2.
Let u ∈ Γ and write u = u0 + u1i+ u2j + u3k, with ut ∈ Z[i′]. In this case γu =(
u0 + u1
√
a u2
√
b+ u3
√
ab
u2
√
b− u3
√
ab u0 − u1
√
a
)
, as stated in section 2. Let ut = xt + yti
′, x = (x0, x1, x2, x3),
y = (y0, y1, y2, y3), q(x) = x
2
0 − ax21 − bx22 + abx23 and let B(x, y) be the bilinear form associated to
q(x). The next lemma describes Γ as a subgroup of PSL2(C) in terms of a system of Diophantine
equations.
Lemma 4.5 Let u = u0 + u1i + u2j + u3k ∈ SL1(H(a, b,Z[i′])), and let γu and the vectors
(x0, x1, x2, x3) and (y0, y1, y2, y3) be as described above. Then{
q(x)− q(y) = 1
B(x, y) = 0
Moreover if we set x20 + ay
2
1 + by
2
2 + abx
2
3 = n ∈ N, we obtain the following system.
x20 + ay
2
1 + by
2
2 + abx
2
3 = n
y20 + ax
2
1 + bx
2
2 + aby
2
3 = n− 1
B(x, y) = 0
‖γu‖2 = 4n− 2
(9)
Proof. The first set of equations follows from the fact that the determinant of γu is 1, Γ being a
subgroup of PSL2(C). For the three first equations of the second set we replace x20 +ay21 +by22 +abx23
by n in the first set. The last equation is just mere calculation.
Here Γj = 1 and so we are in Case I. Taking a = 2, b = 5 and n = 2 in system (9), we find u
such that γu =
(
i′ − i′√2 0
0 i′ + i′
√
2
)
and thus |a|2 + |c|2 = 3 − 2√2 < 1 and hence the bisector
associated to this unit gives a starting point to run the DAFC (as explained in Case I). Moreover
Proposition 4.5 shows that the sequence rn of Proposition 3.5 may be taken as rn = 4n− 2. Using
Mathematica, we compute N = 102, which means that the units needed in a generating set all have
norm smaller than 4 · 102− 2. In this case the fundamental domain contains again the symmetries
given by the group 〈σ, τ〉 described in Proposition 3.7. Moreover the symmetry φ from Proposition
3.7 may also be taken into account. Indeed, as stated in the proof of Proposition 3.7, in B3 the map
Ψ(φ) is the reflection pi in the plane {(x, y, z) ∈ R3 | z = 0}. As Ψ(Γ)0 is trivial here, we have to
cover the whole ∂B3 (recall that if Ψ(Γ)0 is not trivial, we only have to cover the part ∂F0 ∩ ∂B3)
and hence the symmetry pi and thus also φ may be taken into account. Thus the group 〈σ, τ, φ〉 is
contained in the group of symmetries of Γ.
Theorem 4.6 In SL1(H(2, 5,Z[i′])), the subgroup S2,5(Z[i]) = 〈−1, g(γ) | g ∈ 〈σ2, τ, φ〉, γ ∈ Y 〉,
where Y is given below, has finite index.
Y = {i′ − i′i, 2i′ − i′j, 2− i′i− j, 2− 2i+ i′j, 3i′ + k, 3 + i′i− i′k, 2 + i′i− i′j − i′k,
4i′ − i′i− i′j + k, 3− 3i+ k, 2− 3i+ i′j + k, 3− i′i− 2j − k, 6− i′j − 2i′k,
2 + 4i′i− i′j − 2i′k, 6− 3j − k, 2− 4i′i− 3j − k, (1− 4i′) + (4 + 2i′)i+ (2 + 2i′)j + 2k,
(1 + 4i′) + (4− 2i′)i+ (−2− 2i′)j − 2k, 3− 7i+ 4i′j + k,
(8 + 3i′) + (−4 + 2i′)i+ (−2− 2i′)j + (1− 2i′)k} .
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Figures 3(a) and 3(b) show a part of the fundamental domain and the projection on ∂H3 of the
fundamental domain. The bisectors coming from the elements in Y are drawn in bold face.
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(a) Projection of the fundamental domain of S2,5(Z[i]). (b) Part of the fundamental domain of S2,5(Z[i]).
Figure 3:
We finish this section with an example of orders in division algebras over Q, i.e., with Fuchsian
groups. Consider a division algebra of the type H(a, b,Q) with a > 0, b > 0 integers (for example
with a = 2 and b = 5). We consider the following order H(a, b,Z). For u = x0 + x1i + x2j +
x3k ∈ H(a, b,Z) we have γu =
(
x0 + x1
√
a x2
√
b+ x3
√
ab
x2
√
b− x3
√
ab x0 − x1
√
a
)
. Letting x = (x0, x1, x2, x3),
q1(x) = x
2
0 − ax21 − bx22 + abx23 and q2(x) = x20 + ax21 + bx22 + abx23, we obtain the following lemma.
Lemma 4.7 {
q1(x) = 1
2q2(x) = ‖γ‖2
(10)
Moreover if q2(x0, 0, 0, x3) = n we obtain
x20 + abx
2
3 = n
ax21 + bx
2
2 = n− 1
‖γ‖2 = 4n− 2, n ∈ N
(11)
This lemma being similar to Lemma 4.5, we omit the proof. Taking a = 2, b = 5 we have that
n = 1 or n ≥ 9. Clearly the stabilizer of i, Γi, is trivial (note that as we are in dimension 2 the
role of j is played by i.) For n = 1 we find the identity matrix and for n = 9 we find an element
whose bisector Σ separates i and 0 in the ball model, which gives a starting point for the DAFC
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as described in Case I. The sequence rn needed for the DAFC is defined here by rn = 4n − 2 and
N = 46. Hence we obtain a set of generators for a subgroup of finite index containing units of norm
smaller than 4 · 46− 2. Figure 4 shows the resulting fundamental domain.
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Figure 4: Fundamental domain of S2,5(Z).
Theorem 4.8 The group S2,5(Z) = 〈−1, g(γ) | g ∈ 〈σ2, φ〉, γ ∈ Y }, where Y = {3 + 2i, 2 + 2i+ j+
k, 3 + 3i+ k, 6 + 3j + k}, is a subgroup of finite index of SL1(H(2, 5,Z)).
4.2 Matrix Algebras
In this section we consider groups Γ of finite covolume and with at least one ideal vertex (so Γ
is not cocompact). First we remind that a horosphere Σ of B3, based at a point P of S2, is the
intersection with B3 of a Euclidean sphere in B3 tangent to S2 in P . The interior of a horosphere
is called a horoball. Recall then that an ideal vertex of a convex polyhedron F in B3 is a point P
of F ∩ ∂B3 for which there is a closed horoball C of B3 based at P such that C meets just the sides
of F incident to P and such that ∂C ∩ F is compact. More details on this may be found in [33,
Chapter 6.4]. To describe how to implement the DAFC and obtain a fundamental domain we work
in B3 and suppose that j is an ideal vertex. Recall that S2 = ∂B3.
Case I: Ψ(Γ)0 is trivial. As in subsection 4.1, in this case again, we may just run the DAFC as
stated in Proposition 3.5 (respectively 3.6). However again because of visualisation in the upper
half space model, we are first looking for some ”starting point”. So find a γ =
(
a b
c d
)
∈ Γ, with
|a|2 + |c|2 = 1. By Lemma 3.9, these are exactly the units associated to bisectors that contain the
point j (note that since Ψ(Γ)0 is trivial we have that γ 6∈ SU2(C)). Since Γ has finite covolume, a
finite number of them, those with smallest matrix norm, γ1, · · · , γm say, can be chosen such that
there exists a neighbour Vj of j in S
2 such that (Vj \ j) ⊆
⋃
1≤k≤m
Interior(ΣΨ(γk)). To know the
value of m one just has to know the link of j. Recall that the link of the ideal vertex j is defined
to be the set Σj ∩ F , where Σj is a horosphere based at j that meets just the sides of F incident
with j. Set
V = (S2 \ {j}) ∩
⋂
1≤k≤m
Exterior(ΣΨ(γk)).
Since Γ is of finite covolume, we may use the DAFC to find N ∈ N such that V is contained in FN .
The output is 〈γ1, · · · γn〉, a subgroup of finite index in Γ, where {γm+1. · · · γn} is the set of all γi
such that B(γi) ∈ FN .
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Case II: Ψ(Γ)0 non-trivial. In this case, proceed as in Case I with
V = (∂F0) ∩ (S2 \ {j})
⋂
1≤k≤m
Exterior(ΣΨ(γk)),
where F0 is a fundamental domain of Ψ(Γ)0. Then 〈G0, γ1, · · · γn〉 is of finite index in Γ, where G0
is a generating set of Ψ(Γ)0.
The examples we give here are the Bianchi Groups, i.e. the groups PSL2(Od) with Od the ring
of integers in Q(
√−d) and d > 0, (see [10, 11]), for which a Ford Fundamental region is given in
[10, Theorem VII.3.4]. Recall that a Ford fundamental region is defined in the following way. Let
Γ be a group acting discontinuously on H3, such that no non-trivial element of Γ fixes the point
∞ ∈ ∂H3. Recall that ISOγ denotes the isometric sphere associated to any non-trivial γ ∈ Γ and
denote the exterior of ISOγ by Hγ . Then it may be shown that
⋂
γ∈Γ,γ 6=1Hγ is a fundamental region
(i.e. a fundamental domain which is not necessary connected). This is called the Ford fundamental
region. We are not going into further details on this topic, but the interested reader we refer to
[6, Chapter 9.5]. Here we describe a Dirichlet fundamental polyhedron for all d. Note that the
Bianchi groups can also be handled as groups commensurable with the unit group of an order in
the split quaternion algebra H(K), K = Q(√−d) and d ≡ 1, 2 mod 4 or d ≡ 3 mod 4 and H(K)
not a division ring. All this can be handled as in the previous section (the division assumption in
the previous section was only used to guarantee that the groups were cocompact and hence of finite
covolume, see [10, Theorem X.1.2]).
Let γ =
(
a b
c d
)
∈ Γ = PSL2(Od). Let ω =
√−d if d ≡ 1, 2 mod 4 and ω = 1+
√−d
2 if
d ≡ 3 mod 4. Od is defined as Z[ω]. Note that Γ is not cocompact. This follows from [10, Theorem
VII.1.1] We have that Ψ−1(Ψ(Γ)0) = Γ∩SU2(C). Recall from section 3 that γ ∈ SU2(C) if and only
if ‖γ‖2 = 2. Thus in this case |a(γ)|2 + |b(γ)|2 + |c(γ)|2 + |d(γ)|2 = 2 and a(γ)d(γ)− b(γ)c(γ) = 1.
If d = 2 or d > 3, then for every element a ∈ Od, |a|2 > 1 except if a = ±1 or a = 0 and thus
the only element in Γ ∩ SU2(C) in those cases is γ0 =
(
0 −1
1 0
)
. So Ψ(Γ)0 = 〈Ψ(γ0)〉. However
if d = 1, one easily computes that Ψ(Γ)0 = 〈Ψ(γ1),Ψ(γ2)〉 ∼= C2 × C2, where γ1 =
(
i 0
0 −i
)
and
γ2 =
(
0 i
i 0
)
. If d = 3, Ψ(Γ)0 = 〈Ψ(γ1),Ψ(γ2)〉 ∼= S3, where γ1 =
(
ω 0
0 ω
)
and γ2 =
(
0 −1
1 0
)
.
Since Ψ(γ0) ∈ Ψ(Γ)0, for all d, we have that a fundamental domain F0 of Γ is a subset of {(x, y, z) ∈
B3 | z ≥ 0} in the ball model and in the upper half unit sphere in the upper half space model. Since
j is an ideal vertex of Γ, we have to find the elements γ such that j ∈ ΣΨ(γ), as it is explained in
Case I. By Lemma 3.9, this is the case if and only if |a|2 + |c|2 = 1. As |a| ≥ 1 for every 0 6= a ∈ Od,
one of a or c has to be 0. We may suppose that c(γ) = 0. Indeed if c(γ) 6= 0 then a(γ0γ) 6= 0, and
hence c(γ0γ) = 0. As ΣΨ(γ0γ) = ΣΨ(γ), we can hence suppose c(γ) to be 0. If c(γ) = 0, then γ
fixes the point ∞ ∈ ∂H3 and hence Ψ(γ) ∈ Ψ(Γ)j in B3. Denoting by Fj a fundamental domain of
Ψ(Γ)j acting on B3, we have that F ⊆ F0 ∩Fj ∩ {(x, y, z) ∈ B |z ≥ 0}. So, referring to Case II, we
may take {Ψ(γ1), · · · ,Ψ(γm)} ⊆ Ψ(Γ)j and V = (∂Fj) ∩ (∂F0) ∩ (S2 \ {j}).
Using η0 : H3 → B3 we transfer this information to H3. In this model Γ∞ = {
(
a b
0 d
)
| ad =
1, a, b, d ∈ Z[ω]}. Let Fˆ∞ be a fundamental domain of Γ∞ acting on C. Then, for all d, F∞ =
{z + rj ∈ H3 | z ∈ Fˆ∞} is a fundamental domain of Γ∞ in H3. The following lemma gives more
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details on F∞. As it is proved by easy computations we omit the proof.
Lemma 4.9 1. If 1 < d ≡ 1, 2 mod 4 then F∞ = {z + rj ∈ H3 | −12 ≤ Re(z) ≤ 12 , −
√
d
2 ≤
Im(z) ≤
√
d
2 }
2. If 3 < d ≡ 3 mod 4 then F∞ = {z+ rj ∈ H3 | − 12 ≤ Re(z) ≤ 12 , − 1+d4 ≤ Re(z) +
√
dIm(z) ≤
1+d
4 , − 1+d4 ≤ Re(z)−
√
dIm(z) ≤ 1+d4 }
3. If d = 3, then F∞ = {z + rj ∈ H3 | 0 ≤ Re(z) ≤ 12 , 0 ≤ Re(z) +
√
3Im(z) ≤ 1}.
4. If d = 1 then F∞ = {z + rj ∈ H3 | − 12 ≤ Re(z) ≤ 12 , 0 ≤ Im(z) ≤ 12}.
For d ≡ 1, 2 mod 4, Fˆ∞ is a rectangle with vertices ± 12 ±
√
d
2 i and for d ≡ 3 mod 4 it is a
hexagon with vertices ± (d+1)
√
d
4d i and ± 12 ± (d−1)
√
d
4d i. For d 6= 3, all vertices of this hexagon lie on
the circle centered at 0 with radius (d+1)
√
d
4d . Hence, for d ∈ {1, 2, 3, 7, 11}, F∞ ∩ ∂H3 is included in
the interior of S2 ∩ ∂H3 and hence ∞ is the only ideal vertex of Γ in Ĥ3, respectively j is the only
ideal vertex in B̂3.
We implemented the DAFC for some Bianchi groups for d ≡ 3 mod 4. Note that the imple-
mentation for Bianchi groups for d ≡ 1, 2 mod 4 is done in the same way, the only difference lies
in the definition of ω and F∞. So let Γ = PSL2(Z[ω]) where ω = 1+
√−d
2 for d ≡ 3 mod 4. The
following lemma describes the group Γ in terms of Diophantine equations.
Lemma 4.10 Let γ =
(
a b
c d
)
∈ Γ, a = x0 + y0ω, b = x1 + y1ω, c = x2 + y2ω, d = x3 + y3ω,
x = (x0, x1, x2, x3) ∈ Z4, y = (y0, y1, y2, y3) ∈ Z4, det(x) = x0x3 − x1x2, J(x) = (x3,−x2,−x1, x0)
and det(y) and J(y) are analogously defined as det(x) and J(x). Then
det(x)− (d+14 ) det(y) = 1
det(y) + 〈x|J(y)〉 = 0
‖γ‖2 = ‖x‖2 + (d+14 )‖y‖2 + 〈x|y〉 ∈ N.
(12)
Proof. If we compute the determinant of γ, we get that
det(x)− d− 1
4
det(y) +
1
2
〈x|J(y)〉+ (det(y) + 〈x|J(y)〉)
√−d
2
= 1.
Hence we have that
det(x)− d− 1
4
det(y) +
1
2
〈x|J(y)〉 = 1
and
det(y) + 〈x|J(y)〉 = 0.
Replacing 〈x|J(y)〉 by −det(y) in the first equation, we get the two first equations of the lemma.
The third equation comes from mere computations of ‖γ‖2.
If ‖γ‖2 = n ∈ N then max{|a|, |b|, |c|, |d|} ≤ √n and hence the equation ‖γ‖2 = n has a finite
number of solutions (x, y). Consequently, for each n ∈ N the system above has a finite number of
solutions (x, y) such that ‖γ‖2 = n. To implement the DAFC we choose the sequence rn = n, for
n ≥ 1, because ‖γ‖2 ∈ N. The next theorem gives the outcome of the DAFC for three examples.
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Theorem 4.11 For d ∈ {19, 23, 27}, the subgroup Γ(d) = 〈Ψ−1(Ψ(Γ)0), g(Yd) | g ∈ 〈σ2, τ〉〉, where
Yd is given below, is of finite index in PSL2(Z[ω]), where ω = 1+
√−d
2 .
Y19 =
{(
1 1
0 1
)
,
(
1 −ω
0 1
)
,
(
1− ω 2
2 ω
)}
,
Y23 =
{(
1 1
0 1
)
,
(
1 −ω
0 1
)
,
(−2 + ω 3
−1− ω −3
)
,
(−3 + ω 2 + ω
−2− ω −3 + ω
)}
,
Y27 =
{(
1 1
0 1
)
,
(
1 −ω
0 1
)
,
(
2 −ω
1− ω −3
)}
,
The pictures below show a fundamental domain, rotated over ninety degrees, of Γd and its
projection on ∂H3 for d ∈ {19, 23, 27}, respectively.
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5 Group Rings
Let G be a finite group. As an application of our algorithm given in Section 4 we are able to
find finitely many generators in U(ZG) that generate a subgroup of finite index in orders of simple
components of QG that are non-commutative division algebras, which are quaternion algebras over
Q or quadratic imaginary extensions of Q, as well as for 2-by-2 matrix algebras over Q or a quadratic
imaginary extension of Q. This together with the results mentioned in the introduction allow us
to describe finitely many generators for a subgroup of finite index in U(ZG) for many more groups
than previously known. For simplicity we state our result in the case G is nilpotent.
If all Wedderburn components of QG contain an order whose group of reduced norm one units
acts discretely on H3, then the finite group G is said to be of Kleinian type. This subject was treated
in [30] and the classification of these groups was completed in [19]. An interesting consequence of
this classification is that G is of Kleininan type if and only if U(ZG) is virtually a direct product
of free-by-free groups.
So suppose the finite group G is nilpotent. For a subset X of G we denote by X˜ the element
1
|X|
∑
x∈X x ∈ QG. If X is a subgroup then X˜ is an idempotent of QG. If, furthermore, X is
a normal subgroup then X˜ is a central idempotent of QG. In [17] the rational representations
of a finite nilpotent group G have been explicitly described by exhibiting a set of matrix units
of each simple component of QG. In particular, a precise description is given when a simple
component QGe (e a primitive central idempotent) is of exceptional type (this also follows from
[16] or [3]). These simple components are one of the following algebras: H(Q(ξ2m−1 + ξ−12m−1 , ξn))
with 1 6= n a positive odd integer such that 2 has odd order modulo n and an integer m ≥ 3,
M2(Q), M2(Q(
√−2)), M2(Q(i)), M2(Q(
√−3)) or M2(H(Q)). Let Ge denote the stabilizer of
e in G. Note that QGe is a simple component of QGG˜ ∼= Q(G/Ge). For each simple algebra
QGe, a description of G/Ge is given and, in case QGe is a matrix algebra, a complete set of
matrix units is also given (see also [16]). The exceptional simple components QGe of the type
H(Q(ξ2m−1 + ξ−12m−1 , ξn)) are determined by groups G/Ge of the type Q2m × Cn with 1 6= n a
positive integer such that 2 has odd order modulo n and an integer m ≥ 3. The exceptional
simple components of the type M2(H(Q)) are determined by some specific 2-groups of order at
most 64. The exceptional simple components QGe of the type M2(F ) are determined by groups
G/Ge of the following type: D8 the dihedral group of order 8, D
−
16 = 〈a, b | a8 = b2 = 1, ba = a3b〉
the semidihedral group of order 16, D+16 = 〈a, b | a8 = b2 = 1, ba = a5b〉 the modular group
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of order 16, D = 〈a, b, c | a2 = b2 = c4 = 1, ac = ca, bc = cb, ba = c2ab〉, D8 × C3, Q8 × C3,
D+ = 〈a, b, c | a4 = 1, b2 = 1, c4 = 1, ca = ac, cb = bc, ba = ca3b〉. In all of these cases, in [17], the
idempotent e has been explicitly described as well as an explicit set of matrix units E11, E22, E12, E21
is given. It is this set of units that we will use to describe the following congruence subgroup of
level m in QGe (with m a positive integer):
Γ2,N (mO) =
1 + ∑
1≤i,j≤2
(mO)Eij
 ∩ SL2(O) = (1 +M2(mO)) ∩ SL2(O).
With the DAFC algorithm one can calculate a finite set of generators for such a group. If one
chooses the integer m appropriately then 1 − e + Γ2,N (mO) ⊆ ZG. Generators of these groups
are the units that are used in part 3 of the following result. The units listed in part 4 are to deal
with orders determined by fixed point free groups. Because we exclude simple components that are
division algebras that are not totally definite quaternion algebras the only fixed non-commutative
point free epimorphic images of G that can occur are Q8 × Cn with the order of 2 modulo n even.
We then use the matrix idempotents (as part of a set of matrix units) determined in [17]. Because
of the results mentioned in the introduction, the units described in part 4 of the theorem generate
a subgroup of finite index in the reduced normed one units of the respective components. The
multiple m guarantees that they belong to ZG. So, all the above together with the results stated
in the introduction give us the following result.
Theorem 5.1 Let G be a nilpotent finite group of nilpotency class n. Assume that the rational
group algebra QG does not have simple components of the type H(Q(ξn, ξ2m−1 + ξ−12m−1)) with n an
odd integer so that the order of 2 mod n is odd and an integer m ≥ 3, or M2(H(Q)) (equivalently
G does not have epimorphic images of the type Q8 × Cn for such n nor some special 2-groups of
order at most 64.) Then the group generated by the following units is of finite index in U(ZG):
(i) b(n), with b a Bass cyclic unit in ZG,
(ii) the bicylic units in ZG,
(iii) generators for the groups Γ2,N (mO) (where for the respective congruence groups we use the
matrix units described in [17]) with N a normal subgroup of G so that
(a) O = Z, m = 8|N | and G/N = D8,
(b) O = Z[sqrt−2], m = 8|N | and G/N = D−16,
(c) O = Z[i], m = 8|N | and G/N = D+16,
(d) O = Z[i], m = 2|N | and G/N = D,
(e) O = Z[√−3], m = 24|N | and G/N = D8 × C3,
(f) O = Z[√−3], m = 24|N | and G/N = Q8 × C3,
(g) O = Z[i], m = 32|N | and G/N = D+,
(iv) ug,N = 1 + mE11gE22 and u
′
g,N = 1 + mE22gE11, with m = |N |2n, g ∈ G and N a normal
subgroup of G so that G/N = Q8 × Cn = 〈a, b, c | a4 = 1, a2 = b2, ba = a−1b, ca = ac, cb = bc〉
such that 2 has even order in U(Zn), where E11 = e 12 (1+xa+yab) and E22 = e 12 (1−xa−yab).
Moreover e = N˜ 12 (1−a2)
(
1− 1n (cˆ)
)
, where x = 12 (α+bαb
−1), y = b3 12 (α−bαb−1) ∈ Z〈cn/p〉,
and α =
∏m−1
k=0
(
1 + bc(n/p)2
k
)
and p is a prime divisor of n so that 2p ≡ −1 mod p.
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In [12] different units were used for (iv). In general, the result fails if one does not include the
units listed in (iii) (we refer the reader to [39, Section 25]).
The groups listed in Theorem 5.1(iii) (with for example |N | = 1) are of finite covolume (coarea)
but not cocompact and a set of generators can be calculated using the DAFC. However, for most of
them it gives a too large set of generators to be listed here. As a matter of example, we therefore
restrict ourselves to determine a set of generators for a subgroup of finite index for each of the
following groups: Γ2(8Z), Γ2(2Z[
√−2]) and Γ2(2Z[i]).
Let n0 ∈ N. In PSL2(Z) consider the discrete Fuchsian subgroup
Γ2(n0Z) = {γ =
(
1 + n0a n0b
n0c 1 + n0d
)
, a, b, c, d ∈ Z}
The following lemma defines the group Γ2(n0Z) in terms of a system of algebraic equations.
Lemma 5.2 Let γ ∈ Γ2(n0Z). Write γ = 1 +n0γˆ, where γˆ =
(
a b
c d
)
. If we set ‖γˆ‖2− 2 det(γˆ) =
n, then we get the following system of equations.
‖γˆ‖2 − 2 det(γˆ) = n
tr(γˆ) + n0 det(γˆ) = 0
‖γ‖2 = 2 + n20n, n ∈ N
(13)
Proof. The norm of γ is given by ‖γ‖2 = 2 + n20(‖γˆ‖2 + 2n0 tr(γˆ)). One easily computes that
det(γ) = 1 if and only if tr(γˆ)+n0 det(γˆ) = 0. Hence, it follows that ‖γ‖2 = 2+n20(‖γˆ‖2−2 det(γˆ)).
Set ‖γˆ‖2 − 2 det(γˆ) = n and the result follows.
Next, working in B2, we look for elements γ whose isometric circle passes through i. In this case,
these are exactly the elements stabilizing i. Thus, for such elements γ, we have that (1 + n0a)
2 +
n20c
2 = 1 and therefore γ =
(
1 n0b
0 1
)
. Hence, their defining bisectors, in H2, which are vertical
lines, are given by the equation Re(n0bz) +
n20b
2
2 = 0 or equivalently x +
n0b
2 = 0. The bisector
corresponding to such an element of smallest norm is the line x + n02 = 0. We use the DAFC to
cover the compact region [−n02 ≤ x ≤ n02 ], up to a finite number of points, which are precisely the
remaining ideal vertices of Γ. For n0 = 8, we get the compact region [−4, 4] which is covered using
solutions of the above system with n ≤ 2304. This is depicted in Figure 8. As this example gives a
lot of generators, we do not write them as matrices as usual, but under a more compact form (the
three columns give the entries a, b, c and d of the 19 generating matrices).
Theorem 5.3 Γ˜2(8Z) = 〈g(γ) | g ∈ 〈σ2, φ〉, γ ∈ X〉 < Γ2(8Z), where the transformations σ2 and φ
are given in Lemma 3.7 and where X is given by the table below, is of finite index in Γ2(8Z).
a b c d a b c d a b c d
0 0 1 0 -3 1 -9 3 8 -6 -11 8
-1 1 -1 1 5 -2 -8 3 13 -8 8 -5
2 -1 4 -2 -10 7 -3 2 8 -3 -22 8
-7 2 3 -1 6 -4 9 -6 16 -26 -10 16
-4 3 5 -4 11 -4 8 -3 21 -8 34 -13
7 -2 -4 1 -4 1 15 -4 -16 6 42 -16
-5 2 7 -3
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Figure 8: Fundamental domain of Γ˜2(8Z).
We now move on to the groups Γ2(2Z[
√−2]) and Γ2(2Z[i]). The defining system of Diophantine
equations to describe the groups (and to obtain generators for these groups) in the next theorem
are exactly the same as in Lemma 5.2, i.e.,

‖γˆ‖2 − 2 det(γˆ) = n
tr(γˆ) + n0 det(γˆ) = 0
‖γ‖2 = 2 + n20n, n ∈ N
(14)
only the entries of γˆ are now in Z[
√−d]. This is the case for any congruence subgroup which we
still have to deal with.
Theorem 5.4 1. The subgroup Γ˜2(2Z[
√−2]) = 〈−1, g(X1) | g ∈ 〈σ2 ◦ τ, φ〉〉 < Γ2(2Z[
√−2]),
where X1 is given below, is of finite index .
2. The subgroup Γ˜2(2Z[i]) = 〈−1, g(X2) | g ∈ 〈σ2 ◦ τ, φ〉〉 < Γ2(2Z[i]),where X2 is given below,
is of finite index .
X1 =
{(
1 −2
0 1
)
,
(
1 −2√−2
0 1
)
,
(−1 0
2 −1
)
,
( −1 0
−2√−2 −1
)
,
( −3 2√−2
−2√−2 −3
)
,(
1− 2√−2 2√−2
−2√−2 −1−√−2
)
,
(−1 + 2√−2 2
4 −1−√−2
)
,
(−1 + 2√−2 4
2 −1−√−2
)
,(−3 + 2√−2 4
4 −3− 2√−2
)
,
(−3− 2√−2 2√−2
−4√−2 −3 + 2√−2
)
,(−3− 2√−2 4√−2
−2√−2 −3 + 2√−2
)
,
(
5− 2√−2 4√−2
−4√−2 5 + 2√−2
)}
,
X2 =
{(
1 −2
0 1
)
,
(
1 −2i
0 1
)
,
(−1 0
−2i −1
)
,
(−1 0
2 −1
)
,
(−1 + 2i 2
2 −1− 2i
)
,
(−1− 2i 2i
−2i −1 + 2i
)}
.
A fundamental domain and its projection on ∂H3 is given below for the two groups above.
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