In another paper' one of the authors stated that he had arrived at limits, both inferior and superior, for the number of solutions of the equation CiXll + C2X2G2 + ... + C.X'a. + C$+, = 0 (1) in the x's where a's are integers such that0 < a < pn -1; s> 2 forc,,+I 0 and s > 2 for c5+ = 0, the c's being given element' of a finite field of order p, p prime, which will be designated by F(pn); and C, ... co, ... *XX8 0.
In another paper' one of the authors stated that he had arrived at limits, both inferior and superior, for the number of solutions of the equation CiXll + C2X2G2 + ... + C.X'a. + C$+, = 0 (1) in the x's where a's are integers such that0 < a < pn -1; s> 2 forc,,+I 0 and s > 2 for c5+ = 0, the c's being given element' of a finite field of order p, p prime, which will be designated by F(pn); and C, ... co, ... *XX8 0. (2) As a consequence of this result, one can obtain THEOREM I. The equation (1) with the restriction (2) always has at least k solutions in the x's for k any given positive integer provded pI' exceeds a certain limit.
In this paper we shall give two quite different approaches to establish this theorem. The first is closely related to the one previously mentioned and the other argument, although subject to the limitation s > 2 when c.,+, $ 0, is far simpler and is based on a methodla which was introduced by one of the authors in the study of generalized Gaussian sums over a finite field.
The limit given here can be sharpened, and the proof of this will be published later.
Elsewhere2 it wasshown that the exact number of solutions of (1) (12) and (15) of the paper just mentioned and all of these contain positive terms only.
We may adapt this method, however, to finding limits from the number of solutions of (1) by first finding limits for the number of solutions of (3) and then employing (5), (12) and (15) (5) If i, ijI denotes the number of solutions of (3) then we note that
[Kij] = {i,j + ei, (6) where e = ind (-1), with x = 0indx* We have
The use of (8) with (6) of this paper and (5), (12) and (15) ofthe former paper yield superior and inferior limits for the number of solutions of (1), and we obtain a proof of Theorem I.
For the second proof of Theorem I (except for s = 2 with c8+1 $ 0) we proceed as follows:
Any element a of F(pn) may be written uniquely in the form, if 0 is a primitive root in F(p%), where N is the number of solutions of (1), and now we count all the solutions under the restriction (2) . (In connection with (5) we did not do this exactly, that is, all the solutions of (5) Then the left-hand member of (16) 
p's
We may now apply Theorem I to congruences with respect to an ideal prime modulus in any commutative ring R with a unity element. We may consider the congruence aixiaj + a2x2a2 + ... + axs4' + a,,+I 0 (mod P), (19) where now the a's are fixed elements in R, that is, we may fix the a's and a's and consider the above congruence for various values of p. This is a bit different from the situation in Theorem I where the domain of the coefficients changes with each p. But if the number of incongruent residues (norm) May 1, 1948 It has long been recognized that the theorems of group theory display a certain duality. The concept of a lattice gives a partial expression for this duality, in that some of the theorems about groups which can be formulated in terms of the lattice of subgroups of a group display tOe customary lattice duality between meet (intersection) and join (union). The duality is not always present, in the sense that the lattice dual of a true theorem on groups need not be true; for example, a Jordan Holder theorem holds for certain ascending well-ordered infinite composition series, but not for the corresponding descending series.' Moreover, there are other striking group theoretic situations where a duality is present, but is not readily expressible in lattice-theoretic terms.
As an example, consider the direct product D = G X H of two groups
