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Abstract 
Krinik, A., Taylor series solution of the M/M/l queueing system, Journal of Computational and Applied 
Mathematics 44 (1992) 371-380. 
A Taylor series method for determining the transient probabilities of the classical single server queueing 
system is presented. The method is direct, practical and avoids Bessel function theory, Laplace transform 
theory and complex analysis. The resulting Taylor series are proved to converge for all time under arbitrary 
initial conditions. A method to obtain explicit Taylor series representations is demonstrated. 
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1. Introduction 
Suppose the random process X(t) represents the number of customers in the M/M/l 
queueing system at time t. The probability of having II customers in the queueing system at 
time t is denoted by P,(t), n = 0, 1, 2,. . . , and is called the transient probability function. In the 
classical single server queueing system, P,(t), n = 0, 1, 2,. . . , is known to satisfy the following 
system of differential equations (cf. [8--10,141): 
p;(t) = luPl@> - A&#), 
P,‘(t) =pPn+l(t) - (A +p)P,(t) +AP,_,(t), for II = 1, 2, 3,..., (1) 
where A and ,u are positive constants. The investigation of the classical M/M/l queueing 
system was pioneered by Erlang in a series of papers from 1909 to 1920 [4]. The first 
time-dependent solutions of system (1) appeared in the 1950s: see [3,5,6,11]. These solution 
techniques demand some familiarity with Bessel functions, Laplace transform theory, complex 
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analysis or combinatorics. Today there is continuing interest to develop new insights and 
methods to better understand transient behavior in the classical single server queueing system 
(see [1,2,8,12]). In the spirit of this tradition, a Taylor series method of determining the 
transient probabilities for M/M/l is presented in Section 2. The solution method is direct, 
practical and avoids Bessel function theory, Laplace transform theory and complex analysis. 
Convergence of the Taylor series is proved using elementary combinatorics and calculus 
arguments in Section 3. Section 4 is devoted to demonstrating a generating-function approach 
to obtain the explicit Taylor series. 
2. Taylor series solution of M/M / 1 
For simplicity, assume P,(O) = 1 and PJO) = 0 for n = 1, 2, 3,. . . , as the initial conditions of 
system (1). This corresponds to knowing that the queueing system has no customers present 
when time begins. We consider t E R although (1) is usually restricted to t > 0. From (11, P’(t) 
are noted to be differentiable functions for y1 = 0, 1, 2,. . . and t E R. In fact these functions 
P,(t) have derivatives of any order. For example, from (11, P:(t) exists since f’;(t) and P,$t) 
exist, and P;‘(t) exists since Pi< t), P;(t) and P;(t) exist. This argument continues inductively 
using (1). This observation suggests a Taylor series expansion for P,(t), n = 0, 1, 2,. . . . The 
expansion for P,(t) is developed first. Suppressing the argument in t in (11 gives 
P; = pP, -hP,. 
Differentiating this equation and using (11 again gives 
P;=pP;-AP;=/_L[pPP2- (A +p)P1 +AP,] -hP6 
or 
P; = p2P2 - ,u(A + p)P, + PAP,, - AP;. 
Differentiation and substitution using (1) yields 
P; = p2P; - p(A + p)P; + /LAP; - AP6, 
= p2[ pP3 - (A + /4P2 + AP,] - /J(A + 4[ 02 - (A + id4 + WI] 
or 
P; = /.L’P~ - 2p2(A + p)P2 + (p2A + p(A + p)‘)P, - pA(A + .)P,, + /LAP; - AP;. 
Continuing in this manner, the following linear combination is obtained: 
PA”‘= C,,,P, + c,-l,nPn-l + . . . +C,,,P, + AC,,,_,P, + AC, n_2P; + . . . .’ 
+ AC, lPg-2) - AP$-l), (2) 
for y1 = 1, 2, 3,. . . , where C,,, is the coefficient of Pm, m = 1, 2, 3,. . . , II, in the expansion (2) 
of PA”) and the superscript on Pik) refers to the kth-order derivative. The coefficients are seen 
to be generated using the following recursion: 
C m,n =G+1,n-1 - (A + ~)Cm,n-I +I-G-I,,-I> 
for m = 1, 2, 3,. . . and n = 2, 3, 4,. . . , (3) 
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assuming C,,, = p and the conventions that C,,, = 0 for all IZ = 1, 2, 3,. . . and C,,, = 0 if 
m > 12. For illustration, (2) is now evaluated when t = 0 for n = 1, 2, 3. Making use of the initial 
conditions of system (1) gives 
P,(O) = 1, Pi(O) = -A, Pi(O) = /JA + AZ, P;(o) = -3#uP - /.?A - h3. 
(4) 
Thus (2) is a recursion that generates P, cn) from already known Pik)(0), k < II. In this way, if 
P,J t) has a convergent Taylor series about 0, then the expansion C~=,P6”‘(0)t “/n! can be 
determined recursively. For the explicit Taylor series of P,(t), see Theorem 8. Once P,(t) is 
known, the Taylor series for P,(t), P,(t), P&t), etc. may be determined by substituting back 
into (1). Thus Maclaurin series are obtained for P,(t) for II = 0, 1, 2, 3,. . . . 
3. Convergence of Taylor series solution 
To establish the convergence of the Taylor series solution of system (1) discussed in Section 
2, we consider a single server queueing system dual to (1) where the roles of A and p are 
reversed. That is, consider the following system of equations: 
F;(t) = AP,(t) -p&(t), 
P;(t) =AFa+,(t) - (A +p)PJt) +pP_l(t), for II =l, 2,3,... . 
(5) 
Assume, as before, that p,,(O) = 1 and p,(O) = 0 for II = 1, 2, 3,. . . . Replacing IZ by m in (5) 
gives 
F;(t) = hP,+,(t) - (A + p)P,(t) + pFm_l(t), for m = 1, 2, 3,. . . . 
Differentiating this equation on each side IZ - 2 times yields 
l+“(t) =AFzJ,2)(t) -(A +cL)F;-~)(~) +pp,$‘_-F)(t), m 
for rn=l,2 ,..., n=2,3 ,... . 
Also from (5), 
(6) 
p;(t) = A&(t) - ,u&(t). 
Differentiating both sides of this equation n - 2 times gives 
&‘-l)(t) =AFinp2)(t) -p&n-2)(t), for it =2, 3, 4,... . (7) 
Noting the similarity between systems (3) and (6) the following theorem becomes reasonable. 
Theorem 1. 
c m,n = p~~_-I”(0) - AF$-l’(O), for m = 1, 2, 3,. . . and n = 1, 2, 3, 4,. . . . 
Proof. Let 
D m,n = pF&ll)(0) - Add-') for m = 1, 2, 3,. . . and y1 = 1, 2, 3, 4,. . . . 
It is enough to show that D,,, satisfies the same defining equations and conventions (3) as C,,, 
for m = 1, 2, 3,. . . and IZ = 1, 2, 3, 4,. . . . Verify this by considering two cases. However, first 
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note that D, 1 = ppo(0) - API(O) = p = C,,, and D,,I = 0 = C,,, if m > 1 by the initial condi- 
tions of (5) and the conventions of (3). 
Case 1. m = 2, 3, 4,. . . and n = 2, 3, 4,. . . : 
D m,n = pF~_-llyo) - APjy’(0) 
= p[ Afp’(0) - (A + p)P~_-y(o) + g-$_-;)(o)] 
- A[ AFc;F)(O) - (A + ~)@~)(0) + ,_LF~I,~)(o)], by (6) with t=O, 
= A[ pFf”‘(O) - AFz+-f’(O)] - (A + /L)[ p&‘_-;)(O) - Apz-2’(0)] 
+ /_L[ ,u~~_-,2’(0) - Aj,$_-;‘(O)], by regrouping, 
=AD,+l,Pl - (A + P)Q?z,,-1 +PQ?-l,n-l~ by definition. 
This is the same as (3) for m = 2, 3, 4,. . . and y1 = 2, 3, 4,. . . . 
Case 2. m = 1 and n = 2, 3, 4,. . . : 
D l,n = /L+~)(O) -A@-“(O) 
= p[ A@-2’(0) - ,uLpO -‘“-2’(O)] - A[ A&‘-2’(O) - (A +/L)@-“)(O) +/J&-‘)(O)], 
by (6) and (7) setting t = 0, 
= A[ /_L@-~)(O) - AF$n-2,(o)] - (A + p)[ /_L@--~(O) - AP1’“-2’(0)], 
by regrouping, 
=AD,,n-1 - (A + p)D,,,_,, by definition. 
This equation coincides with (3) for m = 1 and y1 = 2, 3, 4,. . . , remembering the convention 
that C,,, = 0 for n > 0. 
Finally, observe that D,,, satisfies the remaining required convention that D,,, = 0 if m > n. 
This follows since F:)(O) = 0 whenever m > y1 by the initial conditions imposed on (5). Since all 
defining equations and conventions are the same for Dm,+ and C,,,,, and D,,, = C1,l, the 
theorem is established. 0 
The following corollaries provide a useful alternative recursion for generating Pg’(O>, 
II = 1, 2, 3,. . . . 
Corollary 2. 
c,,, = -@)(O), for y1 = 1, 2, 3,. . . . 
Proof. 
c,,, =p$jn-1)(O) -AtSl(n-l)(0), for n = 1, 2, 3,. . ., 
by Theorem 1. But 
P~&n-r1)(O) - AF,‘“-l)(O) = -F,“)(O), for 12 = 1, 2, 3,. . . , 
by (7) with t = 0. 0 
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Corollary 3. 
p@+y)) = -A 2 p(y’(qpp(q ) 
0 
[ 
for n=O, 1,2,3 ,... . 
i = 0 1 
Proof. This result follows from (2) evaluated at t = 0 using the initial conditions of (1) and 
Corollary 2. 0 
The convolution-like expression in Corollary 3 provides an estimate for ) Pg’(O> 1 for 
n = 1, 2, 3,. . . . Assume without loss of generality that p 2 A; then from (4), 
I f$(O) I G 1, IP#)l GPY 1 P;(o) 1 < 2p2, I Jy(O) I < 5P3. 
In general, ( Pg)(O) ( < K,,u.“, where K, = 1, K, = 1, K, = 2, K, = 5, K, = 14 etc. The sequence 
K,, n=O, 1,2,3 ,..., is known as the Catalan sequence and is generated by the convolution 
formula 
K n+l = 2 K,_~K~, K,= 1. 
i=O 
A well-known exercise in generating functions (see, for example, [7, pp. 141-1421 or [13, pp. 
231-2331) leads to 
for y1=0, 1,2,3 ,... . 
Thus 
1 Pg)(O) 1 G ( 1 
2n P” 
,“+ 1 , for it = 0, 1, 2, 3,. . . . 
Together, Corollary 2 and (8) imply 
( 1 2n $I ]C,,,IG n’+l , forn=l,2,3 ,... . 
Therefore 
[C~,.]G(:),~, forn=l,2,3 ,..., whereA=max(h,p,2). 
The following lemma provides some useful estimates. 
Lemma 4. Suppose A = max(A, P, 2); then 
(a) ICm,+l<(~~)A4’, forn=l,2,3 ,... and m=l,2,3,...,n; 
(b) IP,jn)(t)\<(~~)A6n, forn=1,2,3,... andalZtE[W. 
(8) 
(9) 
These results may be established using mathematical induction. The proof of this lemma is 
given later. The following theorem is our objective. 
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Theorem 5. The Taylor series about 0, Cz =,P$“)(O)t “/n!, converges to PO( t> for all t E R. 
Proof. It suffices to show that the remainder term R,(t) in the Maclaurin series of P&t> 
approaches 0 as n + 03 for each t E IR. It is known that R,(t) = PAn)(c)tn/n! for some 0 G c < t. 
so 
by the lemma. However, 
by the ratio test, so 
converges for all t E R, 
n-m 
Therefore, lim, ---) m R,(t) = 0 and the theorem is proved. 0 
It remains to prove the lemma. 
Proof of Lemma 4. Part (a) follows from a direct mathematical induction argument on it using 
recursion (3). For the estimate given in part (b) again use mathematical induction on II. From 
(2), the conclusion is easy to verify for II = 1, 2. Therefore, assume y1 2 3. In general, assume 
IP,(,‘)(t)l<(~~)A”*, fork=l,2,3,...,n andalltE[W. 
The goal is to show that 
IP$“+‘)(t)l < (~~~~)A6”‘6, for all tE[W. 
From recursion (2) we have 
pAn+l) = {Cll+l,n+lPn+l + C,,,+& + * * * +G,n+14 + ~Cl,A 
+ pc,,,_p; + * * * +AC,,,Py -My}, 
with t E R suppressed. So 
Ip$n+l) (t)[ < (n + 2)A 4n + 4 A4n+4 
( ) 2n + 2 
+A{(;_,2)A”-1(;)A6+(~+2(;)A12+ a.. +(;;)A”$ 
by using estimate (a) of this lemma, inequality (9) to bound the Cl,, factors, k = 1, 2,. . . , n - 1, 
and the fact that P,, P,, . . . , P,,+l are bounded by 1 and the Phk), k = 1, 2,. . . , II, are bounded 
by the induction hypothesis estimate. Then 
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this follows since x GA”, products of the form 
(2;;;k)(;;), k=l,2 )...) y1, 
are maximized by (4:) and CiZ,An+5k < LI~“+~. SO, 
IP,$~+~) t < ;; 1 ;)A""+", 01 ( 
since A > 2 and n > 3. 
This establishes the inductive step and completes the proof of the lemma. q 
Remark 6. The preceding argument does not depend upon the initial condition that P,(O) = 1 
and P,jO) = 0 for it = 1, 2, 3,. . . . In fact, these initial conditions were only used to derive the 
bounds (9) for I C,,, I. However, once this estimate is known, the rest of the argument follows 
without any reference to the initial conditions of the system. This means that Maclaurin series 
solution of the M/M/l queueing system converges for any prescribed initial conditions. 
4. Explicit Taylor series expansions 
We are now in position to develop an explicit expression for the Taylor expansion of P&t). 
In the following results, [k] refers to the greatest integer less than or equal to k and 
(+)(-+)(-+*(;-j+l) 
= 
j! 
9 forj=1,2,3,4 ,..., and 
Lemma 7_ 
whenever az* + bz + 1 > 0, a and b positive constants. 
Proof. 
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by the Binomial Theorem. Let x = az2 + bz to obtain 
z’( az + b)’ 
=~o~~~zj~(:)~uz~~bj-~, by the Binomial Theorem again, 
=~o~j~](~)uib~-iii-~ 
= ,r,‘g’I n’i)(” ;i)a’b”-2’z”, 
by first summing terms that have a common power of z. 0 
Theorem 8. 
assuming A # p. In the special case when A = p, 
PO(t)=2 E + 
i 1 n=O n+ 1 
(4&. 
Proof. Consider G(t) = C~=OP&n)(0)~“, the generating function of P?)(O), n = 0, 1, 2,. . . , and 
G(z) = C;=O&n)(0)Zn 7 the generating function of @j(O), it = 0, 1, 2,. . . . Assume A # p. From 
Corollary 3, 
G(z) - 1 
Z 
= -AG(z)G(z). 
By symmetry and Corollary 3 again, 
G(z) - 1 
Z 
= -/~G(z)ti(z). 
Thus 
C?(z) = ;G(z) - ; + 1. 
Substituting this back into (10) gives 
pz(G(z))’ + (AZ - pz + l)G(z) - 1 = 0. 
The quadratic equation yields 
(10) 
G(z) = 
(/Jz-AZ-1)f (Az-~z+~)~+~~z 
2PZ 
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Since G(O) = P,(O) = 1, only the positive square root is retained. So 
379 
G(Z) = 
(/Jz - AZ - 1) + {(A - cL)2z2 + (2h + 2/J)z + 1 
2pz 
Applying Lemma 7 to the preceding radical expression leads to the power series representation 
of G(z). Identifying the coefficients of this expansion as P?‘(O), n = 0, 1, 2,. . . , establishes the 
theorem. If A = p, the preceding argument simplifies to produce the desired result. q 
Explicit Taylor series for P,(t), II = 1, 2, 3,. . . , can now be determined iteratively from (1) by 
performing operations on the relevant power series term by term. For example, start with 
P,(t) = C;_“P:n)(0)t”/ n! where the P&“‘(O) are known and prescribed by Theorem 8. Then 
from (11, PA(t) = pP,(t) - AP,(t) or 
m P$yO)tn-’ 
n;l (n-l)! 
m Pp(O)P 
=pP,(t)-A c n, . 
n=O 
so 
w=; c nr 
[ 
m p(y+yO)tn +A g P$yO)t” = t L p(y+yq +p$yq 
n=O n=O n! 1 I n=O lJ, n! I t”. 
This series converges for all t E K! since the Taylor series for P,(t) converges for all t E R. 
Using these expansions for P&t ) and P1( t ), a power series expansion for P2( t) may be deduced 
from P; = PP, - (A + p)Pl + A P, of (11 in a similar way. In turn, power series expansions for 
P,(t), II = 3, 4, 5,. ..) may be iteratively determined from the equations in (1). 
Remark 9. The expressions given in Theorem 8 for PO< t> may be rewritten as 
P,(t)=l+ e 
n + 1 [(n + o/21 
c 
(_,y-i 
fZ=l i=O 2n - 2i + 1 
X 
for A #p, and 
m (-l)“( 2,n)pY 
pow = c 
n=O (n+l)! ’ 
when A = p. 
Remark 10. With general initial conditions, P,(t) has a convergent Maclaurin series for all 
t E R (see Remark 6). An explicit expansion for P,(t) may be found from (2) using generating 
function techniques similar to those appearing in Theorem 8 and making use of the fact that 
the C coefficients are known. Thereafter, the P,(t), II = 1, 2, 3,, . . , can now be determined 
iteratively in the manner previously described. 
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