In this paper, we address the question whether there exists differences in the determinants that support survival versus success of small and medium-sized high-tech firms. We examine this question in the context of Finnish biotechnology industry by analyzing the survival of all dedicated biotechnology firms in the period of 1978-2008. We argue and show that the success and survival of firms are not necessarily driven by similar determinants. Specifically, we find that while the role of different types of alliances, focused market scope as well as legitimacy of the industry seem to be important both ensuring in survival and enhancing successful performance, determinants related to sources of financing, clustering and patenting show differences in terms of how they to relate on survival and success.
Introduction
Firm survival is one of the most fundamental questions in research focused on entrepreneurship, organizations and strategic management resulting in a large and heterogeneous body of scholarly literature (Audretsch and Mahmood 1995; Josefy et al. 2017; Suárez and Utterback 1995) . Yet, several of these studies have a unifying theme to contrasts and compare surviving and failing firms. The conceptualizations of failure and survival, however, do not capture the entire range of firm performance. Research on strategic management, in particular, has largely focused on explaining how firms are able to outperform their competitors and create competitive advantage (e.g. Durand et al. 2017) ; in other words, how firms are able to succeed. Thus, we can argue that failure, survival and success are distinct aspects of firm performance. This is also indicated by the different ways to operationalize and measure these concepts (Miller et al. 2013) . Accordingly, besides examining the differences between failing and surviving firms, we need to acknowledge that there can potentially be differences in the determinants related to surviving versus successful firms. Earlier research has acknowledged this issue by arguing that the success and survival are potentially driven by very different conditions (e.g. Cooper 1993; Kalleberg and Leicht 1991) . However, there is a need for further empirical research examining whether and why this could be the case.
In this paper, we seek to advance the literature on firm survival (e.g. Audretsch and Mahmood 1995; Geroski et al. 2010; Josefy et al. 2017; Strotmann 2007) by examining this issue in the context of small and medium-sized, dedicated biotechnology firms (DBFs).
Biotechnology is an example of an industry that has experienced a notable growth during the last 40 years in terms of its economic significance, number of dedicated firms, number of specific sectors, and geographical scope of activities. At the same time, however, only a minority of DBFs earn profits and are considered successful (Lazonick and Tulum 2011; Pisano 2006) . In fact, the primary challenge, or even goal, for a large number of DBFs is to ensure their survival. Interestingly, scholars have provided notable efforts to identify conditions that support DBFs to outperform their competitors in terms of profitability. Yet, it is largely an open question whether the survival of DBFs can also be supported via these same conditions. Indeed, if biotechnology firms seek to ensure their survival and public authorities wish to support a vivid biotechnology industry, understanding of the nature of the conditions that specifically support firm survival is crucial. We examine this issue by identifying firm and industry specific factors (cf. Audretsch et al. 2000) that earlier biotechnology-related research has found to explain successful performance of firms and, thereafter, explore the effects of these determinants on firm survival in the context of the Finnish biotechnology industry. We do this via survival analysis of a unique dataset of the Finnish DBFs from the very first entries until the end of 2008.
We contribute to the literature on firm survival by showing how and why DBF survival is driven by somewhat different determinants than the success of DBFs. In particular, we show that while the role of different types of alliances, focused market scope as well as legitimacy of the industry seem to be important both ensuring survival and enhancing successful performance of firms, determinants related to sources of financing, clustering and patenting show differences in terms of how they relate on survival and success. Altogether, our findings provide important policy relevant knowledge of what institutional, industry-and firm-level factors should be developed in order to keep the firms alive.
Theoretical background
By building on earlier research related on successful performance and growth of DBFs, we theorize how firm specific issues related to (1) alliances, (2) financing, (3) patents, and (4) products as well as industry characteristics related to (5) cluster location, (6) biotechnology sector, and (7) industry density influence firm survival. Because our study is exploratory in nature, we do not formulate explicit hypotheses.
Alliances
A number of studies in general and related to biotechnology industry in particular have identified a positive relationship between number of alliances (all types of alliances) and firm performance (Deeds and Hill 1996; Durand et al. 2008; Niosi 2003; Oliver 2001; Powell et al. 1996; Quintana-Garcia and Benavides-Velasco 2004; Rothaermel and Deeds 2006; Silverman and Baum 2002) . Alliances are generally considered a means by which new firms obtain the resources and capabilities that are required to successfully compete in the industry. Alliances may also aid firms in defraying costs and sharing risk (Stuart 2000) and in helping to signal the quality of the firm (Baum et al. 2000; Baum and Silverman 2004; Stuart et al. 1999) . In order to capture the effects of different types of alliance relationships in the value chain (cf.
Silverman and Baum 2002), we also categorize alliances into vertical downstream, vertical upstream and horizontal alliances. Altogether, based on earlier research, we can tentatively expect to find a positive relationship between number of alliances (and different alliance types) and firm survival.
Financing
Earlier research emphasizes the role of financing as an important determinant of the performance of biotechnology firms and, in general, identifies a positive relationship between the amount of financing that a firm has received and various measures of performance (Aharonson et al. 2008; Bagchi-Sen and Scully 2004; Hall and Bagchi-Sen 2002; Niosi 2003) .
However, earlier research has suggested that it is possible that different types of financing may have different effects on performance. For example, Ahmed and Cozzarin (2009) suggest that receiving financing in the form of angel, venture and conventional forms contributes more significantly to successful firm performance than does obtaining financing from government, IPO and alliance capital sources. Thus, the source of financing may have a notable influence on whether it specifically enhances DBFs success or survival. Yet, we can tentatively expect to find that receiving financing has a positive effect on firm survival.
Patenting
Patents are typically important for biotechnology firms. They help delay imitation by other firms, protect a firm's gains from R&D spending and product introductions (Zahra 1996) , and provide access to critical complementary assets (Pisano 1990) . Patents also signal the future innovative potential of the firm (Baum and Silverman 2004) . Although most studies identify a positive effect between patenting activity and firm performance (DeCarolis and Deeds 1999; Niosi 2003; Silverman and Baum 2002) , also somewhat contrasting results exist.
In particular, Durand et al. (2008) found a negative relationship between patents and the short-term profitability biotechnology firms. Thus, while could tentatively assume that patenting has a positive effect on survival, this relationship requires further examination.
Products on the market
The products that a firm has on the market are a frequently used measure of the performance of biotechnology firms (Quintana-Garcia and Benavides-Velasco 2004; Renko et al. 2009; Rothaermel and Deeds 2006) . It is also acknowledged that biotechnology firms that are able to launch their products quickly are more successful than are firms with slower product development processes (Deeds and Hill 1996; Hall and Bagchi-Sen 2002) . Although a new firm can survive for a period of time by relying on external financing, sufficiently rapid commercialization of its technologies can be essential for long-term survival. Thus, we expect to find a positive relationship between number of products on the market and firm survival.
Location in cluster
Biotechnology firms are commonly clustered around centers of scientific excellence.
Many studies suggest that firms that are located in these geographical clusters are more successful (DeCarolis and Deeds 1999; Deeds et al. 1997; Folta et al. 2006) , largely due to economies of agglomeration and knowledge spillovers (Audretsch 2001; Folta et al. 2006; Niosi and Bas 2001 ). Yet, researchers also find complications to this argument (e.g., van
Geenhuizen and Reyes-Gonzalez 2007; Gilding 2008; Tsvetkova et al. 2014 ). In particular, the effect of cluster location is considered to be contingent on its characteristics, such as size.
For example, Folta et al. (2006) found that there is an inversed U-shaped relationship between the size of a cluster and firm performance. We examine whether cluster size also has an inverted U-shaped effect on survival. Furthermore, we consider the characteristics of the cluster more extensively by operationalizing the construct of cluster vitality (cf. Porter and Stern 2002).
2.6 Biotechnology sector and related business models Despite some common characteristics, firms in different sectors of the biotechnology industry operate under different environmental constraints, resulting in differences in not only firms' expected level of performance but also business models (Lazonick and Tulum 2011) .
We suggest that the sector affects firm survival in three distinct ways. First, research that controls for sector-related performance differences using dummies often finds performance differences between sectors (Baum and Silverman 2004; Belussi et al. 2010; Folta et al. 2006; Niosi 2003; McCann and Folta 2011) . Thus, we expect that the sector has a direct effect on performance. Second, because firms in different sectors face different environmental constraints and operate by different business models, the biotechnology sector can function as a moderator between different determinants of performance and performance outcomes. It seems particularly important to distinguish between firms focusing on services and those focusing on products (Casper 2000; Durand et al. 2008; Mangematin et al. 2003) . Third, regarding the market scope, we could assume that there is a need to focus on one biotechnology sector or technology 1 . Considering the scarceness of resources of new biotechnology firms and the long product development times, this argument is justifiable.
Thus, we expect to find a negative effect between the number of sectors in which the firm operates and firm survival.
Industry density
Earlier biotechnology-related research has used industry density as a control variable due to its frequently significant effect on firm performance (Baum and Silverman 2004; Folta et al. 2006; Silverman and Baum 2002; Stuart et al. 1999) . However, because density has been shown to have a complex relationship with firm performance (Carroll and Hannan 2000) , we further examine these more complicated density-related arguments.
First, according to the theory of density dependence (Hannan and Carroll 1992) , industry density should have a U-shaped effect on firm performance. Density can be used as a proxy for two main processes that drive population evolution: legitimation and competition.
In the beginning of evolution, an increasing density increases the legitimacy of the population, lowering the rate of firm failure. Further increases in density, however, bring the population toward its environmental carrying capacity in terms of scarce resources and produce competition among the firms, increasing the rate of firm failure. Thus, we expect that density should have a U-shaped relationship with rate of firm failure.
Second, we consider whether the sector-level or industry-level density is most important to individual firms. The processes of legitimation and competition may operate on different levels, with legitimation typically operating on a broader scale than competition (Carroll and Hannan 2000) . We assume that competition largely occurs at the level of individual sub-sectors because the resource requirements of firms differ by sector.
Furthermore, the process of legitimation may operate more at the industry level because firms share a common identity as biotechnology firms (cf. Mattsson 2008) . Altogether, the increasing density of firms may increase the social acceptance of the industry and benefit all firms. Thus, we expect that at the sector level, density has a U-shaped effect on the rate of firm failure. At the industry level, density may only have a negative effect on rate of firm failure because only the legitimation process operates at this level.
Methodology

Data
We analyze a complete life-history dataset of the modern biotechnology industry in
Finland from 1978 to 2008. We consider that this period is sufficiently long to reveal the dominant conditions influencing firm survival. We have excluded the years following the global financial crisis, which had a notable negative impact on the different spheres of We complemented the dataset by retrieving longitudinal data on firm characteristics such as size, ownership status, and location from Statistics Finland. Esp@cenet was searched for all patents that the firms had filed and been granted on a global scale. Patents that were issued in many countries were only coded once. Finally, some of the financing-related data were gathered from the SDC Platinum database.
Dependent variable
We used firm survival as direct measure of our dependent variable. In essence, if a firm is not able to survive, it makes exit from the market (e.g. Agarwal and Sarkar 2002; Klepper 2002) . Specifically, we defined exit as the failure of a firm or closure of a subsidiary (cf. Baum 1996) . A firm failed if it went bankrupt or if its value-added tax liability expired.
We also detected 17 acquisitions and mergers that led to the discontinuance of a firm.
Because acquisitions and mergers such as these may not always imply failure, we treated these cases as right-censored.
Independent variables
To examine industry density, we used three variables. The first, Nind, summed the number of firms at the industry level. Second, at the sector level, we used two variables (Nsect and Nsect 2 ) that summed the number of firms in all sectors in which the focal firm was active.
Next, we used three measures to study the effect of cluster location. The first measure was a dummy variable (cluster), which was coded as "one" for new firms that are located in a geographical cluster (Helsinki, Espoo, Vantaa, Kauniainen, Turku, Tampere, Kuopio, or Oulu) 3 , and "zero" otherwise. The second measure is the size of the cluster (cluster size and cluster size 2 ). For this measure, we counted the number of firms in the cluster in which the focal firm was located. The third measure, cluster vitality (cluster vitality), was constructed by evaluating all news articles related to the five clusters in the database and by identifying the crucial events in their evolution. We also analyzed the number of university departments and research institutes in each cluster, the number of critical service providers for biotechnology firms, and the number and types of firms operating in the clusters. We ranked the clusters according to these characteristics and assigned tentative values for cluster vitality using 11-value scaling (i.e., 0, 0.1, 0.2, …, 0.9, 1). The scores were discussed with two industry experts, and minor changes were made based on their suggestions.
To adjust for the expected direct performance differences between the sectors, we created the following five dummy variables: (1) biopharmaceuticals, (2) diagnostics and devices, (3) biomaterials, (4) industrial and green biotechnology, and (5) R&D services. We performed this aggregation because many of the sectors are small and the basic characteristics and the environmental constraints of the firms can be considered similar. We measured market scope as the number of sectors in which a focal firm was active. Products on the market was operationalized as a categorical variable that received a value of 0, 0.25, 0.5, 0.75 or 1 based on the number of products that the firm had on the market. A score of 0 was assigned to firms with no products and a score 0.25 to firms that did not have products on the market but were, for example, close to licensing their products. A score of 0.5 was assigned to firms that had at least one product, a score of 0.75 to firms with two to four products, and a score of 1 to firms that had more products on the market.
To measure the overall amount of financing that the firms had received (tot financing),
we created a dummy variable that was coded "one" after the year the firm received either private equity financing or public financing for the first time. We searched the SDC Platinum database for equity investments made to the firms. This database did not cover all the placements and did not include the amount of financing for every placement, therefore we also searched the news event database for financing-related news events (the search resulted in more than 1,000 events Patenting activity was operationalized as the cumulative yearly updated number of patents granted to a biotechnology firm (patents). We assigned a patent to a firm at the date of application rather than the date of granting. Prior research (e.g. Ernst 2001) has shown that this better takes into consideration the point of time the actual innovation has been made. We included information on patents that were granted up to the end of 2010.
We controlled for the effects of firm size, firm age and the status of firm ownership (cf. Cefis and Marsili 2005) . Also, to capture trends in the failure rate that are a function of historical time, we introduced a year control variable (year of the observation minus 1978).
To take into account changes in the institutional environment, we used two dummy variables.
The first reflected a major change when Finland joined the European Union in 1995. The second captured the post-2000 period of declining funding of the biotechnology industry and the slowdown in the worldwide economy after the 1990-2000 general overheating. Finally, we controlled for the possibility that the changes in GDP affect the rate of firm failure (GDP).
Data for the GDP variable were retrieved from the Groningen total economy database (www.ggdc.net/databases/ted.htm).
Analytic method and model specification
Hazard rate methodology was used to estimate the models for the dependent variable.
Specifically, we employed the semi-parametric Cox proportional hazards model (Cox 1972; 1975) . This specifies the hazard of firm exit as
where h0(t) is the unknown baseline hazard function; x(t) denotes the vector of covariates expected to shift the hazard of exit proportionally in each year; and b is a vector of parameters to be estimated (Hosmer and Lemeshow 1999, 250) . The advantage of using the Cox proportional hazards model is that one does not need to make parametric assumptions about the form of duration dependence in the hazard rate (Cleves et al. 2004 ). This analytic method has been used by Audretsch and Mahmood (1995) to analyze new firm survival and, for example, by Boyer and Blazy (2014) in their analysis of survival of micro-startups. In addition, the findings of Cader and Leatherman (2011) provide strong support for the use of Cox hazard models for firm survival analysis.
To run the models, we divided the life histories of each firm into one-year periods to incorporate time-varying covariates, yielding 1703 periods. If not otherwise mentioned, the values of the variables were updated yearly. The analysis period started from the beginning of 1978, and the end date of the analysis was the end of 2008. All variables were lagged one year to avoid problems of simultaneity. The models were estimated by the method of maximum likelihood using STATA 9.0. Table 1 presents the descriptive statistics. No high correlations were found among the independent variables expect for the correlations between the measures of cluster location, between the measures of total sources of finance and private and public financing, and between the total number of alliances and different types of alliances. Due to possible multicollinearity, we entered total and sub-effects into separate models. 
Results
The results of the analyses are presented in Table 2 (variables are defined in section 3.1.). Model 1 includes all of the control variables. In models 2-4, we add the three different variables one by one to test the effect of cluster location on the hazard of failure. None of the variables (cluster dummy, cluster size and cluster size 2 , and cluster vitality) reach statistical significance. The same applies to full models (see models 15 and 16). Here, we report only those full models (i.e., 15 and 16) that include the cluster vitality variable (as the effect is closest to statistical significance of the used cluster location variables). However, we also test full models in which the other two cluster location variables are present and note that their effects are nonsignificant and that the coefficients for the other variables of interest remain the same as in models 15 and 16 5 . 195 195 195 195 195 195 195 195 195 195 195 195 195 195 195 195 47  148  Number of spells  1703  1703  1703  1703  1703  1703  1703  1703  1703  1703  1703  1703  1703  1703  1703  1703  350  1349 ** = p < 0.01; * = p < 0.05; † = p < 0.10 (two-tailed tests). Standard errors in parentheses.
To further explore our findings we add a dummy variable for firms that are located in the largest cluster of the country, namely, the capital region. The capital region is also the region with the highest level of economic activity. Interestingly, as model 5 and full models 15 and 16 show, a location in the capital region increases the hazard of failure of biotechnology firms (Model 15: 0.997, p<0.05). The effect of the dummy also remains robust when entered simultaneously with the other cluster location variables. Similarly, including the dummy in the models does not affect the coefficients for the other cluster location variables.
We next test the effect of market scope on the firm hazard of failure (model 6 and full models 15 and 16) and find that a wider market scope increases the failure hazard (model 15:
0.633, p<0.01). To study the effect of receiving financing, we first enter a dummy variable, which includes all of the different types of financing, into model 7 and note that the variable has no effect on the failure hazard. The variable also has no effect in the full models (15 and 16). The situation changes when financing from public and private sources are treated separately. As model 8 and full models 15 and 16 suggest, the private financing dummy has a positive effect on the rate of failure (model 15: 1.263, p<0.01), whereas receiving public financing seems to lower the rate of failure (model 15: -0.703, p<0.05).
Model 9 adds the variable related to firms' products. Note that when the effect of the variable is estimated only with control variables included, the variable has a significant and negative effect on the firm failure hazard (-0.694, p<0.1). However, in full models 15 and 16, the effect of the variable is no longer significant.
Concerning the number of alliances, model 10 first includes the variable of total number of alliances. Matching our expectation, the variable has a negative effect on the failure hazard of the firms (-0.247, p<0.05 When examining the effect of industry density, we note that sector-level density has a U-shaped effect on failure hazard. In contrast to our expectations, industry-level density has a nonsignificant hazard-lowering effect on the rate of failure. Thus, the industry-level legitimation does not play a role in the current research context 6 .
Next, to explore whether firms' business model moderates the effects of other determinants of interest, we divide the sample into two sub-samples and run models that are separate from those with all of the variables included. The first sub-sample consists of service-focused biotechnology firms (see model 11 7 ), and the second consists of product-focused firms (see model 12). Cluster vitality (nonsignificant), private financing (3.906, p<0.05 for service firms, 0.828, p<0.1 for product firms), number of alliances (-0.792, p<0.1 for service firms, -0.325, p<0.05 for product firms), and number of patents (nonsignificant) have similar effects for firms in the two sub-samples and the sub-samples and the whole sample. The first difference is related to the effect of the capital region dummy; the hazardincreasing effect of the variable is significant only for service-focused firms (4.081, p<0.05
for service firms). Second, the failure-decreasing effect of public financing is statistically significant only for product-focused firms (-0.857, p<0.1). Third, products on the market has a negative and statistically significant effect only on the failure of product-focused firms (-1.243, p<0.05). Finally, density has a statistically significant U-shaped effect on failure hazard only for product-focused firms (Nsect -0.280, p<0.1, Nsect 2 0.045, p<0.1).
Discussion and conclusion
We examined the question of firm survival and success in the context of the Finnish biotechnology industry. We provided a contribution to the literature on firm survival (Audretsch and Mahmood 1995; Cooper 1993; Geroski et al. 2010; Josefy et al. 2017; Kalleberg and Leicht 1991; Strotmann 2007 ) by arguing and showing that survival and success are distinct dimensions of performance and that they are not necessarily driven by similar determinants. Our findings also offer policy relevant implications that help to explain and understand how the firm and industry related factors facilitate or constrain the survival of small and medium-sized high-technology firms. Next, we discuss about these theoretical and practical implications of our study.
service firms predominantly operate in one sector. Due to the small number of observations in the service sector sub-sample, we do not add lower-level alliance variables into the models.
First, our findings indicate that extensive networks both in terms of upstream and downstream alliances enhance the survival possibilities of DBFs. Thus, an access to external resources and capabilities is not only important in terms of enhancing successful performance (e.g. Rothaermel and Deeds 2006) , but it is an important aspect in ensuring the survival as well. Similarly, we show that it is important for the industry to achieve "critical mass" and legitimacy to enable firm survival. Although a greater number of firms is typically associated with a higher level of competition, our results indicate that the competitive effect starts to dominate only after a certain density has been reached. Before that point, increasing density increases firms' life chances.
Our findings regarding financing, clustering and patenting show that the survival of DBFs is also dependent on conditions that are not typically linked with the successful performance of small and medium-sized high-technology firms. First, we find that the total equity financing that the DBFs have received has no statistically significant effect on firm failure. However, when we divide the financing into public and private sources, the results suggest that private financing has a positive effect on firm failure rate, whereas public financing has a significant negative effect on firm failure rate. In other words, public financing can be considered as having an important positive effect on firm survival.
As a clear policy implication, this finding indicates that the source of finance matters, and as regards to the question of firm survival it is likely to be different compared to the source of financing of the most successful DBFs (cf. Ahmed and Cozzarin 2009 Interestingly, however, we find that those firms that are located in the largest agglomeration of biotechnology firms and Finnish economic activity in general, the capital region of Helsinki, face a significantly higher risk of failure than do firms that are located outside of the region. This higher risk exists despite the many important external resources for biotechnology firms that are present in the capital region. We consider that one reason for this finding is that a strong biotechnology identity has not developed in the capital region because biotechnology-related activities are scattered around the region. Furthermore, the industry has not achieved any special role in the capital region because the economic significance of the industry has been relatively small. By contrast, in smaller cities a stronger identity has developed around biotechnology. In these cities biotechnology-related activities are highly concentrated in certain geographical areas and the municipalities have played an active role in supporting the development of the clusters (Höyssä et al. 2004 ). Altogether, research on industrial identities and cluster construction (Romanelli and Khessina 2005) supports our suggestion regarding the role of the cluster's identity on the firm survival.
We also find that the number of patents does not have a significant effect on firm failure hazard. This finding clarifies the somewhat mixed results of earlier research (see Deeds et al. 1997; Durand et al. 2008) . That is, a successful firm may benefit from a versatile and valuable patent portfolio, but our findings suggest that patenting may not be a critical condition in order to ensure the survival. Earlier research has mostly agreed that patents are important for the successful performance of biotechnology firms (e.g. DeCarolis and Deeds 1999; Niosi 2003; Silverman and Baum 2002) . However, Durand et al. (2008) found a negative relationship between patents and the short-term profitability of French biotechnology firms. Furthermore, the findings of Hyytinen et al. (2015) as well as Boyer and Blazy (2014) show that innovative start-ups and micro-enterprises are more likely to fail than their noninnovative counterparts. Our findings add on this body of knowledge by showing that while successful DBFs may benefit from a versatile and valuable patent portfolio, patenting may not be a critical determinant to ensure that the firm is able to survive. One core issue related to this is the notable expenditures that a patenting firm has to be committed before any economic value becomes certain. Basically, a DBF that is trying to survive may not be willing or capable to make such investments.
Our results also show that firm business model, in terms of service-or productorientation, may have both direct and indirect effects on the rate of firm failure. In general, firms in the service sector seem to have a lower failure hazard than do firms in other sectors.
This finding is understandable because service firms are often able to achieve revenues and profits shortly after their founding. The results also propose that business model may moderate the relationships between other determinants and firm survival. For example, we find that products on the market have a statistically significant hazard-lowering effect only for product-oriented firms. Finally, our findings suggest that in terms of survival it is beneficial if the firm is focused on a single or few sectors.
As shown, these findings provide clear managerial implications for new entrepreneurs, firms that are facing the challenge of survival, and political decision-makers trying to create a favorable environment for the industry. In particular, the role of public financing should not be underestimated. We may consider it as a mechanism to the industry to achieve "critical mass" that we found also supporting firm survival. Creation of stronger cluster identities, in turn, is an issue that is closely linked to the nurturing of long-term cooperation between regional authorities and the specific industry. Yet, much research remains to be done to fully understand the role that the heterogeneity of the industry plays in the survival and success of the firms in different industrial and institutional contexts (cf. Audretsch et al. 2000) .
Furthermore, we do not argue that our study has captured all factors that may have positive effects on firm survival. Indeed, considering the causal complexity related to the topic, future researcher could also apply configurational methods to consider how the determinants interact with one another and how firms may choose different paths to ensure the desired outcome.
