Abstract-When data traffic in a wireless network is bursty, small amounts of data sporadically become available for transmission, at times that are unknown at the receivers, and an extra amount of energy must be spent at the transmitters to overcome this lack of synchronization between the network nodes. In practice, predefined header sequences are used with the purpose of synchronizing the different network nodes. However, in networks where relays must be used for communication, the overhead required for synchronizing the entire network may be very significant. In this paper, we study the fundamental limits of energy-efficient communication in an asynchronous diamond network with two relays. We formalize the notion of relay synchronization by saying that a relay is synchronized if the conditional entropy of the arrival time of the source message given the received signals at the relay is small. We show that the minimum energy-per-bit for bursty traffic in diamond networks is achieved with a coding scheme where each relay is either synchronized or not used at all. A consequence of this result is the derivation of a lower bound to the minimum energy-per-bit for bursty communication in diamond networks. This bound allows us to show that schemes that perform the tasks of synchronization and communication separately (i.e., with synchronization signals preceding the communication block) can achieve the minimum energy-per-bit to within a constant fraction that ranges from 2 in the synchronous case to 1 in the highly asynchronous regime.
that, if large amounts of data are to be transmitted, then the time and energy required for synchronization are negligible when compared to what is required for communication itself. Several applications, such as Wi-Fi, fall into this category and, in their context, optimizing the time and energy required for establishing the connection is of small practical importance.
However, in certain applications such as wireless sensor networks and bursty data communication in cellular networks, small amounts of time-sensitive data are sporadically available for transmission, at times that are unknown to the receivers. In such scenarios, the receiver is constantly listening to the output of a noisy channel in an attempt to identify a message. An extra amount of energy is then spent at the transmitter to make sure that the message is not missed and the noise is not mistaken for the message. In the sporadic data model, this extra energy represents a significant part of the total energy spent and becomes a relevant quantity. There is a large body of work treating synchronization from a practical perspective with the goal of minimizing overheads and synchronization errors. However, these studies lack a fundamental characterization of the energy and bandwidth costs of synchronization.
Early work on the fundamental limits of asynchronous communication involved characterizing the data rates that can be achieved when the receiver does not know the beginning of the communication block [2] . Later, in [3] , a similar model was considered, but the performance metric was instead the energy (or, in general, the cost) per bit required for reliable asynchronous communication. The characterization of the minimum energy-per-bit is important from a practical point of view, especially since it is often the case that the sensors in a wireless sensor network are battery-operated. Thus, in the case of short and sporadic transmissions, i.e., bursty traffic, when synchronization costs may in fact dominate the communication costs, the characterization of the minimum energy-per-bit is very relevant.
In this work, we follow the asynchronism model from [3] . However, we focus on the AWGN channel model, rather than on discrete channels. We assume that B bits of data become available at the source node at a random arrival time ν B , and must be communicated to a destination with a maximum delay d B 1 . The arrival time ν B is assumed to be unknown to all network nodes, and unknown to the source before the arrival time itself. However, ν B is known to be drawn from {1, . . . , A B }, where A B quantifies the asynchronism level. Under this setting, and assuming that ν B is drawn uniformly at random from {1, . . . , A B }, it was shown in [3] that the asynchronous minimum energy-per-bit of a point-topoint AWGN channel is given by
where e Under this notion of relay synchronization, we show that it is optimal from an energy-per-bit point of view to consider coding schemes that synchronize any relay that is used (i.e., that does not stay silent). This result allows us to show that, depending on the specific values of g 1 , g 2 , h 1 and h 2 , it is optimal from the energy-per-bit point of view to either only use relay 1, only use relay 2, or use both relay 1 and relay 2. This result is in contrast with the intuition provided by the synchronous case, in which, the capacity (and also the minimum energy-per-bit) is always improved if we utilize as many relays as are available. Finally, we utilize the fact that relays must be synchronized to derive a lower bound to the minimum energy-per-bit for the asynchronous tworelay diamond network. We then verify that the energy-per-bit achieved by a separation-based scheme is within a constant factor of this lower bound. This factor is 2 in the synchronous case, but it drops towards 1 as the asynchronism-per-bit (log A B )/B increases. We conclude that, in high-asynchronism regimes, where synchronization costs are high, separationbased schemes perform close to optimally.
The paper is organized as follows. In section II, we summarize some of the previous work on asynchronous communication. In section III, we describe our network model and formally define the notion of the asynchronous minimum energy-per-bit that we use. In section IV, we provide some preliminary results. First, we describe the known results on the minimum energy-per-bit of point-to-point AWGN channels. Then we show how similar ideas can be used to derive upper and lower bounds for the minimum energy-per-bit for the asynchronous diamond network. However, the gap between these upper and lower bounds is unbounded, and the remainder of the paper is devoted to improving the lower bound (i.e., the converse direction). In section V, we state our two main results. The first main result, Theorem 4, essentially states that it is optimal to consider coding schemes where any relay that is used (i.e., does not stay silent) must be synchronized. We then state and prove our second main result, Theorem 5, which bounds the asynchronous minimum energy-per-bit of the tworelay diamond network. The upper and lower bound are then verified to be within a constant gap and a constant fraction of each other. The proof of Theorem 4 is left to section VII. We then conclude the paper in section VIII.
II. RELATED WORK
The modeling of bursty data traffic used in this work builds up on the asynchronism models introduced in [2] and [3] . In [2] , asynchronism is modeled by having the message transmission block start at a randomly chosen time within a prescribed window. The receiver knows the transmission window, but not the location of the transmission block. The authors consider an asymptotic regime in which the size of the window grows exponentially with the number of bits to be transmitted, and they define the communication rate as the ratio between the number of transmitted bits and the average time elapsed between the beginning of the transmission block and the time when the decoder makes a decision. Under this model, in [2] , several aspects of the tradeoff between achievable communication rates and the asynchronism exponent were characterized. Moreover, the authors were able to draw connections between this asynchronism model and the detection and isolation model introduced in [4] .
The asynchronism model considered in [3] is very similar to the model from [2] . In [3] , however, the performance metric is the data rate per unit cost, rather than just the data rate. The authors also allow for the random variable associated with the beginning of the communication block to have more general probability distributions (not just the uniform distribution). Their goal is to characterize the maximum achievable rate per unit cost, or the capacity per unit cost, which is the inverse of the minimum cost per bit. For a channel p(y|x) with input alphabet X and output alphabet Y, and an arbitrary cost function k : X → [0, ∞], they show that the capacity per unit cost is given by
where Y is the random variable corresponding to the output of the channel outside of the transmission block (i.e., when the transmitter is idle), andβ is a parameter that characterizes how the uncertainty of the beginning of the transmission block grows with the number of bits to be sent. In particular, for an AWGN channel with noise variance N 0 , and quadratic cost function k(x) = x 2 , and assuming that the beginning of the transmission block is drawn uniformly from {1, 2, . . . , 2 β B }, for β > 0, where B is the number of bits to be transmitted, this expression reduces to
Notice that, if we define the length of the window to be A B = 2 β B , (3) implies that, for an AWGN channel, the asynchronous minimum energy per bit is given by
where e sync b = 2 ln 2N 0 is the usual (synchronous) minimum energy-per-bit of an AWGN channel. In addition, the authors of [3] also characterize the basic trade-off between the capacity per unit cost and the exponent of the delay within which the decoder must make a decision.
Other works have also built up on the ideas introduced in [2] and [3] . For instance, in [5] , the same point-to-point asynchronous model from [2] is considered, but the authors study the miss and false alarm error exponents. As a consequence, they are able to characterize the suboptimality of trainingbased schemes. In [6] , a modified version of the asynchronism model from [2] is proposed, in which the decoder needs to estimate both the message and the location of the codeword exactly. Asynchronous capacity results are obtained and the finite blocklength regime is investigated.
III. PROBLEM SETUP
We consider the diamond network, shown in Fig. 1 . We assume a discrete-time model where, at time t, each transmitter node u ∈ {S, 1, 2} transmits a real-valued signal X u [t] , each relay i , for i ∈ {1, 2}, receives Y i [ Our bursty traffic model follows the asynchronous communication model introduced in [3] . The source receives a B-bit message m at some random time ν ∈ [1 : A], where, for a > b, we define [a : b] {a, a + 1, . . . , b}. The source then needs to communicate this message to the destination with a delay of at most d time steps.
In order to formally define reliable communication, we consider the asymptotic regime of B → ∞. Thus, we consider a sequence of arrival distributions {ν B } ∞ B=1 , where ν B is uniform on [1 : A B ] and A B = 2 β B , for B = 1, 2, . . . and some β > 0. Notice that, as B → ∞, B/A B → 0, thus capturing the idea of short and sporadic messages. Once the B bits arrive at the source at time ν B , they must be communicated to the destination within a delay d B . Notice that, in order for the problem to be meaningful, d B should be small in comparison to A B . Otherwise, it would be possible to devise a strategy where the source only starts its transmission at predefined time steps separated by d B time steps, and the traffic would not be actually bursty. Thus, since A B is exponential in B, we will require the delay d B to be subexponential in B.
An asynchronous code C for the symmetric diamond network is designed to communicate a specific number of bits B with a delay of d B (τ,m) , which, at time t, decides to either decode the message (in which case it sets τ = t and outputs a decoded messagem) or to wait (in which case τ > t). We then have the following definition.
Definition 1: Energy-per-bit e b is achievable if we can find a sequence of codes {C k } ∞ k=1 and a sequence {B k } ∞ k=1 , with B k → ∞ as k → ∞, where code C k can transmit B k bits with a maximum delay of d B k , assuming the input distribution is ν B k , and we have 1.
(a) lim k→∞ Pr (error(C k )) = 0
where
2 is the total energy used by code C k , A k 2 β B k , and error(C k ) is the event {m =m} ∪ {τ > ν B k + d B k } for code C k . The asynchronous minimum energy-per-bit is the infimum over all achievable energy-per-bit values.
Constraint 2 is what characterizes the data as timesensitive, thus requiring the communication to be in fact bursty. Notice that our definition of achievable energy-perbit is similar to the ones in [3] (with delay exponent δ = 0), and in [7] (by setting β = 0, i.e., in the synchronous case).
Remark 1: A more general definition of achievable energyper-bit in a network with a source and two relays would involve an achievable energy-per-bit 3-dimensional region. This generalization can be obtained from Definition 1 by breaking the third constraint into three constraints, one per transmitter node. We do not pursue this general approach since it adds complexity to the exposition and adds little insight into the problem. Yet another generalization of Definition 1 would be to consider general linear combinations of the energyper-bit spent at each node (other than the one with equal weights E C k considered above). However, this generalization is equivalent to considering the same problem we consider, after absorbing the weights into the channel gains of the respective transmitters, as we later describe in Remark 3.
IV. PRELIMINARY RESULTS
In this section we first describe some known results for point-to-point AWGN channels. Then we extend them in a simple way to the two-relay diamond network, and show that this approach yields upper and lower bounds on the asynchronous minimum energy-per-bit that can be arbitrarily far from each other.
A. Point-to-point AWGN Channel
In the synchronous case, the minimum energy-per-bit of a point-to-point AWGN channel is a special case of the inverse of the capacity per unit cost, studied in [8] , where the cost is the average power. Consider a simple AWGN point-topoint channel, where the channel gain between transmitter and receiver is √ h. Let e sync b be the minimum energy-per-bit of this channel in the synchronous setting and e async b be the minimum energy-per-bit of this channel in the asynchronous setting. The following lemma can be obtained from the results in [8] .
Lemma 1: If C(P) is the capacity of the synchronous AWGN channel with power constraint P, then
where we define γ = 2N 0 ln 2. The importance of Lemma 1 for us is that it guarantees that any energy-per-bit e b > e sync b can be achieved with codes whose delay (i.e., the blocklength) is linear in the number of bits being sent. To see this, consider any e b > e sync b = inf P>0 P/C(P). We can find P > 0 such that e b > P /C(P ), and, for δ > 0 sufficiently small, we will have e b ≥ P C( P )−δ . Now, for the rate R = C(P ) − δ, we can find a sequence of (synchronous) codes {C k } ∞ k=1 , where C k transmits B k = k R bits, with a blocklength equal to k, whose error probabilities go to 0 as k → ∞. Therefore, the energy-per-bit of each code C k satisfies
and the delay k = B k /R is linear in B k . Next, we consider the same AWGN channel, but in the asynchronous setting. We will make an additional assumption about the sequence of distributions of ν B . Let p B (t) = Pr[ν B = t] and let p max B = max t p B (t). We will require that p max B → 0 as B → ∞. Among the sequences of distributions satisfying this property, we have sequences of distributions whose probability mass functions have the same "shape" but stretched over the interval [1 : 2 β B ] for each B. In particular, this is the case when ν B is uniformly distributed on {1, . . . , 2 β B }, which will be our focus when we consider the diamond network. By using this restriction, we exclude the distributions for which the expression (6) in [3] does not evaluate to the normalized entropy. Under this assumption, we can state the following theorem, which is similar to the results in [3] . However, since we are not in the discrete alphabet setting which is the focus of [3] , our achievability scheme is somewhat different, and it introduces the notion of a separation-based scheme. We present the achievability proof here, and the converse in Appendix A.
Theorem 1: For an asynchronous AWGN channel, the minimum energy-per-bit is given by
Proof: Achievability: We will show that the asynchronous energy-per-bit (1 +H )e sync b
(1 + δ) 2 , for an arbitrarily small δ > 0, is achievable, which implies e
We will let {B k } be the subsequence of 1, 2, . . . along which lim k→∞ H (ν B k )/B k =H . We will then build a sequence of codes {C k } ∞ k=1 , where code C k assumes arrival distribution ν B k and transmits B k bits.
Our scheme is based on having the transmitter send a large pulse as soon as the message arrives. The receiver will use a threshold detector to detect the pulse. Once the pulse is (correctly) detected, communication can proceed as in a synchronous channel. For code C k , the total energy available for the pulse will be
If the message arrives at time t (which implies p B k (t) > 0), then the transmitter will first send a pulse of magnitude
Following the pulse, the transmitter sends a codeword from an optimal code designed to send B k bits with energy-per-bit 2 γ /h over the synchronous version of the channel. Therefore, the expected energy consumed by our code is given by
where we used the convention that 0 log 0 = 0, in order to sum over all t ∈ {1, . . . , A k }. The energy-per-bit we will achieve will be lim
All we need to show is that the probability of error of our codes goes to 0 as k → ∞. Since we are using an optimal code for the synchronous channel to actually communicate the bits, the probability of incorrect decoding, given that the pulse was detected goes to 0 as k → ∞. Moreover, from Lemma 1 we know that the blocklength required for these codes will be B k /R for some R > 0, which guarantees that the decoding
and the probability of late decoding also goes to 0 as k → ∞. Thus, we only need to show that the probability of error in detecting the pulse goes to 0. For this to happen, we will set the detection threshold at the destination to be
at time t. We define the following two error events:
• L 1 = {Destination does not detect the pulse} • L 2 = {Destination incorrectly detects a pulse before the pulse is sent} Clearly, the probability of error in detecting the pulse can be upper bounded by Pr(
. We will show that each of the terms goes to 0 as k → ∞. For L 1 , we have
, and, as k → ∞, we have p max
which goes to 0 as k → ∞, since p max
B. Two-relay Diamond Network
We now start considering the two-relay diamond network shown in Fig. 1 in the asynchronous setting. Unless otherwise noted, we will assume throughout the paper (wlog) that g 2 ≤ g 1 . Moreover, we will focus in the case where ν B is uniformly distributed on [1 :
A simple achievable scheme for the two-relay diamond network in Fig. 1 is a separation-based scheme, similar to the one we used in the achievability of Theorem 1. Thus, we will have a synchronization phase, where the source will send a pulse at time ν B k to synchronize the relays, and the relays will send a pulse at time ν B k + 1 to synchronize the destination. After this, provided that the pulses were correctly detected by all nodes, we are in a synchronous setting, and we will have a communication phase. In this phase, any code for the synchronous two-relay diamond network can be used, as long as its delay is subexponential in the number of bits being sent.
To compute an achievable asynchronous energy-per-bit, we will use decode-and-forward for the communication phase. Notice that several relaying schemes that outperform decodeand-forward are known [9] - [11] . However, there is no closedform expression for the energy-per-bit achieved by these schemes, making it difficult to compare their performance to the lower bound. A careful calculation of the asynchronous energy-per-bit achieved by this separation-based scheme yields the following theorem, whose proof is in Appendix B.
Theorem 2: The asynchronous minimum energy-per-bit for the network in Fig. 1 satisfies
Remark 2: A tighter bound can be obtained by taking the minimum of the above expression and the energy-per-bit achieved by a scheme which only uses one of the relays. This is considered in Section VI and is ignored here as it would not change the gap analysis in the end of this section significantly.
In order to obtain lower bounds on the asynchronous minimum energy-per-bit, we will use a technique similar in flavor to cut-set bounds, but applied to minimum energy-per-bit. The idea is to consider all four cuts in the network in Fig. 1 , and view it as a MIMO channel, thus being able to apply a lower bound to the asynchronous minimum energy-per-bit of a pointto-point channel, as in Theorem 1. This approach yields the following result.
Theorem 3: The asynchronous minimum energy-per-bit for the network in Fig. 1 is lower bounded as e min b ≥ LB, where LB is the optimal solution to
As pointed out in Remark 1, focusing on an arbitrary linear combination of the energy-per-bit used by each node is equivalent to absorbing the weights into the channel gains. More precisely, if we replace
in Definition 1, the bounds in Theorems 2 and 3 (as well as all other bounds derived in this paper) can be modified accordingly by updating the channel gains asg 1 
In order to prove this result, we will require the following two results, which bound the asynchronous minimum energyper-bit of the MIMO channels obtained when we consider the different cuts. Their proofs are in Appendices C and D respectively. 
Lemma 3: Consider the MIMO channel in Fig. 3 
Proof of Theorem 3:
We will use the networks in Figures 2(a) and 2(b) to bound the energy-per-bit used by the sources, and the energy-per-bit used by the relays respectively. Notice that these networks correspond to two out of the four cuts in our diamond network. Now, suppose we have a sequence of codes {C k } ∞ k=1 achieving a finite energy-per-bit e b on the diamond network in Fig. 1 . Then we consider applying this sequence of codes to the network in Fig. 2(a) , where we assume the same asynchronism level. In order to do this we let the source transmit as if it were in the network in Fig. 1 . The destination, which has two receive antennas, which represent the relays from the original network, will first compute what the transmit signals of the relays would have been in the original network. Then it will simulate the second hop from the relays to the destination, and use the same sequential decoder used by the destination in the original network applied to the simulated received signal. It is clear that the probability of error of this code applied to the network in Fig. 2(a) is identical to the probability of error of C k on the network in Fig. 1 . The main difference is that the energy from the relays is not consumed anymore, and the energy used by code C k when applied to the network in Fig. 2(a) , is just the energy used by the source E (s) C k . This will allow us to bound the energy-per-bit used by the source. From Lemma 2, we have
Then we consider applying code C k to the network in Fig. 2(b) . This time, the source will simulate the transmit signals of the source in Fig. 1 and the received signals at the relays. Then it can compute the transmit signals of the relays in Fig. 1 
Up to this point, we have only considered two out of the four possible cuts of the two-relay diamond network. The other two cuts will yield MIMO channels that look like the network in Fig. 3 , for a = h 1 and b = g 2 , and a = g 1 and b = h 2 . For a point-to-point channel such as the one in Fig. 3 , it is not difficult to see that the asynchronous minimum energy-per-bit would be given by γ (1 + β) min . This is trivially achievable by just using one of the two source antennas (s 1 or s 2 ). However, for the purposes of deriving a tighter lower bound, we will be interested in capturing a relationship between the energy that is spent in each of the two source antennas. This relationship is stated in Lemma 3. Recall that, in order to derive (6) and (7) we used the fact that code C k can be applied to the networks in Figures 2(a)  and 2(b) . Similarly, by applying code C k to the network in Fig. 3 , (with a = h 1 and b = g 2 , and a = g 1 and b = h 2 ), we can use Lemma 3 to obtain
Next, we notice that (6), (7), (8) and (9) imply that, for any δ > 0, there exists a k 0 such that, for k ≥ k 0 ,
Therefore, for any k ≥ k 0 , a lower bound to
B k is the optimal value of the linear program
This implies that, for any δ > 0, the above linear program is also a lower bound to
and, after letting δ → 0, (10) is still a lower bound to (11) . Finally, by taking the dual of (10) with δ = 0, we conclude that (5) is a lower bound to the asynchronous minimum energy-per-bit of the diamond network in Fig. 1 . The advantage of using the dual linear program in (5) rather than its primal is that any feasible solution (y 1 , y 2 , y 3 , y 4 ) yields a lower bound to the asynchronous minimum energy-per-bit of the diamond network. In order to explicitly compute a gap between the upper and lower bounds, we may consider a worse lower bound, obtained from the feasible solution to (5) 
The gap between our upper bound and this lower bound is given by
This result shows that our separation-based scheme performs well in cases where the channel gains of the first hop are much stronger than the channel gains of the second hop (since the gap in (13) is small in comparison to the lower bound in (12)). However, it is important to realize that our gap depends on β, suggesting that the separation-based scheme may be arbitrarily bad in high-asynchronism regimes (i.e., when β is large). Notice that, even if we consider the optimal solution to (5), our lower bound is still a multiple of (1 + β) and the gap to the upper bound from Theorem 3 will still depend on β.
Even though the bounds in Theorems 2 and 3 do not yield a constant-gap approximation to the minimum energy-per-bit, they do yield a constant factor approximation. By carefully bounding the solution to (5), the ratio between upper and lower bounds can be verified to be at most 2. However, in Section VI we will show that, with an improved lower bound, the ratio between upper and lower bounds goes to 1 as β → ∞. Moreover, the gap between our upper and lower bounds will be independent of β.
V. MAIN RESULTS
Our first main result (Theorem 4) is that a relay can only be helpful in a coding scheme (from the energy-per-bit point of view) if it is synchronized. From this, we can derive our second main result (Theorem 5), which consists of a lower bound for the asynchronous minimum energy per bit of the diamond network (tighter than the one in Theorem 3), whose ratio to the upper bound in Theorem 2 is bounded by 2, and decreases to 1 as β increases. The proof of Theorem 4 is very technical, and is deferred to section VII, while the proof of Theorem 5 is presented in this section.
In this work, we will define synchronization as follows.
Definition 2:
Relay i is synchronized in the sequence of codes achieving a finite energy-per-bit e b on the asynchronous diamond network in Fig. 1 . Then we can achieve arbitrarily close to the energy-per-bit e b with a sequence of codes {C k } ∞ k=1 for which one of the following is true:
(a) Relay i , for i = 1, 2, can create a list k | is subexponential in B k , and relay 2 is inactive (i.e., does not transmit any signal). Theorem 4 states that we can assume wlog that any sequence of codes {C k } ∞ k=1 achieving a finite energy-per-bit e b will allow any relay that is used (i.e., any relay that does not stay silent) to create a list 
Thus, we have just shown the following. Corollary 1: It is possible to achieve the minimum energyper-bit of the asynchronous diamond network in Fig. 1 with codes where each relay is either synchronized or remains silent.
In the remainder of this section, we show how Theorem 4 can be used to improve our lower bound, and, in section VII, we prove Theorem 4. We will need some facts related to the capacity of a two-user degraded broadcast channel. Let C(P) be the capacity region of a degraded broadcast channel X ↔ Y 1 ↔ Y 2 . We know that this capacity region consists of all pairs (R 1 , R 2 ) such that
for some distribution p(u, x) such that E X 2 ≤ P, where R 2 corresponds to the common rate, and R 1 to the private rate to the stronger user. However, we will be interested in the multi-letter characterization of the same region; i.e., all pairs (R 1 , R 2 ) such that
for some n and some distribution p(u, x n ) such that E X n 2 ≤ n P. An important quantity for us will be the (1 : θ)-capacity of this broadcast channel, which we define as
for some θ > 0. Using the multi-letter description of the capacity (14), it is easy to see that we have
Now we can state our new lower bound.
Theorem 5:
The asynchronous minimum energy-per-bit for the network in Fig. 1 is lower bounded as
where LB2 is the optimal solution to
Proof: First we assume that {C k } ∞ k=1 falls into case (a) of Theorem 4, and both relays are synchronized. In this case, we will consider using code C k on the degraded broadcast channel in Fig. 4 , in the synchronous setting.
Notice that, for this broadcast channel,
is a vector. When we consider using code C k on this channel in the synchronous setting, we will have the source choosing an arrival time ν B k uniformly at random from 
We will let XÃ k be the the random vector corresponding to the transmit signals of the source when using code C k on the broadcast channel, and YÃ k 1 and YÃ k 2 be the corresponding outputs at D 1 and D 2 respectively. Since we are assuming that relay 2 is synchronized in the diamond network, destination D 2 will be synchronized here, which implies that
Now, using (15) with U = ν B k , we obtain
where (i ) follows from Fano's inequality. Next, we notice that the capacity C(P) of the Gaussian degraded broadcast channel is known in closed-form, and in the case of Fig. 4 , it is comprised of all non-negative pairs (R 1 , R 2 ) satisfying
It is then not difficult to see that the (1 : β)-capacity of our broadcast channel can be expressed as
Then we have
Now, by combining (18) and (19), we conclude that
Finally, by taking the lim sup when k → ∞ and using (17), we obtain
For the other three cuts in the network, we use the same analysis that we used in the proof of Theorem 3 to obtain (7), (8) and (9) . Then, by following very similar steps to those in the proof of Theorem 3, we conclude that a lower bound to
is given by the optimal solution to the linear program
Then, by taking the dual of (22) we obtain (16), which concludes the proof in the case where both relays are synchronized.
If the sequence of codes falls into case (b) of Theorem 4, we may assume that only relay 1 is synchronized an relay 2 is silent. Then the analysis is much simpler. We essentially have two concatenated point-to-point asynchronous AWGN channels, in which case the asynchronous minimum energyper-bit is exactly given by
and the theorem follows.
VI. IMPLICATIONS OF THE MAIN RESULTS
The result in Theorem 5 allows us to characterize the asynchronous minimum energy-per-bit of the diamond network to within a constant ratio, which ranges from 2 in the synchronous case to 1 in the highly asynchronous case. First notice that, if we just use relay 1 (the stronger relay), we can achieve energy-per-bit γ (1+β)
. Therefore, in cases where
the optimal strategy for the two-relay diamond network is to just use relay 1. In these cases, there is no gap between upper and lower bound. In cases where
it is clear that LB2 is a lower bound on the asynchronous minimum energy-per-bit for any sequence of codes (independent of which relays are synchronized). Therefore, if we compare it to the simple upper bound from Theorem 2, and using the feasible solution to (16) We show in light gray the positions of relay 2 for which it would be optimal to use both relays, in black the region where it would be optimal to use only relay 1, in dark gray the region where it would be optimal to use only relay 2, and in white the region for which our result does not provide an answer. The channel gains are assumed to be inversely proportional to the cube of the distance.
Notice that this gap does not depend on β anymore. Therefore, we conclude that the separation-based scheme, although suboptimal, has a performance that does not become worse for large β; it in fact becomes relatively better. An important outcome of these results is that, for some values of g 1 , g 2 , h 1 and h 2 , we can decide whether it is optimal to use one or both relays. As we observed before, in the cases where (24) holds, it is optimal to only use relay 1. The intuition is that the cost of using relay 2 is high, since it must be synchronized in order to be useful, and using it does not improve the achievable energy-per-bit. On the other hand, in cases where our upper bound is below the lower bound when using only relay 1, i.e., when
we know that the optimal strategy involves using both relays, and paying the price for synchronizing them. The plots in Fig. 5 illustrate these results. For a given value of β and for fixed positions of the source, relay 1 and the destination, we show in light gray the positions of relay 2 for which it would be optimal to use both relays, in black the region where it would be optimal to use only relay 1, in dark gray the region where it would be optimal to use only relay 2, and in white the region for which our result does not provide an answer.
To create these plots, we assumed that the channel gains are proportional to the cube of the inverse of the distance. Next, we consider the ratio upper-bound/lower-bound. The upper-bound that we use is simply the minimum between a decode-and-forward scheme using only relay 1 and a decodeand-forward scheme using both relays, i.e., min γ (1+β)
As shown in [1] , in the special case where the first hop of the diamond network is symmetric, i.e., when g 1 = g 2 = g, the upper and lower bounds are within a constant factor of each other. To see this, notice that, if g 1 = g 2 = g, the upper-bound always reduces to γ (1
Moreover, by computing the bound (16) with
We then have
Therefore, if g 1 = g 2 , separation-based schemes achieve to within a factor of (1 + β)/( 1 2 + β) from the minimum energy-per-bit. This ratio equals 2 when β = 0 (i.e., in the synchronous case) but it decreases towards 1 as β increases.
In the general case, however, finding a good analytical bound on the worst-case ratio between upper and lower bounds is not as easy. As noticed before, if (24) holds, then the gap between upper and lower bound is zero, and the ratio is one. Hence, we may assume that, for the worst-case ratio, (25) holds, and by plugging
Then, an upper bound to the worst-case ratio is
This clearly shows that, as β → ∞, the worst-case ratio tends to 1. However, this bound tends to infinity when β → 0.
To verify that this is not the case for the worst-case ratio, we consider two regimes.
(a) h 1 ≤ g 2 : By considering only the second term in (27), and the lower bound provided by plugging
,
into (16), we can upper bound the worst-case ratio as
By considering only the first term in (27), and the lower bound provided by plugging
We conclude that, in the worst case, the upper bound in (27) and the lower bound from Theorem 5 are within a factor of 2 of each other, and that this factor goes to 1 as β → ∞. Since this bound is very crude, we considered finding the approximate worst-case ratio between the upper bound in (27) and the lower bound from Theorem 5 numerically. First we notice that for any choice of g 1 , g 2 , h 1 , h 2 , if we normalize all the channel gains by max(g 1 , g 2 , h 1 , h 2 ) we obtain the same ratio between upper bound and lower bound. Therefore, we may restrict our search for the worst-case ratio to the case where all channel gains lie in [0, 1]. Thus, we considered the ratio between upper bound and lower bound for g 1 , g 2 , h 1 , h 2 ∈ {1/30, 2/30, . . . , 30/30}, and found the worst-case for several values of β. We obtained the plot in Fig. 6 . This plot confirms that the worst-case ratio is uniformly upper bounded by 2, and decreases to 1 as β increases. The ratio decreases to 1 faster than 1 + 1/β, but not as fast as
VII. PROOF OF THEOREM 4 Our main objective in this section is to prove Theorem 4. The main idea is to show that, in order to achieve the minimum energy-per-bit on the network in Fig. 1 , there is no point in using a relay if it is not synchronized, where the notion of a synchronized relay is formalized in Definition 2. Recall that, in our definition of what it means for a sequence of codes to achieve an energy-per-bit e b (Definition 1), we require that code C k , which operates on a channel with arrival distribution ν B k , transmits B k bits. In this section, it will be useful to use an equivalent definition of achievable asynchronous energy-per-bit e b . Under the assumption that the distribution ν B k is uniform over [1 : 2 β B k ], we obtain the following result, whose proof is in Appendix E.
Lemma 4: Suppose we have a sequence of codes {C k } ∞ k=1 , where code C k operates on a channel with uniform arrival distribution on [1 :
Suppose that, in addition, this sequence of codes satisfies the following: 
i.e., {C k } achieves an energy-per-bit (1 + η)e b according to the original definition. This Lemma allows us to regard the three conditions satisfied by the sequence of codes {C k } ∞ k=1 in the statement of Lemma 4 as an equivalent definition of what it means for a sequence of codes to achieve energy-per-bit e b .
In order to prove Theorem 4, we will start with a sequence of asynchronous codes {C k } achieving energy-per-bit e b , and we will make several modifications to it, until we obtain another sequence of codes with the properties stated in the statement of the theorem. These steps and the lemmas and theorems that construct the proof are summarized in the diagram in Fig. 7 .
Our first goal is to convert any given scheme into another scheme where the transmissions by the source are restricted to start at a few special "transmission times", and last at most time steps. Then, if each pair of consecutive transmission times are separated by more than time steps, at a given time t, if the source is transmitting, there is only one possible starting time for the transmission block. Intuitively, this will facilitate the relays' task. We formally define this notion as follows.
Definition 3: An asynchronous code C k is said to have nonoverlapping transmission blocks if there is a set of times {t 1 , t 2 , . . . , t q } with t 1 < t 2 < . . . < t q and a transmission blocklength k , satisfying the following properties: 
. , q, then the relays stay silent, and the destination does not apply any detection/decoding function. We will in general refer to the set of transmission times of code C k as S k . Notice that a non-overlapping transmission blocks scheme effectively induces a new message arrival distributionν B k , where Pr(ν B k = t) = 1/|S k | if t ∈ S k and Pr(ν B k = t) = 0 otherwise. Then we have the following key result, whose proof is in Appendix F.
Lemma 5: Suppose we have a sequence of codes
achieving a finite energy-per-bit e b on the asynchronous diamond network in Fig. 1 
for any arbitrarily small η > 0, and whose probability of error goes to 0 as k → ∞.
Remark 4:
The statement of Lemma 5 does not require the sequence of codes {C k } to in fact achieve any energy-per-bit according to Definition 1.
Remark 5: Notice that the energy spent in the code C k after timeν B k + k − 1 is only spent by the relays. Therefore, if somehow the relays were able to decodeν B k at timeν B k + k − 1, they could stop transmitting, and Theorem 5 would imply that we have a sequence of codes with non-overlapping transmission blocks achieving arbitrarily close to energy-perbit e b .
We will now move toward our main result for the 2-relay diamond network. Since we will be frequently dealing with the sequence of codes constructed via Lemma 5, the following definition will be useful.
Definition 4: A sequence of codes {C k } ∞ k=1 with nonoverlapping transmission blocks achieves a causal energy-perbit e b , if it satisfies properties 1 and 2 in Definition 1, and
where k is the transmission blocklength. Remark 6: Consider a sequence of codes with nonoverlapping transmission blocks that achieves a causal energyper-bit e b with delay d B k (which must be, according to Definition 1, subexponential in B k ). Notice that a message that arrives in the first half of I i , for any i , cannot be decoded with a delay smaller than
Since the message arrives in the first half of some I i with probability 1/2, and the error probability goes to 0, Definition 4 implicitly requires that
, for k sufficiently large. Therefore, since the delay d B k must be subexponential in B k , we must also have A k /|S k | subexponential in B k . This fact will be used in subsequent proofs.
Lemma 5 states that we can take any sequence of codes {C k } ∞ k=1 achieving energy-per-bit e b and use it to build another sequence of codes {C k } which achieves a causal energy-perbit arbitrarily close to e b and has non-overlapping transmission blocks. Our first goal will be to show that any such sequence of codes can be converted into yet another sequence of codes, achieving the same causal energy-per-bit, where either both relays decodeν B k exactly, or relay 1 decodesν B k exactly and relay 2 is not used at all. This way, the relays that are actually used for communication can decodeν B k and stop transmitting at timeν B k + k −1. This will allow us to convert our sequence of codes that achieves causal energy-per-bit e b , to a sequence of codes that in fact achieves energy-per-bit e b . In addition, this new sequence will have the property that any relay that is used must be synchronized.
In the process of proving Theorem 4, an important step will be to restrict the set of messages that can be sent by a given code to only those with some special properties. Because of that, it will be interesting that the energy spent by the code does not vary too much depending on the message that is sent. This will allow us to restrict a code to only sending a certain subset of the messages without having the average energy-perbit change much.
Consider a code C k with non-overlapping transmission blocks. Now, suppose that for each transmission time t i we have an injective mapping φ k,i : {1, . . . , M k } → {1, . . . , 2 B k }. We will let φ k represent the ensemble of all these mappings, i.e., φ k = {φ k,1 , φ k,2 , . . . , φ k,|S k | }. Then we have the following definition.
Definition 5: The restriction of code C k according to φ k , denoted by C φ k , is a new code with message set {1, . . . , M k }, which, given that message m ∈ {1, . . . , M k } (effectively) arrives at timeν B k = t i , transmits the message φ k,i (m) using code C k . The destination applies the same decoder of code C k , and then uses φ
We will be interested in codes C k for which any restriction yields a good code, as defined next.
Definition 6: A sequence of codes {C k } ∞ k=1 with nonoverlapping transmission blocks that achieves a causal energyper-bit e b is said to achieve a causal energy-per-bit e b uniformly over the messages if for any sequence of message restrictions {φ k } we have
Then we have the following Lemma, whose proof is in Appendix G.
Lemma 6: Suppose we have a sequence of codes
with non-overlapping transmission blocks achieving a causal energy-per-bit e b on the asynchronous diamond network in Fig. 1 . Then we can have a sequence of codes {C k } that have non-overlapping transmission blocks, achieving a causal energy-per-bit (1 + η)e b uniformly over the messages, for any η > 0. In order to show our main result, i.e., that any relay that is used may be assumed to be synchronized, we first focus on relay 1, which is the relay that has a stronger channel from the source.
Theorem 6: For any sequence of codes {C k } ∞ k=1 for the asynchronous diamond network with non-overlapping transmission blocks achieving a causal energy-per-bit e b uniformly over the messages, relay 1 can create a list k ⊂ S k which containsν B k with vanishing error probability, and has a size | k | that is subexponential in B k . Moreover, each t in the list is added to it no later than at time
, when using code C k . Consider a sequence of non-negative numbers { k } for which k → 0. Let the set T (α, C k , k ) of arrival times be defined as
The proof of the following Lemma is in Appendix H.
Lemma 7:
There exists an α > 0 and a non-negative sequence
Notice that, for the α > 0 and the sequence { k } provided by Lemma 7, we can actually replace the lim sup in (31) with a limit, since one can consider the subsequence of {C k } ∞ k=1
for which the limit exists and is the lim sup of the original sequence. Therefore, we will assume that (31) holds with lim sup replaced by lim. We will show that, if (31) holds, relay 1 can implement a list detector k for ν B k with probability of error going to 0, and whose list size is subexponential in B k . In order to make the argument easier to understand, we first describe a scheme in which each relay i , i = 1, 2, implements a list decoder k,i for ν B k based on its transmit signals X i (t), t = 1, . . . , A k +d B k −1, and we show that the probability that both decoders make an error at the same time goes to 0. The list
α transmission blocks where the energy consumed by relay i is at least α B k , and lists the corresponding transmission times. Let E
k , which implies that, if (32) and (33) are satisfied, the list decoder k,i will be correct, i.e.,ν B k ∈ k,i . The probability of error at both decoders is then given by
where (i) follows by noticing that if we have four events
(ii) follows from Markov's inequality and (iii) follows from the fact that
Next, we want to use a similar argument to show that relay 1 can implement by itself a list detector with a list size linear in B k and probability of error going to 0 as k → ∞. In order to do that, notice that, since the channel gain from source to relay 1, g 1 , is stronger than the channel gain from source to relay 2, g 2 , relay 1 can "virtually" simulate the received signal of relay 2, and then simulate the output of the relaying functions of relay 2, thus being able to implement the list decoder based on the transmit signals of relay 2 as well. To simulate the received signal at relay 2, relay 1 multiplies its received signal by √ g 2 /g 1 and then adds a Gaussian noise with variance 1 − g 2 /g 1 to it. It is easy to see that the resulting signal has the same marginal statistics as the signal received at relay 2.
Assume thatX 2 (t) is the signal that would be transmitted from relay 2 at time t according to relay 1's simulation. Relay 1 can use the list decoder k = k,1 ∪ˆ k,2 , whereˆ k,2 is the list decoder based onX 2 
Notice thatX 2 has the same distribution as X 2 , but the joint distributions of (X 1 , X 2 ) and (X 1 ,X 2 ) are different, which is why the previous argument does not work to show that the error probability of this list decoder goes to 0. In particular, if we letÊ
To solve this issue, we first notice that, for t ∈ T (α, C k , k ),
where (i ) follows from the independence ofν B k and m, and (ii) follows from the fact that, givenν B k and m, X 1 and X 2 are independent. Now we notice that
From the Cauchy-Schwarz inequality, for any numbers
Thus, we can combine (35) and (36) to obtain
Now, using (37), it is possible to repeat the same steps we used in (34) to obtain
contains ν B k with vanishing error probability.
Notice that the result above implies that, in the case where g 1 = g 2 , both relays can implement the list decoders forν B k , and each of them will have vanishing error probability.
In Theorem 6, we learned that in any scheme that achieves a finite causal energy-per-bit, relay 1 can approximately decode ν B k with vanishing error probability. Next we address relay 2, the weaker relay. Similar to what we did in Theorem 6, we will define the set of arrival times
where S k is the set of transmission times of code C k and achieving a finite energy-per-bit e b on the asynchronous diamond network in Fig. 1 . Consider any α > 0 and any nonnegative sequence { k }, with k → 0. Then, for any η > 0, we can have a sequence of codes {C k } achieving a causal energyper-bit (1 + η)e b uniformly over the messages that have nonoverlapping transmission blocks, and for which one of the following is true:
Lemma 8, whose proof is in Appendix I, will be the basis of the proof of Theorem 4. Intuitively, if a sequence of codes satisfies (a) then relay 2 should be able to approximately decode the arrival time ν B k . Otherwise, if (b) is satisfied, then we can find yet another sequence of codes which does not use relay 2 and achieves the same energy-per-bit. We can now prove Theorem 4, which we restate here. 
Notice that the lim sup and lim inf in the statement of Lemma 8 can be replaced by limits by simply restricting {C k } to the corresponding subsequences. Also notice that, if the set of transmission times for the code C k is given by S k , our delay for {C k } ∞ k=1 is at most 2
α transmission blocks where the energy consumed by relay 2 is at least α B k , and lists the corresponding transmission times. Let E
be the total energy consumed by relay 2 up to timeν
k , which implies that, if (41) and (42) are satisfied, the list decoder k will be correct, i.e.,ν B k ∈ k . The probability of error of the list detector is thus given by
where (i) follows from Markov's inequality and (ii) follows from the fact that
We have that Pr
based on the simulated output of relay 2, and since it will be statistically equal to the actual list decoder from relay 2, its error probability will also tend to 0 as k → ∞. Now, we need to take care of the fact that our codes only achieve causal energy-per-bit e b . To fix this, we will use the fact that both relays are approximately decoding the effective arrival timeν B k (they have a list of subexponential size in B k containingν B k with high probability), to improve the coding scheme such that both relays can decodeν B k exactly. In order to do that, we will have the source transmitting a pulse after the transmission block. Define U k 2B k e b /α. Notice that the fact that {C k } ∞ k=1 achieves a causal energy-per-bit e b implies that lim inf k→∞
α . This, in turn, implies that for a subsequence of codes
= U k j . Therefore, we will restrict ourselves to this subsequence and drop the notation k j for simplicity. We will have the source transmitting a pulse of magnitude 2
, at timeν B k + k . Notice that this time was previously not used by the scheme due to the nonoverlapping transmission blocks requirement that t i+1 ≥ t i + k +1. The relays, after adding a transmission time t i to the list, use a threshold detector at time t i + k with threshold √ 4 ln U k . If a pulse is found at t i + k , the relay declaresν B k = t i , and stops transmitting after that point. This way, we will be converting our scheme that achieves a causal energy-per-bit e b to a scheme that actually achieves an energy-per-bit e b . However, a further modification needs to be made, before we can bound the energy used by this code. We let L k be the event that both relays correctly detect the pulse, thus decodingν B k correctly. We also let (r i ) k be the list decoder from relay i . Then we have
k ), and, from (43), we know that the first term tends to 0 as k → ∞. For the second term, we have
and we conclude that Pr(L k ) → 0 as k → ∞. Then we define γ k Pr(L k ), and we will have both relays stay silent in the last √ γ |S k | transmission blocks, where S k is the set of transmission times. It is easy to see that the probability of error of the resulting code still goes to 0 as k → ∞. Since the relays stop transmitting after detecting a pulse at time t i + k for t i ∈ k , we can now bound the energy used by the resulting code C k as
where (i) follows because, up to timeν B k + k − 1, the energy used by code C k is the same as the energy used by C k unless a pulse is incorrectly detected, in which case it is less; (ii) follows because the energy spent from timeν B k + k on is the energy used in the pulse and then either 0 if the pulse is detected, or the energy that would be spent otherwise; (iii) follows from the fact that C k has non-overlapping transmission blocks, and, if the pulse is missed, C k behaves as C k would have behaved if the message had not arrived yet. Now, since the sequence of codes {C k } ∞ k=1 achieves a causal energy-per-bit e b , it is easy to see that
which means that C k achieves an energy-per-bit e b with both relays decoding the effective arrival timeν B k exactly. Therefore, this decoder forν B k can be converted into a list decoder for ν B k with a list of size
A k
|S k | which is subexponential in B k . The previous arguments imply that if, for some α > 0 and some non-negative sequence { k } with k → 0, we have (39), then the sequence of codes {C k } ∞ k=1 can be converted into another sequence of codes achieving the same energy-per-bit where both relays can have a list decoder k forν B k (where | k | is subexponential in B k ) with vanishing error probability. In this case, we fall into case (a).
Therefore, for case (b) we only need to consider sequences of codes {C k }, such that for all α > 0 and all non-negative sequences { k } with k → 0, the sequence of codes built according to Lemma 8 satisfies (40) . Thus, we assume that, for any α > 0 and any { k } with k → 0, we have a sequence of codes {C k } ∞ k=1 achieving the same energy-per-bit e b for which (40) holds.
Our main modification will be to restrict the messages that our code C k can send. Consider the set
To simplify the notation, we will refer to the sets
which implies that
From (40), (46) and the fact that Pr (error(C k )) → 0 as k → ∞, we conclude that
We will now use the set L 2 (α, C k , k ) to define the messages that can be sent by our code. Since the sequence { k } with k → 0 can be chosen arbitrarily, we fix it to be k = max(1/B k , ξ
Next we notice that, for t ∈ L 2 (α,
and also
We can now write
Then we notice that, for any m
Now, if we define
we can use (51) and (52) to obtain
Moreover, for any m ∈ M t , we have
which goes to 0 as k → ∞. 
For any effective arrival timeν
For an effective arrival timeν
We build code C k with B k = B k − log 4B k , as the restriction of code C k according to φ k . We can upper bound the error probability of this new scheme as
k , where (i ) follows from (54). Thus, Pr error(C k ) → 0 as k → ∞. Moreover, the restriction C k achieves a causal energyper-bit
where (i ) follows since the sequence of codes {C k } ∞ k=1 was assumed to achieve causal energy-per-bit e b uniformly over the messages. We will now consider using code C k in the network in Fig. 8 . In this network, the source possesses two antennas, A 1 and A 2 . This network should be thought of as the previous diamond network when we allow the source and relay 2 to cooperate. Therefore, it is clear that any code used for the diamond network in Fig. 1 can be used in the network in Fig. 8 by simply having the source simulate the received signals at relay 2 and using its relaying functions to compute the transmit signals for A 2 . Clearly, the error probability and the expected energy when applying C k to this new network are identical to those for the original network.
Working in the network in Fig. 8 , the first modification we can make to the sequence of codes {C k } is to have them achieve energy-per-bit e b , rather than causal energy-per-bit e b . This can be done since, according to Theorem 6, relay 1 can have a list decoder forν B k with a list size that is subexponential in B k . Let k be this list, and U k a subexponential function of B k satisfying U k → ∞ as k → ∞ and | k |/U k → 0 as k → ∞. Similar to our previous argument, we can have the source send a pulse of magnitude 2 4 ln U k g 1 at timeν B k + k , and have relay 1 use a threshold detector with threshold √ 4 ln U k at time t i + k , as long as t i was added to the list. If the pulse is detected, relay 1 can halt its transmissions. Moreover, since relay 2 and source are now together, relay 2 can stop its transmissions at timeν B k + k without having to detect any pulse. We call the resulting code {C k }. Following (44), it can be shown that the probability of error in decodingν B k at relay 1 goes to 0, and by following the argument in (45), it can be shown that our modified sequence of codes {C k } achieves an energy-per-bit e b , and allows relay 1 to decodeν B k exactly with vanishing error probability.
The next modification we will make is to allow A 2 to stay silent up to timeν B k . Notice that this does not happen when we use code C k in the network from Fig. 8 , since the source is simulating what relay 2 would be sending during each transmission block on the actual diamond network. In order to fix that, we notice that, during transmission blocks prior toν B k , all the source is doing is drawing noise sequences for the received signals at relay 2, computing the corresponding outputs for relay 2 and transmitting them on A 2 . Therefore, we will draw |S k | i.i.d. N (0, 1) noise sequences of length k prior to the communication session and share them among source and destination. By viewing these sequences as the noise received by relay 2, the destination can directly compute what relay 2 would have transmitted during the transmission blocks and add that (multiplied by √ h 2 ) to its received signal. Notice that, during the transmission blocks prior toν B k , the statistics of this modified received signal at the destination will be the same as in the code C k , and A 2 will be silent.
However, once we get to the actual transmission block W (ν B k ), since the destination does not knowν B k , it will once again add to its received signals the contribution of what relay 2 would have transmitted if it had received just noise. To compensate for this, since the noise sequences were shared with the source, the source can compute the output of the relay during W (ν B d ) as well, and transmit its negative on A 2 , thus cancelling the addition done by the destination. Notice that the result of this operation is that antenna A 2 will stay silent in all the transmission blocks, except for W (ν B k ). However, A 2 will utilize (possibly) more energy during W (ν B k ) than it would have in code C k , since it will have to add to its transmit signals a compensation sequence, i.e., a sequence of signals that will cancel the effect of the addition performed by the destination. Later we will show that this extra energy is in fact negligible.
In order to describe the signal that the source will send on
If the effective arrival time isν
then A 2 will remain silent. This will likely cause an error, but notice that, from (47), the probability of this event goes to 0. Moreover, this modification can only decrease the energy used. If the effective arrival time isν 
The source will thus find such an output sequence, and transmit it on A 2 together with the compensation sequence we mentioned previously. Therefore, for any effective arrival timeν
, since the message we will be sending is from M t i , we have that the error probability will satisfy (53). The error probability of this new code, which we will call C k , satisfies
k , where (i ) follows from (53). We conclude that Pr error(C k ) → 0, as k → ∞. We will let E ( A 1 ,r 1 ) C k be the energy spent by code C k at antenna A 1 and relay 1. Notice that antenna A 1 and relay 1 perform exactly as the source and relay 1 perform when code C k is used. Therefore we have
Now we need to compute the expected energy consumed by antenna A 2 . Let V ∈ R k be the compensation sequence that is added to the transmit signal of A 2 during W (ν B k ), and let X ∈ R k be the actual transmit signal that the source draws, satisfying X 2 ≤ α B, to be transmitted on A 2 . Since A 2 only spends energy in W (ν B k ), we have
In order to upper bound the value of E V 2 , we recall that, ifν B k = t i , V is a shared random sequence that was drawn as the output of relay 2 during W (t i ), assuming that only noise was received at relay 2, i.e., assumingν
Therefore, the energy-per-bit used on antenna A 2 satisfies lim inf
where (i ) follows from (56) and (57), and (ii) follows from the fact that
Clearly, we can find a subsequence of codes {C k j } ∞ j =1 , for which the lim inf in (58) holds as limit, and for which E E
Thus, by only keeping the codes in {C k j }, we conclude that the sequence of codes {C k } can be used on the network in Fig. 8 with the additional constraint that any sequence of codes {C k } ∞ k=1 must satisfy
Intuitively, if α is very small (recall that we could have fixed α > 0 arbitrarily small), antenna A 2 should not be very useful for the scheme. This idea is captured in the following Lemma, whose proof we present in Appendix J. Lemma 9: Consider the network shown in Fig. 8 in the asynchronous setting. Suppose a sequence of codes {C k } ∞ k=1 satisfies (59) and achieves a finite energy-per-bit. Then we must have
where f (α) is a function satisfying f (α) → 0 as α → 0. Then we notice that the sequence of codes {C k }, once restricted to the subsequence {C k j }, achieves an energy-perbit
where (i ) follows from (58) (since the lim inf in (58) can be replaced with the limit) and the fact that A 1 and r 1 perform identically in code C k and C k ; and (ii) follows from the fact that code C k achieves an energy-per-bit e b on the network in Fig. 8 . Therefore, by applying Lemma 9, we conclude that
Since this inequality holds for any α > 0, we may let α → 0. The right-hand side then becomes precisely the energy-per-bit achieved by a scheme that only uses relay 1 (by viewing the network as the concatenation of two point-to-point channels). This concludes the proof of Theorem 4.
VIII. CONCLUDING REMARKS
In this work we started studying the fundamental limits of energy-efficient communication in relay networks with bursty traffic. For the diamond relay network, we showed that the minimum energy-per-bit can be achieved with codes where each relay is either synchronized or not used. Intuitively, this result should not be surprising. The idea is that a relay that is not synchronized will most likely waste energy outside of the actual communication block and harm the achieved energyper-bit. This result was then used to derive a lower bound for the asynchronous minimum energy-per-bit for the diamond network which allows us to prove that separation-based schemes are nearly optimal in high asynchronism regimes.
But the intuition that a relay that is not synchronized cannot be helpful from an energy-per-bit point of view extends beyond a simple diamond network. It seems reasonable to expect that a result similar to Corollary 1 holds for general wireless networks. Such a result would have interesting consequences. It would essentially imply that a separation-based scheme that synchronizes a certain optimal subset of the relays can achieve close to the asynchronous minimum energy-per-bit. Moreover, it would raise the questions of how to find the optimal subset of relays to be synchronized and what the correct strategy for synchronization is. In a large non-layered network, it is not even clear in what order the relays should be synchronized.
However, it should be noted that the techniques used to prove Theorem 4 cannot be easily extended to larger networks. In particular, we notice that Lemma 9 essentially implies that if we have a code where relay 2 uses very little energy, then it is possible to come up with a new code where relay 2 is not used at all. In order to prove that, we used the fact that the capacity (and, thus, the minimum energy-per-bit) of two concatenated point-to-point AWGN channels is known. In general, when the capacity of the network resulting from removing a relay is known, similar arguments to those in this paper could be used to prove that this relay cannot be useful if it uses very little energy. This would be the case, for instance, of the classical relay channel, where, from the energy-per-bit point of view, the techniques in this paper can be used to show that it is optimal to either synchronize the relay or not use it at all. However, in order to extend this result to a more general relay network such as the N-relay diamond network, we would no longer be able to use the same techniques, since the capacity of the (N − 1)-relay diamond network is not known. Therefore, new techniques must be developed in order to prove that a relay that uses a negligible amount of energy-per-bit can in fact be turned off without affecting the performance of the coding scheme.
Another relevant direction for future work involves improving our lower bound on the minimum energy-per-bit for the asynchronous two-relay diamond network. Notice that the main idea that allowed us to establish this lower bound was the fact that any relay that is used can be assumed to be synchronized. Then, since a synchronized relay must essentially decode the arrival time, the energy associated with communicating the arrival time bits must be used by the source. The important idea here is the fact that, if the sources communicate B bits to the destination and H (ν B ) bits (associated to the arrival time) to each of the relays, then, since the relays together can decode anything that the destination decodes, the energy spent by the source must be at least
Implicit in this argument is the notion that, in a synchronous point-to-point channel, if two independent messages W 1 and W 2 are to be communicated, the minimum energy required is the (synchronous) minimum energy-per-bit of the channel. In other words, communicating the two messages separately, one after the other, is optimal. However, for networks with more complicated traffic demands, this simple idea cannot be easily extended. Of particular relevance to the problem considered in this paper is the following question.
Question: In a two-relay synchronous diamond network with g 2 ≤ g 1 , is it possible to communicate B 1 bits from the source to the destination and B 2 independent bits from the source to all the other nodes (the relays and the destination) using less energy than
where e dest b is the minimum energy required to communicate a bit from source to destination?
In this case, it is not clear whether communicating the B 1 bits first and then the B 2 bits is optimal; i.e., it is not clear whether a joint strategy could perform better. If the answer to this question is no, implying that (60) is in fact the minimum energy required to communicate the B 1 bits and the B 2 bits to their desired sinks, we would in fact be able to show that separation-based schemes are optimal (not just approximately) for the problem we considered. In this case, characterizing the asynchronous minimum energy-per-bit of the diamond network exactly would become equivalent to characterizing its synchronous minimum energy-per-bit e dest b . On the other hand, an affirmative answer to the aforementioned question would likely imply the existence of a non-separation-based coding scheme for the asynchronous diamond network which achieves a lower asynchronous energy-per-bit than any separation-based scheme. This raises the interesting question of whether one can find simple examples of networks where separation-based schemes can be shown to be suboptimal from the minimum energy-per-bit point of view in this paper.
APPENDIX A PROOF OF THEOREM 1
of asynchronous codes, achieving a finite energy-per-bit e b , and let the error probabilities be Pr (error(C k )) = k , where k → 0. We consider using code C k in a synchronous AWGN channel. We let XÃ k k be a (discrete) random vector of length A k A k + d B k − 1 that has the distribution induced on the input of the channel by first choosing a message M uniformly at random from {1, . . . , 2 B k }, then choosing a time index T from {1, . . . ,Ã k } according to the distribution of ν B k , and then having the source and the destination operate according to the asynchronous code C k . Let YÃ k k be the corresponding received signal at the destination. Notice that, from YÃ k k , it is possible to decode M and output a set {t, t + 1, . . . , t + d B k − 1} of consecutive time steps such that T belongs to it with probability at least 1− k . Moreover, notice that there is a oneto-one correspondence between values of (T, M) and values of XÃ k k , and therefore H (XÃ
is the capacity of the synchronous AWGN channel with average power constraint P, we have
where f (x n ) refers to any distribution on X n ; (i ) follows since T is a function of XÃ 
Finally, using Lemma 1, we conclude that
and, thus,
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Proof: We construct a sequence of codes {C k } ∞ k=1 , where C k transmits B k bits (B k → ∞ as k → ∞) assuming arrival distribution ν B k , such that we achieve asynchronous energyper-bit of
for an arbitrarily small δ > 0. Similar to the scheme described in the achievability of Theorem 1, the source sends a pulse as soon as the message arrives. This pulse is detected by the relays, which send another pulse to the destination, taking advantage of beamforming. If relays and destination detect their pulses correctly, the network becomes a synchronous network, and we employ decode-and-forward to communicate the B k bits.
More precisely, upon receiving the message, at time ν B k , the source transmits a pulse of magnitude
Similar to the proof of Theorem 1, it is easy to see that, for any δ > 0, the probability of the relays not detecting the pulse tends to 0 as k → ∞.
Once the relays detect the arrival of the message, they will transmit pulses to the destination in the next time slot. Since they can use beamforming to reduce the total energy required, at time ν B k +1, relay i will send a pulse of magnitude
The destination declares that a pulse has been detected if the received signal value exceeds (1 + δ/2) √ γβ B k . Similarly, it is easy to verify that the probability that the destination does not decode the pulse correctly also tends to 0 as k → ∞. Hence, the total energyper-bit consumed in the synchronization phase is
We now compute the energy used in the communication phase. For the first hop, the energy-per-bit can be chosen arbitrarily close to the minimum energy-per-bit of a pointto-point channel with the weaker channel gain (i.e., g 2 ). Thus we choose the energy-per-bit used by the source to be (1 + δ) 2 γ /g 2 . Since g 1 ≥ g 2 , both relays are guaranteed to decode the message with high probability. For the second hop, we again use beamforming to reduce the energy-per-bit that is consumed. Thus, relay 1 and relay 2 will use the same codebook, but with different scaling coefficients. More precisely, relay i will use a codebook where the energy-per-bit of each codeword is at most
This can be done by using Gaussian random codebooks and replacing the codewords that exceed the energy-per-bit in (62) with zero codewords. Since this constraint is satisfied by every codeword, even in the event that the pulse or the message from the source is not decoded by both relays, the energy-per-bit consumed in the communication phase will be
, and the total energy-per-bit is
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Lemma 2: Consider the networks in Figures 2(a) and 2(b) 
and e
Proof: Achievability. For the network in Fig. 2(a) , we consider having the destination do a pre-processing on the received signals. From
the destination will build an effective received signal N (0, 1) . Therefore, we now effectively have a single-antenna point-to-point AWGN channel with channel gain √ g 1 + g 2 , and Theorem 1 guarantees that the minimum energy-per-bit is at most (1 + β)
The same idea can be used to convert the channel in 2(b) to a single-antenna point-to-point AWGN channel with channel gain √ h 1 + h 2 , by using pre-processing at the source. Converse. Notice that the same argument used in the converse of Theorem 1 can be used in order to guarantee that if a sequence of codes {C k } ∞ k=1 achieves asynchronous energyper-bit e b , then we have
where C(P) is the capacity with average power constraint P of either the network in Fig. 2(a) or the network in Fig. 2(b) . It can be seen that we have C(P) = 1 2 log (1 + (g 1 + g 2 )P) in the former case and C(P) = 1 2 log (1 + (h 1 + h 2 )P) in the latter case, proving the result.
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Proof: Consider any sequence of codes {C k } ∞ k=1 for this channel achieving a finite energy-per-bit with delay d B k . We will use code C k , which communicates B k bits when the message arrival time is uniform on [1 : 2 β B k ], to construct code C k , which communicates the same B k bits, but assuming the message arrival time to be uniform on [1 :
, where B k = B k + 1/β, i.e., with the arrival window twice as long.
Code C k will only use source transmitter s 1 . An arrival time ν B k ∈ {2 −1, 2 } will correspond to an arrival time ν B k = in the original code C k , for = 1, . . . , 2 β B k . If a message arrives at time ν B k ∈ {2 −1, 2 } the sequence of d B k transmit signals from antenna s 1 will be sent at times 2 +1, 2( +1)+1, 2( + 2)+1, . . . , 2( +d B k )+1. The sequence of d B k transmit signals that should be sent over antenna s 2 according to code C k will be sent on antenna s 1 multiplied by a factor b a at times 2 + 2, 2( + 1) + 2, 2( + 2) + 2, . . . , 2( + d B k ) + 2. Now the destination can simply interpret the signals received at times 2 + 1 and 2 + 2, for = 1, . . . , 2 β B k as the signals received on its two antennas. With this interpretation of the received signals, the destination can apply the same decoder from code C k . The delay of the new code is at most d B k = 2d B k + 2, and its error probability is the same as that of C k . The energy used by code
Since C k only transmits B k = B k − 1 bits, we use Lemma 4 to claim that we can build yet another code C k which achieves energy-per-bit
for any η > 0. But we now have a sequence of codes C k that achieves energy-per-bit e b on a point-to-point channel with channel gain a, and we must have, from Theorem 1,
, which implies the lemma.
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Suppose that, in addition, this sequence of codes satisfies the following: (63), and we havef (B k ) ≥ √ B k for all k, and
The arrival time window assumed by code
For a fix η > 0, set to be a random variable that takes values in {0, 1, . . . , M} with a probability that is proportional to the size of I . Consider the following events
For k sufficiently large, by showing that the probability of the event A ∩ B ∩ { < M} is nonzero, we prove that there exists at least one j < M such that event A and B for = j occurs.
where ( Since |I j | = |w k |, we will build code C k from code C k by having C k operate as if it were in the interval I j . In order to do that, we consider drawing two sequences of ( j − 1)|w k | i.i.d. N (0, 1) noise values and sharing them among all relays and the destination. The relays will start operating at time 1 in code C k as if they were in time ( j − 1)|w k | + 1 in code C k and had received, prior to that time, their corresponding shared noise sequence. The destination will then use the relaying functions that the relays would have used in code C k and apply them to the shared noise sequence of each relay, thus being able to simulate what the relays would have transmitted in code C k prior to time ( j − 1)|w k | + 1. This way the destination can simulate the signals it would have received prior to time ( j − 1)|w k | + 1, and start operating at time 1 as if it were at time ( j − 1)|w k | + 1 in code C k .
Hence, for the new code C k , probability of error is bounded by 2(1+η) η Pr (error(C k )) which tends to zero as k → ∞ and the energy that the code C k is consuming is bounded by 
for any arbitrarily small η > 0, and whose probability of error goes to 0 as k → ∞. Proof: Our first step is to "delay" the entire coding scheme by 2d B k . In order to do this, we shift all the encoding functions at the source, the relaying functions at the relays and the decoding functions at the destination by 2d B k time steps. More specifically, suppose the message m arrives at time ν B k , and let
After the delaying operation, if the message arrives at time ν B k , the source will wait until time ν B k + 2d B k and transmit
is the received signal at relay i at time t), then after the delaying operation relay 1 will transmit, at time t 
Clearly if we increase the delay constraint from d B k to 3d B k , this new code has the exact same error probability as C k . We will refer to this delayed version of code C k as C k .
Next, consider partitioning the arrival interval [1 :
A k ] into consecutive blocks of length d B k , and let M 1 , M 2 ⊂ [1 : A k ] correspond to arrival times that belong to odd blocks and even blocks respectively. If we assume for simplicity that A k = 2qd B k for some q ∈ Z, then the expected energy used by the delayed code C k can be written as
Let us suppose, without loss of generality, that the former is true. Then we will pick our set of transmission times S ⊂ M 1 + 2d B k . More specifically, since we have a total of q length d B k blocks in M 1 , we select our transmission times to be t i , i = 1, . . . , q, where
Notice that this guarantees that any two transmission times will be separated by at least d B k time steps and at most 3d B k time steps. We will set
For a given choice of transmission times S = {t 1 , . . . , t q }, the source will perform as follows. If the message arrives in : 2id B k ] , the source will wait until time t i (which occurs after the end of I i ) and transmit it (as if it had arrived at time ν B k = t i − 2d B k due to the delay of C k ). This mapping operation performed by the source is depicted in Fig. 9 . Clearly, for any choice of S, the decoding delay will be at most 4d B k , and subexponential in B k .
For each choice of S, we will let C S k be the resulting code with delay constraint d S B k = 4d B k , and we consider choosing S uniformly at random. This is equivalent to picking each t i independently and uniformly at random from [2id B k + 1 :
For a given S, the expected energy of the new coding scheme is given by
where (i ) follows since, conditioned onν B k = t, the new code C S k performs exactly as C k conditioned on ν B k = t − 2d B k (due to the delay of 2d B k ), and (ii) follows because, for any ν B k , C k and C k spend the same amount of energy in expectation (although at different times). When we consider averaging over the ensemble of choices of S, we obtain
where (i ) follows from the fact that
Similar to (67), the probability of error of the new coding scheme for a fixed choice of S satisfies
Similar to (68), when we average over all choices of S, we obtain
where, in (i ), we use the fact that
and ξ k Pr (error(C k )). Even though (68) implies the existence of a choice of S for which
and (70) implies the existence of a choice of S for which Pr error(C S k ) ≤ 2ξ k , where ξ k → 0 as k → ∞, we have no guarantee that there exists an S satisfying these two conditions simultaneously. To fix this, we consider any small η > 0, and we notice that, when we choose S uniformly at random over all possibilities, from Markov's inequality and inequalities (68) and (70), we have
We now use the union bound, (71) and (72) to conclude that
Therefore, for η > 0 arbitrarily small, there exists at least one set S,
. Notice that 4(1+η)ξ k η → 0 for any fixed η > 0. Thus, we will pick our set of transmission times to be one such S, which we will refer to as S k . Our new sequence of codes achieves an energy-per-bit at most (1+η)e b , for any arbitrarily small η > 0.
Notice that, at a time t ∈ [t i : t i + k − 1], if there is a transmission happening, it must have started at t i . Therefore, any detection made by the destination at a time τ ∈ [t i : t i + k −1] can wait and be outputted at time τ = t i + k −1. This will not affect the error probability, since the probability of late decoding will not change. The advantage is that the destination will now only make decisions at the end of a transmission block. Thus, if we let
for i = 1, . . . , |S k |. These three subevents can be read as false alarm at time ζ i , wrong decoding at time ζ i and missed detection at time ζ i , respectively. It is easy to see that any error event corresponds to L i for some i ∈ {1, . . . , |S k |}, and L i ∩ L j = ∅ if i = j . Thus, the error probability of our code can be written as relays had in fact received the shared noise sequence. This way, our resulting coding scheme will satisfy the third property of a coding scheme with non-overlapping transmission blocks.
However, we still need to specify, for each t i , the distribution from which we draw the noise sequence for each relay. Somewhat surprisingly, the natural choice of drawing the noise sequences i.i. d. N (0, 1) (74) and (75), we see that the probability of error of our new code C S k is identical to the probability of error of our previous code, i.e., Pr error(C S k ) = Pr error(C S k ) . Unfortunately, the same cannot be said about the average energy spent by the new code. In particular, we notice that after the transmission block where the message was sent, the relays will keep operating based on the noise sequences that were drawn. Therefore, in some sense, the relays are assuming that the message has not been sent yet, which may cause them to use more energy than in the previous coding scheme. This is why in the statement of the lemma we only require that the energy spent by the code up to timeν B k + k −1 =ν B k +d B k −1 is at most (1 + η)e b . In order to be able to bound the energy used by our code up to timeν B k +d B k −1, we consider making a slight modification to it. If we let γ k = Pr error(C S k ) , then we will have the source and the relays stay silent in the last √ γ k |S k | transmission blocks. We let C S k be the resulting code.
this modification will most likely cause an error, but since γ k → 0 as k → ∞, this only occurs with probability √ γ k → 0, as k → ∞. Thus it is clear that Pr error(C S k ) → 0 as k → ∞. Now let us consider the energy spent by our new code up to
where (i ) follows since energy is only spent during the transmission blocks, and (ii) follows because, from the way we drew our shared noise sequences, the expected energy spent in [t j :
where (i ) follows in the same way as the steps in (76), and (ii) follows because, conditioned onν
where (i ) follows since the performance of the code up to transmission block i − 1 is the same whetherν B k = t i or ν B k > t i . Finally, we obtain
where (i ) follows from (76) and (77), (ii) follows from (78), and (iii) follows from the fact that for i Proof: Consider a sequence of codes {C k } ∞ k=1 with nonoverlapping transmission blocks achieving a causal energyper-bit e b , and fix some η > 0. For a code C k and each transmission time t i ∈ S k we can define the set of messages
To lower bound the size of M t i we notice that
, we will pick the η2 B k 1+η messages m for which 
From code C k we can build code C k , where 
where (i ) follows from (80). By taking expectation over ν B k and summing over the energy consumption of the code over the non-overlapping transmission blocks preceding and including W (ν B k ) we have
where we used the fact that, prior toν B k , C φ k performs exactly as C k . Now, from (82) we clearly have that
which means that, for any sequence of restrictions {φ k }, (29) is satisfied. Now, in order to see that {C k } achieves a causal energy-per-bit (1 + η)e b , we first notice that if we set M k = 2 B k /ψ and each φ k,i to be the identity map, (83) implies that
Moreover, noting that
Thus, we conclude that {C k } achieves a causal energy-per-bit (1 + η)e b uniformly over the messages.
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Lemma 7: There exists an α > 0 and a non-negative sequence
Proof: We assume, by contradiction, that for all α > 0 and all non-negative sequences { k } with k → 0, lim sup k→∞ Pr(ν B k ∈ T (α, C k , k )) < 1. Notice that for any α > 0 and any non-negative sequence
Consider some α and some non-negative sequence { k } with k → 0. By assumption, we must have
where Pr(error(C k )) → 0, as k → ∞. This implies that there exists at least one
for k ≥ k 0 . Fix one such t for each k ≥ k 0 . Notice that ξ k → 0 as k → ∞ as well. In order to generate our contradiction, we will choose k = max(ξ
By noticing that the message m is independent ofν B k , from (84), we can write
Next we define the set of messages
Now if we let
where the last implication follows from (88). Moreover, notice that, for m ∈ M t , we have
which goes to 0, as k → ∞.
In order to generate our contradiction, we consider using this sequence of codes in the synchronous channel shown in Fig. 10 . For each k ≥ k 0 , we can find an arrival time t, as described before, and a subset of messages M t containing at least 2 B k /4B k messages, each satisfying (87) and (91), when used over the original asynchronous channel. In this synchronous channel, our source S will receive a message chosen uniformly at random from M t , and then play the role of both relays, since it possesses two separate antennas with channel gains √ h 1 and √ h 2 to the destination. However, we change the scheme so that the source only needs to transmit what the relays would have transmitted during the transmission block [t :
For a randomly selected message m ∈ M t , the source proceeds as follows. It draws two signal sequences of length It is important to notice that the fact that our original sequence of codes {C k } ∞ k=1 had non-overlapping transmission blocks guarantees that the destination applies its decoder for transmission block 
However, since α > 0 can be chosen arbitrarily small, this is a contradiction to the fact that the channel in Fig. 10 has a positive minimum energy-per-bit. Therefore, we conclude that, for any sequence of asynchronous codes for the diamond network with error probability going to 0, for some α > 0 and some non-negative sequence { k } such that k → 0, we must have (31) satisfied, which concludes the proof. Proof: Fix any small η > 0, any α > 0 and any nonnegative sequence { k } with k → 0 as k → ∞. From Lemma 5, we know that the original sequence of codes can be converted into another sequence of codes with nonoverlapping transmission blocks, achieving a causal energyper-bit (1 + η)e b uniformly over the messages. Thus we will assume that our original sequence of codes {C k } ∞ k=1 already satisfies these properties, and has a transmission blocklength k . Notice that, if the set of transmission times is given by S k , our delay for {C k } ∞ k=1 is at most 2 For code C k , the decoding delay will be at most A k δ|S k | + k , which is subexponential in B k . It is not difficult to see that code C k performs with an error probability not greater than the error probability of code C k if the effective arrival distribution had been, instead ofν B k , a new effective distributionν B k , such that Pr(ν B k = t) = 
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which goes to 0, as k → ∞, since δ is a positive constant. Moreover, if t j ∈ T k is mapped to t i , then we have
This is the case since, conditioned onν B k = t j , the distribution of the transmit signals of relay 2 in W (ν B k ) using code C k is the same as the distribution, conditioned onν B k = t i , of the transmit signals of relay 2 in W (ν B k ) when using code C k . Furthermore, it is easy to see that C k also achieves a causal energy-per-bit (1 + η)e b uniformly over the messages. For our new code C k , the set T 2 (α, C k , k ) is defined in terms of the new effective arrival distributionν B k . It is then not difficult to see that we will have, for each B k , either depending on how we chose T k . This clearly implies that lim inf
Moreover, from (93), the expected energy used by C k up tõ ν B k + k − 1 satisfies
which concludes the proof.
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Lemma 9: Consider the network shown in Fig. 8 
where f (α) is a function satisfying f (α) → 0 as α → 0. Proof: We start by considering the network in Fig. 11 in the asynchronous setting, where we assume that there is a constraint of the form (59) on antenna A 2 . Consider any sequence of codes {C k } ∞ k=1 for this network achieving a finite energy-per-bit with delay d B k . From Lemma 3, we must have
Next we consider the network in Fig. 12 , where we again assume that there is a constraint of the form (59) on antenna A 2 . Consider a sequence of codes {C k } ∞ k=1 that achieves a finite energy-per-bit on this network. In order for us to lower bound the energy-per-bit of this sequence of codes, we will notice that any sequence of codes of this network can be used on the network in Fig. 13(a) . The network in Fig. 13 (a) is a network with two parallel channels just as the network in Fig. 11 , except that the additive Gaussian noise at each of the two receivers have variances 1 − δ and δ, for some δ ∈ (0, 1). Any sequence of codes {C k } ∞ k=1 for the network in Fig. 13(a) , can be directly used in the network in Fig. 13(a) . The only modification that needs to be made is to have the destination add the signals received on each of its two receivers. After this addition, the network effectively becomes the network from Fig. 12 . Moreover, it is easy to see that the network from Fig. 13(a) is entirely equivalent to the network in Fig. 13(b) , since the SNR on each channel is the same.
Using the same reasoning that led to (96), we conclude that
and by choosing δ = min[1/2, √ α], we obtain lim inf
Now we are ready to prove the lemma. Suppose we have a sequence of codes {C k } ∞ k=1 for the network in Fig. 8 under the additional constraint (59). We first notice that these codes can be applied to the network in Fig. 11 . In order to do that, we would have the destination considering its upper receiver to be relay 1, and then simulating what relay 1 would have transmitted and adding that to the received signals at the lower receiver. The energy used when applying code C k from the network in Fig. 8 on the network in Fig. 11 is just the energy that C k would consume on A 1 and A 2 . Therefore, from (96), we have that
. (99) Similarly, we notice that the sequence of codes {C k } ∞ k=1 for the network in Fig. 8 can be applied to the network in Fig. 12 . This time, the source from Fig. 12 computes what the source from Fig. 8 would have transmitted over A 1 and simulates what relay 1 would receive and transmit. Then it transmits the simulated outputs of relay 1 over A 1 . The signals transmitted on A 2 would be the same in both cases. The energy consumed when using code C k on the network in Fig. 12 is the energy that relay 1 and source antenna A 2 would consume. Therefore, from (98), we obtain lim inf
In order to lower bound the total energy-per-bit of the sequence of codes {C k } ∞ k=1 we first compute
where (i ) follows from (99) and (100). We also have that
where (i ) follows from the constraint (59). Finally, by combining (101) and (102) we obtain lim inf
which clearly satisfies f (α) → 0 as α → 0.
