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Анотація. Робота присвячена дослідженню спектральних характеристик 
оператора взяття скінчених різниць дискретного стохастичного процесу та їх 
зв’язків з кореляційними властивостями вихідного та отриманого процесів. Знайдені 
формули для автокореляційних та спектральних функцій оператора скінчених різниць 
n-ого порядку. 
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SPECTRAL PROPERTIES OF FINITE DIFFERENCES OF DISCRETE 
STOCHASTIC PROCESSES 
Abstract. The work is devoted to the study of the spectral characteristics of the 
operator of taking finite differences of a discrete stochastic process and their connections 
with the correlation properties of the output and input processes. Formulas for 
autocorrelation and spectral functions of the operator of finite differences of the n -th order 
are found. 
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1. Вступ. В прикладної теорії стохастичних процесів одної з головних задач є
задача дослідження процесу на стаціонарність – а якщо з’ясується, що процес 
нестаціонарний, то постає проблема видалення з нього трендової, сезонної, періодичної 
компонент. Стандартний метод видалення аддитивной поліноміальної компоненти – це 
обчислення скінчених різниць нестаціонарного процесу. Яка степінь поліноміального 
тренду, стільки разів треба обчислювати різницю. Тому важливим питанням є задача 
дослідження властивостей оператора послідовного знаходження різниць вихідного 
процесу. Основними характеристиками таких операторів є спектр потужності та 
передавальна функція. Метою нашого дослідження є встановлення зв’язку між цими 
характеристиками та кореляційними властивостями вхідного та вихідного процесів. 
Для ілюстрації наведемо результати графічного моделювання стохастичного процесу 
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2. Z-перетворення скінчених різниць. 
Нехай  ( ), 0, 1, 2, 3,...f nt n      – дискретний часовий ряд. Можна вважати, що  
1t   і маємо числову послідовність  ( ), 0, 1, 2, 3,...f n n     . Розглянемо лінійну 
систему як визначено в [2] : ( ) ( ( ))g n f n , яка відображає послідовність ( )f n  в ( )g n . 
Ми будемо вивчати лінійну систему виду ( ) ( )kg n f n  , де   – оператор взяття 
різниці ( ) ( ) ( 1)f n f n f n    , k – результат послідовного k разів виконання 
оператора  . За допомогою лагового оператора ( ( )) ( 1)L f n f n  можна записати 
1 L   , ( ( )) (1 )( ( )) ( ) ( 1)f n L f n f n f n      , та (1 )n nL   . 
В даному контексті використовується така термінологія: ( )f n  – вхідний сигнал, 
( )g n  – вихідний сигнал,  -лінійна система (лінійний оператор). Якщо на вхід системи 
подати  -функцію: 











то на виході отримаємо ( ) ( ( ))h n n  . За допомогою цій функції визначається Z -
перетворення системи: 





Тобто, ( ) ( )n nz H z z  . Така функція ( )H z  називається характеристичною 
функцією системи  (див. [2, 4, 5]). Для оператора 1 L    знайдемо її 
характеристичну функцію: 
1,  якщо 0
( ( )) ( ) ( 1) 1,  якщо 1
0,  якщо 0,1
n














     – характеристична функція для оператора  . Позначимо ( )nH z  
– характеристична функція оператора n , 1H H . Тоді, використовуючи 
мультіплікативність характеристичних функцій при послідовному виконанні 
операторів, маємо: 
1( ) (1 )nnH z z
   1,2,3,...n   
ПЛАТФОРМА  2. ІННОВАТИКА В НАУЦІ 
І Всеукраїнська конференція здобувачів вищої 
освіти і молодих учених «Інноватика в освіті, 
науці та бізнесі: виклики та можливості» 
 
190 















( ) 1 1 cos( ) sin( ) 2sin 2 sin cos 2sin (sin cos )
2 2 2 2 2 2
2sin (cos sin ) 2 sin 2sin exp( ( ))
2 2 2 2 2 2
i i
i
H e e i i i
i i i e i
 

     
 
      


         












( ( )  або 
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  . Якщо ввести нову змінну     , то буде:  




   





   
Якщо ввести нову змінну 
2
n
  , то буде ( ) 2 cos ( ) exp( )n nnH i
n

   – в такому 
вигляді зручно аналізувати поведінку графіка характеристичної функції як лінії на 
комплексній площині. В п.3 ми з’ясуємо зв'язок цієї функції з спектральною функцією 
операторів n , а в п.5 ми наведемо деякі цікаві властивості цій функції.  
3. Корелограма та спектр стохастичних процесів. 
Нехай  ( )X n  – дискретний, стохастично інваріантний процес (див. [1, 6, 7]) з 
математичним сподіванням ( ( )) 0E X n   та j -ой автоковаріацієй  
( ( ) ( )) jE X n X n j    




 ), визначимо 
генеруючу функцію:  




Тоді спектр стохастичного процесу  ( )X n  визначається як така функція: 
1 1
( ) ( )
2 2
i i j






    
Для процесу типу ( )MA   (moving average): ( ) ( ) ( )X n L n   , де 
0
( ) jjL L





  , та ( )n  – некорельовані випадкові 
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величини з однаковою дисперсією 
2  та нульовим середнім, спектральна функція 
обчислюється таким чином:  
21 1( ) ( ) ( ) ( )
2 2
i i i
X Xg g e e e
   
 
      
(див. [3, 8]). Можна вважати, що 1  . 
Процес 
0 0
( ) (1 ) ( ( )) ( 1) ( ) ( 1) ( )
j n j n
n n j j j
j j
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   
 
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          
   
  , буде 
процесом типу ( )MA n  і тому його спектральна функція має вигляд  
1
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n
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    , 
та його характеристична функція буде така: 1( ) (1 ) (1 )n nng z z z
   . Якщо розкласти 
( )ng z  по степеням z , то отримаємо коефіцієнти автоковаріації процесу ( )
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. Після ділення 















На наступних малюнках зображені корелограми стохастичних процесів, що 
отримані з процесу гаусового білого шуму ( ( )n -некорельовані, нормально розподілені 
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    
  
. 
Згідно центральної граничної теореми, такій біноміальний розподіл прямує до 
нормального, коли n . 
Це добре ілюстроване на наступних малюнках, де зображені модулі корелограм. 
Коефіцієнти автокореляції с достатньої точністю наближаються до кривої 
щільності нормального розподілу ( з відповідним множником). 
Знайдені вирази для спектральної щільності та передаточної функції
( ) ( )n ng g   та ( )ng z можна використовувати для обчислення дії операторів 
n на 
інші стохастичні процеси, тому що,  спектр вихідного процесу отримується множенням 
спектра вхідного процесу на спектральну функцію лінійного оператора.  
4. Скінчени різниці як цифрові фільтри.
Дію лінійного оператора на вхідний стохастичний процес можна розглядати як 
цифровий фільтр, що перетворює спектр вхідного процесу на спектр вихідного, 
послабляючи або підсилюючи певні частоти. Спектральну функцію оператора n , 
враховуючи обчислення п.2 можна представити у вигляді: 
1 1
( ) (1 ) (1 ) ( ) ( )
2 2
i n i n i i
n n ng e e H e H e
   
 
      
( )/2 ( )/2 2( ) ( ) 2sin( ) 2sin( ) 4sin ( )
2 2 2
i i i iH e H e e e     
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Тоді 2 2
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   – 
коефіцієнт підсилення.  




     як функція аргументу   
зображае на комплексної площині деяку криву лінію. Для великих значень n  ця лінія 
набуває фрактальних властивостей в околі нуля – при збільшенні масштабу вона 
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Застосування оператора скінченних різниць дозволяє позбутися в стохастичному 
процесі поліноміального тренду, це найпоширеніший метод зведення нестаціонарного 
процесу до стаціонарного вигляду. Тому особливого значення набуває знання точних 
формул для таких різницевих операторів. 
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