We prove the Central Limit Theorem for linear statistics of the eigenvalues of band random matrices provided √ n ≪ bn ≪ n and test functions are sufficiently smooth.
Introduction
The goal of this paper is to prove the Central Limit Theorem for linear statistics of the eigenvalues of real symmetric band random matrices with independent entries.
First, we define a real symmetric band random matrix. Let {b n } be a sequence of integers satisfying 0 ≤ b n ≤ n/2 such that b n → ∞ as n → ∞. Define In particular, d n has the following natural interpretation: if the first n positive integers are evenly spread out on a circle of radius n 2π , then d n (j, k) is the distance between the integers j and k. The quantity b n will be the radius of a band of our random matrix. In other words, all entries of the matrix with j, k / ∈ I n are going to be zero. We define a real symmetric band random matrix
3)
in such a way that for j ≤ k one has 4) and M jk = 0 otherwise, where {W jk } (j,k)∈I + n is a sequence of independent real valued random variables satisfying E{W jk } = 0, E{W 2 jk } = (1 + δ jk )σ 2 .
(1.5)
In general, the distribution of the entries W jk might depend on the size n of the matrix but we will not indicate this dependence in our notations, unless it is necessary. An important special case corresponds to b n = ⌊(n − 1)/2⌋. Then M is standard Wigner random matrix (see e.g. [44] , [4] , [10] , [1] ).
For a real symmetric (Hermitian) matrix M of order n, its empirical distribution of the eigenvalues is defined as µ M = 1 n n i=1 δ λi , where λ 1 ≤ . . . ≤ λ n are the (ordered) eigenvalues of M. The Wigner semicircle law states that for any bounded continuous test function ϕ : R → R, the linear statistic 1 n n i=1 ϕ(λ i ) = 1 n Tr(ϕ(M )) =: tr n (ϕ(M )) (1.6) converges to ϕ(x)dµ sc (dx) in probability, where µ sc is determined by its density
(1.7)
We refer the reader to [44] , [4] , [10] , [1] for the proof in the full matrix case and to [11] , [29] for the proof in the band matrix case.
Band random matrices have important applications in physics (see e.g. [32] , [15] , [16] , [22] , [28] , [41] ), in particular as a model of quantum chaos. It is conjectured that the eigenvectors are localized and local eigenvalue statistics are Poisson for b n ≪ √ n. On the other hand, it is expected that the eigenvectors are delocalized and local eigenvalue statistics follow GUE (GOE) law for b n ≫ √ n ( see e.g. [22] ). Throughout the paper, the relation a n ≪ b n for two n-dependent quantities a n and b n means that a n /b n → 0 as n → ∞. For recent mathematical progress on local spectral properties of band random matrices, we refer the reader to [19] , [20] , [21] , [35] , [39] , [40] .
The linear eigenvalues statistics corresponding to a test function ϕ is defined as
ϕ(λ l ).
(1.8)
In the Wigner (full matrix) case, the variance of N n [ϕ] stays bounded as n → ∞ for sufficiently smooth ϕ. Moreover, the fluctuation of the linear statistic is Gaussian in the limit (see e.g. [36] , [2] , [7] , [26] , [33] , and references therein). Similar results have been established for other ensembles of random matrices ( [23] , [38] , [34] , [6] ). In addition, we note recent results on partial linear eigenvalue statistics ( [8] , [30] ) and the properties of the eigenvectors of Wigner matrices ( [5] ). In this paper, we prove that the normalized linear statistic
has an asymptotic normal distribution, as n → ∞ provided b n ≫ √ n, and ϕ, W jk satisfy some conditions.
Statement of Main Results
For the first theorem, we assume that the matrix entries satisfy the Poincaré inequality. We refer the reader to Section A of the Appendix for the definition and basic facts about the Poincaré inequality. (ϕ(x) − ϕ(λ))ϕ ′ (y) √ 8σ 2 − x 2 8σ 2 − y 2 4π 4 (x − λ) √ 8σ 2 − λ 2 F σ (x, y)1 {x =y} dxdydλ
where for x = y F σ (x, y) := and κ 4 is the fourth cumulant of off-diagonal entries, i.e.
Next, we extend this result to the non-i.i.d. case when the fifth moment of the matrix entries is uniformly bounded. Here we do not assume that marginal distributions of the non-zero entries satisfy the Poincaré inequality. For technical reasons, we assume that the fourth cumulant of the matrix entries is zero. Also we require that √ n ln n ≪ b n (thus, we have additional ln n factor at the l.h.s. as compared to the corresponding assumption in Theorem 2.1).
Theorem 2.2. Let M = W/
√ b n be a real symmetric band matrix (1.4-1.5), where {b n } is a sequence of positive integers satisfying √ n ln n ≪ b n ≪ n. Assume the following:
1.
2. The third cumulant of the non-zero off-diagonal entries does not depend on j, k:
3. The fourth cumulant is zero:
Let ϕ : R → R be a test function with the Fourier transform
Then the corresponding centered normalized linear eigenvalues statistic M 
Remark 2.3. It should be noted that in [24] the authors claimed to compute the asymptotic formula for the variance of the trace of the resolvent of a band random matrix (see the formulas (3.5)-(3.7) therein). In particular, they claim that the (normalized) variance has the same limiting expression as in the GOE case. We disagree with this statement. In fact, it is not hard to see that the limit of bn n V arT rM 3 is different in the band and the full Wigner matrix cases.
In our computations, the difference is highlighted by the fact that the limiting behavior of the expression (3.29) is different in the band and the full matrix cases. In the full Wigner case, the formula for the limit of A n (t) immediately follows from the Wigner semicircle law. In the band case, the fact that the summation in (3.29) is restricted to (j, k) : d n (j, k) ≤ b n leads to a different limit formula (see Subsection 3.5, in particular Proposition 3.9 and Lemma 3.12.
Remark 2.4. Similar results with little modification hold for Hermitian band random matrices. In particular, the variance (2.9) in Theorem 2.2 gets an additional factor 1/2, provided (1.5) is replaced by
In addition, it should be noted that the results of Theorems 2.1 and 2.2 hold if one replaces the condition
The proofs are very similar and left to the reader.
The rest of the paper is organized as follows. We prove Theorem 2.1 in Section 3 and Theorem 2.2 in Section 4. In the Appendix, we list basic facts about the Poincaré inequality and decoupling formula.
3 Proof of Theorem 2.1
Stein's Method
We follow the approach used by A. Lytova and L. Pastur in [26] in the full matrix (Wigner) case. Essentially, it is a modification of the Stein's method ( [42] , [9] ). While several steps of our proof are similar to the ones in [26] , the fact that we are dealing with band matrices raises new significant difficulties (see e.g. Lemmas 3.11 and 3.12 in Subsection 3.5).
First, we prove the result of Theorem 2.1 under an additional technical condition on the smoothness of a test function. Namely, we assume that the Fourier transform of ϕ : R → R satisfies
where ε is an arbitrary small positive number. Once the result is established for such test functions, it can be easily extended to the case of functions with bounded continuous derivative using (3.10). Let Z n (x), Z(x) be the characteristic functions of the normalized linear statistic (1.9) and the Gaussian distribution with zero mean and V ar band [ϕ] variance, respectively, i.e.
and
It is sufficient to show that for any
We note that Z(x) is the unique solution of the integral equation
in the class of bounded continuous functions. It follows from (3.2) that the derivative of Z n (x) can be written as
To bound the derivative of Z n , we use the Poincaré inequality. Since the Poincaré Inequality tensorises (see e.g. [1] ), the joint distribution of {W jk } (j,k)∈I + n on R n(bn+1) satisfies the Poincaré Inequality with the same constant m > 0 , i.e. for all continuously differentiable function Φ, we have
Let
we have
Applying the Cauchy-Schwarz inequality, we obtain
In addition, (3.10) implies
Taking into account Z n (0) = 1, we have
We note that the sequence
2 ) for any T > 0. Therefore, it is enough to show that for any converging subsequence one has
(3.14)
For the convenience of the reader, we use the same notations as in [26] :
Since U (t) is a unitary matrix, we have
Moreover,
where
Applying the Fourier inversion formula
we can write
Taking into account (3.14) and (3.23), we conclude that the result of the theorem follows if we can establish the following two facts. First, we have to show that the sequence {Y n } is bounded and equicontinuous on any bounded subset of {t ≥ 0, x ∈ R}. Second, we have to show that any uniformly converging subsequence of Y n has the same limit
The main technical part of the proof of Theorem 2.1 is the following proposition.
where U jk (t) is defined in (3.16), and r n (x, t) converges to zero uniformly on any bounded subset of {t ≥ 0, x ∈ R}.
The proof of Proposition 3.1 will be given in the remaining part of this subsection and in the next three subsections.
Proof. First, we show that Y n (x, t) is bounded and uniformly equicontinuous on bounded subsets of R 2 . Indeed, applying inequality (3.10) to ϕ(λ) = e itλ and ϕ(λ) = iλe itλ , we get
This implies
Therefore, we have shown that {Y n } is bounded and equicontinuous on any bounded subset of R 2 . Applying the identity e itM = 1 + i t 0 M e isM ds, we have
where e
• n = e n − E{e n }. To analyze (3.37), we use the decoupling formula (B.1) with p = 3 to obtain 38) where κ l,jk is the lth cumulant of W jk , i.e.
in addition, for j = k one has
. Moreover, we note that the remainder term ε 3,jk in (3.38) is bounded as
Since the marginal distribution of the matrix entries satisfies the PI with constant m independent of n, the third and fourth cumulants are uniformly bounded in n, i.e. there exist σ 3 and σ 4 independent of n such that |κ 3 |, |κ
and σ 5 := max j,k,n E{|W jk | 5 } < ∞. We need the following technical lemma.
where C l (x, t) is some polynomial in |x|, |t| of degree l with positive coefficients independent of n.
In addition,
It follows from (3.1) that ϕ has fourth bounded derivative. Thus, for l = 1, 2, 3, 4
Combining (3.42) and (3.44) we obtain Lemma 3.2.
Lemma 3.2 and (3.39) imply
We can rewrite (3.38) as
By (3.45), we have
Since n/b 2 n → 0, we obtain that E 3 → 0 on any bounded subset of R 2 as n → ∞. In the next three subsections, we consider separately each of the terms T l , l = 1, 2, 3 in (3.46) and finish the proof of Proposition 3.1.
Estimate of T 1
The main result of this subsection is contained in the following proposition. Proposition 3.3. Let T 1 be defined as in (3.47) with l = 1. Then
wherev n (t) is defined in (3.30), A n (t) is defined in (3.29) , and ε n (x, t) → 0 as n → ∞ uniformly on any bounded subset of {(x, t), t ≥ 0}.
Proof. First, by (3.19) we write
52)
53)
It follows from the Cauchy-Schwarz inequality and |e n (x)| ≤ 1 that
Let us fix k and define
By the Poincaré Inequality (3.7), (3.8), (3.19) , and the Cauchy-Schwarz Inequality, we have
It follows from (3.18) and
that we have
Hence,
Recall that n/b 2 n → 0, so T 11 → 0 as n → ∞ if t is bounded. Now, we turn out attention to (3.53). We write T 12 as follows
Since E{U kk (t)} and E{U kk (t)e
• n (x)} are k-independent, E{U kk (t)} =v n (t), and
Thus, the first term in (3.63) can be written as
We are left to bound T ′ 12 . The Cauchy-Schwarz inequality and |e
Applying (3.7), (3.19), (3.8) and the Cauchy-Schwarz inequality, we get
and for fixed k,
we conclude that
Now, we turn our attention to T 13 . We can rewrite (3.54) in the following form
where Z n (x) is given by (3.2), A n (t) is defined in (3.29), and
Let us fix k. The Poincaré Inequality (3.7), together with (3.19) and (3.8) imply
Note that the Cauchy-Schwarz inequality gives us
Using (3.18) and (3.60), we obtain n p,s=1
Combining the bounds obtained in this subsection, we get
Since b n /n → 0, n/b 2 n → 0, using (3.62), (3.72), and (3.80), we have that ε n (x, t) = T 11 + T ′ 12 + T ′ 13 → 0 on any bounded subset of {(x, t), t ≥ 0}. Proposition 3.3 is proven.
Estimate of T 2
The main result of this subsection is the following proposition.
Proposition 3.4. Let T 2 be defined as in (3.47) with l = 2. Then T 2 converges to zero as n → ∞ uniformly on any bounded subset of {t ≥ 0, x ∈ R}.
Proof.
By Lemma 3.2, the second term in T 2 is bounded by
As for the first term in T 2 , it can be written as the sum of T 21 and T 22 , where
83)
Since for any s 1 , s 2 , s 3 ∈ R, one has
To estimate T 22 , we note that
Using the Poincaré inequality, we obtain an upper bound
.., U nn (s 3 )}, and B = (B jk ) n j,k=1 be a 0-1 band matrix, such that B jk = 1 (j,k)∈In . Then
For the last two terms in T 22 , taking into account that
(3.95) For j = k, we can write
So the left hand side of (3.96) is bounded by
(3.97) By (3.68) it is bounded from above by
To bound the second term in the last expression, we use the following auxiliary proposition.
Proposition 3.5. Let M = W/ √ b n be a real symmetric band random matrix defined as Theorem 2.1 and
The proof of Proposition 3.5 is given in Appendix C. Assuming (3.99), we conclude that
Therefore,
101) and
This and (3.86) imply that T 2 converges to zero uniformly on any bounded subset of {t ≥ 0, x ∈ R}. Proposition 3.4 is proven.
Estimate of T 3 .
Finally, let us consider T 3 . The main result of this subsection is the following bound.
Proposition 3.6. Let T 3 be defined as in (3.47) (with l = 3). Then
where ǫ n (x, t) → 0 as n → ∞ uniformly on any bounded subset of {(x, t), t ≥ 0}.
Proof. One has
where the term T ′ 3 comes from the summation over j = k and corresponds to the fact that the marginal distribution of the diagonal entries is different from the marginal distribution of the off-diagonal entries. It follows form Lemma 3.2 that T ′ 3 can be bounded as
By (3.19) , the first term in (3.104) can be written as the sum of
Since we have already bounded T ′ 3 in (3.105), we are left with estimating the first two terms in the sum. There are two types of sums over (j, k) ∈ I n in (3.108), namely the first one corresponding to U jj U jk U jk U kk and the second one to U jk U jk U jk U jk . Define
We note that
It follows from the last two inequalities and (3.1) that
Now, we estimate T 31 . Recall that T 31 is defined in (3.106-3.107). Let us denote
The rest of the proof of Proposition 3.6 follows from the next two lemmas.
wherev n (·) is given by (3.30) and
It follows from (3.68) that
Therefore, we obtain
(3.120)
Now the lemma follows from (3.120-3.121) andv n (t) ≤ 1.
The next lemma deals with T 31 defined in (3.106-3.107).
Lemma 3.8.
uniformly on any bounded subset of {(x, t), t ≥ 0}.
Proof. T 31 can be written as 
125)
126)
Moreover, by Lemma 3.8,
Thus,
Since |e
and (p,q)∈In 
135) and
(3.136) Since n/b 2 n → 0, we observe that δ = T 311 + T 312 + τ n + T ′ 31 goes to zero uniformly on any bounded subset of {t ≥ 0, x ∈ R}. This finishes the proof of Lemma 3.8. Now, we are ready to finish the proof of Proposition 3.6. Indeed,
(3.137)
The statement of Proposition 3.6 now follows from (3.105), (3.113), and (3.123).
To finish the proof of Proposition 3.1, we observe that the equation (3.28) follows from (3.46), (3.49), and Propositions 3.3-3.6. Proposition 3.1 is proven.
The limit of A n
In this subsection, we study the limit of A n (t) as n → ∞. This, in turn, will allow us to study the limiting behavior of Y n (x, t). The main result of subsection is the following proposition.
Proposition 3.9. Let A n (t) be as defined in (3.29). Then the limit of A n (t) as n → ∞ exists and
where for x = y 1 , and the limiting behavior of A n immediately follows from the Wigner semi-circle law. In the band matrix case, there are additional difficulties due to the fact that the summation in the formula for A n is restricted to the band entries, i.e. to (j, k) ∈ I n .
We start with the definition of a bilinear form on C b (R), the space of bounded continuous functions on R.
It follows from the above definition that
The bilinear form (3.141) is an inner product (perhaps, degenerate).
The proof of Proposition 3.9 relies on two auxiliary lemmas.
Lemma 3.11. For all f, g ∈ C b (R) the limit
exists.
Proof. We start with monomials. While monomials do not belong to C b (R), the expression (3.141) still makes sense since all moments of the matrix entries of M are finite.
Let us fix i 0 ∈ {1, ..., n}. For k = 1, ..., l + m, define
where i l+m = i 0 . Since l, m are fixed and n/b n → ∞, for sufficiently large n the restriction (i 0 , i 1 ), ..., (i l+m−1 , i 0 ), (i l , i 0 ) ∈ I n is equivalent to |x 1 |, ..., |x l+m | ≤ b n , x 1 + ... + x l+m = 0, and |x 1 + ... + x l | ≤ b n . Therefore, for sufficiently large n, and each Dyck path gives equal contribution in the limit n → ∞. However, we have to take into account the condition (i l , i 0 ) ∈ I n . As a result, the combinatorial analysis becomes more involved. Suppose s(l) = k, 0 ≤ k ≤ l. Then during the first l steps of the path (i 0 , i 1 , ..., i l+m−1 , i 0 ), (l − k)/2 edges appear twice and k edges appear only once. For each of the edges appearing twice, the corresponding two numbers x i have the same absolute value but differ in sign. The remaining k numbers x i will be renumerated (in the order of their appearance) by y 1 , y 2 , . . . y k . One obtains
#{Dyck paths of length l + m with s(l) = k}
Therefore, < x l , x m >= lim n→∞ < x l , x m > n exists, and
The number of Dyck paths with s(l) = k is 
Hence, the density function of S k is given by
The exact formula for γ k is well known (see e.g. [17] ):
Therefore, we conclude that
where C l,m is defined in the following way. For l + m is odd, C l,m = 0. For l + m is even, l ≤ m,
, where
Thus, the result of Lemma 3.11 holds when f and g are arbitrary polynomials.
For general bounded continuous functions f, g, we will show that {< f, g > n } is a Cauchy sequence. To this end, we choose a sufficiently large B independent of n (it will be enough to take B = 4σ 3 + 1 ). Fix δ > 0. By the Stone-Weierstrass theorem, there exist polynomials f δ , g δ such that
Let h be an infinitely differentiable function such that |h| ≤ 1, h(x) = 1 for |x| ≤ B, h(x) = 0 for |x| ≥ B + 1. We write
Below we show that the first three terms on the r.h.s. of (3.159) are small provided δ is small. It follows from (3.141) that
Since f, g are bounded on R and f δ , g δ are polynomials, there exists sufficiently large N ∈ Z + , such that
for sufficiently large n, where the last inequality follows from the semicircle law provided N is chosen so that
In a similar fashion,
for sufficiently large n. The bounds (3.160-3.164) imply
Now, applying (3.165-3.166) and the Cauchy-Schwarz inequality, we obtain
and, as a result,
Therefore < f, g > n is a Cauchy sequence and < f, g > exists.
In the next lemma, we diagonalize the bilinear form < f, g > .
Lemma 3.12. Let {U n (x)} be the (rescaled) Chebyshev polynomials of the second kind on
Then {U σ n (x)} n≥0 are orthogonal with respect to the bilinear form (3.155), i.e.
169)
where γ n is given by (3.154).
Remark 3.13.
. Thus, one can reformulate Lemma 3.12 in such a way that {hU σ n } n≥0 are orthogonal with respect to the bilinear form (3.155).
Remark 3.14.
Recall that the rescaled Chebyshev polynomials are orthonormal with respect to the Wigner semicircle law, i.e.
When it does not lead to ambiguity, we will omit the super-index in the notation for the rescaled Chebyshev polynomials (alternatively, the reader can assume that 2 √ 2σ = 1).
Proof. Since < x l , x m >= 0 if l + m is odd, it follows by linearity that
We are left to compute < U 2n , U 2m > and < U 2n+1 , U 2m+1 >. We first compute < x 2l , U 2n > and < x 2l+1 , U 2n+1 > for l = 0, 1, ..., n. One has
It follows from (3.175-3.176) that
where 2 F 1 is a hypergeometric function. By the Chu-Vandermonde identity (see e.g. [3] ), we have
where (a) n = a(a + 1) · · · (a + n − 1). Since
we obtain G 1 (n, t) = 0, G 2 (n, t) = 0, for t = 0, 1, ..., n − 1, (3.184) and
Therefore, for l = 0, 1, . . . , n − 1, each term at the r.h.s. of (3.177-3.178) is zero, and
Combining (3.188), (3.172), (3.189) and (3.190) , we complete the proof of Lemma 3.12.
Now, we are ready to finish the proof of Proposition 3.9. Let f, g ∈ C b (R), and (3.193) where, for x = y, where
In particular, the trigonometric series l =0 γ |l|−1 e ilθ represents an L 1 function h which has O(|θ| −1/2 ) singularity near the origin. The convergence is pointwise for all θ = 0,
The convolution of β and h is then a continuous function on the unit circle, and one can rewrite (3.195) in the integral form by applying the Parseval's theorem. Finally, it follows from (3.29) and (3.193) that the limit of A n (x) exists and equals
Proposition 3.9 is proven.
Variance
The rest of the proof of Theorem 2.1 follows the steps in [26] . Using pre-compactness of {Y n , Z n } n≥1 , we consider a converging subsequence. Our goal is to show that the limit is unique. Let Y (x, t) + 4σ
where v * v is defined in (3.20) ,
As in [26] (see formulas (2.82)-(2.86) and Proposition 2.1 there), we can solve (3.202 ) to obtain
(3.205) It then follows from (3.23) that
One can rewrite the last formula in the form (3.5) with
Plugging in (3.199), finally we have 
Proof of Theorem 2.2
This section is devoted to the proof of Theorem 2.2. Thus, our goal is to extend the result of Theorem 2.1 to the case of non-i.i.d. entries with uniformly bounded fifth moment. For technical reasons, we require that the fourth cumulant is zero and √ n ln n ≪ b n . First, we establish two auxiliary lemmas.
4.1
The first lemma is a simple statement about the norm of a sub-matrix of a unitary matrix.
Lemma 4.1. Let U be an n × n unitary matrix and V be any k × k block of U . Then
Proof. Suppose the indices of V in U are (s, s + 1, ..., s + k − 1) × (t, t + 1, ..., t + k − 1). Then
where P 1 is the orthogonal projection onto the subspace spanned by e s , ..., e s+k−1 , and P 2 is the orthogonal projection onto the subspace spanned by e t , ..., e t+k−1 . Then
The second lemma gives an upper bound on the norm of a band matrix built from a unitary matrix.
Lemma 4.2. Let U be an n × n unitary matrix. Let b be a positive integer smaller than n/2. Denote
Then there exist positive constants C 1 and C 2 , independent from n and b, such that
Proof. Define 
If m is even, let
If m is odd, let
Therefore, we have
Finally, (4.9),(4.11), and (4.21) imply (4.5).
4.2
Now, we are ready to prove Theorem 2.2.
Proof of Theorem 2.2.
nŴ be a band random real symmetric matrix with independent Gaussian random variables, and M be an arbitrary band real symmetric random matrix satisfying the conditions in Theorem 2.2. We denote, respectively, byM 
Taking into account that 25) we can write 27) we can rewrite (4.26) as
E{Ŵ jk Φ n }, and
It follows from the Cauchy-Schwarz inequality that
Since √ n ln n bn → 0, then I 2 → 0 on any bounded subset of {(x, t)|t ≥ 0}. Recall that κ 4,jk = 0, j = k. Thus,
Taking into account that
we conclude that I 2 , I 3 , ε → 0 on any bounded subset of {(x, t) : t ≥ 0}. It then follows from (4.30) and (4.29) , that R n , defined in (4.22), converges to 0 as n → ∞. Theorem 2.2 is proven.
Appendix
A Poincaré Inequality Definition A.1. A probability measure P on R M satisfies the Poincaré Inequality (PI) with constant m > 0 if, for all continuously differentiable functions f ,
We note that the Poincaré inequality tensorises and the probability measures satisfying the Poincaré inequality have sub-exponential tails (see e.g. [1] ). In particular, if P satisfies the PI on R M with constant m, then for any Lipschitz continuous function G, and |t| ≤ √ m/ √ 2|G| L , we have E P (e t(G−EP (G)) ) ≤ K, (A.2) with K = − i≥0 2 i log(1 − 2 −1 4 −i ). Consequently, for all δ > 0, where C > 0 is a constant independent from p = s and n.
Proof. We start with the resolvent identity The Poincaré inequality implies that V ar{R ps } ≤ 1 mb n j:(j,p)∈In E{β 2 jk |R pj R ks + R pk R js | 2 } ≤ 2 mb n |Imz| 4 .
(C.14)
Hence, The last inequality and (C.33) finish the proof of Lemma C.2 and Proposition 3.5.
