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Abstract
Satellite communication is facing the urgent need of improving data rate and
efficiency to compete with the quality of service offered by terrestrial commu-
nication systems. An imminent gain, achievable without the need of upgrad-
ing current satellite technology, can be obtained by exploiting on-board multi-
ple carrier operation at the transponder and using highly efficient modulation
schemes. Sharing the on-board high power amplifier amongst carriers would
reduce the flying hardware cost and weight. Further, multiple carrier operation
would provide, to the on-ground transmitter, flexibility in the configuration of
the parameters of the carriers waveforms. However, on-board multicarrier joint
amplification is a critical operation as it brings severe non-linear distortion ef-
fects. This distortion becomes even more severe when high spectrally efficient
modulation schemes are used. The inherent non-linearity of the amplifier results
in an increased Adjacent Channel Interference and peak to average power ratio
that degrade power and spectral efficiencies while offsetting other potential ben-
efits. The current baseline configuration for multiple carrier requires to operate
the on-board power amplifier in its linear region at the cost of poor on-board
power efficiency and reduced output power.
In order to enable efficient on-board multiple carrier joint amplification,
countermeasures techniques have to put in place. This Thesis describes several
on-ground signal processing techniques that mitigate the interference and enable
efficient joint on-board amplification. This includes transmitter techniques, as
Predistortion and receiver techniques as Equalization. Predistortion operates
a the transmitter to pre-compensate the liner and nonlinear channel distortion
effects and to reduce the resulting receiver interference. We propose several
multiple carrier predistortion methods performing joint data processing either
based on Memory Polynomial or Look -Up Table. This includes the derivation
advanced parameters estimation methods to provide robustness to receiver noise
and improved performance. Further, distributed transmission scenario in which
multiple gateway uplink to a single satellite transponder, are investigated and
specific tailored predistortion schemes derived. Waveform or Signal predistor-
tion is also considered and novel Crest Factor Reduction optimization methods
devised. End receivers equalization is aimed to compensate the residual channel
distortion and to adapt to the fast channel variations. We propose single carrier
equalization techniques based on Symbol and Fractionally Spaced Equalization
for multiple carrier satellite channel. Joint equalization of multiple carrier is
also considered for professional applications and for the return link.
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Chapter 1
Introduction
1.1 Motivation
Historically, satellite telecommunication systems have been successful in pro-
viding wide coverage and connectivity everywhere. In recent years, there is an
increasing demand for higher data rates and bandwidth efficiency. Many emerg-
ing applications and services are pushing satellite communications to provide
higher bandwidth: on one hand we have high data rate broadcasting applica-
tions, such as High Definition Television (HDTV) and Ultra High Definition
Television (UHDTV); On the other, broadband internet applications for com-
munities and bi-directional professional networks [2]. Further, the fifth genera-
tion of wireless system (5G) foresees a possible total integration of satellite and
terrestrial networks [3]. A recent example of this trend is Viasat-1 that reaches
a total throughput of 140 Gbps being the highest capacity broadcast satellite
ever launched [4].
In satellite broadcast systems, the data stream goes from the transmitter
to the end receivers through the forward link, where we have, in general, three
actors: the gateways, the satellite transponders and the end-receivers. The
gateways collect the data and transmit the signal to one or more satellites. Each
satellite transponder receives the data signal from one or more gateways and it
then redirects the signal to the ground receivers. In widespread Direct To Home
(DTH) services, the end receivers are fixed Integrated Receiver Decoder (IRD)
for mostly TV applications. Figure 1.1 shows a general satellite communication
scenario where different applications are depicted.
Multi-beam satellite systems enable improved spectral efficiency at the ex-
pense of increased on board hardware complexity [5]. Instead of having a sin-
gle beam with a very large coverage, the multi-beam systems have many small
beams with a smaller coverage. Each narrow beam provides higher antenna gain
and it is capable of delivering higher spectral efficiency to the User Terminal
(UT)s. However, each beam requires additional on-board hardware including
dedicated filters, power amplifiers and antennas. Ground receivers can suffer Co-
Channel Interference (CCI) from adjacent beams due to the overlapping areas
at the beam boundary. However, CCI is avoided employing different frequen-
cies in adjacent beams (kindly refer to Fig. 1.2). While different frequencies are
assigned to adjacent beams, the same frequencies can be used in not adjacent
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Figure 1.1: General Satellite Communication Scenario
beams.
Current multi beam systems can have as many as 150 beams resulting in
high transponder complexity, weight and cost. One possible way forward to
enable higher throughput satellite systems, is to improve the efficiency of the
on-board hardware usage. This can be achieved by sharing on-board hardware
resources. Different carriers can share the same High Power Amplifier (HPA)
reducing the total number of required on-board HPAs. Further, sharing the on-
board amplifier amongst different carriers allows the on-ground transmitter the
flexibility to reconfigure the uplinked multiple carrier signal in terms of number
of carriers, carriers spacing and bandwidth.
Transparent payloads, where the uplink data is mainly amplified and for-
warded to users, are by far the most common telecom satellite architectures
due to their competitive cost and technological flexibility. On the other hand,
in regenerative transponders, on-board processing is permitted enabling im-
proved performance at the expense of increased payload cost and complexity,
higher power consumption and reduced upgrade capability [5]. In regenerative
transponders the uplinked signal is decoded and re-modulated for downlink.
In fact, the signal processing carried out on the ground can be updated with
technological advancements in the course of the lifetime of the satellite.
To ensure that the on-board amplification is power-efficient, the HPA is
operated close to the saturation point. Power saturation , while being a natural
effect related to the limited available power, is inherently non-linear. In fact,
while in the linear region the output power grows linearly with respect to the
input power, close to the saturation region this linear relationship does not hold
anymore. Therefore, the on-board HPAs suffer from non-linear effects when
driven close to saturation leading to undesired distortion of the amplified signal.
Typically, the combination of HPA non-linearity with the on-board channelizing
filters, introduces non-linear Inter-Symbol Interference (ISI) [6] and out of band
interference.
However, the non-linear effects become even more prominent when multiple
carriers are amplified using a single HPA. This leads to spurious terms arising
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Figure 1.2: Multibeam satellite system representation where each color repre-
sents a different carrier frequency
due to the inter-modulation products caused by the HPA non-linearity [1]. A
large guard-band between the carriers may be needed in order to avoid inter-
modulation products or Adjacent Channel Interference (ACI). Additionally,
use of multiple carriers leads to the well-known high peak to average power
ratios, and this increases the back-off used in the power amplification, leading
to loss in amplification efficiency. These effects are manifested as spectrum-
inefficient frequency carrier segregation and power loss depending on the spectral
efficiencies of the individual carriers.
An improvement in power and spectral efficiencies warrants the development
of on-ground mitigation techniques including Digital Pre-Distortion (DPD) at
transmitter and Equalization (EQ) at receiver. The goal to enable higher the
usage of higher order modulations with efficient code rate, reducing the carrier
spacing and increase the efficiency of the on-board amplifier.
1.2 Problem Definition
In this thesis work we focus on the optimization of two fundamental parameters
of the satellite communication system: On one hand, we have the transmission
spectral efficiency; on the other hand the on-board HPA power efficiency. Spec-
tral efficiency is defined as the ration between the transmitted bit rate and the
available transponder bandwidth described by the equation,
Seff =
R
WT
(1.1)
where R is the total transmitted information rate in bit per seconds and WT is
the available transponder bandwidth in Hz. The on-board HPA power efficiency
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u
Figure 1.3: Scatter plots corresponding to single carrier (left) and multicarrier
(right) signals.
is the ratio between the saturation power and the signal output power. This is
usually defined in dB as Output Back Off (OBO),
OBO = 10 log10(
Pout
Psat
) (1.2)
where Psatis the nominal amplifier saturation power and Pout is the amplified
signal power.
It is desirable to maximize the on board power efficiency we have to operate
the HPA closer and closer to the saturation where the distortion effects are more
prominent. The distortion results are particularly severe when the amplifier
is operated in multiple carrier mode due to the generated Inter Modulation
Products (IMD) [1] (kindly refer to Fig. 1.3). This determines a tight trade off
between power and spectral efficiency.
Spectral efficiency is directly penalized by the generated non-linear inter-
ference that reduces the receiver Signal-to-Interference plus Noise ratio (SINR)
limiting the applicability of spectrally efficient modulations and codes. Further,
high order modulations are inherently penalized due to their higher peak to
average power ratio resulting in even higher interference level. When the HPA
is operated in multiple carrier mode, and in order to reduce the ACI level, a
significant guard band level has to be introduced between the uplinked carriers.
These spectral holes further reduce the spectral efficiency with respect to the
available transponder bandwidth.
The overall satellite transponder power is only provided by the installed
solar panels. This makes on-board power a scarce resource that has to be
carefully managed. Further, wasted power transforms in heat that has to be
eliminated with sophisticated heat sink technology. On-board power amplifiers
have a major impact on the overall satellite power efficiency requiring special
attention. More, a low HPA power efficiency corresponds to a lower transmitted
power that might not satisfy the required receiver Signal-to-Noise ratio (SNR).
Figure 1.4 shows the SINR trend of a single and multiple carrier transponder
with respect to the selected power efficiency. From Fig. 1.4 we observe that the
single carrier application can achieve much higher SINR level compared to the
multiple carrier case. Further, as discussed above, SINR is in general penalized
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by the strong interference level when the HPA is driven close to saturation and
again when the amplifier is operated in the linear region due to the reduced
output power and the consequent loss in signal to noise ratio.
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Figure 1.4: Signal to interference plus noise ratio with respect the HPA OBO
for the single and multiple carrier transponder.
In conclusion, efficient on-board amplification of multiple carriers results in
strong non-linear interference while inefficient power amplification is unaccept-
able from the system point of view nor from a commutation link budget point of
view. Thus, in order to enable efficient on-board multiple carrier amplification,
specific counter measures techniques have to be defined.
Counter measures techniques can be implemented on-board the satellite or
on-ground. However, transparent satellite transponder technology, where the
up-linked signal is mostly filtered and amplified, is by far the most common satel-
lite transponder architecture. In fact, on-board digital processing requires signal
down conversion and sampling resulting in higher complexity, higher power re-
quirements and in general decreases the satellite mission life-time. Given these
system level constraints we only consider on-ground counter measures techniques
namely predistortion at the transmitter and equalization at the receiver.
With predistortion we refer to the class of signal processing transmitter
techniques aimed to pre-compensate the channel distortion effects. In order
to pre-compensate the channel non-linear effects, predistortion implements an
equivalent channel pre-inverse function. This is usually obtained resorting to
some non-linear function often including memory effects. On the other hand,
as equalization we generally refer to a class of receiver techniques aimed to
reconstruct the original transmitted signal eliminating the residual channel dis-
tortions.
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1.3 Thesis Outline
All the work of this thesis relates to satellite communication and digital signal
processing techniques for mitigating channel non-linear distortion.
Chapter 2 In this chapter we provide a detailed overview of the thesis work. The
chapter includes the definition of the satellite communication models, the
analytic description of the channel distortion and a brief presentation of
the proposed countermeasures techniques. In the final part of the chapter
we detail the contributions of this Thesis with respect to the state of the
art.
Chapter 3 In this chapter we present several on-ground transmitter solutions to coun-
teract the distortion effects of a multiple carrier satellite channel.
Chapter 4 Building on Chapter 3, we provide advanced estimation techniques to
improve the performance of the proposed data and signal predistortion.
Chapter 5 As a generalization of the multiple carrier predistortion for single gate-
way application considered in Chapter 3, we here consider multi-gateway
transmission where carriers are independently uplinked toward the same
satellite from different gateways. For this distributed scenario, we propose
several on-ground transmitter techniques providing a complexity versus
performance trade-off.
Chapter 6 In this chapter we consider receiver equalization techniques for the multi-
ple carrier satellite channel.
Chapter 7 This chapter contains final conclusions and describes some directions for
future research.
Chapter 2
Distortion Countermeasure
Techniques for Multicarrier
Satellite Channels
2.1 Introduction
Driven by multimedia applications and other personal services, there has been
an increase in the demand for higher data rates by consumers. In addition to
enhancing throughput per user, communication systems are also being geared
towards providing ubiquitous connectivity. Several societal benefits can be de-
rived from having access to broadband connection [7] and the Digital Agenda
drafted by the European Commission aims at providing 50% of the households
with a broadband connectivity (over 100 Mbps) by 2020 [3]. Towards meeting
the increased capacity and connectivity goals, and thereby serving the agenda
in [3], terrestrial communication systems have evolved from first generation
networks to the fourth generation (4G) under deployment providing enhanced
data, voice and multimedia services to fixed and mobile customers. Like their
terrestrial counterparts, satellite systems have seen a number of technological
advances to cope with the increased demand [5]. These include changes to
the payload architecture and the communication methodology. Transition from
single beam to multiple beam systems is evidence of the former. Multibeam
systems, similar to the cellular systems, allow for increased capacity through
frequency reuse and exhibit flexibility in terms of resource allocation, cover-
age, connectivity and routing [5]. High throughput satellites have multiple spot
beam coverage: recent examples of this trend include Viasat-1 that reaches a
total throughput of 134 Gbps [4] and Ka-SAT that provides in excess of 90
Gbps with 82 spot beams [8]. While advanced payload architectures are be-
ing sought, a clear strategy towards reducing the mission costs and providing
the end users with an economical solution is being pursued by the operators.
Further, advances in technology from Digital Video Broadcasting over Satel-
lite (DVB− S) to second generation standard for Digital Video Broadcasting
over Satellite (DVB− S2) [9] to the newly formulated DVB-S2x [10], indicate
the importance of employing the state-of-the-art transmitter and receiver-based
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digital processing techniques to address the traffic growth and remain competi-
tive. The recurring phenomena in these advances has been the constant search
for spectrally efficient transmissions; itâĂŹs worth mentioning here that the
time frequency packing techniques [11, 12] have been shown to be promising in
the multicarrier per transponder scenario.
An application of the use of transmitter and receiver techniques for reducing
the mission costs emerges in the context of amplification of multiple satellite
carriers using a single on-board amplifier. With the development of wideband
amplifiers, joint amplification clearly allows reduction of the payload mass in
comparison to the traditional single amplifier per link case. The resulting shar-
ing of satellite real estate among many links reduces the mission cost and also
provides a degree of flexibility.
However, efficient amplification is, typically, a non-linear operation and joint
amplification leads to spurious inter-modulation products. This coupled with
the on-board filtering leads to distortions caused by symbols from other carriers
(ACI) or from the same carrier itself (ISI). These distortions can cause severe
degradation in the link performance, more so for higher order (spectrally effi-
cient) modulations. In the absence of compensation techniques, either a large
guard-band between the carriers is used and/ or the amplifier is operated in a
linear region.
The former results in an inefficient frequency carrier segregation, while the
latter translates into a power efficiency loss compared to single carrier opera-
tions depending on the spectral efficiencies of the individual carriers. Towards
exploiting benefits of joint amplification in full, several studies have been re-
cently pursued towards development of mitigation techniques. These techniques
would be implemented on ground so as to provide the up-gradation flexibility
while keeping the payload intact. The techniques at the transmitter is termed
as Pre-distortion while those at the receiver are known as Equalization in liter-
ature.
Mitigation techniques based on Volterra series [13], [14] or look-up tables
(LUT) [6] have been proposed in satellite literature and the resulting gains are
promising [6, 15]. Further, literature on terrestrial systems describes a variety
of mitigation algorithms based on memory polynomials [16], orthogonal poly-
nomials [17, 18] and Look-Up Table (LUT) [19] for single carrier operations.
However, these methods are not suited for the multicarrier scenario since they
do not cater to ACI reduction.
Volterra analysis for non-linear satellite channels is developed for two carriers
in [20] and extended to multiple carriers in [1]. Different joint data equalization
schemes based on Volterra series are then pursued. However, due to compatibil-
ity issues, complexity considerations and access restrictions to data on different
carriers, the receiver can demodulate only its intended carrier, thereby ruling
out joint equalization. On the contrary, the gateway has access to data on all
carriers, allowing the implementation of a joint predistortion technique to pre-
compensate for ACI and ISI. A dual carrier channel signal predistortion based
on Memory Polynomial (MP) [16] is provided in [21] for terrestrial application.
This chapter will describe the multicarrier scenario and the related non-
linear impairments. Further, a brief overview on the developed countermeasures
techniques is provided.
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2.2 Joint Amplification of Multiple Carriers
The scenario envisaged includes a gateway uplinking many carriers that are
amplified by a single on-board HPA. To make the scenario concrete, each carrier
can be considered similar to the well-known DVB− S2 waveform in the standard
Ka-band [5]; for e.g., each could represent a time division multiplexed carrier
carrying broadband data content. Driven by their commercial attractiveness, we
consider transparent satellites in the current application. Such satellites receive
the data signal from one or more gateways and then redirect it to the ground
receivers after requisite frequency translation and amplification. In widespread
DTH services, the end receivers are generally IRD. Typically, these receivers
decode only a particular carrier: this stems from complexity considerations
and access restrictions. In the short-to-medium term perspective, an attractive
strategy would be the continued use of such receivers capable of decoding single
carrier. Further, as will be detailed later, effective compensation techniques
need to process the carriers jointly. These warrant that bulk of the mitigation
takes place at the gateway. Thus multicarrier pre-distortion would take a central
theme and can be construed as heralding âĂĲcooperationâĂİ among different
links âĂĲfor common goodâĂİ. On the other hand, single carrier equalization
techniques are put in place to mitigate residual non-linearities arising out of non-
ideal transmitter compensation and variations in transponder characteristics
due to ageing and thermal effects. In line with the motivation for single carrier
receivers, the complexity of the equalization schemes are kept at a minimum.
Central to the design of such a system is to model the underlying channel and
associated distortions, a task that will be pursued next.
2.2.1 Composite Model of a Satellite Channel
The typical satellite transponder model of the path between the transmitter
and the receiver in a transparent satellite communication is shown in Figure
2.1. The involved entities are the
• Input Multiplexer (IMUX) filter
• HPA
• Output Multiplexer (OMUX) filter
To focus on the distortions caused by these components, we assume that other
components (like frequency translators) do not induce any loss. Finally, we
assume that the link from the gateway to the satellite is ideal.
IMUX and OMUX filters
IMUX filters are used to reject out-of-band signals and noise from entering the
satellite (feeder) uplink chain. On the other hand, the OMUX filter eliminates
the out-of-band spectra caused by the HPA non-linear amplification. It should
be noted that these filters have a relatively low insertion loss. The typical
amplitude and group delay response of the IMUX/ OMUX filters are depicted in
Figure 2.2 and extracted from [9]. While the pass-band gain is nearly constant,
there can be appreciable variations in the group delay at the edge of the bands.
These analogue wideband filters are approximated as Finite Impulse Response
(FIR) filters.
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Figure 2.1: A Simplified Satellite Transponder Architecture
Figure 2.2: Typical input (left figure) and output (right figure) MUX filters
response
High Power Amplifiers
The on-board amplifiers are usually implemented as Traveling Wave Tube Am-
plifier (TWTA). Tube wave amplifiers are wideband amplifier whose response
can be assumed to be static (memory-less) with good approximation [22]. Com-
monly, the baseband amplifier response is static and defined by means of two
AM/AM and AM/PM characteristics. The AM/AM function relates the input
signal amplitude ρ with the output signal amplitude A(ρ), while the AM/PM
responses defines the amplifier phase response as a function of the input sig-
nal amplitude as θout = θ + φ(ρ), where θ is the input signal phase. Typical
characteristic of a TWTA amplifier, extracted from [9], is shown in Fig. 2.3
together with a linearized version of the same (Linearized Traveling Wave Tube
Amplifier (L− TWTA)).
The Automatic Gain Control (AGC) block amplifies the input signal ac-
cordingly to the set input back off (IBO). Further, the Input Back Off (IBO)
is defined as IBO = −10 log
(
<|vin(t)|2>
P insat
)
, where < |vin(t)|2 > is the aver-
age input power to the amplifier and P insat is the input power corresponding
to the amplifier saturation point (for other amplifier technologies this can cor-
respond to the −1 dB compression point). Similarly the OBO is defined as
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Figure 2.3: A Typical Traveling Tube Wave Amplifier Characteristic (left figure)
and Linearized -TWTA response (right figure)
OBO = −10 log
(
<|vout(t)|2>
P outsat
)
, with |vout(t)|2 being the average output power
of the amplifier and P outsat is the saturation output power.
A well-known mathematical model for TWTA is the Saleh model [23]. Under
this model, an input signal with an amplitude ρ and phase θ results in HPA
output, A(ρ)ej(θ+φ(ρ)). Here A(ρ) determines the AM/ AM characteristic while
φ(ρ) denotes the AM/ PM characteristic as,
A(ρ) = αaρ
βaρ2 + 1
(2.1)
φ(ρ) = αpρ
2
βpρ2 + 1
where αa, αp, βa, βp are the model parameters.
2.3 Non-linear Interference and Modelling
The transponder of Fig. 2.1 with the characteristics presented above, can be
abstracted as a non-linear channel with memory; HPA is the cause of non-
linearity and the filters contribute to the memory. Such a channel leads to the
following distortions [22]:
• Constellation Warping caused by memoryless non-linearity;
• Clustering caused by ISI: First order ISI is due to linear memory while
higher order due to non-linearity coupled with the filters. It should be
noted that ISI does not arise from adjacent carriers;
• Clustering caused by ACI due to non-linearity;
Figure 2.4 depicts a multicarrier satellite channel block diagram. Referring to
Fig. 2.4, a Gateway (GW) is uplinking M independent carriers. The modulated
symbol um(n) is relative to the mth carrier and is draw from an Amplitude Shift
Keying (APSK) modulation scheme [9]. In a typical mutlicarrier scenario [1],
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Figure 2.4: Multicarrier Non-linear Satellite Channel Model
Figure 2.5: Scatter plots corresponding to Single carrier (left) and Multicarrier
(right) signals
the carrier are equally spaced in frequency of ∆f . The channel includes a
wideband satellite transponder that hosts all the uplinked carriers. In particular
the multicarrier signal is jointly filtered by a wide band IMUX filter, amplified
by the on-board HPA and output filtered by the OMUX filter. The uplink
channel is assumed to be ideal and noiseless while the downlink is Additive
White Gaussian Noise (AWGN).
Such a satellite channel can be modeled as a non-linear system with mem-
ory leading to constellation warping, ISI and ACI. Strong non-linear adjacent
channel interference is generated by the intermodulation products relative to
the different carriers. The effects of this, are depicted in Figure 2.5 where the
scatter plot of the received 16 APSK symbols on the central carrier of a three
carrier system is presented (on the right). The corresponding effect for the sin-
gle carrier is also shown (on the left) to highlight the dominant effect of ACI.
2.3.1 Volterra Analysis
In order to investigate the nature of the non-linear distortion of the satel-
lite channel we consider Volterra theory [24] to model the channel. Baseband
Volterra analysis for multiple carrier satellite channel is provided in [1].
In Fig 2.4, the mth modulated carrier stream, um is pulse shaped, upcon-
verted to a center frequency fm and uplinked to the satellite transponder. The
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composite signal at the input of the satellite transponder is
s(t) =
∑
m
∑
n
um(n)pm(t− nTs − mTs)ej(2pifmt+φm), (2.2)
where um(n) is the nth symbol uplinked by the mth carrier, pm(·) is the pulse
shaping function, Ts is the symbol period, m is the delay relevant to the mth
carrier, fm denotes the uplink center frequency of the mth carrier and φm
the corresponding phase. The carriers are assumed to have similar baudrates
Rs and roll-off ρ while being equally spaced in frequency with a separation of
∆f = Rs(1 + ρ).
We can express the sampled received symbols for the mth carrier at the nth
sampling instance by means of the baseband Volterra discrete model [1] here
limited to the third polynomial degree for convenience,
ym(n) =
∑
p
K1∑
k=0
h(1)p,m(k)up(n− k) + (2.3)
∑
(p1,p2,p3)∈Ωm,3
K3∑
k1,k2,k3=0
h(3)p1,p2,p3,m(k1, k2, k3)up1(n− k1),
up2(n− k2)up3(n− k3)∗ej2pi(fp1+fp2−fp3−fm)nTs + ηm(n).
{h(p)∗ (·)} are the pth order Volterra kernel coefficients, up(n) is the transmitted
symbol on carrier p at time n and ηm(n) is the receiver noise on carrier m at nth
instance and Ωm,d is the set of considered inter-modulation products for the d
th degree and the mth carrier. In (5.3), we can identify in-band distortion terms
as those intermodulation terms for which it holds fm1 +fm2 −fm3 −fm = 0 [1].
Those include the total in-band ACI and ISI. Referring to (5.3), we can identify
as the strictly ISI terms as those elements for which m1 = m2 = m3 = m. Table
2.1 provides the third degree frequency-centered IMD Ωm,3 derived in [1] for
the three and five carriers scenarios, respectively. Often, for complexity reason,
when modeling a multi-carrier satellite channel, only the in-band distortion
terms are considered. However, not centered frequency inter-modulation terms
can also be considered as they are showed to significantly contribute to the
accuracy of the model [1].
2.3.2 Counter measures
It is clear from the earlier discussions that linear and non-linear interference
needs to be mitigated to have any meaningful communication. The focus here
is on a transparent analogue payload and hence the on-board processing is
ruled out. Thus, on-ground techniques are considered at the transmitter and
the receiver. The counter measures include a multiple carrier predistorter at
the gateway and a single carrier equalizer at the user terminal. The various
counter measures will now be briefly presented and then detailed in the following
chapters.
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Table 2.1: Frequency Centered IMD [1]: (a) Three Carrier Channel In-band
Terms, (b) Five Carriers Channel In-band Terms
(A) (B)
Ω1,3 Ω2,3 Ω3,3
[111] [121] [131]
[122] [132] [221]
[133] [222] [232]
[223] [233] [333]
Ω1,3 Ω2,3 Ω3,3 Ω4,3 Ω5,3
[111] [121] [131] [141] [151]
[122] [132] [142] [152] [241]
[133] [143] [153] [231] [252]
[144] [154] [221] [242] [331]
[155] [222] [232] [253] [342]
[223] [233] [243] [332] [353]
[234] [244] [254] [343] [443]
[245] [255] [333] [354] [454]
[335] [334] [344] [444] [555]
[-] [345] [355] [455] [-]
[-] [-] [445] [-] [-]
2.4 Multiple Carrier Predistortion
In this section we present the most relevant state of the art for predistortion in
multiple carrier applications. Further, the related specific contributions of this
thesis are briefly described.
Pre-distortion techniques can be historically classified based on a number of
criteria. They include:
• Analogue and Digital Pre-distortion: This classification is based on the
domain of the input signal to the predistorter and the underlying imple-
mentation (either analog or in the digital domain [22]).
• Signal and Data Pre-distortion: Signal pre-distortion involves applying
DPD to the baseband signal after pulse shaping [16,25]. Data pre-distortion,
as the name suggests, will operate on the constellation symbols prior to
any pulse shaping [6, 19];
• Model based [26, 27] and Look-up-Table based [6, 28] pre-distortion: The
model based pre-distortion techniques describe the predistorter as a math-
ematical function of the input signal;
Further, regarding specifically satellite communication, we also have to dis-
tinguish on-ground and on-board processing [22].
In the following section we summarize Signal and Data Pre-distortion and
Model based and Look-Up Table based Predistortion. Each topic is introduced
recalling the fundamental state of the art and than followed by a summary of
the corresponding main thesis contributions.
In this thesis work we mostly focus on digital data predistortion for multi-
carrier satellite channels. A broad plethora of multiple carrier techniques for
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Figure 2.6: Block Diagram of Data Predistortion.
predistortion is provided in Chapter 3. This includes several model based and
look-up table based data predistortion techniques [29–32]. In section 4.2, we
propose advanced estimation and clipping techniques for multiple carrier sig-
nal predistortion. Multicarrier predistortion is also considered in Chapter 5
for a distributed scenario where multiple gateway share a single transponder
HPA [33].
2.4.1 State of The Art
Data Predistortion
As discussed earlier, the data pre-distorter operates on the baseband data sym-
bols and is depicted in Figure 2.6. It modifies the transmitted constellation in
such a way that, after linear filtering and non-linear processing in the downlink,
the average of the received samples at the detector would match the desired
signal constellation [22].
While single carrier data DPD is explored in literature [6, 19], multicarrier
data DPD has not been considered in the literature before. In general, single
carrier data predistortion aims to reduce the warping and clustering effects on
the received constellation symbols. Warping is directly related to the static
non-linear distortion of the HPA, while clustering is the result of ISI. Data
predistortion is defined as a non-linear map, with or without memory that relates
a sequence of channel input symbols to a predistorted symbol as,
x(n) = f(u(n), · · · , u(n−K)) (2.4)
where u(n) is the nth channel intended input symbol, K is the predistorter
memory and x(n) is the predistorted symbol input to the channel.
The identification and implementation of the map f(·) is key to the pre-
distortion performance. In particular, [6] proposes two on-ground predistortion
schemes for non-linear satellite channels, namely static and dynamic predistor-
tion. Static predistortion is designed to compensate only for warping effects
while dynamic predistoriton includes memory and compensates for clustering
as well. Both approaches are LUT-based and parameters estimation is imple-
mented usign a iterative numerical method [19].
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Signal Predistortion
Signal (or waveform) pre-distorter generates a signal that compensates for the
non-linearities introduced by the RF module without accessing the underlying
original data symbol sequence.
Traditional signal predistortion operates on the signal after pulse shaping,
and it is equivalently applyed to single or multiple carriers signals as depicted
in Figure 2.7. Several works on signal pre-distortion are available in literature
and include, for e.g., [16, 18,26] and more recently [17,25,34–36].
Since signal pre-distortion can operate on the multicarrier signal, it is has the
advantage that it can be used to generate signals with higher bandwidths. Re-
ferring to (2.2) and Figure 2.7, signal predistortion operates on the multicarrier
basedband signal s(t) as,
z(nTo) = f(s(nTo), s((n− 1)To), · · · , s((n−K)To)) (2.5)
where f is the non-linear function, s(nTo) is the sampled original multicarrier
baseband signal, To is the oversampling period and K is the memory depth. No-
tice that in general f can be either a model based function, such as a polynomi-
als, or a LUT based function. For implementation reasons, the latter approach
is common when memory can be neglected (K = 0).
A HPA that is described by a pth order non-linearity, will need a pre-distorted
signal with bandwidth p times the signal bandwidth. Further, the design of the
signal predistorter is agnostic to the number of carriers as it operates on the
superposed signal. While signal pre-distortion offers various advantages, it has
the following system level implications
• (1) The bandwidth of the uplinked signal is no longer similar to the
âĂĲunpre-distortedâĂİ signal. This suggests violation of the stringent
requirements on the uplink unless additional processing is implemented.
This could be simply achieved by applying an uplink mask filter after
predistortion as showed in Fig. 2.7;
• (2) The computations are performed on the superposed signal. At first,
the bandwidth of such a signal is more than that of the constituent single
carrier system. Further, such a signal is typically oversampled. Hence the
processing (including Digital-to-Analog converters) is performed at a rate
many times larger than the symbol rate. As an example, if there are 3
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closely spaced carriers, each of bandwidth 40 MHz, and the superposed
signal is oversampled 10 times (say), then the processing needs to be
performed at 1.2 GHz, while data DPD works at 40 MHz
Several signal pre-distortion studies have been performed towards overcom-
ing the aforesaid shortcomings in the multicarrier scenario [21, 37]. HPAs op-
erated in concurrent dual band mode are now being introduced in terrestrial
telecommunication. In this case two or more RF signals are amplified by the
HPA simultaneously; the frequency separation is in this case large compared
to the signal bandwidth. Two or more baseband signals are up-converted to
Radio Frequency (RF). DPD of concurrent band HPAs were reported in [37]
where memory polynomials were used. An important difference to single carrier
DPD is that cross-talk terms must be included in the DPD algorithm. A similar
algorithm has also been used for DPD of Multi Input Multi Output (MIMO)
transmitters with cross talk effects [21]. Parameter efficient algorithms like sep-
arable functions and orthonormal basis functions have not been formulated for
multiple carriers, to the best of our knowledge.
Similarly to the block diagram presented in Fig. 2.7, in [25] and [36], an
additional bandpass filtering is performed after the DPD to satisfy the mask.
However, with such modified architectures or additional processing, the advan-
tages of the signal pre-distortion can be curtailed with its optimality possibly
compromised.
Model Based DPD
Digital predistortion algorithms are commonly separated into model based algo-
rithms and look-up-table based ones [22]. This subdivision applies to both data
and signal predistortion approaches. Model based predistortion is based on non
linear functions, usually polynomials, whose coefficients have to be determined.
On the other hand, LUT -based predistortion implements a complete map be-
tween the input and the predistorter output that has to be fully determined.
In model based algorithms for signal predistortion, the non-linear dynamic
transfer function of the HPA (or non-linear channels) is derived. The deriva-
tion can be made by determining the systemâĂŹs non-linear dynamic transfer
function and then inverting it, using the pth order inverse theory. A non-linear
dynamic system with memory can be described using a Volterra model; a sys-
temâĂŹs inverse is also a non-linear dynamic system and can, therefore be
described by a Volterra model. Thus, a Volterra model is a natural choice for
a DPD [24, 26]. However, the Volterra series converges slowly, and hence in
practice various reduced Volterra models are used; these include memory poly-
nomial based predistorters [16, 27], generalized memory polynomials [38] and
orthogonal polynomial based predistorters [18]. Other model based DPD al-
gorithms âĂŞ with properties as the Volterra series âĂŞ have been formulated
using orthonormal basis functions [17].
Identification of Model Parameters
Central to the performance of the given predistorter model is the ability to es-
timate the coefficients with high fidelity [39]. Estimation of model coefficients
relies on training. Training for the predistorter coefficients requires feedback
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from at least one receiver. This can be obtained either from a high fidelity sim-
ulation or during on-line operation. The feedback signal is used in combination
with the corresponding transmitted signal to identify the predistorter as chan-
nel inverse function. There are two main approaches to train the predistorter
coefficient: using indirect [26,27] or direct learning [40].
The well-known indirect estimation of the parameters leads to a post-channel
inverse function as predistorter [16]. This method is based on the fundamental
pth order theorem that states that the post inverse and pre inverse of a non-
linear dynamic system are identical and that the non-linear order (p) of the
systemâĂŹs inverse is the same as the non-linear order of the system itself.
The post inverse estimation problem can be solved resorting to standard least
squares techniques without requiring adaptive closed loop processing [16,39].
On the other hand, direct learning follows a different approach in which
the predistorter coefficients are estimated iteratively toward directly reducing
the receiver interference [40]. The optimization method implements a least
squares minimization of the receiver signal error and it requires complex partial
derivatives and the estimation of the channel parameters. This approach results
in higher complexity but with improved performance compared to the indirect
one especially in presence of receiver noise [39].
However, direct learning as proposed in [40] cannot be applied to multiple
carrier systems calling for a novel formulation to be derived. In this thesis we
propose optimization methods for estimating the predistorter coefficients for
multicarrier satellite systems [41]. Further, our optimization method devised
in [41] is general and can also be used to generate a Look-Up Table (LUT)
based multicarrier predistortion solution [32].
Look Up Table based DPD
Unlike model based techniques, LUT- based solutions do not require any com-
plex processing to compute the pre-distorted symbols on-line. This enhances
the attractiveness of LUT based pre-distortion in real time applications.
LUT based signal predistortion is very common in practical applications
due to its low on-line processing complexity that allows wideband processing
seamlessly. In most applications, LUT based signal predistortion is implemented
as a memoryless non-linear function [28], often combined with a separate linear
filtering operation to partially compensate memory effects [42] while still keeping
the complexity low. More complex solutions include directly the memory effects
in the LUT resulting in larger multidimensional tables [43,44].
Regarding LUT-based data predistortion, for each nominal constellation
point, a pre-distorted one is determined, that gives the nominal one, after the
non-linear channel. Single carrier LUT pre-distortion has been well studied in
literature. In [19], LUT is computed iteratively by a numerical method that
requires lengthy closed loop operation.
2.4.2 Problems Addressed In the Thesis
Multiple Carrier Model-based Data DPD
Multiple carrier data predistortion can be constructed as a coding technique,
wherein dependency between different symbols are introduced. However, unlike
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traditional coding, input and output symbols are not from the same constellation
and the symbol rate is unchanged.
While the distortion depends on the multicarrier signal, obtained by su-
perposing the different carriers, data DPD works on a stream by stream basis
as
xm(n) = fm(u1, · · · ,uM ) (2.6)
where fm is the non-linear data predistortion function relative to the mth car-
rier, um = [um(n), · · · , um(n−K)]T , and um(n) is the nth intended transmitted
symbols for the mth carrier, and K the predistorter function memory depth.
Further, the presence of the pulse shaper tends to constrain the flexibility
of data DPD and hints at a non-ideal positioning of the data predistorter. This
shortcoming is more than offset by the two features of the data DPD:
• (1) The operations are performed prior to pulse shaping filter and there
is no bandwidth expansion compared to the no DPD case. Hence the
spectrum of the pre-distorted signal meets the regulations imposed on the
uplink without additional processing.
• (2) The computations are performed at the symbol rate allowing for the
use of existing technology. This can be implemented either with on line
model based processing (i.e. complex polynomial functions) or using effi-
cient LUT.
In this thesis we propose several on-ground techniques for single gateway
multiple carrier data predistortion. These contributions are presented in chapter
3. Our first work on multiple carrier data predistortion is [29] where joint data
pre-distortion based on memory polynomials is considered. Performance of the
designed DPD is studied under different channel configurations with the results
being reported in [30]. Using an approach similar to [29], in [31] we propose
orthogonal basis function for reduced complexity multicarrier pre-distortion.
Further, concerning the identification of parameters for multiple carrier pre-
distortion, in this thesis we propose a novel optimization method based on the
direct learning approach for estimating the predistorter coefficients for multicar-
rier satellite systems [41]. The method relies on the multiple carrier polynomials
model for proposed in [1,29] and builds on the direct learning algorithms of [40].
This contribution is presented in section 4.1.
Finally, building on the devised multiple carrier techniques, we proposed
novel distributed predistortion methods for multiple gateway applications to
enable on-board efficient multiple carrier operation. This contribution includes
the analytical derivation of the distributed predistortion models, derivation of
robust customized parameters estimation methods and the evaluation of syn-
chronization non-idealities related to the distributed nature of the problem. This
contribution is presented in 5.
Advanced Signal Predistortion
Very large Peak to Average Power Ratio (PAPR) values, typical of multicarrier
signals, force a substantial component of the signal input distribution beyond the
amplifier saturation point. This effect introduces unwantced strong distortion
that cannot be compensated with predistortion. Toward mitigating distortion
effects, several PAPR reduction methods have been proposed for multicarrier
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systems [45]. Amongst all, clipping and filtering can provide significant PAPR
reduction with minor interference generation (clipping noise) [46]. Clipping of
the signal is in general referred as Crest Factor Reduction (CFR). Further, the
combination of PAPR reduction and signal predistortion has also been widely
considered in literature. Several works propose a scheme in which PAPR re-
duction precedes predistortion [47, 48], while in [49] it is proposed a scheme
where predistortion is followed by PAPR reduction. A different approach was
recently proposed in [50], that presents a method to include PAPR control as a
constraint in the estimation of the predistortion parameters.
CHANNEL
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Figure 2.8: Combined Optimization Function Block Diagram
Figure 2.8 depicts the considered transmitter block diagram including the
two iterative optimization processes. In this thesis, we propose a transmitter ar-
chitecture in which the CFR block precedes the DPD block and we derive novel
optimization algorithms to determine the optimal CFR and predistortion pa-
rameters toward reducing the interference at the receiver [51]. This contribution
is presented in chapter 4.2.
Multiple Carrier Look-Up Table based DPD
In [52] we propose single carrier data predistortion for satellite channels in which
the computation of table entries based on an ad hoc numerical technique for
channel inversion. Notice that a LUT dealing with a K- ary constellation and
a channel memory of L leads to a KL sized table. This work is presented in the
Appendix.
In [32] we propose a LUT for multicarrier operations focusing only on mem-
oryless systems (kindly refer to section 3.3). Unlike the iterative approach in
single carrier case, an analytical approach is pursued to estimate the entries of
this table. An interesting aspect of this study is that it exploits non-linear chan-
nel modeling to generate a LUT. Further, the models induce symmetry which
are further exploited to reduce the complexity. This becomes essential, since
even without channel memory, a K-ary constellation on each of the M carriers
leads to a MK sized table. The table becomes even larger when memory is
considered resulting in a MKL entries table, where L is the double-side memory
depth. Performance of the LUT is better compared to model based predistorters
for lower number of carriers, while the gains are diminished for higher number
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of carriers. This can be attributed to the enlarged size of the LUT which poses
issues with its generation.
2.5 Equalization: State of the Art and Thesis
Contribution
Since a pre-distortion technique cannot compensate the non-linearity perfectly,
the residual uncompensated distortions warrant receiver processing, or equal-
ization, for further performance improvement. There exist a rich literature on
equalization of single carrier transmissions [22]; these include the optimal and
various sub-optimal architectures, linear and non-linear structures, receivers
based on the turbo principle and those working on a higher sampling rate. The
receivers could also be training based or blind. Recent papers [14], [53] deal
with detection techniques for non-linear channels. Further, for professional ap-
plication or for return channel application, we consider multicarrier receiver
equalization. Multicarrier receiver equalization for non-linear satellite channel
was first proposed in [1, 20] using a Turbo Volterra architecture to iteratively
cancel the channel ISI and ACI at the receiver.
2.5.1 Symbol And Fractionally Spaced Equalization
Low complexity single carrier receivers are by far the most suitable solution
for common commercial DTH receivers. The input to the equalizer is typically
sampled at the symbol rate and linearly processed to minimize the receiver
mean square error (Minimum Mean Square Error (MMSE) equalization ). Such
an architecture is optimal when the signal encounters constant group-delay.
However, it is well known that such receivers are not optimal when the signal
path encounters filters with non-constant group delay [54, 55]. The representa-
tive characteristics of IMUX/ OMUX filters illustrated in Figure 2.2 indicate
the varying group delay near the band edges. Towards enhancing the spectral
efficiency, carrier rate optimizations are undertaken to fully utilize the transpon-
der bandwidth. In such scenarios, non-constant group delay affects transmitted
waveform resulting in sub-optimal sampling instance that can have an impact
on performance. Further, acquiring accurate timing information can be cum-
bersome is such systems due to residual distortions (even after application of
pre-distortion). Incorrect sampling can result in large performance penalties.
While the optimal sampling instance in a controlled simulation environment
can be easily obtained, it may not be the case in real time implementation.
A symbol synchronous equalizer, while being simple to implement, may not
necessarily provide for the optimal linear filter [54]. Towards improving the
performance, receivers working at a rate higher than the symbol rate have been
considered. Such receivers, referred to as the Fractionally Spaced Equalization
(FSE), are shown to provide enhanced performance by effectively compensating
for the group delay distortions [54] (kindly refer to Fig. 2.9). In particular,
when having sufficient taps, an FSE can be considered as implementing an ana-
logue filter that is insensitive to timing offsets. The use of an FSE in satellites
was initially considered in [55] for use on transmit and receive links. The FSE
structure was linear and it was shown to reduce the effect of group delay on
both the links. In [56], the use of FSE in non-linear satellite channels with a
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single carrier has been considered. In particular, [56] proposed an architecture
comprising a FSE followed by a non-linear Volterra equalizer. Adaptation of
FSE and Volterra equalizers were provided. Such a receiver was shown to per-
form better than symbol spaced equalizers because of its ability to emulate the
optimal receiver filter-bank. Use of fractionally spaced equalizer (referred to as
enhanced receiver) has been considered to maximize the spectral efficiency in
the context of time frequency packing applied to the next generation DVB− S2
systems [57].
In this thesis we investigate both symbol spaced [29, 30] and fractionally
spaced [58] single carrier equalization for multicarrier satellite channel. Further,
we propose advanced de-mapping techniques to improve the receiver decoding
performance [58].
2.5.2 Multicarrier Equalization
In common broadcast application systems the GW has access to all carriers
while the user terminal can decode only one carrier. This scenario allows joint
processing of all carriers at the GW which enables multicarrier DPD [29] for
interference mitigation. However, in other scenarios, such as professional ap-
plications or return link, joint processing of all carriers can still be envisaged
enabling the use of multicarrier EQ techniques as described in [1, 20] (kindly
refer to Fig. 2.10).
Multicarrier equalization for non-linear satellite channels was first introduced
in [20] for a dual carrier channel. In [20] the authors design and compare two
different kinds of equalization techniques: A Volterra equalizer implementing
the channel inverse function and a interference canceler based on the chan-
nel function identification. Results show that the interference canceler slightly
outperform the multicarrier equalization approach. In [1] the interference can-
cellation method is further extended to a Turbo Volterra architecture designed
for a general arbitrary number of carriers.
In this thesis we consider two different scenarios where joint equalization is
applicable: on one hand, we have a multicarrier forward link for professional
applications where the UT is decoding all the carriers; on the other, we consider
a multicarrier return link application where all the carriers are jointly decoded
by the receiving gateway.
In the first scenario we propose a data-level low complexity multicarrier
equalization for non-linear satellite channels [59]. Complexity reduction is ob-
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Figure 2.10: Joint Multicarrier Equalization Block Diagram
tained by systematically reducing the multicarrier Volterra basis functions set
using the LASSO (least absolute shrinkage and selection operator), algorithm
[60]. Regarding the second scenario, we propose a tailored multiple carrier
equalization method at the gateway [61] to adapt to the specific channel char-
acteristics in which non-linear ACI is not present.
2.6 Thesis Contributions
In the following, a brief summary of the chapters is presented together with
the relevant contributions with respect to the prior literature. Further, for each
chapter, the relevant published papers are listed
Chapter 2 Distortion Countermeasures Techniques for Multicarrier Satellite Chan-
nels:
In this chapter we provide a detailed overview of the thesis work. The
chapter includes the definition of the satellite communication models, the
analytic description of the channel distortion and a brief presentation of
the proposed counter measures techniques. The main contribution of this
chapter is the analysis and analytical modeling of the multiple carriers
satellite channel based on [1]. The content of this chapter is mostly based
on a published book chapter,
[A ]Bhavani Shankar M. R, Roberto Piazza, Stefano Cioni, “On-ground
Signal Processing Techniques Enabling Efficient Amplification of Mul-
tiple Carriers”, in Cooperative and Cognitive Satellite Systems, El-
sevier, Editors: Symeon Chatzinotas, Bjorn Ottersten and Riccardo
de Gaudenzi.
Chapter 3 Multiple Carrier Predistortion Techniques:
In this chapter we present several on-ground transmitter solutions to coun-
teract the distortion effects of a multiple carrier satellite channel. Data
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predistortion operates jointly on the transmitted symbols while signal pre-
distortion is directly applied to the baseband multicarrier signal waveform.
As multicarrier data predistortion , we propose polynomials and Look-Up
Table based solutions. Firstly, we introduce multiple carrier data predis-
tortion, while in previous works, data predistortion was only developed for
single carrier applications [6,19,22]. Further, we elaborate two approaches
to multiple carriers data predistortion as model based data predistortion
and look-up table based data predistortion.
The main contributions of this chapter have been published as
[B ]R. Piazza, B. Shankar, E. Zenteno, D. Ro¨nnow; J. Grotz, F. Zim-
mer, M. Grasslin, F. Heckmann, S. Cioni, “Multicarrier Digital Pre-
distortion/ Equalization Techniques for Non-linear Satellite Chan-
nels”, in Proc. 30th AIAA Intern.Commun. Satellite Syst. Confer-
ence, 2012.
[C ]R. Piazza, S. Bhavani, B. Ottersten, “Data Predistortion for Multi-
carrier Satellite Channels using Orthogonal Memory polynomials”, in
International Workshop on Signal Processing Advances for Wireless
Communication, June 16, 2013.
[D ] R. Piazza, S. Bhavani, B. Ottersten, “Multicarrier LUT-based Data
Predistortion for Non-linear Satellite Channels”, in International Con-
ference on Communication, 2014.
[E ]R. Piazza, S. Bhavani, E. Zenteno, D. Ro¨nnow, K. Liolis, F. Zimmer,
M. Grasslin, T. Berheide, S. Cioni, “Sensitivity Analysis of Multicar-
rier Digital Pre-distortion/ Equalization Techniques for Non-linear
Satellite Channels”, in Proc. 31th AIAA Intern. Commun. Satellite
Syst. Conference, 2014.
Chapter 4 Improved Estimation Techniques for Multicarrier Predistortion:
Building on Chapter 3, we provide novel parameter estimation meth-
ods to improve the performance of the proposed data and signal pre-
distortion techniques. Performance improvement is enabled by applying
novel enhanced parameter estimation methods based on the direct leaning
paradigm. Further, an optimization method for crest factor reduction is
discussed and evaluated in combination with signal predistortion. The
main contributions of this chapter with respect of the prior literature are
the followings:
– Derivation of novel estimation methods for multiple carrier data pre-
distortion
– Derivation of improved estimation methods for signal predistortion
– Derivation of novel estimation methods for crest factor reduction
The results of this chapter have been submitted and published as
[F ]R. Piazza, S. Bhavani, B. Ottersten, “Data Predistortion for Multi-
carrier Satellite Channels Based on Direct Learning”, In IEEE Trans-
action on Signal Processing, 2014.
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[G ]R. Piazza, S. Bhavani, B. Ottersten,“Generalized Direct Volterra
Predistortion with Adaptive Crest Factor Reduction ControlâĂİ ,
2014.
Chapter 5 Distributed Multiple Carrier Predistortion:
As a generalization of the multicarrier predistortion for single gateway ap-
plication considered in Chapter 3, we here consider multi-gateway trans-
mission where carriers are independently uplinked toward the same satel-
lite from different gateways. For this distributed scenario, we propose
several on-ground transmitter techniques providing a complexity versus
performance trade-off. The main contribution of this chapter with respect
to the prior literature includes the analysis of the multi gateway scenario
and a proposed distributed data predistortion method. The content of
this chapter has been published as,
[H ]R. Piazza, S. Bhavani, B. Ottersten, “Multi-gateway Data Predis-
tortion for Non-linear Satellite Channels”, Submitted in IEEE Trans-
action on Communication, 2014.
Chapter 6 Equalization Techniques:
In this chapter we consider receiver equalization techniques for the mul-
tiple carrier satellite channel. Advanced single carrier techniques are pro-
posed for end users applications while multiple carrier equalization tech-
niques are considered for professional applications as well as for satellite
return channel. The main contributions of this chapter with respect to
prior literature includes:
– Single carrier FSE performance evaluation in multiple carrier non-
linear satellite channels
– A non-linear de-mapping method for non-linear channels
– Joint multiple carrier data equalization for satellite return channel
The main contributions have been published in,
[I ]R. Piazza, B. Shankar, M. Grasslin, T. Berheide, S. Cioni, “Per-
formance Analysis of Fractionally Spaced Equalization in Non-linear
Multicarrier Satellite Channels”, in Proc. 32th AIAA Intern. Com-
mun. Satellite Syst. Conference, 2014.
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Chapter 3
Multiple Carrier
Predistortion Techniques
In this chapter we present several transmitter techniques implementing data
predistortion for multiple carrier satellite channels. The underlying basic idea is
to jointly process the transmitted symbols from all carriers toward counteracting
the channel distortion effects and hence improve power and spectral efficiency.
This chapter presents three different approaches to multiple carrier data
predistortion based on:
• Polynomials
• Orthogonal polynomial
• Look-Up Table
All methods are applicable to a single GW scenario and are characterized by
joint symbol-rate processing performed on the intended transmitted symbols
prior to signal shaping.
3.1 Memory Polynomials Data Predistortion
3.1.1 Introduction
Memory polynomials predistortion is an established methodology for single car-
rier signal predistortion [16,26,27,38].
A non-linear system with memory can be modeled as a Volterra system that
corresponds to a polynomial function that includes cross memory terms [24].
This modeling approach is related to the basic application of the Taylor prin-
ciple for which every continuous function can be equivalently described with a
polynomial expansion. The polynomial model is then extended with memory
terms. Finally, the base band model has to include conjugate operations to
account for in-band and out-of-band interference [62]. The same modeling ap-
proach, can be equivalently applied to the non-linear channel as well as to the
predistorter.
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Memory polynomials based predistortion for multiple carrier amplification
has been partially addressed in [21] for a terrestrial application where a multi-
carrier signal predistortion model is introduced to compensate distortion effects
in an HPA operated in dual carrier mode. Multicarrier memory polynomials for
data predistortion have been first introduced in [29] as a low complexity solu-
tion to pre-compensate IMD in multicarrier satellite channels. In the following
sections we present the contributions of [29, 30, 59] where memory polynomial
data predistortion for multiple carrier satellite channels has been proposed and
evaluated.
3.1.2 Scenarios
As discussed in Chapter 2, recently launched wideband satellite transponders
perform joint filtering and amplification of multiple carrier signals and the trend
is envisaged for future systems as well. In such applications, different carriers are
usually independent and dedicated to different user terminals or applications.
Joint on-board filtering and amplification of the stream of carriers, allows signif-
icant savings in hardware complexity and weight. Improved spectral and power
efficiencies of this setting motivates the target scenario where a satellite broad-
cast transmission from a single gateway to many receivers with a transparent
satellite transponder is considered. Each carrier channel is assumed to be com-
pliant with DVB− S2 standard. Present multicarrier transponders have typical
bandwidths of 33 and 72 MHz, carrier throughputs varying from 10MSps to 45
MSps and an L− TWTA with typical OBO in the range of 2.9 to 4.5 dB.
From a system perspective, the predistortion needs be designed under the
assumption of full knowledge of the channel characteristics in terms of filters,
amplifiers etc at the gateway prior to launch and only sporadic data on a loop
back signal will be assumed available. Possible feedback from the receivers
(dedicated receivers stations) can be considered available, at regular intervals,
for channel reconfiguration. Concerning user terminals equalization, although
the on-board joint amplification of multiple carriers can often occur, most of
the current user receivers usually support demodulation and decoding only for
a single carrier signal. The compensation of possible channel variations, e.g.
TWTA parameters drift, will be delegated to the end receiversâĂŹ that have to
track fast channel variations. Receiver equalization technique will be discussed
in detail in Chapter 6.
3.1.3 Channel Model
The typical model of the path between the transmitter and the receiver in a
transparent satellite communication is described in Section 2.2.1. The signals
from the GW are channelized to the satellite HPA through the IMUX filter
whose amplitude and group delay response is depicted in Fig. 2.2 in Section
2.2.1. This wideband filter can be approximated as a linear system with memory
(FIR filter) whose parameters are obtained from the response. Further, the
TWTAs used in Ku-band can be assumed to have a transfer characteristic largely
independent of the frequency. Such memoryless systems are characterized by
the AM/AM and AM/ PM curves depicted in Fig. 2.3 in Section 2.2.1.
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3.1.4 Joint Data Predistortion Based on Memory Polyno-
mials
DPD, introduced at the GW, aims to mitigate the channel interference and
to increase power efficiency. Joint carrier processing allows pre-cancellation of
the relevant interferences generated by the intermodulation products. Further,
processing is performed at the data level, prior to pulse shaping, in order to
avoid signal spectral regrowth on the uplink channel (cf. to Fig. 3.1).
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Figure 3.1: Joint multicarrier DPD. The M carriers are processed simultane-
ously at the GW.
Recalling the P -th oder inverse theory [24], the pre-distorter function shall
approximate the inverse channel, which is also non-linear and dynamic, and
hence can be described as a Volterra series. As a consequence, the predistorter
model can be described as:
xi(n) = φi(uK(n))Twi, (3.1)
where i = 1, . . . ,M , M is the total number of carriers, wi is the
∑P
p=1M
p(K +
1)p × 1 parameter vector of the predistorter and φi the vector of the non-linear
input combination and K is the single-side memory depth. We can define
u(n) = [u1(n), . . . , uM (n)]T , (3.2)
uK(n) = [uT (n−K), . . . ,uT (n+K)]T . (3.3)
Further, the entries of vector φi are the Volterra basis φ{d}k1,...,kd/m1,...,md defined
as:
φ
{d}
k1,...,kd/m1,...,md
(u(n)) =
(d+1)/2∏
j=1
umj (n− kj)
d∏
j=(d+1)/2+1
u∗mj (n− kj). (3.4)
For each non-linear order we stack terms relative to all carrier combination
together with memory combinations in the vector
φ
{d}
i (uK(n)) = [{φ{d}k1,...,kd/m1,...,md(u(n))}] ∀ij ∈ (1,M),∀mj ∈ (−K,K).
(3.5)
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Finally, we augment vectors of different non-linear orders obtaining
φi(uK(n)) = [{φ{d}i (uK(n))}] ∀d ∈ (1, P ), (3.6)
with φ{d}i (uK(n)) a
∑P
p=1M
p(2K + 1)p × 1 vector. Notice that for simplifyin
the notiation we have her e assumed that memory depth K is the same for every
polynomial degree d while in reality Kd should be considered. Identification of
the parameters wi is made such that the predistorter function resembles the
channel post-inverse. This can be achieved using the indirect learning archi-
tecture [63] in which case the inverse is estimated from the input and output
signals. A detailed description of the parameters identification method is pro-
vided in the sequel.
Channel Inverse Parameters Identification
Referring to Fig. 3.1, the aim is to estimate wi such that E[||ui(n) − ri(n)||2]
is minimized for each i ∈ (1, . . . ,K). This is a standard least squares problem
of the identification of the channel post-inverse function described as
ui(n) = φi(y(n))Twi (3.7)
leading to the ||ui(n) − ri(n)||2 = 0. Given a dedicated training sequence pro-
viding N samples of transmitter and received symbols, ui and y respectively,
we can stack the quantities
si = [ui(0) . . . ui(N − 1)]T (3.8)
Φi =
 φi
T (y(0))
...
φi
T (y(N − 1))
 (3.9)
such as we obtain si ≈ Φiwi. The least squares solution for wi is then already
provided [64]
wi = (ΦHi Φi)−1ΦHi si. (3.10)
Complexity
Regarding the complexity of the presented multiple carrier data predistortion
method we have to distinguish between the On-line processing complexity and
the Off-line complexity. On-line processing complexity is dictated by the per-
formed complex polynomial operations and it depends on the selected poly-
nomial model degree and memory depth and number of carriers. In gen-
eral we have to compute M non linear combination vector φi for a total of∑P
p=1M
p(2K + 1)p computed terms and then perform K linear multiplication
xi(n) = φi(uK(n))Twi. Notice that the processing is performed at the symbols
rate Rs.
Off-line processing is related to the estimation of the predistorter parameters
wi and has a complexity order of O(NK2P 2) where the critical operation is
the matrix inversion (kindly refer to (3.10)). Notice that the inversion can
alternately be implemented by using standard Least Mean Squares (LMS) or
Recursive Least Squares (RLS) techniques [1, 20].
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3.1.5 Performance Evaluation
Figure of Merit
Performance of each channel is evaluated by means of the Total Degradation
(TD) [6] defined as,
TDBER = Es/N0NL − Es/N0AWGN +OBO. (3.11)
Here, [Es/N0]NL is the signal to noise ratio needed in the considered non-linear
channel to achieve the target Bit Error Rate (BER) for the specific modulation
and code scheme, while Es/N0AWGN is the signal to noise ratio achieving the
same target BER with an identical transmission scheme but with a linear AWGN
single carrier channel and, finally, OBO is a measure of the on-board HPA power
efficiency. The total degradation results in a convex function of the output back-
off providing for the optimal amplifier operating point.
Numerical Results
In Figure 3.2, we present results for a three carrier channel where we implement
the multiple carrier data predistortion described in section 3.1.4. Results for
the central and one of the external carriers is presented due to the symmetric
placement of carriers. The central carrier is largely affected by adjacent channel
interference while the external carriers experience non-constant group delay of
the filters. As expected, performance of the central carrier is in general worse
than the external ones. Clearly digital pre-distortion is shown to be effective
in reducing the TD, in both the internal as well as external channels by about
0.5− 0.8 dB.
A four carrier experiment is reported in Figure 3.3. Inner and outer carriers,
in pairs, have similar performance. In this very tight scenario where the number
of intermodulation products is very high, pre-distortion is even more effective
providing very significant gain reducing the total degradation of about 1.0 −
1.5dB and improving power efficiency (optimum OBO) of about 2 dB.
This section presents a novel framework for generating and applying mem-
ory polynomials as a data predistortion technique for multiple carriers satel-
lite channels. This technique provides for a mitigation of ACI and ISI at the
symbols level thereby improving decoding performance and hence the resulting
TD. In the following section we propose a variation of the presented memory
polynomial multiple carrier predistorton based on orthogonal basis to reduce
parameters estimation complexity.
3.2 Orthogonal Memory Polynomials Data Pre-
distortion
3.2.1 Introduction
Orthogonal polynomials were developed to improve the accuracy of kernel es-
timation in the single carrier case [18]. These polynomials are orthogonal in
statistical sense when restricted to the memoryless terms [18]. In this section
we present the contribution of [31], where we propose the use of orthogonal mem-
ory polynomials for multicarrier predistortion. A novel systematic approach for
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Figure 3.2: Total degradation versus aggregate OBO in a three- carrier scenario
using 16 APSK Â" in each channel 10Mbaud each channel, ρ = 0.2, interpolated
LUT for TWTA, 10% overlap among carriers.
generating orthogonal MP exploiting data from all carriers is devised. This
approach ensures the orthogonality of polynomials in the statistical sense [18]
without any restrictions. The salient features of the new multicarrier orthogo-
nal MP are highlighted and their implications on system design are described.
Of particular interest are reduced complexity and modularity: simpler estima-
tion of polynomial co-efficients reduces complexity and the ability to increase
the degree/ memory of the predistorter without altering the already computed
coefficients imparts scalability.
3.2.2 Joint Multicarrier Amplification
Multicarrier Satellite System
• Scenario: The considered multicarrier satellite system involves broadcast-
ing in Ku-band from a geostationary satellite to fixed terminals. A single
gateway transmitting independent carriers is assumed and each carrier
could correspond to a different service or an application. The user ter-
minal is assumed to be a legacy receiver (e.g. a commercial TV decoder)
capable of demodulating and decoding a single carrier, unlike in [1, 20].
This requirement arises from compatibility constraints, complexity consid-
erations and access restrictions. Such single carrier user-terminals cannot
compensate for ACI [20, 29]. On the other hand, the predistorter at the
gateway is assumed to have information about all the channels; this can
be exploited to mitigate ACI.
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Figure 3.3: Total degradation versus aggregate OBO in a three- carrier scenario
using 16 APSK Â" in each channel 10Mbaud each channel, = 0.2, interpolated
LUT for TWTA, 10% overlap among carriers
• Channel: Figure 3.4 illustrates a baseband model for the considered sys-
tem. This model differs from [1] only in the choice of the mitigation tech-
nique. The filters, {pi}, which add memory effects, represent a cascade
of pulse shaping and on-board channelizing filters. TWTAs (Traveling
Wave Tube Amplifier) constitute the commercially used on-board HPA;
their characteristic is intrinsically non-linear and can be assumed to be
frequency independent. Such a memoryless system is characterized by the
AM/AM and AM/PM curves [6] and the Saleh model [23] is widely used
to parameterize them. To focus on the HPA impairments, we assume an
ideal uplink and an AWGN channel for the downlink.
• Data Predistortion Unlike in terrestrial scenarios [16,21], the predistorter
and HPA are not co-located due to payload constraints and the need for
flexibility. Hence, the predistorter output has to adhere to strict regula-
tions on out-of-band emissions for the uplink. Since a traditional signal
level predistorter [16, 22] causes spectral regrowth, we implement a data
predistorter preceding the pulse shaping filter and operating jointly on
multiple carrier data. Clearly, such a DPD does not cause spectral en-
largement and is preferred for satellite uplink [6].
Data Predistortion Techniques
Unlike the typical single carrier channels, the considered system is characterized
by strong ACI that dominates ISI and the same is well documented in [1, 29].
Central to developing a model based predistortion technique is the ability to
parameterize the channel. The channel, essentially a non-linear system with
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Figure 3.4: Multicarrier Channel Model
y
(p)
m,V (n) =
∑
(m1,...mp)∈Ωm,p
K(p)m1∑
k1=−K(p)m1
· · ·
K(p)mp∑
kp=−K(p)mp
(3.13)
gm1,m2,...,mp,m({kl}pl=1)
p+1
2∏
s=1
ams(n− ks)
p∏
s= p+32
a∗ms(n− ks)
memory can be completely described using the discrete Volterra series as de-
tailed in [1]. The Volterra analysis then forms the basis for the predistorter
design.
• Volterra DPD: In [1], the derived Volterra series is used towards devising
an equalizer. Exploiting the fact that the post-inverse and pre-inverse
are ideally the same [24], such an equalizer can also be used as a discrete
Volterra multicarrier DPD. In general, the Volterra DPD has infinite order
and memory; it is truncated to third or fifth degree for ease of implemen-
tation resulting in the output, ym(n), with
ym(n) = y(1)m,V (n) + y
(3)
m,V (n) + y
(5)
m,V (n) + ηm(n)
y(1)m (n) =
Mc∑
m1=1
K(1)m1∑
k=−K(1)m1
g(1)m1,m(k)am1(n− k) (3.12)
where y(p)m (n) denotes the pth degree Volterra term (the general expression
is given in (3.13), top of the next page). Mc is the number of carriers,
K
(p)
m denotes memory for the pth degree term for carrier m, {g(p)∗ (·)} are
the pth degree Volterra kernel coefficients, am(n) and ηm(n), respectively,
are the data symbols and receiver noise on carrier m at instance n.
The simplified DPD of (3.13) uses only those non-linear terms that pro-
duce in-band ISI and ACI. In this section, we define Ωm,D as the set of
carriers (m1, . . . ,mD) causing in-band distortions to carrier m due to the
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non-linear terms of degree D. The sets Ωm,D for many significant sce-
narios are summarized in [1]. Volterra predistortion of degree D requires
O(KD+1),K = maxm{K(D)m }.
• Memory Polynomial DPD (MP-DPD): Volterra DPD predistorter is highly
complex due to a large number of cross memory terms involved (even after
confining the terms to Ω∗). This invariably leads to estimation inaccura-
cies of {g(p)∗ (·)} based on training . On the other hand, low complexity
multicarrier MP-DPD has been derived in [29] developing on their appli-
cation to single carrier scenarios. The output of a MP-DPD, ym(·), takes
the form,
ym(n) =
W∑
w=1
Kw∑
k=−Kw
hw,m(k)Φm,w,k(a(n)) (3.14)
where {Φm,w,k(·)} constitutes the standard multicarrier memory poly-
nomial bases described in [29], {hw,m(·)} are the kernel coefficients and
a(n) = [a1(n), . . . , aMc(n)]. Table 3.1 details Φm,w,k(·) for cross terms up
to the fifth degree and memory depth 2Kw. Complexity of MP-DPD of
degree D is O(KD),K = maxw{Kw} compared to O(KD+1) of Volterra
DPD. We now describe a novel DPD based on multicarrier Orthogonal
memory polynomials that allows for faster kernel estimation.
3.2.3 Orthogonal Memory Polynomials Based Data Pre-
distorter
Orthogonal polynomials were introduced in [18] as a signal predistortion mech-
anism to reduce inaccuracies in estimation of kernel coefficients and hence im-
prove out-of-band emissions. While out-of-band emission is not an issue here,
as will be shown in the sequel, these polynomials exhibit interesting properties
that warrant their use in the multicarrier scenario.
Basis representation of the predistortion function
Let {ψm,w,k(·)},m ∈ [1,Mc], w ∈ [1,W ], k ∈ [−Kw,Kw] denote the set of basis
functions and denote, ψm,i,k(a(n)) = ψm,i,k(a1(n − k), . . . , aMc(n − k)). Mo-
tivated by their form in [18], a novel multicarrier data predistorter based on
orthogonal polynomials is defined similar to (3.14) as,
ym(n) =
∑W
w=1
∑Kw
k=−Kw hw,m(k)ψm,w,k(a(n))∀ m, (3.15)
where ym(n) is the predistorter output for the mth carrier at the nth instance
and {hw,m(k)} are the kernel coefficients. Note that predistorted output for mth
carrier depends on symbols from other carriers and utilizes a memory depth of
2Kw for each polynomial term w. Similar to [18], these basis functions are
constrained to satisfy statistical orthonormality as defined below,
< ψm,i,k(r), ψm,j,l(r) >= E{ψm,i,k(r(n))[ψm,j,l(r(n))]∗},
< ψm,i,k(r), ψm,j,l(r) >=
{
0 ∀j 6= i, k 6= l
1 i = j, k = l (3.16)
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Table 3.1: Standard Multicarrier Memory Polynomial Basis
Φm,w,k(a(n)), k ∈ [−Kw,Kw]
Linear terms aw(n− k)
3rd degree terms
{
a∗m3(n− k)
∏2
i=1 ami(n− k)
(m1,m2,m3) ∈ Ωm,3
5th degree terms
{ ∏3
i=1 ami(n− k)
∏5
i=4 a
∗
mi(n− k)
(m1,m2,m3,m4,m5) ∈ Ωm,5
where rm(n) is the received signal on carrier m at instance n, ψm,i,k(r(n)) =
ψm,i,k(r1(n−k), . . . , rMc(n−k)) and the averaging is performed over the statis-
tics of {rm(·)}.
Basis Orthogonalization
We now proceed with the construction of {ψm,w,k(·)} satisfying (3.16). The ap-
proach is two fold : (1) to choose a set of standard basis functions and (2) obtain
an orthonormal set from these basis functions. With regards to the first require-
ment, motivated by [16,29], we choose the standard basis functions correspond-
ing to the multicarrier MP as described in Table 3.1. With the standard basis
defined, we use the Modified Gram Schmidt method for orthogonalization [65].
For the ease of comprehension, we present the procedure for Kw = 0,∀w and
the same can be extended to any Kw. With Kw = 0, dropping subscript k and
the input arguments of the bases for simplicity, the standard iterative Gram
Schmidt [65] process for the generation of an orthonormal basis ψm,w from a
general basis Φm,w is defined in (3.17),
Ψm,w = Φm,w −
w−1∑
z=1
< Φm,w,Ψm,z >
< Ψm,z,Ψm,z >
Ψm,z,
ψm,w =
Ψm,w
|Ψm,w| . (3.17)
However, this process suffers from numerical instability and the Modified Gram
Schmidt method overcomes this problem by computing each basis Ψm,w as a
sequence of recurrent inner products rather than a summation of inner products,
Ψ(1)m,w = Φm,w −
< Φm,w,Ψm,1 >
< Ψm,1,Ψm,1 >
Ψm,1 (3.18)
Ψ(2)m,w = Ψ(1)m,w −
< Ψ(1)m,w,Ψm,2 >
< Ψm,2,Ψm,2 >
Ψm,2
...
Ψm,w = Ψ(w−2)m,w −
< Ψ(w−2)m,w ,Ψm,w−1 >
< Ψm,w−1,Ψm,w−1 >
Ψm,w−1.
In effect, the Modified Gram Schmidt procedure returns a vector of coefficients
cw,l such that each orthonormal basis ψm,w, can be written as a linear combi-
nation of the standard basis functions: ψm,w =
∑w
l=1 cw,lΦm,l.
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Having defined the functional form of the bases and an orthogonalization
procedure, it remains to compute the various correlation coefficients, denoted
using < · , · > in (3.18), and estimate the kernel coefficients towards implement-
ing (3.15).
Computing the Correlation Coefficients
We now compute the correlation coefficients so that the bases satisfy (3.16). In
this work, no a priori assumption is made on the distribution of the received
symbols. Training symbols are used and channel statistics are extracted from
the corresponding noisy received data. We approximate the ensemble average
by time average based on rm(n) as,
< Φm,i,k(r),Ψm,j,l(r) >≈
∑Ntr
n=1
Φm,i,k(r(n))[Ψm,j,l(r(n)]∗
Ntr
(3.19)
In [18], a closed-form expression for polynomials is obtained for a single
carrier and for a specific distribution of {r1(n)}. Further, the orthogonality is
satisfied for the memoryless terms. However, the construction provided above
can be applied regardless of the polynomial degree, distribution of received sym-
bols and channel characteristics. Further, the proposed construction imposes
orthogonality both on the polynomial terms w as well as on the memory k of
the orthogonal MP (kindly refer to (3.15)).
Kernel Estimation
It now remains to obtain the kernel coefficients {hw,m(k)}. By virtue of be-
ing used for DPD, {hw,m(k)} model the inverse of the channel function. Thus
{hw,m(k)} can be estimated using the received symbols by modeling predistor-
tion as a post-inverse [24]. Typically, {hw,m(k)} are computed prior to launch by
measuring the HPA characteristics and simulating the satellite transmission [6].
However, aging and temperature variations (diurnal variations as the satellite
moves back and forth from the shadow of earth) changes the channel character-
istics. This motivates a periodic, training based, estimation of {hw,m(k)} when
the satellite is in operation using operator owned dedicated reference terminals
capable of multicarrier demodulation. These terminals compute {hw,m(k)} and
feed them back to the gateway.
Recalling the definition of ri(n), ai(m) from earlier sections, the post-inverse
takes a form similar to (3.15) with,
am(n) =
W∑
w=1
Kw∑
k=−Kw
hw,m(k)ψm,w,k(r(n)) + m(n) (3.20)
where r(n) = [r1(n), . . . , rMc(n)] and m(n) is the modeling error. Stack-
ing Ntr number of training symbols {am(n)} into a vector bm and letting
hm = [h1,m(−K1), . . . , h1,m(K1), h2,m(−K2), . . . , hW,m(KW )]T we can write
(3.20) as bm = Amhm + em. Here, em is the stacked error vector, and Am is a
matrix whose pth row corresponds to the evaluation of {ψm,w,k()} for the pth
received symbol. Based on this relation, {hw,m(k)} are obtained by minimizing,
[Amhm − bm]∗[Amhm − bm], as,
hm = A†mbm,m ∈ [1,Mc]. (3.21)
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Equation (3.21) involves a complexity of O(NtrK2W 2), K = maxwKw and can
be susceptible to ill conditioning of Am. The reduction in complexity estimation
is described next.
Properties of Orthogonal Bases
• Low Complexity Kernel Estimation: The lth column of Am corresponds
to the evaluation of ψm,w0,k0(·) (for some w0, k0) on the Ntr symbols.
From (3.19), it can be therefore deduced that the columns of Am are
orthonormal. In fact, Am is the orthogonal component (computed using
QR decomposition) of the regression matrix corresponding to MP. Due to
orthonormality, (3.21) can be simplified as,
hm = A∗mbm. (3.22)
Equation (3.22) shows that estimation procedure is simplified to a large ex-
tent by use of orthogonal MP with the complexity being only O(NtrKW ).
This simplification leads to cheaper reference terminals.
• Modularity: An important manifestation of (3.22) is modularity; addi-
tional basis functions (in terms of degree and/ or memory) could be in-
cluded and the kernel coefficients corresponding to these new functions can
be found without altering those estimated already. This arises from the
fact that adding a new basis appends a new column to Am. Now, refer-
ring to (3.22), the corresponding kernel coefficient can simply be found as
the inner product of new column of Am and bm. When reference receive
terminals are used, this scalability allows for a reduction in the amount
of feedback. Similarly, the number of basis functions can be reduced by
merely nulling the appropriate kernel coefficients. This feature provides
for a control of received signal quality by a simple alteration of the memory
or degree of the predistorter.
3.2.4 Simulation Results
Performance Metric
We now illustrate the performance of the proposed predistorter. The tradi-
tional measure of performance for non-linear channels is the Total Degradation
(TD) [6]. In this paragraph we instead use the Signal to Interference plus Noise
Ratio (SINR) as the performance metric since it (i) does not involve bit error
rate evaluations and is faster to compute and (ii) is compatible to TD in behav-
ior. In particular, the SINR for carrier m would be ρm = E(|am(n)|
2)
E(|αmrm(n)−am(n)|2) ,
where αm > 0 effects an unit power normalization to the desired signal at the
receiver (depends on the set amplification level). When the Input Backoff (IBO)
increases, the non-linear interference reduces but the signal strength after am-
plification also reduces thereby increasing the relative noise level (αm > 1).
Reducing IBO increases signal power compared to noise, but the non-linear in-
terference also increases. These effects are well captured in the denominator
of ρm. Hence, similar to TD, there exists an optimum IBO (or equivalently
Output Backoff, OBO) at which ρm is maximized.
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Set-up
Simulations have been carried out with two and three carriers (Mc = 2, 3) per
HPA. Saleh model [23] is used to obtain the HPA characteristic with the same
Table 3.2: Simulation Parameters
Symbol rates, Rs in MBaud 8 (Mc = 3), 12 (Mc = 2)
Carrier frequency spacing, 4f 1.25 Rs
{DPD degree, DPD memory} {5 (Table 3.1) , Kw = 1,∀w in eq. (3.15)}
Number of training symbols 3200 (A DVBS2 short frame)
Modulation 32 APSK
Filters, {pi} Root Raised Cosine, roll-off 0.25
Simulation Oversampling 38 (Mc = 3), 25 (Mc = 2)
Es/No 20dB
parameters as in [1]. As in [1], the pilots are drawn from 32 APSK constellation
(target modulation). For comparing with the proposed scheme (depicted as
Orth. MP-DPD), a MP-DPD of Section 3.2.2 is designed [29]. For the current
scenario, Volterra DPD is omitted due to its exponential complexity (kindly
refer Section 3.2.2). Further the benchmark cases of No DPD (without any
HPA non-linearity compensation at the receiver) and an ideal linear amplifier
with normalized gain (denoted as AWGN channel) are also simulated.
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Figure 3.5: SINR performance of different DPDs : Mc = 2
Results
When Mc = 2, because of symmetry, both carriers have the same SINR and
hence only one is depicted in Fig. 3.5. For Mc = 3, performance of the central
carrier is impacted by strong ACI from the two external carriers. Hence the
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Figure 3.6: SINR performance of different DPDs : Mc = 3, (Central Carrier)
SINR of central carrier is shown in Fig. 3.6, while the performance of the
external carriers are similar to Fig 3.5. Performance of the designed DPD is
similar to MP-DPD for an identical order and memory depth, while providing
the benefits outlined in Section 3.2.3. Comparing with the No DPD case, the
use of predistortion effectively compensates the non-linear effects of the channel
providing about 3 dB of gain in the region of high power efficiency (OBO ≈
2.5 dB). Further, this SINR gain can also be translated into a power efficiency
improvement: for a target SINR, the OBO can be significantly reduced by
applying DPD. Comparing Fig. 3.5 and Fig. 3.6, we notice that a higher
number of carriers introduces greater ACI, thereby reducing the absolute SINR.
As a consequence of this, increasing Mc gradually moves the optimum OBO,
corresponding to the maximum SINR, towards the linear region of the amplifier.
As expected, the DPD performance approaches the linear amplification case for
high OBO (small difference being due to the modeling/ estimation errors). The
No DPD case asymptotically (in OBO) reaches the performance of the AWGN
case, mainly due to the slow decay of the HPA phase with OBO [23]. This section
presents a novel framework for generating and applying orthogonal memory
polynomials as a predistortion technique when multiple carriers are amplified
by a single HPA. This technique provides for mitigation of ACI and ISI thereby
improving received SINR and power efficiency. Exploiting orthogonality reduces
the complexity while resulting in a modular (scalable) implementation. These
properties provide for a favorable comparison of the proposed technique with
prior-art strongly motivating its use in future systems.
3.3 Look-Up Table based Data Predistortion
3.3.1 Introduction
Unlike polynomial based techniques, Look-up Table (LUT) based solutions do
not require any complex processing to compute the predistorted symbols on-
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line. This enhances the attractiveness of LUT based predistortion in real time
applications. Single carrier LUT data predistortion has been well studied in
literature. In [6, 19], LUT is computed iteratively by a numerical method that
requires lengthy closed loop operation of the channel. In [52], computation of
table entries relies on an ad hoc numerical technique for channel inversion.
In this section we present a novel method for multicarrier predistortion based
on LUT we proposed in [32]. Differently from [6,19,52], we develop an analytical
approach toward LUT generation. Exploiting the channel model, LUT genera-
tion is formulated as a minimization problem and is solved using recursive least
squares (RLS) algorithm. In addition, we propose a novel method to reduce
LUT computational complexity by identifying a property inherent in baseband
non-linear system modelling. This leads to a computation reduction by about
an order of magnitude. From an exhaustive search of prior-art, predistortion
based on polynomial model seems to be the only available transmitter technique
for multiple carrier non-linear channels [29,31]. Hence, despite the different na-
ture of the two solutions, polynomial predistortion has then been selected for
performance comparison. It will be shown later in the section that the proposed
technique provides gains over [29, 31] further enhancing its candidature for use
in future applications.
3.3.2 Multicarrier Satellite Channel with Joint Power Am-
plification
In this section, we describe the scenario involving multicarrier non-linear satel-
lite channel and the associated impairments.
System Scenario
A multichannel broadcast application from GEO satellites to fixed terminals is
considered in this study. Each channel corresponds to a carrier and provides an
independent service to the receivers. A typical example of a channel application
is direct to home services (DTH) implementing DVB-S2 standard. Further, all
the carriers are uplinked to the satellite transponder through a single gateway.
The single transponder HPA is operated in multicarrier mode in order to re-
duce satellite weight and hardware cost [29]. Ground user terminals (UT) are
assumed to decode information on a single carrier signal like in most commer-
cial applications such as TV broadcasting. Reference user terminals can provide
feedback to the gateway for configuration and calibration of transmission pa-
rameters.
Channel Model
The multicarrier satellite channel model is illustrated in Fig. 3.7 and has a con-
figuration corresponding to [1]. With the amplifier itself being frequency non-
selective and on-board filtering effects considered negligible. The latter asser-
tion arises from the assumption that all carriers are within the filters bandwidth
where amplitude in constant and phase is linear in frequency. At the gateway
(GW) station M input carriers {um} are first jointly predistorted with a LUT;
the predistorted symbols {xm} are then uplinked to the satellite transponder.
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Figure 3.7: Multicarrier Channel Model
The memoryless amplifier is a Saleh model [23] with AM/AM and AM/PM char-
acteristics as in [1, 20]: A(r) = 2r1+r2 ; Φ(r) =
pi
6
r2
1+r2 . Each downlinked carrier is
then decoded by a UT receiver.
In the chosen scenario, ISI is negligible compared to ACI [29] and hence we
consider a memoryless channel model. Further, avoiding the elaborate formula-
tion of [1], we write the channel function in a compact way using the Kronecker
product
y(n) = G1x(n) + G3x(n)⊗ x(n)⊗ x(n)∗ + η(n) (3.23)
where x(n) = [x1(n) . . . xM (n)]T with xm(n) the predistorted symbol on carrier
m at instance n and y(n) = [y1(n) . . . yM (n)]T with ym(n) being the corre-
sponding received signal on carrier mth. G1 is an M ×M matrix comprising
coefficients of linear terms and G3 is an M ×M3 matrix of coefficients corre-
sponding to the third degree terms in the Volterra expansion [66]. Moreover,
similar to [1] the non-linear polynomial expansion has been limited to third de-
gree in (3.23). For equally spaced carriers, we can identify those product terms
in the multicarrier Volterra expansion that generate in-band interference [1].
These terms are selected by the matrix G3 in (3.23). Terms that are not in-
band or redundant are nulled by zero entries in the matrix. In Table C.1, we
provide the third degree in-band terms for a two and three carrier channel. Each
index vector [k1 k2 k3] refers to the polynomial term xk1xk2x∗k3 .
Table 3.3: Frequency Centered: (a) Two Carrier Channel In-band Terms,
(b)Three Carriers Channel In-band Terms
(A) (B)
m = 1 m = 2
[111] [211]
[122] [222]
m = 1 m = 2 m = 3
[111] [121] [131]
[122] [132] [221]
[133] [222] [232]
[223] [233] [333]
Notice that (3.23) can be easily generalized to any memory depth P greater
than zero simply substituting x(n) with xP (n) = [x(n−P )T . . . ,x(n)T , . . .x(n+
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P )T ]T .
3.3.3 Multicarrier LUT-based Data Predistortion
The approach to obtain a LUT is three fold: First the LUT generation is posed
as a minimization problem, the key inputs to the minimization problem G1and
G3 are estimated and finally, algorithms to solve the minimization problem are
obtained by exploiting the channel model. Moreover, a method to reduce the
required number of LUT entries to be computed is also devised.
LUT as Point-wise Channel Pre-inversion
As depicted in Fig. 3.7, the LUT maps input symbols {um(n)} to predistorter
symbols {xm(n)} at each instance. Dropping time index and defining u =
[u1 . . . uM ]T and x = [x1 . . . xM ]T , the LUT is the map defining u 7→ x. Given
the relation in (3.23) we can define a cost function representing the deviation
of the channel output y with respect to the desired data vector u as
Cu(x) = E[||u− (G1x + G3x⊗ x⊗ x∗))||2]. (3.24)
For each input data vector u, we have to find the specific predistorted vector x
that minimizes the corresponding cost Cu,
x = arg min
x
{Cu(x)}. (3.25)
Note that the minimization explicitly uses the channel model. Further, we
implicitly assume the dependence of x on u in (3.25) without invoking additional
notation for ease of comprehension.
Channel Estimation
Key to solving (3.25) is the knowledge of the channel parameters G1and G3. We
now describe briefly the channel estimation based on training symbols. Channel
parameter estimation can be solved as a standard least squares problem given
N training symbols. Assuming the channel parameters to be time-invariant, the
training does not need closed loop operation but just a single transmission and
feedback. For each channel output ym(n), we can write,
ym(n) = x(n)Tg(1)m + φm(x(n))Tg(3)m , (3.26)
where φm(·) column vector with entries in the form xk1xk2x∗k3 where [k1 k2 k3]
are the specific in-band terms for carrier m (refer to Table C.1), while g(p)m is
the column vector of coefficients relative to degree p. Given a training sequence
of N symbols we can write,
gm = (ΦHmΦm)−1ΦHmym, where (3.27)
ym = [ym(0) . . . ym(N − 1)]T ,
Φm = [φm(x(0)), . . . , φm(x(N − 1))]T ,
gm = [g(1)m
Tg(3)m
T ]T .
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Given the estimated vectors gm∀m we can determine the matrices G1 and G3
of (3.23)
G1 = [g(1)1 , . . . ,g
(1)
M ]T (3.28)
G˜3 = [g(3)1 , . . . ,g
(3)
M ]T (3.29)
where G˜3 contains all the non zero entries of matrix G3. The position of the
non-zero elements G3 are determined by the in-band intermodulation terms
generated by the vector x(n)⊗ x(n)⊗ x(n)∗ (kindly refer to Table C.1).
Look-up Table Construction
After estimation of channel parameters, we proceed to the description of the
off-line procedure for computation of the entries. We now provide an iterative
solution to the minimization problem defined in (3.25). Having Km as the
modulation order applied the mth carrier and M as the total number of carriers,
we define the input set of the LUT as SM with dimension dm =
∏M
m=1Km such
as u ∈ SM . The outcome of the procedure is a LUT that maps each desired
channel input data symbols u ∈ SM , to a vector x so that Cu(x) in (3.25) is
minimized. Further, in order to reduce processing time to build the complete
LUT, we implement a recursive least square algorithm (RLS). Toward this, we
define the cost function at the jth iteration as CRLSu (j) =
∑j
i=1 λ
j−i||e(i)||2
with e(i) = u− y(i) and
y(i) = G1x(i) + G3x(i) ⊗ x(i) ⊗ x(i)∗. (3.30)
Notice that at each iteration, the error is computed with respect to a fixed vector
u ∈ SM . Based on (3.23) and the rules for partial differentiation for complex
variables defined in [67], we derive,
∂y(i)
∂x = G1 + G3 (IM ⊗ x
(i) + x(i) ⊗ IM )⊗ x(i)∗. (3.31)
Notice that, the multicarrier channel formulation in (3.23) and the derived gra-
dient in (4.62) are introduced in this work for the first time in the context of
satellite communications. Towards defining the RLS algorithm, we consider:
∂CRLSu (j)
∂x = −2
j∑
i=1
λn−i
∂y(i)
∂x
T
e(i)∗ = 0. (3.32)
Based on the derivation in [40], to obtain a standard RLS formulation, we have
to approximate
e(i) ≈ u− ∂y
(i)
∂x x
(i). (3.33)
Rearranging (3.32) and using (3.33) results in
R(j) x = r(j), (3.34)
R(j) =
j∑
i=1
λj−i
∂y(i)
∂x
H
∂y(i)
∂x , (3.35)
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r(j) =
j∑
i=1
λn−i
∂y(i)
∂x
H
u. (3.36)
The resulting M ×M gain matrix K(j) is given by
K(j) = λ−1P(n− 1)∂y
(j)
∂x (3.37)
(I + λ−1 ∂y
(j)
∂x
H
P(n− 1)∂y
(j)
∂x )
−1
where P(j) takes the form of:
P(j) = λ−1(P(j − 1)−K(j)∂y
(j)
∂x
H
P(j − 1)). (3.38)
The final update equation can be defined
x(j+1) = x(j) + µK(j)e(j). (3.39)
where P(0) = IM and x(0) = 0. On the other hand, µ and λ depend on
the problem settings and are tuned during simulation to guarantee convergence
(kindly refer to section 3.3.4).
LUT Complexity Reduction
The total LUT size is dm =
∏M
m=1Km and each table entry has to be com-
puted using the RLS algorithm described in Section 3.3.3, resulting in very high
complexity. However, this complexity can be considerably reduced exploiting
Volterra theory for non-linear systems [24]. The LUT is a non-linear base-band
function of the input u ∈ SM that can be generally written as x = h(u). As a
consequence of this observation, h(u) can be completely described by an infinite
polynomial expansion of the input vector u
h(u) =
∞∑
p=1
H2p−1u(p) ⊗ [u(p−1)]∗ (3.40)
where H2p−1 is an M ×M2d−1 predistortion matrix and u(p) = u ⊗ · · · ⊗ u.
From the above we can easily identify the property
h(uejθ) = h(u)ejθ, (3.41)
where u ∈ SM and θ ∈ (0, 2pi). We further define
Λv = {u ∈ Sm|∃θ ∈ (0, 2pi) : u = vejθ.} (3.42)
It can be shown that either Λvi = Λvj or Λvi ∩ Λvj = {}. Thus {Λvi} forms
a partition of SM . Given the solution h(v) and exploiting property (3.41), for
each element u ∈ Λv we can compute h(u) = h(v)ejθ. Therefore, we are only
required to compute one vector value h(v) for each identified partition Λv.
For example, having constant M-ary PSK modulation in all carriers of order
Km = K ∀m, we obtain KM−1 partitions Λv, reducing the number of required
LUT entries to be computed from KM to KM−1. Complexity reductions of sim-
ilar order can be obtained also for cases employing higher order modulations and
mixed schemes. In the simulation results we provide the achieved complexity
reductions for the considered scenarios (kindly refer to Section 3.3.4).
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3.3.4 Simulation Results
In this section we numerically evaluate the performance gain of the proposed
LUT predistortion technique with respect to multicarrier polynomial predis-
torter as described in [29,31].
Figure of Merit
Performance of each channel m is evaluated by means of the Total Degradation
(TD) [6] defined as,
TD|@BER = Es
N0
|NL − Es
N0
|AWGN +OBO, (3.43)
where EsN0 |NL is the signal to noise ratio needed in the considered non-linear
channel to achieve the target bit error rate (BER) for the specific modulation
and code scheme, EsN0 |AWGN is the signal to noise ratio achieving the same target
BER with an identical transmission scheme but with a linear AWGN single
carrier channel and, finally, the output back off (OBO) measures of the on-
board HPA power efficiency. The Output back-off (OBO) is defined as OBO =
−10 log Pout
PSATout
where Pout and PSATout are the output and saturated powers of the
HPA, respectively. The total degradation results in a convex function of the
output back-off providing for the optimal amplifier operating point.
System Parameters
The developed LUT technique is evaluated in three different scenarios with one,
two and three carriers. The modulation scheme and code rate are selected from
the DVB-S2 standard with amplitude phase shift keying (APSK) modulation
and powerful low density parity check (LDPC) codes. Table 5.1 summarizes the
channel settings.
Table 3.4: Simulation Parameters
Number of carriers M = 1, 2, 3
Symbols rate , Roll Off Rs, ρ = 0.25
Carrier frequency spacing, 4f 1.25 Rs
Modulation, Code 16 APSK, LDPC 2/3
Target BER 10−5
Channel Estimation Noise Es/No=12 dB
Training Symbols 15000
A training sequence is executed to estimate the channel parameters (refer
to Section III.B) with a fixed channel noise level provided in Table 5.1. The
parameters of the polynomial predistorter, implemented for comparison, are
estimated using a training sequence with the same length and noise level.
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Complexity and Convergence of LUT
Based on the simplification method provided in Section 3.3.3, we reduced the
number of table entries that are required to be computed and the results are
presented in Table 3.5.
Table 3.5: Computed Entries per Table
M = 1 M = 2 M = 3
Table Size 16 256 4096
Computed Entries 2 40 736
Each table entry is computed with the RLS algorithm provided in Section
3.3.3. The average squared error is defined as
eM (j) =
1
lM
∑
v∈SM
||e(j)||2, (3.44)
where lm is the number of computed entries per table corresponding to the
number of partitions Λv . Convergence speed and residual error are dictated
by parameters µ, λ and the number of iterations. RLS parameters for the
considered cases are provided in Table 3.6.
Table 3.6: RLS Parameters
M = 1 M = 2 M = 3
Iterations 15000 15000 15000
µ 0.0075 0.005 0.005
λ 0.95 0.95 0.95
Convergence results are shown in Fig. 3.8 for each scenario Figure 3.8 shows
the converge of the RLS algorithm to obtain the point-wise inversion of the
channel function for different number or carriers M . Every curve is the result
of the averaging of the run RLS algorithms in the number of the relevant table
entries as 2, 40 and 736, respectively (kindly refer to (3.44) and Table 3.5).
Figure 3.8 shows that the residual error increases with the number of carriers
but similar convergence trend.
Performance Results
In this section we evaluate total degradation for the scenarios defined in Table
5.1. Figures 3.9,3.10 and 3.11 depict the TD for single, dual and triple car-
rier cases. In these plots we compare the performance for a channel without
compensation (depicted as No Compensation in legend), multicarrier polyno-
mial data DPD of [29, 31], a wideband signal predistorter similar to [16, 26]
and the proposed LUT predistortion technique. Signal predistortion is applied
on the multicarrier uplinked signal and it is defined as a memoryless complex
polynomial function of degree 3. Considering M carriers with identical band-
width Rs(1 + ρ) and an oversampling factor of K (typically K = 5 to avoid
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Figure 3.8: Convergence of RLS algorithm, Input Back-Off of 2.5 dB
aliasing caused by non-linear operations), signal predistortion requires a pro-
cessing bandwidth of KMRs(1 + ρ), while data predistortion only requires Rs.
Further, signal predistoriton would cause spectral regrowth on the uplinked sig-
nal resulting in undesired out of band emission. For these reasons, performance
comparison with signal predistortion is considered here for sake of completeness,
although, as discussed in Section I, while its applicability is under consideration
due to the aforementioned reasons.
As a benchmark case, we evaluated our novel technique for a single carrier
scenario. In Fig. 3.9 the LUT-based predistortion gains more than 3 dB in
the region of the minimum (OBO ≈ 0.9 dB) compared to the case when no
compensation is applied. Moreover, about 1 dB is gained in the same region
over the polynomial data DPD and about 0.5 dB over the signal predistortion
solution.
In Fig. 3.10 we see the total degradation results for the dual carrier channel
where only one carrier is shown for symmetry. In this case, the LUT-based
predistortion gains more than 2 dB in the region of the minimum (OBO ≈ 1.4
dB) compared to the case when no compensation is applied. Moreover, about 1
dB is gained in the same region over the polynomial data DPD and about 0.5
dB over the signal predistortion technique. In general, for a given non-linear
channel, the TD performance decreases as the number of carriers is increased.
In Fig. 3.11 we illustrate the TD for three carrier channel depicting one
external carrier only (exploiting symmetry and denoted as (E)) and the internal
carrier (denote as (I)). In this case, the LUT-based predistortion gains more than
1.5 dB in the region of the minimum (OBO ≈ 1.8 dB) compared to the case
when no compensation is applied. Moverover, as shown in Fig. 3.11, gains can
be gleaned over the polynomial solution and over signal predistortion. Notice
that the overall gains obtained for this case by the LUT solution, are in line
to the results provided in [1] for an identical channel configuration but using
multicarrier iterative interference cancellation method at the receiver.
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Figure 3.9: TD performance comparison: Single carrier case
In this section we presented a look up table based predistortion technique
for multicarrier satellite channel. A novel analytical approach to estimate the
entries of this table has been developed that exploits the structure of the channel
modelling. Accordingly, a least squares minimization problem is formulated to-
wards effecting the point-wise channel inversion. The predistorted symbols are
obtained by solving this optimization problem using RLS. Moreover, a novel
approach for LUT partitioning is presented leading to considerable complexity
reduction in the computation of table entries. Performance is improved with
respect to standard model based predistortion techniques, especially for a lower
number of carriers. Moreover, polynomial based predistortion usually requires
high complexity on-line processing while, the LUT solution is technologically
more suitable for real time operation. This makes the proposed predistortion
solution a good candidate for future multicarrier DVB-S2 based satellite com-
munications.
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Figure 3.10: TD performance comparison: Dual carrier case, only one carrier
presented
3.4 Comparisons and Conclusions
In this chapter we presented three innovative approaches to data predistortion
for multiple carrier satellite systems: memory polynomial predistortion, orthog-
onal memory polynomial predistortion and LUT-based predistortion. All these
techniques operate at the data level pre-canceling the generated ACI and ISI.
Memory polynomial data predistortion provides appreciable performance
gain, is amenable to parameter adaptation and is applicable to any channel
characteristics (in term of memory and non-linear degree). However it requires
some on-line processing complexity for the computation of the polynomial terms.
Orthogonal-based predistortion has similar characteristics in terms of perfor-
mance and on-line complexity but requiring lower complexity for parameter
estimation. Finally LUT-based predistortion provides improved performance in
a quasi memory-less channel and low on-line operation complexity. However,
it is not amenable for parameter adaptation to channel variations and channel
memory effects are difficult to include due to the exponential complexity in the
number of table entries to be estimated.
In order to have a complete picture on the presented techniques, we here com-
pare the multiple carrier data predistortion based on polynomial functions and
LUT-based predistortion with recently emerged signal predistortion techniques.
As competitor techniques, we consider the signal predistortion for multiple car-
rier satellite channels proposed in [25] and the block-based signal predistortion
proposed in [68].
In [25], signal predistortion based on memory polynomials functions is pro-
posed and is applied on-ground to the uplinked multiple carrier signal. Uplink
signal spectrum occupation is confined to adhere to regulations by applying an
uplink filter mask. On the other hand, in [68] the same authors propose a differ-
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Figure 3.11: TD performance comparison: Three carriers case with external
carrier (E) and internal Carrier (I)
ent implementation of [25] in which the predistortion is obtained by cascading
two blocks: a memory-less LUT including the HPA inverse response; and a
linear filter (FIR) to compensate for the channel memory effects. The filter is
designed using a simple MSE approach to invert the channel IMUX and OMUX
while neglecting the amplifier response. On the other hand, the memory-less
LUT reproduces a one to one inversion of the AM/AM and AM/PM on-board
amplifier response. Similarly to [25], the uplink signal spectrum is filtered prior
to uplink in order to adhere regulations.
Performance is evaluated in terms of SINR (kindly refer to Fig. 3.12) with
a chosen level of noise such that, SNR = 20 dB in absence of interference (only
the central carrier is showed). This simple figure of merit provides an insight
about the overall effects of generated interference on the link budget.
As reference channel model, we consider the three carrier satellite channel
described in section 2.2.1 including IMUX, OMUX and the on-board power
amplifier.
Fig. 3.12 presents a performance comparison between the following tech-
niques as,
• MC-DPD as multiple carrier data predistortion as presented in section
3.1.4.
• MC-LUT as the memory-less multiple carrier data LUT presented in 3.3.3.
• S-DPD as the polynomial-based signal predistortion proposed of [25]
• BLOCK-S-DPD as the block based predistortion of [68]
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Figure 3.12: SINR Performa nce Comparison for Inner carrier in a Three Carrier
Satellite Channel with modulation 16 APSK, ρ = 0.2, ∆f = 1.2Rs
As discussed above, our proposed methods are compared with the wideband
signal predistortion methods proposed in [25] and [68], respectively. Finally,
the parameter estimation for all considered techniques is assumed to be noise-
less. This aspect is key for the understanding of the results presented here with
respect to the results presented in section 3.3.4 where a relatively high estima-
tion noise was applied. Further, in section 3.3.4 the channel model does not
include IMUX and OMUX filters resulting in negligible memory effects making
the memory-less LUT-based predistortion a suitable approach matched to the
channel characteristics.
The polynomial signal predistortion proposed in [25] provides performance
similar to [68] in the high OBO region while it induces some performance degra-
dation when the HPA is operated close to the saturation region. Multiple carrier
data predistortion approaches the performance of signal predistortion techniques
with only about 1 dB loss with respect to the method proposed in [68] in the low
OBO region (2-3 dB). Further we notice that the LUT-based data predistortion
is strongly penalized by the memory effects of the channel not included in the
LUT model. In general, data predistortion techniques show a robust and stable
performance behavioral when close to the HPA saturation region.
Table 3.7 provides a comprehensive comparison of the discussed techniques.
Notice that the on-line processing complexity of signal predistortion depends
on the underlying implementation technology. The solution proposed in [25]
includes memory polynomials requiring non-linear processing at an oversampled
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Table 3.7: Performance and Complexity Comparison
MC-DPD MC-LUT S-DPD BLOCK-
[25] S-DPD [68]
Estimation Low/ Very High Low Low
Complexity Very Low
On-line Medium Low Very High Medium
Processing
Complexity
Adaptivity Good Poor Good Poor
Performance Very Good Good/Low Very Good/Good Very Good
rate with respect to the symbol rate of each carrier. On the other hand, the
LUT implementation of [68] guarantees low on-line processing complexity but
limiting the solution adaptivity to possible channel variations.
Multiple carrier data predistortion based on memory polynomials provides
a good compromise between performance, adaptivity and complexity.
A final advantage of multiple carrier data predistortion with respect to stan-
dard signal predistortion techniques, is the possibility to integrate in a unique
operation on one hand multiple carrier data predistortion aimed to cancel linear
and non-linear ISI and ACI ; on the other, the transmitter pre-coding function
for the compensation of adjacent beam interference enabling more efficient fre-
quency usage schemes [69]. This aspect is briefly discussed in chapter 7 as future
work.
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Chapter 4
Improved Estimation
Techniques for Multicarrier
Predistortion
The performance of the predistortion function depends on the determination
of the unknown parameters of the predistortion model. Recalling a general
predistortion function (similar to (3.1) from section 3.1.4) we have,
x(n) = φ(u(n))Tw, (4.1)
where φ is the vector of linear and non-linear input combination and w is the
parameters vector. Notice that the general predistortion function of (4.1) is
linear in the parameters vector w.
The parameters are traditionally estimated using the indirect estimation
approach [26,27] (kindly refer to Fig. 4.1).
Figure 4.1: Indirect Learning Architecture
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Accordingly to this method, the parameters are estimated such as the pre-
distorter implements the channel post-inverse function. The learning architec-
ture of Fig. 4.1 shows the estimation of the predistorter parameters in the lower
branch; the channel output y(n) is input to the predistorter (in the lower branch)
whose coefficients are estimated such as the predistorter output resembles the
channel input x(n). The coefficients are then copied to the actual predistorter
module. However, the optimality of this approach is not proven calling for the
definition of other estimation methods to improve performance and robustness
to noise. Direct Estimation of parameters for model based signal predistortion
was proposed in [40] and critically evaluated in [39] (kindly refer to Fig. 4.2).
Figure 4.2: Direct Learning Architecture
As schematically illustrated in Fig. 4.2, for direct predistortion, the predis-
tortion coefficients are directly estimated to reduce the channel output distor-
tion implementing a so-called channel pre-inversion. In the following sections
we propose advanced methods for predistortion parameter estimation under the
general class of Direct Learning.
In the first section we consider the multiple carrier predistortion model pre-
sented in chapter 3.1.4 and we derive novel direct estimation methods. The
focus of this first section is on data predistortion for multiple carriers. On the
other hand, the second part of this chapter (kindly refer to section 4.2) inves-
tigates signal predistortion and proposes novel algorithms for direct learning
and adaptive PAPR reduction techniques. Performance of the generalized sig-
nal predistortion in combination with CFR is evaluated for a multiple carrier
satellite channel.
4.1 Multicarrier Data Predistortion Based on
Direct Learning
4.1.1 Introduction
Key to the performance of the given predistorter is the ability to estimate the
coefficients with high fidelity [39]. Two paradigms for the estimation of DPD
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coefficients are explored in literature. The well known indirect estimation of
the parameters leads to a post-channel inverse function as predistorter [16, 27].
This approach has a limited complexity but does not guarantee optimal per-
formance with respect to the selected model [39]. On the other hand, the di-
rect estimation method [40] leads to a predistorter function that resembles the
channel pre-inverse function and provides better performance compared to in-
direct methods. Further, the direct method is shown to be robust to estimation
noise [39], thereby easing the design requirements. While indirect methods have
been considered for both single carrier and multicarrier scenarios [16], [29], the
direct method has been considered only for single carrier scenario [40] where
the parameter estimation is performed through the well known Recursive Least
Squares (RLS) and Least Mean Squares (LMS) algorithms.
In this section we present our work [41] where we consider the direct es-
timation problem in the context of multicarrier satellite channels and present
two novel optimization methods, namely Individual and Joint predistorter de-
sign, for estimation of predistorter parameters. The first method extends [40]
by designing predistorters for each of the carriers individually, while a joint op-
timization of the predistorter parameters across carriers is undertaken in the
latter method. Due to their formulation, these methods provide a complexity
performance trade-off offering certain flexibility to the system designer. Build-
ing on the multicarrier Volterra model derived in [1] and the direct method
estimation for single carrier provided in [40], we design novel adaptive mul-
ticarrier data predistortion mechanisms based on the low complexity memory
polynomial model. Iterative algorithms are considered: RLS and LMS formu-
lations for the parameter estimation have been derived and their convergence
studied. Numerical evaluation of the techniques indicate a superior performance
and robustness to noise of the proposed direct estimation compared to existing
algorithms.
4.1.2 Multicarrier Satellite Channel with single on-board
HPA
4.1.3 Scenario
A Ku-band (12 − 18 GHz) broadcasting application to fixed users employing
a single Geostationary (GEO) satellite is considered. Further, a single GW is
assumed to uplink multiple carriers to the GEO satellite where the composite
signal will be processed by a single transponder. Each carrier provides an in-
dependent service; in a typical application different carriers could be relevant
to different geographical location. Further, in common commercial applications
such as TV broadcast, each UT can only decode its intended carrier.
System Model
In Fig. 5.2 we illustrate the overall multicarrier system model comprising a
transmitting gateway, the satellite transponder and the on-ground receivers.
The gateway performs the predistortion function and subsequently uplinks all
the carriers. Let um(n) be the modulated symbol on carrier m at the nth in-
stance. The predistorted symbol of the mth carrier at the nth instance, denoted
by xm(n), is obtained by jointly processing {um(n− k)}Mm=1 with −K < k < K
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where K indicates the (two sided) memory depth and M is number of carriers.
Notice that if predistortion is not applied (no compensation) we simply have the
identity xm(n) = um(n) ∀m,n. The satellite transponder for multicarrier appli-
cation includes wideband input and output multiplexing filters, namely IMUX
and OMUX, and the HPA. The IMUX is used to eliminate out-of-band noise in-
jection while OMUX is used to reduce out-of-band emission. The filter responses
are extracted from [6], while we consider the well known Saleh model for the
HPA [23]. The Saleh model is characterized by the AM/AM and AM/PM curves
given by A(r) = 2r1+r2 ; Φ(r) =
pi
6
r2
1+r2 , respectively. Focusing on the non-linear
impairments excited by the multicarrier application, we consider AWGN for the
downlink. Since UT that can only decode its intended carrier, joint processing
or multiple carriers cannot be supported by the receivers. Therefore, in order
to target a realistic and commercially convenient scenario, in this study we do
not consider any multi carrier equalization technique.
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Figure 4.3: System model for a non-linear satellite channel with M carriers
Non-linear Channel Distortion Analysis
The aforementioned satellite channel can be modelled as a non-linear system
with memory leading to constellation warping, ISI and ACI. The effect of these
impairments are depicted in Figure 4.4 where the noiseless scatter plot of the
16 APSK modulated symbols received on the central carrier of a three carrier
system is illustrated for the case of no compensation. The corresponding effect
for the single carrier channel is also shown to highlight the significant increase
of interference due to ACI and further motivate the need of specific counter-
measures. Recalling that um(n) is the modulated symbol on carrier m at time
n, we define,
u(n) = [u1(n), . . . , uM (n)]T , (4.2)
uK(n) = [uT (n−K), . . .uT (n+K)]T , (4.3)
where u(n) and uK(n) are of drimensions M×1 and (2K+1)M×1 respectively.
Here, u(n) is the vector of input symbols across M carriers at the instance n,
while uK(n) denotes a collection of u(n) for a specified time interval. We also
define,
u(d)K (n) = uK(n)⊗ · · · ⊗ uK(n)︸ ︷︷ ︸
d times
. (4.4)
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Figure 4.4: Scatter plots corresponding to single carrier (left) and multicarrier
(right) signals for a five carrier noiseless non-linear satellite channel with Output
Back Off (OBO)=3.6 dB
With these notations and considering a channel with no predistortion applied,
we can express ym(n), the received symbols for the mth carrier at the nth
sampling instance, using a general Volterra discrete time model [66] as
ym(n) = y(1)m (n) + y(3)m (n) + y(5)m (n) + . . .+ ηm(n) (4.5)
y
(1)
m (n) = g(1)m uK1 (1)(n) (4.6)
y
(3)
m (n) = g(3)m J(3)m uK3 (2)(n)⊗ [uK3 (1)(n)]∗ (4.7)
y
(5)
m (n) = g(5)m J(5)m uK5 (3)(n)⊗ [uK5 (2)(n)]∗. (4.8)
The row vectors g(p)m are the pth order Volterra kernel coefficients, ηm(n) is
the receiver noise on carrier m at nth instance and J(p)m is a selection matrix.
In the complete Volterra representation, J(p)m corresponds to an identity ma-
trix of dimension ((2Kp + 1)M)p where Kp is the (two sided) memory depth
for degree p terms. However, such a representation has redundant terms like
u1(n)u2(n)u3(n)∗ and u2(n)u1(n)u3(n)∗ and J(p)m can be used to eliminate re-
dundant terms generated by the Kronecker products. In addition to providing
a compact representation, J(p)m is used to select specific polynomial terms from
the general model towards reducing the number of intermodulation products.
In fact, the baseband model provided in (4.5) is valid only for intermodulation
products that generate in-band distortion [1]. We define Ωm,d as the set of
intermodulation frequency products (m1, . . . ,md) of degree d that generate in
band distortion to carrier m.
4.1.4 Memory Polynomial Predistortion and Channel Model
In this section, we define models used for the predistortion function and the
non-linear channel. The channel model is described since it will be exploited in
the estimation of the predistorter parameters.
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Predistorter Model
We consider a memory polynomial model [29] for both the predistorter function
and the channel model. This model is a special case of reduced complexity
Volterra implementation where only the diagonal elements of the full model
are considered. As documented in [1], the complexity of the Volterra model
can be reduced by eliminating the kernel terms having negligible contribution
(weight) while suffering only a minor loss in performance. In addition, to the
best of authors’ knowledge, a representation of the intermodulation products
typical of the multicarrier non-linear channels [1] exists only for polynomial
basis functions, thereby motivating their use.
The predistortion function is based on a complex polynomial function of the
input symbols given by,
φ{d}m1,...,md(u(n)) =
(d+1)/2∏
j=1
umj (n)
d∏
j=(d+1)/2+1
u∗mj (n),
(4.9)
where d is the polynomial degree and (m1, . . . ,md) are the selected product
terms where each mi ∈ (1, . . . ,M). Recall that, for each carrier m and polyno-
mial degree d, we have a specific set of in-band product terms enumerated in
the set Ωm,d. This allows us to define,
ψ{d}m (u(n)) = {φ{d}m1,...,md(u(n))}(m1,...,md)∈Ωm,d , (4.10)
as the |Ωm,d|×1 vector comprising polynomial function evaluations correspond-
ing to the carrier combinations causing in-band distortion. We further define,
χ
{d}
m =
[[
ψ
{d}
m (u(n−Kd))
]T
,
[
ψ
{d}
m (u(n−Kd + 1))
]T
,
. . . ,
[
ψ
{d}
m (u(n+Kd))
]T]T
, (4.11)
where χ{d}m is a (2Kd + 1)|Ωm,d| × 1 vector with (two sided) memory depth of
Kd corresponding to degree d. Note that the memory depth is implicitly used
for ease of notation. Finally we stack all the terms corresponding to different
degrees as,
φm(u(n)) =
[[
χ{1}m
]T
,
[
χ{2}m
]T
, . . . ,
[
χ{p}m
]T]T
, (4.12)
where φm(u(n)) is now a
∑
p(2Kp + 1)|Ωm,p| × 1 dimensional vector.
Let qm1,...,md(k) denote the predistorter coefficient that will eventually weigh
the basis function φ{d}m1,...,md(·). Similar to (4.10), we first define,
q{d}m (k) = {qm1,...,md(k)}(m1,...,md)∈Ωm,d , (4.13)
to be a |Ωm,d|×1 coefficient vector corresponding to delay k. We further define,
z{d}m =
[[
q{d}m (−Kd)
]T
, . . . ,
[
q{d}m (Kd)
]T]T
, (4.14)
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where z{d}m is a (2Kd+1)|Ωm,d|×1 vector with Kd being the (two sided) memory
depth of the predistorter function relative to degree d. We finally define the
vector of predistorter coefficients for carrier m as,
wm =
[[
z{1}m
]T
, . . . ,
[
z{p}m
]T]T
, (4.15)
where wm is a
∑
p(2Kp + 1)|Ωm,p| × 1 vector.
Having defined relevant quantities, the predistorter output xm(n) can now
be defined similarly to [29] as an inner product between the non-linear input
combination vector φm and the kernel coefficients wm,
xm(n) = wTm [φm(u(n))] . (4.16)
A key aspect of the formulation is the linear dependence of xm(n) on wm, a
fact that will be exploited later. The predistorted symbols xm(n) are then
upsampled, filtered and transmitted through the non-linear channel. Towards
further analysis, a channel model relating {xm(n)} to the output is needed; this
is taken up next.
Reduced Complexity Channel Model
Rather than the full Volterra representation of (4.5), we select the memory
polynomial function to model the channel. Such a model has the same form
as the predistorter. This choice is motivated by the nature of the satellite
channel where the memory effects are minor [29]. Such a simplification reduces
the number of parameters, thereby simplifying the analysis and reducing the
complexity of implementation. Further, such a choice provides a formulation
that could be easily generalized to the complete Volterra model. Similar to
(4.16), we can then express the output of the channel as,
ym(n) = hTm [φm(x(n))] , (4.17)
where φm(·) now takes predistorted symbols, x(n) = [x1(n) . . . xM (n)]T , as in-
puts and hm denotes the channel co-efficients and are defined similarly to wm
in (4.15). With the channel model in place, we now briefly describe the estima-
tion of the model parameters hm, which would be later used in the predistorter
design.
Estimation of Channel Parameters
Given N samples of transmitted and received symbols, x(·) and ym(·) respec-
tively, we consider minimizing,
∑N−1
n=0 |ym(n)− hTm [φm(x(n))] |2. Towards this,
we stack these quantities to obtain,
vm = [ym(0), . . . , ym(N − 1)]T , (4.18)
Zm =
 [φm(x(0))]
T
...
[φm(x(N − 1))]T
 , (4.19)
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so that the minimization reduces to ‖vm−Zmhm‖2. The least squares solution
for hm is then straightforward, leading to,
hm = (ZHmZm)−1ZHmvm. (4.20)
Instead of the block implementation provided in (4.20), an iterative approach
based on the RLS is considered similarly to [40]. Such an implementation will
iteratively improve the estimate of hm and will be exploited in the sequel for
the estimation of predistorter parameters. Having determined the necessary
quantities, we now proceed with the central theme of estimating {wm}m.
• Estimation of Predistortion Parameters Two methodologies to estimate
the predistorter parameters are prevalent in the literature. These are
the indirect and direct methods [16], [40]. Typically predistortion design
assumes a system where the receiver is capable of feeding back train-
ing data to the transmitter [6]. In the current work, we assume the
presence of a dedicated multicarrier receiver connected to the GW and
relaying the requisite data for the estimation of predistortion param-
eters. These special receivers are operator installed and are different
from the standard user terminals. Indirect estimation is illustrated in
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Figure 4.5: Multiple Carrier Post-inverse Channel Estimation Scheme
Fig. 4.5, where the post-inverse is modelled as rm(n) = wTm [φm(y(n))].
Note here that the arguments of φm(·) are now the channel outputs,
y(n) = [y1(n), . . . , yM (n)]T . The methodology is to estimate wm such
that E[|um(n) − rm(n)|2] ≈ 1N
∑N−1
n=0 |um(n) − rm(n)|2 is minimized for
each m ∈ (1, . . . ,M) and a given training sequence of length N . In other
words, the channel inverse function with parameters wm would process the
channel output samples y(n) yielding, in the ideal case, the original input
transmitted symbols um(n). This is a standard Least Squares problem
with a simple derivation and a low complexity implementation. Following
the steps leading to the solution of hm in (5.25), we can obtain
wm = (ΘHmΘm)−1ΘHmsm Indirect Method (4.21)
where sm = [um(0), . . . , um(N − 1)]T and Θ is similar to Z in (4.18)
with φm(x(k)) replaced by φm(y(k)). Kindly note in the current work,
the indirect learning architecture, as proposed originally in [26] is not
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implemented. Instead, similar to [16], we solve the post inverse LS esti-
mation problem oﬄine. It is important to point out that indirect esti-
mation does not directly target the receiver error minimization defined as
E[|um(n)− ym(n)|2]. However, it relies on the argument that the channel
pre and post-inverses are equivalent. Such an argument has been proven
in [24] for the single carrier case. The direct estimation method [40] over-
comes this discrepancy and will be discussed in the following sections.
4.1.5 Direct Estimation
Problem Formulation
We now discuss a different approach for the estimation of wm that directly
targets the minimization of the interference at the receiver em(n) = um(n) −
ym(n). While the formulation of the direct estimation is straight forward in the
single carrier, the case is not so for multicarrier scenario (refer to Fig. 4.6). We
consider the following interesting formulations,
• M Individual cost functions:
- E[C(wm(n))] with C(wm(n)) = |em(n)|2,m ∈ (1, . . . ,M)
• Joint cost function:
- E[C(w1(n), . . . ,wM (n))] with C(w1(n), . . . ,wM (n))
=
∑M
m=1 |em(n)|2
Individual estimation of predistortion parameters reduces to M distinct opti-
mization processes, while Joint corresponds to a global optimization process.
Further, minimizing each E[C(wm(n))] separately is not equivalent to minimiz-
ing the global cost E[C(w1(n), . . . ,wM (n))].
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Figure 4.6: Multiple Carrier Pre-inverse Channel Estimation Scheme
Unlike the indirect approach, the direct estimation cannot be formulated
as a standard least squares problem [40]. As a consequence, it can only be
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implemented through iterative techniques. We now elaborate the iterative for-
mulations for the direct estimation where the well known LMS and RLS are
considered with some modifications.
Individual Predistorter Design
In this section, we develop first order techniques aimed at minimizing the er-
ror E[|em(n)|2], separately on each carrier, with respect to its corresponding
predistortion coefficients wm ( kindly refer to Fig. 4.7). These algorithms ap-
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Figure 4.7: Functional scheme describing the individual direct estimation
method
proximate E[|em(n)|2] and provide an iterative approach towards the solution.
The simpler LMS algorithm is presented first followed by the RLS technique
that yields superior performance at the cost of added complexity.
• LMS Formulation In the standard LMS algorithm, we consider the instan-
taneous error magnitude, Cm(wm(n)), as the cost function. Thus, in the
pursued iterative optimization solution, the predistorter coefficients are
updated as,
wm(n+ 1) = wm(n) +
µ
2
∂Cm(wm(n))
∂wm(n)
. (4.22)
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In (4.22), the iteration index is explicitly depicted and we will continue
to do so when dealing with updates of the predistorter coefficients. Since
Cm(wm(n)) = |em(n)|2, (4.22) can be approximated to,
wm(n+ 1) = wm(n) + µe∗m(n)
∂ym(n)
∂wm(n)
. (4.23)
Similarly to [40], we define the Instantaneous Equivalent Filter (IEF) rel-
ative to carrier m as,
h˜m(n, l) =
∂ym(n)
∂xm(n− l) . (4.24)
The IEL can be analytically extracted using (4.17) as,
h˜m(n, l) = hTm
∂φm(x(n))
∂xm(n− l) , (4.25)
where computation of the entries of ∂φm(x(n))∂xm(n−l) is based on the application
of the partial differential rules defined in [67] to multicarrier complex poly-
nomial functions (kindly refer to Appendix A.1). The gradient ∂ym(n)∂wm(n) can
be expressed using the channel differentiability and the chain rule as,
∂ym(n)
∂wm(n)
=
K∑
l=−K
h˜m(n, l)
∂xm(n− l)
∂wm(n)
. (4.26)
Recalling xm(n− l) = wTm(n− l) [φm(u(n− l))] from (4.16), and approx-
imating wm(n) ≈ wm(n− l) within memory range (similarly to [40]), we
obtain,
∂xm(n− l)
∂wm(n)
≈ φm(u(n− l)). (4.27)
Using (4.27) and (4.25) in (4.26), we have,
∂ym(n)
∂wm(n)
=
K∑
l=−K
h˜m(n, l)φm(u(n− l)) (4.28)
Equation (4.28) together with (4.23) provides the LMS step for the opti-
mization. Notice that each vector wm(n) is initialized such that the re-
sulting predistortion functions simply correspond to xm(n) = um(n),∀ m.
As an example, if Kd = 0,∀d (no memory), then wm(0) corresponds to
the mth standard basis of dimension
∑
p |Ωm,p| × 1.
• RLS Formulation For each carrier m, we now minimize Cm(wm(n)) =∑n
i=1 λ
n−i|em(i)|2 with respect to the corresponding wm(n). The choice
of the forgetting factor λ affects the performance and will be discussed in
the simulation section. As a first step towards defining the RLS, we set,
−2
n∑
i=1
λn−i
∂ym(i)
∂wm(n)
e∗m(i) = 0. (4.29)
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Similarly to [40], we use the weak non-linearity assumption to approximate
the instantaneous channel output as,
ym(n) ≈
K∑
l=−K
h˜m(n, l)xm(n− l). (4.30)
Referring to Appendix A.2 and using (4.30), we arrive at the following
standard formulation for (4.29),
Rm(n)wm(n) = rm(n), where (4.31)
Rm(n) =
n∑
i=1
λn−i
[
∂ym(i)
∂wm(n)
]∗ [
∂ym(i)
∂wm(n)
]T
,
rm(n) =
n∑
i=1
λn−i
[
∂ym(i)
∂wm(n)
]∗
um(i).
The formulation in (4.31) is amenable to a RLS implementation involving
the following updates,
wm(n+ 1) = wm(n) + µkm(n)em(n), (4.32)
where the gain vector km is obtained from,
km(n) =
λ−1Pm(n− 1)
[
∂ym(n)
∂wm(n)
]
1 + λ−1
[
∂ym(n)
∂wm(n)
]H
Pm(n− 1)
[
∂ym(n)
∂wm(n)
] , (4.33)
and the positive semidefinite matrix Pm satisfies the recursive relation,
Pm(n) = λ−1(Pm(n− 1)− km(n)
[
∂ym(n)
∂wm(n)
]H
Pm(n− 1)). (4.34)
Notice that, we choose Pm(0) = I and wm(n) is initialized as in Section
4.1.5. Further note that the evaluation of ∂ym(n)∂wm(n) follows from Section
4.1.5.
The individual estimation method results in M independent optimiza-
tion processes to be run in parallel generating M predistortion coefficients
vector {wm}. In the following section, we pursue a completely different
approach where all predistortion parameters are estimated jointly towards
achieving a global optimum.
Joint Predistorter Design
Each channel output ym(n) is a function of the predistorted symbols x(n) from
all M input carriers as defined in (4.17). Intuitively, this calls for a joint esti-
mation of the predistorter coefficients wm. In this section we develop first order
techniques aimed to minimize the cost function E[
∑M
m=1 |em(n)|2] with respect
to the predistortion coefficients of all the M carriers, compactly defined here as,
w = [wT1 , . . . ,wTM ]T . (4.35)
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Figure 4.8: Functional scheme describing the joint direct estimation method
In Fig. 4.8 the scheme of the joint estimation method is illustrated. As men-
tioned earlier, joint estimation of {wm} is not a generalization of the individual
optimization method described in Section 4.1.5. The joint estimation method-
ology exploits the interdependence between channel outputs ym(n) and kernel
coefficients wi(n), i 6= m. This results in an improved performance compared
to the individual estimation, but at the cost of higher complexity.
• LMS Formulation The standard LMS formulation for this problem can be
written similarly to (4.22). With C(w(n)) =
∑M
m=1 |em(n)|2, we use the
update equation,
w(n+ 1) = w(n) + µ
M∑
m=1
∂ym(n)
∂w(n) e
∗
m(n). (4.36)
Based on form of w described in (4.35), we define the
∑
m
∑
p(2Kp +
1)|Ωm,p| × 1 dimensional column vector ∂ym(n)∂w(n) as,
∂ym(n)
∂w(n) =
[
∂ym(n)
∂w1(n)
T
. . .
∂ym(n)
∂wM (n)
T
]T
. (4.37)
Notice the complexity increase required for the computation of terms
{∂ym(n)∂w(n) }Mm=1 in (4.37) compared to the individual LMS estimation in
(4.23) where only terms { ∂ym(n)∂wm(n)}Mm=1 are required.
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Similarly to [40], we define the Instantaneous Equivalent Filter (IEF) rel-
ative to carrier m with respect to carrier j as,
h˜m,j(n, l) =
∂ym(n)
∂xj(n− l) . (4.38)
Note, that unlike in (4.24) of Section 4.1.5, we include here two subscripts
for carrier m and j, respectively. Further, similar to (4.25), we have,
h˜m,j(n, l) = hTm
∂φm(x(n))
∂xj(n− l) . (4.39)
In (4.39), the entries of ∂φm(x(n))∂xj(n−l) are computed based on the partial differ-
ential rules defined in [67] elaborated to the case of multicarrier complex
polynomial functions ( kindly refer to Appendix A.1). Each differential
vector ∂ym(n)∂wj(n) in (4.37) can be expressed exploiting channel differentiabil-
ity and the chain rule as,
∂ym(n)
∂wj(n)
=
K∑
l=−K
h˜m,j(n, l)
∂xj(n− l)
∂wj(n)
, (4.40)
where
∂xj(n− l)
∂wj(n)
≈ φm(u(n− l)). (4.41)
Using (4.41) and (4.39) in (4.40), we finally obtain an expression for the
gradient as,
∂ym(n)
∂wj(n)
=
K∑
l=−K
h˜m,j(n, l)φm(u(n− l)). (4.42)
Equations (4.42) and (4.37) together with (4.36) provide the LMS step for
the optimization.It should be noted that, even in this case, the individual
vectors wm(0) are initialized as in Section 4.1.5 and the global vector w(0)
obtained from (4.35).
• RLS Formulation The objective function to be minimized with respect to
the overall predistortion coefficients vector w defined in (4.35) takes the
form C(w(n)) =
∑M
j=1
∑n
i=1 λ
n−i|ej(i)|2 where λ is the forgetting factor.
To proceed with the analysis, we introduce,
e(n) = [e1(n), . . . , eM (n)]T (4.43)
∂y(i)
∂w(n) =
[
∂y1(i)
∂w(n) , . . . ,
∂yM (i)
∂w(n)
]
(4.44)
where ∂y(i)∂w(n) is
∑
m
∑
p |Ωm,p| ×M matrix and ∂ym(i)∂w(n) is obtained from
(4.37). Notice in (4.44), as with the joint LMS formulation of Section
4.1.5, we can identify a complexity increase with respect to the individual
RLS estimation in (4.29) where only terms { ∂ym(n)∂wm(n)}Mm=1 are required.
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Towards defining the global RLS, we set,
−2
n∑
i=1
λn−i
∂y(i)
∂w(n)e
∗(i) = 0. (4.45)
Similarly to [40], we use the weak non-linearity assumption to approximate
the instantaneous channel output as,
ym(n) ≈
K∑
l=−K
M∑
j=1
h˜m,j(n, l)xj(n− l). (4.46)
Referring to Appendix A.3, the weak non-linearity approximation of (4.46),
and using the definition in (4.44), we obtain for (4.45) a recursive solution:
R(n)w(n) = r(n), (4.47)
R(n) =
n∑
i=1
λn−i
[
∂y(i)
∂w(n)
]∗ [
∂y(i)
∂w(n)
]T
r(n) =
n∑
i=1
λn−i
[
∂y(i)
∂w(n)
]∗
u(i).
This leads to the following recursive set of equations,
w(n+ 1) = w(n) + µK(n)e(n), (4.48)
K(n) = λ−1P(n− 1) ∂y(n)
∂w(n) ×
(I + λ−1
[
∂y(n)
∂w(n)
]H
P(n− 1) ∂y(n)
∂w(n) )
−1,
P(n) = λ−1(P(n− 1)−K(n)
[
∂y(n)
∂w(n)
]H
P(n− 1)). (4.49)
Unlike in Section 4.1.5, we now deal with a
∑
m
∑
p |Ωm,p|×M gain matrix
K(n) in the update equations. Notice that P(0) = I and w(0) is initialized
as in the earlier section.
4.1.6 Simulation Results
In the following, we compare the performance of the proposed direct estimation
method for a multicarrier memory polynomial predistorter with respect to the
known indirect approach. Through extensive numerical simulations covering
several scenarios, we evaluate the gain obtained by the proposed approach.
Such an evaluation combines both power efficiency and error performance, since
the two quantities are typically in conflict.
Figure of Merit
Total Degradation is a standard figure of merit for evaluating the performance
over non-linear channels [6, 20]. It is defined as,
TD|@BER = Es
N0
|NL − Es
N0
|AWGN +OBO (4.50)
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where EsN0 |NL− EsN0 |AWGN represents the energy loss between the non-linear and
linear channels for a given target bit error rate (BER). OBO is defined as the
ratio in dB between the multicarrier signal output power and the saturation
output power of the selected amplifier model. For the considered amplifier
model we have a nominal saturation output power of 0 dB. When the amplifier is
operated in high efficiency region it yields strong distortion effects increasing the
needed EsN0 |NL , while in linear operation we have a power efficiency degradation
accounted by the measure of OBO. The total degradation is illustrated as a
function of the OBO resulting in a convex curve whose minimum identifies the
optimal amplifier operating point. Notice that (6.27) reduces to TD|@BER =
OBO in case of perfect compensation or absence of non-linear interference and
serves as a lower bound.
Set Up
Referring to Fig. 5.2, we consider two channel scenarios with three and five
equally spaced carriers, respectively. Spectrally efficient modulation schemes are
applied in each carrier channel. The set of channel parameters are summarized
in Table 5.1. In Table 5.1, the DPD parameter estimation noise corresponds
Table 4.1: Simulation Parameters
Number of carriers Mc = 3, 5
Symbols rate, Roll Off Rs = 8 MBaud, ρ = 0.25
Carrier frequency spacing, 4f 1.25 Rs
Modulation, Coderate (LDPC) 16 APSK, 2/3
Target BER 10−5
Es
N0
|AWGN @ Target BER 9.05 dB
DPD parameter estimation noise EsN0 = 9.05 dB
HPA Saleh model [23]
Channel filters IMUX /OMUX BW1dB ≈ M Rs(1 + ρ)
Oversampling factor 20
to the receiver EsN0 set during the estimation of the kernel parameter for all the
considered techniques. A high oversampling is needed for simulating the chain
due to the spectral enlargement caused by non-linearities.
Predistortion Structure
In order to have a fair comparison among the different parameter estimation
techniques, the structure and complexity of the underlying predistortion func-
tion is kept the same. Moreover 10000 training symbols are used in all the
techniques. This allows us to identify the gains obtained from better parameter
estimation. In particular, the memory polynomial model defined in (4.16) is
used with a memory depth of three (Kd = 1,∀d) and polynomial degree of three
(d = 3). Table C.1 provides the frequency-centered intermodulation products
Ωm,d derived in [1] and included in the predistorter evaluation for the three and
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Table 4.2: Frequancy Centered IMD [1]: (a) Three Carrier Channel In-band
Terms, (b) Five Carriers Channel In-band Terms
(A) (B)
Ω1,3 Ω2,3 Ω3,3
[111] [121] [131]
[122] [132] [221]
[133] [222] [232]
[223] [233] [333]
Ω1,3 Ω2,3 Ω3,3 Ω4,3 Ω5,3
[111] [121] [131] [141] [151]
[122] [132] [142] [152] [241]
[133] [143] [153] [231] [252]
[144] [154] [221] [242] [331]
[155] [222] [232] [253] [342]
[223] [233] [243] [332] [353]
[234] [244] [254] [343] [443]
[245] [255] [333] [354] [454]
[335] [334] [344] [444] [555]
[-] [345] [355] [455] [-]
[-] [-] [445] [-] [-]
five carriers scenarios, respectively. With the considered memory, degree and
interfering carriers, it can be shown that the number of predistorter coefficients
are 63 and 207 for the three and five carrier, respectively.
Convergence Performance
Central to the performance of direct estimation techniques is the determination
of the adaptation parameters (µ, λ) that guarantee fast convergence. Similarly
to [40,66], this is achieved by fine tuning of the adaptation parameters. In both
the Individual and Joint methods, the parameters µ and λ have been tuned to
provide minimal residual error. For the LMS updates of (4.23) and (4.36) we
set µ = 0.00001, while for the RLS updates defined in (4.32) and (4.48), we set
µ = 0.005 and λ = 0.95. In Figs. 4.9 and 4.10 we show the envelope of the
squared error |em(n)|2 for the individual and joint techniques, respectively. The
plotted envelopes relate to the central carrier in the three carriers scenario.
These curves indicate that the simpler LMS algorithm performs poorly com-
pared to RLS in terms of convergence performance. Hence, we focus on direct
estimation techniques implemented using the described RLS algorithms. This
result is consistent with [1], where the LMS and RLS techniques were developed
for the estimation of the IMD in a multicarrier scenario and the suitability of
RLS over LMS was also illustrated.
Total Degradation Results
We evaluate TD for the considered scenarios. For M = 3 equally spaced carriers,
Figures 4.11 and 4.12 respectively present the TD for the central and external
carriers. The results for the external carriers are symmetric and hence only one
is reported.
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Figure 4.9: Direct Individual Method Convergence:Central Carrier with M = 3
As expected, significant degradation occurs in the central carrier due to the
stronger ACI. Multicarrier predistortion, in general, provides significant gains
(> 3 dB) with respect to a baseline scenario where no compensation applied
(legend No Compensation in Fig. 4.11). Direct estimation of the predistorter
parameters provides further gain over the indirect estimation. The joint opti-
mization method yields the best performance providing about 0.5 − 1dB gain
over the indirect method for the same predistorter complexity and training
length.
To the best of authors’ knowledge, there exist no published work on multi-
carrier techniques for a direct comparison. A related work, that tackles a similar
scenario (same HPA model, modulation, coderate, roll off and frequency spac-
ing) but using a multicarrier equalizer (instead of predistortion) coupled with
turbo decoder can be found in [1]. Further, unlike our case, [1] does not consider
on-board channelization filters (IMUX and OMUX). These dissimilarities not
withstanding, we consider Fig. 4 of [1] with Fig. 4.11 above. Fig. 4 in [1]
depicts the BER of the central carrier for an OBO = 2.1 dB that corresponds
to a total degradation of 2.75 − 3 dB depending on the specific configuration
in place. This value is very similar to those achieved by our joint predistortion
solution (TD ≈ 3 dB in Fig. 4.11).
TD results for a five carrier satellite channel are provided in Figs. 4.13, 4.14,
4.15 for the carriers located at center, immediate left to the center and leftmost
locations. Compared to the three carrier scenario the degradation is prominent.
In this very challenging configuration, the advantage of the direct optimization
methods over the indirect one is still valuable providing additional 0.5− 0.75dB
of gain.
Estimation Noise Sensitivity Analysis
We now investigate the robustness of the proposed direct estimation methods to
the estimation noise. The estimation noise is defined as the ambient noise level
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Figure 4.10: Direct Joint Method Convergence:Central Carrier with M = 3
at the receiver during the predistorter parameter estimation. In the considered
scenario, the estimation of the predistorter parameters takes place off-line with
the support of a dedicated user terminal in charge of providing feedback to the
transmitting GW. The noise level at the considered receiver plays a key role in
the estimation accuracy of the predistorter parameter and in determining the
final system performance.
Fig. 4.16 illustrates the normalized noiseless interference level, defined as
E[|um(n)− ym(n)|2]/E[|ym(n)|2], with respect to the estimation noise level EsN0
for the three carrier scenario. This result indicates that the indirect estimation
is very sensitive to the noise level. On the other hand, direct estimation is
robust and provides improved performance. This is consistent with the results
for single carrier signal predistortion provided in [39]. Joint direct estimation is
shown to guarantee the best performance independently of the estimation noise
level. This allows the system designer to employ a predistorter over a wider
range of EsN0 , thereby reducing the operational costs.
Sensitivity to Mismatched Estimation
In this section, we evaluate the sensitivity of the system performance to mis-
matches in scenarios: between the one prevailing during the estimation of pre-
distortion coefficients and the one when the predistortion is in operation. Slight
differences in the processing of the individual carriers, can arise out of the system
components (cables/ waveguide lengths), on-ground amplifier settings, feedback
delay and propagation conditions. We consider two prominent manifestations
of these differences: power imbalance and timing misalignments among the car-
riers.
Sensitivity of different predistortion techniques to power imbalance is as-
sessed by forcing different carrier power levels on the down link channel during
the predistorter estimation; on the other hand, the performance is evaluated
with identical down link power on all carriers. In Fig. 4.17 we depict the varia-
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Figure 4.11: Total Degradation of the central carrier in a three carrier scenario
tion in TD with power imbalance for a three carrier scenario. In particular, the
imbalance is defined as the ratio between the signal power of the external carri-
ers (both having the identical power levels for simplicity) and the signal power
of the central carrier. Performance of the central carrier is sensitive to the power
imbalance only in the case of indirect estimation (about 20% variation) while
only a minor degradation is observed in the cases of individual and joint direct
estimation (kindly refer to Fig. 4.17). The external carriers are rather robust
to power imbalance for all estimation methodologies, even exhibiting minor im-
provements. The minor improvement in the external carriers can be related to
the magnitude of the predistortion parameters of the central carrier. In fact,
due to the lower signal to noise ratio (in case of power imbalance) of the central
carrier during estimation, the related predistortion parameters show a lower
magnitude compared to the external ones. This magnitude imbalance in the
predistortion function slightly reduces the uplink power of the central carrier,
thereby lowering the corresponding ACI injected onto the external carriers.
Similar to the power imbalance case, we consider predistorter parameters
estimation with some timing misalignment during uplink process, while perfor-
mance is assessed in the case of perfect matching using the TD . We considered a
three carrier scenario where the two external carriers are perfectly aligned, while
the central carrier has a timing misalignment defined as a percentage of the
symbols time Ts. The external carriers experience minor variation with respect
to this misalignment while the central carrier suffers performance degradation
for all considered methodologies (kindly refer to Fig 4.18). Joint estimation is
shown to be less sensitive to timing errors with respect to the other techniques;
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Figure 4.12: Total Degradation of the external carrier in a three carrier scenario
further direct individual estimation is more sensitive than indirect estimation.
Notice in this case that direct techniques show a very minor improvement in
the external carriers
Complexity Discussion
Direct estimation, while providing for increased performance, requires additional
complexity compared to indirect estimation. Direct estimation relies on the
knowledge of the channel parameters that need to be estimated in the adaptation
loop, while indirect estimation does not require the channel parameters. This
does not increase the amount of data feedback required to the gateway but the
complexity of the processing. Further, individual direct estimation has a lower
complexity compared to the joint one in the number of parameters computed.
The complexity of individual and joint predistortion techniques can be compared
considering the number of scalar differential terms of the kind ∂ym∂wi,j that are
computed at each iteration. This number is the same for both LMS and RLS
implementations. For individual predistortion, considering all the M carriers,
we require the computation of
∑
m
∑
p(2Kp+1)|Ωm,p| differential terms (kindly
refer to (4.23)). On the other hand for joint predistortion M
∑
m
∑
p(2Kp +
1)|Ωm,p| differential terms are required (kindly refer to (4.36)).
This section proposes two novel techniques for multicarrier predistorter de-
sign in a non-linear satellite channel. Implemented through iterative first order
techniques, these estimation methods, namely Individual and Joint DPD, pro-
vide optimized model parameters for a memory polynomial based predistorter.
The individual DPD method optimizes the predistortier coefficients for differ-
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Figure 4.13: Consider Total Degradation of the center carrier in a five carriers
scenario
ent carriers separately, while the joint method favors a global optimization of
the coefficients at the cost of increased complexity. Through simulations we
have shown that the direct estimation of parameters provides improved perfor-
mance over the well-known indirect estimation method, achieving gains that are
valuable in the satellite context. Direct estimation also leads to a predistorter
that is robust to the level of noise present during the estimation and to channel
mismatch. Depending on the complexity affordable, either the Joint or the In-
dividual method could serve as a promising technique for the current and future
satellite missions where power and spectral efficiencies play a vital role.
In the following section we consider signal predistortion for multicarrier and
a novel direct learning algorithm is derived. Further, in conjunction with direct
predistortion, we propose an adaptive method for PAPR reduction.
4.2 Generalized Direct Volterra Signal Predis-
tortion with Automatic Crest Factor Reduc-
tion
4.2.1 Introduction
Communication systems are based on the assumption that the transmitter can
deliver the signal to the receiver with the required level of energy. Power am-
plification has the key purpose of enhancing the signal power sufficient to com-
pensate for the channel losses and impairments and achieve the target signal
to noise ratio at the receiver. However, power amplification is inherently a
non-linear operation that introduces distortion of the signal. This distortion
is due to the natural saturation effect present in the HPA that, depending on
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Figure 4.14: Total Degradation of the left to the center carrier in a five carrier
scenario
the amplitude of input signal distribution and the required power efficiency, can
generate significant distortions. Further, the severity of the interference gener-
ated is magnified when the non-linearity of the HPA is combined with channel
memory effects. A simple mechanism to avoid such distortions is to operate the
HPA in the linear region far from the saturation region. However, operating
the amplifier in the linear region drastically reduces the power efficiency and
the resulting signal output power. The back-off needed for such an operation
depends on the PAPR of the input signal. PAPR refers to the ratio between
the peak input power and the average input signal power. Further, the PAPR
is significant for multiple carrier signals being amplified by a single HPA.
A common approach to counteract the distortion effect and still maintain
the required level of output power, is to perform specific preprocessing of the
signal prior to signal amplification. This technique, referred as signal predis-
tortion is usually performed on the baseband version of the signal and it is
often based on polynomial functions [16, 18, 26, 27, 38] or LUT [28, 43]. While
literature mostly focuses on terrestrial applications, signal predistortion tech-
niques are also becoming popular in satellite communications [25] partly due
to the move towards amplification of multiple carriers (or multicarrier signals)
in a single wideband HPA for reducing the payload mass and mission costs.
Very large PAPR values, typical of multicarrier signals, force a substantial com-
ponent of the signal input distribution beyond the amplifier saturation point.
This effect introduces unwanted strong distortion that cannot be compensated
with predistortion. Motivated by this, we pursue the study of PAPR reduction
in multicarrier systems. Several PAPR reduction methods have been proposed
in [45]: amongst these, clipping and filtering can provide significant PAPR re-
duction with minor interference generation (clipping noise) [46]. Clipping of
the signal is in general referred as CFR. Further, the use of PAPR reduction
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Figure 4.15: Total Degradation of the leftmost carrier in a five carriers scenario
in conjunction with signal predistortion has also been widely considered in lit-
erature. Several works propose a scheme in which PAPR reduction precedes
predistortion [47, 48], while [49] proposes a scheme where predistortion is fol-
lowed by PAPR reduction. A different approach was recently proposed in [50],
that presents a method to include PAPR control as a constraint in the estima-
tion of the predistortion parameters.
In this section we present our work [51] where we consider a transmitter
architecture in which PAPR reduction is performed before signal predistortion.
The contribution with respect to the state of the art is two fold: on one hand,
we propose a novel optimization framework to automatically determine the op-
timal level of PAPR reduction towards maximizing system performance; on the
other hand, direct estimation for predistortion proposed in [40] is reformulated
to include new terms towards improving the parameter optimization and conse-
quently the system performance. While the focus here is on signal predistortion,
an optimization of the CFR reduction in presence of data predistortion [41] can
be equivalently pursued.
Referring to the Fig. 4.19, we consider a general baseband multicarrier signal
u(n) input to the cascade of CFR and predistortion blocks prior to transmission.
The channel is assumed to be a non-linear function with memory.
The general multicarrier signal, u(n), is defined as,
u(n) =
∑
m
um(n)ej2pi∆fmn, (4.51)
where ∆fm is the center frequency of mth channel and um(n) is the baseband
signal of the mth carrier generally defined as,
um(n) =
∑
k
ampm(nTs − kTm), (4.52)
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Figure 4.16: Three Carriers: Estimation noise vs Interference (OBO = 1.7 dB)
where Tm is the symbol rate of the mth channel, Ts is the oversampling period
and pm(·) is the pulse shaping function. Notice that the oversampling period Ts
is equal for all carriers and such that Ts >> MTm where M is the total number
of carriers. Referring to Fig. 4.19, uc(n) is the signal output of the CFR. The
objective of the CFR is to ensure PAPR(uc(n)) ≤ PAPR(u(n)). Further, x(n),
the output of the predistortion block serves as input to the channel.
Channel Model
We consider a general baseband Volterra non-linear system with memory to
model the channel [24]. Using Kronecker products, we formulate the general
baseband Volterra function in a compact way and referring to Fig. 4.19, the
noiseless channel output is expressed as,
y(n) = h1G1xk1(n) (4.53)
+h3G3xk3(n)⊗ xk3(n)⊗ [xk3(n)]∗
+h5G5xk5(n)⊗ xk5(n)⊗ xk5(n)[xk5(n)⊗ xk5(n)]∗,
where xkd = [x(n − kd), · · · , x(n + kd)]T , Kd is the single side memory rela-
tive to the dth degree and hd is a row vector with Ld elements where Ld =∏(d−1)/2
a=0 (2kd + 1 − a)
∏(d−3)/2
b=0 (2kd + 1 − b). Gd is a Ld × (2kd + 1)d matrix
selecting the relevant product terms from the dth degree Kronecker product
vector for a complete, non-redundant Volterra representation.
In particular we have G3 = [gTi1,j1,k1 , · · · ,gTiL3 ,jL3 ,qL3 ]T where each row
vector corresponds to a standard basis gis,js,qs = ep with p = qs + (js −
1)(2k3 + 1) + (is − 1)(2k3 + 1)2. Further, we have (is, js, qs) ∈ Ω3 where
Ω3 = {(i, j, q)|∀i ∈ (1, · · · , 2k3 + 1),∀j ∈ (i, · · · , 2k3 + 1),∀q ∈ (1, · · · , 2k3 + 1)}.
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Figure 4.17: Sensitivity of TD to power imbalance of central carrier during
estimation: Three carrier scenario (OBO = 1.3 dB)
Similarly, G5 = [gTi1,j1,q1,a1,b1 , · · · ,gTiL5 ,jL5 ,qL5 ,aL5 ,bL5 ]
T where each row vec-
tor corresponds to a standard basis gis,js,qs,as,bs = ep with p = bs+(as−1)(2k5+
1) + (qs − 1)(2k5 + 1)2 + (js − 1)(2k5 + 1)3 + (is − 1)(2k5 + 1)4. Further, we
have (is, js, qs, as, bs) ∈ Ω5 where Ω5 = {(i, j, q, a, b)|∀i ∈ (1, · · · , 2k5 + 1),∀j ∈
(i, · · · , 2k5+1),∀q ∈ (j, · · · , 2k5+1),∀a ∈ (1, · · · , 2k5+1),∀b ∈ (a, · · · , 2k5+1)}.
Crest Factor Reduction Model
The output of CFR is related to its input as
uc(n) =
{
u(n) if |u(n)| ≤ |γ|2,
|γ|2 u(n)/|u(n)| if |u(n)| > |γ|2 (4.54)
where γ is the clipping parameter. Notice that the CFR clipping function does
not modify the phase of the complex signal, i. e. ∠uc(n) = ∠u(n). Further,
the clipping function as defined here, is slightly different from the standard
clipping function of [70] and involves |γ|2 rather than γ. This choice will enable
the formulation of the optimization algorithm to compute the optimal clipping
value.
Predistorter Model
The predistortion function acts on the output of the clipping function to yield
the channel input x(n). The predistorter per-se is a non-linear function with
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Figure 4.18: Sensitivity of TD to timing misalignment of central carrier during
estimation: Three carrier scenario (OBO = 1.3 dB)
CHANNEL
u(n) uc(n) x(n) y(n)
CFR DPD
η 
Figure 4.19: System Model Block Diagram
memory accomodating various polynomial functions including memory polyno-
mials [16], generalized memory polynomials [38] and Volterra expansion [26].
The output of the predistorter is computed as,
x(n) = [φ(n)]T w (4.55)
where the predistorter function is explicitly expressed as a function of the pa-
rameter m× 1 vector w and where φ(n) is a m× 1 vector collecting the linear
and non-linear terms generated from input signal uc(n) including linear terms
{u(n−k)} third degree terms {u(n−k1)u(n−k2)u∗(n−k3)} and so on [16,26].
The value of m depends on the degree and the associated memory depth [16,26]
and is not detailed further for ease of comprehension. Central to the perfor-
mance of the predistortion is the determination of the parameters w. Well
known methods for estimation of predistortion parameters are the indirect [26]
and direct learning [40] approaches.
Referring to Fig. 4.19 we notice that the DPD block is between the CFR
block and the channel. This means that the predistortion function is not de-
signed to invert the channel function but rather to reduce the receiver inter-
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ference. This fundamental observation suggests a direct estimation approach
rather then an indirect one [39] for obtaining w.
Peak Controlled Predistortion
Rather then pre or post clipping the predistorted signal, we can design the
predistortion function to respect a specific PAPR value [50]. Referring to the
indirect predistortion paradigm, we can estimate the predistortion coefficients
and adding a constraint on the predistorter output PAPR value as,
minw ||u− Φ(y)w||2 (4.56)
s.t. |Φ(u)w|2 < A2max
where u = [u(0), · · · , u(N−1)]T , y = [y(0), · · · , y(N−1)]T , Φ(u) = [φ(uk(0)), · · · , φ(uk(N−
1))]T , Φ(y) = [φ(yk(0)), · · · , φ(yk(N − 1))]T , φ(vk(n)) is the vector collecting
linear and non linear terms from the 2K+1 samples vk(n) = [v(n−k), · · · , v(n+
k)]T , u(n) predistorter input signal and y(n) channel output signal and Amax
is the desired predistorter output signal maximum amplitude. This can be set
such as PAPR = IBO. The convex problem of (4.56) is proposed and solved
in [50] and it considered herein as a baseline method for comparison.
4.2.2 Adaptive Peak Controlled Direct Predistortion
Given the crest factor reduction and predistortion techniques proposed in Sec-
tions 4.2.1 and 6.4.2, we define a transmitter architecture in which the CFR
block precedes the DPD block. In this section, we derive optimization algo-
rithms to determine the optimal CFR and predistortion parameters towards
reducing the error at the receiver. Fig. 4.20 illustrates the considered transmit-
ter architecture including the two iterative optimization processes.
CHANNEL
u(n) uc(n) x(n) y(n)
CFR
Clipping 
parameter
estimation
DPD
Parameters
estimation
Figure 4.20: Combined Optimization Function Block Diagram.
Generalized Direct Estimation
The target of the predistortion function is to reduce the non-linear distortion
at the channel output. This is achieved by optimizing the parameters w. The
general estimation paradigm is shown in Fig. 4.20.
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Referring to (4.53) and (4.55), we define
xki(n) = Φki(n)w, (4.57)
Φki = [φ(n− ki), · · · , φ(n+ ki)]T . (4.58)
Combining (4.53) with (4.57) and limiting the expansion to third degree
polynomial for ease of presentation, we obtain,
y(n) = h1G1Φk1(n)w (4.59)
+h3G3
[
Φk3(n)⊗ Φk3(n)⊗ Φk3(n)∗
]
[w⊗w⊗w∗] .
Similarly to [40], we define the cost function for the optimization of the predis-
tortion parameters as C(w) = |u(n)−y(n)|2 and formulate a least mean squares
(LMS) algorithm for minimizing C(·). We can then derive the update equation
for w as,
w(n+ 1) = w(n)− µ∂C(w)
∂w (4.60)
where µ is the algorithm step. Using C(w) in (4.60), we obtain
w(n+ 1) = w(n) + µ(e∗(n) ∂y(n)
∂w(n) + e(n)
∂y∗(n)
∂w(n) ). (4.61)
where e(n) = u(n)− y(n), and
∂y(n)
∂w = h1G1Φk1(n) (4.62)
+h3G3
[
Φk3(n)⊗ Φk3(n)⊗ Φk3(n)∗
]
[w⊗ Im + Im ⊗w]⊗w∗,
∂y∗(n)
∂w = h
∗
3G
∗
3
[
Φ∗k3(n)⊗ Φ∗k3(n)⊗ Φk3(n)
]
(4.63)
w∗ ⊗w∗ ⊗ Im,
where Im is an m ×m identity matrix (recall from Section 6.4.2 that the size
of w is m × 1). Notice that in the derivation of the direct estimation method
in [40], the term in (4.63) is not included in the algorithm. This results in
a performance degradation which is illustrated in Section 4.2.3. In order to
guarantee optimal performance, the vector of predistortion parameters, w, is
initialized with the result of the oﬄine indirect estimation [71] where CFR is
assumed to be absent.
Adaptive Crest Factor Reduction
The CFR block performs clipping of the original signal before signal predistor-
tion. The challenge of signal clipping is to understand if and to what extent it
is convenient to clip the signal. In fact, clipping too much results in a loss of
the signal while not clipping would naturally enhance PAPR. In particular, re-
ferring to (4.54), it is necessary to estimate the parameter γ towards improving
the system performance.
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The cascaded predistortion and channel blocks (kindly refer to Figs. 4.19,
4.20) result in a non-linear system with memory that can be modeled using a
Volterra system as (here limited to the third degree),
y(n) =
K1∑
k
q(1)(k)uc(n− k) (4.64)
+
K3∑
k1,k2,k3
q(3)(k1, k2, k3)uc(n− k1)uc(n− k2)u∗c(n− k3)
where K1 quantifies the linear memory, K3 is the third degree memory com-
ponent and {q(d)(·)} are the model parameters relative to the dth degree. Pa-
rameters in (4.64) can be estimated during on-line operation using standard
least squares techniques [66]. Towards this, we consider the cost function
C(γ) = |u(n) − y(n)|2 and formulate a least mean squares algorithm to de-
termine the optimal γ. We define the update equation for γ as,
γ(n+ 1) = γ(n)− ∂C(γ)
∂γ
(4.65)
where  is the algorithm step. Notice that, in general, we have γ ∈ C. From
(4.65), and using the chain rule, we obtain,
γ(n+ 1) = γ(n) + (4.66)

[
e(n)∗ ∂y(n)
∂uc(n)
∂uc(n)
∂γ
+ e(n)∂y
∗(n)
∂uc(n)
∂uc(n)
∂γ
]
where e(n) = u(n)−y(n) and both ∂y(n)∂uc(n) and
∂y∗(n)
∂uc(n) can be derived analytically
from (4.64) using the partial differential rules provided in [67]. Notice that, in
general, ∂y
∗(n)
∂uc(n) 6= [
∂y(n)
∂uc(n) ]
∗. Further, we can define analytically the differential
quantity
∂uc(n)
∂γ
=
{
0 if |u(n)| < |γ|2,
γ∗ei∠u(n) if |u(n)| > |γ|2 (4.67)
where we used ∂|γ|
2
∂γ = γ∗ [67]. Notice that for |u(n)| = |γ|2, the derivative of
(4.67) does not exist and hence its value is set to 0 in the simulations. Further, if
the algorithm is initialized such that |γinit|2 > max|u(n)| the resulting derivative
will always be zero and the algorithm will only produce |γ(n)|2 = |γinit|2 ∀n.
Therefore, key to the convergence of the algorithm, is the choice of the initial
guess γinit. This can be trivially set to 0 or obtained knowing the amplifier
saturation power Pin, the signal PAPR and the selected IBO (Input Backoff).
4.2.3 Numerical Results
In this section we numerically evaluate the performance of the algorithms for a
selected case of study.
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Simulation Scenario
We consider a typical satellite communication scenario where the channel in-
cludes a satellite transponder model [22]. As transponder model, we consider
an input multiplexer filter (IMUX), a HPA, and an output multiplexer filter
(OMUX). Typical responses for the IMUX and OMUX filter are extracted
from [6] and modelled as FIR filters. On the other hand, the HPA is param-
eterized using the standard Saleh model with AM/AM and AM/PM functions
taking the form A(r) = 2r1+r2 ; Φ(r) =
pi
6
r2
1+r2 , respectively [41].
The channel input signal u(n) consists of five independent DVB-S2 [9] car-
riers, each employing 16APSK modulation, with identical symbol rate Rs and
spaced equally in frequency with a separation of Rs(1 + ρ) where ρ = 0.2 is the
pulse roll off. The resulting PAPR of the signal, without compensation, is 9.8
dB.
Algorithm Setting
Both estimation algorithms described in Sections 4.2.1 and 4.2.2 are trained
over 100000 samples corresponding to 10000 symbols per carrier (oversampling
factor or 10). Step parameters are determined by fine simulation tuning to be:
 = 10−2 in (4.67); µ = 10−5 in (4.61). Notice that, in all considered cases,
training is carried out in absence of receiver noise. The channel parameters hd
(kindly refer to (4.53) with k1 = 5, k3 = 3 and k5 = 0) and the parameters
corresponding to the cascaded predistortion and channel function ( q(d)(·) in
(4.64) with K1 = 3, K3 = 2 and K5 = 1), are estimated on-line using standard
least squares (LS) techniques [66].
The predistortion function of (4.55) implements a standard memory poly-
nomial [16] of fifth degree with single side memory depth k1 = 5, k3 = 3 and
k5 = 1 for each degree respectively.
Further, in the case when both CFR and DPD algorithms are applied, they
can be run alternately or concurrently. However, when running concurrently the
final performance is slightly penalized due to the inter dependency in the target
error. For the sake of performance optimization, we alternate them in three
phases: we first perform a DPD estimation followed by the CFR estimation
and a subsequent DPD estimation. We noticed that further iterations do not
improve significantly the performance.
Performance Evaluation
• Figure of Merit: As figure of merit, we consider the signal to interfer-
ence plus noise ratio (SINR) at the output of the channel with respect to
the amplifier OBO (output back off). In practice, the OBO determines
the operating point of the amplifier and hence determines both the useful
output power and amount on non-linearities. For the current study, we
focus on the impact of OBO on non-linearities; in particular, the receiver
signal to noise ratio (SNR) is fixed. Further, we plot the power spectral
densities at the channel output to observe and compare the spectral re-
growth. Towards quantifying the spectral shaping, we also consider the
normalized mean square error (NMSE) at the receiver in absence of noise
as NMSE= 1/N
∑N
n=1 |u(n)−y(n)|2/
∑N
n=1 |y(n)|2 computed with respect
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the channel output signal y(n) with respect to the properly delayed version
of the input signal u(n).
• SINR Performance: Fig. 4.21 depicts the SINR versus OBO for different
techniques with a set SNR= 20dB. Referring to Fig. 4.21 and focussing
on the cases in which CFR is not applied, we present three sets of re-
sults: standard indirect estimation [27] (brown), conventional direct es-
timation [40] (red) and our novel direct estimation algorithm (green) of
Section 4.2.2. Observing Fig. 4.21, we have that standard indirect pre-
distortion and conventional direct predistortion have similar performance
while the reformulated LMS algorithm of (4.61) provides additional per-
formance gain over [40] of about 1−1.25 dB due to inclusion of new terms.
Considering the combination of CFR and DPD, we compare the peak con-
straint predistortion of [48] with our method. Referring to Fig. 4.21 we
have a significant gain in performance of our proposed method over [48]
of about 2 dB.
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Figure 4.21: Signal to Interference plus Noise versus Output Back-Off
• Spectral Density and NMSE: At the output of the channel (output of the
OMUX filter), we can observe the typical spectral regrowth of the signal
due to the non-linear characteristic of the amplifier. In Fig. 4.22 we can
observe the power spectral density of the multicarrier signal (only the
positive part it is shown) for the different techniques considered.
As expected, techniques with a lower NMSE also show a lower spectral
regrowth.
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Figure 4.22: Power Spectral Density Response for Five Carriers DVB-S2 carriers
at IBO=4 dB
A novel design method for combined CFR and DPD has been proposed. This
includes an automatic method to determine the optimal clipping amplitude for
a general non-linear channel with memory together with a reformulated and
generalized direct estimation method for predistortion. While the reformulated
direct estimation itself shows to provide gain with respect to the state of the art,
the combination of CFR and DPD is shown to provide the best performance.
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Chapter 5
Distributed Multiple
Carrier Predistortion
5.1 Introduction
On-board power amplification, a key satellite operation, is inherently non-linear
and can generate severe interference that limits the achievable throughput. As
the amplifier is operated in its high efficiency region, the non-linear distortion
effects increase, requiring a natural trade-off between power and spectral effi-
ciency. Non-linear interference becomes even more prominent when high order
modulation schemes are employed or when IMD are excited in the multicar-
rier operation mode. Multicarrier amplification using a single on-board HPA
is an application being actively considered by the satellite community since it
can reduce the payload weight and cost while providing design flexibility to the
on-ground up-link GW [29].
Multicarrier operation of an HPA generates severe distortion effects includ-
ing strong adjacent channel interference (ACI) and inter-symbol interference
(ISI) [1]. Towards optimizing power and spectral efficiencies, several on-ground
predistortion techniques have been considered in the literature for single gate-
way application [?, 25, 29, 30, 32]. Model based multicarrier data predistortion,
first introduced in [29], was based on memory polynomials. The use of orthogo-
nal memory polynomials to aid the estimation of the predistorter was discussed
in [?] while a sensitivity analysis of the compensation techniques was reported
in [30] for a DVB-S2 based system. A novel method of estimating the predis-
torter coefficients using the Direct Learning paradigm of [40] has been recently
proposed in [?] for multicarrier satellite systems. The use of direct learning in
reducing estimation error is also highlighted. On the other hand, low complex-
ity look-up-table based multicarrier predistortion techniques have shown to be
effective in reducing the receiver interference for 8, 16 and 32 APSK constella-
tions [32]. Complimenting the data predistortion, recent works have successfully
applied the traditional signal predistortion techniques to the multicarrier satel-
lite channel without violating the limited uplink bandwidth [25].
In addition to the multicarrier operation, another system level development
is the use of multiple beam satellites to exploit the various flexibilities (fre-
quency reuse, resource allocation, routing etc) and enhance the throughput [72].
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With increase in demand for offered services as well as inclusion of new ones,
emerging satellite systems are being designed to handle traffic to the tune of 1
Terabit/s [73,74]. A key aspect in such scenarios is the need to employ multiple
GWs to provide adequate feeder link bandwidth and/ or associated robustness.
While the technology is being developed for migrating to newer bands like Q/V
where multiple GWs are needed to ensure uninterrupted feeder links [75], this
chapter focuses on the use of multiple GWs in existing frequency allocations
to provide the needed feeder bandwidth. Further, the current work presented
in this chapter aims to reduce mission costs in such a scenario by considering
joint on-board amplification of carriers from different GWs using a single HPA.
A typical application would be the use of a wideband amplifier to process sig-
nals from different GWs intended for different beams. While the issues of joint
amplification are similar to those encountered in a single GW case, applying
“centralized” countermeasures as proposed in [?,?, 25,29,32] is not feasible due
to the distributed nature of the multi-GW scenario. The key difference amongst
the scenarios is the availability of data on all the carriers at each of the GWs
to estimate and implement the predistortion. These differences notwithstand-
ing, for ease of presentation, we continue to refer to the processing of carriers
in different GWs to counter the distortions due to their joint amplification as
multicarrier predistortion.
Joint amplification of signals uplinked from different gateways on-board the
satellite is seen as a next step to enhance mission efficiency in next generation
high-throughput satellites. The considered distributed multi-GW scenario in
which non-linear effects are accounted has not been tackled before in relevant
literature, while this chapter analyses the problem and proposes novel methods
to solve the related issues. The current work presented in this chapter explores
three key aspects towards reaping the benefits of multicarrier operation in mul-
tiple GWs: (a) amount of side information available to effect multiple carrier
predistortion at each GW, (b) robust estimation of predistortion coefficients at
each GW, and (c) the effect of synchronization imperfection (amongst GWs)
on the implemented predistortion mechanism. These aspects and the related
contributions are detailed below:
• While the model for multiple carrier data predistortion has already been
proposed in the literature [?, ?, 25, 29, 32], they focus on a single gate-
way application that allows for joint processing. Rather than discussing
the standard independent processing at each site in the multi-gateway
application, the chapter proposes novel models that have been derived
analytically for multiple carrier data predistortion. These methods indi-
cate a trade-off between the data available from other gateways and the
achieved performance. Such a study in valuable for the ground segment
service provider to trade off the costs of providing side information at dif-
ferent GWs (deployment and maintenance of backbone network) with the
benefits of effecting multicarrier predistortion. The different techniques
can also be viewed as providing for a progressive upgradation of the back-
bone network.
• This chapter presents a novel robust estimation method for multiple car-
rier data predistortion built on the method proposed in [76] for a single
carrier application. Further, the chapter presents a novel analysis on the
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corresponding estimation gain (noise reduction) of the proposed method.
Notice that no similar analysis was presented in the original work of [76].
• A key issue in multi-GW applications involves synchronization among the
uplinked streams in terms of waveform delay and phase. This chapter an-
alyzes the effects of imperfect synchronization on the predistorter perfor-
mance and provides valuable inputs to a system designer on the selection
of techniques.
5.2 Multi-gateway Satellite Channel
5.2.1 Scenario
A Ka-band multi-beam broadcasting application to fixed terminals employing
a single geostationary (GEO) satellite and multiple gateways is considered. For
simplicity, we assume that each GW uplinks a single carrier signal to a shared
GEO satellite where the composite signal, obtained by superposition of carriers
from different GWs, will be processed by a single on-board HPA. Each carrier can
provide an independent service; in a typical application different carriers could
be relevant to different beams. Further, in common commercial applications
such as TV broadcast, each User Terminal (UT) can only decode its intended
carrier. For each beam, we assume a dedicated receiver in charge of providing
sporadic feedback information to the corresponding transmitting GW. Such a
receiver could be operator installed having better reception capability towards
reducing noise in the feedback. As depicted in Fig. 5.1, a certain level of
GWGW
GW
SATELLITE 
TRANSPONDER
TERRESTRIAL FEEDBACK LINKS
Figure 5.1: Multi-gateway, multi-beam scenario: GWs inter-connected by a
terrestrial link, a shared satellite repeater and on-ground receivers
terrestrial connectivity is assumed amongst gateways for exchanging channel
parameters and side information. In this chapter, side information pertains to
partial knowledge of the data content uplinked by each gateway.
112CHAPTER 5. DISTRIBUTEDMULTIPLE CARRIER PREDISTORTION
5.2.2 System Model
We consider a simplified multi-gateway satellite architecture abstracted in Fig
5.2 wherein each gateway uplinks, independently, a single carrier signal to the
satellite transponder. We further assume that each carrier illuminates a different
beam. To focus on the effects of joint amplification, we assume that the inter-
beam interference is negligible.
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Figure 5.2: Multi-gateway system model illustrating M transmitting GWs, the
satellite transponder model and M UT receivers
In Fig 5.2, the mth modulated carrier stream, um, is pulse shaped, upcon-
verted to a center frequency fm and uplinked to the satellite transponder. The
composite signal at the input of the satellite transponder is
s(t) =
∑
m
∑
n
wmum(n)pm(t− nTs − mTs)ej(2pifmt+φm), (5.1)
where um(n) is the nth symbol uplinked by the mth gateway, wm is a real
parameter modeling the power imbalance, pm()˙ is the pulse shaping function,
Ts is the symbol period, m is the delay relevant to the mth carrier, fm denotes
the uplink center frequency of the mth gateway and φm is the corresponding
phase. The satellite transponder is modeled as a memoryless non-linear function
combined with input and output filter namely IMUX and OMUX. The down-
link is assumed to be an AWGN channel [1]. We consider the Saleh model to
characterize the AM/AM and AM/PM function of the HPA [1]. Further, the
HPA is assumed to be frequency flat for the scenarios considered [?, 1, 6, 29].
The carriers are assumed to have similar baudrates (Rs) and roll-off (ρ) while
being equally spaced in frequency with a separation of ∆f = Rs(1 + ρ).
The on-board IMUX and OMUX filters responses are extracted from [6] and
modeled as FIR (finite impulse response).
In general, the channel function relating ym(n) to {uk(n)} can be represented
at the data level as a multivariable non-linear function with memory such that
the nth received symbol on the mth carrier takes the form,
ym(n) = g˜(u1(n), . . . ,uM (n)) + ηm(n), (5.2)
where um(n) = [um(n − K), . . . , um(n + K)]T , K is the single-side memory
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ym(n) =
∑
p
K1∑
k=0
g(1)p,m((k − p)Ts)up(n− k)ej(2pifpnTs+φp) +
M∑
(p1,p2,p3)=1
K3∑
k1,k2,k3=0
(5.3)
g(3)p1,p2,p3,m((k1 − δm1)Ts, (k2 − δm2)Ts, (k3 − δm3)Ts, fp1 + fp2 − fp3 − fm)
× up1(n− k1)up2(n− k2)u∗p3(n− k3)ej(2pi(fp1+fp2−fp3−fm)nTs+φp1+φp2−φp3−φm) + ηm(n)
depth, ηm is additive white Gaussian noise and g˜ is a non-linear function of the
M input vectors.
Motivated by the analysis presented in [1] for a multicarrier non-linear chan-
nel with memory, we limit the non-linearity to third order. We can then express
the received symbols for carrier m as shown in (5.3) (kindly refer to the top of
the next page). In (5.3), g(i)p1,··· ,pi,m(·) is the channel kernel function correspond-
ing to degree i, δmi = mi − m and we identify in-band distortion terms as
those for which fp1 + fp2 − fp3 − fm = 0 holds [1].
5.3 Predistortion Techniques for Multi-GW Sce-
narios
5.3.1 Distributed Data Predistortion
In the case of a single gateway, wherein all carriers are uplinked from a single
entity, we can equivalently apply data [29] or signal predistortion techniques [25].
Such a centralized predistortion approach requires the availability of all the data
or baseband waveform samples from all the carriers and it cannot be applied
otherwise in a distributed scenario. Towards defining distributed multicarrier
data predistortion methods, we henceforth consider the ground architecture of
Fig. 5.3.
Given the distributed nature of the problem, we build on the multicarrier
Volterra analysis of [1], allowing predistortion functions that could be imple-
mented without data exchange. The multicarrier predistortion function is simi-
lar to the Volterra expansion of the multicarrier non-linear channel in (5.3) and
considers data from all carriers in a centralized scenario. Further we limit the
polynomials to third degree and the predistortion function takes the form,
xCm(n) =
∑
p
K1∑
k=0
h(1)p,m(k)up(n− k) (5.4)
+
∑
(p1,p2,p3)∈Ωm
K3∑
k1,k2,k3=0
h(3)p1,p2,p3,m(k1, k2, k3)
up1(n− k1)up2(n− k2)u∗p3(n− k3)ej2pi(fp1+fp2−fp3−fm)nTs .
where xm(n) is the nth predistorted symbol of the carrier from the mth gateway,
Ki is the predistorter memory depth of the ith degree polynomial and Ωm is
the set of inter-modulation terms considered for each carrier m with polynomial
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Figure 5.3: Multi-gateway data predistortion model illustrating local processing
of the uplinked data at each GWs and side information exchange with the other
GWs
degree three. In the sequel, we refer to the predistortion function of (5.4) as cen-
tralized joint data predistortion (CJDP) since it inherently requires the real-time
data content from all carriers similar to a centralized (single gateway) applica-
tion. This data predistortion, though easily applied in a centralized scenario,
results in a high complexity distributed predistortion method where each gate-
way requires the instantaneous content (um(n) ∀m,n) from all other gateways.
Further, for CJDP, baseband synchronization amongst gateways is required.
Synchronization amongst gateways mandates stability of both frequency phase
φm∀m and delay error m∀m (kindly refer to (5.3)). The effects of the drift in
these synchronization parameters are discussed later in the chapter.
From this fully informed solution, other predistortion functions shall be de-
rived in the sequel to reduce the amount of data exchange amongst gateways.
As described in the following subsections, the parameters of the derived pre-
distortion functions will be a subset of the complete set of parameters of (5.4).
The goal is to obtain performance benefit whilst minimizing the amount of
exchanged information amongst gateways.
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xIm(n) =
∑
k
h(1)m,m(k)um(n− k) (5.6)
+
∑
p 6=m
∑
k,ks
[h(3)m,p,p(k, ks, ks) + h(3)p,m,p(ks, k, ks)]um(n− k)
+
∑
k1,k2,k3
h(3)m,m,m(k1, k2, k3)um(n− k1)um(n− k2)u∗m(n− k3).
xAm(n) =
∑
k
h(1)m,m(k)um(n− k) (5.7)
+
∑
p 6=m
∑
k,ks
[h(3)m,p,p(k, ks, ks) + h(3)p,m,p(ks, k, ks)]um(n− k)
× |up(n− ks)|2 +
∑
k1,k2,k3
h(3)m,m,m(k1, k2, k3)um(n− k1)um(n− k2)u∗m(n− k3).
Independent Data Predistortion
The most efficient solution is to assume minimal communication amongst gate-
ways for predistortion. In this case, we defined a independent data predistortion
(IDP ) method that neither requires any information exchange amongst gate-
ways nor synchronization. Given the joint predistortion function of (5.4), we
redefine the predistortion function as in (5.5) rendering it completely indepen-
dent of all the other carriers,
xIm(n) = Eup(n):∀p 6=m{xCm(n)}. (5.5)
Given that E{up(n)} = 0, assuming E{up(n)|2} = 1, and the data streams to
be uncorrelated across GWs, we can rearrange the predistortion in (5.5) to the
form of (5.6) (kindly refer to the top of the next page).
The formulation of (5.6) results in a single carrier predistortion function
where only the carrier of interest appears explicitly ({um}). The key aspect is
that the single carrier formulation for the predistorter has been derived for the
channel operated in multicarrier model. In other words, xIm(n) is not equivalent
to xCm(n) conditioned to up(n) = 0 ∀p 6= m.
Amplitude Aware Data Predistortion
Towards improving the quality of service, we consider the case in which each GW
is aware of the instantaneous amplitude of the modulated symbols uplinked from
all the other gateways, i. e, |um(n)| ∀m,n. This assumption requires a certain
amount of side information to be exchanged amongst gateways. However, the re-
quired amount of data from other gateways to implement this approach is lower
then full data exchange. For example, if every GW uplinks a 16APSK signal
(two ring constellation), implementing amplitude aware predistortion (AADP)
requires a side information exchange of 1 bit per symbol among each of the
GWs. Compared to this, the centralized solution requires 4 bits of exchange.
We now define the AADP function where each gateway will process its own
data together with the amplitude information received from the other gateways
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to reduce the non-linear effects of the channel. Noting that, given the symbol
up(n) = |up(n)|ejθm(n) and recalling the centralized predistortion function of
(5.4), we redefine the AADP as in (5.8). Such a formulation is independent of
the phase of symbols from other carriers.
xAm(n) = Eθm(n):∀p 6=m{xCm(n)}. (5.8)
Rearranging (5.8), and using E{ejθm(n)} = 0, we obtain the new data function
(equation (5.7), kindly refer to the top of the page) where only the amplitude
of the symbols from other gateways (p 6= m) appears.
In the derivation of (5.7), we obtained only in-band distortion terms for
which we have
ej2pi(fm+fpi−fpi−fm)nTs = 1. The resulting predistortion function in (5.7) in-
cludes not only symbols from the considered carrier um, but also amplitude
terms from all the other carriers |up| with p 6= m. Similar to (5.6), the parame-
ters of (5.7) are a subset of the full set of parameters in (5.4). Differently from
(5.6), however we require instantaneous amplitude data content information to
be available at each gateway. This results in a certain amount of traffic in the
terrestrial network connecting the gateways.
Coarse Joint Data Predistortion
Assuming that a higher connection rate can be supported amongst gateways,
we consider the case in which gateways exchange, for a given uplink modu-
lation scheme, not only the amplitude of the symbols, but also partial phase
information. Given the uplinked data symbols um(n) with phase θm(n), we
define Q(θm(n)) = {1, 2, 3, 4} as the information about the quadrant of the
nth symbol’s phase. We now assume that each gateway provides instantaneous
information about the quadrant of the phase along with the amplitude of the
symbols to all the other gateways. Notice that the quadrant of a symbol is
represented with only two bits. This would require, for a 16 APSK modula-
tion, an exchange involving one bit for the amplitude and two additional bits
to represent the coarse phase information (a total of three bits).
Recalling the centralized predistortion model of (5.4) we define,
xRm(n) = Eθp(n):∀p 6=m{xCm(n)|Q(θp(n)),∀p 6= m}. (5.9)
The novel function referred to as the coarse joint data predistortion (RJDP)
and indicated with the superscript R, can be formulated using (5.9) as,
xRm(n) =
∑
p
∑
k
h(1)p,m(k)u˜p(n− k) (5.10)
+
∑
(p1,p2,p3)∈Ωm
∑
k1,k2,k3
h(3)p1,p2,p3,m(k1, k2, k3)
u˜p1(n− k1)u˜p2(n− k2)u˜∗p3(n− k3)ej2pi(fp1+fp2−fp3−fm)nTs ,
where u˜p(n) = |up(n)|Eθp(n){ejθp(n)|Q(θp(n))} if p 6= m and u˜m(n) = um(n)
otherwise. Focussing on the well known uplink modulation schemes − QPSK,
16APSK and 32 APSK [9]− we have that,
Eθp(n){ejθp(n)|Q(θp(n))} =
1
NQ
∑
θp∈Q
ejθp = ξQ ej[
pi
2 (Q(θp)−1)+pi4 ].(5.11)
5.3. PREDISTORTION TECHNIQUES FOR MULTI-GW SCENARIOS 117
where NQ is the number of symbols falling in the quadrant for the considered
modulation, and 0 < ξQ < 1 with the actual value depending on the considered
modulation. Due to the symmetry of the considered modulation schemes, the
resulting complex vector of (5.11) will always lie on the two main diagonals of
the complex plane (y = −x and y = x). Notice that the predistortion function
of (5.10) applies the same predistortion parameters as those of the centralized
multicarrier predistortion of (5.4).
5.3.2 Side Information to Uplink Rate Ratio
Satellite industry considers ground segment to be critical infrastructure and
hence connecting the multiple GWs adds to the fixed and operational costs.
Thus illustrating the trade-off between performance benefits and connectivity
costs relaxes the requirements on the design and maintenance of these elements
thereby rendering a positive economic impact. In fact, current established mul-
tiple gateway systems do not foresee any data exchange to improve the overall
system performance. The various techniques detailed in the previous sections
require different amounts of data to be exchanged and can also be considered
as intermediate steps in a progressive deployment of ground connectivity. In
particular, depending on the selected predistortion methodology, each gateway
requires to receive a certain amount of side information from all the other GWs
in order to apply the selected predistortion methodology and uplink. We now
evaluate the ratio between the required side information with respect to the
GW uplink transmission rate. This changes depending on the selected predis-
tortion mechanism and with respect to the selected modulation scheme. The
side information to uplink rate ratio for a generic mth GW is defined as,
µm =
∑
p 6=mRp
Tm
(5.12)
where Rp (in bits/second) is the side information received from the pth GW
andTm (in bits/s) is the uplink rate for GW m. Notice that µm varies with the
predistortion technique and modulation scheme. In Fig. 5.4 we evaluate µm
for a three GWs scenario applying different predistortion mechanism, varying
the modulation scheme (assumed identical for all GWs) and assuming uncoded
communication. As shown in Fig. 5.4, IDP does not require any content data
exchange resulting in zero traffic amongst gateways. On the other hand, all
the other techniques require some data content exchange. RJDP shows a rel-
ative decrease of required side information as the modulation order increases.
However, µm does not show such a behaviour for AADP.
5.3.3 Robust Estimation of Predistortion Parameters
It can be easily seen from (5.6), (5.7) and (5.10) that the parameters of the
derived predistortion functions can be extracted from the complete set of the
parameters of the CJDP of (5.4). Towards presenting an unified framework for
estimation and for ease of comprehension, in this section, we discuss parameter
estimation generally referring to the centralized model from which the param-
eters for the other models can be obtained. However, an equivalent estimation
mode wherein each GW estimates its own predistorter parameters based on
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Figure 5.4: Side Information to Uplink Rate Ratio µm for different distributed
predistortion schemes
(5.6), (5.7) or (5.10), without taking recourse to the centralized paradigm, will
be presented at the end of the section.
The CJDP model of (5.4) is linear in the parameters {hm(·)}. The pa-
rameters can be obtained by training, using known sequences of transmitted
and received symbols from all gateways. We can assume at least one dedicated
receiver per beam providing sporadic feedback of received data to the corre-
sponding transmitting gateway. Given the availability of this data, we now
estimate the predistortion parameters using the indirect estimation paradigm.
In fig. 5.5 the indirect learning architecture applied to a multicarrier channel
is depicted. This iterative method computes the predistortion parameters such
that the predistortion function fits into a post-inverse channel function [26,27].
However, indirect estimation can be equivalently pursued without resorting to
iterative algorithm [?,29,39]. The indirect estimation approach depicted in Fig.
5.5 is very sensitive to receiver noise [39]. The receiver noise appears at the
input of the non-linear predistortion function in the lower branch producing a
bias in the corresponding parameter estimates [76].
Referring to Fig. 5.5, the output of the predistortion function in the lower
branch results in a non-linear combination of channel output data {ym} and
receiver noise {ηm}; this is shown in (5.13) at the top of the next page. As a
consequence, the target error to be minimized is biased with a data dependent
non-linear noise component,
em(n) = xm(n)− [x˜nlm(n) + γm(n)] (5.15)
where x˜nlm(n) is the output of the feedback predistortion loop in the ideal case
of zero receiver noise and γ(n) = x˜m(n) − x˜nlm(n) is the non-linear noise which
depends on the input noise and the data as shown in (5.14) at the top of the
next page. This component of the noise affects the output with an average data
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Figure 5.5: Standard indirect learning architecture for multicarrier predistortion
parameter estimation
x˜m(n) =
∑
p
∑
k
h(1)p,m(k)(yp(n− k) (5.13)
+ ηp(n− k)) +
∑
(p1,p2,p3)∈Ωm
∑
k1,k2,k3
h(3)p1,p2,p3,m(k1, k2, k3)
× [yp1(n− k1) + ηp1(n− k1)] [yp2(n− k2) + ηp2(n− k2)]
× [yp3(n− k3) + ηp3(n− k3)]∗ej2pi(fp1+fp2−fp3−fm)nTs .
γm(n) =
∑
p
∑
k
h(1)p,m(k)ηp(n− k)) +
∑
(p1,p2,p3)∈Ωm
∑
k1,k2,k3
h(3)p1,p2,p3,m(k1, k2, k3)(5.14)
[yp1(n− k1)yp2(n− k2)ηp3(n− k3) + yp1(n− k1)ηp2(n− k2)yp3(n− k3)
+ yp1(n− k1)ηp2(n− k2)ηp3(n− k3) + ηp1(n− k1)yp2(n− k2)yp3(n− k3)
+ ηp1(n− k1)yp2(n− k2)ηp3(n− k3) + ηp1(n− k1)ηp2(n− k2)yp3(n− k3)
+ ηp1(n− k1)ηp2(n− k2)ηp3(n− k3))ej2pi(fp1+fp2−fp3−fm)nTs ].
dependent bias,
Eη1,...,M {γm(n)} = σ2
∑
(p1,p2)∈Ωm
∑
k1,k2
[h(3)p1,p2,p2,m(k1, k2, k2) (5.16)
yp1(n− k1)ej2pi(fp1−fm)nTs + h(3)p1,p2,p1,m(k1, k2, k1)
yp2(n− k2)ej2pi(fp2−fm)nTs ]
where σ2 is the noise power assumed to be equal for all carriers. Based on
the approach described for single carrier in [76], we propose a robust indirect
estimation method for multicarrier data predistortion that reduces the effect of
the receiver noise. The estimation method is depicted in Fig. 5.6.
This approach comprises the following steps,
• First, an estimate of the channel model parameters is obtained to be used
120CHAPTER 5. DISTRIBUTEDMULTIPLE CARRIER PREDISTORTION
u1
um
uM
x1
xm
xM
Copy of 
Predistorter
y1
ym
yM
Channel
η1
ηm
ηM
e1
em
eM
Predistortion 
Estimation
Channel
Estimation
Ɛ1
Ɛm
ƐM
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Figure 5.6: Robust Indirect Learning Architecture for Multicarrier Predistortion
Parameter Estimation
for a successive predistorter parameter estimation.
• The obtained channel model then replaces the real channel during the
estimation of predistortion parameters based on the indirect method. In
fact, using the generated output from the channel model, we estimate the
predistortion ideally eliminating the influence of receiver noise.
The key aspect is that the channel model parameters, obtained in the first
step, can be estimated with high accuracy even in the presence of receiver noise
[76]. This aspect is now analyzed in detail.
We consider a multicarrier Volterra model [1] to describe the channel; such
a model is similar to the chosen predistortion function of (5.4). Referring to
Fig 5.2 (no predistortion applied), we define u(n) = [u1(n − K), . . . , u1(n +
K), u2(n−K), . . . , u2(n+ k), . . . , uM (n+K)]T as a column vector with (2K +
1)M entries collecting the input data from all carriers with memory depth K.
Recalling the definition of ym(n) from (5.3) and assuming N samples of trans-
mitted and received symbols, the channel model parameters are estimated by
minimizing,
N−1∑
n=0
|ym(n)− gTm [ψm(u(n))] |2 (5.17)
where gm = [{gm(·)}] is a column vector whose entries are the parameters of the
channel model and ψm is a column vector stacking all the linear and non-linear
combination terms of input symbols as ψm(u(n)) = [{um(n−k)}, · · · , {um1(n−
k1)um2(n− k2)um3(n− k3)∗}]T (using this simplified notation, we have that [·]
indicates the vector and {·} surrounding the entries indicates that undefined
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indexes such as m and k are variable within some range). Towards obtaining
the solution of the least squares problem, we stack these quantities to obtain,
vm = [ym(0), . . . , ym(N − 1)]T , (5.18)
Zm =
 [ψm(u(0))]
T
...
[ψm(u(N − 1))]T
 , (5.19)
so that the minimization can be expressed as ‖vm−Zmgm‖2. The least squares
solution for gm is straightforward, leading to,
gˆm = (ZHmZm)−1ZHmvm. (5.20)
The vector collecting the received symbols vm is affected by receiver noise
ηm. As a consequence, the estimated kernel gˆm = gm+ηgm has an ideal noiseless
component gm and a noise component,
ηgm = (ZHmZm)−1ZHmηm, (5.21)
where ηm = [ηm(0), . . . , ηm(N − 1)]T .
Consider the previously collected N input symbols and using the estimated
channel model parameters, we generate N channel output symbols as y˜m(n) =
gˆTmψm(u(n)). These estimated channel outputs do not have an explicit noise
component but they have an intrinsic noise component generated by the param-
eter estimation error of (5.21),
η˜m(n) = ψm(u(n))T ηgm = [ψm(u(n))]T (ZHmZm)−1ZHmηm (5.22)
the equivalent power of the residual noise at the output of the model can be
evaluated as
E{|η˜m(n)|2} = σ2 [ψm(u(n))]T (ZHmZm)−2 [ψm(u(n))]∗ . (5.23)
Notice that in (5.23) if Zm is well conditioned, we can have E{|η˜m(n)|2} << σ2.
Infact, it can be proved that is E{|η˜m(n)|2} < σ2|| [ψm(u(n))] ||2 κ(Z
H
mZm)2
||(ZHmZm)||2
where κ(·) is the condition number (kindly refer to sub-multiplicative properties
of norm in [?]) and we used κ(ZHmZm) = κ((ZHmZm)−1). Further, since ψm is
a row of Zm, we have that ||ψm|| << ||ZHmZm||2. Thanks to these properties,
the equivalent channel model output noise η˜m(n) can be drastically reduced
compared to the original receiver noise ηm(n). The resulting noise in predistorter
parameters estimation follows (5.14) with η˜m replacing ηm. Hence the resulting
bias would be smaller for the proposed method compared to standard indirect
method. Using the symbols generated by the channel model, we now consider
minimizing,
N−1∑
n=0
|um(n)− hTm [ψm(y˜(n)] |2, (5.24)
where hm = [{hm(·)}] is a column vector whose entries are the parameters of
the predistortion function and y˜(n) = [y˜1(n −K), . . . , y˜M (n + K)]T . Further,
ψm(·) is a column vector stacking all the linear and non-linear combination
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terms of the generated output symbols y˜pi(n − ki) and follows (5.3) (with no
imperfections) . Notice that minimizing (5.24) fits the parameters hm into a
post-inverse channel model. The corresponding least squares problem, similar
to the one derived for the channel parameter estimation, has a solution,
hm = (QHmQm)−1QHmdm, (5.25)
where Qm is an N × j matrix whose rows are [ψm(y˜(·))]T , j being the num-
ber of parameters of hm and dm = [um(0), . . . , um(N − 1)]T the column vector
collecting the N input symbols. Notice that distributed estimation in the afore-
mentioned presentation, given the parameters {hm(·)} of the CJDP model of
(5.4), each gateway will extract the required coefficients depending on the car-
rier m and on the selected predistortion model ( kindly refer to (5.6), (5.7),
(5.10)). Alternatively, given the data vectors for training, each gateway can
directly estimate the parameters of the chosen predistortion model following a
procedure similar to (5.25) and replacing ψm(y˜(·)) by a vector of linear and
non-linear terms relevant to the selected predistortion method.
5.3.4 On-Ground and On-board Signal Predistortion
While the earlier discussion was related to the data predistortion, we briefly
discuss the other paradigm: signal predistortion. On-ground signal predistortion
has been performed on the uplinked wideband signal in [25]. The predistorter
is designed in conjunction with an uplink spectral mask designed to satisfy the
tight out-of-band emission restrictions.
In this centralized scenario, signal predistortion is shown to be effective even
if limited by the uplink spectral mask. On one hand, uplinking of carriers from
different GWs and their superposition over the air, makes the application of
on-ground signal predistortion [25] infeasible. On the other hand, in a multi-
gateway application, it is natural to assume that an uplink mask is assigned to
each individual carrier bandwidth instead of the ensemble. As a consequence
of this, signal predistortion would be limited to the carrier bandwidth resulting
in single carrier predistortion and essentially being similar to data predistortion
that is applied to the signal before pulse shaping (refer to fig. 5.3). This mo-
tivates us to consider on-board processing which can render gateway operation
completely independent.
In general, analogue on-board processing is considered feasible and it is usu-
ally implemented in the RF domain [77], [78]. However, on-board digital process-
ing [79] is typically not considered in general communication satellites, especially
those in GEO orbits, due to the due to the rigid reliability requirements (related
to the hostile environment, mission cost and expected satellite lifetime), power
efficiency and mass limitations. In this chapter, we consider as benchmark, an
on-board processing technique to compensate linear and non-linear distortion
effects as depicted in Fig. 5.7.
Referring to the Saleh [23] model and based on [80], we can analytically de-
rive the ideal memory-less on-board signal predistortion function to obtain a lin-
earized amplifier response. The Saleh function is defined as y = A(|x|)ej(χ(|x|)+∠(x))
where A(|x|) = αa|x|βa|x|2+1 and χ(|x|) =
αp|x|
βp|x|2+1 . The predistorted signal input to
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Figure 5.7: On-board digital signal predistortion scheme
the amplifier is defined as xPD = xP (|x|)ejΩ(|x|) where,
P (|x|) =
 αa−
√
α2a−4βa|x|2
2βa|x|2 if |x| < |y|sat,|x|sat
|x| if |x| > |y|sat
where |x|sat = 1√
βa
and |y|sat = αa2√βa are the amplitude saturation coordinates
[80]. The predistorted phase for ideal compensation is simply defined as Ω(|x|) =
−χ(|x|P (|x|)) [80]. Notice that the predistortion function P (|x|), differently
from [80], includes a clipping mechanism such as |x|PD being hard limited to
|x|sat.
The obtained linearized amplifier response as shown in Fig 5.8 results is a
perfectly linear characteristic in the invertible region and in a flat response in
the saturation region. Phase distortion is completely compensated. Further,
Figure 5.8: On-board HPA AM/AM and AM/PM characteristics and linearizion
in addition to the linearizion of the memory-less amplifier response, we include
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digital on-board filtering to compensate for the linear distortions introduced by
the IMUX and OMUX filters. This is depicted in Fig. 5.7 as Linear Com-
pensation and it includes a linear filter (FIR) designed to pre-compensate the
cascaded IMUX and OMUX distortion effects. The filter coefficients are esti-
mated following a simple MMSE (least squares) design.
5.4 Simulation Results
In this section, we numerically compare the performance of the devised dis-
tributed predistortion methods. The baseline scenario includes the basic com-
pensation of the warping distortion effects applying a one tap MMSE linear
equalization. Further, we consider on-board signal predistortion as an upper
bound on performance. The robustness of the proposed parameter estimation
scheme with respect to noise will also be illustrate. Further, the sensitivity to
imperfections in uplink synchronization will also be assessed.
5.4.1 Figure of Merit
Total Degradation (TD) is a traditional figure of merit for evaluating the per-
formance over non-linear channels [6, 20]. It is defined as,
TD|@BER = Es
N0
|NL − Es
N0
|AWGN + OBO (5.26)
where EsN0 |NL − EsN0 |AWGN represents the energy loss between the non-linear and
linear channels for a given target bit error rate (BER). Output Back Off (OBO)
is defined as the ratio in dB between the multicarrier signal output power and
the saturation output power of the selected amplifier model. For the considered
amplifier model, we have a nominal saturation output power of 0 dB. When
the amplifier is operated in the high efficiency region, it yields strong distor-
tion effects increasing the needed EsN0 |NL , while in linear operation we have a
power efficiency degradation and the same is accounted by the OBO. The total
degradation when illustrated as a function of the OBO resulting in convex ; its
minimum identifies the optimal amplifier operating point. Notice that (6.40)
reduces to TD|@BER = OBO in case of perfect compensation or absence of
non-linear interference and serves as a lower bound.
5.4.2 Scenario Definition
A simulation chain has been set up for evaluating the performance of the pro-
posed techniques. Referring to the DVB-S2 standard for satellite communica-
tion [9], we consider the signal characteristics described in Table 5.1.
Similarly to [1,25], the choice of using higher order modulation is motivated
by the challenges posed by them while achieving higher spectral efficiency. The
high PAPR typical of the multi-ring constellation (such 16/32APSK) is further
enhanced in case of multiple carrier signaling. Hence, such a scenario presents
an ideal case to depict the applicability of the proposed algorithms to challeng-
ing settings. In Table 5.1, EsN0 in the training phase corresponds the noise during
predistorter parameter estimation. A high oversampling rate is needed for sim-
ulating the chain due to the spectral enlargement caused by non-linearities.The
5.4. SIMULATION RESULTS 125
Table 5.1: Simulation Parameters
Number of carriers/gateways M = 3, 5
Modulation, Code Rate 32APSK, 9/10
Symbols rate , Roll Off Rs, ρ = 0.25
Carrier frequency spacing, 4f 1.25 Rs
Target BER 10−5
Es
N0
|AWGN @ Target BER 16 dB
Es
N0
@ Training Phase 25 dB
HPA Saleh model [23]
power imbalance parameters are considered to be ideal, i.e., wm = 1, ∀m in
(5.1).
5.4.3 Predistortion Model Settings
The CJDP function of (5.4) requires the definition of parameters such as mem-
ory depth as well as the selection of the intermodulation terms to be included.
Differently from previous works on multicarrier data predistortion [?,29] we con-
sider not only the in-band distortion terms for which fp1 + fp2 − fp3 − fm = 0,
but also the first order out-of-band terms of the model [1], for which we have
fp1 + fp2 − fp3 − fm = ±∆f . As shown in [1], the inclusion of these terms
improves the model accuracy. The in-band and out-of-band terms are listed in
Table C.1, C.2 and C.3 of Appendix C.1 for a third degree non-linear Volterra
model for three and five carriers. Notice that the out-of-band terms are not
included in the IDP and AADP predistortion methods but only in RJDP and
CJDP.
Due to the large amount of intermodulation terms considered, and towards
reducing the predistorter complexity, we selected a subset of non-linear terms
that include memory effects. Referring to the CJDP model of (5.4), we con-
sidered a single side memory depth K1 = K3 = 10 for the linear and in-band
non-linear terms (kindly refer to Table C.1). Further, non-linear memory is lim-
ited only to the diagonal terms such as k1 = k2 = k3 (kindly refer to (5.4)). On
the other hand, the out-of-band inter-modulation terms are considered memo-
ryless (kindly refer to Tables C.2, C.3). This particularly chosen setting is the
result of several simulation tests and fine tuning conducted with the purpose
of trading off the relative performance gain and the complexity of parameter
estimation.
5.4.4 Performance Evaluation
In this section we evaluate the TD of the considered methods for a three and
five carriers scenarios.
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Three carrier scenario
In Fig. 5.9 and 5.10 we see the TD results for a three carrier multi-gateway
channel. Observing the result of the central carrier in Fig. 5.9, the perfor-
mance improves as expected with the amount of side information. IDP provides
a significant interference reduction compared to the case where only average
warping compensation is applied of about 0.5− 0.75 dB. A minor gain of about
0.2 − 0.3 dB is provided by the AADP over the IDP for the central carrier
while the gain is 0.5− 0.75 dB for the outer carrier. On the other hand RJDP
substantially improves the power efficiency and provides additionally 1 − 1.5
dB of gain over AADP for the central carrier. CJDP provides about 0.5 dB
of further improvement. The performance upper bound defined by the case of
on-board signal predistortion is quite close the performance of the CJDP (about
0.3 dB) demonstrating the accuracy of the data predistortion model over signal
predistortion The external carrier performance (only one carrier is shown for
symmetry) is similar to the central carrier, but degrades to a lower extent.
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Figure 5.9: Total Degradation Performance for the Central Carrier: Three Car-
riers Channel
Five carrier scenario
Fig. 5.11 shows the TD for the central (innermost) carrier in a five carrier
scenario. The order of performance for the different techniques is similar to the
three carrier scenario, albeit, with reduced relative gains. Fig. 5.12 shows the
TD result for the external (outermost) carrier in a five carrier scenario. Due to
the nature of the channel [1], outer carriers are, in general, subject to lower ACI
compared to inner carriers, thereby providing slightly lower TD values.
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Figure 5.10: Total Degradation Performance for the Outer Carrier: Three Car-
riers Channel
5.4.5 Sensitivity to Estimation Noise
In this section, we evaluate the performance of the robust estimation method
presented in Section 5.3.3 with respect to standard indirect estimation [29].
During the estimation phase, a certain amount of noise, specified by Es/N0,
is applied at the receivers. Clearly, this affects the accuracy of the estimated
predistortion coefficients for all the devised predistortion models. The corre-
sponding TD is now evaluated for a given OBO in a three carrier scenario.
Fig. 5.13 and 5.14 show the variation of TD with respect to the applied esti-
mation noise for the central and outer channel, respectively. Standard (indirect)
estimation is shown to be very sensitive to the estimation noise for all the con-
sidered techniques, while robust estimation outperforms the standard method
while providing a response invariant to noise level. The comparison illustrated
in Fig. 5.13 and 5.14 includes also the direct estimation method proposed in [?]
and here applied to the complete model case of CJDP. As shown in [?], direct
learning outperforms standard indirect estimation when high noise is present
during parameter estimation. On the other hand, at a lower noise regime, we
have a minor loss due to the modeling errors typical of the direct estimation [39].
5.4.6 Analysis of Sensitivity to Synchronization
The devised distributed data predistortion techniques rely on the assumption
that gateways are capable of sharing some data content as side information. Fur-
ther, for the full predistortion model of (5.4) to hold, we require frequency and
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Figure 5.11: Total Degradation Performance for the Central Carrier: Five Car-
riers Channel
time synchronization across gateways. Assuming the availability of such a syn-
chronization mechanism, for instance based on the GPS signal (the GPS timing
signal provides accuracy in the order of 100 ns and is already used to synchronize
terrestrial wireless base stations [81]), we now investigate the system sensitivity
to drifts in synchronization parameters (measured with the parameters m and
φm of (5.3)). Referring to (5.3), we consider estimating the predistortion pa-
rameters for a reference case with m = 0 and φm = 0 , ∀m, while in a second
phase, we test the system performance simulating a drift in one of the uplink
synchronization parameters.
In Fig. 5.15, 5.16 we evaluate the variation of the TD at a given OBO, for
the central and outer carrier, with respect to a baseband timing misalignment
2. It should be noted that the misalignment occurs only in the inner carrier
while φm = 0 ∀m.
Fig. 5.15 and 5.16 show that if the alignment of the baseband signals de-
viates from the ideal case, the system undergoes a significant performance loss
for all cases except, as expected, IDP which remains invariant. On the other
hand,even with 30% sync losses, having some data exchange provides better
performance than IDP. The synchronization error is introduced in the inner
carrier resulting in higher degradation in the inner carrier. However, observing
Fig. 5.16, relative to the outer carrier, we notice a significant sensitivity to the
inner carrier synchronization as well.
Similar to the previous case, in Fig 5.17 and 5.18 we consider an ideal pre-
distortion estimation phase in which m = 0 and φm = 0, ∀m and a subsequent
operational phase where only φ2 undergoes a drift. In Fig. 5.17 and 5.18
we observe severe degradation in the cases of CJDP and RJDP, while IDP and
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Figure 5.12: Total Degradation Performance for the Most External Carrier:
Five Carriers Channel
AADP provide completely invariant performance. The invariance to phase drift
of both the IDP and AADP is related to their in-band distortion nature (kindly
refer to (5.6) and (5.7)). Given the in-band distortion characteristic of (5.6) and
(5.7), we can easily show that the predistortion function is linear with respect
to phase rotation. Essentially,
xI, Am (n) , fI, A(u1(n), . . . ,um(n), . . . ,uM (n)) (5.27)
ejφmfI, A(. . . ,um(n), . . . ) = fI, A(. . . , ejφmum(n), . . . ).
Using this property, we can claim that a phase rotation applied to the predis-
torted symbol is equivalent to a rotation of the data um(n) by the same amount
(xI, Am (n) → ejφmxI, Am (n) ⇒ um(n) → ejφmum(n)). Thus the effect of phase
rotation by the channel can be moved to the data allowing the receiver to com-
pensate the same via simple equalization. This indicates the importance of the
single tap MMSE equalizer. However, property (5.27) does not hold when out-
of-band terms are included in the predistortion model (for example CJDP and
RJDP methods). Thus the resulting mismatch cannot be compensated by the
single tap equalizer.
5.5 Conclusion
In this chapter we proposed several predistortion techniques with the goal of
counteracting non-linear effects in a multi-gateway non-linear satellite channel.
Different on-ground distributed data predistortion algorithms have been pro-
posed to trade-off between required information exchange amongst gateways and
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Figure 5.13: Sensitivity of TD to Estimation Noise: Central Carrier of Three
Carriers Channel
system performance. A robust estimation approach has been devised for multi-
carrier predistortion improving substantially the system performance. Assump-
tions on synchronization have been critically analyzed and investigated through
extensive sensitivity simulations. AADP, amongst all the considered schemes,
is the one providing the best trade-off between performance and amount of re-
quired terrestrial data traffic, as well as a stable performance with respect to
uplink synchronization mismatches.
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with 1 = 3 = 0: Inner Carrier
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Figure 5.16: Total Degradation Sensitivity to Inner Carrier Timing Error 2
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Chapter 6
Equalization Techniques
6.1 Introduction
In this chapter we present different approaches to the equalization of a mul-
tiple carrier non-linear satellite channel. This includes different scenarios and
techniques:
• UT equalization in the forward link:
– Single carrier equalization [29,30,58] ( presented in section 6.2)
– Low complexity multiple carrier equalization [59](presented in section
6.3)
• Multiple carrier GW equalization [61] (presented in section 6.4)
Single carrier UT equalization techniques are considered for commercial
broadcast applications. In this chapter we propose symbol and fractional space
equalization and performance are evaluated in the multiple carrier scenario in
combination with multiple carrier predistortion techniques discussed in chapter
3. Further, we devise a method to enhance receiver decoding performance for
fine optimization over the residual distortion bias in the received constellation.
Joint equalization or multiple received carriers is considered for professional
applications in the forward link. Low complexity multiple carrier joint equaliza-
tion is enabled by applying specific complexity reduction techniques, generally
known as Least Absolute Shrinkage and Selection Operator (LASSO), to limit
the total number of model parameters. This contribution includes the compar-
ison with an equivalent predistortion model. in the specific, our contribution
refers only to the design and definition of the equalization while the LASSO al-
gorithm and the predistortion itself are developed from the main author of [59].
Finally we consider a multiple carrier return link, in section 6.4 we pro-
pose gateway joint equalization of multiple carrier, each one representing an
independent user, to improve carrier spectral efficiency.
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6.2 Symbol and Fractionally Spaced Equaliza-
tion
In the following we present symbol and fractionally spaced single carrier equal-
ization for multiple carrier satellite channels. The considered scenario and chan-
nel model is the one presented in chapter 2 and is herein repeated for complete-
ness.
6.2.1 Multiple Carrier Scenario
Figure 6.1 illustrates the addressed satellite system scenario, which refers to
a multicarrier satellite channel where independent channels are uplinked to a
transparent satellite. A gateway transmits a broadcast or broadband forward
link carrier, typically a DVB-S2 signal, to a number of receivers. The consid-
ered frequency bands are mainly Ka-band and Ku-band frequencies for broad-
cast or broadband fixed satellite services (BSS/FSS) applications. On board
the satellite, joint filtering and amplification takes place before the signals are
downlinked to ground receivers. As described in [29], joint on board filtering and
amplification of the stream of carriers allows for a significant saving in hardware
complexity and weight.
GW
SATELLITE 
TRANSPONDER
USER TERMINALS
Figure 6.1: Satellite Communication System Scenario
6.2.2 Multicarrier Non-linear Satellite Channel Charac-
teristic
The channel model is shown in Figure 2. M carriers are uplinked from a single
gateway to a satellite transponder for channelization power amplification.
IMUX and OMUX filter responses are depicted in Figure 6.3 for the case of
a standard 36 MHz transponder bandwidth.
On-board HPAs are implemented with TWTAs that are intrinsically non-
linear, especially when operated in their high efficiency region. However, partial
linearization of the TWTA amplifier can be achieved on-board by means of
specific RF technology resulting in the Linearized-TWTA (L-TWTA). Further,
the TWTAs used in Ku-band can be assumed to have a transfer characteristic
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Figure 6.2: Channel Model for the considered scenario where fm is the mth
carrier center frequency and pm is the pulse shaping function
Figure 6.3: Typical IMUX and OMUX filter characteristics
largely independent of the frequency. Such memoryless amplifier functions are
characterized by the AM/AM and AM/ PM curves. These curves are depicted in
Figure 6.4 for a representative TWTA and L-TWTA considered in the exercise.
Since the channel is non-linear and has memory, we not only have constel-
lation warping effects but significant ISI and ACI. Inter-symbol Interference is
generated by the inherent memory combined with the non-linear characteristic
of the amplifier. However, in our scenario, the dominant interference effects are
the non-linear ACI excited by the intermodulation products generated by the
multicarrier joint amplification.
6.2.3 Baseline On-ground Mitigation Techniques
Multicarrier data predistortion is considered at the transmitting gateway in
combination with single carrier symbol rate equalization at the receiving user
terminals [29].
Figure 6.5 depicts the overall baseline system model where both predistortion
and equalization are applyed. As discussed in Chapter 3, data predistortion
function takes the form of a multicarrier memory polynomial where each carrier
is predistorted by a polynomial function with memory,
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Figure 6.4: LUT based AM/AM and AM/PM characteristics TWT 197 (left)
and LTWTA
HPA
p1
pm
pM
p1
pm
pM
f1
fm
fM
f1
fm
fM
u1
um
uM
y1
ym
yMη 
DPD
. . .
. . .
. . .
. . .
. . .
. . .
UPLINK DOWNLINK
RX1
RXm
RXM
GATEWAY
IMUX OMUX
SATELLITE TRANSPONDER
x1
xm
xM
EQ
EQ
EQ
r1
rm
rM
Figure 6.5: System Block Diagram
xm(n) =
∑
p
∑
k1
h(1)m,p(k1)up(n− k1) + (6.1)∑
p1p2p3
∑
k3
h(3)m,p1,p2,p3(k3)up1(n− k3)up2(n− k3)up3(n− k3)∗
where up(n − kp) is the n − k th symbol of the pth carrier and h(d)m (k) are the
coefficients relative to the polynomial degree d. Parameters estimation is based
on sporadic feedback provide by some dedicated receiver to the transmitting
gateway1. Single carrier symbol rate equalization is implemented at the UT
applying MMSE linear of linear symbol rate filtering,
ym(n) =
∑
k
hm(k)rd,m(n− k) (6.2)
where yp(n − k) is the n − k th symbol of the mth carrier and hm are the
linear coefficients. Estimation of the equalizer parameters is performed using
the pilots already included in DVB-S2 standard [9].
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6.2.4 Symbol Spaced Equalization for Multiplecarrier
While multicarrier digital predistortion is implemented at the transmitter side,
in reality, it cannot fully compensate the distortion effects of the channel. Digital
predistortion implemented in the form of a memory polynomial function is well
suited to compensate for the effects of IMUX and HPA , while the remaining
distortion introduced by the OMUX filter can be effectively addressed by single
carrier linear equalization at the receiver side. Moreover, equalization at the
receiver can be easily made adaptive capable to track fast channel variations
with the aid of dedicated training symbols.
Symbol spaced equalization operated after the receiver match filter on the
sampled signal (kindly refer to Fig. 6.6). The sampling rate corresponds to the
symbol rate Rs.
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Figure 6.6: Symbol Spaced Equalization
y(n) = rd(n)h (6.3)
where rd(n) = [rd(n), · · · rd(n −N)]T , N the filter memory depth and h is the
receiver coefficients vector.
Identification
For a given order and memory, estimation of the kernel coefficients can be for-
mulated as a Linear Least Squares problem In this work, a standard Recursive
Least Squares implementation is considered to reduce the complexity and to be
able to track channel changes. In all equalization cases, RLS technique is em-
ployed to iteratively adapt the kernel coefficients to channel changes according
to the following set of equations:
e(i) = d(i)− u(i)Th(i− 1) (6.4)
g(i) = P (i− 1)u(i)
∗
γ + u(i)TP (i− 1)u(i)∗ (6.5)
P (i) = γ−1P (i− 1)− g(i)u(i)T γ−1P (i− 1) (6.6)
h(i) = h(i− 1) + e(i)g(i) (6.7)
where u(i) is the vector of all the linear terms included in the equalization
function (form and number of terms depend on the type of model, degree and
memory depth), h(i) = [hi1(0), · · ·hi1(K − 1)]T , is the vector consisting of the
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kernel coefficients during the ith instance, d(i) is the desired symbol and γ the
forgetting factor.
Each frame is assumed to have a dedicated codeseg1 of 90 training symbols
in the target modulation. This allows supporting Adaptive Code Modulation
operation mode foreseen by the standard, as well as estimating the drift in
channel parameters. From simulation results the forgetting factor has been set
to 0.995.
6.2.5 Fractionally Spaced Equalization for Multiple car-
rier
The primary goal of this work is to investigate the use of FSE in a multicarrier
scenario with the aim of reducing the performance degradations caused by
• Non-constant group delay of the on-board filters
• Residual non-linear distortions that are present after the use of DPD
Further, the FSE is implemented on a per carrier basis with the requirement
of a low receiver complexity. In view of this, we consider a FSE working at
an oversampling factor of 2 and not any higher. This receiver is based on the
assumption that the group delay distortions are significant and that the DPD
has well compensated for the non-linear distortions. In addition, it is also seen
from earlier works that the gains in performance due to higher oversampling do
not offset the increase in receiver complexity and training overhead. Hence the
oversampling factor of 2 is considered henceforth.
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Figure 6.7: Fractionally Spaced Equalization
Given the restriction to an oversampling of 2 and referring to Figure 6.7, we
consider a general equalization function with the expression,
y(n) =
∑
k1
b(k1)v(n− k1) (6.8)
where v(n − k) is the n − k th received symbol in upsampled domain and
b are the linear coefficients. Notice that in Figure 6, we consider as matched
filter a standard square root raised cosine function as per DVB-S2 standard.
The output of the FSE is sampled at the symbol rate. It is important to note
that the bandwidth of the signal used in processing is (1 + ρ)/Ts where ρ is the
roll-off factor and corresponds to the bandwidth of the matched filter and Ts to
the symbol time. Let y(n) be the output of FSE when v(n) is the stream input
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to the FSE. Assuming that the training consists of N pilots denoted by um(n),
the coefficients of the FSE are designed to minimize the error
∑N
n=1E[r(n) −
u(n)]2 where r(n) is the response of the FSE tov(n). Further v(n) is the stream
obtained when u(n) is transmitted. The minimization is a Linear Least Squares
problem (both for linear filters and kernel of non-linear filters) and can be solved
using standard techniques as described in section 6.2.4.
Optimized Demapping
Demapping in the traditional sense involves generating Euclidean distance be-
tween a received (and processed) point and those in the constellation. However,
since the non-linearites and memory effects are not completely compensated, a
bias is, in general, added to the constellation points at the receiver. In other
words, the centroids obtained from the scatter plot do not coincide with the
reference constellation points. To overcome this mismatch, the decoder is tuned
to compute Euclidean distance to the centroids and not the constellation points
per-se. Let Fk be the cluster of points obtained corresponding to the constella-
tion points ak. Let ck denotes the centroid of Fk obtained as,
ck = arg mincâĄą
∑
x∈Fk
|x− c|2, k ∈ [1,M ] (6.9)
Instead of finding the Euclidean distance between any received point and ak,
we consider demapping to ck. The proposed scheme differs from the âĂĲaverage
constellation demappingâĂİ (ACD) where the demapping is performed to βak
where β is obtained as,
β = arg minc
∑M
k=1
∑
x∈Fk |x− c|2)∑M
k=1 |ak|2
(6.10)
On the other hand, the centroid based demapping (CBD) uses M variables
instead of one in the average constellation demapping. Figure 6.8 show the
residual bias between the estimated centroids and the standard reference con-
stellation points.
The centroids are obtained apriori using the same training used for the es-
timation of the equalizer coefficients. Once the centroids are obtained, imple-
menting the centroid based decoding is trivial. Note that a serial processing
paradigm is used: equalizer coefficients are derived first based on constellation
points and then the centroids are found using the equalizer output (after equal-
ization is applied). This method is straightforward (if not optimal) and allows
for a simpler decoder implementation.
6.2.6 Performance Evaluation
Figure of Merit
Performance of each channel is evaluated by means of the Total Degradation
(TD) [6] defined as,
TD|BER = Es
N0NL
− Es
N0AWGN
+OBO (6.11)
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Figure 6.8: Noiseless Receiver Scatter Plot with Centroids for a Three Carriers
Satellite Channel
Here, EsN0NL is the signal to noise ratio needed in the considered non-linear (NL)
channel to achieve the target bit error rate (BER) for the specific modulation
and code scheme, while EsN0AWGN is the signal to noise ratio achieving the sametarget BER with an identical transmission scheme but with a linear AWGN
single carrier channel and, finally, OBO is a measure of the on-board HPA
power efficiency. The total degradation results in a convex function of the
output back-off providing for the optimal amplifier operating point.
Numerical Results
Figure 6.9 shows the performance evaluation for symbol spaced equalization for
a three carrier channel with multiple carrier data predistortion applied at the
transmitter.
Symbol spaced equalization can provide about 0.2 dB of extra gain at the
top of multple carrier multiple carrier predistortion (kindly refer to Fig. 6.9).
Additional gain can be achieved applying fractionally spaced equalization and
optimized receiver decoding (kindly refer to Figures 6.10,6.11).
Results show that FSE is capable of improving performance over symbol
spaced equalization. Further, centroid decoding provides an additional perfor-
mance gain compensating the residual warping effects for an optimal decoding
process.
6.2.7 Robustness to Sampling Error
In this section, we assess the sensitivity of FSE and standard equalization with
respect to receiver sampling error. The sensitivity is investigated by computing
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Figure 6.9: Symbol Spaced Equalization Performance For Three Carrier With
10 Mbaud (16 APSK 3/4), Roll-Off = 0.2, Interpolated LUT For TWTA No
Overlap Among Carriers
the system bit error rate when the receiver sampling is intentionally moved from
the ideal sampling instant. The bit error rate results for the inner channel in a
three carriers scenario is depicted in Figure 6.12 for different sampling errors.
FSE equalization can substantially compensate for the receiver sampling error
even when considering very large error. On the other hand, symbol rate equal-
ization is very sensitive to sampling error and can generate severe performance
degradation.
The section studied the use of Symbol and Fractionally Spaced equalization
techniques for multiple carrier non-linear satellite channels. Multicarrier data
predistortion is considered as baseline at the uplink GW while FSE equalization
techniques are evaluated at the UTs for different scenarios. Towards improving
decoding performance, optimized symbols demapping is implemented after FSE
to compensate for the residual distortion bias. FSE is shown to provide 0.1 - 0.2
dB of TD gain. The combination of FSE with the optimized symbols demap-
ping method provides an addition 0.1-0.3 dB of TD reduction. Further, also in
this specific scenario, it is shown that FSE is very robust to the receiver sam-
pling error. In conclusion FSE is shown to provide improved performance and
robustness with very low complexity impact in the UT architecture motivating
its use in future satellite systems.
In the following section we consider multiple carrier joint equalization at the
user terminal for improved performance in professional applications.
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Figure 6.10: Comparison of FSE With Centroid Based Demapping And Average
Constellation Demapping For Dual Carrier With 16.36 Mbaud (16 APSK 3/4),
Roll-Off = 0.2, Interpolated LUT For TWTA No Overlap Among Carriers
6.3 Joint Multiple Carrier Equalization Forward
Link
6.3.1 Introduction
In common broadcast applications involving multicarrier systems, the GW has
access to all carriers while the UT can decode only one carrier. This scenario
allows joint processing of all carriers only at the GW which enables multicarrier
DPD [29] for interference mitigation. However, in the next generations of satel-
lite systems, joint processing of all carriers can still be envisaged enabling the
use of multicarrier EQ techniques as described in [1,20]. Such scenarios include
professional receivers on the forward link having enhanced capability or GW
processing of multiple carriers on the reverse link with carriers originating from
different users. The latter scenario arises since the return link comprises ele-
ments similar to forward link described earlier [20] and it excludes the possibility
of a joint DPD.
In this section, we present low complexity mitigation techniques for mul-
ticarrier nonlinear satellite channels working at the symbol rate (data-level).
We compare two distinct scenarios: the first one where only joint processing
is applicable at the GW employing DPD [29], secondly, we consider a scenario
where joint processing of all carriers can be performed at the receiver employ-
ing equalization [20]. Building on the works of multicarrier data DPD [29] and
equalization [1], we provide a solution that minimizes the complexity of the
6.3. JOINT MULTIPLE CARRIER EQUALIZATION FORWARD LINK 145
Figure 6.11: Comparison of FSE With Average Constellation Demapping And
Centroid Based Demapping For 3 Carrier With 32 APSK 4/5, Roll-Off = 0.2,
Interpolated LUT For TWTA, No Overlap Among Carriers
implementation with minor performance degradation. Complexity reduction is
obtained by systematically reducing the MIMO Volterra basis function set using
the LASSO, algorithm [60] in a basis pursuit approach. The solution obtained
by such an algorithm is sparse, producing an efficient basis representation of
the system. While, a similar algorithm has been applied to reduce complexity
in Volterra models [82], to the best of the authors’ knowledge this is the first
time a LASSO algorithm is used in a multicarrier framework. The multicar-
rier scenario deals with a much larger bases set compared to the single carrier
system, thereby strongly motivating the application of our approach. In this
section we also trade-off the predistorter and equalizer for performance, com-
plexity and ease of implementation, with emphasis on parameter identification
in time-varying channels.
6.3.2 Multiple Carrier Transmission : System Overview
Scenario
The system considered involves broadcast transmission from a single gateway to
many receivers through a transparent satellite transponder wherein only filtering
to remove out-of-band noise, amplification and channelization of the streams are
assumed to occur.
The satellite transponder is formed by a cascade of IMUX, HPA and the
OMUX. The bandpass filters (IMUX/OMUX) are modeled as finite impulse
response (FIR) digital filters. The HPA is characterized by the amplitude and
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Figure 6.12: Sensitivity of equalization schemes to timing error, central carrier
of a three carrier per HPA channel, 16 APSK, Roll Off=0.2, IBO=4 dB, LDPC
with Code Rate=3/4
phase distortion curves, known as AM/AM and AM/PM curves, and are mod-
eled by the well-known Saleh model [23]. The model is described in (6.12) and
the parameters of the model for a typical DVB-S2 application can be obtained
by curve-fitting to the experimental data in [9],
A(z) = α0z1 + α1z2
,
Γ(z) = β0z
2
1 + β1z2
(6.12)
with z denoting the magnitude of the complex-valued base-band signal at the
input of the HPA, and A, Γ representing its AM/AM and AM/PM conversion,
respectively.
Based on the HPA and IMUX/OMUX described above, the satellite transpon-
der can be modeled as a nonlinear system with memory. The memoryless non-
linearity causes constellation warping and ACI while the ISI is caused by the
filters per se and their coupling with the nonlinearity. While ISI and constella-
tion warping are present in a single carrier system [6], multicarrier systems are
further affected by ACI and IMD that severely distort the received symbols [1].
The output of the transponder is received at the terminals perturbed by
additive white Gaussian noise (AWGN). After matched filtering made to the
shaping pulse (square root raised cosine with roll-off factor ρ) in accordance
to the DVB-S2 standard [9], and sampling (assuming coherent receiver), the
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received signal on the i-th branch takes the form,
yi(n) = gi({{ui(n− l)}l=0}Ki=1) + ηi(n) (6.13)
where gi(·) models the transponder effect on the i-th carrier and ηi(n) is the
AWGN. Note that, the i-th received signal yi is a function of all carrier sequences
through gi(·).
Volterra Analysis
As discussed in chapter 2, the multiple carrier satellite channel can be modeled
as a multiple carrier baseband Volterra system as,
yi(n) = y(1)i (n) + y
(3)
i (n) + y
(5)
i (n) + . . .
y
(1)
i (n) =
K∑
k1=1
∞∑
m1=0
hk1(m1)uk1(n−m1),
y
(3)
i (n) =
K∑
k1,k2,k3=1
∞∑
m1,m2,m3=0
hk1,k2,k3(m1,m2,m3) . . .
uk1(n−m1)uk2(n−m2)u∗k3(n−m3),
y
(5)
i (n) =
K∑
k1,...,k5=1
∞∑
m1,...,m5=0
hk1,...,k5(m1, . . . ,m5) . . .
uk1(n−m1)uk2(n−m2)uk3(n−m3) . . .
u∗k4(n−m4)u∗k5(n−m5),
(6.14)
where i = 1, . . . ,K. ui(n) and yi(n), respectively, denote the transmitted and
received symbols on the i-th carrier at n-th instance. Further, the signal y(p)i (n)
represents the contribution of the p-th nonlinear order at the i-th received car-
rier, and {hk1,...(m1, . . .)} are the Volterra kernels [24]. Note that (6.14) only
includes odd nonlinear orders since those are responsible for the in-band distor-
tion encountered at the output of the nonlinear channel [1, 83]. For complexity
reasons to be discussed below and for fostering a hardware implementation, the
series in (6.14) is truncated to a certain memory depth and nonlinear order.
Assuming that the series (6.14) is truncated to P -th nonlinear order with
Mp being the memory depth for the (2p− 1)-th nonlinear order, the number of
parameters in (6.14) corresponds to
∑P+1
2
p=1 K
2p−1(Mp + 1)2p−1. This number
exponentially increases with nonlinear order and memory depth and further
motivates the truncation. Fig. 6.13 illustrates this relationship using Mp = 2
for all nonlinear orders. The number of terms grows with the nonlinear order
(P ), memory depth (Mp), and the number of carriers (K). Notice that the
number of parameters for the MIMO system are orders of magnitude larger
than for the SISO system. Even with a modest nonlinear order of 3, a 5 × 5
MIMO system increases the number of parameters by two orders of magnitude
compared to a SISO system. The large number of parameters in the latter is a
well-known problem and has given rise to large research efforts in finding more
parameter efficient models [84]. There is a certain level of redundancy in the
formulation due to the permutations of the terms that can lead to identical
contribution, such as, xixjx∗z = xjxix∗z, referred as symmetry [85]. The general
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trends are, however, the same as presented in Fig. 6.13 even if redundancy is
considered.
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Figure 6.13: Number of parameters versus the nonlinear order in the Volterra
series using 2 memory depth for all nonlinear orders. Single (SISO) and mul-
tiple input/ output (MIMO) channels are reported. Redundancy due to the
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The Volterra model in (6.14) describes the impairments in the received car-
rier symbols; for every nonlinear order p. These terms can be further identified
as IMD, ISI and ACI that limit the achievable throughput. Enhancing the
throughput in such situations is taken up next.
6.3.3 Nonlinear Mitigation Techniques
In this section, we describe the two designed countermeasures for multicarrier
nonlinear channels: DPD and EQ. The parameter identification method applied
to both techniques is presented, and, subsequently we provide the method for
complexity reduction based on a basis pursuit approach.
Multicarrier Data Pre-distortion
Digital pre-distortion (DPD), introduced at the GW, aims to mitigate the chan-
nel interference and to increase power efficiency. Joint processing of carriers
allows pre-cancellation of the relevant interference generated by the IMD prod-
ucts. Further, processing is performed at data level (at symbol rate), prior to
pulse shaping, in order to avoid signal spectral regrowth on the uplink channel
and to reduce the GW hardware requirements [86] (cf. Fig. 6.14).
The pre-distorter function is designed to approximate the inverse channel,
which is also nonlinear and dynamic, and hence can be described by Volterra
series. As a consequence, the predistorter output for the i-th carrier, qi(n), 1 ≤
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i ≤ K can be described as,
qi(n) = [φi(uM (n))]Twi, (6.15)
where qi(n) denotes the predistorted symbols and wi is the
∑P+1
2
p=1 K
2p−1(Mp +
1)2p−1×1 vector of the predistorter parameters which are the coefficients of the
Volterra series. Thus, the number of parameters in wi corresponds to the num-
ber of basis functions of the MIMO Volterra series. φi() is the vector comprising
the nonlinear input combinations. In particular, we define,
u(n) = [u1(n), . . . , uK(n)]T , (6.16)
uM (n) = [uT (n−M), . . .uT (n+M)]T . (6.17)
Further, the entries of the
∑P+1
2
p=1 K
2p−1(Mp + 1)2p−1 × 1 vector φi() are the
Volterra basis φ{d}k1,...,kd/m1,...,md defined as [83],
φ
{d}
k1,...,kd/m1,...,md
(u(n)) =
(d+1)/2∏
j=1
ukj (n−mj) . . .
d∏
j=(d+1)/2+1
u∗kj (n−mj).
(6.18)
For each nonlinear order d, we stack terms relative to all carrier combinations
together with memory combinations in the K2d−1(Md + 1)2d−1 × 1 vector
φ
{d}
i (uMd(n)) = [{φ{d}k1,...,kd/m1,...,md(u(n))}], (6.19)
with kj ∈ (1,K), mj ∈ (−Md,Md) and d denoting the nonlinear order consid-
ered. Finally, we augment vectors of different nonlinear orders obtaining,
φi(uM (n)) = [{φ{d}i (uMd(n))}], (6.20)
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with d ∈ (1, P ), φi(uM (n)) being a
∑P+1
2
p=1 K
2p−1(2Mp+1)2p−1×1 vector. Iden-
tification of the parameters wi is performed such that the predistorter function
approximates the channel post-inverse. This can be achieved using the indirect
learning architecture [63] where the inverse is estimated from the input and
output signals. A detailed description of the parameter identification method
is provided in the sequel. The number of basis functions becomes very high,
as described previously; we therefore reduce their number while retaining the
model performance as described below.
Multicarrier Data Equalization
From a system point of view, a completely different approach would be to com-
pensate for the nonlinear interference at the receiver side. Joint processing of
multicarrier signals at the user terminals can be envisaged in broadcast appli-
cations where the receiver can decode more than one carrier (professional appli-
cation, for example). Such receivers are expensive with the complexity and cost
compared to user receivers being dictated by the market. Another application
of multicarrier equalization is on the return link. However, the return link in
consumer applications is usually large which makes equalization complex. The
set-up is dual of the considered scenario, where different users uplink carriers
that are simultaneously amplified by the onboard HPA and processed jointly at
the GW. Complexity and cost of the user receivers is also tightly limited by the
market.
Multicarrier equalization for non linear satellite channels was first introduced
in [20] for a dual carrier channel. In [20] the authors designed and compared
two different kinds of equalization techniques: a Volterra equalizer implementing
the channel inverse function and an interference canceler based on the channel
function identification. Results show that the interference canceler slightly out-
performs the channel inversion approach. In [1] the interference cancellation
method is further extended to a Turbo Volterra architecture designed for an
arbitrary number of carriers. In this work, we extend the dual carrier Volterra
equalizer implementing the channel inverse [20] to an arbitrary number of car-
riers. The goal of our exercise is to reduce the receiver architecture complexity
compared to [1] with minor performance degradation.
The considered equalization architecture is illustrated in Fig. 6.15, and is
described by,
ri(n) = [φi(yM (n))]Twi, (6.21)
where ri(n) denotes the equalized symbols and φi() is defined similarly to (6.15)
taking {yk(n)}Kk=1 as inputs. Following [20], we estimate the equalizer parame-
ters wi to implement the channel post-inverse function. In the following section,
we provide the general formulation for channel post-inverse parameter identifi-
cation that is valid for both DPD and EQ design.
Identification of Channel Inverse
For the equalizer design, referring to Fig. 6.15, the aim is to estimate wi such
that E{||ui(n)−ri(n)||2} is minimized for each i ∈ (1, . . . ,K). The operator ‖·‖2
denotes the `2 norm. For the predistorter design, referring to Fig. 6.14, the aim
is to minimize E{||ui(n) − yi(n)||2}. The coefficients wi are used to denote
both the equalizer and the predistorter weights. While the aforementioned
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Figure 6.15: Multicarrier equalization (EQ) architecture: K carriers are simul-
taneously processed at the receiver.
minimization is formulated in a straightforward manner for equalizer based on
(6.21), it relates to the indirect learning architecture [63] for predistorter design.
In the indirect learning architecture, the predistorter weigths are obtained using
the post-inverse (equalization) solution. In particular, we consider,
ui(n) = [φi(y(n))]Twi. (6.22)
Given a dedicated training sequence providing N samples of transmitter and
received symbols, {ui(n)}Ki=1 and y(n) = [y1(n), . . . , yK(n)]T , respectively, we
can stack the quantities to obtain,
si = [ui(0) . . . ui(N − 1)]T , (6.23)
Φi =
 φi
T (y(0))
...
φi
T (y(N − 1))
 . (6.24)
From (6.22), using (6.23) and (6.24), it follows that si = Φiwi. The least
squares solution for wi can then be readily obtained from [64] as,
wi = (ΦHi Φi)−1ΦHi si, (6.25)
where H denotes the Hermitian transpose operator. The identified parameters
can be equivalently used for DPD and EQ architectures. The large number of
parameters in wi makes the implementation of these techniques difficult and
computationally expensive in practical applications. In the following section we
describe a method for substantially reducing the complexity of the model.
Complexity Reduction
The parameters wi, representing the predistorter or equalizer coefficients (cf.
(6.25)), are basis functions of a Volterra series in which the input and output
have been interchanged to describe the postdistorter function. The parameters
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wi are commonly estimated using least squares identification methods. A sys-
tem modeled by the Volterra series can be represented in multiple forms. Thus,
different identification methods provide different system representations. Least
square methods yield dense system representations, that is, most of the coeffi-
cients have significant weight in the model output. Hence, an implementation of
the Volterra series becomes complex and its analysis cumbersome. A different
approach followed by compressed sensing methods allows to reduce the num-
ber of coefficients while retaining the modeling properties. Such an approach is
known as LASSO [60], in the view of the principle of parsimony [87], such sparse
model representations must be preferred. These techniques have been used suc-
cessfully in SISO Volterra basis selection and polynomial models [82,88,89].
The large number of coefficients of the predistorter or equalizer limits its
applicability to only low nonlinear orders, short memory depth and a few carri-
ers. It is therefore, in practice, necessary to reduce the complexity by selecting
the basis functions (coefficients) that are the most significant when reducing
the model error. We use a form of the LASSO technique [60] similar to [90]
to select the significant coefficients of the system. The LASSO solves a least
squares problem constraining the model to be sparse; such a constraint is usually
represented as a sum of the magnitude of the model parameters,
minimize
{wi}i
1
N
K∑
i=1
‖si −Φiwi‖2 ,
subject to
∑
n=1
Ri,n|wi(n)| ≤ γi, i = 1, . . . ,K.
(6.26)
Here N is the total number of symbols used, wi(n) is the n-th coefficient of the
wi vector
wi =
wi(1), wi(2), . . . , wi(
P+1
2∑
p=1
K2p−1(Mp + 1)2p−1)
T . (6.27)
Ri,n is a scalar normalizing factor required since the coefficients in the pre-
distorter and equalizer have different scales of magnitude provided by distinct
nonlinear orders. Ri,n is set as the sample variance of the n-th column of the
regression matrix Φi or equivalently as the energy of the n-th base function,
Ri,n =
1
N
ϕn
Hϕn, (6.28)
where ϕn denotes the n-th column of the matrix Φi. Such a normalization is
recommended for basis selection [91]. Despite (6.26) is formulated similarly to
the weighted LASSO [90], it does not compute the Ridge vector required for the
constraint in the weighted LASSO.
In contrast to identification techniques using only the error square as a loss
function, the solution of (6.26) produces sparse solutions forcing some of the
coefficients in wi to reduce to zero and hence providing an efficient basis repre-
sentation for the channel inverse. Note that, the weight of each basis function
is given by the corresponding coefficient in wi and the estimated wi is sparse.
Hence, basis functions which corresponding coefficient is zero can be eliminated
without sacrificing performance. The reduction in complexity from the use this
technique is shown in the next section.
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6.3.4 Simulations
Figures of merit
The total degradation (TD) is used to evaluate the performance in coded satel-
lite links. TD accounts for the nonlinear distortion while penalizing the loss in
HPA power efficiency (measured as output power back-off (OBO)) [92],
TDi =
Es
N0
NL
i
− Es
N0
L
i
+OBO, (6.29)
where EsN0
NL
i
and EsN0
L
i
are the average symbol energy to noise ratios required to
achieve a target bit error rate (BER) in the nonlinear channel and the ideal linear
channel (AWGN), respectively, for the i-th carrier. While EsNo is a single carrier
metric, the OBO depends on the combined signal and not on individual carriers
(aggregate OBO). In all our simulations, we consider a target BER of 10−5. In
contrast to equalization, the DPD will cause a change in the operating OBO of
the satellite transponder due to the change in the signal statistics exciting the
HPA. The OBO change, due to the use of DPD, is then included in the TD.
Simulation Settings
The satellite transponder was simulated as the cascade of three systems: an
IMUX filter, a TWTA and an OMUX filter. The IMUX and OMUX filters were
modeled by FIR structures using 51 and 41 taps, respectively that operate at
the simulation rate. The TWTA was modeled by the static nonlinear Saleh
model in (6.12) with α0 = 2, α1 = 1, β0 = pi6 , and β1 = 1. Table 6.1 summarizes
the settings used in the simulations.
Table 6.1: Simulation settings
3 Carrier
Signal
Modulation format 8 PSK, 16 / 32 APSK
Symbol rate (Tr) 7 M Baud
Carrier Spacing 1.25 Tr
Coding scheme LDPC 34 ,
4
5 ,
5
6 ,
8
9 ,
9
10
Channel
Pulse-shaping filter SRRC ρ = 0.25
IMUX bandwidth 26 MHz
OMUX bandwidth 32 MHz
Simulation rate 20
HPA Saleh’s model
The Simulation rate referred in Table 6.1 indicates the amount of upsampling
used in the carrier signals. The upsampling is required to accurately represent
the nonlinear effects. These effects cause the signal bandwidth to expand and
is commonly referred as spectral regrowth. The LDPC coding scheme [93] in
Table 6.1 is representative of the state of art in satellite communications [9].
Basis selection results
The system depicted was simulated with the settings in Table 6.1 exploiting the
built-in libraries for modulation and coding that are compliant with DVB-S2 [9].
154 CHAPTER 6. EQUALIZATION TECHNIQUES
The problem in (6.26) was solved using convex solvers [94,95].
The constraints γi in (6.26) must be adjusted properly to produce sparse /
relevant basis functions. This can be addressed by plotting the Pareto optimal
boundary for the problem, as depicted in Fig. 6.16 [96, Chapter 6]. It is
suggested to choose γi at the knee point of the curve; this point provides a
trade-off between number of basis functions and the goodness of fit of the model.
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Figure 6.16: Weighted sum of the magnitude of the parameters versus the model
error in a three-carrier simulation. The curves are obtained by sweeping γi
Note that in Fig 6.16, there is a region to the left in the figure where the
model error (on the horizontal axis) is insensitive to variations of
∑
nRi,n|wi(n)|
(on the vertical axis). Since
∑
nRi,n|wi(n)| is a metric for the model sparsity,
by selecting γi as suggested, it is possible to promote the model sparsity without
compromising for the model error.
We test the Volterra model of (6.14) for a K = 3 carrier case with the
LASSO algorithm to distinguish the relevant bases for the system inverse. The
simulated system with the parameters indicated in Table 6.1, using 16 APSK
symbols in every carrier, and the transponder aggregate OBO was set to 2 dB.
Fig. 6.17 shows the magnitude of the MIMO Volterra parameters render by
the LASSO solver. The predistorters are shown in colors for each carrier. Fig.
6.17 indicates some basis functions corresponding to the predistorter of carrier
three. The LASSO technique in (6.26) does not produce coefficients with values
equal to zero, instead very small values are rendered [97], as noted in Fig. 6.17.
Hence, we retained the basis functions with coefficient wi larger than 10−4 in the
model, and the rest were eliminated. Noted that, From Fig. 6.17 the amplitude
variations of the vector wi is of several orders of magnitude. Thus, altering
the threshold level of 10−4, used for discriminating the basis functions, did not
change the basis selection results.
The Volterra basis model for the channel inverse was truncated to nonlinear
order 5 and memory depths M1 = 5, M2 = 3 and M3 = 1 (5 for the linear, 3
and 1 for the third and fifth nonlinear orders, respectively). This original set
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Figure 6.17: Magnitude of the parameters in the MIMO Volterra series when
using the proposed LASSO solver.
of bases is redundant when considering the compensation of distortion channel
effects, as can be seen in the left part of Fig. 6.16. The ’knee’ shape in Fig. 6.16
indicates possible parsimonious system representation for which no degradation
of the model error is observed. The total number of tested basis functions is
1458 when considering symmetric representation of (6.14), from which only 17
basis functions are finally selected and reported in Table 6.2.
Table 6.2: Selected basis functions for the system inverse in a 3-carrier satellite
link
Carrier 1 Carrier 2 Carrier 3
x1(n) x2(n) x3(n)
x1(n− 1) x2(n− 1) x3(n− 1)
x1(n− 2) - x3(n− 2)
x2(n)x2(n)x∗3(n) x1(n)x2(n)x∗1(n) x1(n)x3(n)x∗1(n)
x1(n)x3(n)x∗3(n) x1(n)x3(n)x∗2(n) x2(n)x2(n)x∗1(n)
x1(n)x2(n)x∗2(n) x2(n)x3(n)x∗3(n) x2(n)x3(n)x∗2(n)
Thus, only 17 basis are required for the mitigation technique, which is formed
as a linear combination of the basis indicated in Table 6.2. This number of basis
functions could be compared to the result for a multicarrier equalizer in [1],
where at least 30 basis functions were selected by using a different approach
that resorts to enumerating the contribution at certain frequencies.
The basis selection test was repeated for different aggregate OBOs and dif-
ferent modulation formats; despite the varied settings, the basis selection give
the same result as reported in Table 6.2. These tests were however repeated
156 CHAPTER 6. EQUALIZATION TECHNIQUES
under the following conditions:
• The carriers have the same frequency locations.
• The relative power between carrier signals is kept constant.
• The carriers have the same bandwidth (symbol rate Tr is fixed).
• The IBO is varied only in the region where significant amount of nonlinear
distortion is produced.
Obtaining the same basis representation, despite of the varied settings, suggests
that a parsimonious system representation can be found at data domain (symbol
level) which is the cause of the observed behavior. From Table 6.2, larger
memory is required for the outer carriers than the inner (central) carrier, as
they are affected more by the IMUX, OMUX filters. Secondly, no memory is
required for the third nonlinear order terms, and finally, that all fifth order
terms were ruled out from the selected basis functions.
Link Performance
Fig. 6.18 shows the TD of the 3-carrier satellite link as a function of OBO in
the HPA, for 16 APSK using a 34 code rate, the outer and inner carriers are
presented in Fig. 6.18a) and Fig. 6.18b), respectively. In this comparison solely
data mitigation techniques are presented. The TD of only one outer carrier
is shown due to symmetry. In Fig. 6.18, the benefit of applying nonlinear
mitigation techniques can be observed. Fig. 6.18 includes single carrier data
DPD for comparison [6]. Since single carrier predistortion does not include
intermodulation products, it is ineffective at combating nonlinear distortions
appearing in the multicarrier scenario; consequently it has poorer performance
compared to proposed multicarrier data predistortion (cf. Fig. 6.18). The
proposed data equalizer is compared with the multicarrier interference canceler
of [1]. It can be observed from Fig. 6.18 that the proposed EQ scheme has some
losses compared to the reference receiver technique of [1]. In fact, the multiple
carrier turbo Volterra equalizer proposed in [20] relies on the powerful, but
highly complex, iterative interference cancellation and decoding paradigm. On
the other hand, our proposed low complexity equalization does not include any
data decoding nor interference cancellation. Further, the proposed EQ has the
same complexity of the proposed DPD technique, which is dual for the gateway.
The complexity of the DPD is further discussed in the following sections. As
seen fig. 6.18, the TD performance depends on the carrier location, as the
inner carrier exhibits significantly more degradation than the outer ones. While
the benefit of applying multicarrier over single carrier mitigation techniques is
evident at the inner carrier, the performance gain is lower in the outer carriers
where memory effects (ISI) dominates over ACI.
The investigated multicarrier mitigation techniques show different perfor-
mance in Fig. 6.18. The differences are due to the effects of the receiver noise,
both in the identification stage as well as during operation. While the DPD uses
a dedicated receiver that can be designed to have low noise, the equalization
has to operate on-the-fly at the receiver with higher levels of noise as in stan-
dard operation mode. Note that the equalizer has to operate on received signals
which are corrupted by AWGN. Since the equalization operation is nonlinear
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in the received symbols, the subsequent elements of the chain are affected by
a nonlinear function of the front-end noise. This aspect is missing in the DPD
and hence it provides further performance enhancement (cf. Fig. 6.18).
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Figure 6.18: Performance comparison in TD versus aggregate OBO for data
mitigation techniques. The system simulated is a three-carrier satellite link
using 16 APSK 34 in every carrier. a) Outer carrier. b) Inner carrier. Both
proposed multicarrier DPD and EQ use the basis functions indicated in table
6.2.
This section studied the use of nonlinear mitigation techniques to the sit-
uation where multiple carriers were amplified by a single HPA in a satellite
transponder. The mitigation techniques, predistortion (DPD) and equalization
(EQ), are described in the framework of MIMO Volterra series. However, the
large number of coefficients required in the mitigation techniques limit their
practical applicability. In this work, a basis pursuit approach is employed us-
ing the LASSO algorithm to reduce the complexity of the mitigation technique
yielding models with fewer number of coefficients that keep limited modeling
error. The model complexity, for the inverse system mitigating the channel
effects, grows with increasing number of carriers and hence the need for com-
plexity reduction is exacerbated in the DPD/EQ models. Although the LASSO
method described in this paper has been applied in a three carrier scenario, it
can still be used for larger number of carriers. The LASSO approach would also
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be of benefit in terrestrial applications where signal DPD is used for concurrent
multiband HPAs.
The proposed DPD mitigation scheme reduces the complexity of multicarrier
memory polynomial models by a factor of ten while achieving nearly the same
TD performance. Multiple carrier data predistortion gives better performance
than equalization in terms of TD. The explanation of this difference is in the
level of noise in the received signals. in fact, while DPD is estimated using the
received data from a reference receiver, which is designed to be low noise, EQ is
evaluated at higher noise levels, from standard receivers. Thus, the deployment
of a reference receiver, is beneficial from the system perspective. Moreover,
the DPD operates on nearly noiseless data from the transmitter, while the EQ
operates on the received noisy data. This implies that in the EQ, the noise
at the receiver propagates through a nonlinear compensation scheme, which is
missing in the DPD and explaining the different gains in performance.
In the following section we consider joint multiple carrier gateway equaliza-
tion in the return link for an interactive satellite service.
6.4 Carrier Rate Optimization on the Return
Link: UT Predistortion and GW Multicar-
rier Equalization
Interactive satellite services for mobile applications targeting vehicular, mar-
itime and portable devices is an emerging market [98]. Satellite interactive
services are enabled by a return link that provides the UT with the capability
to transmit a narrow-band signal with service request information. Each user
terminal has a specific frequency band allocated to transmit information back
to the gateway through the satellite channel. Several narrow-band carriers are
packed together and share the same satellite return link bandwidth. For such
transmissions, certain regulations need to be adhered to guarantee negligible
ACI at the gateway. On the other hand, mobile user terminals employ low
cost Solid State Power Amplifier (SSPA)s that are required to work in high ef-
ficiency regime. Such amplifiers generate non linear distortion causing in-band
and out-of band interference, especially when driven in high efficiency region
(close to saturation). Out-of-band interference arises due to spectral regrowth
and such spurious emissions have to be controlled in order to meet the regu-
lations on ACI. Also, the in-band distortion needs to be reduced for enhanced
performance. UT predistortion can reduce the non-linear distortions by manip-
ulating the signal to be amplified using a function approximating the inverse of
the SSPA non-linearity.
While the SSPA non-linearity is addressed using a predistorter at the UT,
an interesting issue that needs additional processing is the optimization of the
user rate on the return link given the available transponder bandwidth. Such an
optimization arises from a demand for increased return link capacity fueled by
a number of interactive applications over the internet. A straightforward way
towards this objective seems to be the use of carriers with enhanced baudrate
(increased bandwidth). However, due to the limited transponder bandwidth,
such carriers result in ACI at the gateway and the exercise is futile if the inter-
ference is not mitigated. Effective mitigation of ACI requires joint processing
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of carriers; this requires additional processing at the gateway since the UTs do
not co-operate and predisotortion is not effective. The individual processing of
carriers at UT followed by a joint processing at gateway motivates the current
work. Since these techniques aim to minimize the ACI and enhance the through-
put, the regulations on the ACI are inherently taken care of. In particular, we
relax the constraints imposed by the regulations on the spectral occupation (the
spectral mask and the inter-carrier guard band suggested in the standard [98])
and aim to achieve throughputs higher than [98] by the user of predistortion and
equalization. As an added benefit, higher power efficiency at the user terminal
is also aimed at.
It is apparent that the equalizer plays a central role towards achieving the
said objectives. Equalization of non-linear satellite channel has been covered
by several works in the literature [13–15]. However, joint equalization of multi-
user channel is relatively less explored. Multi-carrier equalization for non linear
channel has been introduced in [20] for a dual carrier channel and generalized
in [1] for a general multicarrier channel. In [20] the authors design two different
multicarrier receiver techniques for a dual carriers non-linear satellite channel
: A MMSE Volterra equalizer and an iterative interference canceler. Further,
in [1] the interference cancellation method is generalized to an arbitrary number
of carriers. However, differently from the scenario in [1,20], we do not have the
generation of inter-modulation products among carrier products. This allows
the definition of a simplified multi-carrier non-linear equalizer. Further, an-
other simplification is implemented to the equalizer model leading to a memory
polynomial form for reduced complexity implementation.
6.4.1 System Model and Problem Formulation
The system under consideration is presented in Fig. 6.19. It describes a typical
return link of an interactive satellite system and includes a certain number
of user terminals, a satellite channel and a receiving gateway. Such a system
is similar to the return link of the Broadband Global Area Network (BGAN)
system [98] which provides mobile telephony and broadband internet access
via satellite. Similar to the BGAN system, we assume the satellite to be in a
geostationary orbit and the L band (1626.5− 1660.5 MHz) transmissions occur
in the burst mode (MF-TDMA) on the return link. Towards formulating the
problem, the different blocks in Fig. 6.19 are now detailed.
Figure 6.19: System model of the considered satellite return channel
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User Terminal Transmitter
The user terminal essentially includes a Forward Error Correction (FEC) en-
coder, a modulator supporting QPSK and 16QAM constellation mappings [98],
a pulse shaper modelled as Root Raised Cosine (RRC) filter with a roll-off factor
of 0.25 and a SSPA. The AM/AM and AM/PM characteristics for the SSPA
model obtained from experimental data are illustrated in Fig. 6.20 and Fig.
6.21 respectively. These characteristics of the SSPA are assumed to be inde-
pendent of the frequency (memoryless). The AM/AM characteristic of the
Figure 6.20: AM/AM characteristics of the SSPA
user terminal SSPA can be modelled using the Rapp model [99] which takes the
form,
A(r) = r/(1 + ((|r|)/α)2P )1/2P (6.30)
where r in the input Voltage, A(r) is the corresponding signal output amplitude,
P is the smoothing factor and α is the value of input at saturation. Typical
values of P are 2 or 3. While the Rapp model is suited for representing AM/AM
characteristics, there is no known accurate model for the AM/PM function.
Hence, we employ a linear interpolation of the AM/PM data provided in Fig
6.21.
Further, the input back-off (IBO) is defined as IBO = −10 log
(
<|vin(t)|2>
P in
ref
)
,
where < |vin(t)|2 > is the average input power to the amplifier and P inref is the
input power corresponding to the −1dB compression point. Similarly the output
back-off (OBO) is defined asOBO = −10 log
(
<|vout(t)|2>
P out
ref
)
, with |vout(t)|2 being
the average output power of the amplifier and P outref is the output power when
IBO= 0. Notice that P outref depends on amplifier characteristics and the input
signal distribution.
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Figure 6.21: AM/PM curve for the SSPA
Satellite Channel
The uplink channel is assumed ideal and an equivalent AWGN channel is consid-
ered on the downlink. A typical transponder model includes IMUX and OMUX
filters modelled as linear systems and the on-board power amplifier. For ease
of analysis, we assume the operation of the amplifier to be in the linear region
and model the satellite transponder as a linear filter. Referring to Fig.6.19, the
satellite transponder is modelled using a 200kHz filter whose characteristic is
illustrated in Fig. 6.22 [98]. Carriers from a number of users (typically three,
details in Section 6.4.1) are filtered by Fig. 6.22. The linear filter is designed
to ensure that the downlink spectrum adheres to the assigned frequency slot.
Linear distortions manifest in ISI mainly in the carriers lying at the edge of
the filter passband due to the frequency selectivity. On the other hand, the
internal carriers experience a frequency non-selective gain and a linear phase
shift. Hence they do not suffer from ISI, but can be subject to ACI from both
external carriers as will be explained below.
Receiving Gateway
The multi-carrier signal at the output of the transponder is down-linked to the
gateway for further processing. The typical gateway set up on the return link
would involve a single user architecture where each carrier passing through the
200kHz transponder filter is decoded independently. This includes an equalizer
to mitigate distortions, a demodulator and a decoder. An iterative detection
and decoding can also be considered instead. On the other hand, since all the
carriers are processed at the gateway, it is possible to envisage a multi-user
architecture where all carriers through a 200kHz transponder filter are decoded
jointly. The details of the equalizer design are deferred to Section 6.4.3. Further,
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Figure 6.22: On-board Filter response
in the case of joint processing of the user carriers, we assume, for simplicity, that
different carriers are synchronized at the gateway. Efforts towards synchronizing
the multiple users are currently being pursued, for e.g. [100].
Problem Formulation
Based on the demand from the user terminal, several transmission configurations
(carrier rates, burst size and MODCODs) can be set on the return link [98]. As
a reference scenario, we select the case where each user terminal employs a
Rref = 33.6 kBaud carrier [98]. While the return link supports multiple users,
we focus on three such users whose carriers have a frequency spacing of 1.3Rref
and can be accommodated in 200kHz transponder filter. For the typical roll-off
factors (0.1−0.3), such a configuration neither results in carrier overlap and nor
in spectrum broadening on linear channels. The carrier configuration described
above is illustrated in Fig. 6.23. In the current work, we increase the carrier
bandwidths with the aim to increase the throughput. However, to reflect on
the fixed system bandwidth, we assume that the three carriers continue to be
filtered by the 200kHz transponder. With their carrier spacing fixed, such a
bandwidth enhancement invariably causes ACI; additional ACI is generated by
the spectral regrowth resulting from the terminal amplifer characteristics. These
manifestations are depicted in Fig. 6.24. Thus, the increase in bandwidth
reduces the Signal to Interference Ratio (SINR) at the gateway, resulting in
lower throughput. The aim of this work is to minimize the ACI using suitable
on-ground processing, thereby allowing the exploitation of higher bandwidth to
yield higher throughputs. We consider a carrier spacing of 1.3 Rref throughout;
however the results can be extended to other spacing, as well.
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Figure 6.23: Baseline Scenario with no ACI
6.4.2 User Terminal Predistortion
While several classes of predistorters exist [22], we consider the signal digital
predistortion (DPD) in the current context and a scheme involving the pre-
distorter is provided in Fig 6.25. Unlike a data predistorter operating on the
constellation set, the signal predistorter has flexibility with regards to the spec-
trum of its output signal. Further, since the predistorter and the SSPA are
co-located, the issues of spectral regrowth on the uplinked signal have negligible
impact unlike in the forward link [52]. Motivated by prior-works [16] [101], we
further consider a model based predistorter based on the Volterra series [26].
Since the SSPA is memoryless, to the best of authors’ knowledge, no simplifi-
cation of the Volterra series, apart from truncation, is found in literature. In
particular, we consider predistorter whose output, x(n), takes the form,
x(n) =
(D−1)/2∑
m=0
wms(n)|s(n)|2m (6.31)
where s(n) is the complex baseband sample at instance n, D is the degree of
the predistorter and wm are termed as the kernel co-efficients. The predistorter
is completely defined by these coefficients.
While D is a user supplied parameter based on operational constraints, wm
need to be estimated. Note that the predistorter output is linear in these
parameters and can be rearranged as x(n) = wTΦ(s(n)) where Φ(s(n)) =
[s(n), s(n)|s(n)|2, . . . , s(n)|s(n)|D−1]T is column vector of non linear terms and
w = [w0, . . . , w(D−1)/2]T column vector of the predistorter coefficients. It is fur-
ther assumed that a feedback loop is available from the output of the HPA to aid
the predistorter training and adaption (kindly refer to Fig. 6.25. While such
a feedback loop provides amplitude information with high fidelity, the phase
information is perturbed with phase noise with characteristic depicted in Fig
6.26.
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Figure 6.24: Scenario with ACI arising out of increased carrier bandwidth and
terminal non-linearity
Figure 6.25: On-board Filter response
With this in mind, we denote the signal fed back as t(n). Parameter esti-
mation is based on the philosophy of finding the post-inverse for the SSPA and
using it as the pre-inverse (Indirect Learning [39]). In other words, without the
predistorter in place, a non-linear function that inverts the SSPA (obtaining
s(n) from t(n)) is implemented. Since this non-linear function models the post-
inverse of the SSPA, it is also used as a predistorter (pre-inverse). In particular,
the non-linear post-inverse function takes the form,
s(n) =
(D−1)/2∑
m=0
wmt(n)|t(n)|2m (6.32)
where wm are the kernel coefficients in (6.31). Now, since s(n) and t(n) are
known (s(n) is known by virtue of being generated and t(n) is obtained from
feedback), one could solve (6.32) to obtain w. Collecting N number of s(n) and
t(n), we can obtain w as a linear least squares problem,
w = Φ†s (6.33)
where s = [s0, . . . , sN−1]T is the vector of known inputs, Φ = [Φ(t(0))T ,Φ(t(1))T , . . . ,Φ(t(N−
1))T ]T is N × (D − 1)/2 matrix with (p, q) element being t(p)|t(p)|2(q−1) and
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Figure 6.26: DPD Feedback Phase Noise Mask
Φ† is its pseudo-inverse. Parameter estimation can be easily implemented adap-
tively using a standard recursive least squares (RLS) algorithm to track possible
SSPA parameters drift. The update rate is a design parameter.
6.4.3 Joint Equalization at the Gateway
In this work, we assume that the carriers are decoded separately subsequent to
joint equalization. The other architecture would be a multicarrier turbo decoder
as described in [1]. Further, the equalization per-se could either be linear (a
simple filter) or involve non-linear operations. In either of the cases, the receiver
needs the return channel state information for enhanced performance. In the
current work, we assume training sequences of appropriate length to estimate the
channel. We now briefly describe the single and multicarrier equalizer functions
and describe the methodology for determining their parameters.
Let ym(n) denote the signal at the output of the satellite transponder cor-
responding to carrier m at instance n. The received multi-carrier signal at
instance n can then be expressed as,
z(n) =
∑
k
∑
m
fm,kym(n− k) +
∑
m
Im(n) + ηq(n) (6.34)
where the first term denotes linear ISI and ACI, modelled as output of the
filters {fm,k}, the second term (Im(n)) collects all the residual non-linear terms
caused by carrier q and ηq(n) denotes the receiver noise for carrier q. Notice
that, in absence of interference, ym is recovered at the receiver by matched
filtering and sampling. The interference perceived at the receiver is frequency
selective due to the carrier configuration and the innate property of the spectral
regrowth. Thus the equalization at the gateway needs to cater to such an
interference and can be performed individually or jointly on the received data.
Individual equalization of each user-carrier is a low complexity solution that
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does not require synchronization among the users. For this case, we consider
the simple linear MMSE function,
rq(n) =
K∑
k=−K
hkzq(n− k) (6.35)
where K is the two-sided memory depth, {hk} are the equalizer parameters,
zq(n) is the received signal corresponding to the qth user and rq(n) the corre-
sponding equalized output.
On the other hand, joint equalization is expected to provide better perfor-
mance due to the correlation among signals and ACI. Since (6.34) suggests a
non-linear system with memory, a multi-carrier memory polynomial equalization
model is applied in the case of joint processing. A complete Volterra multicarrier
model as in [1] would result in a large number of coefficients thereby increasing
the complexity. Further, the non-linear terms in (6.34) do not contain inter-
modulation products. Hence, we omit the inter-modulation terms as well as the
cross memory terms from the Volterra representation to obtain a reduced com-
plexity solution. The obtained multicarrrier function results in a special case
of the general multicarrier Volterra formulation proposed in [1] Each equalized
carrier rq(n) is now expressed as,
rq(k) =
Q∑
q=1
(D−1)/2∑
m=0
K∑
k=−K
hm,k,qzq(n− k)|zq(n− k)|2m (6.36)
where fm,k,q are the kernel co-effiicents, Q is the total number of users jointly
equalized, D denotes the polynomial degree, K is two sided memory depth and
zq(n) received signal corresponding to the qth carrier.
Identification of the equalizer parameters is a standard linear least squares
problem having a similar formulation for both the two equalizer solutions of
(6.35) and (6.36). Given a sequence of N transmitted and received symbols,
{ai(n)} and z(n) = [z1(n), . . . , zQ(n)]T respectively, we obtain the following
quantities after stacking
ai = [ai(0) . . . ai(N − 1)]T (6.37)
Ψi =
 ψi
T (z(0))
...
ψi
T (z(N − 1))
 (6.38)
where ψi correpond to the non-linear function with memory that models the
equalizer in (6.36) for user-carrier i. We then obtain ai ≈ Ψihi with hi column
vector (appropriately stacked {hm,k,q}) of model parameters to be estimated.
The least squares solution for hi
hi = Ψ†isi. (6.39)
6.4.4 Results
In this section we present the numerical results for a simulated scenario with
characteristic defined in Table B.1.
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Table 6.3: Simulation parameters
Parameter Value
Coding Turbo Coding
Coding Rate r = {0.51, 0.70, 0.82}
Packet Size 2560 bits
TX/RX filters SRRC, roll-off : ρ = 0.25
Carrier Spacing 1.3× 33.6 KHz
Modulation 16 QAM
Predistorter Degree D 5
Performance of Predistortion and Equalization Schemes
In this exercise, we consider the benefits of on-ground compensation schemes
in mitigating linear and non-linear ACI. The throughput optimization, to be
presented in next section, will draw heavily from this study. In course of this
experiment, we consider carriers of different bandwidth while keeping the sig-
nal power from the satellite. Hence carriers with higher bandwidths have a
lower signal to noise ratio (SNR). Towards quantifying the performance of the
mitigation techniques, we evaluate the achieved Total Degradation (TD) [6]
for different carrier bandwidths to determine the achievable spectral efficiency.
Since the focus is on ACI, we confine the evaluations to the central carrier. The
TD is defined as,
TD|@PER = Es
N0
|NL − Es
N0
|AWGN +OBO, (6.40)
where EsN0 |NL is the needed SNR in the considered non-linear (NL) channel to
achieve the target packet error rate (PER) of 10−3 for the specific modulation
and code scheme, EsN0 |AWGN is the SNR achieving the same target PER with
an identical transmission scheme on a linear AWGN single carrier channel and,
finally, the OBO, as defined in Section 6.4.1, is a measure of the SSPA power
efficiency. Total degradation shows a minimum corresponding to the optimum
OBO. The position and the value of this minimum depends on the channel
settings and the applied technique.
In the current activity, TD performance is evaluated for the following con-
figurations,
• A baseline case without any compensation technique applied (referred to
as the No compensation)
• With equalization only
– Single carrier linear MMSE with K = 2;
– Non-linear multicarrier equalizer with K = 2 and D = 3.
• User terminal predistortion only with D = 5
• User terminal predistortion combined with equalization
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The TD results for the central carrier are presented in Figs. 6.27, 6.28, 6.29 for
carrier rates (Rs) of 33.6, 37.3 and 42 kBaud respectively. For each configuration
we evaluate the relevant information rate in [bit/s] as RsCR log2(M), where M is
the modulation order and CR is the code rate. Towards analyzing these results,
Figure 6.27: Standard Rs 33.6 kBaud, Coding Rate 0.82
it is necessary to understand the nature of the interference. The degradation
has the following components,
• ACI due to overlap of the different carriers due to their increased band-
width (linear ACI)
• ACI due to spectral regrowth caused by SSPA non-linearity (non-linear
ACI)
• In-band distortions due to non-linearity and channel filters (non-linear
ISI)
Therefore, it can be expected that the TD increases with increasing carrier
rate and the same is evident from Figs. 6.27, 6.28, 6.29. The role of UT
predistortion to reduce the TD is through minimizing the spectral regrowth
and the in-band distortions. On the other hand, the multiple carrier equalizer
can compensate for the linear and non-linear ACI in addition to the in-band
distortions. Thus, predistortion and equalization techniques improve TD on
their own 1. However, it should be noted that the predistorter is effective
in reducing the non-linear distortions compared to the equalizer; this can be
attributed to the near-optimality of signal DPD and higher noise in the receiver
estimation process. This is illustrated in Figs. 6.27, 6.28, where there is a
limited overlap among the carriers and the ACI is predominantly due to the
spectral regrowth. The conclusions change as the level of linear ACI increases
1the plot for signal DPD overlaps with that of signal DPD + MMSE in Figs. 6.27, 6.28
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Figure 6.28: 10% excess Rs : 37.3 kBaud, Coding Rate 0.82
and the equalization provides significant gains. Such a trend can be seen in
Fig. 6.29 where the carrier overlap is significant compared to those in Figs.
6.27, 6.28. Further, it is clear that non-linear joint equalization performs better
than linear MMSE. The MMSE filter only aims to reduce linear ACI and hence
provides gains in Figs. 6.29. Finally, the joint use of predistortion and non-linear
equalization performs the best.
To obtain further insight, we evaluate the performance in presence of very
strong ACI. In Fig. 6.30, we consider the 48kBaud carrier, where we have over-
lapping of the nominal signal bandwidth even without the spectral regrowth.
This combined with the non-linear spectrum broadening effects, results in strong
linear and some non-linear ACI. In such an adverse scenario, ACI is dominant
and receiver equalization becomes effective in eliminating the introduced inter-
ference. On the other hand predistortion alone does not provide significant gain
since the interference is mainly due to the overlap of the signal spectrum; in fact,
meaningful decoding is not possible with either no compensation or with only
predistortion. As a further indicator of the level of interference, a stronger code
rate of 0.51 has been applied in this case. As ACI level increases, it has been no-
ticed that MMSE receiver results in narrow-band filter that tries to filter out the
injected ACI components lying in the external region of the signal bandwidth.
Observing cases of Figure 6.29 and 6.30, we notice a degradation in performance
independent on the OBO generating an offset such as TD is always greater then
OBO and depend on the applied countermeasures techniques (please refer to
the plot area with high OBO). This is the result of the linear component of the
adjacent channel interference that is independent on the non-linear effects.
Carrier Rate Optimization
Towards finding the optimal setting for carrier rate optimization, we present
the achieved spectral efficiency as a function of the required Psat/N value
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Figure 6.29: 20% excess Rs : 42 kBaud, Coding Rate 0.82
for a target PER= 10−3 [102]. The spectral efficiency is computed as µ =
r log2(M)Rs/Wref , where r is the code rate, M the modulation order, Rs the
symbol rate and Wref = 33.6(1 + ρ)kHz defined as reference bandwidth. On
the other hand, Psat/N is defined as [102],
Psat
N
|PER = Eb
N0
µ OBO, (6.41)
where µ is the spectral efficiency, OBO the HPA power efficiency at the specific
minimum TD and EbN0 is the corresponding SNR required to achieve the target
PER [102].
In Fig. 6.31 we plot the spectral efficiency for different symbol rates as a
function of the required Psat/N .
For each carrier rate, we identify for each code rate the required Psat/N .
We only consider 16QAM modulation here. This corresponds to finding the op-
timal total degradation for the specific applied technique in the given scenario.
Referring to Fig. 6.31, we observe about 10% improvement in spectral effi-
ciency between the existing scenario and the output of the carrier optimization.
The spectral efficiency improves with the incorporations of the compensation
techniques. Further, the spectral efficiency increases with the baud rate (from
33.6 → 37.3) and then decreases (from 37.3 → 42) . While the increase is a
natural consequence of the higher rate, the decrease is due to the enhanced ACI.
The compensation techniques reduce the loss by mitigating the ACI to a large
extend. Further, relative gains of the compensation techniques increase as the
coding rate is increased. This is the result of the fact that strong coding schemes
mask the mitigation effect of the techniques, translating the channel to a noise
limited regime. An attempt at enhancing the throughput on the return link
of an interactive mobile satellite network by optimizing carrier rate for a given
system bandwidth is considered. Central to the realization of throughput gains
are on-ground compensation techniques, predistortion and equalization, which
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Figure 6.30: User bandwidth increased of 30 %: Bandwidth 48 KHz, Coding
Rate 0.51
mitigate the linear and non-linear adjacent channel interference. Predistortion is
effective in minimizing the in-band distortions and the spectral regrowth caused
by the user terminal amplifier. On the other hand, ACI cannot be handled by
predistortion and a multicarrier equalizer is needed. While several configura-
tions of these techniques have been tested, the combination of predistortion and
multicarrier equalization provides for the best performance. This performance
improvement is exploited towards achieving higher throughput for a given power
and bandwidth requirement.
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Figure 6.31: Spectral efficiency comparison for different symbol rates
Chapter 7
Thesis Conclusion
This thesis considers the problem of non-linear distortion effects in a multi-
ple carrier satellite channel. The objective was to compensate these distortion
effects enabling higher spectral and power efficiency. Two approaches are con-
sidered in this thesis namely Predistortion at the transmitter and Equalization
at the receiver. As predistortion we define any signal processing technique ap-
plied at the transmitter aimed to reduce the generated non-linear interference
at the output of the non-linear channel. On the other hand, equalization is a
receiver technique for post interference mitigation.
Amongst all the promising proposed approached to predistortion, we identi-
fied multiple carrier data predistortion based on memory polynomial functions
to provide excellent performance gain and a good compromise between complex-
ity and adaptivity (kindly refer to section 3.4). For this predistortion model,
we proposed novel multiple carrier parameter estimation methods to improve
robustness to noise and to increase system performance. Further, based on
the same model, we also derived novel predistortion solution applicable to a
distributed scenario where multiple gateways shares the satellite transponder.
As receiver techniques, we considered different approaches including multiple
carrier and single carrier methods. Amongst them FSE combined with centroid
decoding emerged as promising techniques (kindly refer to section 6.2). This sin-
gle carrier method guarantees the minimum impact on the receiver architecture,
adaptivity and good performance gain.
Further, as tangible outcome of this Ph.D work we have recently filed a
patent with the support of SES [2]:
• R. Piazza, S. Bhavani, B. Ottersten,“Methods, devices, and computer pro-
grams for compensating nonlinearities of a communication channel”. In-
ternational Patent Application PCT/EP2014/064311.
This patent is strictly related to the contribution presented in section 4.1 and
this work is considered valuable for possible future technological development.
7.1 Future Work
There are a number of aspects that have significant research potential but were
not investigated in this work.
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• On-board signal predistortion: As discussed throughout this thesis, tradi-
tional satellite transponder architectures do not allow the installation of
on-board complex digital systems to perform signal processing. However,
recently emerging transponder technologies suggest this constraint is be-
ing relaxed enabling the definition of efficient on-board signal predistortion
techniques. In particular on-board digital processing is being considered
for basic signal processing operations such as routing and filtering while
demodulation and decoding are still not considered. On-board processing
would take advantage of its beneficial position in between the IMUX fil-
ter and the HPA eliminating the performance limiting constraint on the
predistortion signal bandwidth. A simple initial approach ,fitting the cur-
rently available platforms, would be to implement a memory-less signal
predistortion function based on LUT technology and operating directly
on the multiple carrier signal input to the on-board HPA.
• PAPR reduction for multiple carrier satellite channels: Given a set of in-
dependent carriers to be uplinked, the definition of a method to reduce
the resulting PAPR remains open. The definition of the method should
account for the characteristic system constraints of a satellite channel in-
cluding the efficient usage of the transponder bandwidth and guaranteeing
the independent decoding at the user terminals.
• Joint Precoding & Predistortion: The multiple carrier data predistortion
function proposed in this work can be seen as generalization of the linear
precoding discussed in [69]. This aspect should be investigate to obtain
a joint design of the data predistorter and the precoder to cancel the
co-channel beam interference.
Appendix A
A.1 Partial Derivates Formulation
As proposed in [67], we assume x and x∗ to be independent variables while
differentiating a complex polynomial. Based on this, we can derive some basic
differentiation rules for multicarrier complex polynomial functions as,
∂(xm|xm|2P )
∂xm
= (P + 1)|xm|2P (A.1)
∂(xj |xm|2P )
∂xj
= |xm|2P (A.2)
∂(xj |xm|2P )
∂xm
= Pxjx∗m|xm|2(P−1) (A.3)
Since the entries of φm(x(i)) take the form in (6.18), we can exploit the afore-
mentioned rules to generate quantities of the form ∂φm(x(n))∂xm(n−l) .
A.2 RLS Derivation for Individual Predistorter
Design
Similar to [40], we approximate em(i) exploiting the differentiability of the chan-
nel. Using the the weak non-linearity approximation of (4.30) and recalling
xm(i− l) ≈ [φm(u(i− l))]T wm(n) from Section 4.1.5 we have,
ym(i) ≈
(
K∑
l=−K
h˜m(i, l)φm(u(i− l))
)T
wm(n). (A.4)
Using (A.4) and recalling (4.25), (4.28), we can express the error as,
em(i) ≈ um(i)−
[
∂ym(i)
∂wm(n)
]T
wm(n) (A.5)
This simplified expression (A.5) can be used in (4.29) to transform the problem
to standard RLS formulation.
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A.3 RLS Derivation for Joint Predistorter De-
sign
Similarly to the derivation carried out in the earlier section, we use the weak non-
linearity approximation of (4.46) and recalling xm(i−l) ≈ [φm(u(i− l))]T wm(n)
to derive,
yj(i) ≈
(
M∑
m=1
K∑
l=−K
h˜j,m(n, l) [φm(u(i− l))]
)T
wm(n).
Using (A.6) and recalling (4.25), (4.42) we can express the error as
ej(i) ≈ uj(i)−
[
∂yj(i)
∂w(n)
]T
w(n) (A.6)
This simplified expression (A.6) can be used in (4.45) to transform the problem
in a standard RLS problem.
Appendix B
B.1 Non-parametric Data Predistortion for Non-
linear channels with memory
In this appendix we present the contribution of [52] that does not completely
fit into the scope of this Thesis. In [52] we propose novel numerical methods
for single carrier data predistortion with memory. The contribution includes a
high complex solution that requires on-line complex processing and a reduced
complexity LUT-based solution providing minor performance loss compared to
the full complexity solution. Both approaches are shown to outperform the
known techniques data predistortion techniques.
B.1.1 Introduction
Signal power amplification is necessary to achieve the desired SNR at the re-
ceiver. However the process is hardly linear due to the inherent characteristics
of the amplifier which includes the saturation effect [23]. This non-linear am-
plification results in inter-symbol interfere (ISI) at the receiver thereby causing
degradation [6]. On the other hand, efficient power amplification requires the
amplifier to be operated very close to its saturation region where non-linear
effects are stronger. Towards exploiting higher power gain, mitigating the non-
linear effects of power amplification has been given a priority in both satellite [22]
and terrestrial communications [26]. With the increasing and widespread use
of high order modulation schemes towards achieving higher throughput, the
mitigation of the non-linear interference generated by the power amplifier has
become even more challenging. Multilevel modulation schemes are spectrally
efficient but excite severe non-linear distortions due to the inherent high peak to
average power ratio (PAPR) typical of the non-constant envelope signals (e.g.
QAM and APSK). Proper countermeasures need to be put in place to guaran-
tee the required throughput and the power efficiency. In most applications, it is
often more desirable to counteract the generated non-linear interferences at the
transmitter side with specific signal pre-processing technique generally known
as predistortion. Such a processing does not entail a change in the existing user
terminals, thereby making it market attractive.
One of the most consolidated approaches defines the predistortion as a
nonlinear function that approximates the equivalent channel inverse function.
Such an approach is paraterized by a certain number of kernel coefficients. A
large number of techniques belong to this channel inverse predistortion function
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category, for e.g., analytic channel inverse function [103], Volterra series [26],
memory polynomials [16, 35, 40] and orthogonal polynomials [17, 18]. The non-
parametric approaches for predistortion elaborated in literature, rely on itera-
tive numerical optimization techniques and do not exploit directly any channel
information [6, 19].
In this section we propose a novel non-parametric data predistortion method
based on the point-wise solution of the non-linear channel equation. The new
technique does not suffer of the typical inaccuracies of the channel inverse based
predistortion techniques [103]- [18], exploits channel model information in a
better way compared to [6, 19] and provides significant gain in performance. A
variation of the method suitable for reduced complexity implementation is also
developed showing negligible performance loss.
System Model
A general communication chain consisting of a non-linear channel with memory
is represented in Fig. B.1. The constellation symbols, {an}, drawn from a M -
HPATX filter RX filter
x r
η 
DPDFEC FEC
aData_in Data_out
Encoder Decoder
Figure B.1: Non-linear Channel: DPD denotes Digital Predistortion block
sized constellation set SM are pre-distorted to obtain the transmitted symbols
{xn}. The non-linear channel contains linear transmit and receive filters (pulse
shaping filter or Input/Ouptut multiplexing filters) and a non-linear amplifier.
Denoting Hnl(·) as the channel non linear function, µn as the noise and Xn,K =
[xn, . . . , xn−K ] as a stacking of transmitted symbols, the received symbol at nth
instance, rn, can be expressed as
rn = Hnl(Xn,∞) + µn (B.1)
Hnl(·) can be expressed using the Volterra expansion [24] as
∞∑
p=0
∞∑
(k0,...,k2p)=0
h
(p)
k0,...,k2p
p∏
j=0
xn−kj
2p∏
i=p+1
[xn−ki ]∗. (B.2)
Here h(p)k0,...,k2p denotes the Volterra kernel coefficients. The full Volterra model
is a highly complex representation of the channel function due to the presence
of all cross terms {k2l}. A reduced complexity version of Hnl(·) is the memory
polynomial that does not include all the cross terms [84]
Hnl(Xn,∞) ≈
∞∑
p=0
(even)
∞∑
k=0
h
(p)
k xn−k|xn−k|p. (B.3)
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In general, both models ( (B.2) and (B.3)) include only odd polynomial terms in
xn generating the relevant in-band distortion. Concerning channel estimation,
polynomial channel models of (B.2) and (B.3) are linear equations in their kernel
parameters h(p)k0,...,k2p . Because of this linear relation, the estimation of h
(p)
k0,...,k2p
is a linear least-square (LS) problem that can be solved using standard training
based techniques [84]. To focus on the predistortion technique, we assume the
channel model parameters to be fixed and that they have been computed off-
line.
B.1.2 Non-parametric Predistortion based on channel model
Towards a low-complexity implementation, we use the simplified channel model
of (B.3) limiting channel model degree to D+ 1 and memory to K in (B.3). We
henceforth consider
Hnl(Xn,K) =
D∑
p=0
(even)
K∑
k=0
h
(p)
k xn−k|xn−k|p. (B.4)
The ideal predistortion function would guarantee the minimization of the error
between the received symbols rn (B.1) and the intended transmitted symbols
an. Such a symbol level approach is not feasible since the transmitter is not
privy to the received symbols. Instead, we consider,
xn = arg min
xn,0<|xn|2<Px
{|Hnl(Xn,K)− an|2}. (B.5)
The power constraint in (B.5) arises from the power constraint served by the
transmitter. It also helps to avoid infeasible solutions arising due to the finite
degree channel model approximation.
Clearly the minima of (B.5) is obtained whenHnl(Xn,K) = an if the resulting
solution satisfies 0 < |xn|2 < Px. Towards solving Hnl(Xn,K) = an using (B.4),
we obtain,
an =
D∑
p=0
(even)
K∑
k=0
h
(p)
k xn−k|xn−k|p. (B.6)
Equation (B.6) is non-linear with memory in the complex variable xn that can
be transformed in two distinct equations in real variables: a polynomial equation
for the amplitude of xn and a linear equation for the phase. These two equations
will be derived in the following.
Amplitude of the Predistorted Symbol
Equation (B.6) can be rewritten as:
a˜n =
D∑
p=0
(even)
h
(p)
0 xn|xn|p (B.7)
a˜n = an −
D∑
p=0
(even)
K∑
k=1
h
(p)
k xn−k|xn−k|p (B.8)
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Applying the magnitude operator on both sides of (B.7), we obtain a (D+ 1)th
degree real polynomial equation in |xn|2:
D∑
p1=0
(even)
D∑
p2=0
(even)
h
(p1)
0 [h
(p2)
0 ]∗|xn|2+p1+p2 = |a˜n|2. (B.9)
Assuming a˜n to be known, we can find the optimal |xn|2 as the positive solution
of (B.9). In order to obtain a solution we need to find the roots of a real
polynomial of degree (D + 1). Closed form polynomial solutions are derived
up to the third degree and numerical evaluation is applied for higher degrees.
If no valid solutions to (B.9) exist or the resulting solution does not satisfy
0 < |xn|2 < Px, we redefine the amplitude |xn|2 as a solution of (B.9)
|xn|2 = arg min
0<|xn|2<Px
{(f(|xn|2)− |a˜n|2)2} (B.10)
f(|xn|2) =
D∑
p1=0
(even)
D∑
p2=0
(even)
h
(p1)
0 [h
(p2)
0 ]∗|xn|2+p1+p2 . (B.11)
The problem defined in (B.10) can be solved finding the local maximum of the
polynomial function f(|xn|2) under the condition 0 < |xn|2 < Px using first
and second order derivatives. Alternatively, a purely numerical approach would
require a search for the minimum of (f(|xn|2) − |a˜n|2)2 in the closed interval
0 < |xn|2 < Px.
Phase of the Predistorted Symbol
Once we obtain a valid solution for (B.9), we can derive the phase of xn by
using the phase relations of (B.7) as,
∠xn = ∠a˜n − ∠
D∑
p=0
(even)
h
(p)
0 |xn|p. (B.12)
The above process generates a predistorted symbol solving (B.12) and (B.9)
[or (B.10)]. This requires information about a˜n, which in turn, depends on
previous predistorted symbols. As a result, xn needs to be computed for each n
and the complexity of such a process is very high. We now consider a reduced
complexity approach that allows for off-line calculation of xn and use it as a
Look Up Table (LUT).
B.1.3 Reduced Complexity Implementation
The information about the previous symbols is the cause of increased complex-
ity. Towards implementing the process as a low complexity LUT, we choose
to approximate xn−k by their centroids in (B.8). Centroids of the predistorted
symbols are defined as the solution of
E[a˜n|an] =
D∑
p=0
(even)
h
(p)
0 x¯n|x¯n|p, (B.13)
B.1. NON-PARAMETRIC DATA PREDISTORTION FORNON-LINEAR CHANNELSWITHMEMORY181
where the averaging is performed over the previous transmitted symbols ({xn−k}
or equivalently {an−k}) and x¯n is defined as the centroid of xn. For obtaining
E[a˜n|an], we take recourse to the numerically observed fact that E[
∑D
p=0
(even)
∑K
k=1 h
(p)
k
xn−k|xn−k|p|an] ≈ 0. Using this and (B.8) leads to,
E[a˜n|an] ≈ an (B.14)
This approximation allows us to define centroids as a solution of an auxiliary
(D + 1)th degree equation in (B.15) that can be solved as described in Section
3
an =
D∑
p=0
(even)
h
(p)
0 x¯n|x¯n|p. (B.15)
Solving (B.15) allows to map, off-line, each constellation symbol with the cor-
responding centroid. For a finite channel memory K, knowing {an−k}, we com-
pute {x¯n−k} and use these centroids to approximate a˜n as
a˜n ≈ an −
D∑
p=0
(even)
K∑
k=1
h
(p)
k x¯n−k|x¯n−k|p. (B.16)
The value of a˜n evaluated in (B.16) can be used in (B.7) and the resulting
equation solved to get an approximation of xn. Notice that in (B.16) we obtained
an approximation of a˜n as an implicit function of [an−K , . . . , an−1] using only the
estimated centroids of the predistorted symbols and an. Since the centroid and
channel computations are off-line, hence xn can be obtained off-line entirely and
a LUT generated. Such a LUT maps [an−K , . . . , an] to [x˜n] and has a dimension
of MK+1.
B.1.4 Numerical Results
In this section we compare the predistortion techniques designed in Sections 3
and 4 against standard memory polynomial predistortion [16]. To this end we
simulated the channel of Fig B.1 and Table B.1 details the simulation parame-
ters. The Saleh model is a memoryless non-linearity with AM/AM AM/PM
Table B.1: Simulation parameters
Parameter Value
HPA model Saleh Model [23]
TX/RX filters Square Root Raised Cosine, roll-off=0.25
Modulation 32APSK
Coding LDPC 3/4
characteristics: A(r) = α1r1+α2r2 , Φ(r) =
β1r
2
1+β2r2 with parameters [α1 = 1,
α2 = 0.25, β1 = 0.26, β2 = 0.25]. The predistortion technique based on real-
time roots computation (refer to Section 3) has been implemented assuming the
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channel model in (B.4), with a memory depth K = 1 and polynomial degree
D + 1 = 5. For the same channel characteristics, we also implemented the
reduced complexity predistortion method described in Section 4 generating a
LUT with MK+1 = 322 entries addressed with (K + 1) log2(M) = 10 bits. In
either case the channel estimation is based on 15000 training symbols and the
linear LS minimization [84]. For the matter of comparison, we devised a mem-
ory polynomial predistorter as in [16]. This memory polynomial predistorter
function has a memory depth of K = 1, polynomial degree of D + 1 = 5 and is
estimated using the indirect learning method [39] with 15000 training symbols.
As metric for HPA power efficiency we use the OBO (Out Back Off) as
OBO = 10 log Pout
PSATout
where Pout and PSATout are the output and saturated powers
of the HPA, respectively. The OBO defines the working point of the HPA and
controls the level of non-linear effects as well as the overall signal power level.
Non linear interferences are stronger close to the saturation region (OBO≈ 0
dB) while they tend to disappear moving to the linear region (OBO→ ∞).
However, the overall signal power decreases when OBO increases, resulting in a
degradation of the effective SNR for a fixed level of noise power at the receiver.
Performance can be evaluated in absence of noise by means of the Normal-
ized Mean Square Error (NMSE) defined as E[|rn − an|2/|rn|2]. Fig B.2 shows
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Figure B.2: NMSE vs OBO (Noiseless)
how the NMSE varies with respect to the OBO. We can notice a dramatic
reduction in the interference level (here measured as NMSE) for the new tech-
niques (legends RB-DPD and RB-LUT-DPD for techniques described in Section
3 and 4, respectively) compared to the standard memory polynomial predistor-
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tion (MP-DPD). Moreover, the performance loss between the real time roots
computation (RB-DPD) and its complexity reduced version (RB-LUT-DPD) is
almost negligible. The slight increase in NMSE for the predistortion techniques
at high OBO can be attributed to the channel mismatch.
Having demonstrated a significant NMSE gain in the non-linear region for
the noiseless case, we evaluate the BER trend (see Fig B.3) with the amplifier
operating very close to saturation (OBO = 1 dB). Fig. B.3 provides a measure
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Figure B.3: BER performance of predistortion techniques for OBO=1dB
of the Es/N0 gain of the new method over the standard memory polynomial
technique and the negligible loss in performance due to approximations is also
illustrated. In order to investigate BER behavior with respect to the OBO, we
set a fixed noise level at the receiver of No = 15dB + E(SAT )s where Es(SAT ) is
the average signal energy received when the amplifier is in saturation (OBO =
0 dB).
Fig. B.4 illustrates the variations in BER due to OBO. Close to the satura-
tion region, the BER is influenced by the strong non-linear interferences, while
moving toward the linear region of the amplifier, the BER rises again due to the
reduction in the received SNR. For the chosen settings, it can be seen that the
devised techniques provide a range of OBO in which the BER is negligible. This
is due to the enhanced mitigation offered by the proposed techniques that allow
for the optimal performance of LDPC. On the other hand, for the MP-DPD, an
increase in Es/N0 is needed to obtain improved BER.
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Figure B.4: Impact of OBO on BER of different predistortion techniques
B.1.5 Conclusion and Future work
A novel transmitter based technique for the mitigation of the impairments gener-
ated by a non-linear channel was designed. Exploiting the transmission of finite
constellation symbols, this method provided significant gain over the most com-
monly applied predistortion techniques. A reduced complexity implementation
yielding a LUT was also provided. Such a LUT based technique is a promis-
ing candidate for incorporation in next generation terrestrial as well as satellite
systems towards improving power and spectral efficiencies. Future research will
target the complexity reduction of the LUT as well as the possible extension to
the multicarrier scenario.
Appendix C
C.1 Inter Modulation Distortion Terms
Table C.1: Frequency Centered IMD [1]: (a) Three Carrier Channel In-band
Terms, (b) Five Carriers Channel In-band Terms
(A) (B)
Ω1,3 Ω2,3 Ω3,3
[111] [121] [131]
[122] [132] [221]
[133] [222] [232]
[223] [233] [333]
Ω1,3 Ω2,3 Ω3,3 Ω4,3 Ω5,3
[111] [121] [131] [141] [151]
[122] [132] [142] [152] [241]
[133] [143] [153] [231] [252]
[144] [154] [221] [242] [331]
[155] [222] [232] [253] [342]
[223] [233] [243] [332] [353]
[234] [244] [254] [343] [443]
[245] [255] [333] [354] [454]
[335] [334] [344] [444] [555]
[-] [345] [355] [455] [-]
[-] [-] [445] [-] [-]
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Table C.2: Out-of-band IMD terms with fp1 + fp2 − fp3 − fm = ∆f [1]: (a)
Three Carrier Channel Terms, (b) Five Carriers Channel Terms
(A) (B)
Ω1,3 Ω2,3 Ω3,3
[121] [131] [231]
[132] [221] [332]
[222] [232] [-]
[233] [333] [-]
Ω1,3 Ω2,3 Ω3,3 Ω4,3 Ω5,3
[121] [131] [141] [151] [251]
[132] [142] [152] [241] [341]
[143] [153] [231] [252] [352]
[154] [221] [242] [331] [442]
[222] [232] [253] [342] [453]
[233] [243] [332] [353] [554]
[244] [254] [343] [443] [-]
[255] [333] [354] [454] [-]
[334] [344] [444] [555] [-]
[345] [355] [455] [-] [-]
[-] [445] [-] [-] [-]
Table C.3: Out-of-band IMD terms with fp1 + fp2 − fp3 − fm = −∆f [1]: (a)
Three Carrier Channel Terms, (b) Five Carriers Channel Terms
(A) (B)
Ω1,3 Ω2,3 Ω3,3
[112] [111] [121]
[123] [122] [132]
[-] [133] [222]
[-] [223] [233]
Ω1,3 Ω2,3 Ω3,3 Ω4,3 Ω5,3
[112] [111] [121] [131] [141]
[123] [122] [132] [142] [152]
[134] [133] [143] [153] [231]
[145] [144] [154] [221] [242]
[224] [155] [222] [232] [253]
[235] [223] [233] [243] [332]
[-] [234] [244] [254] [343]
[-] [245] [255] [333] [354]
[-] [335] [334] [344] [444]
[-] [-] [345] [355] [455]
[-] [-] [-] [445] [-]
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