Abstract--This paper presents a reconstruction process to build the three-dimensional structure of cerebral vessels from a pair of DSA (digital subtraction angiogram) images. To segment the blood vessels from the background, not only the local thresholding but also global thresholding was used to bilevel the input image. Thinning process and the B-Spline curve are applied to extract and smooth the skeleton of the vessels. The skeleton is then tracked to find the branch points which will be used as the feature points for matching. For each feature point in the first image, we use the epipolar constraint and the property of feature points to find its correspondence on the other image. From the DSA machine structure and the correspondence information, the real 3-D position of the skeleton is calculated by least squares estimation and the reconstructed 3-D shading images for various viewing angles and light source directions are obtained using the Gouraud Shading method. Experimental results show that the proposed algorithm work well on our data and can be applied on similar data without intervention most of the time.
INTRODUCTION
Cerebral angiography is an image technique used to locate the position of cerebral blood vessels. In this technique, a contrast material is injected into the main cerebral vessel and its propagation is monitored on an image intensifier surface using X-ray projection. Figure 1 shows a set of stereo angiograms which were produced by the X-ray sources from two different angle locations. In Figure 1 , the distance between the X-ray source and the projection plane is 100cm, and the incident angle difference is 15 ° .
To perform 3-D reconstruction of the cerebral vessel tree from a pair of DSA images, we first extract the 2-D features in each image and find the correspondence between the features detected
The authors wish to express their appreciation to an anonymous referee for his valuable suggestion to improve this manuscript. in both images. From the correspondence information and the X-ray projection geometry, the 3-D position of the vessel tree can be calculated. Many efforts have been devoted to solving this 3-D reconstruction problem in the literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . The difficulties in 3-D reconstruction encountered in most of the literature are the segmentation of the 2-D features and the correspondence problem between the features detected in the input images.
For the segmentation problem, some image processing techniques, such as the syntactic method, gradient and moment based operator, mathematical morphology, recursive tracking, etc., have been developed by researchers to detect automatically or semiautomatically the vessels from the background [21] [22] [23] [24] [25] [26] . Unfortunately, classical segmentation techniques do not perform well for angiographic images. Besides, it is well known that the success of the 3-D reconstruction essentially relies on a superior algorithm which can solve the matching problem. Usually, attempts were made to solve the matching problem from 2-D projection data manually or using the a priori information, with some computerized aid [1, 4, [6] [7] [8] 20] . For example, Koichi [2] proposed a back-projection method based on the assumption that the X-rays may be approximated by a parallel-ray projection perpendicular to the image plane. A further step was done by identifying corresponding segments using the knowledge-based model of the epipolar constraint, anatomical interpretation, the similarity of the segment geometry and connectivity property [3, 13] . But these algorithms are time-consuming, complex, and difficult to implement.
In this paper, a segmentation method combining local thresholding and global thresholding is developed to identify and isolate the vessels from the background. Since small vessels may not be detected if only global thresholding is applied to the whole image, we first used the local thresholding to extract small vessels, and then global thresholding to separate the vessel from the background.
A fast parallel thinning algorithm [27] is then applied to extract the skeleton of the vessels by removing all contour points of the picture except those points that belong to skeleton. Because of noises, some error branches occur. The error branches are removed by back projecting the skeleton to the original image. Next, we trace the skeleton to find the feature points which include branch points and termination points. The crossover points are false branch points and are excluded from the feature set used for stereo matching.
In performing the matching, we use the property of the feature points and the epipolar constraint to find the correspondence. To calculate the corresponding 3-D position from a matched pair of vessels is one of the most important processes in the 3-D reconstruction, yet it is neglected in most of the current literature. In view of this fact, we propose a method to calculate 3-D coordinates of the vessels using the least-squared-error estimation. After the reconstruction is completed, the result is back projected to the original image to check the correctness. In the shading process, we use the Gouraud shading method to generate the depth effect, and reduce the computation complexity.
The remainder of this paper is organized as follows. The method for extracting the features from angiographic image using segmentation, thinning, and tracing processes is described in Section 2. The matching algorithm based on geometric constraints and property of the feature points is proposed in Section 3. The method to calculate coordinates of a corresponding pair of the vessels is derived in Section 4. Finally, concluding remarks are found in Section 5.
PREPROCESSING
To derive the 2-D features of the blood vessels from an input angiogram, preprocessing including image segmentation, thinning, and tracing is required. After the preprocessing, we record the 2oD coordinates of the feature points and the central lines of cerebral vessels.
Image Segmentation
As Figure 1 shows, the DSA images of cerebral blood vessels have poor local contrast and varying vessel width. It is difficult to detect the vessels by only applying the global thresholding. Besides, the background of the image is very uniform in gray level except at some small regions, and the gray level difference between the vessels and the background is small. Therefore, we divide the cerebral vessels into two classes composed of narrow and wide vessels. The two classes are detected by use of local thresholding and global thresholding, respectively.
For narrow vessels, the extraction of the features is accomplished by an enhancement-detection process based on the optical and spatial properties of the vessels. The narrow vessel's signal is first enhanced by local thresholding and then extracted by global thresholding.
The local thresholding proceeds as follows. We calculate the average gray level of the pixels in a 6*6 mask and compare the gray level of each pixel in the mask with the average. If the gray level of the pixel is lower than the average value, the gray level of the pixel is set to 0, otherwise keep the gray level value. The mask is moved along the image. Next, we adopt the global thresholding method to bilevel the image. The thresholding value is decided by the histogram of the image. More specifically, the histogram of the image may be considered an estimate of the brightness probability density function. This overall density function is the sum or mixture of several unimodal densities from each region in the image. If the form of the densities is known or assumed, it is possible to determine an optimal threshold for image segmentation. Therefore, we employ a minimum mean square error method [28] to select an optimal threshold value for global thresholding. The result obtained by local and global thresholding is given in Figure 2 .
Obtaining the Central Lines of the Cerebral Vessels
To derive the central lines of the cerebral vessels, we apply a fast parallel thinning algorithm to the vessels detected in Figure 2 . The thinning process consists of two subiterations: one aimed at deleting the south-east boundary points and the north-west corner points, while the other one is aimed at deleting the north-west boundary points and the south-east corner points. End points and pixel connectivity are preserved. The algorithm is described briefly as follows.
A binary digitized picture can be defined by a matrix IT, where each pixel IT(i, j) is either 1 or 0. The pixels having value 1 form a pattern. Each stroke in the pattern after segmentation is usually more than one pixel in width. In the thinning process, a 3 × 3 window in which the center pixel is connected with its eight neighbors is used. The thinning process extracts the skeleton of a picture by removing all the contour points of the picture except those points that belong to
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the skeleton. The deletion of the center point of the window under consideration is determined by the values of its eight neighboring points as shown in Figure 3 .
Since the new value of a point at the n th iteration depends on its present value as well as those of its eight neighbors at the (n-l) th iteration, all picture points can be processed simultaneously. In order to preserve the connectivity of the skeleton, we divided each iteration into two subiterations.
In the first subiteration, the contour point P1 is deleted from the digital pattern if it satisfies the following conditions:
(c) P2 * P4 * Ps = 0,
where A(P1) is the number of 01 patterns in the ordered set {P2, P3 .... , Ps, Pg} that are the eight neighbors of P1 as shown in Figure 3 . B(P1) is the number of nonzero neighbors of P1, that is, B(P1) --P2 + P3 %"" % Pg. If any condition is not satisfied, e.g., for P2, P3, P4,-.
• as shown in Figure 4 , A(P1) = 2 and P1 will not be deleted from the picture. In the second subiteration, Conditions (c) and (d) are changed into (c') P~ * P4 * Ps = o,
and the rest remain the same. By Conditions (c) and (d) of the first subiteration, it can be shown that the first subiteration removes only the south-east boundary points and the north-west corner points which do not belong to the skeleton. By Condition (a), the endpoints of a skeleton line are preserved. Also, Condition (b) prevents the deletion of those points that lie between the endpoints of a skeleton line. The iterations continue until no more points can be removed. The resultant image after thinning is shown in Figure 5 .
After the thinning process, some error branches may exist in the background area. To solve this problem, we project the skeleton back to the original image and compare the gray level of the skeleton points with their the neighbor. If the gray level of a skeleton point is much greater than the gray levels of its neighbors, then this skeleton point is deleted. The resultant image after removing the error branches is shown as Figure 6. 
Tracking the Centerline of the Vessels
From the anatomical information, the structure of the blood vessels forms a binary tree. However, as shown in Figure 7 , the projection makes two or more segments that appear spatially overlapping in the image and result in false connection. Therefore, it is essential to find the cross(~ver point and remove the false segment from the tree. traced twice. Then a crossover region which includes the crossover point and its neighborhood is identified. The four segments connected to the crossover region are sorted out and merged into two continuous segments.
In order to remove noises and the unconnected segments of the vessels, an tracing algorithm using a 3 x 3 window consisting of pixels, P1 "~ P9 is proposed to trace the thinned vessels. The values of P1 "~ P9 are 1 if they lie on the vessel and 0 if not. We search the thinned image from the bottom until we find a segment of length more than a threshold value. The initial pixel of this segment is used as the starting point of the tracing process. Let P(a) denote the number of 01 patterns in the ordered set {P1, P2,..., Pg}. The tracking process is summarized as follows.
Step 1. Find the starting tracing point.
Step 2. A 3 x 3 window is located at the tracing location.
Step 3. If P(a) > 2, then P1 is a branch point and pushed into a FIFO (first-in-first-out) queue, the first pixel from P2 to P9 having value 1 is the next tracking location.
Step 4. If P(a) = 1, then P1 is a termination point and the FIFO queue is checked whether the queue is empty or not. If yes, the tracing algorithm terminates. If not, a branch point is popped from the FIFO queue and used as the tracing location. Step 5. If P(a) = 2, then Pf is a line point and the window is moved to the next tracing position.
Step 6. Repeat Steps 3 to 5 until the queue is empty in Step 4.
Since the skeleton obtained above is not smooth enough, we then use the third-order CatmullRom Spline [29] to smooth the skeleton. The resultant image after smoothing process is shown in Figure 8 .
Radius Calculation
To perform 3-D reconstruction of the DSA image, the radius of the vessel at each skeleton point has to be calculated. Here, we use the concept of matched filter to calculate the radii of vessels.
Suppose the vessel is of cylindrical structure and a one-dimensional matched filter is applied at a skeleton point location along the direction perpendicular to the direction of the skeleton. The matched filtering operation produces the maximum output if the size of the mask of the filter and the width of vessel are the same. When the maximum output is produced, the size of the mask of the filter is regarded as the radius of the vessel at the skeleton point location. This process is repeated until the width of the vessel at each skeleton point is found. To avoid abrupt change of radii, the radii of three successive skeleton points are averaged. The resultant image after this process is shown in Figure 9 .
STEREO MATCHING
The key problem in 3-D reconstruction from two projections is to identify the corresponding features points, cast by the same physical point in the 3-D space, in both images. This step is called the "matching process". In our matching algorithm, the geometric constraints imposed by epipolar lines and the properties of feature points [30] [31] [32] [33] [34] are used to determine the image region within which the corresponding features is searched.
After the tracking process, the termination points and the branch points are recorded sequentially. For a terminate point, suppose its eight-connected neighbors are {P2, P3,..., P9}, then only one neighbor has the same gray level as the central point. If we assign value 1 to the skeleton point and 0 to the background, then for a termination point, we have 9 E Pi = 1.
i=2
As for a branch point, then three neighbors have the same gray level as the central point (suppose there is no crossover points), and then we have
After recording the branch points and termination points, the following matching procedure can be executed.
Step 1. For each recorded feature point (including branch points and termination points) P(x, y) in the first image, we use the epipolar constraint and the property of the feature point to search for possible correspondences. If the feature point is a branch point, its corresponding point in the second image should be a branch point too, and then we can use equations (7), (8) and the epipolar constraint to find its correct correspondence.
Step 2. After finding the correspondence of these feature points, we divide the skeleton into fundamental segments. Each segment is formed by two successive feature points and the skeleton points within the feature points.
Step 3. The matching of the skeleton points between the feature points can be achieved by using the epipolar constraint and linear interpolation as follows. It is possible that a skeleton point in the first images is found to match more than one skeleton point in the other image. If this is the case, the geometry of the skeleton tree is used to identify the region where ambiguity occurs. In an ambiguity region, interpolation is necessary before the one-to-one matching can be performed by the epipolar constraint. In this way, the nonfeature point matching is completed.
Step 4. After the 3-D skeleton reconstruction process, the reconstruction result is back projected to the original image to check its correctness. If errors occur, false connection of the fundamental segments may be implied. A rematching process is executed to rectify the false matching.
3-D COORDINATE CALCULATION
The operation geometry of the DSA machine is illustrated in Figure 10 . The DSA image is displayed in the screen coordinate system (u, v) with 512 x 480 resolution and 0 to 255 gray levels. X-rays are emitted from the origin of the system coordinate system (xs, Ys, zs) and projected onto the optical sensor plane which defines the image coordinate system (xi, Yi). The xs-axis and Yaaxis are parallel to the xi-axis and yi-axis, respectively. The positive zs-axis of the system coordinate system defines the optical axis which points to the origin of the world coordinate system (xw, Yw, zw). The arm between the X-ray source and the image plane can be rotated with respect to the xw, Yw, and zw axes of the world coordinate system and the length of the arm can be adjusted. The data about the length from the X-ray source to the image plane, the amplification ratio and rotation angles can be read from the machine board. The screen coordinate (u, v) is related to the image coordinate (xi, yi) by
rcos sin ] [,u ud, sx]
where ( the pixel-to-centimeter ratio in the x and y direction, respectively, w is the rotation angle between the image coordinate system and the screen coordinate system. The image coordinate system (xi, yl) is related to the system coordinate (xs,ys, zs) by
where f is the length from the X-ray source to the image plane. As the machine arm is rotated around the x~ axis with angle 0 and rotated around zw axis with angle ¢, the system coordinate 
where r is the distance between the origin of the system coordinate system and the origin of the world coordinate system, r is equal to the f/mag, where mag represents the amplification ratio. Figure 11 shows the geometrical relationship between projection image 1 and projection image 2 associated with 0 = 0 ° and 0 = -15 °, respectively, and ¢ is zero. In Figure 11 , P~ and P~ are the projection points of the object point P on images 1 and 2, respectively. $1 and $2 axe the origins of the system coordinate systems associated with the two projections, and O is the origin of the world coordinate system. For a given corresponding pair P{ and P~, we can derive two line equations of SIP{ and S2P~ as Xwl --(RIXsl) x tl + dcl, (13) (14) where tl and t2 are the scaling parameters. Ideally, the 3-D position of the point P is the intersection of the two lines given by equations (13) and (14) . However, due to the noises in the working environment, the two lines may not intersect. In this case, the least-squared-error estimation of tl and t2 which minimizes 
A--[(RIX81) I-(R2X'2)],
B --(d~2 -dcl).
By substituting tl and t2 given in equation (16) back to equations (13) and (14), we obtain two 3-D coordinates Xwl and X--°w2. The final 3-D position of the point P is calculated as X-°p = Z:l "~ X-°w2 (17) 2 It is noted that 8, ¢, f, and mag can be read from the machine board. The image pair in Figure 1 are acquired with f = 100 cm and mag = 1.35. By a square mask, we can obtain the images of two different amplification ratios corresponding to two different image plane heights. The four corresponding corners in these two images can be used to estimate Ud = 273 and Vd = 229. By the same mask, we can calculate sx = 0.0371 and s u = 0.0619 from the known mask length and the amplification ratio. The estimation of w is about -90 °.
After the reconstruction is completed, the result is back projected to the original image to check the correctness. In the shading process, we use the Gourand shading method [35] to generate the depth effect, and reduce the computation complexity. The reconstructed 3-D skeleton images viewed from two angles are shown from Figure 12 to Figure 13 . The final shading images viewed from these two angles are shown from Figure 14 to Figure 15 . More experimental results are included in [36] .
CONCLUSIONS
In this paper, a new reconstruction process to build the 3-D structure of cerebral vessel from a pair of DSA images is proposed. To segment the blood vessels from the background, both the local thresholding and global thresholding are used to bilevel the input image. The thinning process is then applied to obtain the skeleton of the vessels and the B-Spline curve is used to smooth the skeleton• Consequently, the skeleton is tracked to find the branch points which will be used as the feature points for matching. For each feature point in the first image, the epipolar constraint and the property of feature points are employed to find its correspondence on the other image. From the DSA machine structure and the correspondence information, the real 3-D position of the skeleton can be calculated by least-squares-error estimation. Good reconstruction results proving the feasibility of the proposed method are included. The delineated results can be used for clinical diagnosis.
