The power of maximum likelihood tests of positive selection on protein-coding genes depends heavily on detecting and accounting for potential biases in the studied data set. Although the influence of transition:transversion and codon biases have been investigated in detail, little is known about how inaccuracy in the phylogeny used during the calculations affects the performance of these tests. In this study, 3 empirical data sets are analyzed using sets of simulated topologies corresponding to low, intermediate, and high levels of phylogenetic uncertainty. The detection of positive selection was largely unaffected by errors in the underlying phylogeny. However, the number of sites identified as being under positive selection tended to be overestimated.
The identification of the selective pressures that shape genetic variation has become a major goal of molecular evolution studies over the past few decades (Yang and Bielawski 2000; Nielsen 2001; Wong et al. 2004) . Traditionally, the measurement of selection on protein-coding genes is assessed by estimating x, the ratio between nonsynonymous (d N ) and synonymous (d S ) substitution rates. Positive selection is identified whenever x . 1 (i.e., d N is higher than d S ), whereas the cases of x 5 1 and x , 1 would indicate neutral and purifying selection, respectively.
Following the development of a variety of tests of positive selection (see Yang and Bielawski 2000 and included references), considerable attention has been devoted to understanding how several potential sources of error might affect the performance of those tests, such as biases in transition/transversion rate ratio (Li et al. 1985; Li 1993; Pamilo and Bianchi 1993) and codon usage (Goldman and Yang 1994; . For instance, ignoring the transition/transversion bias can lead to an overestimation of d S and a consequent underestimation of x (Li et al. 1985) . However, virtually all currently available methods that use phylogenetic information in the estimation of selection parameters rely on the assumption that the phylogeny of the studied sequences is known with certainty, a condition that might not be met in real data sets. In this study, the influence of violating this assumption is investigated, namely, the use of suboptimal phylogenetic trees affects inferences of positive Darwinian selection based on codon models (Nielsen and Yang 1998; . Although this source of bias has been addressed by Suzuki and Gojobori (1999) and , no study to date has investigated this issue systematically.
Three genes were selected for this study: isoeugenol-O-methyltransferase (IEMT, 310 codons, average divergence of 23.2%), an enzyme involved in the production of floral volatile compounds (Barkman 2003) , CD45 (331 codons, average divergence of 6.9%), a highly expressed surface protein of mammal lymphocytes (Filip and Mundy 2004) , and pantophysin (209 codons, average divergence of 7.32%), a vesicle-trafficking protein found in fish (Pogson and Mesa 2004) . Both pantophysin and CD45 are thought to be under the influence of positive selection across the entire data set. IEMT, on the other hand, is a gene that seems to have evolved under positive selection from a clade of genes that are mostly under purifying selection caffeic acid-O-methyltransferase (COMT). The CD45 were obtained from the original study, whereas the other data sets were aligned without gaps. Their phylogenetic relationships based on unweighted parsimony are shown in figure 1.
Three levels of phylogenetic uncertainty were determined as follows. First, 50,000 unrooted topologies were simulated using a Markov model (or all 10,395 possible topologies in the case of the CD45 data set). Tree lengths of all studied topologies were then evaluated using unweighted maximum parsimony and ranked from lowest to highest. Finally, 20 topologies were sampled from the first, fifth, and tenth percentiles to represent low, intermediate, and high levels of phylogenetic uncertainty, respectively ( fig. 2 ). The use of tree lengths as a proxy to phylogenetic uncertainty is based on the assumption that shorter trees by parsimony are more likely to be correct than longer trees, in addition to having higher log likelihood under the likelihood criterion, as is commonly observed in molecular phylogenetics. Tree simulation and evaluation were conducted using the software PAUP* 4.0b10 (Swofford 1998) .
Tests for positive selection were conducted based on the maximum likelihood approach of as implemented in PAML 3.14b (Yang 1997) . In this approach, several models of codon substitution are fitted to the data, and their respective performances are evaluated using likelihood ratio tests (LRTs). The first step is to test for the existence of positive selection (i.e., the presence of sites with x . 1) in the data set. This is achieved by contrasting a null model that does not allow sites with x . 1 with a more general model where that condition is allowed. Statistical evidence is obtained when a method that allows for positive selection is significantly better than the alternative model without selection. The level of significance is assessed using the likelihood ratio statistic, which is calculated twice the difference in likelihood scores (2DlnL) of each model, which is compared with a v 2 distribution with the number of degrees of freedom calculated as the difference in the number of estimated parameters between the models. Three different LRTs were conducted. The first comparison is between M0 (1 ratio), a model that fits a single x 0 averaged over all sites, and M3 (discrete), which has 3 discrete classes of sites, each with a different x 0 . The second is a comparison between M1a (nearly neutral model), which allows for 2 site classes (0 , x 0 , 1 or x 1 5 1), and M2a (selection), which has an additional site class (x . 1). The third test is a comparison between a model of betadistributed selective pressures, which allows for 10 site classes, each with x , 1 (beta, M7), and another method with 11 site classes, one of which allows for x . 1 (M8). This last comparison is one of the most stringent tests of positive selection (Anisimova et al. 2001) . Equilibrium codon frequencies were calculated from the average nucleotide frequencies at the 3-codon positions. Calculations using codon frequencies as free parameters provided very similar qualitative behavior (not shown) and are available from the author upon request. Stop codons were removed from all sequences prior to the analyses.
Once evidence for positive selection was obtained, further tests were performed to identify the codon sites under selection. This evaluation was obtained by using the 2 methods implemented in the M2a, M3, and M8 models: naïve empirical Bayes (NEB) and Bayes empirical Bayes (BEB) (Yang et al. 2005) . Positions with a high probability of being part of the x . 1 class are inferred as more likely to be under the influence of positive selection.
In general, there was an increase in the likelihood ratio statistic with increasing inaccuracy in the used topology (table 1) , suggesting the possibility of a corresponding increase in type I statistical errors. However, the results of the LRTs of positive selection were unaffected by this trend, indicating that all 3 tests of positive selection (M0 vs. M3, M1a vs. M2a, and M7 vs. M8) are robust to errors in the underlying phylogeny. In other words, as long as the topology is not ''too wrong,'' the results of these tests are reliable. Parameter estimates under each model were also robust, with no apparent systematic bias (table 2) .
If one assumes that the best estimates were provided by the topologies with the smallest tree lengths according to maximum parsimony, phylogenetic uncertainty caused COMT/IEMT; and (C) pantothysin. Numbers above nodes represent bootstrap values following 10,000 pseudoreplicates (10 random taxon addition replicates in each turn). Note that the CD45 phylogeny puts the chimpanzee as most closely related to the gorilla than to human, a relationship that disagrees with our current understanding of primate systematics. However, that was the best topology under unweighted parsimony and was shown that way to maintain the consistency across the analyses. considerable overestimation in the number of sites under positive selection in the CD45 data set, both using NEB and BEB (table 3) . A similar (yet much weaker) effect was observed in the pantophysin data set (table 3 ). An inspection of figure 2 indicates that the frequency distribution of tree lengths in the pantophysin data set was more skewed than in the CD45 data set, suggesting a higher phylogenetic signal. However, it is unclear whether the poorer FIG. 2.-Frequency distribution of tree lengths for each data set that was used in the present study. The tree-length ranges for the first, fifth, and tenth percentiles were IEMT: 1,361-1,549, 1,609-1,617, and 1, 647; [265] [266] [267] [268] [276] [277] [278] [462] [463] [464] [472] [473] [474] respectively . See text for details. performance of NEB and BEB in the CD45 data set is due to the lower phylogenetic signal or the smaller number of sequences.
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Simulation studies have shown that tests of positive selection can be powerful even with sequences as short as 50 codons (Whelan and Goldman 1999; Anisimova et al. 2001) . However, such short data sets are unlikely to provide reliable information in the phylogenetic relationships among the studied sequences. A suitable approach in such cases would be to infer the phylogeny of the respective taxa using additional sequences from other regions. Alternatively, phylogenetic uncertainty can be explicitly incorporated into the analysis using a Bayesian approach. 2278 Pie
