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Re´sume´ – Nous traitons dans cet article le proble`me de l’estimation des parame`tres de phase des signaux chirp re´els affecte´s par un bruit additif
de nature impulsive mode´lise´ par une distribution  -stable. Comme dans beaucoup de techniques d’estimation de signaux a` phase polynomiale,
nous commenc¸ons par ramener le proble`me a` celui de l’estimation de signaux harmoniques noye´s dans un bruit impulsif graˆce a` une transforme´e
polynomiale du signal. Une me´thode haute re´solution (MUSIC) est alors applique´e au signal ainsi transforme´ pour l’estimation des parame`tres.
Trois cas de figures sont conside´re´s et compare´s dans ce travail: (i) Celui de l’application directe de l’algorithme MUSIC au signal harmonique
tronque´ en amplitude; (ii) celui de l’application de l’algorithme MUSIC a` l’estime´e robuste de la fonction de covariance du signal harmonique
et (iii) celui de l’application de l’algorithme MUSIC a` la fonction de covariation ge´ne´ralise´e du signal.
Abstract – In this paper we address the problem of parameter estimation of a chirp signal in impulsive noise environments. The first step of our
estimation methods consists of transforming the problem to a problem of frequency estimation in  -stable impulsive noise using a polynomial
transformation. A high resolution method (MUSIC) is applied to the transformed signal for sinusoidal frequency estimation. Three approches
are considered and compared in this work: (i) In the first one, we apply MUSIC to the truncated harmonic signal, (ii) in the second one, we
apply MUSIC to the robust covariance estimate of the harmonic signal and (iii) in the third one, we apply MUSIC to the generalized covariation
function of the signal.
I Introduction
Diverses applications technologiques telles que le radar, le sonar
ou certains syste`mes de communication hertzienne font inter-
venir des signaux a` modulation de fre´quence (FM). Vu que
la fre´quence instantane´e des signaux FM non line´aire est dif-
ficile a` de´terminer par les me´thodes classiques, il est parfois
pre´fe´rable de mode´liser la phase du signal par un polynoˆme
graˆce au the´ore`me de Weierstrass qui indique que toute fonc-
tion continue a` support compact peut eˆtre approxime´e par un
polynoˆme. Le degre´ de celui-ci de´pend des variations tem-
porelles de la phase. Si celles-ci sont lentes, un degre´ faible
suffit pour la repre´senter. En revanche, lorsque les variations de
la phase sont rapides alors un degre´ e´leve´ est ne´cessaire. Par ex-
emple, dans les syste`- mes radar a` compression d’impulsions,
le signal utilise´ est un signal FM a` phase quadratique, appele´
signal chirp. Ils appartiennent a` la cate´gorie des signaux non
stationnaires dont la fre´quence varie au cours du temps. L’analyse
de ce type de signaux affecte´s par un bruit additif gaussien est
largement traite´ dans la litte´rature [6]. Toutefois, tre`s peu de
contributions existent dans le cas d’un bruit impulsif  sta-
ble, caracte´rise´ par la non-existence des moments statistiques
d’ordre deux ou d’ordre supe´rieur [3] .
Nous nous proposons dans cet article d’e´tudier le cas ou` la
densite´ du bruit a des queues plus importantes que celle de la
gaussienne repre´sentant ainsi les cas ou` les donne´es sont con-
tamine´es par des valeurs totalement aberrantes, dues par ex-
emple a` des pannes de capteurs. Nous conside´rons le mode`le
suivant:
	


 

ﬀﬂﬁﬃ "!$#&%'(!*)'+#-, /.0#&1
 (1)
ou`
!
325476'67684:9
<; . =
:ﬁ(!>+

 ﬀﬂﬁﬃ(!?#@%7"!
)
+A#B, 
de´signe la
phase du signal chirp re´el dont les parame`tres
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sentant les phases initiales des composantes chirp. G est le
nombre des composantes du signal et 9 est la taille de l’e´chanti-
llon.
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 est un bruit additif de nature impulsive de distribution
 -stable syme´trique MNOM . Les distributions MﬂOM sont de´finies
par leurs fonctions caracte´ristiques donne´es par :
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(joue le roˆle de la variance).
Sous l’hypothe`se d’un bruit additif  -stable, le M-estimateur
de type maximum de vraisemblance [3] des parame`tres du sig-
nal ne´cessite le recours a` la minimisation d’une fonctionnelle
non-line´aire. Cette approche souffre d’une complexite´ impor-
tante. Nous proposons ici une approche alternative ou` l’on
utilise une transforme´e polynomiale du signal qui permet de
transformer un signal chirp en un signal harmonique bruite´.
Les parame`tres du signal sinusoı¨dal ainsi obtenu sont estime´s
par la me´thode sous-espace MUSIC [5]. Pour rendre celle-ci
robuste au bruit impulsif, plusieurs me´thodes sont propose´es et
compare´es dans ce qui suit.
II Estimation de la phase
II-1 Estimation d’une phase line´aire
Nous traitons dans cette section l’estimation des fre´quences
d’un signal harmonique multicomposantes affecte´ par un bruit
impulsif correspondant a` celui de l’e´quation (1) avec
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. Nous proposons d’appliquer MUSIC de
trois manie`res diffe´rentes. On appellera ces trois variantes:
TRUNC-MUSIC, ROCOV-MUSIC et FLOM-MUSIC. Dans la
suite on suppose que le nombre de composantes du me´lange G
est connu.
II-1-1 L’algorithme TRUNC-MUSIC
La matrice de covariance des observations n’est pas de´finie a`
cause de la nature  -stable du bruit. Nous proposons ici de
tronquer le signal sinusoı¨dale en amplitude avant d’appliquer
l’algorithme MUSIC. Ainsi l’algorithme conside´re´ se re´sume
en deux points:
 Troncature du signal pour se ramener au cas d’un signal
de variance finie, ce qui consiste a` conside´rer les obser-
vations suivantes

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ou`  est une constante de troncature1
 Application de la me´thode MUSIC au signal tronque´ pour
l’estimation des fre´quences.
Nous appelons cette me´thode TRUNC-MUSIC, c’est la tech-
niques la plus simple de traitement des valeurs aberrantes.
II-1-2 L’algorithme ROCOV-MUSIC
L’autocovariance du signal harmonique en conside`ration s’ecrit
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Nous estimons les parame`tres de phase par l’algorithme MU-
SIC a` partir d’une estime´e robuste de cette fonction d’auto-
covariance du signal. On dit qu’un estimateur est robuste si
ses performances ne sont pas trop de´te´riore´es quand les hy-
pothe`ses sur lesquelles il repose ne sont pas ve´rifie´es. C’est le
cas par exemple si l’on suppose que le bruit est gaussien alors
que sa densite´ de probabilite´ a des queues plus importantes que
pre´vu. La plupart des estimateurs classiques sont peu robuste
vis-a`-vis de cette situation. Huber [4] a propose´ de ge´ne´raliser
1Nous proposons d’effectuer un histogramme des valeurs des observations
afin de choisir la constante  tel que 90 % des donne´es appartiennent a`
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de manie`re robuste. Ces estimateurs, con-
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e´chantillon inde´pendant d’une v.a. re´elle ( de loi ) . Si cette
loi admet une densite´ * , on retrouve e´galement la de´finition
classique de l’estimateur du maximum de vraisemblance en
prenant
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de variance. En effet, l’estimation
robuste de la fonction d’autocovariance (3) se rame`ne a` celui de
l’estimation robuste de la variance en observant que
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indique la variance.
La variance d’un signal  -stable e´tant infini, on utilise ici une
troncature du signal conside´re´ avec des constantes 98 ; .
A noter que, contrairement a` la me´thode TRUNC-MUSIC, le
choix de cette constante n’est pas de´terminant pour les perfor-
mance de la me´thode.
Le M-estimateur de .
)
est la solution de l’e´quation [2]:
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est la distance quadratique de Mahalanobis. La
fonction
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est de´finie sur D E
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. La solution de l’e´quation (6) est
donne´e par
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lorsqu’on calcule ite´rativement l’estimateur robuste de
la variance donne´ par l’e´quation (7). En utilisant l’estimateur
classique de la variance
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pour initialiser l’algorithme.
II-1-3 L’algorithme FLOM-MUSIC
Pour un signal MNJM , seulement les moments d’ordre * \ 
existent. Ils sont appele´s les moments d’ordre infe´rieur frac-
tionnaires (FLOM). Le * e`me moment d’une variable ale´atoire
(v.a.) (   stable est donne´ par :
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2Nous avons observe´ une convergence tre`s rapide de l’algorithme: typique-
ment en 2 ou 3 ite´rations.
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 de´signe la fonction Gamma. La plupart des me´thodes d’estima-
tion base´es sur les FLOM utilisent la notion de covariation [7].
Le coefficient de covariation de deux v.a. re´elles conjointement
  stable est donne´ par:
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La de´finition du coefficient de covariation est inde´pendante
de * pour ; ^ * \  [7].
De´finition 1 On appelle matrice des coefficients de covaria-
tion ge´ne´ralise´ (CCG) la matrice dont l’e´le´ment de la positionﬁ
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Altinkaya et al. [1] ont de´montre´ le re´sultat suivant par l’utilisation
des proprie´te´s de la distribution MNJM .
The´ore`me 1 Le coefficient de covariation ge´ne´ralise´ d’un sig-
nal harmonique multicomposantes a` phase ale´atoire et affecte´
par un bruit  stable est un signal harmonique multicom-
posantes de meˆme fre´quences que le signal d’origine:
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nt non-line´airement de  et des
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# est une constante re´elle
qui de´pend de la densite´ de probabilite´ MNJM du bruit et
%
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le coefficient de Kronecker.
L’e´quation (12) est similaire a` celle de l’e´quation de la co-
variance des sinusoı¨des noye´es dans un bruit blanc [5]. Alors
on peut appliquer la me´thode sous espace MUSIC a` la matrice
des coefficients de covariation ge´ne´ralise´e (CCG) de´finie ci-
dessus et estime´e par:
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M est une constante qui indique la taille de la matrice CCG.
Cette estimation est base´e sur les FLOM, d’ou` l’appellation
FLOM-MUSIC.
II-2 Estimation d’une phase quadratique
Dans cette section, nous revenons au proble`me original celui
de l’estimation d’une phase quadratique. On conside`re ainsi le
signal chirp re´el de´crit par l’e´quation (1).
La premie`re e´tape de notre algorithme consiste a` transformer
la phase quadratique en phase line´aire en utilisant la trans-
forme´e polynomiale:
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On applique ensuite les algorithmes pre´ce´dents au signal ) 
pour estimer les parame`tres de phase du second ordre
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Pour chaque signal de´module´ nous estimons l’ensemble des
fre´quences
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Notons que si pour un indice D , correspond une seule com-
posante fre´quentielle, il n’est pas ne´cessaire d’utiliser une me´tho-
de a` haute re´solution.
III Comparaison des performances
III-1 Me´lange de composantes sinusoı¨dales
Dans ce paragraphe, on e´tudie la comparaison des performances
des trois estimateurs TRUNC-MUSIC, ROCOV-MUSIC et FL
OM-MUSIC pour l’estimation des parame`tres de signaux har-
moniques. On conside`re un me´lange de trois ( G_ED ) com-
posantes sinusı¨dales de meˆme amplitudes
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. Le signal
est affecte´ par un bruit  -stable avec   ; FGF . Les statistiques
sont e´value´es avec 200 re´alisations de Monte´-Carlo.
Figure 1 pre´sente l’erreur quadratique moyenne (MSE) en
fonction de la dispersion du bruit en dB, la taille d’e´chantillon
e´tant fixe´e a` 9  ; 2 2 2 . Sur la figure 2, nous pre´sentons
l’erreur MSE en fonction de la taille de l’e´chantillon. La dis-
persion du bruit est fixe´e a` W 325F ; .
III-2 Me´lange de composantes chirp
Dans ce paragraphe, on e´tudie la comparaison des performances
des trois estimateurs TRUNC-MUSIC, ROCOV-MUSIC et FL
OM-MUSIC pour l’estimation des parame`tres de phase d’un
signal chirp. On conside`re un me´lange de deux ( G 

) com-
posantes chirp de meˆme amplitudes

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; , de fre´quences
3Notons que HJIK reste de nature impulsive sans toutefois suivre une loi L<M<L .
4On a e´ventuellement N
IPO
N s’il s’ave`re que certaines composantes chirp
du signal ont le meˆme coefficient de phase du second ordre et des coefficients
de phase du premier ordre diffe´rents.
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FIG. 1: Erreur quadratique en fonction de la dispersion du bruit
en dB, N=1000.
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Figures 3 et 4 repre´sentent les MSE des parame`tres de phase
en fonction de la taille de l’e´chantillon et de la dispersion du
bruit, respectivement. Les trois techniques propose´es dans cet
article sont compare´es : La le´gende utilise´e est similaire a` celle
des figures 1 et 2.
Ces exemples de simulation montrent l’efficacite´ des algo-
rithmes propose´s pour re´duire l’effet du bruit impulsif sur l’esti-
mation des parame`tres de´sire´s. L’e´tude comparative, montre un
avantage clair en faveur de la me´thode ROCOV-MUSIC. Les
re´sultats obtenus permettant d’envisager un certains nombre de
perspectives. En particulier, il serait inte´ressant d’appliquer les
trois algorithmes pour l’estimation d’une phase polynomiale de
degre´  
b 
.
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