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ABSTRACT
Double negative (DNG) metamaterials, which have both negative permittivity and negative
permeability, have attracted intensive interest in the last few years for their exotic properties,
such as negative refraction, reversed Doppler effect, reversed Vavilov-Cerenkov effect, and the
possibility of making perfect lens. Theoretical investigations and practical experiments are
being well undergone by many research groups over the world. Applications are found in RF
circuit design, antenna size reduction, resonance devices, etc.
As one of the most important building blocks, transmission lines have intensive applications
in RF and microwave engineering, such as couplers, phase shifters, filters, and leaky wave
antennas. By replacing the conventional dielectric materials with DNG medium, we found
numerous interesting properties. The complete mode spectrum and dispersive behavior of
DNG medium are different from their DPS counterparts. Complex surface modes are found to
be existing in a grounded DNGmedium slab. When applying DNGmedium to dipole radiation,
both horizontal electric dipole (HED) and horizontal magnetic dipole (HMD) exhibits greatly
enhanced radiation pattern due to the slow attenuation of the complex modes on the interface.
Microstrip line with DNG is also investigated. It has large attenuation in low frequency
band which implies that it is a good candidate for leaky antenna. At higher frequency, the
attenuation drops to zero and the propagation constant bifurcates.
The method of moment is one of the most successful and efficient approaches in solving
integral equations. However, the internal resonance problem of integral equations has plagued
solutions of integral equations. A well known example is the internal resonance existing in
both electric field integral equation (EFIE) and magnetic field integral equation (MFIE) for
PEC scatterers or penetrable scatterers.
xviii
In the second part of my presentation, we will introduce the concept of original resonance
and model resonance, followed by numerical matrix resonance and right-hand-side (RHS) res-
onance. We will thoroughly study their subtle differences and give numerical examples. The
errors in electric current and scattered field near the resonances are studied for both EFIE and
MFIE in solving for scattering solution from a 2D circular cylinder.
1PART I
STUDY ON DOUBLE NEGATIVE METAMATERIALS
2INTRODUCTION
The first part of my dissertation focuses on double negative metamaterials. Chapter 1 gives
introduction to double negative metamaterials and its properties, followed by our research
motivations and literature review.
Chapter 2 studied the simplest dielectric wave guide structure — grounded dielectric slab.
Graphical method is used to find real solutions and to provide physical intuitions to mode
properties. Poynting vectors and real surface mode suppressions are studied. Interesting
phenomena which are unique to double negative metamaterials are included in this chapter.
Chapter 3 solves the radiation of a horizontal magnetic dipole on a perfect electric con-
ducting plate covered by a layer of double negative medium. The solutions are expressed
as Sommerfeld integrals by transforming space domain to spectrum domain. Far fields and
radiation patterns are calculated, showing its potential as a candidate to increase radiation
directivity.
Chapter 4 studies horizontal electric dipole sitting at the interface of air and DNG medium.
Its far fields and radiation pattern are plotted and compared.
In Chapter 5, microstrip line with double negative medium are studied. Spectrum domain
approach is used to find rigorous solutions. Leading term extraction technique is applied as
an effort to reduce computational cost. The results are compared to a shielded microstrip line
which was reported in a reference paper.
3CHAPTER 1. INTRODUCTION TO DNG MEDIUM
1.1 Introduction
In electromagnetics, dielectric materials play an important role. This is well understood
from the fact that the Maxwell equations
∇×E = −∂B
∂t
(1.1)
∇×H = ∂D
∂t
+ J (1.2)
∇ ·D = ρ (1.3)
∇ ·B = 0 (1.4)
must be combined with the following constitutive equations to get definite solutions.
D = ²ˆ ·E (1.5)
B = µˆ ·H (1.6)
J = σˆ ·E (1.7)
where E is the electric field intensity (V/m), D is the electric flux density (C/m2), B is the
magnetic flux density (Wb/m2), H is the magnetic field intensity (A/m), ρ is the electric
charge density (C/m3), J is the electric current density (A/m2), and where V stands for volts,
C for coulombs, Wb for webers, A for amperes, and m for meters1.
In deriving the Maxwell equations, the directions of the vector fields are defined by conven-
tion. For example, the direction of electric field E is defined to start from positive charges and
end at negative charges. Interestingly, the polarity of charge itself is defined by convention.
1Rationalized mksA units are used throughout.
4The naturally formed materials found so far are exclusively right-handed. By right-handed,
we mean that electric field E, magnetic field H, and wave vector k obey the right-handed rule.
Here the conventional definitions are used, i.e., the direction of electric field is from positive
charges to negative charges; the direction of magnetic field is from the North pole of the Earth
to the South pole of the Earth. As far as media parameters are considered, right-handed
rule implies that dielectric medium has positive permittivity ² and positive permeability µ.
In order to differentiate it from double negative materials which are the major topic of this
dissertation, conventional materials are interchangeably called right-handed materials (RHM)
or double positive (DPS) materials.
In 1968, Russian scientist Veselago suggested that electromagnetic waves would be able to
propagate in a medium if it has both negative permittivity ² < 0 and negative permeability
µ < 0. He theoretically studied the properties of this medium and predicted very interesting
phenomena, such as negative refraction, opposite group velocity, and reversed Doppler effect [1].
A more prominent phenomenon is that electromagnetic waves in such medium obey left-handed
rule. Therefore this kind of materials is later widely called left-handed materials (LHM) or
double negative (DNG) materials.
Veselago’s paper did not trigger off any interest in the research community until 1996 when
British scientist Pendry claimed that an array of thin parallel wires would reverse light’s electric
field, while an array of copper rings would reverse magnetic field [2]. In 1999, Pendry and his
colleagues at GEC-Marconi suggested that negative permeability (µ < 0) medium could be
realized by manufacturing a metamaterial [3]. Later in 2000, Pendry proposed the concept of
perfect lens, which, according to the author, will give us supreme resolution [4].
The breakthrough in experiments was achieved by the group in UCSD [5, 6]. In 2000 they
fabricated a periodical structure that simultaneously had negative permeability and negative
permittivity in a small frequency band [5]. In 2001 they observed negative refraction in their
experiments [6, 7].
These early experimental results, however, were challenged by the group in the University
of Texas at Austin. Their paper published in Physical Review Letter questioned that causality
5Figure 1.1 Dielectric parameter space [10]
and finite signal speed were violated in left-handed materials and therefore the refraction must
always be positive [8]. Later in that year, J. A. Kong and his colleagues in MIT resolved the
debate. They built a prism made of split rings and copper wires and introduced a Gaussian
beam of microwaves into it. When they measured the electric field inside and outside the
prism, they found the direction in which the beam was refracted had flipped [9].
After these pioneer works, the physics community and the electromagnetics community
exhibited great interests on this newly-debuted material which opened a new door into the
third quadrant (See Figure 1.1) electromagnetism [10–13].
Many potential applications have been proposed since then. Pendry pointed out that
making perfect lens became possible with DNG medium. In a conventional lens constructed
with DPS material, evanescent waves carrying the finest details of an image die off rapidly.
But in a flat slab with DNG medium, these waves should get amplified and focused into a
“perfect” image [4]. Engheta investigated pairing slabs with negative permittivity and/or
negative permeability [14, 15]. Their study showed that the juxtaposition and pairing of ² < 0
slab and µ < 0 slab would lead to unusual phenomena, such as resonance, zero reflection,
complete tunneling, and transparency. They also suggested a potential application of “ideal”
image displacement and image reconstruction. Baccarelli studied grounded dielectric slab
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Figure 1.2 Grounded dielectric slab.
with DNG medium and found that under certain conditions, surface modes can be totally
suppressed [16, 17]. They expected that by using DNG material as the dielectric medium of
microstrip antennas, we would be able to reduce the edge-diffraction effects and enhance the
radiation efficiency. Mittra and Ziolkowski applied DNG medium in antennas and showed that
it was a good candidate to achieve antenna size reduction [18, 19]. Itoh’s group in UCLA
used circuit components to simulate left-handed transmission lines by putting capacitors in
series and connecting inductors in parallel [20, 21]. With this technique, couplers and shifters
carrying desirable properties were fabricated and tested.
There are many other applications with DNG materials. Although most of them are still
in the stage of theoretical work, their conclusions are interesting and promising. In the first
part of this dissertation, we will study its fundamental properties as a dielectric medium in
transmission lines. It is crucial for us to understand and predict new phenomena for more
complicated structures.
1.2 Research Motivation
In microwave engineering, transmission line is one of the most important building blocks.
Almost all passive components are based on transmission lines, such as couplers, phase shifters,
filters, resonators, and leaky wave antennas. In MMIC (Monolithic Microwave Integrated Cir-
cuits) and MCM (Multi-Chip Module) technology, passive and active components are con-
nected by microstrip lines.
Among various parameters of transmission lines, those related to dielectric medium are
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Figure 1.3 Dipoles with DNG medium.
of importance. For example, transmission loss of a surface waveguide such as optical fiber is
determined by the imaginary part of its dielectric constant. The phase velocity of a microstrip
line is also controlled by its dielectric constant, but mostly by its real part. Therefore, it is
meaningful to thoroughly study the role of double negative metamaterials in the properties of
transmission lines.
Grounded dielectric slab (Figure 1.2) is the simplest structure. It has a mode spectrum that
is valuable for us to understand and design microwave devices, such as coupler and leaky wave
antennas. The complete mode spectrum of conventional medium consists of discrete ordinary
real mode and continuous radiation mode, given that the medium is lossless. However, it is
not granted that grounded dielectric slab with DNG medium shares the same mode spectrum.
In our first step, we will find complete mode spectrum for DNG medium and examine their
properties, especially those which are related to energy flow. Specifically, we will look at their
dispersive behaviors and Poynting vectors. We will also study the pole loci and their position
changes as the medium becomes lossy. This information is used to conceive Sommerfeld integral
path which is adopted in solving dipole radiation problem.
Dipole holds the same role to antenna theory just as grounded dielectric slab to waveguide
system. More importantly, the solutions of dipole source give us Green’s function which is the
crucial step when using the method of moments (MoM) to solve electromagnetic problems.
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The structure we will investigate is a horizontal magnetic dipole (HMD) on a perfect electric
conducting (PEC) plate covered by a DNG slab as shown in Figure 1.3(a). This problem
provides Green’s function for slot antenna. Preliminary results show that radiation capacity
of this simple dipole source is one order better than those with conventional media.
The promising results of HMD on a PEC fuels us to study horizontal electric dipole (HED).
Since the radiation of HED is greatly limited by the image of PEC, we put it in the interface of
dielectric layer and air which is shown in Figure 1.3(b). Similar to HMD on PEC, the solution
of this structure gives us Green’s function for patch antenna. Numerical results also shows
enhancement in radiation pattern.
With these solutions in mind, we are able to move to the more complicated, yet very
useful microstrip lines (see Figure 1.4). Microstrip lines are widely used in MMIC and MCM
technology. In order to get a rigid solution, Fourier transform is used to find its Green’s
function in spectrum domain. Carefully selected current basis are transformed to spectrum
domain which have inverse Fourier transforms satisfying boundary conditions in space domain.
Galerkin’s method is applied to convert integral equations to matrix equations whose solution
is straightforward with today’s numerical technique and computation resources.
91.3 Literature Review
1.3.1 Review on Dielectric Slab
The guided dielectric slab with a DNG medium has been studied by several groups. [22]
and [23] found that there are special regions for TM (transverse magnetic) modes where two
different propagation constants exist. [24] theoretically investigated the properties of a planar
two-layered waveguide, whose one layer is a double positive (DPS) medium and the other
is a DNG medium. Super slow waves with extremely short wavelengths were found whose
fields exponentially decay from the interface of the two slabs inside both layers. These guided
modes, termed as evanescent surface modes, were also found by [25] and [26], respectively. The
graphical solutions of the real modes were reported in [27], but the evanescent surface mode was
missed. The grounded dielectric slab also supports complex modes even for lossless media [28,
29]. Baccarelli and his colleagues proposed the concept of surface wave suppression, which
ensures the absence of both ordinary and evanescent surface modes. This is very attractive in
view of taking the DNG medium as a potential substrate candidate to reduce edge diffraction
effects and enhance radiation efficiency for microstrip antennas [16, 17]. Leaky wave properties
excited by a horizontal magnetic dipole with DNG medium is studied in [29].
1.3.2 Review on Microstrip Lines
Microstrip lines were firstly introduced in 1950s as a quasi-TEM waveguide [30]. Therefore
early studies mostly applied empirical formulas or static approaches [31–38].
Full-wave analysis was introduced later to feed the demand of having more accurate solution
when working frequency became higher and higher [39–48]. The spectrum domain approach
(SDA) is one of the most successful full-wave methods. The brief review of SDA can be found
in [39–42, 44, 45]. The Green’s function is derived in spectrum domain by using Fourier
transform, and so as the boundary conditions. The complex partial differential equation in
space domain is then converted to ordinary differential equation. The unknown current is
expanded with current basis which all satisfy boundary conditions, i.e., no current exists
outside strip. By using Parseval’s theorem, the problem is simplified to eigen value problem of
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a matrix. It is actually the Galerkin’s method from the perspective of the method of moments.
The spectrum domain approach successfully provides rigorous solution in the expense of higher
computation effort. It is, however, relatively trivial with today’s computer capability.
There are not many references having been reported to microstrip lines with DNG medium.
[49] used transfer matrix to solve shielded microstrip lines with DNG medium. Since there is
no publication for open microstrip lines, we will compare our results to [49].
1.4 Organization of the First Part
The remaining of the first part is organized as follows. Chapter 2 studies grounded dielectric
slab with double negative material as dielectric medium. Graphic solutions are given to provide
intuitive pictures on its mode solutions. It is found that besides ordinary surface modes and
radiation modes as with a double positive (DPS) conventional medium, grounded DNGmedium
can also support evanescent modes and proper complex modes. Unlike its DPS counterpart,
all its real surface modes have cutoff frequencies which implies that under certain conditions,
real surface modes can be suppressed. Various properties are studied in this chapter, including
Poynting vectors, conditions for real surface modes suppression, root loci in complex kρ-plane,
etc.
Chapter 3 studies horizontal magnetic dipole (HMD) on a perfect electric conducting (PEC)
plate covered by DNG medium. The solutions are found by using Fourier transform technique
and are expressed as Sommerfeld integrals. Numerical issues associated with this type of
integrals are pointed out and their solutions are given. To speed up computation and to give
us a better physical picture, the solutions are rewritten by detouring the integral path to
the steepest descent path. Far fields are calculated from their asymptotic forms from which
radiation patterns are plotted. It is very promising to see that directivity is increased by one
order with this novel material.
Chapter 4 is in parallel with Chapter 3 and studies a horizontal electric dipole (HED) at
the air-DNG medium interface. Its far fields and radiation pattern are plotted and compared
with those from a DPS medium.
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Chapter 5 investigates a more complicated structure — microstrip line with DNG medium.
Spectrum domain approach (SDA) combined with the method of moments (MoM) is used
which provides analytical elegance as well as numerical accuracy. Two different sets of com-
plete current basis are used and compared to reduce the chance of getting erroneous solution
caused by projection error. To reduce computation effort, leading term extraction technique
is used which speeds up convergence by four orders. The results are compared with a shielded
microstrip line with DNG medium reported in a reference paper.
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CHAPTER 2. DIELECTRIC SLAB WITH DNG MEDIUM
In this Chapter, we will study the properties of grounded dielectric slab with double negative
(DNG) medium. The structure is simple, yet very important. It is the building block of more
complicated structures, such as microstrip lines, slot antennas, and patch antennas. Its mode
solutions introduce poles when doing Sommerfeld integral in complex kρ-plane. Moreover, it
helps us to understand the important concept of branch cut, which is crucial to leaky wave
antenna design. Very detailed analysis is included in this chapter.
2.1 Eigen Value Problem
The propagation constant problem of a dielectric slab belongs to eigen value problems. In
this section, we will detail analysis steps to arrive at eigen equations.
2.1.1 Structure Setup
The structural setup of interest is a grounded dielectric slab of thickness d, as shown in
Figure 2.1. Region 1 is air and region 2 is with double negative (DNG) medium. It is well
x
y
z
²r2, µr2
²r1, µr1
y = 0
y = d
PEC
Figure 2.1 A grounded dielectric slab with lossless, isotropic and homogeneous DNG medium.
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known that to ensure a positive stored energy in the dielectric layer, passive DNG media must
be dispersive and satisfy constraints [6, 50]
d [²r2 (ω)ω]
dω
> 1 and
d [µr2 (ω)ω]
dω
> 1 (2.1)
where ²r2 and µr2 are relative permittivity and permeability of DNG medium.
However, in our work the DNG medium is still assumed to be non-dispersive. This assump-
tion is found to be acceptable since a small dispersion of ²r2 and µr2 can satisfy the inequalities.
Furthermore, these limitations can be overcome with active inclusions [24].
The solution we are looking for is plane wave solution. We assume the plane wave is
propagating along z-direction which implies a phase term of e−γzz or ∂/∂z = −γz, where
γz = α+ jβ. In x-direction, there is no variations which means ∂/∂x = 0.
2.1.2 Decoupling of TE and TM Modes
For homogeneous isotropic medium, the two curl equations in source free region
∇×E = −jωµH (2.2)
∇×H = jω²E (2.3)
are expanded into six scalar equations
∂Ez
∂y
+ γzEy = −jωµHx (2.4a)
γzEx = jωµHy (2.4b)
∂Ex
∂y
= jωµHz (2.4c)
∂Hz
∂y
+ γzHy = jω²Ex (2.4d)
γzHx = −jω²Ey (2.4e)
∂Hx
∂y
= −jω²Ez (2.4f)
In deriving the above equations, ∂/∂x = 0 and ∂/∂z = −γz are used.
(2.4a), (2.4e), and (2.4f) are functions of Ey, Ez, and Hx only. And (2.4b), (2.4c), and
(2.4d) are functions of Hy, Hz, and Ex only. This observation implies that under the condi-
tion of ∂/∂x = 0, the electromagnetic waves are decoupled into independent TE modes (Hy,
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Hz, Ex) and TM modes (Ey, Ez, Hx). Notice that in this chapter, TE and TM modes are
referred to horizontal propagation direction (z-direction in Figure 2.1). It is coincident that
this classification is also applicable to vertical direction (y-direction in Figure 2.1) as will be
seen in later chapters.
2.1.3 Homogeneous Helmholz Equation
Substituting (2.4b) and (2.4c) into (2.4d), we arrive at 1-D homogeneous Helmholz equation
for TE modes
d2Ex
dy2
+ (k2i + γ
2
z )Ex = 0 (2.5)
where k2i = ω
2²iµi and i = 1, 2.
With the same procedure, we have 1-D homogeneous Helmholz equation for TM modes
d2Hx
dy2
+ (k2i + γ
2
z )Hx = 0 (2.6)
where k2i = ω
2²iµi and i = 1, 2.
2.1.4 Boundary Conditions
Equations (2.5) and (2.6) are 1-D differential equations valid for each source free region.
Boundary conditions must be applied to solve the problem.
At the interface of region 1 and region 2, tangential electric and magnetic fields are con-
tinuous. So for TE modes
Ex1 |y=d = Ex2 |y=d (2.7a)
Hz1 |y=d = Hz2 |y=d (2.7b)
For TM modes
Ez1 |y=d = Ez2 |y=d (2.8a)
Hx1 |y=d = Hx2 |y=d (2.8b)
In region 1, proper boundary condition requires vanishing field at infinity
Λ
∣∣
y=∞ = 0 (2.9)
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or radiation condition [51]
lim
r→∞ r
[
∂Λ
∂r
+ jkΛ
]
= 0 (2.10)
where Λ = Ex1 for TE modes and Λ = Hx1 for TM modes. Notice that (2.9) is a special case of
(2.10). Solutions do not satisfy (2.10) are non-physical. However, they are still of importance
as we will see later.
In region 2, there is boundary conditions of PEC at y = 0. For TE modes
Ex2
∣∣
y=0
= 0 (2.11)
For TM modes
∂Hx2
∂y
∣∣∣∣
y=0
= 0 (2.12)
2.1.5 Discrete TE Modes
The general solutions of (2.5) in region 1 and region 2 are
Ex1 = Ae−γy1(y−d) +Beγy1(y−d) (2.13)
Ex2 = Ce−γy2y +Deγy2y (2.14)
where γ2yi = −k20²riµri − γ2 and i = 1, 2 is the layer index.
To satisfy boundary condition of (2.11), we have C = −D or
Ex2 = C sinh(γy2y) (2.15)
Surface waves have zero field at infinity. Thus in (2.13), one term must be removed. The
choice is arbitrary since we have two different choices for γy1 too. For example, one can
choose Ex1 = Beγy1(y−d) and γy1 = −
√
−k20²r1µr1 − γ2z . This is the same as the choice of
Ex1 = Ae−γy1(y−d) and γy1 =
√
−k20²r1µr1 − γ2z . To be consistent with literature, we use
Ex1 = Ae−γy1(y−d) and assume γy1 has positive real part.
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With the above observation, Ex and Hz in each region are
Ex1 = Ae−γy1(y−d) (2.16a)
Ex2 = C sinh(γy2y) (2.16b)
Hz1 =
1
jωµ1
∂Ex1
∂y
= − γy1
jωµ1
Ae−γy1(y−d) (2.16c)
Hz2 =
1
jωµ2
∂Ex2
∂y
=
γy2
jωµ2
C cosh(γy2y) (2.16d)
Using boundary condition of (2.7), we have 1 − sinh(γy2d)
γy1
µr1
γy2
µr2
cosh(γy2d)

 A
C
 = 0
Non-trivial solutions require the determinant of the matrix to be zero. Therefore we arrive at
eigen equation for TE modes
γy1
µr1
sinh(γy2d) +
γy2
µr2
cosh(γy2d) = 0 (2.17)
where γy2 6= 0. To implicitly eliminate the fake solution of γy2 = 0, (2.17) is written as
µr2
γy2
sinh(γy2d) +
µr1
γy1
cosh(γy2d) = 0 (2.18)
where γ2yi = −k20²riµri − γ2z and i = 1, 2.
2.1.6 Discrete TM Modes
With the same procedure, eigen equation for TM modes is
γy2
²r2
sinh(γy2d) +
γr1
²r1
cosh(γy2d) = 0 (2.19)
where γ2yi = −k20²riµri − γ2z and i = 1, 2.
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2.1.7 Field Components of Discrete TE and TM Modes
The field components of discrete TE modes are (γy2 6= 0)
Ex1(y, z) = sinh(γy2d)e−γy1(y−d)e−γzz (2.20a)
Ex2(y, z) = sinh(γy2y)e−γzz (2.20b)
Hz1(y, z) =
1
jωµ1
∂Ex1
∂y
= − γy1
jωµ1
sinh(γy2d)e−γy1(y−d)e−γzz (2.20c)
Hz2(y, z) =
1
jωµ2
∂Ex2
∂y
=
γy2
jωµ2
cosh(γy2y)e−γzz (2.20d)
Hy1(y, z) =
γz
jωµ1
Ex1 =
γz
jωµ1
sinh(γy2d)e−γy1(y−d)e−γzz (2.20e)
Hy2(y, z) =
γz
jωµ2
Ex2 =
γz
jωµ2
sinh(γy2y)e−γzz (2.20f)
The field components of discrete TM modes are
Hx1(y, z) = cosh(γy2d)e−γy1(y−d)e−γzz (2.21a)
Hx2(y, z) = cosh(γy2y)e−γzz (2.21b)
Ez1(y, z) = − 1
jω²1
∂Hx1
∂y
=
γy1
jω²1
cosh(γy2d)e−γy1(y−d)e−γzz (2.21c)
Ez2(y, z) = − 1
jω²2
∂Hx2
∂y
= − γy2
jω²2
sinh(γy2y)e−γzz (2.21d)
Ey1(y, z) = − γz
jω²1
Ex1 = − γz
jω²1
cosh(γy2d)e−γy1(y−d)e−γzz (2.21e)
Ey2(y, z) = − γz
jω²2
Ex2 = − γz
jω²2
cosh(γy2y)e−γzz (2.21f)
2.1.8 Observations on TE and TM Eigen Equations
The eigen equations for TE mode and TM mode are recapped here
µr2
γy2
sinh(γy2d) +
µr1
γy1
cosh(γy2d) = 0 for TE mode (2.22)
γy2
²r2
sinh(γy2d) +
γy1
²r1
cosh(γy2d) = 0 for TM mode (2.23)
γ2y1 = −k20²r1µr1 − γ2z (2.24)
γ2y2 = −k20²r2µr2 − γ2z (2.25)
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For the most general cases, γy1, γy2 and γz are complex numbers
γz = α+ jβ (2.26a)
γy1 = αy1 + jβy1 (2.26b)
γy2 = αy2 + jβy2 (2.26c)
There are some observations listed below
• The eigen equations are transcendental equations of γz. Therefore even for lossless
medium (²ri and µri are real, i = 1, 2), solution γz can be real or complex. If γz is
complex, both γy1 and γy2 are complex as seen from (2.24) and (2.25).
• Given γz, γy1 = ±
√
−k20²r1µr1 − γ2z and γy2 = ±
√
−k20²r2µr2 − γ2z have sign choices.
From (2.22) and (2.23), it is easy to see that the sign of γy2 does not affect solutions. But
different sign of γy1 does give different solutions. The solutions with αy1 ≥ 0 have fields
satisfying vanishing boundary condition at infinity and they are called proper modes.
The solutions with αy1 < 0 have exponentially increasing fields in air. They are called
improper modes.
• In dielectric region, the general form of field is A sinh(γy2y) + B cosh(γy2y). Solutions
with αy2 = 0 are called ordinary modes, and solutions with βy2 = 0 are called evanescent
modes. For complex solutions, both αy2 and βy2 are non-zero.
• Given a lossless medium, if γz0 is a solution, −γz0, and ±γ∗z0 are also solutions (sinh∗ c =
sinh c∗ and cosh∗ c = cosh c∗), where ∗ means complex conjugate.
• In general cases of lossy medium, if γz0 is a solution, −γz0 is also a solution. Therefore
we do root searching only in the first and the fourth quadrants, and the positive real and
positive imaginary axes of γz-plane. Physically, sign change of γz means the propagation
direction is reversed.
• Because both γz and γy1 are squared, the mapping is actually from two γz-planes to
two γy1-planes, unlike the case of square root f =
√
z, where the mapping is from two
z-planes to one f -planes.
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Figure 2.2 Branch cut of square roots.
2.2 Branch Cut Illustration
Throughout our work, branch cut is a very important issue. In this section, we will study
several examples that are closely related to the research topic.
2.2.1 Square Root Function
The first example is simply square roots. For any point in the complex z-plane, there are
many choices for its argument, i.e., Arg(z) = arg(z) + 2kpi where −pi < arg(z) ≤ pi is the
principal argument and k is an integer. The problem comes from the fact that analytically
different choices of k result in different square roots; but numerically most of program languages
(for example, Matlab, Fortran) do not tell the difference in argument and thus give the same
square roots. Figure 2.2 shows the difference of using Matlab function sqrt and using formula
w = f(z) =
√
z =
√
|z|
[
cos
θ + 2kpi
2
+ j sin
θ + 2kpi
2
]
k = 0,±1,±2, . . . (2.27)
The result from sqrt encounters discontinuity at the negative real axis. To remedy the
problem, we can either code our own subroutine according to (2.27) or carefully add a minus
sign once z crosses the branch cut.
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Figure 2.3 Mapping from kz-plane to ky1-plane where w = k21 − k2z = k2y1.
2.2.2 Constitutive Equation of kz
Now let us study equation (2.24). To be consistent with most references, it is converted to
k-notation (γ = jk), i.e.
k2y1 = k
2
1 − k2z (2.28)
where ky1 = −jγy1, k1 = k0√²r1µr1, and kz = −jγz.
The above equation is a mapping from kz-plane to ky1-plane
ky1 = f(kz) = (k21 − k2z)1/2 (2.29)
The constrain for proper modes is =m[ky1] ≤ 0 and for improper modes =m[ky1] > 0. Obvi-
21
ously, we want to define branch cut to be =m[ky1] = 0. To find such a branch cut, first assume
that k1 = k′1 + jk′′1 and kz = k′z + jk′′z . Therefore we have
ky1 = (k′21 − k′′21 − k′2z + k′′2z + 2jk′1k′′1 − 2jk′zk′′z )1/2 (2.30)
The conditions for =m[ky1] = 0 are
k′1k
′′
1 = k
′
zk
′′
z (2.31)
k′2z − k′′2z < k′21 − k′′21 (2.32)
Numerical demonstrations are shown in Figure 2.3. The solid line is mapped to imaginary
axis of ky1-plane and the line with marker + is the branch cut. Pay attention on how crossing
branch cut changes sign of imaginary part of ky1, although they are the same points in k2z -
plane or w-plane. It is also shown that to have correct mapping, the branch cut is chosen to be
positive real axis of w-plane when the final step of taking square roots is taken. Since Matlab
and Fortran use negative real axis as branch cut, the k-notation is not preferred. We will soon
see that using γ-notation is a natural way in doing numerical calculation.
2.2.3 Constitutive Equation of γz
Due to the inconsistency of the branch cut with computer language, let us go back to
equation (2.24). When using γ-notation, proper modes have <e[γy1] ≥ 0 and improper modes
have <e[γy1] < 0. Therefore the branch cut is defined as <e[γy1] = 0.
Let k1 = k′1 + jk′′1 and γz = γ′z + jγ′′z , we have
γy1 = (k′′21 − k′21 − γ′2z + γ′′2z + 2jk′1k′′1 − 2jγ′zγ′′z )1/2 (2.33)
In order to have <e[γy1] = 0, we must ensure
k′1k
′′
1 = −γ′zγ′′z (2.34)
k′′21 − k′21 < γ′2z − γ′′2z (2.35)
The numerical demonstrations are shown in Figure 2.4. Now we can see the branch cut is
along the negative real axis of w-plane. So when we take square roots using sqrt in Matlab,
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Figure 2.4 Mapping from γ-plane to γy1-plane where w = −k21 − γ2z = γ2y1.
we will not have any trouble. Therefore, this is the preferred way when doing numerical
implementations.
2.3 Graphical Method and Dispersion Curves
The graphical method is applied to find real roots of (2.22) and (2.23) and to provide
intuitions on complex roots [52, 53]. Dispersion curves of all discrete modes for DNG medium
are plotted in this section. As a comparison, dispersion curves of real surface modes for DPS
medium are also included
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2.3.1 Graphical Method
For ordinary real surface modes, γy1 = αy1 and γy2 = jky2, where both αy1 and ky2 are
real numbers. Therefore (2.22) and (2.23) are rewritten as follows
µr1
µr2
(ky2d) cot(ky2d) = −αy1d for TE mode (2.36)
²r1
²r2
(ky2d) tan(ky2d) = αy1d for TM mode (2.37)
Furthermore, constitutive equations (2.24) and (2.25) read below by eliminating γz
(αy1d)2 + (ky2d)2 = (k0d)2(²r2µr2 − ²r1µr1) (2.38)
The evanescent surface modes have exponentially decaying electromagnetic fields in both
air and dielectric layer. For evanescent surface modes, γy1 = αy1 and γy2 = αy2, where both
αy1 and αy2 are real numbers. The eigen equations (2.22) and (2.23) are rewritten as
µr1
µr2
(αy2d) coth(αy2d) = −αy1d for TE mode (2.39)
²r1
²r2
(αy2d) tanh(αy2d) = −αy1d for TM mode (2.40)
The constitutive equations are now
(αy1d)2 − (αy2d)2 = (k0d)2(²r2µr2 − ²r1µr1) (2.41)
The graphical representations of the above equations are shown in Figure 2.5. The index
notation used here follows [52]: only TE even modes (but with odd indices, TE1, TE3, . . . )
and TM odd modes (but with even indices, TM0, TM2, . . . ) can exist in a PEC grounded
dielectric slab. Notice that in the first and second quadrants, αy1 is positive and the fields
exponentially decay in the air region (proper); in the third and fourth quadrants, αy1 is negative
and the fields exponentially increase in the air region (improper). The x-axis is divided into
two segments. The right half is for ky2d, whose fields inside the dielectric layer are sine/cosine
standing waves (ordinary); while the left half is for αy2d, whose fields inside the dielectric layer
are exponentially distributed (evanescent). The intersection in the second quadrant represents
the proper evanescent surface mode which does not exist for a DPS medium. This can be seen
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Figure 2.5 Graphical solutions for TE and TM modes. Solid lines in the first and fourth
quadrants represent (2.36) or (2.37); solid lines in the second quadrant represent
(2.39) or (2.40); dashed line in the first and fourth quadrants represents (2.38);
dashed line in the second and third quadrants represents (2.41). The medium
parameters are: ²r1 = 1, µr1 = 1, ²r2 = −2.5, µr2 = −0.5.
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from (2.36), (2.37), (2.39), and (2.40): the difference for DPS and DNG media is a minus sign
on the left sides of these equations, which implies that one can get results for a DPS medium
by mirroring Figure 2.5 along its horizontal axis. By doing this, the intersection in the second
quadrant will be in the third quadrant, and thus improper.
Another important fact that must be recognized from Figure 2.5 is that the ordinary surface
wave solutions for a DNG medium are no longer monotonic. It is clear from the sub-figure
in the left corner of Figure 2.5(a) that there are two intersections as the radius of the dashed
circle decreases, which corresponds to a decrease in electric size, i.e., k0d. Once the circle has
only one tangential point with the solid line, further decreasing k0d will cause this mode to
be cutoff. Similar occurrence happens to TM modes in Figure 2.5(b) in a more obvious way.
These two possible modes have two different power distributions. One has more power flowing
in the air region than that in the dielectric region, making the total power flow in the same
direction as the phase velocity. The other is in the opposite way and displays the backward
property. More details on the Poynting vectors are addressed in later sections.
2.3.2 Dispersion Diagrams
By resorting to graphical method, we have a clear picture on how the mode solutions are
distributed. Very good initial guesses can be achieved to speed up Newton method in finding
both real solutions and complex solutions.
Figure 2.6 shows dispersion diagrams for both TE and TM modes, including evanescent,
ordinary, and complex surface modes. Also included are real improper modes drawn as dotted
lines. When the electric size of the dielectric slab is much smaller than the cutoff electric size
of the first real mode, all complex modes exist with very high normalized α and β, or in terms
of wave properties, very high attenuation and very slow phase velocity. As the k0d increases,
β/k0 tends to decrease rapidly within a very narrow range followed by a steady increase until
its cutoff point. Notice that it is not monotonic and the value of β/k0 can be less than unity
(so called fast wave), a notable difference compared with real surface modes in a DPS medium.
The curve of α/k0, however, monotonically decreases very fast as k0d increases. At the cutoff
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Figure 2.6 Dispersion diagrams for all modes. Solid lines are for normalized β of the proper
modes. Dashed lines are for normalized α of the proper modes. Dotted lines are
for normalized β of the improper modes. The medium parameters are: ²r1 = 1,
µr1 = 1, ²r2 = −2.5, µr2 = −2.5.
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Figure 2.7 Dispersion diagram of TE modes (dashed lines) and TM modes (solid lines) for
double positive material. The medium parameters are: ²r1 = 1, µr1 = 1, ²r2 = 2.5,
µr2 = 1.
point, α reaches zero and β becomes the starting point of real mode. The real surface mode
bifurcates into two branches from the cutoff point. One branch has an increasing β/k0 as
k0d becomes bigger while the other has a decreasing β/k0. The branch with an decreasing
β/k0 will reach unity shortly. This property is expected from Figure 2.5 and is explained in
previous subsection. Further increasing electric size makes β/k0 of the second branch begin to
rise. However, it is no longer a proper mode. Note that the figures are plotted as functions of
normalized electrical dimension of the slab and we keep using k0d instead of frequency, therefore
the above argument can be used for inherently dispersive DNG metamaterials, as long as one
interprets them as fixed operating frequency while the layer thickness is changing [15].
As a comparison, the dispersion diagrams of a DPS medium is plotted in Figure 2.7. Note
that there is no cutoff for TM0 mode and all dispersion curves are monotonic increasing as the
electric size increases.
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Figure 2.8 Demonstration of field distribution for TE evanescent surface mode. Medium and
structure parameters are: ²r1 = 1, µr1 = 1, ²r2 = −2.5, µr2 = −2.5, k0d = 0.1 rad.
Solved propagation constant: γ/k0 = j4.27819.
2.4 Mode Properties
This section states different mode properties, such as evanescent surface modes, complex
surface modes, Poynting vectors, etc. It is the most important part of this chapter.
2.4.1 Evanescent Surface Mode
As stated in Section 2.3.1, the proper evanescent surface mode does exist with a DNG
medium. It is the intersection point in the second quadrant. The normalized effective dielec-
tric constant ²eff = (β/k0)2 for evanescent surface mode is larger than both ²r1µr1 and ²r2µr2.
Therefore γy2 =
√
−k20²r2µr2 − γ2z = k0
√
²eff − ²r2µr2 is a pure real number. The electromag-
netic fields inside the dielectric layer are no longer sine/cosine standing waves, but of the form
of A sinh(αy2d). Figure 2.8 shows a typical field configuration for evanescent surface modes.
Notice that the field extends to the air region far away and decay very slowly.
It is found that the dispersion curves for evanescent surface modes are complicated and
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Figure 2.9 Two possible dispersion curves for TE proper surface modes (solid lines) and TE
improper leaky modes (dotted lines). The dashed line, representing
√
²r2µr2, is
the watershed for evanescent surface mode and ordinary surface modes.
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highly dependent on medium parameters. Figure 2.9 shows two dispersion diagrams for TE1
mode with different medium parameters. The curves represent intersection points of the dashed
line and the first solid branch in Figure 2.5(a), including the part in the second quadrant. The
solid line in Figure 2.9 is for proper mode while the dotted line is for improper mode, which
is the set of intersections in the fourth quadrant in Figure 2.5(a). The dashed lines in both
figures depict the value of
√
²r2µr2. They are the watersheds by which one can tell evanescent
surface modes from ordinary ones.
In Figure 2.9(a), evanescent surface mode has low cutoff point. As the electric size increases,
the ordinary surface mode becomes an evanescent surface mode and its effective dielectric
constant, ²eff , keeps increasing. In Figure 2.9(b), however, the situation is reversed. The
evanescent surface mode has a high cutoff point above which it becomes the ordinary surface
mode. At the low k0d range, the evanescent surface mode has an extremely large ²eff that
decreases rapidly as the electric size increases. One can refer to the sub-figures of Figure 2.9 to
check its validations. The reason for such significantly different dispersion curves is that with
DNG metamaterials, one not only can make ²r and µr simultaneously negative but also can
let their absolute values be less than unity [26]. From (2.36) and Figure 2.6(a), it is easy to see
that the crossing point of the first solid branch TE1 with the x-axis is fixed at (pi/2, 0) while
the crossing point with the y-axis annotated as ‘A’ in Figure 2.5(a) is (0, |µr1/µr2|). With a
conventional DPS medium, µr2 is always equal to unity, or slightly greater or smaller than unity
as in the case of paramagnetic or diamagnetic materials. With metamaterials, µr2 is no longer
confined near unity and the intercept with the y-axis may change significantly. This change
affects the possible intersections of the first solid line and the dashed line in Figure 2.5(a) and
finally results in dramatically different dispersion curves. By referring to Table 2.2, we will see
that for TE case, |µr1/µr2| = 1 is the critical condition for these two different shapes.
2.4.2 Complex Surface Modes and Its Poynting Vectors
It is well known that the complete proper mode spectrum of a lossless DPS dielectric
slab include discrete surface modes and continuous radiation modes, both of which are real
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Figure 2.10 Demonstration of field distribution for TE complex surface mode. Medium
and structure parameters are: ²r1 = 1, µr1 = 1, ²r2 = −2.5, µr2 = −2.5,
k0d = 1.5 rad. Solved propagation constant: γ/k0 = 0.8261 + j1.1253.
modes [51, 53]. With a DNG medium, it is proved in the Appendix A that all complex roots
of the eigen equations are on the top Riemann sheet. These solutions, termed complex surface
waves, form another set of proper modes. Unlike real surface modes, complex surface modes
have high cutoff electric size which means that they exist only when k0d is small. Therefore,
there are an infinite number of complex surface modes from very small electric size all the way
to large electric size as can be seen in Figure 2.6. Figure 2.10 shows field distribution of a
typical complex surface mode. The electromagnetic fields decay pretty fast in the air region.
The existence of an infinite number of complex surface modes at any frequency seems
somehow annoying in terms of suppressing surface modes since they will carry away power
and lower the radiation efficiency. Fortunately, a careful examination on the Poynting vector
eliminates this possibility.
The Poynting vector is defined as
S =
1
2
E×H∗ (2.42)
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And we have the following trigonometry identities
sinh(a+ jb) = sinh a cos b+ j cosh a sin b (2.43)
cosh(a+ jb) = cosh a cos b+ j sinh a sin b (2.44)
|sinh(a+ jb)|2 = sinh2 a+ sin2 b = 1
2
[cosh(2a)− cos(2b)] (2.45)
|cosh(a+ jb)|2 = cosh2 a− sin2 b = 1
2
[cosh(2a) + cos(2b)] (2.46)
sinh(a+ jb) cosh∗(a+ jb) =
1
2
[sinh(2a) + j sin(2b)] (2.47)
sinh∗(a+ jb) cosh(a+ jb) =
1
2
[sinh(2a)− j sin(2b)] (2.48)
Using the field components in Section 2.1.7, we have for TE mode
STEz1 =
1
2
Ex1H
∗
y1 = −
γ∗z
4jωµ∗1
[cosh(2αy2d)− cos(2βy2d)] e−2αy1(y−d)e−2αz (2.49)
STEz2 =
1
2
Ex2H
∗
y2 = −
γ∗z
4jωµ∗2
[cosh(2αy2y)− cos(2βy2y)] e−2αz (2.50)
STEy1 = −
1
2
Ex1H
∗
z1 = −
γ∗y1
4jωµ∗1
[cosh(2αy2d)− cos(2βy2d)] e−2αy1(y−d)e−2αz (2.51)
STEy2 = −
1
2
Ex2H
∗
z2 =
γ∗y2
4jωµ∗2
[sinh(2αy2y) + j sin(2βy2y)] e−2αz (2.52)
The total power flow in z-direction for TE mode is
P TEz (z)
e−2αz
=
∫ d
0
STEz2 dy +
∫ ∞
d
STEz1 dy
= − γ
∗
z
8jωµ∗2
[
sinh(2αy2d)
αy2
− sin(2βy2d)
βy2
]
− γ
∗
z
8jωµ∗1αy1
[cosh(2αy2d)− cos(2βy2d)]
(2.53)
And for TM mode we have
STMz1 = −
1
2
Ey1H
∗
x1 =
γz
4jω²1
[cosh(2αy2d) + cos(2βy2d)] e−2αy1(y−d)e−2αz (2.54)
STMz2 = −
1
2
Ey2H
∗
x2 =
γz
4jω²2
[cosh(2αy2y) + cos(2βy2y)] e−2αz (2.55)
STMy1 =
1
2
Ez1H
∗
x1 =
γy1
4jω²1
[cosh(2αy2d) + cos(2βy2d)] e−2αy1(y−d)e−2αz (2.56)
STMy2 =
1
2
Ez2H
∗
x2 = −
γy2
4jω²2
[sinh(2αy2y) + j sin(2βy2y)] e−2αz (2.57)
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The total power flow in z-direction for TM mode is
P TMz (z)
e−2αz
=
∫ d
0
STMz2 dy +
∫ ∞
d
STMz1 dy
=
γz
8jω²2
[
sinh(2αy2d)
αy2
+
sin(2βy2d)
βy2
]
+
γz
8jω²1αy1
[cosh(2αy2d) + cos(2βy2d)] (2.58)
Although the equations of the total power flow (2.53) and (2.58) are quite complicated, the
result turns out to be simply zero [15]. The detailed proof is given in Appendix B. Figure 2.11
shows the dispersion diagram and the Poynting vector for TE3 mode. In Figure 2.11(a), only
the complex mode exists (branch ‘A’) when k0d is lower than the cutoff threshold. The zero
power flow in Figure 2.11(b) shows that the complex surface mode does not carry away power
in z-direction. As the electric size increases, two real surface modes show up from the cutoff
point. The top branch (branch ‘B’) carries a negative power flow and has backward properties.
When a waveguide operates at this mode, its fields are largely confined inside the dielectric
layer. The bottom branch (branch ‘C’) carries a positive power flow and its fields extend far
away in the air region. Further increasing electric size causes the fields in the air region to decay
more slowly and eventually reach infinity. At that point, the radiation boundary conditions
are violated and the mode becomes improper.
To give out a clear picture of the power flow density, the Poynting vector is drawn in
Figure 2.12. Dotted lines are the boundaries of a conjectured box with dimension of 4 mm ×
20 mm. The power flow has different directions in the air and inside the dielectric layer. The
average total power flowing out of the box via the left and right side walls is equal to the power
flowing into the box from the top wall. Now assuming the top wall is moved to infinity, there
is no power flowing into the box from the top wall since the complex surface modes have zero
fields at infinity. According to the energy conservation law, the power exchange via the left
side wall Pz1 =
∫∞
0 Sz(y, z1)dy must be equal to the power exchange via the right side wall
Pz2 =
∫∞
0 Sz(y, z2)dy. Note that the propagation constant along z-direction is now a complex
number γz = α+ jβ where α 6= 0, and P1 and P2 are related by P2 = P1e−2α(z2−z1). To ensure
P1 = P2, the only possibility is P1 = P2 = 0. Thus all the complex surface modes have zero
power flow in z-direction. They do not transport any energy. [54, 55] got similar conclusions,
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Figure 2.11 Dispersion diagram and the power flow in z-direction for TE3 modes shown in
Figure 2.6(a). ‘A’ is for complex surface mode; ‘B’ is for top branch of the real
surface mode; ‘C’ is for bottom branch of the real surface mode. The medium
parameters are: ²r1 = 1, µr1 = 1, ²r2 = −2.5, µr2 = −2.5.
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Figure 2.12 The Poynting vector of a TE complex mode. Dotted lines are the boundary of
a conjectured box. Solid line is the interface of the dielectric slab and the air.
The medium and structure parameters are: ²r1 = 1, µr1 = 1, ²r2 = −2.5,
µr2 = −2.5, d = 0.01 m, k0 = 100 rad/m. Solved propagation constant:
γ/k0 = 2.09195 + j0.86938.
but both of them are for bounded structure.
2.5 Mode Loci as Parameters Change
Mode loci are important in terms of providing initial guess when using Newton method to
find solutions. In doing Sommerfeld integral, we resort to mode loci to conceive the integral
path which is the essential step of solving the problem. In this section, we will first examine
how the complex modes change as k0d varies. Later we will study mode loci in lossy medium.
2.5.1 Mode Loci v.s. frequency
Now let us go back to the complex solutions in a lossless medium. The wave numbers in
(2.26) are assumed to be all complex.
The constitutive equation (2.24) and (2.25) are functions of γ2z , therefore given γz = α+ jβ
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Figure 2.13 TM2 pole loci as the normalized thickness k0d increases. Medium parameters
are: ²r1 = 1, µr1 = 1, ²r2 = −2.5, µr2 = −1.6, k0d increases from 1 to 2.
a solution, −γz is also a solution. Furthermore, from (2.24) and (2.25) we have
α2y1 − β2y1 + 2jαy1βy1 = −k21 − α2 + β2 − 2jαβ (2.59)
α2y2 − β2y2 + 2jαy2βy2 = −k22 − α2 + β2 − 2jαβ (2.60)
To make the imaginary part to be equal, we have
αy1βy1 = −αβ (2.61)
αy2βy2 = −αβ (2.62)
Simultaneously changing the sign of β and βy1 does not violate equation (2.59), (2.60) and the
transcendental equation (2.22) and (2.23). Therefore, γ∗z is also a solution. If γ∗z is a solution,
from the previous property we conclude −γ∗z is a solution as well.
Table 2.1 summarizes possible sign choices of γz, γy1, and γy2. Assuming source is at z = 0,
the first two columns are solutions of z > 0 and the last two columns are solutions of z < 0.
Figure 2.13 shows the change of pole locations as normalized dielectric thickness increases. It
is well expected from the graphic plot and dispersion curves in Section 2.3.
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Table 2.1 Possible sign choices of complex modes for lossless medium.
γ γ∗ −γ∗ −γ
(α, β) (+, +) (+, −) (−, +) (−, −)
(αy1, βy1) (+, −) (+, +) (+, +) (+, −)
(αy2, βy2) (+, −) or (−, +) (+, +) or (−, −) (+, +) or (−, −) (+, −) or (−, +)
2.5.2 Mode Loci v.s. Loss
In later chapters, electromagnetic fields are represented as Sommerfeld integrals [56, 57]. In
performing integral evaluation, one needs specify integral path. There is no problem for lossy
medium because all surface poles are off real axis, and the inverse Fourier transform along real
axis is convergent due to loss. For lossless medium, it is tricky to conceive proper integral path
as integrand blows up near poles in the real axis. [56] has detailed analysis on Sommerfeld
integral path (SIP) for lossless conventional material. In short, we assume medium to be lossy,
then observe how poles change as loss becomes smaller and smaller. For left-handed medium,
the SIP is not granted to be the same as in DPS case. Carefully attention has to be paid to
monitor how different kinds of poles change as medium loss approaches zero.
Figure 2.14 shows pole loci when loss becomes smaller and smaller. There are two kinds
of surface modes, the first one has most of its power in air while the other has most of power
in dielectric layer. When medium is lossy, the first kind of surface poles are in the second and
the fourth quadrants, and the second kind of surface poles are in the first and third quadrants.
As loss tangent approaches zero, both of them merges to real axis.
It is turned out that the first kind poles correspond to evanescent surface modes, while
the second kind of poles correspond to ordinary real surface modes. To prove the above
conclusion, we assume that the source locates at left and electromagnetic waves propagate
along the positive z-axis. Since energy always leaves from source, we must have α > 0 or
total energy flows away from source. If the phase velocity is the same as the energy flow, β
is positive; if the phase velocity is opposite to energy flow, β must be negative. Therefore we
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Figure 2.14 TM2 pole loci as loss tangent decreases from 0.4 to 0. Medium parameters are:
²r1 = 1, µr1 = 1, ²r2 = −2.5, µr2 = −1.6, k0d = 1.6 rad.
arrive at the above conclusion.
2.6 Real Surface Mode Suppression
It is well known that the dielectric slab with a DPS medium has no cutoff frequency for TM0
modes. For a DNG medium, however, both TE and TM real modes have cutoff frequencies as
shown in Figure 2.5 and Figure 2.6. Based on this foundation, Baccarelli and his colleagues
suggested the concept of surface wave suppression. However, most conditions given in [17] are
sufficient conditions. To give designers more freedom, necessary and sufficient conditions are
given in Table 2.2 and Table 2.3.
As an example to demonstrate the procedure of deriving these conditions, consider TE
ordinary surface modes. From Figure 2.5(a), it is quite straightforward that the conditions
must ensure no intersection between the dashed circle and the solid lines in the first quadrant.
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The radius of the dashed circle given by (2.38) is a = k0d
√
²r2µr2 − ²r1µr1. The minimum and
maximum distances from the origin to the first solid branch are assumed to be s1 and s2. The
minimum distance from the origin to the second solid branch is assumed to be s3. Then the
condition of suppressing TE ordinary surface modes is a < s1 or s2 < a < s3. The detailed
formulas are:
a < min
0≤x≤pi/2
{
x
√
1 + cot2 x/µ2r2
}
(2.63)
or
max
0≤x≤pi/2
{
x
√
1 + cot2 x/µ2r2
}
< a < min
pi≤x≤3pi/2
{
x
√
1 + cot2 x/µ2r2
}
(2.64)
Notice that for the sake of simplicity the dielectric constants of the air are assumed to be
²r1 = µr1 = 1, thus, they are omitted. Using the same procedure, necessary and sufficient
conditions for other modes can be derived.
As a special case of Table 2.2 and Table 2.3, to suppress all surface modes for ²r2µr2 < 1,
we must ensure
|²r2| < 1 and |µr2| < 1 and b > max
0≤x≤tanh−1|²r2|
{
x
√
1− tanh2 x/²2r2
}
(2.65)
To suppress all surface modes for ²r2µr2 > 1, we must ensure either
|²r2| > 1 and |µr2| > 1 and a < min
0≤x≤pi/2
{
x
√
1 + cot2 x/µ2r2
}
(2.66)
or
|²r2| > 1 and |µr2| > 1 and pi2 < a < minpi/2≤x≤pi
{
x
√
1 + tan2 x/²2r2
}
(2.67)
Similarly, we might also derive conditions of suppressing surface modes for un-grounded
dielectric slab or conditions for supporting surface waves.
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Table 2.2 Necessary and sufficient conditions for TE surface-wave suppression. The dielectric
constants of the air are assumed to be ²r2 = 1, µr2 = 1 and thus are omitted.
a = k0d
√
²r2µr2 − 1 is for ²r2µr2 > 1, while b = k0d
√
1− ²r2µr2 is for ²r2µr2 < 1.
²r2µr2 < 1 ²r2µr2 > 1
Ordinary -
a < min
0≤x≤pi/2
{
x
√
1 + cot2 x/µ2r2
}
or
max
0≤x≤pi/2
{
x
√
1 + cot2 x/µ2r2
}
< a < min
pi≤x≤3pi/2
{
x
√
1 + cot2 x/µ2r2
}
Evanescent |µr2| < 1
 |µr2| > 1a > 1/ |µr2|
or
|µr2| < 1
a < min
0≤x≤1/
√
1−µ2r2
{
x
√
coth2 x/µ2r2 − 1
}
Table 2.3 Necessary and sufficient conditions for TM surface-wave suppression. The dielectric
constants of the air are assumed to be ²r2 = 1, µr2 = 1 and thus are omitted.
a = k0d
√
²r2µr2 − 1 is for ²r2µr2 > 1, while b = k0d
√
1− ²r2µr2 is for ²r2µr2 < 1.
²r2µr2 < 1 ²r2µr2 > 1
Ord. - a < min
pi/2≤x≤pi
{
x
√
1 + tan2 x/²2r2
}
Eva.
|²r2| ≤ 1 and
b > max
0≤x≤tanh−1|²r2|
{
x
√
1− tanh2 x/²2r2
} |²r2| > 1
2.7 Complete Mode Spectrum
Based on the above discussions and the proof in Appendix A, complete mode spectrum for
dielectric slab are ready to be made. Table 2.4 lists proper and improper modes for both DPS
and DNG media. Notice that the infinite number of complex modes now belong to the proper
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spectrum for a DNG medium. One cannot ignore these modes, but it is also unnecessary to pay
attention on all of them. From Figure 2.6, it is seen that within a very narrow range only several
complex surface modes are important and the others vanish either because they are already
beyond cutoff or because their high α/k0 keep them trivial. Also note that both the DPS and
DNG media have proper and improper ordinary real modes. They are the intersections in the
first and the fourth quadrants in Figure 2.5.
Table 2.4 Complete mode spectrum for dielectric slab.
Spectrum DPS DNG
Discrete evanescent real mode
α = 0, β/k0 >
√
²r2µr2
Improper Proper
Discrete ordinary real mode
α = 0,
√
²r1µr1 < β/k0 <
√
²r2µr2
Proper/Improper Proper/Improper
Continuous radiation mode
α = 0, β/k0 <
√
²r1µr1
Proper Proper
Discrete complex mode
α 6= 0, β 6= 0
Improper Proper
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CHAPTER 3. HORIZONTAL MAGNETIC DIPOLE WITH DNG
MEDIUM
In this Chapter, a horizontal magnetic dipole (HMD) on a perfect electric conductor (PEC)
with double negative (DNG) metamaterials will be studied. The problem is important in terms
of providing Green’s function for slot antennas. Numerical calculations show that the efficiency
of radiation is greatly enhanced by using DNG medium.
3.1 Spectrum Domain Analysis
The Hertz potential combined with Fourier transform is used to find electromagnetic fields
excited by horizontal magnetic dipole on a PEC. They are expressed as Sommerfeld-type
integrals. This section gives step-by-step analysis.
3.1.1 Structure Setup
The structure of interest is shown in Figure 3.1. A horizontal magnetic dipole is placed on a
PEC covered by a DNG medium. Layer 1 is air and layer 2 is DNG dielectric medium. Similar
z
x
0
y
²r2, µr2
²r1, µr1
Figure 3.1 HMD on a PEC ground covered by DNG medium.
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to Chapter 2, the DNG medium is assumed to be homogeneous, isotropic, and non-dispersive.
Note that the z-direction is now perpendicular to PEC.
3.1.2 Hertz Potentials
The Hertz potentials are defined as
Eh = −jωµ∇×Πh (3.1)
He = jω²∇×Πe (3.2)
In source free and homogeneous isotropic region, both Πe and Πh satisfy the homogeneous
vector Helmholz equation (∇2 + k2i )Πe,hi = 0 (3.3)
In a layered structure whose material constants are only functions of z, the electromagnetic
fields are decoupled to TEz (Πe = 0, Πh = Πhz zˆ) and TMz (Πe = Πezzˆ, Πh = 0) modes [56].
Thus (3.3) reduces to homogeneous scalar Helmholz equation whose cylindrical form is[
1
ρ
∂
∂ρ
(ρ
∂
∂ρ
) +
1
ρ2
∂2
∂φ2
+
∂2
∂z2
+ k2i
]
Πez,hz = 0 (3.4)
Given that the Hertz potentials are solved, the electric and magnetic fields are found by
E = ∇×∇×Πe − jωµ∇×Πh = k2Πe +∇∇ ·Πe − jωµ∇×Πh (3.5)
H = ∇×∇×Πh + jω²∇×Πe = k2Πh +∇∇ ·Πh + jω²∇×Πe (3.6)
3.1.3 Fourier Transforms
Taking the advantage of the symmetry of the problem, the Fourier transforms adopted by
[58] are used. They are
Πez(ρ, φ, z) = −2jpi sinφ
∫ ∞
0
F˜e(λ2, z)J1(k0λρ)dλ (3.7)
Πhz(ρ, φ, z) = −2jpi cosφ
∫ ∞
0
F˜h(λ2, z)J1(k0λρ)dλ (3.8)
With such Fourier transforms, (3.4) is converted to 1-D differential equation[
d2
dz2
− γ2zi
]
F˜e,h(λ, z) = 0 (3.9)
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where γ2zi = k
2
0λ
2 − k2i = k20(λ2 − ²riµri). Notice that λ = kρ/k0 is normalized transverse
wavenumber.
3.1.4 TE Fields in Cylindrical Coordinate
The fields of TE modes in spectrum domain are
Eρ = −jωµ1
ρ
∂Πhz
∂φ
= 2piωµ sinφ
∫ ∞
0
F˜h(λ2, z)
J1(k0λρ)
ρ
dλ (3.10a)
Eφ = jωµ
∂Πhz
∂ρ
= 2piωµ cosφ
∫ ∞
0
F˜h(λ2, z)
[
k0λJ0(k0λρ)− J1(k0λρ)
ρ
]
dλ (3.10b)
Ez = 0 (3.10c)
Hρ =
∂2Πhz
∂ρ∂z
= −2jpi cosφ
∫ ∞
0
F˜ ′h(λ
2, z)
[
k0λJ0(k0λρ)− J1(k0λρ)
ρ
]
dλ (3.10d)
Hφ =
1
ρ
∂2Πhz
∂φ∂z
= 2jpi sinφ
∫ ∞
0
F˜ ′h(λ
2, z)
J1(k0λρ)
ρ
dλ (3.10e)
Hz = (
∂2
∂z2
+ k2)Πhz = −2jpi cosφ
∫ ∞
0
[
F˜ ′′h (λ
2, z) + k2F˜h(λ2, z)
]
J1(k0λρ)dλ
= −2jpik20 cosφ
∫ ∞
0
λ2F˜h(λ2, z)J1(k0λρ)dλ (3.10f)
where F˜ ′h(λ
2, z) and F˜ ′′h (λ
2, z) are the first and second order derivatives with respect to z.
In deriving the above formula, the following identity is used
dJ1(k0λρ)
dρ
=
1
ρ
[k0λρJ0(k0λρ)− J1(k0λρ)] (3.11)
When ρ = 0, we have limρ→0 =
J1(k0λρ)
ρ =
k0λ
2 , the above formulas are simplified to
Eρ = 2piωµ sinφ
∫ ∞
0
F˜h(λ2, z)
k0λ
2
dλ (3.12a)
Eφ = 2piωµ cosφ
∫ ∞
0
F˜h(λ2, z)
k0λ
2
dλ (3.12b)
Ez = 0 (3.12c)
Hρ = −2jpi cosφ
∫ ∞
0
F˜ ′h(λ
2, z)
k0λ
2
dλ (3.12d)
Hφ = 2jpi sinφ
∫ ∞
0
F˜ ′h(λ
2, z)
k0λ
2
dλ (3.12e)
Hz = 0 (3.12f)
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3.1.5 TM Fields in Cylindrical Coordinate
The fields of TM modes in spectrum domain are
Eρ =
∂2Πez
∂ρ∂z
= −2jpi sinφ
∫ ∞
0
F˜ ′e(λ
2, z)
[
k0λJ0(k0λρ)− J1(k0λρ)
ρ
]
dλ (3.13a)
Eφ =
1
ρ
∂2Πez
∂φ∂z
= −2jpi cosφ
∫ ∞
0
F˜ ′e(λ
2, z)
J1(k0λρ)
ρ
dλ (3.13b)
Ez = (
∂2
∂z2
+ k2)Πez = −2jpi sinφ
∫ ∞
0
[
F˜ ′′e (λ
2, z) + k2F˜e(λ2, z)
]
J1(k0λρ)dλ
= −2jpik20 sinφ
∫ ∞
0
λ2F˜e(λ2, z)J1(k0λρ)dλ (3.13c)
Hρ = jω²
1
ρ
∂Πez
∂φ
= 2piω² cosφ
∫ ∞
0
F˜e(λ2, z)
J1(k0λρ)
ρ
dλ (3.13d)
Hφ = −jω²∂Π
ez
∂ρ
= −2piω² sinφ
∫ ∞
0
F˜e(λ2, z)
[
k0λJ0(k0λρ)− J1(k0λρ)
ρ
]
dλ (3.13e)
Hz = 0 (3.13f)
where F˜ ′h(λ
2, z) and F˜ ′′h (λ
2, z) are the first and second order derivatives with respect to z.
When ρ = 0, we have
Eρ = −2jpi sinφ
∫ ∞
0
F˜ ′e(λ
2, z)
k0λ
2
dλ (3.14a)
Eφ = −2jpi cosφ
∫ ∞
0
F˜ ′e(λ
2, z)
k0λ
2
dλ (3.14b)
Ez = 0 (3.14c)
Hρ = 2piω² cosφ
∫ ∞
0
F˜e(λ2, z)
k0λ
2
dλ (3.14d)
Hφ = −2piω² sinφ
∫ ∞
0
F˜e(λ2, z)
k0λ
2
dλ (3.14e)
Hz = 0 (3.14f)
3.1.6 Writing to Infinite Integral
Equation (3.10) and (3.13) are integrals from 0 to ∞. It is cumbersome to do steepest
descent transformation for semi-infinite integrals. Thus we want to rewrite them to integrals
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from −∞ to ∞ by using the formula of
Jν(z) =
1
2
[
H(1)ν (z) +H
(2)
ν (z)
]
(3.15)
H(2)ν (ze
−pij) = −eνpijH(1)ν (z) (3.16)
The general form of semi-infinite integrals involving J0 are
I0 =
∫ ∞
0
Φ(λ2)λJ0(λ)dλ
=
1
2
∫ ∞
0
Φ(λ2)λ
[
H
(1)
0 (λ) +H
(2)
0 (λ)
]
dλ
=
1
2
∫ ∞
0
Φ(λ2)λ
[−H(2)0 (−λ) +H(2)0 (λ)]dλ
=
1
2
∫ ∞
−∞
Φ(λ2)λH(2)0 (λ)dλ (3.17)
The general form of semi-infinite integrals involving J1 are
I1 =
∫ ∞
0
Φ(λ2)J1(λ)dλ
=
1
2
∫ ∞
0
Φ(λ2)
[
H
(1)
1 (λ) +H
(2)
1 (λ)
]
dλ
=
1
2
∫ ∞
0
Φ(λ2)
[
H
(2)
1 (−λ) +H(2)1 (λ)
]
dλ
=
1
2
∫ ∞
−∞
Φ(λ2)H(2)1 (λ)dλ (3.18)
However when using Matlab to code program, special care goes to Hankel function due to the
branch cut of Hankel function. In using the reflection formula (3.16), we assume the function is
analytical for Arg(z) = −pi. Therefore, we should use −pi as the argument’s angle to calculate
Hankel function when the argument is a pure negative real number. Numerically, we can use
H(1)n (z) = H
(1) principal
n (z)− 4mJn(z) (3.19)
H(2)n (z) = H
(2) principal
n (z) + 4mJn(z) (3.20)
where −pi + 2mpi < Arg(z) ≤ pi + 2mpi.
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3.1.7 Total Fields in Cylindrical Coordinate
From the previous two sections, the total fields are written below. It will be seen later that
a numerical difficulty is avoided by doing this combination.
Eρ = pi sinφ
∫ ∞
−∞
[
ωµF˜h(λ2, z) + jF˜ ′e(λ
2, z)
] H(2)1 (k0λρ)
ρ
+ pi sinφ
∫ ∞
−∞
−jk0λF˜ ′e(λ2, z)H(2)0 (k0λρ)dλ (3.21)
Eφ = pi cosφ
∫ ∞
−∞
−
[
ωµF˜h(λ2, z) + jF˜ ′e(λ
2, z)
] H(2)1 (k0λρ)
ρ
dλ
+ pi cosφ
∫ ∞
−∞
ωµk0λF˜h(λ2, z)H
(2)
0 (k0λρ)dλ (3.22)
Ez = jpik20 sinφ
∫ ∞
−∞
−λ2F˜e(λ2, z)H(2)1 (k0λρ)dλ (3.23)
Hρ = pi cosφ
∫ ∞
−∞
[
ω²F˜e(λ2, z) + jF˜ ′h(λ
2, z)
] H(2)1 (k0λρ)
ρ
dλ
+ pi cosφ
∫ ∞
−∞
−jk0λF˜ ′h(λ2, z)H(2)0 (k0λρ)dλ (3.24)
Hφ = pi sinφ
∫ ∞
−∞
[
ω²F˜e(λ2, z) + jF˜ ′h(λ
2, z)
] H(2)1 (k0λρ)
ρ
dλ
+ pi sinφ
∫ ∞
−∞
−ω²k0λF˜e(λ2, z)H(2)0 (k0λρ)dλ (3.25)
Hz = jpik20 cosφ
∫ ∞
−∞
−λ2F˜h(λ2, z)H(2)1 (k0λρ)dλ (3.26)
If ρ = 0, the total fields are
Eρ = 2pi sinφ
∫ ∞
0
[
ωµF˜h(λ2, z)− jF˜ ′e(λ2, z)
] k0λ
2
dλ (3.27)
Eφ = 2pi cosφ
∫ ∞
0
[
ωµF˜h(λ2, z)− jF˜ ′e(λ2, z)
] k0λ
2
dλ (3.28)
Ez = 0 (3.29)
Hρ = 2pi cosφ
∫ ∞
0
[
ω²F˜e(λ2, z)− jF˜ ′h(λ2, z)
] k0λ
2
dλ (3.30)
Hφ = 2pi sinφ
∫ ∞
0
−
[
ω²F˜e(λ2, z)− jF˜ ′h(λ2, z)
] k0λ
2
dλ (3.31)
Hz = 0 (3.32)
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3.1.8 Solving F˜e and F˜h
Now let us solve the equation (3.9) for F˜ei and F˜hi (i = 1, 2). The air region (region 1) is
unbounded, so the general solution of Hertz potential is
F˜e1 = Ae−γz1(z−d) (3.33)
F˜h1 = De−γz1(z−d) (3.34)
The Hertz potential in the dielectric layer (region 2) is
F˜e2 = B sinh [γz2(d− z)] + C cosh [γz2(d− z)] (3.35)
F˜h2 = E sinh [γz2(d− z)] + F cosh [γz2(d− z)] (3.36)
At medium-air interface, applying boundary conditions for TE and TM modes, we get
µr1F˜h1 = µr2F˜h2 (3.37)
∂F˜h1
∂z
=
F˜h2
∂z
(3.38)
²r1F˜e1 = ²r2F˜e2 (3.39)
∂F˜e1
∂z
=
F˜e2
∂z
(3.40)
Now we have four equations with six unknowns
²r1A = ²r2C (3.41)
γz1A = γz2B (3.42)
µr1D = µr2F (3.43)
γz1D = γz2E (3.44)
We need two more equations to solve the problem. They are found by invoking the boundary
condition zˆ × E2 = −Ms at z = 0. But the TE and TM modes are no longer decoupled
anymore at z = 0 and total electric fields must be used
E2x
∣∣
z=0
= E2ρ cosφ− E2φ sinφ = 0 (3.45)
E2y
∣∣
z=0
= E2ρ sinφ+ E2φ cosφ = Pmδ(x)δ(y) (3.46)
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where Pm is the dipole moment.
From (3.45), we have
ωµ2F˜h2 + jF˜ ′e2 = 0
∣∣
z=0
(3.47)
The left hand of (3.46) is
E2ρ sinφ+ E2φ cosφ = 2piωµ2
∫ ∞
0
k0λF˜h(λ2, z)J0(k0λρ)dλ (3.48)
In the right hand, using the identity in [56], p. 575, we have
Pmδ(x)δ(y) =
Pm
2piρ
δ(ρ) =
Pm
2pi
∫ ∞
0
λJ0(λρ)dλ =
Pmk
2
0
2pi
∫ ∞
0
λJ0(k0λρ)dλ (3.49)
In equating (3.48) and (3.49), one get
−2jpik0F˜ ′e2 = 2piωµ2k0F˜h2 =
Pmk
2
0
2pi
(3.50)
or
F˜h2
∣∣
z=0
=
Pmk0
4pi2ωµ2
(3.51)
Now we have six equations and six unknowns. Upon solving the equations, we get
A = −jk0Pm²r2
4pi2DTM
B = −jk0Pm²r2γz1
4pi2DTMγz2
C = −jk0Pm²r1
4pi2DTM
D =
Pmk0γz2µr2
4pi2ωµ2DTE
E =
Pmk0γz1µr2
4pi2ωµ2DTE
F =
Pmk0γz2µr1
4pi2ωµ2DTE
And for F˜e,h, we have
F˜e1 =
−jPmk0²r2
4pi2DTM
e−γz1(z−d) (3.52a)
F˜e2 =
−jPmk0
4pi2DTMγz2
{²r2γz1 sinh[..] + ²r1γz2 cosh[..]} (3.52b)
F˜h1 =
Pmγz2
4pi2η0DTE
e−γz1(z−d) (3.52c)
F˜h2 =
Pm
4pi2η0DTEµr2
{µr2γz1 sinh[..] + µr1γz2 cosh[..]} (3.52d)
50
where
DTE = µr2γz1 sinh(γz2d) + µr1γz2 cosh(γz2d) (3.53)
DTM = ²r2γz1 cosh(γz2d) + ²r1γz2 sinh(γz2d) (3.54)
and [..] = γz2(d− z).
Their derivatives with respect to z are
F˜ ′e1 =
jPm²r2k0γz1
4pi2DTM
e−γz1(z−d) (3.55a)
F˜ ′e2 =
jPmk0
4pi2DTM
{²r2γz1 cosh[..] + ²r1γz2 sinh[..]} (3.55b)
F˜ ′h1 =
−Pmγz2γz1
4pi2η0DTE
e−γz1(z−d) (3.55c)
F˜ ′h2 =
−Pmγz2
4pi2η0DTEµr2
{µr2γz1 cosh[..] + µr1γz2 sinh[..]} (3.55d)
3.1.9 Sommerfeld Integral Path
Strictly speaking, for a lossless medium the above integrals are not completely defined since
the Fourier transform may not exist, and furthermore their integrands blow up at the branch
point λ = k1/k0. If we assume a small loss, however, the integrands do become absolutely
integrable and the integrals are well-defined.
Figure 3.2(a) shows integral paths for DPS medium as suggested by [56]. It is not for
granted that the same integral path is applicable to DNG medium. From Section 2.5.2, Chap-
ter 2, we know that there are two different kinds of surface poles which have different behaviors
to approach real axis when the loss becomes smaller and smaller. Assuming the medium is
lossy, all surface poles are off the real axis and performing integrals does not encounter any
trouble. As the loss decreases, the surface poles which are used to be off-axis move to the real
axis and the integrands blow up at these points. According to complex theory, one can detour
the integral path and have the same results as long as no poles are enclosed by detouring.
Referring to Figure 2.14, it is quite natural that the SIP is selected as shown in Figure 3.2(b).
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Figure 3.2 Sommerfeld integral path (SIP) for DPS and DNG medium.
3.2 Numerical Considerations
Having analytical formulas ready, this section addresses different numerical issues that we
will encounter in performing numerical evaluations of the integrals.
3.2.1 Residue Theory
In complex analysis, Cauchy residue theorem says that for analytic function f(z), we have∫
Γ
f(z)dz = 2pij
n∑
k=1
Res[f(z), zk] (3.56)
where Γ is a closed contour enclosing poles zk(k = 1, 2, . . . , n). For first order pole, the residue
is calculated by
Res[f(z), zk] = lim
z→zk
(z − zk)f(z) (3.57)
Alternatively, if f(z) can be written as
f(z) =
P (z)
Q(z)
(3.58)
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Figure 3.3 Integral path near a surface pole.
where P (zk) 6= 0, Q(zk) = 0 and Q′(zk) 6= 0. Its residue is calculated by
Res[f(z), zk] = lim
z→zk
(z − zk)f(z)
= lim
z→zk
(z − zk)P (z)
Q(z)
= lim
z→zk
P (z)
Q(z)
(z−zk)
= lim
z→zk
P (z)
Q′(z)
(3.59)
In our case, poles are introduced by the zeros of DTE or DTM in the form of (3.58). So we
use formula of (3.59) to calculate residue. Notice that we have
dγzi
dλ
=
k20λ
γzi
(3.60)
The derivatives of DTE and DTM with respect to λ are
dDTE
dλ
=
k20λ
γz1
sinh(γz2d) [µr2 + µr1γz1d] +
k20λ
γz2
cosh(γz2d) [µr1 + µr2γz1d] (3.61)
dDTM
dλ
=
k20λ
γz2
sinh(γz2d) [²r1 + ²r2γz1d] +
k20λ
γz1
cosh(γz2d) [²r2 + ²r1γz1d] (3.62)
3.2.2 Integration Around Poles
The Sommerfeld-type integrals blow up near poles [56]. Therefore special care is taken for
integration around poles. The integral path Γ near surface pole is shown in Figure 3.3. It can
be proved that∫
Γ
f(x)dx = lim
δ→0
[∫ c−δ
c−∆
f(x)dx+
∫ c+∆
c+δ
f(x)dx
]
− pijRes[f(z), c]
= P.V.
∫ c+∆
c−∆
f(x)dx− pijRes[f(z), c] (3.63)
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where the first term is called Cauchy principal value (CPV) integral. If we detour the integral
path below the pole, the formula is∫
Γ
f(x)dx = P.V.
∫ c+∆
c−∆
f(x)dx+ pijRes[f(z), c] (3.64)
To calculate this type of integral numerically, we folder the integral path to make integrand
partially canceled. Open quadrature rule is used so as to avoid the singularity at edge.
P.V.
∫ c+∆
c−∆
f(x)dx = lim
δ→0
∫ ∆−δ
0
[
f(c−∆+ t) + f(c+∆− t)
]
dt (3.65)
3.2.3 Integrand Plot
It is a good idea to plot integrand before doing any numerical integration. As an example,
the integrand of (3.10a) is plotted here. The parameters used in the figure are: ²r1 = 1,
µr1 = 1, ²r2 = 2.5, µr2 = 1.6, d = 1, Pm = 1, k0 =
√
3, ρ = λ0, z = λ0 where λ0 is the
wave length in free space. There is no singularity at origin in Figure 3.4(a) since the Bessel
function is an entire function. Figure 3.4(b) shows singularities at origin with Hankel function.
To remedy this difficulty, one has to combine the positive part and the negative part to cancel
this singularity.
3.2.4 Integrate Along Brunch Cut
In most of cases, the Sommerfeld integral path (SIP) is shown in Figure 3.2(a). According
to complex analysis theory, it can be detoured to branch cut (BC). To do that, one should
take the contribution of enclosed poles into account∫
SIP
f(kρ)dkρ =
∫
BC
f(kρ)dkρ − 2pij
∑
i
Res[f(z), ki] (3.66)
The branch cut (=m[kzi] = 0) corresponds to continuous radiation modes, and the poles
correspond to surface modes. Now the physical meaning is clear: the electromagnetic fields at
any point are the contributions from surface modes and from radiation modes.
Figure 3.5 shows the mapping from kρ-plane to kz1-plane. In Figure 3.5(c), we have two
choices for the argument of C, i.e., Arg(ZC) = pi or Arg(ZC) = −pi. In order to map C to top
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Figure 3.4 Integrand plot of (3.10a).
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Riemann sheet (=m[kz1] < 0), we have to choose Arg(ZC) = −pi. Therefore, Arg(ZA) = 0 and
Arg(ZB) = −2pi. The mapping to kz1-plane is shown in Figure 3.5(d).
With the above observation and dkρ = −kz1kρ dkz1, the integral along branch cut is written
with dummy variable kz1∫
BC
f(kρ)dkρ = −
∫ −∞
+∞
kz1
kρ
f(kz1)dkz1 =
∫ +∞
−∞
kz1
kρ
f(kz1)dkz1 (3.67)
Since kρ = λk0, we further introduce dummy variable λz1 = kz1k0 to get∫
BC
f(γz1)dλ =
∫ ∞
−∞
λz1
λ
f(γz1)dλz1 (3.68)
where
γz1 = jk0λz1 (3.69)
γz2 =
√
k20(²r1µr1 − ²r2µr2) + γ2z1 = k0
√
²r1µr1 − ²r2µr2 − λ2z1 (3.70)
kρ =
√
γ2z1 + k
2
0²r1µr1 = k0
√
²r1µr1 − λ2z1 (3.71)
dγz1
dλz1
= jk0 (3.72)
dγz2
dλz1
= −k
2
0λz1
γz2
(3.73)
dγz2
dγz1
=
γz1
γz2
(3.74)
To calculate residue in kz1-plane, we need
dDTE
dλz1
= k0 sinh(γz2d)(jµr2 − µr1k0λz1d)− k
2
0λz1
γz2
cosh(γz2d)(µr1 + µr2γz1d) (3.75)
dDTM
dλz1
= k0 cosh(γz2d)(j²r2 − ²r1k0λz1d)− k
2
0λz1
γz2
sinh(γz2d)(²r1 + ²r2γz1d) (3.76)
It is found that the integral in kz1-plane is much faster than integral in kρ-plane. As an
example, we test two integrals. They are Hz and Ez in free space
Hz =
−2jpik20Pm cosφ
4pi2η0µr1
∫ ∞
0
λ2e−γz1zJ1(k0λρ)dλ (3.77)
Ez =
−2pik30Pm sinφ
4pi2
∫ ∞
0
λ2
1
γz1
e−γz1zJ1(k0λρ)dλ (3.78)
In (3.77), the integrand is smooth in the whole integration range. However, its first derivative
has singularity at λ = 1. For this reason, the convergence is very slow. The integrand of (3.78)
is worse than that of (3.77) since it blows up at λ = 1. But it is still integrable at λ = 1.
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Figure 3.5 Illustration of transforming from kρ-plane to kz1-plane.
57
The above two equations are transformed to use λz1 = kz1/k0 as dummy variable
Hz =
−2jpik20Pm cosφ
4pi2η0µr1
[∫ 0
1
+
∫ −j∞
0
]
λλz1e
−γz1zJ1(k0λρ)dλz1 (3.79)
Ez =
−2pik30Pm sinφ
4pi2
[∫ 0
1
+
∫ −j∞
0
]
λe−γz1zJ1(k0λρ)dλz1 (3.80)
Numerical test are shown in Figure 3.6. The integration in kz1-plane is superior to inte-
gration in kρ-plane.
3.2.5 Residue at Origin
The first order Hankel function H(2)1 (z) has a simple pole at origin as seen in Appendix C.
Special care must be taken to account for it. One way is to combine TE fields with TM fields.
As an example, let us look at total Eρ
Eρ = 2pi sinφ
∫ ∞
−∞
[
ωµF˜h(λ2, z) + jF˜ ′e(λ
2, z)
] H(2)1 (k0λρ)
ρ
dλ
− 2jpi sinφ
∫ ∞
−∞
F˜ ′e(λ
2, z)k0λH
(2)
0 (k0λρ)dλ (3.81)
There is no first order pole in the second part. For the first term,
[
ωµF˜h(λ2, z) + jF˜ ′e(λ2, z)
]
is zero at origin as proved below. When λ = 0
γz1 = jk0
√
²r1µr1 (3.82)
γz2 = jk0
√
²r2µr2 (3.83)
DTE = jk0µr2
√
²r1µr1 sinh(γz2d) + jk0µr1
√
²r2µr2 cosh(γz2d) (3.84)
DTM = jk0²r1
√
²r2µr2 sinh(γz2d) + jk0²r2
√
²r1µr1 cosh(γz2d) (3.85)
For air region
ωµF˜h1(0, z) + jF˜ ′e1(0, z) =
jPmk
2
0
4pi2
[
µr1
√
²r2µr2
DTE
− ²r2
√
²r1µr1
DTM
]
e−γz1(z−d) (3.86)
= 0 (3.87)
The same conclusion holds for dielectric region and all other field components.
Another way is to compensate residue at zero. The Eρ component of TE mode is
Eρ = piωµ sinφ
∫ ∞
−∞
F˜h(λ2, z)
H
(2)
1 (k0λρ)
ρ
dλ (3.88)
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Figure 3.7 Integral paths near the origin.
When λ→ 0, the integrand
F˜h(λ2, z)
H
(2)
1 (k0λρ)
ρ
=
F˜h(0, z)
ρ
[J1(k0λρ)− jY1(k0λρ)]
≈ F˜h(0, z)
ρ
2j
pik0λρ
(3.89)
Therefore, the residue of the integrand at origin is
Res
[
F˜h(λ2, z)
H
(2)
1 (k0λρ)
ρ
, λ = 0
]
=
2jF˜h(0, z)
pik0ρ2
(3.90)
Since Jν is an entire function, we have
I0 =
∫ ∞
0
f(kρ)Jν(kρρ)dkρ = lim
²→0
∫ ∞
²
f(kρ)Jν(kρρ)dkρ (3.91)
Now if written in Hankel form, the original integral I0 is
I0 = lim
²→0
[∫ 0−²
−∞
f(kρ)H(2)ν (kρρ)dkρ +
∫ ∞
0+²
f(kρ)H(2)ν (kρρ)dkρ
]
(3.92)
It is actually a Cauchy principal value which has an infinitesimal small gap at origin. To use
Cauchy integration theory, however, the integral path has to be closed by adding the segment
Γ1 as shown in Figure 3.7. The new path gives a different integral result ISIPH = I0 − pijR+,
where R+ is the residue at the positive edge of the branch cut. Now we can detour the integral
path to branch cut and we have
ISIPH = IBCH − 2pij
∑
i
Res[f(z), ki] (3.93)
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Again, the IBCH consists of Cauchy principal value part IBC and residue contributions from
origin
IBCH = IBC − 3pij2 R
+ +
pij
2
R− (3.94)
where R− is the residue at the negative edge of the branch cut. Finally, we have
I0 = IBC − pij2 (R
+ −R−)− 2pij
∑
i
Res[f(z), ki] (3.95)
3.3 Steepest Descent Method and Far Field Calculation
The method of steepest descent, or the saddle-point method, deals with the asymptotic
expansion of an integral of the kind
I =
∫
C
eλh(t)f(t)dt (3.96)
This method usually includes two steps: the first step is to find the stationary phase point
and the second step is to deform the integral path. The discussion below follows Chapter 2 in
Chew’s book [56].
3.3.1 Method of Stationary Phase
The method of stationary phase is used to derive the leading-order approximation to an in-
tegral whose integrand is rapidly oscillating and whose dummy variable is real. As an example,
consider an integral
I =
∫ ∞
−∞
dtf(t)g(λ, t) (3.97)
where g(λ, t) can be integrated in closed form, but not f(t)g(λ, t) and when λ→∞, one has
g(λ, t) ∼ e−jλh(t) (3.98)
The stationary phase method first calculates
h′(t0) = 0 (3.99)
then the integral is approximated as
I ∼ f(t0)
∫ ∞
−∞
dt g(λ, t), λ→∞ (3.100)
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Figure 3.8 Illustration of a saddle point.
There is an example on p. 81 of Chew’s book [56]. The tricky thing is that we do not
necessarily make the remaining part of g(λ, t) to be e−jλh(t). Once we can get the close form
of the integral, we get job done. So in that example, we only take k2ρs out of the integrand,
the Sommerfeld identity is then used. However, we do need include all terms to calculate the
stationary phase point.
Note that the stationary phase method is only applied to an integral along the real axis.
For a more general case, the steepest descent method is used in complex plane.
3.3.2 Stationary Phase
In a single variable real function, h′(t0) = 0 means that t0 is either a maxima or a minima.
In a complex function, h′(t0) = 0 indicates that t0 can also be a saddle point as shown in
Figure 3.8. If t0 is a maxima, no much effort we need to do since the integrand decreases in all
directions. If it is a minima, no things we can do since it is always divergent. If it is a saddle
point, different choice of integral path significantly affects the computation time and precision.
62
The saddle point is found by letting h′(t0) = 0, then
h(t)− h(t0) ≈ (t− t0)2h
′′(t0)
2
+ · · · (3.101)
Change variable from t to s such that
−s2 = h(t)− h(t0) (3.102)
By doing that, we have introduced a mapping from complex t-plane to complex s-plane. The
point t0 is mapped to s = 0 while the contour C on the t plane maps to the contour C ′ on the
complex s-plane. Notice that till now, we have not applied any approximations.
On the real axis of s, the function h(t)− h(t0) is purely real and negative, and
eλh(t) = e−λs
2+λh(t0) (3.103)
In complex analysis, phase is usually meant to be the imaginary part of the argument of the
exponential function. Thus if we integrate the integral along the real axis of s, we keep the
phase unchanged and we call it the constant-phase path or the steepest-descent path (for real
part). This is because for any analytic function of a complex variable f(z), the lines of constant
<e[f(z)] are perpendicular to those of constant =m[f(z)].
With the change of variable, (3.96) becomes
I = eλh(t0)
∫
C′
e−λs
2
F (s)ds (3.104)
where
F (s) = f(t)
dt
ds
(3.105)
Notice that now the integral path is C ′ in the complex C plane. It can be furthur deformed
to the real axis provided that the contribution due to any singularity enclosed are included.
Hence
I = Is + Ip = eλh(t0)
∫ ∞
−∞
e−λs
2
F (s)ds+ Ip (3.106)
where Is is called the saddle-point contribution.
Finally, the leading-order approximation to Is is [56]
Is ∼ eλh(t0)f(t0)
√
−2pi
λh′′(t0)
λ→∞ (3.107)
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3.3.3 Steepest Descent Path
The asymptotic form of Hankel function for large arguments is [59]
H(2)ν (z) ≈
√
2
piz
e−j(z−
1
2
νpi− 1
4
pi) (−2pi < arg z < pi) (3.108)
Therefore the electromagnetic fields in air region for far fields has general form of
I ≈
∫ ∞
−∞
f(λ)e−γz1(z−d)−jk0λρdλ
=
∫ ∞
−∞
f(λ)e−j[kz1(z−d)+kρρ]dλ
=
∫ ∞
−∞
f(λ)erh(φ)dλ (3.109)
where kρ = k0λ and kz1 = k0
√
²r1µr1 − λ2. For example, let us look at Ez in air region. From
equation (3.23), we have
Ez1 = − jpik20 sinφ
∫ ∞
−∞
λ2F˜e(λ2, z)H
(2)
1 (k0λρ)dλ
= − Pmk
3
0²r2 sinφ
4pi
∫ ∞
−∞
λ2
DTM (λ)
e−γz1(z−d)H(2)1 (k0λρ)dλ
≈ (1− j)Pmk
5/2
0 ²r2 sinφ
4pi3/2
√
ρ
∫ ∞
−∞
λ3/2
DTM (λ)
e−j[kz1(z−d)+kρρ]dλ (3.110)
Comparing (3.110) and (3.109), we know that
f(λ) =
λ3/2
DTM (λ)
(3.111)
Letting (z − d) = r cos θ, ρ = r sin θ, where r = √(z − d)2 + ρ2, and kz1 = k1 cosφ,
kρ = k1 sinφ, where φ = σ + jη, we have h(φ) = −jk1 cos(φ− θ).
kρ = k1 sinφ = (k′1 − jk′′1)(sinσ cosh η + j cosσ sinh η)
= (k′1 sinσ cosh η + k
′′
1 cosσ sinh η) + j(k
′
1 cosσ sinh η − k′′1 sinσ cosh η) (3.112)
kz1 = k1 cosφ = (k′1 − jk′′1)(cosσ cosh η − j sinσ sinh η)
= (k′1 cosσ cosh η − k′′1 sinσ sinh η)− j(k′1 sinσ sinh η + k′′1 cosσ cosh η) (3.113)
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The SIP is along the real kρ axis, or =m[kρ] = 0, and the branch cut is along the real kz1
axis, or =m[kz1] = 0, so we have
k′1 cosσ sinh η − k′′1 sinσ cosh η = 0 for SIP (3.114)
k′1 sinσ cosh η + k
′′
1 cosσ sinh η = 0 for imaginary kρ axis (3.115)
k′1 sinσ sinh η + k
′′
1 cosσ cosh η = 0 for branch-cut (3.116)
For lossless media (k′′1 = 0), the formulas are simplified for top Riemann sheet
=m[kz1] < 0 ⇒ sinσ sinh η > 0 ⇒
 η > 0, 2mpi < σ < pi + 2mpiη < 0, −pi + 2mpi < σ < 2mpi (3.117)
For bottom Riemann sheet
=m[kz1] > 0 ⇒ sinσ sinh η < 0 ⇒
 η < 0, 2mpi < σ < pi + 2mpiη > 0, −pi + 2mpi < σ < 2mpi (3.118)
The top kρ–plane is mapped as
First quadrant (T1): <e[kρ] > 0,=m[kρ] > 0 ⇒ 0 < σ < pi/2, η > 0 (3.119)
Second quadrant (T2): <e[kρ] < 0,=m[kρ] > 0 ⇒ −pi < σ < −pi/2, η < 0 (3.120)
Third quadrant (T3): <e[kρ] < 0,=m[kρ] < 0 ⇒ −pi/2 < σ < 0, η < 0 (3.121)
Fourth quadrant (T4): <e[kρ] > 0,=m[kρ] < 0 ⇒ pi/2 < σ < pi, η > 0 (3.122)
The bottom kρ–plane is mapped as
First quadrant (B1): <e[kρ] > 0,=m[kρ] > 0 ⇒ pi/2 < σ < pi, η < 0 (3.123)
Second quadrant (B2): <e[kρ] < 0,=m[kρ] > 0 ⇒ −pi/2 < σ < 0, η > 0 (3.124)
Third quadrant (B3): <e[kρ] < 0,=m[kρ] < 0 ⇒ −pi < σ < −pi/2, η > 0 (3.125)
Fourth quadrant (B4): <e[kρ] > 0,=m[kρ] < 0 ⇒ 0 < σ < pi/2, η < 0 (3.126)
The Sommerfeld integral path (SIP) in kρ–plane is along the real axis, the transformed SIP
in σ − η plane is Γ1 in Figure 3.9
(−pi/2,−∞)→ (−pi/2, 0)→ (pi/2, 0)→ (pi/2,∞) (3.127)
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Figure 3.9 SIP (Γ1), branch cut (Γ2), and SDP (Γ3) in σ − η plane.
It can be deformed to along the branch cut which is shown as Γ2. In the steepest descent
method, it is deformed to Γ3.
The saddle point is found to be
dh(φ)
dλ
=
d[kz1(z − d) + kρρ]
dλ
= 0 (3.128)
or λ = k1 sin θ/k0 in λ–plane or φ = θ in φ–plane (for both lossy and lossless cases). The
steepest descent path is determined by requiring that the imaginary part of the exponent to
be a constant equal to that at the saddle point, i.e.
−s2 = h(φ)− h(θ) = jk1
[
1− cos(σ − θ + jη)] (3.129)
= j(k′1 − jk′′1)
[
1− cos(σ − θ) cosh η + j sin(σ − θ) sinh η] (3.130)
= k′′1 − k′′1 cos(σ − θ) cosh η − k′1 sin(σ − θ) sinh η (3.131)
+ j
[
k′1 − k′1 cos(σ − θ) cosh η + k′′1 sin(σ − θ) sinh η
]
(3.132)
To make s real, the steepest descent path has to satisfy
k′1 − k′1 cos(σ − θ) cosh η + k′′1 sin(σ − θ) sinh η = 0 (3.133)
k′′1 − k′′1 cos(σ − θ) cosh η − k′1 sin(σ − θ) sinh η ≤ 0 (3.134)
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If medium is lossless, it becomes
−s2 = h(φ)− h(θ) = jk1
[
1− cos(σ − θ) cosh η]− k1 sin(σ − θ) sinh η (3.135)
and the steepest descent path is
cos(σ − θ) cosh η = 1 (3.136)
sin(σ − θ) sinh η ≥ 0 (3.137)
Taking the derivative of (3.136) with respect to σ, we get
dη
dσ
=
tan(σ − θ)
tanh η
=
sin(σ − θ)
cos2(σ − θ) sinh η =
1
cos(σ − θ) (3.138)
In the above derivation, we use the following steps starting from (3.136)
cos2(σ − η) cosh2 η = 1 =⇒
cos2(σ − η)(1 + sinh2 η) = 1 =⇒
cos2(σ − η) sinh2 η = sin2(σ − η) =⇒
sinh η =
sin(σ − θ)
cos(σ − θ) (3.139)
At the saddle point, dηdσ
∣∣
σ=θ
= 1, which means that the steepest descent path crosses the
real axis at θ with 45◦ angle.
The integral along the SDP is
I =
∫ ∞
−∞
f(λ, kz1)dλ
=
∫ pi/2+θ
−pi/2+θ
f(λ, kz1)
k1
k0
cos(σ + jη)
[
1 +
j
cos(σ − θ)
]
dσ − 2pij
∑
i
Res[f(z), ki] (3.140)
Notice that integration along SDP has the same problem as integration along branch cut. One
has to close the SIP path by adding half residue at origin.
Another way is to use η as dummy variable. It might be the better way since there is no
singularity at σ = θ
I =
∫ ∞
−∞
f(λ, kz1)dλ
=
∫ ∞
−∞
f(λ, kz1)
k1
k0
cos(σ + jη) [cos(σ − θ) + j] dη − 2pij
∑
i
Res[f(z), ki] (3.141)
67
-1
1
-2
1
-3
1
1
1
2
1
3
1
0
1
-1
1
-2
1
-3
1
1
1
2
1
3
1
<e
[
kρ
k0
]
1
=m
[
kρ
k0
]
1
 
 
Branch point
Branch cut
SIP
SDP
Saddle point
TM proper
TE proper
TM improper
TE improper
(a) kρ-plane
B2B3 T1 T4
T3T2 B4 B1
-pi
1
-pi2
1
0
1
pi
2
1
pi
1
σ
1
η
1
 
 
Branch point
SIP
Branch cut
SDP
Saddle Point
TM proper
TE proper
TM improper
TE improper
(b) Φ-plane
Figure 3.10 Poles and integral paths in kρ-plane and in transformed Φ-plane. Medium pa-
rameters are ²r1 = 1, µr1 = 1, ²r2 = −2.5, µr2 = −1.6, k0d = 3. The observation
angle is θ = 90◦ (z = 0).
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Finally, a numerical example is illustrated in Figure 3.10. Figure 3.10(b) clearly shows
that complex poles in the third quadrant of the top Riemann sheet must be included when
detouring the SIP to SDP. However, it will be seen they can be ignored for far field calculation
due to the attenuation.
3.3.4 Far Field Calculation
The far field calculation is very expensive for Sommerfeld integrals since their integrands are
highly oscillating. In this section, we will use asymptotic forms of Hankel function combined
with steepest descent method to express far fields of Ez and Hz from which other far field
components are derived.
The asymptotic form of Hankel function for large arguments are
H(1)ν (z) ∼
√
2
piz
ei(z−
1
2
νpi− 1
4
pi) (−pi < arg z < 2pi) (3.142)
H(2)ν (z) ∼
√
2
piz
e−i(z−
1
2
νpi− 1
4
pi) (−2pi < arg z < pi) (3.143)
And the Sommerfeld identity is [56]
e−jkr
r
= − j
2
∫ ∞
−∞
dkρ
kρ
kz
H
(2)
0 (kρρ)e
−jkz |z| (3.144)
we have
I0 =
∫ ∞
−∞
dkρ
kρ
kz
f(kρ)H
(2)
0 (kρρ)e
−jkz |z|
=
∫ ∞
−∞
dkzf(kρ)H
(2)
0 (kρρ)e
−jkz |z| = j2f(k sin θ)
e−jkr
r
(3.145)
I1 =
∫ ∞
−∞
dkρ
kρ
kz
f(kρ)H
(2)
1 (kρρ)e
−jkz |z|
=
∫ ∞
−∞
dkzf(kρ)H
(2)
1 (kρρ)e
−jkz |z| = −2f(k sin θ)e
−jkr
r
(3.146)
Therefore the far field Ez1 is
Ez1 = −Pmk
2
0²r2 sinφ
4pi
∫ ∞
−∞
λ2
DTM
e−k0u1(z−d)H(2)1 (k0λρ)dλ (3.147)
= −Pm²r2 sinφ
4pi
∫ ∞
−∞
k2ρ
k0DTM
e−jkz1(z−d)H(2)1 (kρρ)dkρ (3.148)
' Pm²r2 sinφ sin θ cos θ
DTMλ0
e−jkr
r
(3.149)
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And the far field Hz is
Hz1 = −jPmk
2
0 cosφ
4piη0
∫ ∞
−∞
λ2u2
DTE
e−k0u1(z−d)H(2)1 (k0λρ)dλ (3.150)
= −jPm cosφ
4piη0
∫ ∞
−∞
k2ρu2
k0DTE
e−jkz1(z−d)H(2)1 (kρρ)dkρ (3.151)
' jPmu2 cosφ sin θ cos θ
DTEη0λ0
e−jkr
r
(3.152)
Since the transverse components of far field is dominant, we have
Eθ1 = − Ez1sin θ = −
Pm²r2 sinφ cos θ
DTMλ0
e−jkr
r
(3.153)
Hθ1 = −Hz1sin θ = −
jPmu2 cosφ cos θ
DTEη0λ0
e−jkr
r
(3.154)
Eφ1 = −Hθ1η0 = jPmu2 cosφ cos θ
DTEλ0
e−jkr
r
(3.155)
Hφ1 =
Eθ1
η0
= −Pm²r2 sinφ cos θ
DTMη0λ0
e−jkr
r
(3.156)
We will use the above formulas to calculate far field, radiation intensity, radiation power,
and directivity.
3.4 Numerical Results
3.4.1 Medium Parameters
The medium parameters used by [29] are used in our numerical calculations, i.e.,
µr2(ω) = 1− Fω
2
ω2 − ω20
(3.157)
²r2(ω) = 1−
ω2p
ω2
(3.158)
where F = 0.56, ω0/2pi = 4 GHz, and ωp/2pi = 10 GHz. The parameters are plotted in Fig-
ure 3.11. In the frequency range of f = 4 GHz to 6.03 GHz, both permittivity and permeability
are negative. To compare the results of DNG medium with those from DPS medium, we also
run calculation for a non-dispersive medium with ²r2 = 2.55 and µr2 = 1.
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Figure 3.11 Parameters of a dispersive metamaterial.
3.4.2 Directivity and Radiation Intensity v.s. Frequency
As the first step, we sweep frequency from 5.2 GHz to 6.2 GHz to find the optimum working
frequency. Figure 3.12 shows the maximum directivity and the broadside directivity versus
frequency. For DNG medium, the directivity varies in the frequency range while the directivity
of DPS medium is quite smooth. There are two maximas in Figure 3.12(a) with the peak value
at f = 5.943 GHz. The DPS medium has maximum directivity around f = 5.4 GHz. In next
section, we will further study directivity of these two interesting frequency points.
Figure 3.13 shows total radiation power and maximum radiation intensity as frequency
changes. It is not surprised to see that the radiation intensity is greatly enhanced by using
DNG medium. However when high order modes kick in, the radiation intensity and radiation
power both drop to a very low value.
At low frequency range, DNG medium has higher radiation power than DPS medium due
to the fact of surface wave suppression.
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Figure 3.12 Directivity plot of HMD on PEC.
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Figure 3.13 Radiation intensity and total radiation power v.s. frequency.
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3.4.3 Maximum Directivity Plots
Figure 3.14 plots 3-D radiation patterns. Not surprisingly, the dipole with DNG medium
has very sharp radiation pattern.
Finally, Figure 3.15 shows radiation pattern in E-plane adn in H-plane for DNG medium
at the maximum radiation frequency point f = 5.943 GHz.
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(a) DNG medium at 5.943 GHz
(b) DPS medium at 5.4 GHz
Figure 3.14 3-D directivity plots at single frequency points.
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Figure 3.15 2-D directivity plots for DNG medium at f = 5.943 GHz.
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CHAPTER 4. HORIZONTAL ELECTRIC DIPOLE WITH DNG
MEDIUM
Chapter 3 studies interaction of a horizontal magnetic dipole with DNG medium. In this
Chapter, we will study horizontal electric dipole (HED) in the dielectric-air interface. Similar
to HMD on PEC, the problem is of importance since it provides Green’s function for microstrip
lines and patch antennas.
4.1 Spectrum Domain Analysis
The solutions will be expressed in spectrum domain via Sommerfeld-type integrals. How-
ever, we will use a different way to arrive at essentially the same formulas.
4.1.1 Structure Setup
The structure of interest is shown in Figure 4.1. A horizontal electric dipole is placed at
the dielectric-air interface. The double negative metamaterial in region 2 is assumed to be
homogeneous, isotropic, and non-dispersive.
z
x
0
y
²r2, µr2
²r1, µr1
Figure 4.1 HED in the dielectric-air interface.
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Figure 4.2 Transmission and reflection from a multi-layer structure.
4.1.2 One-Dimensional Planar Inhomogeneity
The structure shown in Figure 4.1 is the special case of the more general structure shown
in Figure 4.2. We will derive formulas for this multi-layer structure using the approach in [56].
If the parameters of isotropic media, ² and µ, varies only in z-direction, the electromagnetic
waves in the source-free region are decoupled to TE and TM modes, which are characterized
by Ey (µHz) and Hy (²Ez) components [56]. They are coupled, if any, only at source.[
∂2
∂x2
+ µ(z)
∂
∂z
µ−1(z)
∂
∂z
+ ω2µ²
]
Ey(x, z) = 0 TE Mode (4.1)[
∂2
∂x2
+ ²(z)
∂
∂z
²−1(z)
∂
∂z
+ ω2µ²
]
Hy(x, z) = 0 TM Mode (4.2)
By phase matching, they must admit solutions of the form Ey(x, z)
Hy(x, z)
 =
 ey(z)
hy(z)
 e±ikxx (4.3)
where ey(z) and hy(z) satisfy the following equations[
µ(z)
d
dz
µ−1(z)
d
dz
+ ω2µ²− k2x
]
ey(z) = 0 TE Mode (4.4)
[
²(z)
d
dz
²−1(z)
d
dz
+ ω2µ²− k2x
]
hy(z) = 0 TM Mode (4.5)
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The boundary conditions are embedded in the above equations. More specifically, at each
interface ey and hy have to satisfy
ei,y = ei+1,y, µ−1i
d
dz
ei,y = µ−1i+1
d
dz
ei+1,y (4.6)
hi,y = hi+1,y, ²−1i
d
dz
hi,y = ²−1i+1
d
dz
hi+1,y (4.7)
4.1.3 Reflection and Transmission in a N-Layered Medium
The TE mode is used in this section to derive generalized reflection coefficient R˜i,i+1 and
transmission coefficient T˜i,i+1. The formula for TM mode is acquired by duality.
In each layer, the field is written as [56]
eiy(z) = Ai
[
e−ikizz + R˜i,i+1eikizz+2ikizdi
]
(4.8)
ei+1,y(z) = Ai+1
[
e−iki+1,zz + R˜i+1,i+2eiki+1,zz+2iki+1,zdi+1
]
(4.9)
On invoking the boundary condition of (4.6), we arrive at two equations
Ai(1 + R˜i,i+1)eikizdi = Ai+1
[
eiki+1,zdi + R˜i+1,i+2e−iki+1,zdi+2iki+1,zdi+1
]
(4.10)
1
µi
Aikiz(−1 + R˜i,i+1)eikizdi = 1
µi+1
Ai+1ki+1,z
[
−eiki+1,zdi + R˜i+1,i+2e−iki+1,zdi+2iki+1,zdi+1
]
(4.11)
From these two equation, we get
µi+1kiz(−1 + R˜i,i+1)
[
1 + R˜i+1,i+2A
]
= µiki+1,z(1 + R˜i,i+1)
[
−1 + R˜i+1,i+2A
]
(4.12)
or
R˜i,i+1 =
Ri,i+1 + R˜i+1,i+2e2iki+1,z(di+1−di)
1 +Ri,i+1R˜i+1,i+2e2iki+1,z(di+1−di)
(4.13)
where
Ai+1e
iki+1,zdi =
Ti,i+1Aie
ikizdi
1 +Ri,i+1R˜i+1,i+2A
= AieikizdiSi,i+1 (4.14)
Si,i+1 =
Ti,i+1
1 +Ri,i+1R˜i+1,i+2e2iki+1,z(di+1−di)
(4.15)
The above equations can be solved recursively by letting R˜N,N+1 = −1 in our case.
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4.1.4 Plane Wave Decomposition of HED in Free Space
For a horizontal electric dipole pointing in the x-direction, the TE and TM components
are given as [56]
Ez = − jIl4piω²
∂2
∂z∂x
e−jkr
r
(4.16)
Hz = − Il4pi
∂
∂y
e−jkr
r
(4.17)
With the Sommerfeld identity
e−jk0r
r
= − j
2
∫ ∞
−∞
dkρ
kρ
kz
H
(2)
0 (kρρ)e
−jkz |z| (4.18)
we expand equation (4.16) and (4.17) as
Ez = ∓ jIl8piω² cosφ
∫ ∞
−∞
dkρk
2
ρH
(2)
1 (kρρ)e
−jkz |z| (4.19)
Hz = −jIl8pi sinφ
∫ ∞
−∞
dkρ
k2ρ
kz
H
(2)
1 (kρρ)e
−jkz |z| (4.20)
Note that because Ez is odd about z = 0, the downgoing wave has an opposite sign from the
upgoing wave.
4.1.5 Ez and Hz of the HED on the Interface
Have plane-wave expansion ready, we can write Ez and Hz in air as
E1z = − jIl8piω²1 cosφ
∫ +∞
−∞
dkρk
2
ρH
(2)
1 (kρρ)
[
e−jk1zz − R˜TM12 e−jk1z(z+2d1)
]
(4.21)
= − jIl
4piω²1
cosφ
∫ +∞
0
dkρk
2
ρJ1(kρρ)
[
e−jk1zz − R˜TM12 e−jk1z(z+2d1)
]
(4.22)
H1z = −jIl8pi sinφ
∫ +∞
−∞
dkρ
k2ρ
k1z
H
(2)
1 (kρρ)
[
e−jk1zz + R˜TE12 e
−jk1z(z+2d1)
]
(4.23)
= −jIl
4pi
sinφ
∫ +∞
0
dkρ
k2ρ
k1z
J1(kρρ)
[
e−jk1zz + R˜TE12 e
−jk1z(z+2d1)
]
(4.24)
80
And in dielectric layer
E2z = − jIl8piω²2 cosφ
∫ +∞
−∞
dkρk
2
ρH
(2)
1 (kρρ)A2
[
−ejk2zz − R˜TM23 e−jk2z(z+2d2)
]
(4.25)
= − jIl
4piω²2
cosφ
∫ +∞
0
dkρk
2
ρJ1(kρρ)A2
[
−ejk2zz − R˜TM23 e−jk2z(z+2d2)
]
(4.26)
H2z = −jIl8pi
µ1
µ2
sinφ
∫ +∞
−∞
dkρ
k2ρ
k1z
H
(2)
1 (kρρ)A2
[
ejk2zz + R˜TE23 e
−jk2z(z+2d2)
]
(4.27)
= −jIl
4pi
µ1
µ2
sinφ
∫ +∞
0
dkρ
k2ρ
k1z
J1(kρρ)A2
[
ejk2zz + R˜TE23 e
−jk2z(z+2d2)
]
(4.28)
4.1.6 The Transverse Field Components
The transverse fields can be calculated after the Ez and Hz are known
Es(kρ, r) =
1
ω2µ²− k2z
[
∇s∂Ez
∂z
+ jωµzˆ ×∇sHz
]
=
1
ω2µ²− k2z
[
aˆρ(
∂2Ez
∂ρ∂z
− jωµ
ρ
∂Hz
∂φ
) + aˆφ(
1
ρ
∂2Ez
∂φ∂z
+ jωµ
∂Hz
∂ρ
)
]
(4.29)
Hs(kρ, r) =
1
ω2µ²− k2z
[
∇s∂Hz
∂z
+ jω²zˆ ×∇sEz
]
=
1
ω2µ²− k2z
[
aˆρ(
∂2Hz
∂ρ∂z
+
jω²
ρ
∂Ez
∂φ
) + aˆφ(
1
ρ
∂2Hz
∂φ∂z
− jω²∂Ez
∂ρ
)
]
(4.30)
4.2 Numerical Results
The numerical results are shown in this section. Exactly the same medium parameters as
the last chapter are used here.
Similar to Chapter 3, we first sweep frequency from 5.2 GHz to 6.2 GHz to find the optimum
working frequency. The maximum directivity is again found to be at f = 5.943 GHz for DNG
medium. And for DPS medium, the directivity is largely a constant along the frequency range.
Figure 4.4 shows total radiation power and maximum radiation intensity as frequency
changes. Their behaviors are similar to HMD in previous chapter.
Figure 4.5 plots 3-D radiation patterns. Again, the radiation pattern is greatly improved
by applying DNG medium.
Finally, Figure 4.6 shows radiation pattern in E-plane adn in H-plane for DNG medium
at the maximum radiation frequency point f = 5.943 GHz.
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Figure 4.3 Directivity plot of HED at air-DNG medium interface.
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Figure 4.4 Radiation intensity and total radiation power v.s. frequency.
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(a) DNG medium at 5.943 GHz
(b) DPS medium at 5.4 GHz
Figure 4.5 3-D directivity plots at single frequency points.
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Figure 4.6 2-D directivity plots for DNG medium at f = 5.943 GHz.
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CHAPTER 5. MICROSTRIP LINES WITH DNG MEDIUM
After studying grounded dielectric slab and dipoles on a grounded DNG medium, we are
ready to move to the more complicated structure — microstrip lines. The spectrum domain
approach (SDA) is used to solve the problem.
5.1 Structure Setup
The structure is shown in Figure 5.1. Figure 5.1(a) is a 3D view from top and Figure 5.1(b)
shows its cross section. In accordance with the notation adopted in previous chapters, region
1 is air and region 2 is dielectric layer with DNG medium.
y
z
0
x
(a) 3D view
x
0
y
z
h
−w2 w2
²r2, µr2
²r1, µr1
(b) 2D view
Figure 5.1 Microstrip line.
5.2 Spectrum Domain Analysis
The structure cannot support pure TEM modes. The solutions are hybrid modes which
are superpositions of TEz and TMz modes [52]. Vector potentials are used in derivation [53].
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5.2.1 Vector Potentials
The vector penitential of TMz modes is
Azi(x, y, z) = −ω²iµi
β
Φ(e)i (x, y)e
−jβz (5.1)
and the vector potential of TEz modes is
Fzi(x, y, z) = −ω²iµi
β
Φ(h)i (x, y)e
−jβz (5.2)
They satisfy homogeneous Helmholtz equation in source free region (y 6= h),
∇2tΦ(p)i (x, y) + (k2i − β2)Φ(p)i (x, y) = 0 (5.3)
where k2i = ω
2²iµi, i = 1, 2, and p = e, h.
The z-components of TM and TE modes are written in terms of Φ(p)i (x, y)
Ezi(x, y, z) = j
k2i − β2
β
Φ(e)i (x, y)e
−jβz (5.4)
Hzi(x, y, z) = j
k2i − β2
β
Φ(h)i (x, y)e
−jβz (5.5)
The transverse components are
Eti(x, y, z) = ∇tΦ(e)i (x, y)e−jβz −
ωµi
β
zˆ ×∇tΦ(h)i (x, y)e−jβz (5.6)
Hti(x, y, z) = ∇tΦ(h)i (x, y)e−jβz +
ω²i
β
zˆ ×∇tΦ(e)i (x, y)e−jβz (5.7)
or
Exi(x, y) =
∂Φ(e)i
∂x
+
ωµi
β
∂Φ(h)i
∂y
(5.8)
Eyi(x, y) =
∂Φ(e)i
∂y
− ωµi
β
∂Φ(h)i
∂x
(5.9)
Hxi(x, y) =
∂Φ(h)i
∂x
− ω²i
β
∂Φ(e)i
∂y
(5.10)
Hyi(x, y) =
∂Φ(h)i
∂y
+
ω²i
β
∂Φ(e)i
∂x
(5.11)
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5.2.2 Fourier Transform and General Solutions
The partial differential equation (5.3) is reduced to ordinary differential equation by ap-
plying Fourier transform with respect to x to Φ(e)i (x, y) and Φ
(h)
i (x, y)
Φ˜(p)i (α, y) =
∫ ∞
−∞
dxΦ(p)i (x, y)e
jαx (5.12)
Φ(p)i (x, y) =
1
2pi
∫ ∞
−∞
dα Φ˜(p)i (α, y)e
−jαx (5.13)
The wave equation (5.3) now becomes(
d2
dy2
− γ2i
)
Φ˜(p)i (α, y) = 0 (5.14)
where γ2i = α
2 + β2 − k2i .
The general solutions of the above equation are of the form
Φ˜(p)i (α, y) = A
(p)
i (α)e
γiy +B(p)i (α)e
−γiy
= C(p)i (α) sinh(γiy) +D
(p)
i (α) cosh(γiy) (5.15)
And the field components in spectral domain are
E˜zi(α, y) = j
k2i − β2
β
Φ˜(e)i (α, y) (5.16)
H˜zi(α, y) = j
k2i − β2
β
Φ˜(h)i (α, y) (5.17)
E˜xi(α, y) = −jαΦ˜(e)i (α, y) +
ωµi
β
∂
∂y
Φ˜(h)i (α, y) (5.18)
H˜xi(α, y) = −jαΦ˜(h)i (α, y)−
ω²i
β
∂
∂y
Φ˜(e)i (α, y) (5.19)
We do not need normal component E˜y and H˜y to solve the problem.
5.2.3 Boundary Conditions
Now we will apply boundary conditions to get coefficients in (5.15). At infinity the fields
must vanish, so we have
Φ˜(e)1 (α, y) = A(α)e
−γ1(y−h) (5.20)
Φ˜(h)1 (α, y) = C(α)e
−γ1(y−h) (5.21)
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At y = 0
Ez2(x, 0) = 0 =⇒ Φ˜(e)2 (α, 0) = 0 (5.22)
Ex2(x, 0) = 0 =⇒ ∂
∂y
Φ˜(h)2 (α, y)
∣∣∣∣
y=0
= 0 (5.23)
Therefore
Φ˜(e)2 (α, y) = B(α) sinh(γ2y) (5.24)
Φ˜(h)2 (α, y) = D(α) cosh(γ2y) (5.25)
Now we have four unknowns A(α), B(α), C(α), and D(α), we need four more boundary
conditions to solve them.
There is no magnetic currentMs on the interface, so tangential electric fields are continuous
E˜z1(α, h) = E˜z2(α, h) =⇒ k
2
1 − β2
β
Φ˜(e)1 (α, h) =
k22 − β2
β
Φ˜(e)2 (α, h) (5.26)
E˜x1(α, h) = E˜x2(α, h) =⇒
−jαΦ˜(e)1 (α, h) +
ωµ1
β
∂
∂y
Φ˜(h)1 (α, y)
∣∣∣∣
y=h
= −jαΦ˜(e)2 (α, h) +
ωµ2
β
∂
∂y
Φ˜(h)2 (α, y)
∣∣∣∣
y=h
(5.27)
or
(k21 − β2)A(α) = (k22 − β2)B(α) sinh(γ2h) (5.28)
jα [B(α) sinh(γ2h)−A(α)] = ω
β
[µ1γ1C(α) + µ2γ2D(α) sinh(γ2h)] (5.29)
The boundary condition for magnetic fields is
yˆ × (H1 −H2) = Js (5.30)
In general, the surface current Js has both x- and z-components
Js(x, y = h, z) = [xˆJx(x) + zˆJz(x)] e−jβz (5.31)
In spectrum domain, it becomes
yˆ ×
[
H˜1(α, h)− H˜2(α, h)
]
= xˆJ˜x(α) + zˆJ˜z(α) (5.32)
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The boundary condition for magnetic fields are now
H˜z1(α, h)− H˜z2(α, h) = J˜x(α) =⇒
j
k21 − β2
β
C(α)− j k
2
2 − β2
β
D(α) cosh(γ2h) = J˜x(α) (5.33)
and
H˜x1(α, h)− H˜x2(α, h) = −J˜z(α) =⇒
−jα
[
C(α)−D(α) cosh(γ2h)
]
+
ω
β
[
²2γ2B(α) cosh(γ2h) + ²1γ1A(α)
]
= −J˜z(α) (5.34)
Now we have four equations with four unknowns as below, we are able to solve the problem.
(k21 − β2)A− (k22 − β2) sinh(γ2h)B = 0 (5.35)
−αβA+ αβ sinh(γ2h)B + jωµ1γ1C + jωµ2γ2 sinh(γ2h)D = 0 (5.36)
−(k21 − β2)C + (k22 − β2) cosh(γ2h)D = jβJ˜x (5.37)
jω²1γ1A+ jω²2γ2 cosh(γ2h)B + αβC − αβ cosh(γ2h)D = −jβJ˜z (5.38)
In matrix form, it is
P 21 −P 22 sinh 0 0
−αβ αβ sinh jωµ1γ1 jωµ2γ2 sinh
0 0 −P 21 P 22 cosh
jω²1γ1 jω²2γ2 cosh αβ −αβ cosh


A
B
C
D

=

0
0
jβJ˜x
−jβJ˜z

where P 21 = k
2
1−β2, P 22 = k22−β2, sinh = sinh(γ2h), and cosh = cosh(γ2h). It is easy to derive
from the above that
B =
P 21A
P 22 sinh
(5.39)
D =
P 21C
P 22 cosh
+
jβJ˜x
P 22 cosh
(5.40)
Substituting B and D into equations, we arrive at −b11 b12
b21 −b22

 A
C
 =
 F1J˜x
αβ
P 22
J˜x − J˜z
 (5.41)
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where
b11 = −b22 = jα
[
P 21
P 22
− 1
]
(5.42)
b12 =
ωµ1γ2
β
[
γ1
γ2
+
µ2
µ1
P 21
P 22
tanh
]
(5.43)
b21 =
ω²1γ2
β
[
γ1
γ2
+
²2
²1
P 21
P 22
coth
]
(5.44)
F1 =
ωµ2γ2 tanh
jP 22
(5.45)
and tanh stands for tanh(γ2h), coth for coth(γ2h).
The solution for A and C is A
C
 = 1∆
 −b22 −b12
−b21 −b11

 F1J˜x
αβ
P 22
J˜x − J˜z
 = 1∆
 −
(
F1b22 + b12 αβP 22
)
J˜x + b12J˜z
−
(
F1b21 + b11 αβP 22
)
J˜x + b11J˜z
 (5.46)
From Appendix D, we know the determinant can be simplified to
∆ = −ω
2
β2
(k21 − β2)
(k22 − β2)
[²1γ2 tanh+²2γ1] [µ1γ2 coth+µ2γ1] (5.47)
The electric fields in the interface can be expressed in terms of current Jx and Jz
E˜x1(α, h) = E˜x2(α, h) = −jαΦ˜(e)1 (α, h) +
ωµ1
β
∂
∂y
Φ˜(h)1 (α, y)
∣∣∣∣
y=h
= −jαA− ωµ1γ1
β
C
=
(
jαF1b22 + j
α2β
P 22
b12 +
ωµ1γ1
β
F1b21 +
ωµ1γ1α
P 22
b11
)
J˜x
∆
− (jαb12 + ωµ1γ1
β
b11)
J˜z
∆
= Gxx(α, β)J˜x(α) +Gxz(α, β)J˜z(α) (5.48)
E˜z1(α, h) = E˜z2(α, h) = j
k21 − β2
β
Φ˜(e)1 (α, h)
= j
k21 − β2
β
A
= −j k
2
1 − β2
β
(
F1b22 + b12
αβ
P 22
)
J˜x
∆
+ j
k21 − β2
β
b12
J˜z
∆
= Gzx(α, β)J˜x(α) +Gzz(α, β)J˜z(α) (5.49)
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where
Gxx(α, β) =
j
ω∆˜
[
µ1γ1(α2 − k22) + µ2γ2(α2 − k21) tanh
]
Gxz(α, β) = Gzx(α, β) =
jαβ
ω∆˜
[
µ1γ1 + µ2γ2 tanh
]
Gzz(α, β) =
j
ω∆˜
[
µ1γ1(β2 − k22) + µ2γ2(β2 − k21) tanh
]
∆˜ = [²2γ1 + ²1γ2 tanh] [µ2γ1 + µ1γ2 coth]
Dividing numerator and denominator by ²1 and µ1, they are written as
Gxx(α, β) =
jη1
k1∆˜
[
γ1(α2 − k22) + µrγ2(α2 − k21) tanh(γ2h)
]
(5.50)
Gxz(α, β) = Gzx(α, β) =
jη1αβ
k1∆˜
[
γ1 + µrγ2 tanh(γ2h)
]
(5.51)
Gzz(α, β) =
jη1
k1∆˜
[
γ1(β2 − k22) + µrγ2(β2 − k21) tanh(γ2h)
]
(5.52)
∆˜ =
[
²rγ1 + γ2 tanh(γ2h)
][
µrγ1 + γ2 coth(γ2h)
]
(5.53)
where ²r = ²2/²1 and µr = µ2/µ1.
Notice that the denominator ∆˜ is actually the products of the eigen equation (2.22) and
(2.23). Here α2 + β2 is equivalent to k2z = −γ2z in (2.24) and (2.25).
Finally, let us look at electric fields and currents at the interface y = h. We have PEC
boundary condition on strip
Ex1 = Ex2 = Ez1 = Ez2 =
 0 |x| < w/2unknown |x| > w/2
There is no current outside PEC strip
Jx = Jz =
 unknown |x| < w/20 |x| > w/2
Therefore their products are zero
Ex1Jx = 0 (5.54)
Ez1Jz = 0 (5.55)
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5.2.4 Method of Moment
Now we have two equations with four unknowns
Gxx(α, β)J˜x(α) +Gxz(α, β)J˜z(α) = E˜x1(α, h) (5.56)
Gzx(α, β)J˜x(α) +Gzz(α, β)J˜z(α) = E˜z1(α, h) (5.57)
The unknown current J˜x(α) and J˜z(α) are be expanded in terms of basis function J˜xi(α) and
J˜zi(α) as follows
J˜x(α) =
M∑
i=1
aiJ˜xi(α) (5.58)
J˜z(α) =
N∑
i=1
biJ˜zi(α) (5.59)
The basis currents are chosen such that their inverse Fourier transforms Jxi(x) and Jzi(x) are
nonzero only on the strip |x| < w/2, and Jxi(x) is a real odd function, Jzi(x) is a real even
function. According to the properties of Fourier transform, J˜xi(α) is a purely imaginary and
odd function, J˜zi(α) is a purely real and even function.
The Parseval’s theorem says that∫ ∞
−∞
F (α)G∗(α)dα = 2pi
∫ ∞
−∞
f(t)g∗(t)dt (5.60)
So we have∫ ∞
−∞
E˜x1(α, h)J˜∗xi(α)dα = 2pi
∫ ∞
−∞
Ex1(x, h)J∗xi(x)dx = 2pi
∫ ∞
−∞
Ex1(x, h)Jxi(x)dx = 0 (5.61)∫ ∞
−∞
E˜z1(α, h)J˜∗zi(α)dα = 2pi
∫ ∞
−∞
Ez1(x, h)J∗zi(x)dx = 2pi
∫ ∞
−∞
Ez1(x, h)Jzi(x)dx = 0 (5.62)
or ∫ ∞
−∞
E˜x1(α, h)J˜xi(α)dα = 0 (5.63)∫ ∞
−∞
E˜z1(α, h)J˜zi(α)dα = 0 (5.64)
Now we are ready to convert the problem into a matrix equation by using equation (5.63)
and (5.64)  Kxx Kxz
Kzx Kzz

 A
B
 =
 0
0

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where
Kxxij =
∫ ∞
−∞
J˜xi(α)Gxx(α, β)J˜xj(α)dα i = 1, . . . ,M and j = 1, . . . ,M (5.65)
Kxzij =
∫ ∞
−∞
J˜xi(α)Gxz(α, β)J˜zj(α)dα i = 1, . . . ,M and j = 1, . . . , N (5.66)
Kzxij = K
xz
ji (5.67)
Kzzij =
∫ ∞
−∞
J˜zi(α)Gzz(α, β)J˜zj(α)dα i = 1, . . . , N and j = 1, . . . , N (5.68)
and
 A
B
 =

a1
...
aM
b1
...
bN

(5.69)
To have non-trivial solution, the determinant must be zero
D(β, ω) = det
 Kxx Kxz
Kzx Kzz
 = 0 (5.70)
For each frequency ω, the propagation constant β is found by solving the above equation.
5.3 Basis Functions of Currents
There are multiple choices of current basis. Two commonly used basis sets are Chebyshev
polynomials and Cosinusoidal basis.
5.3.1 Chebyshev Polynomials
To have a rigorous solution, we must expand current with a complete set of basis. Ex-
panding current with Chebyshev polynomials Jz(x) and Jx(x) is one of such ways. Jz(x) is
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expanded with the first kind Chebyshev polynomials with edge singularities [53]
Jz(x) =
N∑
n=0
Izn
T2n(2x/w)√
1− (2x/w)2
=
N+1∑
n=1
Izn
T2n−2(2x/w)√
1− (2x/w)2 (5.71)
where T2n(u) satisfies recursive relation
T0(u) = 1
T1(u) = u
T2(u) = 2u2 − 1
Tn(u) = 2uTn−1(u)− Tn−2(u) (5.72)
Its Fourier transform is
J˜z(α)
w
=
pi
2
N∑
n=0
Izn(−1)nJ2n(δ)
=
pi
2
N+1∑
n=1
Izn(−1)n−1J2n−2(δ) (5.73)
where δ = αw/2.
Jx(x) is expanded with the second kind Chebyshev polynomials with vanishing edges
Jx(x) = j
√
1− (2x/w)2
N∑
n=1
IxnU2n−1(2x/w) (5.74)
where U2n−1 satisfies
U0(u) = 1
U1(u) = 2u
U2(u) = 4u2 − 1
Un(u) = 2uUn−1(u)− Un−2(u) (5.75)
Its Fourier transform is
J˜x(α)
w
=
pi
δ
N∑
n=1
Ixnn(−1)nJ2n(δ) (5.76)
where δ = αw2 .
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5.3.2 Cosinusoidal Basis
In [49], the surface current basis are chosen to be cosinusoidal basis functions modified by
the edge condition
Jzm(x) =
cos [2(m− 1)pix/w]√
1− (2x/w)2 (5.77)
Jxm(x) =
sin(2mpix/w)√
1− (2x/w)2 (5.78)
Their Fourier transforms are
J˜zm(α) =
piw
2
{J0 (αw/2 + pi[m− 1]) + J0 (αw/2− pi[m− 1])} (5.79)
J˜xm(α) = −piw2 {J0 (αw/2 + pim)− J0 (αw/2− pim)} (5.80)
5.4 Numerical Considerations
As the structure becomes complicated, so does its computation cost. In this section, we
will apply different techniques to reduce calculation time.
5.4.1 Even Function of α and Normalization by jη1/k1
The first thing we can do to reduce computation effort is to halve the integral range. J˜z(α),
Gxx(α, β), and Gzz(α, β) are even functions, while J˜x(α), Gxz(α, β), and Gzx(α, β) are odd
functions. Their products are exclusively even functions. We use the following integrals in our
implementation.
Kxxij =
∫ ∞
0
J˜xi(α)Gxx(α, β)J˜xj(α)dα i = 1, . . . ,M and j = 1, . . . ,M (5.81)
Kxzij =
∫ ∞
0
J˜xi(α)Gxz(α, β)J˜zj(α)dα i = 1, . . . ,M and j = 1, . . . , N (5.82)
Kzxij = K
xz
ji (5.83)
Kzzij =
∫ ∞
0
J˜zi(α)Gzz(α, β)J˜zj(α)dα i = 1, . . . , N and j = 1, . . . , N (5.84)
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We also do normalization to jη1/k1. From now on, we use the same notation for normalized
Gxx, Gxz, Gzx, and Gzz as shown below. Readers should not be confused with this.
Gxx(α, β) =
1
∆˜
[
γ1(α2 − k22) + µrγ2(α2 − k21) tanh(γ2h)
]
(5.85)
Gxz(α, β) = Gzx(α, β) =
αβ
∆˜
[
γ1 + µrγ2 tanh(γ2h)
]
(5.86)
Gzz(α, β) =
1
∆˜
[
γ1(β2 − k22) + µrγ2(β2 − k21) tanh(γ2h)
]
(5.87)
∆˜ =
[
²rγ1 + γ2 tanh(γ2h)
][
µrγ1 + γ2 coth(γ2h)
]
(5.88)
5.4.2 Symmetry of Matrix K
Symmetry properties are used to speed up elements filling. For Kxxij , we have
Kxxij = K
xx
ji (5.89)
So we only need to do calculation with i = 1, . . . ,M and j = i, . . . ,M to have the upper
triangle matrix. The same trick applies to Kzzij .
Since Gxz(α, β) = Gzx(α, β), for Kxzij and K
zx
ij we have simple relationship
Kzx = (Kxz)T (5.90)
where ()T stands for transpose.
5.4.3 Residue at Surface Modes
The integrand might have poles in the integral path. From Section 2.1.8, it is seen that
the zeros of ∆˜ correspond to the solutions of the TE and TM eigen equations. However, if
the initial guess β2 > k2p where kp is a surface pole, we are still safe in the integral path since
α2 + β2 cannot be equal to k2p.
Let ∆˜ = DTEDTM where
DTE = µrγ1 + γ2 coth(γ2h) (5.91)
DTM = ²rγ1 + γ2 tanh(γ2h) (5.92)
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Their derivatives are
dDTE
dα
=
µrα
γ1
+
α
γ2
coth(γ2h)− αh
sinh2(γ2h)
(5.93)
dDTM
dα
=
²rα
γ1
+
α
γ2
tanh(γ2h) +
αh
cosh2(γ2h)
(5.94)
We may need above formulas in calculating surface pole residues.
5.4.3.1 A Closed Form
In [60], the following identity is given∫ ∞
0
x
x2 + y2
J2m(ax)J2n(ax) = (−1)m−nI2m(ay)K2n(ay) (5.95)
where <e[y] > 0 and 2m > 2n− 2. The identity is good except for negative real y2. When y2
is purely negative, the integral path has a pole at |y|. However it is still valid if we take extra
care as followed
lim
²→0
[∫ |y|−²
0
+
∫ ∞
|y|+²
]
x
x2 + y2
J2m(ax)J2n(ax)− pij2 J2m(a|y|)J2n(a|y|)
= (−1)m−nI2m(a|y|)K2n(a|y|) (5.96)
Now suppose that f(x) is well-behaved in the integral range and f0(x) has a pole at c, we
do the leading term extraction as followed,∫ ∞
0
f(x)dx = lim
²→0
[∫ c−²
0
+
∫ c+²
c−²
+
∫ ∞
c+²
]
f(x)dx
= lim
²→0
[∫ c−²
0
+
∫ c+²
c−²
+
∫ ∞
c+²
] [
f(x)− f0(x)
]
dx
+ lim
²→0
[∫ c−²
0
+
∫ c+²
c−²
+
∫ ∞
c+²
]
f0(x)dx
= P.V.
∫ ∞
0
[
f(x)− f0(x)
]
dx− pijRes[f(x)− f0(x), c] + I
= P.V.
∫ ∞
0
[
f(x)− f0(x)
]
dx+ pijRes[f0(x), c] + I (5.97)
where I is the term calculated from the closed form.
We are going to use this identity to perform leading term extraction which will substantially
speed up calculation. In the following section, we will write the integrands in the form of (5.95).
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Note that so far the leading term extraction can only be applied to Chebyshev polynomials
basis since the formula of (5.95) does not apply to cosinusoidal basis.
5.4.4 Leading Term Extraction
As α→∞, we keep the first two terms in Taylor expansion. We have
γ1 =
√
α2 + β2 − k21 ≈ |α|+
β2 − k21
2|α| (5.98)
γ2 =
√
α2 + β2 − k22 ≈ |α|+
β2 − k22
2|α| (5.99)
∆˜ =
[
²rγ1 + γ2 tanh(γ2h)
][
µrγ1 + γ2 coth(γ2h)
]
≈ (²rγ1 + γ2)(µrγ1 + γ2)
= ²rµrγ21 + (²r + µr)γ1γ2 + γ
2
2
≈ α2(1 + ²r)(1 + µr)
+
1
2
(1 + ²r)
[
(β2 − k22) + µr(β2 − k21)
]
+
1
2
(1 + µr)
[
(β2 − k22) + ²r(β2 − k21)
]
(5.100)
Notice that higher order terms of α are thrown away.
As we will see shortly, there are four order improvements after leading term extraction.
The convergence performance is listed in Table 5.1.
Table 5.1 Convergence table of Kpq before and after leading term (LE) extraction. Notice
that Gpq have different convergence orders, but after multiplying current basis, all
three integrand Kpq have the same convergence orders.
Without LE With LE
Gpq Kpq Gpq Kpq
xx α α−2 α−3 α−6
zz α−1 α−2 α−5 α−6
xz 1 α−2 α−4 α−6
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5.4.4.1 Kxxij
With the above preparations, the leading term of Gxx(α, β) is extracted as
Gxx(α, β) =
1
∆˜
[
γ1(α2 − k22) + µrγ2(α2 − k21) tanh(γ2h)
]
≈ 1
∆˜
{
α3(1 + µr) + α
[
β2
2
(1 + µr)− k
2
1
2
(1 + µr)− k
2
2
2
(1 + µr)− k
2
2
2
− k
2
1µr
2
]}
≈ α
3(1 + µr)
∆˜
{
1 +
1
α2
[
β2
2
− k
2
1
2
− k
2
2
2
− k
2
2
2(1 + µr)
− k
2
1µr
2(1 + µr)
]}
≈ α
3(1 + µr)
∆˜
1
1− 1
α2
[
β2
2 −
k21
2 −
k22
2 −
k22
2(1+µr)
− k21µr2(1+µr)
]
≈ α
3(1 + µr)
∆˜− (1 + ²r)(1 + µr)
[
β2
2 −
k21
2 −
k22
2 −
k22
2(1+µr)
− k21µr2(1+µr)
]
=
α3(1 + µr)
(1 + ²r)(1 + µr)α2 + β
2
2 (1 + ²r)(1 + µr) +
k21
2 (1 + µr) +
k22
2 ²r(1 + µr)
=
α3
(1 + ²r)α2 + β
2
2 (1 + ²r) +
k21
2 +
k22
2 ²r
=
α3
1 + ²r
1
α2 + 12
β2+²rβ2+k21+²rk
2
2
1+²r
=
α3
1 + ²r
1
α2 + y2xx
(5.101)
where
y2xx =
1
2
β2 + ²rβ2 + k21 + ²rk
2
2
1 + ²r
=
β2
2
+
k21 + ²rk
2
2
2(1 + ²r)
(5.102)
Kxxij =
∫ ∞
0
J˜xi(α)Gxx(α, β)J˜xj(α)dα
=
∫ ∞
0
2pi
α
i(−1)iJ2i(δ)Gxx(α, β)2pi
α
j(−1)jJ2j(δ)dα
= 4pi2ij(−1)i+j
∫ ∞
0
α−2J2i(
αw
2
)Gxx(α, β)J2j(
αw
2
)dα
= 4pi2ij(−1)i+j
∫ ∞
0
α−2J2i(
αw
2
)
[
Gxx(α, β)− α
3
1 + ²r
1
α2 + y2xx
]
J2j(
αw
2
)dα
+
4pi2ij(−1)i+j
1 + ²r
∫ ∞
0
α
α2 + y2xx
J2i(
αw
2
)J2j(
αw
2
)dα
= 4pi2ij(−1)i+j
{∫ ∞
0
J2i(
αw
2
)
[
α−2Gxx(α, β)− 11 + ²r
α
α2 + y2xx
]
J2j(
αw
2
)dα
+
(−1)i−j
1 + ²r
Imax{2i,2j}(
wyxx
2
)Kmin{2i,2j}(
wyxx
2
)
}
(5.103)
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5.4.4.2 Kxzij
The leading term of Gxz(α, β) is
Gxz(α, β) =
αβ
∆˜
[
γ1 + µrγ2 tanh(γ2h)
]
≈ αβ
∆˜
[
α(1 + µr) +
β2(1 + µr)− k21 − µrk22
2α
]
=
α2β(1 + µr)
∆˜
[
1 +
β2(1 + µr)− k21 − µrk22
2α2(1 + µr)
]
≈ α
2β(1 + µr)
∆˜
1
1− β2(1+µr)−k21−µrk22
2α2(1+µr)
≈ α
2β
(1 + ²r)α2 + (1 + ²r)β
2
2 +
−2k22−²rk22−µrk21−2²rµrk21+k21+²rµrk22
2(1+µr)
=
β
1 + ²r
α2
α2 + y2xz
(5.104)
where
y2xz =
β2
2
+
−2k22 − ²rk22 − µrk21 − 2²rµrk21 + k21 + ²rµrk22
2(1 + µr)(1 + ²r)
=
β2
2
+
1
2
(k21 − k22)
1− µr
1 + µr
− 1
2
k22 + ²rk
2
1
1 + ²r
(5.105)
Kxzij =
∫ ∞
0
J˜xi(α)Gxz(α, β)J˜zj(α)dα
=
∫ ∞
0
2pi
α
i(−1)iJ2i(δ)Gxz(α, β)piw2 (−1)
j−1J2j−2(δ)dα
= − pi2wi(−1)i+j
∫ ∞
0
α−1J2i(
αw
2
)Gxz(α, β)J2j−2(
αw
2
)dα
= − pi2wi(−1)i+j
∫ ∞
0
α−1J2i(
αw
2
)
[
Gxz(α, β)− β1 + ²r
α2
α2 + y2xz
]
J2j−2(
αw
2
)dα
− pi2wi(−1)i+j β
1 + ²r
∫ ∞
0
J2i(
αw
2
)
α
α2 + y2xz
J2j−2(
αw
2
)dα
= − pi2wi(−1)i+j
{∫ ∞
0
J2i(
αw
2
)
[
α−1Gxz(α, β)− β1 + ²r
α
α2 + y2xz
]
J2j−2(
αw
2
)dα
+(−1)(i−j+1) β
1 + ²r
Imax{2i,2j−2}(
wyxz
2
)Kmin{2i,2j−2}(
wyxz
2
)
}
(5.106)
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5.4.4.3 Kzzij
The leading term of Gzz(α, β) is
Gzz(α, β) =
1
∆˜
[
γ1(β2 − k22) + µrγ2(β2 − k21) tanh(γ2h)
]
≈ α
∆˜
[
(β2 − k22) + µr(β2 − k21) +
(β2 − k21)(β2 − k22)(1 + µr)
2α2
]
≈ α
[
(β2 − k22) + µr(β2 − k21)
]
∆˜
[
1 +
(β2 − k21)(β2 − k22)(1 + µr)
2α2
[
(β2 − k22) + µr(β2 − k21)
]]
≈ α
[
(β2 − k22) + µr(β2 − k21)
]
∆˜
1
1− (β2−k21)(β2−k22)(1+µr)
2α2[(β2−k22)+µr(β2−k21)]
=
(β2 − k22) + µr(β2 − k21)
(1 + ²r)(1 + µr)
α
α2 + y2zz
(5.107)
where
y2zz =
1
2
[
(β2 − k22) + µr(β2 − k21)
1 + µr
+
(β2 − k22) + ²r(β2 − k21)
1 + ²r
− (β
2 − k21)(β2 − k22)(1 + µr)
(β2 − k22) + µr(β2 − k21)
]
(5.108)
With the leading term of Gzz(α, β), Kzzij is performed as followed
Kzzij =
∫ ∞
0
J˜zi(α)Gzz(α, β)J˜zj(α)dα
=
∫ ∞
0
piw
2
(−1)i−1J2i−2(δ)Gzz(α, β)piw2 (−1)
j−1J2j−2(δ)dα
=
pi2w2
4
(−1)i+j
∫ ∞
0
J2i−2(
αw
2
)Gzz(α, β)J2j−2(
αw
2
)dα
=
pi2w2
4
(−1)i+j
∫ ∞
0
J2i−2(
αw
2
)
[
Gzz − (β
2 − k22) + µr(β2 − k21)
(1 + ²r)(1 + µr)
α
α2 + y2zz
]
J2j−2(
αw
2
)dα
+
pi2w2
4
(−1)i+j (β
2 − k22) + µr(β2 − k21)
(1 + ²r)(1 + µr)
∫ ∞
0
α
α2 + y2zz
J2i−2(
αw
2
)J2j−2(
αw
2
)dα
=
pi2w2
4
(−1)i+j
{∫ ∞
0
J2i−2(
αw
2
)
[
Gzz − (β
2 − k22) + µr(β2 − k21)
(1 + ²r)(1 + µr)
α
α2 + y2zz
]
J2j−2(
αw
2
)dα
+(−1)i−j (β
2 − k22) + µr(β2 − k21)
(1 + ²r)(1 + µr)
Imax{2i−2,2j−2}(
wyzz
2
)Kmin{2i−2,2j−2}(
wyzz
2
)
}
(5.109)
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Figure 5.2 Convergence of Gxx.
5.5 Numerical Results
Figure 5.2, 5.3, and 5.4 show the trends of Gpq as α goes to ∞. The dot-dash lines are
for direct calculations. Note that we have extra term α−2 and α−1 for Kxx and Kxz. So even
Figure 5.2 and Figure 5.3 seem to be not integrable, the direct integration of Kxx and Kxz
do converge. The blue lines use double precision to perform leading term subtraction. Theo-
retically it should work well. However, because of the four order improvement of the leading
term extraction we apply, we soon encounter numerical trouble, i.e., numerical round error.
We then resort to Matlab symbolic math toolbox and VPA (Variable Precision Arithmetic)
package which can perform calculation to arbitrary digits of accuracy1. We set up our precision
to be 32-bit. The leading term extraction works well for large α, as shown by red dash lines.
The normalized propagation constant γz = α+jβ is shown in Figure 5.5. Unlike microstrip
lines with conventional materials, it has fairly high attenuation at low frequency band. The
attenuation keeps decreasing until it reaches a point from where two branches with zero α
1http://www.mathworks.com/access/helpdesk/help/toolbox/symbolic/
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arise. Similar to dielectric slab, one of them increases as frequency goes higher while the other
decreases. The curve plotted here is close to the results reported in [49] for high frequency
band. However, their behaviors in low frequency are different due to the shielded metal walls.
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Figure 5.3 Convergence of Gxz.
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PART II
STUDY ON NUMERICAL RESONANCES IN THE
METHOD OF MOMENTS
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INTRODUCTION
The method of moment is one of the most successful and efficient approaches in solving
integral equations. However, the internal resonance problem of integral equations has plagued
solutions of integral equations. A well known example is the internal resonance existing in
both electric field integral equation (EFIE) and magnetic field integral equation (MFIE) for
PEC scatterers or penetrable scatterers. In the second part of my dissertation, we will study
this problem and give numerical examples.
In Chapter 6, we first review the method of moments (MoM) and the problem of internal
resonance. We then introduce the concept of original resonance and model resonance, followed
by numerical matrix resonance, right-hand-side (RHS) resonance, and field resonance.
In Chapter 7, we study the subtle differences among these four resonances by giving various
numerical examples. The errors in electric current and scattered field from a 2D circular
cylinder near the resonances are studied for both EFIE and MFIE.
108
CHAPTER 6. INTRODUCTION TO NUMERICAL RESONANCE
PROBLEMS
6.1 Surface Integral Equations and the Method of Moments
The method of moments (MoM) was introduced in solving integral-based electromagnetic
problems by R. F. Harrington in 1960s [61]. It has been widely used since then and many fast
algorithms are proposed based on the method of moments [62]. In this section, we will first
derive the surface integral equations for scalar waves following the procedure in [62]. After
getting integral equations, we apply the method of moments to convert the integral equations
into matrix equations.
6.1.1 Surface Integral Equations
In electromagnetics, the so-called Stratton-Chu integral equation of scattering can be de-
rived using the Green’s function [62, 63]. The original scattering problem is shown in Figure 6.1
where the obstacle can be penetrable or impenetrable. We are interested in solving total fields
in region 1 due to the excitation of Q(r). Region 1 is closed by an imaginary boundary Sinf .
It is later moved to infinity.
The original problem can be described by the following equation
[∇2 + k21]φ1(r) = Q(r) (6.1)
where Q(r) is an excitation source and φ1(r) is an unknown function to be solved.
The Green’s function of this problem is
[∇2 + k21] g1(r, r′) = −δ(r− r′) (6.2)
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Figure 6.1 The geometry for deriving the integral equation of scattering.
Multiplying the first equation by g1(r, r′) and the second by φ1(r) and subtracting the two
new equations, we get
g1(r, r′)∇2φ1(r)− φ1(r)∇2g1(r, r′) = g1(r, r′)Q(r) + δ(r− r′)φ1(r), r′ ∈ V1 (6.3)
Integrating (6.3) over V1, we obtain∫
V1
dV
[
g1(r, r′)∇2φ1(r)− φ1(r)∇2g1(r, r′)
]
=
∫
V1
dV
[
g1(r, r′)Q(r) + φ1(r′)
]
, r′ ∈ V1
(6.4)
By invoking the identity ∇ · (g∇φ−φ∇g) = g∇2φ−φ∇2g and Gauss’ divergence theorem, the
volume integral is converted to a surface integral
−
∫
S+Sinf
dS nˆ · [g1(r, r′)∇φ1(r)− φ1(r)∇g1(r, r′)] = −φinc(r′) + φ1(r′), r′ ∈ V1 (6.5)
where
φinc(r′) = −
∫
V1
dV g1(r, r′)Q(r) (6.6)
After swapping r and r′ and removing the surface integral at infinity which vanishes [62], we
arrive at integral equation
φ1(r) = φinc(r)−
∫
S
dS′
[
g1(r, r′)∂n′φ1(r′)− φ1(r′)∂n′g1(r, r′)
]
, r ∈ V1 (6.7)
110
If the observation point is inside V2, the left-hand side would have been zero, and we obtain
r ∈ V1, φ1(r)
r ∈ V2, 0
 = φinc(r)−
∫
S
dS′
[
g1(r, r′)∂n′φ1(r′)− φ1(r′)∂n′g1(r, r′)
]
(6.8)
A similar equation is derived in Region 2
r ∈ V1, 0
r ∈ V2, φ2(r)
 =
∫
S
dS′
[
g2(r, r′)∂n′φ2(r′)− φ2(r′)∂n′g2(r, r′)
]
(6.9)
Notice that the above derivations are based on the equivalence theorem, or more specifically,
the extinction theorem.
The integral equations are obtained by imposing the above equations in S+ and S−, where
the former is just outside S and the latter is just inside S
r ∈ S−, φinc(r) =
∫
S
dS′
[
g1(r, r′)∂n′φ1(r′)− φ1(r′)∂n′g1(r, r′)
]
(6.10)
r ∈ S+, 0 =
∫
S
dS′
[
g2(r, r′)∂n′φ2(r′)− φ2(r′)∂n′g2(r, r′)
]
(6.11)
For homogeneous Dirichlet boundary condition, the integral equation of scattering (6.10)
reduces to
φinc(r) =
∫
S
dS′ g1(r, r′)∂n′φ1(r′), r ∈ S− (6.12)
For homogeneous Neumann boundary condition, the integral equation (6.10) reduces to
φinc(r) = −
∫
S
dS′ φ1(r′)∂n′g1(r, r′), r ∈ S− (6.13)
6.1.2 Method of Moments
The method of moments [61] is widely used to discretize integral equations to a matrix
equation. In general, it can also be used to convert linear operator equation to a matrix
equation.
A linear operator equation has the form of
Lf = g (6.14)
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where L is a linear operator, f is the unknown function in response to excitation g. The
unknown function f is expanded in terms of a set of basis functions, namely
f =
N∑
n=1
anfn (6.15)
The problem now becomes to find an.
Substituting (6.15) into (6.14), we have
N∑
n=1
anLfn = g (6.16)
Multiplying the above by wm which serves as testing function, we arrive at matrix equation
N∑
n=1
an < wm, Lfn >=< wm, g > m = 1, . . . , N (6.17)
or more specifically
[wmn] [an] = [gm] (6.18)
where
[wmn] =

< w1, Lf1 > < w1, Lf2 > · · ·
< w2, Lf1 > < w2, Lf2 > · · ·
· · · · · · · · ·
 (6.19)
[an] =

a1
a2
· · ·
 (6.20)
[gn] =

< w1, g >
< w2, g >
· · ·
 (6.21)
In the above, we define the inner product as
< w, f > =
∫
S
dS w(r)f(r) (6.22)
After having matrix equation, various methods can be used to solve unknown coefficient an.
In our later calculations, the most straightforward and reliable method — LU decomposition
is used. There are many iterative solvers and fast algorithms can be applied to speed up
calculation [62].
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6.2 The Internal Resonance Problem
The interior resonance problem has been studied for many years [64–71]. A thorough survey
was given by [72]. In this section, we will discuss the origin of internal resonance based on
equation (6.12) and (6.13), followed by introducing definitions for various numerical resonances,
which have been noticed by Peterson [72].
In deriving the integral equations (6.12) and (6.13), we apply electromagnetic theorems such
as equivalence theorem and extinction theorem. We have to verify if the uniqueness theorem is
violated. Unfortunately, equations (6.12) and (6.13) do suffer from the non-uniqueness problem
at the internal resonant frequencies of a cavity formed by the surface S with exterior medium.
To understand where this problem stems from, let us consider the field inside the surface due
to sources on S. Assuming that the volume inside S is filled with the medium outside S, i.e.,
the inside wavenumber is k1, from (6.9) we have
φ1(r) =
∫
S
dS′
[
g1(r, r′)∂n′φ1(r′)− φ1(r′)∂n′g1(r, r′)
]
, r ∈ V2 (6.23)
Notice that since we are assuming the medium inside S is the same as the medium outside S
(Region 1), we term the field inside V2 to be φ1(r) and the Green’s function inside V2 to be
g1(r, r′). Furthermore, if the cavity has a boundary condition such as homogeneous Dirichlet
boundary condition, the above equation becomes
0 =
∫
S
dS′ g1(r, r′)∂n′φ1(r′), r ∈ S (6.24)
The above integral equation might have a non-trivial solution at the internal resonant
frequencies of the cavity. Note that (6.12) and (6.24) have the same integral operators. Hence,
the integral operator in (6.12) has a null space at the internal resonant frequencies of the cavity.
We then conclude that the null-space solutions of the exterior Dirichlet problem are due to the
internal resonance of the interior Dirichlet problem.
The remedy to the internal resonance problem is to use the combined field integral equation
(CFIE) [56, 72]. In this case, one imposes (6.12) for r ∈ S− and takes its normal derivatives
113
PEC
σ =∞
(x1, y1)
(x2, y2)
φ1
φ2
flat
mesh
exact mesh
Figure 6.2 Flat mesh and exact mesh of a circular cylinder.
to obtain a new equation
∂nφinc(r) =
∫
S
dS′ ∂ng1(r, r′)∂n′φ1(r′), r ∈ S− (6.25)
The above equation is combined with (6.12) to get
Pφinc(r) =
∫
S
dS′ Pg1(r, r′)∂n′φ1(r′), r ∈ S− (6.26)
where P = λ∂n and λ is an appropriately chosen combination parameter to eliminate the
null-space solutions.
6.2.1 Original Resonance and Model Resonance
The above discussion is actually the definition of original resonance. Given a scatterer, the
original resonance is determined by a cavity with the same shape as the scatterer but filled
with the external medium. The original resonance frequency can be found only for a small
portion of simple geometries which have analytical solutions.
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In solving the scattering problem using MoM, the geometry has to be meshed inevitably.
After the scatterer is discretized, the new shape gives the model resonance. Depending on the
mesh techniques, the model resonance may or may not be the same as the original resonance.
Like the original resonance, there is no other way to know the model resonance frequency
except by doing analytical analysis. Therefore, only a few number of model resonances can be
solved analytically.
To better illustrate these two concepts, let us take a look at Figure 6.2. Given a cylinder,
we can model it as a polygon or a exact circle. The former one introduces model resonance
different from original resonance, while the latter has exactly the same model resonance as
original resonance.
6.2.2 Numerical Matrix Resonance and right-hand-side (RHS) resonance
After applying MoM, the integral equation becomes a matrix equation
A ·x = b (6.27)
We denote λi, xi, (i = 1, 2, . . . , N) eigenvalues and eigenvectors such that A ·xi = λixi. If λi
are in ascending order, i.e., |λ1| ≤ |λ2| ≤ · · · ≤ |λN−1| ≤ |λN |, the condition number is defined
to be
cond(A) = |λN |/|λ1| (6.28)
The numerical matrix resonance happens when the condition number reaches a local max-
imum as frequency changes [72]. The geometry discretization, types of basis and testing
functions, number of unknowns, and the accuracy in matrix element evaluations determine the
matrix resonance frequencies. In general at these frequencies, the condition numbers do not
go to infinite, i.e., λ1 6= 0, due to errors in modelling the resonance modes and in evaluating
matrix elements.
Applying the orthogonality of eigenvectors, the solution of the matrix equation can be
written as
x =
N∑
i=1
b ·x∗i
λi
xi (6.29)
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The right-hand-side (RHS) resonant frequency is defined at which b ·x1 = 0. For very small
λ1 (large condition number), non-zero numerator may result in large error in the solutions.
The right-hand-side resonant frequency mostly depends on the geometry discretization, types
of the testing functions, and accuracy in evaluation of RHS. It may also depend on the basis
functions and evaluation of the matrix elements. At the RHS resonance the induced electric
current of the resonant mode is missed in the solution. Neither EFIE nor MFIE can give
correct current solutions [72–74].
We know that the resonant current of MFIE does radiate, but not EFIE. The numerical
field resonance is defined as when x1 gives zero scattered field. It depends mostly on the
geometry discretization, types of basis functions, and evaluation of field distribution. In the
region around the numerical resonance, large condition number results in large error in the
current in the form of x1, which gives zero scattered field only at the numerical field resonant
frequency.
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CHAPTER 7. NUMERICAL DEMONSTRATIONS OF INTERNAL
RESONANCES
In this chapter, we will demonstrate the subtle differences among these four internal reso-
nances. The induced currents and the scattering width from a 2-D PEC cylinder are calculated
through the method of moments. Different kinds of basis and quadrature rules are used to
verify their roles in determining internal resonances. Both TEz and TMz are studied using
electric field integral equation (EFIE) and magnetic field integral equation (MFIE).
7.1 Scattering by a TMz-Polarization Incident Wave
The scattering problem from a TMz-polarization incident wave is easier than that from
a TEz-polarization incident wave. The induced current is along z-axis in a TMz case while
in TEz case, the induced current is around the cylinder profile, rendering more difficulties in
formulation.
7.1.1 Analytical Solution — Mie Series Solution
The well-known Mie series gives the analytical solution for induced current invoked by a
TMz incident wave [52]
Js =aˆz
2E0
piaωµ
+∞∑
n=−∞
j−n
ejnφ
H
(2)
n (βa)
=aˆz
2E0
pikaη0
[
1
H
(2)
0 (βa)
+
∞∑
n=1
j−nejnφ
H
(2)
n (βa)
+
jne−jnφ
H
(2)
−n(βa)
]
=aˆz
2E0
pikaη0
[
1
H
(2)
0 (βa)
+ 2
∞∑
n=1
(−j)n cos(nφ)
H
(2)
n (βa)
]
(7.1)
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Figure 7.1 Uniform TMz plan wave normally incidents on a conducting circular cylinder.
The bistatic scattering width formula is
σTM = lim
ρ→∞
[
2piρ
|Esz |2
|Eiz|2
]
=
2λ
pi
∣∣∣∣∣
∞∑
n=0
²n
Jn(βa)
H
(2)
n (βa)
cos(nφ)
∣∣∣∣∣
2
(7.2)
where
²n =
 1 n = 02 n 6= 0 (7.3)
7.1.2 Electric Field Integral Equation (EFIE)
The 2D TM EFIE is given as [52]
Eiz(ρ) =
kη
4
∮
C
Jz(ρ′)H
(2)
0 (k|ρ− ρ′|) dl′ (7.4)
As an example to demonstrate the discretization to matrix equation and the leading term
extraction technique, we give formulas here for pulse basis and point matching. Note that the
following formulas are for a circle mesh. It is straightforward to port them to the flat mesh.
Upon using pulse basis and point matching, the integral equation above is converted to
matrix equation.
Eiz(a cosφm) =
η
4
N∑
n=1
anAmn, m = 1, . . . , N (7.5)
Jz =
N∑
n=1
anbn(x) (7.6)
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where a is the cylinder radius and Amn is
Amn = ka
∫ φn+∆φ/2
φn−∆φ/2
H
(2)
0
(
ka
√
(cosφ− cosφm)2 + (sinφ− sinφm)2
)
dφ
= ka
∫ φn+∆φ/2
φn−∆φ/2
H
(2)
0
(
2ka
∣∣sin φ− φm
2
∣∣) dφ (7.7)
Form 6= n, there is no difficulty in evaluating the above formula, and the 1-point quadrature
rule gives us
Amn = ka∆φH
(2)
0
(
2ka
∣∣sin φm − φn
2
∣∣) (7.8)
The diagonal elements (m = n) reads
Ann = ka
∫ ∆φ/2
−∆φ/2
H
(2)
0
(
2ka
∣∣sin φ
2
∣∣) dφ (7.9)
Notice that the integrand has a singularity when the argument of Hankel function is zero, i.e.,
φ = 0. We use the leading term extraction technique to solve the problem. When the argument
approaches to zero, the Hankel function has the following asymptotic form
H
(2)
1 (z) ≈ 1−
2j
pi
ln
(γz
2
)
(7.10)
Now, let
f(kaφ) = 1− 2j
pi
ln
(
γkaφ
2
)
(7.11)
The diagonal elements are written as
Ann = ka
∫ ∆φ/2
−∆φ/2
H
(2)
0
(
2ka
∣∣sin φ
2
∣∣) dφ
= 2ka
∫ ∆φ/2
0
f(kaφ) dφ+ 2ka
∫ ∆φ/2
0
[
H
(2)
0 (2ka sin
φ
2
)− f(kaφ)] dφ (7.12)
where the first term has closed form of
2ka
∫ ∆φ/2
0
f(kaφ) dφ = 2ka
∫ ∆φ/2
0
[
1− 2j
pi
ln
(
γkaφ
2
)]
dφ
= ka∆φ
[
1− 2j
pi
(
ln
γka∆φ
4
− 1
)]
(7.13)
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For far field calculation, we use the asymptotic form of Hankel function for large argument
H
(2)
0 (k|ρ− ρ′|) '
√
2j
pikρ
e−jkρ+jkρ
′ cos(φ−φ′) (7.14)
The scattering field is calculated as
Es = −aˆz kη4
∮
Jz(ρ′)H
(2)
0 (k|ρ− ρ′|) dl′
' −aˆzηa
√
jk
8pi
e−jkρ√
ρ
∫ 2pi
0
Jz(φ′)ejka cos(φ−φ
′) dφ′ (7.15)
And the scattering width normalized by λ is
σTM
λ
=
1
λ
lim
ρ→∞
[
2piρ
|Es|2
|Ei|2
]
=
η2(ka)2
8pi
∣∣∣∣∫ 2pi
0
Jz(φ′)ejka cos(φ−φ
′) dφ′
∣∣∣∣2 (7.16)
7.1.3 Special Quadrature Rule for log-like Function
Due to the singularity of Hankel function at origin in equation (7.9), the widely used
Gauss quadrature rule converges slowly. A special Gaussian quadrature rule customized for
logarithmic singularity is used [75, 76].
Figure 7.2 shows the relative error of integrating the following function from 0 to 1
f(x) = x2 + x3 ln(x) (7.17)
The blue solid line is for special quadrature rule. The plot has discontinuities when N is
between 4 to 10. This is because the numerical results are exactly the same as analytical
result. Since the figure is plotted in log style, Matlab returns Inf and thus they cannot be
shown in the figure. As we increase the node number of the quadrature rule, the error increases
due to round error and shortly go back to machine accuracy. The red dash line is for normally
used Gauss quadrature rule. It is far away from converging to machine accuracy.
7.1.4 Magnetic Field Integral Equation (MFIE)
The MFIE for TMz-polarization is [52]
Jz(ρ)|C + j k4 limρ→C
[∫
C
Jz(ρ′) cosψH
(2)
1 (k|ρ− ρ′|)dc′
]
= H ic(ρ)|C (7.18)
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Figure 7.2 Convergence comparison of special quadrature rule and normally used Gauss
quadrature rule.
where ψ is the angle between the normal direction of field point and source point (Refer to
Figure 12-17, p. 709 in [52]).
Use the same procedure, the integral equation can be transferred to matrix equation.
7.2 Scattering by a TEz-Polarization Incident Wave
7.2.1 Analytical Solution — Mie Series Solution
The scattering from a TEz incident wave is shown in Figure 7.3. Its analytical solution is
found by Mie series [52]
Js = aˆφj
2H0
pika
+∞∑
n=−∞
j−n
ejnφ
H
(2)′
n (ka)
= aˆφj
2H0
pika
[
1
H
(2)′
0 (ka)
+
∞∑
n=1
(
j−nejnφ
H
(2)′
n (ka)
+
jne−jnφ
H
(2)′
−n (ka)
)]
(7.19)
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Figure 7.3 Uniform TEz plan wave normally incidents on a conducting circular cylinder.
The bistatic scattering width formula is
σTE = lim
ρ→∞
[
2piρ
|Hsz |2
|H iz|2
]
=
2λ
pi
∣∣∣∣∣
∞∑
n=0
²n
J ′n(βa)
H
(2)′
n (βa)
cos(nφ)
∣∣∣∣∣
2
(7.20)
7.2.2 Magnetic Field Integral Equation (MFIE)
The MFIE for TEz-polarization is [52]
Jc(ρ)
2
+ j
k
4
∫
C−∆C
Jc(ρ′) cosψ′H
(2)
1 (k|ρ− ρ′|)dc′ = −H iz(ρ) (7.21)
where ψ′ is the angle between the normal direction of source point and the field point (Refer
to Figure 12-18, p. 711 in [52]).
After getting induced current, the scattering fields are calculated as below. For far field,
we have approximation
H
(2)
1 (k|ρ− ρ′|) ' j
√
2j
pikρ
e−jkρ+jkρ
′ cos(φ−φ′) (7.22)
The scattering field
Hsz =
k
4
∮
Jc(ρ′) cosψ′H
(2)
1 (k|ρ− ρ′|) dl′
' a
√
jk
8piρ
∫ 2pi
0
Jc(φ′) cosψ′ejka cos(φ−φ
′) dφ′ (7.23)
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Therefore, the scattering width normalized by λ is
σ2D
λ
=
1
λ
lim
ρ→∞
[
2piρη2
|Hs|2
|Ei|2
]
=
η2(ka)2
8pi
∣∣∣∣∫ 2pi
0
Jc(φ′) cosψ′ejka cos(φ−φ
′) dφ′
∣∣∣∣2 (7.24)
7.3 Numerical Illustrations
In this section, we will study two resonance frequencies: TM01 and TM11. Both flat mesh
and circular mesh are used for comparisons.
7.3.1 Error Definition
In the following numerical analysis, we use error definition of
Errcur =
||JMoM − Jref ||2
||Jref ||2 (7.25)
for current, where JMoM is the current calculated by MoM and Jref is the reference current.
Here the reference current is obtained by Mie series. The sign || · ||p denotes the norm of vector.
The same error definition holds for bistatic scattering width.
7.3.2 Resonance at TM01 Mode
The resonance frequencies of a circular cylinder is the root of the equation Jm(x) = 0,
where Jm(x) is the first kind Bessel function [52]. Here we will study the internal resonance
near the first resonance frequency, i.e.
ka = 2.4048255576957727686 (7.26)
where k is the wave number and a is the radius of the cylinder. The above number is calculated
using Maple to have 20-digit accuracy. In Matlab, a number between x = 2.4048255576957727
to 2.4048255576957731 gives us exact zeros of besselj(0, x). Actually Matlab does not
differentiate these numbers at all due to machine limit.
Figure 7.4 shows the induced current and bistatic scattering width from a TM incident wave
with frequency which makes ka = 2.4048255576957727. The EFIE is used and the geometry is
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discretized using φ as dummy variable. As addressed before, the MoM current result is totally
wrong while the scattering width is still correct since the resonance current does not radiate.
Similar results are shown in Figure 7.5 with flat geometry discretization.
Similar figures are plotted in Figure 7.6 and Figure 7.7 with MFIE being solved. Both of
the current and scattering width are totally wrong due to the internal resonance problem.
Figure 7.8, Figure 7.9, and Figure 7.10 are the results of EFIE near TM01 resonance using
1-point special quadrature rule. Figure 7.8 plots the largest and smallest eigen values, and its
condition number. The point where the condition number reaches peak value is the numerical
matrix resonance. The thin dash line is the analytical resonance frequency. It is clearly shown
that they differ from each other. Notice that the exact mesh has slightly higher condition
number than flat mesh.
Figure 7.9 plots current error and scattering width error with condition number. The three
curves have peaks in the same frequency point, which means that the large condition number
of matrix A is the main source of error in current and scattering width. The exact mesh has
much bigger condition number than flat mesh, and so as the current error and scattering width
error.
Figure 7.10 shows the matrix resonance and the right-hand-side resonance. Because the
right-hand-side resonance is mostly determined by geometry discretization and the testing func-
tion, the RHS resonance of exact mesh coincidences with analytical one. The RHS resonance
of flat mesh deviates from analytical one and is also different with matrix resonance.
Figure 7.11, 7.12, and 7.13 have similar plots but with 40-point special quadrature rule.
With more accurate element filling, the matrix resonance, the RHS resonance and the analytical
resonance tend to be the same. Note that with enhanced numerical integration, the condition
number can be as high as 1015. Figure 7.13(b) quite clearly shows the difference of numerical
resonances and analytical one, while Figure 7.13(a) does not. This is due to the exact modeling.
Furthermore, if we consider that the numerical resonance represents the model resonance now,
this discrepancy demonstrates the difference of original resonance and model resonance.
Figure 7.14 to Figure 7.19 show similar plots, but they are for MFIE.
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7.3.3 Resonance at TM11 Mode
The second resonance frequencies of a circular cylinder is the root of the equation J1(x) = 0.
Using Maple, we get the following root with 20 digits accuracy.
ka = 3.8317059702075123156 (7.27)
The EFIE and MFIE with exact geometry discretization and 40-point special quadrature
rule are used to generate Figure 7.20, Figure 7.21, and Figure 7.22. We conclude that with
exact geometry and accurate element filling, we can reduce the discrepancies between numerical
resonance and original resonance.
Finally, Table 7.1 and Table 7.2 show numerical resonance frequencies and their associated
condition numbers and errors. As the higher order basis and testing function such as triangular
function are used, the numerical resonance gets closer and closer to analytical one.
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Figure 7.4 Comparison of MoM results of TM01 to analytical solution at resonance frequency
ka = 2.404825557695773. EFIE, exact geometry discretization with pulse basis,
point matching, and 1-point quadrature rule are used.
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Figure 7.5 Comparison of MoM results of TM01 to analytical solution at resonance frequency
ka = 2.404825557695773. EFIE, flat geometry discretization with pulse basis,
point matching, and 1-point quadrature rule are used.
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Figure 7.6 Comparison of MoM results of TM01 to analytical solution at resonance frequency
ka = 2.404825557695773. MFIE, exact geometry discretization with pulse basis,
point matching, and 1-point quadrature rule are used.
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Figure 7.7 Comparison of MoM results of TM01 to analytical solution at resonance frequency
ka = 2.404825557695773. MFIE, flat geometry discretization with pulse basis,
point matching, and 1-point quadrature rule are used.
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Figure 7.8 Comparison of exact geometry discretization and flat geometry discretization for
eigen values and condition numbers near the first resonance frequency. EFIE,
pulse basis, point matching, and 1-point quadrature rule are used.
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Figure 7.9 Comparison of exact geometry discretization and flat geometry discretization for
current error and scattering width error near the first resonance frequency. EFIE,
pulse basis, point matching, and 1-point quadrature rule are used.
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Figure 7.10 Comparison of exact geometry discretization and flat geometry discretization for
b ·x1 and relative far field of x1 near the first resonance frequency. EFIE, pulse
basis, point matching, and 1-point quadrature rule are used.
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Figure 7.11 Comparison of exact geometry discretization and flat geometry discretization for
eigen values and condition numbers near the first resonance frequency. EFIE,
pulse basis, point matching, and 40-point quadrature rule are used.
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Figure 7.12 Comparison of exact geometry discretization and flat geometry discretization for
current error and scattering width error near the first resonance frequency. EFIE,
pulse basis, point matching, and 40-point quadrature rule are used.
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Figure 7.13 Comparison of exact geometry discretization and flat geometry discretization for
b ·x1 and relative far field of x1 near the first resonance frequency. EFIE, pulse
basis, point matching, and 40-point quadrature rule are used.
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Figure 7.14 Comparison of exact geometry discretization and flat geometry discretization for
eigen values and condition numbers near the first resonance frequency. MFIE,
pulse basis, point matching, and 1-point quadrature rule are used.
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Figure 7.15 Comparison of exact geometry discretization and flat geometry discretization
for current error and scattering width error near the first resonance frequency.
MFIE, pulse basis, point matching, and 1-point quadrature rule are used.
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Figure 7.16 Comparison of exact geometry discretization and flat geometry discretization for
b ·x1 and relative far field of x1 near the first resonance frequency. MFIE, pulse
basis, point matching, and 1-point quadrature rule are used.
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Figure 7.17 Comparison of exact geometry discretization and flat geometry discretization for
eigen values and condition numbers near the first resonance frequency. MFIE,
pulse basis, point matching, and 40-point quadrature rule are used.
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Figure 7.18 Comparison of exact geometry discretization and flat geometry discretization
for current error and scattering width error near the first resonance frequency.
MFIE, pulse basis, point matching, and 40-point quadrature rule are used.
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Figure 7.19 Comparison of exact geometry discretization and flat geometry discretization for
b ·x1 and relative far field of x1 near the first resonance frequency. MFIE, pulse
basis, point matching, and 40-point quadrature rule are used.
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Figure 7.20 Comparison of EFIE and MFIE for eigen values and condition numbers near
the second resonance frequency. Exact mesh, pulse basis, point matching, and
40-point quadrature rule are used.
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Figure 7.21 Comparison of EFIE and MFIE for current error and scattering width error near
the second resonance frequency. Exact mesh, pulse basis, point matching, and
40-point quadrature rule are used.
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Figure 7.22 Comparison of EFIE and MFIE for condition number and b ·x1 near the second
resonance frequency. Exact mesh, pulse basis, point matching, and 40-point
quadrature rule are used.
145
CHAPTER 8. CONCLUSIONS AND FUTURE WORKS
The properties of DNG medium have been studied as a substitute of DPS medium in
various structures. As the most fundamental step, the investigation on the mode properties of a
grounded dielectric slab with a DNG medium has been dealt, with the aims of getting complete
mode spectrum and the necessary and sufficient conditions for surface wave suppression.
The graphical method is applied to solve the eigen equations for real roots. Different
shapes of dispersion curves for evanescent surface modes indicate that they are very sensitive
to material parameters. The complex modes are proved to be exclusively proper and have zero
power flow. They do not carry away energy in both transverse and longitudinal directions.
Complete mode spectra are tabled for both DPS and DNG media. The sufficient conditions
reported in reference for surface wave suppression are loosened to necessary and sufficient
conditions. Various mode properties are examined, together with surface pole loci which are
used to conceive Sommerfeld integral path.
The major assumption of the above work is a non-dispersion DNG medium. As pointed
out by literature, the DNG medium has to be inherently dispersive. Therefore a future work
can be conducted to a real lossy, dispersive, or even anisotropic DNG medium.
The slow attenuation of the complex modes on the interface has the equivalent effect of
large field aperture, which results in greatly enhanced radiation pattern. They have been
studied in Chapter 3 and Chapter 4. However, the quantitative relations of complex modes to
local fields and to radiation pattern have not yet been done. A thorough study on that might
shed us more light on their role in determining near and far fields.
The spectrum domain approach is used to solve the microstrip line with DNG medium.
The result is compared to a shielded microstrip line. Due to the lack of references on this topic,
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a field plot should help us to further verify our results. Furthermore, the preliminary results we
have so far suggest that the microstrip line with DNG medium might not be a good candidate
in serving signal transmission. It is, however, a good candidate for leaky wave antenna. An
investigation on this topic should be interesting and promising.
Study in the numerical resonance plagued in the method of moments consists the second
part of my research. We clarify the concept by introducing four definitions of resonances.
Before our work, the internal resonance problem has already been well-known, but mostly
through mathematic formulas. When the integral equation is discretized into matrix equation
and solved by computer, people will experience numerical troubles. Without these concepts
in mind, one can readily arrive at a wrong conclusion due to the discrepancies between the
original resonance, numerical matrix resonance, and right-hand-side resonance.
The numerical results and figures in Chapter 7 demonstrate these differences. Also included
in these figures is the trend on how the discrepancies become bigger or smaller, though in a
less obvious way. A future work investigating the quantitative connections between the orders
of the basis/testing function and the numerical resonances would be beneficial.
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APPENDIX A. PROOF OF THE PROPER COMPLEX MODES
Equation (2.22) to (2.25) listed in Section 2.1.8, Chapter 2 are used to find eigen value
γz = α+ jβ. (2.22) and (2.23) are transcendental equations and have complex roots even with
lossless medium. Using similar approach in [53], we will prove that all complex roots with
DNG medium are located on the top Riemann sheet. TM case is used as example, but the
proof procedure as well as the conclusion are applied to TE case in exactly the same way.
With ²r = ²r2/²r1, (2.23) is rewritten as:
−²rγy1 = γy2 tanh(γy2d) (A.1)
By using (2.26) and letting the real part and imaginary part of each side of (A.1) be equal
(assuming ²r is a real number), one gets [53]:
αy1 = − 1
²r
αy2 sinh(2αy2d)− βy2 sin(2βy2d)
cosh(2αy2d) + cos(2βy2d)
(A.2)
βy1 = − 1
²r
βy2 sinh(2αy2d) + αy2 sin(2βy2d)
cosh(2αy2d) + cos(2βy2d)
(A.3)
Substituting (2.26) into (2.24) and (2.25), one gets another two equations:
α2y1 − β2y1 = α2y2 − β2y2 + k20(²r2µr2 − ²r1µr1) (A.4)
αy1βy1 = αy2βy2 (A.5)
Now we have four equations, (A.2) to (A.5), and four unknowns, αy1, βy1, αy2, and βy2.
Notice that changing αy2 to −αy2, or βy2 to −βy2, or both does not change the validation of
these four equations [28, 53]. Based on this observation, we confine our discussion to the first
quadrant of the γy2-plane, or positive αy2 and positive βy2.
For DNGmedia ²r < 0, if αy1 is negative, from (A.2) one has βy2 sin(2βy2d) > αy2 sinh(2αy2d).
To ensure (A.5), βy1 must be negative as well since both αy2 and βy2 are positive. According
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to (A.3), βy2 sinh(2αy2d) + αy2 sin(2βy2d) < 0. Thus one gets two conditions which contradict
each other:
sin(2βy2d) >
αy2 sinh(2αy2d)
βy2
> 0 (A.6)
− sin(2βy2d) > βy2 sinh(2αy2d)
αy2
> 0 (A.7)
We then prove that for DNG media αy1 is always positive and all complex roots are on the
top Riemann sheet.
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APPENDIX B. PROOF OF ZERO POWER FLOW
Based on the proof in Appendix A, we will prove that the proper complex modes have
zero power flow in z-direction. Similar conclusions were given for plasma layer [77] and for
improper leaky modes in open and closed waveguides [78].
The Poynting vector in z-direction for complex TM modes is:
STMz = −
1
2
EyH
∗
x =
|A|2
2
 S
TM
z1 , for y ≥ d
STMz2 , for 0 < y < d
(B.1)
where A is the field intensity and STMz1 and S
TM
z2 are as follows
STMz1 (y, z) = −
1
2
Ey1H
∗
x1 =
γz
4jω²1
[cosh(2αy2d) + cos(2βy2d)] e−2αy1(y−d)e−2αz (B.2)
STMz2 (y, z) = −
1
2
Ey2H
∗
x2 =
γz
4jω²2
[cosh(2αy2y) + cos(2βy2y)] e−2αz (B.3)
Power flow in z-direction of air region is:
P TMz1 (z) =
∫ ∞
d
STMz1 (y, z)dy
= − γz
8jω²1αy1
[cosh(2αy2d) + cos(2βy2d)] e−2αz (B.4)
Power flow in z-direction of dielectric region is:
P TMz2 (z) =
∫ d
0
STMz2 (y, z)dy
=
γz
8jω²2
[
sinh(2αy2d)
αy2
+
sin(2βy2d)
βy2
]
e−2αz
=
γz
8jω²2
[
βy2 sinh(2αy2d) + αy2 sin(2βy2d)
αy2βy2
]
e−2αz
= − γz
8jω²1αy1
[cosh(2αy2d) + cos(2βy2d)] e−2αz
(B.5)
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In the above derivation, (A.3) and (A.5) have been used.
The total power flow in z-direction is:
P TMz (z) = P
TM
z1 (z) + P
TM
z2 (z) ≡ 0 (B.6)
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APPENDIX C. ASYMPTOTIC BEHAVIOR OF HANKEL FUNCTION
FOR SMALL ARGUMENT
Hankel function is extensively used in many electromagnetic problems. However, it is
pretty easy to get erroneous results if one is not aware of his tools’ limitations in calculating
Hankel function. In this Appendix, we will explore numerical limits of Hankel function when
its argument becomes smaller and smaller.
The series form of the first kind Bessel function is [59]
Jν(z) = (
1
2
z)ν
∞∑
k=0
(−14z2)k
k!Γ(ν + k + 1)
(C.1)
For small |z|, J0(z) and J1(z) are approximated as
J0(z) ≈ 1 (C.2)
J1(z) ≈ z2Γ(2) =
z
2
(C.3)
The series form of the second kind Bessel function is
Yn(z) = −
(12z)
−n
pi
n−1∑
k=0
(n− k − 1)!
k!
(
1
4
z2)k +
2
pi
Jn(z) ln
z
2
− (
1
2z)
n
pi
∞∑
k=0
{ψ(k + 1) + ψ(n+ k + 1)} (−
1
4z
2)k
k! (n+ k)!
(C.4)
where ψ(n) is
ψ(1) = −γ
ψ(n) = −γ +
n−1∑
k=1
k−1 (C.5)
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For small |z|, Y0(z) and Y1(z) are approximated as
Y0(z) ≈ 2
pi
(ln
z
2
+ γ) (C.6)
Y1(z) ≈ − 2
piz
+
2
pi
J1(z) ln
z
2
(C.7)
Notice that in (C.7), the latter part is included to take account imaginary part. It has little
contribution to real part since 1z diverges much faster than ln(
z
2)z.
InMatlab, we use besselj, bessely, and besselh to compute the first and the second kind
Bessel function and Hankel function. According to the author’s experience, some subroutines
have precision problem when the argument is approaching zero. In the following figures, nu-
merical results from Matlab subroutines are compared with asymptotic formula. As expected,
there is no problem for numerical calculation of the first kind Bessel function Jν(z) since there
is no singularity at all.
From comparisons of Figure C.2 and Figure C.3, Figure C.4 and Figure C.5, we conclude
that the first order second kind Bessel function is more singular than the zero order second
kind Bessel function. Last, from Figure C.1(b) and Figure C.5(a) a numerical difficulty is
observed. The second kind Hankel function is defined as H(2)ν (z) = Jν(z)− Yν(z). There is no
trouble in calculating J1(z), but when calculate H
(2)
1 (z) using besselh, we get wrong real part
for small argument. The reason is because for small argument, the difference between real part
and imaginary part is beyond machine accuracy. One should keep this machine limitation in
mind when expecting numerical accuracy.
Another very important observation from (C.7) is that the first order Hankel function has
a first order singularity at the origin. So whenever we close the integral path whose integrand
include the first order Hankel function, we must be very careful.
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Figure C.1 First kind Bessel function J0(z) and J1(z).
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Figure C.2 Second kind Bessel function Y0(z).
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Figure C.3 Second kind Bessel function Y1(z).
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Figure C.4 Hankel function H0(z).
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Figure C.5 Hankel function H1(z).
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APPENDIX D. DERIVATION OF DETERMINANT ∆ FOR
MICROSTRIP LINE
The determinant of (5.41) is written as
∆ = b11b22 − b12b21
= α2
(k21 − k22)2
P 42
− k
2
1γ
2
2
β2P 42
[
γ21
γ22
P 42 +
γ1
γ2
P 21P
2
2
(
µ2
µ1
tanh+
²2
²1
coth
)
+
²2µ2
²1µ1
P 41
]
(D.1)
where
b11 = −b22 = jα
[
P 21
P 22
− 1
]
(D.2)
b12 =
ωµ1γ2
β
[
γ1
γ2
+
µ2
µ1
P 21
P 22
tanh
]
(D.3)
b21 =
ω²1γ2
β
[
γ1
γ2
+
²2
²1
P 21
P 22
coth
]
(D.4)
F1 =
ωµ2γ2 tanh
jP 22
(D.5)
and tanh stands for tanh(γ2h), coth for coth(γ2h).
Multiplying both side by P 42 β
2, we have
P 42 β
2∆ = α2β2(k21 − k22)2 − k21γ22
[
γ21
γ22
P 42 +
γ1
γ2
P 21P
2
2
(
µ2
µ1
tanh+
²2
²1
coth
)
+
²2µ2
²1µ1
P 41
]
= α2β2(k21 − k22)2 − k21γ21P 42 − k22γ22P 41 − k21γ1γ2P 21P 22
(
µ2
µ1
tanh+
²2
²1
coth
)
= T1− k21γ1γ2P 21P 22
(
µ2
µ1
tanh+
²2
²1
coth
)
(D.6)
where T1 is
T1 = α2β2(k21 − k22)2 − k21γ21P 42 − k22γ22P 41 (D.7)
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By using γ21 = α
2 + β2 − k21 and γ22 = α2 + β2 − k22, we have
T1 = α2β2(k21 − k22)2 − k21γ21P 42 − k22γ22P 41
= α2β2
(
k41 − 2k21k22 + k42
)− k21(α2 + β2 − k21)(k42 − 2k22β2 + β4)
− k22(α2 + β2 − k22)(k41 − 2k21β2 + β4)
= α2β2
(
k41 − 2k21k22 + k42
)
+ k41(k
4
2 − 2k22β2 + β4) + k42(k41 − 2k21β2 + β4)
− (α2 + β2) [k21(k42 − 2k22β2 + β4) + k22(k41 − 2k21β2 + β4)]
= α2β2
(
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4
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)− 2α2β2k21k22︸ ︷︷ ︸+β4(k41 + k42) + k41k22(k22 − 2β2) + k21k42(k21 − 2β2)
− (α2 + β2) [β4(k21 + k22) + k21k22(k22 + k21 − 2β2)]+ 2β2k21k22(α2 + β2)︸ ︷︷ ︸
= 2β4k21k
2
2 + k
4
1k
2
2(k
2
2 − 2β2) + k21k42(k21 − 2β2)
− (α2 + β2) [β4(k21 + k22) + k21k22(k22 + k21)− β2(k41 + k42 + 2k21k22)]
= 2k21k
2
2
[
β4 + k21k
2
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Therefore
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or
∆ = −k
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