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1. Introduction
Let A be the unit ball in Rn, and let χA denote the indicator function of A. It is a classical
result in the Sobolev space theory over Rn that for any p > 1, χA ∈ Wpα (Rn) if pα < 1 and
χA /∈ Wpα (Rn) if pα > 1 where Wpα (Rn) stands for fractional Sobolev spaces over Rn (cf.,
e.g., [1]).
Since p,α are independent of the dimension n, it is reasonable to guess that one can pass to the
limit and thus have a similar result over infinite-dimensional spaces. The proof, however, does
not follow immediately because of the lack of the Lebesgue-like measure in infinite-dimensional
spaces.
In this paper we consider the Wiener space case and prove an analogous result by the real
interpolation method (see Theorem 3.1). It turns out that this method applies to sets defined by
non-degenerated Wiener functionals and hence in particular by pseudo-Sobolev norms on the
classical Wiener space introduced by Airault and Malliavin in [3] (Theorems 3.2 and 3.3).
We explain notions and notations in Section 2 and state our main results in Section 3.
We remark that the real interpolation method has been used to prove smoothness of stopping
times of diffusion processes in [2].
2. Preliminary
Let (B,H,µ) be an abstract Wiener space where B is the Banach space, H the Cameron–
Martin space and µ the Wiener measure. Let D be the gradient operator, D∗ the divergence
operator, L = DD∗ the Ornstein–Uhlenbeck operator and Tt = e−tL the Ornstein–Uhlenbeck
semi-group in the theory of Malliavin calculus (cf., e.g., [8]). For 1 < p <∞, we use Dp1 to
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denote the usual (p,1)-Sobolev space of Wiener functionals:
D
p
1 = (I +L)1/2(Lp).
By Meyer’s equivalence, we may and will use the following norm in Dp1 :
‖F‖p,1 := ‖F‖p + ‖DF‖p (cf. [8,6] or [11]).
On the other hand, for 0 < α < 1, we use Epα to denote the intermediate space between Lp
and Dp1 produced by the real interpolation method, i.e.,
Epα :=
{
u ∈ Lp: ‖u‖p,α :=
( 1∫
0
[
ε−αK(ε,u)
]p dε
ε
)1/p
<∞
}
,
where
K(ε,u)= inf
u1+u2=u
{‖u1‖p + ε‖u2‖p,1}.
For details we refer to [2] and [12].
We shall need the following result:
THEOREM 2.1 (Airault–Malliavin–Ren [2, Theorem 4.2]). – If φ ∈ Epα , then for any h ∈ H
and 1< q < p, there exists a constant C = C(h,q) such that:
1∫
0
(
E
∣∣φ(w+ sh)− φ(w)∣∣q)p/q ds
s1+pα
6 C‖φ‖p,α.
Henceforth, we make the convention that C with or without subscripts denotes a generic
positive constant whose value may vary from one place to another.
3. Main results and proofs
In this section we suppose that (B,H,µ) is the classical Wiener space of linear Brownian
motion on [0,1], i.e., B is the space of real continuous functions defined on [0,1] and taking
value 0 at 0, with the uniform convergence topology; H the Cameron–Martin space consisting
of those functions in B which are absolutely continuous and whose first derivatives are square
integrable, and µ the standard Wiener measure.
Our first result is:
THEOREM 3.1. – For x > 0 we set A= {w: max06s61 |w(s)|< x}. Then:
(1) if pα < 1, we have χA(w) ∈Epα ;
(2) if pα > 1, we have χA(w) /∈Epα .
Proof. – Without any loss of generality we assume x = 1.
We shall need the following chain rule for differentiation on the Wiener space:
Let φ :Rm→R be a function such that there exists a bounded non-negative functionK defined
on Rm with property that: ∣∣φ(x)− φ(y)∣∣6K(x)|x − y|
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for any x, y ∈ Rm. Suppose that F = (F 1, . . . ,Fm) is a random vector whose components belong
to the space Dp1 . Then φ(F) ∈Dp1 and there exists a random vectorG= (G1, . . . ,Gm) bounded
by K(F 1, . . . ,Fm) such that:
D
(
φ(F)
)= m∑
i=1
GiDF
i.
We shall not prove this formula of derivation since it is a localized version of Proposition 1.2.3
in [9].
(1) We construct the following Lipschitz continuous function:
fε(x)=

1, x ∈ [0,1− ε),
ε−1(1− x), x ∈ [1− ε,1),
0, x ∈ [1,∞).
Set
Tε(w)= fε
(
max
06s61
∣∣w(s)∣∣).
By the chain rule of derivation on the Wiener space, we have∥∥DTε(w)∥∥H 6 ε−1χ{1−ε6max06s61 |w(s)|<1}∥∥∥D( max06s61∣∣w(s)∣∣)
∥∥∥
H
6Cε−1χ{1−ε6max06s61 |w(s)|<1}.
Noting that:{
1− ε 6 max
06s61
∣∣w(s)∣∣< 1}⊂ {1− ε 6 max
06s61
w(s) < 1
}
∪
{
1− ε 6 max
06s61
(−w(s))< 1},
by the reflection principle (cf. [13]) we have:
µ
{
1− ε 6 max
06s61
∣∣w(s)∣∣< 1}6 2µ{1− ε 6 max
06s61
w(s) < 1
}
= 4√
2pi
1∫
1−ε
e−x2/2 dx
6Cε.
Hence
‖Tε‖p,1 6C +Cε−1
(
µ
{
1− ε 6 max
06s61
∣∣w(s)∣∣< 1})1/p
6Cε−1+1/p.
Moreover, we have:
‖χA − Tε‖p =
( ∫
{1−ε6max06s61 |w(s)|<1}
∣∣∣1− ε−1(1− max
06s61
∣∣w(s)∣∣)∣∣∣pµ(dw))1/p
6
(
µ
{
1− ε 6 max
06s61
∣∣w(s)∣∣< 1})1/p
6Cε1/p.
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Therefore
K(ε,χA)6Cε1/p,
which gives us
‖χA‖p,α <∞.
(2) To prove the second part we shall use Theorem 2.1. Here we take h(s)= sup(s/t,1), 06
s 6 1, where t satisfies 0 < t 6 1 and will be determined below. Next we need to make an
estimation for the following expectation:
E
∣∣χA(w+ εh)− χA(w)∣∣p
= µ(({w+ εh /∈A} ∩A)∪ ({w+ εh ∈A} ∩Ac))
> µ
{
max
06s61
∣∣w(s)+ εh(s)∣∣> 1, max
06s61
∣∣w(s)∣∣< 1}
> µ
{
max
06s61
∣∣w(s)+ εh(s)∣∣> 1, max
06s61
∣∣w(s)∣∣< 1, max
06s6t
w(s) < 1− ε
}
= µ
{
max
06s61
w(s)> 1− ε, max
06s61
∣∣w(s)∣∣< 1, max
06s6t
w(s) < 1− ε
}
= µ
{
max
06s61
w(s)> 1− ε, max
06s61
∣∣w(s)∣∣< 1}
−µ
{
max
06s61
w(s)> 1− ε, max
06s61
∣∣w(s)∣∣< 1, max
06s6t
w(s)> 1− ε
}
:= I1 − I2.
We see that:
I2 = µ
{
max
06s61
∣∣w(s)∣∣< 1, max
06s6t
w(s)> 1− ε
}
6 µ
{
1− ε 6 max
06s6t
w(s) < 1
}
= 2√
2pit
1∫
1−ε
e−
x2
2t dx
6 2√
2pit
e−
1
2t ε.
We have
I1 = µ
{
−1< min
06s61
w(s)6 max
06s61
w(s) < 1
}
−µ
{
−1< min
06s61
w(s)6 max
06s61
w(s) < 1− ε
}
=A(0)−A(ε),
where
A(ε)= µ
{
−1< min
06s61
w(s)6 max
06s61
w(s) < 1− ε
}
.
We evaluate A(ε).
For that, we use the following proposition (Ito and McKean [7, p. 30]):
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PROPOSITION 3.1. – For any t > 0 and a < 0 < b, defining m(t) = min06s6t w(s) and
M(t)=max06s6t w(s), we have
µ
(
a <m(t) <M(t) < b
)= b∫
a
k(x)dx,
where
k(x)= 1√
2pit
∞∑
n=−∞
{
exp
[−(x − 2nl)2
2t
]
− exp
[−(x − 2a + 2nl)2
2t
]}
and l = b− a.
Thus, from Proposition 3.1, we obtain:
µ
(
a <m(t) <M(t) < b
)
= 1√
2pit
∞∑
n=−∞
{ b−2nl∫
a−2nl
−
b−2a+2nl∫
−a+2nl
}
e−
x2
2t dx
=
+∞∑
n=−∞
[
φt(b− 2nl)− φt (a − 2nl)− φt(b− 2a + 2nl)+ φt(−a + 2nl)
]
,
where we put
φt(x)= 1√
2pit
x∫
0
exp
[−u2
2t
]
du.
Since φt(−x)=−φt(x), we have:
µ
(
a <m(t) <M(t) < b
)
=
+∞∑
n=−∞
[
φt (b− 2nl)− φt(b− 2a + 2nl)+ 2φt(2nl − a)
]
=
+∞∑
n=−∞
[
2φt(2nl − a)− 2φt(2nl − b)+ φt (2nl − b)− φt
(−a + (2n+ 1)l)]
=−1+
+∞∑
n=−∞
2
[
φt(b− 2nl)− φt(a − 2nl)
]
thus,
µ
(
a < m(t) <M(t) < b
)=−1+ 2 b∫
a
+∞∑
n=−∞
1√
2pit
exp
[−(x − 2nl)2
2t
]
dx.(1)
LEMMA 3.1. – Let φ(x)= 1√
2pi
∫ x
0 exp[−u
2
2 ]du. We have
A(ε)=−1+ 2
∑
k>0
(−1)kφ(2k + 1− kε)+ 2
∑
k>0
(−1)kφ(2k + 1− ε(k + 1)).(2)
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Proof. – We use the expresion of µ(a <m(t) <M(t) < b) given by (1), we obtain:
A(ε)=−1+ 2
+∞∑
n=−∞
[
φ(4n+ 1− 2nε)− φ(4n− 1− (2n− 1)ε)]
=−1+ 2
+∞∑
n=−∞
(−1)nφ(2n+ 1− nε).
Since φ(−x)=−φ(x), this ends the proof of Lemma 3.1. 2
LEMMA 3.2. – For ε small enough, we have
2ε√
2pi
e−9/2
[
e4 − 5]6 I1 6 2 1∫
1−ε
e−u2/2 du.
Proof. – From Lemma 3.1,
I1 = 2
∑
k>0
(−1)kuk,
where
uk = 2φ(2k+ 1)− φ
(
(2k+ 1)− kε)− φ(2k + 1− ε(k + 1))
and for any k > 0, we have uk > 0. Moreover, uk+1 6 uk and uk goes to zero when k tends to∞.
Thus I1 = 2[u0 − u1 + u2 − u3 + · · ·] is the sum of alternate series and satisfies:
2(u0 − u1)6 I1 6 2u0.
From that, we deduce the inequality of Lemma 3.2. 2
Now, we continue the proof of (2) in Theorem 3.1. From Lemma 3.2, we get
I1 > C0ε,
where C0 > 0. Choosing t sufficiently small such that C0 > 2√2pit e
− 12t , we obtain
E
∣∣χA(w+ εh)− χA(w)∣∣p > (C0 − 2√
2pit
e−
1
2t
)
ε > Cε.
Thus
1∫
0
(E|XA(w+ εh)− χA(w)|q)p/q
ε1+pα
dε > C
1∫
0
εp/q
ε1+pα
dε.
If pα > 1 then for q = 2p/(pα + 1) we have
1∫
0
(E|XA(w+ εh)− χA(w)|q)p/q
ε1+pα
dε > C
1∫
0
ε−(1+pα)/2 dε=∞.
Hence XA(w) /∈Dpα by Theorem 2.1. 2
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Now we turn to the study of the smoothness of the indicator function of the set A defined by
A= {w: F(w) < a},
where F is a smooth non-degenerate Wiener functional in the sense of Malliavin calculus and a
a real number.
We remark that from a viewpoint parallel to the finite-dimensional case, F can be considered
as a defining function of A.
We now state the following:
THEOREM 3.2. – Under the above conditions, we have:
(1) χA ∈Epα if pα < 1.
(2) Suppose that A 6= or ∅ a.e., then χA /∈Epα if pα > 1.
Proof. – (i) Since F is smooth non-degenerate, its law has an infinitely differentiable density
with respect to the Lebesgue measure which will be denoted by g(·).
By a translation we may and will assume that a = 0 and we set:
fε(x)=

1, x ∈ (−∞,−ε),
−ε−1x, x ∈ [−ε,0),
0, x ∈ [0,∞)
and
Fε(w)= fε
(
F(w)
)
.
Then we have by Proposition 2.1∥∥DFε(w)∥∥H 6 ε−1χ{−ε6F60}(w)∥∥DF(w)∥∥H .
We now fix p > 1. Then for any q > 1 we have by Hölder inequality:
‖DFε‖p 6 ε−1‖DF‖ pq
q−1 ‖χ{−ε6F60}‖pq
= ε−1‖DF‖ pq
q−1
( 0∫
−ε
g(x)dx
) 1
pq
6 ε−1Cqε
1
pq
= Cqε−1+
1
pq .
Hence
‖Fε‖p,1 6 Cqε−1+
1
pq .(3)
On the other hand, we have:
‖χA − Fε‖p =
( ∫
{−ε6F60}
∣∣1+ ε−1F(w)∣∣pµ(dw))1/p
6
(
µ{−ε 6 F 6 0})1/p
=
( 0∫
−ε
g(x)dx
)1/p
6 Cε1/p.
(4)
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Combining (3), (4) yields
K(ε,χA)6 Cqε
1
pq .
Hence, if pα < 1, taking q sufficiently close to 1 such that q−1 >pα, we find
‖χA‖p,α 6Cq
( 1∫
0
ε−αp+q−1−1 dε
)1/p
<∞.(5)
(ii) Suppose that χA ∈Epα for some pα > 1. Then by Theorem 2.1 or [10], for any h ∈H, χA
admits a version χ˜A such that for almost allw, the function t→ χ˜A(w+ th) is continuous, hence
uniformly continuous on [0,1]. Let
G= {w: χA(w+ th)= χ˜A(w+ th) for all rational number t
and t→ χ˜A(w+ th) is uniformly continuous on [0,1]
}
.
Then G has full Wiener measure and for w ∈ G, the restriction of t → χ˜A(w + th) to the set
of rational numbers is again uniformly continuous. Since χA takes only two values 0 and 1,
t→ χA(w+ th) must be a constant function on rational numbers. Consequently for all w ∈G,
χA(w)= χA(w+ h).
This in turn implies that
µ
(
(A+ h)1A)= 0
for all h ∈H . Hence by the ergodicity of H we have
µ(A)= 0 or 1,
which completes the proof. 2
Now consider the following Sobolev’s pseudo-norms on classical Wiener space (cf. [3]):
‖w‖qq,r =
1∫
0
1∫
0
|w(t)−w(s)|2q
|t − s|1+2qr dt ds,(6)
where 0 < r < 1/2, q > 12r ∨ 11−2r . In [3], Airault and Malliavin proved that ‖ · ‖qq,r ∈D∞ =⋂
p,α D
p
α . On the other hand, Fang in [4] proved that ‖ · ‖qq,r are non-degenerate. Thus ‖ · ‖q,r
has an infinitely differentiable density. So, Theorem 3.2 applies and we have:
THEOREM 3.3. – If we replace the sup-norm in Theorem 3.1 by the norm defined in (6), then
the conclusions still hold.
Remark 3.4. – By [12] we know that for every ε > 0 it holds
E
p
α+ε ⊂Dpα ⊂Epα−ε.
Hence Theorems 3.1, 3.2 and 3.3 remain true if we replace Epα by Dpα .
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