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Abstract. Multi-sequence of cardiac magnetic resonance (CMR) images
can provide complementary information for myocardial pathology (scar
and edema). However, it is still challenging to fuse these underlying in-
formation for pathology segmentation effectively. This work presents an
automatic cascade pathology segmentation framework based on multi-
modality CMR images. It mainly consists of two neural networks: an
anatomical structure segmentation network (ASSN) and a pathological
region segmentation network (PRSN). Specifically, the ASSN aims to
segment the anatomical structure where the pathology may exist, and it
can provide a spatial prior for the pathological region segmentation. In
addition, we integrate a denoising auto-encoder (DAE) into the ASSN
to generate segmentation results with plausible shapes. The PRSN is
designed to segment pathological region based on the result of ASSN,
in which a fusion block based on channel attention is proposed to bet-
ter aggregate multi-modality information from multi-modality CMR im-
ages. Experiments from the MyoPS2020 challenge dataset show that our
framework can achieve promising performance for myocardial scar and
edema segmentation.
Keywords: Myocardial pathology · Multi-sequence CMR · Segmenta-
tion.
1 Introduction
Myocardial infarction (MI) is one of the most dangerous cardiovascular diseases
in worldwide. The severity of MI depends on the assessment of the myocar-
dial scar and edema [3]. Accurate delineation of these pathological regions from
cardiac magnetic resonance (CMR) can provide important advancements for
the prediction and management of MI patients [5]. Since manual delineation
is generally time-consuming, tedious and subject to inter-observer variations,
the automatic segmentation approach has gradually attracted more attention of
research.
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Conventional myocardial pathology segmentation methods are mainly based
on intensity thresholding, such as the signal threshold to reference mean (STRM)
[6], region growing (RG) [1] and full-width at half-maximum (FWHM) [2]. How-
ever, the thresholding methods could be easily affected by the image noise, and
have poor agreement with expert delineations [9,16]. Recently, learning-based
methods have achieved promising performance in different pathology segmen-
tation tasks, such as brain tumor [10] and liver lesion [15]. For pathology seg-
mentation on left atrium (LA) myocardium, Yang et al. presented a super-pixel
scar segmentation method using support vector machine (SVM) [11]. Li et al.
proposed a fully automated scar segmentation method based on the graph-cuts
framework, where the potentials of the graph are estimated via deep neural net-
work (DNN) [8]. Futhermore, Li et al. designed a multi-task learning network
to joint perform LA segmentation and LA scars quantification, in which the LA
boundary is extracted as spatial attention for the scars [7]. For pathology seg-
mentation on left ventricular (LV) myocardium, Zabihollahy et al. proposed a
CNN-based method to segment scar from late gadolinium enhancement (LGE)
MRIs [14]. However, their method relies on the manual delineation of the LV
myocardium region. To achieve a fully automatic scar segmentation method,
they further developed a multi-planar network to segment LV myocardium [13].
At present, most DNN-based myocardial pathology segmentation methods
are focus on mono-modality CMR, such as LGE. But multi-modality CMR can
provide different enhanced-information of the whole heart. For instance, the
balanced-Steady State Free Precession (bSSFP) cine sequence can present a clear
myocardial boundary, while the LGE and T2-weighted CMR can highlight the
scar and edema regions, respectively [19,20]. Being aware that the complemen-
tary information is helpful for myocardial pathology segmentation. We design a
cascade multi-modality pathology segmentation framework. Figure 1 shows the
overview of the framework. The framework decomposes the pathology segmen-
tation task into two sub-stages, i.e. the anatomical structure segmentation stage
and the pathological region segmentation stage. The main contributions of our
work are:
(1) we propose a fully automatic pathology segmentation framework, and
validate it using the MyoPS2020 challenge dataset 1.
(2) we present an anatomical structure segmentation network, where a de-
noising auto-encoder (DAE) is adopted to reconstruct the segmentation results
with realistic shapes.
(3) we propose a pathological region segmentation network, in which a chan-
nel attention based fusion block is designed to adaptively fuse complementary
information of multi-modality CMR images for pathology segmentation.
1 http://www.sdspeople.fudan.edu.cn/zhuangxiahai/0/MyoPS20/
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ASSN PRSN
pathological regionanatomical structure
Fig. 1. The architecture of the multi-modality pathology segmentation framework.
Given multi-modality CMR (bSSFP, T2, DE) images, the ASSN first obtains a candi-
date anatomical structure, where the pathology may exist. Then, the PRSN predicts
the final scar and edema regions within the candidate structure.
2 Method
2.1 Anatomical Structure Segmentation Network (ASSN)
The ASSN is designed to obtain a candidate anatomical structure from CMR
images. In the myocardial pathology segmentation task, we designate the candi-
date structure as the LV epicardial region, where the scar and edema may exist.
Figure 2 shows the architecture of the ASSN. It mainly includes three individual
encoders and one shared decoder. Each encoder can obtain underlying anatom-
ical feature from CMR, while the decoder can fuse the obtained features, and
predicts a pixel-level LV mask.
Given a multi-modality CMR images I=(IbSSFP , ILGE , IT2), the ASSN aims
to learn a mapping fθ from I to a binary mask. Therefore, the network can be
trained under supervised manner, and the loss function is
Lossseg = Dice(fθ(I), Llv) (1)
where the Llv is the golden standard of the LV, Dice(A,B) refers to the Dice
score of A and B. Thus, the candidate anatomical structure C=(CbSSPF , CLGE ,
CT2) can be extracted as
CbSSFP = IbSSFP ⊗ fθ(I), (2)
CLGE = ILEG ⊗ fθ(I), (3)
CT2 = IT2 ⊗ fθ(I), (4)
where ⊗ is element-wise multiplication.
Generally, the ASSN performs pixel-wise classification based on processing
the intensity value of I. However, the pathology usually leads to abnormal in-
tensity distribution in CMR images. For instance, LGE visualizes the scars as
brighter texture, in contrast to the dark healthy myocardium [21]. Therefore, the
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Fig. 2. The architecture of the ASSN. The auxiliary DAE is adopted to suppress the
influence of the pathology region and generate results with plausible shape.
segmentation results could be easily affected. To tackle this, we adopt a DAE to
refine the segmentation results with realistic shapes [12].
A DAE usually follows an encoder-decoder (E-D) architecture. Let the L¨
denotes the noisy version of the Lgd, the DAE aims to map the L¨ to a lower-
dimension representation h, from which the Lgd can be reconstructed. It can be
trained to minimize the reconstruction error of the input
LossDAE = ‖D(E(L¨))− Lgd‖2, (5)
where E(L¨) is a compact representation of L¨, D(E(L¨)) is a reconstruction of
Lgd. Regarding the original segmentation result fθ(I) as a noisy version of the
golden standard label, we integrate the DAE into the ASSN to reconstruct the
original result into a plausible one. So that, the final loss function of the ASSN
is defined as
LossASSN = Lossseg + βDice(D(E(fθ(I))), Llv), (6)
where β is the balance coefficient between the Dice loss and reconstruction loss.
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Fig. 3. The architecture of PRSN. It contains four sub-branches BbSSFP , BLEG, BT2,
BMain. We set up to segment the myocardium in BbSSFP ; the scars and normal my-
ocardium in BLEG; the edema and normal myocardium in BT2; the scars, edema and
normal myocardium in BMain.
2.2 Pathological Region Segmentation Network (PRSN)
In the pathological region segmentation network (PRSN), complementary in-
formation from C = (CbSSPF , CLGE , CT2) are expected to be fused and boost
the pathology segmentation performance. Figure 3 shows the architecture of
PRSN. We construct three DNN branches (BbSSPF , BLGE , BT2) to capture
multi-modality information from each candidate region. Specifically, the BLEG
and BT2 mainly aim to acquire pathology (scar and edema) features from CLGE
and CT2. Meanwhile, the BbSSFP is intent to obtain myocardium features from
CbSSPF . Due to most of the scar and edema are scatted in the myocardium,
the myocardium features can provide spatial prior information for the pathology
regions. Therefore, the cost functions of three DNN branches are
LossbSSFP = Dice(LbSSFP , LˆbSSFP ), (7)
LossLGE = Dice(LLGE , LˆLGE), (8)
LossT2 = Dice(LT2, LˆT2), (9)
where LbSSFP (LLGE , LT2) and LˆbSSFP (LˆLGE , LˆT2 ) are corresponding gold
standard and predicted label of BbSSPF (BLEG, BT2) branch, respectively.
Having the three sub-branches constructed, the potential features from them
are need be fused and propagated to a main-branch BMain for pathology seg-
menting. At present, the most popular feature fusion strategies include sum-
mation, product and maximization. However, they still suffer from the lack of
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Fig. 4. The channel-wise fusion block
robustness in different tasks [17]. As shown in the Figure 4, we propose a multi-
modality channel-attention fusion block (CAFB) for adaptively weighted feature
fusion of different modalities in BMain.
Suppose we have three feature maps (FbSSFP , FLGE , FT2) from sub-branches
and one previous output FMain of the main-branch, the CAFB first merges
these feature maps to obtain an concatenated feature Zconcat. Since Zconcat
aggregates all feature maps from (BbSSFP , BLEG, BT2), it easily suffers from
the information redundancy. Due to the channel-attention (CA)[4] can emphasize
informative features and suppress less useful ones, the block adopts it to performs
channel-wise feature re-calibration on Zconcate. So That, the output of CAFB
(ZCAFB) is
ZCA = δ(W2σ(W1Avg(Zconcat)), (10)
ZCAFB = σ(W3(ZCA ⊗ Zconcat)), (11)
where σ, δ and Avg refer to Relu, Sigmoid and average pooling function, respec-
tively; and W1, W2 and W3 are parameters of different convolution layers. Here,
ZCA is the channel-wise attention weight, with which the original Zconcat can be
re-calibrated and achieve better representation of multi-modality information.
Furthermore, we apply the CAFB in different hierarchies of the BMain (see
BMain in Figure 3). Thus, the BMain can capture multi-scale multi-modality
features for pathology segmentation. The training loss of the BMain can be
defined as
LossMain = Dice(LMain, LˆMain), (12)
where LMain and LˆMain are the gold standard and predicted label of BMain,
respectively. Note that the BMain jointly performs scar, edema and normal my-
ocardium segmentation. Finally, the overall loss function of the PRSN is
LossPRSN = LossMain + λbSSFPLossbSSFP + λLGELossLEG + λT2LossT2,
(13)
where λbSSFP , λLGE and λT2 are hyper-parameters.
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3 Experiment
3.1 Dataset
The framework was evaluated in the MyoPS2020 challenge data set which con-
tains 45 multi-sequence CMR (bSSFP, LGE, T2) images. In our experiments,
the training and validation sets comprise 20 and 5 images with their gold stan-
dard labels, respectively. The testing set includes 20 images. All published data
has been aligned in a common space and resampled with the same spatial res-
olution. For evaluation, we randomly selected 20 samples for training networks,
while leaving the rest of 5 samples for validation.
3.2 Implementations
We trained our models by extracting 2D slices from multi-sequence CMR images.
Each slice was cropped and resized to 128×128 pixels which are roughly centering
at the heart region. All of the models (DAE, ASSN and PRSN) were implemented
in Python and optimized by using the Adam algorithm.
For the DAE: In each training iteration, we generated L¨ by randomly adding
noise to a gold standard label L. Having a pair of (L, L¨) prepared, the DAE can
be trained via minimizing the reconstruction loss LossDAE (see Eq.5).
For the ASSN: The pre-trained DAE was adopted to perform shape recon-
struction. In each training iteration, the sample I = (IbSSFP , ILGE , IT2, L) was
feed into the network. By setting the β to 0.2 in LASSN (see Eq.6), the trainable
loss can be calculated and back-propagated to optimize the parameters of ASSN.
For the PRSN: We first extracted C = (CbSSPF , CLGE , CT2) and their cor-
responding label (LbSSPF , LLGE , LT2) from the training data. Then, the hyper-
parameter λbSSFP , λLGE and λT2 were set to 0.3, 0.5 and 0.5, respectively (see
Eq. 13). Finally, the network can be trained by minimizing the LossPRSN .
3.3 Results
ASSN: To evaluate the performance of the ASSN, the Dice score and Hausdorff
distance between the predicted label and gold standard label were calculated.
Table 1 shows the performance of three different methods:
– Unet-bSSFP: The Unet which is trained by using bSSFP images. We im-
plemented this method because the bSSFP can provide a relatively clear
boundary of the LV.
– ASSN-WO-DAE: Our ASSN network but without DAE.
– ASSN: Our proposed anatomical structure segmentation network.
Compared to Unet-bSSFP, the methods (ASSN-WO-DAE and ASSN) using
multi-modality CMRs can achieve better performance in both terms of Dice
score and Hausdorff distance. Additionally, although the ASSN-WO-DAE ob-
tained comparable result to ASSN in term of the Dice score, the ASSN still
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Table 1. Dice score and Hausdorff of the proposed method and other baseline
methods on the validation set.
Method Dice (%) Hausdorff (mm)
Unet-bSSFP 93.77 ± 2.55 10.72 ± 9.02
ASSN-WO-DAE 96.21 ± 3.28 8.25 ± 9.06
ASSN 96.99 ± 1.49 3.04 ± 0.76
achieved almost 5 mm improvement in the Hausdorff distance. Moreover, Fig-
ure 5 presents a series of visual results. One can see the results of Unet-bSSFP
and ASSN-WO-DAE were easily affected by the quality of CMRs, while our
ASSN can generate results with plausible shape. This demonstrates the benefit
of integrating DAE to the segmentation network.
T2LGEbSSFP ASSN-WO-DAE ASSN golden standard Unet-bSSFP
T2LGEbSSFP ASSN-WO-DAE ASSN golden standard Unet-bSSFP
T2LGEbSSFP ASSN-WO-DAE ASSN golden standard Unet-bSSFP
(b)
(a)
(c)
Fig. 5. Comparison of the proposed method and other baseline methods. Image of (a)
is a normal case, where all three methods can achieve a reasonable segmentation result.
However, the image of (b) and (c) are challenging cases, where both Unet-bSSFP and
ASSN -WO-DAE failed to generate realistic results but the proposed ASSN method
showed good robustness.
PRSN: The performance of the PRSN is evaluated by the Dice score of scar
and scar + edema region. Table 2 shows seven different segmentation methods
based on our extracted LV.
– Unet-scar: Unet which is trained on CLGE datas for scar segmentation.
– Unet-edema: Unet which is trained on CT2 datas for edema segmentation.
– PRSN-BT2: The BT2 branch of PRSN.
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Table 2. Dice scores of the proposed method and other baseline methods on
the testing set. N/A indicates the segmentation result was not provided
Method scar (%) edema (%)
Unet-edema N/A 61.42 ± 11.86
Unet-scar 56.38 ± 23.36 N/A
PRSN-BT2 N/A 64.37 ± 11.25
PRSN-BLGE 55.65 ± 24.97 N/A
scar (%) scar + edema (%)
Fusion-Unet 57.50 ± 23.09 66.61 ± 12.79
MFB-PRSN 59.56 ± 25.18 68.59 ± 12.33
PRSN 64.09 ± 25.96 70.24 ± 12.98
– PRSN-BLGE : The BLGE branch of PRSN.
– Fusion-Unet: Unet which is implemented by using input-level fusion strategy
[18].
– MFB-PRSN: PRSN which is implemented by using MFB (summation-product-
maximization) fusion strategy in BMain [17].
– PRSN: Our proposed pathological region segmentation network.
Among these methods, the Unet-scar, Unet-edema, PRSN-BT2 and PRSN-BLGE
can be considered as the mono-modality methods, while the MFB-PRSN, Fusion-
Unet and PRSN are multi-modality methods. Overall, the multi-modality meth-
ods achieved better results than the mono-modality methods in scar segmenta-
tion. This reveals the advantage of using multi-modality images for pathology
segmentation. Meanwhile, compared to MFB-PRSN which uses the summation-
product-maximization fusion strategy for feature fusion, our PRSN achieved al-
most 4% and 3% improvement in scar and scar + edema region, respectively. This
indicates the advantage of our proposed CAFB. In addition, Figure 6 demon-
strates visual results of different methods.
4 Conclusion
In this work, we proposed a cascade multi-modality pathology segmentation
framework. It has been evaluated on scar and edema segmentation of CMR im-
ages. The experimental results show our CAFB is capable in fusing complemen-
tary information from multi-sequence CMRs to boost the pathology segmenta-
tion performance. Besides, we present the advantage of using DAE to reconstruct
the segmentation result with plausible shape. Future research aims to investigate
the performance of the framework on other pathological datasets.
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