Abstract: An investigation into the effects of varying levels of chromatic dispersion on a ModeLocked Laser Diode optical clock recovery process is presented. Results demonstrate that this technique is invariant to input dispersion varying between ±75ps/nm.
Introduction
Future high capacity Optical Time Division Multiplexed (OTDM) networks operating at aggregate data rates greater than 100Gb/s will require optical clock recovery (OCR) to carry out various optical signal processing tasks [1] . A number of different OCR methods have been demonstrated [2, 3] , with the work reported here utilising a ModeLocked Laser Diode (MLLD) [4, 5] . The advantage of this method is that when an RZ data stream is injected into the MLLD, it produces a sub-harmonic optical pulse train as an output [4] . Here a self-pulsating mode-locked quantum dot Fabry-Perot (ML-QD-FP) laser diode, provided by the III-V Lab in the framework of the French research program ROTOR, was used to recover a 42GHz optical clock from a 170Gb/s OTDM data signal [6] . Previous work [7, 8] involved the re-modulation of the recovered clock signal to carry out BER measurements to quantify the performance of the clock recovery process. Impairments such as timing jitter and optical noise would manifest themselves as an accumulated power penalty derived from the BER measurement. Here, the Frequency Resolved Optical Gating (FROG) [9] technique is used to directly characterise the performance of the OCR process to varying levels of input dispersion. The results presented confirm that this OCR technique produces a high quality clock signal that is independent of the level of dispersion that the data signal has experienced. The experimental set up, available on the PERSYST Platform, is shown in Fig. 1 . The 10.67GHz optical pulse train was provided by an actively mode-locked pulse source (u 2 t TMLL) generating 2ps optical pulses at 1550nm. This signal was then modulated with a 2 31 -1 PRBS data signal generated using a programmable pattern generator (PPG) and wideband data modulator. The 10.67Gb/s data signal was multiplied up to 170.72Gb/s using a passive delay line optical multiplexer, and then amplified using an EDFA in order to overcome the insertion loss of the multiplexer. The signal then entered a tunable dispersion compensating module (TDCM, from TeraXion) which allowed the dispersion of the OTDM data signal to be varied between ±75ps/nm. The effects of dispersion were monitored using a1411_1.pdf
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978-1-55752-855-1/08/$25.00 ©2008 IEEE a 1ps resolution Optical Sampling Oscilloscope (OSO, from PicoSolve Inc.). The dispersed signal than entered the OCR circuitry, which comprised of an optical circulator and the self-pulsating ML-QD-FP laser diode, which had a peak emission wavelength around 1570nm (L-band). By varying the bias current and temperature of the device, the FP laser's frequency was tuned close to 42.68GHz thereby allowing an optical clock to be extracted from the injected signal [7] . The optical power of the signal injected into the ML-QD-FP was in the region of 5-10dBm. The recovered clock signal was then optically filtered (BW=5nm, centred at 1563nm) to eliminate the input data signal. The temporal and phase profiles of the filtered signal was then analysed as a function of various dispersion levels using the SHG-FROG. The FROG measurement scheme is advantageous over other pulse measurement schemes such as bandwidth limited oscilloscopes and traditional autocorrelation methods as its retrieves intensity and corresponding phase information [9] . This property allows for the study of the dispersion transfer of the clock recovery process. Fig. 2 shows two eye diagrams as measured using the OSO of the high-speed OTDM data signal under two different dispersion regimes; (a) Zero dispersion; (c) -75ps/nm dispersion. The pulse separation in Fig. 2 (a) is 5.8ps corresponding to the multiplexed data rate, while the pulse width is approximately 3.2ps. This pulse duration is slightly high for a 170Gbit/s OTDM data signal and results from pulse broadening experienced in the EDFA before Fig. 2 (c) displays the eye diagram for the same 170Gb/s OTDM data signal when the dispersion was set to -75ps/nm. As expected the eye is completely closed due to adjacent pulses overlapping. Fig. 2 (b & d) shows oscilloscope traces of the 42.68GHz optically recovered clock for the two different dispersion regimes. The pulse separation is 23.4ps which corresponds to a repetition rate of 42.68GHz. The measured pulse duration on the OSO was in the order of 1.8ps, while the temporal jitter was <600fs for both signals. Fig. 3 (a) and (b) shows the retrieved pulse intensity and chirp profile respectively from the FROG measurement of the 42.68GHz recovered clock signals for two different dispersion regimes. Fig. 3 (a) shows that there is little difference in the temporal profile of the clock signal when the incident OTDM has no dispersion (0ps/nm) and when the dispersion is set to -75ps/nm. The measured pulse width was 1.5ps, which is slightly less than that recorded using the OSO. This could be accounted for by the limited temporal resolution of the OSO. What is interesting is that the FROG analysis displays two pulse pedestals, positioned about 2.4ps away, and 15dB down, from the main peak. These pedestals are not clearly visible on the oscilloscope trace. Fig. 3 (b) shows the recovered chirp profile for the two pulses shown in Fig. 2 (b) and (d).
Experimental Result
As shown, the recovered clock signal has a slight negative chirp across the central portion of the pulse. Fig. 3 (c) a1411_1.pdf
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plots the variation of the measured pulse width of the recovered clock signal as a function of varying input dispersion imparted on the data signal. There is only a slight variation (100fs) between the measured pulse duration of the clock signal across the entire dispersion range. Fig. 3 (d) presents a plot of the group delay measured across the pulse as a function of dispersion imparted by the TDCM on the input signal. As displayed, the group delay varies less than 1ps/nm over the entire dispersion tuning range of 150ps/nm. 
Conclusion
This paper has presented an investigation into the effects of varying input dispersion levels has on the optical clock recovered signal based on ML-QD-FP laser diode. The effects of dispersion where monitored by using the SHG-FROG methods, allowing direct analysis without the need for BER measurements. Results presented show that for a dispersion range of 150ps/nm, the group delay of the output signal varied by less than 1ps/nm. This demonstrates that the OCR technique presented is insensitive to distortions of the injected signal caused by chromatic dispersion. In addition, the temporal jitter on the recovered clock signal was <600fs over the entire dispersion tuning range.
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