Riemann Surfaces and 3-Regular Graphs by Mangoubi, Dan
ar
X
iv
:m
at
h/
02
02
15
6v
1 
 [m
ath
.D
G]
  1
7 F
eb
 20
02
RIEMANN SURFACES AND 3-REGULAR GRAPHS
Research Thesis
submitted in partial fulfillment of the
requirements for the degree of
Master of Science in Mathematics
Dan Mangoubi
Submitted to the Senate of
The Technion - Israel Institute of Technology
Tevet, 5761 Haifa January 2001
This research thesis was done under the supervision of Professor Robert
Brooks in the Department of Mathematics.
I would like to thank Professor Brooks for lighting my way, caring and loving.
The thesis is dedicated to my parents, sister and brother. Cette the`se est
e´galement dedie´e a` mes grand-me`res bien aime´es Ire`ne et Sarah.
The generous financial help of the Forchheimer Foundation Fellowship is
gratefully acknowledged.
Contents
Abstract 1
List of Symbols 2
Introduction 3
Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 3
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1 Riemann Surfaces and 3-regular Graphs 5
1.1 Ideal Triangles . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Some notions in Graph Theory . . . . . . . . . . . . . . . . . 6
1.3 Triangulations and 3-regular Graphs . . . . . . . . . . . . . . 8
1.4 Constructing a Riemann Surface out of a 3-regular Graph . . . 8
1.5 A slightly more general construction . . . . . . . . . . . . . . 9
1.6 The Genus of SC(Γ) . . . . . . . . . . . . . . . . . . . . . . . 10
1.7 Automorphisms . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.7.1 Extension of Automorphisms . . . . . . . . . . . . . . 12
1.8 Conformal Compactification . . . . . . . . . . . . . . . . . . . 12
1.9 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.10 Belyi Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2 Geometric Relations between SO(Γ) and SC(Γ). 30
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.2 Large Cusps . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3 Controlling SC(Γ) . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4 The Complete Hyperbolic Punctured Disk . . . . . . . . . . . 32
2.5 The Curvature of Metrics on D∗ . . . . . . . . . . . . . . . . . 34
2.6 A Key Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.7 Proof of Theorem 2.3.1 . . . . . . . . . . . . . . . . . . . . . . 38
2.8 A Discussion of Theorem 2.3.1 . . . . . . . . . . . . . . . . . . 38
2.9 An Extension Problem . . . . . . . . . . . . . . . . . . . . . . 39
2.10 A Comparison Theorem . . . . . . . . . . . . . . . . . . . . . 43
A Ahlfors–Schwarz Lemma 46
A.1 The Lemma of Schwarz . . . . . . . . . . . . . . . . . . . . . . 46
A.2 Curvature and the Lemma of Schwarz . . . . . . . . . . . . . . 47
B The Poincare´ Polygon Theorem 50
C The Uniformization Theorem 51
Bibliography 52
List of Figures
1.1 The standard marked ideal triangle . . . . . . . . . . . . . . . 6
1.2 standard and non-standard marked ideal triangles . . . . . . . 7
1.3 A left-hand-turn path . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 lifting of automorphisms . . . . . . . . . . . . . . . . . . . . . 12
1.5 example no. 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6 example no. 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.7 example no. 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.8 example no. 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.9 example no. 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.10 example no. 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.11 example no. 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.12 Fundamental Domain for PSL(2,Z) . . . . . . . . . . . . . . . 25
1.13 3 copies of G give the marked ideal triangle . . . . . . . . . . 26
1.14 fundamental domain for Γ(2) . . . . . . . . . . . . . . . . . . 28
2.1 proof of the Shimizu-Leutbecher Theorem . . . . . . . . . . . 32
2.2 ds2
D∗
= e2uD∗ (dx2 + dy2) . . . . . . . . . . . . . . . . . . . . . . 34
2.3 horocycle with a slit . . . . . . . . . . . . . . . . . . . . . . . 40
2.4 The Extension Problem . . . . . . . . . . . . . . . . . . . . . 41
2.5 No extension . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Abstract
In this thesis, we consider a way to construct a rich family of compact Rie-
mann surfaces in a combinatorial way. Given a 3-regular graph with ori-
entation, we construct a finite-area hyperbolic Riemann surface by gluing
triangles together according to the combinatorics of the graph. We then
compactify this surface by adding finitely many points.
We discuss this construction by considering a number of examples. In
particular, we see that the surface depends in a strong way on the orientation.
We then consider the effect the process of compactification has on the
hyperbolic metric of the surface. To that end, we ask when we can change
the metric in the horocycle neighbourhoods of the cusps to get a hyperbolic
metric on the compactification. In general, the process of compactification
can have drastic effects on the hyperbolic structure. For instance, if we
compactify the 3-punctured sphere we lose its hyperbolic structure.
We show that when the cusps have lengths bigger than 2π we can fill in
the horocycle neighbourhoods and retain negative curvature.
Furthermore, the condition that the horocycles have length > 2π is sharp.
We show by examples that there exist curves arbitrarily close to horocycles
of length 2π, which cannot be so filled in. Such curves can even be taken to
be convex.
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List of Symbols
Γ A (3-regular) graph.
SO(Γ) A non-compact Riemann Surface constructed from Γ.
SC(Γ) A compact Riemann Surface constructed from Γ.
G A group.
ISO+ Orientation-Preserving Isometries.
D {z ∈ C : |z| < 1}.
D∗ D \ {0}.
Br {z ∈ D∗ : |z| < r} .
ds2
D
The complete hyperbolic metric on D.
ds2
D∗
The complete hyperbolic metric on D∗.
κ(ds2) The curvature of the Riemannian metric ds2.
κg Geodesic curvature.
∆ The Laplacian.
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Introduction
Outline of the thesis
This thesis considers a way to construct Riemann surfaces out of 3-regular
graphs. In Chapter 1, we present a method to construct a finite-area Riemann
surface out of a 3-regular graph. We then compactify it to get a compact
Riemann surface. In sections 1.1– 1.6 we describe this construction in detail.
In section 1.7 we show that symmetries of the graph are reflected in symme-
tries of the surface. This allows us to give several examples in section 1.9. In
the last section of the chapter we show that the compact Riemann surfaces
we construct are dense in the moduli space by considering them as Belyi
surfaces.
We would like to learn about the compact Riemann surfaces by studying
the geometry and spectral properties of the graphs from which they origi-
nated. Early works of Prof. Brooks ([Br1, Br2]) show connections between
the graphs and the non-compact Riemann surface. Later results in [Br3]
show that under nice conditions (the “large cusps condition”), the complete
metrics of constant curvature on the non-compact Riemann surface and its
compactification are arbitrarily close, outside of standard cusp neighbour-
hoods.
It is at this point that we start chapter 2. We would like to know, for
example, when we can control the metric on the compact Riemann sur-
face. More precisely, when can we change the hyperbolic metric on the non-
compact Riemann surface in neighbourhoods of the cusps to get a hyperbolic
metric on the compact Riemann surface? For example, if we compactify the
3-punctured sphere we lose the hyperbolic structure. To that end, we work
in a punctured-disk neighbourhood of a cusp, and consider the problem of
extension of metrics smoothly across the cusps to obtain metrics of negative
curvature. We prove that in a “large cusps” condition we can in fact extend
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the metric from the outside to a smooth metric of negative curvature inside.
This is the content of theorem 2.3.1.
The “large cusps” condition is discussed in section 2.2. There, we prove
also the classical Shimizu–Leutbecher theorem in a nice way. We study the
hyperbolic punctured disk in sections 2.4–2.5, and theorem 2.3.1 is proved in
sections 2.6 and 2.7.
In section 2.8 we show that the “large cusps” condition in theorem 2.3.1
is sharp. This leads us in section 2.9 to a very interesting problem: Suppose
we have a closed curve bounding a domain V in the unit disk, and we have
a conformal Riemannian metric of negative curvature outside of V . We ask
whether we can extend the metric to V in such a way, that we are left
with a conformal Riemannian metric of negative curvature. The Gauss–
Bonnet theorem imposes a natural restriction on the extension, but this is
not enough. We show that we can find curves which satisfy the Gauss–Bonnet
restriction for which we cannot extend the metric. We do this by using the
maximum principle for subharmonic functions. Indeed, we show that such
curves can be taken to be convex and arbitrarily close to the horocycle of
length 2π.
We also consider curves which satisfy the Gauss–Bonnet restriction and
for which no metric of negative curvature, conformal or nonconformal, can
extend the metric from the outside.
In section 2.10 we show results from [Br3]: If we have large cusps, the
hyperbolic metric on the compactification is very close to the original hyper-
bolic metric, outside of cusp neighbourhoods. This is theorem 2.10.1. The
basic idea here is to use the Ahlfors–Schwarz Lemma, which is proved and
discussed in appendix A.
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Chapter 1
Riemann Surfaces and
3-regular Graphs
1.1 Ideal Triangles
Let us denote by D the unit disk, equipped with the hyperbolic metric.
Definition 1.1.1. An ideal triangle in D is a triangle which has 3 vertices
at infinity.
Remark: Any two ideal triangles are isometric, since we may find a Mo¨bius
transformation, which takes one onto the other.
Choose a point on each edge of the ideal triangle. The chosen points will
be called tick-marks.
Definition 1.1.2. A marked ideal triangle is an ideal triangle with a tick-
mark on each one of its three sides.
An isomorphism between two marked ideal triangles is an isomorphism
between the ideal triangles which preserves the tick-marks.
The standard marked ideal triangle (figure 1.1) is any marked ideal triangle
which is isometric to the marked ideal triangle whose vertices in the disk
model are given by
v1 = 1, v2 = ω, v3 = ω
2,
and whose tick-marks are
t1 = −(2 −
√
3), t2 = −(2 −
√
3)ω, t3 = −(2 −
√
3)ω2,
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v3
2t
v1
t 3
v2
t 1 o
Figure 1.1: The standard marked ideal triangle
where ω = e2πi/3.
Under the isometry which takes the half-plane onto the disk and is given
by the map
z 7→ z − (ω + 1)
z − (ω¯ + 1)
the ideal triangle of figure 1.1 corresponds to the first ideal triangle from the
left in figure 1.2. In the second ideal triangle there, we have drawn also three
horocyclic segments, which will be called the standard horocyclic segments.
Note that each standard horocyclic segment is of length 1.
1.2 Some notions in Graph Theory
Throughout our work, the term graph will refer to a graph with loops and
multiple edges permitted.
Definition 1.2.1. A 3-regular graph is a graph for which there are three
edges incident at each vertex (loops are counted twice).
Let Γ be a 3-regular graph. Denote by V and E the set of its vertices
and the set of its edges respectively.
Definition 1.2.2. An orientation at a vertex v is a cyclic ordering of the
edges incident at v.
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Figure 1.2: standard and non-standard marked ideal triangles
e 2
e1
Figure 1.3: A left-hand-turn path
At each vertex of Γ choose an orientation (We will suppress the orienta-
tion and will denote the graph with orientation by Γ). We may regard the
orientation as follows: If we take a tour on the graph, at each vertex it tells
us which way is left. We define:
Definition 1.2.3. A left-hand-turn path in Γ is a directed closed path in Γ
such that if e1, e2 are successive edges in the path meeting at v, then e2, e1
are successive edges with respect to the orientation at v (see figure 1.3).
Where convenient, we will denote a left-hand-turn path by a cyclic se-
quence ((v1, e1), . . . , (vn, en)), where (vi, ei) ∈ (V,E) and ∂ei = {vi, vi+1}. In
this notation (vi+n, ei+n) = (vi, ei), and (vi, ei) 6= (vj , ej) for i 6≡ j (mod n).
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1.3 Triangulations and 3-regular Graphs
Let S be a closed (topological) surface. Let T be a triangulation of S. Mark
a point in the interior of each triangle, and connect points corresponding
to adjacent triangles. We get a 3-regular graph, Γ, drawn on the surface.
Γ inherits an orientation from the surface’s orientation - at each vertex,
v, of Γ we order the three emanating edges from v counterclockwise. For
convenience, we will refer to the vertices and edges of the triangulation as
T -vertices and T -edges respectively, while the vertices and edges of Γ will be
referred as Γ-vertices and Γ-edges respectively.
First, we note that any Γ-edge is crossed by exactly one T -edge, and
vice versa. Therefore the Γ-edges are in one-to-one correspondence with the
T -edges. Second, any left-hand-turn path in Γ cuts, on its left side, a disk
from the surface in which there are no Γ-vertices, since otherwise one could
join any Γ-vertex inside the disk by a shortest path in Γ to the boundary of
the disk to get that the boundary would not be a left-hand-turn path. In
this disk there is exactly one T -vertex: Indeed, any Γ-edge which crosses the
boundary of the disk must have one of its ends inside the disk - so there is
at least one T -vertex in this disk. Conversely, take any T -vertex, p, in the
disk, and let l be the length of the boundary of the disk. If there were less
than l T -edges emanating from p, one of the triangles surrounding p would
contain at least two Γ-vertices from the boundary of the disk. Therefore,
there are l T -edges emanating from p, and we are left with “no room” for
another T -vertex inside the disk.
We have shown that we have a well-defined bijection: A left-hand-turn
path in Γ maps to the T -vertex it encloses on its left side. As we will see in
the next section, this bijection lets us reconstruct the surface from the graph
with orientation. Or, in more fancy language, {graphs with orientations} ∼=
{triangulations of surfaces}/{isotopy}.
1.4 Constructing a Riemann Surface out of a
3-regular Graph
Let Γ be a 3-regular graph with orientation. Paste one copy of the standard
marked ideal triangle on each vertex of Γ, in such a way that the three
successive edges emanating from the vertex of the graph fit the three geodesic
segments ot1, ot2, ot3 in figure 1.1, respectively. We glue adjacent sides of
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marked triangles, such that the tick-marks fit and the orientations of the
corresponding triangles match up. We can begin doing the pasting without
leaving the hyperbolic plane, until we get a polygon, Π, together with a side
pairing (Remark: We may think of the graph Γ as made out of threads, and
of each triangle as having a white face and a black face. The threads are glued
on the white face of each triangle. We build the polygon such that all the
triangles have white face up). Then, we apply the Poincare´ Polygon Theorem
(see Appendix B) to Π: We attach to each side pairing (si, sj) an orientation
preserving transformation, Aij , such that Aij(si) = sj, Aij preserves tick-
marks, and Π∩Aij(Π) = ∅. Denote by G the subgroup of ISO+(D) generated
by all the side-pairing transformations. By the Poincare´ Polygon Theorem,
G is a discrete group of isometries with Π as its fundamental domain. Hence
H
2/G is a complete hyperbolic Riemann surface, which we will denote by
SO(Γ).
As was shown in the preceding section, the cusps of SO(Γ) are in bijection
with the left-hand-turn paths in Γ, and the triangulation of SO(Γ) obtained
by our construction corresponds to Γ in the sense of section 1.3. Finally, take
the unique conformal compactification (see section 1.8) of SO(Γ), to get a
closed Riemann surface, SC(Γ).
1.5 A slightly more general construction
Again, let Γ be a 3-regular graph with orientation. We paste a marked ideal
triangle on each vertex as before, but now we allow also non-standard marked
ideal triangles to be pasted. The marked ideal triangles can be parametrized
by three real parameters, (α1, α2, α3), which describe the hyperbolic shift
of the tick-marks with respect to the tick-marks t1, t2, t3 of the standard
marked ideal triangle. For instance, the standard marked ideal triangle will
be denoted by (0, 0, 0), and the non-standard marked ideal triangle in fig-
ure 1.2 is (0, ln 2,− ln 3). In the next step, we glue adjacent edges as before,
remembering to match orientations and tick-marks.
To each pair of a vertex, v, and an edge e emanating from v, there cor-
responds one side of the triangle we paste at v. Therefore we can attach to
such a pair a real number α(v, e) which describes the shift of the tick-mark
on the corresponding side.
In order to apply the Poincare´ Polygon Theorem all the vertex-cycle trans-
formations must be parabolic. This, in turn, is equivalent to the following
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condition:
For every left-hand-turn path in Γ, l = ((v1, e1), . . . , (vn, en)),
n∑
k=1
[α(vk, ek)− α(vk, ek−1)] = 0 .
1.6 The Genus of SC(Γ)
In section 1.4 we obtained from a 3-regular graph with orientation, Γ, a
closed Riemann surface SC(Γ). Let us calculate the genus of SC(Γ). To that
end, let V , E, F , be the number of vertices, edges and faces, respectively,
in the triangulation corresponding to Γ. In section 1.3 we have shown that
V = Nlht = the number of left-hand-turn paths in Γ, E = Ne = the number
of edges in Γ, and obviously, F = Nv = the number of vertices in Γ. Since Γ
is a 3-regular graph, we also have 3F = 2E. Hence, the Euler characteristic
of SC(Γ) can totally be recovered from Γ by
χ(SC(Γ)) = V − E + F = Nlht −Nv/2.
So, the genus of SC(Γ) is:
g = (2− χ)/2 = 1 + Nv − 2Nlht
4
. (1.1)
We could also calculate more geometrically as follows: The Euler charac-
teristic, χ, of SO(Γ) is 2− 2g −Nlht. We now use Gauss-Bonnet formula for
Riemannian surfaces without boundary :∫∫
κ d(area) = 2πχ,
where κ is the curvature. In our case κ ≡ −1, and the area of SO(Γ) is
Nvπ, since the area of the ideal triangle is π. Substituing, we get −Nvπ =
2π(2− 2g −Nlht), which leads again to formula (1.1).
1.7 Automorphisms
Let Γ1, Γ2 be two graphs with orientation. Let φ : Γ1 → Γ2 be an isomor-
phism of graphs.
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Definition 1.7.1. We say that φ is orientation-preserving if for any three
edges, {e1, e2, e3}, in Γ1 meeting at a vertex v, the cyclic ordered triplet
(e1, e2, e3) fits the orientation at v iff (φ(e1), φ(e2), φ(e3)) fits the orientation
at φ(v).
A similar definition holds for orientation-reversing.
We observe that the left-hand-turn paths are preserved under an isomor-
phism of graphs with orientation. In particular, the length of a left-hand-turn
path is preserved. These simple facts will help us later in finding automor-
phisms of graphs.
In order to understand the automorphisms of a 3-regular graph with ori-
entation, let us first try to understand the automorphisms of its universal
cover, the 3-regular tree, T3: We choose some vertex of this tree, and call
it the root. Denote by T˙3 the 3-regular rooted tree. On a rooted tree we
can define the notion of level : level n is the set of all vertices which are at a
distance n from the root. A map between two rooted trees, is a graph-map
which maps the root to the root. It has the property that it preserves the
levels of the tree.
Now, Let T˙ or3 be a 3-regular rooted tree, with some choice of orientation
on its vertices (actually, all the choices are equivalent). We have:
Lemma 1.7.2. The group of automorphisms of T˙ or3 is isomorphic to Z/3Z.
Proof. Since we are dealing with orientation-preserving automorphisms, a
generator is determined by the image of a first-level vertex of the tree.
From the last lemma, we immediately get:
Lemma 1.7.3. An automorphism of the 3-regular tree with orientation, T or3 ,
is determined by the images of one vertex and an edge emanating from it.
Now, that we understand the automorphism group of the universal cover
we can proceed:
Lemma 1.7.4. Let (v0, e0) and (v1, e1) be two pairs of vertices and edges
emanating from them. Then, there exists at most one automorphism φ :
Γ→ Γ, such that φ(v0, e0) = (v1, e1).
Proof. Let Γ be a 3-regular graph with orientation, and p : Γ˜ → Γ be its
universal covering map (figure 1.4). Choose liftings of (vi, ei) (i = 0, 1),
(v˜i, e˜i) in Γ˜. If φ1 and φ2 both map (v0, e0) to (v1, e1) and φ1 6= φ2 then
11
ΓΓ
p
Γ
Γ
φ i
φ i
p
Figure 1.4: lifting of automorphisms
they can be lifted to two different automorphisms φ˜1, φ˜2 : Γ˜→ Γ˜, which map
(v˜0, e˜0) to (v˜1, e˜1). This contradicts the previous lemma.
The situation is very similar to what happens in D: We recall that an au-
tomorphism of the disk, D is determined by the image of one point and a
rotation. This simple analogy shows:
Proposition 1.7.5. Any automorphism of Γ induces an automorphism of
SO(Γ).
1.7.1 Extension of Automorphisms
Let S be a complete hyperbolic Riemann surface of finite area, and i : S →֒ Sc
be a conformal compactification (see section 1.8).
Proposition 1.7.6. Any conformal automorphism of S can be extended to
a conformal automorphism of Sc.
Proof. Take a punctured-disk neighbourhood U of a cusp P . i ◦ φ(U) is also
a punctured disk. Thus, by Riemann’s theorem on removable singularities,
P is a removeable singularity of i ◦ φ.
1.8 Conformal Compactification
Let S be a Riemann surface, and let Sc be a compact Riemann surface. If
φ : S → Sc is a conformal embedding with dense image, we say that (Sc, φ)
is a conformal compactification of S.
Examples:
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Example 1: The Riemann sphere is a conformal compactification of the
complex plane.
Example 2: Take S = H2. By Riemann’s Mapping Theorem S is confor-
mally equivalent to C − [1,∞). Hence, the Riemann sphere
is a conformal compactification of H2.
Example 3: Suppose S is a complete hyperbolic Riemann surface of finite
area. S has a finite number of cusps (this follows from Gauss-
Bonnet theorem or from Shimizu-Leutbecher theorem 2.2.2).
We may build a conformal compactification of S as follows:
We find pairwise disjoint neighbourhoods of the cusps, such
that each neighbourhood is conformally equivalent to a punc-
tured disk, and we fill in the missing point in each punctured
disk. The conformal structure on the filled-in disk is unique,
by the Uniformization Theorem (see appendix C). Thus, we
get a compact Riemann surface in which S is conformally and
densely embedded.
Example 4: Any Riemann surface of infinite genus does not admit a con-
formal compactification.
We will mainly be interested in example 3.
Proposition 1.8.1. In example 3 the conformal compactification is unique.
Proof. Denote by i : S →֒ Sc,1 the conformal compactification described
above, and suppose that φ : S →֒ Sc,2 is a second conformal compactification.
If the cusps of S are {pi}ni=1, then we get a conformal map
φ ◦ i−1 : Sc,1 − {pi}ni=1 →֒ Sc,2.
The same arguments as in the proof of proposition 1.7.6 show that φ ◦ i−1
can be extended to the cusps of S. So, we obtain that Sc,1 is conformally
equivalent to Sc,2.
1.9 Examples
In order to give some examples, we first recall that any (anti-)automorphism
of the graph Γ induces an (anti-)automorphism of SO(Γ), and this, in turn
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induces an (anti-)automorphism of SC(Γ) (see section 1.7). In other words,
symmetries of the graph Γ are reflected in symmetries of SC(Γ).
Uniformize now SC(Γ) by a metric of constant curvature. The geodesic
triangulation, T , of SO(Γ) induced from Γ maps to some triangulation of
SC(Γ) under the conformal embedding i : SO(Γ) →֒ SC(Γ). We may isotope
i(T ) to a geodesic triangulation of SC(Γ) keeping the vertices of T fixed. Let
us call this geodesic triangulation T C . The automorphisms of SC(Γ) which
are extensions of automorphisms of SO(Γ) stabilize T C . Thus, in order to
determine the conformal structure of SC(Γ) we can follow the following steps:
1. We determine the topological type of SO(Γ) by counting the left-hand-
turn paths in Γ and using the genus formula (1.1).
2. We name the angles of the triangles in the geodesic triangulation, T C ,
of SC(Γ).
3. For each left-hand-turn path in Γ we write the corresponding cusp-
equation: The angles around the filled-in cusp amount to 2π.
4. We find the automorphisms and anti-automorphisms of the graph with
orientation.
5. We write the constraints on the angles implied by the symmetries found
in step 4.
Remark: In general these steps are not enough to determine the conformal
structure of SC(Γ), since we do not use the full pasting rule in the construc-
tion of SO(Γ), which says that tick-marks go to tick-marks. We have yet to
find a good method to take these conditions into account.
We begin by the simplest 3-regular graph, viz. two vertices and three
edges. It admits two possible non-isomorphic orientations:
Example 1. See figure 1.5. We paste two triangles together to get a 3-
punctured sphere. Then we compactify to get the Riemann
sphere (the conformal structure on the sphere is unique).
Example 2. See figure 1.6. We are still working with the graph of exam-
ple 1, but now we flip the right triangle over. By the genus
formula (1.1), we get a once-punctured torus. We want to cal-
culate the conformal class of this torus: The angles around
14
x y
z
x y
z
3-punctured sphere.
each cusp of length 2.
Figure 1.5: example no. 1
x y
z
xy
z
e 1
e 2
e 3 Once-punctured torus.
cusp of length 6.
1 2
Figure 1.6: example no. 2
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a tetrahedron
4-punctured sphere.
each cusp of length 3.
Figure 1.7: example no. 3
the filled-in cusp should amount to 2π:
x1 + z2 + y1 + x2 + z1 + y2 = 2π,
We have the automorphism of order 6:
v1 7→ v2 e1 7→ e2
e2 7→ e3
e3 7→ e1
which implies (together with its iterates) the equalities
x1 = y1 = z1 = x2 = y2 = z2.
Hence, we have that each angle equals π/3, and we obtain the
equilateral torus.
In the next three examples we take Γ to be the 1-skeleton of the tetrahe-
dron:
Example 3. See figure 1.7. We take the 1-skeleton of the tetrahedron,
with orientation induced from its surface. The surface SO(Γ)
is a sphere with 4 cusps at the vertices of a tetrahedron. It is
readily seen by the symmetries of the tetrahedron that those
vertices may be taken to be at 0, 1, ω, ω2, where ω is a prim-
itive cube root of unity. Obviously, SC(Γ) is the Riemann
sphere.
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Figure 1.8: example no. 4
Example 4. See figure 1.8. We take the 1-skeleton of the tetrahedron
with the orientation induced from its surface, and we flip
orientation at one vertex.
SO(Γ) is a 2-punctured torus. The cusp equations are:
x1 + z2 + x4 = 2π
y1 + z4 + x3 + x2 + z1 + y3 + y4 + y2 + z3 = 2π.
We have the automorphism of order 3 (rotation around v3):
v1 7→ v2
v2 7→ v4
v3 7→ v3
v4 7→ v1
e1 7→ e3
e2 7→ e5
e3 7→ e6
e4 7→ e2
e5 7→ e4
e6 7→ e1
which implies:
x1 = z2 = x4,
y1 = x2 = y4,
z1 = y2 = z4,
x3 = y3 = z3.
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We have also an anti-automorphism of order 2:
v1 7→ v1
v2 7→ v4
v3 7→ v3
v4 7→ v2
e1 7→ e1
e2 7→ e4
e3 7→ e6
e4 7→ e2
e5 7→ e5
e6 7→ e3
which implies:
y1 = z1,
x2 = z4,
y2 = y4,
z2 = x4,
y3 = z3.
Combining all together, we have:
x1 = z2 = x4 = 2π/3,
y1 = x2 = y4 = z1 = y2 = z4 = α,
x3 = y3 = z3 = β,
6α+ 3β = 2π.
Since the triangulation on SC(Γ) is geodesic and our geometry
is flat, we have the additional equations:
xi + yi + zi = π for 1 ≤ i ≤ 4.
We obtain that triangle 3 is an equilateral triangle. This
implies that SC(Γ) is an equilateral torus.
Example 5. See figure 1.9. We take the 1-skeleton of the tetrahedron
with the orientation induced from its surface, and we flip
orientation at two vertices. SO(Γ) is a 2-punctured torus.
The cusp equations are:
x1 + z4 + x3 + x2 = 2π,
y1 + z2 + x4 + z1 + y3 + y4 + y2 + z3 = 2π.
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Figure 1.9: example no. 5
We have several anti-automorphisms of order 2:
v1 7→ v2
v2 7→ v1
v3 7→ v4
v4 7→ v3
e1 7→ e5
e2 7→ e2
e3 7→ e4
e4 7→ e3
e5 7→ e1
e6 7→ e6
which implies:
x1 = x2,
y1 = z2,
z1 = y2,
x3 = z4,
y3 = y4,
z3 = x4.
We have a second reflection:
v1 7→ v4
v2 7→ v3
v3 7→ v2
v4 7→ v1
e1 7→ e5
e2 7→ e6
e3 7→ e3
e4 7→ e4
e5 7→ e1
e6 7→ e2
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which implies:
x1 = z4,
y1 = y4,
z1 = x4,
x2 = x3,
y2 = z3,
y3 = z2.
. . . and a third reflection:
v1 7→ v3
v2 7→ v2
v3 7→ v1
v4 7→ v4
e1 7→ e1
e2 7→ e3
e3 7→ e2
e4 7→ e6
e5 7→ e5
e6 7→ e4
which implies:
y1 = z3,
z1 = y3,
x1 = x3.
combining all together, we have:
x1 = x2 = x3 = z4 = π/2,
y1 = z1 = y2 = z2 = y3 = z3 = x4 = y4 = π/4.
Hence, we have a square torus.
Next, we take Γ to be the 1-skeleton of a cube:
Example 6. See figure 1.10. We take the 1-skeleton of the cube, with
orientation induced from its surface. The surface SO(Γ) is a
sphere with 6 cusps at the vertices of an octahedron. It is
readily seen by a stereographic projection that the vertices
can be taken to be 0, 1, i,∞,−1,−i. Then, we can map them
by a Mo¨bius transformation to 1, ω, ω2,−R,−Rω,−Rω2 re-
spectively, where ω is a primitive cube root of unity and
R = 2 +
√
3. (If we apply another Mo¨bius transformation:
z 7→ −z/R, we get that we could take the vertices to be
exactly at the vertices and tick-marks of the standard ideal
triangle). SC(Γ) is the Riemann sphere.
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6-punctured sphere.
each cusp of length 4.
Figure 1.10: example no. 6
Example 7. We take the 1-skeleton of the cube with orientation induced
from its surface, and we flip the orientation at one vertex, say
A. We calculate SC(Γ) according to ideas we learned from
Curt McMullen.
Set X = SO(Γ). X is a torus with four cusps. One of the
cusps is surrounded by twelve triangles and the other three
are surrounded by four each. We have a Z/3Z action on
SO(Γ), coming from the order-3 rotation of the cube along
its diagonal through A. The quotient, Y , is an orbifold with
two cusps and two ramification points of order 3: One cusp
is the image of the three cusps of length 4, the other cusp is
the image of the cusp of length 12, and the two ramification
points come from the centers of the triangles pasted on the
vertices of the rotation axis.
The genus of Y may be calculated by the Riemann–Hurwitz
relation:
χ(X) = 3χ(Y )− 4,
where the relevant Euler characteristics are:
χ(X) = 2− 2gX − 4,
χ(Y ) = 2− 2gY − 2.
After substituing we get that gY = 0.
The compactification of X , XC , is obtained as a 3-regular
covering of the sphere, branched over three points, each of
21
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six cusps of length 4
Figure 1.11: example no. 8
them, with ramification index 3, which may be taken to be 0,
1 and ∞. Hence, a possible equation for XC in CP2 is:
x3 = zy(y − z).
Example 8. (Due to Curt McMullen). See figure 1.11. We take the 1-
skeleton of the cube, with orientation at the vertices induced
from the surface of the cube. Then we flip orientation at 2
opposite vertices, say A & B. What we get is a surface, X ,
of genus 2, with 2 cusps, and 12 ideal triangles around each
cusp.
Consider the automorphism of X of order 3 obtained from
rotating the cube along the diagonal AB. When we mod out
X by the action of Z/3Z, we get an orbifold, Y, with two
cusps and two points of ramification index 3: The points of
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order 3 come from the centers of the triangles at A and B.
The genus of Y may be calculated by the Riemann-Hurwitz
relation:
χ(X) = 3χ(Y )− 4,
χ(X) = 2− 2gX − 2 = −4,
χ(Y ) = 2− 2gY − 2,
from which we get gY = 0. The triangulation of X descends
to a triangulation of Y composed of four cells around each
cusp.
Normalize Y so that the ramification points of order 3 are at
y = 0, and y = ∞, and the cusps are at y = 1, and y = y0.
We now take the 3-regular cover, Z, of Y with ramification of
order 3 at y = 0 and y = ∞. Z is a surface (not orbifold) of
genus 0, with 6 cusps at the cube roots of 1 and y0. One may
verify this by again applying the Riemann-Hurwitz relation:
χ(Z) = 3χ(Y )− 4,
χ(Y ) = 2− 2gY − 2 = 0,
χ(Z) = 2− 2gZ − 6.
The covering map Z → Y is given by y = z3, and the cellu-
lation of Y lifts to a triangulation of Z, with four triangles
surrounding each cusp. Thus, it is readily seen that Z can
be constructed from a 3-regular graph, Γ, which corresponds
to this triangulation. Z is of genus 0 and has six cusps of
length 4 each. By formula (1.1), Γ has eight vertices. The
only graph with this combinatorics is the 1-skeleton of the
cube with orientation induced from the surface of the cube.
Therefore, Z is a sphere with six cusps at the vertices of an
octahedron.
In example 6 it was shown that the vertices of an octahedron
may be taken to be {1, ω, ω2,−R,−ωR,−ω2R}, where R =
2 +
√
3 (or R = 2 − √3), and ω is a primitive cube root
of unity. From here we conclude that y0 = −R3 = −26 −
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√
3. Hence, the conformal compactification of X , XC , is
the surface obtained as a degree 3-regular cover of S2 with
ramification points of order 3 at {1,−26 − 15√3, 0,∞}. An
equation for XC in CP2 may be:
x3 =
zy(y − z)
y + 26z + 15
√
3z
.
Example 9. ([Br3, BFK]). Set Γ = PSL(2,Z), and let ρ be a finite index
torsion free subgroup of Γ. We have:
Theorem 1.9.1. H2/ρ can be constructed out of a 3-regular
graph.
Proof. The classical fundamental domain for Γ is given by
(see figure 1.12):
F = {z ∈ H2 : |ℜ(z)| < 1/2, |z| > 1}.
Here, we take as a fundamental domain for Γ (see figure 1.13):
G = {z ∈ H2 : 0 < ℜ(z) < 1, |z| > 1, |z − 1| > 1}.
Observe that three copies of G around ω + 1 (ω = e2πi/3) fit
together to give the marked ideal triangle. The equivalence
between three such copies is given by an elliptic element of
order 3 in Γ.
A fundamental domain for ρ is composed of copies of G, and
since ρ is torsion free, the three copies above are not equiva-
lent under ρ, and can all be included in a fundamental domain
for ρ. We have shown:
Lemma 1.9.2. A fundamental domain for ρ can be chosen
such that it is composed of copies of the marked ideal triangle.
Let J be such a fundamental domain for ρ, and mark in each
marked ideal triangle the three copies of G. Take ∆ to be
the three-regular graph which is composed of the finite edges
of the copies of G, and its vertices are the centers of the
marked ideal triangles. The orientaion on ∆ is induced from
the surface H2/ρ. It is readily seen that H2/ρ ∼= SO(∆).
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Figure 1.12: Fundamental Domain for PSL(2,Z)
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Figure 1.13: 3 copies of G give the marked ideal triangle
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A well known family of finite-index torsion free normal sub-
groups of Γ are the congruence subgroups (see [BFK]):
Γ(k) =
{(
a b
c d
)
∈ Γ |
(
a b
c d
)
≡ ±
(
1 0
0 1
)
(mod k)
}
.
Observe that Γ/Γ(k) ∼= PSL(2,Z/kZ). As we have seen
S(k) = H2/Γ(k) all arise from graphs. These graphs, called
dual Platonic graphs in [BFK], have a simple algebraic de-
scription, and generalize the classical Platonic solids.
Denote the conformal compactification of S(k) by P (k). In
[Br3] these surfaces were called the Platonic Surfaces.
1.10 Belyi Surfaces
In this section we show that we know how to construct Belyi surfaces out of
graphs. By Belyi’s theorem it will follow that the set of constructed surfaces
is dense in the moduli space.
Let S be a compact Riemann surface. It is well known that there exists
a non-constant meromorphic function on S, φ : S → S2.
Definition 1.10.1. If there exists a branched covering φ : S → S2, such that
φ is branched over at most three points, then S is called a Belyi surface.
Theorem 1.10.2 ([Be]). S is a Belyi surface if and only if as a curve in
CP2 its minimal polynomial lies over some number field.
Corollary 1.10.3. For every integer g ≥ 0 Belyi surfaces are dense in the
moduli space of compact Riemann surfaces of genus g.
We can characterize Belyi surfaces as follows:
Lemma 1.10.4. S is a Belyi surface if and only if we can find finitely many
points on S, {p1, . . . , pk}, such that S −{p1, . . . , pk} is isomorphic to H2/ρ,
where ρ is a finite index torsion free subgroup of PSL(2,Z).
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1 20
Figure 1.14: fundamental domain for Γ(2)
Proof. We begin by some basic observations: Let Γ = PSL(2,Z), and
Γ(k) =
{(
a b
c d
)
∈ Γ |
(
a b
c d
)
≡ ±
(
1 0
0 1
)
(mod k)
}
.
Γ(2) has fundamental domain,F, which is composed of 2 ideal triangles glued
along a common edge (figure 1.14):
F = {z ∈ H2 : 0 < ℜ(z) < 2, |z − 1/2| > 1
2
, |z − 3/2| > 1
2
}.
From this, we see that the 3-punctured sphere (the punctures may be taken
to be at 0, 1,∞) may be realized as H2/Γ(2). Moreover, as we observed in
example 9, each ideal triangle is composed of three copies of the fundamen-
tal domain of Γ. Therefore, the 3-punctured sphere is a degree-6 branched
covering of H2/Γ.
Let S be a compact Riemann surface. If S is a Belyi surface, then there ex-
ists a finite number of points on S, {p1, . . . , pk} such that S−{p1, . . . , pk} is a
regular smooth finite degree covering of H2/Γ(2). Therefore, S−{p1, . . . , pk}
may be realized as H2/ρ, where ρ is a finite-index subgroup of Γ(2), and since
Γ(2) is a finite-index torsion-free (see [BFK]) subgroup of Γ, we get that ρ is
a finite-index torsion-free subgroup of Γ.
Conversely, if we can find finitely many points {p1, . . . , pk} on S, such that
S − {p1, . . . , pk} is isomorphic to H2/ρ, where ρ is a finite index torsion free
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subgroup of Γ, then S − {p1, . . . , pk} is a finite-degree branched covering of
H2/Γ, which is a sphere with one cusp and 2 ramification points. Therefore,
if we remove the 2 ramification points and their pre-images, we get that
S − {p1, . . . , pk, . . . , pn} is a regular smooth finite-degree covering of the
3-punctured sphere. So, by definition, S is a Belyi surface.
Using the last lemma we can now prove:
Theorem 1.10.5. A Riemann surface can be constructed out of a 3-regular
graph if and only if it is a Belyi surface.
Proof. Lemma 1.10.4 and theorem 1.9.1 show that any Belyi surface can be
constructed out of some 3-regular graph with orientation.
Conversely, take a 3-regular graph with orientation, ∆. A fundamental
domain, F , for SO(∆) is composed of copies of the ideal triangle. By de-
composing each ideal triangle into three copies of the fundamental domain
for PSL(2,Z), we see that SO(∆) may be realized as H2/ρ, where ρ is a
finite-index torsion free subgroup of PSL(2,Z).
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Chapter 2
Geometric Relations between
SO(Γ) and SC(Γ).
2.1 Introduction
Let Γ be a 3-regular graph with orientation. In chapter 1 we introduced a
way to construct a finite area Riemann surface, SO(Γ), out of Γ. We denoted
its conformal compactification by SC(Γ).
According to the Uniformization Theorem (see appendix C), SC(Γ) ad-
mits a complete Riemannian metric of constant curvature (which is com-
patible with the given conformal structure). In general, this metric might
be very different from the metric on SO(Γ). For instance, the 3-punctured
sphere admits a hyperbolic structure while its compactification, the Riemann
sphere, doesn’t admit a hyperbolic metric at all. The main results of this
chapter are theorems 2.3.1 and 2.10.1. These results give conditions under
which we do have a hyperbolic metric on SC(Γ) which is close in some sense
to the metric on SO(Γ). These conditions are related to the size of the cusps
of SO(Γ).
As a last remark, we would like to suggest the reader to bear in mind the
Ahlfors–Schwarz Lemma (see appendix A) while reading this chapter.
2.2 Large Cusps
The number of cusps on a complete hyperbolic Riemann surface of finite
area, S, is finite. This follows from Gauss–Bonnet theorem, which reduces
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in that situation to:
−area(S) = 2πχ(S) = 2π(2− 2g −Nc),
where g is the genus of S, and Nc is the number of cusps. Alternatively, it
follows from theorem 2.2.2.
Each cusp of S has a horocyclic neighbourhood, i.e a neighbourhood iso-
metric to Br = {z ∈ D∗ : |z| < r} for some 0 < r < 1. The area of Br,
area(Br), will be a measure for the size of the cusp:
Definition 2.2.1. We say that the cusps of S are bigger than c if there exist
pairwise disjoint horocyclic neighbourhoods of the cusps U1, . . . ,Ul such that
∀i area(Ui) > c.
A beautiful classical theorem is the following:
Theorem 2.2.2 (Shimizu-Leutbecher). Let S be a complete hyperbolic
Riemann surface. Then, the cusps of S are ≥ 1.
The classical proof of Shimizu and Leutbecher uses an iteration argument
and can be found in [K]. We bring here another proof, based on the decom-
position of S into ideal triangles. A different proof in a similar spirit can be
found in [Bu].
Proof. We can find a locally finite triangulation on S, such that each vertex
of the triangulation is a cusp of S. In each ideal triangle we can mark the
“standard horocyclic segments” (see section 1.1 and figure 1.2). Fix one cusp,
P . Look at the ideal triangles which surround P . We pick the triangle, T ,
with the “closest” opposite horocycle to the cusp (in the universal cover, we
can describe the situation easily - see figure 2.1). We continue this horocycle
segment to close a horocyclic neighbourhood around P . We repeat this for
all cusps of S. It is clear that the horocyclic neighbourhoods constructed in
this way are pairwise disjoint, and since each horocycle segment is of length
1, the horocycles are of length at least 1.
2.3 Controlling SC(Γ)
Let S be a complete hyperbolic Riemann surface of finite area. Let Sc be its
conformal compactification (see section 1.8). The following theorem roughly
says that if the cusps of S are large, we have some control on the geometry
of Sc.
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"closest" horocycle
to the cusp
Figure 2.1: proof of the Shimizu-Leutbecher Theorem
Theorem 2.3.1. If the cusps of S are bigger than 2π, then Sc admits a
conformal Riemannian metric of negative curvature which coincides with the
metric on S outside horocyclic cusp neighbourhoods, {Ui}li=1, of area > 2π.
In order to prove this theorem, we begin with some preliminary calcula-
tions in the next two sections.
2.4 The Complete Hyperbolic Punctured Disk
Let D∗ denote punctured unit disk with the Euclidean conformal structure
on it. The map from H2 onto D∗ defined by z 7→ e2πiz realizes D∗ as H2/{z ∼
z + 1}. From this it is easy to give an explicit expression for the complete
hyperbolic metric on D∗:
Lemma 2.4.1. The complete hyperbolic metric on D∗ is given by
ds2
D∗
=
(
− 1
r log r
)2
|dz|2,
where r = |z|.
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Proof. Set w = e2πiz. Then,
ds2
D∗
= 1/ℑ(z)2|dz|2
= 1/ (− log |w|/2π)2
∣∣∣∣ dw2πiw
∣∣∣∣
2
=
(
− 1|w| log |w|
)2
|dw|2.
Denote by Br the horocyclic neighbourhood {z ∈ D∗ : |z| < r}.
Lemma 2.4.2. area(Br) = −2π/ log r.
Proof. By lemma 2.4.1
area(Br) =
∫ 2π
0
∫ r
0
− t
(t log t)2
dt dθ = −2π 1
log t
∣∣∣∣
r
0
= − 2π
log r
.
We also have the following interpretation of the total geodesic curvature
of a closed curve:
Lemma 2.4.3. For a simple closed curve, γ, which bounds a domain V
which includes 0, we have:∮
γ
κg d(length) = area(V ).
Proof. The Euler characteristic of V is 0. So, by the Gauss–Bonnet theorem
we have: ∮
γ
κg d(length) +
∫∫
V
κ d(area) = 2πχ(V ) = 0.
But here κ = −1, and the lemma follows.
Set
λD∗ = − 1
r log r
, (2.1)
uD∗ = log λD∗ = log
1
r log 1
r
. (2.2)
Then we have (see figure 2.2):
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Figure 2.2: ds2
D∗
= e2uD∗ (dx2 + dy2)
Lemma 2.4.4. uD∗ satisfies:
(i) limr→0 uD∗(r) =∞.
(ii) limr→1 uD∗(r) =∞.
(iii) u′
D∗
(r) < 0 for r < 1
e
.
(iv) u′
D∗
(r) > 0 for r > 1
e
.
(v) ∀0 < r < 1, u′′
D∗
(r) > 0.
Proof. Easy.
2.5 The Curvature of Metrics on D∗
Let ds2 be a Riemannian metric on D∗, which is compatible with the confor-
mal structure on D∗. ds2 is given by
ds2 = λ(x, y)2(dx2 + dy2), (2.3)
where λ is a positive function.
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Lemma 2.5.1. The curvature of ds2 is given by
κ = −∆ log λ
λ2
. (2.4)
Proof. We calculate according to the following formula for the Gaussian cur-
vature:
κ =
〈
K( ∂
∂x
, ∂
∂y
) ∂
∂x
, ∂
∂y
〉
〈
∂
∂x
, ∂
∂x
〉〈
∂
∂y
, ∂
∂y
〉 , (2.5)
where
K(X, Y ) = ∇Y∇X −∇X∇Y −∇[X,Y ] (2.6)
and ∇ is the Levi-Civita connection. The Christoffel symbols for the Levi-
Civita connection are given by
Γkij =
1
2
gkm(gim,j + gmj,i − gji,m), (2.7)
where gij is the Riemannian metric tensor. Substituing the metric tensor ds
2
in this formula, we get
Γxxx =
∂ log λ
∂x
Γxxy = Γ
x
yx =
∂ log λ
∂y
Γxyy = −
∂ log λ
∂x
Γyxx = −
∂ log λ
∂y
Γyxy = Γ
y
yx =
∂ log λ
∂x
Γyyy =
∂ log λ
∂y
(2.8)
We need also ∇ ∂
∂xi
∂
∂xj
= Γkij
∂
∂xk
to calculate:
∇ ∂
∂x
∂
∂x
=
∂ log λ
∂x
∂
∂x
− ∂ log λ
∂y
∂
∂y
,
∇ ∂
∂x
∂
∂y
= ∇ ∂
∂y
∂
∂x
=
∂ log λ
∂y
∂
∂x
+
∂ log λ
∂x
∂
∂y
, (2.9)
∇ ∂
∂y
∂
∂y
=
∂ log λ
∂x
∂
∂x
+
∂ log λ
∂y
∂
∂y
,
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. . . and
〈
∂
∂x
, ∂
∂x
〉〈
∂
∂y
, ∂
∂y
〉
= λ4[
∂
∂x
, ∂
∂y
]
= 0.
(2.10)
When we substitute equations (2.9) – (2.10) into the curvature formula (2.5),
we get the desired result (2.4).
In the special case of a radial metric on D∗, we have
Corollary 2.5.2. The curvature of
ds2 = λ2(r)(dr2 + r2dθ2)
is given by
κ = −
(log λ)′′ +
1
r
(log λ)′
λ2
.
Proof. The Laplacian in polar coordinates is given by
∆ =
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂θ2
.
2.6 A Key Lemma
Recall that Br = {z ∈ D∗ : |z| < r}.
Lemma 2.6.1. If area(Br0) > 2π, then there exists a Riemannian metric on
ds2 on D∗, such that
i) ds2 is conformally equivalent to ds2
D∗
.
ii) ds2 coincides with ds2
D∗
outside a circle of Euclidean radius r0.
iii) ds2 extends smoothly to a metric on D.
iv) ds2 has negative curvature.
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Proof. By lemma 2.4.2, area(Br0) > 2π implies r0 > 1e . By lemma 2.4.4
u′
D∗
(r0) > 0 and u
′′
D∗
(r0) > 0. Therefore, there exists a strictly convex mono-
tonically increasing C2-function u(r) on [0, 1) such that
∀r > r0, u(r) = uD∗(r),
u′(0) = 0.
We can construct u(r) as follows: First, define a positive continuous function
w(r) such that,
∫ r0
0
w(r) dr = u′
D∗
(r0), (2.11)
∀r ≥ r0, w(r) = u′′D∗(r). (2.12)
Next, define the function v(r) by
v(r) =
∫ r
0
w(s) ds. (2.13)
Observe that v(r) is a C1-function which coincides with u′
D∗
(r) for r ≥ r0.
Finally, define u(r) by
u(r) = uD∗(r0) +
∫ r
r0
v(s) ds. (2.14)
u is a C2-function which satisfies:
∀r ≥ r0, u(r) = uD∗(r), (2.15)
u′(0) = v(0) = 0, (2.16)
∀r > 0, u′(r) > 0 (2.17)
u′′ = w > 0 ⇒ u is strictly convex. (2.18)
Set λ(r) = eu(r), and ds2 = λ2(r)(dx2 + dy2). Then, we have:
a) λ′(0) = 0⇒ ds2 is smooth at 0.
b) ds2 coincides with ds2
D∗
for r > r0.
c) κ(ds2) < 0 by corollary 2.5.2.
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2.7 Proof of Theorem 2.3.1
The key lemma 2.6.1 is the heart of the proof of theorem 2.3.1:
Proof. Let {Ui}li=1 be pairwise disjoint horocyclic neighbourhoods of the
cusps, {Pi}li=1, of areas > 2π. According to the key lemma 2.6.1, for each
1 ≤ i ≤ l we can alter the Riemannian metric in Ui, without affecting the
metric outside of this neighbourhood. Doing so, we are left with a Rieman-
nian metric of negative curvature, which extends smoothly across the cusps.
In other words, Sc admits a Riemannian metric of negative curvature, which
coincides with the metric on S outside the horocyclic cusp-neighbourhoods,
U ′is.
2.8 A Discussion of Theorem 2.3.1
The best constant in theorem 2.3.1 is 2π.
One way to see this is by applying the maximum principle for subharmonic
functions: Suppose we have a metric of negative curvature in D of the form
ds2 = e2u(x,y)(dx2 + dy2),
where u is smooth and coincides with uD∗ outside Br0 . By formula (2.4) the
negativity of the curvature is equivalent to ∆u > 0. Hence, u is a subhar-
monic function. By the maximum principle and Hopf’s lemma the maximum
of u in Br0 is attained on the boundary and ∂u∂r > 0 on the boundary. But
since ∂u
∂r
on the boundary = u′
D∗
(r0), it follows by lemma 2.4.4 that r0 >
1
e
.
Finally, by lemma 2.4.2 the last inequality is equivalent to area(Br0) > 2π.
A different way to see that 2π is a best constant is by applying the Gauss–
Bonnet theorem to the region Br0 :∫∫
Br0
κ d(area) +
∮
∂Br0
κg d(length) = 2π, (2.19)
where κ is the curvature of the metric, and κg is the geodesic curvature of
∂Br0 . Since κ < 0 we obtain a necessary condition on ∂Br0 :∮
∂Br0
κg d(length) > 2π. (2.20)
By lemma 2.4.3 this is equivalent to
area(Br0) > 2π.
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2.9 An Extension Problem
The necessary condition (2.20) raises a natural question: Suppose we have
a simple closed smooth curve γ in D∗, which bounds a domain V which
contains 0, such that
∮
γ
κg d(length) > 2π. (2.21)
- Is it sufficient in order to extend the metric outside of V to a Riemannian
metric with negative curvature in V ? A more general form of this question
was raised already by M. Gromov in [G], pp. 109–110.
Since the metric outside of V is conformally equivalent to the Euclidean
metric, we may write:
ds2out = λ
2
out(x, y)(dx
2 + dy2),
for some positive function λout defined outside of V . We prove:
Theorem 2.9.1. If the maximum of λout on γ is attained at a point zmax,
where the normal derivative ∂λ
∂~n
(zmax) < 0, then ds
2 cannot be extended to a
conformal metric of negative curvature in V .
Proof. Suppose ds2 is a Riemannian metric of negative curvature on D, which
extends ds2out and is given by
ds2 = λ2(x, y)(dx2 + dy2),
where λ is a smooth positive function defined on D and extends λout. By
formula 2.4
κ(ds2) < 0⇒ ∆λ > 0.
So, λ is a subharmonic function. By the maximum principle, the maximum
of λ in V¯ is attained on ∂V = γ. Hence, it is attained at zmax. But, this is
not possible, since the normal derivative there is negative.
The next theorem shows that there exists curves as in theorem 2.9.1:
Theorem 2.9.2. There exists a curve γ in D∗, bounding a domain V which
includes 0 such that
i)
∮
γ
κg d(length) > 2π.
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γFigure 2.3: horocycle with a slit
ii) γ has the property of theorem 2.9.1 with respect to the complete hyperbolic
metric on D∗.
Proof. We can take γ to be a horocycle with a slit (see figure 2.3): Smooth
the curve whose image is given by
{R1eit : |t| < θ} ∪ {R2eit : θ < |t| < π} ∪ {reit : R1 ≤ r ≤ R2, |t| = θ}.
We choose R2 to satisfy
1
e
< R2 < 1. By lemma 2.4.4, we can find 0 < R1 <
1
e
such that uD∗(R1) > uD∗(R2). Since by lemma 2.4.2 area(BR2) > 2π, we can
find 0 < θ < π such that the area bounded by γ in the complete hyperbolic
metric on D∗ > 2π. By lemma 2.4.3, γ satisfies i).
By construction of γ and by lemma 2.4.4, we see that the maximum of
uD∗ = log λD∗ on γ is attained at a point where the normal derivative is
negative.
If we work a little harder, we can show:
Theorem 2.9.3. γ in theorem 2.9.2 can be taken to be convex (i.e. κg > 0).
Proof. Take γ to be be composed of a horocycle and a geodesic circular arc
as in figure 2.4. The total geodesic curvature (taking singular points into
account) of γ is given by the area above it (lemma 2.4.3):∮
γ
κg d(length) =
2x
y
+ 2θ.
We would like to have
2x
y
+ 2θ > 2π, (2.22)
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Figure 2.4: The Extension Problem
and recalling that the map which realizes D∗ as H2/{z → z + 1} is given by
z 7→ e2πiz, we would also like to have
uD∗(e
−2πR(y,θ)) > uD∗(e
−2πy). (2.23)
We have
x(y, θ) =
1− 2y tan θ
2
, (2.24)
R(y, θ) =
y
cos θ
. (2.25)
Combining (2.22)—(2.25) together, and noting that uD∗ is given by (2.2), we
see that we should find y > 0, 0 < θ < π/2 such that
1
y
− 2 tan θ + 2θ > 2π, (2.26)
2πy
cos θ
− log 2πy
cos θ
> 2πy − log 2πy. (2.27)
We may first find a pair (y0, θ0) with equality in (2.26), and then decrease
θ0. So extracting y from (2.26), we obtain that we should find 0 < θ < π/2
such that
π
π + tan θ − θ >
− cos θ log cos θ
1− cos θ . (2.28)
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Figure 2.5: No extension
The existence of such a θ can be shown by elementary calculus.
Ultimately, we can show
Theorem 2.9.4. There exists a convex curve γ in D∗, such that
i)
∮
γ
κg d(length) > 2π.
ii) no metric of negative curvature, conformal or nonconformal to the Eu-
clidean metric, can extend the outside metric into the domain bounded
by γ.
Proof. We construct γ as follows (see figure 2.5): Take any geodesic δ in H2,
whose end points are in R. Take a symmetric segment δ′ about the “center”
of δ of length, say, 3π. Now, extend the end points of δ′, by horocyclic
segments of length π each. Then, identify D∗ with H2/{z 7→ z+C}, where C
is the Euclidean distance between the endpoints of the horocyclic segments.
We get a convex curve γ in D∗ whose total geodesic curvature (taking
singular points into account) > 2π, by lemma 2.4.3. Suppose we have a
Riemannian metric ds2 of negative curvature in the domain bounded by γ,
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V (∞ ∈ V ). Since the distance between the end points of δ′ < 3π, there
exists a geodesic 6= δ′ which connects these points. But this is a contradiction
to the fact that in a Riemannian surface of negative curvature, there is only
one geodesic in each homotopy class.
2.10 A Comparison Theorem
If S denotes a Riemann surface with a complete hyperbolic metric of finite
area ds2, and SC its conformal compactification, we regard S as embedded
conformally in SC . The hyperbolic metric on SC will be denoted by dsc2.
Theorem 2.10.1 ([Br3]). For every ǫ, there exists L(ǫ) such that, if the
cusps of S ≥ L(ǫ) then
1
1 + ǫ
dsc2 ≤ ds2 ≤ (1 + ǫ)dsc2.
We will need the following lemma, which shows that under a “large cusps”
condition we can fix the complete hyperbolic metric on D∗ to a smooth metric
on D without losing control on the curvature:
Lemma 2.10.2 ([Br3]). For any ǫ > 0 there exists rǫ and a smooth metric
ds2ǫ on D, such that
i) ∀r ≥ rǫ, ds2ǫ = ds2D∗ ,
ii) −(1 + ǫ) ≤ κ(ds2ǫ) ≤
−1
1 + ǫ
.
Proof. We have that for a metric ds2 = e2u|dz|2, on the disk (or the punctured
disk) the curvature is given by (see corollary 2.5.2).
κ = −u
′′ + 1
r
u′
e2u
. (2.29)
Set
g(r)
def
=
1
r
u′(r)
e2u
. (2.30)
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In terms of g(r), u(r) is given by
e−2u(r) =
∫ 1
r
2sg(s) ds. (2.31)
Hence the curvature is given in terms of g(r) by
κ = −2g(r)− rg′(r)− 2r
2g(r)2∫ 1
r
2sg(s) ds
.
From this formula we see that if we do not change g(r) and g′(r) too much
then the curvature doesn’t change much.
We have already seen that the complete hyperbolic metrics on D and on
D∗ are given, respectively, by
uD = log
2
1− r2 ,
uD∗ = log
1
r log 1
r
.
One may calculate that (see 2.30)
gD(r) =
1− r2
2
,
gD∗(r) = log
1
r
− (log 1
r
)2.
Hence,
lim
r→1
gD(r) = lim
r→1
gD∗(r) = 0, (2.32)
lim
r→1
g′
D
(r) = lim
r→1
g′
D∗
(r) = −1 (2.33)
Thus, if δ > 0 is small, set rǫ such that ∀r > rǫ
|gD(r)− gD∗(r)| < δ,
|g′
D
(r)− g′
D∗
(r)| < δ,
Then, define the function g˜ǫ as follows:
g˜ǫ(r) =
{
gD(r)− gD(rǫ) + gD∗(rǫ) , 0 ≤ r < rǫ
gD∗(r) , rǫ ≤ r ≤ 1.
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Finally, smooth g˜ǫ at rǫ to a smooth function, gǫ(r), without altering much
the derivative.
For any 0 ≤ r ≤ 1, gǫ(r) and its derivative are close to gD(r) or gD∗(r)
and their derivatives. Therefore, the corresponding curvature κǫ is close to
−1.
If we define uǫ by formula (2.31), then uǫ is smooth at 0, it coincides with
uD∗(r) for r > rǫ and its curvature is close to -1.
Now we can prove the main theorem (2.10.1).
Proof. We use the following version of the Ahlfors–Schwarz Lemma due to
Wolpert (see theorem A.2.2):
Theorem 2.10.3 ([W]). Let ds21, ds
2
2 be two (conformal) metrics on a com-
pact Riemann surface. If κ(ds21) ≤ κ(ds22) < 0, then ds21 ≤ ds22.
For any ǫ > 0 let rǫ be as in lemma (2.10.2). If the cusps of S > area(Brǫ),
then SC admits a metric ds21 whose curvature satisfies:
−(1 + ǫ) < κ(ds21) < −
1
1 + ǫ
,
and it conicides with the metric on S away from horocyclic neighbourhoods
of the cusps. We observe that κ(αds2) = 1
α
κ(ds2) (lemma 2.5.1). So, we
have:
κ(
1
1 + ǫ
dsc2) < κ(ds21) < κ((1 + ǫ)ds
c2) < 0.
By Wolpert’s theorem we get:
1
1 + ǫ
dsc2 ≤ ds21 ≤ (1 + ǫ)dsc2.
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Appendix A
Ahlfors–Schwarz Lemma
A.1 The Lemma of Schwarz
Ahlfors, in his book [Ah1], proves the lemma of Schwarz:
Lemma A.1.1. Let f : D→ D be an analytic function, with f(0) = 0. Then
|f(z)| ≤ |z| (A.1)
and
|f ′(0)| ≤ 1. (A.2)
If |f(z)| = z for some z 6= 0 or f ′(0) = 1 then f is a rotation.
The proof is based on the maximum principle.
Ahlfors remarks that the condition f(0) = 0 should be considered only
as a normalization: If we set
gα(z) =
α− z
1− αz
for α ∈ D, then gα is an order-2 automorphism of the disk switching 0 and
α. For any analytic map f : D→ D and z1 ∈ D define
h = gf(z1) ◦ f ◦ gz1 .
h maps D into D and fixes 0. Applying the Lemma of Schwarz to h with
z = gz1(z2) we obtain:
∀z1, z2 ∈ D ,
∣∣∣∣∣
f(z1)− f(z2)
1− f(z1)f(z2)
∣∣∣∣∣ ≤
∣∣∣∣ z1 − z21− z1z2
∣∣∣∣ (A.3)
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and in a differential form
∀z ∈ D, |f
′(z)|
(1− |f(z)|2) ≤
1
1− |z|2 . (A.4)
Recalling that the complete hyperbolic Riemannian metric on D is given by
ds2 =
4
(1− |z|2)2 |dz|
2,
or in its integrated form:
tanh dist(z1, z2) =
∣∣∣∣ z1 − z21− z1z2
∣∣∣∣ ,
we get a first geometric interpretation of the Lemma of Schwarz:
Lemma A.1.2 (Schwarz–Pick). If f : D → D is analytic, then f is
length-decreasing. i.e., for any curve, γ,
length(f(γ)) ≤ length(γ).
If f preserves the distance between one pair of distinct points, then f is an
isometry.
We have the following important corollary:
Corollary A.1.3. Let f : S1 → S2 be an analytic mapping between complete
hyperbolic Riemann surfaces. Then f is length-decreasing.
Proof. The universal covering of Si is D equipped with complete hyperbolic
metric. We may lift f to a an analytic map f˜ : D→ D, between the universal
coverings. f is length-decreasing iff f˜ is length-decreasing. But f˜ is length-
decreasing by the previous lemma.
A.2 Curvature and the Lemma of Schwarz
In [Ah2] Ahlfors shows that the Lemma of Schwarz is related with the notion
of curvature.
Lemma A.2.1 ([Ah2]). Let S be a Riemann surface endowed with a Rie-
mannian metric ds2 whose curvature κ(ds2) ≤ −1, and let f : D → S be
analytic. Then f is length-decreasing.
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Proof. We denote the complete hyperbolic metric on D by ds2
D
. Consider the
pull-back singular metric on D, ds2f = f
∗(ds2). ds2f is conformally equivalent
to ds2
D
. So, we may write:
ds2
D
= λ2
D
|dz|2 ,
ds2f = λ
2
f |dz|2 ,
We need to show
λf ≤ λD (A.5)
(sometimes this is written as dsf ≤ dsD). where the λ’s are nonnegative
functions and λD > 0. The last inequality is trivial at the branch points of
f .
The curvatures (at nonsingular points) are given by (see 2.5.1):
κi = −∆ log λi
λ2i
, (A.6)
where ∆ is the Laplacian: ∆ = ∂2/∂x2+∂2/∂y2. Hence, if we set ui = log λi
we have:
∆ui = −κie2ui . (A.7)
Suppose first that
λf
λD
attains its maximum in D (a maximum point is obvi-
ously nonsingular), then uf −uD attains its maximum in D and at maximum
we have,
∆(uf − uD) ≤ 0 (A.7)⇒ −κfe2uf + κDe2uD ≤ 0
⇒ e2(uf−uD)
(κD<0)≤ κD/κf ≤ 1 (A.8)
⇒ uf − uD ≤ 0
⇒ λf
λD
≤ 1.
We got max
λf
λD
≤ 1, as we wished.
In the general case, we pick 0 < r < 1 and approximate uf by
λr,f(z) = rλf(rz).
λr,f is finite on |z| = 1. Hence λr,fλD attains its maximum in D. Also, κr,f(z) =
κf(rz) ≤ −1. So, by (A.8) we get λr,f ≤ λD. Letting r tend to 1 we obtain
the desired result.
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One may ask what happens if we replace D, with an arbitrary Riemann
surface. For compact Riemann surfaces an answer was given by Wolpert:
Theorem A.2.2 ([W]). Let S1 and S2 be two Riemann surfaces equipped
with Riemannian metrics, where S1 is compact and
κ2 ≤ κ1 < 0.
Then, an analytic f : S1 → S2 is length decreasing.
Proof. We pull-back the metric on S2 to a metric on S1. The two metrics on
S1 are conformal. Therefore their ratio is a well defined nonnegative function
on D which attains its maximum by compactness. From here, we proceed as
in the proof of Ahlfors–Schwarz Lemma.
Brooks proved the following version of Ahlfors–Schwarz Lemma:
Theorem A.2.3 ([Br4]). Let S1 and S2 be two Riemann surfaces equipped
with Riemannian metrics and with D as an analytic univeral covering. If S1
is complete and
sup κ2 ≤ inf κ1 < 0,
then an analytic f : S1 → S2 is length decreasing.
Proof. We consider the univeral coverings, D1 and D2 with the pull-back
metrics by the projection maps, and we lift f to f˜ : D1 → D2. Then we pull-
back the metric on D2 to a metric on D1. The completeness of S1 guarantees
that the corresponding metric on D1 blows up on the boundary, and the
sup− inf inequality guarantees that the approximation argument in the proof
of Ahlfors–Schwarz lemma will work.
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Appendix B
The Poincare´ Polygon Theorem
Let H2 be the hyperbolic plane. Consider a finite-sided polygon with all
vertices at infinity, P , in H2. P has sides of two kinds: The sides of the
first kind are the sides which are not contained in the boundary of H2. The
sides of the second kind are the sides, which are contained in the boundary
of the hyperbolic plane. Suppose that the number of sides of the first kind is
even, and we divide them into pairwise disjoint pairs. To each pair {si, sj}
we associate an orientation-preserving transformation, Aij , which maps si
onto sj in such a way that Aij(P )∩P = ∅. We consider the subgroup, G, of
ISO+(H2) ∼= PSL(2,R), which is generated by the side-pairing transforma-
tions.
Definition B.1. A vertex-cycle transformation is an element of G which
stabilizes a vertex of the polygon P .
Remark: For any vertex v of P StabG(v) is a cyclic group.
Theorem B.2. If all the vertex-cycle transformations in G are parabolic,
then G is a discrete subgroup of ISO+(H2), with P as a fundamental domain.
I liked De Rham’s survey and proof of the theorem in the compact and
non-compact polygones cases in [dR].
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Appendix C
The Uniformization Theorem
The Uniformization Theorem can be formulated as follows:
Theorem C.1. Any simply connected Riemann surface is conformally
equivalent to one and only one of the following surfaces:
(i) The Riemann sphere.
(ii) The complex plane.
(iii) The unit disk.
A proof can be found in [FK].
Corollary C.2. On a Riemann surface there exists a complete Riemannian
metric of constant curvature 1, 0, or -1.
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