Convection in a laterally heated three-dimensional box affected by a strong magnetic field is considered in the quasi-two-dimensional ͑Q2D͒ formulation. It is assumed that the magnetic field is strong and is normal to the main convective circulation. The stability of the resulting Q2D flow is studied for two values of the Hartmann number scaled by half of the width ratio, 100 and 1000, and for either thermally insulating or perfectly conducting horizontal boundaries. The aspect length-to-height ratio of the box is varied continuously between 4 and 10. It is shown that the magnetic field damps the bulk flow and creates thermal and Shercliff boundary layers at the boundaries, which become the main source of instabilities. In spite of the general tendency of the flow stabilization by the magnetic field, the flow instability takes place in different ways depending on the boundary conditions and the aspect ratio. Similarities with other magnetic field directions and flows with larger Prandtl numbers are discussed.
I. INTRODUCTION
Buoyant magnetoconvection plays a fundamental role in various natural phenomena, such as geo-and solar dynamo, as well as in many industrial applications. Magnetoconvection is also very interesting from a fundamental point of view as it exhibits a variety of nonlinear effects: a sequence of bifurcations of various kind, symmetry breaking, transition to chaos, pattern formation, etc. [1] [2] [3] [4] [5] For magnetoconvection in industrial applications, such as fusion reactor blankets, semiconductor crystal growth, and electromagnetic processing of materials, 4-16 a problem of fundamental importance is convection in a rectangular box filled with an electrically conducting fluid, and with one of the vertical walls being heated, while another one being cooled.
Examples of electrically conducting fluids include liquid metals, such as Hg, Na, NaK, and GaInSn, widely used in a laboratory ͑or Li and PbLi used in nuclear fusion͒. Thermophysical properties of liquid semiconductors ͑Si, Ge, and many compound semiconductors͒ are very close to those of liquid metals. Both groups of materials are characterized by large electrical conductivity of the order of 10 6 ⍀ −1 m −1 and a small Prandtl number of the order of 10 −2 . The flow takes place in the presence of an applied uniform magnetic field, which results in magnetohydrodynamic ͑MHD͒ interaction in the bulk of the flow. This interaction makes the flow highly anisotropic with flow structures being extended along the magnetic field, and results in a strong damping of three-dimensional velocity disturbances leaving only those lying in the plane normal to the magnetic field. As a rule, MHD flows remain three-dimensional as the presence of electrically conducting walls, slight misalignment of the field with the parallel walls, development of the velocity profile, etc. result in significant three-dimensional effects, especially if the so-called parallel layers are involved. Examples of such flows include buoyant convection in a cavity in a vertical and transverse magnetic fields, 4, 8, [13] [14] [15] [16] [17] flows with Hunt's jets, [18] [19] [20] [21] flows in bends, 22, 23 circular ducts in a nonuniform magnetic field, 24, 25 etc. In some situations, usually involving a pair of parallel electrically insulating walls transverse to the sufficiently strong magnetic field, the flow becomes quasi-twodimensional ͑Q2D͒. Such flows are characterized by a very small or zero velocity along the field, a distinct core where the fluid flows in a quasi-two-dimensional manner, in the planes transverse to the field, and thin Hartmann layers whose role is mainly to provide linear damping for the core velocity. 26 Models of Q2D flows have been developed for the flow between parallel planes in a uniform magnetic field, 27 ,28 a nonuniform magnetic field, 29, 30 or buoyant convection in a uniform field. 7, 8, 11, 12 More elaborate Q2D models have been developed by Pothérat et al., 31, 32 which take into account small but finite Ekman pumping in the Hartmann layers.
Here we will be dealing with the flow in a laterally heated long three-dimensional box with electrically insulating walls in the presence of a strong horizontal magnetic field directed normally to both gravity and the initial temperature gradient ͓Fig. 1͑a͔͒. The Q2D model used here has already been successful in predicting the linear stability for the Rayleigh-Bénard problem for an infinite layer with periodic boundary conditions in the axial direction, 11 as well as for the isothermal mixing layer. 33 However, we revisit the derivation of the Q2D model to stress the importance of exact local conservation laws. After that we describe our nu-merical results on the flow patterns and their stability. In this study, we focus on the effect of the Hartmann number and the aspect ratio of the box on linear stability threshold.
The configuration considered is similar to those studied experimentally and numerically in Refs. [13] [14] [15] [16] ; however, it assumes significantly larger Hartmann numbers for which the Q2D model is applicable. Note that comparing the results of two-dimensional ͑2D͒ stability of convection in long horizontal cavities with experimental data ͑without the magnetic field͒, Gelfgat et al. 34 argued that the 2D model yields reliable results for width ratios larger than 5. Here we show that, contrary to the flows unaffected by a strong transverse magnetic field, the latter makes the role of vertical walls in the third direction crucial for the stability of the flow even when the width ratio is considerably large. Depending on the magnetic field strength and thermal boundary conditions imposed on the horizontal boundaries of the cavity, we observe three main instability modes. The perturbation patterns show that in a strong magnetic field the instability develops in the boundary layers adjacent to the vertical and horizontal walls. In weaker magnetic field and with perfectly conducting horizontal boundaries, the instability develops in the bulk of the flow similar to the cases when the magnetic field is absent.
II. FORMULATION
Consider the convective flow of a fluid of electrical conductivity , kinematic viscosity , thermal diffusivity , and density = 0 ͓1−␤͑T ‫ء‬ − T 0 ‫ء‬ ͔͒, where ␤ is the thermal expansion coefficient and 0 is the fluid density at temperature T 0 ‫ء‬ . The flow takes place in a three-dimensional rectangular box with electrically insulating walls in the presence of a horizontal magnetic field B = B 0 e z , as shown in Fig. 1͑a͒ 
where t is the time, v = ͑u , v , w͒ is the fluid velocity, p is the pressure, j is the electric current density, and is the electric potential, normalized using the scales . In all the calculations below, the value of the Prandtl number was fixed to Pr= 0.015. This value is a characteristic of liquid metals and semiconductors and was used in several previous studies ͑see, e.g., Refs. 5 and 34 and references therein͒.
The boundaries are no-slip and electrically insulating, which implies v = 0, ͑6a͒ j · n = 0 at all the walls. ͑6b͒
The thermal boundary conditions are
and either
for thermally conducting or insulating horizontal walls, respectively. Above, n is the normal unit vector to a wall, and
‫ء‬ are aspect and width ratios of the box, respectively.
III. AVERAGING IN THE DIRECTION NORMAL TO THE MAIN CIRCULATION
We assume that the magnetic field is sufficiently strong to make the flow Q2D and derive the governing equations for the quantities averaged in the z direction, normal to the main convective circulation that takes place in the ͑x , y͒ plane.
The first step is averaging the Ohm's law for the component of current transverse to the field and the continuity equations. This gives 
is the z-average for any quantity F͑x , y , z , t͒, the subscript Ќ denotes the projection of a vector onto the ͑x , y͒-plane, which is transverse to the magnetic field. Taking the z-component of curl of Eq. ͑12͒ and using Eq. ͑13͒ yields
Equations ͑14͒ and ͑16͒ imply that the average transverse current is both solenoidal and irrotational, and together with the boundary condition j Ќ · n = 0 for electrically insulating sidewalls at x = Ϯ L / 2 and y = Ϯ 1 / 2, this yields
In particular, this implies that for a uniform magnetic field, there are no loops of total current in the ͑x , y͒-cross-section. This is in contrast to, say, a developing flow in a duct with a nonuniform magnetic field, where such loops are of utmost importance for shaping the velocity profile. 29 It follows from Eq. ͑12͒ with j Ќ = 0 that the average electric potential is the stream function for the averaged velocity, i.e.,
and that
where ʈ = e z · ٌ͑ Ќ ϫ v Ќ ͒ is the component of the average vorticity in the direction of the field. Note that the electric potential gradient is the quantity normally measured in the experiments.
The flow properties between plane electrically insulating walls given by Eqs. ͑16͒-͑19͒ are of particular importance as they are exact, local, independent of the Hartmann or Reynolds numbers, and are valid for both laminar and turbulent flows. They are not related to the properties of the Hartmann layer, as the only assumption made for the derivation of these relations is that the boundaries are nonpenetrable and electrically insulating. Thus, these equations equally hold, for example, for a layer with fixed, free, electrically insulating boundaries. For solid, no-slip boundaries at z = Ϯ D / 2 equation ͑17͒ immediately implies that once the core and the Hartmann layers are established, they carry equal and opposite current, a property which is often derived by elaborate arguments involving the properties of the Hartmann layer.
Next, we average the Navier Stokes equation ͑1͒ projected onto the ͑x , y͒-plane and use the continuity equation ͑3͒ and the nonpenetration condition in Eq. ͑6a͒. This results in
͑20͒
We further assume that v Ќ ͑x , y , z , t͒ = v Ќ ͑x , y , t͒h͑z͒, where
is the asymptotic Hartmann profile for Haӷ 1 with h͑z͒Х1. According to this assumption, the term v Ќ ٌ͑ Ќ · v Ќ ͒ is of the order of O͑Ha −1 ͒. Retaining only the terms of the leading order for Haӷ 1 yields the momentum equation for the average quantities as follows:
where Hd= 2 Ha/ D is the Hartmann number scaled by a half of the width ratio. In Eq. ͑22͒, the contribution of the inertial terms by averaging h 2 ͑z͒ is of the order of O͑Ha −1 ͒. These terms have been neglected as it is normally done with the averaged Q2D flow models.
Concerning Eq. ͑22͒, it is the two-dimensional momentum equation with linear damping, which is a result of viscous friction in the Hartmann layers adjacent to the walls at z = Ϯ D / 2. This term is similar to the Darcy law in porous fluids, the analogy already explored by Burr et al. 11 Averaging the energy equation yields
Since the lateral walls at z = Ϯ D / 2 are thermally insulating, ‫ץ‬T / ‫ץ‬z͑z = Ϯ D / 2͒ = 0, and the z-component of velocity is much smaller than the other two, the terms v z ‫ץ‬ T / ‫ץ‬z and ‫ץ‬ 2 T / ‫ץ‬z 2 are assumed to be much smaller than other terms of the energy equation. Therefore, the temperature field is assumed to be independent of z, which implies that T = T ͑x , y , t͒. Then Eq. ͑23͒ becomes
Equations ͑13͒, ͑22͒, and ͑24͒, omitting subscript Ќ and overbar, yield the two-dimensional equations for the averaged quantities as follows:
Equations ͑25͒-͑27͒ are solved together with the boundary conditions ͑6a͒, ͑7͒, and ͑8͒, and either Eq. ͑10͒ or Eq. ͑11͒, in a two-dimensional cavity shown in Fig. 1͑b͒ . Burr and Müller 11 argued that the Q2D model is justified if the flow in the central region, close to z = 0, is uniform in the direction of magnetic field z, and the Hartmann layer thickness is independent of the core variables to the main order of approximation, which resulted in the two conditions Ra/ Ha 2 Ӷ 1 and Pr Ha 2 Ӷ 1. Here, Ra is the Rayleigh number, Ra= Gr Pr. Note that according to our notations, Ha= HdD / 2. Therefore, for each value of Hd we can find the width ratio D large enough to satisfy both conditions.
To perform the linear stability analysis, the flow variables are split into the steady base flow and the infinitesimally small perturbations as follows:
where is the complex increment, and all the functions on the right-hand side depend on x and y only. Substituting these expressions into Eqs. ͑25͒-͑27͒ and linearizing for small perturbations, we arrive at the linear stability problem
The linear stability analysis yields the value of critical Grashof number Gr cr , at which there exists a ͑leading͒ eigenvalue that changes the sign of its real part from negative ͑stability͒ to positive ͑instability͒. For the problem considered here, it appears as a complex conjugate pair, which corresponds to a transition from steady to oscillatory flow states, as a rule, via the Hopf bifurcation. The imaginary part of the leading eigenvalue, called critical frequency cr , yields an approximation of circular frequency of slightly supercritical oscillations. In the case of the Hopf bifurcation, the eigenvector corresponding to the leading eigenpair yields additional information on the pattern of the appearing flow oscillations. Its absolute value corresponds to the distribution of the oscillation amplitude, while its real and imaginary values represent instantaneous deviation of the oscillating flow from the corresponding unstable steady state ͑see, for example, Refs. 34-37͒. Note also that the linear stability analysis yields the amplitude or deviation only to within multiplication by a constant, so that only relative values are physically meaningful. Following the common notation, we call the eigenvector corresponding to the leading eigenvalue the most unstable perturbation, or just a perturbation.
IV. NUMERICAL METHOD AND TEST CALCULATIONS
Equations ͑25͒-͑30͒ are discretized by the standard finite volume technique. Steady states are calculated by Newton iteration with parameter continuation where necessary. The eigenvalues of Eqs. ͑28͒-͑30͒ are computed using the shiftand-inverse formulation with Arnoldi iteration. We use the direct sparse matrix solver MUMPS to inverse the Jacobian matrices as well as to calculate Krylov bases. The details of the numerical technique are given in Ref. 37 .
Since the numerical technique was verified for Ha= Hd = 0 in Ref. 37 , here we test the correctness of the numerical formulation by the comparison with the analytical results of Burr and Müller, 11 and then examine the convergence of critical parameters for several values of the scaled Hartmann number and the aspect ratio.
To reproduce the analytical results of Burr and Müller, 11 we consider the stability of quiescent state in a rectangular cavity whose horizontal boundaries are stress-free and are maintained at different temperatures. Periodicity conditions are imposed at the vertical boundaries. The length of the cavity is taken to be equal to the critical wavelength 2 / ␣, which corresponds to the onset of instability in an infinite horizontal layer. The comparison is shown in Table I . The calculation was done using 300ϫ 300 stretched finite volume grid. It follows that using 300 nodes in each spatial direction yields four correct decimal digits, which completes the verification of consistency of the numerical model. The convergence of the numerical scheme is illustrated in Fig. 2 for the aspect ratio L = 4 and 10 and scaled Hartmann number Hd= 0, 100, and 1000. Calculations where done by varying the number of grid points in vertical direction N y between 30 and 250 for L = 4 and between 50 and 300 for L = 10. The number of grid points in the horizontal direction N x was then defined as N x = N y L. It should be mentioned that the recent benchmark calculations of Gelfgat 37 showed that to achieve convergence in calculations of critical parameters, it is necessary to use grids having about 10 2 nodes in the shortest spatial direction. Also, it was stated earlier that calculations of convective flows affected by a magnetic field are more difficult than that without electromagnetic effects. 5 The present test calculations support these two conclusions. As it is seen in Fig. 2 , with the increase of the scaled Hartmann number, the convergence of the critical Grashof number slows down. In the most numerically difficult cases, at Hd= 1000, the difference between the critical Grashof numbers calculated for N y = 200 and 300 is within 1% ͑Fig. 2͒, which we consider as a good convergence. In 15 who reported the values of Rayleigh numbers Ra corresponding to the appearance of oscillations in the flow. These results were reported for a tall cavity with L = 0.1 as critical values of Ra versus the magnetic parameter M, which are connected with the present notations as Ra= Gr Pr L 3 and M =HdLD / 2. The reported experimental results state that for M = 400, 800, and 1600, the oscillations are observed at Ra= 10 4 , 4ϫ 10 4 , and 8 ϫ 10 4 , respectively. The present calculations reach the values of the critical Rayleigh number 650, 2.2ϫ 10 4 , and 4.3ϫ 10 4 for, respectively, the same values of M. For further comparison, we must take into account that the experimental critical values are clearly not precise. According to Fig. 4 of Ref. 15 , the parameter M was varied there just by doubling its value starting from M = 100. Therefore, the numerical critical numbers, which correspond to zero oscillation amplitude, must be smaller than those reported in Ref. 15 . Thus, the comparison made can be considered as a qualitative agreement.
V. RESULTS
Examples of streamlines and isotherms of steady state flows for Hd= 100 and 1000 are shown in Figs. 3 and 4 for, respectively, the cases of perfectly insulating and perfectly conducting horizontal boundaries. As is usually defined for flows in enclosures, the stream function attains the zero value at the boundaries. With variation of the aspect ratio, the flow patterns remain similar to those shown for L = 4 and 10 and change continuously between these two patterns. Similar to the magnetic field applied in two other directions, 5 the transverse magnetic field suppresses the multiplicity of steady states observed by Gelfgat et al. 34 Also, contrary to flows unaffected by magnetic field, 35 the change of heat transfer properties of the horizontal boundaries drastically affects the flow pattern. The results related to convective flows in cavities without magnetic field effect, as well as some of the results related to magnetic field applied in two 034101
other directions, are summarized in the recent book of Lappa 2 to which the reader is referred. In the case of perfectly insulated horizontal boundaries, the isotherms are orthogonal to them, which allows the development of thin thermal boundary layers near the vertical walls. Together with the thermal boundary layers, we observe thin velocity boundary layers adjacent to all four boundaries. These are Shercliff ͑or parallel͒ boundary layers, 9 which become thinner with the increase of the magnetic field. The changes in flow patterns, compared to those developing in the absence of the magnetic field, are similar to the effect of increasing viscosity, or increasing the Prandtl number. On the other hand, the streamline and isotherm patterns shown in Fig. 3 are similar to those observed in the vertical and horizontal magnetic fields at much lower values of the Hartmann number. 4 The perfectly conducting boundaries do not allow the development of thermal boundary layers at the vertical walls ͓Figs. 4͑a͒-4͑c͔͒. Again, this is similar to what was observed for convection of fluids with a larger Prandtl number. With the increase of the magnetic field, boundary layers start to develop, but are significantly thicker than in the case of insulated boundaries. As shown below, the existence or absence of developed boundary layers has a decisive effect on the flow stability properties.
A. Stability for perfectly insulated horizontal boundaries
Neutral curves showing the dependence of the critical Grashof number on the aspect ratio Gr cr ͑L͒, together with the dependencies cr ͑L͒, are shown in Fig. 5 for Hd= 100 and 1000. With variation of the aspect ratio L, the instability is caused by different perturbation modes that, within the linear stability framework, abruptly replace each other. This is similar to other cases of convection in cavities when one of the governing parameters is varied ͑see, e.g., Refs. 2, 5, and 34 and references therein͒. To illustrate that the dependence of the eigenvalues on the governing parameters is continuous, variation of several eigenvalues belonging to the leading part of the spectrum along the neutral curves with increasing L is shown in frames ͑e͒ and ͑f͒ of Fig. 5 . Parts of the curves where the eigenvalue becomes leading are indicated by circles. Clearly, all the most unstable perturbation modes are the eigenvectors of the linearized stability problem whose eigenvalues cross the imaginary axis before others at a given set of the governing parameters. Unfortunately, in most cases, as well as for the problem considered here, it is not possible to offer a clear explanation or description of instability reasons or mechanisms. Trying to avoid unnecessary speculations, here we describe only the computed perturbation patterns, point on the analogies with already studied configurations, and offer only few explanatory arguments on what is observed. It should be emphasized also that in a supercritical flow regime, one can expect interaction of several unstable perturbation modes, whose eigenvalues crossed the imaginary axis at close values of the Grashof number. According to Ref. 34 , in the absence of the magnetic field, the single-cell flows become unstable at Gr cr Ϸ 1.32 ϫ 10 5 , which is two orders of magnitude less than the minimal value of Fig. 5͑a͒ . Many-cell convective flows can remain stable at significantly larger Grashof numbers; however, as discussed above ͑see also Figs. 3 and 4͒, these patterns are suppressed by the magnetic field. A comparison with the results of Gelfgat et al. 34 obtained in the absence of magnetic field shows that the spanwise magnetic field suppresses the many-cell patterns, so that the single-cell flow becomes a single steady state.
The critical Grashof number grows with the increase of Hd ͓cf. Figs. 5͑a͒ and 5͑c͔͒. In the considered range 4 Յ L Յ 10, at both values of Hd, we observe six different eigenmodes that are most unstable at different aspect ratios. The jumps of critical frequency in Figs. 5͑b͒ and 5͑d͒ correspond to the changes of modes, as shown by the symbols in Fig. 5 . At the same time, a closer look at the eigenmode patterns shows that not all modes at Hd= 100 and 1000 are similar. Absolute values of the eigenvectors, i.e., the most unstable perturbations, are shown in Figs. 6 and 7 for Hd= 100 and 1000, respectively. The red color corresponds to the maximal values and the blue color corresponds to the zero values.
For Hd= 100 ͑Fig. 6͒ and for smaller aspect ratios, 4 Յ L Յ 5.6, the perturbation patterns are characterized by steep maxima of the temperature perturbations located near the vertical walls. Approximately at the same location, we observe the maxima of the stream function ͑or velocity͒ perturbations; however, there are other two large perturbation areas stretched along the horizontal boundaries. Together with these strongly perturbed areas we observe, both in the stream function and temperature perturbation patterns, a "street" of local minima in the central part of the cavity. The number of minima changes abruptly with the increase of the aspect ratio, which exactly corresponds to the replacement of the leading perturbation mode. At the same time, with the increase of the aspect ratio, the secondary maxima located near the horizontal walls weaken and almost disappear at L = 5.5. Note that the three patterns shown for L =4, 5, and 5.5 in Fig. 6 belong to different eigenvectors of the linearized stability problem. At the same time, their apparent similarity allows us to argue that all of them result from the same instability mechanism, which is illustrated below in more detail.
For L Ͼ 5.6 and Hd= 100 ͑Fig. 6͒, the perturbation pattern changes qualitatively. Again, we observe three distinct instability modes, while a similarity of their patterns shows that they are triggered by the same physical reasons. As before, we observe large temperature perturbations near the vertical walls. The maxima of the stream function perturbation located near the vertical walls significantly grow, while the number of minima located in the central part of the cavity sharply decreases. Thus, by a change of the aspect ratio from L = 5.5 to L = 5.7, we observe that eight local minima of stream function perturbation and seven of the temperature perturbation are replaced by, respectively, three and two minima. This pattern remains unchanged up to L = 8.3. Starting from L = 8.4, we again observe replacements of leading eigenmodes, which again are characterized by an abrupt increase of the number of local minima ͑Fig. 5 for L = 8, 8.5, and 10͒.
For Hd= 1000 ͑Fig. 7͒ the perturbation patterns are similar to those observed in Fig. 5 for smaller aspect ratios and 
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result from the same instability mechanism. As before, the replacement of the leading eigenmode corresponds to the increase of the number of local minima in the central part of the cavity. Thus, in the stream function perturbation at L = 10, the number of minima reaches 12. At the same time, there are some qualitative changes compared to the lower value of Hd ͑cf. Figs. 5 and 7͒. First, the maxima of the temperature perturbation appear to be much higher, which can be the main reason for increasing numerical resolution requirements. Second, contrary to the previous case, the maxima of stream function perturbation located near the vertical walls disappear with the increase of the aspect ratio, while the maxima stretched along the horizontal walls prevail. This can be connected with the development of Shercliff boundary layers along the horizontal boundaries that become more significant at stronger magnetic fields.
To finalize this section, we observe two qualitatively different patterns of perturbations, which show that there exist two main physical mechanisms that cause instability of steady flows. One is the characteristic for weaker magnetic field and longer cavity ͑e.g., Hd= 100, L Ͼ 5.6͒ and the other one is the characteristic for shorter cavities or for stronger magnetic fields. As mentioned above, it is difficult to offer a clear physical explanation of these mechanisms. Some more insight, however, can be gained by observation of the real and imaginary parts of the most unstable perturbations and perturbation change during the period of oscillations ͑Fig. 8͒. In the first case ͓Fig. 8͑a͔͒, the oscillations are located near the vertical walls. A closer look ͑see also multimedia files͒ shows that perturbations appear as cold and hot spots in the lower left and upper right corners, advected by the flow and dissipating in the central part of the cavity. These spots cause oscillations of the stream function near the vertical walls. Far from these walls, velocity oscillations are weak. In the second case ͓Fig. 8͑b͔͒, we observe waves developing along the horizontal walls. The waves are advected along the horizontal boundaries from the centers toward the vertical walls, where they disappear starting to ascend or descend with the flow. This is instability of the Shercliff boundary layers, which exhibits a similarity with instability of the boundary layers in convection of air, characteristic of a larger Prandtl number of 0.71, in tall vertical cavities ͓cf. Fig. 8͑b͒ with plate 1 of Ref. 36͔. Note also that the perturbation of the stream function in this case is much stronger than that of the temperature, so that we use more contrast coloring of the animation to make the temperature perturbation more visible. This indicates that the instability of boundary layers has mainly hydrodynamic origin.
B. Stability for perfectly conducting horizontal boundaries
The dependence of the critical Grashof number and critical frequency on the aspect ratio for the case of perfectly conducting boundaries is shown in Fig. 9 . Again, compared with the results for stability of flows unaffected by a magnetic field, 34 for which Gr cr Ϸ 1.12ϫ 10 5 , we observe the stabilizing effect that increases with the increase of the field strength ͓cf. Figs. 9͑a͒ and 9͑c͔͒ . Studying the stability diagrams ͑Fig. 9͒ and patterns of the most unstable perturbations ͑Figs. 10 and 11͒, we observe also that, compared with the case of insulating boundaries ͑Figs. 5-7͒, the flow stability properties differ qualitatively for the weaker magnetic field ͑Hd= 100, Fig. 10͒ and are similar for the stronger one ͑Hd= 1000, Fig. 11͒ .
For a weaker magnetic field, Hd= 100, there is only one instability mode that does not change qualitatively with the increase of the aspect ratio ͑Fig. 10͒. The corresponding neutral curve ͓Fig. 9͑a͔͒ and the dependence cr ͑L͒ ͓Fig. 9͑b͔͒ consist of a single continuous curve. Note that in the case of conducting horizontal boundaries, there are no thermal boundary layers near the vertical walls, so that the instability observed for smaller aspect ratios with the perfectly insulating walls ͑Fig. 6͒ cannot develop here. Patterns shown in Fig. 10 illustrate a continuous change of perturbation with the increase of the aspect ratio. Since the temperature is prescribed at the horizontal boundaries, the temperature perturbation vanishes at all the boundaries. As a result, the cold and hot spots arise now closer to the horizontal centerline and, as in the case of insulating boundaries, are advected toward the cavity center where they dissipate. At stronger magnetic field, Hd= 1000, we observe ten different perturbation modes that become dominant with the increase of the aspect ratio. Note that all modes continuously change with the governing parameters ͓see also Figs. 5͑e͒ and 5͑f͔͒. Each of the ten modes becomes leading for a certain interval of the aspect ratio values. These modes are similar to those observed for the perfectly insulated horizontal boundaries and correspond to the instability of Shercliff boundary layers. They are characterized by a strong perturbation of the stream function near the boundaries and a street of local minima located in the central part of the cavity. The number of minima changes with the change of the most unstable eigenmode and varies from 7 at L = 4 to 16 at L =10 ͑Fig. 11͒. Similar to the case of insulated horizontal boundaries, these small perturbation structures travel along the horizontal boundaries. A closer look into time evolution of the perturbation ͑see multimedia files͒ reveals that, in this case, the stream function perturbations do not vanish near the boundaries, so that the instability of Shercliff boundary layers is observed along all four boundaries.
C. Perturbation energy considerations
Consider the linearized equations ͑28͒ and ͑29͒ at the critical values of parameters. Assuming that the leading eigenvalue is purely imaginary, = i cr , and that ͑v , p , ͒ is the corresponding leading eigenvector, we multiply Eqs. ͑28͒ and ͑30͒ by complex conjugates v ‫ء‬ and ‫ء‬ , respectively. This yields
͑32͒
Following the commonly used notations, we interpret ͉v͉ 2 and ͉͉ 2 as measures of the perturbation energy ͑see, e.g., Ref. 2͒. The standard procedure of integration over the whole flow region ⍀ results in 
Note that since the eigenvector is a complex function, the last two terms of Eqs. ͑33͒ and ͑34͒ do not vanish, i.e., ͑V · ٌ͒v · v ‫ء‬ V · ٌ͉͑v͉ 2 / 2͒ and ͑V · ٌ͒ · ‫ء‬ V · ٌ͉͉͑ 2 / 2͒. The equality holds only for real v and , for which the last terms of Eqs. ͑33͒ and ͑34͒ are zeros, as it happens in derivation of the classical Reynolds-Orr equation. Seemingly, this fact was overlooked in several previous stability studies, see, e.g., Refs. 13 and 14. Relations ͑33͒ and ͑34͒ describe the integral energy balance between the perturbation and the base state and can be easily verified numerically. Note that the exactness of the above equalities strongly depends on the mass and momentum conservation of a numerical scheme. The finite volume discretization used in this study is fully conservative, which allows us to transform integral equalities ͑33͒ and ͑34͒ into equalities with discrete summations. The latter is achieved if the same quadrature formulas are used for the discretization of governing equations and for the approximation of the integrals.
For the considered Q2D model and for the observed Hopf bifurcations, the relations ͑31͒-͑34͒ require a preliminary discussion. Apparently, the left-hand sides of all the equations are purely imaginary. Therefore, the real parts of the right-hand side ͑rhs͒ of all the equations are zeros. Moreover, according to Eqs. ͑31͒ and ͑32͒, they are zeros pointwise, i.e., the real parts of all the terms are pointwise balanced and do not contribute to generation or dissipation of the perturbation energy even locally. Thus, in the figures below, we report mainly the imaginary parts of the terms. Moreover, the terms proportional to Hd in Eqs. ͑31͒ and ͑33͒ are purely real, and therefore are excluded from the energy balance either locally or globally. As it was shown above, these terms strongly affect the stability properties of the flow. It follows that energy considerations cannot give a comprehensive understanding of the observed instabilities. It allows us only to illustrate where the perturbation attains or dissi- pates its energy, as well as to figure out which term of the momentum equation contributes more to the perturbation energy growth.
To illustrate the spatial patterns of the integrands of Eqs. ͑33͒ and ͑34͒ in the observed instabilities, we plot the imaginary parts of some terms of Eqs. ͑31͒ and ͑32͒ together with the real part of the term Hd͑v · v͒ for four characteristic cases of the observed instabilities ͑Fig. 12͒. Note that the pattern of the latter term coincides with the pattern of the left-hand side ͑lhs͒ of Eq. ͑31͒ and therefore illustrates distribution of the perturbation kinetic energy. The amplitudes of the temperature perturbations were already plotted in Figs. 6, 7, 10, and 11. The parameter values in Fig. 12 were chosen to describe three different instability mechanisms illustrated in Fig. 6 and Figs. 10 and 11.
Patterns of Fig. 12 generally resemble what was already observed in the patterns of the perturbations themselves, i.e., growth of perturbations and their energy either in the boundary layers ͓Figs. 12͑a͒, 12͑b͒, and 12͑d͔͒ or in the bulk of the flow ͓Fig. 12͑c͔͒. However, we argue that these patterns do not represent the production of perturbation energy correctly, and therefore are not those to be discussed. To show that, we plot the pattern of the sum of all the "production" terms of Eq. ͑31͒ from which the pressure gradient term is withdrawn. In other words, we plot the production of divergent-free part of the momentum equation. Comparing the corresponding frames of Fig. 12 , we see that this production resembles the pattern of the lhs ͓coincides with Hd͑v · v͔͒ of Eq. ͑31͒ in the almost whole flow region except boundary layers adjacent to the vertical walls, where the viscous dissipation is large. We conclude that to discuss the contribution of each term of Eq. ͑31͒ to generation or dissipation of the perturbation energy, we need first to exclude the potential parts of each term. Clearly, the potential parts of the terms of momentum equation, full or linearized, are balanced by the pressure gradient and cannot play any role in the instability onset. On the other hand, if these parts are large, their amplitudes can overshadow the important effect of their divergence-free counterparts. It seems that this rather obvious observation also was overlooked in some previous studies ͑see, e.g., Refs. 13 and 14 and references therein͒.
To continue the energy analysis, we had calculated the divergence-free parts of all the nondivergent terms of the momentum equation shown in Fig. 12 . After multiplication by v ‫ء‬ , they yield physically meaningful parts of the integrands of Eq. ͑33͒ and are shown in Figs. 13 and 14 . These patterns must be discussed in line with the perturbation patterns shown in Figs. 6-8, 10 , and 11. We observe that in the cases when instability develops inside the boundary layers ͓Figs. 13͑a͒, 13͑b͒, and 14͑b͔͒, all the production terms steeply grow there as well. When the perturbation is located into the bulk of the flow ͓Fig. 14͑a͔͒, the production terms also grow steeply closer to the center indicating, however, that the kinetic energy production is shifted toward the horizontal boundaries where the base flow velocity is larger.
According to the above arguments, it will not be informative to compare the contribution of each term of the momentum equation into the energy production before the divergence-free parts are extracted. It is easy to see that the potential parts are cancelled already in Eq. ͑33͒ during the integrations, which are projections of the terms of the momentum equation on the divergent-free field v ‫ء‬ . At the same time, plotting of each scalar component, say U ‫ץ‬ v / ‫ץ‬x · v ‫ء‬ , will leave the potential part into the vector components. Therefore, we first exclude the potential parts from the vectors ͑V · ٌ͒v, ͑v · ٌ͒V, and Gr e y , and only then study the contribution of the components of the results into the production of perturbation kinetic energy. The integral values for the cases of Fig. 12 are listed in Table II . Here we observe the domination of perturbation energy production by the term ͑V · ٌ͒v in the cases when instability develops in the boundary layers, which again indicates that this term is important for the energy balance. This production can be associated with the advection of perturbation along the boundaries, as it was observed in the perturbation patterns and snapshots. For instability developing in the bulk of the flow, we observe the domination of the term ͑v · ٌ͒V, which describes the advection of the mean flow by the perturbation velocity. The sharp maxima in the corresponding frame of FIG. 14. ͑Color online͒ Imaginary parts of the divergent-free parts of nondivergent terms of Eqs. ͑31͒ and ͑32͒. Perfectly thermally conducting horizontal walls.
TABLE II. Imaginary parts of the divergence-free components of the rhs terms of Eq. ͑33͒. Fig. 14͑a͒ illustrate the domination of this term. The location of these maxima corresponds to the area of strong flow oscillations, as illustrated by the snapshots in Fig. 8 .
VI. CONCLUSIONS
The Q2D model of convective flows under the effect of a transverse magnetic field has been studied numerically. The numerical method has been verified by a comprehensive convergence study and a comparison with the analytical results obtained for the Rayleigh-Bénard configuration. To validate the model, a qualitative agreement with recently published experiments has been obtained.
Patterns of steady state flows and their stability have been studied for fixed values of the scaled Hartmann number, Hd= 100 and 1000. The parametric dependence of critical Grashof number and critical frequency on the box aspect ratio varying between L = 4 and L = 10 was obtained, while the box horizontal boundaries were considered to be either perfectly thermally insulating or perfectly conducting.
We observed that multiple many-cell steady flow states characteristic of flows in long horizontal cavities 34 are suppressed by the magnetic field, so that only single-cell steady flows are observed. Along with the instability of the bulk flow observed in the absence of the magnetic field, these single-cell flows can be destabilized by two additional instability mechanisms. The first one is characterized by the appearance of cold and hot spots near the vertical boundaries that are advected into the central part of the flow where they dissipate. This mechanism is observed at Hd= 100 for all aspect ratios in the case of perfectly conducting horizontal boundaries and for Hd= 100 and L Ͻ 5.6 for perfectly insulated horizontal boundaries.
The second mechanism, characteristic of stronger magnetic fields ͑Hd= 1000͒, as well as for L Ͼ 5.6, Hd= 100, and perfectly insulated horizontal boundaries, exhibits some features similar to what was already observed in flows affected by vertical or transverse magnetic field, as well as convective flows of fluids with a larger Prandtl number. The strong transverse magnetic field stabilizes the flow by suppressing perturbations in the central part of the cavity. The instability sets in thin thermal and Shercliff boundary layers located near the heated, cooled, and horizontal boundaries. The perturbation pattern and the resulting oscillation frequency depend on the ratio of boundary layer thickness and the cavity length. The boundary layers tend to become thinner with the increase of the Hartmann number and to elongate with the increase of the aspect ratio. The thinning and elongation, in their turn, change the perturbation pattern, which can remain qualitatively the same but contains a different number of small structures. The latter is most strongly emphasized at large Hartmann numbers, Hd= 1000 and beyond, and for the thermally insulating horizontal boundaries.
We have argued that consideration of the production and dissipation of perturbation energy yields only a partial description of the observed instabilities and cannot help in their comprehensive understanding. We also discussed several important issues of this analysis that seemingly were overlooked in some previous studies. In particular, we argued that before energy production by a term of the governing equations is computed, its potential part must be excluded from the consideration. In the current study, after the divergentfree parts were excluded from all the terms, their patterns resembled the observations already made for the patterns of leading disturbances. The computation of the integral contribution of the terms over the whole flow region showed that in the cases when instability develops in the boundary layers, the energy production by the term ͑V · ٌ͒v dominates. When the instability develops in the bulk of the flow, the term ͑v · ٌ͒V produces the largest amount of the perturbation energy.
