ABSTRACT A sensing signal for an active sensor generally embeds a modulating product to ensure various noise immunity. The signal acquisition and the capacity of sensor arrays can be further improved through multiplexing techniques using orthogonal sequences. However, multi-channel and multi-user interferences degrade the performance by introducing a variety of channel delays. In this paper, we construct delay-tolerant and perfectly orthogonal codes and their decoding methods using multi-level Hadamard matrices. The stimulating codes for multi-channel sensors are re-constructed using groups of the circulant Hadamard matrix. To decode an individual channel signal, a pivot code is chosen from the group of codes. The structure of the pivot and its group code offers a pre-defined delay tolerance for the decoded channel signal at the multiplexing stage. We conducted numerical simulations where channel models are refined by the practical measurement. The results show that the proposed code and its decoding method perform better signal acquisition in the presence of channel delays and noises compared with results from existing multiplexing sequences. In both optical and capacitive channels, more than 98% of the sensing signal distortions induced from the delay variation could be removed with the designated delay tolerance.
I. INTRODUCTION
Sensor networks and wearable device technologies have led to the integration of various sensors into a constrained design that reduces the misrecognition of physical systems, within a limited time and power budget [1] , [2] . Previously, we presented two multiplexing techniques for active sensors and the system model derived from the communication system [3] , [4] . Based on this system model, we attempt to establish common design techniques for various active sensors to maximize the quality of the sensing signal. This is expected to lead to noise immunity, and lead to energy and cost savings, which are the primary metrics in the design of sensor devices and heterogeneous sensor networks.
Generally, sensors detect a physical quantity in the electronic domain using a stimulating signal [3] , [4] , [6] , [7] that also serves as a communication radio signal in sensor networks [8] - [10] . For example, light detection and ranging [6] , [7] and the positioning system in visible light communication (VLC) [4] , [5] estimate the distance to the target based on the channel attenuation degree or the time difference of the received signal alongside the optical channels. A receiver circuit in the capacitive touch sensor estimates the capacitance by obtaining the charges across the capacitive element in the touch screen [3] . In multichannel active sensors, orthogonal stimulation and multiplexing are widely used to increase the channel capacity or signal-to-noise ratio (SNR), within a limited real-time constraint [3] , [4] , [6] , [7] , [11] - [16] . Two models depicted in Figs. 1a and 1b cover the wide range of existing active sensor systems. The proposed code can be used to detect the target physical quantity by sensing the propagated signal (Fig. 1a) or the reflected signal through the channel (Fig. 1b) . However, when a stimulating signal passes through the physical channel, it experiences a phase delay. Concurrent multiplexing techniques using orthogonal codes and frequencies suffer from channel delays [3] , [6] , [17] - [20] . Interferences between signals from multiple channels increase as their orthogonalities are degraded by different channel delays. Conventional sequences, such as maximum length sequences (MLS) and complementary set of sequences (CSS) provide good auto-correlation properties for the correct detection of the target signal [19] , [21] - [24] , [26] but still suffer from a variety of delays and signal distortions due to their non-zero cross-correlation with other channels. It has been reported that orthogonal sequences with Kronecker delta auto-correlation and zero cross-correlation for all time shifts do not exist [27] .
To address the challenge posed by channel delays, we present a new stimulating code and its decoding technique with a budget of maximum channel delays in active sensors. Compared to previous works [3] , [4] , [6] , [14] , [15] , [21] - [25] , this technique offers a large reduction in the distortion of capacitive and optical signals due to delays and inter-channel interferences. The baseline orthogonal matrix starts with a multi-level Hadamard matrix (M-H ) in [3] and [25] that provides a variety of code lengths, that is still limited in handling channel delays like other conventional sequences. The main contributions of this work are summarized as follows:
1) Re-construction of the M-H and the pivot decoding method yield a controllable or designated delay tolerance to detect the fully modulated sensor signals.
Interferences between multi-channel stimulating signals are minimized due to the perfect orthogonality that exists within predefined parameters of the proposed sequence. 2) With a non-constant frequency modulation, the proposed method can also be extended to detect the sensing signals such as the time-of-flight (ToF) of signals and phase delays. Unlike the existing orthogonal codes for detection and synchronization including the M-H, the correlation peak of the pivot code can be located around the completely zero cross-correlation regions with a presence of other multiple channel signals. This advantage offers not only reliable signal detection but also the exact acquisition of signal strengths depending on the target channel attenuation.
3) Theoretical analysis based on the sensor system model and numerical verification were conducted to show validity and key properties of the proposed methods. The unified system model used here was characterized by the practical measurement from two different sensor systems, capacitive and visible light sensors. This paper is organized as follows. Section II shows the driving and sensing system model. Section III offers a theoretical analysis to show the correctness of the proposed code and the multiplexing technique. In Section IV, simulation results are presented for capacitive and optical channels, including noise sources, that are characterized by measured data. Comparative results between the proposed method and conventional stimulating codes are also presented. Section V serves as conclusion for this work. Table 1 summarizes the main notations and symbols used in this paper. Let H be N ×1 the orthogonal complex vector Fig. 2 , we can formulate the 1×N de-multiplexed signal vector r = {r 1 , r 2 , · · · , r N } at the receiver on the basis of existing sensor models [3] , [4] as follows: where α = {α 1 , α 2 , · · · , α N } is a 1×N conversion vector from N driving amplifiers to the receiving amplifier, taking into consideration signal domain conversion with transmitter/receiver gain and channel attenuation. H is the time-delayed H due to unknown channel delays V TX and z are defined as the voltage reference for TX and the random noise vector appearing before the decoding process at the receiver, respectively. Therefore, X represents the multiplexed signal at the receiving amplifier with the noise component before decoding by H H . It is assumed that α and z are mutually independent. In practical applications, z can be affected by the gain of the receiver included in α [3] .
II. SYSTEM MODEL AND THE OBJECTIVE
Assuming that H contains modulating products given by e jω 0 t , Eq. (1) can then be expressed as
where z = z · H H . The term V TX · α i can also be simplified to A i which represents the dimensionless amplitude gain for the TX i -to-RX sensing signal. h i (t − τ i ) in H embeds the phase delay τ i for given channel i. If τ i = 0 for all i, the matrix corresponding to ∫H · H H dt from (2) becomes a diagonal matrix where the off-diagonal elements ideally contain zeros. Assuming that z contains the normalized random variables with N (0, σ 2 ), then the expected value of r in [0, T ] can be obtained using
where E(z i ) ≈ 0 with sufficient samples of z i . Note that A i is reduced to A i /2 in conjunction with the use of a low pass filter when we employ either the real part or the imaginary part of H in modulation and multiplexing. Since m 2 is known, the receiver can estimate A i from E(r). Conversely, when τ i is nonzero, E(r i ) can be expressed as
Therefore, the non-zero cross-product between h j (t − τ j ) and h * i (t), where i = j, remains in (4) because of the existence of τ 1 , τ 2 , · · · , τ N . The decoding gain m 2 is also reduced in the calculation of
III. DELAY-TOLERANT STIMULATION A. CONSTANT MODULATION
The parameter m defined in the orthogonal vector H affects the SNR of r [3] . In a typical bipolar H, such as a Hadamard matrix, MLS, and CSS, m 2 is set to an integer value. In this paper, we present a new M-H that conforms to predefined channel delays, while m, the column sum in the M-H is extended to a real number. MLS which has non-zero crosscorrelation between different channels can also be used to construct delay-tolerant sequences [19] . Conversely, we will show that a fully modulated M-H for multi-channel sensors can also be transformed and applicable to robust stimulation while their cross-correlation is maintained at zero inside predefined channel delays.
The construction of the proposed H starts with previous studies in [3] and [25] . Fig. 3a illustrates the kernel structure of the non-modulated version of M-H with any orders of N . As this type of H is a circulant matrix, two adjacent rows of H are exactly shifted by one code, the length of which is identical to T c = T /N . Therefore, the following identity is obtained from the definition of the M-H :
To achieve the perfect orthogonality, two code values a and b in the M-H satisfy the following relation:
The column sum of M-H is identical to m. It holds that
In contrast, the proposed H, rewritten as H + is constructed using the grouped rows of original M-H as shown in Fig. 3b . Taking the group size to be three, each group of three rows in H is aggregated as a stimulation code for one channel while the mid-row of the group can be used to decode the sensing signal for that channel. Let the code to be used for decoding the grouped sensing code be the pivot of the group. Without loss of generality, we define the group size as P, where the p-th row code of the group is used as the pivot. Here, H in (1) can be defined by an M-H in [0, T ] as follows:
where 
where (1) and (2) can be rewritten as (11) , as shown at the bottom of this page. Decoding by h * i (t) is replaced by the delayed pivot code h *
where pi = (i − 1)P + p and τ D is the time delay of the decoding stage.
All elements in (11) can be expanded using (10) . To simplify them, Fig. 4 illustrates the two conditions and the unit 
product in each element of (11) where a periodic repetition of h k (t − τ i ) exists. τ pi−k indicates the time difference for h * pi (·) with respect to h k (·) and is equivalent to τ D − τ i + (pi − k)T c . In those conditions, the product can be divided by two time-shifted regions representing two colors in Fig. 4 . Note that each region is overlapped with the same length of the partial codes between h k (t − τ i ) and h * pi (t − τ D ). When the constant modulation by e jω 0 t is applied, the unit product can be generalized using two terms of the same delayed h k (·) and h pi (·) as shown in (12) .
Since N T h k (t) · h * pi (t) · dt = m 2 or 0 as defined in (1), we can derive the integration of successive summation of (12) to obtain the integral term of (4) except A i , as follows:
Note that m 2 can consistently be obtained if h * pi (t − τ D ) is placed between h k (t−τ i ) and h k+1 (t−τ i ). The time difference
less than one code length (= T c ) between the two codes of the same group guarantees a non-degraded sensing signal. In (13), the receiver can always recover the sensing signal in [0, (P − 1) · T c ] using P-sized groups of H. Outside of the group with less than T c , the acquired signals are degraded and reach zero correlation in regions greater than the T c interval.
For uniform and random delays, h * pi (t) can be selected using the center code of h i (t) so that the time interval for delay tolerance is balanced as in [
]. Only
partial codes are needed to be wrapped around h + i (t), not requiring a repetition of h + i (t). To reduce the inter-channel interferences bounded by the two degradation intervals of (13), the first v sequence of h k (t) in (10) can be skipped, while any two adjacent h k (t) and h k+1 (t) contain the v · T c dummy period as follows:
Each group size P in (14) should be maintained while a use of v increases the order of the M-H, N . The fine determination of v also requires an engineering trade-off between response time and inter-channel interference in sensor system designs.
B. ENHANCING AUTO-CORRELATION PROPERTY
In (9), we assumed that each individual code implies constant modulation with a fixed frequency. To synchronize the channel signal precisely or to measure the ToF of the ranged signal, a and b in H can be alternatively modulated using other sequences with good auto-correlation peaks. Barker and CSS can be candidate sequences to detect the pivot code. Let c(t) where |c(t)| 2 = 1 be a modulation code including a sequence enhancing auto-correlation property. At this time, f (T 1 , T 2 ) in (9) is set to {u(t − T 1 ) − u(t − T 2 )} · c(t). We need to check if orthogonality for H is still satisfied as defined in the constraints of (1) .
However, when the time difference between any codes occurs, Eqs. (12) and (13) are no longer satisfied even if two separate regions are still maintained as in Fig. 4 . The reason is that two arbitrary partitions of c(t) have different modulating codes. For simplicity, let us first examine the integral of the unit product of a periodic h k (t − τ i ) and
where w,w = 0 or
derived from the fact that each region of Fig. 4 consists of N identical and partial modulating products of h k (t − τ i ) and h * pi (t − τ D ) for T c period, and from the properties of the M-H defined in (6) and (7). Once again, if h k (t − τ D ) is located inside the group of h * pi (t − τ D ) that is equivalent to |τ pi−k | ≤ T c , w becomes identical to w . In that case, Eq. (16) can be rewritten as follows:
As a result, the expected value of r i /A i from (4) 
varies depending on the correlation values of c(·) and c * (·). When
|τ pi−k | = 0 and |c(t)| 2 = 1, m 2 representing the peak value of r i /A i can be clearly obtained by (17) . For encoded sensor signals by H + , the number of peaks for correlating them with h * pi (·) is equivalent to the group size P. Typically, the center peak, e.g., p = 2 in P = 3, can be a balanced choice between inter-channel signals.
Suppose that a Barker sequence is applied to c(t) in (17) where |τ pi−k | > 0. By its definition, since an abstract value of auto-correlation for N -length Barker code is less than 1 in non-zero time-shifts, the result of (17) is reduced to the ratio of 1/N and the expected value of r i /A i becomes m 2 /N . On the other hand, the M-H can also be fit well to (17) by its circulant and orthogonal property. When we employ another M-H code as c(t), cross-correlation values with non-zero time lags inside the group can be completely zero. Additional v dummy sequence as defined in (14) further stretches the marginal time between channel signals and reduces the interferences of adjacent channels. In the last part of Section IV, we will show these advantages of M-H as c(t) in an optical channel simulation.
IV. RESULTS AND DISCUSSION
This section shows the comparative results for the proposed H and the existing multiplexing codes in capacitive touch and optical channels. In all simulations, V TX in (1) was set to 1 V. Each system model used in simulations was well tailored by circuit-level implementation and experiments.
VOLUME 6, 2018

A. RESULTS IN CAPACITIVE CHANNELS
We first obtain the correlation characteristics for multichannel signals, in which a Walsh-Hadamard matrix (W-H ) [23] , M-H [3] , as well as the proposed sequence (M-H + ) are applied to a four-TX touchscreen. Electrodes or channels to propagate stimulating signals in a transparent touch panel consist of highly resistive material with the order of kilo-ohms compared to the normal conducting wire and induce large time-delays at the receiving circuit. Fig. 5 illustrates the simulation setup where four TX channels are connected via four capacitive elements to a common RX channel. Each TX-to-RX channel including analog and digital circuits was characterized using an RC network model for a touch panel, that results in less than 8% errors compared to practical measurements. A stimulating and multiplexing code for separating four TXs consists of 10 chips with a 200 kHz modulation signal. When this code flows through the capacitance of each TX-to-RX segment, the capacitive signal is acquired by the receiver circuit. In the simulation, the capacitive signal for TX1 was doubled to clearly differentiate it from the other TX signals. To show the inter-channel interferences under the noisy environment, we varied the SNR of the acquired signal by adding z in (1) and compared r with an ideal signal vector with z = 0 and τ i = 0. In Fig. 7 , we examined absolute errors of r 1 /m 2 approximating A 1 from (3) acquired from 4,000 samples. Each standard deviation around the mean error is plotted as an error bar. Due to the static nature of the additive noise, mean errors are mostly consistent regardless of the SNRs, but the standard errors decrease with higher SNRs. The proposed method reduces 99% of the mean errors in W-H and M-H.
Except for considering the gain error from high resistivity (e.g., use of variable V TX ), M-H + ignores delay-induced errors and the corresponding manufacturing errors. It does not need to consider in-house conditioning of sensor modules if the maximum delay tolerance of the individual sensor is satisfied. In longer channel delays due to a high frequency TX and a large panel load, the proposed method can be more effective. Fig. 8 illustrates an indoor positioning system [4] for comparative simulation where three light-emitting diodes (LEDs) act as visible light sources and a photodiode (PD) senses the attenuated light signal with respect to the distance between LED and PD. Three LEDs simultaneously transmit three 600 Hz orthogonal light signals with 1 chip, and the PD separately detects each channel signal to determine the distance between the transmitter and the receiver. Each chip in driving codes contains a Manchester code to provide the orthogonality as optical codes. The system model used here agrees with the circuit implementation result, with less than 4% mean error. VOLUME 6, 2018 FIGURE 8. System model outline for VLC channels.
B. RESULTS IN OPTICAL CHANNELS
FIGURE 9.
Comparison results for correlation in optical channels. Fig. 9 shows the integrated correlation results of X · h * 2 (t − τ D ) from these optical channels. An order-16 Golay Hadamard matrix (G-H ) [22] , [24] and a 15-length MLS [21] were converted through non-negative modulation as optical sensing codes [4] . Although the Golay pairs are expansions of CSS, and MLS have good auto-and cross-correlation properties with reduced channel interferences [19] , [28] , our method performs perfect signal detection during the pre-defined tolerance period defined in [
] around the delayed pivot.
In contrast, for the three optical channels, we randomly varied the channel delays between the optical transmitting signals within the pre-defined limit to generate 4,000 test cases. This condition increases the interferences to the received signal due to the channel delays and the resulting non-zero cross-correlation. In Fig. 10 , the maximum limit of each channel delay ranges from ±0.125 code length to ±4 code length. Comparative results of signal errors for r 2 /m 2 among several orthogonal matrices are shown in Fig. 10 as the difference between E(r 2 ) and the ideal signal. In particular, mean errors for M-H + 1 are compared with the case of To finely synchronize the channel signal, a and b in Fig. 3 can be modulated with sequences having good auto-correlation peaks, such as the Barker code and CSS. In Fig. 12, M-H result using the proposed optical code modulated with Barker-11 sequence [28] . To make the similar length of other sequences containing Manchester encoding, optical CDMA with N = 31 [6] was employed. There are three correlation peaks in M-H + B with P = 3 while the center peak for the pivot code can safely be tracked around the flat correlation regions within ±1 code length. Compared to G-H, MLS with 11 chips and optical CDMA [6] , this method offers a low and flat sidelobe for better signal detection. The flat region around the center peak comes from the property of the Barker-11 code in which the absolute value of auto-correlation with non-zero shift is 1. A receiver can utilize three identical peaks of which value is m 2 · A i as in (3) for reliable signal detection. As explained in the last part of Section III-B, auto-correlation of M-H + can be further strengthened by a use of M-H as modulating code c(t). Fig. 13 shows several variants of correlation results for different c(t). M-H + M and M-H + C employ M-H and a complementary sequence [24] , [26] as c(t), respectively. For a fair comparison, m 2 in the order-11 M-H is set to 11 that is equivalent to the length of the Barker code in the former M-H + B. For the case of M-H + C, c(t) contains 10-length complementary sequence with a zero padding. All codes and their decoded signal produce three correlation peaks in P = 3. However, the side regions near the center peak are different by the auto-correlation property of c(t). M-H + M shows constant zero side regions while the other two M-H + B (Fig. 12) and M-H + C show non-zero correlations. In addition, M-H + M with v = 1 extends the marginal time intervals at the outside of the group. An adjacent channel signal in M-H + M with v = 0 is removed in the case of v = 1. Even if it is not a time-multiplexed method but fully simultaneous sensing, this indicates that the proposed method at decoding M-H + M guarantees only one channel sensing within the intended delay budget defined by P, p and v without any interference of other sensing channels.
In a sensor system which transmits multiple stimulating signals simultaneously, the delay budget of M-H + M can correspond to the maximum ToF to the target, and its return signal has the lowest power within the system specification. Therefore, if each code in M-H + M is exactly assigned to the individual stimulating signal, the proposed method reduces interferences of other channels while it still increases SNR and the correlation peak by simultaneous multiplexing.
V. CONCLUSION
In this work, we presented a delay-tolerant stimulating and decoding method based on modified M-H matrices. Conventional M-H sequences have the advantage of possessing a variety of code orders or lengths that can fit well to real-time constraints in active sensor systems. However, for their original form, it is inevitable to degrade the orthogonality and to have large signal distortion in a variety of sensing channel delays. We exploited the circulant property of their base structure and defined new sequences from the grouped rows to provide a safe period to endure the channel delays and ease signal synchronization. This method offers better signal acquisition than the popular W-H, M-H, G-H, optical CDMA and MLS. Within the designated delay budget, the method provides the perfect orthogonality and minimizes the interferences of the other channel. The results were verified using multiple optical and capacitive channels characterized by data from practical measurements.
Our future works will focus on examining the extensive application and evolution of the orthogonal sequences and their system models in sensor-embedded systems such as cyber-physical systems, and in the neuromorphic and wearable computing fields. The proposed method can also be applied to resolve multi-channel interferences in rangefinders, object detection using optical signals, and in radio frequency signals.
