














Abstract:  A  fully  automated  transferable  predictive  approach  was  developed  to  predict 
photovoltaic (PV) power output for a forecasting horizon of 24 h. The prediction of PV power output 




with  adequate  accuracy. The  lowest  seasonal mean  absolute  scaled  error of  the prediction was 
reached by maximum size of the training set. Transferability of the developed approach was proven 
by making predictions of the PV power for warm and cold periods and for two different PV systems 










final energy consumption was supplied by  fossil  fuels. The combustion of  this  fossil  fuel amount 
caused 28% of global energy‐related CO2 emissions, which represent one of the main reasons for the 
greenhouse effect in the atmosphere and global warming. A plan to limit global warming is described 
in  the Paris Agreement, which  entered  into  force on November  4th  2016. The  first point  of  this 
agreement  defines  that  the  increase  in  global  average  temperature  should  not  exceed  2  °C  in 
comparison to the pre‐industrial level [1].   
Many countries included the aims of the Paris Agreement in their National Climate Action Plans, 










Such  smart  energy management  system  can  have  a  significant  impact,  especially  on  the  energy 
consumption of non‐residential commercial buildings, because this type of building has an advantage 
of simultaneity between load behavior and locally generated energy from photovoltaic (PV) systems 
[3,4].  However,  the  fluctuating  electricity  generation  from  PV  systems  challenges  the  energy 
management system to use a prediction of PV power output. This type of power prediction leads to 

















PV power using publicly available weather  reports as  input data. However,  these  reports do not 
provide measurements and predictions of GHI. For this reason, the input dataset was extended with 
an  additional descriptive  feature. Two possible  additional  features were  investigated within  this 




business  model.  These  systems  do  not  generate  enough  revenue  from  feed‐in  tariffs  and  self‐
consumption. Without  enough  revenue,  the  buildings with  PV  systems  cannot  have  an  energy 
management system based on cost‐intensive forecast data. Using publicly available weather reports 




to  other  PV  systems,  and  adapt  to  changes  in weather  conditions  and  the  PV  system,  such  as 
degradation of the solar modules.   





neighbors, decision  tree, gradient boosting, etc.) and  three ensemble models. Both  individual and 
ensemble  models  were  compared  to  the  benchmark  models  (autoregressive  integrated  moving 
average model, naïve, and seasonal naïve). Das et al. [13] used support vector regression to forecast 
PV power,  and  they  compared  the prediction  to  a persistence  and  conventional  artificial  neural 
network  (ANN).  In particular, ANNs are used widely  for PV power prediction. Rosato et al.  [14] 
proposed three predictive approaches based on ANN, which were used to predict power output for 
a large‐scale PV plant in Italy. An ANN model was also used by Khandakar et al. [15] to predict the 
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PV power output  in Qatar, but  the  authors of  this  study  additionally  investigated  two different 
feature selection techniques. In References [16–18], it was discussed that the application of long short‐
term memory (LSTM) neural networks provides particularly good results in PV power forecasting. 








drift,  i.e.,  adaptation  to  possible  changes  in  data,  completely  new  data,  and  new  relationships 
between input and output.   
The  developed  predictive  approach  was  tested  for  two  PV  systems,  which  have  different 
installed  capacity,  age,  solar  cell  types,  and  location.  This  test  checked  whether  the  predictive 
approach can be transferred to different PV systems, despite having different individual parameters. 
In addition to this, PV power was predicted for two seasons of the year with different levels of GHI, 
in order  to  investigate how seasonal  fluctuations of GHI can  influence  the accuracy of PV power 
prediction. 
After making predictions of PV power for two seasons using two different PV systems, it was 









available weather  reports were  used  as  input  data  for  the  predictive  approach.  These  publicly 

















system  is  in  operation  at  the DLR  Institute  of Networked  Energy  Systems  in Oldenburg  since 
November 2010. Another system was newly  installed on a commercial building  in Munich and  it 
generates electricity since November 2018.   
Energies 2020, 13, 735  4  of  22 
 











































different  numerical  weather  prediction  models  [21].  This  dataset  does  not  include  other 
meteorological parameters, such as temperature or humidity. The measured values and predictions 
of  solar  irradiance  in  the  fee‐based  dataset  are  presented  in  1 h  and  15 min  time  intervals, 
respectively. These data were provided by the DLR Institute of the Networked Energy Systems and 
the  Energy  Meteorology  Group,  Institute  of  Physics,  Oldenburg  University.  Kalisch  et  al.  [21] 




The problem of different  time  resolutions of  the  input data was dealt with  in  the data pre‐
processing step, as described later. 
2.3. Additional Descriptive Feature 







PV  power  output  under  clear‐sky  conditions  was  the  first  additional  descriptive  feature 
investigated within this study. The process of this feature generation consisted of three steps.   














At  the  end  of  the  first  step,  a  time  series with GHI  values  under  clear‐sky  conditions was 
generated for the definite location of the PV system.   
Step 2: Calculation of PV  system‐specific  clear‐sky  index  𝐶𝑆𝐼௉௏ ௦௬௦௧௘௠  (m²). For  this  step,  the 
maximum value of the PV power measurements  𝑃௉௏,௠௔௫  (W) was divided by the maximum value of 
the GHI under clear‐sky conditions  𝐺𝐻𝐼௖௟௘௔௥ ௦௞௬,௠௔௫  (W/m²) (see Equation (1)). 






output, which can  theoretically be produced by  the PV system under clear‐sky conditions.  In  the 
study, this additional feature is called “clear‐sky PV power”. 






Figure 1. PV power output under clear‐sky conditions on  (a)  June 1st and  (b) December 1st 2017 
estimated for the PV system in Oldenburg with an installed capacity of 1.14 kWP. 
Figure  1  presents  two  time  series  for  one  summer  day  (June  1st 2017)  and  one winter day 
(December 1st 2017) for the PV system in Oldenburg (see technical parameters of this PV system in 
Table 1). The yellow areas in Figure 1 present PV power output under clear‐sky conditions. As it can 



















































any data quality  issues. Both  the publicly  available weather  reports with  current meteorological 
parameters and the dataset with measured PV power output suffered from missing values. Only 2.9% 
of  values  in  the  publicly  available  weather  dataset  were  missing.  The  dataset  with  the  PV 
measurements had 5.7% missing values. The rule of thumb of Kelleher et al. [19] helped to decide 
whether  these amounts of missing values were critical or not. This  rule  recommends  removing a 
feature from the input dataset if the proportion of missing values exceeds 60% of the whole dataset. 
In this case, the amount of relevant information stored in the rest of the data is very low. According 












𝑀𝐴𝐸 ൌ 1𝑛෍|𝑌ത௜ െ 𝑌௜|௡௜ୀଵ .  (2)
Root‐mean‐square error (RMSE): 
𝑅𝑀𝑆𝐸 ൌ  ඩ1𝑛෍ሺ𝑌పഥ െ 𝑌௜ሻଶ௡௜ୀଵ .  (3)
Symmetric mean absolute percentage error (sMAPE) [24]: 
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𝑠𝑀𝐴𝑃𝐸 ൌ  100%𝑛 ෍ |𝑌పഥ െ 𝑌௜||𝑌పഥ ൅ 𝑌௜|௡௜ୀଵ .  (4)
In Equations (2)–(4), 𝑌௜  is the measured value,  𝑌ത௜  is the predicted value, and  𝑛  is the number of 
values. 
The statistical metrics can only be calculated  for  the numerical variables. The meteorological 







Afterward,  MAE,  RMSE,  and  sMAPE  for  all  meteorological  parameters  were  calculated.  The 
statistical metrics which indicate the quality of weather forecast of publicly available weather reports 
are presented in the Table 3. 
Table  3.  Statistical  metrics  of  OpenWeatherMap  (OWM)  forecast:  MAE—mean  absolute  error; 
RMSE—root‐mean‐square error; sMAPE—symmetric mean absolute percentage error. 
Investigated Meteorological Parameters from OWM  MAE  RMSE  sMAPE (%) 
Temperature  0.023  0.031  2.61 
Pressure  0.017  0.022  1.56 
Humidity  0.219  0.263  15.43 
Cloudiness  0.236  0.339  33.79 
Wind speed  0.079  0.100  20.11 
Precipitation (rain)  0.415  0.644  41.48 







the  target  feature,  i.e.,  the PV power output. The next step was  the calculation of  the relationship 
between weather  data,  additional  features  (clear‐sky  PV  power  and maximum  PV  power),  and 
measured PV power. The  relationship between all  these  features was estimated with  the help of 
covariance  𝑐𝑜𝑣  and correlation  𝑐𝑜𝑟𝑟 metrics [19]. The formulas for the calculation of these metrics 
are given below. 
𝑐𝑜𝑣ሺ𝑎, 𝑏ሻ ൌ 1𝑛 െ 1෍ቀሺ𝑎௜ െ 𝑎തሻ ൈ ൫𝑏௜ െ 𝑏ത൯ቁ௡௜ୀଵ .  (5)
𝑐𝑜𝑟𝑟ሺ𝑎, 𝑏ሻ ൌ 𝑐𝑜𝑣ሺ𝑎, 𝑏ሻ𝑠𝑑ሺ𝑎ሻ ൈ 𝑠𝑑ሺ𝑏ሻ.  (6)
In Equations (5) and (6), 𝑎, 𝑏  represent features a and b,  𝑎ത, 𝑏ത  represent the means of features a and b, 
and  𝑠𝑑  is the standard deviation. 
The  correlation  values  between meteorological  parameters  from  publicly  available weather 
reports, two additional features, and PV power output are presented as a heat map in Figure 2. 







with PV power output  in comparison with  the other meteorological  features. The strong positive 
correlation between PV power and temperature can be explained by the fact that daily curves of the 









correlation with  the measured PV power, or  the relationship between  these  features was strongly 
non‐linear.   
The two precipitation features “rain” and “snow” were combined as a common feature, which 
received  the name “precipitation”.  In  the case of rain or snow,  the parameter “precipitation” was 




















among  the  measured  PV  power,  four  selected  meteorological  parameters,  and  two  additional 
features. 
 
Figure  3.  Monthly  correlation  values  among  measured  PV  power,  selected  meteorological 
parameters, and additional features. 
The  correlation between  the measured PV power  and  two  additional  features  remained  the 






began  increasing  again.  The  same  tendency  can  be  seen  by  observing  the  relationship  between 






learning method.  The  performance  or  physical method  needs  technical  specifications  of  the  PV 
system  and  prediction  of  the  solar  irradiance  for  this  location.  However,  the  main  aim  of  the 
developed predictive approach is to obtain the PV power output without any information about the 
PV  system  (except  historical measured  values  of  the  generated  power).  Thus,  the  performance 
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method could not be used according to the motivation of this study. The machine learning method 
does not need any  information of  the system. This was  the  first reason  for choosing  the machine 
learning approach. The second reason was an absence of the solar irradiance in the publicly available 
weather reports.   
The  next  step  was  to  select  a  machine  learning  technique  among  the  many  techniques  of 









































and  trained with machine  learning  library Keras, which was written  in Python. This open‐source 
framework was developed as part of the research project ONEIROS (open‐ended neuro‐electronic 















start. This process occurred continuously  in an endless  loop. Each  iteration of this loop started by 
making a decision about the execution of the training process (see rhombus in Figure 5). In the case 
of  a  positive  decision,  the  predictive  model  was  trained  with  updated  weather  data  and  PV 






















process,  the model  architecture  and  the weights were  saved  in  order  to  use  them  later  for  the 
prediction of PV power output.   
As mentioned above, the model was trained only at midnight and at noon. At other times, the 
prediction of PV power output was made with  the help of  the model, which was saved after  the 






















𝑀𝐴𝑃𝐸 ൌ  100%𝑛 ෍ห𝑃௣௥௘ௗ െ 𝑃௠௘௔௦ห𝑃଴௡௜ୀଵ ,  (7)
where P0 is the installed capacity of the PV system. 
Another measure  for  estimation  of  the  forecast  accuracy  is  the mean  absolute  scaled  error 
(MASE), which was described in References [10,30]. 
𝑀𝐴𝑆𝐸 ൌ  𝑀𝐴𝐸1













 P୫ୣୟୱ,୧  in Equation (8) was the measured power of the PV system at time  𝑖; 
 P୫ୣୟୱ,୧ି୫  in Equation (8) was the measured power of the PV system at the same time yesterday. 
In  addition  to  statistical  errors,  the  difference  between  the  measured  and  predicted  daily 
energies plays an important role in energy management systems. This measure is called the energy 
forecast error, and it was calculated with the following equation [32]: 





presented,  discussed,  and  compared  with  the  prediction  with  fee‐based  solar  irradiance  data. 





estimating  the  prediction  accuracy.  The  developed  predictive model was  trained with  the  same 
weather data  and  the  same  power measurements  of  the  PV  system  in Oldenburg  (the  installed 
capacity  of  this  PV  system  is  1.14  WP).  Both  training  datasets  contained  90  days  of  data.  The 
architecture of the predictive model and the procedure of the predictive process also remained the 





















interquartile  range,  and  upper  quartile.  Because MAEs  of  the  predictions  with  both  additional 
features had almost the same range, they could be equally used for PV power prediction. 
To  generate  the maximum  PV  power,  only  two  parameters  are  needed  for  the  calculation: 
measured power of  the PV system and pre‐defined number of days  looking back  (see calculation 
procedure  in  Section  2.3.2.). The  feature  “clear‐sky PV  power”  required more  input data  for  its 
generation,  including  geographical  coordinates,  location  name,  and  calculated  specific  clear‐sky 
index  for  the  feature  generation.  Thus,  the  additional  feature  “maximum  PV  power” was more 





requirements defined  in Section 1. One of  these requirements was  the suitability of  the model for 







set sizes one after  the other. All  training and  test sets contained  the data  from publicly available 
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After  testing whether  the predictive model  could  accurately predict PV power  for different 







the Oldenburg PV  system, only  the  scale‐independent  statistical metric MASE  could be used  for 
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Figure  10. MASE  of PV  power  predictions with  publicly  available data  and  fee‐based data. The 
prediction was made for the Munich PV system (installed capacity of 99.9 kWP). 
Figure 10 shows that the prediction accuracy of the model with the solar irradiance data was 



































PV  power  output more  accurately  for  both  selected  days  than  the model  trained with  publicly 
available  weather  reports.  Moreover,  the  training  with  solar  irradiance  data  led  to  the  model 










The  evaluation  of  the  prediction  accuracy  indicated  that  the  machine  learning  approach 
















with  the dataset  from Oldenburg, which  contains weather data  for warm  and  cold periods. The 










the predictions with  fee‐based solar  irradiance data. The predictive model, which was  fitted with 
















The  publicly  available  weather  reports  from  OWM  and  the  PV  power  measurements  are 
continuously recorded in order to collect more input data for training and validation of the developed 
predictive  approach  with  a  greater  input  dataset.  This  greater  input  dataset  contains  more 























use different  input  features, predict different  target  features,  and  can use different measures  for 
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