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Abstract
The purpose of this research was to use Bayesian statistics to develop flexible mor-
tality models that could be used to forecast human mortality rates. Several models
were developed as extensions to existing mortality models, in particular the Lee-
Carter mortality model and the age-period-cohort model, by including some of the
following features: age-period and age-cohort interactions, random effects on mor-
tality, measurement errors in population count and smoothing of the mortality rate
surface. One expects mortality rates to change in a relatively smooth manner be-
tween neighbouring ages or between neighbouring years or neighbouring cohorts.
The inclusion of random effects in some of the models captures additional fluctua-
tions in these effects. This smoothing is incorporated in the models by ensuring that
the age, period and cohort parameters of the models have a relatively smooth se-
quence which is achieved through the choice of the prior distribution of the param-
eters. Three different smoothing priors were employed: a random walk, a random
walk on first differences of the parameters and an autoregressive model of order one
on the first differences of the parameters. In any model only one form of smooth-
ing was used. The choice of smoothing prior not only imposes different patterns of
smoothing on the parameters but is seen to be very influential when making mor-
tality forecasts.
The mortality models were fitted, using Bayesian methods, to population data for
males and females from England and Wales. The fits of the models were analysed
and compared using analysis of residuals, posterior predictive intervals for both in-
sample and out-of-sample data and the Deviance Information Criterion. The models
fitted the data better than did both the Lee-Carter model and the age-period-cohort
model.
i
From the analysis undertaken, for any given age and calendar year, the preferred
model based on the Deviance Information Criterion score, for male and female death
counts was a Poisson model with the mean parameter equal to the number of lives
exposed to risk of dying for that age in that calendar year multiplied by a mortal-
ity parameter. The logit of this mortality parameter was a function of the age, year
(period) and cohort with additional interactions between the age and period param-
eters and between the age and cohort parameters. The form of parameter smoothing
that suited the males was an autoregressive model of order one on the first differ-
ences of the parameters and that for the females was a random walk. Moreover,
it was found useful to add Gaussian random effects to account for overdispersion
caused by unobserved heterogeneity in the population mortality.
The research concluded by the application of a selection of these models to the pro-
vision of forecasts of period and cohort life expectancies as well as the numbers of
centenarians for males and females in England and Wales. In addition, the thesis il-
lustrated how Bayesian mortality models could be used to consider the impact of the
new European Union solvency regulations for insurers (Solvency II) for longevity
risk.
This research underlined the important role that Bayesian stochastic mortality mod-
els can play in considering longevity risk.
ii
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CHAPTER 1
Introduction
In general, people in the U.K. are continuing to live longer (Office for National Statis-
tics (2011a)). This is good news but has given rise to serious social and economic
concerns.
The goal of this research is to develop new flexible mortality models that are capable
of forecasting mortality that can assist in understanding these longevity concerns
and therefore contribute to more informed decision making.
Increasing longevity has already brought some social and economic changes in the
U.K., but the prospect of further increases to longevity continues to worry govern-
ments, companies, organisations and individuals (see Vojak, F. (2011)). These con-
cerns include the following:
• social security and public health care for the elderly,
• restructuring of public pensions,
• closure or restructuring of final salary pension schemes in the private sector,
• falling living standards in retirement.
These fears are largely emanate out of the uncertainty regarding human longevity.
For example, increasing longevity has already had a significant impact on private
and public pension schemes in the U.K. where sponsors of pension schemes have
seen pension costs increase not only as members live longer but more importantly
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as the expectation of the members’ lives increases. The consequence of these con-
cerns has been that, in the U.K., most final salary schemes in the private sector have
closed to new members, moving the longevity risk on to the individual new mem-
ber as the replacement pension schemes do not offer a fixed pension at retirement
but a cash amount that is converted to pension at the prevailing mortality at the time
of retirement (Office for National Statistics (2012b) and National Association of Pen-
sion Funds (2010)). In the U.K. public sector there has been much negotiation about
restructuring final salary pension schemes by a combination of increasing the retire-
ment age, increasing member contributions and reducing the rate at which pension
benefits accrue to scheme members. The U.K. governments have been introducing
legislation to increase the age that the basic state pension is payable: legislation was
agreed back in 1995 gradually to increase women’s State Pension Age from 60 to 65
over a ten year period starting in April 2010. The Pensions Act 2011 speeds up that
process so that women’s State Pension Age will now reach 65 by November 2018
and then State Pension Age for both men and women will increase to 66 by October
2020. Other legislation increases State Pension Age to 68 by 2046 but the Govern-
ment has announced that it wants this increase to happen faster (Department of
Work and Pensions (2011)).
In recent years, the capital markets have introduced longevity bonds and other mor-
tality bonds as an attempt to transfer some of the longevity risks to the market. So
far these have not been a huge success, one of the reasons being the challenge of
determining what a fair price might be for the risk transfer.
Throughout European Community, the governments are committed to introducing
the Solvency II Directive, which is a new capital and risk framework for the Euro-
pean Insurance sector (European Parliament (2009)). The key quantitative capital
requirement is defined in terms of holding sufficient capital to provide protection
for the company to cover all losses which may occur in the following year with a
probability of at least 99.5%. Longevity risk is one of the key risks: how does one
estimate this required level of capital?
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All of these interested groups can benefit from stochastic mortality models, which
yield distributional statements on the probabilities of outcomes instead of pure pro-
jections of some scenarios. For this purpose, credible stochastic mortality models
that help quantify this uncertainty are very valuable.
The last twenty years has been an exciting period in the development of stochastic
mortality models. A benchmark model was developed by R. D. Lee and L. Carter,
(Lee and Carter (1992)). Their aim was to develop a mortality model to make long-
run forecasts of age-specific mortality in U.S.A.. Since then the model has been ap-
plied to many different populations including the U.K. and has been modified and
extended in different ways by other researchers, such as, Wilmoth (1993), Brouhns
et al. (2002), Renshaw and Haberman (2003b,a, 2006), Cairns et al. (2006) and Del-
warde et al. (2007). Another benchmark model that has been used for many decades
is the age-period-cohort model used by Holford (1983, 1991, 2006), Clayton and
Schifflers (1987a,b).
This thesis extends further these developments of the Lee-Carter and age-period-
cohort models using a Bayesian framework. Over the last decade a number of re-
searchers have applied Bayesian analysis to the Lee-Carter model and simple vari-
ations of that model; see for example Czado et al. (2005) and Pedroza (2006). Over
the past three decades researchers have applied Bayesian analysis to the age-period-
cohort model; see for example Berzuini and Clayton (1994), Besag et al. (1995),
Knorr-Held and Rainer (2001) and Schmid and Held (2007).
Bayesian analysis is a very flexible modelling paradigm and is ideally suited to deal-
ing with multiple sources of uncertainty that arise in real world problems like hu-
man mortality. In Bayesian models the parameters are considered random variables
and therefore these models can assist in assessing the variability of the parame-
ters which is not easily done using a frequentist approach. Bayesian models can
deal with complex non-linear structures, including where the variables are latent or
where there is missing data; all these features can be dealt with within the one coher-
ent model. Further, model comparison using Bayesian methods is not constrained
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to nested models; they can compare widely different models with totally different
structures.
A Bayesian approach is followed in this thesis using markov chain monte carlo
methods to fit the Lee-Carter model and the main extensions to that model as well as
the age-period-cohort model and also the new more complex models, using popula-
tion data from England and Wales. Then, after demonstrating that the new models
give an improved fit, the thesis considers the uncertainty of the fit and forecasting
from these new mortality models. The thesis also compares the results of model
forecasts with official forecasts by the Office for National Statistics, see ONS March
2012.
The thesis is organized as follows. Chapter 2 contains a description of the data and
notation used. Chapter 3 reviews the literature covering the key mortality models
that have been developed. Chapter 4 specifies the various models to be considered
in this thesis. Chapter 5 discusses the fit of these models and compares the various
models using the Deviance Information Criterion. It then considers the forecast-
ing methodology and, for the better-fitting models, considers how well the model
fits out of sample data. Chapter 6 applies a selection of these models to forecast
life expectancy in future years as well forecasting the number of centenarians using
population data from England and Wales. Concluding remarks are made in the final
chapter.
Throughout this thesis, the data analysis and the production of the figures was done
using the R package (R Development Core Team (2011)).
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Notation, Basic Terminology and Data
2.1 Notation and Basic Terminology
In mortality analysis there are a number of standard terms that are here defined as
depending on age and calendar year, as mortality is assumed to change with time.
qx,T is the probability that a life aged exactly x in calendar year T dies before age
x+ 1;
Sx(t, T) is probability that a life aged exactly x in calendar year T survives t years
to age x+ t, this also known as the survivor function in survival analysis;
µx,t is force of mortality at age x and exact time t; this is often referred to as the
hazard function in survival analysis;
mx,T is central mortality rate at age x as measured in calendar year T. This is the rate
at which deaths are occurring over the year of age x to x+ 1 exact as measured
in calendar year T, relative to the expected amount of time that a life, initially
alive at age x will spend alive in that year of age as measured in calendar year
T. The formula for mx,T is shown in equation 2.1.3. In this thesis I call it the
mortality rate.
There are standard relationships between these mortality variables:
µˆx+t,T = − ddt log Sx(t, T). (2.1.1)
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qx,T =
∫ 1
0
Sx(t, T)µx+t,Tdt. (2.1.2)
mx,T =
qx,T∫ 1
0 Sx(t, T)dt
. (2.1.3)
The derivations of these standard relationships are given in ‘Notes on Survival Mod-
els’ (Konstantopoulos (2006)).
The mortality rate mx,T is usually estimated from the observed data using:
mx,t =
dx,T
Ex,T
(2.1.4)
where dx,T is number of deaths during calendar year T aged x last birthday, and
Ex,T is the exposure to risk of death of individuals aged x during calendar year T.
The latter is usually approximated by the average of the population size aged x at
the beginning of year T and population size aged x at the beginning of year T + 1.
See, for example, Heligman and Pollard (1980). As discussed later the data used in
this thesis came from the Human Mortality Database (HMD) (www.mortality.org)
where data are analysed by cohort, and because of this, Ex,T is average of the popu-
lation size as described except for a small correction that reflects the timing of deaths
during the interval.
It is usual from census and other data sources that the numbers of deaths are avail-
able by sex, calendar year and age as well as the population size by age and sex at
the date of the census. Therefore, the calculation of raw mortality rates is relatively
straightforward using equation 2.1.4. The estimated probabilities of death and the
estimated force of mortality can then be calculated from the raw mortality rates by
making two relatively noncontentious assumptions: (1) the force of mortality is as-
sumed constant over each age and calendar year , i.e. µx+u,t+s = µx,t for integers x
and t and u, s ∈ (0, 1); and (2) the size of the population at all ages remains constant
over the calendar year. From equations 2.1.3 and 2.1.2, when the force of mortality
is constant over each age and calendar year we can deduce that µx,t = mx,t. From
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these assumptions one can derive the relationship that
qx,t = 1− exp(−mx,t). (2.1.5)
Another basic demographic concept, the life expectancy of an individual aged x, is
loosely defined as the future average lifetime of that individual. It can be calculated
in two ways: by the ‘period life expectancy’ or the ‘cohort life expectancy’ methods.
Period life expectancy at a given age is the average number of years a person would
live, if he or she experienced the particular age-specific mortality rates for that time
period throughout his or her life. It makes no allowance for any later actual or
projected changes in mortality. In practice, death rates are likely to change in the
future so period life expectancy does not give the number of years someone could
actually expect to live.
Despite this drawback, period life expectancies are a useful measure of mortality
rates actually experienced over a given period and, for past years, provide an objec-
tive means of comparison of the trends in mortality over time. Official life tables, in
the U.K. and in other countries, which relate to past years are generally period life
tables for these reasons.
Cohort life expectancies are calculated using age-specific mortality rates which al-
low for known or projected changes in mortality in later years and are thus regarded
as a more appropriate measure than period life expectancy of how long a person of
a given age would be expected to live, on average.
For example, period life expectancy at age 65 in 2000 would be worked out using
the mortality rate for age 65 in 2000, for age 66 in 2000, for age 67 in 2000, and
so on. Cohort life expectancy at age 65 in 2000 would be worked out using the
mortality rate for age 65 in 2000, for age 66 in 2001, for age 67 in 2002, and so on. For
mortality in future years from the current year, cohort life expectancy incorporates
an assumption on how future mortality will develop in these future years.
Based on the two assumptions noted above, one can derive mathematical expres-
sions for the period life expectancy and cohort life expectancy at age x in year t:
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Period life expectancy
epx,t =
[1− exp(−mx,t)]
mx,t
+
v
∑
s=1
[1− exp(−mx+s,t)]
mx+s,t
s−1
∏
r=0
(1− qx+r,t) (2.1.6)
Cohort life expectancy
ecx,t =
[1− exp(−mx,t)]
mx,t
+
v
∑
s=1
[1− exp(−mx+s,t+s)]
mx+s,t+s
s−1
∏
r=0
(1− qx+r,t+r) (2.1.7)
where v is the limit on lifespan, for this report assumed to be 120. Equations 2.1.5,
2.1.6 and 2.1.7 are derived in Appendix A.
2.2 Data
This thesis considers various mortality models in the analysis of male and female
longevity and then how to forecast how longevity might develop in the future.
The data used was age-specific and sex-specific population data from England and
Wales.
Data were obtained from the Human Mortality Database (HMD), University of Cal-
ifornia, Berkeley (USA), and the Max Planck Institute for Demographic Research
(Germany), available at www.mortality.org and www.humanmortality.de respec-
tively (data downloaded on 17th September 2010). The data used in this report con-
cerned ‘Total Population’ of England and Wales for ages 60 to 100 and years 1960 to
2006. The ages below 60 were excluded as the focus of the thesis is on the longevity
of those of pensionable age and the period excludes pre-war and immediately post-
war censuses and so complications caused by war are avoided. All of the raw data
used for the HMD came from the Office for National Statistics (ONS). However,
the data have undergone some manipulation. These are described in detail in the
Methods Protocol (Wilmoth et al. (2007)).
We now give a brief description of the key manipulations.
(1) Where there are individuals of unknown age, in either death or census counts,
20
CHAPTER 2: NOTATION, BASIC TERMINOLOGY AND DATA
the number of these individuals are distributed across the age range in proportion
to the number of observed individuals in each age group.
(2) At ages 80 and older (except for those cohorts who are younger than age 90 at
the end of the observation period), population size estimates are calculated using
either the method of extinct cohorts or the survivor ratio method. For those cohorts
who are younger than age 90 at the end of the observation period as well as ages
under 80, population estimates are obtained by applying the method of intercensal
survival. Figure 2.1 is taken from the Methods Protocol (Wilmoth et al. (2007)) and
shows which method is used to estimate population sizes.
Figure 2.1: Method used for population size estimates. Area A population estimates
by ONS official estimate or intercensal survival, area B estimates by ex-
tinct cohorts and area C estimates by survival ratio.
(3) The extinct cohort method relies on the cohort being extinct based on the cohort
attaining a specific age by the end of the observation period tn. To calculate this age,
the HMD adopted a method proposed by Kannisto (1994) see also Andreev (2001).
Then, for these extinct cohorts, the population size at age x at time t is estimated
by summing all future deaths from time t for the cohort from age x at time t. This
method assumes that there is no international migration after age x for the cohort in
question, which is a reasonable assumption only for advanced ages.
(4) For non-extinct cohorts, the survivor ratio method uses a survival ratio based on
extinct cohorts to estimate the population at age v − 1 for the non-extinct cohorts.
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The populations for ages v − 2, . . . can be estimated by working backwards from
the cohort population at age v − 1 by adding on the number of deaths in a similar
manner to the extinct cohort method. In calculating the survivor ratio the HMD ag-
gregates the previous 5 cohorts and the ratio is calculated using those in the same
cohort who were alive 5 years earlier. One further adjustment was made to allow
for the trend in mortality that may be declining, increasing or constant, by multiply-
ing the ratio by a factor that is greater than, less than or equal to one respectively.
The value of this factor is obtained by adjusting the population calculated by the
survivor ratio method so that it equals the population census estimate where the
estimate at a given age (In this case this age is 90) is believed to be accurate.
(5) Population estimates between census years are calculated by the method of in-
tercensal survival. This simply involves subtracting death counts from the census
count at the beginning of the period to obtain cohort population estimates for each
succeeding year. Unfortunately, the final step of such a computation usually yields
an estimate of cohort size at time t+ 10 that differs from the number given by the
corresponding census. Then, estimates of cohort size for intercensal years are found
by subtracting, from the initial census count, both the observed death counts and an
estimate of net migration/error. A similar approach is followed when the popula-
tion is estimated after the last census year.
(6) The calculation of exposure or exposure-to-risk for some age-time interval, say
age x in calendar year t, (denoted by Ex,t) is a count of the time that individuals
of age x in year t, should they die, would be included in the death count dx,t for
age x in year t. Estimates of the population exposed to the risk of death during
some age-time interval, say age x in year t, is based on average annual population
estimates for age x in year t and x in year t+ 1, with a small correction that reflects
the timing of deaths during the interval. This correction arises because the HMD
works mainly with cohorts; many other demographers and actuaries working with
population data use the average annual population estimates for age x in year t and
x in year t+ 1.
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2.3 High Level Analysis of Longevity
England and Wales, like many other countries, has seen increasing longevity of its
population; Figure 2.2 illustrates how the life expectancy at birth has steadily in-
creased for both males and females in past decades. Life expectancy for a given
decade is the life expectancy at birth averaged over each year in the decade.
Life expectancy figures from HMD show that over the 90 years shown there has
been a significant increase in expected lifetime for both males and females. In the
mid 1920s males lived on average 56.7 years and females 60.8 years from birth and
by the mid 2000s these had increased to 77.0 years and 81.3 years for males and fe-
males respectively, an increase of 20 years.
Figure 2.2: Period life expectancy at birth (in years of age) for males and females in
each of the decades from 1920s to 2000s. Figures from HMD.
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The increase in life expectancy is broken down in a mosaic plot (Figure 2.3). The
width of each column is proportional to the increase in life expectancy at birth over
the previous decade relative to the overall increase in life expectancy at birth over
the entire period 1920s to mid 2000s. Each column is then divided into sections by
age groups, namely under 20, age 20 to under 40, etc. The length of the section
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reflects the proportion of the increase in life expectancy over the previous decade
contributed by that age group. Over some decades for some age groups there was
a reduction in life expectancy. These reductions were set to zero and are indicated
by the dotted lines. The mosaic plot shows that ages contributing to the increase in
life expectancy have changed with time. Up to the 1960s the increase in expectation
has been driven by the younger ages, the under 20s and 20-40, age groups, for both
males and females. However, since the 1960s, the age groups 60 and over have
progressively become the main age groups driving the increase in life expectancy.
This analysis indicates that the underlying drivers for mortality improvement are
not static and have changed over time. This makes mortality projections more un-
certain. There are many competing influences that may affect future mortality, on
the positive side the development of medicines and medical treatments arising from
genetic research and on the negative side obesity and sedentary life styles. Without
a crystal ball, no one can judge the resultant effect; in this thesis the underlying
assumption is that the overall forces of change continue although the individual
reasons may differ. However, from the mosaic plots, the pattern of change in mor-
tality is similar for both males and females but the changes occur at different rates.
In addition, the mosaic plots indicate that both calendar year and age are factors
that can help describe the changes in mortality rates. Age of course is the key factor
affecting mortality rates.
Figures 2.4, 2.5 and 2.6 show the observed mortality rate (on a log scale) for each
age and sex over the period of investigation. The blue and red lines in each panel
denote male and female mortality respectively. The plots clearly show that mortal-
ity has been reducing with time for almost all but the very oldest ages and that there
is a general pattern that the rate of decline has been reducing with age. There is also
evidence of cohort effects. For example, males and females born around 1920 have
a spike in mortality rate; and this spike is seen in each of the age plots from 60 up to
80, progressively moving to the right as the age increases. Note the vertical scale is
the mortality rate (not the log mortality) and the scales are different in each panel.
Figures 2.7, 2.8 and 2.9 are plots of the logarithm of observed mortality rates for
males and females by cohort. Again, the blue and red lines in each panel denote
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Figure 2.3: Analysis of the change in period life expectancy by decade and age
group. The width of each column is proportional to the change in life ex-
pectancy relative to the overall change in life expectancy from the 1920s
to mid 2000s. The length of each block is proportional to the change in
life expectancy for that age group corresponds to the overall change in
life expectancy over the decade.
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Figure 2.4: Panels of the observed male and female mortality rates (on a log scale)
by age for ages 60 to 74. For each age, the blue line denotes male mor-
tality and the red line denotes female mortality. Calendar year is along
the x-axis and the y-axis corresponds to the mortality rate.
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Figure 2.5: Panels of the observed male and female mortality rates (on a log scale)
by age for ages 75 to 89. For each age, the blue line denotes male mor-
tality and the red line denotes female mortality. Calendar year is along
the x-axis and the y-axis corresponds to the mortality rate.
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Figure 2.6: Panels of the observed male and female mortality rates (on a log scale)
by age for ages 90 to 100. For each age, the blue line denotes male mor-
tality and the red line denotes female mortality. Calendar year is along
the x-axis and the y-axis corresponds to the mortality rate.
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male and female mortality, respectively. Across the plots the scale of the y-axis is
the same; the scale is in mortality not log-mortality. The x-axis is age from 60 to
100. Some plots are not complete, because the whole cohort is left or right censored
by the data extract. As time passes the age of the cohort increases and this is the
main cause of mortality rate increasing with time. The plots of log-mortality appear
roughly linear but the scale (as it accommodates ages from 60 up to 100) obscures
the fluctuations in mortality. A closer examination of the plots reveals that the slope
of the line changes gradually by cohort.
The accuracies of some of the approximations that are made are based on the as-
sumption that the population size is constant for neighbouring cohorts. Figure 2.10
is a plot of the number of male and female births over the 80 cohorts covered by the
data. The plots show that there has been a large variation in cohort size over the pe-
riod but, apart from the years around the First World War where there is a marked
change, change has occurred gradually and the sizes of the neighbouring cohorts
are sufficiently similar not to be considered to invalidate the assumption. The filled
points highlighted show the most extreme change in cohort size.
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Figure 2.10: Plots of the numbers of males and females at birth in the years 1861 to
1940. Calendar year is along the x-axis and the y-axis corresponds to
the number of births.
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CHAPTER 3
Review of Mortality Modelling in the
Literature
Up until the 1980’s mortality modelling was largely focused on producing mathe-
matical functions to fit observed mortality rates. However, over the last 20 to 30
years the development of stochastic mortality models has been very rapid in terms
of both structure and statistical techniques used to fit the models. This section re-
views many of the key changes that have taken place in the modelling of mortality
in the last 100 years.
When discussing the various models the following notation is used: the data com-
prise na age groups and ny calendar years of data, dx,t is the observed number of
individuals aged x at death in calendar year t and Ex,t is the number of individuals
exposed to risk of death aged x in calendar year t. The raw mortality rate is there-
fore mˆx,t = dx,t/Ex,t. Putting the elements into matrix form, D, E, M, are (na × ny)
matrices whose (x, t)th entries are dx,t, Ex,t and mˆx,t, respectively.
The key issue with many of the mortality models is parameter identifiability; that
is, two or more different values of parameters correspond to the same statistical dis-
tribution of the number of deaths and the data alone cannot determine which set of
parameters generated the data. Suppose θ1 and θ2 are two values of the parameter
θ such that the parameter θ is non-identifiable i.e., f (y|θ1) = f (y|θ2) for all data y.
To identify parameters investigators have introduced various parameter constraints
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that are highlighted as each model is discussed.
3.1 The Perks Model
From empirical studies of life tables to describe the ‘law of mortality’, Perks pro-
posed in 1932 what is now referred to as a logistic model (Perks (1932) Beard (1971))
for µx, the force of mortality at age x. The model covers only adult mortality:
µx = A+
BCx
1+ DCx
. (3.1.1)
Makeham’s law and Gompertz’s law (see Spurgeon (2011)) are special cases of Perks’
model corresponding to D = 0 and A = D = 0, respectively. Beard (Beard (1959))
showed that Perks’ model could be derived from a theoretical approach as shown
below, with the following assumptions: (a) accidental deaths A (assumed to occur
at a constant rate at all ages), (b) an upper limit to the rate of mortality F, and (c) a
progression of time.
From (c) Gompertz’s law for age x is given by
dµx
dx
= λµx, ⇒ µx = B exp[λx] .
From (a) and (c) Makeham’s law for age x is given by
dµx
dx
= λ(µx − A), ⇒ µx = A+ B exp[λx] .
From (a), (b) and (c) Perks’ law for age x is given by
dµx
dx
= λ(µx − A) (F− µx)
(F− A) , ⇒ µx = A+
(F− A)D exp[λx]
1+ D exp[λx]
.
Perks’ (logistic) relation can therefore be expressed as stating that the rate of change
of µx is proportional to the product of its value in excess of the rate of accidental
deaths and the amount by which it falls short of its upper limiting value.
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3.2 The Heligman and Pollard Model
Heligman and Pollard (1980) proposed a descriptive ‘law of mortality’ for qx, the
probability of dying at age x. The full model has three terms and eight parameters,
and covers the whole of the age range:
qx
1− qx = A
(x+B)C + D exp[−E(log x− log F)2] + GHx . (3.2.1)
This can be re-expressed as
qx =
A(x+B)
C
+ D exp[−E(log x− log F)2] + GHx
1+ A(x+B)C + D exp[−E(log x− log F)2] + GHx .
This shows that the model is continuous and allows qx to take values between zero
and one only. The eight parameters A− H are estimated from values of qx derived
from observed data.
The model contains three terms, each representing a distinct component of mortal-
ity. The first, a rapidly declining exponential, reflects the fall in mortality during
the early childhood. The parameter A is approximately q1 and C reflects the im-
provement in mortality of an infant in the earliest years. B is a shift to the infant’s
age.
The second term reflects the ‘accident hump’ and appears either as a distinct hump
in the mortality curve or at least as a flattening out of the mortality rates, generally
between ages 10 and 40. The accident term has three parameters: F indicating the
location, E representing the width and D the severity of the hump.
The third term in the model is the well-known Gompertz exponential, which re-
flects the geometric rise in mortality at the adult ages, and is generally considered
to represent the ageing process. The parameter G represents the base level of adult
mortality, while H reflects the rate of increase of that mortality.
Heligman and Pollard estimate the parameters of the curve by least squares, using
Gauss-Newton iteration (Heligman and Pollard (1980)). The function minimized
was
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S2 =
85
∑
x=0
[
qx
qˆx
− 1
]2
,
where qx is the fitted value at age x and qˆx is the observed mortality rate. The ob-
served rates above age 85 were excluded from the calculation because they appeared
to be less reliable.
For ages above 60, on which this report focuses, the first two terms can be neglected
and the equation reduces to
qx =
GHx
1+ GHx
or, re-expressed in a linear form,
logit(qx) = log(G) + x log(H) .
The Heligman and Pollard model does not naturally extend over time to produce
forecasts but was developed for use in the graduation of mortality rates, i.e., to pro-
duce mortality rates that progress smoothly from age to age and, at the same time,
reflect accurately the underlying mortality pattern.
3.3 The Lee-Carter Model
In 1992, the Lee-Carter model was introduced by R. D. Lee and L. Carter, (Lee and
Carter (1992)), to model the central mortality rate based on age x and year t:
logmx,t = αx + βxκt + ex,t, (3.3.1)
where αx represents the general shape of the age-specific mortality profile, κt repre-
sents the underlying time trend, βx modulates how the time factor applies to indi-
vidual ages, enabling some ages to improve whilst others may decline, and ex,t is an
error term, assumed to follow independent N(0, σ2) distributions for each x, t.
Lee and Carter applied singular value decomposition to the log of the empirical
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mortality rates, following a two-stage process to fit the model. First the age-related
parameters αx were estimated as the row means of the matrix log M. The βx and
κt parameters were estimated as the left and right singular vectors corresponding
to the leading singular value of the matrix whose (x, t)th element is [logmx,t − αx].
Further, to identify βx and κt, two constraints were imposed by ensuring the two
sets of parameters sum to one and zero, respectively. The second stage adjusted the
κt so that the number of deaths in calendar year t from the model gave the actual
number of deaths. This was achieved by solving for κt the equations
v
∑
x=0
dx,t =
v
∑
x=0
Ex,t exp(αx + βxκt) ∀ t ,
where v is the maximum age limit set as 110.
The Box-Jenkins time series methodology (Chatfield (2003)) of identification, esti-
mation and diagnosis was applied to the derived κt values, and it was decided that
a random walk with drift was satisfactory with one adjustment, namely the inclu-
sion of an indicator variable f lu to allow for the impact of the Spanish flu of 1918.
Future mortality rates were generated by projecting the κt factor using the following
process:
κt = κt−1 − 0.365+ 5.24 f lu+ ut .
The disturbance ut is Gaussian with zero mean and constant variance. When con-
sidering the mortality of the 85+ age group it was necessary for Lee and Carter to
disaggregate this group into 5-year age groups up to 110. Data now exist for these
age groups but there remain concerns about measures of mortality at these older
ages. The disaggregation was performed using the Coale-Kisker method, which
assumes that the exponential rate of increase of mortality at very old ages is not
constant, as stipulated by the classical Gompertz model, but declines linearly. Em-
pirical studies on a few populations have demonstrated this feature; see for example
Wilmoth (1995), who also gives details of the Coale-Kisker model.
The Lee-Carter model is a bilinear model that gave a good fit to the US data over a
wide range of ages. However, the model has a number of weaknesses: there is no
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smoothness imposed across ages, whereas one would expect mortality at contigu-
ous ages to be similar. The fitting process was done in two stages. Wilmoth Wilmoth
(1993) presented a weighted least squares Lee-Carter solution in a one-step process
to determine the parameters. In the Lee-Carter model, error terms were assumed
to be normal with constant variance at all ages. This is unrealistic as the logarithm
of the observed mortality rate is much more variable at older ages than at younger
ages. Part of this variability is due to the smaller number of deaths at older ages.
The adoption of a Poisson model allows for heteroscedasticity. Brouhns et al. (2002)
and Renshaw and Haberman (2003b) developed a maximum likelihood approach
to estimate the parameters based on the assumption that the number of deaths by
age and calendar year followed a Poisson distribution with a parameter similar to
the structural part of the Lee-Carter model. These Poisson log-bilinear models are
described in the next two sections.
3.4 Pedroza - Lee-Carter Model as a Bayesian State Space
Model
Pedroza (2006) reformulated the Lee-Carter method as a state-space model:
log mˆt = α+ βκt + et, et
i.i.d.∼ Nna(0, σ2eIna), (3.4.1)
κt = κt−1 + θ + ut, ut
i.i.d.∼ N(0, σ2κ ), (3.4.2)
where log mˆt is the random na × 1 vector of log-mortality rates in year t for the
range of ages, i.e., {logmx,t, x : 1, . . . , na}. Similarly, α and β are na × 1 vectors, i.e.
α = {α1, . . . , αna}′ and β = {β1, . . . , βna}′ . The model assumes that the observations
of logmt are independent and identically distributed with common variance σ2e . The
period parameters κt are assumed to follow a random walk with drift model and et
and ut are assumed to be independent. The multivariate normal model for the log-
mortality rates provides a joint distribution for the na age groups at any given point
in time. For comparison purposes the same constraints as in the Lee-Carter model
were applied to the β and κ parameters.
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Pedroza applied a Bayesian framework and used MCMC to estimate the parame-
ters. Noninformative priors were used, which, according to Pedroza, lead to results
comparable to those derived from Lee-Carter’s original method. Uniform prior dis-
tributions are assumed for αx, βx and θ, i.e., p(αx, βx, θ) ∝ 1. Priors for the variance
parameters were also noninformative: p(σ2κ ) ∝ 1/σκ , p(σ2e ) ∝ 1/σ2e . The prior
distribution for the starting point κ0 is specified as N(5, 10), the authors considered
a variance of 10 to be large enough to consider this a ‘vague’ prior.
The full conditionals of σ2e , σ2κ and θ as derived by Pedrosa are
σ2κ | · · · ∼ Inv− Gamma
(
ny − 1
2
,
1
2
ny
∑
t=1
(κt − κt−1 − θ)2
)
, (3.4.3)
σ2e | · · · ∼ Inv− Gamma
(
nyna
2
,
1
2
na
∑
x=1
ny
∑
t=1
(logmx,t − αx − βxκt)2
)
, (3.4.4)
θ| · · · ∼ N
(
κny − κ0
ny
,
σ2κ
ny
)
. (3.4.5)
The joint full conditional distribution of αx and βx is obtained by regressions for
each age x, αx and βx of logmx,t on κ. Let X = (1ny×1, κ). Then,
αx, βx| · · · ∼ N
(
(X
′
X)−1X
′
logmt, σ2e (X
′
X)−1
)
. (3.4.6)
To make draws for κ, the Kalman filter was used to estimate and forecast κ using the
following identity:
p(κ1, . . . , κny |m) = p(κny |m)p(κny−1|m, κny) . . . p(κ1|m, κ2, . . . , κny). (3.4.7)
Let M∗ny be the observed log-mortality data up to time ny. Then run the Kalman
filter with updating equations 3.4.8 for t = 1, . . . , ny and store values Qt and Rt up
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to time ny, R0 = σ˜2κIny where σ˜
2
κ is the current draw of σ2κ .
νt = logmt − α− βat,
Qt = βRtβ
′
+ σ2eIna ,
Kt = Rtβ
′
Q−1t ,
at+1 = at + θ + Ktνt,
Rt+1 = Rt(1− Kt) + σ2κ . (3.4.8)
Next, sample the state vector as follows: (a) Sample κny from (κny |M∗ny) ∼ N(any ,Qny),
then (b) for each t = ny− 1, ny− 2, . . . , 1, 0, sample κt from κt|κt+1, M∗ny ∼ N(ht, Ht)
where ht = at + Bt(κt+1 − at+1), Ht = Qt − BtRt+1Bt and Bt = QtR−1t+1.
3.5 Poisson Log-bilinear Model
Brouhns et al. (2002) proposed a Poisson log-bilinear model and applied it to Belgian
population statistics. The model was set out in terms of the force of mortality, with
µx,t as the force of mortality at age x during calendar year t. The assumption of the
force of mortality being constant for a given age in a particular calendar year results
in the force of mortality being equal to the central mortality rate (see section 2). The
model is
dx,t ∼ Poi(Ex,tµx,t),
log µx,t = αx + βxκt .
(3.5.1)
The parameters αx, βx and κt have the same meaning as in the Lee-Carter model.
Brouhns et al. use maximum likelihood to estimate the parameters, the log-likelihood
being
`(α, β, κ) =∑
x,t
[dx,t(αx + βxκt)− Ex,t exp{αx + βxκt}] + constant.
Brouhns et al. obtained the maximum likelihood estimates using the Newton-Raphson
algorithm, updating one set of parameters whilst holding the other two sets at the
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current values, e.g. update αx’s while keeping βx’s and κt’s unchanged. This process
is repeated until there is convergence of the estimates of all parameters. The updat-
ing steps are easily derived after obtaining the first and second partial derivatives
of the log-likelihood function:
αr+1x = α
r
x −
∑t(dˆx,t − drx,t)
−∑t drx,t
, βr+1x = β
r
x, κ
r+1
t = κ
r
t ,
κr+2x = κ
r+1
x −
∑x(dˆx,t − dr+1x,t )βr+1x
−∑x drx,t(βr+1x )2
, αr+2x = α
r+1
x , β
r+2
t = β
r+1
t ,
βr+3x = β
r+2
x −
∑t(dˆx,t − dr+2x,t )κr+2t
−∑t dr+2x,t (κr+2t )2
, αr+3x = α
r+2
x , κ
r+3
t = κ
r+2
t ,
where drx,t = Ex,t exp{αrx + βrxκrt} and r is the iteration number. After updating the
κt parameters, the location constraint was applied, for example by deducting the
average of the κrt parameters, κ¯
r, from each κrt parameter. This requires β
rκ¯r to be
added to each of the αrx parameters. After updating βrx, Brouhns et al. applied the
scaling constraint, not the sum to one as used in Lee-Carter but a scaling factor that
gave βr1 = 1. This requires the κ
r
t parameters to be scaled by the reciprocal of this
scaling factor.
Forecasting was done by fitting an ARIMA process to the κt parameters obtained
by maximum likelihood. The Box-Jenkins methodology of identification, estimation
and diagnosis was applied to the Belgian population and it was decided that an
ARIMA(0,1,1) process was satisfactory for both males and females but with different
trends for µ and moving average parameter φ, i.e.,
κt − κt−1 = µ+ et + φet−1 .
3.6 Poisson Log-bilinear Model - 2
Czado et al. (2005) present a Bayesian formulation of the Poisson log-bilinear model
in terms of µx,t, the force of mortality at age x in year t, rather than the central mor-
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tality rate mx,t. The period variable is assumed to follow an autoregressive process
of order one with a linear trend:
κt − φ1 − φ2t = ρ(κt−1 − φ1 − φ2(t− 1)) + et, et i.i.d.∼ N(0, σ2κ ). (3.6.1)
The parameters α, β, κ, φ = (φ1, φ2)
′
, ρ and σ2κ are estimated using MCMC methods,
specifically the Gibbs sampler and Metropolis-Hastings (MH) algorithm, to generate
samples from the posterior.
The prior on the linear trend parameters is given by φ ∼ N2(φ0,Σφ0), where φ0 and
Σφ0 are constants, φ0 = 0 and Σφ0 = 10I2. The prior on the autoregressive parameter
ρ is described by N(ρ0, σ2ρ0) truncated to the interval (0,1) and the prior on σ
−2
κ is
described by Gamma(c, f ) where ρ0 = 0, σ2ρ0 = 1, c = 1 and f = 0.001. The prior
distribution for β is described by Nna(0, σ
2
βIna) and σ
−2
β is described by Gamma(g, h)
where g = 1 and h = 0.001.
For the vector of parameters, α, Czado et al. transform this vector to the vector
containing the exponentials of α i.e., α˜ = exp(α) as the full conditional of α˜ can be
expressed as a standard distribution. The prior on each element of α˜ ∼ Gamma(r, s)
independently where r and s are constants. In order to obtain an uninformative
prior distribution (i.e. with large variance), Czado et al. choose a small s = 0.001.
Afterwards, r is chosen equal to s exp(αx).
The full conditionals for α˜x, φ, ρ and σ2κ are standard distributions.
For the parameters β and κ the full conditionals are non-standard distributions and
draws were generated using the MH algorithm.
3.7 The Renshaw and Haberman Generalised Linear Model
Like Brouhns et al. (2002), Renshaw and Haberman (2003a) modelled the number of
deaths as a Poisson variable but with a different parameter structure:
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dx,t ∼ Poi(Ex,tµx,t)
log µx,t = αxt0 + βx(t− t0) + β
′
x(t− tj)− + γt(t− t0)
for t ∈ [t1, tn], t1 < tj < t0 ≤ tn, (t)− = t, t ≤ 0; (t)− = 0, t > 0 .
(3.7.1)
The value t0 is a time origin and, while it can be set at any point on the time axis,
the authors choose to select it to coincide with a standard mortality table so that the
mortality factor αxt0 can be compared with the standard (or published) mortality
table. Similarly to the Lee-Carter model, αxt0 is set as the average of the logarithm
of the observed mortality, not over the full number of years, but over the three years
of data used in the construction of the standard table:
αˆxt0 = log
t0+1
∏
t=t0−1
mˆ
1
3
x,t .
The model includes a break point tj, to allow for a change in the age differential time
trend, and the break point is fixed as part of the initial fitting process.
The model is fitted using a log-link function with the linear predictor ηx,t, where
ηx,t = log Ex,t + log µx,t, and so includes an offset of log Ex,t + αˆxt0 .
A key difference between the method of Renshaw and Haberman and that of Lee-
Carter and Brouhns et al. concerns the treatment of time. Lee-Carter and Brouhns
et al. model time as a factor κ that is estimated, whereas Renshaw and Haberman
treat time as a known covariate.
Forecasts of future mortality are generated by extrapolating the time t in the βx(t−
t0) factor, so that the mortality rate for age x in year tn + s is
mˆx,tn+s = mˆx,tn exp(βˆxs) .
3.8 Bayesian State Space Model
Reichmuth and Sarferaz (2008) proposed a generalisation of the Lee-Carter model.
Firstly, they ensured smoothness along the age and period variables by assuming
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that both follow vector autoregressive processes. Secondly, they introduced addi-
tional period and age-related parameters. Thirdly, they incorporated additional ob-
servable covariates and modelled their dynamics jointly with the other parameters.
The general model is
logmx,t = αx + r
′
xzt + e
m
x,t , (3.8.1)
where αx is the arithmetic mean of the log mˆx,t for age x, i.e., αx = 1ny ∑
ny
t=1 log mˆx,t,
and the explanatory variables are zt = [κt vt]
′
, where κt = [κ1t, . . . , κNt]
′
a N × 1
vector and vt is a L× 1 vector of observed covariates [v1t, . . . , vLt]′ . Therefore zt is a
R× 1 vector with R = N + L. The age-related parameters have a similar structure,
with rx = [rκx rvx]
′
, where rκx = [rκ1x, . . . , r
κ
Nx]
′
is a N× 1 vector and rvx is a L× 1 vector
[rv1x, . . . , r
v
Lx]
′
, so that rx is R× 1.
The zt and rx follow VAR(p) and VAR(q) processes respectively:
zt = c+ φ1zt−1 + φ2zt−2 + · · ·+ φpzt−p + ezt (3.8.2)
and
rx = ξ1rx−1 + ξ2rx−2 + · · ·+ ξqrx−q + erx , (3.8.3)
where c is a R × 1 vector of constants, φ1, . . . , φp are R × R matrices, ξ1, . . . , ξq are
R× R diagonal matrices, the emx,t are i.i.d. N(0, σ2m); the ezt are i.i.d. NR(0,Σz), and
erx are i.i.d. NR(0,Σr). Each component of rx is a priori independent of the other
components and so Σr is diagonal. The disturbances emx,t , e
z
t and e
r
x are independent.
The parameters of the model are therefore r = (r1, . . . , rna), Z = (z1, . . . , zny), Φ =
(φ1, . . . , φp, c), Ξ = (ξ1, . . . , ξq), Σr, Σz and σ2m.
The following priors were used:
• For the coefficients ξ1, . . . , ξq, flat priors were assumed.
• For σ2m ∼ IG
(
0.01
2 ,
3
2
)
.
• The prior on Φ derived from normal linear regression model Z∗ = X∗Φ+ ez
as
Φ|Σz ∼ N
(
vec(Φˆ∗),Σz ⊗ (X∗′X∗)−1
)
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where Φˆ∗ = (X∗′X∗)−1X∗′Z∗ the ordinary least squares estimate;
Z∗ = DiagRp
[
5A, DiagR(p−1)[0, . . . , 0]
]
ez = DiagRp[e1, . . . , eR] and
where et ∼ NR(0,Σz),
Σz was given an uninformative prior with the density equal to a constant.
X∗ = DiagRp[5A, 10A, . . . , 5pA] where A = Diagp[σˆ1, . . . , σˆp],
σˆ1, σˆ2, . . . , σˆR are the empirical standard deviations obtained from the first p
observations.
• The priors on r and z are induced by the other parameters.
The authors used the Gibbs sampler to estimate the model by generating parame-
ter draws from the posterior pi(r, Z,Φ,Ξ,Σr,Σz, σ2m| log mˆx,t) by iteratively drawing
from the full conditionals.
Reichmuth and Sarferaz (2008) applied their model to United States data with two
period-related parameters (i.e. N = 2) with two additional covariates GDP per
capita and unemployment rate. The order of the VAR processes were selected with
p = q = 4.
3.9 Cairns-Blake-Dowd Models
There have been two variants of the Cairns-Blake-Dowd Model, of which the first
(CBD-1), introduced in 2006 (Cairns et al. (2006)) and involving two stochastic fac-
tors, is a special case of the Perks model described in section 3.1 above. The first
factor κ(1)t affects mortality at all ages in an equal manner, whereas the second κ
(2)
t
has an effect on mortality that is proportional to age. If qx,t is the underlying mor-
tality rate in year t at age x, then
qx,t =
exp{κ(1)t + xκ(2)t }
1+ exp{κ(1)t + xκ(2)t }
. (3.9.1)
For each t, κ(1)t and κ
(2)
t were estimated using least squares by transforming the
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observed mortality rates from qx,t to
logit qx,t = κ
(1)
t + xκ
(2)
t .
In a later paper by the same authors (Cairns et al. (2009)), the age x factor was cen-
tred i.e. transformed to x− x.
For forecasting, Cairns et al. (2006) fitted a 2-dimensional random walk with drift,
based on parameters that had to be estimated, i.e.
κt+1 = κt + µ+ CZt , (3.9.2)
where κt = (κ
(1)
t , κ
(2)
t )
′
, µ is a constant 2 × 1 vector, C is a constant 2 × 2 upper
triangular matrix and Zt is a 2-dimensional standard normal random vector.
Distributions of the µ and C parameters were obtained using Bayesian analysis. The
process for κt is a random walk with mean µ and covariance matrix V = CC
′
.
Non-informative priors were used:
p(µ) ∝ constant
p(V) ∝ det(V)−
3
2 .
With this prior and with ny observations F = (F(1), . . . , F(ny)), where F(t) = κt −
κt−1, the authors derived the posterior distributions as
V−1|F ∼ Wishart
(
ny − 1, 1ny V̂
−1
)
µ|V, F ∼ Nny
(
µ̂,
1
ny
V̂−1
)
,
where
µ̂ =
1
ny
ny
∑
t=1
F(t)
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and
V̂ =
1
ny
ny
∑
t=1
[F(t)− µ̂] [F(t)− µ̂]′ .
This model allows for mortality improvements at different ages to vary by time be-
cause of the interaction term xκ(2)t . Also a very simple age effect enabled the authors
easily to incorporate parameter uncertainty, with all parameters being identifiable.
The model’s simplistic age effect will result in any non-linearity in the mortality
curve due to age being ignored. As with the Lee-Carter model, the (CBD-1) model
ignores cohort effects.
The second Cairns-Blake-Dowd Model, (CBD-2), was introduced in 2007 (Cairns
et al. (2009)). This model addressed some of the weaknesses of (CBD-1), in particular
introducing a cohort parameter and a more flexible age structure that would capture
some non-linearity in the mortality curve by age:
logit qx,t = κ
(1)
t + (x− x)κ(2)t + ((x− x)2 − s2x)κ(3)t + γt−x (3.9.3)
where γt−x is the cohort parameter, s2x = 1na ∑x(x − x)2 and na is the number of
ages. Unlike with (CBD-1) there is an identifiability problem with the parameters.
This was resolved by imposing constraints,
nc
∑
k=1
γk = 0
nc
∑
k=1
kγk = 0,
nc
∑
k=1
k2γk = 0,
where nc is the number of cohorts and γk is the cohort parameter for cohort k. The
authors choose these constraints because, if least squares is used to fit a quadratic
function φ1 + φ2k+ φ3k2 to γk, the constraints ensure that φ1 = φ2 = φ3 = 0 and that
γk fluctuates around zero so that improvements with period are captured within the
period parameters.
Ideally the investigator should have a valid reason for this restriction, rather than
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it being an arbitrary choice to reduce the dimension of a system of equations. The
valid restriction must be derived from outside the data, which may not be possible.
3.10 Age-Period-Cohort Models
The concept of cohort has been central in demography, epidemiology and other so-
cial sciences. In this context cohort refers to a group of people who share a common
year of birth. Age is often the main factor in such models as it accounts for consis-
tent extrinsic factors. The effect of the period accounts for all factors that affect every
person at a particular time in history, such as pollution or medical advances. The
cohort effect accounts for events which affect generations, e.g. malnutrition of chil-
dren during or after wars. The use of Age-Period-Cohort (APC) models predates the
Lee-Carter model. For example, Holford (1983) and Clayton and Schifflers (1987a,b)
used the APC model to analyse data on rates of mortality from cancer.
In the context of a Poisson model for the death count, the APC model has the general
form
logmx,t = µ+ αx + κt + γk , (3.10.1)
where µ is the grand mean, αx is the age-effect parameter for age x, κt is the period-
effect parameter for year t, and γk is the parameter for the kth cohort where k =
na − x+ t and as a consequence the total number of cohorts is K = na + ny − 1.
Parameter identifiability is a key issue with APC models, as is obvious from the
following example. If in equation (3.10.1) one adds (t − t¯) − (x − x¯) to γt−x and
then adds (x − x¯) to the αx component and deducts (t− t¯) from the κt component
the parameter values are different but result is the same logmx,t and therefore the
same likelihood.
The identifiability problem with APC models arises from the linear dependence of
the three temporal factors of interest. By subtraction, one can readily calculate year
of birth from age and date of death. Hence, in a real sense there are just two time
dimensions that can be used to fully describe the time trends for mortality rates.
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To deal with the simultaneous estimation of age, period and cohort effects Fienberg
and Mason (1979) and Barrett (1973, 1978) introduced an arbitrary restriction on the
parameters, in that two of the effects are equated. As mentioned earlier there should
be a valid reason for any restriction. In various papers, Holford (1983, 1991) has
explored the problem of parameter identification within APC models. In Holford
(1983) he shows that, whilst the individual parameters are not identifiable, certain
functions of the age, period and cohort parameters are identifiable. Holford (2006)
shows that the non-identifiability only affects linear trends; change points and other
non-linear trends can be identified (up to the linear trend). This was demonstrated
by firstly removing the linear trend from each parameter, take for example the vector
of age-related parameters α to illustrate the process. If we denote αL as the linear
part, that is a linear combination of the components of α, i.e.,
αL = C
na
∑
i=i
ciαi, where ci = i− 12na −
1
2
and C = (∑
i
c2i )
−1.
The ith component of the non-linear part, α˜, is:
α˜i = αi − ciαL.
The non-linear part α˜ can then be expressed as a sum of orthogonal polynomials of
second degree or higher. This process is repeated for the period and cohort param-
eters. Then a design matrix can be created for the linear parameters i.e. the ci’s and
the coefficients of the orthogonal polynomials. If two of the columns of linear com-
ponents are removed from this design matrix, then the rank of the resultant matrix
is full, indicating parameter identifiability.
An important point made by Holford (1991) is that although the individual param-
eters and their forecasts are non-identifiable, the mortality rate and projected mor-
tality rates are estimable so the non-identifiability problem is irrelevant.
Section 4 of Besag et al. (1995) applied a Bayesian framework to the APC model to
analyse the data used by Holford (1983) on mortality from prostate cancer among
non-whites in the United States. Besag et al. used logistic regression assuming
that the data are binomial rather than Poisson, as done by Holford. A key point
made is that the Bayesian formulation avoids the identifiability difficulty through
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the adoption of mildly informative priors Besag et al. (1995). Section 4 of the paper
included a number of very useful features that have been employed in this thesis.
Besag et al. (1995) showed that additional unobserved covariates zx,t can be included
as a random effect, a sample from a Gaussian with zero mean, so that the mx,t’s are
related via a logistic-normal model:
logit mx,t = µ+ αx + κt + γk + zx,t.
The meaning of the parameters µ, αx, κt and γk are the same as in the APC model de-
scribed above. The paper highlights a very useful transformation whereby logit mx,t
is treated as a parameter and the zx,t’s are expressed in terms of the mx,t’s and the µ,
α, κ and γ parameters. This enables full conditionals on µ, α, κ and γ to be derived
as Gaussians.
Smoothness across age, period and cohort parameters is achieved by Besag et al.
using improper priors that correspond to random walks on the first differences. For
example, for the period parameters,
pi(κ|λ) ∝ λny/2 exp
(
−λ
2
ny−1
∑
j=2
(κj−1 − 2κj + κj+1)2
)
and the hyper-parameter λ has a Gamma(c, d) prior, where c and d are constants
chosen to be weakly informative.
The authors noted that this form of prior on the period and cohort parameters pre-
serves the trend and is therefore useful for forecasts. Using MCMC, samples from
the posterior for each of the parameters were obtained. Using these samples the
model can be extended easily to predictions by exploiting the smoothing; i.e. the
future period parameters can be generated by a recursive formula so that, for year
ny + t,
κ
(r)
ny+t is a draw from N
(
2κ(r)ny+t−1 − κ
(r)
ny+t−2, 1/λ
(r)
)
,
where the superscript ’(r)’ indicates that the posterior samples are obtained from the
rth cycle of the MCMC process. The cohort parameter can be handled in a similar
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way.
A number of other authors followed the Besag et al. (1995) model by applying the
APC model with random effects to different data; see for example, Knorr-Held and
Rainer (2001), Schmid and Held (2007) and Riebler and Held (2010). The last authors
Riebler and Held (2010) extended the model to the case when the data are stratified,
for example, by different geographical areas, different causes of mortality, and by
gender.
3.11 APC Models with Bilinear Age Effects
A generalisation of the age-period-cohort model allows the period and cohort vari-
ables to include interactions with age. This model was included in the paper Cairns
et al. (2009). From Figure 2.3 it is apparent that the period improvements in mortal-
ity vary by age.
The model as presented in the paper by Cairns et al. (2009) is
logmx,t = αx + βxκt + δxγt−x . (3.11.1)
To identify the parameters the following constraints were imposed:
na
∑
x=1
βx = 1 ,
ny
∑
x=1
κt = 0 ,
ny
∑
t=1
na
∑
x=1
γt−x = 0 ,
na
∑
x=1
δx = 1.
In this thesis this model is developed further using Bayesian analysis, with a few en-
hancements. The model as specified lacks smoothness across ages and years and this
is introduced by smoothing via the priors. The parameter of interest is the mortality
rate and not the individual age, period and cohort parameters. The constraints are
therefore dropped. Finally, the inclusion of a random effect to allow for additional
variability on the observed mortality rates is included in the model here.
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3.12 P-Spline Mortality Model
Currie et al. (2004) used a penalized generalized linear model to smooth and fore-
cast two-dimensional mortality rates. The method used local cubic polynomials,
B-splines, as the basis for regression. The B-splines were joined at regularly spaced
knots along the age and year dimensions. The parameters were selected so as to
maximize the penalised likelihood. The model, for the number of deaths dx,t for age
x in year t, is
dx,t ∼ Poi(Ex,tmx,t) .
Putting the elements into matrix form, D and E are matrices whose (x, t)th entries
are dx,t and Ex,t , respectively. In the generalized linear model framework with a log
link function,
E(dx,t) = µx,t
and
vec(log µ) = vec(log E) + vec(BaΘB
′
y)
= vec(log E) + (By ⊗ Ba)vec(Θ),
= vec(log E) + Bθ.
In the formulae above, Θ is a ca× cy matrix of the regression coefficients for age and
year, θ = vec(Θ) and cy and ca depend on the number of knots and the degree of
the B-spline. The matrices By and Ba are matrices of B-splines for smoothing by year
and age respectively:
By =

b1(t1) . . . bcy(t1)
...
...
b1(tny) . . . bcy(tny)
 Ba =

b1(x1) . . . bca(x1)
...
...
b1(xna) . . . bca(xna)
 .
Further, B = By ⊗ Ba is an nany × cacy matrix of B-splines in both age and year.
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The linear predictor corresponding to the jth column of D is therefore
cy
∑
k=1
bk(tj)BaΘk·,
whereΘk· denotes the kth row. AlsoΘ·k denotes the kth column ofΘ. In this structure
the maximum likelihood estimate of θ can be obtained by applying the standard
GLM scoring algorithm to a Poisson model with log link function.
To introduce smoothing within Θ, a penalty factor is added for both the age (row
elements of Θ) and the year (column elements of Θ). There are many different
smoothing penalties the choice of which is critical to forecasting, as the authors
demonstrate. They selected a quadratic difference penalty for both the age and year
dimensions. The penalty along the year dimension for age i is
(Θi1 − 2Θi2 +Θi3)2 + · · ·+ (Θicy−2 − 2Θicy−1 +Θicy)2,
which can be written as
cy
∑
k=1
Θ
′
·kG
′
aGaΘ·k = θ
′
(Icy ⊗ G
′
aGa)θ,
where Icy is an identity matrix of size cy and Ga is a difference matrix with dimension
(ca − 2)× ca. Similarly, the row penalty is
θ
′
(G
′
yGy ⊗ Ica)θ .
The penalty on ages and years can therefore be expressed as
P = λa(Icy ⊗ G
′
aGa) + λy(G
′
yGy ⊗ Ica).
The parameters λa and λy are penalty constants applying, respectively, to the age
and year smoothing factors. The sizes of these parameters influence the degree of
smoothing: if λ = 0 then there is no imposed smoothing on the parameters and as
λ → ∞ the penalty factor dominates and in the limit the parameters take the form
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corresponding to minimizing the smoothing penalty. The smoothing parameters
can therefore be viewed as balancing fidelity to the data and the level of smoothing.
The penalized log-likelihood for the model is therefore
`p(θ, D) = `(θ, D)− 12θ
′
Pθ , (3.12.1)
where `(θ, D) is the usual Poisson log-likelihood. The regression coefficients (θ) can
be derived by maximizing 3.12.1, which can be achieved with the following scoring
algorithm
(B
′
WcB+ P)θc+1 = (B
′
WcB)θc + B
′
(vec(D)− vec(µ)) , (3.12.2)
where θc is the value of the parameters during the current iteration and θc+1 is the
next iterated value, vec(log µ) = vec(log E) + Bθc and Wc = diag(vec(µ)).
The optimal values for the penalty factors λa and λy were selected by minimizing
the Bayesian information criterion (BIC), which has the form
deviance(D, θ,λa,λy)− log(N)tr(H) .
Here H = B(B
′
WˆB+ P)−1B′Wˆ, which is referred to as the hat matrix, the trace of
which gives the effective dimension of the model, where Wˆ contains the weights of
the last iteration after convergence. N is the number of data points and in this case
is nany. BIC was chosen rather than the Akaike Information Criterion (AIC) as it
introduces much heavier penalties and therefore produces smoother curves. Currie
et al. (2004) remark that AIC is likely to result in undersmoothing for over-dispersed
data, giving an unsatisfactory result.
3.13 Mortality Forecasts by ONS and CMI
The Office for National Statistics (ONS) and the Continuous Mortality Investigation
(CMI) follow a similar methodology for mortality forecasting. The methodologies of
the ONS and CMI are explained in Office for National Statistics (2011b) and Contin-
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uous Mortality Investigation (2009), respectively. Initial mortality rates are set using
current levels of population mortality which have been smoothed using p-spline
models similar to that described in section 3.12. Future mortality rates are then es-
timated from these initial mortality rates by applying deterministic improvement
factors that depend upon age, sex and the length of the projection term. Specifi-
cally, the CMI model allows for initial rates of mortality improvement, reflecting the
current estimate of rates of change in the recent past which converges to assumed
long-term rates of mortality improvement. The speed and pattern of convergence
from ‘initial’ to ‘long-term’ improvement rates are variable and can be set by the
users of the model. The ONS mortality improvement figures also vary by age and
sex being derived from recent mortality trends of England and Wales population.
These mortality improvement figures are fixed and are blended into the mortality
improvements for 25 years ahead. Mortality improvements beyond 25 years ahead
of the base year are constant at a target rate. The target rate used in the life ex-
pectancy figures in the National Population Projections 2010-based report was 1.2%
for males and females.
Effectively the approach followed by the CMI and ONS assumes that, in the very
short-term, the best guide as to the likely pace of change in mortality rates is the
most recently observed experience. In the long-term, the forces driving mortality
change are likely to be very different from those currently influencing patterns of
improvement. Oeppen and Vaupel (2002) points out that mortality experts have
repeatedly asserted that life expectancy is close to an ultimate ceiling and that these
experts have repeatedly been proven wrong.
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Mortality Models
The previous chapter shows that there has been a large number of different models
and modelling techniques used to model mortality. This chapter considers various
mortality models, including three new models that are developments and generali-
sations of the Lee-Carter model.
In all models it is assumed that the number of deaths for age x in calendar year t is
a Poisson random variable with a different structure of the mean parameter, i.e.,
dx,t ∼ Po(Ex,tmx,t) x = x1, . . . , xna ; t = t1, . . . , tny ,
where Ex,t is the number exposed to risk of death aged x in calendar year t and mx,t
follows the structure below:
Model 1 logmx,t = µ+ αx + βxκt
Model 2 logmx,t = µ+ αx + κt + γt−x
Model 3 logmx,t = µ+ αx + κt + γt−x + zx,t
Model 4 logmx,t = µ+ αx + βxκt + δxγt−x
Model 5 logmx,t = µ+ αx + βxκt + δxγt−x + zx,t
Model 6 log mx,t1−mx,t = µ+ αx + βxκt + δxγt−x + zx,t
Model 7 logmx,t = µ+ αx + βxκt + δxγt−x
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In Models 1 to 6 Ex,t = Eox,t, where E
o
x,t is the observed exposure as estimated by
HMD, see section 2.2, and is treated as a known constant. In Model 7, each Ex,t
is treated as an estimated value with the following structure:
Eox,t
1−wx,t where the wx,t
parameters represent measurement errors in the exposures and are discussed in sec-
tion 4.1.1.
The zx,t parameters that appear in Models 3, 5 and 6 are considered as additional
unobserved covariates that provide added heterogeneity or extra random variation
of mortality.
In Models 1 to 5 and Model 7 the link function is log which can result in mx,t values
larger than one, which is theoretically possible but very unlikely in large popula-
tions like the data set being used. The HMD data for England and Wales extends
from 1841 up to 2009 for ages 0 to 110 and no mortality rate exceeded 1. In section
2.2 it was shown that neighbouring cohorts are of similar sizes and so a mortality
rate of 1 means that the expected number of deaths is equal to the average popu-
lation size, which is unrealistic. Model 6 uses a logit link function, which restricts
mx,t to being in the range (0, 1). This restriction to being no greater than 1 is not a
material limitation for fitting but has the major benefit that long-range forecasts of
mx,t will be better behaved.
In each of the models, µ is a parameter, representing the overall mean logarithm (or
mean logit) of mortality; αx is the age-related parameter for age x; κt is the period
parameter for year t; γt−x is the cohort parameter for year of birth t− x, there being
nc = na + ny − 1 distinct cohorts; βx and δx are age-related parameters used to scale
the period and cohort effects.
As noted earlier, in each model some of the parameters are non-identifiable. For
example, in Model 1, βx and κt are identifiable up to scale. In the other models
the αx, κt and γt−x are non-identifiable, as are βx and δx in Models 4 to 7. A num-
ber of modellers (e.g., Brouhns et al. (2002) and Cairns et al. (2009)) have sought
to analyse trends in these underlying parameters by imposing constraints, such as
sum-to-zero constraints. The main focus of this thesis is on the mortality rate (mx,t),
which is identifiable for Models 1 to 6. However, for Model 7, mx,t is identifiable up
to scale and age and period because of the presence of measurement errors in the
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exposures. This can be shown by noting that if exp(φx,t) = 11−wx,t then the Poisson
mean of Model 7 can be written as Eox,t exp(φx,t + µ + αx + βxκt + δxγt−x). Then,
for a constant shift to µ say µ+ c, a corresponding adjustment to φx,t can be made
that gives the same overall mean parameter. Also, for an adjustment to the age pa-
rameters αx + ax then an adjusted φ
′
x,t = φx,t − ax preserves the mean. Similarly
for period parameter κt + bt an adjusted φ
′
x,t = φx,t − βxbt preserves the mean. The
informative prior on the error parameters wx,t’s serves to significantly reduce this
issue.
From a biological standpoint one would expect mortality to change gradually and
relatively smoothly with age, period and cohort and therefore it is desirable that the
respective parameters exhibit smoothness. Importantly, smoothing the period and
cohort parameters facilitates forecasting of mortality rates. The form of the smooth-
ing has a significant impact on the forecasts so a number of different smoothing
assumptions are applied via the prior distribution. The resulting model is given one
of the following additional labels:
(0) No smoothing of the parameters (for Models 1, 2 and 4 only)
(a) Random walk on the levels of the parameters
(b) Autoregressive process of order 1 on the first differences of the parameters
(c) Random walk on the first differences of the parameters.
For example, Model 3(a) denotes Model 3 with the prior specifying that each age,
period and cohort parameter follows an independent random walk with its own
precision. Model 3(b) denotes Model 3 with each age, period and cohort parameter
following an independent autoregressive process of order 1 on the first differences
of the parameters, with each parameter having its own precision and autoregressive
coefficient.
Models 1 to 4 have been used in the literature. Model 1 where the mortality param-
eter has a similar form to the Lee-Carter model has been used in many papers; for
example see Czado et al. (2005), Pedroza (2006) and Cairns et al. (2009). Model 2,
the age-period-cohort model, also occurs frequently in the literature for many dif-
ferent studies; for example see Holford (1983, 1991, 2006) and Clayton and Schifflers
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(1987a,b). Model 3 has also appeared in the literature; for example Berzuini and
Clayton (1994), Besag et al. (1995), Knorr-Held and Rainer (2001). Model 4 without
smoothing of parameters appeared in Cairns et al. (2009). To my knowledge Models
5, 6 and 7 have not appeared in the literature.
The notation follows that of Cairns et al. (2009) which along with Besag et al. (1995)
were major influences on this thesis.
4.1 Framework
To implement the Bayesian approach, Markov-Chain-Monte-Carlo (MCMC) meth-
ods were employed to sample from the posterior distribution of the parameters in
each model. More specifically, draws from the joint posterior distribution were ob-
tained from the full conditional distributions when the full conditionals were easily
derived; otherwise the Metropolis-Hastings algorithm (MH) was used. Details of
the implementation of each model are described in the following subsections, and
exploiting the formulae in Appendix B.
4.1.1 Parameters
If we define α = (α1, . . . , αna)
′
, κ = (κ1, . . . , κny)
′
, γ = (γ1, . . . ,γnc)
′
, β = (β1, . . . , βna)
′
and δ = (δ1, . . . , δna)
′
then discussion of the priors will be in terms of the vectors α,
κ, γ, β and δ. Here na, ny and nc denotes the number of age groups, year groups
and cohorts respectively. So na is 41 as the ages range from 60 to 100, ny is 40 as the
calendar years covered are from 1960 to 1999 and nc = na + ny − 1 cohorts.
Model 1(0)
The prior distribution used for µ was an improper uninformative prior, uniform on
the real line. The priors on α, β and κ are independent multivariate Gaussian dis-
tributions centred on the zero vector and with covariance matrices 1000Ina , 1000Ina
and 1000Iny , respectively. Here In denotes the n× n identity matrix. Therefore, each
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parameter is a priori independent of the others and each element of a parameter is
a priori independent of the others.
Models 1(a), (b) and (c)
The prior on µ is the same as for Model 1(0). However, the prior assumption on α,
β and κ follows the smoothing process applied within the model; the autoregres-
sive process disturbances follow independent identical Gaussian distributions with
mean zero. For the three precision parameters of the autoregressive processes asso-
ciated with α, β and κ, separate independent priors were assumed corresponding to
Exponential distributions with mean 2,000.
For Model 1(b) the prior on the autoregressive coefficients for α, β and κ wasUn(−1, 1),
thereby constraining the model to describe only stationary processes.
Model 2(0)
The prior assumptions on the parameters µ, α, β and κ are the same as for Model
1(0). The prior on the additional parameter γ is a multivariate Gaussian distribution
centred on zero with covariance matrix 1000Inc , independently of the other param-
eters.
Models 2(a), (b) and (c)
The prior assumptions on the parameters µ, α and κ are the same as for Models 1(a),
1(b) and 1(c). The prior on the additional parameter γ also follows the smoothing
process applied within the model. The autoregressive process disturbances follow
independent identical Gaussian distributions with mean zero and precision param-
eter assigned to an Exponential prior with mean 2,000.
For Model 2(b) the prior on the autoregressive coefficients for γ was Un(−1, 1) as
above.
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Models 3(a), (b) and (c)
The prior assumptions on the parameters µ, α, κ and γ are the same as for Models
2(a), 2(b) and 2(c). The random effects zx,t are assumed to come from independent
Gaussian distributions with mean zero and precision parameter τ. The prior on τ
was the Exponential distribution with mean 2,000.
Model 4(0)
The prior assumptions on the parameters µ, α, κ and γ are the same as for Model
2(0). The priors on the additional parameters β and δ are independent multivariate
Gaussians centred on zero with covariance matrices 1000Ina .
Models 4(a), (b) and (c)
The prior assumptions on the parameters µ, α, κ and γ are the same as for Mod-
els 3(a), 3(b) and 3(c). The priors on the additional parameters β and δ follow
the smoothing process applied within the model; the autoregressive process dis-
turbances correspond to independent identical Gaussian distributions with mean
zero. For the precision parameters of the autoregressive processes, independent Ex-
ponential priors with mean 2,000 were assigned.
Models 5(a), (b) and (c)
The prior assumptions on the parameters are the same as for Models 4(a), 4(b) and
4(c), respectively, and the prior on the random effects zx,t is the same as for Model 3.
Models 6(a), (b) and (c)
The prior assumptions on the parameters are the same as for Models 5(a), 5(b) and
5(c).
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Models 7(a),(b) and (c)
The prior assumptions on the parameters are the same as for Models 5(a), 5(b) and
5(c).
The prior assumption on the exposures reflects the fact that the exposures have been
estimated. In England and Wales a population census is taken every 10 years. For
years between censuses there is an interpolation between the two neighbouring cen-
suses. In section 2.2 a brief explanation of the process was outlined. This introduces
a number of possible errors: not everyone will be captured within the census and
there is a small risk that individuals do not accurately record their date of birth;
migration flows and the interpolation process can also introduce errors. Migration
flows at ages 60 and above are small relative to the exposure and the assumption
is that the errors within the population counts at the census dates dominate these
other errors. The population counts at the census dates are underestimates of the
true population size and, as these values are used for interpolation for population
counts between censuses, the population counts at all points will be underestimates
of the true values and therefore the exposures will be under-estimates. Although
the population counts are under-estimates we would expect the underestimation to
be quite small and therefore the exposure estimates will be reasonably good as well.
Thus, an informative prior assumption is used to reflect that the observed exposure
is a reasonably good estimate. The wx,t represent measurement errors in the expo-
sures so wx,t ∈ (0, 1) and, because of the assumption that the population estimates
are likely to be reasonable, one possible approach is to assign independent Beta(1,s)
priors for wx,t where s ∼ Un(1, 10000). Fixing the first parameter of the Beta prior
to be 1 simplifies the density and setting the scale parameter s to being larger than or
equal to 1 ensures that the distributions of the errors are weighted toward zero. For
s = 1 the density of the error is constant, for s > 1 the slope is downwards and the
larger s is the tighter the distributions of errors are to zero. The upper limit of s was
set to 10000 as at this point the likely errors are very close to zero. The final results
were not sensitive to changes in this upper limit. Figure 4.1 shows a histogram of
2000 simulations from the prior on wx,t. The figure illustrates that the samples are
close to zero; the upper quartile value is 0.00045.
The counting of deaths is a more robust process and therefore the number of deaths
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Figure 4.1: Histogram of 2000 simulations from the prior distribution of wx,t.
is likely to be much more accurate than the exposures, so measurement error in
death counts was ignored.
4.2 Implementation
For Models 1, 2, 4 and 7 parameter draws were obtained using the Metropolis-
Hastings algorithm. In each iteration of the MH algorithm, 10 randomly selected
elements for each parameter α, κ, γ, β and δ (provided the model included the pa-
rameter) in turn were chosen for updating and proposals made to update these pa-
rameter elements whilst keeping the remaining parameter elements in the vector
unchanged. Proposals were generated by adding a disturbance, that has a 0 mean
vector, to the current parameter values. For the models with parameter smooth-
ing, the disturbance followed a highly correlated multivariate Gaussian distribu-
tion, with correlations of 0.99 between parameter elements, and a common variance
being tailored for each parameter group to give a reasonable mixing rate; an accep-
tance rate of around 40% to 50% was targeted. For the models with no smoothing of
parameters, the disturbance followed a multivariate Gaussian distribution with di-
agonal covariance matrix with the variance being tailored for each parameter group
again to give an acceptance rate of around 40% to 50%.
64
CHAPTER 4: MORTALITY MODELS
For the AR(1) coefficients, proposals were generated firstly by transforming the cur-
rent value, ρ say, to log(1+ρ1−ρ ) and then adding a Gaussian disturbance with mean
zero and with variance parameter set so that the acceptance rates of ρ were around
50%.
In all models that include smoothing priors, the choice of conjugate Gamma priors
for the precision parameters results in the full conditional distributions of the pre-
cision parameters also being Gamma distributions and therefore parameter draws
were obtained (by Gibbs sampling) from these conditional distributions.
Models 3, 5 and 6 include random effect parameters zx,t. Besag et al. (1995) explained
that, by treating the logmx,t’s (or in the case of Model 6, logit mx,t’s) as parameters
and expressing the random effects in terms of other parameters including logmx,t,
one can derive full conditionals for the parameters α, κ, γ, β and δ that are multivari-
ate Gaussian distributions. The full conditional distribution of the logmx,t parame-
ters is a non-standard distribution and samples are drawn using the MH algorithm.
Proposals were generated by adding disturbances to the current parameter values.
Each disturbance was Gaussian with mean zero and the variance was set to give an
acceptance rate of approximately 50%.
Prior sensitivity analysis was carried out. The key prior sensitivity was that of the
smoothing priors for the main parameters. The impact of the smoothing prior was
not influential in the fitting but was very influential for the forecasting. These re-
sults are discussed in detail in chapter 5. Apart from the errors on the population
counts associated with Models 7(a), 7(b) and 7(c), the remaining priors were non-
informative or mildly informative. The fixed values of the hyper-parameters were
reduced and increased and the model results checked (using the analysis of fit statis-
tics described in Chapter 5) to ensure that the prior had little impact on the results.
The prior on the population errors was influential and sensitivity was done on the
hyper-parameter s the fixed parameter was 10000 reduced to 50 without any mate-
rial changes to the results.
Run Times
This section gives details of the average run time of the different models that in-
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corporate smoothing priors. Table 4.1 gives the time in hours to complete 2 mil-
lion iterations, (implementation of the model and prediction of the log-mortality
rates), using R version 2.15.1 (R Development Core Team, 2012) using 1 core of
a Twin Quad Core Intel(R) Xeon(R) CPUs W5590 @ 3.33GHZ 8MB Cache 24GB
(12X2GB)1333MHZ DDR3 ECC-RD RAM.
Model 1 2 3 4 5 6 7
Time (hrs) 2.7 3.1 7.0 3.9 8.8 8.7 8.8
Table 4.1: Average model runtime in hours.
4.2.1 Parameter Transformation
For the Models 1(0), 2(0) and 4(0) where the parameters were independent (no a
priori smoothing), draws from the posterior were unconstrained. The µ and α pa-
rameters were combined into one age related parameter to reduce the number of
constraints required. However, to produce the graphs in section 5.2.1 and section
5.4.1 the unconstrained parameter samples were projected on to the parameter space
that satisfies the following constraints: ∑x βx = 1, ∑x δx = 1, ∑t κt = 0, ∑i γi = 0
and γ1 = γ2. The projection method is illustrated for Model 4(0). Model 1(0) and
Model 2(0) follow a similar algorithm. The age, period and cohort parameters are
centred on zero, the βx and δx parameters are considered as weights and are con-
strained to sum to one. The suffices c and n denote the current untransformed and
transformed parameters respectively. The process follows the following steps, with
c
′
denoting an intermediate transformation:
Bc =
na
∑
x=1
βcx, ∆
c =
na
∑
x=1
δcx, κ
c =
1
ny
ny
∑
t=1
κct , γ
c =
1
nc
nc
∑
j=1
γcj ,
βc
′
x =
βcx
Bc
, δc
′
x =
δcx
∆c
, κc
′
t = κ
c
t − κc, γc
′
j = γ
c
j − γc,
κnt = κ
c
′
t B
c, γnj = γ
c
′
j ∆
c
αnx = α
c
x + β
c
xκ
c + δcxγ
c.
Model 3 is very similar to the model used by Besag et al. (1995). They suggested
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that, for computational stability, at each complete cycle the parameters α, κ and γ
are centred. This centring was adopted here for each of the models where there is a
priori smoothing of parameters. This centring does not violate the convergence of
the Markov chain as the prior probabilities are invariant under this transformation
and the likelihood is unchanged. The method is demonstrated below for Model 4;
the transformations for other models are obtained similarly. As mentioned above
the transformation should enhance computational stability for the age, period and
cohort parameters. There is no scaling move on the β and δ parameters as this
would require changes to the precision parameters and the process would become
very complex. Using the notation above the transformation is described below.
Firstly, centre the period and cohort parameters by deducting the means:
κnt = κ
c
t − κc, γnj = γcj − γc.
A corresponding adjustment needs to be made to compensate for the centring of the
κ and γ parameters. The adjustment depends upon the model and is illustrated for
Model 4. The adjustment to the current value of the age-related α parameters is as
follows:
αc
′
x = α
c
x + β
c
xκ
c + δcxγ
c, αc
′
=
1
na
na
∑
x=1
αc
′
x .
Then the adjusted α parameters are centred and µ correspondingly adjusted:
αnx = α
c′
x − αc
′
, µn = µc + αc
′
.
If the model does not contain β or δ parameters then adjustment to compensate for
the centring of the κ and γ parameters is made to µ rather than to α. These transfor-
mations keep logmx,t or logit mx,t and the likelihood unchanged.
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Mortality Models - Results
This section reviews how well the various models fit the observed data, firstly for
male data and then for female data. For the models that best fit the data, out-of-
sample testing is done to assess how well these models predict mortality in the near
future.
Computations are carried out using Markov-Chain-Monte-Carlo methods (MCMC)
by setting up a Markov chain whose stationary distribution is the posterior distri-
bution of the model parameters. The Monte-Carlo approach allows for inference
based on sampling the posterior distribution of the parameters mx,t and its hyper-
parameters.
5.1 Model Convergence
To assess convergence of the MCMC sampler, for each model several simulations
were run, with different starting values and seed values, and the results were com-
pared. To allow for the initial transient phase, a number of samples were discarded
- often referred to as the burn-in - before posterior draws of the parameters were
stored. The length of the burn-in period depended upon the model complexity; for
Model 1 the burn-in was 200,000 and for the other models the burn-in was the first
1,000,000 parameter draws. The amount of burn-in was assessed by considering the
trace output of the parameter of interest, logmx,t or in the case of Model 6 logit mx,t.
This is illustrated in Figure 5.1 for Model 5(b) using male data for a selection of the
1640 logmx,t parameters using 4 different starting values for the chain. In addition
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plots of the log-likelihood at the sampled values were considered as another ad-hoc
assessment of convergence as illustrated in Figure 5.2, also for Model 5(b).
A more formal assessment is that of Gelman and Rubin’s Rˆ (Gelman et al. (2003)).
Suppose we collect S samples of mx,t from each of C chains and denote this as mscx,t.
Define the within-sequence mean (m¯cx,t) and overall mean (m¯x,t) as
m¯cx,t =
1
S
S
∑
s=1
mscx,t,
m¯x,t =
1
C
C
∑
c=1
m¯cx,t.
Define the between-sequence variance (Bx,t) and within-sequence variance (Wx,t) as
Bx,t =
S
C− 1
C
∑
c=1
(m¯cx,t − m¯x,t)2
Wx,t =
1
C
C
∑
c=1
[
1
S− 1
S
∑
s=1
(mscx,t − m¯cx,t)2
]
.
We can now construct two estimates of the variance of mx,t. The first estimate is Wx,t
which should underestimate var(mx,t) if the chains have not ranged over the full
posterior. The second estimate
Vˆx,t =
S− 1
S
Wx,t +
1
S
Bx,t,
is an estimate of var(mx,t) that is unbiased when stationarity conditions are reached
but is an overestimate when the starting points were over-dispersed. The conver-
gence diagnostic statistic developed by Gelman and Rubin is defined as Rˆ, where
Rˆx,t =
√
Vˆx,t
Wx,t
=
√
S− 1
S
+
Bx,t
SWx,t
.
Rˆ measures the degree to which the posterior variance would decrease if we were
to continue sampling by increasing S. If Rˆ ≈ 1 for any mx,t, then that estimate
is reliable. Essentially it means the variance between the chains is similar to the
variance within each chain.
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Figure 5.1: Panel of trace plots of mx,t for a selection of male ages in different calen-
dar years from Model 5(b). Each plot shows 4 trace plots generated from
chains with different starting values and after a burn-in of 1,000,000 it-
erations.
70
CHAPTER 5: MORTALITY MODELS - RESULTS
0 200 400 600 800 1000
−
90
50
−
90
00
−
89
50
Iterations
Lo
g−
Lik
eli
ho
od
Figure 5.2: Plot of the Log-likelihood of Model 5(b) at the sampled values using
male data. The samples were thinned by storing every 400th sample.
For Model 5(b) across all mx,t parameters the maximum Rˆx,t value was 1.02 for males
and 1.03 for females, indicating that the chains have converged. Similar results were
obtained for the other models.
The draws from the posterior are correlated and, to reduce this correlation, the
draws were thinned with every 400th draw retained as a nearly independent sam-
ple. The level of thinning was chosen based on plots of the autocorrelation function
of the posterior draws of the parameters. Apart from the very oldest of ages, at the
bottom of Figure 5.3, thinning of every 400th draw results in very little or no auto-
correlation between the draws. This is illustrated in Figure 5.3 for Model 5(b) using
male data for a selection of the 1640 mx,t parameters.
For each model there are three different forms of smoothing priors; these do not
have a significant differential impact on the fit of the model as demonstrated in the
case of Model 6 in Table 5.6. Therefore, in the following sections that discuss model
fit, the smoothing priors correspond to autoregressive processes of order one on the
first differences of the parameters, i.e., version (b) of each model.
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Figure 5.3: Model 5(b) - estimated autocorrelation function of parameter mx,t for
a selection of male ages in different calendar years for lags up to 30,
corresponding to equivalent panel in Figure 5.1.
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5.2 England and Wales male mortality
5.2.1 Unsmoothed Parameters
Although the primary focus of the modelling is the set of mortality rates, it is in-
structive to consider the parameters α, β, κ, δ and γ without any smoothing. To
render the parameters identifiable the following constraints were applied following
the algorithm outlined in section 4.2.1 : ∑x βx = 1, ∑x δx = 1, ∑t κt = 0, ∑i γi = 0
and γ2 = γ2. Here i indexes the distinct cohorts. Box-plots of the posterior param-
eter draws obtained from Models 1(0), 2(0) and 4(0), are shown in Figures 5.4, 5.5
and 5.6 respectively.
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Figure 5.4: Boxplots of parameter samples from Model 1 using male data with
logmx,t = µ+ αx + βxκt. (a) is µ+ α for each age, (b) is β for each age
and (c) is κ for each calendar year
What is clear from Figures 5.4, 5.5 and 5.6 is that, as expected, even without incor-
porating a smoothing process in the model the parameters show a relatively smooth
pattern. In all three models the age-effect parameter α increases with age reflecting
that mortality rates generally increase with age. The trend in the period parameter
κ generally reduces with time indicating a decreasing trend in mortality rates with
time for each age. The cohort parameter γ has much wider boxplots for the oldest
and youngest cohorts because these number of data points included are very few.
The width of the boxplots for both β and δ at the older ages are much wider than for
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Figure 5.5: Boxplots of parameter estimates from Model 2 using male data with
logmx,t = µ + αx + κt + γt−x. Fig. (a) is µ + α for each age, (b) is κ
for each calendar year and (c) is γ for each cohort
the younger ages; this reflects the increased variability of empirical mortality rates
over time at these older ages.
5.2.2 Random Effects
The random effects are Gaussian with mean zero and the precision is a parameter
in the model. Figure 5.7 shows the posterior distribution of the random effects pre-
cision parameter for Models 3(b), 5(b) and 6(b) using male data. The distribution of
the precision parameter is similar for the other versions of the model with different
smoothing priors. The age-period-cohort model (Model 3(b)) has a much greater
spread of random effects than the other models and therefore may include some
allowance for model misspecification. For Models 5(b) and 6(b) the precision pa-
rameters of the random effects are of a similar order but much larger than that of
Model 3(b). Therefore, Model 3(b) incorporates much greater random effects than
Models 5(b) and 6(b).
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Figure 5.6: Boxplots of parameter estimates from Model 4 using male data with
logmx,t = µ+ αx + βxκt + δxγt−x. (a) is µ+ α for each age, (b) is κ for
each calendar year, (c) is γ for each cohort, (d) is β for each age and (e)
is δ for each age
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Figure 5.7: Histograms of 2000 samples from the posterior distributions of the ran-
dom effect precision parameter of Models 3(b), 5(b) and 6(b) for male
data.
5.2.3 Autoregressive smoothing coefficient
Figures 5.8 and 5.9 show the posterior distributions of the autoregressive coefficient
for the age, period and cohort parameters for each of the models that include the au-
toregressive smoothing priors based on the male data. Table 5.1 shows 95% credible
intervals for these autoregressive coefficients. The age autoregressive coefficients
are very close to 1 for all models (i.e. very similar to a random walk on first differ-
ences). For the period autoregressive coefficients, the 95% central posterior intervals
for Models 3(b), 5(b) and 6(b) indicate a relatively small negative coefficient. For the
other models the 95% central posterior intervals straddle zero. Therefore, the differ-
ence in the neighbouring period parameters will quickly reduce to around zero. For
the cohort autoregressive coefficients for all models except Model 3, the 95% central
posterior intervals indicate that the coefficient is strongly positive, the median val-
ues being within the range 0.5 to 0.8. For Models 3 the 95% central posterior interval
indicates a negative coefficient.
5.2.4 Fitted Models - Male Data
Analysis of Standardised Residuals
One method for assessing the fit of the models is by analysing the residuals, that is
the difference between the observed number of deaths and the estimated expected
number of deaths produced by the model for each age and year. Equation 5.2.1 for
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Model 1(b) - AR(1) coefficient - Male Data
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Model 3(b) - AR(1) coefficient - Male Data
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Figure 5.8: Histograms of 2000 samples from the posterior distributions of the coef-
ficient of the autoregressive series for the age, period and cohort param-
eters for Models 1(b), 2(b) and 3(b) for male data.
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Model 4(b) - AR(1) coefficient - Male Data
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Model 6(b) - AR(1) coefficient - Male Data
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Model 7(b) - AR(1) coefficient - Male Data
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Figure 5.9: Histograms of 2000 samples from the posterior distributions of the coef-
ficient of the autoregressive series for the age, period and cohort param-
eters for Models 4(b), 5(b), 6(b) and 7(b) for male data.
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coeff. of α coeff. of κ coeff. of γ
Model lower upper lower upper lower upper
1(b) 0.938 1.000 -0.435 0.278
2(b) 0.906 1.000 -0.357 0.252 0.303 0.701
3(b) 0.972 1.000 -0.667 -0.041 -0.459 -0.077
4(b) 0.915 1.000 -0.177 0.429 0.720 0.866
5(b) 0.947 1.000 -0.642 -0.067 0.471 0.806
6(b) 0.944 1.000 -0.638 -0.047 0.470 0.808
7(b) 0.896 1.000 -0.492 0.105 0.338 0.708
Table 5.1: Table shows 95% posterior intervals for the autoregressive coefficient of
the smoothing prior for α, κ and γ for each model using male data. For
alpha, given the asymmetric shape of the posterior sample, it seemed
more appropriate to leave all the 5% to the left of the interval, rather than
using a 95% central posterior intervals.
the standardised residual rx,t for age x in calendar year t is
rx,t =
dx,t − Ex,tm˜x,t√
Ex,tm˜x,t
, (5.2.1)
where m˜x,t is the mean of the mx,t parameters calculated from the sampled model
parameters. The variance of the standardised residuals is then the variance of rx,t
over all ages x and years t. Table 5.2 shows the variance of the standardised resid-
uals from each model.
Model 1 2 3 4 5 6 7
4.26 2.22 0.51 1.33 0.62 0.64 0.73
Table 5.2: Variance of standardised residuals for male data
A good model would have a variance of standardised residuals close to 1. Model 1,
based on the Lee-Carter parameter structure, with a variance of standardised resid-
uals equal to 4.26 gives a poor fit to the male data. Adding the cohort parameters
improves the fit but it is still unsatisfactory. Comparing the variances of the stan-
dardised residuals for Models 2 and 3 as well as Models 4 and 5 indicates that the
addition of the random effects moves the residuals from being over-dispersed to be-
ing under-dispersed. The variances of the standardised residuals for Models 3, 5,
6 and 7 are similar. Model 3 has the lowest figure, largely due to the much greater
random effects allowed for within this model. There are other methods that can
be employed where the overdispersion parameter can be calculated directly, for ex-
ample, by using a chi-squared statistic divided by the number of data points less
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the effective number of parameters. The effective number of parameters for models
including random effect models can be calculated by following the approaches de-
tailed in Burnham and Anderson (1998). Underpinning the overdispersion param-
eter calculation is the assumption that the systematic part of the Poisson regression
is correct.
Join Count Statistic
Cairns et al. (2009) employ a graphical presentation of the standardised residuals to
consider the fit of models. This presentation is repeated for the Models 1(b) to 7(b)
and is shown in panel 1 of Figure 5.10. Each plot shows the sign of the standardised
residuals rx,t at each age x from 60 to 100 and calendar year t, from 1960 to 1999. For
a given age and year, black pixels show the points where the mean of the modelled
deaths exceeds the observed number of deaths, and the grey pixels show where
the mean of the modelled deaths is below the observed number of deaths. For a
good model we would look to see a random pattern of black and grey pixels if the
assumptions of the model are satisfied and that the dx,t’s, conditional on the mx,t’s,
are independent random variables.
The plot of residuals for Model 1, the first panel plot in Figure 5.10, shows diago-
nal blocks of the same colour, indicating the presence of cohort effects. This is not
surprising as the model does not include any cohort parameters. The plots of the
residuals for the other models do not display any obvious cohort effect. However,
the patterns of residuals do not appear to be random. Certainly the plots for Models
4, 5 and 6 look to have less structure than those of Models 2 and 3. The residuals of
Model 7 show a pattern similar to those of Models 4, 5 and 6. This is not surprising
as these models have similar parameter structures.
In Cairns et al. (2009) the authors assessed the fit by visual inspection. However, a
more objective approach to assessing the randomness of the residual patterns can be
carried out by analysing the colours of neighbouring cells; this method was set out
in Cliff and Ord (1981). Their method focuses on whether or not there is spatial auto-
correlation in the map of coloured cells, using the number of joins of grey and black
cells. Table C.1 in Appendix C illustrates a join. A test statistic is constructed based
on the distribution of the number of J joins of black and grey cells in the map, where
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Figure 5.10: Panel of plots for each model based on male data showing the sign
of the standardised residuals rx,t over the years 1960 to 1999 and ages
60 to 100. The black pixels indicate the points where the mean of the
modelled deaths exceeds the observed number of deaths, and the grey
pixels indicate where the mean of the modelled deaths is below the
observed number of deaths.
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J ∈ {0, 1, 2, 3, 4}, i.e., the number of joins between neighbouring cells of different
colours. ‘Neighbourhood‘ in this context refers to a first-order neighbourhood. The
null hypothesis H0 is that there is no autocorrelation in the residual pattern. Under
H0 the expected frequency distribution of J joins of neighbouring black and grey
cells can be computed, say N(J). From the map of residuals the number of J joins
is counted for each value of J, giving O(J); then, using a modified chi-squared test
based on N(J) and O(J), one can assess whether or not the H0 can be rejected. The
number of degrees of freedom for the modified chi-squared test is 4 as J can take
5 possible values and the probability of whether a cell is black or white is known,
in this case 0.5. A standard chi-squared test cannot be used because the observed
counts are not independent; each cell appears as a neighbour for several other cells.
Moreover, each cell appears both as a reference cell and as a neighbour, thus induc-
ing an element of double counting. As a result of both theoretical and Monte-Carlo
studies, Cliff et al. (1975) suggested a modification to the standard chi-squared test.
The detailed calculations as applied to a 2-dimensional 2-colour problem are shown
in Appendix C.
Table 5.3 shows the modified chi-squared p-value assuming that the pattern of
residuals displayed in Fig. 5.10 shows no autocorrelation. The number of degrees
of freedom is 4.
Model 1 2 3 4 5 6 7
Chi-squared <0.0001 <0.0001 <0.0001 .0008 <0.0001 <0.0001 <0.0001
Table 5.3: Table of p-values from modified chi-squared distribution assuming that
the pattern of residuals displayed in Fig. 5.10 shows no spatial autocor-
relation.
Given the very small p-values, the residuals of each model show clear evidence of
autocorrelation, indicating that there is some remaining structure in the residuals
that is not included within the models. However, as the model increases in com-
plexity visually there is a substantial reduction in the structure of the residuals.
5.2.5 Deviance Information Criterion
The Deviance Information Criterion (DIC) is a Bayesian method for model compar-
ison, based on a trade-off between the fit of the data to the model and the corre-
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sponding complexity of the model. Full details of DIC can be found in Spiegelhalter
et al. (2002). If we denote by pi the likelihood of the model in question then the
Deviance Information Criterion is defined for the parameters in focus, Φ, as
DIC = EΦ|y (D(Φ)) + PD,
where
D(Φ) = −2 logpi(y|Φ)
and PD is the effective number of parameters:
PD = EΦ|y (D(Φ))− D
(
EΦ|y(Φ)
)
.
To calculate DIC, one estimatesEΦ|y (D(Φ)) as the sample mean of D(Φ(i)) over the
N MCMC samples, and D(EΦ|y(Φ)) as the value of the deviance evaluated at the
average of the N samples of Φ. Then
PD ≈ 1N
N
∑
i=1
D(Φ(i)) + 2 logpi(y|Φ˜) (5.2.2)
and
DIC ≈ 2
N
N
∑
i=1
D(Φ(i)) + 2 logpi(y|Φ˜), (5.2.3)
where Φ˜ = 1N ∑
N
i=1Φ
(i).
DIC provides a penalised fit criterion that is applicable to comparing non-nested
models and models including random effects Spiegelhalter et al. (2002). The model
with the smallest DIC is regarded as the model of choice.
The parameters in focus, Φ, are logm or logit m. The resulting DIC for the models is
shown in Table 5.4, which indicates Model 5(b) and Model 6(b) followed by Model
7(b) as the preferred models of those considered. The effective number of parame-
ters is the highest for Model 3 due to the much greater random effects allowed for
within this model.
In addition to DIC there are a number of other statistics that can be used for model
selection. For example, Bayesian analysis often uses Bayes factors but these cannot
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Model 1 2 3 4 5 6 7
DIC 23,504 20,267 19,014 18,868 18,609 18,607 18,754
PD 120 140 920 174 625 607 627
Table 5.4: Deviance Information Criteria for Models 1(b) to 7(b) using male data
be used in this instance as most of the fitted models incorporate improper priors.
There are non-Bayesian statistics for model comparison like Akaike information cri-
terion (AIC) or Bayesian information criterion BIC. The calculation of either AIC or
BIC involves the calculation of the maximum value of the log likelihood which is a
significant challenge because most of the models include well over 100 parameters
as well as hyper-parameters and random effects.
5.2.6 Posterior predictive intervals - Male Data
Model checks can be done by creating posterior predictive intervals using samples
from the posterior density. Replicate data drep are generated from
p(drep|D) =
∫
p(drep|D,Φ)p(Φ|D)dΦ
=
∫
p(drep|Φ)p(Φ|D)dΦ, (5.2.4)
where D denotes the observed number of deaths and Φ denotes all the parame-
ters in the model. The last equation holds because of the assumption that drep and
D are independent given the parameters Φ. The posterior predictive distribution
p(drep|D) is obtained by iteratively sampling from p(Φ|D) and p(drep|Φ) to form
the distribution. Using the samples from p(drep|D), samples of mˆrep can be gen-
erated by dividing the replicate number of deaths by the corresponding exposure.
Then from these mˆrep values posterior predictive intervals can be constructed. In
a satisfactory model, namely, one that adequately reproduces the data being mod-
elled, 95% of the empirical mortality rates are within, 95% of the posterior predictive
intervals of mˆrep.
Figures 5.11, 5.12 and 5.13 show for each age, from 60 to 100, the trend in observed
male mortality rates over the years 1960 to 1999 indicated by the solid blue line and
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the dashed red lines are the boundary of 95% posterior predictive intervals accord-
ing to Model 6(b). The posterior predictive interval for a mortality rate at given
age and calendar year was derived by first generating 1000 replicated death counts
from the model using the known exposure and each of the simulated values of mˆx,t.
These replicated deaths where then divided by the known exposure to give repli-
cated mortality rates that were then used to construct the posterior predictive inter-
vals. For the younger ages up to around age 85 the posterior predictive intervals at
the 95% level are quite narrow. For the very highest ages, 95 and over, the posterior
predictive interval are much wider reflecting the higher variability of observed mor-
tality rates at these high ages. These figures show that the empirical coverage of the
posterior predictive interval at the 95% level is conservative covering almost all the
observed rates. A summary of the empirical coverage by the posterior predictive
intervals at different levels for each model is shown in Table 5.5. The results show
that the coverage of the empirical rates by predictive posterior intervals from Model
1(b) and Model 2(b) are too low. This is consistent with the overdispersion of these
models shown in Table 5.2. The posterior predictive intervals of Model 4(b) give
the best coverages although slightly narrow followed by Models 5(b), 6(b) and 7(b)
which provide conservative intervals.
PPI level 80% 95% 99%
Model 1(b) 0.56 0.75 0.86
Model 2(b) 0.65 0.84 0.93
Model 3(b) 0.95 0.99 1.00
Model 4(b) 0.77 0.93 0.98
Model 5(b) 0.93 0.99 1.00
Model 6(b) 0.92 0.99 1.00
Model 7(b) 0.92 0.98 1.00
Table 5.5: Coverage of empirical male mortality rates for ages 60 to 100 and years
1960 to 1999 by posterior predictive intervals (PPI) at different probability
levels for each model.
5.2.7 Impact of Smoothing Priors on Model Fit
As mentioned at the beginning of this chapter the choice of smoothing prior is not
very important for the fit of the model, as this section aims to demonstrate. The
results shown are for Model 6 with the three different forms of smoothing priors
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Figure 5.11: Panel of plots for male ages between 60 and 74, showing the trend in
the observed age-specific male mortality rates over the years 1960 to
1999 indicated by the blue line and the corresponding red dashed lines
providing 95% posterior predictive intervals from Model 6(b). The y-
axis in each plot has a different scale of mortality rate.
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Figure 5.12: Panel of plots for male ages between 75 and 89, showing the trend in the
observed age-specific male mortality rates over the years 1960 to 1999
and the corresponding 95% posterior predictive intervals from Model
6(b). See legend to Fig. 5.11 for explanation.
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Figure 5.13: Panel of plots for male ages between 90 and 100, showing the trend
in the observed age-specific male mortality rates over the years 1960
to 1999 and the corresponding 95% posterior predictive intervals from
Model 6(b). See legend to Fig. 5.11 for explanation.
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applied to the parameters α, β, δ, κ and γ, as described in chapter 4. For Model
6(a) each parameter follows a random walk on the levels of the parameter in ques-
tion; for Model 6(b) each parameter follows an autoregressive process of order 1 on
the first differences of the parameter in question and for Model 6(c) each parameter
follows a random walk on the first differences of the parameter in question. Ta-
ble 5.6 shows some key results for each of these models; the figures in the column
headed posterior predictive interval show the proportion of empirical age-specific
male mortality rates covered by the respective posterior predictive interval for each
model. The proportion of empirical mortality rates covered by each interval is sim-
ilar across the different models. The variance of the standardised residuals, as de-
scribed earlier, is similar for all three smoothing priors. The p-value assumes that
the pattern of residuals from the model shows no autocorrelation. The DIC figures
are of similar magnitudes but show that Model 6(b) is the best. Similar conclusion
is obtained if Model 6 is replaced by one of the other models.
Posterior Predictive Interval Variance of Join DIC
80% level 95% level 99% level Standardised Count
Coverage Coverage Coverage Residuals p-value
Model 6(a) 0.93 0.99 1.00 0.64 <0.0001 18,645
Model 6(b) 0.89 1.00 1.00 0.64 <0.0001 18,607
Model 6(c) 0.93 0.99 1.00 0.63 <0.0001 18,609
Table 5.6: Table of various statistics for the fit of Models 6(a), 6(b) and 6(c).
5.3 Model Forecasting - Male Data
From the models considered, Models 5, 6 and 7 based on DIC fit the data best. Al-
though forecasts were done using the better-fitting models based on DIC, it is im-
portant to point out that that a better fitting model does not automatically imply that
the forecasts will be better than a slightly poorer fitting model. This section consid-
ers how well these models forecast age-specific male mortality using out-of-sample
for the years 2000 to 2006 and ages 60 to 100. The forecasting of future mortality
rates is achieved by forecasting each time-related parameter into the future. Below
is a description of the method using Model 6(b) as an example. A complete de-
scription of Model 6(b) and all the parameters in the model are given in Appendix
B. Forecasting period and cohort effects independently is not without some contro-
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versy; see Clayton and Schifflers (1987b), Goldstein (1984) and Currie (2012) but the
method described here follows Besag et al. (1995), Knorr-Held and Rainer (2001),
Schmid and Held (2007) and supported by Holford (1991).
We denote the ith draws from the posterior for the model parameters by µ(i), α(i)x ,
β
(i)
x , δ
(i)
x , κ
(i)
t , γ
(i)
t−x, for the precision parameters by λ(i), ν(i), ζ(i) and for the autore-
gressive coefficients by ρ(i) and φ(i).
The forecast m(i)x,t+ny of future mortality for age x and year t+ ny, i.e. t years out of
sample, is calculated by transforming the logit m(i)x,ny+t which for future year t is
ξ
(i)
x,ny+t = µ
(i) + α
(i)
x + β
(i)
x κ
(i)
ny+t + δ
(i)
x γ
(i)
na+ny+t−x + z
(i)
x,ny+t,
m(i)x,ny+t = exp(ξ
(i)
x,ny+t)/(1+ exp(ξ
(i)
x,ny+t)).
where
κ
(i)
ny+t is a draw from N((1+ ρ
(i))κ
(i)
ny+t−1 − ρ(i)κ
(i)
ny+t−2, 1/λ
(i)),
γ
(i)
nc+t is a draw from N((1+ φ
(i))γ
(i)
nc+t−1 − φ(i)γ
(i)
nc+t−2, 1/ν
(i)) and
z(i)x,ny+t is a draw from N(0, 1/ζ
(i)).
Next, generate the posterior predictive number of deaths in year ny + t using the
known exposure Ex,ny+t, from which predictive mortality rates mˆ
(i)
x,ny+t can be ob-
tained as described in section 5.2.6. Finally, posterior predictive intervals can be
created using the mˆ(i)x,ny+t values as follows,
d(i)x,ny+t is a draw from Poi(Ex,ny+tm
(i)
x,ny+t),
mˆ(i)x,ny+t = d
(i)
x,ny+t/Ex,ny+t.
For predictions beyond the time when the exposures are known, as we are interested
only in the predicted mortality risks, a dummy exposure of 10,000 is used. The use
of a fixed value simplifies the calculations but affects the variance of the forecasts.
An improved method is to forecast the future exposures. For example, if we start
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with a known population age x in year T we can forecast the number of deaths from
this population age in the following year and so obtain a forecast of the population
aged x + 1 in year T + 1. This process can be followed recursively for population
counts in future years, see Richards et al. (2013).
Figures 5.14, 5.15 and 5.16 show for each age, 60 to 100, a comparison of the forecast
of the age-specific male mortality rates from Models 6(a), 6(b) and 6(c) with out-of-
sample data for male mortality between 2000 and 2006. Also plotted are 95% pos-
terior predictive intervals associated with the 3 different forms of smoothing priors.
These figures demonstrate that the choice of smoothing prior has a very material
impact on forecasts as seen on the width of the posterior predictive intervals.
Figures 5.14, 5.15 and 5.16 show that prior smoothing corresponding to a random
walk on the first differences results in posterior predictive intervals that are very
wide. The reason why these intervals are so wide is that the parameter forecasts
retain the curvature within the posterior parameter draws. So when one simulation
produces a path where the parameters are reducing the forecasts of this path con-
tinue this trend into the future so producing increasingly lower mortality rates in
the future. There will be other simulations where the parameters are increasing and
the forecasts will continue this trend into the future so producing very high mortal-
ity rates in the future." The other two forms of prior smoothing give narrower 95%
posterior predictive intervals that are conservative and provide modelled rates that
seem reasonable as short and medium term estimates to the observed rates at most
ages.
Appendix D contains forecasts of the age-specific male mortality for Models 5(a)-5(c)
and 7(a)-7(c) similar to the plots for Models 6(a)-6(c) in Figures 5.14, 5.15 and 5.16.
Forecast age-specific male mortality rates from Models 7(a), 7(b) and 7(c) follow
the procedure above but do not include the random effect zx,t, but instead wx,t, the
parameter estimating the error in measured exposures. For the comparison with the
observed age-specific male mortality rates, 95% posterior predictive intervals have
been calculated using mˆ(i)ny+t as follows;
w(i)x,ny+t is a draw from Beta(1, s
(i)),
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Figure 5.14: Plots of out-of-sample empirical male mortality rates for individual
ages 60 to 74, for the years 2000 to 2006 and the corresponding fore-
casts 95% posterior predictive intervals from Models 6(a), 6(b) and 6(c).
The blue, red and green lines show 95% posterior intervals with prior
smoothing of (i) random walk on the levels, (ii) autoregressive process
of order 1 on the first differences and (iii) random walk on first differ-
ences respectively. The numbers on the y-axis in each plot are rates but
the plot is on a logarithm scale. Each plots has its own y-axis scale.
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Figure 5.15: Plots of out-of-sample empirical male mortality rates for individual
ages 75 to 89, for the years 2000 to 2006 and the corresponding fore-
casts 95% posterior predictive intervals from Models 6(a), 6(b) and 6(c).
See legend to Fig. 5.14 for explanation.
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Figure 5.16: Plots of out-of-sample empirical male mortality rates for individual
ages 90 to 100, for the years 2000 to 2006 and the corresponding fore-
casts 95% posterior predictive intervals from Models 6(a), 6(b) and 6(c).
See legend to Fig. 5.14 for explanation.
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d(i)ny+t is a draw from Poi(Ex,ny+t/(1− w
(i)
x,ny+t)m
(i)
x,ny+t),
mˆ(i)ny+t = d
(i)
ny+t/(Ex,ny+t/(1− w
(i)
x,ny+t)).
A summary of the proportion of empirical mortality rates covered by posterior pre-
dictive intervals at selected levels for each model is shown in Table 5.7. Models 5(a)
and 6(a) give the appropriate coverage of the empirical mortality rates. Models 5(b)
and 6(b) give slightly conservative coverage levels. Model 7(a) and 7(b) give more
conservative intervals than the corresponding models 5 and 6. Finally, for Models
5(c), 6(c) and 7(c) the posterior predictive intervals at the different levels shown are
very conservative.
Model 5 Model 6 Model 7
PPI level 80% 95% 99% 80% 95% 99% 80% 95% 99%
Model (a) 0.78 0.95 0.99 0.83 0.96 0.99 0.95 1.00 1.00
Model (b) 0.85 0.98 1.00 0.89 0.99 1.00 0.94 1.00 1.00
Model (c) 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Table 5.7: The proportion of the out-of-sample observed age-specific male mortal-
ity rates mˆx,t falling within the posterior predictive intervals at selected
levels.
5.4 England and Wales female mortality
5.4.1 Unsmoothed Parameters
Parallel to section 5.4.1, it is instructive to consider the parameters α, β, κ, δ and
γ for females without any smoothing. Box plots of the posterior parameter draws
obtained from Models 1, 2 and 4 are shown in Figures 5.17, 5.18 and 5.19, respec-
tively:
As with the male data, Figures 5.17, 5.18 and 5.19 show that even without smooth-
ing the parameters display a relatively smooth pattern. In all three models the age
effect parameter α increases with age, a declining trend in the period parameter κ
indicating that like male mortality female mortality is also declining. Similar com-
ments made regarding males for the cohort parameter γ and age parameters β and
κ apply also to the female parameters.
95
CHAPTER 5: MORTALITY MODELS - RESULTS
−
4
−
3
−
2
−
1
(a)
Age
60 65 70 75 80 85 90 95 100
0.
00
5
0.
01
0
0.
01
5
0.
02
0
0.
02
5
0.
03
0
0.
03
5
(b)
Age
60 65 70 75 80 85 90 95 100
−
5
0
5
(c)
Year
1960 1970 1980 1990
Figure 5.17: Boxplots of parameter estimates from Model 1 using female data with
logmx,t = µ+ αx + βxκt: (a) is µ+ α for each age, Fig, (b) is β for each
age and Fig. (c) is κ for each calendar year.
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Figure 5.18: Boxplots of parameter estimates from Model 2 using female data with
logmx,t = µ+ αx + κt + γt−x. (a) is µ+ α for each age, (b) is κ for each
calendar year and (c) is γ for each cohort.
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Figure 5.19: Boxplots of parameter estimates from Model 4 using female data with
logmx,t = µ+ αx + βxκt + δxγt−x. (a) is µ+ α for each age, (b) is κ for
each calendar year, (c) is γ for each cohort, (d) is β for each age and (e)
is δ for each age.
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Figure 5.20: Histograms of 2000 samples from the posterior distributions of the ran-
dom effect precision parameter of Models 3(b), 5(b) and 6(b) for female
data.
5.4.2 Random Effects
Figure 5.20 shows the distribution of the random effects precision parameter for
Models 3(b), 5(b) and 6(b) using female data. As with the male data, the distribution
of the precision parameter is similar for the other versions of the model with differ-
ent smoothing priors. The results are similar to those for male data, with Model 3(b)
having a much smaller precision than Model 5(b) and Model 6(b). However, the pre-
cision parameter for Model 3(b) is much smaller than for the corresponding model
with male data. This indicates that the random effects incorporated into Model 3(b)
are much greater than Models 5(b) and 6(b).
5.4.3 Autoregressive smoothing coefficient
Figures 5.21 and 5.22 show the posterior distributions of the autoregressive coeffi-
cient for the age, period and cohort parameters for each of the models that include
the autoregressive smoothing priors. Table 5.8 shows 95% credible intervals for
these autoregressive coefficients. As for the male data, the autoregressive coefficient
for the age parameter is very close to 1 for all models. For the period autoregressive
coefficients, the 95% central posterior intervals for all models, except Models 2(b),
indicate a negative coefficient. Therefore, the difference in neighbouring period pa-
rameters will reduce to around zero with the difference in parameters alternating
between positive and negative differences. For Model 2(b), the 95% central poste-
rior interval straddles zero. For the cohort autoregressive coefficients, Models 2(b),
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coeff. of α coeff. of κ coeff. of γ
Model lower upper lower upper lower upper
1(b) 0.946 1.000 -0.623 -0.009
2(b) 0.919 1.000 -0.382 0.215 0.343 0.727
3(b) 0.980 1.000 -0.724 -0.121 -0.551 0.026
4(b) 0.946 1.000 -0.748 -0.205 0.159 0.603
5(b) 0.970 1.000 -0.783 -0.215 -0.278 0.247
6(b) 0.967 1.000 -0.774 -0.210 -0.270 0.278
7(b) 0.922 1.000 -0.672 -0.126 0.305 0.709
Table 5.8: Table shows 95% posterior intervals for the autoregressive coefficient of
the smoothing prior for α, κ and γ for each model using female data.
For alpha, given the asymmetric shape of the posterior sample, it seemed
more appropriate to leave all the 5% to the left of the interval, rather than
using a 95% central posterior intervals.
4(b) and 7(b), the 95% central posterior intervals indicate that the coefficient is posi-
tive. For the other models the 95% central posterior interval straddles zero.
5.4.4 Fitted Models - Female Data
Analysis of Standardised Residuals
Based on female data, Table 5.9 shows the variance of the standardised residuals
from each model. Similarly to the male data, Model 1 gives a poor fit to the fe-
male data. However, adding the cohort parameters and dropping the age-related
β parameters, i.e. comparing from 1(b) to 2(b), results in an increase in variance,
suggesting that the age-related interaction parameters β are a very important model
feature for females more so than the cohort parameters. Models 3(b), 5(b), 6(b) and
7(b) include random effect type parameters that result in the standardised residuals
being under-dispersed indicating a degree of over-fitting. For the other models that
do not include random effect parameters, 1(b), 2(b) and 4(b), the standardised resid-
uals are over-dispersed. As with the male data, Model 3 has the lowest variance
of standardised residuals, even lower than the corresponding male figure. This is
largely due to the very much greater random effects allowed for within this model
with the female data.
Model 1(b) 2(b) 3(b) 4(b) 5(b) 6(b) 7(b)
4.17 4.73 0.25 1.41 0.61 0.63 0.73
Table 5.9: Variance of standardised residuals for female data
99
CHAPTER 5: MORTALITY MODELS - RESULTS
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Figure 5.21: Histograms of 2000 samples from the posterior distributions of the co-
efficient of the autoregressive series for the age, period and cohort pa-
rameters for Models 1(b), 2(b) and 3(b) for female data.
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Model 4(b) - AR(1) coefficient - Female Data
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Model 5(b) - AR(1) coefficient - Female Data
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Model 6(b) - AR(1) coefficient - Female Data
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Model 7(b) - AR(1) coefficient - Female Data
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Figure 5.22: Histograms of 2000 samples from the posterior distributions of the co-
efficient of the autoregressive series for the age, period and cohort pa-
rameters for Models 4(b), 5(b), 6(b) and 7(b) for female data.
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Join Count Statistic
Figure 5.23 is a panel of plots of the sign of the median of the standardised residuals
rx,t at each age and year data point for each model with prior smoothing following
an autoregressive process of order 1 on the first differences of the parameters. Model
1 (panel 1 of Figure 5.23) shows diagonal blocks of the same colour, indicating the
presence of cohort effects. This is not surprising as the model does not include any
cohort parameters. The plots of the residuals for the other models do not display any
obvious cohort effect. The patterns of residuals for Models 2(b) and 3(b) look to have
large regions where the medians of modelled mortality consistently overestimate or
underestimate the observed female age-specific rates. Hence, the inclusion of age-
related period mortality improvements is an important feature. As with the male
data the patterns of residuals do not appear to be random but again the plots for
Models 4(b), 5(b) and 6(b) look to have less structure than those of the other models.
The residuals for Model 7(b) show a pattern similar to those of Models 4(b), 5(b) and
6(b) as these models have a similar parameter structure.
Applying the method described in Cliff and Ord (1981) to the pattern of residuals
displayed in Fig. 5.23 a p-value assuming that there is no autocorrelation can be
calculated. Table 5.10 shows the modified Chi-Squared p-value. The number of
degrees of freedom is 4.
Model 1(b) 2(b) 3(b) 4(b) 5(b) 6(b) 7(b)
Chi-squared <0.0001 <0.0001 <0.0001 <0.0001 0.0008 0.0008 <0.0001
Table 5.10: Table of p-values from modified chi-squared distribution assuming that
the pattern of residuals displayed in Fig. 5.23 shows no spatial autocor-
relation.
Given the very small p-values, the residuals of each model show clear evidence of
autocorrelation, indicating that there is some remaining structure in the residuals
that is not included within the models. However, as the model increases in com-
plexity visually there is a substantial reduction in the structure of the residuals.
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Figure 5.23: Panel of plots for each model based on female data showing the sign
of the standardised residuals rx,t over the years 1960 to 1999 and ages
60 to 100. The black pixels indicate the points where the mean of the
modelled deaths exceeds the observed number of deaths, and the grey
pixels indicate where the mean of the modelled deaths is below the
observed number of deaths.
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5.4.5 Deviance Information Criterion
The Deviance Information Criterion (DIC) is calculated exactly as for the males (sec-
tion 5.2.5). The resulting DIC for the models is shown in Table 5.11, which indicates
Model 6(b) very closely followed by Model 5(b) as the best models of those consid-
ered. Of all the models analysed, Model 6(a) gave the lowest DIC of 19,209 with pD
of 650. The effective number of parameters for Model 3 is very large. This is mainly
due to the much greater random effects allowed for within this model.
Model 1(b) 2(b) 3(b) 4(b) 5(b) 6(b) 7(b)
DIC 23,904 24,932 19,886 19,576 19,217 19,213 19,324
pD 120 144 1293 186 665 650 623
Table 5.11: Deviance Information Criteria for Models 1(b) to 7(b) for females.
5.4.6 Posterior predictive intervals - Female Data
Figures 5.24, 5.25 and 5.26 show, for each age, from 60 to 100, the trend in ob-
served female mortality rates over the years 1960 to 1999 indicated by the solid blue
line and the dashed red lines are the boundary of 95% posterior predictive intervals
according to Model 6(b). For the younger ages up to around age 85 the posterior
predictive intervals at the 95% level are quite narrow. For the very highest ages,
95 and over, the posterior predictive intervals are much wider reflecting the higher
variability of observed mortality rates at these high ages. These figures show that
the empirical coverage of the posterior predictive interval at the 95% level is conser-
vative covering almost all the observed rates. A summary of the empirical coverage
achieved by the posterior predictive intervals at different probability levels for each
model is shown in Table 5.12. The results show that the coverage of the empirical
rates by predictive posterior intervals from Model 1(b) and Model 2(b) are too low.
The posterior predictive intervals of Model 4(b) give the best coverages although
slightly narrow followed by Models 5(b), 6(b) and 7(b) which provide conservative
intervals.
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Figure 5.24: Panel of plots for female ages between 60 and 74, showing the trend in
the observed age-specific female mortality rates over the years 1960 to
1999 indicated by the blue line and the corresponding red dashed lines
providing 95% posterior predictive intervals for mˆx,t from Model 6(b).
The y-axis in each plot has a different scale of mortality rate.
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Figure 5.25: Panel of plots for female ages between 75 and 89, showing the trend
in the observed age-specific male mortality rates over the years 1960 to
1999 and the corresponding 95% posterior predictive intervals for mˆx,t
from Model 6(b). See legend to Fig. 5.24 for explanation.
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Figure 5.26: Panel of plots for female ages between 90 and 100, showing the trend
in the observed age-specific male mortality rates over the years 1960 to
1999 and the corresponding 95% posterior predictive intervals for mˆx,t
from Model 6(b). See legend to Fig. 5.24 for explanation.
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CI level 80% 95% 99%
Model 1(b) 0.55 0.75 0.86
Model 2(b) 0.49 0.68 0.82
Model 3(b) 0.99 1.00 1.00
Model 4(b) 0.76 0.92 0.97
Model 5(b) 0.94 0.99 1.00
Model 6(b) 0.93 0.99 1.00
Model 7(b) 0.93 0.99 1.00
Table 5.12: Coverage of empirical female mortality rates for ages 60 to 100 and years
1960 to 1999 by posterior predictive intervals at different probability lev-
els for each model.
5.5 Model Forecasting
From the models considered for female data, Models 5, 6 and 7 based on DIC fit the
data best. The forecast method is outlined in section 5.3. Figures 5.27, 5.28 and 5.29
show for each age, 60 to 100, a comparison of the forecast of the age-specific female
mortality rates from Models 6(a), 6(b) and 6(c) with out-of-sample data empirical
female mortality between 2000 and 2006. Also plotted are 95% posterior predictive
intervals associated with the three different forms of smoothing priors. As with the
male data, these figures show that prior smoothing corresponding to a random walk
on the first differences results in posterior predictive intervals that are very wide.
Therefore this smoothing would provide poor forecasts over the near to longer term.
The other two forms of prior smoothing give narrower 95% posterior predictive
intervals that are conservative and provide modelled rates that seem reasonable as
short and medium term estimates to the observed rates at most ages.
Appendix D contains the forecasts of the age-specific female mortality rates for
Models 5(a)-5(c) and Models 7(a)-7(c) similar to the plots for Models 6(a)-6(c) and
the conclusions are essentially the same for each of the models.
Table 5.13 shows a summary of the proportion of empirical mortality rates covered
by posterior predictive intervals at selected levels for each model. For a given model
and probability level, the figures in the table are the numbers of out-of-sample ob-
served age-specific female mortality rates that fall within the credible region. Mod-
els 5(a), 6(a), 7(a) and 7(b) appear to give the appropriate coverage of the empirical
mortality rates. Models 5(b) and 6(b) appear to give excessively narrow intervals
and for Models 5(c), 6(c) and 7(c) the posterior predictive intervals at the different
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Figure 5.27: Plots of out-of-sample empirical female mortality rates for individual
ages 60 to 74, for the years 2000 to 2006 and the corresponding forecast
95% posterior predictive intervals for mˆx,t from Models 6(a), 6(b) and
6(c). The blue, red and green lines show 95% posterior intervals with
prior smoothing of (i) random walk on the levels, (ii) autoregressive
process of order 1 on the first differences and (iii) random walk on first
differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure 5.28: Plots of out-of-sample empirical female mortality rates for individual
ages 75 to 89, for the years 2000 to 2006 and the corresponding forecast
95% posterior predictive intervals for mˆx,t from Models 6(a), 6(b) and
6(c). See legend to Fig. 5.27 for explanation.
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Figure 5.29: Plots of out-of-sample empirical female mortality rates for individual
ages 90 to 100, for the years 2000 to 2006 and the corresponding forecast
95% posterior predictive intervals for mˆx,t from Models 6(a), 6(b) and
6(c). See legend to Fig. 5.27 for explanation.
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levels shown are very conservative.
Model 5 Model 6 Model 7
Prob. level 80% 95% 99% 80% 95% 99% 80% 95% 99%
Model (a) 0.78 0.92 0.97 0.81 0.92 0.96 0.83 0.96 1.00
Model (b) 0.63 0.85 0.96 0.67 0.88 0.96 0.77 0.93 0.98
Model (c) 0.98 1.00 1.00 0.98 1.00 1.00 0.98 1.00 1.00
Table 5.13: Table shows the proportion of the out-of-sample observed age-specific
female mortality rates mˆx,t falling within the posterior predictive at se-
lected levels.
5.6 Comparison of Male and Female Mortality
Model 1 is the only model in which the period parameter is identifiable up to scale
and so comments regarding mortality improvements can be made in a more straight-
forward manner without the need to impose what could be considered relatively ar-
bitrary constraints. Both males and females show improvements in mortality with
time (Fig. 5.4(b) and Fig. 5.17(b), respectively). For males, Fig. 5.4(c) also indicates
that improvements have been greatest for the youngest ages particularly 60 to 65
and, for females, Fig. 5.17(c) indicates that the improvements have been greatest for
ages 72-86.
Comparing the model fit results, moving from Model 1 to Model 2 provided a dra-
matic improvement for males but not for females, suggesting that the cohort factor
is more pronounced for males, while age-related interactions are a more important
feature than are cohort features for females.
Model 6(b) fits best for the males, both for in-sample (based on the DIC results, table
5.4), and for out-of-sample data (based on table 5.7). For the females, Model 6(a)
fits best for the in-sample data (based on the DIC results) and the out-of-sample data
(based on table 5.13).
Tables 5.14 and table 5.15 show how the trend in age-specific male mortality rates
varies relative to age-specific female mortality. The forecast figures (years 2000 to
2070) for table 5.14 were obtained from Model 6(b) for both males and females. The
figures in table 5.15 were taken from the models with the lowest DIC score, i.e., 6(b)
for males and 6(a) for females. The first column shows the ages of the age-specific
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1960 1970 1980 1990 2000 2010 2020 2030
60 2.03 1.97 1.93 1.71 1.58 1.49 1.52 1.54
65 1.99 2.15 1.98 1.80 1.67 1.50 1.46 1.45
70 1.81 2.01 1.93 1.80 1.67 1.55 1.46 1.48
75 1.57 1.75 1.84 1.77 1.62 1.67 1.53 1.48
80 1.37 1.51 1.65 1.70 1.52 1.37 1.37 1.28
85 1.29 1.38 1.41 1.52 1.43 1.23 1.22 1.11
90 1.22 1.29 1.33 1.34 1.30 1.13 0.93 0.81
95 1.23 1.16 1.18 1.29 1.22 1.05 0.89 0.68
100 0.88 1.18 1.10 1.31 1.16 0.98 0.89 0.69
Table 5.14: Table shows the ratio of male mortality over female mortality for the
years detailed along the horizontal and ages down the vertical. For the
years 1960 to 1990 the ratio is that of the observed mortality rates and for
the years 2000 to 2030 the ratio is that of the median forecast mortality
rates for males and females for Model 6(b).
1960 1970 1980 1990 2000 2010 2020 2030
60 2.03 1.97 1.93 1.71 1.58 1.50 1.52 1.54
65 1.99 2.15 1.98 1.80 1.67 1.50 1.47 1.46
70 1.81 2.01 1.93 1.80 1.66 1.55 1.48 1.48
75 1.57 1.75 1.84 1.77 1.61 1.67 1.56 1.49
80 1.37 1.51 1.65 1.70 1.51 1.39 1.43 1.34
85 1.29 1.38 1.41 1.52 1.43 1.23 1.23 1.13
90 1.22 1.29 1.33 1.34 1.30 1.12 0.93 0.84
95 1.23 1.16 1.18 1.29 1.22 1.05 0.90 0.72
100 0.88 1.18 1.10 1.31 1.15 0.99 0.92 0.74
Table 5.15: Table shows the ratio of male mortality over female mortality for the
years detailed along the horizontal and ages down the vertical. For the
years 1960 to 1990 the ratio is that of the observed mortality rates and for
the years 2000 to 2030 the ratio is that of the median forecast mortality
rates from Model 6(b) for males and from Model 6(a) for females.
mortality rates being compared and each column heading shows the calendar year
of comparison. The ratios in the first 4 columns of each table, 1960 to 1990, are
based on the observed age-specific mortality rates and the last 4 columns, 2000 to
2030, are the ratios of the median forecast male and female rates for the particular
age and calendar year. For ages 60 to 90 there is a general move towards 1 of the
ratio of the median male and female age-specific mortality rates. For ages 90 and
above the trend of male and female age-specific mortality rates continues and even-
tually the male age-specific mortality falls below the female age-specific mortality
for longer term forecasts. A male age-specific mortality rate that is very much lower
than the corresponding female age-specific mortality rate whilst not impossible is
very unlikely and indicates that perhaps the models require some modification to
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ameliorate this feature. A suggestion to produce coherent male-female forecasts is
explained in section 7 "Future Research". A non-Bayesian approach is set out by
Biatat and Currie (2010).
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Applications to Insurance
In previous chapters, a number of different stochastic mortality models have been
constructed and calibrated using male and female population data from England
and Wales. The models are very flexible and can be easily calibrated to other popu-
lation groups. The posterior predictive distribution of the parameters enables fore-
casts of the number of deaths and the central mortality rate. Using the relationship
of mx,t and qx,t as detailed in equation (2.1.5), we can derive the estimated posterior
probability of death rates qx,t. The qx,t’s can then be used in many different insur-
ance applications. This chapter applies the model results to three different insurance
applications:
• future expectation of life for males and females;
• solvency capital requirement for longevity risk of insurers under EU solvency
regulations;
• future number of centenarians.
6.1 Forecast Expectation of Life
As described in Chapter 2, there are two different methods for calculating life ex-
pectancy: period life expectancy, where the future life expectancy is calculated using
the current age-specific mortality rates without any allowance for future improve-
ment in longevity as specified by equation (2.1.6), and cohort life expectancy, which
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is calculated using age-specific mortality rates, allowing for future improvement in
longevity, as specified by equation (2.1.7).
In the graphs that follow, 2000 simulated life expectancy figures are calculated from
2000 posterior draws of the mortality model parameters, each set of parameters giv-
ing rise to one life expectancy. Forecasts of period and cohort parameters are ob-
tained following the method of section 5.3.
If we assume that we have a model that fits the data reasonably well, then the most
important factor affecting forecasts is the forecast method. For the models under
consideration this is driven by the smoothing prior on the period and cohort pa-
rameters. Models 5(a) to 5(c), 6(a) to 6(c) and 7(a) to 7(c) produce reasonably similar
fits to data. However, according to DIC, Models 6(a) to 6(c) are the best. As men-
tioned in section 4, the restriction of mx,t to the interval (0, 1) reduces materially the
probability of obtaining more deaths than the exposure and so should improve the
long-term forecasts of mortality. For this reason and to reduce the number of results
I have chosen Models 6(a) to 6(c) to demonstrate the influence of smoothing priors
on the forecast results.
Figures 6.1 and 6.2 show the distribution of the expected additional years of life
for males and females aged 60 in the particular calendar year. First consider Model
6(c), where the smoothing priors follow a random walk on the first differences. This
process preserves the past trend in parameters and so, for simulations where the
overall parameter trend is decreasing (increasing), this will result in very low (high)
mortality rates in the medium to longer term forecasts. The outcome is a very wide
range of life expectancy in the future, as shown in Fig. 6.1c and Fig. 6.2c. Thus the
value of such a smoothing algorithm for long-term forecasts is limited. Furthermore,
the distribution of life expectancy is actually bimodal with modes at very low and
very high life expectancies.
Model 6(a) incorporates smoothing priors that follow a random walk on the levels,
whilst Model 6(b) incorporates an autoregressive process of order 1 on the first dif-
ferences. The box-plots of life expectancy for both these models (Fig. 6.1a, b and
Fig. 6.2a, b) show much narrower ranges of future life expectancies than Model 6(c).
The median values of life expectancy by sex are quite consistent between these two
models. Interestingly, both Models 6(a) and 6(b) result in a wider range of forecast
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life expectancy for males than for females. For example, the forecast lower and up-
per quartiles of period life expectancy of males in 2030 are (20.7, 23.4) (Fig. 6.1a)
and (20.5, 24.5) (Fig. 6.1b). For females the corresponding numbers are (24.5, 26.6)
(Fig. 6.2a) and (24.6, 26.1) (Fig. 6.2b).
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Figure 6.1: Panel of box plots of forecast period life expectancy as additional years
of life for males aged 60 in future calendar years 2000 to 2030. (a) is cal-
culated from Model 6(a), where the period and cohort parameters follow
a random walk on the levels. (b) is calculated from Model 6(b), where
the period and cohort parameters follow an autoregressive process on
the first differences. (c) is calculated from Model 6(c), where the period
and cohort parameters follow a random walk on the first differences.
To forecast period life expectancy for males and females, the model with the low-
est DIC is selected (sections 5.2.5 and 5.4.5). For males this is Model 6(b) and for
females Model 6(a). Figures 6.3 and 6.4 show how the distribution of period life
expectancy progresses with time for ages 60, 65, 75 and 85. These ages and calen-
dar years were selected because other organisations, namely HMD and ONS, have
provided official figures that put the results of the models in some context. In the
figures, the black line denotes the median life expectancy, the blue lines denote the
upper and lower quartiles and the gaps between the red lines are 95% posterior pre-
dictive intervals. The figures show that the median male and female life expectan-
cies increase until the early 2020’s and then level off. For ages up to 85 and future
years to 2030, females in general have a higher median life expectancy than the cor-
responding males. However, the differential in life expectancy reduces with time.
For very old ages, age 90 and more, by 2020 male median life expectancy exceeds
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Figure 6.2: Panel of box plots of forecast period life expectancy as additional years
of life for females aged 60 in future calendar years 2000 to 2030. See
legend to Fig. 6.1
female median life expectancy.
For the calendar years 2000 and 2009 the HMD have published life expectancies
based on observed mortality. These are denoted by the black triangles in Figures
6.3 and 6.4. The HMD life expectancies are just above the upper quartile from the
models but within the 95% posterior predictive intervals. The specific estimates are
shown in tables 6.1 and 6.2.
The ONS also produce regular forecasts of period life expectancy in their National
Population Projections. The ONS report (Office for National Statistics (2011c)) in-
cludes forecasts of period life expectancy for selected ages (60, 65, 75 and 85) and
future calendar years (2021, 2031 and 2033). These figures (excluding those relating
to 2033, as they are similar to 2031) are included in figures 6.3 and 6.4 as solid black
dots. It is important to note that the ONS figures relate to the UK as a whole. One
would expect estimates for England and Wales to be slightly higher (by about 0.25
years) because Scotland’s period expectation figures have been generally slightly
lower than for the rest of the UK. Clearly the ONS view is that mortality will con-
tinue to improve at a greater rate than implied by our various mortality models.
Tables 6.1 and 6.2 show the HMD and ONS period life expectation figures together
with the lower and upper limits of 95% posterior predictive intervals from the mor-
tality model 6(b) for males and 6(a) for females. The ONS methodology for fore-
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Figure 6.3: The progression of period life expectancy for various male ages over
the period 2000 to 2031. The black line denotes the median period life
expectancy, the blue lines denote the upper and lower quartiles and the
red lines denote the 95th and 5th percentiles. The black triangles denote
the observed period expectancy in 2000 and 2009 by HMD. The black
dots are values forecast by the ONS for the years 2021 and 2031.
119
CHAPTER 6: APPLICATIONS TO INSURANCE
23
24
25
26
27
28
29
Age  60
year
a
dd
itio
na
l y
e
a
rs
 o
f a
ge
2000 2009 2021 2031
l
l
18
19
20
21
22
23
24
25
Age  65
year
a
dd
itio
na
l y
e
a
rs
 o
f a
ge
2000 2009 2021 2031
l
l
11
12
13
14
15
16
17
Age  75
year
a
dd
itio
na
l y
e
a
rs
 o
f a
ge
2000 2009 2021 2031
l
l
5
6
7
8
9
Age  85
year
a
dd
itio
na
l y
e
a
rs
 o
f a
ge
2000 2009 2021 2031
l
l
Figure 6.4: The progression of period life expectancy for various female ages over
the period 2000 to 2031. See legend to Fig. 6.3
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Table 6.1: Table shows the estimated period life expectancy for males by the HMD
for the years 2000 and 2009; and forecast period life expectancy for males
by the ONS for the years 2021 and 2031. The 95% posterior predictive
intervals from Model 6(b) are also shown by the 2 12 % and 97
1
2 % percentile
values.
Age 60 65 75 85
HMD HMD HMD HMD
percentile 2 12 % ONS 97
1
2 % 2
1
2 % ONS 97
1
2 % 2
1
2 % ONS 97
1
2 % 2
1
2 % ONS 97
1
2 %
2000 19.0 19.6 19.9 15.2 15.8 16.0 8.9 9.4 9.6 4.6 5.0 5.2
2009 19.7 22.0 22.5 16.2 18.0 18.5 9.4 11.0 11.5 4.6 6.0 6.2
2021 18.0 26.1 25.6 15.3 20.7 21.5 10.2 13.4 14.0 5.1 7.4 7.7
2031 15.5 26.3 28.1 13.0 22.0 23.7 8.8 14.5 15.8 5.1 8.4 9.0
Table 6.2: The estimated period life expectancy for females by the HMD for the
years 2000 and 2009; and forecast period life expectancy for females by
the ONS for the years 2021 and 2031. The 95% posterior predictive inter-
vals from Model 6(a) are also shown by the 2 12 % and 97
1
2 % percentiles.
Age 60 65 75 85
HMD HMD HMD HMD
percentile 2 12 % ONS 97
1
2 % 2
1
2 % ONS 97
1
2 % 2
1
2 % ONS 97
1
2 % 2
1
2 % ONS 97
1
2 %
2000 22.4 23.2 23.4 18.3 19.0 19.2 11.0 11.7 11.9 5.7 6.2 6.4
2009 22.7 25.0 25.6 18.6 20.7 21.5 10.9 12.9 13.7 5.3 6.9 7.4
2021 23.1 27.2 27.9 19.1 22.9 23.9 11.6 14.9 16.1 5.3 8.1 8.8
2031 22.5 28.7 28.6 18.5 24.3 24.5 11.3 16.2 16.7 5.1 9.3 9.4
casting mortality rates is detailed in Office for National Statistics (2012a) and Office
for National Statistics (2011b). In summary the methodology derives crude mor-
tality rates from the actual experience for the period 1961 to 2009. These are then
smoothed using a p-spline model to produce a fitted, smoothed mortality surface
to the historical data for each gender. Age-specific rates of mortality improvement
were then calculated for the year 2007 using the smoothed mortality rates calculated
for 2006 and 2007. These mortality improvement rates for 2007 were then projected
forward to 2010 by assuming that the same rates of improvement applied in 2008 to
2010. The smoothed base mortality rates at 2010 are then reduced by applying mor-
tality improvement rates that vary by age and sex, that were derived from recent
mortality trends. Mortality improvements for 25 years ahead of the base year and
beyond are fixed at a target rate. The target rate used in the life expectancy figures
in the National Population Projections 2010-based report was 1.2% for males and
females.
Putting the median values into historical context, figure 6.5 shows the progression
of period life expectation for males and females at age 60. The first four periods
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of each bar chart, years 1960 to 1990, show the period life expectancy as calculated
by the HMD. The last four periods of each chart show the median forecast period
life expectancy for the calendar years 2000 to 2031. For the year 2000 the median
forecast period life expectancies for males and females aged 60 are 19.44 and 22.90,
respectively which can be compared with the HMD values of 19.65 for males aged 60
and 23.20 for females aged 60. Both the male and female HMD figures are within the
95% posterior predictive intervals of the estimated period expectancy values. Figure
6.5 displays a continued improvement in longevity for males and females up to the
calendar year 2030, when the improvements level off at 22.7 years for males and
25.5 for females. This also indicates a narrowing of the differential between male
and female period life expectation. In 1970 the difference was around 4.5 years,
whereas by 2030 the difference is predicted to reduce to around 2.8 years.
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Figure 6.5: Period expectation of life, for males and females aged 60. The first four
columns of each chart give expectation of life based on observed mor-
tality whereas the last four columns give forecast period life expectancy
from Model 6(b) for males and Model 6(a) for females.
We turn now to cohort life expectancy. Model 6(b) was again used for male mortality
and Model 6(a) for female mortality as above. Figures 6.6 and 6.7 show how the
distribution of cohort life expectancy progresses with time for ages 60, 65, 75 and
85. The progression of the median cohort life expectancy is flatter and above the
corresponding median period life expectancy because the proportion of simulations
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where mortality reduces exceeds the proportion where mortality increases and so
median mortality reduces with time.
The solid black dots denote forecasts of cohort life expectancy by the ONS extracted
from their report "National Population Projections Base 2008" (Office for National
Statistics (2011b)). Figure 6.7 also shows that three of the ONS predicted female co-
hort life expectancies lie outside the 95% posterior predicted intervals whilst all of
the female period life expectancies forecasts were inside the 95% intervals. This de-
parture can be attributed to a difference in the allowance for future improvements in
mortality between the ONS and our models. Forecast period life expectancy incor-
porates improvements in mortality up to the point the forecast is made. Thereafter,
no further improvement is assumed, whereas forecast cohort life expectancy makes
allowance for assumed future mortality improvements, not only up to the point of
the forecast, but also into the full prospective lifetime of the individual. The fact
that the ONS life expectancies are larger than our models’ predictions is a clear in-
dication that the ONS assume that mortality improvements will occur at a higher
rate than the models. As with period life expectancy, the ONS believe that cohort
life expectancy will be several years (3-5 years) greater than the median cohort life
expectancy obtained from our mortality models.
6.2 Solvency Capital Requirement under Solvency II
At some date in the future, all but the smallest companies engaging in the business
of insurance and reinsurance within Europe must follow the European Solvency
II directive. Solvency II is a revised set of EU-wide capital requirements and risk
management standards. The Solvency II framework has three main areas (pillars):
• Pillar 1 consists of the quantitative requirements (for example, the amount of
capital an insurer should hold);
• Pillar 2 sets out requirements for the governance and risk management of in-
surers, as well as for the effective supervision of insurers;
• Pillar 3 focuses on disclosure and transparency requirements.
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Figure 6.6: The progression of cohort life expectancy for males of various ages over
the period 2000 to 2031. The black line denotes the median cohort life
expectancy, the blue lines provide the upper and lower quartiles and the
red lines denote the 95th and 5th percentiles. The black dots indicate the
values forecast by the ONS for the years 2021 and 2031.
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Figure 6.7: The progression of cohort life expectancy for various female ages over
the period 2000 to 2031. See legend to Figure 6.6
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This section focuses on Pillar 1, and in particular on the solvency capital requirement
for longevity risk for annuity business and how Bayesian models can assist in ex-
amining and quantifying the key elements of longevity risk.
The quantifying of longevity risk needs to account for many sources of variation in
mortality forecasts; firstly errors in the base mortality enter in as part of the fitting
process. Secondly, future improvements in mortality may be different from those
estimated and, thirdly, potentially extreme increases in longevity beyond those cap-
tured within the data used for fitting. The Bayesian Statistics provides an integrated
approach to the first two sources of error. The third needs to be estimated by ex-
perts with information outside the model. The risks connected to the third factor
are much more subjective and have been ignored here.
The solvency capital requirement (SCR) under Solvency II is defined as the amount
of capital necessary at the valuation date (say the current date) to cover, with a
probability of at least 99.5% all losses which may occur in the following 12 month
period. This can be re-expressed as a 1-year 99.5% Value at Risk (VaR). So for a given
portfolio of liabilities, probability and time horizon, VaR is defined as a threshold
value such that the probability that the loss on the portfolio over the given time
horizon exceeds this value is the given probability level. Figure 6.8 illustrates this
in graphical form. The chart shows the distribution of losses from a hypothetical
portfolio after 12 months from the valuation date. The line dividing the white and
red areas would be the 99.5% VaR. So the SCR would be the loss corresponding to
α = 99.5%, shown as 4 in the illustration. The company would therefore require to
hold sufficient capital at the valuation date to cover a potential loss of 4.
Glossing over exactly what is meant by the value of assets and liabilities, so as to
elucidate the calculation of the SCR and how this is relatively straightforward ap-
plication of Bayesian models, we denote by ACt the difference between the value of
assets and the value of the liabilities at time t. Then the SCR required at the current
valuation date t = 0 can be written more formally as the smallest positive x that
satisfies the following condition
Pr(AC1 > 0|AC0 = x) ≥ 0.995. (6.2.1)
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Figure 6.8: An illustration of a hypothetical distribution of profit and loss generated
by a central t-distribution with 5 degrees of freedom. The VaR at prob-
ability level α is represented by the vertical black line bordering the red
area.
That is, having x additional assets over the liabilities at the start of the year will
result in assets being equal to or greater than the liabilities at the end of the year
with a probability of 99.5%. The value of x is the SCR. If we denote by i as the 1 year
annual return on the assets, Bauer et al. (2009) shows that the condition in equation
6.2.1 is approximately equivalent to
Pr(AC0 − AC1(1+ i) > x) ≤ 0.005, (6.2.2)
that is, the probability that the loss over one year ((AC0 − AC1(1+i) ) exceeds x (i.e. the
SCR) is less than or equal to 0.005.
The problem with the SCR risk measure for longevity risk is that longevity risk
lies in the long-term path taken by mortality rates rather than over a short 1-year
period. It is therefore difficult to identify for longevity risk a transparent method
that equates to the 1-year 99.5% Value at Risk measure. Platt (2011) and Richards
et al. (2013) suggest possible approaches. Clearly the risk measure needs to include
more than 1-year 99.5% VaR on current mortality but should be less than 99.5% VaR
over the term until the last annuity risk ends, denoted by v. The regulations allow
companies to use a permanent 25% decrease in mortality rates to calculate the SCR
rather than calculations based on their own specific longevity risks. The implica-
tion is that a permanent 25% decrease in mortality rates is equivalent to a 1-year
99.5% VaR, or perhaps slightly more penal since the regulators want to encourage
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companies to do their own risk calculations.
In the remainder of this section we will consider what a permanent 25% decrease in
mortality rates equates to in terms of probability level over the term of the risk and
also what permanent reduction in mortality equates to a 99.5% VaR over the term of
the risk. The following paragraphs set out a number of assumptions to simplify the
calculations of the SCR.
At the valuation date (t = 0) we will assume for the time being that AC0 = 0, that
is, the value of assets is equal to the value of liabilities, and look at the distribution
of the differences in the value of assets and liabilities after one year at t = 1. A port-
folio of life annuities (the liabilities) would typically comprise males and females of
different ages with different annuity payments. We will consider a set of hypotheti-
cal annuity portfolios each one consisting of N individuals all of the same age and a
single sex. The assumption of individuals in the portfolio having the same age and
sex are not realistic but have been chosen to simplify the calculations and to make
the pattern in SCR requirements by age and sex clearer. To simplify the calculations
further we assume that the life annuities pay a fixed annuity amount of A yearly at
the end of each year provided the life is still alive. The formula for the liability of a
portfolio of lives aged x in year T is
Liabx,T = AN
v−x
∑
k=1
∏kj=1(1− qx+j−1,T+j−1)
(1+ ik)k
, (6.2.3)
where qx,t is the mortality rate for age x in year t and ik is the interest rate for term
k years; i.e, the current value of AN payable in 10 years time is AN/(1+ i10)10. The
expression ∏kj=1(1− qx+j−1,T+j−1) is an estimate of the probability that an individ-
ual age x at the beginning of year T survives to age x + k at the beginning of year
T + k.
The assets provide an interest return equivalent to ik for k = 1, . . . ,v.
As we are considering only longevity risk then we assume that the interest rates and
all other factors remain unchanged (otherwise we would have to consider the de-
pendency between these other risks and longevity risk). If the current calendar year
is T0, then from our mortality model we can use the simulations of future mortality
rates to produce simulations of liabilities at the beginning and end of calendar year
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T0 (i.e., Liab
(r)
x,T0
and Liab(r)x+1,T0+1) by substituting the appropriate mortality and in-
terest rates in equation 6.2.3. For Liab(r)x,T0 , replace qx+j−1,T0+j−1 by q
(r)
x+j−1,T0+j−1, the
mortality rates derived from the parameters of the rth MCMC cycle for age x+ j− 1
and year T0 + j− 1. The ik are unchanged. For Liab(r)x+1,T0+1 replace qx+j−1,T0+j−1 by
q(r)x+j,T0+j. The interest rates are an unwelcome complication where the ik is replaced
by i
′
k where i
′
k = (
(1+ik+1)k+1
1+i1
)1/k. The formula for i
′
k assumes that interest rates in one
year’s time are consistent with current interest rates ik.
For those familiar with Solvency II the actual interest rates used in the calculation
of liabilities are those from Quantitative Impact Assessment No. 5 (European Com-
mission (2010)). A plot of these interest rates is shown in Figure 6.9.
Figure 6.9: Term-dependent spot interest rates (ik) for discounting future values.
The present value of X payable in k years is X
(1+ik)k
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Let us assume that the liability at t = 0 is the median of {Liab(r)x,T0 , r = {1, . . . , S}}
where S represents the number of samples. As we are assuming that value of the
assets equals the value of the liability at t = 0, then we have the value of assets.
As we have assumed that mortality is the only factor that is changing, we have
sufficient information to calculate equation 6.2.2 for each simplified portfolio.
In tables 6.3 and 6.4 the columns labelled Liabx,T0 shows the median current annu-
ity liability for a male or female aged x receiving an income of £1 per annum (i.e.,
AN = 1 in equation 6.2.3). The columns labelled SCR shows the approximate SCR
obtained if we assume that the 99.5% VaR is equivalent to a permanent reduction in
mortality by 25%. The columns labelled SCRLiab0 % show the SCR as a proportion of me-
dian current annuity liability. The figures relate to different annuity portfolios, each
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portfolio consisting solely of either males or females aged either 60, 65, 75 or 85 as
indicated. The figures in table 6.3 assume that mortality follows Model 6(a) and the
figures in table 6.3 assume that mortality follows Model 6(b). The results indicate
that for both models the SCR as a proportion of liability increases with age for both
males and females. This is not surprising as the standard deviation of mortality in-
creases with age. Furthermore the SCR for a given age is greater for males than for
females; again this is expected as the models produce male mortality rates that have
a greater standard deviation than for females and the future improvements at most
ages are on average greater for males than for females.
As mentioned above, arriving at a transparent method that equates to a 1-year 99.5%
Value at Risk measure for a liability that has a much longer term than one year
presents a challenge. Tables 6.5 and 6.6 apply a lower probability level over the
full term of the liability as one possible approach. The underlying assumptions and
description for tables 6.5 and 6.6 are identical to tables 6.3 and 6.4 respectively.
The figures tables 6.5 and 6.6 are calculated in a two stage process. Firstly, for
each of the ages and percentile levels, the corresponding liability (referred to here as
the liability in the stressed condition) is obtained. The second stage is to determine
the percentage permanent reduction in mortality that would gives the same annuity
liability as the liability in the stressed condition. It is these percentage permanent
reductions in mortality that are shown in the tables. Table 6.5 indicates that, under
Model 6(a), for a given probability level the permanent reduction in mortality is
reasonably stable over age and by sex. However, Table 6.6 shows that, under Model
6(b), this is not the case and therefore under different mortality models different age-
related factors would arise.
My conclusion is that rather than a fixed permanent reduction in mortality an age-
related (perhaps also sex-related) function should be used for the calculation of the
SCR. This agrees with Figure 6 in Richards et al. (2013).
6.3 Future Numbers of centenarians in England and Wales
This section applies the results of Models 6(b) and 6(a) to forecasting how the num-
bers of male and female centenarians in England and Wales may develop over the
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Table 6.3: For individuals aged 60, 65, 75 and 85, the current annuity liability of
£1 p.a., the additional risk capital SCR corresponding to a permanent
25% reduction in mortality and the ratio of SCR to the current annuity
liability. Figures assume that mortality follows Model 6(a) separately for
males and females.
Males Females
Age Liab0 SCR SCRLiab0 % Liab0 SCR
SCR
Liab0
%
60 13.15 1.17 8.9% 14.53 0.94 6.5%
65 11.65 1.48 12.7% 13.06 1.01 7.8%
75 8.10 1.33 16.4% 9.37 1.12 12.0%
85 4.10 1.36 33.1% 4.77 1.30 27.3%
Table 6.4: For individuals aged 60, 65, 75 and 85, the current annuity liability of
£1 p.a., the additional risk capital SCR corresponding to a permanent
25% reduction in mortality and the ratio of SCR to the current annuity
liability. Figures assume that mortality follows Model 6(b) separately for
males and females.
Males Females
Age Liab0 SCR SCRLiab0 % Liab0 SCR
SCR
Liab0
%
60 13.37 1.12 8.4% 14.50 0.95 6.5%
65 11.92 1.21 10.2% 13.01 1.01 7.7%
75 8.35 1.26 15.1% 9.34 1.10 11.7%
85 4.34 1.31 30.1% 4.79 1.29 26.9%
Table 6.5: The permanent reduction in future mortality assumed in calculating the
annuity liability equating to a 75%, 90%, 95% and 99.5% VaR over the
term of the liability for both males and females. The results assume that
mortality follows Model 6(a).
Males Females
Age 75% 90% 95% 99.5% 75% 90% 95% 99.5%
60 10% 24% 29% 38% 10% 23% 28% 37%
65 12% 20% 23% 39% 11% 23% 27% 37%
75 11% 23% 27% 35% 11% 23% 27% 38%
85 9% 19% 22% 29% 10% 23% 27% 35%
Table 6.6: Table shows what permanent reduction in future mortality assumed in
calculating the annuity liability equating to a 75%, 90%, 95% and 99.5%
VaR over the term of the liability for both males and females. The results
assume that mortality follows Model 6(b).
Males Females
Age 75% 90% 95% 99.5% 75% 90% 95% 99.5%
60 18% 38% 44% 60% 8% 18% 21% 27%
65 12% 28% 33% 44% 8% 18% 21% 27%
75 9% 18% 21% 31% 7% 16% 18% 24%
85 8% 18% 21% 29% 7% 14% 17% 23%
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next 20 years to 2030 if future mortality follows Model 6(b) for males and Model 6(a)
for females and compares the results with official figures from the ONS.
The forecast starts with the population of males and females at the beginning of
2010. The population data by age and sex was obtained from the HMD (www.mortality.org).
The data was the size of the population aged x on 1st January of calendar year t and
so refers to all persons of the same sex in the age range [x, x+ 1) on January 1st of
calendar year t. Let these be denoted by Popx,t. For each of the 2000 MCMC sim-
ulations of parameters, forecast values of mx,t were obtained following the method
detailed in section 5.3. The number of deaths (dx,t) aged x in year t were then gen-
erated as a variate from a Poisson distribution with mean Popx,tmx,t. The forecast
population size aged x + 1 at the beginning of calendar year t + 1 is calculated as
Popx+1,t+1 = Popx,t − dx,t. This process is repeated for the years 2010 to 2030 us-
ing each simulation to generate a new future scenario. It is then a straightforward
matter to count the number of individuals aged 100 and over in each future year for
each scenario. The calculation includes the simplifying assumption that the mortal-
ity rate of those above 100 is the same as those who are 100. This will be immaterial
to the overall conclusion.
Figure 6.10 illustrates for both males and females the trend in the number of cente-
narians for the two forms of smoothing priors up to 2030. The vertical line at 2010
indicates the divide between actual figures to the left and forecast figures to the
right. For each sex, there is a similar pattern and population size between the two
smoothing priors. For males there is a general increasing trend over time. Initially
the median forecast number of male centenarians is considerably below the median
number of female centenarians in 2010 but increases more rapidly than females. For
females the increase is much more modest and for first-order autoregressive smooth-
ing priors on the differences the median forecast is almost constant; although there
is considerable uncertainty, a sizeable proportion of the scenarios include a notice-
able increase in female centenarians. The female result is a little at odds with official
forecasts.
The U.K. Department for Work and Pensions (DWP) has produced official forecasts
of centenarians for males and females combined (Price (2010)), (see also Office for
National Statistics (2012c)). In order to compare this, the simulations of the number
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of deaths of males and females from Model 6(a) were added together following the
order of the simulations, i.e. the ith simulation of the number of deaths for males
and females were added together to give an ith simulation of the total number of
centenarians. This is reasonable because the male and female mortality models are
considered independent.
This process was repeated for the number of deaths of males and females from
Model 6(b). The results are shown in Figure 6.11 together with the DWP official
forecast. The figures show that the official forecasts of number of centenarians are
much greater than those from the model; only about 10% of the Model 6(a) and
Model 6(b) simulations gave forecasts in excess of the official forecast at 2020 and
about 2% of simulations gave a higher figure than the official forecast at 2030. By
2020 the official forecast of the number of centenarians is about 1.8 times the median
value from the two models and by 2030 over 3.5 times the median. These results
are consistent with the conclusion mentioned in section 6.1 that the ONS appear to
assume that mortality improvements will occur at a higher rate than our models.
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(b) female AR(1) on 1st difference priors
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(c) male RW priors
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(d) male AR(1) on 1st difference priors
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Figure 6.10: Forecasts of the numbers of female and male centenarians in future
calendar years using different smoothing priors. The vertical line at
2010 indicates the change from actual numbers to forecast numbers. (a)
and (b) are for females, (c) and (d) are for males. (a) and (c) are from
Model 6(a), (b) and (d) are from Model 6(b). The heavier solid dots
provide the upper and lower quartile figures and the solid line is the
median forecast. The dashes indicate the 95th and 5th percentiles. The
2010 and earlier population counts were obtained from the HMD. The
numbers on the y-axis in each plot are the population count but the plot
is on a logarithm scale.
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(a) RW priors
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(b) AR(1) on 1st difference priors
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Figure 6.11: Forecasts of the numbers of all centenarians in future calendar years.
(a) is model 6(a), (b) is for Model 6(b). The upper and lower red dashes
provide the upper and lower quartile figures and the blue line indicates
the median forecast. The blue dashes are the 95th and 5th percentiles.
The black dots indicate the DWP official forecasts. The numbers on the
y-axis in each plot are population count but the plot is on a logarithm
scale.
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Discussion and Conclusions
The aim of this thesis was to develop flexible mortality models for the analysis and
forecasting of mortality using a Bayesian approach. Several new models were in-
troduced, mainly as generalisations of existing models, but in addition a model was
developed that treats the exposures as estimated values rather than as known fixed
values.
The introduction presented the problem, which is one that faces the U.K. govern-
ment as well as the life assurance industry and sponsors of pension schemes: over
the last 90 years period life expectancy at birth for both males and females has in-
creased by 20 years, based on figures from HMD (www.mortality.org). This raises
the question of how life expectancy will change over the coming decades. This dra-
matic increase in life expectancy has had and continues to have far-reaching effects
on pension provision and future social care in the United Kingdom. The use of
Bayesian mortality models can assist policymakers to make better informed deci-
sions in these areas.
Chapter 2 analysed empirical mortality using the population data of England and
Wales since the 1960s and demonstrated that the mortality rates of both males and
females have consistently reduced over the second half of the 20th century; it is this
fall in mortality that has caused the increase in life expectancy. Interestingly, the
increase in life expectancy has not been a predictable process; certain decades have
contributed to the increase in life expectancy more than others and within decades
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the increase in life expectancy is a result of mortality improvements in different age
groups. In particular, in the earlier decades of the 20th century, increases in life ex-
pectancy were as a result mainly of reductions in mortality at the younger ages, be-
low 40. However, in the later part of the 20th century, the increases in life expectancy
have been brought about by reductions in mortality at the older age groups of 60 and
over. These older age groups have been the focus of interest for this thesis. Because
of this pattern of changes in life expectancy, the mortality models labelled 4, 5, 6 and
7 include mortality improvements that contain age/period and age/cohort interac-
tions. Evidence of the cohort effect in England and Wales population mortality has
been well documented by other researchers for example, Willets (2004), Macdonald
(2009) and was evident in plots of raw mortality rates and residual plots in chapter
5 associated with models that did not include cohort parameters.
In chapter 4 and appendix B, each of the models used was documented. Models
labelled 1, 2 and 3 are models that have been extensively analysed in the literature.
Model 1 is a close derivative of the Lee-Carter model, Model 2 is the age-period-
cohort model and Model 3 is the age-period-cohort model with random effects.
Models labelled 4, which form a generalisation of the age-period-cohort model with
age interactions on the period and cohort parameters, has been included in research
papers but this thesis is the first to fit this model using a Bayesian framework as well
as introducing smoothing of parameters. Models 5 and 6 are new models that gen-
eralise Model 4 by introducing random effects on mortality. These random effects
have been assumed to follow Gaussian distributions with mean zero and the pre-
cision a hyper-parameter within the models. Models labelled 6 involve a logit link
function whereas models labelled 5 employ a log link function. The use of the logit
function constrains the mortality rates to being in the interval (0,1). Models labelled
7 are new models based on Model 6 with the fundamental difference from all the
other models that the exposures are noisy estimates rather than known fixed val-
ues. This reflects a genuine feature of reality as population exposures are estimated.
Within chapter 4 the structure and prior distributions for these measurement errors
is explained.
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To consider how different types of smoothing affect the mortality forecasts, for each
of the models 1 to 7, three different smoothing priors were assumed giving rise
to three versions of each model denoted by an additional label, (a), (b) or (c). These
smoothing priors not only enforce smoothing of the parameters but also enable fore-
casts of future mortality rates to be made by forecasting the individual smoothing
processes into the future. Version (a) denotes a random walk on the levels of the
parameters, (b) denotes an autoregressive process of order 1 on the first differences
of the parameters and (c) denotes a random walk on the first differences of the pa-
rameters.
With all models, not all parameters are identifiable; this is particularly true of the
age, period and cohort parameters in models labelled 2 to 7. Many researchers for
example Brouhns et al. (2002), Czado et al. (2005), Cairns et al. (2009), Fienberg and
Mason (1979) and Holford (1983, 1991) have chosen to deal with this problem by
imposing constraints or by considering particular functions of these parameters that
render the parameters identifiable. As the mortality parameter mx,t is identifiable in
all models (except models labelled 7) I chose only to interpret the mx,t parameters.
For Model 7, a very informative prior on the error parameters greatly reduced con-
cerns regarding identifiability of the mx,t parameter.
Chapter 5 discussed the fit of the models by analysing the residuals. On the basis of
these tests models labelled 4 to 7 tended to perform better than the well-researched
models labelled 1 to 3. However, there is not a level playing field as models labelled
4 to 7 include many more parameters than models labelled 1 to 3. The Deviance In-
formation Criterion was used to compare the models. Models labelled 6 and 5 gave
the best DIC results followed by Model 7 and then Model 4. The model with the
lowest DIC for males was Model 6(b), with smoothing priors following an autore-
gressive process of order 1 on the first differences of the parameters. For females
the lowest DIC was obtained with Model 6(a), with smoothing priors following a
random walk on the levels of the parameters. Models were also compared by con-
sidering the coverage of the empirical mortality rates for both males and females,
by posterior predictive intervals at 80%, 95% and 99% probability levels for each of
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the models. For the in-sample data, the posterior predictive intervals were slightly
too narrow for models 1, 2 and 4 and slightly too conservative for models 3, 5, 6 and
7.
Chapter 5 also described the methodology for producing forecasts of mortality rates.
For the out-of-sample empirical mortality rates, the calculation of the posterior pre-
dictive intervals involved forecasts of future mortality. The form of the smoothing
prior was an important factor influencing the mortality forecasts as seen in the cov-
erage of the empirical rates with the posterior predictive intervals. For the better-
fitting models, models labelled 5, 6 and 7, posterior predictive intervals at prob-
ability levels 80%, 95% and 99% were obtained for both males and females. For
males, Models 5 and 6 with smoothing following a random walk on the levels gave
good agreement and smoothing following an AR(1) on first differences gave inter-
vals that were slightly conservative. For Model 7 the intervals were too wide with
both of these forms of smoothing. For females, there was a similar story but the
intervals produced by Model 7 were not out of line with the coverage of the inter-
vals produced from Models 5 and 6, as was the case with the males. In all models
where smoothing followed a random walk on the first differences of the parameters
the posterior predictive intervals were very wide and so their value for providing
forecasts is very limited.
Chapter 6 demonstrated the value and the straightforward use of Bayesian models
in analysing risks and uncertainties. Based on the DIC results, models labelled 6
were selected to produce forecasts. Forecasts of mortality rates were obtained using
the three versions of Model 6, (i.e., models labelled 6(a), 6(b) and 6(c)) in order to
investigate some of the important issues involving longevity raised in the introduc-
tion. The first issue was how life expectancy might develop for males and females in
future years. The results of the models indicated that period life expectancy would
increase for both males and females until the 2020 decade for ages 60 up to 75 and
until the 2030 decade for older ages; at these times life expectancy levels off. In-
terestingly, for age 60, the median forecasts for life expectancy are similar for each
of the smoothing priors but the range of future values does vary noticeably; this is
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particularly so where smoothing follows a random walk on the first differences of
parameters. The median forecasts of period life expectancy produced by our mod-
els are lower than official ONS forecasts, but the ONS forecasts are within our 95%
posterior predictive intervals. Figures for median forecast cohort life expectancy for
males and females do not change by much from 2020; at age 60 cohort life expectan-
cies for males and females are 83 and 86, respectively. Corresponding ONS forecasts
are noticeably higher, at around 87 for males and 91 for females. The ONS forecast
methodology is described in chapter 3 and these figures show that the ONS are as-
suming that mortality improvements will occur at a higher rate than in our models.
Chapter 6 also discussed the proposed EU solvency II regulations that apply to
longevity risk. The solvency rules require companies to hold solvency capital equiv-
alent to a 1-year 99.5% VaR. As an approximation to this solvency rule companies
are permitted to use a permanent 25% decrease in mortality rates to determine the
solvency capital. Based on the results from Model 6 (the other models labelled 5 and
7 would give a similar result) a 25% decrease in mortality results in solvency capital
being an increasing proportion of the liability as the age increases. Therefore, per-
haps an age-related reduction rather than the flat 25% would give a more consistent
capital requirement over ages, this is consistent with Richards et al. (2013). If the flat
25% reduction is not used then it is not obvious how to apply the 1-year 99.5% VaR
capital requirement in the context of long-term contracts. This results in possible
issues of consistency between different companies for capital measurement and this
thesis suggests that applying a different VaR measure, one with a lower probability,
say 90% to 95%, over the term of the liability rather than one year may give better
consistency of measurement between companies.
Finally, chapter 6 concluded by forecasting the number of centenarians in England
and Wales up until 2030, as an illustration of how these models can assist in the
quantification of long-term care costs. The median projection from Models 6(a) and
6(b) indicated that the numbers of male centenarians will continue to increase with
time from about 2000 in 2010 to around 5000 by 2030. For females the increase is
proportionately less marked, the number of centenarians increasing from around
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10,000 in 2010 to around 15,000 in 2030. The posterior predictive intervals at 2030
are very wide, reflecting the uncertainty in the forecasts.
In conclusion, the new models introduced in this thesis are flexible models that can
be used to analyse and forecast human mortality. Also, as illustrated in chapter
6, which applied the Bayesian mortality models to important longevity issues, the
Bayesian approach is seen to be a very powerful tool for analysing uncertainty and
risk.
Future Research
All of the models had weaknesses and future research could help address them.
• Consider modelling males and females jointly so that the mortality improve-
ments processes are related; for example, one could assume that the male and
female period parameters are cointegrated and male and female cohort pro-
cesses are cointegrated. So, in the case of the period parameters, suppose
that κMt , κ
F
t denote the male and female parameters for year t, and are non-
stationary, integrated of order 1. Then a linear combination of κMt and κ
F
t is
stationary, i.e., κFt − cκMt = ut where ut is stationary. Then the parameters of
the model would include c and, if we assume that ut is Gaussian, the precision
of ut would be an additional parameter. The female period parameters would
then be derived from the male period parameters. This prior structure should
ensure that the male and female mortality improvements are prevented from
drifting arbitrarily far from each other. This should remove the problem with
the current models that, at the very oldest ages 90 and over, for very long-term
forecasts, male and female mortality drift away from each other in an implau-
sible way.
• Consider more general smoothing algorithms for the age, period and cohort
parameters where each follows an independent ARIMA(p, d, q) process where
p, d, q and the AR and MA coefficients as hyper-parameters in the model.
• Consider the inclusion of additional covariates. For example, include the rates
of death from the major causes of death as covariates. The causes of death will
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be according to International Classification of Diseases e.g., circulatory dis-
eases, respiratory diseases etc. There will be some practical issues to be dealt
with; for example, the classification and definitions of diseases have changed
over time but using broad groupings should reduce this issue. Another point
requiring attention is that the rates by cause of death are not by specific age
but by age groupings.
• Consider a more complex model for the errors in population estimates, for
example by increasing the variance of the error depending on how far the date
of the population estimate is from a census date. Another possibility would be
to assume that the errors in population size vary by age on the basis that at the
oldest ages individuals may not remember ages accurately.
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Period & Cohort Life Expectancy
Based on the notation in chapter 2, the formulae 2.1.6 for period life expectancy and
2.1.7 for cohort life expectancy are derived as follows.
The general definition of period life expectancy is shown in equation A.0.1 below.
In practice it is common to set an upper age limit, indicated by v, as 110 or 120 or
some other age; in this thesis 120 was chosen. Equation A.0.2 is equation A.0.1
divided into individual ages with the age limit v imposed:
epx,T =
∫ ∞
0
Sx(r, T)dr (A.0.1)
epx,T =
(1− exp(−mx,T))
mx,T
+
v−1
∑
u=1
u−1
∏
r=0
(1− qx+r,T) (1− exp(−mx+u,T))mx+u,T . (A.0.2)
Adopting the assumption that the force of mortality is constant over each age and
calendar year as in chapter 2, we can then derive the following results, A.0.3, A.0.4
and A.0.5, that are useful in deriving equation 2.1.6:
∫ t
0
µx+r,Tdr = −[log Sx(r, T)]t0 t 6 1
µx,T
∫ t
0
dr = log Sx(0, T)− log Sx(t, T)
µx,Tt = log 1− log Sx(t, T)
Sx(t, T) = exp(−tµx,T), (A.0.3)
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∫ 1
0
Sx(r, T)dr =
∫ 1
0
exp(−rµx,T)dr
= [− 1
µx,T
exp(−rµx,T)]10
=
1
µx,T
(1− exp(−µx,T))
=
1
mx,T
(1− exp(−mx,T)), (A.0.4)
Sx(r, T) =
r−1
∏
u=0
Sx+u(1, T)
=
r−1
∏
u=0
(1− qx+u,T). (A.0.5)
We now derive equation 2.1.6:
epx,T =
∫ v
0
Sx(r, T)dr
=
∫ 1
0
Sx(r, T)dr+
v−1
∑
u=1
{Sx(u, T)
∫ 1
0
Sx(u+ r, T)dr}
=
(1− exp(−mx,T))
mx,T
+
v−1
∑
u=1
u−1
∏
r=0
(1− qx+r,T) (1− exp(−mx+u,T))mx+u,T .
The derivation of equation 2.1.7 for cohort life expectancy follows the derivation
of 2.1.6 with the adjustment that the mortality rates do not relate to a single cal-
endar year but to the mortality rate in the particular year during which each age is
attained.
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Model Specifications
General Model:
dx,t ∼ Poi(Ex,tmx,t) x = x1, . . . , xna ; t = t1, . . . , tny . (B.0.1)
B.1 Model 1
In this model
logmx,t = µ+ αx + βxκt. (B.1.1)
The likelihood is given by
L(D|µ, α, β, κ) =∏
x,t
[Ex,tmx,t]dx,te−Ex,tmx,t
dx,t!
. (B.1.2)
where D denotes the matrix of death counts [dx,t].
The Metropolis-Hastings algorithm is used to make draws of each parameter, µ, αx,
βx and κt from the posterior. Proposal values were generated from the current value
by adding a disturbance from a Gaussian distribution with mean zero and variance
chosen for each parameter so as to ensure good mixing.
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B.1.1 Model 1(0)
For Model 1(0), weakly informative priors are used for the parameters. Defining
µα = µβ = (0, . . . , 0)
′
of length na, µκ = (0, . . . , 0)
′
of length ny and σ2α = σ2β = σ
2
κ =
1000, we have the following priors:
p(µ) ∝ constant , (B.1.3)
p(α) ∝ exp(− 1
2σ2α
(α− µα)′Ina(α− µα)), (B.1.4)
p(β) ∝ exp(− 1
2σ2β
(β− µβ)′Ina(β− µβ)), (B.1.5)
p(κ) ∝ exp(− 1
2σ2κ
(κ − µκ)′Iny(κ − µκ)). (B.1.6)
Sections B.1.2 to B.1.4 illustrate the various smoothing priors for α. Similar formulae
apply to κ and β and their respective variance hyper-parameters λ and τ.
B.1.2 Model 1(a)
The smoothing priors follow a random walk on the parameters and for α we have
the following prior:
αx − αx−1 ∼ N(0,ω−1) for x = 1, . . . , na. (B.1.7)
The priors on α and ω are as expressed in equations (B.1.8) and (B.1.9):
p(α|ω) ∝ exp(−ω
2
α
′
Σαα) (B.1.8)
p(ω) ∝ exp(−aω), a = 2000−1, (B.1.9)
where
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Σα =

1 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 1

na×na
.
The full conditional of ω|... can be expressed as a gamma distribution:
pi(ω| · · · ) ∝ ωna/2 · exp
(
−ω
2
α
′
Σαα
)
· exp(−aω),
so that ω| · · · ∼ Gamma
(
1+ na/2, a+
1
2
α
′
Σαα
)
. (B.1.10)
B.1.3 Model 1(b)
The smoothing priors follow an autoregressive process of order 1 on the first differ-
ences of the parameters and for α this can be expressed as
∆αx − ψ∆αx−1 ∼ N(0,ω−1),
αx − (1+ ψ)αx−1 + ψαx−2 ∼ N(0,ω−1). (B.1.11)
The prior on ω is the same as for Model 1(a) (equation (B.1.9)). However, the priors
on α and ψ are
p(α|ω,ψ) ∝ exp
(
−ω
2
α
′
Σα(ψ)α
)
, (B.1.12)
ψ ∼ Un(−1, 1). (B.1.13)
Here,
Σα(ψ) =

ψ2 −ψ(1+ ψ) ψ
−ψ(1+ ψ) ψ2 + (1+ ψ)2 −(1+ ψ)2 ψ
ψ −(1+ ψ)2 1+ ψ2 + (1+ ψ)2 −(1+ ψ)2 ψ
. . .
. . .
. . .
. . .
. . .
ψ −(1+ ψ)2 1+ ψ2 + (1+ ψ)2 −(1+ ψ)2 ψ
ψ −(1+ ψ)2 1+ (1+ ψ)2 −(1+ ψ)
ψ −(1+ ψ) 1

na×na
.
The Metropolis-Hastings algorithm is used to make draws of ψ. The proposal value
(ψ˜) was generated from the current value (ψ) using the following transformation:
q = log 1+ψ1−ψ (i.e. q ∈ (−∞,∞)) so that ψ = exp(q)−11+exp(q) . A new q˜ was generated by
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adding a disturbance, i.e. q˜ = q+ e, where e is a draw from N(0, ss), in which ss is
chosen to ensure good mixing. Thus the proposal density ispi(ψ˜|ψ) = pi(q˜|q) 2
(1+ψ˜)(1−ψ˜) .
Hence, the acceptance ratio is
exp{−ω2 α
′
Σα(ψ˜)α}(1+ ψ˜)(1− ψ˜)
exp{−ω2 α′Σα(ψ)α}(1+ ψ)(1− ψ)
. (B.1.14)
The full conditional of ω is the same as in equation (B.1.10) but with Σα(ψ) replacing
Σα.
B.1.4 Model 1(c)
The smoothing priors follow a random walk on the first differences of the parame-
ters and for α we have the following prior:
∆αx − ∆αx−1 ∼ N(0,ω−1),
αx − 2αx−1 + αx−2 ∼ N(0,ω−1). (B.1.15)
The priors on α and ω can be expressed as
p(α|ω) ∝ exp(−ω
2
α
′
Σαα), (B.1.16)
p(ω) ∝ exp(−aω), a = 2000−1, (B.1.17)
where
Σα =

1 −2 1
−2 5 −4 1
1 −4 6 −4 1
. . . . . .
1 −4 6 −4 1
1 −4 5 −2
1 −2 1

na×na
.
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The full conditional of ω can be expressed as a gamma distribution:
pi(ω| · · · ) ∝ ωna/2 · exp{−ω
2
α
′
Σαα} · exp(−aω),
so that ω| · · · ∼ Gamma(1+ na/2, a+ 12α
′
Σαα). (B.1.18)
B.2 Model 2
In this model
logmx,t = µ+ αx + κt + γt−x. (B.2.1)
The likelihood for Model 2 is the same as in equation (B.1.2) but with logmx,t de-
fined as in equation (B.2.1).
The Metropolis-Hastings algorithm is used to make draws of each parameter, µ, αx,
κt and γt−x, from the posterior. Proposal values were generated from the current
value by adding a disturbance from a Gaussian distribution with mean zero and
variance chosen for each parameter so as to ensure good mixing.
B.2.1 Model 2(0)
For Model 2(0), the same weakly informative priors are used for the parameters µ,
α, κ as in Model 1(0); see equations (B.1.3, B.1.4, B.1.6), respectively. If we define
µγ = (0, . . . , 0)
′
of length nc and σ2γ = 1000 , the prior on γ is
p(γ) ∝ exp
(
− 1
2σ2γ
(γ− µγ)′Inc(γ− µγ)
)
. (B.2.2)
independently of µ, α, κ.
B.2.2 Models 2(a), 2(b) and 2(c)
The priors for µ, α and κ are the same as in the corresponding Model 1(a), 1(b)
and 1(c). The prior on the new parameter γ has the same structure as that for α
in the corresponding Model 1 (e.g. Model 2(a) has equation B.1.8) but with matrix
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dimension nc × nc. Smoothing of γ is independent of the other parameters and
has precision hyper-parameter ν. In Model 2(b), where γ is assumed to follow an
autoregressive process of order 1, the coefficient is φ. The prior distributions of ν and
φ are similar to those of ω and ψ in Model 1(b); see equations (B.1.9) and (B.1.13).
B.3 Model 3
In this model
ξx,t = logmx,t = µ+ αx + κt + γt−x + zx,t. (B.3.1)
B.3.1 Model 3(0)
For Model 3(0), the same weakly informative priors are used for the parameters µ,
α, κ and γ as in Model 2(0); see equations (B.1.3), (B.1.4), (B.1.6) and (B.2.2), respec-
tively. The prior on the random effects zx,t is N(0, ζ−1). If Z denotes the collection
of all the random effects, and pi(ζ) denotes the prior on the precision ζ, then
pi(Z|ζ) ∝ ζnany/2 exp
(
−ζ
2
na
∑
x=1
ny
∑
t=1
z2x,t
)
, (B.3.2)
pi(ζ) ∝ exp(−dζ), d = 2000−1. (B.3.3)
B.4 Models 3(a), 3(b) and 3(c)
The priors for µ, α, κ and γ are the same as in the corresponding Model 2(a), 2(b) and
2(c). The prior on the set of random effects zx,t and precision ζ are as in equations
(B.3.2) and (B.3.3).
If we use the notation Σα, Σκ and Σγ to represent the respective matrices of the
smoothing algorithm for α, κ and γ, as detailed in Models 1(a), 1(b) and 1(c), the
following derivation of full conditional distributions can then be applied to each of
the different smoothing models.
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The likelihood for Model 3 is the same as in equation (B.1.2) but with logmx,t defined
as in equation (B.3.1).
The joint posterior is therefore
pi(µ, α, κ,γ, z,ω,λ, ν, ζ,ψ, ρ, φ|D) ∝ ∏
x,t
exp{−Ex,t exp(ξx,t)} exp(dx,tξx,t)
· ωna/2 · exp{−ω
2
α
′
Σαα}
· λny/2 exp{−λ
2
κ
′
Σκκ}
· νnc/2 exp{−ν
2
γ
′
Σγγ}
· ζnany/2 exp{−ζ
2∑x,t
z2x,t}
· exp(−aω) · exp(−bλ)
· exp(−cν) · exp(−dζ). (B.4.1)
By re-expressing equation (B.3.1) in terms of zx,t and treating ξx,t as a parameter, we
have:
zx,t = ξx,t − µ− αx − κt − γt−x. (B.4.2)
The full conditionals for the parameters can be expressed as standard distributions
by first considering the term ∑x,t z2x,t = ∑x,t(ξx,t − µ − αx − κt − γt−x)2, for each
parameter α, κ, γ and µ in turn.
In terms of the age-related parameter α, exp{∑x,t z2x,t} can be written as
exp{∑
x,t
z2x,t} = exp{∑
x,t
(α2x − 2αxwx,t + w2x,t)}
= exp{ny(∑
x
(α2x − 2αx∑
t
wx,t/ny +∑
t
w2x,t/ny))}
∝ exp{ny(α′α− 2α′W)},
where wx,t = ξx,t − µ− κt − γt−x and W = (W1, . . . ,Wna)′ , Wx = ∑t wx,t/ny.
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Then the full conditional for α can then be expressed as
pi(α| · · · ) ∝ exp{−ω
2
α
′
Σαα− nyζ2 (α
′
α− 2α′W)}
∝ exp{−1
2
(α−mα)′(ωΣα + nyζIna)(α−mα)},
so that α| · · · ∼ Nna(mα, (ωΣα + nyζIna)−1), (B.4.3)
where mα = nyζ(ωΣα + nyζIna)
−1W. Thus pi(α| · · · ) is a multivariate Gaussian
distribution.
In terms of the period-related parameter κ, exp{∑x,t z2x,t} can be written as
exp{∑
x,t
z2x,t} = exp{∑
x,t
(κ2t − 2κtux,t + u2x,t)}
= exp{na(∑
t
(κ2t − 2κt∑
x
ux,t/na −∑
x
u2x,t/na))}
∝ exp{na(κ′κ − 2κ′U)},
where ux,t = (ξx,t − µ− αx − γt−x) and U = (U1, . . . ,Uny)′ , Ut = ∑x ux,t/na.
The full conditional on κ can then be expressed as
pi(κ|...) ∝ exp{−λ
2
κ
′
Σκκ − naζ2 (κ
′
κ − 2κ′U)}
∝ exp{−1
2
(κ −mκ)′(λΣκ + naζIny)(κ −mκ)}
so that κ|... ∼ Nny(mκ, (λΣκ + naζIny)−1), (B.4.4)
where mκ = naζ(λΣκ + naζIny)
−1U.
Thus pi(κ| · · · ) is a multivariate Gaussian distribution.
In formulating the full conditional for the cohort-related parameter γ, the random
effect parameters zx,t can be written in matrix form as Z, an na × ny matrix whose
(x, t)th entry is zx,t. If we call V an na × ny matrix whose (x, t)th entry is vx,t where
vx,t = (ξx,t − µ− αx − κt), the matrix Z can be expressed as
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
v1,1 − γna v1,ny − γna+t−1 v1,ny − γna+ny−1
. . . . . .
vx,x − γna
...
vna,1 − γ1 vna,ny − γny

na×ny
.
If we define the kth diagonal of a matrix as the kth diagonal from the bottom left
corner (cell (na, 1) to the top right corner (cell (1, ny)) then k can take the values
1, . . . , (na + ny − 1). Then exp{∑x,t z2x,t} can be written as
exp{∑
x,t
z2x,t} = exp{∑
x,t
(γ2na+t−x − 2γna+t−xvx,t + v2x,t)}
∝ exp{γ′Tγ− 2γ′V˜},
where V˜ is an (na + ny − 1)× 1 matrix whose ith entry is the sum of the ith diagonal
of V. Also, T is a (na + ny − 1) diagonal matrix,
T = diagonal(1, 2, 3, . . . , min(na, ny), . . . , min(na, ny), (min(na, ny)− 1), . . . , 3, 2, 1).
The full conditional on γ can then be expressed as
pi(γ| · · · ) ∝ exp{−ν
2
γ
′
Σγγ− ζ2 (γ
′
Tγ− 2γ′V˜)}
∝ exp{−1
2
(γ−mγ)′(νΣγ + ζT)(γ−mγ)},
γ| · · · ∼ NK(mγ, (νΣγ + ζT)−1), (B.4.5)
where mγ = ζ(νΣγ + ζT)−1V˜.
Thus pi(γ|...) is a multivariate Gaussian distribution.
The full conditional of µ is
pi(µ|...) ∝ exp{−ζ
2∑x,t
z2x,t}
∝ exp{−ζ
2∑x,t
(µ− (ξx,t − αx − κt − γt−x))2}
∝ exp{−ζnany
2
(µ−Q)2},
so that µ|... ∼ N(Q, η2), (B.4.6)
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where Q = ∑x,t(ξx,t − αx − κt − γt−x)/(nany) and η2 = 1/(nanyζ).
For ρ, φ and ψ draws are generated using a Metropolis-Hastings algorithm based on
the same prior and moves as for ψ in Model 1.
The full conditionals of ω, λ and ν are as for Models 2(a), 2(b) and 2(c). The full
conditional of ζ is derived in a similar way and is also a gamma distribution:
ζ| · · · ∼ Gamma
(
1+ nany/2, d+
1
2∑x,t
z2x,t
)
. (B.4.7)
The full conditional for each ξx,t is a non-standard distribution and is sampled using
a MH move with a proposal from a random walk centred on the current parameter
value with variance set so as to give good mixing:
pi(ξx,t| · · · ) ∝ exp{−Ex,t exp(ξx,t)− ζ2z
2
x,t)} exp(dx,tξx,t). (B.4.8)
B.5 Model 4
In this model
logmx,t = µ+ αx + βxκt + δxγt−x. (B.5.1)
The MH algorithm is used to make draws of each parameter, µ, αx, βx, κt, δx and
γt−x, from the posterior. Proposal values were generated from the current value
by adding a disturbance from a Gaussian distribution with mean zero and variance
chosen for each parameter so as to ensure good mixing.
B.5.1 Model 4(0)
For Model 4(0), the same weakly informative priors are used for the parameters µ, α,
κ and γ as in Model 2(0), see equations (B.1.3),(B.1.4),(B.1.6) and (B.2.2), respectively,
and for β as in Model 1(0) equation (B.1.5). If we define µδ = (0, . . . , 0)
′
of length na
and σ2δ = 1000 , the prior on δ is
p(δ) ∝ exp
(
− 1
2σ2δ
(δ− µδ)′Ina(δ− µδ)
)
. (B.5.2)
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B.5.2 Models 4(a), 4(b) and 4(c)
The priors for µ, α, κ and γ are the same as those in the corresponding Models 2(a),
2(b) and 2(c). The priors on the new parameter δ and also for β have the same
structure as that for α in the corresponding Model 1’s (equations (B.1.8), (B.1.12) and
(B.1.16)). Smoothing of δ is independent of the other parameters with the precision
hyper-parameter ι. In Model 4(b), where δ is assumed to follow an autoregressive
process of order 1, the coefficient is ζ. The prior distributions of ι and ζ are similar
to those for ω and ψ respectively in Model 1(b); see equations (B.1.9) and (B.1.13)).
B.6 Model 5
In this model
ξx,t = logmx,t = µ+ αx + βxκt + δxγt−x + zx,t. (B.6.1)
B.6.1 Models 5(a), 5(b) and 5(c)
This model is similar to Models 4(a), 4(b) and 4(c) and the priors on the common
parameters and hyper-parameters are the same. The priors on zx,t and ζ are the
same as for Model 3.
If we use the notation Σβ, Σκ, δ and Σγ to represent the appropriate matrices of
the smoothing algorithm, then, just as in Models 3(a), 3(b) and 3(c), full conditional
distributions for the parameters can be derived using the same trick as used with
Models 3.
We treat zx,t as a function of the other parameters, writing ∑x,t z2x,t = ∑x,t(ξx,t − µ−
αx − βxκt − δxγt−x)2.
The full conditional on α is a multivariate Gaussian distribution:
α| · · · ∼ Nna(mα, (ωΣα + nyζIna)−1), (B.6.2)
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where mα = nyζ(ωΣα + nyζIna)
−1W, W = (W1, . . . ,Wna)
′
, Wx = ∑t wx,t/ny and
wx,t = (ξx,t − µ− βxκt − δxγt−x).
The full conditional on κ is a multivariate Gaussian:
κ| · · · ∼ Nny(ζ(∑
x
β2x)(λΣκ + ζ(∑
x
β2x)Iny)
−1U, (λΣκ + ζ(∑
x
β2x)Iny)
−1), (B.6.3)
where U = (U1, . . . ,Uny)
′
, Ut = 1∑x β2x ∑x
βxux,t and ux,t = (ξx,t − µ− αx − δxγt−x).
The full conditional on β is a multivariate Gaussian:
β| · · · ∼ Nna(ζ(∑
t
κ2t )(τΣβ + ζ(∑
t
κ2t )Ina)
−1U˜, (τΣβ + ζ(∑
t
κ2t )Ina)
−1), (B.6.4)
where ux,t = (ξx,t − µ− αx − δxγt−x), U˜x = 1∑t κ2t ∑tUx,t and U˜ = (U˜1, . . . , U˜na)
′
.
In formulating the full conditional for the cohort-related parameter γ, if we call V
an na × ny matrix whose (x, t)th entry is vx,t where vx,t = (ξx,t − µ− αx − βxκt), the
matrix [zx,t] can be written as
v1,1 − δ1γna v1,ny − δ1γna+t−1 v1,ny − δ1γna+ny−1
. . . . . .
vx,x − δxγna
...
vna,1 − δnaγ1 vna,ny − δnaγny

na×ny
.
If we again define the kth diagonal of a matrix as the kth diagonal from the bottom
left corner (cell (na, 1) to the top right corner (cell (1, ny)) then k can take the values
1, . . . , (na + ny − 1). Then exp{∑x,t z2x,t} can be written as
exp{∑
x,t
z2x,t} = exp{∑
x,t
(δ2xγ
2
na+t−x − 2δxγna+t−xvx,t + v2x,t)}
∝ exp{γ′Tγ− 2γ′V˜},
where V˜ is an (na + ny − 1)× 1 matrix whose ith entry is the sum of the ith diagonal
of A ∗V. Where A is an na × ny matrix whose (x, t)th element is δx and ∗ is element-
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wise multiplication of A and V. Here T is a (na + ny − 1) diagonal matrix,
T = diag(δ2na , δ
2
na + δ
2
na−1, δ
2
na + δ
2
na−1 + δ
2
na−2, . . . , δ
2
2 + δ
2
1 , δ
2
1).
The full conditional on γ can therefore be expressed as
pi(γ| · · · ) ∝ exp
(
−ν
2
γ
′
Σγγ− ζ2 (γ
′
Tγ− 2γ′V˜)
)
∝ exp
(
−1
2
(γ−mγ)′(νΣγ + ζT)(γ−mγ)
)
,
γ| · · · ∼ Nnc
(
mγ, (νΣγ + ζT)−1
)
, (B.6.5)
where mγ = ζ(νΣγ + ζT)−1V˜.
Thus pi(γ|...) is a multivariate normal.
In terms of the parameter δ, exp{∑x,t z2x,t} can be written as
exp{∑
x,t
z2x,t} = exp{∑
x,t
(δ2xγ
2
na+t−x − 2δxγna+t−xvx,t + v2x,t)}
∝ exp{∑
x
(δ2x∑
t
γ2na+t−x − 2δx∑
t
γna+t−xvx,t)}
∝ exp{δ′Sδ− 2δ′R},
where vx,t = ξx,t − µ− αx − βxκt, rx,t = γna+t−xvx,t and R = (∑t r1,t, . . . ,∑t rna,t)′ .
Sx = ∑t γ2na+t−x, and S = diag(S1, . . . , Sna).
Hence, the full conditional of δ can be expressed as
pi(δ| · · · ) ∝ exp{− ι
2
δ
′
Σδδ− ζ2 (δ
′
Sδ− 2δ′R)}
∝ exp{−1
2
(δ−mδ)′(ιΣδ + ζS)(δ−mδ)},
so that δ|... ∼ Nna(mδ, (ιΣδ + ζS)−1), (B.6.6)
where mδ = ζ(ιΣδ + ζS)−1R.
Thus pi(δ|...) is a multivariate normal.
The full conditional of µ is
µ|... ∼ N(Q, η2), (B.6.7)
where Q = ∑x,t(ξx,t − αx − βxκt − δxγt−x)/(nany) and η2 = 1/(nanyζ).
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For ζ and $ draws are generated using the MH algorithm with the same prior and
moves as for ψ in Model 1.
The full conditional of ι is a standard gamma distribution:
ι|... ∼ Gamma(1+ na/2, f + 12δ
′
Σδδ). (B.6.8)
The full conditional for each ξx,t is a non-standard distribution and is sampled using
a MH move:
pi(ξx,t|...) ∝ exp
(
−Ex,t exp(ξx,t)− ζ2z
2
x,t
)
} exp(dx,tξx,t). (B.6.9)
B.7 Model 6
In this model
ξx,t = log
(
mx,t
1−mx,t
)
= µ+ αx + βxκt + δxγt−x + zx,t. (B.7.1)
B.7.1 Models 6(a), 6(b) and 6(c)
Models 6 are similar to Models 5 apart from the use of the logit link function. If
we define ξx,t = log(
mx,t
1−mx,t ) then the priors and full conditionals on the parameters
and hyper-parameters are the same as the corresponding parameters and hyper-
parameters of Models 5(a), 5(b) and 5(c).
The full conditional for each ξx,t is a non-standard distribution and is sampled using
a MH move with proposal constrained to be in the interval (0,1) by a logit transform
of a random walk centred on the logit transform of the current parameter value and
with variance set to give good mixing:
pi(ξx,t|...) ∝ exp
(
−Ex,t exp(ξx,t)− ζ2z
2
x,t
)
exp(dx,tξx,t). (B.7.2)
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B.8 Model 7
In this model
ξx,t = logmx,t = µ+ αx + βxκt + δxγt−x, (B.8.1)
Ex,t =
Eox,t
1− wx,t . (B.8.2)
The MH algorithm is used to make draws of each parameter, µ, αx, βx, κt, δx and
γt−x, from the posterior. Proposal values were generated from the current value
by adding a disturbance from a Gaussian distribution with mean zero and variance
chosen for each parameter so as to ensure good mixing.
B.8.1 Models 7(a), 7(b) and 7(c)
Models 7(a), 7(b) and 7(c) are similar to Models 4(a), 4(b) and 4(c). The priors
on the parameters and hyper-parameters are the same as for the corresponding
parameters and hyper-parameters of Model 6(a), 6(b) and 6(c). Section 4.1.1 dis-
cusses the rationale for the prior on wx,t. The prior on each wx,t is a Beta(1,s) where
s ∼ Un(1, 10000).
The full conditional for each ξx,t is a non-standard distribution and is sampled using
a MH move with proposal generated from a random walk centred on the current
parameter value and variance set to give good mixing:
pi(ξx,t|...) ∝ exp{−Ex,t exp(ξx,t)}(exp(dx,tξx,t)). (B.8.3)
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Residual Autocorrelation Test - 2
Colour Map
The question is whether or not the patterns of residuals shown in Figures 5.10 and
5.23 show no autocorrelation in the coloured map of cells. This appendix follows the
derivation of the Residual Autocorrelation Test as set out by Cliff and Ord (1981).
The null hypothesis H0 is that there is no autocorrelation in the residual pattern.
The test statistic is constructed based on the distribution of the number of joins be-
tween connecting cells of different colours cells in a 2-colour map. For a 2-dimensional
map the range of the number of joins J, is J ∈ {0, 1, 2, 3, 4}; this is illustrated for an
interior cell coloured black in Fig. C.1. The grey cells are the neighbours of the black
cell, so in this case the number of joins J is 4. If a cell is on the edge of the map then
it has 3 neighbours and a corner cell has only 2 neighbours.
Table C.1: Diagram of interior cell of a map coloured black, the neighbouring cells
are coloured grey. So in this example J the number of joins for the black
cell is 4.
Neighbour
—–
Neighbour —– Neighbour
—–
Neighbour
Expected frequency distribution for J under H0 i.e. no spatial autocorrelation
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The expectation is calculated under the assumption that each cell is independently
coded black with probability p, and grey with probability q = 1− p. In our case p is
assumed to be 12 .
In the na × ny map, cj denotes the number of cells that have j joins with other cells.
Then the total number of joins, A, in the map is given by
A =
1
2
R
∑
j=1
jcj
where R = max{j|cj > 0}.
In the specific case in hand, the 2-colour map had dimension na × ny map, R = 4
and c1 = 0, c2 = 4, c3 = 2(na − 2) + 2(ny − 2) and c4 = (na − 2)(ny − 2). So, the
total number of joins A is nany.
For a given cell s, with j joins in all, the probability of J joins between neighbouring
black and grey cells is
P(J|j) = P(sth cell is black) P(J neighbours are grey|s is black)
+ P(sth cell is grey)P(J neighbours are black|s is grey).
If we denote ci as the number of cells which have i joins then the expected number
of J joins between black and grey cells is EJ say, where
EJ =
R
∑
i=1
ciP(J|i), J = 0, 1, 2, . . . , 4.
This expression equals
EJ =
R
∑
i=1
ci
(
i
J
)
{pi+1−JqJ + pJqi+1−J}.
Observed frequency distribution for J.
For a residual map in Fig. 5.10, a frequency table for J joins, J ∈ {0, 1, 2, 3, 4}, is
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constructed by counting the number of joins between neighbouring cells of different
colours. Let OJ be the observed number of J joins in the map.
The modified Chi-squared statistic see Cliff and Ord (1981), is
X˜2 = β∑
J
(OJ − EJ)2
EJ
,
where
β =
1
2
{1−
1
2B(1− 4pq)
A(1− 2pq) + B(1− 4pq)},
A = 12 ∑ jcj and B =
1
2 ∑
n
i=1 w
2
i. − A.
Here we define wi. as the sum of the ith row of the matrix w where w is a matrix of
weights for neighbouring cells; in this case it is a nany × nany matrix. The (x, y) cell
of w has value 1 if the xth and yth cells are neighbours; otherwise the (x, y) cell has
value 0.
X˜2 may be treated as having a chi-squared distribution under H0 provided that the
number of cells is not too small. Numerical studies in Cliff et al. (1975) indicate that
the appropriate degrees of freedom is R when p is known.
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Figure D.1: Plots of out-of-sample empirical male mortality rates for individual
ages 60 to 74, for the years 2000 to 2006 and the corresponding fore-
cast 95% posterior predictive intervals for mˆx,t from Models 5(a), 5(b)
and 5(c). The blue, red and green lines show 95% posterior intervals
with prior smoothing of (i) random walk on the levels, (ii) autoregres-
sive process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.2: Plots of out-of-sample empirical male mortality rates for individual
ages 75 to 89, for the years 2000 to 2006 and the corresponding fore-
cast 95% posterior predictive intervals for mˆx,t from Models 5(a), 5(b)
and 5(c). The blue, red and green lines show 95% posterior intervals
with prior smoothing of (i) random walk on the levels, (ii) autoregres-
sive process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.3: Plots of out-of-sample empirical male mortality rates for individual
ages 90 to 100, for the years 2000 to 2006 and the corresponding fore-
cast 95% posterior predictive intervals for mˆx,t from Models 5(a), 5(b)
and 5(c). The blue, red and green lines show 95% posterior intervals
with prior smoothing of (i) random walk on the levels, (ii) autoregres-
sive process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.4: Plots of out-of-sample empirical male mortality rates for individual
ages 60 to 74, for the years 2000 to 2006 and the corresponding fore-
cast 95% posterior predictive intervals for mˆx,t from Models 7(a), 7(b)
and 7(c). The blue, red and green lines show 95% posterior intervals
with prior smoothing of (i) random walk on the levels, (ii) autoregres-
sive process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.5: Plots of out-of-sample empirical male mortality rates for individual
ages 75 to 89, for the years 2000 to 2006 and the corresponding fore-
cast 95% posterior predictive intervals for mˆx,t from Models 7(a), 7(b)
and 7(c). The blue, red and green lines show 95% posterior intervals
with prior smoothing of (i) random walk on the levels, (ii) autoregres-
sive process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.6: Plots of out-of-sample empirical male mortality rates for individual
ages 90 to 100, for the years 2000 to 2006 and the corresponding fore-
cast 95% posterior predictive intervals for mˆx,t from Models 7(a), 7(b)
and 7(c). The blue, red and green lines show 95% posterior intervals
with prior smoothing of (i) random walk on the levels, (ii) autoregres-
sive process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.7: Plots of out-of-sample empirical female mortality rates for individual
ages 60 to 74, for the years 2000 to 2006 and the corresponding forecast
95% posterior predictive intervals for mˆx,t from Models 5(a), 5(b) and
5(c). The blue, red and green lines show 95% posterior intervals with
prior smoothing of (i) random walk on the levels, (ii) autoregressive
process of order 1 on the first differences and (iii) random walk on first
differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.8: Plots of out-of-sample empirical female mortality rates for individual
ages 75 to 89, for the years 2000 to 2006 and the corresponding forecast
95% posterior predictive intervals for mˆx,t from Models 5(a), 5(b) and
5(c). The blue, red and green lines show 95% posterior intervals with
prior smoothing of (i) random walk on the levels, (ii) autoregressive
process of order 1 on the first differences and (iii) random walk on first
differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.9: Plots of out-of-sample empirical female mortality rates for individual
ages 90 to 100, for the years 2000 to 2006 and the corresponding forecast
95% posterior predictive intervals for mˆx,t from Models 5(a), 5(b) and
5(c). The blue, red and green lines show 95% posterior intervals with
prior smoothing of (i) random walk on the levels, (ii) autoregressive
process of order 1 on the first differences and (iii) random walk on first
differences respectively. The numbers on the y-axis in each plot are
rates but the plot is on a logarithmic scale.
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Figure D.10: Plots of out-of-sample empirical female mortality rates for individual
ages 60 to 74, for the years 2000 to 2006 and the corresponding forecast
95% posterior predictive intervals for mˆx,t from Models 7(a), 7(b) and
7(c). The blue, red and green lines show 95% posterior intervals with
prior smoothing of (i) random walk on the levels, (ii) autoregressive
process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot
are rates but the plot is on a logarithmic scale.
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Figure D.11: Plots of out-of-sample empirical female mortality rates for individual
ages 75 to 89, for the years 2000 to 2006 and the corresponding forecast
95% posterior predictive intervals for mˆx,t from Models 7(a), 7(b) and
7(c). The blue, red and green lines show 95% posterior intervals with
prior smoothing of (i) random walk on the levels, (ii) autoregressive
process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot
are rates but the plot is on a logarithmic scale.
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Figure D.12: Plots of out-of-sample empirical female mortality rates for individual
ages 90 to 100, for the years 2000 to 2006 and the corresponding fore-
cast 95% posterior predictive intervals for mˆx,t from Models 7(a), 7(b)
and 7(c). The blue, red and green lines show 95% posterior intervals
with prior smoothing of (i) random walk on the levels, (ii) autoregres-
sive process of order 1 on the first differences and (iii) random walk on
first differences respectively. The numbers on the y-axis in each plot
are rates but the plot is on a logarithmic scale.
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APPENDIX E
Program Testing
A number of tests were done to check that the calculations carried out by various
algorithms within the programs were working correctly. In addition, the following
models: Model 1(0), Model 2(0) and Model 3(c), data and results have been pre-
sented in reports by other researchers. Therefore as an additional check on these
models I attempted to reproduce these results.
Model 1(0) and Model 2(0) were used in the paper Cairns et al. (2009). The data
used was population data for England and Wales for males aged 60 to 89, for the
period 1961 to 2004. The source of the data was not HMD so I contacted the authors
for their data but because it was supplied by a 3rd party the data was considered
proprietary. There would be differences but probably not that material. One of the
known differences was that Cairns at al. excluded certain cohorts, where the year
of birth was on or before 1880 and 1886, as well as cohorts that had fewer than 5
separate years, i.e. year of birth after 1940. For comparison purposes, I also excluded
these cohorts from the HMD data. Table E.1 compares the standardised residuals
from Model 1(0) and Model 2(0) with the corresponding results from Cairns et al.
(2009). The calculation of the variance of the standardised residuals is detailed in
section 5.2.4. Figure E.1 compares the pattern of residuals from Model 1(0) and
Model 2(0) with the corresponding models from Cairns et al. (2009). The explanation
of these plots is detailed in section 5.2.4.
A slight modification of Model 3(c) was used by Besag et al. (1995) to analyse cancer
deaths. Besag et al. used a Binomial model for the number of deaths rather than
a Poisson model. So for testing purposes, Model 3(c) was altered very easily to
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(1) Model 1(0) (2) Cairns et al. residuals
(3) Model 2(0) (4) Cairns et al. residuals
Figure E.1: Comparison of residual plots for Model 1(0) and Model 2(0) with cor-
responding plots from Cairns et al. (2009). Calendar year on x-axis and
age on y-axis.
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Model Cairns et al. Our Figures
Model 1(0) 4.1 4.2
Model 2(0) 2.2 2.2
Table E.1: Comparison of the variance of standardised residuals using
Cairns et al. (2009) England & Wales male data.
become a Binomial model and this model was used together with the exact data set
used by Besag et al. Table 2 page 17 of Besag et al. (1995) contained the mean and the
standard deviation of the negative of the log-odds of modelled mortality parameter
px,t. This table has been reproduced in Tables E.2 and E.3 but with figures from our
Model 3(c). There were only 7 small differences indicated by an underline in the
wrong digit.
Table E.2: Mean Negative log-odds of Modelled Mortality.
Age 1935 1940 1945 1950 1955 1960 1965 1970 1975 1980
50-54 7.39 7.11 7.04 6.97 7.16 7.30 7.38 7.50 7.62 7.74
55-59 6.71 6.54 6.25 6.19 6.22 6.42 6.41 6.57 6.69 6.81
60-64 6.12 5.99 5.82 5.48 5.59 5.47 5.56 5.73 5.85 5.97
65-69 5.77 5.56 5.33 5.19 4.93 4.90 4.92 5.02 5.13 5.25
70-74 5.44 5.20 4.96 4.73 4.54 4.47 4.38 4.37 4.47 4.58
75-79 5.15 4.90 4.63 4.43 4.32 4.17 4.02 3.91 3.91 4.01
80-84 5.12 4.83 4.65 4.37 4.09 4.01 3.85 3.66 3.59 3.59
Table E.3: Standard Deviation of log-odds of Modelled Mortality.
Age 1935 1940 1945 1950 1955 1960 1965 1970 1975 1980
50-54 0.05 0.05 0.05 0.04 0.05 0.05 0.05 0.16 0.27 0.41
55-59 0.05 0.04 0.04 0.03 0.03 0.03 0.03 0.11 0.20 0.32
60-64 0.04 0.04 0.03 0.03 0.03 0.03 0.03 0.10 0.16 0.26
65-69 0.04 0.04 0.03 0.03 0.02 0.02 0.02 0.09 0.15 0.23
70-74 0.05 0.04 0.03 0.03 0.02 0.02 0.02 0.10 0.15 0.23
75-79 0.05 0.04 0.04 0.03 0.03 0.02 0.02 0.10 0.15 0.23
80-84 0.08 0.06 0.05 0.04 0.03 0.03 0.03 0.10 0.15 0.23
Besag et al. also produced a table of 80% posterior predictive intervals for the num-
ber of deaths per 100,000 of lives. Table 3 on page 18 of Besag et al. (1995) has been
reproduced in table E.4 but with figures from our Model 3(c). The final column of
table E.4 shows the average difference between the figure produced by our model
and that shown in the Besag et al. paper. For each age group, this difference is al-
most constant over the periods. The figures indicate that our model produces only
minor differences and that our posterior predictive intervals are very slightly wider.
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Table E.4: 80% posterior predictive intervals for the number of deaths per 100,000
of lives
Age 1935 1940 1945 1950 1955 1960 1965 Difference
10% lower 55 74 80 86 71 61 56 -3
50-55 observed 59 85 88 97 75 64 62
90% Upper 69 91 96 102 85 74 68 3
10% lower 111 132 179 191 187 153 154 -4
55-59 observed 124 141 198 206 199 158 167
90% Upper 134 155 205 217 212 174 174 3
10% lower 204 235 280 396 354 402 367 -4
60-64 observed 226 247 290 427 361 425 389
90% Upper 237 268 315 438 392 439 401 5
10% lower 290 362 457 530 694 713 700 -6
65-69 observed 310 378 480 548 725 742 725
90% Upper 332 408 505 579 748 765 750 5
10% lower 405 518 666 837 1019 1100 1199 -6
70-74 observed 432 541 694 878 1069 1133 1235
90% Upper 464 580 732 911 1094 1173 1273 5
10% lower 534 695 913 1128 1265 1468 1713 -5
75-79 observed 600 764 990 1190 1310 1517 1753
90% Upper 620 785 1012 1232 1368 1571 1818 6
10% lower 534 736 889 1177 1574 1704 2012 -4
80-84 observed 568 809 891 1218 1686 1771 2082
90% Upper 659 858 1009 1312 1723 1842 2155 4
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