On the Path Integral Loop Representation of (2+1) Lattice Non-Abelian Theory by Aroca, J M et al.
ON THE PATH INTEGRAL LOOP REPRESENTATION OF (2+1)
LATTICE NON-ABELIAN GAUGE THEORIES
J.M. Aroca
Departament de Matematiques, Universitat Politecnica de Catalunya,
Jordi Girona 1 i 3, Mod C-3 Campus Nord,
08034 Barcelona, Spain.
Hugo Fort and Rodolfo Gambini
Instituto de Fsica, Facultad de Ciencias,
Tristan Narvaja 1674, 11200 Montevideo, Uruguay
A gauge invariant Hamiltonian representation for SU(2) in terms of a spin
network basis is introduced. The vectors of the spin network basis are independent
and the electric part of the Hamiltonian is diagonal in this representation. The
corresponding path integral for SU(2) lattice gauge theory is expressed as a sum
over colored surfaces, i.e. only involving the jp attached to the lattice plaquettes.
This surfaces may be interpreted as the world sheets of the spin networks In 2+1
dimensions, this can be accomplished by working in a lattice dual to a tetrahedral
lattice constructed on a face centered cubic Bravais lattice. On such a lattice, the
integral of gauge variables over boundaries or singular lines { which now always
bound three coloured surfaces { only contributes when four singular lines intersect
at one vertex and can be explicitly computed producing a 6-j or Racah symbol. We
performed a strong coupling expansion for the free energy. The convergence of the
series expansions is quite dierent from the series expansions which were performed
in ordinary cubic lattices. In the case of ordinary cubic lattices the strong coupling
expansions up to the considered truncation number of plaquettes have the great
majority of their coecients positive, while in our case we have almost equal number
of contributions with both signs. Finally, it is discused the connection in the naive
coupling limit between this action and that of the B-F topological eld theory and
also with the pure gravity action.
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I. INTRODUCTION
The loop approach to abelian quantum gauge theories was introduced in the early eighties [1].
Later it was generalized to the non-abelian Yang-Mills gauge theory [2]. This Hamiltonian method
allows to formulate gauge theories in terms of their natural physical excitations: the loops. The
original aim of this general description of gauge theories was to avoid gauge redundancy working
directly in the space of the gauge invariant excitations. However, soon it was realized that the
loop formalism goes far beyond of a simple gauge invariant description. The introduction by
Ashtekar [3] of a new set of variables that cast general relativity in the same language as gauge
theories allowed to apply loop techniques as a natural non-perturbative description of Einstein’s
theory. In particular, the loop representation appeared as the most appealing application of the
loop techniques to this problem [4].
Recently a Lagrangian approach in terms of loops has been developed for the U(1) model [5],
and generalized to include matter elds [6]. The resulting action is proportional to the quadratic
area of the loop worldsheet. This allows for Monte Carlo simulations in a more ecient way than
by using the gauge potentials as variables. While in the abelian case the usual Hamiltonian in
the loop representation can be deduced from the loop action by means of the transfer matrix
analisis, the relation between the two approaches is more obscure in the non-abelian case. In fact,
the type of surfaces that appear in the Lagrangian loop formulation suggest that the pass to the
Hamiltonian can be made simpler if we take a representation dierent from the loop representation
but that shares important features like the use of gauge invariant geometrical objects known as
\spin networks" [7]. A spin network basis may be obtained by considering linear combinations of
loops. While the loop basis is overcomplete and therefore is constrained by a set of identities known
as the Mandelstam identities, the vectors of spin network basis are independent. Furthermore the
electric part of the Yang-Mills Hamiltonian is diagonal in spin network space.
The loop actions of the abelian gauge theories are written in terms of the surfaces swept by
the time evolution of the loops. The explicit form of the loop actions for lattice non abelian gauge
theories is known to be related with coloured surfaces [8], [9], known as spines in the mathematical
lenguage [10]. They are related with the world sheet swept by the evolution in time of the spin
networks. However, a complete Lagrangian lattice formulation associated with the spin network
representation is not available up to now.
Coloured surfaces were introduced in the seventies [11] to study the strong coupling regime
of Yang-Mills gauge theories. The starting point was a character expantion of the Wilson action.
This expantion leads after integration on the link variables to a sum of contributions proportional
to the coupling constant raised to a power proportional to the area of closed coloured surfaces.
Each coloured surface corresponds to a diagram having a certain number of plaquettes. In the
usual square lattice formulation [11] the explicit form of the general term of this innite sum is
not known and therefore the action cannot be rewritten in terms of coloured surfaces. The main
diculty relies in the computation of the group theoretic factors of each diagram. In this paper
we show that the introduction of a tetrahedral lattice allows to nd a very simple expression for
these factors and therefore to write the path integral corresponding to the loop representation of
the non abelian gauge theories.
In section II we discuss the spin network Hamiltonian approach to Yang-Mills theory. In
section III we study the character expansion of the Wilson action and we show why the group
factors do not allow to get a closed form for the action in terms of coloured surfaces. In section
IV we show that these factors may be simply computed in a tetrahedral lattice where the Wilson
action and the Heat Kernel action take a very simple form. In section V we apply this action to
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perform a strong coupling expantion for the heat kernel version of the theory and we compute the
free energy density f and the average plaquette P . Finally, in section VI we conclude with some
comments on further developments.
II. SPIN NETWORK REPRESENTATION
We consider the pure gauge theory with gauge group G semisimple and compact (G = U(1)
or SU(n)). We start with the Hilbert space H = ⊗‘H‘ where H‘ = L2(G) and ‘ denote the links
of the lattice . On every link ‘ we take the \position" basis jU‘ > labelled by the fundamental
representation matrices U‘ 2 G. A basis of H is given by the vectors jU >= ⊗‘jU‘ >. Links are
oriented and U‘ = U
−1
‘ .
A gauge transformation is specied by a group element Vs on every lattice site s. The state
jU > is transformed into jU 0 > where U 0‘ = Vs1U‘V
−1
s2
, s1 and s2 being the origin and end of l.
The physical states are those that are invariant under gauge transformations and they dene the
physical Hilbert space Hphys.
The position and momentum operators U^‘, E^
a
‘ are dened
U^‘jU >= U‘jU > (1)
ei
aE^a‘ jU >= jU 0 > ; (2)
where U 0‘ = e
iaTaU‘, T
a are generators of the group satisfying




[T a; T b] = icabcT c: (4)
The reference state j0 >=
R
dU jU > is gauge invariant and permits to express any state
j >=  (U^)j0 >. To work in the physical space Hphys we have to nd a basis j  >, that is, a
collection of appropiate gauge invariant functions  (U).
One choice is to consider polinomialsY
‘
(U‘)a1b1    (U‘)arbr(U
−1
‘ )c1d1    (U
−1
‘ )csds : (5)
Imposing gauge invariance leads to contraction of indices of incoming and outcoming matrices
at every site. The result is the loop representation. That is, states
jC1; C2; : : : ; CM >= W (C1)W (C2)   W (CM )j0 >; (6)
where Ci are closed loops and





These states generate Hphys but they are not independent. They satisfy the so called Man-
delstam constraints which for SU(2) read
W (C1)W (C2) = W (C1C2) +W (C1C2); (8)
for every two loops C1; C2 with the same origin.






where  runs over the irreducible representations of G and D() are the matrices of these repre-
sentations. (Links in the trivial representation are not mentioned explicitly.) Looking to a vertex

















  rbr j
1
c1
  scs ] ; (10)
where [  ] are coecients that ensure gauge invariance. (We sum over repeated latin indices.) If
we perform a gauge transformation with element g at the present site we see that  must be an
invariant tensor
[1a1   
r
ar











(g)   D(s)crdr (g)[
1
b1
  rbr j
1
c1
  scs ]: (11)
The  tensors can be computed from the Clebsh-Gordan coecients for the group. The condi-
tion for  being non zero is that the decompositions of the product of the representations entering
and the product of the representations leaving have common terms. We note also that the maxi-
mum number of links associated to a given site is small and varies with the dimension of the space
so the order of these tensors are bounded. The representation dened by these states is called spin
network representation. The states are represented graphically as oriented paths with branching











Supose now that the group is abelian (G = U(1)). Then the irreducible representations are
one-dimensional and have the form D(n)(U) = Un for n 2 Z. So the (9) states coincide with
the polinomial states (5) and the loop representation and the spin network representation are the
same.
For non abelian G the two representations are dierent. It is clear that a site can not have
only one link entering or only one link leaving. The simplest case is one link entering and another
link leaving. Both must be in the same representation and the invariant tensor is
[a j

d ] = ad: (12)
The efect of this tensor is to multiply the matrices that enter and leave so single lines in the
spin network are labeled by a single representation. The case of two links entering a site is forbiden
in general but in the case of SU(2) there are invariant tensors like ab (antisymmetric and 12 = 1).
The efect of these tensors is to reverse one of the lines converging on the site. This is due to the
fact that for SU(2) every representation is equivalent to its conjugate.
When three lines meet in a site the condition for the existence of non zero invariant tensors is
that the product of the entering representations contains the trivial representation. In that case








C(a; cjd)D()de (g)C(ejb; d) ; (13)
which are taken real
C(a; bjc) = C(cja; b): (14)
As we consider only simply reducible groups no other independent invariant tensor exists. Then
the state corresponding to a trivalent vertex is well encoded in the drawing of the spin network.
This is not in general the case for sites where meet four or more lines. The dimension of the space
of invariant tensors is the number of times that the product of the entering representations contains
the trivial representation. Besides the spin network it must be provided information about which
tensors we select on the vertices. This degeneration is not fundamental since these vertices can be


































(W (p) +W (p)) ; (15)





‘ and W (p) is given by (7). The fundamental commutation relations are (T
()
a are the
generators of the  irred. rep.):
[E^a‘ ; D









‘ ] = ic
abcE^c‘ : (17)
A spin network state is denoted N = P1P2   PM where Pi are the single lines. i is the
representation carried by line Pi. We get for the action of the electric part of the Hamiltonian:X
‘





where L(Pi) is the number of links in the line Pi and c
() is the quadratic Casimir number of the




a = c()Id. For example, for SU(2), c(j) = j(j + 1) .
Then the spin network states, in contrast to the loop states, are always eigenstates of the
electric term.
The magnetic part produces deformations of the spin networks both in the geometrical shape










The spin network states jN > are independent and orthonormal. A proof using an inner
product structure on the state space is given in [7]. Loop states can be expanded in spin network
terms in a unique way so the Mandelstam constrains disappear when we pass to the spin network
representation.
To further clarify the relation between loop and spin network states we recall the action of
the electric part of the Hamiltonian over a loop state (6)
X
‘
E^2‘ jC1; C2; : : : ; CM >=
(nL(C1; C2; : : : ; CM )−
1
n














l;l0 jC1; : : : ; (CixxCjyy); : : : ; CM > ; (20)
where L(C1; C2; : : : ; CM ) is the number of links in the set of loops taking acount of the multiplicity
(single lenght), and (C1; C2; : : : ; CM ) is the sum of the squares of these multiplicities (quadratic
lenght). l;l0 is 1 if l = l
0 and −1 if l = l0 and x; y are the edges of l.
In equation (20) we see that in general the loop states are not eigenstates of the electric
operator. The last two sums are geometric interaction terms: fusions where a loop splits into two
components and sions where two loops join in a common link.
III. THE WILSON ACTION IN A CUBIC LATTICE








where the U‘ 2 G and Up =
Q
‘2p U‘.
The analogous of the Fourier expansion for the non-Abelian case is the character expansion.
The characters r(U) of the irreducible (unitary) representation r of dimension dr, dened as the




s(U) = rs (22)X
r
drr(UV
−1) = (U; V ): (23)
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−1) = rsr(V ): (24)













dUr(U) exp (TrU ): (26)
In the case of G = SU(2) a direct application of (26) yields the cj in terms of modied Bessel

















































where N is the number of plaquettes.
Let us now show how the sum over coloured surfaces arise in ZW . A given subset of plaquettes
carring jp 6= 0 is homeomorphic to a simple surface if any link bounds at most two plaquettes of
this subset. The links bounding exactly one plaquette make up the free boundary of this surface.
Any conguration can be decomposed as a set of maximal simple surfaces by cutting it along the
links bounding more than two plaquettes. In principle, there are two possibilities for the boundary
curves: either a free boundary, bounding only one simple surface or a singular branch line along
which more than two simple surfaces meet. In fact, relation (22) forbids the existence of free
boundaries for non trivial congurations contributing to the path integral.
The integration over the internal links of the simple surfaces is performed using (24). Note
that the plaquettes of a simple surface component should carry the same group representation.
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After integrating over all the inner links of the simple components one gets [12] an expression


















ji [@Ai] ; (31)
where i is the Euler’s topological invariant of the surface i with area Ai. Euler’s characteristic is
explicitly given by:
 = n2 − n1 + n0 = 2− 2g − b (32)
where n2 is the number of plaquettes, n1 the number of distict links bordering these plaquettes
and n0 the number of end points of these links, g is the genus of the surface and b the number of
boundaries.
An important property of the character expansion (27), relevant for strong coupling expansions




where r is the smallest integer such that 
(U)has a non vanishing component along r(U).In
the SU(2) case j = 2j.
The generic form of the integrals appearing in (27) is very dicult to obtain in a cubic lattice.
In such a lattice, the singular branches, of intersection of surfaces with dierent j, may bound
three or four dierent surfaces. Furthermore one may have intersections involving four, ve or six
singular lines. The group factors coming from these integrals involve the recoupling of up to twelve
dierent js, and the twelve js Racah symbols do not have the cubic symmetry. That is way these
group factors has been only perturbatively computed for the diagrams that appear in the strong
coupling expantion.
Working with a cubic lattice is equivalent to work with spin networks involving four valent
vertices in the Hamiltonian approach discussed in section II. In this case, it is well known that
only three valent vertices have an unambigous correspondence with the information encoded in
the drawing of the spin network. Higher order vertices require additional information about the
invariant tensor used to couple the irreducible representations. At the action level this ambiguity
appears as additional group factors associated with the dierent ways of couple the coloured
surfaces at the singular lines.
The natural lattice that allows to dene a coloured surface action for a nonabelian gauge
theory is dual to a tetrahedral one. On these lattices, singular lines involve at most three coloured
surfaces and they intersect in points that are dual to the tetrahedra.
IV. LOOP ACTIONS IN TETRAHEDRAL LATTICES
In order to introduce the tetrahedral lattice above mentioned, some concepts of solid state
physics are very useful [13]. The Bravais lattice is one of such concepts; it species the periodic
array in which the repeated units of a crystal are arranged. That is, the Bravais lattice summarizes
the geommetry of the underlying periodic structure, regardeless of what the actual units be (single
atoms, molecules, groups of atoms, etc.). A (three-dimensional) Bravais lattice is specifyed by three
vectors a1, a2 and a3 called primitive vectors. The primitive vectors generate all the traslations
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such that the lattice appears exactly the same. The primitive unit cell generated by the primitive
vectors often does not have the full symmetry of the Bravais lattice. However, one can always
consider a nonprimitive unit cell, known as conventional unit cell, which is generally chosen to be
bigger than the primitive cell and such that to have the full symmetry of their Bravais lattice.
Le us consider a face centered cubic Bravais lattice { i.e. the lattice obtained when one adds to
the simple cubic lattice an aditional point in the center of each square face { with primitive vectors
a1 = a(i + j);a2 = a(j + k);a3 = a(k + i) The conventional unit cell of this lattice is a cube of
side 2a with a four point basis located at (0; 0; 0); (a; 0; 0); (0; a; 0)(0; 0; a) Translations along the
primitive vectors generate 27 points associated with 8 cubes of side a in the conventional cell.The











Each cube of side a may be decomposed in the
ve tetrahedra ABDE; CBDG; EBGE; HDGE; and EBGD as shown in FIG. 5. The links
of the lattice are the edges of these tetrahedra. The rst four tetrahedra has volume a3=6 while
the last one has volume 2a3=6. If the vertex A of the cube depicted in FIG. 5 has coordinates(0,-
a,0) the other cubes are obtained by symmetizing with respect to the planes Exy; Eyz; Ezx and
traslating along the primitive vectors. Coloured surfaces will be associated to the plaquettes of the




















(1; 2; 3) (38)
(39)




















Each cell contains one polyhedron with 12 hexagonal faces and six squared faces. In FIG. 6
we show the points and links of one polyhedron and one cube. Translations along the primitive
vectors ll all the lattice. Each of the squares is a face of one cube of side a=2. We shall attach a















where Ups and Uph respectively are the holonomies for the squared and hexagonal plaquettes.
One can show that this action has the correct continum limit for a going to zero, leading to
the classical Yang-Mills action.
One can repeat the same steps leading two (31), but now the singular lines always bound
three coloured surfaces. In this case the integral along the boundaries in (31) only contributes
when four singular lines intersect at one point and may be explicitly computed. Let us call Sk
the intersecting point and γ1; :::γ4 the singular lines intersecting at Sk. Then we have six coloured
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surfaces with colours j12; j13; j14; j23; j24 and j34 bounded by these lines. That means that in the
original tetrahedral lattice we shall have a tetrahedrom with one of the values of j on each edge.






























where the six j symbols are the Racah coecients and the exponent of −1 denotes the cyclic
sum j12 + j23 + j34 + j41.
















By following the same steps one gets the same expression for the path integral in terms of coloured
surfaces (41) with c0 = 1 and j = expf−[j(j + 1)=2]Ajg.
V. STRONG COUPLING EXPANSIONS
Our aim in this section is to show that the introduction of the previous Bravais lattice not only
allows to perform calculations but also simplify them. Therefore, we will show here how to perform
a strong coupling expansion. In order to do so we will use, just for simplicity, the expression for


































We will follow an analogous treatment to that of Droue and Zuber [12]. We will expand in powers
of the t parameter given by t  e−
1
4 .
Free energy density f
The free energy density f = F=N , where F is the free energy and N the number of plaquettes,
is obtained by summing the terms linear in N in the expansion of the path integral (43) in powers
of t. The power of t of each diagram (volumes in three space-time dimensions) is equal to
X
r
2jr(jr + 1) nr
where jr denotes the representations of the group SU(2) or \colours" and nr denotes the
number of plaquettes (square plaquettes + hexagonal plaquettes) of the the diagram. For instance,
the rst power of the expansion corresponds to the smallest volume, i.e. the cube, with all their
plaquettes with j = 12 and it gives a power of 2
3
4  6 = 9; the next power is produced by two
disconnected cubes (recall that in our lattice cubes make contact only with polyedra) with j = 12
which gives a power of 18 and so forth. The contribution of each diagram to f can be written as
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the product of two numbers: the reduced conguration number (r.c.n.) times a group theoretical
factor [12]. To compute the r.c.n. one has to count the number of inequivalent positions of a given
diagram on the lattice { its conguration number { and then to extract the term linear in N which
is the r.c.n. The group theoretical factors stem from the integrations over the link variables U‘







where dr is the dimension of the representation r, n2 is the number of plaquettes with j = jr,
n1 the number of distinct links bordering these plaquettes and n0 the number of endpoints of





main advantage of the introduced lattice is that the group theoretical factors for more complicated
diagrams can always be explicitely expressed in terms of the dr and 6-j Racah symbols. The Racah
symbols arise each time four singular lines meet at one vertex and they appear in the diagrams by
pairs. The rst of this pairs come out in the diagram of two polyhedron sharing an hexagonal face
and a cube sharing two of its contiguous faces, one with each polyhedron (FIG. 7).
FIG. 7.
All the external 36 plaquettes of this diagram are labeled with j = 12 while the 3 internal
(shared) plaquettes are labeled with j = 1; then it gives a power of t
3
236+43 = t66. We have
computed the strong coupling expansion of f up to power 53 in t which involves 34 diagrams
grouped in 18 dierent powers of t:
f = 4t9 − 8t18 + 9t24 + 76=3t27 − 12t33 − 160t36 + 72t37 + 60t39
−432t42 + 360t43 + 8224=5t45 + 612t46 − 1728t47 − 2961=2t48
+720t49 + 5052t51 − 8640t52 + 2664t53 (44)








































FIG. 8. Free energy f vs.  for several truncation orders. From above: t27, t39, t46, t53 and t18.
As long as we enter in the weak coupling regime ( > 1), one can appreciate a clear dierence
with the series expansions of ref. [12] which were performed in an ordinary cubic lattice and with
a dierent truncation criteria (they consider diagrams up to 16 plaquettes which corresponds to
t24). The explanation of this dierence relies on the fact that in the strong coupling expansion in
a cubic lattice up to 16 plaquettes all the terms except two are positive while in our case we have
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almost equal number of contributions with both signs.
Thus, one can observe that the introduction of the dual of the tethraedral lattice, besides
simpliying the strong coupling computations provides a straightforward procedure to obtain the
desired terms of the series expansion. This turns to be an advantage in order to reach the weak
coupling regime.
VI. CONCLUSIONS
We have introduced a Hamiltonian spin network representation for a SU(2) lattice gauge the-
ory. This gauge invariant representation is given in terms of an independent basis that diagonalize
the electric part of the Hamiltonian. The corresponding Lagrangian formulation is also developed.
This formulation takes a purely geometrical form in terms of sums over coloured surfaces and allow
to combine the powerfull Lagrangian techniques with the redundancy free description typical of the
loop representation. This action may be written on a thetrahedral lattice explicitly in terms of the
Racah coecients. The computation of group theoretical factors of diagrams of the strong coupling
expansion of high orders of t becomes straigtforward, only involving these Racah coecients. Also,
we have a compact expression for the coloured surfaces action which allows to perform numerical
computations.
In the naive weak coupling limit, the area dependent factors become equal to 1 and the action
is purely topological. One can immediately check that this limit correspond to the Ouguri [14]
form of the B-F topological eld theory, which in three dimensions is known [15] to coincide with
the pure gravity action. In this case the use of the Biedenharn and Elliot identity [16] allows to
show that the action is invariant under the renormalization group. Thus, in the dierent context
of QCD, this suggests that the Yang Mills action in terms of coloured surfaces may be particularly
well suited for the study of the eective theories.
Even though the method developed here was for SU(2) in 2+1 dimensions, the extension to
other groups, in particular to SU(3), is straightforward. The corresponding spin networks would
simply carry the quantum numbers required to charactherize the irreducible representations of
the Lie group under study. It is also possible to extend this formulation to the four dimensional
case, by making use of the higher order Racah-Wigner j-coecients. An important simplication
of the path integral (43) with the same weak coupling regime could be obtained by making use
of the Ponzano and Regge asymptotic form of the Racah-Wigner j-symbols. We hope to present
elsewhere a more detailed analysis of these developments.
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