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Diese Arbeit integriert die Sicherheitsanalysetechnik Fehlerbaumanalyse (FTA) aus dem
Bereich der Ingenieurwissenschaften in formale Methoden aus dem Bereich der Software-
technik. Wir nennen diesen integrierten Ansatz formale FTA. Die klassische FTA unter-
sucht die Ausfallsicherheit von Systemen, wa¨hrend die formalen Methoden auf die funk-
tionale Korrektheit fokussieren. Die formale FTA verknu¨pft die zwei, in ihrem jeweiligen
Anwendungsgebiet bewa¨hrten, Techniken zu einer durchga¨ngigen Analysemethode fu¨r Spe-
zifikationen sicherheitskritischer Anwendungen. Das Anwendungsgebiet der formalen FTA
sind softwarebasierte, eingebettete Systeme.
Die Integration der FTA in formale Methoden besteht in der Definition einer formalen
Semantik. Um die dynamischen Aspekte softwarebasierter eingebetteter Systeme abbil-
den zu ko¨nnen, wird die FTA-Semantik in Intervalltemporallogik (ITL) definiert. Aus der
FTA-Semantik lassen sich Bedingungen ableiten, deren Nachweis garantiert, dass die FTA
vollsta¨ndig durchgefu¨hrt wurde, also keine Ausfallursachen bei der Analyse u¨bersehen wur-
den.
Um diese FTA-Bedingungen u¨ber einer Spezifikation softwarebasierter eingebetteter
Systeme nachweisen zu ko¨nnen, wird eine Spezifikationssprache beno¨tigt, die dynamische
Aspekte dieser Systeme abbilden kann und ebenso den Nachweis der FTA-Bedingungen
in ITL ermo¨glicht. Dazu werden Statecharts in ITL integriert, ein Beweiskalku¨l entwickelt
und prototypisch implementiert. Das interaktive Verifikationswerkzeug KIV dient dabei als
Entwicklungsplattform. Es ko¨nnen nun FTA-Bedingungen u¨ber Statechart-Spezifikationen
nachgewiesen werden. Die Besonderheit des Statechart-Kalku¨ls ist, dass er algebraisch spe-
zifizierte Datentypen in Statechart-Spezifikationen erlaubt und damit sehr allgemeine und
insbesondere nicht zustandsendliche Datentypen in Statecharts verwendet werden ko¨nnen.
Die Arbeit wird durch eine Anwendungsmethodik fu¨r die formale FTA abgerundet, die
durch ein Werkzeug unterstu¨tzt wird. Es wurde die Mo¨glichkeit geschaffen, Fehlerba¨ume
u¨ber Statechart-Spezifikationen in KIV zu erstellen und die Beweisbedingungen fu¨r die
formale FTA zu erzeugen. Die Beweisbedingungen ko¨nnen dann mit dem entstandenen
Statechart-Kalku¨l nachgewiesen werden. Damit ist eine vollsta¨ndige methodische und werk-
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Mit Beginn der 60er Jahre wurden Techniken zur systematischen Analyse sicherheits-
kritischer Systeme entwickelt. Dazu geho¨ren die Fehlerbaumanalyse (fault tree analysis,
FTA [VGRH81]), die Hazard and Operability Analysis (HAZOP [FMNP95]) und die Feh-
lermo¨glichkeit und Einflussanalyse (failure mode and effect analysis, FMEA [Rei79]). Seit
der Entwicklung dieser Sicherheitsanalysetechniken haben sich die Kontrollsteuerungen
technischer Anlagen grundlegend gea¨ndert. Bestanden sie fru¨her aus analogen Steuer- und
Regelungsschaltungen, so bestehen sie heute aus digitalen Mikrocontrollern, die in den
technischen Anlagen eingebettet sind und deren Kontrolllogik in Software implementiert
ist.
Die Schwierigkeiten, die sich bei der Analyse dieser sogenannten softwarebasierten ein-
gebetteten Systemen ergeben, lassen sich exemplarisch am Absturz der Ariane 5 im Juni
1996 illustrieren. Kurz nach dem Start kam die Ariane 5 von der vorgegebenen Flugkur-
ve ab und explodierte. Die Untersuchung des Unfalls der Ariane 5 [Lio96] ergab, dass
in der Steuerungssoftware des Tra¨gheitsnavigationssystems die Umrechnung der Horizon-
talgeschwindigkeit von einer 64-Bit
”
Real“-Zahl in einen 16-Bit
”
Integer“-Wert zu einem
Puffer-U¨berlauf fu¨hrte. Der gleiche Fehler trat auch im Ersatzsystem auf und das Tra¨gheits-
navigationssystem schaltete sich samt Ersatzsystem komplett ab. Der Ausfall des redun-
dant ausgelegten Tra¨gheitsnavigationssystems wurde vom Hauptsystem nicht erwartet und
ein Diagnosebitmuster, das vom Tra¨gheitsnavigationssystem noch kurz vor dem Abschal-
ten geschickt wurde, interpretierte der Hauptrechner als Flugdaten und a¨nderte daraufhin
die Flugkurve drastisch ab. Die Rakete drohte auseinanderzubrechen und aktivierte die
Selbstzersto¨rung.
Das Fatale an dem Puffer-U¨berlauf bei der Umrechnung der Horizontalgeschwindig-
keit war, dass der Softwarefehler auf einem Einsatz im falschen Kontext beruhte. Die
Steuerungssoftware wurde fu¨r die Ariane 4 entwickelt, die nur eine geringere Horizon-
talgeschwindigkeit erreichte und deshalb keinen Puffer-U¨berlauf erzeugen konnte. Diese
Steuerung wurde aber fast unvera¨ndert in die Ariane 5 u¨bernommen.
Ein weiteres Beispiel fu¨r tragische Fehler in softwarebasierten eingebetteten Systemen
sind die Therac-25 Unfa¨lle zwischen Juni 1985 und Januar 1987. Der Therac-25 war ein
1
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computergesteuerter Elektronenbeschleuniger, der in der Strahlentherapie eingesetzt wurde
und bei 6 Unfa¨llen zu schweren Verletzungen bis hin zum Tod von Patienten durch zu hohe
Strahlenkonzentrationen fu¨hrte [LT93]. Durch fehlerhafte Software konnten spezielle Einga-
besequenzen von Steuerdaten den Therac-25 in einen Zustand versetzen, in dem sehr hohe
Strahlendosen erzeugt wurden. Die ebenfalls in Software realisierte Sicherheitspru¨fung, die
solche Zusta¨nde erkennen und verhindern sollte, wurde bei jeder 64. Benutzung fa¨lschli-
cherweise ausgelassen (ein 6-Bit Za¨hler wurde Null) und konnte deshalb nicht verhindern,
dass Patienten einer Strahlendosis ausgesetzt wurden, die teilweise dem 100-fachen der
gewu¨nschten Dosis entsprach.
Obwohl der Therac-25 mit einer FTA untersucht wurde, sind diese Fehler nicht entdeckt
worden. Im Fehlerbaum wurde die Software explizit von der Analyse ausgenommen, da
durch extensives Testen das Auftreten von Softwarefehlern nahezu ausgeschlossen wurde.
Diese Annahme fu¨hrte dazu, dass erst nach 1 1
2
Jahren die Software als mo¨gliche Ursache
fu¨r die Strahlenu¨berdosen genauer analysiert wurde.
Beide Beispiele verdeutlichen, dass die herko¨mmlichen Methoden zur Analyse sicher-
heitskritischer Systeme, wie z. B. die FTA, nicht mehr ausreichende Sicherheit garantieren,
wenn die Steuerung in Software implementiert ist. In der Ariane 5 war das redundant ausge-
legte Tra¨gheitsnavigationssystem auf zufa¨llige Hardwarefehler ausgerichtet. Beim Defekt
des Tra¨gheitsnavigationssystems sollte das Ersatzsystem dessen Funktionalita¨t u¨berneh-
men. Jedoch fu¨hrte ein systematischer Softwarefehler dazu, dass beide Einheiten, die ei-
gentliche Steuerung und die Sicherung, gleichzeitig ausgefallen sind. Bei der Analyse des
Therac-25 wurde zwar die Hardware mit FTA sicherheitstechnisch untersucht, die Software
aber von der Analyse ausgeschlossen. Aus beiden Beispielen folgt, dass es bei der Analyse
softwarebasierter eingebetteter Systeme nicht tragbar ist, die Hardwarekomponenten und
deren Steuerungssoftware getrennt zu betrachten. Es ist eine durchga¨ngige Sicherheitsana-
lyse notwendig.
An diesem Punkt knu¨pft diese Arbeit an. Wir entwickeln eine durchga¨ngige Methode
zur Erstellung sicherer Spezifikationen fu¨r softwarebasierte eingebettete Systeme. Dazu in-
tegrieren wir eine typische ingenieurwissenschaftliche Sicherheitsanalysemethode, die FTA,
in formale Methoden aus dem Bereich der Softwaretechnik. Beide Methoden haben sich
in ihrer Anwendungsdoma¨ne la¨ngst bewa¨hrt. Die FTA analysiert Systeme bezu¨glich Aus-
fallsicherheit. Fu¨r eine Gefa¨hrdung oder einen mo¨glichen Unfall wird untersucht, wie die
Systemsicherheit von Ausfa¨llen oder Defekten einzelner Systemkomponenten abha¨ngt. Im
Gegensatz dazu analysieren formale Methoden die funktionale Korrektheit eines Systems.
Ausgehend von einem pra¨zisen Modell des Systems, das sowohl die Hardwarekomponenten
als auch die Steuerungssoftware beschreibt, werden Eigenschaften, die vom System erfu¨llt
werden mu¨ssen, mit mathematischen Mitteln nachgewiesen. Die Integration liefert eine
durchga¨ngige Methode, die formale Fehlerbaumanalyse, mit der softwarebasierte eingebet-
tete Systeme als Ganzes betrachtet und die Sta¨rken der FTA und der formalen Methoden
zusammengefu¨hrt werden. Mit der formalen FTA ko¨nnen wir nun softwarebasierte einge-
bettete Systeme, wie die Ariane 5 und der Therac-25, sicherheitstechnisch untersuchen. Da
die Hardwarekomponenten und die Softwaresteuerung nicht mehr in getrennten Formalis-
men betrachtet werden, muss die Software nicht, wie beim Therac-25, von der Sicherheits-
3analyse ausgeschlossen werden. Inkonsistenzen zwischen Hardware und Software, die bei
der Ariane 5 zum Puffer-U¨berlauf und schließlich zum Absturz fu¨hrten, werden dadurch
entdeckt.
Zusa¨tzlich zur Analyse der funktionalen Sicherheit und der Ausfallsicherheit software-
basierter eingebetteter System bietet der hier beschriebene Ansatz der formalen FTA die
Mo¨glichkeit, mathematisch korrekt nachzuweisen, dass die FTA vollsta¨ndig ist, d. h. dass
jede mo¨gliche Ursache fu¨r einen Systemausfall in der Analyse betrachtet wird. Dies ist mit
der herko¨mmlichen FTA nicht mo¨glich, da sie auf einer informellen Systembeschreibung
beruht.
Fu¨r die Integration der FTA in formale Methoden entwickeln wir in dieser Arbeit eine
pra¨zise Semantik fu¨r Fehlerba¨ume. Aus der Semantik leiten wir Vollsta¨ndigkeitsbedingun-
gen ab, deren Nachweis garantiert, dass, außer der im Fehlerbaum beschriebenen Ursachen,
keine weiteren zu Gefa¨hrdungen durch das System fu¨hren ko¨nnen. Fu¨r die Verifikation
der Vollsta¨ndigkeitsbedingungen schaffen wir die notwendige Werkzeugunterstu¨tzung zur
Modellierung eingebetteter Systeme und zur Beweisfu¨hrung. Schließlich schlagen wir eine
Anwendungsmethodik fu¨r die formale FTA vor, die einen effektiven und effizienten Einsatz
ermo¨glicht.
Der Ausgangspunkt dieser Arbeit ist die klassische FTA, die wir in Kapitel 2 einfu¨hren.
Das Ergebnis einer FTA fu¨r eine gegebene Gefa¨hrdung sind Mengen von Ereignissen
(Ausfa¨lle oder Defekte), die, wenn sie zusammen auftreten, zu der untersuchten Gefa¨hr-
dung fu¨hren. Diese Mengen von Ereignissen werden Schnittmengen genannt. Minimale
Schnittmengen (engl. minimal cut sets) sind kleinstmo¨gliche Mengen von Ereignissen, die
zusammen zur untersuchten Gefa¨hrdung fu¨hren. Sie bilden den Ausgangspunkt fu¨r eine
qualitative und quantitative Analyse zur Einscha¨tzung der Wahrscheinlichkeit der System-
gefa¨hrdung und Ermittlung der Schwachstellen des Systems. In der Literatur existieren
bereits einige Ansa¨tze, die herko¨mmliche FTA fu¨r die Analyse von Software anzupassen
bzw. zu erweitern. Diese Ansa¨tze sind fu¨r softwarebasierte eingebettete Systeme interessant
und werden zum Abschluss des Kapitels diskutiert. Wir gehen in unserer Arbeit mit der
Integration von FTA und formalen Methoden jedoch u¨ber diese Ansa¨tze hinaus.
In Kapitel 3 pra¨sentieren wir die Anwendung der klassischen FTA an zwei Beispielen,
die in spa¨teren Kapiteln auch zur Erla¨uterung und Evaluierung der formalen FTA die-
nen. Das erste Beispiel, der Drucktank, stammt aus dem Fault Tree Handbook [VGRH81],
dem Standardwerk zur Fehlerbaumanalyse. Das zweite Beispiel ist ein funkgesteuerter
Bahnu¨bergang. Diese Fallstudie ist der sogenannten FunkFahrBetrieb (FFB, [FFB96]),
ein Projekt der Deutschen Bahn AG, und wird im DFG1-Schwerpunktprogramm
”
Integra-
tion von Techniken der Softwarespezifikation fu¨r ingenieurwissenschaftliche Anwendungen“
[Sof98] behandelt. Der funkbasierte Bahnu¨bergang ist von uns bereits sicherheitstechnisch
analysiert worden [RST00a], und wir pra¨sentieren hier die wesentlichen Ergebnisse der
FTA.
Nachdem wir die klassische FTA eingefu¨hrt und deren Anwendung an zwei Beispielen
demonstriert haben, stellen wir in Kapitel 4 Statecharts vor. In den Ingenieurwissenschaf-
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ten haben sich Statecharts [Har87] zur Modellierung eingebetteter Systeme durchgesetzt.
Statecharts sind erweiterte endliche Zustandsautomaten, die wir zur Beschreibung dyna-
mischer Systeme verwenden. Zustandsautomaten, insbesondere Statecharts, dienen uns in
dieser Arbeit zur pra¨zisen Spezifikation der Systemmodelle fu¨r die formale FTA. Aus diesem
Grund pra¨sentieren wir neben der informellen Beschreibung von Statecharts eine formale
Semantik. Mit Statecharts modellieren wir das gesamte System, also nicht nur die Soft-
waresteuerung, sondern auch die Hardwarekomponenten. Hardwarekomponenten ko¨nnen
ausfallen oder Defekte aufweisen, die wir in der formalen FTA betrachten. Die mo¨glichen
Ausfa¨lle von Komponenten mu¨ssen deshalb im formalen Modell beru¨cksichtigt werden,
und wir zeigen einige Mo¨glichkeiten, wie man Ausfa¨lle und Fehlverhalten mit Statecharts
modelliert. Im Allgemeinen ko¨nnen zur Beschreibung des Systemmodells fu¨r die forma-
le FTA aber beliebige Spezifikationstechniken, deren Semantik auf Folgen von Zusta¨nden
basiert, eingesetzt werden. Die vorgestellte Modellierung von Fehlern ist leicht auf solche
Formalismen u¨bertragbar.
Mit der klassischen FTA und den Statecharts als Spezifikationsmethode haben wir
die Grundlage fu¨r die formale FTA geschaffen. Am Beispiel des funkbasierten Bahnu¨ber-
gangs zeigen wir in Kapitel 5 Schwa¨chen der herko¨mmlichen FTA, die sich bei der An-
wendung auf softwarebasierte eingebettete Systeme ergeben [RST00b]. Auf der Grundlage
von FTA-Formalisierungen aus der Literatur [HRS94, BA93] diskutieren wir notwendige
Anforderungen einer Formalisierung der FTA. Die FTA-Formalisierungen aus der Literatur
erfu¨llen nicht alle aufgestellten Anforderungen. Deshalb erweitern wir die klassische FTA
und geben eine formale Semantik hierfu¨r an [STR02]. Die Semantik ist in Intervalltem-
porallogik (ITL, [Mos85, CMZ02]) formuliert, um die dynamischen Aspekte eingebetteter
Systeme wiedergeben zu ko¨nnen. Aus der Semantik werden Vollsta¨ndigkeitsbedingungen fu¨r
die FTA abgeleitet. Erfu¨llt das Systemmodell diese Bedingungen, garantiert das minimale
Schnittmengen-Theorem, dass der Fehlerbaum bezu¨glich dem Modell vollsta¨ndig ist, d. h.
es gibt keine weiteren Ursachen fu¨r die Gefa¨hrdung. Hierzu pra¨sentieren wir das minimale
Schnittmengen-Theorem und fu¨hren den formalen Beweis, dass die von uns entwickelte
Semantik der formalen FTA auch tatsa¨chlich das Schnittmengen-Theorem erfu¨llt.
Fu¨r den Nachweis der Vollsta¨ndigkeitsbedingungen einer FTA beno¨tigen wir einen Be-
weiskalku¨l, der den Nachweis von ITL-Bedingungen u¨ber Statechart-Spezifikationen er-
laubt. Fu¨r die werkzeugseitige Unterstu¨tzung wa¨hlen wir das interaktive Spezifikations-
und Verifikationswerkzeugs KIV [BRS+00]. KIV unterstu¨tzt algebraische Spezifikationen
zur Beschreibung funktionalen Verhaltens sowie ITL zum Nachweis temporaler Eigen-
schaften. Darauf aufbauend wollen wir in Kapitel 6 eine Unterstu¨tzung von Statechart-
Spezifikationen [BT02] schaffen. Basierend auf der Semantikdefinition von Statecharts
aus Kapitel 4 entwickeln wir eine Spezifikationsmo¨glichkeit fu¨r Statecharts u¨ber algebrai-
schen Spezifikationen und eine Erweiterung des ITL-Kalku¨ls um Regeln fu¨r Statecharts.
Mit dem erweiterten ITL-Kalku¨l ko¨nnen wir dann ITL-Eigenschaften u¨ber Statechart-
Spezifikationen nachweisen. Mit den Erweiterungen ko¨nnen in KIV dynamische Systeme
mit Statecharts spezifiziert, eine formale FTA durchgefu¨hrt und die Vollsta¨ndigkeitsbedin-
gungen nachgewiesen werden.
Als Alternative zur interaktiven Verifikation besteht die Mo¨glichkeit, Eigenschaften
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rung der Systeme fu¨r die Modellpru¨fung erfolgt meist mit Zustandsautomaten. Unserer
Kenntnis nach gibt es keinen frei verfu¨gbaren ITL-Modellpru¨fer, mit dem die Vollsta¨ndig-
keitsbedingungen der FTA nachgewiesen werden ko¨nnen. Viele verfu¨gbare Modellpru¨fer
benutzen zur Beschreibung der Eigenschaften die Computation Tree Logic (CTL, [CE81]).
In Kapitel 7 definieren wir FTA-Bedingungen fu¨r formale Fehlerba¨ume in CTL [TS03].
Die CTL-Bedingungen fu¨r die formale FTA entsprechen fu¨r eingeschra¨nkte Fehlerba¨ume
der ITL-Semantik. Die Einschra¨nkungen diskutieren wir ebenfalls in Kapitel 7. Mit den
CTL-Bedingungen weisen wir die Vollsta¨ndigkeit der FTA fu¨r das Drucktank-Beispiel nach
und demonstrieren damit die Anwendbarkeit der formalen FTA mit CTL-Modellpru¨fern.
Bei der intensiven Analyse alternativer FTA-Semantiken haben sich einige Schwa¨chen
aber auch Gemeinsamkeiten der Semantiken aus der Literatur herausgestellt [TSR02]. In
Kapitel 8 pra¨sentieren wir detailliert Unterschiede verschiedener Semantiken. Wir betrach-
ten dabei zwei FTA-Semantiken aus der Literatur [HRS94, BA93] und die von uns vor-
gestellten Semantiken in ITL und CTL. Es zeigt sich, dass nur die ITL-Semantik die
dynamischen Eigenschaften eingebetteter Systeme korrekt widerspiegelt. Unter gewissen
Einschra¨nkungen sind die vier Semantiken aber a¨quivalent. Wir beschreiben die notwendi-
gen Einschra¨nkungen, pra¨sentieren eine Formalisierung der Semantiken in KIV und einen
formalen Beweis der A¨quivalenz.
Bisher haben wir die FTA so erweitert, dass sie die Anforderungen eingebetteter Syste-
me erfu¨llt. Fu¨r die Integration mit formalen Methoden haben wir eine formale Semantik der
FTA entwickelt und die notwendige, interaktive und automatische Beweisunterstu¨tzung fu¨r
die Durchfu¨hrung der formalen FTA geschaffen. Fu¨r den Einsatz in realen Projekten ge-
ben wir in Kapitel 9 eine Anwendungsmethodik fu¨r die formale FTA an [TS02, ORS+03].
Die Methodik hat sich aus verschiedenen Fallstudien heraus entwickelt und rundet die
theoretische Arbeit zur formalen FTA ab.
Zur praktischen Anwendung der formalen FTA haben wir in KIV ein Werkzeug zur
Erstellung formaler Fehlerba¨ume integriert. Mit dieser Werkzeugunterstu¨tzung untersuchen
wir in Kapitel 10 die Fallstudie des funkbasierten Bahnu¨bergangs sicherheitstechnisch.
Wir spezifizieren die Fallstudie mit Statecharts in KIV und erstellen einen Fehlerbaum fu¨r
eine typische Gefa¨hrdung in diesem Szenario. Fu¨r die formale FTA formalisieren wir die
Ereignisse des Fehlerbaums bezu¨glich dem formalen Statechart-Modell, erzeugen die sich
daraus ergebenden Vollsta¨ndigkeitsbedingungen und weisen sie nach.
Im Kapitel 11 stellen wir dann die Werkzeugunterstu¨tzung, die wa¨hrend dieser Arbeit
entstanden ist, vor. Dies ist die erwa¨hnte Unterstu¨tzung fu¨r die Erstellung formaler Feh-
lerba¨ume und die Spezifikations- und Beweisunterstu¨tzung fu¨r Statecharts. Sie erlaubt,
Fehlerba¨ume zu erstellen und erzeugt die Vollsta¨ndigkeitsbedingungen fu¨r die Gatter im
Fehlerbaum als Beweisverpflichtungen u¨ber einem formalen Statechart-Modell. Diese Be-
weisverpflichtungen pru¨fen wir mit der Beweisunterstu¨tzung fu¨r Statecharts. Das Beispiel
des funkbasierten Bahnu¨bergangs aus dem vorhergehenden Kapitel zeigt, dass eine formale
FTA fu¨r Statechart-Spezifikationen mit interaktivem Nachweis der Beweispflichten mit der
geschaffenen Werkzeugunterstu¨tzung mo¨glich ist.
Schließlich fassen wir in Kapitel 12 die Ergebnisse der Arbeit zusammen und geben in
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Kapitel 13 einen Ausblick auf interessante Anknu¨pfungspunkte fu¨r weitere Forschungen.
KAPITEL 2
Fehlerbaumanalyse
Die Fehlerbaumanalyse (fault tree analysis, FTA) ist eine Sicherheitsanalysetechnik, die
1961 in den Bell Telephone Laboratories entwickelt wurde. Die FTA untersucht Anlagen
oder technische Systeme daraufhin, ob sie Gefa¨hrdungen verursachen ko¨nnen. Dazu werden
systematisch alle Ursachen fu¨r eine mo¨gliche Gefa¨hrdung analysiert und das Gefa¨hrdungs-
potential aus den Ursachen abgeleitet. Seit ihrer Einfu¨hrung hat die FTA sowohl in der
Luft- und Raumfahrttechnik als auch in der Elektrotechnik und Nuklearindustrie weite
Verbreitung gefunden und wird inzwischen auch fu¨r softwarebasierte Systeme eingesetzt.
In der Sicherheitsanalyse werden Begriffe benutzt, die umgangssprachlich nicht so streng
definiert sind. Außerdem unterscheiden sich teilweise Begriffsdefinitionen in den Ingenieur-
wissenschaften von denen im Software-Engineering. Wir benutzen den na¨chsten Abschnitt
dazu, die Terminologie der Sicherheitsingenieure einzufu¨hren und sie auf die Software-
analyse zu u¨bertragen. Anschließend beschreiben wir ausfu¨hrlich die FTA fu¨r technische
Systeme. Technische Anlagen haben sich seit der Entwicklung der FTA in den 60er Jah-
ren jedoch grundlegend gea¨ndert. Analoge Steuerungen sind mehr und mehr durch digitale
Mikrocontroller mit Softwaresteuerungen ersetzt worden. Damit die softwarebasierten Kon-
trollsteuerungen den Sicherheitsanforderungen analoger Schaltungen genu¨gen, muss auch
die Software sicherheitstechnisch analysiert werden. Deshalb diskutieren wir zum Abschluss
diese Kapitels einige Sicherheitsanalysetechniken fu¨r softwarebasierte Systeme, die auf der
FTA basieren.
2.1 Terminologie
In diesem Abschnitt definieren wir die fu¨r unseren Argumentationszusammenhang wich-
tigsten Begriffe aus der Sicherheitsanalyse. Dazu geho¨ren Fehler, Gefa¨hrdung, Sicherheit,
fehlerhaftes, punktuelles und temporales Ereignis. Die Fachliteratur u¨ber Sicherheitsana-
lyse stammt meist aus dem englischen Sprachraum. Deshalb nutzen wir diesen Abschnitt
auch dazu, deutsche Begriffe zu definieren und sie den entsprechenden englischen Fachbe-
griffen gegenu¨berzustellen. Dabei halten wir uns u¨berwiegend an die VDI/VDE Richtlinie
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3542 [VDI95] und der DIN 400 41 [DIN90]. Die Begriffsdefinitionen u¨bernehmen wir aus
Safeware – System, Safety, and Computers von Leveson [Lev95].
2.1.1 Klassifikation von Fehlern
Ursachen fu¨r Sicherheitsma¨ngel sind immer Fehler, sei es in der Planung, Entwicklung,
Produktion oder im Einsatz. Fu¨r die Sicherheitsanalyse ist es sinnvoll, den Begriff
”
Fehler“
zu verfeinern. Im Englischen gibt es im Bereich der Sicherheitsanalyse die drei Begriffe
failure, error und fault, die im Allgemeinen mit Fehler u¨bersetzt werden. Wir definieren
im Folgenden eigensta¨ndige Begriffe dafu¨r.
Ausfall (failure): Ein Ausfall ist ein Nichtausfu¨hren oder die Unfa¨higkeit
eines Systems bzw. einer Komponente, ihre Funktionalita¨t fu¨r eine gegebene
Zeitspanne unter gegebenen Einflu¨ssen auszufu¨hren.
Ursachen fu¨r den Ausfall eines Gera¨tes ko¨nnen entweder sein, dass das Gera¨t so entwickelt
wurde, dass es seine vorgegebene Aufgabe nicht erfu¨llen kann, oder dass es durch einen
Defekt nicht mehr dazu in der Lage ist.
Fehlerzustand (error): Ein Fehlerzustand ist ein Designfehler oder eine Ab-
weichung vom gewu¨nschten Zustand.
Der Unterschied zwischen Ausfall und Fehlerzustand ist, dass der Ausfall zu einem be-
stimmten Zeitpunkt auftritt, er ist ein Ereignis. Ein Fehlerzustand ist jedoch statisch vor-
handen. Software kann nicht ausfallen, jedoch kann ein Rechner ausfallen, wenn die Hard-
ware einen Defekt aufweist oder eine Software abgearbeitet wird, die einen Fehlerzustand
erreicht.
Sto¨rung (fault): Eine Sto¨rung ist ein Ereignis, das ein System in einen un-
gewu¨nschten Zustand versetzt.
Im Gegensatz zu einem Ausfall ist eine Sto¨rung damit ein u¨bergeordnetes Fehlerereignis.
Wenn ein Ventil o¨ffnet, weil es fa¨lschlicherweise einen Befehl dazu bekommen hat, weist die
Komponente eine Sto¨rung, jedoch keinen Ausfall auf, denn sie hat wie gefordert reagiert.
Im Allgemeinen fu¨hrt jeder Ausfall zu einer Sto¨rung, jedoch liegt nicht jeder Sto¨rung ein
Ausfall zugrunde.
Ha¨ufig wird die Sto¨rung noch weiter in prima¨re, sekunda¨re und Anweisungssto¨rung
untergliedert. Eine Komponente hat eine prima¨re Sto¨rung, wenn eine Sto¨rung eintritt,
obwohl die Komponente in dem fu¨r sie vorgesehenen Modus betrieben wird. Ursachen
ko¨nnen fehlende Wartung oder Fehler in der Herstellung sein. Fa¨llt eine Komponente durch
U¨berbeanspruchung aus, d. h. ihre Belastung u¨bersteigt den Wert, fu¨r den sie konstruiert
wurde, liegt eine sekunda¨re Sto¨rung vor. Diese Art von Sto¨rung tritt meist zufa¨llig wa¨hrend
der Laufzeit auf. Eine Anweisungssto¨rung liegt vor, wenn die Komponente wie erwartet
reagiert, jedoch das Steuersignal zum falschen Zeitpunkt eintrifft. Die Ursachen liegen dann
in der Steuerlogik.
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Die Begriffe ko¨nnen analog auf die Softwareanalyse u¨bertragen werden. Eine prima¨re
Sto¨rung liegt vor, wenn ein Programm aufgrund eines (Design-) Fehlers eine falsche Aus-
gabe berechnet, eine sekunda¨re Sto¨rung, wenn nicht erwartete Eingaben auftreten und
eine Anweisungssto¨rung, wenn ein Programm wie erwartet auf Eingaben reagiert, aber die
Eingaben zum falschen Zeitpunkt oder in der falschen Reihenfolge ankommen.
fehlerhaftes Ereignis (fault event): Ein fehlerhaftes Ereignis ist ein Ausfall,
ein Fehlerzustand oder eine Sto¨rung.
Ein fehlerhaftes Ereignis fasst alle Fehlerarten zusammen und beschreibt unerwu¨nschte
Bedingungen, Zusta¨nde und Zustandswechsel. Damit ist der Begriff
”
Ereignis“ weiter ge-
fasst als in der Automatentheorie. Dort beschreibt ein Ereignis einen Zustandswechsel, der
zu einem bestimmten Zeitpunkt eintritt und keine Dauer hat. In der Sicherheitsanalyse
kann ein Ereignis auch Zeitra¨ume beschreiben. Ein Ereignis nach der Definition aus der
Automatentheorie bezeichnen wir im Folgenden als punktuelles Ereignis.
punktuelles Ereignis (timeless event): Ein punktuelles Ereignis tritt zu
einem Zeitpunkt ein.
Mo¨chten wir punktuelle Ereignisse und Ereignisse nach der allgemeineren Definition aus der
Sicherheitsanalyse unterscheiden, bezeichnen wir die allgemeineren Ereignisse als temporale
Ereignisse.
temporales Ereignis (temporal event): Ein temporales Ereignis beschreibt
ein Ereignis, das fu¨r einen Zeitraum besteht, also eine Dauer hat.
2.1.2 Sicherheit
Die Auswirkungen von Fehlern sind sehr unterschiedlich, je nachdem, ob sie vom System
noch abgefangen werden oder nicht, und je nachdem, welche a¨ußeren, nicht beeinflussbaren
Umsta¨nde vorhanden sind.
Unfall (accident): Ein Unfall ist ein unerwu¨nschtes, nicht geplantes Ereignis,
das einen bestimmten Verlust nach sich zieht.
Ein Unfall unterscheidet sich von einer Sto¨rung dadurch, dass er einen gewissen Verlust
nach sich zieht. Dieser Verlust kann eine Bescha¨digung oder ein Verlust einer Anlage,
Verletzungen an Menschen oder Verlust von Menschenleben sein. Deshalb werden Unfa¨lle
in kleinere, ernste und katastrophale Unfa¨lle eingeteilt.
Vorfall (incident): Ein Vorfall ist ein Ereignis, das keinen Verlust nach sich
zieht, aber unter anderen Umsta¨nden das Potential dazu ha¨tte.
Ein Vorfall wa¨re, wenn giftige Substanzen in die Luft gelangen, aber keine Menschen in
der Na¨he sind, die gefa¨hrdet werden. Dieser Vorfall hat das Potential zu einem Unfall. Er
ha¨tte in einem bewohnten Gebiet auftreten ko¨nnen.
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Gefa¨hrdung (hazard): Eine Gefa¨hrdung ist ein Zustand oder eine Menge von
Bedingungen eines Systems, welche zusammen mit anderen, nicht kontrollier-
baren Bedingungen der Umgebung zu einem Unfall fu¨hren ko¨nnen.
Damit ist eine Gefa¨hrdung unmittelbar mit der Systemumgebung verknu¨pft. Da die Um-
gebung nicht kontrolliert werden kann, werden neben Gefa¨hrdungen, die zu einem Unfall
fu¨hren, auch diejenigen Zusta¨nde betrachtet, die zu einem Vor- bzw. Zwischenfall fu¨hren.
Software an sich stellt keine Gefa¨hrdung dar. Sie kann keinen verletzen und nichts
bescha¨digen. Deshalb ist fu¨r die Gefa¨hrdungsanalyse von softwarebasierten Systemen wich-
tig, das System, in dem die Software eingesetzt wird, mit zu betrachten. Denn dieses
kann durch Softwarefehler in einen gefa¨hrlichen Zustand versetzt werden. Jedoch muss
die Systemgrenze so gewa¨hlt werden, dass Ereignisse, die innerhalb dieser Grenze liegen,
auch kontrolliert bzw. beeinflusst werden ko¨nnen. Ereignisse, die nicht beeinflusst werden
ko¨nnen, geho¨ren zur Umgebung.
Eine Gefa¨hrdung wird durch ihren Grad (schlimmster Unfall, den sie verursachen kann)
und ihrer Eintrittswahrscheinlichkeit charakterisiert. Die Eintrittswahrscheinlichkeit kann
sowohl qualitativ als auch quantitativ angegeben werden. Beide Faktoren gehen in die
Definition des Risikos ein.
Risiko (risk): Das Risiko ist der Grad einer Gefa¨hrdung kombiniert mit der
Wahrscheinlichkeit, dass die Gefa¨hrdung zu einem Unfall fu¨hrt, und der Dauer
des gefa¨hrlichen Zustands.
Um das Risiko einer Gefa¨hrdung beurteilen zu ko¨nnen, ist es notwendig, die Umgebung
sinnvoll zu definieren. Von der Umgebung ha¨ngt die Wahrscheinlichkeit ab, die zu einem
Unfall fu¨hrt. Das Risiko, das durch eine geladenen Pistole entsteht, unterscheidet sich z. B.
gewaltig davon, ob die Pistole in einer großen Menschenmenge getragen wird oder in einem
verlassenen Waldstu¨ck.
Nachdem wir die Risiken und Gefa¨hrdungen betrachtet haben, ko¨nnen wir schließlich
Sicherheit definieren.
Sicherheit (safety): Sicherheit ist die Abwesenheit von Unfa¨llen und Vor-
fa¨llen.
2.1.3 Weitere Systemqualita¨ten
Im deutschen Sprachgebrauch wird Sicherheit auch im Zusammenhang mit dem unerlaub-
ten Zugang zu Informationen und unerlaubtem Ausfu¨hren von Aktivita¨ten benutzt. Als
Stichworte seien hier nur die sichere Authentisierung, z. B. Zugriffskontrolle bei Kredit-
karten durch PIN, und Verschlu¨sselung zum Schutz von Daten vor unberechtigtem Zugriff
genannt. Im Englischen gibt es dafu¨r den eigensta¨ndigen Begriff security.
Eine weitere Qualita¨t eines Systems ist die Zuverla¨ssigkeit (reliability). Zuverla¨ssigkeit
misst, wie gut ein System seine vorgegebene Aufgabe erfu¨llt. Es ist jedoch zu beachten,
dass eine Zunahme der Zuverla¨ssigkeit nicht notwendigerweise eine Zunahme der Sicherheit
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nach sich zieht. Es kann sogar der entgegengesetzte Effekt eintreten. Wenn die Zuverla¨ssig-
keit einer Pistole erho¨ht wird, kann sie mo¨glicherweise leichter feuern und wird deshalb
unsicherer im Gebrauch.
Neben der Zuverla¨ssigkeit gibt es noch die Verfu¨gbarkeit (availability) als Systemqua-
lita¨t. Die Verfu¨gbarkeit ha¨ngt von der Anzahl der Ausfa¨lle eines Systems innerhalb einer
gewissen Zeitspanne ab. Bei Schutzeinrichtungen erho¨ht eine hohe Verfu¨gbarkeit die Si-
cherheit. Jedoch ist ein Flugzeug dann am Besten vor einem Absturz geschu¨tzt, wenn es
nicht abhebt, selbst wenn dies auf einen nicht verfu¨gbaren Antrieb zuru¨ckzufu¨hren ist.
Die Gesamtqualita¨t eines Systems, bestehend aus Sicherheit (safety und security), Zu-
verla¨ssigkeit und Verfu¨gbarkeit, wird mit Verla¨sslichkeit (dependability) beschrieben. Auch
die RAMS -Eigenschaften (reliability, availability, maintainability, safety) beurteilen die
Gesamtqualita¨t eines Systems. Sie betrachten auch die Wartbarkeit (maintainability) eines
Systems. In der obigen Diskussion sieht man aber, dass die Zunahme einzelner Qualita¨ts-
faktoren nicht zwangsla¨ufig zur Zunahme der Gesamtqualita¨t eines Systems fu¨hrt. Dieser
Punkt wird oft vernachla¨ssigt.
2.2 Klassische Fehlerbaumanalyse (FTA)
Es ist ein wesentlicher Aspekt einer Sicherheitsanalyse, das System bezu¨glich Gefa¨hrdungen
und deren Ursachen zu untersuchen. Dazu kann die Fehlerbaumanalyse (fault tree analysis,
FTA [VGRH81, Lei95]) eingesetzt werden. Die FTA ist eine top-down Analysemethode,
die Gefahren systematisch auf ihre Ursachen herunterbricht und das Ergebnis in einer
Baumstruktur darstellt. Damit hilft die FTA weniger, Gefa¨hrdungen zu entdecken, als
diese systematisch zu analysieren.
2.2.1 Die Technik
Mit der Fehlerbaumanalyse werden technische Systeme, wie z. B. Kernreaktoren oder Che-
mieanlagen, daraufhin untersucht, ob sie bestimmte Gefa¨hrdungen (Austritt radioaktiver
Substanzen, giftiger Chemikalien usw.) verursachen ko¨nnen.
Als erster Schritt wird bei einer Fehlerbaumanalyse die Systemgrenze genau festgelegt.
Dazu geho¨rt die Definition der Gefa¨hrdung, der Ereignisse, die bei der Analyse beru¨cksich-
tigt werden, der physikalischen Systemgrenzen und des initialen Systemzustands. Es macht
beispielsweise einen großen Unterschied, ob ein Bremssystem fu¨r Autos im Stadtverkehr





tra¨gt. Sind die Systemgrenzen definiert, wird das Eintreten der Gefa¨hrdung (Top-Ereignis
im Fehlerbaum), schrittweise auf seine Ursachen zuru¨ckgefu¨hrt. Dazu wird eine graphi-
sche Notation verwendet, die in der IEC 1025 Norm [IEC90] standardisiert wurde (siehe
Abbildung 2.1).
Die Fehlerbaumanalyse verknu¨pft Ursachen fu¨r ein Ereignis (Ausgangsereignis) mit
entsprechenden Gattern. Je nachdem, ob eine der Ursachen oder alle Ursachen notwendig
sind, um das Ausgangsereignis auszulo¨sen, wird das Ereignis durch ein Oder-Gatter bzw.
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Und -Gatter (and-gate):
alle Ursachen mu¨ssen vorliegen
Oder -Gatter (or-gate):
mindestens eine Ursache muss vorliegen
Block -Gatter (inhibit-gate):
Nebenbedingung und die Ursache mu¨ssen vorliegen
Zwischenereignis (intermediate event):
besteht aus einer Kombination von Unterereignissen
Basis-Ereignis (basic event):
wird nicht weiter untersucht
nicht untersuchtes-Ereignis (undeveloped event):
notwendige Informationen sind (noch) nicht vorhanden
Transfer -Symbol (transfer symbol):
verbindet Fehlerba¨ume
Abbildung 2.1: Symbole fu¨r die Fehlerbaumanalyse nach IEC 1025
ein Und-Gatter mit den Ursachen (Unterereignissen) verknu¨pft. Ein Block-Gatter fu¨hrt
zwischen einem Ereignis und der entsprechenden Ursache eine Nebenbedingung ein. Die
Nebenbedingung muss zusa¨tzlich zur Ursache vorhanden sein, damit die Wirkung eintritt.
Die Bedingung beschreibt Ereignisse, die keine Fehler oder Defekte sind und im
”
Nor-
malbetrieb“ auftreten. Um einen großen Fehlerbaum anschaulich zu pra¨sentieren, ko¨nnen
ganze Unterba¨ume durch ein Transfer -Symbol markiert und separat analysiert werden.
Die im Fehlerbaum definierten Ursachen sind Zwischenereignisse, die weiter untersucht
werden, bis ein gewu¨nschter Detaillierungsgrad erreicht wird. Ursachen, die nicht weiter
untersucht werden, sind Bla¨tter im Fehlerbaum. Bla¨tter sind entweder Basisereignisse des
Systems oder Ereignisse, die fu¨r die Analyse (noch) nicht detailliert genug beschrieben wur-
den (nicht untersuchte Ereignisse). Nicht untersuchte Ereignisse ko¨nnen z. B. Ausfa¨lle von
Anlagenteilen betreffen, die im bisherigen Systemdesign noch nicht vollsta¨ndig beschrieben
sind.
Eine wesentliche Eigenschaft der Ereignisse in einem Fehlerbaum ist, dass sie un-
erwu¨nscht sind. Sie beschreiben Fehlerzusta¨nde, Sto¨rungen oder Ausfa¨lle. Diese Eigenschaft
wird im Fehlerbaum-Handbuch [VGRH81] Seite IV-3 explizit gefordert:
”
an intermediate
event is a fault event that occurs ...“.
Ein Beispiel fu¨r einen Fehlerbaum ist in Abbildung 2.2 zu sehen. Die Gefa¨hrdung Motor
u¨berlastet wird auf die Ursachen Sicherung defekt und Strom liegt an zuru¨ckgefu¨hrt. Des-
halb sind die Ursachen u¨ber ein Und -Gatter mit dem Top-Ereignis verbunden. Das Ereignis
Strom liegt an wird weiter untersucht. Entweder wird es durch das Ereignis Relais o¨ffnet
nicht oder durch Kontrollschaltung liefert ‘ein’ verursacht. Diese beiden Ereignisse sind
mit einem Oder -Gatter verknu¨pft. Da die Kontrollschaltung nicht weiter bekannt ist, wird
dieser Fehler als nicht untersuchtes Ereignis gekennzeichnet. Die beiden anderen Bla¨tter
im Fehlerbaum sind Basisereignisse. Weitere Beispiele zur FTA finden sich in Kapitel 3.














Die Basisereignisse des Fehlerbaums werden in sogenannte Schnittmengen (cut sets) zusam-
mengefasst. Eine Schnittmenge beschreibt eine Menge von Basisereignissen, die zusammen
zur untersuchten Gefahr fu¨hren. Eine Schnittmenge ist minimal, wenn keine echte Teil-
menge wiederum eine Schnittmenge ist. Eine minimale Schnittmenge besteht also aus ei-
ner kleinsten Menge von Basisereignissen, die zusammen die Gefa¨hrdung auslo¨sen ko¨nnen.
Kann ein Basisereignis einer minimalen Schnittmenge ausgeschlossen werden, so kann diese
Schnittmenge das Top-Ereignis nicht mehr verursachen.
Schnittmengen ko¨nnen leicht aus der Struktur des Fehlerbaums abgeleitet werden. In-
terpretiert man ein Und -Gatter als Konjunktion, ein Oder -Gatter als Disjunktion, die
Basisereignisse als atomare Formeln und den Fehlerbaum als Syntaxbaum einer boole-
schen Formel, so sind die minimalen Schnittmengen die Disjunktive Normalform (DNF)
dieser Formel. Fu¨r den Fehlerbaum aus Abbildung 2.2 ergeben sich die beiden minimalen
Schnittmengen
{{Sicherung def.,Rel. o¨ffnet nicht}, {Sicherung def.,Kontr. liefert ein}}.
Die minimalen Schnittmengen werden zur qualitativen Untersuchung des Systems ein-
gesetzt. Einelementige minimale Schnittmengen entsprechen sogenannten single point of
failures. Der Ausfall einer Komponente genu¨gt, um die Systemgefa¨hrdung zu verursachen.
Ein Hinweis auf weitere Schwachstellen eines Systems ist, wenn ein Basisereignis in mehre-
ren Schnittmengen auftritt (Sicherung defekt, im obigen Beispiel). Der Schwachpunkt ist
die Komponente, die das entsprechende Basisereignis verursacht.
Neben einer qualitativen Analyse ko¨nnen die minimalen Schnittmengen auch zu einer
quantitativen Sicherheitsbewertung eingesetzt werden. Ausgangspunkt fu¨r eine quantita-
tive Bewertung sind die Eintrittswahrscheinlichkeiten der Basisereignisse. Im Allgemeinen
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sind Ausfallwahrscheinlichkeiten von Komponenten oder Bauteilen bekannt, denn techni-
sche Anlagen bestehen ha¨ufig aus Standardkomponenten, fu¨r die statistische Daten vor-
handen sind. Diese Daten ko¨nnen in der Analyse eingesetzt werden.
Fu¨r eine einfache quantitative Analyse muss das Eintreten der Ereignisse der minima-
len Schnittmengen statistisch unabha¨ngig sein. Die Wahrscheinlichkeit, dass eine minimale
Schnittmenge die Gefa¨hrdung verursacht, wird dann durch Multiplikation der Eintritts-
wahrscheinlichkeit der einzelnen Ereignisse in der minimalen Schnittmenge berechnet. Die
Eintrittswahrscheinlichkeit der Gefa¨hrdung ergibt sich (fu¨r kleine Werte) aus der Summe
der Wahrscheinlichkeiten aller minimalen Schnittmengen. Unter den gegebenen Vorausset-
zungen ist fu¨r die Schnittmengen si = {e1, . . ., eni}, i = 1. . .m, einer Gefa¨hrdung h die







Die Ausfallwahrscheinlichkeit fu¨r den Motor aus dem Fehlerbaum in Abbildung 2.2 berech-
net sich mit dieser Methode durch
P (Motor u¨berl.) = P (Sicherung def.) ∗ P (Rel. o¨ffnet nicht) +
P (Sicherung def.) ∗ P (Kontr. liefert ein).
Pra¨zisere Berechnungsmodelle, die auch bedingte Wahrscheinlichkeiten betrachten, werden
in [VGRH81] beschrieben.
2.2.3 Bewertung
Fu¨r die Fehlerbaumanalyse ist ein detailliertes Systemdesign notwendig. Deshalb kann eine
aussagekra¨ftige FTA erst in den spa¨teren Entwicklungsphasen, jedoch vor der Systemfer-
tigstellung, durchgefu¨hrt werden. Die FTA wird teilweise auch in den fru¨heren Entwick-
lungsphasen durchgefu¨hrt, um fru¨hzeitig das Gefa¨hrdungspotential einer Anlage wenigstens
einscha¨tzen zu ko¨nnen.
Die FTA strukturiert die Systemanalyse und geht dabei komponentenbasiert vor. Ur-
sachen fu¨r ein Fehlerereignis einer Komponente stammen aus den Unterkomponenten der
defekten Komponente. Durch die schrittweise Anwendung der FTA beschreibt jede Ebene
im Fehlerbaum Fehler von Komponenten, die auch in der Komponentenhierarchie auf der
gleichen Ebene stehen.
Die graphische Darstellung der Fehlerba¨ume beschreibt u¨bersichtlich die Ergebnisse der
Analyse. Neben der Analyse von Schwachstellen dient die FTA auch dazu, ein tiefgehendes
Versta¨ndnis fu¨r die Funktionalita¨t des Systems zu bekommen. Durch die qualitative und
quantitative Bewertungsmo¨glichkeit kann die FTA sogar verschiedene Design-Alternativen
eines Systems miteinander vergleichen. Allerdings ist die Fehlerbaumanalyse sehr zeitauf-
wendig und bei der quantitativen Analyse kann es problematisch werden, wenn nicht alle
Ausfallwahrscheinlichkeiten vorhanden sind. Denn Scha¨tzungen resultieren ha¨ufig in einem
irrefu¨hrenden Ergebnis.
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2.3 FTA in der Softwaretechnik
Es gibt verschiedene Ansa¨tze, die FTA in der Softwaretechnik anzuwenden. Einige Ansa¨tze
fu¨hren die klassische Fehlerbaumanalyse unvera¨ndert fu¨r softwarebasierte Systeme durch.
Z. B. integriert Dugana [Dug96] die Softwareanalyse in den herko¨mmlichen Sicherheitsana-
lyseprozess, indem fu¨r das softwarebasierte System eine klassische FTA durchgefu¨hrt wird.
Sobald man bei der Analyse auf Softwarekomponenten trifft, werden diese vorerst nicht
weiter analysiert, sondern als Basisereignisse definiert. Treten schließlich Softwarekompo-
nenten in den minimalen Schnittmengen des Fehlerbaums auf, werden diese Softwarekom-
ponenten bei den folgenden Softwaretests besonders kritisch betrachtet und getestet.
Die FTA kann auch auf Softwarekomponenten oder das Softwaredesign angewendet
werden. Eine Schwierigkeit besteht darin, die Software zu strukturieren. Fu¨r die Kompo-
nentenbildung ko¨nnen Softwaremodule und ihre Hierarchie, oder das Softwaredesign ver-
wendet [Mai97] werden. Schwierigkeiten bereiten die komplexen Abha¨ngigkeiten zwischen
verschiedenen Softwarekomponenten, die meist nicht so klar in ihrer Aufgabenverteilung
getrennt sind wie Komponenten in (elektro-) technischen Systemen.
C˘epin et al. [C˘dLM+97] stellen eine Sicherheitsanalysetechnik fu¨r die objekt-basierte
Modellierung vor. Hier definiert das Objektmodell die Softwarekomponenten und die Ab-
ha¨ngigkeiten zwischen den Komponenten. Der Fehlerbaum wird aus dem Objektmodell
abgeleitet.
Joyce und Wong [JW98] weichen von der klassischen FTA ab und benutzen Feh-
lerba¨ume, um Sicherheitseigenschaften fu¨r Software zu berechnen. Ausgehend von einem
unerwu¨nschten Ereignis werden schrittweise dessen logische Ursachen abgeleitet. Bei die-
sem Schritt sind ha¨ufig zusa¨tzliche Voraussetzungen an die Software notwendig. Diese Vor-
aussetzungen sind die Sicherheitseigenschaften fu¨r die Software. Ziel ist es, schlussendlich
einen Widerspruch zwischen Ursachen, die als Bla¨tter im Fehlerbaum vorkommen, und der
Systemspezifikation zu zeigen. Aus dem Widerspruch folgt, dass die Ursachen nicht auftre-
ten ko¨nnen. Das System ist also sicher, wenn zusa¨tzlich die bei der Analyse abgeleiteten
Sicherheitseigenschaften durch die Softwarekomponenten erfu¨llt werden.
Leveson hat eine Software-Fehlerbaumanalyse (Software-FTA [LC91, LH83]) fu¨r Pro-
gramme entwickelt, die den vorhandenen Quelltext untersucht und direkt in die System-
FTA eingebunden ist. Zuna¨chst wird fu¨r das komplette System eine klassische Fehler-
baumanalyse durchgefu¨hrt und Fehlerereignisse, die von Software Komponenten stammen,





kein Ergebnis“, werden dann mit der Software-FTA genau untersucht.
Die Software-FTA verfolgt im Programmcode den Pfad vom fehlerhaften Ergebnis bis
zur Eingabe. Der Programmcode wird so ru¨ckwa¨rts, von der Ausgabe zur Eingabe hin, un-
tersucht und analysiert die Werte einzelner Programmvariablen. Als Ergebnis der Software-
FTA erha¨lt man die Eingaben fu¨r das Programm, die zum Fehler fu¨hren. Sogenannte
Fehlerbaummuster (fault tree template) beschreiben, wie einzelne Programmanweisungen
Variablenwerte a¨ndern. Jeder Programmanweisung ist ein Fehlerbaummuster zugeordnet,
das definiert, welche Werte bzw. Wertebereiche die Variablen vor der Programmanweisung
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haben mu¨ssen, damit sie zu dem vorhandenen Variablenwert nach der Programmanweisung
fu¨hren. So ko¨nnen schrittweise die Eingaben berechnet werden, die zu einer fehlerhaften
Ausgabe fu¨hren. Die Software-FTA entspricht damit Ansa¨tzen der Programmverifikati-
on, die fu¨r eine gegebene Nachbedingung eines Programms die schwa¨chste Vorbedingung
berechnen, die nach Programmausfu¨hrung zu dieser Nachbedingung fu¨hrt (siehe weakest
precondition predicate transformer [Dij76]). Ein Beispiel fu¨r eine Software-FTA ist im An-
hang A beschrieben.
Zusammenfassend betrachtet gibt es vielversprechende Ansa¨tze zur FTA softwareba-
sierter Systemen. Die Gemeinsamkeit aller Ansa¨tze besteht aber in einem Methodenbruch
zwischen der Analyse der Anlage, die mittels herko¨mmlicher FTA durchgefu¨hrt wird, und
der Analyse der Software. Bis auf die Software-FTA, die auf der Semantik des Quelltextes
basiert, setzen alle Vorschla¨ge auf informellen Systemmodellen auf. Eine Validierung der
Analyse ist damit nicht mo¨glich. Deshalb schlagen wir fu¨r die Analyse softwarebasierter
Systeme die formale FTA vor. Das Systemmodell und die Kontrollsoftware werden in ein
und demselben Formalismus beschrieben. Die formale FTA setzt auf dem pra¨zisen System-




In diesem Kapitel stellen wir zwei Beispielszenarien vor, die in dieser Arbeit immer wieder
zur Veranschaulichung verschiedener Techniken herangezogen werden. Zur ausfu¨hrlichen
Erla¨uterung der FTA pra¨sentieren wir fu¨r beide Beispiele auch ihre entsprechenden Feh-
lerba¨ume. Das erste Beispiel beschreibt eine Steuerung fu¨r einen Drucktank. Die Steuerung
soll dafu¨r sorgen, dass beim Fu¨llen des Beha¨lters nicht zu viel Flu¨ssigkeit hineingepumpt
wird und der Beha¨lter zerplatzt. Dieses Beispiel ist dem Fehlerbaumhandbuch (Fault Tree
Handbook, [VGRH81]), Beispiel
”
Pressure Tank“, Abschnitt VIII, entnommen, in dem auch
die zugeho¨rige klassische FTA beschrieben ist. Deshalb eignet sich dieses Beispiel sehr gut,
um die klassische FTA und die formale FTA zu vergleichen.
Das zweite Beispiel ist eine Referenzfallstudie aus einem DFG-Schwerpunktprogramm1
und beschreibt die dezentrale Ansteuerung eines Bahnu¨bergangs durch den sich anna¨hern-
den Zug. Der Zug u¨bernimmt selbststa¨ndig das Einschalten des Bahnu¨bergangs und kann
deshalb den Schließzeitpunkt in Abha¨ngigkeit von seiner Geschwindigkeit wa¨hlen. Durch
die Betrachtung der Zuggeschwindigkeit sollen Wartezeiten anderer Verkehrsteilnehmer am
Bahnu¨bergang minimiert werden. Fu¨r das zweite Beispiel, dem funkbasierten Bahnu¨ber-
gang, ist im Rahmen des DFG-Schwerpunktprogramms eine Sicherheitsanalyse mit den
beiden Analysetechniken FTA und FMEA (failure modes and effects analysis [Rei79])
durchgefu¨hrt worden. Diese Sicherheitsanalyse deckte neben mehreren Inkonsistenzen eine
eklatante Sicherheitslu¨cke in der informellen Beschreibung des funkbasierten Bahnu¨ber-
gangs auf [RST00b, RST00a], die daraufhin in Zusammenarbeit mit den Erstellern der
Fallstudie geschlossen wurde. Die FTA fu¨r die funkbasierte Bahnu¨bergangsteuerung und
die entdeckte Sicherheitslu¨cke fassen wir hier kurz zusammen.
1DFG-Schwerpunktprogramm
”
Integration von Techniken der Softwarespezifikation fu¨r ingenieurwis-
senschaftliche Anwendungen“ [Sof98].
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3.1 Drucktank
Der Drucktank versorgt einen Verbraucher kontinuierlich mit Flu¨ssigkeit. Sobald der Tank
leer ist sorgt die Steuerung dafu¨r, dass er wieder vollsta¨ndig gefu¨llt wird. Dabei ist zu
beachten, dass die Pumpe nicht zu viel Flu¨ssigkeit in den Beha¨lter pumpt und ihn damit
zum Platzen bringen.





















- - - schalten
Abbildung 3.1: Der Drucktank
und c3, versorgen die Steuerung mit Strom. Sie sind mit durchgezogenen Linien gekenn-
zeichnet. Gestrichelte Linien kennzeichnen, dass eine Komponente einen Schalter beta¨tigt.
Der Stromkreis c1 versorgt das Relais K1 mit Strom und wird durch den Schalter S1 oder
das Relais K1 und den Timer T geschlossen. Der Stromkreis c2 versorgt das Relais K2 und
den Timer T mit Strom und wird durch S1 oder K1 und den Drucksensor S geschlossen.
Von diesen beiden Stromkreisen galvanisch getrennt, versorgt der Stromkreis c3 den Motor
M mit Strom und wird durch das Relais K2 geschlossen.
Die Steuerung des Drucktanks wird durch Schließen des Tippschalters S1 in Betrieb
genommen, indem der Stromkreis c1 geschlossen wird. Die Ru¨ckkopplungsschleife u¨ber das
Relais K1 versorgt die Steuerung auch dann mit Strom, wenn S1 nicht mehr gedru¨ckt ist.
Die Steuerung arbeitet nun autonom. Ist der Beha¨lter leer und damit der Drucksensor S
geschlossen, erha¨lt auch der Stromkreis c2 Strom. U¨ber das nun geschlossene Relais K2
wird der Motor M fu¨r die Pumpe P angesteuert. Der Pumpenmotor ist eingeschaltet und
die Pumpe fu¨llt den Beha¨lter. Diese Situation ist in Abbildung 3.1 dargestellt.
Der Sensor S erkennt einen gefu¨llten Tank und unterbricht den Steuerstromkreis c2.
Das Relais K2 erha¨lt keinen Strom mehr, unterbricht den Stromkreis c3 und das Fu¨llen des
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Beha¨lters wird beendet. Nun kann dem Beha¨lter solange Flu¨ssigkeit entnommen werden,
bis er geleert ist. Dann schließt der Drucksensor S wieder den Stromkreis c2, das Relais K2
den Stromkreis c3 und der Pumpenmotor fu¨llt den Beha¨lter erneut.
Ein Defekt des Drucksensors S (Sensor o¨ffnet nicht) fu¨hrt dazu, dass der Steuerstrom-
kreis c2 nicht unterbrochen wird, wenn der Beha¨lter vollsta¨ndig gefu¨llt ist. Damit in diesem
Fall der Drucktank nicht platzt, unterbricht der Timer T den Versorgungsstromkreis c1,
sobald der Drucktank
”
lange genug“ gefu¨llt wurde (hier: 60 sek). Der Timer T ist ein
Schutzmechanismus fu¨r den Ausfall des Drucksensors S. Er unterbricht den Stromkreis c1
und damit die Ru¨ckkopplung u¨ber das Relais K1. Der Steuerstromkreis c2 erha¨lt keinen
Strom mehr, das Relais K2 o¨ffnet den Stromkreis c3 und der Motor schaltet ab. Ein er-
neutes Fu¨llen des Tanks ist in diesem Fall erst wieder mo¨glich, wenn durch Dru¨cken des
Tippschalters S1 der Stromkreis c1 und der Steuerstromkreis c2 erneut mit Strom versorgt
wird.
Damit bei korrektem Funktionieren des Sensors S ein mehrmaliges Fu¨llen des Druck-
tanks mo¨glich ist, wird der Timer zuru¨ckgesetzt, sobald S den Steuerstromkreis c2 unter-
bricht.
3.1.1 Fehlerbaumanalyse
Der Fehlerbaum fu¨r den Drucktank ist dem Fehlerbaumhandbuch [VGRH81] entnommen,
das neben der FTA auch methodische Aspekte der Analyse beschreibt. Der Fehlerbaum in
Abbildung 3.2 untersucht die Gefa¨hrdung
”
Platzen des Drucktanks nach Start des Pump-
vorgangs“. Nach obiger Beschreibung kann dies geschehen, wenn la¨nger als 60 sek Flu¨ssig-
keit in den Beha¨lter gepumpt wird. Nach Konstruktion der Steuerung ist das der Fall,
wenn das Relais K2 la¨nger als 60 sek geschlossen ist. Dazu muss entweder la¨nger als 60 sek
Strom am Relais anliegen oder das Relais o¨ffnet nicht, obwohl kein Strom mehr anliegt
(Defekt von K2). Dieses Ereignis wollen wir nicht weiter untersuchen.
Erha¨lt das Relais K2 la¨nger als 60 sek Strom, liegt ein Fehler in der Steuerung vor.
Damit K2 Strom erha¨lt, muss sowohl der Sensor S geschlossen sein, als auch Strom im
Stromkreis c2 fließen. Dies ist nur der Fall, wenn entweder K1 oder S1 geschlossen ist.
Der zweite Fall ist wieder ein Basisereignis. K1 kann geschlossen sein, obwohl kein Strom
anliegt (Defekt vonK1), oder es fließt Strom durch den Stromkreis c1. Dazu muss der Timer
allerdings la¨nger als 60 sek geschlossen sein. Dies kann nur dann geschehen, wenn der Timer
fehlerhaft arbeitet. Der Defekt des Timers wird in der Analyse nicht weiter untersucht.
Die Basisereignisse im Fehlerbaum sind mit dem Namen der Komponente gekennzeichnet,
deren Defekt das entsprechende fehlerhafte Ereignis bedingt.
Aus dem Fehlerbaum lassen sich dann die folgenden minimalen Schnittmengen ableiten
(siehe Abschnitt 2.2.2):
{{K2, }, {S, S1}, {S,K1}, {S, T}}
Damit kann das System qualitativ bewertet werden. Wie man sieht, ist das Relais K2
eine kritische Komponente, da ihr alleiniger Ausfall zu einem Unfall fu¨hren kann. Die drei
restlichen Schnittmengen sind weniger kritisch, denn es mu¨ssen immer zwei Komponenten
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Abbildung 3.2: FTA Drucktank
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ausfallen, damit der Tank platzt.
Diese Beobachtung wird durch die quantitative Analyse in Abbildung 3.1 versta¨rkt. Die
Komponenten:
P(K2) 3 * 10
−5
P(S) 1 * 10−4
P(K1) 3 * 10
−5
P(T ) 1 * 10−4
P(S1) 3 * 10
−5
Schnittmengen:
{K2} 3 * 10
−5
{S, S1} 3 * 10
−9
{S,K1} 3 * 10
−9
{S, T} 1 * 10−8
Gesamt ≈ 3 * 10−5
Tabelle 3.1: Ausfallwahrscheinlichkeiten
Ausfallwahrscheinlichkeiten fu¨r die Komponenten und der minimalen Schnittmengen sind
ebenfalls dem Fehlerbaumhandbuch entnommen. Dieses quantitative Ergebnis besta¨tigt
die qualitative Analyse. Der Schwachpunkt der Anlage ist das Relais K2. Ein zweites, red-
undantes Relais zu K2 in Reihe geschaltet, wu¨rde nicht nur die Wahrscheinlichkeit dieser
Schwachstelle auf 9 ∗ 10−10 drastisch reduzieren, sondern auch die Sicherheit des Gesamt-
systems fast um den Faktor 2000 erho¨hen. Die Schwachstelle des gea¨nderten Systems wa¨re
dann die Schnittmenge {S, T}.
3.2 Funkbasierter Bahnu¨bergang
Der funkbasierte Bahnu¨bergang [JS99] ist an ein Projekt der Deutschen Bahn AG, dem
sogenannten
”
FunkFahrBetrieb“ (FFB, [FFB96]) angelehnt. Ziel ist es, auf Strecken mit
maximalen Zuggeschwindigkeiten von 160 km
h
das Schließen von Bahnu¨berga¨ngen dezen-
tral durch den sich anna¨hernden Zug zu steuern. Dazu werden Signale und Sensoren auf
der Strecke durch Kommunikation zwischen Zug und Bahnu¨bergang und der Berechnung
des optimalen Schließzeitpunktes ersetzt. Dies ergibt ein kostengu¨nstigeres Verfahren und
erlaubt eine flexible Steuerung des Bahnu¨bergangs in Abha¨ngigkeit von der Zuggeschwin-
digkeit. Die Wartezeiten am Bahnu¨bergang werden so verku¨rzt.
Die funkbasierte Bahnu¨bergangsteuerung ist in Abbildung 3.3 skizziert. Anstatt, wie
bei herko¨mmlichen Bahnu¨berga¨ngen, den Zug durch Sensoren zu erkennen, u¨berwacht die
Zugsteuerung selbst die Position des Zuges. Na¨hert sich ein Zug einem Bahnu¨bergang an,
dem sogenannten Gefahrenpunkt, sendet der Zug dem Bahnu¨bergang ein
”
Schließsignal“.
Die Positionen von Bahnu¨berga¨ngen sind im Streckenprofil des Zuges hinterlegt. Die Posi-
tion und Geschwindigkeit des Zugs misst das sogenannte Odometer. Aus der Position des
Bahnu¨bergangs, der aktuellen Position des Zuges und dessen Geschwindigkeit berechnet die
Zugsteuerung einen optimalen Zeitpunkt fu¨r das Senden des Schließsignals. Der Zeitpunkt
ist so gewa¨hlt, dass der Bahnu¨bergang rechtzeitig geschlossen ist, bevor der Zug ankommt.
Aber auch die Gesamtschließzeit der Schranken wird minimiert, um die Verkehrsteilnehmer
nicht unno¨tig zu behindern.






Abbildung 3.3: Funkbasierter Bahnu¨bergang
Sobald die Bahnu¨bergangsteuerung das Schließsignal erha¨lt, sichert sie den Bahnu¨ber-
gang. Es wird die Lichtzeichenanlage eingeschaltet, d. h. zuerst das gelbe Licht und etwas
spa¨ter das rote Licht. Dann beginnen sich die Schranken zu schließen. Sind sie geschlossen,
ist der Bahnu¨bergang gesichert. Kann jedoch aus technischen Gru¨nden der Sicherungsvor-
gang nicht vollsta¨ndig durchgefu¨hrt werden, verbleibt der Bahnu¨bergang im ungesicherten
Zustand. Um lange Wartezeiten am Bahnu¨bergang zu verhindern, o¨ffnen sich die Schran-
ken nach einer maximalen Schließzeit wieder und der Bahnu¨bergang ist ungesichert. Dies
geschieht auch, wenn der Zug noch nicht passiert hat.
Kurz bevor der Zug den Punkt erreicht, an dem er spa¨testens den Bremsvorgang ein-
leiten muss, damit er noch vor dem Bahnu¨bergang zum Stehen kommt, sendet er eine
Statusanfrage an den Bahnu¨bergang. Antwortet der Bahnu¨bergang mit gesichert, erha¨lt
der Zug eine Freigabe und passiert den Bahnu¨bergang. Beim Verlassen des Bahnu¨bergangs
wird der Ausschaltkontakt ausgelo¨st, der die Sicherung des Bahnu¨bergangs beendet und die
Steuerung zum O¨ffnen veranlasst. Erha¨lt der Zug jedoch bei der Statusanfrage keine Frei-
gabe, ist der Bahnu¨bergang ungesichert. Der Zug muss vor dem Bahnu¨bergang anhalten
und kann nur mittels einer manuellen Sicherung den Bahnu¨bergang passieren.
Neben der Schließkontrolle fu¨hrt die Bahnu¨bergangsteuerung auch noch eine Fehlerdia-
gnose der Lichtzeichenanlage, der Schranken und des Ausschaltkontakts durch. Bei Defek-
ten muss der Schließvorgang abgea¨ndert, oder kann u¨berhaupt nicht durchgefu¨hrt werden.
Ist z. B. das Gelblicht defekt, wird bei der Bahnu¨bergangsicherung sofort das Rotlicht ein-
geschaltet. Es bleibt dafu¨r aber la¨nger aktiv, bevor die Schranken geschlossen werden, so
dass die Gesamtvorwarnzeit gleich bleibt. Bei anderen Defekten verweigert die Bahnu¨ber-
gangsteuerung die Sicherung und der Zug erha¨lt bei einer Statusabfrage keine Freigabe.
Alle Ausfa¨lle und Defekte werden der FFB-Zentrale gemeldet. Sie ist eine u¨bergeordnete
















































Abbildung 3.4: FTA Kollision
Stelle, die neben der Verwaltung der Ausfa¨lle (die Reparatur wird veranlasst) auch die
Daten fu¨r das Streckenprofil der Zugsteuerung bereitstellt.
Eine detaillierte Beschreibung der funkbasierten Bahnu¨bergangsteuerung findet sich
in [JS99]. Um diese Beschreibung weiter zu pra¨zisieren und Inkonsistenzen zu entdecken
und zu beheben, wurde ein (semi-)formales Modell der Bahnu¨bergangsteuerung im Spezi-
fikationswerkzeug STATEMATE [HLN+90] erstellt [KT02, KT00]. Auf dieser Modellierung
basiert die folgende FTA.
3.2.1 Fehlerbaumanalyse
In Abbildung 3.4 sehen wir den Fehlerbaum fu¨r die Gefahr einer Kollision. Eine Kollision
des Zuges mit Fahrzeugen ist mo¨glich, wenn sich der Zug auf dem Bahnu¨bergang befindet
und die Schranken nicht geschlossen sind. Die FTA versucht nun die Ursachen dafu¨r auf
24 KAPITEL 3. BEISPIELE
die einzelnen Komponenten zu verteilen.
Eine Kollision kann entstehen, wenn der Zug nicht bremst, obwohl der Bahnu¨bergang
nicht signalisiert hat, dass er gesichert ist (keine Freigabe), oder wenn der Bahnu¨bergang
sich als gesichert betrachtet (sendet Freigabe), obwohl die Schranken noch offen sind. Das
ist die oberste Zerlegung im Fehlerbaum. Die Ursache dafu¨r, dass der Zug nicht bremst, ist
ein Defekt der Bremsen (prima¨r oder sekunda¨r, siehe Abschnitt 2.1.1) oder die Bremsen
haben kein Brems-Signal bekommen. Dann liegt ein Fehler in der Zugsteuerung vor. Die
weitere Analyse der Zugsteuerung kann aus dem Fehlerbaum entnommen werden und wird
hier nicht weiter beschrieben.
Auf Seite des Bahnu¨bergangs ist der Grund fu¨r eine Freigabe bei offenem Bahnu¨bergang
entweder das Senden der Freigabe, obwohl die Schranken nicht geschlossen sind (dies ist ein
Basisfehler, den die Bahnu¨bergangsteuerung nicht zulassen darf), oder der Bahnu¨bergang
hat eine Freigabe gesendet, o¨ffnet aber die Schranken, obwohl der Zug noch nicht passiert
hat. Die Gru¨nde dafu¨r sind entweder, dass die Schranken wieder geo¨ffnet werden, da die
maximale Schrankenschließzeit erreicht wurde, oder, dass fa¨lschlicherweise das Passieren
des Zugs signalisiert wird. Gru¨nde dafu¨r werden nicht weiter untersucht.
Bei der Auswertung des Fehlerbaums sieht man, dass die Modellierung keine Redundan-
zen entha¨lt, da keine Und -Gatter vorkommen. Deshalb sind die minimalen Schnittmengen
einelementig, d. h. alle Basisereignisse sind single point of failures. Des Weiteren erkennt
man, dass die manuelle Freigabe, bei der das Zugpersonal den Bahnu¨bergang sichert, ein
Risiko darstellt, das nicht durch technische Maßnahmen verringert werden kann. Deshalb
mu¨ssen strenge Vorschriften fu¨r diesen Vorgang definiert werden. Weiterhin kann ein de-
fekter Ausschaltkontakt den Bahnu¨bergang zum O¨ffnen veranlassen, obwohl der Zug noch
nicht passiert hat.
Die FTA zeigt außerdem eine Sicherheitslu¨cke in der Anforderungsbeschreibung der
Steuerung auf. Die Beschreibung der Bahnu¨bergangsteuerung fordert, dass nach einer ma-
ximalen Schließzeit der Bahnu¨bergang o¨ffnet und als ungesichert zu betrachten ist. Dies
gilt auch dann, wenn der Zug den Bahnu¨bergang noch nicht passiert hat. In der ersten Va-
riante der Beschreibung der funkbasierten Bahnu¨bergangsteuerung gab es keinen Hinweis
darauf, wie in diesem Fall weiter zu verfahren ist.
Das Szenario fu¨r eine mo¨gliche Kollision sieht nun folgendermaßen aus. Der Zug na¨hert
sich einem Bahnu¨bergang und sto¨ßt den Schließvorgang an. Die Bahnu¨bergangsteuerung
sichert den Bahnu¨bergang, der Zug fordert die Freigabe an und erha¨lt sie. Wegen einer
Sto¨rung beno¨tigt der Zug aber la¨nger als die maximale Schrankenschließzeit, um den
Bahnu¨bergang zu passieren. Ist die maximale Schrankenschließzeit abgelaufen, gilt der
Bahnu¨bergang als ungesichert und die Schranken o¨ffnen wieder. Nun kann der Zug, der ja
eine Freigabe fu¨r den Bahnu¨bergang besitzt, in den geo¨ffneten Bahnu¨bergang einfahren.




Die Fallstudie hat gezeigt, dass die kombinierte Anwendung der Sicherheitsanalyse mit
formalen Modellen sich fu¨r softwarebasierte Systeme eignet. Sie hat eine Sicherheitslu¨cke
in der Fallstudie entdeckt, die zur U¨berarbeitung der Beschreibung fu¨hrte. In der aktuellen
Version der Fallstudienbeschreibung ist diese Sicherheitslu¨cke nicht mehr enthalten. Einmal
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erkannt, ist die Lo¨sung sehr einfach: die Freigabe fu¨r den Zug verfa¨llt nach der maximalen
Schrankenschließzeit und der Zug muss erneut eine Freigabe anfordern.
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KAPITEL 4
Statecharts
Wir wa¨hlen Statecharts zur Spezifikation dynamischer Systeme und als Grundlage fu¨r
die Validierung formaler Fehlerba¨ume. Statecharts sind erweiterte Zustandsu¨bergangssy-
steme. Ein Zustand in einem Statechart repra¨sentiert eine bestimmte Konfiguration des
modellierten Systems. U¨berga¨nge beschreiben, welche Konfigurationsfolgen mo¨glich sind.
Damit lassen sich dynamische Systeme pra¨zise beschreiben. Statecharts [Har87] haben ins-
besondere durch das Spezifikationswerkzeug STATEMATE1 [HP98] eine weite Verbreitung
im industriellen Umfeld erlangt. Deshalb werden wir STATEMATE-Statecharts [PS91] zur
Spezifikation der Systeme fu¨r die formale FTA einsetzen.
Im Folgenden erla¨utern wir die Grundlagen und das Ausfu¨hrungsmodell von STATE-
MATE-Statecharts. Anschließend formalisieren wir die asynchrone oder Makro-Schritt-Se-
mantik von Statecharts [DJHP98]. Diese Semantik verwenden wir in Kapitel 6 als Grundla-
ge fu¨r die formale Statechart-Verifikation. Bei einer formalen FTA beschreiben die Modelle
das gesamte System, bestehend aus Software- und Hardwarekomponenten. Hardware kann
im Betrieb ausfallen und da wir bei der formalen FTA von diesen Ausfa¨llen nicht abstra-
hieren, beschreiben wir im letzten Abschnitt, wie mo¨gliche Ausfa¨lle und Fehlverhalten mit
Statecharts spezifiziert werden ko¨nnen.
4.1 Spezifikation mit Statecharts
Statecharts [Har87] sind graphische Mittel zur Beschreibung des operationellen Verhaltens
dynamischer Systeme. Die wesentlichen Eigenschaften von Statecharts haben Harel et al.
[HPSS87] folgendermaßen charakterisiert:
Statechart = Zustandsdiagramm + Hierarchie + Parallelita¨t +
Broadcast-Kommunikation
Statecharts sind im Wesentlichen erweiterte Zustandsdiagramme. Das Hierarchiekonzept
erlaubt es, einzelne Zusta¨nde detaillierter zu beschreiben. Dazu werden wiederum Zu-
1STATEMATE ist ein kommerzielles Werkzeug fu¨r modellbasierte Spezifikationen und eingetragenes
Warenzeichen von i-Logix.
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standsdiagramme benutzt. Parallele Zusta¨nde beschreiben nebenla¨ufige Prozesse, die u¨ber
Broadcast-Kommunikation Daten austauschen und sich synchronisieren.
4.1.1 Grundlagen
Statecharts gibt es in einer Reihe von Varianten, die sich in ihrer Ausdrucksma¨chtigkeit
und Semantik unterscheiden. Eine umfassende U¨bersicht u¨ber verschiedene Statechart-
Semantiken hat von der Beeck [vdB94] zusammengestellt. Wir stellen im Folgenden STATE-
MATE-Statecharts vor.
Zustandsdiagramm
Statecharts bestehen aus einer Menge von Zusta¨nden und einer Menge beschrifteter U¨ber-
ga¨nge. U¨berga¨nge verbinden die Zusta¨nde und sind mit einem Tripel der Form
Ereignis[Bedingung]/Aktion
beschriftet. Der Zustandsu¨bergang kann ausgefu¨hrt werden, wenn das Ereignis e vorhanden
und die Bedingung c erfu¨llt ist. Wir nennen den U¨bergang dann aktiviert. Beim U¨bergang
wird die Aktion a ausgefu¨hrt. Bei der Beschriftung sind alle drei Bestandteile optional
(Syntax: [e][’[’c’]’][/a]).
Ein einfaches Statechart besteht aus einer Menge von Basis-Zusta¨nden, die mit U¨ber-
ga¨ngen zusammenha¨ngend verknu¨pft sind. Ein solches Diagramm ist in Abbildung 4.1 zu








terzustand aktiv. Ein Oder -Zustand wird deshalb auch als XOr -Zustand bezeichnet. Der
Ausgangszustand s1 ist durch die eingehende Kante gekennzeichnet. Sobald das Ereignis
e1 eintritt, wird in den Zustand s2 u¨bergegangen. Ist jedoch die Bedingung c erfu¨llt, wird
die Aktion a1 ausgefu¨hrt und der Zustand s3 aktiviert. Wenn sowohl das Ereignis e1 vor-
liegt als auch die Bedingung c gilt, sind beide U¨bergangsbedingungen erfu¨llt, und es wird
indeterministisch entweder in den Zustand s2 oder s3 gewechselt. Indeterminismus ist ei-
ne weitere Eigenschaft von Statecharts und besagt, dass Nachfolgezusta¨nde nicht immer
eindeutig bestimmt sein mu¨ssen.
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Hierarchie
Das Hierarchiekonzept von Statecharts erlaubt Zusta¨nde zusammenzufassen bzw. das Ver-









in Abbildung 4.2 fasst die beiden Zusta¨nde s1 und s3 zu s zusammen. Sobald das Ereignis
e1 vorhanden ist, wird der Zustand s, und damit auch die beiden Unterzusta¨nde s1 und
s3, verlassen und der Zustand s2 aktiv. Die beiden U¨berga¨nge von s1 und s3 nach s2 aus
Abbildung 4.1 ko¨nnen damit zu einem U¨bergang zusammengefasst werden.
Das Hierarchiekonzept von Statecharts ermo¨glicht die Priorisierung von U¨berga¨ngen.
So haben U¨berga¨nge, die innerhalb eines Zustands stattfinden, eine geringere Priorita¨t
als U¨berga¨nge, die aus einem Zustand herausfu¨hren. Der U¨bergang von s1 nach s3 hat
also eine niedrigere Priorita¨t als der U¨bergang von s nach s2. Ist der Zustand s1 (und
damit auch s) und das Ereignis e1 aktiv, wa¨hrend die Bedingung c erfu¨llt ist, wird im
Statechart aus Abbildung 4.2 deterministisch der U¨bergang in den Zustand s2 ausgefu¨hrt
(vgl. Abbildung 4.1, dort entsteht ein Indeterminismus).
Tritt im Zustand s2 das Ereignis e2 ein, wird wieder der Zustand s aktiv und, da s1
durch die eingehende Kante als Ausgangszustand gekennzeichnet ist, auch s1. U¨berga¨nge
ko¨nnen auch u¨ber Hierarchiegrenzen hinweg gehen. Soll nach dem Zustand s2 immer der
Zustand s3 aktiv werden, wu¨rde der mit e2/a2 beschriftete U¨bergang u¨ber die Grenze des
Zustands s hinweg direkt zum Zustand s3 gefu¨hrt werden.
Parallelita¨t
Fu¨r die Darstellung paralleler Prozesse oder Abla¨ufe besitzen Statecharts sogenannte Und -
Zusta¨nde. Wie in Abbildung 4.3 zu sehen, werden zwei (oder mehrere) durch eine ge-
strichelte Linie getrennte Oder -Zusta¨nde, zu einem Und -Zustand zusammengefasst. Im
Und -Zustand s sind gleichzeitig beide Unterzusta¨nde s1 und s2 und z. B. die initialen
Zusta¨nde s11 und s21 aktiv. Die Mo¨glichkeit Und -Zusta¨nde zu verwenden, vereinfacht die
Modellierung nebenla¨ufiger Systeme. Sie erweitern zwar nicht die Ausdrucksma¨chtigkeit
der Sprache – parallele Zusta¨nde ko¨nnen auch durch einen Produktautomaten dargestellt
werden –, fu¨hren aber zu u¨bersichtlicheren und versta¨ndlicheren Modellen.












Parallele Zusta¨nde kommunizieren u¨ber den Broadcast-Mechanismus miteinander. Das be-
deutet, dass Ereignisse und Variablen u¨ber die Grenzen des Zustands, in dem sie erzeugt
wurden, hinaus sichtbar sind. Sind in Abbildung 4.3 die beiden Ausgangszusta¨nde s11 und
s21 aktiv und es tritt das Ereignis e1 ein, findet ein Zustandsu¨bergang von s11 nach s12
statt und erzeugt das Ereignis e2. Dieses Ereignis ist wegen der Kommunikation mittels
Broadcast im Oder -Zustand s2 sichtbar und fu¨hrt zum U¨bergang nach s22 . Dabei wird das
Ereignis e3 erzeugt, das wiederum in den Zusta¨nden s1 und s2 sichtbar ist und in beiden
zu einem U¨bergang nach s11 bzw. s21 fu¨hrt.
In diesem Beispiel hat das Ereignis e1 zu einer Kettenreaktion gefu¨hrt. Erst nachdem alle
oben beschriebenen U¨berga¨nge durchgefu¨hrt wurden, ist das Statechart wieder in einem
stabilen Zustand. Es ko¨nnen keine weiteren U¨berga¨nge ausgefu¨hrt werden, bis Ereignisse
”
von außen“ (Stimuli der Umgebung) wieder U¨berga¨nge aktivieren.
Ereignisse, Bedingungen und Aktionen
Ereignisse unterscheiden sich von Bedingungen dadurch, dass sie nur einmalig aktiv sind
(wenn sie nicht neu erzeugt werden). Die Kettenreaktion, die im Statechart aus Abbil-
dung 4.3 durch das Ereignis e1 ausgelo¨st wird, erzeugt die Ereigniskette < e1, e2, e3 >. e1
ist nicht mehr aktiv, wenn e2 gilt. e2 wird beim U¨bergang von s11 nach s12 erzeugt und ist
nur fu¨r den nachfolgenden U¨bergang von s21 nach s22 aktiv, danach nicht mehr.
U¨berga¨nge ko¨nnen nicht nur mit einzelnen Ereignissen beschriftet werden. Ereignisse
ko¨nnen mit booleschen Operationen (∧, ∨, ¬) verknu¨pft werden, und der entsprechende
U¨bergang ist nur dann mo¨glich, wenn der Ereignis-Ausdruck u¨ber der aktuellen Variablen-
belegung gilt.
Bedingungen ko¨nnen Vergleichsoperationen zwischen Variablenwerten sein. In STATE-
MATE sind Operatoren auf natu¨rlichen und reellen Zahlen, Arrays und darauf aufbauenden
benutzerdefinierten Datentypen mo¨glich. Außerdem gibt es noch abgeleitete Pra¨dikate wie
z. B. in(s). in(s) ist erfu¨llt, wenn das Statechart
”
in“ s ist, also der Zustand s aktiv ist.
Bedingungen ko¨nnen ebenso wie Ereignisse verknu¨pft werden und sind erfu¨llt, wenn der
Ausdruck unter der gegebenen Variablenbelegung wahr ist.
Wie erwa¨hnt, ko¨nnen Aktionen Ereignisse erzeugen (/e) und Variablen einen Wert
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zuweisen (/x := 5). Ein U¨bergang kann auch mehrere Aktionen parallel ausfu¨hren (/a1; a2).
Komplexe Aktionen ko¨nnen bedingt (if then else) und iterativ sein (for-Schleife). Fu¨r eine
ausfu¨hrliche Behandlung der Action-Language von STATEMATE verweisen wir auf [HP98].
Eine korrekte U¨bergangsbeschriftung wa¨re z. B.:
e1 ∧ (¬e2 ∨ e3)[in(s) ∨ x ≤ 5 ∗ y]/e; if y < z then x := x
2 else x := 0
Timeout-Ereignisse und Schedule-Aktionen
Timeout-Ereignisse fu¨r ein Ereignis e und eine natu¨rliche Zahl n haben die Form tm(e, n) (n
kann eine Funktion mit Wertebereich der natu¨rliche Zahlen sein). Ein U¨bergang tm(e, n)/a
wird n Schritte nach dem letzten Auftreten von e aktiv und fu¨hrt die Aktion a aus. Wird das
Ereignis e innerhalb von n Schritten nochmals generiert, wird der Timeout zuru¨ckgesetzt.
Durch wiederholtes Zuru¨cksetzen kann das Eintreten des Timeouts verhindert werden, der
U¨bergang und die Aktion wird nicht ausgefu¨hrt.
Schedule-Aktionen sc(a, n) fu¨hren eine Aktion a um n Schritte verzo¨gert aus. Im Ge-
gensatz zum Timeout kann die Schedule-Aktion nicht zuru¨ckgesetzt werden und wird sicher
ausgefu¨hrt.
Konfiguration
Durch die Verwendung paralleler Zusta¨nde kann sich ein Statechart gleichzeitig in meh-
reren Zusta¨nden befinden. Um diesen Systemzustand von einem einzelnen Zustand zu
unterscheiden, nennen wir ihn Zustandskonfiguration. Eine Zustandskonfiguration ist eine
maximale Menge von Zusta¨nden, in denen sich ein Statechart gleichzeitig befinden kann.
Jedes Statechart hat implizit einen Oder -Zustand r als Ausgangszustand gegeben, der alle
weiteren Zusta¨nde des Statecharts umfasst. Dieser wird in der graphischen Notation ha¨ufig
weggelassen. Eine Zustandskonfiguration c entha¨lt nach [HN96] i) den Ausgangszustand r,
ii) fu¨r jeden Oder -Zustand in c genau einen der Unterzusta¨nde, iii) fu¨r jeden Und -Zustand
in c auch alle seine Unterzusta¨nde und iv) sie entha¨lt keine weiteren Zusta¨nde. Mit r
als implizit gegebene Ausgangszustand des Statecharts aus Abbildung 4.3 ist die initiale
Zustandskonfiguration: {r, s, s1, s2, s11 , s21}.
Eine Konfiguration entha¨lt neben der Zustandskonfiguration die aktiven Ereignisse und
die Variablenbelegung der Statechart-Variablen.
Terminierung
Bisher haben wir nur Statecharts betrachtet, die eine unendliche Lebensdauer besitzen
und damit unendliche Sequenzen von Konfigurationen beschreiben. Abbildung 4.4 zeigt
ein Statechart, das terminiert, wenn im Zustand s2 das Ereignis e3 erfu¨llt ist. Die Ter-
minierung wird durch einen sogenannten Terminierungszustand markiert, der durch ein
doppelt eingekreistes T gekennzeichnet ist. Damit kann die Ausfu¨hrung von Statecharts
gestoppt werden. Sobald der Terminierungszustand erreicht wird, fu¨hrt das Statechart kei-
ne U¨berga¨nge mehr aus.









Aktionen und Bedingungen bezu¨glich Zusta¨nden
Statecharts erzeugen beim Betreten und Verlassen eines Zustands s sogenannte entered-
bzw. exited-Ereignisse (entered(s) bzw. exited(s)). Durch die Broadcast-Kommunikation
sind diese Ereignisse in parallelen Zusta¨nden sichtbar und Zusta¨nde ko¨nnen sich so syn-
chronisieren. Ist ein Zustand s aktiv, gilt das Pra¨dikat in(s), das ebenfalls in U¨bergangs-
beschriftungen verwendet werden kann.
Weiterhin gibt es die Mo¨glichkeit, beim Eintreten in einen Zustand eine Aktion aus-
zufu¨hren (entry-Aktion). Diese wird so ausgefu¨hrt, als ob alle eingehenden U¨berga¨nge
zusa¨tzlich mit dieser Aktion beschriftet wa¨ren. Ebenso ko¨nnen einem Zustand Aktionen
zugeordnet werden, die beim Verlassen ausgefu¨hrt werden (exit-Aktion). Exit-Aktionen
verhalten sich so, als ob alle ausgehenden U¨berga¨nge zusa¨tzlich mit dieser Aktion beschrif-
tet wa¨ren.
Statische Reaktionen
Statecharts bieten mit statischen Reaktionen die Mo¨glichkeit, innerhalb von Zusta¨nden auf
Ereignisse zu reagieren und Aktionen auszufu¨hren, ohne dabei Zustandsu¨berga¨nge durch-
zufu¨hren. Statische Reaktionen haben, wie Beschriftungen von U¨berga¨ngen, die Form e[c]/a
(siehe Abbildung 4.5 a)). Sie werden innerhalb eines aktiven Zustands ausgefu¨hrt, wenn











Abbildung 4.5: Statische Reaktionen
aktion kann als U¨bergang angesehen werden, dessen Ausgangs- und Endzustand derselbe
ist, also eine Schleife beschreibt. Ist einem Zustand s eine statische Reaktion zugeordnet,
kann die Schleife jedoch nicht von s nach s gehen, wie es in Abbildung 4.5 b) zu sehen
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ist. Sonst wu¨rde die Schleife mit den weiteren, vom Zustand s ausgehenden U¨berga¨ngen
in Konflikt stehen. Eine statische Reaktion hat nach Definition aber eine niedrigere Prio-
rita¨t. Außerdem wu¨rden exit- und enter -Ereignisse fu¨r s erzeugt werden. Dies geschieht
bei einer statischen Reaktion nicht. Deshalb ist die semantisch a¨quivalente Umformung
die Einfu¨hrung eines Unterzustandes s1, der die U¨bergangsschleife entha¨lt, wie es Abbil-
dung 4.5 c) zeigt.
4.1.2 Ausfu¨hren von Statecharts
Statecharts werden in Schritten ausgefu¨hrt. Ein Schritt a¨ndert die aktuelle Konfigurati-
on, und durch die auszufu¨hrenden U¨berga¨nge berechnet sich eine Nachfolgekonfiguration2.
Durch das Hintereinanderausfu¨hren von Schritten wird so eine Sequenz von Konfiguratio-
nen erzeugt, die einem Lauf durch das modellierte System entspricht. Eine Konfiguration
entha¨lt
• eine Liste aller aktiven Zusta¨nde,
• die Belegung der Variablen,
• eine Liste aller Ereignisse, die im vorigen Schritt erzeugt wurden,
• eine Liste der Schedule-Aktionen mit ihrem Ausfu¨hrungszeitpunkt
als Paar (a, nexta) und
• eine Liste der Timeout-Ereignisse mit ihren Auftrittszeitpunkten
als Paar (tm(e, n), nexttm).
Ein Schritt fu¨hrt U¨berga¨nge paralleler Zusta¨nde gemeinsam aus, fu¨r einen Oder -Zustand je-
doch maximal einen. Erlaubt die aktuelle Konfiguration verschiedene U¨berga¨nge innerhalb
eines Oder -Zustands, so stehen sie in Konflikt. Ein Schritt fu¨hrt dann indeterministisch
einen dieser U¨berga¨nge aus.
Ein Statechart-Schritt
Wir beschreiben die Ausfu¨hrung eines Schritts nach dem Algorithmus von Harel und Naa-
mad [HN96]. Mit dem aktuellen Systemzustand und der aktuellen Zeit t als Eingabe be-
rechnet der Algorithmus den nachfolgenden Systemzustand wie folgt:
1. fu¨r alle Schedule-Aktionen (a, nexta):
wenn nexta ≤ t fu¨hre a aus und lo¨sche dieses Paar aus der Liste.
2. fu¨r jedes Timeout-Ereignis (tm(e, n), nexttm):
2Fu¨r Konfiguration, Zustandskonfiguration und Zustand wird oft der Begriff ‘Zustand’ synonym ver-
wendet.
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• wenn e erzeugt wurde, setze nexttm := t+ n
• sonst, wenn nexttm ≤ t, erzeuge tm(e, n) und setze nexttm :=∞.
Diese beiden Schritte erzeugen einen neuen Systemzustand, der Ausgangspunkt fu¨r die
folgende Berechnung ist.
3. berechne eine maximale konfliktfreie Menge aktivierter U¨berga¨nge
(a) ist die Menge leer, erha¨lt man einen leeren Schritt (keine A¨nderung des System-
zustandes)
(b) ist die Menge einelementig, wird dieser Schritt ausgefu¨hrt
(c) ansonsten entsteht Indeterminismus und ein Schritt wird gewa¨hlt.
4. berechne die aktivierten statischen Reaktionen der aktiven Zusta¨nden, die nicht ver-
lassen werden.
5. lo¨sche die Liste der aktiven Ereignisse.
6. fu¨hre die Aktionen der U¨berga¨nge und statischen Reaktionen aus.
7. fu¨hre alle initialen U¨berga¨nge neu betretener Zusta¨nde aus.
8. lo¨sche alle Zusta¨nde, die verlassen wurden, und fu¨ge alle Zusta¨nde, die neu betreten
werden, zur Liste der aktiven Zusta¨nde hinzu.
9. fu¨hre die entry- und exit-Aktionen aus.
Aktionen erzeugen dabei neue Ereignisse, die in die Liste generierter Ereignisse aufgenom-
men werden, und a¨ndern Variablenbelegungen.
Zeitmodelle
STATEMATE unterstu¨tzt zwei Modelle, um das Fortschreiten von Zeit zu beschreiben. Im
synchronen Zeitmodell geht man davon aus, dass nach jedem einzelnen Schritt Zeit vergeht.
Im asynchronen Zeitmodell ko¨nnen mehrere Statechart-Schritte innerhalb eines Zeit-
schrittes ausgefu¨hrt werden. Ein Statechart-Schritt wird dann als Mikro-Schritt, ein Zeit-
schritt als Makro-Schritt bezeichnet. Es werden so lange Mikro-Schritte durchgefu¨hrt, bis
das Statechart eine stabile Konfiguration erreicht hat, also kein U¨bergang mehr ausgefu¨hrt
werden kann. Danach folgt ein Makro-Schritt.
Wenn Zeit vergeht, werden auch A¨nderungen der Umgebung betrachtet. Um auf die
Umgebung zu reagieren und die Zeit anzupassen, wird im synchronen Zeitmodell bei je-
dem Schritt, im asynchronen Modell bei jedem Makro-Schritt, folgende Stufe dem Schritt-
Algorithmus vorangestellt:
0. fu¨ge die externen Ereignisse zur Liste der Ereignisse hinzu, u¨bernehme externe Va-
riablenbelegungen und erho¨he die aktuelle Zeit auf t := t+ 1.
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In beiden Zeitmodellen geht man davon aus, dass die U¨berga¨nge keine Zeit beno¨tigen
und das System
”
schnell genug“ reagiert. Deshalb mu¨ssen wa¨hrend der U¨berga¨nge keine
Umgebungsa¨nderungen beru¨cksichtigt werden.
4.2 Formalisierung von Statecharts
Wir formalisieren die Semantik von STATEMATE-Statecharts analog zur operationellen
Semantik von Damm et al. [DJHP98]. Sie formalisiert die Makro-Schritt-Semantik von
Statecharts, die der perfect synchrony hypothesis aus [BG92] genu¨gt: innerhalb eines Makro-
Schritts a¨ndern sich die Eingabevariablen nicht, es werden keine externen Ereignisse erzeugt
und es vergeht keine Zeit. Die berechneten Ausgaben werden am Ende des Makro-Schritts
der Umgebung sichtbar gemacht. Wie Damm et al. behandeln wir Ereignisse als (spezielle)
boolesche Variablen und fassen die U¨bergangsbedingung e[c′] zu c := e ∧ c′ zusammen.
Allerdings fu¨hren wir Statecharts explizit in Mikro-Schritten aus und kennzeichnen
einen Makro-Schritt durch ein tick -Ereignis, das ein Statechart in einem Makro-Schritt
generiert. Die Semantik von Statecharts basiert damit auf Folgen von Mikro- und Makro-
Schritten. Mo¨chten wir u¨ber Ereignisse zu Makro-Schritten sprechen, verwenden wir das
tick -Ereignis als Referenz. Das tick -Ereignis unterscheidet sich von booleschen stable-
Variablen3 anderer Ansa¨tze [DJHP98, CAB+01] dadurch, dass es nicht nur zwischen Mikro-
und Makro-Schritten unterscheidet, sondern ein Ereignis ist, das auf den U¨berga¨ngen ver-
wendet werden kann. Dadurch ko¨nnen wir auf die explizite Unterstu¨tzung der Timer- und
Schedule-Konstrukte verzichten und beide Konstrukte mit Hilfe des tick -Ereignisses mo-
dellieren (siehe z. B. statische Reaktion in Abbildung 4.6 und Abschnitt 6.2.2).
Bevor wir die Semantik von Statecharts angeben, definieren wir die zugrundeliegende
abstrakte Syntax.
4.2.1 Abstrakte Syntax
Die Definition der abstrakten Syntax veranschaulichen wir im Folgenden an einem kleinen
Beispiel einer Zeitschaltuhr, die in Abbildung 4.6 zu sehen ist. Die Zeitschaltuhr sorgt
nach dem Einschalten des Lichts durch das Umgebungsereignis press dafu¨r, dass ein Timer
gesetzt wird, der die Brenndauer des Lichts auf 6 Zeiteinheiten beschra¨nkt. Eine Zeiteinheit
entspricht in der asynchronen Semantik von Statecharts einem Makro-Schritt. Die statische
Reaktion cnt, die in jedem Makro-Schritt – durch das Ereignis tick ausgelo¨st – die Variable
x um eins erho¨ht, garantiert die maximale Brenndauer. Sobald x gro¨ßer 5 ist, schaltet der
Timer das Licht aus. Um im Folgenden das Statechart vom Zustand System unterscheiden
zu ko¨nnen, nennen wir das Statechart SYS .
3stable steht fu¨r stabile Konfiguration, es ist kein Mikro-Schritt mehr mo¨glich, ein Makro-Schritt folgt
und liefert neue Eingaben.









t4: x > 5/sw off;x := 0
statische Reaktionen:







Abbildung 4.6: Spezifikation einer Zeitschaltuhr
Zusta¨nde
Ein Statechart SC besteht aus einer Menge hierarchisch angeordneter, getypter Zusta¨nde
states(SC), die einem Ausgangszustand root = root(SC) untergeordnet sind. Wir verlan-
gen, dass root(SC) ein Oder -Zustand ist und fu¨gen einem Statechart, dessen Ausgangszu-
stand kein Oder -Zustand ist, implizit den Oder -Zustand root als Ausgangszustand hinzu,
der alle anderen Zusta¨nde umfasst. Die Hierarchie der Zusta¨nde bildet damit einen Zu-
standsbaum, dessen Wurzel nach Definition ein Oder -Zustand ist. D. h. das Beispiel der
Zeitschaltuhr definiert implizit den Ausgangszustand root , der dem Und -Zustand System
u¨bergeordnet ist. Damit sind die Zusta¨nde des Statecharts SYS
states(SYS) = {root , System,Light,Off,On,Timer,Open,Close}.
Zusta¨nde in states(SC) sind entweder Basis-, Oder -, Und - oder Terminierungs-Zusta¨nde.
Der Typ eines Zustands s ∈ states(SC) wird durch die Funktion mode : states(SC) →
{BASIC ,OR,AND ,TERM } bestimmt. term(SC) := {s | s ∈ states(SC) und mode(s) =
TERM } ist die Menge der Terminierungszusta¨nde eines Statecharts. Ein Terminierungs-
Zustand tritt im obigen Beispiel nicht auf, wurde aber in Abschnitt 4.1.1 besprochen. Off
ist ein Basis-, Light ein Oder - und System ein Und -Zustand.
Das Hierarchiekonzept fu¨hrt eine Relation zwischen Zusta¨nden ein. Direkte Unter-
zusta¨nde eines Zustands s werden durch die Relation
childs : states(SC) → ℘(states(SC))
definiert. Alle Zusta¨nde in states(SC) sind von root aus u¨ber die childs-Relation erreichbar.
Jeder Oder -Zustand s besitzt einen Zustand default(s) ∈ childs(s), der initial aktiv ist.
Fu¨r alle s′ ∈ childs(s) ist s ein Vorfahre und wird durch s = father(s′) berechnet. Dadurch
ergibt sich eine partielle Ordnung ≤ auf den Zusta¨nden, wobei root ≤ s fu¨r alle s ∈
states(SC) und s < s′ wenn s ≤ s′ und s 6= s′ gilt. Die Tiefe im Statechart depth(s)
eines Zustands s entspricht der Tiefe im Zustandsbaum. In der Zeitschaltuhr hat der Und -
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Zustand System zwei Unterzusta¨nde childs(System) = {Light, Timer}. Damit ist Light ∈
childs∗(root)4, root < System < Light und die Tiefe depth(Light) ist 2.
Der kleinste gemeinsame Vorfahre lca : ℘(states(SC)) → states(SC) einer nichtleeren
Zustandsmenge S ist der Zustand i) gro¨ßter Tiefe, der ii) alle Zusta¨nde in S umfasst. Fu¨r
alle s ∈ S und alle s′ ∈ states(SC) gilt:
i) wenn s′ ≤ S dann s′ ≤ lca(S) und
ii) lca(S) ≤ s
Analog ist der kleinste gemeinsame Oder -Vorfahre lca+(S) als Oder -Zustand gro¨ßter Tiefe
definiert, der alle Zusta¨nde in S umfasst. Da root ein Oder -Vorfahre aller Zusta¨nde ist,
existiert immer lca(S) und lca+(S). Der kleinste gemeinsame Vorfahre der Zusta¨nde On
und Timer, lca({On,Timer}), ist System und der kleinste gemeinsame Oder -Vorfahre ist
der Ausgangszustand root = lca+({On,Timer}).
Die Zusta¨nde s und s′ sind orthogonal (s⊥s′), wenn sie sich in parallelen Zusta¨nden
befinden, d. h. s /∈ childs∗(s′), s′ /∈ childs∗(s) und der kleinste gemeinsame Vorfahre
lca({s, s′}) ein Und -Zustand ist. Eine Menge von Zusta¨nden S ist orthogonal (⊥(S)),
wenn alle Zusta¨nde paarweise orthogonal sind. Eine Menge von Zusta¨nden bezeichnet man
als konsistent (↓(S)) wenn fu¨r jedes Paar von Zusta¨nden s und s′ entweder s ∈ childs∗(s′),
s′ ∈ childs∗(s) oder s⊥s′ gilt. Konsistente Mengen beschreiben Zusta¨nde, die gemeinsam
aktiv sein ko¨nnen. Die beide Zusta¨nde On und Timer liegen parallel zueinander und sind
deshalb orthogonal, d. h. es gilt ⊥({On,Timer}). Die Menge {On,Light,Timer} ist nicht
orthogonal, da On ∈ childs(Light). Die Menge ist aber konsistent, ↓(On,Light,Timer). Da-
gegen ist {On,Off,Timer} nicht konsistent, da On und Off Nachfahren desselben Oder -
Zustands Light sind.
Fu¨r S ⊆ states(SC) und ↓(S) ist die vervollsta¨ndigte Zustandskonfiguration C :=
decompl(S)5 die kleinste Menge, so dass
i) S ⊆ C,
ii) s ∈ C und s 6= root(SC), dann ist auch father(s) ∈ C,
iii) s ∈ C, mode(s) = OR und childs+(s)6 ∩ S = ∅, dann ist default(s) ∈ C und
iv) s ∈ C, mode(s) = AND , dann auch childs(s) ⊆ C.
Eine vervollsta¨ndigte Zustandskonfiguration der Zeitschaltuhr ist
decompl({On,Timer}) = {root , System,Light,On,Timer,Open},
da root , System und Light Vorfahren von On sind und Open der initiale Nachfolger von
Timer ist. Die Menge aller konsistenten, vollsta¨ndigen Zustandskonfigurationen berechnet
conf (SC) := {S | S ⊆ states(SC), ↓(S) und S = decompl(S)}.
4∗ berechnet die reflexiv transitive Hu¨lle einer Funktion.
5decompl steht fu¨r default completion.
6+ berechnet die transitive Hu¨lle einer Funktion.
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U¨berga¨nge und statische Reaktionen
Die Menge trans(SC) entha¨lt alle U¨berga¨nge eines Statecharts SC. Fu¨r einen U¨bergang
t ∈ trans(SC) liefert source(t) den Ausgangszustand und target(t) den Endzustand. Ein
U¨bergang t ist mit einem Bedingungs/Aktions-Paar c/α, beschriftet. guard(t) selektiert
die Bedingung c, action(t) die Aktion α. Der U¨bergang t4 geht von source(t4) = Close
nach target(t4) = Open, hat die Aktivierungsbedingung guard(t4) = x > 5 und die U¨ber-
gangsaktion action(t4) = sw off;x := 0, die das Ereignis sw off erzeugt und x auf Null
setzt.
Fu¨r einen U¨bergang t ist seine Region der kleinste gemeinsame Oder -Vorfahre des
Ausgangs- und Endzustandes und wird durch
scope(t) := lca+({source(t), target(t)})
berechnet. Zwei U¨berga¨nge t1 und t2 sind konsistent oder konfliktfrei (bezeichnet durch
↓(t1, t2)), d. h. sie ko¨nnen gemeinsam ausgefu¨hrt werden, wenn sie in orthogonalen Regionen
liegen, d. h. ↓(t1, t2) :⇔ scope(t1)⊥scope(t2). Eine Menge von U¨berga¨ngen T heißt konsi-
stent oder konfliktfrei ↓(T ), wenn die U¨berga¨nge paarweise konsistent sind. Die U¨berga¨nge
t1 und t4 der Zeitschaltuhr sind konsistent ↓(t1, t4), da ihre Regionen scope(t1) = Light und
scope(t4) = Timer orthogonal sind. Die U¨berga¨nge t1 und t2 sind dagegen nicht konsistent,
da beide in der Region von Light liegen.
Statische Reaktionen sreactions(SC) sind eine Menge von Paaren sr = (c, α), die an
einen Zustand s gebunden sind. Die Funktion
sreact : states(SC) → ℘(sreactions(SC))
berechnet die Menge der statischen Reaktionen eines Zustands. Fu¨r (c, α) ist ebenfalls









Die Zeitschaltuhr hat die statische Reaktion sreact(Close) = {cnt} mit guard(cnt) = tick
und action(cnt) ist x := x+ 1.
Variablen
Wir interpretieren Zusta¨nde als boolesche Variablen. Ein Statechart SC definiert neben
den Zustandsvariablen states(SC) eine davon disjunkte Menge von Ereignissen events(SC),
die ebenfalls boolesche Variablen sind, und Datenvariablen vars(SC). Wir unterteilen Er-
eignisse und Variablen in lokale Ereignisse und Variablen und Umgebungsereignisse und
-variablen (events loc(SC) bzw. vars loc(SC) und eventsenv(SC) bzw. varsenv(SC)). Zusa¨tz-
lich gibt es noch implizit definierte Ereignisse events imp(SC). Es gilt:
events(SC) := events loc(SC) ∪ eventsenv(SC) ∪ events imp(SC)
vars(SC) := vars loc(SC) ∪ varsenv(SC)
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Die Mengen events loc(SC), eventsenv(SC), events imp(SC), vars loc(SC) und varsenv(SC)
sind paarweise disjunkt. Das implizite Ereignis
tick kennzeichnet einen Makro-Schritt,
en(s) kennzeichnet das Betreten des Zustands s und
ex (s) kennzeichnet das Verlassen des Zustands s.
Diese werden u. a. in den statischen Reaktionen dazu verwendet, um entry- und exit-
Aktionen auszulo¨sen (siehe Abschnitt 4.1.1). Auf das Pra¨dikat in(s), das immer dann
wahr ist, wenn der Zustand s aktiv ist, kann hier verzichtet werden, da die (boolesche)
Zustandsvariable s u¨ber der aktuellen Belegung genau dann wahr ist, wenn s aktiv ist.
Variablen v ∈ vars(SC) ko¨nnen mit Werten aus ihrem Wertebereich initialisiert werden.
default : v → D liefert fu¨r initialisierte Variablen den Initialwert und einen beliebigen Wert
aus dem Wertebereich D von v, wenn v nicht initialisiert wird. Die Menge aller Variablen
variables(SC) eines Statecharts fasst Ereignisse, Daten- und Zustandsvariablen zusammen.
variables(SC) := states(SC) ∪ events(SC) ∪ vars(SC)
Das Beispiel der Zeitschaltuhr definiert neben den Zustandsvariablen states(SYS) lo-
kale Ereignisse events loc(SYS) = {sw off, set}, das Umgebungsereignis events env(SYS) =
{press} und das implizit definierte Ereignis events imp(SYS) = {tick}. Implizite Ereig-
nisse, die das Betreten und Verlassen von Zusta¨nden kennzeichnen, werden hier nicht
beno¨tigt und deshalb nicht aufgefu¨hrt. Die lokale Variable vars loc(SYS) = {x} wird mit
default(x) = 0 initialisiert. Dies ist in der graphischen Darstellung jedoch nicht zu sehen.
Aktivierungsbedingungen und Aktionen
Wie schon bemerkt, werden Ereignisse e als boolesche Variablen betrachtet, die speziell
behandelt werden (sie sind immer nur einen Schritt aktiv). Im Gegensatz zu Damm et al.
geben wir keine Daten, Funktionen und Pra¨dikate vor, sondern beschreiben sie durch eine
algebraische Spezifikation, die dem Statechart SC zugrunde liegt. Die Aktivierungsbedin-
gungen guard(t) bzw. guard(sr) von U¨berga¨ngen t und statischen Reaktionen sr sind also
boolesche Ausdru¨cke, die u¨ber der Signatur der Algebra und den Variablen variables(SC)
gebildet werden. Damit ko¨nnen wir Statecharts u¨ber beliebigen algebraischen Spezifika-
tionen definieren und sind nicht auf die vordefinierten Datentypen und Operatoren von
STATEMATE eingeschra¨nkt. ev(guard(t)) := {e | e ∈ vars(guard(t)) ∩ events(SC)} ist die
Menge alle Ereignisse einer Aktivierungsbedingung, wobei vars(expr) alle Variablen ei-
nes Ausdrucks expr wie u¨blich berechnet. Ein U¨berblick u¨ber algebraische Spezifikationen
findet sich in [Wir90].
Analog erweitern wir die Menge der STATEMATE-Aktionen, die bei einem Zustandsu¨ber-
gang ausgefu¨hrt werden, auf sequentielle Programme α. Die formale Semantik von sequenti-
ellen Programmen findet sich im Anhang E. Um wa¨hrend der Statechart-Schrittausfu¨hrung
auf Variablenwerte zuru¨ckgreifen zu ko¨nnen, die vor Beginn des Schrittes galten, beno¨tigen
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wir fu¨r jede Statechart-Variable eine Hilfsvariable. Die Schrittausfu¨hrung a¨ndert zuna¨chst
nur diese Hilfsvariablen. Wir definieren die Mengen der Hilfsvariablen
˜variables(SC) := {x˜ | x ∈ variables(SC)}.
Analog bezeichnet e˜vents(SC), v˜ars(SC), . . . die Menge der Hilfsvariablen fu¨r Ereignisse,
Datenvariablen, . . ..
Damit wir nun wa¨hrend der Ausfu¨hrung keine Variablenwerte u¨berschreiben, vereinba-
ren wir, dass Programme nur die Hilfsvariablen ˜variables(SC) schreiben. Die Programme
sind damit u¨ber den Variablen variables(SC) ∪ ˜variables(SC) und der zugrundeliegenden
algebraischen Spezifikation definiert. Ereignisse e ∈ events(SC) werden durch die Zuwei-
sung e˜ := true erzeugt. Ein Programm α kann sowohl lesend als auch schreibend auf
Variablen eines Statecharts SC zugreifen. Die Menge der gelesenen Variablen berechnet
read(α) und der geschriebenen Variablen write(α) (formale Definition siehe Anhang E).
Wohlgeformte Statecharts
Ein Statechart SC ist wohlgeformt, wenn i) root keine aus- und eingehenden U¨berga¨nge
besitzt, ii) U¨berga¨nge nicht u¨ber parallele Regionen hinweggehen, iii) Aktionen auf keine
Ereignisse lesend und iv) nur auf die Hilfsvariablen v˜ars(SC) ∪ e˜vents(SC) schreibend
zugreifen. Es du¨rfen in den Aktionen also keine Zustandsvariablen geschrieben werden.




ii) ∀ t ∈ trans(SC). source(t) 6⊥target(t),
iii) (events(SC) ∪ e˜vents(SC)) ∩
⋃
α∈actions(SC) read(α) = ∅ und
iv)
⋃
α∈actions(SC) write(α) ⊆ (v˜ars(SC) ∪ e˜vents(SC)).
Im Folgenden betrachten wir nur wohlgeformte Statecharts.
4.2.2 Semantik
Die Semantik von Statecharts ist eine Menge von endlichen und unendlichen Traces oder
Intervallen. Ein Trace ist eine Folge von Belegungen σ : V → D, die Variablen V in den
entsprechenden (typisierten) Wertebereich D abbilden. Die Menge aller Belegungen u¨ber
den Variablen V nennen wir
∑
(V ). Fu¨r eine Untermenge V ′ ⊆ V von Variablen ist die
Einschra¨nkung σ |V ′ einer Belegung σ ∈
∑




σ |V ′ : V
′ → D : v 7→ σ(v).
Fu¨r boolesche Variablen b ∈ V ku¨rzen wir σ(b) = true mit σ(b) ab. Im Folgenden beschrei-
ben wir, welche Variablenmenge, Ausgangsbelegung und Relation zwischen Belegungen ein
Statechart definiert und welche Belegungen konsistent sind.
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Konsistente Belegung
Eine Belegung σ nennen wir konsistent bezu¨glich eines Statecharts SC, wenn sie einer
mo¨glichen Konfiguration des Statecharts entspricht. In einer Konfiguration ist genau ein
Unterzustand eines aktiven Oder -Zustands aktiv und alle Unterzusta¨nde eines aktiven
Und -Zustands. Weiterhin werden beim Ausfu¨hren von Statecharts nur dann Umgebungser-
eignisse erzeugt, wenn keine Mikro-Schritte mehr mo¨glich sind, die lokale Ereignisse erzeu-
gen. Da vor jedem Statechart-Schritt die lokalen Ereignisse zuru¨ckgesetzt werden, ko¨nnen
bei der Ausfu¨hrung von Statecharts, startend von einer initialen Konfiguration, in einem
Makro-Schritt niemals lokale Ereignisse aktiv sein. Eine Belegung heißt also konsistent,
wenn i) die Menge der aktiven Zusta¨nde in σ konsistent ist und einer vollsta¨ndigen Zu-
standskonfiguration entspricht und ii) in einem durch tick gekennzeichneten Makro-Schritt
keine lokalen Ereignisse aktiv sind. Fu¨r S := {s | s ∈ states(SC) und σ(s)} definieren wir
die Konsistenz einer Belegung σ:
↓(σ, SC) :⇔
↓(S) und S = decompl(S) und (i)
entweder {ev | ev ∈ events loc(SC) ∪ events imp(SC) und σ(ev)} = ∅
oder σ(tick) = false
(ii)
Initiale Konfiguration
Die initiale Konfiguration oder auch Ausgangskonfiguration beschreibt die Belegung der
Variablen beim Systemstart. Das Statechart befindet sich in den Ausgangszusta¨nden und
keine Ereignisse sind aktiv. Die Variablen haben Werte entsprechend ihrer Initialisierung
bzw. einen beliebigen Wert aus ihrem Wertebereich, wenn sie nicht initialisiert werden.
Die Menge der Ausgangsbelegungen berechnet init(SC) und eine Belegung σ ist darin




true, wenn v ∈ decompl(root(SC))
false, wenn v ∈ states(SC)\decompl(root(SC))
false, wenn v ∈ events(SC)
default(v), wenn v ∈ vars(SC).
Aktivierungsbedingungen und Aktionen
Die Aktivierungsbedingungen guard(t) von U¨berga¨ngen t sind boolesche Ausdru¨cke und
werden u¨ber der zugrundeliegenden Algebra A und der aktuellen Belegung σ ausgewer-
tet. Die Semantik von [[guard(t)]]A,σ u¨ber einer algebraischen Spezifikation ist wie u¨blich
definiert [Wir90]. Fu¨r A, σ |= guard(t) schreiben wir auch σ |= guard(t), wenn die zugrun-
deliegende Algebra A fu¨r die weitere Betrachtung nicht wichtig ist.
Die Aktionen α ∈ actions(SC) sind sequentielle Programme, deren Semantik [[α]]A,σ
im Anhang E definiert ist. An dieser Stelle muss auf einen Unterschied zur STATEMATE-
Semantik von Aktionen aufmerksam gemacht werden. In STATEMATE wird ‘;’ als Parallel-
komposition verstanden, d. h. die Variablen beziehen sich immer auf den Wert vor Beginn
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der Schrittausfu¨hrung. So ist y nach Ausfu¨hren der Aktion x := 5; y := x+1 um eins gro¨ßer
als der Wert von x vor der Aktion. y ist also nicht notwendigerweise 6. Im Gegensatz dazu
kennzeichnet ‘;’ in sequentiellen Programmen eine sequentielle Programmkomposition und
der Wert von y nach Ausfu¨hren der obigen Aktion ist 6, unabha¨ngig von der Belegung
von x vor der Ausfu¨hrung. Fu¨r die sequentielle Semantik gibt es in STATEMATE sogenann-
te Kontextvariablen $x, die sich auf den Wert der Variablen beziehen, der sich aus dem
Kontext (vorhergehende Aktionen) ergibt. Die STATEMATE-Aktion $x := 5; y := $x + 1
berechnet also dasselbe Resultat wie das sequentielle Programm x := 5; y := x + 1. Kon-
textvariablen sind in Schleifen notwendig, um Variablen in Schleifenru¨mpfen u¨berhaupt
a¨ndern zu ko¨nnen.
Unserer Erfahrung nach muss man eher selten auf Variablenwerte zuru¨ckgreifen, die
vor der Schrittausfu¨hrung galten. Um na¨her an der u¨blichen Programmsemantik zu blei-
ben, verwenden wir Variablen deshalb wie Kontextvariablen. Wir haben Aktionen u¨ber
den Hilfsvariablen ˜variables(SC) definiert und weisen vor Ausfu¨hrung aller Aktionen den
Variablen x˜ den aktuellen Wert von x zu. Das Programm x˜ := 5; y˜ := x˜+1 entspricht dann
der STATEMATE-Aktion $x := 5; y := $x+1. Deshalb a¨ndern in wohlgeformten Statecharts
Aktionen die Variablen x ∈ variables(SC) nicht, sondern sie enthalten immer den Varia-
blenwert von x vor Ausfu¨hrung der Aktionen. Die STATEMATE-Aktion x := 5; y := x + 1
erhalten wir deshalb durch das Programm x˜ := 5; y˜ := x + 1. Wenn wir STATEMATE-
Aktionen in Programme u¨bersetzen, ersetzen wir alle Kontextvariablen und in schreibenden
Zugriffen die Variablen x ∈ variables(SC) durch die entsprechende Hilfsvariable x˜.
Berechnung maximaler Mengen konfliktfreier U¨berga¨nge
Ist in einem Zustand ein U¨bergang mo¨glich, so muss er ausgefu¨hrt werden. In parallelen
Zusta¨nden ko¨nnen mehrere U¨berga¨nge gleichzeitig ausgefu¨hrt werden. Es ist aber nicht
erlaubt, mehrere U¨berga¨nge eines Oder -Zustands gleichzeitig auszufu¨hren. Mengen von
U¨berga¨ngen, die diese Bedingungen erfu¨llen, nennen wir maximale Menge konfliktfreier
U¨berga¨nge.
Ein U¨bergang t ∈ trans(SC) kann ausgefu¨hrt werden (es gilt en(t)), wenn der Aus-
gangszustand aktiv ist und die Aktivierungsbedingung zu true evaluiert. Auf Umgebungser-
eignisse darf zusa¨tzlich nur zu Beginn eines Makro-Schrittes reagiert werden. Deshalb for-
dern wir fu¨r Umgebungsereignisse in guard(t), dass zusa¨tzlich das tick -Ereignis gelten muss,
d. h. wir erweitern die Definition von guard(t) zu
guard(c/α) :=
{
c ∧ tick , wenn ev(c) ∩ eventsenv(SC) 6= ∅
c, sonst.
Ein U¨bergang ist dann aktiviert, d. h. es gilt en(t), wenn der Ausgangszustand aktiv ist
und die Aktivierungsbedingung gilt.
σ |= en(t) :⇔ σ(source(t)) und σ |= guard(t)
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Relativ zu einem Zustand s und einer Belegung σ berechnet steps(σ, s) ∈ ℘(℘(trans(SC)))
nach Damm et al. [DJHP98] die maximale Menge konfliktfreier U¨berga¨nge, und ist wie
folgt definiert:
1. mode(s) ∈ {BASIC ,TERM }:
steps(σ, s) := ∅
2. mode(s) = AND :
Sei {s1, . . ., sn} = childs(s):
steps(σ, s) := {st1 ∪ . . . ∪ stn|sti ∈ steps(σ, si)}
3. mode(s) = OR:
Sei T = {t1, . . ., tk} = {t|scope(t) = s und σ |= en(t)}
(a) T = ∅:
s′ ist der (einzige) Nachfolger von s in σ7:
steps(σ, s) := steps(σ, s′)
(b) T 6= ∅:
die U¨berga¨nge in T haben dieselbe Priorita¨t und stehen deshalb alle in Konflikt
zueinander.
steps(σ, s) := {{t1}, . . ., {tk}}
Fu¨r konsistente Belegungen σ berechnet steps(σ, s) konsistente U¨bergangsmengen. Es gilt:
wenn ↓(σ, SC) und st ∈ steps(σ, s) dann ↓(st).
Die Konsistenz von st folgt induktiv u¨ber die Tiefe von s, da in den Berechnungsschritten
1-3 U¨berga¨nge nur konsistent zur Lo¨sungsmenge hinzugefu¨gt werden.
Bezu¨glich eines Statecharts SC berechnet, ausgehend von einer Belegung σ, Steps(σ)
= steps(σ, root(SC)) alle mo¨glichen U¨bergangsmengen, die ausgefu¨hrt werden ko¨nnen. Fu¨r
st ∈ Steps(σ) berechnen die Funktionen exited(st), entered(st) und active(st) je eine Menge
von Zusta¨nden, die beim Ausfu¨hren von st verlassen werden, betreten werden, bzw. vor
und nach dem Ausfu¨hren von st aktiv sind durch
exited(st) := {s | ∃ t. t ∈ st mit scope(t) < s} ∩ {s | σ(s)},
active(st) := {s | σ(s)}\exited(st) und
entered(st) := decompl(active(st) ∪
⋃
t∈st{target(t)})\active(st).
Nun ko¨nnen alle Aktionen eines Schritts action set(st, σ) berechnet werden. Neben den
Aktionen der selektierten U¨berga¨nge werden in einem Schritt die Aktionen der statischen
7{s′} = S′ wobei S′ := {sˆ | sˆ ∈ childs(s) und σ(sˆ)}. Die Menge S ′ ist in einer konsistenten Belegung σ
immer einelementig.
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Reaktionen ausgefu¨hrt, die in aktiven Zusta¨nden s ∈ active(st) sind und deren Aktivie-
rungsbedingung gilt. Analog zu U¨berga¨ngen ko¨nnen wir ein Pra¨dikat en(sr) fu¨r statische
Reaktionen definieren.
σ |= en(sr) :⇔ ∃ s.s ∈ active(st) und sr ∈ sreact(s) und σ |= guard(sr)
Die Menge aller Aktionen eines Schritts berechnet sich dann durch
action set(st, σ) :=
⋃
t∈st{action(t)} ∪ {action(sr) | σ |= en(sr)}.
Ausfu¨hren eines Schrittes
Ein Statechart-Schritt ist der U¨bergang einer Belegung σ in die Nachfolgebelegung σ′ und
wird relativ zu einem Statechart SC und einer Algebra A durch die U¨bergangsrelation
ρstepSC,A beschrieben. Ist das zugrundeliegende Statechart und die Algebra gegeben, schrei-
ben wir ρstep statt ρstepSC,A . Ein Schritt besteht entweder aus einem Mikro-Schritt ρmicro
oder einem Makro-Schritt ρmacro, d. h.
ρstep := ρmicro ∪ ρmacro.
Ausgehend von der aktuellen Belegung σ berechnen wir die Menge der mo¨glichen Schritte
Steps(σ). Ist diese Menge leer, findet ein Makro-Schritt statt. Sonst wa¨hlen wir (nichtde-
terministisch) eine U¨bergangsmenge st ∈ Steps(σ) und fu¨hren einen Mikro-Schritt aus.
Mikro-Schritt Wir ko¨nnen einen Mikro-Schritt ausfu¨hren, wenn aus der aktuellen Kon-
figuration heraus Schritte mo¨glich sind und das Statechart nicht terminiert wurde. Zu-
erst kopieren wir die Werte der Ereignisse und Datenvariablen x in die Hilfsvariablen
x˜ ∈ e˜vents(SC) ∪ v˜ars(SC), damit diese die aktuellen Werte enthalten, und fu¨hren die
Schrittberechnung auf diesen Kopien aus. Damit werden wa¨hrend der Schrittberechnung
die Werte der Statechart-Variable nicht u¨berschrieben und wir ko¨nnen auf die Werte vor
Beginn der Schrittberechnung zuru¨ckgreifen. Bevor wir dann die Aktionen des Schritts
ausfu¨hren, setzen wir die lokalen Ereignisse, da sie immer nur einen Schritt aktiv sind,
und das tick -Ereignis fu¨r den na¨chsten Schritt zuru¨ck. Umgebungsereignisse setzen wir
nur nach einem Makro-Schritt zuru¨ck (wenn also σ(tick) gilt). Damit sind Umgebungser-
eignisse, die wa¨hrend einer Kette von Mikro-Schritten berechnet werden, bis zum Ende
eines Makro-Schrittes sichtbar (sie lo¨sen aber nur dann einen U¨bergang aus, wenn tick
den ersten Mikro-Schritt nach einem Makro-Schritt kennzeichnet). Damit ko¨nnen wir al-
le Ausgabeereignisse, die wa¨hrend der Mikro-Schritte berechnet werden, am Ende eines
Makro-Schrittes beobachten. Das Zuru¨cksetzen der Ereignisse beeinflusst die Ausfu¨hrung
der Aktionen α nicht, denn in den Aktionen wird auf Ereignisse nur schreibend zugegriffen.
Nach dem Ausfu¨hren der Aktionen mu¨ssen noch die abgeleiteten Ereignisse aktualisiert,
die verlassenen Zusta¨nde aus der aktuellen Konfiguration gelo¨scht, die neu betretenen
Zusta¨nde in die aktuelle Konfiguration aufgenommen und schließlich die Werte der Hilfs-
variablen in die Statechart-Variablen zuru¨ckkopiert werden. Formal beschreiben wir dies
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durch die Relation
σ0ρmicroσ1 :⇔ ∃ st ∈ Steps(σ), n ∈ IN, α = α1; . . .;αn mit (1)
{α1, . . ., αn} ∈ action set(st, σ) und σ0ρmicroα,stσ1
mit
ρmicroα,st := ρalive ◦ ρcopy ◦ ρreset ◦ ρexecα ◦ ρupdst ◦ ρset ◦ ρstatesst .
Wir ko¨nnen einen Mikro-Schritt ausfu¨hren, wenn in der aktuellen Belegung kein Ter-
minierungszustand s ∈ term(SC) aktiv ist.
σρaliveσ
′ :⇔ ∀ s ∈ term(s). σ(s) = false und σ = σ′
Die Funktion copy kopiert die aktuellen Werte der Variablen und Ereignisse eines State-








′ :⇔ σ′ = copy(σ)
Dann werden alle lokalen Ereignisse zuru¨ckgesetzt und, falls zuvor ein durch tick gekenn-




false, wenn v ∈ ˜events loc(SC) ∪ ˜events imp(SC) ∪ {t˜ick}




′ :⇔ σ′ = reset(σ)
Danach werden die Aktionen als sequentielle Programme ausgefu¨hrt. In wohlgeformten
Statecharts a¨ndern Programme nur die Hilfsvariablen x˜ und wir erhalten beim Zugriff auf
x immer den Wert vor Schrittausfu¨hrung. Wir ko¨nnen deshalb die Aktionen sequentiell
ausfu¨hren. Damit Schreibkonflikte (zwei U¨berga¨nge weisen einer Variablen verschiedene
Werte zu) indeterministisch aufgelo¨st werden, mu¨ssen sa¨mtliche Ausfu¨hrungsreihenfolgen




mit der u¨blichen Programmsemantik (siehe Anhang E). Anschließend werden die abgelei-
teten Ereignisse gesetzt. Es gilt:
σρupdstσ
′ :⇔ σ′ = upd impl(st, σ)
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fu¨r
upd impl(st, σ)(v) :=


true, wenn v ≡ e˜, e = ex (s) und s ∈ exited(st)
true, wenn v ≡ e˜, e = en(s) und s ∈ entered(st)
σ(v), sonst.
Nun stehen in den Hilfsvariablen die durch den Statechart-Schritt berechneten Werte, die
wir schließlich noch in die Statechart-Variablen zuru¨ckkopieren mu¨ssen. Mit
set(σ)(v) :=
{




′ :⇔ σ′ = set(σ).
Schließlich mu¨ssen die aktiven Zusta¨nde des na¨chsten Schrittes gesetzt werden. Mit
upd states(st, σ)(v) :=


true, wenn v ∈ active(st) ∪ entered(st)




′ :⇔ σ′ = upd states(st, σ).
Mit σρmicroσ
′ fu¨hren wir dann einen Mikro-Schritt von der Belegung σ nach σ ′ aus.
Makro-Schritt Sobald sich das Statechart SC in einem stabilen Zustand befindet, in
dem kein Mikro-Schritt mehr mo¨glich ist, und das Statechart noch nicht terminiert wurde,
fu¨hrt es einen Makro-Schritt aus.
ρmacro := ρstable ◦ ρalive ◦ ρcopy ◦ ρreset ◦ ρset ◦ ρtick ◦ ρinput
Er setzt zuna¨chst alle lokalen Ereignisse zuru¨ck, erzeugt dann das tick -Ereignis und liest
(zufa¨llige) Ereignisse und Variablenbelegungen von der Umgebung ein. Die Relation ρset
muss gelten, da das Zuru¨cksetzen der lokalen Variablen nur in den Hilfsvariablen geschieht
und ρset die A¨nderungen an die Statechart-Variablen der Nachfolgebelegung weitergibt.
Mit
σρstableσ
′ :⇔ Steps(σ) = ∅ ∧ σ = σ′,
σρtickσ
′ :⇔ σ′ = σ[tick/true],
σρinputσ
′ :⇔ ∀ v. v ∈ variables(SC)/(vars env(SC) ∪ eventsenv(SC))
⇒ σ(v) = σ′(v),
und σρmacroσ
′ fu¨hren wir eine Makro-Schritt von σ nach σ′ aus.
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Statechart Trace
Ein Statechart SC definiert die Menge der Variablen variables(SC) und Folgen von Bele-
gungen (σ0, σ1, . . ., σn), auch Traces genannt, mit σi ∈
∑
(variables(SC)). Traces ko¨nnen
sowohl endliche als auch unendliche Folgen sein. Die La¨nge eines endlichen Traces pi =
(σ0, σ1, . . ., σn) ist len(pi) = n, die eines unendlichen Traces pi
′ ist len(pi′) = ∞. Ein-
schra¨nkungen auf Belegungen ko¨nnen auf eine Folge von Belegungen pi = (σ0, σ1, . . .) wie
folgt ausgedehnt werden:
pi |V ′ := (σ0 |V ′ , σ1 |V ′ , . . .)
Ein Statechart SC definiert eine Menge maximaler Traces tracesiA(SC) u¨ber einer Algebra
A, durch
tracesiA(SC) :={(σ0, . . ., σn) | n ∈ IN∞, σ0 ∈ init(SC), σj ρstepSC,A σj+1
und σn /∈ dom(ρstepSC,A)}.
Ein Statechart-Trace beginnt in einer initialen Belegung, die einzelnen Belegungen genu¨gen
der Statechart-Relation und die letzte Belegung eines endlichen Traces hat keinen Nach-
folger.
Die Semantik eines Statecharts SC definieren wir schließlich u¨ber der Menge V al-
ler Variablen. Die Belegung der Variablen variables(SC) sollen sich dabei entsprechend
der Statechart-Relation a¨ndern, wa¨hrend die Belegung aller anderen Variablen nicht einge-
schra¨nkt wird. Die auf die Statechart-Variablen eingeschra¨nkte Folge von Belegungen muss
also in der Tracemenge des Statecharts enthalten sein.
[[SC]]iA := {pi | pi[j] ∈
∑
(V ), pi |variables(SC)∈ traces
i
A(SC)}
Wir sprechen damit in der Semantik explizit auch u¨ber Mikro-Schritte. Dies ist fu¨r die
spa¨tere interaktive Verifikation notwendig, damit der Benutzer die einzelnen Beweisschritte
nachvollziehen kann. Die A¨nderungen, die sich von Makro- zu Makro-Schritt ergeben, sind
meist zu komplex, als dass sie der Benutzer verstehen kann. Trotzdem haben wir eine
Makro-Schritt-Semantik definiert, denn die Umgebungsereignisse werden nur zu Makro-
Schritten eingelesen.
4.3 Spezifikation von Fehlverhalten
Im Folgenden beschreiben wir einige Mo¨glichkeiten, wie man Fehlverhalten (von Hardwa-
rekomponenten) mit Statecharts beschreiben kann. Die Beschreibung von Fehlverhalten ist
fu¨r die formale FTA sehr wichtig, da sie auf einem Modell basiert, das die Wirklichkeit
realistisch widerspiegeln soll. Mo¨gliche Ausfa¨lle von Komponenten sollen also im formalen
Modell beru¨cksichtigt werden. Wir beschra¨nken uns auf den Ausfall oder Defekt von Kom-
ponenten und beschreiben keine Fehler, wie sie in der Netzwerkkommunikation auftreten
(z. B. Nachricht geht verloren, kommt zu fru¨h, . . .).
Ausfa¨lle und Defekte einer Komponente ko¨nnen verschiedener Art sein. Entweder eine
Komponente agiert, obwohl es nicht no¨tig ist (fault of commission), oder eine Komponente
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agiert nicht, obwohl es no¨tig ist (fault of omission). Die erste Fehlerart tritt beispielswei-
se bei einem Relais auf, das nur geo¨ffnet ist, wenn Strom anliegt. Bei einem Stromausfall
kann es sich dann unerwu¨nscht schließen und einen Vorgang starten, der von einem zweiten
Stromkreis gesteuert wird. Modelliert man diesen Fehlerfall mit Statecharts, so wird ein
Zustandsu¨bergang oder eine Aktion ausgelo¨st, ohne dass sie durch ein Ereignis oder eine


















Abbildung 4.7: Komponente agiert, obwohl es nicht no¨tig ist
besprochene Relais modelliert ist. Der Zustand open kann durch Abschalten des Stroms
durch das Ereignis p off (power off) verlassen werden. In Abbildung 4.7 b) ist das Relais
mit dem Fehler
”
Stromausfall“ modelliert. Zusa¨tzlich wurde der Fehleru¨bergang ¬ p off
hinzugefu¨gt, durch den open indeterministisch verlassen werden kann, ohne auf das Ereignis
p off zu reagieren. Das Relais kann so spontan schließen und modelliert einen plo¨tzlichen
Stromausfall. Der Indeterminismus wurde gewa¨hlt, da ein Fehler passieren kann, aber nicht
muss. Durch diese Modellierung kann zu jedem Zeitpunkt der Fehlerfall auftreten. Alter-
nativ dazu kann eine boolesche Umgebungsvariable err eingefu¨hrt werden, die beliebig
wahr oder falsch werden kann. Diese Mo¨glichkeit ist in Abbildung 4.7 c) spezifiziert. Die
Umgebung lo¨st dann den Fehler irgendwann aus.
Im Allgemeinen mu¨ssen bei Fehlern, die unno¨tige Aktionen oder Zustandswechsel aus-
lo¨sen, zusa¨tzliche U¨berga¨nge oder Aktivierungsereignisse in das Statechart-Modell ein-
gefu¨hrt werden.
Betrachten wir nun den Fehler einer Komponente, die nicht reagiert, obwohl es no¨tig ist.
Z. B. kann ein verklebtes Relais, das im Normalfall bei anliegendem Strom schließen soll,
trotz vorhandenen Stroms nicht schließen. Diese Fehlerart kann weiter in drei verschiedene
Kategorien eingeteilt werden.
• permanenter Fehler
Eine Komponente hat einen permanenten Fehler, wenn sie dauerhaft ihre geforderte
Funktionalita¨t nicht erfu¨llen kann.
• intermittierender Fehler (Aussetzer)
Ein intermittierender Fehler ist ein sich sporadisch wiederholendes Fehlverhalten.
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• transienter Fehler (flu¨chtiger Fehler)
Bei einem transienten Fehler kann eine Komponente ihre geforderte Funktionalita¨t
voru¨bergehend nicht erfu¨llen.
In Abbildung 4.8 betrachten wir ein Relais, das bei anliegendem Strom schließen soll und

























Abbildung 4.8: Komponente agiert nicht, obwohl es no¨tig ist
ist das korrekte Verhalten modelliert. Das Relais ist initial geo¨ffnet und durch Anlegen
von Strom (Ereignis p on) wird es geschlossen. Bei einem permanenten Fehler verliert das
Relais die Mo¨glichkeit zu o¨ffnen. Um dies zu modellieren, fu¨gen wir in Abbildung 4.8 b)
einen Fehlerzustand openko hinzu, der indeterministisch eingenommen werden kann. Da
das Relais auch im Fehlerfall geo¨ffnet ist, fu¨hren wir einen Zustand openok ein, dem die
U¨berga¨nge des Zustands open im Modell ohne Fehler zugeordnet werden, und fassen die
beiden Zusta¨nde openok und openko zu einem Zustand open zusammen. Der u¨bergeordnete
Zustand open kennzeichnet, dass das Relais fehlerhaft oder korrekterweise geo¨ffnet ist.
Ein intermittierender Fehler kann einfacher modelliert werden. Hier verliert die Kompo-
nente zeitweise die Mo¨glichkeit, auf Ereignisse zu reagieren. Anstatt beim Ereignis p on in
den Zustand close zu wechseln, kann das Statechart indeterministisch im Zustand open ver-
bleiben (siehe Abbildung 4.8 c)). Dies kann immer wieder geschehen, solange der Zustand
open aktiv ist.
Ein transienter Fehler unterscheidet sich vom intermittierenden Fehler dadurch, dass er
einmal auftritt und dann eine bestimmte Zeit lang anha¨lt. Wir modellieren einen flu¨chtigen
Fehler wie in Abbildung 4.8 d) zu sehen. Wir ko¨nnen indeterministisch in den Fehlerzu-
stand openko u¨bergehen (ko ist initial wahr), von dem aus nicht auf die Ereignisse anderer
Komponenten reagiert wird. Nach einer bestimmten Zeit verlassen wir durch den indetermi-
nistischen U¨bergang den Fehlerzustand wieder. Wie im Fall 4.8 b) fassen wir die Zusta¨nde
openok und openko zu einem Zustand open zusammen. Damit der U¨bergang von openok
nach openko nur einmal genommen werden kann, setzen wir die U¨bergangsbedingung ko
beim ersten U¨bergang auf falsch. Damit wird dieser U¨bergang fu¨r jeden weiteren Schritt
deaktiviert.
Im Allgemeinen modellieren wir Fehler, bei denen eine Komponente nicht reagiert, ob-
wohl sie sollte, durch zusa¨tzliche U¨berga¨nge und Fehlerzusta¨nde. In keinem der Beispiele
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wurden Fehler durch Weglassen von U¨berga¨ngen modelliert. Dadurch wu¨rde die Mo¨glich-
keit, korrekt zu reagieren, verloren gehen. Wir wu¨rden eine Komponente modellieren, die
nur falsch reagiert. Um dies zu vermeiden, werden mo¨gliche Fehler immer durch indeter-
ministische U¨berga¨nge modelliert.
Wird die Makro-Schritt-Semantik von STATEMATE benutzt, ist folgendes zu beach-
ten. Diese Semantik fu¨hrt bei obigen Modellierungen von Fehlverhalten durch indeter-
ministische U¨berga¨nge zu endlosen Folgen von Mikro-Schritten. Beim asynchronen Zeit-
modell muss daher dafu¨r gesorgt werden, dass der Fehleru¨bergang nur einmal in einem
Makro-Schritt erfolgt. Dies kann leicht durch Synchronisation der zusa¨tzlich eingefu¨hr-
ten Fehleru¨berga¨nge mit einem Makro-Schritt geschehen. In der Statechart-Semantik aus
Abschnitt 4.2.2, die immer Makro-Schritte betrachtet, benutzen wir das tick -Ereignis zur
Kennzeichnung eines Makro-Schrittes. Nur wenn tick gilt, wird ein zusa¨tzlich eingefu¨hrter
Fehleru¨bergang ausgefu¨hrt.
Diese Beispiele sollen genu¨gen, um die Mo¨glichkeit zur Spezifikation von Fehlverhal-





Fahrbetrieb“ genu¨gte uns fu¨r die Modellierung die Muster aus Abbildung 4.7 c) und 4.8 c)
fu¨r intermittierende Fehler (siehe z. B. Abbildung 7.2 fu¨r den Drucktank).
KAPITEL 5
Formale Fehlerbaumanalyse
Mit formalen Methoden werden pra¨zise Systemspezifikationen erstellt. Mathematische No-
tationen helfen, Inkonsistenzen zu erkennen und nachzuweisen. Mit Beweiskalku¨len kann
zusa¨tzlich u¨berpru¨ft werden, ob formal spezifizierte (Sicherheits-) Anforderungen von der
Systemspezifikation erfu¨llt werden. Die Integration der FTA mit formalen Methoden er-
mo¨glicht es, dieses Vorgehen auch auf Fehlerba¨ume anzuwenden. Die Idee der formalen
FTA ist, aus einem Fehlerbaum Anforderungen zu erzeugen, die beschreiben, dass (i) Ur-
sachen im Fehlerbaum zur Wirkung fu¨hren und (ii) es keine weiteren Ursachen fu¨r die
Wirkung gibt. Die Anforderungen dru¨cken die Korrektheit und Vollsta¨ndigkeit eines Feh-
lerbaums aus. Die Korrektheits- und Vollsta¨ndigkeitsbedingungen ko¨nnen dann u¨ber dem
formalen Modell gepru¨ft werden. Die FTA wird eine formale Technik.
Die Vollsta¨ndigkeit ist die wesentliche Eigenschaft eines Fehlerbaums, denn sie garan-
tiert, dass bei der FTA nachweisbar alle Ursachen fu¨r die untersuchte Gefa¨hrdung beru¨ck-
sichtigt wurden. Die Korrektheit ist eine wu¨nschenswerte Eigenschaft. Sie zeigt, dass in der
FTA nur Ereignisse als Ursachen betrachtet werden, die etwas zum Gefa¨hrdungspotential
beitragen. Die Korrektheit validiert den Fehlerbaum.
Die Sta¨rke der FTA ist, dass die berechneten minimalen Schnittmengen zur qualitati-
ven und quantitativen Sicherheitsbewertung herangezogen werden ko¨nnen. Um die Sicher-
heitsbewertung auch fu¨r formale Modelle anwenden zu ko¨nnen, darf die Bedeutung der
minimalen Schnittmengen nicht verloren gehen. Die wichtigste Eigenschaft der minimalen
Schnittmengen ist, dass, sobald ein Ereignis einer minimalen Schnittmenge ausgeschlos-
sen werden kann, diese Schnittmenge die untersuchte Gefa¨hrdung nicht mehr verursachen
kann. Die Formalisierung der FTA muss also so gewa¨hlt werden, dass sie die Eigenschaften
der Schnittmengen erha¨lt. Gelingt dies, profitiert nicht nur die FTA von der Integration
mit den formalen Methoden. Die formalen Methoden gewinnen die Mo¨glichkeit, neben
der funktionalen Korrektheit auch Aussagen u¨ber die Robustheit eines Modells bezu¨glich
Ausfa¨llen und Defekten von Komponenten zu treffen. Dies ist eine neue Qualita¨t forma-
ler Methoden. Außerdem hilft die FTA Sicherheitseigenschaften systematisch abzuleiten,
die fu¨r ein Modell gepru¨ft werden sollen. Ein globales Sicherheitsziel, wie der Ausschluss
einer Gefa¨hrdung, wird mit der FTA auf Anforderungen an einzelne Systemkomponenten
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heruntergebrochen.
Wir arbeiten im Folgenden pra¨zise Anforderungen fu¨r eine FTA-Semantik heraus. Dabei
wird sich zeigen, dass zeitliche Eigenschaften fu¨r dynamische Systeme eine wichtige Rolle
spielen. Um zeitliche Eigenschaften ausdru¨cken zu ko¨nnen, formalisieren wir die FTA in
Intervalltemporallogik (ITL), die wir kurz vorstellen werden. Dann definieren wir die Se-
mantik der FTA in ITL und beweisen mit dem minimalen Schnittmengen-Theorem, dass
die Bedeutung der Schnittmengen nach Abschnitt 2.2.2 durch unsere Formalisierung erhal-
ten bleibt. Abschließend vergleichen wir unseren Ansatz der formalen FTA mit Arbeiten
aus der Literatur. Diesen Vergleich greifen wir in Kapitel 8 nochmals auf und gehen dort
detailliert auf die semantischen Unterschiede verschiedener FTA-Formalisierungen ein.
5.1 Motivation der FTA-Semantik
Die Integration der FTA mit formalen Methoden soll den Nachweis von Korrektheits- und
Vollsta¨ndigkeitseigenschaften von Fehlerba¨umen ermo¨glichen. Ein Fehlerbaum ist korrekt,
wenn die Basisereignisse in den minimalen Schnittmengen die untersuchte Gefa¨hrdung ver-
ursachen ko¨nnen, und vollsta¨ndig, wenn nur die in den minimalen Schnittmengen enthal-
tenen Basisereignisse die Gefa¨hrdung verursachen ko¨nnen (es also keine anderen Ursachen
gibt). Die Korrektheit und Vollsta¨ndigkeit stellen damit eine Beziehung zwischen den mi-
nimalen Schnittmengen und der untersuchten Gefa¨hrdung dar.
Fu¨r die Integration der FTA mit formalen Methoden mu¨ssen wir die Ereignisse einer
FTA im Sprachgebrauch formaler Modelle ausdru¨cken. Fu¨r die formale FTA sind Ereig-
nisse Formeln u¨ber dem formalen Modell. Da wir die Semantik der FTA in ITL spezifizie-
ren, werden Ereignisse durch ITL-Formeln beschrieben. Wir unterscheiden punktuelle und
temporale Ereignisse (siehe Abschnitt 2.2.1, Seite 9). Im Gegensatz zu einem temporalen
Ereignis hat ein punktuelles Ereignis keinen zeitlichen Verlauf und wird durch pra¨dikaten-
logische Formeln – eine Teilmenge der ITL-Formeln – beschrieben. Entsprechend definieren
wir ein temporales Ereignis durch ITL-Formeln, die nicht in der Teilmenge der pra¨dikaten-
logischen Formeln liegen.
Eine mo¨gliche Alternative der Semantikdefinition fu¨r die FTA ist, die Beziehung zwi-
schen den minimalen Schnittmengen und der Gefa¨hrdung direkt zu formalisieren und die
Gatter eines Fehlerbaums u¨berhaupt nicht zu betrachten. Wenn jedoch die FTA-Semantik
nur u¨ber der Gefa¨hrdung und den minimalen Schnittmengen definiert ist, verliert man
eine Sta¨rke der FTA: die strukturierte Analyse von Ursachen fu¨r eine Gefa¨hrdung u¨ber
die Zwischenereignisse im Fehlerbaum. Deshalb haben wir diese Alternative verworfen und
formalisieren die einzelnen Gatter im Fehlerbaum. Jedem Gatter ordnen wir eine Formel
zu, die lokal die Semantik des Gatters beschreibt. Diese Formel beschreibt die Beziehung
zwischen der Ursache und den Unterereignissen eines Gatters. Die Semantik eines Fehler-
baums ist dann die Konjunktion aller Formeln der Fehlerbaumgatter.
Im Folgenden definieren wir die Anforderungen fu¨r die Formalisierung der Fehler-
baumgatter. Wir betrachten Gatter, die eine Wirkung ψ mit zwei Ursachen ϕ1 und ϕ2
verknu¨pfen. Die Verallgemeinerung auf mehrere Ursachen ist offensichtlich und wird der
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U¨bersichtlichkeit halber weggelassen. Um die Anforderungen herauszuarbeiten, betrachten
wir nochmals den Fehlerbaum
”
Kollision“ fu¨r den funkbasierten Bahnu¨bergang (siehe Ab-
























Die klassische FTA beschreibt die Bedeutung der Und - bzw. Oder -Gatter informell als
Konjunktion bzw. Disjunktion [VGRH81, Lei95]. Die Korrektheit – Ursachen fu¨hren zur
Wirkung – ist formal die Implikation ϕ1 ∧ ϕ2 → ψ fu¨r ein Und - bzw. ϕ1 ∨ ϕ2 → ψ fu¨r
ein Oder -Gatter. Die Vollsta¨ndigkeit – es kann nicht sein, dass die Wirkung auftritt und
nicht die Ursachen, formalisiert als ¬ (ψ ∧ ¬ (ϕ1 ∧ ϕ2)) bzw. ¬ (ψ ∧ ¬ (ϕ1 ∨ ϕ2)) – ist
die umgekehrte Implikation. D. h. ψ → (ϕ1 ∧ ϕ2) formalisiert die Vollsta¨ndigkeit des Und -
und ψ → (ϕ1 ∨ ϕ2) des Oder -Gatters.
Bei einer formalen FTA fu¨hrt die Konjunktions/Disjunktions-Semantik jedoch leicht
dazu, dass der Fehlerbaum nach der Formelstruktur der Ereignisse aufgebaut wird. Die
Wirkung ψ := ϕ1 ∧ ϕ2 wird durch ein Und -Gatter mit den Ursachen ϕ1 und ϕ2 verknu¨pft.
Diese Vorgehensweise fu¨hrt nicht immer zum Erfolg. Sehen wir uns dazu die Gefa¨hrdung
”
Kollision“
Zug auf Bahnu¨bergang, Schranken nicht geschlossen (1)
an. Die Ursachen fu¨r die Kollision sind nach diesem Ansatz Zug auf Bahnu¨bergang und
Schranken nicht geschlossen. Jedoch ist keine der beiden Ursachen fu¨r sich genommen ein
Fehler, und es ist sicher nicht gewu¨nscht, einen Bahnu¨bergang zu spezifizieren, der entwe-
der Zug auf Bahnu¨bergang oder Schranken nicht geschlossen verhindern muss, um einen
sicheren Betrieb zu gewa¨hrleisten. Deshalb ist im Allgemeinen die Zerlegung nach der For-




Hansen et al. definieren in [HRS98] die Semantik der Fehlerbaumgatter als Konjunktion
bzw. Disjunktion und pra¨sentieren prompt einen Beispiel-Fehlerbaum, der diesen metho-
dischen Fehler entha¨lt.
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Kehren wir nochmals zur Abbildung 5.1 zuru¨ck, in der die Kollision in die beiden
Ursachen
keine Freigabe, Zug bremst nicht (2)
oder
Freigabe, Schranken nicht geschlossen (3)
zerlegt ist. Die Analyse des Zwischenereignisses 3 ergibt die beiden Ursachen
Bahnu¨bergang erteilt Freigabe, obwohl Schranken nicht geschlossen (4)
oder
Schranken o¨ffnen, obwohl Freigabe. (5)
Die Zerlegung G3 von Ereignis (3) zu Ereignis (4) oder Ereignis (5) zeigt einen weite-
ren Grund, warum eine boolesche Konjunktions/Disjunktions-Semantik nicht ausreichend
ist. Die Ursache (5) kann nicht gleichzeitig mit der Wirkung (3) auftreten. Die Schran-
ken mu¨ssen zuerst o¨ffnen, d. h. die Ursache muss zeitlich vor der Wirkung liegen. Solche
Ursache/Wirkungs-Verknu¨pfungen (UW-Verknu¨pfungen) ko¨nnen nicht mit der booleschen
Semantik ausgedru¨ckt werden. In einer fru¨heren Arbeit haben Hansen et al. [HRS94] ei-
ne Fehlerbaumsemantik angegeben, die Ursache/Wirkungs-Beziehungen beschreibt. Diese
Semantik hat jedoch eine Schwa¨che bei temporalen Ereignissen (siehe dazu Abschnitt 5.5
und Kapitel 8) und wurde in spa¨teren Arbeiten wieder verworfen.
Um Ursache/Wirkungs-Beziehungen in Fehlerba¨umen ausdru¨cken zu ko¨nnen, fu¨hren
wir zusa¨tzlich zu den herko¨mmlichen Und - bzw. Oder -Gattern weitere, sogenannte Ur-
sache/Wirkungs-Gatter (UW -Gatter), ein und nennen die herko¨mmlichen Gatter Zerle-
gungs- bzw. Z -Gatter. Im Fehlerbaum
”
Kollision“ ist das Gatter G1 ein Z-Oder -Gatter, das
Gatter G3 ein UW-Oder -Gatter. Eine Unterscheidung zwischen Zerlegungs- und Ursache/-
Wirkungs-Gatter haben auch Bruns und Anderson [BA93] getroffen. Zusa¨tzlich mu¨ssen wir
bei UW-Und -Gattern noch zwei Fa¨lle unterscheiden. Entweder die Ursachen mu¨ssen gleich-
zeitig, synchron, auftreten, damit die Ursache eintritt, oder es genu¨gt, wenn sie asynchron
auftreten.
Betrachten wir nun nochmals die erste Zerlegung G1 in Abbildung 5.1. Das Ereignis (1)
”
Kollision“ fordert, dass sich der Zug auf dem Bahnu¨bergang befindet. Diese Bedingung
wird von der Ursache (3) nicht mehr gefordert. Es genu¨gt, dass die Schranken nicht geschlos-
sen sind und eine Freigabe gesendet wurde, unabha¨ngig von der Position des Zuges. Damit
wird die Menge der als unsicher betrachteten Zusta¨nde vergro¨ßert. Es werden Sicherheits-
margen eingefu¨hrt. Diese Entscheidung fu¨hrt dazu, dass nicht jeder als unsicher betrachtete
Zustand tatsa¨chlich zu einer Gefa¨hrdung fu¨hrt. Liegt z. B. das fehlerhafte Ereignis (3) vor
und der Zug hat den Bahnu¨bergang noch nicht erreicht, kann der Bahnu¨bergang in der
Zeit, bis der Zug eintrifft, durchaus noch gesichert werden. Trotzdem wird das Ereignis (3)
als unerwu¨nschtes Ereignis weiter untersucht.
Fu¨r die Gatter im Fehlerbaum mu¨ssen wir nun eine Formalisierung finden, die dieses
Problem lo¨st. Eine Mo¨glichkeit ist, die Korrektheit der Gatter so zu formalisieren, dass Ur-
sachen zur Wirkung fu¨hren ko¨nnen, nicht aber notwendigerweise mu¨ssen. Wir nennen dies
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schwache Korrektheit. Dies entspricht der informellen Interpretation der Fehlerbaumgat-
ter, ist aber sehr schwammig. Bedeutet
”
kann“ fast immer, ha¨ufig oder mindestens einmal?
Außerdem ist die Formalisierung fu¨r die Validierung der Gatter nicht restriktiv genug. Sehr
viele Ereignisse erfu¨llen die schwachen Korrektheitsbedingungen, ohne tatsa¨chlich eine Ur-
sache fu¨r die Wirkung des Gatters zu sein. Die Validierung der Gatter ha¨tte kaum eine
Aussage. Wir fordern fu¨r die formale FTA deshalb eine starke Korrektheit, d. h. die Ursa-
chen fu¨hren immer zur Wirkung. Die starke Korrektheit wird auch in den Ansa¨tzen aus
der Literatur gewa¨hlt, die Korrektheitsbedingungen formalisieren [BA93, GW95].
Mit der starken Korrektheit ko¨nnen wir aber das obige Beispiel, in dem eine Sicherheits-
marge eingefu¨hrt wird, nicht beschreiben. Wir ko¨nnen die starke Korrektheitsbedingung
nicht nachweisen. Deshalb kennzeichnen wir Stellen im Fehlerbaum, an denen Sicherheits-
margen eingefu¨hrt werden, explizit mit einem Block -Gatter. Im Allgemeinen kennzeichnet
ein Block -Gatter Stellen in einem Fehlerbaum, bei denen die Wirkung nur dann eintritt,
wenn zusa¨tzlich zur Ursache die angegebene Nebenbedingung gilt. Gilt die Nebenbedingung
nicht, blockiert das Gatter die Wirkung. In unserem Ansatz beschreiben die Nebenbedin-
gungen die eingefu¨hrten Sicherheitsmargen.
In einem formalen Fehlerbaum mu¨ssen wir diese Sicherheitsmargen formalisieren. Im
obigen Beispiel ist dies einfach (Zug auf Bahnu¨bergang). Es hat sich aber herausgestellt,
dass es ha¨ufig nicht mo¨glich ist, die Sicherheitsmargen exakt zu beschreiben. Wir mu¨ssen
uns deshalb entscheiden, ob wir notwendige oder hinreichende Nebenbedingungen fu¨r ein
Block -Gatter formalisieren. Notwendige Bedingungen mu¨ssen eintreten, damit die Wir-
kung folgt, es ko¨nnten aber weitere Bedingungen notwendig sein, um die Wirkung zu
erzwingen. Im Gegensatz dazu erfolgt bei hinreichenden Bedingungen die Wirkung zwin-
gend, es ko¨nnte aber eine schwa¨chere Bedingung ebenfalls die Wirkung erzwingen. D. h. es
kann die Wirkung eintreten, obwohl die Nebenbedingung nicht erfu¨llt ist. Der Fehlerbaum
beschreibt die Gefa¨hrdung nicht vollsta¨ndig. Nicht vollsta¨ndige Fehlerba¨ume sind ho¨chst
unerwu¨nscht, denn sie lassen Sicherheitslu¨cken offen. Deshalb haben wir uns fu¨r die For-
malisierung der Nebenbedingung als notwendige Bedingung entschieden. Da notwendige
Nebenbedingungen zusammen mit der Ursache aber nicht die Wirkung erzwingen, erfu¨llen
die Block -Gatter keine Korrektheitsbedingung. In unserem Ansatz werden sie genau zu
diesem Zweck eingesetzt. Sie kennzeichnen im Fehlerbaum Stellen explizit, die nicht die
Korrektheitsbedingungen fu¨r ein Gatter erfu¨llen.
Auch fu¨r das Block -Gatter unterscheiden wir zwischen Zerlegungs- und Ursache/Wir-
kungs-Gatter. Im obigen Fall beschreibt die Nebenbedingung die eingefu¨hrte Sicherheits-
marge exakt. Die Ursachen fu¨r die Kollision (1) sind im Beispiel dann
keine Freigabe, Zug bremst nicht, Zug auf Bahnu¨bergang (6)
oder
Freigabe, Schranken nicht geschlossen, Zug auf Bahnu¨bergang. (7)
Die Ursache (7) ist durch ein Block -Gatter und durch die Nebenbedingung χ := Zug auf
Bahnu¨bergang mit dem Ereignis (3) verknu¨pft.










Abbildung 5.2: exakter Fehlerbaum
Mit den neu eingefu¨hrten Gattern ko¨nnen wir den Fehlerbaum
”
Kollision“ aus Abbil-
dung 5.1 exakt beschreiben (siehe Abbildung 5.2). Die Kollision wird in die beiden Ursachen
keine Freigabe, Zug bremst nicht, Zug auf Bahnu¨bergang (6) und Freigabe, Schranken nicht
geschlossen, Zug auf Bahnu¨bergang (7) zerlegt. Die Fehlermenge von (7) wird durch das
Block -Gatter mit der Nebenbedingung χ := Zug auf Bahnu¨bergang vergro¨ßert. Die ein-
gefu¨hrte Sicherheitsmarge ist, dass nicht mehr Zug auf Bahnu¨bergang gelten muss, sondern
schon Freigabe, Schranken nicht geschlossen (3) genu¨gt, um einen unerwu¨nschten Zustand
zu erhalten. Dieser wird entweder durch Bahnu¨bergang erteilt Freigabe, obwohl Schranken
nicht geschlossen (4) oder Schranken o¨ffnen, obwohl Freigabe (5) verursacht. Beide Ursa-
chen ko¨nnen zeitlich vor (3) auftreten und werden deshalb mit einem UW-Oder -Gatter
verknu¨pft.
Zusammenfassend erhalten wir 7 verschiedene Fehlerbaumgatter: die herko¨mmlichen Z-
Und -, Z-Oder - und Z-Block -Gatter ( Z , Z , Z ), das UW-Oder - ( UW ) und UW-Block -
Gatter (UW ) sowie die synchronen und asynchronen UW-Und -Gatter (UW , A ). Die
klassische FTA definiert noch weitere Gatter, wie priority- oder n aus m-Gatter, bei denen
Ereignisse in einer bestimmten Reihenfolge bzw. mindestens n der angegebenen m Unte-
rereignisse auftreten mu¨ssen. Nach den Erfahrungen mit verschiedenen Fallstudien (z. B.
[RST00b] oder [ORS+02]), sind die 7 angegebenen Gatter fu¨r softwarebasierte Systeme aus-
reichend. Auch die meisten Semantikdefinitionen aus der Literatur (z. B. [HRS94, BA93])
beschra¨nken sich auf diese Gattertypen.
Eine weitere Erkenntnis aus diesem Abschnitt ist, dass es im Allgemeinen nicht mo¨glich
ist, korrekte Fehlerba¨ume zu erstellen, in denen die Ereignisse der minimalen Schnittmen-
gen immer zur Gefa¨hrdung fu¨hren. Trotzdem formulieren wir zur lokalen Validierung der
Fehlerba¨ume Korrektheitsbedingungen fu¨r die einzelnen Gatter (mit Ausnahme der Block -
Gatter, deren Ursache explizit nicht zur Wirkung fu¨hren muss). Die Semantikdefinition der
FTA basiert jedoch nur auf den Vollsta¨ndigkeitsbedingungen.
Schließlich mu¨ssen fu¨r eine formale FTA neben den Gattern auch die Ereignisse im
Fehlerbaum formalisiert werden. Die formalisierten Ereignisse treten in den Gatterbedin-
gungen als Ursachen bzw. Wirkungen wieder auf. In Abschnitt 2.1.1 haben wir die Unter-
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scheidung in punktuelle und temporale Ereignisse getroffen. Punktuelle Ereignisse treten
zu einem bestimmten Zeitpunkt ein. Sie entsprechen Ereignissen in der automatentheo-
retischen Sichtweise. In der Sicherheitsanalyse werden aber auch temporale Ereignisse –
Ereignisse mit Dauern – betrachtet (z. B. “10 Sekunden bremsen“). Go´rski [GW95] hat in
seinen Analysen drei typische Ereignismuster beobachtet.
1. ein Ereignis tritt (fu¨r eine bestimmte Zeit) ein, z. B.
”
(10 Sekunden) bremsen“
2. ein Ereignis tritt dauerhaft ein, z. B.
”
Kollision“, sie kann nicht mehr ru¨ckga¨ngig
gemacht werden
3. eine Sequenz von Ereignissen (mit Zeitbedingungen) wird durchlaufen, z. B.
”
Ampel
ist rot, dann gelb und schließlich gru¨n“
Jedes dieser Muster kann einen zeitlichen Verlauf beschreiben. Fu¨r die formale FTA beno¨ti-
gen wir deshalb eine Temporallogik, die temporale Ereignisse und die Ursache/Wirkungs-
Beziehungen der Fehlerbaumgatter ada¨quat beschreiben kann. Dafu¨r wa¨hlen wir eine In-
tervalltemporallogik.
5.2 Intervalltemporallogik (ITL)
Die Semantikdefinition der formalen FTA basiert auf einer Intervalltemporallogik (ITL,
[Mos85, CMZ02]) u¨ber einem diskreten Zeitmodell. Analog zu Statecharts, definieren wir
ITL-Formeln als eine Erweiterung pra¨dikatenlogischer Formeln erster Stufe u¨ber einer Si-
gnatur SIG und einer Menge von Variablen V. Die Syntax pra¨dikatenlogischer Formeln
und deren Semantikdefinition mit SIG-Algebren A und Belegungen (oder Zusta¨nden) σ,
die Variablen aus V auf passende Elemente der Tra¨germenge aus A abbilden, setzen wir
als bekannt voraus [Wir90, Par93]. Die Menge aller mo¨glichen Belegungen sei Σ(V ).
Die Semantik der ITL basiert auf einer endlichen oder unendlichen Sequenz von Zu-
sta¨nden, einem Intervall oder Trace I = (σ0, σ1. . .σn), n ∈ IN ∪ {∞}. Fu¨r ein Intervall I
berechnet length(I) = n die La¨nge, I |i:= (σ0, . . ., σi) selektiert einen Pra¨fix, I |i:= (σi, . . .)
einen Postfix und I |ji := (σi, . . ., σj) ein Sub-Intervall. Zusta¨nde σi sind eine Zuordnung
von Variablen v ∈ V zu ihren Werten σi(v) ∈ Σ(V ). Wir werten ITL-Formeln u¨ber ei-
ner Algebra A und einem Intervall I aus. Sei FmaITL die Menge aller ITL-Formeln und
FmaPL ⊂ FmaITL die Menge aller pra¨dikatenlogischen Formeln. Eine pra¨dikatenlogische
Formel Φ ∈ FmaPL ist u¨ber A und I wahr, d. h. es gilt A, I |=ITL Φ, wenn Φ u¨ber A
und dem aktuellen Zustand I(0) mittels der Semantikdefinition fu¨r Formeln erster Stufe
A, I(0) |=PL Φ zu true ausgewertet wird. Wenn die Bedeutung aus dem Zusammenhang
klar ist, schreiben wir sowohl fu¨r |=PL als auch fu¨r |=ITL einfach |=. Ist die Algebra A fu¨r
das Versta¨ndnis nicht wichtig, vereinfachen wir A, I |=ITL Φ zu I |= Φ.
Wir bilden temporale Formeln ϕ ∈ FmaITL u¨ber pra¨dikatenlogischen Formeln erster
Stufe Φ ∈ FmaPL mit den u¨blichen aussagenlogischen Verknu¨pfungsoperatoren und den
zusa¨tzlichen temporalen Operatoren. Eine temporale Formel ϕ gilt (u¨ber einer Algebra A),
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wenn fu¨r alle I gilt: I |= ϕ. An dieser Stelle definieren wir nur die Temporaloperatoren,
die spa¨ter fu¨r die Definition der FTA-Semantik notwendig sind. Die ITL definiert noch
weitere Operatoren [CMZ02]. Der Chop-Operator
”
; “ ist die Basis der ITL-Operatoren.
Im Folgenden sei n = length(I) die La¨nge des entsprechenden Intervalls I.
Definition 5.1 Chop-Operator
Das Intervall kann so geteilt werden, dass ϕ im ersten und ψ im zweiten Teilintervall gilt.
I |= ϕ ; ψ :⇔ es gibt ein ein c 6=∞ mit c ≤ n :
I |c |= ϕ und I |c |= ψ
Auf dem Chop-Operator aufbauend, leiten wir weitere Operatoren ab.
Definition 5.2 Abgeleitete ITL-Operatoren
3ϕ := true ; ϕ in einem Postfix-Interval gilt ϕ
2ϕ := ¬ (3¬ ϕ) in allen Postfix-Intervallen gilt ϕ
i3ϕ := ϕ ; true in einem initialen Interval gilt ϕ
i2ϕ := ¬ ( i3¬ ϕ) in allen initialen Intervallen gilt ϕ
x3ϕ := true ; ϕ ; true in einem Sub-Interval gilt ϕ
x2ϕ := ¬ ( x3¬ ϕ) in allen Sub-Intervallen gilt ϕ
Zum besseren Versta¨ndnis geben wir die Semantik der abgeleiteten Operatoren explizit an.
Lemma 5.1 Explizite Semantik der ITL-Operatoren
I |= 3ϕ :⇔ es gibt ein c 6=∞ mit c ≤ n : I |c |= ϕ
I |= 2ϕ :⇔ fu¨r alle c 6=∞ mit c ≤ n : I |c |= ϕ
I |= i3ϕ :⇔ es gibt ein c 6=∞ mit c ≤ n : I |c |= ϕ
I |= i2ϕ :⇔ fu¨r alle c 6=∞ mit c ≤ n : I |c |= ϕ
I |= x3ϕ :⇔ es gibt ein ein c, d 6=∞ mit c ≤ d ≤ n : I |dc |= ϕ
I |= x2ϕ :⇔ fu¨r alle c, d 6=∞ mit c ≤ d ≤ n : I |dc |= ϕ
Zur Spezifikation temporaler Ereignisse erweitern wir die ITL um quantifizierende Opera-
toren. Die Operatoren sind aus dem Quantified Discrete-Time Duration Calculus (QDDC)
von Pandya [Pan01b] u¨bernommen. Die quantifizierenden Operatoren approximieren die
Duration Calculus Terme aus dem Duration Calculus (DC, [ZH97]) fu¨r den diskreten Fall.
Urspru¨nglich ist der DC eine Erweiterung der ITL und u¨ber einer kontinuierlichen Zeitachse
definiert. Der diskrete DC ist jedoch u¨ber einer diskreten Zeitachse definiert und entspricht
damit wieder der ITL. Wir ko¨nnen deshalb die ITL um folgende quantifizierende Opera-
toren u¨ber Formeln der Pra¨dikatenlogik Φ ∈ FmaPL erweitern.
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Definition 5.3 quantifizierende Operatoren
Fu¨r pra¨dikatenlogische Formeln Φ ∈ FmaPL und ⊕ ∈ {<,=} gilt
` ⊕ c : die La¨nge ` des Intervalls ist kleiner bzw. gleich c
dΦe0 : Φ gilt im Intervall der La¨nge 0
ddΦe : Φ gilt im ganzen Intervall
Definition 5.4 Semantik quantifizierender Operatoren
Fu¨r pra¨dikatenlogische Formeln Φ ∈ FmaPL, ⊕ ∈ {<,=} und n = length(I) gilt
I |= ` ⊕ c :⇔ wenn n ⊕ c
I |= dΦe0 :⇔ wenn n = 0 und I |= Φ
I |= ddΦe :⇔ wenn fu¨r alle c: c < n gilt: I |c |= Φ
In ITL ohne quantifizierende Operatoren kann ddΦe auch mit 2Φ ausgedru¨ckt werden. Ein
temporales Ereignis
”
10 Sekunden bremsen“ definieren wir nun mit dem entsprechenden
Pra¨dikat brake folgendermaßen: ddbrakee ∧ ` = 10. Eine Folge von Ereignissen ϕ1, . . ., ϕm
mit Dauern n1, . . ., nm mit ddϕ1e ∧ ` = n1 ; . . . ; ddϕme ∧ ` = nm.
5.3 Formalisierung in ITL
Wir definieren die Semantik der FTA lokal u¨ber den einzelnen Fehlerbaumgattern. Die glo-
bale Semantik eines Fehlerbaums ergibt sich dann aus der Semantik der einzelnen Gatter,
die ein Fehlerbaum entha¨lt, und in Abschnitt 5.3.2 definiert wird.
5.3.1 Semantik der Fehlerbaumgatter
In Abschnitt 5.1 haben wir die Anforderungen fu¨r die formale FTA abgeleitet und die
Notwendigkeit fu¨r insgesamt 7 Fehlerbaumgatter herausgearbeitet. Drei Zerlegungsgatter,
die Gattern der herko¨mmlichen FTA entsprechen, und vier Ursache/Wirkungs-Gatter die
den dynamischen Aspekten eingebetteter Systeme gerecht werden. Um die dynamischen
Aspekte in der Semantikdefinition abzubilden, formalisieren wir die Gatter in ITL. Jedem
Gatter ordnen wir eine separate Formel fu¨r die Korrektheit und die Vollsta¨ndigkeit zu
[STR02]. Die Vollsta¨ndigkeitsbedingung definiert die Semantik eines Gatters, die Korrekt-
heitsbedingung dient zur Validierung. Betrachten wir als erstes die drei Zerlegungsgatter.




Korrektheit: x2 (ϕ1 ∧ ϕ2 → ψ)
Vollsta¨ndigkeit: x2 (ψ → ϕ1 ∧ ϕ2)
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Ein Z-Und -Gatter ist dann korrekt, wenn die Ursachen immer die Wirkung bedingen. So-
bald beide Ursachen eintreten, tritt auch die Wirkung ein. Dies ist formal eine Implikation.
Da die formale FTA auf dynamische Systeme angewendet wird, muss die Implikation zu
jedem Zeitpunkt des Systemablaufs gelten. Deshalb fordern wir fu¨r alle Sub-Intervalle ( x2),
dass aus den Ursachen die Wirkung folgt.
Die Vollsta¨ndigkeit ist dual zur Korrektheit definiert. Sobald die Wirkung eintritt,
mu¨ssen die Ursachen vorhanden sein. Wa¨re dies nicht der Fall, mu¨ssten weitere Ursachen
existieren und die Wirkung wa¨re nicht vollsta¨ndig beschrieben.




Korrektheit: x2 (ϕ1 ∨ ϕ2 → ψ)
Vollsta¨ndigkeit: x2 (ψ → ϕ1 ∨ ϕ2)
Das Z-Oder -Gatter ist analog zum Z-Und -Gatter definiert. Sowohl fu¨r die Korrektheit als
auch fu¨r die Vollsta¨ndigkeit mu¨ssen aber nicht beide Ursachen vorhanden sein, sondern es
genu¨gt eine. Damit ist die Semantik der Z -Gatter analog der informellen Bedeutung als
boolesche Konjunktion bzw. Disjunktion definiert.





Vollsta¨ndigkeit: x2 (ψ → ϕ ∧ χ)
Das Z-Block -Gatter beschreibt eigentlich keine Zerlegung, sondern kennzeichnet, dass unter
bestimmten Bedingungen die Ursache und die Wirkung gleichzeitig eintreten. Wir verwen-
den sie auch, um Sicherheitsmargen einzufu¨hren, d. h. die Ursache eines Block -Gatters tritt
ha¨ufiger als die Wirkung ein. Ein Z-Block -Gatter definiert, welche Bedingung χ gelten muss,
damit die Ursache ϕ die Wirkung ψ verursacht. Bei der Diskussion in Abschnitt 5.1 hat
sich gezeigt, dass die Nebenbedingung χ als notwendige Bedingung ada¨quat beschrieben
wird. Da notwendige Bedingungen aber nicht die Wirkung erzwingen, gilt im Allgemeinen
keine Korrektheitsbedingung fu¨r das Z-Block -Gatter. Formalisiert die Nebenbedingung χ
exakt die Sicherheitsmarge, kann zusa¨tzlich die Korrektheitsbedingung x2(ϕ ∧ χ → ψ) fu¨r
ein Z-Block -Gatter gezeigt werden. Fu¨r die Vollsta¨ndigkeit verlangen wir, dass die Ne-
benbedingung χ zusammen mit der Ursache ϕ die Wirkung verursacht. Die Vollsta¨ndig-
keitsbedingung garantiert damit, dass wir
”
nur“ eine notwendige Bedingung formalisieren.
Wu¨rden wir eine sta¨rkere Bedingung χ′ formalisieren als tatsa¨chlich fu¨r das Gatter notwen-
dig ist, wu¨rden wir die Vollsta¨ndigkeitsbedingung nicht zeigen ko¨nnen, da es eine Situation
gibt, in der die Wirkung gilt, nicht aber die sta¨rkere Bedingung χ′.
Interessanterweise wu¨rden wir bei der Formalisierung des Block -Gatters mit hinrei-
chender Bedingung fu¨r die Vollsta¨ndigkeit nur das Eintreten der Ursache verlangen, also
x2(ψ → ϕ) nachweisen. Dies genu¨gt, da die Nebenbedingung kein Ausfall oder Fehler ist.
Den Nachweis, dass die Nebenbedingung hinreichend ist, wu¨rden wir mit der obigen Kor-
rektheitsbedingung x2ϕ ∧ χ → ψ erhalten. Der Nachweis fu¨r notwendige Nebenbedingun-
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gen steckt also in der Vollsta¨ndigkeitsbedingung, der Nachweis fu¨r hinreichende Nebenbe-
dingung in der Korrektheitsbedingung.
Die Definition des Z-Block -Gatters entspricht dem Z-Und -Gatter (mit der Nebenbe-
dingung χ als zweite Ursache). Jedoch ist bei der Anwendung der Gatter der methodi-
sche Unterschied zu betrachten. Bei der Fehlerbaumanalyse sind alle Ereignisse im Fehler-
baum unerwu¨nschte Ereignisse. Deshalb sind die Ursachen beim Und -Gatter unerwu¨nscht,
wa¨hrend die Nebenbedingung χ kein Fehler sein muss, sondern durchaus im Normalbetrieb
eines Systems auftreten darf.




Korrektheit: x3 (ϕ1 ∧ ϕ2) → x3 ψ
Vollsta¨ndigkeit: ¬ (¬ x3 (ϕ1 ∧ ϕ2) ; i3 ψ)
Ein synchrones UW-Und -Gatter ist genau dann korrekt, wenn irgendwann ( x3) beide Ur-
sachen zusammen auftreten und dann die Wirkung irgendwann eintritt. Dies formalisiert
die starke Korrektheit, denn in ITL ist die Gu¨ltigkeit einer Formel u¨ber allen Pfaden defi-
niert. Die Korrektheit verlangt fu¨r jeden Pfad: Tritt die Ursachen ein, dann tritt auch die
Wirkung ein.
Die Korrektheitsbedingung fordert aber nicht, dass die Ursachen vor der Wirkung ein-
treten, da dies nicht immer mo¨glich ist. Es kann vorkommen, dass nach dem Eintritt einer
Wirkung nochmals Ursachen (fu¨r dieselbe Wirkung) auftreten. Das erneute Auftreten muss
aber keine zweite Wirkung bedingen. Z. B. kann nach einer Kollision (Wirkung, die durch
eine andere Ursache bedingt wurde) ein offener Bahnu¨bergang, der eine Freigabe fu¨r den
kollidierten Zug sendet (Ursache nach der Wirkung), nicht nochmals zu einer Kollision
fu¨hren. Trotzdem muss vor der Kollision eine Ursache eingetreten sein. Diese Forderung
wird durch die Vollsta¨ndigkeitsbedingungen abgedeckt.
Die Vollsta¨ndigkeit verlangt, dass es keinen Pfad geben kann, auf dem irgendwann die
Wirkung ψ eintritt, zuvor (;) aber nirgends (¬ x3) die Ursachen aufgetreten sind. Das erste
Auftreten von Ursachen liegt also immer vor der Wirkung. Das Teilen des Intervalls durch
den Chop-Operator garantiert, dass temporale Ursachen schon beendet sind (sie mu¨ssen
innerhalb der ersten Pfadha¨lfte auftreten), bevor die Wirkung eintreten kann. Die Wirkung
ψ selbst muss auf einem Anfangsstu¨ck ( i3) der zweiten Pfadha¨lfte gelten.
Definition 5.9 Semantik asynchrones UW-Und-Gatter
ϕ2ϕ1
A
ψ Korrektheit: x3 ϕ1 ∧ x3 ϕ2 → x3 ψ
Vollsta¨ndigkeit: ¬ (¬ x3 ϕ1 ; i3 ψ)
∧ ¬ (¬ x3 ϕ2 ; i3 ψ)
Bei der asynchronen Variante des UW-Und -Gatters mu¨ssen auch beide Ursachen auftre-
ten, aber nicht gleichzeitig. Deshalb genu¨gt fu¨r die Korrektheit, dass irgendwann ( x3) die
Ursache ϕ1 und irgendwann die Ursache ϕ2 eintritt, damit die Wirkung folgen muss. Wie
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bei der synchronen Variante erzwingt die Vollsta¨ndigkeit, dass die Ursachen vor der Wir-
kung auftreten. Sie fordert fu¨r die Abla¨ufe des Systems, dass sie nicht so zerlegt werden
ko¨nnen, dass die Wirkung ψ eintritt, ohne dass zuvor die Ursache ϕ1 eingetreten ist und
nicht so, dass ψ eintritt, ohne dass zuvor Ursache ϕ2 eintrat. Damit ko¨nnen die Ursachen
zeitlich versetzt eintreten, aber dennoch liegen beide vor der Wirkung.




Korrektheit: x3 (ϕ1 ∨ ϕ2) → x3 ψ
Vollsta¨ndigkeit: ¬ (¬ x3 (ϕ1 ∨ ϕ2) ; i3 ψ)
Das UW-Oder -Gatter ist analog dem synchronen UW-Und -Gatter definiert. Sobald eine
Ursache eintritt, folgt die Wirkung. Die Vollsta¨ndigkeit verlangt, dass mindestens eine der
Ursachen vor der Wirkung eintritt.




ψ Vollsta¨ndigkeit: ¬ (¬ x3 ϕ ; i3 ψ)
∧ ¬ (¬ x3 χ ; i3 ψ)
Analog zu den Und - und Oder -Gattern gibt es auch eine UW -Variante des Block -Gatters.
Sie folgt dem Definitionsschema der UW -Gatter und fordert, dass die Ursache ϕ und
die Nebenbedingung χ zeitlich vor der Wirkung liegen. Die Nebenbedingung muss ha¨ufig
nicht gleichzeitig mit der Ursache vorhanden sein, um die Wirkung zu bedingen. Deshalb
verzichten wir hier auf eine synchrone Variante des Block -Gatters. Die Vollsta¨ndigkeitsbe-
dingung des UW-Block -Gatters entspricht der Vollsta¨ndigkeitsbedingung des asynchronen
UW-Und -Gatters mit dem methodischen Unterschied, dass die Nebenbedingung χ kein
Fehler ist.
5.3.2 Semantik der FTA
Die Semantik eines Fehlerbaums ist strukturell u¨ber den verwendeten Gattern definiert. Die
wesentliche Eigenschaft fu¨r einen Fehlerbaum ist die Vollsta¨ndigkeit. Sie garantiert, dass
Ursachen, die nicht im Fehlerbaum beru¨cksichtigt sind, die untersuchte Gefa¨hrdung auch
nicht verursachen ko¨nnen. Zusa¨tzlich validieren die Korrektheitsbedingungen den Fehler-
baum. Die Formalisierung der Block -Gatter zeigt aber, dass wir nicht fu¨r jedes Gatter eine
Korrektheitsbedingung angegeben haben und deshalb auch keine Korrektheitsbedingung
fu¨r einen kompletten Fehlerbaum geben ko¨nnen.
Wir definieren die Semantik eines Fehlerbaums deshalb nur u¨ber den Vollsta¨ndigkeits-
bedingungen der Gatter. Die Korrektheitsbedingungen dienen zur weiteren Validierung der
formalen FTA und zeigen mo¨glicherweise unno¨tige Ursachen auf. Unno¨tig bedeutet, dass
die Ursachen zwar vor der Wirkung auftreten, sie aber nicht bedingen.
Formal ist ein Fehlerbaum FT entweder ein Blatt ϕ oder ein Ereignis ψ, das u¨ber ein
Gatter mit einer Menge von Fehlerba¨umen FT verknu¨pft ist.
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Definition 5.12 Fehlerbaum
Bezeichne FT eine Menge von Fehlerba¨umen. Dann ist ein Fehlerbaum FT rekursiv defi-
niert:
FT := leaf(ϕ) | zcon(ψ,FT ) | zdis(ψ,FT ) | zinh(ψ, χ, FT ) |
scon(ψ,FT ) | acon(ψ,FT ) | con(ψ,FT ) | inh(ψ, χ, FT )
Ein Fehlerbaum ist entweder ein Blatt ( leaf(ϕ)) oder verbindet ein Top-Ereignis ψ durch
ein Z-Und- ( zcon(ψ,FT )), Z-Oder- ( zdis(ψ,FT )), Z-Block- ( zinh(ψ, χ,FT)), synchronen
oder asynchronen UW-Und- ( scon(ψ,FT ) bzw. acon(ψ,FT )), UW-Oder- ( con(ψ,FT ))
oder UW-Block-Gatter ( inh(ψ,χ,FT )) mit einer Menge von Fehlerba¨umen FT . Die Funk-
tion f(FT ) selektiert das oberste Fehlerereignis (die Wurzel) aus einem Fehlerbaum.
Basierend auf der Semantik der Fehlerbaumgatter definieren wir strukturell die Vollsta¨ndig-
keit eines Fehlerbaums.
Definition 5.13 Vollsta¨ndigkeit eines Fehlerbaums
Fu¨r Mengen von Fehlerba¨umen FT und FTi ∈ FT ist die Vollsta¨ndigkeit comp(FT )
definiert als:
FT ≡ leaf(ϕ) : comp(FT ) :⇔ true










FT ≡ zinh(ψ, χ, FT ′) : comp(FT ) :⇔ ( x2(ψ → f(FT ) ∧ χ)) ∧ comp(FT ′)
FT ≡ scon(ψ,FT ) : comp(FT ) :⇔ (¬ (¬ x3
∧
if(FTi) ; i3ψ)) ∧
∧
icomp(FTi)
FT ≡ acon(ψ,FT ) : comp(FT ) :⇔ (
∧
i¬ (¬
x3f(FTi) ; i3ψ)) ∧
∧
icomp(FTi)
FT ≡ dis(ψ,FT ) : comp(FT ) :⇔ (¬ (¬ x3
∨
if(FTi) ; i3ψ)) ∧
∧
icomp(FTi)
FT ≡ inh(ψ, χ, FT ′) : comp(FT ) :⇔ (¬ (¬ x3f(FT ) ; i3ψ)) ∧ (¬ (¬ x3χ ; i3ψ))
∧comp(FT ′)
Die Vollsta¨ndigkeitsbedingung der Fehlerbaumgatter geht dabei als jeweils erstes Kon-
junktionsglied in die Definition der Vollsta¨ndigkeit eines Fehlerbaums ein. Die Korrektheit
corr(FT ) eines Fehlerbaums ist analog definiert. Die Semantik eines Fehlerbaums FT ist
dann als die Menge von Intervallen definiert, die die Vollsta¨ndigkeitsbedingung comp(FT )
des Fehlerbaums erfu¨llen.
Definition 5.14 Semantik eines Fehlerbaums
Die Semantik [[FT ]] eines Fehlerbaums FT ist definiert als
[[FT ]] :⇔ {I | I |= comp(FT )}
Betrachten wir einen Fehlerbaum als Formel, so gilt I |= FT :⇔ I ∈ [[FT ]]. Die Semantik
einer FTA ist als Konjunktion u¨ber alle Fehlerba¨ume FT , die bei der FTA erstellt wurden,
definiert.
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Definition 5.15 Semantik der FTA
Fu¨r eine FTA, bei der die Fehlerba¨ume FT erstellt wurden, gilt:
[[FTA]] :⇔ {I | I |=
∧
i
FTi fu¨r FTi ∈ FT }
Wollen wir zeigen, dass ein System, das durch eine temporallogische Formel ϕ spezifi-
ziert ist, eine FTA erfu¨llt, so zeigen wir die Gu¨ltigkeit von ϕ → FTA oder von ϕ →
comp(FTi) fu¨r alle FTi ∈ FTA. Erfu¨llt ϕ alle Vollsta¨ndigkeitsbedingungen eines Fehler-
baums ϕ → comp(FT), so nennen wir den Fehlerbaum vollsta¨ndig bezu¨glich ϕ. Fu¨r die
Validierung von Fehlerba¨umen definieren wir, dass ein Fehlerbaum korrekt bezu¨glich ϕ ist,
wenn ϕ alle Korrektheitsbedingungen der Gatter eines Fehlerbaums FT erfu¨llt.
5.4 Das minimale Schnittmengen-Theorem
Die minimalen Schnittmengen einer FTA liefern einen wichtigen Beitrag zur Sicherheitsbe-
wertung des untersuchten Systems. Wie in Abschnitt 2.2.2 beschrieben, sind die minimalen
Schnittmengen sowohl fu¨r die qualitative als auch fu¨r die quantitative Analyse notwendig.
Damit die Sicherheitsbewertung der klassischen FTA auf die formale FTA u¨bertragen wer-
den kann, mu¨ssen die Eigenschaften der minimalen Schnittmengen erhalten bleiben. Die
wichtigste Eigenschaft ist
1. kann von jeder minimalen Schnittmengen ein Ereignis ausgeschlossen werden, tritt
die Gefa¨hrdung nicht ein (Vollsta¨ndigkeit).
Ist die Vollsta¨ndigkeit eines Fehlerbaums erfu¨llt, kann der Fehlerbaum zum Sicherheitsnach-
weis fu¨r das betrachtete System eingesetzt werden. Fu¨r die Sicherheitseigenschaft
”
keine
Gefa¨hrdung“ mu¨ssen nur die entsprechenden Ereignisse aus den minimalen Schnittmengen
ausgeschlossen werden (oder eine geringe Eintrittswahrscheinlichkeit haben).
Eine weitere Eigenschaft zur Validation des Fehlerbaums ist
2. wenn alle Ereignisse einer minimalen Schnittmenge eintreten, tritt auch die Gefa¨hr-
dung ein (Korrektheit).
Die Korrektheit soll zeigen, dass die Ereignisse in den minimalen Schnittmengen auch die
Gefa¨hrdung bedingen. Diese Eigenschaft erfu¨llen aber nur sehr wenige Fehlerba¨ume, denn
das Hinzufu¨gen von Sicherheitsmargen wa¨hrend der FTA fu¨hrt gerade dazu, dass die Basi-
sereignisse nicht immer die untersuchte Gefa¨hrdung verursachen. Deshalb formulieren wir
das minimale Schnittmengen-Theorem fu¨r die Vollsta¨ndigkeit und geben ein schwa¨cheres
Lemma fu¨r die Korrektheit an.
Die minimalen Schnittmengen eines formalen Fehlerbaums werden wie fu¨r eine her-
ko¨mmliche FTA berechnet, wobei ein Z-Und bzw. ein (a)synchrones UW-Und -Gatter als
Und -Gatter, ein Z-Oder - bzw. UW-Oder -Gatter als Oder -Gatter interpretiert werden.
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Definition 5.16 Minimale Schnittmengen der formalen FTA
Fu¨r Fehlerba¨ume FT ′ und einer Menge von Fehlerba¨umen FT berechnet die Funktion
mcs(FT )1, fu¨r FTi ∈ FT , die minimalen Schnittmengen fu¨r einen Fehlerbaum FT wie
folgt:
FT ≡ leaf(ϕ) : mcs(FT ) := {{ϕ}}
FT ≡ Zcon(ψ,FT ) : mcs(FT ) := {
⋃
i si | si ∈ mcs(FTi)}
FT ≡ Zor(ψ,FT ) : mcs(FT ) :=
⋃
imcs(FTi)
FT ≡ Zinh(ψ, χ, FT ′) : mcs(FT ) := mcs(FT ′)
FT ≡ scon(ψ,FT ) : mcs(FT ) := {
⋃
i si | si ∈ mcs(FTi)}
FT ≡ acon(ψ,FT ) : mcs(FT ) := {
⋃
i si | si ∈ mcs(FTi)}
FT ≡ or(ψ,FT ) : mcs(FT ) :=
⋃
imcs(FTi)
FT ≡ inh(ψ, χ, FT ′) : mcs(FT ) := mcs(FT ′)
Theorem 5.1 minimale Schnittmengen
Sei FT ein Fehlerbaum und ψ := f(FT ) die Gefa¨hrdung des Fehlerbaums.
Wenn I |= comp(FT ) gilt und
es fu¨r alle cs ∈ mcs(FT ) ein ϕ ∈ cs gibt, mit I |= x2¬ ϕ,
dann gilt I |= x2¬ ψ
Wenn in einem Fehlerbaum fu¨r die Gefa¨hrdung ψ die Vollsta¨ndigkeit aller Gatter nach-
gewiesen werden kann, gilt: Sobald von jeder minimalen Schnittmenge ein Ereignis ausge-
schlossen werden kann, tritt die Gefa¨hrdung ψ nicht ein. Fu¨r den Beweis verweisen wir auf
Anhang B.
Die Vollsta¨ndigkeit der minimalen Schnittmengen fu¨r die formalen FTA garantiert, dass
es keine weiteren Ursachen fu¨r die untersuchte Gefa¨hrdung gibt. Damit kann die formale
FTA auch zum Nachweis von Sicherheitseigenschaften eingesetzt werden. Mit dem Beweis
der Vollsta¨ndigkeit liefert die formale FTA einen bedingten aber strukturierten Nachweis
fu¨r die Eigenschaft
”
keine Gefa¨hrdung“ (¬ ψ). Die Nebenbedingung fu¨r
”
keine Gefa¨hrdung“
ist, dass von jeder minimalen Schnittmenge mindestens ein Ereignis ausgeschlossen werden
kann.
Lemma 5.2 Korrektheit der minimalen Schnittmengen
Sei FT ein Fehlerbaum ohne Block-, synchrone UW-Und und Z-Und-Gatter, ψ := f(FT )
die Gefa¨hrdung des Fehlerbaums und cs ∈ mcs(FT ) eine minimale Schnittmenge. Es gilt:
Wenn I |= corr(FT ) und fu¨r alle ϕi ∈ cs. I |= x3ϕi,
dann gilt I |= x3ψ
Das Korrektheitstheorem besagt, dass sobald fu¨r alle Gatter eines Fehlerbaums die Korrekt-
heit nachgewiesen ist und alle Ereignisse einer minimalen Schnittmenge auftreten, auch die
Gefa¨hrdung ψ auftritt. Der Beweis des Korrektheitstheorems folgt ebenfalls in Anhang B.
1mcs: minimal cut sets.
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Die Korrektheit der minimalen Schnittmengen gilt nur fu¨r eingeschra¨nkte Fehlerba¨ume.
Block -Gatter werden in einem Fehlerbaum explizit dann eingesetzt, wenn die Ursache nur
unter bestimmten Nebenbedingungen zur Wirkung fu¨hrt. Da wir diese Nebenbedingung
nicht immer exakt definieren wollen, haben wir kein Korrektheitskriterium fu¨r Block -Gatter
angegeben und deshalb ko¨nnen korrekte Fehlerba¨ume keine Block -Gatter enthalten.
Synchrone UW-Und - und Z-Und -Gatter verletzen ebenfalls das Korrektheitskriterium.
Der Grund ist, dass die Ursachen beider Gatter gleichzeitig eintreten mu¨ssen, um die Wir-
kung auszulo¨sen. Bei dynamischen Systemen kann fu¨r Zwischenereignisse nicht garantiert
werden, dass deren Ursachen gleichzeitig eintreten, denn zwischen dem Eintreten der Blatt-
Ereignisse und der Zwischenereignisse kann, bedingt durch UW -Gatter, beliebig viel Zeit
vergehen.
Das Korrektheitstheorem fu¨r minimale Schnittmengen zeigt, dass sich die Korrektheit
einzelner Gatter nur sehr bedingt auf den kompletten Fehlerbaum u¨bertra¨gt. Dieses Resul-
tat besta¨tigt nochmal den Entschluss, die Korrektheitsbedingungen der Fehlerbaumgatter
nicht in die Semantik der FTA mit einzubeziehen.
Die notwendige Voraussetzung fu¨r das Korrektheitstheorem der minimalen Schnittmen-
gen stellt aber keine Einschra¨nkung fu¨r die Anwendung der formalen FTA dar. Werden
Block -, synchrone UW-Und - oder Z-Und -Gatter im Fehlerbaum verwendet, kann zwar
nicht die Korrektheit des Fehlerbaums gezeigt werden, die minimalen Schnittmengen lie-
gen aber
”
auf der sicheren Seite“, d. h. die Gefa¨hrdung tritt ho¨chstens seltener als erwartet
ein. Wir setzen den Korrektheitsnachweis der Gatter dann zum Validieren der Fehlerba¨ume
ein. Kann die Korrektheit eines Gatters nicht gezeigt werden, sind bestimmte Ursachen fu¨r
die Wirkung nicht relevant und mu¨ssen nicht weiter analysiert werden.
Die Beweise fu¨r das Theorem (5.2) und das Lemma (5.1) werden mit struktureller
Induktion u¨ber den Aufbau eines Fehlerbaums gefu¨hrt. Wir haben beide Theoreme im
Spezifikations- und Verifikationswerkzeug KIV [BRS+00] nachgewiesen. Fu¨r eine ausfu¨hr-
liche Beschreibung der Fallstudie und der Beweise verweisen wir auf den Anhang B.
5.5 Verwandte Arbeiten
Bei der Formalisierung der FTA konnten wir auf bereits vorhandene Arbeiten aufbauen.
Die Ziele und Ansa¨tze dieser Arbeiten diskutieren wir nun kurz und arbeiten die Unter-
schiede zu unserem Ansatz der formalen FTA heraus. Fu¨r einen ausfu¨hrlichen Vergleich
verschiedener Formalisierungen der FTA-Gatter verweisen wir auf Kapitel 8.
Hansen et al. [HRS94] formalisieren die FTA im Duration Calculus (DC, [ZHR91]) mit
dem Ziel, aus der Fehlerbaumanalyse formale Spezifikationen abzuleiten. Ausgangspunkt
sind Systemgefa¨hrdungen, die im DC formalisiert sind. Die FTA bricht die Gefa¨hrdungen
auf (Sicherheits-) Anforderungen an Systemkomponenten herunter und folgt dabei der
DC-Formalisierung. Die formalen Anforderungen bilden dann die Systemspezifikation. Bei
unserer formalen FTA wird dagegen das formale Modell und die FTA parallel erstellt und
nachgewiesen, dass die FTA vollsta¨ndig bezu¨glich dem Modell ist.
Neben diesem methodischen Unterschied differieren auch die Semantiken. Da der DC
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eine Erweiterung der ITL fu¨r kontinuierliche Systeme ist, ko¨nnen wir die Formalisierungen
leicht vergleichen. Sehen wir von der kontinuierlichen Zeitachse ab, die dem DC zugrun-
deliegt, ko¨nnen wir die Ursache/Wirkungs-Gatter von Hansen et al. [HRS94] wie folgt in
ITL formalisieren:
i2( x3ψ → x3(ϕ1 ∧ ϕ2)) bzw. i2( x3ψ → x3(ϕ1 ∨ ϕ2)) (8)
Die Formalisierung verlangt, wenn irgendwann ( x3) die Wirkung ψ eintritt, mu¨ssen auch
irgendwann die Ursachen ϕ1 ∧ ϕ2 bzw. ϕ1 ∨ ϕ2 eintreten. Da dies fu¨r alle initialen Interval-
le gilt ( i2) und insbesondere auch fu¨r das ku¨rzeste Intervall, in dem die Wirkung eintritt,
mu¨ssen die Ursachen vor der Wirkung liegen. Fu¨r temporale Wirkungen ist die Formali-
sierung zu schwach, denn sie verlangt nur, dass die Ursachen eintreten mu¨ssen, bevor die
Wirkung beendet ist und nicht, dass die Ursachen eintreten, bevor die Wirkung beginnt.
Wir finden diese Betrachtungsweise nicht intuitiv und haben deshalb die Formalisierung
von Hansen et al. [HRS94] nicht u¨bernommen (fu¨r eine detailliertere Betrachtung verweisen
wir auf Kapitel 8).
Offenbar wurde diese Schwa¨che auch von den Autoren selbst bemerkt, denn in spa¨teren
Arbeiten [Han96, HRS98] verwenden sie nur noch eine boolesche Semantik fu¨r die Fehler-
baumgatter ( x2 (ψ → ϕ1 ∧ ϕ2) bzw. x2 (ψ → ϕ1 ∨ ϕ2)), die diese Schwa¨che umgeht. Wie in
Abschnitt 5.1 motiviert, genu¨gen aber Zerlegungsgatter fu¨r die Analyse dynamischer Sy-
steme nicht. Hansen et al. geben keine Korrektheitsbedingungen fu¨r die Fehlerbaumgatter
an und definieren kein asynchrones UW-Und -Gatter. Dafu¨r formalisieren sie ein priority
Und -Gatter, bei dem die Ursachen in einer bestimmten Reihenfolge eintreten mu¨ssen.
Ein Theorem fu¨r die Vollsta¨ndigkeit der erstellten Fehlerba¨ume, analog zum minimalen
Schnittmengen-Theorem 5.1, wurde von Hansen et al. nicht angegeben. Wir haben jedoch
in der Fallstudie in Anhang B gezeigt, dass auch die Formalisierung der Ursache/Wirkungs-
Gatter von Hansen et al. das minimale Schnittmengen-Theorem erfu¨llt.
Auch Bruns und Anderson [BA93] definieren die Semantik fu¨r Fehlerba¨ume aufbauend
auf den Fehlerbaumgattern. Sie benutzen Fehlerba¨ume um das Systemmodell zu validieren
und weisen dazu nach, dass das Systemmodell die Gatterbedingungen erfu¨llt. Dieses Vor-
gehen ist analog zu unserem Ansatz, in dem die Fehlerbaumgatter Beweisverpflichtungen
fu¨r das Systemmodell beschreiben.
Bruns und Anderson beschreiben drei verschiedene Semantiken fu¨r Fehlerbaumgatter
im µ-Kalku¨l. Sie unterscheiden ebenfalls zwischen Zerlegungs- und Ursache/Wirkungs-Gat-
ter. Die Formalisierung der Zerlegungsgatter nennen sie immediate causality. Die immediate
causality entspricht der Konjunktion der Korrektheits- und Vollsta¨ndigkeitsdefinition unse-
rer Zerlegungsgatter. Fu¨r Ursache/Wirkungs-Gatter betrachten auch Bruns und Anderson
die Formalisierung der Korrektheit und Vollsta¨ndigkeit getrennt. Sie nennen die Korrekt-
heit der Ursache/Wirkungs-Gatter sufficient causality und die Vollsta¨ndigkeit necessary
causality. Fu¨r die immediate causality ist ein Korrektheits- und Vollsta¨ndigkeitstheorem
entsprechend dem minimalen Schnittmengen-Theorem formuliert, fu¨r die Ursache/Wir-
kungs-Gatter jedoch nicht. Die Korrektheitsbedingungen sind, wie in unserem Ansatz, als
starke Korrektheit definiert. Eine Semantik fu¨r Block -Gatter wurden aber weder fu¨r die
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Zerlegungsgatter, noch fu¨r die Ursache/Wirkungs-Gatter angegeben, und es werden auch
keine asynchronen UW-Und -Gatter definiert. Die Formalisierung der sufficient und necessa-
ry causality fu¨r Ursache/Wirkungs-Gatter haben bei temporalen Ereignissen eine a¨hnliche
Schwa¨che wie die Formalisierung von Hansen et al., die wir ebenfalls in Kapitel 8 genauer
betrachten.
Go´rski gibt in [Go´r94] eine Semantik der FTA im sogenannten Common Safety De-
scription Model (CSDM) [BCG91] an. Er benutzt Fehlerba¨ume als Spezifikation fu¨r die
Korrektheitsbeziehungen zwischen Ereignissen. In dem pra¨dikatenlogischen Ansatz wer-
den die Ursache/Wirkungs-Beziehungen zwischen Ereignissen u¨ber die Start- und Ende-
zeitpunkte der Ereignisse explizit durch den Fehlerbaum spezifiziert. Durch die explizite
Beschreibung der Start- und Endezeitpunkte von Ereignissen ko¨nnen auch zeitliche Zusam-
menha¨nge zwischen Ereignissen in den minimalen Schnittmengen berechnet werden. Sind
diese erfu¨llt, verursachen die Ereignisse der Schnittmengen die untersuchte Gefa¨hrdung,
selbst wenn Ursache/Wirkungs-Gatter im Fehlerbaum verwendet wurden (vgl. mit Lem-
ma 5.2, Korrektheit der minimalen Schnittmengen, in dem die Ursache/Wirkungs-Gatter
ausgenommen sind). Ein Algorithmus fu¨r die Berechnung der zeitlichen Zusammenha¨nge
zwischen den Basisereignissen ist in [GW97] gegeben.
Go´rski definiert die Korrektheit der Gatter ebenfalls als starke Korrektheit und beru¨ck-
sichtigt keine Block -Gatter. Deshalb fu¨hren die minimalen Schnittmengen immer zur unter-
suchten Gefa¨hrdung. Wie wir gesehen haben, reicht diese Formalisierung im Allgemeinen
nicht aus, um beliebige Fehlerba¨ume betrachten zu ko¨nnen. In Abbildung 5.1 haben wir
z. B. einen Fehlerbaum pra¨sentiert, der die starke Korrektheit nicht fu¨r jedes Gatter erfu¨llt.
Die Vollsta¨ndigkeit von Fehlerba¨umen wird bei Go´rski nicht betrachtet. Der Nachteil seiner
Methode ist, dass mit den u¨blichen Spezifikationssprachen fu¨r dynamische Systeme (etwa
Zustandsu¨bergangssysteme), Start- und Endzeitpunkte von Ereignissen nicht spezifiziert
werden ko¨nnen. Damit ist dieser Ansatz nur im CSDM anwendbar.
Schließlich gibt es noch Ansa¨tze, die Fehlerba¨ume aus Systemspezifikationen automa-
tisch erzeugen. Papadopoulos et al. stellt in [PMM+01, Pap03, PM01] einen Ansatz vor, in
dem ein strukturelles Modell der Systemspezifikation durch Module und deren Verknu¨pfun-
gen u¨ber Ein- und Ausgaben erstellt wird. Fu¨r jedes Modul wird eine Fehleranalyse durch-
gefu¨hrt. Die Fehleranalyse untersucht lokal im Modul, ob und wie sich falsche Eingaben im
Modul zu den Ausgaben fortpflanzen und welche Fehler im Modul entstehen ko¨nnen. Ein
Fehlerbaumgenarator erstellt aus den lokalen Sicherheitsanalysen und dem strukturellen
Modell dann einen Fehlerbaum fu¨r das Gesamtmodell.
In einem europa¨ischen Projektverbund ESACS [B+03, Con01] werden verschiedene Me-
thoden untersucht, um aus formalen Modellen Fehlerba¨ume zu generieren. Dabei werden
sowohl Techniken aus der Modellpru¨fung eingesetzt, um die Basisereignisse zu berechnen
[BV03b, BV03a], als auch Erreichbarkeitsgraphen, aus denen die Pfade zur Gefa¨hrdung
extrahiert werden [BCS02, Rau02]. Jedoch werden immer
”
flache“ Fehlerba¨ume erzeugt,
die keine Zwischenereignisse enthalten.
Einen anderen Weg untersucht Damm et al. im ESACS-Projekt [Con02]. Systemmodelle
mit Fehlern werden in STATEMATE [HLN+90] komponentenbasiert spezifiziert und es wird
versucht, die Eigenschaft
”
keine Gefa¨hrdung“ mit dem Modellpru¨fer STVE (STATEMATE
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Verification Environment, [BDW00]) nachzuweisen. Gelingt der Nachweis nicht, ergeben
die bei der Verifikation entstehenden Gegenbeispiele Fehlerpfade zur Systemgefa¨hrdung.
Aus diesen Fehlerpfaden und der Komponentenstruktur der Systemspezifikation wird nun
ein Fehlerbaum mit Zwischenereignissen erstellt.
Zusammenfassend ist zu bemerken, dass eine Reihe von Semantiken fu¨r Fehlerba¨ume
existieren, die fu¨r verschiedene Anwendungen entwickelt wurden. In einigen Ansa¨tzen wer-
den aus formalen Modellen Fehlerba¨ume automatisch erzeugt. Wir haben eine Semantik
in ITL vorgestellt, die Schwa¨chen einzelner Ansa¨tze bei temporalen Ereignissen beseitigt
und auf Systembeschreibungen beruht, die Sequenzen von Systemzusta¨nden beschreibt.
Die Korrektheits- und Vollsta¨ndigkeitsbedingungen der einzelnen Gatter werden u¨ber die-
sem formalen Modell nachgewiesen. Die formale FTA definiert die Korrektheit fu¨r Gatter,
wie die anderen Ansa¨tze aus der Literatur auch, als starke Korrektheit. Um trotzdem
Fehlerba¨ume behandeln zu ko¨nnen, die in bestimmten Schritten Sicherheitsmargen hin-
zufu¨gen, benutzen wir Block -Gatter. Das minimale Schnittmengen-Theorem 5.1 und das
Lemma u¨ber die Korrektheit der Schnittmengen 5.2 zeigt, dass wir eine ada¨quate Semantik
der Fehlerbaumgatter definiert haben und sich die Vollsta¨ndigkeit des Fehlerbaums aus der
Vollsta¨ndigkeit der einzelnen Fehlerbaumgatter ableitet.
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KAPITEL 6
Verifikation von Fehlerba¨umen
Den Nachweis der FTA-Bedingungen aus dem vorherigen Kapitel mo¨chten wir durch ein
Werkzeug unterstu¨tzen. KIV ist ein interaktives Verifikations- und Spezifikationswerkzeug,
das insbesondere ITL-Eigenschaften nachweisen kann und daher bestens fu¨r die Validie-
rung von Fehlerba¨umen geeignet ist. Daten werden in KIV algebraisch spezifiziert und
temporallogische Eigenschaften ko¨nnen sowohl fu¨r parallele Programme als auch fu¨r ITL-
Spezifikationen formuliert und nachgewiesen werden. Die Grundidee der temporallogischen
Verifikation ist symbolisches Ausfu¨hren und Induktion. Dabei werden parallele Program-
me, aber auch die ITL-Formeln, schrittweise abgearbeitet. Es entstehen pra¨dikatenlogische
Beweisverpflichtungen fu¨r die erste Programmanweisung und temporallogische Beweisver-
pflichtungen fu¨r das nun ku¨rzere Restprogramm. Programme ohne Schleifen ko¨nnen so
schrittweise abgearbeitet werden, fu¨r Programme mit Schleifen beno¨tigt man zusa¨tzlich
Induktion. Diese Beweistechnik wird auch fu¨r ITL-Formeln benutzt [Bal04].
Fu¨r die Validierung von Fehlerba¨umen integrieren wir Statecharts in KIV. Mit State-
charts spezifizieren wir dynamische Systeme, u¨ber denen wir die Vollsta¨ndigkeitsbedinun-
gungen der FTA nachweisen. Wir werden Statecharts, wie parallele Programme und ITL-
Formeln, symbolisch ausfu¨hren und erweitern dazu den Beweis-Kalku¨l um entsprechende
Kalku¨lregeln. Beim symbolischen Ausfu¨hren halten wir uns an die operationelle Semantik
aus Abschnitt 4.2.2.
Datentypen, Funktionen und Pra¨dikate, die in Statechart-Spezifikationen verwenden
werden, spezifizieren wir algebraisch. Aktionen, die bei Zustandsu¨berga¨ngen ausgefu¨hrt
werden, sind sequentielle Programme. Die Aufgabe der Vollsta¨ndigkeitspru¨fung von Feh-
lerba¨umen ist, fu¨r eine algebraische Spezifikation SP , ein Statechart SC und einen Fehler-
baum FT die Frage zu beantworten, ob in allen Modellen der Spezifikation SP die Formel
SC → FT gilt. Oder formal, ob SP |= SC → FT . Die Antwort liefert eine Ableitung der
Formel SC → FT bezu¨glich der Spezifikation SP , die wir mit Hilfe des interaktiven Bewei-
sers KIV finden. Die algebraische Spezifikation SP wird in KIV-Beweisen im Hintergrund
mitgefu¨hrt, wa¨hrend das mit Statecharts spezifizierte dynamische System eine Vorbedin-
gung fu¨r die Gu¨ltigkeit der Fehlerbaumformeln SC → FT ist.
Durch die Verwendung algebraischer Datentypen in Statechart-Spezifikationen erhalten
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wir eine integrierte Beschreibungssprache mit Beweisunterstu¨tzung, die weit u¨ber bisheri-
ge Ansa¨tze hinaus geht. Bisherigen Ansa¨tzen zur Integration funktionaler Spezifikations-
techniken mit Statecharts steht keine Beweisunterstu¨tzung zur Verfu¨gung. Beispielsweise
kombiniert µ-SZ [Gei99] Z-Spezifikationen mit Statechart-Spezifikationen. Ein algebrai-
scher Ansatz existiert mit Casl-Chart [RR00]. Auf der anderen Seite gibt es eine Reihe
von Werkzeugen fu¨r die Statechart-Verifikation. Verschiedene Modellpru¨fer (siehe z. B.
[BDW00, LMS97, PS98]) weisen Eigenschaften von Statecharts automatisch nach. Modell-
pru¨fung ist aber nur fu¨r zustandsendliche Systeme mit endlichem Datenbereich mo¨glich.
Mit der interaktiven Verifikationsmo¨glichkeit von Statecharts u¨ber algebraischen Spezifi-
kationen erhalten wir eine Kombination funktionaler und dynamischer Spezifikationen mit
einer Beweisunterstu¨tzung fu¨r ITL-Formeln. Wir ko¨nnen damit Statechart-Beweise u¨ber
nicht zustandsendliche Systeme fu¨hren. Mit nicht zustandsendlich bezeichnen wir hier Sy-
steme, die Datentypen mit unendlichem Wertebereich verwenden.
6.1 Das Verifikationswerkzeug KIV
KIV [BRS+00] ist ein interaktives Spezifikations- und Verifikationswerkzeug, basierend auf
algebraischen Spezifikationen [Wir90]. Darauf aufbauend ko¨nnen sequentielle Programme
[RSS95, Rei95], objektorientierte JavaCard-Programme [Ste01], abstrakte Zustandsmaschi-
nen (ASMs, [SA97, Sch99]), parallele Programme [BDRS02] und temporallogische Spezifi-
kationen [Bal04] erstellt und Eigenschaften dafu¨r nachgewiesen werden. Um Spezifikationen
zu strukturieren, werden die Strukturierungsoperatoren enrichment, union, renaming, pa-
rameterization und actualisation eingesetzt [RSSB98]. KIV basiert auf einer Logik, welche
Logik ho¨herer Stufe [And86], die Dynamische Logik (DL, [Har84]) und die Intervalltem-
porallogik (ITL, [Mos85]) kombiniert. Beweise werden in KIV im Sequenzenkalku¨l [SA91]
gefu¨hrt.
6.1.1 Algebraische Spezifikation
Eine algebraische Spezifikation SP = (Sig , T, C) besteht aus der Signatur Sig = (S,OP ),
den Axiomen T ⊆ FmaPL(Sig , V ) und den Konstruktoren C ⊆ F . Dabei ist S eine endli-
che Menge von Sorten, OP = F ∪ P eine Menge mit den Funktionssymbolen F und den
Pra¨dikatsymbolen P . Wir nehmen an, dass die Sorte bool in S enthalten ist und die Ope-
ratoren true, false, ∧, ∨, →, ↔ und ¬ definiert sind und ihre u¨bliche Semantik besitzen.
FmaPL(Sig , V ) ist die Menge der Formeln erster Ordnung, die u¨ber der Signatur Sig und
den Variablen V gebildet werden ko¨nnen. Eine Algebra A heißt erzeugt, A ∈ Gen(Sig , C),
falls es fu¨r jedes Element a der Tra¨germenge von A einen Grundterm τ mit a = τA gibt,
wobei τA der Wert des Terms τ in A ist. Wir vereinbaren, dass wir im Folgenden die
Bezeichner x, y und v fu¨r Variablen und X und V fu¨r Mengen von Variablen verwenden.
Wir werten Formeln u¨ber einer Algebra A und Intervallen I = (σ0, σ1, . . .), einer
(un)endlichen Sequenz von Belegungen, aus. Eine Belegung σ : V → D ist eine Zuordnung
der Variablen v ∈ V zu Werten aus ihrem Wertebereich D. Eine pra¨dikatenlogische Formel
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Φ ∈ FmaPL(Sig , V ) ist wahr, d. h. A, I |=ITL Φ, wenn fu¨r A und der ersten Belegung I(0)
von I mit der herko¨mmlichen Semantikdefinition fu¨r Formeln erster Stufe A, I(0) |=PL Φ
gilt. A und I sind ein Modell von T , d. h. A, I |=ITL T , wenn in A und I die Axiome
T gelten. Die Modelle Mod(SP) = {(A, I) | A ∈ Gen(Sig , C) und A, I |=ITL T} der Spe-
zifikation SP sind diejenigen Paare (A, I), deren Algebren erzeugt sind und in denen die
Axiome gelten.
Sei FmaITL(Sig , V ) die Menge der intervalltemporallogischen Formeln. Eine Formel
ϕ ∈ FmaITL(Sig , V ) gilt in einer algebraischen Spezifikation SP , d. h. SP |=ITL ϕ, wenn
fu¨r alle Algebren und Intervalle (A, I) ∈ Mod(SP) gilt: A, I |=ITL ϕ. Wie u¨blich lassen
wir die Algebra A weg, wenn sie fu¨r das Versta¨ndnis nicht wichtig ist, schreiben statt
I |=ITL ϕ bzw. I(0) |=PL ϕ einfach I |= ϕ bzw. I(0) |= ϕ, wenn die Bedeutung von
|= klar ist und bezeichen die Formelmengen FmaPL(Sig , V ) und FmaITL(Sig , V ) mit
FmaPL bzw. FmaITL. Man beachte, dass eine Spezifikation SP nur pra¨dikatenlogische
Teile beschreibt (T ⊆ FmaPL). Temporallogische Eigenschaften, die mo¨gliche Folgen von
Belegungen einschra¨nken, werden Vorbedingungen in Formeln (siehe dazu Abschnitt 6.1.4).
6.1.2 Pra¨dikatenlogik
Pra¨dikatenlogische Beweise werden in KIV in einem Sequenzenkalku¨l gefu¨hrt. Wenn Γ =
{ϕ1, . . . , ϕn} und ∆ = {ψ1, . . . , ψm} Formelmengen sind, hat eine Sequenz Γ ` ∆ hat die
Bedeutung ∀Cl(ϕ1 ∧ . . . ∧ ϕn → ψ1 ∨ . . . ∨ ψm), und wir schreiben kurz Γ → ∆. Wir
nennen Γ den Antezedenten und ∆ den Sukzedenten einer Sequenz. Eine Sequenzenkalku¨lre-
gel hat die Form p1, . . . pn
c
. c ist die Konklusio und pi sind die Pra¨missen der Regel. Sowohl
die Konklusio c als auch die Pra¨missen pi einer Regel sind Sequenzen. Beweise orientieren
sich im Sequenzenkalku¨l an den Operatoren und
”
vereinfachen“ die Sequenz, bis Axiome
erreicht werden, die den Beweis schließen. Durch wiederholtes Anwenden von Regeln auf
die Pra¨missen entsteht ein Beweis- oder Ableitungsbaum. Im Allgemeinen gibt es pro Ope-
rator eine Regel fu¨r den Antezedenten und eine fu¨r den Sukzedenten. Als Beispiel sehen
wir die beiden Regeln fu¨r die Konjunktion.
ϕ, ψ,Γ ` ∆
ϕ ∧ ψ,Γ ` ∆
conj. left
Γ ` ϕ,∆ Γ ` ψ,∆
Γ ` ϕ ∧ ψ,∆
conj. right
6.1.3 Dynamische Logik
Die Dynamische Logik [Har84] ist eine Erweiterung der Pra¨dikatenlogik um die Operato-
ren [α]ϕ (Box) und 〈α〉ϕ (Diamond), wobei α ein Pascal-artiges Programm und ϕ eine
pra¨dikatenlogische Formel ist. Fu¨r ein Programm α bedeutet:
[α]ϕ: wenn α terminiert, gilt nach Ausfu¨hrung von α die Bedingung ϕ
〈α〉ϕ: α terminiert, und es gilt nach der Ausfu¨hrung von α die Bedingung ϕ
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Ein DL-Programm α beschreibt eine Relation zwischen zwei Belegungen. Die Syntax
und entsprechende I/O-Semantik findet sich im Anhang E. Zusa¨tzlich zu den Sequen-
zenkalku¨lregeln gibt es fu¨r jedes Programmkonstrukt entsprechende DL-Kalku¨lregeln. Als
Beispiel pra¨sentieren wir die bedingte Verzweigung.
〈α〉ϕ,Γ, ε ` ∆ 〈β〉ϕ,Γ,¬ε ` ∆
〈if ε then α else β〉ϕ,Γ ` ∆
if left
Γ, ε ` 〈α〉ϕ,∆ Γ,¬ε ` 〈β〉ϕ,∆
Γ ` 〈if ε then α else β〉ϕ,∆
if right
Die Vereinfachung besteht bei DL-Beweisen darin, das Programm schrittweise auszufu¨hren.
Z. B. fu¨hren die if -Regeln die if -Anweisung auf den then-Zweig zuru¨ck, falls die Bedingung
ε gilt, ansonsten auf den else-Zweig. Eine Zuweisung x := τ ersetzt in der Nachbedingung
ϕ x durch den Wert τ .
ϕτx,Γ ` ∆
〈x := τ〉ϕ,Γ ` ∆
assign left
Γ ` ϕτx,∆
Γ ` 〈x := τ〉ϕ,∆
assign right
Bei einer zufa¨lligen Zuweisung x := ? wird x durch eine neue Variable, die in der Sequenz
nicht vorkommt, ersetzt und erha¨lt dadurch einen beliebigen Wert. Zuweisungsregeln re-
duzieren also ein Programm auf pra¨dikatenlogische Aussagen.
6.1.4 Intervalltemporallogik
Als Grundlage fu¨r die Intervalltemporallogik in KIV [Bal04] dient eine Intervalltemporal-
logik [Mos85] erster Ordnung. Die ITL-Semantik basiert auf Intervallen I (auch Tra-
ces genannt), die eine endliche oder unendliche Sequenz von Zusta¨nden oder Belegungen
I = (σ0, . . .) beschreiben. Jede Belegung σi bildet Variablen auf Werte ihres Wertebereichs
ab. Es gibt sowohl rigide als auch flexible Variablen, wohingegen Funktions- und Pra¨dikats-
symbole immer rigide sind und algebraisch spezifiziert werden. Flexible Variablen ko¨nnen
in jeder Belegung eines Intervall einen anderen Wert haben, wa¨hrend rigide Variablen in
allen Belegungen eines Intervalls einen festen Wert haben. Um flexible von rigiden Varia-
blen zu unterscheiden, kennzeichnen wir, falls notwendig, flexible Variablen durch einen
Punkt (z. B. x˙).
Als Temporaloperatoren benutzen wir u. a. ϕ ; ψ (chop), 2ϕ (always), 3ϕ (eventually),
ϕ U ψ (until), ◦ ϕ (strong next) und • ϕ (weak next, im Gegensatz zu ◦ muss keine
na¨chste Belegung existieren). Das Pra¨dikat last gilt in der letzten Belegung eines endlichen
Intervalls. Die Semantik der ITL-Operatoren in KIV entspricht der u¨blichen Semantik, die
wir in Abschnitt 5.2 fu¨r die Formalisierung der Fehlerba¨ume bereits definiert haben.
Intervalle sind in KIV nicht an ein U¨bergangssystem gebunden. Die U¨berga¨nge zwi-
schen Belegungen in Intervallen werden auch durch temporallogische Formeln beschrieben.
Z. B. beschreibt 32ϕ die Menge der Intervalle, in denen irgendwann immer ϕ gilt. Fu¨r
diese Intervalle gilt, dass zu jedem Zeitpunkt irgendwann ϕ gilt, also 23ϕ. Im Sequenzen-
kalku¨l zeigt man dazu 32ϕ ` 23ϕ. Die Systembeschreibung steht als Voraussetzung im
Antezedenten, die zu zeigende Eigenschaft im Sukzedenten. In KIV werden auch parallele
Programme als Formeln zur Beschreibung eines U¨bergangssystems betrachtet [BDRS02].
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Flexible Variablen
Fu¨r jede flexible Variable x˙ gibt es Variablen x′ und x′′. Die Idee der 1-fach gestrichenen
Variablen x′ stammt aus der TLA [Lam94], in der x′ die Belegung der Variablen x˙ im
Nachfolgezustand beschreibt. Durch Pra¨dikate u¨ber gepunkteten und 1-fach gestrichene
Variablen werden in TLA die U¨berga¨nge zur Nachfolgebelegung beschrieben. Die Relation
zwischen x˙ und x′ beschreibt einen Systemu¨bergang. Beispielsweise beschreibt x′ = x˙+ 1,
dass in der nachfolgenden Belegung die Variable x˙ um 1 erho¨ht ist.
In KIV betrachten wir offene Systeme, deren Variablen auch vom Kontext, in dem das
System betrachtet wird, beeinflusst werden ko¨nnen. Deshalb kann nach einem Systemu¨ber-
gang der Kontext Variablen noch beliebig aba¨ndern. Zur Beschreibung der A¨nderungen
durch den Kontext verwenden wir eine Relation zwischen 1-fach und 2-fach gestrichenen
Variablen. Das Systemverhalten wird weiterhin durch die Beziehung zwischen gepunkte-
ten und 1-fach gestrichenen Variablen beschrieben. In KIV repra¨sentieren also die 2-fach
gestrichenen Variablen den Wert der gepunkteten Variablen der na¨chsten Belegung. Die
Formel x′ = x˙+1 ∧ x′ = x′′ beschreibt, dass das System x˙ um eins erho¨ht und der Kontext
x′ nicht weiter a¨ndert. Im Nachfolgezustand ist x˙ um 1 erho¨ht.
Die Belegungen eines Intervalls I = (σ0, . . .) weisen also neben den gepunkteten Varia-
blen auch den 1-fach und 2-fach gestrichenen Variablen einen Wert aus ihrem Wertebereich
zu (σi(x˙), σi(x
′), bzw. σi(x




Die Idee des ITL-Kalku¨ls besteht darin, ITL-Formeln so zu zerlegen, dass pra¨dikatenlogi-
sche Beweisverpflichtungen fu¨r die aktuelle Belegung des Intervalls und temporallogische
Beweisverpflichtungen fu¨r das Restintervall entstehen. Wir nennen dies Abwickeln von ITL-
Operatoren, das dem Ausfu¨hren von Programmen entspricht. Fu¨r jeden ITL-Operator gibt
es zwei Kalku¨lregeln. Exemplarisch geben wir die Regeln fu¨r den 2-Operator an.
ϕ, • 2ϕ,Γ ` ∆
2ϕ,Γ ` ∆
always left
Γ ` ϕ,∆ Γ ` • 2ϕ,∆
Γ ` 2ϕ,∆
always right
Die always left-Regel etabliert fu¨r den aktuellen Zustand die Voraussetzung ϕ und, dass
fu¨r das Restintervall die Voraussetzung immer gilt. Die always right-Regel zerlegt 2ϕ im
Sukzedenten einer Sequenz in zwei Pra¨missen. In der linken Pra¨misse ist nachzuweisen,
dass ϕ im aktuellen Zustand gilt, und in der rechten Pra¨misse, dass die Eigenschaft auch
fu¨r das restliche Intervall gilt.
Die ITL-Operatoren werden nun solange abgewickelt, bis jede temporallogische For-
mel in Γ und ∆ mit einem Next-Operator beginnt und alle anderen Formeln γ und δ
pra¨dikatenlogisch sind. Die pra¨dikatenlogischen Teile werden mit den herko¨mmlichen DL-
Sequenzenkalku¨lregeln vereinfacht. Der temporallogische Teil spricht nun nur noch u¨ber
die Nachfolgebelegung. D. h. wir ko¨nnen im Intervall fortschreiten und die Regel tl step
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(a¨hnlich zur next-Regel in [BDK92]) anwenden.
γ0,Γ ` δ0,∆
γ, ◦ Γ ` δ, • ∆
tl step
Sie entfernt die fu¨hrenden Next-Operatoren, kopiert die Werte der ungestrichenen und
1-fach gestrichenen Variablen in neue Variablen (in γ0 und δ0) und die der 2-fach gestri-
chenen Variablen in die entsprechenden ungestrichenen. Damit befindet sich der Beweis
einen Schritt im Intervall weiter und die Variablen haben den Wert der 2-fach gestrichenen
Variablen der vorigen Belegung.
Induktion
Durch Abwickeln der ITL-Operatoren und Ausfu¨hren von Schritten
”
arbeitet“ man end-
liche Intervalle nach und nach ab und reduziert temporallogische Beweisverpflichtungen
auf pra¨dikatenlogische. Fu¨r unendliche Intervalle beno¨tigt man zusa¨tzlich Induktion. Die
grundsa¨tzliche Idee der Induktion ist, dass wir das Intervall abarbeiten, bis wir eine Situati-
on erreichen, die wir wa¨hrend des Beweises schon einmal betrachtet haben. Wir haben eine
Schleife durchlaufen. Wenn wir eine invariante Aussage zeigen ko¨nnen, die vor und nach der
Schleife gilt, ko¨nnen wir den Beweis fu¨r das gesamte Intervall mit dem Induktionsargument
schließen.
Induktion erfolgt u¨ber die La¨nge des Intervalls. Fu¨r unendliche Intervalle benutzen
wir eine Erreichbarkeitsaussage 3ϕ, die nach endlich vielen Schritten n zum ersten Mal
gilt. Wir fu¨hren noethersche Induktion u¨ber die Anzahl der Schritte n bis zum Errei-
chen von ϕ. Arbeiten wir nach Induktionsbeginn das Intervall ab und ϕ gilt nun in < n
Schritten, ko¨nnen wir die Induktionshypothese anwenden. Dies gilt solange, bis wir ϕ er-
reicht haben. In dieser Arbeit beno¨tigen wir Induktion fu¨r Sicherheitsaussagen Γ ` 2ϕ.
Mit 2ϕ = ¬ 3¬ ϕ erhalten wir einen Erreichbarkeitsanteil im Antezedenten (3¬ ϕ,Γ ` )
und ko¨nnen mit der Regel
( •
∧
Γ → 2ϕ ∨
∨
∆) U ¬ ϕ,Γ ` 2ϕ,∆
Γ ` 2ϕ,∆
ind always
Induktion u¨ber die Anzahl der Schritte, bis zum ersten Mal ¬ ϕ gilt, fu¨hren. Die seman-
tischen Grundlagen und den Kalku¨l fu¨r die interaktive Verifikation von ITL-Eigenschaften
in KIV wurden von Balser entwickelt und fu¨r Details verweisen wir auf [Bal04].
Parallele Programme in ITL
Parallele Programme sind in KIV ebenfalls temporallogische Formeln. Semantisch sind par-
allele Programme in ITL dadurch integriert, dass sie, analog zu ITL-Formeln (un)endliche
Folgen von Belegungen definieren. Die Beweistechnik der symbolischen Ausfu¨hrung wird in
KIV auch fu¨r parallele Programme angewendet. Dazu wird die erste Anweisung abgespal-
ten und ausgefu¨hrt und in der Nachfolgebelegung das Restprogramm betrachtet. Parallele
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Programme ko¨nnen u. a. das leere Programm skip, die Zuweisungen x := τ , die sequen-
tielle Komposition α; β, die bedingte Verzweigung if ε then α else β und die parallele
Ausfu¨hrung α || β sein.
Fu¨r die symbolische Ausfu¨hrung berechnet die Funktion TX , in Abha¨ngigkeit von den
Programmvariablen X, eine Menge mo¨glicher Anweisungen, die ausgefu¨hrt werden ko¨nnen.
Die Anweisungen a¨ndern die 1-fach gestrichenen Variablen, so dass nach einem Programm-
Schritt noch das Kontextverhalten einfließen kann. Zu jeder Anweisung berechnet TX das
jeweilige Restprogramm, das nach Abarbeiten der Anweisung noch auszufu¨hren ist.
TX : Prog → ℘((Fma, Prog))
TX(x := τ) := {(x
′ = τ ∧
∧
v∈X\{x}
v′ = v, skip)}
TX(α; β) := TX(α); β
TX(if ε then α else β) := {(ε, α), (¬ε, β)}
TX(α || β) := (TX(α) || β) ∪ (α || TX(β)))
Die exec parprog-Regel spaltet dann eine Anweisung ϕα eines parallelen Programms α ab
und fu¨hrt sie aus. Im na¨chsten Zustand ist noch das Restprogramm α′ abzuarbeiten.∨
{(ϕα ∧ ◦ α
′) | (ϕα, α
′) ∈ TX(α)},Γ ` ∆
α,Γ ` ∆
exec parprog
Mit der tl step-Regel gehen wir nach der Ausfu¨hrung des Programms in die Nachfolgebe-
legung u¨ber und fu¨hren dann das Restprogramm aus. Details zur Behandlung paralleler
Programme in KIV finden sich in [BDRS02].
Einbettung von DL in ITL
Eine Besonderheit der Logik in KIV ist, dass auch DL-Operatoren in ITL-Formeln verwen-
det werden ko¨nnen. DL-Operatoren beschreiben komplexe Beziehungen zwischen Varia-
blen, die durch sequentielle Programme ausgedru¨ckt werden. Im folgenden Beispiel fordern
wir, dass der Wert der Variablen x′′ gleich dem Wert der Variablen x nach Programm-
ausfu¨hrung ist.
〈if y = 0 then x := 1 else x := 2;x := x2〉 x′′ = x (1)
Das Programm beschreibt einen U¨bergang, der nicht mehr vom Kontext beeinflusst wird.
Man beachte, dass (1) ein DL-Programm und kein paralleles Programm ist. Es beeinflusst
nur den aktuellen Systemzustand, obwohl mehrere Zuweisungen hintereinander ausgefu¨hrt
werden. Abha¨ngig von y ist x′′ entweder 1 oder 4. Wir werden spa¨ter bei der Schrittberech-
nung von Statecharts diese Art, Variablenwerte durch DL-Programme zu berechnen und
dann in entsprechend gestrichene Variablen zu kopieren, nutzen, um Nachfolgekonfigura-
tionen zu bestimmen. Neben einfachen Zuweisungen benutzen wir in der Schrittberechnung
auch parallele Zuweisungen ‘|’. Es gilt:
x = 1 ∧ y = 2 → 〈x := y | y := x〉 x = 2 ∧ y = 1
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y erha¨lt den Wert von x vor der parallelen Zuweisung. Ein DL-Programm a¨ndert in ITL
die erste Belegung σ0 eines Intervalls (σ0, σ1, . . .) ab. Die folgenden Belegungen (σ1, . . .)
bleiben unvera¨ndert. Die Semantik eines DL-Programms ist:
(σ0, σ1, . . .) |= 〈α〉 ϕ :⇔ es existiert ein τ mit σ0[[α]]τ und (τ, σ1, . . .) |= ϕ.
wobei σ0[[α]]τ der I/O-Semantik des Programms α mit der Eingabebelegung σ0 und der
Ausgabebelegung τ entspricht (siehe Anhang E).
6.2 Statechart-Spezifikationen in KIV
Wir mo¨chten Statecharts analog zu parallelen Programmen behandeln. Beide beschreiben
Traces oder Intervalle, und die Verifikation von Statecharts soll dem bewa¨hrten Konzept der
symbolischen Ausfu¨hrung folgen. Um die Statechart-Verifikation in KIV zu ermo¨glichen,
beno¨tigen wir erstens eine Spezifikationsmo¨glichkeit fu¨r Statecharts, zweitens eine seman-
tische Integration in ITL und schließlich die Erweiterung des ITL-Kalku¨ls um Regeln fu¨r
die Statechart-Verifikation.
6.2.1 Syntax
Die konkrete KIV-Syntax fu¨r die Beschreibung von Statecharts ist ein strukturierter Text
mit Schlu¨sselworten. Die KIV-Spezifikation in Abbildung 6.1 unten beschreibt eine einfache
Zeitschaltuhr fu¨r eine Lampe, die der daru¨ber abgebildeten graphischen Repra¨sentation
entspricht. Einmal eingeschaltet, leuchtet die Lampe fu¨r fu¨nf Minuten/Zeiteinheiten. tick
kennzeichnet einen Makro-Schritt und wird dazu benutzt, den Ablauf einer Zeiteinheit zu
signalisieren.
Eine Statechart-Spezifikation wird in KIV durch chart specification eingeleitet. Da-
nach ko¨nnen beliebig viele BasicCharts, OrCharts bzw. AndCharts spezifiziert werden.
In Abbildung 6.1 wird zuerst ein BasicChart Close spezifiziert. variables definiert
eine lokale Variable x, die (beim Systemstart) mit 0 initialisiert wird (initial values). Sie
wird durch die statische Reaktion static reaction tick | begin x := x +1 end bei jedem
Auftreten von tick um eins erho¨ht. tick ist implizit definiert und kennzeichnet einen Makro-
Schritt. Allgemein hat eine statische Reaktion die Form e | α und ist aktiviert, wenn der
boolesche Ausdruck e zu true evaluiert wird. Dann fu¨hrt sie das Programm α aus.
Das OrChart Timer besteht aus einem einfachen Basiszustand Open (nach ‘=’) und
dem Unterzustand Close. Der Basiszustand Open ist implizit definiert und fu¨hrt weder
statische Reaktionen aus noch definiert er Variablen oder Ereignisse. Im Gegensatz dazu
wird mit subcharts Close1 die komplette Definition von Close in Timer integriert. Dies
umfasst sowohl die Definition der Variablen x als auch die statische Reaktion, die in Close
ausgefu¨hrt wird. Zusa¨tzlich wird nach import events das Umgebungsereignis set definiert
und nach events das lokale Ereignis sw off . Mit initial state wird der Initialzustand Open
1Im Allgemeinen ko¨nnen mehrere Charts, durch ‘+’ getrennt, angegeben werden.









t4: x > 5/sw off;x := 0
statische Reaktionen:









variables x : nat;
initial values x = 0;
static reactions
tick | begin x := x +1 end;





Open → set | → Close;
Close → x > 5 | begin sw off := true ; x := 0 end → Open;
OrChart Light = Off + On;




Off → press | begin set := true end → On;
On → sw off | → Off;
AndChart System = Light | Timer;
import events press;
end chart specification
Abbildung 6.1: Statechart Spezifikation in KIV
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des Oder -Zustands definiert. Nach transitions folgt eine Liste von U¨berga¨ngen. Ist der
Ausgangszustand des U¨bergangs Open aktiv und das Ereignis set vorhanden, wird der
Zustand Close betreten. Die allgemeine Form eines U¨bergangs ist s1 → e | α → s2 mit s1
als Ausgangszustand und s2 als Endzustand.
Das AndChart System schaltet die beiden Zusta¨nde Light und Timer parallel und
definiert das Umgebungsereignis press . Alle anderen Variablen, die in den Unterzusta¨nden
definiert wurden, sind nun lokale Variablen. Dies gilt auch fu¨r sw off im Zustand Light . Da
System die gesamte Definition der Untercharts importiert, wird auch die lokale Definition
von sw off importiert.
Zusa¨tzlich ko¨nnen noch abgeleitete Ereignisse, die das Betreten und Verlassen von
Zusta¨nden s kennzeichnen, in U¨berga¨ngen benutzt werden. Um sie von Pra¨dikaten un-
terscheiden zu ko¨nnen, schreiben wir statt der STATEMATE-Notation en(s) bzw. ex (s) in
KIV en s bzw. ex s. Weiterhin beru¨cksichtigen wir Terminierungszusta¨nde, die mit term
bezeichnet werden und den Ablauf eines Statecharts stoppen, wenn sie aktiviert werden.
Beide Konstrukte werden im Beispiel in Abbildung 6.1 nicht verwendet. Die vollsta¨ndige
Grammatik der KIV-Syntax fu¨r Statecharts findet sich im Anhang F.
6.2.2 Timeout-Ereignisse und Schedule-Aktionen
Wir unterstu¨tzen Timeout-Ereignisse und Schedule-Aktionen (siehe Abschnitt 4.1.1, Sei-
te 31) nicht explizit. Durch das Kennzeichnen eines Makro-Schrittes mit dem tick -Ereignis
ko¨nnen wir jedoch beide Konstrukte modellieren.
Wir modellieren ein Timeout-Ereignis tm(e, n)/α, welches n-Zeiteinheiten nach dem
Auftreten des Ereignisses e die Aktion α ausfu¨hrt, wie in Abbildung 6.2 zu sehen, mit zwei
statischen Reaktionen (aufeinanderfolgende statische Reaktionen werden durch ; getrennt).
Statt einer Variablen n ko¨nnen wir auch eine Funktion f mit dem Wertebereich der natu¨rli-
chen Zahlen verwenden. Die natu¨rlichen Zahlen werden dazu algebraisch spezifiziert (siehe
Spezifikation nat-basic1, Seite 250). Zum Za¨hlen der Zeitschritte fu¨hren wir die Variable
tm(e, n)/α ;
ne := ne − 1
tick/if ne > 0 then
e/ne := n;
acte := true; α; acte := false
ne = 0 ∧ acte/
Abbildung 6.2: Modellierung von Timeout-Ereignissen
ne ein, die mit 0 initialisiert wird. Sobald das Ereignis e eintritt, setzen wir acte, ne auf n
und erniedrigen ne in jedem Makro-Schritt um 1. Sobald ne = 0 ist und acte gilt, fu¨hren
wir den U¨bergang aus und setzen acte wieder false. Diese Modellierung garantiert, dass
bei erneutem Eintreten von e, wa¨hrend ne heruntergeza¨hlt wird, der Timer zuru¨ckgesetzt
wird und ne wieder auf n gesetzt wird. acte beno¨tigen wir, um nicht ohne Eintreten des
Ereignisses e den U¨bergang auszufu¨hren.
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Schedule-Aktionen e/sc(a, n) verhalten sich wie Timeout-Ereignisse, nur ko¨nnen sie
nicht zuru¨ckgesetzt werden. Wir definieren ebenfalls eine Za¨hlervariable ne, die jedoch
nicht durch ne := n zuru¨ckgesetzt werden darf, wenn ne gerade heruntergeza¨hlt wird.
Deshalb setzen wir ne nur auf n, wenn ne 6= 0 ist. Die statische Reaktion zum Aktivieren
einer Schedule-Aktion lautet dann e/if ne = 0 then ne := n. Ansonsten u¨bernehmen wir
die Modellierung von Timeout-Ereignissen. Die statischen Reaktionen werden jedoch nicht
dem Ausgangszustand des U¨bergangs t, auf dem die Schedule-Aktion ausgefu¨hrt wird,
zugeordnet, sondern dem Zustand s = scope(t), in dessen Region der U¨bergang liegt.
6.2.3 Semantische Integration in ITL
Ein Statechart beschreibt eine Menge von Traces (Folgen von Belegungen), die wir als Men-
ge von Intervallen interpretieren. Wie temporallogische Formeln oder parallele Programme
werden wir Statecharts durch Ausfu¨hren der U¨berga¨nge abarbeiten. Sei I = (σ0, σ1. . .) ein
Intervall, das einen Trace durch ein Statechart beschreibt. Nach dem Ausfu¨hren des ersten
Schrittes erhalten wir das nun ku¨rzere Intervall I ′ = (σ1. . .). In Abschnitt 4.2.2 haben
wir die Semantik von Statecharts als Menge von Intervallen definiert, die in einer initia-
len Konfiguration beginnen. In I ′ ist die erste Belegung σ1 nicht mehr notwendigerweise
eine initiale Konfiguration. Fu¨r das schrittweise Ausfu¨hren von Statecharts im ITL-Kalku¨l
mu¨ssen wir deshalb die Statechart-Semantik erweitern. Wir definieren die Semantik als
Menge aller maximalen Traces, die in einer konsistenten Statechart-Konfiguration (es gilt:
↓(σ0, SC)) beginnen und der U¨bergangsrelation des Statecharts genu¨gen.
tracesA(SC) := {(σ0, . . ., σn) | n ∈ IN∞, σi ∈
∑
(variables(SC)), ↓(σ0, SC)
σi ρstepSC,A σi+1 und σn /∈ dom(ρstepSC,A)}.
Sei V die Menge aller Variablen, so definiert die Semantik eines Statecharts nur die Bele-
gung der Variablen variables(SC).
[[SC]]A := {(σ0, . . ., σn) | n ∈ IN∞, σi ∈
∑
(V ),
(σ0, . . ., σn) |variables(SC)∈ tracesA(SC)}
Die Integration von Statecharts in ITL ko¨nnen wir mit dieser Definition der Semantik
[[SC]]A eines Statecharts SC leicht wie folgt definieren. Sei I ein (ITL-)Intervall, dann gilt:
I,A |= SC :⇔ I ∈ [[SC]]A
Die Variablen eines Statecharts sind in ITL flexible Variablen. In ITL gibt es fu¨r eine flexi-
ble Variable x˙ auch die flexiblen Variablen x′ und x′′. Zur besseren Lesbarkeit lassen wir im
Folgenden den Punkt meist weg und schreiben x statt x˙. Durch σi(x
′′) = σi+1(x) schra¨nkt
die ITL-Semantik die Belegung der 2-fach gestrichenen Variablen ein. Um in spa¨teren Be-
weisen u¨ber die Ausgabebelegung nach einem Makro-Schritt sprechen zu ko¨nnen, verlangen
wir zusa¨tzlich fu¨r die 1-fach gestrichenen Variablen in einem Makro-Schritt σiρmakroσi+1,
dass output(σi) mit
output(σi) :⇔ ∀ v ∈ eventsenv(SC) ∪ varsenv(SC). v = v
′ und σi(tick
′)
gilt. Weitere Einschra¨nkungen sind fu¨r die Einbettung in die ITL nicht notwendig.
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6.3 Statechart-Kalku¨l
Wir betrachten Statecharts als Formeln zur Beschreibung dynamischer Systeme. Wenn
wir einen Beweis fu¨hren, der bestimmte temporallogische Eigenschaften eines Statecharts
zeigen soll, steht das Statechart als Vorbedingung im Antezedenten einer Sequenz. Das
Statechart beschreibt diejenigen Intervalle, die die temporallogischen Eigenschaften erfu¨llen
sollen. Diese Intervalle werden durch symbolisches Ausfu¨hren des Statecharts bestimmt.
Dabei berechnen wir sukzessive alle mo¨glichen Folgen von Belegungen, die ein Statechart
beschreiben kann.
Um ein Statechart symbolisch ausfu¨hren zu ko¨nnen, mu¨ssen wir zuerst die U¨bergangs-
mengen berechnen, die von der aktuellen Konfiguration aus mo¨glich sind und dann die
U¨bergangsmengen ausfu¨hren. Bei der Berechnung nach Damm et al. [DJHP98], die wir
in Abschnitt 4.2.2 beschrieben haben, werden wa¨hrend der Berechnung der U¨bergangs-
mengen die Aktivierungsbedingungen von U¨berga¨ngen und statischen Reaktionen ausge-
wertet. Wir erlauben in diesem Ansatz boolesche Ausdru¨cke u¨ber beliebigen algebraischen
Spezifikationen als Aktivierungsbedingungen. Deshalb ko¨nnen die Aktivierungsbedingun-
gen im Allgemeinen nicht automatisch ausgewertet werden. Damit die Berechnung der
U¨bergangsmengen trotzdem automatisch erfolgen kann, modifizieren wir die Berechnung
von Damm et al. so, dass die Aktivierungsbedingungen mit zuru¨ckgeliefert werden. Die
Berechnung der U¨bergangsmengen erfolgt dann weiterhin automatisch. Der Nachweis, ob
die Aktivierungsbedingungen u¨ber der aktuellen Variablenbelegung gilt, wird interaktiv
gefu¨hrt. Die Ausfu¨hrung einer U¨bergangsmenge beschreiben wir durch ein DL-Programm,
das den Statechart-Schritt beschreibt. Zusa¨tzlich zur Ausfu¨hrungsregel beno¨tigen wir fu¨r
Statechart-Beweise Induktion. Dazu ko¨nnen wir das Induktionsprinzip fu¨r temporallogische
Beweise aus Abschnitt 6.1.4 verwenden.
Wir fu¨hren in Beweisen u¨ber Statecharts alle Mikro-Schritte innerhalb eines Makro-
Schrittes explizit aus und fassen sie nicht zu einem Schritt zusammen. Dies ist fu¨r die in-
teraktive Verifikation notwendig, um die Nachvollziehbarkeit der Beweise zu gewa¨hrleisten.
Einen Makro-Schritt kennzeichnen wir dann durch das tick -Ereignis. Durch Verwendung
des tick -Ereignisses ko¨nnen wir auch Aussagen ϕ formulieren, die nur zu Makro-Schritten
gelten und so Beweise u¨ber Makro-Schritte fu¨hren (2tick → ϕ).
6.3.1 Regelschema fu¨r den Statechart-Kalku¨l
In unserem Kalku¨l definiert eine Statechart-Formel SC die statische U¨bergangsrelation des
Statecharts. Die aktuelle Zustandskonfiguration, Belegung der Variablen und die aktiven
Ereignisse werden durch die Formelmengen Γ und ∆ einer Sequenz symbolisch beschrieben.
Das Abspalten und Ausfu¨hren aller konfliktfreien U¨berga¨nge eines Statecharts skizziert das
Regelschema sc unwind.
∨n





Durch indeterministische U¨berga¨nge kann eine Konfiguration eines Statechart in verschie-
dene Nachfolgekonfigurationen u¨bergehen. Die Regel sc unwind berechnet fu¨r eine State-
chart-Formel SC und die Konfiguration in Γ ` ∆ eine Menge potentieller U¨bergangsmen-
gen stp1, . . ., stpn. Wir werden im Folgenden in den Funktionen die Statechart-Formel SC
immer implizit mitfu¨hren. Eine U¨bergangsmenge stpi ist tatsa¨chlich aktiviert, wenn die
entsprechende Ausfu¨hrungsbedingung cond(stpi) erfu¨llt ist. Ansonsten fu¨hrt cond(stpi) fu¨r
diesen Schritt zu einem Widerspruch im Antezedenten, dieser Fall im Beweis wird geschlos-
sen und der entsprechende Schritt nicht ausgefu¨hrt. In der Ausfu¨hrungsbedingung sind die
Aktivierungsbedingungen aller U¨berga¨nge und statischen Reaktionen des auszufu¨hrenden
Schrittes zusammengefasst. Die Variablenwerte, die sich nach dem Statechart-Schritt erge-
ben, werden durch step(stpi) berechnet. step(stpi) ist ein DL-Programm, das die Aktionen
der U¨berga¨nge und statischen Reaktionen des aktuellen Schrittes ausfu¨hrt und so den
Statechart abwickelt. step(stpi) ”
implementiert“ die Schrittausfu¨hrung nach der Relation
ρstep aus der Semantikdefinition. Schließlich wird die neue Zustandskonfiguration berech-
net, die, zusammen mit der unvera¨nderten Statechart-Formel SC, in der Nachfolgebelegung
(◦ nxt(stpi)) gilt. Die formale Definition von cond(stpi), step(stpi) und nxt(stpi) folgt in
Abschnitt 6.3.3.
Nach dem Abspalten und Ausfu¨hren der Statechart-Schritte fu¨hrt ein temporallogischer
Schritt den U¨bergang zur Nachfolgebelegung aus (siehe tl step-Regel in Abschnitt 6.1.4).
Das Statechart befindet sich in der neuen Konfiguration.
Statecharts vs. parallele Programme
Die Behandlung von Statecharts als temporallogische Formeln erfolgt analog zu paral-
lelen Programmen. Die Berechnung der U¨bergangsmengen entspricht der Funktion TX
zur Berechnung der ersten Anweisungen eines parallelen Programms. Beide Berechnun-
gen ko¨nnen verschiedene na¨chste Schritte liefern. Jeder Schritt besteht aus zwei Teilen.
Der erste Teil beschreibt die aktuelle Belegung. Bei einem parallelen Programm ist dies
das Ausfu¨hren der ersten Anweisung, bei Statecharts die Ausfu¨hrungsbedingung cond(stpi)
und das Ausfu¨hren der U¨berga¨nge durch step(stpi).
Der zweite Teil beschreibt die Nachfolgebelegungen. Bei parallelen Programmen be-
schreibt das Restprogramm die Nachfolgebelegungen. Im Gegensatz zu parallelen Program-
men werden Statecharts nicht
”
abgearbeitet“, denn die statische U¨bergangsrelation wird
nicht gea¨ndert. Deshalb wird die Nachfolgebelegung mit ◦ nxt(stpi) beschrieben. nxt(stpi)
berechnet die aktiven Zusta¨nde der Nachfolgekonfiguration (den neuen
”
Programmzeiger“
im Statechart). Die statische U¨bergangsrelation bleibt unvera¨ndert.
Schrittausfu¨hrung
Wir beschreiben die Ausfu¨hrung eines einzelnen Statechart-Schrittes mit sequentiellen Pro-
grammen. Das Programm setzt zuerst die Ereignisse zuru¨ck, d. h. es weist den boole-
schen Ereignisvariablen den Wert false zu, und fu¨hrt dann die Aktionen der entsprechen-
den U¨berga¨nge aus. Schließlich werden noch die abgeleiteten Ereignisse, die das Betreten
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und Verlassen von Zusta¨nden kennzeichnen (en .. bzw. ex ..) erzeugt. Die Ergebnisse der
Schrittberechnung werden dann den 2-fach gestrichenen Variablen zugewiesen und so die
Relation zur Nachfolgekonfiguration hergestellt.
Partielle Zustandskonfigurationen
Wir beschreiben die Zusta¨nde eines Statecharts mit booleschen Variablen, wobei sich eine
Zustandskonfiguration aus den Werten aller Zustandsvariablen ergibt. In Beweisen u¨ber
Statecharts stellt es sich manchmal als zu restriktiv heraus, wenn man die Zustandskonfi-
guration eindeutig beschreibt.
Sehen wir uns dazu nochmals das Beispiel der Zeitschaltuhr in Abbildung 6.1 an und
versuchen, die Aussage 2x ≤ 6 zu zeigen. Nach Betreten des Zustands Close hat x den Wert
0. Fu¨r den Nachweis von 2x ≤ 6 ist es aber irrelevant, ob x 0, 1, . . . 5 ist. Die wichtige
Information ist, dass x ≤ 5 ist. Ansonsten wird der U¨bergang nach Open ausgefu¨hrt.
Generalisieren wir nach Betreten des Zustands Close x = 0 zu x ≤ 5, mu¨ssen wir x nicht
schrittweise von 1 bis 5 hochza¨hlen. Erho¨hen wir dann x um 1, ist x entweder immer noch
≤ 5, dann beenden wir den Beweis per Induktionsschluss, oder x = 6 und wir fu¨hren den
U¨bergang zu Open aus (siehe Beweisbeispiel in Abschnitt 6.3.2, Seite 87).
Die Belegungen der Variablen und Ereignisse werden durch Gleichungen aus der Se-
quenz beschrieben. Durch eine Verallgemeinerung der Aussage (Abschwa¨chen von x = 0
zu x ≤ 5) beschreibt eine Sequenz dann nicht mehr genau eine Belegung, sondern eine
Menge mo¨glicher Belegungen (in denen x = 0, . . . oder x = 5 ist).
Manchmal ist es auch wu¨nschenswert, auf diese Art die konkrete Zustandskonfigurati-
on zu generalisieren. Fu¨r die Eigenschaft 2x ≤ 6 ist die Information, ob der Zustand Off
oder On aktiv ist, vollkommen irrelevant. Wenn wir von der konkreten Belegung von Off
und On abstrahieren, erhalten wir eine allgemeinere Invariante und ko¨nnen z. B. den Fall
Open ∧ Off und Open ∧ On zusammen betrachten. Dazu verwerfen wir die Information,
ob Off bzw. On true oder false ist (im Sequenzenkalku¨l gibt es die Regel weakening, die
Voraussetzungen im Antezedenten entfernt und damit die Aussage verallgemeinert). Die
Sequenz beschreibt nun sowohl Belegungen, in denen Off gilt, als auch Belegungen, in
denen Off nicht gilt. Im Folgenden betrachten wir auch Sequenzen, die eine solche partielle
Zustandskonfiguration von Statecharts beschreiben. Den Unterschied zwischen vollsta¨ndi-
gen und partiellen Zustandskonfigurationen verdeutlichen wir in den Beweisbeispielen im
folgenden Abschnitt 6.3.2.
Fu¨r die Generalisierung der Zustandskonfiguration muss die Berechnung der U¨ber-
gangsmengen angepasst werden, denn bei der bisherigen Berechnung mo¨glicher U¨berga¨nge
eines Oder -Zustands wird eine vollsta¨ndige Zustandskonfiguration vorausgesetzt. In Ab-
schnitt 6.3.3 beschreiben wir eine allgemeinere Berechnung der U¨bergangsmengen, die so-
wohl fu¨r eine vollsta¨ndige, als auch fu¨r eine partielle Zustandskonfiguration die mo¨glichen




U¨blicherweise mo¨chten wir Aussagen fu¨r einen Statechart SC zeigen, der in einer Aus-
gangskonfiguration startet. Um die Ausgangskonfiguration nicht fu¨r jeden Beweis explizit
beschreiben zu mu¨ssen, haben wir den Statecharttyp ŜC eingefu¨hrt, dessen Semantik ana-
log der Semantik aus Abschnitt 4.2.2 ist, also in einer Ausgangskonfiguration startet. D. h.
die Semantik von ŜC ist [[ŜC]]
i
. Eine Initialisierungsregel fu¨hrt nun Bedingungen ein, wel-
che die Ausgangskonfiguration eines Statecharts beschreibt und wandelt fu¨r den weiteren
Beweis den Typ ŜC in SC um. Nun kann der Statechart SC, in der Ausgangskonfiguration
startend, nach und nach abgewickelt werden. ŜC selbst kann nicht abgewickelt werden, da
dessen Traces immer in einer Ausgangsbelegung beginnen. Nach einem Abwicklungsschritt
befindet sich das Statechart jedoch nicht mehr in einer Ausgangsbelegung (siehe dazu auch
die Diskussion in Abschnitt 6.2.3).
Die Initialisierung berechnet die Ausgangsbelegungen von Variablen, die initial aktiven
Zusta¨nde und setzt alle Ereignisse inaktiv. Die Funktion initialize(ŜC) berechnet die
initiale Konfiguration nach Abschnitt 4.2.2, Seite 41.
initialize(ŜC) :=∧
s∈states(SC) ∩ decompl(root(SC)) s ∧
∧
s∈states(SC)\decompl(root(SC))¬ s ∧∧
e∈events(SC) ¬ e ∧
∧
v∈vars(SC)v = default(v)
default(v) weist dazu den Variablen den Initialwert aus dem initial value-Slot des State-
charts zu, falls dieser vorhanden ist, ansonsten einen beliebigen Wert. Die Regel sc initialize
initialize(ŜC), SC,Γ ` ∆
ŜC,Γ ` ∆
sc initialize
definiert die initiale Belegung eines Statecharts.
Beispiel 6.1 Initialisierung
Betrachten wir die Zeitschaltuhr aus Abbildung 6.1 und bezeichnen das Statechart SYS,
um es vom Zustand System unterscheiden zu ko¨nnen. ŜYS wird wie folgt initialisiert.
initialize(ŜYS) =
System ∧ Timer ∧ Off ∧ Light ∧ Open ∧ ¬ On ∧ ¬ Close ∧ ¬ tick ∧
¬ set ∧ ¬ press ∧ ¬ sw off ∧ ¬ en System ∧ ¬ en Light ∧ ¬ en Off ∧
¬ en Timer ∧ ¬ en Open ∧ ¬ en On ∧ ¬ en Close ∧ ¬ ex System ∧
¬ ex Light ∧ ¬ ex Off ∧ ¬ ex Timer ∧ ¬ ex Open ∧ ¬ ex Close ∧ x = 0
Mo¨chten wir nun zeigen, dass fu¨r das Statechart SYS der Wert von x immer ≤ 6 ist,
beginnen wir den Beweis mit
initialize(ŜYS), SYS ` 2x ≤ 6
ŜYS ` 2x ≤ 6
sc initialize
und wickeln anschließend das Statechart SYS mit der Regel sc unwind ab.
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Um Aussagen u¨ber komplexen Statecharts beweisen zu ko¨nnen, beno¨tigt man ha¨ufig
Teilaussagen, die separat formuliert, bewiesen und im Gesamtbeweis als Lemma eingesetzt
werden. Diese Teilaussagen beginnen meist nicht in einer Ausgangskonfiguration, sondern in
einer beliebigen Konfiguration. Dazu geben wir Einschra¨nkungen der Konfiguration explizit
an. Mo¨chte man z. B. die Ausfu¨hrung in einem Zustand s beginnen und die Aussage ϕ
zeigen, formuliert man die Beweisverpflichtung SC, s ` ϕ.
Konsistenz
Statecharts definieren Konsistenzeigenschaften fu¨r Belegungen (siehe Abschnitt 4.2.2, Sei-
te 41: ↓(σ, SC)). Es ist z. B. nicht erlaubt, dass in einer Belegung zwei Unterzusta¨nde eines
Oder -Zustands oder in einem Makro-Schritt lokale Ereignisse aktiv sind. Fu¨r Statecharts,
die in einer Ausgangskonfiguration starten, erha¨lt die Schrittberechnung die Konsistenz.
Beschreibt eine Sequenz jedoch eine partielle Zustandskonfiguration, ko¨nnen U¨berga¨nge
berechnet werden, die zu Inkonsistenzen fu¨hren.
Beispiel 6.2
Betrachten wir fu¨r die Zeitschaltuhr eine Sequenz, die eine partielle Zustandskonfiguration
beschreibt:
Off,Open, SYS ` 2x ≤ 6
In der Sequenz ist keine Information u¨ber die Belegung von Close enthalten und damit kann
Close gelten, oder nicht. Unter der Vorbedingung, dass der Zustand Close aktiv ist, liefert
die Schrittberechnung den U¨bergang t4 von Close nach Open. Da in der obigen Sequenz
keine Aussage u¨ber Close enthalten ist, ist die Vorbedingung Close nicht notwendigerweise
verletzt, fu¨hrt aber durch die Konsistenzbedingung des Statecharts SYS zur Inkonsistenz
Close und Open.
Analog kann es geschehen, dass bei der Schrittberechnung eine Aktivierungsbedingung fu¨r
eine U¨bergangsmenge berechnet wird, die sowohl aktive lokale Ereignisse als auch aktive
Umgebungsereignisse fordert (dann muss tick gelten, siehe Definition von guard(t)). In bei-
den Fa¨llen erhalten wir Sequenzen, die inkonsistente Belegungen beschreiben und deshalb
im Beweisverlauf nicht weiter beachtet werden mu¨ssen.
Um Inkonsistenzen zu erkennen, erzeugt die Regel sc wellformed im Antezedenten der
Sequenz ein Pra¨dikat, das konsistente Zustandskonfigurationen beschreibt. Beschreibt ei-
ne Sequenz nur inkonsistente Belegungen, wird dieses Pra¨dikat zu false ausgewertet und
wir erhalten einen Widerspruch im Antezedenten. Ansonsten pra¨zisiert das Pra¨dikat die
Sequenz, so dass sie nur noch konsistente Belegungen beschreibt. Wir definieren das Kon-




s1 ∧ . . . ∧ sn ∧ ¬ s¯1 ∧ . . . ∧ ¬ s¯m
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fu¨r si ∈ cnf, s¯j ∈ states(SC)\cnf. Fu¨r Ereignisse definieren wir




Mit diesen beiden Pra¨dikaten ko¨nnen wir nun die Regel sc wellformed folgendermaßen
definieren:
consstates(SC), consevents(SC), SC,Γ ` ∆
SC,Γ ` ∆
sc wellformed
Beispiel 6.3 Konsistente Statecharts
Betrachten wir nochmals die Zeitschaltuhr aus Abbildung 6.1. Eine Zustandskonfiguration
ist konsistent, wenn sie
consstates(SYS) := System ∧ Light ∧ Timer∧On ∧ ¬Off ∧Open ∧ ¬Close ∨
. . . ¬On ∧Off ∧Open ∧ ¬Close ∨
. . . On ∧ ¬Off ∧ ¬Open ∧ Close ∨
. . . ¬On ∧Off ∧ ¬Open ∧ Close
erfu¨llt. Gilt Open und Close, widerspricht dies dem Pra¨dikat consstates(SYS). Fu¨r Ereig-
nisse gilt
consevents(SYS) := ¬ ((set ∨ sw off) ∧ tick).
6.3.2 Beweis-Beispiel: Zeitschaltuhr
Wir pra¨sentieren ein Beweis-Beispiel fu¨r die Zeitschaltuhr, die das Beweisprinzip fu¨r State-
charts verdeutlicht. Fu¨r die Steuerung der Zeitschaltuhr aus Abbildung 6.1 zeigen wir,
dass der Za¨hler nie gro¨ßer sechs wird, die Lampe also nicht la¨nger als gewu¨nscht leuchtet.
Diese Aussage zeigen wir sowohl mit dem Ansatz der vollsta¨ndigen Zustandskonfiguration,
als auch in einer Variante mit partiellen Zustandskonfigurationen. Um im Folgenden das
Gesamtchart der Zeitschaltuhr vom parallelen Zustand System unterscheiden zu ko¨nnen,
nennen wir das Gesamtchart SYS.
Vollsta¨ndige Zustandskonfiguration
Den Beweis beginnen wir in der Ausgangskonfiguration und zeigen deshalb ŜYS ` 2x ≤ 6.
sc initialize Zuerst wird das Statechart ŜYS initialisiert.
System,Light,Off,Timer,Open,¬ On,¬ Close,
¬ tick,¬ press,¬ sw off,¬ set,¬ en System,¬ en Light,¬ en Off,
¬ en Timer,¬ en Open,¬ en On,¬ en Close,¬ ex System,¬ ex Light,
¬ ex Off,¬ ex Timer,¬ ex Open,¬ ex On,¬ ex Close, x = 0, SYS
` 2x ≤ 6
ŜYS ` 2x ≤ 6
88 KAPITEL 6. VERIFIKATION VON FEHLERBA¨UMEN
Die Regel sc initialize setzt die Ausgangszusta¨nde, inaktiviert alle Ereignisse und initiali-
siert die Variablen. Der weitere Beweis basiert auf der Statechart-Formel SYS.
Zur besseren Lesbarkeit lassen wir abgeleitete Ereignisse, die das Betreten bzw. Verlas-
sen von Zusta¨nden kennzeichnen, beiseite. Im Folgenden werden auch die Zusta¨nde System,
Light und Timer, die immer aktiv sind, nicht weiter aufgefu¨hrt und fu¨r die verbleibenden
Zusta¨nde vereinbaren wir, dass nur die aktiven Zusta¨nde auf der Sequenz angezeigt wer-
den. Die inaktiven werden nicht aufgefu¨hrt (dies dient nur der Lesbarkeit und beschreibt
hier keine partiellen Zustandskonfigurationen). Die Pra¨misse vereinfacht sich dadurch zu
Off,Open,¬ tick,¬ press,¬ sw off,¬ set, x = 0, SYS ` 2x ≤ 6.
ind always An dieser Stelle beginnen wir eine Induktion
IndHyp1,Off,Open,¬ tick,¬ press,¬ sw off,¬ set, x = 0, SYS ` 2x ≤ 6
Off,Open,¬ tick,¬ press,¬ sw off,¬ set, x = 0, SYS ` 2x ≤ 6
(1)
und erhalten die Induktionshypothese IndHyp1 :=
• (Off ∧Open ∧ ¬tick ∧ ¬press ∧ ¬sw off ∧ ¬set ∧ x = 0 ∧ SYS → 2x ≤ 6) U ¬x ≤ 6.
Zur U¨bersichtlichkeit schreiben wir die Induktionshypothese IndHyp1 nicht weiter auf die
Sequenz, merken uns aber, dass sie als zusa¨tzliche Voraussetzung gilt.
sc unwind Das Abwickeln des Statecharts ergibt die mo¨glichen Nachfolgekonfiguratio-
nen. Das Ausfu¨hren eines Statechart-Schrittes erfolgt dann durch ein DL-Programm, das
die Variablenwerte fu¨r die Nachfolgekonfiguration berechnet. Die Verbindung zur Nachfol-
gekonfiguration stellen wir durch die 2-fach gestrichenen Variablen dar. Wir fordern nach
der Programmausfu¨hrung, dass die 2-fach gestrichenen Variablen die Werte enthalten, die
durch die Schrittausfu¨hrung berechnet wurden. Da die 2-fach gestrichenen Variablen den
ungestrichenen Variablen in der Nachfolgebelegung entsprechen, haben wir so die Relation
zur na¨chsten Belegung geschaffen. Den U¨bergang zur Nachfolgekonfiguration fu¨hrt also
nicht die sc unwind -Regel aus, sondern die Regel tl step.
〈tick := false | sw off := false | set := false; tick := true;
press :=?〉(tick = tick′′, press = press′′, sw off = sw off′′,
set = set′′, x = x′′), ◦ (Off ∧Open ∧ SYS),
Off,Open,¬ tick,¬ press,¬ sw off,¬ set, x = 0
` 2x ≤ 6
Off,Open,¬ tick,¬ press,
¬ sw off,¬ set, x = 0, SYS
` 2x ≤ 6
(2)
Im Ausgangszustand des Statecharts sind alle Ereignisse inaktiv. Deshalb erhalten wir
nur eine mo¨gliche Nachfolgekonfiguration. Ein Makro-Schritt kann Umgebungsereignisse
einlesen. Zuerst werden in einem Makro-Schritt alle Ereignisse zuru¨ckgesetzt (den Ereig-
nissen wird false zugewiesen), dann der Makro-Schritt durch tick = true gekennzeichnet
und das Umgebungsereignis eingelesen (press :=?). Die Umgebung setzt willku¨rlich das
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Ereignis press auf aktiv oder inaktiv. Die Zustandskonfiguration a¨ndert sich nicht. Die
Nachbedingung des DL-Programms fordert, dass die 2-fach gestrichenen Variablen die neu
berechneten Werte erhalten.
simplify Das Ausfu¨hren des DL-Programms zur Berechnung der Nachfolgebelegung fas-
sen wir in einem Vereinfachungsschritt zusammen.
tick′′,¬ sw off′′,¬ set′′, x′′ = 0, ◦ (Off ∧ Open ∧ SYS),
Off,Open,¬ tick,¬ press,¬ sw off,¬ set, x = 0
` 2x ≤ 6
〈tick := false | sw off := false | set := false; tick := true;
press :=?〉(tick = tick′′, press = press′′, sw off = sw off′′,
set = set′′, x = x′′), ◦ (Off ∧ Open ∧ SYS),
Off,Open,¬ tick,¬ press,¬ sw off,¬ set, x = 0
` 2x ≤ 6
(3)
Der Vereinfachungsschritt weist den 2-fach gestrichenen Variablen die Werte zu, die der
Statechart-Schritt berechnet hat. Da press′′ einen beliebigen Wert zugewiesen bekommt,
entha¨lt diese Zuweisung keine Information und der Simplifier entfernt sie von der Sequenz.
Deshalb kommt press′′ in der Pra¨misse von (3) nicht mehr vor. Damit haben wir den ersten
Statechart-Schritt symbolisch ausgefu¨hrt. Den 2-fach gestrichenen Variablen der aktuellen
Belegung wurden die Werte, die sich durch Ausfu¨hren des Statecharts ergeben, zugewiesen.
Da die 2-fach gestrichenen Variablen den ungestrichenen Variablen der Nachfolgebelegung
entsprechen, wurde damit die Konfiguration der Nachfolgebelegung bestimmt.
always right Fu¨r den Nachweis der Eigenschaft 2x ≤ 6 wird die temporallogische For-
mel abgewickelt.
. . ., x = 0 ` x ≤ 6
tick′′,¬ sw off′′,¬ set′′, x′′ = 0,
◦ (Off ∧ Open ∧ SYS),
Off,Open,¬ tick,¬ press,¬ sw off,
¬ set, x = 0
` • 2x ≤ 6
tick′′,¬ sw off′′,¬ set′′, x′′ = 0, ◦ (Off ∧ Open ∧ SYS),
Off,Open,¬ tick,¬ press,¬ sw off,¬ set,
x = 0
` 2x ≤ 6
(4)
Das Abwickeln des 2-Operators erzeugt zwei Beweispflichten. Es muss fu¨r die aktuelle
Belegung gezeigt werden, dass x ≤ 6 ist (linke Pra¨misse). Die Pra¨misse ist trivial wahr, da
x = 0 ist, und das Beweisziel wird geschlossen. Die zweite Beweisverpflichtung verlangt,
dass die Eigenschaft auch ab dem na¨chsten Schritt (falls dieser vorhanden ist) gelten muss
( • 2x ≤ 6).
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tl step Die verbleibenden TL-Formeln sprechen nun alle u¨ber die Nachfolgebelegung.
Ein tl step setzt die Nachfolgebelegung als neue, aktuelle Belegung.
tick,¬ sw off,¬ set, x = 0,Off,Open, SYS ` 2x ≤ 6
tick′′,¬ sw off′′,¬ set′′, x′′ = 0, ◦ (Off ∧ Open ∧ SYS),
Off,Open,¬ tick,¬ press,¬ sw off,¬ set,
x = 0
` • 2x ≤ 6
(5)
Die Werte der 2-fach gestrichenen Variablen der Konklusio werden den ungestrichenen Va-
riablen der Pra¨misse zugewiesen und die Next-Operatoren werden entfernt. Damit spricht
die Sequenz jetzt u¨ber die Nachfolgebelegung. Die Kopien der ungestrichenen und 1-fach
gestrichenen Variablen sind fu¨r den weiteren Beweis nicht notwendig und werden deshalb
nicht aufgefu¨hrt.
Bemerkung An dieser Stelle im Beweis befinden wir uns nicht mehr in einer Ausgangs-
konfiguration (es gilt tick), aber die Statechart-Formel SC steht auf der Sequenz und
beno¨tigt eine Semantik. Deshalb konnte die Semantik von Statecharts in Abschnitt 6.2.3
nicht auf initialen Traces definiert werden.
sc unwind, simplify, tl step Nun kann wieder ein Statechart-Schritt abgewickelt wer-
den. In diesem Fall erhalten wir zwei Mo¨glichkeiten. Entweder es gilt press und wir ver-
lassen den Zustand Off, oder press gilt nicht und das Statechart verbleibt im Zustand Off.
Wenn wir vollsta¨ndige Zustandskonfigurationen betrachten, behandeln wir u¨blicherweise
die mo¨glichen Statechart-Schritte getrennt, da sie verschiedene Situationen beschreiben.
D. h. die Disjunktion im Regelschema der sc unwind -Regel spalten wir in verschiedene
Fa¨lle auf.
apply induction (IndHyp1)
¬ tick,¬ press,¬ sw off,
¬ set, x = 0,Off,Open,
SYS
` 2x ≤ 6
...
¬ tick,¬ press,¬ sw off,
set, x = 0,Open,On,
SYS
` 2x ≤ 6
...
tick,¬ sw off,¬ set, x = 0,Off,Open, SYS ` 2x ≤ 6
(6)
Abha¨ngig davon, ob press gilt oder nicht, findet ein U¨bergang in den Zustand On statt
und das Ereignis set wird erzeugt (rechte Pra¨misse), oder das Statechart verbleibt im
Zustand Off (linke Pra¨misse). Nach einem Vereinfachungsschritt simplify und dem tem-
porallogischen Schritten always right und tl step, sehen wir, dass die linke Pra¨misse dieselbe
Form wie in der Konklusio der Ableitung (1) hat. Die Anwendung der Induktionshypothese
IndHyp1 schließt dieses Beweisziel.
In der rechten Pra¨misse wurde ein Mikro-Schritt durchgefu¨hrt und das Statechart be-
findet sich nun in dem Zustand On und das Ereignis set ist aktiv.
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sc unwind, simplify, tl step
¬ tick,¬ press,¬ sw off,¬ set, x = 0,On,Close, SYS ` 2x ≤ 6
¬ tick,¬ press,¬ sw off, set, x = 0,Open,On, SYS ` 2x ≤ 6
(7)
Ein weiterer Statechart-Schritt u¨berfu¨hrt das Statechart in den Zustand Close. Nun beginnt
der Timer zu za¨hlen.
generalize Damit wir nicht fu¨r jeden Za¨hlerstand des Timers (1. . .6) einen Makro-Schritt
durchfu¨hren mu¨ssen, generalisieren wir die Sequenz.
¬ tick,¬ press,¬ sw off,¬ set, x ≤ 5,On,Close, SYS ` 2x ≤ 6
¬ tick,¬ press,¬ sw off,¬ set, x = 0,On,Close, SYS ` 2x ≤ 6
(8)
Im Zustand Close ist die wichtige Information, dass der Za¨hler nicht gro¨ßer 5 ist. Sonst
wird der Zustand verlassen. Deshalb kann x = 0 zu x ≤ 5 verallgemeinert werden. Hier
beginnen wir nochmals eine Induktion mit der Induktionshypothese IndHyp2 :=
• (¬tick ∧ ¬press ∧ ¬sw off ∧ ¬set ∧ x ≤ 5∧
On ∧ Close ∧ SYS ∧ IndHyp1 → 2x ≤ 6) U ¬x ≤ 6,
die wir uns wieder merken und nicht auf der Sequenz mitfu¨hren.
sc unwind, simplify, tl step Wir u¨berspringen einen Makro-Schritt, der das tick -
Ereignis erzeugt. Auf das tick -Ereignis reagiert der Za¨hler und erho¨ht x im na¨chsten
Statechart-Schritt.
apply induction (IndHyp2)
¬ tick,¬ press,¬ sw off,
¬ set, x ≤ 5,On,Close,
SYS
` 2x ≤ 6
¬ tick,¬ press,¬ sw off,
¬ set, x = 6,On,Close,
SYS
` 2x ≤ 6
...
¬ tick,¬ press,¬ sw off,¬ set, x ≤ 5,On,Close, SYS ` 2x ≤ 6
(9)
Es entstehen zwei Fa¨lle. Entweder ist die Za¨hlervariable x immer noch ≤ 5, dann kann die
Beweisverpflichtung per Induktionsschluss mit IndHyp2 gezeigt werden (linke Pra¨misse).
Im zweiten Fall wird x zu 6.
sc unwind, simplify, tl step
apply induction (IndHyp1)
¬ tick,¬ press,¬ sw off,¬ set, x = 0,Off,Open, SYS ` 2x ≤ 6
(12)
...
¬ tick,¬ press, sw off,¬ set, x = 0,On,Open, SYS ` 2x ≤ 6
(11)
...
¬ tick,¬ press,¬ sw off,¬ set, x = 6,On,Close, SYS ` 2x ≤ 6
(10)
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Wenn x = 6 gilt, wird der Zustand Close verlassen, das sw off Ereignis erzeugt und x
auf 0 gesetzt (Ableitung (10)). Das Ereignis sw off bewirkt, dass auch On verlassen wird
(Ableitung (11)). Nun befindet sich das Statechart wieder im Ausgangszustand (vgl. mit
Ableitung (1)) und der Gesamtbeweis wird mittels Induktionsschluss mit IndHyp1 beendet
(Ableitung (12)). Der Beweisbaum, der sich aus den Ableitungschritten ergibt, findet sich
in Abbildung 6.3 a), Seite 95.
Partielle Zustandskonfiguration
Zum Vergleich fu¨hren wir den Beweis fu¨r 2x ≤ 6 mit einer partiellen Zustandskonfiguration
durch. Die Idee von partiellen Zustandskonfigurationen ist, dass nicht nur von konkreten
Variablenwerten abstrahiert wird (x ≤ 5 statt x = 0), sondern auch von den konkreten
Zustandskonfigurationen. Im Beweis fu¨r die Zeitschaltuhr ist die Information, ob die Lampe
an ist, oder nicht, unwichtig (Light in On bzw. Off ). Die fu¨r den Beweis wesentliche
Information ergibt sich aus dem Verlassen des Zustands Close, wenn x > 5 ist. Deshalb
geben wir im folgenden Beweis die Belegung der Zusta¨nde On und Off nicht explizit an.
Initialisierung Da wir in diesem Beispiel nicht in einer initialen Konfiguration starten,
schra¨nken wir die Ausgangskonfiguration explizit ein. Der Zustand Open soll aktiv sein
und x = 0. Wir beginnen den Beweis also mit der Sequenz
SYS,Open, x = 0 ` 2x ≤ 6.
Im Ausgangszustand beginnen wir eine Induktion mit der Induktionshypothese IndHyp1 :=
• (SYS ∧Open ∧ x = 0 → 2x ≤ 6) U ¬ x ≤ 6
sc unwind Das Abwickeln des Statecharts ergibt fu¨r die partielle Zustandskonfiguration
Open 8 verschiedene Fa¨lle.
Off, . . ., ◦ (On ∧ Close) ∨ Off, . . ., ◦ (Off ∧ Close) ∨
On, . . ., ◦ (Off ∧ Close) ∨ On, . . ., ◦ (On ∧ Close) ∨
Off, . . ., ◦ (On ∧ Open) ∨ Off, . . ., ◦ (Off ∧ Open) ∨
On, . . ., ◦ (Off ∧ Open) ∨ On, . . ., ◦ (On ∧ Open),
◦ SYS,Open, x = 0
` 2x ≤ 6
SYS,Open, x = 0 ` 2x ≤ 6
Als Vorbedingung fu¨r einen Statechart-Schritt ist das Unterchart Light entweder in On
oder Off. Ausgehend davon kann Light einen U¨bergang machen, oder nicht. Auch der
Timer kann einen U¨bergang machen oder eben nicht. Da wir aber nicht alle Fa¨lle einzeln
betrachten wollen, suchen wir die fu¨r den Beweis wichtige Gemeinsamkeit.
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cut formula Entscheidend fu¨r den weiteren Beweis ist, ob wir in Open bleiben oder
nach Close gehen. Deshalb fu¨hren wir die Formel Open′′ ∧ x′′ = 0 ∨ Close′′ ∧ x′′ ≤ 5
ein. Entweder sind wir nach der Schrittausfu¨hrung in Open und x = 0 oder wir wechseln
nach close. Wenn wir nach Close wechseln, verallgemeinern wir, wie beim Beweis mit
vollsta¨ndiger Zustandskonfiguration, x = 0 zu x ≤ 5.
Open′′ ∧ x′′ = 0 ∨ Close′′ ∧ x′′ ≤ 5
Off, . . ., ◦ (On ∧ Close) ∨ . . .,
◦ SYS,Open, x = 0
` 2x ≤ 6
simlify, tl step
Off, . . ., ◦ (On ∧ Close)
∨ . . ., ◦ SYS,Open, x = 0
` Open′′ ∧ x′′ = 0 ∨ Close′′
∧ x′′ ≤ 5,2x ≤ 6
Off, . . ., ◦ (On ∧ Close) ∨ Off, . . ., ◦ (Off ∧ Close) ∨
On, . . ., ◦ (Off ∧ Close) ∨ On, . . ., ◦ (On ∧ Close) ∨
Off, . . ., ◦ (On ∧ Open) ∨ Off, . . ., ◦ (Off ∧ Open) ∨
On, . . ., ◦ (Off ∧ Open) ∨ On, . . ., ◦ (On ∧ Open),
◦ SYS,Open, x = 0
` 2x ≤ 6
(1)
In der rechten Pra¨misse ist zu zeigen, dass alle mo¨glichen U¨berga¨nge die Eigenschaft
Open′′ ∧ x′′ = 0 ∨ Close′′ ∧ x′′ ≤ 5 erfu¨llen. Dies geschieht mit den Regeln simplify und tl
step. Sie fu¨hren die 8 mo¨glichen Statechart-Schritte aus und zeigen, dass sie die Eigenschaft
erfu¨llen. Nun ko¨nnen wir mit dem Beweis in der linken Pra¨misse fortfahren. Da die wichtige
Information u¨ber die Nachfolgekonfiguration in der eingefu¨hrten Formel steht, entfernen
wir die berechneten U¨bergangsmengen von der Sequenz und erhalten
Open′′ ∧ x′′ = 0 ∨ Close′′ ∧ x′′ ≤ 5, ◦ SYS,Open, x = 0 ` 2x ≤ 6.
tl step Nun fu¨hren wir den U¨bergang zur neuen Konfiguration aus (2). Zur Vereinfachung
lassen wir hier das Abwickeln des 2-Operators weg. x = 0 erfu¨llt 2x ≤ 6 fu¨r den aktuellen
Zustand und wir fu¨hren den Beweis in der Nachfolgekonfiguration fort.
apply induction (IndHyp1)
Open ∧ x = 0, SYS, ` 2x ≤ 6 Close ∧ x ≤ 5, SYS ` 2x ≤ 6
Open ∧ x = 0 ∨ Close ∧ x ≤ 5, SYS ` 2x ≤ 6
(3)
Open′′ ∧ x′′ = 0 ∨ Close′′ ∧ x′′ ≤ 5, ◦ SYS,Open, x = 0 ` 2x ≤ 6
(2)
Wenn wir eine Fallunterscheidung durchfu¨hren (3), erhalten wir in der linken Pra¨misse
dieselbe Formel wie zu Beweisbeginn und schließen den Beweis per Induktion mit IndHyp1.
Fu¨r die rechte Pra¨misse beginnen wir erneut eine Induktion mit IndHyp2 :=
• (Close ∧ x ≤ 5 ∧ SYS ∧ IndHyp1 → 2x ≤ 6) U ¬x ≤ 6.
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sc unwind In der rechten Pra¨misse wickeln wir das Statechart erneut ab.
. . .tick ∧ 〈. . .x := x+ 1. . .〉 ∧ ( ◦ Close ∧ . . .) ∨
. . .¬ tick. . . ∧ ( ◦ Close ∧ . . .)
Close ∧ x ≤ 5, ◦ SYS
` 2x ≤ 6
Close ∧ x ≤ 5, SYS, ` 2x ≤ 6
Keiner der U¨berga¨nge fu¨hrt aus Close heraus, jedoch unterscheiden sie sich dadurch, ob x
um 1 erho¨ht wird, oder nicht.
cut formula Fu¨r den weiteren Beweis unterscheiden wir, ob x in der Nachfolgekonfigu-
ration ≤ 5 oder = 6 ist, d. h. ob Close′′ ∧ (x′′ ≤ 5 ∨ x′′ = 6) gilt.
Close′′ ∧ (x′′ ≤ 5 ∨ x′′ = 6),
Close ∧ x ≤ 5, ◦ SYS
` 2x ≤ 6
simlify, tl step
. . .tick ∧ 〈. . .x := x+ 1. . .〉 ∧ . . . ∨
. . .¬ tick. . . ∧ ( ◦ Close ∧ . . .)
Close ∧ x ≤ 5, ◦ SYS
` 2x ≤ 6,Close′′ ∧ (x′′ ≤ 5 ∨ x′′ = 6)
. . .tick ∧ 〈. . .x := x+ 1. . .〉 ∧ ( ◦ Close ∧ . . .) ∨
. . .¬ tick. . . ∧ ( ◦ Close ∧ . . .)
Close ∧ x ≤ 5, ◦ SYS
` 2x ≤ 6
In der linken Pra¨misse ko¨nnen wir wieder auf die U¨bergangsmengen verzichten. In der
rechten Pra¨misse zeigen wir, dass alle mo¨glichen U¨bergangsmengen Close′′∧(x′′ ≤ 5 ∨ x′′ =
6) erfu¨llen.
tl step Wir wickeln erneut den 2-Operator ab und berechnen die Nachfolgekonfiguration
in Ableitung (4).
apply induction (IndHyp2)
x ≤ 5,Close, SYS ` 2x ≤ 6 x = 6,Close, SYS ` 2x ≤ 6
x ≤ 5 ∨ x = 6,Close, SYS ` 2x ≤ 6
(5)
Close′′ ∧ (x′′ ≤ 5 ∨ x′′ = 6),Close ∧ x ≤ 5, ◦ SYS ` 2x ≤ 6
(4)
Nach der Fallunterscheidung x ≤ 5 ∨ x = 6 in Ableitung (5) ko¨nnen wir die linke Pra¨misse
per Induktion mit IndHyp2 schließen.
sc unwind Zum Beenden des Beweises mu¨ssen wir das Statechart noch einmal ausfu¨hren,
um wieder in den Ausgangszustand zu gelangen.
simplify, tl step, apply induction (IndHyp1)
. . .x′′ = 0 ∧ ( ◦ Open ∧ . . .)
x = 6,Close, ◦ SYS
` 2x ≤ 6
x = 6,Close, SYS ` 2x ≤ 6
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Da wir in Close sind und x > 5 gilt, wird auf jeden Fall der U¨bergang nach Open ausgefu¨hrt,
d. h. in allen Nachfolgekonfigurationen gilt Open und x = 0. Damit haben wir wieder
die Ausgangskonfiguration erreicht und ko¨nnen den Beweis per Induktion mit IndHyp1
schließen. Der aus den Ableitungschritten entstandene Beweisbaum ist in Abbildung 6.3 b)
dargestellt.
Ergebnis
Im Vergleich zum Beweis mit einer vollsta¨ndigen Zustandskonfiguration erfordert der Be-
weis mit partieller Zustandskonfiguration mehr Versta¨ndnis fu¨r den Beweis, denn der Be-
nutzer bestimmt, welche Eigenschaften fu¨r den weiteren Beweis wesentlich sind und fu¨gt
diese Eigenschaft in den Beweis ein. Dies geschieht z. B. in der Ableitung (1). Jedoch er-
halten wir allgemeinere Invarianten – im Beispiel sind sie unabha¨ngig davon ob Light in
On oder Off ist – und wir mussten deshalb nur 3 Statechart-Schritte ausfu¨hren. Beim
ersten Beweis waren 5 Statechart-Schritte notwendig. Dafu¨r sind Beweise mit vollsta¨ndi-
ger Zustandskonfiguration besser automatisierbar. So kann obiger Beweis mit vollsta¨ndiger
Zustandskonfiguration (ohne der Generalisierung von x = 0 auf x ≤ 5) in KIV automa-
tisch gefu¨hrt werden. Zum Vergleich haben wir die Beweisba¨ume beider Beweise in Ab-







































a) vollsta¨ndige Zustandskonfiguration b) partielle Zustandskonfiguration
Abbildung 6.3: Beweisba¨ume
Beweisba¨ume u¨bersichtlich zu halten. Diese verdeutlichen nochmals, dass der Beweis fu¨r
die vollsta¨ndige Zustandskonfiguration
”
tiefer“ ist und mehr Statechart-Schritte beno¨tigt.
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Die intuitiven Schritte beim Beweis mit partiellen Zustandskonfigurationen kommen bei
der cut-Regel zum Tragen.
Zusammenfassend ist zu bemerken, dass fu¨r einfachere Beweise, die vollsta¨ndig automa-
tisch gefu¨hrt werden, der Ansatz der vollsta¨ndigen Zustandskonfiguration besser geeignet
ist. Fu¨r kompliziertere Beweise mit vielen Zusta¨nden eignet sich der Ansatz mit partiellen
Zustandskonfigurationen.
6.3.3 Kalku¨l-Regel fu¨r Statecharts
Wir haben das Regelschema der sc unwind -Regel kennengelernt und die Anwendung fu¨r
vollsta¨ndige und partielle Zustandskonfigurationen gezeigt.∨n
i=1cond(stpi) ∧ step(stpi) ∧ ◦ nxt(stpi),Γ ` ∆
SC,Γ ` ∆
sc unwind
Dabei haben wir auf die exakte Definition der Berechnung und Ausfu¨hrung der U¨ber-
gangsmengen stpi verzichtet. Dies wollen wir nun nachholen. Wie schon bemerkt, sind die
Statechart-Variablen flexible Variablen, die wir durch einen Punkt v˙ ∈ variables(SC) kenn-
zeichnen. Die Hilfsvariablen ˜variables(SC) werden immer nur fu¨r eine Schrittausfu¨hrung
beno¨tigt und ko¨nnen deshalb auch rigide sein. Wir vereinbaren, dass fu¨r v˙ ∈ variables(SC)
v ∈ ˜variables(SC) die entsprechende Hilfsvariable ist. Zur Definition der Kalku¨lregel wer-
den a¨hnliche Hilfsfunktionen wie in der Semantikdefinition von Statecharts beno¨tigt. Wir
vereinbaren die Konvention, dass eine Funktion f aus der Semantikbeschreibung, die wir
fu¨r die Kalku¨lregel entsprechend aba¨ndern mu¨ssen, mit fK bezeichnet wird.
Ausfu¨hrungsbedingungen und Berechnung der U¨bergangsmengen
In unserem Ansatz beschreiben die Formeln einer Sequenz mo¨gliche Belegungen. Ob eine
Ausfu¨hrungsbedingung in diesen Belegungen gilt, kann ha¨ufig nicht automatisch bestimmt
werden, sondern erfordert interaktive Beweisschritte. Deshalb berechnen wir neben den po-
tentiellen U¨bergangsmengen auch entsprechende Ausfu¨hrungsbedingungen. Nur wenn eine
Ausfu¨hrungsbedingung gilt, wird die entsprechende U¨bergangsmenge ausgefu¨hrt. Dazu er-
weitern wir die Berechnung der U¨bergangsmengen aus Abschnitt 4.2.2, Seite 42. Außerdem
muss die Berechnung der Statechart-Schritte auch partielle Konfigurationen beru¨cksichti-
gen.
Die Funktion stepsK : Fma×states(SC)×Fma → ℘((Fma, ℘(trans(SC)))) zur Schritt-
berechnung fu¨r ein Statechart SC erha¨lt im Vergleich zur Funktion steps : Σ(variables(SC),
×states(SC) → ℘(℘(trans(SC))) aus Abschnitt 4.2.2 ein zusa¨tzliches Argument, die (vor-





Im Gegensatz zu steps wird stepsK von einer Kalku¨lregel aufgerufen und basiert fu¨r eine
Sequenz Γ ` ∆ auf der symbolischen Beschreibung Γ∧¬∆ der Variablenbelegung, anstatt
auf einer Belegung σ ∈ Σ(variables(SC)). Da aus Γ ∧ ¬∆ die Variablenbelegung meist
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nicht eindeutig bestimmt werden kann, liefert stepsK eine Menge von Tupeln aus Akti-
vierungsbedingung und U¨bergangsmenge. Nur wenn die Aktivierungbedingung erfu¨llt ist,
kann der U¨bergang ausgefu¨hrt werden.
1. mode(s) ∈ {BASIC ,TERM }:
stepsK(Γ ∧ ¬∆, s, g) := {(g, ∅)}
2. mode(s) = AND :
Sei {s1, . . ., sn} = childs(s), dann ist stepsK(Γ ∧ ¬∆, s, g) :=
{(g1 ∧ . . . ∧ gn,
n⋃
i=1
Ti) | (gi, Ti) ∈ stepsK(Γ ∧ ¬∆, si, si ∧ g)}
3. mode(s) = OR: Sei
• S ′ = {s˜ | s˜ ∈ childs(s) und nicht Γ ∧ ¬ ∆ → ¬ s˜},
• S∗ = {s˜ | s˜ ∈ childs∗(s) und nicht Γ ∧ ¬ ∆ → ¬ s˜},
• Ts˜ = {ts˜1 , . . ., ts˜k}
= {t | scope(t) = s, source(t) ∈ childs∗(s˜) und source(t) ∈ S∗} und
• T = {t1, . . ., tk} =
⋃
s˜∈S′ Ts˜.
Da alle U¨berga¨nge in T dieselbe Priorita¨t haben, stehen sie in Konflikt und
stepsK(Γ ∧ ¬∆, s, g) :=
{(gt, {t})|t ∈ T und gt := g ∧ guard(t) ∧ source(t)} ∪ (3)⋃
s′∈S′
stepsK(Γ ∧ ¬∆, s
′, g ∧ s′ ∧ ¬guard(ts′1) ∧ . . . ∧ ¬guard(ts′k)) (4)
Die wesentliche A¨nderung im Algorithmus im Vergleich zur steps-Berechnung aus Ab-
schnitt 4.2.2 befindet sich im Schritt 3 bei der Betrachtung eines Oder -Zustands. Betrach-
ten wir uns zuerst einmal, von welchen Zusta¨nden U¨berga¨nge ausgehen ko¨nnen. Da wir
aus Γ∧¬∆ nicht immer die aktiven Zusta¨nde folgern ko¨nnen – insbesondere nicht bei par-
tiellen Zustandskonfigurationen –, ko¨nnen von all denjenigen Zusta¨nden s˜ aus U¨berga¨nge
stattfinden, die in Γ∧¬∆ nicht zu false ausgewertet werden. Dazu versuchen wir mit einer
automatischen Vereinfachungsstrategie Γ ∧ ¬∆ → ¬ s˜ zu zeigen. Gelingt dies nicht, kann
s˜ mo¨glicherweise aktiv sein. Das sind alle Zusta¨nde in S ′. Von diesen Zusta¨nden ko¨nnen
auch aus aktiven Unterzusta¨nden U¨berga¨nge ausgehen, wenn die U¨berga¨nge in der ak-
tuellen Region scope(s) liegen (die Region liefert eine
”
Priorisierung“ von U¨berga¨ngen).
Daraus ergibt sich fu¨r einen Zustand s˜ die U¨bergangsmenge Ts˜. Ts˜ entha¨lt alle aus s˜ mo¨gli-
chen U¨berga¨nge. T fasst alle U¨berga¨nge zusammen, deren Ausgangszustand mo¨glicher-
weise aktiv ist. Diese U¨berga¨nge stehen in Konflikt und ko¨nnen dann ausgefu¨hrt werden,
wenn ihre Aktivierungsbedingung gilt und der entsprechende Ausgangszustand aktiv
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Deshalb ist die Aktivierungsbedingung gt fu¨r einen solchen U¨bergang t in Gleichung (3):
gt := g ∧ guard(t) ∧ source(t). Die Bedingung, dass der Ausgangszustand aktiv ist, mu¨ssen
wir hinzufu¨gen, da fu¨r die U¨berga¨nge t ∈ T nicht folgt, dass der entsprechende Ausgangs-
zustand source(t) aktiv ist, sondern nur, dass er nicht inaktiv ist. Zusa¨tzlich muss noch
die Vorbedingung g, die der Berechnung u¨bergeben wird, gelten. Die Vorbedingung g be-
schreibt, dass kein ho¨her priorisierter U¨bergang mo¨glich ist.
Fu¨r den Fall, dass ein Zustand s˜ aktiv ist, aber alle Aktivierungsbedingungen sei-
ner U¨berga¨nge in der aktuellen Konfiguration nicht gelten, ko¨nnen Unterzusta¨nde weitere
U¨berga¨nge aktivieren. Deshalb fu¨gen wir fu¨r einen Zustand s˜, unter der Vorbedingung dass
alle U¨berga¨nge aus Ts˜ nicht aktiviert sind, die mo¨glichen U¨berga¨nge seiner Unterzusta¨nde
hinzu. Dies geschieht in Gleichung (4) fu¨r alle mo¨glicherweise aktiven Unterzusta¨nde von
s.
Beispiel 6.4 Schrittberechnung I
Sei die Steuerung der Zeitschaltuhr SYS aus Abbildung 6.1 in den Ausgangszusta¨nden Off
und Open, x = 0 und wir zeigen 2x ≤ 6. Wir erhalten die Sequenz
SYS, System,Light,Timer,Off,¬ On,Open,¬ Close, x = 0 ` 2x ≤ 6,
die wir mit SYS,Γ ` ϕ abku¨rzen. In Light gilt S ′ = {Off} (da Γ → ¬On gilt) und es
ko¨nnen die folgenden Schritte ausgefu¨hrt werden:
stepsK(Γ ∧ ¬ϕ,Light,Light) = {(Light ∧Off ∧ press, {t1}), (Light ∧Off ∧ ¬press, ∅)}
Analog ergibt sich fu¨r Timer und System:
stepsK(Γ ∧ ¬ϕ,Timer,Timer) = {(Timer ∧Open ∧ set, {t3}), (Timer ∧Open ∧ ¬set, ∅)}
stepsK(Γ ∧ ¬ϕ, System, true) = {(Light ∧Off ∧ press ∧ Timer ∧Open ∧ set, {t1, t3}),
(Light ∧Off ∧ press ∧ Timer ∧Open ∧ ¬set, {t1}),
(Light ∧Off ∧ ¬press ∧ Timer ∧Open ∧ set, {t3}),
(Light ∧Off ∧ ¬press ∧ Timer ∧Open ∧ ¬ set, ∅)}











Betrachten wir das nebenstehende Statechart SC, in
dem die mit ? markierten Zusta¨nde aktiv sind. Fu¨r
die U¨berga¨nge sei guard(t1) = g1, guard(t2) = g2 und
guard(t3) = g3. Aktive Zusta¨nde fu¨hren wir nicht ex-
plizit in den Aktivierungsbedingungen auf, d. h. fu¨r die
Aktivierungsbedingung von t1 schreiben wir einfach g1
statt g1 ∧ st11. Dann gilt:
stepsK(Γ ∧ ¬∆, s1, true) = {(g1, {t1}), (¬g1, ∅)}
stepsK(Γ ∧ ¬∆, s2, true) = {(g3, {t3}), (¬g3 ∧ g2, {t2}), (¬g3 ∧ ¬g2, ∅)}
stepsK(Γ ∧ ¬∆, root(SC), true) = stepsK(Γ ∧ ¬∆, s, true) =
{(g1 ∧ g3, {t1, t3}), (¬g1 ∧ g3, {t3}), (g1 ∧ ¬g3 ∧ g2, {t1, t2}),
(¬g1 ∧ ¬g3 ∧ g2, {t2}), (g1 ∧ ¬g3 ∧ ¬g2, {t1}), (¬g1 ∧ ¬g3 ∧ ¬g2, ∅)}
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Betrachten wir nun s mit einer generalisierten Zustandskonfiguration in der von den kon-
kreten Zusta¨nden in s1 abstrahiert wurde. Es kann nun entweder s11 oder s12 aktiv sein
und wir erhalten:
stepsK(Γ ∧ ¬∆, s1, true) = {(g1 ∧ s11 , {t1}), (¬g1 ∧ s11 , ∅), (s12 , ∅)}
stepsK(Γ ∧ ¬∆, s2, true) = {(g3, {t3}), (¬g3 ∧ g2, {t2}), (¬g3 ∧ ¬g2, ∅)}
stepsK(Γ ∧ ¬∆, root(SC), true) = stepsK(Γ ∧ ¬∆, s, true) =
{(g1 ∧ s11 ∧ g3, {t1, t3}), (¬g1 ∧ s11 ∧ g3, {t3}), (s12 ∧ g3, {t3}),
(g1 ∧ s11 ∧ ¬g3 ∧ g2, {t1, t2}), (¬g1 ∧ s11 ∧ ¬g3 ∧ g2, {t2}), (s12 ∧ ¬g3 ∧ g2, {t2}),
(g1 ∧ s11 ∧ ¬g3 ∧ ¬g2, {t1}), (¬g1 ∧ s11 ∧ ¬g3 ∧ ¬g2, ∅), (s12 ∧ ¬g3 ∧ ¬g2, ∅)}
Bemerkungen zur Berechnung der U¨bergangsmengen Bei der Berechnung mo¨gli-
cher Schritte wird nicht u¨berpru¨ft, ob die Aktivierungsbedingungen erfu¨llt sind oder nicht,
sondern die Aktivierungsbedingungen werden als Vorbedingungen fu¨r einen Schritt in die
Pra¨missen aufgenommen. Sind Aktivierungsbedingungen nicht erfu¨llt, erha¨lt man wider-
spru¨chliche Pra¨missen, die trivial geschlossen werden. Die entsprechenden U¨berga¨nge wer-
den nicht ausgefu¨hrt.
Statische Reaktionen Bei der Ausfu¨hrung eines Schrittes mu¨ssen wir noch die stati-
schen Reaktionen beru¨cksichtigen. Fu¨r einen Schritt (g, T ) ∈ stepsK(Γ ∧ ¬∆, root , true)
bestimmt die Ausfu¨hrungsbedingung g und die U¨bergangsmenge T die gea¨nderten, akti-
ven und neu betretenen Zusta¨nde mit changedK : trans(SC) → ℘(states(SC)), activeK :
Fma × trans(SC) → ℘(states(SC)) und enteredK : Fma × trans(SC) → ℘(states(SC)).
changedK(T ) := {s ∈ states(SC) | ∃ t. t ∈ T mit scope(t) < s}
activeK(g, T ) := {s ∈ states(SC) | g → s oder s = root}\changedK(T )
enteredK(g, T ) := decompl(activeK(g, T ) ∪
⋃
t∈T{target(t)})\activeK(g, T )
changedK(T ) beschreibt die Menge von U¨berga¨ngen, deren Zustand sich a¨ndert, die also
entweder verlassen oder betreten werden. Die aktiven Zusta¨nde activeK(g, T ) ergeben sich
nach Konstruktion in stepsK(Γ ∧ ¬∆, root(SC), true) eindeutig aus der Aktivierungsbe-
dingung g eines Statechart-Schrittes und die neu betretenen Zusta¨nde enteredK berechnen
sich analog zu entered aus der Semantikdefinition.
Beispiel 6.6 Aktive Zusta¨nde
Betrachten wir den zweiten U¨bergang (Light∧Off∧ press∧Timer∧Open∧¬set, {t1}) aus
Beispiel 6.4 und ku¨rzen ihn mit (g2, {t1}) ab. Es gilt:
changedK({t1}) = {Off,On}
activeK(g2, {t1}) = {System,Light,Off,Timer,Open}\{Off,On}
= {System,Light,Timer,Open}
enteredK(g2, {t1}) = ({System,Light,Off,Timer,Open} ∪ {On})\
{System,Light,Off,Timer,Open}
= {On}
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Nun ko¨nnen wir mit s ∈ activeK(g, T ) und sr ∈ sreact(s) alle potentiell ausfu¨hrbaren
statischen Reaktionen sr bestimmen. Wie bei U¨berga¨ngen wird die Aktivierungsbedingung
guard(sr) einer statischen Reaktion bei der Berechnung nicht ausgewertet, sondern als
Vorbedingung fu¨r einen Statechart-Schritt zuru¨ckgeliefert. Ist guard(sr) erfu¨llt, wird die
Aktion action(sr) ausgefu¨hrt, sonst nicht. Fu¨r eine statische Reaktion sr ∈ sreact(s), die
im Zustand s definiert ist, definieren wir
SR(sr) := {(guard(sr), {action(sr)}), (¬ guard(sr), ∅)}.
Fu¨r eine U¨bergangsmenge (g, T ) ergeben sich mehrere mo¨gliche Ausfu¨hrungspfade, je nach-
dem, welche statischen Reaktionen zusa¨tzlich zu den U¨berga¨ngen aktiviert sind. Die Men-
ge der vervollsta¨ndigten U¨berga¨nge entha¨lt die statischen Reaktionen. Mit actions(T ) :=⋃
t∈T action(t) ist action setK : (Fma, trans(SC)) → ℘(Fma, ℘(Prog)) definiert.





die Menge vervollsta¨ndigter U¨berga¨nge. Fu¨r einen Statechart SC und eine Sequenz Γ ` ∆
berechnet StepsK : Fma → ℘((Fma, ℘(trans(SC)), ℘(actions(SC)))) mit
StepsK(Γ ∧ ¬∆) :=
{(g, T,ACT ) | (g,ACT ) ∈ action setK((g
′, T )), (g′, T ) ∈ stepsK(Γ ` ∆, root , true)}
die Menge der vervollsta¨ndigten U¨bergangsmengen, die wir fu¨r einen Statechart-Schritt
ausfu¨hren mu¨ssen.
Ausfu¨hrungsbedingung
Fu¨r stp = (g, T,ACT ) ∈ StepsK(Γ∧¬∆) ist cond(stp) = g die Ausfu¨hrungsbedingung fu¨r
die berechnete U¨bergangsmenge.
Ausfu¨hren eines Statechart-Schrittes
Wir beschreiben einen Statechart-Schritt durch ein DL-Programm, das die Relation ρstep
aus Abschnitt 4.2.2 implementiert. Die Programm-Formeln
step, stepmikro, stepmakro : (Fma, ℘(trans(SC)), ℘(actions(SC))) → Fma
berechnet fu¨r einen vervollsta¨ndigten U¨bergang stp = (g, T,ACT ) ∈ StepsK(Γ ∧ ¬∆) mit
step((g, T,ACT )) :={
T = ∅, stepmakro((g, T,ACT ))
sonst, stepmikro((g, T,ACT ))
die Variablenwerte, die sich durch den Statechart-Schritt ergeben. Ist die berechnete U¨ber-
gangsmenge leer, sind also keine U¨berga¨nge mo¨glich, berechnet step(stp) einen Makro-
Schritt, ansonsten fu¨hrt ein Mikro-Schritt die mo¨glichen U¨berga¨nge aus.
2Mit SR(sr1) ] SR(sr2) := {(g1 ∧ g2, a1 ∪ a2) | (g1, a1) ∈ SR(sr1), (g2, a2) ∈ SR(sr2)}.
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Mikro-Schritt Wir definieren nun einen Mikro-Schritt fu¨r eine vervollsta¨ndigte U¨ber-
gangsmenge stp = (g, T,ACT ).
stepmikro(stp) :=∨





execK(~α); upd exK(T ); upd enK(g, T )〉setK
Analog zur Semantikdefinition in Abschnitt 4.2.2 unterteilen wir die Ausfu¨hrung eines
Mikro-Schrittes in Teilprogramme.
copyK := v1 := v˙1 | . . . | vn := v˙n, fu¨r v˙n ∈ vars(SC) ∪ events(SC)
reset lK := e1 := false | . . . | en := false, fu¨r
e˙i ∈ events loc(SC) ∪ events imp(SC) ∪ {tick}
reseteK := if
˙tick then e1 := false | . . . | en := false,
fu¨r e˙i ∈ eventsenv(SC)
execK(~α) := α1; . . .;αn fu¨r ~α =< α1, . . ., αn >
upd exK(T ) := es1 := s˙1 | . . . | esn := s˙n fu¨r
e˙si ∈ {es | es ≡ ex (s) ∧ s ∈ changedK(T )}
upd enK(g, T ) := e1 := true | . . . | en := true fu¨r





i fu¨r x˙i ∈ vars(SC) ∪ events(SC)
Am Anfang eines jeden Schrittes werden die Variablenwerte kopiert, um wa¨hrend der
Ausfu¨hrung eines Statechart-Schrittes auf die Werte der Variablen vor Beginn der Schritt-
ausfu¨hrung zuru¨ckgreifen zu ko¨nnen. Wir fu¨hren die Programme dann auf Kopien der
Variablen aus. Nun mu¨ssen wir die Ereignisse zuru¨cksetzen. Das Programm reset lK weist
dazu allen lokalen Ereignissen (den Variablenkopien) eines Statecharts false zu. Umge-
bungsereignisse mu¨ssen dann zuru¨ckgesetzt werden, wenn tick den ersten Mikro-Schritt
nach einem Makro-Schritt kennzeichnet. Dies geschieht durch reset eK . Danach werden die
Aktionen ~α der U¨berga¨nge und statischen Reaktionen durch execK(~α) ausgefu¨hrt. Die Pro-
gramme weisen nur den Hilfsvariablen neue Werte zu und u¨berschreiben deshalb nicht die
gepunkteten Statecharts-Variablen. Greifen wir auf gepunktete Variablen v˙ zu, erhalten
wir also immer den Wert der Variablen vor Beginn der Schrittausfu¨hrung. Deshalb ko¨nnen
wir die Programme αi sequentiell ausfu¨hren und erhalten trotzdem die Berechnung der
Werte nach der STATEMATE-Semantik.
Die Semantik von Statecharts erlaubt, Aktionen in beliebiger Reihenfolge auszufu¨hren
(siehe Abschnitt 4.2.2, Gleichung 1). Damit werden Schreibkonflikte zwischen Aktionen
(zwei Aktionen, die in einem Schritt ausgefu¨hrt und dieselbe Variable schreiben) indeter-
ministisch aufgelo¨st. Wir beru¨cksichtigen dies in der Berechnung eines Mikro-Schrittes,
indem jede Permutation der Aktionen ~α ∈ perm(ACT ) der auszufu¨hrenden Aktionen
ACT einen separaten Schritt berechnet. Nach dem Ausfu¨hren der Aktionen werden mit
upd exK(T ); upd enK(g, T ) abgeleitete Ereignisse, die das Verlassen und Betreten von Zu-
sta¨nden kennzeichnen, gesetzt. Ereignisse, die das Verlassen von Zusta¨nde kennzeichnen,
mu¨ssen dann gesetzt werden, wenn ein aktiver Zustand, deren entsprechende boolesche Zu-
standsvariable wahr ist, verlassen wird. Dazu berechnen wir die Zusta¨nde, die sich gea¨ndert
102 KAPITEL 6. VERIFIKATION VON FEHLERBA¨UMEN
haben (changedK(T )) und setzen die Ereignisvariablen auf den Wert der entsprechenden
Zustandsvariablen.
Nach dem Ausfu¨hren der Schrittberechnung durch Abarbeiten des Programms verlan-
gen wir, dass die berechneten Variablenwerte den 2-fach gestrichenen Variablen entspre-
chen. Dies geschieht durch die Bedingung setK , die so die Relation zur Nachfolgebelegung
herstellt. Die Statechart-Semantik beschreibt in ρstep auch das Verhalten der Umgebung.
In einem Mikro-Schritt werden keine Umgebungsereignisse und -variablen vera¨ndert und
die lokalen Ereignisse und Variablen ko¨nnen von der Umgebung nicht beeinflusst werden.
Deshalb weisen wir die Werte nach der Ausfu¨hrung des Statechart-Schrittes direkt den
2-fach gestrichenen Variablen zu und schließen so eine weitere Beeinflussung der Variablen
durch die Umgebung aus.
Makro-Schritt Wir definieren nun einen Makro-Schritt, den wir durch tick ′ = true und
tick′′ = true kennzeichnen, fu¨r eine vervollsta¨ndigte U¨bergangsmenge stp = (g, T,ACT ).







Wie in einem Mikro-Schritt werden die Variablenwerte in die Hilfsvariablen kopiert und die
lokalen Ereignisse zuru¨ckgesetzt. Ein Systemschritt weist als Ausgabe des Makro-Schritts
den 1-fach gestrichenen Umgebungsereignissen und -variablen die aktuellen Werte zu. Der
folgende Umgebungsschritt kann nun die 2-fach gestrichenen Umgebungsvariablen beliebig
beeinflussen und so beliebige Eingaben produzieren.
seteK := tick




Die Werte der lokalen Ereignisse und Variablen werden wieder den 2-fach gestrichenen
Variablen zugewiesen. Diese ko¨nnen von der Umgebung nicht gea¨ndert werden.
set lK :=
∨
v˙∈eventsloc(SC) ∪ eventsimp(SC) ∪ varsloc(SC)
v′′ = v
Wie oben definiert, wird ein Makro-Schritt nur in einer stabilen Konfiguration ausgefu¨hrt,
wenn also die Menge der konfliktfreien U¨berga¨nge leer ist. Umgebungsereignisse mu¨ssen
im Makro-Schritt nicht zuru¨ckgesetzt werden, da ihnen neue, zufa¨llige Werte zugewiesen
werden.
Die 1-fach gestrichenen Umgebungsvariablen enthalten nun die im Makro-Schritt be-
rechneten Ergebniswerte. Mit 2tick ′ → ϕ′ ko¨nnen wir nun Eigenschaften ϕ u¨ber die Be-
rechneten Ergebnisse von Makro-Schritten nachweisen. Andererseits erlaubt uns 2tick → ϕ
Annahmen u¨ber die Umgebung zu machen. In jedem Makro-Schritt muss die Umgebung
ϕ erfu¨llen.
Beispiel 6.7 Schrittausfu¨hrung
Betrachten wir nochmals die Zeitschaltuhr SYS aus Abbildung 6.1 und die Sequenz
SYS, ˙System, ˙Light, ˙Timer, O˙ff,¬ O˙n, ˙Open,¬ ˙Close, x˙ = 0 ` 2x˙ ≤ 6,
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die wir mit SYS,Γ ` ϕ abku¨rzen. Man beachte, dass hier die flexiblen Variablen explizit
durch ˙ gekennzeichnet sind. Die Berechnung der mo¨glichen U¨bergangsmengen aus Bei-
spiel 6.4 ergibt die vier Fa¨lle (g1, {t1, t3}, {set := true}), (g2, {t1}, {set := true}),(g3, {t3}, ∅
und (g4, ∅, ∅) und damit vier Pra¨missen fu¨r die Regel sc unwind.
(1) g1 ∧ step(g1, {t1, t3}, {set := true})) ∧ ◦nxt({t1, t3}),Γ ` ϕ
(2) g2 ∧ step((g2, {t1}, {set := true})) ∧ ◦nxt({t3}),Γ ` ϕ
(3) g3 ∧ step((g3, {t3}, ∅)) ∧ ◦nxt({t1}),Γ ` ϕ
(4) g4 ∧ step((g4, ∅, ∅)) ∧ ◦nxt(∅),Γ ` ϕ
SYS,Γ ` ϕ
Wir betrachten nur die Fa¨lle 2 und 4 genauer. Der 2. Fall ist ein Mikro-Schritt, der 4. ein
Makro-Schritt. Das Kopieren der flexiblen Variablen und das Ru¨cksetzen der Ereignisse ist
unabha¨ngig vom konkreten Schritt.
copyK = tick := ˙tick | set := ˙set | sw off = ˙sw off | x := x˙ | en On := ˙en On |
ex On := ˙ex On | en Off := ˙en Off | ex Off := ˙ex Off
resetlK = tick := false | set := false | sw off = false | en On := false |
ex On := false | en Off := false | ex Off := false
reseteK = if
˙tick then press := false
Im Mikro-Schritt muss der U¨bergang t1 ausgefu¨hrt werden. Statische Reaktionen finden kei-
ne statt. Anschließend erzeugen wir die sich aus dem Mikro-Schritt ergebenden abgeleiteten
Ereignisse ( en .. bzw. en ..). Schließlich mu¨ssen zur Definition der na¨chsten Belegung den
2-fach gestrichenen Variablen die Werte der Schrittberechnung zugewiesen werden.
execK(< set := true >) = set := true
upd exK({t1}) = ex Off := O˙ff | ex On := O˙n
upd enK(g2, {t1}) = en On := true
setK = tick = tick
′′ ∧ set = set′′ ∧ press = press′′ ∧ x = x′′ ∧
sw off = sw off′′ ∧ en On = en On′′ ∧ ex On =
ex On′′ ∧ en Off = en Off′′ ∧ ex Off = ex Off′′
In upd exK sieht man, dass nur das Ereignis ex On erzeugt wird, denn O˙ff ist false und
damit wird ex Off false zugewiesen. Der gesamte Mikro-Schritt der 2. Pra¨misse ist dann




K ; execK(< set := true >);
upd exK({t1}); upd enK( ˙press ∧ ¬ ˙set, {t1})〉setK .
Im Makro-Schritt der 4. Pra¨misse werden alle Ereignisse zuru¨ckgesetzt, das tick-Ereignis
erzeugt und dann die Umgebungsereignisse und -variablen eingelesen.
seteK = tick
′ := true ∧ tick′′ := true ∧ press′ = press
setlK = set = set
′′ ∧ x = x′′ ∧ sw off = sw off′′ ∧ en On = en On′′ ∧
ex On = ex On′′ ∧ en Off = en Off′′ ∧ ex Off = ex Off′′
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Daraus ergibt sich der Makro-Schritt







Neue Zustandskonfiguration Zusa¨tzlich zur Schrittberechnung muss bei der Abwick-
lung eines Statechart-Schrittes die Zustandskonfiguration fu¨r die Nachfolgebelegung be-
rechnet werden. Die Funktion nxt : (Fma, ℘(trans(SC)), ℘(actions(SC))) → Fma berech-
net fu¨r ein Statechart SC und eine U¨bergangsmenge T die sich ergebende Zustands-
konfiguration. Sei S := enteredK(g, T ) ∪ activeK(g, T ) die Menge der aktiven Zusta¨nde
und S := states(SC)\(enteredK(T ) ∪ activeK(T )) die Menge der inaktiven Zusta¨nde des
na¨chsten Schrittes, dann ist
nxt((g, T, ∅)) :=
{









s∈S¬ s ∧ SC.
und setzt damit die aktiven und inaktiven Zusta¨nde des na¨chsten Schrittes. Die Statechart-
Formel SC bleibt unvera¨ndert, da sie die statische Zustandsu¨bergangsrelation des State-
charts beschreibt. Wenn das Statechart einen Terminierungszustand s ∈ term(SC) erreicht,
beenden wir die Ausfu¨hrung und kennzeichnen mit dem Pra¨dikat last, dass der letzte Zu-
stand des endlichen Intervalls erreicht wurde.
Beispiel 6.8 Neue Zustandskonfiguration
Fu¨r das Beispiel 6.7 ergibt sich fu¨r den Mikro-Schritt der 2. Pra¨misse mit g2 = ˙Light ∧
O˙ff ∧ ˙press ∧ ˙Timer ∧ ˙Open ∧ ¬ ˙set, enteredK(g2, {t1}) = {O˙n} und activeK(g2, {t1}) =
{ ˙System, ˙Light, ˙Timer, ˙Open} aus Beispiel 6.6:
S = { ˙System, ˙Light, ˙Timer, ˙Open, O˙n},
S = { ˙Close, O˙ff} und
nxt(O˙ff ∧ ˙press ∧ ˙Open ∧ ¬ ˙set, {t1}) =
˙System ∧ ˙Timer ∧ O˙n ∧ ˙Light ∧ ˙Open ∧ ¬ O˙ff ∧ ¬ ˙Close ∧ SYS.
6.4 Korrektheit der Statechart-Kalku¨lregeln
In diesem Abschnitt zeigen wir die Korrektheit der Statechart-Kalku¨lregeln.
Definition 6.1 Korrektheit einer Kalku¨lregel
Eine Regel
p1 . . . pn
c
ist genau dann korrekt, wenn aus
|= ∀Cl pi fu¨r i = 1. . .n folgt: |= ∀Cl c.
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Damit besagt die Korrektheit, wenn wir alle Pra¨missen nachgewiesen haben, dann haben
wir die Konklusio gezeigt. Fu¨r die Regeln sc initialize und sc wellformed ko¨nnen wir auch
die Invertierbarkeit zeigen.
Definition 6.2 Invertierbarkeit einer Kalku¨lregel
Eine Regel
p1 . . . pn
c
ist genau dann invertierbar, wenn aus
|= ∀Cl c folgt: |= ∀Cl pi fu¨r i = 1. . .n.
Invertierbar bedeutet, dass wir bei der Anwendung der Regel keine Informationen verlieren,
also aus einer gu¨ltigen Konklusio gu¨ltige Pra¨missen erhalten.
6.4.1 Die sc unwind-Regel
Der Korrektheitsbeweis fu¨r die sc unwind -Regel folgt dem Prinzip der schrittweisen Aus-
fu¨hrung. Wir zeigen, dass aus einer gegebenen Konfiguration die Nachfolgekonfigurationen
entsprechend der operationellen Semantik aus Abschnitt 4.2.2 berechnet werden.
Da im Kalku¨l Variablenwerte und die Zustandskonfiguration symbolisch beschrieben
werden, ergeben sich Unterschiede in der Berechnung der mo¨glichen Statechart-Schritte.
Wa¨hrend die Schrittberechnung Steps in der Semantikdefinition auf einer Belegung σ ba-
siert, berechnen sich im Kalku¨l die mo¨glichen Schritte bzw. U¨bergangsmengen nach StepsK
aus der aktuellen Sequenz Γ ` ∆, die symbolisch die Konfiguration des Statecharts be-
schreibt. Neben den U¨bergangsmengen eines Schrittes liefert StepsK die entsprechende
Aktivierungsbedingung (die bei der Berechnung von Steps direkt ausgewertet werden).
Nur wenn die Bedingung erfu¨llt, ist der entsprechende Schritt mo¨glich.
Ein weiterer Unterschied zwischen der Semantikdefinition und dem Kalku¨l ergibt sich
durch die Einbettung in den ITL-Rahmen. Anstatt, wie in der Semantikdefinition, die
Nachfolgebelegung direkt zu beschreiben, definieren die Kalku¨lregeln die Belegung der 1-
fach bzw. 2-fach gestrichenen Variablen und stellt mit σ(x′′) = σ′(x˙) die Relation zur
Nachfolgebelegung σ′ her. Die Ausfu¨hrung eines Statechart-Schrittes beschreiben wir im




Aus dieser Betrachtung ergibt sich die Beweisstruktur, mit der wir im Folgenden die
Korrektheit der sc unwind -Regel zeigen. Zuna¨chst zeigen wir, dass es fu¨r den Korrekt-
heitsbeweis genu¨gt, nur den ersten U¨bergang zur Nachfolgebelegung zu betrachten. Dann
zeigen wir, dass die Berechnung der mo¨glichen Schritte im Kalku¨l der Berechnung in der
Semantikdefinition entspricht und schließlich, dass die sequentiellen Programme, die im
Kalku¨l einen Schritt ausfu¨hren, einem Statechart-Schritt der Semantik entsprechen. Wie
in der Semantikdefinition unterscheiden wir auch im Beweis zwischen Mikro- und Makro-
Schritten.
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Theorem 6.1 Korrektheit der sc unwind-Regel
Die sc unwind-Regel∨n
i=1cond(stpi) ∧ step(stpi) ∧ ◦ nxt(stpi),Γ ` ∆
SC,Γ ` ∆
sc unwind




(cond(stpi) ∧ step(stpi) ∧ ◦nxt(stpi)) ∧ Γ → ∆,
dann
|= ∀Cl SC ∧ Γ → ∆.




(cond(stpi) ∧ step(stpi) ∧ ◦nxt(stpi)) ∧ Γ → ∆,
dann
I |= SC ∧ Γ → ∆.
Entweder gilt I 6|= Γ ∧ ¬ ∆, dann ist der Beweis trivial. Sonst zeigen wir, wenn





(cond(stpi) ∧ step(stpi) ∧ ◦nxt(stpi)) (6)
Die Menge seiner Intervalle beschreibt ein Statechart durch
traces(SC) := {(σ0, . . ., σn) | n ∈ IN∞, σi ∈
∑
(variables(SC)), ↓(σ0) (7)
σi ρstep σi+1 und σn /∈ dom(ρstepSC,A)}.
Bemerkung Die Semantik der Statecharts ist nur u¨ber den Statechart-Variablen defi-
niert und schra¨nkt die Belegung anderer Variablen nicht ein. Die Disjunktion in (6) bezieht
sich ebenfalls nur auf Statechart-Variablen. Um im Folgenden nicht immer explizit die
Einschra¨nkung der Belegungen auf variables(SC) angeben zu mu¨ssen, meinen wir in den
nachfolgenden Beweisen, dass nur die Statechart-Variablen gea¨ndert werden und schra¨nken
damit implizit die Belegungen auf variables(SC) ein.
Den Korrektheitsbeweis fu¨hren wir analog zur symbolischen Ausfu¨hrung eines State-
charts. Da ρstep nur konsistente Belegungen berechnet, ist σ1 wieder konsistent, es gilt also
↓(σ1). Aus den Gleichungen (5) und (7) folgt damit, dass
(σ0, σ1, . . .) |= SC ⇔ ↓(σ0), σ0 ρstep σ1 und
(σ1, σ2, . . .) ∈ traces(SC).
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(σ1, σ2, . . .) ist in traces(SC) und damit (σ1, σ2, . . .) |= SC. Die sc unwind -Regel wickelt
die jeweils ersten Schritte ab. Es genu¨gt also, nur die ersten mo¨glichen Schritte (die durch
σ0 ρstep σ1 bzw. die sc unwind -Regel beschrieben werden) fu¨r den Korrektheitsbeweis zu
betrachten.
Schrittberechnung
Wir zeigen nun, dass fu¨r ein Intervall (σ0, σ1, . . .) mit einer konsistenten Belegung ↓(σ0)
die Schrittberechnung im Kalku¨l einen Schritt mit derselben U¨bergangsmenge und erfu¨ll-
ter Aktivierungsbedingung berechnet, wie die Schrittberechnung in der Semantikdefinition.
Die Tabelle 6.1 beschreibt informell die notwendigen Funktionen fu¨r die Schrittberechnung
Semantik Kalku¨l
steps(σ, s) stepsK(Γ ∧ ¬∆, s, g)
berechnen maximale konfliktfreie Mengen von U¨berga¨ngen, beginnend in s.
action set(st, σ) action setK((g, st))
berechnen zu einem Schritt st die mo¨glichen Aktionen der U¨berga¨nge und stati-
schen Reaktionen.
action set(Steps(σ), σ) StepsK(Γ ∧ ¬∆)
maximale Mengen der auszufu¨hrenden U¨berga¨nge und Aktionen eines Statecharts.
Tabelle 6.1: Funktionen: Semantik vs. Kalku¨l
und stellt die Funktionen aus der Semantikdefinition den Funktionen aus dem Kalku¨l
gegenu¨ber. Die formale Definitionen der Funktionen findet sich in Abschnitt 4.2.2 (Seman-
tik) bzw. in Abschnitt 6.3 (Kalku¨l). Folgende, weitere Funktionen werden sowohl in der
Semantikdefinition als auch in den Berechnungen der Kalku¨lregel verwendet und wurden
in Abschnitt 4.2.1 (Syntax) definiert.
• scope(t): ergibt die Region eines U¨bergangs, welche die Priorita¨t des U¨bergangs be-
stimmt.
• childs(s), childs∗(s): berechnen (reflexiv transitiv) die Unterzusta¨nde von s.
• source(t), target(t), guard(t), action(t): berechnen den Ausgangs-, Endzustand, die
Aktivierungsbedingung bzw. die Aktion eines U¨bergangs.
• en(t): berechnet, ob eine U¨bergang aktiv ist (en(t) := source(t) ∧ guard(t)).
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Lemma 6.1 Schrittberechnung I
Fu¨r ein Intervall (σ0, σ1, . . .) mit konsistenter Belegung ↓(σ0) und (σ0, σ1, . . .) |= Γ ∧ ¬∆
gilt:
1. Steps(σ0) = ∅ und ACT = action set(∅, σ0) genau dann, wenn es ein (g, ∅,ACT ) ∈
StepsK(Γ ∧ ¬∆) gibt und σ0 |= g.
2. Es gibt ein st ∈ Steps(σ0) und ACT = action set(st, σ0) genau dann, wenn es ein
(g, st,ACT ) ∈ StepsK(Γ ∧ ¬∆) gibt, st 6= ∅ und σ0 |= g.
In der Semantikdefinition beziehen wir uns immer auf eine konkrete Belegung. Dagegen be-
trachten wir im Kalku¨l all diejenigen Belegungen, die durch Γ∧¬∆ und den entsprechenden
Statechart SC beschrieben werden. Deshalb liefert die Schrittberechnung StepsK(Γ∧¬∆)
mehr potentiell mo¨gliche Schritte mit entsprechender Aktivierungsbedingung (g, st,ACT )
als Steps(σ0). Der Korrektheitsbeweis geht nun u¨ber eine konkrete Belegung σ0 und es ist
zu zeigen, dass genau die Aktivierungsbedingung g in σ0 erfu¨llt ist, deren entsprechender
Schritt st in Steps(σ0) enthalten ist. Ist in der Belegung σ0 kein Schritt mo¨glich, berechnet
StepsK(Γ ∧ ¬∆) eine Tripel (g, ∅,ACT ) mit erfu¨llter Aktivierungsbedingung g (beachte,
dass fu¨r alle st ∈ Steps(σ0) gilt st 6= ∅). Fu¨r den Beweis von Lemma 6.1 verwenden wir
folgende Lemmata.
Lemma 6.2 Schrittberechnung II
Fu¨r ein Intervall (σ0, σ1, . . .) mit konsistenter Belegung ↓(σ0) und (σ0, σ1, . . .) |= Γ ∧ ¬∆
und σ0 |= g gilt:
1. steps(σ0, s) = ∅ genau dann, wenn (g
′, ∅) ∈ stepsK(Γ ∧ ¬∆, s, g) und σ0 |= g
′.
2. st ∈ steps(σ0, s) genau dann, wenn (g
′, st) ∈ stepsK(Γ∧¬∆, s, g), st 6= ∅ und σ0 |= g
′.
Wenn ein Schritt st berechnet wird, ist st 6= ∅ und die Menge steps(σ0, s) = {st | (g
′, st) ∈
stepsK(Γ∧¬∆, s, g), σ0 |= g
′}. Ansonsten ist (g′, ∅,ACT ) das einzige Tripel in stepsK(Γ∧
¬∆, s, g) mit erfu¨llter Aktivierungsbedingung. Insbesondere bedeutete dies, dass es immer
ein (g′, st,ACT ) ∈ stepsK(Γ ∧ ¬∆, s, g) mit erfu¨llter Aktivierungsbedingung g
′ gibt.
Lemma 6.3 Aktionenmengen
Fu¨r ein Intervall (σ0, σ1, . . .) mit konsistenter Belegung ↓(σ0), (σ0, σ1, . . .) |= Γ∧¬∆, einer
Aktivierungsbedingung g und einer Menge von U¨berga¨ngen st gilt:
ACT = action set(st, σ0) und σ0 |= g genau dann, wenn
(g′,ACT ) ∈ action setK((g, st)) und σ |= g
′.
action set(st, σ0) erweitert einen Schritt st um die Aktionen der statischen Reaktionen.
Lemma 6.3 zeigt nun, dass fu¨r einen Schritt st und einen entsprechenden Schritt (g, st)
mit erfu¨llter Aktivierungsbedingung, in der Semantik und im Kalku¨l dieselben statischen
Reaktionen beru¨cksichtigt und deren Aktionen ausgefu¨hrt werden.
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Beweis 6.1 Schrittberechnung I (Lemma 6.1)
Sei (σ0, σ1, . . .) ein Intervall mit ↓(σ0) und (σ0, σ1, . . .) |= Γ∧¬∆. Mit Lemma 6.2, Lem-
ma 6.3 und
StepsK(Γ ∧ ¬∆) :=
{(g, st,ACT ) | (g,ACT ) ∈ action setK((g
′, st)), (g′, st) ∈ stepsK(Γ ∧ ¬∆, root, true)}
zeigen wir die Behauptung.
1. Wenn Steps(σ0) = ∅, folgt mit Steps(σ0) := steps(σ0, root), σ0 |= true und Lem-
ma 6.2, dass (g′, ∅) ∈ stepsK(Γ ∧ ¬∆, root, true) und σ0 |= g
′. Mit Lemma 6.3,
σ0 |= g
′ und ACT = action set(∅, σ0) folgt, dass (g,ACT ) ∈ action setK((g
′, ∅)) und
σ0 |= g. Damit ist (g, ∅,ACT ) ∈ StepsK(Γ ∧ ¬∆) und σ0 |= g.
Andererseits, wenn (g, ∅,ACT ) ∈ StepsK(Γ∧¬∆) und σ0 |= g, dann ist (g,ACT ) ∈
action setK((g
′, ∅)) und mit Lemma 6.3 folgt ACT = action set(∅, σ0) und σ0 |= g
′.
Desweiteren ist (g′, ∅) ∈ stepsK(Γ ∧ ¬∆, root, true), Steps(σ0) = steps(σ0, root) und
mit Lemma 6.2 folgt Steps(σ0) = ∅.
2. Wenn es ein st ∈ Steps(σ0) gibt, folgt mit Steps(σ0) := steps(σ0, root), σ0 |= true
und Lemma 6.2, dass (g′, st) ∈ stepsK(Γ ∧ ¬∆, root, true), st 6= ∅ und σ0 |= g
′.
Desweiteren folgt mit ACT = action set(st, σ0), σ0 |= g
′ und Lemma 6.3, (g,ACT ) ∈
action setK((g
′, st)) und σ0 |= g. Damit ist (g, st,ACT ) ∈ StepsK(Γ ∧ ¬∆).
Fu¨r die Ru¨ckrichtung zeigen wir, wenn (g, st,ACT ) ∈ StepsK(Γ ∧ ¬∆), st 6= ∅ und
σ0 |= g, dann ist mit (g,ACT ) ∈ action setK((g
′, st)) und Lemma 6.3 die Menge der
auszufu¨hrenden Aktionen ACT = action set(st, σ0) und σ0 |= g
′. Mit Lemma 6.2,
(g′, st) ∈ stepsK(Γ ∧ ¬∆, root) und Steps(σ0) = steps(σ0, root, true) folgt, dass st ∈
Steps(σ0).
2
Beweis 6.2 Schrittberechnung II (Lemma 6.2)
Sei (σ0, σ1, . . .) ein Intervall mit ↓(σ0) und (σ0, σ1, . . .) |= Γ ∧ ¬∆. Der Beweis folgt mit
Induktion u¨ber die Struktur des Statecharts SC.
BASIC, TERM steps(σ0, s) := ∅
Voraussetzung: σ0 |= g
stepsK(Γ ∧ ¬∆, s, g) := {(g, ∅)}
(g, ∅) ist das einzige Paar in stepsK(Γ ∧ ¬∆, s, g) und σ0 |= g gilt nach Voraussetzung.
D. h. stepsK(Γ∧¬∆, s, g) berechnet einen Schritt (g, st) mit σ0 |= g und leerer Menge von
U¨berga¨ngen st genau dann, wenn steps(σ0, s) = ∅.
AND fu¨r si ∈ childs(s) gilt steps(σ0, s) := {st1 ∪ . . . ∪ stn | sti ∈ steps(σ0, si)}
Voraussetzung: σ0 |= g
stepsK(Γ∧¬∆, s, g) := {(g1∧. . .∧gn, st1 ∪ . . . ∪ stn) | (gi, sti) ∈ stepsK(Γ∧¬∆, si, si∧g)}
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Nach Induktionsvoraussetzung gilt fu¨r si ∈ childs(s): sti ∈ steps(σ0, si) genau dann, wenn
(gi, sti) ∈ stepsK(Γ∧¬∆, si, si∧g), sti 6= ∅ und σ0 |= gi bzw. steps(σ0, si) = ∅ genau dann,
wenn (gi, ∅) ∈ stepsK(Γ ∧ ¬∆, si, si ∧ g) und σ0 |= gi.
Ist steps(σ0, si) 6= ∅ gilt fu¨r (gi, sti) ∈ stepsK(Γ ∧ ¬∆, si, si ∧ g) mit sti /∈ steps(σ0, si)
σ0 6|= gi und fu¨r steps(σ0, si) = ∅ gilt: (gi, sti) ∈ stepsK(Γ ∧ ¬∆, si, si ∧ g) und σ0 6|= gi
genau dann, wenn sti 6= ∅.





i=1...n gi), wenn st ∈ steps(σ0, s) bzw. genau dann (g
′, ∅) ∈ stepsK(Γ ∧
¬∆, s, g) und σ0 |= g
′, wenn steps(σ0, s) = ∅. Nur fu¨r diese Paare gilt: σ0 |=
∧
i=1...n gi.
OR Sei im folgenden s′ der aktive Nachfolger von s in σ0,
3 d. h. σ0 |= s
′ und
T = {{t1}, . . ., {tk} | scope(ti) = s und σ0 |= en(ti)}
die Menge der aktivierten U¨berga¨nge in σ0.
S ′ = {s˜ | s˜ ∈ childs(s) und nicht Γ ∧ ¬ ∆ → ¬ s˜}
die Menge potentiell aktiver, direkter Unterzusta¨nde von s. Da σ0 |= Γ ∧ ¬ ∆
und σ0 |= s
′, gilt nicht Γ ∧ ¬∆ → ¬ s′ und damit s′ ∈ S ′. Fu¨r alle s˜ ∈ S ′,
s˜ 6= s′ gilt σ0 6|= s˜.
S∗ = {s˜ | s˜ ∈ childs∗(s) und nicht Γ ∧ ¬ ∆ → ¬ s˜}
die Menge potentiell aktiver, direkter und indirekter Unterzusta¨nde von s.
Ts˜ = {ts˜1 , . . ., ts˜k} = {t | scope(t) = s, source(t) ∈ childs
∗(s˜) ∩ S∗}
die Menge der relevanten U¨berga¨nge t mit scope(t) = s, die s˜ verlassen.




die Menge der relevanten U¨berga¨nge t, die in s mo¨glich sind, d. h. deren
Ausgangszustand nicht inaktiv ist und deren scope(t) = s.
Fu¨r s′, dem einzig aktiven Nachfolger von s in σ0 gilt in der Semantikdefinition
steps(σ0, s) :=
{
T = ∅, steps(σ0, s
′)
sonst, steps(σ0, s) := {{t1}, . . ., {tk}}
und im Kalku¨l
stepsK(Γ ∧ ¬∆, s, g) :=
{(gt, {t})|t ∈ TK und gt := g ∧ guard(t) ∧ source(t)} ∪ (8)⋃
s˜∈S′
stepsK(Γ ∧ ¬∆, s˜, g˜) (9)
fu¨r g˜ := g ∧ s˜ ∧ ¬guard(ts˜1) ∧ . . . ∧ ¬guard(ts˜k), ts˜i ∈ Ts˜.
Mit diesen Definitionen beginnen wir den Beweis.
Voraussetzung: σ0 |= g
3Da σ0 konsistent ist, ist s
′ der einzige aktive Nachfolger von s.
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1. i) Sei T = ∅.
Dann sind alle U¨berga¨nge t mit scope(t) = s nicht aktiviert, d. h. es gilt σ0 6|= en(t)
bzw. σ0 6|= source(t) fu¨r source(t) 6= s
′ oder σ0 6|= guard(t) fu¨r source(t) = s
′. Fu¨r
alle ti ∈ Ts′ folgt σ0 6|= guard(ti) und fu¨r alle ti ∈ Ts˜, s˜ 6= s
′ folgt σ0 6|= source(ti).
Daraus folgt fu¨r alle ti ∈ TK, σ0 6|= en(ti) und fu¨r alle U¨bergangsbedingung in Glei-
chung (8): σ0 6|= gt.
Gleichung (9) betrachtet nun alle U¨berga¨nge, die in Unterzusta¨nden mo¨glich sind.
Fu¨r alle Unterzusta¨nde s˜ 6= s′, die nicht gleich dem einzig aktiven Nachfolger sind,
ist die Bedingung g˜ := g ∧ s˜ ∧ ¬guard(ts˜1) ∧ . . . ∧ ¬guard(ts˜k), ts˜i ∈ Ts˜ nicht erfu¨llt,
da σ0 6|= s˜, und diese Unterzusta¨nde liefern keine weiteren Schritte mit aktivierter
U¨bergangsbedingung.
Betrachten wir nun noch die U¨berga¨nge des einzig aktiven Nachfolgers s′. Wegen
σ0 6|= gi mit gi = guard(ti), ti ∈ Ts′ folgt
σ0 |= g˜ mit g˜ := g ∧ s
′ ∧ ¬guard(t1) ∧ . . . ∧ ¬guard(tk)
und die Aktivierungsbedingung g˜ von stepsK(Γ∧¬∆, s
′, g˜) gilt in σ0. Dann liefert nach
Induktionsvoraussetzung stepsK(Γ ∧ ¬∆, s
′, g˜) die gleichen Schritte mit erfu¨llter Ak-
tivierungsbedingung wie steps(σ0, s




ii) Sei T 6= ∅
Daraus folgt σ0 |= en(ti) fu¨r alle {ti} ∈ T . Mit σ0 |= en(ti) gilt auch σ0 |= guard(ti)
und σ0 |= source(ti) mit σ0 |= s
′ und s′, dem einzig aktiven Nachfolger von s, sind in
T nur U¨berga¨nge enthalten, die s′ verlassen, d. h. source(ti) = s
′. In Gleichung (8)
sind deshalb nur diejenigen Bedingungen gti mit source(ti) = s
′ erfu¨llt. Nach Vor-
aussetzung σ0 |= g und Gleichung (8) sind genau diejenigen Aktivierungsbedingun-
gen gti := g ∧ source(ti) ∧ guard(ti) erfu¨llt, fu¨r die σ0 |= en(ti) und deshalb {ti} ∈
steps(σ0, s) ist.
Es bleibt also zu zeigen, dass in Gleichung (9) keine weiteren Schritte mit aktivier-
ter U¨bergangsbedingung hinzugefu¨gt werden. Dies ist trivial. Entweder wir betrach-
ten einen Unterzustand s˜ 6= s′. Mit σ0 6|= s˜ kann die Aktivierungsbedingung g˜ nicht
erfu¨llt sein. Oder wir betrachten den aktiven Nachfolger s′ von s. Da T 6= ∅ gilt
fu¨r mindestens eine Bedingung guard(ts′i), ts′i ∈ Ts′, σ0 |= guard(ts′i) und deshalb
σ0 6|= ¬ guard(ts′i).
2. i) Sei fu¨r alle t ∈ TK, gt := g ∧ guard(t) ∧ source(t): σ0 6|= gt.
Dann ist die Menge aus Gleichung (8) leer und fu¨r alle U¨berga¨nge t in der Region von
s (s = scope(t)) σ0 6|= en(t), d. h. auch die Menge T der U¨berga¨nge aus der Region
von s ist leer. Betrachten wir nun die Unterzusta¨nde von s. Nach Voraussetzung ist
σ0 konsistent und es gibt nur ein s
′ ∈ S ′ mit σ0 |= s
′. Dann ko¨nnen in Gleichung (9)
nur Aktivierungsbedingungen g˜ mit s˜ = s′, dem einzig aktiven Nachfolgers s′ gelten
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(fu¨r s˜ ∈ S ′, s˜ 6= s′: σ0 6|= s˜). Nach Induktionsvoraussetzung gilt dann fu¨r (g
′′, st) ∈
stepsK(Γ ∧ ¬∆, s
′, g′) und σ0 |= g, wenn st 6= ∅, dann st ∈ steps(σ0, s
′) und wenn
st = ∅, dann steps(σ0, s
′) = ∅.
ii) Es gibt ein t ∈ TK, gt := g ∧ guard(t) ∧ source(t): σ0 |= gt.
Da σ0 konsistent, gilt fu¨r alle t
′, t′′ ∈ TK mit σ0 |= gt′ und σ0 |= gt′′, dass source(t
′) =
source(t′′), d. h es gibt einen aktiven Nachfolger von s, den wir wieder s′ nennen, und
fu¨r alle t mit σ0 |= gt, ist t ∈ Ts′. Wenn σ0 |= gt, dann gilt auch σ0 |= en(t), d. h.
fu¨r alle (gt, {t}) aus Gleichung (8) ist {t} ∈ T genau dann, wenn gt in σ0 erfu¨llt ist.
Es bleibt zu zeigen, dass Gleichung (9) keine weiteren Paare (g′, st) mit σ0 |= s
′
liefert. Dies ist trivial, da fu¨r alle Aktivierungsbedingungen g˜ nicht erfu¨llt sind. Fu¨r
s˜ ∈ S ′, s˜ 6= s′ gilt σ0 6|= s˜ und fu¨r s˜ = s
′ gibt es ein ts′ ∈ Ts′ mit σ0 |= guard(ts′) und
deshalb σ0 6|= ¬guard(ts′1) ∧ . . . ∧ ¬guard(ts′k).
Damit folgt, dass steps dieselben U¨bergangsmengen wie stepsK liefert, deren Aktivierungs-
bedingung in σ gilt. Liefert steps die leere Menge, dann liefert stepsK ein Paar (g, st) mit
erfu¨llter Aktivierungsbedingung und leerer U¨bergangsmenge st = ∅. 2
Aktive Zusta¨nde Fu¨r den Beweis der A¨quivalenz der berechneten Aktionenmengen
beno¨tigen wir als Hilfsaussage, dass sich die Menge der aktiven Zusta¨nden aus der Seman-
tikdefinition und dem Kalku¨l entspricht.
Lemma 6.4 Aktive Zusta¨nde
Fu¨r eine konsistente Belegung ↓(σ) und einen Statechart-Schritt (g, st) mit Aktivierungs-
bedingung g, σ |= g und der Menge von U¨berga¨ngen st gilt:
i) active(st) = activeK(g, st) und
ii) entered(st) = enteredK(g, st)
Beweis 6.3 Aktive Zusta¨nde (Lemma 6.4)
Sei σ eine konsistente Belegung ↓(σ), und g eine Aktivierungsbedingung mit entsprecheder
U¨bergangsmenge st, σ0 |= g.
i). Auf Semantikebene berechnet sich die Menge der aktiven Zusta¨nde mit
active(st, σ) := {s | σ(s)}\exited(st, σ)
und
exited(st, σ) := {s | ∃ t ∈ st mit source(t) < s} ∩ {s | σ(s)}
auf Kalku¨lebene durch
activeK(g, st) := {s | g → s oder s = root(SC)}\changedK(st)
mit
changedK(st) := {s | ∃ t ∈ st mit source(t) < s}.
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1. wenn s ∈ active(st, σ), dann auch s ∈ activeK(g, st)
Der Beweis folgt mit Induktion u¨ber die Tiefe von s im Statechart.
depth(s) = 0:
Dann ist s = root(SC). Nach Definition ist root(SC) auch in activeK(g, st).
depth(s) = n:
Da σ konsistent ist, ist father(s) ebenfalls in active(st, σ), depth(father(s)) = n− 1
und nach Induktionsvoraussetzung ist father(s) ∈ activeK(g, s).
mode(father(s)) = BASIC,TERM: 
mode(father(s)) = AND:
Fu¨r alle Unterzusta¨nde si ∈ childs(father(s)) wird in stepsK(Γ∧¬∆, father(s), g
′) :=
{(g1 ∧ . . . ∧ gn, st1 ∪ . . . ∪ stn) | (gi, sti) ∈ stepsK(Γ ∧ ¬∆, si, si ∧ g
′)}
der Zustand si zur bisherigen Aktivierungsbedingung g
′ hinzugefu¨gt. Damit ist g′ ∧ s
ein Konjunktionsglied in g, g → s und s ∈ activeK(g, st).
mode(father(s)) = OR:
Da s /∈ exited(st, σ) folgt fu¨r alle U¨berga¨nge mit scope(t) = father(s) und source(t) =
s, σ 6|= guard(t). Deshalb werden die U¨berga¨nge des einzig aktiven Unterzustands s
in σ betrachtet. Dazu fu¨gt
stepsK(Γ ∧ ¬∆, father(s), g
′) :=
{(gt, {t})|t ∈ TK und gt := g
′ ∧ guard(t) ∧ source(t)} ∪⋃
s∈S′
stepsK(Γ ∧ ¬∆, s, g˜)
fu¨r g˜ := g′ ∧ s ∧ ¬guard(ts1) ∧ . . . ∧ ¬guard(tsk), tsi ∈ Ts. (10)
den Zustand s in Gleichung (10) zur vorla¨ufigen Aktivierungsbedingung g′, g′ ∧ s ist
ein Konjunktionsglied von g, g → s und s ∈ activeK(g, st).
2. wenn s ∈ activeK(g, st), dann auch s ∈ active(st, σ)
Es gilt σ |= g und fu¨r s ∈ activeK(g, st) auch g → s und deshalb σ |= s. Da s /∈
changedK(st) ist s erst recht nicht in exited(st, σ).
ii). Nach Definition ist
entered(st) := decompl(active(st) ∪
⋃
t∈st{target(t)})\active(st) und
enteredK(g, T ) := decompl(activeK(g, T ) ∪
⋃
t∈T{target(t)})\activeK(g, T )
und mit i) folgt die Behauptung. 2
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Aktionenmengen Mit obigen Hilfslemma ko¨nnen wir zeigen, dass sowohl in der Seman-
tik als auch im Kalku¨l, fu¨r einen Schritt diegleichen Aktionenmengen berechnet werden. Der
Beweis u¨ber die A¨quivalenz der berechneten Aktionenmengen beruht auf den Funktionen
aus Tabelle 6.2 und den folgenden Funktionen (formale Definition: siehe Abschnitt 4.2.2
(Semantik), Abschnitt 4.1.1 (Syntax) bzw. Abschnitt6.3 (Kalku¨l)).
• action(t), action(sr), actions(st): berechnen die Aktionen eines U¨bergangs, einer
statischen Reaktion bzw. einer Menge von U¨berga¨ngen.
• sreact(s): ergeben die statischen Reaktionen eines Zustands.
• en(sr): die Aktivierungsbedingung einer statischen Reaktion (der Zustand, in der sr
definiert ist, muss aktiv und die Aktivierungsbedingung guard(sr) erfu¨llt sein).
Semantik Kalku¨l
exited(st) changedK(st)
berechnen Zusta¨nde die verlassen (gea¨ndert) werden.
active(st) activeK(g, st)
berechnen aktive Zusta¨nde, die weder verlassen noch betreten werden.
entered(st) enteredK(g, st)
berechnen Zusta¨nde, die verlassen werden.
Tabelle 6.2: Funktionen: Semantik vs. Kalku¨l
Beweis 6.4 Aktionenmengen (Lemma 6.3)
Sei (σ0, σ1, . . .) ein Intervall mit ↓(σ0) und (σ0, σ1, . . .) |= Γ ∧ ¬∆. Auf Semantikebene
berechnet sich die Menge der Aktionen durch
action set(st, σ0) := actions(st) ∪ {action(sr) | σ0 |= en(sr)},
mit
σ0 |= en(sr) :⇔ ∃ s.s ∈ active(st) und sr ∈ sreact(s) und σ |= guard(sr)
und auf Kalku¨lebene durch





4Mit SR(sr1) ] SR(sr2) := {(g1 ∧ g2, a1 ∪ a2) | (g1, a1) ∈ SR(sr1), (g2, a2) ∈ SR(sr2)}.
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mit
SR(sr) := {(guard(sr), {action(sr)}), (¬ guard(sr), ∅)}.
Wir zeigen nun, dass action set(st, σ0) genau diejenigen Mengen von Aktionen berechnet,
die in action setK((g, st)) enthalten sind und erfu¨llte Aktivierungsbedingungen haben.
Aus (g′,ACT ) ∈ action setK((g, st)) und σ0 |= g
′ folgt außerdem σ0 |= g. Den Be-
weis zeigen wir mit Induktion u¨ber die Anzahl statischer Reaktionen R = {sr | sr ∈
sreact(s), s ∈ active(st)} (Semantik) bzw. {sr | sr ∈ sreact(s), s ∈ activeK(g, st)} (Kalku¨l)
der aktiven Zusta¨nden. Beide Mengen sind nach Lemma 6.4 fu¨r eine Schritt (g, st) mit
σ0 |= g gleich.
1. Induktionsbeginn: R = ∅.
Dann ist offensichtlich action set(st, σ0) = actions(st) und action setK((g, st)) =
{(g, actions(st))}.
2. R = R′ ∪ {sr}.
Nach Induktionsvoraussetzung ist fu¨r R′ genau dann ACT ′ ∈ action set(st, σ0), wenn
ein (g′,ACT ′) ∈ action setK((g, st)) und σ0 |= g
′. Betrachten wir nun die statische
Reaktion sr mit sr ∈ sreact(s) und s ∈ active(st).
Wenn wir zu R′ die statische Reaktion sr hinzufu¨gen, ist nach Konstruktion
(g′ ∧ guard(sr),ACT ′ ∪ {action(sr)}),
(g′ ∧ ¬guard(sr),ACT ′ ∪ {∅})
∈ action setK((g, st)),
fu¨r alle (g′,ACT ′) ∈ action setK((g, st)), die bezu¨glich R
′ berechnet wurden. Wenn
σ0 |= guard(sr), dann gilt g
′∧guard(sr) und action set(st, σ0) = ACT
′ ∪ {sr}, sonst
gilt g′ ∧ ¬guard(sr) und action set(st, σ0) = ACT
′.
Damit ist (g′,ACT ) ∈ action setK((g, st)) und σ0 |= g genau dann, wenn ACT in der
Menge action set(st, σ0) enthalten ist. Die beiden Funktionen berechnen also die gleichen
Aktionenmengen.
Außerdem gilt fu¨r (g′,ACT ) ∈ action setK((g, st)) mit σ0 |= g
′ auch σ0 |= g, da die
Bedingung g in g′ konjunktiv verknu¨pft enthalten ist (g′ := g ∧ . . .). 2
Bisher haben wir gezeigt, dass genau dann in der Semantikdefinition ein Schritt st und eine
Aktionenmenge action set(st, σ0) berechnet wird, wenn im Kalku¨l ein Paar (g, st) und eine
Aktionenmenge (g′,ACT ) ∈ action setK((g, st)) mit σ0 |= g
′ undACT = action set(st, σ0)
berechnet wird. D. h. in der Semantikdefinition und im Kalku¨l werden die gleichen aus-
zufu¨hrenden Aktionenmengen mit erfu¨llter Aktivierungsbedingung berechnet. Betrachten
wir uns nun nochmals die Gleichung (6). Fu¨r einen Schritt (g, st,ACT ) ∈ StepsK(Γ∧¬∆)
ist cond((g, st,ACT )) = g. In der Disjunktion der Gleichung (6) sind damit genau dieje-
nigen Bedingungen cond((g, st,ACT )) erfu¨llt, deren U¨bergangsmengen st auch in der Se-
mantikdefinition mit Steps(σ0) berechnet werden. Insbesondere bedeutet dies, wenn st = ∅
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wird ein Makro-, ansonsten Mikro-Schritt ausgefu¨hrt. Wegen
step((g, st,ACT )) :={
st = ∅, stepmakro((g, st,ACT ))
sonst, stepmikro((g, st,ACT ))
zeigen wir im Folgenden, dass die Relation ρmicro dem Programm stepmikro und die Relation
ρmacro dem Programm stepmakro entspricht, also die gleichen Nachfolgebelegungen ergeben.




Fu¨r ein Intervall (σ0, σ1, . . .) mit einer konsistenten Belegung ↓(σ0), einen Schritt st ∈
Steps(σ0), der Aktionenmenge ACT = action set(st,σ0) und dem entsprechenden Schritt
(g, st,ACT ) ∈ StepsK(Γ ∧ ¬∆) mit σ0 |= g gilt:
σ0ρmicroσ1 und (σ1, . . .) |= SC
genau dann, wenn
(σ0, σ1, . . .) |= stepmicro((g, st,ACT )) ∧ ◦ nxt((g, st,ACT ))
Einen Mikro-Schritt ist definiert als
σ0ρmicroσ1 :⇔ ∃ st ∈ Steps(σ0), n ∈ IN, α = α1; . . .;αn mit
{α1, . . ., αn} ∈ action set(st, σ0) und σ0ρmicroα,stσ1
wobei
ρmicroα,st := ρalive ◦ ρcopy ◦ ρreset ◦ ρexecα ◦ ρupdst ◦ ρset ◦ ρstatesst .
Wir gehen im Folgenden davon aus, dass es eine Belegung σ′ mit σ0ρaliveσ
′ gibt, das State-
chart also noch nicht terminiert wurde. Ansonsten wu¨rde die Statechartformel SC nicht
mehr auf der Sequenz stehen (siehe dazu nxt((g,st,ACT )) weiter unten) und die sc un-
wind -Regel ko¨nnte nicht angewendet werden. Kann jedoch ein Mikro-Schritt angewendet
werden, gilt stepmikro mit










upd exK(T ); upd enK(g, T )〉setK
Damit existiert sowohl in der Semantikdefinition als auch im Kalku¨l fu¨r jede mo¨gliche
Ausfu¨hrungsreihenfolge der Aktionen in ACT = {α1, . . ., αn} eine entsprechende Relation
(perm(ACT ) berechnet alle mo¨glichen Ausfu¨hrungsreihenfolgen). Deshalb genu¨gt es im
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Folgenden eine feste Ausfu¨hrungsreihenfolge α := α1; . . .;αn bzw. ~α :=< α1, . . ., αn > zu
betrachten und wir zeigen, dass dafu¨r die Relation ρmicroα,st dem DL-Programm stepmicro~α
entspricht.
Fu¨r ein Programm α gilt: (σ0, σ1, . . .) |= 〈α〉 ϕ genau dann, wenn es ein τ mit σ0[[α]]τ
und (τ, σ1, . . .) |= ϕ gibt. Wir mu¨ssen also zeigen, dass fu¨r ein Intervall (σ0, σ1, . . .), α =
α1; . . .;αn und ~α = α1, . . ., αn genau dann, wenn
σ0ρmicroα,stσ1 und (σ1, . . .) |= SC
ein τ existiert, mit




K ; execK(~α); upd exK(st); upd enK(g, st)]]τ,
(τ, σ1, . . .) |= setK und
(τ, σ1, . . .) |= ◦ nxt((g, st,ACT )).
Wir zeigen dazu, dass sich die Relation ρcopy und das Programm copyK , sowie ρreset und
reset lK ;reset
e












Ausfu¨hren der Aktionen eines Statechart-Schrittes.
ρupdst upd exK(st); upd enK(g, st)
Setzen der abgeleiteten Ereignisse.
ρset setK
Setzen der Variablen des Nachfolgezustands.
ρstatesst nxt((g, st,ACT ))
Setzen der aktiven Zusta¨nde des Nachfolgezustands.
Tabelle 6.3: Schrittausfu¨hrung: Semantik vs. Kalku¨l
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Lemma 6.6 copy
Fu¨r alle Belegungen σ und die Menge der Hilfsvariablen ˜variables(SC) gilt
σρcopyσ
′ genau dann, wenn σ[[copyK]]σ
′.
Beweis 6.5 copy (Lemma 6.6)
Fu¨r σρcopyσ
′ :⇔ σ′ = copy(σ) mit
copy(σ)(v) :=
{
σ(v˙), wenn v ∈ v˜ars(SC) ∪ e˜vents(SC)
σ(v), sonst
gilt σ′ = σ[v1/v˙1, . . ., vn/v˙n] fu¨r {v˙1, . . ., v˙n} ∈ events(SC) ∪ vars(SC). Dies entspricht der
Semantik der parallelen Zuweisung
copyK := v1 := v˙1 | . . . | vn := v˙n, fu¨r v˙n ∈ vars(SC) ∪ events(SC)
nach Anhang E. 2
Lemma 6.7 reset
Fu¨r alle Belegungen σ und die Menge der Hilfsvariablen ˜variables(SC) gilt
σρresetσ




Beweis 6.6 reset (Lemma 6.7)
Fu¨r σρresetσ




false, wenn v ∈ ˜eventsloc(SC) ∪ ˜eventsimp(SC) ∪ {t˜ick}
false, wenn v ∈ ˜eventsenv(SC) und σ(tick)
σ(v), sonst.
Wir unterscheiden zwei Fa¨lle:
1. es gilt tick, dann ist σ′ = σ[e1/false, . . ., en/false] fu¨r
{e˙1, . . .e˙n} = {e˙ | e˙ ∈ eventsloc(SC) ∪ eventsimp(SC) ∪ {tick} ∪ eventsenv(SC)},
2. es gilt nicht tick, dann ist σ′ = σ[e1/false, . . ., em/false] fu¨r
{e˙1, . . .e˙m} = {e˙ | e˙ ∈ eventsloc(SC) ∪ eventsimp(SC) ∪ {tick}},
d. h. die lokalen Ereignisse werden immer, die Umgebungsereignisse nur wenn tick gilt
zuru¨ckgesetzt. Mit
resetlK := e1 := false | . . . | en := false, fu¨r e˙i ∈ eventsloc(SC) ∪ eventsimp ∪ {
˙tick}
reseteK := if
˙tick then e1 := false | . . . | em := false, fu¨r e˙i ∈ eventsenv(SC)




K werden die Umgebungsereig-
nisse genau dann zuru¨ckgesetzt, wenn tick gilt (siehe Semantik if . . . then, Anhang E).
2
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Lemma 6.8 execute
Fu¨r alle Belegungen σ, die Menge der Hilfsvariablen ˜variables(SC), α = α1; . . .;αn und
~α = α1, . . ., αn gilt
σρexecασ
′ genau dann, wenn σ[[execK(~α)]]σ
′.
Beweis 6.7 execute (Lemma 6.8)
σρexecασ
′ ist, genauso wie σ[[execK(~α)]]σ
′, definiert als σ[[α1; . . .;αn]]σ
′. 2
Lemma 6.9 update
Fu¨r alle Belegungen σ und die Menge der Hilfsvariablen ˜variables(SC) gilt
σρupdstσ
′ genau dann, wenn σ[[upd exK(st); upd enK(g, st)]]σ
′.
Beweis 6.8 update (Lemma 6.9)
Fu¨r σρupdstσ




true, wenn v ≡ e, e˙ ≡ ex(s) und s ∈ exited(st)
true, wenn v ≡ e, e˙ ≡ en(s) und s ∈ entered(st)
σ(v), sonst.
Damit ist σ′ = σ[e1/true, . . ., en/true, en+1/true, . . ., em/true] fu¨r
{e˙1, . . ., e˙n} = {e˙ | e˙ ≡ en(s) und s ∈ exited(st)}
{e˙n+1, . . ., e˙m} = {e˙ | e˙ ≡ ex(s) und s ∈ entered(st)}.
Dies gilt ebenso fu¨r σ[[upd exK(st); upd enK(g, st)]]σ
′ mit
upd exK(st) := e1 := s1 | . . . | en := sn, e˙si ∈ {e˙s | e˙s ≡ ex(s) ∧ s ∈ changedK(st)}
upd enK(g, st):= e1 := true | . . . | en := true, e˙i ∈ {e˙ | e˙ ≡ en(s) ∧ s ∈ enteredK(g, st)}.
In changedK(st) := {s | ∃ t. t ∈ T mit scope(t) < s} sind neben den Zusta¨nden s die
verlassen werden (s = true) noch diejenigen Zusta¨nde s′enthalten, die nicht aktiv sind
(s′ = false), aber betreten werden. upd exK(st) setzt also genau die abgeleiteten Ereignisse
auf true, deren Zusta¨nde in exited(st) := {s | ∃ t. t ∈ st mit scope(t) < s} ∩ {s | σ(s)}
sind. Die anderen abgeleiteten Ereignisse sind in σ0 auf false initialisiert und werden mit
upd exK(st) (nochmals) auf false gesetzt.
Die Menge der Zusta¨nde, die in einem Schritt betreten werden, berechnet sich durch
entered(st) := decompl(active(st) ∪
⋃
t∈st{target(t)})\active(st) bzw. enteredK(g, T ) :=
decompl(activeK(g, T ) ∪
⋃
t∈T{target(t)})\activeK(g, T ). Nach Lemma 6.4 sind diese bei-
den Mengen gleich. 2
Mit Lemma 6.6 bis 6.9 folgt, dass σ(ρcopy ◦ ρreset ◦ ρexecα ◦ ρupdst)σ





K ; execK(~α); upd exK(st); upd enK(g, st)]]σ
′. Damit kehren wir nun
zum Beweis von Lemma 6.5 zuru¨ck.
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Beweis 6.9 Mikro-Schritt (Lemma 6.5)
Es bleibt zu zeigen, dass genau dann, wenn fu¨r ein Intervall (σ0, σ1, . . .), α = α1; . . .;αn
und ~α = α1, . . ., αn
σ0ρmicroα,stσ1 und (σ1, . . .) |= SC
es ein τ gibt, mit




K ; execK(~α); upd exK(st); upd enK(g, st)]]τ,
(τ, σ1, . . .) |= setK und
(τ, σ1, . . .) |= ◦ nxt((g, st,ACT ))
wobei setK := V
′′ = V mit V˙ = v˙1, . . ., v˙n, v˙i ∈ events(SC) ∪ vars(SC), V
′′ die ent-
sprechenden 2-fach gestrichenen Variablen und V die entsprechenden Hilfsvariablen sind.
Mit
ρmicroα,st := ρalive ◦ ρcopy ◦ ρreset ◦ ρexecα ◦ ρupdst ◦ ρset ◦ ρstatesst
und Lemma 6.6 bis 6.9 folgt, dass σ(ρalive ◦ ρcopy ◦ ρreset ◦ ρexecα ◦ ρupdst)τ gilt (ρalive
a¨ndert die Belegung nicht). Es bleibt zu zeigen, dass τ(ρset ◦ ρupdst)σ1 genau dann, wenn
(τ, σ1, . . .) |= setK und (τ, σ1, . . .) |= ◦ nxt((g, st,ACT )).
1. Es gilt τ(ρset ◦ ρupd st)σ1 mit
{v˙1, . . ., v˙n} = vars(SC) ∪ events(SC),
S = {s˙1, . . ., s˙n} = active(st) ∪ entered(st),
S = {s˙n+1, . . ., s˙m} = states(SC)\(active(st) ∪ entered(st))
σρsetσ
′ :⇔ σ′ = set(σ),
set(σ)(v) :=
{
σ(x), wenn v ≡ x˙, x˙ ∈ events(SC) ∪ vars(SC)
σ(v), sonst
,





true, wenn v ∈ S
false, wenn v ∈ S
σ(v), sonst
σ1 = τ [v˙1/τ(v1), . . ., v˙n/τ(vn), s˙1/true, . . .s˙n/true, s˙n+1/false, . . .s˙m/false].
In einem Intervall (σ0, σ1, . . .) gilt fu¨r alle flexiblen Variablen x˙, dass σi(x
′′) =
σi+1(x˙). Fu¨r alle Variablen v˙ ∈ vars(SC) ∪ events(SC) gilt τ(v) = σ1(v˙) und mit
σ0(v
′′) = σ1(v˙) auch τ(v) = σ0(v
′′). Damit gilt fu¨r x˙i ∈ vars(SC) ∪ events(SC) in τ∧
ivi = v
′′
i bzw. setK und, da setK pra¨dikatenlogisch, auch (τ, σ1, . . .) |= setK.




s∈S¬ s und mit (σ1, . . .) |= SC gilt σ1 hat
keinen Nachfolger genau dann, wenn ein s ∈ term(SC) mit σ1(s) existiert. Dann
gilt nicht σ1ρaliveσ
′, fu¨r alle σ′, das Restintervall (σ1, . . .) = (σ1) hat die La¨nge 0,
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es gilt last. Ansonsten gilt (σ1, . . .) |= SC und σ1 hat weitere Nachfolger. So gilt fu¨r
nxt((g, st,ACT )) mit

















¬ s ∧ SC
,
SK := {s˙1, . . ., s˙n} = activeK(g, st) ∪ enteredK(g, st) und
SK := {s˙n+1, . . ., s˙m}
= states(SC)\(activeK(g, st) ∪ enteredK(g, st)),
dass (σ1, . . .) |= nxt(st) und damit, dass (τ, σ1, . . .) |= ◦ nxt((g, st,ACT )). Beachte,
nach Lemma 6.4 sind die Mengen S = SK und S = SK.
2. Es gilt (τ, σ1, . . .) |= V
′′ = V und (τ, σ1, . . .) |= ◦ nxt((g, stACT )).
Das DL-Programm zur Schrittausfu¨hrung a¨ndert keine flexiblen Variablen x, x′ und
x′′ und deshalb ist σ0(x
′′) = τ(x′′). Fu¨r alle flexiblen Variablen x gilt σ0(x
′′) = σ1(x˙)
und fu¨r alle v˙ ∈ vars(SC) ∪ events(SC) gilt τ |= v ′′ = v. Fu¨r die Belegungen eines





Fu¨r ein Intervall (σ0, σ1, . . .) mit einer konsistenten Belegung ↓(σ0), Steps(σ) = ∅ und dem
entsprechenden Schritt (g, st, ∅) ∈ StepsK(Γ ∧ ¬∆) mit σ |= g gilt:
σ0ρmacroσ1 und (σ1, . . .) |= SC
genau dann, wenn
(σ0, σ1, . . .) |= stepmacro((g, st,ACT )) ∧ ◦ nxt((g, st,ACT )).
Ein Makro-Schritt ist in der Semantik definiert als
ρmacro := ρstable ◦ ρalive ◦ ρcopy ◦ ρreset ◦ ρset ◦ ρtick ◦ ρinput
mit
σρstableσ
′ :⇔ Steps(σ) = ∅ ∧ σ = σ′
σρaliveσ
′ :⇔ ∀ s ∈ term(s). σ(s) = false und σ = σ′
und wird im Kalku¨l durch das Programm
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Beweis 6.10 Makro-Schritt (Lemma 6.10)
Fu¨r ein Intervall (σ0, σ1, . . .) gibt es ein τ , so dass








K und (τ, σ1, . . .) |= ◦ nxt((g, st,ACT ))
Wegen Steps(σ) = ∅ gilt auch σρstableσ. Weiterhin gehen wir davon aus, dass ein Schritt
mo¨glich ist, das Statechart also noch nicht terminiert wurde. Damit gilt σρaliveσ. Ansonsten
wa¨re s ∈ term(SC) mit σ(s). Wegen nxt(stp′) des vorhergehenden Schrittes stp′ wu¨rde
last gelten, keine Statechart-Formel SC auf der Sequenz stehen und die sc unwind-Regel
wa¨re nicht anwendbar gewesen. Da ρstable und ρalive die Belegung nicht a¨ndern, folgt mit
Lemma 6.6 und Lemma 6.7, dass es ein τ gibt, mit







Es bleibt zu zeigen, dass wenn
1. τ(ρset ◦ ρtick ◦ ρinput)σ1 und (σ1, . . .) |= SC, dann




K und (τ, σ1, . . .) |= ◦ nxt((g, st,ACT )) und




K und (τ, σ1, . . .) |= ◦ nxt((g, st,ACT )), dann
τ(ρset ◦ ρtick ◦ ρinput)σ1 und (σ1, . . .) |= SC.
Sei
{v˙1, . . ., v˙n} = vars(SC) ∪ events(SC),
{v˙n+1, . . ., v˙m} = varsenv(SC) ∪ eventsenv(SC),
σρsetσ
′ :⇔ σ′ = set(σ),
set(σ)(v) :=
{




′ :⇔ σ′ = σ[tick/true],
σρinputσ
′ :⇔ ∀ v. v ∈ variables(SC)/(varsenv(SC) ∪ eventsenv(SC))
⇒ σ(v) = σ′(v),
S = {s˙1, . . ., s˙n} = activeK(g, st) ∪ enteredK(g, st),
S = {s˙n+1, . . ., s˙m} = states(SC)\(activeK(g, st) ∪ enteredK(g, st))
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nxt((g, st,ACT )) :=
{









s∈S¬ s ∧ SC
,
seteK := tick






v˙∈eventsloc ∪ eventsimp ∪ varsloc
v′′ = v und
output(σi) :⇔ ∀ v˙ ∈ eventsenv(SC) ∪ varsenv(SC). v˙ = v
′ und σi(tick
′).
1. Mit τ(ρset ◦ ρtick ◦ ρinput)σ1 ist
σ1 = τ [v˙1/τ(v1), . . ., v˙n/τ(vn), tick/true, v˙n+1/xn+1, . . ., v˙m/xm]
fu¨r neue Variablen xn+1. . .xm. D. h. die Variablen v˙n+1, . . ., v˙m haben einen beliebigen
Wert in σ1. In einem Intervall (σ0, σ1, . . .) gilt fu¨r alle flexiblen Variablen x˙, dass
σi(x
′′) = σi+1(x˙). Deshalb gilt σ0(v
′′) = σ1(v˙) und da τ(v) = σ1(v˙), dass τ(v) =
σ0(v
′′), fu¨r alle Variablen v′′ mit v˙ ∈ variables(SC)\(varsenv(SC) ∪ eventsenv(SC)).
Damit gilt τ |= setlK und da set
l




′′) = σ1(x˙) gilt τ(tick
′′) = true und mit output(σ0) :⇔ ∀ v˙ ∈
eventsenv(SC) ∪ varsenv(SC). v˙ = v





tenlogisch gilt auch (τ, σ1, . . .) |= set
e
K.
In einem Makro-Schritt ist st = ∅ und fu¨r σ0ρmakroσ1 gilt σ0 |states(SC)= σ1 |states(SC).
Es folgt, dass entered(st) = exited(st) = ∅, d. h. die aktiven Zusta¨nde a¨ndern sich
nicht. Damit gilt (σ1, . . .) |= nxt((g, st,ACT )) und (σ0, σ1, . . .) |= ◦nxt((g, stACT )).




K und (τ, σ1, . . .) |= ◦nxt((g, st,ACT )) gilt mit σ0(x
′′)
= σ1(x˙), dass die lokalen Variablen v˙1, . . ., v˙n in σ1 den Wert von v1, . . ., vn in τ haben,
wegen τ |= tick′′ = true gilt σ1(tick) = true und wegen nxt(st) sind in σ1 dieselben
Zusta¨nde aktiv, wie in σ0. Weiterhin erlaubt ein Umgebungsschritt die Umgebungsva-
riablen und -ereignisse beliebig zu setzen und damit folgt τ(ρset ◦ρtick ◦ρinput)σ1 (set
e
K
setzt die 1-fach gestrichenen Variablen, so dass die Umgebung die 2-fach gestriche-
nen Variablen noch beliebig a¨ndern kann). Schließlich folgt aus (τ, σ1, . . .) |= set
e
K
output(τ) und, da das DL-Programm stepmakro keine flexiblen Variablen a¨ndert, gilt
auch output(σ0).
2
Damit haben wir gezeigt, dass die sc unwind -Regel korrekt ist. Im Wesentlichen haben wir
sogar die A¨quivalenz zwischen Konklusio und Pra¨misse der Regel gezeigt. Jedoch beno¨ti-
gen wir in Lemma 6.5 die Voraussetzung ↓(σ0), dass die Ausgangsbelegung konsistent ist.
Diese Voraussetzung wird von der Statechart-Semantik erfu¨llt, aber nicht notwendigerweise
von der Pra¨misse der sc unwind -Regel. Wenden wir die Regel auf eine partielle Zustands-
konfiguration und ein Statechart mit den Zusta¨nden s1 und s2 als Unterzusta¨nde eines
Oder -Zustands s an und beschreiben in der Sequenz Γ ` ∆, dass s1 aktiv ist, machen aber
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keine Angaben u¨ber s2. Dann kann in einer Pra¨misse der sc unwind -Regel die Aktivierungs-
bedingung fu¨r einen Statechart-Schritt verlangen, dass auch s2 aktiv ist und wir erhalten
eine inkonsistente Konfiguration, in der sowohl s1 als auch s2 aktiv sind (siehe auch Mo-
tivation fu¨r die sc wellformed -Regel, Seite 86). Folgen von Belegungen, die inkonsistente
Belegungen enthalten, sind aber nicht in der Statechart-Semantik enthalten. Deshalb ist
die sc unwind -Regel nicht invertierbar.
6.4.2 Die sc wellformed-Regel
Theorem 6.2 Die sc wellformed-Regel ist invertierbar und korrekt
Die sc wellformed-Regel ist invertierbar und korrekt, d. h.
|= ∀Cl consstates(SC), consevents(SC), SC,Γ → ∆
genau dann, wenn
|= ∀Cl SC ∧ Γ → ∆.
Fu¨r die Korrektheit ist zu zeigen, dass wenn
|= ∀Cl consstates(SC), consevents(SC), SC,Γ → ∆,
dann
|= ∀Cl SC ∧ Γ → ∆.
Wir zeigen wieder die Behauptung, dass wenn
I |= consstates(SC), consevents(SC), SC,Γ → ∆,
dann
I |= SC ∧ Γ → ∆.
Entweder es gilt I 6|= Γ ∧ ¬ ∆, dann ist der Beweis trivial. Sonst zeigen wir, dass wenn
I |= SC :⇔ I |variables(SC)∈ traces(SC),
dann





s1 ∧ . . . ∧ sn ∧ ¬ s1 ∧ . . . ∧ ¬ sm
fu¨r si ∈ cnf, sj ∈ states(SC)\cnf, conf (SC) := {S | S ⊆ states(SC), ↓(S) und S =
decompl(S)} und




conf (SC) berechnet fu¨r ein Statechart SC alle mo¨glichen, konsistenten Zustandskonfigu-
rationen (siehe Abschnitt 4.2.1, Syntax).
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Beweis 6.11 Beweis Korrektheit der sc wellformed-Regel
consstates(SC) und consevents(SC) sind pra¨dikatenlogische Formeln und fu¨r ein Intervall
(σ0, σ1, . . .) ∈ traces(SC) bleibt zu zeigen, dass σ0 |= consstates(SC) ∧ consevents(SC).
Fu¨r alle Intervalle eines Statecharts gilt, dass die Ausgangsbelegung σ0 konsistent ist,
d. h. es gilt ↓(σ0) (siehe Gleichung 7) mit
↓(σ0) :⇔
↓(S) und S = decompl(S) und i)
{e | e ∈ eventsloc(SC) ∪ eventsimp(SC) und σ0(e)} 6= ∅ und σ0(tick) ii)
Mit i) gilt σ0 |= consstates(SC) und mit ii) gilt σ0 |= consevents(SC). 2
Fu¨r die sc wellformed -Regel ko¨nnen wir auch die Invertierbarkeit zeigen.
Beweis 6.12 Beweis Invertierbarkeit der sc wellformed-Regel
Es ist zu zeigen, dass wenn
|= ∀Cl SC ∧ Γ → ∆,
dann
|= ∀Cl consstates(SC), consevents(SC), SC,Γ → ∆.
Dies ist trivial wahr, da die Pra¨misse der sc wellformed-Regeln nur zusa¨tzliche Vorausset-
zungen hat. 2
6.4.3 Die sc initialize-Regel
Theorem 6.3 Die sc initialize-Regel ist invertierbar und korrekt
Die sc initialize-Regel ist invertierbar und korrekt, d. h.
|= ∀Cl initialize(ŜC), SC,Γ → ∆
genau dann, wenn
|= ∀Cl ŜC ∧ Γ → ∆.
Fu¨r die Korrektheit ist zu zeigen, dass wenn
|= ∀Cl initialize(ŜC), SC,Γ → ∆,
dann
|= ∀Cl ŜC ∧ Γ → ∆.
Wir zeigen wieder die Behauptung, dass wenn
I |= initialize(ŜC), SC,Γ → ∆,
dann
I |= ŜC ∧ Γ → ∆.
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Entweder es gilt I 6|= Γ ∧ ¬ ∆, dann ist der Beweis trivial. Sonst zeigen wir, dass wenn
I |= ŜC :⇔ I |variables(SC)∈tracesi(SC),
dann
I |= initialize(ŜC) ∧ SC
mit
initialize(ŜC) :=∧
s∈states(SC) ∩ decompl(root(SC)) s ∧
∧
s∈states(SC)\decompl(root(SC))¬ s ∧∧
e∈events(SC) ¬ e ∧
∧
v∈vars(SC)v = default(v).
Beweis 6.13 Korrektheit der sc initialize-Regel
Wegen
tracesiA(SC) := {(σ0, . . ., σn) | n ∈ IN∞, σj ρstepSC,A σj+1 und σ0 ∈ init(SC)}.
beginnen alle Intervalle von ŜC in einem Ausgangszustand σ0. Nach Definition sind dies




true, wenn v ∈ states(SC) ∩ decompl(root(SC))
false, wenn v ∈ states(SC)\decompl(root(SC))
false, wenn v ∈ events(SC)
default(v), wenn v ∈ vars(SC)
gilt. Damit ist σ0 konsistent, es gilt ↓(σ0) und I |= SC. Da initialize(ŜC) pra¨dikatenlogisch
ist, bleibt zu zeigen, dass σ0 |= initialize(ŜC). Dies gilt trivial mit σ0 ∈ init(SC). 2
Auch fu¨r die sc initialize-Regel ko¨nnen wir die Invertierbarkeit zeigen.
Beweis 6.14 Invertierbarkeit der sc initialize-Regel
Es ist zu zeigen, dass wenn
|= ∀Cl ŜC ∧ Γ → ∆,
dann
|= ∀Cl initialize(ŜC), SC,Γ → ∆.
Dies ist trivial wahr, da die Pra¨misse der sc initialize-Regeln nur zusa¨tzliche Vorausset-
zungen hat. 2
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6.5 Beweistechnik und -automatisierung
6.5.1 Beweistechnik
Durch die Technik der schrittweisen Ausfu¨hrung folgt der Beweis einer Statechart-Eigen-
schaft den Durchla¨ufen durch das Statechart. Nach einer mo¨glichen Initialisierung, die
z. B. Ausgangszusta¨nde setzt, wird das Statechart schrittweise abgewickelt. Das Abwickeln
(sc unwind) berechnet, ausgehend von der aktuellen Belegung, die Nachfolgebelegungen.
Parallel dazu werden auch die temporallogischen Eigenschaften abgewickelt. Dies resul-
tiert in jeweils einer Beweisverpflichtung fu¨r die aktuelle Belegung und in einer zweiten fu¨r
die Nachfolgebelegung. Nachdem die Beweisverpflichtung fu¨r die aktuelle Belegung gezeigt
wurde, setzt die Regel tl step die Nachfolgebelegung als aktuelle Belegung. Der Beweis ist
nun einen Schritt auf dem Intervall fortgeschritten, den das Statechart beschreibt. Die-
se Beweistechnik hilft dem Benutzer, die Beweisschritte nachvollziehen zu ko¨nnen, da er
wa¨hrend des Beweises immer weiß, in welcher Zustandskonfiguration sich das Statechart
befindet. Dies wird durch die aktiven Zusta¨nde des Statecharts gekennzeichnet.
Bei Beweisen mit partiellen Zustandskonfigurationen folgt die Beweisstruktur demsel-
ben Prinzip, jedoch muss der Benutzer nach einem Ausfu¨hrungsschritt entscheiden, welche
Information u¨ber aktive Zusta¨nde, Ereignisse und Variablenbelegung der Nachfolgebele-
gung fu¨r den weiteren Beweis notwendig ist. Diese Information fu¨hrt der Benutzer selbst
ein und fu¨hrt dann den Beweis mit Abwickeln der Temporaloperatoren fort. Die Beweistech-
niken fu¨r vollsta¨ndige und partielle Zustandskonfigurationen haben wir in Abschnitt 6.3.2
demonstriert.
6.5.2 Beweisheuristiken
Werden Statecharts durch eine vollsta¨ndige Zustandskonfiguration beschrieben, ist die Ab-
folge der Regelanwendungen kanonisch. Zuerst wird ein Statechart-Schritt abgewickelt,
ausgefu¨hrt und dann vereinfacht. Anschließend wird die temporallogische Aussage abge-
wickelt und ein temporallogischer Schritt durchgefu¨hrt. Nun folgt wieder ein sc unwind -
Schritt (vgl. Beweise in Abbildung 6.3). So werden nach und nach alle mo¨glichen Pfade
durch das Statechart durchlaufen. Zum Nachweis von Sicherheitseigenschaften beginnen
wir vor jedem sc unwind -Schritt eine Induktion. Erreichen wir denselben Zustand wieder,
ko¨nnen wir durch Anwenden der Induktionshypothese den Beweis schließen. Diese Abfolge
von Befehlsanwendungen ist bei Statechart-Beweisen mit vollsta¨ndiger Zustandskonfigura-
tion leicht zu automatisieren.
Das KIV System benutzt sogenannte Heuristiken, um Beweise zu automatisieren. Sie
wenden z. B. Regeln wie simplify automatisch an, um Formeln zu vereinfachen. Im All-
gemeinen wendet eine Heuristik unter bestimmten Vorbedingungen eine Kalku¨lregel an.
Fu¨r temporallogische Beweise gibt es bereits sehr ma¨chtige Heuristiken, die auch Induk-
tion u¨ber endliche und unendliche Intervalle automatisch durchfu¨hren. Um Beweise u¨ber
Statecharts automatisieren zu ko¨nnen, haben wir die Heuristiken fu¨r temporallogische Be-
weise erweitert. Die Statechart-Heuristiken wenden zum Initialisieren des Statecharts die
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sc initialize Regel an. Die Heuristiken wenden nun abwechselnd die sc unwind - und die tl
step-Regel an und wickeln so nach und nach das Statechart ab. Nach der sc unwind -Regeln
fu¨hren Heuristiken fu¨r DL-Programme die Aktionen der Statecharts automatisch aus. Die
weiteren temporallogischen Heuristiken wickeln parallel dazu die temporalen Operatoren
ab, versuchen in jedem Schritt den Beweis per Induktion zu schließen und beginnen, falls
dies nicht gelingt, erneut eine Induktion. Da die sc unwind -Regel aus vollsta¨ndigen Zu-
standskonfigurationen wiederum vollsta¨ndige Nachfolgekonfigurationen berechnet, ko¨nnen
wir den Beweis automatisch fortfu¨hren.
Diese beiden Heuristiken und die Heuristiken der Temporallogik genu¨gen, um in KIV
Beweise u¨ber Statecharts mit vollsta¨ndiger Zustandskonfiguration automatisch zu fu¨hren.
Die Heuristiken ko¨nnen das Beispiel der Zeitschaltuhr aus obigen Abschnitt ohne Benut-
zerinteraktion nachweisen. Natu¨rlich wird dabei im Zustand Close die Variable x schritt-
weise bis 6 hochgeza¨hlt. Die Generalisierung auf x ≤ 6 erfolgt nicht automatisch.
Bei Aussagen mit partiellen Zustandskonfigurationen ist diese Technik leider nicht an-
wendbar. Nach einem Statechart-Schritt ist unklar, welche Generalisierung fu¨r den weite-
ren Beweis notwendig ist, und welche nicht. Deshalb erfolgt bei Beweisen mit partiellen
Zustandskonfigurationen die Statechart-Schrittausfu¨hrung manuell, um danach eine Gene-
ralisierung der Zustandskonfiguration durchfu¨hren zu ko¨nnen. Die temporallogischen Heu-
ristiken zur Anwendung der Induktion und Schrittabwicklung ko¨nnen auch fu¨r Beweise mit
partiellen Zustandskonfigurationen verwendet werden. Entscheidet sich der Benutzer, den
Beweis mit vollsta¨ndigen Zustandskonfigurationen fortzufu¨hren, so fu¨hrt er nach der sc un-
wind -Regel eine Fallunterscheidung u¨ber alle mo¨glichen Nachfolgekonfigurationen durch,
erha¨lt durch Anwendung der sc wellformed -Regel konsistente und vollsta¨ndige Zustands-
konfigurationen und kann nun den Beweis automatisiert weiterfu¨hren.
6.6 Zusammenfassung
In diesem Kapitel haben wir einen Ansatz zur interaktiven Verifikation von Statecharts
vorgestellt. Unser Ziel ist der Nachweis von Eigenschaften u¨ber STATEMATE-Statecharts,
die mit der Makro-Schritt-Semantik ausgefu¨hrt werden. Dazu unterstu¨tzen wir die wesent-
lichen Konstrukte der STATEMATE-Statecharts. Hervorheben mo¨chten wir jedoch vier Be-
sonderheiten unseres Ansatzes. Erstens fu¨hren wir Statecharts in Mikro-Schritten aus und
ko¨nnen trotzdem Beweise u¨ber Makro-Schritte fu¨hren. Zweitens formulieren wir Statecharts
u¨ber algebraischen Spezifikationen und ko¨nnen beliebige Datentypen in den Aktivierungs-
bedingungen und Aktionen der Statecharts verwenden. Drittens erreichen wir durch das
Beweisprinzip der symbolischen Ausfu¨hrung, dass Beweise dem Ablauf des Statecharts fol-
gen und erhalten damit versta¨ndliche Beweise. Und schließlich erlaubt die Generalisierung
von Statechart-Zustandsmengen allgemeinere Invarianten und fu¨hrt zu ku¨rzeren Beweisen.
STATEMATE-Statecharts besitzen viele Konstrukte und reichhaltige Spezifikationsvari-
anten, die nicht alle in KIV beru¨cksichtigt sind. So werden syntaktische Vereinfachungen,
wie entry- und exit-Aktionen in Zusta¨nden und das Zusammenfassen von U¨berga¨ngen
durch sogenannte Konnektoren, nicht unterstu¨tzt. Dies schra¨nkt jedoch den Sprachumfang
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nicht wesentlich ein. Ebenfalls unterstu¨tzen wir Timeout-Ereignisse und Schedule-Aktionen
nicht direkt. Beide Konstrukte ko¨nnen wir jedoch durch zusa¨tzliche Za¨hlervariablen simu-
lieren, die in einem Makro-Schritt – durch das tick -Ereignis ausgelo¨st – hochgeza¨hlt werden
(Abschnitt 6.2.2).
Einschra¨nkungen im Sprachumfang gegenu¨ber STATEMATE-Statecharts ergeben sich
durch die fehlende Unterstu¨tzung von sog. History-Konnektoren. History-Konnektoren er-
lauben es, einen Zustand mit der Konfiguration von Unterzusta¨nden zu betreten, mit der
er verlassen wurde (und nicht mit der Konfiguration, die sich durch initiale Zusta¨nde
ergibt). Die Nutzung von History-Konnektoren scheint nur fu¨r die Verwendung vollsta¨ndi-
ger Zustandskonfigurationen sinnvoll zu sein. Bei partiellen Zustandskonfigurationen ist
unklar, welche fru¨heren (partiellen) Konfigurationen von Bedeutung sind. Um History-
Konnektoren verwirklichen zu ko¨nnen, mu¨ssen die aktiven Unterzusta¨nde eines Zustan-
des, der verlassen wird, gespeichert werden. Wenn wir dazu zusa¨tzliche Zustandsvariablen
einfu¨hren, ist es leicht mo¨glich, History-Konnektoren fu¨r Statecharts in unseren Kalku¨l zu
integrieren.
Von diesen Einschra¨nkungen abgesehen, wurde ein Kalku¨l zur interaktiven Verifikation
von STATEMATE-Statecharts entwickelt. Die Semantik entspricht der operationellen STATE-
MATE-Semantik von Statecharts. Parallele U¨berga¨nge werden semantikerhaltend sequen-
tialisiert, damit die Schrittausfu¨hrung von Statechart in sequentielle Programme u¨bersetzt
werden kann. Sequentielle Programme sind auch ausdrucksstark genug, die noch fehlenden
STATEMATE-Konstrukte in KIV zu integrieren.
Grundlage unserer Statechart-Semantik ist die operationelle Semantik von Damm et
al. [DJHP98]. Ein wesentlicher Unterschied unserer Semantik ist, dass wir Ereignisse und
Variablen auch zu Mikro-Schritten beobachten ko¨nnen. Gerade fu¨r die interaktive Ve-
rifikation ist dies von großem Vorteil, um den U¨berblick u¨ber den Ablauf der Schritte
und die Folge der Zustandswechsel zu behalten. So fu¨hrt z. B. auch der STATEMATE-
Simulator [HLN+90, Sim87] Statecharts in Mikro-Schritten aus. Trotzdem ko¨nnen wir Ei-
genschaften u¨ber Makro-Schritten nachweisen. Dazu benutzen wir das tick -Ereignis, das
einen Makro-Schritt markiert. Weisen wir eine Eigenschaft ϕ eines Statecharts nach, die
zu Makro-Schritten gilt, so zeigen wir 2(tick′ → ϕ(x′)). ϕ(x′) formuliert die Eigenschaft
ϕ(x) u¨ber den 1-fach gestrichenen Variablen. Die Aussage 2(tick′ → ϕ(x′)) spricht also
u¨ber das Ausgabeverhalten eines Statecharts, d. h. u¨ber die Variablenbelegungen am Ende
eines Makro-Schrittes. Andererseits formulieren wir Umgebungsannahmen ψ(x), die nur
in einem Makro-Schritt beru¨cksichtigt werden, als 2(tick → ψ(x)). Umgebungsannahmen
schra¨nken das Umgebungsverhalten ein und werden als zusa¨tzliche Voraussetzung in den
Antezedenten einer Beweisverpflichtung mit aufgenommen.
Als zweites mo¨chten wir hervorheben, dass durch die Verwendung algebraisch spezifi-
zierter Datentypen, Funktionen und Pra¨dikate, die in KIV-Statecharts verwendet werden,
eine Beweisunterstu¨tzung fu¨r Statecharts entstanden ist, die nicht auf zustandsendliche
Systeme beschra¨nkt ist. Es ko¨nnen beliebige Funktionen, Pra¨dikate und symbolische Kon-
stanten spezifiziert und in den Aktivierungsbedingungen verwendet werden. So kann fu¨r
die Zeitschaltuhr die Aktivierungsbedingung des U¨bergangs t3 : x > 5/sw off;x := 0 statt
mit dem konkreten Wert 5 auch mit einer Variablen k beschriftet werden. Fu¨r dieses State-
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chart ko¨nnen wir mit dem selben Beweisaufwand die Sicherheitseigenschaft 2x ≤ k + 1
nachweisen (statt der Generalisierung von x = 0 zu x < 5 generalisieren wir zu x < k,
siehe Abschnitt 6.3.2, Seite 91). Die Verwendung von Variablen mit beliebigen Werten an-
statt einer konkreten Belegung ist mit den bisherigen Ansa¨tzen zur Statechart-Verifikation
mit Modellpru¨fern nicht mo¨glich. Beim automatischen Auswerten der Aktivierungsbedin-
gungen helfen auch Entscheidungsprozeduren nicht weiter, wenn die Bedingungen u¨ber
komplexen, algebraisch spezifizierten Pra¨dikaten formuliert sind. In Abschnitt 10 behan-
deln wir eine Statechart-Fallstudie, in der Multiplikation und Division zur Auswertung der
Aktivierungsbedingungen notwendig sind. STeP ist ein interaktiver temporallogischer Be-
weiser [BBC+00], der ebenfalls nicht auf einen endlichen Datenbereich eingeschra¨nkt ist,
er unterstu¨tzt jedoch keine Statecharts.
Zusa¨tzlich zu den allgemeinen Aktivierungsbedingungen erhalten wir durch die Ver-
wendung sequentieller Programme als Aktionen in U¨berga¨ngen und statischen Reaktionen
eine sehr ma¨chtige Beschreibungssprache fu¨r Aktionen, die sogar u¨ber die Mo¨glichkeiten
von STATEMATE hinausgehen.
Ein wesentlicher Punkt in unserem Ansatz ist, dass Statecharts Formeln sind. Sie wer-
den direkt durch die entwickelten Kalku¨lregeln unterstu¨tzt und nicht in einen anderen For-
malismus kodiert. In STeP und TLA (Temporal Logic of Actions, [Lam94]) werden parallele
Programme in flach Zustandsu¨bergangssysteme bzw. temporallogische Formeln u¨bersetzt,
wodurch der Kontrollfluss der Programme verloren geht. Dies vermeiden wir und erhalten
in den Beweisen die Struktur des Statecharts. Durch die schrittweise Abarbeitung sind die
Beweise leicht versta¨ndlich, denn sie folgen immer dem Ablauf des Statecharts.
Schließlich ermo¨glicht es die Generalisierung von Statecharts auf partielle Zustands-
konfigurationen, von gewissen Eigenschaften der Statecharts zu abstrahieren. Das Konzept
partieller Zustandskonfiguration und die korrekte Berechnung mo¨glicher Nachfolgebelegun-
gen ist bisher in der Literatur noch nicht bekannt. Fu¨r interaktive Statechart-Beweise kann
auf partielle Zustandskonfigurationen nicht verzichtet werden. Wir erhalten dadurch all-
gemeinere Invarianten fu¨r die temporallogische Verifikation und ko¨nnen ku¨rzere Beweise
fu¨hren. Außerdem ko¨nnen allgemeinere Aussagen bewiesen werden, die in anderen Bewei-
sen als Lemmata verwendet werden.
In KIV haben wir Kalku¨lregeln fu¨r Beweise mit vollsta¨ndigen und partiellen Zustands-
konfigurationen implementiert und die Anwendbarkeit des Kalku¨ls mit verschiedenen State-
chart-Beweisen gezeigt. Zur Demonstration pra¨sentieren wir in Kapitel 10 die Fallstudie
des funkbasierten Bahnu¨bergangs, den wir in KIV mit Statecharts spezifiziert, einen Feh-
lerbaum erstellt und dessen Vollsta¨ndigkeit nachgewiesen haben.
KAPITEL 7
Modellpru¨fung von Fehlerba¨umen
Fu¨r den Einsatz der formalen FTA im industriellen Umfeld ist es erstrebenswert, den Nach-
weis der Beweisverpflichtungen zu automatisieren. Der Ingenieur kann sich dann weiterhin
vollsta¨ndig auf die sicherheitstechnische Analyse des Systems konzentrieren und erha¨lt
zusa¨tzlich die formale Validation seiner Analyse.
Eine bekannte Methode fu¨r den automatischen Nachweis von Systemeigenschaften ist
die Modellpru¨fung. Sie pru¨ft, ob ein Systemmodell Sys eine geforderte Eigenschaft ϕ erfu¨llt,
d. h. ob Sys |= ϕ. Dabei ist das Systemmodell Sys meist als Zustandsu¨bergangssystem und
die nachzuweisende Eigenschaft ϕ in einer Temporallogik beschrieben. Die Computation
Tree Logic (CTL, [CE81]) ist eine Temporallogik, fu¨r die es effiziente Algorithmen zur
Modellpru¨fung gibt [CES86]. Verschiedene Modellpru¨fer basieren auf diesen Algorithmen
(z. B. RAVEN [Ruf00], SMV [McM90] und SVE [FSS+94]) und werden im industriellen
Umfeld eingesetzt. Deshalb geben wir in diesem Kapitel Vollsta¨ndigkeitsbedingungen fu¨r
die FTA in CTL an und ermo¨glichen damit eine effiziente Modellpru¨fung der formalen
FTA.
Die Vollsta¨ndigkeitsbedingungen in CTL sind ebenfalls an die Fehlerbaum-Gatter ge-
knu¨pft und sollen der ITL-Semantik aus Kapitel 5 entsprechen. Die Logiken CTL und
ITL besitzen jedoch eine unterschiedliche Ausdruckssta¨rke, und so gelingt dies nur fu¨r
Fehlerba¨ume mit punktuellen Ereignissen (Ereignisse ohne Dauer) direkt in CTL. Fu¨r
allgemeine Fehlerba¨ume mit temporalen Ereignissen geben wir eine Konstruktion mit so-
genannten Akzeptor-Automaten an. Ein Aktzeptor-Automat beobachtet das temporale
Ereignis,
”
akzeptiert“ es in einem Endzustand und bildet es so auf ein punktuelles Ereignis
(das Erreichen des Endzustands) ab. Mit dieser Konstruktion gelingt es dann auch, all-
gemeine Fehlerba¨ume mit CTL-Modellpru¨fern auf Vollsta¨ndigkeit zu pru¨fen. In Kapitel 8
zeigen wir formal, dass die CTL-Bedingungen der ITL-Semantik entsprechen.
Unser Vorgehen demonstrieren wie am Beispiel des Drucktanks aus Abschnitt 3.1. Die
Vollsta¨ndigkeit des Fehlerbaums fu¨r diese Fallstudie haben wir in RAVEN verifiziert. RA-
VEN benutzt zeitbehaftete Automaten, sogenannte E/A-Intervallautomaten zur Spezifi-
kation des Modells und eine Erweiterung der CTL, die clocked CTL, die auch fu¨r CTL-
Operatoren Zeitannotationen erlaubt. Nachdem wir die Semantik der E/A-Intervallauto-
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maten und der CCTL pra¨sentiert haben, definieren wir die Vollsta¨ndigkeitsbedingungen fu¨r
die FTA. Diese beno¨tigen keine Zeitannotationen und ko¨nnen deshalb auch in reiner CTL
definiert werden. Mit den geschaffenen Voraussetzungen bearbeiten wir das Beispiel des
Drucktanks. Wir spezifizieren den Drucktank mit E/A-Intervallautomaten, formalisieren
dann den informellen Fehlerbaum aus Abschnitt 3.1.1 und zeigen die Vollsta¨ndigkeitsbe-
dingungen, die sich aus den CTL-Bedingungen der einzelnen Gatter und den formalisierten
Fehlerbaumereignissen ergeben. Schließlich pra¨sentieren wir verwandte Arbeiten und fassen
die erarbeiteten Resultate zusammen.
7.1 Clocked Computation Tree Logic (CCTL)
Die Semantik der CCTL basiert auf einer Abfolge von Belegungen, die wir im Folgen-
den durch Zustandsu¨bergangssysteme beschreiben. Zur Modellierung reaktiver, zeitbehaf-
teter Systeme benutzen wir Ein-/Ausgabe-Intervallautomaten (E/A-Intervallautomaten,
[RK99]).
7.1.1 E/A-Intervallautomaten
Einfache Zustandsu¨bergangssysteme bestehen aus Zusta¨nden, einer U¨bergangsrelation zwi-
schen den Zusta¨nden und einer Beschriftung der Zusta¨nde mit booleschen Variablen.
Die U¨bergangsrelation beschreibt, welche Zustandsfolgen erzeugt werden ko¨nnen und die
Beschriftung der Zusta¨nde, welche Variablen in welchem Zustand wahr sind. Das Zu-









Dieses Zustandsu¨bergangssystem hat 3 Zusta¨nde. In
s1 ist die aussagenlogische Variable b wahr (a und c
aber nicht), in s2 ist a und c wahr und in s3 ist a
und b wahr. Der Nachfolgezustand von s1 ist s2 oder
s3, von s2 ist es s3 und s3 hat als einzigen Nach-
folger sich selbst. Ein mo¨gliches Systemverhalten ist
({b}, {a, c}, {a, b}, {a, b}, . . .).
Um Reaktionen auf andere Systemkomponenten oder die Umgebung zu modellieren, knu¨pft
man Zustandsu¨berga¨nge an Bedingungen. Sobald bestimmte Eingaben vorliegen, wird der
Zustandsu¨bergang ausgefu¨hrt. Man erha¨lt endliche Automaten.
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Sei s1 der Startzustand. Wenn die Bedingung e gilt, geht
der Automat im ersten Schritt in den Zustand s3 u¨ber,
ansonsten in den Zustand s2. Dort verbleibt der Auto-
mat, bis e eintritt und geht dann in s3. Ein mo¨gliches
Systemverhalten ist hier ({b} → {a, c}
e
→ {a, b}. . .).
In zeitbehafteten Systemen mo¨chte man zusa¨tzlich den U¨bergang an zeitliche Bedingungen
knu¨pfen. Eingaben sollen eine bestimmte Zeit vorhanden sein, bevor ein Zustandsu¨bergang
ausgefu¨hrt wird. Solche Modelle beschreiben wir mit E/A-Intervallautomaten, die zusa¨tz-
lich zu den Eingabevariablen e ein Intervall [a, b] mit a ∈ IN, b ∈ IN∞, a ≤ b, als Beschriftung
eines U¨bergangs erlauben. Ein U¨bergang wird indeterministisch nach t Zeitschritten aus-
gefu¨hrt (a ≤ t ≤ b), wenn das Ereignis e t Schritte gilt. Damit das System auch reagieren
kann, wenn das Ereignis e keine t Zeitschritte vorhanden ist, erha¨lt der U¨bergang eine
(gestrichelte) Zusatzkante in den Zustand, der in diesem Fall eingenommen wird.





Wird das Ereignis e fu¨r t, a ≤ t ≤ b, Zeitschritte beob-
achtet, wird der Zustand s2 eingenommen. Wird e fu¨r
0 < t < a Zeitschritte beobachtet, gelangen wir in den
Zustand s. Falls e u¨berhaupt nicht gilt, wird in s1 ver-
blieben (d. h. der Zustand s0 besitzt einen impliziten
U¨bergang nach s1, der mit ¬ e beschriftet ist).
Sind bei einem U¨bergang e, [a, b] die Intervallgrenzen a = b schreibt man e, [a] und ist
a = b = 1 nur e. Im letzten Fall kann s nicht erreicht werden und die Zusatzkante ist nicht
erforderlich. Der U¨bergang erha¨lt die Bedeutung wie in endliche Automaten. Ist zusa¨tzlich
e = true kann die Kantenbeschriftung weggelassen werden und wir erhalten die Semantik
herko¨mmlicher Zustandsu¨bergangssysteme.
Definition 7.2 Semantik von E/A-Intervallautomaten
Eine E/A-Intervallstruktur ist ein Tupel = = (P , E ,S, I, T ,L) mit:
• P: einer endlichen Menge boolescher Variablen.
• E: einer endlichen Menge boolescher Eingabevariablen.
• S: einer endlichen Menge von Zusta¨nden.
• I: einer endlichen Menge von Ausgangszusta¨nden I ⊆ S.
• T : einer U¨bergangsrelation T ⊂ S × ℘(E)× IN× IN∞ × S × S.
Die U¨bergangsrelation beschreibt den Ausgangszustand, das aktivierende Ereignis als
maximal einelementige Menge, die untere und obere Zeitschranke fu¨r den U¨bergang,
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den Endzustand und den zusa¨tzlichen Ausstiegszustand. Fu¨r t = (s1, E, a, b, s2, s) sei
t[i], 1 ≤ i ≤ 6, das i-te Element, d. h. t[1] = s1, t[2] = E, . . .. Wir verlangen: fu¨r alle
(s1, E, a, b, s2, s) ∈ T gilt |E |≤ 1, 1 ≤ a ≤ b und wenn t1, t2 ∈ T mit t1[1] = t2[1],
t1[4] > 1 und t2[4] > 1, dann t1 = t2. D. h. es darf maximal ein zeitbehafteter
U¨bergang fu¨r einen Ausgangszustand existieren.
• L: einer Beschriftungsfunktion L : S → ℘(P).
L weist jedem Zustand s eine Menge boolescher Variablen aus P zu, die in s zu true
evaluieren.
Wir betrachten hier eine einfache Variante der E/A-Intervallstruktur, bei der die Kanten
mit maximal einer Eingabevariablen beschriftet werden kann. Fu¨r einen unbeschrifteten
U¨bergang t ist t[2] = ∅. Diese Variante genu¨gt fu¨r die Modellierung des Beispiels und
vereinfacht die Definition der E/A-Intervallstrukturen. In [RK99] sind E/A-Intervallstruk-
turen definiert, die auch boolesche Ausdru¨cke u¨ber Eingabevariablen als Beschriftung von
U¨berga¨ngen erlauben. Die Einschra¨nkung auf maximal einen zeitbehafteten U¨bergang mit
ein und demselben Ausgangszustand besteht auch dort.
Fu¨r die Definition mo¨glicher Pfade beno¨tigen wir eine erweiterte Zustandskonfiguration,
die fu¨r jeden Zustand eine Uhr und die aktuellen Eingaben entha¨lt. Diese Uhr beschreibt,
wie lange der Zustand aktiv ist. Die maximal aktive Zeit eines Zustandes ha¨ngt von den
aktuellen Eingaben ab.
Definition 7.3 erweiterte Zustandskonfiguration
Fu¨r einen Zustand s einer E/A-Intervallstruktur = = (P , E ,S, I, T ,L) ist eine erweiterte
Zustandskonfiguration g = (s, i, n) mit s ∈ S, i ∈ ℘(E) und 0 ≤ n < max{b|∃ t ∈ T , t[1] =
s, t[4] = b}. Die Menge aller mo¨glichen erweiterten Zustandskonfigurationen fu¨r = ist
G= = {(s, i, n) | s ∈ S, i ∈ ℘(E) und 0 ≤ n < max{b|∃ t ∈ T , t[1] = s, b = t[4]}}.
Wir definieren eine Pfad u¨ber erweiterten Zustandskonfigurationen.
Definition 7.4 Pfad
Sei = = (P , E ,S, I, T ,L) eine E/A-Intervallstruktur. Ein Pfad ist eine Folge erweiterter
Zustandskonfigurationen σ = (g0, g1, . . .) mit gj ∈ G= und fu¨r alle gj = (sj, ij, nj) gilt
entweder
1. gj+1 = (sj, ij+1, nj + 1) und es existierte ein (sj, E, a, b, sj+1, s) ∈ T mit:
E ⊆ ij und nj + 1 < b,
2. gj+1 = (sj+1, ij+1, 0) und es existierte ein (sj, E, a, b, sj+1, s) ∈ T mit:
E ⊆ ij und a ≤ nj + 1 ≤ b,
3. gj+1 = (s, ij+1, 0) und es existierte ein (sj, E, a, b, sj+1, s) ∈ T mit:
b > 1, nj > 0 und E 6⊆ ij oder
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4. gj+1 = (sj, ij+1, 0):
wenn nj = 0 und fu¨r alle t ∈ T entweder sj 6= t[1] oder t[2] 6⊆ ij+1.
Im ersten Fall fu¨hren wir einen Zeitschritt aus, d. h. der Zustand wird nicht verlassen,
die interne Uhr aber um eins erho¨ht. Im zweiten Fall wird der Endzustand eines (zeit-
behafteten) U¨bergangs betreten und dabei die Uhr zuru¨ckgesetzt. Betrachten wir einen
nicht zeitbehafteten U¨bergang (a = b = 1), fu¨hrt der zweite Fall auch diesen U¨bergang
aus. Der dritte Fall beschreibt die Situation, in der ein zeitbehafteter U¨bergang (b > 0)
betreten wurde (nj > 0), nun aber das Eingabesignal nicht mehr anliegt (der U¨bergang t
mit t[1] = sj und t[4] > 1 ist der einzige zeitbehaftete U¨bergang aus sj). Dann wird der
Ausstiegszustand betreten. Im vierten Fall befinden wir uns in einem Zustand mit Uhren-
wert 0, und kein U¨bergang hat eine Aktivierungsbedingung, die von der aktuellen Eingabe
erfu¨llt wird. Dann verbleiben wir in diesem Zustand.
Komposition Fu¨r gro¨ßere Modelle ist es wichtig, das Systemmodell modular zu erstel-
len. Die einzelnen Systemkomponenten werden in verschiedenen Modulen durch jeweils
einen endlichen Automaten beschrieben. Die verschiedenen Module bzw. deren Automa-
ten kommunizieren dann u¨ber die Eingabevariablen. Das Verhalten des Gesamtsystems
ergibt sich aus der Parallelschaltung der einzelnen Module (Komposition). Die Semantik
der Komposition ist, vereinfacht, die Pfadinklusion. Jeder Pfad, der im komponierten Sy-
stem mo¨glich ist, muss auch in einem einzelnen Modul mo¨glich sein (wenn der Pfad auf
die atomaren Formeln des Moduls projiziert wird). Fu¨r Details verweisen wir auf [Ruf99].
7.1.2 Semantik von CCTL
Die CCTL ist eine Erweiterung der CTL um Zeitannotationen [RK97]. Sie erlaubt Aus-
sagen u¨ber Zeitspannen einfacher zu formulieren und wird in dem Modellpru¨fer RAVEN
verwendet. In CCTL werden temporale Operatoren mit Intervallen [a, b] beschriftet. Die
Intervalle kennzeichnen ausgehend vom aktuellen Zustand Zeitpunkte a und b, zwischen
denen die temporalen Operatoren gelten sollen.
Definition 7.5 temporale CCTL-Operatoren
X[a]ϕ :⇔ in a Zeitschritten gilt ϕ
F[a,b]ϕ :⇔ ϕ gilt irgendwann zwischen a und b
G[a,b]ϕ :⇔ ϕ gilt immer zwischen a und b
ϕU[a,b]ψ :⇔ ψ gilt innerhalb [a, b] und zuvor gilt immer ϕ
Fu¨r den Next-Operator gilt Xϕ := X[1]ϕ. Ist in einem Intervall a = 0 schreibt man statt
[a, b] nur [b]. Ist a = 0 und b = ∞ wird der Intervallausdruck weggelassen. Wir definieren
die Semantik von CCTL-Formeln u¨ber den Pfaden von E/A-Intervallautomaten.
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Definition 7.6 Semantik von CCTL
Sei = = (P , E ,S, I, T ,L), a, b ∈ IN∞, g0 ∈ G= und ϕ und ψ CCTL-Formeln. Wir
schreiben g0 |= ϕ fu¨r =, g0 |= ϕ. Fu¨r eine atomare Formeln a ∈ P und g0 = (s, i, n) gilt
g0 |= a :⇔ a ∈ L(s). Die Operatoren ∧, ∨, ¬, . . . sind wie u¨blich definiert.
1. fu¨r die existenzquantifizierten Operatoren gilt:
g0 |= EX[a] ϕ :⇔ es existiert ein Pfad (g0, g1, . . .) mit
ga |= ϕ
g0 |= EG[a,b] ϕ :⇔ es existierte ein Pfad (g0, g1, . . .),
so dass fu¨r alle k, a ≤ k ≤ b, gilt gk |= ϕ
g0 |= EF[a,b] ϕ :⇔ es existierte ein Pfad (g0, g1, . . .)
und ein k, a ≤ k ≤ b, mit gk |= ϕ
g0 |= E(ϕU[a,b]ψ) :⇔ es existiert ein Pfad (g0, g1, . . .) und
ein k, a ≤ k ≤ b, so dass gk |= ψ,
und fu¨r alle i < k gilt gi |= ϕ
2. fu¨r die allquantifizierten Operatoren gilt:
g0 |= AX[a] ϕ :⇔ fu¨r alle Pfade (g0, g1, . . .) gilt
ga |= ϕ
g0 |= AG[a,b] ϕ :⇔ fu¨r alle Pfade (g0, g1, . . .)
und k, a ≤ k ≤ b, gilt gk |= ϕ
g0 |= AF[a,b] ϕ :⇔ fu¨r alle Pfade (g0, g1, . . .)
existiert ein k, a ≤ k ≤ b, mit gk |= ϕ
g0 |= A(ϕU[a,b]ψ) :⇔ fu¨r alle Pfade (g0, g1, . . .) gibt es
ein k, a ≤ k ≤ b, so dass gk |= ψ,
und fu¨r alle i < k gilt gi |= ϕ
Sind die Zeitannotationen a = 0 und b =∞, so erhalten die CCTL-Operatoren die Seman-
tik herko¨mmlicher CTL-Operatoren.
Ein System, das durch eine E/A-Intervallstruktur = = (P , E ,S, I, T ,L) beschrieben
wird, erfu¨llt eine (C)CTL-Formel ϕ, d. h. es gilt = |= ϕ, genau dann, wenn fu¨r alle Aus-
gangszusta¨nde g ∈ {(s, i, 0) | (s, i, 0) ∈ G=, s ∈ I und i ∈ ℘(E)} der E/A-Intervallstruktur
=, g |= ϕ gilt. Eine (C)CTL-Formel ϕ ist gu¨ltig, wenn fu¨r alle E/A-Intervallstruktur = gilt:
= |= ϕ.
Wir haben hier die Semantik von CCTL angegeben, da der Modellpru¨fer RAVEN CCTL
verwendet und wir die Fallstudie in RAVEN modelliert und verifiziert haben. Fu¨r die For-
malisierung der Vollsta¨ndigkeitsbedingungen fu¨r die Fehlerbaumgatter ko¨nnen wir auf die
Zeitannotationen verzichten und sie in reiner CTL formalisieren (CCTL ohne Zeitannota-
tionen). Zusa¨tzlich definieren wir fu¨r die Vollsta¨ndigkeitspru¨fung der FTA den temporalen
Operator P (precedes).
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Definition 7.7 precedes
g0 |= A(ϕP[a,b]ψ) :⇔ fu¨r alle Pfade (g0, g1, . . .) :
fu¨r jedes k, a ≤ k ≤ b, mit gk |= ψ
existiert ein i ≤ k mit gi |= ϕ
Informell bedeutet A(ϕP[a,b]ψ) fu¨r alle Pfade, wenn ψ zu einem Zeitpunkt zwischen a und
b gilt, dann muss ϕ vor oder gleichzeitig mit ψ gelten. Wenn ψ auf einem Pfad nicht gilt,
muss auch ϕ nicht gelten. Wir beno¨tigen im Folgenden die Form A(ϕP[0,∞]ψ) mit unterer
Intervallgrenze 0 und oberer Intervallgrenze ∞, die wir auch in reiner CTL formalisieren
ko¨nnen. A(ϕ P ψ) ist a¨quivalent zu ¬E(¬ϕ U (ψ ∧ ¬ϕ)) und kann deshalb in jedem CTL
Modellpru¨fer – und erst recht im CCTL-Modellpru¨fer RAVEN – spezifiziert werden.
7.2 Vollsta¨ndigkeitspru¨fung in (C)CTL
Auf den Grundlagen des vorigen Abschnitts definieren wir die Vollsta¨ndigkeitsbedingungen
der FTA. Fu¨r die Bedingungen werden keine Zeitannotationen beno¨tigt und wir formulie-
ren sie in CTL (als Teilsprache von CCTL), so dass sie auch CTL-Modellpru¨fer nachwge-
wiesen werden ko¨nnen. Analog zur ITL-Semantik sind die Bedingungen an die einzelnen
Fehlerbaumgatter gebunden und die Vollsta¨ndigkeit der FTA folgt aus dem Nachweis aller
Gatterbedingungen.
7.2.1 Formalisierung der Fehlerbaumgatter
Wir definieren nun die Vollsta¨ndigkeitsbedingungen fu¨r die 7 Fehlerbaumgatter aus Ab-
schnitt 5.1. Die Formalisierung beschreibt Gatter, die eine Wirkung auf zwei Unterereig-
nisse zuru¨ckfu¨hren. Die Verallgemeinerung auf n ≥ 1 Unterereignisse ist offensichtlich. Im
Folgenden bezeichnen ϕ1 und ϕ2 formalisierte Ursachen und ψ eine formalisierte Wirkung.
Zerlegungsgatter Die Zerlegungsgatter beschreiben informell: immer wenn die Wirkung
eintritt, mu¨ssen auch die Ursachen vorliegen. Diesen Sachverhalt formalisieren wir durch
die Implikation.










AG (ψ → ϕ1 ∨ ϕ2)





ψ AG (ψ → ϕ ∧ χ)
Die Vollsta¨ndigkeitsbedingungen der Zerlegungsgatter garantieren, dass nie eine Wirkung
ohne den entsprechenden Ursachen eintritt. Beim Und -Gatter mu¨ssen beide, beim Oder -
Gatter nur eine der Ursachen vorliegen. Dies muss natu¨rlich fu¨r alle Zusta¨nde im System
gelten. Deshalb ist der Implikation ein AG vorgestellt. Bei einem Z-Block -Gatter ist die
Nebenbedingung χ kein Fehler, muss aber ebenso eintreten, wie die einzige Ursache ψ.
Ursache/Wirkungs-Gatter Die Ursache/Wirkungs-Gatter beschreiben eine Situation,
in der die Ursachen ϕ1 bzw. ϕ2 vor der Wirkung ψ eintreten. Fu¨r die Definition der
Vollsta¨ndigkeit benutzen wir den P-Operator.




















ψ A ϕ P ψ ∧ A χ P ψ
Die Vollsta¨ndigkeitsbedingungen der Ursache/Wirkungs-Gatter garantieren: wenn die Wir-
kung eintritt, musste(n) zuvor eine/alle Ursache(n) eintreten. Dies gilt fu¨r alle Pfade im
System. Analog zur ITL-Semantik ist auch erlaubt, dass Ursachen und Wirkung gleich-
zeitig auftreten ko¨nnen (siehe Definition 7.7 von P). Beim synchronen UW-Und -Gatter
mu¨ssen die Ursachen zusammen auftreten. Dies wird beim asynchronen UW-Und -Gatter
nicht verlangt. Beim UW-Block -Gatter muss, wie beim asynchronen UW-Und -Gatter, die
Ursache ϕ und die Nebenbedingung χ auftreten.
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Punktuelle vs. temporale Ereignisse
Fu¨r punktuelle Ereignisse beschreibt die Formalisierung der Vollsta¨ndigkeit eines Gatters
das gewu¨nschte Verhalten. Sie verlangt, dass die Ursachen vor oder gleichzeitig mit der
Wirkung eintreten.
Betrachtet man temporale Ursachen (Ursachen mit Dauern, die in Temporallogik forma-
lisiert werden), beschreibt die obige Formalisierung fu¨r Ursache/Wirkungs-Gatter nicht im-
mer das gewu¨nschte Verhalten. Temporale Ereignisse mu¨ssen als CTL-Formel beschrieben
werden, damit wir nach der Instantiierung der Gatterbedingungen wieder CTL-Formeln fu¨r
die Modellpru¨fung erhalten. Betrachten wir uns dazu die Formalisierung der Vollsta¨ndigkeit
A ϕ P ψ fu¨r eine einzige Ursache ϕ (dann fa¨llt die Formalisierung der Und - bzw. Oder -
Gatter zusammen) und der Wirkung ψ. Ist ϕ eine temporale Formel, muss sie in CTL
durch ϕ := QOϕ′ beschrieben werden, wobei Q ∈ {A,E} ein Pfadquantor und O ∈ {F, G,
U, P} ein linearer Temporaloperator ist. A ϕ P ψ bedeutet dann: wenn es einen Zustand
gi mit gi |= ψ gibt, dann gibt es einen Zustand gj, j ≤ i mit gj |= QO ϕ
′. D. h. ausgehend
vom Zustand gj muss fu¨r alle/einen Pfad O ϕ
′ gelten. Wa¨hlt man den Pfadquantor A, muss
die Wirkung fu¨r alle gj-Pfade gelten. Diese Forderung ist aber zu stark, denn eine Ursache
muss nur fu¨r den Pfad vorliegen, auf dem die Wirkung folgt. Im umgekehrten Fall, wenn
der Pfadquantor E gewa¨hlt wird, genu¨gt, dass ein gj-Pfad existiert, in dem die Ursache
gilt. Dieser muss aber nicht der Pfad sein, auf dem die Wirkung folgt. Abbildung 7.1 ver-









Abbildung 7.1: AG[2] ϕ
′ bzw. EG[2] ϕ
′
Pfad verlangt, dass die Ursache ϕ′ in den na¨chsten beiden Zusta¨nden gilt. Der E-Quantor
(rechts) ist zu schwach, da er nicht notwendigerweise fu¨r den Pfad, auf dem die Wirkung
folgt (im Beispiel der linke Pfad), die Ursache verlangt.
Die CTL-Semantik beschreibt deshalb nur fu¨r punktuelle Ereignisse die Bedeutung der
Ursache/Wirkungs-Gatter ada¨quat. Dort muss die Ursache ϕ in gj gelten und gj liegt vor
gi. Um auch temporale Ereignisse korrekt zu behandeln, fu¨hren wir im na¨chsten Abschnitt
sogenannte Akzeptor-Automaten ein, mit deren Hilfe temporale Ereignisse auf punktuelle
Ereignisse zuru¨ckgefu¨hrt werden.
7.2.2 Akzeptor-Automaten
Wie in Abschnitt 5.1 erwa¨hnt, treten temporale Ereignisse, wie z. B. “10 Sekunden brem-
sen“, in einer FTA u¨blicherweise auf. Wir wiederholen hier nochmals die von Go´rski [GW95]
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identifizierten, typischen Ereignismuster.
1. ein Ereignis tritt (fu¨r eine bestimmte Zeit) ein, z. B.
”
(10 Sekunden) bremsen“
2. ein Ereignis tritt dauerhaft ein, z. B.
”
Kollision“, sie kann nicht mehr ru¨ckga¨ngig
gemacht werden
3. eine Sequenz von Ereignissen (mit Zeitbedingungen) wird durchlaufen, z. B.
”
Ampel
ist rot, dann gelb und schließlich gru¨n“
Jedes dieser Muster kann einen zeitlichen Verlauf beschreiben. Wie im vorigen Abschnitt
erla¨utert, beschreiben die CTL-Vollsta¨ndigkeitsbedingungen die Bedeutung der Ursache/-
Wirkungs-Gatter fu¨r temporale Ereignisse nicht ada¨quat, wenn die temporale Ursache in
CTL beschrieben wird. Der Formalisierung von der Ursache
”
10 Sekunden bremsen“ vor
einer bestimmten Wirkung gelingt in reiner CTL nicht, da man einem linearen Temporal-
operator G[10]brake immer einen Pfadquantor voranstellen muss. Deshalb formalisieren wir
die Ereignisse mit den quantifizierenden Operatoren aus Abschnitt 5.2 und betten diese
ohne Pfadquantoren in CTL ein.
1. irgendwann gilt Ereignis ϕ c Schritte:
x3ddϕe ∧ l = c
2. wenn ϕ gilt, dann fu¨r immer (und irgendwann gilt ϕ):
x2¬ (dϕe0 ; true ; d¬ ϕe0) ∧ x3dϕe0
3. Sequenz von Ereignissen ϕ1 . . . ϕn mit Dauern c1 . . . cn:
( x3ddϕ1e ∧ l = c1) ; . . . ; ( x3ddϕne ∧ l = cn)
Pandya hat in [Pan01a] einen Ansatz beschrieben, der CTL∗ und ihre Teilsprache CTL um
die Mo¨glichkeit erweitert, temporale Eigenschaften mit linear temporallogischen Formeln
[Pan01b] zu beschreiben. Diese Formeln entsprechen den ITL-Formeln mit quantifizieren-
den Operatoren aus Abschnitt 5.2 u¨ber endlichen Intervallen (ITL-Formeln wurden u¨ber
endlichen und unendlichen Intervallen definiert), die Pandya Quantified Discrete-Time Du-
ration Calculus Formeln (QDDC-Formeln) nennt. Wir bezeichnen die Menge aller QDDC-
Formeln mit FmaQDDC . In einem Zustand g gilt eine QDDC-Formel ϕ ∈ FmaQDDC ,
wenn auf dem Pfad vom Ausgangszustand des Systems zu g ϕ gilt (wir geben die Ein-
bettung von QDDC-Formeln in CTL nach Pandya in Abschnitt 8.4.2 formal an). Fu¨r
die um QDDC-Formeln erweiterte CTL ko¨nnen die resultierenden Formeln mit gewo¨hn-
lichen CTL-Modellpru¨fern automatisch nachgewiesen werden. Dazu wird fu¨r die einge-
bettete QDDC-Formeln ein sogenannter Akzeptor-Automate konstruiert, der parallel zum
Systemmodel la¨uft. Nun wird gepru¨ft, ob ein Endzustand im Akzeptor-Automaten erreicht
wird. Der Endzustand eines Akzeptor-Automaten kennzeichnet, dass die QDDC-Formeln
erfu¨llt ist, die der Automat repra¨sentiert. Das Erreichen des Endzustandes eines Akzeptor-
Automaten ist ein punktuelles Ereignis, fu¨r das die CTL-Bedingungen die Bedeutung der
Ursache/Wirkungs-Gatter ada¨quat beschreiben.
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Mit dieser Einbettung ko¨nnen wir QDDC-Formeln auch in Fehlerba¨umen erlauben, die
mit CTL-Modellpru¨fung validiert werden. CTL(ϕ) beschreibt, dass eine QDDC-Formel
ϕ ∈ FmaQDDC in CTL eingebettet ist.
Lemma 7.1
Fu¨r eine Formel ϕ ∈ FmaQDDC, die atomar in einer CTL-Formel vorkommt, gilt:
= |= CTL(ϕ) ⇔ = || aϕ |= CTL(ϕ
′),
wobei aϕ der Akzeptor-Automat fu¨r die QDDC-Formel ϕ ist und ϕ
′ eine boolscher Ausdruck
u¨ber Variablen, der das Erreichen der Endzusta¨nde des Akzeptor-Automaten beschreibt.
Fu¨r die Korrektheit dieses Lemmas und die Konstruktion der Akzeptor-Automaten ver-
weisen wir auf [Pan01a]. Im Folgenden geben wir die Akzeptor-Automaten aϕ und die
akzeptierende Formel ϕ′ fu¨r die typischen Ereignistypen der Fehlerba¨ume nach Go´rski an.
Ereignis mit bestimmter Dauer
Soll beim ersten Ereignismuster von Go´rski ein Ereignis fu¨r eine bestimmte Zeit beobachtet
werden, schalten wir den folgende Akzeptor-Automat parallel zum Systemmodell.
Definition 7.10 Ereignis mit bestimmter Dauer ( x3ddϕe ∧ l = n)
idle ok
ϕ, [n] Sei ϕ ein Ereignis, das n Zeitschritte gilt. Der folgende
Automat akzeptiert diese Aussage. Der Endzustand ok
ist mit L(ok) := okϕ markiert.
okϕ gilt erst, wenn ϕ n Zeitschritte lang gegolten hat und markiert damit das Ende des Er-
eignisses mit Dauer. Fu¨r die Modellpru¨fung der Vollsta¨ndigkeit weisen wir dann A okϕ P ψ
nach. Bevor die Wirkung eintritt, muss damit die Ursache (vollsta¨ndig) auf dem Pfad auf-
getreten sein, auf dem die Wirkung eintritt.
Dauerhaftes Ereignis
Soll ein dauerhaftes Ereignis ϕ als Ursache betrachtet werden, gibt es die Mo¨glichkeit, dass
das Eintreten des Ereignisses die Ursache ist. Dies ist ein punktuelles Ereignis und kann
in CTL durch A ϕ P ψ beschrieben werden. Eine zweite Mo¨glichkeit ist, dass die Ursache
gelten muss, bis die Wirkung eintritt.
Definition 7.11 dauerhaftes Ereignis ( x2¬ (dϕe0 ; true ; d¬ ϕe0) ∧ x3dϕe0)
idle ok errϕ ¬ ϕ
Sei ϕ ein Ereignis, das dauerhaft gilt. Dieses
Aussage wird durch den folgenden Automaten
akzeptiert. Der Zustand ist ok mit L(ok) :=
okϕ, err mit L(err) := koϕ markiert.
okϕ gilt, wenn ϕ einmal eingetreten ist und immer noch gilt. Da bei einem dauerhaften
Ereignis ϕ bis zur Wirkung gelten soll, muss immer wenn die Wirkung gilt, auch okϕ gelten.
Wir zeigen also AG ψ → okϕ.
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Sequenz von Ereignissen
Das dritte Ereignismuster beschreibt eine Sequenz temporaler Ereignisse als Ursache. Um
eine Sequenz temporaler Ereignisse zu beschreiben, komponieren wir Akzeptor-Automaten
fu¨r temporale Ereignisse aus Definition 7.10.
Definition 7.12 Sequenz von Ereignissen ( x3ddϕ1e ∧ l = n1 ; x3ddϕ2e ∧ l = n2)
Die Ereignisse ϕ1 und ϕ2 sollen nacheinander n1 bzw. n2 Zeiteinheiten gelten. Dann kom-









Der Zustand ok ist mit L(ok) := okϕ markiert und akzeptiert den sequentiellen Ablauf
beider Ereignisse.
Erst wenn die gesamte Sequenz von Ereignissen eingetreten ist, wird der Endzustand be-
treten. Die angegebene Konstruktion kann leicht auf n > 2 Akzeptor-Automaten verallge-
meinert werden.
Fu¨r die Vollsta¨ndigkeitsbedingungen zeigen wir in Abschnitt 8.4.1 die A¨quivalenz der
ITL- und CTL-Formalisierung fu¨r punktuelle Ereignisse. Wir zeigen auch, dass die Ak-
zeptor-Automaten-Konstruktion mit dem Nachweis der resultierenden CTL-Bedingungen
der ITL-Semantik entspricht. Fu¨r diesen Nachweis formalisieren wir die Einbettung von
ITL-Formeln in CTL und zeigen das entsprechende Theorem.
7.3 Beispiel: Drucktank
Mit den erarbeiteten Grundlagen fu¨r die Modellpru¨fung von Fehlerba¨umen fu¨hren wir nun
die formale FTA fu¨r den Drucktank aus Abschnitt 3.1 durch. Da in diesem Beispiel Zeiten
eine wichtige Rolle spielen, beschreiben wir die Spezifikation des Modells mit zeitbehafteten
Automaten, die Vollsta¨ndigkeitsbedingungen in CCTL und fu¨hren die Modellpru¨fung mit
RAVEN [Ruf00] durch.
Spezifikation des Drucktanks
Wir beschreiben das Systemmodell des Drucktanks samt Steuerung mit zeitbehafteten
Automaten. Das Systemmodell in Abbildung 7.2 besteht aus acht Modulen, die den Kom-
ponenten des Drucktanks entsprechen. RAVEN benutzt qualifizierte Bezeichner, um auf
Variablen eines anderen Moduls zu verweisen. Z. B. bedeutete power := k2.close im Modul
pump, dass die Variable power gilt, wenn im Modul k2 close wahr ist. Dies ist dann der
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Fall, wenn ein Zustand aktiv ist, der mit close beschriftet ist. Ein Zustand c, in dem close
gilt, wird mit c := {close} beschriftet. Bedingungen auf U¨berga¨ngen ko¨nnen mit ‘!’ negiert
werden, und Ausgangszusta¨nde sind durch doppeltes Einkreisen gekennzeichnet.
Das Modul env beschreibt die Umgebung, die indeterministisch den Eingangsschalter
s1 beta¨tigt (in Zustand env.c gilt env.press). Darauf reagiert der Schalter s1, indem er
schließt und in den Zustand s1.c u¨bergeht. Dort verbleibt er solange press gilt. Dann kann
er indeterministisch in den Zustand geo¨ffnet (s1.o) u¨bergehen. Ist der Schalter jedoch de-
fekt (‘fails to open’), bleibt er im Zustand s1.c ‘ha¨ngen’, obwohl press nicht mehr gilt (siehe
U¨bergang von c nach c in s1, der mit !press beschriftet ist). Mit dieser indeterministischen
Auswahl haben wir in diesem Projekt die Mo¨glichkeit von Ausfa¨llen modelliert (siehe auch
Abschnitt 4.3). Die Module fu¨r das Relais k1, das Relais k2, den Drucksensor s und die
Pumpe pump haben ein analoges Verhalten wie der Schalter und sind entsprechend model-
liert. Der Timer ist ebenfalls wie ein Schalter modelliert, jedoch ist er nur maximal timeout
Zeitschritte geschlossen (solange er korrekt funktioniert).
Der eigentliche Drucktank tank besteht aus den Zusta¨nden ‘leer’ (e), ‘fu¨llend’ (f ), ‘voll’
(u) und ‘explodiert’ (r). Sobald er gefu¨llt (flow) wird, geht er in den Zustand ‘fu¨llend’
u¨ber. Wird er dann fill t Zeiteinheiten gefu¨llt, ist er ‘voll’. Wird der Fu¨llvorgang einmal
unterbrochen, muss erneut fill t Zeiteinheiten gefu¨llt werden. Der Drucksensor erkennt den
Zustand ‘Tank voll’ (tank.u) und ist so angebracht, dass das System noch eine Reaktionszeit
hat und bei weiterem Fu¨llen der Tank nicht sofort ‘explodiert’. Die Reaktionszeit betra¨gt
full t Zeiteinheiten. Wird der Fu¨llvorgang unterbrochen, dauert es drain t Zeiteinheiten,
bis der Tank geleert ist.
Wir messen die Zeit in Sekunden, indem wir einen Zeitschritt im Modell als eine Sekunde
definieren. Entsprechend der Fallstudienbeschreibung setzen wir die Zeitkonstanten fill t
und drain t auf 54, full t auf 6 und timeout auf 59 (Abbildung 7.2 oben). Damit ist die
maximale Fu¨llzeit fill t + full t = 60 Sekunden.
Modellpru¨fung der FTA-Bedingungen
Den Ausgangspunkt fu¨r die formale FTA des Drucktanks bildet der Fehlerbaum aus Ab-
bildung 3.2, Abschnitt 3.1.1. Fu¨r die Formalisierung des Fehlerbaums benutzen wir die
verschiedenen Typen von Und - bzw. Oder -Gatter aus Abschnitt 5.1. Die Analyse des Feh-
lerbaums, der urspru¨nglich aus dem Fault Tree Handbook [VGRH81] stammt, hat ergeben,
dass ein Gatter tatsa¨chlich einer Ursache/Wirkungs-Beziehung entspricht, obwohl im Fault
Tree Handbook die Gatter informell als Zerlegungsgatter beschrieben sind. In Abbildung 7.3
sehen wir den formalen Fehlerbaum, dessen oberstes Gatter g1 eine Ursache/Wirkungs-Be-
ziehung beschreibt. Die Ursache hat eine Dauer und kann deshalb nicht gleichzeitig mit der
punktuellen Wirkung eintreten (Betreten des Zustands tank.r). Alle weiteren U¨berga¨nge
im Fehlerbaum sind Zerlegungen, wobei g2, g7 und g8 nur eine Ursache haben und das
Ereignis umbenennen.
Fu¨r die Modellpru¨fung werden die einzelnen Ereignisse, wie in Abbildung 7.3 zu sehen,
formalisiert. Dazu bekommen die informellen Ereignisse eine formale Entsprechung u¨ber
den Variablen im Automatenmodell des Drucktanks. Aus den Gatter-Typen berechnet sich




































c :={close}power := c2
o c
timer:






















timeout := 59, fill_t := 54, drain_t := 54, full_t := 6
press := env.press
Abbildung 7.2: Modell des Drucktanks mit Steuerung























e1 Tank platzt tank.rupture
e2 la¨nger als 60 sek fu¨llen ddpump.pumpinge ∧ ` = 61
e3 K2 la¨nger als 60 sek geschlossen ddk2.closee ∧ ` = 61
e4 Strom la¨nger als 60 sek an K2 ddc2e ∧ ` = 61
e5 K2 o¨ffnet nicht ¬k2.power → EX K2.close
e6 S defekt tank.full → EX S.close
e7 Strom la¨nger als 60 sek an S ddcine ∧ ` = 61
e8 Strom la¨nger als 60 sek durch K1, ddk1.closee ∧ ` = 61
wa¨hrend S geschlossen
e9 Strom la¨nger als 60 sek durch S1,
wa¨hrend S geschlossen
dds1.closee ∧ ` = 61
e10 K1 o¨ffnet nicht ¬k1.power → EX K1.close
e11 Strom la¨nger als 60 sek an K1 ddc1e ∧ ` = 61
wa¨hrend S geschlossen
e12 Timer o¨ffnet nach 60 sek nicht,
wa¨hrend S geschlossen
(ddtimer.powere ∧ ` = 61)
→ timer.close
e13 Timer defekt
Abbildung 7.3: Formaler Fehlerbaum fu¨r den Drucktank
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dann die entsprechende Bedingung, deren Nachweis die Vollsta¨ndigkeit des Fehlerbaums
garantiert.
Fu¨r den Nachweis der Vollsta¨ndigkeit des Gatters g1 beno¨tigen wir einen Akzeptor-
Automaten, der das temporale Ereignis e2 auf ein punktuelles Ereignis abbildet.
Beispiel 7.3 Akzeptor-Automat ae2
idle ok
pump.pumping, [61]
Der Automat akzeptiert ohne Unterbre-
chung irgendwann 61 sek pump.pumping (>
60 sek). Sobald die 61 sek voru¨ber sind, si-
gnalisiert dies der Zustand ok.
Die Vollsta¨ndigkeit des Gatters g1 zeigen wir mit der Bedingung A ae2 .ok P tank.rupture.
Theorem 7.1 Vollsta¨ndigkeit des Gatters g1
Erweitern wir das Modell des Druckbeha¨lters aus Abbildung 7.2 mit dem Akzeptor-Auto-
maten ae2, so gilt
A ae2 .ok P tank.rupture.
Auf diese Art und Weise kann nun fu¨r jedes Ereignis mit Dauer ein Akzeptor-Automat
angegeben werden. Wir haben die Akzeptor-Automaten in Abbildung 7.4 zusammengefasst.
Mit diesen Automaten lassen sich nun die Gatterbedingungen des Fehlerbaums formulieren.
Theorem 7.2 Vollsta¨ndigkeit des Drucktank Fehlerbaums
Die Vollsta¨ndigkeit des Fehlerbaums zeigen wir durch den Nachweis der einzelnen Gatter.
Fu¨r das Modell aus Abbildung 7.2 gilt
g2 : AG (EX ae2 .ok) → ae3 .ok,
g3 : AG (EX ae3 .ok) → (ae4 .ok ∨ (¬ k2.power → (EX k2.close))),
g4 : AG ae4 .ok → (ae7 .ok ∧ (tank.full → (EX s.close))),
g5 : AG s.close → ((EX ae7 .ok) → ae8 .ok ∨ ae9 .ok),
g6 : AG s.close → ((EX ae8 .ok)
→ (ae11 .ok ∨ (¬ k1.power → (EX k1.close))) und
g7 : AG s.close → ((EX ae11 .ok) → (ae12 .ok → (EX timer.close))).
Die Bedingung g8 wird fu¨r den Vollsta¨ndigkeitsnachweis nicht beno¨tigt, da e12 und e13 die
selben Ereignisse sind, informell jedoch umformuliert wurden.
Bei der Formulierung der Bedingungen fa¨llt auf, dass die Wirkungen meist einen Zeitschritt
spa¨ter als die Ursachen eintreten. Dies liegt am Ausfu¨hrungsmodell der Intervallautoma-
ten. Ist z. B. der Schalter s1 im Zustand s1.o und wird durch die Umgebung aktiviert
(env.press), ist er erst im na¨chsten Zeitschritt geschlossen, denn der Zustandsu¨bergang
nach s1.c beno¨tigt einen Zeitschritt. Diese Verzo¨gerung tritt immer in den Situationen auf,
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ae12 fu¨r Ereignis e12
idle ok
timer.power, [61]
Abbildung 7.4: Akzeptor-Automaten fu¨r den Drucktank
in denen das System auf Ereignisse reagiert. Beim Nachweis von g4 ist der Zeitschritt nicht
notwendig, da dort Bedingungen nur umformuliert werden.
Bei den Beweisen fu¨r die Gatter g5, g6 und g7 ist zu bemerken, dass die Vorbedin-
gung s.close der informellen Nebenbedingung
”
wa¨hrend s geschlossen ist“ entspricht. Die
Wirkung ist fu¨r g5 ae7 .ok, fu¨r g6 ae8 .ok und fu¨r g7 ae11 .ok. Mit dem Nachweis aller Gatter-
bedingungen, den wir in RAVEN gefu¨hrt haben, ist die formale FTA fu¨r den Drucktank
abgeschlossen.
Bemerkung Mit einer Meta-U¨berlegung ko¨nnen wir in diesem Beispiel sogar auf die
Konstruktion der Akzeptor-Automaten aus Abbildung 7.4 verzichten. In diesem Beispiel
sind alle Zeitbedingungen gleich, d. h. alle Ereignisse mu¨ssen la¨nger als 60 Sekunden ein-
treten. Weiterhin treten die Ereignisse
”
gleichzeitig“ ein. Wenn wir nun zeigen, dass immer
wenn pump.pumping gilt (Wirkung) auch das Relais K2 geschlossen ist (k2.close, Ursa-
che), haben wir erst recht gezeigt, dass wenn pump.pumping 60 Sekunden gilt, auch das
Relais K2 60 Sekunden geschlossen sein muss. Allerdings entha¨lt obige Beweisverpflichtung
nun noch punktuelle Ereignisse. Mit dieser U¨berlegung ko¨nnen wir die Vollsta¨ndigkeit des
Drucktanks auch folgendermaßen zeigen.
Theorem 7.3 Vollsta¨ndigkeit des Drucktank-Fehlerbaums(II)
Die Vollsta¨ndigkeit des Fehlerbaums zeigen wir durch den Nachweis der einzelnen Gatter.
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Fu¨r das Modell aus Abbildung 7.2 gilt
g2 : AG (EX pump.open) → k2.close,
g3 : AG (EX k2.close) → (c2 ∨ (¬ k2.power ∧ (EX k2.close))),
g4 : AG c2 → ((c in) ∧ (tank.full → (EX s.close))),
g5 : AG s.close → ((EX c in) → s1.close ∨ k1.close),
g6 : AG s.close → ((EX k1.close)
→ (c1 ∨ (¬ k1.power ∧ (EX k1.close))) und
g7 : AG s.close → ((EX c1) → (timer.power → (EX timer.close))).
Wir haben die Gatterbedingungen sowohl mit dieser Formalisierung, als auch mit der Ak-
zeptor-Automaten-Konstruktion nachgewiesen. Die Reduktion auf punktuelle Ereignisse
ohne Akzeptor-Automaten la¨sst sich immer dann anwenden, wenn die Zeitdauern der tem-
poralen Ereignisse gleich sind und die Ereignisse gleichzeitig eintreten.
Nutzen der Vollsta¨ndigkeitspru¨fung
Um den Nutzen der Vollsta¨ndigkeitspru¨fung von Fehlerba¨umen zu demonstrieren, spielen
wir das
”
Vergessen“ einer Ursache im Fehlerbaum nach. Dazu lassen wir fu¨r den Nachweis
von g3 die Ursache ”
k2 o¨ffnet nicht“ (¬ k2.power ∧ (EX k2.close)) weg. Die Vollsta¨ndig-
keitsbedingung kann nicht mehr gezeigt werden und der Modellpru¨fer RAVEN erzeugt
ein Gegenbeispiel. Der Pfad zum Gegenbeispiel hilft, die fehlende Ursache zu identifizie-
ren. Die zusa¨tzliche Ursache wird dann in den Fehlerbaum aufgenommen. Wurden bei der
FTA mehrere Ursachen u¨bersehen, kann so nach und nach der Fehlerbaum vervollsta¨ndigt
werden.
Beispiel 7.4 Fehlende Ursachen
”
k2 o¨ffnet nicht“
Das Gegenbeispiel zeigt welche Zusta¨nde im System (links notiert) wann aktiv sind (waag-
rechter Balken, recht) und wann nicht (du¨nne Linie). Der Fehlerzustand ist mit dem senk-
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rechten Balken markiert. Man erkennt, dass das Relais k2 geschlossen ist (k2.k2#0), ob-
wohl s geo¨ffnet ist (s entspricht hier pr switch.pr switch#0) und damit kein Strom an k2




Die Drucktank-Fallstudie zeigt, dass die formale FTA fu¨r zustandsendliche Systeme mit
Modellpru¨fung mit angemessenem Aufwand durchfu¨hrbar ist. Das Beispiel aus dem Fault
Tree Handbook [VGRH81] ist schon sehr genau untersucht und deshalb konnte, wie erwar-
tet, die Vollsta¨ndigkeit des Fehlerbaums gezeigt werden. Es hat sich aber auch gezeigt, dass
schon fu¨r dieses Beispiel die Zerlegungsgatter der herko¨mmlichen FTA nicht ausreichend
sind, sondern Ursache/Wirkungs-Gatter zur korrekten Beschreibung notwendig sind.
Obwohl in diesem Beispiel alle Gatter vollsta¨ndig sind, zeigt das Beispiel 7.4, welchen
Nutzen die formale FTA bringen kann. Sind Ursachen nicht vollsta¨ndig aufgeza¨hlt, kon-
struiert der Modellpru¨fer ein Gegenbeispiel, das die fehlende Ursache beschreibt.
7.4 Verwandte Arbeiten
In der Diplomarbeit [Sch01, Sch03] von Scha¨fer (Universita¨t Oldenburg, Prof. Dr. E.-
R. Olderog, Abteilung Semantik) wird die Duration Calculus (DC) Modellpru¨fung von
Fehlerba¨umen vorgestellt. Der DC ist eine Erweiterung der ITL fu¨r kontinuierliche Sy-
steme. Die ITL-Formalisierung der Fehlerba¨ume aus Abschnitt 5.2 wurde in der Arbeit
[Sch01] zur DC-Modellpru¨fung der FTA-Vollsta¨ndigkeitsbedingungen u¨bernommen. Die
DC-Modellpru¨fung mit Moby/DC [Tap01] basiert auf sogenannten Phasenautomaten, mit
denen eine Untermenge des DC dargestellt werden kann. Phasenautomaten beschreiben
Abla¨ufe in einem System. Mit ihnen werden sowohl die Modelle als auch die nachzuwei-
senden Aussagen beschrieben. Verifiziert wird dann die Negation der nachzuweisenden
Aussage, d. h. solch ein Ablauf kann niemals auftreten. Mit den Phasenautomaten ko¨nnen
Formeln der folgenden Grammatik beschrieben werden (P ist ein Zustandsausdruck und
expr(l) ein Intervallausdruck u¨ber l, der La¨nge des Intervalls).
F ::= (F1 ∨ F2) | (dP e ∧ expr(l));F | ((dP e ∧ expr(l)) ∨ l = 0);F |
(dP e ∧ expr(l)) | ((dP e ∧ expr(l)) ∨ l = 0)
Fu¨r die Verifikation zeigt man dann ¬ F .
Die FTA-Bedingungen sind aber nicht in dieser Grammatik enthalten, da innerhalb der
Vollsta¨ndigkeitsbedingungen fu¨r die Ursache/Wirkungs-Gatter Negation auftritt. Phasen-
automaten sind aber nicht gegen Komplementbildung abgeschlossen, d. h. die Vollsta¨ndig-
keitsbedingungen ko¨nnen nicht direkt mit Phasenautomaten beschrieben werden (darin
unterscheidet sich der kontinuierliche DC vom diskreten DC bzw. der ITL, die gegen Kom-
plementbildung abgeschlossen ist [Pan01b]).
Trotzdem ist es in der Arbeit von Scha¨fer gelungen, fu¨r alle FTA-Bedingungen spezielle
Phasenautomaten abzuleiten. Auch Phasenautomaten fu¨r die Ereignistypen aus Go´rski
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[GW95] wurden angegeben (analog zu den in Abschnitt 7.2.2 pra¨sentierten Akzeptor-
Automaten). Damit ko¨nnen Fehlerba¨ume, die aus Zerlegungs- und Ursache/Wirkungs-
Gatter aufgebaut sind und Ereignisse mit Dauer, dauerhafte Ereignisse oder Sequenzen
von Ereignissen enthalten, mit dem Modellpru¨fer Moby/DC auf Vollsta¨ndigkeit gepru¨ft
werden. Zur Demonstration des Ansatzes wurde auch die Drucktank-Fallstudie in [Sch01]
erfolgreich durchgefu¨hrt.
7.5 Resultate
In diesem Kapitel wurden Vollsta¨ndigkeitsbedingungen der FTA in CTL definiert. Ob-
wohl diese CTL-Bedingungen nur fu¨r punktuelle Fehlerbaumereignisse der ITL-Semantik
entsprechen, gelingt es mit Hilfe sogenannter Akzeptor-Automaten, auch temporale Ereig-
nisse korrekt zu behandeln. Die Akzeptor-Automaten werden parallel zum Systemmodell
ausgefu¨hrt und ‘akzeptieren’ ein Ereignis. Damit lassen sich alle Ereignisse behandeln, die
von endlichen Automaten akzeptiert werden. Insbesondere lassen sich Formeln des QDDC
beschreiben, die die Ereignistypen nach Go´rski formalisieren. Damit kann die formale FTA
fu¨r zustandsendliche Systeme durchgefu¨hrt, und die Vollsta¨ndigkeitsbedingungen ko¨nnen
automatisch mittels Modellpru¨fung nachgewiesen werden.
Im folgenden Kapitel zeigen wir fu¨r punktuelle Ereignisse formal, dass die CTL-Voll-
sta¨ndigkeitsbedingungen a¨quivalent zur ITL-Semantik sind. Das minimale Schnittmengen-
Theorem 5.1 gilt damit auch fu¨r die Vollsta¨ndigkeitspru¨fung in CTL. Außerdem ko¨nnen
wir statt punktueller Ereignisse auch QDDC-Formeln (und damit temporale Ereignisse) in
die CTL-Formalisierung einbetten. Wir zeigen, dass diese Einbettung zusammen mit den
CTL-Vollsta¨ndigkeitsbedingungen a¨quivalent zur ITL-Semantik von Fehlerba¨umen ist. Mit
dem Theorem 7.1 von Pandya [Pan01a] erreichen wir, dass auch die CTL-Formalisierung
mit Akzeptor-Automaten fu¨r temporale Ereignisse der ITL-Semantik entspricht.
Zur Evaluierung der CTL-Formalisierung wurde die Fallstudie
”
Drucktank“ durch-
gefu¨hrt. Es hat sich herausgestellt, dass bei dieser Fallstudie die herko¨mmlichen Zerle-
gungsgatter nicht genu¨gen, um den Fehlerbaum korrekt zu beschreiben, sondern die von uns
beschriebenen Ursache/Wirkungs-Gatter beno¨tigt werden. Nachdem die Ereignisse forma-
lisiert und die entsprechenden Gatterbedingungen erzeugt wurden, konnte die Vollsta¨ndig-
keit des Fehlerbaums mit CTL-Modellpru¨fung nachgewiesen werden.
KAPITEL 8
Formaler Vergleich von FTA-Semantiken
In der bisherigen Arbeit haben wir verschiedene Semantiken fu¨r die FTA kennengelernt. In
Abschnitt 5.5 wurde kurz erwa¨hnt, dass die bekannten Ansa¨tze aus der Literatur (Hansen
et al. [HRS94] und Bruns und Anderson [BA93]) Schwa¨chen bei temporalen Ereignissen
haben. A¨hnlich verha¨lt es sich bei der in Kapitel 7 beschriebenen Formalisierung in CTL. In
CTL mu¨ssen zusa¨tzlich Akzeptor-Automaten zum Systemmodell hinzugefu¨gt werden, die
temporale Ereignisse akzeptieren. Nur die ITL-Formalisierung aus Kapitel 5 behebt diese
Schwa¨chen. In diesem Kapitel untersuchen wir diese Schwa¨chen genauer. Bei der Untersu-
chung fa¨llt auf, dass sie nur bei temporalen Ereignissen auftreten. Es kann sogar formal
nachgewiesen werden, dass bei punktuellen Ereignissen alle besprochenen Semantiken a¨qui-
valent sind. Diesen Nachweis haben wir im Spezifikations- und Verifikationswerkzeug KIV
[BRS+00] durchgefu¨hrt. Es wurde ein semantisches Rahmenwerk geschaffen, in dem die
verschiedenen Formalisierungen ausgedru¨ckt werden ko¨nnen. Grundlage dafu¨r bildete eine
Erweiterung der in Abschnitt 5.2 vorgestellten ITL.
Die Erweiterungen der ITL definieren wir in Abschnitt 8.1. Die erweiterte ITL entha¨lt
zusa¨tzlich zu den u¨blichen ITL-Operatoren Vergangenheitsoperatoren fu¨r den µ-Kalku¨l mit
Vergangenheit und CTL-Operatoren. Anschließend gehen wir in Abschnitt 8.2 detailliert
auf die Schwa¨chen der einzelnen FTA-Formalisierungen ein. Fu¨r die formalen Beweise spe-
zifizieren wir die erweiterte ITL algebraisch in KIV. Einige Besonderheiten und wichtige
Aspekte dieser Spezifikation pra¨sentieren wir in Abschnitt 8.3, die gesamte algebraische
Spezifikation findet sich im Anhang C. Schließlich weisen wir in Abschnitt 8.4.1 nach, dass
fu¨r punktuelle Ereignisse alle Semantiken a¨quivalent sind und in Abschnitt 8.4.2, dass mit
der Akzeptor-Automaten-Konstruktion auch temporale Ereignisse in CTL korrekt behan-
delt werden.
8.1 Erweiterte ITL
Fu¨r den formalen Vergleich der verschiedenen Semantikdefinitionen mu¨ssen die Logiken
ITL, DC [CHR91], µ-Kalku¨l [Koz83] mit Vergangenheit und CTL in einem gemeinsamen
logischen Rahmen betrachtet werden. Kontinuierliche Aspekte sind fu¨r die Vollsta¨ndigkeits-
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bedingungen der FTA nicht relevant, deshalb interpretieren wir die DC-Bedingungen u¨ber
dem diskreten Zeitmodell der ITL. Die CTL-Bedingungen fu¨r den Vollsta¨ndigkeitsnachweis
einer FTA wurden in Abschnitt 7.2 zwar u¨ber einer erweiterten CTL, der clocked CTL
(CCTL), definiert. Dies war aber nur fu¨r den verwendeten Modellpru¨fer notwendig, der
CCTL-Formeln pru¨ft. Die Definition der Vollsta¨ndigkeitsbedingungen benutzt keine Ope-
ratoren der CCTL-Erweiterung. Deshalb betrachten wir in unserem Rahmenwerk nur CTL-
Operatoren. Als Grundlage fu¨r den logischen Rahmen dient die ITL-Semantikdefinition aus
Abschnitt 5.2, die wir um Vergangenheitsoperatoren des µ-Kalku¨ls mit Vergangenheit und
Pfadoperatoren der CTL erweitern. Dabei halten wir uns an die Definitionen von Stir-
ling [Sti92]. Die Syntax und Semantik dieser zusa¨tzlichen Operatoren werden in diesem
Abschnitt kurz beschrieben. Die erweiterten Intervalltemporallogik ITL nennen wir ITL+.
Wir definieren die Semantik der ITL+ u¨ber Intervallen aus Z, die sowohl negativ un-
endliche untere Grenzen −∞ als auch unendliche obere Grenzen ∞ haben ko¨nnen. Wir
sehen davon ab, dass die Intervallgrenzen bei −∞ und ∞ offen sind und vereinbaren, dass
wir fu¨r [a, b], (−∞, b], [a,∞) bzw. (−∞,∞) mit a, b ∈ Z einfach [a, b] mit a ∈ Z ∪ {−∞},
b ∈ Z ∪ {∞} schreiben. Die Menge aller Intervalle IV aus Z ist dann IV := {[a, b] | a ∈
Z ∪ {−∞}, b ∈ Z ∪ {∞} und a ≤ b}. Eine Interpretation J : [a, b] → (V → D) ist eine
Abbildung von Intervallen nach Belegungen. Eine Belegung σ : V → D ordnet Variablen
einen Wert aus Ihrem Wertebereich D zu. Der Domain dom(J ) einer Interpretation ist
[a, b], und wir definieren fu¨r eine Interpretation J mit dom(J ) = [a, b], dass min(J ) := a,
max(J ) := b und t ∈ J :⇔ min(J ) ≤ t ≤ max(J ). Die Menge aller Interpretationen
u¨ber einer Menge von Intervallen I ⊆ IV nennen wir J(I). Fu¨r eine Interpretation J mit
Domain dom(J ) = [a, b] beschreibt, fu¨r a ≤ c ≤ d ≤ b, J |[c,d] die auf dom(J |[c,d]) = [c, d]
eingeschra¨nkte Interpretation J . Die Menge aller Formeln der ITL+ nennen wir FmaITL+ .
Ein Trace (oder Intervall) I = (σ0, σ1, . . .), den wir in Abschnitt 5.2 als Folge von
Belegungen definiert haben, entspricht in dem hier definierten temporallogischen Rahmen
einer Interpretation J mit dom(J ) = [0, length(I)], wobei fu¨r alle 0 ≤ i ≤ length(I) gilt:
J (i) = σi.
Um Vergangenheitsoperatoren behandeln zu ko¨nnen, du¨rfen wir bei der Auswertung
von Zukunfts-Operatoren keine Pra¨fixe von Intervallen abschneiden, wie es z. B. bei dem
x3-Operator in Definition 5.2, Seite 58, geschieht. Ansonsten wu¨rden wir die Vergangenheit
”
vergessen“. Deshalb werten wir Formeln zu einem Zeitpunkt t aus, der nicht dem Anfang
eines Intervalls entsprechen muss. Um auch die CTL-Operatoren, die u¨ber Ausfu¨hrungspfa-
de von Systemen quantifizieren, betrachten zu ko¨nnen, beno¨tigen wir fu¨r die Auswertung
von Formeln eine Menge von Interpretationen IS ⊆ J(IV), die alle Ausfu¨hrungspfade
eines Systems beschreiben. Schließlich beno¨tigen wir fu¨r die Auswertung der pra¨dikatenlo-
gischen Anteile eine Algebra A. Eine temporallogische Formel ϕ ∈ Fma ITL+ gilt, wenn fu¨r
J ∈ IS und t ∈ J A, IS,J , t |=ITL+ ϕ. Fu¨r eine pra¨dikatenlogische Formel Φ ∈ FmaPL
gilt A, IS,J , t |=ITL+ Φ genau dann, wenn A,J (t) |=PL Φ. Wie u¨blich lassen wir die Al-
gebra A weg, wenn sie fu¨r das Versta¨ndnis nicht wichtig ist und schreiben |= statt |=ITL+ ,
wenn die Bedeutung aus dem Kontext klar ist. Statt A, IS,J , t |=ITL+ ϕ schreiben wir
einfach IS,J , t |= ϕ.
Wir definieren nun die temporalen Operatoren, die wir fu¨r die folgenden A¨quivalenz-
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beweise beno¨tigen und vereinbaren, dass a = min(J ) und b = max(J ) sei.
Definition 8.1 Chop-Operator
Das Intervall der Interpretation kann so geteilt werden, dass ϕ u¨ber dem ersten und ψ u¨ber
dem zweiten Teilintervall der Interpretation J gilt.
IS,J , t |= ϕ ; ψ :⇔ es gibt ein ein c 6=∞ mit t ≤ c ≤ b :
J |[a,c], t |= ϕ und J , c |= ψ
Die Semantik des Chop-Operators ist analog zu Definition 5.1. Fu¨r die Auswertung von ψ
werten wir jedoch J zum Zeitpunkt c aus, anstatt die Einschra¨nkung J |[c,b] zu betrachten
(diese Einschra¨nkung wu¨rde dem Abschneiden von Pra¨fixen nach Definition 5.1 entspre-
chen). So ko¨nnen wir mit entsprechenden Vergangenheitsoperatoren wieder auf Zeitpunkte
a ≤ t ≤ c zuru¨ckblicken. Im Gegensatz dazu schra¨nken wir J fu¨r die Auswertung von ϕ
explizit auf J |[a,c] ein. Fu¨r die Auswertung von ϕ ko¨nnen also keine Zeitpunkte c ≤ t ≤ b
betrachtet werden, der Chop-Operator teilt die Interpretation.
Definition 8.2 CTL und Vergangenheitsoperatoren
• ψ U ϕ, Until-Operator: es gilt solange ψ, bis ϕ gilt (und ϕ muss irgendwann gelten)
IS,J , t |= ψ U ϕ :⇔ es gibt ein c 6=∞, t ≤ c ≤ b :
IS,J , c |= ϕ und fu¨r alle e, t ≤ e < c :
IS,J , e |= ψ
• ψ S ϕ, Since-Operator: seit ϕ galt, gilt ψ (und ϕ galt irgendwann)
IS,J , t |= ψ S ϕ :⇔ es gibt ein c 6= −∞, a ≤ c ≤ t :
IS,J , c |= ϕ und fu¨r alle e, c < e ≤ t :
IS,J , e |= ψ
• A ϕ, All-Path-Quantor: auf allen Pfaden gilt ϕ
IS,J , t |= A ϕ :⇔ fu¨r alle J ′ ∈ IS mit t ∈ J ′ und J ′(t) = J (t) :
IS,J ′, t |= ϕ
Vom Chop-Operator und diesen zusa¨tzlichen Basisoperatoren lassen sich die fu¨r die For-
malisierung der FTA-Semantiken notwendigen temporalen Operatoren ableiten. Alle ITL-
Operatoren werden auf einem Intervall J ausgewertet, und die mo¨glichen Ausfu¨hrungs-
pfade IS sind bei der Auswertung nicht relevant. Deshalb ko¨nnen die ITL-Operatoren aus
Abschnitt 5.2 a¨quivalent in diesem temporallogischen Rahmen definiert werden. Wir leiten
sie analog zur Definition 5.2 vom Chop-Operator ab.
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Definition 8.3 abgeleitete Operatoren
• 3 ϕ, Eventually-Operator: es gilt irgendwann ϕ
3 ϕ := true U ϕ1
• 2 ϕ, Always-Operator: es gilt immer ϕ
2 ϕ := ¬3 ¬ϕ
• i3 ϕ, in einigen initialen Intervallen gilt ϕ
i3 ϕ := ϕ ; true
• i2 ϕ, in allen initialen Intervallen gilt ϕ
i2 ϕ := ¬ i3 ¬ ϕ
• x3 ϕ, in einigen Sub-Intervallen gilt ϕ
x3 ϕ := true ; ϕ ; true
• x2 ϕ, in allen Sub-Intervallen gilt ϕ
x2 ϕ := ¬ x3 ¬ ϕ
• ψ P ϕ Precedes-Operator: wenn irgendwann ϕ gilt, gilt zuvor (oder gleichzeitig) ψ
ψ P ϕ := ¬(¬ψ U (ϕ ∧ ¬ ψ)) ∨ 2¬ϕ
• -3 ϕ, Past-Eventually-Operator: es galt irgendwann ϕ
-3 ϕ := true S ϕ
• -2 ϕ, Past-Always-Operator: es galt immer ϕ
-2 ϕ:= ¬ -3 ¬ ϕ
• E ϕ, Exists-Path-Operator: es gibt einen Pfad, auf dem gilt ϕ
E ϕ := ¬ A ¬ ϕ
Das folgende Lemma zeigt die expliziten Definitionen der abgeleiteten Operatoren.
Lemma 8.1 Explizite Semantik abgeleiteter Operatoren
IS,J , t |= 3ϕ :⇔ es gibt ein c 6=∞ mit t ≤ c ≤ b :
A, IS,J , c |= ϕ
IS,J , t |= 2ϕ :⇔ fu¨r alle c 6=∞ mit t ≤ c ≤ b :
A, IS,J , c |= ϕ
1Alternativ: 3 ϕ:= true ; ϕ.
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IS,J , t |= i3ϕ :⇔ es gibt ein c 6=∞ mit t ≤ c ≤ b :
A, IS,J |[a,c], t |= ϕ
IS,J , t |= i2ϕ :⇔ fu¨r alle c 6=∞ mit t ≤ c ≤ b :
A, IS,J |[a,c], t |= ϕ
IS,J , t |= x3ϕ :⇔ es gibt ein c, d 6=∞ mit t ≤ c ≤ d ≤ b :
A, IS,J |[a,d], c |= ϕ
IS,J , t |= x2ϕ :⇔ fu¨r alle c, d 6=∞ mit t ≤ c ≤ d ≤ b :
A, IS,J |[a,d], c |= ϕ
IS,J , t |= ψ P ϕ :⇔ wenn fu¨r alle c 6=∞, t ≤ c ≤ b mit
IS,J , c |= ϕ ein d, t ≤ d ≤ c, existiert mit
IS,J , d |= ψ
IS,J , t |= -3ϕ :⇔ es gibt ein c 6= −∞ mit a ≤ c ≤ t :
IS,J , c |= ϕ
IS,J , t |= -2ϕ :⇔ fu¨r alle c 6= −∞ mit a ≤ c ≤ t :
IS,J , c |= ϕ
IS,J , t |= E ϕ :⇔ wenn es ein J ′ ∈ IS mit t ∈ J ′ und J ′(t) = J (t)gibt:
IS,J ′, t |= ϕ





P“ hinweisen. Wa¨hrend der Chop-Operator das entsprechende
Intervall der Interpretation wirklich in zwei Teile zerlegt, wertet der Precedes-Operator die
Formeln an verschiedenen Zeitpunkten aus, aber im selben Intervall.
Eine Formel ϕ ist genau dann u¨ber den Ausfu¨hrungspfaden IS ⊆ J(IV ) wahr, d. h. IS
|=ITL+ ϕ, wenn fu¨r alle J ∈ IS mit 0 ∈ J gilt: IS,J , 0 |=ITL+ ϕ. Dann gilt ϕ in dem durch
IS beschriebenen System. Eine Formel ist gu¨ltig, |=ITL+ ψ, wenn fu¨r alle IS ⊆ J(IV ) gilt:
IS |=ITL+ ϕ. Wie man leicht sieht, ist damit die Gu¨ltigkeit von ITL-Formeln nach der
Definition aus Abschnitt 5.2 a¨quivalent zu obiger Definition, die an ein U¨bergangssystem
IS gebunden ist. Fu¨r alle Formeln ϕ ∈ FmaITL gilt: |=ITL+ ϕ⇔ ∀ IS ⊆ J(IV ): IS |=ITL+
ϕ ⇔ ∀ IS ⊆ J(IV ), J mit J ∈ IS, 0 ∈ J : IS, J , 0 |=ITL+ ϕ
∗
⇔ ∀ J : J |=ITL ϕ ⇔
|=ITL ϕ. Im Schritt (*) gehen wir zur Semantikdefinition aus Abschnitt 5.2 u¨ber, in der
die Intervalle so definiert sind, dass sie immer bei 0 beginnen, also 0 ∈ J . Sowohl in ITL
als auch in ITL+ sprechen wir bei Gu¨ltigkeit u¨ber alle Interpretationen (in ITL+ u¨ber alle
U¨bergangssysteme IS und mit
”
fu¨r alle J ∈ IS“ auch u¨ber alle Interpretationen).
Bemerkung Wir pra¨sentieren hier eine sehr allgemeine Definition fu¨r eine Temporallogik
mit Vergangenheit und CTL-Pfadquantoren. Systeme werden durch Mengen von Interpre-
tationen definiert, deren Interpretationen beliebig weit in die Vergangenheit zuru¨ckreichen
ko¨nnen. So kann ein System beobachtet werden, das vor beliebig langer Zeit gestartet wur-
de. Wir beginnen unsere Beobachtung jedoch immer zum Zeitpunkt 0. Deshalb fordern wir
fu¨r die Gu¨ltigkeit von Formeln, dass nur Interpretationen J mit 0 ∈ J betrachtet werden.
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Konkerete Systembeschreibungen schra¨nken die allgemeine Definition ha¨ufig ein. So sind
typische Einschra¨nkungen bei Statecharts oder parallelen Programmen, dass sie zu einem
definierten Startzeitpunkt 0 beginnen, d h. fu¨r alle J ∈ IS gilt: dom(J ) = [0, b].
8.2 Vergleich der FTA-Semantiken
In diesem Abschnitt vergleichen wir verschiedene FTA-Semantiken. Fu¨r dynamische Sy-
steme ist es notwendig, Ursache/Wirkungs-Beziehungen zu betrachten und wir vergleichen
deshalb die Formalisierungen von Hansen et al. [HRS94] im DC, von Bruns und Anderson
[BA93] im µ-Kalku¨l, die Semantik aus Abschnitt 5.3 in ITL und die CTL-Formalisierung
aus Abschnitt 7.2. Alle vier Formalisierungen betrachten Ursache/Wirkungs-Beziehungen
in Fehlerba¨umen.
Aus der Literatur ist noch die Formalisierung von Go´rski und Wardzin´ski [GW95] be-
kannt, die Ursache/Wirkungs-Beziehungen betrachtet. Sie setzt aber die explizite Beschrei-
bung solcher Beziehungen im Systemmodell voraus. Dies ist in herko¨mmlichen Beschrei-
bungssprachen fu¨r dynamische Systeme, wie z. B. Statecharts, parallelen Programmen
oder Temporallogik, nicht mo¨glich. Deshalb kann die FTA-Formalisierung von Go´rski und
Wardzin´ski nicht fu¨r solche Modellierungssprachen eingesetzt werden und wir betrachten sie
hier nicht weiter (Go´rski gibt in [Go´r94] eine Modellierungssprache mit expliziter Beschrei-
bungsmo¨glichkeit von Ursache/Wirkungs-Beziehungen an). Auch die klassische, boolesche
Interpretation der Fehlerbaumgatter ist fu¨r die Beschreibung dynamischer Systeme nicht
ausreichend, da sie keine Ursache/Wirkungs-Beziehungen beschreiben kann.
Im Folgenden betrachten wir die Formalisierung der Ursache/Wirkungs-Beziehung in
den verschiedenen Semantiken, die durch Ursache/Wirkungs-Gatter zwischen den Unter-
ereignissen und dem entsprechenden Ausgangsereignis beschrieben werden. Wir weisen
nochmals darauf hin, dass Ursachen und Wirkungen aus Fehlerba¨umen Ereignisse sind.
Ereignisse werden als temporallogische Formeln u¨ber dem formalen Modell definiert. Wir
nennen ein Ereignis punktuelles Ereignis, wenn es durch die Untermenge der pra¨dikatenlo-
gischen Formeln spezifiziert werden kann, sonst temporales Ereignis. Die Begriffe Ereignis,
Ursache und Wirkung verwenden wir ha¨ufig auch synonym fu¨r die entsprechende Formel.
Fu¨r den Vergleich der Formalisierungen ist der Typ eines Gatters nicht relevant und wir
ku¨rzen Ursachen ϕ1 ∧ . . . ∧ ϕn fu¨r UW-Und - bzw. ϕ1 ∨ . . . ∨ ϕn fu¨r UW-Oder -Gatter mit
ϕ ab und schreiben beispielsweise statt ¬(¬ x3 (ϕ1 ∧ . . . ∧ ϕn) ; i3 ψ) nur ¬(¬ x3 ϕ ; i3 ψ).
8.2.1 FTA-Formalisierung von Hansen et al.
Hansen et al. [HRS94] schlagen eine Definition der FTA-Semantik im Duration Calcu-
lus (DC, [CHR91]) vor. Der DC ist eine Erweiterung der ITL, dem ein kontinuierliches
Zeitmodell zugrunde liegt. Im DC werden die Operatoren aus der ITL u¨ber einem konti-
nuierlichen Zeitmodell und zusa¨tzlich quantifizierende Operatoren definiert. Der Integral-
operator
∫
bestimmt beispielsweise die Dauer kontinuierlicher Ereignisse. Die zusa¨tzlichen
DC-Operatoren und die kontinuierlichen Aspekte sind fu¨r die Definition der FTA-Semantik
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jedoch nicht relevant. Interpretieren wir die verbleibenden Operatoren des DC wieder auf ei-
nem diskreten Zeitmodell, erhalten wir die urspru¨nglichen ITL-Operatoren und wir ko¨nnen
so die Formalisierung von Hansen et al. in ITL+ wie folgt ausgedru¨cken.
Definition 8.4 Formalisierung im DC
Fu¨r eine Ursache ϕ und eine Wirkung ψ gilt:
i2 ( x3 ψ → x3 ϕ)
Diese Formalisierung fordert: wenn die Wirkung ψ eintritt, dann tritt auch die Ursache ϕ
ein. Diese Bedingung muss auf allen initialen Pfaden erfu¨llt sein, also insbesondere auch auf
dem ku¨rzesten initialen Pfad, auf dem die Wirkung ψ eintritt. Deshalb muss die Ursache
vor (oder zumindest gleichzeitig mit) der Wirkung ψ eintreten.
Problematisch ist diese Formalisierung, wenn temporale Ereignisse, z. B.
”
zehn Sekun-
den lang Bremsversagen“, auftreten. Dann la¨sst die DC-Formalisierung aus Definition 8.4
zu, dass die Ursache beginnt (und endet), wa¨hrend die Wirkung anha¨lt. Dies wird durch




Abbildung 8.1: temporale Ursache ϕ und Wirkung ψ (I)
ψ (z. B. Bremsversagen) vorhanden, dann gilt ψ und schließlich wieder nicht. Die Ursache
ϕ verha¨lt sich analog, beginnt aber nachdem die Wirkung eintrat und endet zuvor.
Als Beispiel kann man sich die Wirkung
”
zehn Sekunden Bremsversagen“ und das Er-
eignis
”
fu¨nf Sekunden Unterdruck im Bremsschlauch“ vorstellen. Beginnt der Druckabfall
im Bremsschlauch erst nachdem das Bremsversagen eintritt, kann dies nicht das ursa¨chliche
Ereignis sein. Das Bremsversagen muss von einem anderen Ereignis hervorgerufen werden.
Die DC-Semantik
”
akzeptiert“ jedoch dieses Szenario, d. h. die Bedingung aus Definiti-
on 8.4 kann nachgewiesen werden. Damit wird (fa¨lschlicherweise) die Vollsta¨ndigkeit der
Ursache/Wirkungs-Beziehung nachgewiesen und die tatsa¨chliche Ursache kann u¨bersehen
werden.
Diese Schwa¨che tritt nur bei temporalen Ereignissen auf. Beschra¨nken wir uns bei
der FTA auf punktuelle Ereignisse, so entspricht die DC-Semantik der Intuition, dass die
Ursache vor der Wirkung eintritt. Die Ursache muss in jedem Intervall eintreten, in dem
auch die Wirkung eintritt und so muss sie vor (oder gleichzeitig mit) der Wirkung eintreten
und Ursache und Wirkung ko¨nnen bei punktuellen Ereignissen nicht u¨berlappen.
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8.2.2 FTA-Formalisierung von Bruns und Anderson
Bruns und Anderson [BA93] geben eine Semantikdefinition im µ-Kalku¨l [Koz83] mit Ver-
gangenheit an. Diese la¨sst sich in ITL+ a¨quivalent folgendermaßen formalisieren.
Definition 8.5 Formalisierung im µ-Kalku¨l
Fu¨r eine Ursache ϕ und eine Wirkung ψ gilt:
2 (ψ → A -3 ϕ)
Diese Formalisierung fordert: wenn die Wirkung ψ eintritt, musste irgendwann zuvor die
Ursache ϕ eintreten. Diese Bedingung muss fu¨r alle Pfade gelten, die zur Wirkung ψ fu¨hren.
Die Semantik wurde urspru¨nglich nur fu¨r punktuelle Ereignisse formalisiert. Als mo¨gliche
Systemmodelle werden in [BA93] Zustandsu¨bergangssystemen oder Mengen aus Sequenzen
von Zusta¨nden (Mengen von Pfaden) angegeben. Ereignisse sind darin atomare Aussagen
u¨ber Mengen von Zusta¨nden.
Wenn diese Semantik auf temporale Ereignisse u¨bertragen wird, treten a¨hnliche Proble-
me wie bei der DC-Formalisierung nach Definition 8.4 auf. Die Formalisierung im µ-Kalku¨l
fordert nur, dass die Ursache vor der Wirkung beginnt, nicht aber, dass sie beendet sein




Abbildung 8.2: temporale Ursache ϕ und Wirkung ψ (II)
Zeitdiagramm in Abbildung 8.2. Als Beispielszenario kann eine
”
Kollision“ (Wirkung ψ)
nur dann eintreten, wenn mindestens
”
zehn Sekunden Bremsversagen“ vorliegt. Tritt, wie
im Zeitdiagramm, die Wirkung ψ schon nach 5 Sekunden ein, so kann nicht
”
zehn Sekunden
Bremsversagen“ die Ursache ϕ sein. Es muss ein anderes Ereignis die Kollision verursacht
haben. Jedoch la¨sst sich die Formel aus Definition 8.5 fu¨r dieses Szenario nachweisen. Damit
kann die µ-Kalku¨l-Semantik nicht ada¨quat auf temporale Ereignisse erweitert werden.
Betrachtet man in den Fehlerba¨umen nur punktuelle Ereignisse, entspricht die Semantik
der gewu¨nschten Ursache/Wirkungs-Beziehung, denn die Ursache beginnt und endet, da
sie punktuell ist, vor der Wirkung.
8.2.3 FTA-Formalisierung in CTL
In Abschnitt 7.2 wurde die Formalisierung der Vollsta¨ndigkeit von Fehlerbaumgattern in
CTL fu¨r den automatischen Nachweis mit Modellpru¨fern vorgestellt.
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Definition 8.6 Formalisierung in CTL
Fu¨r eine Ursache ϕ und eine Wirkung ψ gilt:
A (ϕ P ψ)
Fu¨r alle Pfade eines Systems gilt, wenn in einem Zustand die Wirkung ψ eintritt, dann
muss die Ursache ϕ zuvor oder gleichzeitig eingetreten sein. Analog zur µ-Kalku¨l-Semantik
fordert die CTL-Formalisierung nur, dass die Ursache vor der Wirkung beginnt. Ursache
und Wirkung werden auf dem selben Pfad ausgewertet (siehe Vergleich von P mit ;), und
deshalb kann sich auch bei der CTL-Formalisierung eine temporale Ursache mit der Wir-
kung u¨berlappen. Verla¨ufe wie im Zeitdiagramm in Abbildung 8.2 ko¨nnen fa¨lschlicherweise
als vollsta¨ndig gezeigt werden. Fu¨r punktuelle Ereignisse ist die CTL-Vollsta¨ndigkeitsdefi-
nition jedoch ebenfalls korrekt.
CTL und Akzeptor-Automaten
Mit der Akzeptor-Automaten-Konstruktion aus Abschnitt 7.3 haben wir die Vollsta¨ndig-
keitspru¨fung von Fehlerba¨umen in CTL auch auf temporale Ereignisse erweitern ko¨nnen.
Temporale Ereignisse werden dabei durch einen Automaten, der parallel zum Systemmo-
dell la¨uft, beobachtet. Sobald ein temporales Ereignis vollsta¨ndig beobachtet wurde, geht
der Akzeptor-Automat in einen Endzustand u¨ber. Fu¨r den Vollsta¨ndigkeitsnachweis der
FTA-Gatter in CTL weisen wir nach, dass der Endzustand des entsprechenden Akzeptor-
Automaten vor Eintreten der Wirkung erreicht wurde. Die Ursache trat damit vollsta¨ndig
vor der Wirkung ein. Durch diese Konstruktion ist es nicht mehr mo¨glich, dass die Ursachen
mit der Wirkung u¨berlappen.
Es ist zu bemerken, dass die Wirkung eines Ursache/Wirkungs-Gatter nicht durch einen
Akzeptor-Automaten beschrieben werden darf, wenn temporale Ursachen abgeschlossen
sein sollen bevor die temporale Wirkung eintritt. Sobald die Wirkung ψ ein temporales
Ereignis ist und ihr Eintreten durch einen Akzeptor-Automaten beobachtet wird, ko¨nnen
sich Ursachen ϕ und Wirkung ψ wieder u¨berschneiden. Der Akzeptor-Automat signalisiert
immer das Ende eines temporalen Ereignisses im akzeptierenden Zustand. Die Wirkung ψ
kann deshalb vor dem Eintreten der Ursache beginnen. Es ist also nicht gewa¨hrleistet, dass
die Ursache vor Beginn der Wirkung beendet ist. Deshalb fordern wir fu¨r die Behandlung
temporaler Ereignisse in CTL, dass nur die Ursachen mit Akzeptor-Automaten beschrieben
werden. Temporale Wirkungen, wie n Zeitschritte ϕ beschreiben wir dann mit EX[n]ϕ (es
genu¨gt ein Pfad, auf dem die Wirkung auftritt). In Abschnitt 8.4.2 werden wir zeigen,
dass die Akzeptor-Automaten-Konstruktion mit der CTL-Vollsta¨ndigkeitspru¨fung die ITL-
Semantik fu¨r Fehlerbaumgatter erha¨lt.
Bei der Modellpru¨fung des Fehlerbaums fu¨r den Drucktank im vorigen Kapitel konnten
wir sowohl die Ursache als auch die Wirkung mit Akzeptor-Automaten beschreiben, da sich
die Urachen und Wirkungen in diesem Beispiel u¨berlappen. Die Ursache fu¨r die Wirkung
”
la¨nger als 60 sek pumpen“ ist
”
Relais K2 la¨nger als 60 sek geschlossen“. Natu¨rlicherweise
ist das Relais geschlossen, wa¨hrend die Pumpe la¨uft. Hier muss nur gewa¨hrleistet werden,
dass die Ursachen beendet sind, bevor die entsprechende Wirkung zuende ist.
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8.2.4 FTA-Formalisierung in ITL
Fu¨r eine ada¨quate Beschreibung der Ursache/Wirkungs-Beziehung schlagen wir die ITL-
Semantik aus Abschnitt 5.3 vor.2 Sie benutzt den Chop-Operator
”
;“ um ein Intervall in
zwei Subintervalle zu zerlegen.
Definition 8.7 Formalisierung in ITL
Fu¨r eine Ursache ϕ und eine Wirkung ψ gilt:
¬(¬ x3 ϕ ; i3 ψ)
Fu¨r die Abla¨ufe eines Systems wird gefordert, dass es keinen Pfad geben kann, auf dem
die Wirkung ψ eintritt, zuvor aber nicht irgendwann die Ursache ϕ. Durch die Zerlegung
des Intervalls wird erreicht, dass die Ursache innerhalb eines Intervalls auftreten muss,
welches vor Beginn der Wirkung abgeschlossen ist. Damit kann bei Ereignissen mit Dauer
die Ursache nicht in die Wirkung hineinragen. Ursachen und Wirkungen ko¨nnen deshalb
nicht u¨berlappen. Aus diesem Grund und wegen des minimalen Schnittmengen-Theorems
aus Abschnitt 5.4 ist dies eine ada¨quate Semantik fu¨r die Ursache/Wirkungs-Beziehung in
Fehlerba¨umen dynamischer Systeme, die sowohl punktuelle Ereignisse als auch temporale
Ereignisse korrekt verknu¨pft.
8.2.5 Zusammenfassung
In den vorigen Teilabschnitten haben wir vier verschiedene FTA-Semantiken vorgestellt
und miteinander verglichen. Dabei zeigten drei der vorgestellten Semantiken Schwa¨chen
bei temporalen Ereignissen. Nur die ITL-Semantik aus Abschnitt 5.3 beschreibt die Voll-
sta¨ndigkeit der Gatter so, dass die Ursache/Wirkungs-Beziehung auch fu¨r temporale Er-
eignisse der Intuition entspricht. Die CTL-Formalisierung (siehe Abschnitt 8.2.3) wurde
fu¨r den automatischen Vollsta¨ndigkeitsnachweis mit CTL-Modellpru¨fern entwickelt. CTL
ist aber nicht ausdrucksstark genug, um die Ursache/Wirkungs-Beziehung von tempora-
len Ereignissen korrekt auszudru¨cken. Deshalb haben wir in Abschnitt 7.2.2 zusa¨tzlich
eine Akzeptor-Automaten-Konstruktion angegeben, die auch fu¨r temporale Ereignisse die
Vollsta¨ndigkeitspru¨fung mit CTL-Modellpru¨fern erlaubt. Die Korrektheit dieser Konstruk-
tion betrachten wir in Abschnitt 8.4.2 genauer. Die obigen Semantiken sind in Abbil-
dung 8.3 nochmals zusammengefasst. Fu¨r jedes Fehlerbaumgatter aus Abschnitt 5.1 wird
die entsprechende Formalisierung fu¨r zwei Unterereignisse angegeben.
Bruns und Anderson formalisieren in [BA93] auch Zerlegungsgatter (
”
immediate causa-
lity“, 2ψ ↔ ϕ). Fu¨r punktuelle Ereignisse sind 2 und x2 a¨quivalent und deren Zerlegungs-
gatter-Formalisierung entspricht der ITL-Semantik, wenn wir darin die Korrektheit und
Vollsta¨ndigkeit zusammen betrachten (Korrektheit: x2ϕ → ψ, Vollsta¨ndigkeit: x2ψ → ϕ).
Fu¨r temporale Ereignisse genu¨gt es allerdings nicht, die A¨quivalenz zwischen Ursachen
und Wirkungen auf allen Pfaden nachzuweisen, wie es Bruns und Anderson mit dem 2
2Die Formalisierung kann in den DC u¨bernommen werden, um kontinuierliche Systeme und Ereignisse
mit Dauer (mit dem
∫













































¬(¬ x3 (ϕ1 ∧ ϕ2) ; i3 ψ)
i2 ( x3 ψ →
x3 (ϕ1 ∧ ϕ2))
2 (ψ →
A -3 (ϕ1 ∧ ϕ2))




¬(¬ x3 ϕ1 ; i3 ψ)
∧ ¬(¬ x3 ϕ2 ; i3 ψ)
– –
A (ϕ1 P ψ)




¬(¬ x3 (ϕ1 ∨ ϕ2) ; i3 ψ)
i2 ( x3 ψ →
x3 (ϕ1 ∨ ϕ2))
2 (ψ →
A -3 (ϕ1 ∨ ϕ2))





¬(¬ x3 ϕ ; i3 ψ)
∧ ¬(¬ x3 χ ; i3 ψ)
i2 ( x3 ψ →
x3 (ϕ ∧ χ))
–
A (ϕ P ψ)
∧ A (χ P ψ)
Abbildung 8.3: Vollsta¨ndigkeitsbedingungen fu¨r Fehlerba¨ume
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Operator fordern, sondern es mu¨ssen alle Subintervalle ( x2 Operator) betrachtet werden
(siehe ITL-Semantik). Hansen et al. [HRS94] betrachten keine Zerlegungsgatter. Analog
zu unserer ITL-Semantik geben sie eine Formalisierung von Block -Gattern an, die dem UW-
Und -Gatter entspricht. Die Nebenbedingung wird dabei als ein Unterereignis betrachtet.
Obwohl Bruns und Anderson keine asynchronen UW-Und -Gatter auffu¨hren und Hansen
et al. diese sogar explizit ablehnen, haben Untersuchungen der FTA an verschiedenen
Beispielen die Notwendigkeit dieser Gatter gezeigt. Auch wenn Ursachen zusammen ein
Ereignis hervorrufen, mu¨ssen sie dazu nicht gleichzeitig auftreten. Deshalb wurde sowohl
fu¨r die ITL- als auch fu¨r die CTL-Semantik das asynchrone UW-Und -Gatter formalisiert.
Wir haben in Abschnitt 5.3 auch Korrektheitsbedingungen fu¨r die Fehlerbaumgatter
beschrieben. Bruns und Anderson haben ebenfalls Korrektheitsbedingungen formalisiert,
die sie in [BA93] als
”
sufficient causality“ (2 (ϕ → A 3 ψ)) bezeichnen. Diese Korrekt-
heitsbedingung fordert fu¨r jedes Auftreten einer Ursache, dass eine Wirkung folgen muss.
Diese starke Forderung haben wir explizit abgelehnt. Nachdem eine Wirkung (z. B. Un-
fall) eingetreten ist, muss eine mo¨gliche Ursache (z. B. Bremsausfall, der durch den Unfall
entstanden ist) nicht nochmals die Wirkung verursachen (siehe Abschnitt 5.3.1, Seite 61).
8.3 Spezifikation der erweiterten ITL in KIV
Die ITL+ wurde vollsta¨ndig im Spezifikations- und Verifikationswerkzeug KIV [BRS+00] al-
gebraisch spezifiziert. Die gesamte strukturierte Spezifikation befindet sich im Anhang C.
Der Entwicklungsgraph ist nochmals in Abbildung 8.4 abgebildet und gibt einen U¨ber-
blick u¨ber die relevanten Teile der Spezifikation. Die Semantik einer Formel (Spezifikation
semantics, Seite 237) wird u¨ber einer structure M definiert, die aus einer Menge von In-
terpretationen IS (Menge aller Intervalle, die ein Systemmodell beschreiben kann), einer
aktuellen Interpretation I und einem aktuellem Zeitpunkt now, an dem das Intervall aus-
gewertet wird, besteht (IS entspricht IS, I entspricht J und now entpricht t aus dem
temporallogischen Rahmen aus Abschnitt 8.1).
Temporallogische Formeln sind analog zu der Semantik aus Abschnitt 8.1 spezifiziert.
Als Basisoperatoren der ITL+ wurden die Operatoren ; (Spezifikation itl-sem, Seite 234),
i3, x3, U (Spezifikation ctl-sem, Seite 232), S und A (Spezifikation past-sem, Seite 231)
definiert. Darauf aufbauend wurden i2, x2, P (Spezifikation ctl-syn, Seite 233) und -3 (Spe-
zifikation past-syn Seite 232) als Abku¨rzungen definiert. Dazu ist zu bemerken, dass die
explizite Semantikdefinition der abgeleiteten Operatoren, wie sie im Lemma 5.1 und Lem-
ma 8.1 angegeben sind, den entsprechenden abgeleiteten Definitionen entsprechen. Diese
A¨quivalenz wurde zur Validierung der ITL-Spezifikation in KIV formal nachgewiesen.
Der Entwicklungsgraph entha¨lt außerdem die Spezifikation von Fehlerba¨umen (Spezi-
fikation fta, Seite 228) zum Nachweis des minimalen Schnittmengen-Theorems aus Ab-
schnitt 5.4. Das Theorem 5.1 wurde u¨ber dieser Spezifikation formuliert und nachgewiesen.
Die A¨quivalenzen der verschiedenen FTA-Semantiken fu¨r punktuelle Ereignisse wurde
in der Fallstudie als Lemma der Spezifikation fta-eq, Seite 229, formuliert und nachgewiesen.
Ein punktuelles Ereignis wir durch eine pra¨dikatenlogische Formel beschrieben. Fu¨r den








































Abbildung 8.4: Entwicklungsgraph: Spezifikation von Temporallogik und Fehlerba¨umen
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A¨quivalenzbeweis haben wir nicht die Formelmenge fu¨r Ereignisse auf pra¨dikatenlogische
Formeln eingeschra¨nkt, sondern eine etwas allgemeinere Charakterisierung fu¨r punktuelle
Ereignisse gewa¨hlt. Eine pra¨dikatenlogische Formel Φ ∈ FmaPL wird u¨ber dem aktuellen
Zustand ausgewertet, d. h. IS,J , t |=ITL+ Φ :⇔ J (t) |=PL Φ. Fu¨r die Auswertung ist also
nur die Belegung σ = J (t) zum aktuellen Zeitpunkt relevant. Wir definieren ein Pra¨di-
kat point(ϕ), das genau dann gilt, wenn die ϕ Auswertung nur vom aktuellen Zeitpunkt
abha¨ngt. Fu¨r alle pra¨dikatenlogischen Formeln Φ ∈ FmaPL gilt damit point(Φ).
Definition 8.8 punktuelles Ereignis
Sei ϕ ∈ FmaITL+ eine Formel der erweiterten ITL, IS und IS
′ eine Menge von Interpre-
tationen IS, IS ′ ∈ J(IV), dann gilt
point(ϕ) genau dann, wenn
fu¨r alle IS, IS ′ mit J ∈ IS, J ′ ∈ IS ′, t ∈ J , t ∈ J ′ und J (t) = J ′(t) gilt:
wenn IS,J , t |= ϕ, dann IS ′,J ′, t |= ϕ.
Die Definition besagt, dass die Auswertung von ϕ nur von der Belegung J (t) abha¨ngt
und sowohl von der Intervallstruktur J als auch von den konkreten Systemabla¨ufen IS
unabha¨ngig ist. Fu¨r punktuelle Formeln ϕ mit point(ϕ) und a ≤ t ≤ c bedeutet dies, dass
aus IS,J |[a,c], t |= ϕ fu¨r alle t ≤ d ≤ max(J ) folgt IS,J |[a,d], t |= ϕ.
Die Definition von point(ϕ) befindet sich in der Spezifikation fta-eq. Die gesamte struk-
turierte Spezifikation besteht aus 28 einzelnen Spezifikationen (+ 10 Bibliotheksspezifika-
tionen) mit ca. 748 Zeilen Spezifikation, 321 Axiomen fu¨r 121 verschiedene Operatoren. Fu¨r
das Projekt, mit einem Gesamtaufwand von ca. 10 Tagen, mussten ca. 30 Hilfstheoreme
bewiesen werden.
8.4 A¨quivalenz der FTA-Semantiken
8.4.1 Punktuelle Ereignisse
Fu¨r die semantische A¨quivalenz der FTA-Semantiken fu¨r punktuelle Ereignisse gilt folgen-
des Theorem.
Theorem 8.1 A¨quivalenz der FTA-Semantiken
Fu¨r jede Menge von Intervallen IS ∈ J(IV) und punktuelle Formeln ϕ und ψ mit point(ϕ)
bzw. point(ψ) gilt:
1. IS |= ¬(¬ x3ϕ ; i3ψ) ⇔ IS |= i2( x3ψ → x3ϕ)
2. IS |= ¬(¬ x3ϕ ; i3ψ) ⇔ IS |= A(ϕ P ψ)
3. wenn die Menge IS nur solche Abla¨ufe hat, so dass fu¨r alle J ∈ IS mit 0 ∈ J
min(J ) = 0, dann gilt:
IS |= ¬(¬ x3ϕ ; i3ψ) ⇔ IS |= 2(ψ → A -3ϕ)
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Ein interessantes Detail des 3. Teils des Theorems ist, dass hier die A¨quivalenz nur fu¨r
Interpretationen J mit unterer Grenze beim Zeitpunkt 0 gilt (min(J ) = 0). Beginnen die
Pfade bevor die Beobachtung startet, kann sich der Vergangenheitsoperator -3 auf einen
Zeitpunkt vor dem Start der Beobachtung beziehen. Dies ist mit den anderen Temporal-
operatoren nicht mo¨glich und die A¨quivalenz wu¨rde nicht gelten. U¨blicherweise betrachten
wir auch nur Systemmodelle, die im Initialzustand beginnen. Wie schon bemerkt, starten
Statechart-Modelle und parallele Programme immer zum Zeitpunkt 0.
Der Beweis des Theorems 8.1 wurde im KIV-System gefu¨hrt. Die interaktiven Beweise
sind in ihrer Detailtreue jedoch sehr schwer u¨bersichtlich zu pra¨sentieren. Deshalb geben
wir hier einen a¨quivalenten mathematischen Beweis an. Das Beweisprinzip beruht auf dem
Ersetzen der Temporaloperatoren durch ihre semantische Definitionen, bis die Ursachen
bzw. Wirkungen ohne fu¨hrenden Operator auftreten. Dann wird die A¨quivalenz dieser
Formel unter der Voraussetzung, dass Ursachen und Wirkungen punktuell sind, gezeigt.
Beweis 8.1 A¨quivalenz der FTA-Semantiken
Im Folgenden betrachten wir fu¨r Pfandmengen IS nur diejenigen Ausfu¨hrungspfade J ∈
IS in denen der Startzeitpunkt 0 enthalten ist. a und b bezeichnen min(J ) bzw. max(J ),
die untere und obere Schranke von J (analog a′, b′ fu¨r J ′).
Fu¨r alle drei Teilbeweise ist es notwendig, die ITL-Formalisierung zu betrachten. Setzen
wir darin zuerst die Semantikdefinitionen ein.
IS |= ¬(¬ x3ϕ ; i3ψ)
|=
⇔ fu¨r alle J ∈ IS : IS,J , 0 |= ¬(¬ x3ϕ ; i3ψ)
¬
⇔ es ex. kein J ∈ IS : IS,J , 0 |= (¬ x3ϕ ; i3ψ)
;
⇔ es ex. kein J ∈ IS, so dass ein c 6=∞ ex.: 0 ≤ c ≤ b, (1)
IS,J |[a,c], 0 |= ¬ x3ϕ und IS,J , c |= i3ψ
i3
⇔ es ex. kein J ∈ IS, so dass ein c, c′ 6=∞ ex: 0 ≤ c ≤ c′ ≤ b,
IS,J |[a,c], 0 |= ¬ x3ϕ und IS,J |[a,c′], c |= ψ
point(ψ)
⇔ es ex. kein J ∈ IS, so dass ein c 6=∞ ex.: 0 ≤ c ≤ b,
IS,J |[a,c], 0 |= ¬ x3ϕ und IS,J , c |= ψ
¬, x3
⇔ es ex. kein J ∈ IS, so dass ein c 6=∞ ex.: 0 ≤ c ≤ b,
fu¨r alle c′, c′′, 0 ≤ c′ ≤ c′′ ≤ c : IS,J |[a,c′′], c
′ |= ¬ϕ und
IS,J , c |= ψ
point(ϕ)
⇔ es ex. kein J ∈ IS, so dass ein c 6=∞ ex.: 0 ≤ c ≤ b, (2)
fu¨r alle c′, 0 ≤ c′ ≤ c : IS,J |[a,c], c
′ |= ¬ϕ und
IS,J , c |= ψ
Zuerst wird die Definition der Gu¨ltigkeit einer Formel unter einer Spezifikation eingesetzt.
Danach werden die Operatoren ¬, ; und i3 abgewickelt. Da ψ ein punktuelles Ereignis ist
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und damit die Gu¨ltigkeit von ψ nur vom aktuellen Zeitpunkt c abha¨ngt, kann im folgen-
den Schritt die obere Grenze des Intervalls J |[a,c′] auch auf max(J ) = b gesetzt werden
(point(ψ)). Nun werden die Definitionen von ¬ und x3 eingesetzt und im letzten Schritt
wird die Voraussetzung, dass ϕ ein punktuelles Ereignis ist, ausgenutzt, um wiederum die
obere Intervallgrenze abzua¨ndern (c′′ wird durch c ersetzt). Die abgeleiteten Gleichungen (1)
und (2) gehen in die folgenden Beweise ein.
ITL-Formalisierung ⇔ DC-Formalisierung
Fu¨r den A¨quivalenznachweis wird auch die DC-Formalisierung abgewickelt:
IS |= i2( x3ψ → x3ϕ)
|=
⇔ fu¨r alle J ∈ IS : IS,J , 0 |= i2( x3ψ → x3ϕ)
i2
⇔ fu¨r alle J ∈ IS, t 6=∞, 0 ≤ t ≤ b : IS,J |[a,t], 0 |= x3ψ → x3ϕ
→
⇔ fu¨r alle J ∈ IS, t 6=∞, 0 ≤ t ≤ b : IS,J |[a,t], 0 |= ¬( x3ψ ∧ ¬ x3ϕ)
¬, ∧
⇔ es ex. kein J ∈ IS, t 6=∞, 0 ≤ t ≤ b :
IS,J |[a,t], 0 |= x3ψ und IS,J |[a,t], 0 |= ¬ x3ϕ
x3
⇔ es ex. kein J ∈ IS, t 6=∞, 0 ≤ t ≤ b :
IS,J |[a,t], 0 |= ¬ x3ϕ und
ex. t′, t′′ mit 0 ≤ t′ ≤ t′′ ≤ t : IS,J |[a,t′′], t
′ |= ψ
point(ψ)
⇔ es ex. kein J ∈ IS, t 6=∞, 0 ≤ t :
IS,J |[a,t], 0 |= ¬ x3ϕ und
ex. t′ mit 0 ≤ t′ ≤ t : IS,J , t′ |= ψ
¬ x3
⇔ es ex. kein J ∈ IS, t 6=∞, 0 ≤ t ≤ b und
fu¨r alle t′′, t′′′, 0 ≤ t′′ ≤ t′′′ ≤ t : IS,J |[a,t′′′], t
′′ |= ¬ϕ und
ex. t′ mit 0 ≤ t′ ≤ t : IS,J , t′ |= ψ
point(ϕ)
⇔ es ex. kein J ∈ IS, t 6=∞, 0 ≤ t ≤ b und (3)
fu¨r alle t′′, 0 ≤ t′′ ≤ t : IS,J |[a,t], t
′′ |= ¬ϕ und
ex. t′ mit 0 ≤ t′ ≤ t : IS,J , t′ |= ψ
Analog zur ITL-Formalisierung werden die Operatoren ersetzt und an zwei Stellen die
Voraussetzung, dass ϕ und ψ punktuell sind, ausgenutzt um die obere Intervallgrenze ab-
zua¨ndern. Im vorletzten Schritt haben wir zwei Schritte zusammengefasst und ¬ x3 ϕ durch
x2 ¬ ϕ ersetzt und x2 sofort eingesetzt.
Um den Teilbeweis zu schließen, mu¨ssen die verbleibenden Variablen, die Zeitpunkte im
Systemablauf darstellen, entsprechend gesetzt werden.
(2) ⇒ (3) setze t := c, t′ := c, t′′ := c′
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(2) ⇐ (3) da t′ ≤ t folgt aus (3):
es ex. kein J ∈ IS, t′ 6=∞, a ≤ t′ ≤ b und
fu¨r alle t′′, 0 ≤ t′′ ≤ t′ : IS,J |[a,t′], t
′′ |= ¬ϕ und
IS,J , t′ |= ψ
setze c := t′, c′ := t′′
ITL-Formalisierung ⇔ µ-Kalku¨l Formalisierung
Nach dem gleichen Beweisprinzip wickeln wir die Formel des µ-Kalku¨ls ab:
IS |= (2ψ → A -3ϕ)
|=
⇔ fu¨r alle J ∈ IS : IS,J , 0 |= 2(ψ → A -3ϕ)
2
⇔ fu¨r alle J ∈ IS, t 6=∞, 0 ≤ t ≤ b : IS,J , t |= ψ → A -3ϕ
→,¬,∧
⇔ es gibt kein J ∈ IS, t 6=∞, 0 ≤ t ≤ b :
IS,J , t |= ψ und IS,J , t |= ¬A -3ϕ
¬A
⇔ es gibt kein J ∈ IS, t 6=∞, 0 ≤ t ≤ b :
IS,J , t |= ψ und es ex. ein J ′ ∈ IS, t ∈ J ′,J ′(t) = J (t) :
IS,J ′, t |= ¬ -3ϕ
¬ -3
⇔ es gibt kein J ∈ IS, t 6=∞, 0 ≤ t ≤ b : (4)
IS,J , t |= ψ und
es ex. ein J ′ ∈ IS, t ∈ J ′,J ′(t) = J (t), dass fu¨r alle t′ 6= −∞, a′ ≤ t′ ≤ t :
IS,J ′, t′ |= ¬ϕ
Wieder setzen wir die Definitionen der Operatoren ein. Im 3. Schritt (→,¬,∧) wird die
Implikation ψ → A -3 ϕ durch ¬ (ψ ∧ ¬ A -3 ϕ) ersetzt und die Negation und Konjunktion
eingesetzt. Die folgenden Einsetzungen sind offensichtlich.
Fu¨r die A¨quivalenz mu¨ssen die Zeitpunkte folgendermaßen gewa¨hlt werden:
(2) ⇒ (4) da 0 6= −∞:
setze t := c, t′ := c′,J ′ := J
(2) ⇐ (4) wegen der Voraussetzung min(J ′) = 0 ist a′ = 0:
setze c := t, c′ := t′,J := J ′
CTL-Formalisierung ⇔ ITL-Formalisierung
Schließlich wird noch die CTL-Formalisierung abgewickelt:
IS |= A(ϕ P ψ)
|=
⇔ fu¨r alle J ∈ IS : IS,J , 0 |= A(ϕ P ψ)
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A
⇔ fu¨r alle J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
IS,J ′, 0 |= ϕ P ψ
P
⇔ fu¨r alle J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
IS,J ′, 0 |= ¬ (¬ ϕ U ψ ∧ ¬ϕ) ∨ 2¬ ψ
¬,∨
⇔ es gibt kein J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
IS,J ′, 0 |= ¬ϕ U ψ ∧ ¬ϕ und
IS,J ′, 0 |= 3ψ
U, 3
⇔ es gibt kein J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) : (5)
es ex. ein t 6=∞, 0 ≤ t ≤ b′ : IS,J ′, t |= ψ ∧ ¬ϕ und
fu¨r alle t′, 0 ≤ t′ < t : IS,J ′, t′ |= ¬ϕ
und es ex. ein t′′ 6=∞, 0 ≤ t′′ ≤ b′ : IS,J ′, t′′ |= ψ
Das korrekte Setzen der Variablen schließt den Beweis.
(2) ⇒ (5) es gibt kein J ∈ IS:
es ex. ein c 6=∞, 0 ≤ c ≤ b so dass alle c′, 0 ≤ c′ ≤ c
IS,J , c′ |= ¬ϕ und IS,J , c |= ψ
setze t := c, t′ := c′, t′′ := c,J ′ := J
(2) ⇐ (5) abschwa¨chen der Formel ergibt
es gibt kein J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
es ex. ein t 6=∞, 0 ≤ t ≤ b′ : IS,J ′, t |= ψ ∧ ¬ϕ und
fu¨r alle t′, 0 ≤ t′ < t : IS,J ′ |[a′,t], t
′ |= ¬ϕ
setze c := t, c′ := t′,J := J ′
2
8.4.2 Die Akzeptor-Automaten-Konstruktion
Die Akzeptor-Automaten-Konstruktion benutzen wir bei der Modellpru¨fung von Gatter-
bedingungen von Fehlerba¨umen, um temporale Ursachen so in CTL einzubetten, dass sie
auf dem Pfad zur Wirkung eintreten und abgeschlossen sind, bevor die Wirkung eintritt. In
Abschnitt 8.2.3 haben wir bereits erwa¨hnt, dass wir die Wirkung eines Gatters nicht eben-
falls mit Akzeptor-Automaten beschreiben du¨rfen. Ansonsten ko¨nnen sich Ursachen und
Wirkungen wieder u¨berschneiden. Wir zeigen nun formal, dass die Akzeptor-Automaten-
Konstruktion Ursachen tatsa¨chlich so in CTL einbettet, dass sie vor der Wirkung abge-
schlossen sind.
Pandya zeigt in [Pan01a] eine Einbettung linearer Temporaloperatoren in CTL. Er
definiert die linearen Temporaloperatoren als eine Abwandlung von Duration Calculus-
Operatoren u¨ber einer diskreten Zeitachse und nennt sie deshalb Quantified Discrete-Time
Duration Calculus Formeln (QDDC-Formeln). Der QDDC definiert den Chop-Operartor
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”
;“ u¨ber endlichen Intervallen und leitet davon die u¨blichen temporallogischen Operatoren
2, 3, . . . ab. Zusa¨tzlich entha¨lt der QDDC die quantifizierenden Operatoren aus Defini-
tion 5.3 (siehe Abschnitt 5.2). Wir haben die temporallogischen Operatoren bereits u¨ber
endlichen und unendlichen Intervallen definiert und verzichten deshalb auf die explizite
Definition der QDDC-Formeln. Sei FmaQDDC die Menge der QDDC-Formeln, dann gilt:
FmaQDDC ⊂ FmaITL.
Pandya bezeichnet fu¨r ϕ ∈ FmaQDDC mit CTL(ϕ) die Verwendung von ϕ innerhalb
einer CTL-Formel (ϕ kommt atomar in einer CTL-Formel vor).
Lemma 8.2
Fu¨r eine Pfadmenge IS ∈ J(IV ) und eine Formel ϕ ∈ FmaQDDC gilt:
IS |= CTL(ϕ) ⇔ IS || aϕ |= CTL(ϕ
′),
wobei aϕ der Akzeptor-Automat fu¨r die QDDC-Formel ϕ ist und ϕ
′ eine boolscher Ausdruck
u¨ber Variablen, der das Erreichen der Endzusta¨nde des Akzeptor-Automaten beschreibt.
Das Lemma 8.2 nach Pandya [Pan01a] zeigt die A¨quivalenz zwischen der Akzeptor-Auto-
maten-Konstruktion und der Einbettung von QDDC-Formeln in CTL. Wir mu¨ssen nun
zeigen, dass die Einbettung einer in QDDC definierten Ursache in die CTL-Vollsta¨ndig-
keitsbedingung der ITL-Semantik von Fehlerbaumgattern entspricht.
Fu¨r eine Pfadmenge IS ∈ J(IV ), einen Pfad J ∈ IS, einen Zeitpunkt t ∈ J und a =
min(J ) wurde die Einbettung [ϕ]DC einer Formeln ϕ ∈ FmaQDDC in CTL folgendermaßen
definiert [Pan01a]:
IS,J , t |= [ϕ]DC :⇔ IS,J |[a,t], a |= ϕ
Eine eingebettete Formel ϕ ∈ FmaQDDC gilt also zu einem Zeitpunkt t in CTL, wenn ϕ
auf dem Pfad vom Ausgangszustand bis zu t gilt (ϕ wird also immer auf einem endlichen
Intervall ausgewertet).
Lemma 8.3
Fu¨r alle Pfadmengen IS ∈ J(IV ) und ϕ, ψ ∈ FmaQDDC gilt:
IS |= ¬(¬ x3ϕ ; i3ψ) ⇔ IS |= A([ x3ϕ]DC P i3ψ)
Das Lemma 8.3 zeigt, dass jede temporale Ursache ϕ ∈ FmaQDDC so in CTL eingebetter
werden kann, dass sie vollsta¨ndig abgeschlossen ist, bevor die Wirkung eintritt. Mit dem
Lemma 8.2 folgt fu¨r die Vollsta¨ndigkeitsbedingung von Fehlerba¨umen
IS |= A([ x3ϕ]ITL P i3ψ) ⇔ IS || aϕ |= A(ϕ
′ P i3ψ)
fu¨r den Akzeptor-Automaten aϕ und den akzeptierenden Zusta¨nden, die mit ϕ
′ beschrieben
werden. ϕ′ ist ein punktuelles Ereignis und die Akzeptor-Automaten-Konstruktion in CTL
spiegelt die ITL-Formalisierung korrekt wider. Temporale Ursachen sind vor Beginn der
Wirkung abgeschlossen.
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Ziel dieser Einbettung ist es, den gesamten Vollsta¨ndigkeitsnachweis fu¨r Fehlerbaumgat-
ter in CTL zu fu¨hren. Jedoch ist die Wirkung i3ψ keine CTL-Formel. Wie bereits erwa¨hnt,
ko¨nnen wir eine temporale Wirkung nicht mit Akzeptor-Automaten in CTL einbetten,
sondern mu¨ssen eine ada¨quate CTL-Formalisierung fu¨r die Wirkung finden. Ausgehend
von dem Zustand, in dem die temporale Wirkung beginnt, genu¨gt ein Pfad, auf dem die
Wirkung folgt. Wir ko¨nnen ein Ereignis mit Dauer (nach Go´rski) mit EG[n]ψ bzw. ein
dauerhaftes Ereignis mit EGψ spezifizieren, wenn das Ereignis eine Wirkung beschreibt.
Mit den obigen Betrachtungen kann die Vollsta¨ndigkeit von Fehlerbaumgattern mit
temporalen Ereignissen in CTL nachgewiesen werden.
Fu¨r den Beweis von Lemma 8.2 verweisen wir auf Pandya [Pan01a], der die Einbettung
von QDDC-Formeln in CTL entwickelt hat. Bleibt schließlich noch das Lemma 8.3 zu zei-
gen. Beide Vollsta¨ndigkeitsbedingungen in Lemma 8.3 beinhalten, dass es einen Zeitpunkt
t gibt, vor dem die Ursache und ab dem die Wirkung gilt. Dieser Punkt wird in ITL durch
den ;-Operator, in CTL durch den P-Operator beschrieben. In reiner CTL mit einer tem-
poralen Ursache kann die Ursache jedoch u¨ber den Zeitpunkt t hinaus gelten. Genau dies
wird durch die QDDC-Einbettung verhindert, denn die temporale Ursache muss auf dem
Pfad gelten, der bei t endet.
Beweis 8.2 Lemma 8.3
Fu¨r den Beweis setzen wir die Definitionen der temporalen Operatoren und der Einbettung
[]DC von QDDC-Formeln in CTL ein.
IS |= A[ x3ϕ]DC P i3ψ
|=
⇔ fu¨r alle J ∈ IS : IS,J , 0 |= A[ x3ϕ]DC P i3ψ
A
⇔ fu¨r alle J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
IS,J ′, 0 |= [ x3ϕ]DC P i3ψ
P
⇔ fu¨r alle J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
IS,J , 0 |= ¬ (¬ [ x3ϕ]DC U i3ψ ∧ ¬[ x3ϕ]DC) ∨ 2¬ i3ψ
¬,∨
⇔ es gibt kein J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
IS,J ′, 0 |= ¬[ x3ϕ]DC U i3ψ ∧ ¬[ x3ϕ]DC und
IS,J ′, 0 |= 3 i3ψ
U, 3
⇔ es gibt kein J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
es ex. ein t 6=∞, 0 ≤ t ≤ b′ : IS,J ′, t |= i3ψ ∧ ¬[ x3ϕ]DC und
fu¨r alle t′, 0 ≤ t′ < t : IS,J ′, t′ |= ¬[ x3ϕ]DC
und es ex. ein t′′ 6=∞, 0 ≤ t′′ ≤ b′ : IS,J ′, t′′ |= i3ψ
⇔ es gibt kein J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
es ex. ein t 6=∞, 0 ≤ t ≤ b′ : IS,J ′, t |= i3ψ und
fu¨r alle t′, 0 ≤ t′ ≤ t : IS,J ′, t′ |= ¬[ x3ϕ]DC
und es ex. ein t′′ 6=∞, 0 ≤ t′′ ≤ b′ : IS,J ′, t′′ |= i3ψ
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[]DC
⇔ es gibt kein J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
es ex. ein t 6=∞, 0 ≤ t ≤ b′ : IS,J ′, t |= i3ψ und
IS,J ′ |[a′,t], 0 |= ¬ x3ϕ (6)
und es ex. ein t′′ 6=∞, 0 ≤ t′′ ≤ b′ : IS,J ′, t′′ |= i3ψ
(1) ⇒ (6) setze t := c, a′ := a, t′′ := c,J ′ := J
(1) ⇐ (6) Abschwa¨chen der Formel ergibt
es gibt kein J ∈ IS,J ′ ∈ IS,J ′(0) = J (0) :
es ex. ein t 6=∞, 0 ≤ t ≤ b′ : IS,J ′, t |= i3ψ und
IS,J ′ |[a′,t], 0 |= ¬ x3ϕ
setze c := t, a := a′,J := J ′
2
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KAPITEL 9
Methodik formaler FTA
Ein wesentlicher Punkt bei der Entwicklung sicherheitsrelevanter Systeme ist, die Sicher-
heitsaspekte
”
von Anfang an“ in das System zu integriert (
”
Safety must be designed into a
System“ [Lev95]). Nachtra¨gliches Hinzufu¨gen von (Sicherheits-) Funktionalita¨t macht ein
System komplizierter und damit fehleranfa¨lliger. Die fru¨he sicherheitstechnische Analyse
wird durch die formale FTA unterstu¨tzt. Formale Modelle ko¨nnen schon in den fru¨hen Pha-
sen des Entwicklungsprozesses softwarebasierter Systeme, den Analyse- und Designphasen,
erstellt werden. Dies gilt gleichermaßen fu¨r die FTA.
Im Folgenden stellen wir ein Vorgehensmodell fu¨r die Durchfu¨hrung einer formalen FTA
vor. Die formale FTA sollte wa¨hrend der Analyse- und Designphase des herko¨mmlichen
(Software-) Entwicklungsprozesses durchgefu¨hrt werden. Zur Veranschaulichung stellen wir
die Methodik der formalen FTA an zwei Beispielen vor. Das erste Beispiel ist eine reale In-
dustriefallstudie, die wir im Rahmen unserer Aktivita¨ten am Lehrstuhl zur sicherheitstech-
nischen Untersuchung softwarebasierter Systeme durchgefu¨hrt haben. Das zweite stammt
aus einem Standardwerk zur FTA und vergleicht die herko¨mmliche FTA mit der formalen
FTA.
9.1 Phasen einer formalen FTA
Die Modellentwicklung sicherheitskritischer Anwendungen mit formaler FTA wird in vier
Phasen unterteilt (vgl. Abbildung 9.1). Wir nennen diese Phasen Anforderunganalyse, Si-
cherheitsanalyse, Integration und Auswertung. Diese vier Phasen werden im Wesentlichen
nacheinander ausgefu¨hrt. Ergebnisse einer Phase fließen in die folgende Phase ein. Um von
den Erkenntnissen der folgenden Phase zu profitieren, fließen aber auch Korrekturen und
A¨nderungen, die in den spa¨teren Phasen entstehen, in die vorhergehende Phase zuru¨ck.
Diese Iterationen sind erforderlich, da in den fortgeschrittenen Phasen detailliertere Er-
kenntnisse des Systems erarbeitet werden, die Ergebnisse der vorherigen Phase beeinflussen
ko¨nnen.
In der erste Phase wird die Anforderungsanalyse durchgefu¨hrt. Sie dient dazu, ein de-
tailliertes Versta¨ndnis der Anwendungsdoma¨ne zu erhalten. Die zweite Phase besteht aus
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Abbildung 9.1: Phasen einer formalen FTA
der Sicherheitsanalyse des Systems mit formalen Methoden und der FTA. Diese beiden
Techniken werden in dieser Phase noch getrennt angewendet, um die verschiedenen Be-
trachtungsweisen der Techniken – die funktionale Sicht und die Betrachtung der Sicherheit
– zu erhalten. In der Integrationsphase werden die Ergebnisse und Erkenntnisse der beiden
Techniken ausgetauscht und in die jeweils andere Analysemethode eingebracht. Dies fu¨hrt
zu Verbesserungen im formalen Modell und in den Fehlerba¨umen. Diese Phase entha¨lt auch
die Validation der Fehlerba¨ume, die auf zwei verschiedenen Stufen, lose bzw. eng gekop-
pelte formale FTA genannt, durchgefu¨hrt werden kann. Schließlich fasst die vierte Phase
die Analyseergebnisse in einer Auswertung zusammen. Anhand von Abbildung 9.2 werden
im Folgenden die einzelnen Arbeitsschritte der vier Phasen detailliert beschreiben.
9.1.1 Anforderungsanalyse (I)
Wie in jedem Entwicklungsprozess beginnt auch die Erstellung von hochsicheren System-
spezifikationen mit der Anforderungsanalyse. Fu¨r die formale FTA ist die Anforderungs-
analyse von besonderer Bedeutung, da formale Modelle sehr detaillierte Informationen
u¨ber das zu entwickelnde System beno¨tigen. Werden solche Informationen erst spa¨ter ge-
wonnen, fu¨hrt dies zu A¨nderungen in den formalen Modellen, die sich auf schon gefu¨hrte
Beweise auswirken bzw. neue Beweise erfordern. A¨nderungen sind deshalb sehr aufwendig
(und teuer). Ein weiterer Punkt ist, dass formale Modelle ha¨ufig nicht als Grundlage fu¨r
die Kommunikation mit den Auftraggeber geeignet sind, da sie schwer versta¨ndlich sind.
Deshalb kann der Informationsaustausch mit dem Kunden meist nur in der Anforderungs-
analyse stattfinden.
Die Versta¨ndigungsprobleme zwischen Auftraggeber und Entwickler werden durch die
Erstellung von semi-formalen Spezifikationen (z. B. UML-Diagramme) und ausfu¨hrbaren
Prototypen zur Simulation zu reduzieren versucht. Graphische Spezifikationen mit defi-
nierter Semantik, wie z. B. Statecharts, sind fu¨r den Auftraggeber leichter zu verstehen
und geben dem Entwickler eine pra¨zise Grundlage fu¨r die weitere Entwicklung. Prototy-

































pen dienen dazu, verschiedene Szenarien durchzuspielen und die vom Kunden erwarteten
Anforderungen mit den vom Entwickler implementierten Ergebnissen abzugleichen. Bei-
de Techniken dienen dazu, Missversta¨ndnisse auszura¨umen, klare Systemanforderungen zu
definieren und stellen den Ausgangspunkt fu¨r die formale Sicherheitsanalyse in Phase II
dar (siehe Abbildung 9.2).
Neben der pra¨zisen Definition der Systemanforderungen mu¨ssen in der Anforderungs-
analyse auch die Systemgrenzen genau festgelegt werden. Wird nur ein sicherheitskritischer
Kern des Gesamtsystems betrachtet, beziehen sich die Systemanforderungen und -grenzen
auf diesen Kern. Dies erfordert wiederum ein gemeinsames Versta¨ndnis der Systementwick-
ler und des Kunden von der Systemfunktionalita¨t und dem betrachteten Systemumfang.
Zweitens schlagen wir auf Seite der sicherheitstechnischen Analyse eine preliminary
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hazard analysis (PHA, [Sto96]) vor, um eine vollsta¨ndige Liste der Systemgefa¨hrdungen
aufzustellen. Die PHA untersucht die erkannten Gefa¨hrdungen zusammen mit den funk-
tionalen Anforderungen des Systems, um kritische Systemfunktionalita¨ten zu identifizieren
und in ihrer Wichtigkeit zu klassifizieren. Die kritischen Systemfunktionalita¨ten mu¨ssen im
funktionalen Design des Systems besonders sorgfa¨ltig betrachtet werden. Andererseits bil-
den die in der PHA identifizierten Gefa¨hrdungen den Ausgangspunkt fu¨r die FTA in der
na¨chsten Phase.
9.1.2 Sicherheitsanalyse (II)
Die zweite Phase startet mit der getrennten Erstellung der FTA und des formalen Mo-
dells. Erfahrungen aus unseren bisherigen Sicherheitsanalysen zeigen, dass es sehr wichtig
ist, die Formalisierung und die Sicherheitsanalyse unabha¨ngig voneinander durchzufu¨hren.
Ansonsten ist die FTA zu sehr auf das formale Modell fixiert und verliert die Sicht auf
mo¨gliche Fehler, auf Defekte oder unspezifiziertes Verhalten. Eine unabdingbare Vorbe-
dingung fu¨r diesen getrennten Ansatz ist jedoch, dass bei den Entwicklern der formalen
Modelle und der FTA dasselbe Versta¨ndnis des Systems und der Systemgrenzen vorliegt.
Deshalb betonen wir hier nochmals die Notwendigkeit einer sorgfa¨ltigen und detaillierten
Anforderungsanalyse in Phase I.
Fu¨r die formale Behandlung des Systems muss zuerst eine Spezifikationssprache zur For-
malisierung ausgewa¨hlt werden. Die Spezifikationssprache muss die einfache und ada¨quate
Modellierung des Systems erlauben und von einer Verifikationsumgebung unterstu¨tzt wer-
den, um allgemeine Sicherheitsbedingungen und Vollsta¨ndigkeitsbedingungen der formalen
FTA nachweisen zu ko¨nnen. Wir haben in dieser Arbeit Vollsta¨ndigkeitsbedingungen fu¨r
die FTA in ITL und in CTL formuliert, d. h. die Verifikationsumgebung muss entweder
den Nachweis von ITL- oder von CTL-Bedingungen erlauben.
Funktionale Korrektheit Wa¨hrend der Formalisierung werden dann die informellen
Anforderungen der Analysephase in die formale Spezifikationssprache der Verifikations-
umgebung u¨bersetzt und wir erhalten ein formales Systemmodell. Das formale Modell
beschreibt das
”
Soll“-Verhalten des Systems. Ein Abgleich mit den informellen Anforde-
rungen und dem semi-formalen Modell ist notwendig, um ein korrektes formales Modell
zu erhalten. Um die funktionale Korrektheit des Modells nachzuweisen und um es zu va-
lidieren, werden gewu¨nschte Systemeigenschaften formalisiert und verifiziert. Dieses Vor-
gehen nennt man Validation durch Verifikation des formalen Modells. Die Verifikation
von Validierungseigenschaften verlangt meist ein iteratives Vorgehen, da fehlgeschlagene
Beweisversuche auch zu Korrekturen des formalen Modells und zu neuen Beweisen fu¨hren
ko¨nnen. Der Formalisierungsprozess endet schließlich in einem funktional korrekten Modell
mit nachgewiesenen Sicherheitseigenschaften.
Informelle Sicherheitsanalyse Parallel zur Formalisierung untersucht die FTA alle
Gefa¨hrdungen, die in der PHA identifiziert wurden. Dabei werden in dynamischen Syste-
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men nicht nur die Gatter der klassischen FTA verwendet, sondern auch die Ursache/Wir-
kungs-Gatter, die wir in Abschnitt 5.1 beschrieben haben. Die Analyse ergibt eine Menge
von Fehlerba¨umen, deren minimale Schnittmengen der Ausgangspunkt fu¨r eine qualitati-
ve Analyse ist. Sind fu¨r die Basisereignisse die Ausfallwahrscheinlichkeiten bekannt, kann
auch eine quantitative Bewertung der Systemsicherheit durchgefu¨hrt werden. Die quanti-
tative und qualitative Analyse wird analog zur herko¨mmlichen FTA durchgefu¨hrt (siehe
Abschnitt 2.2.2). Die FTA deckt damit Schwa¨chen des Systems auf und zeigt die Sensiti-
vita¨t gegenu¨ber Komponentenausfa¨llen und Defekten. Werden bei dieser Analyse eklatante
Schwa¨chen des Systems entdeckt, mu¨ssen diese sofort im formalen Modell behoben werden.
Ansonsten fließen die Ergebnisse der FTA und das formale Modell in die Integrationsphase
ein.
9.1.3 Integration (III)
Die dritte Phase bringt die Ergebnisse der formalen Modellierung und der Sicherheitsana-
lyse zusammen. Meist fu¨hrt dies sowohl in den Fehlerba¨umen als auch im formalen Modell
zu Anpassungen. Beobachtungen in verschiedenen Fallstudien zeigten, dass Fehlerba¨ume
ha¨ufig Ursache/Wirkungs-Beziehungen beschreiben, die im formalen Modell nicht gelten.
Der Grund dafu¨r ist, dass der Sicherheitsingenieur ein anderes Versta¨ndnis der System-
funktionalita¨t hat, als der Entwickler des formalen Models. Der Fehlerbaum muss gea¨ndert
und an das formale Modell angepasst werden. Auf der anderen Seite liefert die FTA oft wei-
tere Sicherheitsbedingungen, die u¨ber dem formalen Modell nachgewiesen werden mu¨ssen.
Sicherheitsbedingungen, die aus dem Fehlerbaum folgen, sind beispielsweise Gefa¨hrdungen
oder anderer Zwischenereignisse des Fehlerbaums, die nicht eintreten du¨rfen. Außerdem be-
schreibt der Fehlerbaum in den Basisereignissen Komponentenfehler. Komponentenfehler
oder mo¨gliche Defekte sind meist nicht im formalen Modell enthalten, denn bei der Forma-
lisierung wird sich auf das funktionale Verhalten des Systems, also das Soll-Verhalten, kon-
zentriert. Jedoch mu¨ssen alle Ereignisse der FTA im Modell ausgedru¨ckt werden ko¨nnen.
Ist dies nicht der Fall, kann das formale Modell um diese Ereignisse erweitert werden, d. h.
Ausfa¨lle und Defekte werden im formalen Modell beru¨cksichtigt. Alternativ dazu kann
der Fehlerbaum so abgea¨ndert werden, dass diese Ereignisse nicht mehr auftreten. Welche
Fehler im formalen Modell betrachtet werden mu¨ssen und welche vernachla¨ssigt werden
ko¨nnen, entscheidet der Sicherheitsingenieur. An dieser Stelle unterscheiden wir zwischen
Hard- und Softwarefehler.
Hardware- vs. Softwarefehler Die FTA eines softwarebasierten Systems deckt sowohl
relevante Hardware- als auch Softwarefehler auf. Hardwarefehler kann man nicht ausschlie-
ßen, da sie nicht von der Modellierung der aktuellen Anlage abha¨ngen, sondern durch be-
triebsbedingte Defekte hervorgerufen werden. Deshalb kann die Ausfallwahrscheinlichkeit
nur durch Wahl zuverla¨ssigerer Komponenten bzw. Einbau redundanter Komponenten ver-
ringert werden. An dieser Stelle helfen die qualitativen und quantitativen Analysemo¨glich-
keiten der FTA, verschiedene Systemmodelle miteinander zu vergleichen und Vorschla¨ge
fu¨r Verbesserungen des Modells zu liefern. Jedoch mu¨ssen alle als relevant eingestuften,
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hardwarebedingten Fehler im formalen Modell beru¨cksichtigt werden, um einerseits ein
ada¨quates Systemmodell zu erhalten und um andererseits in der formalen FTA u¨ber diese
Fehlerereignisse sprechen zu ko¨nnen. Fu¨r die Modellierung mit Statecharts haben wir in
Abschnitt 4.3 beschrieben, wie Hardwareausfa¨lle in das formale Modell integriert werden
ko¨nnen. An diesem Punkt unterscheiden wir uns wesentlich von Bruns und Anderson. Sie
schlagen in [BA93] fu¨r den Vollsta¨ndigkeitsnachweis von Fehlerba¨umen vor, den Fehler-
baum auf die Ereignisse einzuschra¨nken, die im formalen Modell beru¨cksichtigt sind.
Fu¨r softwarebedingte Fehler sehen wir eine andere Vorgehensweise vor. Mit
”
software-
bedingte“ bezeichnen wir Teile im Modell, die spa¨ter in Software realisiert werden. Hier
folgen wir Leveson:
”
... if design errors are found in the [fault] tree through this process,
they should be fixed rather than left in the code and assigned a probability“ [Lev95]. Die
meisten der softwarebedingten Fehler sollten schon wa¨hrend des Nachweises der funktiona-
len Korrektheit entdeckt und behoben worden sein. Jedoch ist diese Verifikation unter der
Voraussetzung durchgefu¨hrt worden, dass alle (Hardware-) Komponenten korrekt, d. h. wie
spezifiziert, funktionieren. Softwarebedingte Fehler ko¨nnen verborgen geblieben sein, wenn
sie nur zusammen mit mit einem Hardwareausfall zum Tragen kommen (entspricht einem
Und -Gatter im Fehlerbaum). Dies wird durch die FTA entdeckt. Das formale Modell muss
nun gea¨ndert werden, um alle softwarebedingten Fehler auszuschließen.
Lose vs. eng gekoppelte formale FTA Nachdem das formale Modell und die FTA
aneinander angepasst wurden, gibt es zwei Stufen der formalen FTA. Wenn die FTA und
das formale Modell durch Austausch von Ergebnissen gekoppelt werden, nennen wir dies
lose gekoppelte formale FTA. Die FTA wird dann hauptsa¨chlich dazu genutzt, um Schwach-
stellen des Systems zu ermitteln und Sicherheitseigenschaften fu¨r das System abzuleiten.
Die aus der FTA stammenden Sicherheitseigenschaften werden dann formalisiert und u¨ber
dem formalen Modell nachgewiesen. Um aussagekra¨ftige Ergebnisse zu erhalten, muss die
FTA relativ zum formalen Modell sein, d. h. die (Ursache/Wirkungs-)Beziehungen und
weitere Bedingungen der Formalisierung mu¨ssen so in der FTA beru¨cksichtigt sein, dass
sie dem formalen Modell entsprechen. Obwohl dieser Austausch nicht durchga¨ngig formal
ist, zeigen verschiedene Fallstudien [ORS+02, RST00b] den gegenseitigen Nutzen. Die for-
malen Modelle erhalten eine Systematik, um wichtige Sicherheitseigenschaften ableiten zu
ko¨nnen. Außerdem erha¨lt die FTA eine formale Basis. Zusa¨tzlich zeigt die qualitative und
quantitative Analyse der FTA Schwa¨chen und Verbesserungsmo¨glichkeiten des formalen
Modells auf.
Fu¨r ein gro¨ßeres Maß an Sicherheit formalisiert die eng gekoppelte formale FTA neben
den Sicherheitseigenschaften der FTA alle Ereignisse des Fehlerbaums u¨ber dem formalen
Modell. Der Nachweis der Beweispflichten fu¨r die Fehlerbaumgatter aus Kapitel 5 ga-
rantiert dann die Vollsta¨ndigkeit des Fehlerbaums. Zusa¨tzlich ko¨nnen zur Validation des
Fehlerbaums noch die Korrektheitsbedingungen nachgewiesen werden. Sowohl fu¨r die For-
malisierung der Ereignisse als auch fu¨r den Nachweis der Gatterbedingungen schlagen wir
einen top-down-Ansatz vor. Kann in einem Fehlerbaum na¨mlich die Korrektheitsbedingung
eines Gatters nicht gezeigt werden, sind mo¨glicherweise Ereignisse als Ursachen aufgefu¨hrt,
9.1. PHASEN EINER FORMALEN FTA 179
die nicht zur untersuchten Gefa¨hrdung fu¨hren und deshalb nicht betrachtet werden mu¨ssen.
Das Weglassen dieser Ereignisse macht die Betrachtung ganzer Unterba¨ume in der formalen
FTA u¨berflu¨ssig. Deshalb kann auch der Nachweis der Korrektheit von Fehlerbaumgattern
nu¨tzlich sein (obwohl wir in der Diskussion in Abschnitt 5.1 gute Gru¨nde gesammelt haben,
die Korrektheit nicht in der FTA-Semantikdefintion zu betrachten). Der nicht erfolgreiche
Nachweis der Vollsta¨ndigkeit fu¨hrt dazu, dass zusa¨tzliche oder andere Ursachen im Fehler-
baum betrachtet werden mu¨ssen. Da sich solche A¨nderungen immer auf ganze Unterba¨ume
eines Gatters auswirken, kann der top-down-Ansatz eine Menge Beweisarbeit sparen, da
Fehler fru¨hzeitig entdeckt werden.
Ist die Vollsta¨ndigkeit eines formalen Fehlerbaums bewiesen und die Verifikation weist
außerdem nach, dass mindestens ein Basisereignis jeder minimalen Schnittmenge ausge-
schlossen wird, tritt die analysierte Gefa¨hrdung nicht ein. Dies garantiert das minimale
Schnittmengen-Theorem. Die eng gekoppelte formale FTA ergibt deshalb eine sehr hohe
Sicherheitsgarantie, sowohl bezu¨glich funktionaler Sicherheit als auch bezu¨glich Ausfallsi-
cherheit.
Im Vergleich zwischen der eng und lose gekoppelten formalen FTA bietet die eng ge-
koppelte formale FTA ein gro¨ßeres Maß an Sicherheit. Demgegenu¨ber steht der Aufwand
fu¨r die Formalisierung und Validierung des Fehlerbaums, der sich in ho¨heren Kosten fu¨r die
Durchfu¨hrung niederschla¨gt. Wir haben auch mit der lose gekoppelten formalen FTA sehr
gute Ergebnisse erzielt. Durch die informelle Verknu¨pfung der formalen Modelle mit der
FTA entsteht weniger Aufwand bei der Durchfu¨hrung, jedoch wird eine mo¨gliche Quelle
fu¨r Sicherheitslu¨cken – ein unvollsta¨ndiger Fehlerbaum – nicht geschlossen.
Modellpru¨fung vs. interaktive Verifikation Sowohl die lose als auch die eng gekop-
pelte formale FTA erfordern Verifikation. Wenn das System als endliches, diskretes Modell
dargestellt werden kann, ko¨nnen die Beweispflichten fu¨r Fehlerba¨ume automatisch mittels
Modellpru¨fung nachgewiesen werden. Dazu wurden in Abschnitt 7.2 die Vollsta¨ndigkeits-
bedingungen der Fehlerbaumgatter in CTL angegeben und eine Methodik entwickelt, mit
der sowohl punktuelle als auch temporale Ereignisse korrekt behandelt werden ko¨nnen. Die
Beweispflichten werden dann mit einem CTL-Modellpru¨fer nachgewiesen.
Der interaktive Nachweis der Fehlerbaumbedingungen ist notwendig, wenn die Mo-
dellpru¨fung nicht anwendbar ist, d. h das System nicht zustandsendlich spezifiziert wer-
den kann. Die interaktive Verifikationsumgebung KIV unterstu¨tzt den Nachweis von ITL-
Formeln und kann deshalb die FTA-Bedingungen aus Abschnitt 5.3.1 nachweisen. Zur
Spezifikation (eingebetteter) dynamischer Systeme wurde in Abschnitt 6 die Mo¨glichkeit
geschaffen, in KIV Statechart-Spezifikationen zu erstellen und daru¨ber temporallogische
Beweise zu fu¨hren. Damit kann in KIV die Korrektheit der Fehlerbaumgatter und die
Vollsta¨ndigkeit formaler Fehlerba¨ume u¨ber einem Statechart-Systemmodell nachgewiesen
werden.
Beide Methoden zur Validierung der FTA werden in dieser Arbeit vorgestellt. In Ab-
schnitt 7.3 haben wir den Fehlerbaum des Drucktanks mit CTL-Modellpru¨fung validiert
und in Kapitel 10 sehen wir eine formale FTA fu¨r die funktbasierte Bahnu¨bergangsteuerung
180 KAPITEL 9. METHODIK FORMALER FTA
mit eine Statechart-Modellierung und der interaktiven ITL-Verifikation.
9.1.4 Auswertung (IV)
Schließlich fasst die vierte Phase die Ergebnisse der formalen FTA zusammen. Die formale
FTA liefert ein funktional korrektes Modell mit verifizierten Sicherheitseigenschaften, eine
Bewertung der Sicherheit des Modells bei Komponentenausfa¨llen und bei der eng gekop-
pelten formalen FTA vollsta¨ndige Fehlerba¨ume.
Die Sicherheitsbewertung durch die qualitative und quantitative Auswertung der Feh-
lerba¨ume ermo¨glicht es, Aussagen u¨ber ein formales Modell zu machen, die u¨ber die funk-
tionale Korrektheit hinausgehen. Formale Modelle ko¨nnen bezu¨glich ihrer Schwachstellen
und Fehlersensitivita¨t bewertet werden. Diese Bewertung erlaubt es sogar, die Gu¨te ver-
schiedener formaler Modelle zu vergleichen. Modelle ko¨nnen, obwohl funktional korrekt,
inha¨rent fehleranfa¨lliger sein, als andere. Betrachtet man eine Bahnu¨bergangsteuerung mit
den Modellierungsalternativen
”
Zug erha¨lt Freigabe-Signal bei gesichertem Bahnu¨bergang“
und
”
Zug erha¨lt Stopp-Signal bei ungesichertem Bahnu¨bergang“, dann fu¨hrt ein Funkaus-
fall nur bei der zweiten Alternative zu einer Kollision. Diese Designalternative ist damit
wesentlich unsicherer, selbst wenn beide funktional korrekt spezifiziert und entwickelt wur-
den. Solche Sicherheitsbetrachtungen konnten bisher fu¨r formale Modelle nicht gemacht
werden, ko¨nnen nun aber mit der formalen FTA durchgefu¨hrt werden. Fu¨hren wir keinen
Vergleich verschiedener Modelle durch, sondern betrachten ein einzelnes Systemmodell mit
der formalen FTA, dann weisen die minimalen Schnittmengen der FTA auf Schwa¨chen und
Verbesserungsmo¨glichkeiten in diesem Modell hin.
Die Sicherheitsanalyse von Modellen stu¨tzt sich auf die minimalen Schnittmengen von
Fehlerba¨umen. Die eng gekoppelte formale FTA weist die Vollsta¨ndigkeit des Fehlerbaums
nach. Mit dem minimalen Schnittmengen-Theorem aus Abschnitt 5.1 folgt fu¨r vollsta¨ndige
Fehlerba¨ume, dass jede mo¨gliche Ursache fu¨r die untersuchte Gefa¨hrdung in den minimalen
Schnittmengen enthalten ist. Die formale FTA erho¨ht damit die Qualita¨t der minimalen
Schnittmengen und der gesamten Sicherheitsanalyse.
Zusammenfassend garantiert die formale FTA ein funktional korrektes Modell mit ei-
nem Ho¨chstmaß an Sicherheit bei Komponentenausfa¨llen.
9.2 Anwendungen
In diesem Abschnitt stellen wir den Ablauf einer formalen FTA am Beispiel einer losen
und einer eng gekoppelten formalen FTA vor.
9.2.1 Lose gekoppelte formale FTA
Das Vorgehen der lose gekoppelten formalen FTA la¨sst sich eindrucksvoll an der Industrie-
fallstudie
”
Ho¨henkontrolle Elbtunnel“ [ORS+02, ORS+03] erla¨utern. Im Hamburger Elb-
tunnel gibt es verschieden hohe Tunnelro¨hren. Nur durch die gro¨ßte Ro¨hre ko¨nnen u¨berhohe
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Fahrzeuge, die eine Ho¨he von u¨ber 4 m haben, fahren, ohne mit den Tunneleinga¨ngen zu
kollidieren. Das Ho¨henkontrollsystem hat nun die Aufgabe, die Einfahrt u¨berhoher Fahr-
zeuge in die niederen Tunneleinga¨nge zu verhindern und diese Fahrzeuge in den gro¨ßeren
Tunnel zu lotsen. Dazu nutzt das Ho¨henkontrollsystem verschiedene Arten von Sensoren.
Aus dem Zusammenspiel der Sensoren ergibt sich die Zuordnung von u¨berhohen Fahrzeu-
gen zu Fahrbahnen bzw. Tunneleinfahrten. Die Ho¨henkontrolle berechnet diese Zuordnung
aus den Sensordaten und sobald ein u¨berhohes Fahrzeug auf einen der niederen Tunnel-
einga¨nge zufa¨hrt wird ein Alarm ausgelo¨st. Die Aufgabe war nun, eine Sicherheitspru¨fung
des Ho¨henkontrollsystems durchzufu¨hren. Dazu haben wir eine lose gekoppelte formale
FTA nach dem oben beschriebenen Ablauf durchgefu¨hrt.
Phase I In der Anforderungsanalyse mussten wir zuerst einmal das Zusammenspiel der
Sensoren verstehen, aus dem die Zuordnung der Fahrzeuge zu den Tunneleinga¨ngen berech-
net wird. Nach Studium der informellen Beschreibung wurde in STATEMATE ein Statechart-
Modell erstellt und die Simulationsumgebung von STATEMATE [HLN+90] genutzt, um
mit den Auftraggebern die Modellierung zu diskutieren und Unklarheiten u¨ber die Sy-
stemfunktionalita¨t auszura¨umen. Die Simulation des Statechart-Modells war von großem
Nutzen, da den Auftraggebern die Statechart-Notation nicht gela¨ufig war. Nachdem die
Soll-Funktionalita¨t der Ho¨henkontrolle gekla¨rt war, wurde uns die Gefa¨hrdungsliste von
den Auftraggebern vorgegeben. Es sollten die Gefa¨hrdungen
”
Kollision“ (eines u¨berhohen
Fahrzeugs mit dem Tunneleingang) und
”
Fehlalarm“ (Alarm, ohne dass ein u¨berhohes
Fahrzeug in einen niederen Tunnel einfa¨hrt) untersucht werden. Ein Fehlalarm kann ent-
stehen, wenn ein Sensor fa¨lschlicherweise ein u¨berhohes Fahrzeug meldet.
Phase II Fu¨r die formale FTA wurde das gesamte Ho¨henkontrollsystem mit endlichen
Automaten modelliert. Die Statechart-Modellierung aus der Analysephase diente dazu als
Basis fu¨r die Modellierung. Besonders gu¨nstig war in diesem Fall, dass sowohl Statecharts
als auch endliche Automaten Zustandsu¨bergangssysteme beschreiben, die sich leicht ver-





FTA untersucht. Die sicherheitstechnische Auswertung der FTA ergab, dass jede Maßnah-
me zur Verringerung des Kollisionsrisikos das Fehlalarmrisiko erho¨ht und umgekehrt.
Phase III In der Integrationsphase wurden die Ergebnisse der Formalisierung und der





keine Fehlalarme“ ein, die im formalen Modell nachgewiesen wurden. Bei der
Verifikation wurde festgestellt, dass das gleichzeitige Passieren zweier u¨berhoher Fahrzeuge
eines Kontrollpunktes zu einer Kollision fu¨hren kann, da der Kontrollpunkt nur ein Fahr-
zeug erkennt. Das zweite Fahrzeug wird von den Sensoren
”
u¨bersehen“. Diese Schwachstelle
wurde wa¨hrend der informellen FTA nicht entdeckt und zeigt den Nutzen einer formalen
FTA. Die Anforderung
”
kein Fehlalarm“ konnte ebenfalls nur unter bestimmten Vorbe-
dingungen gezeigt werden. Die Vorbedingungen beschreiben Szenarien fu¨r Fehlalarme, die
inha¨rent in dem Ho¨henkontrollsystem enthalten sind und auch schon bekannt waren.
182 KAPITEL 9. METHODIK FORMALER FTA
Außerdem zeigt die FTA einige Schwa¨chen der Ho¨henkontrolle auf, die sich aus der Po-
sitionierung der Sensoren ergeben. Die Positionen der Sensoren sind jedoch fest vorgegeben,
so dass diese Schwa¨chen leider nicht beseitigt werden ko¨nnen. Das Fehlalarmrisiko ko¨nnte
jedoch durch die Installation eines Zusatzsensors stark reduziert werden, ohne dabei die
Kollisionsgefahr zu erho¨hen. Obwohl dieser Vorschlag baulich leicht zu realisieren gewesen
wa¨re, ist er leider nicht in die Ho¨henkontrolle u¨bernommen worden.
Phase IV Fu¨r die Auswertung der formalen FTA fassen wir die obigen Ergebnisse noch-
mals zusammen. Im Ho¨henkontrollsystem fu¨r den Elbtunnel fu¨hrt genau ein Situation zu
einer Kollision, na¨mlich das gleichzeitige Passieren eines Sensors von zwei u¨berhohen Fahr-
zeugen. In zwei weiteren Situationen kommt es zu einem Fehlalarm. Die Mo¨glichkeit von
Fehlalarmen war vor unserer Analyse schon bekannt, jedoch nicht, dass mit der gegebe-
nen Steuerung eine Kollision mo¨glich ist. Neben verschiedenen Verbesserungsvorschla¨gen,
die technisch nicht realisierbar sind, konnte die formale FTA einen Verbesserungsvorschlag
ausarbeiten, der leicht realisierbar ist.
Die Ho¨henkontrolle des Hamburger Elbtunnels dient hier zur Veranschaulichung der
Methodik einer lose gekoppelten formalen FTA und ist keine vollsta¨ndige Beschreibung
unserer Untersuchungen. Fu¨r weitere Details der Fallstudie, der formalen Modellierung
und der sicherheitstechnischen Analyse verweisen wir auf [ORS+02, ORS+03].
9.2.2 Eng gekoppelte formale FTA
Fu¨r die Fallstudie
”
Drucktank“ aus Abschnitt 3.1 haben wir in Abschnitt 7.3 eine eng
gekoppelte formale FTA durchgefu¨hrt. Wir fassen hier den methodischen Ablauf nochmals
zusammen.
Phase I Im Fault Tree Handbook [VGRH81] ist schon eine detaillierte Systembeschrei-
bung vorhanden. Deshalb bestand die Anforderungsanalyse in der intensiven Studie dieser
Beschreibung. Auf eine prototypische Implementierung oder Simulation des Systems ha-
ben wir verzichtet, da in dieser Untersuchung keine Kommunikation mit Auftraggebern
stattfand. Wir mussten also unsere Vorstellung vom System niemandem vermitteln.
Phase II In der Sicherheitsanalysephase profitierten wir wiederum vom Fault Tree Hand-
book, das einen (informellen) Fehlerbaum vorgegeben hat. Wir mussten also nur noch
ein formales Modell erstellen. Die Fallstudie Drucktank kann zustandsendlich modelliert
werden, weshalb wir wieder eine Spezifikation mit endlichen Automaten fu¨r die CTL-
Modellpru¨fung erstellt haben (siehe Abbildung 7.2, Seite 144).
Phase III In der Integrationsphase haben wir die Ereignisse des Fehlerbaums formali-
siert. Dazu mussten alle mo¨glichen Ausfa¨lle von Komponenten in das Automatenmodell des
Drucktanks integriert werden, die im Fehlerbaum auftreten. Wir realisierten dies, indem wir
in das Modell des Drucktanks Fehleru¨berga¨nge hinzufu¨gten, die den Ausfall verschiedener
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Hardwarekomponenten modellieren (siehe Abschnitt 7.3). Die Spezifikation von Fehlverhal-
ten mit Statecharts aus Abschnitt 4.3 konnten wir dabei leicht auf die Automatenmodelle
u¨bertragen. Mit diesem modifizierten Modell konnten wir die Ereignisse des Fehlerbaums
formalisieren, die FTA-Gatterbedingungen erzeugen und mittels CTL-Modellpru¨fung nach-
weisen. Die Spezifikation und den Nachweis der Vollsta¨ndigkeitsbedingungen haben wir be-
reits in Abschnitt 7.3 beschrieben. Fu¨r weitere Details verweisen wir auf diesen Abschnitt
und auf [TS03].
Phase IV Als Ergebnis der eng gekoppelten formalen FTA erhalten wir einen vollsta¨ndi-
gen Fehlerbaum und ein sicherheitsgepru¨ftes, formales Modell fu¨r den Drucktank. Mit den
qualitativen und quantitativen Sicherheitsanalyseergebnissen aus dem Fault Tree Handbook
[VGRH81] ko¨nnen wir die Gu¨te des um Komponentenausfa¨lle erweiterten formalen Mo-
dells bewerten. Sie sind in Abschnitt 3.1.1 zusammengefasst. Es hat sich aber gezeigt, dass
selbst ein informell gut untersuchtes Beispiel wie der Drucktank, von einer formalen FTA
pra¨zisiert werden kann. Wir haben, wie erwartet, keine Fehler in der Analyse gefunden,
jedoch ist ein Gatter, das informell als Zerlegungsgatter beschrieben ist, u¨ber dem formalen
Modell ein Ursache/Wirkungs-Gatter.
9.3 Zusammenfassung
Wir haben eine Methodik zur Anwendung der formalen FTA entwickelt und erfolgreich an
zwei Beispielen demonstriert. Die Ho¨henkontrolle des Elbtunnels demonstrierte die lose ge-
koppelte formale FTA und der Drucktank die eng gekoppelte formale FTA. Der Drucktank
wurde bereits ausfu¨hrlich diskutiert und haben wir haben uns bei diesem Beispiel auf die
Vorgehensweise der formalen FTA konzentriert. Ein weiteres Beispiel einer eng gekoppelten
formalen FTA pra¨sentieren wir im folgenden Kapitel.
Die Beispiele zeigen, dass beide Auspra¨gungen der formalen FTA zur sicherheitstech-
nischen Untersuchung realer Anwendungen eingesetzt werden ko¨nnen. Die eng gekoppelte
formale FTA ist aufwendiger, garantiert dafu¨r aber ein Ho¨chstmaß an Sicherheit. Fu¨r den
Einsatz in realen Projekten ist es deshalb wichtig, zwischen Kosten und Sicherheit ab-
zuwa¨gen. Fu¨r eine Einscha¨tzung, welchen Sicherheitsgewinn die eng gekoppelte formale
FTA gegenu¨ber der lose gekoppelten formalen FTA bringt und welche Zusatzkosten dafu¨r
entstehen, ist es noch zu fru¨h. Dazu mu¨ssen noch eine Reihe von Studien, mo¨glichst im
industriellen Umfeld, durchgefu¨hrt werden. Die obigen Beispiele zeigen jedoch, dass sowohl
die lose als auch die eng gekoppelte formale FTA in realen Anwendungen, mit den in dieser
Arbeit geschaffenen Grundlagen, durchgefu¨hrt werden ko¨nnen.
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KAPITEL 10
Formale FTA: Funkbasierter Bahnu¨bergang
Die KIV Spezifikation des funkbasierten Bahnu¨bergangs (kurz FunkFahrBetrieb, FFB)
entha¨lt den Kern der Fallstudie aus Abschnitt 3.2. Wir haben in der Spezifikation Verein-
fachungen gegenu¨ber dem vollsta¨ndigen Modell des funkbasierten Bahnu¨bergangs dahin-
gehend vorgenommen, dass Schranken und Lichtzeichenanlagen nicht explizit modelliert
sind, sondern nur deren Funktionalita¨t — erha¨lt der Bahnu¨bergang einen Schließbefehl,
so ist er nach einer gewissen Zeit gesichert. Bei der Spezifikation des Zugs wurde auf die
Modellierung der manuellen Freigabe verzichtet. Diese etwas vereinfachte Version des FFBs
haben wir mit Statecharts in KIV modelliert, die informelle FTA aus Abschnitt 3.2.1 for-
malisiert und daraus die Vollsta¨ndigkeitsbedingungen fu¨r die Fehlerbaumgatter erzeugt
und nachgewiesen.
10.1 Spezifikation
Die Spezifikation des funkbasierten Bahnu¨bergangs ist in Abbildung 10.1 in graphischer
Notation dargestellt. Die textuelle Repra¨sentation in KIV-Syntax folgt ausschnittsweise
im na¨chsten Kapitel und vollsta¨ndig im Anhang D. Der FFB besteht aus drei Oder -
Zusta¨nden, der Zug- und Bahnu¨bergangsteuerung und der Kommunikationsschnittstelle.
Alle drei Komponenten laufen parallel im Statechart ffb. Fu¨r die formale FTA spezifizieren
wir auch Fehlverhalten oder Ausfa¨lle von Komponenten. Diese Fehleru¨berga¨nge sind in Ab-
bildung 10.1 als hinterlegte U¨berga¨nge oder statische Reaktionen dargestellt. Beschra¨nken
wir uns bei den Erla¨uterungen zur FFB-Spezifikation zuna¨chst auf ein korrekt funktio-
nierendes System (ohne Fehleru¨berga¨nge) und betrachten Ausfa¨lle von Komponenten im
Anschluss.
Die Kommunikation u¨bermittelt die Signale zwischen dem Zug und dem Bahnu¨ber-
gang, die dabei verzo¨gert werden. Fu¨r die Modellierung der verzo¨gerten Signale beno¨tigen
wir zwei Bezeichner, die sich auf dasselbe Signal beziehen. Ein Signal wird vom Zug bzw.
Bahnu¨bergang gesendet und mit tiefgestellten snd gekennzeichnet, das zweite Signal wird
vom Bahnu¨bergang bzw. Zug empfangen und mit tiefgestelltem rcv gekennzeichnet. Die
Kommunikationsschnittstelle vermittelt die Signale zwischen dem Zug und dem Bahnu¨ber-
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Abbildung 10.1: Funkbasierter Bahnu¨bergang
gang. So wird z. B. in der statischen Reaktion sr3 mit tm(closesnd, tcc)/closercv
1 der Schließ-
befehl vom Zug closesnd durch ein Timeout-Ereignis verzo¨gert an den Bahnu¨bergang als
closercv gesendet. Der Bahnu¨bergang erha¨lt um tcc Zeiteinheiten verzo¨gert den Schließbe-
fehl.
Der Zug train berechnet mit der statischen Reaktion sr1 in jedem Makro-Schritt seine
neue Position und Geschwindigkeit. Ein Makro-Schritt entspricht einer Zeiteinheit, so dass
in jedem Makro-Schritt die Position um vm
s
∗1s = v m erho¨ht wird. Zur Vereinfachung gehen
wir davon aus, dass der Zug nicht beschleunigt und damit eine konstante Geschwindigkeit
fa¨hrt, falls er nicht vor einem ungesicherten Bahnu¨bergang abbremsen muss.
Zur Erla¨uterung der Kontrolllogik sehen wir uns das darunterliegende Modell zum Be-
rechnen der Brems- und Einschaltpunkte in Abbildung 10.2 an. Der Punkt gp kennzeichnet
den Gefahrenpunkt, also den Punkt, an dem der Zug anhalten muss, wenn der Bahnu¨ber-
gang nicht geschlossen ist. Um vor dem Gefahrenpunkt zum Stehen zu kommen, muss
der Zug an der Position posbrk, dem Bremseinschaltpunkt, anfangen zu bremsen. An die-
ser Stelle muss der Zugsteuerung also bekannt sein, ob der Bahnu¨bergang gesichert ist,
oder nicht. Dazu fragt die Zugsteuerung am Punkt posstatus den Status (gesichert oder
ungesichert) des Bahnu¨bergangs ab. Dieser Punkt liegt vor dem Bremseinschaltpunkt, um
die Laufzeiten fu¨r die Kommunikation zu beru¨cksichtigen. Damit der Bahnu¨bergang ge-
schlossen ist, wenn er die Statusabfrage erha¨lt, sendet der Zug an der Position posclose
den Schließbefehl. Dieser Punkt liegt wiederum soweit vor dem Punkt posstatus, dass dem
Bahnu¨bergang genu¨gend Zeit zum Schließen bleibt. Die genauen Entfernungen von posclose,
posstatus und posbrk zum Gefahrenpunkt gp betrachten wir im Unterabschnitt 10.1.2





Kehren wir nun wieder zur Abbildung 10.1 zuru¨ck. Im Folgenden sei pos die aktuelle
Position des Zuges, v die aktuelle Geschwindigkeit, a die aktuelle Beschleunigung und gp
der Gefahrenpunkt
”
Bahnu¨bergang“. Das Pra¨dikat close(pos, v, a, gp) verwendet diese vier
Parameter um zu bestimmen, ob sich der Zug an der Position posclose befindet und dem
Bahnu¨bergang der Schließbefehl gesendet werden muss. Sobald close(pos, v, a, gp) wahr
ist, sendet der Zug einen Schließbefehl closesnd u¨ber die Kommunikationsschnittstelle an
den Bahnu¨bergang. Nach der Verzo¨gerungszeit tcc reicht die Kommunikation den Befehl
closercv an den Bahnu¨bergang weiter und dieser schließt die Schranken. Dazu wechselt
der Bahnu¨bergang in den Zustand closing. In closing werden die Schranken geschlossen.
Nach tccl Zeiteinheiten sind die Schranken dann geschlossen und der Bahnu¨bergang nimmt,
durch das Timeout-Ereignis tm(en(closing), tccl)
2 ausgelo¨st, den Zustand closed ein. An der
Position posstatus ist request(pos, v, a, gp) wahr und der Zug stellt, wieder durch die Kom-
munikation vermittelt, die Statusabfrage. Im gesicherten Zustand closed beantwortet die
Bahnu¨bergangsteuerung die Statusabfrage mit acksnd, ansonsten wird sie verworfen. Wenn
innerhalb der u¨blichen Kommunikationszeit tcst1 + tcst2 der Zug die Besta¨tigung ackrcv
erha¨lt, passiert er den Bahnu¨bergang, ansonsten bremst er mit der maximalen Verzo¨ge-
rung abrk ab und kommt vor dem Gefahrenpunkt Bahnu¨bergang (gp in Abbildung 10.2)
zum Stehen. Damit der Straßenverkehr nicht unno¨tig blockiert wird, o¨ffnet der Bahnu¨ber-
gang die Schranken, wenn der Zug u¨ber den Gefahrenpunkt hinausfa¨hrt (pos ≥ gp + 1)
oder die Schranken zu lange geschlossen sind (tm(en(closed), tmax)).
10.1.1 Spezifikation von Fehlverhalten
Bisher haben wir das Soll-Verhalten des FFBs besprochen. Formale Modelle beschra¨nken
sich meist auf die Modellierung des Soll-Verhaltens. Mit der formalen FTA ko¨nnen wir
jedoch auch Ausfa¨lle oder Defekte von Komponenten betrachten. Wir betrachten im Fol-
genden einen Bremsausfall des Zugs, den Ausfall der Kommunikationsschnittstelle, ein
fehlerhaftes Senden der Freigabe und ein vorzeitiges O¨ffnen der Schranken. Diese Defekte
oder Ausfa¨lle sind in Abbildung 10.1 hinterlegt dargestellt.
2en(closing) kennzeichnet das Betreten von closing (en: entering).
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Der Bremsausfall wird durch einen zusa¨tzlichen U¨bergang von wfs nach brake mo-
delliert. Der Zustand brake wird aktiv, wenn der Zug bremst. Der zusa¨tzliche U¨bergang
ermo¨glicht es, nach brake zu gelangen, ohne die Verzo¨gerung auf abrk zu setzen. Der Zug
befindet sich im Zustand brake, ohne wirklich zu bremsen.
Analog modellieren die zusa¨tzlichen statischen Reaktionen in communication, den Aus-
fall der Kommunikation. Zu jeder statischen Reaktion fu¨gen wir eine zweite mit gleicher
Aktivierungsbedingung hinzu, die deshalb in Konflikt steht und indeterministisch gewa¨hlt
wird, die aber kein Ereignis sendet. Die zusa¨tzliche statische Reaktion modelliert also den
Ausfall der Kommunikation.
Schließlich modellieren wir die Fehler im Bahnu¨bergang crossing durch zusa¨tzliche boo-
lesche Fehlerbedingungen, die in jedem Makro-Schritt einen zufa¨lligen Wert bekommen.
Wird errcl wahr, kann eine Statusabfrage selbst dann mit einer Freigabe quittiert werden,
wenn der Bahnu¨bergang nicht gesichert ist. Falls errop wahr ist, ko¨nnen die Schranken
fru¨hzeitig geo¨ffnet werden, d. h. bevor der Zug passiert hat (pos ≥ gp) bzw. der Timeout
tm(en(closed), tmax) den Bahnu¨bergang veranlasst, die Schranken wieder zu o¨ffnen.
10.1.2 Bremskurvenberechnung
Wir gehen fu¨r die Fallstudie FFB davon aus, dass die Beschleunigung entweder Null ist,
der Zug also eine konstante Geschwindigkeit fa¨hrt, oder gleich der maximalen Verzo¨gerung
abrk und der Zug bremst, um vor dem Bahnu¨bergang zum Stehen zu kommen.
Betrachten wir nochmals die Bremskurve in Abbildung 10.2. Die Berechnung der Punk-
te, an denen der Zug dem Bahnu¨bergang ein Schließsignal bzw. die Statusabfrage sendet,
basieren auf der Berechnung des Bremseinsatzpunktes. Zwischen der Statusabfrage am
Punkt posstatus und dem Bremseinsatzpunkt posbrk vergeht Zeit fu¨r die Kommunikation
(Verbindungsaufbau, Senden der Daten, . . .). Das Versenden der Statusabfrage vom Zug
zum Bahnu¨bergang beno¨tigt die Zeit tcst1 , das Senden der Freigabe vom Bahnu¨bergang
zum Zug nochmals tcst2 Zeiteinheiten. Da der Zug eine konstante Geschwindigkeit v fa¨hrt,
liegt der Punkt posstatus um (tcst1 + tcst2) ∗ v vor posbrk. Zwischen dem Schließsignal am
Punkt posclose und dem Bremseinsatzpunkt muss das Schließsignal an den Bahnu¨bergang
gesendet werden (Dauer: tcc) und der Bahnu¨bergang schließen (Dauer: tccl). Der Bahnu¨ber-
gang muss vollsta¨ndig geschlossen sein, wenn die Statusabfrage den Bahnu¨bergang erreicht.
Deshalb muss noch die Antwortzeit fu¨r die Statusabfrage beru¨cksichtigt werden. Damit
muss posclose um (tcc + tccl + tcst2) ∗ v vor dem Bremseinsatzpunkt liegen. Den zeitlichen







Die Zeitkonstanten tcc, tcst1 und tcst2 ko¨nnen unterschiedlich gewa¨hlt werden und so ver-
schieden lange Kommunikationszeiten modellieren. Soll jede Kommunikation die gleiche
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Zeit beno¨tigen, wa¨hlen wir tcst1 = tcst2 = tcc. Zum Zeitpunkt closed mu¨ssen die Schranken
geschlossen sein, bei brake beginnt der Bremsvorgang. Dementsprechend muss bei close
der Schließvorgang eingeleitet und bei status die Statusabfrage gesendet werden.
Mit der Distanz braked(v, abrk), die der Zug beim Bremsvorgang zuru¨cklegt, ist dann
closed(v, abrk) die Distanz zum Gefahrenpunkt Bahnu¨bergang, bei der man das Schließsi-
gnal senden muss und statusd(v, abrk) die Distanz, bei der man den Status abfragen muss.
closed(v, abrk) := braked(v, abrk) + (tcc + tccl + tcst2) ∗ v + v
statusd(v, abrk) := braked(v, abrk) + (tcst1 + tcst2) ∗ v + v
Dem Bahnu¨bergang muss dann an der Position der Schließbefehl bzw. die Statusabfrage
gesendet werden, an dem die oben definierten Distanzen zum Gefahrenpunkt Bahnu¨ber-
gang gp unterschritten werden. Der zusa¨tzliche Abstand von v ist notwendig, da der Zug,
wenn er noch vor der entsprechenden Position ist, im folgenden Makro-Schritt diese Po-
sition schon um maximal v u¨berschritten haben kann. Wir ko¨nnen nun die Pra¨dikate
close(pos, v, abrk, gp) und request(pos, v, abrk, gp) aus Abbildung 10.1 definieren.
close(pos, v, abrk, gp) :⇔ pos ≥ gp− closed(v, abrk)
request(pos, v, abrk, gp) :⇔ pos ≥ gp− statusd(v, abrk)
Bleibt noch zu zeigen, wie sich die Bremsdistanz braked(v, abrk) berechnet. Die Zugsteue-
rung verzo¨gert wa¨hrend des Bremsvorgangs mit a := abrk. Wa¨hrend jedes Makro-Schrittes
wird die Zuggeschwindigkeit und -position mit der statischen Reaktion
tick/pos := pos+ v; if v > a then v := v − a else v := 0
berechnet. Fu¨r die Verzo¨gerung a0 und die Ausgangsgeschwindigkeit v0 vor Beginn des




v0 − i ∗ a).
Der Zug bremst v0/a Makro-Schritte mit der Verzo¨gerung a und legt dabei im i-ten Makro-
Schritt die Distanz v0− i ∗ a zuru¨ck. Damit berechnet sich die Bremsdistanz fu¨r a > 0 mit
einem Sicherheitsabstand von v zu
braked(v0, a) = (
v0/a∑
i=0












(v0/a+ 1)(2v0 − a(v0/a))
2
+ v.
Die benutzten Funktionen sind fu¨r die Fallstudie algebraisch spezifiziert worden. Die Funk-
tion ./. : nat × nat → nat berechnet die Division auf natu¨rlichen Zahlen (bei nicht ganz-
zahligem Ergebnis wird abgerundet, siehe Spezifikation nat-div, Seite 248). Die Sorte nat
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ist in der algebraischen Spezifikation nat-basic1, Seite 250, spezifiziert, die Funktionen
. + . in nat-basic1, Seite 250, die Funktion . − . in nat, Seite 249 und die Funktion . ∗ .
in nat-mult, Seite 249. Auf diesen Spezifikationen aufbauend sind schließlich in ffb-math,
Seite 247 die Funktionen braked(v, abrk), closed(v, abrk) und statusd(v, abrk) sowie die Pra¨di-
kate close(pos, v, abrk, gp) und request(pos, v, abrk, gp) definiert.
Diese Spezifikationen bilden die mathematischen Grundlagen fu¨r die Statechart-Mo-
dellierung des FFBs. Die KIV-Spezifikation fu¨r das Statechart train findet sich in der
Spezifikation train-ctrl, Seite 244, fu¨r communication in der Spezifikation communication,
Seite 245, fu¨r crossing in Spezifikation crossing-ctrl, Seite 246 und das Statechart ffb fasst
in der Spezifikation ffb, Seite 243, diese drei Statecharts zu einem Und -Zustand zusammen.
10.2 FTA: Kollision im funkbasierten Bahnu¨bergang
Betrachten wir nun die FTA des funkbasierten Bahnu¨bergangs, die in Abbildung 10.3 dar-
gestellt ist. Der Fehlerbaum unterscheidet sich geringfu¨gig von der FTA aus Abschnitt 3.2,
da wir hier nur einen Ausschnitt der gesamten Fallstudie spezifiziert haben. Beim Zug wur-
de beispielsweise das Odometer und die Bremsen nicht detaillierter spezifiziert und deshalb
werden diese Komponenten auch im Fehlerbaum nicht beru¨cksichtigt, d. h. die Ereignisse f)
und h) sind Basisereignisse und werden im Vergleich zum Fehlerbaum aus Abschnitt 3.2.1
nicht weiter untersucht. Ein weiterer Unterschied besteht darin, dass Ursachen, die nicht
notwendigerweise zu einer Wirkung fu¨hren, im formalen Fehlerbaum explizit durch Block -
Gatter gekennzeichnet sind (siehe Abschnitt 5.1, Motivation der FTA-Semantik). Im ur-
spru¨nglichen Fehlerbaum sind diese Block -Gatter nicht vorhanden, sondern implizit in den
Oder -Gattern enthalten. Die formale FTA konkretisiert hier die informelle FTA.
Die modellierten Hardwareausfa¨lle sind als Bla¨tter im Fehlerbaum zu finden. Ereignis
f) repra¨sentiert den Bremsausfall, d. h. das Statechart befindet sich im Zustand brake, der
Zug bremst aber nicht (a = 0). Die Ereignisse h) und j) sind Softwarefehler, die nicht
eintreten sollten. Das Senden der Freigabe bei geo¨ffneten Schranken (errcl) findet sich in
Ereignis o) und ein fehlerhaftes
”
Zug passiert“ Signal (errop) in Ereignis q). Das (zu fru¨he)
o¨ffnen der Schranken durch den Timeout findet sich in Ereignis r). Dies ist ein
”
softer“
Fehler, der durch eine gea¨nderte Kontrollsteuerung verhindert werden kann (die maximale




Unterhalb des Fehlerbaums befindet sich die Formalisierung der einzelnen Ereignis-
se a) - r) des Fehlerbaums. Z. B. ist das Top-Ereignis Kollision, a), durch ϕa := pos =
gp ∧ ¬ closed formalisiert. Zusta¨nde und Variablen entsprechen den Bezeichnern aus Ab-
bildung 10.1, die Konstanten und Definition der Bremsdistanz braked haben wir im vor-
hergehenden Abschnitt 10.1.2 besprochen (wfscnt in ϕh und closedcnt in ϕr entsprechen der
Zeit, die im Zustand wfs bzw. closed verbracht wurde).
Da sowohl acksnd als auch ackrcv punktuelle Ereignisse im Statechart-Modell und nur





(keine) Freigabe erhalten“ eine Variable acksentsnd (acksentrcv) als Merker.
acksentsnd (acksentrcv) ist dann wahr, wenn der Bahnu¨bergang die Freigabe schon gesendet






































































ϕa :=pos = gp ∧ ¬ closed
ϕb :=pos = gp ∧ ¬ closed ∧ ¬ acksentrcv
ϕc :=¬ closed
ϕd :=pos = gp ∧ ¬ acksentrcv
ϕe :=a 6= abrk ∧ pos ≤ gp ∧ ¬ acksentrcv ∧
pos ≥ gp - braked(v, abrk)
ϕf :=brake ∧ a6= abrk
ϕg :=¬ brake ∧ pos ≤ gp ∧ ¬ acksentrcv ∧
pos ≥ gp - braked(v, abrk)
ϕk := pos = gp ∧ ¬ closed ∧ acksentrcv
ϕl := pos = gp
ϕm :=¬ closed ∧ acksentrcv
ϕn :=¬ closed ∧ acksentsnd






∧ closed ∧ ◦ open
ϕq := pos ≥ gp + 1 ∨ errop
ϕr := closedcnt ≥ tmax
ϕh :=wfs ∧ ¬ acksentrcv ∧ pos ≥ gp - (braked(v,abrk)+(tcst1 + tcst2 - wfscnt) * v)
ϕi := wfc ∧ pos ≥ gp - (braked(v,abrk) +(tcst1 + tcst2) * v)
ϕj :=idle ∧ pos ≥ gp - (braked(v, abrk) + (tcst1 + tcst2) * v)
Abbildung 10.3: FTA: Kollision
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hat bzw. der Zug schon die Freigabe erhalten hat. Um dies zu erreichen, spezifizieren wir
die ITL-Formeln
ϕsnd := ¬ acksentsnd ∧ 2acksnd → ack
′′
sentsnd




ϕrcv := ¬ acksentrcv ∧ 2ackrcv → ack
′′
sentrcv ∧ ¬ ackrcv → ack
′′
sentrcv = acksentrcv .
ϕsnd beobachtet das Ereignis acksnd und bei Eintreten wird acksentsnd gesetzt. Wenn acksnd
nicht eintritt, bleibt acksentsnd unvera¨ndert. Da acksentsnd mit false initialisiert wird, ist
acksentsnd immer dann wahr, wenn irgendwann einmal zuvor acksnd gegolten hat. Ent-
sprechendes gilt fu¨r acksentrcv . Fu¨r den Nachweis der Vollsta¨ndigkeitsbedingungen fu¨gen
wir die Formeln ϕsnd und ϕrcv zum Statechart ffb hinzu, d. h. das Statechart ffb, ϕsnd
und ϕrcv bilden die Systembeschreibung. So ko¨nnen wir in den formalisierten Ereignissen
des Fehlerbaums u¨ber acksentrcv und acksentsnd sprechen. Da sowohl ϕsnd als auch ϕrcv nur
Statechart-Variablen beobachten, schra¨nken sie das Verhalten des Statecharts ffb nicht ein.
Betrachten wir nun die Vollsta¨ndigkeitsbedingungen, die sich aus der obigen Formalisie-
rung der Fehlerbaum-Ereignisse ergibt. Im Fehlerbaum in Abbildung 10.3 sind die Gatter
mit g1 - g10 gekennzeichnet und mit Ihrem Typ beschriftet. Hat ein Gatter nur eine Ursa-
che (wie z. B. g2), mu¨ssen wir nur zwischen UW - und Z -Gatter unterscheiden, denn die
Formalisierung von Oder -, Und - bzw. Block -Gatter (mit Nebenbedingung true) fallen in
diesem Fall zusammen.
In Tabelle 10.1 zeigen wir ausfu¨hrlich die ersten 4 Gatter des linken Teilbaums fu¨r
den Fehlerbaum Kollision. In der Tabelle links ist das Gatter aus dem Fehlerbaum dar-
gestellt, in der Mitte die Semantik des Gatters nach Abschnitt 5.3.1 und rechts die In-




x2ϕa → ϕb ∨ ϕk
x2(pos = gp ∧ ¬closed) →
((pos = gp ∧ ¬closed ∧ ¬acksentrcv) ∨





x2(ϕb → ϕc ∧ ϕd)
x2(pos = gp ∧ ¬closed ∧ ¬acksentrcv) →




¬ (¬ x3(ϕe) ; i3ϕd)
¬(¬ x3((a 6= abrk ∧ ¬acksentrcv ∧ pos ≤ gp ∧
pos ≥ gp− braked(v, abrk))) ;




¬ (¬ x3(ϕf ∨ ϕg) ; i3ϕe)
¬(¬ x3((brake ∧ a 6= abrk) ∨
(¬ brake ∧ ¬acksentrcv ∧ pos ≤ gp ∧
pos ≥ gp− braked(v, abrk))) ;
i3(a 6= abrk ∧ ¬acksentrcv ∧ pos ≤ gp ∧
pos ≥ gp− braked(v, abrk)))
Tabelle 10.1: Formalisierung der Gatter (I)
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nur die instantiierte Vollsta¨ndigkeitsbedingung an. Fu¨r ein Gatter gi entspricht ϕgi der
Vollsta¨ndigkeitsbedingung fu¨r das Gatter. Die Gatterbedingung g8 beno¨tigt z. B. die oben
ϕg5 := x2(a 6= abrk ∧ pos ≤ gp ∧ ¬acksentrcv ∧ pos ≥ gp− braked(v, abrk)) →
((wfs∧¬acksentrcv ∧pos ≥ gp−(braked(v, abrk)+(tcst1 + tcst2−wfscnt)∗v))
∨ (wfc ∧ pos ≥ gp− (braked(v, abrk) + (tcst1 + tcst2) ∗ v)))
ϕg6 := ¬(¬ x3(idle ∧ pos ≥ gp− (braked(v, abrk) + (tcst1 + tcst2) ∗ v)) ;
i3(wfc ∧ pos ≥ gp− (braked(v, abrk) + (tcst1 + tcst2) ∗ v))
ϕg7 := x2(pos = gp ∧ ¬closed ∧ acksentrcv) → (pos = gp) ∧ (¬closed ∧ acksentrcv)
ϕg8 := x2(¬closed ∧ acksentrcv) → (¬closed ∧ acksentsnd)
ϕg9 := ¬(¬ x3((¬closed ∧ ack
′′
sentsnd





∧ closed ∧ ◦open) →
(pos ≥ gp+ 1 ∨ errop) ∨ (closedcnt ≥ tmax)
Tabelle 10.2: Formalisierung der Gatter (II)
beschriebene Variable acksentsnd zum Beobachten, dass der Bahnu¨bergang eine Freigabe
gesendet hat. Damit beschreibt das Gatter g8, dass der Zug (bei geo¨ffneten Schranken) nur
eine Freigabe erhalten hat (acksentrcv), wenn (bei geo¨ffneten Schranken) der Bahnu¨bergang
irgendwann einmal eine Freigabe gesendet hat (beobachtet durch acksentsnd). Es werden al-
so keine Freigaben generiert. Diese Bedingung ist wahr, da Defekte in der Kommunikation
nur dahingehend auftreten ko¨nnen, dass sie Signale nicht weitersenden. Die Kommunika-
tionsschnittstelle erzeugt keine Signale, auch nicht fa¨lschlicherweise.
10.2.1 Nachweis der Vollsta¨ndigkeit
Fu¨r den Nachweis der Vollsta¨ndigkeit mu¨ssen wir die Gatterbedingungen ϕgi nachweisen.
Der Fehlerbaum gibt uns eine Zerlegung der Ursachen fu¨r die Kollision auf die Kompo-
nenten des FFBs vor. Sobald wir nur u¨ber Ereignisse einer Komponente sprechen, ko¨nnen
wir den Nachweis lokal u¨ber diese Komponente fu¨hren. Aus dem Fehlerbaum aus Abbil-
dung 10.3 ergibt sich, dass die Gatterbedingungen g1, g2, g7 und g8 u¨ber dem gesamten
Statechart ffb gefu¨hrt werden mu¨ssen. Die Gatterbedingungen g3 – g6 ko¨nnen u¨ber dem
Statechart train, die Gatterbedingungen g9 und g10 u¨ber dem Statechart crossing gezeigt
werden.
Bemerkung Um den Nachweis der Gatterbedingungen u¨ber den Statecharts train und
crossing auf das Gesamtchart ffb liften zu ko¨nnen, beno¨tigen wir eine kompositionale State-
chart Semantik (die in dieser Arbeit vorgestellte Semantik ist nicht kompositional). Zur
Demonstration der formalen FTA wurde dieser Punkt hier vernachla¨ssigt und die Gatter-
bedingungen trotzdem lokal nachgewiesen. Das Beispiel zeigt aber, dass eine komponen-
tenbasierte Beweisunterstu¨tzung fu¨r Statecharts eine wichtige Weiterentwicklung ist.
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Ein Statecharts SC (ffb, train oder crossing) beschreibt alle Abla¨ufe, die die Voll-
sta¨ndigkeitsbedingungen erfu¨llen sollen und ist deshalb eine Vorbedingung fu¨r ϕgi . Der
Nachweis beginnt in einer initialen Konfiguration des Statecharts, die ŜC beschreibt. Ei-
ne zusa¨tzliche Vorbedingung sind die oben beschriebenen Formeln ϕsnd und ϕrcv, die das
Senden bzw. Empfangen der Freigabe beobachten. ϕsnd bzw. ϕrcv werden in den Vorausset-
zungen nur dann beno¨tigt, wenn die nachzuweisende Vollsta¨ndigkeitsbedingung acksentsnd
bzw. acksentrcv verwendet werden.
Diese Vorbedingungen genu¨gen fu¨r den Nachweis der Gatterbedingungen u¨ber der Kom-
ponente Zug jedoch noch nicht. Startet die Statechart-Steuerung erst, wenn der Zug schon
den Schließzeitpunkt passiert hat, kann die Steuerung nicht mehr rechtzeitig den Bahnu¨ber-
gang sichern bzw. den Zug abbremsen. Der Zug fa¨hrt in einen ungesicherten Bahnu¨bergang
ein. Deshalb mu¨ssen wir fu¨r den Nachweis der Vollsta¨ndigkeit u¨ber der Komponenten Zug
verlangen, dass sich der Zug zu Beginn noch
”
weit genug“ vom Bahnu¨bergang entfernt
befindet. Es muss zu Beginn also ¬ close(pos, v, abrk, gp) gelten. Wir fassen die nachzuwei-
senden Vollsta¨ndigkeitsbedingungen in der Tabelle zusammen.
Gatter Vollsta¨ndigkeitsbedingung
g1 : ffb ∧ ϕrcv → ϕg1
g2 : ffb ∧ ϕrcv → ϕg2
g3 : t̂rain ∧ ϕrcv ∧ ¬ close(pos, v, abrk, gp) → ϕg3
g4 : t̂rain ∧ ϕrcv ∧ ¬ close(pos, v, abrk, gp) → ϕg4
g5 : t̂rain ∧ ϕrcv ∧ ¬ close(pos, v, abrk, gp) → ϕg5
g6 : t̂rain ∧ ϕrcv ∧ ¬ close(pos, v, abrk, gp) → ϕg6
g7 : ffb ∧ ϕrcv → ϕg7
g8 : ffb ∧ ϕsnd ∧ ϕrcv → ϕg8
g9 : ̂crossing ∧ ϕsnd → ϕg9
g10 : ̂crossing ∧ ϕsnd → ϕg10
Tabelle 10.3: Vollsta¨ndigkeitsbedingungen
Bis auf die Bedingungen fu¨r die Gatter g3 und g8 haben wir alle Vollsta¨ndigkeitsbe-
dingungen fu¨r den FFB nachgewiesen. Dabei hat sich ein typischer Automatisierungsgrad
(Anzahl Benutzerinteraktionen gegenu¨ber der Anzahl der Beweisschritte) von ca. 80% ge-
zeigt. Die Beweisgro¨ße liegt dabei in der Gro¨ßenordnung von 100–500 Beweisschritten. Die
meisten interaktiven Beweisschritte sind dabei die Anwendung der sc unwind -Regel zum
Ausfu¨hren der Statecharts und das Anwenden der Induktionshypothese. Die Anwendung
dieser beiden Regeln wurden fu¨r die Beweise nicht durch Heuristiken automatisiert, da es
bei den relativ komplizierten Beweisen sehr wichtig ist, den U¨berblick u¨ber den Beweisfort-
gang zu erhalten. Die Zustandskonfiguration erkennt man leicht an der Variablenbelegung,
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die vor Anwendung der sc unwind -Regel gilt.
10.3 Verwandte Arbeiten
In [KT02] haben wir eine Modellierung des FFBs mit STATEMATE-Statecharts pra¨sentiert
und diese in [RST00b, RST00a] sicherheitstechnisch untersucht. Dabei haben wir uns an
die Fallstudienbeschreibung aus [JS99] gehalten, in der die Schranken- und Lichtzeichenan-
lagen explizit modelliert sind und ebenfalls ausfallen ko¨nnen. Die Fallstudienbeschreibung
aus [JS99] dient dem Schwerpunktprogramm
”
Integration von Techniken der Softwarespe-
zifikation fu¨r ingenieurwissenschaftliche Anwendungen“ [Sof98] der Deutschen Forschungs-
gemeinschaft als Referenzfallstudie fu¨r verschiedene Modellierungstechniken.
Die STATEMATE-Spezifikation aus [KT02] dient auch Klose als Grundlage fu¨r die LSC-
Verifikation [Klo03]. LSCs (Live Sequence Charts, [DH99, DH98]) sind eine Erweiterung
von Message Sequence Charts (MSCs, [IT00]) und Sequenzdiagrammen (SD) der Unified
Modelling Language (UML, [OMG03]). LSCs beschreiben formal den Ablauf der Kom-
munikation zwischen verschiedenen Komponenten einer Spezifikation. Klose verwendet in
[Klo03] LSCs zur Beschreibung von Anforderungen einer STATEMATE-Spezifikation. Diese
Anforderungen werden mit dem Modellpru¨fer STVE (Statemate Verification Environment,
[BDW00]) fu¨r ein STATEMATE-Modell nachgewiesen. In seiner Arbeit hat Klose fu¨r eine
ganze Reihe von erwu¨nschten und unerwu¨nschten Szenarien gezeigt, dass sich das STATE-
MATE-Modell wie erwartet verha¨lt. Ungewu¨nschte Szenarien beschreiben den Ablauf mit
defekten Komponenten (Schranken, Lichtzeichen, . . .). Kann der Bahnu¨bergang nicht gesi-
chert werden, reagiert die Zugsteuerung trotzdem wie gewu¨nscht und der Zug passiert den
Bahnu¨bergang nicht.
Hoenicke spezifiziert in [Hoe99] den FFB mit der kombinierten Spezifikationssprache
CSP-OZ-DC [HO02b, HO02a]. In dem integrierten Ansatz dient CSP (Communicating Se-
quential Processes, [Hoa85]) zur Spezifikation des Kommunikationsverhaltens, OZ (Object-
Z, [Smi00]) zur Beschreibung der Operationen auf Daten und den A¨nderungen im Zustands-
raum bei Zustandsu¨berga¨ngen und schließlich DC (Duration Calculus, [ZH97, ZHR91]) zur
Beschreibung des Realzeitverhaltens des Modells. Der DC ist u¨ber einem kontinuierlichen
Zeitmodell definiert. Deshalb basiert in [Hoe99] die Berechnung der Bremskurve auch auf
einem kontinuierlichen Zeitmodell, wa¨hrend wir ein diskretes Zeitmodell gewa¨hlt haben.
10.4 Zusammenfassung
Die formale FTA der Fallstudie FFB zeigt, dass der in dieser Arbeit entwickelte Ansatz
zur formalen Sicherheitspru¨fung hochkritischer Systeme mo¨glich ist. Dies gilt auch fu¨r
zustandsunendliche Systeme, deren Vollsta¨ndigkeitsbedingungen nicht mehr automatisch
nachgewiesen werden ko¨nnen. Die Spezifikation des FFBs ist zustandsunendlich, denn die
Position und Geschwindigkeit des Zugs sind u¨ber natu¨rlichen Zahlen mit nicht endlichem
Wertebereich definiert. Desweiteren sind z. B. fu¨r die Bestimmung des Bremseinsatzpunk-
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tes komplexe Pra¨dikate u¨ber Funktionen mit Multiplikation und Division notwendig, die
nicht von Entscheidungsprozeduren u¨ber natu¨rlichen Zahlen gelo¨st werden ko¨nnen. Da-
zu beno¨tigen wir die interaktive Statechart-Verifikation, deren Anwendbarkeit hier gezeigt
wurde.
Die Bemerkung in Abschnitt 10.2.1 zeigt aber, dass die Mo¨glichkeit zur Modularisie-
rung der Beweise eine wichtige Weiterentwicklung ist, um die Komplexita¨t der Beweise u¨ber
parallelen Statecharts zu reduzieren. Problemlos gestaltet sich die interaktive Verifikation
u¨ber Oder -Zusta¨nde, da dort die Kombinationsmo¨glichkeiten der U¨berga¨nge durch Priori-




Wir haben ein Werkzeug geschaffen, mit dem wir die Anwendung der formalen FTA
durchga¨ngig unterstu¨tzen. Die Werkzeugunterstu¨tzung ist in das KIV-System integriert,
das wir in Kapitel 6 schon kurz vorgestellt haben. Wir ko¨nnen nun fu¨r die formale FTA
dynamische Systeme mit i) Statecharts spezifizieren, ii) einen Fehlerbaum erstellen, iii)
den Fehlerbaum formalisieren und die Vollsta¨ndigkeitsbedingungen erzeugen und schließ-
lich iv) die Vollsta¨ndigkeit des Fehlerbaums u¨ber dem Statechart-Modell nachweisen. Die
Ergebnisse der Implementierungsarbeiten fu¨r diese Werkzeugunterstu¨tzung wollen wir an
der Fallstudie des funkbasierten Bahnu¨bergangs aus dem vorigen Kapitel zeigen.
In Abschnitt 11.1 besprechen wir anhand der Fallstudie, wie Statechart-Spezifikationen
in KIV erstellt und Eigenschaften von Statecharts nachgewiesen werden. Dann stellen wir
in Abschnitt 11.2 die Unterstu¨tzung fu¨r die formale FTA vor. Wir zeigen, wie wir in
KIV Fehlerba¨ume erstellen, die Ereignisse formalisieren und die Vollsta¨ndigkeitsbedingun-
gen generieren. Diese Vollsta¨ndigkeitsbedingungen werden mit der Beweisunterstu¨tzung
fu¨r Statecharts nachgewiesen. In Abschnitt 11.3 fassen wir die Implementierungsarbeiten
zusammen.
11.1 Statecharts in KIV
In KIV ko¨nnen wir zwischen der Spezifikations- und der Beweisebene unterscheiden. Auf
Spezifikationsebene beschreiben wir das Verhalten eines Systems mit Statecharts. Dann
ko¨nnen wir u¨ber dieser Statechart-Spezifikation Beweise fu¨hren. Dazu verlassen wir die
Spezifikationsebene, laden eine bestimmte Spezifikation und gelangen in die Beweisebene.
Dort ko¨nnen wir Lemmata erstellen, verwalten und deren Korrektheit nachweisen. Wir zei-
gen nun, wie wir die FFB-Fallstudie in KIV mit Statecharts spezifiziert und Eigenschaften
nachgewiesen haben.
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Abbildung 11.1: Entwicklungsgraph des FFBs
11.1.1 Spezifikation des funkbasierten Bahnu¨bergangs
Strukturierte Spezifikationen werden in KIV durch einen Entwicklungsgraphen repra¨sen-
tiert. In Abbildung 11.1 sehen wir im Hintergrund den Entwicklungsgraphen fu¨r den FFB.
Die Spezifikationen nat-. . . stammen aus einer Bibliothek ha¨ufig beno¨tigter Datentypen.
Darin sind u. a. die natu¨rlichen Zahlen mit den u¨blichen Funktionen +, ∗, . . . spezifiziert.
Darauf aufbauend wurde die Spezifikation ffb-math erstellt. Sie spezifiziert die Funktionen
close(pos, v, a, gp) und request(pos, v, a, gp) fu¨r die Berechnung des Einschaltpunkts und
der Position, an der die Statusabfrage gesendet wird (siehe Abschnitt 10.1.2 fu¨r Details).
Die Spezifikationen nat-. . . und ffb-math sind algebraische Spezifikationen, die Datenty-
pen, Funktionen und Pra¨dikate, die in den Statechart-Spezifikationen verwendet werden,
zur Verfu¨gung stellen. Die Spezifikation tl-basic ist ein technisches Hilfsmittel und stellt
notwendige Pra¨dikate fu¨r temporallogische Beweise bereit.
U¨ber diesen algebraischen Spezifikationen haben wir die drei Statechart-Spezifikationen
crossing-ctrl, communication und train-ctrl erstellt. Sie entsprechen den Oder -Zusta¨nden
aus Abbildung 10.1 des vorigen Abschnitts und sind in der Spezifikation ffb als Und -
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Zustand zusammengefasst. Die Syntax fu¨r Statechart-Spezifikationen in KIV sehen wir fu¨r
die Spezifikation train-ctrl in der Abbildung 11.1 rechts. Wir sehen die Definition des Oder -
Zustands train, der die Basis-Zusta¨nde idle, wfc, brake und wfs entha¨lt. Der Unterzustand
wfs spezifiziert eine statische Reaktion, die in jedem Makro-Schritt (durch tick ausgelo¨st)
die Variable wfs cnt erho¨ht. Wir benutzen diese Variable um den verzo¨gerten U¨bergang von
wfs nach brake zu beschreiben. Dies geschieht am Ende des Abschnitts transitions mit
dem U¨bergang von wfs, der Aktivierungsbedingung wfs cnt > tc st1+tc st2 und der Aktion
a := a brk in den Endzustand brake. Der U¨bergang findet um tc st1+tc st2 Makro-Schritte
verzo¨gert statt und setzt die aktuelle Verzo¨gerung auf den Wert a brk, der maximalen
Bremsleistung. Der U¨bergang wfs → wfs cnt > tc st1+tc st2 | skip → brake beschreibt den
Fehleru¨bergang zur Spezifikation des Bremsausfalls (skip ist das leere Programm, das eben
a nicht auf abrk setzt). Die restlichen Eintra¨ge in diesem Abschnitt beschreiben die weiteren
U¨berga¨nge aus Abbildung 10.1. Schließlich beschreibt der Abschnitt static reactions die
Position und Geschwindigkeit des Zuges, die sich in jedem Makro-Schritt a¨ndern.
Die Spezifikationen communication und crossing-ctrl haben wir analog erstellt und
damit das gesamte Verhalten des FFBs mit Statecharts spezifiziert. Die Timeout-Ereignisse
wurden dazu u¨ber das tick -Ereignis modelliert, so wie wir es in Abschnitt 6.2.2 vorgestellt
haben. Die vollsta¨ndige KIV-Spezifikation fu¨r den FFB befindet sich in Anhang D. U¨ber
den Statechart Spezifikationen ko¨nnen wir nun Lemmata formulieren, die temporallogische
Eigenschaften der Statecharts beschreiben. Dazu laden wir eine Spezifikation und gelangen
in die Beweisebene, die wir im folgenden Abschnitt beschreiben.
Fu¨r die Spezifikationsunterstu¨tzung von Statecharts u¨ber algebraischen Spezifikationen
haben wir KIV wie folgt erweitert:
• Implementierung eines Spezifikations-Typs chartspec
Statecharts werden in chartspec Spezifikationen textuell beschrieben.
• Parsen der textuellen Syntax
Zum Einlesen der Statechart Syntax, haben wir die KIV-Grammatik erweitert. Die
Erweiterungen der Grammatik findet sich im Anhang F.
• interne KIV Datenstruktur fu¨r Statecharts
Die Statechart-Spezifikationen werden in eine interne Datenstruktur gewandelt, die
fu¨r die weiteren Berechnungen verwendet wird.
11.1.2 Beweisunterstu¨tzung
Statecharts sind Formeln, die eine Menge mo¨glicher Abla¨ufe beschreiben. Temporale Eigen-
schaften dieser Abla¨ufe werden in Lemmata formuliert. Zu zeigende Eigenschaften ko¨nnen
z. B. aus einer FTA stammen und Ursache/Wirkungs-Beziehungen zwischen Ereignissen
beschreiben. Die Lemmata u¨ber Statecharts werden wie folgt spezifiziert.
[chart train], idle.,¬ tick. ` ¬ ((¬ (true; ackrcv.; true); (tick. ∧ pos. > gp ∧ idle.; true)),
2¬ (tick. ∧ pos. > gp ∧ idle.)
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Der Punkt hinter einer Variable x. kennzeichnet, dass es sich um eine flexible Varia-
ble x handelt und auf den aktuellen Wert verwiesen wird. x. ist die KIV-Syntax fu¨r x˙
aus Abschnitt 6.1.4. Die 1-fach und 2-fach gestrichenen Variablen werden auch in KIV
mit x′ bzw. x′′ gekennzeichnet. Das Lemma beschreibt die Ursache/Wirkungs-Beziehung
¬ (¬ x3ackrcv.; i3(tick. ∧ pos. > gp ∧ idle)) mit der Ursache ackrcv. und der Wirkung
tick. ∧ pos. > gp ∧ idle.. In KIV werden die Operatoren x3 ϕ und i3 ϕ nicht direkt
unterstu¨tzt und deshalb durch Ihre Definition true;ϕ; true bzw. ϕ; true spezifiziert. Der
Chop-Operator (ϕ;ψ) ist nur in einer
”
schwachen“ Form implementiert, so dass ψ nicht
notwendigerweise eintreten muss. Deshalb entspricht in KIV (ϕ;ψ) ∧ 3ψ der u¨blichen De-
finition des Chop-Operators und durch Negation erhalten wir mit ¬ (ϕ;ψ) ∨ 2¬ ψ, die
obige Definition einer Ursache/Wirkungs-Beziehung.
Das obige Lemma verlangt nun fu¨r das Statechart train den Nachweis der Eigenschaft:
es ist nicht mo¨glich, dass sich in einem Makro-Schritt (tick.) der Zug hinter dem Bahnu¨ber-
gang befindet (pos. > gp) und weiterfa¨hrt (idle.), ohne zuvor eine Freigabe ackrcv. bekom-
men zu haben. Die mo¨glichen Abla¨ufe, die train beschreibt, stehen als Voraussetzungen
(durch [chart train] dargestellt) im Antezedenten des Lemmas. Es sind nur diejenigen
Abla¨ufe gu¨ltig, in denen idle. und ¬ tick. im Anfangszustand gilt.
Die Eingabe eines solchen Lemmas erfolgt u¨ber eine Textdatei und wird dann in die
interne Verwaltung von Beweisverpflichtungen eingelesen. Dabei ist [chart train] eine Refe-
renz auf die Statechart-Formel train, die erst bei Beweisbeginn aus der Spezifikation erzeugt
wird. Dieses Vorgehen entbindet den Benutzer davon, die Zustandsu¨bergangsrelation, die
in der Statechart-Spezifikation beschrieben ist, fu¨r jedes Lemma neu einzugeben. Nach dem
Auflo¨sen der Referenz erfolgt der Nachweis dieses Lemmas mit der Beweistechnik, die wir
in Abschnitt 6.3.2 ausfu¨hrlich beschrieben haben.
Fu¨r die Beweisunterstu¨tzung von Statecharts in KIV haben wir folgende Implementie-
rungsarbeiten durchgefu¨hrt:
• Erweiterung der Formelmengen um Statechart-Formeln
Eine Statechart Formel entha¨lt neben der statischen U¨bergangsrelation, die sie re-
pra¨sentiert, noch Verwaltungsinformationen, die ein effizientes Bearbeiten von State-
chart-Formeln erlaubt. Zusta¨nde und Ereignisse werden durch boolesche Variablen
beschrieben.
• Beweisregeln fu¨r Statecharts
In Abschnitt 6.3.1 haben wir die Verifikation von Statecharts mit vollsta¨ndiger und
partieller Zustandskonfiguration vorgestellt. Die in KIV implementierten Beweisre-
geln unterstu¨tzen die allgemeinere Variante der partiellen Zustandskonfiguration und
damit auch den Spezialfall mit vollsta¨ndiger Zustandskonfiguration. Alle in dieser Ar-
beit vorgestellten Regeln (Initialisierung, Konsistenz und Ausfu¨hrung) sind in KIV
implementiert. Die wichtigsten Teile fu¨r die Ausfu¨hrungsregeln von Statecharts sind
– die Schrittberechnung von Statecharts und
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– das Beschreiben der Statechart-Schrittausfu¨hrung mit sequentiellen Program-
men.
• Korrektheitsmanagement fu¨r Statecharts
Statechart-Spezifikationen sind in das A¨nderungsmanagement von KIV [BRSS99]
eingebunden. A¨nderungen in Statechart-Spezifikationen werden erkannt und Beweise
von Lemmata u¨ber gea¨nderten Statecharts ungu¨ltig.
• Beweisunterstu¨tzung fu¨r Statecharts u¨ber nicht endliche Datentypen
Wir ko¨nnen in Statecharts beliebige, algebraisch spezifizierte Datentypen, Funktionen
und Pra¨dikate verwenden. Z. B. beschreiben wir die Position und Geschwindigkeit des
Zugs mit natu¨rlichen Zahlen, die einen unendlichen Wertebereich haben. Pra¨dikate
u¨ber natu¨rliche Zahlen (z. B. close und request) werden in der Zugsteuerung train-ctrl
benutzt. Damit ist es nun mo¨glich, Statechart-Beweise u¨ber nicht zustandsendlichen
Systemen werkzeugunterstu¨tzt zu fu¨hren.
UML Statecharts
Die Statechart-Formeln dienen auch als Grundlage fu¨r die Implementierung der UML-
Semantik von Statecharts [OMG03] in KIV. Die notwendigen Regeln zum Ausfu¨hren von
UML-Statecharts wurden in der Diplomarbeit von Ba¨umler [Ba¨u03], Ludwig-Maximilians-
Universita¨t Mu¨nchen, Lehrstuhl Programmierung und Softwaretechnik, Prof. M. Wirsing,
in Zusammenarbeit mit dem Lehrstuhl Softwaretechnik und Programmierspachen, Univer-
sita¨t Augsburg, Prof. W. Reif, erstellt.
Da Statecharts im Beweiskalku¨l als Formeln behandelt werden und fu¨r temporallo-
gische Beweise die Strategie der symbolischen Ausfu¨hrung benutzt wird, genu¨gt es, fu¨r
die Verifikation von UML-Statecharts, eine zusa¨tzliche Kalku¨lregel zum Ausfu¨hren der
Statecharts zu definieren. Diese Kalku¨lregel wurde in der Arbeit von Ba¨umler erstellt und
fu¨hrt die Statecharts nach der UML-Semantik aus. Dazu war i) eine gea¨nderte Schrittbe-
rechnung notwendig, da sich UML- und STATEMATE-Statecharts in der Priorisierung von
U¨berga¨ngen unterscheiden, und ii) eine gea¨nderte Schrittausfu¨hrung, denn in der UML-
Semantik nach [LP99] werden Ereignisse, u¨ber eine Event-Queue gesteuert, einzeln abge-
arbeitet. Die Ausfu¨hrung eines Schrittes wird, wie in unserem Ansatz, durch sequentielle
Programme beschrieben. Die Event-Queue konnte als algebraisch-spezifizierter Datentyp
realisiert werden.
In der Diplomarbeit wurden die Kalku¨lregeln fu¨r UML-Statechart implementiert. Somit
ko¨nnen wir in KIV Beweise u¨ber Statecharts sowohl nach der STATEMATE- als auch nach
der UML-Semantik fu¨hren.
11.2 Fehlerba¨ume in KIV
Fu¨r die formale FTA haben wir in KIV die Mo¨glichkeit geschaffen, formale Fehlerba¨ume
zu erstellen. Fehlerba¨ume beschreiben Anforderungen an eine Spezifikation und werden




Abbildung 11.2: Fehlerba¨ume in KIV
deshalb auf der Beweisebene u¨ber einer Spezifikation erstellt. Dies geschieht u¨ber das
Menu¨ Fault Tree, das in Abbildung 11.2, oben in der Mitte umrandet, zu sehen ist. Ein
Fehlerbaum (Fenster 1) kann mit den u¨blichen A¨nderungsfunktionen bearbeitet werden.
Es ko¨nnen Gatter und Ereignisse hinzugefu¨gt, gelo¨scht und gea¨ndert werden. Fu¨r die for-
male FTA kennzeichnen wir die verschiedenen Zerlegungs- und Ursache/Wirkungs-Gatter
explizit mit D fu¨r decomposition bzw. (A)C fu¨r (asynchronous) cause/consequence.
Ereignisse in Fehlerba¨umen ko¨nnen wir mit Kommentaren informell beschreiben und
zusa¨tzlich formal pra¨zise definieren (siehe Fenster 2, Formalization). Die formale Definition
eines Ereignisses verwenden wir in den Gatterbedingungen, die, in Abha¨ngigkeit vom Gat-
tertyp nach Abschnitt 5.3.1, automatisch erzeugt werden (Fenster 3, VC fu¨r verification
condition). Diese Bedingungen sind Beweisverpflichtungen der Spezifikation und erschei-
nen im Specification Fenster als nachzuweisende Lemmata. In der Abbildung 11.2 ist rechts
in der Mitte z. B. die Beweisverpflichtung COLLISION-vc-g1 als noch nicht bewiesen ge-
kennzeichnet (umrandet in Abschnitt Unproved). Ein Hilfslemma fu¨r diese Behauptung,
11.3. STATISTIK UND RESULTATE 203
das teilweise bewiesen wurde, ist in Abschnitt Partial darunter zu sehen. Bewiesene Lem-
mata stehen in Abschnitt Proved, links neben Unproved. Bei A¨nderungen im Fehlerbaum
oder A¨nderungen der Formalisierung der Ereignisse, die ein Fehlerbaumgatter beeinflussen,
werden die entsprechenden Beweispflichten neu erzeugt, damit sie konsistent zum Fehler-
baum sind. Schließlich zeigt Fenster 4 die minimalen Schnittmengen fu¨r den Fehlerbaum.
Wie man sieht, besteht der Fehlerbaum nur aus Oder -Gattern und alle minimalen Schnitt-
mengen sind einelementig. Fu¨r die formale FTA des FFBs haben wir den Fehlerbaum, der
in Abbildung 11.2 zu sehen ist, erstellt. Der Fehlerbaum entspricht dem aus Abbildung 10.3,
Abschnitt 10.2.
Fu¨r formale Fehlerba¨ume in KIV haben wir folgende Erweiterungen implementiert:
• Erstellen, A¨ndern und Lo¨schen von Fehlerba¨umen
Ein Fehlerbaum wird u¨ber einem dynamischen System (Statecharts, temporale Spe-
zifikation oder parallele Programme) erstellt. Das Einfu¨gen, Lo¨schen und A¨ndern von
Knoten im Fehlerbaum erfolgt u¨ber kontextsensitive Menu¨s.
• Formalisieren von Ereignissen
Neben einer textuellen Beschreibung der Ereignisse ko¨nnen die Ereignisse mit For-
meln der zugrundeliegenden Spezifikation formalisiert werden.
• automatisches Generieren der Beweispflichten
Aus dem zugrundeliegenden dynamischen System, den formalisierten Ereignissen und
den Formel-Schemata fu¨r die Fehlerbaumgatter werden Beweispflichten fu¨r den Feh-
lerbaum generiert.
• Korrektheitsmanagement
Bei A¨nderungen im Fehlerbaum werden betroffene Beweisverpflichtungen ungu¨ltig
und mu¨ssen neu generiert werden.
• Berechnen der minimalen Schnittmengen
Fu¨r die qualitative Analyse berechnen wir die minimalen Schnittmengen fu¨r einen
Fehlerbaum.
11.3 Statistik und Resultate
Die Implementierung der Werkzeugunterstu¨tzung erfolgte gro¨ßtenteils in PPL (proof pro-
gramming language). PPL ist eine typsichere funktionale Sprache, a¨hnlich zu Standard ML
[MTH89]. PPL selbst und einige Teile von KIV (z. B. Datentypen) sind aus Gru¨nden der
Effizienz in Lisp implementiert. Die Oberfla¨che von KIV ist in Java geschrieben.
Die gesamte Implementierung, die im Rahmen dieser Arbeit entstanden ist, bela¨uft
sich auf knapp 6000 Zeilen Code. Der geringste Teil mit ca. 600 Zeilen Java-Code entfa¨llt
auf die Darstellung der Fehlerba¨ume. Dies liegt vor allem daran, dass Routinen fu¨r die
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Darstellung von Ba¨umen (KIV benutzt Beweisba¨ume zur Darstellung der Beweise) wie-
derverwendet werden konnten. Die restliche Implementierung besteht aus ca. 1500 Zeilen
Lisp-Code fu¨r die Statechart-Datentypen und u¨ber 3000 Zeilen PPL-Code. Der PPL-Code
teilt sich gleichma¨ßig auf die Implementierung der Fehlerba¨ume und der Kalku¨lregeln fu¨r
die Verifikation von Statecharts auf. Dazu kommen noch einige Zeilen Parser-Code, der
mit Lex [LMB92] erstellt wurde.
Mit der entstandenen Werkzeugunterstu¨tzung haben wir eine formale FTA fu¨r die FFB-
Fallstudie durchgefu¨hrt. Dazu wurde die Statechart-Spezifikation aus Abbildung 10.1 in
KIV u¨bertragen, ein Fehlerbaum fu¨r die Gefa¨hrdung Kollision erstellt und die Ereignisse des
Fehlerbaums formalisiert. Aus dem Fehlerbaum und den formalisierten Ereignissen wurden
Vollsta¨ndigkeitsbedingungen erzeugt und nachgewiesen. Details zur Fallstudie finden sich
im Kapitel 10 und im Anhang D.
KAPITEL 12
Zusammenfassung
In dieser Arbeit haben wir eine durchga¨ngige Methode fu¨r die formale Analyse sicherheits-
kritischer Systeme erstellt, die formale FTA. Sie integriert die klassische FTA in formale
Methoden und verknu¨pft damit bewa¨hrte Sicherheitsanalysetechniken aus den Ingenieur-
wissenschaften mit Techniken der Softwareanalyse. Die Grundlage fu¨r die formale FTA ist
eine pra¨zise Beschreibung des sicherheitskritischen Systems mit formalen Modellen. Hierauf
aufbauend werden Fehlerba¨ume fu¨r mo¨gliche Systemgefa¨hrdungen erstellt und mit forma-
len Beweistechniken bezu¨glich des formalen Modells validiert. Der Sicherheitsgewinn der
formalen FTA besteht darin, dass wir die beiden Sicherheitsziele funktionale Korrektheit
und Ausfallsicherheit in einem einheitlichen Rahmen – einer Temporallogik – auf ein und
demselben formalen Modell betrachten und dadurch hochsichere Modelle fu¨r sicherheits-
kritische Systeme erhalten.
Bei einer typischen formalen FTA erstellen wir aus der Anforderungsbeschreibung fu¨r
ein System ein formales Modell. Wir betrachten u¨blicherweise softwarebasierte, dynamische
Systeme und haben uns deshalb fu¨r Statecharts, oder allgemein Zustandsu¨bergangssyste-
me, als Spezifikationssprache entschieden. Dieses formale Modell dient im Folgenden als
pra¨zise Beschreibung fu¨r die sicherheitstechnische Analyse durch die FTA. Als Grundlage
fu¨r die Validierung der FTA beno¨tigen wir eine formale Semantik, die Beweispflichten fu¨r
die einzelnen Fehlerbaumgatter definiert. Die Beweispflichten beschreiben fu¨r jedes Gatter
Bedingungen zwischen dem Ausgangsereignis und den entsprechenden Unterereignissen.
Wir betrachten dynamische Systeme und erhalten deshalb temporallogische Beweispflich-
ten. Um das Auftreten der Ereignisse im formalen Modell identifizieren zu ko¨nnen, mu¨ssen
wir die Ereignisse formalisieren. Fu¨r den Nachweis instantiieren wir im konkreten Fehler-
baum die Beweispflichten entsprechend der Gatter mit den formal definierten Ereignissen.
Der erfolgreiche Nachweis dieser Beweispflichten garantiert, dass es keine weiteren Ur-
sachen fu¨r die mit der FTA untersuchte Gefa¨hrdung gibt, die FTA ist vollsta¨ndig. Fu¨r
eingeschra¨nkte Systeme sehen wir den automatischen Nachweis der Beweispflichten mit
Modellpru¨fern vor. Fu¨r allgemeine Systeme weisen wir die FTA-Beweispflichten mit in-
teraktiver Verifikation nach. Als Ergebnis dieser Analyse erhalten wir ein hochsicheres
Systemmodell mit einer vollsta¨ndigen FTA.
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Der wesentliche Beitrag dieser Arbeit besteht in
1. der Formalisierung der FTA in ITL und der formalen Fundierung der FTA-Semantik,
2. einem Beweiskalku¨l fu¨r Statecharts u¨ber algebraischen Spezifikationen zum Nachweis
der FTA-Beweispflichten und
3. einer Methodik und Werkzeugunterstu¨tzung fu¨r die formale FTA.
Wir haben in dieser Arbeit eine Semantik fu¨r die FTA in ITL erstellt, die Schwa¨chen bis-
heriger Semantiken aufgreift und beseitigt (Kapitel 5). Dies ist die erste FTA-Semantik,
fu¨r die das sogenannte minimale Schnittmengen-Theorem auch fu¨r Ursache/Wirkungs-
Gatter nachgewiesen wurde. Deshalb kann in unserem Ansatz die formale FTA zur si-
cherheitstechnischen Bewertung eines formalen Modells eingesetzt werden und wir ko¨nnen
verschiedene formale Modelle bezu¨glich der Ausfallsensitivita¨t ihrer Komponenten verglei-
chen. Den Nachweis des minimalen Schnittmengen-Theorems haben wir in KIV u¨ber einer
algebraisch spezifizierten ITL gefu¨hrt (Anhang B).
Aus der ITL-Semantik ko¨nnen wir fu¨r eingeschra¨nkte Systeme a¨quivalente CTL-Be-
weispflichten fu¨r die formale FTA ableiten (Kapitel 7). Viele Modellpru¨fer benutzen CTL-
Formeln fu¨r die Spezifikation von Beweispflichten, und wir erhalten damit einen auf CTL
basierenden Rahmen fu¨r die automatische Validierung der formalen FTA. Die Anwendung
haben wir an einem bekannten Beispiel, dem
”
Drucktank“ aus dem Fault Tree Handbook,
demonstriert.
Schließlich haben wir zur Fundierung der ITL-Semantik verschiedene Formalisierungen
der FTA formal verglichen (Kapitel 8). Dazu wurden die untersuchten FTA-Semantiken
in KIV algebraisch spezifiziert. Es hat sich herausgestellt, dass die bekannten Ansa¨tze
aus der Literatur Schwa¨chen bei temporalen Ereignissen haben. Wenn wir jedoch nur
punktuelle Ereignisse betrachten (Ereignisse ohne Dauer), sind diese Ansa¨tze ebenso wie
die CTL-Bedingungen a¨quivalent der ITL-Semantik. Diese A¨quivalenz konnten wir u¨ber
den spezifizierten FTA-Semantiken nachweisen. Damit haben wir uns mit unterschiedlichen
Formalisierungen der FTA intensiv auseinandergesetzt und eine Semantik in ITL erstellt,
die Schwa¨chen bekannter Semantiken behebt.
Als Zweites mo¨chten wir die Entwicklung der Spezifikations- und Verifikationsunter-
stu¨tzung fu¨r STATEMATE-Statecharts u¨ber algebraischen Spezifikationen hervorheben. Wir
ko¨nnen damit Statecharts u¨ber Datentypen mit unendlichem Wertebereich spezifizieren.
Diese Datentypen werden in den Aktivierungsbedingungen und Aktionen von U¨berga¨ngen
benutzt. Aktionen sind als sequentielle Programme formuliert. U¨ber den so definierten
Statecharts ko¨nnen wir Beweise temporallogischer Aussagen fu¨hren (Kapitel 6). Soweit
bekannt, ist dies der erste Kalku¨l zur interaktiven Verifikation von STATEMATE-Statecharts
u¨ber algebraischen Spezifikationen.
Wichtige Kriterien bei der interaktiven Verifikation sind die Versta¨ndlichkeit und Nach-
vollziehbarkeit der Beweis fu¨r den Benutzer. Dies erreichen wir durch das schrittweise Ab-
arbeiten der U¨bergangsrelation, die ein Statechart beschreibt. Damit fu¨gen wir uns nahtlos
in die Strategie der temporallogischen Verifikation in KIV ein. Hier werden Beweise u¨ber
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parallele Programme und ITL-Formeln ebenfalls durch schrittweises Abarbeiten und In-
duktion gefu¨hrt. Es ist nun mo¨glich, in ITL beschriebene Eigenschaften u¨ber Statechart-
Spezifikationen nachzuweisen. Wir ko¨nnen damit die ITL-Bedingungen der Fehlerbaum-
gatter u¨ber Statechart-Spezifikationen interaktiv in KIV nachweisen.
Dies fu¨hrt uns zum dritten Punkt. Wir haben eine Methodik fu¨r die formale FTA ent-
wickelt (Kapitel 9), deren Anwendung wir durch eine Werkzeugumgebung unterstu¨tzen
(Kapitel 11). Neben der Modellierung eingeschra¨nkter Systeme mit Zustandsu¨bergangssy-
stemen und der automatischen Validierung der FTA mit Modellpru¨fung in CTL sieht die
Methodik der formalen FTA im Allgemeinen die Spezifikation von Systemen mit State-
charts vor. Wir ko¨nnen dann die FTA bezu¨glich ihrer ITL-Semantik in KIV validieren,
indem wir die ITL-Beweispflichten fu¨r das Statechart-Modell nachweisen. Damit haben
wir fu¨r die interaktive Verifikation einen Rahmen fu¨r die formale FTA auf Grundlage von
ITL geschaffen. Die notwendige Werkzeugunterstu¨tzung fu¨r die formale FTA haben wir in
KIV integriert und an Beispielen evaluiert. Wir ko¨nnen Fehlerba¨ume erstellen, die Ereig-
nisse formalisieren und daraus die ITL-Beweispflichten fu¨r die formale FTA automatisch
generieren. Diese weisen wir dann mit dem Statechart-Kalku¨l nach. Als Referenzbeispiel
haben wir in Kapitel 10 eine formale FTA fu¨r die Fallstudie zur dezentralen Ansteuerung
von Bahnu¨berga¨ngen, den FFB, mit der in KIV entstandenen Werkzeugunterstu¨tzung
durchgefu¨hrt.
Unsere Arbeit zur formalen FTA ist bei anderen Forschergruppen bereits auf großes
Interesse gestoßen und es haben sich daraus zwei Diplomarbeiten ergeben. Die Diplom-
arbeit von Scha¨fer (Universita¨t Oldenburg, Prof. Dr. E.-R. Olderog, Abteilung Seman-
tik, [Sch01, Sch03]) benutzt unsere ITL-Semantik der FTA als Grundlage fu¨r die Modell-
pru¨fung von Fehlerba¨umen im Duration Calculus. Die Diplomarbeit von Ba¨umler (Ludwig-
Maximilians-Universita¨t Mu¨nchen, Lehrstuhl Programmierung und Softwaretechnik, Prof.
M. Wirsing [Ba¨u03]) setzt auf unseren Statechart-Spezifikationen auf und hat eine Kalku¨l-
regel fu¨r die UML-Semantik von Statecharts in KIV entwickelt, implementiert und an einer
Fallstudie validiert.
Zusammenfassend ist in dieser Arbeit die formale FTA mit einer vollsta¨ndigen, metho-
dischen und werkzeugseitigen Unterstu¨tzung entstanden.
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KAPITEL 13
Ausblick
Wir mo¨chten die weitere Entwicklung der in dieser Arbeit entstandenen Techniken von zwei
Seiten beleuchten. Einerseits betrachten wir den mo¨glichen Einsatz der formalen FTA in
zuku¨nftigen Anwendungen und andererseits interessante Weiterentwicklungsmo¨glichkeiten
in der Statechart-Verifikation.
13.1 Formale FTA
Die Sicherheitsanalyse softwarebasierter eingebetteter Systeme mit formalen Methoden
ru¨ckt immer mehr in den Vordergrund. Eine Reihe von Standards [IEC91, IEC92, ESA91]
schlagen bereits die Verwendung formaler Methoden fu¨r die Entwicklung softwarebasierter
eingebetteter Systeme vor. Das Britische Verteidigungsministerium verlangt fu¨r softwareba-
sierte Verteidigungssysteme sogar zwingend die Anwendung formaler Methoden [MoD91].
Auch in der Evaluierung und Zertifizierung nach den Kriterien der ITSEC [ITS91] bzw. den
Common Criteria [CCI99] sind in den ho¨heren Stufen formale Methoden vorgeschrieben.
Ein großes Problem bei der Abnahme formal analysierter Systeme ist die Schwierigkeit,
formale Modelle und Beweise versta¨ndlich zu dokumentieren und kommunizieren.
Formale Dokumentation An dieser Stelle sehen wir ein großes Potential fu¨r die forma-
le FTA. Durch die Formalisierung der FTA haben wir eine formale Methode erhalten, mit
der einerseits Sicherheitseigenschaften softwarebasierter eingebetteter Systeme nachgewie-
sen werden ko¨nnen. Andererseits stellt die formale FTA die untersuchten Zusammenha¨nge
in ihrer graphischen Notation versta¨ndlich dar. Damit u¨berwindet die formale FTA die
Kluft zwischen pra¨ziser, formaler Beschreibung und anschaulicher, versta¨ndlicher Darstel-
lung. Die formale FTA kann so als Kommunikationsmittel zwischen den formalen Ana-
lytikern und den Sicherheitsexperten eingesetzt werden. Außerdem genießt die FTA den
Vorteil, auf dem Gebiet der Sicherheitsanalyse bereits weit verbreitet zu sein. Wir denken,
dass in Zukunft Sicherheitsexperten und Zertifizierungsstellen die formale FTA als pra¨zise
Sicherheitsanalysemethode akzeptieren werden.
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Im Hinblick auf den Einsatz der formalen FTA zur Dokumentation formaler Methoden
besteht noch eine weitere interessante Mo¨glichkeit: Die Semantik von Fehlerba¨umen ist
nach unserer Definition eine temporale Formel. Wie parallele Programme oder Statecharts
beschreibt ein Fehlerbaum Sequenzen von Belegungen oder Systemabla¨ufe. Damit ko¨nnen
wir Fehlerba¨ume auch zur Spezifikation dynamischer Systeme einsetzen. Wir ko¨nnen Eigen-
schaften dieser Spezifikation nachweisen und, wie fu¨r andere Systembeschreibungen auch,
die Korrektheit mo¨glicher Implementierungen bezu¨glich einer FTA-Spezifikation zeigen. Ei-
ne korrekte Implementierung muss die Vollsta¨ndigkeitsbedingungen aller Fehlerbaumgatter
erfu¨llen. Wenn wir die FTA zur Spezifikation softwarebasierter eingebetteter Systeme ein-
setzen, ko¨nnen wir die graphische Darstellung der Fehlerba¨ume als anschauliches Mittel
fu¨r formale Systembeschreibungen nutzen.
Sicherheitsmaximierung Nun mo¨chten wir noch zwei Erweiterungsmo¨glichkeiten der
formalen FTA erwa¨hnen, die wir bereits in einem Forschungsprojekt untersuchen [RST01,
OT02]. Die erste betrifft das systematische Finden von mo¨glichen Hardwarefehlern oder
-ausfa¨llen. Die Methodik der formalen FTA verlangt, dass Hardwarefehler oder -ausfa¨lle,
die in Fehlerba¨umen zur untersuchten Gefahr beitragen, in der formalen Spezifikation
beru¨cksichtigt werden. Werden bei der Erstellung von Fehlerba¨umen weitere Ursachen
oder Komponentenausfa¨lle, die zur untersuchten Gefa¨hrdung fu¨hren, u¨bersehen, kann die
Vollsta¨ndigkeitsbedingungen der Fehlerba¨ume nicht gezeigt werden. Nun kann es aber sein,
dass bestimmte Ausfa¨lle oder Fehler weder bei der FTA entdeckt werden, noch im formalen
Modell enthalten sind. Diese Ausfa¨lle werden bisher bei der formalen FTA nicht erkannt. In
[OR04a] wird ein Ansatz pra¨sentiert, der systematisch alle Fehler- oder Ausfallmo¨glichkei-
ten fu¨r Komponenten in formalen Spezifikationen konstruiert. Dieser orthogonale Ansatz
basiert weder auf der FTA noch auf dem formalen Systemmodell. Er entdeckt Fehler- oder
Ausfallmo¨glichkeiten, die in der bisherigen Analyse noch nicht bedacht wurden und erho¨ht
dadurch den Sicherheitsgewinn der formalen FTA.
Die zweite Erweiterung, die Sicherheitsoptimierung formaler Systeme [OR04b], betrifft
den Einsatz formaler FTA zur quantitativen Sicherheitsanalyse. Neben dem Vergleich von
Design-Alternativen (siehe Abschnitt 2.2.3), erlaubt die Sicherheitsoptimierung, ein Sy-
stem mit mehreren Gefa¨hrdungen optimal zu parametrieren. Optimal bedeutet in diesem
Zusammenhang, dass die Summe aller Gefa¨hrdungen, das Gesamtrisiko des untersuchten
Systems, mo¨glichst gering ist.
Quantitative FTA und Fehlerbaumerzeugung Ein anderer Weg wird in einem Pro-
jektteil des Sonderforschungsbereichs AVACS 1 [Pro03] beschritten. Es wird die Verknu¨p-
fung quantitativer FTA mit formalen Modellen untersucht. Systemspezifikationen werden
mit stochastischen Modellen, die auf Markov-Ketten [KS76] basieren, spezifiziert und eine
quantitative FTA mit einem stochastischen Modellpru¨fer [HKMKS03] validiert. Dazu soll
die von uns entwickelte Semantik der Fehlerba¨ume um quantitative Aspekte erweitert und
1Transregio-Verbundprojekt AVACS: Automatische Verifikation und Analyse komplexer Systeme,
gefo¨rdert von der Deutschen Forschungsgemeinschaft.
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in CSL (continuous stochastic logic, [ASSB96]) formalisiert werden. Die CSL-Bedingungen
werden dann u¨ber den formalen Markov-Modellen nachgewiesen. Ebenfalls wird in diesem
Projektteil ein Synthesealgorithmus entwickelt, der auf Arbeiten von Damm (Universita¨t
Oldenburg, Abteilung Sicherheitskritische Eingebettete Systeme) aus dem ESACS -Projekt
aufsetzt ([Con01, Con02], siehe Abschnitt 5.5) und aus stochastischen Modellen automa-
tisch Fehlerba¨ume erzeugt.
13.2 Statechart-Verifikation
Wir haben bisher die Mo¨glichkeit geschaffen, Beweise u¨ber einzelne Statecharts zu fu¨hren.
Die Fallstudie
”
funkbasierter Bahnu¨bergang“ haben wir z. B. als ein Statechart spezifiziert,
das die drei Komponenten Zug, Kommunikation und Bahnu¨bergang als parallele Zusta¨nde
entha¨lt. Eine naheliegende Erweiterung ist, den Kalku¨l fu¨r Statecharts so zu erweitern,
dass bei der Verifikation mehrere Komponenten betrachtet werden ko¨nnen, deren Verhal-
ten durch jeweils ein separates Statechart beschrieben wird. Dann ko¨nnten wir den Zug,
die Kommunikation und den Bahnu¨bergang in verschiedenen Komponenten spezifizieren.
Die komponentenbasierte Spezifikation gliedert sich gut in die Methodik der FTA ein, die
Gefa¨hrdungen auf Ausfa¨lle und Defekte einzelner Komponenten herunterbricht und diese
Komponenten dann weiter untersucht. Beweispflichten, die bei der formalen FTA entste-
hen, ko¨nnen dann auf die einzelnen Komponenten verteilt und nachgewiesen werden.
Komponentenbasierte Verifikation In STATEMATE gibt es sogenannte Activities, um
eine komponentenbasierte Entwicklung zu unterstu¨tzen. Activities beschreiben die Struk-









Abbildung 13.1: Activities in STATEMATE
wir uns dazu Abbildung 13.1 an. Die Systembeschreibung A besteht aus den beiden, durch
Rechtecke dargestellten, Activities A1 und A2, deren Verhalten durch entsprechende State-
charts definiert wird. Der Datenaustausch zwischen den Komponenten erfolgt u¨ber defi-
nierte Schnittstellen, die durch Pfeile dargestellt werden. Die Pfeile sind mit den Daten
beschriftet, die ausgetauscht werden, und geben die Kommunikationsrichtung der Daten an.
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Die Komponente A1 sendet das Ereignis e2 an A2 und A2 das Ereignis e1 an A1. Die Umge-
bung wird durch ein gestricheltes Rechteck dargestellt, d. h. es wird das Umgebungsereig-
nis e3 eingelesen und e4 an die Umgebung gesendet. Damit hat A1 den Eingabeparameter
e1, e3 und den Ausgabeparameter e2. Im Allgemeinen ko¨nnen nicht nur Ereignisse, son-
dern auch Werte von Datenvariablen ausgetauscht werden. Im Unterschied zu parallelen
Zusta¨nden definieren Komponenten also eine Schnittstelle fu¨r den Austausch relevanter
Daten, wa¨hrend parallele Zusta¨nde ihre gesamten Daten u¨ber Broadcast-Kommunikation
austauschen.
Die FFB-Fallstudie ko¨nnen wir mit Komponenten wie in Abbildung 13.2 darstellen.





ack trn ack b
FFB
err op, err cl
Abbildung 13.2: Komponentenbasierter FFB
fangen, anstatt alle Ereignisse (auch close, status, err op, . . .), wie es bei einer Spezifikation
mit parallelen Zusta¨nden geschieht.
Damm et al. beschreiben in [DJHP98] eine kompositionale Semantik fu¨r Statecharts. Die
Semantik erlaubt Eigenschaften des Gesamtsystems u¨ber einzelnen Systemkomponenten
nachzuweisen. Mit dem assumption commitment Paradigma nach [AL89] werden Abha¨ngig-
keiten zwischen Systemkomponenten aufgelo¨st und damit die Komplexita¨t der Beweise er-
heblich reduziert. Die Schnittstellen kennzeichnen externen Ereignisse, die innerhalb eines
Statechart betrachtet werden mu¨ssen. Dabei muss zwischen globalen Umgebungsereignis-
sen und Ereignissen, die nur fu¨r die betrachtete Komponente aus der Umgebung stammen,
jedoch fu¨r das Gesamtsystem lokal sind, unterschieden werden. Wir nennen ein Ereignis
des zweiten Typs lokales Umgebungsereignis.
Zur Veranschaulichung betrachten wir uns hierzu nochmals die Komponente A1, die
in dem System A die Eigenschaft ϕ erfu¨llen soll. Wir mo¨chten einen Beweis der Art
[chart A1 SUD A] ` ϕ
2 fu¨hren, also einen Beweis fu¨r die Komponenten A1 im Kontext
von A. In jedem Mikro-Schritt ko¨nnte e1 von A2 gea¨ndert werden. Da A1 von e1 abha¨ngt,
muss die Mo¨glichkeit der A¨nderung in der Semantik beru¨cksichtigt werden. Globale Um-
gebungsereignisse ko¨nnen nach Definition aber nur in Makro-Schritten gea¨ndert werden.
Fu¨r die komponentenbasierte Verifikation ist also eine Erweiterung derart notwendig, dass
zwischen lokalen und globalen Umgebungsereignissen unterschieden werden kann.
Eine zweite Erweiterung ist im Hinblick auf die Spezifikation des Gesamtsystems not-
wendig. Ein Statechart bietet bereits eine Schnittstelle (siehe import Slot einer Statechart-
Spezifikation, z. B. Abbildung 6.1, Seite 79) und kann als Komponente betrachtet werden.
2SUD: system under design.
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Um aus einzelnen Komponenten ein Gesamtsystem zu spezifizieren, beno¨tigen wir einen
neuen Kompositionsoperator || mit entsprechender Semantik, der sich vom Parallelopera-
tor | fu¨r die Spezifikation von Und -Zusta¨nden in Statecharts unterscheidet. Das Activtiy
FFB des funkbasierten Bahnu¨bergangs wu¨rde dann folgendermaßen definiert werden:
FFB := Train || Communication || Crossing
Die Semantik von || muss den Datenaustausch zwischen den Unterkomponenten und der
Umgebung entsprechend wiedergeben.
Die semantischen Grundlagen fu¨r beide Erweiterungen wurden bereits in [DJHP98]
gelegt. In unserem Kalku¨l basiert die Ausfu¨hrung einzelner Statecharts bereits auf der
Semantik aus [DJHP98] und fu¨r die komponentenbasierte Verifikation muss im Wesent-
lichen zusa¨tzlich der Datenaustausch zwischen den Komponenten und ein entsprechen-
der Kompositionsoperator definiert werden. Unserer Ansicht nach stellt die Erweiterung
der Statechart-Verifikation auf die Verifikation u¨ber Komponenten kein semantisches oder
technisches Problem dar. Die Kodierung der Schrittberechnung in sequentielle Programme
scheint flexibel genug zu sein, um auch die zusa¨tzlichen Berechnungen fu¨r den Datenaus-
tausch zwischen den Komponenten zu integrieren (durch Monitore in [DJHP98] realisiert).
Als Vorarbeit fu¨r die komponentenbasierte Verifikation haben wir bereits einige Erwei-
terungen von Statecharts in KIV evaluiert. Wir ko¨nnen globale und lokale Umgebungser-
eignisse unterscheiden. Im Kalku¨l beachten wir, dass sich lokale Umgebungsereignisse zu
Mikro-Schritten, globale Umgebungsereignisse nur zu Makro-Schritten a¨ndern. Mit die-
ser Erweiterung ko¨nnen wir Beweise u¨ber einzelne Komponenten A1 fu¨hren, die in ein
komplexeres System A eingebunden sind ([chart A1 SUD A] |= ϕ). Erste Versuche zur
kompositionalen Verifikation sind vielversprechend und unterstu¨tzen unsere These, dass
die Erweiterung der Statechart-Verifikation auf Komponenten, die zu komplexen Systemen
kombiniert werden ko¨nnen, mit unserem Ansatz durchfu¨hrbar ist.
Modulare Statechart-Verifikation Eine naheliegende Idee ist, die komponentenba-
sierte Verifikation auch auf einzelne Statecharts oder Zusta¨nde zu u¨bertragen. Erfu¨llt ein
Unterzustand s1 eines Zustandes s die Eigenschaft ϕ, so soll diese Eigenschaft auf den












Ein Problem sind U¨berga¨nge, deren Ausgangs- und Endzustand in verschiedenen Regionen
liegen. Ko¨nnen wir z. B. fu¨r den Zustand s1 zeigen, dass er sich in jedem Makro-Schritt im
Zustand s11 befindet, kann diese Eigenschaft nicht notwendigerweise auf den Zustand s,
mit dem Unterzustand s1, u¨bertragen werden. Die besprochene Eigenschaft kann durch den
U¨bergang von s11 nach s2 verletzt werden (wir ko¨nnen uns nun auch in s2 befinden, wenn
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ein Makro-Schritt ausgefu¨hrt wird). Wie schon in [HN96] bemerkt, ist nicht einmal die
Syntax fu¨r Zusta¨nde kompositional, denn durch den zusa¨tzlichen U¨bergang von s11 nach
s2 in s a¨ndert sich auch die Struktur von s1. Um trotzdem eine kompositionale Semantik fu¨r
Zusta¨nde zu erhalten, werden ha¨ufig nur eingeschra¨nkte Zustandsdiagramme betrachtet. In
[LvdBC00] werden beispielsweise U¨berga¨nge u¨ber verschiedene Regionen hinweg verboten.
Eine Lo¨sung fu¨r Zusta¨nde mit U¨berga¨ngen u¨ber verschiedene Regionen ko¨nnte die Stra-
tegie des modularen Beweisens sein, wie sie in der Programmverifikation nach Balser [Bal04]
angewendet wird. In der Semantik von Balser ist es mo¨glich, fu¨r ein interleaved paralleles
Programm α1 || α2 statt α1 || α2 ` ϕ die beiden Aussagen i) α1 ` ϕ1 und ii) ϕ1 || α2 ` ϕ
zu zeigen. Damit aus i) und ii) die Aussage α1 || α2 ` ϕ folgt, mu¨ssen in der Semantik offe-
ne Systeme betrachtet werden, die beliebig von der Umgebung beeinflusst werden ko¨nnen.
Beim Beweis von i) ist nicht bekannt, in welcher Umgebung das Programm α1 abla¨uft
(hier α2) und wie diese Umgebung gemeinsame Variablen beeinflusst. Deshalb folgt in der
Semantikdefinition nach einem Programmschritt von α1, der Variablen entsprechend der
aktuellen Programmanweisung a¨ndert, ein Umgebungsschritt, der gemeinsame Variablen
noch beliebig aba¨ndern kann (siehe Diskussion u¨ber 1-fach und 2-fach gestrichene Varia-
blen in Abschnitt 6.1.4). Das Programm garantiert so in allen Umgebungen ϕ1. In ii) kann
nun das Programm α1 durch die Eigenschaft ϕ1 ersetzt werden.










` ϕ1 und s2ϕ1
s
` ϕ.
Ein Konnektor im Zustand s1 zeigt an, dass s11 nicht nur mit dem U¨bergang nach s12
verlassen werden kann. Wie fu¨r parallele Programme kann nun eine Semantik fu¨r State-
charts definiert werden, die zwischen Programm- bzw. Statechart-Schritten und Umge-
bungsschritten unterscheidet (beachte: ein Makro-Schritt ist ein Statechart-Schritt und
kein Umgebungsschritt). Nach einem Statechart-Schritt kann ein Umgebungsschritt be-
stimmte Variablen beliebig a¨ndern. Die Semantik von Statecharts muss dann so definiert
werden, dass ein Umgebungsschritt den Zustand s1 verlassen und inaktiv setzen kann (dies
entspricht dem mo¨glichen U¨bergang am Konnektor), wenn in s1 der Zustand s11 aktiv ist.
Der Umgebungsschritt simuliert so alle mo¨glichen U¨berga¨nge, die in s1 mo¨glich sind. Wir
haben diese Idee bisher noch nicht weiter verfolgt, es scheint aber naheliegend, die Ideen
aus der Programmverifikation auf die Statechart-Verifikation zu u¨bertragen.
ANHANG A
Software FTA
Die Software-FTA [LC91, LH83] analysiert, unter welchen Bedingungen ein Programm
fehlerhafte Ergebnisse liefert. Schrittweise wird fu¨r jede Programmanweisung untersucht,
welche Bedingungen vor einer Programmanweisung gelten mu¨ssen, damit das fehlerhafte
Ergebnis erzeugt wird. Dazu gibt es fu¨r jede Programmanweisung ein sogenanntes Feh-
lerbaummuster, das die A¨nderungen der Programmanweisung beschreibt. So arbeitet man
sich Anweisung fu¨r Anweisung vom Programmende zum Anfang des Programms vor.
Im Folgenden stellen wir exemplarisch einige Muster fu¨r die Software FTA (SFTA) vor
und veranschaulichen die Anwendung der SFTA-Muster mit einem Beispiel aus [HL83].
Fu¨r das Programm
if a > b
then z := f(z)
else z := 10
while b > x
begin
b := b - 1;
z := z + 10;
end
wird mittels der SFTA untersucht, wie das fehlerhafte Ereignis z > 100 zustande kommt.
Dazu werden SFTA-Muster fu¨r while-Schleifen, if -Anweisungen und fu¨r Zuweisungen be-
no¨tigt.
In Abbildung A.1 sehen wir, wie eine while-Schleife mit der SFTA untersucht wird. Das
unerwu¨nschte Ereignis tritt entweder ein, wenn der Schleifenrumpf nicht betreten wird und
es schon vorher vorhanden war, oder wenn der Schleifenrumpf n-mal durchlaufen wird und
es dann gilt. Im ersten Fall muss die Schleifenbedingung zu false ausgewertet werden, im
zweiten n-mal zu true. Die Schwierigkeit bei der Analyse besteht darin, die Anzahl der
Schleifendurchla¨ufe zu bestimmen.
A¨hnlich la¨sst sich eine if -Anweisung untersuchen (siehe Abbildung A.2). Entweder tritt
das Ereignis auf, wenn die Bedingung zu true ausgewertet wird und der then-Zweig das
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while−Schleife


































Abbildung A.3: Muster fu¨r die Zuweisung
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Ereignis verursacht, oder die Bedingung wird zu false ausgewertet und der else-Zweig
verursacht den Fehler. Beim Muster fu¨r die Zuweisung nach Abbildung A.3 wird eine
Programmiersprache mit Exceptions behandelt. Fu¨r Programmiersprachen ohne Exceptions
sind nur die Fa¨lle
”
neuer Wert verursacht Fehler“ bzw.
”
Berechnung verursacht Fehler“ zu
betrachten.
Mit diesen SFTA-Muster kann der Fehlerbaum fu¨r das obige Programmfragment erstellt
werden. Dazu wird das Programm von der Ausgabe (z > 100) her, d. h. am Programmende
beginnend, analysiert.
a <= b vor
if−Anweisung z > 100
z := 10 verursacht
Bed. false, else−
Zweig: z > 100
z > 100 vor
while−Schleife




b > x vor 
while−Schleife




Zweig: z > 100
Bed. true, then−
a > b vor if−
Anweisung sacht z > 100
z := f(z) verur−
f(z) > 100 verursacht z > 100
Auswertung f(z)
verursacht z > 100
if−Anweisung
while−Schleife
verursacht z > 100
Abbildung A.4: SFTA des Beispiel-Programms
Zuna¨chst muss untersucht werden, wie die while-Schleife das Ereignis z > 100 liefern kann.
Im linken Ast wird die while-Schleife nie durchlaufen. Dann muss zuvor z > 100 gewesen
sein und b kleiner-gleich x sein. Der rechte Ast untersucht, wie die Anweisungen innerhalb
der while-Schleife das Ereignis erzeugen ko¨nnen. Wie bei der Programmverifikation ist
dazu eine Invariante notwendig. Sei n die Anzahl der Schleifendurchla¨ufe und zn der Wert
von z nach der n-ten Iteration. Dann muss zn > 100 untersucht werden. Es muss nun
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ein Ausdruck fu¨r n und zn unter dem Ausgangswert z0 (vor Schleifenbeginn) gefunden
werden. Die zweite Anweisung in der Schleife ergibt, dass zn = z0 + 10 ∗ n (1) und nach
n Schleifeniterationen ist bn = b0 − n. Da die Schleife aber nach n Iterationen beendet
wird, muss bn ≥ x gelten. Daraus ergibt sich dann b0 − n ≥ x und b0 − x ≥ n (2).
Zusammengenommen ergeben die Gleichungen 100 < zn ≤ z0 + 10 ∗ (b0 − x).
Betrachten wir den rechten Teilast weiter, in dem das fehlerhafte Ereignis z > 100 vor
der Schleife gilt. Als na¨chstes ist die if -Anweisung zu untersuchen. Entweder ist a > b und
z := f(z) verursacht das unerwu¨nschte Ereignis, oder a ≤ b und die Zuweisung z := 10.
Da keine Exception auftreten kann und die rechte Seite der Zuweisung nicht ausgewertet
werden muss, kann nur die A¨nderung des Wertes z das Ereignis verursachen. Da aber 10 6>
100 ist, erha¨lt man einen Widerspruch. Im anderen Fall kann die Zuweisung z := f(z) den
Fehler verursachen. Entweder ist das Ergebnis von f(z) gro¨ßer 100, oder die Auswertung
von f(z) verursacht einen Wert von z, der gro¨ßer 100 ist. Dies kann aber nicht sein, da
selbst bei einem Seiteneffekt der Wert von z mit dem Ergebnis von f(z) u¨berschrieben
werden wu¨rde. Dieser Ast des Fehlerbaums kann also auch nicht das unerwu¨nschte Ergebnis
verursachen. Die Ursache muss in einem der anderen A¨ste auftreten, oder kann u¨berhaupt
nicht vom Programm erzeugt werden. Dann mu¨sste das Basisereignis aus der System-FTA
gestrichen werden.
Auf diese Art und Weise mu¨ssen die weiteren A¨ste im Fehlerbaum untersucht werden,
bis alle am Funktionsanfang angekommen sind oder einen Widerspruch ergeben haben.
ANHANG B
KIV-Fallstudie: Minimale Schnittmengen
Fu¨r den Nachweis des minimalen Schnittmengen-Theorems 5.1 und des Lemmas 5.2 u¨ber
die Korrektheit von Fehlerba¨umen haben wir in KIV Fehlerba¨ume und deren formale Se-
mantik algebraisch spezifiziert. Einen U¨berblick u¨ber die Spezifikation gibt der Spezifika-
tionsgraph im Anhang C.
In der Spezifikation faulttree auf Seite 231 sind Fehlerba¨ume analog zur Definition 5.12
spezifiziert. Ein Fehlerbaum ist entweder ein Blatt, oder ein fehlerhaftes Ereignis ϕ, das
u¨ber eines der 7 Fehlerbaumgatter, die wir in Abschnitt 5.1 besprochen haben, mit ei-
ner Menge von Unterba¨umen verbunden wird.1 Das fehlerhafte Ereignis ϕ wird durch die
Funktion f (fu¨r Fehler) selektiert. Die Korrektheits- und Vollsta¨ndigkeitsbedingungen der
Fehlerbaumgatter sind in der Spezifikation fta, Seite 228, u¨ber einer Intervalltemporallogik
spezifiziert. Im Gegensatz zur Definition der ITL in Abschnitt 5.2, die auf einem diskreten
Zeitmodell basiert, wurde in KIV die ITL u¨ber einem kontinuierlichem Zeitmodell spezifi-
ziert (siehe Spezifikation interval im Abschnitt C, Seite 240). Dieser Unterschied hat fu¨r
den Nachweis der beiden Theoreme jedoch keine Auswirkung. Die Berechnung der mini-
malen Schnittmengen ist ebenfalls in der Spezifikation fta spezifiziert. Dazu konstruiert
die Funktion ec nach der Struktur des Fehlerbaums eine Formel τ , die genau dann gilt,
wenn alle Ereignisse einer minimalen Schnittmenge eintreten. Die disjunktive Normalform
von τ entspricht den minimalen Schnittmengen. Jedes Disjunktionsglied entspricht einer
minimalen Schnittmenge mit den Konjunktionsgliedern als Elemente der Schnittmenge.
Das Theorem 5.1 und das Lemma 5.2 sind als Beweispflichten in der Spezifikation fta
folgendermaßen formalisiert:
Theorem 5.1: complete(IS, t) ` IS |=i (¬tl ec(t))→tl ¬tl 3x f(t)
Lemma 5.2: correct(IS, t) ` IS |=i (3x ec(t))→tl (3x f(t))
IS ist eine Menge von Intervallen und t ein Fehlerbaum. Erfu¨llen die Intervalle in IS die
lokalen Vollsta¨ndigkeitsbedingungen der Fehlerbaumgatter complete(IS, t) aus der Spezi-
1In der Spezifikation faulttree sind zusa¨tzlich die beiden Gatter hdis und hcon spezifiziert, die die Ur-
sache/Wirkungs-Beziehung fu¨r das Oder - bzw. Und -Gatter nach Hansen et al. [HRS94] beschreiben. Die
beiden Theoreme gelten auch fu¨r diese Gatter.
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fikation fta, dann erfu¨llen (|=i, aus der Spezifikation init-valid, Seite230) alle Intervalle
in IS, wenn keines der minimalen Schnittmengen wahr wird (¬tl ec(t)), dann tritt auch
das Top-Ereignis des Fehlerbaums t nicht ein (¬tl3x f(t)). Der Sequenzenhaken ` ist
ein Operator des Sequenzenkalku¨ls, wobei ϕ ` ψ der Implikation ϕ → ψ entspricht (siehe
Abschnitt 6.1.2 fu¨r Details zum Sequenzenkalku¨l). Das Theorem fu¨r die Korrektheit ist ana-
log formuliert. Wenn die Intervalle IS die lokalen Korrektheitsbedingungen correct(IS, t)
erfu¨llen und irgendwann eine der minimalen Schnittmengen erfu¨llt ist (3x ec(t)), dann
tritt auch die Wirkung des Fehlerbaums t ein (3x f(t)). Die Definition von correct(IS, t)
findet sich ebenfalls in der Spezifikation fta.
B.1 Beweis: Vollsta¨ndigkeit
Wir pra¨sentieren fu¨r das Theorem 5.1 nicht den detaillierten KIV Beweis im Sequenzen-
kalku¨l, sondern einen a¨quivalenten, abstrakteren Beweis. Deshalb verwenden wir auch die
gewohnte Notation der ITL-Operatoren und nicht die Notation aus der algebraischen Spe-
zifikation. Wir definieren die Vollsta¨ndigkeit
comp(t) ∧ ¬ ec(t) → ¬ x3f(t)
oder a¨quivalent
comp(t) ∧ x3f(t) → ec(t).
Den Beweis fu¨hren wir mit struktureller Induktion, die
comp(t) ∧ x3f(t) → ec(t) (1)
als Induktionsvoraussetzung liefert. Die Bla¨tter eines Fehlerbaums etablieren die Indukti-
onsbasis.
Bla¨tter zu zeigen ist
comp(leaf(ϕ)) ∧ x3f(leaf(ϕ)) → ec(leaf(ϕ))
Durch Einsetzen der Definitionen von ec, f und der Vollsta¨ndigkeitsbedingung erhal-
ten wir
true ∧ x3ϕ → x3ϕ,
was trivial wahr ist.
synchrones UW-Und-Gatter zu zeigen ist
comp(scon(ϕ, t1, t2)) ∧ x3f(scon(ϕ, t1, t2)) → ec(scon(ϕ, t1, t2))
Wir setzen zuerst die Definitionen von f , ec und der Vollsta¨ndigkeit des synchronen
UW-Und -Gatters ein
¬ (¬ x3(f(t1) ∧ f(t2)) ; i3ϕ) ∧ comp(t1) ∧ comp(t2) ∧ x3ϕ
→ ec(t1) ∧ ec(t2)
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und erhalten
comp(t1) ∧ comp(t2) ∧ x3ϕ
→ (ec(t1) ∧ ec(t2)) ∨ (¬ x3(f(t1) ∧ f(t2)) ; i3ϕ).
In der Voraussetzung der Implikation gilt x3ϕ. Deshalb gibt es einen Zeitpunkt c, an
dem auch i3ϕ gilt. An diesem Zeitpunkt c lo¨sen wir den ;-Operator auf und erhalten
comp(t1) ∧ comp(t2) ∧ x3ϕ
→ (ec(t1) ∧ ec(t2)) ∨ ¬ x3(f(t1) ∧ f(t2)),
wobei ¬ x3(f(t1) ∧ f(t2)) vor c gelten muss. Daraus folgt
x3(f(t1) ∧ f(t2)) ∧ comp(t1) ∧ comp(t2) ∧ x3ϕ
→ ec(t1) ∧ ec(t2)
mit x3(f(t1) ∧ f(t2)) vor c und auch
x3f(t1) ∧ x3f(t2) ∧ comp(t1) ∧ comp(t2) ∧ x3ϕ
→ ec(t1) ∧ ec(t2)
mit x3f(t1) und x3f(t2) vor c. Mit der Induktionsvoraussetzung (1) fu¨r die Un-
terba¨ume t1 und t2 folgt aus der Voraussetzung der Implikation ec(t1) und ec(t2).
asynchrones UW-Und-Gatter zu zeigen ist
comp(acon(ϕ, t1, t2)) ∧ x3f(acon(ϕ, t1, t2)) → ec(acon(ϕ, t1, t2))
Wir setzen zuerst die Definitionen von f , ec und der Vollsta¨ndigkeit des asynchronen
UW-Und -Gatters ein
¬ (¬ x3f(t1) ; i3ϕ) ∧ comp(t1) ∧
¬ (¬ x3f(t2) ; i3ϕ) ∧ comp(t2) ∧ x3ϕ
→ ec(t1) ∧ ec(t2)
und erhalten
comp(t1) ∧ comp(t2) ∧ x3ϕ
→ (ec(t1) ∧ ec(t2)) ∨ (¬ x3f(t1) ; i3ϕ) ∨ (¬ x3f(t2) ; i3ϕ).
Wegen x3ϕ gibt es einen Zeitpunkt c, an dem i3ϕ gilt und wir ko¨nnen bei c beide
;-Operatoren auflo¨sen
comp(t1) ∧ comp(t2) ∧ x3ϕ
→ (ec(t1) ∧ ec(t2)) ∨ (¬ x3f(t1)) ∨ (¬ x3f(t2)),
wobei (¬ x3f(t1)) ∨ (¬ x3f(t2)) vor c gelten muss. Wie im Beweis fu¨r das synchrone
UW-Und -Gatter bringen wir x3f(t1) und x3f(t2) auf die linke Seite und schließen den
Fall per Induktionsvoraussetzung (1).
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UW-Oder-Gatter zu zeigen ist
comp(dis(ϕ, t1, t2)) ∧ x3f(dis(ϕ, t1, t2)) → ec(dis(ϕ, t1, t2))
Wir setzen zuerst die Definitionen von f , ec und der Vollsta¨ndigkeit des asynchronen
UW-Oder -Gatters ein.
¬ (¬ x3f(t1) ∨ f(t2) ; i3ϕ) ∧ comp(t1) ∧ comp(t2) ∧ x3ϕ
→ ec(t1) ∨ ec(t2)
Der Beweisverlauf ist analog zu den Beweisen der UW-Und -Gatter, wobei nur ein
Eintreten von ec(t1) oder ec(t2) zu zeigen ist.
UW-Block-Gatter zu zeigen ist
comp(inh(ϕ, t, χ)) ∧ x3f(inh(ϕ, t, χ)) → ec(inh(ϕ, t, χ))
Wir setzen zuerst die Definitionen von f , ec und der Vollsta¨ndigkeit des asynchronen
UW-Block -Gatters ein.
¬ (¬ x3f(t) ; i3ϕ) ∧ ¬ (¬ x3χ ; i3ϕ) ∧ comp(t) ∧ x3ϕ
→ ec(t)
Wir erhalten dieselbe Aussage wir fu¨r das asynchrone UW-Und -Gatter und schließen
den Beweis analog.
Z-Und-Gatter zu zeigen ist
comp(zcon(ϕ, t1, t2)) ∧ x3f(zcon(ϕ, t1, t2)) → ec(zcon(ϕ, t1, t2))
Wir setzen zuerst die Definitionen von f , ec und der Vollsta¨ndigkeit des Z-Und -
Gatters ein.
x2(ϕ → f(t1) ∧ f(t2)) ∧ comp(t1) ∧ comp(t2) ∧ x3ϕ
→ ec(t1) ∧ ec(t2)
In jedem Sub-Intervall ( x2) impliziert ϕ die Ursachen f(t1) ∧ f(t2) und wegen der
Voraussetzung x3ϕ gibt es ein Sub-Intervall, in dem ϕ gilt. In diesem Sub-Intervall
gilt auch f(t1) ∧ f(t2). Fu¨r dieses Sub-Intervall erhalten wir
f(t1) ∧ f(t2) ∧ comp(t1) ∧ comp(t2) → ec(t1) ∧ ec(t2)
und schließen den Beweis durch Anwenden der Induktionsvoraussetzung (1) fu¨r t1
und t2.
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Z-Oder-Gatter zu zeigen ist
comp(zdis(ϕ, t1, t2)) ∧ x3f(zdis(ϕ, t1, t2)) → ec(zdis(ϕ, t1, t2))
Wir setzen zuerst die Definitionen von f , ec und der Vollsta¨ndigkeit des Z-Oder -
Gatters ein.
x2(ϕ → f(t1) ∨ f(t2)) ∧ comp(t1) ∧ comp(t2) ∧ x3ϕ
→ ec(t1) ∨ ec(t2)
Der weitere Beweis verla¨uft analog zum Fall fu¨r das Z-Und -Gatter, wobei nur ein
Eintreten von ec(t1) oder ec(t2) zu zeigen ist.
Z-Block-Gatter zu zeigen ist
comp(zinh(ϕ, t, χ)) ∧ x3f(zinh(ϕ, t, χ)) → ec(zinh(ϕ, t, χ))
Wir setzen zuerst die Definitionen von f , ec und der Vollsta¨ndigkeit des Z-Block -
Gatters ein.
x2(ϕ → (f(t)) ∧ χ) ∧ comp(t) ∧ x3ϕ → ec(t)




Wie fu¨r die Vollsta¨ndigkeit, pra¨sentieren wir fu¨r das Lemma 5.2 einen abstrakten Beweis
fu¨r die Korrektheit minimaler Schnittmengen, der a¨quivalent dem Sequenzenkalku¨lbeweis
in KIV ist. Formal definieren wir die Korrektheit
corr(t) ∧ ec(t) → x3f(t).
Der Beweis erfolgt wieder mit struktureller Induktion. Diese liefert
corr(t) ∧ ec(t) → x3f(t) (2)
als Induktionsvoraussetzung. Die Bla¨tter eines Fehlerbaums bilden die Induktionsbasis fu¨r
die strukturelle Induktion.
Bla¨tter zu zeigen ist
corr(leaf(ϕ)) ∧ ec(leaf(ϕ)) → x3f(leaf(ϕ))
Durch Einsetzen der Definitionen f , ec und der Korrektheit eines Gatters erhalten
wir
true ∧ x3ϕ → x3ϕ
und der Basisfall ist geschlossen.
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asynchrones UW-Und-Gatter zu zeigen ist
corr(acon(ϕ, t1, t2)) ∧ ec(acon(ϕ, t1, t2)) → x3f(acon(ϕ, t1, t2)
Nach Einsetzen der Definitionen fu¨r ec, f und der Korrektheitsbedingung des asyn-
chronen UW-Und -Gatter erhalten wir
( x3f(t1) ∧ x3f(t2) → x3ϕ)
∧ corr(t1) ∧ corr(t2) ∧ ec(t1) ∧ ec(t2) → x3ϕ.
Mit der Induktionsvoraussetzung (2) ko¨nnen wir x3f(t1) und x3f(t2) schließen. Daraus
folgt in der Voraussetzung der Implikation x3ϕ und dieser Fall ist geschlossen.
synchrones UW-Und-Gatter 
Das synchrone UW-Und -Gatter erfu¨llt nicht das Korrektheitskriterium, denn wir
mu¨ssten analog zum asynchronen UW-Und -Gatter
corr(scon(ϕ, t1, t2)) ∧ ec(scon(ϕ, t1, t2)) → x3f(scon(ϕ, t1, t2)
zeigen. Nach Einsetzen der Definitionen fu¨r ec, f und der Korrektheitsbedingung des
synchronen UW-Und -Gatter erhalten wir
(( x3f(t1) ∧ f(t2)) → x3ϕ)
∧ corr(t1) ∧ corr(t2) ∧ ec(t1) ∧ ec(t2) → x3ϕ
und mu¨ssen in der Voraussetzung der Implikation
( x3f(t1) ∧ f(t2)) → x3ϕ
herleiten. Die Induktionsvoraussetzung (2) liefert aber nur x3f(t1) und x3f(t2), d. h.
es kann nicht gezeigt werden, dass die beiden Ursachen zusammen in irgendeinem
Sub-Intervall auftreten.
UW-Block-Gatter 
Fu¨r ein Block -Gatter sind keine Korrektheitsbedingungen definiert.
Z-Und-Gatter 
Analog zum synchronen UW-Und -Gatter ko¨nnen wir fu¨r das Z-Und -Gatter nicht
zeigen, dass die beiden Ursachen zusammen auftreten. Wir mu¨ssten
corr(zcon(ϕ, t1, t2)) ∧ ec(zcon(ϕ, t1, t2)) → x3f(zcon(ϕ, t1, t2)
zeigen. Nach Einsetzen der Definitionen fu¨r ec, f und der Korrektheitsbedingung des
Z-Und -Gatter erhalten wir
( x2(f(t1) ∧ f(t2)) → ϕ) ∧
(corr(t1) ∧ corr(t2) ∧ ec(t1) ∧ ec(t2)) → x3ϕ
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und mu¨ssten
( x2(f(t1) ∧ f(t2)) → ϕ)
herleiten. Wir ko¨nnen mit der Induktionsvoraussetzung (2) zwar sowohl f(t1) als
auch f(t2) herleiten, aber nicht, dass beide im gleichen Sub-Intervall gelten. Deshalb
ko¨nnen wir nicht zeigen, dass es ein Sub-Intervall gibt, in dem ϕ gilt.
Z-Oder-Gatter zu zeigen ist
corr(zdis(ϕ, t1, t2)) ∧ ec(zdis(ϕ, t1, t2)) → x3f(zdis(ϕ, t1, t2)
Nach Einsetzen der Definitionen fu¨r ec, f und der Korrektheitsbedingung des Z-
Oder -Gatter erhalten wir
( x2f(t1) ∨ f(t2) → ϕ) ∧
(corr(t1) ∧ corr(t2) ∨ ec(t1) ∧ ec(t2)) → x3ϕ.
Mit der Induktionsvoraussetzung (2) ko¨nnen wir x3f(t1) oder x3f(t2) schließen. In
jedem Sub-Intervall ( x2) gilt, wenn f(t1) oder f(t2) gilt, dann auch ϕ. Daraus folgt in
der Voraussetzung der Implikation, dass in einem Sub-Intervall ϕ gilt. Deshalb gilt
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Spezifikation: fta
fta =
enrich init-valid, caus-effect with
functions
ec : nft → tl ;
predicates
correct : (interval → bool) × nft;
complete : (interval → bool) × nft;
axioms
correct(is, leaf(ϕ));
correct(is, scon(ϕ, t1, t2))
↔ is |=i f(t1) ∧tl f(t2) uwcorr ϕ ∧ correct(is, t1) ∧ correct(is, t2);
correct(is, acon(ϕ, t1, t2))
↔ is |=i 3x f(t1) ∧tl 3x f(t2) →tl 3x ϕ ∧ correct(is, t1) ∧ correct(is, t2);
correct(is, dis(ϕ, t1, t2))
↔ is |=i f(t1) ∨tl f(t2) uwcorr ϕ ∧ correct(is, t1) ∧ correct(is, t2);
correct(is, zcon(ϕ, t1, t2))
↔ is |=i f(t1) ∧tl f(t2) zcorr ϕ ∧ correct(is, t1) ∧ correct(is, t2);
correct(is, zdis(ϕ, t1, t2))
↔ is |=i f(t1) ∨tl f(t2) zcorr ϕ ∧ correct(is, t1) ∧ correct(is, t2);
correct(is, hdis(ϕ, t1, t2))
↔ is |=i 3x(f(t1) ∨tl f(t2)) →tl 3x ϕ ∧ correct(is, t1) ∧ correct(is, t2);
correct(is, hcon(ϕ, t1, t2))
↔ is |=i 3x(f(t1) ∧tl f(t2)) →tl 3x ϕ ∧ correct(is, t1) ∧ correct(is, t2);
¬ correct(is, scon(ϕ, t1, t2));
¬ correct(is, zcon(ϕ, t1, t2));
¬ correct(is, hcon(ϕ, t1, t2));
¬ correct(is, inh(ϕ, t, χ));
¬ correct(is, zinh(ϕ, t, χ));
complete(is, leaf(ϕ));
complete(is, scon(ϕ, t1, t2))
↔ is |=i f(t1) ∧tl f(t2) uwcomp ϕ ∧ complete(is, t1) ∧ complete(is, t2);
complete(is, acon(ϕ, t1, t2))
↔ is |=i f(t1) uwcomp ϕ ∧ is |=i f(t2) uwcomp ϕ ∧ complete(is, t1) ∧ complete(is,
t2);
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complete(is, dis(ϕ, t1, t2))
↔ is |=i f(t1) ∨tl f(t2) uwcomp ϕ ∧ complete(is, t1) ∧ complete(is, t2);
complete(is, inh(ϕ, t1, t2))
↔ is |=i f(t) uwcomp ϕ ∧ is |=i f(χ) uwcomp ϕ ∧ complete(is, t) ;
complete(is, zcon(ϕ, t1, t2))
↔ is |=i f(t1) ∧tl f(t2) zcomp ϕ ∧ complete(is, t1) ∧ complete(is, t2);
complete(is, zdis(ϕ, t1, t2))
↔ is |=i f(t1) ∨tl f(t2) zcomp ϕ ∧ complete(is, t1) ∧ complete(is, t2);
complete(is, zinh(ϕ, t, χ)) ↔ is |=i f(t) ∧tl f(χ) zcomp ϕ ∧ complete(is, t);
complete(is, hdis(ϕ, t1, t2))
↔ is |=i 3x ϕ →tl 3x(f(t1) ∨tl f(t2)) ∧ complete(is, t1) ∧ complete(is, t2);
complete(is, hcon(ϕ, t1, t2))
↔ is |=i 3x ϕ →tl 3x(f(t1) ∧tl f(t2)) ∧ complete(is, t1) ∧ complete(is, t2);
ec(leaf(ϕ)) = 3x ϕ;
ec(scon(ϕ, t1, t2)) = ec(t1) ∧tl ec(t2);
ec(acon(ϕ, t1, t2)) = ec(t1) ∧tl ec(t2);
ec(dis(ϕ, t1, t2)) = ec(t1) ∨tl ec(t2);
ec(inh(ϕ, t, χ)) = ec(t);
ec(zcon(ϕ, t1, t2)) = ec(t1) ∧tl ec(t2);
ec(zdis(ϕ, t1, t2)) = ec(t1) ∨tl ec(t2);
ec(zinh(ϕ, t, χ)) = ec(t);
ec(hdis(ϕ, t1, t2)) = ec(t1) ∨tl ec(t2);








point : point(ϕ) ↔ (∀ m, m1. m[m.now] = m1[m1.now] ∧[[ϕ]]boolm →[[ϕ]]boolm1);
end enrich





. zcorr . : tl × tl → tl prio 9;
. zcomp . : tl × tl → tl prio 9;
. uwcorr . : tl × tl → tl prio 9;
. uwcomp . : tl × tl → tl prio 9;
axioms
zcorr : ϕ zcorr ψ = 2x(ϕ →tl ψ);
zcomp : ϕ zcomp ψ = 2x(ψ →tl ϕ);
uwcorr : ϕ uwcorr ψ = 3x ϕ →tl 3x ψ;






. |=-∞ . : (interval → bool) × tl prio 6;
. |=i . : (interval → bool) × tl prio 6;
. |= . : (interval → bool) × tl prio 6;
axioms
init-valid : is |=i ϕ ↔ (∀ m. m.is = is ∧ m.now = 0r →[[ϕ]]boolm);
inf-valid :
is |=-∞ ϕ
↔ ∀ i, x. (is)(i) ∧ x ∈ i ∧ (i.low 6= -∞→ x = i.low∞→r)→[[ϕ]]boolmkstruct(is,
i, x);







nft = leaf (f : tl ;) with leafp
| scon (f : tl ; ft1 : nft ; ft2 : nft ;)
| acon (f : tl ; ft1 : nft ; ft2 : nft ;)
| dis (f : tl ; ft1 : nft ; ft2 : nft ;)
| zcon (f : tl ; ft1 : nft ; ft2 : nft ;)
| zdis (f : tl ; ft1 : nft ; ft2 : nft ;)
| inh (f : tl ; ft : nft ; χ : tl ;)
| zinh (f : tl ; ft : nft ; χ : tl ;)
| hdis (f : tl ; ft1 : nft ; ft2 : nft ;)
| hcon (f : tl ; ft1 : nft ; ft2 : nft ;)
;













↔ ∃ x. m.low ≤ x →∞r
∧ x ≤ m.now
∧[[ψ]]boolm |now x
∧ (∀ y. x < y ∧ y ≤ m.now →[[ϕ]]boolm |now y);
end enrich





. stl . : tl × tl → tl prio 9;
3p . : tl → tl ;
2p . : tl → tl ;
∀’ . : tl → tl ;
∃’ . : tl → tl ;
axioms
peventually : 3p ϕ = true tl stl ϕ;
palways : 2p ϕ = ¬tl 3p ¬tl ϕ;








↔ ∃ x. m.now ≤ x
∧ x →∞r ≤ m.high
∧[[ψ]]boolm |now x
∧ (∀ y. m.now ≤ y ∧ y < x →[[ϕ]]boolm |now y);
allpath :
[[∀tl ϕ]]boolm
↔ ∀ i. (m.is)(i)
∧ i.low = m.low
∧ m.now →∞r ≤ i.high





↔ ∃ x, y∞. m.now→∞r ≤ x→∞r ∧ x→∞r ≤ y∞ ∧ y∞≤ m.high ∧[[ϕ]]boolm
|high y∞ |now x;
ieventually :







2tl . : tl → tl ;
3tl . : tl → tl ;
2x . : tl → tl ;
3x . : tl → tl ;
2i . : tl → tl ;
3i . : tl → tl ;
. utl . : tl × tl → tl prio 9;
. wtl . : tl × tl → tl prio 9;
. btl . : tl × tl → tl prio 9;
. wbtl . : tl × tl → tl prio 9;
∀tl . : tl → tl ;
∃tl . : tl → tl ;
axioms
eventually : 3tl ϕ = true tl utl ϕ;
always : 2tl ϕ = ¬tl 3tl ¬tl ϕ;
weak-until : ϕ wtl ψ = (ϕ utl ψ) ∨tl 2tl ϕ;
expath : ∃tl ϕ = ¬tl ∀tl ¬tl ϕ;
xalways : 2x ϕ = ¬tl 3x ¬tl ϕ;
ialways : 2i ϕ = ¬tl 3i ¬tl ϕ;
before : ϕ btl ψ = ¬tl(¬tl ϕ utl ψ);
weak-before : ϕ wbtl ψ = (ϕ btl ψ) ∨tl 2tl ¬tl ψ;
end enrich
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Spezifikation: itl-sem
itl-sem =
enrich real-sem, itl-syn with
axioms
length : [[length]]realm = m.high -i m.now →∞r;
chop :
[[ϕ ˆ ψ]]boolm
↔ ∃ y∞. m.now →∞r ≤ y∞
∧ y∞ ≤ m.high
∧[[ϕ]]boolm |high y∞












. ˆ . : tl × tl → tl prio 12;
. ∗tl : tl → tl ;
finally . : tl → tl ;
axioms
more : more = const(0r →∞r) <r length;
inf : inf = true tl ˆ false tl;
finite : finite = ¬tl inf;
last : last = ¬tl more;





enrich prop-sem, real-syn with
functions
. →elem : real∞ → elem ;
. →real : elem → real∞ ;
[[ . ]]real . : tl × structure → real∞ prio 1 left;
axioms
inverse : x∞ →elem →real = x∞;
sem : [[ϕ]]realm = [[ϕ]]tlm →real;
const : [[const(x∞)]]realm = x∞;
neg : [[˜r ϕ]]realm = ˜ [[ϕ]]realm;
add : [[ϕ1 +r ϕ2]]realm = [[ϕ1]]realm + [[ϕ2]]realm;
sub : [[ϕ1 -r ϕ2]]realm = [[ϕ1]]realm -i [[ϕ2]]realm;
mult : [[ϕ1 ∗r ϕ2]]realm = [[ϕ1]]realm ∗i [[ϕ2]]realm;
less : [[ϕ1 <r ϕ2]]boolm ↔[[ϕ1]]realm < [[ϕ2]]realm;




enrich semantics, prop-syn with
functions
. →elem : bool → elem ;
¬e . : elem → elem ;
. ∧e . : elem × elem → elem prio 9;
predicates
. →bool : elem;
[[ . ]]bool . : tl × structure prio 1 left;
variables bv, bv1, bv2, bv3: bool;
axioms
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inverse : bv →elem →bool ↔ bv;
sem : [[ϕ]]boolm ↔[[ϕ]]tlm →bool;
not-elem : ¬e bv →elem = (not bv)→elem;
and-elem : bv1 →elem ∧e bv2 →elem = (bv1 and bv2)→elem;
const : [[cbool bv]]tlm = bv →elem;
not : [[¬tl ϕ]]tlm = ¬e [[ϕ]]tlm;




enrich syntax, renamed-real with
functions
const : real∞ → tl ;
˜r . : tl → tl ;
. +r . : tl × tl → tl prio 14;
. -r . : tl × tl → tl prio 14 left;
. ∗r . : tl × tl → tl prio 15;
. <r . : tl × tl → tl prio 13;




enrich bool, syntax with
constants
true tl : tl;
false tl : tl;
functions
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cbool . : bool → tl ;
¬tl . : tl → tl ;
. ∧tl . : tl × tl → tl prio 11;
. ∨tl . : tl × tl → tl prio 10;
. →tl . : tl × tl → tl prio 9;
. ↔tl . : tl × tl → tl prio 8;
variables ϕ, ϕ1, ϕ2, ϕ3, ψ, ψ1, ψ2, ψ3, χ, χ1, χ2, χ3: tl;
axioms
true : true tl = cbool true;
false : false tl = ¬tl true tl;
or : ϕ ∨tl ψ = ¬tl(¬tl ϕ ∧tl ¬tl ψ);
imp : ϕ →tl ψ = ¬tl ϕ ∨tl ψ;




enrich syntax, structure with




enrich intervals, elem with
sorts structure;
functions
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mkstruct : (interval → bool) × interval × real
→ structure ;
. .is : structure → interval → bool ;
. .interval : structure → interval ;
. .now : structure → real ;
. .path : structure → path ;
. .low : structure → real∞ ;
. .high : structure → real∞ ;
. [ . ] : structure × real → state prio 2;
. |i . : structure × interval → structure prio 9 left;
. |now . : structure × real → structure prio 9 left;
. |path . : structure × path → structure prio 9 left;
. |low . : structure × real∞ → structure prio 9 left;
. |high . : structure × real∞ → structure prio 9 left;
predicates
cons : structure;
cons-params : (interval → bool) × interval × real;
variables m, m1, m2, m3: structure;
axioms
structure generated by mkstruct;
cons-def : cons(m) ↔ cons(m.interval) ∧ m.interval ⊆i m.is ∧
m.now ∈ m.interval;
cons : cons(m);
cons-params : cons-params(is, i, y) ↔ cons(i) ∧ i ⊆i is ∧ y ∈ i;
intervals : cons-params(is, i, y) → mkstruct(is, i, y).is = is;
interval : cons-params(is, i, y) → mkstruct(is, i, y).interval = i;
now : cons-params(is, i, y) → mkstruct(is, i, y).now = y;
path : m.path = m.interval.path;
low : m.low = m.interval.low;
high : m.high = m.interval.high;
state : m[y] = m.interval[y];
modint : i ⊆i m.is ∧ m.now ∈ i → m |i i = mkstruct(m.is, i, m.now);
modint-is : (m |i i).is = m.is;
modint-now : (m |i i).now = m.now;
modnow-1 : y ∈ m.interval → m |now y = mkstruct(m.is, m.interval, y);
modnow-2 : y →∞r < m.low → m |now y = mkstruct(m.is, m.interval, m.low
∞→r);
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modnow-3 : m.high < y→∞r → m |now y = mkstruct(m.is, m.interval, m.high
∞→r);
modpath : m |path p = m |i (m.interval |path p);
modlow-1 : m.low ≤ x∞ ∧ x∞ ≤ m.now→∞r → m |low x∞ = m |i (m.interval
|low x∞);
modlow-2 : m.now →∞r < x∞ → m |low x∞ = m |i (m.interval |low m.now
→∞r);
modlow-3 : x∞ < m.low → m |low x∞ = m |i (m.interval |low m.low);
modhigh-1 : m.now →∞r ≤ z∞ ∧ z∞ ≤ m.high → m |high z∞ = m |i
(m.interval |high z∞);
modhigh-2 : z∞ < m.now →∞r → m |high z∞ = m |i (m.interval |high m.now
→∞r);
modhigh-3 : m.high < z∞ → m |high z∞ = m |i (m.interval |high m.high);












. ∈ . : interval × (interval → bool);
. ⊆i . : interval × (interval → bool);
subint-closed : (interval → bool);
variables is, is1, is2, is3: interval → bool;
axioms
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elem : i ∈ is ↔ (is)(i);
subint : subint-closed(is) ↔ (∀ i1, i2. i1 ∈ is ∧ i2 ⊆ i1 → i2 ∈ is);







mkint : path × real∞ × real∞ → interval ;
. .path : interval → path ;
. .low : interval → real∞ ;
. .high : interval → real∞ ;
. [ . ] : interval × real → state prio 2;
. |path . : interval × path → interval prio 9 left;
. |low . : interval × real∞ → interval prio 9 left;
. |high . : interval × real∞ → interval prio 9 left;
predicates
. ∈ . : real × interval;
. ⊆ . : interval × interval;
cons : interval;
cons-params : path × real∞ × real∞;
variables i, i1, i2, i3: interval;
axioms
interval generated by mkint;
elem : y ∈ i ↔ i.low ≤ y →∞r ∧ y →∞r ≤ i.high;
cons-def : cons(i) ↔ i.path = ≥prune(≤prune(i.path, i.low), i.high) ∧ (∃ y. y ∈
i);
cons : cons(i);
cons-params : cons-params(p, x∞, z∞) ↔ (∃ y. x∞ ≤ y →∞r ∧ y →∞r ≤
z∞);
path : cons-params(p, x∞, z∞)→ mkint(p, x∞, z∞).path = ≥prune(≤prune(p,
x∞), z∞);
low : cons-params(p, x∞, z∞) → mkint(p, x∞, z∞).low = x∞;
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high : cons-params(p, x∞, z∞) → mkint(p, x∞, z∞).high = z∞;
state : i[y] = i.path[y];
modpath : i |path p = mkint(p, i.low, i.high);
modlow-1 : x∞ ≤ i.high ∧ x∞ 6= ∞ → i |low x∞ = mkint(i.path, x∞, i.high);
modlow-2 : i.high < x∞ ∧ i.high 6= ∞ → i |low x∞ = mkint(i.path, i.high,
i.high);
modlow-high : (i |low ∞).high = i.high;
modhigh-1 : i.low ≤ z∞ ∧ z∞ 6= -∞ → i |high z∞ = mkint(i.path, i.low, z∞);
modhigh-2 : z∞ < i.low ∧ i.low 6= -∞→ i |high z∞ = mkint(i.path, i.low, i.low);
modhigh-low : (i |high -∞).low = i.low;
ext : i1 = i2 ↔ i1.low = i2.low ∧ i1.high = i2.high ∧ (∀ y. y ∈ i1 → i1[y] = i2[y]);
subint :




enrich state, renamed-real with
sorts path;
functions
. [ . ] : path × real → state prio 2;
≤prune : path × real∞ → path ;
≥prune : path × real∞ → path ;
variables p, p1, p2, p3: path;
axioms
prune-le-1 : y →∞r ≤ x∞ ∧ x∞ 6= ∞ → ≤prune(p, x∞)[y] = p[x∞ ∞→r];
prune-le-2 : x∞ < y →∞r → ≤prune(p, x∞)[y] = p[y];
prune-ge-1 : z∞ ≤ y →∞r ∧ z∞ 6= -∞ → ≥prune(p, z∞)[y] = p[z∞ ∞→r];
prune-ge-2 : y →∞r < z∞ → ≥prune(p, z∞)[y] = p[y];
ext : p1 = p2 ↔ (∀ y. p1[y] = p2[y]);
end enrich
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Spezifikation: renamed-real
renamed-real =
rename infinity by morphism

























Im Folgenden pra¨sentieren wir die Spezifikation des funkbasierten Bahnu¨bergangs (Funk-
FahrBetrieb, FFB), so wie er in KIV eingegeben wurde. Fehleru¨berga¨nge sind wieder
hinterlegt hervorgehoben. In Abbildung D.1 ist der Entwicklungsgraph dargestellt, der
alle Spezifikationen entha¨lt. Wir verwenden die Bibliotheksspezifikationen, die in Pro-
jekten immer wieder verwendet werden (nat-basic1 . . . nat-pot). Darauf aufbauend sind
die fu¨r den FFB spezifischen Spezifikationen dargestellt. In ffb-math sind die Pra¨dika-
te close(pos, v, abrk, gp) und request(pos, v, abrk, gp) und die Funktionen braked(v, abrk),
statusd(v, abrk) und closed(v, abrk) mit den entsprechenden Konstanten fu¨r die Kommu-
nikationszeiten spezifiziert (siehe Abschnitt 10.1). Die Spezifikation train-ctrl spezifiziert
das Statechart fu¨r den Zug, communication fu¨r die Kommunikation, crossing-ctrl fu¨r den
Bahnu¨bergang und ffb fasst die drei Oder -Zusta¨nde zu dem Gesamtstatechart fu¨r die Spe-
zifikation des funkbasierten Bahnu¨bergangs zusammen.
Spezifikation: ffb
chart specification
using using train-ctrl, communication, crossing-ctrl
andchart ffb = train | communication | crossing;
import variables err cl; err op : bool;
end chart specification
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variables wfs cnt : nat;
initial variables wfs cnt = 0;
static reactions tick | begin wfs cnt := wfs cnt + 1 end;
orchart train = idle + wfc + brake subcharts wfs;
import events ack rcv;
variables a, v, pos : nat;
events save snd ; status snd;
initial state idle;
variables a = 0, pos = 0;
transitions
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idle → close(pos, v, a brk, gp) | begin save snd := true end → wfc;
wfc → request(pos, v, a brk, gp) | begin status snd := true ; wfs cnt := 0 end
→ wfs;
wfs → ack rcv | → idle;
→ wfs cnt > tc st1 + tc st2 | begin a := a brk end → brake;
→ wfs cnt > tc st1 + tc st2 | → brake;
static reactions
tick | begin pos := pos + v ; if v > a then v := v - a






import events save snd; status snd; ack snd;
variables tm1, tm2, tm3 :nat;
act1, act2, act3 : bool;
events ack rcv; status rcv; close rcv;
static reactions
save snd | begin tm1 := tc c ; act1 := true end;
tick ∧ act1 | begin tm1 := tm1 - 1 end;
tm1 = 0 | begin act1 := false; close rcv := true end;
tm1 = 0 | begin act1 := false end;
status snd | begin tm2 := tc st1 ; act2 := true end;
tick ∧ act2 | begin tm2 := tm2 - 1 end;
tm2 = 0 | begin act2 := false ; status rcv := true end;
tm2 = 0 | begin act2 := false end;
ack snd | begin tm3 := tc st2 ; act3 := true end;
tick ∧ act3 | begin tm3 := tm3 - 1 end;
tm3 = 0 | begin act3 := false ; ack rcv := true end;
tm3 = 0 | begin act3 := false end;
end chart specification





variables closing cnt : nat;
initial variables closing cnt = 0;
static reactions tick | begin closing cnt := closing cnt + 1 end;
basicchart closed;
variables closed cnt : nat;
initial variables closed cnt = 0;
static reactions tick | begin closed cnt := closed cnt + 1 end;
orchart crossing = open subcharts closing + closed;
import variables pos : nat; err cl; err op : bool;




open → close rcv | → closing;
closing → closing cnt ≥ t cl | → closed;
closed → closed cnt ≥ t max ∨ pos = gp + 1 ∨ err op | → open;
static reactions






tl-dnf : bool × bool × bool × bool;







tc c : nat;
tc st1 : nat;
tc st2 : nat;
t max : nat;
t cl : nat;
a brk : nat;
gp : nat;
functions
close d : nat × nat → nat ;
status d : nat × nat → nat ;
brake d : nat × nat → nat ;
predicates
close : nat × nat × nat × nat;
request : nat × nat × nat × nat;
variables
pos, v, a: nat;
b, b1: bool;
Ack Sent: bool flexible;
axioms
brake dist : brake d(v, a) = ((v / a + 1) ∗ (2 ∗ v - a ∗ v / a)) / 2 + v;
status dist : status d(v, a) = brake d(v, a) + (tc st1 + tc st2) ∗ v + v;
close dist : close d(v, a) = brake d(v, a) + (tc c + t cl + tc st2) ∗ v + v;
statusReq : request(pos, v, a, gp) ↔ pos ≥ gp - status d(v, a);
closeReq : close(pos, v, a, gp) ↔ pos ≥ gp - close d(v, a);
dec : a brk > 0;
tc c : tc c > 0;
tc st1 : tc st1 > 0;
tc st2 : tc st2 > 0;
t max : t max > 0;
t cl : t cl > 0;
end enrich





. ˆ2 : nat → nat ;
. /d . : nat × nat → nat prio 9;
d . e : nat → nat ;
axioms
square : n ˆ2 = n ∗ n;
DivRnd : n 6= 0 → m ≤ dm /d ne ∗ n ∧ dm /d ne ∗ m < m + n;






. ˆ . : nat × nat → nat prio 12;
log : nat × nat → nat ;
2ˆ . : nat → nat ;
log2 . : nat → nat ;
axioms
Pot-zero : n ˆ 0 = 1;
Pot-succ : n ˆ m +1 = n ˆ m ∗ n;
Logdef : m ˆ n0 ≤ n ∧ n < m ˆ n0 +1 → log(m, n) = n0;
Pot2-zero : 2ˆ 0 = 1;
Pot2-succ : 2ˆ n +1 = 2 ∗ 2ˆ n;







. / . : nat × nat → nat prio 11;
. % . : nat × nat → nat prio 11;
axioms
Divdef : n 6= 0 → m / n ∗ n ≤ m ∧ m < (m / n)+1 ∗ n;





functions . ∗ . : nat × nat → nat prio 10;
axioms
m ∗ 0 = 0;





functions . - . : nat × nat → nat prio 8 left;
predicates
. ≤ . : nat × nat;
. > . : nat × nat;
. ≥ . : nat × nat;
axioms
m - 0 = m;
m - n +1 = (m - n)-1;
m ≤ n ↔ ¬ n < m;
m > n ↔ n < m;
m ≥ n ↔ ¬ m < n;
end enrich




functions . + . : nat × nat → nat prio 9;
variables m, n0: nat;
axioms
n + 0 = n;
m + n +1 = (m + n)+1;
n < n0 ∨ n = n0 ∨ n0 < n;







| . +1 (. -1 : nat → nat ;)
;
variables n: nat;
order predicates . < . : nat × nat;
end data specification
Generated axioms:
nat freely generated by 0, +1;
disj : 0 6= n +1;
sel : n +1 -1 = n;
inj : n +1 = n0 +1 ↔ n = n0;
case : n = 0 ∨ n = n -1 +1;
ref : ¬ n < n;
trans : n < n0 ∧ n0 < n1 → n < n1;
less : n0 < n +1 ↔ n0 = n ∨ n0 < n;
less : ¬ n < 0;
elim : n 6= 0 → n0 = n -1 ↔ n = n0 +1;
ANHANG E
Syntax und Semantik sequentieller
Programme
Syntax
Die Menge der Programme PROG ist die kleinst mo¨gliche Menge fu¨r die gilt:
• skip ∈ PROG (leeres Programm)
• abort ∈ PROG (nie terminierendes Programm)
• x := t ∈ PROG (parallele/zufa¨llige Zuweisung), mit xi ∈ Xsi und ti ∈ Tsi ∪ {?}
Dabei ist Xsi die Menge der Variablen und Tsi die Menge der Terme der Sorte si.
• var x = t in α ∈ PROG (Variablenallokation), mit α ∈ PROG, x := t ∈ PROG
• if ε then α else β ∈ PROG (bedingte Verzweigung), mit α, β ∈ PROG, ε ∈ BXP
• begin α; β end ∈ PROG (Komposition), mit α, β ∈ PROG
• while ε do α ∈ PROG (Schleife), mit α ∈ PROG und ε ∈ BXP
Bemerkungen:
1. unno¨tige begin . . . end Blo¨cke werden, wie in Pascal, weggelassen.
2. if ε then α else skip wird durch if ε then α abgeku¨rzt
3. skip ist a¨quivalent zu x := x
4. abort ist a¨quivalent zu while true do skip
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Hilfsfunktionen
Wir definieren die Hilfsfunktionen read(α) und write(α). Dabei verwenden wir die wie
u¨blich definierten Funktionen vars(ti) bzw. vars(ε), um die Variablen eines Terms bzw.




α ≡ skip, ∅
α ≡ abort, ∅
α ≡ x := t,
⋃
i vars(ti)





α ≡ if ε then β else γ, vars(ε) ∪ read(β) ∪ read(γ)
α ≡ begin β; γ end read(β) ∪ read(γ)




α ≡ skip, ∅
α ≡ abort, ∅
α ≡ x := t,
⋃
i xi
α ≡ var x = t in β write(β)\
⋃
i{xi}
α ≡ if ε then β else γ, write(β) ∪ write(γ)
α ≡ begin β; γ end write(β) ∪ write(γ)
α ≡ while ε do β write(β)
Semantik
Die Semantik der Programme ist implizit u¨ber eine Algebra A definiert, die die Tra¨ger-
menge der Sorten und die Funktionen und Pra¨dikate definiert. Sei σ eine Belegung, dann
ist die Semantik eines Programms σ[[α]]σ′ wie folgt definiert (die zugrundeliegende Algebra
lassen wir wie u¨blich weg).1
• σ[[skip]]σ′ genau dann, wenn σ = σ′
• [[abort]] ist fu¨r jedes Belegungspaar falsch (leere Relation)
• σ[[x := t]]σ′ genau dann, wenn σ′ = σ[x ← [[t]]σ], wobei [[?]]σ einen zufa¨lligen Wert
repra¨sentiert
• σ[[var x = t in α]]σ′ genau dann, wenn es eine Belegung σ′′ gibt, so dass:
σ[[x := t; α]]σ′′ und σ′ = σ′′[x ← [[x]]σ]
• σ[[begin α; β end]]σ′ genau dann, wenn es eine Belegung σ′′ gibt, so dass σ[[α]]σ′′
und σ′′[[β]]σ′
• σ[[if ε then α else β]]σ′ genau dann, wenn [[ε]]σ = tt und σ[[α]]σ
′ oder [[ε]]σ 6= tt und
σ[[β]]σ′
1σ[[α]]σ′ ist eine Relation in Inifx-Notation.
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• σ[[while ε do α]]σ′ genau dann, wenn eine endliche Folge von Belegungen σ0, . . . , σn
(n ≥ 0) existiert, so dass
– σ = σ0, σ
′ = σn,
– [[ε]]σ0 = tt, . . . , [[ε]]σn−1 = tt, [[ε]]σn = ff, und
– σi[[α]]σi+1 fu¨r jedes i mit 0 ≤ i < n
(σi ist die Belegung nach der i-ten Schleifenwiederholung)
Semantik von Formeln in Dynamischer Logik
Die Semantik von Formeln in Dynamischer Logik (DL-Formeln) entspricht der Semantik
von Formeln in Pra¨dikatenlogik (PL-Formeln) mit zwei zusa¨tzlichen Operatoren.
• [[[α] ϕ]]σ = tt genau dann, wenn fu¨r alle Belegungen σ
′ mit σ[[α]]σ′ gilt: [[ϕ]]σ′ = tt
(Die Belegung σ′ repra¨sentiert den erreichbaren Endzustand des Programms α.)
• [[〈α〉 ϕ]]σ = tt genau dann, wenn es eine Belegung σ
′ mit σ[[α]]σ′ gibt und [[ϕ]]σ′ = tt.
(Dies impliziert, dass das Programm α terminiert, d. h. es gibt einen erreichbaren
Endzustand σ′.)
Programm A¨quivalenz
Zwei Programme α, β sind a¨quivalent, kurz α ≡ β, genau dann wenn, ihre Semantik in
allen Modellen gleich ist, d. h. fu¨r alle A ∈ Alg(Σ) gilt [[αA]] = [[βA]].
Bemerkungen zur Dynamischen Logik
• Die Semantik der Dynamischen Logik wertet Programmformeln nicht
”
statisch“, mit
einer fixen Variablenbelegung, sondern
”
dynamisch“, abha¨ngig vom Zustand inner-
halb von DL-Formeln, aus. Initiale Belegungen ko¨nnen Resultate einer Ausfu¨hrung
anderer Programme sein. Deshalb die Bezeichnung:
”
Dynamische Logik“.
• [[[α] ϕ]]σ = tt ist immer wahr, wenn α nicht terminiert. [α] ϕ modelliert also partielle
Korrektheit. Im Gegensatz dazu ist 〈α〉 ϕ immer falsch, wenn α nicht terminiert.
• Es gilt: 〈α〉 ϕ ↔ ¬ [α] ¬ ϕ.
• Wenn α ≡ β, dann gilt fu¨r alle ϕ, 〈α〉 ϕ ↔ 〈β〉 ϕ.
• Wenn x1, . . . , xn alle Variablen der Programme α und β sind und y1, . . . , yn andere
Variablen sind, dann gilt:
wenn 〈α〉 (x1 = y1 ∧ . . . ∧ xn = yn) ↔ 〈β〉 (x1 = y1 ∧ . . . ∧ xn = yn), dann α ≡ β
• Die beiden letzten Bemerkungen zeigen, dass Programma¨quivalenz in Dynamischer
Logik ausgedru¨ckt werden kann.
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ANHANG F
Grammatik von Statechart-Spezifikationen
chartspec : T CHART SPECIFICATION optcomment
usedspeclist
chartlist
T END CHART SPECIFICATION ;
chartlist : chart














andchart : T AND CHART symbol T GLEICH andchartsymlist
T STRICHPUNKT optcomment chartsignature ;
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| andchartsymlist T STRICH symbol ;
srlist : /* empty */
| T STATIC REACTIONS srlist nonempty ;
srlist nonempty : staticreaction
| srlist nonempty staticreaction ;
staticreaction : eventandaction T STRICHPUNKT optcomment ;
translist : /* empty */
| T TRANSITIONS transitionslist nonempty ;
transitionslist nonempty
: transitionslist nonempty transitions
| transitions ;
transitions : xov shorttransitions ;
shorttransitions : /* empty */
| shorttransitions T IMPL shorttrans ;
eventandaction : iboolexpr T STRICH basicprog ;
eventnoaction : basicprog ;
noeventaction : iboolexpr T STRICH ;
shorttrans : eventandaction T IMPL xov
T STRICHPUNKT optcomment
| eventnoaction T IMPL xov
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T STRICHPUNKT optcomment
| noeventaction T IMPL xov
T STRICHPUNKT optcomment ;
commsymlist nonempty
: boolsym
| commsymlist nonempty boolsym ;
boolsym : symbol T STRICHPUNKT optcomment
initlist : T INITIAL STATE xov T STRICHPUNKT
initvardecllist ;
initvardecllistbasic : /*empty*/
| T INITIAL T VARIABLES vardecllist nonempty
T STRICHPUNKT ;
initvardecllist : /*empty*/
| T VARIABLES vardecllist nonempty
T STRICHPUNKT ;
importvardeflist : /*empty*/
| T IMPORT VARIABLES vardeflist aux ;
importevsymlist : /*empty*/
| T IMPORT EVENTS commsymlist nonempty ;
evsymlist : /*empty*/
| T EVENTS commsymlist nonempty ;
orcharts : orcharts nonempty
T SUBCHARTS orcharts nonempty
| orcharts nonempty
| T SUBCHARTS orcharts nonempty ;
orcharts nonempty : symbol
| orcharts nonempty T PLUS symbol ;
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symbol : ... /*any symbol (not in token list)*/
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