Abstract-In this paper, the finite-time optimal control problem for time-invariant linear singularly perturbed systems is considered. The reduced-order pure-slow and pure-fast matrix differential Riccati equations are obtained by decoupling the singularly perturbed differential matrix Riccati equation of dimension n1 + n2 into the regular differential matrix Riccati equation pure-slow of dimension n1 and the stiff differential matrix Riccati equation pure-fast of dimension n2. A formula is derived that produces the solution of the original singularly perturbed matrix Riccati differential equation in terms of solutions of the pure-slow and pure-fast reduced-order differential matrix Riccati equations and solutions of two reduced-order initial value problems. In addition to its theoretical importance, the main result of this paper can also be used to implement optimal filtering and control schemes for singularly perturbed linear systems independently in pure-slow and pure-fast time scales. An example for a catalytic fluid reactor model has been include to demonstrate the utility of the method.
I. INTRODUCTION
Singularly perturbed differential equations have been studied in mathematics [1] , [2] and control systems engineering [3] , [4] , [5] , and [6] for quite some time. These differential equations are characterized by coexistence of slow and fast variables with a small positive singular perturbation parameter ε multiplying derivatives of the fast variables. Simultaneous presence of slow and fast phenomena causes numerical ill-conditioning [7] so an important goal in studying singularly perturbed systems of differential equations is to separate slow and fast variables. Since the initial work of Tikhonov [8] , the singularly perturbed differential equations have been studied analytically by using different series expansion techniques and then matching corresponding terms [9] , [1] , and [2] to obtain the approximate solutions with accuracy of O(ε k ), k = 1, 2, 3, . . . for many important problems.
In 1972 a powerful transformation that produces the exact decomposition of linear systems of singularly perturbed differential equations into pure-slow and pure-fast (stiff) subsystems was obtained by Chang [10] . As a matter of fact, in [10] , Chang studies a general boundary value problem of singularly perturbed linear systems. Since that time the Chang transformation has been used very often in the engineering literature of singularly perturbed linear control Z. Gajic [11] . A comprehensive overview of decoupling transformations for linear dynamical systems with emphasis on the work of Chang [10] can be found in [12] ; see also [5] , Chapter 3.
The decoupling transformation of Chang is limited to linear singularly perturbed initial and boundary value problems. The main goal of this paper is to introduce a transformation technique that produces the pure-slow pure-fast decomposition of the nonlinear singularly perturbed differential Riccati equation. In addition, we show how to obtain the solution of the original singularly perturbed differential Riccati equation in terms of solutions of the pure-slow and pure-fast reducedorder differential Riccati equations and solutions of two initial value problems.
Several authors have considered infinite horizon linear quadratic optimal control problems, including [13] , and [14] and [15] . In this paper we will consider instead the finite horizon problem.
The paper is organized as follows. In Section II we introduce the singularly perturbed differential Riccati equation appearing in the context of the linear-quadratic optimal regulator problem [16] and [1] . Section III presents the transformation technique for pure-slow/pure-fast decomposition of the corresponding Riccati equation.
II. SINGULARLY PERTURBED MATRIX DIFFERENTIAL RICCATI EQUATION
Consider the singularly perturbed time-invariant linear system [16] , [1] , [2] , and [3] 
where x(t, ε) and z(t, ε) are n 1 and n 2 -dimensional slow and fast state vectors respectively, u(t, ε) is an mdimensional vector control input, and ε is a small positive parameter. Matrices A i , i ∈ {1, 2, 3, 4}, and B j , j ∈ {1, 2}, are constant and of appropriate dimensions. It is commonly assumed in the literature on singular perturbations that the fast subsystem matrix A 4 is nonsingular (standard linear singularly perturbed systems). A singular matrix A 4 defines nonstandard singularly perturbed linear systems [17] . With (1) consider the performance criterion
to be minimized along trajectories of (1). The following assumption is commonly used for the criterion penalty matrices.
Assumption 1:
The penalty matrices in the performance criterion (2) are symmetric. In addition, the matrix R is positive definite, and the matrices Q and F (ε) are positive semidefinite.
The well-known solution to the optimal control problem defined by (1) and (2) is given by
and
where the P i (t, ε), i ∈ {1, 2, 3}, are the corresponding partitions of the positive semidefinite solution of the regulator matrix Riccati differential equation [16] and
with
(7) Note that the facts that the problem matrices are constant and Assumption 1 imposed on the penalty matrices, that is,
, guarantee the existence of the unique positive semidefinite symmetric matrix P (t, ε) for all t ∈ [0, t f ], see for example, [18] .
The required solution of (6), P (t, ε), is scaled to be compatible with the structure of the problem matrices as follows [16] , [1] 
The partitioned form of (6) produces the following system of singularly perturbed matrix differential equations
(12) The singularly perturbed system of matrix differential equations (9)- (11) has been studied analytically in [16] and [1] using asymptotic series expansions, and numerically in [19] by employing block diagonalization of the corresponding Hamiltonian matrix. Yackel and Kokotovic [20] obtain their results using control oriented assumptions (boundary layer controllability and boundary layer observability assumptions). These assumptions are relaxed in [1] into a set of linear algebraic requirements. One of the assumptions used in [1] will be needed for the purpose of this paper. It can be stated as follows.
Assumption 2: The fast subsystem Hamiltonian matrix is nonsingular, that is
In this paper we develop a new approach to solving (9)-(11) by introducing a transformation technique that will allow us to decompose (9)-(11) into the reduced-order pureslow and pure-fast (stiff) differential Riccati equations. That will be achieved by extending the ideas from [19] and [21] , where a nonsingular transformation has been used to block diagonalize the Hamiltonian system. In that direction, we will be able to obtain the solution of the original Riccati equation (6) in terms of solutions of the reduced-order pure-slow and pure-fast differential Riccati equations and solutions of two linear initial value problems.
III. MAIN RESULT
The Hamiltonian form of the optimal control problem defined in (1) and (2) is given by ⎡ ⎢ ⎣ẋ
with costates p(t, ε) and q(t, ε) and boundary conditions ⎡ ⎢ ⎣
Introducing the change of variables q(t, ε) = εr(t, ε) and interchanging the equations for z(t, ε) and p(t, ε), we get the standard linear singularly perturbed system ⎡ ⎢ ⎣ẋ
where
The boundary conditions for (16) 
The Chang decoupling transformation [10] is defined by ⎡ ⎢ ⎣
to be
so
where the 2n 2 × 2n 1 matrix L (ε) satisfies
and the 2n 1 × 2n 2 matrix M (ε) is obtained from
The unique solution to (23) exists under Assumption 2 (that matrix A 4 is invertible). This solution can be found numerically as the limit of a sequence of solutions of linear equations or by applying the eigenvector method [22] . The former process can be accomplished using either fixed-point iterations or a Newton method [3] , [19] . The fixed-point algorithm for solving (23) is given by
It can be easily shown that together
Having obtained a solution for L (ε), one can obtain a solution for M (ε) using the following iterative scheme
It is easy to establish that together
In the following, we will use the partitioned matrices L(ε) and M (ε) and the partitioned product L(ε)M (ε). Accordingly, we define
Applying the Chang transformation [10] to the two-point boundary value problem defined by (16)- (19) transforms the system into new coordinates where the slow and fast state variables are dynamically decoupled, that is,
with boundary conditions satisfying
Rewriting (30) and (31) to display the block structure, we have
and 
where we have defined the new variablesα 3 := 1 ε α 3 and α 4 := 1 ε α 4 . Note that the matrices α 2 (ε) and β 4 (ε) are nonsingular for sufficiently small values of ε because they are O(ε) perturbations of the identity matrix. These terminal conditions suggest that we look for the following relationships
where, to satisfy (41) we need the following boundary conditions
Taking the derivatives of (42) and using (37)-(38) we obtain two nonsymmetric differential Riccati equations corresponding to the slow and fast variables, respectively,
and two linear initial value problems
The complete proof of this result is lengthy and is omitted due to space constraints. In the proof we establish the existence of all matrix inverses in (57) and the existence, uniqueness and boundedness of P f and P s . We then show O(1) boundedness of g i on compact sets. Finally we show that the existence and boundedness of the g i , P f , and P s on compact sets suffices to guarantee the existence of the required inverses.
IV. EXAMPLE: FLUID CATALYTIC REACTOR
The fluid catalytic cracker [25] provides a fifth order practical example of a singularly perturbed system. The system has three fast variables and two slow variables.
The partitioned A matrix is given by 
In the computations, done in Matlab, we used ε = 0.1 We used cost weighting matrices Q = I, and R = I. For visual clarity we have plotted only the diagonal elements of these matrices.
The evolution of the solution matrices P f and P s of the fast and slow subsystem differential Riccati equations is illustrated in Figures 1 and 2 . The resulting solution to the original differential Riccati equation constructed using (57) from the solutions of the fast and slow subsystems is shown in Figure 3 . The error is shown in Figure 4 .
The figures presented here show excellent agreement between the P (t, ε) computed by combining the fast and slow matrices P f (t, ε) and P s (t, ε), respectively. 
V. CONCLUSIONS
Reduced-order pure-slow and pure-fast matrix differential Riccati equations of singularly perturbed systems were derived by decoupling the singularly perturbed differential matrix Riccati equation into the regular differential matrix Riccati equation pure-slow and the stiff differential matrix Riccati equation pure-fast. The solution of the original singularly perturbed matrix Riccati differential equation is then given in terms of solutions of the pure-slow and purefast reduced-order differential matrix Riccati equations and solutions of two reduced-order initial value problems. The significance of this result is that it allows the solution to be obtained while solving only a differential matrix Riccati equation of dimension n 1 and one of dimension n 2 rather than the original equation of dimension n 1 + n 2 . Potential applications include optimal filtering and optimal control of singularly perturbed linear systems.
