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Abstract
Instead of discussing the existence of a one-dimensional traveling wave front solution which connects two constant steady
states, the present work deals with the case connecting a constant and a nonhomogeneous steady state on an infinite band region.
The corresponding model is the well-known Fisher equation with variational coefficient and Dirichlet boundary condition.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
The well-known Fisher equation was initially proposed by Fisher [1] to model the advance of a favorable gene
in an infinite one-dimensional habitat in which the processes of natural selection and random spatial migration were
evident.
ut − ux x = ru(1 − u),
where r is a positive parameter, ut and ux x are the partial derivatives of u with respect to the time variable t and
the spatial variable x to order 1 and order 2, respectively. We also adopt this kind of notation for the following
equations. The previous equation was also proposed by Kolmogorov et al. [2] as a single-species dynamic model with
logistic growth and spatial diffusion. This equation has been widely studied, for example in [3]. It is well known that
this equation allows traveling wave front solutions with speed c ≥ 2√r . Recently, the authors in [4] revealed that this
assertion also holds for the case with small time delay. For the multidimensional case, there is also some research, such
as that in [5–8]. But most of the studies concern the Neumann boundary value problem, which allows the existence of
traveling wave fronts connecting two constant steady states. However, there are few results concerning the Dirichlet
case due to the nonhomogeneous steady states. Here we try to obtain some by considering the Fisher model on a band
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region, namely,{
ut − ux x − uyy = r(y)u(1 − u), (t, x, y) ∈ R+ × R × (0, π),
u(t, x, 0) = u(t, x, π) = 0, (t, x) ∈ R+ × R, (1)
where u : R+ × R × [0, π] → R stands for the advance of a favorable gene or the species density. The change of the
coefficient r to r(y) from the previous model is based on the fact that the advance of a favorable gene or the growth
rate for a species may be affected by the spatial variable. Here we assume that r(y) is a Ho¨lder continuous function
with the bounds 0 < r1 ≤ r(y) ≤ r2.
Notice that the principal eigenvalue of −	 on (0, π) with the homogeneous Dirichlet boundary condition is μ1 = 1
with the corresponding normalized eigenfunction ξ1(y) = sin y; besides the trivial solution 0, the problem (1) has a
steady state solution U(y) with 0 < U(y) ≤ 1 on (0, π) provided that r1 > μ1, which satisfies{−U ′′(y) = r(y)U(y)[1 − U(y)], y ∈ (0, π),
U(0) = U(π) = 0. (2)
Let s = ct + x and u(t, x, y) = φ(s, y); then the problem (1) can be converted to{
cφs − φss − φyy = r(y)φ(1 − φ), (s, y) ∈ D,
φ(s, 0) = φ(s, π) = 0, s ∈ R, (3)
where D = R × (0, π). Notice that U(y) is stable and 0 is unstable, if for some c > 0, problem (3) has a monotone
solution φ(s, y) (monotone in s) such that
lim
s→−∞ φ(s, y) = 0, lims→∞ φ(s, y) = U(y), ∀ y ∈ (0, π), (4)
and then u(t, x, y) = φ(ct + x, y) is called a wave front solution of problem (1) with speed c. We look for it in the
following profile set:
Γ = {φ ∈ C0,2(D); φ(s, y) is nondecreasing in s and satisfies (4)}.
2. Main results
Lemma 1. If there is a φ ∈ C(D)⋂C2,2(D) such that{
cφs − φss − φyy + β(y)φ ≥ 0, (s, y) ∈ D,
φ(s, y) ≥ 0, s ∈ R, y = 0, π, (5)
where β(y) > 0 is a bounded Ho¨lder continuous function, then φ(s, y) ≥ 0 on D.
Proof. If the assertion is false, then there must be a point (s0, y0) at which φ(s, y) acquires the negative minimum
value. In view of the nonnegativity of φ(s, y) on the boundary, the point (s0, y0) must be in D. At the minimum point
(s0, y0), we have φ < 0, φs = 0, φss ≥ 0, φyy ≥ 0 and hence cφs − φss − φyy + β(y0)φ < 0, a contradiction. So
φ(s, y) < 0 is impossible and the proof is finished. 
We claim that the solution φ of problem (3) satisfies 0 ≤ φ ≤ 1. In fact, let f (y, φ) = r(y)φ(1 − φ), ψ = 1 − φ;
then ψ(s, 0) = ψ(s, π) > 0 for s ∈ R and in D
cψs − ψss − ψyy + r(y)ψ = f (y, 1) − f (y, φ) + r(y)ψ = r(y)ψ2 ≥ 0.
It follows from Lemma 1 that ψ ≥ 0 and hence φ ≤ 1. Similarly, we can also get φ ≥ 0. In addition, define
H (y, φ) = f (y, φ) + r(y)φ; then Hφ(y, φ) = 2r(y)(1 − φ) ≥ 0 and hence H (y, φ) is nondecreasing in φ.
Definition 1. A function φ ∈ C(D)⋂C0,2(D) is called an upper solution of (3) if φs and φss exist almost everywhere
and they are essentially bounded on D, and if it satisfies{
cφs − φss − φyy ≥ f (y, φ), (s, y) ∈ D,
φ(s, y) ≥ 0, s ∈ R, y = 0, π. (6)
A lower solution φ is defined in a similar way by reversing the inequalities in (6).
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Lemma 2. If r1 > 1 and c > max
{
1, 2
√
r1 − 1
}
, then problem (3) has an upper solution and a lower solution as
follows:
φ(s, y) = U(y)
1 + eλ2s ∈ Γ , φ(s, y) = max
{
0, ξ1(y)(1 − Meεs)eλ1s
}
, (7)
where the parameters λ1, λ2 satisfy 0 < λ1 ≤ [c−
√
c2 + 4(1 − r1)]/2 and λ2 ≤ −r2/(c−1). The constant ε satisfies
0 < ε < min{c − 2λ1, λ1} and M(> 1) is sufficiently large.
Proof. It is easy to check that φ(s, y) ∈ Γ . We check the inequalities in (6) as follows. Firstly, the boundary conditions
are satisfied due to U(0) = U(π) = 0. Secondly,
φs = U(y)
−λ2eλ2s
(1 + eλ2s)2 ,
φss =
∂
∂s
[
U(y)
−λ2eλ2s
(1 + eλ2s)2
]
= −λ22U(y)
eλ2s(1 − eλ2s)
(1 + eλ2s)3 ,
φyy =
U ′′(y)
1 + eλ2s = −r(y)[1 − U(y)]
U(y)
1 + eλ2s .
It follows from c > 1, λ2 ≤ −r2/(c − 1) that λ2(1 − c) − r2 ≥ 0, λ2(c + 1) + r2 ≤ 0. Hence
cφs − φss − φyy − f (y, φ) = cU(y)
−λ2eλ2s
(1 + eλ2s)2 + λ
2
2U(y)
eλ2s(1 − eλ2s)
(1 + eλ2s)3 + r(y)[1 − U(y)]
U(y)
1 + eλ2s
− r(y) U(y)
1 + eλ2s
[
1 − U(y)
1 + eλ2s
]
= U(y)e
λ2s
(1 + eλ2s)3
{[λ2(1 − c) − U(y)r(y)] − [λ2(c + 1) + U(y)r(y)] eλ2s}
≥ U(y)e
λ2s
(1 + eλ2s)3
{[λ2(1 − c) − r2] − [λ2(c + 1) + r2] eλ2s} ≥ 0,
and here we have used 0 ≤ U(y) ≤ 1 and r(y) ≤ r2. So from Definition 1 we know that φ(s, y) is an upper solution
of problem (3). Now we check the reverse inequalities in (6) for φ(s, y). Let s0 be such that Meεs0 = 1. In the case
where s > s0, φ = 0 and the inequalities are trivially satisfied. In the case where s < s0, the boundary condition is
also satisfied due to ξ1(0) = ξ1(π) = 0.
φ
s
= ∂
∂s
[
ξ1(y)(1 − Meεs)eλ1s
] = ξ1(y)eλ1s [λ1 − M(λ1 + ε)eεs] ,
φ
ss
= ξ1(y) ∂
∂s
{
eλ1s
[
λ1 − M(λ1 + ε)eεs
]} = ξ1(y)eλ1s
[
λ21 − M(λ1 + ε)2eεs
]
,
φyy = ξ ′′1 (y)(1 − Meεs)eλ1s = −ξ1(y)eλ1s(1 − Meεs).
It follows from 0 < ε < min{λ1, c − 2λ1} that A(ε) = (c − 2λ1)ε − ε2 > 0. At the same time, 0 < λ1 ≤
[c −
√
c2 + 4(1 − r1)]/2 implies cλ1 − λ21 + 1 − r1 ≤ 0. So
c
∂φ
∂s
− ∂
2φ
∂s2
− ∂
2φ
∂y2
− f (y, φ) = cξ1(y)eλ1s
[
λ1 − M(λ1 + ε)eεs
] − ξ1(y)eλ1s
[
λ21 − M(λ1 + ε)2eεs
]
+ ξ1(y)eλ1s
(
1 − Meεs)− r(y)ξ1(y)eλ1s (1 − Meεs)
× [1 − ξ1(y)eλ1s (1 − Meεs)]
≤ ξ1(y)eλ1s
{[
cλ1 − λ21 + 1 − r1
] (
1 − Meεs)− M A(ε)eεs
+ r2eεs
(
1 − Meεs)2}
≤ ξ1(y)e(λ1+ε)s (−M A(ε) + r2) ≤ 0,
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provided that M ≥ r2/A(ε); here the inequalities ξ1(y) = sin y ≤ 1 and r1 ≤ r(y) ≤ r2 are used. The proof is
finished. 
Remark. The elementary idea of this lemma is to try an upper solution and a lower solution of the forms in (7). The
bounds of the parameters are obtained by solving the inequalities according to Definition 1.
Verifying φ ≥ φ is trivial for s ≥ s0. It suffices to show that U(y) ≥ (1 − Meεs)eλ1s(1 + eλ2s) sin y for s < s0.
We get (1 − Meεs)eλ1s(1 + eλ2s) ≤ eλ1s + e(λ1+λ2)s ≤ eλ1s0 + e(λ1+λ2)s0 , provided that λ1 + λ2 > 0. Consider
that Meεs0 = 1 and s0 = −ε−1 ln M , B(M) = eλ1s0 + e(λ1+λ2)s0 = M−λ1/ε + M−(λ1+λ2)/ε. It is easy to see that
B(M) decreases to 0 as M → ∞, so there exists an M large enough such that B(M) sin y ≤ U(y), which implies
φ ≥ φ. Notice that 0 < λ1 ≤ [c −
√
c2 + 4(1 − r1)]/2 and λ2 ≤ −r2/(c − 1); to satisfy λ1 + λ2 > 0, we need
[c −
√
c2 + 4(1 − r1)]/2 − r2/(c − 1) > 0. Direct calculation reveals that the traveling wave speed c < c∗, where c∗
is given by
c∗ =
(r2 − 2r1 + 2) +
√
(r2 − 2r1 + 2)2 + 4(r2 − r1 + 1)(r22 + r1 − 1)
2(r2 − r1 + 1) . (8)
In particular, in the case where r(y) ≡ r > 0, we have c∗ = 1 + (√5 − 1)r/2. So the sufficient conditions for the
existence of ordered upper and lower solutions as in (7) are
r1 > 1, max
{
1, 2
√
r1 − 1
}
< c < c∗. (9)
We say that this condition is not an empty set. For example, in the case where r(y) ≡ r , it becomes: r > 1,
max
{
1, 2
√
r − 1} < c < 1 + (√5 − 1)r/2. Choose r = 2, then 2 < c < √5, and it is a rational condition.
Define L = c∂/∂s − ∂2/∂s2 − ∂2/∂y2. In the following we look for an iteration sequence under the condition (9).
Lemma 3. The linear boundary value problem
{
Lφ1 + r(y)φ1 = H (y, φ), (s, y) ∈ D,
φ1(s, 0) = φ1(s, π) = 0, s ∈ R, (10)
has a unique nonnegative nontrivial solution φ1(s, y) on D, which satisfies: (i) φ ≤ φ1 ≤ φ; (ii) φ1 is nondecreasing
in s; (iii) φ1 is an upper solution of problem (3).
Proof. Notice that U(y) is Ho¨lder continuous and φ(s, y) is a known function (given in (7)); it is easy to check that
H (y, φ(s, y)) is Ho¨lder continuous with respect to the variables s and y. The arguments for the elliptic equation in
the unbounded domain in [9, (Chapter 7, pp. 319–324)] imply the existence of φ1(s, y) ≥ 0 on D. We prove the
uniqueness as follows. If problem (10) has another solution φ∗, let w = φ1 − φ∗; then w = 0 for y = 0, π , and
Lw+r(y)w = 0 on D. As r(y) > 0, Lemma 1 implies w ≥ 0. If there exists a positive maximum point (s0, y0) of w,
then w(s0, y0) > 0, ws(s0, y0) = 0, wss(s0, y0) ≤ 0 and wyy(s0, y0) ≤ 0 and hence Lw(s0, y0) + r(y)w(s0, y0) > 0,
a contradiction. So w ≡ 0 and the solution φ1 is unique. Moreover, we see that φ1 is also nontrivial since H (y, φ) > 0.
It follows from Lφ + r(y)φ ≥ H (y, φ) = Lφ1 + r(y)φ1 that L(φ − φ1) + r(y)(φ − φ1) ≥ 0. Lemma 1 indicates
that φ1 ≤ φ. Similarly, we get φ1 ≥ φ due to Lφ1 + r(y)φ1 = H (y, φ) ≥ H (y, φ) ≥ Lφ + r(y)φ. So the
assertion (i) holds. In view of the nondecreasing property of H (y, φ) in φ, Lφ1 + r(y)φ1 = H (y, φ) ≥ H (y, φ1),
together with the boundary condition φ1 = 0 for y = 0, π , we know that (iii) also holds. It follows from
φ ∈ Γ that φ(s + σ, y) ≥ φ(s, y) for every σ > 0. So we obtain H (y, φ(s + σ, y)) ≥ H (y, φ(s, y)) and
L(φ1(s + σ, y) − φ1(s, y)) + r(y)(φ1(s + σ, y) − φ1(s, y)) ≥ 0, which implies φ1(s + σ, y) ≥ φ1(s, y). Hence
the assertion (ii) holds too. The proof is finished. 
Theorem 1. If r1 > 1, then the boundary value problem (1) has a traveling wave front solution u(t, x, y) =
φ(ct + x, y) connecting its steady states 0 and U(y) with speed max {1, 2√r1 − 1} < c < c∗, where c∗ is given by
(8).
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Proof. Let φ0 = φ; we now define a sequence {φm} by{
Lφm + r(y)φm = H (y, φm−1), (s, y) ∈ R × (0, π),
φm(s, 0) = φm(s, π) = 0, s ∈ R, m = 1, 2, . . . . (11)
We claim that the following relations:
(i)′: φ0 ≥ φ1 ≥ · · · ≥ φm ≥ φm+1 ≥ · · · ≥ φ (12)
together with (ii), (iii) in Lemma 3 are all satisfied for every m ∈ N . The assertion for m = 1 is ensured by Lemma 3.
We assume that (i)′, (ii) and (iii) hold for a fixed m(≥ 2); then Lφm+1 + r(y)φm+1 = H (y, φm) ≤ H (y, φm−1) =
Lφm + r(y)φm , together with φm(s, y) − φm+1(s, y) = 0 for y = 0, π , and from Lemma 1 we have φm ≥ φm+1.
Hence (i)′ holds for m + 1. By this iteration process we know that (i)′ holds for every m ∈ N . Through the same
process as in Lemma 3, (ii) and (iii) are easy to verify. The relations in (12) imply the existence of the limit for
{φm}∞0 , say limm→∞ φm = φ∗ with φ ≤ φ∗ ≤ φ on D. Due to the Ho¨lder continuous property of H (y, φm−1), refer
to the argument in [9, (Chapter 7)], for every bounded domain E ⊂ D with smooth boundary, the sequence {φm}∞0
contains a subsequence which converges in C2(E) to the function φ∗ ∈ C2+α(E) for some α ∈ (0, 1) as m → ∞.
Letting m → ∞ in (11), we have Lφ∗ + r(y)φ∗ = H (y, φ∗) and φ∗(s, 0) = φ∗(s, π) = 0, so φ∗ is a solution of
(3) on E . By the arbitrariness of E , φ∗ is a solution of (3) in D. On the other hand, lims→−∞ φ(s, y) = 0 implies
lims→−∞ φ∗(s, y) = 0 (∀ y ∈ (0, π)). Recall that φ∗ is the limit of the nondecreasing sequence {φm}∞0 ; it must also
be nondecreasing in s. In fact it is also bounded from above by U(y). Hence lims→∞ φ∗(s, y) = T (y) > 0 exists on
(0, π) for some T (y) with T (0) = T (π) = 0. Passing to the limit s → ∞ in
cφ∗s − φ∗ss − φ∗yy = r(y)φ∗(1 − φ∗), (13)
we have −T ′′(y) = r(y)T (y)(1 − T (y)). The uniqueness of the nontrivial solution for problem (2) implies
T (y) ≡ U(y). So φ∗ also satisfies (4). The proof is finished. 
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