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Abstract
The convex octagon with unit diameter and maximum perimeter is determined. This answers an open
question dating from 1922. The proof uses geometric reasoning and an interval arithmetic based global
optimization algorithm to solve a series of non-linear and non-convex programs involving trigonometric
functions.
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1. Introduction
Let us call n-gon a convex polygon with n sides. Its diameter is the largest Euclidean distance
between any pair of its points or, in other words, the length of its longest diagonal. Following
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Π(Vn) of a n-gon Vn is the sum of the lengths of its n edges. In 1922, Reinhardt [15] asked which
small n-gons have maximum perimeter. He answered the question when n has an odd factor, the
solutions involve Reuleaux polygons [5,15]. This problem, and related ones, were further studied
by Vincze [17], Larman and Tamvakis [9], Tamvakis [16], Datta [5], Bezdek and Fodor [4].
Fundamental results are summarized in the following theorems:
Theorem 1.1. (Datta [5]) The maximum perimeter among all convex small n-gons is at most
2n sin(π/2n). Equality is attained here if and only if n is not a power of 2. Further, if n is
not a power of 2 then there are only finitely many convex n-gons of diameter 1 and maximum
perimeter. These maximizers include the regular n-gon if and only if n is odd.
Moreover, if n is not a power of 2, the convex small n-gons with maximum perimeter are
in bijective correspondence with the solutions of a Diophantine problem [5]. Note that for such
values of n the upper bound of Π(Vn) was already attained by Reinhardt [15] and Larman and
Tamvakis [9]. The case n = 4 was also solved, leading to a larger perimeter than the unit-diameter
square (2
√
2  2.82842712 . . .):
Theorem 1.2. (Datta [5]) The perimeter of any 4-gon V4 satisfies Π(V4)  2 + 4 sin( π12 ) 
3.03527618 . . . . Moreover, the 4-gon obtained by taking vertices v1, v2, and v3 of a unit-side
equilateral triangle and a fourth vertex v0 at unit distance from v2 along the bisector of  v1v2v3
is the unique convex small 4-gon attaining this bound.
So, the next open case is n = 8. It is solved in this paper combining geometric reasoning
with global optimization. Note that such an approach has recently been used to solve two related
problems: In [3] the octagon with unit diameter and maximum area was determined, using a
proof technique of Graham [6] and the algorithm of Audet et al. [1] for non-convex quadratic
programming. The minimum diameter convex octagon with unit length sides was studied by
Vincze [17]. In [2], the optimal solution was found using different geometric reasoning and
the same non-convex quadratic programming algorithm. Here, however, we will need specific
geometric arguments and use a different global optimization tool.
Vincze’s problem is equivalent to finding the convex small octagon of longest perimeter, with
all sides being the same length, thus it is more constrained than the problem studied in the present
paper; the optimal perimeters differ by only 0.8%.
The paper is organized as follows: In Section 2, it is shown that the diameter graph of the
optimal octagon must be a connected linear thrackleation. As in [3], this leads to 31 cases; we
do not reproduce the figures representing these cases, but use the same numbering. Geometrical
considerations allow us in Section 3 to identify the optimal octagon, which corresponds to case 29
with an axis of symmetry, and to derive valid inequalities which lead to the elimination of 7 cases.
In Section 4, the interval arithmetic based algorithm of [10–12,14], named IBBA, is presented.
16 more cases are eliminated by a combination of geometrical considerations and the application
of IBBA. Finally, non-convex mathematical programs for each of the remaining 8 cases are
presented and solved by using IBBA. This completes the proof.
The small octagon with maximum perimeter is equal to 3.1211, all decimals being guaranteed.
This value is almost 2% larger than the perimeter of the regular octagon: 8 sin(π )  3.0615.8
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Given a finite set V of points in the Euclidean plane, the diameter graph D(V ) is obtained
by taking these points as vertices and joining by an edge those pairs of points at a maximum
distance. A linear thrackleation G∗ of a graph G is a representation of G in the plane such that
(i) edges of G∗ are straight line segments connecting certain pairs of vertices, (ii) any two edges
of G∗ have exactly one point in common and (iii) no vertex coincides with an interior point of
an edge.
A path in a graph G is a sequence of edges such that the second vertex of each edge is equal
to the first vertex of the next edge. A graph is connected if and only if any pair of its vertices are
joined by a path.
The first important result involves small octagons of longest perimeter and the linear thrack-
leations of their diameter graph. We use the following notation. Let V ∗8 = {vi = (xi, yi): i =
1,2, . . . ,8} be the consecutive vertices of an optimal small octagon. Observe that all vertices are
distinct. Let P = ∅ and Q = ∅ be a partition of V ∗8 , and u = (a, b) ∈R2 be some vector. For any
t ∈R, define the following:
R(t) = CH(P ∪ (Q + tu)),
Ω = {t ∈R: R(t) has 8 extreme points},
where CH denotes the convex hull, and Q + tu = {x + tu: x ∈ Q}. Our construction ensures
both 0 ∈ Ω and R(0) = V ∗8 . Furthermore, since all vertices of V ∗8 are distinct, it follows that
there exists an ε > 0 such that 0 ∈ ]−ε, ε[ ⊂ Ω .
Lemma 2.1. The function Π(R(t)) is convex in the open interval t ∈ ]−ε, ε[.
Proof. For any t ∈ ]−ε, ε[ ⊂ Ω , we have that
Π
(
R(t)
)= ∑
vi∈P,vi+1∈P
‖vi+1 − vi‖ +
∑
vi∈P,vi+1∈Q
‖vi+1 + tu − vi‖
+
∑
vi∈Q,vi+1∈P
‖vi+1 − vi − tu‖ +
∑
vi∈Q,vi+1∈Q
‖vi+1 − vi‖,
where sums of indices are taken modulo 8. For any (c, d) in R2, the function g(t) = ‖(c, d) +
t (a, b)‖ for u = (a, b) is convex whenever g(t) = 0 since g′′(t) = (ad − bc)2/(g(t))3  0. It
follows that Π(R(t)) is the sum of convex functions, thus it is convex. 
Lemma 2.2. In the optimal octagon V ∗8 = P ∪ Q, there is at least one vi ∈ P and one vj ∈ Q
such that ‖vj − vi‖ = 1.
Proof. Consider the optimization problem
max
t
Π
(
R(t)
)
,
s.t. ‖vj + tu − vi‖ 1, ∀vi ∈ P, vj ∈ Q,
t ∈ ]−ε, ε[.
Our construction ensures that 0 ∈ ]−ε, ε[ is the optimal solution, therefore the constraint t ∈
]−ε, ε[ is trivially satisfied. The maximum of a non-trivial convex function over a compact set is
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attained on the boundary of the domain, and therefore, at least one of the constraints, ‖vj + tu−
vi‖ 1 for some vi ∈ P and vj ∈ Q must be binding. 
The previous lemmas ensure the next result.
Theorem 2.3. The diameter graph of the optimal octagon is a connected linear thrackleation.
Proof. Any two diameters of the optimal octagon have exactly one point in common, which
is either a common end vertex or a common interior point [5]. Moreover, Lemma 2.2 ensures
that the diameter graph is connected. Therefore, the diameter graph is a connected linear thrack-
leation. 
Observe that the previous result does not hold for the convex small octagon of longest perime-
ter, with the additional constraints that all edges are of the same length. The diameter graph of
the optimal octagon is not connected [2].
A caterpillar is a tree in which each vertex is joined by edges to at most two interior vertices,
and any number of leaves. The following characterization of linear thrackleations will be used
next.
Theorem 2.4. (Woodall [18]) A finite graph has a linear thrackleation if and only if it is the
union of disjoint caterpillars or it consists of an odd-gon together possibly with extra vertices
some or all of which are joined to vertices of the odd-gon by edges (so every edge in the graph is
incident with at least one vertex of the odd-gon).
It follows from Theorems 2.3 and 2.4 that there are exactly 31 non-isomorphic connected
thrackleations of graphs with 8 vertices. These thrackleations are represented in Fig. 1 of [3] and
were used there to determine the small octagon with largest area. We reproduce in Fig. 1 the
thrackleations 29 and 31 which are discussed in detail below. Throughout the paper, full lines
represent diameters of length one, dotted ones are edges of the octagon, and dark circles are
vertices of the octagon.
Thrackleations 10,16,17,18,19 and 20 are relaxations of 29 or 31. They may be defined as
follows:
• case 10 is obtained by eliminating edge [v3, v7] of case 29,
• case 16 is obtained by eliminating edge [v3, v0] of case 29,
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• case 18 is obtained by eliminating edge [v2, v7] of case 31, or by eliminating edge [v5, v0]
of case 29,
• case 19 is obtained by eliminating edge [v3, v7] of case 31,
• case 20 is obtained by eliminating edge [v1, v6] of case 31.
3. Geometric arguments
In this section, some geometric arguments are developed in order to identify the optimal oc-
tagon, to eliminate 7 cases and to tighten the formulation of the 24 remaining cases. This allows
in Section 4 to give a numerical proof that the solution proposed in the following subsection is
the optimal one.
3.1. The optimal octagon
Consider the diameter graph of an octagon represented by Fig. 2 (case 29 among the 31
discussed in the previous section) with a vertical axis of symmetry.
It is easily shown that the maximum perimeter is the optimal value of the following mathe-
matical program:
max
α∈R3
4 sin
α1
2
+ 8 sin α2
4
+ 4 sin α3
4
,
s.t. 2α1 + 2α2 + α3 = π,
sin
α3
2
= cosα1 − 12 ,
0 αi 
π
3
, i = 1,2,3.
The objective function is the perimeter, the first constraint states that the sum of the angles of
the star pentagon (2α1 + 2α2 + α3) is equal to π [4], and the third constraint follows from
elementary geometry. The two equality constraints may be used to eliminate α2 and α3. One gets
the following optimization problem in R1:
max
α1
p(α1),
s.t. 0 α1 
π
3
,
where
Fig. 2. Case 29 with vertical symmetry.
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p(α1) = 4 sin
(
α1
2
)
+ 8 cos
(
3
8
π + 1
4
arcsin
(
cosα1 − 12
)
+ α1
4
)
+ 4 sin
(
1
2
arcsin
(
cosα1 − 12
))
.
This is, in fact, a relaxation since the constraints associated to the lower and upper bounds of α2
and α3 are omitted. Figure 3 displays the graphs of p and its derivative
p′(α1) = 2 cos
(
α1
2
)
− 2 sin
(
3
8
π + 1
4
arcsin
(
cosα1 − 12
)
+ α1
4
)
+ 4 sin(α1) sin(
3
8π + 14 arcsin(cosα1 − 12 ) + α14 )√
3 − 4 cos2 α1 + 4 cosα1
− 4 sin(α1) cos(
1
2 arcsin(cosα1 − 12 ))√
3 − 4 cos2 α1 + 4 cosα1
.
The value of α1 that maximizes p may be evaluated to any desired precision by a bisec-
tion method on its derivative p′. Using MapleTM, we obtained α∗1 = 0.39844666 with p∗ =
3.121147134 (all decimals are exact). We will show in the next section that this octagon with
coordinates
x0 = 0.4216647815 . . . , y0 = −0.3879871525 . . . ,
x1 = 0, y1 = −0.4812353606 . . . ,
x2 = −0.4216647815 . . . , y2 = −0.3879871525 . . . ,
x3 = −0.5 . . . , y3 = 0,
x4 = −0.2983440841 . . . , y4 = 0.3059777123 . . . ,
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x6 = 0.2983440841 . . . , y6 = 0.3059777123 . . . ,
x7 = 0.5, y7 = 0
is the unit diameter one with longest perimeter.
3.2. Bounds derived from Datta’s results
The question studied in this paper dates back to 1922 [15]. Since then, geometric analysis
alone has been unable to give an answer. For the octagon, applying the algorithm of [1] or [11]
to a general formulation of the problem fails to produce a solution. We recall valid inequalities
from Datta [5] to tighten the problem formulation, and to eliminate cases.
Lemma 9 of [5] states that the length of the edges of the optimal n-gon for n  5 is strictly
less than one. This allows elimination of the following 7 cases: 1,2,3,4,21,22, and 23 (using
the notation of the 31 thrackleations in [3]).
Considering a n-gon and its diameter graph, Datta [5] defines type I edges cj = [vj , vj+1] of
this n-gon as edges for which there exists a vertex vi at unit distance from both vj and vj+1:
‖vi − vj‖ = ‖vi − vj+1‖ = 1. Then αi =  vjvivj+1, is called the angle associated with edge cj ;
and the length of cj is 2 sin αi2 . All other edges of the n-gon are labeled as type II edges. Moreover,
Datta shows that to each edge [vj , vj+1] of type II is associated a unique dual edge [vi, vi+1],
also of type II and such that ‖vi − vj‖ = ‖vi+1 − vj+1‖ = 1. Let
θ =  viAvi+1 =  vjAvj+1 =  vivj+1vi+1 +  vjvivj+1
be the angle associated with edges [vj , vj+1] and [vi, vi+1], where A is the intersection of the
diameters [vi, vj ] and [vi+1, vj+1], as illustrated in Fig. 4. Lemma 10 of Datta ensures that the
sum of the lengths of the edges ci and cj never exceeds 4 sin θ4 . Moreover, the sum of the angles
associated with all edges is equal to π [4].
Lemma 6 of [5] considers positive angles αi for i = 1,2, . . . , n; it shows that if ∑ni=1 αi =
α  π2 then
∑n
i=1 sinαi  n sin αn ; moreover, equality is obtained when α1 = α2 = · · · = αn = αn .
The main result (Theorem A of [5], reproduced in the introduction) gives the upper bound
of 2n sin( π2n ) on the perimeter of the n-gon. Combining similar arguments one can show the
following lemma.
Lemma 3.1. Consider a small octagon based on a thrackleation. If one fixes an angle αi associ-
ated with a type I edge then the perimeter is bounded above by:
14 sin
(
π − αi
14
)
+ 2 sin
(
αi
2
)
.
Fig. 4. Edges of type II (ci and cj ).
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share the same associated vertex vi , then fixing the angle α =  vjvivj+2 leads to the following
upper bound on the perimeter:
12 sin
(
π − α
12
)
+ 4 sin
(
α
4
)
.
Consequently, one obtains the following bounds on angles.
Proposition 3.2. Consider a small octagon based on a thrackleation with maximal perimeter.
If cj is a type I edge and vi its associated vertex, then  vjvivj+1 ∈ [0.317,0.465]. Moreover,
if cj+1 is also a type I edge, consecutive to cj and with the same associated vertex vi then
 vjvivj+2 ∈ [0.688,0.881].
Proof. A necessary condition for the upper bound of Lemma 3.1 to be larger than p∗ is that
αi ∈ [0.317,0.465]. Similarly, for consecutive type I edges, α must lie in [0.688,0.881]. 
The next result concerns thrackleations containing a pending diameter.
Proposition 3.3. Consider a small octagon based on a thrackleation with maximal perimeter,
with two consecutive type I edges cj = [vj , vj+1] and cj+1 = [vj+1, vj+2] sharing the same
associated vertex vi . Then  vjvivj+1 =  vj+1vivj+2 =  vj vivj+22 .
Proof. Without loss of generality let us fix vi = (0,0), vj+2 = (1,0), vj+1 = (cosα, sinα),
vj = (cosαi, sinαi), and denote β = αi − α =  vjvivj+1 as in Fig. 5. The sum of the length of
the consecutive edges is: ‖vj+2 − vj+1‖ + ‖vj+1 − vj‖ = 2 sin(α2 ) + 2 sin(αi−α2 ).
The first derivative is:
∂(‖vj+2 − vj+1‖ + ‖vj+1 − vj‖)
∂α
= cos α
2
− cos
(
αi − α
2
)
.
This equation equals 0 when α = αi2 implying α = β = αi2 . The second derivative is:
∂2(‖vj+2 − vj+1‖ + ‖vj+1 − vj‖)
∂α2
= −1
2
(
sin
α
2
+ sin
(
αi − α
2
))
which is strictly negative because 0 < α  αi  π3 . Therefore, sum of the length of the con-
secutive edges is a concave function for α ∈ [0, αi] and then the global maximum occurs when
α = β = αi2 . 
Fig. 5. Equal angles.
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‖vi − vj+1‖ and ‖vi − vj+2‖ are not equal, as in [3].
These last two propositions are used in Section 4 to tighten bounds on the angles and to
add equality constraints. This reduces the domain to be explored by the global optimization
algorithm.
4. Eliminating cases by global optimization
This section is dedicated to the use of an interval branch and bound algorithm to eliminate the
remaining cases by solving non-linear and non-convex programs. This proves that the solution
presented in Section 3.1 is the optimal one.
4.1. An interval branch and bound algorithm
The global optimization algorithm used here is a Fortran 90/95 implementation of a branch
and bound method where bounds are computed with interval analysis techniques. It is called
IBBA (for interval branch and bound algorithm). All computations were performed on a cluster
of thirty bi-processors PC’s ranging from 1 GHz to 2.4 GHz at the University of Pau.
Interval analysis was introduced by Moore [13] in order to control the propagation of numer-
ical errors due to floating point computations. Thus, Moore proposes to enclose all real values
by an interval where the bounds are the two closest floating point numbers. Then expanding the
classical operations—addition, subtraction, multiplication and division—into intervals, defines
interval arithmetic. A straightforward generalization allows computation of reliable bounds (ex-
cluding the problem of numerical errors) of a function over a hypercube (or box) defined by an
interval vector. Moreover, classical tools of analysis such as Taylor expansions can be used to-
gether with interval arithmetic to compute more precise bounds [13]. Other bounding techniques
include combining linear bounds at all vertices of the box [12].
The principle of IBBA is to bisect the initial domain where the solution is sought for into
smaller and smaller boxes, and then to eliminate the boxes where the global optimum cannot
occur:
• by proving, using interval bounds, that no point in a box can produce a better solution than
the current best one;
• by proving (with interval arithmetic), that at least one constraint cannot be satisfied by any
point in such a box.
To accelerate convergence, constraint propagation techniques are used in some steps of IBBA,
see [10,11] for details. The principle is to use, a priori, the implicit relations between the variables
(induced by the constraints) to reduce the size of a box.
Such interval branch and bound algorithms guarantee to produce an ε-global optimal solution,
where ε > 0 is the maximal error on the objective function value. For more details and rigorous
analysis of these deterministic global optimization methods based on interval analysis refer to the
three following books [7,8,14]. IBBA was also used for the optimal design of electrical machines
and actuators, see [11].
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4.2. Octagons with an isolated vertex
Geometrical considerations were used in Section 3 to tighten the problem formulation. In the
present subsection, we will combine more geometric arguments with our optimization algorithm
to eliminate 16 cases. Consider the cases where a diameter of a thrackleation separates the six
vertices which are not its end-points into a group of five and a singleton, we call this last one an
isolated vertex.
We next show that if the diameter graph D(V8) has an isolated vertex then the octagon V8 does
not have the longest perimeter. Consider the case where v1 = (0,0) is an isolated vertex and v2 =
(x2, y2) and v0 = (x0,0) are its neighboring vertices with x2  0 < x0, y2, and ‖v0 − v2‖ = 1. It
follows that y2 =
√
1 − (x0 − x2)2. Let vi = (xi, yi), for some index i in {3,4, . . . ,7}, be a vertex
of the octagon such that ‖vi − v2‖ = ‖vi − v1‖ = 1. Let (a, b) = ( x02 ,
√
1 − x20/4) be a point at
unit distance from both v1 and v0, as illustrated in Fig. 6. Note that (a, b) is not necessarily a
vertex of the octagon.
Let α1, α2,ψ,αi and α0 be the internal angles as illustrated in Fig. 6. All angles and variables
may be expressed as functions of two variables, x0 and x2. Indeed, to obtain yi , one can expand
the equation (xi − x2)2 + (yi − y2)2 = 1, simplify using the fact that x2i + y2i = 1, and then
solve for yi . This leads to yi = y22 ± x2
√
1/(x22 + y22) − 14 . However, our construction requires
that x2  0 if and only if yi  y22 . Therefore, the negative root must be selected: yi = y22 −
x2
√
1/(x22 + y22) − 14 . The variable xi can easily be written once yi is known: xi =
√
1 − y2i .
To derive an upper bound on the perimeter of the octagon, one needs to write the angles α0, α1
and α2 as functions of x0 and x2 (other variables depend of these):
α0 = arccos
(
(a − x0)(x2 − x0) + by2
)
,
α1 = arccos(axi + byi),
α2 = arccos
(
(xi − x2)(x0 − x2) + (y2 − yi)y2
)
,
αi = 2 arcsin
(√
x22 + y22
2
)
,
ψ = 2 arcsin
(
x0
2
)
.
The interval in which the variable x0 may vary is [0,1]. For a given value of x0, a bound on
the most negative value that x2 may take is found at the point located at unit distance from both
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interval [ 32a −
√
3
2 b, a].
Of the four remaining vertices, suppose that at least one is opposite to α0 or α1. Therefore
there are at most three opposite to α2. Let n0, n1 and n2 denote the number of vertices opposite
to α0, α1 and α2, respectively. Then
p(n0, n1, n2) =
2∑
j=0
(nj + 2) sin
(
αj
nj + 2
)
+
√
x22 + y22 + x0
is an upper bound on the perimeter of the octagon. In the event that there are no more than one
vertex opposite to α2, i.e., if n2  1, the perimeter is bounded above by p(4,4,1). If n2 = 2,
then the perimeter is bounded above by the largest value of p(1,2,2) and p(2,0,2). Similarly,
if n2 = 3, then the perimeter is bounded above by p(1,1,3). Therefore, the perimeter with one
isolated vertex is bounded above by the function
p¯ = max{p(4,4,1),p(1,2,2),p(2,0,2),p(1,1,3)}.
This function was maximized over the domain Ω = {(x0, x2): x0 ∈ [0,1], x2 ∈ [ 32 r−
√
3
2 b, a]}
using IBBA in 2 hours, the highest value that p may take is shown to be less than p∗. Therefore,
if D(V8) possesses an isolated vertex and the perimeter is strictly inferior to p∗. This allows
the elimination of the 16 cases 5,6,7,8,9,11, 12,13,14,15,24,25,26,27,28, and 30. Figure 7
displays the function p¯ on the domain Ω , and we can see that p¯ is less than 3.121.
There are 8 remaining thrackleations. Cases 17,19 and 20 are relaxations of 31, a suboptimal
thrackleation. Cases 10,16 and 18 are relaxations of 29, the optimal one. In the next subsection,
we focus on relaxations of 31, and give a numerical proof that the four corresponding cases may
be eliminated. In Section 4.4, we study relaxations of the optimal thrackleation 29 and show
optimality with an error guaranteed to be less than ε = 0.5 × 10−4.
4.3. Relaxations of a suboptimal thrackleation
Consider the three relaxations of thrackleation 31 illustrated in Fig. 8: Cases 17, 19 and 20.
Fig. 7. Plot of p¯ over Ω .
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Up to this point in the paper, we used a notation in which vertices were labeled consecu-
tively. Unfortunately, this notation is inconvenient for the present subsection. Denoting vertices
v0, v1, . . . , v7 and angles α1, α2, . . . , α6 as in Fig. 8 allows us to write compactly:
v0 = (cosα1, sinα1),
v1 = (0, 0),
v2 = (1,0),
vi+1 = vi + (−1)i
(
cos
(
i∑
j=2
αj
)
,− sin
(
i∑
j=2
αj
))
, i = 3,4, . . . ,7. (1)
Only the thrackleation 20 requires all 8 points, thrackleations 17 and 19 are treated only
with the first seven points v0, v1, v2, v3, v4, v5, v6 and the first five angles α1, α2, α3, α4 and α5.
The other vertex is either opposite to the angle α1 or α3. The following parametric non-convex
program encompasses both cases 17 and 19:
max
α
5∑
i=1
ki sin
αi
ki
+ ‖v1 − v6‖ + ‖v0 − v5‖,
s.t.
5∑
i=1
ki sin
αi
ki
+ ‖v1 − v6‖ + ‖v0 − v5‖ p∗,
‖v0 − v6‖ 1,
0.317 αi  0.465, when ki = 2,
0.688 αi  0.881, when ki = 4,
where the vi ’s are replaced by the values in Eq. (1). Parameter values k = (4,2,2,2,2) corre-
sponds to case 17, and k = (2,2,4,2,2) to case 19.
Algorithm IBBA showed (in approximately one hour in each case) that this optimization prob-
lem is infeasible for both cases 17 or 19. This also solves case 31, a relaxation of both cases 17
and 19.
Case 20 cannot be so easily solved. By applying the bound illustrated in Fig. 4, one gets that
the perimeter for thrackleation 20 is bounded above by
6∑
2 sin
αi
2
+ 4 sin θ
4
, where θ = π −
6∑
αi.i=1 i=1
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Furthermore, constraints derived from Proposition 3.3 are added in the following non-convex
program:
max
α
6∑
i=1
2 sin
αi
2
+ 4 sin
(
π −∑6i=1 αi
4
)
,
s.t.
6∑
i=1
2 sin
αi
2
+ 4 sin
(
π −∑6i=1 αi
4
)
 p∗,
∂(‖v0 − v2‖ + ‖v0 − v7‖)
∂α1
= 0,
∂(‖v0 − v7‖ + ‖v5 − v7‖)
∂α6
= 0,
‖v0 − v6‖ 1,
‖v1 − v7‖ 1,
0.317 αi  0.465, i = 1,2, . . . ,6,
where the vi ’s are replaced by the values in Eq. (1).
Algorithm IBBA proves in 5 hours that this problem is infeasible, thus no unit-diameter octa-
gon based on this thrackleation can have a perimeter greater than p∗.
4.4. Relaxations of the optimal thrackleation
Consider the three relaxations of thrackleation 29 illustrated in Fig. 9: Cases 10, 16 and 18.
Only the five points v0, v1, v2, v3, v4 and the first three angles α1, α2, and α3 are necessary to
study case 10. The non-convex program is:
max
α
4 sin
α1
4
+ 4 sin α2
4
+ 4 sin α3
4
+ ‖v1 − v4‖ + ‖v0 − v3‖,
s.t. ‖v0 − v4‖ 1,
0.688 αi  0.881, i = 1,2,3,
where the vi ’s are replaced by the values in Eq. (1).
Fig. 9. Thrackleations 10, 16 and 18.
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tion 3.1, with an error less than 10−6. In this solution, the constraint ‖v0 − v4‖ 1 is saturated
and thus the optimal configuration corresponds to case 29.
Furthermore, by adding the following constraints derived from Proposition 3.3:
∂(‖v2 − v′1‖ + ‖v′1 − v0‖ + ‖v0 − v3‖)
∂α1
= 0
and
∂(‖v2 − v′3‖ + ‖v′3 − v4‖ + ‖v4 − v1‖)
∂α3
= 0,
where v′1 = (cos(α12 ), sin(α12 )) and v′3 = (x3 + cos(α2 + α32 ), y3 − sin(α2 + α32 )), IBBA showed
in only 0.12 seconds that there is no feasible solution. Therefore, case 10 is eliminated.
For case 16, only the first six points v0, v1, v2, v3, v4, v5 and the first four angles α1, α2, α3
and α4 are necessary. The two remaining points are opposite to the angles α2 and α3. We include
the two constraints based on optimality conditions derived from Proposition 3.3. The non-convex
program is:
max
α
2 sin
α1
2
+ 4 sin α2
4
+ 4 sin α3
4
+ 2 sin α4
2
+ ‖v1 − v4‖ + ‖v0 − v5‖,
s.t. 2 sin
α1
2
+ 4 sin α2
4
+ 4 sin α3
4
+ 2 sin α4
2
+ ‖v1 − v4‖ + ‖v0 − v5‖ p∗,
∂(‖v2 − v0‖ + ‖v0 − v5‖)
∂α1
= 0,
∂(‖v0 − v5‖ + ‖v5 − v3‖)
∂α4
= 0,
‖v1 − v5‖ 1,
‖v0 − v4‖ 1,
0.317 αi  0.465, i = 1,4,
0.688 αi  0.881, i = 2,3,
where the vi ’s are replaced by the values in Eq. (1).
Algorithm IBBA showed in 3 seconds that there exists no feasible solution to this problem.
Therefore, case 16 is eliminated.
The case of thrackleation 18 is the most difficult of all since it is a relaxation of both cases 29
and 31. We know from the previous subsection that case 31 is suboptimal. We now show that
case 29 is the optimal one, within a precision of ε because the two equality constraints derived
in Proposition 3.3 are unfortunately satisfied for case 29. The optimization problem is:
max
α
2 sin
α1
2
+ 4 sin α2
4
+
5∑
i=3
2 sin
αi
2
+ ‖v1 − v6‖ + ‖v0 − v5‖,
s.t. 2 sin
α1
2
+ 4 sin α2
4
+
5∑
i=3
2 sin
αi
2
+ ‖v1 − v6‖ + ‖v0 − v5‖ p∗ + ε,
∂(‖v1 − v6‖ + ‖v4 − v6‖) = 0,
∂α5
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∂α1
= 0,
‖v0 − v6‖ 1,
‖v1 − v5‖ 1,
0.317 αi  0.465, i = 1,3,4,5,
0.688 α2  0.881,
where the vi ’s are replaced by the values in Eq. (1).
Algorithm IBBA proved in 44 hours that this optimization problem is infeasible for ε = 0.5 ×
10−4.
Furthermore, by minimizing ‖v1 − v5‖ which corresponds to the relaxed constraint between
case 18 and case 29:
min
α
‖v1 − v5‖,
s.t. 2 sin
α1
2
+ 4 sin α2
4
+
5∑
i=3
2 sin
αi
2
+ ‖v1 − v6‖ + ‖v0 − v5‖ p∗,
‖v0 − v6‖ 1,
‖v1 − v5‖ 0.999,
∂(‖v1 − v6‖ + ‖v4 − v6‖)
∂α5
= 0,
∂(‖v0 − v2‖ + ‖v0 − v5‖)
∂α1
= 0,
0.317 αi  0.465, i = 1,3,4,5,
0.688 α2  0.881,
IBBA proves in 6.5 hours that there is no solution such that ‖v1 − v5‖ is less than 0.999.
In summary, Algorithm IBBA showed that no small octagon based on configurations 10, 16,
17, 19, 20 or 31 can have a perimeter superior to p∗. This algorithm also showed that no solution
has a perimeter superior to 3.121197 < p∗+ε in case 18. Moreover, if a solution with a perimeter
larger than p∗ were to exists, then the distance ‖v1 − v5‖, which is the only difference between
cases 18 and 29, must belong to the interval [0.999,1[.
5. Conclusion
The small octagon with longest perimeter has been determined and the length of its perimeter
is equal to 3.1211, with an error guaranteed to be less than ε = 0.5 × 10−4. As in the study
of the small octagon with largest area [3], the diameter graph of an optimal octagon must be a
connected linear thrackleation. This lead to 31 cases. The optimal one is case 29 for the longest
perimeter while it was case 31 for the largest area. The diameter graph for the octagon with
unit-length side and smallest diameter [2] was not connected. In all cases the optimal figure
possesses an axis of symmetry. For comparison, Fig. 10 illustrates three small octagons: The
regular one, the one with maximal perimeter with equal sides [2], and the one studied in this
paper.
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The above mentioned optimal octagons were obtained by combining geometric reasoning
with global optimization algorithms [1,11]. It appears difficult to answer any of these questions
with one of those tools alone.
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