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1. Introduction
Let x = (x1, . . . , xn) denote an arbitrary point of Rn, where n  2, and let Ω be an
ellipsoid centered at the origin of Rn,
Ω =
{
x ∈ Rn:
n∑
j=1
a−2j x
2
j < 1
}
, (1)
where a1, . . . , an are positive numbers. Khavinson and Shapiro [7, Theorem 1] showed
that if f is an entire function on Cn, then there is a (complex-valued) harmonic function
h on Rn such that h = f on ∂Ω . That is to say, the solution of the Dirichlet problem for
Ω with boundary function f has a harmonic continuation to Rn and hence extends to an
entire function on Cn. (An equivalent result for the case where Ω is a ball was stated in
[9, Theorem 2] but the proof there is flawed; see [7, p. 456].) There are indications in [7]
that the growth of h (as a function on Cn) is governed by that of f . For example, if f is
of exponential type, then so is h (see [7, p. 459]). Theorem 1 below gives more detailed
results relating the growth of h to that of f .
A point of Cn is denoted by z = (z1, . . . , zn), and we write |z| = (|z1|2 + · · ·+ |zn|2)1/2
and S = {z: |z| = 1}. The order of a non-constant entire function f on Cn is defined by
ρ(f ) = lim sup
r→+∞
log logM(f ; r)
log r
,
where M(f ; r) = sup{|f (rz)|: z ∈ S}; by convention ρ(f ) = 0 if f is constant. Thus
0 ρ(f )+∞. If 0 < ρ(f ) < +∞, then the type of f is
τ (f ) = lim sup
r→+∞
r−ρ(f ) logM(f ; r),
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larly in terms of sup{|h(rx)|: x ∈ Σ}, where Σ = S ∩ Rn; we denote them by ρ∗(h) and
τ ∗(h).
We denote by C a positive constant whose value may vary from one occurrence to
another. To indicate that C depends on a, b, . . . , we write C = C(a, b, . . .). Subscripted
constants C1,C2, . . . retain their values throughout the paper.
Theorem 1. Let Ω be an ellipsoid in Rn given by (1) and let f be an entire function on Cn.
The solution h of the Dirichlet problem for Ω with boundary function f has a harmonic
continuation to Rn and hence a continuation to an entire function (also denoted by h)
on Cn, and ρ(h) ρ(f ). Further, if 0 < ρ(h) = ρ(f ) < +∞, then τ (h) C1τ (f ), where
C1 = C1(Ω). In the case where Ω is a ball, C1 = 1.
Our proof of the continuation result for h in Theorem 1 is essentially the same as the
proof of [7, Theorem 1]. The growth estimates for h depend on inequalities for certain
norms of homogeneous polynomials given in Section 2 below. The results of Section 2
also lead to the following theorem.
Theorem 2. Let h be an entire function on Cn whose restriction to Rn is harmonic. Then
ρ∗(h) = ρ(h) and if 0 < ρ(h) < +∞, then τ ∗(h) = 2−1/2τ (h).
2. Polynomials on Cn
LetPm denote the space of all homogeneous polynomials of degree m on Cn and letHm
be the subspace of Pm consisting of those elements whose restrictions to Rn are harmonic.
Let s and σ denote surface measure on the unit sphere S of Cn and the unit sphere Σ
of Rn, normalized so that s(S) = σ(Σ) = 1. For P ∈ Pm we define
‖P‖C =
( ∫
S
|P |2 ds
)1/2
, ‖P‖R =
( ∫
Σ
|P |2 dσ
)1/2
.
Then ‖ · ‖C and ‖ · ‖R are norms on Pm. A key result for the proof of Theorem 2 is as
follows.
Theorem 3. If H ∈Hm, then ‖H‖R = C2‖H‖C, where
C2 = C2(m,n) =
(
Γ
( 1
2n
)
Γ (m+ n)
Γ (n)Γ
(
m+ 12n
)
2m
)1/2
. (2)
We define an element Q of P2 by Q(z) = z21 + · · · + z2n and write Qm for the subspace
of Pm consisting of those elements that have a factor Q. It is known that if P ∈ Pm, then P
has a unique decomposition of the form P = H + G, where H ∈Hm and G ∈Qm. (This
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[1, p. 34].) It follows that P has a unique representation
P =
∑
k∈Em
Q(m−k)/2Hk, (3)
where Em = {k: 0 k m and m− k is even} and Hk ∈Hk .
Theorem 4. If P ∈ Pm and P has the representation (3), then
‖P‖2
C
=
∑
k∈Em
(
C3(k,m,n)‖Hk‖C
)2
,
where
C3(k,m,n) =
(
Γ (k + n)Γ ( 12m− 12k + 1)Γ ( 12 (m+ k + n))2m−k
Γ (m+ n)Γ (k + 12n)
)1/2
. (4)
Though we do not need it in this paper, the following consequence of Theorems 3 and 4
may be of some independent interest.
Corollary 1. If P ∈ Pm, then ‖P‖R  C2‖P‖C , where C2 is given by (2). Equality holds
if and only if P ∈Hm.
The first part of the following lemma is well known (see, e.g., [1, Corollary 2.3.8] for
the case where H is real-valued on Rn) and the second part is an easy consequence of the
first, as we show in Section 3.7 below. Here dm,n denotes the dimension ofHm (considered
as a vector space over C). For future reference, we note that
m2−ndm,n → 2/(n− 2)! (m → ∞); (5)
see, e.g., [1, p. 56].
Lemma 1. (i) If H ∈Hm, then supΣ |H | d1/2m,n‖H‖R.
(ii) If P ∈ Pm, then supS |P | d1/2m,2n‖P‖C .
Using Lemma 1, we shall easily deduce the following corollaries of Theorems 3 and 4.
It is these corollaries that are actually used in the proofs of Theorems 1 and 2.
Corollary 2. If H ∈Hm, then
d
−1/2
m,2n C2(m,n) sup
S
|H | sup
Σ
|H | d1/2m,nC2(m,n) sup
S
|H |,
where C2 is given by (2).
Corollary 3. If P ∈Pm and P has the representation (3), then for each k ∈ Em,
sup
S
|Hk| d1/2m,2n
(
C3(k,m,n)
)−1
sup
S
|P |,
where C3 is given by (4).
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3.1. We use the usual multi-index notation. If α = (α1, . . . , αn) is an ordered n-tuple
of non-negative integers, then |α| = α1 + · · · + αn and α! = α1! . . .αn!. If z ∈ Cn, then
zα = zα11 . . . zαnn and
Dα = ∂
|α|
∂z
α1
1 . . . ∂z
αn
n
.
If P,U ∈ Pm are given by P(z) =∑|α|=m cαzα and U(z) =∑|α|=m dαzα , where the co-
efficients cα, dα are complex numbers, then we write
〈P,U〉 =
∑
|α|=m
cαd¯αα!.
Clearly 〈·, ·〉 is an inner product on Pm and 〈P,U〉 = DPU∗, where DP =∑|α|=m cαDα
and U∗(z) =∑|α|=m d¯αzα . As well as the norms ‖ · ‖C and ‖ · ‖R on Pm, we shall use the
norm ‖ · ‖ given by ‖P‖ = 〈P,P 〉1/2.
3.2. Theorems 3 and 4 are easy consequences of the following two lemmas.
Lemma 2. If P ∈ Pm and U ∈Pp , then∫
S
P U¯ ds =
{
C24 〈P,U〉 (m = p),
0 (m 	= p), (6)
where
C4 = C4(m,n) =
(
Γ (n)/Γ (m+ n))1/2.
In particular, ‖P‖C = C4‖P‖.
Our proof of Lemma 2 uses a result of Kuran [8, Lemma 2]. Let ∆n denote the Laplacian
operator on Rn and let ∆kn denote its kth iterate. Kuran showed that if V is a homogeneous
polynomial of even degree 2k on Rn, then
∆knV = C5
∫
Σ
V dσ,
where
C5 = C5(k, n) = 22kΓ (k + 1)Γ
(
k + 1
2
n
)/
Γ
(
1
2
n
)
. (7)
Let α,β be multi-indices. If |α| + |β| is odd, then clearly∫
zαz¯β ds = 0. (8)S
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evaluate the integral in the case where α = β . Suppose then that |α| + |β| = 2k and let W
be the homogeneous polynomial of degree 2k defined on R2n by
W(x1, y1, . . . , xn, yn) = zαz¯β,
where xj + iyj = zj for j = 1, . . . , n. It follows from the remarks in the preceding para-
graph that
∆k2nW = C5(k,2n)
∫
S
zαz¯β ds. (9)
Hence it suffices to evaluate ∆k2nW . For j = 1, . . . , n we define γj = min{αj ,βj } and
hj (xj , yj ) =
{
z
αj−βj
j if αj  βj ,
z¯
βj−αj
j if αj < βj .
Then
zαz¯β =
n∏
j=1
pj (xj , yj ),
where pj (xj , yj ) = (x2j + y2j )γj hj (xj , yj ). Clearly each hj is harmonic on R2. Hence,
writing ∆2,j = ∂2/∂x2j + ∂2/∂y2j , we have ∆
1+γj
2,j pj (xj , yj ) = 0 for each j . Now
∆k2nW =
(
n∑
j=1
∆2,j
)k n∏
j=1
pj =
∑
|δ|=k
k!
δ!
n∏
j=1
∆
δj
2,jpj . (10)
We suppose for the moment that α 	= β and show that each summand in (10) vanishes.
Let δ be a multi-index such that |δ| = k. If 2δj > αj + βj for some j , then ∆δj2,jpj = 0
because pj is a polynomial of degree αj + βj . If, on the other hand, 2δj  αj + βj for
each j , then in fact 2δj = αj + βj for each j , since 2|δ| = |α| + |β|. Since α 	= β , we have
2γj < αj + βj = 2δj for some j , and then ∆δj2,jpj = 0, as noted above. Thus ∆k2nW = 0,
as required.
If α = β , then
∆k2nW =
∑
|δ|=k
k!
δ!
n∏
j=1
∆
δj
2,j
(
x2j + y2j
)αj = k!
α!
n∏
j=1
∆
αj
2,j
(
x2j + y2j
)αj .
A straightforward induction shows that ∆q2(x
2 + y2)q = 22qq!. Hence
∆k2nW =
k!
α!
n∏
j=1
22αj (αj !)2 = 22|α||α|!α!,
and it follows from (9) that if |α| = m, then∫
|zα|2 ds = α!(C4(m,n))2. (11)S
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writing P(z) =∑|α|=m cαzα and U(z) =∑|α|=m dαzα , we find that∫
S
P U¯ ds =
∑
|α|=m
cαd¯αα!
(
C4(m,n)
)2 = (C4(m,n))2〈P,U〉.
3.3. We recall that Q(z) = z21 + · · · + z2n.
Lemma 3. If H ∈Hm, then ‖QkH‖C = C6‖H‖C, where
C6 = C6(k,m,n) =
(
Γ (m+ n)22kΓ (k + 1)Γ (k +m+ 12n)
Γ (2k +m+ n)Γ (m+ 12n)
)1/2
.
By Lemma 2,
‖QkH‖C = C4(m+ 2k,n)‖QkH‖ = C4(m+ 2k,n)
(
DH∆
k(QkH ∗)
)1/2
,
where ∆ = DQ =∑nj=1 ∂2/∂z2j . Now
∆(QkH ∗) = H ∗∆Qk + 4kQk−1
n∑
j=1
zj ∂H
∗/∂zj
= 2k(2k + n− 2)Qk−1H ∗ + 4kmQk−1H ∗
= 2k(2k + 2m+ n− 2)Qk−1H ∗.
Proceeding inductively, we find that ∆k(QkH ∗) = C7H ∗, where
C7(k,m,n) = 22kΓ (k + 1)Γ
(
k +m+ 1
2
n
)/
Γ
(
m+ 1
2
n
)
.
Hence
‖QkH‖C =
(
C7(k,m,n)
)1/2
C4(m+ 2k,n)
(
C4(m,n)
)−1‖H‖C
= C6(k,m,n)‖H‖C.
3.4. Here we prove Theorem 3. By the lemma of Kuran (see Section 3.2), ‖H‖2
R
=
(C5(m,n))−1∆mn |H |2. Now we aim to express ∆mn |H |2 in terms of ‖H‖. If h is a real-
valued harmonic function on Rn, then ∆nh2 = 2∑nj=1(∂h/∂xj )2. The derivatives here are
harmonic, and a simple induction argument shows that
∆mn h
2 = 2mm!
∑
|α|=m
(Dαh)2
α! . (12)
Applying this formula to the real and imaginary parts of H , we obtain ∆mn |H |2 =
2mm!‖H‖2. Hence, by Lemma 2,
‖H‖2
R
= 2
mm!
C5(m,n)
‖H‖2 = 2
mm!
C5(m,n)(C4(m,n))2
‖H‖2
C
= (C2(m,n)‖H‖C)2.
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in the sense that if k,  ∈ Em and k < , then〈
Q(m−k)/2Hk,Q(m−)/2H
〉= DHk∆(m−k)/2(Q(m−)/2H ∗ ) = 0;
see the proof of Lemma 3 above. It follows from Lemmas 2 and 3 that
‖P‖2
C
=
∑
k∈Em
‖Q(m−k)/2Hk‖2C =
∑
k∈Em
(
C6
(
1
2
(m− k), k, n
)
‖Hk‖C
)2
=
∑
k∈Em
(
C3(k,m,n)‖Hk‖C
)2
.
3.6. To prove Corollary 1, note that if P ∈ Pm and P has the representation (3), then by
Theorems 4 and 3,
‖P‖2
C
=
∑
k∈Em
(
C8(k,m,n)‖Hk‖R
)2
,
where C8(k,m,n) = C3(k,m,n)/C2(m,n). It is easy to verify that with m and n fixed,
C8(k,m,n) increases strictly as k increases through the set Em. Hence
‖P‖C  C8(m,m,n)
( ∑
k∈Em
‖Hk‖2R
)1/2
= (C2(m,n))−1‖P‖R
with equality if and only if Hk = 0 for all k in Em\{m}.
3.7. As we have remarked, Lemma 1(i) is well known. Part (ii) follows from part (i)
by the observation that the function (x1, y1, . . . , xn, yn) 
→ P(z), where zj = xj + iyj for
j = 1, . . . , n, is a homogeneous harmonic polynomial of degree m on R2n.
3.8. The proof of Corollary 2 follows from Lemma 1 and Theorem 3 via the following
sequence of inequalities:
C2(m,n)d
−1/2
m,2n sup
S
|H |C2(m,n)‖H‖C = ‖H‖R  sup
Σ
|H |
 d1/2m,n‖H‖R = C2(m,n)d1/2m,n‖H‖C
 d1/2m,nC2(m,n) sup
S
|H |.
Similarly, using Lemma 1(ii) and Theorem 4, we prove Corollary 3 as follows:
sup
S
|Hk| d1/2m,2n‖Hk‖C  d1/2m,2n
(
C3(k,m,n)
)−1‖P‖C
 d1/2m,2n
(
C3(k,m,n)
)−1
sup
S
|P |.
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4.1. Lemma 4. If Pm ∈Pm for each m, then ∑∞m=0 Pm converges to an entire function
on Cn if and only if M1/mm → 0 as m → ∞, where Mm = supS |Pm|.
If M1/mm → 0, then ∑∞m=0 |Pm| is locally uniformly convergent on Cn and therefore∑∞
m=0 Pm is entire. The converse is given in [7, Lemma 1].
4.2. Our next lemma is an extension to higher dimensions of classical formulae for the
order and type of an entire function. Related results are given in [2, p. 23] and [6].
Lemma 5. Let f be an entire function on Cn given by f = ∑∞m=0 Pm, where Pm ∈ Pm,
and let Mm = supS |Pm|. Then
ρ(f ) = lim sup
m→∞
m logm
log(1/Mm)
. (13)
Further, if 0 < ρ(f ) < +∞, then
τ (f ) = (eρ(f ))−1 lim sup
m→∞
mM
ρ(f )/m
m . (14)
Cauchy’s estimates show that Mm  r−mM(f, r) for all non-negative integers m and
positive numbers r; see [7, p. 457] for details. Equation (13) can now be proved exactly
as in the case n = 1, for which see [3, pp. 9–10]. A proof of (14) can be modelled on the
proof of [3, Theorem 2.2.10].
4.3. An analogue of Lemma 5 for harmonic functions on Rn is as follows.
Lemma 6. Let h be a harmonic function on Rn given by h =∑∞m=0 Hm, where Hm ∈Hm
and let Nm = supΣ |Hm|. Then
ρ∗(h) = lim sup
m→∞
m logm
log(1/Nm)
. (15)
Further, if 0 < ρ∗(h) < +∞, then
τ ∗(h) = (eρ∗(h))−1 lim sup
m→∞
mN
ρ∗(h)/m
m . (16)
It is clearly enough to prove Lemma 6 in the case where h is real-valued, and we now
suppose that this is the case. A direct proof is not difficult, but we indicate instead how
Lemma 6 can be deduced from results of Fugard [5]. In [5, Theorem 2.1] it is shown that
ρ∗(h) = lim sup
m→∞
m logm
log(m!/am) , (17)
where
am =
{
m!
∑ (Dαh)2(0)
α!
}1/2
.|α|=m
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that
am =
{
m!
∑
|α|=m
(DαHm)
2
α!
}1/2
= {2−m∆mn H 2m}1/2.
The lemma of Kuran cited in Section 3.2 now shows that
am =
{
2−mC5(m,n)‖Hm‖2R
}1/2
. (18)
Using the value of C5 given in (7) and Corollary 2 together with (18), we find that
log(m!/am) = log
(
1/‖Hm‖R
)− 1
2
m log 2 +O(logm)
= log(1/Nm)− 12m log 2 +O(logm). (19)
Equation (15) follows from (17) and (19).
In [5, Theorem 2.6] it is shown that if 0 < ρ∗(h) < +∞, then
τ ∗(h) = 2−ρ∗(h)/2(eρ∗(h))−1 lim sup
m→∞
m(am/m!)ρ∗(h)/m. (20)
It is easy to see that {(2−mC5(m,n))1/2/m!}1/m → 21/2 as m → ∞. Hence, by (18), Corol-
lary 2 and (8),
lim sup
m→∞
m(am/m!)ρ∗(h)/m = 2ρ∗(h)/2 lim sup
m→∞
m‖Hm‖ρ
∗(h)/m
R
= 2ρ∗(h)/2 lim sup
m→∞
mN
ρ∗(h)/m
m . (21)
Equation (16) now follows from (20) and (21).
5. Proofs of Theorems 1 and 2
5.1. Let Ω be an ellipsoid in Rn, as in Theorem 1, and let R1,R2 be numbers such that
0 < R1 < ‖x‖ < R2 for all x in ∂Ω . Let f be an entire function on Cn given by f =∑∞
m=0 Pm, where Pm ∈ Pm, and let hm be the solution of the Dirichlet problem on Ω with
boundary function Pm. Then hm is a polynomial of degree at most m (see, e.g., [1, p. 55]),
which we regard as being defined on Cn. We write hm =∑mk=0 Hm,k , where Hm,k ∈Hk .
Let Mm = supS |Pm|. By the homogeneity of Pm and the maximum principle,
Mm = R−m2 sup
z∈S
∣∣Pm(R2z)∣∣R−m2 sup
∂Ω
|Pm|.
By the maximum principle for subharmonic functions
sup
x∈Σ
∣∣hm(R1x)∣∣ sup
∂Ω
|hm|.
Using these inequalities and standard orthogonality properties of harmonic polynomials,
we find that for all integers k,m such that 0 k m,
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∫
Σ
∣∣Hm,k(R1x)∣∣2 dσ(x)
∫
Σ
∣∣hm(R1x)∣∣2 dσ(x)
 sup
∂Ω
|hm|2 = sup
∂Ω
|Pm|2 R2m2 M2m.
Hence by Lemma 1(ii) and Theorem 3,
sup
S
|Hm,k| d1/2k,2n‖Hm,k‖C = d1/2k,2n
(
C2(k, n)
)−1‖Hm,k‖R
R−k1 R
m
2 d
1/2
k,2n
(
C2(k, n)
)−1
Mm. (22)
Since f is entire, M1/mm → 0 as m → ∞ by Lemma 4. Hence, by (22), ∑∞m=k supS |Hm,k|
< +∞. Since each Hm,k belongs to Hk , it follows that ∑∞m=k Hm,k converges locally
uniformly on Cn to an element Hk of Hk . We define Nk = supS |Hk|. By (22),
Nk R−k1 d
1/2
k,2n
(
C2(k, n)
)−1 ∞∑
m=k
Rm2 Mm. (23)
Let  ∈ (0,1/2). Since M1/mm → 0, there exists m0 such that Rm2 Mm < m whenever m
m0. Hence, if k m0,
Nk < 2kR−k1 d
1/2
k,2n/C2(k, n).
Since dk,2n = O(k2n−2) and (C2(k, n))−1 = o(2k/2) as k → ∞, it follows that
lim sup
k→∞
N
1/k
k  2
1/2R−11 .
Since  can be arbitrarily small, N1/kk → 0 as k → ∞, and hence by Lemma 4, the series∑∞
k=0 Hk converges on Cn to an entire function h. Since Hk ∈Hk for each k, the restriction
of h to Rn is harmonic. Also, if x ∈ ∂Ω , then
h(x) =
∞∑
k=0
∞∑
m=k
Hm,k(x)=
∞∑
m=0
m∑
k=0
Hm,k(x)=
∞∑
m=0
hm(x)=
∞∑
m=0
Pm(x) = f (x),
the change of order of summation being justified by the convergence of ∑k∑m |Hm,k|
on Cn, which follows from (22) and the various estimates for the factors in the right-hand
side of (22) mentioned above.
5.2. We write ρ for ρ(f ) and suppose that ρ < +∞. Let  be a positive number. By
Lemma 5 there exists m0 such that Mm < m−m/(ρ+) for all m > m0. Hence by (23), if
k >m0, then
Nk R−k1 d
1/2
k,2n
(
C2(k, n)
)−1 ∞∑
m=k
Rm2 m
−m/(ρ+)
= o
(
R−k1 k
n−12k/2
∞∑
m−m/(ρ+2)
)
= o(R−k1 kn−12k/2k−k/(ρ+2)),
m=k
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log 1/Nk > k(ρ + 2)−1 logk +O(k),
and it follows from Lemma 5 that ρ(h) ρ + 2 and hence that ρ(h) ρ.
5.3. Now suppose that 0 < ρ(h) = ρ < +∞. We write τ for τ (f ). By Lemma 5, Mm <
((eρτ + )/m)m/ρ for all sufficiently large m. Hence by (23), for all sufficiently large k,
Nk R−k1 d
1/2
k,2n
(
C2(k, n)
)−1 ∞∑
m=k
(
R
1/ρ
2 (eρτ + )/m
)m/ρ
= o(R−k1 kn−12k/2Rk2((eρτ + )/k)k/ρ),
so
lim sup
k→∞
kN
ρ/k
k 
(
R2R
−1
1
√
2
)ρ
(eρτ + ).
It follows from Lemma 5 that τ (h) C1τ with C1 = (R2R−11
√
2 )ρ.
5.4. To complete the proof of Theorem 1, we have to show that if Ω is a ball and
0 < ρ(h) = ρ < +∞, then τ (h) τ . By a simple dilation argument we may assume that
Ω is the unit ball in Rn. Let f =∑∞m=0 Pm as before and let Pm have the representation
Pm =
∑
k∈Em
Q(m−k)/2Hm,k,
where Hm,k ∈Hk . We define Hm,k = 0 if k 	∈ Em. Then∑mk=0 Hm,k = Pm on ∂Ω = Σ . As
before, let Hk =∑∞m=k Hm,k and let h =∑∞k=0 Hk . The arguments of Sections 5.1 and 5.2
show that Hk ∈Hk for each k and that h is an entire function such that ρ(h) ρ and h = f
on Σ . We assume that ρ(h) = ρ and have to show that τ (h) τ . Again let Nk = supS |Hk|
and Mm = supS |Pm|. By Corollary 3,
Nk 
∑
{m: k∈Em}
sup
S
|Hm,k|
∑
{m: k∈Em}
d
1/2
m,2n
(
C3(k,m,n)
)−1
Mm
=
∞∑
j=0
d
1/2
k+2j,2n
(
C3(k, k + 2j,n)
)−1
Mk+2j . (24)
A simple calculation shows that with k and n fixed C3(k, k+2j,n) is a decreasing function
of j . Hence if  > 0 and 0 j  k, then
(
C3(k, k + 2j,n)
)−1  2−k( Γ (k + 2k + n)Γ
(
k + 12n
)
Γ (k + n)Γ (k)Γ (k + k + 12n− 1)
)1/2
 C(n, )2−kk−1−k/2(1 + 2)(1+2)k/2,
by Stirling’s formula. Since, by Lemma 5, Mm < ((eρτ + )/m)m/ρ for all sufficiently
large m, and since dm,2n = O(m2n−2) as m → ∞, it follows that if k is sufficiently large,
then
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0jk
d
1/2
k+2j,2n
(
C3(k, k + 2j,n)
)−1
Mk+2j
 C(n, )2−kkn−1−k/2(1 + 2)(1+2)k/2((eτρ + )/k)k/ρ. (25)
Stirling’s formula shows, after some simplification, that if j and k are sufficiently large,
then (
C3(k, k + 2j,n)
)−1  C(n)(2k−j (k + 2j)j+n/2j−j )1/2.
Hence for large values of k,∑
j>k
d
1/2
k+2j,2n
(
C3(k, k + 2j,n)
)−1
Mk+2j
 C(n)
∑
j>k
2(k−j)/2(k + 2j)(j+3n−1)/2j−j/2((eτρ + )/(k + 2j))(k+2j)/ρ
 C(n)2k/2
(
(eρτ + )/k)k(1+)/ρ
×
∑
j>k
2−j/2
(
(k + 2j)/j)(j+3n−1)/2j (3n−1)/2((eρτ + )/2j)j/ρ
 C(n)2k/2
(
(eρτ + )/k)k(1+)/ρ
×
∞∑
j=1
2−j/2(2 + −1)(j+3n−1)/2j (3n−1)/2((eρτ + )/2j)j/ρ
= C(n,ρ, τ, )2k/2((eρτ + )/k)k(1+)/ρ < ((eρτ + )/k)k/ρ. (26)
It follows from (24)–(26) that for all sufficiently large values of k,
kN
ρ/k
k 
(
C(n, )
)ρ/k(2−−/2(1 + 2)(1+2)/2)ρk(n−1)ρ/k(eρτ + ),
so
lim sup
k→∞
kN
ρ/k
k 
(
2−−/2(1 + 2)(1+2)/2)ρ(eρτ + ).
Since this holds for all positive numbers ,
lim sup
k→∞
kN
ρ/k
k  eρτ.
Hence by Lemma 5, we have τ (h) τ.
5.5. Finally we prove Theorem 2. Let h be as stated in the theorem. We write h =∑∞
m=0 Hm, where Hm ∈Hm. Let Mm = supS |Hm| and Km = supΣ |Hm|.
By Stirling formula, 2m/2m−n/4C2(m,n) has a positive limit as m → ∞. So also has
m2−ndm,n. It follows from Corollary 2 that
C(n)m1−3n/42−m/2Mm Km C(n)m3n/4−12−m/2Mm.
The conclusions of the theorem can easily be deduced from these inequalities and Lem-
mas 5 and 6.
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