Hybrid improper ferroelectrics (HIFs) have been intensely studied over the last few years to gain understanding of their ferroelectric switching pathways and rich domain structure. There is a fundamental need to understand how the octahedral tilts and rotations, which by coexisting in the same structure drive ferroelectricity, may be controlled via changes in composition and physical stimuli. Here we study two extremes of the phase diagram of the HIFs Ca3−xSrxTi2O7. We show that while at x = 0 the HIFs undergoes a first-order phase transition with temperature, by x = 0.85 this has switched to a continuous second-order phase transition. Our experimental results in conjunction with density-functional theory calculations highlight the role of entropy of the tilts in selecting the different transition pathways. A greater understanding of the transition pathways in HIFs and their interplay with the entropy associated with dynamic tilts and rotations will allow for a more precise control of the complex phase diagrams of these materials and their functional properties.
Hybrid improper ferroelectrics (HIFs) have been intensely studied over the last few years to gain understanding of their ferroelectric switching pathways and rich domain structure. There is a fundamental need to understand how the octahedral tilts and rotations, which by coexisting in the same structure drive ferroelectricity, may be controlled via changes in composition and physical stimuli. Here we study two extremes of the phase diagram of the HIFs Ca3−xSrxTi2O7. We show that while at x = 0 the HIFs undergoes a first-order phase transition with temperature, by x = 0.85 this has switched to a continuous second-order phase transition. Our experimental results in conjunction with density-functional theory calculations highlight the role of entropy of the tilts in selecting the different transition pathways. A greater understanding of the transition pathways in HIFs and their interplay with the entropy associated with dynamic tilts and rotations will allow for a more precise control of the complex phase diagrams of these materials and their functional properties.
PACS numbers: 75. 25 .Dk, 77.80.B-Ferroelectricity in the solid state can arise due to a variety of physical phenomena, including single ion effects such as lone-pair and second-order Jahn-Teller ordering [1] . Some of the systems that exhibit these phenomena are BaTiO 3 [2] and PbTiO 3 [3, 4] , where ferroelectricity is driven by a single, zone-center polar lattice distortion, which gives rise to a spontaneous polarization. These kind of ferroelectrics are known as proper because the polarisation is the primary order-parameter (OP) of the phase transition from which the property evolves. In contrast, in some materials the instability of a polar mode (at the Γ point) is a slave process to another instability, or instabilities that act as the primary OP [5] . Such transitions include the so-called hybrid improper ferroelectrics (HIFs) [6, 7] , where two non-polar lattice distortions, e.g. octahedral rotation and tilt, couple to a polar lattice mode via a so-called trilinear coupling. This hybrid mechanism is responsible for the polar symmetry (A2 1 am space group) observed at room-temperature in the Ruddlesden-Popper perovskites (A n+1 B n O 3n+1 ) with n = 2 (RP2) in low-Sr doped Ca 3−x Sr x Ti 2 O 7 (0 ≤ x ≤ 0.9), with an experimentally verified switchable polarisation for the members with x=0, 0.54 and 0.85 of 8, 4.2 and 2.4 µC cm −2 , respectively [8] . There has been significant interest in the unusual domain structure * m.senn@warwick.ac.uk accessible in these materials, including head-to-head and tail-to-tail charged domain walls, and topologically protected Z 4 vortex domain structures [8] [9] [10] [11] . This richness of domain structure arises from the multidimensional nature of the OP that have tilt and rotation character and span the two dimensional irreducible representations (Irreps) X − 3 and X + 2 . Understanding how OPs evolve as a function of external stimuli, such as temperature is hence vital for controlling the properties of these materials which are intertwined with the associated domain structure. In Ca 3 Ti 2 O 7 , rotation and tilt OPs have been shown to evolve approximately linearly with each other and polarisation between 100-500 K [12] , providing evidence for the trilinear coupling mechanism. In the isostructural Ca 3 Mn 2 O 7 , a complex competition between lattice modes of different symmetry leads to pronounced uniaxial negative thermal expansion driven by a phase coexistence between A2 1 am and Acaa over a large temperature range [12, 13] , hampering any measurment of ferroeletric properties. Phase transitions in HIFs Ca 3−x Sr x Ti 2 O 7 with increasing x and temperature have been reported from A2 1 am to a phase with only octahedral tilts (P 4 2 /mnm) [9] , however, how the multidimensional OPs that give rise to the HIFs phase and its rich domain physics evolve remain unclear. Here we present a detailed crystallographic study, coupled with symmetry analysis and first-principles simulations, of the phase transitions taking place with temperature in the arXiv:2001.05189v1 [cond-mat.mtrl-sci] 15 Jan 2020 two extreme end members of the HIFs phase (x = 0 and 0.85) Ca 3−x Sr x Ti 2 O 7 RP2 family. In Ca 3 Ti 2 O 7 we report a competing ground-state structure at very high temperature, showing a sudden strongly first-order change in the OPs that leads to a phase coexistence between A2 1 am and Acaa. In Ca 2.15 Sr 0.85 Ti 2 O 7 , a gradual change in the magnitude and direction of the OP occurs continuously with temperature spanning five distinct crystallographic symmetries from the polar A2 1 am structure at room temperature to the aristotype tetragonal I4/mmm phase at high temperature (via P 4 2 /mnm), allowing for a second-order-like behaviour. This comparative study between the two family members, when taken with our first-principles ground-state calculations, allows us to identify that it is the enhanced entropy associated with octahedral dynamic tilts, over dynamic rotations, which serves to dictate the transition pathways in these materials. Our insights will allow for a greater control of the phase diagram of RP structures and their associated domain structures and technologically relevant properties. 
I. RESULTS
Temperature dependent evolution of the distortion modes, phase fraction and c lattice parameter in Ca 3 Ti 2 O 7 are summarised in Fig. 1 . Inspection of the diffraction patterns at 300 K of Ca 3 Ti 2 O 7 and Ca 2.15 Sr 0.85 Ti 2 O 7 revealed that, whilst the main reflections can be indexed with the tetragonal I4/mmm aristotype structure, additional reflections at (h+ 1 2 , k + 1 2 , l ) were present, together with the orthorhombic splitting of basic hhl reflections in the aristotype tetragonal setting. These superstructure reflections index on the previously proposed A2 1 am model [9, 12] . The A2 1 am structure (a − a − c + /a − a − c + in Glazer notation) corresponds to the direct sum of the symmetry spaces spanned by Acam (a 0 a 0 c + /a 0 a 0 c + ) and Amam (a − a − c 0 /a − a − c 0 ) and is due to the simultaneous ordering of X + 2 (a;0) (in-phase rotation of the BO 6 octahedra about the c-axis) and X − 3 (a;0) (out-of-phase tilting of the BO 6 octahedra in the a − b plane) Irreps of the parent space group I4/mmm (a 0 a 0 c 0 /a 0 a 0 c 0 ) under the ordering propagation vector [ 1 2 , 1 2 ,0] (see Fig. 2 ).
In our previous work [12] , we demonstrated a hybrid coupling between the X + 2 (a;0) and X − 3 (a;0) OPs in Ca 3 Ti 2 O 7 between 100 and 500 K without observing any phase transition in this temperature range. In this work, our aim is to understand what happens in the structure at higher temperatures and how the phase transition from the ferroelectric orthorhombic A2 1 am to the paraelectric phase proceeds since this will likely give insight into the ferroelectric switching pathway. Fig. 1 summarises the obtained results for Ca 3 Ti 2 O 7 . There are no discontinuities in mode or lattice parameters from 300 to 1100 K. However, Fig. 1b shows phase coexistence in the sample above 1100 K, with a high temperature phase whose lattice parameters deviate significantly from those for the low temperature phase (see Fig. 1c ), whilst still being orthorhombic. At high temperatures an Acaa model with a single out-of-phase octahedral rotation [X − 1 (a;0)] provides the best fit to the data (see the Supplemental Material [14] for full details by which this assignment is made). This phase transition pathway means that there must be a strong discontinuity on going from in-phase X + 2 (a;0) to out-of-phase X − 1 (a;0) octahedral rotations (see Fig. 1a ), as it is hard to envisage a scenario in which these could both coexist in the same structure in a physically meaningful way. Such a structural transformation should therefore occur discontinuously with a first-order character. Symmetry analysis confirms that there is no direct pathway along which the A2 1 am phase may distort to reach its high temperature form of Acaa. The first-order character of this phase transition is experimentally confirmed by our variable temperature synchrotron X-ray diffraction data, showing a clear coexistence of the A2 1 am and Acaa phases with an hysteresis of about 18 K on heating and cooling across the phase transition (see Fig. 1b and Fig. S3 in the Supplemental Material [14] ). Fig. 1c displays the thermal evolution of the c lattice parameters (see Supplemental Material [14] ), showing a clear discontinuity around the phase transition temperature and a decrease in the thermal expansion coefficient echoing of the negative thermal expansion that has been shown to be specific to the Ca 3−x Sr x Mn 2 O 7 (x = 0−1.5) Acaa phase at lower temperatures [12, 13] . Our results also explain the origin of the previously reported first-order phase transition at around 1100 K from differential scanning calorimetry, with an endothermic peak at 1100 K during the heating cycle and an exothermic peak at 1082 K during the cooling cycle (hysteresis of 18 K) [15] . The structural phase transitions observed with temperature in Ca 2.15 Sr 0.85 Ti 2 O 7 have a very different behaviour to those observed in Ca 3 Ti 2 O 7 . The first big difference is in the thermal evolution of the lattice parameters, which show a gradual change with temperature reaching a tetragonal phase around 800 K (see Fig. 2b ). In Fig. 2c we show the thermal expansion coefficient (α) of the c lattice parameter, which is the derivative of the strain with respect to temperature. Four regimes are evident, two metrically orthorhombic in the ranges 300-550 K and 550-800 K and two metrically tetragonal, the first one in the range 800-900 K and the other at T 900 K. These four regimes provide the first evidence of the phase transitions taking place in our sample. In Fig. 2d we show the evolution of the distortion modes obtained through refinement of the high-resolution diffraction data with the space group that we have assigned on the basis of the analysis discussed in the methods section. From this analysis the four distinct regimes that we observe are A2 1 am, (Amam)P nnm, P 4 2 /mnm and I4/mmm (see Fig. 2a ). These correspond to continuous decrease in amplitude of the X + 2 OP, followed by a gradual change in magnitude and direction of the X − 3 OP and finally reaching a zero value of the amplitude of both OPs, X + 2 and X − 3 . This pathway traces out the sequence of phase transitions on warming A2 1 am → (Amam) → P nnm → P 4 2 /mnm → I4/mmm. This continuous sequence provides an explanation for the second-order nature of the phase transitions, which is consistent with the OP amplitude refined against the diffraction data, the continuous evolution of lattice parameters, and the absence of any phase coexistence. This is a much richer phase diagram than that previously proposed [16] , which assumed a first-order phase transition from A2 1 am directly to P 4 2 /mnm at this composition. Thus in summary, x = 0 shows first-order while x = 0.85 shows second-order phase transitions.
To understand the reason behind this switch from first-to second-order-like transitions we perform firstprinciples simulations. We first investigate how the energy landscape evolves with changing Ca:Sr ratio. Fig. 3a compares the per atom energy of different phases relative to A2 1 am. Our density-functional theory (DFT) calculations predict that all phases for Sr 3 Ti 2 O 7 relax to the I4/mmm parent structure. For all lower values of x, phases with only an octahedral rotation about the layering axis (Acam and Acaa) were higher in energy than any phase with octahedral tilts about an inplane axis. For x < 1.25 the polar A2 1 am phase was the ground-state, yet for an intermediate range of x (1.25 ≤ x ≤ 2.5) tetragonal P 4 2 /mnm structures were lowest in energy. This A2 1 am → P 4 2 /mnm → I4/mmm sequence of ground-state phases with increasing x qualitatively agrees with the room temperature experimental phase diagram [9] , albeit with simulated transition boundaries shifted to higher x, presumably reflecting the entropic contributions in the experimental phase diagram. Our ground-state calculations are zero tempera- ture calculations and, therefore, do not account for vibrational entropy, S vib , or zero-point energy contributions. However, in broad terms, higher vibrational entropy is linked with fewer crystallographic degrees of freedom (DoF). Noting that this implies that S vib (I4/mmm) > S vib (P 4 2 /mnm) > S vib (A2 1 am) (since the structural DoF of these phases are 6, 13 and 22, respectively -see Table I ), it becomes clear that a shift of the simulated phase diagram to higher x is actually expected when not accounting for entropy. In order to highlight the role of entropy in the phase transition taking place in Ca 3 Ti 2 O 7 and Ca 2.15 Sr 0.85 Ti 2 O 7 , we simulated the energetics of various possible transition pathways using DFT and the nudged elastic band (NEB) method [17] . Figs. 3b and 3c and 3c ), they will be discussed exclusively in the following section, and the significance of allowing the cell to relax is particularly evident in the decrease in energy of the Acaa relaxed structures.
First it is interesting to note that the effect of the substitution from x = 0 to x = 0.85 does not substantially favour any energy minimum over another but acts more to scale the whole energy trajectory (∆E (Acaa) /∆E (P 42/mnm) with relaxed cell is 1.60 and 2.80 for x = 0 and x = 0.85, respectively). On the other hand, the much smaller energy scales associated with the DFT ground-state energies in x = 0.85 versus x = 0, imply that a smaller entropic contribution to the Gibbs free energy is required to affect the phase transition in the former, as observed experimentally. DFT predicts the two-step transition pathway A2 1 am → Amam → P nnm → P 4 2 /mnm to have a higher activation barrier than a direct A2 1 am → [14] ). This is, however, in good agreement with the continuous second-order-like transformation through intermediate Amam and P nnm phases that we observe experimentally in Ca 2.15 Sr 0.85 Ti 2 O 7 at finite temperatures where the almost negligible difference in transition pathway energy will be overcome by the contribution from the higher vibrational entropy associated with higher symmetry and fewer crystallographic DoF (see Table I ).
As in both compositions the P 4 2 /mnm phase is lower in energy, our ground-state calculations fall short to explain why Ca 3 Ti 2 O 7 transforms to Acaa. However, the Acam (68) X + 2 (a;0) 9
Acaa (68) X − 1 (a;0) 9 P nab (60) distortions and cell strains). The first eight phases were relaxed using DFT whereas the latter two (P 2 1 nm and P 2 1 ) describe the symmetry of transition pathways encountered in nudged elastic band (NEB) simulations. profile of our pathway calculated for A2 1 am → Acaa is consistent with the strongly first-order nature of this phase transition evident in our diffraction data. The activation barrier is over 20 meV/atom above the A2 1 am phase and 10 meV/atom above Acaa (see Fig. 3b top panel). The failure of our ground-state calculations to predict the correct pathway for x = 0, is interesting in itself, and implies that the entropic contributions to the Gibbs free energy are substantially greater in the Acaa phase than in P 4 2 /mnm (or Amam). The disagreement between our NEB calculations and experiment hence underline the interplay between the ground-state energy surface and the entropy. Relatively flat energy land-scapes (x = 0.85), mean that entropically the transition pathway is navigated close to the saddle points of the DFT energy surface. However, for energy surfaces with deeper minima, where transition temperatures are much higher (x = 0), entropic contributions may end up changing global minimum and hence not just the transition pathway taken, but also the thermodynamically favoured phase. Evidence to support this hypothesis may be taken by considering Table I , Acaa (9 DoF) versus P 4 2 /mnm or Amam (13 DoF) , where, as we mention before, a high number of crystallographic DoF implies more order and therefore less entropy. On a more microscopic level, these phases differ in that Acaa has static rotations along, and dynamic tilts away from, the c-axis, while the converse is true in P 4 2 /mnm (and Amam). With the benefit of hindsight it is easy to appreciate why the entropy associated with tilts (that are dynamic in the Acaa phase) is higher than that associated with rotations (which are dynamic in the Amam and P 4 2 /mnm phases). The layering of the RP structure along the c-axis provides twice as many extra DoF for the tilts than the rotations (see Fig. S11 at Supplemental Material [14] ). These extra DoF, relieve the constraint requiring BO 6 octahedra to counter-tilt in neighbouring blocks such as is required for the rotations within the layers or indeed any such motions in ABO 3 perovskites. Alternatively, this fact may be appreciated by viewing the phonon dispersion curves of a RP1 (n = 1) perovskite that have an additional line with rigid unit mode character associated with tilts compared to the rotations (see Fig. S12 at Supplemental Material [14] ). However, this introduces a further puzzle: if the entropic contributions of dynamic tilts in Acaa is always greater than that of the dynamic rotations in Amam, why does x = 0.85 favour this latter phase? The origin of this apparent contraction may be resolved by considering Fig. 4 , where we illustrate ∆G = ∆H − T ∆S (where ∆G is the Gibbs free energy, ∆H the enthalpy and ∆S the entropy of the system) for the different phases, where the T = 0 intercept could be considered to be equal to the ground-state energies calculated for our present compositions, which are much greater in x = 0 than 0.85. We then fix the slope (∆S) of the Acaa for x = 0 and Amam for x = 0.85 based on the experimentally observed transition temperatures. If the remaining Acaa, x = 0 and Amam, x = 0.85 lines are drawn according to their DFT ground-state energies and such that ∆S Acaa > ∆S Amam , consistent with tilts having more entropy than rotations, then the observed compositional dependent switching from first-to second-order phase transitions would clearly be observed. We emphasise that these plots are only illustrative, but clearly underline the significance of entropy in determining phase transition pathways in RP compounds compared to ABO 3 perovskites where there is not a distinction between tilts and rotations.
Recently the importance of rotational entropy associated with the molecular methylammonium cations in metal organic perovskites in determining phase stability has been highlighted [18, 19] . Conceptually these ideas are related to the explanation we have given here, and our ability to tune the transition pathways in the RP structures through solid solution chemistry will make them an exciting playground for investigate of this interplay between enthalpy and entropy. A detailed quantitative understanding of the entropy difference between rotations and tilts is beyond the scope of the present work. However, a greater understanding of this will allow for a more precise control of the complex phase diagrams of RP phases and their functional properties.
In summary, we have shown that HIFs Ca 3−x Sr x Ti 2 O 7 have a pronounced first-order phase transition from ferroeletric A2 1 am to Acaa at x = 0 but this switches to a continuous second-order phase transition by x = 0.85. This second-order phase transition to P 4 2 /mnm is possible via a continuous decrease in magnitude of the X + 2 (rotation) order parameter followed by a rotation and decrease in magnitude of X − 3 (tilt) order parameter direction. As the order parameter direction rotates it passes through phases of specific symmetry as evident by our detailed crystallographic analysis and summaries in Fig. 4c . Our DFT ground-state calculations of the possible transition pathways in these materials confirm this picture of a first-order phase transition at x = 0 and a second-order at x = 0.85. Furthermore, they serve to highlight the importance of entropy associated with the different phase in which either octahedral rotations (Amam) or tilts (Acaa) remain dynamic, in selecting out either first or secondorder transition pathways in this system. We suggest that a broader understanding of the differing entropies associated with tilts and rotations will help rationalise the phase diagram of the technologically important RP phases.
II. METHODS

A. Sample Preparation
High-quality polycrystalline samples of Ca 3 Ti 2 O 7 and Ca 2.15 Sr 0.85 Ti 2 O 7 were prepared using the standard solid-state synthesis method at 1300-1500 o C. Stoichiometric amounts of CaCO 3 (Alfa Aesar 99.95%), SrCO 3 (Alfa Aesar 99.99%) and TiO 2 (Alfa Aesar Puratronic 99.995%) powders were well mixed, ground, pelletized and then heated for 30 h in air.
B. Data collection and data analysis.
High-resolution synchrotron powder diffraction experiments were performed in Debye-Scherrer geometry at I11, Diamond Light Source, Didcot, UK. The samples were packed into a quartz capillary with a diameter of 0.3 mm. The experiments were performed on warming and on cooling in the temperature range from 300 to 1250 K using the MYTHEN detector (Position Sensitive Detector or PSD) measuring a pattern every 4 K. In Ca 2.15 Sr 0.85 Ti 2 O 7 we have also performed measurements using the Multi-Analyser Crystal detectors (MAC) at 300, 473, 623, 773 and 873 K with the aim of obtaining diffraction patterns with a much lower background and a resolution one order of magnitude higher than PSD. The zero-point error, wavelength (≈ 0.825Å) and instrument contribution to the peak profile were determined against a NIST 640 Si standard and fixed in all subsequent analysis. An empirical absorption correction was applied to the fitted Rietveld model based on cylindrical corrections [20] . Temperature control was achieved with a hot-airblower from 300 K to 1250 K. The collected patterns were analysed with the Rietveld method using TOPAS with the JEDIT interface [21, 22] .
For the refinements against the 300 K data, random starting values for the distortion modes were generated between -0.04 and 0.04 (except for the mode a3 that correspond with the Irrep [0,0,0] Γ − 5 (a;-a)[Ca1:b:dsp]Eu(a) which was used to fix the origin in the x direction), and isotropic thermal parameters were refined for all sites. Refinements with new initial starting values were repeated multiple times, but no false minima were observed. Subsequent refinements at different temperatures were performed sequentially using the previous refinement output as the new input. A small amount of anisotropic peak broadening in the diffraction pattern was modelled using the Stephens phenomenological description considering the structure as pseudo tetragonal [23] .
The displacive modes are characterized by the point of the Brillouin zone of the parent structure it belongs to, the position in reciprocal space as well as the short hand symbol is given e.g. [1/2,1/2,0]X − 3 . The following number and sign e.g. "3-" correspond to Irreps as tabulated by Stokes and Hatch [24] . The next label which follows is the branching of the distortion mode (related to the order parameter directions). For example (a;0) indicates that the order parameter is active in one of the doubly degenerate directions whereas (a;a) would imply that it is active in both directions and in this case the child structure would retain tetragonal symmetry. Next, the site label and Wyckoff site symmetry is given (with respect to the parent I4/mmm structure, e.g. [Sr1:b]) on which the distortion mode acts. Finally the irreducible representation of the distortion with respect to the Wyckoff site point group symmetry is given (e.g. Eu for point group D4h (4/mmm)-Wyckoff site 2b).
In Ca 2.15 Sr 0.85 Ti 2 O 7 we performed variable temperature refinements against the collected data with the highest symmetry subgroup P 2 1 nm that is common to P 4 2 /mnm, Amam, P nnm and A2 1 am models. We used the web based ISODISTORT tool [25] to generate this child structure parametrized in terms of distortion modes which may be refined directly in the Rietveld refinement program Topas (see Supplemental Material [14] ). P 2 1 nm (number 31) basis=(1,-1,0),(1,1,0),(0,0,1), origin=(0,0,0) was generated from the parent I4/mmm structure of Sr 3 Ti 2 O 7 published by Elcombe [26] in which the Ti atom sits on the (0, 0, z) site using ISODISTORT (see .str file in the Supplemental Material [14] ). This model has 41 internal degrees of freedom (see Table I ) and with the proper symmetry constraints we can reproduce the P 4 2 /mnm, Amam, P nnm and A2 1 am models. Initially we perform a completely unbiased search for the active modes at all temperatures against our variable temperature PSD data. The result of this search is shown in Fig. S4 in the Supplemental Material [14] .
C. First-principles simulations.
First-principles simulations were performed using CASTEP v.7.0.3 [27] . These calculations employed the PBEsol [28] functional to approximate exchange and correlation effects, a 1400 eV plane-wave cut-off energy with a grid twice as dense for the electron density and a 7 × 7 × 1 Monkhorst-Pack k-point grid for sampling the first Brillouin zone of the I4/mmm phase of Ca 3−x Sr x Ti 2 O 7 . This grid was scaled appropriately for other structures. Structural relaxations used a force tolerance of 0.5 meV/Å and a stress tolerance of 10 MPa. The nuclei and core electrons of all ions were represented using norm-conserving pseudopotentials (details are given in Table S1 in the Supplemental Material [14] ) and the virtual crystal approximation (VCA) was used to simulate a solid solution between Ca and Sr ions. We studied eight competing RP2 phases (the first eight listed in Table I ). Initial structures were generated by freezingin small distortions to a relaxed I4/mmm structure using ISODISTORT and then letting the cell and internal coordinates relax. P nnm is not shown in Fig. 3 since for all compositions these structures relaxed to the tetragonal P 4 2 /mnm phase.
We used the nudged elastic band (NEB) method [17] as implemented in ASE [29] and adapted for use with CASTEP [30] to compute the minimum energy pathway between different phases. Small modifications were made to the NEB wrapper to integrate with simulations employing the VCA. Initial transition pathways were found by linear interpolation to give five intermediate trajectories (excluding the initial and final relaxed phases). The NEB method was then performed iteratively until the energies of intermediary structures converged to within 0.1 meV/atom. We used FINDSYM [31] with a tolerance of 0.001 to detect the space group symmetry of all structures and AMPLIMODES [32, 33] to compute mode am-plitudes relative to the relaxed I4/mmm parent. It was found that the amplitude value changed depending on the symmetry assignment of the distorted phase and therefore we used ISODISTORT to reduce the symmetry of all structures to P 2 1 (the highest-symmetry subgroup common to all structures) by "freezing in" zero-amplitude distortions where necessary. All NEB iterations are plotted in Figs. S8b and S8c in the Supplemental Material [14] to illustrate the extent that the minimum energy pathway deviated from the initial interpolation. The implementation of the NEB method required fixed cell boundary conditions and therefore the tetragonal unit cell of the relaxed I4/mmm parent was imposed on all NEB structures (with end-point phases relaxed with this cell fixed). Since this method in its current implementation requires fixed strain end-points for the pathways, and the Acaa and A2 1 am phases have substantially different lattice parameters, a fact that is intrinsically linked to the unusual thermal expansion properties of the Acaa and the RP1 related phases [12, 13, 34, 35] , an additional set of calculations is performed in which a linear interpolation between the optimised trajectories of the NEB are frozen-in and lattice parameters relaxed.
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