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GEOMETRY OF HOROSPHERICAL VARIETIES
OF PICARD RANK ONE
R. GONZALES, C. PECH, N. PERRIN, AND A. SAMOKHIN
Abstract. We study the geometry of non-homogeneous horospherical varieties.
These have been classified by Pasquier and include the well-known odd symplectic
Grassmannians. We focus our study on quantum cohomology, with a view to-
wards Dubrovin’s conjecture. In particular, we describe the cohomology groups
of these varieties as well as a Chevalley formula, and prove that many Gromov-
Witten invariants are enumerative. This enables us to prove that in many cases
the quantum cohomology is semisimple. We give a presentation of the quantum
cohomology ring for odd symplectic Grassmannians. The final section is devoted
to the derived categories of coherent sheaves on horospherical varieties. We first
discuss a general construction of exceptional bundles on these varieties. We then
study in detail the case of the horospherical variety associated to the exceptional
group G2, and construct a full rectangular Lefschetz exceptional collection in the
derived category.
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Introduction
Schubert calculus and enumerative geometry are very classical. One of their many
aspects is the study of intersection theory of projective rational homogeneous spaces
G/P with G a reductive group and P a parabolic subgroup. We now have a very
good understanding of the cohomology of G/P as well as a good understanding of
their quantum cohomology and even their quantum K-theory.
In this paper we consider intersection theory on quasi-homogeneous varieties. One
of the simplest classes of non homogeneous quasi-homogeneous spaces are toric va-
rieties, for which many results are known. A common generalisation of rational
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projective homogeneous spaces and toric varieties are spherical varieties. Recall
that a normal variety X is called G-spherical for G a reductive group if X has a
dense B-orbit, where B ⊂ G is a Borel subgroup. Spherical varieties form such
a large class of varieties that we do not even have a description of their cohomol-
ogy ring in general. In this paper we concentrate on a special class of spherical
varieties: horospherical varieties, see Definition 1.2. We consider smooth, projec-
tive horospherical varieties of Picard rank one. These varieties were classified by
Pasquier [39], who proved that they are either homogeneous or can be constructed
in a uniform way via a triple (Type(G), ωY , ωZ) of representation-theoretic data,
where Type(G) is the semisimple Lie type of the reductive group G and ωY , ωZ are
fundamental weights, see Section 1.3. Pasquier classified the possible triples in five
classes:
(1) (Bn, ωn−1, ωn) with n ≥ 3;
(2) (B3, ω1, ω3);
(3) (Cn, ωm−1, ωm) with n ≥ 2 and m ∈ [2, n];
(4) (F4, ω2, ω3);
(5) (G2, ω1, ω2).
The third class, case (3), already attracted some attention since in this case the
variety corresponds to the so called odd symplectic Grassmannian IG(m, 2n + 1)
(see Subsection 1.9 and Section 5). They were studied for example in [34, 41, 42]
and very recently in [35, 33].
In this paper we start a systematic study of the geometry of non homogeneous
projective smooth horospherical varieties X with Pic(X) = Z, with a view towards
Dubrovin’s conjecture. Our first results are concerned with the cohomology ring
H∗(X,Z). We describe two Schubert-like cohomology basis (σ′u, τv)u,v and (σu, τ
′
v)u,v
and prove that these bases are Poincaré dual to each other, see Proposition 1.10. We
also give a Chevalley formula, i.e., a formula for multiplying any of the above classes
with the hyperplane class h generating the Picard group, see Proposition 1.14.
We then turn to the study of rational curves, in particular to the study ofMd,n(X),
the Kontsevich moduli space of degree d, genus zero, stable maps with n marked
points. In particular we prove the following result (Theorem 2.5).
Theorem. Let X be a non homogeneous projective smooth horospherical variety
with Pic(X) = Z. Then
(1) M1,n(X) is irreducible of dimension dimX + c1(X) + n− 3.
(2) Md,n(X) is irreducible of dimension dimX + dc1(X)+n−3 for all d in cases
(2) and (3).
(3) M2,n(X) is irreducible of dimension dimX + 2c1(X) + n − 3 in cases (1)
for m = 3 and (4), and has two irreducible components of dimension of
dimension dimX + 2c1(X) + n− 3 in cases (1) for m = 4 and case (5).
In all cases above, the dimension of the moduli space Md,n(X) is equal to the
expected dimension dimX + dc1(X) + n− 3. This implies that the Gromov-Witten
invariants are enumerative and proves, in particular, a conjecture stated in the sec-
ond author’s PhD thesis (see Corollary 3.4).
Corollary. If X belongs to the classes (2) or (3) of Pasquier’s list, then the Gromov-
Witten invariants of X are enumerative.
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Using these enumerativity results, we are able to compute many Gromov-Witten
invariants. In particular, we prove the following result, see Sections 3.3 and 4.
Theorem. If X belongs to the classes (1) for n = 3, (2), (3) for n = 3 = m and (5)
of Pasquier’s list, then
(1) there is an explicit quantum Chevalley formula;
(2) the small quantum cohomology ring QH(X) is semisimple.
Note that in case (3) of the classification, i.e. for symplectic Grassmannians, such
a quantum (and even equivariant quantum) Chevalley formula has been obtained
recently by Mihalcea and Shifler [35]. In Section 5 we use our proof of a conjecture
by the second author to deduce several results on the specific case of odd sym-
plectic Grassmannians (case (3) of Pasquier’s classification). In particular we prove
quantum-to-classical results that enable to compute Gromov-Witten invariants on
IG(m, 2n+1) thanks to cohomological (thus classical) invariants on IG(m+1, 2n+3)
(see Theorem 5.12). In particular this result contains the quantum Pieri rule even if
we have no closed formula for the moment. Using these results we deduce a presen-
tation for the quantum cohomology ring QH(IG(m, 2n+1)). Let (τ ′p)p∈[1,2n+1−m] the
Chern classes of the tautological quotient bundle on IG(m, 2n + 1) and for r ≥ 1,
define
dr := det(τ
′
1+j−i)1≤i,j≤r and br := (τ
′
r)
2 + 2
∑
i≥1
(−1)iτ ′r+iτ
′
r−i,
with the convention that τ ′0 := 1 and τ
′
p := 0 if p < 0 or p > 2n+ 1−m.
Theorem. The quantum cohomology ring QH(IG(m, 2n + 1),C) is generated by
the classes (τ ′p)1≤p≤2n+1−m and the quantum parameter q, and the relations are
dr = 0 for m+ 1 ≤ r ≤ 2n+ 1−m,
d2n+2−m =
{
0 if m is even,
−q if m is odd,
bs = (−1)
2n+1−m−sqτ ′2s−2n−2+m for n+ 2−m ≤ s ≤ n,
Finally, denote by BQH(X) the big quantum cohomology ring of X and recall
Dubrovin’s conjecture
Conjecture. For X smooth projective, BQH(X) is semisimple if and only if the
bounded derived category Db(X) has a full exceptional collection.
The above results therefore suggest to look for full exceptional collections in many
horospherical varieties of the classification. Some results have already been obtained.
For instance, the second author proved in [42] that in case (3) for m = 2, Dubrovin’s
conjecture holds. Dubrovin’s conjecture in case (2) follows from results by the third
author [45] for the semisimplicity of quantum cohomology and results by Kuznetsov
[30] for the derived category. Indeed, the variety X in case (2) is a hyperplane
section of the maximal orthogonal Grassmannian OG(5, 10) (see Subsection 1.9). In
the last two sections, we consider the derived category side of Dubrovin’s conjecture.
In Section 7, we construct in all cases except case (2) an exceptional vector bundle
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on X. In Section 8, we extend this construction and produce a full exceptional
collection on the horospherical variety X in case (5):
(1)
〈
Ŝ(−3), U(−3), OX(−3), Ŝ(−2), U(−2), OX(−2),
Ŝ(−1), U(−1), OX(−1), Ŝ, U, OX
〉
.
The object U is a vector bundle, but Ŝ is a two term complex.
The exceptional collection (1) has an additional property. Namely, it is of the
form 〈A ⊗ OX(−3),A ⊗ OX(−2),A ⊗ OX(−1),A〉, where A = {Ŝ,U,OX}. Such
collections are called Lefschetz exceptional collections, see [30].
Theorem. The collection (1) is a full rectangular Lefschetz exceptional collection
on X.
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Notation. Let G be a complex reductive algebraic group, T be a maximal torus
of G, and B ⊃ T be a Borel subgroup containing T . The flag variety of Borel
subgroups in G is denoted by G/B. Let S be the set of simple roots relative to the
choice of B. A parabolic subgroup of G is usually denoted by P ; in particular, for
a simple root α ∈ S, denote by Pα the minimal parabolic subgroup of G associated
to α. For a dominant weight λ, the induced module IndGB λ is denoted by V (λ).
1. Horospherical varieties of Picard rank one - Geometry
In this section we recall some basic properties of smooth projective horospherical
varieties of Picard rank one. Our reference is [39], see also [38, 44].
1.1. Horospherical varieties. Let G be a complex reductive group. A G-variety
is a reduced scheme of finite type over the field of complex numbers C, equipped with
an algebraic action of G. Some of the simplest G-varieties are spherical varieties.
Definition 1.1. Let G be a reductive group and B ⊂ G be a Borel subgroup. A
G-variety X is called spherical if X has a dense B-orbit.
Spherical varieties admit many equivalent characterisations. For example, a nor-
mal G-variety is spherical if and only if it has finitely many B-orbits. We refer to
[26, 44, 22, 46] and references therein for more on the geometry of spherical varieties
or their classification.
We focus on a special case of spherical varieties: horospherical varieties. We
give two equivalent definitions of horospherical varieties, one from a representation-
theoretic point of view, the other more geometric. We refer to Pasquier’s PhD thesis
[38] for details.
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Definition 1.2. Let X be a G-spherical variety and let H be the stabiliser of a
point in the dense G-orbit in X. The variety X is called horospherical if H contains
a conjugate of U , the maximal unipotent subgroup of G contained in the Borel
subgroup B.
Remark 1.3. A more geometric equivalent definition can be given as follows. Let X
be a G-variety. Then X is horospherical if there exists a parabolic subgroup P ⊂ G,
a torus S which is a quotient of P , and a toric S-variety F such that there exists a
diagram of G-equivariant morphisms
X˜ = G×P F
p
//
π

G/P
X
where G ×P F is the contracted product, π is birational, and p is a fibration with
fibers isomorphic to F . The rank of the horospherical variety X is the dimension of
the toric variety F , namely, rk(X) := dimF .
1.2. Classification. Horospherical varieties can be classified using colored fans, see
[38]. We focus here on smooth projective horospherical varieties of Picard rank one.
Pasquier [39] constructed all these varieties as well as their minimal embedding.
Theorem 1.4 (Pasquier). Let X be a smooth projective G-horospherical variety of
Picard rank one. Then either
(0) X is homogeneous,
or X can be constructed in a uniform way from a triple (Type(G), ωY , ωZ) belonging
to the following list:
(1) (Bn, ωn−1, ωn) with n ≥ 3;
(2) (B3, ω1, ω3);
(3) (Cn, ωm−1, ωm) with n ≥ 2 and m ∈ [2, n];
(4) (F4, ω2, ω3);
(5) (G2, ω1, ω2),
where Type(G) is the semisimple Lie type of G and ωY , ωZ are fundamental weights.
As stated in the above theorem some smooth projective horospherical varieties
of Picard rank one are homogeneous (for instance projective spaces). We will not
consider them since their moduli space of curves, quantum cohomology and quantum
K-theory have been studied before (see [49, 25, 43, 6, 28, 29, 7, 8, 10, 9, 12, 11, 14,
4, 5] and references therein). We will therefore focus on the second part of the list,
i.e., cases (1) to (5).
1.3. Construction. From now on, let X be a smooth projective non homogeneous
horospherical variety of Picard rank one with associated triple (Type(G), ωY , ωZ).
We introduce the following notations, which will be used throughout the paper.
Notation 1.5. Let G be the reductive group for which X is horospherical. Then
we denote by VY and VZ the irreducible G-representations with highest weights ωY
and ωZ and we let vY and vZ be the corresponding highest weight vectors.
We write PY for the stabiliser of [vY ] in P(VY ) and PZ for the stabiliser of [vZ ] in
P(VZ). Both stabilizers are parabolic subgroups of G. We denote by Y the G-orbit
of [vY ] in P(VY ) and by Z that of [vZ ] in P(VZ), so that Y ≃ G/PY and Z ≃ G/PZ .
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Pasquier [39] proves that X is horospherical of rank one, and is therefore obtained
as follows.
Proposition 1.6 (Pasquier). Let X be one of the varieties in cases (1) to (5) of
Theorem 1.4. Then X = G · [vY + vZ ] ⊂ P(VY ⊕ VZ) is the closure of the G-orbit
G · [vY + vZ ] in P(VY ⊕ VZ).
1.4. Orbits. Let Aut(X) be the automorphism group of X. The group G acts on
X with three orbits: Y , Z, and the complement U of Y ∪Z in X, which is open and
dense in X.
The group Aut(X) is a semi-direct product of G with its unipotent radical. It acts
on X with two orbits. While until then the roles of Y and Z were interchangeable,
we now choose to use the notation Z for the unique closed Aut(X)-orbit and we call
it the closed orbit of X. The other Aut(X)-orbit is UY = X \ Z = U ∪ Y . We also
define UZ = X \ Y = U ∪ Z.
The G-orbits Y and Z are projective and respectively isomorphic to G/PY and
G/PZ . The open G-orbit U is a Gm-bundle over the incidence variety G/(PY ∩PZ).
We refer to [39] for proofs.
1.5. Blow-ups and projections. We refer to [39] for the results in this subsection.
Let πZ : X˜Z → X be the blow-up of Z in X. It is obtained via base change from
the blow-up of P(VZ) in P(VY ⊕ VZ). In particular there is a natural projection
pY : X˜Z → Y , obtained as the restriction of the projection of the former blow-up to
P(VY ). The projection pY : X˜Z → Y restricts to a projection pY : UY → Y , which
realises UY as a vector bundle over Y . This bundle is G-equivariant and thus it is
obtained from a PY -representation. We write FY for the corresponding locally free
sheaf; it is the normal bundle to Y in X. The projection pY : X˜Z → Y realises X˜Z
as the projective bundle PY (FY ⊕OY ). Write EZ for the exceptional divisor.
Exchanging the roles of Y and Z we denote by πY : X˜Y → X the blow-up of Y
in X. In particular there is a natural projection pZ : X˜Y → Z, which restricts to
a projection pZ : UZ → Z. This projection realises UZ as a G-equivariant vector
bundle over Z, which is thus obtained from a PZ-representation. We write FZ for the
corresponding locally free sheaf; it is the normal bundle to Y in X. The projection
pZ : X˜Y → Z realises X˜Y as the projective bundle PZ(FZ ⊕OZ). Write EY for the
exceptional divisor.
In both cases, the exceptional divisors EY and EZ are isomorphic to the incidence
variety E = G/(PY ∩PZ). The maps pY and πZ from EZ to Y and Z and the maps
πY and pZ from EY to Y and Z are the projections p and q from E to G/PY and
G/PZ .
Summarising, we get the commutative diagrams
EZ
  jZ //
p
%%
q

X˜Z
pY
//
πZ

Y
Z 
 iZ
// X
EY
  jY //
q
%%
p

X˜Y
pZ
//
πY

Z
Y 
 iY
// X
Let πY Z : X˜Y Z → X be the blow-up of Y ∪ Z in X. There is a morphism
pY Z : X˜Y Z → E which is a P
1-bundle, and both connected components of the
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Case dimX codimX Y codimX Z
(1) n(n+ 3)/2 2 n
(2) 9 4 3
(3) m(2n+ 1−m)−m(m− 1)/2 m 2(n+ 1−m)
(4) 23 3 3
(5) 7 2 2
Table 1. Dimension of X.
Case c1(X) c1(Y ) c1(Z) codimX Y codimX Z
(1) n + 2 n + 1 2n 2 n
(2) 7 5 6 4 3
(3) 2n+ 2−m 2n+ 1−m 2n+ 2−m m 2(n+ 1−m)
(4) 6 5 7 3 3
(5) 4 3 5 2 2
Table 2. Numerical invariants.
exceptional divisor are mapped isomorphically onto E. We will denote this last map
by ξ = pY Z : X˜Y Z → E.
1.6. Numerical invariants. Using the above description, it is easy to compute
some numerical invariants for X, Y and Z. For example, their dimensions are given
in Table 1.
IfW is a Fano variety of Picard rank one andKW is an ample generator of Pic(W ),
we denote by c1(W ) the unique positive integer such that −KW = c1(W )H . We
describe c1(X), c1(Y ) and c1(Z) in Table 2.
Fact 1.7. We have c1(X) = codimX(Y ) + codimX(Z).
1.7. Cohomology classes. The description in Subsection 1.5 implies that X has
a cellular decomposition. It is therefore easy to describe geometric bases of the
cohomology groups of X.
Since Y and Z are projective and homogeneous under G, we can consider their
Schubert varieties (Yu)u∈WPY and (Zv)v∈WPZ for a given Borel subgroup B ⊂ G.
These varieties define cohomology classes as follows:
σu = [Yu] ∈ H
2ℓ(u)(Y,Z) and τ v = [Zv] ∈ H
2ℓ(v)(Z,Z).
We also introduce Y ′u = πZ(p
−1
Y (Yu)) and Z
′
v = πY (p
−1
Z (Zv)). Denoting by iY : Y →
X and iZ : Z → X the closed embeddings, we may define cohomology classes on X
as follows:
σ′u = [Y
′
u] ∈ H
2ℓ(u)(X,Z) and σu = i∗[Yu] ∈ H
2ℓ(u)+2 codimX(Y )(X,Z)
τ ′v = [Z
′
v] ∈ H
2ℓ(v)(X,Z) and τv = j∗[Zv] ∈ H
2ℓ(v)+2 codimX(Z)(X,Z).
Using the cellular decompositions by Schubert cells in Y and Z and the cellular
decomposition induced on UY and UZ we obtain the following result.
Fact 1.8. We have the following bases of H∗(X,Z).
1. The classes ((σ′u)u∈WPY , (τv)v∈WPZ ) form a Z-basis of H
∗(X,Z).
8 R. GONZALES, C. PECH, N. PERRIN, A. SAMOKHIN
2. The classes ((τ ′v)v∈WPZ , (σu)u∈WPY ) form a Z-basis of H
∗(X,Z).
Notation 1.9. Recall that p and q are the projections from the incidence variety E
to Y and Z respectively.
1. Let u ∈ W PY , then q(p−1(Yu)) is a Schubert variety in Z of the form Zv. We
define û ∈ W PZ such that q(p−1(Yu)) = Zû. For v ∈ W
PZ we define v̂ in a similar
way: p(q−1(Zv)) = Yv̂.
2. Let u ∈ W PY , then p−1(Yu) is the Schubert variety Eu˜ in E associated to an
element u˜ ∈ W PY ∩PZ . For v ∈ W PZ we define v˜ in a similar way.
3. Let hY and hZ the hyperplane classes in Y and Z. We define coefficients cY (u, u
′)
and cZ(v, v
′) as follows:
hY ∪ σu =
∑
u′∈WPY
cY (u, u
′)σu′ and hZ ∪ τ v =
∑
v′∈WPZ
cZ(v, v
′)τ v′ .
These coefficients are well known since they are given by the Chevalley formula
for homogeneous spaces, see [15].
Proposition 1.10. In H∗(X,Z), the singular cohomology of X, the two bases defined
above: ((σ′u)u∈WPY , (τv)v∈WPZ ) and ((τ
′
v)v∈WPZ , (σu)u∈WPY ) are dual for the Poincaré
duality. We have
σ∨u = σ
′
u∨ and τ
∨
v = τ
′
v∨
where ∨ denotes Poincaré duality.
Proof. Using the projection formula we get πZ∗(p
∗
Y σu1 ∪ π
∗
Zσu2) = σ
′
u1
∪ σu2 . But,
again by the projection formula, we have pY ∗(p
∗
Y σu1 ∪ π
∗
Zσu2) = σu1 ∪ σu2 = δu1,u∨2
where u∨2 is the element in W
PY such that σ¯u∨
2
is Poincaré dual to σ¯u2 in Y . We
thus have σ′u1 ∪ σu2 = δu1,u∨2 . The same method works for the τ classes. We are
left with proving σu ∪ τv = 0 and σ
′
u ∪ τ
′
v = 0. To compute these intersections, we
use general translates of Yu, Y
′
u, Zv and Z
′
v under the action of G. First note that
since Y and Z do not meet, we get σu ∪ τv = 0. Next we want to compute the
intersection of general G-translates of Y ′u and Z
′
v. We look for intersection points
in Y , Z and U . Since Y ′u ∩ Z = Zû is a Schubert variety of dimension at most
dimX − ℓ(u) − 1, its intersection with a general translate of Z ′v ∩ Z = Zv is of
dimension at most dimX − ℓ(u) − 1 − ℓ(v) = −1 and therefore empty. The same
argument proves that no point of the intersection is contained in Y . Finally, if there
was an intersection point in U , then using the restriction of pY Z to U would give a
point in the intersection of general translates of pY Z(π
−1
Y Z(Y
′
u)) = p
−1(Yu)) = Eu˜ and
pY Z(π
−1
Y Z(Z
′
v)) = p
−1(Zv)) = Ev˜ in E. The sum of their codimensions is ℓ(u)+ℓ(v) =
dimX = dimE + 1 and therefore these general translates do not meet. 
We state the following cup product formulas for later reference.
Proposition 1.11. Let u1, u2 ∈ W
PY and v1, v2 ∈ W
PZ with ℓ(u1) + ℓ(u2) = dimX
and ℓ(v1) + ℓ(v2) = dimX.
1. If codimX Z = 2, then σ
′
u1
∪ σ′u2 = δû1,û∨2 .
2. If codimX Y = 2, then τ
′
v1 ∪ τ
′
v2 = δv̂1,v̂∨2 .
Remark 1.12. The condition codimX Z = 2 is satisfied in case (3), i = m and case
(5). The condition codimX Y = 2 is satisfied in case (1), case (3), i = 2 and case
(5).
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Proof. We prove item 1, the proof of item 2 being similar. We again look at general
G-translates of Y ′u1 and Y
′
u2
. If they were meeting in UY , then via pY there would be
an intersection point for general translates of Yu1 and Yu2 in Y . This is not possible
for dimension reasons. These varieties can therefore only meet in Z and we have
Y ′ui∩Z = Zûi which is of codimension at least ℓ(ui)+1−codimX Z in Z. We look for
the intersection of general translates of Zû1 and Zû1 . The sum of their codimension
in Z is at least ℓ(u1)+1−codimX Z+ℓ(u2)+1−codimX Z = dimZ+2−codimX Z =
dimZ. This proves the result. 
Remark 1.13. The same proof gives the following more precise result. Let u1, u2 ∈
W PY with ℓ(u1) + ℓ(u2) = dimX. Assume that codimZ Zû1 + codimZ Zû2 = dimZ,
then σ′u1 ∪ σ
′
u2 = δû1,û∨2 .
1.8. Hasse diagram. In this subsection we describe the multiplication by the hy-
perplane class h in H∗(X,Z).
Proposition 1.14. We have
h ∪ σ′u = τû +
∑
u′∈WPY
cY (u, u
′)σ′u′ and h ∪ τv =
∑
v′∈WPZ
cZ(v, v
′)τv′ .
Proof. The first formula follows from the equalities π∗Zh = [E] + p
∗
Y hY and πZ(E ∩
p−1Y (Yu)) = Zû. The second formula can be directly computed in Z. 
Remark 1.15. Similar formulas hold for the products h ∪ σu and h ∪ τ
′
v.
Example 1.16. Recall Pasquier’s classification. We give in the appendix the (quan-
tum) Hasse diagrams for Case (1), n = 3, Case (2), Case (3), n = 3 and m = 3 and
Case (5) of Pasquier’s classification.
1.9. Special geometry. In two cases of Pasquier’s classification, there is a special
geometric feature that we want to use: the variety X is the zero locus of a section
of a vector bundle. Let us fix first some notation. Denote by OG(5, 10) a connected
component of the Grassmannian of maximal isotropic subspaces in C10 endowed
with a non-degenerate quadratic form. Denote by Gr(m,n) the Grassmannian of
m-dimensional subspaces in Cn and let Um be the tautological subbundle. Finally,
denote by IG(m, 2n + 1) the Grassmannian of isotropic subspaces of dimension m
in C2n+1 endowed with an antisymmetric form of rank 2n.
Proposition 1.17. In cases (2) and (3) of Pasquier’s classification, the variety X
is obtained as the zero locus of a vector bundle on a bigger homogeneous space X.
More precisely
1. In case (2), X is a general hyperplane section of X = OG(5, 10).
2. In case (3), X is the zero locus of a section of Λ2U∨m in X = Gr(m, 2n+ 1).
Proof. 1. We use Mukai’s classification of Fano varieties of large index (see [24]).
Since X is a Fano variety of dimension 9 and index 7, it has to be a hyperplane
section of OG(5, 10).
2. The variety X is isomorphic to IG(m, 2n+1), which is by definition the zero locus
of a section of Λ2U∨m in Gr(m, 2n+ 1).

10 R. GONZALES, C. PECH, N. PERRIN, A. SAMOKHIN
2. Moduli space of curves
Let X be as above a projective horospherical variety with Pic(X) = Z. Let
d ∈ H2(X,Z) and denote by Md,k(X) the moduli space of stable maps of genus 0,
degree d and k marked points. Here the degree of a map f : C → X with C a
nodal curve is by definition the push-forward f∗[C]. Identifying H2(X,Z) with Z
this moduli space has the expected dimension:
dimX + 〈c1(TX), d〉+ k − 3 = dimX + dc1(X) + k − 3.
Any irreducible component of Md,k(X) has dimension at least equal to the expected
dimension. We refer to [27, 19, 32] for further properties of Md,k(X).
2.1. Curves with irreducible source. We first consider the open subset M◦d,k(X)
of Md,k(X) consisting of stable maps with irreducible source. In this subsection, we
describe the irreducible components of M◦d,k(X). We start with an useful lemma on
maps to projective bundles. This result was proved for projective bundles of rank
one in [43, Proposition 4] and the proof of the general result is very similar. We
include this proof for the reader’s convenience.
Lemma 2.1. Let p : M → N be a projective bundle, i.e., M = PN(E), where E a
globally generated vector bundle over a projective variety. Let α ∈ H2(M,Z) be such
that a = −α ∩ c1(Op(−1)) ≥ 0 (here Op(−1) is the tautological rank one subbundle
associated to the projective bundle p).
Then the map M◦α,k(M) → M
◦
p∗α,k
(N) induced by composition with p realises
M◦α,k(M) as a non empty open subset of a projective bundle of rank p∗α ∩ c1(E) +
rk(E)(a+ 1)− 1 over M◦p∗α,k(N).
Proof. The fiber of the map M◦α,k(M) → M
◦
p∗α,k
(N) over f : C → N is given by
sections of PC(f
∗E). Since C is rational and irreducible, we may assume that C = P1
and that these sections are injective maps of vector bundles f ∗Op(−1) = OC(−a)→
f ∗E modulo scalars, where a = −α ∩ c1(Op(−1)) ≥ 0. The fiber is thus the subset
of PHom(OC(−a), f
∗E) of injective maps of vector bundles. Since E is globally
generated, so is f ∗E. This implies that our sections form a non-empty open subset
of this projective space.
This construction can be realised in families, which gives us the assertion. Indeed,
for C = P1 let f : C ×M◦p∗α,k(N) → N be the universal map. We will need the
projection pr : C ×M◦p∗α,k(N)→M
◦
p∗α,k
(N). Consider the sheaf pr∗(f
∗E ⊗OC(a)).
Since E is globally generated and a ≥ 0, we have R1 pr∗(f
∗E ⊗ OC(a)) = 0, hence
pr∗(f
∗E⊗OC(a)) is a vector bundle of rank deg f
∗E+rk(E)(a+1) = p∗α∩ c1(E)+
rk(E)(a+ 1) and M◦∗α,k(M) is an open subset of PM◦p∗α,k(N)(pr∗(f
∗E ⊗OC(a))). 
We use this lemma to describe the irreducible components of M◦d,k(X).
Proposition 2.2. Let X be as above. We have
(a) M◦d,k(X) =M
◦
d,k(UY ) ∪M
◦
d,k(Z).
(b) M◦d,k(UY ) is irreducible of dimension dimX + dc1(X) + k − 3.
(c) M◦d,k(Z) is irreducible of dimension dimZ + dc1(Z) + k − 3.
Proof. Recall from [49, 25, 43] that for a homogeneous space, the moduli space of
stable maps is irreducible of the expected dimension, thereforeM◦d,k(Z) is irreducible
of dimension dimZ+dc1(Z)+k−3 andM
◦
dY ,k
(Y ) is irreducible of dimension dimY +
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dY c1(Y ) + k − 3 for any non negative integer dY . This in turn imply that M
◦
d,k(UY )
and M◦d,k(UY ) are irreducible of expected dimension. Indeed, in [43, Proposition
3] it is proved that given a globally generated vector bundle ϕ : W → W ′ such
that M◦d,k(W
′) is irreducible of expected dimension, then so is M◦d,k(W ). Since
pY : UY → Y is a globally generated vector bundle, the result follows.
Let f : C → X be a stable map, where C is irreducible and nodal. Up to
normalising, we may assume that C is smooth, hence C = P1. If f factors through
Z then we are in M◦d,k(Z). So we may assume that f(C) meets UY and need to
prove that f is in the closure of M◦d,k(UY ). For this it is enough to prove that stable
maps with irreducible source having a non-trivial intersection with UY and Z form
a family of dimension smaller than the expected dimension dimX + dc1(X)+ k− 3.
For this we consider stable maps from C to X˜Z , the blow-up of X in Z. The
map f lifts to a map f˜ : C → X˜Z . We compute its degree with respect to the basis
(π∗ZOX(1), p
∗
YOY (1)) of Pic(X˜Z). We have d = deg f
∗OX(1) = deg f˜
∗π∗ZOX(1).
Define dY = deg f˜
∗p∗YOY (1). Since p
∗
YOY (1) is semiample, we have dY ≥ 0. Since
OX˜Z (E) = π
∗
ZOX(1) − p
∗
YOY (1) and deg f˜
∗OX˜Z (E) is the intersection multiplicity
of the curve f with Z, we have d− dY ≥ 0.
Now we consider the open subset M◦(d,dY ),k(X˜Z) of stable maps with irreducible
source, target X˜Z and degree (d, dY ) with respect to the basis (π
∗
ZOX(1), p
∗
YOY (1))
of Pic(X˜Z). We only need to assume that both d and dY are non-negative (this is
always true for non-empty moduli spaces) and d− dY ≥ 0. We have a natural map
M◦(d,dY ,k(X˜Z) → M
◦
dY ,k
(Y ) given by the composition with pY : X˜Z → Y . Note that
pY is the projective bundle PY (OY ⊕ NY/X) and that NY/X is globally generated.
We want to apply the previous lemma so we need to compute a = −α∩c1(OpY (−1))
with α = (d, dY ). But a map f˜ : C → X˜Z induces an injective map of vector
bundles OC(−a) = f˜
∗OpY (−1)→ OC ⊕ f˜
∗NY/X , and the intersection of f˜(C) with
E is the vanishing locus of the first factor. In particular a = d − dY ≥ 0. Note
that c1(NY/X) = (c1(X) − c1(Y ))HY , where HY is the ample generator of Pic(Y ).
Therefore, applying the previous lemma we get that M◦(d,dY ),k(X˜Z) is a non-empty
open subset of a projective bundle of rank dY (c1(X)−c1(Y ))+codimX Y (d−dY +1)
over M◦dY ,k(Y ). Therefore M
◦
(d,dY ),k
(X˜Z) is irreducible of dimension
dimM◦(d,dY ),k(X˜Z) = exp-dim Md,k(X)− (d− dY )(c1(X)− codimX Y ).
In particular, since c1(X) − codimX Y > 0, this dimension is smaller that the ex-
pected dimension exp-dim Md,k(X) of Md,k(X), except for dY = d, thus for curves
not meeting Z. This proves the result. 
Corollary 2.3. Let X be as above.
If codimX Z > d(c1(Z)−c1(X)), thenM
◦
d,k(X) is irreducible of dimension dimX+
dc1(X) + k − 3.
Otherwise, M◦d,k(X) has two irreducible components M
◦
d,k(UY ) and M
◦
d,k(Z) of re-
spective dimension dimX + dc1(X) + k − 3 and dimZ + dc1(Z) + k − 3.
Proof. This follows from the fact that any irreducible component of MM◦d,k(X) is of
dimension at least dimX + dc1(X) + k− 3. In the second case, M◦d,k(UY ) will never
be in the closure of M◦d,k(Z). 
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Corollary 2.4. (a) In all cases of Pasquier’s classification, M◦1,k(X) is irreducible
of dimension dimX + c1(X) + k − 3.
(b) In cases (2) and (3) of Pasquier’s classification M◦d,k(X) is irreducible of dimen-
sion dimX + dc1(X) + k − 3 for all d.
2.2. Irreducible components. The former results enable us to give a description
of the irreducible components of Md,k(X). Depending on the situation it is possible
to have many of them. Here we only consider the simplest cases where there are few
irreducible components.
Theorem 2.5. (a) Md,k(X) is irreducible of dimension dimX + dc1(X)+ k− 3 for
any d in cases (2) and (3) of Pasquier’s classification.
(b) M1,k(X) is irreducible of dimension dimX+c1(X)+k−3 in all cases. In all cases
of Pasquier’s classification except case (5) we have the vanishing H1(C, f ∗TX) =
0 for any stable map f : C → X.
(c) M2,k(X) is irreducible of dimension dimX + 2c1(X) + k − 3 in cases (1) for
m = 3, (2), (3) and (4) of Pasquier’s classification.
(d) M2,k(X) has two irreducible components of dimension dimX + 2c1(X) + k − 3
in cases (1) for m = 4 and (5) of Pasquier’s classification.
(e) M3,k(X) has two irreducible components of dimension dimX + 3c1(X) + k − 3
in cases (1) for m = 3 and (4) of Pasquier’s classification.
Proof. Note that to prove the above results (except for the vanishing in (b)) we only
need to prove the equality Md,k(X) = M◦d,k(X).
For r ≥ 2, (d1, · · · , dr) with d =
∑
i di a partition of d and
∐r
i=1Ai = [1, k] a
partition, there is a natural map Md1,|A1|+1(X)×X · · ·×X Mdr ,|Ar|+1(X)→Md,k(X).
Furthermore the complement Md,k(X) \ M
◦
d,k(X) is covered by the union of the
images of these maps.
To prove the above results we only need to check that the boundary varieties
Md1,|A1|+1(X)×X · · · ×X Mdr ,|Ar|+1(X)
have dimension smaller than the expected dimension dimX + dc1(X)+ k− 3. In all
above cases, we have dimM◦d,k(X) = dimX + dc1(X) + k − 3. So an easy induction
argument implies the result.
To prove the vanishing result in (b), we only need to prove that for a line L
contained in Z, we have H1(L,NZ/X |L) = 0. Since NZ/X is the vector bundle
G ×PZ V (ωZ − ωY ) and since we can choose the line to be the one dimensional
Schubert variety in Z, it is enough to check that for any weight λ of V (ωZ −ωY ) we
have 〈α∨Z , λ〉 ≥ −1, where αZ is the simple root dual to ωZ . This is an easy check
and is true in all cases except case (5). 
Remark 2.6. 1. The non-obstruction result (b) above was first proved for case (3)
of Pasquier’s classification in [42]. This in particular implies that the corre-
sponding stack is smooth and thus M1,k(X) has only quotient (and thus rational)
singularities, see below for more details.
2. It is worth noting the following result from [32, Proposition 2]: Let X be a
smooth projective complex algebraic variety such that Md,k(X) has the expected
dimension, then the virtual class is the fundamental class. In particular, this is
true in all cases of the previous theorem.
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2.3. Singularities. In this section we prove regularity results for Md,k(X).
Theorem 2.7. (i) In all cases of Pasquier’s classification except case (5), the
moduli space M1,k(X) only has quotient singularities.
Let X be as in cases (2) or (3) of Pasquier’s classification.
(ii) If f : C → X is a stable map of genus 0 such that no component of C is mapped
entirely into Z, then Md,k(X) has quotient singularity at [f ].
(iii) The singular locus Sing(Md,k(X)) has codimension at least 2.
(iv) The moduli space Md,k(X) is normal and Cohen-Macaulay.
Proof. (i) By Theorem 2.5 part (b), the corresponding stack is smooth and the
result follows.
(ii) It follows from [3, Lemma 2.1] that if X has a G-action with a dense orbit and
f : P1 → X meets the dense orbit, then H1(P1, f ∗TX) = 0. The results follows
as in (i).
(iii) It follows from (ii) that the singular locus of Md,k(X) lies inside the locus of
curves which have a component contained in Z. But for any degree d the
moduli space Md,k(Z) is irreducible of dimension dim(Z) + dc1(Z) + k − 3,
which is of codimension at least 2 in Md,k(X). This proves the result.
(iv) In view of (iii), to prove normality it suffices to show that Md,k(X) is Cohen-
Macaulay. For this, recall that in the cases under consideration, X is the
zero locus of a vector bundle on a projective homogeneous space X ⊂ PN (see
Proposition 1.17). That is, there exists a vector bundle V on X and a global
section s ∈ H0(X, V ) such that X = V (s). Furthermore, note that V is globally
generated. Let V be the total space of the vector bundle V . Proceeding as
in the proof of [43, Proposition 3] one checks that Md,k(V) is a vector bundle
over Md,k(X). Indeed, we have a morphism φ : Md,k(V) → Md,k(X). Consider
the following diagram
C
π

ev
// X
Md,k(X)
where C = Md,k+1(X) is the universal curve, π is the map that forgets the
(k + 1)-th marked point, and ev is the evaluation map. Since V is globally
generated it follows that R1π∗ev
∗V = 0 and that π∗ev
∗V is locally free. The
fiber of φ over [f : C → X] ∈ Md,k(X) is H
0(C, f ∗V ) and thus Md,k(X) is the
bundle associated to π∗ev
∗V over Md,k(X).
Furthermore, let f ∗s denote the pullback section of f ∗V . It is clear that
f : C → X factors through X = V (s) if and only if s ◦ f = 0 or, equivalently,
f ∗s ∈ H0(C, f ∗V ) and f ∗s = 0. The section s induces a section OMd,k(X) →
π∗OC → π∗(f
∗V ) definingMd,k(X) as its vanishing locus: Md,k(X) =Md,k(X)∩
V (π∗f
∗s). Since Md,k(X) has quotient singularities, it has rational singularities
and hence it is Cohen-Macaulay. In view of [20, Lemma page 108], Md,k(X) is
also Cohen-Macaulay. This fact together with (iii) finally implies thatMd,k(X)
is normal. 
Question 2.8. In cases (2), (3), does Md,k(X) have rational singularities?
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3. Quantum cohomology
3.1. Reminders. For X a smooth projective complex variety with Picard rank one,
we have k evaluation maps evi : Md,k(X) → X on Md,k(X), sending a stable map
to its value at the i-th marked point for i ∈ [1, k]. The Gromov-Witten invariants
are defined as follows:
〈α1, · · · , αk〉X,d,k :=
∫
[Md,k(X)]vir
k∏
i=1
ev∗i αi
for
∑
i degαi = dimX + dc1(X) + k − 3, and it is equal to zero otherwise. Here
αi ∈ H
∗(X,R) are cohomology classes and [Md,k(X)]
vir is a homology class, the
virtual fundamental class (see [2] for a definition). An important feature of that
class is the equality [Md,k(X)]
vir = [Md,k(X)] if Md,k(X) has expected dimension
dimX + dc1(X) + k − 3 (see [32, Proposition 2]). The small quantum cohomology
is defined as follows. Let (ei)i be a basis of H
∗(X,R) and let (e∨i )i be the dual basis
for the Poincaré pairing. Then
ei ∗ ej =
∑
d≥0
∑
ℓ
〈ei, ej, e
∨
ℓ 〉X,d,3eℓq
d.
It is a non trivial result that this product defines an associative ring (see for ex-
ample [19]). When the moduli space has expected dimension, the Gromov-Witten
invariants are enumerative. We make this precise in the next subsection.
Remark 3.1. The varieties Y and Z are homogeneous for the group G. The quan-
tum cohomology algebra of homogeneous spaces has been extensively studied and is
well understood in many cases. Of special interest for our explicit computations in
Section 4 are minuscule, cominuscule, adjoint and coadjoint varieties. The quantum
cohomology of these varieties were studied in [10, 9, 12, 11, 13]. Many of these vari-
eties are isotropic Grassmannians and their quantum cohomology is well understood
thanks to the work of Buch, Kresch and Tamvakis [6, 28, 29, 7, 8]. We refer to these
papers for explicit computations.
3.2. Enumerability of Gromov-Witten invariants. In this section we use a
generalization of the Kleiman-Bertini Transversality Theorem to quasi-homogeneous
spaces due to Graber [23, Lemma 2.5].
Lemma 3.2. Let X be a variety endowed with an action of a connected algebraic
group G with only finitely many orbits and Z be an irreducible scheme with a mor-
phism f : Z → X. Let Y be a subvariety of X that intersects the orbit stratification
properly (i.e., for any G-orbit O of X, we have codimO(Y ∩O) = codimX Y ). Then
there exists a dense open subset U of G such that for every g ∈ U , f−1(gY ) is either
empty or has pure dimension dimY + dimZ − dimX. Moreover, if X, Y and Z
are smooth and we denote by Yreg the subset of Y along which the intersection with
the stratification is transverse, then the (possibly empty) open subset f−1(gYreg) is
smooth.
We apply the previous lemma to the following situation.
Theorem 3.3. Let X be a G-variety with finitely many G-orbits and dense G-orbit
U . Let d ∈ H2(X,Z) be such that Md,k(X) is irreducible and equals the closure of the
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locus of curves contained in U . Take Y1, . . . , Yk to be subvarieties of X that inter-
sect the orbit stratification properly and that represent cohomology classes Γ1, . . . ,Γk
satisfying ∑
i
codimX Yi = dimMd,k(X).
Then there is a dense open subset U ⊂ Gk such that for all (g1, . . . , gk) ∈ U , the
Gromov-Witten invariant 〈Γ1, . . . ,Γk〉X,d,k is equal to the number of stable curves of
degree d in X incident to the translates g1Y1, . . . , gkYk.
Proof. First, we shall prove by repeatedly applying Lemma 3.2, that for generic
(g1, . . . , gk) in G
k, the scheme-theoretic intersection
ev−1(g1Y1 × . . .× gkYk) =
k⋂
i=1
ev−1i (giYi)
consists of a finite number of reduced points supported on any preassigned nonempty
open subset M∗ ofM =Md,k(X) and, in particular, in the smooth locus ofM . Here
ev = ev1× . . .× evk. Bearing this in mind, consider the following diagram
M \M∗
ev

Y = Y1 × . . .× Yk
  // Xk.
Since M is irreducible, M \M∗ has codimension at least one, so Lemma 3.2 implies
that there exists an open subset V1 of G
k such that the inverse image of any of the
translates g ·Y with g ∈ V1, is empty. Thus in general the intersection is completely
supported in M∗.
Next let U be the dense G-orbit of X. By the above, we can restrict to the locus
where ev is in Uk. Now let Msm be the smooth locus of Md,k(X) and Y
s := Sing Y
and consider the diagram
Msm ∩ ev−1(Uk)
ev

Y s ∩ Uk 

// Uk.
Applying Kleiman’s tranversality theorem to the homogeneous space U , we get an
open subset V2 ⊂ G
k such that ev−1(Y s ∩Uk) = ∅. Now let Y ∗ = (Y \ Y s)∩Uk. By
yet another application of Kleiman’s tranversality theorem to the diagram
Msm ∩ ev−1(Uk)
ev

Y ∗ 

// Uk.
we get an open subset V3 ⊂ G
k such that for all g ∈ V3, the inverse image in
Msm ∩ ev−1(Uk) of the translate g · Y ∗ is either empty or smooth of the expected
dimension (since all varieties involved are smooth). Hence it consists of a finite
number of reduced points (possibly zero). We conclude that for any g ∈ V1∩V2∩V3,
the inverse image of g · Y is of the expected dimension, is reduced, and is supported
in the given open set. 
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Next we specify the previous result to cases (2) and (3) of Pasquier’s list.
Corollary 3.4. Let X be a horospherical variety of Picard number one. If X belongs
to the classes (2) or (3) of Pasquier’s list, then Theorem 3.3 holds, i.e., the Gromov-
Witten invariants of X are enumerative.
Remark 3.5. The previous corollary gives a positive answer to a conjecture from
[41, Conjecture 5.1] regarding the enumerativity of the degree d Gromov-Witten
invariants of the odd symplectic Grassmannians. The case when d = 1 was already
proven by the second author in [41].
3.3. Quantum hyperplane multiplication. In this section we consider the mul-
tiplication with the hyperplane generator h ∈ H2(X,Z). Our aim is in particular to
deal with case (1), n = 3, case (2), case (3), n = m = 3 and case (5) of Pasquier’s
classification, but we keep the computations as general as possible. Let us start with
an easy dimension count.
Lemma 3.6. Let σ ∈ H∗(X,Z). The highest power of q appearing in a product h∗σ
in QH(X) satisfies d ≤ dimX+1
c1(X)
. Furthermore, in case (1), n = 3 and case (5) of
Pasquier’s classification, there is a non-trivial term of degree 2 in the product h ∗ σ
only if σ = [pt], where [pt] is the class of a point. Moreover, this term is a multiple
of q2.
Proof. The degree of h ∗ σ is at most dimX + 1. If there is a qd appearing in
the product, then its degree is at least dc1(X) leading to the inequality dc1(X) ≤
dimX + 1. The result follows. 
Remark 3.7. We shall prove in Section 5 that in case (3), the product h ∗ σ has
terms of degree at most 1 in q.
3.4. Degree one invariants. In this subsection, we compute the degree one in-
variants involved in the quantum multiplication with h. We therefore compute
Gromov-Witten invariants of the form 〈h, σ, τ〉X,1,3 with σ, τ ∈ H
∗(X,Z) such that
deg σ + deg τ + 1 = dimM1,3(X) = dimX + c1(X).
Lemma 3.8. Let u1, u2 ∈ W
PY . We have 〈h, σ′u1 , σu2〉X,1,3 = 0.
Proof. We may assume deg σ′u1 + deg σu2 + 1 = dimM1,3(X) = dimX + c1(X),
which leads to ℓ(u1) + ℓ(u2) = dimY + c1(X) − 1. We have 〈h, σ
′
u1
, σu2〉X,1,3 =
πM ∗(ev
∗
1 h∪ev
∗
2 σ
′
u1 ∪ev
∗
3 σu2). Choosing general translates H , g1.Y
′
u1 and g2.Yu2 with
g1, g2 ∈ G, we have ev
∗
1 h∪ ev
∗
2 σ
′
u1
∪ ev∗3 σu2 = ev
−1
1 (H)∩ ev
−1
2 (g1.Y
′
u1
)∩ ev−13 (g2.Yu2).
We prove that this set is empty. It is enough to prove that there is no line meeting
H , g1.Y
′
u1
and g2.Yu2 .
We discuss several cases. Let L be such a line. If L were in Z then L would
not meet g2.Yu2, a contradiction. If L meets Z (necessarily in one point since Z =
X∩P(VZ)), then pY (π
−1
Z (L)) is a point and lies on pY (π
−1
Z (g1.Y
′
u1
))∩pY (π
−1
Z (g2.Yu2)).
But pY (π
−1
Z (g1.Y
′
u1
)) is a translate of Yu1 and pY (π
−1
Z (g2.Yu2)) is a general translate
of Yu2. An easy dimension count gives a contradiction. Finally if L does not meets
Z, then pY (π
−1
Z (L)) is a line meeting pY (π
−1
Z (g1.Y
′
u1
)) and pY (π
−1
Z (g2.Yu2)). This is
possible if ℓ(u1)+ ℓ(u2) ≤ dimM1,2(Y ) = dimY + c1(Y )− 1. This is a contradiction
since c1(X) > c1(Y ). 
Lemma 3.9. Let u ∈ W PY and v ∈ W PZ . We have 〈h, σu, τv〉X,1,3 = δu˜∨,v˜.
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Proof. As in the previous lemma, we may assume ℓ(u) + ℓ(v) = dim Y + dimZ +
c1(X)−dimX−1 and we are looking for lines L meeting general translates H , g1.Yu
and g2.Zv. In particular, the line L is not contained in Z (otherwise L∩g1.Yv = ∅) and
not in Y (otherwise L∩g2.Zv = ∅) but meets Y in g1.Yu and Z in g2.Zv. The line L is
thus mapped to a point via pY Z i.e pY Z(π
−1
Y Z(L)) is a point. Thus pY Z(π
−1
Y Z(g1.Yu)) a
general translate of Eu˜ and pY Z(π
−1
Y Z(g2.Zv)) a general translate of Ev˜ have to meet.
The sum of their codimensions is ℓ(u)+ℓ(v) = dimE+c1(X)−codimX Y −codimX Z
and by Fact 1.7 we get ℓ(u) + ℓ(v) = dimE. In particular this intersection is empty
unless v˜ = u˜∨. If this intersection is non-empty and therefore a point e, the line is
given by πY Z(p
−1
Y Z(e)). 
Lemma 3.10. Let u ∈ W PY and v ∈ W PZ . We have
〈h, σ′u, τ
′
v〉X,1,3 =
{
0 if c1(X) ≥ c1(Z)
〈h, τ û, τ v〉Z,1,3 if c1(X) = c1(Z)− 1
Remark 3.11. Note that c1(X) ≥ c1(Z) in cases (2) and (3) of Pasquier’s classifi-
cation while c1(X) = c1(Z)− 1 in cases (1), n = 3, (4) and (5).
Proof. As above, we may assume ℓ(u) + ℓ(v) = dimX + c1(X) − 1 and we are
looking for lines L meeting general translates H , g1.Y
′
u and g2.Z
′
v. If L ⊂ Y , then
L meets general translates of H ∩ Y , Yu and Yv̂. The sum of their codimension is
ℓ(u) + ℓ(v) + 1− codimX Y + 1 = dimY + c1(X) + 1 > dimM1,3(Y ), so there is no
such L. If L is contained in U , then pY Z(π
−1
Y Z(L)) is a line meeting general translates
of Eu˜ and Ev˜. The sum of their codimensions is ℓ(u) + ℓ(v) = dimX − 1 + c1(X) =
dimE+c1(X). But the curve pY Z(π
−1
Y Z(L)) has intersection c1(X) with −KE , so this
sum is one more than the dimension of the moduli space, which implies that there
is no such curve. Assume that L meets U . If the line L meets Z then pY (π
−1
Z (L))
is a point meeting general translates of Yu and Yv̂. An easy dimension count proves
that this is not possible. The same arguments prove that there is no line L meeting
U and Y .
We thus have the inclusion L ⊂ Z and since Y ′u∩Z = Zû, the number of lines L as
above is given by the Gromov-Witten invariant 〈h, τ û, τ v〉Z,1,3. Again by a dimension
count the result follows. Note that for c1(X) ≤ c1(Z)− 2 there are infinitely many
such lines, so we need an excess intersection formula in this case. 
Lemma 3.12. Let v1, v2 ∈ W
PZ . We have
〈h, τv1 , τ
′
v2
〉X,1,3 =
{
0 if c1(X) > c1(Z)
〈h, τ v1 , τ v2〉Z,1,3 if c1(X) = c1(Z)
Remark 3.13. Note that c1(X) > c1(Z) in case (2) of Pasquier’s classification while
c1(X) = c1(Z) in cases (3).
Proof. As above, we may assume ℓ(u)+ℓ(v) = dimZ+c1(X)−1 and we are looking
for lines L meeting general translates H , g1.Zv1 and g2.Z
′
v2
. An easy dimension
count using the composition pZ ◦ πY proves that L does not meet Y . Projecting to
Z we have that pZ(π
−1
Y (L)) is a line which meets general translates of Zv1 and Zv2 .
Such a line does not exist for dimension reasons if c1(X) > c1(Z), and there are
〈h, τ v1 , τ v2〉Z,1,3 such lines if c1(X) = c1(Z). Since g1 and g2 are general in G we may
assume that these lines L′ are general. We are in case (3) of Pasquier’s classification
and any lift of L′ in UZ meeting the zero section is a solution for L. But UZ is a
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vector bundle over Z whose restriction to a general line is trivial. In particular the
only lift meeting the zero section is the zero section itself, proving the result. 
Lemma 3.14. Let u ∈ W PY and v ∈ W PZ . For c1(X)− c1(Y )+ 1− codimX Y = 0,
we have 〈h, σu, τ
′
v〉X,1,3 = 〈h, σu, σv̂〉Y,1,3.
Remark 3.15. Note that we have c1(X)− c1(Y ) + 1− codimX Y ≤ 0 in all cases,
with equality in case (1), case (2), i = 2 and case (5).
Proof. As above, we may assume ℓ(u) + codimX Y + ℓ(v) = dimX + c1(X)− 1 and
we are looking for lines L meeting general translates H , g1.Yu and g2.Z
′
v. If L is
not contained in Y , then pZ(π
−1
Y (L)) is a point meeting general translates of Zû and
Zv. An easy dimension count proves that this is not possible. If L ⊂ Y , then we
are counting curves in Y meeting a hyperplane and general translates of Yu and Yv̂.
The condition implies that the classes have the right codimension, which implies the
result. 
Lemma 3.16. Let v1, v2 ∈ W
PZ , we have
〈h, τ ′v1 , τ
′
v2
〉X,1,3=
{
0 if c1(X)− c1(Y ) > codimX Y − 2
〈h, σv̂1 , σv̂2〉Y,1,3 if c1(X)− c1(Y ) = codimX Y − 2.
Remark 3.17. Note that we have c1(X) − c1(Y ) + 2 − codimX Y > 0 in case (1),
case (2), case (3), m = 2 and case (5) and that c1(X)− c1(Y ) + 2 − codimX Y = 0
in case (3), m = 3 and case (4).
Proof. As above, we may assume ℓ(u) + ℓ(v) + 1 = dimX + c1(X) and we are
looking for lines L meeting general translates H , g1.Z
′
v1
and g2.Z
′
v2
. If L is contained
in Z, then we are computing 〈hZ , τ v1 , τ v2〉Z,1,3. But ℓ(v1) + ℓ(v2) + 1 = dimX +
c1(X) > dimZ + c1(Z) so there is no such L. If L meets Z, then pY (π
−1
Z (L)) is a
point contained in the intersection of general translates of pY (π
−1
Z (Z
′
v1)) = Yv̂1 and
pY (π
−1
Z (Z
′
v2)) = Yv̂2. But the sum of their codimensions is ℓ(v1) + 1 − codimX Y +
ℓ(v2) + 1− codimX Y = dimY + c1(X) + 1− codimX Y = dim Y + 1+ codimX Z >
dimY so there is no such L. If L meets Y but is not contained in Y , then pZ(π
−1
Y (L))
is a point meeting general translates of Zv1 and Zv2 . An easy dimension count proves
that this is not possible. If L is contained in U , we consider L′ = pY Zπ
−1
Y Z(L) meeting
general translates of pY Zπ
−1
Y Z(Z
′
v1
) = Ev˜1 and pY Zπ
−1
Y Z(Z
′
v2
) = Ev˜2 . The sum of their
codimension in E is ℓ(v1) + ℓ(v2) = dimX − 1 + c1(X) = dimE + c1(X). The
curve L′ has intersection c1(X) with −KE , thus there is no such line. We are left
with L contained in Y . So we are computing the number of lines corresponding
to the invariant 〈hY , σv̂1 , σv̂2〉Y,1,3. The sum of the corresponding codimensions is
ℓ(v1)+1− codimX Y + ℓ(v2)+1− codimX Y +1 = dimY + c1(X)+2− codimX Y =
dimY + c1(Y ) + c1(X)− c1(Y ) + 2− codimX Y . The result follows. 
3.5. Degree 2 invariants. In this subsection we compute some degree 2 Gromov-
Witten invariants. We concentrate on the case dimX = 2c1(X) − 1, where is a
unique non-vanishing degree 2 invariant, 〈h, [pt], [pt]〉X,2,3.
Lemma 3.18. If dimX = 2c1(X)− 1, then 〈h, [pt], [pt]〉X,2,3 = 2.
Remark 3.19. Note that we have dimX = 2c1(X)− 1 in case (1), n = 3 and case
(5).
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Proof. Recall that 〈h, [pt], [pt]〉X,2,3 = 2〈[pt], [pt]〉X,2,2 so we need to prove that there
is a unique conic through two general points inX. Consider two general points p1 and
p2 in UY . Any stable maps of degree 2 passing through p1, p2 give by projection pY to
Y a stable map of degree at most 2 passing through two general points in Y . With our
assumptions we have dimY = 2c1(Y )− 1 and there exists exactly one (irreducible)
stable map f : P1 → Y of degree 2 through 2 general points in Y . We need to
prove that f lifts to a unique stable map in UY passing through p1 and p2. This is
equivalent to proving that the vector bundle FY satisfies f
∗FY = OP1(1)
codimX Y . The
unique irreducible curve passing through the B-stable point in Y and the point in Y
stable under the opposite Borel subgroup is the curve obtained using the cocharacter
θ∨ with θ the highest root of G. Using the fact that FY = G ×
P
Y V (ωY − ωZ) it is
easy to check that the condition f ∗FY = OP1(1)
codimX Y is satisfied. 
4. Examples
In this section we compute the quantum hyperplane multiplication for the fol-
lowing examples: case (1), n = 3, case (2), case (3) , n = 3 = m and case (5).
Our aim is to extend the Hasse diagram to a quantum Hasse diagram and deduce
semisimplicity results for the quantum cohomology. We give in the appendix the
quantum Hasse diagrams in the four cases we are dealing with in this section.
4.1. Semisimplicity. Using our quantum Chevalley formulas, we obtain
Theorem 4.1. In case (1), n = 3, case (2), case (3) , n = 3 = m and case (5),
QH(X) is semisimple.
Proof. The proof in all cases goes as follows. Using the quantum Hasse diagram (see
appendix), we can compute the matrix of hc1(X). We get a c1(X)×c1(X)matrix with
c1(X) different non-vanishing eigenvalues. This implies that the endomorphism of
QH(X) defined by multiplication with h is semisimple with simple (non-vanishing)
eigenvalues, therefore it generates the algebra which has to be semisimple. 
Remark 4.2. (1) The semisimplicity in case (2) can also be obtained as follows.
It follows from Proposition 1.17 thatX is a general linear section ofOG(5, 10)
but it was proved in [45], that the quantum cohomology of such hyperplane
sections is semisimple.
(2) In the next section we study more generally the quantum cohomology in
case (3) of Pasquier’s classification and prove that there is no degree 2 curve
involved in the Hasse diagram. We also give a presentation of QH(X) in some
cases. For similar varieties with non semisimple small quantum cohomology
but semisimple big quantum cohomology, we refer to [45], [21] and [16].
(3) The semisimplicity in case (5) can also be obtained as follows. In [40], the
authors proved that X has a deformation isomorphic to the isotropic Grass-
mannian OG(2, 7) and in [13] it was proved that QH(OG(2, 7)) is semisimple.
Since the quantum cohomology is a deformation invariant this proves the re-
sult.
4.2. Case (1), n = 3. We have dimX = 9 and c1(X) = 5. Z is a 6-dimensional
quadric. There is only one cohomology class for each degree in Z except in degree 3
so we denote by (vi)i∈[0,6] with ℓ(vi) = i and v
′
3 with ℓ(v
′
3) = 3 the elements of W
PZ .
We choose to set v3 = s1s2s3 and v
′
3 = s3s2s3. We have Y = OG(2, 7) and there is
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one cohomology class in degree 0, 1, 6 and 7 and two cohomology classes otherwise.
We denote by (ui)i∈[0,7] with ℓ(ui) = i and u
′
2, u
′
3, u
′
4, u
′
5 with ℓ(u
′
i) = i the elements
in W PY . We choose to set u′2 = s1s2, u
′
3 = s3s1s2, u
′
4 = s2s3s1s2, u
′
5 = s3s2s3s1s2.
Note that σ′u0 = τ
′
v0
= 1, σ′u1 = τ
′
v1
= h, σu7 = τv6 = [pt] and σu6 = τv5 = [line].
Proposition 4.3. We have the formulas
(1) h ∗ 1 = h
(2) h ∗ h = 2σ′u2 + σ
′
u′
2
(3) h ∗ σ′u2 = σ
′
u3
+ σ′u′
3
and h ∗ σ′u′
2
= 2σ′u′
3
+ τv0
(4) h ∗ σ′u3 = 2σ
′
u4
+ σ′u′
4
, h ∗ σ′u3 = σ
′
u4
+ 2σ′u′
4
+ τv1 and h ∗ τv0 = τv1
(5) h ∗ σ′u4 = σ
′
u5
, h ∗ σ′u′
4
= σ′u5 + 2σ
′
u′
5
+ τv2 and h ∗ τv1 = τv2 + q
(6) h ∗ σ′u5 = 2σ
′
u6
+ τv3, h ∗ σ
′
u′
5
= σ′u6 + τv′3 and h ∗ τv2 = τv3 + τv′3 + qh
(7) h ∗ σ′u6 = σ
′
u7
+ τv4 , h ∗ τv3 = τv4 + qσ
′
u′
2
and h ∗ τv′
3
= τv4 + qσ
′
u2
(8) h ∗ σ′u7 = τv5 + qτv0 and h ∗ τv4 = τv5 + qσ
′
u′
3
(9) h ∗ τv5 = τv6 + qσ
′
u′
4
+ qτv1
(10) h ∗ τv6 = qσ
′
u′
5
+ qτv2 + 2q
2.
Proof. We will only discuss the quantum corrections, since the classical part follows
from the classical Hasse diagram. By Lemma 3.6, there is no power of q higher than
1 except maybe in h∗τv6 . For the first four lines, there is no quantum correction since
the degree is smaller than 5 = c1(X). For the fifth line, we only have to compute
〈h, σ′u4, σu7〉, 〈h, σ
′
u′
4
, σu7〉 and 〈h, τv1 , σu7〉. The result follows from Lemma 3.8 and
Lemma 3.9. For line (6), we only have to compute 〈h, σ′u5 , σu6〉, 〈h, σ
′
u′
5
, σu6〉 and
〈h, τv2 , σu6〉. The result follows from Lemma 3.8 and Lemma 3.9. For line (7), we
only have to compute 〈h, σ′u6 , σu5〉, 〈h, τv3 , σu5〉 and 〈h, τv′3 , σu5〉. The result follows
from Lemma 3.8 and Lemma 3.9.
Line (8) requires more work. We need to compute the Gromov-Witten invariants
〈h, σ′u7, σu4〉, 〈h, τv4 , σu4〉, 〈h, σ
′
u7
, τ ′v6〉 and 〈h, τv4 , τ
′
v6
〉. The first three are obtained
using Lemma 3.8, Lemma 3.9 and Lemma 3.10. For the last one, we prove the
equality τv4 = σu5 − σ
′
u7
. The result then follows from Lemmas 3.10 and 3.14. To
prove the equality τv4 = σu5 − σ
′
u7
, we first write σ′u2 = aσu0 + bτ
′
v2
. Multiplying
with σ′u7 and using Remark 1.13, we have 1 = a. Multiplying with h
∪7, we obtain
56 = 56a + bτ ′v2 ∪ h
∪7. Finally we get σ′u2 = σu0 . Now write σu5 = λσ
′
u7
+ µτv4 .
Multiplying with σ′u2 = σu0 we get 1 = λ. Multiplying with h ∪ h we get 2 = λ+ µ.
It follows that λ = 1 and µ = 1.
For line (9), we need to compute 〈h, τv5 , σu3〉, 〈h, τv5 , σu′3〉 and 〈h, τv5 , τ
′
v5
〉. The first
two are obtained using Lemma 3.9. For the last one we remark that τv5 = [line] = σu6
and use Lemma 3.14.
For line (10), we need to compute 〈h, τv6 , σu2〉, 〈h, τv6 , σu′2〉 and 〈h, τv6 , τ
′
v4
〉. The
first two are obtained using Lemma 3.9. For the last one we remark that τv6 = [pt] =
σu7 and use Lemma 3.14. Finally the q
2 term follows from Lemma 3.18. 
4.3. Case (2). We have dimX = 9 and c1(X) = 7. Both Y and Z are quadrics
with dimY = 5 and dimZ = 6. There is only one cohomology class for each degree
in Y so we denote by (ui)i∈[0,5] with ℓ(ui) = i the elements of W
PY . In Z, for all
degree except 3 there is only one cohomology class for each degree so we denote by
(vi)i∈[0,5] with ℓ(vi) = i and by v
′
3 the elements in W
PZ . We choose to set v3 = s1s2s3
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and v′3 = s3s2s3. Note that σ
′
u0
= τ ′v0 = 1, σ
′
u1
= τ ′v1 = h, σu5 = τv6 = [pt] and
σu4 = τv5 = [line].
Proposition 4.4. We have the formulas
(1) h ∗ 1 = h
(2) h ∗ h = σ′u2
(3) h ∗ σ′u2 = 2σ
′
u3
+ τv0
(4) h ∗ σ′u3 = σ
′
u4
+ τv1 and h ∗ τv0 = τv1
(5) h ∗ σ′u4 = σ
′
u5
+ τv2 and h ∗ τv1 = τv2
(6) h ∗ σ′u5 = τv3 and h ∗ τv2 = τv3 + τv′3
(7) h ∗ τv3 = τv4 and h ∗ τv′3 = τv4 + q
(8) h ∗ τv4 = τv5 + qh
(9) h ∗ τv5 = τv6 + qσ
′
u2
(10) h ∗ τv6 = qσ
′
u3.
Proof. The first 6 lines follow from the classical Hasse diagram, and the quantum
parts follow from Lemmas 3.8, 3.10, 3.9 and 3.12. 
4.4. Case (3), n = 3 = m. We have dimX = 9 and c1(X) = 5. Moreover Y
is a 6-dimensional quadric. There is only one cohomology class for each degree
in Y except in degree 3, so we denote by (ui)i∈[0,6] with ℓ(ui) = i and u
′
3 with
ℓ(u′3) = 3 the elements in W
PY . We choose to set u3 = s1s2s3 and u
′
3 = s3s2s3. We
have Z = IG(2, 6) and there is one cohomology class in degree 0, 1, 6 and 7 and two
cohomology classes otherwise. We denote by (vi)i∈[0,7] with ℓ(vi) = i and v
′
2, v
′
3, v
′
4, v
′
5
with ℓ(v′i) = i the elements in W
PZ . We choose to set v2 = s1s2, v3 = s3s1s2,
v4 = s2s3s1s2, and v5 = s3s2s3s1s2. Note that σ
′
u0
= τ ′v0 = 1, σ
′
u1
= τ ′v1 = h,
σu6 = τv7 = [pt] and σu5 = τv6 = [line].
Proposition 4.5. We have the formulas
(1) h ∗ 1 = h
(2) h ∗ h = 2σ′u2 + τv0
(3) h ∗ σ′u2 = 2σ
′
u3
+ σ′u′
3
+ τv1 and h ∗ τv0 = τv1
(4) h ∗ σ′u3 = σ
′
u4 + τv2 , h ∗ σ
′
u′
3
= 2σ′u4 + τv′2 and h ∗ τv1 = τv2 + τv′2
(5) h ∗ σ′u4 = 2σ
′
u5
+ τv3 , h ∗ τv2 = τv3 + q and h ∗ τv′2 = τv3 + τv′3
(6) h ∗ σ′u5 = σ
′
u6 + τv4 , h ∗ τv3 = 2τv3 + τv′4 + qh and h ∗ τv′3 = τv4 + 2τv′4
(7) h ∗ σ′u6 = τv5 , h ∗ τv4 = τv5 + τv′5 + qσ
′
u2
and h ∗ τv′
4
= τv′
5
+ qτv0
(8) h ∗ τv5 = τv6 + qσ
′
u3
and h ∗ τv′
5
= τv6 + qσ
′
u′
3
+ qτv1
(9) h ∗ τv6 = τv7 + qσ
′
u4
+ qτv′
2
(10) h ∗ τv7 = qσ
′
u5
+ qτv′
3
.
Proof. The fist 6 lines follows from the classical Hasse diagram. The quantum parts
follow from Lemmas 3.8, 3.10, 3.9, 3.12 and the fact (see Corollary 5.10) that there
is no q2 term in the quantum multiplication with h. 
4.5. Case (5). We have dimX = 7 and c1(X) = 4. There is only one cohomology
class for each degree in Y and Z so we denote by (ui)i∈[0,5] with ℓ(ui) = i and
(vi)i∈[0,5] with ℓ(vi) = i the elements in W
PY and W PZ . Note that σ′u0 = τ
′
v0
= 1,
σ′u1 = τ
′
v1 = h, σu5 = τv5 = [pt] and σu4 = τv4 = [line].
Proposition 4.6. We have the formulas
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(1) h ∗ 1 = h
(2) h ∗ h = 3σ′u2 + τv0
(3) h ∗ σ′u2 = 2σ
′
u3
+ τv1 and h ∗ τv0 = τv1
(4) h ∗ σ′u3 = 3σ
′
u4
+ τv2 and h ∗ τv1 = τv2 + q
(5) h ∗ σ′u4 = σ
′
u5 + τv3 and h ∗ τv2 = 2τv3 + qh
(6) h ∗ σ′u5 = τv4 + qτv0 and h ∗ τv3 = τv4 + qσ
′
u2
(7) h ∗ τv4 = τv5 + qσ
′
u3
+ qτv1
(8) h ∗ τv5 = qσ
′
u4 + qτv2 + 2q
2.
Proof. We will only discuss the quantum corrections, since the classical part follows
from the classical Hasse diagram. By Lemma 3.6 there is no power of q higher than 1
except maybe in h∗τv5 . For the first three lines there is no quantum correction since
the degree is smaller than 4 = c1(X). For the fourth line, we only have to compute
〈h, σ′u3, σu5〉 and 〈h, τv1 , σu5〉. The result follows from Lemma 3.8 and Lemma 3.9.
For line (5), we only have to compute 〈h, σ′u4 , σu4〉 and 〈h, τv2 , σu4〉. The result follows
from Lemma 3.8 and Lemma 3.9.
Line (6) requires more work. We need to compute the Gromov-Witten invariants
〈h, σ′u5, σu3〉, 〈h, τv3 , σu3〉, 〈h, σ
′
u5 , τ
′
v5〉 and 〈h, τv3 , τ
′
v5〉. The first three are obtained
using Lemma 3.8, Lemma 3.9 and Lemma 3.10. For the last one, we prove the
equality τv3 = τ
′
v5
. The result then follows from Lemma 3.16. Let us now prove
τv3 = τ
′
v5 . Write τ
′
v5 = λσ
′
u5 + µτv2 . Multiplying with τ
′
v2 we get 1 = µ. Multiplying
with h ∪ h we get 1 = λ+ µ. It follows that λ = 0 and µ = 1.
For line (7) we need to compute 〈h, τv4 , σu2〉 and 〈h, τv4 , τ
′
v4
〉. The first invariant is
obtained using Lemma 3.9. For the last one we remark that τv4 = [line] = σu4 and
use Lemma 3.14.
For line (8) we need to compute 〈h, τv5 , σu1〉 and 〈h, τv5 , τ
′
v3
〉. The first invariant is
obtained using Lemma 3.9. For the last one we remark that τv5 = [line] = σu5 and
use Lemma 3.14. Finally the q2 term follows from Lemma 3.18. 
5. The odd symplectic Grassmannian
In this section we apply our enumerativity result, Corollary 3.4, to deduce some
results concerning the quantum multiplication in odd symplectic Grassmannians
(class (3) of Pasquier’s list). More precisely, in Section 5.3 we use Buch’s Ker/Span
techniques to relate Gromov-Witten invariants of odd symplectic Grassmannians
to intersection numbers in an auxiliary variety. This leads in Section 5.4 to The-
orem 5.12, which compares the quantum and the classical multiplication. Finally,
in Section 5.5 we obtain a presentation of the quantum cohomology of any odd
symplectic Grassmannian, see Theorem 5.16.
5.1. The odd symplectic Grassmannian as a horospherical variety. As in
Section 1.9 we let n ≥ 2 be an integer and ω be an antisymmetric form of maximal
rank on a complex vector space V of dimension 2n+1. If 2 ≤ m ≤ n, we denote by
X = IG(m, V ) = IG(m, 2n + 1) the Grassmannian of vector subspaces of V which
are isotropic for ω:
IG(m, V ) = {Σ ⊂ V | dimΣ = m,ω|Σ = 0}.
To viewX as a horospherical variety we letK ⊂ V be the kernel of the form ω andW
be a complement to K in V , so that ω|W is symplectic. Setting G := Sp(W ) ∼= Sp2n
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we see that X is G-horospherical and corresponds to the triple (Cn, ωm, ωm−1), i.e.,
case (3) of Pasquier’s classification.
Indeed, X is contained in P(ΛmV ) and as a G-representation we have V = W⊕K,
therefore ΛmV = ΛmW ⊕ Λm−1W ⊗K, which are the irreducible representations of
highest weights ωm and ωm−1, respectively. One easily checks that X is the closure
of the G-orbit of the class [vY + vZ ] of the sum of the highest weight vectors vY , vZ
of these two representations.
The closed G-orbits in X are
Y = {Σ ∈ X | Σ ⊂W} and Z = {Σ ∈ X | K ⊂ Σ}.
Moreover, the blow-ups X˜Y , X˜Z and X˜Y Z are explicitly given by:
X˜Y = {(Σ,Σ
′) ∈ X × Z | Σ′ ∩W ⊂ Σ ∩W},
X˜Z = {(Σ,Σ
′′) ∈ X × Y | K + Σ ⊂ K + Σ′′},
X˜Y Z = {(Σ,Σ
′,Σ′′) ∈ X × Z × Y | (Σ,Σ′) ∈ X˜Y and (Σ,Σ
′′) ∈ X˜Z}.
The maps πY , πZ , πY Z , pY , pZ , πY Z , pY Z are given by the obvious projections (for the
last one, note that E ⊂ Y × Z is the incidence variety).
The automorphism group Aut(X) is the odd symplectic group
Sp2n+1 = Sp(V ) := {M ∈ GL(V ) |M
tωM = ω}.
The odd symplectic group is not reductive, however its properties are closely related
to those of the usual symplectic group, see [34].
5.2. Schubert varieties. As seen in Section 1.7 we have two Poincaré dual bases
of the cohomology of X := IG(m, V ), obtained from the Schubert classes of the
closed Sp2n-orbits Y and Z, which are homogeneous Sp2n-spaces. They are not the
only such bases, since in 2008 Mihai [34] constructed Schubert-type varieties for
X = IG(m, 2n + 1) associated with Borel subgroups of the automorphism group
Aut(X) = Sp2n+1 of X. Let us explain how these families of cohomology classes
compare.
The Borel subgroups of Sp2n+1 are in one-to-one correspondence with complete
flags of V of the form {0} ⊂ K ⊂ F2 ⊂ · · · ⊂ F2n ⊂ V , where K = kerω and for
any 2 ≤ j ≤ n + 1, F⊥j = F2n+2−j . We call these flags odd isotropic flags. Schubert
varieties of X = IG(m, 2n+ 1) have been defined by Mihai as follows.
Definition 5.1. Let F• := ({0} ⊂ K ⊂ F2 ⊂ · · · ⊂ F2n ⊂ V ) be an odd isotropic
flag and 1 ≤ p1 < p2 < · · · < pm ≤ 2n + 1 be integers such that pi + pj 6= 2n + 3
for any i, j. We define the Schubert variety of X associated with the index set
p := {p1, . . . , pm} by
Xp(F•) :=
{
Σ ∈ X | dim(Σ ∩ Fpj) ≥ j, ∀ 1 ≤ j ≤ m
}
.
Mihai showed that these varieties form a CW complex; thus the corresponding
cohomology classes υp := [Xp(F•)] form a Z-basis for the cohomology ring H
∗(X,Z)
of X. In [41, Section 2.2] the second author introduced another indexation for
these classes, in terms of k-strict partitions. Such partitions also index the Schubert
classes of (even) symplectic Grassmannians, see [8, Definition 1.1]. Therefore in the
next definition we introduce k-strict partitions for both even and odd symplectic
Grassmannians.
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Definition 5.2. For results stated here, we refer to [8, Section 4] and [41, Section
2.2].
(1) We say that a partition λ = (λ1 ≥ · · · ≥ λm) is k-strict if no part greater
than k is repeated, i.e. λj > k ⇒ λj > λj+1. In this section we denote by 1
r
the partition defined by setting λ1 = · · · = λr = 1 and λs = 0 for s > r.
(2) We say a sequence p = (p1 < · · · < pm) with p1 ≥ 1 and pm ≤ N is an index
set for the (odd or even) symplectic Grassmannian IG(m,N) if pi+pj 6= N+1
for any i, j.
(3) For the even symplectic Grassmannian IG(m, 2n) there is a bijection between
index sets p and (n−m)-strict partitions λ with λ1 ≤ 2n−m and λm ≥ 0.
This correspondence is given by
λj = 2n+ 1−m− pj +# {i < j | pi + pj > 2n+ 1} ,
pj = 2n+ 1−m− λj +# {i < j | λi + λj ≤ 2(n−m) + j − i} .
(4) For the odd symplectic Grassmannian IG(m, 2n + 1) there is a bijection
between index sets p and (n−m)-strict partitions µ = (µ1 ≥ · · · ≥ µm ≥ −1)
such that µ1 ≤ 2n + 1 − m and µ1 = 2n + 1 − m if µm = −1. This
correspondence is given by
µj = 2n+ 2−m− pj +# {i < j | pm + pj > 2n+ 3} ,
pj = 2n+ 2−m− µj +# {i < j | µi + µj ≤ 2(n−m) + j − i} .
It follows that we may index the Schubert varieties of X = IG(m, 2n + 1), Y =
IG(m, 2n), and Z = IG(m− 1, 2n), by suitable k-strict partitions. In particular if p
is an index set for IG(m, 2n+1) and λ is the corresponding (n−m)-strict partition
as above, we set υλ := υp. In the rest of the section we will sometime denote by
p(λ) the index set corresponding to the strict partition λ.
We now consider the two cohomology bases of X constructed in Section 1.7. We
start by checking that the basis (1), namely {(σ′u), (τv)}, coincides with Mihai’s
Schubert-type basis {(υp)} = {(υλ)}.
Proposition 5.3. Let λ be an (n −m)-strict partition of Y = IG(m, 2n) and µ be
an (n+ 1−m)-strict partition of Z = IG(m− 1, 2n). Then in H∗(X,Z),
(1) σ′λ = υλ;
(2) τµ = υ2n+1−m,µ1−1,...,µm−1−1.
Proof. Recall the decomposition V = K ⊕ W and the description of the closed
Sp2n-orbits Y = {Σ ∈ X | Σ ⊂ W} and Z = {Σ ∈ X | K ⊂ Σ} from Section 5.1.
Consider an Sp2n-isotropic flag:
G• := ({0} ⊂ G1 ⊂ G2 ⊂ ... ⊂ G2n−1 ⊂ W ) ,
where for any 1 ≤ j ≤ n we have that G⊥j ∩W = G2n−j. The Schubert varieties of
Y and Z from Section 1.7 can be defined with respect to such a flag. To compare
them to Mihai’s varieties, we extend G• as follows:
K ⊕G• := ({0} ⊂ K ⊂ K ⊕G1 ⊂ · · · ⊂ K ⊕G2n−1 ⊂ K ⊕W = V ) .
For j ∈ [1, n], we have (K ⊕ Gj)
⊥ = G⊥j = K ⊕ (G
⊥
j ∩W ) = K ⊕ G2n−j , hence
K ⊕ G• is an odd isotropic flag. Now consider the subvariety of Y associated with
λ,
Yp(λ)(G•) =
{
Λ ∈ Y | dim(Λ ∩Gpj(λ)) ≥ j, ∀1 ≤ j ≤ m
}
,
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and similarly for Z,
Zp(µ)(G•) =
{
Λ ∈ Z | dim(Λ ∩Gpj(µ)) ≥ j, ∀1 ≤ j ≤ m− 1
}
.
Clearly,
Y ′p(λ)(G•) := πZ(p
−1
Y (Yp(λ)(G•))) = Xp(λ)+1(K ⊕G•),
where the maps πZ and pY are defined in Section 1.5, and
p(λ) + 1 := (p1(λ) + 1, . . . , pm(λ) + 1).
Since [Xp(λ)+1(K ⊕G•)] = υλ, the first statement follows. Similarly,
τµ = [iZ(Zp(µ)(G•))] = [X1,p(µ)+1(K ⊕G•)] = υ2n+1−m,µ1−1,...,µm−1−1,
which concludes the proof. 
It is also interesting to see what the basis (2) from Fact 1.8, namely (σλ, τ
′
µ) corre-
sponds to. We will see that these basis elements no longer correspond to Schubert-
type classes of X, however, they coincide with pullbacks of Schubert classes σ+ν from
a larger symplectic Grassmannian X+ = IG(m, 2n+ 2), as follows.
Let V + ⊃ V be a (2n + 2)-dimensional vector space endowed with a symplectic
form ω+ such that ω+|V = ω, and let X
+ := IG(m, V +) be the Grassmannian of
isotropic m-spaces in V +. There is an embedding j : X →֒ X+ which induces a
surjective pullback map in cohomology j∗ : H∗(X+,Z)→ H∗(X,Z).
Proposition 5.4. Let λ be an (n−m)-strict partition with m parts such that λ1 ≤
2n−m and λm ≥ 0, and µ be an (n+ 1−m)-strict partition with m− 1 parts such
that µ1 ≤ 2n+ 1−m and µm−1 ≥ 0. Then
σλ = j
∗σ+λ+1m and τ
′
µ = j
∗σ+µ ,
where σ+ν denotes the Schubert class of X
+ = IG(m, 2n + 2) associated with a par-
tition ν.
Proof. From Proposition 1.10 we know that σλ is the Poincaré dual of the class
σ′λ∨ ∈ H
∗(X,Z), where λ∨ denotes the dual partition with respect to Poincaré duality
in Y = IG(m, 2n). Using Proposition 2.11 from [41] we know that this Poincaré dual
class coincides with a pulled-back class, i.e.
σλ = j
∗(σ+λ∨+1m)
∨ = j∗σ+λ+1m ,
where last equality is obtained by looking at Poincaré duality in terms of index sets.
The statement on τ ′µ classes follows by a similar argument. 
5.3. Ker/Span techniques. In this section we relate degree d Gromov-Witten
invariants of the odd symplectic Grassmannian X = IG(m, 2n + 1) to intersection
numbers in an auxiliary variety I+d parametrising degree d rational curves in the
symplectic Grassmannian X+ = IG(m, 2n + 2) defined in the previous section. To
achieve this, following an idea introduced by Buch in [6] and Buch, Kresch and
Tamvakis in [7] we replace degree d rational curves on X or X+ by their kernel and
span.
Definition 5.5. Let C ⊂ X (resp. C ⊂ X+) be a degree d rational curve in X
(resp. in X+).
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• The kernel KerC of C is the subspace of V (resp. of V +) defined by
KerC :=
⋂
Σ∈C
Σ.
• The span SpanC of C is the subspace of V (resp. of V +) defined by
SpanC := Span{Σ | Σ ∈ C}.
Define the varieties Ik,s,e and I
+
k,s,e of kernel/span pairs as the subvariety of G ×
G′ = Gr(m− k, V )×Gr(m+ s, V ) as follows:
Ik,s,e :=
{
(A,B) ∈ G×G′
∣∣∣∣ A ⊂ B ⊂ A⊥ ⊂ V,dimB ∩ B⊥ = m− k + e
}
where L⊥ denotes the orthogonal of a linear subspace L in V . The variety I+k,s,e is
defined similarly, replacing V with V + and orthogonality in V with orthogonality in
V +. For simplicity we denote
⋃
e Id,d,e (resp.
⋃
e I
+
d,d,e) by Id (resp. I
+
d ).
Lemma 5.6. For any degree d rational curve C ⊂ X we have
(KerC, SpanC) ∈
d⋃
k,s=0
k+s⋃
e=0
Ik,s,e.
The same result holds for C ⊂ X+, replacing Ik,s,e with I
+
k,s,e.
Proof. We have the inequalities dimKerC ≥ m − d and dimSpanC ≤ m + d, see
[6]. Moreover, since the curve C is contained in an isotropic Grassmannian we have
that KerC ⊂ SpanC ⊂ (KerC)⊥. The inequalities
0 ≤ dim(SpanC ∩ (SpanC)⊥)− dimKerC ≤ dimSpanC − dimKerC.
follow. 
The condition that a degree d curve C should intersect a given Schubert variety
Xλ of X (resp. X
+
λ of X
+) defines a subvariety of Ik,s,e (resp. I
+
k,s,e) as follows. For
the sake of readability, we omit here from our notations the flags with respect to
which Schubert varieties are defined.
Ik,s,e(λ) = {(A,B) ∈ Ik,s,e | ∃ Σ ∈ Xλ, A ⊂ Σ ⊂ B} ,
I+k,s,e(λ) =
{
(A,B) ∈ Ik,s,e | ∃ Σ
+ ∈ X+λ , A ⊂ Σ
+ ⊂ B
}
.
We now state our comparison result.
Proposition 5.7. Let d ≥ 0 be an integer and α, β, γ be elements of the cohomology
basis {(σλ), (τ
′
µ)} of X = IG(m, 2n+ 1) such that
codimα+ codim β + codim γ = dimMd,3(X) = dimX + d(2n+ 2−m).
Following Proposition 5.4 we denote by α+, β+, γ+ the Schubert classes of X+ =
IG(m, 2n+ 2) such that
j∗α+ = α; j∗β+ = β; j∗γ+ = γ.
Let X+α+ , X
+
β+ and X
+
γ+ be Schubert varieties of X
+ in general position associated
with α+, β+, and γ+, respectively, and denote by I+d (α
+), I+d (β
+), I+d (γ
+) the cor-
responding subvarieties of I+d . Then
〈α, β, γ〉X,d,3 =
∫
I+
d
[I+d (α
+)] ∪ [I+d (β
+)] ∪ [I+d (γ
+)] ∪ [Id].
HOROSPHERICAL VARIETIES OF PICARD RANK ONE 27
Moreover, the Gromov-Witten invariant 〈α, β, γ〉X,d,3 vanishes unless:
• α is either of the form σλ with λ ⊃ ρd−1, or of the form τ
′
µ with µ ⊃ ρd;
• a similar property also holds for both β and γ.
Here we denoted by ρℓ the ℓ-staircase partition (ℓ, ℓ− 1, . . . , 1).
A proof of Proposition 5.7, providing Corollary 3.4 holds, was already given in [41,
Section 5.1] with different notation. For the non-Francophone reader’s convenience
we repeat here the main steps of the proof.
Sketch of proof of Prop. 5.7. First of all we notice via a dimension count that the
intersection I+k,s,e(α
+) ∩ I+k,s,e(β
+) ∩ I+k,s,e(γ
+) ∩ Ik,s,e is empty unless k = s = d
and e = 0, in which case it consists in a finite number of points. Then we use
Corollary 3.4 to prove our first statement, namely that
〈α, β, γ〉X,d,3 =
∫
I+
d
[I+d (α
+)] ∪ [I+d (β
+)] ∪ [I+d (γ
+)] ∪ [Id].
Let f : P1 → X ⊂ X+ be a degree d rational map such that
f(0) ∈ X+α+ ∩X, f(1) ∈ X
+
β+ ∩X, f(∞) ∈ X
+
γ+ ∩X.
Then the Ker/Span pair (Ker f, Span f) is an element of some intersection
I+k,s,e(α
+) ∩ I+k,s,e(β
+) ∩ I+k,s,e(γ
+) ∩ Ik,s,e ⊂ I
+
k,s,e.
This means we must have k = s = d and e = 0, so that (Ker f, Span f) is in fact an
element of I+d (α
+) ∩ I+d (β
+) ∩ I+d (γ
+) ∩ Id ⊂ I
+
d as required.
Conversely, consider an element (A,B) ∈ I+d (α
+) ∩ I+d (β
+) ∩ I+d (γ
+) ∩ Id. We
need to show that there exists a unique degree d rational map f : P1 → X such that
f(0) ∈ X+α+ ∩ Id, f(1) ∈ X
+
β+ ∩ Id, and f(∞) ∈ X
+
γ+ ∩ Id. By definition of (A,B)
there exist elements P,Q,R of X such that A ⊂ P,Q,R ⊂ B and
P ∈ X+α+ , Q ∈ X
+
β+ , R ∈ X
+
γ+ .
By a dimension count, we show that P ∩Q = P ∩R = Q∩R = A. It follows by the
same argument that the set {Σ+ ∈ X+ | A ⊂ Σ+ ⊂ B} ∩ X+α+ is zero-dimensional,
and similarly for X+β+ and X
+
γ+ . We then use the following lemma from [7].
Lemma 5.8 ([7, Lemma 3]). Consider
T+d :=
{
(A,Σ+, B) | (A,B) ∈ I+d ,Σ
+ ∈ X+
}
,
and for any Schubert variety X+α+ of X
+,
T+d (α
+) :=
{
(A,Σ+, B) ∈ T+d | Σ
+ ∈ X+α+
}
.
The projection map T+d (α
+)→ X+α+ is generically 1:1 when λ ⊃ ρd, where σ
+
λ = α
+,
and has positive-dimensional fibres otherwise.
Applying the lemma to our setting we deduce that α+ = σ+λ with λ ⊃ ρd. Thus
the invariant 〈α, β, γ〉X,d,3 vanishes when λ 6⊃ ρd, which is equivalent to the vanishing
statement we need to prove. Moreover{
Σ+ ∈ X+ | A ⊂ Σ+ ⊂ B
}
∩X+α+ = {P} = {Σ ∈ X | A ⊂ Σ ⊂ B} ,
and similarly for Q and R. We conclude the proof using the following result.
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Lemma 5.9 ([7, Proposition 1]). Let P,Q,R be three elements of X+ with pairwise
intersections equal to an (m−d)-dimensional subspace A. Then there exists a unique
morphism f : P1 → X+ of degree d such that
f(0) = P, f(1) = Q, f(∞) = R.
Note that (A,B) ∈ Id implies B ⊂ V ⊂ V
+. Since B is the span of the curve
constructed by the former lemma, this curve factors through X. 
Corollary 5.10. Let λ be a partition of length one. Then no term of degree 2 or
higher in q appear in a quantum product τ ′λ ∗ α with α = σµ or α = τ
′
µ.
Proof. The terms in qd in the product τ ′λ ∗ α are of the form 〈τ
′
λ, α, β〉X,d,3β
∨ with
β = σν and β
∨ = σ′ν or β = τ
′
ν and β
∨ = τν . By the above result, this Gromov-
Witten invariant vanishes for any degree d such that the staircase partition ρd 6⊂ λ,
therefore, as soon as d ≥ 2. 
5.4. A quantum-to-classical principle. Proposition 5.7 computes some three-
pointed degree d Gromov-Witten invariants of X = IG(m, 2n + 1) as the number
of points in the intersection of three given subvarieties of the variety I+d of degree d
curves on X+ = IG(m, 2n+ 2). We now focus on degree one invariants and prove a
‘quantum-to-classical principle’ for them, that is, we express such invariants as num-
bers of intersection points of subvarieties of a larger odd symplectic Grassmannian
X˜ = IG(m+ 1, 2n+ 3).
Our first step is to relate our invariants to points in X˜+ = IG(m+1, 2n+4). We
start by introducing some notation for X˜ and X˜+. Denote by S a symplectic vector
space of dimension 2, and write
V˜ := V ⊕ S, V˜ + := V + ⊕ S.
Clearly the antisymmetric form of maximal rank ω, respectively ω+, extends to an
antisymmetric form of maximal rank on V˜ , respectively V˜ +, and both extend the
symplectic form chosen on S. Thus we may define
X˜ := IG(m+ 1, V˜ ) and X˜+ := IG(m+ 1, V˜ +).
We also introduce some particular subvarieties of X˜ and X˜+. Let f be a non-zero
element of S, F+• be an Sp2n+2 flag in V
+, and λ be an (n+ 1−m)-strict partition
of X+. Consider the augmented Sp2n+4 flag F˜
+
• :
{0} ⊂ F˜+1 = Cf ⊂ F˜
+
2 = Cf ⊕ F
+
1 ⊂ · · · ⊂ F˜
+
2n+3 = Cf ⊕ F
+
2n+2 ⊂ V˜
+
and the associated Schubert variety
X˜+λ :=
{
Σ˜+ ∈ X˜+ | dim
(
Σ˜+ ∩ F˜+pj(λ)+1
)
≥ j, ∀1 ≤ j ≤ m
}
.
For simplicity we have omitted the flag F˜+• from the notation on the left-hand side.
Proposition 5.11. Let α, β, γ be elements of the cohomology basis {σλ, τ
′
µ} of X =
IG(m, 2n+ 1) such that
codimα + codim β + codim γ = dimM1,3(X) = dimX + 2n+ 2−m.
Following Proposition 5.4 we denote by σ+λ , σ
+
µ , σ
+
ν the Schubert classes of the sym-
plectic Grassmannian X+ = IG(m, 2n+ 2) such that
j∗σ+λ = α; j
∗σ+µ = β; j
∗σ+ν = γ.
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If ℓ(λ) + ℓ(µ) + ℓ(ν) ≤ 2m+ 1, then
〈α, β, γ〉X,1,3 =
1
2
#
(
X˜+λ ∩ X˜
+
µ ∩ X˜
+
ν ∩ X˜
)
,
where X˜+λ , X˜
+
µ and X˜
+
ν are associated to generic flags.
Again, providing Corollary 3.4 holds, a proof of this proposition was already given
in [41, Section 5.2], and we limit ourselves to giving the main steps of the proof.
Sketch of proof of Proposition 5.11. We first show that for a generic choice of flags
we have a well-defined map
φ : X˜+λ ∩ X˜
+
µ ∩ X˜
+
ν ∩ X˜ → I
+
1 (σ
+
λ ) ∩ I
+
1 (σ
+
µ ) ∩ I
+
1 (σ
+
ν ) ∩ I1
Σ˜+ 7→
(
Σ˜+ ∩ V +, (Σ˜+ ⊕ S) ∩ V +
)
.
The group G := Sp(V +)⊕ Sp(S) acts on X˜+ with the following orbits:
(1) O1 ∼= IG(m+ 1, V
+),
(2) O2 ∼= IG(m, V
+)× P(S),
(3) O3 =
{
Σ˜+ ∈ X˜+ | dim(Σ˜+ ∩ V +) = m and Σ˜+ ∩ S = {0}
}
,
(4) O4 =
{
Σ˜+ ∈ X˜+ | dim(Σ˜+ ∩ V +) = m− 1
}
.
Using the assumptions on λ, µ, ν, a dimension count shows that the intersection
X˜+λ ∩ X˜
+
µ ∩ X˜
+
ν ∩ X˜ must be contained in the open orbit O4, which proves that the
map φ is well-defined.
It remains to show that for (A,B) in the intersection
I+1 (σ
+
λ ) ∩ I
+
1 (σ
+
µ ) ∩ I
+
1 (σ
+
ν ) ∩ I1,
the inverse image φ−1(A,B) consists in exactly two points. In the proof of Propo-
sition 5.7 we saw that we must have A = B ∩ B⊥, so that U := B/A ⊕ S is a
four-dimensional symplectic vector space. Moreover the corresponding Lagrangian
Grassmannian IG(2, U) identifies with a subvariety of X˜+, namely
IG(2, U) ∼=
{
Σ˜+ | A ⊂ Σ˜+ ⊂ B ⊕ S
}
.
In the proof of Proposition 5.7 we also saw that there exists a unique triple of
pairwise distinct subspaces Σ+1 ∈ X
+
λ ∩ X, Σ
+
2 ∈ X
+
µ ∩ X and Σ
+
3 ∈ X
+
ν ∩ X such
that A ⊂ Σ+j ⊂ B for j = 1, 2, 3. Moreover by a Schubert calculus argument it is
easy to see that there exist exactly two elements of IG(2, U) which are incident to all
three of Σ1/A⊕Cf , Σ2/A⊕Cg, and Σ3/A⊕Ch, where f, g, h are generic elements
of S. Thus there also exist two elements Σ˜+j=1,2 ∈ X˜
+ such that A ⊂ Σ˜+j ⊂ B ⊕ S
and the dimensions
dim
(
Σ˜+j ∩ Σ1 ⊕ Cf
)
, dim
(
Σ˜+j ∩ Σ2 ⊕ Cg
)
, dim
(
Σ˜+j ∩ Σ3 ⊕ Ch
)
are all at least equal to m. Clearly the Σ˜+j belong to the quadruple intersection
X˜+λ ∩ X˜
+
µ ∩ X˜
+
ν ∩ X˜.
Conversely if Σ˜+ ∈ X˜+λ ∩ X˜
+
µ ∩ X˜
+
ν ∩ X˜ is such that A ⊂ Σ˜
+
j ⊂ B ⊕ S, then
we must have A = Σ˜+ ∩ V + and B = (Σ˜+ ⊕ S) ∩ V +, and one can also show that
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Σ1 = (Σ˜
+⊕Cf)∩V +, and similarly for Σ2 and Σ3. This implies that the dimensions
dim
(
Σ˜+j ∩ Σ1 ⊕ Cf
)
, dim
(
Σ˜+j ∩ Σ2 ⊕ Cg
)
, dim
(
Σ˜+j ∩ Σ3 ⊕ Ch
)
are all at least equal to m, thus φ−1(A,B) consists in exactly two points. 
We may now state our quantum-to-classical principle, which is an immediate
corollary of Proposition 5.11. In the following theorem we denote by σ˜u the Schubert
class of X˜ = IG(m + 1, 2n + 3) associated with an (n −m)-strict partition u, and
by τ˜ ′v the Schubert class of X˜ associated with an (n+ 1−m)-strict partition v.
Theorem 5.12. Let α, β, γ be elements of the cohomology basis {(σu), (τ
′
v)} of X =
IG(m, 2n+ 1) such that
codimα + codim β + codim γ = dimX + 2n+ 2−m.
Denote by σ+λ , σ
+
µ , σ
+
ν the Schubert classes of X
+ = IG(m, 2n+ 2) such that
j∗σ+λ = α; j
∗σ+µ = β; j
∗σ+ν = γ.
If ℓ(λ) + ℓ(µ) + ℓ(ν) ≤ 2m+ 1, then
〈α, β, γ〉X,1,3 =
1
2
〈α˜, β˜, γ˜〉X˜,0,3,
where
α˜ =
{
σ˜u if α = σu,
τ˜ ′v if α = τ
′
v,
and similarly for β˜ and γ˜.
Remark 5.13. The condition ℓ(λ) + ℓ(µ) + ℓ(ν) ≤ 2m+ 1 will always be satisfied
in the case where one of the partitions, say ν, has length one, i.e. ν = (p, 0, . . . , 0)
for some 1 ≤ p ≤ 2n+1−m. Thus one may use Theorem 5.12 to deduce a quantum
Pieri formula for the product of a class σu or τ
′
v by the classes τ
′
1, . . . , τ
′
2n+1−m.
5.5. Quantum presentation. In this section we give a presentation for the quan-
tum cohomology ring of IG(m, 2n+1) in terms of the classes τ ′1, τ
′
2, . . . , τ
′
2n+1−m and
the quantum parameter q. This presentation is a quantum version of the classical
presentation obtained in [41], which we recall here.
Definition 5.14. For r ≥ 1, define
dr := det(τ
′
1+j−i)1≤i,j≤r and br := (τ
′
r)
2 + 2
∑
i≥1
(−1)iτ ′r+iτ
′
r−i,
with the convention that τ ′0 := 1 and τ
′
p := 0 if p < 0 or p > 2n+ 1−m.
Proposition 5.15 ([41, Prop. 2.12]). The cohomology ring H∗(IG(m, 2n+1),C) is
generated by the classes (τ ′p)1≤p≤2n+1−m and the relations are
dr = 0 for m+ 1 ≤ r ≤ 2n+ 2−m,
bs = 0 for n+ 2−m ≤ s ≤ n.
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Theorem 5.16. The quantum cohomology ring QH(IG(m, 2n+ 1),C) is generated
by the classes (τ ′p)1≤p≤2n+1−m and the quantum parameter q, and the relations are
dr = 0 for m+ 1 ≤ r ≤ 2n+ 1−m,
d2n+2−m =
{
0 if m is even,
−q if m is odd,
bs = (−1)
2n+1−m−sqτ ′2s−2n−2+m for n+ 2−m ≤ s ≤ n,
with the convention that τ ′p = 0 if p < 0.
Proof. To obtain this quantum presentation from the classical presentation of Propo-
sition 5.15, we use the well-known method due to Siebert and Tian, see [48, Prop.
2.2]. This means that we replace the cup product with the quantum product in
the classical relations dr and bs. The quantum presentation is then obtained by
considering these new relations instead of the original ones.
Let us start by deforming the relations bs for n+ 2−m ≤ s ≤ n. We have
bquants =τ
′
s ∗ τ
′
s + 2
2n+1−m−s∑
i=1
(−1)iτ ′s+i ∗ τ
′
s−i
=q
∑
α
(
〈j∗σ+s , j
∗σ+s , j
∗σ+α 〉X,1,3
+ 2
2n+1−m−s∑
i=1
(−1)i〈j∗σ+s+i, j
∗σ+s−i, j
∗σ+α 〉X,1,3
)
(j∗σ+α )
∨,
where j : X →֒ X+ = IG(m, 2n + 2) is the natural inclusion. Indeed, the classical
part of bquants is the classical relation bs, which vanishes, and by Proposition 5.4
we have that τ ′p = j
∗σ+p . We now use the quantum to classical principle from
Theorem 5.12.
Write X˜ := IG(m+1, 2n+3), X˜+ := IG(m+1, 2n+4), and denote by ˜ : X˜ →֒ X˜+
the natural inclusion. We also denote by σ˜+λ the Schubert class of X˜
+ associated
with an (n+ 1−m)-strict partition λ with λ1 ≤ 2n+ 3−m. Finally, we introduce
the subvarieties Y˜ and Z˜ of X˜ and the cohomology classes (σ˜µ, τ˜
′
ν) and (σ˜
′
µ, τ˜ν) of
X˜ as in Section 5.2, simply replacing X with X˜ and adding˜everywhere. It follows
from Theorem 5.12 that
bquants =
1
2
q
∑
α
(
〈˜∗σ˜+s , ˜
∗σ˜+s , ˜
∗σ˜+α 〉X˜,0,3
+2
2n+1−m−s∑
i=1
(−1)i〈˜∗σ˜+s+i, ˜
∗σ˜+s−i, ˜
∗σ˜+α 〉X˜,0,3
)
(j∗σ+α )
∨
=
1
2
q
∑
α
(∫
X˜
(
τ˜ ′sτ˜
′
s + 2
2n+1−m−s∑
i=1
(−1)iτ˜ ′s+iτ˜
′
s−i
)
∪ ˜∗σ˜+α
)
(j∗σ+α )
∨.
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In H∗(X˜,Z), by Proposition 5.15, the classical relation
τ˜ ′sτ˜
′
s + 2
2n+2−m−s∑
i=1
(−1)iτ˜ ′s+iτ˜
′
s−i = 0
is satisfied, thus
τ˜ ′sτ˜
′
s + 2
2n+1−m−s∑
i=1
(−1)iτ˜ ′s+iτ˜
′
s−i = 2(−1)
2n+1−m−sτ˜ ′2n+2−mτ˜
′
2s−2n−2+m.
Replacing in the expression of bquants , we obtain
bquants = (−1)
2n+1−m−sq
∑
α
(∫
X˜
τ˜ ′2n+2−mτ˜
′
2s−2n−2+m˜
∗σ˜+α
)
(j∗σ+α )
∨
= (−1)2n+1−m−sq
∑
α
(∫
X˜
˜∗(σ˜+2n+2−mσ˜
+
2s−2n−2+m)˜
∗σ˜+α
)
(j∗σ+α )
∨.
To simplify notation we introduce the integer p := 2s − 2n − 2 + m. We use the
classical Pieri rule in X˜+ to compute the product σ˜+2n+2−m ∪ σ˜
+
p , see [8, Theorem
1.1]:
σ˜+2n+2−m ∪ σ˜
+
p = σ˜
+
2n+2−m,p + 2σ˜
+
2n+3−m,p−1.
Since ˜∗σ˜+λ = 0 when λ1 = 2n+ 3−m, see [41, Section 2.3], we obtain
bquants = (−1)
2n+1−m−sq
∑
α
(∫
X˜
˜∗σ˜+2n+2−m,p ∪ ˜
∗σ˜+α
)
(j∗σ+α )
∨.
Let us now express the restricted class ˜∗σ˜+2n+2−m,p in terms of the cohomology basis
(σ˜µ, τ˜
′
ν). As proved in [41, Proposition 2.9], to do this we first need to compute the
cup product σ˜+2n+2−m,p ∪ σ˜
+
1m+1 in H
∗(X˜+,Z).
Using the classical Pieri rule for multiplication by the classes σ˜+1r from [47], we
have that
σ˜+2n+2−m,p ∪ σ˜
+
1m+1 = σ˜
+
2n+3−m,p+1,1m−1
if p ≤ 2n+ 1− 2m, and otherwise
σ˜+2n+2−m,p ∪ σ˜
+
1m+1 = σ˜
+
2n+3−m,p+1,1m−1 + σ˜
+
2n+3−m,2n+2−m,1p−2n−2+2m .
Hence in the first case,
˜∗σ˜+2n+2−m,p = [X˜2n+2−m,p] = τ˜p+1,1m−1 ,
while in the second case,
˜∗σ˜+2n+2−m,p = τ˜p+1,1m−1 + τ˜2n+2−m,1p−2n−2+2m .
By Poincaré duality, see Proposition 1.10, we know that
∫
X˜
τ˜p+1,1m−1 ˜
∗σ˜+α is equal to 1
if αm+1 = 0 and α is the Poincaré dual partition to (p+1, 1
m−1) in Z˜ = IG(m, 2n+2).
Otherwise it is equal to zero, and similarly for
∫
X˜
τ˜2n+2−m,1p−2n−2+2m ˜
∗σ˜+α .
Using [8, Section 4.4], we see that the Poincaré dual partition to (p+ 1, 1m−1) is
(2n+ 1−m, 2n−m, . . . , 2n+ 3− 2m, 2n+ 2− 2m− p)
if p ≤ 2n+ 1− 2m, and
(2n+ 1−m, 2n−m, . . . , p+ 2, p, p− 1, . . . , 2n+ 2− 2m, 1)
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otherwise. Similarly, the Poincaré dual partition to (2n+ 2−m, 1p−2n−2+2m) is
(2n+ 1−m, 2n−m, . . . , p+ 1, p− 1, p− 2, . . . , 2n+ 2− 2m)
So if p ≤ 2n + 1− 2m then
bquants = (−1)
2n+1−m−sq(j∗σ+2n+1−m,2n−m,...,2n+3−2m,2n+2−2m−p)
∨
= (−1)2n+1−m−sqσ∨2n−m,2n−1−m,...,2n+2−2m,2n+1−2m−p,
and otherwise,
bquants =(−1)
2n+1−m−sq(j∗σ+2n+1−m,...,p+2,p,...,2n+2−2m,1)
∨
+ (−1)2n+1−m−sq(j∗σ+2n+1−m,...,p+1,p−1,...,2n+2−2m)
∨
=(−1)2n+1−m−sqσ∨2n−m,...,p+1,p−1,...,2n+1−2m
+ (−1)2n+1−m−sq(τ ′2n+1−m,...,p+1,p−1,...,2n+2−2m)
∨.
Moreover, if p ≤ 2n + 1 − 2m then the Poincaré dual partition to the partition
(2n−m, 2n−1−m, . . . , 2n+2−2m, 2n+1−2m−p) in Y is (p). On the other hand if
p ≥ 2n+2−2m the Poincaré dual partition to (2n−m, . . . , p+1, p−1, . . . , 2n+1−2m)
in Y is (p), while the Poincaré dual partition to (2n+1−m, . . . , p+1, p−1, . . . , 2n+
2− 2m) in Z is (1p−2n−2+2m). Hence
bquants =
{
(−1)2n+1−m−sqσ′p if p ≤ 2n+ 1− 2m,
(−1)2n+1−m−sq(σ′p + τ1p−2n−2+2m) otherwise.
Now using the classical Pieri rule from [47], we see that
σ+p ∪ σ
+
1m =
{
σ+p+1,1m−1 if p ≤ 2n+ 1− 2m,
σ+p+1,1m−1 + σ
+
2n+2−m,1p−2n−2+2m otherwise.
It follows that
j∗σ+p =
{
σ′p if p ≤ 2n + 1− 2m,
σ′p + τ1p−2n−2+2m otherwise.
Since by definition j∗σ+p = τ
′
p we finally get that
bquants = (−1)
2n+1−m−sqτ ′2s−2n−2+m
as claimed.
Let us now deform the relations dr for m+1 ≤ r ≤ 2n+2−m. Since deg q = 2n+
2−m, only the relation d2n+2−m is potentially modified. Let us use the determinantal
identity
dquant2n+2−m =
2n+1−m∑
p=1
(−1)p+1τ ′p ∗ d2n+2−p−m.
The classical part of the right-hand side of the above equality being trivial it follows
that
dquant2n+2−m = q
2n+1−m∑
p=1
(−1)p+1〈τ ′p, d2n+2−m−p, [pt]〉X,1,3.
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Moreover we have that for any 1 ≤ p ≤ m, dp = j
∗σ+1p , and dp = 0 if p > m, see [41,
Section 2.5]. This implies that
dquant2n+2−m = q
2n+1−m∑
p=2n+2−2m
(−1)p+1〈τ ′p, d2n+2−m−p, [pt]〉X,1,3
= q
m∑
s=1
(−1)2n+3−m−s〈τ ′2n+2−m−s, j
∗σ+1s , [pt]〉X,1,3.
We have τ ′2n+2−m−s = j
∗σ+2n+2−m−s, and the class of a point in X is
[pt] = σ2n−m,2n−1−m,...,2n+1−2m = j
∗σ+2n+1−m,2n−m,...,2n+2−2m,
so using the quantum to classical principle we get
dquant2n+2−m =
1
2
q
m∑
s=1
(−1)2n+3−m−s
〈˜∗σ˜+2n+2−m−s, ˜
∗σ˜+1s , ˜
∗σ˜+2n+1−m,2n−m,...,2n+2−2m〉X˜,0,3
=
1
2
q
∫
X˜
(
m∑
s=1
(−1)2n+3−m−s˜∗σ˜+2n+2−m−s˜
∗σ˜+1s
)
∪ ˜∗σ˜+2n+1−m,2n−m,...,2n+2−2m.
where the ˜ indicates that we are considering classes in X˜+ = IG(m+1, 2n+4). Let
us now look at the classical relation d˜2n+2−m in X˜. Using a similar determinantal
identity as before, we get
d˜2n+2−m =
2n+2−m∑
p=1
(−1)p+1τ˜ ′pd˜2n+2−p−m
=
2n+2−m∑
p=2n+1−2m
(−1)p+1τ˜ ′pd˜2n+2−p−m
=
m+1∑
s=0
(−1)2n+3−m−sτ˜ ′2n+2−m−sd˜s
=
m+1∑
s=0
(−1)2n+3−m−s˜∗σ˜+2n+2−m−s˜
∗σ˜+1s
Thus replacing in the expression for dquant2n+2−m, we get
dquant2n+2−m =
q
2
∫
X˜
(
d˜2n+2−m − (−1)
2n+3−m˜∗σ˜+2n+2−m
−(−1)2n+2−2m˜∗σ˜+2n+1−2m˜
∗σ˜+1m+1
)
∪ ˜∗σ˜+2n+1−m,2n−m,...,2n+2−2m
=(−1)2n+2−m
q
2
∫
X˜
˜∗(σ˜+2n+2−m ∪ σ˜
+
2n+1−m,2n−m,...,2n+2−2m)
+ (−1)2n+1−2m
q
2
∫
X˜
˜∗σ˜+2n+1−2m ˜
∗(σ˜+1m+1 ∪ σ˜
+
2n+1−m,...,2n+2−2m)
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Using the classical Pieri rule in X˜+, see [8, Theorem 1.1], we have
σ˜+2n+2−m ∪ σ˜
+
2n+1−m,...,2n+2−2m =σ˜
+
2n+2−m,2n+1−m,...,2n+2−2m
+ 2σ˜+2n+3−m,2n+1−m,...,2n+3−2m,2n+1−2m.
Moreover
σ˜+1m+1 ∪ σ˜
+
2n+1−m,2n−m,...,2n+2−2m =σ˜
+
2n+2−m,...,2n+3−2m,1
+ σ˜+2n+3−m,2n+1−m,...,2n+3−2m.
Since ˜∗σλ = 0 in λ1 = 2n+ 3−m, see above, we obtain
dquant2n+2−m =(−1)
2n+2−m q
2
∫
X˜
˜∗σ˜+2n+2−m,2n+1−m,...,2n+2−2m
+ (−1)2n+1−2m
q
2
∫
X˜
˜∗σ˜+2n+1−2m˜
∗σ˜+2n+2−m,...,2n+3−2m,1.
The first integral is equal to 1 since j∗σ˜+2n+2−m,2n+1−m,...,2n+2−2m is the class of a point
in X˜. Thus it only remains to compute the following cup product using the classical
Pieri rule [8, Theorem 1.1],
σ˜+2n+1−2m ∪ σ˜
+
2n+2−m,...,2n+3−2m,1 =σ˜
+
2n+2−m,...,2n+2−2m
+ σ˜+2n+3−m,2n+1−m,...,2n+3−2m,2n+1−2m.
Since ˜∗σ˜+2n+3−m,2n+1−m,...,2n+3−2m,2n+1−2m = 0 and j
∗σ˜+2n+2−m,...,2n+2−2m is the class
of a point in X˜, we get
dquant2n+2−m =
(
(−1)2n+2−m + (−1)2n+1−2m
) q
2
=
{
0 if m is even,
−q if m is odd,
which concludes the proof of the theorem. 
6. Recollections on semiorthogonal decompositions
6.1. Semiorthogonal decompositions. We recall here basic definitions on semi-
orthogonal decompositions in triangulated categories, see for instance [31, Section
2.2].
Let k be a field. Assume given a k-linear triangulated category D, equipped with
a shift functor [1] : D → D. For two objects A,B ∈ D let Hom•D(A,B) be the graded
k-vector space
⊕
i∈ZHomD(A,B[i]). Let A ⊂ D be a full triangulated subcategory,
that is, a full subcategory of D which is closed under shifts.
Definition 6.1. The right orthogonal A⊥ ⊂ D is defined to be the full subcategory
A⊥ = {B ∈ D | HomD(A,B) = 0}
for all A ∈ A. The left orthogonal ⊥A is defined similarly.
Definition 6.2. A full triangulated subcategory A of D is called right admissible if
the inclusion functor A →֒ D has a right adjoint. Similarly, A is called left admissible
if the inclusion functor has a left adjoint. Finally, A is admissible if it is both right
and left admissible.
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If a full triangulated category A ⊂ D is right admissible then every object X ∈ D
fits into a distinguished triangle
· · · −→ Y −→ X −→ Z −→ Y [1] −→ . . .
with Y ∈ A and Z ∈ A⊥. One then says that there is a semiorthogonal decomposi-
tion of D into the subcategories (A⊥,A). More generally, assume given a sequence
of full triangulated subcategories A1, . . . ,An ⊂ D. Denote by 〈A1, . . . ,An〉 the
triangulated subcategory of D generated by A1, . . . ,An.
Definition 6.3. A sequence (A1, . . . ,An) of admissible subcategories of D is called
semiorthogonal if Ai ⊂ A
⊥
j for 1 ≤ i < j ≤ n, and Ai ⊂
⊥ Aj for 1 ≤ j <
i ≤ n. The sequence (A1, . . . ,An) is called a semiorthogonal decomposition of D if
〈A1, . . . ,An〉
⊥ = 0, that is, D = 〈A1, . . . ,An〉.
6.2. Mutations. Let D be a triangulated category and assume D admits a semi-
orthogonal decomposition D = 〈A,B〉.
Definition 6.4. The left mutation of B through A is defined to be LA(B) := A
⊥.
The right mutation of A through B is defined to be RB(A) :=
⊥ B.
There are semiorthogonal decompositions D = 〈LA(B),A〉 and D = 〈A,RB(A)〉.
Let A be an admissible subcategory of D, and i : A → D be the embedding
functor. Since the subcategory A is admissible there are left and right adjoint
functors D → A which we denote by i∗ and i!, respectively. Given an object F ∈ D,
define the left mutation LA(F ) and the right mutation RA(F ) of F through A by
LA(F ) := Cone(i∗i
!(F )→ F ), RA(F ) := Cone(F → i
!i∗(F ))[−1].
6.3. Exceptional collections in geometric categories. Let S be a smooth pro-
jective variety over a field k, and Db(S) be the bounded derived category of coherent
sheaves on S; it is a k-linear category. Given a morphism f : S → T between two
smooth varieties, we usually write f∗, f
∗ for the corresponding derived functors of
push-forwards and pull-backs between Db(S) and Db(T ), and Rif∗ (resp., L
if ∗) for
the i-th cohomology of the functor f∗ (resp., f
∗).
An object E ∈ Db(S) is said to be exceptional if there is an isomorphism of graded
k-algebras
Hom•Db(S)(E,E) = k.
A collection of exceptional objects (E0, . . . , En) in D
b(S) is called exceptional if
for 1 ≤ i < j ≤ n one has
Hom•Db(X)(Ej, Ei) = 0.
An exceptional collection (E0, . . . , En) in D
b(S) is called full if the smallest full
triangulated subcategory containing all Ei is D
b(S).
Let L be an ample line bundle on S. A Lefschetz collection with respect to L is
an exceptional collection which has a block structure
E0, E1, . . . , Eσ0 ;E0 ⊗ L, E1 ⊗ L, . . . , Eσ1 ⊗L;E0 ⊗ L
⊗(m−1), . . . , Eσm−1 ⊗L
⊗(m−1),
where σ = (σ0 ≥ σ1 ≥ . . . σm−1 ≥ 0) is a non-increasing sequence of non-negative
integers. The block (E0, E1, . . . , Eσ0) is called the starting block. If σ0 = σ1 = · · · =
σm−1, then the corresponding Lefschetz collection is called rectangular.
Given a smooth variety S, let ωS denote the canonical line bundle on S.
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Lemma 6.5. [31, Lemma 2.11] For S a smooth variety, assume given a semiorthog-
onal decomposition D(S) = 〈A,B〉. Then
LA(B) = B ⊗ ωS and RA(B) = A⊗ ω
−1
S .
6.4. Exceptional collections on horospherical varieties of Picard rank one.
Some of the varieties in Pasquier’s classification have been known to have full Lef-
schetz exceptional collections. Specifically, the case (2) that corresponds to a smooth
hyperplane section of the orthogonal Grassmannian OG(5, 10) has been treated in
[30, 6.2]. The case (3) for m = 2 and arbitrary n, corresponding to the odd sym-
plectic Grassmannian IG(2, 2n + 1) has been treated in [42]. More recently, a full
rectangular Lefschetz exceptional collection on IG(3, 7) (the case (3) for m = n = 3)
has been constructed in [18].
We will construct in Section 8 a full rectangular Lefschetz exceptional collection
in the case (5) of the classification.
7. A construction of exceptional vector bundles on horospherical
varieties
7.1. The bundles F˜Y and F˜Z. We refer to Section 1.5 for the notation used in this
section. Recall that both maps p : E → Y and q : E → Z are projective bundles
associated to vector bundles FY and FZ on Y and Z, respectively. Furthermore,
we have FY = N
∨
Y/X = p∗ωZ−ωY and FZ = N
∨
Z/X = q∗ωY −ωZ , where ωY and ωZ
are the fundamental weights associated to Y and Z, respectively. Let Op(1) (resp.,
Oq(1)) denote the line bundle of relative degree one along projection p (resp., along
projection q). Note that we also have Op(1) = ωZ−ωY and Oq(1) = ωY −ωZ . In
particular, we have the relative Euler sequences on E:
0→ Ω1E/Y ⊗Op(1)→ p
∗FY → Op(1)→ 0
and
0→ Ω1E/Z ⊗Oq(1)→ q
∗FZ → Oq(1)→ 0.
Recall that the composed morphisms ξ ◦ jZ : EZ → E and ξ ◦ jY : EY → E are
both identity morphisms idE : E → E. Thus, j
∗
Zξ
∗ = j∗Y ξ
∗ = id∗E, and the above
map p∗FY → Op(1) (resp., q
∗FZ → Oq(1)) defines by adjunction a map of coherent
sheaves ξ∗p∗FY → jZ∗Op(1) (resp., ξ
∗q∗FZ → jY ∗Oq(1)). We define coherent sheaves
F˜Y and F˜Z via the exact sequences:
0→ F˜Y → ξ
∗p∗FY → jZ∗Op(1)→ 0
and
0→ F˜Z → ξ
∗q∗FZ → jY ∗Oq(1)→ 0.
Proposition 7.1. Both F˜Y and F˜Z are locally free sheaves.
Proof. A coherent sheaf E on a smooth variety S is locally free if and only if
ExtiS(E ,OS) = 0 for i > 0. The statement follows from applying Hom(−,OX˜Y Z) to
the above sequences and taking into account that jZ and jY are divisorial embed-
dings. 
Proposition 7.2. Let j : S ⊂ T be a closed embedding of a smooth subvariety S
into a smooth variety T , and π : T˜ → T be the blow-up of S at T . Denote by
i : E →֒ T˜ the embedding of the exceptional divisor, and let p : E → S be the
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projection. Assume given an object E ∈ Db(T˜ ). Then E is pulled back from T , i.e.,
E = π∗E for some E ∈ Db(T ), if and only if the restriction of E to E is trivial along
the fibers of p, i.e., i∗E ∈ p∗Db(S).
Proof. Let d be the codimension of S in T . By [36], there is a semiorthogonal
decomposition
Db(T˜ ) = 〈i∗(p
∗Db(S)⊗Op(−d+ 1)), . . . , i∗(p
∗Db(S)⊗Op(−1)), π
∗Db(T )〉.
In other words, the objects of π∗Db(T ) are characterized by the fact that they are left
orthogonal to the subcategory 〈i∗(p
∗Db(S)⊗Op(−d+1)), . . . , i∗(p
∗Db(S)⊗Op(−1)〉.
Thus if E = π∗E for some E ∈ Db(T ), then
Hom•
T˜
(E , i∗(p
∗Db(S)⊗Op(−k))) = Hom
•
E(i
∗E , p∗Db(S)⊗Op(−k)) = 0,
for k = 1, . . . , d− 1. By loc.cit., Db(E) has a semiorthogonal decomposition
Db(E) = 〈p∗Db(S)⊗Op(−d+ 1), . . . , p
∗Db(S)⊗Op(−1), p
∗Db(S)〉.
Thus i∗E ∈ p∗Db(S), proving the statement. 
Proposition 7.3. In all cases but case (2), the bundle F˜Y is the pull-back of a vector
bundle on X.
Proof. By Proposition 7.2, it is sufficient to check that j∗Y F˜Y and j
∗
ZF˜Y are trivial
on the fibers of p and q, respectively. The first statement is clear: since Y and Z are
disjoint we have j∗Y F˜Y = j
∗
Y ξ
∗p∗FY = p
∗FY , proving the result. We now compute
j∗ZF˜Y . For this we need to compute Tor
X˜
1 (jZ∗Op(1),OEZ) = OEZ(−EZ)⊗ Op(1) =
ωY −ωZ ⊗Op(1) = OEZ . We get the exact sequence
0→ OE → j
∗
ZF˜Y → p
∗FY → Op(1)→ 0.
We are therefore left with proving that Ω1E/Y ⊗ Op(1) is the pullback of a vector
bundle on Z. There is an obvious necessary condition given by the degree, namely,
Λtop(Ω1E/Y ⊗Op(1)) = Λ
topp∗FY ⊗Op(1)
⊗(−1) should come from Z. Since FY = N
∨
Y/X
we can compute
Λtopp∗FY = p
∗OY (1)
⊗(c1(Y )−c1(X)) = (c1(Y )−c1(X))ωY
and therefore
Λtop(Ω1E/Y ⊗Op(1)) = (c1(Y )+1−c1(X))ωY +ωZ .
Now in all cases except case (2) we have c1(X) = c1(Y ) + 1, so this necessary
condition is satisfied (this also proves that F˜Y does not descend in case (2)). If
furthermore Ω1E/Y ⊗Op(1) is of rank one, the above condition is a sufficient condition
(since Λtop(Ω1E/Y ⊗ Op(1)) = Ω
1
E/Y ⊗ Op(1)). This occurs if and only if rk(Ω
1
E/Y ⊗
Op(1)) = codimX Y −1 = 1, therefore for codimX Y = 2. This is true in cases (1) and
(5). We are left with cases (3) and (4). In case (3), using the description of X as an
odd symplectic Grassmannian we will easily check that p∗FY and Ω
1
E/Y ⊗Op(1) are
pullbacks of the tautological subbundles in Y and Z, respectively, giving the result.
We prove this using representations. Indeed, both p∗FY and ωZ−ωY are homogeneous
bundles on E coming from representations of PY ∩PZ . The bundle p
∗FY comes from
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the PY -highest weight representation V (ωZ − ωY ) while ωZ−ωY comes from the one-
dimensional PY ∩PZ-representation CωZ−ωY of weight ωZ −ωY . The exact sequence
comes from an exact sequence of representations
0→M → V (ωZ − ωY )→ CωZ−ωY → 0.
We only need to check that M is a PZ-representation (and not only a PY ∩ PZ-
representation). For this we only need to define the action of g−αY , where αY is the
simple root associated to Y . The only possible action is the trivial action, which is
compatible with the PY ∩ PZ-action if and only if the cocharacter α
∨
Y acts trivially.
This is an easy check in cases (3) and (4). 
Remark 7.4. The above necessary condition proves that F˜Z never descends, except
maybe in case (3) (where c1(X) = c1(Z) + 1). An easy computation with weights
shows that even in that case F˜Z does not descend.
Definition 7.5. In all cases except case (2), we denote by FY the vector bundle on
X such that π∗Y ZFY = F˜Y .
7.2. The bundle FY is exceptional. Assume that we are not in case (2).
Proposition 7.6. The bundles F˜Y and FY are exceptional.
Proof. Since X is smooth we have πZ∗OX˜Z = OX and R
iπZ∗OX˜Z = 0 for i > 0.
In particular it is enough to prove that F˜Y is exceptional. We apply Hom(−, F˜Y )
to the defining exact sequence. We are thus left to consider Exti(ξ∗p∗FY , F˜Y ) and
Exti(jZ∗Op(1), F˜Y ).
We have Exti(ξ∗p∗FY , F˜Y ) = Ext
i(p∗FY , ξ∗F˜Y ). Applying ξ∗ to the exact sequence
defining F˜Y , we get ξ∗F˜Y = Ω
1
E/Y ⊗Op(1). To compute Ext
i(p∗FY ,Ω
1
E/Y ⊗ Op(1)),
we therefore need to compute Exti(p∗FY , p
∗FY ) and Ext
i(p∗FY ,Op(1)). But FY =
p∗Op(1) and p is cohomologically trivial, therefore the first one is isomorphic to
Exti(FY , FY ) and, by adjunction of p
∗ and p∗, the second one is also isomorphic to
Exti(FY , FY ). This proves that Ext
i(p∗FY , F˜Y ) = 0 for any i.
We have Exti(jZ∗Op(1), F˜Y ) = Ext
i(Op(1), j
!
ZF˜Y ). For the smooth divisor EZ ⊂
X, we have j!Z(−) = j
∗
Z(−) ⊗ NE/X [−1] = j
∗
Z(−) ⊗ ωZ−oY [−1], thus we get the
equalities Exti(jZ∗Op(1), F˜Y ) = Ext
i−1(ωZ−ωY , j
∗
ZF˜Y ⊗ ωZ−ωY ) = Ext
i−1(O, j∗ZF˜Y ).
We are therefore left to compute Exti−1(O,O) = δ1,i and Ext
i−1(O,Ω1E/Y ⊗Op(1)).
To compute the last Ext group we need to compute the extensions Exti−1(O, p∗FY )
and Exti−1(O,Op(1)). Since FY = p∗Op(1), both are equal and since Op(1) = ωZ−ωY
these groups are trivial for all i. 
7.3. Exceptional sequence. We construct a 2-term exceptional sequence.
Proposition 7.7. The sequence 〈FY ,OX〉 is exceptional on X.
Proof. We only need to check the vanishing of the groups Exti(OX ,FY ). This is
equivalent to the vanishing of Exti(OX˜Z , F˜Y ). Via the defining exact sequence we
get the group Exti(OX˜Z , ξ
∗p∗FY ) and Ext
i(OX˜Z , jZ∗Op(1)).
We have Exti(OX˜Z , jZ∗Op(1)) = Ext
i(j∗ZOX˜Z ,Op(1)) = Ext
i(O,Op(1)) and we
have seen that these groups vanish. We have also seen that Exti(OX˜Z , ξ
∗p∗FY ) =
Exti(O, FY ) vanishes. 
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8. A full rectangular Lefschetz exceptional collection on the
G2-variety
In this section, we construct a full rectangular Lefschetz exceptional collection in
case (5) of Pasquier’s classification.
Let G2 be the exceptional group of rank two. Choose a maximal torus T ⊂ G2,
and denote by X(T ) the weight lattice of the maximal torus T . The Weyl group
W = NG(T )/T acts on X(T ) via the dot action: if w ∈ W and λ ∈ X(T ), then
w · λ = w(λ + ρ) − ρ, where ρ is the sum of fundamental weights. Given a weight
λ ∈ X(T ), denote by Lλ the corresponding line bundle on G2/B.
8.1. The flag variety of G2. The group G2 has two parabolic subgroups Pα and
Pβ which correspond to the simple roots α and β, the root β being the long root.
The homogeneous spaces G/Pα and G/Pβ are isomorphic respectively to the 5-
dimensional quadric Q5, and to the 5-dimensional variety G
ad
2 ⊂ P(V (ωα)) (the
orbit of the highest vector in the adjoint representation of G2). The Levi subgroups
of Pα and Pβ have a component isomorphic to SL2; its tautological representation
in each case gives rise to a homogeneous rank 2 vector bundle on G/Pα (resp., on
G/Pβ). Denote by πα and πβ the two projections of G2/B onto Q5 ⊂ P(V (ωα)) and
Gad2 ⊂ P(V (ωβ)), respectively. Geometrically, πα is the projective bundle associated
to the stable indecomposable rank two bundle K on Q5 with detK = L−3ωα, and the
projection πβ is the projective bundle over G
ad
2 associated to the tautological rank
two vector bundle U2 over G
ad
2 ⊂ Gr(2, V (ωα)). There are short exact sequences:
0→ S → U ⊗OQ5 → S
∨ → 0,
where S is the spinor bundle on Q5, see [37], U is the spinor representation regarded
as a representation of G2 via the restriction G2 ⊂ Spin7, and
(2) 0→ −ωβ → π
∗
αK → Lβ−ωβ → 0.
We have S ⊗ Lωα = S
∨. Denote by Ψωα1 the vector bundle on Q5 which is the
pullback of Ω1
P(V (ωα))
(1) along the embedding Q5 → P(V (ωα)). The bundles S and
K are related via the short exact sequence
(3) 0→ K → (Ψωα1 )
∨ ⊗ L−ωα → S → 0,
see [30, Appendix B]
The weights of V (ωα) are ωα,−ωα + ωβ, 2ωα − ωβ, 0,−2ωα + ωβ, ωα − ωβ,−ωα,
while we deduce from (2) that the weights of K are −ωβ , ωβ−3ωα. Thus the weights
of S are 0,−2ωα+ ωβ, ωα− ωβ,−ωα. Then the tautological sequence for the bundle
U2 on G
ad
2 is:
(4) 0→ U2 → V (ωα)⊗OGad
2
→ V (ωα)/U2 → 0.
Define U⊥2 := (V (ωα)/U2)
∨. There is a short exact sequence for U2:
(5) 0→ L−ωα → π
∗
βU2 → Lωα−ωβ → 0.
We will repeatedly use Bott’s theorem. Set a weight χ ∈ X(T ) and let Lχ be the
corresponding line bundle on G/B. The weight χ is called singular if it lies on a wall
of some Weyl chamber defined by 〈−, α∨〉 = 0 for some coroot α∨ ∈ R∨. Weights
which are not singular are called regular.
Theorem 8.1. [17, Theorem 2]
HOROSPHERICAL VARIETIES OF PICARD RANK ONE 41
(1) If χ+ ξ is singular, then Hi(G/B,Lχ) = 0 for all i.
(2) If χ+ ξ is regular and dominant, then Hi(G/B,Lχ) = 0 for i > 0.
(3) If χ+ξ is regular, then Hi(G/B,Lχ) 6= 0 for a unique degree i which coincides
with ℓ(w), the length of a Weyl group element w that takes χ to the dominant
chamber, i.e. w · χ ∈ X+(T ). The cohomology group H
ℓ(w)(G/B,Lχ) is the
irreducible G-module of highest weight w · χ.
In what follows X is the horospherical variety in case (5). Recall that X is embed-
ded into P(V (ωα)⊕V (ωβ)) and recall the blow-up construction from Subsection 1.5.
In this section we will use the following notations, which are better suited for case
(5) of the classification:
E1
  i1 //
πα

X˜
π

E2?
_i2oo
πβ

Q5
  //
j1
// X Gad2?
_j2oo
In the above diagram, we have Y = Gad2 , Z = Q5. The exceptional divisors over
Z and Y are E1 and E2. The middle map π is the blow-up of X at Q5 ∪ G
ad
2 .
The maps πα and πβ are respectively the projections q and p from the incidence
variety E to Z and Y . We also have E1 = PG2/B(L−ωα), E2 = PG2/B(L−ωβ) and
X˜ = PG2/B(L−ωα ⊕ L−ωβ). Denote by ξ the projection of X˜ onto G2/B.
8.2. Line bundles on X˜. There are relations among line bundles on X˜. Firstly,
the index of X being equal to 4, the canonical bundle satisfies ωX = OX(−4). Thus,
ωX˜ = π
∗OX(−4)⊗OX˜(E1)⊗OX˜(E2). The adjunction formula gives
ωE1 = (ωX˜ ⊗OX˜(E1))⊗OE1 = L−4ωα ⊗OE1(2E1).
Indeed, OE1(E2) = OE1 (resp., OE2(E1) = OE2) since intersection of E1 and E2 is
empty. On the other hand, ωE1 = L−2ρ, where ρ := 5α + 3β is the half-sum of all
positive roots, implying that OE1(E1) = NE1/X˜ = Lωα−ωβ .
Similarly, the normal bundle OE2(E2) = NE2/X˜ is isomorphic to Lωβ−ωα, via the
isomorphisms ωE2 = (ωX˜ ⊗ OX˜(E2)) ⊗ OE2 = L−4ωβ ⊗ OE2(2E2) and ωE2 = L−2ρ,
implying that OE2(E2) = NE2/X˜ = Lωβ−ωα. Finally, recall that ξ : X˜ → G2/B is the
P1-bundle associated to Lωα⊕Lωβ . This gives ωX˜ = Oξ(−2)⊗ξ
∗ωG2/B⊗ξ
∗Lωα+ωβ =
Oξ(−2)⊗ ξ
∗L−ρ. Pulling back OX(1) along the blow-up of Z or the blow-up of Y ,
we get that π∗OX(1) = OX˜(E1) ⊗ ξ
∗Lωβ = OX˜(E2) ⊗ ξ
∗Lωα. Hence there is an
isomorphism Oξ(−1) = π
∗OX(−1); thus, ξ∗π
∗OX(1) = Lωα ⊕Lωβ .
Consider the distinguished triangles for the divisors E1 and E2:
· · · → OX˜(−E1)→ OX˜ → i1∗OE1 → OX˜(−E1)[1]→ . . . ,
· · · → OX˜(−E2)→ OX˜ → i2∗OE2 → OX˜(−E2)[1]→ . . .
Proposition 8.2. There is a distinguished triangle in Db(X˜):
(6) · · · → ξ∗Lωα ⊗Oξ(−1)→ OX˜ ⊕ ξ
∗Lωα−ωβ → OX˜(E1)→ . . .
Proof. By [36] we have Db(X˜) = 〈ξ∗Db(G2/B)⊗Oξ(−1), ξ
∗Db(G2/B)〉, hence there
is a natural morphism ξ∗ξ∗OX˜(E1)→ OX˜(E1). From the discussion above we know
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that OX˜(E1) = π
∗OX(1)⊗ ξ
∗L−ωβ = Oξ(1)⊗ ξ
∗L−ωβ . This gives
(7) ξ∗OX˜(E1) = OG2/B ⊕ Lωα−ωβ .
The cone of the natural morphism ξ∗ξ∗OX˜(E1)→ OX˜(E1) is isomorphic to ξ
∗(?)⊗
Oξ(−1) for some object ? ∈ D
b(G2/B):
· · · → OX˜ ⊕ ξ
∗Lωα−ωβ → OX˜(E1)→ ξ
∗(?)⊗Oξ(−1)→ . . .
To compute ? in the above triangle we tensor it with Oξ(−1) and apply ξ∗; we obtain
an isomorphism ?⊗L−ρ[−1] = ξ∗(OX˜(E1)⊗Oξ(−1)). Tensoring Equation (7) with
Oξ(−1) and applying ξ∗, we obtain ξ∗(OX˜(E1) ⊗ Oξ(−1)) = L−ωβ . Finally, we get
? = Lωα[1], arriving at Equation (6). 
The triangle (6) is induced by the short exact sequence
(8) 0→ ξ∗Lωα ⊗Oξ(−1)→ OX˜ ⊕ ξ
∗Lωα−ωβ → OX˜(E1)→ 0.
Since ξ∗Lωα ⊗Oξ(−1) = OX˜(−E2), the sequence (8) is isomorphic to
0→ OX˜(−E2)→ OX˜ ⊕ ξ
∗Lωα−ωβ → OX˜(E1)→ 0.
Observe that since OX˜(E1) = ξ
∗L−ωβ ⊗Oξ(1), the above extension corresponds to a
unique non-trivial extension in the group Ext1(ξ∗L−ωβ ⊗Oξ(1), ξ
∗Lωα ⊗Oξ(−1)) =
H1(G2/B,Lρ ⊗ L−ρ[−1]) = H
0(G2/B,OG2/B) = C. By duality, we obtain:
0→ OX˜(−E1)→ OX˜ ⊕ ξ
∗Lωβ−ωα → OX˜(E2)→ 0,
with (OX˜ ⊕ ξ
∗Lωα−ωβ) = (OX˜ ⊕ ξ
∗Lωα−ωβ)
∨ ⊗ ξ∗Lωα−ωβ .
Using the isomorphisms π∗OX˜(E1) = π∗OX˜(E2) = π∗OX˜(E1 +E2) = OX , we can
sum up the results as follows:
Lemma 8.3. We have the following isomorphisms:
OX˜(E1) = ξ
∗L−ωβ ⊗ π
∗OX(1) and OX˜(E2) = ξ
∗L−ωα ⊗ π
∗OX(1);
π∗ξ
∗L−ωβ = OX(−1) = π∗ξ
∗L−ωα and π∗ξ
∗L−ρ = OX(−2).
There are also short exact sequences:
0→ ξ∗Lωα ⊗ π
∗OX(−1)→ OX˜ ⊕ ξ
∗Lωα−ωβ → ξ
∗L−ωβ ⊗ π
∗OX(1)→ 0,
0→ ξ∗Lωβ ⊗ π
∗OX(−1)→ OX˜ ⊕ ξ
∗Lωβ−ωα → ξ
∗L−ωα ⊗ π
∗OX(1)→ 0.
8.3. Vector bundles on X. Pulling back an exceptional vector bundle on G2/B
along ξ : X˜ → G2/B gives an exceptional vector bundle on X˜. However, we are
looking for exceptional vector bundles on X; to construct these, we start with ap-
propriate exceptional vector bundles on X˜ and modify it across the divisors E1 and
E2 in a way that the modified bundles be trivial when restricted to the fibers of πα
and πβ. Proposition 7.2 ensures that in this case the modified bundle is pulled back
from X.
We start with the tautological vector bundle U2 on G
ad
2 and its pullback π
∗
βU2 to
E2 ∼= G2/B. Recall that ξ ◦ i2 = ξ ◦ i1 = idG2/B, where the divisors E1 and E2 are
identified with G2/B. Thus, i
∗
1ξ
∗π∗βU2 = π
∗
βU2, and we have a short exact sequence,
see sequence (5):
0→ L−ωα → i
∗
1ξ
∗π∗βU2 → Lωα−ωβ → 0,
and by adjunction of i∗1 and i1∗ we obtain a surjective morphism ξ
∗π∗βU2 → i1∗Lωα−ωβ
of coherent sheaves on X˜.
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Definition 8.4. Define U˜ to be the kernel of the above surjective map:
(9) 0→ U˜ → ξ∗π∗βU2 → i1∗Lωα−ωβ → 0,
Proposition 8.5. Let U˜ be as above.
(1) The coherent sheaf U˜ is locally free of rank two on X˜.
(2) U˜ is the pullback of a vector bundle U of rank two on X.
(3) The bundle U is exceptional.
(4) The bundles 〈U,OX〉 form an exceptional pair.
(5) We have det(U˜) = π∗ det(U) = π∗OX(−1).
Proof. With notation as in Section 7, we have U2 = FY , Lωα−ωβ = Op(1) and L−ωα =
Ω1E/Y ⊗ Op(1). In particular U˜ = F˜Y and the results follow from Propositions 7.1,
7.3, 7.6 and 7.7. We have U = FY , and the isomorphism in (5) is obtained by passing
to determinants in the short exact sequence (9). Note that we have ξ∗U˜ = ξ∗F˜Y =
L−ωα. 
The bundle U2 in the above construction is pulled back to G2/B from the Grass-
mannian Gad2 via π
∗
β . One can also apply the above construction to vector bundles
that are pulled back from Q5 via the projection πα. Next, we construct another
exceptional bundle π∗αS on X coming from the spinor bundle S on Q5. To this end
we need an auxiliary fact.
Proposition 8.6. On G2/B, we have an exact sequence of vector bundles
(10) 0→ π∗βU2 → π
∗
αS → π
∗
βU
∨
2 ⊗ L−ωα → 0.
Proof. Considering the sequence (2) and applying πβ∗, we obtain:
0→ R0 πβ∗L−ωβ → R
0 πβ∗π
∗
αK → R
0 πβ∗Lβ−ωβ →
R1 πβ∗L−ωβ → R
1 πβ∗π
∗
αK → R
1 πβ∗Lβ−ωβ → 0.
Note that β − ωβ = ωβ − 3ωα. We have R
0 πβ∗L−ωβ = L−ωβ , R
0 πβ∗Lβ−ωβ = 0, and
R1 πβ∗L−ωβ = 0. Moreover, R
1 πβ∗Lβ−ωβ = Lωβ ⊗ U2 ⊗ L−ωβ = U2; thus, the above
sequence reduces to
0→ L−ωβ → R
0 πβ∗π
∗
αK → 0→ 0→ R
1 πβ∗π
∗
αK → U2 → 0.
Hence, the full direct image πβ∗π
∗
αK fits into a distinguished triangle:
· · · → L−ωβ → πβ∗π
∗
αK → U2[−1]→ L−ωβ [1]→ . . .
But HomG2/B(U2[−1],L−ωβ [1]) = Ext
2
G2/B
(U2,L−ωβ) = H
2(G2/B,U2) is trivial, thus
πβ∗π
∗
αK = L−ωβ ⊕ U2[−1]. Applying πβ∗π
∗
α to (3), we get
0→ L−ωβ → R
0 πβ∗π
∗
α((Ψ
ωα
1 )
∨ ⊗L−ωα)→ R
0 πβ∗π
∗
αS → U2 →
R1 πβ∗π
∗
α((Ψ
ωα
1 )
∨ ⊗ L−ωα)→ R
1 πβ∗π
∗
αS → 0.
To compute πβ∗π
∗
α((Ψ
ωα
1 )
∨ ⊗L−ωα), we apply πβ∗ to the Euler sequence
0→ L−2ωα → V (ωα)⊗ L−ωα → (Ψ
ωα
1 )
∨ ⊗ L−ωα → 0.
Taking into account that R1 πβ∗L−2ωα = L−ωβ and R
0 πβ∗L−ωα = 0, we obtain an
isomorphism πβ∗π
∗
α((Ψ
ωα
1 )
∨⊗L−ωα) = L−ωβ . Finally, we arrive at the exact sequence
0→ L−ωβ → L−ωβ → πβ∗π
∗
αS → U2 → 0,
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hence at the isomorphism πβ∗π
∗
αS = U2. This isomorphism and the adjunction of
πβ∗ and π
∗
β give a map π
∗
βU2 → π
∗
αS. Consider its cone C:
· · · → π∗βU2 → π
∗
αS → C→ . . . .
Since πβ∗π
∗
αS = U2, the cone C is annihilated by πβ∗, thus C is of the form π
∗
β(?)⊗
L−ωα. The weights of π
∗
βU2 are −ωα, ωα − ωβ, while the weights of S are −ωα, ωα −
ωβ, ωβ−2ωα, 0, and hence the weights of C are ωβ−2ωα, 0. Note that ωβ−2ωα = −α
and that there is a unique non-split extension Ext1(OG2/B,L−α) = C, corresponding
to π∗βU
∨
2 ⊗L−ωα. The cone C is isomorphic to this non-split extension since otherwise
C would have a non-trivial cohomology group. This proves the statement. 
Remark 8.7. The above exact sequence can also be obtained by looking at weight
decomposition of the representations corresponding to S and U .
Definition 8.8. Define S˜ as the kernel of the natural map
(11) 0→ S˜ → ξ∗π∗αS → i2∗(π
∗
βU
∨
2 ⊗ L−ωα)→ 0.
Proposition 8.9. With notation as above:
(1) The coherent sheaf S˜ is locally free of rank four on X˜.
(2) S˜ is the pullback of a vector bundle S of rank four on X.
(3) We have Exti
X˜
(S, S) = 0 for i > 0 and EndX(S) = C⊕ C.
(4) We have det(S˜) = π∗ det(S) = π∗OX(−2) = Oξ(−2).
Proof. Item (1) is similiar to Proposition 8.5, (i) since E2 is a smooth divisor in X˜
and π∗βU
∨
2 ⊗ L−ωα is a locally free sheaf on E2.
For (2) note that the restriction of S˜ to E1 is isomorphic to π
∗
αS. To compute the
restriction of S˜ to E2, apply i
∗
2 to (11):
0→ L1 i∗2i2∗(π
∗
βU
∨
2 ⊗L−ωα)→ i
∗
2S˜ → π
∗
αS → π
∗
βU
∨
2 ⊗ L−ωα → 0.
We have L1 i∗2i2∗(π
∗
βU
∨
2 ⊗L−ωα) = π
∗
βU
∨
2 ⊗L−ωα ⊗L−ωβ+ωα = π
∗
βU2. We deduce that
(12) 0→ π∗βU2 → i
∗
2S˜ → π
∗
βU2 → 0,
hence i∗2S˜ is trivial when restricted to fibers of πβ. As the bundle π
∗
βU2 is exceptional,
the above short exact sequence splits. Thus, i∗2S˜ = π
∗
βU2 ⊕ π
∗
βU2.
To prove (3) we apply HomX˜(−, S˜) to (11). Since ξ∗S˜ = π
∗
βU2, we need to
compute the extensions ExtiG2/B(π
∗
αS, π
∗
βU2) and Ext
i
X˜
(i2∗(π
∗
βU
∨
2 ⊗ L−ωα), S˜). To
compute the first one, apply HomG2/B(π
∗
αS,−) to (5). We get Ext
i
G2/B(π
∗
αS,L−ωα) =
Hi(G2/B, π
∗
αS) = 0 and Ext
i
G2/B(π
∗
αS,Lωα−ωβ) = 0; the latter group is trivial since
πα∗L−ωβ = 0.
The group Exti
X˜
(i2∗(π
∗
βU
∨
2 ⊗L−ωα), S˜) is isomorphic to Ext
i−1
G2/B
(π∗βU
∨
2 ⊗L−ωα, i
∗
2S˜⊗
Lωβ−ωα); remembering (12) we see that it is isomorphic to Ext
i−1
G2/B
(π∗βU
∨
2 , π
∗
βU
∨
2 ⊕
π∗βU
∨
2 ). This proves (3).
Finally, item (4) is an easy computation. 
The top row in the following diagram represents the bundle S˜ as an extension. The
middle column is (11), while the last column is the tensor product of ξ∗π∗β(U
∨
2 ⊗L−ωα)
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with the short exact sequence
0→ Oξ(−E2)→ OX˜ → i2∗OE2 → 0,
where we use Proposition 8.2 and Lemma 8.3 to identify ξ∗(π∗βU
∨
2 ⊗L−ωα)⊗OX˜(−E2)
with ξ∗π∗βU
∨
2 ⊗Oξ(−1)):
0

0

0 // ξ∗π∗βU2 // S˜ //

ξ∗π∗βU
∨
2 ⊗Oξ(−1) //

0
0 // ξ∗πβ
∗U2 // ξ
∗π∗αS //

ξ∗(π∗βU
∨
2 ⊗ L−ωα) //

0
i2∗(π
∗
βU
∨
2 ⊗L−ωα)

i2∗(π
∗
βU
∨
2 ⊗ L−ωα)

0 0
The first row gives an element in Ext1
X˜
(ξ∗π∗βU
∨
2 ⊗Oξ(−1), ξ
∗π∗βU2) = C and is the
non-trivial extension. The group Ext2
X˜
(i2∗(π
∗
βU
∨
2 ⊗L−ωα), ξ
∗π∗βU2) is trivial, and the
bundle ξ∗π∗αS in the center of the above diagram trivializes this extension.
Proposition 8.10. As C-algebras, we have EndX˜(S˜) ≃ C[t]/t
2.
Proof. By [1], the vector bundle S˜ is uniquely decomposed, up to a reordering, into
a direct sum of indecomposable vector bundles. If S˜ were decomposable, it would be
the direct sum of two vector bundles, namely, S˜ = S˜1⊕S˜2. Recall that the restriction
i∗1S˜ of S˜ to E1 is isomorphic to π
∗
αS, hence it is an indecomposable bundle on E1; if
the bundle S˜ was split as above, then applying i∗1 to the direct sum decomposition,
one would obtain an isomorphism i∗1S˜ = i
∗
1S˜1 ⊕ i
∗
1S˜2, with each of the summands
being necessarily non-trivial. That would contradict the indecomposability of i∗1S˜.
Therefore the bundle S˜ is indecomposable, hence the algebra EndX˜(S˜) is local.
By Proposition 8.9, (3), dimC EndX˜(S˜) = 2, proving the claim. 
Proposition 8.11. We have Hom•
X˜
(S˜, U˜) = Hom•
X˜
(U˜ , S˜) = C.
Proof. Applying HomX˜(−, U˜) to (11), we need to compute the following groups:
Exti
X˜
(ξ∗π∗αS, U˜) and Ext
i
X˜
(i2∗(π
∗
βU
∨
2 ⊗L−ωα), U˜). The first computation comes from
the fact that
Exti
X˜
(ξ∗π∗αS, U˜) = Ext
i
G2/B
(π∗αS, ξ∗U˜) = Ext
i
G2/B
(π∗αS,L−ωα) = H
i(Q5,S) = 0.
For the second one, we get an isomorphism
Exti
X˜
(i2∗(π
∗
βU
∨
2 ⊗L−ωα), U˜) = Ext
i−1
G2/B
(π∗βU
∨
2 ⊗L−ωα, i
∗
2U˜ ⊗ Lωβ−ωα).
Taking into account (9) we see that the last group is Exti−1G2/B(π
∗
βU
∨
2 , π
∗
βU
∨
2 ) = C
for i = 1. This proves the statement for Hom•
X˜
(S˜, U˜). For the Hom-groups in the
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opposite direction, apply HomX˜(−, S˜) to (9). We get
Hom•
X˜
(i1∗Lωα−ωβ , S˜) = H
•(G2/B, π
∗
αS) = 0
and
Hom•
X˜
(ξ∗π∗βU2, S˜) = Hom
•
X˜
(π∗βU2, ξ∗S˜) = Hom
•
X˜
(π∗βU2, π
∗
βU2) = C. 
Definition 8.12. Let Ŝ = Cone(S˜ → U˜) = Cone(S˜ ⊗ Hom•
X˜
(S˜, U˜) → U˜), where
Hom•
X˜
(S˜, U˜) is identified with C by Proposition 8.11.
Remark 8.13. By definition, we have Hom•X(U˜ , Ŝ) = 0.
We have a distinguished triangle
(13) · · · → S˜ → U˜ → Ŝ → S˜[1]→ . . . ,
The cohomology of this triangle gives 0→H−1(Ŝ)→ S˜ → U˜ → H0(Ŝ)→ 0.
Proposition 8.14. We have H−1(Ŝ) = ξ∗π∗βU2 and H
0(Ŝ) = i1∗L−ωα.
Proof. By the previous proof, we have Ext1
X˜
(i2∗(π
∗
βU
∨
2 ⊗ L−ωα), U˜) = C. Consider
the unique non-trivial extension:
(14) 0→ U˜ → Û → i2∗(π
∗
βU
∨
2 ⊗ L−ωα)→ 0.
We claim that the middle term Û fits into a short exact sequence:
(15) 0→ ξ∗L−ωα ⊗OX˜(−E1)→ ξ
∗(L−ωα ⊕ π
∗
βU
∨
2 ⊗L−ωα)→ Û → 0.
Indeed, start with a distinguished triangle
(16) · · · → ξ∗ξ∗Û → Û → ξ
∗(?)⊗Oξ(−1)→ ξ
∗ξ∗Û [1]→ . . .
To compute ξ∗Û and ?, apply ξ∗:
· · · → ξ∗U˜ → ξ∗Û → π
∗
βU
∗
2 ⊗L−ωα → . . . .
Remembering that ξ∗U˜ = L−ωα, the above triangle reduces to
0→ L−ωα → ξ∗Û → π
∗
βU
∨
2 ⊗L−ωα → 0,
which splits since Ext1G2/B(π
∗
βU
∨
2 ⊗ L−ωα,L−ωα) = H
1(G2/B, π
∗
βU2) = 0. Thus,
ξ∗Û = L−ωα ⊕ π
∗
βU
∨
2 ⊗ L−ωα. To compute ?, tensor (16) with Oξ(−1) and apply ξ∗.
We have ξ∗(ξ
∗ξ∗Û ⊗ Oξ(−1)) = 0 as ξ∗Oξ(−1) = 0. Further, ξ∗(ξ
∗(?) ⊗ Oξ(−2)) =
? ⊗ ξ∗Oξ(−2) =? ⊗ L−ρ[−1]. Thus, ? ⊗ L−ρ[−1] = ξ∗(Û ⊗ Oξ(−1)), and ? =
ξ∗(Û ⊗ Oξ(−1))⊗Lρ[1].
To compute ξ∗(Û ⊗ Oξ(−1)), tensor (14) with Oξ(−1):
0→ U˜ ⊗Oξ(−1)→ Û ⊗Oξ(−1)→ i2∗(π
∗
βU
∨
2 ⊗L−ωα−ωβ)→ 0.
Applying ξ∗ and writing G = U˜ ⊗ Oξ(−1), we get
0→ R0 ξ∗(G)→ R
0 ξ∗(Û ⊗ Oξ(−1))→ π
∗
βU
∨
2 ⊗ L−ρ → R
1 ξ∗(G)→ . . .
To compute ξ∗(U˜ ⊗Oξ(−1)), tensor (9) with Oξ(−1) and apply ξ∗, obtaining ξ∗(U˜ ⊗
Oξ(−1)) = ξ∗i1∗(Lωα−ωβ−ωα)[−1] (using again ξ∗Oξ(−1) = 0 and the identities
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i1
∗Oξ(−1) = i1
∗π∗OX(−1) = L−ωα). Thus, ξ∗(U˜ ⊗ Oξ(−1)) = L−ωβ [−1]. We
get
0→ ξ∗(Û ⊗ Oξ(−1))→ π
∗
βU
∨
2 ⊗L−ρ → L−ωβ → 0,
which is the sequence (5) tensored with L−ωα. In particular we have ξ∗(Û⊗Oξ(−1)) =
L−2ωα and R
1 ξ∗(Û ⊗ Oξ(−1)) = 0. Returning to ? we obtain an isomorphism
? = ξ∗(Û ⊗ Oξ(−1))⊗ Lρ[1] = Lρ−2ωα[1] = Lωβ−ωα[1]. Thus, the triangle (16) gives
an exact sequence:
(17) 0→ ξ∗Lωβ−ωα ⊗Oξ(−1)→ ξ
∗(L−ωα ⊕ π
∗
βU
∨
2 ⊗ L−ωα)→ Û → 0.
Lemma 8.3 implies that ξ∗Lωβ−ωα ⊗Oξ(−1) = ξ
∗L−ωα ⊗OX˜(−E1). The morphism
ξ∗L−ωα⊗OX˜(−E1)→ ξ
∗L−ωα in (17) is obtained by tensoring the map OX˜(−E1)→
OX˜ with ξ
∗L−ωα, thus it is injective. The morphism ξ
∗Lωβ−ωα⊗Oξ(−1)→ ξ
∗(π∗βU
∨
2 ⊗
L−ωα) is also injective since its source is an invertible sheaf and its target is a locally
free sheaf (we also compute Hom•
X˜
(ξ∗Lωβ−ωα⊗Oξ(−1), ξ
∗(π∗βU
∨
2 ⊗L−ωα)) = V (ωβ)).
This proves (15).
Consider the push-out of the extension (11) along the map S˜ → U˜ in (13). It
follows from the above that the push-out extension is isomorphic to Û :
0 // S˜ //

ξ∗π∗αS //
f˜

i2∗(π
∗
βU
∨
2 ⊗L−ωα) // 0
0 // U˜ // Û // i2∗(π
∗
βU
∨
2 ⊗L−ωα) // 0.
In the next diagram we pull back (15) along the map f˜ : ξ∗π∗αS → Û . We also write
A := ξ∗(L−ωα ⊕ π
∗
βU
∨
2 ⊗ L−ωα):
0 // ξ∗L−ωα ⊗OX˜(−E1)
// ? //

ξ∗π∗αS //
f˜

0
0 // ξ∗L−ωα ⊗OX˜(−E1)
// A // Û // 0.
We compute Ext1
X˜
(ξ∗π∗αS, ξ
∗L−ωα ⊗OX˜(−E1)) = 0, thus obtaining an isomorphism
? = ξ∗π∗αS ⊕ ξ
∗L−ωα ⊗ OX˜(−E1). We finally see that the cone Ŝ is isomorphic to
the cone of the morphism
(18) ξ∗π∗αS ⊕ ξ
∗L−ωα ⊗OX˜(−E1)→ ξ
∗(L−ωα ⊕ π
∗
βU
∨
2 ⊗L−ωα)
in which Hom•
X˜
(ξ∗π∗αS, ξ
∗L−ωα) = 0 and Hom
•
X˜
(ξ∗π∗αS, ξ
∗π∗βU
∨
2 ⊗ L−ωα) = C. The
unique non-trivial element of the latter group gives rise to sequence (10) from
Proposition 8.6. The map ξ∗L−ωα ⊗ OX˜(−E1) → ξ
∗L−ωα is obtained by tensor-
ing the embedding map OX˜(−E1) → OX˜ with ξ
∗L−ωα. Finally, Hom
•
X˜
(ξ∗L−ωα ⊗
OX˜(−E1), ξ
∗(π∗βU
∨
2 ⊗ L−ωα)) = V (ωβ). It follows that the kernel H
−1(Ŝ) is isomor-
phic to ξ∗π∗βU2 and that the cokernel of (18) is isomorphic to H
0(Ŝ) = ξ∗L−ωα ⊗
i1∗OE1 = i1∗L−ωα, and Proposition 8.14 follows. 
Proposition 8.15. The object Ŝ is exceptional.
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Proof. By Proposition 8.14, there is a distinguished triangle:
(19) · · · → ξ∗π∗βU2[1]→ Ŝ → i1∗L−ωα → ξ
∗π∗βU2[2]→ . . .
The coboundary map in this triangle lies in the group
HomX˜(i1∗L−ωα, ξ
∗π∗βU2[2]) = Ext
2
X˜
(i1∗L−ωα, ξ
∗π∗βU2) = C
and corresponds to a unique non-trivial extension in the latter group. Applying the
functor HomX˜(−, Ŝ) to (19), and using (13) to compute the groups Hom
•
X˜
(ξ∗π∗βU2, Ŝ)
and Hom•
X˜
(i1∗L−ωα, Ŝ), we arrive at the following:
Hom•
X˜
(ξ∗π∗βU2[1], S˜) = Hom
•
G2/B(π
∗
βU2[1], π
∗
βU2) = C[−1];
Hom•
X˜
(ξ∗π∗βU2, U˜) = 0; Hom
•
X˜
(i1∗L−ωα, S˜) = 0; Hom
•
X˜
(i1∗L−ωα, U˜) = 0.
We get Hom•
X˜
(Ŝ, Ŝ) = HomX˜(ξ
∗π∗βU2[1], S˜[1]) = C. 
Lemma 8.16. We have Ŝ = π∗Ŝ for some Ŝ ∈ Db(X).
Proof. Indeed, Ŝ is the cone of the map S → U. We give a direct proof. By
Proposition 7.2 we have to make sure that the restrictions i∗1Ŝ and i
∗
2Ŝ are pulled-
back from Q5 and G
ad
2 , respectively. Applying i
∗
2 to (19), we immediately see that
i∗2Ŝ ∈ π
∗
βD
b(Gad2 ). Applying i
∗
1, we obtain:
(20) · · · → π∗βU2[1]→ i
∗
1Ŝ → i
∗
1i1∗L−ωα → π
∗
βU2[2]→ . . .
Applying to the above triangle the cohomology functor H0, we compute H0(i∗1Ŝ) =
L−ωα, while H
−1(i∗1Ŝ) fits into a short exact sequence:
(21) 0→ π∗βU2 →H
−1(i∗1Ŝ)→ Lωβ−2ωα → 0,
as H−1(i∗1i1∗L−ωα) = L
1i∗1i1∗L−ωα = Lωβ−2ωα. To see that H
−1(i∗1Ŝ) belongs to
π∗αD
b(Q5), it is sufficient to show that πα∗(H
−1(i∗1Ŝ)⊗L−ωβ) = 0. Tensoring (21) with
L−ωβ and applying πα∗ we see that R
0 πα∗L−2ωα = R
1 πα∗(π
∗
βU2 ⊗ L−ωβ) = L−2ωα,
hence πα∗(H
−1(i∗1Ŝ)⊗L−ωβ) = 0. 
Remark 8.17. Up to tensoring with L−ωα, the dual extension to (20) is the push-out
of (10) along the map π∗βU2 → Lωα−ωβ from (4):
0 // π∗βU2
//

π∗αS //

π∗βU
∨
2 ⊗L−ωα // 0
0 // Lωα−ωβ
// G // π∗βU
∨
2 ⊗L−ωα // 0.
That is, we have an isomorphism H−1(i∗1Ŝ) = G
∨ ⊗ L−ωα.
Proposition 8.18. The triple 〈Ŝ,U,OX〉 of D
b(X) is exceptional.
Proof. We already proved that 〈U,OX〉 is exceptional. Since π
∗Ŝ = Ŝ and Ŝ
is exceptional, so is Ŝ. Furthermore, by Remark 8.13, we have Hom•X(U, Ŝ) =
Hom•
X˜
(U , Ŝ) = 0. Finally from the distinguished triangle (13) and from the vanish-
ings Hom•
X˜
(OX˜ ,U) = 0 = Hom
•
X˜
(OX˜ ,S), we get Hom
•
X(OX , Ŝ) = Hom
•
X˜
(OX˜ , Ŝ) =
0. 
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8.4. A rectangular Lefschetz exceptional collection on X. Since X is of index
4, Proposition 8.18 suggests to consider the following collection of 12 exceptional
objects on X:
(22)
〈
Ŝ(−3), U(−3), OX(−3), Ŝ(−2), U(−2), OX(−2),
Ŝ(−1), U(−1), OX(−1), Ŝ, U, OX
〉
Each block 〈Ŝ⊗OX(−i),U⊗OX(−i),OX(−i)〉 for i ∈ [1, 3] is exceptional.
Lemma 8.19. We have the following vanishing results.
(a) Hom•X(U,OX(−i)) = 0 for i ∈ [1, 3].
(b) Hom•X(S,OX(−i)) = 0 for i ∈ [1, 3].
(c) Hom•X(U, S⊗OX(−1)) = 0.
(d) Hom•X(S, S⊗OX(−1)) = 0.
(e) Hom•X(S,U⊗OX(−1)) = 0.
(f) Hom•X(OX ,U⊗OX(−i)) = Hom
•
X(OX , S⊗OX(−i)) = 0 for i ∈ [1, 3].
(g) Hom•X(U,U⊗OX(−1))) = 0.
(h) Hom•X(S, S⊗OX(−2)) = 0.
(i) Hom•X(U,U⊗OX(−2)) = 0.
(j) Hom•X(U, S⊗OX(−2)) = 0.
(k) Hom•X(S,U⊗OX(−2))) = 0.
(l) Hom•X(S,U⊗OX(−3))) = 0.
(m) Hom•X(S, S⊗OX(−3)) = 0.
(n) Hom•X(U, S⊗OX(−3)) = 0.
(o) Hom•X(U,U⊗OX(−3))) = 0.
Proof. Since π∗ : Db(X)→ Db(X˜) is fully faithful, the above groups can be computed
on X˜. Recall the isomorphism π∗OX(−1) = Oξ(−1).
(a) Applying HomX˜(−,Oξ(−i)) to (9), we need to compute the following groups:
HomX˜(ξ
∗π∗βU2,Oξ(−i)) and HomX˜(i1∗Lωα−ωβ ,Oξ(−i)). We have
(23)
ξ∗Oξ(−1) = 0, ξ∗Oξ(−2) = L−ρ[−1], and
ξ∗Oξ(−3) = (L−ωα−ρ ⊕L−ωβ−ρ)[−1].
Using this and (5), we get Hom•
X˜
(ξ∗π∗βU2,Oξ(−i)) = 0 for i ∈ [1, 3]. Moreover
Hom•
X˜
(i1∗Lωα−ωβ ,Oξ(−i)) = H
•(Q5,L−iωα[−1]) = 0
for i ∈ [1, 3].
(b) Applying HomX˜(−,Oξ(−1)) to (11), we need to compute the following groups:
Hom•
X˜
(ξ∗π∗αS,Oξ(−i)) and Hom
•
X˜
(i2∗(π
∗
βU
∨
2 ⊗ L−ωα),Oξ(−i)).
For i = 1, we have Hom•
X˜
(ξ∗π∗αS,Oξ(−1)) = 0. For i ∈ [2, 3], use (11) and (23).
The weights of S∨ are 0, 2ωα − ωβ, ωβ − ωα, ωα. We see that the cohomology of
π∗αS
∨ ⊗ L−ρ and of π
∗
αS
∨ ⊗ (L−ωα−ρ ⊕ L−ωβ−ρ) is trivial. Indeed their respective
weights are equal to
−ρ, ωα − 2ωβ, −2ωα, −ωβ, and
−ωα − ρ, −2ωβ, −3ωα, −ρ − ωβ − ρ, ωα − 3ωβ, −ωα − ρ, −2ωβ.
We have Hom•
X˜
(i2∗(π
∗
βU
∨
2 ⊗ L−ωα),Oξ(−i)) = H
•(Gad2 ,U
∨
2 ⊗ L−iωβ [−1]) = 0 for
i ∈ [1, 3].
(c) Applying HomX˜(−, S˜ ⊗ Oξ(−1)) to (9), we need to compute the Hom-groups
Hom•G2/B(π
∗
βU2, ξ∗(S˜ ⊗Oξ(−1)) and Hom
•
X˜
(i1∗Lωα−ωβ , S˜ ⊗Oξ(−1)). Tensoring (11)
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with Oξ(−1) and applying ξ∗, we see that ξ∗(S˜ ⊗ Oξ(−1)) = π
∗
βU2 ⊗L−ωα[−1], and
Hom•G2/B(π
∗
βU2, π
∗
βU2 ⊗ L−ωα[−1]) = 0. Finally, Hom
•
X˜
(i1∗Lωα−ωβ , S˜ ⊗ Oξ(−1)) =
H•(G2/B, i
∗
1S˜ ⊗ L−ωα[−1]). Since i
∗
1S˜ = π
∗
αS, we conclude by H
•(G2/B, π
∗
αS ⊗
L−ωα) = 0.
(d) Applying HomX˜(−, S˜⊗Oξ(−1)) to (11), we need to compute Hom
•
X˜
(ξ∗π∗αS, S˜⊗
Oξ(−1)) and Hom
•
X˜
(i2∗(π
∗
βU
∨
2 ⊗ L−ωα), S˜ ⊗ Oξ(−1)). As above, we have ξ∗(S˜ ⊗
Oξ(−1)) = π
∗
βU2 ⊗ L−ωα[−1]. The first group is
Hom•G2/B(π
∗
αS, π
∗
βU2 ⊗ L−ωα[−1]) = H
•(G2/B, π
∗
αS
∨ ⊗ π∗βU2 ⊗L−ωα[−1]).
It vanishes since the weights of π∗αS
∨ ⊗ π∗βU2 ⊗L−ωα = π
∗
αS ⊗ π
∗
βU2 are
−2ωα, −ωβ, ωβ − 3ωα, −ωα, −ωβ, 2ωα − 2ωβ, −ωα, ωα − ωβ.
The second group is Hom•G2/B(π
∗
βU
∨
2 ⊗L−ωα, π
∗
βU
⊕2
2 ⊗L−ωβ⊗Lωβ−ωα[−1]) and vanishes
since H•(G2/B, π
∗
βU
⊗2
2 ) = 0.
(e) Apply HomX˜(−, U˜ ⊗Oξ(−1)) to (11). We need to compute Hom
•
X˜
(ξ∗π∗αS, U˜ ⊗
Oξ(−1)) and Hom
•
X˜
(i2∗(π
∗
βU
∨
2 ⊗ L−ωα), U˜ ⊗ Oξ(−1)). Tensoring (9) with Oξ(−1)
and applying ξ∗ we get ξ∗(U˜ ⊗ Oξ(−1)) = L−ωβ [−1], and
Hom•
X˜
(ξ∗π∗αS, U˜ ⊗ Oξ(−1)) = H
•−1(G2/B, π
∗
αS
∨ ⊗ L−ωβ) = 0.
The second group is isomorphic to Hom•G2/B(π
∗
βU
∨
2 , π
∗
βU2[−1]) = 0.
(f) For i = 0, the statement follows from Proposition 8.18. By (d) and (e),
we have ξ∗(S˜ ⊗ Oξ(−1)) = π
∗
βU2 ⊗ L−ωα[−1] and ξ∗(U˜ ⊗ Oξ(−1)) = L−ωβ [−1],
which gives the statement for i = 1. Note that U˜∨ = U˜ ⊗ π∗OX(1) therefore
U∨ = U ⊗ OX(1). By Serre duality, we have H
•(X,U ⊗ OX(−i)) = H
7−•(X,U ⊗
OX(i − 3))
∨, proving the result for U ⊗ OX(−i) and i = 2, 3. Tensoring (11) with
Oξ(−i) for i = 2, 3, and applying ξ∗, we get that ξ∗(S˜ ⊗ Oξ(−i)) is isomorphic
to the cone of π∗αS ⊗ ξ∗Oξ(−i) → π
∗
βU
∨
2 ⊗ L−ωα ⊗ L−iωβ . Since πβ∗L−ωα = 0,
we have H•(G2/B, π
∗
βU
∨
2 ⊗ L−ωα ⊗ L−iωβ) = 0. Taking into account the fact that
ξ∗Oξ(−i) = S
i−2(L−ωα ⊕L−ωβ)⊗L−ρ[−1], we are reduced to showing the vanishing
of the cohomology of π∗αS ⊗ L−ρ and of π
∗
αS ⊗ (L−ωα ⊕ L−ωβ) ⊗ L−ρ. We have
H•(G2/B, π
∗
αS ⊗ L−ρ) = H
•(G2/B, π
∗
αS ⊗ L−ωα ⊗ L−ρ) = 0. Remembering that
πα∗L−2ωβ = L−3ωα[−1], we compute H
•(G2/B, π
∗
αS ⊗ L−ωβ ⊗ L−ρ) = H
•(Q5,S ⊗
L−4ωα) = H
5−•(Q5,S
∨ ⊗L−ωα)
∨ = H•(Q5,S) = 0, by Serre duality.
(g) Apply HomX˜(−, U˜ ⊗ Oξ(−1)) to (9). We need to compute the group
Hom•
X˜
(ξ∗π∗βU2, U˜ ⊗ Oξ(−1)) = Hom
•−1
G2/B
(π∗βU2,L−ωβ) = 0
and the group
Hom•
X˜
(i1∗Lωα−ωβ , U˜ ⊗ Oξ(−1)) = H
•−1(G2/B,L−ωα ⊕ L−2ωα) = 0.
(h) Tensoring (11) with Oξ(−2) and applying ξ∗, we get
0→ π∗βU
∨
2 ⊗ L−ωα−2ωβ → R
1 ξ∗(S˜ ⊗ Oξ(−2))→ π
∗
αS ⊗ L−ρ → 0.
The extension is trivial as Ext1G2/B(π
∗
αS, π
∗
βU2) = 0. Thus,
ξ∗(S˜ ⊗ Oξ(−2)) = (π
∗
βU2 ⊗ L−ρ ⊕ π
∗
αS ⊗ L−ρ)[−1].
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Applying HomX˜(−, S˜ ⊗ Oξ(−2)) to (11), we need to compute Hom
•
X˜
(i2∗(π
∗
βU
∨
2 ⊗
L−ωα), S˜ ⊗Oξ(−2)) and Hom
•
X˜
(ξ∗π∗αS, S˜ ⊗Oξ(−2)) = Hom
•−1
G2/B
(π∗αS, π
∗
βU2⊗L−ρ⊕
π∗αS ⊗ L−ρ).
Since πα∗L−ωβ = 0, we get Hom
•
G2/B
(π∗αS, π
∗
αS ⊗L−ρ) = 0. From (5), we get that
πα∗(π
∗
βU2 ⊗ L−ωβ) = L−2ωα[−1], hence
Hom•G2/B(π
∗
αS, π
∗
βU2 ⊗ L−ρ) = Hom
•
G2/B
(π∗αS, π
∗
βU2 ⊗L−ωβ−ωα)
= Hom•−1Q5 (S,L−3ωα) = 0.
Finally, we have Hom•
X˜
(i2∗(π
∗
βU
∨
2 ⊗L−ωα), S˜ ⊗Oξ(−2)) = Hom
•−1
G2/B
(π∗βU
∨
2 , π
∗
βU
⊕2
2 ⊗
L−ωβ) = H
•−1(G2/B, π
∗
β(U2 ⊗ U2)
⊕2 ⊗ L−ωβ). The latter group is isomorphic to
H•−1(G2/B,L−2ωβ)⊕H
•−1(Gad2 , S
2U2 ⊗ L−ωβ) = 0
as ωGad
2
= L−3ωβ and S
2U2 ⊗ L−ωβ [−1] = πβ∗L−4ωα that is also acyclic, since ωQ5 =
L−5ωα.
(i) Tensoring (9) with Oξ(−2) and applying ξ∗, we get
0→ L−ωα−ωβ → R
1 ξ∗(U˜ ⊗ Oξ(−2))→ π
∗
βU ⊗ L−ρ → 0.
The extension is trivial since Ext1G2/B(π
∗
βU ⊗ L−ρ,L−ρ) = 0. Thus, we have the
equality ξ∗(U˜ ⊗Oξ(−2)) = (π
∗
βU⊗L−ρ⊕L−ρ)[−1]. Applying HomX˜(−, U˜ ⊗Oξ(−2))
to (9), we get that the group Hom•
X˜
(i1∗Lωα−ωβ , U˜ ⊗ Oξ(−2)) equals
Hom•−1G2/B(Lωα−ωβ , (OG2/B ⊕ L−ωα)⊗ L−2ωα ⊗Lωα−ωβ) = 0 and
Hom•
X˜
(ξ∗π∗βU2, U˜ ⊗ Oξ(−2)) = Hom
•−1
G2/B
(π∗βU2, π
∗
βU ⊗ L−ρ ⊕ L−ρ) = 0.
(j) Apply HomX˜(−, S˜ ⊗ Oξ(−2)) to (9). We need to compute the groups
Hom•
X˜
(ξ∗π∗βU2, S˜ ⊗ Oξ(−2)) = Hom
•−1
G2/B
(π∗βU2, π
∗
βU2 ⊗L−ρ ⊕ π
∗
αS ⊗ L−ρ)
and
Hom•
X˜
(i1∗Lωα−ωβ , S˜ ⊗ Oξ(−2)) = H
•−1(E1, π
∗
αS ⊗ L−2ωα).
We have Hom•G2/B(π
∗
βU2, π
∗
βU2⊗L−ρ) = 0 as in (i), and Hom
•
G2/B
(π∗βU2, π
∗
αS⊗L−ρ) =
0 by applying HomG2/B(−, π
∗
αS ⊗ L−ρ) to (5). Moreover, we have H
•(G2/B, π
∗
αS ⊗
L−2ωα) = 0.
For (k)-(o), use Serre duality and the previous results:
• Hom•X(S,U⊗OX(−2))) = Hom
•
X(U, S⊗OX(−2)[7])
∨ = 0 by (j);
• Hom•X(S,U⊗OX(−3))) = Hom
•
X(U, S⊗OX(−1)[7])
∨ = 0 by (c);
• Hom•X(S, S⊗OX(−3)) = Hom
•
X(S, S⊗OX(−1)[7])
∨ = 0 by (d);
• Hom•X(U, S⊗OX(−3)) = Hom
•
X(S,U⊗OX(−1)[7])
∨ = 0 by (e);
• Hom•X(U,U⊗OX(−3))) = Hom
•
X(U,U⊗OX(−1))[7])
∨ = 0 by (g).
This completes the proof. 
Corollary 8.20. The collection (22) is exceptional.
Proof. Using Lemma 8.19 and triangle (13), we obtain the following vanishing of
Hom-groups:
(1) Hom•X(Ŝ,OX(−i)) = 0 for i = 1, 2, 3, using (a) and (b) of Lemma 8.19.
(2) Hom•X(OX , Ŝ(−i)) = 0 for i = 0, 1, 2, 3, using (f) of Lemma 8.19.
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(3) Hom•X(Ŝ,U(−i)) = 0 for i = 1, 2, 3, using (c), (g), (i), (k), (l), and (o) of
Lemma 8.19.
(4) Hom•X(Ŝ, Ŝ(−i)) = 0 for i = 1, 2, 3, using (c), (d), (h), (j), (l), and (m) of
Lemma 8.19. 
The above statements imply:
Theorem 8.21. The collection (22) is a rectangular Lefschetz exceptional collection
on X whose length is equal to the rank of K0(X).
8.5. Fullness of the exceptional collection in Theorem 8.21. Denote by A0
the admissible subcategory 〈Ŝ,U,OX〉 of D
b(X).
Theorem 8.22. The semiorthogonal sequence A = 〈A0(−3),A0(−2),A0(−1),A0〉
is a rectangular Lefschetz semiorthogonal decomposition of Db(X) of length 4 with
the starting block A0.
To unburden the notation, in what follows we will suppress the pullback symbol
ξ∗(−) ∈ Db(X˜) at an object (−) ∈ Db(G2/B), and whenever it doesn’t lead to
confusion we will also be suppressing the pullback symbols π∗α and π
∗
β at objects in
Db(Q5) and D
b(Gad2 ), respectively. Thus, typically an object like U2 means ξ
∗π∗βU2,
etc., or π∗βU2, etc., depending the variety an object is being considered on.
Proof. By [30, 6.4], the category Db(Gad2 ) has a full exceptional collection
〈U2 ⊗L−2ωβ ,L−2ωβ ,U2 ⊗ L−ωβ ,L−ωβ ,U2,OX˜〉.
By [36], there is a semiorthogonal decomposition Db(G2/B) = 〈π
∗
βD
b(Gad2 ) ⊗
L−ωα, π
∗
βD
b(Gad2 )〉, and combining these two statements we obtain a full exceptional
collection in Db(G2/B):
U2 ⊗L−2ωβ , L−2ωβ , U2 ⊗ L−ωβ , L−ωβ , U2, OX˜〉(24)
〈U2 ⊗L−2ωβ−ωα, L−2ωβ−ωα,U2 ⊗ L−ρ, L−ρ, U2 ⊗L−ωα, L−ωα.
Remembering that ρ is a P1-bundle and using once again [36], we obtain a
semiorthogonal decomposition Db(X˜) = 〈ξ∗Db(G2/B)⊗Oξ(−1), ξ
∗Db(G2/B)〉. Tak-
ing the collection (24) inDb(G2/B) and tensoring it withOξ(−1), we obtain a full ex-
ceptional collection in Db(X˜). We first perform a series of mutations of the collection
thus obtained inside Db(X˜) = 〈ξ∗Db(G2/B) ⊗ Oξ(−1), ξ
∗Db(G2/B)〉. Throughout,
we use Lemma 6.5.
Step 1. Starting from the decomposition (24) and recalling that ω−1
Gad
2
= L3ωβ , we mu-
tate U2⊗L−2ωβ to the right inside π
∗
βD
b(Gad2 ), obtaining a full exceptional collection
in ξ∗Db(G2/B) = ξ
∗〈π∗βD
b(Gad2 )⊗ L−ωα, π
∗
βD
b(Gad2 )〉:
L−2ωβ , U2 ⊗ L−ωβ , L−ωβ , U2, OX˜ , U
∗
2 〉(25)
〈L−2ωβ−ωα, U2 ⊗ L−ρ, L−ρ, U2 ⊗L−ωα, L−ωα, U
∗
2 ⊗ L−ωα.
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Step 2. Recall that ω−1G2/B = L2ρ and mutate L−2ωβ−ωα to the right in ξ
∗Db(G2/B),
we obtain
L−2ωβ , U2 ⊗ L−ωβ , L−ωβ , U2, OX˜ , U
∗
2 , Lωα〉(26)
〈U2 ⊗ L−ρ, L−ρ, U2 ⊗ L−ωα, L−ωα, U
∗
2 ⊗L−ωα,
Step 3. Consider Db(X˜) = 〈ξ∗Db(G2/B) ⊗ Oξ(−1), ξ
∗Db(G2/B)〉, and let the full
exceptional collection in ξ∗Db(G2/B) be the one from (26), and the collection in
ξ∗Db(G2/B)⊗Oξ(−1) be the one from (25) tensored with Oξ(−1).
Step 4. In ξ∗Db(G2/B)⊗Oξ(−1), consider the term L−2ωβ ⊗Oξ(−1) ∈ ξ
∗π∗βD
b(Gad2 )
and mutate it to the right inside ξ∗π∗βD
b(Gad2 ) ⊗ Oξ(−1) ⊂ ξ
∗Db(G2/B) ⊗ Oξ(−1),
obtaining Lωβ ⊗Oξ(−1) and a full exceptional collection in ξ
∗Db(G2/B)⊗Oξ(−1):
L−ωβ ⊗Oξ(−1),U2 ⊗Oξ(−1),Oξ(−1),U
∗
2 ⊗Oξ(−1),Lωβ ⊗Oξ(−1)〉(27)
U2 ⊗L−ωα ⊗Oξ(−1),L−ωα ⊗Oξ(−1),U
∗
2 ⊗ L−ωα ⊗Oξ(−1),U2 ⊗ L−ωβ ⊗Oξ(−1),
〈L−2ωβ−ωα ⊗Oξ(−1),U2 ⊗ L−ρ ⊗Oξ(−1),L−ρ ⊗Oξ(−1),
Step 5. In (27), mutate Lωβ ⊗ Oξ(−1) to the left inside ξ
∗Db(G2/B) ⊗ Oξ(−1),
obtaining L−ωβ−2ωα ⊗ Oξ(−1) and a full exceptional collection in ξ
∗Db(G2/B) ⊗
Oξ(−1):
U2 ⊗ L−ωβ ⊗Oξ(−1),L−ωβ ⊗Oξ(−1),U2 ⊗Oξ(−1),Oξ(−1),U
∗
2 ⊗Oξ(−1)〉
L−ρ ⊗Oξ(−1),U2 ⊗ L−ωα ⊗Oξ(−1),L−ωα ⊗Oξ(−1),U
∗
2 ⊗L−ωα ⊗Oξ(−1),
〈L−ωβ−2ωα ⊗Oξ(−1),L−2ωβ−ωα ⊗Oξ(−1),U2 ⊗L−ρ ⊗Oξ(−1),(28)
Note that Hom•
X˜
(L−ωβ−2ωα⊗Oξ(−1),L−2ωβ−ωα⊗Oξ(−1)) = H
•(G2/B,Lωα−ωβ) =
0 and also Hom•
X˜
(L−2ωβ−ωα⊗Oξ(−1),L−ωβ−2ωα⊗Oξ(−1)) = H
•(G2/B,Lωβ−ωα) = 0.
Thus, mutating L−2ωβ−ωα ⊗Oξ(−1) in (28) to the left through L−ωβ−2ωα ⊗Oξ(−1)
amounts to just interchanging these two objects. We obtain
U2 ⊗ L−ωβ ⊗Oξ(−1),L−ωβ ⊗Oξ(−1),U2 ⊗Oξ(−1),Oξ(−1),U
∗
2 ⊗Oξ(−1)〉
L−ρ ⊗Oξ(−1),U2 ⊗ L−ωα ⊗Oξ(−1),L−ωα ⊗Oξ(−1),U
∗
2 ⊗L−ωα ⊗Oξ(−1),
〈L−2ωβ−ωα ⊗Oξ(−1),L−ωβ−2ωα ⊗Oξ(−1),U2 ⊗L−ρ ⊗Oξ(−1),(29)
Step 6. In (29) we mutate L−2ωβ−ωα ⊗ Oξ(−1) to the right inside ξ
∗Db(G2/B) ⊗
Oξ(−1), obtaining Lωα ⊗Oξ(−1) and a full exceptional collection in ξ
∗Db(G2/B)⊗
Oξ(−1):
L−ωβ ⊗Oξ(−1),U2 ⊗Oξ(−1),Oξ(−1),U
∗
2 ⊗Oξ(−1),Lωα ⊗Oξ(−1)〉(30)
U2 ⊗L−ωα ⊗Oξ(−1),L−ωα ⊗Oξ(−1),U
∗
2 ⊗ L−ωα ⊗Oξ(−1),U2 ⊗ L−ωβ ⊗Oξ(−1),
〈L−ωβ−2ωα ⊗Oξ(−1),U2 ⊗ L−ρ ⊗Oξ(−1),L−ρ ⊗Oξ(−1),
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Step 7. Finally, recalling that ω−1
X˜
= ξ∗Lρ⊗Oξ(2) we mutate L−ωβ−2ωα ⊗Oξ(−1) ∈
Db(X˜) to the right inside the whole of Db(X˜), obtaining L−ωβ−2ωα⊗Oξ(−1)⊗ξ
∗Lρ⊗
Oξ(2) = L−ωα ⊗Oξ(1) = OX˜(E2) and a full exceptional collection in D
b(X˜):
L−2ωβ , U2 ⊗L−ωβ , L−ωβ , U2, OX˜ , U
∗
2 , Lωα,OX˜(E2)〉(31)
U∗2 ⊗Oξ(−1),Lωα ⊗Oξ(−1),U2 ⊗L−ρ, L−ρ, U2 ⊗ L−ωα, L−ωα, U
∗
2 ⊗L−ωα,
U∗2 ⊗ L−ωα ⊗Oξ(−1),U2 ⊗ L−ωβ ⊗Oξ(−1),L−ωβ ⊗Oξ(−1),U2 ⊗Oξ(−1),Oξ(−1),
〈U2 ⊗L−ρ ⊗Oξ(−1),L−ρ ⊗Oξ(−1),U2 ⊗ L−ωα ⊗Oξ(−1),L−ωα ⊗Oξ(−1),
We now assume that the semiorthogonal sequence A is not a semiorthogonal
decomposition, that is, that there exists a nonzero object E ∈⊥ A.
Lemma 8.23. Let B denote the admissible subcategory 〈U∗2 ,Lωα,OX˜(E2)〉 ⊂ D
b(X˜)
of (31). Then π∗E ∈ B.
Proof. We have a semiorthogonal decomposition Db(X˜) = 〈B⊥,B〉. The statement
amounts to showing that π∗E is left orthogonal to B⊥, that is to all the objects to
the left from U∗2 ,Lωα,OX˜(E2) in (31). We break up the proof into several steps. We
first recall the basic short exact sequences that will be used throughout:
(32) 0→ L−ωα → U2 → Lωα−ωβ → 0.
(33) 0→ U˜ → U2 → i1
∗Lωα−ωβ → 0,
(34) 0→ U2 → S → U
∗
2 ⊗ L−ωα → 0.
(35) 0→ S˜ → S → i2∗(U
∗
2 ⊗ L−ωα)→ 0.
Note that the triangulated subcategory π∗A0 = 〈Ŝ, U˜ ,OX˜〉 ⊂ D
b(X˜) is equivalent
to a subcategory π∗A˜0 ⊂ D
b(X˜), where A˜0 ⊂ D
b(X) is a subcategory generated by
〈S˜,U,OX〉 (recall Definition 8.12 of the object Ŝ). Write A˜ = 〈A˜0 ⊗OX(−3), A˜0 ⊗
OX(−2), A˜0 ⊗ OX(−1), A˜0〉 ⊂ D
b(X); we have A˜ = A and E ∈⊥ A˜, π∗E ∈ π∗⊥A˜.
We show that the latter orthogonality condition implies that π∗E ∈ B.
Step 1. We prove the inclusion
π∗E ∈ ⊥〈π∗A˜, π∗A˜ ⊗ OX˜(E1), π
∗A˜ ⊗ OX˜(E2), π
∗A˜ ⊗ OX˜(E1 + E2)〉.
Indeed, isomorphisms π∗OX˜(E1) = π∗OX˜(E2) = π∗OX˜(E1 + E2) = OX imply that
Hom•
X˜
(π∗E, π∗A˜ ⊗ OX˜(E1)) = Hom
•
X˜
(π∗E, π∗A˜ ⊗ OX˜(E2)) = Hom
•
X˜
(π∗E, π∗A˜ ⊗
OX˜(E1 + E2)) = Hom
•
X(E, A˜) = 0.
HOROSPHERICAL VARIETIES OF PICARD RANK ONE 55
Step 2. Taking Oξ(−i) = π
∗OX(−i) for i = 0, 1, 2, 3 and tensoring it with OX(E1) =
L−ωβ⊗Oξ(1) and OX(E2) = L−ωα⊗Oξ(1) (resp., with OX(E1+E2) = L−ρ⊗Oξ(2)),
we have π∗E ∈⊥ 〈Oξ(−i)〉 for i = 0, 1, 2, 3, π
∗E ∈⊥ 〈L−ωα⊗Oξ(−i),L−ωβ ⊗Oξ(−i)〉
for i = −1, 0, 1, 2, π∗E ∈⊥ 〈L−ρ ⊗Oξ(−i)〉 for i = −2,−1, 0, 1.
Taking into account that π∗i1∗Lωα−ωβ = π∗i2∗(U
∗
2 ⊗ L−ωα) = 0 we see from (33)
and (35) that π∗E ∈ ⊥〈U2,S〉. Tensoring (33) and (35) with Oξ(−i) for i = 1, 2, 3,
we obtain, respectively
(36) 0→ U˜ ⊗Oξ(−i)→ U2 ⊗Oξ(−i)→ i1∗L(1−i)ωα−ωβ → 0,
and
(37) 0→ S˜ ⊗ Oξ(−i)→ S ⊗Oξ(−i)→ i2∗(U
∗
2 ⊗ L−iωβ−ωα)→ 0.
Taking into account that π∗i1∗L(1−i)ωα−ωβ = π∗i2∗(U
∗
2 ⊗ L−iωβ−ωα) = 0 we obtain
π∗E ∈ ⊥〈U2 ⊗Oξ(−i),S ⊗Oξ(−i)〉 for i = 1, 2, 3. Tensoring (34) with Oξ(−i) for
i = 0, 1, 2, 3 we obtain π∗E ∈⊥ 〈U∗2 ⊗L−ωα ⊗Oξ(−i)〉 for i = 0, 1, 2, 3.
Tensoring (36) with OX˜(E2) = L−ωα ⊗ Oξ(1) and (37) with OX˜(E1) = L−ωβ ⊗
Oξ(1) we obtain, respectively:
0→ U˜ ⊗Oξ(−i)⊗OX˜(E2)→ U2 ⊗L−ωα ⊗Oξ(1− i)→
i1∗L(1−i)ωα−ωβ ⊗OX˜(E2)→ 0,(38)
and
0→ S˜ ⊗Oξ(−i)⊗OX˜(E1)→ S ⊗ L−ωβ ⊗Oξ(1− i)→
i2∗(U
∗
2 ⊗ L−ωα)⊗OX˜(E1)→ 0.(39)
Taking into account isomorphisms i1∗L(1−i)ωα−ωβ ⊗ OX˜(E2) = i1∗L(1−i)ωα−ωβ and
i2∗(U
∗
2 ⊗L−iωβ−ωα)⊗OX˜(E1) = i2∗(U
∗
2 ⊗ L−iωβ−ωα), we obtain
π∗E ∈ ⊥〈(U2 ⊗ L−ωα)⊗Oξ(1− i), (S ⊗ L−ωβ)⊗Oξ(1− i)〉
for i = 0, 1, 2, 3. Moreover, tensoring the relative Euler sequence
(40) 0→ Oξ(−1)→ L−ωβ ⊕ L−ωα → L−ρ ⊗Oξ(1)→ 0
with L−ωα ⊗Oξ(−1), we obtain
0→ L−ωα ⊗Oξ(−2)→ (L−ρ ⊕L−2ωα)⊗Oξ(−1)→ L−ρ−ωα → 0.
We have π∗(L−ωα ⊗ Oξ(−2)) = π∗(L−ρ ⊗ Oξ(−1)) = OX(−3), while π∗(L−2ωα ⊗
Oξ(−1)) can be found from the short exact sequence
(41) 0→ L−2ωα → U2 ⊗L−ωα → L−ωβ → 0.
We deduce that π∗L−2ωα = Cone(U(−1) → OX(−1)). Thus, π
∗E ∈ ⊥〈L−ρ−ωα〉.
This also implies π∗E ∈ ⊥〈U2 ⊗ L−ωβ ⊗Oξ(−i)〉 for i = 0, 1 via tensoring (34) with
L−ωβ .
Tensoring (40) with Lωα we obtain:
0→ Lωα ⊗Oξ(−1)→ Lωα−ωβ ⊕OX˜ → L−ωβ ⊗Oξ(1)→ 0,
56 R. GONZALES, C. PECH, N. PERRIN, A. SAMOKHIN
Using that L−ωβ ⊗ Oξ(1) = OX˜(E1), while Lωα−ωβ ∈ 〈U2,L−ωα〉, we also get that
π∗E ∈ ⊥〈Lωα ⊗Oξ(−1)〉. Tensoring (40) with U2 ⊗Oξ(−i), i = 1, 2, we obtain
0→ U2 ⊗Oξ(−i− 1)→ (U2 ⊗ L−ωα ⊕ U2 ⊗ L−ωβ)⊗Oξ(−i)→
U2 ⊗ L−ρ ⊗Oξ(1− i)→ 0(42)
We have seen that π∗E ∈ ⊥〈U2 ⊗Oξ(−i− 1)〉 and π
∗E ∈ ⊥〈U2 ⊗ L−ωα ⊗Oξ(−i)〉
for i = 1, 2. For this we refer to the lines after (37) and (39). Tensoring (34)
with L−ωβ ⊗ Oξ(−i − 1) and using again the lines after (39) we obtain that π
∗E ∈
⊥〈U2 ⊗ L−ωβ)⊗Oξ(−i− 1)〉. Hence π
∗E ∈ ⊥〈U2 ⊗L−ρ ⊗Oξ(1− i)〉 for i = 1, 2.
We conclude from Steps 1 and 2 that π∗E is left orthogonal to the following
objects:
U∗2 ⊗ L−ωα, U2 ⊗L−ωβ , L−ωβ , L−ωα, U2, OX˜ .(43)
Oξ(−1), Lωα ⊗Oξ(−1), U2 ⊗ L−ρ,L−ρ, U2 ⊗L−ωα,
U∗2 ⊗ L−ωα ⊗Oξ(−1), U2 ⊗L−ωβ ⊗Oξ(−1), L−ωβ ⊗Oξ(−1), U2 ⊗Oξ(−1),
U2 ⊗L−ρ ⊗Oξ(−1), L−ρ ⊗Oξ(−1), U2 ⊗ L−ωα ⊗Oξ(−1), L−ωα ⊗Oξ(−1),
Step 3. We check that π∗E ∈ ⊥〈U∗2 ⊗Oξ(−1)〉. This follows immediately from the
short exact sequence representing the vector bundle S˜ as an extension of two vector
bundles (cf. the diagram before Proposition 8.10):
0→ U2 → S˜ → U
∗
2 ⊗Oξ(−1)→ 0.
Step 4. We check that π∗E ∈ ⊥〈L−2ωβ〉. Tensoring (32) with L−ρ, we get
0→ L−ρ−ωα → U2 ⊗L−ρ → L−2ωβ → 0.
We have π∗E ∈ ⊥〈L−ρ−ωα〉 (see the line after (41)) and π
∗E ∈ ⊥〈U2 ⊗ L−ρ〉 (see
the paragraph after (42)). This implies the statement. 
Lemma 8.23 implies that π∗E ∈ B belongs to the full subcategory generated by
〈U∗2 ,Lωα,OX˜(E2)〉. We conclude the proof by showing that an object of the form π
∗E
belonging to the admissible subcategory 〈U∗2 ,Lωα,OX˜(E2)〉 ⊂ D
b(X˜) is necessarily
trivial, i.e. E = 0. The first step is to mutate the subcategory 〈U∗2 ,Lωα〉 to the
right through 〈OX˜(E2)〉. One computes Hom
•
X˜
(Lωα,OX˜(E2)) = Hom
•
X˜
(LωαL−ωα ⊗
Oξ(1)) = H
•(X˜,L−2ωα ⊗ Oξ(1)) = H
•(G2/B,L−ωα ⊕ L−2ωα+ωβ) = k[−1], hence the
right mutation R := RO
X˜
(E2)(Lωα) of Lωα through 〈OX˜(E2)〉 is given by
(44) · · · → Lωα[−1]→ OX˜(E2)→ R→ Lωα → . . .
which is in fact a short exact sequence 0 → OX˜(E2) → R → Lωα → 0 correspond-
ing to a unique non-trivial extension in Ext1(Lωα,OX˜(E2)) = k above. Further,
HomX˜(U
∗
2 ,OX˜(E2)) = H
•(X˜,U2⊗L−ωα ⊗Oξ(1)) = H
•(G2/B,U2⊕U
∗
2 ⊗L−ωα) = 0.
Thus, the right mutation of U∗2 through OX˜(E2) is just a transposition, and we arrive
at the collection 〈OX˜(E2),U
∗
2 ,R〉.
We have seen that Hom•
X˜
(π∗E,OX˜(E2)) = Hom
•
X(E, π∗OX˜(E2)) = 0 coming from
π∗OX˜(E2) = OX . Thus, the object π
∗E fits into an exact triangle
· · · → R⊗ V •1 → π
∗E → U∗2 ⊗ V
•
2 → . . . ,
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where V •1 and V
•
2 are graded vector spaces. Restricting that triangle to E1, then
tensoring it with L−ωβ , and finally applying πα∗, we obtain an exact triangle
· · · → πα∗(i
∗
1R⊗L−ωβ)⊗ V
•
1 → πα∗(i
∗
1π
∗E ⊗L−ωβ)→
πα∗(U
∗
2 ⊗ L−ωβ)⊗ V
•
2 → . . .(45)
The middle term πα∗(i
∗
1π
∗E⊗L−ωβ) is equal to 0, while the term πα∗(i
∗
1R⊗L−ωβ)⊗
V •1 can be read off of the sequence (44):
· · · → πα∗Lωα−ωβ [−1]→ πα∗(OE1 ⊗ L−ωβ)→ πα∗i
∗
1(R⊗L−ωβ)→
πα∗Lωα−ωβ → . . .(46)
and since πα∗Lωα−ωβ = πα∗(OE1⊗L−ωβ) = 0, we obtain πα∗(i
∗
1R⊗L−ωβ) = 0. On
the other hand, πα∗(U
∗
2 ⊗ L−ωβ) = L−ωα as can be seen from (32). Using also (45)
we conclude that V •2 = 0. Thus, π
∗E = R⊗ V •1 . Recall that R is the middle term
in the short exact sequence 0→ OX˜(E2)→ R→ Lωα → 0, hence R is a locally free
sheaf having a non-trivial class in K0(X˜). For consistency of the calculations, let
us check that R belongs to π∗Db(X). Indeed, restricting R to E1 we obtain a short
exact sequence 0→ OE1 → i
∗
1R→ Lωα → 0, hence i
∗
1R is pulled back from Q5 and
has a trivial restriction to the fibers of πα. Restricting R to E2 we obtain a short
exact sequence 0 → Lωβ−ωα → i
∗
2R → Lωα → 0, and then i
∗
2R = U
∗
2 , hence i
∗
2R is
pulled back from Gad2 and has a trivial restriction to the fibers of πβ .
Let R denote the vector bundle on X such that π∗R = R. Now E = R⊗V •1 ∈
⊥A,
where A is a full subcategory of Db(X) generated by a semiorthogonal sequence. We
have Hom•X(E,A) = Hom
•
X(R⊗ V
•
1 ,A) = V
•
1 ⊗Hom
•
X(R,A) = 0, where the second
isomorphism holds since E = R⊗V •1 ∈ D
b(X), and hence V •1 is a bounded complex
of finite-dimensional vector spaces. In the case where V •1 6= 0 we necessarily obtain
that Hom•X(R,A) = 0, but this would contradict the fact that the terms of A
generate the group K0(X) ∼= Z12. Thus V •1 = 0, and E = 0.
Therefore, ⊥A = 0, and the sequence A is a semiorthogonal decomposition, in
other words the collection (22) is full. 
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