Lattice cryptography is one of the hottest and fastest moving areas in mathematical cryptography today. Interest in lattice cryptography is due to several concurring factors. On the theoretical side, lattice cryptography is supported by strong worst-case/average-case security guarantees. On the practical side, lattice cryptography has been shown to be very versatile, leading to an unprecedented variety of applications, from simple (and efficient) hash functions, to complex and powerful public key cryptographic primitives, culminating with the celebrated recent development of fully homomorphic encryption. Still, one important feature of lattice cryptography is simplicity: most cryptographic operations can be implemented using basic arithmetic on small numbers, and many cryptographic constructions hide an intuitive and appealing geometric interpretation in terms of point lattices. So, unlike other areas of mathematical cryptology even a novice can acquire, with modest effort, a good understanding of not only the potential applications, but also the underlying mathematics of lattice cryptography.
Introduction
Lattice cryptography is one of the most fascinating areas of mathematical cryptography. Supported by a solid theoretical foundation, lattice cryptography can also be very attractive in practice, as an alternative to more traditional solutions based on number theory. One of the features that makes lattice cryptography potentially attractive in practice is its simplicity: the most fundamental operation of lattice cryptography is just a modular integer matrix-vector multiplication Ax (mod q). Typically, q is a small integer, which comfortably fits in a machine level register, so that all the basic operations can be efficiently performed (and easily implemented) without the need of a "big-num" library for arbitrary precision arithmetic. While many cryptographic functions based on lattices can be easily described using matrix notation (and this is how they are typically described in most research papers), the operations they perform and the computational problems they hide are fundamentally geometric.
The matrix formulation may be all that is needed to specify and implement lattice cryptography. But in order to truly understand it and develop an intuition of what makes lattice cryptography secure, one needs to look under the hood, and explore the geometric structure of the underlying lattices. As we will see, while quite different from the mathematics used in more conventional cryptography, the mathematics of lattices (or at least most of the mathematics of lattices used in cryptography) is not that hard to understand. In fact, once you learn the most basic concepts, it is pretty simple! After all, geometry is one of the most intuitive areas of mathematics, well grounded in our everyday experiences in the physical world, and many of the concepts we will introduce can be easily illustrated by pictures. 1 If you can draw a picture that captures the intuition of why factoring the product of two large prime numbers is a computationally hard problem, I would like to see your picture! So, let us leave our fears behind, and move on with lattices.
In these notes, we will first learn about lattices, their geometric structure, and the computational problems they define. Then we will look at how these simple geometric object can be used for the construction of cryptographic functions. Beside the potential for efficient implementation, lattice cryptography is very attractive because of its versatility: using lattices, in the last few years, researchers were able to develop solutions for an incredibly rich set of security problems, from simple (but efficient) hash functions [57, 68, 48, 51] , to hierarchical identity based public key encryption [34, 22, 1, 2] , and much more. As of this writing, the latest and greatest discovery in lattice cryptography is the development of fully homomorphic encryption, pioneered by Gentry in [28] , and still a very fast moving research target [82, 29, 65, 79, 80, 32, 25, 19, 31, 30] . In these notes, you will not learn about the most complex applications of lattices, including fully homomorphic encryption, but you will learn enough about lattices and lattice cryptography to proceed on your own and read research papers in the area. Beside an introduction to the fundamentals of lattice cryptography, this paper includes a extensive bibliography, that can be used as a source of pointers for further study.
Notational conventions. We use Z for the set of integers, and R for the set of real numbers. Elements of these sets are denoted by lowercase letters. Sets are denoted with uppercase letters. We use bold lower case letters x for vectors and bold upper case letters A for matrices. All operations and functions are extended to sets in the usual way, e.g., for any number x ∈ R and sets A, B ⊆ R, we have x · A = {x · a | a ∈ A} and A + B = {a + b | a ∈ A, b ∈ B}. We use standard asymptotic notation O(·), o(·), ω(·), Ω(·) to describe the order of growth of functions. Namely, f = O(g) or g = Ω(f ) means that f (n) ≤ c · g(n) for some c and all sufficiently large n, and f = ω(g) or g = o(f ) means that lim n→∞ g(n)/f (n) = 0.
Point Lattices: a primer
Lattices are regular arrangements of points in n-dimensional Euclidean space. The simplest example of a lattice is Z n , the set of all n-dimensional vectors with integer entries. In general, a lattice L ⊂ R n is a set of points L = BZ k = {Bx: x ∈ Z k } ⊂ R The matrix B ∈ R n×k is called a lattice basis, and non-singular means that its k columns should be linearly independent. For simplicity, in these notes, we focus on full dimensional lattices, i.e., lattices where n = k, and the lattice BZ n is generated by a square matrix B ∈ R n×n with nonzero determinant. The lattice BZ n generated by a basis B can be equivalently written as the set L = { n i=1 b i ·x i : ∀i.x i ∈ Z} of all integer linear combinations of the basis vectors B = [b 1 , . . . , b n ]. Notice the difference between a lattice and a vector space spanned by a basis B: the vector space spanned by B is the set of all real linear combinations i b i · x i (with x i ∈ R) of the basis vectors, while in the case of lattices we only take combinations with integer coefficients. A direct consequence of the definition (very easy to visualize, and only slightly harder to prove) is that lattices are discrete sets: the points in a lattice cannot be arbitrarily close to each other, i.e., for every lattice L there is an ǫ > 0 such that the distance between any two distinct lattice points is at least ǫ. Due to this discrete structure, problems on lattices cannot generally be solved by simple linear algebra. For example, a basic fact from linear algebra is that any vector space has an orthogonal basis, and orthogonal bases are useful to solve a host of other problems. This is not true for lattices: not every lattice admits an orthogonal basis (e.g., see the lattice in Figure 1,) and this is what makes many lattice problems computationally hard to solve, and useful for cryptography. The discrete structure of lattices yields also a more abstract (basis independent) characterization of lattices: a lattice is a discrete additive subgroups of R n . 2 We recall that a subgroup is a set which is closed under addition and subtraction.
3 Not every subgroup of R n is a lattice, i.e., R n itself is not a lattice because it is not discrete. In computer science and cryptography, it is common to focus on integer lattices, i.e., lattices L ⊆ Z n whose vectors have all integer coordinates. Any set of integer vectors is certainly discrete, so integer lattices can be characterized simply as additive subgroups Z n .
Fundamental parameters
As n-dimensional objects, lattices can be hard to visualize, but there are several geometric quantities naturally associated to any lattice that succinctly describe some of its most important properties. These include
• The determinant of the lattice, which is the volume of the n-dimensional parallelepiped P(B) = B[0, 1) n spanned by the basis vectors det(BZ n ) = vol(P(B)). (See Figure 1. ) Intuitively, the determinant of a lattice describes the (inverse) density of lattice points in space, i.e., the number of lattice points in a sufficiently large and regular region of space S ⊆ R n , is approximately equal to |S∩L| ≈ vol(S)/ det(L). To see this, notice that the space R n can be tiled with copies of the fundamental parallelepiped P(B), with one copy x + P(B) for every lattice point x ∈ L = BZ n . So, there is precisely one lattice point in every region of space x + P(B) of volume det(L) = vol(P(B)). For full dimensional lattices, the lattice determinant simply equals the absolute value of the matrix determinant det(BZ n ) = | det(B)|. In general, when B ∈ R n×k for k ≤ n, the determinant can be computed using the formula det(
It is sometime convenient to consider the root determinant of a lattice, which is just the nth root of the determinant det(BZ n ) 1/n .
• The minimum distance of a lattice, i.e., the smallest distance between any two lattice points λ(L) = inf{ x − y | x, y ∈ L, x = y}. The minimum distance is always attained by some pair of lattice points, so the infimum in the previous formula is in fact a minimum.
• More generally, one can define the successive minima of a lattice λ 1 , . . . , λ n , where for every i = 1, . . . , n, λ i (L) is the smallest positive real r such that the ball B(0, r) = {x: x ≤ r} of radius r centered at the origin contains at least i linearly independent vectors. As a special case, the first minimum λ 1 (L) is the length of the shortest nonzero lattice vector and equals the minimum distance λ of the lattice.
• The covering radius of a lattice ρ(L) is the smallest real r number such that spheres of radius r centered around all lattice points cover the entire space (spanned by the lattice).
As useful way to visualize the minimum distance of a lattice is in terms of sphere packings. Think of putting equal spheres (of radius r) around every point in a lattice. When the radius r is very small, the spheres are disjoint. Now make the radius r as large as possible, but still subject to the constraint that the spheres centered around lattice points do not intersect. The maximum value of r is called the packing radius of the lattice, and it clearly equals half the minimum distance λ(L)/2. If we keep increasing the radius of the spheres beyond the packing radius λ/2, the spheres will start intersecting with each other, but they may not cover the entire space, leaving holes to be filled. But at some point, when r reaches the covering radius of the lattice ρ, all holes will be filled and the spheres will cover the entire space. All these quantities are lattice invariant, i.e., they depend only on the set of lattice points BZ n , and not on the specific basis B used to represent them. All these quantities are also invariant under rotations, i.e., for any orthogonal matrix Q ∈ R n we have λ(L) = λ(QL), and similarly for the successive minima, covering radius, determinant and root determinant. All these quantities, with the exception of the determinant, are also linear in the sense that λ(c · L) = |c| · λ(L) for any real scaling factor c, and similarly for λ i , ρ and the root determinant.
Taken together, all these parameters provide a lot of useful information about the geometry of the lattice. The diligent reader can refine his geometric understanding of lattices by proving the following simple statements.
Exercise 1 Show that for any lattice L and target point t (in the linear span of the lattice) there is at most one lattice point within distance (strictly less than) λ(L)/2 from t.
Exercise 2 Show that for any lattice L and target point t (in the linear span of the lattice) there is at least one lattice point within distance ρ(L) from t.
Exercise 3 Show that for any n-dimensional lattice, the parameters λ 1 , . . . , λ n , ρ are related by the chain of inequalities
Far less trivial to prove (but still not too hard, e.g., see [60] for a simple proof) is the following upper bound on the successive minima in terms of the (root-)determinant of the lattice.
where γ n ≤ n is a function of the dimension only, and does not depend on the specific lattice.
For every n, the optimal value of γ n in Minkowski's theorem is called Hermite's constant in dimension n. The exact value of γ n is known only for n = 1, 2, . . . , 8 and n = 24, but the asymptotic estimate γ n = Θ(n) is all that is needed to understand lattice cryptography. Minkowski's bound provides useful information about the minimum distance of a lattice and it is pretty close to optimal when the lattice is chosen at random according to many natural probability distributions on lattices. (At this point the reader may want to try to come up with an explicit construction of an n-dimensional lattice with λ(L) = Ω( √ n det(L) 1/n ). It is not an easy task, and as we will see these are good examples of "cryptographically hard" lattices. See Exercise 13.) On the other hand, the actual minimum distance λ (or the mean value ( i λ i ) 1/n ) can be arbitrarily smaller than Minkowski's upper bound. On the other hand, for the mean value ( i λ i ) 1/n , Minkowski's bound is loose by at most a √ n factor.
[Hint: find a set of linearly independent vectors of length λ 1 , . . . , λ n , and bound the volume of the parallelepiped they span using Hadamard's inequality.]
Another very useful relation between the fundamental lattice parameters λ and ρ is given by the so-called transference theorems, but in order to present them we need first to define the dual lattice. This is probably one of the more technical and less intuitive concepts used in the study of lattice cryptography, and it takes some time and effort to start developing some geometric intuition about it. But the notion of dual lattice turns out to be so useful that the effort is certainly justified. Let's put geometry aside for the moment. The reader is probably familiar with the definition of the dual of a vector space: the dual of a vector space V ⊆ R n is the set V † of all linear functions φ from V to R. These functions can be naturally represented as vectors x ∈ V , where φ x (v) = v · x, and using this representation V † is isomorphic to the original vector space V . The definition of dual lattice is analogous, but this time it is natural to consider linear functions φ: L ⊆ R n → Z that take integer values when evaluated on lattice points. As before, φ can be represented by a vector x in the linear span of L such that φ(v) = v · x. The representation of linear functions as vectors leads to the following definition: the dual lattice L † is the set of all vectors x (in the linear span of L) such that v · x ∈ Z for every lattice point v ∈ L. As you may expect, the dual lattice L † is a lattice, and the dual of the dual is the original lattice (L † ) † = L. An initial understanding of the geometry of the dual lattice is provided by the following simple observations.
Exercise 6 If B ∈ R
n×n is a lattice basis, then a basis of the dual lattice (BZ n ) † is given by the inverse transpose matrix
More generally, the dual basis of B ∈ R n×k , is given by
It easily follows that for any lattice L and scaling factor c > 0,
e., expanding a lattice by a factor c shrinks the dual lattice by the same factor. Also, we have that det(L † ) = 1/ det(L). So, in an informal sense, the dual lattice is the "inverse" of the original lattice. The transference theorems show that the fundamental parameters λ and ρ are also connected by an inverse relation through the dual lattice, although only an approximate one.
So, in an approximate sense (up to a factor n),
, and λ(L † ) is the inverse of 2ρ(L). This reinforces the geometric intuition behind the informal statement that the dual lattice L † is the inverse of L. To get a better geometric grasp of this statement, consider the following illustrative example. Let L is a lattice such that L † contains a very short vector x of length x = λ † . By definition, all lattice points in L have integer scalar product with x. So,
Clearly, the covering radius ρ(L) must be at least as large as half the distance between these layers, but the distance between the layers is precisely 1/ x = 1/λ † . Therefore 1/(2λ † ) ≥ ρ, yielding the lower bound 2λ † · ρ ≥ 1. The upper bound 2ρ · λ † ≤ n is far less trivial to prove, and requires the use of harmonic analysis techniques [11] .
Computational Problems
We have seen how the determinant of a lattice B can be efficiently computed, e.g., by the formula det(L) = det(B T · B). However, the same is not true for the minimum distance λ(L), any of the successive minima λ i or the covering radius ρ. In fact, all these parameters give raise to well known hard computational problems on lattices. The best polynomial time approximation algorithms to solve any of the problems described below only achieve approximation factors γ(n) = 2 O(n log log n/ log n) almost exponential in the dimension of the lattice. Lattice cryptography is based on the assumption that no efficient algorithm can achieve polynomial approximation factors γ(n) = n O(1) , at least in the worst-case, i.e., no efficient algorithm can achieve γ(n) = n O(1) approximation factor for every possible input lattice. Worst-case hardness assumptions are supported by many NP-hardness results for lattice problems [4, 21, 15, 10, 55, 26, 27, 42, 43, 38] , although these results only hold for much smaller (sub-polynomial) approximation factors. The main problem underlying lattice cryptography is called the Shortest Independent Vectors Problem, and it is the natural computational problem associated to the parameter λ n . Cryptography is based on the hardness of solving this problem even approximately, as defined below.
Definition 1
The Shortest Independent Vector Problem (SIVP c ) is the following: given an n-dimensional lattice L (usually represented by a basis B), find n linearly independent lattice vectors
In the above definition, c ≥ 1 is the approximation factor, and it is usually a function of the dimension n. The case c = 1 corresponds to solving the problem exactly, i.e., finding n linearly independent lattice vectors such that the quantity max i b i is as small as possible. We remark that n linearly independent lattice vectors are not necessarily a basis for the given lattice. For example, the column vectors 2B are linearly independent vectors in BZ n , but they are not a basis for BZ n . This is because they only generate the sublattice 2 · L rather than the entire lattice L = BZ n . It is usually surprising to the novice to learn that there are lattices L such that any basis must necessarily contain vectors much longer than λ n . In particular, there are lattices such that any solution to the SIVP problem will not be a basis for the lattice.
Exercise 7 Let L ⊂ Z n be the set of all integer vectors such that in each vector all coordinates have the same parity. (I.e., the coordinates are either all even, or all odd integers.) Assume n ≥ 5. Prove that
If you think this is surprising and counter intuitive, it is not for no reason. In dimension (up to) n = 3, a set of linearly independent vectors of length b i = λ i (for i = 1, 2, 3) is always a lattice basis. Only in dimension 4, they may or may not generate the entire lattice, and as the previous exercise shows, starting in dimension 5, minimizing the length of the vectors may necessarily yield only a basis for a sublattice. So, in order to "see" all this, you need to "look" beyond our 3-dimensional physical world. Fortunately, in most applications (and in particular, in cryptography), a set of short linearly independent vectors is just as good as a basis, and the reader can disregard the subtle distinction between a short basis, and a set of short linearly independent vectors. Moreover, if a basis is really needed, one can always convert a set of linearly independent vectors into a basis of slightly longer vectors.
Exercise 8 Show that for any set of n linearly independent lattice vectors v 1 , . . . , v n ∈ L there is a basis for L = BZ n such that max i b i ≤ √ n max i v i . Moreover, such B can be efficiently computed from v 1 , . . . , v n and an arbitrary basis for L.
Another fundamental computational problem on point lattices is the Closest Vector Problem, which may be formulated as follows.
Definition 2 Given a lattice L ⊂ R n , a target point t ∈ R n , and a distance bound d, the Closest Vector Problem (CVP) asks for a lattice point v ∈ L at distance t − v ≤ d from the target, provided such a lattice point exists. In the exact version of CVP, the distance bound is taken to be the distance d = µ(t, L) = min v∈L t − v between the target and the lattice. In the approximate problem CVP γ one sets d = γ · µ. Two special versions of CVP that play a prominent role in cryptography are: The importance of these specific parameter settings is that when d < λ/2, if a solution exists, then it is unique. (See Exercise 1.) On the other hand, when d ≥ ρ, a solution is always guaranteed to exist (for any target t), and it is generally not unique. (See Exercise 2.) Easier variants of BDD and ADD are obtained by introducing a slackness factor γ ≥ 1, and strengthening the constrains on d to d < λ/(2γ) (for BDD γ ) and d ≥ γρ (for ADD γ ). Informally, BDD γ is the problem of finding the lattice vector closest to a target when the target is very close to the lattice, while ADD γ is the problem of finding a lattice vector not too far from the target, where far is measured with respect to the absolute bound ρ within which a solution is always guaranteed to exist. As usual, the approximation factor γ can be a function of the dimension.
The problems SIVP, ADD and BDD are connected by some very interesting relations, which also play an important role in cryptography. To start with, observe that if the lattice is L = Z n , then CVP can be solved exactly and efficiently by rounding each coordinate of the target t to the closest integer, and this always result in a lattice vector within distance √ n/2 from the target. More generally, for an arbitrary lattice L, we can attempt to solve ADD or BDD as follows. Let B be a lattice basis and think of L = BZ n as the integer lattice Z n distorted by the linear transformation defined by B. In order to find a lattice point close to a target t we may 1. first apply the inverse transformation B −1 to get B −1 t,
. map the the resulting integer vector to the lattice point v = B⌊B −1 t⌉.
The quality of this rounding procedure can be analyzed in terms of the two quantities
Bx / x which express by how much the transformation B can shrink or expand the length of a vector.
Exercise 9 Show that the above rounding procedure always returns a lattice point within distance √ n · s max (B)/2 from t. Moreover, if t is within distance s min (B)/2 from the lattice, then the rounding procedure finds the (necessarily unique) lattice point within distance s min (B)/2 from t.
So, in order to solve ADD (resp. BDD) we need to find a basis B such that s max (B) is small (resp. s min (B) is large). This can be done by solving SIVP γ , either in the lattice L or in its dual L † . Let's look first at ADD. Using an SIVP γ oracle we can find a basis B with max
(See Exercises 3 and 8.) It is also easy to check that s max (B) ≤ √ n max i b i ≤ 2γnρ. This yields a solution to ADD n 1.5 γ . In fact, by using a set of linearly independent vectors rather than a basis, in conjunction with a better rounding procedure based on orthogonalized projections, this can be improved to ADD γ √ n .
Theorem 3 For any
Let's now turn to BDD. This time we want s min (B) to be large. Since s min (B) = 1/s max (B † ), this can be achieved by computing a short dual basis B † using SIVP c . As before, the basis satisfies
, and therefore by the transference theorem s min (B) ≥ 1/(2γnρ † ) ≥ λ/(γn 2 ). This yields a solution to BDD γn 2 . As before, this can be improved to BDD γn using a better rounding method, and further improvements are probably possible.
Theorem 4 For any γ ≥ 1, there is a polynomial time (dimension preserving) reduction from BDD γn to SIVP γ .
In summary, Theorems 3 and 4 show that SIVP is the hardest of the three problems, in the sense that both ADD and BDD can be efficiently solved given an SIVP oracle, at least approximately, up to polynomial approximation factors.
In fact, it is not hard to show that SIVP γ √ n reduces to ADD γ . (This is implicit in the proof of the last two inequalities in Exercise 3.) So, ADD and SIVP are equivalent problems, up to small polynomial factors in the quality of the solution. Interestingly, BDD seems an easier problem than ADD and SIVP: BDD reduces to ADD and SIVP, but in the opposite direction reductions are known only under quantum algorithms! Giving a (classical, possibly randomized, but not quantum) reduction from ADD or SIVP to BDD is an important open problem in the complexity of lattice problems, and a problem that, as we will see later, has special cryptographic significance.
We conclude this section with a brief mention of the standard CVP γ and the Shortest Vector Problem SVP γ , which is the problem of finding a nonzero lattice vector of length at most cλ 1 . These are the two most famous computational problems in the algorithmic study of point lattices. They are also the hardest: they are equivalent to each other (up to polynomial approximation factors), and SIVP reduces to them. However, no reduction (even quantum) is known in the opposite direction. In particular, it is not known how to build cryptographic function based on the conjectured (worst-case) intractability of SVP or CVP. Therefore, another very important open problem in the complexity of lattice problems is to give a reduction from SVP or CVP to SIVP.
Random Lattices and Lattice Cryptography
Lattice cryptography is based on the conjectured hardness of SIVP, i.e., the problem of computing (a set of n linearly independent) short vectors in a lattice. Intuitively, one can think of building a cryptosystem where public keys are lattices (e.g., represented by a basis consisting of long vectors), with the corresponding secret key given by the short lattice vectors. If finding short vectors is hard, then the secret key cannot be easily computed from the public description of the lattice. Moreover, the public/secret key pair can be used to encrypt/decrypt messages as follows.
5
• Let L = BZ n be a lattice and S a set of linearly independent lattice vectors, serving respectively as the public and secret key of the cryptosystem.
• A message m is encrypted by encoding it as a short random vector x, selecting a "random" point v ∈ B † Z n in the dual lattice, and perturbing v by x, to yield ciphertext c = v + x. Notice that the ciphertext is a point within distance x from the dual lattice L † . The reason we use a dual lattice vector here is that a good basis S of L allows to solve BDD in L † .
• If x < λ(L † )/2, then recovering x gives raise to a BDD problem. As seen in Theorem 4, the secret key S can be used to find the lattice point v closest to the target ciphertext c, provided the error vector x is short enough. The message is then recovered as x = c − v.
In summary, recovering the secret key S from the public description of the lattice B corresponds to a SIVP instance, while decrypting without the knowledge of the secret key is an instance of BDD. Of course, this is very informal, and leaves many important questions unanswered. What basis B should be used as the public key? How should the "random" lattice point v ∈ L † be selected? What probability distribution should be used/assumed on the error vector x? In what sense is the above scheme secure? For many of these questions, provably optimal answers are known [54] : both integer lattices L † ⊆ Z n and their cosets x + L † admit easily computable normal forms, or standard representatives. 6 Since these standard representatives can be easily 5 Here we treat encryption somehow informally, like textbook RSA, where the message is assumed to be somehow random, and we identify cryptosystems with the theoretical notion of trapdoor function families. The reader familiar with modern cryptography will certainly know that for cryptosystems to provide a reasonable level of security, they need to be randomized. The example here is only meant to provide the intuitive geometric intuition of how lattice cryptography works, without getting into technical details. 6 For example, given a lattice basis B, a standard representative of the coset x + BZ n is given by the unique point of x + BZ n inside the parallelepiped P(B). For the basis B one may use the Hermite Normal Form [54] .
computed from any other representation of the lattice and its cosets, they provide the minimum possible amount of information to the adversary, and therefore the highest level of security. But what distribution x should be used to encode the messages, and, more importantly, what distribution should be used for the lattices L, L † to ensure that SIVP (in L) and BDD (in L † ) are computationally hard? The conjectured (worst-case) intractability of SIVP, ADD and BDD is not directly relevant here. In cryptography one needs computational problems that are hard to solve on the average: when you pick the secret key of a cryptographic function at random (according to an appropriate probability distribution), it is not enough to know that some key is computationally hard to break. You want to be confident that your randomly chosen key is hard to break with high probability. So, in order to formalize lattice cryptography, we need to introduce a notion of random lattice, so that when L is chosen according to this random distribution, SIVP on L is hard.
Random lattices
The two most common distributions over n-dimensional lattices encountered in cryptography are defined as follows. Fix positive integers k ≤ n ≤ q, where k serves as the main security parameter. Typically n is a small multiple of k (e.g., n = O(k) or n = O(k log k)) and q is a small prime with O(log k) bits. Notice that q is very small, not at all like the large primes (with O(k) bits) used in number theoretic cryptography. For
is the lattice generated by the rows of A modulo q, while Λ ⊥ q (A) is the set of solutions of the system of k linear equations modulo q defined by the rows of A. It is easy to check that Λ q (A) and Λ ⊥ q (A) are subgroups of Z n , and therefore they are lattices. It is also apparent from the definition that these lattices are q-ary, i.e., they are periodic modulo q: one can take the finite set Q of lattice points with coordinates in {0, . . . , q − 1}, and recover the whole lattice by tiling the space with copies Q + qZ n . The matrix A used to represent them is not a lattice basis. A lattice basis B for the corresponding lattices can be efficiently computed from A using linear algebra, but it is typically not needed: cryptographic operations are usually expressed and implemented directly in terms of A. A random lattice is obtained by picking A ∈ Z k×n q uniformly at random. The corresponding distributions are denoted Λ q (n, k) and Λ ⊥ q (n, k). Regarding the error vector distribution, one possible way to choose x may be to select it uniformly at random among all integer vectors of bounded norm, but for technical reasons a different distribution is often more convenient. In lattice cryptography, perturbation vectors are typically chosen according to the Gaussian distribution D α which picks each x ∈ Z n with probability (roughly) proportional to exp(−π x/α 2 ). The Gaussian distribution has the analytical advantage that the probability of a point x depends only on its norm x , and still the coordinates of x can be chosen independently (namely, each with probability proportional to exp(−π|x i /α| 2 )). It can be shown that when x is chosen according to this distribution (over Z n ), Pr{ x > √ nα} is exponentially small. So, by truncating a negligibly small tail, D α can be regarded as a probability distribution over the integer vectors of norm bounded by α √ n.
Before providing a theoretical justification for using these distributions in cryptography, let us try to get a better understanding of the lattices. We begin by observing that Λ q (A) and Λ ⊥ q (A) are dual to each other, up to a scaling factor q.
Exercise 10 Show that
To better understand the relation between Λ q (n, k) and Λ ⊥ q (n, k), it is convenient to define two auxiliary distributions. LetΛ ⊥ q (n, k) the conditional distribution of a lattice chosen according to distributions Λ ⊥ q (n, k), given that the lattice has determinant exactly q k . Similarly, letΛ q (n, k) be the conditional distribution of a lattice chosen according to Λ q (n, n−k), given that the determinant of the lattice is q n−k . In both cases, when q is a prime, the condition is equivalent to requiring that the rows of A are linearly independent modulo q. How much do these conditional distributions differ from the original ones? Not much.
Exercise 11 Show that if
is chosen uniformly at random, then Pr{det(Λ
So, for typical settings of the parameters (e.g., n ≥ 2k), lattices chosen according to Λ ⊥ q (n, k) or Λ q (n, n − k) have determinant q k except with negligible probability ǫ ≤ q −k , and the distributions Λ ⊥ q (n, k) and Λ q (n, n− k) are almost identical because they are both statistically close toΛ ⊥ q (n, k) =Λ q (n, n − k). We now move to estimating the parameters of lattices chosen according to these distributions. Clearly, we always have λ 1 ≤ λ n ≤ q and ρ ≤ √ nq because qI gives a set of n linearly independent vectors of length q. In fact, from Theorem 1 and Exercise 10, we know that λ(L) ≤ √ nq k/n for any L ∈ Λ ⊥ q (n, k). This upper bound is essentially tight.
Exercise 12 There is a constant
[Hint: consider all integer vectors of norm at most δ √ nq k/n and use a union bound.]
What about the other parameters λ n , ρ? Also these parameters are very close to Minkowski's upper bound with high probability. In summary, when a lattice is chosen according to Λ
, all the parameters λ 1 , . . . , λ n , ρ are within a constant factor from Minkowski's bound √ nq k/n with overwhelming probability. This provides very useful information about what it means to solve ADD or BDD on these random lattices. Let L be a lattice chosen according to Λ ⊥ q (n, k), and let t = v + x be a lattice point v ∈ L perturbed by a noise vector x chosen according to distribution D cq k/n over B(c √ nq k/n ). Finding a lattice point within distance c √ nq k/n from t is an ADD problem when c > δ and it is a BDD problem when c < 1/δ.
One way functions
We now show that solving ADD and BDD on random lattices can be formulated as the problem of inverting the function f A (x) = Ax (mod q).
when the matrix A ∈ Z k×n q is chosen uniformly at random and the input is chosen according to distribution D cq k/n , for some c > 0. Of course, given a matrix A and a value b = f A (x), recovering a possible preimage of y under f A is just a matter of performing some linear algebra, and it can be efficiently accomplished in a variety of ways. In order to get a hard-to-invert function from (1), one needs to regard D cq k/n as a probability distribution over B(c √ nq k/n ), and consider f A as a function with this domain. The relation between inverting f A (x) = b (i.e., finding small solutions to the inhomogeneous system Ax = b (mod q)) and lattice problems is easily explained. Using linear algebra, one can efficiently find an arbitrary solution t ∈ Z n q to the system, but this solution will generally have large entries and not belong to the domain of f A . Linear algebra gives us a little more than an arbitrary solution. It tells us that any solution to the inhomogeneous system Ax = b can be expressed as the sum of any fixed specific solution t to At = b (mod q) and a solution z to the homogeneous system Az = 0 (mod q). But the set of solutions to the homogeneous system is precisely the lattice Λ ⊥ q (A). So, finding a small x = t + z is equivalent to finding a lattice point −z ∈ Λ ⊥ q (A) within distance t − (−z) = x from the target t. In summary, inverting f A is equivalent to the problem of finding lattice vectors in Λ ⊥ q (A) within distance c √ nq k/n from the target. Depending of the value of c, this is the ADD c problem (for c > δ ) or the BDD 1/c problem (for c < 1/δ).
These two different ranges for c also corresponds to very different statistical properties of the function f A . Namely, when c < 1/δ , the function f A is injective with high probability (which corresponds to BDD having at most one solution).
Exercise 14
Show that for c ≤ δ the function f A with domain B(c √ nq k/n ) is injective with overwhelming probability over the choice of A.
Similarly, when c > δ, the function f A is surjective with high probability. In fact, all the output values in Z n q have almost the same probability under f A (D cq k/n ).
Theorem 5 ([34])
Let q be a prime, n ≥ 2k log q and c ≥ ω( √ log n). Then, with overwhelming probability over the choice of A ∈ Z k×m q , if x is chosen according to distribution D c·q k/n , then f (x) is statistically close to uniform over Z k q . Now, let us go back to the question: are lattice problems hard on average when the lattice is chosen according to Λ ⊥ q (n, k)? A first answer to this question was given in a seminal paper of Ajtai [6] which marks the beginning of modern day lattice based cryptography. Ajtai's result has been subsequently improved and simplified in a sequence of papers [20, 56, 63] . The strongest known result is the one due to [63] with some additional refinements in [34] .
Theorem 6 (Implicit in [63, 34] ) For any polynomially bounded n(k) and c(k) > δ, and any ω(k log k) ≤ q(k) ≤ k O(n/k) , the following holds. Assume SIVP γ is hard in the worst case (over k-dimensional lattices) for approximation factors
is a small polynomial, n = k log q = O(k log k), and c > δ a constant. With this parameters, Theorem 6 gives a provably secure one-way function under the assumption that SIVP γ is hard to approximate (in the worst-case, over k-dimensional lattices) within factors γ(k) = ω(k log k) almost linear in the dimension of the lattice.
Recall that the one-way function inversion problem from Theorem 6 is an average case version of ADD for lattices distributed according to Λ ⊥ q (n, k). Also, in the previous section we have seen that SIVP is equivalent to ADD, up to small polynomial approximation factors. So, Theorem 6 can be interpreted as a connection between the worst-case and average-case complexity of ADD, and justifies using distribution Λ ⊥ q (n, k) to select the lattice. If ADD is not hard on average for this distribution, then it is not hard at all! What about BDD, i.e., inverting f A (x) when the input x is distributed according to D cq k/m for some small c < 1/δ? For these inputs the behavior of the function f A is quite different: we have seen that f A is injective (with high probability) and therefore it is trivially collision resistant: there exist no x = y such that f A (x) = f A (y). But for injective functions, collision resistance is a trivial property and does not imply any form of one-wayness. Still, it is possible to prove that f A is a one-way function, using the stronger complexity assumption that SIVP is hard to solve in the worst case even by quantum algorithms. Since we are interested in solving BDD in the dual lattice, we state this result in terms of the (scaled) dual lattice distribution q(Λ
Theorem 7 (Implicit in [73] ) For all c < 1/δ, some polynomial n(k) = k O(1) , and prime q > (2 √ k/c) n/(n−k) , the following holds true. Assume SIVP γ is hard in the worst case (over k-dimensional lattices) even for quantum algorithms, for approximation factor
Notice that D c·q 1−k/n is the natural distribution to use when the lattice is chosen according to Λ ⊥ q (n, n−k) because these lattices have root determinant q 1−k/n rather than q k/n . Theorem 7 asserts that f A is a one-way function only when n(k) is some polynomially bounded, but unspecified, function of k. This is because the BDD problem in Λ q (n, k) lattices in [73] is described as a learning problem (the LWE problem, for Learning With Errors), where each coordinate of the lattice corresponds to a noisy sample, and the adversary is assumed to have access to an arbitrary (but polynomially bounded) number of samples. In principle, it should be possible to tighten the proof in [73] to show that a relatively small value of n(k) is sufficient for the reduction to go through. But, anyway, this is not the main difference if we compare the result with Theorem 6. A more fundamental difference between Theorem 6 and Theorem 7 is that the latter is based on a quantum reduction. The reason the power of quantum computers is needed for establishing the one-wayness of f A in the BDD setting is currently one of the mysteries of lattice cryptography, and it reflects our poor understanding of the relation between ADD and BDD problems. Even in the classical setting of worst-case reductions, we know how to approximately reduce BDD to ADD, but no reduction is known in the opposite direction, at least classically. So, BDD seems an easier problem than ADD also in the worst-case. In the average case setting, Theorems 6 and 7 can be summarized as saying that ADD on random q-ary lattices is as hard as approximating SIVP with classical algorithms, while BDD on random q-ary lattices is as hard as approximating SIVP but with quantum algorithms, under which SIVP may be easier to solve.
We remark that for certain choice of parameters (e.g., when q = 2 O(n) is exponentially large,) it is possible to show that the function f A of Theorem 7 is one-way, assuming the classical worst-case hardness of some lattice problems [67] . The worst-case problems can be BDD, a special version of SVP with "unique solution", or the problem or approximating the value of λ without necessarily finding a short lattice vector. All this problems are essentially equivalent to each other [50] and conceivably easier than SIVP. So, in some settings, Theorem 7 can be interpreted as a connection between the worst-case and average-case complexity of BDD under classical algorithms.
In summary, assuming that SIVP is hard to solve in the worst case with classic algorithms, is enough to build simple cryptographic functions, like one-way functions, and as will will see in the next section, also collision resistant hash functions, and commitment schemes. The construction of public key encryption and more complex cryptographic primitives requires the stronger assumption that either BDD is hard in the worst-case (if an exponentially large value of q can be used) or SIVP and ADD are hard even under quantum algorithms. Providing a classical reduction from SIVP and ADD to BDD is an important open problem as it would unify the complexity assumptions used for the construction of all lattice cryptography primitives.
Applications
In this section we give some representative examples of cryptographic applications based on lattices. The presentation is informal, emphasizing the geometric ideas behind the constructions, rather than the technical details of the cryptographic definitions and security proofs. Here we aim primarily at illustrating the wide range of applications enabled by lattice cryptography, and highlight how cryptographic constructions, which are often described simply in terms of matrices and indistinguishability properties, often have a natural geometric interpretation. However, we remark that all the constructions discussed here can be properly analyzed and proved secure based on the conjectured one-wayness of the functions f A discussed in Section 3, or, using Theorems 6 and 7, the worst-case hardness of SIVP under classical or quantum algorithms. For precise statements, security definitions and formal proofs, the reader is referred to the original papers, cited throughout this section.
Hash functions
Hash functions are (keyed) functions that compress long input strings, into shorter digests, and still have the property that they are collision resistant: it is computationally hard to find two distinct inputs x = y such that f (x) = f (y). For injective functions, this property holds trivially, so we may regard collision resistance as a computational relaxation of injectivity, and say that f A is pseudo-injective. Now, consider the function f A for A ∈ Z k×m q and input x ← D cq k/n . It turns out that (when A is chosen at random) the proof of Theorem 6 shows that the function f A is not only one-way, but also collision resistant. By Exercise 14, when c < 1, the function f A is injective with high probability, and collisions f A (x) = f A (y) do not exist. When c grows beyond 1, the function f A is no longer injective over the domain associated to the input distribution. Still, as proved in [63, 34] , the function f A is collision resistant for the parameters of Theorem 6. The intuitive explanation is that inverting f A for these parameters corresponds to the ADD problem, while finding collisions corresponds to finding short vectors Λ ⊥ q (A) of length O( √ nq k/m ) ≈ λ n . Since ADD and SIVP are equivalent problems, we can expect that these two problems have roughly the same complexity. In this informal argument, we are hiding the fact that the equivalence between ADD and SIVP is proved for the worst-case formulation of the problems, and that SIVP requires to find not just one, but many short vectors. Still, the intuition holds, and f A can be formally shown to be collision resistant, on the average, when A is chosen at random.
Hash functions are usually designed using ad-hoc methods, without supporting proofs of security. Lattice based functions like f A are not competitive with such ad-hoc constructions. Still, using special classes of algebraic lattices it is possible to get much more efficient constructions [57, 48, 68, 51] which sill are provably hard to break under worst-case assumption (albeit over a restricted class of lattices) and at the same time are comparable to ad-hoc constructions in terms of efficiency.
Pseudorandom generators
When c > 1 is large enough, the output of f A (x) with x ← D cq k/n is statistically close to random, and the function compresses its input. When c < 1 is small, the output of f A (x) is certainly not close to uniform, just because the function stretches its input to a longer string. Still, the output of f A (x) can be shown computationally indistinguishable from uniform, i.e., it is pseudo-random. In other words, f A is a pseudo-random generator family, indexed by A.
The pseudo-randomness of f A (x) was proved in a loose sense already in [73] . The proof in [73] was loose in the sense that in order to prove the pseudo-randomness of the output of f A for certain values of the parameters n, k, q, it required to assume that f A was one-way for a (polynomially related, but) much bigger value of n. Recently [61] it has been shown that such increase is not necessary, and the pseudo-randomness of the output can be proved for the same values of the parameters as in Theorem 7.
We recall that inverting f A for this range of parameters corresponds to a BDD problem. On the other hand, distinguishing the output of f A from random corresponds to decisional version of BDD: the input to BDD is a point close to the lattice, while the uniform distribution in space can be shown to be far from the lattice with high probability [36, 37] . So, proving that the output of f A is pseudo-random roughly corresponds to showing that if you can tell if a target is either very close, or very far from a lattice, then given a point very close to the lattice one can find the closest lattice point. For a reduction of this kind in the worst-case setting, see [45] .
Commitment schemes
A (non-interactive) commitment scheme is a function that allows one party to commit to a value x while keeping it hidden. At a later time the same party can open the commitment, and reveal the value x. The commitment should be binding, i.e., it should be computationally unfeasible to commit to a value x and then open the commitment to a different value x ′ . The construction of commitment schemes from lattices is very simple: in order to commit to a value represented by a short vector x, choose a short random vector r, and output f A (x, r), where matrix A is wide enough that it can be multiplied by the concatenation of the two vectors (x; r). This commitment scheme was proposed in [41] , where it is also used for the construction of a concurrently secure identification scheme based on lattices.
We remark that, depending on the value of the parameters, this construction gives both commitments that are statistically hiding and computationally binding, and also commitments that are computationally hiding, but statistically binding. The fact that this construction gives a secure commitment scheme is closely related to the fact that f A is both (pseudo-)random and (pseudo-)injective. (Pseudo-)randomness of the output gives the hiding property of the commitment, while the (pseudo-)injective property implies that the commitment is binding. Depending on the setting of the parameter c in the input distribution D cq k/n , either the hiding or binding property (but not both) may hold in a strong statistical sense.
Public key encryption
A public key encryption scheme can be built along the lines described at the beginning of Section 3:
• The public key is a random lattice Λ q (A). The secret key is given by a short basis or set of short vectors S.
• Ciphertexts are obtained by encoding a message into a short vector x, and computing a standard representative for the coset x + (Λ q (A)) † . Such representative can be computed, for example, as f A (x).
• Decryption is a BDD problem in the dual lattice (Λ q (A)) † , and it can be performed using the short basis S.
We already know that recovering the secret key from the public one corresponds to an SIVP problem in Λ q (A), which by Theorem 6 is hard on average. Similarly, decryption is an average-case BDD problem, and by Theorem 7 it is also hard. All we are missing is a method to generate a random lattice Λ q (A) together with a short set of lattice vectors S.
In fact, we don't need a full set of n-linearly independent short lattice vectors in order to build a public key encryption scheme. Assume for simplicity we want to encrypt a single bit message. Then the message 0 may be encoded as a point close to the (dual) lattice, while 1 may be encoded as a random point, which will be far from the lattice with high probability. Then, we can decrypt using a single short (dual) vector s as follows: recall that a lattice vector s ∈ L can be used to partition the dual lattice into layers
One can check if a point x is either close or far from any of these layers by computing the product x · s and checking if the result is close to an integer. This idea was already present in the cryptosystem of Ajtai and Dwork [7] , which didn't use q-ary lattices.
So, how can we obtain this short vector s when the lattice (Λ q (A)) is chosen at random? Remember that finding short vectors in these random lattices is a hard problem, and it has to be as it corresponds to the key recovery problem of our cryptosystem. Fortunately we can plant s in the lattice during key generation process. We recall that Λ q (A) is the lattice generated by the columns of A T modulo q. So, we can choose the first k − 1 columns of A T = [A T 0 |p] truly at random, and then we set the last column to our secret short vector s. Of course, including s in the public key would reveal the key used for decryption. So, we mask s with a random lattice point, and set p = A T 0 w + s, where w is chosen at random. Geometrically, instead of revealing s, we reveal its coset s + Λ q (A 0 ), from which recovering s (or an equally short vector) is a computationally hard task. Clearly, the lattice
T ) still contains s, which can be used for decryption.
Encrypting one bit at a time is not very practical, but a much more efficient system can be obtained along similar lines by embedding not just one, but many short vectors, as first proposed in [71] , for a syntactically different formulation of the encryption scheme. The geometric description presented in these notes can be instantiated in several ways, depending on the length of s. If s is long enough, then p will be distributed almost uniformly at random, and A will follow the distribution Λ q (n, k). If s is shorter, then the distribution of A will be far from Λ q (n, k), but it will be indistinguishable from it because p is pseudo-random. Either setting of parameters is reasonable, as long as the length of the vector x used during the encryption process is chosen accordingly. If s is longer, then x should be shorter, while if s is shorter, then x can be longer. The corresponding proof of security will invoke a statistical or computational argument when analyzing either the public key or encrypted ciphertext.
These two instantiations were originally presented as two different cryptosystems in [73] and [34] , where they are described using quite different matrix formulation. Looking at these two cryptosystems through the lens of geometry and duality, [59] showed that they are in fact the same cryptosystem instantiated for different values of the parameters. [59] also suggested that the efficiency of the cryptosystem could be improved using intermediate values of the parameters and using a computational argument both during the analysis of the public key and encrypted ciphertext. Significant efficiency improvements were later demonstrated in [44] which proposed and analyzed a concrete instantiation of the general scheme of [59] . This is the currently most efficient example of a lattice based cryptosystem based on general lattices.
Identity Based Encryption
We have seen how generating a random lattice together with a single short vector is enough to build a public key encryption scheme. But some applications do require a full basis. For example, this is the case for the identity based encryption (in the random oracle model) of [34] . We recall that an identity based encryption is an encryption scheme were public keys are simply given by the parties' names or public identifiers. The corresponding secret keys are computed by a trusted entity using a master secret key. In the scheme of [34] A is generated together with a full trapdoor basis S, which is used as a master key. Then the (identity based) public key encryption scheme is built as described in the previous subsection, with one twist: instead of choosing the short decryption key s at random, and embedding it in a new independently generated lattice, the short vector s is extracted (sampled) from the lattice Λ q (A) using the master key S to solve an instance of the ADD problem. More specifically, given a target point t that represents a party's identity, a corresponding secret key is computed using S to find a lattice point not too far from t.
The problem of generating a random lattice together with a full short basis is studied in [5, 8] . A new, much simpler and more efficient method to generate such lattices has been recently discovered in [62] .
Lattice based identity based encryption has been further studied in [22, 1, 2] yielding both solutions in the standard model, and solution to the more general hierarchical identity based encryption scheme, where identities for a hierarchy, and each node can delegate limited decryption capabilities to its children.
Conclusion
Lattice cryptography is still a very young and fast developing area, and still it has produced a substantial body of work. We conclude these notes by providing some pointers to the literature that can be used to get a deeper understanding of the concepts touched upon in this tutorial. Other surveys presenting additional perspectives on lattice cryptography include [58, 64, 74, 75] . Work in lattice cryptography can be roughly categorized into two groups: foundational work aimed at establishing that f A is a one way function, and cryptographic applications that use the properties of f A to solve more complex cryptographic tasks.
We start with the first category. Works in this area tend to be mathematically more involved, but that's where the real "magic" happen: connecting the average-case and worst-case complexity of lattice problems. The reader interested in getting a feeling of how the proof of Theorem 6 works, is referred to the survey [58] . From there, the reader may proceed to [63, 73] . Both papers make use of harmonic analysis and high dimensional Fourier transform, which is very useful both to yield stronger and more concise proofs. Still on the foundational side, is a line of research initiated in [57] aimed at substantially improving the efficiency of lattice cryptography, while maintaining a form of provable security, based on the use of lattices with special algebraic structure. We expect these lattices will play a major role in bringing lattice cryptography closer to practice. The original paper [57] is still a good starting point to learn about these lattices. For more recent developments in this direction see [48, 69, 68, 51, 53, 61] .
On the application side, there is a huge variety of cryptographic problems that have been recently solved using lattices. But in the end, all solutions ultimately rely on the results and techniques developed in a small number of foundational papers. In fact, many applications can be described and analyzed simply using as a starting point the one-wayness of the function f A , without even any explicit reference to lattices. But we believe that the geometric perspective advocated in this notes can be of great value to understand those constructions, and interpreting the variety of solutions in the literature in terms of a small number of basic geometric concepts. For the reader interested in applications, here we give some pointers to relevant papers, organized by category. For public key encryption see [73, 72, 52, 81, 67, 40, 44] . For digital signatures see [34, 49, 47, 18] . For group and ring signatures see [35, 77, 24] . For identity based cryptography see [2, 22, 1, 78] . For (fully) homomorphic encryption see [33, 28, 80, 65, 29, 3, 82, 79, 32, 25, 19, 31, 30] . For zero-knowledge proofs and identification protocols see [23, 46, 76, 83, 41, 70] . For still more cryptographic primitives and protocols see [66, 14, 13, 17, 12, 39, 9, 71, 16] .
