We present a new structure relation for the sequence of orthogonal polynomials associated with a D ν -semiclassical linear functional of class s, and then we use it to obtain a matrix characterization of the D ν -semiclassical orthogonal polynomials in terms of the Jacobi matrix associated with the multiplication operator in the basis of orthonormal polynomials, and the nonsingular lower triangular matrix that represents the orthogonal polynomials with respect to some bases of polynomials. We also provide a matrix characterization of D ν -coherent pairs of linear functionals.
the dual basis of {P n (x)} n≥0 , such that ⟨p n , P m (x)⟩ = δ n,m , n, m ≥ 0, where δ n,m denotes the Kronecker delta. As a consequence, a linear functional U : C[x] → C can be expressed as U = ∑ n≥0 ⟨U, P n (x)⟩ p n . Lemma 1.1. Let {P n (x)} n≥0 and {R n (x)} n≥0 be sequences of monic polynomials, and let {p n } n≥0 and {r n } n≥0 be their respective dual sequences. If
Proof. For m ≥ 0, we have
γ n,j δ m,j r n , which establishes the result.
We can associate with a linear functional U a sequence of complex numbers {u n } n≥0 , where u n = ⟨U, x n ⟩, n ≥ 0, which is called the sequence of moments of U. In this context, U is said to be quasi-definite or regular if det
) ̸ = 0, for n ≥ 0. This condition is equivalent to the existence of a sequence of monic polynomials {P n (x)} n≥0 such that deg(P n (x)) = n, n ≥ 0, and ⟨U, P n (x)P m (x)⟩ = k n δ n,m , k n ̸ = 0, n, m ≥ 0.
{P n (x)} n≥0 is said to be a sequence of monic orthogonal polynomials (SMOP) with respect to the linear functional U. The linear functional p(x)U, where p(x) is a polynomial with complex coefficients, is defined as ⟨p(x)U, q(x)⟩ = ⟨U, p(x)q(x)⟩ for all q ∈ C[x]. In particular, P n (x)U = ⟨U, P 2 n (x)⟩ p n , for n ≥ 0.
For each ℓ ∈ C, let B ℓ be the following basis of C[x]
Notice that B 0 is the canonical basis {u 0,k (x) = x k } k≥0 . In this way, if X B denotes the matrix representation of the multiplication by x on C , we can associate with {P n (x)} n≥0 a semi-infinite nonsingular lower triangular matrix A B whose n-th row contains the coefficients of the n-th degree polynomial P n (x) with respect to the basis B. For example, if
then the entries of the matrix A B ℓ are a n,j , for 0 j n, n 0, and zero otherwise. Since P n is monic, the diagonal entries are a n,n = 1 and, as a consequence, A B ℓ is nonsingular.
Following the notation used in [26] , a matrix B is said to be a lower semimatrix if there exists an integer number m such that b i,j = 0 if i − j < m. The entry b i,j belongs to the m−th diagonal if i − j = m. If B is non zero, we say that B has index m if m is the minimum integer number such that B has at least one nonzero entry in the m−th diagonal. Furthermore, B is said to be (n, m)−banded if there exists a pair of integers numbers (n, m) with n ≤ m and all the nonzero entries of B lie between the diagonals of indices n and m. Finally, B is called monic if all the entries in its diagonal of index m are equal to 1. Notice that the set of banded matrices is closed under addition and multiplication, and that the inverse of a banded matrix might not be banded.
The following result characterizes the orthogonality of a sequence of monic polynomials with respect to some linear functional U in terms of its corresponding matrix A B . 
. From now on, ν and ν * will denote either ω and −ω, or, q and q −1 , respectively. Other notation that we will also use is the following
Some properties of such operators are listed in the following lemma. They can be shown using easy computations.
Notice that the derivative operator D ν yields the usual derivative operator when q → 1 and ω → 0. Indeed, when ω → 0 and
The structure of the manuscript is as follows. In Section 2, we obtain a new structure relation for D ν -semiclassical polynomials, and then we use it to characterize the D ν -semiclassical character of a linear functional in terms of banded matrices. A similar characterization for D ν -coherent pairs is presented in Section 3. 
holds. The class of U is the nonnegative number s = min
is an admissible pair satisfying (2.1) } , and the corresponding SMOP is also called D ν -semiclassical of class s.
The D ν -semiclassical linear functionals were introduced by J. A. Sohat in [25] . In the last decades, they have been extensively studied by P. Maroni and his coworkers in [5, 13, 21, 23] . In [22] , Maroni developed a complete study of these functionals, showing how they act on polynomials and giving some structure forms that will be vital in the present work. The D-semiclassical linear functionals of class one were classified by S. Belmehdi in [7] through a distributional study and by giving an integral representation for the canonical cases, except for the Bessel case. The study of the distributional equation (2.1) has revealed many families of D-semiclassical orthogonal polynomials of class greater than one, see for instance, [6, 10] , where the authors study the case s = 2 for symmetric and positive linear functionals and [20] where F. Marcellán et al. obtain all the semiclassical linear functionals of class two and their integral representations. For a complete survey on this topic see [14] .
The following result provides a criterion for determining the class of a D ν -semiclassical linear functional. 
1). Then, the class of U is s if and only if
A D ν -semiclassical linear functional of class s = 0 and its corresponding SMOP are called D ν -classical. In this case, for polynomials satisfying (2.1) we get deg(ϕ) ≤ 2 and deg(ψ) = 1.
On the other hand, for
If A ȷν is the matrix whose entries of its k-th row, k ≥ 0, are the coefficients of a polynomial p k (x) of degree k with respect to the basis B ȷν , then the entries of the k-th row of A ȷν D ν,ȷν are the coefficients of
with respect to the basis B ȷν . The following result characterizes D ν -classical SMOPs in terms of their corresponding semiinfinite lower triangular matrices.
Theorem 2.2. Let A ȷν be the matrix associated with the monic polynomials sequence {P
Proof. In [27] , the author proved that
where • [22] (First structure relation) There exist a polynomial ϕ of degree t and sequences {a n,k } n≥s such that {P n (x)} n≥0 satisfies
2) where s is a positive integer number with t ≤ s + 2.
• [8] (Second structure relation) There exist non-negative integer numbers t, s, and sequences {ã n,k }, {b n,k }, such that
holds, whereã n,n+s =b n,n+s = 1, n ≥ max{s, t + 1}.
In the next theorem, we provide another structure relation that characterizes D ν -semiclassical linear functionals. It will be used later to express the D ν -semiclassical character in terms of semi-infinite banded matrices.
Theorem 2.4. For a nonzero monic polynomial ϕ(x) of degree t let U and
{P n (x)} n≥0 be a linear functional and its corresponding SMOP respectively. The following statements are equivalent
(ii) There exist a non-negative integer s, an integer r ≥ 1, and sequences {b n,j } n≥s+1 and {c n,j } n≥s+1 such that s = max{t−2, r−1} and {P n (x)} n≥0 satisfies the structure relation
where
Proof. (i) ⇒ (ii):
Let consider the Fourier expansion
Multiplying the above equation by b n+s,n+j , with b n+s,n+s = 1, and adding for j = 0, . . . , s, we obtain
where 
In matrix form, (2.5) reads . . .
. . .
has a solution. If Λ n,s is a nonsingular matrix, the desired conclusion follows. On the other hand, if det(Λ n,s ) = 0, the system Λ n,s Υ n,s = Γ n,s has a solution if and only if the matrices Λ n,s and [Λ n,s | Γ n,s ] s×(s+1) have the same number of linearly independent rows. Let us assume that the jth and the kth rows of Λ n,s are linearly dependent, then there exists λ n ∈ C such that (
Since n is arbitrary, then the algorithm described above holds for n + 1, and thus we get
As a consequence, the jth and the kth rows of [Λ n,s | Γ n,s ] are also linearly dependent. Therefore, Λ n,s has the same number of independent rows as [Λ n,s | Γ n,s ], and then, Λ n,s Υ n,s = Γ n,s has a solution.
(ii) ⇒ (i): Let us consider the sequence of monic polynomials {R n (x)} n≥0 defined by
Then, from the definition of R n+1 (x), n ≥ 2s + 3, and from (2.3) it follows that
for n ≥ max{s + t + 1, 2s + 3} = 2s + 3. As a consequence, taking into account the assumption, we get
where {r n } n≥0 is the dual sequence of {R n (x)} n≥0 . In this way, using Lemma 1.1 with ι = s + 2, κ = s + 1, and γ n,j = η n−1,ν * c n−1,j−1 η j−1,ν * , we obtain that r n = p n , for n ≤ s + 1. Hence, since r ≤ s + 1
Notice that (2.3) can be expressed in matrix form as
where B and C are monic (0, s)−banded and (0, s + 2)−banded matrices, respectively, whose entries are the coefficients b n,n−j and c n,n−j . As a consequence, the previous result means that {P n (x)} n 0 is a D ν -semiclassical SMOP of class s if and only if there exist matrices B and C such that (2.6) holds. Furthermore, if {P n (x)} n 0 is D ν -semiclassical of class s, it follows from ( 
is a (0, 2)−banded monic matrix, (which is the result stated in Theorem 2.2, since a linear functional is D ν -semiclassical of class s if and only if it is D ν * -semiclassical of class s). In other words, {P n (x)} n 0 satisfies (see [2] )
n−2 (x), n ≥ 1. Now, let us consider a positive definite D ν -semiclassical linear functional U that satisfies the D ν -Pearson equation (2.1), and let {p n (x)} n 0 be its corresponding sequence of orthonormal polynomials. From the three-term recurrence relation, we get
On the other hand, the matrix expression for the (normalized) first structure relation for D ν -semiclassical polynomials given in (2.2) reads
whereH is a (−t, s)−banded matrix whose entries are the coefficients appearing in the right side of (2.2), and
T . In this way, the relation betweenH andJ is described in the following result. Theorem 2.7. Let {p n (x)} n 0 be a D ν -semiclassical sequence of orthonormal polynomials and let H be the (−t + 1, s + 1)−banded matrix associated with the first structure relation (2.8). Then .7), then multiplying by ϕ(x) and using (2.8) we get
and therefore, (i) holds. (ii ): From (2.7), we have
Notice that we get the m-th column of ψ(J). On the other hand, using (2.8), we obtain
which is the m-th column of −[ H + H T ]. Therefore, (ii) follows.
Remark 2.8. Notice that
• From (i) we get
Therefore, when ν = ω,J( H + H T )/2 is a symmetric matrix, where ( H + H T )/2 is the symmetric component of H. On the other hand,
Hence, if ν = ω, the skew-symmetric component of H satisfiesJ
• From (ii), the symmetric component of H satisfies
Finally, we state the relation between the matrices A ȷ ν * and H. 
Multiplying by ϕ(x) and comparing with (2.2), we obtain
and, taking into account X 0 X T 0 = I, the result follows. . In particular, they analyzed (2, 0)-∆-coherent pairs, i.e., two SMOP {P n (x)} n 0 and {R n (x)} n 0 satisfying a relation
A matrix characterization of D ν -Coherent pairs
where σ n and τ n are arbitrary constants and ∆ is the D ω operator with ω = 1 (forward difference operator). In this way, they showed that the linear functionals must be ∆-semiclassical and they are related by an expression of rational type. They also studied the case when one of the linear functionals is ∆-classical.
More recently, in [18] and [19] , F. Marcellán and N. C. Pinzón Cortés studied the (1,1)-D ν -coherent pairs proving that (1,1) -D ν -coherence implies that the linear functionals are D ν -semiclassical, one of class at most 1 and the other of class at most 5. Moreover, the functionals are related by a rational function. In [17] they also give a matrix interpretation in terms of the Jacobi matrices associated with the corresponding sequences of orthogonal polynomials. Finally, in [1] , R.Álvarez-Nodarse, J. Petronilho, N. C. Pinzón-Cortés, and R. Sevinik-Adıgüzel analyzed the more general case, (M, N )-D ν -coherent pairs of order (m, k), concluding that the linear functionals are related by a rational factor and, when m ̸ = k, then both U and V are D ν -semiclassical functionals.
All the above constitute an extension of the results obtained for the continuous case given in [9] and in its introduction.
(M, 0)-D ν -Coherent pairs
Let us consider the simplest case of coherence, when N = k = 0 and M = m = 1, i.e. U and V constitute a (1, 0)-D ν -coherent pair. In such a case, the corresponding SMOP satisfy the structure relation
From [12] , we can characterize the (1,0)-D ν -coherence by using banded matrices as follows. Proof. Let assume ({P n (x)} n≥0 , {Q n (x)} n≥0 ) is a (1, 0)-D ν -coherent pair. Since A ν,ȷν is the lower triangular matrix associated with {P [1,ν] n (x)} n≥0 , then (3.1) can be written in matrix form as (c 1,0 , c 1,1 , . . . ). Since A ν,ȷν is nonsingular, we have The case of (1, 0)-D ν -coherence can be generalized to (M, 0)-D ν -coherence when we consider a finite number M of terms in the left-hand side of the structure relation (3.1), i.e.
In such a case, we have the following result. Proof. Assume ({P n (x)} n≥0 , {Q n (x)} n≥0 ) is a (M, 0)-D ν -coherent pair given by (3.2). If for 1 ≤ k ≤ M , C k is a diagonal matrix with entries c k,n , n ≥ 0, then (3.2) can be written in matrix form as [
and, since A ν,ȷν is nonsingular,
As a consequence, 
