An approximation scheme for a class of optimal control problems is presented. An order of convergence estimate is then developed for the error in the approximation of both the optimal control and the solution of the control equation.
INTRODUCTION
In this work, we consider the approximation of a class of optimal control problems. More specifically, the control problems considered will be those of systems governed by partial differential equations of elliptic type. The general approach taken will be to approximate the optimal control and the solution of the control equation in such a way that the approximating control problem can be solved by mathematical programming. An error estimate for the approximation of the optimal control and the solution of the control equation is then given in an appropriate norm.
A general outline of the paper is as follows. In Section 2 we give a general formulation of the problem and define the notation to be used. In Section 3 we present an approximation technique and prove a general approximation theorem. The remainder of the paper contains the application of this estimate to a specific problem. In Section 4 we define some function spaces, and in Section 5 prove an a priori estimate for an optimal control problem set in these spaces. Section 6 contains the description of the construction of an approximate problem and the application of the general error estimate developed in Section 3. Finally, in Section 7, we make some comments about the order of convergence estimate obtained in Section 6, and discuss some conditions under which it can be improved.
where 2, is given in 2. The control problem is then: Find II E K such that J(u) = inf,,, J(w), where K is a closed convex subset of U. Lions has shown in [5] that this problem is equivalent to the variational inequality: Find u E K such that (CYW -Zd 3 C[YW -Yw1bf? + oh u -4rI 2 0 vv E K.
We denote these equivalent formulations of the control problem as Problem (P).
Once again following Lions, we let %' be the dual of Z and set II = (1, , the canonical isomorphism of &'-+X'.
Let C* E 9(X', V') denote the adjoint of C, and A* E 2'( V, V') denote the adjoint of A. Finally, for each control v E CT, we define the function p(v) E V as the solution of A*p(w) = c*A(cy(v) -Z,).
Using this notation, we are now ready to proceed with the development of the approximation result.
AN APPROXIMATION TECHNIQUE, AN APPROXIMATION THEOREM, AND A PRIORI ESTIMATES
The method we will employ to approximate the solution to this problem proceeds as follows. Let U, be a finite-dimensional subspace of U. Write an arbitrary element vk E Uk as xf=, aiwi , where {w~}~,~ , are a basis for U, .
Construct a closed convex subset Kk of lJ, such that the following conditions are satisfied:
(1) Kk should reduce to a finite number of constraints on the oi .
(2) Kk should be a "good" approximation to K in a sense to be made clearer in Section 6. Now pick V, , a finite-dimensional subspace of a Hilbert space containing the solution of the control equation y(u). Using some method for the numerical solution of elliptic partial differential equations, which we denote method M, obtain approximate solutions yh(rui -f) E I', to the problems Ay(w, -f) = Bwi i = I,..., q.
Also using method M, obtain an approximate solution y*(O) E Vh to the problem For an arbitrary element define yh(wk) E vh by
Now solve the minimization problem:
Find ukh E K, such that
where Note that if assumption (1) is satisfied, this problem simply becomes one of finding the minimum of a quadratic form in ai , subject to a finite number of constraints on the CQ , a nonlinear programming problem. In the event the constraints are linear, we have a quadratic programming problem.
We would now like to have some estimate for the error that we make in obtaining an approximate solution instead of the true solution. To obtain such an estimate we first observe that Problem (Pkh) can also be equivalently written as a variational inequality, i.e., Find ukh E Kk such that (CYh(%ch) -42 , CrYh@k) -Yh(~khll)Jr + Wkh, fJk -%ch)u 2 0 Vvk~Kk.
Since the two formulations are equivalent we also denote this variational inequality as Problem (Pk"). Then we have the following approximation result. THEOREM 1. Let u and ukh be the respective solutions of Problems (3') and (Pkh). Then y II 21 -Ukh ll"u + II CM4 -rhb3111~
Proof. Adding the two variational inequalities, we obtain v II u -Ukh ll"u + II CM4 -r"~dllllL
VW E K and b&E&.
In applying Theorem 1, we will need a priori estimates for the optimal control u and the solution of the control equation y(u). These follow immediately from the definition of IL, i.e., J(u) < J(w), VW E K. Then II Cy@) -2, IL? + v II u 11; d II CM4 -2, I&? + (NV, +I, VW E K. (4) Before we can demonstrate the application of Theorem 1, we will first define some function spaces and then reformulate the problem in these spaces.
SOME FUNCTION SPACES
Let 9 be a bounded domain in RN with boundary &? We shall assume (for convenience) that aQ is of class C". Let m be a nonnegative integer, and let Cm@) denote the set of infinitely differentiable functions on 0. Then P(Q) will denote the completion of Cm@) in the norm
Let Csm(.Q) be the set of infinitely differentiable functions with compact support in Q, and denote the completion of COm(sZ) in the above norm by %'W').
For m a negative integer we define H"(Q) as the completion of Cm(o) with respect to the norm where For m a negative integer, we also define the space H,m(Q) as the completion of Cm@) with respect to the norm We note that H,"(Q) = (H;"(Q))', the dual space of H;"(O). Clearly, P(Q) C H,"(Q) for m a negative integer.
With this notation, we will now consider a system governed by the Dirichlet problem with distributed control. Set I,' = H,l(Q), H = P(Q), and I" = W;l(Q). Let y(u) be the solution of the Dirichlet problem
in 52,
where We will assume the following two conditions are satisfied.
(6) A is uniformly elliptic with coefficients in Cm(a). (7) The only solution of problem (5) in P(a) with zero data (i.e., f + u = 0) is the zero solution.
We now take both U, the Hilbert space of controls and Z', the Hilbert space of observations to be L2(sZ). Then in terms of our original notation, we have B is the injection of U into V', i.e., L2(Q) -+ E&i(Q), C is the injection of I' into X, i.e., H,l(sZ) +L2(!2), and A is the identity mapping. Finally, for simplicity, let the mapping N = ~1, where 1 is the identity mapping.
In this setting, our control problem becomes: Find u E K such that where and K is a closed convex subset of Lz(l2).
Notational Remark. In the sections which follow, we will now use the letter C to denote a generic constant, not necessarily the same in any two places.
CHOICE OF A SPECIFIC CONVEX SET AND THE REGULARITY OF THE SOLUTION OF THE CORIBPONDING OPTIMAL CONTROL PROBLEM
We now consider the control problem just defined for a specific choice of the convex set K, namely 
We also wish to define what is meant by a weak solution of (8) or (9) under various other assumptions on the regularity off, v and 2, . To do so, we apply the following result, which we state only for the special cases in which it will be used. 
where A is uniformly elliptic with coefficients in C@). Then if zero is the only solution of (10) in Cm@) when F = 0, we have for s = 1,2, and 3 that
where C is a constant independent of w and F. Now for any FE II?~-~(Q), let {F,) E Cm@) converge to F in Hd-2(Q) as 12 --f co. Also, let w, E Cm(a) be the corresponding solution of (10) with data F, (it is well known that such a solution exists and is unique). Then, using (1 l), we define the weak solution of (10) to be the unique limit in IIs of the sequence {wn}. We are now ready to proceed with the discussion of the regularity of the solution of the optimal control problem. J. L. Lions has shown in [5] that the optimal control u for this problem is given by
where P(X) = p(x; u) is the solution of the adjoint equation, and that if fi ELM n H1(8), then u E H1(.Q). Since we know the form of the optimal control II, we are able to prove the following simple result. Note. We shall assume for the remainder of the paper that f is given in L2(Q) and [,, and [r are given in Lm(Q) n IP(Q).
CONSTRUCTION OF THE APPROXIMATING CONVEX SETS AND APPLICATION OF THE ERROR ESTIMATE
We begin by defining some finite-dimensional subspaces of L2(Q). Let K, 0 < k < 1, be a parameter. For a given value of K suppose that Qki, j E Jk , are domains satisfying the following: We remark that sufficient conditions for (iii) to hold are that the domains Q,j be convex and satisfy the conditions that diamN(Q~j)/&2,j) < C where C is a constant independent of k and j, and diam(S2,i) < C'k where C' is a constant independent of k and j. For a proof, see Stampacchia [8] . (Note that this last inequality gives a geometric significance to the parameter k, by relating k to the diameters of the elements into which D is divided. We observe that with this definition of Kk , condition (1) of Section 3 is satisfied. Furthermore, since the constraints comprising Kk are linear, the approximate solution u kh can be found by solving a quadratic programming probIem (see Section 3).
We now recall that the approximation procedure described in Section 3 also involves obtaining approximate solutions by some method M to the control equation with various right sides. Suppose that we choose for M a "Rayleigh-Ritz-Galerkin" method. A method of this type for approximating the solution of (8) for example, may be described generally as follows. Let S be a Sobolev space containing the solution y(v) of (8) . If V, is a finite dimensional subspace of S, we define the approximate solution J@(V) as a projection of y(v) onto Vh,, where the projection is taken in such a way that the approximate solution Y"(V) is computable from the data of the original problem (8) .
Part of the Rayleigh-Ritz-Galerkin method consists of the construction of finite dimensional subspaces of S having certain "good" approximation properties. Typically, we have the following situation. Let h, 0 < h < 1 be a parameter, and H any fixed hypercube containing our domain 8. For m and r any non-negative integers satisfying m < r, let (S;,,(H)} be any one parameter family of finite dimensional subspaces of H"(H) (with norm 11 * 11:) which satisfies the following condition:
(13) For anyy E Hi(H), 3 a constant C independent of L andy such that
With a condition such as (13), or other similar approximability conditions, a typical error estimate for a Rayleigh-Ritz-Galerkin method for the approximation of (8) will have the form where y is a constant satisfying 0 < y < 2 depending on the choice of method, and C is a constant independent of h and (f + w).
For a further discussion of some of these methods, see for example, the papers of Babuika [l], Bramble and Schata [3] , and Strang [9] . Additional references can be found in the bibliographies of these papers.
We remark for readers generally unfamiliar with these methods that an example of subspaces satisfying condition (13) is given by spline functions defined on uniform meshes of width h. Applying the approximation procedure described in Section 3 with the convex set Kk we have constructed and a Rayleigh-Ritz-Gale&in method satisfying estimate (14), we are able to state the following approximation result. THEOREM 2. There exists a constant C depending only on the data f, &, and f 1 , such that W>ll u -ulch II2 + 4 IIYW -rh(+"W < Cl? + W.
The proof of Theorem 2 depends on the following approximation results which we now prove. 
Proof. Clearly wk E s&2). S ince u E K, &,(x) < u(x) < tl(x) a.e. in s1. Hence, Since +(x) = M,j(u) on &j, wk E Kk .
Since the f&j satisfy the condition (iii), we have Squaring and summing over Qj E lk we obtain
To obtain an estimate for 11 u -zlk llPI , we use the fact that the element ZIP we have constructed is actually the best approximation to u in O (8) 
VVEK and
where (-, 0) denotes the usual L"(Q) inner product. Since u E s(Q), we have the estimates
Applying the Schwartz inequality to each of the remaining terms on the right side, we obtain 
Using inequalities (4) and (12), we are able to obtain a priori estimates for the quantities II u l/r and 11 y(u) -2, II . Hence the errors II u -ukh II and II y(u) -yh(ukh)l( will depend only on how well we can approximate the unknown solutions u and ukh by elements of Kk and K respectively, and on how "good" an approximation the method M that we choose gives to the solutions y(ukh) and y(wlc) of the control equations 
We have already observed that we have a priori estimates for 11 u \I1 and 11 y(u) -Z, 11 . Sincef, &, , and e1 are data, to complete the estimate, we need only to obtain a priori bounds on the quantities \I ukh // and (I ok (I which are independent of k and h.
Since both ukh and ok E Kk, they must both satisfy Mkj (&,) In the next section we make some observations about this order of convergence estimate and discuss some conditions under which it can be improved.
DISCUSSION OF THE ORDER OF CONVERGENCE ESTIMATE
Before we discuss the improvement of estimate (259, we first observe that the errors we are making in solving the approximate problem instead of the original one arise from two sources. One of these is that we are using an approximate solution to the control equation instead of the true solution.
II YW -YAwllo < at2 Ilf + v 110 9 II YW -YA(")ll-2 < a4 Ilf + v llll * Hence the parts of our error estimate reflecting the use of this method are optimal, i.e., they duplicate up to a multiplicative constant, the error in the method.
We now turn to the error caused by looking for the optimal control not in P(Q), but rather in some finite dimensional subspace S,(Q) of L2(Q). From inequality (19) we recall that the terms in the error estimate reflecting this part of the error are From estimates (15x17), we have that all these terms are at least O(K2). Hence the error in the terms 11 u -ukA (I and (I y(u) -yA(ukA)jj caused by using the approximate convex set Kk instead of the original convex set K is O(K).
Since it is known that the best approximation in L2(Q) to an arbitrary element u E H'(Q) by elements of S,(Q) is O(K), our estimate is optimal in the sense that it duplicates up to a multiplicative constant, the best approximation properties of the subspace S,(Q).
A practical result of the preceding discussion is that it tells us how to choose the relationship between k and h for computation, i.e., set k2 = C/S where C is a constant and 8 = min(2y, /I).
