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Convergence of scalar-flat metrics on
manifolds with boundary under a
Yamabe-type flow
Se´rgio Almaraz ∗
Abstract
We study a conformal flow for compact Riemannian manifolds of di-
mension greater than two with boundary. Convergence to a scalar-flat
metric with constant mean curvature on the boundary is established in di-
mensions up to seven, and in any dimensions if the manifold is spin or if it
satisfies a generic condition.
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1
1 Introduction
Let Mn be a closed manifold with dimension n ≥ 3. In order to solve the
Yamabe problem (see [41]), R. Hamilton introduced the Yamabe flow, which
evolves Riemannian metrics onM according to the equation
∂
∂t
g(t) = −(Rg(t) − Rg(t))g(t) ,
where Rg denotes the scalar curvature of the metric g and Rg stands for the
average
(∫
M
dvg
)−1 ∫
M
Rgdvg. Here, dvg is the volume form of (M, g). Although
the Yamabe problem was solved using a different approach in [8, 31, 39], the
Yamabe flow is a natural geometric deformation to metrics of constant scalar
curvature. The convergence of the Yamabe flow on closed manifolds was
studied in [18, 35, 42]. This question was completed solved in [11, 12], where
the author makes use of the positive mass theorem.
In this work, we study the convergence of a similar flow on compact n-
dimensional manifolds with boundary, when n ≥ 3. For those manifolds, J.
Escobar raised the question of existence of conformal scalar-flat metrics on M
which have the boundary as a constant mean curvature hypersurface. This
problem was studied in [2, 21, 23, 27, 28, 4, 16]. (The question of existence of
conformal metrics with constant scalar curvature and minimal boundary was
studied in [13, 20]; see also [7, 26].)
Let (Mn, g0) be a compact Riemannian manifold with boundary ∂M and
dimension n ≥ 3. We consider the following conformal invariant defined in
[21]:
Q(M, ∂M) = inf
g∈[g0]
∫
M
Rgdvg + 2
∫
∂M
Hgdσg(∫
∂M
dσg
) n−2
n−1
= inf
{ u∈C1(M¯),u.0 on ∂M}
∫
M
(
4(n−1)
n−2 |du|2g0 + Rg0u2
)
dvg0 +
∫
∂M
2Hg0u
2dσg0(∫
∂M
|u| 2(n−1)n−2 dσg0
) n−2
n−1
,
where Hg and dσg denote respectively the trace of the 2nd fundamental form
and the volume form of ∂M, with respect to the metric g, and [g0] stands for
the conformal class of the metric g0. Although we always have Q(M, ∂M) ≤
Q(Bn, ∂B), where Bn is the closed unit ball in Rn, we may have Q(M, ∂M) = −∞
(see [22]).
Conformal scalar-flat metrics in compact manifolds with boundary can be
easily obtained under the hypothesis that Q(M, ∂M) > −∞ (which is the case
when the scalar curvature is non-negative). To that end, we can use, as the
conformal factor, the first eigenfunction of a linear eigenvalue problem (see [21,
Proposition 1.4]).
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Weare interested in a formulation of a Yamabe-type flow for compact scalar-
flat manifolds with boundary proposed by S. Brendle in [10]. This flow evolves
a conformal family of metrics g(t), t ≥ 0, according to the equations

Rg(t) = 0 , inM ,
∂
∂t g(t) = −2(Hg(t) −Hg(t))g(t) , on ∂M ,
(1.1)
where, Hg stands for the average
(∫
∂M
dσg
)−1 ∫
∂M
Hgdσg. (We refer the reader
to Section 2 for the formulation in terms of the conformal factor.)
Brendle proved short-time existence of a unique solution to (1.1) for a given
initial metric and the following long-time result:
Theorem 1.1 ([10]). Suppose that:
(i) Q(M, ∂M) ≤ 0, or
(ii) Q(M, ∂M) > 0, M is locally conformally flat with umbilic boundary, and the
boundary of the universal cover of M is connected.
Then, for every initial scalar-flat metric g(0) on M, the flow (1.1) exists for all
time t ≥ 0 and converges to a scalar-flat metric with constant mean curvature on the
boundary.
Inspired by the ideas in [11, 12], we handle the remaining cases of this
problem. Define
Z = {x0 ∈ ∂M ; lim sup
x→x0
dg0(x, x0)
2−d|Wg0(x)| = lim sup
x→x0
dg0(x, x0)
1−d|πg0(x)| = 0} ,
whereWg0 denotes theWeyl tensor ofM, πg0 the trace-free second fundamental
form of ∂M, and d =
[
n−2
2
]
. Our first result is the following:
Theorem 1.2. Suppose that (Mn, g0) is not conformally diffeomorphic to the unit ball
Bn and satisfies Q(M, ∂M) > 0. If
(a)Z = ∅, or
(b) n ≤ 7, or
(c) M is spin,
then, for any initial scalar-flat metric g(0), the flow (1.1) exists for all time t ≥ 0 and
converges to a scalar-flat metric with constant mean curvature on the boundary.
Since Euclidean domains are spin, the following is an immediate conse-
quence of Theorems 1.1 and 1.2:
Corollary 1.3. If M ⊂ Rn is a compact domain with smooth boundary, then the flow
(1.1), starting with any scalar-flat metric, exists for all time t ≥ 0 and converges to a
scalar-flat metric with constant mean curvature on the boundary.
Condition (a) in Theorem 1.2 is particularly satisfied if the trace-free second
fundamental form of ∂M is nonzero everywhere. In dimensions n ≥ 4, the set
of metrics which satisfy this latter condition is an open and dense subset of the
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space of all Riemannian metrics onM. This hypothesis was used in [3] to prove
compactness of the set of solutions to the Yamabe problem on manifolds with
boundary.
Conditions (b) and (c) allow us to make use of a positive mass theorem for
manifolds with a non-compact boundary, very recently proved in [6].
Before stating our main result, from which Theorem 1.2 follows, we will
discuss this positive mass theorem and the concept of mass for those manifolds.
Let (N, g) be a Riemannian manifold with non-compact boundary ∂N.
Definition 1.4. We say that N is asymptotically flat with order p > 0, if there is
a compact set K ⊂ N and a diffeomorphism f : N\K → Rn+\B+1 (0) such that, in
the coordinate chart defined by f (called asymptotic coordinates ofM), we have
|gab(y) − δab| + |y||gab,c(y)| + |y|2|gab,cd(y)| = O(|y|−p) , as |y| → ∞ ,
where a, b, c, d = 1, ..., n.
Here, Rn+ = {(y1, ..., yn) ∈ Rn ; yn ≥ 0} and B+1 (0) = {y ∈ Rn+ ; |y| ≤ 1}.
Suppose that Nn, with dimension n ≥ 3, is asymptotically flat with order
p > n−22 . Let (y1, ..., yn) be the asymptotic coordinates induced by the diffeo-
morphism f as above. We also assume that Rg is integrable on N, and Hg is
integrable on ∂N. Then the limit
m(g) := (1.2)
lim
R→∞

n∑
a,b=1
∫
y∈Rn+, |y|=R
(gab,b − gbb,a)
ya
|y| dσR +
n−1∑
i=1
∫
y∈∂Rn+, |y|=R
gni
yi
|y| dσR

exists, and we call it themass of (M, g) . Moreover,m(g) is a geometric invariant
in the sense that it does not depend on the asymptotic coordinates. (This
definition of mass was presented to me by F. Marques.)
Conjecture 1.5 (Positive mass). If Rg,Hg ≥ 0, then we have m(g) ≥ 0 and the
equality holds if and only if N is isometric to Rn+.
In [6], this conjecture is reduced to the case of manifolds without boundary,
known in the spin case for any dimensions ([40]) and for n ≤ 7 in general
([32, 33]), so we have the following result:
Theorem 1.6 ([6]). Conjecture 1.5 holds true if n ≤ 7 or if N is spin.
Remark 1.7. Special cases of this conjecture were previously obtained by S.
Raulot in [30] and by J. Escobar in the appendix of [20].
The asymptotically flat manifolds used in this paper are obtained as the
generalized stereographic projections of the compact Riemannian manifold
with boundary (M, g0). Those stereographic projections are performed around
points x0 ∈ ∂M by means of the Green functions Gx0 , with singularity at x0,
obtained in Appendix B. After choosing a new background metric gx0 ∈ [g0]
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with better coordinates expansion around x0 (see Section 3.2), we consider the
asymptotically flat manifold (M\{x0}, g¯x0), where g¯x0 = G
4
n−2
x0 gx0 satisfies Rg¯x0 ≡ 0
and Hg¯x0 ≡ 0. If x0 ∈ Z, according to Proposition 3.12, this manifold has
asymptotic order p > n−22 , so Conjecture 1.5 claims that m(g¯x0) > 0 unless M is
conformally equivalent to the unit ball.
Our main result, which implies Theorem 1.2, is the following:
Theorem 1.8. Suppose that (Mn, g0) is not conformally diffeomorphic to the unit ball
Bn and satisfies Q(M, ∂M) > 0.
If m(g¯x0) > 0 for all x0 ∈ Z, then, for any initial scalar-flat metric g(0), the flow
(1.1) exists for all time t ≥ 0 and converges to a scalar-flat metric with constant mean
curvature on the boundary.
The proof of Theorem 1.8 follows the arguments in [11]. An essential step is
the constructionof a family of test functions onM, whose energies are uniformly
bounded by the Sobolev quotientQ(Bn, ∂B). This construction is inspired by the
test functions introduced by S. Brendle in [12] for the case of closed manifolds.
The functionswe use herewere obtained in [16] in the case of umbilic boundary,
where S. Chen addresses the existence of solutions to the Yamabe problem for
manifolds with boundary, using an approach similar to the one in [13]. In the
present work, we extend those functions to the case when the boundary does
not need to be umbilic.
Another crucial result used in the proof of our main theorem is the result in
[5], which is a modification of a compactness theorem due to M. Struwe in [38];
see also Chapter 3 of [19] and [14, 15, 29].
This paper is organized as follows. In Section 2, we establish some prelimi-
naries and prove the long-time existence of the flow. In Section 3, we construct
the necessary test functions by modifying the arguments in [16]. In Section 4,
we make use of the compactness theorem in [5] to carry out a blow-up anal-
ysis using the test functions. In Section 5, firstly we use the blow-up analysis
to prove a result which is analogous to Proposition 3.3 of [11]. Then we use
this result to prove the main theorem by estimating the solution to the flow
uniformly in t ≥ 0. In Appendix A, we establish some elliptic estimates. In
Appendix B,we construct theGreen function used in this work and prove some
of its properties.
2 Preliminary results and long-time existence
Notation. In the rest of this paper,Mn will denote a compactmanifold of dimen-
sion n ≥ 3 with boundary ∂M, and g0 will denote a background Riemannian
metric on M. We will denote by Br(x) (resp. Dr(x)) the metric ball in M (resp.
∂M) of radius rwith center x ∈M (resp. x ∈ ∂M).
For any Riemannian metric g on M, ηg will denote the inward unit normal
vector to ∂M respect to g and ∆g the Laplace-Beltrami operator,.
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If z0 ∈ Rn+, we set B+r (z0) = {z ∈ Rn+ ; |z − z0| < r},
∂+B+r (z0) = ∂B
+
r (z0) ∩Rn+ , and ∂′B+r (z0) = B+r (z0) ∩ ∂Rn+ .
Finally, for any z = (z1, ..., zn−1, zn) we set z¯ = (z1, ..., zn−1, 0) ∈ ∂Rn+  Rn−1.
Convention. We assume that (M, g0) satisfies Q(M, ∂M) > 0. According to [21,
Proposition 1.4], we can also assume that Rg0 ≡ 0 andHg0 > 0, after a conformal
change of the metric. Multiplying g0 by a positive constant, we can suppose
that
∫
∂M
dσg0 = 1.
The Sobolev spacesHp(M) and Lp(M) are defined with respect to the metric
g0, and H
p(∂M) and Lp(∂M) with respect to the induced metric on ∂M.
We will adopt the summation convention whenever confusion is not possi-
ble, and use indices a, b, c, d = 1, ..., n, and i, j, k, l = 1, ..., n− 1.
If g = u
4
n−2 g0 for some positive smooth function u onM, we know that

Rg = u
− n+2n−2
(
−4(n − 1)
n − 2 ∆g0u + Rg0
)
, inM ,
Hg = u
− n
n−2
(
−2(n − 1)
n − 2
∂
∂ηg0
u +Hg0u
)
, on ∂M ,
(2.1)
and the operators Lg =
4(n−1)
n−2 ∆gu − Rg and Bg = 2(n−1)n−2 ∂∂ηg u −Hg satisfy
L
u
4
n−2 g0
(u−1ζ) = u−
n+2
n−2Lg0ζ, (2.2)
B
u
4
n−2 g0
(u−1ζ) = u−
n
n−2Bg0ζ , (2.3)
for any smooth function ζ.
If u(t) = u(·, t) is a 1-parameter family of positive smooth functions on M
and g(t) = u(t)
4
n−2 g0 with Rg0 ≡ 0, then (1.1) can be written as
∆g0u(t) = 0 , inM ,
∂
∂t
u(t) = −n − 2
2
(Hg(t) −Hg(t))u(t) , on ∂M .
(2.4)
The second equation of (2.4) can also be written as
∂
∂t
u(t) = (n − 1)u(t)− 2n−2 ∂
∂ηg0
u(t) − n − 2
2
Hg0u(t)
1− 2n−2
− n − 2
2
u(t)
∫
∂M
(
2(n − 1)
n − 2
∂
∂ηg0
u(t) −Hg0u(t)
)
u(t)dσg0 .
Recall that short-time existence of solutions to the equations (2.4) was obtained
in [10]. Hence, those equations have a solution u(t) defined for all t in the
maximal interval [0,Tmax).
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According to [10, Lemma 3.8], the function Hg(t) on ∂M can be extended to
a smooth function onM, also denoted by Hg(t), satisfying

∆g(t)Hg(t) = 0 , inM ,
∂
∂t
Hg(t) = (n − 1) ∂
∂ηg(t)
Hg(t) +Hg(t)(Hg(t) −Hg(t)) , on ∂M . (2.5)
Hence, the evolution equations for the volume form dσg(t) of ∂M and for
Hg(t) are given by
d
dt
dσg(t) = −(n − 1)(Hg(t) −Hg(t))dσg(t) (2.6)
and
d
dt
Hg(t) = −(n − 2)
∫
∂M
(Hg(t) −Hg(t))2dσg(t) . (2.7)
In particular, we can assume that
∫
∂M
dσg(t) = 1 , for all t ∈ [0,Tmax) , (2.8)
and we see that Hg(t) is decreasing.
The next proposition is a direct application of the maximum principle to the
equations (2.5).
Proposition 2.1. We have
inf
∂M
Hg(t) ≥ min{inf
∂M
Hg(0), 0} , for all t ∈ [0,Tmax).
Set
σ = 1 −min{0, inf
∂M
Hg(0)} = max{sup
∂M
(1 −Hg(0)), 1} .
By Proposition 2.1, we have Hg(t) + σ ≥ 1 for all t ∈ [0,Tmax).
In order to prove that Tmax = ∞, we will prove uniform estimates for u(t) on
[0,T), if T is finite.
Proposition 2.2. Let 0 < T ≤ Tmax. If T < ∞, then there exist C(T), c(T) > 0 such
that
sup
M
u(t) ≤ C(T) and inf
M
u(t) ≥ c(T) , for all t ∈ [0,T) . (2.9)
Proof. It follows from the evolution equations (2.4) and (2.7), and from the
inequality Hg(t) + σ ≥ 1 that
∂
∂t
logu(t) = −n − 2
2
(Hg(t) −Hg(t)) ≤ n − 2
2
(Hg(0) + σ) , on ∂M .
Since T < ∞, there exists C(T) > 0 such that sup∂M u(t) ≤ C(T) for all t ∈ [0,T),
and the first estimate of (2.9) follows from the maximum principle.
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In order to prove the second one, first wewill prove that there exists c(T) > 0
such that
‖u(t)‖
L
2n
n−2 (M)
≥ c(T) , for all t ∈ [0,T) . (2.10)
Suppose by contradiction this is not true. Then there exists a sequence
{t j}∞j=1 ⊂ [0,T) such that u j = u(t j) → 0 in L
2n
n−2 (M) as j → ∞. Using (2.1), (2.7),
and the boundary area normalization (2.8), we see that
∫
M
2(n − 1)
n − 2 |du(t)|
2
g0dvg0 +
∫
∂M
Hg0u(t)
2dσg0 = Hg(t) ≤ Hg(0) , for all t ≥ 0. (2.11)
Hence, there exists u0 ∈ H1(M) such that, up to a subsequence, u j ⇀ u0 in
H1(M). By the Sobolev embedding theorems, we can also assume that u j → u0
in L2(M) and, at the same time, u j → u0 in L2(∂M). Since we are assuming
u j → 0 in L 2nn−2 (M), we see that u0 ≡ 0 a.e., and thus u j → 0 in L2(∂M). Since
sup∂M u j ≤ C(T), it follows from interpolation that u j → 0 in L
2(n−1)
n−2 (∂M). This
contradicts the boundary area normalization and proves the estimate (2.10).
We set P = Hg0 + σC(T)
2
n−1 and observe that, for all t ∈ [0,T),
−2(n − 1)
n − 2
∂u(t)
∂ηg0
+ Pu(t) ≥ −2(n − 1)
n − 2
∂u(t)
∂ηg0
+Hg0u(t) + σu(t)
n
n−2
= (Hg(t) + σ)u(t)
n
n−2 ≥ 0 .
Then it follows from Proposition A-4 that there exists c(T) > 0 such that
(
inf
M
u(t)
) n−2
2n
(
sup
M
u(t)
) n+2
2n ≥ c(T)
(∫
M
u(t)
2n
n−2 dvg0
) n−2
2n
for all t ∈ [0,T). Then the second estimate of (2.9) easily follows using the fact
that supM u(t) ≤ C(T). 
Now we proceed as in [10, p.642] to conclude that, if T is finite, all higher
order derivatives of u are uniformly bounded on [0,T). This implies that u(t) is
defined for all t ≥ 0.
Notation. We define
H∞ = lim
t→∞
Hg(t) (2.12)
and observe that H∞ ≥ 12Q(M, ∂M) > 0.
Next we establish some auxiliary results to be used in the rest of the paper.
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Lemma 2.3. For any p > 2 we have
d
dt
∫
∂M
(Hg(t) + σ)
p−1dσg(t) =
− 4(n − 1)(p − 2)
p − 1
∫
M
∣∣∣∣d(Hg(t) + σ) p−12
∣∣∣∣2
g(t)
dvg(t)
− (n − p)
∫
∂M
{
(Hg(t) + σ)
p−1 − (Hg(t) + σ)p−1
}
(Hg(t) −Hg(t))dσg(t)
− (p − 1)
∫
∂M
σ
{
(Hg(t) + σ)
p−2 − (Hg(t) + σ)p−2
}
(Hg(t) −Hg(t))dσg(t) .
Proof. This lemma is a direct computationusing the equations (2.5) and (2.6). 
Lemma 2.4. For any p > n − 1 there exists C > 0 such that
d
dt
∫
∂M
|Hg(t) −Hg(t) |pdσg(t) ≤C
∫
∂M
|Hg(t) −Hg(t)|pdσg(t) (2.13)
+ C
{∫
∂M
|Hg(t) −Hg(t) |pdσg(t)
} p+2−n
p+1−n
for all t.
Proof. From the evolution equations (2.5), (2.6), and (2.7), we obtain
d
dt
∫
∂M
|Hg(t) −Hg(t)|pdσg(t)
= p(n − 1)
∫
∂M
|Hg(t) −Hg(t)|p−2(Hg(t) −Hg(t))
∂Hg(t)
∂ηg(t)
dσg(t)
+ p
∫
∂M
|Hg(t) −Hg(t)|pHg(t)dσg(t)
− (n − 1)
∫
∂M
|Hg(t) −Hg(t)|p(Hg(t) −Hg(t))dσg(t)
+ p(n − 2)
∫
∂M
|Hg(t) −Hg(t)|p−2(Hg(t) −Hg(t))dσg(t)
∫
∂M
(Hg(t) −Hg(t))2dσg(t) .
Using the identity
p
∫
M
| f |p−2 f∆g f dvg +
4(p − 1)
p
∫
M
∣∣∣d| f | p2 ∣∣∣2
g
dvg = −p
∫
∂M
| f |p−2 f ∂ f
∂ηg
dσg ,
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we can write
d
dt
∫
∂M
|Hg(t) −Hg(t)|pdσg(t)
= − (p − 1)(n − 2)
p
{ ∫
M
4(n − 1)
n − 2
∣∣∣d|Hg(t) −Hg(t) | p2 ∣∣∣2dvg(t)
+
∫
∂M
2Hg(t)|Hg(t) −Hg(t)|pdσg(t)
}
+
(
2(p − 1)(n − 2)
p
+ p + 1 − n
) ∫
∂M
|Hg(t) −Hg(t)|p(Hg(t) −Hg(t))dσg(t)
+
(
2(p − 1)(n − 2)
p
+ p
)∫
∂M
Hg(t)|Hg(t) −Hg(t)|pdσg(t)
+ p(n − 2)
∫
∂M
|Hg(t) −Hg(t)|p−2(Hg(t) −Hg(t))dσg(t)
∫
∂M
(Hg(t) −Hg(t))2dσg(t) .
Since p > n − 1 and Hg(t) is nonincreasing, using Ho¨lder’s inequality and∫
∂M
dσg(t) = 1, we obtain
d
dt
∫
∂M
|Hg(t) −Hg(t) |pdσg(t) (2.14)
≤ − (p − 1)(n − 2)
p
Q(M, ∂M)
{∫
∂M
|Hg(t) −Hg(t)|
p(n−1)
n−2 dσg(t)
} n−2
n−1
+
(
2(p − 1)(n − 2)
p
+ p + 1 − n
) ∫
∂M
|Hg(t) −Hg(t)|p+1dσg(t)
+
(
2(p − 1)(n − 2)
p
+ p
) ∫
∂M
Hg0 |Hg(t) −Hg(t)|pdσg(t)
+ p(n − 2)
{∫
∂M
|Hg(t) −Hg(t)|pdσg(t)
} p+1
p
.
Applying the Young’s inequalityAB ≤ αA 1α + (1−α)A 11−α to the interpolation
inequality ‖ f ‖p+1
Lp+1(∂M)
≤ ‖ f ‖αp
L
p(n−1)
n−2 (∂M)
‖ f ‖1+(1−α)p
Lp(∂M)
with α = n−1p < 1, we obtain
∫
∂M
|Hg(t) −Hg(t)|p+1dσg(t) ≤ δ
{∫
∂M
|Hg(t) −Hg(t)|
p(n−1)
n−2 dσg(t)
} n−2
n−1
+ δ−
α
1−α
{∫
∂M
|Hg(t) −Hg(t)|pdσg(t)
} p+2−n
p+1−n
for any 0 < δ < 1. Choosing δ small, we substitute this last inequality in (2.14)
and apply again Young’s inequality to obtain the estimate (2.13). 
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Proposition 2.5. Fix n − 1 < p < n. Then
lim
t→∞
∫
∂M
|Hg(t) −Hg(t) |pdσg(t) = 0 .
Proof. Since p > n − 1 ≥ 2, it follows from Lemma 2.3 that
d
dt
∫
∂M
(Hg(t) + σ)
p−1dσg(t)
≤ −(n − p)
∫
∂M
{
(Hg(t) + σ)
p−1 − (Hg(t) + σ)p−1
}
(Hg(t) −Hg(t)) dσg(t) .
One can also check that{
(Hg(t) + σ)
p−1 − (Hg(t) + σ)p−1
}
(Hg(t) −Hg(t)) ≥ c|Hg(t) −Hg(t)|p .
Hence, for p < n we have
d
dt
∫
∂M
(Hg(t) + σ)
p−1dσg(t) ≤ −c
∫
∂M
|Hg(t) −Hg(t) |pdσg(t) .
Integrating, we obtain
∫ ∞
0
∫
∂M
|Hg(t) −Hg(t)|pdσg(t) dt ≤ c−1
∫
∂M
(Hg0 + σ)
p−1dσg0 ,
which implies
lim inf
t→∞
∫
∂M
|Hg(t) −Hg(t)|pdσg(t) = 0 .
On the other hand, since p > n − 1, we can apply Lemma 2.4 to conclude the
proof. 
Corollary 2.6. For any 1 < p < n we have
lim
t→∞
∫
∂M
|Hg(t) −H∞|pdσg(t) = 0 .
3 The test function
In this section, we construct a test function to be used in our subsequent blow-
up analysis. Since our construction follows the same steps of [16], we only
point out the necessary modifications.
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3.1 The auxiliary function φ and some algebraic preliminaries
First we fix some notations. If ǫ > 0, we define
Uǫ(y) =
(
ǫ
(ǫ + yn)2 + |y¯|2
) n−2
2
for y ∈ Rn+ . (3.1)
It is well known that the Uǫ satisfy

∆Uǫ = 0 , inRn+ ,
∂nUǫ + (n − 2)U
n
n−2
ǫ = 0 , on ∂R
n
+ ,
(3.2)
and
4(n − 1)
(∫
∂Rn+
Uǫ(y)
2(n−1)
n−2 dy
) 1
n−1
= Q(Bn, ∂B) . (3.3)
In this section, H will denote a symmetric trace-free 2-tensor on Rn+ with
componentsHab, a, b = 1, ..., n, satisfying

Hab(0) = 0 , for a, b = 1, ..., n ,
Han(x) = 0 , forl x ∈ Rn+, a = 1, ..., n ,
∂kHi j(0) = 0 , for i, j, k = 1, ..., n − 1 ,∑n−1
j=1 x jHi j(x) = 0 , for x ∈ ∂Rn+, i = 1, ..., n − 1 .
(3.4)
We will also assume that those components are of the form
Hab(x) =
d∑
|α|=1
hab,αx
α for x ∈ Rn+ , (3.5)
where d =
[
n−2
2
]
and each α stands for a multi-index. Obviously, the constants
hab,α ∈ R satisfy han,α = 0 for any α, and hab,α = 0 for any α , (0, ..., 0, 1) with
|α| = 1, where a, b = 1, ..., n.
Let η : R→ R be a non-negative smooth function such that η|[0,4/3] ≡ 1 and
η|[5/3,∞) ≡ 0. If ρ > 0, we define
ηρ(x) = η
( |x|
ρ
)
for x ∈ Rn+ . (3.6)
Notice that ∂nηρ = 0 on ∂Rn+.
Let V = V(ǫ, ρ,H ) be the smooth vector field on Rn+ obtained in [16, Propo-
sition 12], which satisfies

∑n
b=1 ∂b
{
U
2n
n−2
ǫ (ηρHab − ∂aVb − ∂bVa + 2n (divV)δab)
}
= 0 , inRn+ ,
∂nVi = Vn = 0 , on ∂Rn+ ,
(3.7)
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for a = 1, ..., n, and i = 1, ..., n − 1, and
|∂βV(x)| ≤ C(n, |β|)
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|(ǫ + |x|)|α|+1−|β| (3.8)
for any multi-index β. Here,
δab =

1 , if a = b ,
0 , if a , b .
We define symmetric trace-free 2-tensors S and T on Rn+ by
Sab = ∂aVb + ∂bVa − 2
n
(divV)δab and T = H − S .
Observe that Tin = Sin = 0 on ∂Rn+ for i = 1, ..., n− 1. It follows from (3.7) that T
satisfies
Uǫ∂bTab +
2n
n − 2∂bUǫTab = 0 , in B
+
ρ (0) , for a = 1, ..., n .
(Recall that we are adopting the summation convention.) In particular,
n − 2
4(n − 1)Uǫ∂a∂bTab + ∂a(∂bUǫTab) = 0 , in B
+
ρ (0) , (3.9)
where we have used the identity Uǫ∂a∂bUǫ − nn−2∂aUǫ∂bUǫ = − 1n−2 |dUǫ|2δab in
R
n
+ for all a, b = 1, ..., n.
Next we define the auxiliary function φ = φǫ,ρ,H by
φ = ∂aUǫVa +
n − 2
2n
UǫdivV . (3.10)
By [16, Propositions 1 and 5] and equation (3.9), we have
∆φ = n−24(n−1)Uǫ∂b∂aHab + ∂b(∂aUǫHab), in B+ρ (0) ,
∂nφ − nn−2U−1ǫ ∂nUǫφ = − 12(n−1)∂nUǫSnn, on ∂Rn+ .
Observe that if n = 3 then d = 0, in which caseH ≡ 0 and φ ≡ 0.
Convention. In the rest of Section 3.1 we will assume that n ≥ 4.
We define algebraic Schouten tensor and algebraic Weyl tensor by
Aac = ∂c∂eHae + ∂a∂eHce − ∂e∂eHac − 1
n − 1∂e∂ fHe fδac
and
Zabcd = ∂b∂dHac − ∂b∂cHad + ∂a∂cHdb − ∂a∂dHbc
+
1
n − 2 (Aacδbd − Aadδbc + Abdδac − Abcδdb) .
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We also set
Qab,c = Uǫ∂cTab − 2
n − 2∂aUǫTbc −
2
n − 2∂bUǫTac
+
2
n − 2∂dUǫTadδbc +
2
n − 2∂dUǫTbdδac .
Lemma 3.1. If the tensorH satisfies

Zabcd = 0, inRn+ ,
∂nHi j = 0, on ∂Rn+ ,
thenH = 0 in Rn+.
Proof. Observe that the hypothesis ∂nHi j = 0 on ∂Rn+ implies that hi j,α = 0 for
α = (0, ..., 0, 1). In this case, the expression (3.5) can be written as
Hab(x) =
d∑
|α|=2
hab,αx
α .
Now the result is just Proposition 2.3 of [13]. 
Proposition 3.2. Set Ur = Br/4(0, ..., 0,
3r
2 ) ⊂ Rn+. Then there exists C = C(n) > 0
such that
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2r2|α|−4+n ≤ C
∫
Ur
ZabcdZabcd + Cr
−1
∫
∂′B+
5r
3
(0)\∂′B+
4r
3
(0)
∂nHi j∂nHi j ,
for all r > 0.
Proof. If r = 1, observe that the square roots of both sides of the inequality are
norms inH , due to Lemma 3.1. The general case follows by scaling. 
Lemma 3.3. There exists C = C(n) > 0 such that
ǫn−2r6−2n
∫
Ur
ZabcdZabcd ≤ C
θ
∫
B+
2r
(0)\B+r (0)
Qab,cQab,c + θǫ
n−2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2r2|α|+2−n
for all 0 < θ < 1 and all r ≥ ǫ.
Proof. This follows from the third formula in the proof of Proposition 7 in [13],
by means of Young’s inequality. Observe that, in our calculations, we are using
the range 1 ≤ |α| ≤ d in the summation formulas, instead of the range 2 ≤ |α| ≤ d
used in [13]. 
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Lemma 3.4. There exists C = C(n) > 0 such that
ǫn−2r5−2n
∫
∂′B+
5r
3
(0)\∂′B+
4r
3
(0)
∂nHi j∂nHi j
≤ θǫn−2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2r2|α|+2−n
+ C
∫
∂′B+
2r
(0)\∂′B+r (0)
(−∂nUǫ)Uǫ(Snn)2 + C
θ
∫
B+
2r
(0)\B+r (0)
Qi j,nQi j,n
for all 0 < θ < 1 and all r ≥ ǫ.
Proof. Let χ : R → R be a non-negative smooth function such that χ(t) = 1
for t ∈ [4/3, 5/3] and χ(t) = 0 for t < [1, 2]. For r > 0 and x ∈ Rn+ we define
χr(x) = χ(|x|/r). It follows from ∂nSi j = 2n(n−1)(n−2)∂nUǫU−1ǫ Snnδi j, on ∂Rn+, (see the
proof of Proposition 5 in [16]) that, on ∂Rn+, we have
Uǫ∂nUǫ(Snn)
2 =
(n − 1)(n − 2)2
4n2
U3ǫ(∂nUǫ)
−1∂nSi j∂nSi j
=
(n − 1)(n − 2)2
4n2
U3ǫ(∂nUǫ)
−1(∂nHi j − ∂nTi j)(∂nHi j − ∂nTi j) .
Using the fact that 12a
2 ≤ (a − b)2 + b2 for any a, b ∈ R, we obtain
∫
∂Rn+
Uǫ(−∂nUǫ)(Snn)2χr + (n − 1)(n − 2)
2
4n2
∫
∂Rn+
U3ǫ(−∂nUǫ)−1∂nTi j∂nTi jχr
≥ (n − 1)(n − 2)
2
8n2
∫
∂Rn+
U3ǫ(−∂nUǫ)−1∂nHi j∂nHi jχr
≥ C−1ǫn−2r5−2n
∫
∂′B+
5r
3
(0)\∂′B+
4r
3
(0)
∂nHi j∂nHi j , (3.11)
where C = C(n) > 0. Since Uǫ∂nTi j = Qi j,n on ∂Rn+, integration by parts gives∫
∂Rn+
U3ǫ(−∂nUǫ)−1∂nTi j∂nTi jχr =
∫
∂Rn+
Uǫ(−∂nUǫ)−1Qi j,nQi j,nχr (3.12)
=
∫
Rn+
∂n
{
Uǫ(∂nUǫ)
−1Qi j,nQi j,nχr
}
=
∫
R
n
+
Qi j,nQi j,nχr −
∫
R
n
+
Uǫ(∂nUǫ)
−2(∂n∂nUǫ)Qi j,nQi j,nχr
+
∫
Rn+
2Uǫ(∂nUǫ)
−1∂nQi j,nQi j,nχr +
∫
Rn+
Uǫ(∂nUǫ)
−1Qi j,nQi j,n∂nχr .
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Estimating the terms on the right-hand side of (3.12) and using Ho¨lder’s and
Young’s inequalities, we obtain
∫
∂Rn+
U3ǫ(−∂nUǫ)−1∂nTi j∂nTi jχr (3.13)
≤ C
ǫ
n−2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2r2|α|+2−n

1
2
·

∫
B+
2r
(0)\B+r (0)
Qi j,nQi j,n

1
2
≤ θǫn−2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2r2|α|+2−n + C
θ
∫
B+
2r
(0)\B+r (0)
Qi j,nQi j,n .
Now the result follows from the estimates (3.11) and (3.13). 
Proposition 3.5. There exists λ = λ(n) > 0 such that
λǫn−2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2
∫
B+ρ (0)
(ǫ + |x|)2|α|+2−2ndx
≤ 1
4
∫
B+ρ (0)
Qab,cQab,cdx − n
2
2(n − 1)(n − 2)
∫
∂′B+ρ (0)
∂nUǫUǫ(Snn)
2dx
for all ρ ≥ 2ǫ.
Proof. It follows from Proposition 3.2, Lemma 3.3, and Lemma 3.4 that
ǫn−2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2r2|α|+2−n
≤C
∫
∂′B+
2r
(0)\∂′B+r (0)
(−∂nUǫ)Uǫ(Snn)2 + C
∫
B+
2r
(0)\B+r (0)
Qab,cQab,c
for all r ≥ ǫ. Now the assertion follows. 
3.2 Defining the test function u¯(x,ǫ) and estimating its Sobolev
quotient
Definition 3.6. Fix x0 ∈ ∂M and geodesic normal coordinates for ∂M centered
at x0. Let (x1, ..., xn−1) be the coordinates of x ∈ ∂M and ν(x) be the inward unit
vector normal to ∂M at x. For small xn ≥ 0, the point expx(xnν(x)) ∈M is said to
have Fermi coordinates (x1, ..., xn) (centered at x0).
For small ρ > 0, the Fermi coordinates centered at x0 define a smooth
map ψx0 : B
+
ρ (0) ⊂ Rn+ → M. We will sometimes omit the symbols ψx0 in
order to simplify our notations, identifying ψx0(x) ∈ M with x ∈ B+ρ (0). In
those coordinates, we have the properties gab(0) = δab and gnb(x) = δnb, for any
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x ∈ B+ρ (0) and a, b = 1, ..., n. If wewrite g = exp(h), where exp denotes thematrix
exponential, then the symmetric 2-tensor h satisfies the following properties:

hab(0) = 0 , for a, b = 1, ..., n ,
han(x) = 0 , for x ∈ B+ρ (0), a = 1, ..., n ,
∂khi j(0) = 0 , for i, j, k = 1, ..., n− 1 ,∑n−1
j=1 x jhi j(x) = 0 , for x ∈ ∂′B+ρ (0), i = 1, ..., n− 1 .
The last two properties follow from the fact that Fermi coordinates are normal
on the boundary.
According to [27, Proposition 3.1], for each x0 ∈ ∂Mwe can find a conformal
metric gx0 = f
4
n−2
x0 g0, with fx0(x0) = 1, and Fermi coordinates centered at x0 such
that det(gx0)(x) = 1+O(|x|2d+2). In particular, if we write gx0 = exp(hx0), we have
tr(hx0)(x) = O(|x|2d+2). Moreover,Hgx0 , the trace of the second fundamental form
of ∂M, satisfies
Hgx0 (x) = −
1
2
gi j∂ngi j(x) = −1
2
∂n(log det(gx0))(x) = O(|x|2d+1) . (3.14)
Since M is compact, we can fix a small ρ such that 1/2 ≤ fx0 ≤ 3/2 for any
x0 ∈ ∂M.
Notation. In order to simplify our notations, in the coordinates above, we will
write gab and g
ab instead of (gx0)ab and (gx0)
ab respectively, and hab instead of
(hx0)ab.
In this section, we denote by
Hab(x) =
∑
1≤|α|≤d
hab,αx
α
the Taylor expansion of order d =
[
n−2
2
]
associated with the function hab(x).
Thus, hab(x) = Hab(x) + O(|x|d+1). Observe that H is a symmetric trace-free 2-
tensor on Rn+, which satisfies the properties (3.4) and has the form (3.5). Then
we can use the function φ = φǫ,ρ,H (see formula (3.10)) and the results obtained
in Section 3.1.
Let us assumeQ(M, ∂M) > 0. Recall the definitions ofUǫ in (3.1), ηρ in (3.6),
and H∞ in (2.12). Define
U¯(x0,ǫ)(x) =
(
2(n − 1)
H∞
) n−2
2
ηρ(ψ
−1
x0 (x))
(
Uǫ(ψ
−1
x0 (x)) + φ(ψ
−1
x0 (x))
)
(3.15)
+
(
2(n − 1)
H∞
) n−2
2
ǫ
n−2
2
(
1 − ηρ(ψ−1x0 (x))
)
Gx0(x) ,
if x ∈ ψx0(B+2ρ(0)), and
U¯(x0,ǫ)(x) = Gx0(x) , otherwise .
17
Here, Gx0 is the Green’s function of the conformal Laplacian Lgx0 = ∆gx0 −
n−2
4(n−1)Rgx0 , with pole at x0 ∈ ∂M, satisfying the boundary condition
∂
∂ηgx0
Gx0 −
n − 2
2(n − 1)Hgx0Gx0 = 0 (3.16)
and the normalization lim|y|→0 |y|n−2Gx0(ψx0(y)) = 1. This function, obtained in
Proposition B-2, satisfies
|Gx0(ψx0(y)) − |y|2−n| ≤ C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α||y||α|+2−n + C|y|d+3−n , (3.17)
∣∣∣∣∣ ∂∂yb (Gx0(ψx0(y)) − |y|2−n)
∣∣∣∣∣ ≤ C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α||y||α|+1−n + C|y|d+2−n , (3.18)
for all b = 1, ..., n.
By the estimate (3.8), φ satisfies |φ(y)| ≤ Cǫ n−22 ∑n−1i, j=1∑d|α|=1 |hi j,α|(ǫ + |y|)|α|+2−n,
for all y ∈ Rn+, and
∣∣∣∣∂nφ(y) + nU 2n−2ǫ φ(y)
∣∣∣∣ ≤ Cǫ n2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|(ǫ + |y|)|α|−n ,
for all y ∈ ∂Rn+.
We define the test function
u¯(x0 ,ǫ) = fx0U¯(x0,ǫ) . (3.19)
Our main result in this section is the following estimate for the energy of
u¯(x0,ǫ):
Proposition 3.7. Under the hypothesis of Theorem 1.8, there exists ǫ0 > 0, depending
only on (M, g0), such that∫
M
4(n−1)
n−2 |du¯(x0,ǫ)|2g0dvg0 +
∫
∂M
2Hg0 u¯
2
(x0 ,ǫ)
dσg0(∫
∂M
u¯
2(n−1)
n−2
(x0 ,ǫ)
dσg0
) n−2
n−1
=
∫
M
{
4(n−1)
n−2 |dU¯(x0,ǫ)|2gx0 + Rgx0 U¯
2
(x0,ǫ)
}
dvgx0 +
∫
∂M
2Hgx0 U¯
2
(x0,ǫ)
dσgx0(∫
∂M
U¯
2(n−1)
n−2
(x0,ǫ)
dσgx0
) n−2
n−1
≤ Q(Bn, ∂B)
for all x0 ∈ ∂M and ǫ ∈ (0, ǫ0).
Convention. In the rest of Section 3,wewill use thenormalizationH∞ = 2(n−1),
without loss of generality.
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Let λ be the constant obtained in Proposition 3.5.
Proposition 3.8. There exist C = C(n, g0) and ρ0 = ρ0(n, g0) such that
∫
B+ρ (0)
{
4(n − 1)
n − 2 |d(Uǫ + φ)|
2
gx0
+ Rgx0 (Uǫ + φ)
2
}
dx +
∫
∂′B+ρ (0)
2Hgx0 (Uǫ + φ)
2dx
≤ 4(n − 1)
∫
∂′B+ρ (0)
U
2
n−2
ǫ
{
U2ǫ + 2Uǫφ +
n
n − 2φ
2 − n − 2
8(n − 1)2U
2
ǫ |Snn|2
}
dx
+
∫
∂+B+ρ (0)
{
4(n − 1)
n − 2 Uǫ∂aUǫ +U
2
ǫ∂bhab − ∂bU2ǫhab
}
xa
|x|dσρ
− λ
2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2ǫn−2
∫
B+ρ (0)
(ǫ + |x|)2|α|+2−2ndx
+ C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|ǫn−2ρ|α|+2−n + Cǫn−2ρ2d+4−n
for all 0 < 2ǫ ≤ ρ ≤ ρ0.
Proof. It follows from [12, Proposition 11] that the scalar curvature satisfies
|Rgx0 − ∂a∂bHab| ≤ C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α||x||α|−1 + C|x|d−1 (3.20)
and
∣∣∣Rgx0 − ∂a∂bhab + ∂b(Hab∂cHac) − 12∂bHab∂cHac +
1
4
∂cHab∂cHab
∣∣∣ (3.21)
≤ C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2|x|2|α|−1 + C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α||x||α|+d−1 + C|x|2d .
We point out that, although these estimates are a little weaker than those in [16,
Proposition 3], they are enough to prove our result.
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Following the steps in [16, Proposition 7] we obtain
∫
B+ρ (0)
{
4(n − 1)
n − 2 |d(Uǫ + φ)|
2
gx0
+ Rgx0 (Uǫ + φ)
2
}
dx +
∫
∂′B+ρ (0)
2Hgx0 (Uǫ + φ)
2dx
≤ −4(n − 1)
n − 2
∫
∂′B+ρ (0)
{
Uǫ∂nUǫ + 2∂nUǫφ +
n
n − 2U
−1
ǫ ∂nUǫφ
2
}
dx
+
n + 2
2(n − 2)
∫
∂′B+ρ (0)
Uǫ∂nUǫ(Snn)
2dx − 1
4
∫
B+ρ (0)
Qab,cQab,cdx
+
∫
∂+B+ρ (0)
{
4(n − 1)
n − 2 Uǫ∂aUǫ +U
2
ǫ∂bhab − ∂bU2ǫhab
}
xa
|x|dσρ
+
λ
2
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2ǫn−2
∫
B+ρ (0)
(ǫ + |x|)2|α|+2−2ndx
+ C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|ǫn−2ρ|α|+2−n + Cǫn−2ρ2d+4−n .
Now the assertion follows from Proposition 3.5 and the second equation of
(3.2). 
As in [16] (see also [12, 13]), we define the flux integral
I(x0, ρ) = 4(n − 1)
n − 2
∫
∂+B+ρ (0)
(|x|2−n∂aGx0 − ∂a|x|2−nGx0)
xa
|x|dσρ (3.22)
−
∫
∂+B+ρ (0)
|x|2−2n(|x|2∂bhab − 2nxbhab) xa|x|dσρ ,
for ρ > 0 sufficiently small.
Proposition 3.9. There exists ρ0 = ρ0(n, g0) such that
∫
M
{
4(n − 1)
n − 2 |dU¯(x0,ǫ)|
2
gx0
+ Rgx0 U¯
2
(x0,ǫ)
}
dvgx0 +
∫
∂M
2Hgx0 U¯
2
(x0,ǫ)
dσgx0
≤ Q(Bn, ∂B)
{∫
∂M
U¯
2(n−1)
n−2
(x0,ǫ)
dσgx0
} n−2
n−1
− ǫn−2I(x0, ρ)
− λ
4
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2ǫn−2
∫
B+ρ (0)
(ǫ + |x|)2|α|+2−2ndx
+ C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|ǫn−2ρ|α|+2−n + Cǫn−2ρ2d+4−n + Cρ1−nǫn−1
for all 0 < 2ǫ ≤ ρ ≤ ρ0.
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Proof. Once we have proved Proposition 3.8, our proof is analogous to the one
in [16, Proposition 9]. A necessary step is the estimate
4(n − 1)
∫
∂′B+ρ (0)
U
2
n−2
ǫ
(
U2ǫ + 2Uǫφ +
n
n − 2φ
2 − n − 2
8(n − 1)2U
2
ǫS
2
nn
)
dx (3.23)
≤ Q(Bn, ∂B)

∫
∂′B+ρ (0)
(Uǫ + φ)
2(n−1)
n−2 dx

n−2
n−1
+
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|ρ|α|+1−nǫn−1
+ C
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2ǫn−1ρ
∫
∂′B+ρ (0)
(ǫ + |x|)2|α|+2−2ndx
for all 0 < 2ǫ ≤ ρ ≤ ρ0 and ρ0 sufficiently small. This inequality is slightly
different from the one in [16, Proposition 8], since the Taylor expansion (3.5) for
Hab includes terms of order |α| = 1. However, the estimate (3.23) is enough to
prove our assertion. Also observe that we are assuming a different boundary
condition for the Green’s function Gx0 (see (3.16)) which differ from the one
in [16] by the term n−22(n−1)Hgx0Gx0 . However, this term is easily estimated using
(3.14) and (3.17). 
Corollary 3.10. There exist ρ0, θ, C0 > 0, depending only on (M, g0), such that∫
M
{
4(n − 1)
n − 2 |dU¯(x0,ǫ)|
2
gx0
+ Rgx0 U¯
2
(x0,ǫ)
}
dvgx0 +
∫
∂M
2Hgx0 U¯
2
(x0,ǫ)
dσgx0
≤ Q(Bn, ∂B)
{∫
∂M
U¯
2(n−1)
n−2
(x0,ǫ)
dσgx0
} n−2
n−1
− ǫn−2I(x0, ρ)
− θǫn−2
∫
B+ρ (0)
|Wg0(x)|2(ǫ + |x|)6−2ndx
− θǫn−2
∫
∂′B+ρ (0)
|πg0(x)|2(ǫ + |x|)5−2ndx
+ C0ǫ
n−2ρ2d+4−n + C0
(
ǫ
ρ
)n−2
1
log(ρ/ǫ)
for all 0 < 2ǫ ≤ ρ ≤ ρ0. Here, we denote by Wg0 the Weyl tensor of (M, g0) and by πg0
the trace-free 2nd fundamental form of ∂M.
Proof. By Young’s inequality, given C > 0 there exists C′ > 0 such that
C|hi j,α|ǫn−2ρ|α|+2−n ≤ λ
8
|hi j,α|2ǫn−2
∫
B+ρ
(ǫ + |x|)2|α|+2−2ndx + C′
(
ǫ
ρ
)2n−4−2|α|
,
for |α| < n−22 , and
C|hi j,α|ǫn−2ρ|α|+2−n ≤ λ
8
|hi j,α|2ǫn−2
∫
B+ρ
(ǫ + |x|)2|α|+2−2ndx + C′
(
ǫ
ρ
)n−2
1
log(ρ/ǫ)
,
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for |α| = n−22 . Then, according to Proposition 3.9, we have∫
M
{
4(n − 1)
n − 2 |dU¯(x0,ǫ)|
2
gx0
+ Rgx0 U¯
2
(x0,ǫ)
}
dvgx0 +
∫
∂M
2Hgx0 U¯
2
(x0,ǫ)
dσgx0 (3.24)
≤ Q(Bn, ∂B)
{∫
∂M
U¯
2(n−1)
n−2
(x0,ǫ)
dσgx0
} n−2
n−1
− ǫn−2I(x0, ρ)
− λ
8
n−1∑
i, j=1
d∑
|α|=1
|hi j,α|2ǫn−2
∫
B+ρ
(ǫ + |x|)2|α|+2−2ndx
+ Cǫn−2ρ2d+4−n + C
(
ǫ
ρ
)n−2
1
log(ρ/ǫ)
On the other hand, we have the pointwise estimates
|Wg0(x)| = |Wgx0 (x)| ≤ C|∂2h(x)|+ C|∂h(x)| ≤ C
∑
1≤|α|≤d
n−1∑
i, j=1
|hi j,α||x||α|−2 + C|x|d−1
and
|πg0(x)| = |πgx0 (x)| ≤ C|∂h(x)| ≤ C
∑
1≤|α|≤d
n−1∑
i, j=1
|hi j,α||x||α|−1 + C|x|d .
Hence, ∫
B+ρ (0)
|Wgx0 (x)|2(ǫ + |x|)6−2ndx +
∫
∂′B+ρ (0)
|πgx0 (x)|2(ǫ + |x|)5−2ndx (3.25)
≤ C
∑
1≤|α|≤d
n−1∑
i, j=1
|hi j,α|2
∫
B+ρ (0)
(ǫ + |x|)2|α|+2−2ndx
+ C
∑
1≤|α|≤d
n−1∑
i, j=1
|hi j,α|2
∫
∂′B+ρ (0)
(ǫ + |x|)2|α|+3−2ndx + Cρ2d+4−n
≤ C′
∑
1≤|α|≤d
n−1∑
i, j=1
|hi j,α|2
∫
B+ρ (0)
(ǫ + |x|)2|α|+2−2ndx + Cρ2d+4−n .
Now the result follows from the estimates (3.24) and (3.25). 
Recall that we denote byZ the set of all points x0 ∈ ∂M such that
lim sup
x→x0
dg0(x, x0)
2−d|Wg0(x)| = lim sup
x→x0
dg0(x, x0)
1−d|πg0(x)| = 0 .
Proposition 3.11. The functionsI(x0, ρ) converge uniformly to a continuous function
I : Z→ R as ρ→ 0.
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Proof. We will prove that there exists C > 0 such that
sup
x0∈Z
|I(x0, ρ) − I(x0, ρ˜)| ≤ Cρ2d+4−n , for all 0 < ρ˜ < ρ . (3.26)
Our proof follows the same steps of [12, Proposition 18]. However, our
computations are slightly different because here we cannot assume xahab(x) = 0,
since this property is a consequence of the use of normal coordinates in [12].
Fix x0 ∈ Z and consider Fermi coordinates ψx0 : B+2ρ(0) → M as in the
beginning of Section 3.2. We will write B+ρ = B
+
ρ (0) and B
+
ρ˜ = B
+
ρ˜ (0) for short.
Integrating by parts, we see that
I(x0, ρ) − I(x0, ρ˜) = 4(n − 1)
n − 2
∫
B+ρ \B+ρ˜
|x|2−n∆Gx0dx (3.27)
−
∫
∂+B+ρ
{
|x|3−2nxi∂ jhi j − 2n|x|1−2nxix jhi j)
}
dσρ
+
∫
∂+B+ρ˜
{
|x|3−2nxi∂ jhi j − 2n|x|1−2nxix jhi j)
}
dσρ˜
+O(ρ2d+4−n) .
Here, ∆ stands for the Euclidean Laplacian and we have used (3.14).
Since x0 ∈ Z, we have gi j(x) = δi j +O(|x|d+1) and Gx0(x) = |x|2−n +O(|x|d+3−n).
Then ∫
B+ρ \B+ρ˜
|x|2−n∆Gx0 dx = −
∫
B+ρ \B+ρ˜
|x|2−n(Lgx0 − ∆)|x|2−ndx (3.28)
−
∫
B+ρ\B+ρ˜
|x|2−n(Lgx0 − ∆)(Gx0 − |x|2−n) dx
= −
∫
B+ρ \B+ρ˜
|x|2−n(Lgx0 − ∆)|x|2−ndx +O(ρ2d+4−n) .
Using gi j(x) = δi j − hi j(x) + O(|x|2d+2), tr(h)(x) = O(|x|2d+2), det(gx0)(x) = 1 +
O(|x|2d+2), and (3.21), we obtain
(Lgx0 − ∆)|x|2−n = gi j∂i∂ j|x|2−n + ∂igi j∂ j|x|2−n +
1
2
∂i det(gx0)
det(gx0)
gi j∂ j|x|2−n (3.29)
− n − 2
4(n − 1)Rgx0 |x|
2−n
= −n(n − 2)|x|−2−nxix jhi j + (n − 2)|x|−nx j∂ihi j
− n − 2
4(n − 1) |x|
2−n∂i∂ jhi j +O(|x|2+2d−n) .
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Hence,
−
∫
B+ρ \B+ρ˜
|x|2−n(Lgx0 − ∆)|x|2−ndx (3.30)
= n(n − 2)
∫
B+ρ \B+ρ˜
|x|−2nxix jhi j dx − (n − 2)
∫
B+ρ\B+ρ˜
|x|2−2nx j∂ihi j dx
+
n − 2
4(n − 1)
∫
B+ρ\B+ρ˜
|x|4−2n∂i∂ jhi j dx +O(ρ4+2d−n) .
Integrating by parts, we obtain
− (n − 2)
∫
B+ρ\B+ρ˜
|x|2−2nx j∂ihi j dx (3.31)
= −2(n − 1)(n − 2)
∫
B+ρ \B+ρ˜
|x|−2nxix jhi j dx + (n − 2)
∫
B+ρ\B+ρ˜
|x|2−2nδi jhi j dx
− (n − 2)
∫
∂+B+ρ
|x|1−2nxix jhi j dσρ + (n − 2)
∫
∂+B+ρ˜
|x|1−2nxix jhi j dσρ˜
and
n − 2
4(n − 1)
∫
B+ρ\B+ρ˜
|x|4−2n∂i∂ jhi j dx (3.32)
=
(n − 2)2
2(n − 1)
∫
B+ρ\B+ρ˜
|x|2−2nxi∂ jhi j dx
+
n − 2
4(n − 1)
∫
∂+B+ρ
|x|3−2nxi∂ jhi j dσρ − n − 2
4(n − 1)
∫
∂+B+ρ˜
|x|3−2nxi∂ jhi j dσρ˜
= (n − 2)2
∫
B+ρ \B+ρ˜
|x|−2nxix jhi j dx − (n − 2)
2
2(n − 1)
∫
B+ρ \B+ρ˜
|x|2−2nδi jhi j dx
+
(n − 2)2
2(n − 1)
∫
∂+B+ρ
|x|1−2nxix jhi j dσρ − (n − 2)
2
2(n − 1)
∫
∂+B+ρ˜
|x|1−2nxix jhi j dσρ˜
+
n − 2
4(n − 1)
∫
∂+B+ρ
|x|3−2nxi∂ jhi j dσρ − n − 2
4(n − 1)
∫
∂+B+ρ˜
|x|3−2nxi∂ jhi j dσρ˜ .
Substituting (3.31) and (3.32) in (3.30), the coefficients of
∫
B+ρ \B+ρ˜
|x|−2nxix jhi j dx
24
cancel out and we obtain
−
∫
B+ρ \B+ρ˜
|x|2−n(Lgx0 − ∆)|x|2−ndx
= − n(n − 2)
2(n − 1)

∫
∂+B+ρ
|x|1−2nxix jhi j dσρ −
∫
∂+B+ρ˜
|x|1−2nxix jhi j dσρ˜

+
n − 2
4(n − 1)

∫
∂+B+ρ
|x|3−2nxi∂ jhi j dσρ −
∫
∂+B+ρ˜
|x|3−2nxi∂ jhi j dσρ˜

+O(ρ2d+4−n) ,
where we used again that tr(h)(x) = O(|x|2d+2) . Hence, we have
4(n − 1)
n − 2
∫
B+ρ\B+ρ˜
|x|2−n∆Gx0 dx (3.33)
= − 2n

∫
∂+B+ρ
|x|1−2nxix jhi j dσρ −
∫
∂+B+ρ˜
|x|1−2nxix jhi j dσρ˜

+

∫
∂+B+ρ
|x|3−2nxi∂ jhi j dσρ −
∫
∂+B+ρ˜
|x|3−2nxi∂ jhi j dσρ˜

+O(ρ2d+4−n) .
Now the assertion follows from (3.27) and (3.33). 
The following proposition relates I(x0) with the mass defined by (1.2).
Proposition 3.12. Let x0 ∈ Z and consider inverted coordinates y = x/|x|2, where
x = (x1, ..., xn) are Fermi coordinates centered at x0. If we define themetric g¯ = G
4
n−2
x0 gx0
on M\{x0}, then the following statements hold:
(i) (M\{x0}, g¯) is an asymptotically flat manifold with order p > n−22 (in the sense
of Definition 1.4), and satisfies Rg¯ ≡ 0 and Hg¯ ≡ 0.
(ii)We have
I(x0) = lim
R→∞

∫
∂+B+
R
(0)
ya
|y|
∂
∂yb
g¯
(
∂
∂ya
,
∂
∂yb
)
dσR −
∫
∂+B+
R
(0)
ya
|y|
∂
∂ya
g¯
(
∂
∂yb
,
∂
∂yb
)
dσR
 .
In particular, I(x0) is the mass m(g¯) of (M\{x0}, g¯).
Proof. The item (i) follows from the fact that g¯
(
∂
∂ya
, ∂∂yb
)
= δab + O(|y|−d−1) and
the definition of Gx0 . In order to prove (ii), we can mimic the proof in [13,
Proposition 4.3] to obtain∫
∂+B+
ρ−1 (0)
ya
|y|
∂
∂yb
g¯
(
∂
∂ya
,
∂
∂yb
)
dσρ−1 −
∫
∂+B+
ρ−1 (0)
ya
|y|
∂
∂ya
g¯
(
∂
∂yb
,
∂
∂yb
)
dσρ−1
= I(x0, ρ) +O(ρ2d+4−n) ,
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where we used (3.14).
The last statement of Proposition 3.12 follows from the fact that
g¯
(
∂
∂yi
,
∂
∂yn
)
= 0 , for i = 1, ..., n− 1 , if yn = 0 .

We are now able to prove Proposition 3.7.
Proof of Proposition 3.7. Assume that I(x0) > 0 for all x0 ∈ Z. Since Z ⊂ ∂M is
compact and I is continuous onZ, we know that infx0∈Z I(x0) > 0.
By Proposition 3.11, supx0∈Z |I(x0, ρ) − I(x0)| → 0 as ρ → 0. Hence, we can
find ρ ∈ (0, ρ0] such that
inf
x0∈Z
I(x0, ρ) > C0ρ2d+4−n .
Here, ρ0 and C0 are the constants appearing in Corollary 3.10. By continuity,
there exists an open subset Ω ⊂ ∂M, containingZ, such that
inf
x0∈Ω
I(x0, ρ) > C0ρ2d+4−n . (3.34)
(IfZ = ∅we set Ω = ∅.)
Observe thatZ = ∂M if n = 3. If n ≥ 4, we will prove that∫
Bρ(x0)
|Wg(x)|2dg0(x, x0)6−2ndvg0 (3.35)
+
∫
Dρ(x0)
|πg(x)|2dg0(x, x0)5−2ndσg0 = ∞ , for all x0 ∈ ∂M\Ω .
SinceZ ⊂ Ω, the equation (3.35) holds for any n ≥ 6 by the definition ofZ.
If n = 4, 5, then d = 1. In this case,
lim sup
x→x0
dg0(x, x0)
2−d|Wg0(x)| = 0 , for all x0 ∈ ∂M .
Hence, x0 ∈ Z if and only if lim supx→x0 dg0(x, x0)1−d|πg0(x)| = 0. Thus,∫
Dρ(x0)
|πg(x)|2dg0(x, x0)5−2ndσg0 = ∞ , for all x0 ∈ ∂M\Ω ,
and (3.35) holds.
Since ∂M\Ω is compact, it follows from Dini’s theorem that
inf
x0∈∂M\Ω
∫
Bρ(x0)
|Wg(x)|2(ǫ + dg0(x, x0))6−2ndvg0 (3.36)
+ inf
x0∈∂M\Ω
∫
Dρ(x0)
|πg(x)|2(ǫ + dg0(x, x0))5−2ndσg0 →∞ , as ǫ→ 0 .
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By the identities (3.34) and (3.36), we can choose ǫ0 ∈ (0, ρ/2] such that
inf
x0∈Ω
I(x0, ρ) + inf
x0∈∂M\Ω
θ
∫
Bρ(x0)
|Wg(x)|2(ǫ + dg0(x, x0))6−2ndvg0
+ inf
x0∈∂M\Ω
θ
∫
Dρ(x0)
|πg(x)|2(ǫ + dg0(x, x0))5−2ndσg0
> C0ρ
2d+4−n + C0ρ2−n
1
log(ρ/ǫ)
,
for all ǫ ∈ (0, ǫ0]. Now the assertion follows from Corollary 3.10. 
3.3 Further estimates
In this section, we prove some results to be used in the next section. We use
the same notations of Section 3.2. Since M is compact, we can assume that
1
2dg0(x0, x) ≤ dgx0 (x0, x) ≤ 2dg0(x0, x) and 12dg0(x0, x) ≤ |ψ−1x0 (x)| ≤ 2dg0(x0, x) for all
x ∈ ψx0(B+2ρ(0)) and x0 ∈ ∂M.
Proposition 3.13. If 2ǫ ≤ ρ, then we have
∣∣∣∣∣4(n − 1)n − 2 ∆gx0 U¯(x0,ǫ)(x) − Rgx0 U¯(x0,ǫ)(x)
∣∣∣∣∣
≤ C
(
ǫ
ǫ2 + dgx0 (x, x0)
2
) n−2
2
1ψx0 (B
+
ρ (0))(x) (3.37)
+ C
{
ǫ
n
2 ρ−1−n + ǫ
n−2
2 ρ1−n
}
1ψx0 (B
+
2ρ
(0)\B+ρ (0))(x)
for all x ∈M, and
∣∣∣∣∣∣
2(n − 1)
n − 2
∂
∂ηgx0
U¯(x0,ǫ)(x) −Hgx0 U¯(x0,ǫ)(x) +H∞U¯
n
n−2
(x0,ǫ)
(x)
∣∣∣∣∣∣
≤ C
(
ǫ
ǫ2 + dgx0 (x, x0)
2
) n−2
2
1ψx0 (∂′B
+
ρ (0))(x)
+ C
(
ǫ
ǫ2 + dgx0 (x, x0)
2
) n
2
1∂M\ψx0 (∂′B+ρ (0))(x)
for all x ∈ ∂M.
Proof. In order to simplify our notations, we identify points ψx0(x) ∈ M with
x ∈ B+
2ρ(0), omitting the symbol ψx0 . In particular, we identify x0 ∈ ∂M with
0 ∈ B+
2ρ(0). Recall that we are assuming H∞ = 2(n − 1).
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By the definition of U¯(x0,ǫ),
∆gx0 U¯(x0,ǫ) −
n − 2
4(n − 1)Rgx0 U¯(x0,ǫ)
= ∆gx0ηρ · (Uǫ + φx0 − ǫ
n−2
2 |x|2−n) − ∆gx0ηρ · ǫ
n−2
2 (Gx0 − |x|2−n)
+ 2 < dηρ, d(Uǫ + φx0 − ǫ
n−2
2 |x|2−n) >gx0
− 2ǫ n−22 < dηρ, d(Gx0 − |x|2−n) >gx0
+ ηρ ·
(
∆gx0Uǫ −
n − 2
4(n − 1)Rgx0Uǫ + ∆φx0
)
+ ηρ ·
(
(∆gx0 − ∆)φx0 −
n − 2
4(n − 1)Rgx0φx0
)
and
2(n − 1)
n − 2
∂
∂ηgx0
U¯(x0,ǫ) −Hgx0 U¯(x0,ǫ) + 2(n − 1)U¯
n
n−2
(x0,ǫ)
=
2(n − 1)
n − 2 ∂n
(
ηρ(Uǫ + φx0 ) + ǫ
n−2
2 (1 − ηρ)Gx0
)
−Hgx0
(
ηρ(Uǫ + φx0) + ǫ
n−2
2 (1 − ηρ)Gx0
)
+ 2(n − 1)
(
ηρ(Uǫ + φx0 ) + ǫ
n−2
2 (1 − ηρ)Gx0
) n
n−2
= ηρ ·
{
2(n − 1)
n − 2 ∂n(Uǫ + φx0) + 2(n − 1)(Uǫ + φx0 )
n
n−2
}
−Hgx0ηρ(Uǫ + φx0)
+ 2(n − 1)
{(
ηρ(Uǫ + φx0) + ǫ
n−2
2 (1 − ηρ)Gx0
) n
n−2 − ηρ(Uǫ + φx0)
n
n−2
}
.
Now the result easily follows. 
Lemma 3.14. We have
∫
∂M
u¯(x1,ǫ1)u¯
n
n−2
(x2 ,ǫ2)
dσg0 ≤ C
(
ǫ1ǫ2
ǫ2
2
+ dg0(x1, x2)
2
) n−2
2
.
Proof. As in [11, Lemma B.4], one can prove that
∫
∂M
 ǫ1ǫ2
1
+ dg0(x, x1)
2

n−2
2
(
ǫ2
ǫ2
2
+ dg0(x, x2)
2
) n
2
dσg0
≤ C
(
ǫ1ǫ2
ǫ2
2
+ dg0(x1, x2)
2
) n−2
2
.
From this the assertion follows. 
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Lemma 3.15. For all ǫ1, ǫ2 ≤ ρ2 ≤ 1/4,
∫
M
u¯(x1 ,ǫ1)|∆g0 u¯(x2,ǫ2)|dvg0 ≤ Cρ
(
ǫ1ǫ2
ǫ2
2
+ dg0(x1, x2)
2
) n−2
2
and ∫
∂M
∣∣∣∣∣∣
2(n − 1)
n − 2
∂
∂ηg0
u¯(x2,ǫ2) −Hg0 u¯(x2 ,ǫ2) +H∞u¯
n
n−2
(x2,ǫ2)
∣∣∣∣∣∣ u¯(x1,ǫ1)dσg0
≤ C
(
ρ +
ǫ2
ρ
) (
ǫ1ǫ2
ǫ2
2
+ dg0(x1, x2)
2
) n−2
2
.
Proof. It follows from Proposition 3.13 that
∣∣∣∣∣4(n − 1)n − 2 ∆gx2 U¯(x2,ǫ2)(x) − Rgx2 U¯(x2,ǫ2)(x)
∣∣∣∣∣
≤ Cρ−1
(
ǫ2
ǫ2
2
+ dg0(x, x2)
2
) n−2
2
1{dg0 (y,x2)≤4ρ}(x)
for all x ∈M, and∣∣∣∣∣∣
2(n − 1)
n − 2
∂
∂ηgx2
U¯(x2,ǫ2)(x) −Hgx2 U¯(x2,ǫ2)(x) +H∞U¯
n
n−2
(x2,ǫ2)
(x)
∣∣∣∣∣∣
≤ C
(
ǫ2
ǫ2
2
+ dg0(x, x2)
2
) n−2
2
1{dg0 (y,x2)≤4ρ}∩∂M(x)
+ C
(
ǫ2
ǫ2
2
+ dg0(x, x2)
2
) n
2
1{dg0 (y,x2)≥ρ/2}∩∂M(x)
for all x ∈ ∂M.
Proceeding as in [11, Lemma B.5], we can show that
∫
{dg0 (y,x2)≤4ρ}
 ǫ1ǫ2
1
+ dg0(x, x1)
2

n−2
2
(
ǫ2
ǫ2
2
+ dg0(x, x2)
2
) n−2
2
dvg0(y)
≤ Cρ2
(
ǫ1ǫ2
ǫ2
2
+ dg0(x1, x2)
2
) n−2
2
,
∫
{dg0 (y,x2)≤4ρ}∩∂M
 ǫ1ǫ2
1
+ dg0(x, x1)
2

n−2
2
(
ǫ2
ǫ2
2
+ dg0(x, x2)
2
) n−2
2
dσg0(y)
≤ Cρ
(
ǫ1ǫ2
ǫ2
2
+ dg0(x1, x2)
2
) n−2
2
,
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and
∫
{dg0 (y,x2)≥ρ/2}∩∂M
 ǫ1ǫ2
1
+ dg0(x, x1)
2

n−2
2
(
ǫ2
ǫ2
2
+ dg0(x, x2)
2
) n
2
dσg0(y)
≤ Cǫ2
ρ
(
ǫ1ǫ2
ǫ2
2
+ dg0(x1, x2)
2
) n−2
2
.
Now the assertion follows. 
4 Blow-up analysis
In this section, we carry out the blow-up analysis for sequences of solutions to
the equations (2.4) that will be necessary for the proof of Theorem 1.8.
Let u(t), t ≥ 0, be the solution of (2.4) obtained in Section 2, and let {tν}∞ν=1 be
a sequence satisfying limν→∞ tν = ∞. We set uν = u(tν) and gν = g(tν) = u
4
n−2
ν g0.
Then ∫
∂M
u
2(n−1)
n−2
ν dσg0 =
∫
∂M
dσgν = 1 , for all ν .
It follows from Corollary 2.6 that
∫
∂M
∣∣∣∣∣∣
2(n − 1)
n − 2
∂uν
ηg0
−Hg0uν +H∞u
n
n−2
ν
∣∣∣∣∣∣
2(n−1)
n
dσg0 =
∫
∂M
|Hgν −H∞|
2(n−1)
n dσgν → 0
as ν→∞.
Proposition 4.1. After passing to a subsequence, there exist an integer m ≥ 0, a
smooth function u∞ ≥ 0, and a sequence of m-tuplets {(x∗k,ν, ǫ∗k,ν)1≤k≤m}∞ν=1, such that:
(i) The function u∞ satisfies

∆g0u∞ = 0 , in M ,
2(n−1)
n−2
∂
∂ηg0
u∞ −Hg0u∞ +H∞u
n
n−2∞ = 0 , on ∂M .
(ii) For all i , j,
lim
ν→∞

ǫ∗
i,ν
ǫ∗
j,ν
+
ǫ∗
j,ν
ǫ∗
i,ν
+
dg0(x
∗
i,ν
, x∗
j,ν
)2
ǫ∗
i,ν
ǫ∗
j,ν
 = ∞ .
(iii) We have
lim
ν→∞
∥∥∥uν − u∞ −
m∑
k=1
u¯(x∗
k,ν
,ǫ∗
k,ν
)
∥∥∥
H1(M)
= 0 ,
where the functions u¯(x∗
k,ν
,ǫ∗
k,ν
) were defined by equation (3.19).
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Proof. This is the content of [5]. Observe that, although functions u¯(x∗
k,ν
,ǫ∗
k,ν
) differ
from the ones used in [5], it’s easy to check that their difference converge to
zero in H1(M). The regularity of u∞ was established by P. Cherrier in [17]. 
Proposition 4.2. If u∞(x) = 0 for some x ∈M, then u∞ ≡ 0.
Proof. This is just a consequence of the maximum principle. 
Define the functionals
E(u) =
4(n−1)
n−2
∫
M
|du|2g0dvg0 + 2
∫
∂M
Hg0u
2dσg0(∫
∂M
u
2(n−1)
n−2 dσg0
) n−2
n−1
and
F(u) =
4(n−1)
n−2
∫
M
|du|2g0dvg0 + 2
∫
∂M
Hg0u
2dσg0∫
∂M
u
2(n−1)
n−2 dσg0
.
Observe that H∞ = 12F(u∞). Hence,
1 = lim
ν→∞
∫
∂M
u
2(n−1)
n−2
ν dσg0 = limν→∞

∫
∂M
u
2(n−1)
n−2∞ dσg0 +
m∑
k=1
∫
∂M
u¯
2(n−1)
n−2
(x∗
k,ν
,ǫ∗
k,ν
)
dσg0

=
(
E(u∞)
2H∞
)n−1
+m
(
Q(Bn, ∂B)
2H∞
)n−1
.
Thus,
H∞ =
1
2
(
E(u∞)n−1 +mQ(Bn, ∂B)n−1
) 1
n−1
. (4.1)
4.1 The case u∞ ≡ 0
We set
Aν =
{
(xk, ǫk, αk)k=1,...,m ∈(∂M ×R+ ×R+)m , such that
dg0(xk, x
∗
k,ν) ≤ ǫ∗k,ν ,
1
2
≤ ǫk
ǫ∗
k,ν
≤ 2 , 1
2
≤ αk ≤ 2
}
.
For each ν, we can choose a triplet (xk,ν, ǫk,ν, αk,ν)k=1,...,m ∈ Aν such that∫
M
2(n − 1)
n − 2
∣∣∣d(uν −
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν))
∣∣∣2
g0
dvg0 +
∫
∂M
Hg0
(
uν −
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν)
)2
dσg0
≤
∫
M
2(n − 1)
n − 2
∣∣∣d(uν −
m∑
k=1
αku¯(xk ,ǫk))
∣∣∣2
g0
dvg0 +
∫
∂M
Hg0
(
uν −
m∑
k=1
αku¯(xk ,ǫk)
)2
dσg0
for all (xk, ǫk, αk)k=1,...,m ∈ Aν.
The proof of the next two propositions are the same of Propositions 5.1 and
5.2 in [11]:
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Proposition 4.3. We have:
(i) For all i , j,
lim
ν→∞
{
ǫi,ν
ǫ j,ν
+
ǫ j,ν
ǫi,ν
+
dg0(xi,ν, x j,ν)
2
ǫi,νǫ j,ν
}
= ∞ .
(ii) We have
lim
ν→∞
∥∥∥uν −
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν)
∥∥∥
H1(M)
= 0 .
Proposition 4.4. We have
dg0(xk,ν, x
∗
k,ν) ≤ o(1)ǫ∗k,ν ,
ǫk,ν
ǫ∗
k,ν
= 1 + o(1) , and αk,ν = 1 + o(1) ,
for all k = 1, ...,m. In particular, (xk,ν, ǫk,ν, αk,ν)k=1,...,m is an interior point ofAν for ν
sufficiently large.
Convention. Assume that ǫi,ν ≤ ǫ j,ν for all i ≤ j, without loss of generality.
Notation. We write uν = vν + wν, where
vν =
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν) and wν = uν −
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν) . (4.2)
Observe that by Proposition 4.3 we have
∫
M
2(n − 1)
n − 2 |dwν|
2
g0dvg0 +
∫
∂M
Hg0w
2
νdσg0 = o(1) . (4.3)
Proposition 4.5. Let ψk,ν : B+2ρ(0) → M be Fermi coordinates centered at xk,ν. If we
set
Cν =
(∫
∂M
|wν|
2(n−1)
n−2 dσg0
) n−2
2(n−1)
+
(∫
M
|wν| 2nn−2 dvg0
) n−2
2n
,
then for all k = 1, ...,m, we have:
(i)
∣∣∣
∫
∂M
u¯
n
n−2
(xk,ν ,ǫk,ν)
wν dσg0
∣∣∣ ≤ o(1)Cν .
(ii)
∣∣∣
∫
ψk,ν(∂′B+2ρ(0))
u¯
n
n−2
(xk,ν ,ǫk,ν)
ǫ2
k,ν
− |ψ−1
k,ν
(x)|2
ǫ2
k,ν
+ |ψ−1
k,ν
(x)|2 wν dσg0
∣∣∣ ≤ o(1)Cν .
(iii)
∣∣∣
∫
ψk,ν(∂′B+2ρ(0))
u¯
n
n−2
(xk,ν ,ǫk,ν)
ǫk,νψ−1k,ν(x)
ǫ2
k,ν
+ |ψ−1
k,ν
(x)|2 wν dσg0
∣∣∣ ≤ o(1)Cν .
Proof. (i) It follows from the definition of (xk,ν, ǫk,ν, αk,ν)k=1,...,m that∫
M
2(n − 1)
n − 2 < du¯(xk,ν ,ǫk,ν), dwν >g0 dvg0 +
∫
∂M
Hg0 u¯(xk,ν ,ǫk,ν)wν dσg0 = 0 .
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Integrating by parts,∫
M
2(n − 1)
n − 2 ∆g0 u¯(xk,ν ,ǫk,ν)wν dvg0
+
∫
∂M
{
2(n − 1)
n − 2
∂
∂ηg0
u¯(xk,ν ,ǫk,ν) −Hg0 u¯(xk,ν ,ǫk,ν)
}
wν dσg0 = 0 ,
which implies∫
∂M
H∞u¯
n
n−2
(xk,ν ,ǫk,ν)
wν dσg0 (4.4)
=
∫
M
2(n − 1)
n − 2 ∆g0 u¯(xk,ν ,ǫk,ν)wν dvg0
+
∫
∂M
{
2(n − 1)
n − 2
∂
∂ηg0
u¯(xk,ν ,ǫk,ν) −Hg0 u¯(xk,ν ,ǫk,ν) +H∞u¯
n
n−2
(xk,ν ,ǫk,ν)
}
wν dσg0 .
Then, using Proposition 3.13 and a conformal change of the metric, we can
prove that ∣∣∣∣∣
∫
∂M
u¯
n
n−2
(xk,ν ,ǫk,ν)
wνdσg0
∣∣∣∣∣ ≤ o(1)
(
‖wν‖
L
2n
n−2 (M)
+ ‖wν‖
L
2(n−1)
n−2 (∂M)
)
for k = 1, ...,m.
(ii) Let us set ψ˜k,ν =
∂
∂ǫ
∣∣∣∣
ǫ=ǫk,ν
u¯(xk,ν ,ǫ). Similarly to (4.4) we obtain
∫
∂M
n
n − 2H∞u¯
2
n−2
(xk,ν ,ǫk,ν)
ψ˜k,νwν dσg0
=
∫
M
2(n − 1)
n − 2 ∆g0ψ˜k,νwν dvg0
+
∫
∂M
{
2(n − 1)
n − 2
∂
∂ηg0
ψ˜k,ν −Hg0ψ˜k,ν +
n
n − 2H∞u¯
2
n−2
(xk,ν ,ǫk,ν)
ψ˜k,ν
}
wν dσg0 .
Using the estimate (3.8) we observe that ψ˜k,ν satisfies
ǫk,νu¯
−1
(xk,ν ,ǫk,ν)
ψ˜k,ν =
n − 2
2
|x|2 − ǫ2
k,ν
(ǫk,ν + xn)2 + |x|2 +O
(
(ǫk,ν + |x¯|)
)
, in B+ρ (0) .
Now the result follows as in the item (i), and the item (iii) follows similarly. 
Proposition 4.6. There exists c > 0 such that
n
n − 2H∞
∫
∂M
m∑
k=1
u¯
2
n−2
(xk,ν ,ǫk,ν)
w2ν dσg0
≤ (1 − c)
{∫
M
2(n − 1)
n − 2 |dwν|
2
g0dvg0 +
∫
∂M
Hg0w
2
ν dσg0
}
for all ν sufficiently large.
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Proof. Suppose by contradiction this is not true. Upon rescaling we can find a
sequence {w˜ν} satisfying∫
M
2(n − 1)
n − 2 |dw˜ν|
2
g0dvg0 +
∫
∂M
Hg0w˜
2
ν dσg0 = 1 (4.5)
and
lim
ν→∞
n
n − 2H∞
∫
∂M
m∑
k=1
u¯
2
n−2
(xk,ν ,ǫk,ν)
w˜2ν dσg0 ≥ 1 . (4.6)
Observe that the identity (4.5) implies∫
∂M
|w˜ν|
2(n−1)
n−2 dσg0 ≤ Q(M, ∂M)−
n−1
n−2 (4.7)
and ∫
M
|w˜ν| 2nn−2 dvg0 ≤ Q(M)−
n
n−2 , (4.8)
whereQ(M) is the conformal invariant defined in [20], which has the same sign
of Q(M, ∂M) (see [21, Proposition 1.2]).
In viewof Proposition 4.3, we can choose a sequence {Nν}, such thatNν → ∞,
Nνǫk,ν → 0 for all k = 1, ...,m, and
ǫ j,ν + dg0(xi,ν, x j,ν)
Nνǫi,ν
→∞ for all i < j .
Set Ω j,ν = BNνǫ j,ν (x j,ν)\
⋃ j−1
i=1
BNνǫi,ν (xi,ν) for 1 ≤ j ≤ m. It follows from (4.5) and
(4.6) that there exists 1 ≤ k ≤ m such that
lim
ν→∞
∫
∂M
u¯
2
n−2
(xk,ν ,ǫk,ν)
w˜2ν dσg0 > 0
and
lim
ν→∞
{∫
Ωk,ν
2(n − 1)
n − 2 |dw˜ν|
2
g0
dvg0 +
∫
Ωk,ν∩∂Rn+
Hg0w˜
2
ν dσg0
}
≤ lim
ν→∞
n
n − 2H∞
∫
∂M
u¯
2
n−2
(xk,ν ,ǫk,ν)
w˜2ν dσg0 .
For each ν, let ψν : B+ρ (0) ⊂ Rn+ → M be Fermi coordinates centered at xk,ν.
We set
wˆν(y) = ǫ
n−2
2
k,ν
w˜ν(ψν(ǫk,νy)) .
Then
lim
ν→∞
∫
{y∈Rn+, |y|≤Nν}
2(n − 1)
n − 2 |dwˆν(y)|
2 dy ≤ 1 , (4.9)
lim
ν→∞
∫
{y∈∂Rn+, |y|≤Nν}
|wˆν(y)|
2(n−1)
n−2 dy ≤ Q(M, ∂M)− n−1n−2 , (4.10)
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and
lim
ν→∞
∫
{y∈Rn+, |y|≤Nν}
|wˆν(y)| 2nn−2 dy ≤ Q(M)− nn−2 .
Thus, we can assume that wˆν ⇀ wˆ in H1loc(R
n
+) for some wˆ satisfying∫
∂Rn+
1
1 + |y|2 wˆ
2(y) dy > 0 (4.11)
and ∫
R
n
+
|dwˆ(y)|2dy ≤ n
∫
∂Rn+
1
1 + |y|2 wˆ
2(y) dy . (4.12)
Moreover, Proposition 4.5, together with the inequalities (4.7) and (4.8), implies
that ∫
∂Rn+
(
1
1 + |y|2
) n
2
wˆ(y) dy = 0 , (4.13)
∫
∂Rn+
(
1
1 + |y|2
) n
2 1 − |y|2
1 + |y|2 wˆ(y) dy = 0 , (4.14)
∫
∂Rn+
(
1
1 + |y|2
) n
2 y j
1 + |y|2 wˆ(y) dy = 0 , j = 1, .., n− 1 , (4.15)
where y = (y1, ..., yn−1, 0).
Let B1/2 be the Euclidean ball in R
n of radius 1/2 with center (0, ..., 0,−1/2).
We set C = {w ∈ H1(B1/2);
∫
∂B1/2
wdσ = 0}. Observe that
inf
0,w∈C
∫
B1/2
|dw|2dy∫
∂B1/2
w2dσ
= 2 ,
and this infimum is realized only by the coordinate functions z1, ..., zn of Rn,
taken with center (0, ..., 0,−1/2), restricted to B1/2.
The ball B1/2 is conformally equivalent to the half-spaceR
n
+ by means of the
inversion F : Rn+ → B1/2\{(0, ..., 0,−1)} given by
F(y1, ...yn) =
(y1, ..., yn−1, yn + 1)
y2
1
+ ... + y2
n−1 + (yn + 1)
2
+ (0, ..., 0,−1) .
An easy calculation shows that F is a conformal map and F∗geucl = U
4
n−2
1
geucl in
R
n
+, where geucl is the Euclidean metric, and
z j ◦ F(y) =
y j
(yn + 1)2 + |y¯|2 , zn ◦ F(y) =
1
2
1 − |y|2
(yn + 1)2 + |y¯|2 .
(See (3.1) for the definition of U1.)
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Using the estimate (4.9), we can easily check that
w = (U−11 wˆ) ◦ F−1 ∈ H1(B1/2) .
In view of the identities (4.13), (4.14) and (4.15), w is L2(∂B1/2)-orthogonal to the
functions 1, z1, ..., zn. Since by (4.11) we havew . 0 in B1/2, this function satisfies∫
B1/2
|dw|2dy > 2
∫
∂B1/2
w2dσ ,
which corresponds to
∫
R
n
+
|dwˆ(y)|2dy − n
∫
∂Rn+
1
1 + |y|2 wˆ
2(y)dy > 0 .
This contradicts the inequality (4.12). 
Corollary 4.7. There exists c > 0 such that
n
n − 2H∞
∫
∂M
v
2
n−2
ν w
2
ν dσg0 ≤ (1 − c)
{∫
M
2(n − 1)
n − 2 |dwν|
2
g0dvg0 +
∫
∂M
Hg0w
2
ν dσg0
}
for all ν sufficiently large.
Proof. By the definition of vν (equation (4.2)), we have
lim
ν→∞
∫
∂M
∣∣∣v 2n−2ν −
m∑
k=1
u¯
2
n−2
(xk,ν ,ǫk,ν)
∣∣∣n−1dσg0 = 0 .
Hence, the assertion follows from Proposition 4.6. 
The next proposition is similar to Proposition 5.6 of [11] and we will just
outline its proof.
Proposition 4.8. For all ν sufficiently large, we have E(vν) ≤
{∑m
k=1 E(u¯(xk ,ǫk))
n−1
} 1
n−1
.
Proof. Observe that, given i < j, there exist C, c > 0 such that
u¯(xi,ν,ǫi,ν)(x)
n
n−2 u¯(x j,ν,ǫ j,ν)(x) ≥ c
 ǫi,νǫ j,νǫ2
j,ν
+ dg0(xi,ν, x j,ν)
2

n−2
2
ǫ1−ni,ν
and
u¯(xi,ν ,ǫi,ν)(x)u¯(x j,ν,ǫ j,ν)(x)
n
n−2 ≤ C
 ǫi,νǫ j,νǫ2
j,ν
+ dg0(xi,ν, x j,ν)
2

n
2
ǫ1−ni,ν ,
for all x ∈ ∂M such that dg0(x, xi,ν) ≤ ǫi,ν, and ν sufficiently large.
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Proceeding as in [11], we obtain
1
2
E(vν)
(∫
∂M
v
2(n−1)
n−2
ν dσg0
) n−2
n−1
(4.16)
≤ 1
2

m∑
k=1
E(u¯(xk,ν ,ǫk,ν))
n−1

1
n−1 (∫
∂M
v
2(n−1)
n−2
ν dσg0
) n−2
n−1
−
∑
i< j
2αi,να j,ν
∫
M
2(n − 1)
n − 2 ∆g0 u¯(x j,ν,ǫ j,ν)u¯(xi,ν,ǫi,ν)dvg0
−
∑
i< j
2αi,να j,ν
∫
∂M
(2(n − 1)
n − 2
∂
∂ηg0
u¯(x j,ν ,ǫ j,ν) −Hg0 u¯(x j,ν ,ǫ j,ν)
+
1
2
F(u¯(x j,ν,ǫ j,ν))u¯
n
n−2
(x j,ν,ǫ j,ν)
)
u¯(xi,ν,ǫi,ν)dσg0
− c
∑
i< j
 ǫi,νǫ j,νǫ2
j,ν
+ dg0(xi,ν, x j,ν)
2

n−2
2
.
It follows from Lemmas 3.14 and 3.15 that∫
M
2(n − 1)
n − 2
∣∣∣∆g0 u¯(x j,ν,ǫ j,ν)u¯(xi,ν ,ǫi,ν)∣∣∣ dvg0 (4.17)
+
∫
∂M
∣∣∣∣∣∣
2(n − 1)
n − 2
∂
∂ηg0
u¯(x j,ν,ǫ j,ν) −Hg0 u¯(x j,ν,ǫ j,ν) +
1
2
F(u¯(x j,ν,ǫ j,ν))u¯
n
n−2
(x j,ν,ǫ j,ν)
∣∣∣∣∣∣ u¯(xi,ν,ǫi,ν)dσg0
≤ C
(
ρ +
ǫ j,ν
ρ
)  ǫi,νǫ j,νǫ2
j,ν
+ dg0(xi,ν, x j,ν)
2

n−2
2
+ o(1)
 ǫi,νǫ j,νǫ2
j,ν
+ dg0(xi,ν, x j,ν)
2

n−2
2
,
where we used that limν→∞
∣∣∣ 1
2F(u¯(x j,ν,ǫ j,ν)) −H∞
∣∣∣ = 0, for all j = 1, ...,m. Now the
assertion follows from the estimates (4.16) and (4.17), choosing ρ small and ν
large. 
Corollary 4.9. Under the hypothesis of Theorem 1.8, we have
E(vν) ≤ (mQ(Bn, ∂B)n−1) 1n−1
for all ν sufficiently large.
Proof. UsingProposition 3.7, weobtainE(u¯(xk,ν ,ǫk,ν)) ≤ Q(Bn, ∂B) for all k = 1, ...,m.
Then the result follows from Proposition 4.8 
4.2 The case u∞ > 0
Proposition 4.10. There exist sequences {ψa}a∈N ⊂ C∞(M) and {λa}a∈N ⊂ R, with
λa > 0, satisfying:
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(i) For all a ∈N,

∆g0ψa = 0 , in M ,
2(n−1)
n−2
∂
∂ηg0
ψa −Hg0ψa + λau
2
n−2∞ ψa = 0 , on ∂M .
(ii) For all a, b ∈N,
∫
∂M
ψaψbu
2
n−2∞ dσg0 =

1 , if a = b ,
0 , if a , b .
(iii) The span of {ψa}a∈N is dense in L2(∂M).
(iv) We have lima→∞ λa = ∞.
Proof. Since we are assuming Hg0 > 0, for each f ∈ L2(∂M) we can define
T( f ) = u, where u ∈ H1(M) is the unique solution of

∆g0u = 0 , inM ,
2(n−1)
n−2
∂
∂ηg0
u −Hg0u = f u
2
n−2∞ , on ∂M .
Since H1(M) is compactly embedded in L2(∂M), the operator T : L2(∂M) →
L2(∂M) is compact. Integrating by parts, we see thatT is symmetric with respect
to the inner product (ψ1, ψ2) 7→
∫
∂M
ψ1ψ2u
2
n−2∞ dσg0 . Then the result follows from
the spectral theorem for compact operators. 
Let A ⊂ N be a finite set such that λa > nn−2H∞ for all a < A, and define the
projection
Γ( f ) =
∑
a<A
(∫
∂M
ψa f dσg0
)
ψau
2
n−2∞ = f −
∑
a∈A
(∫
∂M
ψa f dσg0
)
ψau
2
n−2∞ .
Lemma 4.11. For any 1 ≤ p < ∞ there exists C > 0 such that
‖ f ‖Lp(∂M) ≤C
∥∥∥∥2(n − 1)
n − 2
∂ f
∂ηg0
−Hg0 f +
n
n − 2H∞u
2
n−2∞ f
∥∥∥∥
Lp(∂M)
+ C sup
a∈A
∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψa f dσg0
∣∣∣∣∣
for all f ∈ C2(M) satisfying ∆g0 f = 0 in M.
Proof. Set T( f ) =
2(n−1)
n−2
∂
∂ηg0
f −Hg0 f + nn−2H∞u
2
n−2∞ f on ∂M. Suppose the result is
not true. Then we can find a sequence of harmonic functions { f j} satisfying
1 = ‖ f j‖Lp(∂M) ≥ j‖T( f j)‖Lp(∂M) + j sup
a∈A
∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψa f jdσg0
∣∣∣∣∣ .
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By [10, Lemma 3.2],
‖ f j‖W1,p(∂M) ≤ C‖T( f j)‖Lp(∂M) + C‖ f j‖Lp(∂M) , if p > 1 ,
and by Proposition B-3 and Corollary B-5 we have
‖ f j‖
W
1
2
,1(∂M)
≤ C‖T( f j)‖L1(∂M) + C‖ f j‖L1(∂M) .
It follows from compactness that we can find a function f satisfying
‖ f ‖Lp(∂M) = 1 , sup
a∈A
∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψa f dσg0
∣∣∣∣∣ = 0 ,
and ∫
∂M
T(ψa) f dσg0 = 0 for any a ∈N .
Hence, (
λa − n
n − 2H∞
) ∫
∂M
ψa f u
2
n−2∞ dσg0 = 0 for all a ∈N .
In particular,
∫
∂M
ψa f u
2
n−2∞ dσg0 = 0 for all a < A, which implies f ≡ 0 on ∂M. This
contradicts ‖ f ‖Lp(∂M) = 1. 
Lemma 4.12. There exists C > 0 such that
‖ f ‖
L
n
n−2 (∂M) ≤C
∥∥∥∥Γ
(
2(n − 1)
n − 2
∂ f
∂ηg0
−Hg0 f +
n
n − 2H∞u
2
n−2∞ f
) ∥∥∥∥
L
n(n−1)
n2−2n+2 (∂M)
(4.18)
+ C sup
a∈A
∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψa f dσg0
∣∣∣∣∣
and
‖ f ‖L1(∂M) ≤C
∥∥∥∥Γ
(
2(n − 1)
n − 2
∂ f
∂ηg0
−Hg0 f +
n
n − 2H∞u
2
n−2∞ f
) ∥∥∥∥
L1(∂M)
(4.19)
+ C sup
a∈A
∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψa f dσg0
∣∣∣∣∣ ,
for all f ∈ C2(M) satisfying ∆g0 f = 0 in M.
Proof. We set p0 =
n(n−1)
n2−2n+2 and follow the notation in the proof of Lemma 4.11.
By [10, Lemma 3.2],
‖ f ‖W1,p0 (∂M) ≤ C‖T( f )‖Lp0 (∂M) + C‖ f ‖Lp0 (∂M) .
Thus, it follows from Lemma 4.11 that
‖ f ‖W1,p0 (∂M) ≤ C‖T( f )‖Lp0 (∂M) + C sup
a∈A
∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψa f dσg0
∣∣∣∣∣ . (4.20)
39
By the definition of Γ, we have
T( f ) = Γ(T( f )) +
∑
a∈A
(
n
n − 2H∞ − λa
) {∫
∂M
u
2
n−2∞ ψa f dσg0
}
u
2
n−2∞ ψa . (4.21)
Hence,
‖T( f )‖Lp0 (∂M) ≤ ‖Γ(T( f ))‖Lp0 (∂M) + C sup
a∈A
∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψa f dσg0
∣∣∣∣∣ . (4.22)
Now the estimate (4.18) follows from (4.20), (4.22), and Sobolev inequalities.
In order to prove (4.19), observe that by Lemma 4.11 we have
‖ f ‖L1(∂M) ≤ C‖T( f )‖L1(∂M) + C sup
a∈A
∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψa f dσg0
∣∣∣∣∣ .
Now the result follows from (4.21). 
Lemma 4.13. There exists ζ > 0 with the following significance: for all z =
(z1, ..., za) ∈ RA with |z| ≤ ζ, there exists a smooth function u¯z satisfying ∆g0 u¯z = 0 in
M, ∫
∂M
u
2
n−2∞ (u¯z − u∞)ψadσg0 = za for all a ∈ A , (4.23)
and
Γ
(
2(n − 1)
n − 2
∂u¯z
∂ηg0
−Hg0 u¯z +H∞u¯
n
n−2
z
)
= 0 . (4.24)
Moreover, the mapping z 7→ u¯z is real analytic.
Proof. This is just an application of the implicit function theorem. 
Lemma 4.14. There exists 0 < γ < 1 such that
∣∣∣E(u¯z) − E(u∞)∣∣∣ ≤ C sup
a∈A
∣∣∣∣∣∣
∫
∂M
ψa
(
2(n − 1)
n − 2
∂u¯z
∂ηg0
−Hg0 u¯z +H∞ u¯
n
n−2
z dσg0
)∣∣∣∣∣∣
1+γ
,
if |z| is sufficiently small.
Proof. Observe that the function z 7→ E(u¯z) is real analytic. According to results
of Lojasiewicz (see (2.4) in [34, p.538]), there exists 0 < γ < 1 such that
|E(u¯z) − E(u∞)| ≤ sup
a∈A
∣∣∣∣∣ ∂∂zaE(u¯z)
∣∣∣∣∣
1+γ
,
if |z| is sufficiently small. Differentiating E(u¯z), we obtain(∫
∂M
u¯
2(n−1)
n−2
z
) n−2
n−1 ∂
∂za
E(u¯z) (4.25)
= −2(F(u¯z) − 2H∞)
∫
∂M
u¯
n
n−2
z ψ˜a,z dσg0
− 2
∫
∂M
(
4(n − 1)
n − 2
∂u¯z
∂ηg0
− 2Hg0 u¯z + 2H∞u¯
n
n−2
z
)
ψ˜a,z dσg0 ,
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where we have set ψ˜a,z =
∂u¯z
∂za
for a ∈ A. Differentiating (4.23), we obtain
∫
∂M
u
2
n−2∞ ψ˜a,zψb dσg0 =

1 , if a = b ,
0 , if a , b ,
(4.26)
for all b ∈ A.
Integrating by parts and using the identity (4.24), we see that
(F(u¯z) − 2H∞)
∫
∂M
u¯
2(n−1)
n−2
z dσg0 (4.27)
= −
∫
∂M
(
4(n − 1)
n − 2
∂u¯z
∂ηg0
− 2Hg0 u¯z + 2H∞u¯
n
n−2
z
)
u¯z dσg0
= −
∑
b∈A
∫
∂M
(
4(n − 1)
n − 2
∂u¯z
∂ηg0
− 2Hg0 u¯z + 2H∞u¯
n
n−2
z
)
ψb dσg0
·
∫
∂M
u
2
n−2∞ ψb u¯z dσg0 .
Substituting (4.26) and (4.27) in (4.25), we obtain
(∫
∂M
u¯
2(n−1)
n−2
z dσg0
) n−2
n−1 ∂
∂za
E(u¯z)
= 2
∑
b∈A
(∫
∂M
u¯
2(n−1)
n−2
z dσg0
)−1
·
∫
∂M
u¯
n
n−2
z ψ˜a,z dσg0 ·
∫
∂M
u
2
n−2∞ u¯zψb dσg0
·
∫
∂M
(
4(n − 1)
n − 2
∂u¯z
∂ηg0
− 2Hg0 u¯z + 2H∞u¯
n
n−2
z
)
ψb dσg0
− 2
∫
∂M
(
4(n − 1)
n − 2
∂u¯z
∂ηg0
− 2Hg0 u¯z + 2H∞u¯
n
n−2
z
)
ψa dσg0 .
Hence, there exists C > 0 such that
∣∣∣∣∣ ∂∂zaE(u¯z)
∣∣∣∣∣ ≤ C sup
a∈A
∣∣∣∣∣∣
∫
∂M
(
4(n − 1)
n − 2
∂u¯z
∂ηg0
− 2Hg0 u¯z + 2H∞u¯
n
n−2
z
)
ψa dσg0
∣∣∣∣∣∣ ,
from which the assertion follows. 
We set
Aν =
{
(z, (xk, ǫk, αk)k=1,...,m) ∈RA × (∂M ×R+ ×R+)m , such that
|z| ≤ ζ , dg0(xk, x∗k,ν) ≤ ǫ∗k,ν ,
1
2
≤ ǫk
ǫ∗
k,ν
≤ 2 , 1
2
≤ αk ≤ 2
}
.
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For each ν, we can choose a pair (zν, (xk,ν, ǫk,ν, αk,ν)k=1,...,m) ∈ Aν such that
∫
M
2(n − 1)
n − 2
∣∣∣d(uν − u¯zν −
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν))
∣∣∣2
g0
dvg0
+
∫
∂M
Hg0
(
uν − u¯zν −
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν)
)2
dσg0
≤
∫
M
2(n − 1)
n − 2
∣∣∣d(uν − u¯z −
m∑
k=1
αku¯(xk ,ǫk))
∣∣∣2
g0
dvg0
+
∫
∂M
Hg0
(
uν − u¯z −
m∑
k=1
αku¯(xk ,ǫk)
)2
dσg0
for all (z, (xk, ǫk, αk)k=1,...,m) ∈ Aν.
The proofs of the next two propositions are the same of Propositions 6.6 and
6.7 in [11]:
Proposition 4.15. We have:
(i) For all i , j,
lim
ν→∞
{
ǫi,ν
ǫ j,ν
+
ǫ j,ν
ǫi,ν
+
dg0(xi,ν, x j,ν)
2
ǫi,νǫ j,ν
}
= ∞ .
(ii) We have
lim
ν→∞
∥∥∥uν − u¯zν −
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν)
∥∥∥
H1(M)
= 0 .
Proposition 4.16. We have |zν| = o(1), and
dg0(xk,ν, x
∗
k,ν) ≤ o(1)ǫ∗k,ν ,
ǫk,ν
ǫ∗
k,ν
= 1 + o(1) , and αk,ν = 1 + o(1) ,
for all k = 1, ...,m. In particular, (zν, (xk,ν, ǫk,ν, αk,ν)k=1,...,m) is an interior point of Aν
for ν sufficiently large.
Convention. Assume that ǫi,ν ≤ ǫ j,ν for all i ≤ j, without loss of generality.
Notation. We write uν = vν + wν, where
vν = u¯zν +
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν) and wν = uν − u¯zν −
m∑
k=1
αk,νu¯(xk,ν ,ǫk,ν) . (4.28)
Observe that by Proposition 4.15 we have
∫
M
2(n − 1)
n − 2 |dwν|
2
g0
dvg0 +
∫
∂M
Hg0w
2
νdσg0 = o(1) . (4.29)
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Proposition 4.17. Let ψk,ν : B+2ρ(0)→M be Fermi coordinates centered at xk,ν. If we
set
Cν =
(∫
∂M
|wν|
2(n−1)
n−2 dσg0
) n−2
2(n−1)
+
(∫
M
|wν| 2nn−2 dvg0
) n−2
2n
,
then for all k = 1, ...,m, and a ∈ A we have:
(i)
∣∣∣ ∫
∂M
u
2
n−2∞ ψawν dσg0
∣∣∣ ≤ o(1) ∫
∂M
|wν|dσg0 .
(ii)
∣∣∣
∫
∂M
u¯
n
n−2
(xk,ν ,ǫk,ν)
wν dσg0
∣∣∣ ≤ o(1)Cν .
(iii)
∣∣∣
∫
ψk,ν(∂′B+2ρ(0))
u¯
n
n−2
(xk,ν ,ǫk,ν)
ǫ2
k,ν
− |ψ−1
k,ν
(x)|2
ǫ2
k,ν
+ |ψ−1
k,ν
(x)|2 wν dσg0
∣∣∣ ≤ o(1)Cν .
(iv)
∣∣∣
∫
ψk,ν(∂′B+2ρ(0))
u¯
n
n−2
(xk,ν ,ǫk,ν)
ǫk,νψ−1k,ν(x)
ǫ2
k,ν
+ |ψ−1
k,ν
(x)|2 wν dσg0
∣∣∣ ≤ o(1)Cν .
Proof. (i) Set ψ˜a,z =
∂
∂za
u¯z. It follows from the identities (4.24) and (4.26) that
ψ˜a,0 = ψa for all a ∈ A.
By the definition of (zν, (xk,ν, ǫk,ν, αk,ν)1≤k≤m), we have∫
M
2(n − 1)
n − 2 < dψ˜a,zν ,wν >g0 dvg0 +
∫
∂M
Hg0ψ˜a,zνwν dσg0 = 0 .
Hence,
λa
∫
∂M
u
2
n−2∞ ψawν dσg0
= −
∫
∂M
(
2(n − 1)
n − 2
∂ψa
∂ηg0
−Hg0ψa
)
wν dσg0
=
∫
∂M
(
2(n − 1)
n − 2
∂
∂ηg0
(ψ˜a,zν − ψa) −Hg0(ψ˜a,zν − ψa)
)
wν dσg0 .
Then, since λa > 0 and |zν| → 0 as ν→∞, we conclude that∣∣∣∣∣
∫
∂M
u
2
n−2∞ ψawν dσg0
∣∣∣∣∣ ≤ o(1)‖wν‖L1(∂M) , for all a ∈ A , (4.30)
from which the assertion (i) follows.
The proofs of (ii), (iii), and (iv) are similar to Proposition 4.5. 
Proposition 4.18. There exists c > 0 such that
n
n − 2H∞
∫
∂M
u
2
n−2∞ +
m∑
k=1
u¯
2
n−2
(xk,ν ,ǫk,ν)
w2ν dσg0
≤ (1 − c)
{∫
M
2(n − 1)
n − 2 |dwν|
2
g0
dvg0 +
∫
∂M
Hg0w
2
ν dσg0
}
for all ν sufficiently large.
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Proof. Suppose by contradiction this is not true. Upon rescaling, we can find a
sequence {w˜ν} satisfying∫
M
2(n − 1)
n − 2 |dw˜ν|
2
g0
dvg0 +
∫
∂M
Hg0w˜
2
ν dσg0 = 1
and
lim
ν→∞
n
n − 2H∞
∫
∂M
u
2
n−2∞ +
m∑
k=1
u¯
2
n−2
(xk,ν ,ǫk,ν)
 w˜2ν dσg0 ≥ 1 .
Proceeding as in the proof of Proposition 4.6 and using the same notations, we
only have two possibilities:
Case 1. We can suppose that
lim
ν→∞
∫
∂M
u
2
n−2∞ w˜
2
ν dσg0 > 0 (4.31)
and
lim
ν→∞
{ ∫
M\⋃mk=1Ωk,ν
2(n − 1)
n − 2 |dw˜ν|
2
g0
dvg0 +
∫
∂M\⋃mk=1Ωk,ν
Hg0w˜
2
ν dσg0
}
(4.32)
≤ lim
ν→∞
n
n − 2H∞
∫
∂M
u
2
n−2∞ w˜
2
ν dσg0 .
In this case, we can assume that w˜ν ⇀ w˜ in H1(M) and, in view of (4.31) and
(4.32), we have ∫
∂M
u
2
n−2∞ w˜
2 dσg0 > 0 (4.33)
and ∫
M
2(n − 1)
n − 2 |dw˜|
2
g0dvg0 +
∫
∂M
Hg0w˜
2 dσg0 ≤
n
n − 2H∞
∫
∂M
u
2
n−2∞ w˜
2 dσg0 .
Then it follows from the definition of {ψa}a∈N that
∑
a∈N
λa
(∫
∂M
u
2
n−2∞ ψaw˜ dσg0
)2
≤
∑
a∈N
n
n − 2H∞
(∫
∂M
u
2
n−2∞ ψaw˜ dσg0
)2
. (4.34)
By Proposition 4.17, we have
∫
∂M
u
2
n−2∞ ψaw˜ dσg0 = 0 , for all a ∈ A .
This, together with (4.34), implies that w˜ ≡ 0 on ∂M and contradicts the in-
equality (4.33).
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Case 2. There exists 1 ≤ k ≤ m such that
lim
ν→∞
∫
∂M
u¯
2
n−2
(xk,ν ,ǫk,ν)
w˜2ν dσg0 > 0
and
lim
ν→∞
{ ∫
Ωk,ν
2(n − 1)
n − 2 |dw˜ν|
2
g0dvg0 +
∫
Ωk,ν∩∂M
Hg0w˜
2
ν dσg0
}
≤ lim
ν→∞
n
n − 2H∞
∫
∂M
u¯
2
n−2
(xk,ν ,ǫk,ν)
w˜2ν dσg0 .
In this case, we proceed exactly as in the proof of Proposition 4.6 to reach a
contradiction.
This finishes the proof. 
Corollary 4.19. For all ν sufficiently large we have
n
n − 2H∞
∫
∂M
v
2
n−2
ν w
2
ν dσg0 ≤ (1 − c)
{∫
M
2(n − 1)
n − 2 |dwν|
2
g0
dvg0 +
∫
∂M
Hg0w
2
ν dσg0
}
.
Proof. By the definition of vν (see (4.28)), we have
lim
ν→∞
∫
∂M
∣∣∣v 2n−2ν − u 2n−2∞ −
m∑
k=1
u¯
2
n−2
(xk,ν ,ǫk,ν)
∣∣∣n−1dσg0 = 0 .
Hence, the assertion follows from Proposition 4.18. 
The next two propositions are similar to Propositions 6.14 and 6.15 of [11]
and we will just outline their proofs.
Proposition 4.20. There exist C > 0 and 0 < γ < 1 such that
E(u¯zν ) − E(u∞)
≤ C
{∫
∂M
u
2(n−1)
n−2
ν |Hgν −H∞|
2(n−1)
n
} n
2(n−1) (1+γ)
+ C
m∑
k=1
ǫ
n−2
2 (1+γ)
k,ν
if ν is sufficiently large.
Proof. As in [11, Lemmas 6.11 and 6.12], making use of estimates (4.18) and
(4.19), we can show that there exists C > 0 such that
‖uν − u¯zν‖
n
n−2
L
n
n−2 (∂M)
≤ C‖u nn−2ν (Hgν −H∞)‖
n
n−2
L
2(n−1)
n (∂M)
+ C
m∑
k=1
ǫ
n−2
2
k,ν
(4.35)
and
‖uν − u¯zν‖L1(∂M) ≤ C‖u
n
n−2
ν (Hgν −H∞)‖L 2(n−1)n (∂M) + C
m∑
k=1
ǫ
n−2
2
k,ν
, (4.36)
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for ν sufficiently large.
We will prove the estimate
sup
a∈A
∣∣∣∣∣∣
∫
∂M
ψa
(
2(n − 1)
n − 2
∂u¯zν
∂ηg0
−Hg0 u¯zν +H∞u¯
n
n−2
zν
)
dσg0
∣∣∣∣∣∣ (4.37)
≤ C
{∫
∂M
u
2(n−1)
n−2
ν |Hgν −H∞|
2(n−1)
n
} n
2(n−1)
+ C
m∑
k=1
ǫ
n−2
2
k,ν
for ν is sufficiently large.
Integrating by parts, we obtain∫
∂M
ψa
(
2(n − 1)
n − 2
∂u¯zν
∂ηg0
−Hg0 u¯zν +H∞u¯
n
n−2
zν
)
dσg0
=
∫
∂M
ψa
(
2(n − 1)
n − 2
∂uν
∂ηg0
−Hg0uν +H∞u
n
n−2
ν
)
dσg0
+ λa
∫
∂M
u
2
n−2∞ ψa(uν − u¯zν ) dσg0 −H∞
∫
∂M
ψa(u
n
n−2
ν − u¯
n
n−2
zν ) dσg0 .
Using the fact that
2(n−1)
n−2
∂
∂ηg0
uν −Hg0uν −H∞u
n
n−2
ν = −(Hgν −H∞)u
n
n−2
ν on ∂M and
the pointwise estimate
|u nn−2ν − u¯
n
n−2
zν | ≤ Cu¯
2
n−2
zν |uν − u¯zν | + C|uν − u¯zν |
n
n−2 ,
we obtain
sup
a∈A
∣∣∣∣∣∣
∫
∂M
ψa
(
2(n − 1)
n − 2
∂u¯zν
∂ηg0
−Hg0 u¯zν +H∞u¯
n
n−2
zν
)
dσg0
∣∣∣∣∣∣
≤ C‖u
n
n−2
ν (Hgν −H∞)‖L 2(n−1)n (∂M) + C‖uν − u¯zν‖L1(∂M) + C‖uν − u¯zν‖
n
n−2
L
n
n−2 (∂M)
.
Then it follows from Lemmas 4.35 and 4.36 that
sup
a∈A
∣∣∣∣∣∣
∫
∂M
ψa
(
2(n − 1)
n − 2
∂u¯zν
∂ηg0
−Hg0 u¯zν +H∞u¯
n
n−2
zν
)
dσg0
∣∣∣∣∣∣ (4.38)
≤ C‖u nn−2ν (Hgν −H∞)‖
n
n−2
L
2(n−1)
n (∂M)
+ C‖u nn−2ν (Hgν −H∞)‖L 2(n−1)n (∂M) + C
m∑
k=1
ǫ
n−2
2
k,ν
.
On the other hand, since Corollary 2.6 implies
‖u nn−2ν (Hgν −H∞)‖L 2(n−1)n (∂M) =
(∫
∂M
|Hgν −H∞|
2(n−1)
n dσgν
) n
2(n−1)
→ 0
as ν→∞, we can assume that
‖u nn−2ν (Hgν −H∞)‖L 2(n−1)n (∂M) < 1 . (4.39)
The estimate (4.37) now follows using the inequality (4.39) in (4.38).
Proposition 4.20 is a consequence of Lemma 4.14 and the estimate (4.37). 
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Proposition 4.21. There exists c > 0 such that
E(vν) ≤
E(u¯zν)n−1 +
m∑
k=1
E(u¯xk,ǫk,ν )
n−1

1
n−1
− c
m∑
k=1
ǫ
n−2
2
k,ν
if ν is sufficiently large.
Proof. Observe that the inequality
(
F(u¯zν )
n−1u¯
2(n−1)
n−2
zν + F(u¯(xk,ν ,ǫk,ν))
n−1u¯
2(n−1)
n−2
(xk,ν ,ǫk,ν)
) 1
n−1
u¯zν u¯(xk,ν ,ǫk,ν)
≥ F(u¯zν)u¯
n
n−2
zν u¯(xk,ν ,ǫk,ν) + cǫ
− n2
k,ν
1{dg0 (x,xk,ν)≤ǫk,ν}
holds on ∂M for any 1 ≤ k ≤ m.
As in [11] we obtain
1
2
E(vν)
(∫
∂M
v
2(n−1)
n−2
ν dσg0
) n−2
n−1
(4.40)
≤ 1
2
E(u¯zν )n−1 +
m∑
k=1
E(u¯(xk,ν,ǫk,ν))
n−1

1
n−1 (∫
∂M
v
2(n−1)
n−2
ν dσg0
) n−2
n−1
−
m∑
k=1
2αk,ν
∫
∂M
(2(n − 1)
n − 2
∂
∂ηg0
u¯zν −Hg0 u¯zν
+
1
2
F(u¯zν )u¯
n
n−2
zν
)
u¯(xk,ν ,ǫk,ν)dσg0
−
∑
i< j
2αi,να j,ν
∫
M
2(n − 1)
n − 2 ∆g0 u¯(x j,ν,ǫ j,ν) u¯(xi,ν ,ǫi,ν)dvg0
−
∑
i< j
2αi,να j,ν
∫
∂M
(2(n − 1)
n − 2
∂
∂ηg0
u¯(x j,ν ,ǫ j,ν) −Hg0 u¯(x j,ν ,ǫ j,ν)
+
1
2
F(u¯(x j,ν,ǫ j,ν))u¯
n
n−2
(x j,ν,ǫ j,ν)
)
u¯(xi,ν,ǫi,ν)dσg0
− cǫ
n−2
2
k,ν
− c
∑
i< j
 ǫi,νǫ j,νǫ2
j,ν
+ dg0(xi,ν, x j,ν)
2

n−2
2
.
Since 12F(u¯zν)→ 12F(u∞) = H∞ as ν→ ∞, we have the estimate∫
∂M
∣∣∣∣∣∣
2(n − 1)
n − 2
∂
∂ηg0
u¯zν −Hg0 u¯zν +
1
2
F(u¯zν)u¯
n
n−2
zν
∣∣∣∣∣∣ u¯(xk,ν ,ǫk,ν)dσg0 ≤ o(1)ǫ
n−2
2
k,ν
. (4.41)
Now the assertion follows from the estimates (4.17), (4.40), and (4.41), choos-
ing ρ small and ν large. 
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Corollary 4.22. Under the hypothesis of Theorem 1.8, there exist C > 0 and 0 < γ < 1
such that
E(vν) ≤
(
E(u∞)n−1 +mQ(Bn, ∂B)n−1
) 1
n−1
+ C
(∫
∂M
u
2(n−1)
n−2
ν |Hgν −H∞|
2(n−1)
n dσg0
) n
2(n−1) (1+γ)
,
if ν is sufficiently large.
Proof. UsingProposition 3.7, weobtainE(u¯(xk,ν ,ǫk,ν)) ≤ Q(Bn, ∂B) for all k = 1, ...,m.
Then the result follows from Propositions 4.20 and 4.21. 
5 Proof of the main theorem
Let u(t), t ≥ 0, be the solution of (2.4) obtained in Section 2. The next proposition,
which is analogous to Proposition 3.3 of [11], is a crucial step in our argument.
The blow-up analysis of Section 4 is used in its proof.
Proposition 5.1. Let {tν}∞ν=1 be a sequence such that limν→∞ tν = ∞. Then we can
choose 0 < γ < 1 and C > 0 such that, after passing to a subsequence, we have
Hg(tν) −H∞ ≤ C
{∫
∂M
u(tν)
2(n−1)
n−2 |Hg(tν) −H∞|
2(n−1)
n dσg0
} n
2(n−1) (1+γ)
for all ν.
Proof. Set uν(x) = u(x, tν) and gν = g(tν) = u
4
n−2
ν g0. We consider the non-negative
smooth function u∞ obtained in Proposition 4.1 and write uν = vν +wν as in the
formula (4.2) if u∞ ≡ 0, or in the formula (4.28) if u∞ > 0. Then, integrating by
parts the equations (2.1), we obtain
Hgν =
∫
M
2(n − 1)
n − 2 |dvν|
2
g0
dvg0 +
∫
∂M
Hg0v
2
νdσg0
+
∫
M
2(n − 1)
n − 2 |dwν|
2
g0
dvg0 +
∫
∂M
Hg0w
2
νdσg0
+
∫
M
4(n − 1)
n − 2 < dwν, dvν >g0 dvg0 +
∫
∂M
2Hg0vνwνdσg0 .
On the other hand,∫
M
4(n − 1)
n − 2 < dwν, dvν >g0 dvg0 +
∫
∂M
2Hg0vνwνdσg0
=
∫
∂M
2Hgνu
n
n−2
ν wνdσg0 −
∫
M
4(n − 1)
n − 2 |wν|
2
g0dvg0 −
∫
∂M
2Hg0w
2
νdσg0 .
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Hence,
Hgν =
∫
M
2(n − 1)
n − 2 |dvν|
2
g0dvg0 +
∫
∂M
Hg0v
2
νdσg0
−
∫
M
2(n − 1)
n − 2 |dwν|
2
g0
dvg0 −
∫
∂M
Hg0w
2
νdσg0 + 2
∫
∂M
Hgνu
n
n−2
ν wνdσg0 ,
which can be written as
Hgν =
1
2
E(vν)
{∫
∂M
v
2(n−1)
n−2
ν dσg0
} n−2
n−1
+ 2
∫
∂M
(Hgν −H∞)u
n
n−2
ν wνdσg0 (5.1)
−
∫
M
2(n − 1)
n − 2 |dwν|
2
g0dvg0 −
∫
∂M
{
Hg0w
2
ν −
n
n − 2H∞v
2
n−2
ν w
2
ν
}
dσg0
+H∞
∫
∂M
{
− n
n − 2v
2
n−2
ν w
2
ν + 2(vν + wν)
n
n−2wν
}
dσg0 .
We can prove that
{∫
∂M
v
2(n−1)
n−2
ν dσg0
} n−2
n−1
− 1 ≤ n − 2
n − 1
∫
∂M
v
2(n−1)
n−2
ν dσg0 −
n − 2
n − 1 .
Thus, it follows from the volume normalization
∫
∂M
(vν + wν)
2(n−1)
n−2 dσg0 = 1 that
{∫
∂M
v
2(n−1)
n−2
ν dσg0
} n−2
n−1
− 1 ≤
∫
∂M
{
n − 2
n − 1v
2(n−1)
n−2
ν −
n − 2
n − 1 (vν + wν)
2(n−1)
n−2
}
dσg0 . (5.2)
Using the inequality (5.2) in the equation (5.1), we obtain
Hgν ≤ H∞ + (
1
2
E(vν) −H∞)
{∫
∂M
v
2(n−1)
n−2
ν dσg0
} n−2
n−1
+ 2
∫
∂M
(Hgν −H∞)u
n
n−2
ν wνdσg0
+H∞
∫
∂M
{n − 2
n − 1v
2(n−1)
n−2
ν −
n
n − 2v
2
n−2
ν w
2
ν (5.3)
+ 2(vν + wν)
n
n−2wν − n − 2
n − 1 (vν + wν)
2(n−1)
n−2
}
dσg0
−
∫
M
2(n − 1)
n − 2 |dwν|
2
g0
dvg0 −
∫
∂M
{
Hg0w
2
ν −
n
n − 2H∞v
2
n−2
ν w
2
ν
}
dσg0 .
Nowwe estimate some terms of the right-hand side of (5.3). By theHo¨lder’s
inequality,
∫
∂M
u
n
n−2
ν (Hgν −H∞)wνdσg0 (5.4)
≤
{∫
∂M
u
2(n−1)
n−2
ν |Hgν −H∞|
2(n−1)
n dσg0
} n
2(n−1)
·
{∫
∂M
|wν|
2(n−1)
n−2 dσg0
} n−2
2(n−1)
.
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It follows from Corollaries 4.7 and 4.19 that∫
M
2(n − 1)
n − 2 |dwν|
2
g0
dvg0 +
∫
∂M
{
Hg0w
2
ν −
n
n − 2H∞v
n
n−2
ν w
2
ν
}
dσg0
≥ c
∫
M
2(n − 1)
n − 2 |dwν|
2
g0dvg0 + c
∫
∂M
Hg0w
2
νdσg0 .
Since Q(M, ∂M) > 0, this implies∫
M
2(n − 1)
n − 2 |dwν|
2
g0
dvg0 +
∫
∂M
{
Hg0w
2
ν −
n
n − 2H∞v
n
n−2
ν w
2
ν
}
dσg0 (5.5)
≥ c′
{∫
∂M
|wν|
2(n−1)
n−2 dσg0
} n−2
n−1
.
By the pointwise estimate∣∣∣∣∣n − 2n − 1v
2(n−1)
n−2
ν −
n
n − 2v
2
n−2
ν w
2
ν + 2(vν + wν)
n
n−2wν − n − 2
n − 1 (vν + wν)
2(n−1)
n−2
∣∣∣∣∣
≤ Cvmax{0,
2(n−1)
n−2 −3}
ν |wν|min{
2(n−1)
n−2 ,3} + C|wν|
2(n−1)
n−2 ,
we have∫
∂M
∣∣∣∣∣n − 2n − 1v
2(n−1)
n−2
ν −
n
n − 2v
2
n−2
ν w
2
ν + 2(vν + wν)
n
n−2wν − n − 2
n − 1 (vν + wν)
2(n−1)
n−2
∣∣∣∣∣ dσg0
≤ C
∫
∂M
v
max{0, 2(n−1)n−2 −3}
ν |wν|min{
2(n−1)
n−2 ,3}dσg0 + C
∫
∂M
|wν|
2(n−1)
n−2 dσg0
≤ C
{∫
∂M
|wν|
2(n−1)
n−2 dσg0
} n−2
n−1 min{ n−1n−2 , 32 }
. (5.6)
Recall that ‖wν‖
L
2(n−1)
n−2 (∂M)
= o(1) by (4.3) and (4.29). Using the estimates (5.4),
(5.5), and (5.6) in the inequality (5.3), we obtain
Hgν ≤ H∞ + (
1
2
E(vν) −H∞)
{∫
∂M
v
2(n−1)
n−2
ν dσg0
} n−2
n−1
+ C
{∫
∂M
u
2(n−1)
n−2
ν |Hgν −H∞|
2(n−1)
n dσg0
} n
n−1
.
In view of equation (4.1), Corollaries 4.9 and 4.22 imply that
1
2
E(vν) −H∞ ≤ C
{∫
∂M
u
2(n−1)
n−2
ν |Hgν −H∞|
2(n−1)
n dσg0
} n
2(n−1) (1+γ)
.
Hence,
Hgν ≤ H∞ + C
{∫
∂M
u
2(n−1)
n−2
ν |Hgν −H∞|
2(n−1)
n dσg0
} n
2(n−1) (1+γ)
,
where we also used Corollary 2.6 with p =
2(n−1)
n .
This finishes the proof of Proposition 5.1. 
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Once we have proved Corollary 2.6 and Proposition 5.1, the proof of the
following result is a simple argument by contradiction as in [11, Proposition
3.4].
Proposition 5.2. There exist 0 < γ < 1 and t0 > 0 such that
Hg(t) −H∞ ≤
{∫
∂M
u(t)
2(n−1)
n−2 |Hg(t) −H∞|
2(n−1)
n dσg0
} n
2(n−1) (1+γ)
for all t ≥ t0.
Corollary 5.3. There exist 0 < γ < 1, C > 0 and t1 > 0 such that
Hg(t) −H∞ ≤ C
{∫
∂M
u(t)
2(n−1)
n−2 |Hg(t) −Hg(t)|
2(n−1)
n dσg0
} n
2(n−1) (1+γ)
for all t ≥ t1.
Proof. It follows from Proposition 5.2 that
Hg(t) −H∞ ≤C
{∫
∂M
u(t)
2(n−1)
n−2 |Hg(t) −Hg(t) |
2(n−1)
n dσg0
} n
2(n−1) (1+γ)
+ C(Hg(t) −H∞)1+γ ,
from which the result follows. 
Proposition 5.4. There exists C > 0 such that
∫ ∞
0
{∫
∂M
u(t)
2(n−1)
n−2 (Hg(t) −Hg(t))2dσg0
} 1
2
dt ≤ C
for all t ≥ 0.
Proof. By the evolution equation (2.7) and Corollary 5.3, there exists C > 0 such
that
d
dt
(Hg(t) −H∞) = −(n − 2)
∫
∂M
(Hg(t) −Hg(t))2 u(t)
2(n−1)
n−2 dσg0
≤ −(n − 2)
{∫
∂M
∣∣∣Hg(t) −Hg(t)∣∣∣ 2(n−1)n u(t) 2(n−1)n−2 dσg0
} n
n−1
≤ −c(Hg(t) −H∞)
2
1+γ
for t > 0 sufficiently large. Hence, ddt (Hg(t) −H∞)−
1−γ
1+γ ≥ c, which implies
Hg(t) −H∞ ≤ Ct−
1+γ
1−γ .
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Then using Ho¨lder’s inequality and the equation (2.7) we obtain
∫ 2T
T
(∫
∂M
(Hg(t) −Hg(t))2u(t)
2(n−1)
n−2 dσg0
) 1
2
dt
≤
(∫ 2T
T
dt
) 1
2
(∫ 2T
T
∫
∂M
(Hg(t) −Hg(t))2u(t)
2(n−1)
n−2 dσg0 dt
) 1
2
=
{
1
n − 2T(Hg(T) −Hg(2T))
} 1
2 ≤ CT−
γ
1−γ
for T sufficiently large. This implies
∫ ∞
0
(∫
∂M
(Hg(t) −Hg(t))2u(t)
2(n−1)
n−2 dσg0
) 1
2
dt
=
∫ 1
0
(∫
∂M
(Hg(t) −Hg(t))2u(t)
2(n−1)
n−2 dσg0
) 1
2
dt
+
∞∑
k=0
∫ 2k+1
2k
(∫
∂M
(Hg(t) −Hg(t))2u(t)
2(n−1)
n−2 dσg0
) 1
2
dt
≤ C
∞∑
k=0
2−
γ
1−γ k ≤ C ,
which concludes the proof. 
Proposition 5.5. Given γ0 > 0, there exists r > 0 such that∫
Dr(x)
u(t)
2(n−1)
n−2 dσg0 ≤ γ0
for all x ∈ ∂M and all t ≥ 0.
Proof. Let γ0 > 0. Using Proposition 5.4, we can choose T > 0 large such that
∫ ∞
T
{∫
∂M
u(t)
2(n−1)
n−2 (Hg(t) −Hg(t))2dσg0
} 1
2
dt ≤ γ0
2(n − 1) . (5.7)
Then we choose r > 0 small such that∫
Dr(x)
u(t)
2(n−1)
n−2 dσg0 ≤
γ0
2
(5.8)
52
for all t ∈ [0,T] and all x ∈ ∂M. By the second equation of (2.4), we see that∫
Dr(x)
u(t)dσg0 −
∫
Dr(x)
u(T)
2(n−1)
n−2 dσg0 (5.9)
=
∫ t
T
d
dt
{∫
Dr(x)
u(t)
2(n−1)
n−2 dσg0
}
dt
= −(n − 1)
∫ t
T
∫
Dr(x)
(Hg(t) −Hg(t)) u(t)
2(n−1)
n−2 dσg0 dt
≤ (n − 1)
∫ ∞
T
{∫
∂M
(Hg(t) −Hg(t))2 u(t)
2(n−1)
n−2 dσg0
} 1
2
dt
for all t ≥ T and all x ∈ ∂M, where we have used the boundary area normaliza-
tion. Now the result follows from the inequalities (5.7), (5.8), and (5.9). 
Proposition 5.6. There exist C, c > 0 such that
sup
M
u(t) ≤ C and inf
M
u(t) ≥ c , for all t ≥ 0 . (5.10)
Proof. By the estimate (2.11) and the Sobolev embedding theorems, we can
choose C1 > 0 such that∫
M
u(t)
2n
n−2 dvg0 ≤ C1 , for all t ≥ 0 .
Fix n − 1 < q < p < n. According to Corollary 2.6 there is C2 > 0 such that∫
∂M
|Hg(t)|pdσg(t) ≤ C2 , for all t ≥ 0 .
Set γ0 = γ
p
p−q
1
C
− qp−q
2
, where γ1 is the constant obtained in Proposition A-3. By
Proposition 5.5, there is r > 0 such that∫
Dr(x)
dσg(t) ≤ γ0 , for all t ≥ 0, x ∈ ∂M .
Then
∫
Dr(x)
|Hg(t)|qdσg(t) ≤
{∫
Dr(x)
dσg(t)
} p−q
p
{∫
Dr(x)
|Hg(t)|pdσg(t)
} q
p
≤ γ1 .
Hence, the first assertion of (5.10) follows from Proposition A-3 and the max-
imum principle. The second one follows exactly as in the proof of the second
estimate of (2.9). 
Proof of Theorem 1.8. Once we have proved Proposition 5.6, it follows as in [10]
p.642 that all higher order derivatives of u are uniformly bounded. The unique-
ness of the asymptotic limit of Hg(t) follows from Proposition 5.4. 
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A Some elliptic estimates
The next proposition is a modification of the arguments in [24, Theorems 8.17
and 8.18]. We refer the reader to [37, Lemma 3.2] and [36, Lemma 3.3] for
similar results under boundary conditions. (See also the proof of Lemma A.1
in [26].)
Proposition A-1. Let (M, g) be a Riemannian manifold with boundary ∂M. Let
q > n − 1 and h ∈ Lq(∂M) with ‖h‖Lq(∂M) ≤ Λ. We fix r0 > 0 small and, for each
x ∈ ∂M, consider Fermi coordinates ψx : B+4r0(0)→ M centered at x. Then
(a) If p > 1, there exists C = C(n, g, p, q,Λ) such that
sup
ψx(B+r (0))
u ≤ Cr− np ‖u‖Lp(ψx(B+2r(0))) + Cr
1− n−1q ‖ f ‖Lq(D4r(x))
for any x ∈ ∂M and r < r0, and any 0 < u ∈ H1(M) and f ∈ Lq(∂M) satisfying
∆gu ≥ 0 , in M ,
∂
∂ηg
u + hu ≥ f , on ∂M .
(b) If 1 ≤ p < nn−2 , there exists C = C(n, g, p, q,Λ) such that
r−
n
p ‖u‖Lp(ψx(B+2r(0))) ≤ C infψx(B+r (0)) u + Cr
1− n−1q ‖ f ‖Lq(D4r(x))
for any x ∈ ∂M and r < r0, and any 0 < u ∈ H1(M) and f ∈ Lq(∂M) satisfying
∆gu ≤ 0 , in M ,
∂
∂ηg
u + hu ≤ f , on ∂M .
Remark A-2. According to our notations, Dr(x) = ψx(∂′Br(0)) (see Section 2).
Proposition A-3. Let (Mn, g0) be a compact Riemannian manifold with boundary
∂M and with dimension n ≥ 3. Choose ρ > 0 small such that, for all x ∈ ∂M, we have
Fermi coordinates ψx : B+2ρ(0)→ M centered at x. For each q > n − 1 and C1 > 0, we
can find constants γ1 = γ1(n, g0, q,C1) > 0 and C = C(n, g0, q) > 0with the following
significance: if g = u
4
n−2 g0 is a conformal metric satisfying∫
M
dvg ≤ C1 and
∫
Dr(x)
|Hg|qdσg ≤ γ1
for x ∈ ∂M and 0 < r < ρ, then we have
u(x) ≤ Cr− n−22
(∫
ψx(B+r (0))
dvg
) n−2
2n
.
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Proof. Suppose that C1 = 1. We can assume that, for any x ∈ ∂M, using Fermi
coordinates ψx : B+2ρ(0)→M, we have
1√
2
|z| ≤ dg0(ψx(z), x) ≤
√
2|z| , for all z ∈ B+2ρ(0) . (A-1)
Given r ∈ (0, ρ) and x ∈ ∂M, we define f (s) = (r − s) n−22 supB+s (0) u ◦ ψx
for s ∈ (0, r], and f (0) = r n−22 u(x). Then we can choose r0 ∈ [0, r) satisfying
f (r0) ≥ f (s) for all s ∈ [0, r), and x0 = (x10, ..., xn0) ∈ Rn+, with |x0| ≤ r0, such that
u ◦ ψx(x0) ≥ u ◦ ψx(z) , for all z ∈ B+r0(0) .
Set x¯0 = (x
1
0
, ..., xn−1
0
, 0) and choose a 0 < s ≤ r−r02 . We first assume s > 8xn0 . It
follows from Proposition A-1 that there exists C = C(n, g0, q) such that
s
n−2
2 sup
B+
s/8
(0)
u ◦ ψψx(x¯0) ≤ C

∫
ψψx (x¯0)(B
+
s/4
(0))
u
2n
n−2 dvg0

n−2
2n
+ Cs
n
2− n−1q

∫
ψψx (x¯0)(∂
′B+
s/2
(0))
∣∣∣∣2(n − 1)
n − 2
∂u
∂ηg0
−Hg0u
∣∣∣∣qdσg0

1
q
,
where ψψx(x¯0) : B
+
2ρ(0) → M are Fermi coordinates centered at ψx(x¯0). Then, by
(A-1) and the fact that s/8 > xn
0
, we have
s
n−2
2 u ◦ ψx(x0) ≤ C
{∫
ψx(B+s (x¯0))
u
2n
n−2 dvg0
} n−2
2n
+ Cs
n
2− n−1q
{∫
ψx(∂′B+s (x¯0))
∣∣∣∣2(n − 1)
n − 2
∂u
∂ηg0
−Hg0u
∣∣∣∣qdσg0
} 1
q
.
Using the second equation of (2.1), we conclude that
s
n−2
2 u ◦ ψx(x0) ≤ C
{∫
ψx(B+s (x¯0))
dvg
} n−2
2n
+ Cs
n
2− n−1q
{∫
ψx(∂′B+s (x¯0))
u
n
n−2 q− 2(n−1)n−2 |Hg|qdσg
} 1
q
holds whenever 8xn
0
< s ≤ r−r02 .
On the other hand, by a standard interior estimate for linear elliptic equa-
tions (see [24, Theorem8.17]), if s ≤ 8xn
0
and s ≤ r−r02 then there existsC = C(n, g0)
such that
s
n−2
2 u ◦ ψx(x0) ≤ C
{∫
ψx(B+r (0))
u
2n
n−2 dvg0
} n−2
2n
.
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By the definitions of r0 and x0, we obtain
sup
B+r−r0
2
(x¯0)
u ◦ ψx ≤ sup
B+r+r0
2
(0)
u ◦ ψx ≤ 2 n−22 u ◦ ψx(x0) .
Hence, there exists K = K(n, g0, q) > 0 such that
s
n−2
2 u ◦ ψx(x0) ≤ K
{∫
ψx(B+r (0))
dvg
} n−2
2n
(A-2)
+ K
(
s
n−2
2 u ◦ ψx(x0)
) n
n−2− 2(n−1)n−2 1q
{∫
Dr(x))
|Hg|qdσg
} 1
q
for all 0 < s ≤ r−r02 .
Now we choose γ1 = γ1(n, g0, q) > 0 such that
(2K)
n
n−2− 2(n−1)n−2 1q γ
1
q
1
≤ 1
2
(A-3)
and claim that, if
∫
M
dvg ≤ 1 and
∫
Dr(x)
|Hg|qdσg ≤ γ1, then
(
r − r0
2
) n−2
2
u ◦ ψx(x0) ≤ 2K . (A-4)
Indeed, if
(
r−r0
2
) n−2
2
u ◦ψx(x0) > 2K, then we can use (A-2) with s =
(
2K
u◦ψx(x0)
) 2
n−2
<
r−r0
2 to conclude that 2K ≤ K + K(2K)
n
n−2− 2(n−1)n−2 1q γ
1
q
1
, which contradicts our choice
of γ1.
Using (A-2) with s = r−r02 , and (A-4), we can see that
(
r − r0
2
) n−2
2
u ◦ ψx(x0) ≤K
(∫
ψx(B+r (0))
dvg
) n−2
2n
+
1
2
(2K)
n
n−2− 2(n−1)n−2 1q γ
1
q
1
(
r − r0
2
) n−2
2
u ◦ ψx(x0) .
Hence, by (A-3),
(
r − r0
2
) n−2
2
u ◦ ψx(x0) ≤ 2K
(∫
ψx(B+r (0))
dvg
) n−2
2n
.
This implies
r
n−2
2 u(x) ≤ (r − r0) n−22 u ◦ ψx(x0) ≤ 2 n2K
(∫
ψx(B+r (0))
dvg
) n−2
2n
,
proving the case C1 = 1.
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Now we turn attention to the case C1 > 1. Let γ1 be the constant obtained
above. If
∫
M
dvg ≤ C1, we choose λ = C−
n−2
2n
1
and set g˜ = λ
4
n−2 g = (λu)
4
n−2 g0. Then∫
M
dvg˜ ≤ 1, and we have
∫
Dr(x)
|Hg˜|qdσg˜ ≤ γ1 whenever
∫
Dr(x)
|Hg|qdσg ≤ γ1C
n−1−q
n
1
.
In this case, we proved above that
λu(x) ≤ Cr− n−22
(∫
ψx(B+r (0))
dvg˜
) n−2
2n
,
which is equivalent to
u(x) ≤ Cr− n−22
(∫
ψx(B+r (0))
dvg
) n−2
2n
by rescaling. This finishes the proof. 
Using Proposition A-1(b) and interior Harnack estimates for elliptic linear
equations (see [24, Theorem 8.18]), one can prove the next proposition by
adapting the arguments in [11, Proposition A.2].
Proposition A-4. Suppose u > 0 satisfies
−∆g0u ≥ 0 , in M ,
− ∂∂ηg0 u + Pu ≥ 0 , on ∂M ,
where P ∈ C∞(∂M). Then there exists C = C(M, g0,P) such that∫
M
udvg0 ≤ C inf
M
u .
In particular, ∫
M
u
2n
n−2 dvg0 ≤ C inf
M
u
(
sup
M
u
) n+2
n−2
.
B Construction of the Green function
In this section, we prove the existence of the Green function used in this paper
and some of its properties. The construction performed here is similar to the
ones in [9, p.106] and [19, p.201].
Lemma B-1. Let (M, g) be a compact Riemannian manifold of dimension n ≥ 2 and
fix x ∈M and α ∈ R. Let u : M\{x} → R be a function satisfying
|u(y)| ≤ C0dg(x, y)α and |∇gu(y)|g ≤ C0dg(x, y)α−1 ,
for any y ∈ M, with x , y. Then, for any 0 < θ ≤ 1, there exists C1 =
C1(M, n, g,C0, α) such that
|u(y) − u(z)| ≤ C1dg(y, z)θ(dg(x, y)α−θ + dg(x, z)α−θ)
for any y, z ∈M, with y , x , z.
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Proof. Let y , x and z , x.
1st case: dg(y, z) ≤ 12dg(x, y). Let γ : [0, 1] → M be a smooth curve such that
γ(0) = y, γ(1) = z, and
∫ 1
0
|γ′(t)|gdt ≤ 32dg(y, z).
Claim. We have 14dg(x, y) ≤ dg(γ(t), x) ≤ 74dg(x, y).
Indeed, since dg(y, γ(t)) ≤ 32dg(y, z) ≤ 34dg(x, y), we have
dg(x, γ(t)) ≥ dg(x, y) − dg(γ(t), y) ≥ dg(x, y) − 3
4
dg(x, y) =
1
4
dg(x, y) .
Moreover,
dg(γ(t), x) ≤ dg(γ(t), y)+ dg(y, x) ≤ 3
4
dg(x, y)+ dg(x, y) =
7
4
dg(x, y) .
This proves the claim.
Observe that u(z) − u(y) =
∫ 1
0
g(∇gu(γ(t)), γ′(t)) dt. Thus,
|u(y) − u(z)| ≤ sup
t∈[0,1]
|∇gu(γ(t))|g
∫ 1
0
|γ′(t)|gdt
≤ C sup
t∈[0,1]
dg(γ(t), x)
α−13
2
dg(y, z)
≤ C(α)dg(x, y)α−1dg(y, z)
≤ C(α)dg(x, y)α−θdg(y, z)θ .
2nd case: dg(y, z) >
1
2dg(x, y). In this case, we have
|u(y) − u(z)| ≤ |u(y)| + |u(z)|
≤ Cdg(y, x)α + Cdg(z, x)α
≤ Cdg(y, x)α−θdg(z, y)θ + Cdg(z, x)α−θ(dg(x, y) + dg(y, z))θ
≤ Cdg(y, z)θ(dg(x, y)α−θ + dg(x, z)α−θ) .
This proves the lemma. 
Notation. In what follows, (M, g) will denote a compact Riemannian manifold
with boundary ∂M, dimension n ≥ 3, and positive Sobolev quotient Q(M, ∂M).
We denote by Lg the conformal Laplacian∆g− n−24(n−1)Rg, and by Bg the boundary
conformal operator ∂∂ηg − n−22(n−1)Hg, where ηg is the inward unit normal vector to
∂M.
Proposition B-2. Fix x0 ∈ ∂M and assume there exist C = C(M, n, g) and N > 1
such that
Hg(y) ≤ Cdg(x0, y)N , for all y ∈ ∂M . (B-1)
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If N is sufficiently large, then there exists a positive Gx0 ∈ C∞(M\{x0}) satisfying
φ(x0) = −
∫
M
Gx0(y)Lgφ(y)dvg(y) −
∫
∂M
Gx0(y)Bgφ(y)dσg(y) (B-2)
for any φ ∈ C2(M). Moreover, the following properties hold:
(P1) There exists C = C(M, n, g) such that, for any y ∈Mwith y , x0,
|Gx0(y)| ≤ Cdg(x0, y)2−n and |∇gGx0(y)|g ≤ Cdg(x0, y)1−n .
(P2) Consider Fermi coordinates y = (y1, ..., yn) centered at x0. In those coordinates,
write gab = exp(hab), where hab, a, b = 1, ..., n, is a symmetric 2-tensor of the form
hi j(y) =
d∑
|α|=1
hi j,αy
α +O(|y|d+1) ,
for i, j = 1, ..., n − 1, and han = 0 for a = 1, ..., n. Here, d =
[
n−2
2
]
. Then there exists
C = C(M, n, g) such that
∣∣∣∣Gx0(y) − |y|
2−n
(n − 2)σn−1
∣∣∣∣ ≤ C
n−1∑
a,b=1
d∑
|α|=1
|hab,α|dg(x0, y)|α|+2−n + Cdg(x0, y)d+3−n ,
∣∣∣∣∇g(Gx0(y) − |y|
2−n
(n − 2)σn−1
)∣∣∣∣
g
≤ C
n−1∑
a,b=1
d∑
|α|=1
|hab,α|dg(x0, y)|α|+1−n + Cdg(x0, y)d+2−n .
Proof. Firstly, we define an appropriate coordinate system for points near the
boundary. Set dx = d(x, ∂M) for x ∈M, andMρ = {x ∈M ; dx < ρ} for ρ > 0.
We choose ρ0 > 0 small such that the function
M2ρ0 → ∂M
x 7→ x¯
is well defined and smooth, where x¯ is defined by d(x, x¯) = d(x, ∂M). Then,
for any 0 < t < 2ρ0, the set ∂tM = {x ∈ M ; dx = t} is a smooth embedded
(n − 1)-submanifold ofM. For each x ∈Mρ0 , define the function
M2ρ0 → ∂dxM
y 7→ yx ,
where yx is defined by d(y, yx) = d(y, ∂dxM).
For any x ∈Mρ0 , we define the local coordinate system ψx(y) = (y1, ..., yn) on
M2ρ0 . Here, yn = dy, and (y1, ..., yn−1) are normal coordinates of yx, centered at
x, with respect to the submanifold ∂dxM . Then (x, y) 7→ ψx(y) is locally defined
and smooth.
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Observe that ψx(x) = (0, ..., 0, dx) for any x ∈ Mρ0 , and that ψx are Fermi
coordinates for any x ∈ ∂M. Moreover, in the coordinates ψx(y) = (y1, ..., yn) we
have gan ≡ δan and gab(x) = δab, for a, b = 1, ..., n. It is also clear that dψ−1x (∂/∂yn)
is the normal unit vector to ∂M. Choosing ρ0 possibly smaller, we can assume
that, for any x ∈ Mρ0 , ψx(y) = (y1, ..., yn) is defined for 0 ≤ yn < 2ρ0 and
|(y1, ..., yn−1)| < ρ0.
Let χ : R+ → [0, 1] be a smooth cutoff function satisfying χ(t) = 1 for
t < ρ0/2, and χ(t) = 0 for t ≥ ρ0. For each x ∈Mρ0 , set
K1(x, y) = χ(yn/2)χ(|(y1, ..., yn−1)|)
·
{
|(y1, ..., yn−1, yn − dx)|2−n + |(y1, ..., yn−1, yn + dx)|2−n
}
,
where we are using the coordinates ψx(y) = (y1, ..., yn). Observe that
n∑
a=1
∂2
∂y2a
K1(x, y) = 0 , for |(y1, ..., yn−1)| < ρ0/2 , 0 ≤ yn < ρ0 , and x , y .
Moreover, ∂K1/∂yn(x, y) = 0 if y ∈ ∂Mwith x , y.
For each x ∈M\Mρ0/2, set
K2(x, y) = χ(4dg(y, x))dg(y, x)
2−n , if 0 < dg(y, x) < ρ0/4 ,
and 0 otherwise. We can assume that ρ0/4 is smaller than the injectivity radius
of (M, g). If we express y 7→ K2(x, y) in normal coordinates (y1, ..., yn) centered
at x, we have K2(x, y) = χ(4|(y1, ..., yn)|)|(y1, ..., yn)|2−n, and thus
n∑
a=1
∂2
∂y2a
K2(x, y) = 0 , for 0 < dg(y, x) < ρ0/8 .
Define K : M ×M\DM → R by the expression
K(x, y) =
1
(n − 2)σn−1χ(dx)K1(x, y) +
1
(n − 2)σn−1 (1 − χ(dx))K2(x, y) .
Here, DM = {(x, x) ∈ M ×M ; x ∈ M}. Thus, K(x, y) = K1(x, y) if x ∈ Mρ0/2, and
K(x, y) = K2(x, y) if x ∈ M\Mρ0 . Observe that ∂K/∂ηg,y(x, y) = 0 if y ∈ ∂M with
y , x.
Expressing y 7→ K1(x, y) and y 7→ K2(x, y) in their respective coordinate
systems (as described above) one can check that there exists C = C(M, g, n) such
that
|Lg,yK(x, y)| ≤ Cdg(x, y)1−n .
For any φ ∈ C2(M) and x ∈M, we have
φ(x) =
∫
M
(
∆g,yK(x, y)φ(y) − K(x, y)∆gφ(y)
)
dvg(y)
−
∫
∂M
K(x, y)
∂
∂ηg
φ(y)dσg(y) . (B-3)
60
Indeed, this expression holds for 1(n−2)σn−1K1 when x ∈ Mρ0 , and for 1(n−2)σn−1K2
when x ∈M\Mρ0/2. In particular, ∆distr,yK(x, y) = ∆g,yK(x, y) − δx.
We define Γk : M ×M\DM → R inductively by setting
Γ1(x, y) = Lg,yK(x, y)
and
Γk+1(x, y) =
∫
M
Γk(x, z)Γ1(z, y)dvg(z) .
According to [9, Proposition 4.12], which is a result due to Giraud ([25, p.50]),
we have
|Γk(x, y)| ≤

Cdg(x, y)k−n , if k < n ,
C(1 + | log dg(x, y)|) , if k = n ,
C , if k > n ,
(B-4)
for some C = C(M, g, n). Moreover, Γk is continuous onM×M for k > n, and on
M ×M\DM for k ≤ n.
Now we will refine the estimate (B-4) around the point x0 ∈ ∂M, using the
expansion gab = exp(hab). Since K(x, y) = K1(x, y) for x ∈ ∂M, one can see that
|Lg,yK(x0, y)| ≤ C
n∑
a,b=1
d∑
|α|=1
|hab,α|dg(x0, y)|α|−n + Cdg(x0, y)d+1−n .
Then Giraud’s result implies
|Γk(x0, y)| ≤ C
n∑
a,b=1
d∑
|α|=1
|hab,α|dg(x0, y)k−1+|α|−n + dg(x0, y)k+d−n , if k < n − d . (B-5)
Claim 1. Given 0 < θ < 1, there exists C = C(M, g, n, θ) such that
|Γn+1(x, y)− Γn+1(x, y′)| ≤ Cdg(y, y′)θ , for any y , x , y′ . (B-6)
In particular, Γn+1(x0, ·) ∈ C0,θ(M).
Indeed, observe that |Γ1(x, y)−Γ1(x, y′)| ≤ Cdg(y, y′)θ(dg(x, y)1−θ−n+dg(x, y′)1−θ−n) ,
according to Lemma B-1. So, Claim 1 follows from the estimates (B-4) and Gi-
raud’s result.
Set
Fk(x, y) = K(x, y) +
k∑
j=1
∫
M
Γ j(x, z)K(z, y)dvg(z) .
Claim 2. For any φ ∈ C2(M) and x ∈M, and for all k = 1, 2, ..., we have
φ(x) = −
∫
M
Fk(x, y)Lgφ(y)dvg(y) −
∫
∂M
Fk(x, y)Bgφ(y)dσg(y) (B-7)
+
∫
M
Γk+1(x, y)φ(y)dvg(y) −
∫
∂M
n − 2
2(n − 1)Hg(y)Fk(x, y)φ(y)dσg(y) .
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Claim 2 can be proved by induction on k.
Claim 3. For any x ∈M and 0 < θ < 1, the function y 7→ Fn(x, y) is in C1,θ(M\{x})
and satisfies
|Fn(x, y)| ≤ Cdg(x, y)2−n , |∇g,yFn(x, y)|g ≤ Cdg(x, y)1−n , (B-8)
and
|∇g,yFn(x, y) − ∇g,y′Fn(x, y′)|g
dg(y, y′)θ
≤ C′dg(x, y)1−θ−n + C′dg(x, y′)1−θ−n . (B-9)
Here, C = C(M, g, n) and C′ = C′(M, g, n, θ). In particular, for any x ∈ ∂M,
y 7→ ∂Fn/∂ηg,y(x, y) defines a continuous function on ∂M\{x}.
As a consequence of Claim 3, we can choose N large enough such that
y 7→ Hg(y)Fn(x0, y) is in C1,θ(∂M) for 0 < θ < 1 and satisfies
‖Hg(·)Fn(x0, ·)‖C1,θ(∂M) ≤ C(M, g, n, θ) . (B-10)
Let us prove Claim 3. Choose a y , x, and let yt be a smooth curve such
that y0 = y. Then, for any r > 0,
d
dt
∫
M\Br(y)
Γ j(x, z)K(z, yt)dvg(z) =
∫
M\Br(y)
Γ j(x, z)
d
dt
K(z, yt)dvg(z)
Choose t0 = t0(x, y) > 0 such that
1
2
≤ dg(x, yt)
dg(x, y)
≤ 3
2
for all t ∈ [0, t0).
For any r > 0 such that 2r < dg(x, y) and t ∈ (0, t0), we have
∫
Br(y)
Γ j(x, z)
∣∣∣∣K(z, yt) − K(z, y)
t
∣∣∣∣dvg(z)
≤ C
∫
Br(y)
dg(x, z)
1−n(dg(z, yt)1−n + dg(z, y)1−n)dvg(z)
≤ C2n−1dg(x, y)1−n
∫
Br(y)
(dg(z, yt)
1−n + dg(z, y)1−n)dvg(z)
≤ C2n−1(2n−1 + 1) dg(x, y)1−n
∫
Br(y)
dg(z, y)
1−ndvg(z) ,
and the right-hand side goes to 0 as r → 0. Hence,
d
dt
∫
M
Γ j(x, z)K(z, yt)dvg(z) =
∫
M
Γ j(x, z)
d
dt
K(z, yt)dvg(z) (B-11)
and the estimates in (B-8) follow from Giraud’s result.
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Now,
1
dg(y, y′)θ
∣∣∣∣
∫
M
Γ j(x, z)
∂
∂yi
K(z, y)dvg(z) −
∫
M
Γ j(x, z)
∂
∂yi
K(z, y′)dvg(z)
∣∣∣∣
≤
∫
M
Γ j(x, z)
∣∣∣∣
∂
∂yi
K(z, y) − ∂∂yiK(z, y′)
dg(y, y′)θ
∣∣∣∣dvg(z)
≤ C
∫
M
dg(x, z)
1−n(dg(z, y)1−θ−n + dg(z, y′)1−θ−n)dvg(z)
≤ C(M, g, n, θ)(dg(x, y)2−θ−n + dg(x, y′)2−θ−n) ,
where we used Lemma B-1 in the second inequality, and Giraud’s result in the
last one.
This proves Claim 3.
Using the hypothesis Q(M, ∂M) > 0, we define ux0 ∈ C2,θ(M) as the unique
solution of 
Lgux0(y) = −Γn+1(x0, y) , inM ,
Bgux0(y) =
n−2
2(n−1)Hg(y)Fn(x0, y) , on ∂M .
(B-12)
It satisfies
‖ux0‖C2,θ(M) ≤ C‖ux0‖C0(M) + C‖Γn+1(x0, ·)‖C0,θ(M) (B-13)
+ C‖Hg(·)Fn(x0, ·)‖C1,θ(∂M)
where C = C(M, g, n, θ) (see [24, Theorems 6.30 and 6.31]; see also [1, Theorem
7.3]).
Claim 4. There exists C = C(M, g, n, θ) such that ‖ux0‖C2,θ(M) ≤ C.
Indeed, using (B-7) with k = n and any φ ∈ C2(M), one can see that
sup
M
|φ| ≤ C sup
M
|Lgφ| + C sup
∂M
|Bgφ| + C‖φ‖L2(M) + C‖φ‖L2(∂M) .
Since Q(M, ∂M) > 0, there exists C = C(M, g, n) such that
∫
M
φ2dvg +
∫
∂M
φ2dσg ≤ C
∫
M
|Lg(φ)φ|dvg + C
∫
∂M
|Bg(φ)φ|dσg .
Thus, the Young’s inequality implies
∫
M
φ2dvg +
∫
∂M
φ2dσg ≤ C
∫
M
Lg(φ)
2dvg + C
∫
∂M
Bg(φ)
2dσg .
Hence, ‖φ‖C0(M) ≤ C‖Lgφ‖C0(M) + C‖Bgφ‖C0(∂M) . Setting φ = ux0 and using the
equations (B-12), we see that
‖ux0‖C0(M) ≤ C‖Γn+1(x0, ·)‖C0(M) + C‖Hg(·)Fn(x0, ·)‖C0(∂M) . (B-14)
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Claim 4 follows from the estimates (B-4), (B-6), (B-10), (B-13), and (B-14).
We define the function Gx0 ∈ C1,θ(M\{x0} by
Gx0(y) = K(x0, y) +
n∑
k=1
∫
M
Γi(x0, z)K(z, y)dvg(z) + ux0(y) .
One can check that the formula (B-2) holds.
Claim 5. We have Gx0 ∈ C∞(M\{x0}) and
LgGx0 = 0 , inM\{x0} ,
BgGx0 = 0 , on ∂M\{x0} .
(B-15)
In order to prove Claim 5, we rewrite (B-3) as∫
M
K(x, y)Lgφ(y)dvg(y) +
∫
∂M
K(x, y)Bgφ(y)dσg(y) (B-16)
=
∫
M
Lg,yK(x, y)φ(y)dvg(y)
− φ(x) −
∫
∂M
n − 2
2(n − 1)Hg(y)K(x, y)φ(y)dσg(y) .
Thus,∫
M
{∫
M
Γ j(x, z)K(z, y)dvg(z)
}
Lgφ(y)dvg(y) (B-17)
+
∫
∂M
{∫
M
Γ j(x, z)K(z, y)dvg(z)
}
Bgφ(y)dσg(y)
=
∫
M
Γ j(x, z)
{∫
M
K(z, y)Lgφ(y)dvg(y) +
∫
∂M
K(z, y)Bgφ(y)dσg(y)
}
dvg(z)
=
∫
M
Γ j(x, z)
∫
M
Lg,yK(z, y)φ(y)dvg(y)dvg(z)
−
∫
M
Γ j(x, z)
{∫
∂M
n − 2
2(n − 1)Hg(y)K(z, y)φ(y)dσg(y) + φ(z)
}
dvg(z)
=
∫
M
{∫
M
Γ j(x, z)Lg,yK(z, y)dvg(z) − Γ j(x, y)
}
φ(y)dvg(y)
−
∫
∂M
{∫
M
Γ j(x, z)K(z, y)dvg(z)
}
n − 2
2(n − 1)Hg(y)φ(y)dσg(y) ,
where we used (B-16) in the second equality. Hence, we proved that the
equations

Lg,y
∫
M
Γ j(x, z)K(z, y)dvg(z) = Γ j+1(x, y)− Γ j(x, y) , inM ,
Bg,y
∫
M
Γ j(x, z)K(z, y)dvg(z) = − n−22(n−1)Hg(y)
∫
M
Γ j(x, z)K(z, y)dvg(z) , on ∂M ,
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hold in the sense of distributions. Then it is easy to check that the equations
(B-15) hold in the sense of distributions. Since Gx0 ∈ C1,θ(M\{x0}), elliptic
regularity arguments imply that Gx0 ∈ C∞(M\{x0}). This proves Claim 5.
The property (P1) follows from (B-8) and Claim 4. In order to prove (P2),
we use (B-4), (B-5), (B-11) and Claim 4.
Claim 6. The function Gx0 is positive onM\{x0}.
Let us prove Claim 6. Let
G−x0 =

−Gx0 , if Gx0 < 0 ,
0 , if Gx0 ≥ 0 .
Since Gx0 has support inM\{x0}, one has
0 = −
∫
M
G−x0LgGx0dvg −
∫
∂M
G−x0BgGx0dσg
=
∫
M
(
|∇gG−x0 |2g +
n − 2
4(n − 1)Rg(G
−
x0)
2
)
dvg +
∫
∂M
n − 2
2(n − 1)Hg(G
−
x0)
2dσg .
By the hypothesis Q(M, ∂M) > 0, we have G−x0 ≡ 0 which implies Gx0 ≥ 0.
We now change the metric by a conformal positive factor u ∈ C∞(M) such
that g˜ = u
4
n−2 g satisfies Rg˜ > 0 in M and Hg˜ ≡ 0 on ∂M (see [21]). Observing
the conformal properties (2.2) and (2.3), we see that G˜ = u−1Gx0 ≥ 0 satisfies
Lg˜G˜ = 0 inM\{x0} and Bg˜G˜ = 0 on ∂M\{x0}. Then the strongmaximumprinciple
implies G˜ > 0, proving Claim 6.
This finishes the proof of Proposition B-2. 
The next proposition extends our Green function to the set M × M\DM,
whereDM = {(x, x) ∈M×M ; x ∈M}. In order to defineGx0 for all points x0 ∈M,
we change conformally the background metric in such a way that Hg ≡ 0 on
∂M and Rg > 0 inM (see [21]).
Proposition B-3. There exists a continuous function G : M×M\DM → R satisfying
φ(x) = −
∫
M
G(x, y)Lgφ(y)dvg(y) −
∫
∂M
G(x, y)Bgφ(y)dσg(y) (B-18)
for any φ ∈ C2(M) and x ∈M. Moreover, the following properties hold:
(Q1) For any x, y ∈Mwith x , y, we have G(x, y) = G(y, x) and G(x, y) > 0.
(Q2) For each x ∈ M, the function y 7→ G(x, y) is in C∞(M\{x}) and there exists
C = C(M, g, n) such that
|G(x, y)| ≤ Cdg(x, y)2−n and |∇g,yG(x, y)|g ≤ Cdg(x, y)1−n ,
for any x, y ∈Mwith x , y.
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Remark B-4. A conformal change of the metric does not affect the result of
this proposition. More precisely, if we obtain G(x, y) as above, then G˜(x, y) =
v(x)−1v(y)−1G(x, y) satisfies the conclusions of Proposition B-3 when we replace
the metric g by g˜ = v
4
n−2 g. Here, 0 < v ∈ C∞(M). In this case, the formula (B-18)
is clear when we use the conformal properties (2.2) and (2.3).
Proof. Since Hg ≡ 0 on ∂M, the hypothesis (B-1) is satisfied for any point
x = x0 ∈ ∂M. Moreover, the construction in Proposition B-2 can be performed
for any other x ∈ M\∂M, since we can always solve the equations (B-12) using
the fact that Rg > 0 inM. Then we defineG(x, y) = Gx(y) and the formula (B-18)
follows from (B-2).
Here,we follow the notations of the proof of Proposition B-2 and set u(x, y) =
ux(y).
As in the estimate (B-14), we have
‖ux − ux′‖C0(M) ≤ C‖Γn+1(x, ·) − Γn+1(x′, ·)‖C0(M) .
Using Claim 4, we obtain
|u(x, y) − u(x′, y′)| ≤ |ux(y) − ux′ (y)| + |ux′(y) − ux′ (y′)|
≤ ‖ux − ux′‖C0(M) + C sup
y∈M
|∇gux′ (y)|gdg(y, y′)
≤ C‖Γn+1(x, ·)− Γn+1(x′, ·)‖C0(M) + Cdg(y, y′) ,
where the right-hand side goes to zero as (x, y) → (x′, y′) because (x, y) 7→
Γn+1(x, y) is continuous. Hence, (x, y) 7→ u(x, y) is continuous. From this we
conclude that G is continuous onM ×M\DM.
Claim 7. For any x , ywe have G(x, y) = G(y, x).
In fact, given 0 ≤ f1, f2 ∈ C∞0 (M\∂M), we choose φ1 and φ2 satisfying
Lgφ1 = f1 , inM ,
Bgφ1 = 0 , on ∂M ,
and 
Lgφ2 = f2 , inM ,
Bgφ2 = 0 , on ∂M .
Then, by (B-18) and Tonneli’s theorem,
∫
M
∫
M
G(x, y)Lgφ1(y)Lgφ2(x)dvg(y)dvg(x)
= −
∫
M
φ1(x)Lgφ2(x)dvg(x) = −
∫
M
Lgφ1(y)φ2(y)dvg(y)
=
∫
M
∫
M
G(y, x)Lgφ1(y)Lgφ2(x)dvg(x)dvg(y) . (B-19)
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Thus, ∫
M
∫
M
(G(x, y)− G(y, x)) f1(y) f2(x)dvg(y)dvg(x) = 0 .
Then we see that G(x, y) = G(y, x) for all x, y ∈ M\∂M with x , y. Since the
function (x, y) 7→ G(x, y)−G(y, x) is continuous onM×M\DM and vanishes on
{(M\∂M)× (M\∂M)}\DM, we see thatG(x, y) = G(y, x) for all x, y ∈Mwith x , y.
This proves Claim 7.
Property (Q2) is the property (P1) of Proposition B-2. This proves Proposi-
tion B-3. 
CorollaryB-5. Let G : M×M\DM → R be theGreen function obtained in Proposition
B-3. If 0 < α < 1, then
T( f )(x) =
∫
∂M
G(x, y) f (y)dv(y)
defines a continuous linear map T : L1(∂M) → Wα,1(∂M). Here, Wα,1(∂M) denotes
the fractional Sobolev space.
Proof. Since
|T( f )(x)| ≤ C
∫
∂M
dg(x, y)
2−n| f (y)|dσg(y) ,
we have ‖T( f )‖L1(∂M) ≤ C‖ f ‖L1(∂M) for some C = C(M, n, g). Moreover,
T( f )(x) − T( f )(x′)
dg(x, x′)n−1+α
=
∫
∂M
G(x, y)− G(x′, y)
dg(x, x′)n−1+α
f (y)dσg(y) .
Let θ ∈ (α, 1). By Lemma B-1 and (Q2) of Proposition B-3, we have
|G(x, y)− G(x, y′)|
dg(y, y′)θ
≤ Cdg(x, y)2−θ−n + Cdg(x, y′)2−θ−n .
Then
|G(x, y)− G(x′, y)|
dg(x, x′)θ
=
|G(y, x)− G(y, x′)|
dg(x, x′)θ
≤ Cdg(y, x)2−θ−n + Cdg(y, x′)2−θ−n .
Hence,"
∂M
|T( f )(x) − T( f )(x′)|
dg(x, x′)n−1+α
dσg(x, x
′)
≤ C
$
∂M
dg(x, x
′)θ−α−n+1(dg(x, y)2−θ−n + dg(x′, y)2−θ−n)| f (y)|dσg(x, x′, y)
≤ C
∫
∂M
{∫
∂M
dg(x
′, y)2−α−ndvg(x′)
}
| f (y)|dσg(y)
+ C
∫
∂M
{∫
∂M
dg(x, y)
2−α−ndvg(x)
}
| f (y)|dσg(y)
≤ C(M, n, g, α)‖ f ‖L1(∂M) .
This finishes the proof of Corollary B-5. 
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