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Abstract: 
User experience (UX) research focuses in large part on how users subjectively evaluate digital products, services, 
and software. In the mobile computing domain, however, UX researchers currently face limitations in the multifaceted 
measures that they can apply to assess specific mobile device and software combinations. Currently available 
measures can produce only single-score usability measures (e.g., the well-known system usability scale and its 
variants) or cover only a part of the mobile device-software user experience (e.g., the recently developed mobile 
application usability instrument). This paper adds two multifaceted survey instruments to the toolkit of UX researchers 
and practitioners: the mobile user experience (MUX) instrument, a 15-item instrument tailored toward scholarly 
research, and the short-form sMUX, a six-item instrument intended for use in practical settings or other situations 
where survey length is constrained. 
Keywords: Usability, System Usability Scale (SUS), Smartphones, Tablets, Laptop Computers, Measurement Scales, 
Instrument Development. 
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1 Introduction 
User experience (UX) research focuses on representing a holistic vision for interaction between humans 
and technology that includes “an enrichment of traditional quality models with non-utilitarian concepts” 
(Hassenzahl, 2003, p. 31). To fulfill this vision, research should not only evaluate usability (Law & Van 
Shaik, 2010; Lallemand, Gronier, & Koenig, 2015) but also consider elements of affect and user value 
(Park, Han, Kim, Cho, & Park, 2013). As such, it is appropriate for UX researchers to evaluate the 
spectrum of users’: 
Internal state (predispositions, expectations, needs, motivation, mood, etc.), the characteristics of 
the designed system (e.g., complexity, purpose, usability, functionality, etc.), and the context (or 
the environment) within which the interaction occurs (e.g., organizational/social setting, 
meaningfulness of the activity, voluntariness of use, etc.). (Hassenzahl & Tractinsky, 2006, p. 95) 
According to Hassenzahl (2003), technology designers choose features to convey a specific gestalt (or 
character) to users. When people subsequently use the technology, they construct their own 
understanding of its gestalt based on their personal experience with its features. A high level of alignment 
between designers’ and users’ perceptions of a technology’s gestalt motivates users’ initial and continuing 
engagement with it. Thus, designers and other practitioners need effective UX measurement tools to 
regularly assess this alignment in order to achieve market success (Albert & Tullis, 2013). In addition, 
researchers need measurement tools to help them develop and test UX theory. 
In this paper, we focus on developing and validating two self-report survey instruments that we designed 
to holistically assess UX in the context of mobile computing (i.e., mobile devices and software application). 
Researchers frequently measure perceptual factors related to usability using self-report survey 
instruments (Lewis, Utesch, & Maher, 2015). Currently, researchers and practitioners who conduct UX 
evaluations can choose from several prominent survey instruments. However, each of these instruments 
has important limitations in its applicability to mobile computing. 
Researchers and practitioners have used one well-known example, the system usability scale (SUS), to 
assess usability of a wide variety of software and other products over the past three decades (Bangor, 
Kortum, & Miller, 2009; Brooke, 1996). Practitioners appreciate the 10-item SUS because they can 
administer it quickly, it produces a score that one can easily interpret, and many prior SUS scores that one 
can apply as benchmarks for analyzing new results exist. The long-term practical success of SUS has 
prompted a spate of recent studies intended to sustain and improve it. Examples include translations of 
SUS into other languages (Dianat, Ghanbari, & AsghariJafarabadi, 2014; Katsanos, Tselios, & Xenos, 
2012), tweaks to improve the comprehensibility of SUS items (Bangor et al., 2009), explorations of the 
SUS factor structure (Borsci, Federici, & Lauriola, 2009; Kortum & Sorber, 2015; Lewis & Sauro, 2009, 
2017), and the development of reduced-length variant surveys such as the four-item usability metric for 
user experience (UMUX), the two-item UMUX-LITE, and the seven-item AltUsability metric (Finstad, 2010; 
Lewis et al., 2015).  
Despite the many qualities of SUS, this instrument produces only a single-score measure of usability that 
does not address several important aspects of UX that pertain specifically to mobile computing. These 
aspects include trade-offs that arise from choices about display format, input methods, physical size, and 
software characteristics that allow users to use mobile computing devices at any time and place 
(Djamasbi & Wilson, 2017). They form an important component of mobile computing’s gestalt, yet one 
cannot evaluate them if one cannot measure them.  
The mobile application usability (MAU) instrument represents another prominent survey example (Hoehle 
& Venkatesh, 2015). A multifaceted instrument, MAU appears to represent an important advance for 
scholarly research but has shortcomings that do not make it ideal for UX practitioners. First, given that it 
measures six second-order constructs, one cannot administer MAU quickly nor easily interpret it. Second, 
although it captures important usability aspects of mobile applications, it does not address the device on 
which the software runs. This approach ignores device-related factors that can strongly influence UX, 
including speed of use, convenience, connectivity, mobility, portability, and differences in device feature 
sets and user interaction models that can strongly impact user perceptions of mobile computing gestalt. 
Researchers have also developed other instruments that address UX component areas, such as Park, 
Han, Kim, Moon, and Park’s (2015) user value instrument, or niche contexts, such as the tourist 
experience-based mobile commerce instrument that Lyu and Zhang (2017) present. Although these 
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instruments are significantly more comprehensive than SUS, their specificity precludes one from using 
them to study overall UX in general mobile-computing contexts. 
Recognizing these limitations in existing instruments, Djamasbi and Wilson (2017) focused on developing 
a multifaceted set of mobile user experience (MUX) scales that incorporate measures beyond simple 
usability and assess specific combinations of mobile device and software. Their research resulted in three 
MUX scales: 
• Nuisance: encompasses perceptions that the device/software combination slows use, is 
inconvenient, and evokes feelings of isolation and disconnectedness. Reduction in nuisance 
evaluation leads to more positive overall mobile UX. 
• Access: encompasses perceptions that the device/software combination provides easy 
viewability of screen images, entry of text, and access to links and buttons. Increase in access 
evaluation leads to more positive overall mobile UX. 
• Mobility: encompasses perceptions that the device/software combination promotes personal 
mobility and is easily portable. Increase in mobility evaluation leads to more positive overall 
mobile UX. 
Djamasbi and Wilson (2017) conducted a discriminant analysis to assess how well the MUX scales can 
categorize device form factors (i.e., how accurately they categorize UX evaluations of smartphones/tablets 
vs. laptop computers vs. desktop computers). They report that the MUX scales accurately categorized 63 
percent of form factors, whereas SUS correctly categorized only 24 percent. This finding implies that the 
gestalt of mobile computing includes user perceptions that general-purpose, single-score instruments 
such as SUS or instruments that focus exclusively on mobile software such as MAU cannot effectively 
capture. In contrast, by effectively incorporating device characteristics and UX factors beyond simple 
usability, an instrument that incorporates the MUX scales better represents a holistic vision for interaction 
between humans and mobile computing technology. 
In this paper, we continue development of the MUX instrument by validating the existing five-item 
nuisance, access, and mobility scales across two distinct mobile software applications and across a range 
of device form factors. In addition, we introduce a short-form version named sMUX. Although lengthy 
surveys often appear in academic settings, it can be difficult to convince working professionals to respond 
to a questionnaire that takes more than a few minutes to complete (Hayes, 2005). As a result, response 
rates typically drop as length increases both in printed questionnaires (Heberlein & Baumgartner, 1978) 
and Web surveys (Galesic & Bosnjak, 2009).  
We developed sMUX to: 1) keep the survey length sufficiently short to accommodate UX practitioners, 2) 
maintain sufficient validity and robustness to meet standards of scholarly research, and 3) demonstrate 
that a shortened MUX instrument can provide new insights into UX with mobile computing beyond what 
one can achieve by using other instruments. To meet the first objective, we developed and evaluated 
sMUX as a short-form version of MUX. To meet the second objective, we conducted tests of the original 
and shortened instruments. To meet the third objective, we examined the capabilities of both instruments 
and SUS (as a benchmark) in distinguishing differences between two software applications across three 
computing device form factors. In doing so, we could evaluate sMUX’s known-groups validity and 
measurement sensitivity. We then validated the constructs in both instruments via a replication study that 
we conducted with a new subject pool. 
We also assessed the practical applicability of both MUX and sMUX in modeling user behavior in mobile 
computing. To do so, we assessed the relative effects of MUX, sMUX, and SUS scales in predicting 
mobile computing continuance intention (i.e., intention to continue using the same combination of 
computing device and software application).  
2 Instrument Development and Validation 
We followed a normative process that we adapted from Hinkin (1998) to develop and validate scales in 
survey instruments (see Figure 1). Djamasbi and Wilson (2017) completed the idea generation and pilot 
questionnaire administration steps in the process and, thereby, produced the three scales we incorporate 
here to form the MUX instrument. In Sections 3 to 6, we outline our subsequent step-by-step approach to 
developing and validating the sMUX instrument and further validating the MUX instrument. 
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Figure 1. A Normative Instrument-development Process (Adapted from Hinkin, 1998) 
3 Item Reduction 
The MUX instrument encompasses the five-item scales that represent the nuisance, access, and mobility 
dimensions of mobile UX that Djamasbi and Wilson (2017) initially created (see Table 1). Although MUX is 
not lengthy by academic standards, practitioners prefer shorter instruments. For example, SUS has been 
successful among practitioners in large part because its short length (10 items) allows them to quickly 
administer it, and researchers have developed newer SUS variants to further reduce survey length 
(Finstad, 2010; Lewis et al., 2015). In this study, we also focused on creating a short-form version of MUX 
to, among other things, minimize the total length of this instrument without substantive losing rigor. 






Nuisance items   
I felt using a [device] to access [software] would slow me down. Nuisance-1 Nuisance-A 
Using [device] to access [software] was inconvenient. Nuisance-2  
Completing tasks using a [device] to access [software] inconvenienced me. Nuisance-3  
Using a [device] to access [software] made me feel isolated.  Nuisance-4  
Using a [device] to access [software] made me feel disconnected.  Nuisance-5 Nuisance-B 
Access items   
A [device] provided a good view of information when accessing [software]. Access-1 Access-A 
I had no trouble viewing text when using a [device] to access [software]. Access-2  
Clicking on links or buttons was easy to accomplish using a [device] to access 
[software]. 
Access-3 Access-B 
I have no problem entering text when using a [device] to access [software]. Access-4  
Using a [device] to access [software] makes it easy to navigate between 
screens. 
Access-5  
Mobility items Mobility-1  
Using a [device] to access [software] would improve my ability to be mobile. Mobility-2  
I would be able to use a [device] to access [software] on the go. Mobility-3 Mobility-A 
I think a [device] used to access [software] would be easy to carry with me. Mobility-4 Mobility-B 
I feel a [device] used to access [software] would be very portable. Mobility-5  
* We measured responses on a five-point Likert scale where 1 = “strongly disagree”, 2 = “disagree”, 3 = “neither agree nor disagree”, 
4 = “agree”, and 5 = “strongly agree”. 
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Each MUX scale comprises measurement items that reflect the latent factor. One may interchange or 
remove such reflective measurement items without conceptually altering the overall scale as long as one 
retains at least two items per factor to support subsequent analysis (Bagozzi, 2011; Mackenzie, 
Podsakoff, & Jarvis, 2005; Podsakoff, Shen, & Podsakoff, 2006). Accordingly, we formed sMUX by 
drawing two items to represent each of the existing nuisance, access, and mobility scales. We selected 
items that produced a combination of high and consistent loadings based on our conducting a follow-up 
exploratory factor analysis of the data that Djamasbi and Wilson (2017) collected. 
4 Questionnaire Administration 
We administered an online survey containing MUX items, SUS items, continuance intention items, and 
demographic items to 214 students at two universities, 106 at a private Eastern university and 108 at a 
public Midwest university (see Table 2). Students were recruited from undergraduate and graduate 
business courses and offered extra course credit for completing the online survey or performing a 
comparable-length alternative assignment. 
Table 2. Demographic and Device Breakout Data 
University Age Sex Population n: device and software breakout 
Midwest university 
25.4 years old 
(10.1 S.D.) 
61 males,  
47 females 
108: 14 phone/tablet, 81 laptop, 13 desktop accessing 
Desire2Learn LMS software 
Eastern university 
25.3 years old 
(3.7 S.D.) 
55 males,  
50 females,  
1 unreported 
106: 11 phone/tablet, 85 laptop, 10 desktop accessing 
Blackboard LMS software 
We asked students as they entered the survey to identify the computing device (smartphone/tablet, laptop 
computer, or desktop computer) they had most recently used to access their university’s learning 
management system (LMS). We then presented them with MUX and SUS items that asked their 
perceptions about using the identified computing device to access the LMS software. . Table 1 shows the 
items that formed the scales in the MUX and sMUX instruments. In Table 1 the term “[device]” denotes the 
computing device the students identified, and “[software]” denotes the LMS software. We randomly 
ordered the MUX and SUS items for each subject as Wilson and Lankton (2012) and Wilson, Srite, and 
Loiacono (2017) recommend. We administered demographic items at the end of the survey, which 
produced the results we show in Table 2.  
5 Construct Validation 
We validated the constructs via assessing convergent validity, discriminant validity, known-groups validity, 
and measurement sensitivity. We describe these analyses in Sections 5.1 to 5.3. 
5.1 Convergent Validity 
We assessed convergent validity of the MUX and sMUX scales by calculating Cronbach’s alpha and 
composite reliability (CR) in WarpPLS (see Table 3). For both instruments, statistics for all scales 
exceeded the 0.70 criterion that Hair, Black, Babin, and Anderson (2009) propose. In addition, we found 
that average variance extracted (AVE) statistics exceeded 0.50 in all cases. Both MUX and sMUX scales 
demonstrated satisfactory convergent validity across these analyses.  
We do note that Cronbach’s alpha statistics averaged approximately 0.10 lower for sMUX scales than for 
MUX scales. However, we do not find this result surprising since research has found Cronbach’s alpha to 
increase with a higher number of items under analysis and vice versa (i.e., decrease with a lower number 
of items) (Hair et al., 2009). However, differences in reliability between MUX and sMUX scales decreased 
when we measured them based on composite reliability, a statistic that research generally considers to 
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Table 3. AVE, Reliability, and Correlations in Construct Validation Testing 
MUX scales 
Factor AVE Alpha CR Nuisance Access Mobility 
Nuisance 0.654 0.867 0.904 0.809   
Access 0.605 0.835 0.884 -0.362 0.778  
Mobility 0.733 0.908 0.932 0.020 0.393 0.856 
sMUX scales 
Factor AVE Alpha CR Nuisance Access Mobility 
Nuisance 0.787 0.729 0.881 0.887   
Access 0.808 0.762 0.894 -0.403 0.899  
Mobility 0.875 0.858 0.934 -0.015 0.278 0.936 
Note: we show square roots of average variances extracted (AVEs) in bold on the diagonals 
5.2 Discriminant Validity 
We assessed discriminant validity by analyzing the square root of AVE. We found this statistic to be 
substantially higher for each scale than any correlation between it and any other scale, which exceeded 
the validity criteria that Fornell and Larcker (1981) propose. These results correspond closely with the 
results that Djamasbi and Wilson (2017) report in their initial scale-development testing. Both MUX and 
sMUX scales demonstrated satisfactory discriminant validity, and we did not find any important differences 
between the instruments based on this criterion. 
5.3 Known-groups Validity and Measurement Sensitivity Assessment 
Known-groups validity (Robinson, Shaver, & Wrightsman, 1991) refers to the essential capability of 
scientific instruments to distinguish between conditions as expected where one knows differences to exist. 
Portney and Watkins (2000, p. 89) write: 
The most general type of evidence in support of construct validity is provided when a test can 
discriminate between individuals who are known to have the trait and those who do not. Using 
the known groups method, a criterion is chosen that can identify the presence or absence of a 
particular characteristic, and the theoretical context behind the construct is used to predict how 
different groups are expected to behave. Therefore, the validity of a particular test is supported 
if the test’s results document these known differences. 
The ability to distinguish between different types of software and devices has particular relevance in the 
mobile computing context where seemingly small differences in features, such as display size (Raptis, 
Tselios, Kjeldskov, & Skov, 2013) or the method of page navigation (Kim, Thomas, Sankaranarayana, 
Gedeon, & Yoon, 2016), can impact usability. An important step in establishing relevance to the domain of 
mobile computing involves ensuring that instruments accurately detect differences between research 
conditions where one knows these differences to exist in advance of the analysis. 
We drew our student subjects from two universities that used distinct LMS software (Blackboard at the 
Eastern university vs. Desire2Learn at the Midwest university). We asked these students to respond to 
questions about the LMS in the context of the computing device they had used most recently to access 
their university’s LMS. Thus, for a subject at the Midwest university who reported most recently using a 
laptop to access the university LMS, we would have presented the item denoted as Nuisance-A in Table 2 
to the subject as “I felt using a laptop to access Desire2Learn would slow me down”.  
We propose certain differences will exist between software instances and device form factors. Chawdhry, 
Paullet, and Benjamin (2011) studied university students’ perceptions of Blackboard and Desire2Learn 
software and reported that nearly two-thirds of students preferred Desire2Learn. We expected to find 
similar results in our usability-focused comparison of LMS software. In addition, structural differences exist 
in mobility characteristics between desktop computers and the other device form factors we studied 
(smartphone/tablet and laptop computers). Thus, our expectation that the students would perceive 
desktop computers as less mobile builds on logical analyses related to these structural differences. 
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Measurement sensitivity describes the ability to detect small differences between conditions in a research 
domain, an ability that has particular relevance when developing short-form versions of previously 
validated survey instruments (Garratt, Ruta, Abdalla, & Russell, 1994; Katz, Larson, Phillips, Fossel, & 
Liang, 1992). The most relevant conditions we observe in the research domain of mobile computing 
include those conditions that represent specific combinations of mobile device and software applications. 
We propose that, for MUX and sMUX to add value to mobile UX research, these instruments should 
exhibit sufficient measurement sensitivity to distinguish between distinct conditions. 
In order to assess known-groups validity and measurement sensitivity of MUX and sMUX, we performed a 
series of SPSS ANOVAs on the data. We entered software (Desire2Learn coded as 1 and Blackboard 
coded as 2) and device form factor (smartphone/tablet coded as 1, laptop computer coded as 2, and 
desktop computer coded as 3) as fixed factors. We entered summed data for each of the MUX and sMUX 
scales (calculated as the average value of items making up each factor) as the dependent variable in a 
series of three separate analyses. As a benchmark, we conducted one further ANOVA in which we 
entered the calculated SUS score (Brooke, 1996) as the dependent variable. Table 4 shows the results of 
these four ANOVAs. 
Table 4. ANOVA Between-subjects Effects for MUX, sMUX, and SUS Scales 










Software 2.87 1 2.87 4.35 0.038 0.02 
0.035 Device form factor 5.65 2 2.83 4.29 0.015 0.04 
SW. x device 0.79 2 0.40 0.60 0.550 0.01 
MUX 
access 
Software 1.06 1 1.06 2.53 0.113 0.01 
0.062 Device form factor 6.73 2 3.37 8.06 0.000 0.07 
SW. x device 0.44 2 0.22 0.53 0.592 0.01 
MUX 
mobility 
Software 0.15 1 0.15 0.26 0.614 0.00 
0.293 Device form factor 51.49 2 25.74 43.18 0.000 0.29 
SW. x device 1.41 2 0.71 1.18 0.308 0.01 
sMUX 
nuisance 
Software 2.61 1 2.61 3.47 0.064 0.02 
0.034 Device form factor 7.169 2 3.58 4.76 0.009 0.04 
SW. x device 1.602 2 0.80 1.06 0.347 0.01 
sMUX 
access 
Software 0.516 1 0.52 1.06 0.304 0.01 
0.045 Device form factor 6.401 2 3.20 6.59 0.002 0.06 
SW. x device 0.159 2 0.08 0.16 0.849 0.00 
sMUX 
mobility 
Software 0.017 1 0.02 0.03 0.875 0.00 
0.300 Device form factor 60.919 2 30.46 45.55 0.000 0.31 
SW. x device 0.933 2 0.47 0.70 0.499 0.01 
SUS 
Software 1304.9 1 1304.9 5.89 0.016 0.03 
0.077 Device form factor 2900.8 2 1450.4 6.547 0.002 0.06 
SW. x device 379.1 2 189.5 0.856 0.427 0.01 
We found significant differences using the MUX and sMUX scales for both software and device form factor 
dimensions. Nuisance scores were higher for Blackboard software than for Desire2Learn as measured by 
MUX (p = 0.038) and reached near significance with sMUX (p = 0.068). Device form factor values varied 
significantly on each MUX and sMUX scale. We include the SUS scores for comparison to MUX and sMUX.  
In order to identify which device form factors varied significantly from one another, we calculated 
homogeneous subsets in SPSS using the Scheffé test (see Table 5). The smartphone/tablet form factor 
scored significantly higher in sMUX nuisance and lower in MUX access, sMUX access, and SUS than the 
other form factors. Not surprisingly, desktop computer scored lower than other form factors in sMUX 
mobility. Only slight differences appeared between the MUX and sMUX scales, although in the case of the 
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MUX nuisance scale, they took the form of overlapping subsets rather than clear distinction among device 
form factors. 
Table 5. Homogeneous Subsets for MUX, sMUX, and SUS Scales 




Smartphone/tablet 25  2.63 
Laptop computer 166 2.16 2.16 
Desktop computer 23 2.09  
MUX access 
Smartphone/tablet 25 3.54  
Laptop computer 166  4.06 
Desktop computer 23  4.09 
MUX mobility 
Smartphone/tablet 25  4.00 
Laptop computer 166  3.79 
Desktop computer 23 2.21  
sMUX nuisance 
Smartphone/tablet 25  2.66 
Laptop computer 166 2.13  
Desktop computer 23 2.09  
sMUX access 
Smartphone/tablet 25 3.58  
Laptop computer 166  4.09 
Desktop computer 23  4.15 
sMUX mobility 
Smartphone/tablet 25  4.02 
Laptop computer 166  3.85 
Desktop computer 23 2.13  
SUS 
Smartphone/tablet 25 62.8  
Laptop computer 166  72.7 
Desktop computer 23  76.6 
* We measured the summed MUX and sMUX responses on a five-point Likert scale where higher numbers indicate greater 
agreement; SUS is a calculated score (Brooke, 1996). 
Our findings demonstrate known-groups validity in that the MUX nuisance scale identified differences 
between LMS software conditions and the MUX mobility and sMUX mobility scales identified differences 
between desktop computers and the other device form factors, two relationships in our analysis that we 
anticipated based on prior research and logic.  
In addition, sMUX scales demonstrated measurement sensitivity by providing a multifaceted explanation 
of the nature of those differences. For example, where SUS shows the smartphone/tablet form factor 
provided a lower-quality overall UX than laptop or desktop computers, both MUX and sMUX reveal that: 1) 
these differences centered on perceptions of higher nuisance and lower access characteristics in 
smartphones and tablets and 2) higher perceptions of mobility for these devices somewhat 
counterbalanced the differences. SUS scores did not distinguish differences between desktop computers 
and other device form factors or provide a similarly fine-grained explanation of differences among the 
conditions we assessed. 
6 Replication Study 
As a final step in the scale-development process, we conducted a replication study among a new subject 
pool of 278 undergraduate business students (162 men and 116 women; 21 years average age) at a 
public Midwest university using the same LMS-focused survey and administration methodology we 
describe in Section 4. Table 6 shows the results from CFA conducted using WarpPLS. Both MUX and 
sMUX instruments demonstrated good convergent validity and discriminant validity in the replication 
study. 
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Table 6. AVE, Reliability, and Correlations in the Replication Study* 
MUX Scales 
Factor AVE Alpha CR Nuisance Access Mobility 
Nuisance 0.578 0.816 0.872 0.761   
Access 0.618 0.845 0.890 -0.451 0.786  
Mobility 0.686 0.885 0.916 -0.109 0.234 0.828 
sMUX Scales 
Factor AVE Alpha CR Nuisance Access Mobility 
Nuisance 0.798 0.747 0.888 0.893   
Access 0.808 0.762 0.894 -0.363 0.899  
Mobility 0.819 0.779 0.901 -0.105 0.238 0.905 
* We show square roots of average variances extracted (AVEs) in bold on the diagonals. 
7 Practical Applicability of MUX and sMUX 
One can put measures of usability or UX into practice in several ways. For example, researchers and 
practitioners often apply SUS to compare usability between different products (Bangor et al., 2009), and 
MUX scales have previously shown significant capability to categorize device form factors that subjects 
based their UX responses on (Djamasbi & Wilson, 2017).  
We assessed the effects of MUX and sMUX on individuals’ mobile computing continuance intention as a 
test of practical applicability. Usability is a key predictor of online technology use (Belanche, Casaló, & 
Guinaliu, 2012; Kim & Kim, 2014; Venkatesh & Agarwal, 2006), and understanding technology use 
constitutes an important and mature part of information systems (IS) research (Venkatesh, Thong, & Xu, 
2012). We argue that assessing effects on continuance intention will provide a practical test of the MUX 
and sMUX instruments and a means to measure their criterion validity (i.e., the extent to which a measure 
predicts values in another conceptually related factor). 
The online survey described in Section 4 of this paper also assessed subjects’ continuance intention 
toward using a specific combination of mobile device and software application. We measured continuance 
intention with three items in which the device form factor of the device subjects had most recently used to 
access their university’s LMS replaced “[device]” and the name of the LMS software replaced “[software]”. 
• In the future, intend to use a [device] to access [software]. 
• I predict I would continue using a [device] to access [software]. 
• I plan to continue using a [device] to access [software]. 
We created two sets of models. In the first set (titled regression model set in Table 7), we entered sMUX, 
SUS, and sMUX plus SUS regressed on continuance intention using SPSS. We created sMUX scales and 
continuance intention by summing the average value of all items in each scale. We calculated SUS values 
as Brooke (1996) describes. We used regression in this approach to represent a quick analysis as 
practitioners might undertake. 
In the second set (titled PLS model set in Table 7), we entered MUX, SUS, and MUX plus SUS with direct 
relationships to continuance intention and modeled them all as latent factors in WarpPLS. We used this 
approach to represent a more in-depth analysis that scholars might use in scholarly research. Table 7 
shows the results. 
All models significantly predicted continuance intention. Among the regression models, the sMUX plus 
SUS model explained the greatest variance (R2 = 0.561) followed by sMUX (R2 = 0.494) and SUS (R2 = 
0.428). Among the PLS models, the SUS model explained the greatest variance (R2 = 0.579), and the 
other models explained similar values (MUX R2 = 0.543 and MUX-plus-SUS R2 = 0.545). These findings 
establish criterion validity of sMUX, MUX and the SUS instrument. For researchers who employ 
regression using summated and calculated scores, the findings further suggest the value of augmenting 
SUS with sMUX access and mobility scales or replacing SUS with sMUX. 
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Table 7. Criterion Validation of sMUX, MUX, and SUS Measures* 
Regression model set 
Summated sMUX and SUS regressed on calculated continuance intention** 
Predictor / model 1 2 3 
SUS 0.428  0.517 
sMUX Nuisance  -0.215 0.121 
sMUX Access  0.540 0.319 
sMUX Mobility  0.166 0.197 
Model adj. R2 0.428 0.494 0.561 
PLS model set 
SUS and MUX as antecedents to continuance intention (latent factors)*** 
Predictor / model 4 5 6 
SUS 0.762  0.502 
MUX nuisance  -0.274 0.078 
MUX access  0.494 0.220 
MUX mobility  0.136 0.146 
Model adj. R2 0.579 0.543 0.545 
* Bolding indicates significance at p < 0.05. 
** Modeling performed via SPSS 22 linear regression; all IVs entered simultaneously. 
*** Modeling performed via WarpPLS 5. 
8 Discussion 
In this study, we developed, validated, and presented robust instruments that can holistically assess the 
gestalt of mobile computing feature sets. Specifically, we continued development of existing nuisance, 
access, and mobility scales into a full-length instrument suitable for academic research and created a 
reduced instrument that meets length constraints of UX practitioners while simultaneously maintaining 
satisfactory validity characteristics. We propose that MUX and sMUX have met these objectives and that 
both instruments are now ready for broader application. 
Both instruments provide finer-grained details about the sources of usability than one can achieve with 
single-score instruments, such as SUS. For example, data from Table 4 shows that higher nuisance 
perceptions drove the UX difference between Blackboard versus Desire2Learn. In addition, these details 
do not focus only on the mobile software domain as would be the case with the MAU instrument (Hoehle 
& Venkatesh, 2015). As data from Table 5 demonstrate, prominent UX differences arose between 
smartphone/tablet and other form factors among subjects using the same software, which higher nuisance 
perceptions and lower access perceptions that users developed during their experience with these 
devices drove. 
8.1 Recommendations for Applying MUX and sMUX 
We have now successfully validated both MUX and sMUX instruments, and each proved able to 
distinguish between conditions that represent mobile computing contexts. The combined findings of this 
study and Djamasbi and Wilson (2017) suggest that one could effectively apply either instrument to study 
the usability of mobile software, mobile devices, or combinations of mobile software and devices. 
Nonetheless, we recommend that one considers several factors when selecting which instrument to apply.  
We expect sMUX to be the obvious choice in circumstances where one needs a shorter survey length 
(e.g., where one conducts measurement as one of several components in formative usability evaluations) 
(Redish et al., 2002). Where possible, however, we recommend that researchers implement the complete 
MUX instrument. This conservative approach offers the most flexibility in case some emergent interaction 
between research context and measurement item that we did not encounter in our initial testing occurs. In 
addition, we recognize that few results of MUX or sMUX research exist currently, and it will be some time 
before the existing inventory of results could possibly match that of the SUS instrument. At some point, we 
anticipate that researchers will develop benchmarks for interpreting MUX or sMUX results in the SUS 
178 Measuring Mobile User Experience Instruments for Research and Practice 
 
Volume 44 10.17705/1CAIS.04408 Paper 8 
 
context (e.g., by translation through a conversion formula). Until such benchmarks appear, however, we 
recommend that researchers incorporate both SUS and MUX or sMUX measures into their research 
designs where they can do so. 
8.2 Future Research Directions 
The success we have found in testing MUX and sMUX instruments encourages future research to extend 
in several directions. UX researchers would find benefit in an inventory of research outcomes that they 
can use for benchmarking purposes. One may refer to Bangor et al. (2008), who evaluated results from 
206 SUS usability studies, to help develop such an inventory. Based on this evaluation, they mapped SUS 
scores onto categories that greatly help one in interpreting results in practical settings (e.g., denoting 
“good” SUS scores as those in the range of 55-75 and “excellent” scores in the range of 75-87.5 on a 1-
100 scale). 
A further opportunity for expanded research involves addressing a wider array of software than research 
has studied to date. It will be interesting in these cases to contrast MUX/sMUX results to those of other 
measures, such as MAU instrument (Hoehle & Venkatesh, 2015), or to use MUX/sMUX results to 
augment other measures. 
In this paper, we demonstrate that the MUX/sMUX instruments can play a central role in understanding 
user adoption and continuance decisions in using mobile devices and mobile software. Hoehle and 
Venkatesh (2015, p. 465) write that researchers should consider mobile software’s usability “in 
combination with other theories, such as IS continuance theory (Bhattacherjee, 2001), IS success model 
(DeLone & McLean, 1992) unified theory of acceptance and use of technology (Venkatesh, Morris, Davis, 
& Davis, 2003), and task-technology fit (Goodhue & Thompson, 1995) to study why individuals use mobile 
applications”. We concur with this assessment and add that we may gain further benefits by also 
considering usability of mobile devices and combinations of mobile device and software in these theories. 
The MUX/sMUX instruments make such extended considerations possible. 
A final area for future research involves developing studies that integrate findings of MUX/sMUX with 
contemporary UX theory development, such as the conceptualization of UX elements that Park et al. 
(2013) demonstrate, and with findings of alternate instruments, including the mobile application usability 
instrument (Hoehle & Venkatesh, 2015) and user value instrument (Park et al., 2015). 
8.3 Limitations 
In developing MUX/sMUX, we observed two major limitations. First, we used the instruments to assess 
only one narrow range of mobile software (i.e., university LMS applications) and only to contrast device 
form factors rather than to compare specific brands and operating systems as Park et al. (2015) did with 
their user value instrument. We anticipate these limitations will diminish as the instruments gain wider use.  
However, we advise caution in generalizing results reported herein pending development of a larger base 
of research findings. 
In addition, while our research advances knowledge by considering multiple UX facets that characterize 
specific combinations of mobile device and software, other facets of use that we did not study may 
influence UX in mobile computing. In particular, our research design has limitations in that we did not 
address external factors such as bandwidth, quality of service, and cost of the mobile network (Houdaille 
& Gouache, 2012; Ickin et al, 2012) or the context for which subjects use mobile computing (Wilson & 
Sheetz, 2008). Future researchers may be able to improve on our approach by considering these factors.  
9 Conclusion 
Mobile computing use has become more a norm than an exception. For this reason, the ability to evaluate 
UX in ways that broadly represent the gestalt of specific combinations of mobile software and mobile 
devices is both relevant and important to UX researchers. In this paper, we show how we evaluated 
convergent and discriminant validity of MUX and sMUX, demonstrate the known-groups validity and 
measurement sensitivity of these instruments across multiple combinations of mobile software and mobile 
device, and confirm these findings through a separate replication study. We further demonstrate the 
practical applicability of MUX and sMUX in predicting mobile computing continuance intentions. We 
propose that both the MUX and sMUX instruments can now assist in improving our understanding of 
mobile UX in ways that we could not do with prior usability instruments.  
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