Path openings and closings are algebraic morphological operators using families of thin and oriented structuring elements that are not necessarily perfectly straight. These operators are naturally translation invariant and can be used in filtering applications instead of operators based on the more standard families of straight line structuring elements. They give similar results to area or attributebased operators but with more flexibility in the constraints. Trivial implementations of this idea using actual suprema or infima of morphological operators with paths as structuring elements would imply exponential complexity. Fortunately a linear complexity algorithm exists in the literature, which has similar running times as an efficient implementation of algebraic operators using straight lines as structuring elements.
Introduction
One key concept of morphological filtering is that due to the non-linearity of morphological operators, information is lost irretrievably during the filtering process. Morphological filter design often consists of using the right composition of operators to remove the noise and unwanted features and to preserve the desired information as much as possible.
Many problems in image analysis involve oriented, thin, line-like objects, for example measuring thin fibres [22, 20] , hair detection [19, 15] , blood vessel detection [8] , grid-line extraction on stamped metal pieces [21] and others.
Definitions
Within the framework of Mathematical Morphology, given a complete lattice with ordering relation ¡ , an opening ¢ is a transform ¤ £ ¦ ¥ § which is increasing, idempotent and anti-extensive. Similarly a closing¨is a transform which is increasing, idempotent and extensive [4] .
Following the definitions in [16] , a dilation and an erosion is defined similarly by . It is easy to confirm that
¢ B
and@ have all the properties of openings and closings respectively. Algebraic openings and closings are those transforms which have the three properties mentioned above but which are not necessarily defined as the simple composition of one dilation and one erosion by a given structuring element.
Suprema of openings are openings and infima of closings are closings [14] . Composing openings and closing in these fashions are common ways of producing algebraic openings and closings.
Morphological operators have many interesting properties that are well described for example in [7, 13] . In particular openings and closings are dual operators, and so in the following we will only discuss the opening without loss of generality.
Morphological operators for thin structures
In an application where some bright, thin and elongated structure needs to be segmented, one typical approach is to remove the features in the image which are neither thin nor elongated. If the structures are also bright on a dark background, the standard approach would be to use an infimum of openings using lines as structuring elements oriented in many directions [10] . The result is an isotropic transform if the line structuring element lengths are adjusted to be independent of orientation [11] .
The implementation of such an operator with actual lines as structuring elements is inefficient, however using recursive implementations of openings at arbitrary angles yields a linear time algorithm [17] with respect to the length of the structuring elements. Note that this algorithm is not translation-invariant. A translation-invariant version, which should be used if features are very thin, was proposed in [18] which is more expensive but still of linear complexity.
Area and attributes openings [1, 12, 23] are also often used for the analysis of thin structures. An area opening of parameter is equivalent to the supremum of all the openings by connected structuring elements of area . Obviously this includes all the straight line structuring elements of this length.
Practitioners often note that using only straight line structuring elements removes too much of the desired features, while using area operators does not allow them to distinguish between long and narrow features on the one hand, and short compact ones on the other. While it is sometimes possible to combine these operators to obtain the desired effect of retaining thin narrow structures while filtering out compact noise, this is not always possible.
Recently efficient morphological operators equivalent to using families of narrow, elongated but not necessarily perfectly straight structuring elements were proposed in [3] and [6] , together with an algorithm for computing the transform of linear complexity with regards to the length of the structuring elements. These path operators constitute a useful medium between operators using only straight lines and those using area or other attributes.
In the remainder we propose a significantly faster algorithm for implementing path operators, with logarithmic complexity with respect to the length of the structuring elements.
Path-based morphological opening
The theory of path openings is explained in detail in [6] and in a shorter fashion in [5] . We only summarize the main points here.
1.1
Adjacency and paths 
. 
. We denote the set of all 
Path openings
We define the operator
as the union of all © -paths of length is in fact the supremum of the morphological opening using these paths as structuring elements, which would suggest an inefficient way to compute the transform. Fortunately [6] proposes a useful recursive decomposition which allows the transform H 4
to be computed in linear time with respect to ' (not presented here due to lack of space).
Grey-level transform and practical considerations
The binary transform defined above extends to the grey-level domain in the usual way by replacing the union with a supremum. The recursive decomposition in [6] also extends to the grey-level domain.
The current definition of a path opening with an adjacency graph such as in Fig. 1 is not sufficiently useful in a context where features are distributed isotropically : only paths generally oriented North -South will be preserved by the opening. We need to take a supremum with openings using adjacency graphs oriented East -West, North-East -South-West and North-West -South-East. More complex adjacency graphs can also be devised for more constrained path operators, however in the remainder we assume this basic scheme.
Ordered algorithm
The grayscale path opening algorithm presented in this paper is based on a few simple observations. Firstly, the principle of threshold decomposition allows the construction of grayscale morphological operators from binary morphological operators. Secondly, in the case of grayscale path openings it is possible to efficiently compute the set of binary path openings for all thresholds in sequence.
Threshold decomposition
Here has previously been described in [6] . In short, we may state that in the North -South case
and The queueing system for active pixels consists of a first-in-first-out (FIFO) queue for each row as well as a queue of rows which contain active pixels. This queueing system is necessary to comply with the dependencies in Equations 2 and 3 and also avoids inefficiently scanning the entire image.
Recursive ordered path opening
Here we present an algorithm to compute a grayscale path opening. 
%
. For integer data a linear-time sorting algorithm such as the Radix sort is recommended [9] . Alternatively a suitable priority queue data structure [2] can be used.
A simple heuristic has been found to further improve the efficiency of this algorithm in practice. When the maximal path length of a pixel . We refer to this as the length heuristic in the remainder of this paper. We believe that the average running time of this algorithm is
on images containing ¡ pixels. However the formal derivation of this average running time would require the selection of an appropriate stochastic image model and is not pursued in this paper.
Opening transform
The algorithm presented in Section 2.3 may be extended in a simple manner to compute the grayscale path opening transform. To the authors' knowledge this is the first presentation of an opening transform for grayscale images.
In the course of Algorithm 2.3, the path opening transforms for all binary thresholds were computed in sequence. Instead of discarding these intermediate results we may store them in compressed form allowing them to be queried at a later point. At each threshold, those active pixels whose maximal path length . Once computed, we may query this structure with any desired path length to extract the associated grayscale path opening. This algorithm requires the same order of computation as Algorithm 2.3, that is
. The number of linked list nodes generated in Algorithm 3 must be less than the number of operations in Algorithm 2.3, and therefore the average memory required by Algorithm 3 is
. This may also suggest that path openings are inherently informative, as we may store all path openings in 
Results
At the risk of stating the obvious, Fig.2 summarize the usefulness of path operators. On this toy example we wish to eliminate the compact round object and retain the line-like features. An area opening does not work in this case because the compact round noise is too big and one feature is eliminated before the noise as the parameter increases. Similarly the supremum of openings by lines suppresses features that are not perfectly straight. On the other hand the path opening delivers the expected result. A more useful example is shown in Fig. 3 . We wish to detect the small thin fibres in this electron micrograph present at the bottom of this image. The large fibres are detected by a different method [20] which is of no interest here. The thin fibres are present on a noisy background which requires some filtering. A supremum of openings by lines is too crude here (result not shown). An area opening does not eliminate enough of the noise, but a path opening works as expected. Table 1 shows the running times of the proposed algorithm compared with various alternatives. We observe that the proposed ordered path opening implementation has a running time approximately logarithmic (plus a constant) with respect to 
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without significantly affecting the result.
Input
Noisy top-hat Area opening Path opening Figure 3 . Electron micrograph of glass fibres: to detect the small thin fibres in the bottom of the image, a white top-hat is useful but noisy. When filtered by an area opening some compact noise remain while a path opening yields a better result.
Memory demands for these algorithms are all low except the recursive path opening implementation which requires an amount of memory proportional to ' ¡ , with ¡ the number of pixels in the image. We observe that the area opening is the fastest algorithm by far, but that the presented path opening algorithm comes second, a factor of between 4 and 5 times slower than the area opening, but significantly faster than the other two algorithms for most useful values of ' . 
Conclusion and future work
We have presented a new, ordered implementation of the path opening and closing transforms. This transform is identical to the supremum (resp. infimum) of openings by a family of structuring elements described as oriented paths. The family of paths is of exponential size with respect to their length , which is observed to be much faster than the recursive implementation except for very small ' . It is also faster than the usual transform by unions of lines structuring elements used for the study of thin structures.
The area transforms are still faster than the proposed implementation, by a nearly constant factor of 4 to 5. However, the proposed algorithm is fast enough for many applications and can be used in cases where using an area or attribute transform is not appropriate, e.g. in the presence of sufficiently large compact noise.
The path transforms are intuitive, translation-invariant methods useful for the analysis of thin, elongated but not necessarily perfectly straight structures.
Future work will include incomplete path openings, i.e. paths which are not necessarily connected.
