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    Abstract.  Daily forecasts of beach water bacteria 
levels have been developed and automated by a beach 
water quality forecast team. With support from the 
Southeast Coast Ocean Observing Regional Association 
(SECOORA), R software and a variety of data sources 
were used to model daily bacteria levels in beach 
swimming waters in Myrtle Beach, SC. Modeled 
(predicted) water quality results are then shown for beach 
locations via a website and mobile device app. While R 
provides a robust set of tools for use in forecast modeling, 
the software has an extensive learning curve and requires 
skilled statistical interpretation of model results, which 
may reduce application of the approach in other areas. To 
address some of these concerns, the Environmental 
Protection Agency (EPA) created the “Virtual Beach” 
software package. Virtual Beach was developed to allow 
robust predictive models to be created without a long 
learning period. The forecast team and EPA were 
interested in comparing model performance using both R 
and Virtual Beach outputs to evaluate the utility of the 
more user-friendly Virtual Beach. Predictive models were 
developed and performance was analyzed using both 
packages. Recommendations were made based on ease of 
use and several performance measures. Model results 
indicate the two software packages yield comparable 
outputs in terms of performance. However, Virtual Beach 
tends to create better bacterial concentration predictions 
with more robust model forecasts, while R tends to 





    As more people live, work, and play in coastal areas, 
there is increasing need to provide robust and timely 
measures of illness risk from fecal water pollution, while 
also ensuring the local economies are not harmed by 
excessive beach closures. To help accomplish this goal, 
forecast tools were developed through the collaborative 
efforts of the University of South Carolina (USC) Arnold 
School of Public Health, University of Maryland Cent r 
for Environmental Science (UMCES), and National 
Oceanic and Atmospheric Administration (NOAA). Eight 
beaches (Figure 1) in the Myrtle Beach Grand Strand area 
of South Carolina now have daily forecasts for bacteria 
concentration in swimming waters. Radar-based rainfall 
estimates and coastal ocean observing system platforms 
provided environmental data now used in these new tools. 
Enterococci concentration estimates are provided in near 
real-time. These estimates (forecasts) are then uploaded to 
a database linked to a website and mobile device 
application. From here, bacteria concentrations and swim 
advisories can be seen based on the EPA threshold for 
swimming safety. 
    Previous research and bacterial estimates relied on 
weekly monitoring program results and a network of rain 




Figure 1:  Locations of sampling sites and model areas.  
time models analyzed here offer many advantages and 
advances over existing monitoring and assessment 
approaches. First, remote sensing allows rainfall data to be 
collected and averaged over watersheds. According to 
Kelsey et al. (2010), area averaged rainfall values provide 
more predictive capability for bacteria concentration than 
the point estimates obtained from rain gauges. Second, 
remotely sensed data products can be collected, collated, 
and processed in automated fashion. Computed bacteria 
concentration estimates can be provided daily and without 
the need for costly and maintenance intensive rain g uges. 
    Alternative technologies and software tools have been 
utilized to model bacteria in coastal waters. EPA’s Virtual 
Beach (VB) software suite has been developed for beach 
recreation areas. This software package provides many 
statistical tools needed for beach modeling including 
many of the tools used in previous Myrtle Beach 
forecasting efforts. In conjunction with the EPA, a need 
was identified to compare the performance of the existing 
Myrtle Beach models with those derived from VB.  
    The purpose of this project was to compare and contrast 
R and VB modeling software packages in terms of model 
development procedures and performance results. Bacteri  
prediction results and the processes used by R and VB 
were analyzed quantitatively and qualitatively when 





    Data for this analysis were previously collected and 
summarized as part of a beach water quality prediction 
project. A common set of data (bacteria concentration, 
radar-based rainfall, water temperature, wave height, wind 
speed and direction, current direction, salinity, and water 
level from varied sources [Figure 2]) were included in the 
models.  
R Model Development 
    R, a free statistical software suite, is command-li e 
oriented and must utilize the R language, similar to the S 
coding of S-Plus. R is constantly updated and built upon 
and has extensive documentation and a large user-ba. 
     In R, all potential parameters/predictors for the 
dependent variable were used. The dependent variable, 
enterococci concentration, was logged to approximate a 
normal distribution to facilitate further standard statistical 
analysis. Data were imported via a .csv file. Reference 
stations were reassigned as categorical variables so they 
might be analyzed as potential predictors. To compare 
results, the “relevel()” command in R was used in the
categorical analysis of the station locations so that t e 
same reference stations would be used for model 




Figure 2: Data sources for independent variables used 
in model development. 
 
 
    Models were then developed for each of eight beach 
regions using linear regression. A backwards, manual 
selection process was used. The lm, or linear model, 
function in R was employed. Variance inflation, 
parameter p-value, and model Bayesian Information 
Criterion (BIC) were used in selecting models. Because 
many of the predictors were related (e.g. rainfall averages 
of different length), variance inflation was evaluated. By 
deleting parameters with high Variance Inflation Factor 
(VIF) values (> approximately 10) in the model, 
unpredictable variance was kept to a minimum. Model 
selections proceeded by systematically removing 
parameters from the model until p-values were 
approximately less than 0.10. BIC was used to evaluate 
remaining model parameters by removing parameters 
individually and exploring their effects on BIC. A lower 
BIC value was more desirable than a higher one. Final 
models retained parameters with variance inflation values 
less than 10, p-values generally less than 0.05, and lowest 
possible BIC values.   
Virtual Beach Model Development 
    The EPA developed Virtual Beach 3 as a suite of 
statistical tools. The tool allows decision-makers and 
beach managers to predict fecal bacteria concentration 
using linear relationships between independent and 
dependent parameters. VB provides a list of model 
outcomes for the user to analyze (Cyterski et al. 2013).  
    VB 3 and 2.2 Users’ Guides (Cyterski et al. 2013; 
Cyterski et al. 2012) were used as outlines for processing 
models. The same .csv file used to develop models in R
was analyzed. Dummy variables were created to test 
whether sample location, a categorical variable, was 
significant in model predictions. Data were imported and 
“validation” procedures were performed. Blank columns, 
rows, columns with missing data, or non-numeric reco ds 
were deleted. Next, study sites were located along their 
respective beaches. A map feature, using Google Earth, 
was provided and an orientation box was created. From 
this box, an angle was generated which allows a wind, 
wave, and/or current component to be calculated and use  
in the modeling process. Since wind speed and direction 
were collected in the initial dataset, a wind component 
was generated for wind values perpendicular to the shore 
(O) and along the shore (A). 
     Multiple linear regression (MLR) options were run on 
both standard and transformed (independent variables) 
datasets. The standard dataset included raw data with only 
wind components added. The transformed version, was 
one in which independent variables were transformed (e.g. 
Log10, ln, inverse, square, square root, quad root, 
polynomial, and exponent) if they met a 25% threshold 
Pearson correlation coefficient with the dependent 
variable.  
    Model fitness can be analyzed using any one of ten 
model evaluation criteria (e.g. R2, Adj R2, AIC, BIC, 
Sensitivity, etc.). BIC was chosen because it tends to limit 
over-fitting, keeping the number of variables in the model 
small (Cyterski 2013). VB evaluates models generated 
with all possible combinations of predictors and selects 
the 10 with the best performance as determined by the 
evaluation criterion. The best model, having the lowest 
BIC, was selected for further evaluation and comparison 
to the models developed in R.  
Performance Metrics 
    Akaike’s Information Criterion (AIC), BIC, Adjusted 
R2, cross validation Mean Square Error of Prediction 
(MSEP), and Receiver Operator Characteristic curve 
(ROC) area under the curve (AUC) were used to compare 
performance of the models developed in R and VB. AIC, 
BIC, and Adjusted R2 values help determine if additional 
parameters add predictive capacity to the model given the 
uncertainty introduced by adding an additional predictor. 
Cross validation allows evaluation of a fixed set of 
parameters in the final model; it uses random subsets of 
the original data set to develop parameter estimates nd 
uses the remaining data to validate (compare observed 
values to the values predicted by the model). ROC curves 
were used to compare true positive to false positive values 
generated by the model. Curves with high true positives 
(high sensitivity), low false positives (high specificity), 
and a steep transition are desired. Curves are compared by 
calculating the AUC. A perfect model would have an 
AUC=1, and a model with no predictive capability would 
have an AUC=0.5 (Morrison et al. 2003).  
    Following evaluation of all performance metrics, a 
matrix was generated to compare performance metrics for 
models at all locations developed in R and VB (Table 1). 
Each model was given a score of 0, 0.5, or 1 based on a
comparison of performance metric values. A score of 1 
was given to the most desirable metric value, while th  
least desirable was scored 0. Where two models tied for 
the highest metric, a score of 2 was given to both while 
the remaining model was given a score of 0. Scores for 
each set of models were tallied. The model with the
highest overall point value would represent the model 
with overall best performance. 
    A qualitative assessment of the modeling process was 
also performed. Overall software utility and methodol gy 
were evaluated. Ease of use, flexibility, utility of 
inputs/outputs, etc. were evaluated for R and VB. Each 
software package was analyzed for simplicity, learning 
curve required, flexibility of input data and outpu results, 





    Results and evaluation metrics for each model ar  
summarized in Table 1. When first run in R, values for 
AIC, BIC, and cross validation were very different from 
VB. This was likely a result of the pre-processing step that 
VB uses to remove records with missing values for any
potential parameters. In R, missing values were remov d 
dynamically, only removing records that have missing 
values for the parameters used in the model. To 
standardize comparisons, the data set generated by the 
pre-processing step in VB was also used in R, resulting in 
identical data inputs.  
    Model scores were generally highest for the VB model 
developed with transformed data, next highest for the
models generated in VB with non-transformed data, and
lowest for the models generated in R. Based on Table 1, 
VB transformed had a summed score of 37, VB was 21, 
and R was 16.5. The table also shows the VB transformed 
column having more green (highest point value) than 
either of the other two columns, while the R column had 





    For investigations of enterococci bacteria in beach 
applications, both VB and R software are recommended 
for regression analysis. Each has its strengths and
weaknesses. 
Quantitative Comparisons 
    Performance comparisons suggest that VB can generate 
more robust models than the simple liner regression 
manual selection techniques used in R for this 
comparison. The features of transforming variables and
model comparisons using all potential prediction 
combinations used in VB almost certainly can be 
reproduced in R, but is probably unnecessary, as these  
  
Table 1: Performance analysis matrix. 
 
 
features are built in to the current version of VB. Most 
importantly, the quantitative comparisons suggest that 
model development can be improved by: using input data 
sets with predictors that are transformed to create linear 
relationships with the dependent variable, and using a 
model selection technique that evaluates all potential 
combinations of the model parameters. 
Qualitative Comparisons 
    Both VB and R offer many benefits to potential users. 
While model results were somewhat comparable, the 
manner in which model predictions were derived is quite 
different. VB enables users to create robust models by 
running all possible variable permutations. It provides 
options for transforming independent variables and/or 
calculating wind A/O values. The VB tool also has an 
easy to learn graphical user interface (GUI) that utilizes 
self-explanatory tabs for major functions. VB requires no 
programming skill and is fairly easy to learn. VB provides 
users with a no cost option to expensive commercial off 
the shelf software tools. 
    In comparison, R requires a command-line 
programming language, which requires a steep learning    
curve. To become proficient in R, time, resources, and 
programming skill are necessary and would be requird to 
replicate some of the VB options employed here (e.g. 
calculating potential predictor permutations, 
transformation of independent variables, etc.). However, 
R provides some flexibility and options that are currently 
not available in VB, including automating data 
input/output, direct linkage to databases, and flexibility in 
generating graphical output. Additionally, predictive 
models can be developed using a variety of advanced 
methods in R, and many others are developed every year.
Currently, MLR, partial least squares (PLS), and gradient 
boosting machine (GBM) options are the only options 
available in VB. 
Conclusion 
    Overall, VB is recommended for model development in 
situations where robust results are needed and 
programming skill is limited or lacking. If descriptive 
graphics and multiple input/output functions are neded, R 
software should be used. VB’s lack of automated data 
integration is limiting and additional programming, 
support, and funding are recommended to facilitate his 
goal. The geographic footprint and ensemble modeling 
approach used here continues to be expanded. Currently, 
work is taking place in Lower Saluda River of South 
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