Abstract-Tunneling without distortion is not a propagation phenomenon but a quasistatic process in which the slowly varying envelope of the input pulse modulates the amplitude of a standing wave in the barrier. Because the envelope has a bandwidth that is small compared to the cutoff frequency of the barrier it does not propagate; it merely stands and waves. The envelope of the reflected and transmitted fields can adiabatically follow the envelope of the input pulse with only a small delay proportional to the energy stored in the barrier. The Hartman effect, in which the delay becomes independent of barrier length, is explained on the basis of saturation of stored energy with increasing length. Because the delay is not a propagation delay, it should not be linked to a velocity of propagation. True evanescent waves have zero speed and not infinite velocity as often asserted.
I. INTRODUCTION
T HERE DOES not appear to be universal agreement on the physical mechanism responsible for the apparent superluminal tunneling of wave packets through a forbidden region [1] , [2] . Indeed, 70 years after MacColl suggested that barrier traversal takes no appreciable time [3] , the nature of the tunneling process is still considered "a poorly resolved mystery" [4] . Among the proposed mechanisms are pulse reshaping and interference effects which cause the front of the pulse to be attenuated less than the rear, leading to a forward shift of the center of gravity of the entire pulse [2] , [5] - [7] . According to this theory, the entire transmitted pulse is reconstructed from just the weak leading edge of the much larger input pulse, with the barrier in effect performing an analytic continuation [7] . While the reshaping description may account for apparent superluminality in situations where the pulse is indeed reshaped, it does not explain the distortionless tunneling that has been observed in many experiments [5] , [8] - [10] . It also does not explain, in any simple physical way, some paradoxical phenomena such as the "Hartman effect" in which the tunneling time becomes independent of barrier length [8] , [11] , [12] . This effect has led to a number of claims that evanescent waves travel with infinite velocity and thus tunnel in zero time [12] , [13] . The time scale of the tunneling process still remains a matter for debate and the literature is replete with assorted tunneling time definitions [14] .
In recent papers, we have presented a physical mechanism for the tunneling process that resolves much of the mystery surrounding it [15] , [16] . Here, we present a more detailed account. The key to unraveling the mystery is the realization that barrier tunneling is not a propagation phenomenon. It is a quasistatic process in which the envelope of the incident pulse modulates the amplitude of an exponentially attenuating standing wave [15] . Because it is a standing wave, the field at all points in the barrier can move up and down in phase with the incident envelope or with a small phase lag related to energy storage in the barrier. We find that the entire input pulse contributes to the transmitted pulse as it modulates the stored energy in the barrier. Because this is a quasistatic process involving standing waves, one cannot speak of evanescent waves as propagating with infinite speed. As a matter of fact, they do not propagate at all. The modulated-standing-wave picture of barrier tunneling makes it possible to resolve all the outstanding paradoxes in the tunneling process. Because this subject is controversial and has been debated for years, our presentation will be somewhat pedantic as we seek to clarify a rather murky subject.
II. THE BARRIER MODEL
Tunneling experiments in one spatial dimension have mostly been carried out on photonic bandgap structures (PBGs) excited within their stop band [5] , [8] - [10] or on waveguides operating below cutoff [12] , [17] . The waveguide tunneling problem has been analyzed using the Klein-Gordon equation for the electric field in the guide [18] - [20] . It turns out that the same equation describes the envelopes of forward and backward waves in a periodic dielectric structure, also known as a PBG. We will thus refer specifically to a PBG in the derivations while keeping in mind the general applicability of the resulting equations. Fig. 1 shows a one-dimensional PBG with a periodic variation in the refractive index given by (1) 1077-260X/03$17.00 © 2003 IEEE where is the unperturbed refractive index, is the amplitude of the index perturbation, is the Bragg wavenumber, and is the carrier angular frequency that satisfies the Bragg condition for the structure. The periodic structure extends from to and is embedded in a homogeneous region of refractive index . The unperturbed medium is assumed lossless and dispersionless. This neglect of material dispersion is appropriate since the structural dispersion due to the periodic perturbation is orders of magnitude larger than that of the material [21] .
The periodic index perturbation scatters forward waves into backward waves, hence we take the complex electric and magnetic fields within the structure as (2) (3) where and are the forward and backward components of the field envelopes, and is the intrinsic impedance of the unperturbed medium. The physical fields are the real parts of the above. Within the slowly varying envelope approximation, use of (1)-(3) in Maxwell's equations leads to the following coupled-mode equations for the forward and backward fields [21] :
Here, describes the coupling between forward and backward waves and is the group and phase velocity in the unperturbed medium. It should be noted that the carrier waves are solutions of the homogeneous wave equation for the lossless unperturbed medium and are always propagating modes. The envelope functions modulate the amplitude of these carrier waves and determine how much of the carrier will be transmitted by the barrier. Because these envelope functions are simultaneously present within the medium and are coupled, they cannot be accessed separately. In fact, this decomposition is not unique and so one should not take the expressions "forward wave" and "backward wave" too literally. The physical measurable fields inside the medium are composed of sums and differences of these functions, as given in (2) and (3). Outside the periodic structure, the forward and backward envelopes are uncoupled and hence can be associated with incident, transmitted, and reflected waves.
Contact with other tunneling structures may be made by noticing that (4a) and (4b) combine to yield a Klein-Gordon equation (KGE) for the forward envelope (5) A similar equation holds for the backward modulation . The KGE describes many wave phenomena that involve a cutoff frequency below which wave propagation does not occur. These include waves in torsionally coupled pendula, electromagnetic waves in plasmas and waveguides, and relativistic matter waves [22] . The model used here therefore applies to tunneling phenomena in general. For baseband signals without a carrier, we set and then the KGE applies to the complete electric field and not an envelope.
Since (5) describes the evolution of a slow modulation riding on top of a carrier, one may ask how the bandwidth of this modulation affects the nature of wave propagation within the structure. To that end, we consider a traveling wave modulation of frequency and wavenumber . Inserting into the KGE we obtain the dispersion relation (6) Any wave phenomenon described by such a dispersion relation leads to the KGE through the operator transformation , . The cutoff angular frequency for the system is defined as (7) If the modulation frequency exceeds , the wavenumber is real and the envelope propagates through the structure.
On the other hand, for a slow modulation such that , the wavenumber becomes imaginary and the wave is evanescent; the envelope does not propagate but merely decays exponentially with distance as (8) where the attenuation constant is given by (9) In (8) the plus sign governs an envelope that attenuates in the negative direction, while the minus sign describes an envelope that attenuates in the positive direction. We emphasize, however, that (8) does not describe wave propagation but rather a process in which the field at every point in moves up and down in phase. This is exactly the behavior of a standing wave. Thus, a slow modulation results in a standing wave with an exponentially decaying envelope. True evanescent waves therefore do not propagate. They merely stand and wave [22] .
III. PHASE LAG AND GROUP DELAY
The coupled mode equations immediately tell us that the backward wave will have a phase lag and a delay with respect to the forward wave. Consider a forward evanescent mode . This is a mode of an infinitely long barrier. From (4a) the backward wave is given by (10) The phase of the backward wave with respect to the forward wave is therefore (11) It is the phase of the local reflection coefficient induced by the coupling . It is not a propagation phase shift since the envelope does not propagate. This phase shift corresponds to a time shift in the backward evanescent mode of . The peak of a narrowband pulse reflected from an infinite barrier will suffer a group delay of (12) assuming no index mismatch at the interface. This delay is not a propagation delay. We will see that it is related to energy storage.
In general, if the forward standing wave in an infinitely long barrier consists of an exponentially decaying spatial part multiplying a slow temporal function, i.e., then, again from (4a), the backward wave is given by (13) Thus, the coupling gives rise to a backward wave that is everywhere in phase quadrature to the forward wave and lags behind it by a delay of , independent of length. The delay depends only on the "shape" of the mode and is equal to the inverse of the cutoff angular frequency.
IV. REACTIVE NATURE OF COUPLING
The coupling seen here is a reactive, purely conservative form of coupling which leads to energy storage as opposed to dissipation. A consequence of this energy storage is a phase shift and delay of the backward wave with respect to the forward wave.
The coupled-mode equations lead to the following conservation laws:
These are obtained by multiplying (4a) and (4b) by the complex conjugates of and , respectively, and then forming sums and differences. Equation (14) is simply Poynting's theorem in differential form, relating the time rate of decrease of energy density at a point to the divergence of the power flux at that point. Power flow is conserved in this form of coupling. In the second equation, the term on the right-hand side is proportional to the difference between stored magnetic and electric energies. This term accounts for reactive energy storage and shows that the spatial decrease in total stored energy is related not just to real power flow but to a circulating contribution which is a reactive power. Since the group delay for the infinite barrier is , expressing the right-hand side of (14) as suggests that this reactive energy is stored and released on a time scale given by the group delay. This connection is placed on firmer ground in the Appendix. This term also depends on the phase difference between forward and backward components. As shown in Section X, the phase difference is related to the stored energy and, hence, the group delay. The reactive nature of the coupling can also be seen by considering the complex Poynting vector, defined for time-harmonic fields as (16) The real part of the complex Poynting vector gives the time-averaged power flow per unit area, while the imaginary part accounts for reactive power which is stored and pulsates between electric and magnetic forms. It is proportional to the difference between the stored magnetic and electric energy densities. The term on the right-hand side in (15) thus describes the envelope of the reactive power flow and shows that it is indeed the coupling that is responsible for this reactive power. The reactive power is maximized when the forward and backward envelopes are 90 out of phase. For the infinite barrier, where on a time-averaged basis, the power is purely reactive. What we have inside the barrier is a complete standing wave with the electric field and magnetic field distributions shifted in space as well as in time because of the phase difference. If the barrier is finite, the standing wave is nearly complete in the front half of the barrier where the forward and backward intensities are nearly equal. At the exit, the backward wave is zero and so the forward carrier wave can exist as a traveling wave in that region, transporting real power. Fig. 2 shows the standing wave profiles for an evanescent wave over several optical cycles as computed from exact solutions of (4) [15] . In the tunneling process, the slow envelope of the incident pulse modulates the amplitude of this standing wave. 
V. IMPULSE RESPONSE
The KGE has the causal Green's function [23] (17) Here, is a first-order Bessel function and is the unit step function. This is the oscillatory impulse response for an infinitely long barrier. It is a good approximation for the impulse response of a reasonably opaque barrier, an exact form of which can be found in [19] , for example. Because it is perfectly causal, true superluminality is precluded. Any superluminality seen here will have to be of the "apparent" variety.
With use of the asymptotic expansion of the Bessel function we find that for large times, the oscillations of the impulse response occur roughly at the cutoff frequency . Fig. 3 shows the intensity reflection impulse response for a finite barrier as computed using the coupled-mode equations. Note the spike at one round trip which corresponds to the discontinuity at the exit experienced by the total field. The reflectivity impulse response is a useful tool in the characterization of fiber Bragg gratings [24] . Since the cutoff frequency is related to the coupling constant through , a measurement of the zeroes of the impulse response can be used to determine the coupling constant. It is important to note that whenever a barrier is excited with a pulse whose bandwidth exceeds the cutoff frequency, the output will "ring" at the cutoff frequency. In (3), the intensity is plotted and not the electric field, hence the oscillations are at twice the cutoff frequency.
VI. STEP RESPONSE
The step response of the infinite barrier can be readily obtained by integrating the impulse response. Here, we obtain the step response of a finite barrier by solving the coupled mode equations numerically so we can follow the evolution of a step through the barrier. By this means we see how a front propagates and how fields behind the front are rejected by the barrier. Fig. 4(a) shows that the front propagates at since it is dominated by the high-frequency components. Behind the front is light that has undergone various amounts of scattering. The energy density in the barrier near the entrance quickly builds up behind the front in a characteristic near-exponential profile. The energy is thus stored at the front end. This exponential distribution that characterizes the steady-state field is approached within one transit time. Fig. 4(b) shows the transmitted and reflected intensities. At the output the front is transformed into a sharp spike with some trailing ringing at the cutoff frequency as the barrier acts as a differentiator or high-pass filter. The reflected intensity at the input exhibits overshoot and ringing in its approach to steady state.
VII. RESPONSE TO A SINUSOIDAL MODULATION
Now consider a sinusoidal envelope modulation of the form , with , and impose the condition . The modulation is turned on at time . After an initial transient, the output reaches a sinusoidal steady state with the peaks of the reflected and transmitted sinusoidal modulations time shifted with respect to the input. This is actually the basis for a practical method of characterizing group delay in fibers that involves detecting the phase shift suffered by a modulated cw beam [25] , [26] . In this simulation, for , we find a time shift (normalized by the transit time ) of approximately , which is the limiting group delay of (12) . Analytical solutions of the coupled-mode equations in the sinusoidal steady state are of the form (18) The spatial distributions of the envelope functions are found to be The amplitude reflection coefficient is (22) where (23) To see how a sinusoidal modulation tunnels through the barrier, we write out the solutions in (19) explicitly as functions of space and time by inserting in (18) (24a) (24b) These are envelope standing waves. The cosh and sinh functions are normal modes of the finite barrier and as a result they move up and down in their entirety in response to the input modulation. They do not go anywhere. Fig. 6 shows the evolution of the "forward" envelope at successive instants of time between 
and
. The input modulation has a peak at , as seen in Fig. 5 . The entire envelope is seen to rise and fall with the input modulation. Clearly, this is not a propagation phenomenon. The total envelope field thus consists of two standing wave modes in quadrature with each other. At each point in the barrier, the temporal variation of the field is a superposition of independent contributions from each mode. The beating between these two modes allows for energy stored in one location to be released downstream. Each mode has an additional phase shift of with respect to the driving modulation. Since the envelope does not propagate in the sinusoidal steady state, the phase shifts seen here are not due to propagation but are a result of the reactive nature of the coupling, which leads to energy storage, and of any impedance mismatch at the boundaries of the barrier. As a result of these phase shifts the peaks of the forward and backward envelope modulations are delayed in time with respect to the driving modulation. This delay is the group delay or envelope delay (also referred to as the phase time) and is given by for the transmitted wave and by for the reflected wave. For the transmitted and reflected fields we find the same group delay (25) where Fig. 7 shows the intensity transmission function and the group delay normalized by the transit time . Luminal delays correspond to . Superluminal delays occur for normalized detunings within the stopband. We emphasize that this superluminal delay is not a propagation delay since the envelope does not propagate when the modulation frequency is below cutoff. The behavior here is similar to that of a simple (resistance-capacitance) high-pass filter. The barrier is acting as a lumped capacitor with coupling to the outside world providing an effective dissipation.
VIII. QUASISTATICS OF BARRIER TUNNELING
A barrier such as a PBG structure or an undersized waveguide acts as a high-pass filter with a transfer function (26) Such a filter will transmit a pulse with a delay but without distortion if the magnitude of the transfer function is constant and its phase is linear over the bandwidth of the pulse. For opaque barriers these flatness and linearity conditions hold well within the stopband. Tunneling without distortion requires that the pulse bandwidth be narrow compared to the width of the stopband of the barrier. The requirement that then implies that the pulse width must satisfy the constraint (27) For a pulse whose amplitude attenuates exponentially as within the barrier, the above condition means that the pulse spatial extent must be much more than six times the decay distance . In terms of the normalized coupling constant and the transit time , the distortionless condition reads . For fairly opaque barriers with reasonable transmission the pulse length must exceed the transit time of a light front through the barrier in order to avoid distortion. This is what defines the domain of quasistatics: the pulse duration so long compared to the transit time that over the bulk of the interaction, steady state conditions apply. The barrier acts as a lumped element with respect to the pulse envelope which cannot be localized within the barrier. Experiments that have reported tunneling without pulse distortion have all been done in this regime [5] , [8] - [10] . In cases (such as for the thickest samples in [8] ) where this condition was violated, significant pulse narrowing was observed.
For narrowband pulses the tunneling process is a quasisteady state phenomenon in which the field envelope throughout the barrier can follow the slow variations of the input envelope with little phase lag. In this quasistatic limit we can obtain approximate solutions to the coupled-mode equations for arbitrary input pulse profiles by expanding the complex amplitudes of the sinusoidal solutions to first order in the frequency parameter and performing an inverse Fourier transform, whereupon . The resulting solutions are
Here, is the envelope of the incident pulse as measured at and the primes denote derivatives with respect to time. The first term in the quasistatic expansion is obtained by letting be a slow function of time. It is obvious that if the pulse envelope is much longer than the barrier length, over a large part of the pulse the fields in the barrier will simply be the steady-state fields multiplied by the instantaneous envelope amplitude at the input. This leads to the most trivial form of apparent superluminality where the output envelope adiabatically follows the input envelope because both are essentially in steady state. Under these conditions, a peak may be measured simultaneously at the input and output merely because the peak is so broad compared to the barrier length that both the transit time of a light front and the energy storage time are negligible. The next terms in the quasistatic expansion involve time derivatives of the input pulse envelope. The derivative terms are multiplied by factors which are simply the group delays of the corresponding forward and backward waves. The delay for the forward wave actually depends on as a result of the superposition of cosh and sinh modes discussed in Section VII. However, the only physically measurable delays are the ones at the exit for and at the input for . The delays originate from the coupling-induced energy storage and the impedance mismatch at the boundaries.
We first consider the limiting case of an infinitely long barrier. In that case, the quasistatic fields become (30) (31) These results are interesting. They tell us that the forward envelope at every point follows the incident envelope with no delay. It is an exponentially decaying standing wave, an exponential spatial mode whose amplitude is modulated by the incident pulse envelope. It does not propagate. So long as it does not encounter an exit boundary that extracts energy, it will follow the incident field with no phase lag. The backward wave, on the other hand, is in phase quadrature to the forward wave and is delayed by an amount equal to the inverse of the cutoff angular frequency. This delay time is equal to the time it takes for energy in the pulse to be stored and released by the barrier. Since no energy escapes in the forward direction, the entire delay is observed in the reflected pulse.
A delay in the appearance of a peak is just that, a delay. One must not make the leap from a delay time to a velocity. In fact, in an operational sense, one never really measures a velocity. What one measures are delay times and distances. Velocities are always inferred and that requires a knowledge of a trajectory. In lumped circuit engineering it is easy enough to create delay elements and phase shifters that do not involve any propagation effects. Energy storage can result in delays without propagation.
As shown in Section IX, these quasistatic solutions are in excellent agreement with the numerical solutions of the coupled mode equations after the initial transient which lasts about two transit times.
IX. SIMULATIONS OF GAUSSIAN PULSE TUNNELING
To follow a tunneling pulse, we integrate the coupled-mode equations along forward and backward characteristics for Gaussian input pulses of the form (32) In these simulations time is measured in units of the transit time and is chosen so that at the incident field is negligible. Typically, . We take so that the barrier is quite opaque, with a mid-gap transmission of 1.8 10 . This is comparable to the transmission of the thickest barriers in the experiment of Spielmann, et al. [8] . First, we take a pulse of width so that the adiabatic condition is satisfied. Fig. 8 shows the incident pulse, the transmitted (tunneled) pulse, and the reference pulse (i.e., a pulse that travels the distance in a barrier-free region. The transmitted pulse is normalized by its peak value of 1.8 10 . The transmitted pulse is undistorted and its peak is delayed by a time with respect to the input peak. This delay, which equals , is exactly the limiting value predicted by the phase time or group delay. The reflected pulse is identical in shape and suffers an equal delay. Overlaid (as a dashed line) on top of the transmitted pulse in Fig. 8 is the quasistatic approximation to the output. It is impossible to distinguish one from the other. The quasistatic field distributions are established within one or two transit times. Fig. 9 compares the exact and quasistatic solutions at the instant , which is still well within the front tail of the input pulse. Over the bulk of the pulse the fields are accurately described by the quasistatic solutions. This confirms our assertion that distortionless tunneling is a quasistatic phenomenon.
The peak of the tunneled pulse appears at the output in onefifth the time it would take for a pulse traveling at to traverse an equal distance in the unperturbed medium. However, one must not leap to the conclusion that the pulse tunneled at five times the speed of light. The fact is that the incident peak did not propagate to the output. For a narrowband pulse such as this, the peak does not even enter the barrier. Fig. 10 shows snapshots of the intrabarrier energy density taken at successive instants between and , during the rise and fall of the pulse. The pulse energy density is a monotonically decreasing function of . The entire distribution rises and falls as a semirigid entity in response to the input modulation. The distributions for the descending part of the pulse (dashed curves) lag behind the rising distributions as a result of energy storage. Also, near the exit, the fields deviate from their near-exponential distributions as they adjust to the loading conditions at that end. Clearly, the output peak and input peak are not related by causal propagation. Furthermore, the entire input pulse, and not just its early tails, contributes to the output as it modulates the stored energy. The duration of the tunneling process is just the length of the input pulse. There is no observable reshaping, distortion, or compression of the transmitted pulse.
Tunneling without distortion is only possible if the input pulse is longer than the barrier width. For the thickest sample in the Spielman experiment, this condition was not met and significant pulse shortening was observed. Here, we simulate that situation by taking a pulse of width . Fig. 11 shows that the pulse is shortened and reshaped. The reshaping is due to group-delay-distortion (GDD) that arises from the higher order terms neglected in the quasistatic expansion. For even shorter pulses (Figs. 12 and 13) , we observe pulse breakup and the ringing expected of an impulsively excited cavity. This ringing is at the cutoff frequency. For the shortest input pulse shown here the transmission is luminal. However, this pulse is not actually tunneling but "flying over" the barrier as it has significant spectral content in the filter pass bands. Snapshots of this pulse at different instants of time show a peak in the energy density actually propagating through the barrier (Fig. 14) . This is in marked contrast to the behavior of narrowband pulses where the peak does not even enter the barrier.
X. RELATION BETWEEN GROUP DELAY, DWELL TIME, AND 
STORED ENERGY
The group delay is proportional to the energy stored in the barrier [16] . Within the slowly varying envelope approximation, the group delay for this tunneling problem is also identical to the dwell time, a quantity introduced by Smith to characterize the lifetime of collisions [27] . Here, we demonstrate explicitly that the group delay is directly proportional to the time-averaged stored energy in the barrier and is equal to the dwell time.
The time-averaged stored energy within the barrier is given by Upon comparing (34) with the expression in (25) for the group delay, we find that the group delay is directly proportional to the time-averaged stored energy (36) On the other hand, the dwell time is defined as (37) and is by definition proportional to the stored energy. Thus, we find that the group delay and the dwell time are identical and are proportional to the stored energy.
This proportionality between stored energy and group delay is a well-known result that has been proven for both lumped-element networks and distributed microwave circuits [28] , [29] . Basically, the time required for a pulse of energy to enter an element and leave again is the average stored energy per unit incident cw power. In the context of barrier tunneling it is important not to make the leap from an anomalously short group delay to a superluminal propagation velocity. The delay seen here is due to energy storage and is not a propagation delay. We note that the role of energy storage has been discussed in other superluminal contexts involving absorptive or amplifying media [30] - [32] . There, the energy is stored in the atomic excitations. In the tunneling problem considered here, the energy is stored in the electromagnetic cavity formed by the structure.
XI. ORIGIN OF THE "HARTMAN EFFECT"
As noted by Hartman [11] and confirmed by experiment [8] , [12] , the group delay becomes independent of length for thick barriers. This would imply arbitrarily large and even infinite velocities for long enough barriers if tunneling was a propagation phenomenon. A physical explanation of this paradoxical result has been lacking. We have recently provided an explanation on the basis of energy storage and the fact that the tunneling wave does not actually propagate but exists throughout the barrier as a standing wave with an exponentially decaying envelope [15] , [16] . This envelope adiabatically follows the input pulse envelope with a small time lag given by the group delay. The group delay is proportional to the time averaged stored energy in the barrier. If the stored energy becomes independent of barrier length, then so must the group delay. This is the origin of the "Hartman effect".
From (34) for the stored energy, we find
which, for is equal to . Thus, the stored energy saturates at a value given by the ratio of the input power to the cutoff angular frequency. The group delay then becomes independent of length and is given by the inverse of the cutoff angular frequency. Again, this is not a propagation delay and should not be taken to imply arbitrarily large velocities for increasing barrier length.
The stored energy saturates because the field is a nearly exponentially decreasing function of distance. Beyond a decay distance it does not matter how much more length a barrier has since the energy is practically all stored within this attenuation distance. Of course, for a thick but not quite infinite barrier, a finite but exponentially small amount of energy does reach the exit and is characterized by this saturated delay time. Note, however, that for a truly infinite barrier, the delay refers to the delay of the reflected pulse as discussed in Section X. For the forward field, so long as no exit boundary is encountered, all points are in phase with the input field and do not exhibit any delay.
XII. DISCUSSION
Our conclusion is that tunneling is not a propagation phenomenon but a quasistatic process mediated by a standing wave in the barrier. The anomalously short delays observed in tunneling have their origin in energy storage and its subsequent release. An anomalously short delay does not imply superluminal velocity. While a delay time is always a useful concept, a velocity need not be, especially if the delay is not a propagation delay.
Because it is mediated by a quasistatic field, the tunneling process cannot possibly be used to signal at speeds greater than . The time scale of changes in the pulse envelope is much longer than the transit time of a light front through the barrier. Information requires change, and nothing changes faster or travels faster than the light front.
APPENDIX GLOBAL ENERGETICS OF PULSE TUNNELING
It has been argued that little physical significance attaches to delay times based on peaks [4] . However, these peaks are peaks of energy fluxes and should tell us something about energy flow through and storage within the barrier. In Section IV, we showed how the local energy storage and power flow is determined by the coupling strength . We now use the macroscopic Poynting theorem to show that, in fact, the delay in the appearance of reflected and transmitted energy flux peaks is exactly the time it takes for energy to be stored and released by the barrier.
The instantaneous total energy stored in the cavity is This relation simply says that the rate of increase of stored electromagnetic energy in the cavity is given by the incident power minus the sum of the transmitted and reflected power. It is important to note that the balance between incident power on one hand and the sum of reflected and transmitted power on the other hand, , does not hold in the transient case as a result of energy storage in the barrier. An intensity peak seen at the output could be the result of the cavity releasing energy it had stored from an earlier time.
For thick barriers the transmitted power near steady state is negligible compared to the incident and reflected powers, hence we can write (I.5) We see from (I.5) that the stored electromagnetic energy in the barrier is increasing when the instantaneous incident power exceeds the reflected power and is decreasing otherwise. It reaches a maximum at the instant when the reflected power equals the incident power. For narrowband pulses we have seen that an incident pulse is reflected without distortion but with a small delay . For opaque barriers the reflectivity is close to unity and, hence, to an excellent approximation (I.6)
The time at which the stored barrier energy reaches a maximum can then be found by solving (I.7)
For any symmetric pulse with a peak at , one can replace the behavior around the peak by a quadratic in . Then, solving (I. 8) we find that the maximum of the total stored energy in the barrier occurs at the instant (I. 9) This result tells us that the delay of the reflected pulse peak is twice the delay of the peak of the stored barrier energy. In other words, the group delay is the time it takes for energy to be stored and released by the barrier. The peaks of the reflected and transmitted pulses do indeed have physical significance.
