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We study the problem of network dismantling, that is of finding a minimal set of vertices whose removal leaves the network broken in connected components of sub-extensive size. For a large class of random graphs this problem is tightly connected to the decycling problem (the removal of vertices leaving the graph acyclic). Exploiting this connection and recent works on epidemic spreading we present precise predictions for the minimal size of a dismantling set in a large random graph with a prescribed (light-tailed) degree distribution. Building on the statistical mechanics perspective we propose a three-stage Min-Sum algorithm for efficiently dismantling networks, including heavy-tailed ones for which the dismantling and decycling problems are not equivalent. We also provide insight into the dismantling problem concluding that it is an intrinsically collective problem and optimal dismantling sets cannot be viewed as a collection of individually well performing nodes.
I. INTRODUCTION
A network (a graph in the discrete mathematics language) is a set of entities called nodes (or vertices) where some pairs of nodes are connected by edges. As such it provides a simplified description of numerous systems in very diverse fields, ranging from social sciences (nodes representing individuals and edges the friendship relationship) to technological networks (interconnections of routers in the Internet, pages of the WWW, or production centers in an electrical network) through biological systems (interactions of genes in a regulatory network), see [1, 2] for reviews. Many quantities can be defined to characterize the properties of a network and of the processes happening on it. The decomposition of a graph in its connected components is a basic yet important characterization: if nodes communicate only trough existing edges then non-trivial global properties of the underlying system can arise only when a large fraction of nodes belongs to the same component.
Several crucial questions in the context of network studies concern modification of properties when a subset S of the nodes is selected and treated in a specific way. For instance: how much reduced is the size of the largest component of the graph if the vertices in S (along with their adjacent edges) are removed? Do the cycles survive this removal? What is the outcome of the epidemic spreading if the vertices in S are initially contaminated, constituting the seed of the epidemic? On the contrary, what is the influence of a vaccination of S which preserves them from transmitting the epidemic? It is relatively easy to answer these questions when the set S is chosen randomly, each vertex being selected with some probability independently from one vertex to the other. For instance, the classical percolation theory is nothing but the study of the connected components of a graph in which some vertices have been removed in this way.
Much more interesting is the case where the set S has to be chosen in some optimal way. Indeed in all applications sketched above it is reasonable to assign some cost to the inclusion of a vertex in S: vaccination has a social and economic prize, incentives have to be paid to customers to convince them to adopt a new product in a viral marketing campaign, incapacitating a computer in the design of a cyber attack requires resources. One thus faces a discrete optimization problem, requiring the minimization of the cost of S under a constraint on its effect on the graph. In many circumstances the existence of the giant component is necessary for the network to fulfill its function (e.g. to deliver electricity, information bits or ensure possibility of transportation). An adversary might be able to destroy a set of nodes with the goal of destroying this functionality. In today's world it is reasonable to expect that adversaries will have considerable computational and intelligence power to design close to optimal strategies. It is of great interest to understand what is an optimal attack strategy, possibly as a first step in the design of optimal defense strategies.
Destroying the giant component of a network can also be seen as a drastic way to organize a vaccination campaign [3, 4] . If the removed vertices correspond to vaccinated individuals that cannot transmit the epidemic then the spread of the epidemic is confined to the small connected components, avoiding thus a global contagion affecting a finite fraction of the network. Better strategies might exist when one uses specific information about the epidemic propagation model [5, 6] . But without assuming anything about the spreading, the goal of destroying the giant component is reasonable.
Another related problem is the choice of the set of nodes to inform to maximize the fraction of network into which the information spreads, this "influence maximization" problem was studied in many previous works [7] [8] [9] . Relation between influence maximization and destruction of the giant component was put forward in [10] .
Following the terminology of [11] we call S a Cdismantling set if its removal yields a graph whose largest component has size (in terms of its number of nodes) at most C. The C-dismantling number of a graph is the minimal size of such a set. When the value of C will be clear from the context or not important for the given claim, we will simply talk about dismantling. Typically the size of the largest component is a finite fraction of the total number of nodes N . To formalize the notion of "destroying the giant component" we will often consider the bound C on the size of the connected components of the dismantled network to be such that C/N 1 (in the large size limit N → ∞). It should be noted that we defined dismantling in terms of node removal, it could be rephrased in terms of edge-removal [12] , which turns out to be a much easier problem. Note that the dismantling problem is sometimes referred to as fragmentability of graphs in the graph theory literature [13] [14] [15] , and as optimal percolation in [10] .
The decision problem asking whether the Cdismantling number is smaller than some constant is an NP-complete problem, for a proof see the Appendices. The concept of NP-completeness concerns the worst-case difficulty of the problem, for every graph. The questions that we address in the present paper are: What is the dismantling number on some representative class of graphs, in our case the random graphs? What are the best heuristic algorithms and how does their performance compare to the optimum, and how do they perform on generic graphs? Simple heuristic algorithms for the dismantling problem were considered in previous works [16] [17] [18] , where the choice of the nodes to be included in the dismantling set was based on their degrees (favoring the inclusion of the most connected vertices), or some measure of their centrality. More recently a heuristic for the dismantling problem has been presented in [10] under the name of collective influence, in which the inclusion of a node is decided according to a combination of its degree and of the degrees of the nodes in a local neighborhood around it. Ref. [10] also attempts to estimate the dismantling number on random graphs.
II. OUR MAIN CONTRIBUTION
In the present paper we provide a detailed study of the dismantling problem, with both analytical and algorithmic outcomes. We present very accurate estimates of the dismantling number for large random networks, building on a connection with the decycling problem and on recent studies of optimal spreading [19] [20] [21] [22] . Our results are the one-step replica symmetry broken estimate of the ground state of the corresponding optimization problem.
On the computational side we present a very efficient algorithm that outperforms very significantly state-ofthe art algorithms for solving the dismantling problem. We demonstrate its efficiency and closeness to optimality both on random graphs and on real world networks.
The goal of our paper is closely related to the one of [10] . Our results, however, show that both the theoretical and algorithmic results reported in [10] are significantly suboptimal, on random as well as on real world networks.
Our dismantling algorithm, which has been inspired by the theoretical insight gained on random graphs, is made of three stages:
(1) Min-sum message passing for decycling. This is the core part of the algorithm. It employs a variant of a message passing algorithm developed in [19, 20] for graph decycling, i.e. for finding the smallest possible set of nodes that once removed destroy all cycles in the network. A related but different message passing algorithm for decycling was developed in [21] and performs comparably to ours.
(2) Tree breaking. Once all cycles were broken, some of the tree components may still be larger than desired. We break them into small components removing a fraction of nodes that vanishes in the large size limit. This can be done in time O(N log N ) by an efficient greedy procedure (detailed in Appendix).
(3) Greedy reintroduction of cycles. In graphs with finite density of short cycles, such as some of the networks collected in real applications, there is no oneto-one correspondence between dismantling and decycling and dismantling results are improved considerably when we greedily reinsert some nodes that re-create cycles but do not increase the size of the largest component.
Our algorithm has a natural variant where some nodes are marked as not to be removed from the network, this allows us to study the importance of certain classes of nodes for dismantling. In particular we conclude that low degree nodes do not play a crucial role for dismantling, contrary to claims in [10] . We further study the statistical significance of a given dismantling set by running the algorithm for different random initializations to find that there are very many different dismantling sets of comparable size. We evaluate how often a given node appears in a dismantling set and conclude that dismantling is an intrinsically collective phenomenon. It only makes sense to talk about good dismantling sets and not about individual nodes that are good influencers/spreaders, as was done in some previous works [10] .
To give a quantitative idea of our algorithmic contribution, we state two representative examples of the kind of improvement we obtain with the above algorithm with respect to the state-of-the art [10] .
• In an Erdös-Rényi (ER) random graph of average degree 3.5 and size N = 5 7 nodes nodes, in order to dismantle it such that the size of the largest component is smaller than C = 1000 nodes, we need to remove 17.8% of nodes, whereas the best known method (adaptive eigenvalue centrality for this case) needs to remove 20.2% of nodes, and the adaptive collective influence method of [10] needs to remove 20.6% of nodes. We hence providing 13% improvement over the state of the art. Our theory estimates the optimum dismantling number to be around 17.5% of nodes, the algorithm is hence extremely close to optimal in this case.
• In the Twitter network that was used in [10] , of size 532, 000 nodes, our algorithm manages to dismantle it into components smaller than C = 1000 using only 3.4% of nodes, whereas the CI heuristics of [10] needs 5.6% of nodes. Here we thus provide 60% improvement over the state-of-the art.
On top of the performance, our algorithm is very fast, its main part is running in time linear in the number of edges, allowing us easily to dismantle networks having tens of millions of nodes.
III. THE RELATION BETWEEN DISMANTLING AND DECYCLING
We begin our discussion by clarifying the relation between the dismantling and decycling problem; the argument below can be found in [11] , we reproduce it here in a simplified fashion. The decycling number (or more precisely fraction) θ dec (G) of G is the minimal fraction of vertices that have to be removed to make it acyclic. Decycling is also sometimes called the feedback vertex set and is one of the classical NP-complete problems [23] . We define similarly the dismantling number θ dis (G, C) of a graph G as the minimal fraction of vertices that have to be removed to make the size of the largest component of the remaining graph smaller than a constant C.
For random graphs with degree distribution q = {q k } k≥0 , in the large size limit, the parameters θ dec and θ dis will enjoy concentration (self-averaging) properties, we shall thus write their typical values as
For the dismantling number we allow the connected components after the removal of a dismantling set to be large but sub-extensive because of the order of limits. Actually it is proven in [11] that for some families of random graphs an equivalent definition is lim →0 lim N →∞ E[θ dis (G, N )], i.e. connected components are allowed to be extensive but with a vanishing intensive size. The crucial point for the relation between dismantling and decycling is that trees (or more generically forests) can be efficiently dismantled. It was proven in [11] that θ dis (G, C) ≤ 1/(C + 1) whenever G is a forest. This means that the fraction of vertices to be removed from a forest to dismantle it into components of size C goes to zero when C grows.
This observation brings us to the following two claims concerning the dismantling and decycling numbers for random graphs with degree distribution q: (i) for any degree distribution, θ dis (q) ≤ θ dec (q); (ii) if in addition q admits a second moment (we shall call q light-tailed when this is the case) then there is actually an equality between these two parameters, θ dis (q) = θ dec (q).
The first claim follows directly from the above observation on the decycling number of forests: once a decycling set S of G has been found one can add to S additional vertices to turn it a C-dismantling set, the additional cost being bounded as θ dis (G, C) ≤ θ dec (G) + 1/(C + 1). Taking averages of this bound and the limit C → ∞ after N → ∞ yields directly (i).
To justify our second claim, we consider a Cdismantling set S of a graph G; to turn S into a decycling set we need to add additional vertices in order to break the cycles that might exist in G \ S. The lengths of these cycles are certainly smaller than C, and removing at most one vertex per cycle is enough to break them. We can thus write θ dec (G) ≤ θ dis (G, C) + n C (G)/N . We recall that the existence of a second moment of q implies that n C (G) (the number of cycles of G of length at most C) remains bounded when N → ∞ with C fixed. Considering the limit N → ∞ and property (i), property (ii) follows.
IV. NETWORK DECYCLING
In this section we shall explain the results on the decycling number of random graphs we obtained via statistical mechanics methods, and how they can be exploited to build an efficient heuristic algorithm for decycling arbitrary graphs.
A. Testing the presence of cycles in a graph
Given a graph G one can easily determine whether it contains cycles or not by iteratively removing isolated nodes and leaves until either all vertices have been removed or one has constructed a so-called 2-core. To decide if a subset S is decycling or not we remove the nodes in S and perform leaf removal on the reduced graph. To formalize this we introduce binary variables x t i (S) ∈ {0, 1} on each vertex i ∈ V of the graph, t being a discrete time index. At the starting time t = 0 one marks the initially removed vertices by setting x 0 i (S) = 1 if i ∈ S, 0 otherwise, and let the x variables evolve in time according to
where ∂i = {j : (ij) ∈ E} denotes the local neighborhood of vertex i and I denotes the indicator function, that is 1 if its argument is true and 0 otherwise. One can check that the x i 's are monotonous in time (they can only switch from 0 to 1), hence they admit a limit x * i (S) when t → ∞. At this fixed point x * i (S) = 0 if and only if i is in the 2-core of G \ S, hence the sufficient and necessary condition for S to be a decycling set of G is x * i (S) = 1 for all vertices i. Note that the leaf-removal procedure can be equivalently viewed as a particular case of the linear threshold model of epidemic propagation: calling infected a removed vertex, one sees that the infection of node i occurs whenever the number of its infected neighbors reaches its degree minus one. This equivalence, which was already exploited in [22] , allows us to build on previous works on minimal contagious sets [19, 20, 22] .
B. Optimizing the size of the decycling sets
In order to find the minimal decycling sets of a graph it is natural in a statistical mechanics perspective to introduce a probability distribution over the subsets S of vertices according tô
where |S| denotes the number of vertices in S, µ is a real parameter to be interpreted as a chemical potential (or an inverse temperature), and the partition function Z(µ) normalizes this probability distribution. Indeed from the discussion above this measure gives a positive probability only to decycling sets, and their minimal size can be obtained as the ground state energy in the zero-temperature limit:
The computation of this partition function remains at this point a difficult problem, in particular the variables x * i depend on the choice of S in a non-local way. One can get around this difficulty in the following way: as the evolution of x t i is monotonous in time it can be completely described by a single integer, t i (S) = min{t : x t i (S) = 1}, the time at which i is removed in the parallel evolution described above. Note that t i (S) = 0 if and only if i ∈ S, t i (S) > 0 otherwise. We use the natural convention min ∅ = ∞, hence the nodes i in the 2-core of G \ S are precisely those with an infinite removal time t i (S) = ∞. The crucial advantage of this equivalent representation in terms of the activation times is its locality along the graph. Indeed the dynamical evolution rule (3) can be rephrased as equations linking the times t i on neighboring vertices:
where we denote max 2 the second largest of the arguments (reordering them as t 1 ≥ t 2 ≥ . . . t n one defines max 2 (t 1 , . . . , t n ) = t 2 ). Indeed in the leaf-removal procedure one vertex is removed in the first step following the time at which all but one of its neighbors have been removed, making it a leaf. The set of equations (6) admits a unique solution for each S, hence the partition function can be rewritten as:
where φ i stands for the right-hand side of (6) and ψ i (t i ) = I [t i = 0]. We have thus obtained an exact representation of the generating function counting the number of decycling sets according to their size as a statistical mechanics model of variables (the t i 's) interacting locally along the graph G. Note that Ref. [21] , which also estimates the decycling number, uses a simpler but approximate representation (where one cycle may remain in every connected component, and the correspondence between microscopic configurations and sets of removed vertices is many to one). The domain of these variables should include all integers between 0 and the diameter of G, and the additional ∞ value. For practical reasons in the following we shall restrict this set to {0, 1, . . . , T, ∞}, where T is a fixed parameter in our approach, and project all t i 's greater than T to the ∞ value. This means that we require G \ S not only to be acyclic, but that its connected components are trees of diameter at most T ; for large enough values of T this additional restriction is irrelevant.
The exact computation of the partition function (7) for an arbitrary graph remains of course an NP-hard problem; however if G is a sparse random graph the large size limit of its free-energy density ln Z(µ)/(N µ) can be computed by the cavity method [24, 25] . The latter has indeed been developed to deal with statistical mechanics models on locally tree-like graphs, such as light-tailed random graphs, for which the exactness of the cavity method has been proven mathematically on several problems. The starting point of the method is based on the fact that light-tailed random graphs converge locally to trees in their large size limit, hence models defined on them can be treated with belief propagation (BP, also called Bethe Peierls approximation in statistical mechanics), an approach in which a partition function akin to (7) is computed via the exchange of "messages" between neighboring nodes, these messages being interpreted as the marginal probability laws of the local variables in amputated (cavity) graphs in which some interactions have been removed. Thanks to the locally tree-like character of the graph some correlation-decay properties are verified and allow to treat the incoming messages on a node as independent, and the free-energy can be computed as a sum of local contributions depending on the messages solution of the BP equations. In the present case, the BP message η ij (t i , t j ) from i to j ∈ ∂i is a function of the activation times, and satisfies the BP equations [19, 20, 22] 
Better parametrizations with a number of real values per message that scales linearly with T (rather that quadratically) can be devised [20, 22] . A parametrization with 2T real values per message was introduced in [22] and employed to obtain improved results for the minimum decycling set on regular random graphs by extending the cavity method to the so-called first level of the replica symmetry breaking (1RSB) scheme. Such calculation, in the case of Erdös-Rényi random graphs with average degree d, is reported in the Appendix. The 1RSB predictions for the decycling fraction θ dec (d) of random graphs with average degree d, obtained solving numerically the corresponding equations and extrapolating the results in the large T limit, are presented for a few values of d in Table I .
C. Min-Sum algorithm for the decycling problem
In the limit µ → −∞, the BP equations describe an algorithm that can be used to find a solution of (6) minimizing the cost function Ψ(t) = i ψ i (t i ). Without loss of generality we consider a slightly modified opti-
is some arbitrary cost associated with the removal times of each node i. Moreover, we adopt a relaxed version of the activation dynamics, in which a vertex that is not in the decycling set can activate at any time after the threshold condition is satisfied, i.e. t i ≥ 1+max 2 ({t j } j∈∂i ). Let us define the "field" h i (t i ) as the minimum feasible cost of removed nodes that makes the resulting graph to have an empty 2-core conditioned to having the removal time of site i fixed to t i . A node i belongs to an optimal decycling set if and only if
Hence, assuming that the optimum is unique (a condition that can be guaranteed by including a small odds-breaking noise ε i (t i )) a computation of quantities h i (t i ), ∀i ∈ V clearly allows one to find the optimal solution of the problem. The Min-Sum (MS) algorithm is a statistical physics-inspired method that can be used to compute approximate values of the {h i }, through the solution of a system of fixed-point equations (see Appendix for a full derivation of the equations). The final set of equations for {h i } are
is the minimum feasible cost on the connected component of i in G \ j, under the condition that i is removed at time t i in the original graph assuming that j is not removed yet (resp. assuming that j is already removed from G). For t i > 0, h 0 ij (t i ) is given by the sum of the cost ψ i (t i ) and the contributions L ki (t i ) from the remaining neighbors k ∈ ∂i \ j. The latter one is the minimum feasible cost in the subtree of G \ i rooted in k with the only condition that t k < t i (see Eq. (11a)). On the other hand, in Eq. (11b) we define R ki (t i ) to be the minimum feasible cost in the subtree of G \ i rooted in k with t k ≥ t i . As the message h 1 ij (t i ) corresponds to a situation in which j has already been removed at time t i , one of the neighbors k ∈ ∂i\j can be allowed to activate after i. It follows that for t i > 0 the minimum feasible cost is given by the cost ψ i (t i ) plus the minimum between the minimum feasible cost when all neighbors k ∈ ∂i \ j is removed before i and the same quantity when one of the neighbors is allowed to be removed at a later time. In Eq. (11e) this expression is conveniently written by introducing the shorthand M ij (t i ) defined in Eq. (11c). Eq. (11g) follows from the fact that no neighbor can be removed before node i if i is initially removed (t i = 0). Moreover, in such case, the expression of the message h 0 ij (t i ) is given by the sum of the cost ψ i (0) and the contributions R ki (0) from k ∈ ∂i \ j, that are the minimal feasible costs on the subtrees of G\i rooted in k when no constraint is imposed on the removal times t k .
In order to exclude the removal of a certain node i, an infinite cost ψ i (t i ) = ∞ can be associated to it. Moreover, a cost ψ i (t
can be employed with i ρ 1 to search for optimal decycling sets that are far away from a givet set S .
The system (11a)-(11g) is solved by iteration; the computation of one iteration takes O (|E| T ) elementary (+, −, ×, min) operations, where |E| denotes the number of edges of the graph, and it needs a relatively small number of iterations. Note that on problems in which T is not relevant, it would suffice to take any T ≥ N , but normally a much smaller T is sufficient for most purposes, in all our simulations we used T = 35. 
V. RESULTS FOR DISMANTLING

A. Results on random graphs
In Figure 1 we demonstrate the result obtained for dismantling an Erdös-Rényi random graph with the Min-Sum decycling algorithm (MS, red point) followed by the greedy tree breaking detailed in Appendix. We compare to the results achieved by Simulated Annealing (SA), to the recently proposed Collective Influence (CI) method [10] and a method based on an adaptive eigenvector centrality measure (EC). Note the importance of the "adaptive" part: even very simple heuristics (such as the eigenvalue centrality) seem to work rather well if their score is recomputed after each removal (or a small number of them). Details of how these algorithms work are in the Appendix. As a reference we also report the result after adaptive removal of largest degree nodes (DEG) and random nodes (RND). We see from the figure that the MS algorithm outperforms the others by a considerable margin, e.g. it dismantles the graph using 13% fewer nodes than the CI method. The Monte Carlo based SA algorithm performs rather well, but is considerably slower than all the others. Employing the MS algorithm plus the greedy tree breaking procedure we identify a threshold behavior on ER random graphs that is illustrated in Fig. 2 . Increasing the size of the graph up to N = 10 8 , the threshold for decycling (and thus for dismantling) obtained with the MS algorithm converges towards the value θ M S dec ≈ 0.1782, that is close but not equal to the theoretical prediction of the 1RSB calculation θ 1RSB dec ≈ 0.1753 (vertical arrow). The inset of Fig. 2 shows a remarkable scaling that indicates that the size of the largest component after dismantling with a given fraction of nodes does not depend on the graph size.
When studying an optimization problem such as dismantling it is always important to ask about statistical significance of the obtained result and about the similarity of different dismantling sets of close to optimal size. For ER random graphs of average degree 3.5, two decycling sets found by different random initializations of the MS algorithm typically shared around 82% of nodes. In Fig. 3 we study the recurrence of specific vertices as members of close-to-optimal dismantling sets, we obtained 1000 of them by initializing the MS algorithm randomly. All the decycling sets were within 40 nodes (i.e. about 0.3%) from the best achieved one. We labelled and or- dered nodes by their recurrence and from Fig. 3 we see that most nodes appear only in a fraction of the decycling sets. We compare the recurrences in one typical set found by MS and by the CI heuristics. The results are comparable.
An important question to ask about dismantling sets is whether they can be thought of as a collection of nodes that are in some sense good "influencers". For this we plot in the inset of Fig. 3 the size of the largest component after removal of a fraction of nodes that appear most often in dismantling sets, with this strategy the graph dismantles after removal of a much larger fraction than would be a size of a typical dismantling set found by the MS. From this we conclude that dismantling is an intrinsically collective phenomenon and therefore greedy strategies where some kind of centrality measure is computed for individual nodes, such as in [10] , are doomed to be considerably sub-optimal.
We also studied the degree histogram of nodes that the MS algorithm includes in the dismantling sets and saw that as one would expect most of the high-degree nodes belong to most of the dismantling sets. Each of the dismantling sets also included some nodes of relatively low degrees, but none of those seemed crucial for dismantling. For instance, for an ER random graph of average degree d = 6 and size 5 7 a typical decycling set the MS finds has around 460 (i.e. around 17% of the decycling set) nodes of degree 4 or lower. When we run the MS algorithm under the constraint that only nodes of degree at least 5 can be removed, we find decycling sets almost as small (only about 50 nodes, i.e. 0.2% larger). From this we conclude that low degree nodes are not crucial for dismantling, putting in question some of the main claims of [10] .
B. More general graphs
Up to this point our study of dismantling relies crucially on the relation to decycling. For random graphs these two problems are essentially asymptotically equivalent. But for arbitrary graphs, that contain many small cycles, the decycling number can be much larger than the dismantling one. We argue that from the algorithmic point of view decycling still provides a very good basis for dismantling. Consider for instance a portion of N = 532000 nodes of the Twitter network already analyzed in [10] , the decycling solution found by MS improves considerably the results obtained with the CI and EC heuristics (Fig. 4) . In a network that contains many short cycles some nodes in decycling were removed purely in order to destroy short loops. Many of these nodes can be put back without increasing the size of the largest component. For this reason we introduce the following "reverse greedy" (RG) procedure. Starting from a dismantled graph with dismantling set S, maximum component size C and a chosen target value C > C for the maximum allowed component size, the RG strategy iteratively re-inserts the removed vertex i ∈ S (and the edges to vertices in V \ S) such that the connected component V i ends up in is the smallest possible. By keeping on a priority queue the vertices with priority given by the size |V i |, the computational cost of re-introducing a vertex in the graph is given entirely by the one of updating the queue, which is bounded by k max C log(k max C ), where k max is the maximal degree of the graph; the update cost is thus typically sublinear in N .
In graphs where decycling is an optimal strategy for dismantling, such as the random graphs, very few nodes can be reinserted by the RG procedure before the size of the largest component starts to grow steeply. For real-world networks instead, the reverse-greedy procedure reinserts a considerable number of nodes without altering much the size of the largest component. For the Twitter network in Fig. 4 , the improvement obtained by applying the RG procedure is impressive, 32% fewer nodes for the CI method, and 20% fewer nodes for the MS, which ends up being the best solution we found, removing only 3.4% of nodes in order to dismantle into components smaller that C = 1000 nodes. Qualitatively similar results are achieved on other real networks, e.g. on the Youtube network with 1.13 million nodes [26] the best dismantling set we found with MS+RG included 4.0% of nodes, this is a 22% improvement with respect to the CI heuristics.
VI. CONCLUSIONS
We study the problem of network dismantling, i.e. destroying the giant component by removing the smallest possible number of nodes. Relying heavily on the relation between dismantling and decycling that holds for random graphs we use the cavity method to obtain close to exact estimates of the dismantling number for random graphs.
We design a Min-Sum decycling algorithm that (combined with greedy tree breaking and reverse greedy strategy for reintroduction of nodes that close cycles but do not increase much the size of the largest component) leads to the best algorithm known for network dismantling. For the random graphs this algorithm finds sets very close to the optimal ones (e.g. within 2% for ER graphs of average degree 3.5).
We use the MS dismantling algorithm to gain insight about the dismantling problem and we conclude that there are many quite different dismantling sets. It does not really make sense to say that one vertex is particularly important ("most influential spreaders"), dismantling results from a correlated choice of a finite fraction of vertices that make the set a minimal dismantling one. Since our algorithm can treat constraints that forbid removal of a given set of nodes, we study the importance of low-degree nodes for dismantling and conclude that low-degree nodes are not crucial and close to optimal dismantling can be done without including them.
An important realization of our paper is that on networks that include many short cycles decycling is not the optimal strategy. However, augmented by the reverse greedy strategy it still leads to very good results. We also design a Simulated Annealing algorithm that solves the dismantling problems directly (without using the relation to decycling). This algorithm is slower, but particularly on network that include many short cycles, it may become the best option. More detailed study (both theoretical and algorithmic) of dismantling of networks for which decycling is not a reasonable starting point is an important direction of future work.
While we were finishing the writing of this manuscript we became aware of the independent work of [27] which applies the decycling algorithm of [21] to the dismantling problem.
Appendix A: Rigorous Results
Proof of NP-Completeness
For our proof, we will employ the decisional Vertex Cover problem, which is NP-Complete, and is defined as follows. Remember that a vertex cover is a subset of vertices W ⊂ V such that for each (i, j) in E, i ∈ W or j ∈ W . Vertex Cover: Given a graph G = (V, E) and M ∈ N, does a vertex cover W ⊂ V with |E| ≤ M exist? C-Dismantling: Given a graph G = (V , E ) and M ∈ N, does a C-dismantling S with |S| ≤ M of G exist?
C-Dismantling belongs clearly to NP. One can see that 1-Dismantling is identical to Vertex Cover and is thus NP-Complete. This proves also that a version of the Dismantling problem in which C is part of the input is also NP-Complete, provided that C = 1 is allowed. However, the C = 1 case is rather an extreme and may be not so interesting in practice, and one may wonder about the hardness of e.g. the 2-Dismantling problem. We will prove that C-dismantling is NP-Complete for any C ≥ 1. The proof proceeds by reducing Vertex Cover to C-Dismantling. Take any C > 1 and a graph G, and construct G by adding C − 1 leaves to any vertex of G.
where we assume the two unions to be disjoint. The construction of G is clearly polynomial. Take any vertex cover W of G. Then W is a C-dismantling of G : thanks to the vertex cover property, each v ∈ V \ W can only be connected to the C − 1 extra leaves (v, i). Conversely, take any C-dismantling set S of G . Consider the set
In short, W is constructed from S by replacing all occurrences (v, i) by v. Then clearly |W | ≤ |S| and W is still a C-dismantling of G (replacing (v, i) by v introduces a new component (v, i) of size 1 but can only reduce the size of the other components). Moreover, W is also a vertex cover of G: suppose on the contrary that it is not, and take an edge (i, j) ∈ E such that i, j / ∈ W . Then both vertices belong to a connected component of G \ W of size 2C, which contradicts the fact that W is a Cdismantling of G . Thus, W must be a vertex cover of G with size no greater than |S| and that proves the result. It follows that a version of the dismantling problem in which C is part of the input, is thus also NP-complete even if the C = 1 value is forbidden.
A simple lower bound
We present here a lower bound on the decycling number θ dec (G) valid for any graph G, generalizing a known result for regular graphs.
We denote k i the degree of vertex i and M the number of edges. With
the empirical average degree, one has M = N k 2 . Consider now a subset S of the vertices, and its complement S c = V \ S. One can divide the edges in three categories, with M = M 1 + M 2 + M 3 , where M 1 is the number of edges between two vertices of S, M 2 counting the edges between S and S c , and M 3 the edges inside S c . One has
and in particular
Suppose now that S is a decycling set of the graph, in such a way that S c induces a forest. Hence one has
Summing these two inequalities, and expressing M in terms of the average degree, yields
This inequality constrains the possible decycling sets. To obtain a simpler lower bound on the size of the decycling set, consider a permutation σ from {1, . . . , N } to V that orders the vertices according to their degrees: k σ(1) ≥ k σ(2) ≥ . . . . Then the inequality above can be continued to get
Call the left hand side l(θ = |S|/N, G), which is a growing function of θ. Define θ lb (G) as the smallest value of θ such that the inequality is fulfilled. Then the decycling number θ dec (G) of this graph is certainly lower-bounded by θ lb (G). Now let us analyse the shape of l(θ). In order to do this consider the empirical degree distribution of the graph:
As the graph is finite so is the maximal degree, call it K. Now one realizes that l(θ, G) is a growing function, starting from 0, linearly growing on θ ∈ [0, q K ] with slope K − 1, then again with a constant slope K − 2 on the interval θ ∈ [ q K , q K + q K−1 ], and so on and so forth.
It is then more convenient to introduce two integrated quantities:
the summations being cut off at K in this finite graph case. Now one realizes that for all k one has l( Q k , G) = T k , and that the function l(θ, G) is the linear interpolation between this discrete set of points. One can thus determine its intersection with the right hand side of (A6) to compute the lower bound θ lb (G).
In the case of random graphs drawn with a degree distribution q the typical decycling number θ dec (q) can be lower-bounded as above by replacing the empirical distribution q by q: θ lb (q) = l −1 k 2 − 1 , where k is now averaged with respect to q k , and l is defined by replacing Q k and T k by their counterparts
The numerical evaluation of this lower bound for a Poissonian random graph of average degree d = 3.5 yields θ lb = 0.141084, not that far from the 1RSB prediction θ dec = 0.175.
At large d the lower bound will be wrong by a factor 1/2, as it is the case for regular graphs of large degrees, for d close to the percolation threshold it matches the correct asymptotic expansion.
Decycling number of random graphs close to the percolation threshold and for large degrees
In addition to the numerical results obtained by the cavity method let us state analytical asymptotic expansions for the decycling number of Poissonian random graphs with average degree close to the percolation threshold (d = 1 + ) or very large (d → ∞). Close to the percolation a random graph is essentially made of a 3-regular kernel of vertices joined by paths of degree 2 nodes; decycling the kernel is sufficient to decycle the whole graph, and the decycling number of a random 3regular is known [28] , which yields
On the other hand when d is very large the Poissonian random graph behaves like a regular graph (the degree distribution being concentrated around its average), an asymptotic expansion in this case was obtained in [22] (in agreement with the rigorous bounds of [29] ), hence We give here some more details on the cavity method computation of the decycling number of sparse random graphs, in particular on the derivation and solution of the BP equations. A full derivation in a more general context can be found in [22] .
When computing the typical free-energy of a large random graph with degree distribution q one has to determine the probability law P (η) of the messages η, which is the solution of an integral equation of the form:
q k dP (η (1) ) . . . dP (η (k) ) δ(η−f k (η (1) , . . . , η (k) )) , (B1) where q k = (k + 1)q k+1 / k kq k is the size-biased distribution associated to q (i.e. the probability of finding a vertex of degree k + 1 when choosing an edge uniformly at random), and f k the function encoding the local BP equation (8) between messages around a vertex of degree k + 1. This type of equation can be efficiently solved numerically via a population dynamics procedure, in which P is approximated by a large sample of representative values of η, updated according to (B1) until convergence to a fixed point. The free-energy density of the model can then be computed as the average with respect to η of suitable functions of the messages. In the present model these messages are real vectors of a dimension which grows linearly with the parameter T introduced above as a cutoff on the allowed times in the leaf-removal dynamics.
In the Replica Symmetric version of the cavity method a message (or field) η of (B1) corresponds to a 2T dimensional vector of components denoted (a 0 , a 1 , . . . , a T , b T −1 , . . . , b 1 ). The function f k which gives η as a function of η (1) , . . . , η (k) reads explicitly:
with the conventions used to have more compact expres-
Once the selfconsistent equation on P (η) is solved the thermodynamic quantities are obtained as follows. The limit of (ln Z)/N reads
where E[·] denotes the average over the i.i.d. copies η (i) drawn from P (η) and over the integer k drawn from the degree distribution q, and d is the mean of q. The two functions z site and z edge arises from the local contributions to the Bethe free-energy of sites and edges respectively, and read
The energetic complexity function (the equivalent of the entropy at the 1RSB level) is then obtained by an inverse Legendre transform with respect to Φ, namely
where the prime denotes the derivative with respect to the explicit dependence in y of the expressions of Z site and Z edge given above. The 1RSB estimate of the decycling number is then obtained from the criterion of cancellation of the complexity Σ. Both the replica symmetric and 1RSB results for a range of values of T are reported in Table II . Extrapolating these values in the limit T → ∞ leads to the values reported in Table I .
Appendix C: The Min-Sum algorithm and its implementation
In this section, we derive the Min-Sum (MS) algorithm for the representation of the decycling problem introduced in (6)- (7) . We will show that, in the limit µ → −∞, an equivalent, but much simpler, problem can be solved, in which some of the constraints on the trajectories can be relaxed, resulting in a more efficient implementation of the Min-Sum algorithm for the decycling problem.
Constraint satisfaction problems for trajectories
The constraints (3) on trajectories can be translated into the following set of inequalities (equivalent to (6)) j∈∂i
For the decycling problem, the 2-core must be empty, implying that the state t i = ∞ needs to be forbidden, and so (C3) will be unneeded.
The lazy leaf-removal model
Consider the relaxed constraints ∀i ∈ V \ S (compare to (6))
This set of inequalities form a constraint satisfaction problem, in which "trajectories" are not univocally determined once x 0 is fixed; several trajectories are allowed for the same vector of initial conditions. In short, once a node becomes a leaf, it can be removed at any successive time, but it is not forced to be removed immediately. As before, we can switch to a trajectory representation now keeping only (C1), i.e. for t ∈ {0, . . . , T } V , the following condition should be satisfied for every i ∈ V :
Given x 0 , the corresponding solution to the original model is clearly a solution of the relaxed model, and moreover, given t,t solutions of the original and relaxed models respectively, then t ≤t.
We will define an optimization problem based on on this constraint-satisfaction problem. Given G = (V, E) , find t ∈ {0, . . . , T } V such that (C5) is satisfied and i I [t i = 0] is minimal. For T ≥ N , this combinatorial optimization problem is equivalent to the optimal decycling problem. As we will see in the following, the lazy leaf-removal model is a bit simpler to analyze with Min-Sum.
Min-Sum equations for lazy leaf removal
Let us derive the MS equations for relaxed leaf removal constraints defined in (C5) above. Consider a factor-graph in which variable t j i , t i j live on edge (ij) and variable t i and factor f i
and the µ → −∞ limit, one can derive the Min-Sum equations for the decycling problem. As (ij) variable nodes have degree 2, only one type of messages is needed. Calling C the condition (C5) , the MS equations (here 0 < t i ≤ T ) are
The local field on variable t i can be computed as
Simplifications and efficient computation
As it can be readily seen from (C6) and (C5), the dependence of h ij on t j is only through
Calling T s ij = {{t k } k∈∂i\j : k∈∂i\j I [t k ≥ t i ] = s}, Eq. (C6) can be rewritten as follows for 0 < t i ≤ T :
Equations (C13),(C17) can be computed in linear time O (k i T ) by pre-computing the following quantities
which can be all computed in time O (k i T ); then
which can be also computed in time O (T ) for each j ∈ ∂i.
The computation for a complete iteration on all vertices
Noise and reinforcement
In order to break degeneracy between solutions of identical energy, we will take ψ i (t
is a small random (quenched) noise term. Typically we use i to be a random number between 0 and 10 −7 .
When the MS equations do not converge, we will employ the reinforcement procedure, that consists in taking
where h i is the local field computed with (C31)-(C32) in the previous iteration, γ is a small real value and τ is the iteration time. Typically we use in our simulation γ = 10 −3 .
Using max-convolutions (see e.g. [30] ), this recursion can be implemented in time O(N C 2 max ) where N is the size of the tree. Even thought polynomial, this complexity is too expensive in practice even for moderate values of C max . Fortunately we will see below a greedy strategy that achieves almost the same performance.
Greedy tree breaking
The following greedy procedure can be employed to break a forest into small components: iteratively find and remove, inside the largest connected component (tree), the vertex such that its removal leaves the minimal largest component. For a given tree G, we will define as F the subset of such optimal vertices.
Elements in F can be characterized in a very simple way. Denote by C(i) the size of the largest component of G \ {i}, so C(i) = max j∈∂i |G j→i | and F = arg min i∈V C(i). Then i ∈ F if and only if C(i ) ≤ N/2. Suppose indeed that for i ∈ F , C(i ) > N/2 and take j ∈ ∂i such that |G j→i | = C(i ). Then, as |G i →j | + |G j→i | = N , we have that C(j) < max{N/2, C(i )} = C(i ) which is absurd. Conversely, suppose that C(i) ≤ N/2, take i ∈ F \ {i}. Consider the unique path (i, k 1 , . . . , k n , i ) in G. Then |G k1→i | ≤ C(i),
The worst case in terms of number of removed nodes is clearly represented by a one-dimensional chain, in which one needs to remove S = 2 k − 1 nodes to obtain components of size C(S) ≤ N/2 k , obtaining a negligible normalized component size C(S)/N → 0 by choosing e.g. S log N i.e. with a negligible fraction of removed nodes S/N → 0.
The characterization of F can be used constructively to find an i ∈ F efficiently. Pick for each connected component of the initial forest a "root" vertex i 0 ∈ V . For each i compute w i = |G i→j | where j is a neighbor of i in the same component of the root in G \ {i}, starting from the leaves and exploiting the relation w i = 1 + k∈∂i\j w k . Place i 0 into a priority queue with priority given by the component size K(i 0 ) = 1 + j∈∂i0 w j . Iteratively pick the largest component from the queue. Then, C(i 0 ) = max j∈∂i0 w j . Then construct the sequence i t as follows: for every t, if C(i t ) ≤ N/2, then i = i t ∈ F and the process stops. Otherwise, iteratively choose i t+1 such that w it+1 = C(i t ) > N/2.
Once i is chosen and removed, the component is broken into |∂i | components, each one rooted at k ∈ ∂i . From these, only the component rooted at i needs to have its w values updated, as its orientation changed. The only needed adjustments are along the path i 0 , i 1 , . . . , i t and can computed in time proportional to t, which is bounded by the diameter of the tree, which is in turn bounded by T .
Considering that priority queue updates scale as O(log N ), the total number of operations for each vertex removal is thus O(log N + T ), for a total number of operations for forest dismantling O(N · (log N + T )).
As it can be seen from Fig. 5 , the greedy strategy is almost optimal.
Appendix E: Competing algorithms
Simulated Annealing
The network dismantling optimization problem can be studied using simulated annealing, i.e. building a Monte Carlo Markov Chain that in the long run converges to the minimum of a given energy function E. There are in principle different ways to define an energy function for the dismantling problem, we considered the following one
in which S is the number of removed nodes, C the size of the largest connected component, and ν the cost for the inclusion of a vertex in the romved set. The optimization algorithm proceeds as follows. A set of nodes is initially chosen for removal. Let us call V t the set of vertices belonging to the graph at time t, S t and C t the current size of the set of removed nodes and the current size of the largest component at time t. At each time step t a node i is randomly selected:
1. if i ∈ V t at time t and it belongs to the largest component, then i is removed (S new = S t + 1) and the size C new of the largest component is recomputed;
2. if i ∈ V t and it does not belong to the largest component, then i is removed (S new = S t + 1) but it is not necessary to recompute the largest component (C new = C t does not change);
3. if i ∈ V t then it is only necessary to recompute the size C i of the cluster i belongs to once it is reintroduced in the graph and compare the latter with the current largest component to compute, i.e. C new = max{C t , C i }.
The Monte Carlo move is accepted by means of a standard Metropolis criterion, that is with probability
The Markov chain is irreducible, recurrent and aperiodic, thus ergodic and the Metropolis criterion ensures detailed balance, therefore we expect the SA algorithm to sample correctly the probability measure ∝ e −βE . We tested several different annealing protocols and we adopted one in which the inverse temperature β is increased linearly from β min = 0.5 to β max = 30, with an increment of dβ at each time step. Unlike standard applications of simulated annealing, in the present problem a single move (node removal/reintroduction) can produce energy variations over a large range of scales, with the consequence that there is no natural criterion to choose the annealing protocol. Fig. 6 displays the minimum energy achieved using the SA algorithm (with ν = 0.6) on Erdös-Rényi random graphs of average degree d = 3.5 and increasing sizes from N = 1024 to N = 16384. For comparison we also plot the results obtained using the Min-Sum algorithm (horizontal lines). For small sizes, the SA algorithm outperforms Min-Sum when the annealing scheme is sufficiently slow (dβ very small). Increasing N , the quality of the results obtained with SA degrades, as it would require an increasingly slower annealing protocol in order to achieve the same results obtained using Min-Sum. These results show that, even though the SA implementation proposed is simple and relatively fast even on large networks, the necessity of an increasingly slower annealing protocol prevents SA from reaching optimal results in a reasonable computational time.
Centrality-based Heuristic
A simple algorithm to dismantle a graph is an incremental process based on some score function that represents a property of the nodes. Nodes are (irreversibly) removed from the graph according to their score values in a decreasing order. A typical class of score function are centrality measures, such as degree values, betweenness centrality, eigenvector centrality, non-backtracking centrality. We tested the above mentioned ones, both considering the natural order of removal imposed by the calculation of the scores on the original graphs and an adaptive generalization of the method, in which the scores are recomputed, using the same centrality measure, after each node removal. Although computationally more demanding, the recalculated quantities seem to be more effective, therefore we only report results for the adaptive versions of the heuristics employed. The eigenvector centrality (EC) is the solution of the linear system of equations
where e i ∈ R and λ is a constant that can be identified with the largest eigenvalue of the adjacency matrix a ij . For a connected graph, such a choice guarantees the solution to be unique and positive. The power method (consisting into iterating (E3) from an initial guess) can be used to compute the EC scores. However, the method is guaranteed to converge only for connected graphs, and the converge rate depend on the ratio between the first two eigenvalues of the adjacency matrix. In the adaptive process, the EC is recomputed several times, and in most cases the graph will be composed of many separated components. Convergence problems can be though easily avoided by noticing that at each step of the process, in order to reduce the largest component, we have to remove a node belonging to it, therefore we can limit the recalculation of the EC scores to the nodes in the largest component. The same remark can be applied to the adaptive formulation of the heuristic incremental dis-mantling algorithm based on the degree centrality (that is equivalent to the EC scores computed after just one iteration of the power method). We also tested heuristics based on other centrality measures, such as betweenness and non-backtracking centrality, but we obtained results both qualitatively and quantitatively similar (or worse) to those obtained using EC.
Collective Influence
Collective influence is a centrality measure introduced by Morone and Makse [10] to provide a heuristic measure of the influence that a node has on the neighbors within a certain distance from it. The collective influence of node i at level
where ∂B(i, ) denotes the set formed by all the nodes that are at distance from node i [10] . The CI value of node i takes two contributions, the degree of node i and the number of edges emerging at distance from a ball surrounding i. On expander graphs, such as random graphs, the number of nodes contained in a ball B(i, ) grows exponentially with , hence the calculation of the collective influence scores for all nodes of the graph becomes computationally demanding already for moderately small distance values ( = 4, 5). In their work [10] , Morone and Makse use CI as a proxy for the spreading power of nodes, proposing an incremental dismantling algorithm in which the nodes with highest CI scores are sequentially deleted from the graph, until the largest component of the remaining graph becomes sufficiently small. The original algorithm is adaptive because CI (i) is recomputed for all i ∈ V after a node (and all edges attached to it) is removed from the graph (we call the algorithm CI ). Since recomputing the scores of all nodes after each node removal can be a lengthy procedure, a better heuristics could be that of updating the CI scores only after a finite fraction x of nodes is removed.
Appendix F: Some other real graphs
We already explained in the main text that dismantling a graph by means of the decycling (plus greedy tree breaking) is guaranteed to be optimal only for sparse random graphs with locally tree-like structure. Nevertheless, we observed that when the algorithm is complemented by a simple reverse greedy (RG) strategy the final result is usually very good also on networks in which many small loops are present, such as in the case of the Twitter graph in Fig. 4 . Our way to state the quality of the result is the direct comparison with the other available algorithms, that are the Simulated Annealing algorithm and the other heuristics (e.g. EC, CI) also complemented by the RG strategy. We studied dismantling in the youtube network [26] with 1.13 million nodes and concluded that the reverse greedy is of immense importance here. Specifically we obtained that in order to dismantle the network into components smaller that C = 1000 nodes the CI methods removes 5.12%, the ER removes 4.97%, the MS removes 5.67% nodes. The reverse greedy procedure improves all these methods and gets dismantling sizes 4.03% for CI+RG, 4.07% for EC+RG, and 3.97% for MS+RG.
We also studied dismantling on an example of a synthetic scale-free network. Results are reporten in Fig. 7 and are qualitatively comparable to the ones reported for the real networks.
In order to better quantify the effect of a large clustering coefficient on the different algorithmic methods under study, we considered a well-known class of random graphs with tunable clustering coefficient, the small-world network model introduced by Watts and Strogatz [31] . The WS network is generated starting from a one-dimensional lattice in which every node is connected with d/2 nearestneighbors on both sides, then each edge (i, j) with i > j is rewired to a randomly chosen node k = j with probability p. Fig. 8 shows the result of dismantling WS networks of size N = 10 4 , d = 6 and rewiring probability p = 0.1, 0.5, 0.9. For p = 0.9 the WS network is topological similar to a random graph, with very small clustering coefficient, because almost all edges have been rewired. On this network, Min-Sum plus reverse greedy outperforms centrality-based heuristics (EC+RG and CI+RG) and gives results that are comparable with the best obtained using SA. For p = 0.5, MS+RG still gives a very good result, only slightly worse than SA. We also replaced the reverse greedy procedure with a reverse Monte Carlo method, in which a dismantling set is sought by performing the SA algorithm from the solution of the MS algorithm, by keeping only an optimal subset of the nodes already removed. The replacement of the reverse greedy procedure with a Monte Carlo based method gives improved results for both p = 0.9 and p = 0.5. We stress that this could be another useful strategy to improve heuristic results even in large networks, because the SA algorithm runs on a fraction of the original graph.
When p is further decreased, the structure of the WS network significantly departs from that of a random graph and short loops start to play a very important role, it is clear that we do not expect decycling to be a good strategy for dismantling in this regime. In this regime SA performs about 30% better than any other algorithm, even though complemented with the reverse greedy strategy. When we perform SA from the solutions obtained using MS, the results are improved but still far from the best results obtained using SA alone. This is due to the fact that, in clustered networks, the dismantling set obtained by SA is not a subset of the dismantling set obtained using any other heuristic strategy, with an overlap that is usually small.
