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The Shannon entropy, the desequilibrium and their generalizations (Re´nyi and Tsallis entropies)
of the three-dimensional single-particle systems in a spherically-symmetric potential V (r) can be
decomposed into angular and radial parts. The radial part depends on the analytical form of the
potential, but the angular part does not. In this paper we first calculate the angular entropy of any
central potential by means of two analytical procedures. Then, we explicitly find the dominant term
of the radial entropy for the highly energetic (i.e., Rydberg) stationary states of the oscillator-like
systems. The angular and radial contributions to these entropic measures are analytically expressed
in terms of the quantum numbers which characterize the corresponding quantum states and, for
the radial part, the oscillator strength. In the latter case we use some recent powerful results of
the information theory of the Laguerre polynomials and spherical harmonics which control the
oscillator-like wavefunctions.
Keywords: Entropic measures of Rydberg oscillator states, Information theory of the harmonic
oscillator, Angular entropies of any central potential, Re´nyi and Tsallis entropies of the harmonic
oscillator, Shannon entropy of the harmonic oscillator.
I. INTRODUCTION
The classical and quantum entropies of the many-particle systems, which are functionals of the one-particle
quantum-mechanical probability density, do not only quantify the spatial delocalization of this density in various
complementary ways and describe a great deal of physical and chemical properties of the systems but also they
are the fundamental variables of the information theory of quantum systems which is at the basis of the modern
Quantum Information. The computational determination of these quantities is a formidable task (not yet solved,
except possibly for the ground and a few lowest-lying energetic states), even for the small bunch of elementary
quantum potentials which are used to approximate the mean-field potential of the physical systems [1–5].
The harmonic oscillator is both a pervasive concept in science and technology and a fundamental building
block in our system of knowledge of the physical universe [6, 7]. Indeed it has been applied from the physics of
quarks to quantum cosmology. The harmonic oscillator is, together with the Coulomb potential, the most relevant
quantum-mechanical potential for the description of the structure and dynamics of natural systems. It has played
per se a crucial role in the development of quantum physics since its birth [8], mainly because the wave functions
of its quantum-mechanically allowed oscillator-like states can be explicitly expressed in terms of special functions of
mathematical physics (namely, the Laguerre polynomials and spherical harmonics). Moreover, it has provided an
approximate model for the physically-correct quantum-mechanical potentials of many-particle systems what is very
useful for the the interpretation and quantitative estimation of numerous microscopic and macroscopic properties of
natural systems. Indeed, it seems that this paradigmatic oscillator-like formalisation relies on the so-called mean-field
approximation: each particle harmonically interacts with all others in the system, regardless of their reciprocal
distance. Moreover, the solutions of the wave equations of complex physical systems within this approximation are
very valuable, referencial tools for checking and improving complicated numerical methods used to study such systems.
Let us just highlight that the oscillator wave functions saturate the most important mathematical realizations
of the quantum uncertainty principle such as the Heisenberg-like [9, 10] uncertainty relations, which are based on
the variance and/or higher-order moments, and the entropic uncertainty relations based on the Shannon entropy
[11, 12], the Re´nyi entropy [13, 14] or the Fisher information [9, 15]. Furthermore, they have been used in numerous
scientific fields ranging from quantum many-body physics [16–24], heat transport [25], quantum entanglement [26, 27],
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2Keppler systems [28], quantum dots [18, 29, 30] and cold atomic gases [31, 32] to fractional and quantum statistics
[33, 34] and black-holes thermodynamics [35, 36]. However, the information-theoretic properties of the three (or
higher)-dimensional harmonic oscillator are not yet settled down in spite of numerous efforts (see e.g., [2, 3, 37]),
mainly because of the yet incomplete knowledge of the information theory of orthogonal polynomials and spherical
harmonics [38–41].
In this work we first realize that the information entropies (Shannon, Re´nyi and Tsallis) of the three-dimensional
single-particle systems in a spherically-symmetric potential V (r) can be decomposed into two angular and radial
parts. The radial part depends on the analytical form of the potential, but the angular part does not. Then, we
determine both the angular contribution to these entropies for all the quantum-mechanically allowed states of the
central potential V (r) and the radial entropy of the highly-energetic (i.e., Rydberg) states of the (three-dimensional)
harmonic oscillator in an analytical way. The latter is done by using some recent powerful results of the information
theory of Laguerre and Gegenbauer polynomials [4, 42–44] (see also [45, 46]).
The structure of the work is the following. In section II we first describe the information entropies of an arbitrary
probability density to be used; later we apply them to a single-particle system subject to a central potential V (r),
showing that they can be decomposed into radial and angular parts, with emphasis on the Re´nyi entropy from which
all the remaining entropies can be analytically obtained. Then, we begin to calculate the information entropies of the
oscillator-like states by collecting all the necessary data, particularly the quantum probability density which define
these states. In section III we tackle the computation of the angular part of the Re´nyi entropy for all quantum states
of any central potential by means of two different analytical procedures. In Section IV we first calculate the dominant
term of the radial part of the Re´nyi and Shannon entropies of the highly-energetic (i.e., Rydberg) oscillator-like
states. Then, the total Re´nyi and Shannon entropies can be analytically obtained in a straightforward way, what is
illustrated for some specific Rydberg oscillator-like states. In Section V we illustrate that the information entropies of
the low-energy states can be calculated in a analytical, much simpler way; and, moreover, we show that the position
and momentum values of the Shannon and Re´nyi entropies found for the states lying at the two extreme regions of the
spectrum verify the position-momentum Shannon-entropy-based [11, 12] and Re´nyi-entropy-based [13, 14] uncertainty
relations, respectively. Finally, some conclusions are given.
II. INFORMATION ENTROPIES OF QUANTUM STATES
In this section we define the basic information entropies of a probability density ρ(~r); namely, the Re´nyi and Tsallis
entropies and their instances, the Shannon entropy and the disequilibrium. Then, we study these quantities for the
quantum-mechanically allowed states of a physical system with a spherically-symmetric potential V (r), pointing out
that they can be decomposed into two angular and radial parts. Finally, we explicitly apply them to the oscillator-like
states. Atomic units are used throughout the paper.
The pth-order Re´nyi entropy Rp[ρ] of the density ρ(~r) is defined [47] as
Rp[ρ] =
1
1− p
ln
∫
R3
[ρ(~r)]p d~r; 0 < p <∞, p 6= 1, (1)
and the Tsallis entropy [48], given by Tp[ρ] =
1
p−1 (1−
∫
R3
[ρ(~r)]pd~r), can be obtained from the Re´nyi one by means of
the expression
Tp[ρ] =
1
1− p
(
e(1−p)Rp[ρ] − 1
)
. (2)
These two sets of entropies globally quantify different facets of the spreading of the probability cloud all over the spa-
tial volume where the density function ρ(~r) is defined. All the members of each set completely characterize the density
under certain conditions [49, 50]. Some of them are very relevant per se such as e.g., the Shannon entropy (which
measures the total extent of the density), S[ρ] := −
∫
ρ(~r) ln ρ(~r)d~r = limp→1 Rp[ρ] = limp→1 Tp[ρ]), and the disequi-
librium (which quantifies the separation of the density with respect to equiprobability), 〈ρ〉 = exp(−R2[ρ] = 1−T2[ρ]).
See [49–58] for further knowledge of these quantities. Let us just mention that the Re´nyi entropies and their associated
uncertainty relations have been widely used to investigate numerous quantum-mechanical properties and phenomena
of physical systems and processes [13, 56–58], the pattern formation and Brown processes [59, 60], fractality and
chaotic systems [61, 62], quantum phase transition [63] and the quantum-classical correspondence [64] and quantum
3entanglement [65, 66].
The probability density ρ(~r) of a single-particle system subject to the central potential V (r) is given by the squared
modulus of the position eigenfunction Ψ(~r), which satisfies the Schro¨dinger equation(
−
1
2
~∇2 − V (r)
)
Ψ(~r) = EΨ(~r) , (3)
where the position vector ~r = (x1, x2, x3) in polar spherical units is given as (r, θ, φ) ≡ (r,Ω), Ω ∈ S
2, where
r ≡ |~r| =
√∑3
i=1 x
2
i ∈ [0 ; +∞) and with θ ∈ [0 ; π), φ ∈ [0 ; 2π). It is well known that the eigenfunction factorizes
as Ψn,l,m(~r) = Rn,l(r) Yl,m(Ω), where the radial part Rn,l(r) depends on the analytical form of the potential and the
angular part Yl,m(Ω) is given by the spherical harmonics defined [67] by
Yl,m(θ, ϕ) = Al,me
imϕ (sin θ)
m
C
(m+ 1
2
)
l−m (cos θ) (4)
with the normalization constant is
Al,m =
√(
l + 12
)
(l −m)!
[
Γ
(
m+ 12
)]2
21−2m π2 (l+m)!
,
and the symbol C
(λ)
n (t) denotes the Gegenbauer polynomial of degree n and parameter λ.
Then, the probability density of the quantum stationary state (n, l,m) is given by
ρn,l,m(~r) = ρn,l(r) |Yl,m(Ω)|
2, (5)
where the radial part is the univariate function ρn,l(r) = [Rn,l(r)]
2. Now we can compute the information entropies
of this density. From Eqs. (1) and (5) we obtain that the Re´nyi entropies of the quantum state (n, l,m) can be
expressed as
Rp[ρn,l,m] = Rp[ρn,l] +Rp[Yl,m], (6)
where Rp[ρn,l] denotes the radial part
Rp[ρn,l] =
1
1− p
ln
∫ ∞
0
[ρn,l]
pr2 dr, (7)
and Rp[Yl,m] denotes the angular part
Rp[Yl,m] =
1
1− p
ln Λl,m. (8)
with
Λl,m =
∫
S2
|Yl,m(θ, φ)|
2p dΩ. (9)
For p = 1 and 2 we obtain similar expressions for the disequilibrium and Shannon entropy, respectively. In particular,
the Shannon entropy of the quantum state (n, l,m) of any central potential is decomposed as
S[ρn,l,m] = S[ρn,l] + S[Yl,m], (10)
where the radial and angular parts are given by
S[ρn,l] = lim
p→1
Rp[ρn,l], (11)
and
S[Yl,m] = lim
p→1
Rp[Yl,m], (12)
respectively. Note that, contrary to the radial parts, the angular parts Rp[Yl,m] and S[Yl,m] do not depend on the
analytical form of the potential V (r). Surprisingly, these angular Re´nyi and Shannon entropies have never been
4calculated up to now. We will do it in the next section III.
To go forward into the radial Re´nyi entropy Rp[ρn,l], we will take into account the oscillator potential V (r) =
1
2λ
2r2
whose Schro¨dinger equation (3) is known (see e.g., [37, 68]) to be exactly solved, so that the energetic eigenvalues are
En,l = λ
(
2n+ l+
3
2
)
, (13)
and the corresponding eigenfunctions are expressed as
Ψn,l,m(~r) =
[
2n!λl+
3
2
Γ(n+ l + 32 )
] 1
2
rle−
λ r2
2 L(l+1/2)n (λ r
2)
× Yl,m(Ω), (14)
with (n = 0, 1, 2, . . . ; l = 0, 1, 2, . . . ;m = −l,−l + 1, ...,+l), and L
(α)
n (t) denotes [67] the Laguerre polynomial of
paramater α and degree n.
Then, the position probability density of the isotropic harmonic oscillator has the form (5) where the radial part is
given by
ρn,l(r) =
2n!λl+
3
2
Γ(n+ l+ 32 )
r2le−λ r
2
[
L(l+1/2)n (λ r
2)
]2
=
2n!λ
3
2
Γ(n+ l+ 32 )
x
1
2ωl+ 1
2
(x)
[
L(l+1/2)n (x)
]2
= 2λ
3
2
ωl+ 1
2
(x)
x−1/2
[L̂(l+1/2)n (x)]
2 (15)
where x = λ r2 and
ωα(x) = x
αe−x, α = l +
1
2
, (16)
is the weight function of the orthogonal and orthonormal Laguerre polynomials of degree n and parameter α, here
denoted by L
(α)
n (x) and L̂
(α)
n (x), respectively. Moreover, it is known [37] that the probability density in momentum
space (i.e., the squared modulus of the Fourier transform of the position eigenfunction) is given by γ(~p) = 1λ3 ρ
(
~p
λ
)
.
So, the position and momentum information entropies of the oscillator-like states have aformal expression of similar
type.
Later on, in Section IV, we will determine in an analytical way the radial Re´nyi and Shannon entropies not for all
quantum oscillator-like states (what is an open problem) but only for all highly energetic (i.e., Rydberg) oscillator-like
states. The Rydberg case is even a serious computational task because it involves the numerical evaluation of the
Re´nyi and Shannon functionals of Laguerre polynomials Ln(x) with a high and very high degree n. Indeed, a naive
use of quadratures to tackle this problem is not convenient: since all the zeros of Ln(x) belong to the interval of
orthogonality, the increasing number of integrable singularities spoil any attempt to achieve reasonable accuracy even
for rather small n [69]. Finally, let us advance here that the information entropies for the low-energy states can be
easily obtained because then the corresponding Laguerre polynomials have low degrees so that the associated entropic
integrals can be solved in a analytically simple manner, as it is illustrated in Section V.
III. ANGULAR ENTROPIES OF QUANTUM STATES OF ANY CENTRAL POTENTIAL
In this section we describe two qualitatively different analytical procedures for the evaluation of the angular Re´nyi
entropy Rp[Yl,m], given by (8), of any quantum state of an arbitrary central potential. Then, the corresponding
5angular Shannon entropies follow in the limit p→ 1. We start with Eqs. (9) and (4) to obtain the angular functional
Λl,m =
∫
S2
|Yl,m(θ, φ)|
2p dΩ (17)
= 2π[Al,m]
2p
∫ π
0
|C
(m+1/2)
l−m (cos θ)|
2p(sin θ)2pm+1 dθ.
= 2π[Al,m]
2p
∫ 1
−1
|C
(m+1/2)
l−m (t)|
2p(1− t2)mp dt (18)
To compute (18) we propose the two following methods. One based on the linearization technique of Srivastava [42, 45]
and another one based on the power expansion via the Bell polynomials [44, 46].
A. Linearization-based method
The functional of Gegenbauer polynomials of (18) can be solved by means of the linearization formula of Srivastava
[42, 45] for the natural powers of Jacobi polynomials. Indeed, since the Gegenbauer polynomials are particular
instances of Jacobi polynomials as indicated by
C(λ)n (t) =
(2λ)n(
λ+ 12
)
n
P
(λ− 1
2
,λ− 1
2
)
n (t), (19)
where λ = m+ 1/2 and n = l −m. we have that the angular functional Λl,m can be rewritten as
Λl,m = A
′
l,m
∫ 1
−1
|P
(m,m)
l−m (t)|
2p(1 − t)mp(1 + t)mp dt, (20)
where
A′l,m =
22(m−1)p+1(2l + 1)p
π2p−1
[
Γ
(
m+ 12
)2
(l −m)!(m!)2(l +m)!
(l!)2[(2m)!]2
]p
(21)
Then, the Srivastava linearization formula appropriately modified for our purposes gives [42][
P
(m,m)
l−m (t)
]2p
=
∞∑
i=0
c˜i(p, l,m)P
(pm,pm)
i (t), (22)
(which holds for positive integer and half-integer values of the parameter p), where the coefficients c˜i(p, l,m) (or
equivalently c¯i(0, 2p, l−m,m,m, pm, pm) in the notation of [42]) have the expression
c˜i(p, l,m) =
(
l
l −m
)2p
2mp+ 2i+ 1
2mp+ i+ 1
l−m∑
j1,...,j2p=0
i∑
j2p+1=0
(mp+ 1)j1+...+j2p+j2p+1
(2mp+ i+ 2)j1+...+j2p
×
(m− l)j1(l +m+ 1)j1 · · · (m− l)j2p(l +m+ 1)j2p(−i)j2p+1
(m+ 1)j1 · · · (m+ 1)j2p(pm+ 1)j2p+1j1! · · · j2p!j2p+1!
.
(23)
Substituting (22) into (20) and using the orthogonality property of the Jacobi polynomials∫ 1
−1
(1 − t)a(1 + t)bP (a,b)n (t)P
(a,b)
m (t) dt =
2a+b+1Γ(a+ n+ 1)Γ(b + n+ 1)
n!(a+ b+ 2n+ 1)Γ(a+ b+ n+ 1)
δm,n, (24)
we obtain the following expression for the angular functional Λl,m:
Λl,m = A
′′
l,mc˜0(p, l,m) (25)
with
A′′l,m =
22p(2m−1)+2(2l+ 1)p
π2p−1
Γ(mp+ 1)2
Γ(2mp+ 2)
[
Γ
(
m+ 12
)2
Γ(m+ 1)2Γ(l −m+ 1)Γ(l+m+ 1)
Γ(2m+ 1)2Γ(l + 1)2
]p
, (26)
6and
c˜0(p, l,m) =
(
l
l −m
)2p l−m∑
j1,...,j2p=0
(mp+ 1)j1+...+j2p
(2mp+ 2)j1+...+j2p
×
(m− l)j1(l +m+ 1)j1 · · · (m− l)j2p(l +m+ 1)j2p
(m+ 1)j1 · · · (m+ 1)j2pj1! · · · j2p!
.
(27)
Then, taking (25) into (8) one finally obtains the value
Rp[Yl,m] =
1
1− p
ln
[
A′′l,mc˜0(p, l,m)
]
. (28)
for the angular part for the Re´nyi entropy of any quantum state of an arbitrary central potencial, which again hold
for positive integer and half-integer values of the parameter p. Note that Eqs. (26) - (28) allow us to analytically
compute this entropic quantity in an straightforwrad and algorithmic way.
B. Bell-polynomials-based method
Let us now give an alternative, qualitatively different method to compute the angular Re´nyi functional Λl,m given
by (18) or, equivalently, (20). In this method we calculate the Gegenbauer-polynomial integral involved in (18), or
better the Jacobi-polynomial integral of (20), by means of the power expansion of its respective kernel. The latter is
done by use of the following general result [44]: The p-th power of an arbitrary polynomial yn(x) given by
yn(x) =
n∑
k=0
ckx
k (29)
can be expressed as
[yn(x)]
p =
(
n∑
k=0
ckx
k
)p
=
np∑
k=0
Ak,p(c0, . . . , cn)x
k, (30)
where
Ak,p(c0, . . . , cn) =
p!
(k + p)!
Bk+p,p(c0, 2!c1, . . . , (k + 1)!ck),
with ci = 0 if i > n and Bn,k(x1, x2, . . .) are the multivariate Bell polynomials of the second kind [46]
Bn,k(x1, x2, . . .) =
∑
j1+j2+...=k
j1+2j2+...=n
n!
j1!j2! · · ·
(x1
1!
)j1 (x2
2!
)j2
· · ·
From the known explicit expression of the Jacobi polynomials [67] we can write
P˜ (α,β)n (x) =
n∑
k=0
ckx
k (31)
with the expansion coefficients
ck =
√
Γ(n+ α+ 1)(2n+ α+ β + 1)
n!2α+β+1Γ(α+ β + n+ 1)Γ(n+ β + 1)
n∑
i=k
(−1)i−k
(
n
i
)(
i
k
)
Γ(α+ β + n+ i+ 1)
2iΓ(α+ i+ 1)
7Then, according to (30) et sequel one obtains the following expression for the p-th power of the orthonormal Jacobi
polynomials
[P˜ (α,β)n (x)]
2p =
2np∑
k=0
Bk+2p,2p(c0, 2!c1, . . . , (k + 1)!ck)x
k. (32)
Now, using this expression with α = β = m and n = l − m, and taking the resulting expression into the angular
functional Λl,m given by (20) one has
Λl,m =
Γ(mp+ 1)
2pπp−1
2(l−m)p∑
k=0
(2p)!
(k + p)!
Bk+2p,2p(c0, 2!c1, . . . , (k + 1)!ck)
[1 + (−1)k]Γ
(
k+1
2
)
Γ
(
1
2 (3 + k + 2mp)
)
≡
Γ(mp+ 1)
2pπp−1
Σ(l,m, p). (33)
Thus, from (8) one finds the following value
Rp[Yl,m] =
1
1− p
ln Λl,m
1
1− p
ln
[
Γ(mp+ 1)
2pπp−1
Σ(l,m, p)
]
. (34)
for the angular Re´nyi entropy of an arbitrary state (l,m) of any central potential V (r), which holds for positive
integer and half-integer values of the parameter p.
Let us finally calculate, for illustration, both the angular Re´nyi and Shannon entropies for some specific states by
means of Eqs. (34) and (12).
1. States (l, l). From its own definition (18) one finds the angular functional
Λl,l = 2π(Al,l)
2p
∫ π
0
(sin θ)2lp+1 dθ
=
2(2l−1)p+1
(
l + 12
)p
π2p−
3
2
Γ
(
l + 12
)2p
Γ(lp+ 1)
Γ(2l+ 1)pΓ
(
lp+ 32
) ,
(35)
which holds for all real values of p. Then, from (8) one finds that the angular Re´nyi entropy of the state (l, l)
is given by
Rp[Yl,l] =
1
1− p
× ln
[
2(2l−1)p+1
(
l+ 12
)p
π2p−
3
2
Γ
(
l+ 12
)2p
Γ(lp+ 1)
Γ(2l+ 1)pΓ
(
lp+ 32
)] , (36)
Then, from this expression and (11) one has the following value
S[Yl,l] = −l
[
ψ(l + 1)− ψ
(
l +
3
2
)
+ ln 4
]
+ ln
4π2
2l+ 1
+ ln
Γ(2l+ 1)
Γ
(
l + 12
)2 , (37)
for the angular Shannon entropy of the state (l, l).
In particular, for the states (0, 0) and (1, 1) we have that
Λ0,0 = (4π)
1−p
and
Λ1,1 =
21−3p3pπ
3
2
−pΓ(p+ 1)
Γ
(
p+ 32
) ,
so that the corresponding angular Re´nyi entropies are given by
Rp[Y0,0] = ln(4π)
8and
Rp[Y1,1] =
1
1− p
ln
[
21−3p3pπ
3
2
−pΓ(p+ 1)
Γ
(
p+ 32
) ] ,
respectively, which both hold for all real values of p. Then, taking the limit p→ 1 in the two previous expressions
leads us to the following values
S[Y0,0] = ln(4π)
S[Y1,1] = ln
(
2π
3
)
+
5
3
,
for the angular Shannon entropies of the states (0, 0) and (1, 1), respectively.
2. States (l, l − 1). Operating similarly as in the previous case, one has the angular functional
Λl,l−1 = 2π
(
(l + 12 )(2l− 1)
2Γ(l − 12 )
2
23−2l(2l − 1)!π2
)p
Γ(p+ 12 )Γ(pl − p+ 1)
Γ(pl+ 32 )
(which holds for all real values of p) so that the angular Re´nyi entropy is given by
Rp(Yl,l−1) =
1
1− p
lnΛl,l−1
and the limit p→ 1 gives rise to the value
S(Yl,l−1) = − ln
(
(l + 12 )(2l − 1)
2Γ(l − 12 )
2
23−2l(2l− 1)!π2
)
− ψ
(
3
2
)
− (l − 1)ψ(l) + l ψ
(
l +
3
2
)
(38)
for the angular Shannon entropy. For the particular case (1, 0), one has the angular functional
Λ1,0 = 2π
(
3
4π
)p ∫ π
0
| cos θ|2p sin θ dθ
=
3p(4π)1−p
2p+ 1
and the following values
Rp[Y1,0] =
1
1− p
ln
[
3p(4π)1−p
2p+ 1
]
,
S[Y1,0] =
2
3
+ ln
(
4π
3
)
.
for the angular Re´nyi and Shannon entropies.
IV. RE´NYI AND SHANNON ENTROPIES OF RYDBERG-LIKE HARMONIC STATES
In this section, we first determine the radial part of the position Re´nyi and Shannon entropies for the highly-energetic
(Rydberg) states of the (three-dimensional) isotropic harmonic oscillator from their corresponding definitions (7) and
(11). Then the resulting radial values together with the angular values derived in the previous section allows us to
calculate the total Re´nyi and Shannon entropies (as well as the Tsallis ones, because of Eq. (2)) of the Rydberg
harmonic states, what is illustrated for some specific oscillator-like states.
A. Radial Re´nyi entropies
Taking into account (7) and (15), the radial Re´nyi entropy of a general oscillator-like state can be expressed as
Rp[ρn,l] =
1
1− p
ln
[
(2λ3/2)p−1Nn,l(p)
]
, (39)
9where Nn,l(p) denotes the Lp-norm of the Laguerre polynomials given by
Nn,l(p) =
∞∫
0
([
L̂(α)n (x)
]2
wα(x)
)p
xβ dx , p > 0 , (40)
where α = l + 12 , l = 0, 1, 2, . . . and β =
1
2 (1− p). We note that the condition
β + pα = pl +
1
2
> −1 , (41)
guarantees the convergence of the integral (40) at zero, i.e., is always satisfied for physically meaningfull values of
the parameters α, β and p.
Then, the problem of determination of the radial Re´nyi entropy of a general oscillator-like state boils down to
the study of the asymptotics (n → ∞) of the Laguerre norm Nn,l(p). The latter problem can be solved by means
of the recent methodology of Aptekarev et al [4], which takes explicitly into account the different asymptotical
representations for the Laguerre polynomials at different regions of the real half-line.
Moreover, this technique shows that the dominant contribution in the magnitude of the integral comes from various
regions of integration in (40), which depend on the different values of the involved parameters (α, p, β). In fact, there
are five asymptotical regimes which can give (depending on α, β and p) the dominant contribution in the asymptotics
of Nn(α, p, β). First, at the neighborhood of zero (Bessel regime) the Laguerre polynomials can be asymptotically
described by means of Bessel functions. Then, to the right of zero (in the bulk region of zeros location) the oscillatory
behavior of the polynomials is asymptotically modelled via trigonometric functions (cosine regime). And at the
neighborhood of the extreme right (Airy regime), the zeros asymptotics is given by Airy functions. Finally, at the
extreme right of the orthogonality interval (i.e., near infinity) the polynomials have growing asymptotics. Moreover,
there are two transition regions (to be called by cosine-Bessel and cosine-Airy) where these asymptotics match each
other; i.e., asymptotics of the Bessel functions for big arguments match the trigonometric function, as well as the
asymptotics of the Airy functions do the same.
The application of Aptekarev et al’ technique to the Laguerre norm (40) in our three-dimensional case, together
with Eq. (39), gives rise to the following value for the radial Re´nyi entropy of the Rydberg harmonic states:
Rp[ρn,l] =

1
1−p ln
[
λ
3
2
(p−1)C(β, p) (2n3)
1−p
2 (1 + o¯(1))
]
, p ∈ (0, p∗)
−2 ln
[
λ3/4 8
√
2
3π5/2
n−3/4 (lnn+O(1))
]
, p = p∗
1
1−p ln
[
(2λ
3
2 )p−1CB(α, β, p)n(p−3)/2 (1 + o¯(1))
]
, p > p∗
, (42)
with p∗ = 32 and the constants C and CB are defined as
CB(α, β, p) := 2
∞∫
0
t2β+1|Jα(2t)|
2p dt . (43)
for the Bessel regime,
C(β, p) :=
2β+1
πp+1/2
Γ(β + 1− p/2) Γ(1− p/2) Γ(p+ 1/2)
Γ(β + 2− p) Γ(1 + p)
. (44)
for the cosine regime, respectively (the symbol Jα(z) denotes the Bessel function, see e.g. [67]), and the parameters
α ≡ α(l) and β ≡ β(p) are given by (41).
Hints : To better understand the application of the previous technique to our case, let us note:
• that β(p∗) − p
∗
2 =
1
2 − p
∗ = −1 , so that from (44) we have C(β, p) = ∞. Thus, for p ∈ (0, p∗) the region of
R+ where the Laguerre polynomials exhibit the cosine asymptotics contributes with the dominant part in the
integral (40). For p = p∗ the transition cosine-Bessel regime determines the asymptotics of Nn,l(p∗), and for
p > p∗ the Bessel regime plays the main role.
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• the Lp-norm is constant (i.e., independent of n) and equal to CB(α, β, p), only when (p − 1)3/2− p = 0. This
means that the constancy occurs when p = 3.
A careful analysis of (42) shows that:
• for fixed n the radial entropy depends on the oscillator strength λ in the form −3/2 ln λ,
• for fixed λ the radial entropy depends on the principal quantum number n in the forms: 3/2 ln n (as p ∈]0, 3/2[,
+3/2 ln n− 2 ln ln n (as p = 3/2), constant (as p = 3), and p−32(1−p) ln n (as p > 3).
Since the Re´nyi and Tsallis entropies are related by (2), the radial Tsallis entropy, Tp[ρn,l], for the Rydberg
oscillator-like states follows from (42) in a straightforward manner.
B. Radial Shannon entropy
To determine the radial part of the Shannon entropy S[ρn,l] we need, according to (11), to compute the limit p→ 1
of the radial Re´nyi entropy Rp[ρn,l] given by (42). We obtain that
S[ρn,l] ≡ lim
p→1
Rp[ρn,l]
= lim
p→1
1
1− p
ln
[
λ
3
2
(p−1)C(β, p) (2n3)
1−p
2 (1 + o¯(1))
]
=
(
3
2
lnn−
3
2
lnλ+ lnπ − 1
)
(1 + o¯(1)),
(45)
where it can be seen that the leading term of the asymptotic expression is proportional to lnn, as expected.
C. Total position Re´nyi and Shannon entropies
The total Re´nyi and Shannon entropies of the Rydberg harmonic states {n → ∞, l,m}, given by Eqs. (6) and
(10) respectively, can now be determined from the results obtained in the two previous sections in a direct, analytical
and straightfroward manner. Indeed they are given by the sum of the angular part (which does not depend on n)
obtained in section III in two different ways and the radial part which is given by Eqs. (42) and (45) for the Re´nyi
and Shannon entropies, respectively. When n is sufficiently large, we observe that :
1. If p 6= 3, then
∣∣Rp[ρn,l]∣∣ >> ∣∣Rp[Yl,m]∣∣, and so Rp[ρn,l,m] ≃ Rp[ρn,l]→ ±∞ with the same sign that 3− p. This
nth-asymptotical growth of the absolute value of the radial part is very very slow; the closer p to 3, the slower
is this growth.
2. If p = 3, then Rp[ρn,l] does not depend on n and so Rp[ρn,l,m] = Rp[ρn,l] + Rp[Yl,m], where the two summands
are given by Eqs. (42) and (28) or (34), respectively.
In particular, we have obtained the values
Rp[ρn,0,0] = Rp[ρn,0] +Rp[Y0,0]

≃ Rp[ρn,0]→ +∞ , p ∈]0, 3[
= ln(4π)− 12 ln[4λ
3CB(α,−1, 3)], p = 3
≃ Rp[ρn,0]→ −∞, p > 3
, (46)
for the total Re´nyi entropy of the state (n→∞, 0, 0), and the values
Rp[ρn,1,0] = Rp[ρn,1] +Rp[Y1,0]

≃ Rp[ρn,1]→ +∞ , p ∈]0, 3[
= 11−p ln[
3p(4π)1−p
2p+1 ]−
1
2 ln[4λ
3CB(α,−1, 3)], p = 3
≃ Rp[ρn,1]→ −∞, p > 3
, (47)
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for the total Re´nyi entropy of the state (n → ∞, 1, 0). Note that the radial entropies Rp[ρn,0] and Rp[ρn,1] in Eqs.
(46) and (47), respectively, can be easily derived from (42) with β = 1/2(1− p) and α = 1/2, 3/2, respectively. From
these results (46) and (47) it can be easily shown that the Shannon entropy and the disequilibrium grow as 3/2 ln n
and 1/2 ln n, respectively.
V. POSITION-MOMENTUM RE´NYI AND SHANNON UNCERTAINTY SUMS
In this section we illustrate that our entropy results for the states at both extreme regions of the oscillator’s
energetic spectrum satisfy the known entropic uncertainty relations based on the Shannon entropy [11, 12] and the
Re´nyi entropy [13, 14]. We begin by taking into account that, as already pointed out at the end of Section II, the
quantum probability densities in the position and momentum spaces of our system are related through
γn,l,m(~p) =
1
λ3
ρn,l,m
(
~p
λ
)
, (48)
so that the Re´nyi entropy in momentum space can be obtained from the position entropy as
Rp[γn,l,m] = Rp[ρn,l,m] + 3 lnλ, p 6= 1. (49)
Then, for the ns-states (i.e., states with l = m = 0) we have that the joint position-momentum Re´nyi-entropy-based
uncertainty sum has the value
Rp[ρn,0,0] +Rq[γn,0,0] = ln
{
[Nn,0(q)]
1
1−q [Nn,0(p)]
1
1−p
}
+ 2 ln(2π),
1
p
+
1
q
= 2, ∀(n, 0, 0). (50)
(where we have taken into account Eqs. (39) and (49)). In particular, this expression gives the value
Rp[ρ0,0,0] +Rq[γ0,0,0] = ln
(π 1−p2
p3/2
) 1
1−p
(
π
1−q
2
q3/2
) 1
1−q
+ 2 lnπ, (51)
for the ground state (n, l,m) = (0, 0, 0) of the harmonic oscillator, which saturates the Bialynicki-Birula-Zozor-Vignat
Re´nyi-entropy-based uncertainty relation [13, 14]. Moreover, for p→ 1 and q → 1, this expression gives the value
S[ρ0,0,0] + S[γ0,0,0] = 3(1 + lnπ), (52)
for the joint Shannon uncertainty sum of the oscillator ground-state, which saturates the celebrated Shannon-entropy
uncertainty relation of Bilaynicki-Birula and Mycielski [11]. Starting with Eqs. (46) and operating in a similar way
we can obtain the corresponding expressions for the position and momentum Re´nyi and Shannon entropies of the
Rydberg oscillator-like states (n→∞, 0, 0), which again verify the Re´nyi-entropy-based and Shannon-entropy-based
uncertainty relations.
Moreover, let us now consider the oscillator states (n, l,m) = (1, l, 0). Then, one has that the joint Re´nyi-entropy-
based uncertainty sum is
Rp[ρ1,l,0] +Rq[γ1,l,0] = Rp[ρ1,l] +Rq[γ1,l] +Rp[Yl,0] +Rq[Yl,0] (53)
which, taking into account Eq. (39), transforms into
Rp[ρ1,l,0] +Rq[γ1,l,0] = ln
{
[N1,l(p)]
1
1−p [N1,l(q)]
1
1−q
}
+Rp[Yl,0] +Rq[Yl,0]− 2 ln 2, (54)
where the radial integral can be shown (see the Appendix A) to have the value
N1,l(p) =
Γ(lp+ 32 )
Γ(l + 52 )
p
(2p)!
p(l+2)p+
3
2
L
(−(l+2)p− 3
2
)
2p
(
−
(
l +
3
2
)
p
)
, (55)
In particular for states with l = 0, since Rp[Y0,0] = ln(4π), one has from Eq. (54) that
Rp[ρ1,0,0] + Rq[γ1,0,0] = ln
{
[N1,0(p)]
1
1−p [N1,0(q)]
1
1−q
}
+ 2 ln(2π), (56)
where the integral N1,0(p) can be easily obtained from Eq. (56). Now, it is straightforward to check that this value
verifies the Re´nyi-entropy-based uncertainty relation. Finally, let us point out that starting with Eqs. (42), (49)
and (50) and operating similarly we can readily see that the joint Re´nyi uncertainty sum of the Rydberg states
(n→∞, 1, 0) satisfy this entropic uncertainty relation as well.
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VI. CONCLUSIONS
The harmonic systems are possibly the best studied finite systems in quantum physics since their wave equation can
be exactly solved and because of their so many useful applications in science and technology. However, the knowledge
of their information-theoretic measures is scarce and little known. Indeed, the spreading or spatial extension of
the quantum-mechanical density of the isotropic harmonic oscillator has been examined by means of their central
moments, particularly the second one (i.e., the variance) [10], almost up until now. However, their entropic measures
(which are much more adequate to quantify the density of the oscillator-like states because they do not depend on
any specific point of the system’s region, contrary to what happens with the moments about the origin and the
central moments) have been scarcely studied [3, 37, 39, 70–72] and their determination is yet incomplete. This work
has partially filled up this lack in the two following analytical ways.
We have determined the angular part of the basic entropic measures (Re´nyi, Tsallis, Shannon, disequilibrium) of
the single-particle probability density which characterize the quantum states of ANY central potential. Then, we
have computed the values of the total (i.e., angular+radial parts) values of these entropies for the highly-energetic
oscillator-like states whose utility and multidirectional relevance is well-known. Finally we have performed the
analytical calculation of the dominant term of the radial part in the Rydberg case, what is specially remarkable
because it is a serious problem even numerically. Indeed, a naive use of quadratures for the numerical evaluation of
the involved entropic functionals of the Laguerre polynomials which control the harmonic states is not convenient
because the increasing number of integrable singularities spoil any attempt to achieve reasonable accuracy even for
rather small values of n, since all the zeros of Ln(x) belong to the interval of orthogonality. Moreover, we have
illustrated that the analytic determination of the information entropies of the low energy oscillator-like states is
much simpler. Finally, we have shown that the entropy results obtained for the joint position-momentum uncertainty
sum at both extreme regions of the harmonic energetic spectrum satisfy the known Shannon-entropy-based and
Re´nyi-entropy-based uncertainty relations.
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Appendix A: Derivation of Equation (55)
To obtain Eq.(55) we start with the well-known [67] Euler’s integral of the second kind Γ(z) =∫∞
0 e
−t tz−1 dt, Re(z) > 0, which can be easily extended as∫ ∞
0
xν−1 e−µ(x+a) dx = Γ(ν)
e−µa
µν
, µ > 0, ν > 0, a ∈ R.
Now, the nth-derivative with respect to µ in this expression and taking into account the Rodrigues’ formula of the
Laguerre polynomials allow us to have that∫ ∞
0
(a+ x)n xν−1 e−µx dx = (−1)n Γ(ν) · eµa
dn
dµn
(
e−µaµ−ν
)
= (−1)n
Γ(ν)n!
µn+ν
L(−n−ν)n (aµ), (A1)
which can be rewritten as
L(−n−ν)n (x) =
(−1)n
n! Γ(ν)
∫ ∞
0
(x+ y)n yν−1 e−y dy, (A2)
which gives an integral representation for the varying Laguerre polynomials with a negative parameter, what is
interesting per se in the field of orthogonal polynomials. Finally, for the particular case 2p ∈ N, we can insert (A1)
into (40) to obtain the wanted expression
N1,l(p) =
Γ(lp+ 32 )
Γ(l + 52 )
p
(2p)!
p(l+2)p+
3
2
L
(−(l+2)p− 3
2
)
2p
(
−
(
l +
3
2
)
p
)
, (A3)
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which holds for the states with (n = 1, l = 0) and (n = 1, l = 1).
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