This paper develops an econometric framework to investigate the structure of codependences across markets and to test whether it changes over time or across market conditions. Our approach is based on the computation, over both a test and a benchmark period, of the conditional probability that the returns on one market are lower than a given quantile, when returns on the other market are also lower than their corresponding quantile, for any set of prespeci…ed quantiles. Quantiles are allowed to vary over time using the CAViaR methodology developed by Engle and Manganelli (2004) . Graphically, the conditional probabilities can be represented in what we call "the contagion box", which is a square of unit side. Since a 45 line represents the case of independence, the presence of comovements is indicated when the conditional probability plots above this line. Di¤erences in the intensity of co-movements can be identi…ed directly from the conditional probability plots for test and benchmark periods. From this insight, rigorous econometric tests of contagion are derived and implemented. In the process we obtain a new result in the regression quantile literature. We illustrate the methodology by investigating the impact of the "tequila" (1994/95), Asian (1997) and Russian (1998) crises on the major Latin American equity markets. Our results suggest signi…cant presence of contagion.
Introduction
The …nancial crises which characterised the second half of the 1990s have stirred a hot debate about the stability of the international …nancial system. One of the key questions still in search of an answer is whether the Tequila crisis, the Asian ‡u and the Russian worm were episodes of …nancial contagion. Contagion is broadly de…ned as an increase in …nancial market co-movement over crisis periods. The issue is particularly important because under contagion the likelihood that …nancial crises spread over from one country to another increases. Measuring co-dependences across …nancial markets, though, remains an open issue. Policy intervention would have different scope whether one detects contagion or simple interdependence. An accurate measure of …nancial co-movements therefore constitutes an indispensable instrument in the policy maker toolbox. Precise measures of asset co-movements are also important for a broad spectrum of applications, which range from portfolio allocation, risk management, and monitoring …nancial stability.
In the empirical literature several methodologies to measure co-dependence among asset returns are available. Karolyi and Stulz, 2003) . Each of these methodologies su¤ers from several drawbacks. Correlation-based models do not account for asymmetries in the joint distribution. GARCH-type approaches assume that negative and positive extremes follow the same process as the other returns.
Probability models generally analyse only single points of the support of the distribution and adopt a two-step estimation procedure without correcting the standard errors.
This paper provides a common econometric framework to investigate the problem at hand. The cornerstone of our approach is the estimation of the conditional probability that returns on market Y are lower than a given quantile, when returns on market X are also lower than their corresponding quantile. Quantiles are modelled through the Conditional Autoregressive Value at Risk (CAViaR) approach of Engle and Manganelli (2004) and estimated via regression quantile (Koenker and Bassett, 1978) . In general, the stronger the co-dependence between X and Y , the higher the conditional probability of co-movement. Comparing these probabilities in crisis and tranquil periods allows one to directly identify contagion.
Our methodology possesses several advantages. First, casting the econometric framework in term of regression quantiles permits to make proper inference. Second, we are able to measure co-dependence over any subset of the support of the joint distribution. In particular, asymmetries in co-movement in the positive and negative parts of the distribution can be tested for. Third, one can test whether economic variables signi…cantly increase the probability of co-movement. Fourth, since regression quantile is a semi-parametric technique, there is no need to impose any distributional assumption on returns. Fifth, the results can be easily visualised in what we call "the contagion box". The contagion box is a square of unit side, where, for any set of -quantiles, 2 (0; 1), the conditional probabilities are plotted against . When the plot of the conditional probability lies above the 45 line, which represents the case of independence between two markets, there is evidence of positive co-movements.
When the conditional probability of co-movements for the crisis and tranquil periods are plotted in the same graph, di¤erences in the intensity of co-movements can be identi…ed directly. From this insight, rigorous econometric tests for contagion are derived and implemented. In the process we obtain a new result in the regression quantile literature. We show that the asymptotic covariance matrix of the estimated probabilities depends on the joint bivariate distribution evaluated at the quantiles.
This can be interpreted as the bivariate extension of the height of the density function that typically appears in the standard errors of regression quantiles. We illustrate our methodology by investigating the impact of the major crises of the Nineties on the main Latin American equity markets.
The focus of this study is mostly methodological, and its applications are not limited to the speci…c issue of testing for contagion. For instance, for strategic allocation purposes, risk-averse investors could use the contagion box to select those asset classes which exhibit lowest co-movements. Hedging hinges on a similar principle: investors search hedge and underlying assets which move into opposite directions. Finally, policy makers are interested in measuring dependence among asset returns: if economies are largely interconnected through …nancial markets and crises spill over despite sound fundamentals, there would be limited scope for intervention. As a result, …nancial stability could be in danger and alternative strategies need to be implemented.
The paper proceeds as follows. In Section 2 we describe our empirical framework, provide some intuition and compare our tests to the alternatives in the literature.
The formal econometrics of the tests is developed in Section 3. Section 4 describes the data. Section 5 reports the results of the analysis. Section 6 concludes.
The contagion box
In this section we …rst develop a formal framework to measure co-movements between two random variables and then show how it can be used to test for contagion. The probability of co-movements will be conveniently represented in a square with unit side, the "contagion box". After de…ning a benchmark against which our measure of co-dependence can be compared, we derive an analytical de…nition of contagion.
Finally, we show that the contagion box can include as special cases other methodologies commonly used to detect contagion, such as Extreme Value Theory (EVT), the logit/probit approach and the correlation framework proposed by Forbes and Rigobon (2002).
The analytical framework
Let y t and x t denote two di¤erent random variables. Let
be the time t -quantile of the conditional distribution of y t , where 0 Y is a vector of unknown true parameters that characterise the -quantile and t the information set which includes all variables observed up to the beginning of time t. Analogously, for
. These quantiles can depend on any variable that belongs to the information set at time t. If t is the empty set (i.e., t = ?, 8t), then the -quantiles are constant for all t. On the other hand, if t contains all the available information up to time t, the -quantiles are not necessarily constant.
Denote the conditional cumulative joint distribution of the two random variables
and
Pr(xt x) . Our basic tool of analysis is the following conditional probability:
This conditional probability represents an e¤ective way to summarise the characteristics of F t (y; x) 2;3 .
2 We could study both F t (yjx) and F + t (yjx) for the whole range of between 0 and 1, 0 1:
However for = 1; F t (yjx) = 1 and for = 0; F + t (yjx) = 1: Hence most of the interesting information about the co-movements of xt and yt is provided by F t (yjx) for 0:5 and by F as the time series returns of two di¤erent markets, for each quantile , p t ( ) measures the probability that on market Y the return will fall below (or above) its -quantile, conditional on the same event occurring in market X.
The characteristics of p t ( ) can be conveniently analysed in what we call the "contagion box" (see Figure 1) . The contagion box is a square with unit side, where p t ( ) is plotted against . The shape of p t ( ) will generally depend on the characteristics of the joint distribution of the random variables x t and y t , and therefore for generic distributions it can be derived only by numerical simulation. There are, however, three important special cases that do not require any simulation: 1) perfect positive correlation, 2) independence and 3) perfect negative correlation. If two markets are independent, which implies Y X = 0, p t ( ) will be piece-wise linear, with slope equal to one, if 2 (0; 0:5), and slope equal to minus one, if 2 (0:5; 1).
When there is perfect positive correlation between x t and y t (i.e. Y X = 1), p t ( ) is a ‡at line that takes on unit value. Under this scenario, the two markets essentially reduce to one. The polar case occurs for a perfect but negative correlation, i.e.
Y X = 1. In this case p t ( ) is always equal to zero. The reason is that if y t falls in one half of its distribution, x t will not, because it will take on diametrically opposite values.
The above discussion suggests that the shape of p t ( ) might provide key insights about the dependence between two random variables x t and y t . Indeed, p t ( ) satis…es some basic desirable properties, as summarised in the following theorem (all proofs can be found in Appendix B):
Theorem 1 p t ( ) for 2 (0; 1) satis…es the following properties:
as well as
Similar results and tools as those developed below for pt ( ) can be derived to study the changes in
4. p t ( ) = for 2 (0; 1) (= Independence.
According to Theorem 1 our measure of conditional probability will allow us to recognise joint random variables characterised by co-monotonicity, which includes the case of perfect positive correlation. For independence and counter-monotonicity (of which perfect negative correlation is a special case), we can only derive a necessary condition. This is the price we have to pay for looking only at co-movements associated to the same quantiles. Of course, one could look at di¤erent quantiles simultaneously, thus recovering the entire information contained in the joint distribution of the two random variables. Such information, however, could not be displayed in the simple contagion box illustrated above. Our measure aims at striking a reasonable compromise between simplicity and completeness.
Measuring Contagion
While p t ( ) can be used to measure the dependence between di¤erent markets, the interest of the researcher often lies in testing whether this dependence has changed over time. Contagion is an important case in point.
In epidemiology contagion is associated to any disease which is easily transmitted by contact. In statistical terms, the presence of contagion can be tested by identifying a "control group"and an "experimental group."In the experimental group, unlike in the control group, patients are exposed to the potentially contagious disease. Next, one would compute the conditional probability that one patient contracts the disease, provided that another one is already sick. The presence of contagion would imply that this conditional probability would be higher in the experimental than in the control group.
The analogy with economics is straightforward: "patients" can be replaced by "markets" and "sick" by "quantile exceedance". The control group is given by the set of returns in "tranquil times", while the experimental group by the set of returns in "crisis periods". Testing for …nancial contagion is equivalent to testing if the conditional probability of co-movements between two markets increases over crisis periods versus tranquil times. This is indeed the spirit of the "very restrictive" de…nition of the World Bank. 4 The framework of the contagion box can be used to formalise this intuition. Let
C and N denote the number of crisis and tranquil times, respectively. We adopt the following working de…nition of contagion:
; measures the area between the average conditional probabilities p C ( ) and volatile and tranquil periods could be spurious and due to heteroskedasticity. By modelling conditional probability with regression quantiles, our approach is robust to this problem.
It is instructive to see how the contagion box …ts the framework used by Forbes and Rigobon (2002) . They propose the following model for contagion:
According to this model, an increase in would induce a higher degree of comovements between the two markets X and Y . In terms of the contagion box, this requires that the conditional probability p[
increasing in . If " t and u t are independent, the -quantile of y t can be written as
where " t is a suitable constant independent of . This conditional probability can be rewritten as follows:
The derivative of the above expression with respect to is positive for all .
The Econometrics of the Contagion Box
Constructing the contagion box and testing for di¤erences in the probability of comovement requires several steps. First, we estimate the univariate quantiles associated to the return series of interest. Second, we construct, for each series and for each quantile, indicator variables which are equal to one if the observed return is lower than this quantile and zero otherwise. Finally, we regress the -quantile indicator variable of country Y on the -quantile indicator variable of country X, interacted with crisis dummies. These regression coe¢ cients will provide a direct estimate of the conditional probabilities of co-movements.
In this section we brie ‡y review the CAViaR model of Engle and Manganelli (2004) that is used to estimate time-varying quantiles, and derive their joint distribution.
Next, in section 3.2 we discuss the estimation of the conditional probabilities and their asymptotic properties.
CAViaR and Regression Quantiles
The CAViaR model parametrises directly a time-varying quantile, using an autoregressive structure. Let z t be the random variable of interest. The evolution of the time-varying quantiles is speci…ed as follows:
The autoregressive terms i q t i ( ) ensure that the quantile changes slowly over time. The rationale is to capture the volatility clustering typical of …nancial variables.
l( ), which is a function of a …nite number of lagged values of observables that belong to the information set at time t, establishes a link between these predetermined variables and the quantile. This is the means by which variables characterizing the …nancial and economic conditions of the market under scrutiny are allowed to a¤ect the characteristics of the returns distribution.
The unknown parameters of the CAViaR model are estimated via the regression quantiles loss function, …rst introduced by Koenker and Bassett (1978) . De…ne
, where I( ) denotes an indicator function that takes on value one if the expression in parenthesis is true and zero otherwise. The unknown parameters of the quantile speci…cation can be consistently estimated by solving the following minimisation problem:
Engle and Manganelli (2004) provide su¢ cient conditions for consistency and asymptotic normality results.
For the purpose of the present paper, we need to derive the joint distribution of the regression quantile estimators of the two di¤erent time series, y t and x t . Let 
where
are the value of the density functions of y t and x t evaluated at the -quantile and rq K t ( 0 j ) is the gradient of the quantile function. Finally, let rq t (
The following corollary derives the joint asymptotic distribution of the regression quantile estimators. 
Corollary 1 Under assumptions C0-C7 and AN1-AN4 in Appendix
A, p T A 1=2 D(^ 0 ) d ! N (0; I), where D diag(D i ) i = 1; :::; m; A (minf i ; j g i j ) A ij m i;j=1 ; A ij E h T 1 P T t=1 rq t ( 0 i )r 0 q t (
Estimation of the Conditional Probability
We estimate the average conditional probability p t ( ) by running the following regression:
where Similarly, de…ne^ [^ 1 0 ; :::;^ m 0 ] 0 , where^ i is the OLS estimator of (6). We need to derive the asymptotic distribution of
. The following theorem shows that the OLS estimators of regression (6) are asymptotically consistent estimators of the average conditional probability p t ( ) in tranquil and crisis periods. 
:::; m:
is the parameter associated with I X t (^ i ) and, as such, it converges to the average probabilities of no crisis. Similarly, since^ 2 i is the coe¢ cient of
converges in probability to the average probabilities of a crisis. According to this theorem, testing for an increase in the conditional probability during crisis periods is equivalent to testing for the null that 2 i is equal to zero. Indeed, it is only when 2 i = 0 that the two conditional probabilities coincide. Otherwise, if
is less than zero, the conditional probability over crisis times will be lower than the conditional probability during no crisis. By the same token, if 2 i is greater than zero, the conditional probability over crisis periods will be higher than the conditional probability estimated during tranquil times.
The asymptotic distribution of the OLS estimators is derived in the following theorem.
Theorem 3 (Asymptotic Normality) -Under the same assumptions of Corollary
and h t (x; y) is the joint pdf of (x t ; y t ).
This result is new in the regression quantile literature. Without the correction term GD 1 in the matrix M , we would get the standard OLS variance-covariance matrix. The correction is needed in order to account for the estimated regression quantile parameters that enter the OLS regression. This correction term is similar to the one derived by Engle and Manganelli (2004) for the in-sample Dynamic Quantile test. The main di¤erence is related to the composition of the matrix G. Since two di¤erent random variables (x t and y t ) enter the regression, G contains the terms
))dx, which can be interpreted as the bivariate analogue of the height of the density function evaluated at the quantile that typically appears in standard errors of regression quantiles.
The variance-covariance matrix can be consistently estimated using plug-in estimators. The only non-standard term is G i , whose estimator is provided by the following theorem. 
andĉ T is de…ned in assumption VC1.
Data
The empirical analysis is carried out on returns on equity indices for four Latin American countries, Brazil, Mexico, Chile and Argentina. We choose these equity markets for several reasons. First, they are considered to be emerging markets and therefore believed to be less robust to externals shocks than fully developed markets. Second, Argentina. Over those days on which both market in each pair was open, the average 5 We also implemented an alternate way to adjust for non-simultaneous market closures. We retained the returns on the day after the market closure for the market that did close. However, since the return on the day after a market closure is in fact a multi-day return, we adjusted the returns on the market that did not close by cumulating the daily returns over the period the other market closed plus the day it reopened. This procedure added between 10 and 25 observations to the di¤erent pairs and did not materially a¤ect the results. In the following section we investigate these issues with the contagion box and provide a more robust and nuance answer to the question.
Empirical Results: an Application to Latin America
In this section, we report the results of the contagion box methodology to the analysis of co-movements across some Latin American equity markets. We investigate if the probability of co-movement over crisis times versus tranquil periods increases for Brazil, Mexico, Chile and Argentina. To illustrate the methodology, we …rst plot the conditional probability of tail events, p( ); estimated using unconditional and conditional quantile regressions against the benchmark of independence. Next, we compare these probabilities to those obtained from simulations of typical bivariate returns distributions calibrated to match sample moments. Finally, in a second group of charts, we report estimated conditional probabilities of co-movements between equity return pairs during tranquil and crisis times, and provide tests of the di¤erence in co-movement incidence between the two periods. Crisis periods are …rst determined exogenously and then in terms of high volatility.
To characterize the shape of p( ) it would be necessary to have knowledge about the joint distribution of security returns. Natural benchmarks are the normal or Student t distribution, in the case fat tails need to be accommodated. Therefore, in the simulation exercise, we assume that returns are either bivariate normal or Student t with …ve degrees of freedom. The distributions are calibrated with the unconditional correlation and volatility of the relevant sample returns. In the same set of charts we also report a conditional probability estimated according to equation (5) where constant and time-varying quantiles are used. When estimating this probability we utilise the whole sample period, which includes both crisis and tranquil times. More importantly, no assumption about the distribution of returns is needed.
A visual comparison allows to detect whether estimated probabilities deviate from what would be expected if the true data generating process followed a normal or a Student t distribution. Take as an example the country pair Brazil-Argentina (see …gure 2). For 6 0:5; that is, for returns below the median, the simulated probabilities tend to underestimate the estimated conditional probability of co-movements.
As for the right tail, i.e. for > 0:5, the probability curve obtained with regression quantiles approximately coincide with the co-movement probability generated by the simulation. If co-movements were analysed through correlation estimates, it would not be possible to distinguish between right and left tails of a distribution.
We estimate the time-varying quantiles of the returns, z t , using the following CAViaR speci…cation:
The rational behind this parametrisation lies in the strong autocorrelation (both in levels and squares) exhibited by our sample returns. This CAViaR model would be correctly speci…ed if the true DGP were as follows:
We add the dummy variable D C t to the CAViaR speci…cation to ensure that we have exactly the same proportion of quantile exceedances in both tranquil and crisis periods. This will guarantee that Pr
as per Theorem 1. 6 For each market we estimate model (12) 6 Asymptotically, correct speci…cation would imply the same number of exceedances in crisis and tranquil periods. However, in …nite samples, this need not to be the case. Failure to account for this fact would a¤ect the estimation of the conditional probabilities.
for 99 quantile probabilities ranging from 1% to 99%.
To check whether the parametrization we propose is sensible, we carry out the The results for Argentina and Brazil show striking evidence of contagion for most quantiles. Only in the extreme upper and lower parts of the distribution, where standard errors become wider due to the limited number of exceedances, the probability of co-movement in crisis time is not statistically di¤erent from the probability of comovement in tranquil times. The increase in probability is not only statistically but also economically signi…cant. For instance, the probability of co-movement associated to the 10%-quantile jumps from about 24% in tranquil times to about 60% in crisis times. This implies that in quiet periods one should expect Brazilian and Argentinian equity returns to simultaneously exceed the 10%-quantile only one day out of four. In crisis periods, instead, this event will occur on average two days out of three. Similar patterns characterise the other country pairs, although the increases in probabilities are less impressive.
The interest may lie in testing whether speci…c parts of the distribution are subject to contagion. Rigorous joint tests for contagion which follow from the De…nition 1 can be constructed as follows:
= P This suggests that using only single quantiles may diminish the possibility of …nding signi…cant contagion and that a wider spectrum of quantiles is needed.
Overall, the Contrary to the …ndings of Bae, Karolyi and Stulz (2003) , …gure 6 shows that volatility crises do not signi…cantly increase the probability of co-movement and therefore cannot be responsible for the contagion e¤ects we found in …gure 3.
Summary of Results and Conclusions
In this study we propose a new methodology to measure co-dependence across distinct asset classes and …nancial markets. Our approach is based on the CAViaR model of Engle and Manganelli (2004) and permits to investigate whether co-dependence across securities increases during turbulent times relative to calm periods. We compute the conditional probability that returns on a certain market fall in the left (or right)
tail of their own distribution provided that returns on a di¤erent market have fallen in the same tail of their own distribution. Probabilities are computed not only for extreme quantiles, but span the whole distribution. These conditional probabilities are visualised in "the contagion box", which is a square of unit side. As an illustration, we utilise our methodology to detect possible presence of contagion across the most important Latin American equity markets. Our results show that, on average, over turbulent times, co-movements in equity returns across national markets tend to increase signi…cantly, both in the left and in the right tails of the distributions.
The approach we propose is quite general and can …nd application for portfolio allocation, risk management and …nancial stability. Our methodology permits to estimate the probability of co-movements for di¤erent ranges of the return distribution and for di¤erent market conditions. Crisis periods may be de…ned exogenously or endogenously as a function of information variables. Further our methodology allows us to take into account local and global economic forces that may drive the returns distribution and their co-movements.
A number of questions can be addressed, which leaves ample room for future research. For instance, it would be possible to test if a crisis spills over across markets, independently of how sound fundamentals are. Contagion is often divided into two categories . The …rst category refers to the so-called "fundamental- Other issues related to market linkages can be addressed as well. In the context of the European Union, for instance, there is strong interest in investigating how the inter-relations among "New" and "Old" Member States …nancial markets have evolved after accession.
Appendix A -Assumptions
Consistency Assumptions
C0. ( ; F; P ) is a complete probability space, and fy t ; x t ; ! t g, t = 1; 2; ::: are random variables on this space.
C1. The functions q Z t ( i Z ), Z = Y; X, i = 1; :::; m, a mapping from B (a compact subset of < p ) to < are measurable with respect to the information set t and continuous in B, for any given choice of explanatory variables fz t 1 ; ! t 1 ; :::; z 1 ; ! 1 g, where z t = y t ; x t and ! t 2 t .
C2. h Z t (zj t ) -the conditional density of z t -is continuous. C3. There exists h > 0 such that, for all t and for all i = 1; :::; m, h
and for all t, where K( t ) is some (possibly) stochastic function of variables that belong to t , such that E[K( t )]
C6. f i (z t q Z t ( i Z ))g obeys the uniform law of large numbers. C7. For every > 0, there exists a > 0 such that if jj
Asymptotic Normality Assumptions
is di¤erentiable in B and for all and in a neighbourhood 0 of AN4. The sequences fT 1=2 P T t=1
Variance-Covariance Matrix Estimation Assumptions
VC1.ĉ T =c T p ! 1, where the non-stochastic positive sequence c T satis…es c T = o(1) and c 1T = o(T 1=2 ). VC2. E[F ( t ) 4 ] F 1 < 1, 8t, where F ( t ) was de…ned in assumption AN1(a). VC3. (a) T 1 P T t=1 rq Z t ( 0 i Z )r 0 q Z t ( 0 j Z ) p ! A ij (b)T 1 P T t=1 h i Z t (q Z t ( 0 i Z )j t )rq Z t ( 0 i Z )r 0 q Z t ( 0 i Z ) p ! D i K (c) T 1 P T t=1 U t h r 0 q X t ( 0 i ) R 0 1 h t (q X t ( 0 i ); y)dy + r 0 q Y t ( 0 i ) R 0 1 h t (x; q Y t ( 0 i ))dx i p ! G i
Appendix B -Proofs of theorems in the text
Proof of Theorem 1
2. Co-monotonicity (= Co-monotonicity requires that F t (y 1 ; x 2 ) = minfF Y t (y 1 ); F X t (x 2 )g, where F Y t (y) and F X t (x) are the distribution functions of y t and x t , respectively. Let
=) Suppose, without loss of generality, that Pr(y t y 1 ) = Pr(x t x 1 ) Pr(x t x 2 ). Suppose …rst that Pr(y t y 1 ) = Pr(y t y 2 ) < 0:5. Then, Pr(y t y 1 ; x t
Pr(x t < x 1 j y t < y 1 ) = 1, so Pr(x t x 2 j y t y 1 ) = 1. Therefore
Pr(y t y 1 ; x t x 2 ) = Pr(y t y 1 ) = minfF Y t (y 1 ); F X t (x 2 )g. Suppose now that Pr(y t y 1 ) > 0:5. Then, Pr(y t y 1 ; x t x 2 ) = Pr(x t x 2 ) Pr(y t y 1 jx t x 2 ).
But Pr(y t y 1 jx t x 2 ) Pr(y t y 2 jx t x 2 ) = 1. So Pr(y t y 1 ; x t x 2 ) = Pr(x t x 2 ) = 1 Pr(x t x 2 ) Pr(y t y 1 ) + Pr(y t y 1 ; x t x 2 ), which implies
Independence:
Q.E.D.
Proof of Corollary 1 -Rewrite equation (B2) in the proof of theorem 2 of Engle
and Manganelli (2004) for y t , x t and all i :
and stacking every pair Y and X together:
Stacking once again these relationships together, we get:
The result follows from application of the central limit theorem (assumption AN4).
Q.E.D.
Proof of Theorem 2 -We denote with P C and P N the summation over the observations in crisis and non crisis periods. The OLS estimators for a generic i are:
we show that both numerators and denominators, when appropriately re-scaled, converge to well de…ned probabilities. We consider only one case, as the others can be obtained similarly. We show …rst that C 1 n P
.
The same reasoning goes through for t (^ i ) < 0. Then:
Therefore, applying the mean value theorem:
( ) is the pdf of (x t q X t ( This, together with assumptions AN1(a) and AN2(a), implies that
Since d can be chosen arbitrarily small, this result implies that:
Now we need to show that
. This term has expectation 0 and variance equal to:
because all the cross products have expectation 0. Exactly the same reasoning is valid for the other terms. Q.E.D.
Proof of Theorem 3 -Consider …rst the case m = 1 and drop the subscript for notational convenience. De…ne:
. We need to show that r T (^ )
T 1=2 jj P T t=1 r t (^ )jj converges to zero in probability, that is,
First note that
Assume now, without loss of generality, that both Y t (^ ) and X t (^ ) are greater than zero. The same reasoning goes through in the other cases.
Putting these results together, we get:
For the expectation in (15) , applying Holder's inequality (EjjY jj jjE(Y )jj), we have:
where lies between^ and 0 . For (16):
where lies between^ and 0 . For (17):
where and lie between^ and 0 . This last term is O(k^ 0 k 2 ). So:
. Therefore:
Furthermore, from the proof of corollary 2 we have:
Combining these two relations we get:
! G, application of the central limit theorem yields the result.
For the case m > 2, simply stack the above relationships together for each i to get:
The result follows. Q.E.D.
Proof of Theorem 4 -The proof is similar to the proof of Theorem 3 of Engle and Manganelli (2004) . Drop the subscript for notational convenience and de…nẽ
The other term of G can be estimated analogously. We …rst show thatĜ
where H is the maximum height of the density function (de…ned in AN 2)
It remains to show thatG X G X = o p (1).
The term in the …rst two lines has expectation equal to 0 and variance equal to:
For the term in the last two lines, instead, note that:
The result follows.
Q.E.D. The Contagion Box
This …gure plots the probability that a random variable y t falls below its -quantile conditional on another random variable x t being below its -quantile. The case of perfect positive correlation (co-monotonicity), independence, and perfect negative correlation (counter-monotonicity) are represented.
Theoretical co-incidences likelihood: co-monotonicity, independence, and counter-monotonicity Figure 2 Brazil-Argentina simulated and estimated tail co-dependence likelihood
These …gures plot the estimated probability that the second country equity index returns falls below its -quantile conditional on the …rst country index returns being below its -quantile. The quantiles of each returns series are estimated using unconditional or conditional quantile regressions. The estimated co-incidence likelihood is compared to a benchmark of independence or to simulated tail co-incidence based on either a bivariate normal or a bivariate student t Estimated probabilities from conditional quantile regression in tranquil and crisis times 
