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B Document Scope  	  This	  document	  is	  both	  a	  user-­‐facing	  document	  (publicly	  accessible)	  and	  an	  internal	  working	  document	  intended	  to	  define	  user	  needs	  and	  use	  cases	  that	  fall	  under	  the	  general	  umbrella	  of	  Science	  Gateways	  within	  the	  overall	  activities	  of	  XSEDE.	  The	  definition	  of	  use	  cases	  is	  based	  on	  a	  template	  from	  Malan	  and	  Bredemeyer1.	  In	  general	  it	  is	  in	  keeping	  with	  the	  approaches	  and	  philosophy	  outlined	  in	  “Software	  architecture	  in	  practice.”2	  The	  use	  cases	  are	  presented	  here	  using	  the	  following	  format,	  derived	  from	  the	  Malan	  and	  Bredemeyer	  white	  paper1	  as	  follows:	  
Use	  Case	   Use	  case	  identifier	  and	  reference	  number	  and	  modification	  history	  
Description	   Goal	  to	  be	  achieved	  by	  use	  case	  and	  sources	  for	  requirement	  
References	   References	  and	  citations	  relevant	  to	  use	  case	  
Actors	   List	  of	  actors	  involved	  in	  use	  case	  
Prerequisites	  
(Dependencies)	  
&	  Assumptions	   Conditions	  that	  must	  be	  true	  for	  use	  case	  to	  be	  possible	  	  Conditions	  that	  must	  be	  true	  for	  use	  case	  to	  terminate	  successfully	  
Steps	   Interactions	  between	  actors	  and	  system	  that	  are	  necessary	  to	  achieve	  goal	  
Variations	  
(optional)	   Any	  variations	  in	  the	  steps	  of	  a	  use	  case	  
Quality	  
Attributes	   	  
Non-­‐functional	  
(optional)	   List	  of	  non-­‐functional	  requirements	  that	  the	  use	  case	  must	  meet	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Malan,	  R.,	  and	  D.	  Bredemeyer.	  2001.	  Functional	  requirements	  and	  use	  cases.	  www.bredemeyer.com/pdf_files/functreq.pdf	  2	  Bass,	  L.,	  P	  	  Paul	  Clements,	  and	  Rick	  Kazman	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Issues	   List	  of	  issues	  that	  remain	  to	  be	  resolved	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C Science Gateways Use Cases 	  Following	  are	  three	  use	  cases	  related	  to	  Science	  Gateways.	  	  There	  are	  many	  aspects/features	  that	  gateways	  provide	  from	  basic	  functionality	  to	  specific	  workflows.	  The	  capabilities	  described	  below	  will	  be	  accessed	  via	  access	  layer	  mechanisms,	  i.e.,	  API’s,	  for	  which	  language	  bindings	  are	  necessary.	  The	  priority	  of	  different	  language	  bindings	  needs	  to	  be	  clear.	  The	  priority	  of	  the	  bindings	  (high	  to	  low)	  is:	  1 Java	  2 Python	  3 PHP	  4 C++	  
UCSGW	  1.0	   Science	  Gateway	  user	  authentication	  and	  identity	  management	  
Description	   A	  trusted	  application	  (e.g.,	  an	  approved	  science	  gateway)	  authenticates	  users	  
using	  a	  mechanism	  of	  its	  choice	  and	  generates	  or	  acquires	  credentials	  as	  
needed	  to	  perform	  needed	  tasks	  (e.g.,	  job	  execution,	  file	  transfer)	  on	  and	  
with	  XSEDE	  resources.	  	  
References	   	  
Actors	   ● Gateway	  
● XSEDE	  Authentication	  Service	  
● Third	  party	  authentication	  services	  
● XSEDE	  Service	  Providers	  
● XSEDE	  Security	  Team	  
Prerequisites	  
(Dependencies)	  
and	  
Assumptions)	  
● Gateway	  is	  an	  approved	  trusted	  application	  with	  a	  means	  to	  
authenticate	  itself	  to	  XSEDE	  authentication	  services.	  
● Gateway	  has	  a	  list	  of	  authorized	  individual	  end	  users	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Steps	   1 User	  accesses	  Gateway	  web	  page,	  interacts	  with	  the	  gateway	  in	  such	  a	  
manner	  as	  to	  prove	  identity,	  e.g.,	  by	  providing	  a	  gateway-­‐specific	  
username/password,	  or	  the	  possession	  of	  a	  credential	  from	  a	  third	  
party.	  (How	  the	  user	  proves	  identity	  is	  a	  gateway-­‐specific	  task	  and	  out	  
of	  scope	  for	  the	  use	  case.)	  
2 Gateway	  acquires	  additional	  credentials	  as	  needed	  or	  desired	  from	  
authentication	  services	  using	  its’	  credentials	  (the	  gateway’s)	  and	  user	  
provided	  credentials	  as	  appropriate.	  	  This	  may	  include	  additional	  XSEDE	  
credentials.	  
3 The	  Gateway	  combines	  the	  acquired	  credentials	  as	  needed	  into	  a	  
security	  context	  (a	  set	  of	  verifiable	  credentials).	  	  
4 The	  security	  context	  is	  used	  when	  interacting	  with	  XSEDE	  services.	  	  
Variations	  
(optional)	   	  
Quality	  
Attributes	   Process	  authentication	  in	  5	  seconds	  at	  gateway	  Acquire	  needed	  certificates	  in	  15	  seconds	  
XSEDE	  authentication	  services	  provide	  99.9%	  availability	  (three	  nines)	  
Non-­‐functional	  
(optional)	   single	  sign-­‐on?	  
Issues	   ● The	  means	  for	  the	  trusted	  application	  (Gateway)	  to	  authenticate	  itself	  
to	  XSEDE	  authentication	  services	  (e.g.,	  a	  username/password,	  or	  an	  
X.509	  end-­‐entity	  certificate	  with	  a	  long	  duration)	  need	  to	  be	  stored	  
somewhere	  secure.	  	  	  	  
UCSGW	  2.0	   Science	  Gateway	  community	  file	  transfers	  
Description	   Gateways	  transfers	  files	  to	  and	  from	  XSEDE	  resources	  on	  behalf	  of	  gateway	  
users	  
References	   	  
Actors	   ● Gateway	  
● XSEDE	  Resource	  File	  System	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Prerequisites	  
(Dependencies)	  
and	  
Assumptions)	  
● Gateway	  has	  an	  XSEDE	  account	  and	  allocation	  
● Gateway	  has	  remote	  access	  to	  the	  target	  XSEDE	  Compute	  Resource	  File	  
System	  
● User	  may	  not	  have	  an	  XSEDE	  account	  
● Data	  transferred	  into	  and	  out	  of	  the	  gateway	  community	  account	  space	  
at	  the	  XSEDE	  resource.	  Files	  will	  be	  owned	  by	  the	  community	  account.	  
● Data	  is	  located	  either	  on	  a	  gateway-­‐owned	  staging	  area	  OR	  on	  the	  user’s	  
machine	  
○ Gateway	  machine	  has	  a	  publicly-­‐addressable	  IP	  address	  
○ User	  machine	  IP	  address	  may	  be	  both	  dynamic	  and	  non-­‐
routable.	  
Steps	   1 User	  interacts	  with	  gateway	  UI	  which	  causes	  the	  resulting	  action	  
(Action	  may	  occur	  immediately	  or	  delayed	  depending	  on	  gateway’s	  SLA)	  
2 Gateway	  initiates	  the	  file	  transfers	  to/from	  gateway	  file	  system	  and	  
target	  XSEDE	  resource	  
3 Gateway	  monitors	  file	  transfer	  status;	  provides	  status	  information	  to	  
user;	  and	  either	  notifies	  users	  of	  success	  or	  failure	  (if	  some	  preset	  
failure	  condition	  is	  reached)	  	  	  
Variations	  
(optional)	   ● In	  the	  future,	  users	  of	  the	  gateway	  may	  transfer	  files	  directly	  to/from	  XSEDE	  resources	  without	  interacting	  with	  the	  gateway.	  
Quality	  
Attributes	   ● File	  transfer	  quality	  attributes	  defined	  by	  CB	  use	  case	  ● Gateway	  provides	  status	  update	  every	  5	  seconds	  
● Gateway	  provides	  notice	  of	  failure	  /	  restart	  within	  5	  seconds	  of	  a	  restart	  occurring	  
● Gateway	  provides	  notice	  of	  failure	  and	  termination	  within	  5	  seconds	  of	  termination	  	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● Files	  are	  owned	  on	  XSEDE	  resources	  by	  community	  accounts,	  so	  the	  Gateway	  must	  manage	  and	  protect	  the	  ownership	  of	  data.	  
● Additional	  issues	  are	  discussed	  in	  Campus	  Bridging	  Use	  Case	  #N.	  	  
UCSGW	  3.0	   Science	  Gateways	  Community	  Execution	  Management	  
Description	   A	  common	  function	  of	  a	  gateway	  is	  to	  facilitate	  job	  execution	  on	  XSEDE	  for	  a	  
gateway	  user.	  	  The	  user	  interacts	  with	  the	  gateway	  only	  and	  does	  not	  know	  or	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need	  to	  know	  how	  or	  where	  the	  job	  execution	  is	  actually	  performed.	  	  A	  job	  is	  
any	  job/task	  that	  will	  be	  submitted	  to	  a	  queuing	  system.	  Example	  executions	  
include	  
● Individual	  jobs	  that	  runs	  in	  response	  to	  user	  action	  (for	  example,	  ssh	  
into	  a	  system	  and	  initiate	  a	  batch	  job)	  
● More	  complicated	  executions,	  such	  as	  parameter	  sweeps,	  multi-­‐staged	  
jobs	  on	  multiple	  resources,	  and	  interactive	  jobs	  
References	   ● https://www.xsede.org/web/guest/gateways-­‐listing	  
○ See	  GridChem,	  AMP,	  CIPRES,	  Ultrascan	  ...	  
Actors	   ● Gateway	  
● XSEDE	  Tier	  1	  Service	  Providers	  
Prerequisites	  
(Dependencies)	  
and	  
Assumptions	  
● Gateway	  has	  an	  account	  on	  XSEDE	  with	  a	  community	  allocation	  
● Gateway	  has	  a	  credential	  for	  authentication	  with	  XSEDE	  services	  
● XSEDE	  has	  provided	  a	  remote	  method	  for	  submitting	  a	  job	  
● Gateway	  has	  obtained	  from	  user	  a	  description	  of	  the	  job	  to	  be	  submitted	  
● Gateway	  has	  prepared	  the	  application(s)	  for	  execution	  at	  one	  or	  more	  
XSEDE	  Tier	  1	  compute	  resources.	  
● Gateway	  may	  prefer	  or	  require	  a	  particular	  resources	  
Steps	   1 User	  interacts	  with	  gateway	  UI	  which	  causes	  the	  resulting	  action	  
(action	  may	  occur	  immediately	  or	  delayed	  depending	  on	  gateway’s	  SLA)	  
2 Gateway	  validates	  credential	  for	  access	  to	  XSEDE	  resources	  (see	  UCSGW	  
1.0)	  
3 If	  necessary,	  Gateway	  transfers	  files	  to	  XSEDE	  resource	  (see	  UCSGW	  2.0)	  	  
4 Gateway	  submits	  job	  to	  XSEDE	  resource	  compute	  system	  
5 XSEDE	  resource	  queues/executes/fails	  job	  
6 Gateway	  monitors	  for	  job	  status	  
7 Gateway	  may	  cancel	  the	  submitted/pending/running	  job	  
8 On	  successful	  execution,	  if	  necessary,	  Gateway	  retrieves	  output	  files	  from	  
XSEDE	  resource	  (see	  UCSGW	  2.0)	  
9 Gateway	  updates	  status	  of	  the	  run,	  indicating	  outcome	  of	  job	  
Variations	  
(optional)	   ● A	  job	  may	  need	  to	  specify	  particular	  requirements	  for	  a	  specific	  tier	  1	  resources	  (for	  example,	  CPU/Memory	  Sets,	  CPU/GPU/Task	  and	  Memory	  
Affinities,	  memory,	  network,	  inter-­‐job	  dependencies)	  
○ Resource	  reservation:	  for	  some	  queues,	  jobs	  that	  use	  an	  advanced	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reservation	  have	  to	  specify	  a	  reservation	  ID	  in	  pbs	  submission	  script.	  
○ Job	  status	  monitoring:	  CIPRES	  and	  CyberGIS	  developed	  own	  job	  
monitoring	  mechanisms	  to	  rely	  on	  touching	  a	  file	  in	  output	  directory,	  
instead	  of	  trusting	  job	  status	  returned	  by	  job	  middleware	  
○ Software	  environment:	  a	  gateway	  may	  have	  several	  application	  
codes,	  each	  compiled	  with	  different	  type/version	  of	  libraries	  provided	  
by	  cluster	  or	  gateway	  itself.	  How	  to	  specify	  this	  as	  a	  prerequisite	  so	  
that	  job	  can	  run	  with	  correctly	  configured	  software	  environment.	  
○ File	  system	  variations:	  
■ Scratch:	  temporary	  for	  job	  execution.	  On	  trestles,	  users	  leverage	  
SSD	  scratch	  space	  for	  low-­‐latency	  I/O	  
■ Parallel:	  parallel	  file	  systems	  are	  leveraged	  for	  high-­‐performance	  
I/O	  needs	  (MPI	  IO-­‐based	  I/O	  libraries,	  e.g.,	  HDF5/NetCDF).	  Users	  
actually	  can	  directly	  optimize	  Lustre	  file	  system	  for	  better	  
performance	  by	  using	  ‘lfs’	  
○ queue	  variations:	  
■ Forge:	  6-­‐gpu	  queue	  is	  ‘normal’;	  8-­‐gpu	  queue	  is	  ‘eight’	  
■ Ranger:	  ‘normal’	  for	  jobs	  with	  <=	  4096	  cores;	  ‘large’	  for	  jobs	  with	  
<=16384	  cores	  
■ Almost	  all	  clusters	  have	  debug/test	  queues	  
■ Queue	  name	  is	  also	  associated	  with	  how	  long	  a	  job	  can	  run	  (e.g.,	  
trestles)	  
■ Queue	  name	  on	  Lonestar	  decides	  node	  types	  for	  GPU	  nodes	  
queue	  name	  is	  gpu.	  	  
■ Queue	  name	  is	  sometimes	  needed	  at	  sites	  in	  order	  to	  allow	  larger	  
number	  of	  jobs	  to	  be	  queued/submitted	  at	  once.	  	  This	  addressed	  
unique	  policy	  requirements	  for	  community	  gateways.	  
○ In	  SMP	  systems,	  all	  	  memory	  based	  on	  cpuset	  should	  be	  
default	  memory	  assigned	  for	  the	  job	  over	  riding	  the	  memory	  
requirements	  specified	  by	  the	  individual	  Gateway	  user	  
● job	  status	  methods	  
○ periodic	  poll	  
○ asynchronous	  
○ application	  specific	  techniques	  
Quality	  
Attributes	   ● Reliability:	  Aside	  from	  gateway-­‐caused	  errors,	  like	  the	  gateway	  submitted	  application	  seg	  faults, this	  use	  case	  should	  be	  successful	  99%	  of	  the	  time.	  
Successful	  jobs	  run	  to	  completion	  and	  produce	  the	  expected	  outputs.	  	  
● For	  any	  failure,	  a	  parsable	  error	  message	  is	  needed	  
○ Basic	  information	  is	  critical	  –	  other	  information	  is	  a	  bonus	  
○ Distinguish	  application,	  	  middleware,	  and	  end-­‐system	  errors	  
○ Need	  clarification	  on	  what	  information	  is	  needed	  and	  how	  that	  
information	  should	  be	  delivered.	  
○ Standardization	  of	  the	  error	  information	  would	  facilitate	  user	  
response.	  A	  standard	  exists,	  is	  it	  sufficient?	  (citation	  needed)	  
● Scalability:	  Gateway	  scalability	  requirements	  evolve	  as	  XSEDE	  architecture	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gets	  widely	  used.	  Its	  hard	  to	  quantify	  it	  now.	  We	  can	  provide	  this	  number	  
periodically	  once	  the	  first	  round	  of	  deployment	  is	  live.	  	  
● Accuracy:	  Specified	  job	  requirements/description	  must	  be	  100%	  fulfilled	  
or	  fail	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● Policy	  issues:	  Number	  of	  queued	  jobs,	  fair-­‐share	  issues	  with	  community	  
accounts,	  long	  running	  jobs	  exceeding	  typical	  credential	  lifetimes	  (issues	  
apply	  to	  Gateway	  developers	  and	  to	  XSEDE	  architects)	  
● Connection	  failure	  between	  XSEDE	  and	  gateway	  	  	  
UCSGW	  4.0	   Large	  File	  Data	  Movement	  from/to	  Users	  Desktop/laptop	  to	  XSEDE	  resource	  mediated	  by	  the	  	  gateway	  
Description	   Gateways	  would	  like	  to	  provide	  a	  way	  to	  transfer	  a	  large	  file	  up	  to	  20	  GB	  between	  client	  (laptops)	  to	  HPC	  resources,	  XSEDE	  compute	  or	  storage	  systems	  either	  directly	  or	  through	  gateway	  server	  systems	  that	  use	  common	  security	  attributes	  (currently	  referred	  as	  gateway	  community	  
credential)	  for	  initiating	  and	  managing	  the	  transfer.	  	  The	  data	  may	  be	  proprietary	  and	  transfer	  should	  happen	  with	  Gateway	  authentication	  mechanisms.	  
References	   ● GridChem	  and	  Ultrascan	  SOMO	  Gateways	  
Actors	   ● Gateway	  
● User	  
● XSEDE	  Tier	  1	  Service	  Providers	  
Prerequisites	  
(Dependencies)	  
and	  
Assumptions	  
● Gateway	  has	  an	  account	  on	  XSEDE	  with	  a	  community	  allocation	  
● Gateway	  has	  a	  credential	  for	  authentication	  with	  XSEDE	  services	  
● User	  is	  authenticated	  and	  authorized	  by	  gateway	  but	  does	  not	  need	  to	  
have	  an	  individual	  XSEDE	  account.	  
● User’s	  desktop	  client	  has	  authenticated	  and	  authorized	  with	  the	  Gateway	  
○ User	  machine	  IP	  address	  may	  be	  both	  dynamic	  and	  non-­‐routable	  (192	  
or	  10:	  can	  do	  outbound	  connections).	  	  
○ We	  can	  assume	  that	  the	  client	  may	  need	  to	  install	  a	  lightweight	  piece	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of	  software	  on	  the	  user’s	  desktop.	  (Lightweight	  from	  an	  installation	  
point	  of	  view	  and	  memory	  footprint.)	  
○ Symmetric	  motion	  of	  data,	  upload/download.	  If	  it	  is	  download	  to	  the	  
user’s	  desktop,	  it	  is	  acceptable	  to	  require	  the	  user	  to	  take	  some	  step	  to	  
initiate	  the	  transfer.	  
● File	  size:	  The	  file	  can	  range	  in	  size	  up	  to	  20	  GB.	  	  
● Insofar	  as	  is	  possible,	  file	  meta	  data	  (i.e.,	  filename	  and	  modification	  time)	  
must	  be	  preserved.	  
Steps	   1 User	  interacts	  with	  gateway	  UI	  which	  causes	  the	  resulting	  action	  
(Action	  may	  occur	  immediately	  or	  delayed	  depending	  on	  gateway’s	  SLA)	  
2 Gateway	  initiates	  the	  file	  transfers	  to/from	  the	  user’s	  laptop	  and	  the	  
target	  XSEDE	  resource	  
3 Gateway	  monitors	  the	  file	  transfer	  status;	  provides	  status	  information	  to	  
user;	  and	  either	  notifies	  users	  of	  success	  or	  failure	  (if	  some	  preset	  failure	  
condition	  is	  reached)	  
Variations	  
(optional)	   ● Distinguish	  web-­‐only	  and	  desktop	  clients.	  
Quality	  
Attributes	   ● Correctly	  copies	  specified	  source	  set	  to	  target	  location.	  ● Availability:	  99.9%	  scheduled	  uptime	  for	  transfer	  server.	  (No	  more	  than	  8	  
hours	  of	  unscheduled	  downtime	  per	  year	  for	  transfer	  server.)	  
● Reliability:	  
○ When	  the	  system	  requirements	  are	  not	  available	  to	  perform	  the	  
transfer	  (e.g.,	  disk	  space	  insufficient,	  permissions	  problems,	  network	  
unavailability),	  the	  user	  is	  notified	  about	  the	  inability	  to	  perform	  the	  
transfer.	  
○ When	  the	  system	  requirements	  are	  available,	  the	  file	  transfer	  server	  
will	  faithfully	  transfer	  the	  file.	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● How	  can	  this	  be	  done	  in	  a	  secure	  way?	  
● Is	  additional	  software	  required	  to	  be	  installed	  and	  operated	  on	  the	  user’s	  
laptop?	  
● We	  believe	  gateway	  users	  today	  limit	  the	  size	  of	  file	  transfers	  due	  to	  
current	  scalability,	  reliability	  and	  performance	  limitations	  between	  user	  
laptops,	  gateway	  storage	  and	  XSEDE	  file	  systems.	  	  If	  this	  is	  improved,	  then	  
the	  size	  of	  file	  transfers	  for	  gateway	  users	  will	  increase.	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UCSGW	  5.0	   Gateway	  Information	  Discovery	  Management	  
Description	   Some	  Gateways	  need	  detailed	  information	  about	  the	  target	  XSEDE	  compute	  system	  in	  order	  to	  efficiently	  use	  that	  system.	  	  The	  compute	  systems	  capabilities	  and	  limitations	  differ	  between	  the	  systems.	  	  In	  order	  to	  use	  them	  efficiently,	  each	  gateway	  compiles	  and	  saves	  this	  information	  statically	  for	  themselves.	  	  The	  information	  is	  obtained	  in	  an	  ad	  hoc	  way.	  	  It	  would	  be	  better	  if	  XSEDE	  provided	  this	  information	  for	  each	  compute	  system	  in	  a	  standard	  way	  (at	  least	  across	  XSEDE	  systems)	  and	  made	  it	  easily	  available	  for	  all	  gateways	  to	  access.	  
References	   	  
Actors	   ● Gateway	  
● XSEDE	  Information	  Service	  
Prerequisites	  
(Dependencies)	  
and	  
Assumptions	  
Campus	  Bridging	  UC	  1	  &	  2.	  	  	  
Steps	   1 A	  uniform	  resource	  identifier	  for	  all	  Tier	  1	  XSEDE	  Resources	  	  has	  to	  be	  
published.	  
2 Gateway	  queries/subscribes	  to	  information	  services	  to	  access	  maintenance	  schedules;	  scheduled	  and	  unscheduled	  down	  times.	  
3 Gateway	  periodically	  queries	  the	  XSEDE	  information	  service	  to	  compile	  
the	  compute	  resource	  limitations	  and	  requirements.	  
4 Gateway	  compares	  new	  limitation	  and	  requirements	  to	  previous	  ones.	  
5 If	  necessary,	  Gateway	  adjusts	  how	  jobs	  are	  processed	  on	  XSEDE	  based	  on	  
new	  limitations	  and	  requirements	  
Variations	  
(optional)	   ● For	  each	  compute	  resource,	  provide:	  ○ List	  of	  software	  
○ Resource	  limitations:	  total	  cores	  
○ Node	  limitations:	  memory,	  cores	  
○ queues	  limitation	  
■ max	  #	  cores/nodes	  
■ max	  walltime	  
○ queue	  attributes	  required	  
■ project/account	  name	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○ queue	  attribute	  options	  
■ email	  notification	  (Y/N)	  
○ Supported	  protocols/tools	  for	  job	  submission	  and	  their	  end	  points	  
○ Supported	  protocols/tools	  for	  data	  transfer	  and	  their	  end	  points	  
○ Storage	  mount	  points	  (home,	  work,	  scratch)	  and	  their	  limits	  
○ Resource	  reservation	  requirements	  
○ Dynamic	  info:	  are	  the	  machines	  and	  end	  points	  of	  various	  services	  are	  
up.	  	  
Quality	  
Attributes	   ● Reliability:	  The	  service	  has	  to	  be	  reliable	  providing	  consistent	  information.	  ● Availability:	  99%	  scheduled	  uptime.	  (No	  more	  than	  87	  hours	  per	  year	  of	  
unscheduled	  unavailability.)	  
● “Freshness”	  of	  the	  information.	  
● Error	  Detection	  Latency:	  	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● Policy	  issues:	  	  Quality	  Attributes	  Document	  -­‐	  https://docs.google.com/document/d/1FZ2F04oMuIwJoVsitUdB-­‐82xDTi7Es9b0DZ19XKuEEw/edit#	  	  
