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ABSTRACT 
A speech wave that has been successively amplified and limited 
so that it is reduced to a rectangular form is intelligible to a 
human listener. Much information is retained in the temporal 
pattern of the time-intervals between the changes of state of such 
a wave. Techniques for the measurement and display of the first 
and second-order statistics of these time-intervals are described. 
The results of these analyses are used to produce synthetic clipped 
speech sounds. The ordering of the time-intervals within the sounds 
is an important factor in the perception of the sounds. Two different 
methods for eliminating unreliable time-intervals are described, only 
one of which is suitable for application to speech synthesis. Using 
a digital computer for the analysis and synthesis, three methods of 
USing the first, second and third-order statistics to produce isolated 
vowel sounds are described. Although some of the synthetic vowels 
do not sound voiced, vowels produced from third-order statistics are 
nearly as recognisable as the original clipped vowels. Preliminary 
results from the synthesis of words and phrases indicate a very low 
level of intelligibility, as the methods of using the statistics do 
not give a precise enough indication of some of the key parameters in 
the speech signal. Measurements of the storage requirements needed 
to specify the different statistical analyses of clipped speech indicate 
that time-interval statistics are not a very economical way of spec-
ifying a clipped speech signal o 
PREFACE 
The work described in this thesis was conducted in the Department 
of Communication between October 1964 and December 19670 After a 
certain amount of preliminary work had been conducted, it was apparent 
that the topic could be adequately investigated only with the use of a 
digital computer. Delivery of the digital computer was delayed 
until November 1966, when the basic machine was delivered. It was 
not until April 1967, that the installation was complete. High speed 
data input and output devices were therefore not available until then, 
making the testing of programs a long process. Most of the quant-
itative work described in Chapters 4 and 5 was accomplished in the 
few remaining months of an S.R.C. Research Studenship. 
In order that the work can be seen in the context in which it 
was executed, this thesis is a more or less chronolSgical exposition 
of the project. 
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CRAfTER I 
The high speed of operation of modern digital computers has 
given rise to a growing problem of communication between man and 
machine. Considerable effort is being devoted to the study of 
symbiosis, the man-machine interaction, to make the man-machine 
interface more efficient. 
At present, information has to be coded into a form suitable 
for acceptance by the computer. Less stringent requirements exist 
for the output of data. As speech is man's most important method 
of communication, much effort is directed towards research and the 
subsequent development of systems that will enable man and the 
machine to communicate by means of speech or speech-like sounds. 
As well as providing a motivation for speech studies, the computer 
is an extremely useful tool for research into speech. Before re-
viewing what techniques exist for analysing speech it is relevant to 
consider how speech is produced. 
1.1 The Production of SpeeCh 
The primary source of energy in the speech wave is the glottis 
or vocal chords. When the glottis is not being used for speaking, 
it allows the free passage of air to and from the lungs. When the 
glottis is partly closed, a noise is produced by the turbulent flow 
of air through the gap. Whispered speech is produced in this WRY. 
When the glottis is further constricted, an increase in air pressure 
in the lungs produced by muscular movements causes the glottis to act 
as a relaxation oscillator. The glottal waveform is rich in 
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harmonics and causes the air in the vocal tract to vibrate in several 
modes simultaneously. The frequencies of vibration are determined 
mainly by the position of the tongue and lips. The resonant 
frequencies are called formants and can be identified as peaks in the 
frequency spectra of voiced sounds. Additional modes of vibration 
are produced when the nasal cavity is opened to produce such sounds 
as 1m I and In I. 
All the vowels and several consonants can be uttered continuously. 
Other sounds, however, require movement of the articulators for their 
production. Stop sounds or plosives, such as Ip I and Id/, come into 
this category. Stop sounds are produced when the vocal tract is 
closed at some point with the result that the air pressure builds up. 
The release of the closure causes a small explosion of air, hence the 
name plosive sounds. 
When the vocal tract is constricted but not completely closed at 
some point, air forced through the gap produces fricative sounds. 
Is I and I S I are examples of this type of sound. Typically they have 
energy spread over a very wide range of frequencies. 
1.2 SpeeCh Analysis 
Hindu grammarians around 300 B.C. were the first to characterise 
speeoh sounds by the positions of the articulators necessary to produce 
them. This method is still used by phoneticians, and much work is in 
progress to relate the articulatory specification of speech to the 
major resonances of the vocal tract (44,51). 
Helmholtz in 1862 (26) first showed that the vocal cavities could 
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be considered as a resonator, the resonances of which determined vowel 
quality. It was not until the advent of the thermionic valve that 
it was possible to extend the techniques of frequency analysis. The 
first spectrographic studies of speech were published by Steinberg 
in 1934 (58). 
The spectrograph became g~nerally available after the war and 
has been used ever since for the study of speech. In the usual form 
of spectrographic display,time and frequency are the abscissae and 
ordinates respectively. The energy within a given frequency band is 
represented by the intensity of marking the paper. If a narrow-band 
filter is used, the individual harmonies of the glottal frequency can 
be resolved. If a broad-band filter is used, the spectrograph 
displays bands corresponding to the formants. A modified version of 
the spectrograph is currently being used to provide "voiceprints" 
(identification of speakers by spectrographs of their voices) with 
varying degrees of success (30, 64). 
Parallel developments in speech synthesis have done much to 
encourage the use of frequency analysis techniques, 'and their subsequent 
incorporation into systems for automatic speech recognition (21). 
1.3 Speech Synthesis 
The most elaborate of early speaking machines was the mechanical 
analogue produced by Wolfgang von Kempelen about 1790 (12). As it 
allowed the control of several speech-like parameters it was capable 
of producing consonants as well as vowels. 
The first analysis-synthesis system was demonstrated by Dudley 
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in 1939 (11). The speech signal was passed into a filter-bank. The 
outputs of the filters were integrated and rectified to produce slowly 
changing control signals. These signals were used to control filters 
that were excited either by noise or a buzz source. The success of 
this device (called a Vocoder) supported the idea that the frequency 
components of speech were the inforlnation-bearing parameters. 
After the war, the first electrical analogues of the vocal tract 
were produced (14, 59). The parameters for the control of these 
synthesisers were derived from X-ray studies of the vocal tract. 
In 1952, Lawrence (32) produced the first formant synthesiser. 
His synthesiser was not a model of the vocal tract, but of its acoustic 
behaviour. Band-pass filters whose centre-frequencies could be ad-
justed were excited by a buzz or noise source, corresponding to the 
production of voiced and unvoiced sounds respectively. Lawrence showed 
that two formants were sufficient to produce recognisable vowels and 
that intelligible synthetic speech could be produced. The formant 
tracks were derived from spectrographic records. 
Since then, many versions of the formant synthesiser have been 
built. When sufficient detail is incorporated in the control signals, 
it is possible to produce synthetic speech that is indistinguishable 
from real speech (29). 
All the successful speech synthesisers have been models either of 
the vocal tract or of its acoustic behaviour. Consequently they enable 
various hypotheses about speech production and perception to be evaluated. 
It is important that the stUdies of speech synthesis and analysis do 
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not go on in isolation from one another as there is much to be gained 
from their mutual interaction. 
1.4 Time-Interval Analysis of Speech 
Other techniques besides speech analysis and synthesis have been 
used to study speech. One of these techniques is to distort the 
speech so that certain features of the speech. signal are removed. The 
intelligibility of the remaining speech is an indication of the 
relative significance of tlle information tha~ has been removed, and 
that remaining. 
Amongst the most notable of the experiments using distorted speech 
are those of Licklider (34, 35, 36). He investigated the effects on 
speech intelligibility of different types and amounts of amplitude 
distortion. In its severest form, the speech wave was reduced to a 
rectangular wave by successively amplifying and limiting the signal. 
This rectangular form of speech is called infinitely clipped speech, 
abbreviated to clipped speech for convenience. The only similarity 
between the clipped and the original signals is that the rectangular 
wave switches from one state to another at the same time as the original 
wave crosses the zero-pressure axis. In spite of its simple form and 
harsh quality, infinitely clipped speech was found to be intelligible, 
particularly if it was differentiated with respect to time before 
clipping. 
These experiments show that the amplitude information in the speech 
wave is relatively unimportant and that a lot of information is carried 
in the temporal pattern of zero-crossings of the original signal. This 
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latter fact has been used as a basis for further research into time-
interval analysis of speech. 
Throughout this thesis, time-intervals or intervals will refer 
to the time-intervals between the zero-crossings of a speech wave. 
I! the speech is differentiated before clipping, changes of state of 
the rectangular wave correspond to the points of zero slope of the 
original wave. Where the speech has not been differentiated prior 
to clipping, it will be referred to as clipped speech or the word 
normal will be used to distinguish it from the differentiated form. 
Chang (5) was the first person to examine the statistics of time-
intervals. He postulated that the. mean zero-crossing rate of voiced 
speech could be identified with the first formant, and the mean zero-
crossing rate of differentiated speech with the second formant. 
Peterson (49) later showed that the relationship between zero-crossing 
rate and formant frequencies was not a good one unless the speech was 
filtered first to separate the formants. Even this technique is 
inaccurate under some conditions (50, 63). 
~bang (6) also developed a visual display of speech using time-
intervals, called an Intervalgr~~. It was very similar to a spectro-
graph eAcept that the ordinate was length of time- interval rather 
than frequency. The brightness at any point was a measure of the 
number of oocurrences per unit time of time-intervals of a particular 
length, so that the display could be regarded as giving a running 
histogram of the time-intervals in speech. 
The simplicity of the device demonstrates one of the advantages 
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of time-interval analysis. Filter banks are complex and costly, 
and there is a delay in the response of a filter which is dependent 
upon its bandwidth. Basically simple circuitry can be used for 
time-interval analysis and there is no question of more than one 
channel being activated at once. The only delay is that due to 
the length of the interval itself. 
Sakai and Inoue (53) carried time-interval analysis a stage 
further and produced time-interval histograms of several isolated 
Japanese sounds. They concluded that the peaks in the histograms 
of voiced sounds were correlated with the formants, though there 
was not a unique relationship between them. Sakai and Doshi t~ (54 ) 
later used time-interval measurements in an automatic speech recog-
nition device for which W-;6 recognition of five Japanese vowels was 
reported. 
Bezdel (3, 4) has also used time-interval histograms as the 
basis of a system for automatic speech recognition. He achieved 
results that were comparable to those obtained using spectral analysis 
(3, 21). 
As far as the author is aware, no attempts at using time-interval 
statistics for speech synthesis have been made, other than using 
zero-crossing rate information to provide parameters for a formant 
synthesiser. As the time-interval statistics are derived from a 
clipped speech wave, the question arises as to whether time-interval 
statistics can be used to produce a synthetic clipped speech wave that 
is intelligible. This thesis will try to answer that question. 
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1.5 Objectives 
The work described in this thesis is part of a larger studl 
of time-interval anallsis of speech that has been followed in the 
Department of Communication since October, 1964.· Within this 
general studl. the work to be described here has two main objectives. 
(1) To investigate the relative intelligibility of different 
statistical approximations to clipped speech based on time-
interval statistics of the original waveform hence 
(2) To discover the relative importance of different components 
of the statistical specification of clipped speech. 
The criterion used to evaluate the synthetic speech was that 
the synthetic speech should be recognised as the same sequence of 
sounds that were used in compiling the statistics. This is distinct 
from the far more stringent criteria that the synthetic speech should 
be indistinguishable from the original or should retain sufficient 
information for the speaker to be identified. 
As human subjects were used in assessing the intelligibility of 
the synthetic speech. the work also throws some light on the factors 
that govern the perception of clipped speech. 
-The other parts of this study are to be found in :-
"An Evaluation of Three Related Techniques for the Statistical Analysis 
of Clipped Speech". Ph.D. Thesis to be submitted by J.B. l'..:illar. 
(Reference 45). 
"Relative Intelligibility of Different Transforms of Clipped Speech". 
by ~.A. Ainsworth. (Reference 2). 
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1 0 6 Arrangem~nt cf Thesis 
The work to be described falls into two major categories. 
Chapters 2 and 3 are concerned with the qualitative aspects of the 
problem. Chapters 4 and 5 describe the quantitative measurements 
that were obtained using a digital computer for the analysis and 
synthesis of clipped speech. 
In Chapter 2, time-interval histograms of vowel sounds are 
examined to see how they can be utilised. A flexible time-interval 
generator is described that enables some preliminary attempts at the 
synthesis of clipped speech to be made. In the light of these 
experiments it is possible to define some of the problems of syn-
thesising a clipped speech wave. 
New apparatus for producing a real-time display of the second-
order statistics in speech is described in Chapter 3. This display 
shows some of the limitations of time-interval analysis. A way of 
overcoming them is described which, although it is not directly 
applicable to the synthesis of clipped speech, is the basis of a 
method that is developed in Chapter 50 
The results of the synth~sis of some steady-state sounds and 
short phrases from first, second and third-order statistics are 
described in Chapter 4, together with some measurements on the amount 
of information needed to specify the statistics. 
In Chapter 5, pitch-synchronous techniques for the analysis and 
synthesis of clipped speech are described. Two methods of using the 
statistical information to produce more realistic voiced sounds are 
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described, and the more successful of these is applied to the 
synthesis of words and phrases. 
Chapter 6 summarises the main findings of this work, and draws 
conclusions from them. 
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CHAPTER 2 
2.1 Introduction 
A speech wave that has been successively amplified and 
limited so that it is reduced to a rectangular form is highly 
intelligible to a human observer (35)0 The time-intervals between 
the zero-crossings of such an infinitely clipped wave are in a con-
venient form for statistical analysis. Fourcin (22) has invest-
igated the long-term first-order statistics with a view to bandwidth 
compressiono Bezdel and Chandler (3) have used the histograms of 
time-intervals compiled over shorter periods as the basis of a 
system for automatic speech recognition. 
This chapter is concerned with how the first-order time-
interval statistics may be used to generate synthetic speecho A 
generator is described that utilises such information to produce 
a synthetic clipped speech wave and some qualitative results are 
discussed. 
2.2 First-Order Statistics 
The first-order statistics of a set of events that can be 
classified into n categories is defined by the set of probabilities 
Pi' where Pi is the probability of event i occurring. As some 
event; must occur, 
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The first-order distribution of prooabilities is referred to 
as a histogram when a graph is drawn with the n categories as abscissa 
and their relative probabilities of occurrence as ordinates. Where 
the histograms are not normalised, the ordinate is the number of 
occurrences (fi) within a category, and the sum of the contents of 
all the bins is the total number of occurrences of all events 1'4. 
Thus -
If the measurements have been made over time T, the quantity ~ is 
the mean rate of occurrence of the events. l..'hang (5) has used 
the mean zero-crossing rates of normal and differentiated speech 
as measures of the formant frequencies. 
These statistical measurements are ofteR a concise way of 
specifying the overall behaviour of a set of events. Where the 
events are not statistically independent, the first-order statistics 
are still a valid measure, but are not capable of expressing the 
interdependence of the events. 
A statistical model of the way in which the events are 
generated can be made using the first and higher order statistics. 
Such a process, where the events are chosen according to a statistical 
model is called a stochastic process. Information theory is based 
on the fact that all discrete processes (and continuous processes if 
quantised into discrete ones) can be considered as stochastic 
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processes. Where the statistical properties of the source 
remain unchanged over a long period of time, the source is termed 
ergodic. Information theory is capable of dealing with ergodic 
sources, but as yet no theory is generally available to deal with 
non-stationary statistics. 
2.2.1. Approximations to Written English 
In 1948, Shannon (56) considered English to be written 
according to a stochastic process, where the events are the 
individual letters and space of the a~phabet. He made several 
approximations to English using compiled statistics of letters of 
the alphabet. 
His zero-order approximation was generated by choosing the 
letters at random. In this way there were as many Q's as E's in 
his approximation. In his first-order approximation he cho~e 
the letters according to their relative frequency of occurrence, 
so that there were many more E's than Q's. This first-order model 
of the English language allowed such unlikely combinliitions ()f 
letters as QXZ etc. In English, Q is always followed by U. This 
constraint was incorporated in his second- order model, where the 
letters were chosen according to the preceding letter. Although 
none of his approximations made sense, the general likeness to 
English was quite good. Some similar experiments have been reported 
by Guilbaud (24) for Latin. 
2.2.2. Application to Synthesis of Clipped SpeeCh 
Nany experiments have been performed thlii.t show that speech can 
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undergo many types of distortion and still remain intelligible to 
a human listener. This is because of the high informational 
redundancy of speech. Amongst the most notable of these 
experiments are those of Licklider (34, 35, 36). By infinitely 
clipping the speech wave, thereby reducing it to a rectangular 
form, he discarded most of the amplitude information. He found 
that although clipped speech had a harsh unpleasant quality, it 
was nevertheless highly intelligible, particularly if the speech 
was differentiated before clipping. 
The clipping process can be regarded as converting the signal 
from an analogue to a digital form, the zero-crossings of the 
original wave being signalled by changes in polarity of the 
rectangular wave. If the rectangular wave is differentiated and 
full-wave rectified to produce a series of uni-directional pulses, 
the spacing of these pulses is equal to the time-intervals between 
the zero-crossings of the original wave. These pulses can be used 
to control circuitry that measures the intervals between them. The 
intervals themselves form a continuous distribution, but as Licklider 
(36) later showed, the intervals can be quantised without impairing 
the intelligibility greatly. In this way the continuous waveform 
of speech has been reduced to a series of pulses separated by 
discrete intervals. The speech signal is now in a convenient form 
for statistical analysis. Can intelligible clipped speech be made 
from time-interval statistics in the same way that Shannon generated 
his approximations to written English? 
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Although the work of Shannon was one of the starting points 
for this work, there are one or two major differences due to the 
nature of the speech signals. 
Shannon's basic symbols were the letters or words of written 
English. The tables he used to generate his approximations were 
compiled from long-term statistics, so that the long-term statistics 
of his approximations were the same as those of written English. 
Fourcin (22) has measured the long-term statistics of the time-
intervals between zero-crossings in speech with a view to bandwidth 
compression. He found that the first-order statistics of isolated 
sounds varied considerably from the long-term distributions, and 
that there were significant differences between the first-order 
distributions for different sounds. 
The problem of speech synthesis from time-interval statistics 
can be divided into two categories. 
The first question that has to be answered, is whether 
recognisable steady-state speech sounds can be produced from time-
interval statistics. It is obviously simpler to design a system 
that will produce steady-state sounds than it is to devise one that 
is capable of producing continuous speech. If the statistical 
analysiS has discarded so much information that recognisable steady-
state sounds cannot be produced, there is very little likelihood of 
being able to produce intelligible continuous speech. For the 
syntheSiS of steady-state sounds, it will be sufficient to analyse 
sustained utterances of those sounds, and use the results to control 
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a suitable generator. 
Although human speech can be considered as a sequence of 
discrete symbols or phonemes, the process of speech production is 
continuous. Because of the inertia of the articulators, they 
cannot move instantaneously from one position to another. It has 
been shown that formant transitions, corresponding to the movement 
of the articulators from one position to another, play an important 
part in the perception of some sounds, notably stops and semi-
vowels (33). Any device which is going to produce intelligible 
speech therefore, must be capable of reproducing the effects of these 
movements. Holmes (28) and David (10) have shown that formant 
movements can be represented by a series of discrete steps, if the 
spacing of the steps is close enough to give an impression of 
continuous movement. Continuous speech, therefore, can be 
considered as a sequence of sub-phonemic steady-state segments. 
To produce continuous synthetic speech it will be necessary 
to compile statistics over fairly short segments of time, typically 
10 to 20 ms~,and produce a new signal lasting for the same length 
of time. It is likely that two problems will be encountered here. 
The first is that comparatively short analysis times will make the 
statistical measurements less reliable so that less realistic sounds 
will be produced. The second is that although adjacent segments 
of synthetic speech might be individually recognisable, the very 
bringing together of them may produce a discontinuity at the 
boundary_ It has been shown (19,20) that there are tolerances 
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in the specification of vowel sounds, so that two sounds which 
have slightly different acoustic properties are both recognised as 
the same vowel. If these two sounds are brought together, however, 
a most unnatural discontinuity will be heard. The major problem 
then in producing intelligible continuous speech is to give the 
impression of continuity of movement of the articulators. 
2.3 Perception of Clipped Speech 
Before considering the analysis of a clipped speech wave, and 
hoW to produce a new sound from that analysis, it is relevant to 
consider the perception of clipped speech. 
It is a remarkable fact that a speech wave that has been 
stripped of all its amplitude information is still intelligible 
to a human listener. Its intelligibility and the comparatively 
low bandwidth required to transmit it have received a fair amount 
of attention, but a really satisfactory explanation of its high 
intelligibility has not been found. 
Clipping a speech wave has two major effects. The first is 
that much amplitude and high-frequency information is lost. The 
second is that the rectangular edges produce inter-modulation and 
spurious high frequency components. Various studies (22, 65) have 
shown that the frequency of the major spectral component of the 
clipped wave corresponds to that of the dominant frequency of the 
original wave. Licklider (}4), in comparing centre-clipping with 
peak-clipping as methods of amplitude distortion, explained the 
higher intelligibility of peak-clipped speech by showing that the 
- 18 -
sonagrams of peak-clipped speech bore more resemblance to those 
of the original signal than the sonagrams of centre-clipped speech 
did. 
Ainsworth (2) explained his results for different transforms 
of clipped speech by showing that the least intelligible transforms 
had destroyed the most spectral information. 
Thomas (63) demonstrated the importance of the second formant 
in speech perception. He explained the higher intelligibility of 
differentiated and clipped speech by pointing out that differentiating 
the speech wave made the second formant the dominant frequency 
component, with the result that it survived the clipping process 
better. 
The sonagrams shown in Figures 2.1 and 2.2 support the 
hypothesis that clipped speech is intelligible because some of the 
major frequency components come through the clipping process 
relatively unchanged. The sonagrams show that there is broadening 
of some formants and narrowing and suppression of others. The 
sonagram of the clipped utterance also shows harmoni06 of the first 
formant frequency as well as a general increase in the overall noise 
level. 
Great care had to be taken in the interpretation of these results, 
as the speech waveform is extremely redundant and human-beings posess 
remarkable powers of being able to extract a meaningful message from 
the slenderest of cues. A point that must not be overlooked is that 
the clipping process has not upset the basic temporal relationship 
between events in the speech wave. 
1K 
o.z, 0 .<4 O .b 0 .& 1·0 Sec 
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Clipped 
Broad Band Sonagrams of "Where are you? It 
~Hzr------r-nr-----------------~ 
4·0 
3.0 
0.'2. O.b o.~ 
Differentiated 
0.2. 0 .4 O .b 0 .8 1·0 Sc.c. 
. ifferpntiRted a nd Clipped 
FLg . ~ . :L 3 ro&.d ~hnd So agra ms of " WLe re a r e you? It 
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2.4 Apparatus for Time-interval Analysis 
The circuitry for producing zero-crossings from the original 
speech wave was designed by J.B. ~~lar. The speech signal from a 
Siemens tape recorder was played into a clipping amplifier consisting 
of four a.c. coupled long-tailed pair amplifiers connected in serieso 
The time-constant of the a.c. coupling was 100 msec. long-tailed 
pair amplifiers were used because of their good thermal stability 
and symmetrical clipping properties. The output of the last stage 
of the amplifier was fed into an Eccles-Jordan trigger circuit. The 
overall gain of the amplifier was 9OdB. Zero-crossing pulses were 
produced by a monos table circuit that was triggered by the positive-
going edges of the two anti-phase outputs of the trigger circuit. 
The histograms were produced on a Inemotron CAT 400 special 
purpose digital computer. In the histogram mode of operation 
successive registers are addressed in turn. When a zero-crossing 
pulse is fired into the "Address Reset", the contents of the 
register currently addressed are incremented by one, and a new 
sweep of the registers is initiated. In this way, the internal 
clock that causes the scanning of the registers is synchronised 
with the zero-crossing pulses. At the end of the analysis time, 
the results are displayed on the face of the ~AT's cathode-ray 
tube. 
2.4.1. Choice of SpeeCh Sounds 
In continuous speech, no speech sound can be considered as 
being steady-state. As mentioned previously, formant transitions 
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are important cues in the perception of some sounds. Although 
vowel sounds can be uttered in isolation as steady sounds, in 
continuous speech they often undergo vowel reduction <39, 60), that 
is, the articulators move towards the steady-state pOSitiOns, but 
may never get there as the articulators are moved to produce the 
next sound. For this reason it was considered impracticable to 
extract "steady-state" portions of sounds from continuous speech. 
Instead, steady-state phonemes were used that could be spoken in 
isolation. For the preliminary work, twelve vowel sounds and two 
fricatives were considered. The vowels were those pUblished by 
Holllies (28), considered to be a representative set of English vowel 
phonemes, and the two frica ti ves / S / and / J /. 
2.5 First-Order Statistics of Vowel Sounds 
The twelve sustained vowel sounds were spoken and analysed 
by J .B. }iillar. The statistics were compiled over 500 msec of 
speech so that the effect of compiling the statistics over an 
incomplete number of glottal periods was reduced. For example 
the mean glottal period was 6.5 msec. If 30 msec of speech had 
been analysed, the statistics would relate to 4.6 glottal periods. 
The contribution of the fractional part of the glottal period might 
then make a significant difference to the form of the statistics. 
As the results were to be used to synthesise a waveform repeating 
at the glottal rate, it was decided to analyse long portions of 
vowel sounds, so that the statistics could be considered as being 
compiled from an integral number of glottal periods. 
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The photographs shown in Fig. 2.3 were taken from the 338 display 
of the PDP-8 computer. (A program was written by J.B. Millar to 
simulate the CAT and display the results in a form more suitable for 
presentation.) The vertical lines on the graticule are spaced at 1 ms~ 
intervals. The vowels have been arranged according to their position 
on the Daniel Jones Vowel Chart. The position of the vowels on the 
vowel chart broadly corresponds with their positions in the first 
formant/second formant plane, with increasing first formant (Fl) 
plotted from top to bottom and increasing second formant (F2) from 
right to left. 
It can be seen that the position of the major peak in each of 
the histograms reflects the first formant frequency. As the 
amplitude of the first formant is usually greater than those of 
the higher formants, the first formant would be expected to dominate 
the zero-crossing pattern. \Vhere the first formant frequency is 
low and the second formant high, e.g. / i. /, there is a peak corres-
ponding to the second formant frequency as well. The histograms 
of / ~ / and / /\/ also show peaks which bear no direct relationships 
to any formants (/ l / 300 and 2100 Hz, /1\/ 600 and 1250 Hz). 
These can be seen at 0.9, 1.4 and 1.8 rnsec for / i./, (the peak at 
1.6 msec corresponds to Fl), and at 1.7 msec for //\/. 
A set of vowel sounds was spoken by the author and analysed 
using the CAT computer. The sample length was again 500 msec, 
but the bin-widths were made 78jUsec. For purposes of presentation 
the histograms have been normalised, so there is an equal area under 
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each histogram. The bins that correspond to the half-periods of 
the first and second formants have been marked with arrows. The 
histograms are shown in Fig. 2.4; the first two formant frequencies 
of the vowels in Fig. A2.l. 
Several features of the histograJU are significant for speech 
synthesis:-
2.5.1. The Form of the Distributions 
Distinct peaks are visible in all the vowel histograms, except 
that of /3/. The number of peaks varies from one (as in lal and 
/A/) to four (as in It I). Where the distributions are uni-modal, 
the peak is spread over several bins, (typically ten) whereas in the 
multimodal distributions, each peak is spread over only five or six 
bins. This is in contrast to the peaks found in the frequency 
spectra of vowel sounds. There are usually two or three peaks in 
the frequency range up to 3KHz, corresponding to the first two or 
three formants. The amplitude of the formants decreases with 
frequency so that the first formant amplitude is the greatest. 
No such statement can be made about the peaks in the time-interval 
histograms. 
2.5.2. Frequency-Time Relationship 
Although the'major peaks in the histograms of Figures 2.3 and 
2.4 show a general trend of following the first formant, closer 
examination of the histograms, particularly those in Fig. 2.4, 
shows that the peaks in the time-interval histograms are not relQted 
to the formant frequencies in a unique way. The fact that some 
/I/ 
/a/ 
/0./ 
10/ 
f'J1 
lu.I 
F~ . ~ . ~ Histograms of Vowel Sounds (Bin divisions 78~S) 
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distributions are uni- modal is one indication of this . ~ere 
there are several peaks , the two largest do not accurately correspond 
to the first and second formants , e . g. l ui and I '0 1. In some cases 
the largest peak corresponds more closely to the first formant , 
e.g . 1 u. / ; in other cases to the second formant , e . g. I l. l , 1 1 / , 
I c I; whereas the peaks in the uni- modal distributions fall between 
the half- periods corresponding to Fl and F2 (the first and second 
formants) . Although derivation of formant information from the 
time- interval statistics was not considered at this stage , later 
work which is presented in Appendix 1 shows that the reciprocal 
relationship between time and frequency information is no longer 
true when the band being analysed contains more than one frequency 
component . 
Examiuation of the histograms has Suown that although the 
major frequency components tend to dominate the time- interval 
statistics , the positions of the peaks are not well correlated with 
the formant frequencies . If formant frequency information is 
important for the perception of clipped vowel sounds , it must be 
contained in the order of the time- intervals , because of the lack 
of close correlation between time- interval and frequency measurements . 
This implies that the synthesis of clipped speech from time- interval 
statistics will create additional problems not encountered in the 
formant synthesis of speech. 
2 . 6 Time- Interval Generator 
As a digital computer was not yet available to produce complex 
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trains of pulses, Professor D.H. t·ja,cKay suggested the. design of 
a device which utilised histogram information directly. (The 
Pattern Playback (8) of the Haskins Laboratories replays directly 
from frequency spectrum information). 
The basic principle of operation is similar to that of the 
function generator described by ~~cKay and Fisher (40), in that 
feedback is used between a photo-multiplier tube viewing a spot 
on the face of a cathode-ray tube, and the voltage controlling the 
movement of the spot. In the time-interval generator, however, 
a time-base circuit moves the spot perpendicularly towards the edge 
of the mask (see Fig.2.5). Disappearance of the spot behind the 
mask causes the rapid fly-back of the spot to the other side of the 
tube. Pulses from the photo-multiplier are used for spot blanking 
during fly-back and triggering the commutating bi-stable circuit. 
The time-intervals between pulses are controlled by the sweep-speed 
of the time-base and the distance the spot has to travel in the 
X-direction before passing behind the mask. Using a suitably 
shaped mask and driving the spot in the Y-direction as well, it is 
possible to produce a sequence of time-intervals of different lengths. 
A transistor time-base circuit was designed to give a maximum 
sweep time of 3 msec when used with a modified Cossor oscilloscope 
with a short persistence screen. The signal from the bi-stable 
was passed through a four-diode gate which was controlled by a low 
frequency astable circuit with a variable mark to space ratio. 
This enabled isolated sounds of variable duration to be produced. 
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Two forn~ of mask were used. One consisted of a set of thin 
metal strips placed edge-on to the face of the tube. These strips 
could be pushed in and out so that with a linear sweep in the y-
direction, any ordering of time-intervals could be arranged. The 
other form of mask was made of cardboard, cut so that its shape 
corresponded to the histogram of the sound to be synthesised (see 
Fig. 2.6). In general the easiest way of altering the order of 
the interv;lls was found to be using a fixed shape of mask and 
varying the form of the Y-driving voltage. 
2.6.1. Preparation of llasks 
The generator was first calibrated by finding the horizontal 
displacements of a mask with a straight vertical edge that would 
give time-intervals of a given length. 
Histograms of various steady-state sounds, twelve vowels 
uttered at constant pitch and the two fricatives lsi and IS I, 
were provided by J .B. Nillar and examined to establish the height 
and position of the majo~ peaks in the distributions. This was not 
very easy for the vowel sound 13/ in particular, because of its 
lack of well defined peaks. Pieces of cardboard were then cut so 
that the position of the vertical edges corresponded to the poSitions 
of the peaks and the lengths of the vertical edges to the relative 
heights of the peaks as in Fig. 2.6. For the histograms that 
contained only one peak, the mask was shaped to allow for the width 
of that peak. 
- 26 -
2.7 Random Excitation 
To see whether a first-order approximation to a clipped speech 
sound bore any perceptual resemblance to the wave from which its 
histogram had been compiled, low-pass filtered noise was connected 
to the Y-plates of the generator. It was found that spurious 
intervals were generated when the spot hit a horizontal edge of the 
mask. To ensure that the spot always travelled horizontally a 
fast-running sawtooth waveform was sampled every time the spot 
disappeared, and applied to the Y-plates (see Fig. 2.7). 
This method produced a raucous whispered quality from the bi-
stable, there being no steady triggering corresponding to the glottal 
frequency. It was very difficult to identify the vowel sounds 
aosolutely, thOUg}l there were distinct differences between some of 
them. III and lui were easily distinguished because III is 
composed mainly of short intervals while Iu./ is composed mainly 
of long ones. The differences were not so well pronounced for 
vowels having less well-defined histograms, particularly the central 
vowels. 
As expected, the fricative sounds /s I and / J I sounded more 
natural than the vowel sounds, because the random method of choosing 
time-intervals is a better model of the way that fricative sounds are 
produced. 
A fuller evaluation of selecting the intervals at random was 
left until a digital computer was available, so that comparisons 
could be made with sounds produced from higher-·order statistical 
MN\ 
Zero-cr 
PuIs 
Zero-crossing 
Pul 
• 
Sample 
and Hold 
4 
sing 
r-
-
--
Pump -
4jt 
I 
,-
Glottal 
Gen. 
-
-
y-Plates 
.. 
Output 
-
-
F~."l..7 Random Excitation 
... y-p: ates 
I Reset Output 
.-
--
-
-
F~~1.'8 Glottal Excitation 
- 27 -
measurements, and non steady-state sounds could also be produced. 
This is described in Chapter 4. 
2.8 Glottal Triggered Excitation 
To obtain a better approximation to voiced sounds, it is 
necessary to choose the intervals in a more deterministic way, and 
to trigger or excite this pattern at regular intervals. This 
simulates more closely the behaviour of the vocal tract when it is 
excited by the vibration of the vocal chords. 
To simulate this behaviour, the output of a linear pump circuit 
was connected to the Y-plates (see Fig. 2.8). Successive pulses 
caused the beam to be moved upwards in equi-spaced steps. Pulses from 
a relaxation oscillator (glottal generator) were used to reset the 
pump circuit at regular intervals and to set the output bi-stable to 
a 'I' state. This ensured that there was an even number of time-
intervals in every glottal period. If this was not done, there was 
a discontinuity in perceived pitch as the glottal generator frequency 
was changed. Gradually increasing the glottal frequency caused the 
last time-interval in every glottal period to grow shorter, until 
it disappeared. If there had been an even number of time-intervals 
in the glottal period before, there were now an odd number, so that 
the phase of the output signal changed every glottal period. Con-
sequently the perceived sound underwent a marked discontinuity when 
the last interval in the glottal period disappeared. 
Resetting the bi-stable every glottal period overcame the 
problem of the phase change, but the change in length of the last 
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interval could still be perceived as the glottal generator frequency 
was changed. If the bi-stable was already in a '1' state at the 
end of a glottal period, the reset pulse would not affect it, so 
that a compound interval was formed from the last interval of one 
glottal period, and the first interval of the next. This was not a 
problem for the synthesis of steady-state sounds as a slight adjustment 
could usually be made in the glottal generator frequency to prevent 
the formation of compound intervals. It was envisaged that for 
non-steady state sounds, however, it would be difficult to ensure 
that compound intervals were not created as the quality of a sound 
changed. 
2.8.1. Selection of Intervals 
Adjustment of various parameters of the generator showed that 
vowel-like sounds could be produced, though the perceptual effects 
were dependent upon the order in which the intervals were selected. 
For example, there was a striking difference between the sequence 
long-short-long-short and the sequence long-long-short-short, though 
they had the same histogram. It was realised that the order in 
which the intervals were chosen was of paramount importance in the 
production of synthetic clipped vowel sounds and should be invest-
igated. A rigorous investigation proved to be impossible in the 
time available. Consider for example, the histogram of the vowel 
III in Fig. 2.4. The heights of the three major peaks of that 
histogram are in the ratio 6:2:3. Suppose that we wish to arrange 
eleven time-intervals to give us the same histogram, then there are 
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11 ~ 
= 4,b~O 
these· eleven intervals can be arranged. Undoubtedly, at least 
one of these arrangements would produce an II I-like sound (the 
arrangement corresponding to the order of the intervals in the 
original utterance of III) and it is possible that other arrangements 
would also produce recognisable approxil:1a.tions to I I I. 
Three ways of reducing the 11arge number of permutations of 
time-intervals were considered:-
1. To postula.te models for the selection of intervals and apply 
these algorithms to producing all the vowel sounds from their 
respective histograms. These algorithms would then have to 
be modified or discarded according to the intelligibility of 
the synthetic vowels. 
2. The number of permutations could be reduced by producing fewer 
intervals in each glottal period. 
3. The first-order statistics contain no information .. bout the 
order in which the intervals occurred in the original utterance, 
so that first-order appro.dmations can produce statiotically 
unlikely combinations of intervals. Second-order statistics 
giving the transition probabilities of one interval following 
another would indicate likely pairs of intervals. The 
measurement of second-order statistics is discussed in Chapter 30 
2.8.1. A Simple Nodel 
A simple model was tried initially. The masks that had been 
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prepared from the histograms had been cut step ,-wise, so that long 
intervals came at the bottom of the mask and short ones at the top. 
When these masks were put into the tinle-interval generator, sounds 
were produced that had long intervals at the beginning of each 
glottal period and short ones at the end. Observation of the 
original clipped waveforms showed that this ordering of the intervals 
was by no means typical of natural vowels. Nevertheless, the model 
was tried to see if it would produce recognisable clipped vowels. 
Host of the sounds that were produced could not be identified 
by the author as vowelt; / u./ however was an exception. These 
findings were confirmed by two other members of the department with 
a similar amount of experience of listening to clipped vowel sounds. 
Narrow-band spectra of these synthetic vowels w~re produced 
and three examples are shown in Fig. 2.9, together with narrow-band 
spectra of the original clipped vowel. In all cases, what can be 
considered as the first formant in the synthetic vowel corresponds 
closely in frequency to the first formant in the original clipped 
vowel. For / t / and /'tle/ however, that is where the similarity 
ends. The remaining peaks in the spectra of the synthetic vowels 
do not correspond in frequency with those in the spectra of the 
clipped vowels. The spectral forms for both versions of /u../ are, 
however, very similar. 
As had been expected, the effect of changing the order of the 
time-intervals had produced a change in the quality of the sound, 
to the extent of destroying the individual vowel colour. Any 
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algorithm that is to be successful for the synthesis of a clipped 
speech wave will have to be designed to minimise the effects of 
alteration of the lengths of time-intervals, otherwise formant-
transitions are not going to be produced realistically. One 
obvious way of accomplishing this is to reduce the number of 
intervals that are produced in each glottal period. 
2.8.2. Reduction in the Number of Time-Intervals 
It would have been possible to adjust the time-interval 
generator so that it produced only a few time-intervals at the 
beginning of each glottal period. However, a Devices Digitimer 
was used instead, as it enabled individual time-interVals to be 
adjusted quickly and accurately. 
The Digitimer is a counter-timer designed to provide a 
programme of timed impulses repeating at regular intervals. The 
period length and spacing of four pulses are independently variable 
in steps of 0.1 msec. Gating circuits are provided that enable 
a wide variety of square and pulse waveforms to be generated. 
The counting and logic circuits were interconnected using the 
patch-board provided, to produce a repetitive sequence of four 
time-intervals. The lengths of the first three intervals could be 
adjusted independently; the length of the fourth interval was the 
difference between the length of the glottal period and the sum 
of the first three intervals. 
The Digitimer was adjusted to produce each vowel in turn. The 
intervals were chosen to produce histograms as similar to the original 
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histograQs 9S possible. As there were only three intervals to 
adjust, the similarity between the original and synthetic histograms 
was rath~r poor. The order of the time-intervals was arranged to 
produce sounds most like the original clipped vowels. The 
synthetic vowels (500 msec in duration) were recorded in random 
order and played on two occasions to the author and two members of 
the department engaged in speech research. 
On average five vowels out of the twelve were recognised 
correctly. 11Je.1 and lu.I were always identified correctly; I i.. I, 
II I, I E I and Ivl on four out of the six presentations. The rest 
of the vowels, centre and back vowels, were each recognised once or 
twice only. 
Although this was only a preliminary experiment with a small 
number of subjects, the results were encouraging. They indicated 
that recognisable clipped vowels could be synthesised from information 
about the peaks in the time-interval histograms. Furthermore, they 
indicated that only a few intervals were necessary to produce a 
recognisable sound. This latter point is significant as it means 
that the 'end of glottal period effects' described in Section 2.8 
. . 
when a complete glottal period is produced can be avoided by not 
producing complete glottal periods of time-intervals. 
2.9 Conclusion 
There are two levels of speech synthesis from time-interval 
statistics. The first is the synthesis of steady-state sounds. 
Although sustained steady-state sounds are unnatural, the production 
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of realistic steady-state sounds indicates that relevant information 
has been preserved in the statistics. The second level is the 
production of non steady-state speech sounds from time-interval 
statisticso Using the apparatus described in this chapter, it 
was not possible to produce any such sounds. 
The method of selecting intervals at random was found to be 
suitable for the synthesis of fricative sounds and unsuitable for 
voiced sounds o Encouraging results were obtained when a sequence 
of a few intervals was repeated at a steady rate. The order of the 
time-intervals within a glottal period was found to be an important 
factor in determining the vowel quality of a synthetic vowel o Thus 
in order to produce a realistic vowel sound, the time-intervals have 
to be selected in an appropriate order. This shows the major 
difference between the control of a formant synthesiser and one 
producing a sequence of time-intervals. Adjustments to the parameters 
of a formant synthesiser are made in parallel. In time-interval 
synthesis there is only one parameter to control,(the length of 
the time-interval), so that the order in which the intervals are 
selected is all important. The major problem that has to be solved 
in time-interval synthesis is the development of an automatic method 
of selecting the intervals to produce realistic sounds. 
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CHAPl'ER 3 
3.1 Introduction 
In 1948 Shannon (56) showed that better approximations to the 
English language could be generated using higher-order statistics of 
the symbols (words or letters). By exploiting the informational 
redundancy in this way, uncommon sequences of symbols were less 
likely to occur than in the first-order approximation. Shannon 
used two techniques to generate his approximations. The first 
relied on pub1ish~d tables of word, letter, digram and trigram 
frequencies. In the second technique (57) he used the implicit 
knowledge of the statistics of the language possessed by English-
speaking persons. Both of these techniques are unsuitable for 
generating higher-order approximations to a clipped speech waveform. 
The rate at which time-intervals occur is too great for humans to 
possess an inbuilt knowledge. If tables of digram frequencies were 
to exist, they would reflect the characteristics of the voice or 
voices used to compile them (22). 
In this chapter, apparatus is described for the real-time 
display of the digram frequencies of time-intervals ~~~~~ 
speech, and its application to the synthesis of a clipped speech 
waveform is discussed. 
3.2 Second-Order Statistics 
The simplest way of taking account of the structural information 
of successive intervals is to consider the set of transition prob-
abilities Pi(tj) that a time-interval of length ti is followed by a 
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time-interval tj' where i and j range over the whole set of intervals 
to be considered. AIl. eql.uvalent specification is the set of digram 
probabilities petit tj) i.e. the frequency of occurrence of the pair 
They are related formally by :-
"'" :. L p tt~ t J ) = 1. 
i.,J= '1 
where P(ti) is the probability that an interval of length ti will 
occur. 
Without a digital computer the task is a formidable one, for if 
the time-interval space is divided into n quanta, the corresponding 
2 digram space has n elements (22). 
3.2.1. Form of the Digram Display 
Professor D.h. ~acKay (41) suggested an analogue solution to 
this problem, whereby zero-crossing pulses caused the two preceding 
intervals to be displayed at right angles on a cathode-ray tube. 
Analogue voltages proportional to adjacent time-intervals are 
plotted in the A and Y directions, and accumulated spot brightness 
is used to represent frequency of occurrence. (cp. Kay Sonagraph 
where the energy within a given frequency band is represented by the 
intensi ty of marking the paper). A similar technique has been used 
by Fetz and Gerstein (18) to investigate the intervals between 
neurone pulses. 
The first system to be developed employed a parallel time-base 
system (see Fig. 3.1). Delayed zero-crossing pulses were used to 
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reset and clamp two time-bases alternately, the two time-bases being 
run in anti-ph.se so that one zero-crossing pulse would reset one 
time-base and clamp the other. The zero-crossing pulse was used to 
brighten the spot before one of the time-bases was reset. Hecause 
of the dead-time associated with the pulse-producing circuitry, the 
displays had a distinctly syooetrical appearance. For voiced 
sounds there should be an even number of zero-crossings per glottal 
period (50). If two zero-crossing pulses come within the dead-time 
of the circuitry, the second zero-crossing pulse goes undetected, 
so that there are an odd number of intervals in that period. This 
causes subsequent points on the display to be plotted with the axes 
interchanged. This could have been overcome by ensuring that very 
short time-intervals did not occur, but there were more fundamental 
deficiencies in the system. 
Consider the simple repetitive sequence of time-intervals shown 
in Fig. 3.3(a). Depending upon which of the time-intervals is 
chosen as the first one, the display could have either of the forms 
shown in Fig. 3.3 (b) or (c). l':oreover, if the same pattern of 
time-intervals is encountered in the reverse direction, identical 
patterns are obtained. This arises because the display is plotting 
even-numbered time-intervals against odd-numbered ones (numbering the 
Consequently the display is dependent upon 
which interval is chosen as the first one, and is independent of the 
direction in which the pattern is examined. 
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Although this form of display contains sequential information 
about the time-interval pattern, it was considered unsuitable for 
providing sequential information for use by the time-interval 
generator, because of the uncertainty about the absolute relationship 
between the intervals. 
3.2.2. Analogue Shift Register 
In order to overcome the disadvantages of the parallel time-
base system, it is necessary to use a Shift-register technique whereby 
the first interval of every pair is always plotted in the ,same 
direction. 
Consider voltages proportional to tn and tn+1 (the nth and 
and n+lth time-intervals) to be stored on capacitors Cx and Cy 
respectively (see Fig. 3.4). In order to shift the information when 
the next zero-crossing pulse arrives, Sx must close to allow ex to 
take up the voltage on Cy before 5y closes to allow Cy to take up a 
voltage proportional to tn+2' the next time-interval in the sequence. 
In this way, the first time-interval of a pair is always represented 
by the voltage on ex, and any symmetry in the resultant display is 
a property of the signal (42). The first-order information can 
be recovered by projecting the points of the display onto either axis. 
Considerable effort was devoted to devising simple circuitry 
which would propagate the switching information from right to left, 
while the stored information is transferred from left to right. The 
final form of the circuit is shown in Fig. 3.6. TransistorsT3 and 
T4 comprise a sample and hold Circuit (Fig. 3.5) and constitute a 
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switched emitter-follower (37). ~le impedence gain from input to 
output for the silicon transistors used is of the order of 10,000. 
R6 is adjustable to compensate for the difference in voltage drop 
across the base-emitter junction of T3 and the diode Dl when they 
are both conducting. When Vg is held slightly above earth potential, 
T3, T4 and Dl are all reverse-biased presenting high impedence to 
both input and output. When Vg is made negative, T3, T4 and Dl 
conduct and the voltage on the input is transferred to the output. 
Negative-going pulses representing zero-crossings enter at A, 
the trailing edge turning Tl off for a time determined by Rl and Cl 
Thus a delayed version of the input pulse is produced at 
the collector of Tl and drives both the delay circuit of the next 
stage and the sample/hold circuit, via the emitter-follower T2. 
The voltage on the preceding stage is therefore transferred onto 
C2 before the preceding stage itself takes up a new voltage. 
Delayed pulses from A.S.R.l (Fig. 3.2) are used to reset a simple 
time-base circuit and brighten the display. The usual form of time-
base employed was logarithmic, so that the whole range of speech 
sounds could be displayed equally well. 
3.2.3. Performance of the Digram Display 
The complete system (Fig. 3.2) was tested using a sequence of 
time-intervals produced by the time-interval generator, and was 
found to be accurate to better than lo;~. It was subsequently tested 
using a computer-generated pattern that produced all points in a 
16 tJy 16 array. The accuracy was then found to be 3~~ of a full 
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scale deflection corresponding to a 3m$~sweep. LickJ.ider (36) 
showed that the intelligibility of differentiated and clipped speech 
fell from 96~~ to 91% when the quantising rate of the clipped signal 
was decreased from 20 to 10 kiloquants per second. Thus an error 
of l~in the measurement of time-intervals has a marginal effect 
on intelligibility. An error of 10gus~ in 3msec represents a 3~~ 
error so that the performance of the display was considered adequate 
for the display of speech time-intervals. 
3.3 Results obtained with the Display 
When used "on-line" the display proved to be a sensitive 
indicator of tongue and lip movements, and characteristic patterns 
were observed on the screen. The real time nature of the display 
meant that the effects of variation of speech parameters (e.g. vowel 
quality and pitch) could be examined and evaluated rapidly. 
Some examples of typical digrams are shown in Figures 3.7, 3.8, 
The digrams in these photographs were not obtained 
using the circuitry just described because of the difficulty of 
placing axes in the correct positions on the photographs. They were 
obtained using a general purpose computer (see next chapter). Two 
output registers were loaded with numbers corresponding to adjacent 
time-intervals. The registers drove digital to analogue convertors, 
the outputs of which were used to produce A and Y deflections on an 
oscilloscope. The computer was programmed to draw the axes as well. 
The time-base used was linear, and unless specified otherwise, the 
length of the axes corresponds to 3 msec. 
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3.3.1. Vowel Sounds 
Figures 3.7 and 3.8 show digrams obtained for the set of twelve 
vowel sounds that were used in the experiments to be described in 
Chapters 4 and 5. Fig. 3.7 relates to clipped vowels, Fig. 3.8 
to differentiated and clipped vowels. 
3.3.2. Normal Vowels 
One of the most strikiug features is the similarity between the 
digrams of adjacent vowels, particularly those in the central region. 
The vowels have been arranged to correspond fairly well to their 
positions in the Fl/F2 plane, so the similarity between adjacent 
vowels indicates the dependence of the 'time-intervals upon the first 
two formant frequencies. I t I and lu.I both show the presence of 
long-long pairings of intervals, but the high second formant .trequency 
(2100 Hz) of I L I causes the short-short pairing not present in 1u./. 
Passing from I i. I to 1?1e1 (n increasing, F2 decreasing) the well 
spaced pattern of I l. I is progressively contracted to produce the 
compact digram of Iz/. Similarly passing from lui to IDI there is 
a movement of the major points towards the axes, corresponding to an 
increasing first formant frequency. 
All the vowels show definite clusters of points corresponding 
to repetitive triggering of the same zero-crossing pattern. Small 
amounts of noise or small perturbations in the glottal frequency cause 
changes in the zero-crossing pattern. Such perturbations are res-
ponsible for the four diffuse areas on the digram of lui. When the 
waveform of lULl was examined, it was found that there were usually 
I~I Iu./ 
III /v/ 
/;.)/ 
Ia.t J :!) / 
Rg . 3 ·7 Digrams of Vowel Sounds 
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six intervals in every glottal period. Occasionally, however, 
lobes of the second formant would cause extra zero-crossings giving 
rise to the four diffuse areas on the digram. This phenomenon was 
also observed with other vowels, but the effect on the digram was 
·not so readily noticed. 
\fuere the formants were falrly close together, e.g. /0/ 
(Fl = 550, F2 = 850), the original waveform showed "beat-like" 
modUlations of the amplitude at a rate corresponding to the difference 
between the two formant frequencies. This kind of phenomenon has 
been reported by Dudley (13). Slight changes in the glottal frequency 
or one of the formant frequencies, or noise, can radically affect the 
zero-crossing patterns where the amplitude is low. In thiR way the 
digram of /0/ shows many scattered points, as well as several well-
defined ones. 
3.3.3 Differentiated Vowels 
The diagrams of a complete set of differentiated vowels (speaker 
H.J.U. - 500 msec duration) are shown in Fig. 3.8. Differentiation 
of the waveform prior to clipping emphasises the higher formants, so 
that the digrams are dominated by intervals corresponding to the 
second and higher formants, whereas the digrams of flat speech are 
dominated by the first formant. Differentiation also emphasises 
high-frequency noise (as opposed to hum). This will have the effect 
of pairing characteristic intervals with short noise intervals, 
producing points in lines parallel to and close to the axes. 
Ii.I /u../ 
II/ J a I Ivl 
lEI 
/IRJ /0.1 /0/ 
Digrams of Differentiated Vowel Sounds 
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The general degree of correspondence between the second formant 
frequency and the position of the major points on the digrams can be 
seen in Fig. 3.8. 
Another feature is· the greater degree of symmetry of the digrams 
about the line X=Y. 
3.3.4 Variations with Glottal Frequency 
In discussing whether formant information can be reliably obtained 
from time-interval histograms, it can be shown that even for a closely 
controlled source, such as a formant synthesiser the first-order 
statistics are very dependent upon the fundamental pitch of the 
signal (see Appendix I). The digram with its greater information 
content is more sensitive to such variations. Two examples are shown 
in Fig. 3.9. The vowels shown are 101 and lu.I (duration 500 msec -
speaker J.B.M.) the glottal periods being 8, 6.5 and 5 msec reading 
from left to right. 
The major points in the digrams of the three examples of 101 
fall in similar areas of the display. The less intense points, 
however, have a different distribution according to the glottal fre-
quency. This suggests that there are some intervals which remain 
more or less constant for variations in pitch, and others, particularly 
near the end of the glottal period that are very sensitive to the 
variations in pitch. This point will be discussed later in this 
chapter and in Chapter 5. 
The low first and second formant frequencies of lu.I ensure that 
the time-intervals between zero-crossings of the wave are fairly long. 
jX)/ s ..... s J:cl b.5 .... S l'Dj S,",S 
mS 
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This in turn means that there are not many time-intervals ill 
every glottal period. The digram of these intervals is therefore 
co posed of a few well- defined points . The damping of the first 
formant is such that its amplitude does not decay appreciably from 
the oeginning to the end of the glottal period. vollsequently 
there are very few short intervals that will be affected oy perturbations 
of the waveform , with the result that Changes in pitch will cause 
movements of the major points of the digram. This is seen in the 
1m-fer part of Fig . 3. 9. Although the vowel quality was maintained 
as cOllst~lt as possiole , the effect of changing the pitch of the 
voice has ~aused appreciable changes in the digram pattern. For 
the lowest pitch siA distinct points are Observed. As the pitch is 
increased, the !.lumber of intervals in the glottal period falls to 
four . further increase in pitch causes no change ill the !.lillllOer of 
intervals, uut the pairing of the is altered. fourth utterance 
of /~/ by the same speaker is seen in the bottom right-hand corner 
of Fig . 3.10. Although only three points are represented. on this 
digram, the long- long point is in fact a double point , i.e. the sequence 
is three long intervals occurring together followed by a shorter 
interval . 
3. 3. 5 Speaker to Speaker Variations 
Two examples are shown in Fig. 3.10 for the vowels / ~ / and / u./ . 
Reading from left to right , the glottal periods of the three speakers 
are 9.5, 8 and 6 msec . 
There is very little difference to be observed between the three 
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utterances of I L I. The digra:ns all show pairings of short wi th 
short and short with long. Only in the case of the speaker with 
the lowest pitch is there any absence of a steady long-long pairing. 
There are marked differences between the digrruns of lULl however. 
This is to be expected in view of the gross differences between 
four utterances of the sound by the same speaker. 
3.4 Limitations of the Display 
As the digram display was a sensitive real-time indicator of 
articulatory movements, it was considered worthwhile to investigate 
the usefulness of the display as a viSUal display of speech for the 
deaf. It is not the object of this thesis to evaluate the usefulness 
of the digram display as a tool for speech analysis per se or as a 
visual display of speech (43,45). !'ievertheless, it is worthwhile 
examining some features of the display inasmuch that they show the 
limitations of time-interval analysis of speech. It is important 
to consider these limitations as they may influence the way in which 
the statistics are used for speech synthesis. 
Using the display "on-line", some vowels revealed very steady 
patterns, others were subject to more variation. In general. speakers 
with high pitches voices produced steadier displays of steady vowel 
sounds than speakers with lower pitched voices. Examination of the 
speech and clipped speech waveforms showed that the time-interval 
pattern was least steady in those regions where the amplitude of the 
speech was low. This generally occurred at the end of each glottal 
period, but not invariably so. The damping of the formants is such 
that for speakers with low pitched voices, there is an appreciable 
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length of time at the end of a glottal period where the amplitude of 
the wave is low. Consequently, slight changes in pitch, or the 
presence of noise can cause quite severe changes in the time-interval 
pattern. tlecause of the clipping process, the digram display attaches 
equal weight to the intervals irrespective of how reliable they may be • 
• oreover, there was a lot of information displayed so that it 
was not always easy to follow the movements of the major points on 
the display. It was felt that it would be advisable to reduce the 
number of points displayed and increase the reliability of those 
remaining. 
Several methods exist for suppressing or altering the time-
interval patterns in the regions where the speech wave is of low 
amplitude . 
In his classic experi~~ts on the intelligibility of clipped 
speech Licklider (35) used a high frequency bias to suppress clipped 
noise in the silences oetween words . By adjusting the oias level 
so that it determined the time- intervals during noise , and choosing 
the frequency of the bias to be above the upper limit of hearing , 
his subjects he~rd nothing during the inter- word sile!lces . A similar 
method was used oy Tanaka and Okamoto (62) . If this method were used 
with the digram display many very short intervals would be generated 
where the speech amplitude was low , so that these points would be 
displayed in lines close to and parallel to the axes . 
Davenport (9) used a low freque!lcy ( 20 Hz) square wave oias 
which carried the speech wave first positive and then negative with 
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respect to the zero-~is . This is equivalent to clipping the wave 
away fron the zero- ClJcis and would certainly suppress clipped noise 
during silence. However , eAtra zero- crossings would occur where the 
bias wave crossed the ~is , and moving the clipped level away from 
zero does llOt prevent the generation of spurious intervals where the 
\.,rave crosses the new clipping axis . 
~ezdel (3) employed a trigger circuit with a controlled amount 
of hysteresis , so that a zero- crossing was signalled ouly wheIl the 
waveform came out of the threshold region. His threshold levels 
were presumably chosen only to eliminate noise during the absence 
of a signal . It \'Ias considered that to remove the effects of small 
perturoations of the waveform, the threshold levels would have to oe 
set so far from the zero ~s that the zero- crossings would uO louger 
be accurately recorded . 
3 . 4 . 1 ~llplitude - modulated Digram Display 
A solutiou proposed by -l . M. Taylor was to utilise the ilLforlllatio.u. 
discarded in the clipping process , by modulating the spot brightness 
';lith a voltage propor tional to the peak to peak amplitude of the waveform 
during the intervals currently being displayed . Fig. 3 . 11 shows the 
principle of operation. This method has the advantage that the time-
interval pattern is accurately preserved , time- interval pairs occurring 
where the speech amplitude is greater being given greater weighting 
than those occurring where the speech amplitude is less . 
Fig. 3 . 12 shows a block diagram of how the idea was implemented. 
(This work was done in collaboration with J . B. 'd.llar) . Analogue 
I I 
t x 1 .~ 
y z 
--
~ f4- Time-ASR 2 ASR ~ base 
~ ~ 
-
~ Clip 
, 
.. 
, I' 
+ve -ve 
,r 
.. Diff. 
- Amp. 
--
Gate ~ 
-
Spee c h 
Ft5 . .3 . .i2.. Block Diagram of Ampli tU .}e-modulated Ligram Display 
- 47 -
shift register stages are used to store the outputs of two peak-
picking circuits , measuring positive and negative peak amplitudes . 
These are fed into a differential amplifier which produces a voltage 
proportional to the peak to peak value o This vol tage is sampled by 
delayed zero- crossing pulses to produce pulses of height proportional 
to the peak to peak amplitude of the waveform during the intervals 
currently being displayed. 
3 . 4. 2 Results 
Figures 3.13 and 3.14 show the effects of amplitude- modulation 
on the digrams of twelve vowel sounds . The time- base used was 
logarithmic , the length of the axes corresponds to 3 mSQc. The 
photographs were taken with an exposure time of 500 msec ; the axes 
v/ere added afterwards . 
Fig . 3 . 13 displays the vowels without amplitude- modulation , 
Fig. 3.14 displays the same VO\'1els with amplitude- modulation. The 
levels of the speech sounds were adjusted so that maximum voltage 
pulses were just obtained on the largest peak to peak values of the 
waveform. 
The most striking effect of the amplitude- modulation is the 
removal of many scattered points on the digrams . This is particularly 
noticeable for the central vowels . Amplitude modulation has little 
effect on l u i ; there is little change in the amplitude of the first 
for ant during a glottal period (for speaker . J .U. ) . Amplitude-
modulation has, however , removed points in the digram of I i., I corresponding 
to the short- intervals , although these are a fairly steady feature of 
III /u.j 
II/ Iv} 
I" I 
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la./ 
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of the digram of I t/. (For this reason, this display was not 
considered suitable for derivlllg second-order information for clipped 
speech synthesis). 
Used as a real-time display, the amplitude-modulation considerably 
reduced the number of points displayed, and indicated syllabic changes 
in a far clearer way. For example, any words containing stop sounds 
were characterised by oright bursts of light near the origin. 
both the original digram display and amplitude-modulated digram 
display are still oeing evaluated within the Department of Uomnunication 
as visual displays of speech. 
3.5 Application to Ulipped Speech Synthesis 
One of the reasons for developing the digram display had been 
to derive inforfuation about the second-order statistics of clipped 
speech so that more information could be incorporated into the control of 
the time-interval generator. This would reduce the very large nWllI:)er 
of permutations of intervals. 
For waveforms producing very simple digrams (e.g. Fig. 3.3c) 
it is possible to recreate the original waveform unamoiguously in the 
same way that it is possible to do so from a histogram which has only 
one occupied bin. Such cases are trivial, however, when compared 
with the synthesis of sounds from the digrams of real speech. 
Two proolems were encountered when the photographs of digrams 
were analysed with a view to synthesising a clipped speech wave. 
It was not easy to measure the relative importance of points on the 
display oecause of the limited ranGe of contrast available with the 
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photographic paper. Secondly, for SOllie vowels the points formed 
continuous bands on the photographs. This could oe overcome to a 
certain eAtent by reducing the eAposure time of the photographs. 
Having estaolished the important features, it was necessary to 
programme the time-interval generator accordingly. As the time-
interval geuerator was essentially a first-order machine, the second-
order constrain$had to be incorporated either oy altering the wask 
shape or the voltage driving the spot in the Y-directiou. Without 
comple. functiou geuerators it \-/as 1l0t possiole to choose intervals 
raudornly according to the digram structure. 
For the production of vowel sounds, the pulses from the generator 
were also used to drive the digram display, so that it was possible to 
choose the L!tervals to give sirrdlar digrams to the original utterance. 
Altering the length of one interval uy moving the adjustable mask, 
however, caused the movement of two points on the digram display, 
corresponding to the pairing of the interval ceing ~hanged with the 
intervals immediately preceding and following it. 
!>ecause of the difficulties of m::.king al,;~urate weasurements on 
the digraCls and syntheSiSing signals ou a microscopec level, no serious 
attempts were made at producLlg vowel sounds according to secoud-order 
statistics. Usiug these techniques it was difficult to see how a 
successful alsorithm could be devised and tested that would enable 
all the vowel sounds to be synthesised from their digr~n information. 
A partial solution would have been to construct a generator that 
worked directly from digram information. Such a generator could have 
- 50 -
been of a similar form to the time-interval generator but utilising 
a different kind of mask. The mask envisaged would cover the whole 
of the face of the cathode-ray tube, having holes made in it corres-
ponding to the brightest pOints on a digram. By means of analOGUe 
shift-register stages it would be possible to produce an X-deflection 
proportional to the last interval and to arrange for a sweep in the 
Y-direction to choose the next one. 
The complexity of a generator operating on these principles 
did not in itself prevent the construction of such a device, but 
rather it was felt that the production of speech-like sounds at such 
a microscopic level could best be undertaken with the aid of an 
on-line digital computer which was shortly to become available. 
3.6 Conclusion 
The usefulness of the display for providing information for 
generating a clipped speech wave was not as gre~t as originally hoped, 
owing to the limitations in recording the digram results and in the 
control of the time-interval generator. The characteristic patterns 
obtained for the vowel sounds suggested that significant improvements 
would be made to synthetic clipped vowels when second-order information 
was used in their synthesis. nle display has shown the degree of 
variability to be found in the statistics and has helped the author to 
obtain a better understanding of some of the problems of time-interval 
analysis of speech. It is hoped that the amplitude-modulated digram 
display will overcome some of the shortCOmings of the original display. 
Extensive testing will be necessary to evaluate its usefulness as a 
visual display of speech. 
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CHAPl'ER 4 
4.1 Introduction 
The synthesis of a clipped speech wave involves the processing of 
large amounts of data, particularly when second-order statistics are 
considered. The computation of yet higher-order statistics and the 
synthesis of speech sounds from them was not directly possible without 
the construction of specialised apparatus. It was felt that a more 
powevful technique was required to process and synthesise clipped 
speech, particularly if non steady-state sounds were to be consideredo 
It was shown earlier that the process of infinite clipping could be 
regarded as a transformation of the speech signal from an analogue to 
a digital form. The arrival of on-line digital computing facilities 
within the department meant that the qualitltatiTe ~ork described so 
far could be re-examined more quantitatively and extended further to 
include higher-order statisticso 
Modifications and improvements to the existing apparatus were 
necessary in order to interface it to the computero These are described 
in the first part of this chapter, together with the automated system 
that was developed in the Department of Communication for obtaining 
subjects' responses to psychophysical stimuli. The synthesis of 
vowel sounds from first, second and third-order time-interval statistics, 
and the subjective results obtained are described later in the chapter. 
The method is extended to non steady-state speech sounds, and the 
information rate requirements for such a system are discussed. 
4. 2 Apparatus 
4. 2. 1 The COUiputer 
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The computer was a Digital Equipmeut Uorporation PDP 8 with two 
memory fields , each field co.utaiLLiug 4 , 096 10catiOllS. The cycle-time 
of the computer memory was l .~sec so that it was fast enough to handle 
the input and output of speech data without introducing significant 
quantizing errors . A standard interface was provided that enabled 
direct connections to be made to the computer . This interface was 
utilised for the transfer of time- interval data to and from the computer. 
Additional input/output facilities were provided , the most important 
of these for the present work being two 12 bit registers , OIle of which 
could be loaded and read by the computer , the other one being an output 
register only. Direct connection \'las possible to these registers and 
they were used for measuring the fundamental period of the incoming 
speech, and for gati.L1g the synthetic speech on output . 
used for producing digram displays. 
4 . 2 . 2 Analysis System 
They were also 
A block diagram showing how the zero- crossing pulses were derived 
from the speech wave is shown in Fig. 4. 10 The incoming speech wave 
passes through the processor (see Section 4. 2. 4) iuto the clipping 
amplifier. This is sUbstantially the same circuit as that descrioed 
previously (Section 2. 4), except that a Schmitt trigger circuit was 
used as the fiual stage to produce COL$tant rise and fall- times . The 
clipped speech was gated by a control signal derived from the origiual 
speech wave in the speech- operated gate (S . O. G. ) . Pulses were produced 
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at every zero-crossing oy the tilue-iuterval filter (T. I.F.) which 
preve.u.ted tiwe-i.utervals shorter than. 3~sec being trans!ilitted (see 
Section 4.2.7). A simple fuudallle.u.tal pitch e .... tractor was incorporated 
in the system; its operation is eAplailled wore fully in Sectio.u. 4.2.5. 
4.203 Synthesis System 
The original plan had been to use the digital computer to perform 
the statistical analysis of the clipped speech and then produce control 
signals for the time-interval generator according to different synthesis 
algorithms. The purpose of the time-interval generator, however, is 
to produce pulses defining time-intervals. As computer routines had 
to be written to measure the time-intervals occurring in real speech, 
it was considered more straightforward to modify these routines so that 
they could also produce correctly spaced pulses. In this way the 
cathode-ray tube part of the time-interval generator was no longer 
required and the computer was interfaced directly to the bi-stable. 
A block diagram of the Synthesis System used is shown in Fig. 4.2. 
Computer input/output pulses were used to trigger the bi-stable, 
whose output was passed through a four diode gate. The four diode gate 
was controlled by another bi-stable that was either set or cleared by 
the most significant bit of a 12 bit output register on the computer. 
For producing glottal-triggered sounds, the bi-stable was always set 
to a '1' state whenever the gate was opened so that the correct phase 
relationships could be maintained (see Section 2.8). The signal which 
came out of the gate could be in one of three states, +1, -1, or O. 
The alteration of the apparatus so that the Signal had this form, was 
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considered necessary for producing glottal-gated speech sounds. The 
reasons are discussed more fully in Chapter 5. 
4.2.4 Processor 
A block diagram showing the operation of the processor is shown 
in Fig. 4.3. The first stage consists of a long-tailed pair 
amplifier, either output of which could be selected. This was in-
corporated so that the correct phase relationship of the speech could 
be maintained (see Section 4.2.5 on pitch eAtractor). The buffer 
stage was designed to match a variable high-pass/l ow-pass filter which 
was used for some eAperiments. Switching was employed around the 
operational amplifier so that it could be used an an integrator or 
differentia tor as well as a straight-through amplifier. The time-
constants for the integration (IO-3sec ) and differentiation (IO-4sec ) 
were chosen to ensure that none of the emphasised speech signals were 
clipped before passing into the cli9ping amplifier. It was necessary 
to take this precaution oecause of the a.c. coupling used within the 
clipping amplifier. 
4.2.5 Pitch Extractor 
A block diagram of the pitch-extractor is shown in Fig. 4.4. 
It works by detecting the large voltage excursions which occur at the 
beginning of each glottal period and is similar to the pitch e4tractor 
described by Gold (23) and more recently oy Thomas (63). A fast-
acting automatic gain cOlltrol (Hullard circuit modified to give iI. 
response time of around 20msec) was used to ensure that the trigger 
circuit was always fed with a constant amplitude signal. When the 
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threshold was eAceeded, the trigger circuit fired, causing the mono-
stable to oe triggered. This in turn caused one oit of a register 
within the computer to De cleared. The 'on' or refractory period of 
the mono-stable was 3.5n~ec so that the oit in the register was not 
cleared every time the threshold level was e~ceeded. 
The circuit worked satisfactorily for glottal frequencies up to 
250 Hz, even for waveforms of vowels like /~/ where there was little 
damping of the waveform within a glottal period. Additional software 
checks were provided to minimise faulty operation of the pitch e~tractor. 
4.2.6 Speech-operated Gate 
In the earlier experiwents using the UAT computer, it was not 
possiole to control accurately the length of the analysis time. So 
that non steady-state sounds could be studied, it was decided to control 
the analysis-time by computer program. To ensure that only speech 
sounds were analysed oy the computer, and for eAperiments where the speech 
did not need to go into the computer, it was necessary to design some 
gating circuitry. There were sufficient gain and noise in the amplifier 
for it to produce clipped noise at its output even when the input 
termiuals were shorted, so it was decided to utilise the digital nature 
of the clipped speech signal and use a digital AND gate for controlling it. 
A block diagram of the speech-operated gate (S.O.G.) is shown in 
Fig. 4.5. The illcowing speech siglla1 was rectified, amplified and 
integrated, the output of the integrator being fed into a Schluitt trigger 
circuit. The output of the Schmitt was a '1' whellever the incoming 
signal exceeded the threshold (which could De adjusted). The delay 
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between the application of the signal and the triggering of the 
Schmitt was depende.l~t upon the setting of the threshold control and 
the amplitude of the sigual. For a typical setting (so that the 
circuit was not triggered oy tape uoise) the delay was estiwated to 
be around 3Omsec. There were two ways in whi~h the clipped spee~h 
signal could be gated by a control signal in the AND gate. 
1. The output of the Schmitt could be used directly. 
2. The Schmitt output could be used to trigger a mono-stable of 
adjustable pulse-length (0.2 sec to 1 sec) after a delay of 0.25 sec 
using the output of the variable mono-stable as an input to the 
AND gate. 
This latter arrangement was particularly useful when the Language 
r-:a.ster was used (see Section 4.2.8). 
4.2.7 Time-Interval Filter (T.I.F.) 
The time-interval filter was designed to prevent two zero-crossing 
pulses occurring closer together than 39Psec - the time required by 
the computer program to store the last time-interval and check that the 
computer store had not overflowed with speech data. Without T. I.F., 
if two zero-crossing pulses occurred within 3~sec of one another the 
. 
second pulse would go undetected by the computer. For a voiced sound, 
this meant an odd number of time-intervals in that glottal period, so 
that the next glottal period would be out of phase with respect to the 
previous one. This change of phase could be detected perceptually and 
occurred more often with differentiated speech because of the high frequency 
emphasis. If it occurred often enough it tended to destroy the colour 
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of a clipped vowel sound , ma~g human recognition of the vowel 
difficult . 
The principle of operation of T. I .F . is shown in Fig. 4.6. The 
rising and falling edges of the clipped speech waveform trigger a mono-
stable . After a delay of 3~sec (pulse- width of the mono- stable) the 
clipped speech wave and the bi-stable are both sampled to see if they 
are in the same s ta te . If they are in different states (S =0 , B = 1 
or S = 1 , B = 0), a pulse is applied to the bi- stable to cause it to 
change state . If the clipped speech had changed phase twice during 
the 30fsec , both the clipped speech and the bi- stable would be in the 
same state and no pulse would be applied to the bi- stable . In this 
way, the output of the bi- stable is phase- locked to the clipped speech, 
except that it lags 3~ec behind and cannot change state more than 
once in 3~ec . The rising edges of the two outputs of the bi- stable 
trigger a mono- stable (pulse length ~sec) and these pulses are used 
as input to the computer . 
The removal of all time- intervals shorter than 30jJsec did not 
appear to have any deleterious effect on the intelligibility of clipped 
or differentiated and clipped speech. In as much as it prevented 
unwanted phase-changes (when the clipped speech was converted to a 
pulse form and then back to a rectangular form) it improved the quality. 
4.2. 8 Language Haster 
The sounds which were to be analysed were either recorded directly 
or transferred onto Language l"aster cards . The Hell and Howell 
Language aster is a machine primarily intended for use in language 
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laboratories , but was found to be eAtremely useful in speech research , 
inspite of some technical shortcomings . Essentially, it is a tape 
recorder , eAcept that the tape is cut into short lengths and mounted 
on s mall cards . Instead of the usual tape guides , there is a slot 
which takes the cards . Pushing the card into the slot depresses a 
micro- switch which turns the amplifier and motor on. The replay/ 
record head is directly opposite the capstan. This fact and the 
voltage surge in the output circuit when the card is pushed in make 
the signal recorded at the beginning of the card unreliable . For 
this reason a delay of 250 msec was Quilt into the speech- operated 
gate for use with the Language aster. 
The frequency response of the achiue is not good either. It 
is shown in Appendix 2, and is deficient at both low and high frequencies . 
The response for microphone recording is not sUbstantially different . 
The time- interval patterns are mainly determined by the dominant 
frequency components (see AppendiA I and earlier analysis) and for 
vowel sounds , these fall in the range 200Hz to 2. 5 KHz , so that use 
of the Language ~mster would llot De eApected to affect the time- interval 
patterns much . Ainsworth (2) used a similar machine to measure the 
intelligibility of various trausforms of clipped speech. Where his 
work overlapped that of Licklider ' s , the results were in fairly good 
agreement . This suggests that the use of the Language Master does not 
have a deleterious effect on the perception of clipped speech. 
It was decided that the convenience of oei~Lg aule to replay souuds 
in any order by shuffling the cards , outweighed the technical short-
co~s of the machine , and the Language j'Jaster was used throughout 
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in the analysis and preparation of all the sounds used in the 
listening tests . 
4. 2. 9 Cowputer Input/Output Routines 
The flow charts for these IOutines are showli in Figures 4. 7 and 
4. 8 , and are largely self eAplanatory. One or two details however , 
need e~planation . 
Input Routine (Fig. 4. 7) 
The time-intervals were measured by the computer using the 
Program Interrupt facility . \~enever the Program I nterrupt is 
enabled , a change in level on the Program Iuterrupt (P . I . ) lu!e 
causes the program to transfer control to the oottom of the lower 
memory field . The routine startulg there was made responsible for 
storing the value of the last time- i nterval, checking that the memory 
had not overflowed and initiat~lg the measurement of the next tiroe-
interval. The measurement of the time- interval was a counting operation ~ 
the co~ter being incremented every 6p sec . \~en the counter over-
flowed , after an interval of 24 msec , this was interpreted as the end 
of the speech data. Earlier work had shown that the longest time-
intervals that could be expected were of the order of 4msec , so that 
an absence of zero- crossing pulses for 24 msec was a good indication 
that the speech operated gate had turned off . (The instructions ION 
and IOF refer to the enabling and disenabling of the P. I ., so that 
zero- crossing pulses were handled during the measurement routine only) . 
Before the intervals were stored in memory (one word was utilised 
for each time- interval) Bit 0 of I/O Register 12 was ' OR ' ed with the 
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time-interval . This bit was eAamined in subsequent operations to 
eAtract the fundamental pitch. 
Output Routine (Fig. 4. 8) 
This is essentially the converse of the measurement routine . 
Successive intervals were fetched from the store and examined to see 
if they were zero. A value of zero signified that there was no more 
time- interval data to follow . The interval was loaded into I/O 
Register 30 so that the gate controlling the output signal could be 
set accordingly. Then , using the same counting method as the 
measurement routine , the interval was counted down to zero , when an 
output pulse was generated. 
4.3 Choice of Speech Sounds 
The earlier experiments ,'lith the time- interval generator had in-
dicated that voiced sounds were going to be the most difficult t o 
synthesise . It was decided to concentrate in the first instance on 
the synthesis of the twelve isolated vowel sounds used previously. 
Observation of histograms and digrams of vowel sounds (see Section 
3. 3. 4) showed that there were quite distinct differ ences oetween 
different utterances of the same sound oy the same speaker . A con-
trioutory factor to this was the variation in fundamental pitch . To 
minimise the effects of these variations thus making it possiole to make 
valid comparisons oetween different methods of synthesiS , a standard 
set of vowel sounds was recorded and used for all the experiments . The 
recordings were made by the author in the following way. 
A fundamental frequeucy of 120Hz was chosen as oeing typical of 
- 61 -
the author's llor al speaking voice . 120Hz sine wave was played into 
headphones worn oy the author \.;hile he articulated the twelve vO\-/els in 
iso1atiou. They were recorded on a TrUVOA R42 Tape re~order with a 
SUbstantially flat frequency response from 100Hz to 14KHz and suosequently 
transferred to Language rwzter Cards . by producing the sounds in this 
way , it was possiole to ensure that all the vowels had the same fundamental 
frequency, and that the fundamental frequency remained fairly constant 
throughout the length of the recording. The sounds were produced oy 
referring to the / h / --/ d/ \'Iords listed iu Appendix 30 
4. 3 . 1 ~ature of Stimuli 
It was found that the Language l·aster was not suitable for re-
cordiug clipped speech sounds, oecause of its limited frequency response . 
All stimuli for use in listening tests were re~orded either directly 
from the Language MaSter or froill the computer onto a TruvoA R42 Tape 
recorder. The oll-axis response of the tape re~order and its loudspeaker 
(electrical re~ording at 7~ illches per second) is shown in Fig. A2. l 
(A.ppendi .... 2), and is substantially free from any pronounced oumps or 
dips in the range 150Hz to 5KHz. 
A complete experiment consisted of up to ten groups of sounds , 
each group containing twelve vowels , and each vowel being presented 
once within each group. By shuffling the Language JaSter cards , it 
was possible to arrange the vowels in a different order in each group, 
so that subjects were not able to learn the order in which the sounds 
\'Iere presented. The usual arrangement of the groups within an experiment 
was of the form , B, C, D, ,D, ,B, , \ihere A. was a control gr oup and B, 
C and D were three methods of synthesis or type of distortion. 
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Each vowel sound lasted 500 msec. This duration was chosen because 
it was found to provide a sufficiently long signal for subjects to 
judge without being unnaturally longo Laver (31) used a slightly 
shorter duration (400 msec) in his study of phoneticians' consistency 
in identifying vowel soundso Ahmend and Fatechand (1) found the 
intelligibility of differentiated and clipped vowels decreased when the 
duration of the vowel was made less than i20mseco The most likely 
effect of the 500 msec duration was to change short vowels into long 
ones with similar acoustic properties (see Section 5.6). 
The four diode gate that was used for controlling the length of 
the stimuli introduced no clicks on switching, but was turned on and 
off abruptly. No overall amplitude modulation was applied to the 
stimulio No attempt was made to smooth the clipped speech output 
eithero The sharpness of the edges was limited by the high-frequency 
response of the tape recorder's loudspeaker. 
4.3.2 Listening Tests 
In view of the large number of experiments that were needed to 
evaluate the intelligibility of the synthetic vowels, and the large 
amount of data associated with each experiment, it was decided to automate 
as much as possible the collection and analysis of data from listening 
tests. 
A system was designed and built within the department that would 
handle up to twelve YES-NO responses from twelve subjects. The system 
was interfaced to the computer so that 'on-line' modifications of 
stimuli could be performed. For the experiments described in this 
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thesis however, the apparatus was not used in this mode. The computer 
was used to collect the data from the twelve switch boxes and process 
it to leave it in a suitable form for further analysis. Each subject 
had in front of him a row of twelve toggle switches. Underneath each 
switch was a label defining a vowel sound by means of an /h/--/d/ 
word. The words were in the same order as in the list in.Appendi~ 3 
with HEED at the left hand and and THE at the right hand end. 
It was not possible to supply each subject with a pair of head-
phones, so that the experiments had to be conducted using the loud-
speaker of the tape recorder. The experiments were conducted in a 
room which was not ideal acoustically. It measured 20 ft. by 10 ft. 
by 11 ft., with one of the long walls being a sliding wooden partition. 
As the room had not been treated with any sound-absorbing material, 
it was acoustically 'live', and this probably contributed to the fact 
that the sound pressure level at the places in the room where the 
subjects sat was constant within 6dB. Because of the relatively 
small volume of the room, it was thought that the reverberation would 
not affect the intelligibility appreciably. 
4.303 Listening Test Procedure 
The subjects were given instructions of the following nature. 
"In front of you are twelve words, associated with each of these 
is a switch. The twelve words each define a vowel sound. I want 
you to identify the sound you hear with the vowel in one of the words 
and then push the appropriate switch down. 
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Please try and make a decision, however difficult that might be. 
If you find the task completely impossible push none of the switches 
down. When you have made your decision please remove your hands from 
the switches, so that I can judge when everyone is ready to continue o 
I will then push a button and this light will flash. This is a signal 
for you to return your switches to the up position. Failure to return 
a switch will cause the light to continue flashing, and the computer 
will read in no more data. The experiment cannot continue until all 
the switches have been returned to their up position". 
No conscious attempt was made to force the subjects into making a 
quick decision, though some subjects reported that they felt the 
atmosphere was tense. 
twenty-five minutes. 
A typical experiment lasted between twenty and 
4.4. Time Quantisation of Clipped Speech 
Using the computer, it was hoped that the analysis and synthesis 
could be extended to third-order or trigram statistics. As the most 
convenient form of storing the statistical information was to use one 
computer word for each element of the statistical array, the maximum 
size of an array was 4,096 words. (One memory field was used to 
store the array, the other field contained the program and time-interval 
data). If one memory field were used for a trigram in this way, the 
time-intervals would have to be quantised into sixteen divisions. The 
earlier experiments using the CAT computer employed quantisation of 
100 ;usec or less, but examination of the histograms of vowel sounds of 
several speakers showed that time-intervals up to 3msec in length were 
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likely to occur. Thus thirty lOOJUsec quanta would be required, and this 
could not be accommodated within the computero 
Before coarser quantisation was utilised in the analysis-synthesis 
system, it was necessary to see if coarser quantisation could be applied 
to the original cipped vowels. The experimenmof Licklider (36) and 
Tanaka and Okamoto (62) suggest that the vowel sounds could tolerate 
coarser quantisation than the consonant sounds and still be recognised. 
It was most unlikely that synthetic vowels prepared using 300 fsec 
quantisation would be recognisable if the original clipped vowels 
quantised at 300 fsec were not recognisable. 
The investigation of the effects of quantisation was only necessary 
for the clipped vowels, and not for the differentiated and clipped 
vowels. Examination of the histograms of differentiated and clipped 
vowels of several speakers showed that very few time-intervals longer 
than 1.6 msec occurred, so that 100 )'sec bins could be used. Lick-
lider (36) had shown that this quantisation hardly affected the 
intelligibility. 
4.401 Method of Quantisation 
There are two ways of classifying the intervals into categories 
or binS, synchronously or asynchronously. 
In the synchronous method, each interval is measured from the last 
zero-crossing pulse and classified accordingly. In the asynchronous 
method "zero-crossings" can only occur at specified points in time 
determined by a free-running clock. As the "zero-crossings" can only 
occur at the next clock pulse after their actual occurrence, an error 
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in the classification of the interval can occur dependin~ upon the 
relative timing of the clock pulses and the zero-crossing pulses. 
This would have the effect of broadening the peaks of a histo~am of 
a vowel sound. For this reason, and because it was easier to implement, 
all the· quantisation of time-intervals was done synchronously. In as 
much as all the time-intervals were measured using a 6fsec counting 
routine which was scaled down from the computer1s internal 1.~sec clock, 
the measurewents can be said to be asynchronous. The maximum error in 
the measurement of a time-interval cannot exceed ~sec however, and this 
is small in comparison to the quantisation used in the compilation of 
the statistics. 
A computer program was written to perform the synchronous 
quantisation of time-intervals. Once a time-interval had been 
categorised, the program replaced that interval by one of length half-
way between its bin limits. Suppose that the quantisation was lO0,J£ec 
and that a particular interval was 56~ec long. It would be replaced 
by an interval 550~sec long. 
4.4.2 Experiment 1 
It was decided to find the effects of quantisation in the range 
o to 50'tsec, so a tape was prepared of the twelve clipped vowel 
sounds quantised at 0» 100, 200, 300, 400 and 500.~ec. The subjects 
for this experiment were five members of the department who had had 
some previous experience of listening to clipped vowel sounds. 
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4.403 Results 
The results of the experiment are shown in Fig. 4.9. The 
turnover point in the curve appears to be in the region of 250 fsec. 
It was decided that 200 fsec quantisation could be employed for the 
analysis and synthesis of clipped vowel sounds, in the knowledge that 
200 fsec quantisation did not affect the ability of subjects to rec-
ognise the vowels o 
4.404 Non-linear Quantisation 
As the speech was quantised synchronously after the intervals had 
been measured and stored, it was possible to use a non-linear scale 
for the classification of the time-intervals. The 200 fsec linear 
quantisation used for the undifferentiated speech was two coarse for 
fricative sounds; it was impossible to distinguish between them. A 
scale to accommodate both voiced and unvoiced sounds would need finer 
resolution for shorter intervals, and coarser resolution for the 
longer intervals if only sixteen categories were to be employed. 
Moreover, it was possible that the different classification of the 
intervals might lead to more economical storage of the statistics 
(see Section 4.7). 
A commonly used scale in psycho-acoustics employs one third 
octave bands, so it was decided to use such a logarithmic scale in 
place of the linear one, and to investigate its effect upon the 
recognition of clipped vowels. 
4.405 Experiments 2 and 3 
Two tapes were prepared to find the effects of this logarithmic 
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quantisation on clipped, and differentiated and clipped vowels. The 
first tape compared clipped vowels with no quantisation, 200~sec linear 
quantisation and logarithmic quantisation. The second tape compared 
differentiated and clipped vowels with no quantisation, lOOjUsec linear 
quantisation, and two forms of logarithmic quantisation. The 
difference between the two forms of logarithmic quantisation was the 
time-scale over which they operated. One was a logarithmic scale 
for the range 200jJsec to 3.2msec (log low), and the other for the 
range 100jJsec to 1.6msec (log high). 
The subjects were ten unpaid undergraduates of the University, 
with no previous experience of listening to clipped vowels. 
4.4.6 Results 
The results of the two experiments are shown in the following 
tables. 
Natural 
Clipped 
20Cfsec linear 
Logari thmic 
Table 401 
Clipped 
lOOfsec linear 
Log (low) 
Log (high) 
Table 4.2 
?6 Correct 
56 
43 
24 
24 
3 
Correct 
33 
37 
46 
43 
Experiment 2 
Clipped Vowels 
Experiment 3 
Differentiated 
Clipped Vowels 
and 
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4.4.7 Discussion 
Experiment 2 
The results of this experiment and those of experiment 1 show 
that 200;usec linear quantisation makes little difference to the 
recognition of clipped vowels, although the absolute level of 
performance of the inexperienced subjects is only half that of the 
more experienced ones. The results for the individual subjects were 
examined to see if there was any evidence of learning by the subjects 
during the experiment. As many subjects' scores were found to 
decrease as increase for the repetition of the same quantisation 
within the experiment. The SUbjects responded more quickly as the 
experiment continued, but this was not reflected in their scores. 
(see Section 5.6.1 for further discussion of learning effects). 
The results for logarithmic quantisation are strikingly poor. 
Only 2~~ of the vowels were put into their correct Fl and F2 categories 
(see Section 4.5.4 for a fuller explanation) by the subjects compared 
to over 500~ for the linear quantisation. This suggests that the 
quantisation of the intervals longer than lmsec (where the linear and 
logarithmic time-bases have the sarne slope) is too coarse for maintaining 
vowel quality. 
Experiment 3 
The results for this experiment show the reverse trend to those of 
Experiment 2; the logarithmic quantisation produces better results 
than the linear quant1sation, indeed better results than the original 
differentiated and clipped vowels. Examination of the confusion 
matrices for the experiment showed that the increase could be attributed 
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to more correct responses to It I and I~I for the logarithmic 
quantisation. No reason for this increase could be found. Further 
testing would be necessary with more subjects and other speakers' 
voices to see whether the effect is widespread. 
On the basis of these eAperiments, it was decided to use 200JVsec 
linear quantisation for the analysis and synthesis of clipped vowels, 
and logarithmic for differentiated and clipped vowels. Log (high) was 
chosen as it provided better time-interval resolution. 
4.5 The Synthesis of Vowel Sounds 
The experiments with the time-interval generator, selecting 
intervals at random according to their first-order statistics, showed 
that a most unvowel-like sound was produced. This was because there 
was no regular triggering of a sequence of intervals, corresponding to 
glottal excitationo With the apparatus available, it had been im-
possible to eAtend the synthesis to incorporate higher order statistics. 
As the order of the statistics is increased it becomes more possible to 
re-create the original waveform unambiguously. 
For example, a statistical array of order m would be capable of 
storing unambiguously a steady waveform that repeated itself after m 
intervals, because the specification of anyone point in the m-dimensional 
space of the array would require the knowledge of m intervals. It is 
possible, however, for an m-dimensional array to store unambiguously 
information about a waveform that repeats after more than m intervals o 
Consider for eAample, the repetitive sequence of intervals of 
different lengths a, b, c, do The co-ordinates of occupied elements 
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in digram space would be (a,b) (b,c) (c,d) and (d,a). Suppose that 
a synthesis algorithm selected intervals at random according to their 
digram statistics, and that the first interval the algorithm chose was 
one of length b. The algorithm would then search the histogram 
defined by x=b, where x corresponds to the length of the nth time-
interval. (The digram can be considered as a set of histograms of 
intervals following a particular interval (see Section 3.2).) The 
only non-zero element in that histogram would correspond to an 
interval of length c. The algorithm would then search the histogram 
defined by x=c and so on. The resultant sequence of intervals would 
be b, c, d, a recurring, which is the same sequence as the original. 
If the time-intervals are divided into sixteen categories, and a 
repetitive sequence of sixteen different intervals existed, it could 
be represented by a digram of 256 elements, and a random synthesis 
algorithm of the type just described would be capable of re-creating 
the original waveform. If however, two of the intervals in the 
sequence were of the same length, the histogram (in the digram) 
corresponding to that length of interval would have two occupied 
elements. On some occasions therefore, the algorithm would choose 
the shorter interval, on other occasions the longer one, so that the 
original waveform would not be re-created exactly. 
The histograms shown in Fig. 2.4 indicated that several intervals 
of the same length appeared in each glottal period, so that exact re-
creation of the waveform would not be possible without going to an 
order of statistics equal to the number of intervals in the glottal 
period. Moreover, slight variations in the speech parameters can cause 
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marked changes in the zero-crossing pattern from one glottal period 
to the next, making the re-creation of the original wave more difficulto 
The purpose of this investigation, however, is not to re-create 
the original waveform but to see how much statistical information is 
required to produce a recognisable approximation to a speech signal. 
40501 Method of Synthesis 
A computer program was written to perform the kind of synthesis 
described in the previous sectiono Flow charts for the compilation 
and synthesis routines are shown in Figures 4.10 and 4.11 and a more 
detailed flow chart for random synthesis from trigram statistics is 
shown in Fig. 4.12. 
A pseudo-random number routine was used to select the intervals 
randomly from the statistics in the following way. Any element in the 
trigram could be specified by three co-ordinates, called ZBIN, YBIN, 
and XBIN, where ZEIN referred to the first of the intervals of the 
triplet and XBIN to the last. Having established values for ZBIN and 
YBIN using the random number routine, the sixteen bin histogram defined 
by ZBIN and YBIN was examined to see if any of its elements were non-
zero. If all the elements were zero, a new value was chosen for YBIN. 
(after the last value of YBIN had been transferred to ZBIN) and the 
new histogram searched. When a non-zero histogram was found, its 
contents were summed and a new random number generated whose value was 
less than the sum of the contents of the histogram. The contents of 
successive elements of the histogram were summed until they exceeded 
the value of that random number o In this way a bin with a large count 
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was more likely to be selected than one with fewer counts in it. 
An interval of length corresponding to XBIN was stored, and the 
values of Y~IN and ABIN became the values of ZBIN and YBIN respectively 
for the selection of the next interval. (For the digram, only two 
co-ordinates were required so that the updating of the co-ordinates 
was the equation of YBIN to ~IN. For the histogram, the intervals 
were chosen independently of one another so that there was no up-
dating of the co-ordinates after each interval had been selected). 
After 500 msec of intervals had been selected and stored, the 
synthetic sequence was outputted and recorded on the tape recorder. 
The statistics were also compiled over 500 msec. 
Each histogram was checked for zero contents as it was quite 
possible that even after the algorithm had produced several intervals. 
it would come to the point where the compilation routine had finished 
so that there would be no continuity in the statistics o Such points 
will be referred to as 'dead-ends'. In the event of the synthesis 
algorithm arriving at a dead-end, it would update the co-ordinates 
and try again. This meant that if trigram statistics of the synthetic 
wave had been compiled, there would be three points (corresponding to 
this discontinuity) in the synthetic statistics that had not been 
present in the original statistics. As there would typically be over 
five hundred intervals in a 500msec utterance, this discontinuity was 
considered to be relatively unimportanto 
4.502 guality of the Vowels 
There was a noticeable improvement in the difference between the 
4 kHz 
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2 kHz 
1 kHz 
Natural Clipped Histogram Digram Trigram 
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vowels as high-order statistics were used, but all the sounds retained 
an unvoiced quality. The only exception was lu.I synthesised from 
trigram statistics. It was impossible to establish a fundamental 
pitch for this vowel, as there was not a steady repetitive sequence 
of intervals. Nevertheless, the long intervals combined with a 
more definite ordering than histogram or digram synthesis produced, 
gave the impression that the sound was not unvoiced. (For the 
author's /u./ there are only six intervals in a glottal period, 
compared to at least ten for the other vowels. The trigram statistics 
were therefore capable of storing an appreciable part of each glottal 
period that could be .resynthesised unambiguously). 
The improvement in structure of the sounds can be seen in wide-
band sonagrams of laal shown in Fig9 4.13. The sonagram of clipped 
/~/ shows the second formant reduced in amplitude compared to its 
level in the natural utterance. This is not surprising as the 
clipping process will tend to remove the higher frequency components 
of the waveform. The sonagram of the histogram synthesised /~/ shows 
a broad noisy band in the region of the first formant, and faint 
indications of a second formant. As the order of the statistics is 
increased, the first formant band becomes narrower and better structured 
and more distinct signs of a second formant emerge. 
4.5.3 Experiments 4 and 5 
To obtain a more quantitative assessment of the improvement of 
vowel quality with higher order statistics, tapes were prepared of 
histogram, digram and trigram synthesis '. of normal and differentiated 
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vowelso These were played to two groups of subjects. Group I 
were twelve members of a local youth club, aged between thirteen and 
seventeen, with no previous experience. Group II were five members 
of the department with some eAperience of listening to and identifying 
clipped vowel sounds. 
Results 
The results of the eAperiments with the two groups of subjects 
are shown in Fig. 4.14. The lower curves with the error bars (: 1 
standard error) represent the percentage of vowels identified corr-
ectly; the upper curves represent the percentage of vowels class-
ified into their correct first and second formant groups. The 
horizontal lines at the right of each graph represent the subjects' 
scores for the vowels from which the statistics were compiled. 
The grouping of the vowels was employed for three reasons. 
1. The ineAperienced subjects in particular, had great difficulty 
in identifying the synthetic vowels, and they were particularly 
instructed not to be too concerned about preSSing what they thought 
was the correct switch. Their difficulty in performing the task is 
reflected in their comparatively low scores. It was hoped that 
grouping the vowel sounds in the analYSis of the results would give 
a more accurate indication of the subjects' performance o 
2. The comparatively small number of subjects. Two or three 
subjects identifying a sound as /3/ instead of / a / for example, were 
sufficient to change the small number of correct responses. The major 
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difference between 131 and lal in normal speech is that of 
duration, but as all the stimuli were of the same length, this 
clue was missing and confusion arose o It was considered more 
realistic to group the sounds according to their formant frequencies, 
so that the very obvious confusions would be ignored. 
30 The subjects had different accents, depending upon the part 
of the country from which they came, so that there was some dis-
agreement as to how the key words were pronouncedo This would 
obviously affect the number of correct responses. By grouping the 
vowels it was hoped that individual differences due to accents would 
be minimised. 
The second formant grouping was a very broad one and corresponds 
to the phonetic classification front, centre, back. 
FRONT I ~ I, II I, lEI, 1'lS1 
cmT~ 13/,/31, IAI, I~I 
BACK 1'01,/01, lvi, lui 
The vowels were divided into four first formant categories. 
1i.1, lu..I 
II I, I~o/, 1\11 
IE.I, 131, lal, IDI 
IWlI, 1"1, 10.1 
The two groupings were chosen after examination of the confusion 
matrices for clipped, and differentiated and clipped vowelso This is 
discussed more fully in Section 5.6. 
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4.5.6 Discussion 
The scores of the experienced subjects (Group II) improve 
steadily as more statistical information is used in the synthesis 
of the vowels. Indeed, the scores for the trigram synthesised 
vowels are nearly as good as the scores for the clipped vowels from 
which the statistics were derived. 
The performance of the inexperienced subjects (Group I) is low 
in comparison but understandable in view of the difficulty experienced 
by them in performing the tasko The poorer scores obtained with 
the trigram synthesised vowels are probably due to the inadequate 
length of time allowed for the subjects to get used to the experiment. 
The clipped vowels were used as a control, before and after the tests 
with the three types of synthesised vowel. In the first of the control 
groups they identified 9% correctly. They identified 21% correctly in 
the second control group. The trigram sy~thesised vowels followed 
directly after the first control group. As the subjects were completely 
inexperienced in the task, they had been allowed to listen to some 
clipped sounds before the first control group of sounds was played to them. 
It should be noted that these subjects were the only ones to show such 
a marked learning effect, and it could not have been predicted from the 
results of previous experiments using phonetically naive subjects. 
With the exception of the learning effect, all the scores show a 
tendency to increase as the amount of statistical information utilised 
in the synthesis is increased. The scores for the trigram synthesis 
are not much below those for the clipped, and differentiated and clipped 
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vowels from which the statistics were derived. There is probably 
insufficient data for the slopes of the curves to have any real 
significance, except that the experienced subjects showed a greater 
improvement as the amount of information was increased. In all 
cases, better scores were obtained with clipped vowels where the speech 
had been differentiated prior to clipping. This is in agreement 
with the results of Licklider (35) and Ainsworth (2). 
Ainsworth used the monosyllabic words comprising the PB lists (15) 
to measure the intelligibility of clipped speech and found that only 
1.1% of the vowels were misheard. Although the two subjects with 
whom he obtained these results were both present in the group of 
experienced subjects, they were no better than the remainder of the 
experienced subjects in identifying the clipped vowels correctly. 
This reinforces the criticism that the nature of the listening tests 
was rather artificial, and that the task of identifying isolated 
clipped and synthetic vowels sounds was by no means easy. 
40 6 Synthesis of a Phrase 
The recognition of the synthetic vowels was a difficult task, 
especially for the inexperienced subjects. The analysis and synthesis 
of different material such as the PB words would have provided data on 
all types of speech sounds, as well as being a less artificial type of 
stimulus. It was not possible however to use the existing system to 
process the PB words for several reasons. The greatest limitation 
was the size of the computer store, which although it was large enough 
to store some of the words, was not large enough to store all the words 
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which contained fricative sounds. This was particularly so for speech 
that had been differentiated first. Moreover, it was felt that it 
was necessary to introduce some glottal triggering to make voiced 
sounds more realistic before extensive testing of a system on all 
classes of speech sounds. 
The programs were slightly modified, however, so that non steady-
state sounds could be processed. The main modification was to the 
timing routine, so that statistics of intervals were compiled every 
20msec. This was considered to be the longest segment that could 
be used, consistent with retaining information about the lengths of 
silent periods and noise bursts in some stop-like sounds {25, 28)0 
The phrase "Where are you'?" was chosen because it was voiced throughout 
and all the time-intervals could be stored within the computer. 
Perceptually, the quality of the phrase improved with the order 
of statistics used for synthes~, although people who had not heard 
the phrase before were not able to recognise it easily. Broad band 
sonagrams of the three synthetic versions are shown in Fig. 4.15. 
The first formant structure becomes better defined as the order 
of statistics is increased, and approximates well to the first formant 
of the original utterance (see Fig. 2.1). Both digram and trigram 
versions show abrupt discontinuities in the formant pattern of some 
20msec segments, near the end of the digram version~, and one third 
of the way through the trigram version. The phrase was processed 
again, and new spectrograms prepared. Abrupt discontinuities were 
visible in these spectrograms too, except that they occurred in 
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different places. These discontinuities were a feature of all the 
sonagrams examined, though they were not all as marked as the ones 
shown in Figo 4.15. The use of the random algorithm does not preclude 
an unlikely sequence of intervals from being generated that has 
different spectral properties to the sequence of intervals in the 
segments on either side. Owing to the noisy nature of the synthetic 
speech, these discontinuities were not readily perceived. 
An insufficient number of words or phrases were processed to 
make organised listening tests worthwhile. It was obvious from the 
comments and facial expressions of people who heard the synthetic 
phrases that they were not speech-like, let alone intelligible! 
This was attributed mainly to the noisy nature of the signals, quite 
unlike human speech. 
4.7 Information Storage Requirements 
An important factor in considering a system for speech analysis 
and synthesis is the amount of information required to specify the 
results of the analysis. One of the advantages of formant analysis 
and synthesis of speech is that considerably less information is 
required to specify the control parameters for the synthesiser, than 
is required to specify the speech wave itself. A high quality p.e.m. 
speech link requires typically 50,000 bits/sec whereas 4,500 bits/sec 
is all that is required to specify the control parameters for the 
speech synthesiser described by Hames (29)0 
To compare the amounts of information needed to specify the 
original clipped speech wave and the first, second and third order 
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statistics derived from the speech wave, the following analysis-
synthesis system (based on the one described in Section 4.6) was 
considered. 
Suppose that time-interval statistics were compiled over 
20 msec segments and that only one bit was required to specify the 
contents of an element in the statistical arrays, i.e. the elements 
were classified as being either empty or fullo Table 4.3 shows 
the amount of information that would be required to specify the 
contents of every element fifty times a second. 
Histogram 
Digram 
Trigram 
800 bits 
1208 Kbits 
204.8 Kbits 
Table 4.3 
Considering that 5kbits/sec and 10kbits/sec are all that are 
required to specify the clipped, and differentiated and clipped 
signals quantised at 200 ;vsec and 100 jVsec respectively, the only 
saving in bandwidth would be offered by the histogram statistics. 
Although no experiments were conducted to estimate the effect of 
quantising the contents of the elements of the statistical arrays, 
it is thought that five bits would be sufficient, so that the 
histogram information would occupy no more storage space than the 
clipped speech signal. 
The time-interval statistics could be stored more economically 
if only information about the occupied elements was stored. 
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Examination of the digram in quantised form showed that many of the 
256 elements were empty. The following experiment was carried out 
to investigate the number of occupied cells in histograms, digrams 
and trigrams. 
4.7.1 The Number of Occupied Elements 
A computer program was written to compile histogram, digram and 
trigram statistics every 20msec of speech. The number of occupied 
cells in each array was counted, and after three minutes of speech had 
been analysed, the maximum number of occupied elements of each of the 
three arrays was printed out. (The speech was a recording made by 
the author reading from a book). The experiment was performed for 
normal and differentiated speech, the quantisation being 200 fsec 
and lOOJUsec respectively. Although 200 fsec quantisation was too 
coarse to give adequate resolution of fricative sounds, it was used 
to give an indication of the information storage requirements. 
The maximum number of occupied cells in statistical arrays compiled 
over 20msec are shown in Table 404. 
Normal 
Differentiated 
Histogram 
13 
12 
Table 4.4 
Digram 
25 
27 
Trigram 
30 
36 
These results show that transmitting information about all 4,096 
elements in a trigram is clearly unnecessary when less than 40 elements 
are occupied. As Fourcin (22) has shown, gross time-interval statistics 
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are dependent upon a number of factors, notably characteristics of 
the speaker's voice, and the type of material he is reading, 60 that 
the figures quoted above are in no way intended as absolute maximum 
values, but rather as an indication of the maximum numbers likely to 
be achieved. 
The results in Table 4.4 are used to calculate the amount of 
information needed to specify the non-zero elements of the arrays. 
The results are shown in Table 4.5. The equation used was 
where 
H = NAB 
H = Information needed in bits/sec 
N = Number of samples / second = 50 
A = Number of non-zero elements 
B = Number of bits to specify an element = 4 for histogram 
= 8 for digram 
Histogram 
Normal 2.6k 
Differentiated 2.4k 
Table 405 
Digram 
10k 
100 8k 
= 12 for trigram 
Trigram 
20.2k 
2402k 
These results show a considerable saving in the amount of inform-
ation required to specify the trigram statistics, a slight reduction 
for the digram, and an increase for the histogram statistics. Compared 
to the figures of 5kbits/sec and 10kbits/sec though, the histogram 
method is still the only method that is more economical, as long as 
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the contents are specified to no more than 8 or 9 bits accuracy for 
the normal and differentiated forms respectively. 
4.7.2. Distribution of Contents amongst the Occupied Elements 
One way in which the information rate could be reduced is to 
specify only those elements that account for the majority of all the 
contents of the elements. This would amount to a kind of noise re-
jection, i.e. cells with only one count in them would be ignored. 
(The details of a program to do this were never worked out. It was 
considered as a hypothetical way of reducing the amount of information 
to specify the major features of the statistics). 
The program described in Section 4.7.1 was modified to compute 
the distribution of contents amongst the cells. The experiment w~s 
performed with a shorter sample of speech than before. The modifications 
to the program meant that it took longer to perform the calculations, 
and as the speech was only sampled intermittently (enough speech was 
read in to fill one of the memory fields) it was impossible to analyse 
exactly the same signal as before. It was anticipated that the 
different results would be obtained for the maximum number of occupied 
cells because of this. 
4.7.3. Results 
The distributions obtained are shown in Fig. 4.16 for both linear 
and logarithmic quantisation, normal and differentiated speech. 
The curves for the differentiated form are flatter for both the 
linear and logarithmic quantisation. This suggests that the time-
intervals in differentiated and clipped speech are more evenly distributed 
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through the range 0-1.6msec than the intervals in clipped speech are 
through the range 0-3.2msec. The histograms of Fig. 2.4 confirm this; 
the long time scale required for clipped speech is necessary to 
accommodate the longer intervals formed by the higher amplitude low 
frequency components. 
As predicted, the curves yield different results for the maximum 
number of occupied cells and this makes comparison between linear and 
logarithmic quantisation difficult. A better comparison can be made 
by examining the figures for the number of occupied cells that constitute 
80% of the statistics. The information rate required to specify 80% 
of the statistics, allowing one bit for the contents is given in 
Table 4.6. 
Histogram Digram Trigram 
Normal lin 1,000 4,000 6,600 
" 
log 800 3,200 4,800 
Differentiated lin 800 4,000 9,000 
" 
log 1,000 4,400 8,400 
Table 4.6 
8~~ was chosen as being sufficiently far from the top of the 
curve, to be independent of the precise number of occupied cells, yet 
represent a substantial proportion of the statistics. An incomplete 
set of statistics will have more 'dead-ends' (see Section 4.5.1). 
Consequently, the random algorithm will generate more atypical sequences 
of intervals. 
The difference between the channel capacity requirements for the 
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logarithmic and linear quantisation are not very great, except for 
trigram statistics of normal clipped speech, where a 27% reduction in 
the information requirements eould be accomplished using logarithmic 
quantisation. The subjective experiments however, showed that log-
arithmically quantised clipped vowel sounds were not recognisable. 
The distributions shown in Fig. 416. and the substantial savings 
in storage requirements achieved for digram and trigram statistics when 
80% of the statistics are considered suggest that the second and third-
order statistics are ':composeJ(f of several elements containing very 
few counts. 
4.7.4. Discussion 
Although the information requirements have been calculated for a 
limited amount of speech of one speaker only, they serve to indicate 
that except for first-order statistics, clipped speech (with and without 
pre-differentiation) can be stored more economically by suitable quantising 
of the original signal, than it can by storing statistics of the time-
intervals. The most economical way of transmitting the histogram 
information is to specify the contents of all sixteen bins, rather than 
specifying the occupied ones only. 
As stated previously, no system was designed that would calculate 
8oo~ of the time-interval statistics and then synthesise a signal from 
those statistics. Using a random algorithm for syntheSiS, several 
'dead-ends' would be found, unless the statistics were reduced in such 
a way as to preserve the continuity. This problem occurs only for 
statistics of higher order than the first. 
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Conclusion 
The results obtained with the experienced subjects in particular 
show that vowels synthesised from trigram statistics are recognised 
nearly as well as the original clipped vowels. The scores for the 
trigram synthesised vowels show a marked improvement over those 
produced from first-order statistics. 
The sonagrams of the synthetic vowels show that the formant 
structure of the vowels improved as more sequential information was used 
in their synthesis. The sonagrams of the phrase that was synthesised 
show that abrupt discontinuities were generated in the spectral com-
ponents at segment boundaries. Although these discontinuities were 
not heard, their existence suggests that the random algorithm is not 
the best method of using the time-interval statistics. 
As far as the quality of the sounds is concerned, the random 
algorithm is most unsatisfactory as it does not give the impression of 
voiced sounds. As stated earlier (in Section 2.8), a more deterministic 
way of selecting the intervals is required to incorporate the constraint, 
that for a voiced sound, there is a regular repetitive pattern of time-
intervals. 
The information required to specify the time-interval statistics 
is, with the exception of first-order statistics, more than that needed 
to specify the original clipped signal if five bits are used to specify 
the contents of the cells of the array. 
Judged on the grounds of quality, intelligibility and economy of 
specification, this method of using time-interval statistics to produce 
voiced sounds leaves much to be desired. 
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CRAnER 5 
5.1 Introduction 
The method of synthesis described in Chapter 4 had three main 
shortcomings:-
1. The synthesis algorithm was unable to reproduce the glottal 
excitation of the original waveform. 
2. The time-intervals were all weighted equally in the compilation 
of the statistics whether they were reliable or not. 
3. The amount of information required to specify the statistics was 
in most cases greater than that needed for the original wave. 
Attempts to overcome these shortcomings are described in this chapter. 
The amplitude-modulated digram display (see Section 3.4.2) showed 
that if the time-intervals were weighted according to the amplitude 
of the wave, a much clearer display resulted. Although it was not 
possible to perform the same kind of weighting using the computer, a 
gating technique is used to remove intervals where the amplitude is low. 
Some results are presented to show the effect of this operation on the 
perception of real (as opposed to synthetic) clipped vowels o This 
technique is incorporated into the design of two algorithms that produce 
glottal triggering. The more successful of these two algorithms is 
modified to allow the synthesis of words and some preliminary results 
are discussed. 
5.2 Pitch - Synchronous Gating 
One of the disadvantages of time-interval analysis is that the 
zero-crossings in regions where the signal to noise ratio is low are 
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liable to be affected by noise and other perturbations of the signal. 
Several methods for overcoming this have already been discussed in 
Chapter 3. The solution offered there, to improve the digram display, 
was to modulate the intensity of the spots with a signal derived from 
the peak to peak amplitude of the wave during the intervals being 
displayed. This improved the appearance of the digram display, but 
was unsatisfactory for deriving information for speech synthesis. An 
alternative way of removing unreliable intervals was required for use 
with the computer. 
The damping of the formants for most vowel souqds means that the 
wave is of low amplitude at the end of each glottal period, particularly 
if the pitch of the speaker's voice is low. This, coupled with the 
-
effect of the next glottal eXCitation, means that time-intervals near 
the end of the glottal period are likely to change in length. The 
time-intervals formed by low amplitude parts of the wave are by no 
means confined to the end of each glottal period, but it was generally 
observed that the intervals near the end of a glottal period were more 
variable than those in the earlier part. The effects of the removal 
of these intervals (pitch-synchronous gating) on the digram statistics, 
and the perception of clipped vowel sounds are described below. 
5.201 Method of Pitch Detection 
A method of fundamental pitch detection was required that would 
indicate the beginning of each glottal period, so that the intervals 
immediately preceding it could be gated out. Although refined 
techniques such as auto-correlation and cepstrum analysis were known 
-~-
to give accurate pitch measurements (48) they would not give indications 
of the beginning if each glottal period, without additional information 
from a peak detecting circuit. As most of the waveforms to be analysed 
were those of sustained vowels, many of the tracking problems usually 
associated with pitch extraction techniques were not encountered. The 
simple level detector circuit described in Section 4.2.5 incorporating 
a fast-acting automatic gain control operated satisfactorily on all the 
vowel waveforms that were used in the listening tests. These included 
lu4where there was very little damping of the first formant, so that 
it was sometimes difficult to estimate the glottal period from the 
oscillOscope trace. Some trouble was experienced in measuring longer 
glottal periods but this was largely overcome by increasing the 'on' 
time of the monostable. 
A phase-change switch was provided in the processor, and this was 
always set so that the level detector fired on a positive air pressure 
level rather than a negative one. (The phasing of all the recording 
equipment used to prepare the Language Master cards was checked to 
ensure that thiswas so). A positive level was chosen because most of 
the waveforms examined started with a positive excursion from zero 
pressure. One of the exceptions to this was the III waveform shown 
in Fig. 5.l.(The performance of the pitch detector was investigated 
with the level detector working on negative levels and was found to 
give less satisfactory performance due to the asymmetry of the speech 
wave). 
Some of the differentiated vowels revealed two envelope maxima 
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during each glottal period. This was probably due to excitation of 
the second and third formants at the opening as well as the closing 
of the vocal chords (27, 46)0 The pitch extractor was arranged to 
work on the unprocessed speech signal so that it did not trigger on 
both these maxima. This meant that the gate always turned on 
slightly earlier in each glottal period when differentiated speech 
was used. 
5.20 2 Method of Pitch-synchronous Gating 
A computer program was written to perform the pitch-synchronous 
gating. It was written in such a way that the gating could have been 
carried out in real time using simple circuitry. The computer was 
used, however, as it enabled different amounts of pitch-synchronous 
gating to be carried out on the same stored time-intervals. This 
was particularly useful for examining the effects of pitch-synchronous 
gating on the digram statistics. 
The pitch extractor fired during the first positive-going excursion 
of the wave in each glottal period. The gate was arranged to turn 
on at the next zero-crossing pulse. (In this way, the first time-
interval of the glottal period was discarded, and the gating introduced 
no shortening of any time-intervals). This zero-crossing pulse was 
also used as the beginning of the glottal period, because it was found 
to be more stable in position than the preceding pulse. 
Having established at what point the gate turns on, there are 
three ways of determining where it should be turned off:-
1) after a certain number of zero-crossings, 
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2) after a certain length of time, 
3) after a certain percentage of the glottal period. 
Some earlier experiments with the Digitimer at producing pitch-
synchronous gated sounds employed the technique of counting zero-
crossings. This was not very satisfactory as small changes in the 
waveform increased or decreased the number of zero-crossings from one 
glottal period to the next. The 'on' time of the gate fluctuated 
accordingly. imparting an additional roughness to the speech. More-
over, it was difficult to make comparisons between the vowels as the 
number of intervals in a glottal period varied considerably from 
vowel to vowelo (Six intervals in /LL/ might occupy the complete 
glottal period, whereas six in /~/ might occupy only 2msec. 
Methods (2) and (3) are merely different ways of specifying the 
length of time for which the gate is held on. After discussions with 
J.B. Millar, it was decided that the pitch-synchronous gating would be 
performed by making the gate switch at the next zero-crossing after a 
pre-determined length of time. This ensured that no intervals were 
effectively changed in length by the action of the gate. This method 
has the advantage over method (1) in that the gate 'on' period is more 
constant in length fro. one glottal period to the next. Using method 
(2) it was only the next zero-crossing after a specified length of 
time that determined when the gate turned off, and not all the previous 
zero-crossings in the glottal periodo 
The clipped speech output was controlled by a four diode gate 
operated by a bi-stable (see Fig. 4.2.). The clipped speech input to 
(a) (c) 
(b ) ( d) 
FLg .S . .t Pitch- synchr onous Gating on /1/ Waveform 
(a) Original Waveform 
(b) Clipped Waveform 
(c) Pitch- synchronous Gated Waveform 
Cd) Gating Waveform 
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+ the gate ran between - 1 volt, so that when the gate was turned off, 
clamping the output at 0 volts, a three level signal was producedo 
This was done so that the amount of speech in each glottal period could 
be more accurately controlled. If the input signal had used 0 volts 
as one of its two levels, the gate could have been turned off with the 
clipped speech already at 0 volts o The effective length of the time- , , , ( 
interval would then have been from when the signal last changed from 
its '1' state to zero, until the instant when the gate opened again. 
With long intervals, this could have introduced a considerable erroro 
Fig. 501 shows typical waveforms obtained. In Fig. 5.l(a) the 
oscilloscope was triggered by the pitch extractor, so that the first 
interval seen in the clipped version (Fig. 5.l(b» is incomplete. 
The gated clipped waveform and gating signal are shownin Fig. 5.l(c) 
and (d). The clipped waveform is the same as the clipped wave in 
Fig. 5.l.(b) except it has been reversed in phase, to be in the same 
phase as the original speech signal. 
5.2.3. Effects of PitCh-synChronous Gating on Digrams 
The digrams of pitch-synchronous gated vowels are shown in Fig.5.2, 
and those of differentiated vowels in Fig. 5.3. The digrams of the 
complete waveform are shown on the left-hand side. The figures under 
the remaining digrams refer to the amount of speech that was included 
in each glottal period for the compilation of the digram. The photo-
graphs relate to 500msec of speech. 
Both figures show that there is very little difference between 
the digrams of the complete waveform and those compiled with 6msec 
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gating. A slight reduction in the blurring of some points is all 
that can be seen. When the gating is reduced to 4msec, quite 
appreciable changes are visible in the digrams. Some of the more 
diffuse points are lost, leaving the digrams with a much cleaner 
appearance. Some of the well-defined points of /3e/ in Fig. 5.3 
are lost as well. By the time the gating is reduced to 2msec, the 
digramshave lost more of their characteristic points. 
A more complete review of the effect of pitch-synchronous gating 
on the time-interval statistics is to be found in J.B. Millar's 
Ph.D. thesis (45). 
The examples shown here, however, are sufficient to indicate that 
pitch-synchronous gating of 4msec does reduce the noisiness of the 
statistics without radically affecting the major features. This 
suggests that pitch-synchronous gating is worth incorporating in the 
analysis procedures to reduce the information storage requirements and 
improve the quality of the vowels synthesised from the statistics. 
5.2.4 The Effect on the Perception of Clipped Vowels 
The digrams of pitch-synchronous gated vowels indicated that the 
time-interval statistics could be improved by pitch-synchronous gating. 
The following experiments were performed to investigate whether the 
perception of the clipped vowels was improved by pitch-synchronous 
gating. 
5.2.5 Experiments 6 and 7 
Two tapes were prepared, one for differentiated and clipped vowels, 
the other for clipped vowels. The amount of pitch-synchronous gating 
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was varied in lmsec steps and eight groups of vowels were ordered as 
follows:- complete, lmsec, 6msec, 3msec, 7msec, 4msec, 5msec, 2msec, 
complete. The subjects for the experiments were nine unpaid under-
graduates with a small amount of experience of listening to clipped 
vowels (two previous experiments). 
5.2.6. Results. 
The results of the two experiments are shown in Fig. 5.4. The 
scores for 8msec are the scores for the complete clipped vowels with 
no pitch-synchronous gating. As expected, all the scores improve 
as the amount of speech within each glottal period is increased. 
The striking feature of both sets of results is the peak in the curves, 
occurring at 7msec for clipped vowels and at 6msec for differentiated 
and clipped vowels. (The peak at 3msec in the Fl grouping curve 
for clipped vowels is thought to be of no significance in view of 
the small number of subjects used.) 
The high frequency emphasis produced by differentiation has 
improved the F2 grouping score but has had very little effect on the 
number heard correctly or the Fl grouping score. 
5.207 Discussion 
The most interesting feature of the results is the lower scores 
that are obtained when there is no pitch-synchronous gating. This 
indicates that the time-intervals near the end of the glottal period 
are in some way atypical of the vowel sound, so that better scores are 
obtained when they are removed. In some preliminary experiments with 
pitch-synchronous gating using the Digitimer the operation of the gate 
100"1.. 
.lJ 40 ~ 
o 
U 20 
1007. 
3 7 • 
Norma l 
N...-I..4J' <-_N".~ ' 
h~o..rcL l%) 
11\.$ -f "'Pitc.h - "J,.,c.h,.ono",~ 
go..tl""~ 
Flo ~"."r''''~ 
, .t f .c..t" . 
FJ. .,r .... r-'t'\~ 
e." ... t" . 
r 1 1 -----+-- ... 1-...... , I-J,,_~ c._ .. ~l!::l 1....t--_~-rr-----1I~-tt--r-- ~ - he.cvd. (%) 
1. 3 
Diff erentia ted 
7 ~ mS of -Pit~ - s'jnc..,",rono,,"s 
~o..tit'\3 
Re sults of Perceptual Experiments with 
Pi tch-synchronous Gated Vowels 
- 96 -
was reversed so that only those intervals near the end of the glottal 
period were heard. The author found that clipped vowels sounds so 
gated had a different vowel quality from those gated in the way 
described previously. The results of the experiments with the 
undergraduate subjects confirm this indirectly. Tanaka and Okamoto 
(62) have found that suppressing the zero-crossings during low 
amplitude parts of the wave by means of a high frequency bias improved 
the intelligibility of clipped Japanese syllables, but published no 
detailed results. 
The peaks in the experimental curves occur for different amounts 
of pitch-synchronous gating depending on whether the speech had been 
differentiated before clipping or not. Examination of the differentiated 
wave forms showed the damping of the ~veformto be greater than for 
the undifferentiated speech. This meant that a greater proportion of 
the wave was of low amplitude and subject to perturbations by noise 
and changes in glottal frequency. This could explain why the peaks 
for the two experiments occur for different amounts of pitch-synchronous 
gating. 
The results also indicate that when only 3 or 4msec of speech at 
the beginning of each glottal period are heard, subjects are able to 
recognise the vowels as well as if the whole Clipped vowel had been 
presented. Narrow band spectra of pitch-synchronous gated clipped 
vowels were prepared; two typical examples are shown in Fig. 5.5. 
In both cases no well defined peaks are seen until 3msec of 
pitch-synchronous gating. As more intervals are included the spectral 
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peaks remain in the same position, though there are signs of some 
inter-modulation components. It was found that the positions of the 
peaks corresponded well to the formant peaks of the original sounds. 
In some cases the shape of the spectral distributions for pitch-
synchronous gated clipped vowels was closer to that of the original 
vowels than the spectrum of the complete clipped vowel was e.g. 7msec 
/3e/. 
David and McDonald (10) reported that when more than 500~ of 
a glottal period of a vocoder output was removed, the speech became 
unintelligible. As they gave no details of the glottal frequency 
and damping of the filters used, it is difficult to compare their 
results with those obtained with isolated clipped vowels. Morozov 
(47) found that the intelligibility of isolated vowels decreased as 
the glottal frequency was increased above 300 Hz. Stover (61) has 
interpreted this as meaning that only 3msec of speech at the beginning 
of each glottal period need be presented to ensure reasonable intell-
igibility of the speech signal. The results with the isolated clipped 
vowels would support this, though more experiments with different 
speakers are needed to show its generality. 
5.3 Implications for Synthesis 
The results of the perceptual experiments with pitch-synchronous 
gating indicate that there are certain time-intervals or groups of 
intervals that can be considered as atypical of the vowel sound. The 
removal of these intervals in the compilation of time-interval statistics 
has two advantages:-
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1) The statistics refer to a more reliable set of intervals so that 
it should be possible to generate more realistic synthetic clipped 
speech using pitch-synchronous gating, particularly if some glottal 
triggering is incorporated in the synthesis of voiced sounds. 
2) The information storage requirements are reduced, as some of the 
atypical intervals have been eliminated o 
The experiments also indicate that there is no need to produce 
complete glottal periods of intervals. This overcomes some of the 
problems outlined in Chapter 2. 
It seems desirable therefore, to incorporate pitch-synchronous 
gating into the routines for the compilation of time-interval statistics 
and the synthesis of a new wave from them. 
5.3.1 Glottal-triggered Algorithm 
The random algorithm described in Section 4.5.1 was a poor model for 
producing voiced sounds from time-interval statistics. Although the 
sounds from which the statistics were compiled were voiced, third-order 
statistics provided insufficient information for the glottal excitation 
to be reproduced. A different statistical model for selecting the time-
intervals was therefore required, which would incorporate glottal 
triggering as part of the algorithm. The perceptual experiments with 
pitch-synchronous gated vowels had shown that recognisable clipped 
vowels could be produced that had only a few time-intervals specified 
within a glottal period. It seemed likely therefore, that incorporating:-
1) some degree of pitch-synchronous gating into both the analysis and 
synthesis parts of the program, and 
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2) some means of glottal triggering or excitation would produce 
more realistic clipped vowel sounds. 
5.3.2 Hethod 
The analysis and synthesis parts of the program described in 
Section 4.5.1 were modified to incorporate pitch-synchronous gating 
and glottal triggering. 
The amount of pitch-synchronous gating was made variable in lmsec 
steps. In the compilation of digram and trigram statistics, the last 
interval that was 'on' in one glottal period was assumed to be followed 
immediately by the first interval of the next glottal period, i.e. the 
'off' intervals were completely ignored. The algorithm was designed 
in this way to prevent 'dead ends' being reached in every glottal period 
even though it brought together intervals which normally did not occur 
next to each other. 
In order to produce glottal triggering, an extra histogram was 
compiled of the first time-interval occurring in all the glottal periods 
examined. The synthesis routine chose the first time-interval of each 
glottal period at random from this histogram. The algorithm then chose 
'on' intervals at random according to the order of statistics being used, 
~til a pre-determined number of milli-seconds of speech had been produced. 
An 'off' interval was then calculated to make the time upto the measured 
glottal period. The first interval of the next glottal period was 
chosen at random from the histogram of first-intervals, and the process 
repeated until 500msec of speech had been produced. In this way, the 
algorithm was triggered regularly around a likely sequence of intervals. 
-~-
5.3.3. Quality of Vowels 
The voiced effects produced by the glottal-triggered synthesis 
algorithm when applied to the set of twelve vowel sounds were not 
very convincing. In general a steady voiced effect was not heard, 
except when only two or three time-intervals were produce~ in a 
glottal period, using digram or trigram statistics o The algorithm 
made little difference to the histogram synthesised vowels except 
when the 'on' period was occupied entirely by the first interval. 
As the length of the 'on' period was increased, the random nature 
of the signal became more apparent, and the one steady interval at 
the beginning of each glottal period was masked. The same was true 
for the vowels synthesised from digram or trigram statistics, except 
that the same two or three intervals were produced at the beginning 
of every glottal periodo 
Because the first interval was not always of the same length and 
classified into the same bin, the following intervals were not always 
the same from one period to the next. It sometimes happened that 
intervals of the same length occurred in different parts of the glottal 
period of the original wave, followed by'intervals of very different 
lengths with the result that the synthetic wave sounded as if it was 
not voiced. Suppose the original sequence had been ABCDADBAC, etc. 
As the algorithm contained a random element, it could just as well 
produce a sequence ABCA as ADBC as ACDA. This effect would be made 
worse if the first interval A was sometimes of length Bo 
The lack of a fundamental pitch was particularly noticeable for 
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the vowels that had been differentiated prior to clipping, as in 
general they had many more time-intervals. 
503.4 Experiment 8 
Only one listenin8. test was carried out with synthetic vowels 
produced by the glottal-triggered algorithm, because of the failure 
of the algorithm to produce a convincing voiced effect. 
A test tape was made to test synthetic vowels produced from 
histogram, digram and trigram statistics with 4msec of intervals in 
each glottal period. 4msec was chosen as Experiments 6 and 7 had 
shown that clipped vowels with 4msec of pitch-synchronous gating were 
as recognisable as the complete clipped vowels. 
The subjects were five unpaid undergraduates who had taken part 
in the previous pitch-synchronous gating experiments. 
5.3.5. Results 
The results of the experiment are shown in Fig. 5.6. The 
horizontal bars at the right refer to the scores the subjects obtained 
with the original clipped vowels. 
The number of sounds recognised correctly falls very slightly as 
the order of the statistics is increased, but this cannot be considered 
significant in view of the small number of subjects. (The results 
for the histogram synthesis show a greater spread, reflecting greater 
uncertainty). The scores for the synthetic vowels fall well below 
the scores for the original clipped vowels, though it should be noted 
that the number of clipped vowels heard correctly was higher than 
~ual. 
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The correct F2 grouping scores improve steadily with the order 
of statistics, but the Fl grouping scores show a slight dip for digram 
synthesis. (Histogram 45%, Digram 42%, Trigram 47%). An insufficient 
number of subjects were used to be able to say whether this dip is 
significant. 
5.3.6. Discussion 
Because of the comparatively high level of performance of the 
subjects with the clipped vowels, the scores for the synthetic vowels 
appear relatively poor. The Fl and F2 grouping scores for synthesis 
are, however. as good as the Fl and F2 grouping scores obtained by 
some of the same subjects for clipped vowels in an earlier experiment. 
(Experiment 6 - pitch-synchronous gating). When this comparison is made, 
it indicates that subjects are able to recognised clipped vowels 
synthesised from third-order statistics as well as they are the clipped 
vowels. This finding is in agreement with the results of Experiment 4. 
The better performance of the subjects with the clipped vowels 
in this experiment is, however, unexplained. Compared to Experiment 4, 
the percentage of vowels identified correctly has risen from 25% to 40%; 
the Fl and F2 grouping scores have risen from 51% and 52% to 55% and 
65% respectively. The Fl and F2 grouping scores have not risen as 
much as the percentage identified correctly. This suggests that the 
effect could be due to the small number of subjects used, although the 
grouping scores are less susceptible to fluctuations caused by similar 
vowels being confused. 
In view of the poor quality of the glottal-triggered sounds. no 
further experiments were carried out using this algorithm. Even 
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though glottal triggering had been introduced, there was insufficient 
sequential information to remove the random nature of the signal. The 
algorithm was modified slightly to reproduce the first glottal period 
it had synthesised, for 500 msec. Successive attempts at synthesis, 
however, produced vowel sounds of different quality due to differences 
in the ordering of time-intervals o 
It is unlikely that any great savings in storage requirements 
would have been found in view of the extra histogram needed to store 
statistics of the first interval in each glottal period. 
5.4 Maximum Algorithm 
The experiments with the random and glottal-triggered algorithms 
had confirmed the earlier finding with the time-interval generator 
of the need for selecting the time-intervals in a more deterministic 
way. The synthesis of clipped vowels using the Digitimer (Section 
2.8.2) had been encouraging in that realistic sounding vowels could 
be produced with only three intervals in a glottal period, if these 
intervals were representative of the peaks of the histogram. The 
peaks of the histogram had been selected by eye, and the intervals 
arranged to produce the most realistic sound. This process would 
have been difficult to implement on the computer without designing a 
algorithm that performed some feature extraction on the statistics. 
The histograms and digrams that are illustrated in Chapters 2 and 3 
show that the form of the statistics varies considerably from vowel to 
vowel making the construction of a general algorithm very complex. 
5.4.1 Method 
A simple algorithm was designed in the following way. The 
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major features of both histograms and digrams were the peaks in the 
distributions. It was likely that the intervals that comprised these 
peaks were important in giving the original clipped vowel sound its 
colouro The maximum algorithm to be described is based on the 
hypothesis that the maximally occurring intervals, or groups of 
intervals occur near the beginning of the glottal period, and the 
less likely ones near the end. The waveforms of clipped vowel sounds 
showed that intervals near the end of a glottal period were more susc-
eptible to noise. If the statistics were compiled over a long enough 
period, these noisy intervals would be spread amongst the cells of the 
statistics and would not produce significant peaks. By selecting 
intervals from the elements with the greatest contents the synthesis 
algorithm will perform some kind of pitch-synchronous gating by 
discriminating against unlikely intervals or groups of intervals. 
The algorithm cannot work by continually cbQoaing an interval 
corresponding to the element with the greatest contents without modifying 
the contents, as it would continually bechriosirigthe same interval or 
groups of intervals. The algorithm therefore works in the reverse way 
to the compilation routine by subtracting a number from each element 
every time it produces an interval corresponding to that element. To 
achieve the correct normalisation, the number subtracted is equal to 
the number of glottal periods examined in compiling the statistics. 
Pitch-synchronous gating is applied to the synthetic clipped vowel, and 
the same intervals are repeated at the glottal rate to produce a steady 
voiced-like sound. 
The flow chart of the maximum algorithm for synthesis from trigram 
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statistics is shown in Fig. 5.7. To determine the first interval 
in the glottal period, the complete array is examined to find the 
element with the greatest contents. The co-ordinates of this element 
(ZEIN, YBIN, XBIN) are calculated and its contents reduced by the 
number of glottal periods of speech analysed. An interval is 
selected according to the value of XBIN and the values of ZBIN and 
YBIN take the previous values of YBIN and XtlIN. To determine the next 
interval the histogram defined by ZBIN and YBIN is examined to find 
the element with the greatest contents. If two elements have the 
same contents, the element corresponding to the longer interval is 
selected. 
The process continues until enough intervals have been produced to 
fill the 'on' period. An interval is chosen to complete the glottal 
period (measured when the original speech was analysed). That 
synthetic sequence of intervals is then repeated until the required 
stimulus length has been exceeded. The length of the synthetic 
utterance is always made as long as the length of time over which the 
statistics were compiled. 
The algorithms for histogram and digram synthesis are correspondingly 
simpler. The three versions of the algorithm were all written so that 
they stopped if they came to a histogram with zero contents, as this was 
an indication that something was wrong o In practice, this never 
occurred for the vowel sounds analysed over 500 msec. When shorter 
analysis times were used, the trigram synthesis routine was the most 
likely to stop (Section 5.5.2). 
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This algorithm was considered to have the following advantages:-
1) It discriminated against unlikely intervals or groups or intervals 
and thus performed a kind of pitch-synchronous gating. 
2) Although all the elements of the statistics were examined to 
determine the element with the greatest contents, the contents of some 
elements were never decreased. (This occurred because less speech was 
synthesised than used to compile the statistics.) As the algorithm 
never selected those elements, they could just as well have been zero. 
This has the effect of reducing the storage requirements without creating 
'dead ends'. For example, the contents of all elements could have been 
reduced by a fixed number or ratio, but this would have produced 'dead 
ends' in the digram or trigram statistics. The maximum algorithm 
effectively accomplishes a reduction without introducing 'dead ends'. 
3) It produces a sound with a steady pitch. 
The maximum algorithm can be thought of as reducing the information 
storage requirements by drawing a new zero-line or threshold across 
the statistics, so that all elements with contents less than this 
threshold are ignored. This threshold arises because the statistics 
are compiled from all the time-intervals occurring, while the synthesis 
algorithm selects intervals for a portion of each glottal period only. 
Thus the elements of the statistical arrays are incremented more than 
they are decremented. This means that the relative contents of 
elements with contents greater than the new zero are altered, e.g. the 
ratio 10:8 is not the same as the ratio 8:6. It was anticipated that 
this alteration in the relative importance of elements would not affect 
the validity of the algorithm greatly. 
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F~ .s .~ Synthetic /1/ Wayeforms produced by Maximum Algorithm 
- J.07 -
The quantisation of the time-intervals clearly haS a pronounced 
effect upon the contents of the elements of the statistical array, 
and this will in turn modify the sound produced by the maximum 
algorithm. Thus logarithmic quantisation wouJ.d result in the broader 
bins having relatively larger contents so that the synthetic vowels 
wouJ.d be dominated by the longer intervals. 
It was impossible to investigate fully the effects of quantisation 
on the synthetic speech, so that the same quantisation that had been 
used previously was used with the maximum algorithm. A particular 
quantisat~on that had not lowered the intelligibility of the original. 
clipped vowels was considered to be the most likely to produce realistic 
synthetic vowels. 
5.4.2 Experiments 9 and 10 
Two experimental tapes were prepared of synthetic clipped vowels 
to compare histogram, digram and trigram synthesis from both normal and 
differentiated clipped vowels. The stimuli were 500msec in length 
as before, with 4msec of time-intervals in each glottal period. The 
subjects were five members of the University teaching staff with no 
previous experience of listening to clipped speech. 
5.4.3 Results 
The results of the two experiments are shown in Fig. 5.9. For the 
undifferentiated speech, the number of vowels identified correctly falls 
as the amount of sequential information is increased. This was mainly 
due to /3/ being heard as / ':) / for the vowels synthesised from trigram 
statistics. /3/ and /::J/ have similar first formant frequencies, so 
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that confusion between them is not unexpected. The other striking 
feature of the results for the undifferentiated vowels is the lack 
of improvement in the Fl and F2 grouping scores as the amount of 
statistical information is increased. 
For the differentiated vowels, there is an improvement in the 
number of vowels identified correctly and the Fl grouping score as 
more sequential time-interval information is included. The F2 
grouping score, however, shows a pronounced peak for synthesis from 
digram statistics. This was due to better recognition of front 
vowels and back vowels. The number of central vowels heard correctly 
was the same for the three methods of synthesis. Both the Fl and F2 
grouping scores for synthesis from trigram statistics are close to the 
Fl and F2 grouping scores obtained with the original differentiated 
and Clipped vowels. The number of trigram synthesised vowels 
identified correctly is, however, greater than the number of differentiated 
and clipped vowels identified correctly. 
It should be noted that these subjects did not recognise diff-
erentiated and clipped vowels as well as the inexperienced subjects in 
Experiments 5 (Fig.4o l4) and 7 (Fig. 5.4). If the average figure for 
the differentiated and clipped vowels recognised correctly is used (30%), 
it will be seen that the score for synthesis from trigram statistics is 
approximately equal to it. 
5. 4•4 Discussion 
Although the experiments were carried out with a small number of 
subjects for only one speaker's voice, the results for the undifferentiated 
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speech show that the sequential information provided by the higher-
order statistics does not make the vowel sounds any more recognisable. 
Moreover, the level of performance for histogram synthesis is almost 
as good as that achieved for the original clipped vowels. The author 
found, however, that his performance with the synthetic vowels was far 
below that he achieved with the original clipped vowels (typically 
three, four and five right out of twelve, for histogram, digram and 
trigram synthesised versions compared to ten or eleven right out of 
twelve for the original clipped vowels.) This confirmed the subjective 
impression that higher order statistics made less difference to the 
vowel quality when the maximum algorithm was used. Using the random 
algorithm, the author's scores were typically three, five and seven 
right out of twelve. 
No formal listening tests were performed using other speakers' 
voices, but similar scores were obtained by the author using sets of 
vowel sounds of two different speakerso 
Examination of the subjects' responses showed that most of the 
synthetic and original clipped vowels (75%) were classified as 131, 
/a/, 1:)1 or 1u./. 13 I was heard for 13/, la I, I AI, and liT/; 
lal for 1?JaI, IAI and 10.1; I~I for 101 and 10/; lu.I for It I 
and lULl. These confusions are all ones that can be explained in terms 
of similar formant frequencies. The confusion between I ~ I and lu.I 
arises because the clipping process discards most of the second formant 
information in I i.. I, leaving an IlL/-like sound. 
The subjects' responses for the differentiated vowels showed a 
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bias towards long vowels except that there were very few confusions 
between / i. / and / u/; / L / was more often confused with / 1/. No 
explanation of the peaks in the F2 grouping curve could be found. 
Further experiments would be necessary to test its significance. 
Indeed more testing is necessary to investigate fully the usefulness 
of the maximum algorithm. 
5.4.5 Information Storage Requirements 
No detailed experiments were carried out to investigate the 
storage requirements for the elements in the arrays actually used by 
the maximum algorithmo It was suggested in Sevtion 5.4.1 that the 
maximum algorithm effectively produced a new zero-line or threshold 
below which all elements were considered to have zero contents. The 
algorithm had therefore extracted some features from the statistics, 
which meant that less information was required to specify them. 
The statistics of the clipped vowel sounds were analysed to 
determine the economy in storage space provided by the maximum algorithm. 
Table 5.1 shows the average number of cells occupied in a 20msec segment 
by all the vowel sounds. 
Number of occupied cells 
before synthesis 
after synthesis 
Histogram Digram Trigram 
9 21 30 
487 
Table 5.1 
The amount of information required to specify this number of bins is 
800, 3,200, and 4,200 bits/second for histogram, digram and trigram 
respectively. 
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These preliminary results indicate that a substantial saving 
in the number of elements that need to be specified for voiced sounds 
can be accomplished by using the maximum algorithm. The figures, 
however, relate to the average number of elements that need specifying 
and were obtained from a very small repertory of speech sounds. If 
continuous speech were analysed, the overall saving would not be as 
great as it would be inappropriate to use the maximum algorithm for 
unvoiced sounds. 
5.5 Synthesis of a Phrase 
The results of the experiments with the maximum algorithm 
indicated that the synthetic vowels were nearly as recognisable as the 
original clipped vowels if the speech was not differentiated before 
clipping. (The author was not able to recognise the synthetic vowels 
as well as the original clipped vowels). Thus one of the objectives 
outlined in Chapter 2 had been achieved for one speaker's voice only. 
Clearly there was a need to extend the method to the analysis and 
synthesis of a whole range of speakers' voices. However, it was felt 
that a system which was only capable of producing isolated vowels was 
a long way short of producing connected speech. 
The computer analysis and synthesis programs were modified to 
allow a preliminary investigation of the synthesis of connected speech 
from time-interval statistics. 
5.5.1 Method 
Fig. 5010 shows a flow chart for the modified system. The maximum 
algorithm was clearly unsuitable for synthesis of unvoiced sounds. 
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Earlier experiments had indicated that realistic fricative sounds 
could be produced using the random algorithm. It was therefore 
necessary to distinguish between voiced and unvoiced sounds. 
Liljencrants (37) has shown that a voiced/unvoiced decision can be 
made fairly reliably by measuring the mean zero-crossing rate. If 
every zero-crossing pulse is considered, a count of more than 3,200 
zero-crossings per second means that the sound is unvoiced. This 
criterion was employed in the computer program to determine which 
synthesis algorithm to use. 
The number of zero-crossings in a 20msec segment was. examined 
to determine if the sound was voiced. If it was, the pitch of the 
voice was measured and the length of the segment increased so that 
it included a whole number of glottal periods. When the time 
interval statistics had been compiled the appropriate algorithm was 
selected and a new time-segment of intervals was generated. The 
process of analysis and synthesis of segments of speech continued until 
all the original speech had been processed. The synthetic version 
was then played. 
5.5.2 Results 
The voiced/unvoiced analysis-synthesis system was first applied 
to the synthesis of isolated vowel sounds. 
Instead of the steady sound that had been produced when the time-
segment was 500msec long the synthetic vowels had a rough irregular 
quality. This effect or warble was present irrespective of whether 
histogram, digram or trigram statistics were used. The effect was 
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more noticeable for those vowels that had a comparatively large 
number of intervals in each glottal period. It was found that the 
warble could be decreased by producing less intervals in each glottal 
period, but only in a few cases, e.g. /UL/, could it be completely 
e1iminatedo Sonagrams of the synthetic vowels showed that the warble 
in the sound was probably due to adjacent time-segments having different 
spectral components. Although the statistics were compiled from 
contiguous segments there was sufficient variation from one segment to 
the next for the maximum algorithm to produce different sequences of 
intervals in adjacent segments. The warble was caused by discontin-
uities at the segment boundaries. If the segmen~were made long, 
e.g. 200msec, the discontinuities at the segment boundaires could be 
heard distinctlyo Shortening the length of the time-segment merely 
increased the pitch of the warble. The shortest that a time segment 
could be made was the length of one glottal period and the warble could 
still be heard. 
l~reover, the synthesis from digram and trigram statistics often 
came to a halt (Section 5.4.1). As there were only a few occupied 
cells in the arrays, and only a percentage of all the cells were 
examined in the selection of each new time-interval, it was possible 
for the routine to encounter a 'dead end'o 
Whilst the warble was noticeable and detracted from the quality 
of the vowel sound, it was not known how important this would be when 
a longer piece of speech was synthesised. The phrase "Where are you?" 
was processed using the VOiced/unvoiced analysis-synthesis system. 
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The quantisation of the speech was made 15~sec so that fricative 
sounds could be produced more realistically. This meant that all 
of the time-intervals in speech greater than 2.4msec in length were 
categorised in one bin. As very few were found in the words analysed, 
this was not considered an important limitation. 4msec of time-intervals 
were produced in each glottal period and the time segment had to be 
increased to 30msec to prevent the routine halting during synthesis 
from digram and trigram statistics. The phrase was played to several 
people, most of whom were able to recognise it eventually. There was 
very little difference between the histogram, digram and trigram 
versions. (The results of Experiment 9 showed that there was little 
difference between the synthetic vowels produced from histogram, digram 
and trigram statistics.) It was impossible to synthesise a differentiated 
form of the phrase to see if sequential time-interval information 
improved the synthetic speech. 
Sonagrams of the histogram, digram and trigram synthesised versions 
were prepared and found to be very similar. The histogram version is 
illustrated in Fig. 511. The general form of the sonagram is similar 
to that of the original clipped utterance except that the Iformant' 
" . 
regions are in a different position and discontinuities in the formants 
can be seen at the time-segment bounda±ies. These discontinuities 
imparted a rough unnatural quality to the speech, making recognition of 
the phrase difficult. The abrupt transitions of the formants from one 
time-segment to the next are most unnatural as they correspond to 
instantaneous changes in position of the articulators, something that 
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cannot happen in real speech. 
For comparison, Fig. 5011 also shows the sonagram of "Where are you?" 
produced by a formant synthesiser (28). The first and second formant 
frequencies were obtained by measuring the number of zero-crossings 
occurring in two filtered bands of the original phrase every 20msec. 
(The band-pass limits were 100 to 900 Hz, 900 Hz to 3KHz). 
Although the unreliability of deriving formant frequencies from 
zero-crossing rate measurements is well known (49, 50, 55, 63) the 
phrase produced by the formant synthesiser was instantly recognised by 
all who heard it. 
the sonagramo 
No abrupt formant transitions can be observed in 
Several isolated words were also synthesised from time-interval 
statistics and proved to be completely unintelligible to people other 
than the authoro For words such as 'Charles' the fricative sounds 
at the beginning and end of the word were detectable, but the voiced 
part in the middle completely defied identification. Low-pass 
filtering of the synthetic speech at 5KHz, helped to improve the 
quality of the speech, but the intelligibility was not improved. 
50503 Discussion 
The discontinuities in the formant regions observed in the sona-
grams of the phrases synthesised from time-interval statistics suggest 
that the statistical model used for synthesis is not good enough. The 
greatest weakness is the failure to track continuous movements of the 
articulators 0 There are also discontinuities in what might be termed 
intermodulation components, e.g. harmonics of the 'formants'. The 
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discontinuities in these too, will be perceptible to a human listener. 
To a certain extent they can be removed by filtering, but the basic 
problem of giving an indication of the positions of the articulators 
remains. 
It is significant that the pitch-synchronous gating and the 
repetition of the same glottal period have been used by Stover (61) 
to accomplish time-domain bandwidth-compression. The major difference 
between his system and the one described here is that he does not 
compile statistics of the time-intervals from which to derive his 
output signal. He claims 70% intelligibility with the modified 
rhyme test for a bandwidth requirement of 1,200 bits/second. Although 
no exhaustive listening tests were performed with the voiced/unvoiced 
analysis-synthesis system, the preliminary experiments carried out by 
the author indicated that the intelligibility of PB words was around 
10%. The inference to be drawn from the comparison is that the 
maximum and random algorithms do not produce a sufficiently good 
approximation to the original clipped speech wave. 
5.6 Perception of Isolated Vowel Sounds 
A large amount of data was obtained on the responses of subjects 
to isolated vowels, both natural and clipped. Confusion matrices are 
shown in Fig. 5.12. The results have been normalised so that the 
separation of the horizontal lines represents 100% correct response. 
The columns represent the perceived vowels, the rows the vowels presented. 
The vowels have been placed in order of descending F2, which means that 
low Fl is associated with the top and bottom of the matrix and high Fl 
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wi th the vowels in the centre (11!Jtl I, I A I and 10../). Thus if vowels 
are confused on the basis of similar first and second formants, 
confusions will form about the diagonal running from top left to 
bottom right. If vowels are confused on the basis of a similar first 
formant only, they will tend to form about a diagonal running from 
the top right to bottom left. 
The confusion matrix for the natural vowels shows the results 
clustering about the similar Fl and F2 diagonal. Most of the 
confusions are explainable in terms of similar formant frequencies. 
For example 10 I was heard mainly as 101. In continuous speech, 
they would be distinguished mainly by their duration. The FI/F2 plot 
of the vowels shown in Fig. A3.l (Appendix 3) shows that the formants 
of lui are very similar to those of I'D I and 10/. The confusion 
matrix shows that it was regularly heard as /-:J/. /'ile./, / AI and 10.1 
have similar formant frequencies and were mostly recognised as /0..1. 
It is interesting that la I was recognised as /0..1 rather than /31 which 
it is more like spectrally. 
The confusion matrix for the clipped vowels shows the distrioutions 
to be broader, indicating greater uncertainty in the classification of 
the vowels. There are also signs of a diagonal running from top 
right to bottom left, indicating that vow~ were confused on the basis 
of a similar first formant. / i. / is a very good example of this. 
The clipping process discards much of the high frequency information by 
converting the speech into a binary signal. The first formant tends to 
dominate the time-interval pattern with the result that a clipped /i . 
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has lost some of its timbre and sounds more like jul. /£./ is 
most commonly recognised as /3/; they have similar first formants. 
/ a / is mostly recognised as /3/. This contrasts with the natural 
vowels where /a / was mostly recognised as /0./. /fli/, / /\/ and /0./ 
are mostly recognised as /eL/. It is interesting to note that the 
perception of /13/ has moved from /0/ towards /0../. /::J/ is rec-
ognised mainly as an / 'J / or /:J /, which have similar firs t formants. 
Similarly for /lS/. /\A/ is mainly recognised correctly with a small 
spread of results amongst the other vowels. 
This analysis indicates that the perception of formants or formant-
like regions is an important factor in the perception of isolated 
clipped vowel sounds. Where the clipping process has discarded inform-
ation, there is a tendency for vowels with a similar Fl to be confusedo 
The confusion matrix for the differentiated and clipped vowels 
is more scattered in nature than that for the natural vowels, but is 
similar to it in that there is a tendency for the peaks to cluster 
about the similar F2 diagonal. The effect of differentiating the 
waveform prior to clipping is to emphasise the high frequency components, 
so that F2 becomes the dominant frequency component of the clipped wave. 
A much greater proportion of the / ~ /' s are heard as front vowels, 
than was the case for the clipped vowelso /./ and / a/are confused 
with /3/ - they have similar second formant frequencies, whilst /1\ / 
is still mainly heard as /0../0 (The second formants of / A/ and /0../ 
were measured to be 1,300 and 1,000 Hz respectively.) /D/ was heard 
mainly as /0./ or / ~/. The three vowels have similar second formant 
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frequencies, though the stimulus length of 500msec probably indicated 
a long vowel /0./ or /~/ rather than /'0/. /v / and / u./ were mainly 
recognised as /0/ - they have similar second formant frequencies. 
(The second formant amplitude of /u/ was so low that when the speech 
was differentiated, the sound was nearly lost in the noise and it was 
when 
difficult to discern any luI-like quality/it was clipped). 
Most of the confusions found for the isolated clipped vowels 
with and without differentiation before clipping indicate the importance 
of the formant concept. Where the clipping has removed information 
about a high frequency component, a vowel is heard as another one with 
a similar first formant. When the speech is differentiated before 
clipping emphasising the high frequency components, confusion, exists 
between vowels with a similar second formant. The apparent domination 
of the time-interval pattern by the strongest formant has already been 
pointed out in Chapter 2. The confusions between vowels with similar 
formants suggests that it is the dominant formants that are retained 
which determine the vowel colour. 
5.6.1 Variation in Results 
Considerable variation was found from one group of subjects to 
another, in the number of clipped vowels they were able to identify 
correctly. To a certain extent this was due to the small number of 
subjects used. (Considerable difficulty was encountered in finding 
subjects who were willing to come more than once or twice. As they 
were unpaid - except for cups of tea and coffee - there was very little 
incentive for them to continue coming to experiments which were both 
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difficult and not very interesting after the initial novelty had 
worn off). 
Licklider (35) had found that his subjects' performance with 
distorted speech improved by a factor of around 50% as the subjects 
became accustomed to the distorted speech. The responses of two 
subjects to successive tests are shown in Fig. 5.13. 
the curves do they show pronounced learning effects. 
In none of 
Although the 
scores do not improve as the subjects become more accustomed to the 
experimental environment, their speed of response was found to increase. 
This was quite noticeable even within five minutes of starting their 
first experiment. 
5.7 Conclusion 
The work described in this chapter has improved the intelligibility 
of both natural and synthetic vowels. Pitch-synchronous gating was 
shown to improve the intelligibility of clipped vowels by removing un-
reliable time-intervals from the latter part of each glottal period. 
The glottal triggered algorithm did not produce a very realistic 
voiced effect. The results showed, however, that vowels synthesised 
from third-order statistics were nearly as recognisable as the vowels 
from which the statistics were derived. This is in agreement with 
the results obtained using the random algorithm. 
When the time-intervals were chosen in a more deterministic way 
there wa~ little improvement in the intelligibility of the normal 
synthetic vowels as the amount of sequential information was increased. 
The vowels synthesised from histogram statistics were nearly as 
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recognisable to naive listeners as the original clipped vowels. If 
the speech was differentiated before clipping,third-order statistical 
information was necessary to bring the scores up to the level of the 
original signal. The preliminary results on the amount of information 
needed to specify the elements used by the algorithm showed a con-
siderable reduction for digram and trigram statistics. Thus for 
isolated steady-state sounds the maximum algorithm was reasonably 
successful. 
It was found to be inadequate for the synthesis of continuous 
speech, because of its inability to track movements of the articulators 
continuously. The discontinuities which had passed unnoticed when the 
random algorithm was applied (because of the noisy nature of the signal) 
were very noticeable when synthesis was executed according to the 
maximum algorithm. Although the maximum algorithm was simple in 
nature, it is difficult to see how it could be improved, since some 
of the discontinuities were found to be caused by the change in length 
of only one interval in the 'on' period. 
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CHAPTER 6 
6.1 Time-Interval Analysis 
Although the work described in this thesis has been mainly 
concerned with the synthesis of speech-like sounds from time-interval 
statistics, one or two points emerge regarding time-interval measure-
ments. 
The reCiprocal time-interval/frequency relationship that holds 
for a simple waveform is no longer valid for complex waveforms such 
as speech, where there are several frequency components in the signal 
being analysed. The peaks in the time-interval histograms do give 
an indication of the formant frequencies, but they are not an accurate 
measure of them. In a recent paper, Scarr (55) has shown that the 
first time-interval after the start of each glottal period of a speech 
wave filtered to remove the second and higher formants does give a 
reliable measure of the first formant frequencyo 
The poor noise immunity of time-interval measurements means that 
time-intervals that are not characteristic of the signal are given an 
equal weighting in the compilation of the statistics with those that 
are. The amplitude-modulated digram display showed that a much clearer 
digram resulted when the time-intervals were weighted according to peak 
to peak amplitude of the waveo A subsequent experiment by P.D. Green 
within the Department of Communication has shown that amplitude-
modulated clipped vowels are slightly more recognisable than ordinary 
clipped vowels. 
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Pitch-synchronous gating which is a less sensitive method of 
suppressing unreliable time-intervals was also found to improve the 
intelligibility of clipped vowels when the time-intervals at the end 
of each glottal period were removed. 
6.2 Synthesis of Steady-5tate Sounds 
The three algorithms that were used for the synthesis of clipped 
speech from time-interval statistics were found to be applicable in 
different ways. 
The random algorithm was not a satisfactory method for the 
production of voiced sounds because it did not incorporate the 
constraint that a sequence of time-intervals should be regularly 
repeated. The results of the listening tests showed that the vowels 
synthesised from trigram statistics were nearly as recognisable as the 
original clipped vowels. This is an interesting finding as the 
synthetic vowels did not have the voiced quality of the original. The 
sonagrams of the vowels synthesised from trigram statistics revealed 
dark bands corresponding to the first and second formants. Although 
no formal listening tests were conducted, fricative sounds retained 
their distinctive quality when the quantisation of the time-intervals 
was made sufficiently fine. The random algorithm represents a better 
approximation to the way fricative sounds are produced than it does to 
voiced sounds. 
The glottal-triggered algorithm was devised to produce more 
realistic voiced sounds. It was found to produce a voiced effect 
for only those vowels with comparatively few time-intervals in each 
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glottal period o As with the random algorithm, there were too many 
time-intervals in the glottal periods of most vowels for the algorithm 
to produce consistently an appreciable part of each glottal period. 
The maximum algorithm was found to be the most successful method 
of producing isolated vowel sounds. The clipped vowels produced 
from histogram statistics were recognised almost as well as the original 
clipped vowels. Where the speech had been differentiated prior to 
clipping, the vowels synthesised from trigram statistics were nearly 
as recognisable as the original differentiated and clipped vowels. 
The common finding obtained with all these synthesis algorithms 
is that third-order statistics are sufficient to produce synthetic 
vowels that are classified almost as well as the clipped vowels from 
which the statistics '~re derivedo 
6.3 Synthesis of Words and Phrases 
When the random algorithm was used to synthesise words and phrases, 
a definite improvement was heard in the quality of the sound as more 
sequential time-interval information was utilised. The words and 
phrases were nevertheless, still unintelligible. The sonagrams of 
the synthetic utterances showed that the synthetic signals had a better 
formant structure as the amount of statistical information used in 
their synthesis was increased. Fairly good continuous formant trans-
itions were observed, and the few discontinuities that were found were 
not heard, as they were masked by the inherently noisy nature of the 
signal. 
Although the maximum algorithm had produced isolated vowel-like 
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sounds that were nearly as recognisable to phonetically naive subjects 
as the original clipped vowels, it did not produce intelligible voiced 
sounds in words and phrases. This was mainly attributed to the dis-
continuities in the signal at the segment boundaries, although sonagrams 
of the synthetic utterances also showed that the formant bands were 
displaced frequency-wise with respect to their positions in the original 
utterance. In view of the ear's sensitivity to changes in an auditory 
signal, it is possible that the perceptual effects of the discontinuities 
could be reduced by the use of finer quantisation of the time-intervalso 
A smaller difference would then exist between intervals representing 
adjacent bins of a histogram. It is more likely, however, that the 
discontinuities are produced by slight changes in the statistics from 
one segment to the next causing a long interval to be chosen in one 
segment and a shorter one in the next segmento This could still arise 
if the maximum algorithm was used with a finer time-interval quantisation, 
as it is a limitation of the algorithm rather than the quantisation. 
In evaluating the synthesis of speech from time-interval statistics, 
it is interesting to examine the work described in a recent paper by 
Stover (61). Although the aim of his work is bandwidth-compression, 
he employs similar techniques to those used in this work. To achieve 
bandwidth-compression, he utilises the redundancy of the speech wave-
form. He discards redundant information in three stages. The first 
stage involves clipping of the speech and quantising at a lOOfsec rate. 
He then employs a pitch-synchronous gating technique to ignore all but 
the first 3msec of a glottal period, and achieves further economy by 
- 126 -
transmitting information about every fifth glottal period. At the 
receiver, the first 3msec of that glottal period is then re-circulated 
at the glottal frequency to produce the output signalo Unvoiced 
sounds are produced by circulating the information at a pseudo-random 
rate. 
There are three major differences between his scheme and the one 
described here. The first is that he is able to transmit information 
at a much slower rate from the transmitter to the receiver than if he 
sent the whole signal. He achieves 70% recognition of words in the 
modified rhyme test with an information rate of 1,200 bits/secondo This 
is in contrast with 800 bits/second required to transmit one bit about 
each element of a histogram every 20msec. 
The second difference is that he employed some amplitude-
modulation of the reconstituted clipped signal at the receiver. Un-
voiced sounds were produced at a lower volume level than voiced sounds, 
and the amplitude of the wave in each glottal period decreased 
exponentially with time. There is very little evidence to show that 
amplitude-modulation of clipped speech improves its intelligibility 
appreciably. Cherry (7) has reported that modulating clipped speech 
with the envelope of the original wave improves the naturalness, but 
has very little effect upon the intelligibility. The experiments of 
Licklider (35) showed that the processing of clipped speech had a much 
smaller effect on the intelligibility than the processing of the original 
wave before clipping. 
The third and most significant difference is that Stover employed 
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direct transmission of certain time-intervals rather than statistical 
approximations. His system (VONAX) was judged to give acceptable 
results. It is tempting to deduce that the poor quality and 
intelligibility of the speech synthesised from time-interval statistics 
is because too much information is discarded in compiling n-gram 
statistics. It was proposed earlier (Section 2.9), however, that the 
major problem' in synthesising clipped speech from time-interval 
statistics was in the development of a suitable algorithm for selecting 
the time-intervals. 
To produce intelligible synthetic speech, the ear has to be 
supplied with a signal comparable in key respects with that from auother 
human being. Both of the algorithms evidently lacked some of the key 
features required. The random algorithm produced a very noisy signal, 
and the maximum algorithm did not given an impression of continuous 
movement of the articulators. Further algorithms need to be tried 
and tested with more than one speaker before the synthesis of clipped 
speech from time-interval statistics can be shown to be impracticable. 
The indications are that a successful synthesis algorithm would have to 
take into account the signal in the preceeding and following segments 
in order to produce adequate continuity of the signal from one time-
segment to the next. 
6.4 Information Storage Requirements 
The amount of information required to specify the results of a 
statistical analysis of speech is clearly dependent on the quantisation 
of the time-intervals, the length of time over which the statistics are 
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compiled and the nature of the statistics (histogram, digram or 
trigram). It also depends on the characteristics of the speaker's 
voice to a certain extent. The indications from the limited set 
of measurements that were made are that the statistical specification 
of clipped speech is not informationally concise, unless the measure-
ments are restricted to first-order statistics only. 
605 The Perception of Clipped Speech Sounds 
The ordering of the time-intervals in a synthetic clipped speech 
sound is a key factor in its perception by a listener. The results 
of synthesis using the random algorithm show that as the amount of 
sequential time-interval information was increased, the intelligibility 
and formant structure of the sounds also increased. The synthesis of 
words and phrases using the maximum algorithm produced abrupt discont-
inuities in the perceived signal at the segment boundaries. These 
discontinuities could be seen in the sonagrams of the synthetic 
utterances. Most of the confusions between the natural clipped vowel 
sounds, both normal and differentiated, could be explained as confusions 
between vowels with either similar first or second formant frequencieso 
There was insufficient data from the listening tes~s with the 
synthetic vowels to make an exhaustive study of the frequency spectra 
of the synthetic vowels worthwhile. fievertheless, the indications 
from the perceptual experiments point towards the importance of the 
frequency spectrum in the perception of clipped speech sounds. This 
is in agreement with the findings of Licklider (34) and Ainsworth (2). 
6.6. Suggestions for Further Work 
This study has left several aspects of the problem untouched. 
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The most obvious developments are in the extension of the number of 
voices and synthesis algorithms. Such questions as the optimal 
quantisation of the time-intervals and methods of improving the 
quality of the synthetic speech are also worthy of further 
investigation. 
In view of the complex relationship between time-interval 
measurements and the major frequency components of the speech wave, 
it is unlikely that a simple algorithm will produce realistic formant 
transitions, particularly as the ordering of the time-intervals is 
an important factor in the perception of the sound. The results of 
the perceptual experiments suggest the importance of the formant 
concept in explaining the perception of clipped speech, so that a 
more direct way of producing the formants would seem appropriate. 
In view of this fact and the complexity of the system to produce a 
synthetiC clipped speech wave, it is suggested that a better way of 
utilising time-interval measurements is in the derivation of control 
parameters for a formant synthesiser. 
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APPENDIX 1 
Frequency and Time-Interval Analysis 
For a sine wave clipped about its zero axis, both time-interval 
histograms and zero-crossing rate will give a true measure of the 
frequency of the sine wave, the accuracy of the histogram measurement 
depending upon the quantisation. When a d.c. bias is applied to the 
sine wave, the zero-crossing rate will still be an accurate measure 
of the frequency of the sine wave, whereas the single histogram peak 
will split into two depending upon the amount of d.c. bias and the 
quantisation. 
~lixture of Two Sine Waves. 
When two sine waves are added together, the relationship between 
the time-intervals and the component frequencies becomes more complex. 
Peterson (49) has shown how the reading of a zero-crossing frequency 
meter changes with the relative amplitude of the two component sine 
waves. It was anticipated that the behaviour of the time-interval 
histogram with the variation in amplitude would be more complex because 
of the greater amount of information in the histogram. 
A computer program was written to solve the equation 
Al sin Flt - A2 sin F2t = 0 
and produce a histogram of the time-intervals between the roots of the 
equation. Aland A2 are variables that represent the amplitudes of the 
sine waves with frequencies Fl and F2- The waves were started in 
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anti-phase to correspond to the phasing of the first two formants in 
a formant synthesiser (16). The histogram was compiled from the 
time-intervals occurring in one second of the signal. The frequencies 
Fl and F2 were chosen according to the first two formant frequencies 
of the vowels / \-/, /_1, I'DI and Iu./o Two second formant values were 
chosen for the vowel /3/ differing by 50Hz. The relative amplitude 
of the two sine waves was varied in 3dB steps from A2/Al= -14dB to +ldB. 
The normalised histograms are shown in Fig. Al.l; the time-interval 
bins are l50ysec wide. 
The behaviour of Il.l (Fl = 300, F2 = 2,150) is predictable. for 
as the second formant amplitude is increased more short intervals are 
produced, shortening the longer ones accordingly until the second 
formant time-intervals dominate the pattern_ 
The effect of increasing the second formant amplitude in /~/ 
(F
l 
= 750, F2 = 1,400) is to split the peak corresponding to 1/2F1 intp 
two parts, This effect is even more prominent for /10/ (Fl • 550, 
F2 = 900) where there is considerable lengthening of an appreciable 
number of intervals before the distribution concentrates into a peak 
corresponding to 1/2F2-
no more predictable in that it produces a very scattered distribution 
for A/~ = -5dB and -2dB. 
The two examples of the central vowel (Fl ; 600, F2 = 1,350, 1,400) 
are of particular interest because the distributions are quite different 
in the region A/Al = - 8dB to +ldB, although the difference in F2 in 
F1=300 F2=2150 F 1 =600 F2=1 350 F1=250 F2=800 
F1=750 F2=1400 F1=600 F2=14-00 F1=550 F2=900 
Fig. A1.1 Histograms of Sum or Two Sine Waves 
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the two cases is only 50Hz. 
Although these are extremely simple cases, they illustrate that 
the relationship between the two frequency components and their relative 
amplitudes is a very complex one o 
Experiments using a Formant Synthesiser 
The following control experiments using a formant synthesiser 
were performed to investigate the effects on the time-interval statistics 
of modifying speech-like parameters. A formant synthesiser of the type 
described by Holmes (28) was used and its output fed into the analysing 
apparatus described in Chapter 40 
500 msec of signal. 
The histograms were compiled for 
1) Mode of Excitation 
The synthesiser was adjusted to provide two formants of frequencies 
600 and 1,350Hz. The synthesiser controls allowed continuous adjustment 
of the formant amplitudes and larynx frequency. The relative amplitude 
of the formants was adjusted in 3dB steps as before, and the formants 
were excited with either the synthesiser's noise source or buzz source. 
The buzz source (or larynx tone generator) waveform was a pulse of 
loo~sec duration repeating at 120 or 130 Hz. 
in the upper part of Fig. Al.2. 
The results are shown 
The appearance of the histograms for noise source excitation is 
not unexpected. When the second formant amplitude is low, the 
distribution is approximately gaussian about the half-period of the 
600Hz component. As the second formant amplitude is increased the 
distribution becomes broader and more skew. Further increase causes 
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the distribution to become : bimodal, the other peak corresponding 
to the half-period of the 1350Hz component. 
The distributions for the 120 and 130Hz larynx excitation are 
very similar, although the positions of the peaks do not correspond 
very well to the formant frequencies. 
2) Variation of Larynx Tone Frequency 
The amplitudes of the first and second formants were adjusted 
to produce a realistic /3/ (A~Al = -2dB), and the frequency of the 
larynx tone generator was varied in 10Hz steps from 80 to 230Hz. 
Histograms compiled at 30Hz steps are shown in the bottom left-hand 
corner of Fig. Al.2. 
The most striking feature is the gross change in the histograms 
as the larynx frequency is altered. There is a greater similarity 
between the distributions for Fo (the larynx frequency) = 80, 110 and 
140Hz than there is between those for Fo = 170, 200 and 230Hzo This 
is due to the construction of the synthesiser. The formant amplitude 
controls precede the formant frequency controls so that the amplitude 
settings are independent of any harmonic relationship between the 
larynx frequency and the formant frequencies. If a formant is a 
harmonic of the larynx frequency, successive excitations by the glottal 
pulse will cause oscillations in phase with the oscillations produced 
by the previous glottal pulse. This will increase the formant amplitude. 
This effect will be more pronounced at high larynx frequencies where 
there is a greater formant amplitude remaining at the end of each glottal 
period. (In human speech, formants that are harmonics of the larynx 
-I", 
-14 
-II -II -II 
-tr -9 -8 
-5" -5" -s 
-l -~ -2 
+1 +1 .. I 
Noise Source 120 H3 Pulse Source 130 H3 Pulse Source 
FO=11 
FO=14 
FO=17 
FO=200 
Zero-crossing Rate versus Fundamental Frequency (H
3
) 
Fig . A1 . 2 ~'f'ect of Excitation on First-order Statistics 
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frequency are also enhanced in amplitude (17).) This effect accounts 
for the pronounced peaks at the short interval end for Fo = 170 and 
230Hz. 1350Hz is approximately the eighth and sixth harmonic of 170 
and 230Hz respectively. 600Hz is the third harmonic of 200Hz, 
explaining the large peak in the sixth bin for Fo = 200Hz. 
The mean zero-crossing rate as a function of larynx frequency is 
also shown in Fig. Alo2. The function oscillates about the value 600, 
but lies above that value for most of the abscissae because of the extra 
zero-crossings produced by the second formant. The oscillatory nature 
of the function is due to harmonic relationships between the larynx 
frequency and the formant frequencies, the second formant in particular. 
The general increase in the mean rate between Fa = 180Hz and Fa = 230Hz 
is because the number of zero-crossings in each glottal period remains 
consta~t. As the larynx frequency is increased, the number of glottal 
periods per unit time increases causing the mean zero-crossing rate to 
rise. 
These results indicate that simple time-interval measurements do 
not give reliable indications of the formant frequencies, because the 
relative amplitude of the formants affects the zero-crossings of the 
wave considerably. 
additional errors. 
In natural speech, asymmetry of the waveform causes 
To obtain reliable formant frequency information 
from time-intervals it is necessary to use a technique similar to that 
recently reported by Scarr (55)0 
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APPENDIX 2 
Frequency Response of Tape Recorder 
The frequency response of the Truvox R42 tape,recorder shown in 
Fig. A2.1 was measured at a tape speed of 7~ inches per second. The 
sine waves that were used were recorded electrically well below the 
maximum modulation level. The on-axis response of the built-in 
loudspeaker was measured with a Dawe Sound level meter. 
was found to be substantially flat from 150Hz to 6KHz. 
Frequency Response of Language Master 
The response 
The frequency response of the Language Master is shown in Fig.A2.2. 
The test signals were recorded electrically, and the electrical out-
put was measured at the headphone socket. The maximum signal to 
noise ratio (at 250Hz) was measured to be 36dB. 
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APPENDIX 3 
Ih/-- Idl words used to define vowels 
Ii.I HEED 
III HID 
IE,! HEAD 
lael HAD 
131 HEARD 
IAI HUT 
lui HOOD 
lui vlHO'D 
101 HOD 
101 HOARD 
lal HARD 
lal THE 
KHzr-------------------------------------~ 
2.10 IiI. 
/1/. 
2.00 
1.80 
'" 
• lei 
1.bO 
• 
~ 
" e
.1-&/ ~ 1.40 /3/. tf 
" la/. • /AI ~ 0 
0 1.2.0 ~ 
(J) 
1.00 • /0./ 
Ivf. ./~/ 
o.eo lui. /:)/-
200 300 ~OO 500 bOO 700 aoo Hz. 
Ftrst FOl"mal'\t. 
l"ig A3.1 First Formant/Seoond Formant Plot tor Vowel Sounda~ 
10 
2. 
6. 
8. 
10. 
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