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Fix a finite group G and a conjugacy invariant subset C ⊆ G. Let Σ be an oriented surface, possibly with
punctures. We consider the question of when two homomorphisms pi1(Σ) → G taking punctures into C are
equivalent up to an orientation preserving diffeomorphism of Σ. We provide an answer to this question in
a stable range, meaning that Σ has enough genus and enough punctures of every conjugacy type in C. If C
generates G, then we can assume Σ has genus 0 (or any other constant). The main tool is a classifying space
for (framed) C-branched G-covers, and related homology classes we call branched Schur invariants, since they
take values in a torsor over a quotient of the Schur multiplier H2(G). We conclude with a brief discussion of
applications to (2+1)-dimensional G-equivariant TQFT and symmetry-enriched topological phases.
1. INTRODUCTION
Let Σg,n denote an oriented genus g surface with n dis-
tinct marked points p1, . . . , pn ∈ Σg, thought of as punctures.
Throughout, we assume Σg,n has a fixed basepoint distinct
from the punctures. Recall that the pointed mapping class
group MCG∗(Σg,n) consists of isotopy classes of orientation-
preserving diffeomorphisms of Σg,n that fix the basepoint. In
particular, representatives of elements of MCG∗(Σg,n) are al-
lowed to permute the punctures. Since the basepoint of Σg,n is
fixed, MCG∗(Σg,n) acts on pi1(Σg,n).
Fix a finite groupG. The action of MCG∗(Σg,n) on pi1(Σg,n)
induces an action of MCG∗(Σg,n) on the finite set of G-
representations
Rˆg,n
def
= {pi1(Σg,n)→ G}.
The goal of the present paper is to understand the orbits of this
action.
We make significant progress by deploying three different
MCG∗(Σg,n)-invariants of Rˆg,n. When combined, these invari-
ants are powerful enough that we can specify orbits uniquely
in a certain “stable range.” The precise results are provided
by Theorem 1.1. For now we simply remark that as g and n
grow, the stable range includes almost all homomorphisms in
Rˆg,n with respect to the uniform counting measure. After first
accounting for two elementary invariants, our approach is to
interpret the homomorphisms in Rˆg,n as branched G-covers
of Σg, where the punctures form the branch locus. We then
use some algebraic topology to construct invariant homology
classes called branched Schur invariants.
The first invariant is the image of a homomorphism: if
φ ∈ Rˆn,g has image H ≤ G, then so does τ · φ for all τ ∈
MCG∗(Σn,g). Accordingly, we only need to consider the sub-
set
Rg,n
def
= {pi1(Σg,n)։G} ⊆ Rˆg,n
consisting of all surjective homomorphisms. In terms of
branched covers, this will mean we only consider connected
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covers of Σg,n. This reduces us to the narrower question: what
are the orbits of the action of MCG∗(Σg,n) on Rg,n?
The second invariant is the branch type of a homomor-
phism, defined as follows. We begin with some notation:
given a conjugacy invariant subset C ⊆ G, we let C //G de-
note the set of conjugacy classes intersecting C. If c ∈ G, we
denote the conjugacy class of c by c ∈ G//G.
For each puncture pi, pick a simple closed loop γi ∈
pi1(Σg,n) such that γi winds once counterclockwise around pi,
and γi does not wind around any of the other punctures. It is
not quite correct to say that MCG∗(Σg,n) preserves the conju-
gacy class of f (γi), since MCG∗(Σg,n) can permute the punc-
tures. However, if we form a vector
vφ ∈ Z
G//G
≥0
by letting the component of c ∈G//G in vφ be
(vφ )(c)
def
= |{1≤ i≤ n | φ(γi) ∈ c}|,
then elementary algebraic topology shows MCG∗(Σg,n) pre-
serves vφ . We call vφ the branch type, or branching data, of
φ .
We can interpret the branch type vφ as a multiset of cardi-
nality n, meaning the sum of the entries of the vector vφ is n.
Given any branching data v∈Z
G//G
≥0 of cardinality n, we define
the MCG∗(Σg,n)-invariant subset
Rg,v
def
= {φ ∈ Rg,n | vφ = v} ⊆ Rg,n.
In fact, we will refine our approach by fixing a conjugacy in-
variant subsetC ⊆ G and only considering
v ∈ Z
C//G
≥0 ⊆ Z
G//G
≥0 .
We emphasize that C need not be closed under inversion. In
everything that follows, we allow C = /0, although then we
must set n= 0.
In Section 2.1, we define the notion of (framed)C-branched
G-cover of a smooth manifold. Then, given φ ∈ Rg,v, we con-
struct a C-branched G-cover of Σg with branch locus consist-
ing of the punctures p1, . . . , pn. The details of this are pro-
vided in Section 3.1. By a small abuse of notation, we con-
tinue to denote this cover by φ .
2In Section 2.2, we describe a classifying space for (concor-
dance classes of) C-branched G-covers of smooth manifolds,
denoted BGC. TheC-branchedG-cover φ yields a (homotopy
class) of a map φ# : Σg → BGC. TheC-branched Schur invari-
ant of φ is the integral homology class
schC(φ)
def
= φ∗[Σg] ∈ H2(BGC)
where [Σg] ∈ H2(Σ) is the orientation of Σg. (All of the ho-
mology groups in this paper have integral coefficients.) Since
we only consider orientation-preserving mapping classes,
schC(φ) is MCG∗(Σg,n)-invariant.
Our main theorem shows that the branched Schur invari-
ant completely determines the orbits of MCG∗(Σg,n) acting
on Rg,v whenever the genus g and branching data v are “large
enough.” When we say g is large enough, we mean this is in
the usual sense for integers. However, when we say v is large
enough, we mean that every conjugacy class c ∈ C //G oc-
curs in v with enough multiplicity, i.e. that all of the integers
v(c) are large enough. In particular, when we say v is large
enough, we do not simply mean that the cardinality of v is
large enough.
Before stating the main theorem, we introduce one more
definition. Recall that the group homology H∗(G) is equiva-
lent to the singular homology H∗(BG), where BG is the clas-
sifying space for G.
We say that a homology class in H2(G) is aC-torus if it can
be represented by a pointed map from the torus (S1×S1,∗) to
(BG,∗) such that the induced map pi1(S
1×S1)→G sends the
loop winding once counterclockwise around the first factor of
S1 to an element of C. Define the C-reduced Schur multiplier
of G as the quotient
M(G)C
def
= H2(G)/〈C-tori〉.
In Section 2.3, we compute the low-dimensional homology of
BGC, and learn thatM(G)C plays an important role.
Theorem 1.1. Fix a finite group G and a conjugacy invariant
subset C ⊆G. Let v ∈ Z
C//G
≥0 be a branch type of cardinality n.
1. If v and g are large enough, then the C-branched Schur
invariant is a complete invariant for the orbits of the
action ofMCG∗(Σg,n) on Rg,v.
2. If v is large enough and C generates G, then the C-
branched Schur invariant is a complete invariant for the
orbits of the action ofMCG∗(Σg,n) on Rg,v for all g≥ 0.
In both cases, the set of orbits
Rg,v/MCG∗(Σg,n)
is a torsor for M(G)C.
In principle, Theorem 1.1 gives a practical way to compute
the orbits of Rg,v in the stable range, meaning when v and
g are large enough. One caveat, however, is that we do not
have any upper bounds on when the stable range begins. In
other words, how large v and g must be in order to guarantee
the conclusions of Theorem 1.1 is unclear to us. One thing is
clear: the answer depends intimately on G andC. See Section
4.1 for more discussion.
Theorem 1.1 is not entirely new. On one hand, Dunfield and
Thurston solved the unbranched case where C = /0 and n = 0
[6]. In this case, BGC = BG and M(G)C = M(G) = H2(G),
and we recover their results. On the other hand, Ellenberg,
Venkatesh and Westerland solved the braid case where g = 0
and 〈C〉=G [9]. Their techniques build on work of Fried and
Volklein [11], who used unpublished ideas of Conway and
Parker to solve the braid case with the additional assumptions
that C = G and M(G)C = 0. Thus, our Theorem 1.1 can be
understood as an interpolation between the two extremal cases
of [6] and [9]. We note that our approach via the classifying
space BGC is briefly mentioned, but left undeveloped, in [9].
Section 3.4 contains the proof of Theorem 1.1. The first
statement of the theorem follows by applying Proposition 3.1
in a manner similar to howDunfield and Thurston applied Liv-
ingston’s stable equivalence theorem [15]. The second state-
ment follows from the Hopf-Whitney classification, a kind of
generalization of the Hurewicz isomorphism. The final part of
the theorem follows, in part, from a computation of the second
homology of BGC that we carry out in Section 2.3. Our proof
exploits the well-known fact that homology and oriented bor-
dism are the same in dimension 2. Section 4 contains more
remarks on the stable range, and a brief discussion of poten-
tial applications to symmetry-enriched topological phases.
ACKNOWLEDGMENTS
I want to thank Greg Kuperberg for helpful feedback con-
cerning earlier drafts, in particular for bringing my attention
to a gap in the first version’s Lemma 3.2, as well as helping to
streamline the proof of the second part of Theorem 1.1 by us-
ing the Hopf-Whitney classification. I also want to thank Greg
for encouraging me to learn TikZ; if nothing else, the figures
in this version should make it look better than the first ver-
sion. Finally, my thanks to the anonymous referee for patient
and helpful comments.
2. C-BRANCHED G-COVERS
Throughout this section, let G be a discrete group, and let
C ⊆ G be a conjugacy invariant subset, possibly empty and
not necessarily inverse-closed.
2.1. Definitions and examples
Let M be a smooth, connected manifold, possibly with
boundary. A C-branched G-cover of M consists of the fol-
lowing data:
1. A smooth map f : M˜→M, where M˜ is a smooth mani-
fold.
32. A codimension 2 properly embedded submanifold K ⊆
M, possibly empty, called the branch locus.
3. A framing of K, i.e. a trivialization of the unit disk bun-
dle
N(K) ∼= K×D2,
where D2 has the standard orientation it inherits as a
submanifold ofR2. We will conflateN(K)with a closed
regular neighborhood of K.
This data must satisfy the following conditions:
1. f | f−1(MrK) is a regular G-cover.
2. (C-branched condition) The monodromy homomor-
phism pi1(MrK)→G associated to the regularG-cover
f | f−1(MrK) sends a counterclockwise loop around
the boundary of each fiber D2 of N(K) into C. (“Coun-
terclockwise” is determined by the framing of K.)
3. f | f−1(K) is a cover over each component of K.
If M is not connected, then a C-branched G-cover of M is
simply a C-branched G-cover of each component of M. We
will variously abuse notation by referring to M˜ or M as a C-
branched G-cover of M, and taking the other structures for
granted. Also, C and G will be fixed throughout, so if we say
“branched cover,” we always meanC-branched G-cover.
We make several remarks regarding this definition. First, if
eitherC= /0 orK= /0, then aC-branchedG-cover ofM is just a
regular, unbranched G-cover of M. Second, a branched cover
of M is connected if and only if the regular cover overMrK
is connected if and only if the monodromy homomorphism
pi1(MrK)→ G is surjective.
Finally, note that if we pick a component of K, then for
any two fibers of N(K) over that component, their counter-
clockwise boundary loops map to conjugate elements of G.
Thus, to every component of K we associate a conjugacy class
in C, called the branch type of the component. Relatedly, if
K ⊆ M does not admit a framing, then, by our definition, M
does not have any C-branched G-covers with branch locus K.
Thus, it is arguably more precise to call our covers “framed
C-branched G-covers.” There are alternative reasonable defi-
nitions for what it means to be C-branched in the absence of
a framing. For example, one may suppose the weaker con-
dition that N(K) admit a consistent orientation of its fibers.
However, the classifying space BGC we exploit later classi-
fies framed covers, so we will absorb the adjective “framed”
into the adjective “C-branched.” See the end of Section 2.2 for
more discussion.
There are three equivalence relations on C-branched G-
covers that we will need: equivalence, concordance, and
cobordism. Each of these is coarser than the preceding one.
As we shall see, Theorem 1.1 can be interpreted as saying
that cobordism is sometimes enough to guarantee equivalence
anyway.
Two C-branched G-covers M˜0 and M˜1 of M0 and M1, re-
spectively, are equivalent if there is a diffeomorphism from
M˜0 to M˜1 that takes f
−1
0 (K0) diffeomorphically to f
−1
1 (K1) so
that the framings are identified, and that is an equivalence of
G-covers on the complement of the branch loci. IfM0 andM1
are oriented, we require equivalences to preserve orientations.
TwoC-branchedG-covers M˜0 and M˜1 are cobordant if there
is a manifoldW such that ∂W =M0 ⊔M1, and a C-branched
G-cover W˜ that is equivalent to M˜0 when restricted to M0 and
equivalent to M˜1 when restricted toM1. In particular, the fram-
ing of the branch locus ofW has to extend the framings of K0
and K1. We can also talk about oriented cobordism. In the
sequel, when we say cobordismwe will always mean oriented
cobordism.
If W = M× I is a cobordism, then we say M˜0 = M×{0}
and M˜1 =M×{1} are concordant. Every equivalence yields a
concordance by taking the mapping cylinder. Not all concor-
dances are cylinders because there can be births and deaths of
components of the branch loci.
The next lemma shows that a C-branched G-cover of M is
uniquely specified by K, a framing of K, and a homomor-
phism pi1(MrK)→ G satisfying the C-branched condition.
The proof explains the requirement that N(K) be trivializable
(or, at least, that the fibers of N(K) be coherently orientable).
Lemma 2.1. Let K be a codimension 2 properly embedded
submanifold of M such that N(K) is trivializable. Then for
every choice of framing of K and for every regular G-cover
of MrK that satisfies the C-branched condition with respect
to the chosen framing, there is a unique (up to equivalence)
C-branched G-cover of M with branch locus K with the given
framing and G-cover of MrK.
Proof. Let c ∈ C //G. There is a standard way to construct
a branched G-cover of the oriented disk D2, with a single
branch point of type c. Each component is modeled on the
the pth power map z 7→ zp on the unit disk in the complex
plane, where p is the order of the group element c; there are
|G|/p components. Call this branched cover D2c .
Given a trivialization of N(K), let Kc be a component of
K with branch type c. Then Kc ×D
2
c is a C-branched G-
cover of N(Kc) with branch locus Kc. We form a C-branched
G-cover of N(K) by taking the union over components of
K. The C-branched condition implies the restriction of this
branched cover to ∂N(K) is an unbranched regular G-cover
that is equivalent to the cover of ∂N(K) induced by the given
regular G-cover of MrK. So we can glue the regular G-
cover ofMrN(K)◦ to theC-branchedG-cover ofN(K) along
∂N(K). Note that, before gluing, it may be necessary to ho-
motope one of the covers in a neighborhood of ∂N(K) to guar-
antee the result is smooth. This yields a C-branched G-cover
of M with branch locus K with the given trivialization of K
and G-cover of MrK. It is straightforward to verify that any
other branched cover ofM with this data is equivalent.
We conclude this subsection with some examples of C-
branched G-covers. We first explain how we shall describe
the covers. Lemma 2.1 says we can specify a well-defined
C-branched G-cover of M by specifying K, a trivialization of
N(K), and a G-cover ofMrK satisfying theC-branched con-
dition. We describe the G-cover of MrK by picking a base-
point and fixing a homomorphism pi1(MrK)→G.
4+
−
c
c
+
+
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Figure 1. Two examples of C-branched G-covers of S2. The branch locus K of both covers (indicated in green) consists of two points. The
framing of K is indicated by signs on the branch points. The left cover can be extended into the 3-ball by adding an oriented arc that connects
the two branch points and using the blackboard framing. Thus, the left cover is null-cobordant. The right cover is not null-cobordant, because
the two branch points have the same framing. Note that this is true even if c = c−1, and even though the unbranched G-covers of S2rK are
the same. Thus we see the choice of framing can affect the equivalence class of aC-branched G-cover whenever C is nonempty.
Figure 2. This figure shows that every C-torus is null-cobordant as a
C-branched G-cover. The red and blue curves represent the standard
generators of pi1(S
1×S1). Suppose the blue curve is mapped to a∈C
and the red curve is mapped to some element b ∈ G that commutes
with a. We can extend this (unbranched) G-cover of S1×S1 to a C-
branched G-cover of the solid torus D2×S1. The branch locus K is
the core, indicated by the green curve, equipped with the blackboard
framing.
When M is 2-dimensional, K is simply a collection of
points, which we will call branch points. The disk bundle
N(K) is the union of the unit tangent disks at K. Up to ori-
ented equivalence, a trivialization of a 2-disk bundle over a
point is just an orientation of the disk. We conclude that if M
is oriented, we can specify a framing of K by labelling each
branch point in K with a sign + or − to indicate whether the
trivialization of the normal disk agrees with the orientation of
M or not.
Similar remarks apply when M is oriented and 3-
dimensional. In this case, K is a link inM, and we can specify
a framing of K by assigning an integer to each component. In
practice, when drawing figures, we will always use the black-
board framing, which is determined by an orientation.
Figure 1 provides two differentC-branched G-covers of S2
with the same unbranchedG-covers over S2rK. These exam-
ples show how a C-branched G-cover depends on the choice
of framing.
Figure 2 shows that every C-torus is null-cobordant when
considered as a C-branched G-cover of S1× S1. In fact, we
can generalize this example.
Lemma 2.2. If C generates G, then every unbranched G-
cover of a closed, oriented surface is cobordant to a branched
cover of S2.
Proof. We begin by showing that every unbranched G-cover
of a torus with boundary is cobordant to aC-branchedG-cover
of the disk D2. Consider Figure 3. Suppose the blue α curve
is mapped to a ∈ G and the red β curve is mapped to b ∈
G. This describes an unbranched G-cover of the torus with
boundary. We glue on a C-branched G-cover of a 2-handle
as indicated in the figure. The branch locus K is given by
the green curves, and the framing of K is understood to be
the blackboard framing determined by the orientations of the
curves. Send the loops γi to any xi ∈C so that
xk · · ·x1 = a,
and send the δi to yi inC so that
yl · · ·y1 = b.
This construction can now be used to construct the desired
cobordism.
To prove the lemma, just do the above on every handle. Pre-
cisely, let α1, . . . ,αg be a maximal collection of non-isotopic,
disjoint, essential simple closed curves on Σg, and glue a
branched cover of a 2-handle along each αi as in the previ-
ous paragraph.
2.2. Classifying space
We now construct a classifying space BGC such that homo-
topy classes of maps from M to BGC are naturally bijective
with concordance classes of C-branched G-covers of M. The
first such constructions were provided by Brand [3], who con-
sidered the case of irregular n-sheeted branched covers with
various restrictions on the branch types. The covers he con-
siders can be identified with regular branchedG-covers where
5γ1 γk
δ1 δl
α
β
· · ·
· · ·
· · ·
Figure 3. Surgering a G-handle. The black circle on the left of the figure is a boundary component.
G= Sn, and BGC recovers Brand’s constructions in this case.
The more general construction we use was first described, to
our knowledge, by Ellenberg, Venkatesh and Westerland in
[9], where they use the notation A(G,C) for BGC. Since [9]
was never published, and they do not provide the proof that
BGC is a classifying space, we do so here.
Let LBG =Maps(S1,BG) be the loop space of BG, which
is the space of all maps from the circle S1 into BG with the
compact-open topology. The set of components of LBG is the
space of free homotopy classes of maps S1→ BG, which after
orienting S1 can be naturally identified with the set of conju-
gacy classes G//G. Let LCBG be the union of components of
LBG corresponding toC //G. Then
BGC
def
= BG
⊔
ev
LCBG×D2,
where
ev : LCBG× S1→ BG
is the evaluation map. Intuitively, for every loop in BG repre-
senting a free homotopy class in C //G, we glue a disk to BG
so that the boundary of the disk is sent to that loop. Our next
theorem formalizes what we mean when we say that BGC is a
classifying space.
Theorem 2.3. Fix a discrete group G and a conjugacy invari-
ant subset C ⊆ G. Let M be a smooth manifold. Then homo-
topy classes of maps from M to BGC are in natural bijection
with concordance classes of C-branched G-covers of M.
Proof. Let φ : M → BGC be a continuous map. Fix 0 < ε <
1 and let Dε (0) ⊆ D
2 be a small disk of radius ε centered
at 0. Let pi : LCBG×D2 → D2 be the projection map. The
Whitney approximation theorem (see [14, Thm. 6.19]) implies
that after applying some homotopy to φ , we can guarantee that
pi ◦φ : (pi ◦φ)−1(Dε(0))→Dε(0)
is smooth. By Sard’s theorem, pi ◦ φ has a regular value z ∈
Dε(0). The preimage φ
−1(LCBG×{z}) is a codimension two
submanifoldK ⊆M. Since N(K) is the pullback of the normal
bundle of z inside D2, which is trivial, we get a trivialization
of N(K). Note that
BGCrL
CBG×{z}
is homotopy equivalent to BG. Thus
φ :MrK→ BGCrL
CBG×{z}
classifies some G-cover ofMrK. Clearly this cover satisfies
theC-branched condition. Applying Lemma 2.1, this G-cover
of MrK and the trivialization of N(K) assemble to form a
C-branched G-cover overM with branch locus K.
Let φ and ψ be continuous mapsM→ BGC, and let
Φ :M× [0,1]→ BGC
6be a homotopy from φ to ψ . Without loss of generality, we
assume that there is an 0< ε < 1 so that
pi ◦φ : (pi ◦φ)−1(Dε(0))→Dε(0)
and
pi ◦ψ : (pi ◦ψ)−1(Dε(0))→ Dε(0)
are both smooth. Homotope Φ relM×{0,1} so that
pi ◦Φ : (pi ◦Φ)−1(Dε(0))→Dε(0)
is smooth, and construct a C-branched G-cover of M× [0,1]
as in the previous paragraph. The resulting cover is a concor-
dance between the covers associated to φ and ψ . Thus the
homotopy class of φ yields a well-defined concordance class
ofC-branched G-covers ofM.
Conversely, let M˜ be a C-branched G-cover of M with
branch locus K. Then there is a map φ : MrN(K)◦ → BG
classifying the G-cover of MrN(K)◦. The trivialization of
N(K) is equivalent to a map N(K) → D2 that takes K to 0
and is a diffeomorphism on the fibers of N(K). Define a map
N(K)→ LCBG by sending a point in N(K) to the loop in BG
determined by φ and the boundary of the fiber that point lives
in (the parametrization of the loop is determined by the triv-
ialization). The product of these maps from N(K) is a map
N(K)→ LCBG×D2 that agrees with φ on ∂N(K) when com-
posed with the evaluation map LCBG× S1 → BG. Thus M˜
determines a map M→ BGC. Applying this construction to a
concordance between two branched covers of M yields a ho-
motopy between the corresponding maps to BGC.
It is interesting to consider how to modify the construction
of BGC so that framings are no longer induced by maps to
BGC. We expect that instead of gluing a copy of D
2 to BG
for every map S1 → BG in the conjugacy class of c ∈ G, one
should glue a copy of a cone over the classifying space B〈c〉
of the cyclic group generated by c for every map B〈c〉 → BG
in the appropriate homotopy class. One might call this new
space BG
un f r
C . Since, a priori, the statement of Theorem 1.1 is
not concernedwith framings, it is reasonable to ask for a proof
that does not unnecessarily introduce framings, and, hence, a
more thorough development of BG
un f r
C . However, this would
require more algebraic topology than we want to invoke, and
so, for expediency’s sake, we will not pursue such a direction
in this paper; instead, we employ a geometric technique to
circumvent framings in Section 3.3.
2.3. Invariants of BGC
Let us compute some basic topological invariants of BGC.
First we consider LCBG. Clearly
|pi0(L
CBG)|= |C //G|.
A point p in LcBG is a loop in the free homotopy class c. A
loop in LcBG with basepoint p is a map from a torus S1× S1
to BG which restricts to p on the meridian S1×{1}. If we
fix a basepoint of BG, then we can pick p so that its pointed
homotopy class represents c ∈ c. A little more work shows
Lemma 2.4. Let G be a discrete group and let c ∈G//G be a
conjugacy class in G with representative c. Then pi1(L
cBG)∼=
ZG(c), the centralizer of c in G. In particular, H1(L
cBG) ∼=
ZG(c)ab.
In fact, LcBG is aK(ZG(c),1) (see, for instance, [16]). Thus
the homology of LcBG is the same as the group homology of
ZG(c). We will not use this fact, rather we simply state it so
that the following lemma may be interpreted as a satisfying
calculation of Hn(BGC).
Lemma 2.5. Let G be a discrete group and let C ⊆ G be a
conjugacy invariant subset. Then the homology of BGC fits
into an exact sequence
· · · → Hn−1(L
CBG)→Hn(BG)→
Hn(BGC)→Hn−2(L
CBG)→ ··· .
Proof. Decompose BGC into the two subspaces
BG
⊔
ev
LCBG× (D2r {0})
and
LCBG×Dε(0)
whereDε(0)⊆D
2 is a small disk of radius 0< ε < 1 centered
at 0. The former subspace deformation retracts ontoBG, while
the latter subspace deformation retracts to LCBG× {0} ≃
LCBG. The intersection of the two subspaces is homotopy
equivalent to LCBG× S1, with the inclusion
i : LCBG× S1→ BG
the evaluation map, and the inclusion
j : LCBG× S1→ LCBG
the projection onto the first factor.
Consider the Mayer-Vietoris sequence
· · · → Hn(L
CBG×S1)→Hn(L
CBG)⊕Hn(BG)→
Hn(BGC)→Hn−1(L
CBG× S1)→ ··· .
The Ku¨nneth formula shows
Hn(L
CBG× S1)∼= Hn−1(L
CBG)⊕Hn(L
CBG).
The induced map
j∗ :Hn(L
CBG× S1)→Hn(L
CBG)
simply projects out Hn−1(L
CBG). Thus, by exactness, we can
modify the last term of the sequence, yielding
· · · → Hn−1(L
CBG)⊕Hn(L
CBG)→ Hn(L
CBG)⊕Hn(BG)→
Hn(BGC)→ Hn−2(L
CBG)→ ··· .
The image of Hn(L
CBG) inside Hn(L
CBG)⊕Hn(BG) is the
graph of the inducedmapHn(L
CBG)→Hn(BG). The quotient
7of a direct sum by the graph of a linear map is the codomain,
so we get the new exact sequence
· · · → Hn−1(L
CBG)→Hn(BG)→
Hn(BGC)→ Hn−2(L
CBG)→ ··· .
Let us analyze this exact sequence in low dimensions.
When n= 1, we have
Z
C//G →H1(BG)→ H1(BGC)→ 0.
Of course, H1(BG) = H1(G) = Gab, the abelianization of G.
The map ZC//G→Gab is the evaluation map defined by taking
an element ofC //G to its image in Gab. We deduce
H1(BGC)∼= (G/〈C〉)ab.
Note that because C is conjugacy invariant, 〈C〉 is automati-
cally normal. In fact, it is a straightforward exercise to com-
pute pi1(BGC).
Lemma 2.6. For any discrete group G and conjugacy invari-
ant subset C ⊂ G, pi1(BGC)∼= G/〈C〉.
Consider the exact sequence of Lemma 2.5 when n= 2, and
substitute the result of Lemma 2.4:
⊕
c∈C//G
ZG(c)ab →H2(G)→H2(BGC)→ Z
C//G.
Let N be the kernel of the evaluation map
Z
C//G → Gab.
Then by the n= 1 discussion, we can extend the sequence to
⊕
c∈C//G
ZG(c)ab →H2(G)→H2(BGC)→ N → 0.
To interpret this sequence, we use the fact that oriented bor-
dism is the same as homology in dimension 2. Combining this
with Theorem 2.3, every element of H2(BGC) can be repre-
sented by a C-branched G-cover of a closed, oriented surface
Σ. The map H2(BGC)→ N takes this cover of Σ to its homo-
logical branch type, which algebraically counts the different
conjugacy types of the branch points, with a sign that depends
on whether the trivialization of the normal plane at a branch
point agrees with the orientation of Σ or not. In particular,
the homological branch type can easily be computed from the
usual branch type. (See Section 3.1 for more details on branch
types.)
The image of ZG(c)ab inside H2(G) can be understood as
those homology classes inH2(G) that are represented by sums
of tori where the meridian maps to the conjugacy class c, that
is, c-tori. Thus, H2(BGC) fits into the exact sequence
0→M(G)C →H2(BGC)→ N → 0,
where, recall from the introduction, the C-branched Schur
multiplier of G is defined as
M(G)C = H2(G)/〈C-tori〉.
Since N ⊆ ZC//G is free abelian, the sequence splits (but not
naturally). If G is finite, then we can identifyM(G)C with the
torsion subgroup of H2(BGC):
M(G)C ∼= H2(BGC)tor.
3. STABLE ORBITS
In this section we prove Theorem 1.1.
3.1. Framed branching data and branched Schur invariants
Let φ be a homomorphism in Rg,v and let K =
{p1, . . . , pn} ⊆ Σg be the set of punctures. To associate a C-
branched G-cover of Σg to φ , we must first choose a framing
of K. As discussed at the end of Section 2.1, we can spec-
ify a framing simply by decorating each point pi with a sign
oi ∈ {+1,−1}.
The simplest choice of framing is the positive framing with
oi = +1 for all i = 1, . . . ,n. If v ∈ Z
C//G
≥0 has cardinality n, it
follows immediately from the definition of Rg,v in Section 1
that the homomorphism φ satisfies the C-branched condition
with respect to the positive framing. Thus, by Lemma 2.1, we
can form a C-branchedG-cover of Σg with branch locus K.
Theorem 1.1 is only concerned with homomorphisms in
Rg,v, and, hence, branched covers with positive trivializations.
However, since our proof uses BGC, it requires us to study
covers with trivializations that are not positive. The definition
of branching data we provided in Section 1 is only sufficient
for positive framings, so we now define and introduce notation
for more general framings.
Let
T : K →{+1,−1}
pi 7→ oi
denote a framing of K and pick a homomorphism
φ : pi1(Σg,n)→G
that satisfies the C-branched condition with respect to T .
Lemma 2.1 shows the pair (T,φ) determines aC-branchedG-
cover of Σg with branch locus K, which we will often refer to
simply by (T,φ). We define the branching data of this cover
to be the vector
v(T,φ) ∈ Z
C//G×{+1,−1}
≥0
such that
(v(T,φ))(c,o)
def
= |{1≤ i≤ n | oi = o,φ(γi)
o ∈ c}|,
where c is a conjugacy class inC//G and o∈ {+1,−1}. Thus,
(v(T,φ))(c,o) counts the number of branch points such that
8winding around them in the direction o yields monodromy in
c.
In Section 1 we defined the branching data of a homomor-
phism in Rg,n. Implicit in that definition was the use of the
positive framing of K. From now on, we make the identifica-
tion
Z
C//G
≥0 = Z
C//G×{+1}
≥0 ⊆ Z
C//G×{+1,−1}
≥0 .
So our new definition generalizes the previous definition:
v(T,φ) = vφ if T is the constant function +1, i.e. a positive
framing.
As before, we say that a vector in v in Z
C//G×{+1,−1}
≥0 has
cardinality n if the sum of its entries is n. Given any v of
cardinality n, we define
Rg,v
def
= {(T,φ) | φ onto andC-branched w.r.t. T , v(φ ,T) = v}.
The pointed mapping class group MCG∗(Σg,n) acts on Rg,v.
The action on the φ component is the usual action of
MCG∗(Σg,n) on a homomorphism, and the action on the T
component is induced by the permutation action on K. If
v ∈ Z
C//G
≥0 = Z
C//G×{+1}
≥0 ⊆ Z
C//G×{+1,−1}
≥0
then T must be the positive trivialization, and the definition of
Rg,v given is the same as the definition of Rg,v given in Section
1.
It is useful to interpret Rg,v as a parametrization of the set of
equivalence classes of connected C-branched G-covers of Σg
with branching data v. Indeed, every connected C-branched
G-cover of Σg is equivalent to a cover specfied by an element
of Rg,v for some unique v. Of course, there could be many
such elements of Rg,v; the goal of this paper is to understand
them.
By Theorem 2.3, the cover (T,φ) ∈ Rg,v induces a homo-
topy class of a map
(T,φ)# : Σg → BGC
which in turn induces a homomorphism
(T,φ)∗ : H2(Σg)→ H2(BGC).
The C-branched Schur invariant of (T,φ) is the homology
class
schC(T,φ)
def
= (T,φ)∗ ([Σg]) ∈ H2(BGC),
where [Σg] is the orientation of Σg.
3.2. Stable equivalence lemmas
We now explain the role of the Schur invariant.
Let (T,φ) be a C-branched G-cover of Σg. A handle sta-
bilization of (T,φ) is any C-branched G-cover of a surface
that is equivalent to the connect sum of (T,φ) with the trivial
C-branched G-cover over the torus S1× S1.
For any c∈C//G, let S2c denote anyC-branchedG-cover of
the oriented sphere S2 such that the branch locus consists of
one point with branch type (c,+1) and one point with branch
type (c,−1). For example, see the cover on the left side of
Figure 1. If the conjugacy class c has more than one element,
then there are inequivalent covers which we denote S2c . How-
ever, there will never be any ambiguity because of how we use
these covers, which we now explain.
A c-stabilization of (T,φ) is any C-branched G-cover of a
surface that is equivalent to the connect sum of (T,φ) with a
cover of the form S2c . Note that if (T,φ) is connected (i.e. φ is
surjective), it does not matter which S2c we use, since stabiliz-
ing by any of them yields equivalent covers.
A puncture stabilization of (T,φ) is some sequence of c-
stabilizations of (T,φ) with various c ∈C //G. We call a con-
nect sum of copies of S2c , for possibly varying c, a puncture
stabilizing sphere.
Note that if (T,φ)∈Rg,v, then a c-stabilization of (T,φ) has
branch type
v+ δ(c,+1)+ δ(c,−1) ∈ Z
C//G×{+1,−1}
≥0
where δ(c,±1) is the delta function on (c,±1). In particular, a
puncture stabilization never has positive trivialization. (This
fact is responsible for the “dilation” map we introduce in the
next subsection.)
Finally, we say two C-branched G-covers are stably equiv-
alent if they are equivalent after applying some sequence of
handle and puncture stabilizations to each of them.
Proposition 3.1. Suppose (T,φ) ∈ Rg,v and (S,ψ)∈ Rg′,w are
connected C-branched G-covers of oriented surfaces. Then
schC(T,φ) = schC(S,ψ) if and only if (T,φ) and (S,ψ) are
stably equivalent.
Suppose, moreover, that 〈C〉 = G and g = g′. Then handle
stabilization is unnecessary. That is, schC(T,φ) = schC(S,ψ)
if and only if (T,φ) and (S,ψ) are puncture-stabilization
equivalent.
Livingston proved this result in the unbranched case for
which C is empty [15]. Moreover, he considers the ques-
tion of extending his results to the branched case, but without
employing puncture stabilization. He even gives an example
of two unbranched covers that are bordant as branched cov-
ers, but not as unbranched covers. Our proposition seems to
be the appropriate generalization of Livingston’s result to the
(framed) branched case.
Proof. As in Livingston’s proof, the main idea is to use
the fact that integral homology and oriented cobordism are
the same in dimension 2. Thus, if the homology classes
schC(T,φ) and schC(S,ψ) in H2(BGC) are equal, then there is
a branched cover of some oriented 3-manifoldM with bound-
ary the union of (T,φ) and (S,ψ). Let K ⊆M be the branch
locus of this cover.
Construct a relative handle decomposition ofM and arrange
so that all 1-handles are attached before 2-handles, and so that
the attaching maps of the handles avoid the branch loci on Σg
and Σg′ . Because (T,φ) is connected, we can slide the attach-
ing maps for the 1-handles in the complement of the branch
9· · ·
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(e,+1)
(a,+1)
(b,−1)
(b,+1)
(c,−1)
(d,−1)
Σg
Σ
(a,+1)
(c,−1)
(d,−1)
Σg′
Figure 4. A cobordism M between the branched cover (T,φ) of Σg and the branched cover (S,ψ) of Σg′ provides a mutual stabilization of the
two covers. The branch locus K ⊆M is drawn in green. The dashed green arcs denote K1, which is the part of K between Σg and the relative
Heegaard splitting Σ. The solid green arcs denote K2, which is the part of K between Σ and Σg′ . The labels a,b,c,d,e denote elements in C.
To avoid overcrowding this schematic, we have not drawn a Heegaard diagram on Σ.
locus to guarantee that the G-cover over each of these new
handles is trivial. We can do the same thing for the 2-handles
because (S,ψ) is connected. See [15] for details. Let Σ be the
resulting relative Heegaard surface, which is the intersection
of the compression bodies
H1
def
= Σg∪{1-handles},
H2
def
= Σh∪{2-handles}.
Isotope K so that it is transverse to Σ, all maxima of K are on
the top side of Σ, and all minima are on the bottom side. The
latter two conditions can be understood as saying that Σ is a
bridge surface for the tangle K ⊆M. TheC-branchedG-cover
ofM restricts to a C-branchedG-cover over Σ. See Figure 4.
We claim that this cover of Σ is a stabilization of both (T,φ)
and (S,ψ). Let
K1
def
= K∩H1,
K2
def
= K∩H2.
So K1 is the portion of K that lies between Σg and Σ, while
K2 is the portion of K that lies between Σ and Σg′ . Let
α1, . . . ,αk ⊆H1 be the components ofK1 without endpoints on
Σg. The conditions on the maxima and minima of K guarantee
that K1 can be isotoped inside H1 so that the arcs α1, . . . ,αk
lie inside Σ simultaneously. Equivalently, there is a collec-
tion of disjoint disks D1, . . . ,Dk in H1 such that αi ⊆ ∂Di and
∂Dirαi⊆Σ. If we restrict the cover over Σ to a regular neigh-
borhood of ∂Dirα
◦
i in Σ, we see a summand equivalent to S
2
c
for some c ∈ C //G. We already slid the 1-handles to ensure
the cover over them is trivial, so we conclude that Σ is a sta-
bilization of (T,φ). This same argument with Σg′ , H2 and K2
used in place of Σg, H1 and K1 shows that the cover over Σ
is a stabilization of (S,ψ). Thus (T,φ) and (S,ψ) are stably
equivalent.
Conversely, suppose (T,φ) and (S,ψ) are stably equivalent.
It follows from Figures 1 and 2 that S2c and the trivial cover of
S1×S1 are both null-cobordant. Since homology and oriented
bordism are the same in dimension 2, the branched Schur in-
variants of these covers are both trivial. The Schur invariant
of a connect-sum is the sum of the Schur invariants. Hence
puncture stabilization and handle stabilization both preserve
the Schur invariant, and so schC(T,φ) = schC(S,ψ).
Finally, suppose 〈C〉 = G, g = g′, and schC(T,φ) =
schC(S,ψ). Lemma 2.6 says pi1(BGC) is trivial, so the Hopf-
Whitney classification [21, Corollary V.6.19] and the univer-
sal coefficient theorem imply that homotopy classes of maps
10
Σg → BGC are determined by their induced maps H2(Σg)→
H2(BGC), which of course are determined by the values taken
on [Σg], i.e. the Schur invariant. Thus, (T,φ) and (S,ψ)
induce homotopic maps to BGC. As in the proof of Theo-
rem 2.3, this implies (T,φ) and (S,ψ) are cobordant via a
cylinder M = Σg× [0,1]. As before, isotope the branch locus
K ⊂M so that it is in bridge position with respect to the sur-
face Σ = Σg×{1/2}. The restriction of the cover overM to Σ
is a mutual puncture stabilization of (T,φ) and (S,ψ).
We remark that Proposition 3.1 is true even if G is infinite.
However, all of our other results in this section use finiteness
of G in some way.
Any two c-stabilizations of a given connected cover are
equivalent. Thus, c-stabilization yields a well-defined map
pc : Rg,v/MCG∗(Σg,n)→ Rg,v+δ(c,+1)+δ(c,−1)/MCG∗(Σg,n+2).
Similarly, any two handle stabilizations are equivalent, so han-
dle stabilization yields a map
h : Rg,v/MCG∗(Σg,n)→ Rg+1,v/MCG∗(Σg+1,n).
Since two elements of Rg,v in the same MCG∗(Σg,n) orbit are
equivalent as C-branched G-covers, they must have the same
Schur invariant. Thus, the Schur invariant yields a map
schC : Rg,v/MCG∗(Σg,n)→ H2(BGC).
All of these maps commute. More precisely, see the commut-
ing diagram in Figure 5. A similar diagram commutes where,
instead of involving a puncture stabilization and a handle sta-
bilization, there are two puncture stabilizations of different
types.
The next two lemmas show that whenever g and v are large
enough, everything is a stabilization.
Lemma 3.2. If g> |G|, then h is surjective.
Proof. The proof is exactly the same as the proof of Proposi-
tion 6.16 in Dunfield and Thurston’s work [6]. In particular,
the branch locus plays no role.
Let (T,φ)∈Rg,v. We want to find a torus with one boundary
component inside Σg,n where the cover (T,φ) is trivial over it.
Let a1,b1, . . . ,ag,bg be the elements of pi1(Σg,n) indicated in
Figure 6, and let wi = ai · · ·a2 ·a1 for each i = 1, . . . ,g. Since
g > |G|, the pigeonhole principle guarantees φ(wi) = φ(w j)
for some i < j, hence φ(a j · · ·ai+1) = 1. Thus, a j · · ·ai+1
is a non-separating simple closed curve on Σg in the ker-
nel of φ . Let c1, . . . ,ck be a maximal disjoint collection of
such curves. After applying some equivalence, we can make
c1 = b1, . . . ,ck = bk. The same argument as before shows that
some w = a j · · ·ai+1 is in the kernel of φ . Since the collec-
tion c1, . . . ,ck is maximal, w must intersect one of the curves
cl . Since w and cl intersect in exactly one point, a regular
neighborhood of the two curves is a torus with boundary. By
construction, φ is trivial on this torus, which shows (T,φ) is a
handle stabilization.
We say v is larger than w if
v(c,o)> w(c,o)
for all (c,o) ∈C //G×{+1,−1}. For each conjugacy class c
inC //G, define a special branch type
Uc ∈ Z
C//G×{+1,−1}
≥0
that consists of the single element (c,+1) with multiplicity
|c| · | Innc(c)|, where | Innc(c)| is the order of c acting as an
inner automorphism on the conjugacy class c. That is,
Uc = |c| · | Innc(c)| ·δ(c,1).
Lemma 3.3. If v is larger than Uc, then the puncture stabi-
lization map pc is surjective.
Proof. This lemma and its proof extend Lemma 4 of the ap-
pendix in Fried and Volklein’s paper [11].
Let (T,φ) be an element of Rg,v+δ(c,+1)+δ(c,−1) . Pick a diskD
in Σg,n+2 containing the branch set K. Pick a basepoint on the
disk, and consider a generating set for pi1(DrK) consisting of
small loops around the branch points, oriented according to T .
Apply a braid to arrange so that a branch point of type (c,−1)
is to the right of all the other branch points. The condition
on v and the pigeonhole principle guarantee that there is some
c′ ∈ c that appears as the monodromy around | Innc(c)| many
of the positively-oriented branch points. Move all of these
branch points to the left of the disk, being sure to braid them
over the rest of the branch points, not under. This conjugates
the monodromies of the branch points that pass underneath,
but preserves the monodromies of the | Innc(c)| points passing
over. The resulting monodromies, arranged from left to right,
look as follows:
c1, c1, c1, . . . c1,∗, ∗, · · · ∗,c
−1
2 ,
where there are | Innc(c)| copies of c1 on the left, c2 ∈ c,
and the asterisks ∗ denote arbitrary elements of C. Choose a
smaller disk D′ that contains only the | Innc(c)| branch points
on the left. Since (T,φ) is connected, there is some loop on
Σg,n+2 around which we can slide D
′ so that the result is
c2, c2, c2, . . . c2,∗, ∗, · · · ∗,c
−1
2 .
In particular, this sliding of D′ does not change c−12 because
any time c−12 gets conjugated by a loop around a puncture in
D′, it gets conjugated by all | Innc(c)| of them. Now apply
another braid to arrange so that a point of type c2 is adjacent
to the point of type c−12 . This shows that φ is equivalent to a
c-stabilization.
3.3. Dilation replacement
In this subsection, we introduce a method called dilation for
converting a branched cover with negatively trivialized branch
points into a cover with a positive trivialization. The dilation
of branching data is a linear map
dil : Z
C//G×{+1,−1}
≥0 → Z
C//G
≥0
w 7→ wdil
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Figure 5. The diagram commutes.
a1
b1
a2
b2
a3
b3
ag
bg
Figure 6. The elements of pi1(Σg,n) used in the proof of Lemma 3.2.
where wdil is defined by
wdil(c)
def
= w(c,+1)+ (ord(c)− 1) ·w(c,−1).
Here ord(c) is the order of the group element c. If w has car-
dinality n, then wdil has cardinality n+N where
N = ∑
c∈C//G
(ord(c)− 2)w(c,−1).
Extend this notion of dilation to elements of Rg,w via the
map
dil : Rg,w → Rg,wdil
(T,φ) 7→ (+1,φdil) = φdil
where+1 denotes the positive trivialization and φdil is defined
by replacing each puncture of type (c,−1) with ord(c)− 1
punctures of type (c,+1) as in Figure 7. Note that this map
dil depends on a choice of generating set of pi1(Σg,n); we use
any standard set of generators that contains those indicated in
the figure. However, this choice is irrelevant for our purposes,
because of our next observation.
When a mapping class in MCG∗(Σg,w) acts on an element
(T,φ) in Rg,w, there is an induced action on φdil by banding to-
gether the dilated points. Thus, dil descends to a well defined
map
dil : Rg,w/MCG∗(Σg,n)→ Rg,wdil/MCG∗ i(Σg,n+N).
Lemma 3.4. If w satisfies the inequality
wdil(c)> |c| · (ord(c)− 1) ·w(c,−1)
for all c ∈C //G, then
dil : Rg,w/MCG∗(Σg,n)→ Rg,wdil/MCG∗(Σg,n+N)
is surjective.
In particular, the condition of the lemma is satisfied if
We reiterate that |c| is the cardinality of the conjugacy class c,
while ord(c) is the order of the group element c. Moreover,
since
wdil(c) = w(c,+1)+ (ord(c)− 1) ·w(c,−1),
the inequality in the lemma is equivalent to
w(c,+1)> (|c|− 1) · (ord(c)− 1) ·w(c,−1).
So the conditions of the lemma are stronger than saying w is
large enough. Fortunately, we will later use this lemma in a
“backwards” way, i.e. by picking wdil first and then choosing
w so that it satisfies the conditions of the lemma. See Lemma
3.7.
Proof of Lemma 3.4. Let ψ ∈ Rg,wdil . We must show ψ is
equivalent to φdil for some (T,φ) ∈ Rg,w.
For each c, pick a disk Dc ⊆ Σg containing the basepoint
and all of the branch points of type c. Arranged from left to
right, the monodromies around these points reads
c1, c2, c3, . . . , cwdil(c),
where c1,c2, . . . ,cwdil(c) ∈ c. By iteratively applying the pi-
geonhole principle and a similar argument as in the proof of
Lemma 3.3, we can find a braid that takes this to
· · · · · · · · · · · · · · ·d1 d1 d2 d2 dk dk ∗ ∗
ord(c)− 1 ord(c)− 1 ord(c)− 1
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...
c1 c2 c3 cn−2 cn−1 cn
· · ·
dil
...
c1 cn−2 cn
· · ·· · · · · · · · ·
c2 c2 c3 c3 cn−1 cn−1
ord(c2 )−1 ord(c3 )−1 ord(cn−1 )−1
Figure 7. The dilation φdil of (T,φ) ∈ Rg,w. We suppress the description of the monodromy around the handles, since the dilation map does
not depend on it anyway.
where k=w(c,−1) and the asterisks ∗ denote various leftover
elements in c. If we pick all of our disks Dc to be disjoint
(except for the basepoint), then this shows ψ is equivalent to
a dilation. Indeed, since the braids for each c are supported
in their respective disks, they do not interfere with each other.
Dilation does not preserve the Schur invariant. However,
we can compute the Schur invariant of a dilation in certain
cases. We require a definition: let w and v′ be branching data
in Z
C//G×{+1,−1}
≥0 . We say w is a stabilization of v
′ if
(w− v′)(c,+1) = (w− v′)(c,−1)
for all c ∈C //G.
Lemma 3.5. Let w and v′ be branching data inZ
C//G×{+1,−1}
≥0 ,
and suppose w is a stabilization of v′. If v′ is larger than
∑
c∈C//G
Uc,
then there exists a homology class χdil(w−v′) ∈ H2(BGC) such
that
schC(dil(T,φ)) = schC(T,φ)+ χdil(w−v′)
for all (T,φ) ∈ Rg,w.
Proof. By Lemma 3.3, every element of Rg,w is a stabilization
of an element in Rg,v′ . That is, there exists some puncture
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stabilizing sphere, which we shall denote by S2
w−v′ , such that
for all (T,φ) ∈ Rg,w, (T,φ) is equivalent to the connect sum of
S2
w−v′ and some element (S,ψ) ∈ Rg,v′ . There exists another
branched cover of the sphere, which we denote by S2
dil(w−v′),
such that dil(T,φ) is equivalent to the connect sum of (S,ψ)
and S2
dil(w−v′). Let χdil(w−v′) = schC(S
2
dil(w−v′)). Then
schC(dil(T,φ)) = schC(S,ψ)+ schC(S
2
dil(w−v′))
= schC(T,φ)− schC(S
2
w−v′)+ schC(S
2
dil(w−v′))
= schC(T,φ)− 0+ χdil(w−v′)
= schC(T,φ)+ χdil(w−v′).
3.4. Proof of Theorem 1.1
Proposition 3.1 implies that any two elements of Rg,v with
the same Schur invariant are equivalent in some Rg+M,w. In
other words, two orbits in Rg,v/MCG∗(Σg,n) that have the
same Schur invariant eventually merge into one orbit inside
some Rg+M,w/MCG∗(Σg+M,n+2N). Because G is finite, all of
the sets of orbits are finite, and so Lemmas 3.3 and 3.2 im-
ply that all of the handle and puncture stabilization maps are
bijections when g and v are large enough. We conclude that
only a finite amount of merging must occur before the Schur
invariant maps
schC : Rg+M,w/MCG∗(Σg+M,n+2N)→ H2(BGC)
are injections. This proves
Proposition 3.6. For all w ∈ Z
C//G×{+1,−1}
≥0 and g large
enough, the Schur invariant yields an injective map
schC : Rg,w/MCG∗(Σg,n)→ H2(BGC).
At first glance, this proposition is very close to the state-
ment of Theorem 1.1(1); however, the proposition allows neg-
atively trivialized branch points, while Theorem 1.1 does not.
We now use dilation to address this. By combining the propo-
sition and Lemma 3.4, it is straightforward to prove the fol-
lowing
Lemma 3.7. For all v∈Z
C//G
≥0 large enough, we can write v=
wdil where w ∈ Z
C//G×{+1,−1}
≥0 and the following conditions
hold:
1. schC : Rg,w/MCG∗(Σg,n)→ H2(BGC) is injective,
2. dil : Rg,w/MCG∗(Σg,n)→ Rg,v/MCG∗(Σg,n+N) is sur-
jective,
3. w is a stabilization of positive branching data v′ ∈
Z
C//G×{+1}
≥0 , and
4. v′ is larger than ∑c∈C//GU
c.
Now suppose v ∈ Z
C//G
≥0 is large enough for the lemma to
hold. Let φ ,ψ ∈ Rg,v and suppose schC φ = schC ψ . By
condition 2, there are (T ′,φ ′) and (S′,ψ ′) in Rg,w such that
φ = dil(T ′,φ ′) and ψ = dil(S′,ψ ′). Lemma 3.5 shows
schC(T
′,φ ′) = schC(φ)− χw−v′
= schC(ψ)− χw−v′ = schC(S
′,ψ ′)
By condition 1, (T ′,φ) and (S′,ψ ′) are in the same MCGg,n.
Condition 2 now implies that φ and ψ represent the same orbit
in Rg,v/MCG∗(Σg,n+N). This proves part 1 of Theorem 1.1.
To prove part 2, observe that when C generates G, the sec-
ond part of Proposition 3.1 says that we never need to intro-
duce handle stabilizations in the above argument. That is, two
orbits in Rg,v/MCG∗(Σg,n) that have the same Schur invariant
merge into one orbit inside some Rg,w/MCG∗(Σg,n+2N). Now
continue with the same argument to finish the proof of part 2.
Finally, we show that Rg,v/MCG∗(Σg,n) is a torsor for
M(G)C in the cases where g and v are large enough, and where
v is large enough andC generatesG. At the end of Section 2.3
we described an exact sequence
0→M(G)C → H2(BGC)→ N → 0,
where the mapH2(BGC)→ N is the homological branch type.
All of the elements of Rg,v have the same branch type, so, in
particular, they have the same homological branch type [v] ∈
N. Thus, for any (T,φ),(S,ψ) ∈ Rg,v,
schC(T,φ)− schC(S,ψ) ∈M(G)C .
To conclude, we must show that every element ofM(G)C can
be represented by such a difference.
We first consider the case where g and v are large enough.
Fix a branched cover of the oriented disk with branch type
v. Since N is the kernel of the evaluation map ZC//G → Gab,
the boundary monodromy of this cover is in the commutator
subgroup [G,G]. Let g1 be the commutator length of G, i.e.
g1 = max
x∈[G,G]
cl(x),
where
cl(x) =min{l | ∃a1,b1, . . . ,al ,bl ∈ G, [a1,b1] · [al,bl ] = x}.
We can extend the chosen branched cover of the disk to a C-
branched G-cover (T,φ) of a closed oriented surface with the
same branch type v and genus g1; if necessary, we can pick g1
even larger so that (T,φ1)∈ Rg1,v is connected. Let g2 be large
enough so that every element χ ∈M(G)C can be represented
by an unbranched G-cover φχ of a closed surface of genus
g2. Let g3 = g− g1− g2 and let φ3 be the trivial G-cover over
a surface of genus g3. Let (T,ψχ) be any element of Rg,v
equivalent to the connect sum
(T,φ)#φχ#φ3.
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The Schur invariant of this cover is
sch(T,ψχ) = schC(T1,φ1)+ χ .
In particular, for every χ ∈M(G)C ,
sch(T,ψχ)− sch(T,ψ0) = χ .
Finally, suppose v is large enough and C generates G.
Lemma 2.2 shows that every element of M(G)C can be rep-
resented by an unbranched cover of S2. Better yet, there ex-
ists a branch type v1 ∈ Z
C//G×{+1,−1}
≥0 such that every element
χ ∈M(G)C can be represented by an element (Tχ ,φχ) of R0,v1 .
Fix any element (T1,φ1) in R0,v−v1 . For every χ ∈M(G)C, let
(T,ψχ) be an element of R0,v that is equivalent to the connect
sum
(Tχ ,φχ)#(T1,φ1)
As before,
sch(T,ψχ) = schC(T1,φ1)+ χ ,
and in particular,
sch(T,ψχ)− sch(T,ψ0) = χ
for every χ ∈M(G)C.
4. OUTLOOK
4.1. Understanding the stable range
We remark that while Lemmas 3.2, 3.3 and 3.4 provide spe-
cific lower bounds, the merging argument in the proof of The-
orem 1.1 does not give any bounds whatsoever on when merg-
ing stops. Thus, we do not have an upper bound for when
the stable range begins. The problem of computing the stable
range is closely related to the quantitative Steenrod problem
in H2(G), i.e. the question of finding a smallest genus repre-
sentative of a given homology class in H2(G). It could be in-
teresting to try to bound the stable range for specific families
of finite groups, such as solvable groups or the non-abelian
simple groups.
4.2. Applications to G-equivariant TQFT
The subject of this paper first received attention as early as
Nielsen in 1937 [17]. Despite its age, it takes on a new life in
the context of topological quantum field theory.
The linearization of the permutation action of MCG∗(Σg,n)
on Rˆg,n is closely related to one of the simplest examples of
a topological quantum field theory, the untwisted Dijkgraaf-
Witten theory with gauge group G [5, 10]. In fact, this lin-
earized action is precisely the representation of MCG∗(Σg,n)
afforded by the G-crossed modular tensor category of G-
graded vector spaces. Every G-crossed modular tensor cate-
gory gives rise to an extended, pointed (2+ 1)-dimensional
homotopy quantum field theory with target K(G,1), and,
hence, a (projective) representation of MCG∗(Σg,n) on a vec-
tor space
V×(Σg,n) =
⊕
φ∈Rˆg,n
V×(Σg,n,φ)
consisting of blocks indexed by the G-representation set Rˆg,n.
[19, 20]. The linear action of MCG∗(Σg,n) onV
×(Σg,n) refines
the permutation action of MCG∗(Σg,n) on the index set Rˆg,n.
In recent works, the author and Kuperberg study the action
of MCG∗(Σg,n) on Rˆg,n under the assumption that G is a non-
abelian simple group [12, 13]. In this case, we understand
more than just the orbits of the action: building on [6] and
[18], the results of [12] and [13] establish a precise version of
classical topological computing via this action. Complexity-
theoretic hardness results for combinatorial 3-manifold invari-
ants ensue. As we now explain, we advertise this result here
because we believe it may be of interest in the study of topo-
logical quantum computing with symmetry enriched topolog-
ical phases (see [4] for an introduction).
Recall that the algebraic model of a (2+ 1)-dimensional
G-symmetry enriched topological phase of matter (G-SET
phase) is believed to be a (2+ 1)-dimensionalG-crossed uni-
tary modular tensor category [1]. The physical interpretation
says that aG-representation φ ∈ Rˆg,n is a background field that
gauges some internal G-symmetry of a topological phase re-
siding on Σg,n. The subspaces V
×(Σg,n,φ) are called twisted
sectors. In the language of condensed matter physics, this pa-
per seeks to understand when two gauge fields on Σg,n are
equivalent under a modular transformation. This question re-
cently received some attention in the physics literature, where
the case of n = 0 and G abelian was solved [1, 2]. (We note
that the cyclic case was already known to Nielsen [17], and
the abelian and metacyclic cases were solved by Edmonds in
the early 1980s [7, 8].)
When every twisted sector is 1-dimensional, aG-SET phase
is instead called a G-symmetry protected topological phase,
or G-SPT phase. It is well-known that topological quantum
computing with a G-SPT phase is never quantum universal.
Nevertheless, the results of [12, 13] imply that, at least for
nonabelian simple G, a kind of topological computing with
a G-SPT phase is #P-complete via parsimonious reduction,
a precise notion of classical (i.e. non-quantum) universality.
More generally, it follows that for suchG, everyG-SET phase
can model classical reversible circuits.
Accordingly, when G is nonabelian simple, one might hope
that for the topological operations available from a G-SET
phase to be quantum universal, the only thing left to find is a
single entangling gate between two states in different twisted
sectors. Unfortunately, it is expected that no such entangling
gate exists using topological operations. Moreover, unless one
is willing to believe that quantum computers can efficiently
solve problems in #P, the results of [12, 13] can be understood
as evidence that preparing, measuring and topologically ma-
nipulating arbitrary gauge fields on a surface is too hard for
a quantum computer to do efficiently. Nevertheless, knowl-
edge of the action of MCG∗(Σg,n) on Rˆg,n could help when
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designing protocols for universal gate sets augmented with non-topological operations, as in [4].
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