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Abstract
In many industrial applications, models constructed from real problems using em-
pirical or physical laws are used for control, prediction, error detection, design, or
simulation. Models often involve some unknown coefficients (parameters). The
unknown parameters of a model have to be estimated prior to solving the model.
Parameters can be estimated using the model and the observed (measured) data
from the real problem. Parameter estimation problems take (can be reduced to)
various forms, i.e. “nonlinear optimization”, “nonlinear equations” or “nonlinear
least squares” which can be solved by numerical methods. There are many numeri-
cal methods, each of which is appropriate for a specific variety of problem.
In this dissertation, Newton’s method and its variants (Newton’s method with line
search/trust-region) for solving parameter estimation problems of small to medium
scale are addressed. Newton’s method may fail if the Hessian (Jacobian) matri-
ces are singular or indefinite (singular). Newton’s method with trust-region can
be used to avoid such problem. The search direction in this method can be com-
puted by a sequence of factorizing of the Hessian (Jacobian) matrix with diagonally
modified structure where the final modified system turns out to be convex and
well-conditioned (regularized).
Since numerical methods are used to solve the problems, certain numerical issues,
i.e. underflow, overflow, rounding error and cancellation are introduced. Enhancing
the performance of the algorithm is also elaborated.
Implementation techniques of the algorithms are outlined in details. Test results
are given to illustrate performances of different variants of Newton’s method.
Solution procedures of the following parameter identification problems from the
company IAV GmbH, Gifhorn are discussed.
• Identification of geometric tolerances in a sensor wheel;
• Identification of combustion parameters in a diesel engine;
• Identification of reaction parameters in a “Selective Catalytic Reduction”
(SCR) catalyst.
Models and their computational heuristics of above identification problems are de-
scribed. Parameters are estimated using variants of Newton’s method with the
measurement data of the company. Results from the identifications are presented.
v
A new trust-region algorithm for the nonlinear system of equations and the nonlinear
least squares is presented. The trust-region concept from unconstrained optimiza-
tion is used to derive the algorithm. Thus the algorithm works well, even if the
Jacobian matrices become nearly singular.
Alternative models to the Wiebe function [38] for modeling the combustion process
in a diesel engine are proposed since identification of combustion parameters using
the Wiebe function is computationally too expensive to be used in the real time op-
eration. Computational time for parameter identification with new model functions
is significantly less than that with the Wiebe function. This makes new functions
suitable choices to be used for the real time operation.
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Chapter 1
Introduction
1.1 Motivation
Parameter identification is the estimation of unknown parameters in a model constructed
from a real problem. The model can be constructed from empirical as well as physical laws.
Parameter estimation is based on the model and the observed (measured) data from the
real problem. Unknown parameters are estimated by minimizing the discrepancy between
measured output quantities and corresponding quantities obtained by solving the model.
A procedure for parameter identification in real problems can be divided into the
following parts:
1. Model determination: The mathematical model is constructed from basic physical
laws and empirical considerations of a real problem. The mathematical model may
not have any analytical solution or may not be solved by hand computation and
therefore we require a computer to perform the task by numerical methods. A
numerical method solving a model on the computer most often gives a practical
solution to the real problem if the real problem is adequately represented by the
model. In fact, when a real problem is mathematically expressed, it is sometimes
simplified so that the real problem is represented approximately. When this model is
solved by a numerical method, it may be necessary to perform further simplification.
2. Experiment: Measurement is carried out for the real problem and input and output
values are sampled and stored.
3. Parameter estimation: Unknown parameters are estimated by minimizing the devi-
ation between the sampled output and the model output. This problem can take
(can be reduced to) a form of optimization, system of equations or least squares.
The parameters are estimated by solving the problem of corresponding form.
4. Model validation: The correctness of the model and the accuracy of the parameter
estimates are evaluated, based on the model fit and physical ranges of parameters.
In the model predictive control (MPC) of a process, we have a parameter identification
problem where a mathematical model is used to predict the dynamic behavior of the
process (real problem) over a future horizon. The model involves control variables which
are the unknown parameters. Control variables are estimated so that the discrepancy
between the desired control output (like measured output) and the model predicted control
output (model output) is minimal. Computed control variables are used to control the
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process. Since MPC is a real time process, the whole procedure is repeated at each control
interval [37].
Parameter identification in real problems in many industrial research areas very often
exhibit nonlinear behavior, and therefore constructed models are nonlinear. In particular,
this dissertation will provide numerical methods to solve the following three parameter
identification problems.
1. The Selective Catalytic Reduction (SCR) catalyst is currently considered the most
effective technology for high nitrogen oxides (NOx) removal from exhaust gas of a
diesel engine using ammonia as a reducing agent. In the SCR catalyst, ammonia is
adsorbed in the catalyst and reactions take place between adsorbed ammonia and
NOx to form water vapor (H2O) and nitrogen gas (N2). The SCR catalyst has
very high conversion efficiencies, typically 85% to 99% for the reduction of NOx to
N2 [23]. The chemical reaction parameters have to be identified for designing (or
predicting from) an SCR catalyst.
Identification of reaction parameters in an SCR catalyst gives a highly nonlinear
least squares problem that is formulated using an SCR catalyst model [23, 39] and
measurements of flow at entrance and exit of the catalyst. The physical phenomenon
“exhaust gas flow through an SCR catalyst” can be expressed in terms of a math-
ematical model using partial differential equations (PDEs). PDEs are solved by
a numerical method on a computer. The physical domain can be discretized into
finitely many volume elements and the time domain can be discretized into finitely
many time steps. PDEs can be converted into a system of algebraic equations using
the finite volume method (FVM) for volume elements, and an implicit method for
time steps. Boundary conditions obtained from the data at entrance of the cata-
lyst are set in this system. The system is solved for the quantities “temperatures”
and “concentrations of species” for all discrete volume elements over time steps. A
nonlinear least squares problem is formulated using this simulation model and the
data at exit of the catalyst. By solving this problem, we can estimate the reaction
parameters.
Higher accuracy of the solution can be obtained using finer volume elements and
finer time steps. The number of volume elements and time steps are restricted by
the computer memory and time frame within which the solution is expected.
2. A simplified mathematical model of the combustion process in a diesel engine is
the Wiebe function [38] which is widely used in application. The model has three
combustion parameters: crank angle at the start of ignition, total amount of heat
release and combustion duration which can be identified and used to control the
speed, efficiency, noise and exhaust emission. These parameters can be estimated
by minimizing the deviation between the pressure signal from measurements and
the pressure derived from the combustion model that can be formulated as a non-
linear least squares problem. The parameters have to be computed fast enough
with respect to engine speed so that estimated parameters can be used in the real
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time. A simplified model of the combustion process can be considered to save the
computational time.
Investigation shows that the computational time to determine the combustion pa-
rameters using the Wiebe function is too high to be suitable in the real time oper-
ation. That is why alternative models are proposed which are cheap in computing
combustion parameters and provide suitable choices for the real time application.
3. Modern diesel fuel injection system (common rail and pump-nozzle-units) requires
the reference of crank angles, engine speed, load etc. to estimate the two parameters:
crank angle at the start of fuel injection and amount of fuel to inject for a diesel
engine. Measurement of engine speed of a combustion engine is carried out by
sensor wheels mounted on the crankshaft. Crank angles can be estimated from
the measured engine speed. But geometrical tolerances of a sensor wheel result
in systematic errors in the measurement. To get the corrected speed, we have to
determine these errors due to geometric tolerances. These geometrical tolerances
can be estimated by solving a nonlinear system of equations which is formulated
using a suitable physical model of kinetic energy balance of the crankshaft and the
measurement of engine speed [15].
Since we employ a computer to solve the problems, we need to consider certain issues,
e.g., underflow, overflow and cancellation. As computer can store finite precision for num-
bers, a problem sometimes cannot be solved beyond a certain precision. However, it most
often provides a solution that is accurate enough for practical applications. Underflow
and overflow may cause failure to an algorithm. Those can be avoided through proper
scaling. Cancellation may cause loss of accuracy leading to a wrong result. Cancellation
can be avoided by rearranging the algorithm.
Increasing computer memory and speed year on year gives a huge benefit in terms
of required time and accuracy for numerical simulation. Numerical simulation tools are
massively used in industry and at the present time many expensive experiments are re-
placed by numerical simulations. Sometimes, a computer model of a nonlinear system is
comprised of complex and time-consuming numerical simulation. Designing a fast algo-
rithm is very important to obtain the solution within reasonable time. Enhancing the
speed of the algorithm is utmost significant for problems in the real time operation.
1.2 Research problem
IAV requires a new, fast, stand-alone and optimized software of parameter identification
for their automobile controllers that use “ETAS rapid prototyping hardwares”. The
hardware supports ASCET (a modeling and development tool for automotive embedded
system) which includes a C-like language ASCET-C. The typical problems of parameter
identification that are intended to be solved by the software are nonlinear and of small to
medium scale. Parameter estimation problems take the following forms
1. nonlinear optimization,
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2. nonlinear least squares,
3. nonlinear system of equations.
Therefore, the software should include the solvers for above forms.
The software has to be developed in C using fast and robust algorithms and then has
to be converted in ASCET-C for the real time operation. The software is to be tested
with the problems mainly arisen from the area of diesel engines.
There is a number of commercial and noncommercial softwares for solving problems of
above three forms available at the present time. Most of available C codes are complicated
and call different Fortran routines. Moreover, they may not be optimized for a different
hardware. Therefore, it necessitates to develop a new code or to modify an existing code.
Due to the copyright restriction, we will only present the design and tests of algorithms
in C language but not in ASCET-C.
1.3 Outline of the report
This dissertation intends to present all the theories, algorithms required to design and im-
plement a software for solving nonlinear unconstrained optimization, nonlinear equations
and nonlinear least squares.
Since problems will be solved numerically, it is very important to know how the com-
puter represents data, how it calculates a value. Chapter 2 is a detail description of
fundamentals of numerical computing. This knowledge is very important prior to imple-
ment an algorithm. Underflow, overflow, rounding error and cancellation are described
with examples in this chapter. In control systems the algorithm must work fast so that the
output of an algorithm can be used in real time. This chapter describes how to increase
the speed of an algorithm.
Chapter 3 describes the nonlinear unconstrained optimization. Chapter 4 covers the
nonlinear least squares and nonlinear system of equations. These two chapters contain
various solution methodologies with algorithms and technical details.
Chapter 5 presents implementation details of algorithms. Various test problems were
investigated by implemented algorithms (software). Chapter 6 gives test results from the
software.
Chapter 7, 8, 9 provide three parameter identification problems (as mentioned in
section 1.1) from diesel engines and their solutions using the software.
Lastly chapter 10 is a summary and conclusion of the whole work.
1.4 Notations and fundamentals of analysis
We will use R to denote the set of real numbers. Rn and Rm×n will express the set of
n-dimensional real vectors, and the set of m by n real matrices, respectively. We will
use the subscript index i to indicate the ith component of the associated vector. The
subscript index i j will be used to denote (i, j)th element of the associated matrix. The
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notation diag(d) will be used to denote a diagonal matrix with diagonal elements di with
i = 1, 2, · · · . The superscript T will denote the transpose of the associated quantity. A
vector x ∈ Rn will be considered as a column vector. The scalar product of two vectors
x, y ∈ Rn is given by∑ni=1 xiyi = xT y. The vector p-norm for p = 1, 2, · · · is defined by
‖x‖p =
(
n∑
i=1
|xi|p
) 1
p
. (1.1)
The Euclidean norm is given by
‖x‖2 =
√
xTx =
√√√√ n∑
i=1
x2i . (1.2)
We will use ‖x‖ to indicate any norm of x. The notation ∠(x, y) will be used to imply the
angle between two vectors x, y ∈ Rn. A ceil function of a real number y is the function
which returns the smallest integer not less than y and will be denoted by dye.
The gradient (vector of partial derivatives) of a continuously differentiable function
f : Rn → R will be denoted by g,∇f or f ′, which is given by
∇f(x) =

∂f(x)
∂x1
...
∂f(x)
∂xn
 ∈ Rn. (1.3)
The Hessian (matrix of second partial derivatives) of a twice-continuously differentiable
function f : Rn → R will be denoted by H or ∇2f , which is given by
∇2f(x) =

∂2f(x)
∂x1∂x1
· · · ∂2f(x)∂x1∂xn
...
...
∂2f(x)
∂xn∂x1
· · · ∂2f(x)∂xn∂xn
 ∈ Rn×n. (1.4)
If c : Rn → Rm is continuously differentiable, then
A(x) =

∂c1(x)
∂x1
· · · ∂c1(x)∂xn
...
...
∂cm(x)
∂x1
· · · ∂cm(x)∂xn
 ∈ Rm×n (1.5)
will denote the Jacobian matrix of c.
An infinite sequence of vectors xk has a limit x∗ if for all ² > 0, there exists an integer
k(²) such that for every k ≥ k(²)
‖xk − x∗‖ < ². (1.6)
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When a sequence has a limit, the notation
lim
k→∞
xk = x∗ (1.7)
will be used. This sequence is said to converge or to be a convergent sequence. A
point x is called a point of accumulation of an infinite sequence xk if there exists an
infinite sequence of integers k1, k2, k3 · · · such that
lim
i→∞
xki = x. (1.8)
A sequence xk is called bounded if there is a real number C > 0 such that
‖xk‖ ≤ C ∀k. (1.9)
If an infinite sequence of vectors xk is bounded and if it has only one point of accumulation,
then the sequence converges and has a limit. A set S ⊂ Rn is called closed if it contains
the limit of every convergent sequence of points formed from S. A set S ⊂ Rn is called
bounded if there is a real number C > 0 such that
‖x‖ ≤ C ∀x ∈ S. (1.10)
A set which is closed and bounded is called compact. The neighborhood of a point x∗
will be denoted by B²(x∗), which is defined by
B²(x∗) := {x ∈ Rn : ‖x− x∗‖ < ²}. (1.11)
A level set of x0 is defined by
Nf (x0) := {x | f(x) ≤ f(x0)}.
A set S is open if for every x ∈ S, there is an ²(x) such that B²(x) is entirely contained
in S. A matrix M ∈ Rn×n is called
1. positive semi-definite if xTMx ≥ 0 for all nonzero x ∈ Rn,
2. positive definite if xTMx > 0 for all nonzero x ∈ Rn,
3. negative semi-definite if xTMx ≤ 0 for all nonzero x ∈ Rn,
4. negative definite if xTMx < 0 for all nonzero x ∈ Rn,
5. indefinite if there exist nonzero vectors x, y ∈ Rn such that xTMx < 0 and
yTMy > 0.
The matrix p-norm for p = 1, 2, · · · is defined by
‖M‖p = max
x s.t. ‖x‖p=1
‖Mx‖p, (1.12)
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where ‖x‖p is the vector p-norm. The matrix 1-norm ‖M‖1 is defined by
‖M‖1 = max
j
n∑
i=1
|Mij | = maximum absolute column sum norm. (1.13)
The matrix ∞-norm ‖M‖∞ is defined by
‖M‖∞ = max
i
n∑
j=1
|Mij | = maximum absolute row sum norm. (1.14)
A function J : Rn → Rn×n is bounded if there exists a real number C > 0 such that
‖J(x)‖ < C ∀x ∈ Cn. (1.15)
A function J : Rn → Rn×n is said to be Lipschitz continuous if there exists a constant
βL > 0 such that
‖J(x1)− J(x2)‖ ≤ βL‖x1 − x2‖ (1.16)
for all x1, x2 ∈ Rn. If J is Lipschitz continuous, then it is continuous in x. The converse is
not necessarily true. However if J has bounded partial derivatives in x, then it is Lipschitz
continuous.
We will use the symbols O(hk) and o(hk), k ∈ N where N is the set of natural numbers.
For O(hk), we write
g(h) = O(hk) for h→ 0, and
lim sup
h→0
‖g(h)‖
|h|k <∞,
and for o(hk), we write
g(h) = o(hk) for h→ 0, and
lim sup
h→0
‖g(h)‖
|h|k = 0,
with a function g : R→ Rn.
Definition 1.1 Rate of convergence [31, p. 28–30]
1. A sequence xk ∈ Rn converges Q-linearly to x∗ with a rate κ ∈ (0, 1) if there is an
l ≥ 0 such that,
‖xk+1 − x∗‖ ≤ κ‖xk − x∗‖ ∀k ≥ l.
2. A sequence xk ∈ Rn converges Q-superlinearly to x∗ if xk → x∗ and
‖xk+1 − x∗‖ = o(‖xk − x∗‖) for k →∞.
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With this definition the following form holds true:
‖xk+1 − x∗‖
‖xk − x∗‖ → 0.
3. A sequence xk ∈ Rn converges Q-quadratic to x∗ if xk → x∗ and
‖xk+1 − x∗‖ = O(‖xk − x∗‖2) for k →∞.
With this definition there exists a C > 0 and l > 0 such that
‖xk+1 − x∗‖ ≤ C‖xk − x∗‖2 ∀k ≥ l.
4. A sequence xk ∈ Rn converges R-linearly, R-superlinearly or R-quadratically
to x∗ if there exists a sequaence νk ∈ R which converges to 0 with Q-linear, Q-
superlinear or Q-quadratical rate, respectively such that
‖xk − x∗‖ ≤ νk ∀k ≥ 0.
The prefix Q stands for “Quotient” and is used to differentiate from R(Root) orders of
convergence.
We represent the subscript index k to denote the quantities evaluated at the kth
iteration. For example, xik implies the ith component of x evaluated at the kth iteration,
and the Jacobian matrix Ak indicates the Jacobian matrix A(xk). The Hessian matrix
Hk indicates the Hessian matrix H(xk).
1.5 Optimization terminologies
We consider the following continuous nonlinear optimization problem [40].
min
x
f(x) (1.17)
subject to x ∈ Z, (1.18)
where Z ⊂ Rn is the feasible region, x = [x1, x2, · · · , xn]T is called the optimizing
parameter, and f : Rn → R is the objective function which is assumed to be continu-
ously differentiable. x ∈ Z is called the constraints. The maximization problem can be
transformed into a minimization problem simply replacing f by −f . The feasible region
Z can be described in terms of equalities and inequalities.
Z =
{
ci(x) = 0, i ∈ E = {1, 2, · · · ,m},
ci(x) ≤ 0, i ∈ I = {m+ 1,m+ 2, · · · ,m+ l},
(1.19)
where c : Rn → Rm+l are continuously differentiable functions. A function ci(x) = 0, i ∈ E
is called an equality constraint and the function ci(x) ≤ 0, i ∈ I is called the inequal-
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ity constraint. The problem consisting only of (1.17) is called the unconstrained
optimization problem, while the problem consisting of (1.17) and (1.18) is called the
constrained optimization problem. If f and c are linear, then the problem is called a
linear programming problem. If all the constraints are linear and the objective func-
tion is quadratic, then the problem is a quadratic programming problem. If any of the
functions is nonlinear, then we have a nonlinear programming problem [17, p. 257, p.
289].
The lowest of all minima is called the global minimum. Other minima are local.
If the problem does not have special properties, there is no way to guarantee that the
minimum value of a function found from conventional numerical method is the global one.
Nevertheless, one idea is to start from different initial gausses, which are scattered through
the feasible region. If they produce the same result, then there is a good chance that the
global minimum has been found. If they produce different results, taking their minimum
would be the possible desired global minimum. But there may be some unexplored regions
with smaller values of the objective function [17, p. 258].
Definition 1.2 [31]
1. A set
Nf (x0) := {x ∈ Z : f(x) ≤ f(x0)} (1.20)
is called the level set of (1.17-1.18) at x0.
2. If φ : Rn → R is a continuously differentiable function and x, s ∈ Rn, then the
directional derivative of φ is given by ∇φ(x)T s which is the rate at which φ
changes at the point x in the direction s.
3. A vector s ∈ Rn is called the descent direction of a continuously differentiable
function φ : Rn → R at x ∈ Rn if the directional derivative ∇φ(x)T s < 0.
Definition 1.3 [17]
1. A set Z ∈ Rn is convex if it contains the line segment between any two of its points
x, y ∈ Z i.e.,
(1− t)x+ ty ∈ Z ∀t ∈ [0, 1]. (1.21)
2. A function f : Z → Rn is convex on a convex set Z if its graph along any line
segment lies on or below the chord connecting the functional values at the end points
x, y ∈ Z of the segment, i.e.,
f((1− t)x+ ty) ≤ (1− t)f(x) + tf(y) ∀t ∈ [0, 1] (1.22)
and the function is called strictly convex if
f((1− t)x+ ty) < (1− t)f(x) + tf(y) ∀t ∈ (0, 1). (1.23)
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Convexity plays an important role in optimization. A strictly convex function has
only one minimum. So its local minimum is also the global minimum. The term local
convergence is used when a method converges to a local minimum, only if the initial
point lies close enough to the solution. The term global convergence is used when a
method converges to a local minimum, no matter where the initial point may lie. Newton’s
method with local convergence property will be called the local Newton method, or
simply Newton’s method. Newton’s method with global convergence property will be
referred to as the global Newton method.
Chapter 2
Fundamentals of
numerical
computing
2.1 Introduction
Numerical computing relies heavily on how numbers are represented and manipulated
on a computer. To work on difficult problems with confidence, we need to have a sound
understanding of the fundamentals of computer arithmetic. We need to know how number
systems are designed and how arithmetic works. Humans use base 10 (decimal) arithmetic
system for representing a number. Most computers express numbers in base 2 (binary)
arithmetic system. The reason for changing from decimal to binary arithmetic is merely
that it is very easy to do addition, subtraction, multiplication and division in binary
arithmetic. However two problems arise in changing from decimal to binary:
1. we need to constantly convert numbers written in decimal by human to binary
number system and then back again to decimal for humans to read the results.
2. we need to understand the limits of arithmetic in two different number systems.
A number can be represented in many ways. For example, a number 129.34 can be
represented as 1.2934 × 102, 0.12934 × 103 or 1293.4 × 10−1. To avoid such and other
difficulties, the Institute for Electrical and Electronics Engineers(IEEE) fixed a
standard [5, 24, 32] for representing floating-point numbers that are followed by almost
every modern computer. In this chapter, we will analyse the number system and its
limitation. We will also elaborate how to achieve the high performance in numerical
computing. To illustrate these, we presented some C programs in this chapter. The
programs were compiled by a GCC compiler of version 3.3.1 and run under a Linux
Pentium 4 PC.
2.2 Integer representation
In the binary notation we have only two possible states, 0 and 1 which are known as
bits (abbreviation for binary digits). We will use bi to denote a bit at the ith position
of a binary number. An integer is a number with no fractional part. It can be positive,
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negative or zero. An unsigned integer is an integer that is equal to or greater than
zero. A signed integer is an integer which is positive, negative or zero. An (n+ 1) bit
integer has the following form
b0b1 . . . bn−1bn. (2.1)
The value of an unsigned integer is given by
Iu =
n∑
i=0
bi2n−i. (2.2)
The range of values for an (n + 1) bit unsigned integer is from 0 to 2n+1 − 1. For an
example, an integer number 10 can be stored in 32 bits as
00000000 00000000 00000000 00001010
1 32
−2
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−2
−1 +1
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0
2
31
−2
−1
31
2+1
31
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s
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0 1
2
2
31
−2
2
31
−12
31
2 +1
2
32
−1
31
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Bit
Figure 2.1 Illustration of integer value evaluation using 2’s complement
Signed integers are represented in several ways including sign-magnitude, 1’s com-
plement, 2’s complement and biased representation. Here we restrict our discus-
sion to the 2’s complement method which is used in most computer systems. In the 2’s
complement system, the value of an (n+1) bit integer can be obtained from b0, b1, · · · , bn
by
I =
n∑
i=1
bi2n−i − b02n. (2.3)
The range of values for an (n + 1) bit integer I is between −2n and 2n − 1. A 32 bits
nonnegative I lies in the range between 0 and 232 − 1 keeping the leading bit b0 as zero
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and storing the value in remaining 31 bits. A negative integer I = −y, where 1 ≤ y ≤ 231,
is stored as
232 − y (2.4)
in a binary form. FIGURE 2.1 shows how the integer value can be evaluated from a 32
bits format. The inner circle of the figure shows the bit values which increase from 0
to 232 − 1. The outer circle shows the associated integer values. The right side of this
circle generates positive integers, while the left side yields negative integers which can be
calculated using (2.3) from bits values of the inner circle. The binary format of a negative
integer always contains 1 at its leading bit. Thus the leading bit distinguishes between
positive and negative integers.
The bit inversion is the change of the state of a bit to the opposite state, i.e. the
changing of a state 0 to 1 or a state 1 to 0. The 2’s complement representation of a
negative integer −x from a positive integer x can be obtained by a bit inversion and an
addition of 1 as demonstrated below for -8.
00000000 00000000 00000000 00001000 = 8
⇓ Bit inversion
11111111 11111111 11111111 11110111 = 232 − 1− 8
⇓ +1
11111111 11111111 11111111 11111000 = 232 − 1− 8 + 1 = −8
Let us assume x and y are two integers. If we subtract y from x, this makes 0 when x = y.
It can also be demonstrated for the 2’s complement system as follows.
x− y = x+ (−y) (2.5)
The number x+ (−y) in 2’s complement system is given by
x+ 232 − y (2.6)
= x− y + 232 (2.7)
= 0 + 232 (2.8)
The number 232 is too big to store for 32 bits, since it is comprised of one followed by 32
zeros
1 00000000 00000000 00000000 00000000 .
The leading bit 1 is abandoned, and that gives exactly 0 which we want. If x > y in (2.5),
(2.7) generates a value which again cannot fit in 32 bits. The leading bit 1 is discarded
which is the same as omitting 232 from (2.7). Hence, we get the exact value of x− y. If
x < y, the result is a negative value. (2.6) can be rewritten as 232 − (y − x). In this case
the value fits in 32 bits. Comparing with (2.4) we observe that it is a negative value of
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y − x which we have anticipated [22, 32].
The addition of signed numbers in the 2’s complement system is performed in a simple
way. Two numbers -8 and 17 are added using 32 bits as follows.
00000000 00000000 00000000 00010001 17
+11111111 11111111 11111111 11111000 -8
00000000 00000000 00000000 00001001 9
The leading bit resulted by the above addition is omitted due to the reason mentioned
before.
Overflow occurs when an integer is outside of the bits range. For example, the result
of an addition a+b of two integers a, b might not be representable in their range, although
both a and b are representable. The following C program gives some unexpected result
due to overflow.
Program 2.1 Overflow of integer numbers
int main(){
int a, b, c, d, x, y;
a = 2147483647;
b = 10;
c = -2147483648;
d = 9;
x = a+b;
y = c-d;
printf("The value of x is %i\n", x);
printf("The value of y is %i\n", y);
return 0;
}
We get the following output:
The value of x is -2147483639
The value of y is 2147483639
Results from the above program are completely wrong due to overflow of integer numbers.
We can explain this result using FIGURE 2.1.
x = a+ b = 2147483647 + 10 = 231 + (−1 + 10)
> 231 − 1,
which is outside the range of nonnegative signed integers. This can be written in the 2’s
complement system as
−231 + 9 = −2147483639.
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Similarly,
c− d = −2147483648− 9 = −231 − 9 < −231,
which gives
231 − 9 = 2147483639.
TABLE 2.1 shows ranges of different integer data types which are used by C/C++.
Table 2.1
Ranges of different integer data types [8]
Integer data type Bits Lower bound Upper bound
short int 16 -32768 32,767
unsigned short 16 0 65,535
int 32 -2,147,483,648 2,147,483,647
unsigned int 32 0 4,294,967,295
long 64 −263 263 − 1
unsigned long 64 0 264 − 1
2.3 Floating-point representation
A floating-point number is represented by a triple, namely sign, exponent and fraction as
follows.
V = ±M × βE , (2.9)
where M = mantissa or significand, β= radix or base, and E = exponent [18].
We restrict our attention to the binary system where β = 2, 0 ≤ M < 2. A floating-
point number V 6= 0 is transformed into ±M ×βE by changing the exponent E such that
M has a leading nonzero bit. This transformation provides uniqueness of the number
and is called normalization. The form obtained is called normalized representation.
However, normalization cannot be applied to the case of V = 0. For representing zero,
all bits of M must be zeros.
In the next sections, we will discuss the floating-point representation by the IEEE
standard in details. We will use the notation a e± b to express the number a× 10±b. A
number is to be understood as a decimal number unless otherwise specified.
2.3.1 Single format
The IEEE single format to represent a floating-point number requires a 32 bits, which
can be numbered from 0 to 31, left to right. The leading bit is the sign bit S, the next
eight bits are the characteristic bits C and the final 23 bits are the fractional part F
of the significand M . The leading bit of M is not stored as it is known that it has the
value 1 for a normalized number.
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Signed bit Characteristic bits Fractional bits
1-bit S 8-bit C 23-bit F
0 8 31
The sign bit S is 0 for positive numbers and 1 for negative numbers. The exponent E
(from (2.9)) which is a signed integer is converted to C by adding a bias value, i.e.,
bias =
1
2
βN (2.10)
C = E + bias, (2.11)
where N is the number of characteristic bits. So the bias for the single format is 12 ×28 =
127. The exponent E lies in the range between -126 and 127. Therefore, the range of C is
between 0 and 255. The idea of bias is to convert E into a nonnegative integer which can
stored as binary bits. A floating-point number is evaluated by the IEEE single format by
V = (−1)S2C−127F. (2.12)
Now we turn to some examples with the single format. The number represented by the
sequence of bits
1 10000111 00101100000000000000000
is negative because the sign bit is 1. Characteristic bits C = 10000111 give the num-
ber 135. Therefore, E = C − 127 = 8. Its mantissa is expressed by the binary bits
1.00101100000000000000000 where the initial 1 is the hidden bit and the remaining digits
are taken from the last 23 bits of the above binary number. This part expresses the
number
20 + 2−3 + 2−5 + 2−6 =
75
64
.
So the complete number is −7564 × 28, which is -300.0.
The binary number
0 10000001 10100000000000000000000
with the leading bit, zero implies that the number is positive. Similar to the previous
example, it can be evaluated as +1× 2129−127 × 1.101 = 6.5.
Conversely, let us find the single format representation of a floating-point number
5.75. The sign bit is 0, since the number is positive. We express 5.75 in terms of a power
of two and a mantissa M with 1 ≤M < 2:
5.75 = 23/4 = (23/16)× 22 = (1 + 4/16 + 2/16 + 1/16)× 22
= (1 + 2−2 + 2−3 + 2−4)× 22 = (1.0111)2 × 22.
The exponent E is 2. It is stored with a bias 127, and hence C = 127 + 2 = 129 =
(10000001)2. We line up the sign bit, the characteristic bits, and the bits following the
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floating-point in the mantissa and we have
0 10000001 01110000000000000000000 .
Recall that the exponents permitted in single format numbers range between -126 and
+127, and thus characteristic bits range between 00000001 and 11111110. The largest
number Nmax in the single format is given by
0 11111110 11111111111111111111111 ,
where C = 254,M = 223 − 1. It follows that
Nmax = V = +1× 2C−127 ×M
= 340282346638528859811704183484516925440.0
= 3.40282347e+ 38.
When the characteristic bits are all ones, the number represented is not a floating-point
number at all, but a conventional signal of a computation that has gone wrong, either by
going above the largest representable floating-point or below the smallest, or by attempt-
ing some undefined arithmetic operation, such as dividing by zero or taking the logarithm
of a negative number. We point out following exceptions that result from the number
with all ones in characteristic bits.
The number
0 11111111 00000000000000000000000
with C = 255, F = 0, and S = 0 represents positive infinity, a pseudo-number that
indicates that some unrepresentably large quantity has been generated by an arithmetic
operation. Changing the sign bit to 1, the number
1 11111111 00000000000000000000000
yields negative infinity, an indication of a similar problem at the other end of the
range. If some bits of the mantissa are ones, the pseudo-number represents NaN (Not
a Number). The number
0 11111111 00000100000000000000000
with C = 255 and F 6= 0 gives NaN . Similarly with S = 1, the number
1 11111111 00000100000000000000000
generates NaN too. Positive infinity, negative infinity and NaN are not floating-point
numbers. The appearance of a pseudo-number is supposed to be a danger signal to the
programmer and usually results from a computational error. TABLE 2.3 shows differ-
ent operations that produce these exceptions. Note that any operation with NaN will
generate NaN too.
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The smallest positive normalized floating-point number Nmin in the single format is
given by
0 00000001 00000000000000000000000
with C = 1, F = 0, and S = 0. Hence,
Nmin = V = +1× 21−127 × 1.0 = 2−126
= 1.17549435e− 38.
We have not yet used any of the bit patterns in which the characteristic bits are all zeros.
A positive number below 2−126 is represented by a subnormal. In a subnormal
number, all characteristic bits are zeros and the significand M has a zero at the leading
bit position. For example, 2−127 in the binary form
0 00000000 10000000000000000000000
gives the number
V = +1× 2−126 × 0.1 = 2−127 = 1.17549421e− 38.
Subnormal numbers are separable from normal numbers as all the characteristic bits C
of a subnormal number are always zeros. The smallest positive binary number with this
system is
0 00000000 00000000000000000000001 ,
which gives
V = +1× 2−126 × 0.00000000000000000000001 = 2−149
= 1.40129846e− 45.
Let us consider the following C program.
Program 2.2 Smallest number in the single format
int main(){
float x, y = 1;
while (y > 0)
{
x = y;
y = y/2;
}
printf("The value of x is %f\n", x);
printf("The value of y is %f\n", y);
return 0;
}
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We get the following output
The value of x is 1.40129846e-45
The value of y is 0.0
Program 2.2 computes the smallest representable number x with the single format. The
representable value less than x is 0. Zero can be represented in two different ways. In
one, with C = 0, F = 0 and S = 0, we have
0 00000000 00000000000000000000000
which gives V = +0. The other one with C = 0, F = 0 and S = 1 gives
1 00000000 00000000000000000000000 .
Hence, V = −0. TABLE 2.2 gives a summary of preceding examples. Subnormal numbers
are stored less accurately than normalized numbers since there are fewer significant digits
in the mantissa, but without this special convention for characteristic bits with all zeros,
it would not be possible to represent them at all. We will expand on this in Section 2.6.
Table 2.2
Bit values in the single format and their IEEE values [5]
Number S C M Decimal value
+0 0 0 0 +0.0
-0 1 0 0 -0.0
maximum normal number Nmax 0 254 2− 2−23 3.40282347e+38
minimum positive normal number Nmin 0 0 2−126 1.17549435e-38
maximum subnormal number 0 0 2−127 1.17549421e-38
minimum positive subnormal number 0 0 2−149 1.40129846e-45
+Infinity 0 255 0 +∞
-Infinity 1 255 0 −∞
not a number 0 or 1 255 F 6= 0 NaN
Table 2.3
Operations that produce exceptions [5]
Operation Set result to
x/(±∞) 0
∞+∞ ∞
∞+ (−∞) NaN
(±∞)/(±∞) NaN
0×∞ NaN
0/0 NaN√
x when x < 0 NaN
x/0 when x 6= 0 ±∞
20 Chapter 2 Fundamentals of numerical computing
2.3.2 Double format
The IEEE double format is quite similar to the single format. A double format which is
comprised of 64 bits begins with a sign bit. The next 11 bits are used for the characteristic
which is a biased exponent (see equation (2.10) and (2.11)). The bias value is 1024 and
the range of exponent for normalized numbers is from -1022 to +1023.
1-bit S 11-bit C 52-bit F
0 11 63
The remaining 52 bits are used for the mantissa. Like the single format representation,
only the digits following the floating-point of the mantissa are actually stored. With
double format the largest representable number is 21023(2−2−52), and the smallest repre-
sentable positive number is 2−1074. TABLE 2.4 shows ranges of double format numbers.
Table 2.4
Bit values in the double format and their IEEE values [5]
Number S C M Decimal value
+0 0 0 0 +0.0
-0 1 0 0 -0.0
maximum normal number 0 2047 2− 2−52 1.7976931348623157e+308
minimum positive normal number 0 0 2−1022 2.2250738585072014e-308
maximum subnormal number 0 0 2−1023 2.2250738585072009e-308
minimum positive subnormal number 0 0 2−1074 4.9406564584124654e-324
+Infinity 0 2048 0 +∞
-Infinity 1 2048 0 −∞
not a number 0 or 1 2048 F 6= 0 NaN
2.4 Rounding error
The rounding error [32] is one characteristic feature of floating-point computation. Round-
ing errors occur due to the fact that the infinite number system of mathematics is trans-
formed into a finite number system on the computer. Most computations with floating-
point numbers produce values that cannot be represented exactly using specified bits.
Therefore, the result of the floating-point computation is most often rounded to fit into
its finite precision representation.
For example, let us examine the following C program.
Program 2.3 Rounding errors
int main(){
float y, z ;
y = 2.52313e+03 ;
z = 1.4 ;
printf("y = \n %12.11e\n", y);
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printf("z = \n %12.11f\n", z);
return 0;
}
The output from this program is
y = 2.52312988281e+03
z = 1.39999997616e+00
The difference between the value 2.52313 × 103 assigned to y and the value printed
out is 0.00000011719 × 103 and the accuracy of representing y in the single format is
about 6 to 7 significant digits. In other words, y has about 6 to 7 significant digits if it
is to be represented in the single format. Similarly, the difference between the value 1.4
assigned to z and the value printed out is 0.00000002384, which is eight decimal orders
of magnitude smaller than z. Therefore, the accuracy of representing z is about 7 to 8
significant digits.
This means that approximations are used for many floating-point numbers that cannot
be exactly represented in binary bits. For instance, 7/5 is exactly 1.4 in decimal system,
but 7/5 cannot be exactly expressed as a sum of powers of two. 7/5 has an infinite binary
expansion
1. 01100110 01100110 01100110 01100110· · ·
In the single format, the expansion is rounded off at the twenty-third bit after the binary
point. Thus 7/5 is not actually stored as 7/5, but as its close approximation
1 + 2−2 + 2−3 + 2−6 + 2−7 + 2−10 + 2−11 + · · ·+ 2−22 + 2−23
= 11744051/8388608 = 1.399999976158.
Table 2.5
Precision and machine epsilon of storage formats [32]
Format Precision (binary Decimal Machine epsilon
significant digit) significant digit
single 24 6-9 ² = 2−23 ≈ 1.2× 10−7
double 53 15-17 ² = 2−52 ≈ 2.2× 10−16
double extended 64 18-21 ² = 2−63 ≈ 1.1× 10−19
The precision of a floating-point number is the number of bits in the significand. A
floating-point number can be expressed as
±(b0.b1b2 · · · bp−1)× 2E , (2.13)
where p is the precision of the floating-point system. For a normalized number, b0 = 1
and for a subnormal number, b0 = 0. The precision p of the single format is 24, often
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called the single precision. Similarly, the double precision p = 53 implies the precision of
the double format. The single precision corresponds to approximately
Log10224 = 7
significant decimal digits. Likewise, the double precision corresponds to approxi-
mately 16 significant decimal digits. TABLE 2.5 shows precisions and machine epsilons
of different IEEE formats.
The machine epsilon ² is the gap between 1 and the next larger number. The
number greater than 1 is (1.00 . . . 001)2 = 1 + 2−(p−1). So the value of ² is
² = 2−(p−1). (2.14)
Ulp(x) is the shorthand for unit in the last place which is actually the gap between a
floating-point number x and its adjacent number with larger absolute value. Hence,
Ulp(x) = (0.00 . . . 001)2 × 2E = 2−(p−1) × 2E (2.15)
= ²× 2E . (2.16)
TABLE 2.6 shows Ulp of different numbers with the single format.
Table 2.6
Ulp of different numbers with the single format [4]
Number (x) Next representable value(x+) Ulp(x)
0.0 1.4012985e-45 1.4012985e-45
1.1754944e-38 1.1754945e-38 1.4012985e-45
1.0 1.0000001 1.1920929e-07
2.0 2.0000002 2.3841858e-07
16.000000 16.000002 1.9073486e-06
128.00000 128.00002 1.5258789e-05
1.0000000e+20 1.0000001e+20 8.7960930e+12
9.9999997e+37 1.0000001e+38 1.0141205e+31
The IEEE standard defines the correctly rounded value of x which we will denote
by fl(x). Let x− be the value that is obtained by truncation of the binary expansion of
x after the bit length of a specific format. x+ denotes the next higher value represented
in that specified format. The correctly rounded value depends on which of the following
round modes is in effect.
Round down: Rounding is performed towards −∞
fl(x) = x−
Round up: Rounding is performed towards ∞
fl(x) = x+
2.4 Rounding error 23
Round to zero: Rounding is performed towards 0
fl(x) = x− if x ≤ 0
fl(x) = x+ if x ≥ 0
Round to nearest: Rounding is performed towards either x− or x+ which one is nearer.
An exception is
if x > Nmax, then fl(x) =∞,
if x < −Nmax, then fl(x) = −∞,
where Nmax is the largest representable floating-point number. If x− and x+ have the
same distance from x, then the number which has 0 bit at its last bit is selected. To
illustrate the round to the nearest for other cases, we extend the bit sequence of (2.13)
for a precision p as follows.
±(b0.b1b2 · · · bp−1bpbp+1bp+2 · · · )× 2E . (2.17)
Note that bp−1 is the last storable bit and the bits bp, bp+1, · · · cannot be stored. If the
bit bp is 0, then round to nearest is x−, and if bp = 1 and at least one of the subsequent
bits bp+1 · · · is nonzero, round to nearest is x+. If bp = 1, and all other subsequent bits
are 0, there is a tie. The last bits of x− and x+ must be different. In case of a tie, the
chosen number is which one of x− and x+ has 0 bit at the last bit position. According to
the IEEE standard, the default round mode is round to nearest.
The relative rounding error corresponding to a nonzero number x is defined by
relerr(x) =
∣∣∣∣fl(x)− xx
∣∣∣∣ . (2.18)
Let δ be such that
fl(x) = x(1 + δ), (2.19)
which gives
δ =
fl(x)− x
x
(2.20)
Therefore, using this result in (2.18) we find that
relerr(x) = |δ|. (2.21)
For any rounding mode we have
|fl(x)− x| < ( gap between x− and x+)
= Ulp(x) = 2−(p−1)2E , (2.22)
24 Chapter 2 Fundamentals of numerical computing
using (2.15).
We know from (2.13) that x ≥ 2E for x in the normalized range. Using the above
inequality, the relative rounding error of a normalized number must satisfy the bound
relerr(x) =
∣∣∣∣fl(x)− xx
∣∣∣∣ < 2−(p−1)2E2E = 2−(p−1) = ² (2.23)
for all rounding modes. In case of round to nearest we find that
|fl(x)− x| ≤ 1
2
( gap between x− and x+)
=
1
2
× 2−(p−1) × 2E = 1
2
2−p × 2E (2.24)
relerr(x) =
∣∣∣∣fl(x)− xx
∣∣∣∣ ≤ 2−(p) × 2E2E = 2−(p) = 12². (2.25)
Let x and y be two floating-point numbers. The basic arithmetic operation can be
given by
fl(x op y) = (x op y)(1 + δ), (2.26)
where op = +, -, * / and |δ| ≤ 12². The model implies that the computed value from
an arithmetic operation is the same as the rounded value from the exact operation. For
example, x = 1, and y = 2−25. The exact sum of two numbers is
x+ y = 1. 00000000 00000000 00000000 1,
which does not fit in the 23 fractional bits of the single format. The rounded result will
be
x+ y = 1.
Guard bits are the extra bits bp, bp+1, · · · beyond the last storable bit bp−1 of (2.17).
Guard bits help to round the floating-point operation correctly. We need three extra bits
bp, bp+1, bp+2 on the right of bp−1 to round the floating-point addition and subtraction
correctly. The first two extra bits are called guard bits and the last extra bit is called
the sticky bit. In an arithmetic operation we may need to shift the bits to the right by
changing the exponent bits E accordingly. We call this process as alignment. If there is
any nonzero extra bit discarded beyond the second guard bit during alignment, then the
sticky bit is taken as 1. In other cases, the sticky bit is 0 [32].
Assume the following single format arithmetic operation of x − y with x = 1.0 and
y = (1.00001)2 × 2−25.
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(1.000 0000 0000 0000 0000 0000)2 × 20
-(1.000 0100 0000 0000 0000 0000)2 × 2−25
⇓ Alignment
(1.000 0000 0000 0000 0000 0000 000)2 × 20
-(0.000 0000 0000 0000 0000 0000 011)2 × 20
(0.111 1111 1111 1111 1111 1111 101)2 × 20
Note that the bits of y are shifted to the right when alignment is performed. In the shifted
bits we have two guard bits 0 and 1, and a sticky bit 1 (The bit at this position is 0 but
beyond that we have a nonzero bit). After normalizing the result we have
(1.111 1111 1111 1111 1111 1111 01)2 × 2−1.
Finally, round to nearest gives
(1.111 1111 1111 1111 1111 1111 )2 × 2−1.
Another dilemma with the floating-point arithmetic is the accumulation of rounding
errors. While many applications run well in spite of a large number of calculations, some
calculations encounter surprising problems. An illustration is, to add up many ones
n = 1 + 1 + 1 + · · · .
The partial sums stop increasing at some point when the ratio 1/n, that is of 1 to the
current sum n, is smaller than the machine epsilon and the computation of this infinite
series converges. At the point of convergence, we have
fl(n+ 1) = fl(n) = n. (2.27)
The relative error of n+ 1 is∣∣∣fl(n+1)−(n+1)n+1 ∣∣∣ ≤ ²
⇒
∣∣∣n−(n+1)n+1 ∣∣∣ ≤ ² {using (2.27) }
⇒
∣∣∣ 1n+1 ∣∣∣ ≤ ².
The minimum value of n is given by
1
n+1 ≤ ²
⇒ n+ 1 ≥ 1
²
⇒ n ≥ 1
²
− 1 ≈ 1
²
.
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So the infinite series of ones converges to 1² . Changing to the double format from the
single format raises this limit of accuracy sufficiently far. But it does not completely
eliminate the problem.
2.5 Overflow
Let us consider the following C program to compute the 2-norm of a vector.
Program 2.4 Overflow of floating-point numbers
float Norm(float *a, int dim){
int i;
float s = 0;
for(i = 0; i < dim; i++){
s += a[i] * a[i];
}
s = sqrt(s);
return s;
}
int main(){
float a[3], x;
a[0] = 1.5e20;
a[1] = 2.2e20;
a[2] = 1.9e20;
x = Norm(a, 3);
printf("The value of 2-norm is %g\n", x);
}
We get the following output.
The value of 2-norm is inf
However, we can determine the 2-norm as 3.271e20 by hand computation. The output of
the above program is infinity as the squares of array elements are larger than the largest
representable number Nmax. When a computed finite number is beyond the floating-point
range ±Nmax in the IEEE arithmetic, the value is set to be ±∞. As the value beyond that
range cannot be represented, the state is termed as overflow. Since it is approximated
to ±∞, overflow often brings futile computation. It is almost always worthless in matrix
computations as it turns into NaN soon.
Specifically, in case of round to nearest, this is the same as saying that overflow occurs
when an exact finite result is rounded to ±∞, but it is not the same for the other rounding
modes. For example, in case of round down or round towards zero, if an exact finite
result x is more than Nmax, it is rounded down to Nmax unless x ≥ Nmax + Ulp(Nmax).
Overflow occurs when x ≥ Nmax+Ulp(Nmax) and the value is set to +∞, since otherwise
the rounded value would be the same even if the exponent range were increased [24].
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2.6 Underflow
Now we consider the same function Norm() as in Program 2.4 with the following function
main().
Program 2.5 Underflow of floating-point numbers
int main(){
float a[3], x;
a[0] = 1.5e-23;
a[1] = 2.2e-23;
a[2] = 1.9e-23;
x = Norm(a, 3);
printf("The value of 2-norm is %g\n", x);
}
We get the following output.
The value of 2-norm is 0
But the result of this 2-norm from hand computation is 3.271e-23. The output of the
program is 0 as the squares of the array elements are smaller than the smallest subnormal
number. This phenomenon is known as underflow.
Underflow occurs, roughly speaking, when the result of an arithmetic operation is so
small that it cannot be stored in its intended normalized format. In the IEEE arithmetic,
the standard response to underflow is to return the correctly rounded value, which is a
subnormal number, between−Nmin and +Nmin, where +Nmin is smallest positive normal-
ized number. Subtracting two (positive) tiny numbers that are near the smallest normal
number might produce a subnormal number. Or, dividing the smallest positive normal
number by two produces a subnormal result. Producing subnormal numbers (rather than
returning the answer zero) when the mathematically correct result has a magnitude less
than the smallest positive normal number is known as gradual underflow. The presence of
subnormal numbers provides greater precision to floating-point calculations that involve
small numbers, although the subnormal numbers themselves have fewer bits of precision
than normal numbers. Its use provides many valuable arithmetic rounding properties
and significantly adds to the reliability of floating-point softwares. In absence of gradual
underflow, user programs need to be sensitive to the implicit inaccuracy threshold since
zero is used to replace a subnormal number. In case of no subnormal numbers, program-
mers need to implement their own method of detecting when they are approaching this
inaccuracy threshold, or else abandon the quest for a robust, stable implementation of
their algorithm [24].
On the other hand, the arithmetic with subnormal numbers is too complicated to
justify the inclusion as a hardware operation which will be needed only occasionally.
Even today, some IEEE compliant microprocessors support gradual underflow only in
software.
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The representable positive number smaller than the smallest positive subnormal is
+0.0. Program 2.2 shows that we can reach to subnormal numbers. Now how can we
eliminate overflow and underflow problems of the function Norm()? The idea is scaling.
Algorithms can be reorganized by scaling the elements of the vector so that computations
do not take place near zero or ±Nmax.
The following program reorganizes Norm() to avoid underflow and overflow effects.
This is a modified C version of the Fortran program “snrm2.f” in BLAS(Basic Linear
Algebra Subprograms) [3].
Program 2.6 Remedies of overflow and underflow
float Norm(float *a, int dim){
float value, sq, scale, absxi, temp;
sq = 1;
scale = fabsf(a[0]);
for(i = 1; i < dim; i++){
if (a[i] != 0){
absxi = fabsf(a[i]);
if (scale < absxi){
temp = scale/absxi;
sq = 1 + sq * temp * temp;
scale = absxi;
}
else {
temp = absxi/scale;
sq = sq + temp * temp;
}
}
}
value = scale * sqrt(sq);
return value;
}
We illustrate the structure of the program by an example vector, a = [2, 5,−7, 1, 3]
loop1 : sq = 1 +
(
2
5
)2
scale = 5
loop2 : sq = 1 +
(
1 +
(
2
5
)2)
∗
(
5
7
)2
scale = 7
loop3 : sq = 1 +
(
1 +
(
2
5
)2)
∗
(
5
7
)2
+
(
1
7
)2
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scale = 7
loop4 : sq = 1 +
(
1 +
(
2
5
)2)
∗
(
5
7
)2
+
(
1
7
)2
+
(
3
7
)2
scale = 7
value = 7 ∗
√√√√1 +(1 + (2
5
)2)
∗
(
5
7
)2
+
(
1
7
)2
+
(
3
7
)2
Now it is easy to verify that the calculated value is the 2-norm of the vector a, and over-
flow and underflow are avoided during computation. However, scaling the variables and
detecting the inaccuracy threshold can be time-consuming for each numerical program.
2.7 Cancellation
Cancellation [18, 32] is a phenomenon which occurs when two nearly equal numbers are
subtracted from each other resulting in a number with a loss of precision. The reason of
the loss of precision is that leading digits of two numbers cancel. For example, assume
x = 100, y = 3 and u = 3, v = 100. Now let us perform the following operations.
a =
x2
y
;
b = a× v;
c = (a2 − b);
From above operations, we deduce that the exact value of c is 0. As arithmetic operations
on decimal numbers are easy to conceptualize, we consider above operations in the decimal
arithmetic. We will take a precision of 6 significant decimal digits (M has 6 digits in (2.9)).
Then we deduce
a = 100.0× 100.0/3.0 = 3333.33 = 3.33333× 103 (round to nearest)
b = 3.33333× 103 × 3.0 = 9.99999× 103
c = (100.0× 100.0− 9999.99) = 1.00000× 104 − 9.99999× 103.
Aligning the numbers and using a guard bit for 9.99999× 103 reveal that
c = 1.000000× 104 − 0.999999× 104
= 0.01 = 10−2.
Here cancellation occurs when c is being computed. Instead of a small error in the sixth
digit, we now have that error in the second digit. The absolute error in c has effectively
been magnified by a factor 104 due to cancellation of leading 4 digits. The problem with
cancellation is that the accuracy that a specified format aims to achieve is corrupted by
the loss of leading significant digits. In many cases, cancellation may be prevented by
rearranging the computation.
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Consider the following arithmetic operation.
1− (1− 2t)−1 = 1− 2t− 1
1− 2t =
−2t
1− 2t .
In this case, significant cancellation occurs when t is small. Cancellation becomes catas-
trophic when |t| ≤ ². Using 6 significant decimal digits, for t = 0.001, the left hand side
gives
1− (1− 2t)−1 = 1.00000− 1.00200 = 2.00000× 10−3,
while the right hand side gives
−2t
1− 2t =
−2× 0.001
1− 2× 0.001 = 2.00400× 10
−3.
The relative error in using the left hand side is 0.002 which is often unacceptable. For
t = 10−7, the left hand side leads to a complete cancellation yielding zero and a relative
error of one. However, we can circumvent cancellation using the right hand side.
Serious cancellation occurs in computing 1 − e−t with 6 significant decimal digits when
t is very small. We compute the values of e−t by a calculator with the double extended
format and consider 6 significant decimal digits. We find for t = 0.0001 that
1− e−t = 1− 9.99900× 10−1 = 1.0× 10−5.
Using its power series expansion we have that
1− e−t = 1−
(
1− t+ t
2
2
− . . .
)
≈ t− t2/2 = t(1− t/2).
With t = 0.0001 the rightmost part leads to
t(1− t/2) = 0.0001× (9.99950× 10−1) = 9.99950× 10−5,
which properly approximates the result to six decimal digits. With t = 10−5 and t = 10−6,
computations yield similar results. Complete cancellation occurs using original operation
1− e−t with t = 10−7 while the approximation t(1− t/2) gives the correct result. Hence,
sometimes an approximation will be more accurate than its original operation with the
cancellation effect.
An enlightening illustration of cancellation is the numerical differentiation of a smooth
function f(x), where the derivative is approximated by the following forward finite dif-
ference scheme.
f ′(x) ≈ f(x+ h)− f(x)
h
.
Mathematically, the accuracy of this approximation is enhanced by taking a small h. We
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can estimate the error by a Taylor series expansion as follows.
f(x+ h) = f(x) + hf ′(x) +
1
2
h2f ′′(x) + . . . (2.29)
⇒ f ′(x) = f(x+ h)− f(x)
h
−1
2
hf ′′(x)− . . .︸ ︷︷ ︸
O(h)
. (2.30)
Here the discretization error is the order of O(h). Taking a large h will enlarge the
discretization error in the above approximation. On the other hand, the functional values
f(x) and f(x + h) can be computed only to a limited precision and for a small h and
cancellation occurs in the subtraction f(x+ h)− f(x). Taking a smaller h yields a larger
discrepancy due to more cancellation, which is magnified by dividing by a small h. We
have to choose such an h that balances between the two errors. The forward difference
scheme gives a good result with h =
√
² [33]. A more accurate approximation of the
numerical differentiation can be obtained using a center difference scheme which is defined
by
f ′(x) ≈ f(x+ h)− f(x− h)
2h
. (2.31)
The discretization error in (2.31) can be estimated by the Taylor series expansion.
f(x+ h) = f(x) + hf ′(x) +
1
2
h2f ′′(x) +O(h3) (2.32)
f(x− h) = f(x)− hf ′(x) + 1
2
h2f ′′(x) +O(h3). (2.33)
By subtracting (2.33) from (2.32), and dividing through 2h we obtain
f ′(x) =
f(x+ h)− f(x− h)
2h
+O(h2).
Hence, the discretization error for center difference scheme is of the order O(h2) instead
of O(h). The center difference scheme gives good results with h = ²2/3 [33].
A common cancellation problem in statistics arises when we use the formula
n∑
i=1
x2i − nx2 =
n∑
i=1
x2i − x
n∑
i=1
xi
for computing the sum of squares around the mean. Cancellation can be avoided by
replacing the formula by
n∑
i=1
(xi − x)2.
To illustrate the effect of cancellation, take a simple problem of n = 5 observations
with xi = 3202+ i for i = 1, 2, · · · , 5. Again using six decimal digits, the computations of
the sum and mean encounter no problems, and we easily get x = 3205 = 3.20500×103 and
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∑
i xi = 16025 = 1.60250× 104. However, each square loses some precision in rounding.
x1 = 3203x21 = 10259209 rounded to 1.02592× 107
x2 = 3204x22 = 10265616 rounded to 1.02656× 107
x3 = 3205x23 = 10272025 rounded to 1.02720× 107
x4 = 3206x24 = 10278436 rounded to 1.02784× 107
x5 = 3207x25 = 10284849 rounded to 1.02848× 107
Summing the squares encounters no further rounding on its way to 5.13600× 107 and we
find that
n∑
i=1
x2i − x
n∑
i=1
xi = 5.13600× 107 − 3.20500× 103 ∗ 1.60250× 104
= 5.13600× 107 − 5.13601× 107 = −1.00000× 102.
In the above operation of subtraction, cancellation takes place and the solution has only
1 significant digit after losing leading 5 digits. The other formula gives the perfect result
which is 10 in this case.
While this example shows an absurd result, a negative value generated from the sum
of squares due to rounding and cancellation errors, the second formula can avoid the
computational difficulty and reduce the effect of limited precision arithmetic.
2.8 High performance computing
Operations involving matrices and vectors lie at the center of numerical computing. There-
fore, it is essential to speed up such operations to achieve higher performance in numerical
computing. These operations are typically expressed as sums over all matrix or vector
indices, that is, (multiple) loops in a program. In an effort to speed-up and optimize the
CPU time on a computer, one of the techniques used is loop unrolling [19].
Loop unrolling is an implementation technique where the number of loop iterations is
reduced by calling multiple instructions in a single loop iteration. With the loop unrolling
technique, a computer executes multiple instructions in a single loop iteration. The gain
in performance from this technique can be described by pipelining.
Pipelining is a mechanism where multiple instructions are overlapped in execution. A
computer pipeline consists of several stages. Each stage completes a part of an instruction
in parallel. The stages form a pipe by connecting one stage to the next. The instructions
enter at one end, progress through the stages, and exit at the other end. To keep a
pipeline full, parallelism among instructions must be exploited by finding sequences of
unrelated instructions that can be overlapped in the pipeline.
The following two programs compute dy = da× dx+ dy with dx ∈ Rn, dy ∈ Rn and
da ∈ R. This operation (constant × vector + vector) is called the AXPY operation.
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Program 2.7 AXPY operation without loop unrolling
void daxpy(int n, double da, double *dx, double *dy){
for (i = 0; i < n ; ++i ){
dy[i] = dy[i] + da * dx[i];
}
return;
}
As we notice in the above program, as a loop executes, only one floating-point opera-
tion is performed per loop iteration. However, in the next program, multiple floating-point
operations are performed during a single loop iteration. Thus, on execution, AXPY op-
eration with loop unrolling runs faster than that without loop unrolling for an enough
large n. This is a modified version of the C program “daxpy.c” in CBLAS (C version of
BLAS) [1].
Program 2.8 AXPY operation with loop unrolling
void daxpy(int n, double da, double *dx, double *dy){
int ix, iy, i, m;
m = n % 4;
if ( m != 0 ) {
for ( i = 0; i < m ; i++ )
dy[i] = dy[i] + da * dx[i];
if ( n < 4 ) {return;}
}
for ( i = m; i < n ; i = i + 4 ) {
dy[i] = dy[i] + da * dx[i];
dy[i+1] = dy[i+1] + da * dx[i+1];
dy[i+2] = dy[i+2] + da * dx[i+2];
dy[i+3] = dy[i+3] + da * dx[i+3];
}
return;
}
There is a wide variety of storage in a computer system, which can be organized in
a hierarchy (FIGURE 2.2) according to either their speed, cost or capacity. The higher
levels are expensive, but very fast. As we move down the hierarchy, the cost decreases,
while the access time increases and the amount of storage at each level increases. Data is
normally stored in some storage system A (e.g., main memory). As it is used, it is copied
into a faster storage system B (e.g., cache) on a temporary basis. When a particular piece
of data is needed, the computer first checks if it is in B. If it is, the computer uses the
data directly from B. If not, the computer uses the data from A, putting a copy in B in
the hope that it will be needed again.
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Figure 2.2 Illustration of memory hierarchy
In most computers data flows from memory to registers where given operations on the
data are performed. Most modern CPUs are so fast that for most program workloads,
slow memory transfer between different levels of the hierarchy is the practical limitation
on processing speed. As a result, the CPU spends much of its time waiting for mem-
ory transfer to complete. Performance of the algorithms can be dominated by memory
transfers, rather than the flops (floating point operations) involved. Higher performance
can be achieved by minimizing the memory transfers and by reusing recently accessed
items in the faster memories. FIGURE 2.2 suggests that we should try to hold the most
frequently accessed items close to the CPU and successively larger (and slower, and less
expensive) memories as we move away from the CPU.
Cache memories which are located between the CPU and main memories are typically
five to ten times faster than main memories. The cache has an important role in com-
puter systems. Since caches have limited size, cache management is an important design
problem. Careful selection of cache size and a replacement policy can result in very high
performance [14, 41].
We consider the following C programs of matrix-matrix multiplication c = c + a × b
with a ∈ Rm×p, b ∈ Rp×n and c ∈ Rm×n. We assume that the matrices are large and can
be held in the main memory and the cache is large enough to hold two rows of a matrix
but not a whole matrix.
Program 2.9 Matrix-matrix multiplication ijk version
#include <stdio.h>
void unblockmatmul(double **a, double **b, double **c, int m, int n, int p)
{
int i,j,k;
for(i=0; i < m; i++){
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for(j=0; j < n; j++){
for(k=0; k < p; k++){
c[i][j] = c[i][j] + a[i][k] * b[k][j];
}
}
}
}
Program 2.10 Matrix-matrix multiplication ikj version
#include <stdio.h>
void unblockmatmul(double **a, double **b, double **c, int m, int n, int p)
{
int i,j,k;
for(i=0;i < m;i++){
for(k=0;k < p;k++){
for(j=0;j < n;j++){
c[i][j]=c[i][j]+a[i][k]*b[k][j];
}
}
}
}
The ikj version in Program 2.10 is faster than ijk version in Program 2.9. The reason
is the difference in memory management. Note that elements of an array are stored
row-wise in C language. We analyse Program 2.9 for the innermost loop k as follows.
1. c[i][j] is a constant, and can therefore be stored in register;
2. The ith row of a is read which can be stored in cache;
3. b is read column-wise, and therefore it cannot be stored in the cache since only
2 rows can be stored in cache according to our assumption. Therefore, for each
k, b[k][j] is fetched from the main memory.
Program 2.10 is analysed for the innermost loop j as follows.
1. a[i][k] can be stored in register.
2. The ith row of c can be stored in the cache;
3. The kth row of b can be stored in the cache;
We observe that Program 2.10 makes better use of cache memory which makes it
faster [12, 35].
Now we present the following C program of blocked matrix-matrix multiplication with
loop unrolling which is the modified version of blocked matrix-matrix multiplication
in [42]. This program is much faster than Program 2.10.
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Program 2.11 Blocked matrix-matrix multiplication with loop unrolling
#include <stdio.h>
#define min(a,b) ((a) < (b) ? (a) : (b))
/* Note that the block size can be optimized by trying with different values */
void blockmatmul(double **a, double **b, double**c, int m, int n, int p){
int kb, ib, jb, i, j, k, blkk = 40;
int ke, ie, je;
double t1, t2, t3, t4;
for (ib=0;ib < m;ib=ib+blkk){
ie = min(ib+blkk-1,m-1);
for (kb=0;kb < p;kb=kb+blkk){
ke = min(kb+blkk-1,p-1);
for(jb=0;jb < n;jb=jb+blkk){
je = min(jb+blkk-1,n-1);
for(i=ib;i <ie;i=i+2){
for(j=jb;j <je;j=j+2){
t1 = 0.0e0;
t2 = 0.0e0;
t3 = 0.0e0;
t4 = 0.0e0;
for(k=kb;k <=ke;k++){
t1 = t1 + a[i][k ]*b[k][j ];
t2 = t2 + a[i+1][k]*b[k][j ];
t3 = t3 + a[i][k ]*b[k][j+1];
t4 = t4 + a[i+1][k]*b[k][j+1];
}
c[i ][j ] = c[i ][j ]+t1;
c[i+1][j ] = c[i+1][j ]+t2;
c[i ][j+1] = c[i ][j+1]+t3;
c[i+1][j+1] = c[i+1][j+1]+t4;
}
}
}
}
}
if (m-i == 1){
for (jb = 0; jb < n; jb++){
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t1 = c[m-1][ jb];
for (kb = 0; kb < p; kb++){
t1 += a[m-1][kb] * b[kb][jb];
}
c[m-1][jb] = t1;
}
}
if (n-j == 1){
for(ib = 0; ib < i; ib++){
t1 = c[ib][n-1];
for(kb = 0; kb < p; kb++){
t1 += a[ib][kb] * b[kb][n-1];
}
c[ib][n-1] = t1;
}
}
}
In the blocked multiplication, matrices are partitioned into blocks in such a way
that the blocks can be stored in the cache memory. When operations with the cache
data are accomplished, a new block of data overwrites in the cache memory. Thus the
blocked multiplication works faster than simple multiplication by this cache management
policy [12].
Performance of operations involving matrices and vectors can be evaluated by a num-
ber q which is the ratio of flops to memory transfers. For example, in the AXPY operation,
we have one multiplication and one addition for n components of dx (dy) which make 2n
floating point operations. We need to read n components of vectors dx, dy and 1 value
of da from slow memory to register and write n components of dy back to slow memory.
Therefore, the number of memory transfers is 3n+ 1.
The q value tells roughly how many flops we can perform per memory transfers or
how many useful work is done with respect to the time of data moving. Since time of
data moving between memories is much higher than the time of flops, larger q values give
better performance in algorithms.
Simple operations like AXPY, scalar products, multiplying a vector by a scalar perform
O(n) flops and give the worst q values. Operations such as matrix-vector multiplications,
solving triangular systems of equations perform O(n2) flops and yield slightly better q
values. Operations such as matrix-matrix multiplications, solving triangular systems of
equations with many right-hand sides perform O(n3) flops and offer the best q values.
Therefore, we endeavor to rearrange algorithms in terms of operations such as matrix-
matrix multiplications [12].
Many scientific and technical problems turn out to be in the form of Mx = b. Here
M is a real n × n matrix and b and x are both real vectors of length n. M may be a
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dense or sparse matrix. Here we will describe the Cholesky decomposition for factorizing
a dense symmetric positive definite M which can later be used for solving Mx = b.
2.8.1 Chelosky decomposition
We present the Cholesky decomposition in the following algorithm.
Algorithm 2.12 Cholesky decomposition
Given a symmetric M ∈ Rn×n,
for k = 1, 2, · · · , n
tmp = 0;
for i = 1, 2, · · · , k − 1
tmp = tmp+ L2ki;
end
Lkk =
√
Mkk − tmp;
if(Lkk ≤ 0), then stop with false (Cholesky fails);
for j = k + 1, k + 2, · · · , n
tmp = 0;
for i = 1, 2, · · · , k − 1
tmp = tmp+ LjiLki;
end
Ljk =
Mjk − tmp
Lkk
;
end
end
Stop with true (Cholesky succeeds);
Now we describe how we deduce Algorithm 2.12. LetM ∈ Rn×n be symmetric positive
definite. We can show that there exists a factorization M = LLT , where L is a lower
triangular matrix. This factorization is called Cholesky decomposition [29].
Entrywise we have
L11
...
. . .
Ln1 · · · Lnn


L11 · · · Ln1
. . .
...
Lnn
 =

M11 · · · M1n
...
...
Mn1 · · · Mnn
 ,
whence
j = k : Mkk = L2k1 + . . .+ L
2
k,k−1 + L
2
kk
j > k : Mjk = Lj1Lk1 + . . .+ Lj,k−1Lk,k−1 + LjkLkk.
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The following formula gives the entries of L.
Diagonal element, Lkk =
√√√√Mkk − k−1∑
i=1
L2ki
Other element, for j > i : Ljk =
(
Mjk −
k−1∑
i=1
LjiLki
)
/Lkk.
Algorithm 2.12 can be rearranged using the block concept. A crucial factor for per-
formance is the choice of the block size b. Machine dependent parameters such as cache
size and memory bandwidth will dictate the best choice for the block size.
The algorithm presented below is formulated from CLAPACK (C version of Linear
Algebra PACKage) [2]. We will use Matlab notation M(i : m, j : n) to denote the
submatrix of M lying in rows i through m and columns j through n.
Algorithm 2.13 Blocked Cholesky decomposition
for k = 1 · · ·n with step b
M(k : k + b, k : k + b) =M(k : k + b, k : k + b)
−L(k : k + b, 1 : k)L(k : k + b, 1 : k)T ;
Use Algorithm 2.12 to factorize
M(k : k + b, k : k + b) = L(k : k + b, k : k + b)L(k : k + b, k : k + b)T
M(k + b : n, k : k + b) =M(k + b : n, k : k + b)
−L(k + b : n, k : k + b)L(k : k + b, 1 : k)T ;
L(k + b : n, k : k + b) = L(k : k + b, k : k + b)−1M(k + b : n, k : k + b);
end
The main advantage of the blocked algorithm of the Cholesky decomposition is that
the operations involve a matrix-matrix operation, and therefore result in high perfor-
mance. Similarly, we can use the blocking concept for other factorization methods like
LU decompositions [12] and QR decompositions [12] as in CLAPACK [2].
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Chapter 3
Nonlinear
unconstrained
optimization
3.1 Introduction
We consider the following unconstrained optimization problem:
min
x
f(x), (3.1)
where x ∈ Rn and f : Rn → R is a smooth function.
The problem (3.1) may have different type of solutions. They are defined as follows.
Definition 3.1 [31]
1. Global Minimum: A point x∗ is a global minimum if f(x∗) ≤ f(x), ∀x.
2. Local minimum: A point x∗ is a local minimum if f(x∗) ≤ f(x), ∀x ∈ B(x∗).
3. Strict local minimum: A point x∗ is a strict local minimum if f(x∗) < f(x)
for all x ∈ B(x∗) with x 6= x∗.
4. Isolated local minimum: A point x∗ is an isolated local minimum if x∗ is
the only minimum of f in some neighborhood of B(x∗).
3.2 Condition of a minimum
FIGURE 3.1 shows the plot of a 1-dimensional function. We observe that the first deriva-
tive (gradient) of the function is zero at the maximum or minimum point which is a
statement of Theorem 3.2 of the first-order necessary conditions. To distinguish between
a minimum and a maximum we need to know the second derivative of the function which
is positive for an isolated minimum. This is described as the second-order sufficient con-
ditions in Theorem 3.4.
41
42 Chapter 3 Nonlinear unconstrained optimization
−1 0 1 2 3 4 5 6 7
−250
−200
−150
−100
−50
0
50
100
150
x
 
 
f (x)
f ’ (x)
Figure 3.1 Plot of a function f(x) = x4−14x3+60x2−70x and its first derivative. The minimum
or maximum lies at the point where the first derivative f ′ of the function is zero.
Theorem 3.2 First-order necessary conditions [40]
If x∗ ∈ Rn is a local minimum of f and f is continuously differentiable for all
x ∈ B²(x∗), then the gradient g(x∗) = 0.
Now we state the following definition.
Definition 3.3 [40] Let x∗ ∈ Rn and f : U → R is differentiable in an open
neighborhood U of x∗. If g(x∗) = 0, then x∗ is called a stationary or critical point of
f .
Theorem 3.4 Second-order sufficient conditions [40]
Suppose that f is twice continuous differentiable for all x ∈ B²(x∗) and that
1. the gradient vector g(x∗) = 0, i.e., x∗ is stationary, and
2. the Hessian matrix H(x∗) is positive definite, i.e., sTH(x∗)s > 0 ∀s ∈ Rn0.
Then x∗ is an isolated local minimum of the problem (3.1). More specifically, there
exist an ² > 0 and a µ > 0 such that
f(x)− f(x∗) ≥ µ
4
‖x− x∗‖2.
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Figure 3.2 Convexity and definiteness for a 1-dimensional case.
Figure 3.3 Figures with different second derivatives.
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FIGURE 3.2 illustrates the convexity and definiteness for a 1-dimensional case. FIG-
URE 3.3 shows some plots with different second derivatives. The Hessian matrix is neg-
ative definite at the upper right plot and in this case, the critical point lies at the top
(maximum). The Hessian matrix is positive definite at the upper left plot where the crit-
ical point lies at the bottom (minimum). The lower left plot in which the Hessian matrix
is indefinite has a critical point at the saddle (neither maximum nor minimum). The last
plot in which the Hessian matrix is singular has infinitely many critical points (minima).
Therefore, the satisfaction of necessary conditions does not guarantee a minimum. To
prove a minimum, the sufficient conditions need to be checked.
3.3 Fundamentals of algorithms
All practical algorithms for solving (3.1) are iterative. Given an initial approximation
x0 ∈ Rn, a sequence of iterates xk, k = 0, 1, 2, · · · is generated in such a way that,
hopefully, the approximation to some solution is progressively improved.
The model algorithm for solving optimization problems is presented in Algorithm 3.5. In
this algorithm, we start from an initial point x0. Then a search direction s0 and a step
length α0 at x0 are determined. The search direction should be a descent direction as the
aim is to reach a minimum. The step length tells us how far along the search direction
our next point x1 lies so that x1 is a minimum along s0. The procedure of computing
the step length is called the line search. The next point is computed by x1 = x0 + α0s0.
Similarly we compute the next iterates x2, x3, · · · which will successively progress towards
a solution.
Algorithm 3.5 Model Algorithm [40]
x0 = initial point
for k = 0, 1, 2, · · ·
determine a search direction sk ∈ Rn
determine a step length αk > 0 such that
f(xk + αksk) < f(xk)
xk+1 = xk + αksk
end
Global convergence
Global convergence [40, p. 20] is guaranteed if Algorithm 3.5 generates a sequence xk
such that
1. f(xk+1) < f(xk).
2. Every limiting point x∗ of xk is stationary: g(x∗) = 0.
3.4 Line search methods 45
First, we will concentrate on the line search methods to compute the step length. In later
sections, we will discuss the methods to determine the descent direction.
3.4 Line search methods
The goal of a line search method is to compute a suitable step length α for a given descent
direction sk at xk by solving
min
α>0
f(xk + αsk). (3.2)
Computing the step length α using (3.2) is expensive. There are some methods (e.g.,
Armijo/Powell-Wolfe line search) to perform the line search in a cheaper way. Before
beginning the detail discussion on those methods, we state the following fundamental
lemma on line search methods.
Remark: If the level set Nf (x0) is compact, then
M := max{‖H(x)‖ | x ∈ Nf (x0)} (3.3)
is well-defined.
Lemma 3.6 [44, p. 12] Assume that x ∈ Nf (x0) where Nf (x0) is a compact level
set and γ ∈ (0, 1), and that s ∈ Rn is the descent direction at x. Then there exists a
τ(x, s, γ) such that
1. f(x+ τs)− f(x) = γτg(x)T s
2. f(x+ αs)− f(x) < γαg(x)T s ∀α ∈ (0, τ)
3. τ ≥ 2 (1−γ)|g(x)T s|
M‖s‖2 =: ρ
4. g(x+ αs)T s < γg(x)T s ∀α ∈ [0, ρ2).
3.4.1 Armijo line search
The following condition is known as Armijo rule
f(x+ αs)− f(x)︸ ︷︷ ︸
ared
≤ γ αg(x)T s︸ ︷︷ ︸
pred
(3.4)
with γ ∈ (0, 1) which can be obtained from Lemma 3.6. A step length α is accepted when
it satisfies the Armijo rule (see FIGURE 3.4). The satisfaction of the Armijo rule can be
checked by trying a number of step lengths. This leads to the following algorithm.
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Figure 3.4 Armijo line search.
Algorithm 3.7 Armijo line search [40]
Choose β ∈ (0, 1) and γ ∈ (0, 1) (often γ ∈ [10−3, 10−2], β = 0.5).
Determine largest step length α ∈ {1, β, β2, · · · } from
f(x+ αs)− f(x) ≤ γαg(x)T s.
There are some important properties of the Armijo rule which we will describe in this
subsection. We begin with the following definitions.
Definition 3.8 Feasible search direction [40]
The search direction sk of Algorithm 3.5 is called feasible, if
g(xk)T sk < 0, and (3.5)
lim
k→∞
g(xk)T sk
‖sk‖ = 0⇒ limk→∞ g(xk) = 0. (3.6)
From (3.5) we deduce that
−g(xk)T sk
‖sk‖ =
−g(xk)T sk
‖g(xk)‖‖sk‖‖g(xk)‖ (3.7)
= cos(∠(−g(xk), sk))‖g(xk‖ (3.8)
≥ c0‖g(xk)‖, (3.9)
where c0 > 0 is a constant with the property cos(∠(−g(xk), sk)) ≥ c0.
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By introducing a strong monotonous growing function φ : [0,∞[→ [0,∞[ with φ(0) = 0
for (3.9) we find that
−g(xk)T sk
‖sk‖ ≥ φ(‖g(xk)‖) ∀k ≥ 0. (3.10)
The feasibility of the search direction sk is guaranteed if conditions (3.6) and (3.9)/(3.10)
are satisfied.
Definition 3.9 Feasible step length [40]
The step length αk of Algorithm 3.5 is called feasible if
f(xk + αsk) < f(xk) ∀k ≥ 0 and (3.11)
lim
k→∞
f(xk)− f(xk + αksk) = 0⇒ lim
k→∞
g(xk)T sk
‖sk‖ = 0. (3.12)
Definition 3.10 Efficient step length rule [40]
1. An efficient step length rule S of is an algorithm which generates a step length
α = S(x, s) > 0 for every point x ∈ Nf (x0) with g(x) 6= 0 and every descent
search direction s ∈ Rn.
2. A step length rule S is called efficient if there exists a constant c > 0 such that
x ∈ Nf (x0) with g(x) 6= 0 and for every generated step length α = S(x, s) > 0,
the descent direction s satisfies
f(xk)− f(xk + αksk) ≥ c
(
g(xk)T sk
‖sk‖
)2
. (3.13)
The Armijo rule is efficient if for a constant ν > 0, the step length satisfies
αk ≥ ν−g(xk)
T sk
‖sk‖2 . (3.14)
From the Armijo rule we find that
f(xk)− f(xk + αksk) ≥ −γαkg(xk)T sk ≥ γν
(
g(xk)T sk
‖sk‖
)2
. (3.15)
Setting c = γν in (3.15) gives the form (3.13). Therefore, the Armijo rule satisfying (3.14)
is an efficient step length rule.
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Theorem 3.11 Global convergence [40]
Assume that the Armijo rule is used in Algorithm 3.5 and that for any initial point x0,
the level set Nf (x0) is compact. If the algorithm generates a descent search direction
sk such that
‖sk‖ = φ
(−g(xk)T sk
‖sk‖
)
∀k ≥ 0, (3.16)
where φ is a strong monotonous growing function, φ : [0,∞) → [0,∞), then the
Armijo rule generates a feasible step length αk.
3.4.2 Powell-Wolfe line search
The Powell-Wolfe rule to select a step length is given by
f(xk + αksk)− f(xk) ≤ γαkg(xk)T sk (3.17a)
g(xk + αksk)T sk ≥ θg(xk)T sk (3.17b)
with constants 0 < γ < θ < 1. Often γ ∈ [10−3, 10−2], θ = 0.9 are chosen. Note that
(3.17) can be derived from Lemma 3.6. We summarize the complete method in Algorithm
3.12.
Algorithm 3.12 Powell-Wolfe line search [40]
1. Choose β ∈ (0, 1) (often β = 0.5).
2. Determine the largest step length α− ∈ {1, β, β2, · · · } so that αk = α− satisfies
the Armijo rule. Set α+ := α−/β.
3. If αk = 1, determine the smallest step length α+ ∈ {β−1, β−2, · · · } such that
αk = α+ violates the Armijo rule. Set α− := βα+.
4. While the condition (3.17b) is violated by αk := α−,
(a) Compute α := (α+ + α−)/2.
(b) If (3.17a) is satisfied with αk = α, set α− := α. Otherwise set α+ := α.
5. Stop with result αk := α−.
The following lemmas give the interesting results from the Powell-Wolfe rule.
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Lemma 3.13 [40] Assume that f : Rn → R is continuously differentiable and
bounded below, i.e.,
inf
α>0
f(x+ αs) > −∞
for every x ∈ Rn with g(x) 6= 0 and for every descent direction s. Then there exists a
non-empty set S(x, s) ⊂ (0,∞) which satisfies the Powell-Wolfe rule with α ∈ S(x, s).
Lemma 3.14 [40] Assume that f : Rn → R is continuously differentiable and
bounded below, and g is continuous on the level set Nf (x0) with an initial point
x0 ∈ Rn. If the Powell-Wolfe rule is implemented in Algorithm 3.5 and the algo-
rithm generates a sequence of descent search directions sk, then the Powell-Wolfe
rule generates a sequence of feasible and well-defined step lengths αk.
We will discuss details of different methodologies to solve the unconstrained optimiza-
tion problem.
3.5 Steepest descent method
The steepest descent method [30, p. 87] (see Algorithm 3.15) uses the negative gradient
of the function f(xk) as a search direction sk, since the gradient gives the direction of
largest increase of f(xk). A line search method is employed to obtain a suitable value of
the step length αk along sk. The solution is updated with these values. At each iteration
the search direction is modified as the gradient vector is recalculated.
Algorithm 3.15 Steepest descent method [17]
x0 = initial point
for k = 0, 1, 2, · · ·
sk = −g(xk)
choose αk to minimize f(xk + αksk) { perform line search }
xk+1 = xk + αksk{ update solution }
end
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In the above algorithm, the computed α minimizes f(xk + αsk). So we deduce that
df(xk + αsk)
dα
= sTk g(xk + αsk)
= sTk g(xk+1) = 0
= sTk sk+1 = 0,
which implies that successive search directions are orthogonal. This makes the algorithm
of steepest descent method slow for certain types of functions as the method searches in
the same direction repeatedly.
3.6 Conjugate gradient method
The conjugate gradient method [17, 30, 31] also uses the gradients, but unlike steepest
descent method, it does not search in the same directions repeatedly. It modifies the
direction at each step to remove components of the previous directions.
The term conjugate is defined as follows.
Definition 3.16 Conjugate property [31]
A set of nonzero vectors s0, s1, · · · , sn is said to be conjugate with respect to a sym-
metric positive definite matrix B if
sTj Bsk = 0 when j 6= k. (3.18)
For the theoretical framework of the conjugate gradient method, we assume the function
to be minimized has a quadratic form
f(x) = c+ bTx+
1
2
xTBx. (3.19)
Here B is an n × n symmetric positive definite matrix, b is a vector of length n, and c
is a constant. We start from a point x0 and minimize f(x) successively along n linearly
independent directions s0, s1, s2, · · · , sn. We construct the directions s0, s1, s2 · · · , which
are mutually conjugate with respect to B of (3.19). At each stage k, the direction sk+1
is obtained from the linear combination of the gradient gk+1 and the previous search
direction sk:
sk+1 = −gk+1 + βksk, (3.20)
with gk := g(xk). The coefficient βk is chosen in a way that sk+1 becomes conjugate to
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all the previous directions. By multiplying (3.20) by sTkB, we have
sTkBsk+1 = s
T
kB(−gk+1 + βksk)
⇒ 0 = −sTkBgk+1 + βksTkBsk
⇒ βk =
gTk+1Bsk
sTkBsk
.
These useful properties of the conjugate gradient method lead to the following algorithm.
Algorithm 3.17 Conjugate gradient method with modifica-
tion from Polak and Ribiere [17]
x0 = initial point
g0 = g(x0)
s0 = −g0
for k = 0, 1, 2, · · ·
choose αk to minimize f(xk + αksk) { perform line search }
xk+1 = xk + αksk { update solution}
gk+1 = g(xk+1) { new gradient}
βk = ((gk+1 − gk)T gk+1)/(gTk gk)
sk+1 = −gk+1 + βksk { new search direction}
end
We give the following theorems which clarify details of Algorithm 3.17.
Theorem 3.18 [31] Let x0 be an initial point and assume that the sequence {xk}
is generated by Algorithm 3.17. Then
gTk sl = 0, l = 0, · · · , k − 1,
and xk is the minimum of (3.19) over the set {x | x = x0 + span{s0, s1, · · · , sk−1}}.
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Theorem 3.19 [30, p. 92] At any stage k of Algorithm 3.17 where gi 6= 0, i =
0, 1, · · · , k we have
αk =
gTk gk
sTkBsk
6= 0, (3.21)
βk =
gTk+1(gk+1 − gk)
gTk gk
. (3.22)
=
gTk+1gk+1
gTk gk
. (3.23)
Theoretically, with the conjugate gradient method, the minimum of a quadratic ob-
jective function of dimension n is achieved in most n iterations. The exact line search
requires the matrix B which is actually the Hessian matrix H and is expensive to com-
pute. In case of a negative H the exact line search will fail. In practice, for general
nonlinear functions, Algorithm 3.17 is implemented with the Powell-Wolfe rule instead of
exact line search mentioned in Theorem 3.19. But this algorithm with Powell-Wolfe rule
does not always guarantee that sk is a descent direction. However, the descent property
holds when we choose
βk = max{βk, 0}.
Another modification of nonlinear conjugate gradient method is to restart the iteration
after every n steps by setting βk = 0. This restarting refreshes the algorithm, deleting
old information that may not be required [31, p. 103].
3.7 Newton’s method
The objective function is locally approximated by a quadratic function which can be
obtained from the truncated Taylor series expansion
f(x+ s) ≈ f(x) + gT s+ 1
2
sTH(x)s, (3.24)
where s ∈ Rn is the search direction. s will be called the Newton step in the local Newton
method. The quadratic function (3.24) is minimized in s when
H(x)s = −g. (3.25)
The algorithm for the local Newton method can be given as follows. We will use the
notation gk = g(xk) and Hk = H(xk).
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Algorithm 3.20 Local Newton method [17]
x0 = initial point
for k = 0, 1, 2, · · ·
solve Hksk = −gk for sk
xk+1 = xk + sk {update solution}
end
k
x x x
x
q
+ sx = x
 k+2 k+1 k
k+1 k k k k
     Exact solution
Current pointNext point
g(x)
g
ks  = −  g  / H
H  =  tan qk
Figure 3.5 Newton’s method for solving a 1-dimensional nonlinear optimization problem.
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Figure 3.6 An example where the local Newton method fails.
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FIGURE 3.5 shows how Newton’s method (Algorithm 3.20) converges to a solution.
The method usually converges provided that the initial point is close to a solution. The-
orem 3.21 gives the local convergence result.
Theorem 3.21 [40] If f : Rn → R is twice differentiable and x∗ ∈ Rn satisfies the
second order sufficient condition of a local minimum, then the following criteria hold
true for a constant ² > 0 and for all x ∈ B²(x∗).
1. ∇2f(x) is positive definite with
‖H(x)−1‖ ≤ 2‖H(x∗)−1‖ = 2
λmin(H(x∗))
.
2. x∗ is an isolated local minimum of f in B²(x∗) and the following condition holds.
λmin(H(x∗))
2
‖x− x∗‖ ≤ ‖g(x)‖ ≤ 2λmax(H(x∗))‖x− x∗‖.
3. If H is Lipschitz continuous in B²(x∗) with a constant L, then the sequence
{xk} ⊂ B²(x∗) converges Q-quadratically to x∗ where
‖xk+1 − x∗‖ ≤ L
λmin(H(x∗))
‖xk − x∗‖2 for all k ≥ 0.
The method may fail when started far from the solution. In FIGURE 3.6 the iterates
xk of the local Newton method are moving away from the solution x∗ which indicates
that the method diverges. The possible cause of failure of the local Newton method is
that Hessian matrices are close to singular or indefinite which may generate excessively
long or ascent search directions sk.
Newton’s method requires substantial amount of work per iteration, for a problem
with dense Hessian matrix, each iteration requires O(n2) scalar function evaluations to
form gradient vector and Hessian matrix and O(n3) arithmetic operations to solve the
linear system for the Newton step [17, chap. 5].
To obtain global convergence, the search direction sk must be descent. When the
Hessian matrix Hk is positive definite, sk is a descent direction. When Hk is singular,
we use an approximate matrix Bk ∈ Rn×n of Hk where Bk is formulated from Hk and is
positive definite for each k. Moreover, sk could be controlled using a line search method
when sk becomes excessively long. This leads to the following algorithm.
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Algorithm 3.22 Global Newton method [40, p. 45]
Choose constants γ ∈ (0, 1/2), c1 ∈ (0, 1), c2 ∈ (0, 1), ν > µ > 0
and p > 0
x0 = initial point
for k = 0, 1, 2, · · ·
Solve Hksk = −gk for sk
if − gTk sk < min(c1, c2‖gk‖p)‖gk‖‖sk‖,
Choose a positive definite matrix Bk ∈ Rn×n with
λmin(Bk) ≥ µ, λmax(Bk) ≤ ν;
Solve Bksk = −gk for sk.
Determine αk by the Armijo rule
xk+1 = xk + αksk {update solution}
end
Remark: The matrix Bk is very often selected from the Hessian matrix Hk with a µ > 0
as
Bk = Hk + (µ+max(0,−λmin(Hk)))I
to avoid singularity or indefiniteness. We have the following result for the global Newton
method.
Theorem 3.23 [40] If f : Rn → R is twice continuously differentiable and Nf (x0)
is compact, Algorithm 3.22 generates a sequence of feasible search directions sk and
a sequence of feasible step lengths αk.
3.8 Quasi-Newton method
The quasi-Newton method is similar to Newton’s method, but it uses an approximate
Hessian matrix Bk instead of the true Hessian matrix Hk, and thus the cost per iteration
reduces. In this method, only gradient evaluation is required at each iteration. The
Hessian matrix is often initially approximated by a unit matrix I. The next approximate
Hessian matrix Bk+1 is calculated using the gradients gk, gk+1, the step sk and the current
approximate Hessian matrix Bk [17, chap. 5] which we will discuss now.
From the Taylor series expansion we find that
gk+1 = gk +Hk(xk+1 − xk) + o(xk+1 − xk).
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Ignoring higher order terms and writing Hk as Bk+1, we obtain
⇒ Bk+1(xk+1 − xk) = gk+1 − gk
⇒ Bk+1sk = gk+1 − gk︸ ︷︷ ︸
yk
. (3.26)
Hence, Bk+1 can be approximated by a function ξ of Bk, sk and yk which we will elaborate
in the next subsection.
Bk+1 = ξ(Bk, sk, yk). (3.27)
The following algorithm gives the fundamental form of the quasi-Newton method.
Algorithm 3.24 Local quasi-Newton method [40]
x0 = initial point
B0 = initial approximate Hessian
for k = 0, 1, 2, · · ·
solve Bksk = −gk for sk
xk+1 = xk + sk {update solution}
Bk+1 = ξ(Bk, sk, yk) {update approximate Hessian matrix}
end
3.8.1 Update of approximate Hessian matrix
There are several formulas [40, p. 63–67] to update the approximate Hessian matrix. We
will discuss the different updates which can be given by
Bk+1 = Bk + αkvkvTk + βkwkw
T
k , αk, βk ∈ {±1}
where αk, βk, vk, wk are chosen such that Bk+1 satisfies (3.26).
Davidson-Fletcher-Powell (DFP) update
The matrix Bk+1 takes the following form with the DFP update
BDFPk+1 = ξ
DFP (Bk, sk, yk) = Bk +
(yk−Bksk)yTk +yk(yk−Bksk)T
yTk sk
− (yk−Bksk)T sk
(yTk sk)
2 yky
T
k
=
(
I − skyTk
yTk sk
)T
Bk
(
I − skyTk
yTk sk
)
+ yky
T
k
yTk sk
.
The matrix BDFPk+1 is symmetric and very often well-defined if y
T
k sk 6= 0. We can prove
that the matrix satisfies the quasi-Newton equation (3.26).
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Broyden-Fletcher-Goldfarb-Shanno (BFGS) update
The matrix BBFGSk+1 takes the following form with the BFGS update
BBFGSk+1 = ξ
BFGS(Bk, sk, yk) = Bk +
yky
T
k
yTk sk
− Bksks
T
kBk
sTkBksk
.
The matrix BBFGSk+1 is symmetric and very often well-defined if y
T
k sk 6= 0 and sTkBksk 6= 0.
It can be verified that the matrix satisfies the quasi-Newton equation (3.26).
Powell’s Symmetric Broyden (PSB) update
The matrix BPSBk+1 takes the following form with the PSB update
BPSBk+1 = ξ
PSB(Bk, sk, yk) = Bk +
(yk −Bksk)sTk + sk(yk −Bksk)T
sTk sk
− (yk −Bksk)
T sk
(sTk sk)
2
sks
T
k .
The matrix BPSBk+1 is symmetric and very often well-defined if sk 6= 0. This matrix satisfies
the quasi-Newton equation (3.26).
Lemma 3.25 BDFPk and B
BFGS
k are symmetric and invertible [40]
1. BDFPk+1 and B
BFGS
k+1 are invertible and the following conditions hold true if
yTk sk 6= 0, sTkBksk 6= 0 and yTk B−1k yk 6= 0.(
BDFPk+1
)−1
= ξBFGS(B−1k , yk, sk),
(
BBFGSk+1
)−1
= ξDFP (B−1k , yk, sk),
2. If Bk is symmetric positive definite and yTk sk > 0, then B
DFP
k+1 , B
BFGS
k+1 are
positive definite.
3.8.2 Update of inverse of approximate Hessian matrix
In practice, in the quasi-Newton method, the inverse of the approximate Hessian matrix
Bk is updated, rather than Bk itself, so that the quasi-Newton step sk can be solved with
a cost per iteration of O(n2) rather than O(n3) operation. We have the following update
formulas [40, p. 67–68] for the inverse of an approximate Hessian matrix.
BFGS version:
Mk+1 =
(
BBFGSk+1
)−1
= ξDFP (Mk, yk, sk)
= Mk +
(sk −Mkyk)sTk + sk(sk −Mkyk)T
yTk sk
− (sk −Mkyk)
T yk
(yTk sk)
2
sks
T
k . (3.28)
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DFP version:
Mk+1 =
(
BDFPk+1
)−1
= ξBFGS(Mk, yk, sk)
= Mk +
sks
T
k
yTk sk
− Bkyky
T
k Bk
yTkMkyk
. (3.29)
3.8.3 Global convergence of BFGS method
In the following BFGS algorithm we incorporate the quasi-Newton method with the
Powell-Wolfe rule.
Algorithm 3.26 Global BFGS method [40]
x0 = initial point
M0 = initial positive definite matrix such that M0 = B−10
for k = 0, 1, 2, · · ·
Compute sk = −Mkgk
Determine αk with the Powell-Wolfe line search
xk+1 = xk + αksk {update solution}
Compute Mk+1 = ξDFP (Mk, yk, αksk) by (3.28)
end
Now we describe the useful properties of the BFGS method in the following theorems.
Theorem 3.27 [40] Algorithm 3.26 generates a sequence of matrices Bk = M−1k
which are symmetric positive definite and satisfy yTk sk > 0 and every generated sk is
a descent direction.
Theorem 3.28 Global convergence of BFGS method [40]
Assume that f : Rn → R is twice continuously differentiable and the level set Nf (x0)
is convex and f is convex on Nf (x0) with a bounded Hessian matrix H such that
µ‖s‖2 ≤ sTHs ≤ ν‖s‖2 ∀x ∈ Nf (x0), ∀s ∈ Rn
with constants 0 < µ ≤ ν. Then Algorithm 3.26 generates a sequence of points xk
which converges to a unique minimum x∗ of f .
Now we present the following theorem which states that the BFGS method gives
superlinear convergence rate.
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Theorem 3.29 [40] Assume that f : Rn → R is twice continuous differentiable.
BFGS update is used for the matrices Bk and the generated sequence of iterates
converges to x∗ which satisfies the second order sufficient condition and H is Lipschitz
continuous at x∗, then the sequence converges at a superlinear rate and the condition
holds true
lim
k→∞
‖Bk+1 −Hk‖ → 0.
3.9 Trust-region method
Trust-region methods [7, 10, 31] define a region around the current iterate xk which
they trust to be representable by a model of f(xk + s). For this approach, the model
mk(s) is constructed using linearization or any Taylor series approximation of the function
f(xk + s). This model mk(s) represents f(xk + s) well in a certain region around xk, the
so-called trust-region. The step sk is computed to reduce the model of f(xk + s). If the
reduction predicted by mk(sk) is sufficiently realized by f(xk + sk), the next iterate is
calculated by the formula xk+1 = xk + sk. Otherwise, xk+1 = xk is set and the model
is refined by reducing the trust-region radius ∆. In practical algorithms, the trust-region
radius is adjusted between iterations according to the agreement between predicted and
actual reduction in the objective function.
We consider a quadratic model of f(xk + s) by the Taylor series approximation:
mk(s) = fk + gkT s+
1
2
sTBks, (3.30)
where Bk is a symmetric matrix which approximates the local Hessian matrixHk. In most
practical cases, these models are unlikely to represent f(xk + s) if s is large. Moreover,
the models may be unbounded from below so that any attempts to minimize them may
generate a large step. This problem will always arise if Bk is indefinite or singular. To
prevent the model mk(s) from being unboundedness we impose a trust-region constraint
‖s‖ ≤ ∆k
with ∆k > 0, on the step.
Now we note that
f(xk + s) = fk + gkT s+
1
2
sTH(xk + ts)s,
for some scalar t ∈ (0, 1). Since mk(s) = fk + gkT s+O(‖s‖2), the approximation error is
given by
|f(xk + s)−mk(s)| = O(‖s‖2).
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The idea of imposing a trust-region constraint comes from the above result which implies
that the approximation error |f(xk + s) − mk(s)| can be decreased by restricting the
allowable step. Finally, our trust-region subproblem is given by
min
s∈Rn
mk(s) subject to ‖s‖ ≤ ∆k,
and we shall choose sk as an approximate solution of this problem.
Algorithm 3.30 Trust-region method [16]
Given k = 0, ∆0 > 0 and x0, until “convergence” do:
Build the quadratic model mk(s) of f(xk + s).
Solve the trust-region subproblem for sk.
Define
ρk =
fk − f(xk + sk)
fk −mk(sk) .
If ρk ≥ γv [ very successful ] 0 < γv < 1
set xk+1 = xk + sk and ∆k+1 = µi∆k. µi ≥ 1
Otherwise if ρk ≥ γs then [successful] 0 < γs ≤ γv < 1
set xk+1 = xk + sk and ∆k+1 = ∆k.
Otherwise [ unsuccessful ]
set xk+1 = xk and ∆k+1 = µr∆k. 0 < µr < 1
Increase k by 1.
3.9.1 Basic trust-region method
As mentioned before, we accept xk+1 = xk + sk whenever the predicted model reduction
fk −mk(sk) is sufficiently realized by the actual reduction fk − f(xk + sk). To measure
this the reduction ratio
ρk =
fk − f(xk + sk)
fk −mk(sk)
of actual to predicted reduction is computed. The step sk is accepted when ρk is not
unacceptably smaller than 1.0. If the ratio is close to (or larger than) 1.0, we increase the
radius as in this case, future step computations will hopefully benefit from an increase
in the trust-region radius. On the other hand, if ρ is much smaller than 1.0, i.e. the
agreement between the actual and predicted reduction is poor (or particularly, f actually
increases), the current step is rejected. In this case, we reduce the trust-region radius to
find a more suitable step at the next iteration.
We present the basic trust-region method in Algorithm 3.30. Reasonable values of the
constants might be γv = 0.9 or 0.99, γs = 0.1 or 0.01, µi = 2, and µr = 0.5.
We check that it makes a little justification in increasing the trust-region radius fol-
lowing a very successful iteration unless ‖sk‖ ≈ ∆k, and in decreasing the radius less than
what is required to discard an unsuccessful sk. In practice, for a very successful iteration,
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if the step is much shorter (say less than half the trust-region radius), the trust-region
radius is not increased. There exist various schemes for choosing an initial trust-region
radius. However, For a well-scaled problem, ∆0 = O(1) is reasonable. Poor scaling can
affect the performance of trust-region methods.
3.9.2 Basic convergence of trust-region methods
Trust-region methods have very strong convergence properties like steepest-descent meth-
ods. Now we check that we at least achieve as much reduction in the model as we would
from an iteration of steepest descent. We define the Cauchy point as sCk = −αCk gk, where
αCk = argmin
α>0
mk(−αgk) subject to α‖gk‖ ≤ ∆k
= arg min
0<α≤∆k/‖gk‖
mk(−αgk).
We shall require that our step sk satisfies
mk(sk) ≤ mk(sCk ) and ‖sk‖ ≤ ∆k. (3.31)
The Cauchy point can be easily computed, since it merely requires that we minimize the
quadratic model along a line segment. Trust-region methods have far better convergence
properties than steepest descent methods. We now check the convergence of our trust-
region method. We shall use the scalar κl ≥ κs > 0 with κl‖gk‖ ≥ ‖gk‖2 ≥ κs‖gk‖.
With the following theorem, we guarantee a reasonable reduction in the trust-region
model at the Cauchy point.
Theorem 3.31 [10] If sCk is the Cauchy point of the quadratic model mk(s) within
the trust-region ‖s‖ ≤ ∆k, then
fk −mk(sCk ) ≥
1
2
‖gk‖2min
[ ‖gk‖2
1 + ‖Bk‖2 , κs∆k
]
.
This shows that the guaranteed reduction depends on the norm of the current gradient,
and is also affected by the size of both the trust-region radius and the (inverse of the)
Hessian.
The following corollary states that the step in our algorithm is at least the Cauchy
point.
Corollary 3.32 [35] If sk is an improvement on the Cauchy point of the quadratic
model mk(s) within the trust-region ‖s‖ ≤ ∆k,
fk −mk(sk) ≥ 12‖gk‖2min
[ ‖gk‖2
1 + ‖Bk‖2 , κs∆k
]
.
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This gives a typical trust-region result which relates the model reduction to a measure of
the distance to the minimum, in this case measured in terms of the norm of the gradient.
Observe that we are using the quadratic model mk(s) for which the first two terms
are exactly those from the Taylor’s series approximation, and therefore, the difference
between model and function will vary like the square of the norm of sk which is described
in the following lemma.
Lemma 3.33 [16] Suppose that f is twice continuously differentiable, and that the
true and model Hessians satisfy the bounds ‖H(x)‖2 ≤ κh for all x and ‖Bk‖2 ≤ κb
for all k and some κh ≥ 1 and κb ≥ 0. Then
|f(xk + sk)−mk(sk)| ≤ κd∆2k,
where κd = 12κ
2
l (κh + κb), for all k.
We therefore notice that the error between the objective function and the model decreases
quadratically with the trust-region radius. This result shows that there must be good local
agreement between the model and objective functions, if the trust-region radius is small
enough. However, rather than requiring a uniform bound on H(x), all that is actually
needed is a similar bound for all x between xk and xk + sk.
The next lemma provides a crucial result, in that it will always be possible to make
progress from a non-stationary point (gk 6= 0).
Lemma 3.34 [16] Suppose that f is twice continuously differentiable, and that the
true and model Hessians satisfy the bounds ‖Hk‖2 ≤ κh and ‖Bk‖2 ≤ κb for all k
and some κh ≥ 1 and κb ≥ 0, and that κd = 12κ2l (κh + κb). Suppose furthermore that
gk 6= 0 and that
∆k ≤ ‖gk‖2min
(
1
κs(κh + κb)
,
κs(1− γv)
2κd
)
,
with the notation from Algorithm 3.30. Then iteration k is very successful and
∆k+1 ≥ ∆k.
As a consequence of this property, we will prove that the radius is uniformly bounded
away from zero if the same is true for the sequence of gradients, that is the radius will
not shrink to zero at non-stationary points.
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Lemma 3.35 [16] Suppose that f is twice continuously differentiable and that the
true and model Hessians satisfy the bounds ‖Hk‖2 ≤ κh and ‖Bk‖2 ≤ κb for all k
and some κh ≥ 1 and κb ≥ 0, and that κd = 12κ2l (κh + κb). Suppose furthermore that
there exists a constant ² > 0 such that ‖gk‖2 ≥ ² for all k. Then
∆k ≥ κ² := ²µrmin
(
1
κs(κh + κb)
,
κs(1− γv)
2κd
)
∀k
with the notation from Algorithm 3.30.
This property is crucial to ensure the progress of the algorithm (except xk lying at a
critical point).
The preceding two results are sufficient to establish that if there is only a finite number
of successful iterations, the iterates must converge to a critical point after the last of these.
Lemma 3.36 [16] Suppose that f is twice continuously differentiable, and that both
the true and model Hessians remain bounded for all k. Suppose furthermore that
there are only finitely many successful iterations. Then xk = x∗ for all sufficiently
large k and g(x∗) = 0.
Now we consider the case where there are infinitely many successful iterations. In this
case, we will prove that the global convergence guarantees that there is at least one
sequence of gradients that converges to zero.
Theorem 3.37 [16] Suppose that f is twice continuously differentiable, and that
both the true and model Hessians remain bounded for all k. Then either
gl = 0 for some l ≥ 0
or
lim
k→∞
fk = −∞
or
lim inf
k→∞
‖gk‖ = 0.
We now prove the stronger result that it is not possible for a second sub-sequence of
gradients to stay bounded away from zero.
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Corollary 3.38 [16] Suppose that f is twice continuously differentiable, and that
both the true and model Hessians remain bounded for all k. Then either
gl = 0 for some l ≥ 0
or
lim
k→∞
fk = −∞
or
lim
k→∞
‖gk‖ = 0.
Hence, we arrive at a crucial result that the gradients of the sequence {xk} generated
by our algorithm converge to, or are all ultimately, zero. This does not mean that a
subsequence of {xk} itself converges, but if it does, the limit is a critical point.
We have seen that trust-region methods have very powerful convergence theories. We
now turn to the practical issues, namely how one can find a suitable step sk.
3.9.3 Solving the trust-region subproblem
We seek the solution s∗ of the minimization problem
min
s∈Rn
m(s) ≡ gT s+ 1
2
sTBs subject to ‖s‖ ≤ ∆. (3.32)
For brevity, we have dropped the iteration subscript k and discarded the constant term
f from (3.30) to formulate the above problem. We shall only consider the 2-norm trust-
region ‖s‖2 ≤ ∆, mainly because there are very efficient and powerful methods in this
case, but of course other norms are possible and are sometimes preferred in practice. A
simple speculation suggests how we might solve the above trust-region problem. First,
we find the unconstrained minimum of the model. If the minimum lies outside the trust-
region, the model minimum must occur on the trust-region boundary and thus can be
found as the global minimum of m(s) subject to ‖s‖2 ≤ ∆.
We have a strong solution characterisation result for the 2-norm trust-region subprob-
lem.
Theorem 3.39 [10] Any global minimum s∗ of m(s) subject to ‖s‖2 ≤ ∆ satisfies
the equation
(B + y∗I)s∗ = −g,
where B + y∗I is positive semi-definite, y∗ ≥ 0 and y∗(‖s∗‖2 −∆) = 0. If B + y∗I is
positive definite, s∗ is unique.
This theorem gives necessary and sufficient global optimality conditions for a nonconvex
optimization problem (that is, a problem which may have a number of local minima). We
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notice that the necessary and sufficient conditions are identical. Trust-region subproblem
can be solved using these optimality conditions.
We have two cases to consider. If B is positive definite and the solution s to
Bs = −g (3.33)
satisfies ‖s‖2 ≤ ∆, then it immediately follows that s∗ = s (y∗ = 0 in Theorem 3.39).
This potential solution can simply be checked by the Cholesky decomposition (section
2.8.1) of B. If the Cholesky decomposition is successful, using this decomposition, (3.33)
is solved and subsequently ‖s‖2 is evaluated. Otherwise, either B is positive definite but
the solution to (3.33) satisfies ‖s‖2 > ∆ or B is singular or indefinite. In these cases,
Theorem 3.39 implies that s satisfies
(B + yI)s = −g and sT s = ∆2, (3.34)
which is a nonlinear (quadratic) system of algebraic equations with n + 1 unknowns s
and y. Now we try to solve this system. Suppose B has an eigendecomposition
B = UTΛU,
where Λ is a diagonal matrix of eigenvalues λ1 ≤ λ2 ≤ . . . ≤ λn and U is an orthonormal
matrix of associated eigenvectors. The first part of (3.34) enables us to write s explicitly
in terms of y, that is
s(y) = −(B + yI)−1g.
Now we substitute s(y) into the second part of (3.34) which gives
‖s(y)‖22 = ‖UT (Λ + yI)−1Ug‖22 =
n∑
i=1
γ2i
(λi + y)2
= ∆2, (3.35)
where γi = eiT (Ug) = (eTi U)g.
When B is positive definite and ‖s‖2 > ∆, there is a strictly positive y ∈ (0,∞) such
that ‖s(y)‖22 = ∆2.
Now we concentrate on the case where B is indefinite or singular. Theorem 3.39
requires that B + yI be positive semi-definite. Therefore, the solution (s, y) to (3.34)
necessarily satisfies y ≥ −λ1. When there exists a y > −λ1 such that ‖s(y)‖2 = ∆, the
situation is referred to as the easy case. Then B + yI is positive definite and thus (3.34)
has a unique solution.
Thus to solve the trust-region subproblem, we have to find a particular root of the
nonlinear equation ‖s(y)‖2 = ∆. We could use Newton’s method to solve ‖s(y)‖2−∆ = 0
for y. But s(y) is highly nonlinear close to −λ1. So Newton’s method will be unreliable
or very slow in this case. Therefore we solve an equivalent equation
φ(y) :=
1
‖s(y)‖2 −
1
∆
= 0, (3.36)
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as it is nearly linear near the optimal y. The Newton step of this equation is given by
−φ(y)/φ′(y). Now we shall expand our observation on φ′(y). Since
φ(y) =
1
(s(y)T s(y))
1
2
− 1
∆
,
it follows, on differentiating, that
φ′(y) = − s(y)
T∇ys(y)
(s(y)T s(y))
3
2
= −s(y)
T∇ys(y)
‖s(y)‖32
.
In addition, on differentiating the defining equation
(B + yI)s(y) = −g,
it must be that
(B + yI)∇ys(y) + s(y) = 0.
Notice that, rather than the value of ∇ys(y), merely the numerator
s(y)T∇ys(y) = −s(y)T (B + yI)−1s(y)
is required in the expression for φ′(y). Given the Cholesky decomposition (section 2.8.1)
B + yI = L(y)L(y)T , we deduce that
s(y)T (B + yI)−1s(y) = s(y)TL(y)−TL(y)−1s(y) =
[
L(y)−1s(y)
]T [
L(y)−1s(y)
]
= ‖w(y)‖22,
where L(y)w(y) = s(y).
Using above results the Newton step is simplified to the form
− φ(y)
φ′(y)
= −
(
∆− ‖s(y)‖2
∆ ‖s(y)‖2
)(
− ‖s(y)‖
3
2
s(y)T∇ys(y)
)
=
(‖s(y)‖2 −∆
∆
) ‖s(y)‖22
‖w(y)‖22
.
Newton’s method for (3.36) is given in Algorithm 3.40.
When λ1 < 0 and there is no value of y ∈ (−λ1,∞) such that ‖s(y)‖2 = ∆, the
situation is known as the hard case. The hard case arises when g is orthogonal to the
eigenvector u1 corresponding to the eigenvalue λ1 with λ1 < 0, i.e. gTu1 = 0 and ∆ is
too big. In the hard case y = −λ1 and B+ yI is a singular (but consistent) system—it is
consistent precisely because gTu1 = 0. We compute the critical step scri by the following
limit
scri = lim
y→−λ1
s(y) =
n∑
i=2
γi
(λi + y)
, (3.37)
Since u1 is a eigenvector corresponding to eigenvalue λ1, (B−λ1I)u1 = 0. So this system
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has other solutions s+ τu1 for any τ , because
(B + yI)(scri + τu1) = −g.
Using the trust-region constraint we find that
‖scri + τu1‖22 = ∆2, (3.38)
which is a quadratic equation for the unknown τ , and either root suffices.
The Algorithm 3.40 is globally and ultimately quadratically convergent when started
in the interval [−λ1, y∗] except in the hard case, but needs to be safeguarded to make
it robust for the hard cases. Notice that the main computational cost per iteration is a
Cholesky decomposition of B + yI.
Algorithm 3.40 Exact trust-region [10]
Let y > −λ1 and ∆ > 0 be given.
Until “convergence” do:
Factorize B + yI = LLT .
Solve LLT s = −g for s.
Solve Lw = s for w.
Replace y by
y +
(‖s‖2 −∆
∆
)( ‖s‖22
‖w‖22
)
.
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Nonlinear system
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nonlinear least
squares
4.1 Introduction
We consider the nonlinear system of equations of the form
F (x) = 0, (4.1)
where F : Rn → Rn is continuously differentiable and x ∈ Rn. F will be called the
nonlinear residual, or simply the residual. The Jacobian matrix A(x) of F (x) is given by
A(x) = [∇F1(x),∇F2(x), · · · ,∇Fn(x)]T , (4.2)
where F1(x), F2(x), · · · are the components of F (x).
Iterative methods must be used to solve the nonlinear equations (4.1) since closed-
form solutions can be rarely obtained. Newton’s method is the most widely used iterative
method in applications. In Newton’s method, for a given initial point x0 ∈ Rn, a sequence
of iterates xk, k = 1, 2, 3, · · · is generated in such a way that hopefully the approximation
to some solution is progressively improved. Iterates xk, k = 0, 1, 2, · · · are computed as
follows.
solve A(xk)sk = −F (xk) for sk (4.3a)
xk+1 = xk + sk { update the solution } , (4.3b)
where sk is the Newton step. The algorithm described by (4.3) is known as Newton’s
method or local Newton method. The Newton iteration is well-defined whenever A(xk) is
nonsingular.
A nonlinear system of equations may have a single solution, more than one solution,
or even no solution. Convergence of any method to a solution can be guaranteed if the
solution exists. Newton’s method converges rapidly to a solution if the initial point starts
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close enough to the solution. The rate of convergence is usually quadratic. Newton’s
method requires substantial amount of work per iteration, for a problem with dense
Jacobian matrix, each iteration requires O(n2) scalar function evaluations to form the
Jacobian matrix and O(n3) arithmetic operations to solve the linear system (4.3a) [17,
21, 25, 28, 31].
Now we show the fast local convergence property of Newton’s method provided that
the initial point is close enough to a solution. The method may not converge at all from
a poor initial point. Therefore, we need to incorporate line-search/trust-region methods
to achieve convergence which will be discussed later.
Theorem 4.1 Fast local convergence of Newton’s method [40]
Suppose that F : Rn → Rn is continuously differentiable and x∗ ∈ Rn is a solution of
F (x) = 0. If A(x∗) is nonsingular, then there exists an ² > 0 such that
1. A(x) is nonsingular with ‖A(x)−1‖ ≤ 2‖A(x∗)−1‖ ∀x ∈ B²(x∗).
2. x∗ is the one and only one solution of F (x) = 0 for all x ∈ B²(x∗), and the
following condition holds:
1
2‖A(x∗)−1‖‖x− x
∗‖ ≤ ‖F (x)‖ ≤ 2‖A(x∗)‖‖x− x∗‖.
3. For all x0 ∈ B²(x∗), the algorithm given by (4.3) generates a sequence {xk} ⊂
B²(x∗) which converges Q-superlinearly to x∗.
4. If A is Lipschitz continuous in B²(x∗) with a constant L, then {xk} converges
Q-quadratically to x∗, i.e.,
‖xk+1 − x∗‖ ≤ L‖A(x∗)−1‖‖xk − x∗‖2 ∀k ≥ 0.
4.2 Global convergence
Local Newton method necessitates the initial point to be near the solution. Otherwise,
the method may fail to converge. There are many forms of failure: the method may
break down, the iterates may oscillate between two non-stationary points, or they can
converge to a non-stationary point [9]. We now discuss Newton’s method with global
convergence properties where the initial point may lie anywhere and the method converges
to a solution. The global convergence property of Newton’s method for a nonlinear system
of equations can be obtained using the Armijo line search (section 3.4.1). By introducing
a scalar αk in (4.3b), we have that
xk+1 = xk + αksk, (4.4)
4.3 Singularity issue 71
where 0 < αk ≤ 1 is the step length and is chosen based on sufficient reduction of a
merit function. When we discuss global convergence, sk will be called the Newton search
direction and αksk will be called the Newton step. Note that the local Newton method
uses full steps (αk = 1). We consider the following well-known merit function [9].
φ(x) =
1
2
‖F (x)‖22. (4.5)
Sufficient reduction of φ(x) can be checked by the Armijo rule
φ(xk + αksk)− φ(xk) ≤ γαk∇φ(xk)T sk (4.6)
⇒ F (xk + αksk)TF (xk + αksk)− F (xk)TF (xk)︸ ︷︷ ︸
ared
≤ γ αkA(xk)TF (xk)sk︸ ︷︷ ︸
pred
. (4.7)
Now we give the following algorithm of the Armijo line search with modification from
Algorithm 3.7.
Algorithm 4.2 Armijo line search
Given sk and xk;
αk = 1;
for l = 0, 1, 2, · · ·
xk+1 = xk + αksk
Stop, if the Armijo rule (4.7) is satisfied
αk =
αk
2
;
end(for)
In most cases, Newton’s method with line search makes steady progress towards a solution.
But the method can still fail if Jacobian matrices are singular. We now examine this issue.
4.3 Singularity issue
As we have discussed before, Newton’s method is well-defined if the Jacobian A is non-
singular. In case of a singular A, we may be unable to solve the linear system (4.3a) by
efficient numerical methods like LU decomposition [12]. However there are some more
expensive but robust numerical methods, e.g., singular value decomposition (SVD) [33],
QR decomposition [12] which can be used to avoid this deficiency. Using SVD for A, we
obtain
UDV T = A,
where U is an n × n orthonormal matrix, D an n × n diagonal matrix, and V an n ×
n orthonormal matrix. D contains the singular values dj at position (j, j) with j =
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1, 2, · · · , n. If A is nonsingular, i.e., dj 6= 0 for j = 1, 2, · · · , n, the solution can be
obtained by
sk = −V D−1(UTF (xk)),
where D−1 is a diagonal matrix with elements (1/dj) at (j, j). If singularity occurs, then
at least one of dj , j = 1, 2, · · · , n is zero. To avoid singularity, a small number µ is added
to dj when dj = 0. This strategy is called regularization. In the following regularization
algorithm, we replace dj by µ when dj < µ.
Algorithm 4.3 Solving linear system by
SVD [9]
UDV T = A(xk);
for i = 1, 2, · · ·
if (dj < µ)
dj = µ;
end(for)
sk = −V diag([1/d1, 1/d2 · · · 1/dn]) (UTF (xk))
Algorithm 4.3 does not perform well as the chosen value of µ may not be optimal in
computing the next iterate xk+1. Now we attempt to find an optimal µ using the trust-
region method.
4.4 Trust-region method
Problem (4.3a) is a particular case of the minimization problem:
min
s
1
2
‖As+ F‖22 = mins
1
2
F TF︸ ︷︷ ︸
f
+sT ATF︸ ︷︷ ︸
g
+
1
2
sT ATA︸ ︷︷ ︸
B
s
For brevity, we have omitted the iteration subscript k. The matrix ATA is symmetric
positive semi-definite. By applying the trust-region constraint to the above problem we
obtain
min
s
1
2
F TF︸ ︷︷ ︸
f
+sT ATF︸ ︷︷ ︸
g
+
1
2
sT ATA︸ ︷︷ ︸
B
s subject to ‖s‖2 ≤ ∆, (4.8)
where ∆ is a trust-region radius. Using first-order necessary condition, the above problem
reduces to
Solve (ATA)s = −ATF for s with constraint ‖s‖2 ≤ ∆. (4.9)
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The system (ATA)s = −ATF is known as a system of normal equations. Now we can
solve the trust-region subproblem (4.8) using Theorem 3.39:
(ATA+ yI)s∗ = −ATF, (4.10a)
y(∆− ‖s∗‖2) = 0, (4.10b)
(ATA+ yI) is positive semidefinite, (4.10c)
where y ≥ 0 is a Lagrange multiplier.
In case of nonsingular A, conventional methods are far more efficient than trust-region
methods, especially when n is large. For a large n, rounding error will increase and may
have influence on the accuracy of the solution. The condition number of ATA is much
worse than that of A. The 2-norm condition number for ATA is exactly the square of the
condition number of A which could cause difficulties. Any progress made in one step of
the iterative procedure may be annihilated by the numerical errors. On the other hand,
if the original matrix has a good 2-norm condition number, then the normal equation
approach should not cause any serious difficulties [33].
Moreover, the minimization problem mins 12‖As + F‖2 has a much better condition
number than the linear system (ATA)s = −ATF [13, p. 73]. Hence, we want to avoid
building ATA and ATF .
We now present a practical technique which uses the original form (4.3a) for the
solution s avoiding the multiplications ATA and ATF . We will make a reform of (4.10a).
First, we apply the QR decomposition on A:
QR = A,
where Q ∈ Rn×n is an orthogonal matrix, and R ∈ Rn×n is an upper triangular matrix.
We can use Householder transformations [17] to compute the QR decomposition efficiently.
Now (4.10a) gives us
(ATA+ yI)s = −ATF (4.11a)
⇒ (RTQTQR+ yI)s = −RT QTF︸ ︷︷ ︸
b
(4.11b)
⇒ (RTR+ yI)s = −RT b (4.11c)
⇒
(
RT
√
yI
)( R
√
yI
)
s = −
(
RT
√
yI
)( b
0
)
. (4.11d)
The above equation can be rewritten as(
R
√
yI
)
︸ ︷︷ ︸
Q1R1
s = −
(
b
0
)
, (4.12)
where Q1 ∈ R2n×n and R1 ∈ Rn×n can be computed by the QR decomposition again. We
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can save some computational time using Givens rotations [17] for this QR decomposition.
We need to eliminate the diagonal elements of the lower part
√
yI of this system matrix.
But while doing so, we will get some additional fill-ins which have to be eliminated too.
This algorithm is given below.
Algorithm 4.4 Givens rotation for the system (4.12) [31]
for i = n, n− 1, · · · , 1
• j = 0;
• To eliminate (i, i) of √yI, rotate row i of R with row i of √yI. {Row (n− j) of
the matrix
√
yI receives fill-ins at columns n−j+1 to n which will be eliminated
in the following loop over k.}
• for k = n− j + 1, · · · , n
– Rotate row k of R with row n− j of √yI to eliminate fill-in at (n− j, k)
of
√
yI.
• end(for)
• j = j+1;
end(for).
The value y can be updated iteratively by a similar idea described in section 3.9.3. The
update formula of yp is given by
yp+1 = yp +
( ‖s‖22
‖w‖22
) ‖s‖2 −∆
∆
.
Setting µ =
√
y we deduce that
µp+1 =
√
µ2p +
( ‖s‖22
‖w‖22
) ‖s‖2 −∆
∆
, (4.13)
where
‖w‖22 = sT (RTR+ ypI)−1s
= sT

(
R µpI
)( R
µpI
)
︸ ︷︷ ︸
Q1R1

−1
s.
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Hence we derive
‖w‖22 = sT [(Q1R1)TQ1R1]−1s
= sT [RT1R1]
−1s
= (R−T1 s)
TR−11 s = ‖R−T1 s‖22.
Similar to the trust-region method for unconstrained optimization given in Algorithm
3.40, we present the trust-region method for nonlinear equations in the following algo-
rithm.
Algorithm 4.5 Trust-region method for nonlinear equa-
tions
Given ∆ > 0, κs > 0, R, b, µ0 = 0;
for p = 0, 1, 2, · · ·
Solve
(
R
µpI
)
︸ ︷︷ ︸
Q1R1
s = −
(
b
0
)
for s;
if ‖s‖2 ≤ ∆ and µp = 0, then stop with the solution s;
if |(‖s‖2 −∆)| ≤ κs∆, then stop with the solution s;
Update µ by
µp+1 =
√√√√µ2p +
(
‖s‖22
‖R−T1 s‖22
)
‖s‖2 −∆
∆
;
end(for)
The common chosen value of κs is 0.1. When R is well-conditioned, the algorithm will
immediately stop with the solution s at p = 0. In case of an ill-conditioned (or singular)
R, the algorithm iteratively computes s by optimizing µ such that ‖s‖2 ≈ ∆.
4.5 Termination criteria
The error at the kth iteration is given by
e = xk − x∗.
So we do not know the error without knowing the solution as the iteration progresses. But
we can use F (x) as an indicator of rate of decay in ‖e‖. Hence, we have the termination
criteria [25]
‖F (x)‖ ≤ τr‖F (x0)‖+ τa. (4.14)
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The relative error tolerance τr and the absolute error tolerance τa are both significant in
the termination. An initial point near the solution may make (4.14) impossible to satisfy
if we use only the relative error tolerance (by setting τa = 0).
When the difference between successive iterates is small, the approximate solutions are
not changing much and (hopefully!) the iterate has converged. This gives an another
stopping criteria [21]
‖xk+1 − xk‖
max(‖xk+1‖, ‖xˆ‖) ≤ τ, (4.15)
where xˆ is a typical x and is commonly taken as the initial point. If the trust-region
radius is very small, we have a very small progress in further iterations. In this case, it is
reasonable to stop the iterations.
4.6 Complete algorithm
Now we combine the previous considerations and algorithms. The resulting algorithm
can be stated as follows.
Algorithm 4.6 Newton’s method with trust-region and Armijo line search
Choose an initial point x0.
for k = 0, 1, 2, · · ·
• Compute the residual F (xk) and Jacobian matrix A(xk).
• Apply Algorithm 4.5 in order to compute the search direction sk.
• Apply Algorithm 4.2 in order to compute the next iterate xk+1.
• Stop if convergence criteria is satisfied.
end(for)
4.7 Nonlinear least squares method
Given input-output pairs (ti, yi), i = 1, ..,m, we want to find a vector x ∈ Rn that gives
the best fit in the least square sense to model a function h(t, x), where h : Rn → Rm.
We define components of the residual F : Rn → Rm by
Fi(x) = yi − h(ti, x) ∀i = 1, ..,m.
The aim is to compute the vector x which minimizes the difference between yi and h(ti, x)
for all i = 1, ..,m. This can be considered as a problem where the sum of squares of
residual components is to be minimized, and hence we obtain a minimization problem of
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the form
min
x
φ(x) = min
x
1
2
F (x)TF (x). (4.16)
We take the value 12 for convenience and it has no effect on the optimal value of x. In
practice, m is significantly larger than n and the experimental errors yield yi 6= h(ti, x)
even with a best possible x [10].
Applying Newton’s method to (4.16), a Newton step sk for the current iterate xk can
be obtained from
solve ∇2φ(xk)︸ ︷︷ ︸
H(xk)
sk = −∇φ(xk)︸ ︷︷ ︸
g(xk)
for sk. (4.17)
The gradient vector g(xk) and the Hessian matrix H(xk) are given by
g(xk) =
m∑
i=0
∇Fi(xk)Fi(x) = ∇F (xk)︸ ︷︷ ︸
A(xk)
TF (xk) = A(xk)TF (xk) (4.18a)
H(xk) = A(xk)TA(xk) +
m∑
i=0
∇2Fi(xk)Fi(x)︸ ︷︷ ︸
Sk
= A(xk)TA(xk) + Sk. (4.18b)
The later term Sk of (4.18b) is usually inconvenient and expensive to compute. To avoid
much computing cost, this term is omitted and we have
H(xk) ≈ A(xk)TA(xk). (4.19)
Hence (4.17) can be rewritten as
A(xk)TA(xk)sk = −A(xk)TF (xk),
which is the system of normal equations for the Gauss-Newton equations
A(xk)sk = −F (xk). (4.20)
To avoid singularity in A(xk), we use the regularization (described in section 4.3) for
(4.20) which gives the Levenberg-Marquardt equations(
A(xk)√
ykI
)
s = −
(
F (xk)
0
)
, (4.21)
where
√
yk is a nonnegative parameter chosen by some strategy in order to avoid ill-
condition or rank deficiency of the linear least squares sub-problem (4.20).
To get a trust-region-based solution, we can use Algorithm 4.6 for the Gauss-Newton
equations (4.20) directly. If ‖F (x)‖ is very large (the so-called large residuals problem),
the Gauss-Newton equations are not a good approximation and the convergence may not
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be guaranteed. In such a case, we require a better approximation of the Hessian given in
(4.18b). We could use the trust-region method of unconstrained optimization to (4.16)
directly using a finite difference (see section 5.4) for Hessian of ∇2φ(xk). Another idea
is to use quasi-Newton approximation for the expensive part Sk of (4.18b). Dennis, Gay,
and Welsch derived the following update formula [21, chap. 10], [31, chap. 10] for Sk.
Sk+1 = Sk +
(z − Skd)wT + w(z − Skd)T
wTd
− (z − Skd)
Td
(wTd)2
wwT , (4.22)
where
d = xk+1 − xk
w = A(xk+1)TF (xk+1)−A(xk)TF (xk)
z = A(xk+1)TF (xk+1)−A(xk)TF (xk+1).
However the matrix Sk is not guaranteed to vanish as the iterates approach to a zero-
residual solution. This deficiency can be avoided by scaling Sk prior to an update. We
substitute Sk by τkSk on the right-hand-side of (4.22) where
τk = min
(
1,
|dT z|
|dTSkd|
)
.
We observe that the part A(xk)TA(xk) of ∇2φ(xk) can be readily available, as A(xk) can
be computed analytically or by finite differences. So it might be reasonable to consider a
hybrid algorithm, which will try a Gauss-Newton approach if the residual is small (or it
produces a sufficiently good step), but switch to a quasi-Newton approach if otherwise [17,
20, 31].
Chapter 5
Implementation of
algorithms
5.1 Unconstrained optimization
Algorithm 3.30 of Newton’s method with a trust-region technique was implemented for
solving the nonlinear unconstrained optimization problems. The flow chart of this algo-
rithm is given by FIGURE 5.1. Note that we have Newton’s method with line search if
the trust-region technique is discarded from the figure. Moreover, we obtain local Newton
method by removing the trust-region and Armijo line search techniques. So it suffices to
consider the algorithm of Newton’s method with the trust-region technique. This algo-
rithm uses several methods and considerations from Chapter 3 and is organized similar
to algorithms described in [7, chap. 6]. We use reasonable constant values considering
the accuracy of the solution and the expense of computation.
1. Set constants: ² = 1.0e-6, ∆ = 1.0.
2. Initialize the point x.
3. Evaluate the function f(x) and the gradient g(x) (see section 5.4).
4. Stop with x as a solution, if one of the conditions
(a) ‖g(x)‖ ≤ τr‖g(x0)‖+ τa with τr = 1.0e-6, τa = 1.0e-6.
(b) ‖s‖max(‖x‖,‖xˆ‖) ≤ τ , where τ = 1.0e-6, xˆ has the value of x at the first iteration
and and s is the current search direction.
(c) ∆ ≤ ².
is satisfied.
5. Evaluate the Hessian H(x) (see section 5.4).
6. Compute the search direction s using the trust-region method described in section
5.1.1.
7. Compute the step length α using Armijo line search. The value of x is updated if
the Armijo condition is satisfied. The value of ∆ is modified if necessary. This will
be described in section 5.1.2
8. Go to step 2.
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Figure 5.1 Flow chart of the main program
5.1.1 Trust-region method
Algorithm 3.40 was implemented to solve the trust-region subproblems of the uncon-
strained optimization. This algorithm is arranged similar to algorithms described in [10,
p. 193–199]. The flow chart of the algorithm is given by FIGURE 5.2. In this algo-
rithm, the system (3.33) is solved for an initial Lagrange multiplier y = 0. It stops when
the condition ‖s‖2 ≤ ∆ is satisfied. If this condition is not satisfied, a new y is com-
puted and the condition ‖s‖2 ≈ ∆ is checked after solving (3.34). We may require to go
through this process several times before ‖s‖2 will come close to ∆. We set the constants
κs = 0.1, maxiter = 4 to avoid much expense in the computation. Here we give the
detail description.
Input:
system matrix M , system vector g, trust-region radius ∆, tolerance for simple case κs,
and constant θ.
1. Set the constants θ = 0.1, κs = 0.1. Set maxiter = 4, iter = 0.
2. Compute the upper bound yu of the Lagrange multiplier y by the ∞-norm:
yu = ‖M‖∞
= max
i
|Mii|+∑
j 6=i
|Mij |
 .
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Figure 5.2 Flow chart of the trust-region method
Set y = 0.
3. Decompose (M +yI) = LLT by the Cholesky factorization (see section 2.8.1). Here
L is a lower triangular matrix with the same dimension of M .
4. If the decomposition is not successful, then
(a) Set y = y + θ(yu − y).
(b) Go to step 3.
5. Solve LLT s = −g for s and set iter = iter + 1.
/* convex case */
6. If y = 0 and ‖s‖2 ≤ ∆, then stop with the value s.
/* simple case */
7. If |(‖s‖2 −∆)| ≤ κs∆, then stop with the value s.
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8. Compute new y with the formula
Solve Lw = s for w,
y = y +
( ‖s‖22
‖w‖22
) ‖s‖2 −∆
∆
,
where w is a vector with the same dimension of s.
9. If iter ≤ maxiter, then go to step 3.
10. If ‖s‖2 < ∆, then /* hard nonconvex case */
(a) Compute approximate eigenvector u (Section 5.3). Determine τ from (3.38).
(b) Set s = s+ τu1.
Output:
search direction s.
We notice that well-conditioned problems are solved with a few iterations. In case of an
ill-conditioned system matrixM , more iterations are required to makeM well-conditioned
by adding a new Lagrange multiplier y at the diagonals of M in each iteration. A new y
is computed in such a way that the solution satisfies the trust-region constraint ‖s‖2 ≈ ∆.
5.1.2 Armijo line search
The algorithm of Armijo line search is described by FIGURE 5.3. We determine a step
length which reduces the merit function sufficiently. For this purpose, we compute the
predicted and actual reductions with the initial step length α. If the reduction ratio ρ
(ratio of actual to predicted reduction) is more than a certain threshold γ1, we allow the
step. Otherwise we reduce α in an iterative way as long as ρ ≤ γ1. We set the maximum
number of these iterations to 4. If the reduction is sufficient, we increase the trust-region
radius ∆. Otherwise we reduce ∆. We now present the detail description.
Input:
constants ∆max = 1000, γ1 = 0.001, γ2 = 0.1, γ3 = 0.75, current iterate x, search direction
s and trust-region radius ∆.
1. Set the step length α = 1.
2. Compute the predicted reduction pred from the right hand side of (3.4).
3. for iter = 0, 1, 2, 3
(a) Compute the current actual reduction ared from the left hand side of (3.4).
(b) Compute the reduction ratio ρ := aredpred .
(c) If (ρ > γ1), then perform the following operations.
i. Set x = x+ αs.
ii. If (ρ > γ3), then set ∆ = min (2∆,∆max).
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Figure 5.3 Flow chart of Armijo line search
iii. If (ρ < γ2), then set ∆ = 0.75∆.
iv. Stop with the new values of x and ∆.
(d) set α =
α
2
.
4. If (ρ ≤ γ1), then set ∆ = 0.5∆.
Output:
updated x and ∆.
5.2 Nonlinear equations and nonlinear least squares
Algorithm 4.6 was implemented to solve the nonlinear equations (nonlinear least squares)
by Newton’s (Gauss-Newton) method with a trust-region technique. The flow chart of the
algorithm is given by FIGURE 5.4. Note that we have Newton’s (Gauss-Newton) method
with line search if the trust-region technique is discarded from the figure. Moreover, we
obtain local Newton method (Gauss-Newton) by removing the trust-region and Armijo
line search techniques. So it suffices to consider Newton’s (Gauss-Newton) method with
the trust-region technique which we illustrate now. This algorithm draws together the
discussion of Chapter 4 and is structured similar to the algorithm described in Section
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5.1. We use reasonable values for constants considering the accuracy of the solution and
the expense of computation.
1. Set constants: ² = 1.0e-6, ∆ = 1.0.
2. Initialize the point x.
3. Compute the residual F (x).
4. Stop with x as a solution, if any of the conditions
(a) ‖F (x)‖ ≤ τr‖F (x0)‖+ τa with τr = 1.0e-6, τa = 1.0e-6.
(b) ‖s‖max(‖x‖,‖xˆ‖) ≤ τ , where τ = 1.0e-6, xˆ has the value of x at the first iteration
and s is the current search direction.
(c) ∆ ≤ ².
is satisfied.
5. Compute the Jacobian A(x) of F (x) (similar procedure described in section 5.4).
6. Perform QR decomposition of A. Compute b = QTF .
7. Compute the search direction s using the trust-region method on (4.12) which will
be discussed later.
8. Compute the step length α with the Armijo line search. The value of x is updated
if the Armijo condition is satisfied. The value of ∆ is modified if necessary. We will
discuss these later.
9. Go to step 2.
5.2.1 Trust-region method
Algorithm 4.5 was implemented to solve the trust-region subproblems of the nonlinear
equations, or nonlinear least squares problems. The flow chart of the algorithm is given
by FIGURE 5.5. The implementation procedure is almost similar to the procedure for the
unconstrained optimization discussed in section 5.1.1. We now give the detail description
of trust-region algorithm.
Input:
constant ², system matrix R, system vector b, trust-region radius ∆, tolerance for simple
case κs.
1. Set the constants ² = 1.0e-6, κs = 0.1. Set maxiter = 4, iter = 0.
2. Set µ = ² if R is singular. Otherwise, set µ = 0.
3. Solve (4.12) for s. Set iter = iter + 1.
4. If µ = 0 and ‖s‖2 ≤ ∆, then stop with the value s.
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Figure 5.4 Flow chart of the main program
5. If |(‖s‖2 −∆)| ≤ κs∆, then stop with the value s.
6. Update µ by (4.13).
7. If iter ≤ maxiter, then go to step 3.
Output:
search direction s.
5.2.2 Armijo line search
The algorithm of Armijo line search is described by FIGURE 5.6. The implementation
procedure is almost the same as the procedure for the unconstrained optimization dis-
cussed in section 5.1.2.
Input:
constants ∆max = 1000, γ1 = 0.001, γ2 = 0.1, γ3 = 0.75, current iterate x, search direction
s, residual F , Jacobian matrix A and trust-region radius ∆.
1. Set the step length α = 1.
2. Compute the predicted reduction pred from the right hand side of (4.7).
3. for iter = 0, 1, 2, 3
(a) Compute the current actual reduction ared from the left hand side of (4.7).
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Figure 5.5 Flow chart of trust-region method
(b) Compute the reduction ratio ρ := aredpred .
(c) If (ρ > γ1), then perform the following operations.
i. Set x = x+ αs.
ii. If (ρ > γ3), then set ∆ = min (2∆,∆max).
iii. If (ρ < γ2), then set ∆ = 0.75∆.
iv. Stop with the new values of x and ∆.
(d) set α =
α
2
.
4. If (ρ ≤ γ1), then set ∆ = 0.5∆.
Output:
updated x and ∆.
5.3 Computing u of the trust-region method
We need the unit eigenvector u corresponding to the leftmost eigenvalue λ1 of a symmetric
matrix M in the hard case of the trust-region subproblem (see section 3.9.3). Since u is
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Figure 5.6 Flow chart of Armijo line search
the eigenvector corresponding to λ1, we can write
(M − λ1I)u = 0.
Now we describe how the vector u can be computed in a cheap way [7, p. 58]. We
replace −λ1 by its close value y. The solution u of the above equation is the minimum of
uT (M +yI)u. This is equivalent to compute a vector v which maximizes vT (M +yI)−1v.
So we have
vT
M + yI︸ ︷︷ ︸
LLT
−1 v = vTL−T L−1v︸ ︷︷ ︸
w
= wTw.
We will choose the component of v as ±1 in order to make w large. This is achieved
by choosing the signs of entries of v at the stage of forward substitution w = L−1v.
Specifically, at the kth component we have
Lkkwk = vk −
k−1∑
i=1
Lkiwi.
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We take vk to be ±1 depending on which of
1−∑k−1i=1 Lkiwi
Lkk
or
−1−∑k−1i=1 Lkiwi
Lkk
is larger.
After finding w, u is simply computed by
L−Tw
‖L−Tw‖2 .
The vector u has the useful property that
uT (M + yI)u→ 0 as y → −λ1.
5.4 Computing derivatives
The partial derivative of a smooth function f : Rn → R at a given point x can be
approximated by the center difference scheme
∂f(x)
∂xi
≈ f(x+ hei)− f(x− hei)
2h
, (5.1)
where ei is the ith unit vector and h > 0 is very small. The gradient can be built using
the above formula for i = 1, 2, · · · , n. This process requires evaluation of f at 2n points.
The optimum value of hei ≈ ²2/3 |xi|ei, where ² is the machine epsilon [33].
The Hessian of a function can be computed from the following finite difference scheme.
∂2f(x)
∂2xi
≈ fi+1,i − 2fi,i + fi−1,i
h2
, (5.2)
∂2f(x)
∂xi∂xj
≈ fi+1,j + fi,j+1 + fi−1,j + fi,j−1 − 2fi,j − fi−1,j+1 − fi+1,j−1
2h2
, (5.3)
where a typical functional value fi+1,j−1 at (i+1, j− 1) can be computed by the formula
fi+1,j−1 = f(x+ hei − hej).
The optimum value of hej ≈ 4
√
²|xj |ej [33].
5.5 Numerical error
Since problems will be solved numerically, it is very important to know the effects of
underflow, overflow, rounding error and cancellation as described in Chapter 2. Moreover,
for control systems, the algorithm must work fast so that output of an algorithm can be
used in the real time.
The initial point should be chosen near to the solution for a rapid convergence. The
solution of a real problem is often bounded (upper and lower bounds) and hence, the
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initial point must lie in the bounds. Often, objective functions, residuals (from nonlinear
equations, nonlinear least squares) need scaling for the components of gradient (residual)
so that they generate numbers in some desired ranges (say, 1 to 100) and avoid overflow
and underflow. Note that scaling is not performed in the implemented algorithms since it
depends on the variety of identification problems. The user must use appropriate scales
while constructing the objective functions, or residuals.
The initial point x0 sometimes needs to be scaled. Assume a disproportionate solution
(variables differ significantly from each other)
x∗ = [1.0e− 3, 2.0e3, 1.0e5]T .
The initial point x0 can be scaled by
S = diag[1.0e− 3, 1.0e3, 1.0e5].
However, the solution cannot be known in advance, and therefore scaling factors are
determined considering the (possible) bounds of the solution. The scaled initial point z0
is computed by z0 = S−1x0. We solve the problem for z instead of x. The solution x∗
can be retrieved by
x∗ := Sz∗.
We experience numerical errors, e.g., early termination, high number of iterations, over-
flow, and underflow from the programs if the variables or gradients (residuals) are dispro-
portionate.
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Chapter 6
Test results
6.1 Unconstrained optimization
6.1.1 Test on the behavior of Newton’s method
We investigated the convergence behavior of Newton’s method on some test functions
collected from [17]. We present the test results by specifying the initial points, solution
points and required numbers of iterations and by plotting the functions.
1-dimensional functions
In this case, the blue line in the figures represents a function f and the red one indicates
its gradient g.
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Figure 6.1 Plots of a function f = x4 − 14x3 + 60x2 − 70x and its gradient g.
In FIGURE 6.1, a 1-dimensional 4th order function f = x4 − 14x3 + 60x2 − 70x and
its gradient g are plotted. The initial point of Newton’s method was taken as[-1.0]. The
solution we found is [0.78]. It took 3 iterations to converge. For another initial point [5.0],
the method converged to [5.957] taking 57 iterations.
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Figure 6.2 Plots of a function f = 0.5x2 − sin(x) and its gradient g.
FIGURE 6.2 shows a function f = 0.5x2−sin(x) and its gradient g. This function has
only one minimum. The solution we obtained by local Newton method is [0.739] where
the initial point was [3.0]. It required 5 iterations to converge.
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Figure 6.3 Plots of a function f = x2 + 4 cos(x) and its gradient g.
FIGURE 6.3 shows a function f = x2+4 cos(x) and its gradient g. This function has
two minima. The initial point was taken as [-2.0]. The solution we obtained is [-1.8955].
It took 4 iterations to converge. The other solution [1.8955] was obtained with the initial
point [4.0] and 5 iterations.
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Figure 6.4 Plots of a function f = 0.5− xe−x2 and its gradient g.
FIGURE 6.4 shows the plots of a function f = 0.5 − xe−x2 and its gradient g. For
an initial point [0.5], we obtained the solution [0.707] with 3 iterations. But for an initial
point [2.0], we obtained the solution [4.26] with 12 iterations where the solution is a
maximum. The method failed to converge with an initial point [1.0] because the Hessian
became singular after several iterations.
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Figure 6.5 Plots of a function f = x2 − 2x+ 2 and its gradient g.
The initial point was taken as [-2.0] for the quadratic function f = x2− 2x+2 shown
in FIGURE 6.5. The solution we obtained is [1.0]. It took only 1 iteration to converge.
2-dimensional functions
Now we examine some 2-dimensional functions. Note that in plots of contours, an end-
point (enumerated by the number of iterations) of the red dotted line indicates the position
of an iterate of Newton’s method.
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Figure 6.6 Plots of the surface and contour of a function f = 0.5x21 + 2.5x
2
2.
For the function in FIGURE 6.6 the initial point was taken as [-2, -2.5]. This function
is quadratic and therefore has only one minimum. The convergent point is [0,0]. In the
right part of the figure we observe that Newton’s method took only 1 iteration to converge.
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Figure 6.7 Plots of the surface and contour of a function f = x1 cos(x2) + x2 sin(x1).
In FIGURE 6.7 a function and its contour are plotted. This function has infinitely
many local minima. The initial point lay at [0, 0]. The solution [0, -0.7391] we obtained
is a local minimum.
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Figure 6.8 Plots of the surface and contour of a function f = (a − a1 sin(x1) + a2 cos(x1))(a −
a1 sin(x2) + a2 cos(x2) with a = 10, a1 = 1 and a2 = 5.
We took the initial point as [0, -3] for the function in FIGURE 6.8. This function has
infinitely many local minima. The solution [-0.1974, -3.3390] that we obtained is a saddle
point.
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Figure 6.9 Plots of the surface and contour of a function f = 5 cos(x1) + x22.
FIGURE 6.9 shows the plots of a function and its contour. This function has infinitely
many local minima. The initial point of Newton’s method was at [1, 1]. In this case, the
obtained solution [0, 0] is a saddle point.
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Figure 6.10 Plots of the surface and contour of a function f = 100(x22 − x21)2 + (1− x1)2.
FIGURE 6.10 shows a function and its contour. The initial point of Newton’s method
was taken as [7, 0]. The method converged to the point [0.1613, 0] which is the global
minimum.
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Figure 6.11 Plots of the surface and contour of a function f = 2x31 − 3x21 + x22.
For the function shown in FIGURE 6.11 the initial point lay at [5, 0]. We obtained
the solution [1, 0] which is a local minimum.
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Figure 6.12 Plots of the surface and contour of a function f = 2x71 − 3x21 − 6x1x2(x1 − x2 − 1).
The initial point was taken as [08, -0.2] for the function plotted in FIGURE 6.12. The
method converged to the solution [0.8309, -0.0846] which is a local minimum.
6.1.2 Test problems for all variants of Newton’s method
We investigated the following test problems [17, 43] by the different variants of Newton’s
method.
1.
f = sin2
(
pi(x0 + 3)
4
)
+
(
pi(xn−1 − 1)
4
)2
+
n−2∑
i=1
[(
pi(xi − 1)
4
)2(
1 + sin2
(
pi(xi+1 + 3)
4
))]
,
with n = 4.
2.
f =
n−1∑
i=1
[
1000
(
xi − x2i−1
)2 + (1− xi−1)2] ,
with n = 4.
3.
f =
n−1∑
i=1
[
100 (xi − xi−1)2 + (1− xi−1)2
]
,
with n = 4.
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4.
f =
n−1∑
i=1
[
i (2xi − xi−1)2
]
,
with n = 4.
5.
f =
n∑
i=0

n−1∑
j=1
[sin(xi) sin(xj) + sin(xi) + sin(xj)]
2
 ,
with n = 4.
6.
f =
p−1∑
i=0
[
xi −
∑n−1
i=0 xi
p
− 1
]2
+
n−1∑
i=p
[∑n−1
i=0 xi
p
− 1
]2
,
with n = 4, p = n/2 and a = 0.4238537991.
7.
f =
p−1∑
i=0
(x2i + a)2(x2i+1 + a)2 + (x2i + a)2 + (x2i+1 + a)2,
with n = 4, p = n/2 and a = 0.4238537991.
8.
f = (3− 2x20 − 2x1 + 1)2 +
n−1∑
i=1
(3− 2x2i − xi−1 − 2xi+1 + 1)2
+(3− 2x2n−1 − xn−2 + 1)2,
with n = 4.
9.
f =
2x0 − x1 +
(
x0 + n+2n+1
)3
2(n+ 1)2

2
+
n−2∑
i=1
2xi − xi−1 + xi+1 +
(
xi + n+i+2n+1
)3
2(n+ 1)2

2
+
2xn−1 − xn−2 +
(
xn−1 + 2n+1n+1
)3
2(n+ 1)2

2
,
with n = 4.
The results of test problems with different variants of Newton’s method are reported
in TABLEs 6.1–6.4. In the tables, the 1st two columns contain the problem number and
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the index number (test run count). The 3rd column provides the initial point. In the 3rd
column, a single value implies that each component of the initial point holds that value.
Columns 4 and 5 give the number of iterations and the functional value. The 6th column
contains different criteria (see section 5.1 for detail) satisfied to stop the iterations. We
now summarize the stopping criteria in simple terms.
• The Hessian H is singular/indefinite.
• ‖g‖∞ ≈ 0.
• The ∞-norm of the search direction is approximately 0, i.e., ‖s‖∞ ≈ 0.
• ∆ ≈ 0.
Columns 7 and 8 give the convergent point and the exact solution, respectively. We
call a solution exact when it approximately satisfies the conditions of a minimum (section
3.2).
FIGURE 6.13 shows the performance of each variant of Newton’s method in terms of
the required number of iterations and the functional value at the solution. We observe that
Newton’s method with trust-region gives the least functional values while the required
iterations are the highest. Newton’s method and its line search variant fail when the
Hessian matrices become singular or indefinite as a Cholesky decomposition technique
was used to solve the linear system arisen in each iteration. The trust-region variant
solved all the problems successfully.
Table 6.1
Solutions to the test problems of the unconstrained optimization by Newton’s method
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Table 6.2
Solutions to the test problems of the unconstrained optimization by Newton’s method
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Table 6.3
Solutions to the test problems of the unconstrained optimization by Newton’s method with line
search
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Table 6.4
Solutions to the test problems of the unconstrained optimization by Newton’s method with trust-
region
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Figure 6.13 Number of iterations and norm of residual versus test run count
6.2 Nonlinear system of equations
We investigated the following test problems of nonlinear system of equations [17] by the
different variants of Newton’s method.
1.
x20 − x1 = −0.25
x21 − x0 = −0.25
2.
x0 − 2x1 = 2
x20 + 4x
2
1 = 4
3.
2 sin(x0) + cos(x1)− 5x0 = 0
4 cos(x0) + sin(x1)− 5x1 = 0
4.
x0 + x1(x1(5− x1)− 2)− 13 = 0
x0 + x1(x1(1 + x1)− 14)− 29 = 0
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5.
x20 + x
2
1 + x
2
2 − 5 = 0
x0 + x1 − 1 = 0
x0 + x2 − 3 = 0
6.
x0 + 10x1 − 5 = 0
x2 + x3 − 2 = 0
(x1 − x2)2 − 10 = 0
(x0 − x3)2 − 10 = 0
7.
x0 = 0
10x0
x0 + 0.1
+ 2x21 = 0
8.
1000x0x1 − 1 = 0
e−x0 + e−x1 − 1.0001 = 0
TABLEs 6.5–6.7 show the results obtained from above test problems by different
variants of Newton’s method. In the tables, the 1st two columns contain the problem
number and the index number (test run count). The 3rd column provides the initial
point. In the 3rd column, a single value implies that each component of the initial point
holds that value. Columns 4 and 5 give the number of iterations and the norm of the
residual. The 6th column contains different criteria (see section 5.2 for detail) satisfied
to stop the iterations. We now summarize the stopping criteria in the following simple
terms.
• The Jacobian A is singular.
• The ∞-norm of the residual is approximately 0, i.e., ‖F (x)‖∞ ≈ 0.
• The ∞-norm of the search direction is approximately 0, i.e., ‖s‖∞ ≈ 0.
• ∆ ≈ 0.
Columns 7 and 8 give the convergent point and the exact solution, respectively. We
call a solution x exact when it satisfies F (x) ≈ 0. The left part of FIGURE 6.14 shows the
required number of iterations while its right part give the∞-norm of the residual for each
variant of Newton’s method. We check that Newton’s method with trust-region gives the
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least norm solutions while the required iterations are the highest. Newton’s method and
its line search variant fail when the Jacobian matrices become singular. The trust-region
variant solved most problems successfully.
Table 6.5
Solutions to the test problems of the nonlinear system of equations by Newton’s method
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Table 6.6
Solutions to the test problems of the nonlinear system of equations by Newton’s method with line
search
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Table 6.7
Solutions to the test problems of the nonlinear system of equations by Newton’s method with
trust-region
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Figure 6.14 Number of iterations and norm of residual versus test run count
6.3 Nonlinear least squares
We investigated the following test problems [17] by the different variants of Gauss-Newton
method.
1.
z(t, x) = x0 sin(t+ x1),
with y = 1, 3, 9 corresponding to t = 5, 4, 6.
2.
z(t, x) = t sin(x0) cos(t+ x1) + t2x2,
with y = 10, 4, 2, 1 corresponding to t = 1, 4, 9, 6.
3.
z(t, x) = x30t
2 + x0x1 sin(t) + x1x2t3,
with y = 10, 4, 2, 1 corresponding to t = 1, 4, 9, 6.
4.
z(t, x) = x0ex1t,
with y = 2, 0.7, 0.3, 0.1 corresponding to t = 0, 1, 2, 3.
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5.
z(t, x) = x0 + x1t+ x2t2 + x3ex4t,
with y = 20, 51.58, 68.73, 75.46, 74.36, 67.09, 54.73, 37.98, 17.28 corresponding to t =
0, 0.25, 0.5, 0.75, 1, 1.25, 1.5, 1.75, 2.
6.
z(t, x) =
x0
1 + x1/t
,
with y = 0.024, 0.036, 0.053, 0.06, 0.064 corresponding to t =2.5, 5, 10, 15, 20.
7.
z(t, x) = t2x0 + t(sin(x1) + x32),
with y = 16.5, 150.6, 263.1, 24.7, 208.5, 9.9, 2.7, 163.9, 325.0, 54.3 corresponding to t
= 3.6, 7.7, 9.3, 4.1, 8.6, 2.8, 1.3, 7.9, 10, 5.4.
We present the results obtained from above test problems by different variants of
Newton’s method in TABLEs 6.8–6.10. The 1st two columns of the tables contain the
problem number and the index number (test run count). The 3rd column provides the
initial point. In the 3rd column, a single value implies that each component of the initial
point holds that value. Columns 4 and 5 give the number of iterations and the norm of
the residual. The 6th column contains different criteria (see section 5.2 for detail) satisfied
to stop the iterations. We now summarize the stopping criteria in the following simple
terms.
• The Jacobian A is singular.
• The ∞-norm ‖ATF‖∞ ≈ 0 where F is the rasidual.
• The ∞-norm ‖s‖∞ ≈ 0.
• ∆ ≈ 0.
Columns 7 and 8 give the convergent point and the exact solution, respectively. We
call a solution x exact when it satisfies ATF ≈ 0. FIGURE 6.15 plots the required number
of iterations and the ∞-norm of the residual against the test run count for each variant
of Newton’s method. We note that Newton’s method with trust-region gives the least
norm solutions while the required iterations are moderate. Newton’s method and its line
search variant fail when the Jacobian matrices become singular. The trust-region variant
solved almost all problems successfully.
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Table 6.8
Solutions to the test problems of the nonlinear least squares by Newton’s method
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Table 6.9
Solutions to the test problems of the nonlinear least squares by Newton’s method with line search
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Table 6.10
Solutions to the test problems of the nonlinear least squares by Newton’s method with trust-region
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Figure 6.15 Number of iterations and norm of residual versus test run count
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Chapter 7
Identification of
combustion
parameters in a
diesel engine
7.1 Introduction
In a diesel engine, three combustion parameters which describe the crank angle at the
start of ignition, the total amount of heat release and the combustion duration can be
used to control the speed, efficiency, noise and exhaust emission. Pressure analysis of a
diesel engine cylinder can be used for identifying these parameters. Advanced measure-
ment facilities are now available for the precise acquisition of the cylinder pressure signal.
The combustion parameters can be determined using this pressure signal and the pressure
derived from a mathematical model of the combustion process. One such mathematical
model of the combustion process called the Wiebe function [38] is widely used in appli-
cation. I investigated the Wiebe function and the analysis shows that the computational
time to determine the combustion parameters is too high to be used in the real time op-
eration. That is why I propose several alternative models which our investigation proves
to be cheap in computation. Thus these models provide suitable choices for the real time
operation.
7.2 Diesel engine
FIGURE 7.1 shows geometric parameters of a diesel engine where “TDC” is the top dead
center and “BDC” is the bottom dead center. The top dead center refers to the position of
the piston at the crank angle 0o where cylinder volume V0 is the minimum. The position of
the piston at the crank angle 180o is the bottom dead center. At this position the cylinder
volume is the maximum. We now give a simple description of a four-stroke Diesel engine.
In the first stroke, the piston moves from top to bottom (BDC) and air is drawn
through the intake valve in the cylinder. The next stroke begins when the piston starts its
upwards movement and the intake valve closes. As the piston moves up, air is compressed
and heated tremendously. When the piston is near TDC, fuel is injected into the cylinder.
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φV(     )
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Figure 7.1 Geometric parameters of a diesel engine
High temperature of the compressed air in the cylinder ignites the fuel vapor resulting in
a small explosion. In the next stroke, this explosion forces the piston back downwards to
BDC.
In the last stroke, the exhaust valve opens, and the cylinder is swept clean of burnt
fuel by the piston moving in the cylinder to TDC. A connecting rod transmits this motion
to a crankshaft to convert linear motion to rotary motion for use as power in a variety of
applications. This entire cycle is repeated for every two revolutions of the crankshaft.
7.3 Physical model
The pressure in a cylinder of a diesel engine is given [36] by
p(φ) =
(ν − 1)
V (φ)
[∫ φ
φBB
Q′(ψ)V (ψ)ν−1dψ
V (ψ)ν−1
+
(
V0
V (φ)
)(ν−1)
U0
]
, (7.1)
where
Q(φ) = Qtotal
[
1− e−a
“
φ−φBB
φBD
”m+1]
, (7.2)
Q′(φ) =
dQ
dφ
= a(m+ 1)Qtotal
(
(φ− φBB)m
φm+1BD
)[
e
−a
“
φ−φBB
φBD
”m+1]
, (7.3)
U0 =
paV0
ν − 1 . (7.4)
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The Wiebe function is given by (7.2). Now we express the symbols in the above equations
in terms of physical quantities.
Table 7.1
Measured quantities
φ Crank angle
p(φ) Cylinder pressure
Table 7.2
Computed/Known quantities
V (φ) Cylinder volume at a crank angle φ
V0 Cylinder volume at the crank angle 0o
U0 Internal energy at the crank angle 0o
ν Gas constant
a,m Wiebe function constants
pa Atmospheric pressure
Table 7.3
Unknown parameters
φBB Crank angle at the start of ignition
Qtotal Total amount of heat release due to combustion
Q(φ) Heat release due to combustion until a crank angle φ
φBD Combustion duration
Quantities and parameters are considered in the international system (SI) of units.
The goal is to estimate the combustion parameters φBB, Qtotal and φBD from known/measured
quantities in TABLEs 7.1–7.2.
We find from (7.1) that
p(φ) = (ν − 1)
∫ φ
φBB
Q′(ψ)V (ψ)ν−1dψ
V (φ)ν
+ (ν − 1)
(
V
(ν−1)
0
V (φ)(ν)
)
U0. (7.5)
This can be formulated as
p(φ) = (ν − 1)V (φ)−ν
∫ φ
φBB
Q′(ψ)V (ψ)ν−1dψ︸ ︷︷ ︸
pcombustion
+(ν − 1)V (φ)−νV (ν−1)0 U0︸ ︷︷ ︸
pcompression
. (7.6)
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From the above equation we have that
pcombustion = (ν − 1)V (φ)−ν
∫ φ
φBB
Q′(ψ)V (ψ)ν−1dψ (7.7)
⇒ pcombustionV (φ)
ν
(ν − 1)︸ ︷︷ ︸
z(φ)
=
∫ φ
φBB
Q′(ψ)V (ψ)ν−1dψ. (7.8)
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Figure 7.4 Control model for combustion parameters φBB , Qtotal and φBD
FIGURE 7.2 displays the plots of the pressures p, pcompression, pcombustion versus φ.
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FIGURE 7.3 shows the plot of z versus φ. We use the following data for these figures.
φBB = 10o; φBD = 50o;
a = 6.908; m = 0.8;
p0 = 1.0e5; Qtotal = 2000 J.
FIGURE 7.4 shows the control model for combustion parameters. Measurements of
pressures and crank angles are passed to the model and V (φ) is computed [36]. With these
values, parameters φBB, Qtotal and φBD can be identified by a nonlinear least squares
method which we will discuss in the next section.
7.4 Proposed models
The left hand side
z(φ) =
pcombustionV (φ)ν
(ν − 1)
of (7.8) can be computed from the measurements of φ and pcombustion. Now we rewrite
the right hand side of (7.8) using (7.3) in the form:
z1(x, φ) = 0 if φ < x0, (7.9)
z1(x, φ) =
∫ φ
x0
Q1′(x, ψ)V (ψ)ν−1dψ if otherwise , (7.10)
with
Q1′(x, φ) = a(m+ 1)x1
(
(φ− x0)m
xm+12
)
e
−a
“
φ−x0
x2
”m+1
(7.11)
and x = [φBB︸︷︷︸
x0
, Qtotal︸ ︷︷ ︸
x1
, φBD︸︷︷︸
x2
]T .
The function z1 is very expensive to compute by a numerical integration and an
analytical integration is not available. So we want to replace this function by some other
functions which are cheap in computation and have analytical derivatives so that we can
compute Q1′ immediately. I propose the following functions z2, z3, and z4 as potential
alternatives for z1.
•
z2(x, φ) = 0 if φ < x0, (7.12)
z2(x, φ) = x1(1− e−x2(φ−x0)) if otherwise. (7.13)
•
z3(x, φ) = 0 if φ < x0, (7.14)
z3(x, φ) = x1tanh(x2(φ− x0)) if otherwise. (7.15)
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•
z4(x, φ) = x1tanh(x2φ− x0) + x1 (7.16)
Here x = [x0, x1, x2]T .
Assume that combustion takes place in the cylinder from φ = φmin to φ = φmax.
To investigate the above functions, we generate data z(φ) in the combustion domain,
typically, from φmin = −10o to φmax = 100o, at each δφ = 6o interval. We try to fit
the above functions with these data. This gives a nonlinear least squares problem which
residual takes the form
Fi(x) = z(φmin + iδφ)− zp(x, φmin + iδφ), i = 0, · · · ,m− 1, (7.17)
with p = 1, · · · , 4. Here we have 3 unknown parameters x0, x1 and x2 with m nonlinear
equations where m can be given by
m = dφmax − φmin
δφ
e; (7.18)
Once we solve the nonlinear least squares with residual (7.17) for x, Qp′ for p =
2, · · · , 4 can be computed by the following formula derived from (7.8).
Qp′ =
∂zp
∂φ
V (φ)ν−1
, p = 2, · · · , 4. (7.19)
The derivatives ∂zp∂φ are given below.
•
∂z2(x, φ)
∂φ
= 0 if φ < x0, (7.20)
∂z2(x, φ)
∂φ
= x1x2e−x2(φ−x0) if otherwise. (7.21)
•
∂z3(x, φ)
∂φ
= 0 if φ < x0, (7.22)
∂z3(x, φ)
∂φ
= x1x2sech2(x2(φ− x0)) if otherwise. (7.23)
•
∂z4(x, φ)
∂φ
= x1x2sech2(x2φ− x0) (7.24)
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7.5 Results and conclusion
The Gauss-Newton method with trust-region (see chap. 4 and 5 for details) was used to
solve the nonlinear least squares with residual (7.17). Jacobian matrices for the method
were computed analytically. All the data of z(φ) from φmin = −10o to φmax = 92o at each
δφ = 6o interval were generated using (7.8). Here we took the total amount of heat release
Qtotal = 2000 J and the combustion duration φBD = 50o. Wiebe function constants were
taken as a = 6.908, m = 0.8. Data sets were produced using φBB = −10o, 0o, 10o, 20o, 50o.
The test was performed by a GCC compiler of version 3.3.1 under a Linux operating
system, and executed on a Pentium 4 processor with 2.40 GHz. The test results are
presented in TABLEs 7.4–7.5 and in FIGUREs 7.5–7.7.
Table 7.4
Solutions of nonlinear least squares for different functions
Index φBB
Initial value Iterations
z1 z2 z3 z4 z1 z2 z3 z4
1 -10 6 6 6 7
2 0 1 9 7 7
3 10 [0, 1000, 50] [0, 40, 3] [0, 30, 5] [0, 30, 5] 7 10 7 8
4 20 7 11 11 9
5 50 20 20 20 20
6 -10 10 11 14 20
7 0 11 10 20 11
8 10 [1, 1000, 50] [1, 40, 3] [1, 30, 5] [1, 30, 5] 9 11 3 9
9 20 11 8 11 8
10 50 6 6 7 9
In TABLE 7.4, first six columns provide the test run index, the start of ignition φBB
of z(φ), and the initial points of x of least squares problems with residual (7.17) for the
functions z1, · · · , z4. The next four columns give the numbers of iterations required by
the least squares method.
In TABLE 7.5, the first column contains the test run index, the next four columns
present the 2-norms of residuals, and the last four columns report the computational time
(in millisecond) of the method for each function. We note that the least squares method
for z1 is the most expensive in computation, but gives the smallest residual norms at the
solutions. On the other hand, the method for z2 requires the lowest computational time,
but produces moderate residual norms at the solutions. Remarkably, the computational
time for z2, z3 or z4 is substantially lower than that for z1. The reason is that the
evaluation of z1 requires an expensive numerical integration. But, zp, p = 2, · · · , 4 can
be evaluated without much expense. Both the computational time and residual norms for
z4 are higher than that for z2 and z3. This clearly demonstrates that z2, z3 are suitable
alternatives for z1 in real time application.
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Table 7.5
Solutions of nonlinear least squares for different functions
Index
Residual norm Computational time
z1 z2 z3 z4 z1 z2 z3 z4
1 ≈ 0.0 5.8 2.459 3.22 58 0.24 0.36 0.41
2 ≈ 0.0 4.21 2.37 3.57 5 0.33 0.38 0.42
3 ≈ 0.0 4.48 2.37 3.79 65 0.36 0.38 0.48
4 ≈ 0.0 7.36 3.81 4.29 80 0.37 0.55 0.55
5 95.2 93.70 96.43 144.26 300 0.74 1.02 1.08
6 ≈ 0.0 5.80037 2.46 60.98 150 0.37 0.74 1.01
7 ≈ 0.0 9.0475 2.37 3.57 133 0.33 0.98 0.66
8 ≈ 0.0 4.4837 3.36 3.79 86 0.36 0.47 0.53
9 ≈ 0.0 7.3613 3.81 4.29 62 0.25 0.5 0.48
10 ≈ 0.0 4.569 2.86 5.29 17 0.16 0.24 0.52
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Figure 7.5 Nonlinear fit of z2 with z(φ) for the data at index 9 of TABLE 7.4.
Notice that residual norms depend on the number of equations and the magnitude of
each residual component. In practice, the residual norm at a solution does not become
zero due to experimental errors. Therefore, validity of our models is checked by observing
how well the model functions can follow the trajectory of the Wiebe function.
FIGUREs 7.5–7.7 show the plots of z2(x∗, φ), z3(x∗, φ) and z4(x∗, φ) with z(φ). The
figures also display the plots of Q2′(x∗, φ), Q3′(x∗, φ) and Q4′(x∗, φ) with Q(φ). Here x∗
indicates the solution of the least squares problem with residual (7.17). We observe that
z3 gives a better fit than z2. However, the computational time for z3 is a little higher
than that for z2. This can also be checked from TABLE 7.5.
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Figure 7.6 Nonlinear fit of z3 with z(φ) for the data at index 10 of TABLE 7.4.
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Figure 7.7 Nonlinear fit of z4 with z(φ) for the data at index 4 of TABLE 7.4.
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geometric
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sensor wheel
8.1 Introduction
Measurement of the speed of combustion engines is carried out by sensor wheels mounted
on the crankshaft. Geometric tolerances of a sensor wheel cause systematic deviations
that reduce the quality of engine speed sensing. To get the corrected speed, we have to
determine the deviations due to geometric tolerances.
Figure 8.1 A 60-2-2 sensor wheel for diesel engines with 56 teeth and 2 gaps. This figure is
reproduced by the courtesy of IAV GmbH, Germany
Two parameters are very important in combustion engine control systems: the crank
angle at the start of fuel injection and the amount of fuel to inject. To estimate these
parameters, a modern diesel fuel injection system (common rail and pump-nozzle-units)
requires engine speeds, crank angles, load etc. Engine speeds and crank angles can be
measured by a sensor wheel.
FIGURE 8.1 shows a 60-2-2 sensor wheel for diesel engines with 56 teeth with two
gaps. The wheel mounted on the crankshaft rotates with it. The wheel is fitted with
125
126 Chapter 8 Identification of geometric tolerances in a sensor wheel
teeth sensible by a stationary magnet which field changes with the movement of teeth.
The change is sensed by the voltage generated in a coil of wire in the magnetic field.
A controller receives each voltage pulse from the sensor and records its time of arrival
T0, T1, · · · . With this information, the period ∆Ti = Ti+1 − Ti can be determined where
the index i = 0, 1, · · · indicates the tooth number. The speed φ˙e can be measured by
φ˙e =
∆φe
∆Ti
.
The teeth are evenly spaced except for missing teeth in the gap. The voltage signal is
interpolated over two missing teeth in each gap. The sensor wheel in FIGURE 8.1 has 60
teeth (including 4 missing teeth), and therefore ∆φe = 3600/60 = 60. The distance be-
tween two successive teeth should be constant. However, geometric tolerances in distances
between two successive teeth of sensor wheels lead to systematic deviations of the actual
engine speed. Since geometric tolerances are related to these deviations by some simple
formula, we will investigate the method in [15] to compute the deviations by different
variations of Newton’s method.
8.2 Physical model
Identification of geometric tolerances in sensor wheels is based on the balance of the
kinetic energy of the crankshaft [15]. The kinetic energy can be modeled by the energy
E0 due to the engine speed and the energy E1 due to the load:
Ekin = E0 +E1.
The kinetic energy is related to the actual engine speed by the equation
Ekin =
1
2
Θφ˙2,
where Θ is the moment of inertia and φ˙ is the actual engine speed. Combining above
equations together we have
1
2
Θφ˙2 = E0 + E1.
Due to the sensor wheel deviation, we obtain the deviated engine speed φe (which is the
measured speed). The actual engine speed φ˙ can be given by
φ˙e = φ˙(1− δ), (8.1)
where δ is the speed correction due to sensor wheel deviation. Using this relation to the
previous equation we get
1
2
Θ
φ˙2e
(1− δ)2 = E0 + E1.
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This equation can be set up for each tooth i of the sensor wheel:
1
2
Θi
φ˙2e,i
(1− δi)2 = E0,i +E1,i, (8.2)
where the index i = 0, · · · , n−1 indicates the tooth number. Notice that the tooth position
n corresponds again to the tooth position 0. We suppose that the load is constant during
measurement of the engine speed.
Computing Θ
The moment of inertia Θi depends on the crank angle. It can be calculated by the rotating
and oscillating masses of the engine. In practice, the stiff part of the moment of inertia
cannot be accurately determined. Therefore, an offset Θoffset is applied to the estimated
moment of inertia Θ1st,i. Hence,
Θi = Θoffset +Θ1st,i. (8.3)
Computing E0
The energy E0 due to the engine speed changes with the friction, load, etc. The speed
correction δ0 effects on E0 which must be taken into account. At i = 0, the energy E0
due to the engine speed is given by
E0,0 =
1
2
Θ0
φ˙2e,0
(1− δ0)2 . (8.4)
Similarly, at i = n we have
E0,n =
1
2
Θ0
φ˙2e,n
(1− δ0)2 . (8.5)
During a crankshaft revolution, the energy due to the engine speed has approximately a
linear variation. Therefore the energy E0,i between E0,0 and E0,n can be computed by
the equation
E0,i = E0,0 +
E0,n − E0,0
n
i, with i = 0, · · · , n− 1. (8.6)
Computing E1
The energy E1,i due to the load is stored during the compression stroke of the engine. It
varies linearly with the load:
E1,i = ploadG1,i. (8.7)
The values of G1,i are computed by complicated formulas which include the rules of the
crankshaft kinematics and polytrope compression [15].
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The goal of the identification is to estimate the unknown parameters using the known/measured
set of data, and determine the actual engine speed φ˙. The known and unknown quanti-
ties/parameters are listed in the following table.
Known/measured quantities Unknown parameters
Θ1st,i, i = 0, · · · , n− 1 Θoffset
pload, G1,i, E1,i, i = 0, · · · , n− 1 δi, i = 0, · · · , n− 1
φ˙e,i, i = 0, · · · , n
8.3 Mathematical formulation
From (8.2), the nonlinear residual is given by
Fi = E0,i + E1,i − 12(Θoffset +Θ1st,i)
φ˙2e,i
(1− δi)2 , (8.8)
with i = 0, · · · , n− 1 which has the unknown parameters δ0, · · · , δn−1 and Θoffset. This
system consisting of n residual components and n + 1 unknown parameters requires an
additional equation for its solution. Now we give the (n+ 1)th necessary equation which
implies that the mean sensor wheel deviation vanishes:
Fn =
n−1∑
i=0
δi. (8.9)
Hence we have the following nonlinear system of equations
F (x) = 0, (8.10)
with
x = [δ0, δ1, · · · δn−1,Θoffset]T , (8.11)
and
F = [F0, F1, · · · , Fn]T .
This system of nonlinear equations is solved for x and hence the corrected engine speed
can be obtained using (8.1).
8.4 Results and conclusion
The system (8.10) was solved by Matlab in [15]. I solved the problem by different variants
of Newton’s method and analyzed the convergence and computational time. Based on
this result, we want to choose an appropriate variant to solve the system in the real time
operation.
Several variants of Newton’s method were used to solve the nonlinear system (8.10)
for δ and Θoffset. All the data of φ˙e, pload, G1 and Θ1st from the sensor wheel with n = 60
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Figure 8.2 Measured and corrected engine speeds.
1.6188 1.619 1.6192 1.6194 1.6196 1.6198 1.62
x 105
290
300
310
320
330
340
350
Tooth counter i
En
gi
ne
 s
pe
ed
 (r
ad
/se
c)
 
 
Measured speed
Corrected speed
Figure 8.3 Measured and corrected engine speeds.
teeth were given. The Jacobian matrices were computed using center differences (5.1).
The test was performed by a GCC compiler of version 3.3.1 under a Linux operating
system, and executed on a Pentium 4 processor with 2.40 GHz. We obtained the corrected
engine speed from δ and φ˙e using (8.1). The test results are presented in FIGUREs 8.2–
8.4.
In these figures, measured and corrected engine speeds (computed from a converged
solution) are plotted against the tooth counter (i = 0, · · · , 119). In FIGUREs 8.2 and 8.4,
the solution δ computed from the current revolution (with tooth counters i = 0 to 59)
were used to correct the measured speeds φ˙e of the next revolution (with tooth counters
i = 60 to 119). FIGURE 8.4 shows good results in estimating the corrected speed during
the revolutions. However, In FIGURE 8.4 we observe a very good result in estimating the
corrected speed during the current revolution, while the result deteriorates a little during
the next revolution. The cause of the deterioration is the imperfection of computing E1
and the effect of the crankshaft torsional vibration. The torsional vibration increases with
higher engine speed. Therefore, FIGURE 8.3 shows very bad results for the revolutions
in that the solution δ computed for FIGURE 8.2 (with tooth counters i = 0 to 59) were
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Figure 8.4 Measured and corrected engine speeds.
used to correct the measured speeds with tooth counters i = 161880 to 162000.
In the real time operation, computation for the current revolution ck may take more
time than the period δTk+1 of next revolution ck+1. In such a case, computation continues
during the next few revolutions ck+1, ck+1, · · · ck+p, and the previous solution xk−1 is set
for these revolutions. When computation for the current revolution ck ends, computation
for the revolution ck+p+1 starts. This process is set to continue in the real time operation.
As a demonstration, we conducted a numerical test which are shown by FIGUREs 8.5–8.7.
From FIGUREs 8.5–8.7, we assume that the engine speed is 350 radian/sec. Therefore,
for 1 revolution it takes (2pi/350)∗1000 ≈ 17 ms (millisecond). Assume that computation
takes 60 ms in a real time operation, and hence p = 1 + 60/17 ≈ 4, that is, results of
computation can be obtained after 5 revolutions. For FIGURE 8.5, we used the data
of the 1st revolution was used to obtain δ to correct the measured speeds of the 6th
revolution. FIGURE 8.6 shows the measured and corrected speeds where the data for
the 6th revolution was used to recalculate δ to correct the measured speeds of the 11th
revolution. Note that previous δ was used to correct the measured speeds of 6th to 10th
revolutions. For FIGURE 8.7, the data for the 11th revolution was used to estimate δ
again to correct the speeds of the 16th revolution. Previous δ was used to correct the
speeds of 10th to 15th revolutions. This procedure continues in the real time operation.
Results from the different variants of Newton’s method using the measured speeds
shown in FIGURE 8.4 are listed in TABLE 8.1. In this table, the first four columns
provide the initial point, the variant of Newton’s method, the number of iterations and the
2-norms of residuals. Columns 5, 6 and 7 give us whether convergence to a true solution
was achieved and the cause of failure and the required time in millisecond. “Convergence”
to a solution is discussed in section 4.5. Since a nonlinear system of equations may have
more than one solution, the “true solution” is meant a reasonable and practically useful
solution which was verified by the criteria
• A true solution must satisfy its bound constraints. The deviations δ should be
between the bounds of -0.2 and +0.2, and Θoffset > 0 to be physically meaningful.
• The corrected engine speed from a true solution must fit the measured speed.
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Table 8.1
Solutions by different variants of Newton’s method
In column 6, “singular” indicates that the Jacobian is singular and computation stops.
The other case “∆ ≤ ∆min” implies that the current trust-region radius ∆ is less or equal
to ∆min = 1.0e-6. In this case, further computation will hardly benefit and computation
terminates. Each component of initial x holds the number given in column 1. In column
2, we use the number
• 1 for Newton’s method,
• 2 for Newton’s method with line search, and
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• 3 for Newton’s method with trust-region.
Newton’s method and Newton’s method with line search work better than Newton’s
method with trust-region for this nonlinear system of equations. With negative initial
points the methods do not work properly. The methods mostly succeed if the initial
points are larger than or equal to zero. We notice that the methods work well when the
initial points lie between 0 and 0.2.
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9.1 Introduction
The Selective Catalytic Reduction (SCR) catalyst uses ammonia vapor for the reduction
of harmful nitrogen oxides (NOx) emissions from a combustion engine. Ammonia (NH3)
is adsorbed in the catalyst and NOx over the catalyst reacts with adsorbed NH3 to
form water vapor (H2O) and nitrogen gas (N2). Reaction parameters are required for
the design of (prediction from) an SCR catalyst. They can be identified by solving a
nonlinear least squares problem that is formulated using an SCR catalyst model [23, 39]
and measurements of flow at entrance and exit of the catalyst.
In this chapter, we identify the reaction parameters in an SCR catalyst which is
based on a 1-dimensional model using mass and energy conservation equations considering
chemical reactions. These equations are discretized in space and time domains. A finite
volume method with an implicit time-stepping is used to solve these equations from
which the solution at exit of the catalyst is obtained [26]. A nonlinear least squares
problem is formulated using the concept that the difference between this solution and the
corresponding measurement data at exit should be minimized. Finally, the least squares
problem is solved for reaction parameters.
9.2 SCR model
The exhaust gas containing the species of O2, C2H6, C3H8, CO, CO2, NO,NO2, N2O,
H2O, H2, N2, NH3, HNCO passes through the channels of an SCR catalyst (FIGURE
9.1). The part of NH3 is adsorbed in (desorbed from) the wash-coat. Reactions take
place between the adsorbed NH3 and other species. Since the length of the channel is
large with respect to its cross-section, we will assume that flow is 1-dimensional. The
species are given by a vector X as
X = [O2, C2H6, C3H8, CO,CO2, NO,NO2, N2O,H2O,H2, N2, NH3,HNCO]T , (9.1)
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Figure 9.1 The figure of SCR catalyst reproduced by the courtesy of IAV GmbH, Germany
where Xi denotes the ith species.
For mass balance, we consider the mass flow through the gas medium and in the
wash-coat (solid medium) separately. For energy balance, we consider the energy in the
gas (gas medium) and in the wash-coat and monolith wall (solid medium) separately.
We use the subscript g (s) to indicate the associated quantity in the gas (solid)
medium.
Figure 9.2 Mass balance in the SCR catalyst. This figure is reproduced by the courtesy of IAV
GmbH, Germany
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9.2.1 Mass balance
Solid medium
The governing equations of mass balance in the gas medium are given [23] by
∂Ci,g
∂t︸ ︷︷ ︸
instationary
+
∂(u˜Ci,g)
∂z︸ ︷︷ ︸
convection
=
∂
∂x
(
Di,x
∂Ci,g
∂x
)
+
∂
∂y
(
Di,y
∂Ci,g
∂y
)
︸ ︷︷ ︸
diffusion
(9.2)
for i = 1, · · · , n, where
• Ci,g is the molar concentration [mol/m3] of the species i;
• u˜ is the molar velocity [m/s] of gas flow;
• Di,x, Di,y are the diffusion coefficients [m2/s] of the species i at x and y directions.
Note that we neglect convection terms in x, y directions and diffusion term in the z
direction since those quantities are very small with respect to the other quantities in
(9.2). To transform the above equation from 3-dimension to 1-dimension, we substitute
the diffusion term by the mass flux transferred over the boundary. We now define
Si,x := −Di,x∂Ci,g
∂x
where Si,x is the diffusion flux [mol/(m2 s)] for a species i in the x direction. Using Gauss
divergence theorem we reveal that∫
V
∂Si,x
∂x
dV =
∫
A
Si,xdA
⇒
∫
z
∂Si,x
∂x
d2kdz =
∫
z
Si,x(2dk)dz,
where dk is the hydraulic diameter [m] of the channel, V is the volume [m3] of the channel
and A denotes the surface area [m2] of the channel perpendicular to x axis. This equation
yields
∂Si,x
∂x
=
2Si,x
dk
=
2
dk
βi(Ci,g − Ci,s),
where βi(Ci,g−Ci,s) is the mass transferred over the boundary and βi is the mass transfer
coefficient [m/s] for a species i.
Similarly, using the quantities in y direction we find that
∂Si,y
∂dy
=
2Si,y
dk
=
2
dk
βi(Ci,g − Ci,s).
Assuming u˜ as a constant and using the above results in (9.2) we have that
∂Ci,g
∂t
+ u˜
∂Ci,g
∂z
=
4
dk
βi(Ci,s − Ci,g). (9.3)
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The quantities of this equation in physical terms are given in FIGURE 9.2.
The reaction mechanism in the SCR catalyst is presented in the following table. Note
that the reaction parameters a, θ0NH3 , ki, Ei for i = 1, 2, · · · , 13 in this table are unknown
of the SCR model and our aim is to identify these parameters.
Table 9.1
Reaction mechanism in the SCR catalyst. This table is reproduced by the courtesy of IAV GmbH,
Germany.
Reaction name Reaction equation Reaction rate
Hydrolysis HNCO +H2O → NH3 + CO2 r1 = k1e−
E1
RT XHNCOXH2O
Adsorption/Desorption NH3 ↔ (NH3)ads r2 = k2e
− E2RT XNH3(1− θNH3)
r3 = k3e−
E3(1−aθNH3 )
RT θNH3
Standard SCR reaction 4(NH3)ads + 4NO +O2 → 4N2 + 6H2O r4 = k4e
− E4RT θactNH3XNO;
θactNH3 = θ
0
NH3
(
1− e
− θNH3
θ0
NH3
)
Fast SCR reaction 4(NH3)ads + 2NO + 2NO2 → 4N2 + 6H2O r5 = k5e−
E5
RT θactNH3
XNOXNO2
XNO+XNO2
Other reaction of NO2 8(NH3)ads + 6NO2 → 7N2 + 12H2O r6 = k6e−
E6
RT θactNH3XNO2
Oxidation for T > 380◦
4(NH3)ads + 3O2 → 2N2 + 6H2O r7 = k7e−
E7
RT θactNH3
2(NH3)ads + 2O2 → N2O + 3H2O r8 = k8e−
E8
RT θactNH3
4(NH3)ads + 5O2 → 4NO + 6H2O r9 = k9e−
E9
RT θactNH3
Solid medium
The governing equations of mass balance in the solid medium (see FIGURE 9.2) have the
form [23]
∂Ci,s
∂t︸ ︷︷ ︸
instationary
=
∂
∂x
(
Di,x
∂Ci,s
∂x
)
+
∂
∂y
(
Di,y
∂Ci,s
∂y
)
︸ ︷︷ ︸
diffusion
+ reactions︸ ︷︷ ︸
sources
(9.4)
where
• Ci,s is the molar concentration [mol/m3] of the species i;
• dwc is the wash-coat thickness [m];
We set Ci,s = CgXi,s where Cg is the total molar concentration [mol/m3] of gas and Xi,s is
the mole fraction [mol/mol]. Using the transformation from 3-dimension to 1-dimension
as before and assuming that Cg is constant, the equation (9.4) gives
∂Xi,s
∂t
=
1
dwc
βi(Xi,g −Xi,s) + reactions/Cg. (9.5)
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Now we write the above equation for each species.
∂X1,s
∂t
=
1
dwc
β1(X1,g −X1,s) + (−r4 − 3r7 − 2r8 − 5r9)/Cg (9.6a)
∂X2,s
∂t
=
1
dwc
β2(X2,g −X2,s) (9.6b)
∂X3,s
∂t
=
1
dwc
β3(X3,g −X3,s) (9.6c)
∂X4,s
∂t
=
1
dwc
β4(X4,g −X4,s) (9.6d)
∂X5,s
∂t
=
1
dwc
β5(X5,g −X5,s) + (r1)/Cg (9.6e)
∂X6,s
∂t
=
1
dwc
β6(X6,g −X6,s) + (−4r4 − 2r5 + 4r9)/Cg (9.6f)
∂X7,s
∂t
=
1
dwc
β7(X7,g −X7,s) + (−6r6)/Cg (9.6g)
∂X8,s
∂t
=
1
dwc
β8(X8,g −X8,s) + (−2r5 + r8)/Cg (9.6h)
∂X9,s
∂t
=
1
dwc
β9(X9,g −X9,s) (9.6i)
+(−r1 + 6r5 + 6r5 + 12r6 + 6r7 + 3r8 + 6r9)/Cg (9.6j)
∂X10,s
∂t
=
1
dwc
β10(X10,g −X10,s) (9.6k)
∂X11,s
∂t
=
1
dwc
β11(X11,g −X11,s) + (4r4 + 4r5 + 7r6 + 2r7)/Cg (9.6l)
∂X12,s
∂t
=
1
dwc
β12(X12,g −X12,s) + (r1 − r2 + r3)/Cg (9.6m)
∂X13,s
∂t
=
1
dwc
β13(X13,g −X13,s) + (−r1)/Cg (9.6n)
where rp is the pth reaction rate [mol/(m3 s)] (see TABLE 9.1). Note that NH3 reacts
only when NH3 is adsorbed. Therefore, change in NH3 in the solid medium depends
only on the reactions of hydrolysis, adsorption and desorption.
The saturation mechanism of the wash-coat due to accumulation can be described by
Γ
∂θNH3
∂t
= r2 − r3 − 4r4 − 4r5 − 8r6 − 4r7 − 2r8 − 4r9, (9.7)
where
• Γ is the NH3 storage capacity of the wash-coat [mol/m3];
• θNH3 is the accumulation factor for NH3.
9.2.2 Energy balance
Similar to mass balance, we will use 1-dimensional differential equations for energy balance
(see FIGURE 9.3).
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Figure 9.3 Energy balance in the SCR catalyst. This figure is reproduced by the courtesy of
IAV GmbH, Germany
Gas medium
The governing equations of energy balance in the gas medium are given [23] by
∂
∂t
(ρgcpgTg)︸ ︷︷ ︸
instationary
+
∂
∂z
(ρgugcpgTg)︸ ︷︷ ︸
convection
=
∂
∂z
(
λg
∂Tg
∂z
)
︸ ︷︷ ︸
conduction
+
4
dk
α(Ts − Tg)︸ ︷︷ ︸
transfer over boundary
(9.8)
where
• α is the heat transfer coefficient [W/(m2 K)];
• ρg is the density [kg/m3] of gas;
• ug ≈ u˜ is the gas velocity [m/s];
• Tg is the temperature [K] in the gas medium;
• cpg is the specific heat capacity [J/(kg K)] of gas;
• λg is the thermal conductivity [W/(m K)] of gas.
Neglecting the instationary ∂∂t (ρgcpgTg) and the conduction
∂
∂z
(
λg
∂Tg
∂z
)
terms from (9.8)
yields
∂
∂z
(ρgugcpgTg) =
4
dk
α(Ts − Tg). (9.9)
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Solid medium
The governing equations of energy balance in the solid medium (wash-coat and monolith
wall) are given [23] by
∂
∂t
(ρscsTs)︸ ︷︷ ︸
instationary
=
∂
∂z
(
λs
∂Ts
∂z
)
︸ ︷︷ ︸
conduction
+
2
w
α(Tg − Ts)︸ ︷︷ ︸
transfer over boundary
+
∑
p
∆hprp︸ ︷︷ ︸
sources
(9.10)
where
• ρs is the density [kg/m3] of solid;
• Ts is the temperature [K] in the solid medium;
• cs is the specific heat capacity [J/(kg K)] of solid;
• λs is the thermal conductivity [W/(m K)] of solid;
• w is the monolith wall thickness [m];
• ∆hp is the enthalpy change [J/mol] of the reaction rp.
Note that here we use w instead w+dwc in the term of heat transferred over the boundary
since dwc << w.
9.2.3 Calculating constants [27]
The constants are defined as follows. The density of gas and solid are
ρg =
paMg
RTg
, ρs = 2000.0 kg/m3; (9.11)
where Mg is the total molar mass of gas, R = 8314 [J/(mol K)] is the universal gas
constant, and pa = 1.013e5 [N/m2] is the atmospheric pressure. Mg is related to the
molar mass Mi of each species i by
Mg =
∑
i
MiXi,g.
The velocity ug of gas is calculated by
ug =
m˙
ρgd2k
, (9.12)
where m˙ is the mass flux [kg/s]. Total molar concentration of gas is given by
Cg =
pa
RTg
. (9.13)
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Specific heat capacities
cpg = (28.09 + 0.195e-2 Tg + 0.4799e-5 T 2g − 1.965e-9 T 3g )/Mg, (9.14)
cs = 1071 + 0.156Ts − 3435e4
T 2s
. (9.15)
Thermal conductivity coefficients
λg = 2.269e-4 T 0.832g , (9.16)
λs = 1.653− 5.06e-4 Ts. (9.17)
Heat transfer coefficient
α =
qλg
dk
, (9.18)
where q is the Nusselt number. The Nusselt number is given by
q = 2.976
(
1 + 0.0095Re Pr
dk
zj
)0.45
,
with the Reynolds number
Re = ugρg
dk
νd
,
and the Prandtl number
Pr = νd
cpg
λg
.
Here zj is the length of the volume element of the channel [m] (see FIGURE 9.4). Dynamic
viscosity
νd = 1.0× 10−5(1.384 + 0.00268Tg).
Mass transfer coefficient
βi =
ShDi
dk
, (9.19)
with the Sherwood number Sh = 2.89, and
Di =
 1
Mg
∑
j, j 6=i
MjXj,g
Eij
−1 ,
Eij =
0.01013T 1.75g
(
1
Mi
+ 1Mj
)1/2
pa
(
V
1/3
i + V
1/3
j
)2 ,
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where Vi is the molar volume of species i. Molar mass and molar volume for each species
are given in the following table.
Table 9.2
Molar mass and molar volume
Specie O2 C2H6 C3H8 CO CO2 NO NO2
M [Kg/mol] 32 42.081 44.09 28.01 44 30 46.01
V [mol/m3] 16.6 61.4 65.34 18.9 26.0 11.7 16.7
Specie N2O H2O H2 N2 NH3 HNCO
M [Kg/mol] 44.013 18 2.016 28.02 17.031 43.0178
V [mol/m3] 35.9 12.7 7.07 17.9 16.52 28.2
9.3 Solution of the SCR model
j + 1j j+1/2j−1/2j−1 j +2j+3/2
z
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Figure 9.4 Discretization of the physical domain of SCR catalyst
9.3.1 Mass balance
We now perform a spatial discretization [27] for (9.3) using a cell-centered finite volume
approach (see FIGURE 9.4). We set Ci,g = CgXi,g in (9.3) and integrate this equation
over a finite control volume Vj .∫
Vj
∂CgXi,g
∂t
dV +
∫
Vj
u˜
∂CgXi,g
∂z
dV =
∫
Vj
βi
4
dk
Cg(Xi,s −Xi,g)dV. (9.20)
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We check that ∫
Vj
u˜
∂CgXi,g
∂z
dV =
∫
Aj
u˜CgXi,gdA
= u˜Cgd2k(Xj+ 1
2
,i,g −Xj− 1
2
,i,g)
= N˙(Xj+ 1
2
,i,g −Xj− 1
2
,i,g),
where N˙ := u˜Cgd2k is assumed as constant. Since Cg is constant, we find from (9.3) that
Cg
dXj,i,g
dt
Vj + N˙(Xj+ 1
2
,i,g −Xj− 1
2
,i,g) = βj,i
4
dk
Cg(Xj,i,s −Xj,i,g)Vj
Using upwind scheme [6], we write Xj,i,g ≈ Xj+ 1
2
,i,g and Xj−1,i,g ≈ Xj− 1
2
,i,g. Thus we
conclude that
dXj,i,g
dt
= −N˙(Xj,i,g −Xj−1,i,g)/(CgVj) + βj,i 4
dk
(Xj,i,s −Xj,i,g). (9.21)
Using the same approach for (9.6) and (9.7) we find that
dXj,1,s
dt
=
1
dwc
βj,1(Xj,1,g −Xj,1,s) + (−r4 − 3r7 − 2r8 − 5r9)j/Cg (9.22a)
dXj,2,s
dt
=
1
dwc
βj,2(Xj,2,g −Xj,2,s) (9.22b)
dXj,3,s
dt
=
1
dwc
βj,3(Xj,3,g −Xj,3,s) (9.22c)
dXj,4,s
dt
=
1
dwc
βj,4(Xj,4,g −Xj,4,s) (9.22d)
dXj,5,s
dt
=
1
dwc
βj,5(Xj,5,g −Xj,5,s) + (r1)j/Cg (9.22e)
dXj,6,s
dt
=
1
dwc
βj,6(Xj,6,g −Xj,6,s) + (−4r4 − 2r5 + 4r9)j/Cg (9.22f)
dXj,7,s
dt
=
1
dwc
βj,7(Xj,7,g −Xj,7,s) + (−6r6)j/Cg (9.22g)
dXj,8,s
dt
=
1
dwc
βj,8(Xj,8,g −Xj,8,s) + (−2r5 + r8)j/Cg (9.22h)
dXj,9,s
dt
=
1
dwc
βj,9(Xj,9,g −Xj,9,s) (9.22i)
+(−r1 + 6r4 + 6r5 + 12r6 + 6r7 + 3r8 + 6r9)j/Cg (9.22j)
dXj,10,s
dt
=
1
dwc
βj,10(Xj,10,g −Xj,10,s) (9.22k)
dXj,11,s
dt
=
1
dwc
βj,11(Xj,11,g −Xj,11,s) + (4r4 + 4r5 + 7r6 + 2r7)j/Cg (9.22l)
dXj,12,s
dt
=
1
dwc
βj,12(Xj,12,g −Xj,12,s) + (r1 − r2 + r3)j/Cg (9.22m)
dXj,13,s
dt
=
1
dwc
βj,13(Xj,13,g −Xj,13,s) + (−r1)j/Cg (9.22n)
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dθj,NH3
dt
= (r2 − r3 − 4r4 − 4r5 − 8r6 − 4r7 − 2r8 − 4r9)j/Γ, (9.23)
Now we want to solve (9.21)–(9.23) as a coupled system. But the reaction terms in
these equations make them very stiff. Therefore, the system will be solved by a Rosenbrock
method.
Rosenbrock methods
A Rosenbrock method [33, chap. 16] is a generalization of the Runge-Kutta method
for the solution of ordinary differential equations and can be used to solve a stiff set of
differential equations. Stiffness is a phenomenon which occurs in a problem where the
dependent variables change with two or more different scales of the independent variable.
We consider the problem of a stiff set of differential equations of the form
y′ = f(y). (9.24)
Using backward difference scheme in the above form reveals that
yp+1 = yp + hf(yp+1)
which can be rewritten using the truncated Taylor’s series approximation.
yp+1 = yp + h
(
f(yp) +
∂f(yp)
∂y
(yp+1 − yp)
)
. (9.25)
Hence we deduce that
yp+1 = yp + h (1− hJ)−1 f(yp) (9.26)
with the Jacobian J = ∂f(yp)∂y .
The solution of (9.24) by a Rosenbrock method takes the form
yp+1 = yp +
n∑
i=1
ciki (9.27)
with
ki = hf
yp + i−1∑
j=1
wijkj
+ hJ i∑
j=1
γijkj
which is the generalization of (9.26). The corrections ki are obtained by solving n linear
equations
(1− γhJ)ki = hf
yp + i−1∑
j=1
ωijkj
+ hJ i−1∑
j=1
γijkj (9.28)
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for i = 1, · · ·n where n is the order of the method. The coefficients γ, ci, wij are fixed
constants [33, chap. 16] independent of the problem. To minimize the computational
cost, we introduce gi as
gi =
i−1∑
j=1
γijkj + γki (9.29)
and rearrange (9.28) as(
1
γh
− J
)
g1 = f(yj) (9.30a)(
1
γh
− J
)
g2 = f(yj + a21g1) + c21g1/h (9.30b)(
1
γh
− J
)
g3 = f(yj + a31g1 + a32g2) + (c31g1 + c32g2)/h (9.30c)(
1
γh
− J
)
g4 = f(yj + a41g1 + a42g2 + a43g3) + (c41g1 + c42g2 + c43g3)/h(9.30d)
...
The above linear system is solved for gi which gives ki. We observe that the Jacobian
matrix is sparse for a large N . With the values of ki, we can determine the solution at the
next time step yp+1 from (9.27). The equations (9.21), (9.22) and (9.23) are organized
in the fashion of (9.24) and solved by this method successfully. The Jacobian matrix is
computed using center differences (5.1).
9.3.2 Energy balance
Gas medium
Using a finite volume approach [27] we integrate (9.9) over a control volume Vj (see
FIGURE 9.4): ∫
Vj
∂
∂z
(ρgugcpgTg) dV =
∫
Vj
4
dk
α(Ts − Tg)dV.
This reveals that
[ρgugd2kcpgTg]j+ 1
2
− [ρgugd2kcpgTg]j− 1
2
=
4
dk
αj(Tj,s − Tj,g)Vj .
We set m˙ = ρgugd2k where m˙ is the mass flux [kg/s]. Assuming that m˙ is constant and
[cpg]j = cj,g, we find that
m˙(cj+ 1
2
,gTj+ 1
2
,g − cj− 1
2
,gTj− 1
2
,g) =
4
dk
αj
[
Tj,s − 0.5(Tj+ 1
2
,g + Tj− 1
2
,g)
]
Vj
⇒
(
m˙cj+ 1
2
,g +
2
dk
αjVj
)
Tj+ 1
2
,g = cj− 1
2
,gTj− 1
2
,g +
2
dk
αj(2Tj,s − Tj− 1
2
,g)Vj
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Using upwind scheme [6], we have that Tj−1,g ≈ Tj− 1
2
,g, and hence,(
m˙cj+ 1
2
,g +
2
dk
αjVj
)
Tj+ 1
2
,g = cj− 1
2
,gTj−1,g +
2
dk
αj(2Tj,s − Tj−1,g)Vj
⇒ Tj+ 1
2
,g =
cj− 1
2
,gTj−1,g +
2
dk
αj(2Tj,s − Tj−1,g)Vj
m˙cj+ 1
2
,g +
2
dk
αjVj
, (9.31)
where
cj+ 1
2
,g =
zj+1cj,g + zjcj+1,g
zj+1 + zj
Tj+ 1
2
,g =
zj+1Tj,g + zjTj+1,g
zj+1 + zj
.
The equation (9.31) is the final form of the energy balance equation.
Solid medium
Integrating (9.10) over a control volume Vj,s (see FIGURE 9.4), we have∫
Vj,s
∂
∂t
(ρscsTs) dVs =
∫
Vj,s
∂
∂z
(
λs
∂Ts
∂z
)
dVs +
∫
Vj,s
2
w
α(Tg − Ts)dVs
+
∫
Vj,s
∑
t
∆htrtdVs, (9.32)
where Aj,s is the surface area of the jth element of solid medium (wash-coat and monolith)
and ∫
Vj,s
∂
∂t
(ρscsTs)Vs =
d(cj,sTj,s)
dt
ρsAj,szj ,
∫
Vj,s
∂
∂z
(
λs
∂Ts
∂z
)
dVs =
[
λs
∂Ts
∂z
]
j+ 1
2
Aj,s −
[
λs
∂Ts
∂z
]
j− 1
2
Aj,s
=
(
zjλj+1,s + zj+1λj,s
zj+1 + zj
)
Tj+1,s − Tj,s
(zj+1 + zj)/2
Aj,s +(
zjλj−1,s + zj−1λj,s
zj−1 + zj
)
Tj−1,s − Tj,s
(zj−1 + zj)/2
Aj,s
=
[
(zjλj+1,s + zj+1λj,s)
Tj+1,s − Tj,s
(zj+1 + zj)2
+
(zj−1λj,s + zjλj−1,s)
Tj−1,s − Tj,s
(zj−1 + zj)2
]
wdk,
∫
Vj,s
2
w
α(Tj,g − Tj,s)dVs = 2
w
α(Tg − Ts)[4(w/2)zjdk] = 4α(Tj,g − Tj,s)zjdk,∫
Vs,j
∑
t
∆htrtdVs =
∑
t
∆htrj,t[4(w/2)zjdk] = 2w
∑
t
∆htrj,tzjdk.
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Using the results we obtain from (9.32) that
d(cj,sTj,s)
dt
ρsAj,szj =
zjλj+1,s + zj+1λj,s
(zj+1 + zj)2
wdk︸ ︷︷ ︸
aj+1
Tj+1,s
−
(
zjλj+1,s + zj+1λj,s
(zj+1 + zj)2
w +
zjλj−1,s + zj−1λj,s
(zj−1 + zj)2
w + 4αzj
)
dk︸ ︷︷ ︸
aj
Tj,s
+
zjλj−1,s + zj−1λj,s
(zj−1 + zj)2
wdk︸ ︷︷ ︸
aj−1
Tj−1,s + 4αzjdkTj,g + 2w
∑
t
∆htrj,tzjdk︸ ︷︷ ︸
bj
= aj+1Tj+1 + ajTj + aj−1Tj−1 + bj .
Using a semi-implicit method [6] this equation gives
cp+1,j,sTp+1,j,s − cp,j,sTp,j,s
δtp
ρsAj,szj = ω(ap+1,j+1Tp+1,j+1 + ap+1,jTp+1,j
+ ap+1,j−1Tp+1,j−1 + bp+1,j)
+ (1− ω)(ap,j+1Tp,j+1 + ap,jTp,j + ap,j−1Tp,j−1 + bp,j).
This gives
cp+1,j,sTp+1,j,s − cp,j,sTp,j,s
δtp
ρsAj,szj = ωap+1,j+1Tp+1,j+1 + ωap+1,jTp+1,j
+ωap+1,j−1Tp+1,j−1 + ωbp+1,j + (1− ω)(ap,j+1Tp,j+1
+ap,jTp,j + ap,j−1Tp,j−1 + bp,j),
which can be formulated as
a˜p+1,j+1Tp+1,j+1 + a˜p+1,jTp+1,j + a˜p+1,j−1Tp+1,j−1 = b˜p+1,j , (9.33)
where
a˜p+1,j+1 = −ωap+1,j+1 = −ωzjλp+1,j+1,s + zj+1λp+1,j,s(zj+1 + zj)2 wdk,
a˜p+1,j = −ωap+1,j + cp+1,j,s
δtp
ρsAj,szj
= ω
[
zjλp+1,j+1,s + zj+1λp+1,j,s
(zj+1 + zj)2
w +
zjλp+1,j−1,s + zj−1λp+1,j,s
(zj−1 + zj)2
w + 4αzj
]
dk
+
cp+1,j,s
δtp
ρsAj,szj ,
a˜p+1,j−1 = −ωap+1,j−1 = −ωzjλp+1,j−1,s + zj−1λp+1,j,s(zj−1 + zj)2 wdk,
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b˜p+1,j = ωbp+1,j + (1− ω)(ap,j+1Tp,j+1 + ap,jTp,j + ap,j−1Tp,j−1 + bp,j)
+
cp,j,sTp,j,s
δtp
ρszjAj,sTp,j
= 4αdkzjTj,g + 2wdkzj
∑
t
∆htrp+1,j,t + 2(1− ω)wdkzj
∑
t
∆htrp,j,t
+ (1− ω)
{
zjλp,j+1,s + zj+1λp,j,s
(zj+1 + zj)2
wdkTp,j+1
−
[
zjλp,j+1,s + zj+1λp,j,s
(zj+1 + zj)2
wdk +
zjλp,j−1,s + zj−1λp,j,s
(zj−1 + zj)2
wdk + 4αdkzj
]
Tp,j
+
zjλp,j−1,s + zj−1λp,j,s
(zj−1 + zj)2
wdkTp,j−1
}
+
cp,j,sTp,j,s
δtp
ρszjAj,sTp,j .
The triangular system (9.33) can be solved efficiently by Thomas Algorithm [6].
9.4 Nonlinear least squares
The goal is to identify the reaction parameters a, θ0NH3 , ki, Ei,Γ for i = 1, 2, · · · , 13, given
in Table 9.1 and (9.23) by a nonlinear least squares method. The nonlinear residual can
be formulated for each component i as
Fi,p(x) = yi,p − hi(tp, x), p = 1, · · · ,m, (9.34)
where
• x = [k1, k2, · · · , a, E1, E2, · · · , θ0NH3 ,Γ]T ;
• yi,p is the measured output from the catalyst, i.e., yi,p is the vector of measured
mole fractions Xi,g of the species i at the exit of catalyst at time tp;
• hi(tp, x) is the output Xi,g from the SCR model obtained by solving (9.21–9.23),
(9.31) and (9.33) at time tp.
We consider the output data of each species one by one, i.e.
Specie 1 2 · · · 13
tp t1, t2, · · · , tm t1, t2, · · · , tm · · · t1, t2, · · · , tm
yi,p y1,1, y1,2, · · · , y1,m y2,1, y2,2, · · · , y2,m · · · y13,1, y13,2, · · · , y13,m
Note that m is the dimension of output data for each species. Now we rewrite (9.34) as
follows:
F1,p(x) = y1,p − h1(tp, x), p = 1, · · · ,m (9.35)
F2,p(x) = y2,p − h2(tp, x), p = 1, · · · ,m (9.36)
... (9.37)
F13,p(x) = y13,p − h13(tp, x), p = 1, · · · ,m. (9.38)
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The model output hi(tp, x) must have same sequence as in yi,p.
To reduce computational expenses, we try to decouple the reaction system into sub-
systems. The parameters associated with reactions which actually take place in each
subsystem are identified.
For example, if we experiment by injecting NH3 in the exhaust gas upstream of the
catalyst, then we have NH3 and normal air O2 and N2 in the catalyst. Assume that tem-
perature in the catalyst is below 380o. Hence, we only have adsorption and desorption
processes in the reaction system (see Table 9.1) which is a subsystem consisting of adsorp-
tion and desorption processes. Now the associated parameters x = [k2, k3, E2, E3, a,Γ]T
have to be identified. In this case, the measured output only has the data of NH3 since
we have no other input (output) in (from) the reactions. Therefore, we only consider the
residual associated with the species NH3:
F12,p(x) = y12,p − h12(tp, x), p = 1, · · · ,m. (9.39)
9.5 Results and conclusion
Table 9.3
Solutions of nonlinear least squares
x0 ‖F (x0)‖2 Iterations x∗ ‖F (x∗)‖2
[5.526164e4, 6.528556e5, 7.831e6 35 [2.15618e4, 2.93614e5, 2.450e60.20004, 5.57712e4, 0.265994, 0.0,
5.40567667e4, 500] 5.42941e4 551.44]
[0.552616e5, 6.5286e5, 2.63224e6 23 [0.538291e5, 0.403161e7, 2.181e60.20004, 55.7712, 0.162761, 7.91092e-9,
5.4057e4, 500] 0.642595e5, 453.219]
[0.413689e4, 2.50132e5, 2.46158e6 22 [0.415955e4, 2.5021e5, 2.260e60.170035, 0.0, 0.164695, 0.0,
4.99906e4, 500] 4.99989e4 482.063]
We investigated adsorption and desorption processes of ammonia NH3 and identified
the parameters k2, k3, E2, E3, a,Γ. Data of mass flux m˙, temperature Tg, mole fraction
X12,g of NH3 at entrance (and exit) of the catalyst were available from measurements.
The Gauss-Newton method with trust-region was used to solve the nonlinear least squares
with residual (9.39). Jacobian matrices for the method were computed using center dif-
ferences (5.1). The test was performed by a GCC compiler of version 3.3.1 under a Linux
operating system, and executed on a Pentium 4 processor with 2.40 GHz.
Test results from the Gauss-Newton method with trust-region are presented in TABLE
9.3 and in FIGUREs 9.5–9.7. Measured and model outputs ofX12,g were scaled by a factor
of 1.0e3 to avoid numerical errors (see chap. 2 and chap. 5) in solving our least squares
problem. Moreover, we used the scaling factor
S = diag[1.0e4, 1.0e5, 1, 1.0e4, 1.0e4, 5.0e2]
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for x to obtain the values of x0 between 1 to 100. We present the scaled results of X12,g
in the table and figures.
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Figure 9.5 NH3 adsorption and desorption for measurement 1–2
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Figure 9.6 NH3 adsorption and desorption for measurement 3–4
In TABLE 9.3, the first column contains the initial point x0 which was obtained from
the genetic algorithm [34] tool developed in Matlab by Mu¨ller de Vries [11] at IAV. The
genetic algorithm searches approximate solutions of the residual equation (9.39) with
different initial points. We have a good chance to obtain an approximate global solution
using the genetic algorithm with initial points scattered through the possible solution
region.
Column 2 of TABLE 9.3 presents the 2-norm of residual at x0. The last three columns
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Figure 9.7 NH3 adsorption and desorption for measurement 5–6
provide the number of iterations to converge, the convergent point x∗ and the 2-norm of
residual at x∗.
To get closer to the solution, we used the genetic algorithm tool to solve the residual
equation (9.39). We took the solutions from this tool as initial points for our Gauss-
Newton method with trust-region. Improvement of the results can be checked by the
norm of residual in TABLE 9.3. Average computational time of our algorithm was 22.43
hours for the three solutions in the table. Notice that residual norms rely on the number of
residual components, and the magnitude and scaling factor of each residual component. In
practice, the residual norm at a solution does not become zero due to experimental errors.
Therefore, validity of our SCR model is checked by observing how well the model output
can follow the trajectory of the measured output. The solutions were quite satisfactory
for the IAV.
FIGUREs 9.5–9.7 show the plots of input, output from measurements, and model
output for different measurements. The model was solved using the best solution x∗ from
TABLE 9.3.
In the measurements, NH3 were injected for a certain time period in the exhaust gas
upstream of the catalyst at a constant temperature. The mole fractions X12,g in ppm
(parts per million) of NH3 at entrance and exit of the catalyst were measured. NH3
is adsorbed in the catalyst till it is saturated. This effect can be checked by observing
the trajectories of inputs and outputs (from measurements) and model outputs in the
figures. After the saturation, input and output NH3 should be equal. However, increase
in measured output shows experimental errors. Model output shows better result in this
case since our solution is obtained from the conservative (integral) equations of mass and
energy balances. When injection of NH3 is stopped, the output reduces steeply, but takes
some time to reduce to zero since mass flux becomes very small inside the catalyst.
Further investigation on the other reaction parameters will be carried out when the
9.5 Results and conclusion 153
measurement data are available.
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Conclusion
10.1 Achieved goal
A software was developed for solving the problems of nonlinear optimization, nonlinear
equations and nonlinear least squares by Newton’s method and its variants (Newton’s
method with line search/trust-region). Test results show that Newton’s method with
trust-region gives the best convergence result while requiring highest number of iterations.
But Newton’s method for the identification problem of sensor wheels demonstrates better
performance than its variants. Therefore it is unlikely that a single variant will always
give the best performance for different varieties of identification problems. Key issues
are the selection of initial points for the methods. Theory has little to say about such
matters, but poor choices lead to poor performance.
The achievement from this dissertation can be summarized as follows.
1. A software developed in C and ASCET-C languages for solving the problems of non-
linear unconstrained optimization, nonlinear equations and nonlinear least squares
by Newton’s method and its variants. This software is stand-alone which does not
call any external routine.
2. A new trust-region algorithm was developed for solving nonlinear system of equa-
tions and nonlinear least squares.
3. Alternative functions to the Wiebe function were formulated for modeling the com-
bustion process in a diesel engine.
10.2 Further work
Further work can be concentrated on the following topics.
1. For a specific problem, sparsity of the Hessian/Jacobian matrix can be taken into
account.
2. Quasi-Newton methods can be implemented with the line search and trust-region
methods.
3. The model of sensor wheels can be improved by considering the effect of crankshaft
torsional vibrations.
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