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§1. Introduction
The notion of Lie bialgebras was first introduced by Drinfeld in 1983 [D1] (cf. [D2])
in a connection with quantum groups. Since then there appeared a number of papers on
Lie bialgebras (e.g., [M1, M2, NT, N, SS, WS, T]). Michaelis [M1] presented a class of Lie
bialgebras containing the Virasoro algebra (this type of Lie bialgebras was classified by Ng
and Taft [NT], cf. [N, T]) and gave a method on how to obtain the structure of a triangular
coboundary Lie bialgebra on a Lie algebra containing two elements a, b satisfying [a, b] = b.
In two recent papers [SS, WS], all Lie bialgebra structures on Lie algebras of generalized
Witt type are classified. In this paper we shall determine all Lie bialgebra structures on
a class of Lie algebras (cf. (1.11)), referred to as the generalized Virasoro-like algebras (the
structure and representation theories of the Virasoro-like algebra have attracted some au-
thors’ attentions because of its close relation with the Virasoro algebra, e.g., [LT, MJ, X2,
X3, ZM, ZZ]).
Let us recall the definition of Lie bialgebras. For a vector space L over the complex field
C , we define the twist map τ of L ⊗ L and the cyclic map ξ of L ⊗ L ⊗ L by
τ : x⊗ y 7→ y ⊗ x, ξ : x⊗ y ⊗ z 7→ y ⊗ z ⊗ x for x, y, z ∈ L. (1.1)
Then a Lie algebra can be defined as a pair (L, ϕ) consisting of a vector space L and a
bilinear map ϕ : L ⊗ L → L (the bracket of L) satisfying the following conditions,
Ker(1− τ) ⊂ Kerϕ (skew-symmetry), (1.2)
ϕ · (1⊗ ϕ) · (1 + ξ + ξ2) = 0 : L ⊗ L ⊗ L → L (Jacobi identity), (1.3)
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where 1 is the identity map of L⊗L. A Lie coalgebra is a pair (L,∆) consisting of a vector
space L and a linear map ∆ : L → L⊗L (cobracket of L) satisfying the following conditions:
Im∆ ⊂ Im(1− τ) (anti-commutativity), (1.4)
(1 + ξ + ξ2) · (1⊗∆) ·∆ = 0 : L → L⊗ L⊗ L (Jacobi identity). (1.5)
Definition 1.1. A Lie bialgebra is a triple (L, ϕ,∆) such that (L, ϕ) is a Lie algebra and
(L,∆) is a Lie coalgebra and the following compatibility condition holds:
∆ϕ(x, y) = x ·∆y − y ·∆x for x, y ∈ L, (1.6)
where the symbol “·” means the action
x · (
∑
i
ai ⊗ bi) =
∑
i
([x, ai]⊗ bi + ai ⊗ [x, bi]) (1.7)
for x, ai, bi ∈ L, and in general [x, y] = ϕ(x, y) for x, y ∈ L.
One shall notice that the significant difference between Lie bialgebras and (associative)
bialgebras lies in the compatibility condition (1.6): A bialgebra requires that ∆ is an algebra
morphism: ∆ · ϕ = (ϕ⊗ ϕ) · (1⊗ τ ⊗ 1) ·∆⊗∆, while a Lie bialgebra requires that ∆ is a
derivation (cf. (1.13)) of L → L ⊗ L. Thus the properties of Lie bialgebras are not similar
to those of bialgebras.
Definition 1.2. (1) A coboundary Lie bialgebra is a (L, ϕ,∆, r), where (L, ϕ,∆) is a Lie
bialgebra and r ∈ Im(1− τ) ⊂ L⊗ L such that ∆ is a coboundary of r, i.e. ∆ = ∆r, where
in general ∆r (which is an inner derivation, cf. (1.14)) is defined by,
∆r(x) = x · r for x ∈ L. (1.8)
(2) A coboundary Lie bialgebra (L, ϕ,∆, r) is triangular if it satisfies the following clas-
sical Yang-Baxter Equation (CYBE):
c(r) = 0, (1.9)
where c(r) is defined by
c(r) = [r12, r13] + [r12, r23] + [r13, r23], (1.10)
and rij are defined as follows: Denote U(L) the universal enveloping algebra of L and 1 the
identity element of U(L). If r =
∑
i ai ⊗ bi ∈ L⊗ L, then
r12 = r ⊗ 1 =
∑
i
ai ⊗ bi ⊗ 1,
r13 = (1⊗ τ)(τ ⊗ 1) =
∑
i
ai ⊗ 1⊗ bi,
r23 = 1⊗ r =
∑
i
1⊗ ai ⊗ bi,
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are all elements in U(L)⊗ U(L)⊗ U(L).
Let us state our main results below. For any nondegenerate additive subgroup Γ of C 2
(namely, Γ contains a C -basis of C 2), the generalized Virasoro-like algebra L(Γ) is a Lie
algebra with basis {Lα, ∂1, ∂2 |α ∈ Γ\{0}} and bracket
[Lα, Lβ] = (α1β2 − β1α2)Lα+β , [∂i, Lα] = αiLα for α, β ∈ Γ, i = 1, 2, (1.11)
where we use the convention that if an undefined notation appears in an expression, we
always treat it as zero; for instance, Lα = 0 if α = 0. In particular, when Γ = Z
2, the
derived subalgebra [L(Z 2),L(Z 2)] = span{Lα |α ∈ Z
2\{0}} is the (centerless) Virasoro-like
algebra (e.g., [LT, MJ, ZZ]). The Lie algebra L(Γ) is closely related to the Lie algebras of
Block type (cf. [DZ, X3, Z1]) and the Lie algebras of Cartan type S (cf. [SX, X1, Z2]).
For a Lie algebra L and an L-module V , denote by H1(L, V ) the first cohomology group
of L with coefficients in V . It is well-known that
H1(L, V ) ∼= Der(L, V )/Inn(L, V ), (1.12)
where Der(L, V ) is the set of derivations d : L → V which are linear maps satisfying
d([x, y]) = x · d(y)− y · d(x) for x, y ∈ L, (1.13)
and Inn(L, V ) is the set of inner derivations ainn, a ∈ V , defined by
ainn : x 7→ x · a for x ∈ L. (1.14)
An element r in a Lie algebra L is said to satisfy the modern Yang-Baxter equation
(MYBE) if
x · c(r) = 0 for all x ∈ L. (1.15)
The main results of this paper is the following.
Theorem 1.3. (1) Every Lie bialgebra structure on the Lie algebra L(Γ) defined in (1.11)
is a triangular coboundary Lie bialgebra.
(2) An element r ∈ L(Γ) satisfies CYBE in (1.9) if and only if it satisfies MYBE in
(1.15).
(3) Regarding V = L(Γ)⊗L(Γ) as an L(Γ)-module under the adjoint diagonal action of
L(Γ) in (1.7), we have H1(L(Γ), V ) = Der(L(Γ), V )/Inn(L(Γ), V ) = 0.
§2. Proof of the main results
First we retrieve some useful results from Drinfeld [D2], Michaelis [M1], Ng-Taft [NT]
and combine them into the following theorem.
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Theorem 2.1. (1) For a Lie algebra L and r ∈ Im(1 − τ) ⊂ L, the tripple (L, [·, ·],∆r) is
a Lie bialgebra if and only if r satisfies MYBE [D2].
(2) Let L be a Lie algebra containing two elements a, b satisfying [a, b] = b, and set
r = a ⊗ b − b ⊗ a. Then ∆r equips L with the structure of a triangular coboundary Lie
bialgebra [M1].
(3) For a Lie algebra L and r ∈ Im(1− τ) ⊂ L, we have [NT]
(1 + ξ + ξ2) · (1⊗∆) ·∆(x) = x · c(r) for all x ∈ L. (2.1)
We shall follow [SS, WS] closely to prove Theorem 1.3.
First Theorem 1.3(2) follows from the following more general result.
Lemma 2.2. Denote by L(Γ)⊗n the tensor product of n copies of L(Γ). Regarding L(Γ)⊗n
as an L(Γ)-module under the adjoint diagonal action of L(Γ), suppose c ∈ L(Γ)⊗n satisfying
a · c = 0 for all a ∈ L(Γ). Then c = 0.
Proof. The lemma is obtained by using the same arguments in the proof of [WS, Lemma
2.2]. 
Theorem 1.3(3) follows from the following proposition.
Proposition 2.3. Der(L(Γ), V ) = Inn(L(Γ), V ), where V = L(Γ)⊗ L(Γ).
Proof. We shall prove the result by several claims. Note that V = ⊕α∈ΓVα is Γ-graded with
Vα =
∑
β+γ=α L(Γ)β⊗L(Γ)γ , where L(Γ)α = CLα⊕δα,0(C∂1+C∂2) for α ∈ Γ. A derivation
D ∈ Der(L(Γ), V ) is homogeneous of degree α ∈ Γ if D(Vβ) ⊂ Vα+β for all β ∈ Γ. Denote
Der(L(Γ), V )α = {D ∈ Der(L(Γ), V ) | degD = α} for α ∈ Γ.
Claim 1. Let D ∈ Der(L(Γ), V ). Then
D =
∑
α∈Γ
Dα, where Dα ∈ Der(L(Γ), V )α, (2.2)
which holds in the sense that for every u ∈ L(Γ), only finitely many Dα(u) 6= 0, and
D(u) =
∑
α∈ΓDα(u) (we call such a sum in (2.2) summable).
For α ∈ Γ, we define Dα as follows: For any u ∈ L(Γ)β with β ∈ Γ, write d(u) =∑
γ∈Γ vγ ∈ V with vγ ∈ Vγ, then we set Dα(u) = vα+β. Obviously Dα ∈ Der(L(Γ), V )α and
we have (2.2).
Claim 2. If α 6= 0, then Dα ∈ Inn(L(Γ), V ).
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Denote T = span{∂1, ∂2} and define the nondegenerate bilinear map from Γ× T → C ,
∂(α) = 〈∂, α〉 = 〈α, ∂〉 = a1α1 + a2α2 for α = (α1, α2) ∈ Γ, ∂ = a1∂1 + a2∂2 ∈ T. (2.3)
By linear algebra, one can choose ∂ ∈ T with ∂(α) 6= 0. Denote a = (∂(α))−1Dα(∂) ∈ L(Γ)α.
Then for any x ∈ L(Γ)β, β ∈ Γ, applying Dα to [∂, x] = ∂(β)x, using Dα(x) ∈ Vα+β, We
have
∂(α + β)Dα(x)− x ·Dα(∂) = ∂ ·Dα(x)− x ·Dα(∂) = ∂(β)Dα(x), (2.4)
i.e., Dα(x) = ainn(x). Thus Dα = ainn is inner.
Claim 3. D0 ∈ Inn(W, V ).
Choose a C -basis {ε1, ε2} ⊂ Γ of C . Define ∂
′
i ∈ T by 〈∂
′
i, εj〉 = δij . Let Γ
′ = {(p, q) ∈
C 2 | pε1 + qε2 ∈ Γ}. Then Z
2 ⊂ Γ′. We write Lp,q = Lpε1+qε2 , and re-denote ∂
′
i and Γ
′ by ∂
and Γ respectively. From (1.11), we have
[Lp,q, Lp′,q′] = (qp
′ − pq′)Lp+q,p′+q′, [∂1, Lp,q] = pLp,q, [∂2, Lp,q] = qLp,q,
for (p, q), (p′, q′) ∈ Γ\{0}. The proof of this claim will be done by several subclaims.
Subclaim 1) D0(∂) = 0 for ∂ ∈ T .
To prove this, applying D0 to [∂, x] = ∂(β)x for x ∈ L(Γ)β, β ∈ Γ, as in (2.4), we obtain
that x ·D0(∂) = 0. Thus by lemma 2.2, D0(∂) = 0.
Subclaim 2) By replacing D0 by D0 − uinn for some u ∈ V0, we can suppose D0(Lp,q) = 0
for p, q, p+ q ∈ {−1, 0, 1}.
We shall simplify notions by denoting
Lp,qr,s = Lp,q ⊗ Lr,s, L
(i)
p,q = ∂i ⊗ Lp,q, R
(i)
p,q = Lp,q ⊗ ∂i for (p, q), (r, s) ∈ Γ, i = 1, 2.
Denote by Re q the real part of q for q ∈ C . Write
D0(L0,1) =
∑
p,q
cp,qL
p,q
−p,1−q + c1L
(1)
0,1 + d1R
(1)
0,1 + c2L
(2)
0,1 + d2R
(2)
0,1, (2.5)
for some cp,q, ci, di ∈ C , where {(p, q) ∈ Γ | cp,q 6= 0} is a finite set. Note that
(Lp,q−1−p,1−q)inn(L0,1) = p(L
p,q
−p,1−q − L
p,q−1
−p,2−q),
(∂2 ⊗ ∂2)inn(L0,1) = −R
(2)
0,1 − L
(2)
0,1,
(∂1 ⊗ ∂2)inn(L0,1) = −L
(1)
0,1,
(∂2 ⊗ ∂1)inn(L0,1) = −R
(1)
0,1.
5
Using the above equations, by replacing D0 by D0 − uinn, where u is a combination of some
Lp,q−1−p,1−q, ∂2 ⊗ ∂2, ∂1 ⊗ ∂2, ∂2 ⊗ ∂1, we can rewrite (2.5) as (recall that L0,0 = 0)
D0(L0,1) =
∑
q 6=0,1
cqL
0,q
0,1−q +
∑
p 6=0, 0≤Re q<1
cp,qL
p,q
−p,1−q + cR
(2)
0,1, (2.6)
for some cq, cp,q, c ∈ C , where {(0, q), (p, q) ∈ Γ | cq, cp,q 6= 0} is a finite set. Write
D0(L0,−1) =
∑
q 6=0,1
dqL
0,q−1
0,−q +
∑
p 6=0
dp,qL
p,q−1
−p,−q + b1L
(1)
0,−1 + f1R
(1)
0,−1 + b2L
(2)
0,−1 + f2R
(2)
0,−1, (2.7)
for some dq, dp,q, bi, fi ∈ C , where {(0, q), (p, q) ∈ Γ | dq, dp,q 6= 0} is a finite set. Applying D0
to [L0,1, L0,−1] = 0, we have
∑
p 6=0
dp,q(pL
p,q
−p,−q−pL
p,q−1
−p,1−q)− b2L
0,1
0,−1−f2L
0,−1
0,1 =
∑
p 6=0, 0≤Re q<1
cp,q(pL
p,q
−p,−q−pL
p,q−1
−p,1−q)+ cL
0,1
0,−1.
Comparing the coefficients, we obtain dp,q = cp,q for 0 ≤ Re q < 1, p 6= 0, and dp,q =
0 for p 6= 0, Re q < 0 or Re q ≥ 1, and b2 = −c, f2 = 0. Thus we can rewrite (2.7) as
D0(L0,−1) =
∑
q 6=0,1
dqL
0,q−1
0,−q +
∑
p 6=0, 0≤Re q<1
cp,qL
p,q−1
−p,−q + b1L
(1)
0,−1 + f1R
(1)
0,−1 − cL
(2)
0,−1. (2.8)
Write
D0(L1,0) =
∑
p,q
ep,qL
p+1,q
−p,−q + e1L
(1)
1,0 + e2R
(2)
1,0 + e
′
1R
(1)
1,0 + e
′
2L
(2)
1,0, (2.9)
for some ep,q, ei, e
′
i ∈ C , where {(p, q) ∈ Γ | ep,q 6= 0} is a finite set. Note that
(L0,p0,−p)inn(L1,0) = −p(L
1,p
0,−p − L
0,p
1,−p),
(∂1 ⊗ ∂1)inn(L1,0) = −R
(1)
1,0 − L
(1)
1,0.
Using these two equations, by replacing D0 by D0 − uinn, where u is a combination of some
L0,p0,−p , ∂1 ⊗ ∂1 (this replacement does not affect the above equations (2.6), (2.8)), we can
rewrite (2.9) as
D0(L1,0) =
∑
p 6=0
ep,qL
p+1,q
−p,−q + e1R
(1)
1,0 + e2R
(2)
1,0 + e
′
2L
(2)
1,0. (2.10)
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Applying D0 to [L0,−1, [L0,1, L1,0]] = −L1,0, we have
∑
p 6=0
ep,q
(
−(p+1)2Lp+1,q−p,−q+p(p+1)L
p+1,q+1
−p,−1−q+p(p+1)L
p+1,q−1
−p,1−q −p
2Lp+1,q−p,−q
)
−e1R
(1)
1,0−e2R
(2)
1,0
+e2L
1,1
0,−1 + e2L
1,−1
0,1 + e
′
2L
0,1
1,−1 + e
′
2L
0,−1
1,1 − e
′
2L
(2)
1,0 −
∑
q 6=0,1
cq
(
qL1,q−10,1−q − (q − 1)L
0,q
1,−q
)
− cR
(2)
1,0
−
∑
p 6=0, 0≤Re q<1
cp,q
(
q(p+1)Lp+1,q−1−p,1−q −pqL
1+p,q
−p,−q−p(q−1)L
p,q−1
1−p,1−q+(q−1)(p−1)L
p,q
1−p,−q
)
−
∑
q 6=0,1
dq
(
−(q−1)L1,q0,−q+qL
0,q−1
1,1−q
)
−
∑
p 6=0, 0≤Re q<1
cp,q
(
(p−q+1)Lp+1,q−p,−q− (p−q)L
p,q−1
1−p,1−q
)
+b1L
1,1
0,−1 − b1L
(1)
1,0 − f1R
(1)
1,0 + f1L
0,−1
1,1 + cL
(2)
1,0
= −
∑
p 6=0
ep,qL
p+1,q
−p,−q − e1R
(1)
1,0 − e2R
(2)
1,0 − e
′
2L
(2)
1,0.
Comparing the coefficients ofR
(1)
1,0, L
(1)
1,0, R
(2)
1,0, L
1,1
0,−1, L
1,−1
0,1 , L
0,1
1,−1, L
0,−1
1,1 respectively, we obtain
f1 = b1 = c = 0, e2 = 2c2 = 2d−1, e
′
2 = 2d2 = 2c−1. (2.11)
Comparing the coefficients of L0,q1,−q, L
1,q
0,−q with q 6= 0,±1 respectively, we obtain
(q − 1)cq = (q + 1)dq+1, (q + 1)cq+1 = (q − 1)dq.
Note that dq = cq = 0 for Re q ≫ 0 or Re q ≪ 0. Thus the above equation forces
cq = dq = 0 for q 6= 0, 1 (2.12)
From (2.11) and (2.12), we have e′2 = 0. Comparing the coefficients of L
p+1,q
−p,−q with p 6=
0,−1, Re q < 0 or Re q ≥ 1, we obtain
ep,q−1 + ep,q+1 = 2ep,q for p 6= 0,−1, Re q < 0 or Re q ≥ 1. (2.13)
Replacing q by q + n in (2.13) for n ∈ Z , one can solve
ep,q+n =
{
ep,q + n(ep,q − ep,q−1) if n ≥ 0 and Re q ≥ 1,
ep,q − n(ep,q − ep,q+1) if n ≤ 0 and Re q < 0,
for p 6= 0,−1. However, {(p, q) ∈ Γ | ep,q 6= 0} is a finite set. We obtain ep,q = 0 for p 6= 0,−1.
Comparing the coefficients of Lp+1,q−p,−q with p 6= 0,−1, 0 ≤ Re q < 1 , we obtain (p + 1)cp,q =
pcp+1,q. Thus cp,q = 0 for p 6= 0, 0 ≤ Re q < 1. Now (2.6), (2.8) and (2.10) become
D0(L0,1) = 0, D0(L0,−1) = 0, D0(L1,0) =
∑
q 6=0
eqL
0,q
1,−q + eR
(1)
1,0, (2.14)
where e = e1, eq = e−1,q. Write
D0(L−1,0) =
∑
p,q
fp,qL
p,q
−1−p,−q + f˜1R
(1)
−1,0 + f˜2L
(1)
−1,0 + f
′
1R
(2)
−1,0 + f
′
2L
(2)
−1,0, (2.15)
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for some fp,q, f˜i, f
′
i ∈ C , where {(p, q) ∈ Γ | fp,q 6= 0} is a finite set. Applying D0 to
[L0,−1, [L0,1, L−1,0]] = −L−1,0, using (2.14), we obtain
∑
p,q
fp,q
(
−p2Lp,q−1−p,−q + p(p+ 1)L
p,q+1
−1−p,−1−q + p(p+ 1)L
p,q−1
−p−1,1−q − (p+ 1)
2Lp,q−1−p,−q
)
−f˜1R
(1)
−1,0 − f˜2L
(1)
−1,0 − f
′
1R
(2)
−1,0 − f
′
1L
−1,1
0,−1 − f
′
1L
−1,−1
0,1 − f
′
2L
0,1
−1,−1 − f
′
2L
0,−1
−1,1 − f
′
2L
(2)
−1,0
= −
∑
p,q
fp,qL
p,q
−1−p,−q − f˜1R
(1)
−1,0 − f˜2L
(1)
−1,0 − f
′
1R
(2)
−1,0 − f
′
2L
(2)
−1,0.
Comparing the coefficients of L0,1−1,−1, L
−1,−1
0,1 respectively, we obtain f
′
1 = f
′
2 = 0. Comparing
the coefficients of Lp,q−1−p,−q with p 6= 0,−1, we obtain fp,q−1+ fp,q+1 = 2fp,q. As in (2.13), by
noting that {(p, q) ∈ Γ | fp,q 6= 0} is a finite set, we obtain fp,q = 0 for p 6= 0,−1. Now we
can rewrite (2.15) as
D0(L−1,0) =
∑
q 6=0
fqL
0,q
−1,−q +
∑
q 6=0
f ′qL
−1,q
0,−q + fR
(1)
−1,0 + gL
(1)
−1,0, (2.16)
where fq = f0,q, f
′
q = f−1,q, f = f˜1, g = f˜2. Applying D0 to [L−1,0, L1,0] = 0, we have
∑
q 6=0
eq(qL
−1,q
1,−q − qL
0,q
0,−q) + eL
1,0
−1,0 + fL
−1,0
1,0 + gL
1,0
−1,0
=
∑
q 6=0
fq(−qL
1,q
−1,−q + qL
0,q
0,−q) +
∑
q 6=0
f ′q(−qL
0,q
0,−q + qL
−1,q
1,−q).
Comparing the coefficients of L−1,01,0 , L
1,0
−1,0, L
1,q
−1,−q, L
−1,q
1,q with q 6= 0 respectively, we obtain
f = fq = 0, e+ g = 0, eq = f
′
q. Thus (2.16) becomes
D0(L−1,0) =
∑
q 6=0
eqL
−1,q
0,−q − eL
(1)
−1,0. (2.17)
Applying D0 to [L−1,0, [L1,0, L0,1]] = −L0,1, we have
∑
q 6=0
eq(qL
−1,q
1,1−q − (q − 1)L
0,q
0,1−q) + eR
(1)
0,1 + eL
1,1
−1,0
=
∑
q 6=0
eq(−(q + 1)L
0,q+1
0,−q + qL
−1,q
1,1−q) + eL
(1)
0,1 + eL
1,1
−1,0.
Comparing the coefficients of R
(1)
0,1, we obtain e = 0. Comparing the coefficients of L
0,q
0,1−q
with q 6= 0, 1, we obtain (q − 1)eq = qeq−1. Thus eq = 0 for q 6= 0, and (2.14), (2.17) become
D0(L1,0) = D0(L−1,0) = D0(L0,1) = D0(L0,−1) = 0. (2.18)
From (2.18) we can easily prove Subclaim 2).
Subclaim 3) D0(Lp,q) = 0 for (p, q) ∈ Γ \ {0}.
8
Note that Ls,t with (s, t) ∈ Z
2 \ {0} can be generated by {Lp,q | p, q, p + q ∈ {0,±1}}.
From Subclaim 2), we can easily deduct that D0(Lp,q) = 0 for (p, q) ∈ Z
2 \ {0}.
For any element (x, y) ∈ Γ \ Z 2, write
D0(Lx,y) =
∑
p,q
cp,qL
p,q
x−p,y−q + a1L
(1)
x,y + b1R
(1)
x,y + a2L
(2)
x,y + b2R
(2)
x,y, (2.19)
for some cp,q, ai, bi ∈ C . Applying D0 to [L0,−1, [L0,1, Lx,y]] = −x
2Lx,y and comparing
corresponding coefficients, we can obtain cp,q = 0 for p 6= 0, x. Similarly applying D0 to
[L−1,0, [L1,0, Lx,y]] = −y
2Lx,y, we have cp,q = 0 for q 6= 0, y. Thus we can rewrite (2.19) as
D0(Lx,y) = eL
x,0
0,y + fL
0,y
x,0 + a1L
(1)
x,y + b1R
(1)
x,y + a2L
(2)
x,y + b2R
(2)
x,y for e = cx,0, f = c0,y.
Applying D0 to [L−k,−1, [Lk,1, L0,y]] = −k
2y2L0,y and [L−1,−k, [L1,k, Lx,0]] = −k
2x2Lx,0 with
k ≫ 0, we can easily deduct that D0(L0,y) = D0(Lx,0) = 0. Thus now we can assume
that xy 6= 0. Applying D0 to [L−k,−1, [Lk,1, Lx,y]] = −(x − ky)
2Lx,y with k ≫ 0 such that
x− ky 6= 0, we have
−ex2Lx,00,y + ekxyL
x+k,1
−k,y−1 + ekxyL
x−k,−1
k,y+1 − ek
2y2Lx,00,y − fk
2y2L0,yx,0 + fkxyL
k,y+1
x−k,−1
+fkxyL−k,y−1x+k,1 − fx
2L0,yx,0 + a1k(x− ky)L
k,1
x−k,y−1 + a1k(x− ky)L
−k,−1
x+k,y+1 − a1(x− ky)
2L
(1)
x,y
−b1(x− ky)
2R
(1)
x,y + b1k(x− ky)L
x+k,y+1
−k,−1 + b1k(x− ky)L
x−k,y−1
k,1 + a2(x− ky)L
k,1
x−k,y−1
+a2(x− ky)L
−k,−1
x+k,y+1 − a2(x− ky)
2L
(2)
x,y − b2(x− ky)
2R
(2)
x,y + b2(x− ky)L
a+k,y+1
−k,−1
+b2(x− ky)L
x−k,y−1
k,1
= −(x− ky)2(eLx,00,y + fL
0,y
x,0 + a1L
(1)
x,y + b1R
(1)
x,y + a2L
(2)
x,y + b2R
(2)
x,y).
Comparing the coefficients of Lx,00,y , L
0,y
x,0, L
k,1
x−k,y−1, L
x+k,y+1
−k,−1 respectively, we have
ekxy = fkxy = 0, a1k + a2 = b1k + b2 = 0 (2.20)
Since xy 6= 0 and (2.20) holds for all k ∈ Z with k ≫ 0, we have e = f = a1 = a2 = b1 =
b2 = 0. This proves Subclaim 3) and Claim 3.
Claim 4. For every D ∈ Der(L(Γ), V ), (2.2) is a finite sum.
By Claims 2 and 3, we can suppose Dα = (vα)inn for some vα ∈ Vα and α ∈ Γ. If
Γ′ = {α ∈ Γ\{0} | vα 6= 0} is an infinite set, by linear algebra, there exists ∂ ∈ T such that
∂(α) 6= 0 for α ∈ Γ′. Then D(∂) =
∑
α∈Γ′∪{0} ∂ · vα =
∑
α∈Γ′ ∂(α)vα is an infinite sum,
thus not an element in V . This is a contradiction with the fact that D is a derivation from
L(Γ)→ V . This proves Claim 4 and the lemma.
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Lemma 2.4. Suppose r ∈ V such that a ·r ∈ Im(1−τ) for all a ∈ L(Γ). Then r ∈ Im(1−τ)
Proof. (cf. [SS], [WS]) First note that L(Γ) · Im(1−τ) ⊂ Im(1−τ). We shall prove that after
a number of steps in each of which r is replaced by r − u for some u ∈ Im(1 − τ), the zero
element is obtained and thus proving that r ∈ Im(1− τ). Write r =
∑
x∈Γ rx. Obviously,
r ∈ Im(1− τ) ⇐⇒ rx ∈ Im(1− τ) for all x ∈ Γ. (2.21)
For any x′ 6= 0, choose ∂ ∈ T such that ∂(x′) 6= 0. Then
∑
x∈Γ ∂(x)rx = ∂ · r ∈ Im(1 − τ).
By (2.21), ∂(x)rx ∈ Im(1 − τ), in particular, rx′ ∈ Im(1 − τ). Thus by replacing r by
r −
∑
06=x∈Γ rx, we can suppose r = r0 ∈ V0. Now we can write
r =
∑
p,q
cp,qL
p,q
−p,−q + c1∂1 ⊗ ∂1 + c
′
1∂1 ⊗ ∂2 + c2∂2 ⊗ ∂1 + c
′
2∂2 ⊗ ∂2, (2.22)
for some cp,q, ci, c
′
i ∈ C . Choose any total order on C compatible with its group structure.
Since vp,q := L
p,q
−p,−q −L
−p,−q
p,q ∈ Im(1− τ), by replacing r by r− u, where u is a combination
of some vp,q. We can suppose
cp,q 6= 0 =⇒ p > 0 or p = 0, q > 0. (2.23)
First assume that cp,q 6= 0 for some p, q. Choose s, t > 0 such that sq − pt 6= 0. Then we
see that the term Lp+s,q+t−p,−q appears in Ls,t · r, but (2.23) implies that the term L
−p,−q
p+s,q+t does
not appear in Ls,t · r, a contradiction with the fact that Ls,t · r ∈ Im(1 − τ). Now write
r = c1∂1 ⊗ ∂1 + c
′
1∂1 ⊗ ∂2 + c2∂2 ⊗ ∂1 + c
′
2∂2 ⊗ ∂2. Then from
L1,0 · r = −c1R
(1)
1,0 − c1L
(1)
1,0 − c
′
1R
(2)
1,0 − c2L
(2)
1,0 ∈ Im(1− τ),
L0,1 · r = −c
′
1L
(1)
0,1 − c2R
(1)
0,1 − c
′
2R
(2)
0,1 − c
′
2L
(2)
0,1 ∈ Im(1− τ),
we obtain that c1 = 0, c
′
1 + c2 = 0, c2 = 0. Thus r ∈ Im(1− τ). This proves the lemma.
Proof of Theorem 1.3(1). Let (L(Γ), [·, ·],∆) be a Lie bialgebra structure on L(Γ). By (1.6),
(1.13) and Theorem 1.3(3), ∆ = ∆r is defined by (1.8) for some r ∈ L(Γ)⊗L(Γ). By (1.4),
Im∆ ⊂ Im(1 − τ). Thus by Lemma 2.4, r ∈ Im(1 − τ). Then by (1.5), (2.1) and Theorem
1.3(2) show that c(r) = 0. Thus Definition 1.2 says that (L(Γ), [·, ·],∆) is a triangular
coboundary Lie bialgebra. 
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