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INTRODUCTION 
WHY DO WE CONDUCT RESEARCH? 
We are constantly bombarded with facts and opinions on a variety of issues, and it can 
sometimes be difficult to tell the two apart. For example, we may turn on the television one 
evening to hear a government minister saying that people are finding it increasingly difficult 
to live off the land in rural areas, and that more and more people are moving to urban areas to 
look for formal employment. When the minister is asked how he knows this, he says that he 
recently visited a numbers of rural areas and has been told by several people who live in these 
areas that this is so.  
 
The minister goes on to announce that on the basis of these visits, his department is going to 
concentrate on encouraging people to stay in rural areas, and will devise programmes to help 
them develop sustainable livelihoods.  
 
It would appear that by speaking to people in rural areas, the minister has conducted some 
research into this issue. His conclusions may make sense to us, and we may even know of 
people who used to live in rural areas who have now moved to town to find work. However, a 
day or two later we see a project manager for an NGO on television who says that she too has 
spent time in rural areas around the country, and she did not find that people were leaving the 
area in increasing numbers. In fact, she goes on to tell the story of a group of young people 
who have been educated in urban areas and have returned to the rural areas to start 
agricultural projects.  
 
Both of these two have spoken to rural communities but have come up with contrasting 
opinions of the situation in these areas. Which one is right?  
 
It may be that both are right. Perhaps the minister visited an area that was hard hit by drought 
and so many people were leaving the area. The project manager may have visited a different 
area that was benefiting from tourism, and was therefore thriving. They may also simply have 
spoken to different types of people, who had different views on the subject. The problem here 
is that both have based their conclusions on opinion rather than on systematic research. 
 
This illustrates some of the problems with relying on opinions or isolated experiences when 
trying to make far-reaching decisions. More systematic and formal research is required before 
either of these two can claim to be making an informed decision.  
 
Research is usually based on a systematic investigation, and involves the use of rigorous 
methodologies to obtain accurate information about a particular issue.  
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SO YOU WANT TO CONDUCT RESEARCH 
In most cases, research is conducted to gather valid information about a particular issue. The 
reason we try to obtain this information is because we need to make informed decisions about 
the most appropriate action we should take. In other words, the purpose of research is not just 
the information itself, but the actions we take based on this information. 
 
Let‘s take the example of the minister. After his visits to the rural areas he is concerned about 
the plight of some of the people that he met there, but after hearing what the project manager 
had to say, he realises that he is not entirely sure about the extent and form of this plight. In 
such a case, he might want to conduct research to establish facts about this assumed plight, 
e.g. the average income of rural households, access to resources and services (electricity, 
water, sanitation) etc. Based on this information, his department could then develop an 
intervention that aims to help communities in an area in which they need support. For 
example, if they find that rural people have a high mortality rate because they have no access 
to healthcare, they might implement a programme which builds clinics in these areas. In 
another scenario, an intervention might have already been implemented, and they may want to 
conduct research to assess the effectiveness of this intervention. As a result of the findings, 
funding for the various components might be re-allocated, or the intervention might have to 
be redesigned to make it effective. 
 
The point is that in most cases research has very real consequences, which can have a 
positive but also a negative impact on people‘s lives. Decisions may be taken and policies 
implemented on the basis of analysis and information supplied by us. Therefore, we should 
always remember that we are trying to answer substantive questions about the `real world‘, 
and that the resulting actions are likely to have an impact on the lives of ‗real people‘.  
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RESEARCH METHODS 
Research is the process of collecting, analysing and presenting information to answer a 
question, or a particular set of questions. The kinds of questions that we ask and the type of 
information that we are looking for will determine the research methods that we use.  
 
Let‘s go back to the example of the minister who is conducting research into the situation of 
people living in rural areas. Some of the questions that he may want answered include:  
 Are people actually leaving rural areas? 
 If so, why are they leaving? 
 What is the situation actually like in rural areas? 
 
These research questions help us to determine the methods that we will use to collect and 
analyse our data. The first step is to use our questions to decide which of the two main types 
of research methods we will use – quantitative or qualitative methods. As we will see later, 
this course will be concentrating on quantitative methods, and the use of SPSS in quantitative 
analysis. 
1. QUANTITATIVE RESEARCH 
“Just over half (52%) of the population live in rural areas.” 
 
Quantitative research refers to investigations that deal with quantitative information or data. 
This means that the information generated by quantitative methods can be represented by 
numbers. These numbers are then analysed using various statistical techniques. Quantitative 
data can be analysed using SPSS. 
 
Quantitative research usually involves collecting and analysing the responses of a large 
number of respondents (usually people, households or countries). Quantitative research has 
been associated with rigorous and clearly specified research designs, and when conducted 
correctly, these methods allow researchers to generalise their results beyond just the set of 
respondents that were interviewed. Many people regard research findings as fact, and so it is 
important that researchers follow the scientific ‗rules‘ of research to ensure that the data they 
generate can be used with confidence. How stringently we apply these rules is generally 
linked to the potential outcomes and consequences of our research. For example, if we are 
testing the possible side effects of a new medicine before we put it on the market, we need to 
be significantly more certain of the validity of our findings than if we were conducting 
research to find out if there is a market for a new soft drink. 
 
Quantitative researchers use survey findings for much of their analysis. A survey is a research 
method that usually involves researchers and fieldworkers using a structured questionnaire as 
their instrument to gather data. Large numbers of people are asked identical questions in the 
Community Agency for Social Enquiry 
Introduction to SPSS 4 
same order so that their responses can be easily compared. An important feature of 
quantitative research is the need for consistency.  
 
Most surveys are sample surveys. This means they select a number of people from the broader 
population. For example, in the minister‘s research, a survey would consist of speaking to a 
sample of randomly selected people who are representative of the people living in rural areas 
around the country, and asking them all the same questions about life in rural areas from a 
structured questionnaire.  
 
However, because we are speaking to so many different people when we conduct a survey, 
when we analyse our information we use techniques that summarise the data and give us an 
idea of the average response. When we want to know more about a particular aspect of an 
issue in more detail, we need to look at qualitative methods. 
2. QUALITATIVE RESEARCH 
“The elephants were the last straw. I could no longer feed my family because our crops 
have been destroyed for the last two years. So I went looking for a job in town.” 
 
Qualitative research usually involves the collection and analysis of in-depth and detailed 
information from a smaller group of respondents. For example, some of the people that the 
minister spoke to said that people in their communities were leaving the area because they 
have found it increasingly difficult to survive on the land. We could find out, by having 
detailed conversations with people in these communities, that a herd of elephants has moved 
into the area and has been destroying their crops. We may also find that the area has been 
experiencing a drought for many years, and that the elephants were the last straw for some 
people.  
 
Qualitative methodologies are used to describe and understand human behaviour rather than 
explain it. They provide us with a deeper understanding of specific issues and give us insight 
into an issue from the respondent‘s point of view. Qualitative methodologies include in-depth 
interviews, participatory observation and focus groups, among others. It is best to use these 
methods when the research question you need to answer involves learning about, 
understanding or describing a group of people or event. 
 
The results of qualitative research can generally not be extended beyond the respondents who 
contributed to the study. We cannot say that everyone, or even a proportion of those that have 
left did so because of the effect of the elephants on their crops. We cannot make 
generalisations using qualitative research. But quantitative research helps us to describe and 
interpret people‘s feelings and experiences in human terms rather than in numbers.  
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There is no sharp distinction between qualitative and quantitative research designs. 
Sometimes researchers use a combination of qualitative and quantitative methods in one 
research design. When used together, the two methods are complimentary, because they 
provide us with an overall picture of the situation, as well as an in-depth understanding of 
some of the more specific issues. Qualitative data provides us with facts. Qualitative data 
illustrates and often explains these facts. By using both kinds of methodologies, we can obtain 
a more complete understanding of the issue being investigated.  
TYPES OF DATA 
Once we have decided on the kind of methodologies we will use, we can begin looking at the 
kind of information that we will collect and analyse. Since this course will be dealing with 
methods of quantitative analysis, we will start by looking at the different types of quantitative 
data.  
 PRIMARY AND SECONDARY DATA 
There is a general distinction between data that we generate ourselves, and data that already 
exists. Returning to our example of the minister, he may know that a great deal of research 
has already been conducted in rural areas. For example, a census may be conducted every five 
or ten years that counts the number of people in the country, and notes whether they live in 
urban or rural areas. It may be possible to obtain these figures and to look at changes over 
time to see whether living conditions have changed, or whether increasing numbers of people 
have left the rural areas over the previous few years. It may also be possible to obtain the 
original set of information or data, and to run one‘s one calculations or comparisons. This is 
known as secondary data analysis.  
 
Using existing data sets can sometimes save a great deal of time and energy, and avoid 
repetition of studies. However, it may be difficult to get hold of these kinds of data sets, or 
perhaps they do not ask the required questions. This is when primary research is required – 
when it is necessary to conduct fieldwork yourself. 
 CATEGORICAL AND CONTINUOUS DATA 
As well as distinguishing between new data and already existing data, we can make 
distinctions between different types of data within one data set. The main distinction that we 
need to be aware of within a data set is whether the variables are categorical or continuous. 
Both of these types of data can be further divided into more specific types, but for now we 
will look at the broad distinction. 
CATEGORICAL DATA 
Because a survey is a quantitative methodology, almost all of the information that we collect 
will end up being ‗quantified‘, or being converted into numbers. This is done by giving each 
similar answer a number or a code. When we give answers or categories of answers a code, 
we are creating a categorical variable. Categorical variables refer to those variables that 
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consist of numbers that simply distinguish between different kinds of categories. For example, 
we may code males as a ‗1‘ and females as a ‗2‘. Or we may code rural areas as ‗1‘, urban as 
‗2‘ and metropolitan as ‗3‘. This kind of data is produced by most pre-coded questionnaire, 
where most of the responses are already provided and the responses are simply slotted into the 
appropriate category.   
CONTINUOUS DATA 
Continuous variables differ from categorical variables because the numbers that make up 
these variables their own inherent value, and don‘t simply represent a category. For example, 
the number of cows that one owns or the income that one makes in a year are both continuous 
variables.  
 
Some continuous variables can be turned into categorical variables. For example, if 
respondents are asked, ―How old are you?‖ and their exact age is recorded, then the variable 
is continuous. However, if the respondents are assigned to age brackets such as 20 – 29 years, 
30 – 39 years etc, then the variable is categorical.  
 
The reason that it is important to distinguish between these two types of data is that they need 
to be analysed differently, and they require different statistical tests. The kind of data that we 
are working with will determine the statistical tests used to analyse the data. 
 
Now that we have some background in research methods and types of data, we can begin 
looking more closely at quantitative research. However, before diving into quantitative 
analysis and the use of SPSS, we need to look at some of the principles of quantitative 
research design, such as sampling and instrument design. Both of these issues have an 
important impact on our final analysis.  
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SAMPLING 
As mentioned earlier, there is a great deal of responsibility attached to research, and to data 
analysis in particular. Once we accept that the work we do has real implications, it is our 
responsibility to avoid the obvious errors. A good way to do this is to apply the scientific 
method of sampling when we examine reality. 
 
Let‘s get back to our example of the rural poor. We will probably all agree that in order to 
obtain facts about the situation of these people, we have to talk to them and ask them the 
questions we are interested in. However, to whom and to how many of them do we speak to 
obtain accurate and reliable data? 
THE STUDY POPULATION 
The first thing we have to identify when deciding whom we should interview is our study 
population. A study population consists of all those people we want to gather information 
about and will vary depending on the objectives of our research. For example, if we want to 
find out what the entire country thinks about a particular issue, our study population consists 
of all people living in this country. If, on the other hand, we want to find out how rural people 
or those below a certain income level survive, our study population only consists of the 
people who fall into those particular groups.  
 
Our study population is the set from which we are going to draw our sample, and also the set 
to which we want to be able to extrapolate our findings. Once we have identified our study 
population, we can then draw up our sampling frame. The sampling frame is simply a ‗list‘ of 
all the people who are members of our study population. 
THE SAMPLE 
Once we have our sampling frame, we need to decide on our sample. A sample is a selection 
drawn from our study population, and may consist of any number of its elements up to the 
size of the entire population. The closer the sample size is to the study population, the greater 
the accuracy of our findings. 
 
The sample size we require depends on the level of accuracy we will demand from our data. 
For example, we might want to know what proportion of youth in the country smoke, or we 
might want to know how many times a particular component can be used in an aeroplane 
before it fails. Because of the difference in the potential consequences of our findings, we 
would require different levels of accuracy, and hence different sample sizes for these 
questions. Lets examine the different forms our sample could take. 
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A CENSUS 
If we were to interview every single member of our study population, this would constitute a 
census. A census is simply a 100% sample which (in theory) should give us data which is 
100% accurate and reliable.  
 
One common example of a census is when a government attempts to administer a 
questionnaire to every household in a country to obtain basic information about the 
population of this country. This information might then be used to develop and implement 
policies and programmes in that country. 
 
In most cases, the logistics and financial implications of a census mean that this is not a viable 
option for most research projects. The only times we might want to consider a census is when 
our study population is relatively small or if we require our data to be 100% accurate (e.g. 
outcome of elections). 
A REPRESENTATIVE SAMPLE 
SAMPLE SIZE 
Because of the logistical and financial implications of a census, our sample will generally 
consist of only a proportion of the study population. However, we want to be able to 
extrapolate our findings from this proportion to the total study population as accurately as 
possible. But how do we select a sample that lets us make valid statements about the total 
study population? 
 
When we select our sample, we want to do this objectively, and we want to be able to 
quantify the level of accuracy of our selection. If we do not follow the necessary procedures, 
the findings we obtain from our data could be easily attacked and we would not be able to 
defend our claims if we tried to extrapolate them beyond the sample. Therefore, it is 
important to follow proper sampling procedures when drawing a sample from a study 
population. 
 
We have to remember that even when we follow explicit sampling procedures, we are still 
dealing with an estimate, and that there are no absolute guarantees that we have got it right. 
However, by following these procedures, we are able to quantify the level of accuracy of our 
estimate, and we can specify the level of confidence of our estimate. Following the correct 
procedures also means that our estimate is completely objective. Assuming that we have 
removed any bias from the selection of our sample, we can be certain that any other 
researcher would arrive at exactly the same estimates with exactly the same error rates. 
 
The conventional confidence interval in socio-economic research surveys is 95%. A 95% 
confidence interval means that we can be 95% sure that our findings will apply to the total 
study population. Our sample size must therefore be sufficient to give us a 95% confidence 
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interval. (This does not mean that we have to interview 95% of the study population to 
achieve a 95% confidence interval!) We will demonstrate this in a moment. 
 
Another issue to consider when determining the correct sample size are error rates. Error 
rates determine the reliability of our findings within a margin. For example, if we select a 
sample size at a 95% CI with a 3% error rate, we can be 95% certain that our finding won‘t 
differ by more than 3% either way for the total study population. 
 
EXAMPLE 
Lets assume we want to conduct a survey amongst the rural population of XYZ (our study 
population). We know that there are 300000 rural people living in XYZ, and we would like to 
have a sample that is representative of them at a 95% confidence interval with a 5% error rate. 
Our calculations then show that our sample size should be 384. 
 
Since we have enough money to conduct more interviews, we might want to increase our 
sample size to reduce the error rate. However, even if we doubled the size of the sample to 
768, our error rate would only decrease to 3.5%. In many cases, these calculations are 
therefore a question of the cost : benefit ratio. 
 
To recap: a statistically valid sample size is determined by the confidence interval (usually 
95%) and the error rate we choose for our project. The size of the sample is linked to the size 
of the study population. However, while a larger sample size increases the accuracy of the 
estimate, the relationship between sample size and accuracy is not quite as simple. Increases 
in sample size lead to less than proportionate increases in accuracy. At some stage, we might 
have to double our sample size in order to increase accuracy by just 1%. Therefore, the 
additional cost sometimes outweighs a possible increase in accuracy. 
 
Changes in the size of the population also do not have a directly proportional impact on the 
size of our sample. Generally, a larger population will require a larger sample than a smaller 
one for the same levels of accuracy. However, once the population has reached a certain size, 
any additional increase has a minimal effect on the sample size. Consider the following 
examples: 
 
EXAMPLE  
In general, with a larger population size we need to draw a larger sample to obtain the same 
levels of accuracy, e.g. a sample of 50 out of a population of 100 is going to have a smaller 
error rate (9.9%) than a sample of 50 out of a population of 1000 (13.6%). 
 
However, lets assume the rural population of XYZ is only 3000. Our calculations show that in 
order to obtain a 95% CI at a 5% error rate we would need a sample size of 341. As you can 
see, this is not significantly lower than the sample size for a population of 300000! 
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And again, if we doubled the sample size to 682 for a population of 3000, this would only 
reduce our error rate to 3.3%. 
 
On the other hand, if the size of our population was 500000 rather than 300000, our sample 
size would remain at 384 for the same level of accuracy. 
RANDOM SELECTION 
We have now determined how many people out of our study population we have to interview 
in order to get a statistically valid sample, but how do we determine whom exactly we have to 
interview? 
 
For example, we want to conduct a survey amongst the rural population of our country, so we 
have determined the size of our study population and calculated the correct sample size. 
However, we now travel to the nearest rural area and conduct all our interviews in that area. 
We have followed the right procedures in selecting the correct sample size, so surely this 
means we can now extrapolate our findings to all rural areas? 
 
The short answer is no. We probably have very reliable information about the particular area 
in which we conducted our interviews, but we would not be justified in making statements 
about the general rural population of our country. Our sample has been biased by the fact that 
we did not want to travel further away from home, because we selected an area that was most 
convenient to us. In order to remove the bias from the selection of the sample, we have to 
select elements from our study population at random. 
 
How do we make a simple random selection? Assuming we have a sampling frame, we could 
assign a unique, randomly generated number to each element in our population. (Excel: 
=rand(), SPSS: compute var = uniform (1).) We could then select our sample by sorting our 
frame by this random number. This would constitute a simple random sample without any 
selection bias. 
STRATIFIED SAMPLING 
However, in some cases a simple random sample might not be enough for our purposes. For 
example, we might be researching differences in perception between urban and rural dwellers, 
and we want to ensure that we receive enough responses from both groups. In order to do this, 
we can sample urban and rural dwellers separately, i.e. split the study population by area and 
then draw random samples for both groups. This would then constitute a sample which is 
stratified by area. 
 
We can stratify a sample by any non-overlapping groups whose sum make up the entire 
population. Commonly used strata are province, area, race, sex and age. Within each stratum, 
a set number of elements is then randomly selected for the sample. A sample can be stratified 
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by more than one characteristic, e.g. we might stratify by both province and area if we wanted 
to ensure that we include urban and rural responses from each province in our study. 
 
However, it is important to realise that we do not stratify our samples by whim, or because 
categories occur in some convenient fashion. Stratification of a sample should always be 
informed by a theoretical perspective, i.e. that we expect, within the framework of our 
research project, to find differences between the various strata and hence that we need to 
ensure a adequate sample from each stratum. 
 
When stratifying a sample, we will generally want to ensure that the sample size is 
representative for each stratum. This means we have to recalculate the size for each stratum, 
which will increase the size of our sample. Look at the following example. 
 
EXAMPLE 
Lets again consider our rural population of XYZ at a size of 300000. XYZ has 4 provinces by 
which we want to stratify, because we believe that they are significantly different from each 
other. Province A has a rural population of 200000, province B has 8000, province C has 
2000 and province D has 90000 rural people.  
 
Our calculations show that we need a sample size of 383 in province A, 367 in province B, 
322 in province C and 383 in province D if we want our stratified sample to be accurate at the 
95% CI with a 5% error rate. This means we need a total sample of 1455 as opposed to the 
384 we calculated for the non-stratified sample! 
 
Whether or not we do this depends on the level of accuracy we want from our findings. For 
example, we might decide that we do not need to be quite so accurate at the provincial level. 
In such a case, we might simply split our national sample proportional to the population size 
in each province. 
MULTI-STAGE SAMPLING (OR CLUSTER SAMPLING) 
Earlier we mentioned sampling frames, which essentially constitute a list of all elements in 
our study population. When drawing our sample, we would generally select specific elements 
from our list and conduct our interviews with them. For example, our study population might 
consist of all headmasters of secondary schools in the country, and our sample would consist 
of the selected names of some of these headmasters from the sampling frame. 
 
However, sometimes it is not possible or too expensive to construct a sampling frame, e.g. in 
the case of national or large-scale surveys. Suppose that in the case of a national survey we 
had a list of all citizens of that country (our sampling frame). Then we would draw a random 
sample of say 2500 people from this list. The costs of tracking down and interviewing these 
2500 specific people in very possibly 2500 different locations would be exorbitant. So in 
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order to reduce the costs of constructing a sampling frame and administering questionnaires, 
we can resort to multi-stage sampling. 
 
In the first stage, we would divide the entire country into distinct areas, usually enumerator 
areas (EAs). We would then decide on our strata, e.g. province and area. Within each 
province and area, we would then randomly select a number of EAs proportional to their size.  
 
After we have selected our EAs, we would then construct a sampling frame for each of these 
EAS. From this sampling frame, we would then randomly select households for inclusion in 
the survey. Alternatively, if we are unable to construct a sampling frame, we might simply 
select a number of starting points in each EA and from that starting point conduct an 
interview at every n
th
 household.  
 
Within each household, we then again construct a sampling frame (a list of all household 
members) and randomly select a respondent. Respondent selection might be done with the 
help of a random number grid. 
ALWAYS REMEMBER THE IMPORTANCE OF SAMPLING 
As we can see, following the correct sampling procedures is an extremely important part of 
our research design if we want to obtain accurate and representative data that can be 
extrapolated to a larger population. Once a survey has been conducted without proper 
sampling, there is nothing we can do to make it representative, and no justification for any 
attempts to extrapolate our findings beyond the sample population. 
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INSTRUMENT DESIGN  
(by Sue Marshall) 
“Ask a stupid question and you get a stupid answer.” 
 
Please answer the following questions: 
 
1. How many people are there in your family? ____________  
 
2. How far away is your nearest school? _____________  
 
3. Do you prefer the news broadcasts on the radio or the TV?  
Radio   
TV   
   
 
Did anyone have trouble answering any of the questions? Why? 
These are very simple questions. Why is it that they can also be so confusing? Why is it 
possible for a simple question to gather different types of information from different people? 
 Definitions (‗family‘ could be nuclear, extended, people who live in the same house, 
people related by blood but living all over the country, people who are married but 
working in different towns, children you have adopted…) 
 People understand words and concepts in different ways, and will respond to questions 
in different ways. One person may say their nearest school is ‗about 20 minutes‘ away 
while another may say that it is ‗about 1½ km‘ away.  
 Questions that make assumptions are dangerous. Question 3 assumes two things: first, 
that the respondent has a radio and/or a TV; second, that the respondent watches / 
listens to news broadcasts. If you needed to obtain this information, which questions 
would you need to ask first? 
 If giving a respondent a limited number of responses to choose between, there will 
always be responses that do not fit into the options you have come up with. What 
happens if the respondent says,  
o ‗I don‘t listen to the news.‘ 
o ‗I‘ve never heard a radio broadcast, I only watch TV.‘ 
o ‗I like the radio news on SAFM (or Namibian equivalent) and the SABC3 TV 
news. I don‘t like the news on e-TV.‘ 
What can you do to deal with the endless number of options people may come up 
with? 
WHY IS INSTRUMENT DESIGN SO IMPORTANT? 
Think back to the characteristics of quantitative data. One of the most important elements is 
consistency. In order to be able to compare information given by hundreds or thousands of 
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different respondents it has to be consistent. The data must be collected in a consistent way, 
the sample must be selected in a particular way, and the questions must be asked in such a 
way as to ensure that the information you collect is consistent. 
 
In the example above (members of your family), one person may answer the question 
assuming that we are talking about their nuclear, blood family. Another may consider the 
question to refer to the number of people who live together in their house as a family, whether 
they are related by blood or not. Both people may respond: ‗Four‘. Can we compare or 
analyse these two responses? 
 
In order to be able to compare responses, we have to collect exactly the same piece of 
information from each respondent – we have to be consistent. If we don‘t collect the 
information in a consistent way, we may make a serious mistake when we put all the 
information together. This means: 
 Asking the question in an unambiguous way 
 Asking the question in the same way: one fieldworker cannot prompt for a response if 
another fieldworker is not prompting for a response; a set of responses cannot be read 
out to one respondent and not to another. Similarly, we can‘t ask one parent how often 
her child is absent from school, and compare this response with information we have 
gained about another child from the school register (same information, different ways 
of collecting it). Once you have chosen your method, stick with it – you can‘t change 
half way. 
 
The question (and even the way we ask it) has to be decided before we start collecting the first 
piece of information. This means we must think very carefully about the question before we 
start the study – the question should be as precise as possible to reduce any misinterpretation. 
 
The possible answers to the question we are asking must be clearly defined before we start 
collecting the information. We generally know what the range of possible answers to the 
questions is before we ask them (e.g. ‗yes‘, ‗no‘, ‗I can‘t remember‘). 
STEPS IN INSTRUMENT DESIGN 
Designing a questionnaire is not simply a case of thinking up a few questions. There are a 
number of important steps to follow and points to remember. 
KEEP YOUR RESEARCH QUESTION CONSTANTLY IN MIND 
Every question you include must relate back somehow to the research question. It is essential 
to have a very clear idea of what you are trying to find out, because this will influence which 
questions you need to ask. Think about how you will analyse the data you collect: 
 Which demographic variables do you need to include to be able to analyse the data in 
the way you intend to? 
 Are the questions focused and relevant to the research question? 
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 Will the questions you ask yield the relevant data to be able to answer your research 
question? 
DEMOGRAPHICS 
Demographic information usually forms the first section of the questionnaire. This 
information is essential if we are to be able to make sense of the data that we collect in the 
rest of the questionnaire, because it usually describes factors that could have an influence on 
the types of responses that respondents give to a question. Much of the demographic 
information we include in a questionnaire will be similar for most studies, but there are also 
some specific demographic variables that we will include for specific studies. 
 
Examples of the most common demographic variables include: 
 Province 
 Area (urban / rural) 
 Sex 
 Race 
 Language 
 Age 
 
There are many other demographic variables that may be included in a questionnaire, most of 
which will be related back to the research question you are trying to answer. Different 
variables will be relevant for different types of studies. Some of these could be: 
 Employment status 
 Education  
 Income 
 Type of dwelling  
 Access to services 
 
When deciding on the type of demographic information you will include in the questionnaire, 
think ahead to how you want to analyse the data, and which factors will play a role in 
analysis. It is too late once you start analysing the data to suddenly think of a variable that 
would be fascinating to look at a set of questions by! 
TYPES OF QUESTIONS 
The two main types of questions are: 
 Coded questions 
 Open-ended questions  
 
When we design coded questions, we try to anticipate the range of answers a respondent may 
give. For example, we may ask ‗Did you vote in the last national elections?‘ The range of 
possible answers are ‗yes‘, ‗no‘, and ‗I can‘t remember / don‘t know‘. Coded questions can 
also provide a list of possible options, and these options maybe be read out or not read out: 
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Example 
‗I am very happy to be on this course.‘ 
Do you agree with this statement, are you neutral, or do you disagree? (Read out) 
1) Agree 
2) Neutral 
3) Disagree 
 
Example 
‗What is the main source of lighting in your household?‘ 
1) Electricity 
2) Paraffin 
3) Gas 
4) Candles 
5) Firewood 
6) Generator 
7) Solar 
8) Other ______________________  
 
 
Open-ended questions are questions that allow the interviewer to write down exactly what 
the respondent says in response to a question. For example,  
 
‗What are the main disadvantages of the conservancy to your community, if any?‘ ________ 
__________________________________________________________________________  
 
Community Agency for Social Enquiry 
Introduction to SPSS 17 
Advantages and disadvantages of coded and open-ended questions: 
 
Type of question Advantages Disadvantages 
Coded 
- Easy and quick to code, capture and 
analyse 
 
- Facilitates consistency and accurate 
data collection 
 
 
- Can be restricting because 
respondent‘s answers are ‗forced‘ to fit 
into pre-coded options 
 
- Can lead to ‗lazy‘ fieldwork if 
fieldworkers just circle numbers / tick 
boxes without really listening to 
respondents carefully 
 
Open-ended 
 
- Allow respondents to express 
themselves in their own words 
 
- Less chance of respondents‘ answers 
being shaped or influenced to the same 
extent as with coded questions 
 
- Time-consuming to conduct interviews 
because everything has to be written 
down verbatim  
 
- Time-consuming to code, capture and 
analyse 
 
INSTRUCTIONS TO THE INTERVIEWER 
In order to ensure consistency in the type of data we collect, we have to ensure that every 
fieldworker and interviewer conducts the interview in exactly the same way. This means that 
when designing a questionnaire, you need to give detailed and clear instructions about how 
each question needs to be asked. Think about this example: 
 
Example 
Generally, why do you think young people have difficulties in finding jobs? [Do not read out. Multi-
mention. Probe if necessary] 
1) Too many people trying to find jobs 
2) Lack skills 
3) Lack experience 
4) They are too passive/lazy 
5) Employers lack confidence in youth 
6) Youth are too selective/fussy 
7) Limited support services 
8) Too many foreigners 
9) Not enough jobs 
10) Other (specify) 
11) Don‘t Know 
 
What difference would it make if the interviewer did read out the list of possible responses? 
How would this influence the way in which you write about the data during analysis? 
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Example 
With whom do you currently live? [Do not read out. multi-mention. Probe if necessary] 
1) Guardian 
2) Mother 
3) Father 
4) Spouse 
5) Grandparents 
6) Partner 
7) Brother/sister 
8) Other family members 
9) Partner‘s parents 
10) My child(ren) 
11) Other people (not family) 
12) Alone 
13) Other (specify) 
 
What difference does it make whether the instruction is ‗single mention‘ or ‗multi-mention‘? 
 
Types of instructions 
 Read out / do not read out 
 Probe if necessary 
 Single mention / multi-mention 
 Circle x number of options 
 List the first x number of reasons 
 
Another important part of writing instructions is the process of ‗routing’. Routing refers to 
the ‗route‘ that interviewers have to take when going through the questionnaire. The route 
will be sometimes be different for different respondents, depending on their individual 
experiences. Sometimes, not all questions will be relevant for every respondent.  
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Example 
a) Do you have a TV? 
1) Yes  Q. b) 
2) No   Q. c) 
 
b) How often do you watch the news on TV? 
1) Every night 
2) A few times a week 
3) Hardly ever 
4) Never  
 
c) Do you have a radio? 
1) Yes 
2) No 
 
The  symbol tells the interviewer where to go next – in this case, s/he must skip 
Question b) and go straight on to Question c). ‗Routing‘ instructions can help the interviewer 
not to get lost when interviewing the respondent, and will ensure that questions are not 
incorrectly skipped, which will result in missing information. 
IMPORTANT ISSUES TO BEAR IN MIND 
Beware of asking leading questions that will result in a biased response.  
 
Example 
What do you think the state could do to deal with crime in the country? 
 
Do you think the state should bring back the death penalty for murderers so crime will be reduced.  
 
Do you think one of these questions is more leading than the other? How has the form of the 
question created potential for bias? 
 
Reading out options can also have this effect, because you are, in effect, putting words in the 
respondent‘s mouths – or at least putting ideas into their heads! 
 
It is sometimes helpful to ask sensitive questions later on in the questionnaire. Asking people 
what they earn or whether they support the death penalty on the first page might scare them 
off, or prejudice their responses in the rest of the questionnaire. 
 
Be aware of who else is present during the interview. If the presence of another person could 
potentially influence a person‘s responses, ensure that the questionnaire has a space to record 
the presence of others, if necessary at a number of different places in the questionnaire. This 
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is especially important when dealing with sensitive issues around sexuality, abuse, HIV/Aids, 
etc. 
 
If possible, the respondent should not be able to see the questionnaire. Seeing the 
questionnaire, or rather the answer options in the questionnaire will bias the response. If we 
see a number of answers, we are more likely to simply choose one of them rather than think 
of our own response. 
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PRACTICAL EXERCISE 1 - RESEARCH DESIGN 
In groups of 2 or 3 (each group needs to have access to a computer) 
 
1) Think of a basic research project/question with your group/partner. You can invent one or 
draw on your experience at work.  
2) Define the study population of your project and discuss with your group/partner where 
you could get information about your study population. Agree on the size of your study 
population with your partner/group (you can make this up for the purpose of this 
exercise). 
3) Using file <Excel sheet> on your disk, calculate the sample size for your total study 
population at the 95% confidence interval for error rates of 3%, 5% and 8%.  
4) Discuss with your group/partner if and how you might stratify the sample. Decide on the 
population of each stratum (which has to add up to the total study population) and 
calculate the sample size of each stratum at a 95% CI with a 5% error rate. Add up the 
total sample size of your stratified sample. 
5) Design a short (2-page) questionnaire for your project. The questionnaire should include 
the main demographic variables that you consider important and about 5 questions that 
relate to your chosen research question. Ensure that your questionnaire is coded correctly. 
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WELCOME TO SPSS 
WHAT IS SPSS? 
SPSS stands for ‗Statistical Package for the Social Sciences‘, although most people simply 
refer to it as SPSS. SPSS is a comprehensive system for analyzing data. It can take data from 
almost any type of file and use them to generate tabulated reports, charts, and plots of 
distributions and trends, descriptive statistics, and complex statistical analysis. 
 
SPSS‘s broad range of capabilities for the entire analytical process gives you answers that 
spreadsheets and databases can‘t. With SPSS, you can generate decision-making information 
quickly using powerful statistics, understand and effectively present your results with high-
quality tabular and graphical output, and share your results with others using a variety of 
reporting methods. All this empowers you to make smarter decisions more quickly by 
uncovering key facts, patterns and trends. 
QUICKLY FIND THE ANSWERS YOU NEED 
There is very little you cannot do with SPSS once you get to know the software. While we 
won‘t be able to cover all the wonders of SPSS in this introductory course, you will be able to 
start exploring many of its functions on your own once you have a firm grasp of the basics 
and feel more confident. If in doubt, SPSS provides you with an excellent help file and a 
syntax guide. 
 
Below is a sample of the features that are available in SPSS: 
 Frequency tables: frequency counts, percent, valid percent, cumulative percent; 
 Crosstabulation tables: cell counts, cell percentages based on cases or responses; column, 
row and two-way table percentages; 
 Multidimensional pivot tables/report cubes: rearrange columns, rows and layers by 
dragging and dropping icons for easier ad hoc analysis; 
 Descriptive ratio statistics: coefficient of dispersion, coefficient of variation, average 
absolute deviance; 
 Linear Mixed-Level Models for nested data; 
 Survival Analysis; 
 Cluster Analysis; 
 Factor Analysis; 
 ROC (Receiver-Operating Characteristic) analysis. 
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In this course, we will be dealing primarily with the functions available in SPSS Base. The 
most important ones are: 
 
Descriptive statistics  
 Crosstabulations; 
 Frequencies; 
 Descriptives; 
 Explore. 
 
Bivariate statistics  
 Means; 
 t-tests; 
 ANOVA; 
 Correlation;  
 Bivariate;  
 Partial; 
 Distances;  
 Non-parametric tests.  
 
Prediction for numerical outcomes  
 Linear Regression. 
 
Prediction for identifying groups  
 Factor Analysis; 
 K-means Cluster Analysis;  
 Hierarchical Cluster Analysis;  
 Discriminant. 
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OPENING SPSS 
Let‘s get to the part we‘ve all been waiting for – SPSS. We‘ve already used some parts of 
SPSS earlier today, but what does it really all mean? Let‘s open the programme. 
MENU BAR 
Once you have started SPSS, you will see an outlay you should be familiar with from using 
MS-Office packages or similar. At the top of the screen is the usual menu bar with options 
like File, Edit, and View. These work pretty much the same as in other programmes you 
know. However, in the SPSS File menu you can open data, syntax and output files which are 
specific to SPSS. The other three menus you are most likely to use are Data, Transform and 
Analyze. The Data menu options allow you to manipulate your data set by merging data files, 
or selecting specific cases. We‘ll talk about this a bit more later on. The Transform menu 
allows you to manipulate variables in your data set, e.g. by computing or recoding them. 
However, you will generally do this by writing a syntax file rather than by using the menu. 
Again, we‘ll talk about these functions in more detail at a later stage in the course. The 
Analyze menu is the one you will use most frequently, as it gives you various methods 
through which you can analyse your data, like frequencies, crosstabs and many more. 
DATA VIEW 
When you start a new SPSS session, the first thing you‘ll see is the Data Editor window. The 
Data Editor displays the contents of the working data file. Let‘s open our example data set 
(Youth reduced.sav).  
 
Now look at the grid in front of you. Each row represents a different case / questionnaire. 
Scroll down to see how many different cases there are in your data set. Now look at the 
columns. Each column represents a different variable in your data set. At the top of the grid, 
you can see the variable name (limited to 8 characters). Scroll to the right to look at the 
different variables in your data set. In the grid itself, you can see what the response was in 
each case for each variable. This response might be displayed as a value or as the label that 
you have attached to that value. Remember the little button which lets you toggle the display? 
Click on it a couple of times to switch between the values and labels to see what is in the data 
set. You can now tell that the respondent who answered questionnaire 1 was from the North 
West, lived in a small urban area in a formal dwelling, and that he was an African male. 
 Who can give me a bit more information about the respondent who answered 
questionnaire number 5? 
The regular SPSS for windows version can handle a maximum of 32,768 variables and a 
maximum of 2.15 billion cases.  
VARIABLE VIEW 
At the bottom of the grid you can see a little tab labelled ‗Variable View‘. Click on this to get 
to a different screen. You can switch between the two different views at any point. If you 
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scroll down the rows you can see all the different variables in the data set. Along the columns 
you can see which aspect of the variable you are looking at. You should be familiar with this 
view from the data importing exercises earlier. 
OUTPUT WINDOW 
You‘ve already had some experience with the data view and the variable view – now we add a 
third view. Whenever you run a procedure in SPSS, the results will be displayed in the output 
window. The output window opens automatically the first time you run a command that 
produces output. On the right part of the window, SPSS will display the tables, graphs and 
statistics you have produced. On the left side of the window you can view at a glance what 
you have done and go directly to a particular table by clicking on its description in the left 
view. A little red arrow will show you what you are currently looking at. You can switch 
between the output window and the data set at any time. Use the menus in either window to 
select files, statistics, and charts. 
PIVOTING TRAYS 
To manipulate output in the output window, double-click on a table. A pivoting window and a 
pivoting tray will appear. You can alter the look of your table by shifting the different aspects 
of the table to either the rows, columns, or the layer. The little multicoloured dots represent 
the different aspects of the table. Click on them to see what they represent. To move them, 
click on them and keep the mouse button pressed while shifting them. When your table looks 
like you want it to look, close the pivoting window (don‘t close the pivoting tray, you‘ll only 
have to open it again the next time you want to pivot something).  
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GETTING DATA INTO SPSS 
There are a variety of ways of getting data into SPSS – which one of them we choose will 
depend on the services and facilities available to us as well as on the size of the data set. 
DIRECT DATA INPUT INTO SPSS 
Lets open a blank SPSS file. As you will remember from yesterday, SPSS has two different 
views available when we open the programme – the data view and the variable view.  
 
Remember, the data view shows us: 
 on the left (scrolling down), the number of cases/respondents in our data set; 
 on top (scrolling right), all variables in our data set; 
 in the middle (grid), the answer that each respondent has given for a question/variable. 
 
The variable view shows us: 
 the details of each variable in our data set, i.e. name, type, coding etc. 
In other words, in the data view we see the content of our data set, while in the variable view 
we have a description of this content. 
WHERE DOES THE DATA GO? 
Now imagine you have a batch of paper questionnaires you need to have in SPSS format. 
Look at example questionnaire 1 at the end of your manual. As you can see, the first question 
is about the province the respondent lives in. The example is also properly coded, i.e. ‗Eastern 
Cape‘ equals ‗1‘, ‗Free State‘ equals ‗2‘, ‗Gauteng‘ equals ‗3‘ and so on. All in all, there are 9 
different numbers, each representing a different province, which would be valid answers to 
this question / variable. 
 
Now lets look at our empty data view. Imagine the first variable is our ‗province‘ question. 
For each respondent/case we would now type in the number which corresponds to the 
province in which the respondent lives. Once we input data into the empty cells, SPSS 
automatically names the variable – in this case, ‗var00001‘. This is the default for all 
variables. 
 
The next question on the example questionnaire is about ‗area and type of dwelling‘ in which 
the respondent lives. Again, the questionnaire is pre-coded and we have 11 different numbers 
which represent 11 different living situations. As you can see, if we were to fill in the answers 
from our questionnaires, the variable is again named automatically ‗var00002‘.  
 Now tell me, in which province and area does respondent 1 live? 
 And respondent 5? 
 
Let‘s us switch over to the variable view now by clicking on the little tab at the bottom of the 
window. You see that our two variables are currently named ‗var00001‘ and ‗var00002‘. 
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Since we only typed numbers into the grid for both variables, SPSS classified them as 
‗numeric variables‘. The SPSS default setting for numeric variables is a width of 8 characters 
and 2 decimal points. You can alter all default settings by clicking or double-clicking on the 
appropriate cell. 
NAMING  AND LABELLING YOUR VARIABLES 
Look at the variable names. It is important to remember that variable names cannot exceed 8 
characters, and they cannot contain spaces. You need to take care when naming your 
variables. The variable name needs to be short, unique, and easy for you to find in a data set. 
Let‘s rename ‗var00001‘ into ‗province‘ and ‗var00002‘ into ‗area‘ by double-clicking on the 
cells. Alternatively, if we had a long questionnaire, we might want to call them ‗Q1‘ and ‗Q2‘ 
according to their question number in the questionnaire. Naming your variables after their 
question number will help you find them in a large data set with many variables. 
 
Now look at the heading in the grid called ‗label‘. This is where you can give your variable a 
longer description. Variable labels can be as long as 60 characters. In most cases, your 
variable label will be the question that was asked in the questionnaire to get the response. For 
example, question 56 in your questionnaire might have been ‗Who do you think is generally 
poorer, people living in rural areas or people living in urban areas?‘. In such a case, your 
variable name could be ‗Q56‘ and the variable label could be the question that was asked. 
Lets give a label to our two variables by double-clicking on the cells. 
LABELING YOUR VALUES 
Next to the ‗label‘ heading, you‘ll see a heading called ‗values‘. At the moment, if you were 
to do any calculations on your 2 variables in SPSS, it would give you information about the 
numbers that represent your answers. However, in these two cases (province & area), the 
numbers as such are meaningless – ‗1‘ has no different meaning to say ‗2‘ except that it 
represents something completely different. They are both categorical variables that are 
nominal, that is there is no ranking inherent in the numbers to which we attach meaning. For 
example, in the case of our ‗province‘ variable, ‗1‘ means the respondent was from the 
Eastern Cape, while ‗2‘ means the respondent was from the Free State. So, what we have to 
do now is attach labels to these values.  
 
At the moment, the cell content under the ‗values‘ heading is ‗None‘. If we double-click on a 
cell, a window called ‗Value labels‘ appears. In the field next to ‗Value‘ we type in the 
number we want to attach a label to, e.g. ‗1‘. In the field next to ‗Value label‘, we type in the 
label that represents the meaning of ‗1‘, in this case ‗Eastern Cape‘. Then we click on the 
‗Add‘ button. We have now attached meaning to the value of ‗1‘ for this particular variable. 
The attaching of value labels to values has to be done for all values for all ordinal variables. If 
you now open the ‗value labels‘ window, you can see a list of all values you have attached a 
label to. You can add or remove from this list at any time. 
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Go back to the data view. Click on the button with the red and blue label on it. Now that we 
have attached a label to our numbers, we can toggle between the number and the label in the 
data view. 
 
We already said that we have to attach labels to all numbers that represent a particular 
meaning not related to the actual number. However, in some cases the number that was given 
as answer to a question represents the actual meaning of that answer. These variables might 
be either continuous variables or categorical variables that are ordinal. Continuous variables 
are in order to each other and can be measured against each other, and they can be measured 
in increasingly smaller increments. The most common examples of continuous variables are 
age, height, weight and time. Ordinal categorical variables are similar to continuous variables 
in that the numbers used for the different categories are meaningful in relation to each other. 
A good example is a scale from 1 to 10. We define the meaning of the scores, but the numbers 
are in relation to each other, i.e. if we want to measure something on a scale we cannot say 
that ‗5‘ represents ‗very good‘, ‗2‘ ‗bad‘ and 7 ‗worst‘. It depends on the question whether or 
not we would attach value labels to ordinal categorical variables, although we should always 
know what we are measuring and in which direction. 
INPUTTING TEXT INTO SPSS 
Now let‘s look back at our example questionnaire. You can see that the second question (area 
and type of dwelling) has 11 different answer options. The 11
th
 option is ‗other (specify)‘. 
Imagine someone has circled ‗11‘, and written next to it ‗homeless‘. How would we input this 
into SPSS? 
 
Essentially, we can have two different types of variables in our SPSS data set – numeric 
variables and alphanumeric or string variables. You have already seen examples of numeric 
variables and we have talked about the different types we might encounter. Alphanumeric 
variables, on the other hand, are simply text variables that get captured as they are. For 
example, we might have an open-ended question like ―What do you think the government 
should do to improve the situation of the poor?‖. We have not coded the question because we 
do not know what the respondents might say, so the answer we have in our questionnaire is 
―They should give a basic income grant to all poor people and they should build houses for 
them. And give them free clinics and schools.‖ We can type this answer into the data view 
just as we would a number. However, the maximum length of a text variable is 255 characters 
(including spaces). 
 
NB Text variables cannot be analysed in the same way as numeric variables – you will have 
to turn them into numeric variables first. We will discuss this at a later stage. 
 
Let‘s get back to our example. If we try and type in the word ‗homeless‘ into a cell of our 
‗area‘ variable, it won‘t work. The reason for this is that the ‗area‘ variable has already been 
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defined as a numeric variable, and ‗homeless‘ is a text string. You cannot mix answers of a 
different type in one variable.  
 
What we need is a new variable that is defined as a string variable. If we type in the word 
‗homeless‘ in the column next to the ‗11‘ and go back to our variable view, we see that a new 
variable (var00003) has been created and defined as a string variable. The width default has 
been set at 8 characters because the first (and so far only) entry had a width of 8 characters. 
We should change the width to the maximum of 255 to allow for longer entries. To change 
the width, we can either click on the appropriate cell under the ‗width‘ heading and change it 
there. The other method is to click on the cell under the ‗type‘ heading and set how wide you 
would like the variable to be. 
 
So, in order to input the contents of your questionnaire directly into SPSS, we need to type in 
numbers and text along the columns in our data view for each case/questionnaire. We also 
need to type in or change the variable name and the variable label in the variable view. Where 
necessary, we also need to define our value labels and / or change the width of our variable. It 
does not matter in which order we do this. 
 
Let‘s do a practical exercise of what we have just learned. Please turn to the next page for 
your instructions. 
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PRACTICAL EXERCISE 2 – DIRECT DATA INPUT INTO SPSS 
Complete this exercise with your partner/group. At least one computer per group. 
 
At the end of this manual, you will find 10 1-page questionnaires with 4 questions each. 
1. Input the information from all 10 questionnaires directly into SPSS.  
2. How many different variables do you now have in your data set? How many of them are 
numeric variables, and how many of them are text variables? 
3. Save your data set as ‗Example data 1‘. 
4. Re-name the different variables appropriately. Discuss with your partner/group why these 
would be good names for the different variables. 
5. Define variable labels and value labels where appropriate. 
6. Save your data set as ‗Example data 1 with names and labels‘. 
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IMPORTING DATA FROM AN EXCEL FILE 
As you have seen, inputting data into SPSS is a pretty tedious and time-consuming task. A 
different way of getting your information into SPSS is to import it from an Excel file. The 
hard part is again that we have to input our questionnaire information into the Excel file first. 
However, the advantage of Excel is that it is easier to manipulate if you make mistakes, and at 
this stage we do not have to worry about the type of variable we want to import or its width. 
KEEPING THE FORMAT 
When inputting our information into Excel, we must follow the same pattern as if we were to 
input it directly into SPSS, i.e. the rows represent our different cases/questionnaires, while the 
columns represent our different variables. The easiest way to ensure consistency if a number 
of different people are inputting the data is to set up a format by defining the variable names 
in the top row. This will ensure that all variables are called the same and that each Excel sheet 
has the same number of variables. All people inputting data then have to follow this format. 
 
For example, we decide on the format of quest_nu, address, q1, q2, q3, q3a. Then we input 
the appropriate information from our questionnaires and save the file. Go back to SPSS and 
go to ‗File‘ on the menu bar, ‗Open‘ and then ‗Open data‘. This will open a window that 
shows you all the data files you might open.  
OPENING EXCEL FILES IN SPSS 
The SPSS default is to show you only SPSS data files. However, we can choose which type of 
data file we want to open from the drop-down menu at the bottom of the window (Files of 
type). If we select Excel from this list, we can then open the Excel file we have saved. When 
we try and open the Excel file, a new window called ‗Opening Excel data source‘ appears. 
Here you can define from which worksheet in your Excel file you want to import data, and the 
range of cases from that sheet. You will also notice the little ticked box that says ‗Read 
variable names from the first row of data‘. This box is ticked by default and will ensure that 
whatever is in the first row of your Excel sheet will be used as the variable name. As long as 
it‘s no more than 8 characters long, of course. 
 
If we now click on OK, our data is in SPSS format! When importing from Excel, SPSS 
automatically determines what is a text and what is a numeric variable. Any variable 
containing any non-numeric character will be imported as a text variable! The default width 
for numeric variables is 8 numbers. SPSS determines the width of the various text variables 
based on the longest string present in each variable. 
 
Let‘s do a practical exercise importing data via Excel. Go to the next page for instructions. 
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PRACTICAL EXERCISE 3 – IMPORTING DATA FROM EXCEL 
Complete this exercise with your partner/group. At least one computer per group. 
 
Go back to the end of your manual to your 10 1-page questionnaires. 
1. Set up a format for inputting your data in Excel. (Keep in mind the length of the variable 
names) 
2. Input the information from all 10 questionnaires into Excel.  
3. Save your Excel file as ‗Excel data 1‘ and close it down. 
4. Go back to SPSS and open your saved Excel data file. 
5. Save your new SPSS data set as ‗Excel data 1‘. 
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USING SYNTAX TO DEFINE NAMES AND / OR LABELS 
Whether we input data directly into SPSS or import it via Excel is mainly personal preference. 
However, we strongly recommend the import of data from Excel, because it is easier to 
manipulate and because it is easier to re-create the data set if something goes wrong during 
the import stage. 
 
However, while we can simply import the Excel data file again if something goes wrong with 
the SPSS data, the same is not true for the variable and value labels. Whether we input data 
directly into SPSS or import it from Excel, we still have to define these labels manually by 
typing them into the SPSS file.  
SYNTAX 
But of course there is another way. One of the many wonderful features of SPSS is syntax. 
Writing a syntax file is simply the equivalent of pressing various buttons on the menu bar – it 
tells SPSS what we want it to do. (Think of it as the DOS of SPSS) The big advantage that 
syntax has over clicking on buttons on the menu bar is that we can save our syntax files. This 
means that once we have written our syntax file, we can re-run it as often as we want, for 
example to re-create an action or to fix an error. Broadly speaking, whatever you can do over 
the menu, you can do via syntax. In many cases, clicking on 20 buttons and typing in 20 
words can be replaced by one click that will re-run your syntax.  
 
When working with SPSS, things will go wrong. Sooner or later, they always do. Syntax is 
your friend. Know about and rely on your friend as much as you can, and your life will be a 
lot easier when things go wrong. 
USING SYNTAX TO LABEL VARIABLES AND VALUES 
Let‘s try and use syntax to define our variable and value labels. We can open a new blank 
syntax file by going to ‗File‘ on the menu bar, ‗New‘ and then ‗Syntax‘. This opens a blank 
sheet with a small menu bar at the top. 
 
The command that defines variable labels is VARIABLE LABEL. This must be followed by 
the name of the variable for which we want to define a label. After this, we type in the label 
we want, enclosed in double quotation marks (―label‖) and finish with a full stop. In syntax, 
the double quotation marks indicate that everything within them should be captured as it is 
typed. The full stop serves as a command terminator, which indicates the end of a command 
to SPSS. Our syntax would then look like this: 
VARIABLE LABEL quest_nu ―Questionnaire number‖. 
 
Each variable needs its own command line to define the label for that variable. 
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Defining value labels works very similarly. Let‘s assume that the variable ‗q1‘ is the sex of 
the respondent, and that the variable has the values 1 (representing males) and 2 (representing 
females). Our syntax for this variable would then look like this: 
VARIABLE LABEL q1 ―Sex of respondent‖. 
VALUE LABEL q1 
1 ―Male‖ 
2 ―Female‖. 
 
As you can see, VALUE LABEL is the command that tells SPSS that we want to define the 
value labels of a particular variable, and ‗q1‘ is the variable for which we want to define 
them. ‗1‘ and ‗2‘ specify the values in that variable, while ‗Male‘ and ‗Female‘ specify the 
meaning that we want attached to these values. We again finish with a full stop to indicate 
the end of our command to SPSS. Always save your syntax, you never know when you might 
need it again. 
 
When we want to apply our syntax to our data set, we simply run it by selecting ‗Run‘ from 
the menu bar, and specifying how much of it we want to run. If you look at the variable view 
in SPSS again, you can see that the appropriate labels have been applied to these variables. 
 
Tip – To save you having to type out all your variable names again, click on the little button 
with the picture of a bar and a small question mark next to it while in the syntax 
window. This brings up a list of all variables in your data set. You can copy these 
variable names into your syntax file by double-clicking on them or by selecting them 
before clicking on the ‗paste‘ button. 
 
Let‘s practice creating a syntax file for your labels. Please turn to the next page for your 
instructions. 
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PRACTICAL EXERCISE 4 – CREATING A LABEL SYNTAX 
Complete this exercise with your partner/group. At least one computer per group. 
 
Go back to the sample questionnaires at the end of your manual. 
1. Open the data set called ‗Excel data 1‘. This is the data set for which you want to create a 
label syntax. 
2. Open a new syntax file. 
3. Write a label syntax file for your data set with the help of the sample questionnaire. 
4. Run your label syntax on the data set. 
5. Save your data set with names and labels as ‗Excel data with labels‘ 
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PROFESSIONAL DATA CAPTURING 
Data capturing, especially for large-scale surveys and lengthy questionnaires, can be a tedious 
and time-consuming task. Therefore, we might decide that the opportunity cost of importing 
the information ourselves is too high, and outsource this task to a professional data capturing 
company. 
 
Generally, a professional data capturing company will capture only answer information from 
our questionnaire and then supply us with a string of numbers and letters which represent 
these answers. We then have to ‗cut‘ this string into the appropriate variables. This is 
normally done with the help of an import syntax file which we create for each survey or with 
the help of the import wizard. Look at this example where we import data from a dat file that 
has been captured as ‗fixed width‘ (i.e. we previously specified how wide we wanted each 
variable to be). 
IMPORTING FROM VARIOUS DATA SOURCES 
When not conducting primary research, you might be able to obtain a variety of secondary 
data from different sources and in different formats. SPSS will be able to convert most 
formats into workable SPSS data files. Briefly consider these examples: 
DATABASE WIZARD 
Use the Database Wizard to easily access massive amounts of data from numerous database 
sources. You can access databases without having to write SQL code. The Database Wizard 
guides you through the data access process and generates code in the background. SPSS 11.0 
includes drivers for many ODBC-compliant databases, including Oracle, SQL Server, DB2 
UDB, Microsoft Access and Siebel (through an ODBC-compliant driver). With the right 
drivers, you can connect to any ODBC-compliant database — resulting in minimal data 
handling using conversion-free/copy-free data access. 
TEXT WIZARD 
You can read text data — such as survey data, purchased data or data downloaded from the 
Internet — in a variety of formats using the Text Wizard. This essentially works like the 
practical demonstration you have just seen, although you might have to make some 
adjustments depending on the format the data is in. 
SAS DATA 
The main system competing with SPSS at the moment is SAS. SAS files are becoming more 
common, but this is not a major problem. SPSS files can be converted into SAS files and vice 
versa. SPSS 11.0's GET SAS command quickly builds SPSS-format working data files from 
SAS data sets or SAS transport files (Version 8 or earlier). SPSS 11.0 automatically adjusts 
SAS variables and values for SPSS formats. 
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EXPORTING SPSS FILES 
SPSS files can be saved in a variety of different formats if you need to export them. To do 
this, go to ‗File‘, ‗Save as‘, and then select the format you need from the drop-down menu at 
the bottom of the window. The format in which you save the SPSS file will depend on the 
requirements in that particular situation. 
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FREQUENCIES 
Now that you have imported your data set and labelled your variables, you can begin to 
analyse your data. The best place to start is by using descriptive statistics which describe your 
data. The most common measure used in descriptive statistics is a frequency. We use 
frequencies to break down the overall data into categories and to present them as a percentage 
of the total. For example, the official racial breakdown of the South African population is that 
it is composed of Africans (76%), whites (12%), coloureds (9%) and Indians (3%). These 
figures are the frequencies of the different racial groups in the overall population. Frequencies 
in a survey can also present the breakdown of different answer options. For example, in 
responding to the question, ―Do you like ice cream?‖, 35% answered ‗yes‘, 60% answered 
‗no‘, and 5% answered ‗don‘t know‘.  
HOW TO RUN A FREQUENCY USING SPSS   
1. Click on the ―Analyze‖ command on the tool bar 
2. Click on ―Descriptive statistics‖ 
3. Choose ―Frequencies‖ (There is also a shortcut button ―123‖ on the toolbar) 
 
Following the commands will open the Frequency dialogue box. The frequencies dialogue 
box has two windows. Firstly, the one on the left contains a list of all the variables that you 
have entered into your data set. Next to the name of each variable is a symbol, either a # or 
‗A‘. The # indicates that the variable contains a list of numbers. The ‗A‘ indicates that the 
variable is a text variable, which in SPSS jargon is known as a ‗string‘ variable. (Just beneath 
the ‗A‘ is an arrow: ‗<‘ means that the string is up to 8 characters long, while ‗>‘ means that it 
is longer).  
 
Depending on your settings, you will have either the variable name or the variable label 
displayed on this list. (You can change your settings by going to ‗edit‘, ‗options‘, ‗general‘ 
and then ‗variable list‘. The change will occur the next time you open the data set.)  
 
In case you forget which variables are which, you can right-click on a particular variable and 
information about that variable such as the variable label, name, measurement and value 
labels will be displayed. 
 
The second window on the right is empty. This window will contain the variables that you 
want to run frequencies on. Select the variable you want to run a frequency on from the list on 
the left by either double-clicking on it or by selecting it with a single click and pressing the 
little black arrow. You can select any number of variables. Then press ‗OK‘.  
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FREQUENCY OUTPUT 
SPSS will run the frequency and then will automatically open the output window with the 
results. The output that you will get will look something like the table below. To demonstrate 
the use of frequencies we will use the data set from the countrywide Youth 2000 survey that 
C A S E conducted in 2000 in South Africa. This survey asked young people aged from 16 to 
35 years a range of question about their circumstances, attitudes and lifestyles.  
 
 
 Frequency Percent Valid Percent 
Cumulative 
Percent 
Valid Male 1021 40 41 41 
 Female 1484 58 59 100 
 Total 2505 98 100  
Missing System 45 2   
Total  2550 100   
 
This table is an example of the frequency output for the sex of the respondents in the Youth 
survey. A frequency tells us the number of respondents who have given a particular answer 
(frequency/count), as well as the number of respondents who have not answered the question 
for some reason (missing values). Here 1021 respondents said that they were male, while 
1484 said that they were female. There were 45 missing responses, meaning that 45 people 
did not answer the question.  
 
The next column (Percent) tells us the percentage of respondents who have given a particular 
answer. This percentage is based on the entire sample, and includes the number of those 
respondents who have not actually answered the question. The ―Valid Percent‖ column, on 
the other hand, tells us the percentage of responses based only on the number of people who 
have answered that particular question. This is the percentage we will normally use in the 
presentation of the data. In the last column (Cumulative Percentage) percentages are added 
up. This is generally useful if you have a variable like age with more than two values, as it 
allows you to make statements like ‗50% of respondents were below the age of 18‘ etc. 
 
It is worth remembering that when we report on frequencies, we usually talk about the 
percentage or proportion of respondents who answered in a particular way, instead of using 
the count or exact number. For example, rather than saying, ―1021 of the respondents were 
male‖, we would say, ―41% of the respondents were male‖. 
 
Before we move on, let‘s us try an exercise. 
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PRACTICAL EXERCISE 5 – FREQUENCIES 
Open the youth data set provided on your disk. 
Run a frequency on each of the following variables and answer the questions below: 
 
1. Province (q1) 
Which province do most of the respondents come from? 
What percentage of people came from the North West province? 
 
2. Area and type of dwelling (q2)  
What proportion of people fall into each of the three categories (metropolitan, small urban 
and rural)? 
What area and type of dwelling was least common? 
 
3. Race (q4) 
What proportion of respondents in this survey were African? 
How many people did not answer this question? 
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WHEN FREQUENCIES DO NOT WORK 
Age Frequency Percent Valid Percent 
Cumulative 
Percent 
16 211 8 8 8 
17 180 7 7 16 
18 201 8 8 24 
19 173 7 7 31 
20 167 7 7 37 
21 162 7 7 44 
22 121 5 5 49 
23 137 6 6 54 
24 120 5 5 59 
25 110 4 4 63 
26 112 5 5 68 
27 112 5 5 72 
28 97 4 4 76 
29 102 4 4 80 
30 97 4 4 84 
31 67 3 3 87 
32 86 3 3 90 
33 61 2 2 93 
34 75 3 3 96 
35 110 4 4 100 
Total 2501 100 100  
System 4 0.2   
 
Above is a table showing the frequencies for ‗age‘ in the youth survey. Although this table 
tells us how many people were 16 years old or 17 years old etc., it is very bulky and not easy 
to interpret. It would be more useful if we could summarise some of this information to make 
it more manageable. 
 
There are a number of other statistics apart from the individual counts or percentages that can 
be used to summarise this information. The first involves grouping the ages into age groups, 
such as 16 – 20 years, or 21 – 25 years. This requires recoding the age variable, and we will 
discuss this later. Another method that was mentioned earlier was using use the cumulative 
percent to say that, ―almost half of the respondents (49%) are 22 years old or younger.‖ 
SUMMARY STATISTICS 
If we go back to the frequencies dialogue, we will see that there is a ‗statistics‘ options. If we 
click on this, we will find a number of statistics that can be used specifically to summarise 
information like this. These include measures of central tendency and dispersion.   
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 MEASURES OF CENTRAL TENDENCY  
The most basic summary statistics are measures of central tendency, or averages in plain 
language. These measures describe the characteristics of the data with the use of one central 
score or figure. They tell us something about the nature of the data in a concise way without 
having to look at all the data. This is a huge time saving but we must always remember that 
there is a trade-off. Each summary statistic saves us time but also make us lose some 
information in the process. For example, if we are told that the average mark in the class is 
65% we learn something about the level of performance in the class as a whole, with the use 
of one figure. At the same time, if this is all we know, we lose information about the 
individual marks and each student‘s performance.    
 
There are three measures of central tendency that are commonly used in statistical analysis. 
These are the mean, median and mode. 
 
 Mean 
The mean is the most common measure, and is what most people refer to as the average. 
To calculate the mean we add up all the values in the data set, and divide the sum by the 
number of observations. We can do this on SPSS by simply clicking on the ‗mean‘ option 
in the summary statistics box of the frequency window, and then pressing ‗OK‘. When we 
do this for our age frequency, we find that the mean or average age of this group is 24 
years.  
 
The mean is very useful but can be affected by extreme scores, or outliers. Adding someone 
who is much older than the rest of the respondents may increase the average age, even though 
the majority of respondents are younger than the new average. To overcome this problem, we 
can use the median. 
 
 Median 
Another central measure is the median, which is the mid-point in a set of scores. One-half 
of the total scores fall above it and one-half of them fall below it. To calculate the median, 
we list all the values in order, from lowest to highest or the other way around, and find the 
middle point. If the number of scores is even, the median is the average of the two middle 
scores. When we use SPSS to calculate the median for us, we find that it is 23 years for 
this group of youth.  
 
The median is most useful when we are dealing with small data sets. The larger the group is 
(the more observations there are in the data set) the less likely the mean is to be affected by 
extreme scores. In a group of 100 individuals, any additional person, regardless of how young 
or old he might be, is unlikely to have much effect on the mean score. In the case of the youth 
data set, which has more than 2500 respondents, adding an additional older person will do 
very little to change the average age. As a result, when we have a large data set we are most 
likely to report on the mean score. 
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 Mode 
The third central measure is the mode, which stands for the most frequent score, the one 
that occurs more than any other score. The mode is usually used with data measured on a 
categorical scale, where the data observations do not have a numerical value (and 
therefore cannot be added up to calculate the mean) and they cannot be arranged in an 
order (and therefore the median cannot be identified). For example, in a class of 10 
students with six women and four men, the mode is ‗women‘.  
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PRACTICAL EXERCISE 6 –  SUMMARY STATISTICS 
Using the youth data set provided, run frequencies for the following variables and answer the 
questions that follow: 
 
1. Respondent‘s marital status (q8) 
 How would you describe the marital status of the youth in this survey? 
 What would be the most useful measure of central tendency to use here, and why? 
 
2. How many children do you have? (q14) 
 What proportion of youth had 4 or more children? 
 What was the maximum number of children that respondents had? 
 What proportion of youth had no children at all? 
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OTHER SUMMARY STATISTICS 
A number of other statistics are also available in the frequencies dialogue box, and we will 
discuss each of them briefly below: 
MEASURES OF DISPERSION 
Measures of dispersion reflect the extent to which scores in a data set differ from one another. 
These are used together with measures of central tendency to provide a fuller picture of the 
data. They help to distinguish between two data sets, which may have the same mean but 
different internal distribution of the values of the data. For example, we may have two groups 
with 10 members each. The mean height in both groups is 172 cm. In one of them, all 10 
members are of the same height, or 172 cm. In the other one, five members are 162 cm and 
the remaining five are 182 cm. Although they have the same mean, it is clear that the groups 
have different characteristics. The two most common measures of dispersion are the range 
and the standard deviation.  
 
 Range 
The range is simply the difference between the lowest and highest score. In the example of 
height, the range in the first group would be 0 cm (everyone is of the same height), and in the 
second group 20 cm (the difference between 162 cm and 182 cm). In our age example, the 
range would be from 16 to 35 years old. 
 
While useful, the range is limited in that it uses only the extreme values (lowest and highest or 
minimum and maximum) and does not tell us much about what is happening between them. 
We cannot distinguish between a group in which half of the members are 162 cm and half are 
182 cm, and another group in which one member is 162 cm, another one 182 cm, and the rest 
are 172 cm.      
 
 Standard deviation 
A more sophisticated measure, as well as a bit more complicated to calculate, is the standard 
deviation. It is defined as the average distance from the mean. A large standard deviation 
means a very heterogeneous population (with lots of variety), and a small one means a 
homogeneous population (very little variety). When applied to the two examples above, the 
standard deviation of the group where half of the members are 162 cm and half 182 cm is 
10.54 cm. The standard deviation for the group where one member is 162 cm, another one 
182 cm and the rest are 172 cm, is 4.71 cm. As we can see, the range gave us the same result 
for both groups, and the standard deviation allows us to distinguish between them. This is 
only used with continuous variables. 
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MEASURES OF DISTRIBUTION 
These include ‗skewness‘ and ‗kurtosis‘, and are statistics that describe the shape and 
symmetry of the distribution. Some of the more advanced statistical tests require variables to 
have a ‗normal curve‘, and these two statistics help to determine whether the variable meets 
these criteria.  
PERCENTILES 
The percentiles provide a way of dividing up a long list of values using percentages. Using 
the ‗quartiles function‘, we can divide the data set into quarters or chunks of 25%. If we list 
ages from lowest to highest and then use the quartiles function, we can see which ages fall 
into the first quarter or 25% of the sample, and which fall into the second, third and fourth. 
We can also specify the number of groups that we want the list of ages to be cut into by using 
the ‗cut points for x equal groups‘ function. This divides the ages according to the number of 
equal groups that we would like. We can also use equal groups of percentages or percentiles 
to divide up the ages.    
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GRAPHICAL DISPLAYS 
Once we have run a frequency, we must decide how to present this information. Findings can 
be presented as text or in visual form, such as charts, graphs, or tables. Tables are easy to 
understand and most commonly used in research reports.  
TABLES 
SPSS generates tables that are easy to read and interpret, and it is tempting to copy them 
straight into a report. However, importing tables from SPSS directly into a Word document 
(or any other document) can lead to technical problems and may crash your computer. 
Although it may seem like extra work, it is worth copying SPSS tables into Excel first and 
using this programme to make any adjustments (such as deleting unnecessary information). 
From there the table can safely be copied into your report document. 
 
 Frequency Percent 
Male 1021 41% 
Female 1484 59% 
Total 2505 100% 
Table 1: Sex of respondents 
This table is an example of the way in which C A S E presents frequencies in a table format. 
 
 When we present frequencies, we generally also present the percentages. 
 The percent column consists of the ‗valid percent‘, to show what proportion of the 
respondents that answered the question were male or female. 
 When we present percentages, we round them up or down – we generally don‘t present 
the decimals because they are generally meaningless. Nobody actually has 2.4 children! 
CHARTS 
We can also present our data graphically so that our reader can get an overall view of the 
main findings at a glance, without going through a complex list of figures or a textual 
narrative. The frequency function in SPSS can automatically generate these charts for you if 
you click on the ‗charts‘ option. Some of the charts that are available are discussed below. 
 
 Bar charts are used for categorical variables like race, sex or area. The bar chart displays 
the counts or frequency for each category as a separate bar, allowing you to compare 
categories visually. You can decide whether you want the values on the chart to appear as 
frequencies or percentages. 
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 Pie charts are also useful for variables with a limited number of categories. Each slice 
represents a category, and the pie chart is a visual way of displaying how much each slice 
or category contributes to the whole.  
Male
Female
 
 
 Histograms are similar to bar charts but they are best suited for continuous variables such 
as age. These variables are made up of scores rather than categories. The values are 
plotted along an equal interval scale, and the height of each bar is the count of values that 
fall within the interval. A histogram shows the shape, centre and spread of the 
distribution. A normal curve superimposed on a histogram helps you judge whether the 
data are normally distributed.  
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PRACTICAL EXERCISE 7 – PRESENTING YOUR DATA 
We would like you to divide into pairs for this exercise, and for each pair to: 
 
1. Run a frequency on one question (we will assign a question to each pair) 
2. Run whatever summary statistics you think are appropriate for this question 
3. Write a brief paragraph about your results in a Word document  
4. Illustrate your findings using a table or a chart as you see fit. 
5. Be prepared to report back to the full group. 
 
For this exercise we will look at the following questions: q15 (how old were you when your 
first child was born?); q20 (highest level of education); q32 (general satisfaction) and q34 (do 
you think you will ever get a job).  
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CROSSTABULATIONS 
Frequencies are a useful starting point in our analysis, but they only tell us information about 
one variable. We may know that 59% of the respondents are female, and that 80% of the 
respondents like ice-cream. However, frequencies don‘t tell us how many men or how many 
women like ice-cream, or whether one is more likely to like ice-cream than the other. To find 
out this kind of information for categorical data, we use crosstabs. 
HOW TO RUN A CROSSTAB USING SPSS   
1. Click on the ―Analyze‖ command on the tool bar 
2. Click on ―Descriptive statistics‖ 
3. Choose ―Crosstabs‖ (there is a shortcut button with a red cross on the toolbar) 
 
Like the frequencies dialogue box, the crosstabs dialogue box has a window on the left that 
displays a list of all the variables in the data set. There are also three other windows on the 
right, labelled ‗rows‘, ‗columns‘ and ‗layers‘. 
 
Crosstabs allow us to look at the relationship between two variables. Choose the two variables 
that you want to look at by selecting them from the list on the left, and moving them into 
either the ‗rows‘ or the ‗columns‘ window.  
 
We generally use the independent variable in the ‗rows‘ window, and the dependent variable 
in the ‗columns‘. The independent variable is the one you think is going to have an effect on 
the second variable. For example, in the youth survey, we asked respondents how satisfied 
they were with their current situation. By running frequencies we found that 40% of 
respondents were satisfied, and 14% were ‗very satisfied‘. But now we would like to find out 
how many men and women fell into these categories. In this situation we want to know 
whether being male or female has an effect on how satisfied a person is with their current 
situation. We therefore move the sex variable to the ‗rows‘ window, and the satisfaction 
variable to the ‗columns‘. 
SELECTING THE RIGHT MEASURES 
If we were to click ‗OK‘ at this point, we would get a table of counts. However, as with the 
frequencies, counts alone do not tell us much. Click on the button labelled ‗Cells‘ at the 
bottom of the window. One of the options here is to include percentages. Since we have 
decided that we want to see how the sexes differ in each of the categories, we will compare 
the responses of men and women by clicking on ‗row percentages‘. This means that the 
percentages will be added up across the rows. We could also have the percentages added up 
across columns, or include all the totals depending on what we were looking for. Click on 
‗Continue‘, and then ‗OK‘.  
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CROSSTABS OUTPUT 
Gender*Satisfaction Crosstabulation 
  Male Female Total 
Very satisfied Count 146 210 356 
 % within Are you generally: 41% 59% 100% 
Satisfied Count 435 569 1004 
 % within Are you generally: 43% 57% 100% 
Dissatisfied Count 318 484 802 
 % within Are you generally: 40% 60% 100% 
Very dissatisfied Count 115 212 327 
 % within Are you generally: 35% 65% 100% 
Total Count 1014 1475 2489 
 % within  Are you generally 41% 59% 100% 
 
You will end up with a table that looks something like this. Male and female frequencies are 
in the columns, and the satisfaction values are in the rows. If you look first at the ‗very 
satisfied‘ option, you‘ll see that 146 men said they were very satisfied, and so did 210 
women. Of those that said they were very satisfied, 41% were men, and 59% were women. 
When looking at those who said they were very dissatisfied, 35% (or 115) men said they were 
very dissatisfied, compared to 65% (212) of women. 
 
The table above can be very difficult to read, and it sometimes helps to move the columns and 
rows around. You can do this by using the pivoting trays in SPSS. Double click on the 
crosstabs table in your output window, and a new ‗pivot table‘ window will open up. From 
the toolbar, select ‗pivoting tray‘. This opens up a third, small window with three coloured 
squares. Moving these squares helps to rearrange the columns and rows in the table. For this 
example, look at the two squares at the bottom of the window. Swop these two around by 
dragging the one on the left to the other side of the second square. By doing this your table 
should now look like the one below. 
 
  Male Female Total 
Are you generally: Very satisfied 146 210 356 
 Satisfied 435 569 1004 
 Dissatisfied 318 484 802 
 Very dissatisfied 115 212 327 
Total  1014 1475 2489 
Are you generally: Very satisfied 41% 59% 100% 
 Satisfied 43% 57% 100% 
 Dissatisfied 40% 60% 100% 
 Very dissatisfied 35% 65% 100% 
Total  41% 59% 100% 
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In this table all the counts or frequencies are together, and all the percentages are together. 
This is just one way that you can make the table easier to read. When we present crosstabs, 
we generally show only the percentages so that the table is easier to understand. 
LAYERS 
You use the layer option if you want to split a variable by more than one other variable. For 
instance, if you want to see if there are differences in response by race, but also by sex, you 
place one of these variables in the layer box. Whatever you place in the layer box is going to 
represent your first split, i.e. if sex is in the layer, you will split respondents into male and 
female (as we have done above). If you want to see how males from different race groups 
compare, you add the race variable to the ‗rows‘ window, and SPSS will now compare the 
responses of African, Coloured, Indian and white males with each other. It will also compare 
the responses of the women from each of the different race groups with each other. However 
it will not compare the responses of women with that of men.  
 
Going back to the example table above, if we take a quick look at the percentages it would 
seem that there is a higher percentage of women in each response category. We might want to 
say that this means women that were more likely than men to say they were ‗very satisfied‘, 
or ‗very dissatisfied‘. But this is not the case – there are simply more women than men in this 
sample. So how can we find out if women are more likely to give a particular answer than 
men, or vice versa? To do this we need to run a significance test known as the Chi-square test. 
 
But before we move on to Chi-square tests, let us do an exercise on reading crosstabs. 
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PRACTICAL EXERCISE 8 – READING CROSSTABS 
The crosstabs below are taken from the Youth 2000 survey report. Divide into pairs and look 
at each of the tables, answering the questions that follow. 
 
Age  Women Men 
Less than 20 52% 20% 
20-30 47% 75% 
30 + 1% 5% 
Table 2: Age at birth of first child 
 How many women were aged 20 or older when they gave birth to their first child? 
 
 Employed Unemployed  All 
Very satisfied 20% 3% 13% 
Satisfied  51% 12% 35% 
Dissatisfied  21% 59% 37% 
Very dissatisfied 7% 26% 15% 
Total 100% 100% 100% 
Table 3: Levels of satisfaction by employment status 
 Looking at this table, would you say employed youth or unemployed youth are more 
satisfied with their current status? 
 
Area 
Respondent knows 
someone with 
HIV/AIDS 
Respondent knows 
someone who died of 
HIV/AIDS 
Formal urban 22% 31% 
Informal urban 19% 33% 
Rural 13% 24% 
Total 18% 28% 
Table 4: Contact with HIV/AIDS, by area 
 What conclusions can we draw from this table, about the areas people live in and the 
contact that they have with people with HIV/AIDS? 
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TESTING FOR SIGNIFICANCE 
In the exercise above, we compared the percentages in the rows and columns to get an idea of 
the relationship between the two variables that we were looking at. However, simply because 
women make up a higher proportion of the respondents that gave a particular response does 
not mean that women are more likely than men to give that response. There may simply be 
more women in the sample, as already discussed. To find out whether a difference is 
meaningful or statistically significant, we use significance tests. Significance tests tell us 
whether it is worth looking at our crosstab in detail, and if there really are differences between 
the respondents that are worth reporting on.  
SIGNIFICANCE TESTS - CHI-SQUARE  
There are a number of different significance tests for a variety of different situations. In the 
case of crosstabs, we use Chi-Square tests to determine whether there is a significant 
relationship between the variables that we have chosen to look at. The Chi-square tests the 
hypothesis that there is a relationship between the two variables you are running your crosstab 
on, without indicating strength or direction of the relationship. For example, the Chi-Square 
test will tell you if the sex of the respondent is likely to affect their answer to the question 
about whether they are satisfied with their current status or not.  
 
To run this test,  
1. Click on the ‗Statistics‘ button in the crosstab window 
2. Tick the box next to ‗Chi-Square‘  
3. Click ‗continue‘ before you run your crosstab.  
 
The Chi-Square table will appear below your crosstab table in the output window and look 
something like this: 
 
 Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 7.392 3 0.06 
Likelihood Ratio 7.447 3 0.059 
Linear-by-Linear Association 4.451 1 0.035 
N of Valid Cases 2489   
a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 133.22. 
 
The most important row in this table is the one with ‗Pearson Chi-Square‘ in the column to 
the very right. To determine whether there is a significant relationship between the variables 
that we are looking at or not, we must look at ‗Asymp. Sig. (2-sided)‘ column of this row. 
Despite the intimidating name, it is relatively easy to tell whether the relationship between the 
variables is significant – to be significant, the value in the right hand column, in the Pearson 
Chi-square row, must be smaller than 0.05. As you can see in the example above, the value 
is 0.06, which means that there is no significant relationship between the two variables that 
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we have compared in the table above. That is, gender does not have a significant effect on 
whether people are satisfied with their current status or not.  
 
In another question, we may ask whether males and females differ in terms of their studies. 
Are men more likely to be studying than women? 
 
 Value df Asymp. Sig. (2-sided) 
Pearson Chi-Square 30.572 2 0.000 
Likelihood Ratio 30.405 2 0.000 
Linear-by-Linear Association 28.69 1 0.000 
N of Valid Cases 2500   
 
a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 97.32. 
 
When we run the crosstab we find that the value is 0.000, and therefore less than 0.05. The 
relationship between gender and whether people are studying can therefore be regarded as 
significant, and is worth looking into further.  
 
However, we also have to check that the cells are large enough for us to draw conclusions 
from. Below the Chi-Square box you see how many cells have a count of less than 5. If the 
percentage exceeds (20%), there are too many small cells for you to make any significant 
conclusions. Try to combine some of the answer options of that variable by recoding them to 
reduce the number of small cells. If this does not work, it is probably not a good idea to report 
on the table. 
ADJUSTED RESIDUALS   
We now know that a crosstab shows us how the frequencies are distributed across two 
variables, and that a chi-square test will tell us whether there is a significant relationship 
between these two variables. But we still do not know the direction of this relationship. For 
example, we know that gender is related to whether people in our youth survey are still 
studying, but we don‘t know what this relationship is. Are men more likely to be studying 
than women, or is it the other way around? 
 
To find this out, we used adjusted residuals. Again, we go back to our crosstabs dialogue box, 
and  
1. Click on the ‗cells‘ button 
2. Click on ‗adjusted residuals‘ 
3. Click on ‗continue‘ 
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  No Yes, at school 
Yes, university/ 
Tech / college Total 
Count Male 580 318 120 1018 
 Female 1003 360 119 1482 
Total  1583 678 239 2500 
 % Male 57% 31% 12% 100% 
 Female 68% 24% 8% 100% 
Total  63% 27% 10% 100% 
Adj. res Male -5.5 3.8 3.1  
 Female 5.5 -3.8 -3.1  
 
Your crosstabs table in SPSS will look something like the table above (this table has been 
pivoted to group the counts separately from the percentages). This table now contains the 
adjusted residuals in the last two rows. 
 
The most important thing to remember about adjusted residuals is that they are significant if 
they are (much) greater than 2. This applies to both positive as well as negative numbers. All 
residuals between 1.9 and –1.9 are not significant. Positive numbers simply tell you that those 
respondents are significantly more likely to give that answer, while negative numbers simply 
tell you that that response is significantly less likely from that group. In this case, all of the 
residuals are significant because they are all greater than 2. We can say that the women in the 
youth survey are significantly more likely to say that they are not studying, while men are 
significantly more likely to say that they are still studying, either at school or at a tertiary 
institution.  
 
(Note that residuals won‘t be evenly split like this when you crosstab by something with more 
than two categories, but the same rules apply). 
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PRACTICAL EXERCISE 9 – INTERPRETING CROSSTABS 
1. Divide into pairs or groups 
2. Each pair/group will be assigned one of the following questions to answer. 
3. Each pair must decide whether the relationship between the two variables is significant, 
and if it is, what the relationship looks like. 
4. Draw conclusions from your results and be prepared to report back to the group. 
 
Questions: 
 Q89: ―Have you ever been a victim of crime or violence?‖ Are women more likely to 
have been victims than men? 
 
 Q126: ―Young people of different races will never really trust each other.‖ Do young 
people from different race groups respond differently to this statement? 
 
 Q96: ―Guns are essential to protect oneself in South Africa‖. Do men and women respond 
differently to this statement? 
 
 Q46: ―Do you think you will ever get a job?‖ Are people who have been unemployed 
longer more pessimistic about getting a job? 
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RE-CODING OF VARIABLES 
So far, you have learned how to analyse the original variables in your data set. However, in 
many cases you will have to further manipulate your existing variables in order to get the 
output you need. This is called re-coding. There are many different reasons why you might 
want to re-code a variable. Common examples are the re-coding of a continuous variable (e.g. 
age) into a categorical variable and the re-coding of a categorical variable into new categories 
(this is a common practice if you need to increase your cell counts when running a crosstab). 
 
In addition to these basic re-codes, we will also look at the re-coding of multi-mention 
variables into a single variable, the re-coding of text variables into numeric variables and the 
creation of scales. 
RE-CODING A CONTINUOUS VARIABLE INTO A CATEGORICAL VARIABLE 
A common problem, especially when running crosstabs, is that there are too many different 
values which you need to reduce to a smaller number. A good example for this is age. For 
example, we want to know if the age of a respondent (q7) has any impact on whether or not 
they think that guns are essential to protect themselves in South Africa (q96). If we run this 
crosstab using the original age variable, you‘ll see that we get an endlessly long list in your 
output window, and that the cell counts are very small. If we want to achieve any meaningful 
output, we will need to group our respondents into age categories.  
 
When re-coding a continuous variable, we generally aim to re-code into relatively equal 
categories. For example, if we were to re-code age into 2 categories, we would not want to 
have a category for 16 – 29 year olds and another for 30 – 35 year olds. You should always 
have a reason for re-coding into particular categories – i.e. your new categories make logical 
sense, they are of equal size, or you are looking for differences between particular groups. In 
this case, we suggest that age is re-coded into 4 new categories – 16-18, 19-25, 26-30 and 31-
35. 
 
There are 2 ways we can re-code – via the menu or by using syntax. To re-code a variable via 
the menu bar, go to  
‗Transform‘ 
‗Recode‘ 
‗Into new variables‘ 
A window called ‗re-code into different variables‘ will open. Select the variable you want to 
re-code (in this case q7) from the variable list. Move it over to the window on the right by 
double-clicking on the variable or by clicking on the arrow next to the variable list. 
 
Type in the name of your new variable (e.g. age1) and the variable label in the appropriate 
fields and click on the ‗change‘ button. Now click on the ‗Old and new values‘ button and 
another window will pop up. On the left of this window you can select if you want to re-code 
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a specific value or a range of values. In this case, we want to re-code a range of values. Click 
on the dot next to ‗Range: Lowest through‘ and type ‗18‘ into the empty field. This means we 
want to re-code the range from the lowest value in variable q7 up to and including 18 into a 
new value. On the right side of the window, you can see the heading ‗new value‘. Type a‗1‘ 
into this field. This means that we are re-coding the range from the lowest value up to 18 into 
a category which is represented by the value ‗1‘. Now click on the ‗add‘ button to finish the 
first step. 
 
We now have to re-code the remaining values by specifying our range and the new value we 
want to represent that range. After we have re-coded all ranges and added them to the 
‗old>new‘ window, we click on ‗continue‘ to get us back to the previous window and then on 
‗OK‘. If you now look at your variable or data view, you see that a new variable has been 
added to the end of our data set – ‗age1‘.  
 
If we now re-run our crosstab with the new age variable, we see that age apparently has no 
significant impact on whether or not respondents think that guns are essential to protect 
themselves in South Africa. However, we will get back to this issue in a second. 
 
Let‘s first look at another way to re-code a variable – through a syntax file. As already 
mentioned, the syntax file will do exactly the same as the commands on the menu, but you 
will be able to save this file. This is extremely useful if you made a mistake somewhere or if 
you have to re-run the syntax on another data set or for any other reason.  
 
The command for re-coding a variable via syntax is RECODE. This must be followed by the 
name of the variable you want to re-code and the specification of the old and new values in 
brackets. To indicate that we want to re-code our original variable into a new variable (it‘s 
rarely a good idea to overwrite your original variables!) we use the command INTO followed 
by the new variable name. Finish with a full stop to indicate the end of your command. Unlike 
with the label syntax you did earlier, we now need to tell SPSS to execute our re-code. The 
command we use for this is EXECUTE, again followed by a full stop. 
 
Our syntax would look like this: 
RECODE q7 
(Lowest THRU 18=1) (19 THRU 25=2) (26 THRU 30=3) 
(31 THRU highest=4) (ELSE=SYSMIS) 
INTO age2. 
EXECUTE. 
 
You might have noticed that when we did the re-code over the menu, we were not able to 
specify labels for our new values. We would have to do this directly in SPSS. However, this is 
not the case if we use syntax. Remember how you created the original label syntax for your 
variables. We can do this again now for our new variable: 
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VARIABLE LABEL age2 ―Age of respondents‖. 
VALUE LABEL age2 
1 ―16 – 18 years‖ 
2 ―19 – 25 years‖ 
3 ―26 – 30 years‖ 
4 ―31 – 35 years‖. 
 
Let‘s run the syntax. You can run your whole syntax at once by clicking on ‗Run‘ on the 
menu and selecting ‗All‘. You can also run only a particular part of your syntax by selecting 
that part and clicking on the little black arrow below the run command. This is useful if you 
have more than one syntax in your file, or if you have made a mistake and only need to run a 
certain part of the syntax again to fix it.  
 
If you now look at your data set, you see that a new variable (age2) has again been created at 
the end of your existing variables. Age2 is identical to age1, but it also has value labels 
attached. There are no hard and fast rules about whether it is better to use the menu or syntax 
when re-coding variables – everybody will have to find out what suits them better. However, 
apart from the fact that syntax can save you time if you have to re-do a re-code, you might 
find after a while that it is in fact quicker to write a short piece of syntax rather than click 
endless buttons on the menu bar. The more you use syntax, the quicker you will become! 
RE-CODING OF CATEGORICAL VARIABLES 
You have now seen how to re-code a continuous variable like age, and we will practice this 
procedure in a moment. However, let‘s first look at variable q96 again. Variable q96 is a 
categorical variable with 4 different categories – 1=Agree, 2=Neutral, 3=Disagree, 4=Don‘t 
know. 
 
If you run a frequency of q96, you see that 2 of the categories, ‗neutral‘ and ‗don‘t know‘, are 
relatively small. The problem we sometimes have if there are too many categories, some of 
which might have a similar meaning, is that they can skew our analysis.  
 
A good example are cases where respondents are asked to rank their answer on a scale with 
slight variances of strength – e.g. they might choose their answer options from ‗Very 
important‘, ‗Important‘, ‗Neither important nor unimportant‘, ‗Unimportant‘ and ‗Very 
unimportant‘. In this example, respondents who either say ‗Very important‘ or ‗Important‘ 
essentially have the same opinion, they just do not feel equally strong about the matter. 
However, SPSS might not pick up differences between the 5 categories, because respondents 
with essentially the same opinion are spread between two categories. SPSS only compares the 
different categories with each other to determine if there are significant differences – it is not 
able to link categories with similar content. However, by re-coding a variable, we can tell 
SPSS that these different categories should be compared as one category. 
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NB As with the re-coding of a continuous variable, always remember that we do not make 
these decisions on a whim. Only combine categories if this makes logical sense, or if you 
want to isolate the responses of a particular group. 
 
Let‘s get back to our example of q96. In such a case, we might justifiably argue that the 
respondents who answered either ‗neutral‘ or ‗don‘t know‘ essentially had the same opinion, 
or rather lack of it. Therefore, we can re-code them into one category and then see if that has 
any impact on our analysis. 
 
The re-coding of a categorical variable works the same as for a continuous variable, except 
that you have fewer values to re-code. Our syntax would look like this: 
 
RECODE q96 
(1=1) (2=2) (3=3) (4=2) (else=sysmis) 
INTO q96new. 
EXECUTE. 
 
VARIABLE LABEL q96new ―Do you think guns are essential to protect yourself in South 
Africa?‖. 
VALUE LABEL q96new 
1 ―Agree‖ 
2 ―Neutral/don‘t know‖ 
3 ―Disagree‖. 
 
If we now run a crosstab of q96new and age2 again, we see that age has no significant impact 
on whether respondents answer ‗agree‘, ‗disagree‘ or ‗neutral‘. In most cases, this will be the 
end of the matter, and we can move on to a different question.  
 
However, in some instances we might want to keep in mind the way SPSS works – that is it 
only looks at the difference between the different cells for each option and compares it to the 
average. On balance, this might mean that our crosstab does not always show up as being 
meaningful if there are more than two categories.  
 
Say we are only really interested in the people who agreed or disagreed with our statement. If 
we want to test if different age groups are more likely to agree or disagree, we can do this by 
temporarily excluding the ‗neutral‘ responses from our variable. The easiest way to do this is 
in the data set itself. In the variable view, go to q96new. Next to your value labels column, 
you‘ll see a column headed ‗Missing values‘. If you click on the cell that belongs to q96new 
(it should currently say ‗None‘) a window will open that lets you specify which values you 
would like to set to ‗system missing‘ for this variable. This option can be re-set at any time. 
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Let‘s see what happens if we exclude the neutral responses from q96new and re-run our 
crosstab. 
 
As you can see, respondents who are 18 years or younger are significantly more likely to 
agree with the statement. The reduction in the number of categories is perfectly acceptable, as 
long as it is logical and we are able to justify our actions. 
 
Now let‘s do a little practical exercise on basic re-coding.  
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PRACTICAL EXERCISE 10 – BASIC RE-CODING 
Complete this exercise with your partner/group. At least one computer per group. 
 
Open the data set called ‗Youth reduced‘.  
1. Run a frequency of q14 (How many children do you have?) and look at the output. 
Discuss with your partner / group into which categories you think this variable could be 
grouped and why. 
2. Using the menu, re-code q14 into a new variable containing the categories you agreed on. 
3. Now do the same re-code, but this time do it by writing a syntax file for the re-code. 
4. Discuss the differences of the two methods with your groups and what aspects you find 
easier or more difficult with each method. 
5. Now imagine I asked you to change the age ranges for your categories. Would this be less 
of a problem if you had done the first re-code with the menu or with syntax? 
6. Run a frequency of q20 (What is the highest level of education you have passed?) and 
look at your output. Decide with your group if and how you could reduce the number of 
categories in this variable. 
7. Using syntax, re-code q20 into a new variable with the categories you agreed upon. 
8. Run a frequency of q120 (What is the key problem that worries you as a young person 
today?) and look at the output. Do you think it would be possible to re-code this variable 
into fewer categories? If yes, how would you do this? 
9. Look at the two pieces of syntax below: 
Recode q984 
(1, 4=1) (5 thru 7=2) (2, 3=3) 
into q984_x. 
Execute 
 
Recode area 
(1 thru 2=1, 3 thru 5=2). 
Execute. 
 
Do you think there would be problems if you tried to run either of these syntax files? Discuss 
what you think might be problematic. 
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RE-CODING OF MULTI-MENTION QUESTIONS 
Now that you have learned the basics of re-coding a variable, let‘s do something a bit more 
complicated. In some cases, you might be asking a question to which the respondent could 
give more than one answer. These are multi-mention questions. Ideally, each answer option 
should have been captured as an individual variable. If not, we will have to re-code them into 
this format. The value captured for each of these variables would then indicate that the 
respondent mentioned this option, while sysmis (or 0) would indicate that the option was not 
mentioned.  
 
Let‘s look at q18.1 to q18.10 in our data set. In the questionnaire we asked who financially 
supported the first child of a person. The respondent could give as many answers as they 
wanted, and all answer options were captured as individual variables. We can analyse each of 
these variables separately – for example, if we run a frequency of q18.4, the number of ‗4‘s 
tells us the proportion of respondents who said that their first child was supported by the other 
parent of the child.  
 
To make this task easier, we could also run a ‗Table of Frequencies‘. To do this, we select  
Analyze 
Custom tables 
Table of frequencies 
Select the variables you want to run frequencies of from the list on the left and move them to 
the top right field. Now click on the ‗Statistics‘ button. Most of the time, we will only want to 
have the percentage displayed, without any decimals. Click on the ‗Continue‘ button and then 
go to ‗Layout‘. You can play around with this to see what suits you, but one way that works 
well is to have the Variable Labels ‗Down the side‘ and your Statistics Labels ‗Across the 
top‘. You can now run your table of frequencies – lots of individual frequencies at the same 
time. 
 
But what if we want to have our findings in one variable again? To re-code a multi-mention 
question into one variable, we must first ensure that the only values we have in each of the 
different variables we want to combine are ‗1‘s (if mentioned) and ‗0‘s (if not mentioned). 
We can do this with a simple re-code: 
 
RECODE q18.1 q18.2 q18.3 q18.4 q18.5 q18.6 q18.7 q18.8 q18.9 q18.10 
(1 THRU 10=1) (ELSE=0). 
EXECUTE. 
 
Now all 10 variables are in the same format and we can add them up. Adding the up will tell 
us how many people gave each option as an answer. However, if we just added them up now, 
we would not be able to distinguish between the different answers. Go back to your data view 
and look at the recoded variables. If you look across the top row from q18.1 to 18.10, you will 
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see a line of 0‘s and 1‘s. You will see that where there is a 0, the person did not give that 
option. Where there is a 1, the person did give that option. So by scanning the 1‘s and 0‘s we 
can see who gave which answers. However, it would be more useful if we could get all of this 
information into one variable. 
 
To enable us to do this, we multiply each variable. The easiest way to do this is if we multiply 
the first variable by 1, the second variable by 10, the third by 100 and so on before adding 
them up. To add up our variables, we are introducing a new command – COMPUTE. The 
compute function works like a basic calculator, i.e. you can ask SPSS to perform addition, 
subtraction, division and multiplication of variables. Our syntax for that will look like this: 
 
COMPUTE support =  
q18.1*1+ 
q18.2*10+ 
q18.3*100+ 
q18.4*1000+ 
q18.5*10000+ 
q18.6*100000+ 
q18.7*1000000+ 
q18.8*10000000+ 
q18.9*100000000+ 
q18.10*1000000000. 
EXECUTE. 
 
After you have run this syntax file, you will see that you have created a new variable – 
support. Run this variable and look at the output. It shows you all the different combinations 
of answers that were given in response to the question about financial support. The 
information in this variable looks a lot like the strings of 0‘s and 1‘s in your data view, but 
now they are all in one variable.  
 
There are a number of ways in which we can manipulate this output, and what we do depends 
on the information we want.  
 
First, let‘s put the output into Excel, as this will make it easier to manipulate it. Look at the 
first few combinations. We read these strings of 0‘s and 1‘s from the right hand side. The first 
number on the right hand side indicates whether people gave the first option or not. The 
second number tells us whether people gave the second option, and so on. So in our list of 
combinations, the first option ‗0‘ means that no response was given to this question. ‗1‘ 
means the child is only supported by the parent who answered the question, ‗10‘ means the 
child is only supported by the mother of the parent who answered the question, ‗11‘ means it 
is only supported by the parent and the mother of that parent and so on. What you do now 
with this output is up to you. As you can see, there are quite a lot of different categories, and 
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you would want to get them down to a more manageable number by re-coding them into other 
categories. 
 
Example 1 
Let‘s say you‘re mainly interested in the most common 15 combinations. In that case, you 
will sort the data by frequency in descending order. ‗0‘ will always be changed to ‗sysmis‘, 
since these are respondents to whom the question did not apply. Then, we re-code the first 
few values we are interested in in descending order into 1, 2, 3, etc. The remaining values 
after that will all be re-coded into one category. As you can see, it is easier to do this in Excel, 
and then paste your creation into a syntax file! The last thing to do then is to label the 
categories in your new variable appropriately. 
 
Example 2 
Let‘s say you aren‘t so interested in the different combinations, but rather in the differences in 
the level of support. You know that each ‗1‘ in the string indicates a source of support, so you 
can simply add them up for each combination and re-code into a continuous variable that tells 
you how many sources of financial support there are. 
 
The possibilities of re-coding a variable like this are pretty high, you just have to decide what 
you want to find out and re-code the variable accordingly. 
 
Let‘s try and practice what we have just learned. 
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PRACTICAL EXERCISE 11 – RE-CODING OF MULTI-MENTIONS 
Complete this exercise with your partner/group. At least one computer per group. 
 
Open the youth data set. 
1. Look at variables q34.1 to q34.11. Re-code these variables into ‗1‘s and ‗0‘s using syntax. 
2. Multiply the variables by 1, 10, 100 and so on and then add them up using the COMPUTE 
command. 
3. Run the new variable you have created and copy your output into Excel. 
4. Discuss an appropriate way to re-code the different categories with your partner/group. 
5. Re-code the variable into a new variable and label the new categories you have created. 
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RE-CODING OF TEXT VARIABLES INTO NUMERIC VARIABLES 
You will remember that although we have mostly numbers with meaning attached in our data 
set, there were some variables where this was not the case. Because we sometimes do not 
know what a respondent might say or how long this response could be, we leave some 
questions open-ended, i.e. they are not pre-coded and the interviewer writes out the response 
on the questionnaire. 
 
If you have these kind of open-ended questions in your questionnaire, there are 2 ways of 
dealing with them. You can capture them as they are (i.e. text) or you can code them on the 
questionnaire into a numeric value (with a particular meaning attached) before capturing them 
in your data set.  
 
However, coding open-ended responses on the questionnaires before capture can be very 
time-consuming, and it might be difficult to define appropriate categories before you have 
seen all responses. Therefore, we generally capture open-ended questions as text variables and 
re-code them into numeric variables afterwards. 
 
Let‘s run a frequency of q22 (If studying, what course are you doing?) and look at the output. 
As you can see, there are a lot of responses which would be impossible to analyse, especially 
since many of them are more or less the same. We have to look at the output and decide on a 
number of suitable categories to re-code this variable into. Technically, this is very easy – 
deciding on suitable categories is the hard bit! 
 
However, there is a small problem before we can do this, i.e. SPSS won‘t accept a syntax file 
which tries to re-code say ‗Shop assistant‘ into ‗1‘. When re-coding a variable, SPSS will 
only accept numeric values, no text. But as I said, this is a small problem. In SPSS, go to  
‗Transform‘ 
‗Automatic recode‘. 
In the window that opens, select the text variable you want to re-code from the list on the left 
and move it over into the field on the right by double-clicking on it or by pressing the little 
black arrow. In the small field below, type in a new variable name (e.g. q22new) and click on 
the ‗New Name‘ button. Now you can either select ‗OK‘ and run your command and SPSS 
will automatically re-code your original text variable into a numeric variable. Alternatively, 
you can select the ‗Paste‘ button to paste your command into a syntax file and then run it from 
the syntax file (You can do this in most situations – try it if you want to learn the syntax 
command for an operation!). 
 
Now, I just said that SPSS will automatically re-code our text variable into a numeric 
variable. But let‘s look at what form this takes by looking at our output. SPSS has simply 
taken our original frequency and attached a number to each different string, including the 
blank lines (the number of blank lines is always shown first in text variables). So, not much 
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change you might say, but the change is that now we can re-code the automatically re-coded 
variable. 
 
To save us typing out a lot of numbers, the preparations for this re-code are again easiest done 
in Excel. Copy the frequency output of the original variable (the automated re-code version 
limits the length of the label to 64 and cuts off the rest) into Excel. Insert a new column at the 
front of the sheet. Starting with ‗1‘ in the row that contains the first frequency count (the line 
is generally blank), input a list of numbers (increasing by 1 for each cell) in this column until 
you reach the row with the last frequency count. This list represents the numbers which SPSS 
has attached to these strings when it performed the automatic re-code. 
 
You can ignore these numbers for the moment. Look at the text strings and think about the 
categories into which you would like them to be. Say you have decided on 5 categories: 
1=Computers, 2=Medical, 3=Admin, 4=Travel and 5=Other. For each string, you now type in 
the number of the category the string will fall in (e.g. in the second column). This means we 
sometimes have to make difficult decisions, because it is not always that easy to decide into 
what category a string should be put. You might find that you will have to add more 
categories as you re-code. 
 
NB If the line is blank or unintelligible, we re-code into ‗sysmis‘! 
 
It is easier to do all this in Excel because we can see what we are doing and it saves us a lot of 
work. If we were to type out the syntax, we would have to check all the time if our numbers 
are correct. Doing this in Excel, we have everything in the right order, we just have to put it in 
the right format. This can be done simply by writing a formula to concatenate our cell 
contents and then copying the formula. The formula would look like this: 
 
= “(“ & CellX & “=” & CellY & “)” 
 
The equal sign indicates that we are writing a formula. If we want something to appear in our 
formula just as we type it in, we put it into double quotation marks. In this case, we want an 
opening bracket, and equal sign and a closing bracket because this is part of the syntax 
format. If we want more than one item in our formula, we have to state this by placing an ‗&‘ 
sign between each item. CellX here represents the cell in which we have the number that 
corresponds to the automatic re-code. CellY here represents the cell in which we have typed 
in the number that corresponds to the category into which we have allocated the string. We 
can then copy the formula for all strings. If we do it right, the results will look something like 
this: 
(1=sysmis) 
(2=5) 
(3=1) 
(4=2) and so on. 
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These are the brackets we will use in our syntax file to re-code the automatic re-code. 
Remember: we use the RECODE command, followed by the variable name we gave to the 
automatic re-code (e.g. q22new). Then we paste in the value brackets we created in Excel. 
This should be followed by the command INTO, a new variable name (e.g. q22_rc) and a full 
stop. Type the command EXECUTE and finish with a full stop. 
 
Don‘t forget to create a label syntax for your new variable. Run your syntax, then run a 
frequency of your new variable. As you can see, the information is much easier to deal with 
after the re-code. 
 
Now try and re-code a text variable into a meaningful numeric variable. 
 
Community Agency for Social Enquiry 
Introduction to SPSS 71 
PRACTICAL EXERCISE 12 – RE-CODING OPEN-ENDED QUESTIONS 
Complete this exercise with your partner/group. At least one computer per group. 
 
Open the data set called ‗Youth reduced‘.  
1. Run a frequency of q35.1 (How would you describe the job you do?). Your output should 
consist of a list of jobs. 
2. Re-code this variable into a new variable containing the 19 categories below. 
1 Professional 
2 Semi-professional 
3 Executive 
4 Administrative 
5 Managerial 
6 Clerical 
7 Entrepreneur 
8 Semi-skilled 
9 Farmworker 
10 Domestic worker 
11 Sales 
12 Supervisory 
13 Technical 
14 Artisan 
15 Service 
16 Skilled trade 
17 Unskilled labour 
18 Informal/hawking 
19 Other 
3. Run a frequency of the new variable you have created. 
4. Now run a frequency of q35.2 and compare the output to the output from your created 
variable. This is just to illustrate the difficulty of coding open-ended questions. If 2 
different people re-coded the same open-ended question, it is unlikely that their results 
would ever be exactly the same. 
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SCALES 
As you will know by now, the re-coding of variables is useful in many different situations and 
for many different purposes. Re-coding variables will become second nature to you, and it 
will become easier the more you do it. But before we move on to a different subject, let‘s look 
at a last example of useful re-coding – scales. 
 
Imagine you have a number of different questions which measure one thing, e.g. personal 
well being. You can analyse each question on its own, and then draw conclusions from the 
findings. This is perfectly acceptable. However, you could also combine the responses from 
all the different questions in one variable and develop a measure of personal well being. 
When reporting on such a scale, you should always mention which components made up the 
scale.  
 
Let‘s look at a practical example. Variables q85.1 to q85.7 all measure attitudes about the 
development of different crimes in South Africa since 1994. There are different ways in 
which we could present this information. 
 
Example 1 
We could run an individual or a table of frequencies and report on what proportion of 
respondents think a particular crime has increased or decreased. You could then run crosstabs 
on crimes you are particularly interested in to see for example if people in province A have a 
different opinion about the occurrence of rape than people in province B. This is perfectly fine 
and you will do this often. 
 
Example 2 
However, we now want to construct a measure of how people feel about the development of 
crime in general, not just about a particular crime. In order to do this, we want to combine the 
different variables into one measure. Before we do this, we have to make sure all variables we 
want to use have a uniform direction and size. Re-code them if necessary. 
 
We then have to be reasonably sure that all those variables measure the same thing. We can 
do this with a reliability test. 
 
On the menu, go to  
‗Analyze‘ 
‗Scale‘ 
‗Reliability Analysis‘ 
Select the variables you want to combine and move them to the right of the window. Now 
click on the button labelled ‗Statistics‘. For a basic reliability test, go to ‗Descriptives for‘ and 
tick the boxes next to ‗Item‘, ‗Scale‘ and ‗Scale if item deleted‘. Click on ‗Continue‘ and 
‗OK‘. 
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Now go to your Output view and scroll to the bottom of the screen. You will see something 
like this: 
Alpha =    .7572 
 
This is the alpha value which measures if our proposed scale is consistent. The closer to 1 the 
alpha value is, the more reliable the measure. 1 would indicate total reliability. 
 
If we now look at the block above the alpha value, we see a column headed ‗Alpha if item 
deleted‘. Sometimes, eliminating a single variable from your scale can drastically increase the 
alpha value. This can be due to various reasons, e.g. the particular question was 
misunderstood by the respondents or just does not fit in with the rest. This column tells you 
what the alpha value would be if you eliminated a particular variable from your scale. 
 
We are now almost ready to combine our variables into a scale. However, first think about the 
possibility of missing values in our data set. What we are going to do is add up different 
scores in one variable – so if the score for one of these variables were missing, the end-result 
would be misleading. In order to deal with this, we have two options – we could exclude all 
respondents who are missing a score in any of the variables we want to combine. However, 
the second option is preferable – we calculate the average score for each variable and replace 
the missing values in each variable with this average.  
 
Run Explore (or frequencies) on your variables to get the average score of each variable. Now 
re-code the sysmis in each variable into the average, e.g. 
 
RECODE q85.1 
(sysmis=2.83) (else=copy). 
EXECUTE. 
And so on for all your variables.  
 
Now we can combine them. Remember the COMPUTE command? 
 
COMPUTE crime =  q85.1 + q85.2 + q85.3 + q85.4 + q85.5 + q85.6 + q85.7. 
EXECUTE. 
 
You now have a new variable that measures how people feel about crime in general based on 
how they feel about a variety of different crimes. The higher the score, the more negatively 
respondents feel about the incidence of crime since 1994. You could use this variable as it is, 
reduce it back to the original size (divide by the number of variables you have combined), re-
code it into categories etc. 
 
Let‘s practice what we have learned. Please look at the following exercise. 
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PRACTICAL EXERCISE 13 – RECODING SCALES 
Complete this exercise with your partner/group. At least one computer per group. 
 
Open the data set called ‗Youth reduced‘.  
1. Look at variables q118 and q119. They ask how the respondent thinks education and 
employment have developed since 1994 on a scale of 1 (Improved) to 3 (Worsened). 
2. Based on these two variables, we want to create a measure of how people feel about the 
general development and progress of the country. (Remember, this is only an example!) 
3. Run a reliability test on these 2 variables to measure consistency. 
4. Find out the average score for both variables. 
5. Replace the sysmis values in each variable with the average score for that variable. 
6. Create a new variable that measures how people feel about the progress of the country. 
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SELECTING OR FILTERING CASES 
We now want to talk about another useful and often necessary ability of SPSS – how to 
temporarily or permanently filter out cases with particular characteristics for analysis. This we 
normally do over the menu:  
‗Data‘ 
‗Select cases‘ 
Click on the dot next to ‗If condition is satisfied‘ and then on the button called ‗If‘ below it. 
From the list of variables on the left, select the one which contains the characteristic by which 
you want to filter your data set. 
 
For example, you might only want to analyse responses from Gauteng. To do this, you select 
q1 (Province) and move it to the field on the right. Using the menu below, you then select the 
characteristic you want to filter. Gauteng is represented by the number 3, so we say: 
Q1=3 
Click on ‗continue‘, and then ‗OK‘. If you now run a frequency etc, SPSS will only calculate 
the responses from the Gauteng province. You can see if a filter is currently being applied to a 
data set by checking on the bottom right of your screen. To remove the filter, simply click on 
the ‗Reset‘ button. 
 
While in most cases we will apply a filter only temporarily, you also have the option to 
remove cases you do not want permanently from your data set. Go back to the ‗Select cases‘ 
window. At the bottom, you can see that you have to choices about what to do with cases that 
have not been selected – filter them or delete them. ‗Filter‘ is the default. If you select 
‗delete‘, SPSS will delete all cases that are not part of your selection. Be sure you know what 
you are doing before you select this option – and always keep a back-up of your original data 
set. 
 
In some cases, it is very necessary to filter out certain respondents. We probably talked to you 
about skips and routing in questionnaires – when we ask a question and the respondent‘s 
answer determines which question they get asked next. For example, we might ask about the 
employment status of all respondents, but we will then only asked those respondents who are 
currently employed about their work conditions. To ensure that for that set of questions we 
only get responses from people to whom the questions applied we can apply a filter for people 
who stated that they are employed. (Remember, collected data is rarely perfect, and 
questionnaires get filled in incorrectly at times!) 
 
Let‘s do a short exercise on applying a filter to your data set. 
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PRACTICAL EXERCISE 14 – APPLYING FILTERS 
Complete this exercise with your partner/group. At least one computer per group. 
 
Open the data set called ‗Youth reduced‘.  
1. Apply a filter that leaves you with the responses of males only in your data set. Now run a 
crosstab of q89 (Have you ever been a victim of crime/violence) by q4 (race). Report on 
your findings. 
2. Imagine you want to exclude a province, e.g. Gauteng from your data set. How would you 
do this? 
3. Can you think of another way you could have excluded Gauteng from your data set? 
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QUESTIONNAIRE 1 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State (2) 
Gauteng 3 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape 6 
Northern Province 7 
North West Province  8 
Western Cape 9 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal 01 
Metropolitan – backyard 02 
Metropolitan – hostel 03 
Metropolitan – domestic workers quarters 04 
Metropolitan – informal/squatter 05 
Small urban – formal  06 
Small urban – informal/squatter 07 
Rural – farmworker 08 
Rural – farm homestead 09 
Rural – village under chief/headman  (10) 
Other (specify) 11 
 
3. Sex [CODE BY OBSERVATION] 
Male  (1) 
Female 2 
 
4. Race [CODE BY OBSERVATION] 
African (1) 
Coloured 2 
Indian  3 
White  4 
Other (specify) 5 
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QUESTIONNAIRE 2 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng 3 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape (6) 
Northern Province 7 
North West Province  8 
Western Cape 9 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal 01 
Metropolitan – backyard 02 
Metropolitan – hostel 03 
Metropolitan – domestic workers quarters 04 
Metropolitan – informal/squatter 05 
Small urban – formal  (06) 
Small urban – informal/squatter 07 
Rural – farmworker 08 
Rural – farm homestead 09 
Rural – village under chief/headman  10 
Other (specify) 11 
 
3. Sex [CODE BY OBSERVATION] 
Male  1 
Female (2) 
 
4. Race [CODE BY OBSERVATION] 
African 1 
Coloured 2 
Indian  3 
White  (4) 
Other (specify) 5 
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QUESTIONNAIRE 3 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng 3 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape 6 
Northern Province 7 
North West Province  8 
Western Cape (9) 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal (01) 
Metropolitan – backyard 02 
Metropolitan – hostel 03 
Metropolitan – domestic workers quarters 04 
Metropolitan – informal/squatter 05 
Small urban – formal  06 
Small urban – informal/squatter 07 
Rural – farmworker 08 
Rural – farm homestead 09 
Rural – village under chief/headman  10 
Other (specify) 11 
 
3. Sex [CODE BY OBSERVATION] 
Male  (1) 
Female 2 
 
4. Race [CODE BY OBSERVATION] 
African 1 
Coloured (2) 
Indian  3 
White  4 
Other (specify) 5 
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QUESTIONNAIRE 4 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng (3) 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape 6 
Northern Province 7 
North West Province  8 
Western Cape 9 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal 01  
Metropolitan – backyard 02  
Metropolitan – hostel 03  
Metropolitan – domestic workers quarters 04  
Metropolitan – informal/squatter 05  
Small urban – formal  06  
Small urban – informal/squatter 07  
Rural – farmworker 08  
Rural – farm homestead 09  
Rural – village under chief/headman  10  
Other (specify) (11) Homeless 
 
3. Sex [CODE BY OBSERVATION] 
Male  (1) 
Female 2 
 
4. Race [CODE BY OBSERVATION] 
African (1) 
Coloured 2 
Indian  3 
White  4 
Other (specify) 5 
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QUESTIONNAIRE 5 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng 3 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape (6) 
Northern Province 7 
North West Province  8 
Western Cape 9 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal 01 
Metropolitan – backyard 02 
Metropolitan – hostel 03 
Metropolitan – domestic workers quarters 04 
Metropolitan – informal/squatter 05 
Small urban – formal  06 
Small urban – informal/squatter 07 
Rural – farmworker 08 
Rural – farm homestead 09 
Rural – village under chief/headman  (10) 
Other (specify) 11 
 
3. Sex [CODE BY OBSERVATION] 
Male  1 
Female (2) 
 
4. Race [CODE BY OBSERVATION] 
African 1 
Coloured (2) 
Indian  3 
White  4 
Other (specify) 5 
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QUESTIONNAIRE 6 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng 3 
KwaZulu-Natal (4) 
Mpumalanga 5 
Northern Cape 6 
Northern Province 7 
North West Province  8 
Western Cape 9 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal 01  
Metropolitan – backyard 02  
Metropolitan – hostel 03  
Metropolitan – domestic workers quarters 04  
Metropolitan – informal/squatter 05  
Small urban – formal  06  
Small urban – informal/squatter 07  
Rural – farmworker 08  
Rural – farm homestead 09  
Rural – village under chief/headman  10  
Other (specify) (11) Staying with uncle 
 
3. Sex [CODE BY OBSERVATION] 
Male  1 
Female (2) 
 
4. Race [CODE BY OBSERVATION] 
African 1 
Coloured 2 
Indian  (3) 
White  4 
Other (specify) 5 
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QUESTIONNAIRE 7 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng (3) 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape 6 
Northern Province 7 
North West Province  8 
Western Cape 9 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal 01 
Metropolitan – backyard 02 
Metropolitan – hostel 03 
Metropolitan – domestic workers quarters 04 
Metropolitan – informal/squatter (05) 
Small urban – formal  06 
Small urban – informal/squatter 07 
Rural – farmworker 08 
Rural – farm homestead 09 
Rural – village under chief/headman  10 
Other (specify) 11 
 
3. Sex [CODE BY OBSERVATION] 
Male  (1) 
Female 2 
 
4. Race [CODE BY OBSERVATION] 
African 1  
Coloured 2  
Indian  3  
White  4  
Other (specify) (5) Chinese 
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QUESTIONNAIRE 8 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng 3 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape 6 
Northern Province 7 
North West Province  8 
Western Cape (9) 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal (01) 
Metropolitan – backyard 02 
Metropolitan – hostel 03 
Metropolitan – domestic workers quarters 04 
Metropolitan – informal/squatter 05 
Small urban – formal  06 
Small urban – informal/squatter 07 
Rural – farmworker 08 
Rural – farm homestead 09 
Rural – village under chief/headman  10 
Other (specify) 11 
 
3. Sex [CODE BY OBSERVATION] 
Male  (1) 
Female 2 
 
4. Race [CODE BY OBSERVATION] 
African (1)  
Coloured 2  
Indian  3  
White  4  
Other (specify) 5  
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QUESTIONNAIRE 9 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng 3 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape 6 
Northern Province (7) 
North West Province  8 
Western Cape 9 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal 01 
Metropolitan – backyard 02 
Metropolitan – hostel 03 
Metropolitan – domestic workers quarters 04 
Metropolitan – informal/squatter (05) 
Small urban – formal  06 
Small urban – informal/squatter 07 
Rural – farmworker 08 
Rural – farm homestead 09 
Rural – village under chief/headman  10 
Other (specify) 11 
 
3. Sex [CODE BY OBSERVATION] 
Male  1 
Female (2) 
 
4. Race [CODE BY OBSERVATION] 
African 1  
Coloured 2  
Indian  3  
White  (4)  
Other (specify) 5  
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QUESTIONNAIRE 10 
 
1. Province [CODE BY OBSERVATION] 
Eastern Cape 1 
Free State 2 
Gauteng (3) 
KwaZulu-Natal 4 
Mpumalanga 5 
Northern Cape 6 
Northern Province 7 
North West Province  8 
Western Cape 9 
 
2. Area and type of dwelling [CODE BY OBSERVATION] 
Metropolitan – formal 01 
Metropolitan – backyard (02) 
Metropolitan – hostel 03 
Metropolitan – domestic workers quarters 04 
Metropolitan – informal/squatter 05 
Small urban – formal  06 
Small urban – informal/squatter 07 
Rural – farmworker 08 
Rural – farm homestead 09 
Rural – village under chief/headman  10 
Other (specify) 11 
 
3. Sex [CODE BY OBSERVATION] 
Male  1 
Female (2) 
 
4. Race [CODE BY OBSERVATION] 
African (1)  
Coloured 2  
Indian  3  
White  4  
Other (specify) 5  
 
