Using Panel Study of Income Dynamics data for 1969 through 2004, we examine movements in men's earnings volatility. Like many previous studies, we find that earnings volatility is substantially countercyclical. As for secular trends, we find that men's earnings volatility increased during the 1970s, but did not show a clear trend afterwards until a new upward trend appeared in the last few years. These patterns are broadly consistent with the findings of recent studies based on other data sets.
In contrast, Moffitt and Gottschalk's (2002 ) analysis of 1969 -1996 reported (p. C70) that the transitory variance of men's log earnings "rose dramatically in the 1980s, leveled off in the late 1980s, and fell after 1991."
2 And Hacker's (2006) analysis of 1974-2002 PSID data on family income, rather than men's earnings, also reported a volatility increase in the 1980s, but found an even larger increase in the early 1990s, followed by a decline later in the 1990s and another increase in the early 2000s.
These new PSID analyses appear to be at odds both with each other and with the other recent studies based on other data sets.
The question is which results are accurate and which are not. If the answer were to be found partly in differences among data sets, then we would need to ascertain which data are more reliable. That would be difficult because each data set has strengths and weaknesses relative to the others. Compared to the PSID, the data from the CPS and Social Security feature much larger sample sizes, and the administrative data from Social Security avoid the problem of survey response error. But the longitudinally matched CPS data also have the relative disadvantage of systematically excluding individuals who changed residences, which must make the sample at least somewhat unrepresentative with respect to earnings changes. And the Social Security data include only those earnings reported by employers on W-2 forms.
On the other hand, if a reanalysis of the PSID data were to find that the trends revealed in the PSID actually are qualitatively similar to those reported for the CPS and the Social Security data, then we could be more confident in the common patterns observed in all three data sets. That is just what our study does find.
Our results are previewed in figure 1, which shows the standard deviation of ageadjusted year-to-year changes in log earnings for men in the PSID. The data, which are described in detail below in section III, are from interviews in 1970 through 2005 and pertain to annual wage and salary income in the preceding calendar years. Because the PSID has conducted interviews only in odd years since 1997, we look at two-year changes in log earnings : 1969-1971 (based on the 1970 and 1972 interviews), 1970-1972 (based on the 1971 and 1973 interviews), 1971-1973, …, 1994-1996, 1996-1998, 1998-2000, 2000-2002, and 2002-2004 . The time axis in the figure labels observations by the second year in the two-year difference; e.g., the observation for 1969-1971 is labeled as 1971. The figure also marks the timing and severity of recessions by plotting the annual civilian unemployment rate.
One striking pattern in the figure, familiar from many previous studies, is that the dispersion in log earnings changes is greater during recessions, 3 especially the severe recession in the early 1980s. As for secular trends, the figure is fairly consistent with the trends previously described by Haider, Cameron and Cameron and Tracy (1998) , Baker and Solon (2003), and Congressional Budget Office (2007) . 4 At the same time we began reanalyzing the PSID data, so did Dynan, Elmendorf, and Sichel (2007) . Their thorough study also plots measures of dispersion for two-year earnings changes, but differs from ours in many details, including the following. First, they focus largely on earnings of all household heads (pooling men and women). Second, they use a more comprehensive PSID earnings measure, "total labor income." The difficulty with this measure, which we discuss below in section III, is that it is not measured consistently over time. Third, they measure relative earnings change by taking the ratio of the two-year change in earnings to an average of lagged earnings. Through most of their sample period, that average is taken over the three years t-2, t-3, and t-4. But, in the later years when the survey occurred only every other year, the average is taken over only the two years t-2 and t-4. It is possible that this change induces a spurious rise in measured volatility in the later years. Fourth, they do not adjust their earnings growth variable for age or experience. Consequently, their measured dispersion in earnings growth could reflect changes in the age dispersion of the population in addition to changes in earnings volatility. and therefore would tend to exaggerate the contribution of the change in the transitory variance to rising earnings inequality.
Instead of using the M-G estimator, our empirical analysis in section III will focus on measures of the dispersion in year-to-year earnings changes. Variants of this simple and intuitive approach already have been applied in several other studies. 6 In the remainder of this section, we use the model in equation (1) and an important generalization to analyze the strengths and weaknesses of this approach.
Consider, for example, the variance of the age-adjusted change in log earnings between years and (the square of the standard deviation measure introduced above in section I). It follows from the model in equation (1) that this variance is
Thus, this dispersion measure tends to be higher when the transitory variance is higher in years t and . The bad news is that, like the M-G estimator, this measure also is affected by changes in . The good news is that, if 's closer together in time tend to be more similar, this measure is less distorted than the M-G measure in equation (3) 
In this scenario, the secular trend in the permanent variance gets differenced out, and the change in the variance of the log earnings change correctly identifies a trend in transitory variances.
7
We can gain further insight into the behavior of this measure by generalizing the earnings dynamics model in equation (1) The key lesson is that an earnings volatility measure based on dispersion in yearto-year earnings change reflects permanent shocks in addition to transitory ones. Thus, in 7 The result in equation (7) becomes more complicated if we allow the transitory component to be serially correlated, but the result remains qualitatively similar. To take a simple example, suppose that the secondorder autocorrelation is stable and denoted by ρ and that . Then the right side of equation (7) becomes , which still correctly signifies a rise in earnings volatility.
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contrast to studies like Moffitt and Gottschalk (2002) and Hacker (2006) that attempt to identify the transitory variance, our study and others using similar methods include permanent shocks in the measurement of earnings volatility. We think that is a pretty good thing. Interest in earnings volatility trends stems in large part from a concern about whether earnings risk has increased. Because permanent shocks, such as those experienced by displaced workers, are even more consequential than transitory ones, it makes good sense to include them in the measurement of earnings volatility.
Having said that, however, we should be very clear that measures like the standard deviation of change in log earnings muddle together permanent shocks and transitory shocks without making any distinction between them. Furthermore, as discussed by Blundell, Pistaferri, and Preston (forthcoming) and Cunha, Heckman, and Navarro (2005) , even if one could separate permanent and transitory variation, identifying the associated risk still would require further information on whether the shocks were or were not anticipated and whether the affected individuals were or were not insured against the shocks. These important questions constitute a crucial (and daunting) agenda for future research. Blundell, Pistaferri, and Preston (forthcoming), for example, begin to tackle these issues by using consumption data along with income data. 10 We do not use the Survey of Economic Opportunity component (the so-called "poverty sample") mainly because of the serious irregularities in that sample's selection. The problems recounted in Brown (1996) are too numerous to repeat here in their entirety. The problem we find most disturbing is that, for reasons that remain unknown to this day, the computer consulting firm in Washington, DC that 1998, 2000, 2002, and 2004 . Accordingly, our analyses of earnings changes will pertain to two-year differences for 1969-1971, 1970-1972, 1971-1973, …, 1994-1996, 1996-1998, 1998-2000, 2000-2002, and 2002-2004 .
We restrict our sample of earnings observations to calendar years when the male head of household is between the ages of 25 and 59. For a two-year change to be included in our analysis, the worker must be within that age range in both years. At the outset of each analysis in section III.B, we will provide information on the available sample sizes. Each of those analyses of earnings changes begins with a regression adjustment for mean effects of year (such as inflation in nominal wages), life-cycle stage, and cohort. In particular, we apply least squares (separately for each year) to a regression of the earnings change variable on age and age squared, 12 and then use the residual as the object of the subsequent analysis of dispersion in earnings changes.
B. Analyses of PSID Earnings Changes
We begin by describing in detail the analysis previewed in our introductory section. That analysis looks at the trend in the standard deviation of change in log earnings. For this particular analysis, in addition to the sample restrictions listed above, he quotes from the Survey Research Center's 1984 PSID User Guide also refers to "substantial" variation across geographic areas. That passage concludes, "By the time we realized that not all the addresses of the 'signers' had been forwarded, the Census personnel knowledgeable about the process had moved on to designing the 1970 Census, and OEO personnel were not able to provide us any information. Our repeated efforts to secure more information about the lost cases were not successful."
we exclude observations of zero earnings. We also exclude the top and bottom 1 percent of positive observations in each year. Besides the usual reasons for excluding outliers, dropping the top 1 percent eliminates all the top-coded observations and thereby sidesteps the question of whether and how to adjust them. We recognize, however, that excluding zeros and other extreme observations in a study of earnings volatility is not entirely a good thing. Accordingly, in an alternative analysis described later in this section, we take a different approach to the extreme observations.
In combination, all the sample restrictions applied in the present analysis leave us with a total of 43,346 observations over our 30 years of data on two-year differences.
The average sample size per year is thus 1,445. The smallest sample size is 1,005 for [1969] [1970] [1971] , and the largest is 2,016 for 2000-2002.
Our preliminary regression of change in log earnings on a quadratic in age each year 13 causes our residualized measure of change in log earnings to have zero sample mean in every year. Accordingly, we estimate the variance of each year's change in log earnings with that year's sample mean squared residual. The estimated standard deviation plotted in figure 1 is the square root of the estimated variance.
As already discussed in our introductory section, figure 1 1990-1992 through 1993-1995, i .e., the observations that come at least partly from the 1993 and 1994 PSID interviews. Kim et al. (2000) explain that the data from those interviews should be viewed cautiously because the continuity of the PSID data in those years was disrupted by a major overhaul of the survey that included, among other things, a switch to computer-assisted telephone interviewing, a shift from human to automated editing of the data, and changes in the structure of the income questions. Finally, like the Congressional Budget Office results for men's ageadjusted earnings, our results suggest that men's earnings volatility started to increase by 2000.
In figure 2 , we check the sensitivity of our results to several variations in the analysis. First, although the wage-and-salary-income variable we use is defined almost consistently over time, there is an exception. Starting in the 1993 survey year (which inquired about 1992 income), a new earnings category called "income from extra jobs" was separated out, and it is possible that some of this income might previously have been included in the PSID's measure of wage and salary income. In figure 2 , the purple line connecting the dashed data points shows what happens to our earnings volatility series from figure 1 (shown in figure 2 as blue diamonds) when we add income from extra jobs in with wage and salary income. Up through the data for 1991, of course, the two series are identical. Even afterwards, the differences are trivial, so this comparability issue appears to be of no consequence.
Second, several previous studies (e.g., Baker and Solon, 2003) have documented greater year-to-year earnings variation for workers in their twenties and as they approach retirement age. If the representation of those age groups in the population changed over time, this could produce the appearance of a trend in earnings volatility even if the lifecycle profile of earnings volatility did not shift at all. We therefore check what happens if we restrict our sample's age range to 30-54 instead of 25-59. As expected, the resulting yellow line connecting the triangular data points in figure 2 is lower, but it displays a time pattern quite similar to that for the larger sample.
Third, as already discussed in footnote 4, one difference between our main analysis and the earnings analysis by Dynan, Elmendorf, and Sichel (2007) is that they use a more comprehensive earnings measure, "total labor income," which includes bonuses, overtime, tips, commissions, and various types of self-employment income in addition to wage and salary income. The difficulty is that the PSID's treatment of business and farm income in total labor income has varied over the years, and it is not possible to construct a consistent series over time. One approach we have tried is to use total labor income excluding business and farm income. The resulting series is shown in figure 2 as the black line connecting the rectangular data points. This series starts with the 1975-1977 observation because, prior to 1975, business and farm income were measured in bracketed form. We also have followed Dynan, Elmendorf, and Sichel's approach of using the PSID's total labor income variable up through 1992, adding in the "labor part of business income" after 1992 (when the PSID stopped counting it in "total labor income"), and excluding all observations with positive farm income.
(Unfortunately, this approach remains inconsistent over time because, starting with the 1993 survey's measurement of 1992 income, the PSID changed the way it calculates the labor part of business income.) The resulting series is shown in figure 2 as the green line connecting the circular data points. The volatility measures for these more comprehensive earnings variables track quite similarly to our series for wage and salary income until the early 1990s, when they start diverging upwards, especially the series that includes business income. This helps account for why Dynan, Elmendorf, and Sichel find an upward trend in earnings volatility earlier in the 1990s than we do. The trouble is that it is unclear how to interpret the disparity. On one hand, the pattern with the more comprehensive earnings variables may signify that earnings components besides wage and salary income really did contribute to rising earnings volatility throughout most of the 1990s. On the other hand, the divergence coincides with the timing of the major overhaul of the PSID's data collection and editing procedures, and might be merely an artifact of the changes in survey procedures. In any case, all the alternative series show rising volatility in the early 2000s, long after the changes in the survey had occurred.
One limitation of all our analyses so far is that the standard deviation is just one arbitrary measure of dispersion in earnings changes. A second limitation is the exclusion of zeros and other extreme earnings observations. One way of addressing the first limitation is to present a more complete picture of changes in the distribution of log earnings changes by plotting various quantiles of the distribution. Returning to the wageand-salary-income variable used in figure 1, figure 3 displays the 10 th , 25 th , 50 th , 75 th , and 90 th sample percentiles of the log earnings changes for each year. The 50 th percentiles are always close to zero because the preliminary regression adjustments force the sample means to be zero. In figure 3 , the cyclical increases in the dispersion of earnings changes in the severe recessions of the mid 1970s and early 1980s are manifested mainly as a lowering of the relative position of the 10 th percentile. In contrast, the secular increases in the spread of the distribution during the 1970s and after 1998 are more symmetric.
Bringing the zeros into the analysis requires us to stop using logarithms and to measure relative dispersion in earnings changes in another way. We begin by taking twoyear differences in the level (not log) of real earnings. We use the CPI-U-RS to put earnings into real terms. Again we account for mean effects of year, age, and cohort by estimating a separate regression in each year of the change in real earnings on a quadratic in age, and then we proceed to study the residualized version of the earnings change. We rescale the residualized real earnings change between years 2 − t and into relative terms by dividing it by the simple average of the sample means of real earnings in the two years. Initially using the same sample as before, figure 4 plots the quantiles of this alternative measure of earnings change. A comparison to figure 3 shows that, holding the sample constant, the two alternative measures show qualitatively similar time patterns. : 1969-1971 through 1979-1981, 1979-1981 through 1990-1992, and 1990-1992 through These questions are important topics for continuing research. observation because, after that, the PSID interviews occur every other year. 
