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Федеральным законом «Об электроэнергетике»
установлен переход к конкурентному оптовому рынку
электроэнергии в России в 2008 г. Тема моделирования
потерь мощности и электроэнергии имеет большую
актуальность для электроэнергетических рынков.
Цикл управления энергетическим предприятием
состоит из различных этапов, чаще всего этот процесс
включает в себя: прогнозирование, планирование, те
кущее управление, учет, контроль, анализ и нормиро
вание. В статье исследуются этапы – прогнозирова
ния, планирования, учета одного из показателей эф
фективности функционирования энергетического
предприятия – потерь мощности и электроэнергии в
электрических сетях. Ставится задача учета технико
экономических показателей деятельности предприя
тия в целом. Прогнозирование требует определение
объекта, целей функционирования и разработки ма
тематических моделей и методов с их учетом. Объек
том в статье выступают электрические сети сетевого
предприятия оптового рынка электроэнергии – маги
стральные электрические сети Центра. В связи с этим
возникает вопрос достоверности и точности прогно
за, от которого зависит достоверность планирования.
В работе предлагается математическая модель и метод
прогнозирования потерь мощности и электроэнергии
для энергетического предприятия, основанный на ба
зе современных алгоритмов искусственного интел
лекта – нейротехнологиях.
Следует отметить, что, несмотря на многообра
зие методов прогнозирования технических потерь,
в настоящее время существует ряд моментов, зна
чительно затрудняющих решение этой задачи, на
пример, недостаточная наблюдаемость электриче
ских сетей [1], возникающая вследствие низкой
обеспеченности электрических сетей средствами
измерений и учета электроэнергии.
Как показывают исследования [2, 3], примене
ние «интеллектуальных» методов и подходов по
зволяют, эффективно «выйти» из «замкнутого кру
га новых рыночных требований», получив значи
тельно лучшие решения, по сравнению с тради
ционными методиками.
Модели искусственных нейронных сетей
(ИНС) обладают рядом достоинств, которые по
зволяют их широко использовать в задачах анализа
и прогнозирования, а именно [2–4]:
• отсутствие необходимости построения матема
тической модели анализируемого процесса;
• способность восстанавливать нелинейные
функциональные зависимости между изучае
мыми параметрами (характеристиками);
• эффективная работа в условиях неполноты ис
ходной информации;
• возможность использования малых обучающих
выборок;
• быстрый отклик обученной ИНС на поступле
ние текущей информации;
• обеспечение практически полного режимного
диапазона работы электрической сети;
• учет неограниченного количества влияющих
факторов;
• нет необходимости эквивалентирования;
• высокая степень адекватности режимов сети;
• адаптивность модели обеспечивается путем
самообучения.
Применение нейротехнологиий для построения
математической модели прогнозирования потерь
мощности предполагает определение объекта мо
делирования, задач и целей его функционирова
ния. Затем определяются свойства объекта, кото
рые позволяют сформировать факторы для матема
тической модели (рис. 1). Моделирование осу
ществляется на базе (ИНС).
Моделирование ИНС чаще осуществляется с
помощью программнейроимитаторов, которые
работают на персональных компьютерах. Такое мо
делирование предполагает последовательное вы
полнение следующих этапов [2]:
1. Формулирование задачи в нейросетевом базисе;
2. Формирование выборки обучения;
3. Выбор архитектуры ИНС (идентификация
структуры модели);
4. Обучение ИНС (оценивание параметров модели);
5. Тестирование ИНС в целях установления аде
кватности модели.
Практическое применение ИНС реализовано
на построении модели прогнозирования потерь
мощности в межсистемных электрических сетях
(МЭС) Центра.
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Основными предметами деятельности МЭС
Центра являются: оказание услуг по передаче и ра
спределению электрической энергии; оказание ус
луг по присоединению к электрическим сетям; ока
зание услуг по сбору, передаче и обработке техноло
гической информации, включая данные измерений
и учета. В зону ответственности МЭС Центра вхо
дят территории двадцати субъектов Российский
Федерации общей площадью 947 тыс. км2 с населе
нием более 44 млн чел. Объем передачи электро
энергии за 2007 г. составил более 116 млрд. кВт·ч.
Общая протяженность линий электропередачи
МЭС Центра составляет 29377,690 км, в частности
воздушные линии (ВЛ) 750 кВ – 2270,5 км; ВЛ
500 кВ – 8519,6 км; ВЛ 330 кВ – 1767,6 км. В эк
сплуатации МЭС Центра находятся 210 подстанций
(ПС), напряжением 35 – 750 кВ: ПС 750 кВ – 6; ПС
550 кВ – 27; ПС 330 кВ – 14; ПС 220 кВ – 153; ПС
110 кВ – 9; ПС 35 кВ – 1 [5].
Метод, рассматриваемые в статье, использует
вероятностную информацию, что позволяет оце
нить случайный характер изменения нагрузки.
Этот факт обосновывается применением этих дан
ных в исследовательских целях. Для каждого изме
нения мощности в узлах рассчитываются нагрузоч
ные потери и потери в трансформаторах с помо
щью программы расчета установившегося режима.
Изменение нагрузки подчиняется нормальному за
кону распределения.
В работе построение и обучение ИНС реализо
вано в программенейроимитаторе Statistica Neural
Networks.
На первоначальном этапе вектор независимых
переменных включает всевозможные факторы, на
последующем этапе это количество сокращается
вследствие применения алгоритмов понижения раз
мерности [6]. Рассматриваемые математические мо
дели характеризуют связи нагрузочных потерь с по
требляемыми активной и реактивной мощностями
по предприятию в целом и средними напряжениями
сети; потерь в трансформаторах с аналогичными
факторами. Задачи решены для МЭС Центра в целом
и для каждого напряжения в отдельности (750, 500,
330 кВ). Входными данными являются: потребляе
мые активная и реактивная мощности, среднее на
пряжение по МЭС в целом. Выходные переменные –
нагрузочные потери и потери в трансформаторах.
Применение генетического алгоритма и алго
ритмов пошагового включения и исключения
входных переменных (алгоритмы понижения раз
мерности, реализованные в Statistica Neural
Networks) дали следующие результаты (рис. 2):
• значимость входных переменных следует разме
стить в следующей последовательности: сред
нее напряжение 500 кВ, суммарная активная
мощность, суммарная реактивная мощность,
средние напряжения 750, 330 и 220 кВ;
• необходимо также отметить, что все перемен
ные значимы.
Вывод о репрезентативности обучающей вы
борки устанавливается путем расчета следующих
характеристик: полнота, равномерность, противо
речивость и повторяемость обучающей выборки.
Тестовая выборка используется для проверки аде
кватности построенной модели, поэтому сразу сле
дует отвергнуть гипотезу о том, что объема тесто
вой выборки недостаточно для ее представительно
сти. Для проверки гипотез о достаточности объема
обучающей выборки и размера ИНС применяется
теория «кривых обучения» [3, 7].
Объем выборки составил 5000 наблюдений, из
них 3000 – обучающая выборка, 2000 – контроль
ная и тестовая. Применение теории «кривых обуче
ния» показало, что в данном случае не имеет смы
сла уменьшать или увеличивать выборку.
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Рис. 1. Структура формирования факторов модели, построенной на базе искусственных нейронных сетей
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Рассмотрены следующие архитектуры ИНС –
многослойный персептрон и радиальная базисная
функция. И с помощью теории «кривых обучения»
определено оптимальное количество скрытых ней
ронов в скрытом слое. Кривые обучения и обобще
ния (прогноза) выходят на один асимптотический
уровень при размере скрытого слоя в 10 и 12 скры
тых нейронов для многослойного персептрона и
≈50 скрытых нейронов для радиальной базисной
функции. Результаты исследований приведены в
таблице 1, в которой верхние значения соответ
ствуют многослойному персептрону, нижние – ра
диальной базисной функции.
Эффективность алгоритмов обучения проверя
ется на тестах [8], различные алгоритмы сравнива
ются по значениям ошибки обучения и обобщения
(прогноза), количеству циклов обучения необходи
мого для достижения фиксированного уровня по
грешности (табл. 2). В статье рассмотрены алгорит
мы обучения, которые реализованы в программе
нейроимитаторе Statistica Neural Network.
Исследования показали, что оптимальным ал
горитмом обучения является квазиньютоновский
алгоритм. Также эффективными являются алго
ритмы: сопряженных градиентов и Левенберга
Марквардта. Нерезультативными явились алгорит
мы обратного и быстрого распространения.
В результате проведенных исследований были
получены следующие результаты (рис. 3–4):
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Рис. 2. Значимость входных переменных
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Таблица 1. Оптимальные структуры многослойных персептронов и радиальных базисных функций и погрешности прогнозиро
вания и обучения
Наименование задачи
Скрытые нейро
ны
Ошибка обучения, % Ошибка прогноза, %
Среднее Отклонение Среднее Отклонение
Нагрузочные потери в схеме
10
≈50
1,5E04
5,1E10
1,7
1,9
0,1
0,1
2,0
2,0
Потери в трансформаторах
12
≈50
3,1E04
1,9E09
0,6
2,0
0,1
0,1
1,0
2,1
Нагрузочные потери в сети 750 кВ
12
≈50
4,0E08
6,1E12
1,0
2,0
0,8
0,2
2,3
2,1
Нагрузочные потери в сети 500 кВ
10
≈50
1,3E04
5,1E14
1,4
2,1
0,1
0,1
2,1
1,8
Нагрузочные потери в сети 330 кВ
12
≈50
5,6E06
6,1E12
1,4
2,0
0,03
0,2
2,0
2,1
• погрешность моделей составила: средняя –
1,0E05...2,6E04 %; среднеквадратическая –
1,0...1,6 %.
• погрешность прогноза находится в пределах:
средняя – 0,1...0,5 %; среднеквадратическая –
1,9...2,0 %.
В статье предлагается метод моделирования, ос
нованный на базе нейротехнологий. Данный метод
обладает следующими преимуществами:
1. отсутствие необходимости построения мате
матической модели анализируемого процес
са;
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Таблица 2. Результаты обучения ИНС
А
лг
ор
ит
м
об
уч
ен
ия
Ошибки обучения и прогноза %
Н
аг
ру
зо
ч
ны
е 
по
те

ри
 в
 с
хе
м
е
П
от
ер
и 
в
тр
ан
сф
ор

м
ат
ор
ах
Н
аг
ру
зо
ч
ны
е 
по
те

ри
 в
 с
ет
и
75
0 
кВ
Н
аг
ру
зо
ч
ны
е 
по
те

ри
 в
 с
ет
и
50
0 
кВ
Н
аг
ру
зо
ч
ны
е 
по
те

ри
 в
 с
ет
и
33
0 
кВ
О
бр
ат
но
е 
ра
с
пр
ос
тр
ан
ен
ие Ошибка обучения
Средняя 5,3E03 1,7E02 3,17E04 1,4E03 7,2E03
Среднеквадратическая 2,7 2,3 1,1 1,4 1,5
Ошибка прогноза
Средняя 0,4 4,0 0,8 5,7 12,3
Среднеквадратическая 24,7 2,6 1,7 2,2 2,3
Количество итераций – – – – –
Со
пр
яж
ен
ны
х
гр
ад
ие
нт
ов Ошибка обучения
Средняя 2,8E04 5,7E04 2,7E06 4,0E06 5,6E05
Среднеквадратическая 2,4 1,8 0,8 1,3 1,3
Ошибка прогноза
Средняя 0,2 0,3 0,4 1,3 0,3
Среднеквадратическая 2,9 1,9 0,6 2,0 1,8
Количество итераций 20 20 5 10 760
Кв
аз
и
нь
ю
то

но
вс
ки
й Ошибка обучения
Средняя 1,0E04 2,6E04 3,0E05 1,0E04 1,0E05
Среднеквадратическая 1,1 1,6 1,0 1,2 1,2
Ошибка прогноза
Средняя 0,1 0,1 0,5 0,1 0,1
Среднеквадратическая 1,9 1,9 2,0 1,9 1,9
Количество итераций 28 18 25 500 15
Л
ев
ен
бе
рг
а
М
ар
кв
ар
дт
а Ошибка обучения
Средняя 2,2E04 2,1E04 1,1E06 8,0E07 9,4E07
Среднеквадратическая 0,8 1,7 0,6 1,3 1,2
Ошибка прогноза
Средняя 0,1 0,3 0,3 1,2 0,2
Среднеквадратическая 4,6 1,8 0,6 2,0 1,7
Количество итераций 137 50 26 50 10
Бы
ст
ро
е 
ра
с
пр
ос
тр
ан
ен
ие Ошибка обучения
Средняя 1,1E03 4,7E05 5,8E05 5,6E06 1,8E05
Среднеквадратическая 2,2 2,0 1,1 1,3 1,4
Ошибка прогноза
Средняя 0,3 0,6 0,3 1,2 0,2
Среднеквадратическая 22,3 2,7 1,9 2,0 2,1
Количество итераций 700 24 750 25 480
Рис. 3. Значения средних погрешностей ошибок обучения и прогноза
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2. эффективная работа в условиях неполноты ис
ходной информации;
3. учет неограниченного количества влияющих
факторов.
В статье рассматривается задача прогнозирова
ния потерь мощности в электрических сетях сетево
го предприятия. При построении модели прогнози
рования на основе ИНС необходимо учесть, что:
• При выборе оптимального входного вектора на
первоначальном этапе необходимо включить
всевозможные факторы, в дальнейшем необхо
димо применить методы понижения размерно
сти и отбора данных.
• Для нахождения оптимальной выборки ИНС и
определения числа скрытых нейронов необходи
мо применять «теорию кривых». Проведенные
исследования показали, что достаточным явля
ется использование 10–12 скрытых нейронов в
случае многослойного персептрона и 50 в случае
применения радиальной базисной функции.
• Оптимальным алгоритмом обучения для рас
смотренных моделей является квазиньютонов
ский алгоритм. Также эффективными явились
алгоритмы: сопряженных градиентов и Левен
бергаМарквардта.
Модель прогнозирования потерь мощности для
электрических сетей сетевого предприятия на ос
нове ИНС имеет следующие погрешности: средняя
погрешность модели – 1,0E04 %; среднеквадрати
ческая погрешность модели – 1,5 %; средняя по
грешность прогноза – 0,5 %; среднеквадратическая
погрешность прогноза – 2,0 %.
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Рис. 4. Значения среднеквадратических погрешностей ошибок обучения и прогноза
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