Virtually all light-sensitive organisms have developed an intrinsic time-keeping mechanism referred to as the circadian clock. In mammals, almost all aspects of physiology and behavior are under the control of the circadian system and therefore display daily oscillations. Circadian clocks have been identified in a variety of tissues and appear to be organized in a hierarchical manner. On top of this hierarchy are the densely packed neurons of the suprachiasmatic nucleus. The SCN master clock receives direct photic input via the retino-hypothalamic tract and is reset by light every day, to stay tuned to geophysical time. On the molecular level, the central oscillator is believed to rely on 2 interlocked positive and negative transcription feedback loops that drive recurrent oscillations in mRNA and protein levels of core clock genes (Reppert and Weaver, 2002; Sato et al., 2006) . The positive limb of this system is composed of transcription factors that activate the expression of the members of the negative limb, which in turn act as Abstract In mammals, the circadian timing system is composed of multiple oscillators that are organized in a hierarchical manner. The central pacemaker, located in the suprachiasmatic nucleus of the hypothalamus, is believed to orchestrate countless subsidiary clocks in the periphery. These peripheral oscillators are cell-autonomous, self-sustained, resilient to cell division, and virtually insensitive to large fluctuations in general transcription rates. However, they are probably not coupled within an organ, and daily zeitgeber signals emanating from the SCN appear to be required to ensure phase coherence within and between tissues. Peripheral clocks are implicated in a variety of biochemical pathways, and recent results tightly link circadian rhythms to several aspects of metabolism. Thus, the expression of many key enzymes conducting rate-limiting steps in various metabolic pathways is regulated in a circadian fashion by core clock components or clock-controlled transcription factors. Genetic loss-of-function studies have now established a role for mammalian circadian clock components in energy homeostasis and xenobiotic detoxification, and the latter manifests itself in the daytime-dependent modulation of drug efficacy and toxicity.
transcriptional repressors. Upon reaching a critical nuclear concentration, these factors auto-repress the expression of their own genes. As soon as their concentration decreases below a level required for efficient autorepression, a new transcriptional cycle can ensue. Especially the members of the negative limb are subject to extensive posttranslational modifications that appear to control their stability, nuclear localization, and activity.
After the identification of the 1st core clock components of the mammalian circadian system, it was soon discovered that genes encoding such factors are expressed rhythmically not only in the SCN but also in most if not all body cells. Unexpectedly, even immortalized cells kept in tissue culture for more than 35 years were shown to harbor functional molecular clocks (Balsalobre et al., 1998) . In intact organisms, these peripheral clocks are believed to be synchronized by the master pacemaker residing in the SCN, and they are therefore often referred to as slave oscillators. Besides direct signals from the SCN, other environmental zeitgeber cues such as feeding time and body temperature rhythms appear to play a role in the resetting of peripheral timekeepers. In this review, we will focus on the general properties of peripheral oscillators with regard to phase entrainment and output mechanisms.
PROPERTIES OF PERIPHERAL OSCILLATORS
The finding that even immortalized rat fibroblasts display circadian gene expression after a short exposure to high serum concentrations (Balsalobre et al., 1998) came as a surprise even to those working on circadian oscillators in unicellular organisms. In the meantime, it is well established that most mammalian tissues and organs possess circadian clocks with a molecular makeup similar to that operative in SCN neurons (Yagita et al., 2001) . However, the rapid loss of amplitude of these peripheral oscillators initially led to the hypothesis that they are dampened rather than self-sustained. This view has been challenged during the past few years by an increasing body of evidence. Circadian PER2-luciferase expression in explants from a variety of tissue of Per2-luciferase knock-in transgenic mice was shown to persist for up to 3 weeks in culture . In addition, 2 studies reporting on the recording of circadian gene expression in individual mouse and rat fibroblasts revealed that these cells contain highly robust self-sustained oscillators (Nagoshi et al., 2004; Welsh et al., 2004) . Rhythmic expression of a yellow fluorescent protein reporter gene was even passed through mitosis from mother cells to daughter cells, indicating that peripheral oscillators are robust enough to function during cell division (Nagoshi et al., 2004) . Single cell recordings of circadian gene expression, such as the ones presented in Figure 1 , clearly demonstrated that most if not all individual cells within a monolayer population harbor self-sustained oscillators and that these cellular oscillators can transiently be synchronized by serum and a variety of substances activating known signaling pathways.
Peripheral tissues of Per2-luciferase knock-in transgenic mice still display circadian gene expression in explant cultures, even when derived from SCNlesioned animals. However, the peripheral clocks from mice with SCN ablations are no longer well coordinated and display large phase differences from tissue to tissue in individual animals and among animals . Hence, daily resetting cues from the SCN master clock are necessary for phase coherence of peripheral tissue clocks in the intact animal. The observation that cells within a given organ were still synchronized in the absence of any SCN-derived resetting signals indicated that these cells might be coupled and pointed to the existence of organ-specific synchronizers. However, because a change of cell culture medium was shown to be sufficient to restart damped rhythms of a Per1-luciferase reporter gene (Yamazaki et al., 2000) , the capability of peripheral tissues from SCN-lesioned mice to oscillate in vitro in static explant culture did not necessarily imply that they were synchronized in vivo. To address this question, Bittman and colleagues sacrificed intact and SCN-lesioned Syrian hamsters at different time points during the circadian day (Guo et al., 2006) . The authors argued that if peripheral rhythms persisted after SCN ablation with phases that differ between organs of different individuals but that are identical in cells within the same organ, the haPer and haBmal mRNA accumulation cycles should remain in antiphase in tissues from SCNlesioned hamsters. Therefore, organs from different SCN-lesioned animals should reveal large differences in the haPer:haBmal ratio ( Fig. 2A) . In contrast, if cells within organs of SCN-lesioned hamsters became randomly desynchronized, one would expect that the organs from all examined animals should contain similar intermediate levels of both haPer mRNA and haBmal mRNA ( Fig. 2B ). As expected, measuring the haPer:haBmal mRNA ratios of organs from intact animals sacrificed at different zeitgeber times yielded widely different values. In contrast, highly similar ratios were obtained for the organs of SCN-lesioned animals sacrificed at the corresponding zeitgeber times. These results were not consistent with the assumption that cellular oscillators remain synchronized within a given organ after SCN ablation. Hence, Bittman and colleagues concluded that peripheral oscillators are not coupled through organ-specific, paracrine communication signals and that a functional SCN is required to ensure phase coherence between cells of a given peripheral tissue (Guo et al., 2006) . It will be important to resolve this somewhat enigmatic issue by whole body imaging systems (Yang et al., 2000) in organs of live animals.
An interesting feature of circadian clocks is that they are temperature compensated, in that their period length changes very little across the physiological temperature range. It has been shown that this also holds true for peripheral mammalian clocks. Indeed, the period length of circadian gene expression in mouse fibroblasts is almost constant over the ambient temperature range of 33 to 42 °C (Tsuchiya et al., 2003) . The molecular basis underlying temperature compensation is unclear, but it is possible that synthesis and degradation rates of core clock factors are equally affected by changes in temperature. Such a scenario could keep ratios between clock gene products and therefore the period length relatively constant across a certain range of ambient temperature. It is also conceivable that posttranslational events contribute to the temperature compensation of the circadian oscillator. The accumulation rate of mPER proteins is temperature dependent in vitro (Tsuchiya et al., 2003) , and an early excess of mPER proteins during the circadian day could be compensated by the necessity of posttranslational modifications for their repressive function. For example, because the translocation of mPER1 to the nucleus depends on phosphorylation by CKIε (Takano et al., 2004) , hypophosphorylated mPER1 would be retained in the cytoplasm and therefore not interfere with circadian gene expression until phosphorylation at the appropriate time of the circadian day occurs. On 1st sight, the purpose of temperature compensation in homeotherm animals is not immediately evident. However, some mammals can considerably lower their body temperature under certain conditions. For example, mice subjected to caloric restriction or starvation and Siberian hamsters deprived of glucose or exposed to short days for extended time periods can enter daily torpor (Dark et al., 1999; Overton and Williams, 2004) . Hibernation is the most extreme case of body temperature depression, and the core temperature of some ground squirrels remains close to freezing temperature during several months, interrupted only every 8 to 10 days by short euthermic arousal bouts (Ruby, 2003) . Although the maintenance of systemic circadian organization during hibernation is still somewhat controversial, the metabolic and electrical activities of the SCN clearly display daily oscillations under such extreme conditions. Moreover, a functional SCN is required for the gating of infradian arousal bouts and for the timely termination of hibernation (Ruby, 2003) .
Besides being temperature compensated, peripheral clocks also appear to be rather resilient against acute stress (Yamamoto et al., 2005) and, perhaps even more remarkably, against large fluctuations in general transcription rates. In fact, a 3-fold downregulation of overall transcription rates even shortens the period length of fibroblast clocks (Charna Dibner and U.S., unpublished results). This is a surprising result, considering that the mammalian clockwork circuitry is believed to rely on transcriptional feedback loops (Sato et al., 2006) and raises the possibility that posttranscriptional mechanisms have predominant functions in the rhythm-generation process. In cyanobacteria, this is clearly the case, as rhythmic phosphorylation of the KaiC protein persists in the absence of transcription and translation (Tomita et al., 2005) and can even be reconstituted in vitro, merely by incubating the 3 purified proteins KaiC, KaiA, and KaiB with adenosine triphosphate . Taken together, these observations suggest that the transcriptional/translational feedback loop model might have to be revisited (Gachon et al., 2004b; Lakin-Thomas, 2006) . Conceivably, rhythmic clock gene expression might reflect an output pathway of the basic oscillator rather than the rhythm generating principle per se.
RESETTING OF PERIPHERAL CLOCKS
Because the period length of circadian clocks is almost, but not exactly, 24 h, some adjustment mechanisms have to keep the circadian timing system synchronized with geophysical time. The photoperiod is the key environmental timing cue, and in mammals, the master clock is reset every day by light signals, which are transmitted via the retino-hypothalamic tract to SCN neurons. Downstream peripheral oscillators in turn are believed to be controlled by timing cues emanating from the SCN. Per1-deficient mouse embryonic fibroblasts with an intrinsic period of only 20 h in culture exhibit rhythmic gene expression with period length and phase corresponding to those observed in peripheral tissues of the wild-type host upon implantation into mice. This observation underscores the hierarchical dominance of the SCN over peripheral clocks (Pando et al., 2002) . The dependence of peripheral oscillators on signals from SCN cells could also be observed in vitro. In co-culture experiments, immortalized rat SCN neurons were capable of imposing rhythms of metabolic activity and Per gene expression upon NIH 3T3 fibroblasts, whereas serum-shocked fibroblasts were unable to evoke rhythmicity in untreated co-cultured fibroblasts (Allen et al., 2001) . Because cells were physically separated by a semipermeable membrane in these co-culture experiments, resetting of the clocks in downstream peripheral cells seems to rely on paracrine, diffusible signals secreted by SCN cells. However, we doubt that the 20,000 SCN neurons (e.g., in rat) can produce sufficiently high concentrations of bloodborne cytokines or peptide hormones to synchronize peripheral oscillators in remote organs (Schibler et al., 2003) . More likely, this chemical synchronization involves signal-amplification mechanisms, such as the ones discussed below.
In the intact animal, a number of humoral as well as neuronal signals from the SCN appear to be implicated in the resetting of peripheral oscillators, and different tissues might require different combinations of resetting cues. In parabiosis experiments between SCN-lesioned and intact mice, nonneuronal signals were sufficient to reinstall circadian rhythmicity in the liver and kidney, but not in the heart, spleen, or skeletal muscle of SCN-lesioned mice (Guo et al., 2005) . These results indicate that liver and kidney oscillators do not require neuronal inputs to maintain circadian rhythms and favor the existence of bloodborne synchronization cues. Because feeding time is a dominant zeitgeber for peripheral clocks (see below), it is likely that the observed circadian expression of clock genes in the liver and kidney of SCNlesioned parabionts is driven by rhythmic feeding patterns imposed by parabiotic partners with an intact SCN. Heart, spleen, and skeletal muscle seem to differ from liver and kidney in their dependence on resetting cues, perhaps implying that these organs require neuronal signals for re-initiation and maintenance of circadian gene expression. However, because only relatively stable molecules reach equilibrium between parabiotically linked animals and because the exchange of the blood supply between parabionts is slow, it cannot be excluded that heart, spleen, and skeletal muscle simply require higher concentrations of the same blood-borne factor(s).
Glucocorticoid hormones are strong candidates for blood-borne factors with clock-resetting properties.
Corticosterone/cortisone production and secretion are controlled by the SCN, and serum glucocorticoid levels display a robust diurnal rhythm. Moreover, the glucocorticoid receptor agonist dexamethasone is a very potent phase-shifting cue in both tissue culture cells and peripheral tissues of intact animals (Balsalobre et al., 2000a; Balsalobre et al., 2000b; Le Minh et al., 2001) . Until recently, the cyclic synthesis and secretion of glucocorticoid hormones were believed to be exerted exclusively through the hypothalamic-pituitary-adrenal (HPA) axis. Recent evidence, however, suggests that light can induce synthesis and secretion of glucocorticoids in a more direct fashion, through connections of the SCN with the sympathetic nervous system innervating the adrenal medulla (Ishida et al., 2005) . Light pulses delivered to mice kept for several days in constant darkness led to an immediate expression of Per1 and a variety of other immediate early genes in the cortex of the adrenal gland. Light-induced bursts of Per1 are thought to cause phase shifts in the SCN, and the glucocorticoid-induced expression of Per1 may thus also be involved in the resetting of peripheral clocks. Importantly, as light did not lead to an increase in adrenocorticotropic hormone plasma levels, it appears that the pituitary gland, and hence the HPA axis, are not involved in this pathway.
In addition to using neuronal and humoral signals, the SCN controls peripheral oscillators through a more indirect route by driving daily rest-activity cycles, and as a consequence, feeding-fasting rhythms. Indeed, feeding rhythms appear to be a dominant zeitgeber for the entrainment of peripheral oscillators, and daytime-restricted feeding of nocturnal rodents completely inverts the phase of gene expression in peripheral tissues such as the liver, pancreas, and heart (Damiola et al., 2000; Stokkan et al., 2001) . Because feeding time has little effect on the phase of the SCN, a daytime-feeding regime completely uncouples the phases of the central and peripheral clocks. Although the molecular mechanisms underlying the phase resetting of peripheral clocks by feeding/fasting cycles remain elusive, an intriguing possibility is that circadian clocks in peripheral tissues are sensing the cellular metabolic state. Biochemical protein-DNA binding studies by McKnight and his colleagues have shown that the affinity of BMAL-CLOCK or BMAL-NPAS2 (a CLOCK paralog) for E-box motifs depends on the redox state of NAD cofactors (Rutter et al., 2001) . The reduced nicotinamide adenine dinucleotide cofactors NADH and NADPH stimulate the binding of these heterodimers to DNA, whereas their oxidized counterparts NAD+ and NADP+ strongly interfere with this process. Furthermore, the lactate dehydrogenase A gene (LdhA) was identified as a BMAL-NPAS2 target gene. LDHA generates cytosolic and nuclear NAD+ from NADH by reducing pyruvate to lactate. Another sensor of NAD cofactors has emerged from the molecular dissection of a transcriptional coactivator complex, OCA-S (Zheng et al., 2003) . This coactivator complex is recruited to the promoters of histone H2B genes by the POU-homeodomain transcription factor OCT-1 in a strictly NAD+-dependent manner. The biochemical purification of the OCA-S coactivator complex revealed 7 subunits, of which 2 are nuclear forms of the glycolytic enzymes GAPDH (glyceraldehydes 3-phosphate dehydrogenase) and LDH (lactate dehydrogenase). GAPDH, when bound to NAD+, directly bridges OCA-S to OCT-1. This mechanism has been demonstrated to regulate Sphase-dependent histone H2B transcription during the cell division cycle, but it is conceivable that OCA-S also participates in the circadian regulation of gene expression. If so, it would nicely connect circadian oscillator function and/or output to fuel availability. If glucose is abundant, pyruvate, the end product of the glycolytic cycle, is reduced to lactase, which in turn is associated with the oxidation of NADH to NAD+. The increase in cytosolic and nuclear NAD+ would then promote the interaction of OCA-S with OCT-1 and stimulate transcription of OCT-1 target genes. The corepressor CtBP is another nicotinamide adenine dinucleotide-dependent transcriptional regulatory protein (Zhang et al., 2002) . CtBP forms dimers harboring a NAD-binding pocket. When this pocket is filled with NAD, CtBP dimers undergo a conformational change and bind to other effector proteins, such as the adenoviral oncoprotein E1A or the RIP140 corepressor of nuclear receptors (Kumar et al., 2002) . It is noteworthy that CtBP also interferes with the activity of p300 and CBP (Kim et al., 2005) . These widely used coactivator proteins participate in the activation of immediate early genes by CREB and are suspected to play a role in CLOCK-BMAL1mediated transcription (Etchegaray et al., 2003) . Hence, CtBP may well play a role in the phase entrainment and/or core function of mammalian oscillators. Finally, Sirtuins, mammalian protein homologs of yeast Sir2, use NAD+ as a substrate to deacetylate histones and transcription factors (e.g., p53), and this generally results in repression of target gene transcription (Marmorstein, 2004) . Conceivably, Sirtuin-mediated histone deacetylation counteracts CLOCK-mediated histone acetylation in a temporally alternate fashion (Doi et al., 2006) .
Given the possible implication of NAD cofactorsensing transcriptional regulatory proteins in clock function, it will be enticing to examine whether NAD(P)+ and/or NAD(P)H levels display daily fluctuations in mammalian cells, and if so, whether these oscillations impart on the activity of transcriptional regulators of the clockwork circuitry.
If feeding-fasting cycles are indeed the dominant zeitgebers for oscillators in liver and other peripheral organs, how are clock genes expressed in mammals with strongly ultradian rest-activity and feeding rhythms? This question has been addressed in the common vole Microtus arvalis, a hind gut cellulose fermenter that forages and feeds in ultradian bouts of approximately 2.5 h throughout the day (van der Veen et al., 2006) . Irrespective of the ultradian foraging and feeding behavior (Fig. 3A) , circadian clock gene expression was found to be highly rhythmic in the SCN of this ultradian species (Fig. 3B ). In contrast, clock gene mRNA accumulation was nearly flat in the liver of voles with ultradian behavior (Fig. 3C) . Nevertheless, subjecting voles to a circadian feeding 
. Circadian clock gene expression in an ultradian mammal. (A) Common voles (Microtus arvalis) forage in ultradian bouts. The graph displays a 24-h activity pattern of a vole (average of recordings during 5 days). (B) Clock gene expression is rhythmic in the SCN of voles, as shown by in situ hybridization of coronal brain sections to cRNA antisense probes for various clock and clockcontrolled genes. Only the ventral parts of the hypothalamus region containing the SCN are shown. (C) Temporal accumulation of transcripts encoded by clock and clock-controlled genes in the liver of voles that had unlimited access to food. These animals fed in ultradian bouts (with a period length of 2.5 h) throughout the day. mRNA accumulation was determined by Northern blot or ribonuclease protection assays. (D) Temporal accumulation of transcripts encoded by clock and clock-controlled genes in the liver of voles that had
access to food only between ZT 12 and ZT 04. This restricted feeding regimen lasted for 10 days before the animals were sacrificed. mRNA accumulation was determined as in panel C. Adapted from van der Veen, Minh, Gos, Arneric, Gerkema, and Schibler (2006), with permission.
regimen engendered robust circadian gene expression cycles in the liver (Fig. 3D ), underscoring the role of feeding rhythms as zeitgebers for peripheral clocks.
A converse experiment was also performed, in which ultradian feeding rhythms were imposed to mice. Curiously, this did not abolish circadian mRNA accumulation cycles. This suggests that in mice, other SCN-derived signals can maintain phase and amplitude of rhythmic gene expression in peripheral organs. Interestingly, these signals do not appear to be effective during long-term food deprivation (>24 h), as cyclic liver gene expression is nearly abolished in severely starved mice (Nicolas Preitner and U.S., unpublished results). Thus, "constant starvation" appears to have a much more severe effect on peripheral circadian gene expression than "constant food absorption." This begs the question of whether the postabsorptive phase of the feeding cycle plays a more dominant role in the synchronization of peripheral clocks than the absorptive phase.
In addition to a direct influence of food metabolites on peripheral clocks, circadian gene expression in peripheral tissues may also be affected by feedingdependent changes in body temperature. Indeed, circadian rhythms can be entrained by low-amplitude square wave temperature cycles and sustained by telemetrically recorded body temperature rhythms in cultured rat fibroblasts (Brown et al., 2002) . It is thus conceivable that body temperature cycles may contribute to the synchronization of peripheral clocks in concert with other more dominant timing cues, such as feeding time. The various zeitgeber cues possibly involved in the synchronization of peripheral oscillators are schematically illustrated in Figure 4 .
It has become evident that circadian clocks of cultured fibroblast can be entrained by a puzzling variety of chemical signals. In fact, these oscillators are sensitive to chemicals activating virtually every signaling pathway tested to date (Akashi and Nishida, 2000; Balsalobre et al., 1998; Balsalobre et al., 2000b; Tsuchiya et al., 2005) . Although most of these substances induce the immediate expression of Per1, other treatments, such as glucose addition or heat treatment, entrain clocks in cultured cells without Per1 induction (Tsuchiya et al., 2003) . Moreover, acute physical stress, which also elevates Per1 mRNA expression in mice via a glucocorticoid-responsive element, does not significantly alter circadian gene expression in peripheral organs of the animals subjected to this treatment. This suggests that a surge of Per1 expression is not always sufficient to elicit phase shifts in circadian gene expression (Yamamoto et al., 2005) . Several independent signaling pathways might therefore cooperate in the phase entrainment of peripheral clocks, and it will undoubtedly be a Stratmann, Schibler / PROPERTIES, ENTRAINMENT, AND PHYSIOLOGICAL FUNCTIONS 501 major challenge to dissect the complex and redundant phase-entrainment mechanisms operative in vivo.
PERIPHERAL CLOCKS AND PHYSIOLOGY
The circadian timing system influences a variety of physiological aspects in mammals. Activities such as sleep-wake cycles, body temperature, renal plasma flow, acuity of the sensory system, and cardiovascular activity are strongly governed by the circadian clock and require the SCN (Gachon et al., 2004b) . Besides these well-established connections between circadian clocks and mammalian physiology, circadian gene expression in the periphery has been demonstrated to contribute to the control of cell division under certain circumstances. For example, during liver regeneration following partial hepatectomy, the liver circadian clock gates the G2/M transition of proliferating hepatocytes (Matsuo et al., 2003) to certain time windows. After the surgical ablation of two thirds of the liver mass, the remaining liver hepatocytes that are normally arrested in G0 start to proliferate in order to reconstitute the original liver mass. The time span required for entering S-phase is determined by an hourglass timer, but the entry of G2 cells into mitosis occurs at the same circadian time irrespective of the zeitgeber time at which the partial hepatectomy was performed. The product of the Wee1 gene was identified as the prime candidate for being the circadian regulator of cell division. Wee1 mRNA as well as WEE1 protein levels follow a robust circadian expression profile, and it seems that transcription of Wee1 is directly under the control of the circadian oscillator. Phosphorylation of CDC2 by the WEE1 kinase inactivates the CDC2-cyclin B1 complex, a crucial regulator of the cell cycle. The activity of CDC2-cyclin B1 is thus strongly inhibited at daytimes when WEE1 levels are high, and as a consequence, hepatocytes are arrested in G2. Only after WEE1 levels drop below a certain threshold, the CDC25 protein phosphatase can remove the inhibitory phosphate group on CDC2, allowing G2 hepatocytes to progress into mitosis. Surprisingly, even in cultured cells, real-time monitoring of individual cells revealed that division frequency follows a highly nonrandom distribution. When cell division frequency was plotted against circadian time using a cell line expressing a circadian reporter protein, a circadian gating of mitosis to 3 time windows spaced by about 8 h could be observed (Nagoshi et al., 2004) . The purpose and importance of a circadian gating of cell division are currently unclear, and further work will be necessary to clarify the interactions between the circadian oscillator and the cell cycle.
Considerable insight into the contribution of peripheral clocks to various biochemical pathways has been gained from transcriptome-profiling studies. These studies revealed that, for example, in the liver, 5% to 10% of all mRNAs display a circadian expression pattern (Akhtar et al., 2002; Duffield et al., 2002; Panda et al., 2002; Storch et al., 2002) . By comparing transcriptome profiles of different tissues (Storch et al., 2002) , 2 general aspects of the circadian timing system became evident. First, most circadian transcripts are expressed in a tissue-specific fashion, in keeping with the idea that in different tissues, different functions are controlled by the circadian clock. Second, circadian transcripts within a given tissue can accumulate with large phase differences. Different phases of circadian gene products allow the temporal separation of biochemically incompatible processes within the same cell, and the antiphasic expression of glycogen synthase and glycogen phosphorylase in the liver nicely illustrates this point (Ishikawa and Shimazu, 1980) . The identification of circadian transcripts in the liver has unveiled that a number of genes implicated in major hepatic functions are regulated in a circadian fashion (Akhtar et al., 2002; Duffield et al., 2002; Panda et al., 2002; Storch et al., 2002) . Metabolism of nutrients, endobiotics, and xenobiotics; production of ligands and cofactors; and the synthesis of several serum proteins involved in immune defense are subject to circadian control. Obviously, the circadian accumulation of enzymes and regulators only manifests itself in cyclic physiology if the steps executed by these proteins are rate-limiting. In many cases, this seems to be the case. Well-known examples are HMG CoA reductase and CYP7A, the rate-limiting enzymes in the synthesis and utilization of cholesterol, respectively. The expression of both of these enzymes follows a robust daily fluctuation (Boll et al., 1999) .
The participation of circadian genes in pathways such as metabolism of glucose, fatty acids, and cholesterol links the circadian clock tightly to metabolism and the processing of food components. The dysregulation of these pathways by, for example, excess caloric intake can lead to a variety of metabolic abnormalities including dyslipidemia, insulin resistance, obesity, and hypertension. Because these disorders often occur simultaneously, they have been combined under the term "metabolic syndrome." Recent studies have now shown that Clock mutant mice as well as Bmal1 knockout mice display metabolic abnormalities that resemble the metabolic syndrome. For example, Clock mutant mice have altered feeding patterns, are obese, and suffer from hyperglycemia, hepatic steatosis, and hypoinsulinemia (Turek et al., 2005) . In addition, the expression levels of orexin and ghrelin mRNA that encode hypothalamic peptides involved in appetite regulation and energy balance were markedly reduced in Clock mutant mice over the whole circadian day. As just mentioned, core clock genes also appear to be implicated in glucose homeostasis. In Bmal1 knockout mice, diurnal changes in glucose and triglycerides are absent and gluconeogenesis is abolished (Rudic et al., 2004; Shimba et al., 2005) . Deletion of Bmal1 and mutation of Clock also influence the development of glucose intolerance and insulin resistance in response to a high fat diet. In accordance with these observations, it has recently been reported that BMAL1 plays an important role in the regulation of adipose differentiation and lipogenesis in mature adipocytes (Shimba et al., 2005) . BMAL1 is highly induced during adipose differentiation in vivo, and Bmal1-deficient mouse embryonic fibroblasts fail to differentiate into adipocytes, unless BMAL1 expression is rescued via adenovirus-mediated gene transfer. Taken together, these findings indicate extensive functions of circadian clock components in pathways controlling energy homeostasis in mammals. However, the question that remains unanswered is whether these functions are related to daily rhythms or to talents of CLOCK and BMAL1 unrelated to circadian clock function.
Molecular oscillators in peripheral cells can govern circadian gene expression in different ways. Whereas the activity of some genes is directly under the control of the core clock components, that of others is regulated by circadian expression of clockcontrolled transcription factors. In the liver, a variety of clock-controlled output genes are regulated by the PAR basic leucine zipper (PAR bZip) transcription factors DBP, HLF, and TEF (Gachon et al., 2004a) . In turn, these output mediators themselves are directly regulated by core oscillator components (Ripperger and Schibler, 2006) . Mice deficient for 1 or 2 of the PAR bZip genes display relatively mild phenotypes, but the inactivation of all 3 PAR bZip genes leads to a variety of strong phenotypes. Triple knockout animals are prone to spontaneous and sound-induced epileptic seizures during the first 3 months after birth (Gachon et al., 2004a) . Animals surviving this time span show signs of early aging, such as cachexia, lordokyphosis, and an absence of vigor, and less than 20% of triple knockout animals reach an age of 1 year. Transcriptome profiling in the liver and kidney of PAR bZip triple knockout animals indicates that members of this transcription factor family regulate the expression of genes encoding enzymes with key functions in the cellular defense against xenobiotic and oxidative stress (Gachon et al., 2006) . These include genes specifying cytochrome P450 enzymes, aminolevulinic acid synthase (ALAS1), P450-oxidoreductase (POR), glutathione-S-transferase (GST), members of drug transporter families, and constitutive androstane receptor (CAR). In accordance with the attenuated expression of many detoxification genes in PAR bZip-deficient mice, these animals are hypersensitive to xenobiotic compounds. Injection of the anticancer drugs mitoxantrone and cyclophosphamide proved to be much more harmful for PAR bZipdeficient as compared to PAR bZip-proficient animals. Thus, it is conceivable that reduced activity of detoxification genes and the resulting hypersensitivity to xenobiotic metabolites may promote premature aging of PAR bZip-deficient mice and reduce the life span of these animals. Hypersensitivity to cyclophosphamide has also been reported for Clock mutant mice (Gorbacheva et al., 2005) , and this phenotype might be explained by the reduced expression levels of PAR bZip proteins in these animals (Ripperger et al., 2000) . Together, these observations underscore the fundamental role the circadian timing system plays in modulating drug toxicity. Further insight into the connection between the circadian clock and detoxification pathways might lead to the development of new anticancer treatment schedules with increased therapeutic index and reduced morbidity (Levi and Schibler, 2007) .
Thus far, circadian gene expression has been studied mainly on the level of mRNA accumulation. We wish to emphasize, however, that rhythmic mRNA levels only generate cyclic protein levels for shortlived polypeptides. For example, although Bmal1 mRNA abundance fluctuates with a daily amplitude of more than 30-fold, BMAL1 accumulation only oscillates with an about 2-to 3-fold amplitude. Conversely, constitutively expressed mRNAs can produce proteins with robustly circadian abundance. In a recent study, profiling of the liver proteome has revealed that nearly 50% of the detected proteins with circadian accumulation are issued from constantly expressed mRNAs (Reddy et al., 2006) . Even proteins whose abundance is invariable throughout the day can exhibit rhythmic activity profiles, owing to cyclic posttranslational modifications or interactions with circadian ligands or polypeptides. As mentioned above, nuclear BMAL1 and CLOCK concentrations do not vary dramatically during the day, but the DNA binding of these transcription factors is strongly circadian (Ripperger and Schibler, 2006) .
PERSPECTIVES
The past decade has witnessed an explosion of genetic and biochemical studies aimed at the dissection of the circadian timing system, and the use of cultured mammalian cell lines contributed substantially to our understanding of the molecular clockwork underlying circadian gene expression. The finding that peripheral cells harbor functional, selfsustained clocks with a molecular makeup similar to those of SCN neurons opens new avenues for the search of additional clock genes by forward genetics and biochemical approaches. For example, genomewide RNA interference screens may identify new genes involved in the circadian clock, and such approaches could even unveil genes whose loss of function is embryonic-lethal in animals. The presence of a functional clock in cultured cells will also facilitate the identification of proteins that interact with core oscillator components (Brown et al., 2005) . Once the inventory of clock components approaches completeness, it will be important to investigate to what degree transcription feedback loops are required for the persistence of circadian oscillations and to what extent posttranslational control mechanisms contribute to the rhythm-generating oscillator. Although work with cultured cells as a model system of in vivo circadian oscillators will help in approaching this question, some aspects, for example, the interaction of the SCN pacemaker with peripheral slave oscillators, will have to be studied in animals. The identification of signaling pathways involved in the synchronization of organ and tissue clocks has been hampered by the lack of a convenient reporter system, which allows the recording of circadian gene expression in real time in individual, freely moving animals. The development of whole-body imaging technologies combined with tissue-specific gene knockout or knockdown strategies may eventually allow the identification of bona fide input regulators of peripheral circadian clocks. In turn, the knowledge of membrane and nuclear receptors participating in this game should facilitate the isolation and identification of relevant blood-borne zeitgeber cues.
Last but not least, efforts should be invested into the experimental demonstration that circadian rhythms are physiologically relevant. Although the evolutionary conservation of circadian clockwork circuitries leaves little doubt that this is indeed the case, compelling evidence has only been reported for cyanobacteria and Arabidopsis rhythms. The problem is that phenotypes of mice carrying clock gene mutations are not necessarily related to the functions of the respective genes in rhythm generation, and the challenge will thus be to discriminate between clockrelated and clock-unrelated functions of circadian oscillator components.
