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Abstract 
Increased adoption of the systems approach to biological research has focussed attention on 
the use of quantitative models of biological objects. This includes a need for realistic 3D 
representations of plant shoots for quantification and modelling. Previous limitations in single 
or multi-view stereo algorithms have led to a reliance on volumetric methods or expensive 
hardware to record plant structure. We present a fully automatic approach to image-based 3D 
plant reconstruction that can be achieved using a single low-cost camera. The reconstructed 
plants are represented as a series of small planar sections that together model the more 
complex architecture of the leaf surfaces. The boundary of each leaf patch is refined using the 
level set method, optimising the model based on image information, curvature constraints and 
the position of neighbouring surfaces. The reconstruction process makes few assumptions 
about the nature of the plant material being reconstructed, and as such is applicable to a wide 
variety of plant species and topologies, and can be extended to canopy-scale imaging. We 
demonstrate the effectiveness of our approach on datasets of wheat and rice plants, as well 
as a novel virtual dataset that allows us to compute quantitative measures of reconstruction 
accuracy. The output is a 3D mesh structure that is suitable for modelling applications, in a 
format that can be imported in the majority of 3D graphics and software packages. 
  
Introduction 
In recent years there has been a surge in interest in the construction of geometrically accurate 
models of plants. Increased adoption of the systems approach to biological research has 
focussed attention on the use of quantitative models of biological objects and processes to 
both make and test hypotheses. Applications of the systems approach are diverse, and include 
the study of canopy photosynthesis (e.g. Song et al. 2013, Watanabe 2005). The work 
reported here was motivated by a need for realistic 3D representations of plant shoots for 
SKRWRV\QWKHVLVPRGHOOLQJ&DQRS\VWUXFWXUHRUµDUFKLWHFWXUH¶LVDQLPSRUWDQWFR-determinant of 
the maximum productivity of crops and theoretically can influence canopy photosynthesis 
efficiency (Zhu et al. 2004, Reynolds et al. 2013, Long et al. 2006). For example many high 
yielding cereal varieties tend to have upright leaves which raises the optimal leaf area index 
and reduces the proportion of leaves in a light-saturated condition (Murchie and Reynolds 
2012). However there is still considerable variation in plant canopy architecture and it is 
currently unclear whether many existing architectures (which have been influenced by 
breeding for specific traits) offer optimal arrangements for photosynthesis (Long et al. 2006, 
Murchie et al. 2009). Therefore there is a need for rapid, automated, user-accessible 
techniques for accurately measuring 3D architecture of complex crop canopies. 
Existing plant modelling approaches can be broadly classified as either rule-based, or image-
based (Quan et al. 2006). Rule-based approaches generate model plants based on rules or 
grammars with specified structure. These rules, and hence the form and parameters of the 
models produced, are often derived from measurements of real plants (e.g. Watanabe, 2005. 
Alarcon et al., 2011). The resulting virtual plants can model different phenotypes, plant 
response to various growing conditions and stresses, and when based on real-world data will 
be reasonably accurate. However, the data acquisition process is often extremely time 
consuming, and is usually tailored to a particular species. In many cases only a small set of 
varieties can be described, due to the manual measurements required to parameterise the 
model. It is also difficult to incorporate additional data into a rule-based model after it has been 
created. For example, modelling the effect of environmental factors on plant development will 
require rules to be modified and additional measures be taken, again a time-consuming 
process. Critically, while models created in this way may capture the important characteristics 
of a given species, they do not necessarily describe any specific, individual plant. This is 
important when considering the variation in plant structure that can occur in response to 
environment and features that are associated with communities of plants, including crop 
canopies. This can be seen in the relationship between planting density and tillering rate, for 
example (Zhong et al, 2002). 
Image-based approaches attempt to directly model a given object by extracting the necessary 
information from one or more images of that object. The approach relies on techniques 
developed in the wider field of computer vision, and is computationally challenging. The 
continued increase in available computing power, however, means this can be done efficiently, 
and in some cases fully automatically. Image-based approaches to plant modelling are 
particularly attractive as, in addition to supporting systems biology, they provide a route to 
plant phenotyping (Houle et al. 2010, White et al. 2012). Three-dimensional geometrical 
models contain the information needed to compute summary plant traits, such as total leaf 
area, mean leaf angle, etc. These underpin both plant breeding programmes and attempts to 
understand the relationship between genotype, phenotype and environment, regardless of the 
scientific approach taken. 
Plants, however, provide a particularly challenging image-based modelling target, including 
large amounts of self-occlusion (leaves obscuring one another), and many smaller surfaces 
that appear similar. Depending on plant species, leaves can lack the texture necessary to 
perform robust feature matching, either to separate leaves from one another, or locate specific 
leaves across multiple views. To overcome this, where image-based modelling approaches 
are successful, they have often involved user-interaction to guide the process (Quan, 2006).   
It is possible to further categorise image-based approaches into those that are top-down, 
beginning with an existing, generic, plant model that is fitted to the received image data, and 
those that are bottom-up, creating a description of the plant by examining the contents of the 
images. Top-down approaches attempt to simplify the model construction problem by instead 
solving a model refinement problem. An existing model is adjusted to fit the image data, so 
that the new plant representation is consistent with what is observed. Quan (2006) takes this 
approach, first obtaining an ideal leaf model from a single leaf, and then fitting it to all other 
(user-segmented) leaves in the scene. By adapting an existing model, topological 
inconsistency (such as the self-intersection of leaf surfaces) is avoided, but this comes at the 
expense of generality. This approach can be extended in principle to other plant species, but 
where the geometry of a plant or leaf differs greatly from the expected model, the suitability of 
this approach is unclear. This is also significant where a plant model has been generated with 
highly specific real-world data, such as the work of Watanabe (2005). 
Bottom-up methods begin with one or more images, and reconstruct a plant model based only 
on the observed pixel data. Two broad approaches exist, both requiring a set of images 
captured from different, but known, viewpoints. Silhouette-based methods (Clark, 2011. 
Kumar, 2012) segment each image to identify the boundary of the object of interest. Each 
silhouette is effectively projected into the viewed environment, identifying a region of 3D space 
that could be occupied by the plant. These regions are combined to determine the maximum 
possible object size that is consistent with the images presented to the algorithm. In many 
cases, where the number of input images is high, the resulting model will be a good 
approximation to the true plant structure. However, as the scene becomes increasingly 
complex, for example with the addition of more leaves in an older plant, the discrepancy 
between true object and model will increase. This problem becomes more pronounced when 
extending these techniques to very complex scenes such as plant canopies, where its 
effectiveness is limited. 
Correspondence-based methods identify features of interest (i.e. recognisable patches of 
pixels in the image), independently in each of a set of images, and then match those features 
between views.  If the image features associated with a particular plant feature (e.g. the tip of 
a leaf) can be identified in multiple images taken from different viewpoints, knowledge of the 
FDPHUDV¶SRVLWLRQVDQGRULHQtations allow its 3D location to be computed. The result is a point 
FORXG UHSUHVHQWDWLRQ D VHW RI [\] FRRUGLQDWHVDSSUR[LPDWLQJ WKHSODQW¶V VXUIDFH 4XDQ
2006. Omasa, 2007. Alenya, 2011). Point cloud data can be obtained directly from special 
purpose hardware devices such as LIDAR (Omasa 2007) and time-of-flight laser (Alenya, 
2011) scanners. The equipment involved, however, can be expensive, and often places 
restrictions on the environments in which it can operate.  
Image-based modelling algorithms are widely applicable and require only easily accessible 
and affordable cameras. Their generality can, however, become a hindrance, as the 
challenging nature of plant topology may require additional assumptions to be made as the 
reconstruction proceeds. The representations they produce may also be unsuitable for direct 
use in some situations. The volumetric data structures produced by silhouette-based methods, 
for example, are static: the size and position of the voxels are defined early in the process and 
are difficult to change. While measurements of e.g. height and volume are easily made from 
volumetric descriptions, estimating motion e.g. of leaves moving in the breeze is extremely 
difficult. Similarly, point clouds can be used to calculate density and distributions of plant 
material, but cannot immediately be used to model photosynthetic activity: for this a surface-
based representation is required. 
This paper describes a fully automatic, bottom-up approach to image-based 3D plant 
reconstruction that is applicable to a wide variety of plant species and topologies. The method 
is accurate, providing a true representation of the original plant, and produces data in a form 
that can support both trait measurement and modelling techniques such as forward ray tracing 
(Song et al., 2013).  
The proposed approach requires a point cloud and a set of colour images. We obtain these 
using existing correspondence-based techniques (Furukawa, 2010. Wu, 2011), with a focus 
on inexpensive equipment, however hardware-based approaches that generate point clouds 
in 3D, such as LIDAR scanners, could also be used. The point cloud is first described by a set 
of planar patches, each representing a small section of plant material, usually a segment of 
leaf. Where the quality of the input point cloud is high, the initial surface estimate will provide 
a good model of the plant. Image noise and the complexity of the plant will, however, typically 
lead to missing areas of leaf material, and poorly defined leaf boundaries. We therefore extend 
existing approaches by refining the initial surface estimate into a more accurate plant model. 
Initial surface patches are re-sized and re-shaped based on image information, and 
information obtained from neighbouring surfaces. The resulting surface patches are then re-
triangulated to produce a smooth and geometrically accurate model of the plant. 
The reconstruction process makes few assumptions about the nature of the plant material 
being reconstructed; by representing each leaf as a series of small planar sections, the 
complete leaf surface itself can take any reasonable shape. The output is a 3D mesh structure 
that is suitable for ray-tracing or other modelling applications, in a format that can be imported 
in the majority of 3D graphics and software packages. The generality of our technique allows 
it to be scaled to scenes involving multiple plants, and even plant canopies. However, the 
focus of this paper is on the accurate reconstruction of single plants of varying species. In the 
discussion section we will outline our intentions for extending this method to field-scale 
phenotyping. 
A software tool utilizing the techniques described in this paper has been released as an open-
source project under BSD license.  
Results 
Growth of plants 
Cultivation of wheat plants took place in glasshouses on Sutton Bonington campus, University 
RI1RWWLQJKDPGXULQJWKHVXPPHURI6HHGVRIWKHYDULHW\µ3DUDJRQ¶ZHUHJHUPLQDWHGRQ
/HYLQJWRQ¶VVHHGDQGPRGXODUFRPSRVW)ROORZLQJYHUQDOLVDWLRQWhey were transferred to 2L 
pots with J. Arthur Bower's John Innes #2 soil-based compost. Plants were watered daily and 
natural light as supplemented with sonTAgro bulbs. Rice plants of variety IR64  were cultivated 
hydroponically in a controlled environment chamber as described by Hubbart et al (2012) 
Conditions were 30oC  (continuous), photoperiod 12h, with light provided by metal halide bulbs 
-2
 s-1. 
Sampling took place at the leaf 11 stage. 
Obtaining an initial point cloud 
The reconstruction algorithm described in this paper uses an initial point cloud estimate as a 
basis for the growth of plant surfaces in three dimensions. Numerous software- and hardware-
based techniques exist to obtain point clouds of objects. While we have chosen to make use 
of a software-based technique, patch-based multi-view stereo (PMVS) (Furukawa, 2010), in 
principle other approaches such as laser scanners or LIDAR systems (Omasa, 2007) could 
also work effectively in its place.  
PMVS reconstructs a three-dimensional point cloud model of a plant and scene, based on 
multiple two dimensional input images. A requirement of this algorithm is that the intrinsic 
(focal length, etc) and extrinsic (3D position and orientation) camera parameters be known. In 
the case of static-camera capture systems, such as that used in RootReader3D (Clark, 2011), 
calibration (the process of obtaining camera parameters for all images) can be performed 
once, and the estimated parameters used until the system is reconfigured. Tools exist that can 
perform automatic calibration of moving camera systems, and our intention is that this software 
be usable with a single DSLR camera, with images captured manually by a user. We use the 
VisualSFM (Wu, 2011) system to perform automatic camera calibration. SIFT (Lowe, 1999) 
features are used to find corresponding points between pairs of images, which are in turn used 
to reconstruct the 3D positions of each camera relative to all others, and relative to the model 
being reconstructed.  The output is a series of camera models, each associated with a single 
input image, and the point cloud representation of the scene reconstructed by PMVS.  
VisualSFM and PMVS were created to address the general image-based modelling problem 
and represent the current state of the art in this area. PMVS has been shown to provide high-
quality descriptions of simpler, convex objects DQG WKRXJK SODQWV¶ FRPSOH[LW\ SRVHV D
challenge, provides a sound basis for the development of plant modelling techniques. 
An initial surface estimate 
Though each point can reasonably be expected to lie on some surface, the point cloud 
representation produced by PMVS contains no explicit description of those surfaces. If the 
final plant model is to be used e.g. with a ray tracing system (Song et al., 2013. Zhu et al., 
2004), or if details of individual leaves are required, a surface-based description must be 
constructed.  Methods for the reconstruction of a surface mesh from a point cloud exist (Carr, 
2001. Kazhdan, 2006). Most, however, construct a single surface describing the entire point 
cloud. Plants contain large numbers of separate surfaces that must be considered separately; 
common algorithms such as Poisson surface reconstruction (Kazhdan, 2006) cannot be used 
over plant canopies, where they attempt to fit a single surface over the plant, they will inevitably 
oversimplify the complex structure.  In this work we begin by producing an initial surface 
estimate, before refining this estimate until the plant model is complete. 
The initial surface consists of a number of compact planar sections that represent small areas 
of plant material. Previous work in plant modelling has used planar sections to represent 
leaves, such as the artificially generated plant models used by Song (2013). Over larger 
plants, or within a plant canopy, large planes represent an over-simplification of the underlying 
leaf shape. Smaller surface patches increase accuracy, and allow neighbouring sections with 
different orientations to characterise the curved nature of the leaves. 
In order to establish the required size of the fitted planes, and the location and orientation of 
each patch, the point cloud is first segmented into small clusters of points (Fig. 1A). We use a 
radially bounded nearest neighbour strategy (Klasing, 2008) to achieve this, but extend this 
method to limit the potential size of each cluster. Points are grouped with their nearest 
neighbours, as defined by a pre-set distance. This distance is dependent on the size and 
resolution of the model being captured. However, as the PMVS algorithm and laser scanning 
devices usually output points with a consistent density, the distance parameter can be set 
once and then remain unchanged between experiments. Here, clusters were limited to a 
maximum size of 120 points, reducing this number will increase the number of planar sections 
fitted to the data, increasing accuracy at the cost of decreased algorithmic efficiency. In our 
experiments, a limit of 120 points represents a significant partitioning of the point cloud, 
typically producing sections of leaf approximately 2-5cm2. Crucially, the limited size of the 
clusters ensures that points on neighbouring leaves, between which a surface should not be 
formed, are rarely clustered together. 
A least-squares orthogonal regression plane is fitted to each cluster of points using singular 
value decomposition. This best fit plane minimises the orthogonal distance to each point, and 
is described by a centre point, and two vectors representing the surface orientation and 
rotation (Fig. 1B).  
We identify the co-RUGLQDWH V\VWHP XVHG E\ RXU SODQW PRGHO DV ³ZRUOG´ FR-ordinates, 
representing the 3D geometry of the scene. Each point is associated with the cluster of points 
to which it has been assigned, and can be projected onto the best-fit plane for that cluster. 
2QFHSURMHFWHGZHVD\WKDWWKHSRLQWUHVLGHVLQ'³SODQDU´FR-ordinates (Fig. 1C). While the 
orthographic projection between world and planar co-ordinates is in some sense reversible, it 
should be noted that depth information (the distance to the plane) is purposefully discarded 
when a point is expressed in planar co-ordinates. This has the effect of flattening the points in 
each cluster to lie on their best fit plane, reducing noise in individual points, and reducing the 
search for an optimal patch boundary to two dimensions. It is important, however, to consider 
the planar and world co-ordinate systems as essentially different views of the same 
information. As such, point and mesh surfaces generated on a cluster plane will have an 
associated world position that can be output as a final 3D model.  
An initial surface patch description is constructed E\FDOFXODWLQJWKHĮ-shape (Edelsbrunner, 
1983) of each set of 2D points, expressed in planar co-RUGLQDWHV$QĮ-shape is a subset of 
the commonly used Delaunay triangulation, but contains restrictions on which edges and faces 
are preserved. Specifically, an edge between two points is preserved if there exists a 
JHQHUDOLVHGGLVNRIUDGLXVĮRQZKLFKWKRVHWZRSRLQWVOLHWKDWFRQWDLQVWKHHQWLUHSRLQWVHW
,QSUDFWLFHWKHYDOXHĮcan be increased in size to increase the level of detail in the boundary 
of the triangulation, by removing larger edges. 7KHĮYDOXHFDQEHWXQHGIRUDJLYHQGDWDVHW
to preserve the shape of the boundary of each reconstructed point set. Figure 1D,E shows the 
Delaunay Triangulation for the example cluster, and an associated Į-shape. 
Shape optimisation using level sets 
The set of Į-shapes computed over each cluster forms an initial estimate of the location and 
shape of the leaf surface. The limitations of the initial stereo reconstruction on plant datasets 
means that in many instances this estimate will be inaccurate or incomplete, and will require 
further optimisation to adequately reflect the true shape of the plant. Missing leaf surfaces 
should be reconstructed, and overlapping shapes should be optimised to meet at a single 
boundary. Many methods, such as active contours (Kass, 1988), parameterise the boundary 
of a shape before attempting this optimisation ± fitting a curve which is then manipulated to 
best describe the leaf. Such approaches are ill-suited to the complex boundary conditions that 
PLJKWEHSURGXFHGE\Į-shapes. Consider Figure 2A, in which three example clusters have 
been segmented LQFORVHSUR[LPLW\DQGEHHQGHVFULEHGE\WKHLUĮ-shape boundaries. The red 
cluster contains a hole, but this hole should be preserved in order to prevent the yellow cluster 
from being obstructed. The red cluster also contains two distinct segments, this occurs when 
DOO WKH OLQNV EHWZHHQ WKH WZR VHFWLRQV DUH ORQJHU WKDQ Į DQG LV GLIILFXOW WR PRGHO ZLWK D
traditional contour method. This is particularly true where we can expect these two regions to 
merge as the optimisation process continues, as is likely here. 
These problems can be solved using the level set method (Osher, 1988. Sethian, 1996). The 
distinct regions and hole in the red cluster are preserved, and each region can reshape 
independently of the others. 
The ERXQGDU\RI WKHĮ-shape computed for a given cluster is used to initialise a level set 
GLVWDQFH IXQFWLRQ7KH OHYHO VHWPHWKRGGHILQHVD' IXQFWLRQĳ WKDW LQWHUVects the cluster 
plane (Figure2B-D). We represent this function as a signed distance function, initialised such 
WKDWQHJDWLYHYDOXHVOLHZLWKLQRXUĮ-shape boundary, and positive values occur outside. Thus, 
the boundary itself is defined as the set of all SRLQWVLQĳWKDWLQWHUVHFWWKHFOXVWHUSODQHJLYHQ
as: Ȟ ൌ ሼሺݔǡ ݕሻȁɔሺݔǡ ݕሻ ൌ  ?ሽ 
Our goal is to optimise the points in Ȟ, such that the boundary represents an accurate 
approximation of the shape of the leaf on which the cluster is located. To achieve this, during 
each step of the level set process the height of the distance function at any point ሺݔǡ ݕሻ is 
DOWHUHGEDVHGRQDVSHHGIXQFWLRQ$QHJDWLYHVSHHGIXQFWLRQFDXVHVĳWRPRYHGRZQZDUGV
FDXVLQJWKHERXQGDU\īWRPRYHRXWZDUGVDWWKDWSRLQW&RQYHUVHO\DSRsitive speed function 
UDLVHVĳVKULQNLQJWKHERXQGDU\7KHVSHHGIXQFWLRQFDQEHDOWHUHGEDVHGRQERWKJOREDODQG
ORFDOSDUDPHWHUVWKXVGLIIHUHQWUHJLRQVRIĳFDQPRYHXSZDUGRWKHUVGRZQZDUG7KHUHVXOW
is a boundary that grows or shrinks as necessary to fit the underlying data, defined by the 
VSHHGIXQFWLRQDQGWKHVKDSHRIWKHERXQGDU\īLVRSWLPLVHG7KHFKDQJHLQĳEDVHGRQD
speed function ݒ is defined as: ߜɔߜݐ ൌ െݒ  ?ȁ ?ɔȁ 
where  ?ɔ is the gradient of the level set function at a given point. We define our speed 
function as: ݒ ൌ ݒ௖௨௥௩௘ ൅ ݒ௜௠௔௚௘ ൅ ݒ௜௡௧௘௥ ݒ௖௨௥௩௘  is a measure of the local curvature of the boundary, calculated using a central finite 
difference approximation, as in (Sethian, 1996). The curvature term encourages the boundary 
of the level set equation to remain smooth. Convex or concave regions will be given negative 
or positive curvature terms respectively, and will generally become flatter over time.  
The image term, ݒ௜௠௔௚௘, references colour information in the input images to ascertain whether 
the projection of the planar surface lies over regions with a high likelihood of depicting leaf 
material. This is achieved by using the existing camera geometry to project the positions of 
the level set function into the camera images. The matrices required to perform this calculation 
can be derived from the known camera geometry that was used to obtain an initial point cloud 
reconstruction of the data. 
By performing multiple consecutive projections, we are able to examine the pixel information 
UHODWHGWRDJLYHQĮ-shape from the point of view of any camera. Each planar position can be 
projected into one or more input images, allowing a combination of colour information from 
multiple images to be used to calculate ݒ௜௠௔௚௘. However, while it is mathematically possible 
to project a given planar position into any input image, it may not be useful to do so in all 
cases. Some images will present an obscured view of a given leaf surface, others may be 
viewed from a near-perpendicular angle, resulting in an image projection of a region that is 
very small, and less useful than other camera views. Rather than combining information from 
multiple views, we choose instead to pick one so-called reference view from which to obtain 
colour information. We choose a reference image thDWUHSUHVHQWVDFDOFXODWHG³EHVWYLHZ´RI
a planar surface in world co-ordinates. This calculation is based on the number of projected, 
occluded and occluding pixels observed in a cluster when viewed from each camera. 
Image selection begins by projecting each cluster into each camera view. Only the interior of 
HDFKĮ-shape is projected, using a scan-line rasterisation algorithm to find all pixels in the 
corresponding image LQWRZKLFKWKDWĮ-shape will project. Attached to each projected position 
is a z-GHSWKYDOXH7KLVUHFRUGVWKHGLVWDQFHWKDWWKHSURMHFWHGSRLQWOLHVIURPWKHFDPHUD¶V
image plane, and can be used to sort clusters that project onto the same location. Projections 
with the lowest z value lie in front of those with higher z values. Those with higher z values 
can be marked as occluded, and represent leaf material that cannot be seen in that image. 
This information is used to calculate the viewable percentage of every cluster, as well as the 
percentage of each cluster that is occluded, or occluding others relative to each camera view. 
It is desirable to select camera views that contain as little interference between clusters as 
possible. For each image, and each cluster, we calculate ࣰ௖௟௘௔௥, a normalised measure of the 
number of pixels into which a cluster projects that are not also shared by other clusters, ࣰ௢௖௖௟௨ௗ௘ௗ , representing the percentage of occluded pixels belonging to that cluster, and ࣰ௢௖௖௟௨ௗ௜௡௚ , representing the percentage of pixels within a certain cluster that occlude those 
from other clusters. The clear pixel count also provides a measure of the angle of incidence 
between a cluster and the camera plane. If a cluster is seen at an angle from a given camera, 
WKLVFDPHUDZLOOOLNHO\FRQWDLQOHVVSURMHFWHGSL[HOVWKDQRQHWKDWVHHVD³IURQWRQ´YLHZRIWKDW
leaf surface. 
For each cluster, the combination of normalised clear pixel count, occlusion and occluding 
percentages can be used to sort images in terms of view quality: ݒ݅݁ݓݍݑ݈ܽ݅ݐݕ ൌ ࣰ௖௟௘௔௥൫ ? െ ࣰ௢௖௖௟௨ௗ௘ௗ൯൫ ? െ ࣰ௢௖௖௟௨ௗ௜௡௚൯ 
A reference image ܫோ is chosen for each cluster that maximises this view quality measure. 
When referencing pixel values in the image ܫோ ǡ we use a normalised green value (calculated 
below) to measure the likelihood of leaf material existing at that location. Normalised green is 
robust to changes in illumination, which are frequent within a canopy where shadows are cast 
from other leaves.  
Computed from the red, green and blue colour channel information, the normalised green 
value of a pixel is calculated as: ݊݋ݎ݈݉ܽ݅ݏ݁݀݃ݎ݁݁݊ ൌ ݃ݎ݁݁݊ݎ݁݀ ൅ ݃ݎ݁݁݊ ൅ ܾ݈ݑ݁ 
As long as care is taken to choose a suitable background during image capture, we can 
assume that normalised green values will be higher in pixels containing leaf material, and 
lower in pixels containing background. Where lighting conditions remain consistent over an 
image set we can also assume that the distribution of normalised green values is the same 
over each image. However, between different image sets we cannot assume that the 
properties of the normalised green values are consistent. The distribution of normalised green 
values, and thus the expected normalised green values of leaf material, must be ascertained 
before normalised green can be used to contribute to the ݒ௜௠௔௚௘ term. 
In a dataset where the only strong normalised green response originates from plant material, 
and the background intensity is fairly consistent, we can assume that the histogram of 
normalised green values for all pixels over all images will form a bimodal distribution, shown 
by the dashed line in Figure 3. If we restrict sampling to only those pixels that are projected 
LQWR E\ WKH Į-shapes, we would expect the frequency of background pixels to reduce 
dramatically, as shown by the solid line in Figure 35RVLQ¶V (2001) unimodal thresholding 
approach is ideally suited to analysing such a histogram, and is capable of finding an 
appropriate threshold level below the foreground peak. Using this threshold to separate the 
two distributions, the mean and standard deviation of the foreground peak are calculated and 
used to produce a speed function centred around the calculated threshold ݐ, with a spread 
based on the standard deviation of the peak. More formally, given a normalised green value ࣨ: 
ݒ௜௠௔௚௘ ൌ ൞ ൬െ ?ǡ ࣨ െ ݐ ?ߪ ൰ ǡ ࣨ ൏ ݐ ൬൅ ?ǡ ࣨ ൅ ݐ ?ߪ ൰ ǡ ࣨ ൒ ݐ 
where ݐ LVWKHWKUHVKROGFDOFXODWHGXVLQJ5RVLQ¶VPHWKRGDQGߪ is the standard deviation of 
the normalised green peak. Essentially the value of ݒ௜௠௔௚௘ is 0 where ࣨ ൌ ݐ, then decreases 
to -1 at ࣨ ൌ ݐ െ  ?ߪ, or increases to +1 at ࣨ ൌ ݐ ൅  ?ߪ. A spread of  ?ߪ was chosen as a value 
that characterises the width of the foreground peak. 
The final component of the speed function, ݒ௜௡௧௘௥, works to reshape each surface based on 
the location and shape of nearby clusters. As neighbouring clusters may lie on surfaces with 
different orientations, calculation of their 3D intersections is challenging. Indeed, it may be that 
two nearby clusters that could be considered as overlapping, because their projections into a 
given image overlap, do not intersect in three dimensions. To avoid this issue we project each 
planar position into ܫோ, and examine the interactions in the 2D camera co-ordinate system. 
Essentially, clusters are considered as overlapping if their projections intersect when viewed 
from the reference image ܫோ. 
The function ݒ௜௡௧௘௥ is calculated such that each cluster projected into any given point is 
penalised if it is occluded by another cluster. We define the function as: ݒ௜௡௧௘௥ ൌ ൜݌ െ ݒ௜௠௔௚௘ ǡ ݋݈ܿܿݑ݀݁݀݅݊ܫோ ?ǡ ݊݋ݐ݋݈ܿܿݑ݀݁݀݅ ݊ܫோ 
where ݌ is a small negative value such that the level set boundary Ȟ shrinks at this location. 
Note that the subtraction of ݒ௜௠௔௚௘ results in the image component being cancelled out where 
clusters are occluded. Where a pixel is obstructed in the reference view, the image information 
should be ignored. 
The complete speed function is used to update each discrete position on the level set function 
ĳ7KLVSURFHVVPXVWEHUHSHDWHGXQWLOHDFKFOXVWHUERXQGDU\KDVUHVKDSHGWRDGHTXDWHO\ILW
the underlying image data. The speed function is will slow significantly as we approach this 
optimal shape. Where a level set boundary no longer moves with respect to the reference 
image (does not alter the number of projected pixels), we mark this cluster as complete and 
discontinue level set iterations. Any level sets that do not slow significantly will continue until 
a maximum time is elapsed, a parameter that can be set by the user. We typically use a value 
of 200 iterations as a compromise between computational efficiency and offering each level 
set adequate time to reshape. In many cases clusters will halt naturally before this maximum 
time has elapsed. 
Remeshing the Level Set Functions 
2QFHWKHOHYHOVHWRSHUDWLRQKDVWHUPLQDWHGFOXVWHUV¶VKDSHVPD\EHDUOLWWOHUHVHPEODQFHWR 
WKHLU RULJLQDOĮ-shape description. Each surface patch must therefore be re-triangulated in 
RUGHU WR SURYLGH WKH PHVK LQIRUPDWLRQ UHTXLUHG IRU D FRPSOHWH SODQW PRGHO 7KH Į-shape 
PHWKRGXVHGDERYHLVOHVVVXLWDEOHIRUWKLVWDVNDVWKHSDUDPHWHUĮPD\KDYe a noticeable 
effect on the resulting boundary shape: the level set function now has a known boundary that 
was not available during the original surface estimation. This can be used to drive a more 
accurate meshing approach that will preserve the boundary contour. 
We use constrained Delaunay triangulation for this task, based on the algorithms outlined in 
(Shewchuk, 2002). A constrained triangulation will account for complex boundary shape when 
producing a mesh from a series of points, however it will not over-simplify the boundary by 
fitting surfaces across concave sections, and can consider holes in the surface if required. For 
each cluster we sample from the boundary of the level set in order to obtain a series of points 
that travel clockwise around the shape. A constrained triangulation is computed from these 
points, a process that will automatically generate additional points, where required, within the 
shape itself. An example mesh generated from a single level set function is shown in Figure 
4. 
As each point in the new triangulation exists in planar co-ordinates, they can be easily back-
projected into world co-ordinates to be output in mesh format. Our software outputs the 
completed mesh in the standard PLY format, which is readable in all commonly used software 
packages and can be imported into modelling tools. 
Reconstruction of Example Rice and Wheat Datasets 
In this section we present results obtained when applying our reconstruction approach to 
multiple views of single plants. Verification of our approach is achieved using a novel artificial 
dataset, in which an in silico model rice plant is rendered from multiple viewpoints to generate 
artificial colour images that are then treated in the same way as a real-world image set. This 
approach allows the reconstructed plant to be directly compared to the artificial target object, 
a difficult problem if no such ground truth were to exist. The proposed image-based modelling 
method is also used to create 3D representations of a number of real plants. 
We have tested our reconstruction methods on datasets obtained from rice and wheat plants. 
Images were captured using a Canon 650D DSLR camera with a 35mm lens, at 8 megapixel 
resolution. The number, and nature of the images were left to the user to decide given the 
subject in question, though we recommend more than 30 images surrounding the subject for 
a single plant. No special consideration was given to the environment in which the plants were 
imaged, the rice dataset was captured in an indoor environment, the wheat in a glass house. 
These environments provide complex backgrounds, which raise additional challenges, but the 
plants can still be reconstructed using our methods. It is likely that a permanent installation 
with a more strict protocol for image capture would result in more consistent point cloud 
reconstruction between datasets, readers are encouraged to explore this option if using our 
methods over extended periods. An overview of each dataset is given in Table 1. 
Figure 5 shows the result of applying our reconstruction approach to the rice and wheat 
datasets. The reconstructions are coloured based on the normal orientation of each surface, 
the models have not been textured, to avoid concealing imperfections in the output mesh. 
Quantitative evaluation of the effectiveness of any 3D shoot reconstruction is challenging due 
to a lack of ground truth models for comparison. Here we offer a qualitative evaluation of the 
benefits and shortcomings of our approach, followed by a quantitative evaluation using the 
virtual rice dataset. 
7KHLQLWLDOVXUIDFHHVWLPDWHREWDLQHGE\FDOFXODWLQJDQĮ-shape over each cluster, will naturally 
reproduce any flaws present in the PMVS point cloud (Fig. 6A,C). Most notable are the lack 
of point information in areas of poor texture, and noise perpendicular to the leaf surface, where 
depth has not be adequately resolved. These issues can be caused by the heavy self -
occlusion observed in larger plants, but are often caused in even simple datasets by a lack of 
image features in the centre of leaves. 
Depth noise is significantly reduced by the use of best-fit planes over small clusters, as all 
points are projected onto a single surface. However, the boundary of each surface is a function 
RIWKHSDUDPHWHUVXVHGWRFUHDWHWKHĮ-shape, and the quality of the underlying data. As such, 
ZHFDQH[SHFWWKHĮ-shape boundaries to be a poor representation of the true leaf shape. With 
this in mind, we would characterise a successful reconstruction as one that significantly 
improves upon the initial surface estimate, through the optimisation of the surface boundaries.  
Consider Figure 6A,C depicting initial surface estimates from the rice and wheat plants in 
Figure 5. In Figure 6A, the initial surface contains a great deal of overlapping patches, 
something that if not rectified would produce errors when quantified or used in modelling. 
Figure 6B shows our level set approach to have removed this overlap, and smoothed each 
surface boundary such that the original leaf surface is recovered. This result is representative 
of the success of our approach across all of the leaves in this dataset. 
The wheat dataset generally contains thicker leaves, and their lack of surface patterning often 
results in only sparse point data in the centre of each leaf. This is shown in Figure 6C, where 
large missing sections of leaf must be recovered. Figure 6D shows our results on this section, 
in which the cluster boundaries have been optimised and again form a more continuous 
surface. There is still some overlap in the clusters on the left of the image, but this is caused 
by the angle from which the image was rendered, and relates to the relative orientations of 
neighbouring clusters. 
The clusters towards the left of Figure 6D are orientated at slightly disjoint angles, due to noise 
in the original point cloud reconstruction. This makes optimisation of the inter-cluster 
boundaries challenging, as the intersection of these boundaries depends not only on their 
orientation, but also on the position from which they are being viewed (the reference view ܫோ 
from the previous section). This is an important characteristic of our reconstruction algorithm 
in its current form: The boundaries of neighbouring patches will be reshaped relative to the 
reference camera view ܫோ for each cluster. It is possible that gaps may be observable between 
surfaces when viewed at angles very dissimilar to the reference view. In reality, for clusters 
with very similar orientations these gaps will be negligible. However, as the main focus of our 
reconstruction work to date has been optimising the boundary speed functions of level sets, 
we have yet to address this problem. We anticipate that further work on smoothing the normal 
orientations of neighbouring clusters or merging neighbouring clusters into a single curved leaf 
model will solve this issue: this will be a focus of upcoming research. 
Quantification of Accuracy Using in silico Image Capture  
To verify the accuracy of our reconstruction approach, an additional dataset was created 
based on the plant used in the rice dataset. The rice plant was first manually modelled using 
the point cloud created by PMVS and 3D graphics software (Topogun, Blender). This is a time 
consuming and subjective process, and should not be viewed as a suitable alternative to 
automatic reconstruction. However, it is possible to produce an easily quantifiable ground truth 
model that can be used as a target for automated reconstruction. We textured and coloured 
the virtual plant in order to emulate the original plant leaves. Finally, we rendered 40 distinct 
camera views of the same model (Fig. 7A), simulating an image capture system moving 
around a static plant. The resulting dataset can then be reconstructed in the same manner as 
real-world data, but we retain the ability to compare the reconstruction with the original virtual 
plant, in particular keeping the same co-ordinate system. The original model, and our 
reconstruction can be seen in Figure 7B,C. 
A variety of geometric measures were calculated to quantify the differences between the 
original ground truth model, and the model output by our reconstruction. In each case the 
measurements were obtained in world co-ordinates, hence we have shown the relative sizes 
of these measurements rather than absolute values. It is straightforward to convert arbitrary 
world units into real-world units such as metres through the use of a calibration target of known 
size. We use a textured disc of known diameter, placed below the plant we wish to calibrate. 
The world co-ordinate diameter of this disc in the reconstructed point cloud provides a scaling 
factor to convert back into real-world units. For the datasets in Figure 5, the dimensions of the 
conical flask in the rice dataset and the pot in the wheat dataset are known, and can be used 
to convert into real-world co-ordinates if required. 
As seen in Figure 8, the summary measurements of width, depth, height and convex hull 
volume for the ground truth model and our reconstruction are in good agreement. This shows 
that our approach does not significantly alter the overall size and shape of the original model. 
Area measurements were also calculated from both 2D projected viewpoints and an overall 
surface area measure for each model. The projected sizes were calculated as a normalised, 
resolution independent pixel count using an orthographic camera model. In all cases the area 
of the reconstructed model is slightly higher than that of the original ground truth. In the worst 
case, the corner-projected view shows a 10% increase in size in the reconstruction over the 
original model, and the total surface area was increased 13% from the original model. 
We believe that this increase in surface area is a side effect of the resolution of the input 
images, and the planar surface approach we have used. Consider a small section of leaf 
surface that, as in Figure 8, appears 13% larger than we would expect given the underlying 
plant. With a typical leaf in our dataset being around 20 pixels in width, this represents a 
boundary cluster moving outwards less than a single pixel, a resolution our level set approach 
does not currently resolve. One immediate solution to this is to increase the size of the input 
images, however this would add significant computational overhead. 
As we represent our curved leaf surface with a series of planar sections, it is also likely that a 
small increase in surface area will be observed because these sections are an approximation 
to the true surface. In 2D, a series of lines approximating the outer edge of a curve will always 
be longer than the underlying curve, and this principle extends to our 3D reconstruction. We 
can reduce the impact of this effect by using smaller cluster sizes when segmenting the point 
cloud. 
While approximating a curved surface with planar sections will inevitably reduce accuracy by 
a small amount, small sections are easily managed, and the algorithmic complexity of the 
fitting problem is reduced. Our approach is therefore able to reconstruct more complex 
surfaces than many existing algorithms applied to this type of data, and crucially is generally 
applicable to plants of any size or shape. Future work will look to combine this general 
reconstruction approach with a more specific plant model for certain species, allowing us to 
obtain more accurate models of larger surfaces, without completely sacrificing generality. 
Software Availability   
The software associated with this publications is open source, distributed under a Berkeley 
Software Distribution license. It will be distributed on SourceForge (http://sourceforge.net). A 
link to the SourceForge distribution page is available at www.cpib.ac.uk. The software is 
written in C# using the .NET framework, so is currently available only for the Windows 
operating system. 
Conclusions 
The recovery of accurate 3D models of plants from colour images is challenging. A single plant 
constitutes a crowded scene in the sense of Furukawa (2010) and the construction of accurate 
3D models of objects of this level of complexity is an active research topic. Images of plants 
exhibit high degrees of occlusion, with the occlusion relations between leaves varying from 
image to image. To complicate matters further, individual leaves are difficult to identify: most 
of the leaves on a given plant have similar colour and texture properties. Rather than address 
these issues in a single process that transforms a set of images into a three-dimensional 
model via feature correspondence or silhouette analysis, the approach presented here 
develops each leaf segment individually, automatically selecting an image likely to contain the 
necessary information. The proposed method reduces the effect of occlusion by choosing an 
image with a clear view of the target surface, and addresses the similarity problem by 
performing detailed analysis of the colours present in that image.  
The mesh representation produced provides a detailed model of the surface of the viewed 
plant that can be used both in modelling tasks and as a route to shoot phenotyping. It should 
be stressed, though, that the surface description output by the proposed technique comprises 
a large set of distinct planar patches, rather than larger, curved surfaces describing whole 
leaves. The level set method re-sizes and re-shapes each patch to maximise its consistency 
with neighbouring patches and the selected image, and as such the reconstructed patches 
provide an accurate approximation of the leaf surfaces. 
Looking to the future, both field phenotyping and canopy-scale modelling will require 3D 
models of plant communities and canopies. The major additional challenge as the number of 
plants is increased is the greater incidence of occlusion between leaf surfaces. Our 
UHFRQVWUXFWLRQDOJRULWKPRSHUDWHVRQD ³EHVWYLHZ´ UHIHUHQFH LPDJHFKRVHQVHSDUDWHO\IRU
each patch. It is therefore robust to occlusion, as heavily obscured viewpoints are discarded. 
However, it is still the case that leaves that cannot be viewed clearly from at least one camera 
are likely to be poorly reconstructed. This makes the image acquisition process particularly 
important.  
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Figure Legends 
Figure 1: The process of obtaining an initial surface estimate based on a cluster of points, 
and initialising a level set method to optimise the surface boundary. (A) A small cluster of 
points in 3D world co-ordinates, obtained through clustering the input point cloud. (B) An 
orthogonal regression plane is fitted through the points, ܋ represents the centre point of the 
plane, ܖ and ܠ represent the orientation and rotation of the plane. (C) Points are orthogonally 
projected onto the plane surface, in doing so the co-ordinate system is changed to 2D planar 
co-ordinates. The transformation is such that the x-axis in planar co-ordinates coincides with 
the vector ܠ. (D) The boundary of the Delaunay triangulation of the 2D points in (C). (E) The 
ERXQGDU\RIDQĮ-shape computed over the same point set. (F) A 3D level set function is 
initialised such that the intersection with the plane at ݖ ൌ  ?resembles the boundary of the Į-
shape computed in (E). 
Figure 2: Level sets allow the complex boundary conditions exhibited within each leaf 
surface to be modelled. $7KUHHĮ-shapes in close proximity that require shape 
optimisation. Active contours are ill-suited to this task, due to the disconnected nature of the 
red region, and the hole containing a separate cluster. (B-D) Individual level set functions 
intersecting x-y plane at z=0. Using three separate level set functions allows the complex 
WRSRORJ\RIWKHVHĮ-shapes to be preserved, and allows for efficient shape optimisation. 
Figure 3: Histogram showing the normalised green distribution over all images in an input set. 
7KHVROLG OLQH LQFOXGHVRQO\ ORFDWLRQVLQZKLFKWKHLQLWLDOĮ-shape regions are projected, the 
dashed line represents all pixels. The dashed line shows a distribution containing a larger 
amount of background pixels. The reduced frequency of the background in the surface-only 
GLVWULEXWLRQFDQEHH[SORLWHGXVLQJ5RVLQ¶VXQLPRGHOWKUHVKROGLQJPHWKRG 
Figure 4: Constrained Delaunay Triangulation of an example leaf surface. (A) The level 
setɔ. Input into the constrained triangulation is a list of points obtained by regularly sampling 
from the boundary Ȟ. (B) A constrained Delaunay triangulation preserves the contour of the 
boundary, and generates additional points inside the surface to complete the mesh. 
Figure 5: Output of our reconstruction approach. (A) An image of a wheat plant from the 
Wheat dataset, a multi-view dataset captured in a glass house. (B) A point cloud 
representation of the Wheat dataset output by the PMVS software. (C) A reconstructed surface 
mesh of the complete wheat plant produced by our algorithm. (D) An image of a rice plant 
from the Rice dataset, a multi-view dataset captured in an office environment. (E) A point cloud 
representation of the Rice dataset output by the PMVS software. (F) A reconstructed surface 
mesh of the complete rice plant produced by our algorithm. Both completed meshes have 
been coloured based on surface orientation for clarity. 
Figure 6: Boundary optimisation using level sets. (a) An initial surface estimate on the rice 
dataset. (b) The reconstructed rice surface after 200 iterations using our level set approach. 
(c) An initial surface estimate on the wheat dataset. (d) The reconstructed wheat surface 
after 200 iterations using our level set approach. Regions showing the complex structure of 
the surfaces have been added above each mesh for clarity. 
Figure 7: (A) The model rice plant is rendered from 40 different viewpoints, moving around 
the plant and from above. (B) The model rice plant, coloured based on the surface normal 
orientation. (C) The reconstruction of this dataset using our level set approach. 
Figure 8: Relative measures of the similarity between the model rice plant, and the 
reconstructed model obtained by our method. Measures relating to the original virtual plant 
are shown in black, those of the reconstructed model are shown in grey. (A) Normalised 
projected area, measured from four viewpoints. Each image was rendered using an 
orthographic projection to prevent distortion. This view mimics the parallel light rays 
produced in our ray tracing system. (B) Geometric measures of the relative sizes of both 
models. (C) A graph showing the change in model density as a function of the vertical 
distance through the plant, from the base of the models to the top. The strong peaks 
represent near-horizontal leaves that cause an abundance of plant material at very specific 
depths. 
Tables 
Dataset Name Image 
Count 
Description 
Rice 36 Images of a rice plant (var. IR64) at leaf 10 stage held in a cylindrical flask. 
Images were captured from a variety of angles surrounding the plant, and 
from above. 
Wheat 64 Images of a wheat plant at growth stage 37 held statically in a growth pot. 
Images were taken in concentric of increasing height around the plant, at a 
higher frequency than that of the rice dataset. 
Virtual Rice 40 A model plant was manually created based on the Rice dataset. This model 
was used to generate 40 artificial images from a variety of viewpoints 
surrounding and above the plant. Unlike real-world examples, the ground 
truth of this model is known, and can be compared with the output of the 
reconstruction process. 
Table 1: Descriptions of the single plant datasets used to test our reconstruction approach. The Rice, Wheat and 
Maize datasets were captured manually using a single camera. The virtual rice dataset was generated using 3D 
modelling software based on a template rice plant created manually. In all cases the input into our reconstruction 
software was the calibrated camera co-ordinates generated by VisualSFM, the set of input images, and an initial 
point cloud generated by PMVS. 
 
 
 








