We study the "arrival time" u of a smooth, strictly convex ndimensional hypersurface as it moves with normal velocity equal to its mean curvature. The surface remains smooth and convex, shrinking monotonically until it disappears at a critical time T and point x * .
Introduction
In this paper we study a compact, smooth, strictly convex hypersurface M 0 ∈ R n+1 that moves with normal velocity equal to its mean curvature. In other words, let M 0 be represented locally by a diffeomorphism F 0 and let F (·, t) be a family of maps satisfying the evolution equation
where H(·, t) is the mean curvature and ν(·, t) is the outer unit normal on M t . Due to Huisken (see [6] ) the surface remains smooth and convex and shrinks to a point. Assume it disappears at time T and that x * is a point to which it shrinks. We can define the "arrival time" u on the interior of the initial surface (∂Ω = M 0 ) as u(x) = t if x ∈ M t . A point x * to which a surface shrinks has a unique maximum at x * , u(x * ) = T . The smoothness of u is related to a roundness of M t as it shrinks to a point and it is the best expressed in terms of the estimates for a curvature. This was a major focus of Huisken's study. The heart of the matter lies in the improvement of Huisken's results concerning how well the shrinking surface approximates a sphere as t approaches the disappearance time. The goal of this paper is to prove the following theorem.
Theorem 1. Assume M 0 is uniformly convex and that n ≥ 2. Then the arrivl time u(x) is at least C 3 in Ω.
The question whether u is at least C 3 was raised by Kohn and Serfaty in their recent work on a deterministic-control-based approach to motion by curvature. Kohn and Serfaty proved that in the case n = 1, involving convex curves in the plane, u is C 3 with D 3 u(x * ) = 0.
This paper is restricted to hypersurfaces of dimension n ≥ 2, because it uses the methods of Huisken. The question also makes sense for n = 2, but different methods must be used in ti setting. The analogue of Huisken's work was done for curves in the plane by Gage and Hamilton (see [4] ). The regularity of the arrival time was studied in this setting by Kohn and Serfaty in [9] .
Theorem 2 (Lemma 3.1 in [9] ). Let Ω be a smoothly bounded strictly convex domain in the plane and let u(x) be the time ∂Ω arrives at x as it shrinks under motion by curvature. Then (a) u is C 3 inΩ and solves the degenerate elliptic equation
in Ω and u = 0 at ∂Ω.
(b) u has just one critical point x * in Ω. At this point u achieves its maximum and D 2 u(x * ) = −I.
(c) D 3 u(x * ) = 0.
Function u(x) can be viewed as the unique viscosity solution to the nonlinear partial differential equation (1) with boundary condition on u as above. This equation was first studied by Evans and Spruck in [3] . They showed its solution has the property that each level set u = t is the smooth image of ∂Ω under motion by curvature for time t, for any 0 ≤ t < T .
That is why the smoothnes of u(x) is apparent away from x * . Denote by
Then we can write the equation (1) as
We do not use the viscosity-solution framework, but we do make essential use of (2).
In view of the extensive attention devoted to "level set methods" for problems, it is a bit surprising that the regularity of u near x * has received so little attention. Aside from Huisken's Proceeding AMS note, the first attention to this issue seems to be the recent work of Kohn and Serfaty concerning a deterministic-control-based interpretation of motion by curvature.
At finite step-size ǫ, the value function u ǫ of a suitable two-person game can be viewed as a semidiscrete numerical approximation of u (the associated numerical approximation is continuous in space but discrete in time). Kohn and Serfaty show that if u is C 3 then the scheme converges with a linear rate, that is,
The regularity results presented in this paper provide the C 3 estimate required for the result about the convergence of the scheme with a linear rate (3), for strictly convex hypersurfaces of dimension n ≥ 2.
Some questions remain open. In particular:
(a) For curves in the plane Kohn and Serfaty showed that D 3 u(x * ) = 0.
Is this true in higher dimensions as well?
(b) The analysis here uses the full force of Huisken's work on motion by curvature and makes no use of the level-set or viscosity -solution framework. The question is if there is a simpler proof using level-set or viscosity-solution methods. Can this result be extended to a broader class of geometric flow laws?
Acknowledgements: I would like to thank R.Kohn and Sylvia Serfaty for bringing this problem to my attention and for many useful discussions.
Motivation for a problem
We will describe a game in a planar setting, though it can be easily generalized to higher dimensions. Let Ω ⊂ R 2 be a bounded set and let A and B be two players. Let ǫ > 0 be an arbitrary real number. Player A starts at a point x ∈ Ω and his goal is to reach a boundary, while a player B is trying to obstruct him.
1. Player A chooses a direction, that is a unit vector v ∈ R 2 .
2. Player B chooses b = 1 or b = −1 and replaces v with bv.
3. Player A moves from x to x + 2ǫbv.
We can consider the minimum exit time
if the player B needs k steps to exit, starting from x and following an optimal strategy described in [9] . It can be showed that U ǫ satisfies the principle of dynamic programming
The interesting question to ask is what happens in a limiting process, when ǫ → 0. In [9] Kohn and Serfaty proved that in the case of a closed, strictly convex domain Ω, u(x) is at least C 3 . They needed certain smoothness of u to prove a convergence with a rate of U ǫ (x) to u(x).
Theorem 3 (Kohn,Serfaty). Let Ω be a smoothly bounded strictly convex domain in the plane and let u(x) be the time ∂Ω arrives at x under motion by curvature, satisfying a degenerate elliptic equation. There exists a constant
where C depends on C 3 norm of u.
There is an analogue of the previous game in higher dimensions. For example in R 3 :
1. Player A chooses two orthogonal, unit vectors v, w ∈ R 3 .
2. Player B chooses b = + 1, β = + 1 and replaces v, w with bv and βw.
3. Player A moves from x to x + √ 2ǫ(bv + βw).
In dimension n, player A chooses n − 1 orthogonal, unit vectors. We can define the first arrival time u(x) analogously as in a planar case, by using the mean curvature flow. Let U ǫ (x) be the minimum exit time for a player A, for a game with a small parameter ǫ > 0 as described above. Once we prove Theorem 1, Theorem 3 will extend to higher dimensions as well.
3 C 3 regularity of u(x) for n ≥ 2
In this section we will give a proof of Theorem 1. We will first set up some necessary notation.
Consider a compact, strictly convex n-dimensional surface M 0 which is smoothly embedded in R n+1 . Let M 0 be represented locally by a diffeomorphism F 0 . We will study the evolution equation
where H is the mean curvature and ν is the outer unit normal on M t and M t is the surface represented by F (·, t). We often drop the t-dependence when no confusion will result. The induced metric and the second fundamental form on M will be denoted by g = {g ij } and A = {h ij }. They can be computed as follows:
for x ∈ R n . The mean curvature is
We also use the notation
HdV.
In [6] Huisken computed the evolution equations of different curvatures.
Theorem 4 (Corollary 3.5 of [6])
.
In [8] Huisken proved that in the case of higher dimensions (n ≥ 3) u is at least C 2 at x * . The following argument is essentially that of Huisken
Theorem 5 (Theorem 6.1 of [8] ). Assume M 0 is uniformly convex. Then the arrival time u(x) is at least C 2 at x * .
Proof. All M t are strictly convex and contract to a single point x * when 
whereF (·, t) = ψ(t)F (·, t) and ψ(t) is a function chosen so that the total area ofM t is being fixed andh = 1 Vol(M ) MH 2 . Those estimates arē
for some δ, δ m > 0. It is known that convex surfaces are of type 1 singularities (see [6] and [7] ).
From now on, when we mention a rescaled flow, we will be thinking of the following rescaling,F
with s = − 1 2 ln(T − t), where T is a singularity time for the original mean curvature flow. The rescaled position vector then satisfies the equation
In [6] and [7] Huisken showed that if the expressions P and Q, formed from g and A, satisfy ∂P ∂t = ∆P + Q and ifP = ψ α P and ifP = (2(T − t)) −α/2 P , thenQ andQ have degree α − 2 and
Equations forP andP look quite similar and if one goes carefully through the estimates established in [6] , one can see that estimates (4), (5), (6) hold for corresponding quantitiesÃ,H, etc. associated with rescaling (7). In particular this tells usg(s) uniformly converge to a round spherical metric, that is, the surfacesM s are homothetic expansions of the M t 's andM s converge to a sphere of radius 1 in the C ∞ topology as s → ∞. If we go back to our original flow, we have the following estimates (those can be found
for some constants C,
which satisfies equation (2) . If ν is the unit normal to M t then the derivative of any function f in the normal direction to the level set M t of u is given by
By the previous estimates the last bracket is bounded by C(T − t) ǫ so it tends to zero as x → x * . Therefore, we can redefine Z at x * to be C 0 in the whole region Ω. In subsections 3.2 and 3.3 we obtained estimates on DZ. In particular, from those estimates it follows that |DZ| ≤ C(l, n)(T − t)
we choose l sufficiently big. This implies Z ∈ C 0,α , for some α ∈ (0, 1).
By elliptic regularity theory applied to ∆u = Z − 1, it follows that u ∈ C 2,α . Since the level sets of u are asymptotically spherical, having in mind asymptotics (11), the Hessian of u tends to − 1 n δ ij as x → x * . Estimates on |DZ|, mentioned above, are not good enough in the case n = 2 to give Hölder continuity of Z, so to to get C 2 regularity of u we have to argue differently. We include this argument in the Lemma below.
Lemma 6. Let n = 2 and adopt the notation from above. Then u ∈ C 2 (Ω) and the Hessian of u tends to − 1 n δ ij as x → x * .
Proof. To prove the lemma we will use a similar analysis to that in Appendinx A in [9] . Let the surface M t be locally parametrized by (x 1 , x 2 ). Then
Differentiating (12) and using the chain rule gives
Using (13) we conclude that
Since F t = −Hν, the first identity in (13) becomes D ν u(F ) = −H −1 . Differentiating (13) gives, for i ∈ {1, 2}
and ν, ν x i = 0, we have
By estimate (30), for n = 2 we have that
We also have that
sinceg(s) uniformly converges to a sphere of radius 1. Estimates (11), (17) and (18) To prove that u ∈ C 3 (Ω) we need to estimate DZ. Take
We will use ∇ for ∇ Mt . We need to estimate D τ Z which is translated to obtaining the estimate for H −3 ∇∆H. In order to get good estimates for those two derivative terms, we should go to the rescaled flow (7), use that it will be very close to the round sphere for large times and then use the lower bound on the first eigenvalue of the laplacian on the sphere to get sharper L 2 estimates for the higher derivatives of curvature. Then interpolate to get sup estimates which are better than ones in (8), (9) and (10) . From those estimates we can get good estimates for u.
Proof of Theorem 1. We will emphasize once again that throughout the proof of the theorem we will work with a rescaled flow given bỹ
, where T is a singularity time for the original mean curvature flow. The rescaled position vector then satisfies the equation
We will use the same symbol ∇ for a covariant derivative in both metrics g(t) andg(s), whenever is apparent to which one we are reffering.
Let ǫ > 0 be such that h ij ≥ ǫHg ij holds everywhere on M 0 . From the previous discussion it follows that the rescaled flow will be uniformly close to a round sphere of radius 1 for large times and that there are constants δ = δ(n, ǫ) and C < ∞ such that
2. max M |∇ mÃ | ≤ C m e −δmt for m ≥ 1.
Curvature estimates
Our goal is to use the fact thatg(s) are uniformly close to a round spherical metric for large s, to get sharper L 2 -decay estimates for the higher derivatives of curvature as time tends to infinity. Let η > 0 be such that h ij ≥ ηHg ij holds everywhere on M 0 .
In the proof of Theorem 1 we will need an interpolation inequality for tensors that was proved by Hamilton in [5] . We will state it below.
Lemma 7 (Hamilton).
If T is any tensor on M n , then with a constant C = C(n, m) independent of the metric g and the connection Γ we have the
Notice that sinceg(s) → g ∞ uniformly, we have that
where λ 1 (g) is a first nonzero eigenvalue for a Laplacian of metric g. In the case of a round sphere λ 1 (g ∞ ) = n. We will use this to improve the L 2 estimates on curvature. Let ǫ > 0 be a small real number.
Step
Recall that we are considering rescalingF (p, s) = (2(T − t)) −1/2 F (p, t),
The rescaled position vector satisfies the equation
It is a standard fact that
To see this, note thatg ij =
, and therefore
Evolution equation (19) yields
whereν is a volume form associated withg.
In [6] it has been computed that
Since |A| 2 − 1 n H 2 has degree −2, we have that
where all derivatives and norms are taken with respect to metricg. Multiply inequality (20) by |Ã| 2 − 1 nH 2 and integrate it over M . Since we have the obvious inequalities |∇H| 2 ≤ n|∇Ã| 2 andH 2 ≤ n|Ã| 2 , we get
where the first term on the right hand side of the previous inequality comes in from differentiating a volume form. Sinceg(s) → g ∞ uniformly, we have that for big values of s
using the fact that in the case of a round sphere λ 1 (g ∞ ) = n. This yields
Uniform convergence ofg(s) as s → ∞ implies that |Ã| 2 (s) ∼ n andH 2 ∼ n 2
for big values of s, say s ≥ s 0 and therefore
This implies
We will omit a dependence of our constant C(s 0 ) on s 0 , keeping in mind that a choice of s 0 depends only on a smallness of ǫ, which we choose at the beginning of preforming our estimates. By Hölder inequality, since Vol(M t )
is uniformly bounded, we get
Step 2. Estimate on (H −h) 2 dμ, whereh = 
Keeping in mind thatg(s) is uniformly close to a round spherical metric, after integrating (22) over M we get
where we have used Step 1 and that |H 2 − n 2 | < ǫ for s >> 1. This now
, wich after integrating in s implies
The previous estimate is equivalent to
Step 3. Estimate on |∇ 4Ã |.
Denote byB =h ij − 1 nHg ij a traceless part of the second fundamental form. Then |B| 2 = |Ã| 2 −H 2 /n. If we apply Lemma 7 toB with 1 ≤ m ≤ l · m, for some big l we get
where we have used Step 1 and the fact thatg(s) converge uniformly to a round sphere metric, which implies uniform boundness of all covariant derivatives of mean curvature and the second fundamental form associated withg(s).
If we take p = 2, then m − [ 
We can apply estimate (24) to all m ∈ {1, . . . , [n/2] + 5}. Those estimates together with (21) give
Proof. It is enough to show |∇H| ≤ C(n, l)e − (n 2 −3n+4−4ǫ) 4
(1−1/l)s , since the diameters of (M,g(s)) are uniformly bounded. We already know that all the derivatives ofH(s) are uniformly bounded and that we have an exponential decay of L 2 norm of |∇H|, that is
which follows from estimate (23) in Step 2. By Hamilton's interpolation Lemma 7 applied to ∇H we get
Similarly as in the case ofB, taking m ∈ {1, . . . , [n/2] + 1}, using estimate (27), we can get
As a corollary of the previous claim and estimate (26) we get
where C m,n,l is a uniform constant that depends on m, l, a dimension n and s 0 . Similarly as we have obtained estimates (26) and (28), using (29) for m ∈ {1, . . . 5 + [
n 2 ]}, we can get a rate of exponential decay of C 3 norm of ∇Ã, that is
In particular, for every k ∈ N, by taking sufficiently many derivatives we get
If we go back to our original mean curvature flow, this estimate translates
Remark 9. Notice that if we take p = 2, m = [n/2] + 1 + k, by Sobolev embedding theorem, W m,2 ⊂ C k and similarly as before we have that
for all 1 ≤ m ≤ k, which if we go to our original mean curvature flow translates to
In [8] Huisken proved that u ∈ C 2 (Ω) and ∇ 2 u(x * ) = − 1 n δ ij . He showed that Z is bounded and that lim x→x * Z = − 1 n , that is Z can be defined at x * so that Z ∈ C 0 (Ω).
To finish the proof of Theorem 1 we need to estimate
Estimates on D ν Z
Before we explicitely compute term D ν Z, we will recall some already known facts and identities. M 0 is a strictly convex n-dimensional surface, smoothly embedded in R n+1 . Let M 0 be locally represented by a diffeomorphism F 0 .
Our evolution equation (mean curvature flow equation) is
In [6] it was computed that
It is easy to compute the evolution equation for the Cristoffel symbols (see
By (11) we have that
We have
which implies
Fix x ∈ M and a corresponding time t x such that u(x) = t x . Choose normal coordinates around x in metric g(t x ), so that we have Γ k ij (x, t x ) = 0.
and therefore
Using Theorem 4 we get,
We want to discuss the asymptotics of terms appearing on the right hand side of identity (31). Our estimates (26) and (30) 
which is for n ≥ 3 of order bigger or equal to
and it can be made strictly bigger than zero for sufficiently small ǫ and some big l.
Estimates on
where ∇ is a derivative with respect to induced metric g(t) on M t . We can explicitely compute it, namely
If n ≥ 4, the exponent appearing on the right hand side of the previous inequality can be made strictly bigger than zero, which means ∇ 2 Z → 0 as
x → x * . This means ∇ i Z ∈ C 0,α (Ω), for some α ∈ (0, 1), for all 1 ≤ i ≤ n+1.
By elliptic regularity applied to ∇ i u satisfying (32), ∇ i u ∈ C 3,α for all 1 ≤ i ≤ n + 1. This finishes the proof of Theorem 1 in the case n ≥ 4.
The preceeding argument can not be applied in cases n = {2, 3}, since then (n 2 −3n−4ǫ) 2
(1−1/l) 2 )/2 is strictly less than zero. By employing a general Sobolev inequality for hypersurfaces ([10]) we will show Theorem 1 holds in those cases as well. In the following lemma we will foxus on n = 3. The case n = 2 can be handled in exactly the same way.
Lemma 10. The statement of Theorem 1 holds for dimension 3.
Before we give a proof of Lemma 10, we will improve estimate (21) derived in Step 1. For n = 3 the estimate reduces to
Denote by v = |Ã| 2 −
3H
2 . In order to improve (33) we will need the following Sobolev inequality from [10] .
Lemma 11 (Michael,Simon) . For all Lipscitz functions v on M we have
Claim 12. There exists C = C(l), for some big l, so that
Proof. In Step 3 we obtained C 4 estimate onB ij =h ij − 1 3Hg ij . Since
2 , we have that v = |B| 2 and therefore by (26) we have
We also know that and (26),
This yields
We can repeat Step 2 and Step 3 with this improved estimate on
2 )dν to get
which is an improvement of estimate (30) for n = 3.
Having Claim 12 we can finish the proof of Lemma 10.
Proof of Lemma 10. By improved estimate obtained in the previous claim we have
as x → x * , since by an appropriate choice of l, the exponent appearing in a term on the right hand side of the previous inequality can be made strictly positive. Like in the case n ≥ 4 it follows that u ∈ C 3 (Ω).
Since the case n = 2 can be carried out in exactly the same way as the case n = 3, we will just briefly sketch the estimates that we get. The analogue of Claim 12 gives
2 )μ ≤ Ce −((1−2ǫ)(1−1/l) 2 +3−3ǫ/2)s .
This yields
|∇ k A| 2 ≤ C(T − t) (((1−2ǫ)(1−1/l) 2 +3−3ǫ/2)(1−1/l) 2 −k−1)/2 , and therefore |∇ 2 Z| ≤ C(T − t) (((1−2ǫ)(1−1/l) 2 +3−3ǫ/2)(1−1/l) 2 −2)/2 , whose exponent can be made strictly bigger than zero.
The conclusion is that ∇Z ∈ C 1,α for all dimensions n ≥ 2. By elliptic regularity applied to u satisfying ∆u = Z − 1, it follows u ∈ C 3 (Ω).
4 More on regularity of u for n ≥ 3
In this section we want to improve a result from section 3. Namely, we want to prove the following theorem.
Theorem 13. The arrival time u(x) is smooth for n ≥ 2.
Proof. We can prove the theorem by iteration argument. The idea is to improve the estimate on M |Ã| 2 − 1 nH 2 at the k-th iterative step, by using the estimate obtained in the (k − 1) − st iterative step and the fact that µ s = C(s 0 )e −(n 2 −n−ǫ)sμ s 0 andṼol s (M ) = C(s 0 )e −(n 2 −n−ǫ)s . To get an idea how it works, we will illustrate it for k = 2. By Steps 2 and 3 we have that First of all, we can increase k arbitrarily and we get u ∈ C [(n 2 −n−ǫ)(l−1)−2] (Ω).
We can also increase l as much as we want in order to conclude that u ∈ C r (Ω) for any r ∈ N. It follows that u is smooth.
