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Abstract
In this paper, we focus on solving a class of constrained non-convex non-concave saddle
point problems in a decentralized manner by a group of nodes in a network. Specifically, we
assume that each node has access to a summand of a global objective function and nodes are
allowed to exchange information only with their neighboring nodes. We propose a decentralized
variant of the proximal point method for solving this problem. We show that when the objective
function is ρ-weakly convex-weakly concave the iterates converge to approximate stationarity
with a rate of O(1/√T ) where the approximation error depends linearly on √ρ. We further
show that when the objective function satisfies the Minty VI condition (which generalizes the
convex-concave case) we obtain convergence to stationarity with a rate of O(1/√T ). To the
best of our knowledge, our proposed method is the first decentralized algorithm with theoretical
guarantees for solving a non-convex non-concave decentralized saddle point problem. Our
numerical results for training a general adversarial network (GAN) in a decentralized manner
match our theoretical guarantees.
1 Introduction
In this paper we focus on solving the following saddle point problem
min
x∈X
max
y∈Y
f(x,y) (1)
where x ∈ X ⊂ Rp and y ∈ Y ⊂ Rq are the inputs of the function f : Rp×q → R. We assume that
both sets X and Y are nonempty convex and compact. The min-max optimization problem in (1)
captures a wide range of important problems in game theory Basar and Olsder [1999], control theory
Hast et al. [2013], robust optimization Ben-Tal et al. [2009], and more recently machine learning
such as generative adversarial networks (GAN) Goodfellow et al. [2014], adversarial training Madry
et al. [2017], and multi-agent reinforcement learning Omidshafiei et al. [2017].
In this paper we are interested in studying the general non-convex non-concave version of
Problem (1) in which f could be non-convex with respect to the minimization variable x and
non-concave with respect to the maximization variable y. Indeed, in such case, finding an optimal
solution of Problem (1) is hard, in general, as we know solving a special case of this problem which
is minimizing a non-convex function is hard, in general. Therefore, we settle for finding a set of
points (x∗,y∗) that satisfy the first-order optimality condition for Problem (1), i.e.,
(∇xf(x∗,y∗))> (x− x∗) ≥ 0,
(∇yf(x∗,y∗))> (y − y∗) ≤ 0, (2)
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for any x ∈ X and y ∈ Y. The focus of this paper is on distributed optimization in which the
objective function f is defined as a sum of N individual functions fn : Rp×q → R for n ∈ {1, . . . , N},
i.e., f(x,y) :=
∑N
n=1 fn(x,y). We assume that each component function fn is assigned to a node
(machine), indexed by n, in a network of size N . Indeed, the considered distributed optimization
setting is of interest due to the limited capacity of processors that we have access to as well as
the massive-scale datasets that we aim to train. For instance, if the function f represents a loss
function over training data which is stored in different machines, each fi would represent the loss on
the data in machine i and the function f =
∑
fi represents the overall training loss. We would like
to have an algorithm which updates parameters in such a manner that no machine will need access
to data from all other machines to update the parameters. Our goal is to ensure that all nodes
in the network find a solution (x∗,y∗) ∈ X × Y that (approximately) satisfies the condition in (2)
without any global coordination and only by exchanging information with their neighboring nodes.
This is a challenging task as we need to ensure that the local variables of each node satisfies the
condition in (2), and at the same time they are required to equal each other so that the consensus
condition is satisfied.
In this paper, we formally propose a fully distributed algorithm that finds a set of local iterates
{x1, . . . ,xN} and {y1, . . . ,yN} which (approximately) satisfy the first-order stationarity condition
for the saddle point problem in (1) and also (approximately) satisfy the consensus condition
{x1 = · · · = xN} and {y1 = · · · = yN}. To the best of our knowledge, our proposed method is
the first distributed algorithm that finds a first-order stationary point of the min-max problem in
(1) for the considered nonsmooth constrained non-convex non-concave setting in a finite number
of iterations. The rest of the paper is organized as follows. We first state recap some required
definitions and assumptions for introducing our method and its analysis (Section 2). We then
proceed by formally defining the distributed consensus problem that we aim to solve and its
equivalent problem in matrix form (Section 3). The proposed Decentralized Proximal Point method
for Saddle Point (DPPSP) problems is then presented in both global and local forms (Section 4).
Then, the convergence analysis of DPPSP is provided (Section 5). Finally, numerical experiments
for training a generative adversarial network is presented in (Section 6). We close the paper by
concluding remarks (Section 7). The proofs are provided in the supplementary material.
1.1 Related Work
Saddle-point problem. Min-Max optimization, also known as saddle point problem, is a well
studied area and several algorithms have been proposed to solve this problem. The celebrated
Proximal Point method was introduced in Martinet [1970] and analyzed in Rockafellar [1976] for
the case that f(x,y) is strongly convex-strongly concave or bilinear. Following this, several inexact
versions of the proximal method were proposed to solve the problem including the hybrid inexact
proximal method Monteiro and Svaiter [2010], which generalizes the extragradient method studied
in Korpelevich [1976], Nemirovski [2004]. Recently optimistic gradient descent ascent (OGDA) was
proposed and analyzed for solving saddle point problems Liang and Stokes [2018], Gidel et al. [2018],
Mokhtari et al. [2019b,a]. All these works consider the setting where f(x,y) is (strongly)convex-
concave. Several other papers study the setting where the objective function f(x,y) is nonconvex
with respect to x but is concave with respect to y Rafique et al. [2018], Nouiehed et al. [2019], Lu
et al. [2019], or study specific cases of non-convex non-concave problems Sanjabi et al. [2018], Lin
et al. [2018]. In a parallel line of work, several papers including Nemirovski et al. [2009], Chen
et al. [2014], Palaniappan and Bach [2016] study the stochastic version of the problem where we
only have access to an unbiased estimate of the gradient and not the true gradient itself. For the
general non-convex non-concave setting, most of the existing works focus on showing that the
gradient descent ascent (GDA) method and its infinitesimal counterpart (GDA-dynamic) converge
asymptotically to the local Nash equilibrium points Nagarajan and Kolter [2017], Daskalakis and
Panageas [2018], Adolphs et al. [2018], Jin et al. [2019]. However, all the mentioned works aim at
finding a saddle point in a centralized setting and cannot be applied to decentralized settings.
Decentralized optimization. There are several works which study the problem of decentral-
ized minimization when the objective function is (strongly) convex. For such settings, methods
like Decentralized Gradient Descent (DGD) Nedic and Ozdaglar [2009], Jakovetic et al. [2014],
Yuan et al. [2016], Augmented Lagrangian Method (ALM) Shi et al. [2015a,b], Mokhtari and
Ribeiro [2016], Shen et al. [2018], distributed implementations of the alternating direction method
of multipliers (ADMM) Schizas et al. [2008], Boyd et al. [2011], Shi et al. [2014], Chang et al.
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[2015], decentralized dual averaging Duchi et al. [2012], Tsianos et al. [2012], and several dual based
strategies Scaman et al. [2017, 2018], Uribe et al. [2018] are proposed and their corresponding
convergence guarantees are established. Recently, there have been some works which look at the
problem of decentralized minimization when the function is non-convex and show convergence to a
first-order stationary point Zeng and Yin [2018], Hong et al. [2017, 2018], Sun and Hong [2018],
Scutari et al. [2017], Scutari and Sun [2018]. However, all these works rely crucially on the fact
that the goal is minimizing a function, and the analysis cannot be easily extended to the setting of
min-max optimization which we consider in this paper.
Decentralized saddle-point problem. There are multiple works which look at the decen-
tralized saddle point problem when the objective function is convex-concave Wai et al. [2018],
Mateos-Nu´nez and Corte´s [2015], Koppel et al. [2015]. However, none of these works provide any
convergence guarantees for non-convex non-concave problems.
Notation. Lowercase boldface v denotes a vector and uppercase boldface A denotes a matrix.
We use ‖v‖ to denote the Euclidean norm of vector v. Given a multi-input function f(x,y), its
gradient with respect to x and y at points (x0,y0) are denoted by ∇xf(x0,y0) and ∇yf(x0,y0),
respectively. We refer to the largest and smallest eigenvalues of a matrix A by λmax(A) and
λmin(A), respectively. We use the notation A⊗B to indicate the Kronecker product of matrices A
and B. We use 1p to denote a vector of size p where all its components are 1 and use 0p to denote
a vector of size p where all its components are 0. The identity matrix of size d× d is denoted by Id.
2 Preliminaries
In this section, we present definitions and assumptions that we will be using throughout the paper.
Definition 1. Consider a function φ : Rp → R. The function φ is
(a) convex over the set X if for any x, xˆ ∈ X we have
φ(xˆ) ≥ φ(x) + 〈∇φ(x), xˆ− x〉.
(b) µ-strongly convex over the set X if for any x, xˆ ∈ X we have
φ(xˆ) ≥ φ(x) + 〈∇φ(x), xˆ− x〉+ µ
2
‖xˆ− x‖2.
(c) ρ-weakly convex over the set X if for any x, xˆ ∈ X we have if
φ(xˆ) ≥ φ(x) + 〈∇φ(x), xˆ− x〉 − ρ
2
‖xˆ− x‖2.
Further, a function φ(x) is concave, µ-strongly concave, or ρ-weakly concave, if −φ(x) is convex,
µ-strongly convex, or ρ-weakly convex, respectively.
Note that a ρ-weakly convex function is a non-convex function with a specific structure that by
adding a quadratic regularization term of (ρ/2)‖x‖2 it becomes convex.
Definition 2. Consider an operator F : Rd → Rd. The operator F is
(a) monotone over the set Z if for any z, zˆ ∈ Z we have
〈F (z)− F (zˆ), z− zˆ〉 ≥ 0 (3)
(b) µ-strongly monotone over the set Z if for any z, zˆ ∈ Z we have
〈F (z)− F (zˆ), z− zˆ〉 ≥ µ‖z− zˆ‖2 (4)
(c) ρ-weakly monotone over the set Z if for any z, zˆ ∈ Z we have
〈F (z)− F (zˆ), z− zˆ〉 ≥ −ρ‖z− zˆ‖2 (5)
Definition 3. We call the inverse operator G−1 well-defined, if for any z the problem of finding
u such that u = G−1(z) has a unique solution. As a consequence, the operator (I + F)−1 is
well-defined if the norm of the operator F is strictly smaller than 1, i.e., ‖F(z)‖ < ‖z‖ for any z.
Now we are at the right point to state the assumptions that we will use in the rest of the paper.
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Assumption 1. The objective function f(x,y) is ρ-weakly convex with respect to x and ρ-weakly
concave with respect to y for all x ∈ X and y ∈ Y.
Assumption 2. The sets X and Y are convex, closed and bounded.
In the following lemma, we characterized the properties of F ([x,y]) = [∇xf(x,y);−∇yf(x,y)]
under the considered assumptions.
Lemma 1. Consider the variable z = [x; y] and the operator F (z) = [∇xf(x,y);−∇yf(x,y)],
and the set Z = X × Y. If the conditions in Assumptions 1-2 are satisfied then the operator F is
ρ-weakly monotone over the set Z, and Z is convex, closed and bounded with a diameter D, i.e.,
for ‖z‖ ≤ D for any z ∈ Z.
3 Problem Formulation
In this section, we first introduce a formulation of the decentralized version of the general saddle
point problem in (1). Consider a network of N nodes (machines) in which each node n has access
to a local objective function fn : Rp×q → R. Further, let xn,yn be the decision variables for node
n. Our goal is to solve the following distributed consensus saddle point problem
min
{xn}Nn=1
max
{yn}Nn=1
N∑
n=1
fn(xn,yn)
s. t. x1 = . . . = xN ∈ X , y1 = . . . = yN ∈ Y, (6)
where to ensure that nodes find the same stationary point and reach consensus we enforce the
iterates of the nodes to be equal to each other, i.e., x1 = . . . = xN and y1 = . . . = yN . It can be
easily verified that the distributed problem in (6) is equivalent to the original problem in (1) when
we enforce the consensus condition. In other words, a pair (x∗,y∗) is an optimal solution of (1)
if and only if x1 = . . . = xN = x
∗ and y1 = . . . = yN = y∗ is an optimal solution of (6). As we
described in (2), solving the problem exactly is hard in general and our goal is to ensure that all
nodes in the network find a point (x∗,y∗) that satisfies the first-order stationarity, i.e., for any
x ∈ X and y ∈ Y we have (
N∑
n=1
∇xfn(x∗,y∗)
)>
(x− x∗) ≥ 0,
(
N∑
n=1
∇yfn(x∗,y∗)
)>
(y − y∗) ≤ 0. (7)
Let us define 1X and 1Y as the indicator functions of the feasible sets X and Y, respectively, and
use the notation ∂1X and ∂1Y to denote their corresponding sub-gradients. Based on a standard
convex optimization argument ∂1X and ∂1Y are the normal cones of the convex sets X and Y,
respectively. Therefore, we can express the conditions in (7) as
0 ∈
N∑
n=1
∇xfn(x∗,y∗) + ∂1X (x∗)
0 ∈ −
N∑
n=1
∇yfn(x∗,y∗) + ∂1Y(y∗). (8)
Now define the local operators Bn : Rd → Rd and Rn : Rd → Rd at node n as Bn([x; y]) =
[∇xfn(x,y),−∇yfn(x,y)] and Rn([x; y]) = [∂1X , ∂1Y ], where to simplify our notation we defined
d := p+ q. Considering these definitions our goal in (7) and (8) can be written as the following
decentralized root finding problem
find
{zn}Nn=1
s. t.
N∑
n=1
Bn(zn) +Rn(zn) = 0,
z1 = . . . = zN ∈ Z, (9)
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where zn
def
= [xn; yn] ∈ Rd is the concatenated local variable at node n and the set Z ⊂ Rd
is a convex defined as Z := {[x; y] ∈ Rd | x ∈ X ,y ∈ Y}. To further simplify our problem
formulation and write it in a more compact form, let us define the vector z = [z1; . . . ; zn] ∈ RNd as
the concatenation of all the local variables, B(z) := [B1(z1); · · · ;BN (zN )] ∈ RNd as the operator
corresponding to the aggregate objective function, R(z) := [R1(z1); · · · ;RN (zN )] ∈ RNd as the
aggregate operator corresponding to the indicator functions, and ZN ⊂ RNd is given by ZN :=
{[z1; . . . ; zN ] ∈ RNd | z1, . . . , zn ∈ Z}. Then, the problem in (9) can be stated as
find
z
s. t. (1N ⊗ Id)>(B(z) +R(z)) = 0,
(INd − Wˆ)z = 0Nd, z ∈ ZN , (10)
where we replaced the consensus constraint z1 = . . . = zN with the condition (I− Wˆ)z = 0. Here
the matrix Wˆ = W ⊗ Id ∈ RNd×Nd is the Kronecker product of the identity matrix Id ∈ Rd×d
and a mixing matrix W ∈ RN×N , where W has the sparsity pattern of the graph and is designed
in a way that the constraint (I − Wˆ)z = 0 is satisfied if and only if z1 = . . . = zN . This is a
common approach in decentralized optimization Yuan et al. [2016], and if W satisfies the following
conditions
W = WT , W1N = 1N ,
null(I−W) = span{1N}, 0N ≺W  IN , (11)
then (9) and (10) are equivalent. The equality conditions in (10) are coupled as z has to be chosen
for both of them at the same time. We proceed to define a new variable q (which behaves as
the dual variable for the consensus constraint) to separate these equality conditions. If we define
U , (I − Wˆ)1/2, then the optimality conditions of Problem (10) imply that there exists some
p∗ ∈ RNd, such that for q∗ = Up∗ ∈ RNd and α > 0 we have
Uq∗ + α[B(z∗) +R(z∗)] = 0 and −Uz∗ = 0, (12)
where z∗ ∈ RNd is a solution of Problem (10); see, e.g., Shen et al. [2018]. Equation (12) is obtained
from the first order stationarity conditions of Problem (10) where 1αp
∗ can be seen as the Lagrange
multiplier for the constraint in (10). The first equation follows from the optimality condition and
the second one follows from the constraint, since −Uz∗ = 0 ⇐⇒ (I− Wˆ)z∗ = 0. Hence, instead
of solving (10) we find the optimal pair (z∗,q∗) for (12) by updating z and q alternatively, as we
do in the following section.
4 Algorithm
In this section, we aim to design a fully decentralized algorithm for solving the root finding
problem in (12) which leads to a set of local iterates satisfying the conditions in (8). If we define
v = [z; q] ∈ R2Nd as the concatenation of z and q, then our problem is equivalent to finding the
root of T (v), where the operator T : R2Nd → R2Nd is defined as
T (v) =
([
α[B +R] 0
0 0
]
︸ ︷︷ ︸
T1
+
[
0 U
−U 0
]
︸ ︷︷ ︸
T2
) [
z
q
]
︸︷︷︸
v
, (13)
i.e., finding a point v∗ such that T (v∗) = 0. Under the condition that the operator (I + T )−1 is
well-defined, finding a root of T is equivalent to finding a fixed point of the operator (I + T )−1,
which is a point that satisfies v∗ = (I + T )−1(v∗). This problem can be solved by following the
recursive update vt+1 = (I + T )−1(vt). However, it can be verified that implementation of this
algorithm in a distributed setting is infeasible as computing the inverse operator (I + T )−1 requires
global communication. To better highlight this point, consider the simplified case that α = 0. The
operator (I + T )−1 in this case is [I,U;−U, I]−1 and computation of this inverse requires access to
the operator (I−U2)−1 = Wˆ−1 which cannot be implemented in a distributed way.
To resolve this issue, we introduce a system which has the same root as T (v) = 0 and can be
implemented in a distributed fashion (by exchanging information only with neighboring nodes).
To do so, we consider the problem of finding a fixed point of the operator (D + T )−1D instead of
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(I+T )−1, where D  0 is a positive definite matrix. Note that if v∗ is a fixed point of (D+T )−1D,
i.e., v∗ = (D + T )−1D(v∗) then it satisfies the condition Dv∗ + T v∗ = Dv∗ which implies that v∗
is a root of T . Therefore, if the operator (D + T )−1 is well-defined, by updating the iterates based
on the following fixed point iteration
vt+1 = (D + T )−1Dvt, (14)
we can find a fixed point of (D + T )−1D and consequently a root of the operator T . Later in
Section 5, we show that the operator (D + T )−1 is well-defined (Lemma 2) and prove by following
the update in (14), the iterates converge to a fixed point of (D+T )−1D. We would like to highlight
that the update in (14) can be interpreted as performing a proximal-point update, and for this
reason we refer to our proposed method as Decentralized Proximal Point for Saddle Point problems
(DPPSP).
To ensure that the update in (14) can be implemented in a distributed way we define D as
D ,
[
I U
U I
]
. (15)
To check that D is positive definite note that, based on Schur complement, D  0 holds if and only
if I−U2 = Wˆ  0, which is satisfied based on the last condition in (11). The operator (D + T )−1
can be implemented in a distributed fashion, as it can be simplified to
(D + T )−1 =
[
(α[B +R] + I)−1 (α[B +R] + I)−1U
0 I
]
. (16)
The operator (α[B + R] + I)−1 has a block diagonal structure and can be computed locally.
Moreover, the operator U is graph sparse and can be implemented by exchanging information
among neighboring nodes. Therefore, DPPSP is a fully decentralized method. Now we proceed to
formally state the local updates of nodes for implementing DPPSP. By premultiplying both sides of
(14) by (D + T ) and plugging in the definitions of v, D, and T we obtain
zt+1 + α[B(zt+1) +R(zt+1)] = zt + Uqt − 2Uqt+1, (17)
qt+1 = Uzt + qt. (18)
Substitute qt+1 in (17) by its in (18) and use the definition U2 = I− Wˆ to obtain
zt+1 + α[B(zt+1) +R(zt+1)] = (2Wˆ − I)zt −Uqt, (19)
qt+1 = Uzt + qt. (20)
By subtracting two consecutive updates of z we can eliminate q from the update of z and obtain
zt+1 + α[B(zt+1) +R(zt+1)]
= 2Wˆzt − Wˆzt−1 + α[B(zt) +R(zt)], (21)
for t ≥ 1. By setting q0 = 0, the update for t = 0 is given by z1 + α[B(z1) +R(z1)] = (2Wˆ − I)z0.
Note as the mixing matrix Wˆ has the sparsity pattern of the graph, computation of 2Wˆzt and
Wˆzt−1 in (21) can be done in a distributed manner. Further, if the operator (I + α(B +R))−1 is
well-defined, then it can be implemented in a distributed fashion as both B and R have a block
diagonal structure. To better illustrate these observations, we would like to highlight that the local
version of the update in (21) at node n is given by
zt+1n + α[Bn(zt+1n ) +Rn(zt+1n )]
=
∑
m∈Nn
wnm(2z
t
m − zt−1m ) + α[B(ztn) +R(ztn)]. (22)
For the first iterate, the update is z1n + α[Bn(z1n) +Rn(z1n)] =
∑
m∈Nn(2wnm − 1)z0m. Hence, node
n can perform its update in (22), by computing the proximal operator for Bn +Rn or in other
words by computing the local operator (I + α(Bn +Rn))−1. The steps of the DPPSP method are
summarized in Algorithm 1.
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Algorithm 1 DPPSP at node n
Input: initial iterate z0n, step size α, weights wnm for m ∈ Nn;
1: for t = 0, . . . , T − 1 do
2: Exchange variable ztn with neighboring nodes m ∈ Nn;
3: if t = 0 then
4: zt+1 = (I + α(Bn +Rn))−1
(∑
m∈Nn(2wnm − 1)ztm
)
;
5: else
6: zt+1n = (I + α(Bn +Rn))−1
(∑
m∈Nn wnm(2z
t
m − zt−1m ) + α[B(ztn) +R(ztn)]
)
;
7: end if
8: end for
5 Theoretical Results
In this section, we first show that the inverse operators (D + T )−1 and (I + α(B + R))−1 are
well-defined for a properly chosen α. Then, we characterize convergence properties of DPPSP.
Lemma 2. Consider the definitions of the operator T in (13) and the matrix D in (16). Then,
(i) The operator B +R is ρ-weakly monotone.
(ii) If we set α < ρ−1, then the operator (I + α(B +R))−1 is well-defined.
(iii) If we choose the stepsize α such that α ≤ (1− (1− λmin(W))1/2)/(2ρ), then the operator
D + T is (λmin(W)/4)-strongly monotone.
The results in Lemma 2 show that if the stepsize α is properly chosen then both operators
(D + T )−1 and (I + α(B +R))−1 are well-defined. Therefore, the update rules in (14) and (21) for
the DPPSP method are well-defined.
Theorem 1. Consider the DPPSP method outlined in Algorithm 1. Suppose the conditions in
Assumption 1-2 are satisfied and the stepsize is chosen such that α ≤ 1/(2ρ). If we run DPPSP for
T iterations and choose one of the iterates s uniformly at random form 1, . . . T then we have
Es
[∥∥∥∥∥
N∑
n=1
Bn(zsn) +Rn(zsn)
∥∥∥∥∥
]
≤ 1
α
√
N
λmin(Wˆ)
(‖φ0 − φ∗‖M√
T
+
√
2αρND
)
, (23)
and
Es[‖Uzs+1‖] ≤ ‖φ
0 − φ∗‖M√
T
+
√
2αρND, (24)
where ‖φ0 − φ∗‖M = ‖z0 − z∗‖Wˆ + ‖Uz0 − q∗‖, and z∗ and q∗ are defined in (12).
The result in Theorem 1 shows that after T iterations if we choose one of the iterates uniformly
at random, then in expectation the iterates satisfy first-order optimality condition up to an error of
O(√ρ+ 1/√T ), i.e., Es[‖
∑N
n=1 Bn(zsn) +Rn(zsn)‖] ≤ O(
√
ρ+ 1/
√
T ), and the expected consensus
error is also of O(√ρ+ 1/√T ), i.e., Es[‖Uzs+1‖] ≤ O(√ρ+ 1/
√
T ). These results show that the
first-order optimality condition gap and the consensus constraint violation sublinearly at a rate
of O(1/√T ) converges to a neighborhood that has a radius of O(√ρ). Hence, as the function f
becomes closer to a convex-concave function, i.e., ρ becomes smaller, the accuracy of our results
become better. In particular, when f is convex-concave, i.e., ρ = 0, the iterates generated by
DPPSP find a point that as -optimality gap and -consensus error after at most O(1/2) iterations.
To achieve any arbitrary first-order stationary point we need to add the following assumption.
Assumption 3. (Minty Variational Inequality [MVI]): There exists a point z∗ such that for every
local operator Bn, Bn(z)>(z− z∗) ≥ 0 for any z ∈ Z.
This is a standard assumption which is made for non-convex optimization problems (see Dang
and Lan [2015], Lin et al. [2018] for more details). This assumption is clearly satisfied when
7
0 10000 20000 30000 40000
#iteration
0.6
0.8
1.0
1.2
1.4
1.6
1.8
2.0
g 
lo
ss
SGD
DPPSP-1
DPPSP-10
DPPSP-20
DPPSP-30
(a) Generator Loss
0 10000 20000 30000 40000
#iteration
0.8
1.0
1.2
1.4
1.6
g 
lo
ss
p=0.1
p=0.2
p=0.4
(b) Different Sparsity
Figure 1: Performances of DPPSP with varying number of nodes and different graph connectivity
on the MNIST dataset. Single-node DPPSP method outperforms SGD. The advantage of DPPSP
is more significant when we have more processing nodes. Note that the number of samples used
per iteration are identical for all the considered settings and hence the the number of iterations is
proportional to the wall-time of each method.
the operator is monotone (which corresponds to the function being convex-concave i.e. ρ = 0).
Pseudo-monotone operators i.e. operators which satisfy the property:
〈F (y), x− y〉 ≥ 0 =⇒ 〈F (x), x− y〉 ≥ 0, (25)
also satisfy this condition. There are also other classes of operators which satisfy the Minty’s VI
condition. For example, consider the following operator which is neither monotone nor pseudo-
monotone (example from Dang and Lan [2015])
F (x) =

0 x = x0
≥ 0 x ≥ x0
≤ 0 x ≤ x0
(26)
The solution to this problem is x∗ = x0, and at this point it can be easily seen that the Minty VI
condition is satisfied.
Once we have this assumption, we can show exact convergence of DPPSP to a solution of
Problem (9) as shown in the following theorem.
Theorem 2. Consider the DPPSP method outlined in Algorithm 1. Suppose the conditions in
Assumption 1-3 are satisfied and the stepsize is chosen such that α = 1/(2ρ). If we run DPPSP for
T iterations and choose one of the iterates s uniformly at random form 1, . . . , T then we have
Es
[∥∥∥∥∥
N∑
n=1
Bn(zs+1n ) +Rn(zs+1n )
∥∥∥∥∥
]
≤ ND
α
√
T
,
Es [‖Uzs‖] ≤
√
ND√
T
. (27)
The result in Theorem 2 shows that once the MVI assumption holds, the iterates generated by
DPPSP can achieve any arbitrary  accuracy. In particular, they find a solution with an -first-order
optimality gap and an -consensus error after at most O(1/2) iterations.
6 Numerical Experiments
In this section, we show the empirical performance of DPPSP in the context of GAN training1. We
use the number of iterations to measure the computational cost of each algorithm. The number of
1Our code can be downloaded from https://1drv.ms/u/s!AnXFkPphDb-Ng2cR6ooO6sMY-N8d
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Table 1: Fake images produced by generators that are trained using SGD and variants of DPPSP.
iterations 2340 4680 9360 18720 28080
SGD
DPPSP-1
DPPSP-10
DPPSP-20
DPPSP-30
samples used per-iteration are identical for all settings and hence the the number of iterations is
proportional to the wall-time. To assess the capability of generators in training, we run the code
downloaded from cs2 to produce a pair of “optimal” discriminator and generator, which are able
to generate high-quality and diversified images. We use the optimal discriminator to evaluate the
performance of the local generators. The global gloss is defined to be the average of local losses.
Note that we do not use the optimal discriminator and optimal generator to guide network training.
In all experiments, we assign L = 25. Our experiments are conducted on MNIST dataset as well as
celebA dataset.
We use SGD as baseline to validate the performance of the proposed DPPSP method. Concretely,
Figure 1a shows the (i) the advantage of DPPSP holds over SGD (even when N = 1) and (ii) how
its performance improves when we have more nodes for MNIST dataset. SGD is run on a single
machine which stores all of the training data. Single-node DPPSP has N = 1 and W = 1. It also
has access to all data like SGD. For N > 1, the training data is randomly and equally split to
the N machines. We generate graph edges with probability 0.4 and set W = I− L/τ , where L is
the Laplacian matrix and τ ≥ λmax(L)/2 is a scaling parameter. The graph structure is constant
throughout training. We conduct extensive search over hyperparameter α and report best results.
It can be seen that the single-node DPPSP method outperforms SGD. The advantage of DPPSP
gets clearer when we have more nodes, which shows the scalability of DPPSP. We can also observe
that DPPSP becomes more stable when more nodes are available in the network.
To show the impact of the graph structure, we vary the edge sparsity and test the proposed
DPPSP method on ten-node graphs. The edges are generated randomly with probabilities 0.1, 0.2,
and 0.4 with corresponding edge numbers of 21, 27, and 45, respectively. As we observe in Figure
1b, DPPSP with p = 0.4 has the best graph connectivity and hence has the best performance.
To better illustrate the advantage of DPPSP over SGD we also compare the images produced
by these two methods as time progresses for the MNIST dataset. Table 1 shows images produced
during training for SGD and DPPSP with 1, 10, 20, and 30 nodes. We present the images produced
by these methods after 2340, 4680, 9360, 18720, and 28080 iterations. As we can observe, after
4680 iterations, DPPSP-20 and DPPSP-30 already have generated reasonable images, in particular,
images of DPPSP-30 have better quality than the ones generated by DPPSP-20. Generators trained
by SGD and DPPSP-1 output unsatisfactory samples even after 28080 iterations. According to
these results, increasing the number of processing units not only leads to a smaller loss for the
generator but also produces images with higher quality.
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Figure 2: Performance (Generator Loss) of DPPSP with varying number of nodes on the celebA
dataset.
We also compare SGD and different variants of DPPSP on the celebA dataset. Figure 2
demonstrates the loss of generator corresponding to SGD and DPPSP with 10 processing nodes.
Similarly, here we also observe that the generator loss associated with DPPSP is smaller than the
one for SGD. Also, the DPPSP algorithm is more stable compared to SGD.
7 Conclusion
In this paper we proposed DPPSP, the first distributed algorithm thats finds approximate first-order
stationary points of a non-smooth non-convex non-concave saddle point problem. We showed
that under the assumption that the objective function is ρ-weakly convex-weakly concave after T
iterations the iterates generated by DPPSP find a point that satisfy first order optimality up to
an error of O(√ρ + 1/√T ) while the gap between the iterates is of O(√ρ + 1/√T ). We further
improved the our first order optimality complexity to O(1/√T ) and our consensus violation error
to O(1/√T ) under the Minty Variational Inequality assumption. We also implemented DPPSP for
training a general adversarial network and illustrated its superior performance in practice.
8 Appendix
8.1 Proof of Lemma 2
First, we show that the operator B +R is ρ-weakly monotone. To do so, note that
〈(B +R)(z1)− (B +R)(z2), z1 − z2〉
= 〈B(z1)− B(z2), z1 − z2〉+ 〈R(z1)−R(z2), z1 − z2〉
≥ 〈B(z1)− B(z2), z1 − z2〉
≥ −ρ‖z1 − z2‖2 (28)
where the first inequality holds due to the fact that the sets X and Y are convex and therefore their
indicator functions are also convex which implies that the operator R is monotone, and the second
inequality follows from the fact that operator B is ρ-weakly monotno. Therefore, the operator
B +R is ρ-weakly monotone, and if we choose α < 1/ρ then (I + α(B +R))−1 is well-defined.
Now we proceed to show that the operator E = D + T is strongly monotone. Note that we can
write the operator E as
E(v) =
([
α[B +R] 0
0 0
]
︸ ︷︷ ︸
E1
+
[
I 2U
0 I
]
︸ ︷︷ ︸
E2
) [
z
q
]
︸︷︷︸
v
, (29)
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Based on the first part of the proof we know that α(B +R) is αρ-weakly monotone. Therefore, the
operator E1 is also αρ-weakly monotone. Now we proceed to show that E2 is strongly monotone.
We can write
〈E2(v2)− E2(v2),v2 − v1〉
= 〈(z2 + 2Uq2)− (z1 + 2Uq1), z2 − z1〉+ 〈q2 − q1,q2 − q1〉
= 〈z2 − z1, z2 − z1〉+ 2〈U(q2 − q1), z2 − z1〉+ 〈q2 − q1,q2 − q1〉
≥ ‖z2 − z1‖2 − 2‖U‖‖q2 − q1‖‖z2 − z1‖+ ‖q2 − q1‖2
(30)
If we define β := max{|λmin(U)|, |λmax(U)|}, then it can verified that ‖U‖ ≤ β. Using this
inequality we can show that
〈E2(v2)− E2(v2),v2 − v1〉 ≥ ‖z2 − z1‖2 − 2β‖q2 − q1‖‖z2 − z1‖+ ‖q2 − q1‖2
≥ ‖z2 − z1‖2 − β‖q2 − q1‖2 − β‖z2 − z1‖2 + ‖q2 − q1‖2
= (1− β)‖z2 − z1‖2 + (1− β)‖q2 − q1‖2
= (1− β)‖v2 − v1‖2. (31)
Now note that U = (I− Wˆ)1/2. Since the eigenvalues of W belong to the interval (0, 1] it can be
easily verified that U is positive semidefinite. We can further show that λmax(U) = (1−λmin(W))1/2
and λmin(U) = (1− λmax(W))1/2. Therefore, β = (1− λmin(W))1/2. This result implies that E2
is 1− (1− λmin(W))1/2-strongly monotone. Therefore we can write
〈E(v2)− E(v2),v2 − v1〉 ≥
(
1− (1− λmin(W))1/2 − αρ
)
‖v2 − v1‖2. (32)
Hence, if we choose the stepsize α such that
α <
1− (1− λmin(W))1/2
ρ
, (33)
then E is strongly monotone. In particular, if we set α ≤ (1− (1− λmin(W))1/2)/(2ρ), then E
is (1− (1− λmin(W))1/2)/(2)-strongly monotone. As 1− (1− x)1/2 is lower bounded by x/2 for
x ∈ [0, 1], this result shows that the operator E = D + T is (λmin(W)/4)-strongly monotone when
α ≤ (1− (1− λmin(W))1/2)/(2ρ).
8.2 Proof of Theorem 1
Consider the operator F def= B+R. Note that using the update rules in (19) and (20), we can show
that
αF(zt+1) = (2Wˆ − I)zt − zt+1 −Uqt
= (2Wˆ − I)zt − zt+1 −Uqt+1 + (I− Wˆ)zt
= Wˆzt − zt+1 −Uqt+1
= Wˆzt − zt+1 −Uqt+2 + (I− Wˆ)zt+1
= Wˆ(zt − zt+1)−Uqt+2. (34)
Based on the first optimality condition in (12) we know that αF(z∗) + Uq∗ = 0. By subtracting
the optimality condition from (34), we obtain that
α[F(zt+1)−F(z∗)] = Wˆ(zt − zt+1)−U(qt+2 − q∗). (35)
Using the result in (35), we can write
〈zt+1 − z∗, α[F(z∗)−F(zt+1)]〉
= 〈zt+1 − z∗,−Wˆ(zt − zt+1) + U(qt+2 − q∗)〉
= 〈zt+1 − z∗,Wˆ(zt+1 − zt)〉+ 〈zt+1 − z∗,U(qt+2 − q∗)〉
= 〈zt+1 − z∗,Wˆ(zt+1 − zt)〉+ 〈qt+2 − qt+1,qt+2 − q∗〉, (36)
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where the last equality uses the definition of qt and that Uz∗ = 0. By applying the generalized
Law of cosines 2〈a, b〉 = ‖a‖2 + ‖b‖2 − ‖a− b‖2, we can write the first inner product as
〈zt+1 − z∗,Wˆ(zt+1 − zt)〉 = 1
2
(‖zt+1 − z∗‖2
Wˆ
+ ‖zt+1 − zt‖2
Wˆ
− ‖zt − z∗‖2
Wˆ
)
, (37)
and the second inner product as
〈qt+2 − qt+1,qt+2 − q∗〉 = 1
2
(‖qt+2 − q∗‖2 + ‖qt+2 − qt+1‖2 − ‖qt+1 − q∗‖2) , (38)
Substitute the expressions in (37) and (38) into (36) to obtain
〈zt+1 − z∗, α[F(z∗)−F(zt+1)]〉
=
1
2
(‖zt+1 − z∗‖2
Wˆ
+ ‖zt+1 − zt‖2
Wˆ
− ‖zt − z∗‖2
Wˆ
)
+
1
2
(‖qt+2 − q∗‖2 + ‖qt+2 − qt+1‖2 − ‖qt+1 − q∗‖2) (39)
Now we define matrix M ∈ R2Nd×2Nd and sequence of vectors φt ∈ R2Nd as
M ,
[
Wˆ 0
0 I
]
, φt ,
[
zt
qt+1
]
. (40)
Considering these definitions we can write the inequality in (39) as
‖φt+1 − φ∗‖2M + ‖φt+1 − φt‖2M − ‖φt − φ∗‖2M = 2α〈zt+1 − z∗,F(z∗)−F(zt+1)〉. (41)
Using the fact that F = B +R is ρ-weakly monotone, we have
2α〈zt+1 − z∗,F(z∗)−F(zt+1)〉 ≤ 2αρ‖zt+1 − z∗‖2. (42)
Replace the upper bound in (42) into (41) and regroup the terms to obtain
‖φt − φ∗‖2M − ‖φt+1 − φ∗‖2M ≥ ‖φt+1 − φt‖2M − 2αρ‖zt+1 − z∗‖2. (43)
Replace ‖zt+1 − z∗‖2 = ∑Nn=1 ‖zt+1n − z∗n‖2 by its upper bound ND2 where D is the diameter of
the set Z.
‖φt − φ∗‖2M − ‖φt+1 − φ∗‖2M ≥ ‖φt+1 − φt‖2M − 2αρND2. (44)
Sum the above inequality from t = 0 to T − 1 to obtain
‖φ0 − φ∗‖2M − ‖φT − φ∗‖2M ≥
T−1∑
t=0
‖φt+1 − φt‖2M − 2αρTND2 (45)
which implies that
1
T
T−1∑
t=0
‖φt+1 − φt‖2M ≤
‖φ0 − φ∗‖2M
T
+ 2αρND2 (46)
Therefore,
1
T
T−1∑
t=0
‖zt+1 − zt‖2 ≤ 1
λmin(Wˆ)
(‖φ0 − φ∗‖2M
T
+ 2αρND2
)
(47)
and
1
T
T−1∑
t=0
‖qt+2 − qt+1‖2 = 1
T
T−1∑
t=0
‖Uzt+1‖2 ≤ ‖φ
0 − φ∗‖2M
T
+ 2αρND2 (48)
Assume that we choose one of the iterates s uniformly at random from 0, . . . , T − 1, then
Es[‖zs+1 − zs‖2] ≤ 1
λmin(Wˆ)
(‖φ0 − φ∗‖2M
T
+ 2αρND2
)
(49)
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and
Es[‖Uzs+1‖2] ≤ ‖φ
0 − φ∗‖2M
T
+ 2αρND2 (50)
Now, using the fact that E[X] ≤√E[X2] and √a+ b ≤ √a+√b for positive a, b, we have
Es[‖zs+1 − zs‖] ≤
√
1
λmin(Wˆ)
(‖φ0 − φ∗‖M√
T
+
√
2αρND
)
(51)
and
Es[‖Uzs+1‖] ≤ ‖φ
0 − φ∗‖M√
T
+
√
2αρND (52)
Now based on the expression in (34) we have
αF(zt+1) = Wˆ(zt − zt+1)−Uqt+2. (53)
Multiply both sides by the the vector 1N ⊗ Id we obtain
α(1N ⊗ Id)>F(zt+1) = (1N ⊗ Id)>(zt − zt+1). (54)
which implies that
α
N∑
n=1
(Bn(zt+1n ) +Rn(zt+1n )) =
N∑
n=1
(ztn − zt+1n ). (55)
Therefore,
α
∥∥∥∥∥
N∑
n=1
Bn(zt+1n ) +Rn(zt+1n )
∥∥∥∥∥ ≤
N∑
n=1
‖ztn − zt+1n ‖
≤
√√√√N N∑
n=1
‖ztn − zt+1n ‖22
≤
√
N‖zt − zt+1‖2 (56)
Hence, we can show that
Es
[∥∥∥∥∥
N∑
n=1
Bn(zs+1n ) +Rn(zs+1n )
∥∥∥∥∥
]
≤ 1
α
√
N
λmin(Wˆ)
(‖φ0 − φ∗‖M√
T
+
√
2αρND
)
(57)
8.3 Proof of Theorem 2
Consider zˆ = [z∗; . . . ; z∗] where z∗ is the point that satisfies the condition in Assumption 3. Then
we can show that
B(z)>(z− zˆ∗) ≥ 0, (58)
for any z = [z1; . . . ; zN ] ∈ ZN . Further, note that it can be verified that R(z)>(z − zˆ∗) ≥ 0, as
there always exists a subgradient which has a positive inner product with the vector z− zˆ∗. Hence,
(B(z) +R(z))>(z− zˆ∗) ≥ 0, (59)
for any z ∈ ZN .
Now we proceed to show that there exists a vactor qˆ∗ such that the vector vˆ∗ = [zˆ∗; qˆ∗] satisfies
the condition
T (v)>(v − vˆ∗) ≥ 0, (60)
for all v = [z; q] such that z ∈ ZN and q ∈ RNd. To do so, consider qˆ∗ as a vector that belongs to
the null space U, i.e., Uqˆ∗ = 0. Hence, for any z ∈ ZN we have z>Uqˆ∗ = 0. Therefore, we can
write
α(B(z) +R(z))>(z− zˆ∗) + z>Uqˆ∗ ≥ 0, (61)
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Furter, we know that zˆ∗ belongs to the null space of U and therefore (zˆ∗)>Uq = 0 for any q ∈ RNd.
Therefore, we have
α(B(z) +R(z))>(z− zˆ∗) + z>Uqˆ∗ − q>Uzˆ∗ ≥ 0, (62)
Now add and subtract z>Uq to the left hand side to obtain
α(B(z) +R(z))>(z− zˆ∗)− z>U(q− qˆ∗) + q>U(z− zˆ∗) ≥ 0, (63)
for any z ∈ ZN and q ∈ RNd. This expression can also be written as[
α[B +R](z) + Uq
−Uz
]> [
z− zˆ∗
q− qˆ∗
]
≥ 0 (64)
which is equivalent to ([
α[B +R] U
−U 0
] [
z
q
])> [
z− zˆ∗
q− qˆ∗
]
≥ 0 (65)
By considering the definitions of T , v, and vˆ∗, it can be verified that (65) implies (60).
Note that the sequence of iterates generated by our proposed method satisfy the condition
T (vt+1) + D(vt+1 − vt) = 0, (66)
Consider the definition ‖a‖2A := a>Aa. Then, it can be verified that
‖vt − vˆ∗‖2D = ‖vt+1 − vˆ∗‖2D + ‖vt+1 − vt‖2D + 2(vt − vt+1)TD(vt+1 − vˆ∗)
= ‖vt+1 − vˆ∗‖2D + ‖vt+1 − vt‖2D + 2T (vt+1)T (vt+1 − vˆ∗)
≥ ‖vt+1 − vˆ∗‖2D + ‖vt+1 − vt‖2D (67)
If we sum both sides from k = 0 to k = T − 1 we obtain that
T−1∑
t=0
‖vt+1 − vt‖2 ≤ ‖v0 − vˆ∗‖2 − ‖vT − vˆ∗‖2 (68)
Therefore, if we choose one of the indices k from 0 to T − 1 with probability 1/T the expected
value of the random variable ‖vt+1 − vt‖2 will be
Es[‖vs+1 − vs‖2] = 1
T
T−1∑
k=0
‖vt+1 − vt‖2
≤ ‖v
0 − vˆ∗‖2
T
(69)
Based on the equality in (66) we can show that[
α[B +R](zt+1) + Uqt+1
−Uzt+1
]
=
[
zt − zt+1 + U(qt − qt+1)
U(zt − zt+1) + qt − qt+1
]
(70)
Multiply both sides of the first equality by the vector 1N ⊗ Id to obtain which implies that
α
N∑
n=1
(Bn(zt+1n ) +Rn(zt+1n )) =
N∑
n=1
(ztn − zt+1n ). (71)
Therefore,
α
∥∥∥∥∥
N∑
n=1
Bn(zt+1n ) +Rn(zt+1n )
∥∥∥∥∥ ≤
N∑
n=1
‖ztn − zt+1n ‖
≤
√√√√N N∑
n=1
‖ztn − zt+1n ‖22
≤
√
N‖zt − zt+1‖2 (72)
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Hence, we can show that
Es
∥∥∥∥∥
N∑
n=1
Bn(zs+1n ) +Rn(zs+1n )
∥∥∥∥∥
2
 ≤ N
α2
‖v0 − vˆ∗‖2
T
(73)
Further, we can show that
Es[‖Uzs‖2] = 1
T
T−1∑
t=0
‖Uzs‖2
=
1
T
T−1∑
t=0
‖qt+1 − qt‖2
≤ ‖v
0 − vˆ∗‖2
T
(74)
As we simply can choose qˆ∗ as qˆ∗ = 0 and the initial iterate is q0 = 0 we can simplify ‖v0 − vˆ∗‖2
as ‖z0 − zˆ∗‖2 in both (73) and (74).
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