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Abstract. This paper concerns a Fokker-Planck equation on the positive real
line modeling nucleation and growth of clusters. The main feature of the
equation is the dependence of the driving vector field and boundary condition
on a non-local order parameter related to the excess mass of the system.
The first main result concerns the well-posedness and regularity of the
Cauchy problem. The well-posedness is based on a fixed point argument, and
the regularity on Schauder estimates. The first a priori estimates yield Hölder
regularity of the non-local order parameter, which is improved by an iteration
argument.
The asymptotic behavior of solutions depends on some order parameter ρ
depending on the initial data. The system shows different behavior depending
on a value ρs > 0, determined from the potentials and diffusion coefficient.
For ρ ≤ ρs, there exists an equilibrium solution c
eq
(ρ)
. If ρ ≤ ρs the solution
converges strongly to ceq
(ρ)
, while if ρ > ρs the solution converges weakly to
c
eq
(ρs)
. The excess ρ − ρs gets lost due to the formation of larger and larger
clusters. In this regard, the model behaves similarly to the classical Becker-
Döring equation.
The system possesses a free energy, strictly decreasing along the evolution,
which establishes the long time behavior. In the subcritical case ρ < ρs the
entropy method, based on suitable weighted logarithmic Sobolev inequalities
and interpolation estimates, is used to obtain explicit convergence rates to the
equilibrium solution.
The close connection of the presented model and the Becker-Döring model is
outlined by a family of discrete Fokker-Planck type equations interpolating be-
tween both of them. This family of models possesses a gradient flow structure,
emphasizing their commonality.
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1. Introduction.
1.1. The model, its well-posedness and convergence to equilibrium. In
this paper we shall be concerned with a non-linear non-local problem associated to
the Fokker-Planck equation on the half line R+ = [0,∞),
∂tc(x, t) + ∂x
(
b(x, t)c(x, t)
)
= ∂2x
(
a(x)c(x, t)
)
, x, t ∈ R+. (1.1)
We shall be primarily interested in the large time behavior of solutions to (1.1)
with non-negative initial data and Dirichlet boundary condition at x = 0. We shall
assume that a(·) is differentiable and strictly positive, and that the drift b(·, ·) has
the form
b(x, t) = a(x)
(
θ(t)W ′(x) − V ′(x)) , (1.2)
where V (·),W (·) are C1 functions and θ(·) is continuous. We show in §6 that with
the choice (1.2) of the drift b(·, ·) together with suitable Dirichlet boundary condition
and conservation law, the evolution (1.1) may be considered a continuous version
of the discrete Becker-Döring (BD) model [6].
At this point, equation (1.1) with drift (1.2) is a Fokker-Planck equation with
time and space dependent coefficients. In particular, if the function θ(·) in (1.2) is
constant θ(·) ≡ θ, then c(x, t) = ceqθ (x), where
ceqθ (x) = a(x)
−1 exp(−V (x) + θW (x)) , (1.3)
is a steady state solution of (1.1), (1.2). Furthermore it is known, under fairly gen-
eral assumptions on a(·), V (·),W (·), θ, that the solution c(·, t) to (1.1) with Dirichlet
boundary condition c(0, t) = ceqθ (0), converges as t → ∞ to ceqθ (·). In this case con-
vergence follows by establishing a positive lower bound on the Dirichlet form [29]
associated to (1.1).
In the problem we study here θ(·) is non-constant in time and is determined by
the conservation law
θ(t) +
∫ ∞
0
W (x)c(x, t) dx = ρ , where ρ > 0 is constant. (1.4)
By assuming that the inital data satisfies
∫∞
0 W (x)c(x, 0) dx <∞, the constraint (1.4)
is proven to be satisfied for short time by a fixed point argument. In addition for
global in time existence, a lower bound on θ(t) is provided, which uses the par-
ticular choice of (1.2). In the application of this model to coarsening, θ models
the gaseous phase or available monomer concentration and c is the volume cluster
density, the constraint (1.4) corresponds to the conservation of total mass. The
constraint makes the Fokker-Planck equation (1.1), (1.2) non-local and non-linear.
Additionally, we impose a Dirichlet boundary condition which is consistent with the
requirement that ceqθ (x) is a stationary solution to (1.1), (1.2), but not necessarily
satisfying the constraint (1.4). Our Dirichlet condition is therefore given by
c(0, t) = ceqθ(t)(0) = a(0)
−1 exp(−V (0) + θ(t)W (0)) , t > 0 . (1.5)
It turns out that the above Dirichlet condition (1.5) is also thermodynamically
consistent, since the system (1.1), (1.2), (1.4), (1.5) has a free energy functional
acting as Lyapunov function for the evolution (see §1.2), which is the main tool for
the investigation of the long-time limit. To specify the long-time limit, we observe
that if W is assumed to be a positive function such that W (·)a(·)−1 exp[−V (·)]
is integrable on (0,∞), then W (·)ceqθ (·) is integrable for θ ≤ 0. Furthermore, the
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function θ 7→ θ + ‖W (·)ceqθ (·)‖1 is strictly increasing and maps (−∞, 0] to (−∞, ρs]
where
ρs = ‖W (·)ceq0 (·)‖1 =
∫ ∞
0
W (x)a(x)−1 exp(−V (x)) dx . (1.6)
We denote by θeq(·) the inverse function with domain (−∞, ρs]. Evidently θeq(ρs) =
0, and so we may extend θeq(·) in a continuous way to have domain R by setting
θeq(ρ) = 0 for ρ > ρs. It is proven below that c
eq
(ρ) = c
eq
θeq(ρ) with ρ given as right
hand side of (1.4) is the long-time limit of the evolution equation (1.1), (1.2), (1.4),
(1.5).
The goal of the work is to establish well-posedness of the system, to investigate
the long-time behavior and to obtain the rate for convergence in the subcritical
regime ρ < ρs.
The above model (1.1), (1.2), (1.4), (1.5) bears similarities with the classical
Becker-Döring model [6], and is also closely related to the Lifshitz-Slyozov-Wagner
(LSW) model of coarsening [31, 48]. The Becker-Döring model is discrete with evolu-
tion determined by a countable set of ODEs, whereas the LSW model is continuous
with a nonlocal conservation law on R+. The close connection between the Becker-
Döring and LSW models was investigated in several works [39, 19, 46, 18, 37, 30, 17,
36, 16, 38, 20, 44]. The models from these works closest to the one investigated here
are those considered in [20, 46]. There a diffusive LSW equation very similar to the
equations (1.1), (1.2), (1.4) is studied. However, instead of the boundary condition
(1.5), a homogeneous Dirichlet boundary condition c(0, t) = 0 is considered. The
boundary condition is crucial, since it changes the stationary states in a nontrivial
way. Another modified LSW equation was proposed in [19] and [17, §4], which is
obtained by a formal second order expansion of the Becker-Döring equation. The
difference between the models obtained in [19, 17] and the system (1.1), (1.2), (1.4),
(1.5) is that the coupling of the constraint and the boundary condition is different.
There has been no rigorous mathematical analysis done on the model presented in
[19, 17]. Our present analysis may be applicable here also, given the slight change
of boundary conditions.
Let us specify the set of assumptions on the functions a(·), V (·), W (·) needed to
obtain statements for the system (1.1), (1.2), (1.4), (1.5).
Assumption 1.1.
(a) a(·), V (·), W (·) ∈ C2(R+) satisfy for some C0 > 0(|V ′′(x)|+|W ′′(x)|) a(x)+(|V ′(x)|+|W ′(x)|) |a′(x)|+|a′′(x)| ≤ C0 for x ∈ R+.
(b) W (·) is an increasing function with W (0) > 0 and infx∈R+ a(x) ≥ c0 > 0.
(c) For any δ > 0 there exists xδ > 0 such that
|V ′(x)| + |(log a(x))′| ≤ δW ′(x) , if x ≥ xδ .
and
|V ′′(x)|+ |(log a)′′(x)| + |W ′′(x)| ≤ δW ′(x)2 , if x ≥ xδ .
(d) There exists C0, c0 > 0 such that
c0 ≤ a(x)W ′(x)2 ≤ C0W (x) , for x ∈ R+ . (1.7)
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(e) The function W (·)a(·)−1 exp(−V (·)) is integrable on (0,∞).
Remark 1.2. Assumption 1.1 (a) represents limits on the growth rates of the
coefficients, and is needed to avoid any question or discussion of the explosion of
the associated SDE. These assumptions are typical for establishing well-posedness of
linear Fokker-Planck equations. The physical interpretation of the model associates
with c a cluster volume distribution and with W a bulk energy per unit volume.
Hence, we ask for a monotone relation between bulk energy and volume. In this
interpretation the diffusion coefficient a is an overall reactivity and so is strictly
positive. The potential V corresponds to surface energy per unit volume, and
therefore has smaller growth at infinity than the bulk energy W . This is expressed
in part (c) of Assumption 1.1. Assumption 1.1 (e) ensures that ρs as defined in (1.6)
satisfies ρs <∞. This is the physically interesting case, showing two regimes in the
longtime limit. The case ρs =∞ can be handled with small modifications.
Assumption 1.1 (d) has no direct physical interpretation, but is crucial for the
qualitative and quantitative investigation of the long-time limit (see also condi-
tion (1.13) in Theorem 1.5). In particular, it implies that W (x) → ∞ as x → ∞.
To see this observe from (a) of Assumption 1.1 that a′′(·) ≤ C0 yields the inequality√
a(x) ≤ C1[1 + x] for some constant C1. Hence, using also (d) of Assumption 1.1,
we have
W (x)−W (0) =
∫ x
0
W ′(y) dy ≥
∫ x
0
√
c0√
a(y)
dy ≥
√
c0
C1
∫ x
0
dy
1 + y
=
√
c0
C1
log(1 + x).
To illustrate the above set of assumptions, we take for a, V,W power laws
W (x) = (1 + x)κ a(x) = (1 + x)α and V (x) = (1 + x)γ .
Then, the admissible range of exponents is
0 < κ ≤ 2, max{2− 2κ, 0} ≤ α ≤ 2− κ and 0 < γ < min{2− α, κ}.
Theorem 1.3. Assume the functions a(·), V (·), W (·) satisfy Assumption 1.1. Let
c(x, 0), x > 0, be a non-negative measurable function such that∫ ∞
0
W (x)c(x, 0) dx < ∞ . (1.8)
Then there exists a unique solution c(·, t), t > 0, to the Cauchy problem (1.1), (1.2),
(1.4), (1.5) with initial condition c(·, 0).
For all t > 0 the function c(·, t) ∈ C1([0,∞)) and θ ∈ C1([0,∞)).
For any L > 0 the solution c(·, t) converges uniformly on the interval [0, L] as t→∞
to the equilibrium ceqθ (·) with θ = θeq(ρ). If ρ ≤ ρs then also
lim
t→∞
∫ ∞
0
W (x)|c(x, t) − ceqθ (x)| dx = 0 . (1.9)
The three statements on well-posedness, regularity and convergence to equilib-
rium are proven in the next three sections §2, §3 and §4, respectively. In §2 we
show that the solution c(·, t) exists in a weak sense (see Definition 2.1). In particu-
lar, the Borel measure c(x, t) dx converges weakly as t→ 0 to c(x, 0) dx. Regularity
properties of c(x, t) are established in §3. For t > 0 the function c(·, t) with domain
[0,∞) is C1 and the boundary condition (1.5) holds.
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1.2. Convergence rate to equilibrium (subcritical). We derive in the subcrit-
ical case ρ < ρs a quantified rate of convergence to equilibrium. The proof relies
on the entropy method and the convergence statement is shown with respect to a
free energy, which is decreasing along the solution. For the formal calculations with
the free energy it is convenient to rewrite the set of equations (1.1), (1.2), (1.5).
Observing from (1.2), (1.3) that
∂x[a(x)c(x, t)] − b(x, t)c(x, t) = a(x)c(x, t) ∂x log c(x, t)
ceqθ(t)(x)
,
we see that (1.1), (1.2), (1.5) can be rewritten as
∂tc(x, t) = ∂x
(
a(x)c(x, t) ∂x log
c(x, t)
ceqθ(t)(x)
)
with b.c. log
c(0, t)
ceqθ(t)(0)
= 0 .
With the PDE and boundary condition in this form, together with equation (1.4)
for θ(t), the following energy dissipation estimate is formally deduced:
d+
dt
G(c(·, t), θ(t)) ≤ −D(c(t), θ(t)) (1.10)
where d
+
dt f(t) = lim supδ→0+
f(t+δ)−f(t)
δ and
G(c(·, t), θ(t)) =
∫
(log c− 1)c(x) dx +
∫
(V + log a)c(x) dx +
1
2
θ(t)2 (1.11)
with θ(t) = ρ−
∫
W (x)c(x, t) dx
D(c(·), θ) =
∫
a(x)
(
∂x log
c
ceqθ
)2
c(x) dx.
The differential inequality (1.10) is rigorously established after proving sufficient
regularity properties of the solution c(·, t).
Remark 1.4 (Relation to McKean-Vlasov dynamic). The term 12θ
2 in (1.11) is
characteristic for free energies of McKean-Vlasov equations
FMV (c) =
∫
c log c+
∫
cV˜ +
1
2
∫∫
K(x, y)c(x)c(y) dxdy,
with some kernel function K. For the product kernelK(x, y) =W (x)W (y), the last
term becomes (
∫
Wc)
2
. By choosing V˜ = V − 1+ loga− ρW , the free energy FMV
agrees with G from (1.11) up to a constant. The connection becomes more apparent
by noting that (1.1), (1.2), (1.4), (1.5) is the formal gradient flow with respect to
a Wasserstein metric including a boundary condition (see §6.4.2). Hence, the pre-
sented Fokker-Planck equation has a close connection to the class of McKean-Vlasov
equations with a product kernel, however with a non-local boundary condition.
Let us point out that gradient flows with boundary condition are quite delicate
and are first studied in [26] for the heat equation with Dirichlet boundary conditions.
McKean-Vlasov equations with non-local interaction and some boundary are just
recently studied in [33]. However, the particular boundary condition (1.5) together
with the non-local constraint (1.4) has been to our knowledge not studied in the
literature so far.
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The function G is proven to be convex with a unique minimizer satisfying the
constraint (1.4) (see Lemma 4.1) given by
inf
c
{
G(c, θ) : θ +
∫
W (x)c(x) dx = ρ
}
= G(ceqθeq , θeq)
where θeq = θeq(ρ) is uniquely determined by ρ through the identity ρ = θeq +∫
Wceqθeq . This allows to define the normalized free energy functional
Fρ(c) = G(c, θ)− G(ceqθeq , θeq) with θ = ρ−
∫
W (x)c(x) dx. (1.12)
Therewith, we can state the second main result on the rate of convergence to equi-
librium.
Theorem 1.5. Let ρ < ρs. Assume the function a(·), V (·), W (·) to satisfy As-
sumption 1.8 and in addition for some β ∈ (0, 1] and constants 0 < c0 < C0 < ∞
holds the refinement of (1.7)
c0W
1−β(x) ≤ a(x)W ′(x)2 for x ∈ R+. (1.13)
Let c be a solution to (1.1), (1.2), (1.4), (1.5) with initial condition c(·, 0) satisfy-
ing (1.8) and for some C0 and k > 0 the moment condition∫
W (x)1+kβ c(x, 0) dx ≤ C0, (1.14)
Then there exists λ and C depending on a, V,W, θeq, C0, k such that for all t ≥ 0
Fρ(c(t)) ≤ 1
(C + λt)k
.
Moreover, if (1.13) holds with β = 0, that is c0W (x) ≤ a(x)W ′(x)2 ≤ C0W (x) for
x ∈ R+, then there exists C > 0 and λ > 0 such that
Fρ(c(t)) ≤ Ce−λt.
The proof of Theorem 1.5 is contained in §5.
By a suitable Pinsker inequality (see Corollary 5.3), the convergence of Theo-
rem 1.5 also implies the quantified version of the statement (1.9) of Theorem 2.3 as
well as a quantified convergence statement for θ(t).
Corollary 1.6. Under the assumptions of Theorem 1.5 there exists for any T > 0
an explicit constant C > 0 such that(∫
W (x)|c(x, t)− ceqθeq(x)| dx
)2
+(θ(t) − θeq)2 ≤ C Fρ(c(·, t)) for all t ≥ T.
Remark 1.7. Firstly, let us emphasize, that the rates given in Remark 1.2 satisfy
the refined assumption (1.13) with β = 2−α−κκ ∈ [0, 1].
To explain the quantity (1.14), we introduce ω(x) =W (x)/
(
a(x)W ′(x)2
)
. Then,
by using (1.13), we have ω(x) ≤ c−10 W (x)β and the moment condition (1.14) gives
a bound on ∫
ω(x)kW (x) c(x, 0) dx ≤ C0.
The weight function ω(x) is essential for the derivation of suitable functional in-
equalities, in this case weighted logarithmic Sobolev inequalities (see §5.2). To-
gether with an interpolation argument, this is the essential ingredient to obtain a
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suitable differential inequality for the time-derivative of Fρ. We decided for the
sake of presentation to use the slightly simplifying assumption (1.13).
In addition, it is possible by the same technique, to obtain subexponential con-
vergence rates of the form exp(−λtν) for some ν ∈ (0, 1) by using an interpolation
argument with stretched exponential moments and suitable bounds on the initial
data. We refer to [13], where this kind of result is obtained for the Becker-Döring
equation.
1.3. Relation with the classical Becker-Döring model. The system (1.1),
(1.2), (1.4), (1.5) may be considered a continuum analogue of the classical Becker-
Döring model for cluster evolution [6]. Letting cℓ(t), ℓ = 1, 2, ..., denote the density
at time t of clusters of volume ℓ, the cluster evolution is determined by the equations
dcℓ(t)
dt
= Jℓ−1(t)− Jℓ(t) , ℓ = 2, 3, ... (1.15)
and the mass conservation law
∞∑
ℓ=1
ℓcℓ(t) = ρ . (1.16)
It follows from (1.15), (1.16) that monomer evolution is determined by the equation
dc1(t)
dt
= −J1 −
∞∑
ℓ=1
Jℓ .
The flux Jℓ is the rate at which clusters of volume ℓ become clusters of volume ℓ+1,
and is given by the formula
Jℓ = aℓc1cℓ − bℓ+1cℓ+1 , (1.17)
where aℓ, bℓ > 0 are given functions of ℓ. Thus an ℓ-cluster can combine with a
monomer at rate aℓ to become an ℓ + 1-cluster. An ℓ + 1-cluster can evaporate a
monomer at rate bℓ+1 to become an ℓ-cluster. One looks for equilibrium solutions
to (1.15), (1.16) by solving the equations Jℓ = 0, ℓ = 1, 2, ... From (1.17) it follows
that cℓ+1 = aℓc1cℓ/bℓ+1, ℓ = 1, 2, ... Hence cℓ = Qℓc
ℓ
1, ℓ = 1, 2, .. is an equilibrium
solution where
Qℓ =
ℓ−1∏
r=1
ar
br+1
, Q1 = 1, (1.18)
provided (1.16) holds. Making the assumption that there exists zs > 0 such that
lim
ℓ→∞
aℓ
bℓ
=
1
zs
, (1.19)
it is clear there is a family of equilibria for every density ρ with 0 < ρ < ρs, where
ρs =
∞∑
ℓ=1
Qℓz
ℓ
s .
If ρs < ∞ then the equilibrium corresponding to ρ = ρs is critical: there are no
equilibria with ρ > ρs.
Global existence and uniqueness theorems for the Becker-Döring system (1.15),
(1.16) were proven in the seminal paper of Ball, Carr and Penrose [3] under fairly
mild assumptions on the rates aℓ, bℓ, ℓ = 1, 2, .., the main ones being that aℓ, bℓ
should grow at sub-linear rates in ℓ as ℓ→∞. It was also shown (Theorem 5.6 of [3])
under stronger assumptions on aℓ, bℓ, in particular (1.19), that if ρ ≤ ρs <∞, then
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the solution of (1.15), (1.16) converges strongly at large time to the corresponding
equilibrium solution, in the sense that
lim
t→∞
∞∑
ℓ=1
ℓ|cℓ(t)−Qℓcℓ1| = 0 .
If ρ > ρs then cℓ(t) converges weakly to the equilibrium solution with maximal
density,
lim
t→∞
cℓ(t) = Qℓz
ℓ
s , ℓ = 1, 2, ....
Our first main result Theorem 1.3 can be seen as the analog of the these results. A
key tool in the proof of Theorem 5.6 of [3] is a Lyapunov function G defined by
G(c(·)) =
∞∑
ℓ=1
cℓ
{
log
cℓ
Qℓ
− 1
}
, (1.20)
which is decreasing on solutions to (1.15), (1.16).
To make the connection between the Becker-Döring model and the model (1.1),
(1.2), (1.4), (1.5) we formulate, following Velázquez [46], equation (1.15) as a dis-
cretization of a diffusion equation. From (1.17) we have that
Jℓ = [bℓcℓ − bℓ+1cℓ+1] + {(aℓzs − bℓ) + θ(t)aℓ}cℓ ,
where the function θ(t) is given by
c1(t) = zs + θ(t) . (1.21)
Setting c(ℓ, t) = cℓ(t), ℓ = 1, 2, . . . , and denoting by D the forward difference
operator with adjoint D∗, we have from (1.15) that
∂tc(ℓ, t) = −D∗D[bℓc(ℓ, t)] +D∗[{(aℓzs − bℓ) + θ(t)aℓ}c(ℓ, t)] , ℓ ≥ 2. (1.22)
We also have from (1.21) the boundary condition
c(1, t) = zs + θ(t) . (1.23)
The dynamics is now completed from the conservation law (1.16). Evidently (1.22),
(1.23) can be considered a discretization on the positive integers of (1.1), (1.2),
(1.5). In §6 we describe for ε > 0 a family of models on εZ+, where Z+ denotes
the non-negative integers. The Becker-Döring model is a member of this family
corresponding to ε = 1, and the model (1.1), (1.2), (1.4), (1.5) corresponds to the
limiting case ε → 0. For each model there is a Lyapunov function analogous to
(1.20), which decreases on solutions. In the case of (1.1), (1.2), (1.4), (1.5) the
Lyapunov function is consistent with (1.11). Moreover, each model possesses a
gradient flow structure for which the Lyapunov function is the driving free energy
with respect to a Wasserstein metric with Dirichlet boundary condition.
An important example of aℓ, bℓ is
aℓ = a1ℓ
α , bℓ = aℓ(zs + q/ℓ
γ) , ℓ = 1, 2, ..., (1.24)
where α ∈ [0, 1], γ ∈ (0, 1) and q, zs > 0. The classical theory of coarsening is
obtained by the choice α = γ = 13 . We refer to [36] for some heuristic derivation of
these more general rates and their physical interpretation. In that case we have an
asymptotic formula for Qℓ at large ℓ given by
Qℓ ≃ z−(ℓ−1)s
1
ℓα
exp
[
− q
zs(1 − γ)ℓ
1−γ
]
, ℓ→∞ .
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Hence there are equilibria for every density ρ with 0 < ρ ≤ ρs. Using (1.22)
to make a comparison between the Becker-Döring model with parameter values
given by (1.24) and (1.1), (1.2), we formally obtain by using l(x) = 1 + x that
a(x) = b1+x ∼ (1 + x)α, where ∼ neglects lower order terms for x ≫ 1. Similarly,
we have
W ′(x) =
a1+x
b1+x
∼ 1
zs
and V ′(x) =
b1+x − zsa1+x
b1+x
∼ q
zs
(1 + x)−γ .
Hence, we see that it is appropriate to set up to numerical constants
a(x) = (1 + x)α , V (x) = (1 + x)1−γ , W (x) = 1 + x ,
in (1.1), (1.2). Note that in view of Remark 1.2 the functions satisfy Assumption 1.1
and convergence to equilibrium is obtained through Theorem 1.5. In particular the
case α = 1 yields exponential convergence to equilibrium in analogy to the result
of [13] for the Becker-Döring equation.
1.4. Transformation to a ≡ 1. For the rest of the paper and the sake of presen-
tation, we are going to transform the equation by a change of variable to a Fokker-
Planck equation of the same type but with constant diffusion constant a ≡ 1. We
achieve this by making the change of variable
z(x) =
∫ x
0
dx′√
a(x′)
and c˜(z(x), t) =
√
a(x)c(x, t) . (1.25)
We have already observed that Assumption 1.1 (a) implies that
√
a(x) ≤ C1[1+x]
for some constant C1, whence z(x) =
∫ x
0 dx
′/
√
a(x′) → ∞ as x → ∞. Moreover,
from Assumption 1.1 (b) it follows that 0 < z′(x) < ∞ and thus z : R+ → R+ is
one-to-one and we write x(z) for the inverse. Then (1.1) becomes
∂tc˜(z, t) + ∂z
[
b˜(z, t)c˜(z, t)
]
= ∂2z c˜(z, t) , 0 < z <∞, t > 0,
where b˜(z, t) =
b(x, t)√
a(x)
− a
′(x)
2
√
a(x)
, x = x(z) .
Note that (1.2) implies that
b˜(z, t) = θ(t)W˜ ′(z)− V˜ ′(z)
where W˜ (z) =W (x(z)) and V˜ (z) = V (x(z)) +
1
2
log[a(x(z))] .(1.26)
Evidently the conservation law (1.4) becomes
θ(t) +
∫ ∞
0
W˜ (z)c˜(z, t) dz = ρ ,
and the boundary condition (1.5) becomes
c˜(0, t) = exp
(−V˜ (0) + θ(t)W˜ (0)) .
Moreover, it holds by writing shortly x = x(z) and using that dxdz =
√
a(x)
d
dz
V˜ (z) = V ′(x)
√
a(x) +
a′(x)
2
√
a(x)
; (1.27)
d2
dz2
V˜ (z) = V ′′(x)a(x) +
1
2
V ′(x)a′(x) +
a′′(x)
2
− (a
′(x))2
4a(x)
; (1.28)
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d
dz
W˜ (z) =W ′(x)
√
a(x) ; (1.29)
d2
dz2
W˜ (z) =W ′′(x)a(x) +
1
2
W ′(x)a′(x) . (1.30)
In particular, the functions V˜ and W˜ satisfy again Assumption 1.1 with a(·) ≡ 1
(see Lemma A.1). From now on, we drop the tilde-superscript, write again x for z
and assume a ≡ 1 and V,W to satisfy Assumption 1.1, which then take the following
simple form:
Assumption 1.8 (a ≡ 1).
(a) V (·),W (·) ∈ C2(R+) satisfy satisfy for some C0 > 0
|V ′′(x)| + |W ′′(x)| ≤ C0 for x ∈ R+ . (1.31)
(b) W (·) is an increasing function with W (0) > 0.
(c) For any δ > 0 there exists xδ > 0 such that
|V ′(x)| ≤ δW ′(x) , if x ≥ xδ . (1.32)
and
|V ′′(x)| + |W ′′(x)| ≤ δW ′(x)2 , if x ≥ xδ . (1.33)
(d) There exists C0, c0 > 0 such that
c0 ≤W ′(x)2 ≤ C0W (x) , for x ∈ R+ . (1.34)
(e) The function W (·) exp(−V (·)) is integrable on (0,∞).
2. Existence and uniqueness Theorems.
2.1. Notion of solutions, existence and uniqueness results. Now, we are
going to prove that there exists a solution globally in time to (1.1), (1.2), (1.4),
(1.5) under Assumption 1.8 on the functions V (·),W (·) as well as a W -moment of
the initial data (1.8). In order to carry this out it will be helpful for us to consider
solutions to the PDE adjoint to (1.1),
Lx,tw(x, t) = ∂tw(x, t) + ∂2xw(x, t) + b(x, t) ∂xw(x, t) = 0 . (2.1)
Note that (2.1) is to be solved backwards in time, and is therefore parabolic (see
page 26 of [28]). We shall be interested in solutions w(x, t) to (2.1) in domains
{(x, t) : x > 0, t < T } for T > 0 with zero Dirichlet boundary condition at x = 0
and terminal condition at t = T . That is
w(x, T ) = w0(x), x > 0, w(0, t) = 0, t < T, (2.2)
where w0(·) is a given function. We assume that
b : [0,∞)× [0, T ]→ R, ∂b
∂x
: [0,∞)× [0, T ]→ R are continuous ,
and sup
x≥0, 0≤t≤T
|b(x, t)|
1 + x
<∞ .
(2.3)
Then the terminal-boundary value problem (2.1), (2.2) has a unique classical solu-
tion in [0, T ]× [0,∞) provided w0(·) is a continuous function satisfying
sup
x≥0
|w0(x)| exp(−Ax) <∞ for some A ≥ 0.
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That is there is a unique function w : (0,∞) × (0, T ) → R such that w(x, t) is C2
in x, C1 in t, denoted by w ∈ C2,1t,x (R+ × [0, T ]), and satisfies the PDE (2.1). In
addition, w extends to a continuous function on the set {(x, t) ∈ [0,∞) × [0, T ] :
(x, t) 6= (0, T ) } and satisfies (2.2). This follows from the Green’s function estimates
in [21, Lemma 3.4]. In this section we shall always assume that (2.3) holds.
We shall be concerned mostly with solutions to (2.1) where the drift b(·, ·) is
given by (1.2) with a(·) ≡ 1, that is
b(x, t) = θ(t)W ′(x)− V ′(x) , x ≥ 0 . (2.4)
In order for the condition (2.3) to hold we shall need W (·), V (·) to be C2 on [0,∞)
with bounded second derivative, which is (1.31) of Assumption 1.8, and the function
θ(·) to be continuous.
Suppose now that the continuous function θ : [0, T ]→ R is given. If the function
c(x, t), x > 0, 0 < t < T, is a classical solution to (1.1), (1.5), and w(x, t), x >
0, t < T, a classical solution to (2.1), (2.2) then we have that
d
dt
∫ ∞
0
w(x, t)c(x, t) dx = ∂xw(0, t) exp[−V (0) + θ(t)W (0)] . (2.5)
We use an integrated form of the identity (2.5) (see (2.6) below) to construct a
unique measure valued weak solution to the initial-boundary value problem (1.1),
(1.5). We recall some well known properties of spaces of measures [7, 40]. Let
B(R+) be the σ−algebra of Borel sets on R+ = [0,∞), andM(R+) be the Banach
space of real finite Borel measures µ : B(R+) → R. Let C0(R+) be the Banach
space of continuous functions f : [0,∞)→ R which vanish at ∞ with norm ‖f‖ =
supx∈R+ |f(x)|. Then by the Riesz representation theorem M(R+) is the dual of
C0(R+).
Definition 2.1. Let T0 > 0. A family [0, T0] ∋ T 7→ c(·, T ) ∈M(R+) is a solution
to (1.1), (1.5) with b satisfying (2.4) and θ ∈ C([0, T0],R+) if for all T ∈ (0, T0)
and all solutions w ∈ C2,1x,t (R+ × [0, T ]) to the adjoint equation (2.1), (2.2) with
w0 ∈ C0(R+) the following identity holds:∫ ∞
0
w0(x)c(x, T ) dx =
∫ ∞
0
w(x, 0)c(x, 0) dx +
∫ T
0
∂xw(0, t) e
−V (0)+θ(t)W (0) dt .
(2.6)
If the initial data c(x, 0) dx is a finite Borel measure then it follows from the
maximum principle for solutions to (2.1), (2.2) that the first integral on the RHS
of (2.6) is bounded by a constant times ‖w0‖∞. The second integral on the RHS of
(2.6), which incorporates the boundary condition (1.5), is also bounded by a constant
times ‖w0‖∞. This follows again from the maximum principle and Lemma 2.5 below.
Note that if w0(·) is non-negative then the maximum principle implies that w(·, t)
is non-negative for t < T . In particular we have that ∂xw(0, t) ≥ 0. It follows
now from (2.6) that, if the measure c(x, 0) dx is non-negative, c(x, T ) dx is also
non-negative.
We prove in the sense of Definition 2.1 a local existence and uniqueness theorem
for the nonlinear system (1.1), (1.4), (1.5) by using a fixed point argument.
Proposition 2.2. Suppose that the functions V (·),W (·) satisfy Assumption 1.8
and that the initial data c(x, 0) ≥ 0, x ≥ 0, satisfies (1.8) with θ(0) = θ0 so that
(1.4) holds at t = 0. Then there exists a unique solution to (1.1), (1.2), (1.4), (1.5)
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in some interval 0 ≤ t ≤ T , where the time period T is bounded below by a constant
depending only on θ0.
Next, a global existence and uniqueness of solutions to (1.1), (1.2), (1.4), (1.5)
for non-negative initial data c(x, 0), x > 0, satisfying (1.8) is obtained by a further
control on the time period T . This requires certain uniform in time estimates for
the adjoint problem controlling both terms of the RHS of (2.6).
Theorem 2.3. Suppose Assumption 1.8 holds and c(0, ·) satisfies (1.8), then the
local in time solution to (1.1), (1.2), (1.4), (1.5) constructed in Proposition 2.2 can
be extended to all times T > 0.
2.2. A priori estimates for local existence and proof of Proposition 2.2.
Lemma 2.4. Assume that W : [0,∞) → R is a C2 increasing function which
satisfies W (0) > 0 and supx≥0W (x) exp(−Ax) < ∞ for some A ≥ 0. In addition
assume that V : [0,∞)→ R is C2 and there exists x0, C0 > 0 such that
W ′(x)2 + |W ′′(x)| ≤ C0W (x), |V ′(x)| ≤ C0W ′(x) for x ≥ x0 . (2.7)
Let θ : [0, T ] → R be a continuous function and w(x, t), x > 0, t < T, be the
solution to (2.1), (2.2), (2.4) with w0(x) = W (x), x > 0. Then for any T, θ∞ > 0
and θ(·) satisfying ‖θ(·)‖∞ ≤ θ∞, there is a constant C(T, θ∞) such that w(x, 0) ≤
C(T, θ∞)W (x) for all x > 0. The constant C(T, θ∞) satisfies limT→0 C(T, θ∞) = 1
for any θ∞ > 0.
Proof. For any λ ∈ R let wλ(x, t) = eλ(T−t)W (x), x > 0, t < T . Letting Lx,t
denote the partial differential operator of (2.1), with b given by (2.4) then
e−λ(T−t)Lx,twλ(x, t) = −λW (x) +W ′′(x) + [θ(t)W ′(x)− V ′(x)]W ′(x) . (2.8)
We see from (2.7), (2.8) that Lx,twλ(x, t) ≤ 0, x > 0, t < T, provided λ is taken
sufficiently large independently of T . In addition wλ(x, T ) = W (x), x ≥ 0, and
wλ(0, t) > 0, t < T . We conclude from the maximum principle that w(x, t) ≤
wλ(x, t), x > 0, t < T .
Lemma 2.5. Assume that b(·, ·) satisfies (2.3) and x1 > 0. Let w(x, t), 0 < x <
x1, 0 ≤ t < T, be the solution to (2.1) with terminal data w(x, T ) = w0(x), 0 <
x < x1, and Dirichlet boundary conditions w(0, t) = 0, w(x1, t) = w1(t), t < T ,
where w0 : [0, x1] → R is C1 and w1 : [0, T ] → R are continuous. Setting
‖b(·, ·)‖∞ = sup{|b(x, t)| : 0 < x < x1, max[0, T − 1] < t < T }, and ‖∂b(·, ·)‖∞ =
sup{|∂b(x, t)/∂x| : 0 < x < x1, max[0, T − 1] < t < T }, then there exists a
constant C > 0 depending only on x1 and ‖b(·, ·)‖∞, ‖∂b(·, ·)‖∞, such that
|∂xw(x, t)| ≤ C√
T − t
[‖w0(·)‖∞ + (T − t)‖w1(·)‖∞] , (2.9)
for 0 < x < x1/2, max[0, T − 1] < t < T . In the case when x = x1/2 there is the
stronger inequality, for all max[0, T − 1] < t < T it holds∣∣∂xw(x1/2, t)∣∣ ≤ C[‖w′0(·)‖∞ + ‖w0(·)‖∞ + (T − t)‖w1(·)‖∞] , (2.10)
where C depends only on x1, ‖b(·, ·)‖∞, ‖∂b(·, ·)‖∞.
Proof. We follow the standard perturbative approach pioneered by Schauder [28].
We consider the terminal value problem for (2.1) in the interval 0 < x < x1, t < T
with terminal data and Dirichlet boundary conditions given by
w(x, T ) = w0(x), 0 < x < x1, w(0, t) = w(x1, t) = 0, t < T. (2.11)
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The solution to (2.1), (2.11) can be represented in terms of the Dirichlet Green’s
function GD as
w(x, t) =
∫ x1
0
GD(x, x
′, t, T )w0(x′) dx′ .
The function w(x, t) in the statement of the lemma can also be represented in terms
of GD as
w(x, t) =
∫ x1
0
GD(x, x
′, t, T )w0(x′) dx′ −
∫ T
t
∂GD
∂x′
(x, x1, t, s)w1(s) ds . (2.12)
If b(·, ·) ≡ 0 then GD can be obtained from the method of images [28, p. 84].
For x′ in the interval [0, x1] let x′0 = x
′, and x′1 = −x′ be the reflection of x′ in
the boundary 0 of the interval. More generally we denote by x′m,m = 0, 1, 2, .., all
multiple reflections of x′ in the boundaries 0, x1. Letting
G(x, t) =
1√
4πt
exp
[
−x
2
4t
]
,
we define the function K(x, x′, t, T ) by
K(x, x′, t, T ) =
∞∑
m=0
(−1)p(m)G(x− x′m, T − t) , (2.13)
where p(m) = 0, 1, depending on the number of reflections to obtain x′m. It is easy
to see that the series (2.13) converges and that GD(x, x
′, t, T ) = K(x, x′, t, T ) when
b(·, ·) ≡ 0. In the case of nontrivial b one can obtain GD by perturbation expansion.
Let Lx,t denote the operator on the LHS of (2.1), so (2.1) is Lx,tw = 0. Then
GD(x, x
′, t, T ) = K(x, x′, t, T ) +
∞∑
n=0
vn(x, x
′, t, T ),
vn(x, x
′, t, T ) =
∫ T
t
ds
∫ x1
0
dx′′ K(x, x′′, t, s)gn(x′′, x′, s, T ), (2.14)
g0(x, x
′, t, T ) = Lt,xK(x, x′, t, T ),
gn+1(x, x
′, t, T ) =
∫ T
t
ds
∫ x1
0
dx′′ Lt,xK(x, x′′, t, s)gn(x′′, x′, s, T ).
One easily obtains from (2.14) the estimate for n = 0, 1, 2, . . . ,
|gn(x, x′, t, T )| ≤ C
n+1
Γ((n+ 1)/2))
‖b(·, ·)‖n+1∞ (T−t)n/2−1/2G(x−x′, 2(T−t)) , (2.15)
where Γ(·) is the Gamma function and C is a constant depending only on x1. It
follows from (2.14), (2.15) that there are constants C1, C2 depending only on x1
such that for max{0, T − 1} < t < T , 0 < x, x′ < x1 it holds
0 ≤ GD(x, x′, t, T ) ≤ C1 exp
[
C2‖b(·, ·)‖2∞(T − t)
]
G(x− x′, 2(T − t)) (2.16)
Similarly we have that∣∣∣∣∂GD(x, x′, t, T )∂x
∣∣∣∣ ≤ C1√T − t exp[C2‖b(·, ·)‖2∞(T − t)] G(x−x′, 2(T − t)) , (2.17)
where C1, C2 depend only on x1. Estimates on other derivatives of GD involve
‖∂b(·, ·)‖∞ as well as ‖b(·, ·)‖∞. Following the argument of [21, Lemma 3.4], we
have that
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∣∣∣∣+√T − t ∣∣∣∣∂2GD(x, x′, t, T )∂x∂x′
∣∣∣∣ ≤ C1√T − t G(x− x′, 2(T − t))
×
{
1 +
√
T − t
[
‖b(·, ·)‖∞ + ‖∂b(·, ·)‖∞
√
T − t
]
exp
[
C2‖b(·, ·)‖2∞(T − t)
]}
,
(2.18)
where C1, C2 depend only on x1.
The inequality (2.9) evidently follows by differentiating (2.12) with respect to x
and using the bounds (2.17), (2.18). To obtain the inequality (2.10) it is sufficient
to bound the derivative
∂
∂x
∫ x1
0
K(x, x′, t, T )w0(x′) dx′ (2.19)
by a constant. The reason for this is that (2.18) implies that the derivative of the
second integral in (2.12) is bounded by a constant, and one also easily sees that the
derivative of the higher terms in the perturbation series (2.14) for the first integral
in (2.12) are bounded by a constant. To bound the integral (2.19) we observe that
the derivative ∂/∂x can be replaced by ∂/∂x′ in the expansion (2.13). Hence on
integration by parts in the integral (2.19) we obtain a uniform bound.
Lemma 2.6. Assume that the functions V,W are C2 on [0,∞), satisfy ‖W ′′‖∞ +
‖V ′′‖∞ <∞ and the conditions of Lemma 2.4.
Let w(x, t), x > 0, t < T, be the solution to (2.1), (2.2), (2.4) with w0(x) =
W (x), x > 0. Then for any x1 > 0 there is a constant C depending only on
x1, ‖θ(·)‖∞ such that
0 ≤ ∂w(x, t)
∂x
≤ C
√
W (x) for x > x1/2, max[0, T − 1] < t < T .
Proof. Setting u(x, t) = ∂w(x, t)/∂x, we see from (2.1) that
∂u(x, t)
∂t
+
∂2u(x, t)
∂x2
+ b(x, t)
∂u(x, t)
∂x
+
∂b(x, t)
∂x
u(x, t) = 0 . (2.20)
We argue now as in Lemma 2.4. Thus let wλ(x, t) = e
λ(T−t)√W (x) for any λ ∈ R,
x > 0, t < T . Letting L denote the partial differential operator of (2.20), then
e−λ(T−t)
√
W (x) Lwλ(x, t) =
[−λ+ θ(t)W ′′(x)− V ′′(x)]W (x)
+
1
2
{
W ′′(x)− W
′(x)2
2W (x)
+ [θ(t)W ′(x)− V ′(x)]W ′(x)
}
. (2.21)
It follows from (2.21), in view of (2.7) and the boundedness of the second derivatives
of V (·),W (·), that there exists λ > 0 depending on ‖θ(·)‖∞ such that Lwλ(x, t) < 0
for x > 0, t < T . We also have that Lu(x, t) = 0 for x > 0, t < T , and from
(2.7) there is a constant C1 such that 0 ≤ u(x, T ) = W ′(x) ≤ C1
√
W (x) for
x > x1/2. Also from Lemma 2.4, Lemma 2.5 it follows that the constant C1 can
be chosen sufficiently large so that u(x1/2, t) ≤ C1wλ(x, t) for max[0, T − 1] <
t < T . We conclude from the maximum principle that u(x, t) ≤ C1wλ(x, t) for
x > x1/2, max[0, T − 1] < t < T .
Lemma 2.7. Assume that the functions V (·),W (·) are C2 on [0,∞), satisfy the
conditions of Lemma 2.4, and also ‖W ′′(·)‖∞ + ‖V ′′(·)‖∞ < ∞. For i = 1, 2 let
θi : [0, T ]→ R be continuous functions and wi(x, t), x > 0, t < T, the corresponding
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solutions to (2.1), (2.2),(2.4) with θ(·) = θi(·) and terminal data W (·). Then there
is a constant C depending on ‖θ1(·)‖∞, ‖θ2(·)‖∞ such that
|w2(x, t)− w1(x, t)| ≤ C‖θ2(·)− θ1(·)‖∞
√
T − t W (x) for x > 0, (2.22)∣∣∣∣∂w2(0, t)∂x − ∂w1(0, t)∂x
∣∣∣∣ ≤ C‖θ2(·)− θ1(·)‖∞ , (2.23)
provided max[0, T − 1] < t < T .
Proof. For 0 ≤ µ ≤ 1 let wµ(x, t), x > 0, t < T, be the solution to (2.1), (2.2), (2.4)
with θ(·) = (1 − µ)θ1(·) + µθ2(·) = θµ(·) and terminal data W (·). Then
w2(x, t)− w1(x, t) =
∫ 1
0
∂wµ(x, t)
∂µ
dµ =
∫ 1
0
vµ(x, t) dµ , (2.24)
where vµ(x, t), x > 0, t < T, is the solution to the PDE
∂vµ(x, t)
∂t
+
∂2vµ(x, t)
∂x2
+ bµ(x, t)
∂vµ(x, t)
∂x
= [θ1(t)− θ2(t)]W ′(x)∂wµ(x, t)
∂x
,
for 0 < x <∞, t < T, and bµ(x, t) = θµ(t)W ′(x)− V ′(x) . (2.25)
The function vµ also satisfies the terminal and boundary conditions
vµ(x, T ) = 0, x ≥ 0, vµ(0, t) = 0, t ≤ T. (2.26)
The solution to (2.25), (2.26) can be represented as
vµ(x, t) =
∫ T
t
[θ2(s)− θ1(s)]hµ(x, t; s) ds , (2.27)
where w(x, t) = hµ(x, t; s) is the solution to (2.1), (2.4) for t < s, x > 0 with
θ(·) = θµ(·) and terminal and boundary conditions given by
hµ(x, s; s) =W
′(x)
∂wµ(x, s)
∂x
, hµ(0, t; s) = 0, t < s.
Observe from (2.7), Lemma 2.5 and Lemma 2.6 that there is a constant C de-
pending on ‖θ1(·)‖∞, ‖θ2(·)‖∞ such that
|hµ(x, s; s)| ≤ CW (x)√
T − s , for x > 0, max[0, T − 1] < s < T . (2.28)
Hence from (2.28) and Lemma 2.4 we have that
|hµ(x, t; s)| ≤ CW (x)√
T − s , for x > 0, max[0, T − 1] < t < s < T , (2.29)
for some constant C depending on ‖θ1(·)‖∞, ‖θ2(·)‖∞. The inequality (2.22) fol-
lows now from (2.24), (2.27), (2.29). To prove (2.23) we observe from (2.29) and
Lemma 2.5 that∣∣∣∣∂hµ(0, t; s)∂x
∣∣∣∣ ≤ C√(s− t)(T − s) , for max[0, T − 1] < t < s < T, (2.30)
where again C depends on ‖θ1(·)‖∞, ‖θ2(·)‖∞. The inequality (2.23) follows now
from (2.24), (2.27), (2.30).
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Proof of Proposition 2.2. For T > 0 and δ > 0 we define the metric space
XT,δ =
{
θ ∈ C([0, T ],R) : θ(0) = θ0 , θ0 − δ ≤ θ(t) ≤ ρ ∀t ∈ [0, T ]
}
,
together with the distance d∞(θ1, θ2) = ‖θ1 − θ2‖∞. Given θ(·) ∈ XT,δ, we define
the function
Bθ : [0, T ]→ R by Bθ(t) +
∫ ∞
0
W (x)c(x, t) dx = ρ , (2.31)
where c(·, t), 0 ≤ t ≤ T, is the solution to (1.1), (1.5) with the given initial data
satisfying (1.8) and θ(·) ∈ XT,δ.
We show that Bθ(·) ∈ XT,δ provided T is sufficiently small. By the non-negativity
of the function c(·, ·) we have from (2.31) that Bθ(·) ≤ ρ. From (2.6) we have that
Bθ(T )− θ0 =
∫ ∞
0
[W (x)− w(x, 0)]c(x, 0) dx −
∫ T
0
dt
∂w(0, t)
∂x
e−V (0)+θ(t)W (0) ,
(2.32)
where w(·, t) is the solution to (2.1), (2.2), (2.4) with terminal data w0(·) = W (·).
From Lemma 2.4 we have that∫ ∞
0
[W (x) − w(x, 0)]c(x, 0) dx ≥ −C(T, θ0, δ)
∫ ∞
0
W (x)c(x, 0) dx
= C(T, θ0, δ)(θ0 − ρ) ,
for some constant C(T, θ0, δ) which satisfies limT→0 C(T, θ0, δ) = 0. We have also
from Lemma 2.4 and Lemma 2.5, applied with x1 = 1, that
0 ≤
∫ T
0
dt
∂w(0, t)
∂x
exp[−V (0) + θ(t)W (0)] (2.33)
≤ exp[−V (0) + ρW (0)]
∫ T
0
C√
T − t
(
sup
0≤x≤1
|W (x)|+ (T − t) sup
0≤t≤T
|w(1, t)|
)
≤ C(θ0, δ)
√
T , 0 < T ≤ 1,
for some constant C(θ0, δ). It follows from (2.32)–(2.33) that there exists a positive
constant γ(θ0, δ) < 1 such that Bθ(T ) ≥ θ0 − δ if T ≤ γ(θ0, δ). A similar argument
also implies that Bθ(t) ≥ θ0 − δ for 0 ≤ t ≤ T . We have therefore shown that
Bθ(·) ∈ XT,δ provided T ≤ γ(θ0, δ).
Next we show that T can be taken sufficiently small, depending only on θ0, δ, so
that the mapping B : XT,δ → XT,δ is a contraction with respect to d∞. For i = 1, 2
let θi(·) ∈ XT,δ and wi(x, t), x > 0, t < T, be the solution to (2.1), (2.2), (2.4) with
θ(·) = θi(·) and terminal data wi(·, T ) =W (·). From (2.32) we have that
Bθ1(T )− Bθ2(T ) =
∫ ∞
0
(w2(x, 0)− w1(x, 0)) c(x, 0) dx (2.34)
+
∫ T
0
(
∂w2(0, t)
∂x
− ∂w1(0, t)
∂x
)
e−V (0)+θ2(t)W (0) dt
+
∫ T
0
∂w1(0, t)
∂x
(
e−V (0)+θ2(t)W (0) − e−V (0)+θ1(t)W (0)
)
dt .
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We can bound the first two integrals on the RHS of (2.34) by using Lemma 2.7.
Thus from (2.22) we have that∣∣∣∣∫ ∞
0
[w2(x, 0)− w1(x, 0)]c(x, 0) dx
∣∣∣∣ ≤ C(θ0, δ)√T ‖θ2(·)− θ1(·)‖∞ .
From (2.23) we have that∣∣∣∣∣
∫ T
0
(
∂w2(0, t)
∂x
− ∂w1(0, t)
∂x
)
e−V (0)+θ2(t)W (0) dt
∣∣∣∣∣ ≤ C(θ0, δ) T ‖θ2(·)− θ1(·)‖∞ .
The third integral on the RHS of (2.34) can be bounded just as in (2.33), yielding
also a bound C(θ0, δ)
√
T ‖θ2(·)− θ1(·)‖∞.
Since the argument of the previous paragraph also applies for Bθ1(t)−Bθ2(t), 0 <
t < T, we conclude that
‖Bθ1(·)− Bθ2(·)‖∞ ≤ C(θ0, δ)
√
T ‖θ1(·)− θ2(·)‖∞
provided T ≤ C(θ0, δ). Hence by taking T small enough, depending only on θ0, δ,
the mapping B is a contraction on XT,δ. It follows that there is a unique solution
to (1.1), (1.2), (1.4), (1.5) in the interval 0 ≤ t ≤ T .
2.3. A priori estimates for global existence and proof of Theorem 2.3.
Lemma 2.8. Assume that the functions V (·),W (·) are C2 on [0,∞), satisfy the
conditions of Lemma 2.4 and in addition the inequality
W ′′(x) ≤ C0W ′(x)2 , for x ≥ x0 , (2.35)
where C0, x0 can be taken to be the same as in (2.7). Let θ : [0, T ] → R be a
continuous function and w(x, t), x > 0, t < T, be the solution to (2.1), (2.2), (2.4)
with w0(x) = W (x), x > 0. Then there exists C∞ > 0, θ∞ < 0, independent of T ,
such that w(x, 0) ≤ C∞W (x) for x ≥ 0, provided sup0≤t≤T θ(t) ≤ θ∞.
Proof. We use the representation of the solution to (2.1), (2.2) as an expectation
value. Thus if X(·) is the solution to the SDE
dX(t) = b(X(t), t) dt+
√
2 dB(t) , (2.36)
then
w(x, 0) = E
[
w0(X(T )); inf
0≤s≤T
X(s) > 0
∣∣∣ X(0) = x ] . (2.37)
It follows from (2.36) and the Itô calculus that
dW (X(t)) = [W ′(X(t))b(X(t), t) +W ′′(X(t))] dt+W ′(X(t))
√
2 dB(t) . (2.38)
Let ψ : [0,∞)→ R be a C∞ convex decreasing function with the properties
ψ(0) = 1, ψ(x) = 0 for x ≥ x0 + 1, ψ′(x) < 0 for 0 ≤ x < x0 + 1.
Then there exists δ > 0 such that the function Φ(x) = W (x) − δψ(x) has the
property Φ(x) ≥ W (x)/2, x ≥ 0. Setting Y (t) = Φ(X(t)), then (2.36) yields an
evolution equation
dY (t) = µ(Y (t), t) dt+ σ(Y (t)) dB(t) , (2.39)
with
µ(y, t) = Φ′(y)b(y, t) + Φ′′(y) and σ(y) =
√
2 Φ′(y).
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Then we see from (2.37) that the solution to (2.1), (2.2) with w0(·) =W (·) satisfies
the inequality
w(x, 0) ≤ 2 E
[
Y (T ), inf
0≤s≤T
Y (s) > Φ(0)
∣∣∣ Y (0) = Φ(x) ] for x > 0 . (2.40)
With b(·, ·) given by (2.4), it follows from (2.7), (2.35), (2.38), (2.39) that for θ∞
sufficiently negative the functions µ(·, ·), σ(·) in (2.39) satisfy the inequalities
µ(y, t) ≤ −σ(y)2 , σ(y) ≤
√
2C0y for y ≥W (x0 + 1), 0 ≤ t ≤ T. (2.41)
Let φ : [Φ(0),∞)→ R be given by
φ(y) = K
(
exp[−ξΦ(0)]− e−ξy)+ exp[Ay]− exp[AΦ(0)] , (2.42)
where K, ξ,A > 0. Then
µ(y, t)
dφ(y)
dy
+
σ(y)2
2
d2φ(y)
dy2
=
µ(y, t)
(
Kξe−ξy +A exp[Ay]
)
+
σ(y)2
2
(−Kξ2e−ξy +A2 exp[Ay]) . (2.43)
In view of (2.41), we see that if A < 2 the RHS of (2.43) is negative for all y ≥
W (x0 + 1),K, ξ ≥ 0. Since the function ψ(·) is convex and decreasing, it follows
from (2.35) that Φ′′(x) ≤ C0W ′(x)Φ′(x) if x ≥ x0. We conclude that µ(y, t) ≤ 0
for Φ(x0) ≤ y ≤ W (x0 + 1) provided θ∞ is sufficiently negative. For any ξ > 1
let K(ξ) be such that K(ξ)ξ exp[−ξy] ≥ 2A exp[Ay] for y = W (x0 + 1). Then if
K ≥ K(ξ) the RHS of (2.43) is negative for Φ(x0) ≤ y ≤ W (x0 + 1). We can also
see that there are constants C1, c1 > 0 such that µ(y, t) ≤ C1 and σ(y) ≥ c1 for
Φ(0) ≤ y ≤ Φ(x0). Hence there exists ξ > 1 such that the RHS of (2.43) is negative
for all Φ(0) ≤ y ≤ Φ(x0) provided K ≥ K(ξ).
It follows from the argument of the previous paragraph that for any L > W (x0+1)
there exists positiveK, ξ,A with ξ > 1, A < 2 such that the RHS of (2.43) is negative
for all Φ(0) ≤ y ≤ L. We can use the corresponding function φ(·) of (2.42) to obtain
a bound on the expectation in (2.40). For L > W (x0 + 1) and Φ(0) < y < L let τ
be the first exit time from the interval [Φ(0), L] for the diffusion Y (t), t ≥ 0. We
have from the maximum principle that
P(Y (τ) = L | Y (0) = y) ≤ φ(y)
φ(L)
. (2.44)
Let Aℓ be the event Aℓ = {ℓ + Φ(0) ≤ sup0≤s≤T Y (s) ≤ ℓ + 1 + Φ(0)}. Then, for
any integer ℓ0 which satisfies ℓ0 +Φ(0) > max[y,W (x0 + 1)], we can estimate
E
[
Y (T ); inf
0≤s≤T
Y (s) > Φ(0)
∣∣∣ Y (0) = y ]
≤ ℓ0 +Φ(0) + E
[
Y (T );
⋃
ℓ≥ℓ0
Aℓ; inf
0≤s≤T
Y (s) > Φ(0)
∣∣∣ Y (0) = y ]
≤ ℓ0 +Φ(0) + φ(y)
∞∑
ℓ=ℓ0
ℓ+ 1 + Φ(0)
φ(ℓ+Φ(0))
, (2.45)
where the last bound follows from (2.44). Since the sum in (2.45) is bounded, we
conclude that for any x1 > 0 there is a constant C(x1), independent of T such that
sup
0≤t≤T
w(x1, t) ≤ C(x1) . (2.46)
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To complete the proof of the lemma we now argue as in Lemma 2.4. Thus we
see from (2.7), (2.8), (2.35) that θ∞ can be chosen sufficiently negative so that
Lwλ(x, t) ≤ 0 for x ≥ x0, λ ≥ 0. It follows then from (2.46) and the maximum
principle that w(x, 0) ≤ [C(x0)/W (x0) + 1]W (x) for x ≥ x0.
Lemma 2.9. Assume that the functions V (·),W (·) are C2 on [0,∞), satisfy the
conditions of Lemma 2.4, and in addition the inequality
W ′(x)2 ≥ c0, for x ≥ x0, (2.47)
where c0 is a positive constant. Let θ : [0, T ] → R be a continuous function and
w(x, t), x > 0, t < T, be the solution to (2.1), (2.2), (2.4) with w0(x) =W (x), x > 0.
Then there exists θ∞ < 0 and C∞, δ∞ > 0, independent of T , such that
0 ≤ ∂w(0, t)
∂x
≤ C∞max
{
1√
T − t , 1
}
e−δ∞(T−t) for 0 ≤ t ≤ T. (2.48)
provided sup0≤t≤T θ(t) ≤ θ∞.
Proof. From (2.47) there exists θ∞ < 0 such that the drift b(·, ·) of (2.4) satisfies
the inequality b(x, t) ≤ −θ∞√c0/2, x ≥ x0, 0 ≤ t ≤ T . From (2.7) we have that
W ′(x)√
W (x)
≤ C0 for x ≥ x0 ,
whence we conclude that W (x) ≤ C1[1 + x2], x ≥ 0, for some constant C1. Let
v(x, t), x ≥ 0, t < T be the solution to the PDE
∂v(x, t)
∂t
+
∂2v(x, t)
∂x2
+ b(x)
∂v(x, t)
∂x
= 0, x > 0, t < T, (2.49)
with terminal and boundary conditions given by
v(x, T ) = C1[1 + x
2], x > 0, v(0, t) = 0, t < T.
Then, provided that sup0≤t≤T b(x, t) ≤ b(x) for x ≥ 0, one has that w(x, t) ≤ v(x, t)
for (x, t) ∈ R+ × (0, T ).
For any a > 0 let Φ(·) be the function Φ(x) = 1−e−ax+ae−ax0x, x ≥ 0. Making
the change of variable y = Φ(x), v(x, t) = v˜(y, t) in (2.49) we obtain the PDE
∂v˜(y, t)
∂t
+ a˜(y)
∂2v˜(y, t)
∂y2
+ b˜(y)
∂v˜(y, t)
∂y
= 0, y > 0, t < T,
a˜(y) = Φ′(x)2 , b˜(y) = Φ′(x)b(x) + Φ′′(x) . (2.50)
It is easy to see that a > 0 can be chosen sufficiently large, depending on θ∞, so
that
b˜(y) ≤ −ae−ax0θ∞√c0/2 , a˜(y) ≤ 4a2 for y ≥ 0 . (2.51)
Let Y (·) be the solution to the SDE
dY (s) = b˜(Y (s)) dt+
√
2a˜(Y (s)) dB(s) , (2.52)
and for y > 0 let τy,t be the first exit time from [0,∞) for the solution Y (s), s ≥ t,
to (2.52) with Y (t) = y. Then
v˜(y, t) = E[ v˜(Y (T ), T )H(τy,t − T ) | Y (t) = y ] , (2.53)
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where H : R → R is the Heaviside function H(s) = 0, s < 0, H(s) = 1, s > 0. We
conclude from (2.53) and the Schwarz inequality that
v˜(y, t) ≤ E[ v˜(Y (T ), T )2 | Y (t) = y ]1/2P(τy,t > T )1/2 . (2.54)
We can estimate the first expectation on the RHS of (2.53) by following the ar-
gument of Lemma 2.8 and using (2.51). Thus there is a constant C(y), independent
of T , such that
sup
0≤t≤T
E
[
v˜(Y (T ), T )2 | Y (t) = y ] ≤ C(y) .
To estimateP(τy,t > T ) we use the fact that the function φ(y) = E[exp{δτy,0} ], y >
0, is the solution to the boundary value problem
δφ(y) + b˜(y)
dφ(y)
dy
+ a˜(y)
d2φ(y)
dy2
= 0, φ(0) = 1. (2.55)
From (2.51) and the maximum principle we see that there exists δ, η > 0 such that
φ(y) ≤ eηy, y > 0. We conclude that P(τy,t > T ) ≤ exp[−δ(T − t) + ηy]. Now
(2.54) yields a bound on the function v˜, and hence on w. We see that for any x1 > 0
there is a constant C(x1), independent of T such that
w(x, t) ≤ C(x1)e−δ(T−t)/2 if 0 < x < x1, 0 ≤ t ≤ T. (2.56)
To complete the proof of (2.48) we argue as in Lemma 2.5. Thus there is a
constant C depending only on θ∞ such that
∂w(0, t)
∂x
≤ Cmax
{
1√
T − t , 1
}(
sup
0<x<1
w(x, t+ 1) + sup
t≤s≤t+1
w(1, s)
)
(2.57)
The inequality (2.48) follows from (2.56), (2.57) on taking δ∞ = δ/2.
Remark 2.10. The exponential bound (2.48) is sufficient for our purposes. How-
ever one could obtain more accurate asymptotics as T → ∞ by using the theory
of large deviations [27, 45]. In [22] precise asymptotics for P(τy,0 > T ) have been
obtained for drifts b˜(y) = −β/yp with β > 0, 0 < p < 1.
The above Lemmas ensure that the local in time solution of Proposition 2.2 can
be prolonged to all times.
Proof of Theorem 2.3. For any T > 0, let c(·, t), θ(t), 0 ≤ t ≤ T, be the solution
to (1.1), (1.2), (1.4), (1.5) constructed in Proposition 2.2. We have then from (1.4),
(2.6) that
ρ−θ(T ) =
∫ ∞
0
w(x, 0)c(x, 0) dx+
∫ T
0
dt
∂w(0, t)
∂x
exp[−V (0)+θ(t)W (0)] , (2.58)
where w is the solution to (2.1), (2.2), (2.4) with w0(·) ≡ W (·). Assume now that
sup0≤t≤T θ(t) ≤ θ∞, where θ∞ is as in the statements of Lemma 2.8 and Lemma 2.9.
Then we conclude from Lemmas 2.5, 2.8, 2.9 and (2.58) that
ρ− θ(T ) ≤ C∞[ρ− θ(0)]+
exp[−V (0)+θ∞W (0)]
{
C∞
∫ max[0,T−1]
0
e−δ∞(T−t) dt+ C
∫ T
max[0,T−1]
dt√
T − t
}
,
(2.59)
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for some constants C∞, C independent of T, c(·, ·). The inequality (2.59) implies a
lower bound on θ(T ) of the form
θ(T ) ≥ C∞θ(0) + C′∞, C∞, C′∞ independent of T, c(·, ·) . (2.60)
Since (2.60) yields a lower bound on θ(·) uniform for all time, we conclude from the
local existence result that the solution to (1.1), (1.2), (1.4), (1.5) can be extended
for all time.
3. Regularity Theory.
3.1. Strategy and results. In this section we shall prove various regularity results
for the solution to (1.1), (1.2), (1.4), (1.5) assuming that a(·) ≡ 1 and the initial
data satisfies (1.8). Our main goal is to show that the function θ(·), which occurs
as part of the solution of (1.1)-(1.5) is C1. In order to do this we begin by assuming
that θ(·) is continuous, as was established in the proof of Proposition 2.2. We write
θ(t) in terms of the integral of c(·, t) as given by (1.4). It follows then from boundary
regularity properties for solutions to the parabolic PDE problem (1.1), (1.5) with
initial data satisfying (1.8) that θ(·) is Hölder continuous up to order 1/2. Now by
bootstrapping the boundary regularity results, we obtain after two iterations that
θ(·) is C1.
Our boundary regularity results essentially show for solutions to (1.1), (1.5)
that the function t → limx→0 ∂xc(x, t) has the same regularity as a half deriva-
tive of the boundary data (1.5). It is natural to expect this since the function
t → limx→0 ∂tc(x, t) has the same regularity as a full derivative of the boundary
data. The proof below of this result is quite delicate, requiring a careful analysis
of the first two terms in the perturbation expansion (2.14) of the Green’s function.
Our result does not seem to already be in the literature although there are sub-
stantial boundary regularity results, even for parabolic systems in many dimensions
[10].
We shall initially just be concerned with the solution to the PDE (1.1) with
general drift b(·, ·) satisfying (2.3). In §2 we defined the solution to the initial value
problem for (1.1) with boundary data (1.5) and integrable initial data by (2.6) (see
Definition 2.1). This uniquely determines the function c(·, T ) for T > 0 as a positive
measure on [0,∞), but yields no regularity properties. The first step is to establish
some interior regularity for c(·, ·).
Lemma 3.1. Assume that for some T0 > 0 the function θ : [0, T0] → R is contin-
uous and that b(·, ·) satisfies (2.3) with T = T0. If the initial data c(x, 0), x > 0,
for (1.1), (1.5) is integrable, then the function c : [0,∞) × (0, T0] → R determined
by (2.6) is continuous and satisfies (1.5). In addition, the function c(·, T ) is C1 in
(0,∞) for all 0 < T ≤ T0.
We suppose now that the drift for (1.1) with a(·) ≡ 1 is given by (2.4), and that
the initial data for (1.1), (1.5) satisfies (1.8). Provided θ(·) is continuous and V,W
satisfy the conditions of Lemma 2.4 we may define a function Θ(T ), T ≥ 0, in terms
of the solution to (1.1), (1.5) by
Θ(T ) +
∫ ∞
0
W (x) c(x, T ) dx = ρ . (3.1)
Our goal will be to show that the function Θ(·) is more regular by roughly a half
derivative than the function θ(·) which enters the boundary condition (1.5).
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Lemma 3.2. Assume that for some T0 > 0 the function θ : [0, T0] → R is contin-
uous, V,W satisfy the conditions of Lemma 2.4, and b(x, t) = θ(t)W ′(x) − V ′(x)
satisfies (2.3) with T = T0. If the initial data c(x, 0), x > 0, for (1.1), (1.5) satis-
fies (1.8) then for any positive α, β with α < 1/2, β < T0, there is a constant C
depending on α, β such that
|Θ(T )−Θ(T ′)| ≤ C|T − T ′|α for β ≤ T, T ′ ≤ T0 . (3.2)
This basic regularity estimate follows from a comparison principle. To obtain
more detailed properties, we take an alternative approach to the proof of Lemma 3.2
by formally differentiating (3.1) with respect to T . Then, using (1.1) and twice
formally integrating by parts with respect to x, we obtain the identity
dΘ(T )
dT
= W (0)
∂c(0, T )
∂x
− [W (0)b(0, T ) +W ′(0)] c(0, T )
−
∫ ∞
0
[W ′(x)b(x, T ) +W ′′(x)] c(x, T ) dx . (3.3)
From (2.7) we see that the LHS of (3.3) minus the first term on the RHS is bounded.
We therefore expect from Lemma 3.2 that the function T → ∂c(0, T )/∂x has
roughly the same regularity as the derivative of a Hölder continuous function of
order 1/2. To see this we consider for any L > 0 the perturbation expansion
(2.14) for the Dirichlet Green’s function GD on the interval 0 < x < L. We define
c0,L(x, T ), c1,L(x, T ), 0 < x < L, T > 0 by
c0,L(x, T ) =
∫ T
0
dt
∂KL(0, x, t, T )
∂x′
exp[−V (0) + θ(t)W (0)] , (3.4)
c1,L(x, T ) =
∫ T
0
dt
∂v0,L(0, x, t, T )
∂x′
exp[−V (0) + θ(t)W (0)] ,
where KL is given by (2.13) and v0,L by (2.14).
The next Lemma, will show that the functions c0,L and c1,L after passing to
the limit L → ∞ yield the leading order contribution in terms of regularity of a
solution.
Lemma 3.3. Assume θ(·), b(·, ·), c(·, 0) satisfy the conditions of Lemma 3.1 and
let c(x, T ), x > 0, 0 < T ≤ T0, be the solution of (1.1), (1.5) determined by
(2.6). Then the function (x, T ) → [c(x, T ) − c0,∞(x, T ) − c1,∞(x, T )] is C1 in x
in the region 0 ≤ x < ∞, 0 < T ≤ T0. Moreover, it holds limx→0 c0,∞(x, T ) =
exp[−V (0) + θ(T )W (0)], 0 < T ≤ T0 and limx→0 c1,∞(x, T ) = 0, 0 < T ≤ T0.
Next we prove a regularity result for c1,∞(x, T ) as x → 0, which is consistent
with Lemma 3.2 and the formula (3.3).
Lemma 3.4. Assume that for some T0 > 0 the function θ : [0, T0] → R is con-
tinuous and that b(·, ·) satisfies (2.3) with T = T0. Then for any positive α, β with
α < 1, β < T0, there is a constant C depending on α, β such that
sup
0<x<1
∣∣∣∣∣
∫ T
T ′
∂c1,∞(x, t)
∂x
dt
∣∣∣∣∣ ≤ C|T − T ′|α for β ≤ T, T ′ ≤ T0 . (3.5)
If s → b(0, s) is locally Hölder continuous in the interval 0 < s ≤ T0, then the
function (x, T )→ c1,∞(x, T ) is C1 in x in the region 0 ≤ x <∞, 0 < T ≤ T0.
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The proof of regularity for c0,∞(x, T ) as x→ 0, consistent with Lemma 3.2 and
the formula (3.3), is much simpler than for c1,∞(x, T ).
Lemma 3.5. Assume that for some T0 > 0 the function θ : [0, T0] → R is con-
tinuous, and locally Hölder continuous on the interval 0 < T ≤ T0 with order
γ, 0 ≤ γ < 1/2. Then for any positive β ≤ T0 there is a constant C depending on
β, γ such that
sup
0<x<1
∣∣∣∣∣
∫ T
T ′
∂c0,∞(x, t)
∂x
dt
∣∣∣∣∣ ≤ C|T − T ′|α for β ≤ T, T ′ ≤ T0 , (3.6)
where α = γ + 1/2. If T → θ(T ) is locally Hölder continuous in the interval
0 < T ≤ T0 of order γ > 1/2, then the function (x, T ) → c0,∞(x, T ) is C1 in x in
the region 0 ≤ x <∞, 0 < T ≤ T0.
We use Lemmas 3.3-3.5 to obtain a sharper version of Lemma 3.2.
Proposition 3.6. Assume the conditions of Lemma 3.2 and in addition that the
function θ : [0, T0] → R is locally Hölder continuous on the interval 0 < T ≤ T0
with order γ, 0 ≤ γ < 1/2. Then the inequality (3.2) holds with α = γ+1/2. If θ(·)
is locally Hölder continuous in the interval 0 < T ≤ T0 of order γ > 1/2, then the
function Θ(T ), 0 < T < T0 is C1 and the identity (3.3) holds.
Proof. Let φ : [0,∞)→ R+ be a C∞ function which has the property that φ(x) =
1, 0 ≤ x ≤ 1, and φ(x) = 0, x ≥ 2. For 0 < ε ≤ 1 and L ≥ 1 we define the function
Θε,L(T ), 0 < T ≤ T0 by
Θε,L(T ) +
∫ ∞
ε
W (x)φ(x/L) c(x, T ) dx = ρ .
Then Θε,L(T ), 0 < T < T0, is C1 and
dΘε,L(T )
dT
= W (ε)
∂c(ε, T )
∂x
− [W (ε)b(ε, T ) +W ′(ε)] c(ε, T )
−
∫ ∞
ε
[
W ′(x)φ(x/L) + L−1W (x)φ′(x/L)
]
b(x, T )c(x, T ) dx
−
∫ ∞
ε
[
W ′′(x)φ(x/L) + 2L−1W ′(x)φ′(x/L) + L−2W (x)φ′′(x/L)
]
c(x, T ) dx .
(3.7)
To establish (3.7) we first assume that the drift b(·, ·) has sufficient regularity that
c(x, T ), x > 0, 0 < T < T0 is a classical solution to (1.1), (1.4). Then (3.7) follows
from integration by parts. The identity continues to hold for b(·, ·) just satisfying
(2.3) by an approximation argument. Next we define Θε(T ) by
Θε(T ) +
∫ ∞
ε
W (x) c(x, T ) dx = ρ . (3.8)
so Θε(T ) = limL→∞Θε,L(T ). It follows from (2.3) that |L−1W ′(x)φ′(x/L)| ≤
C, x ≥ 0, L ≥ 1, for some constant C. Hence on taking L → ∞ in (3.7) we
conclude that Θε(T ), 0 < T < T0 is C1 and satisfies the identity
dΘε(T )
dT
= W (ε)
∂c(ε, T )
∂x
− [W (ε)b(0, T ) +W ′(ε)] c(ε, T )
−
∫ ∞
ε
[W ′(x)b(x, T ) +W ′′(x)] c(x, T ) dx . (3.9)
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To conclude the proof we observe from (3.1), (3.8) that Θ(T ) = limε→0Θε(T ), 0 <
T < T0. The result then follows from (3.9) and Lemmas 3.3-3.5.
The smoothness result of Theorem 1.3 follows now by iteratively applying the
improvement of the Hölder exponent of Proposition 3.6.
Theorem 3.7. Assume the conditions of Proposition 2.2 hold, and let c(x, t), x ≥
0, 0 < t < T0 be the corresponding local in time solution to (1.1), (1.2), (1.4). Then
c(x, t) and ∂c(x, t)/∂x are continuous in the region x ≥ 0, 0 < t < T0, and the
function θ(t), 0 < t < T0 is C1. Furthermore the identity (3.3) with Θ(·) = θ(·)
holds for 0 < t < T0 .
Proof. Proposition 2.2 shows that the function θ(·) is continuous in the interval
[0, T0]. Since Θ(·) = θ(·) we can conclude from Lemma 3.2 that θ(·) is locally
Hölder continuous of order γ for any γ < 1/2. Now Proposition 3.6 implies that
θ(·) is locally Hölder continuous of order γ for any γ < 1. Applying Proposition 3.6
again we conclude that θ(·) is C1. The regularity of the function c(·, ·) follows from
Lemma 3.1 and Lemmas 3.3-3.5.
We close this section with two more regularity properties. The first one is a
parabolic regularization property of the solution, which shows that starting from
c(·, 0) satisfying (1.8), the solution will be bounded for any positive time and is in
addition equicontinuous.
Lemma 3.8. Let (c(·, t), θ(t)), 0 < t ≤ T0, be the solution of (1.1), (1.2), (1.4),
(1.5) with initial data satisfying (1.8) constructed in Proposition 2.2. Then for any
t0 satisfying 0 < t0 < T0, there exists N > 0 depending only on t0, T0 and ‖θ(·)‖∞
such that
sup c(·, t) ≤ N for t0 ≤ t ≤ T0 .
In addition, for any L > 0 the family of functions c(·, t), t0 ≤ t ≤ T0, is equicontin-
uous on the interval [0, L].
The second result is a tightness property for the solution on time intervals, where
θ is negative.
Lemma 3.9. Assume that the functions V (·),W (·) are C2 on [0,∞), satisfy the con-
ditions of Lemma 2.4 and in addition (1.33) of Assumption 1.8. Let (c(·, t), θ(t)), t >
0, be the solution of (1.1), (1.2), (1.4), (1.5) with initial data satisfying (1.8) con-
structed in Theorem 2.3 and Θ∞ ≤ θ(t) ≤ θ∞ for all t > 0 and some Θ∞ ≤ θ∞ < 0.
Then, for any δ > 0 there exists M(δ) > 0 such that∫ ∞
M(δ)
W (x)c(x, t) dx < δ for all t ≥ 0 . (3.10)
3.2. Basic regularity Lemmas 3.1 and 3.2.
Proof of Lemma 3.1. For L ≥ 1, 0 < T ≤ T0, let wL(x, t), 0 ≤ x ≤ L, t ≤ T, be
the solution to (2.1) on the interval 0 < x < L, t < T, with terminal and boundary
conditions given by (2.11) where x1 = L. We define the function cL(x, T ), 0 < x <
L, 0 < T ≤ T0, similarly to (2.6) by∫ L
0
w0(x)cL(x, T ) dx =
∫ L
0
wL(x, 0)c(x, 0) dx +
∫ T
0
∂xwL(0, t) e
−V (0)+θ(t)W (0) dt .
(3.11)
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Observe that if w0 is a continuous function of compact support then the RHS of
(3.11) converges to the RHS of (2.6) as L→ ∞. In Lemma 2.5 we constructed the
Green’s function GD,L for the solution to the terminal-boundary value problem for
wL. It follows then from (3.11) that
cL(x, T ) =
∫ L
0
GD,L(x
′, x, 0, T )c(x′, 0) dx′+
∫ T
0
∂x′GD,L(0, x, t, T ) e
−V (0)+θ(t)W (0) dt .
(3.12)
From (3.12) and the Green’s function estimates in [21, Lemma 3.4] we see that
the function cL with domain (0, L) × (0, T0] extends to a continuous function cL :
[0, L]× (0, T0]→ R which satisfies the boundary conditions
cL(0, T ) = exp[−V (0) + θ(T )W (0)] , cL(L, T ) = 0, 0 < T ≤ T0 . (3.13)
We wish to show that the function cL(·, ·) given by (3.12) converges as L → ∞
to a continuous function, whence it will follow that the function c(·, ·) defined by
(2.6) is continuous. To do this we observe that for any 0 < L′ < L then
cL(x, T ) =
∫ L′
0
GD,L′(x
′, x, 0, T )c(x′, 0) dx′
+
∫ T
0
∂x′GD,L(0, x, t, T ) e
−V (0)+θ(t)W (0) dt (3.14)
−
∫ T
0
∂x′GD,L(L
′, x, T ′, T ) cL(L′, T ′) dT ′ , 0 < x < L′, 0 < T ≤ T0 .
The identity (3.14) can easily be established for a drift b(·, ·) with sufficient regularity
that cL(x, T ) is a classical solution to (1.1), (3.13) in the interval 0 < x < L, 0 < T <
T0. This requires greater regularity on b(·, ·) than (2.3). From the Green’s function
estimates in [21, Lemma 3.4] we can then infer by a limiting argument that (3.14)
continues to hold just under the assumption (2.3). To show that cL(x, T ) converges
as L→∞, we consider a continuous function w1 : (0,∞)→ R of compact support
with integral equal to 1. We then multiply (3.14) by w1(L
′) and integrate with
respect to L′. After integration, the contribution of the first two integrals on the
RHS of (3.14) to cL(x, T ) continue to be independent of L.
To estimate the contribution of the third integral on the RHS of (3.14) we use
(3.11) with T ′ in place of T and w0 given by the formula
w0(L
′) =
∂GD,L′(L
′, x, T ′, T )
∂x′
w1(L
′) . (3.15)
Hence the integral with respect to L′ of w1(L′) times the third integral on the RHS of
(3.14) can be written in terms of an integral in which cL(L
′, T ′) is replaced by c(L′, 0),
plus a boundary term corresponding to the second integral on the RHS of (3.11).
Assuming that x > 0 in (3.15) lies to the left of the support of w1, we see that the
function w0 in (3.15) is continuous and uniformly bounded for 0 < T
′ < T . Hence
we can control the limit as L → ∞ of the integral involving c(L′, 0), and we can
similarly control the boundary term. We conclude that limL→∞ cL(x, T ) = c(x, T ),
and the limit is uniform in any rectangle {0 ≤ x ≤ x0, T1 ≤ T ≤ T0} with x0, T1 > 0.
It follows that the function c : [0,∞)×(0, T0]→ R determined by (2.6) is continuous
and satisfies (1.5). Upon differentiating (3.14) with respect to x, we similarly see
from the Green’s function estimates in [21, Lemma 3.4] that ∂cL(x, T )/∂x also
converges uniformly as L → ∞ in rectangles {x1 ≤ x ≤ x0, T1 ≤ T ≤ T0} with
x1, T1 > 0. Hence ∂c(x, T )/∂x exists and is continuous for x > 0, 0 < T ≤ T0.
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Proof of Lemma 3.2. Since β > 0 we may assume from Lemma 3.1 that the initial
data c(·, 0) is continuous on [0,∞). Hence it will be sufficient for us prove (3.2)
assuming this and T ′ = 0. From (2.6), (3.1) we have that
Θ(T )−Θ(0) =
∫ ∞
0
(
W (x)−w(x, 0))c(x, 0) dx−∫ T
0
∂xw(0, t) e
−V (0)+θ(t)W (0) dt ,
(3.16)
where w(·, t), t < T, is the solution to (2.1), (2.2) with terminal data w0(·) =
W (·). From Lemma 2.5 we see that the second integral on the RHS of (3.16) is
bounded by C1T
1/2 for some constant C1. To bound the first integral on the RHS
of (3.16) we use the argument of Lemma 2.4. In particular, since from (2.1) it
follows Lx,twλ(x, t) ≤ 0 for x ≥ 0, t < T, if λ > 0 is sufficiently large, we see that
the first integral is bounded below as∫ ∞
0
[W (x) − w(x, 0)]c(x, 0) dx ≥ −C2T
∫ ∞
0
W (x)c(x, 0) dx ,
for some constant C2.
To obtain an upper bound we first show that for any positive α < 1/2 there is a
positive constant C3 depending only on α such that
w(Tα, t) ≥ W (0)
[
1− C3 exp
{
− 1
4T 1−2α
} ]
for 0 ≤ t < T . (3.17)
To prove (3.17) we note that, since W (·) is an increasing function, it is sufficient to
show that the diffusion X(·) defined by (2.36) satisfies the inequality
P
(
inf
t≤s≤T
X(s) < 0
∣∣∣∣ X(t) = Tα) ≤ C3 exp[− 14T 1−2α
]
for 0 ≤ t < T .
(3.18)
Let τt,T be the exit time from the interval [0, 2T
α] for X(s), s ≥ t, started at
X(t) = Tα. Then the LHS of (3.18) is bounded above by P(τt,T ≤ T ). Since the
drift for X(·) in the interval [0, 2Tα] is bounded by a constant, we can compare
P(τt,T ≤ T ) with the exit probability of a pure diffusion from the interval [0, 2Tα].
In this way, we conclude that P(τt,T ≤ T ) is bounded by the RHS of (3.18) for a
suitable constant C3.
Next we use the fact that Lx,twλ(x, t) ≥ 0 for x ≥ 0, 0 ≤ t < T, if λ < 0 is
sufficiently small. It follows from (3.17) and the maximum principle that for such
λ,
w(x, t) ≥ c(T )wλ(x, t) for x ≥ Tα, 0 ≤ t < T ,
where c(T ) =
W (0)
W (Tα)
[
1− C3 exp
[
− 1
4T 1−2α
] ]
. (3.19)
From (3.19) we see that∫ ∞
0
[W (x) − w(x, 0)]c(x, 0) dx
≤
∫ Tα
0
W (x)c(x, 0) dx +
[
1− c(T )eλT ] ∫ ∞
0
W (x)c(x, 0) dx . (3.20)
Since c(·, 0) is continuous the RHS of (3.20) is bounded above by a constant times
Tα. We conclude that (3.2) holds for T ′ = 0.
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3.3. Schauder Lemmas 3.3-3.5.
Proof of Lemma 3.3. As in Lemma 3.2 we may assume that the initial data c(·, 0) is
continuous on [0,∞). Choosing L ≥ 1, we have similarly to (3.14) the representation
c(x, T ) =
∫ L
0
GD,L(x
′, x, 0, T ) c(x′, 0) dx′
+
∫ T
0
∂x′GD,L(0, x, t, T ) e
−V (0)+θ(t)W (0) dt (3.21)
−
∫ T
0
∂x′GD,L(L, x, T
′, T ) c(L, T ′) dT ′ , 0 < x < L, 0 < T ≤ T0 .
From (2.18) we see that the derivatives with respect to x of the first and third
integrals on the RHS of (3.21) exist and are continuous in (x, T ) for 0 ≤ x < L, 0 <
T ≤ T0. Hence we are left to estimate the derivative with respect to x of the second
integral on the RHS of (3.21). To show this we first observe that, in addition to
(2.18), the Green’s functions estimates in [21, Lemma 3.4] also imply that∣∣∣∣∂2GD,L(x′, x, t, T )∂x∂x′ − ∂2KL(x′, x, t, T )∂x∂x′ − ∂2v0,L(x′, x, t, T )∂x∂x′
∣∣∣∣
≤ C G(x − x′, 2(T − t)) , where C depends only on L, T . (3.22)
It follows from (3.4) and (3.22) that the function (x, T ) → [c(x, T ) − c0,L(x, T ) −
c1,L(x, T )] is C1 in x in the region 0 ≤ x < L, 0 < T ≤ T0.
Finally we need to estimate the differences between the second derivatives of
KL, v0,L and K∞, v0,∞ respectively. It is evident from the representation (2.13)
forKL that for some constantC depending only on L, T , it holds for 0 < x, x
′ < L/3,
0 < t < T∣∣∣∣∂2KL(x′, x, t, T )∂x∂x′ − ∂2K∞(x′, x, t, T )∂x∂x′
∣∣∣∣ ≤ C exp[− L24(T − t)
]
. (3.23)
It follows from (3.4), (3.23) that the function (x, T ) → [c0,L(x, T ) − c0,∞(x, T )] is
C1 in x in the region 0 ≤ x < L/3, 0 < T ≤ T0.
To estimate the difference between the second derivatives of v0,L and v0,∞ we
first note from (2.14) that
v0,L(x
′, x, t, T ) =
∫ T
t
IL(x
′, x, t, s, T ) ds , 0 < x′, x < L, 0 < t < T ≤ T0 ,
(3.24)
where IL(x
′, x, t, s, T ) is defined by
IL(x
′, x, t, s, T ) =
∫ L
0
KL(x
′, x′′, t, s) b(x′′, s)
∂KL(x
′′, x, s, T )
∂x′′
dx′′ . (3.25)
Since KL(x
′′, x, s, T ) = 0 for x′′ = 0, L, we have on integration by parts in (3.25)
that IL is also given by the expression
IL(x
′, x, t, s, T ) = −
∫ L
0
KL(x
′, x′′, t, s)
∂b(x′′, s)
∂x′′
KL(x
′′, x, s, T ) dx′′
−
∫ L
0
∂KL(x
′, x′′, t, s)
∂x′′
b(x′′, s) KL(x′′, x, s, T ) dx′′ . (3.26)
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We may estimate the second mixed derivative of v0,L(x
′, x, t, T ) with respect to
x, x′ by using the representation (3.25) for IL in the integration (3.24) over t < s <
(T + t)/2, and the representation (3.26) over (T + t)/2 < s < T . We conclude from
(2.3) that there is a constant C depending only on L, T such that∣∣∣∣∂2v0,L(x′, x, t, T )∂x∂x′
∣∣∣∣ ≤ C√T − t G(x− x′, 2(T − t)) , 0 < x, x′ < L, 0 < t < T .
We use the same method as in the previous paragraph to estimate the difference
between the second derivatives of v0,L and v0,∞. Similarly to how we obtained
(3.23) we see from (3.25) that there is a constant C depending only on L, T such
that∣∣∣∣∂2IL(x′, x, t, s, T )∂x∂x′ − ∂2I∞(x′, x, t, s, T )∂x∂x′
∣∣∣∣ ≤
C
[
1
(s− t)1/2 +
1
(T − s)
]
exp
[
− L
2
16(T − t)
]
, 0 < x, x′ < L/3 , 0 < t < s < T .
(3.27)
From (3.26) we also have that∣∣∣∣∂2IL(x′, x, t, s, T )∂x∂x′ − ∂2I∞(x′, x, t, s, T )∂x∂x′
∣∣∣∣ ≤
C
[
1
(s− t) +
1
(T − s)1/2
]
exp
[
− L
2
16(T − t)
]
, 0 < x, x′ < L/3 , 0 < t < s < T .
(3.28)
It follows from (3.27), (3.28) and (3.24) that for 0 < x, x′ < L/3, 0 < t < T ≤ T0∣∣∣∣∂2v0,L(x′, x, t, T )∂x∂x′ − ∂2v0,∞(x′, x, t, T )∂x∂x′
∣∣∣∣ ≤ C exp[− L216(T − t)
]
, (3.29)
for some constant C depending only on L, T0. We conclude from (3.29) that the
function (x, T )→ [c1,L(x, T )−c1,∞(x, T )] is C1 in x in the region 0 ≤ x < L/3, 0 <
T ≤ T0.
Taking L→∞ in (2.13) we have that K∞(x′, x, t, T ) = G(x− x′, T − t)−G(x+
x′, T − t), whence
∂K∞(x′, x, t, T )
∂x′
∣∣∣∣∣
x′=0
=
x√
4π
1
(T − t)3/2 exp
[
− x
2
4(T − t)
]
, x > 0, t < T .
(3.30)
From (3.30) it is easy to compute the integral∫ T
−∞
∂K∞(x′, x, t, T )
∂x′
dt
∣∣∣∣∣
x′=0
= 1. (3.31)
Since the integration in (3.31) is concentrated on the scale T−t ≃ x2, it follows from
(3.4) that limx→0 c0,∞(x, T ) = exp[−V (0) + θ(T )W (0)], 0 < T ≤ T0. We can also
easily see from (3.4), (3.24), (3.25) that limx→0 c1,∞(x, T ) = 0, 0 < T ≤ T0.
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Proof of Lemma 3.4. We define I˜∞ similarly to (3.25) with L =∞ by
I˜∞(x′, x, t, s, T ) =
∫ ∞
0
K∞(x′, x′′, t, s) b(x′, s)
∂K∞(x′′, x, s, T )
∂x′′
dx′′ . (3.32)
Corresponding to (3.24), (3.4) we aso define
v˜0,∞(x′, x, t, T ) =
∫ T
t
I˜∞(x′, x, t, s, T ) ds , 0 < x′, x <∞, 0 < t < T ≤ T0 ,
(3.33)
c˜1,∞(x, T ) =
∫ T
0
∂v˜0,∞(0, x, t, T )
∂x′
exp[−V (0) + θ(t)W (0)] dt . (3.34)
We first show that the function (x, T ) → [c1,∞(x, T ) − c˜1,∞(x, T )] is C1 in x in
the region 0 ≤ x <∞, 0 < T ≤ T0. To see this we write
I∞(x′, x, t, s, T )− I˜∞(x′, x, t, s, T ) = Iˆ1,∞(x′, x, t, s, T ) + Iˆ2,∞(x′, x, t, s, T ) ,
where
Iˆ2,∞(x′, x, t, s, T ) =
∫ ∞
2
K∞(x′, x′′, t, s) [b(x′′, s)− b(x′, s)] ∂K∞(x
′′, x, s, T )
∂x′′
dx′′ .
(3.35)
Using integration by parts as in (3.26) we have that
Iˆ1,∞(x′, x, t, s, T ) = −
∫ 2
0
K∞(x′, x′′, t, s)
∂b(x′′, s)
∂x′′
K∞(x′′, x, s, T ) dx′′ (3.36)
−
∫ 2
0
(
∂K∞(x′, x′′, t, s)
∂x′′
[b(x′′, s)− b(x′, s)] K∞(x′′, x, s, T )
+K∞(x′, 2, t, s) [b(2, s)− b(x′, s)] K∞(2, x, s, T )
)
dx′′ .
From (2.3), (3.35) we easily see that there is a constant C depending only on T
such that∣∣∣∣∣∂2Iˆ2,∞(x′, x, t, s, T )∂x∂x′
∣∣∣∣∣ ≤ C exp
[
− 1
8(T − t)
]
, 0 < x, x′ < 1, 0 < t < s < T .
(3.37)
From (2.3), (3.36) we see there is a constant C depending only on T such that∣∣∣∣∣∂2Iˆ1,∞(x′, x, t, s, T )∂x∂x′
∣∣∣∣∣
≤ C
(s− t)1/2(T − s)1/2
∫ ∞
−∞
G(x′ − x′′, 2(s− t))G(x′′ − x, 2(T − s)) dx′′
+ C exp
[
− 1
8(T − t)
]
, 0 < x, x′ < 1, 0 < t < s < T . (3.38)
Evidently (3.38) implies that∣∣∣∣∣∂2Iˆ1,∞(x′, x, t, s, T )∂x∂x′
∣∣∣∣∣ ≤ C(s− t)1/2(T − s)1/2G(x′ − x, 2(T − t)) (3.39)
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for some constant C depending only on T . Using (3.37), (3.39) in the integrations
(3.24), (3.33) we conclude that∣∣∣∣∂2v0,∞(x′, x, t, T )∂x∂x′ − ∂2v˜0,∞(x′, x, t, T )∂x∂x′
∣∣∣∣ ≤ CG(x′ − x, 2(T − t)) (3.40)
for some constant C depending only on T . It follows from (3.4), (3.34), (3.40) that
the function (x, T ) → [c1,∞(x, T ) − c˜1,∞(x, T )] is C1 in x in the region 0 ≤ x <
∞, 0 < T ≤ T0.
We consider next the regularity of the function c˜1,∞(x, T ) defined by (3.34). To
understand the degree of regularity one might expect we first look at the case
when the function b(·, ·) is constant say b(·, ·) ≡ 1. In that case we observe that
w(z, t) = v˜0,∞(z, x, t, T ) is the solution to the terminal-boundary value problem
∂w(z, t)
∂t
+
∂2w(z, t)
∂z2
+
∂K∞(z, x, t, T )
∂z
= 0 , z > 0, t < T , (3.41)
w(0, t) = 0, t < T , w(z, T ) = 0 , z > 0 .
Evidently w(z, t) = (x− z)K∞(z, x, t, T )/2 is the solution to (3.41). It follows that
∂v˜0,∞(0, x, t, T )
∂x′
=
x
2
∂K∞(0, x, t, T )
∂x′
. (3.42)
If we use (3.42) in (3.34) we have from (3.30) that
c˜1,∞(x, T ) =
x2
4
√
π
∫ T
0
1
(T − t)3/2 exp
[
− x
2
4(T − t)
]
exp[−V (0) + θ(t)W (0)] dt .
(3.43)
Letting x→ 0 in (3.43) we have using identities similar to (3.31) that
lim
x→0
c˜1,∞(x, T ) = 0 , lim
x→0
∂c˜1,∞(x, T )
∂x
=
1
2
exp[−V (0) + θ(T )W (0)] . (3.44)
It follows from (3.44) that in the case when b(0, s) is independent of s, the function
(x, T )→ c˜1,∞(x, T ) of (3.34) is C1 in x in the region 0 ≤ x <∞, 0 < T ≤ T0.
The argument in the previous paragraph can be extended to include functions
b(·, ·) which have the property that s→ b(0, s) is Hölder continuous in the interval
0 < s ≤ T0. To see this we observe from (3.32) that
∂I˜∞(x′, x, t, s, T )
∂x′
∣∣∣∣∣
x′=0
= b(0, s)
∫ ∞
0
∂K∞(0, x′′, t, s)
∂x′
∂K∞(x′′, x, s, T )
∂x′′
dx′′(3.45)
= b(0, s)J1(x, t, s, T ) .
Using integration by parts as in (3.26) we see there is a universal constant C such
that∣∣∣∣∂J1(x, t, s, T )∂x
∣∣∣∣ ≤ C G(x, 2(T − t))(s− t)1/2(T − s)1/2 min
{
1
(s− t)1/2 ,
1
(T − s)1/2
}
. (3.46)
It follows from (3.33) and (3.45), (3.46) that if the function s → b(0, s) is Hölder
continuous of order γ > 0 at s = T then there is a constant Cγ such that∣∣∣∣∣∂2v˜0,∞(0, x, t, T )∂x′∂x − b(0, T )
∫ T
t
∂J1(x, t, s, T )
∂x
ds
∣∣∣∣∣ ≤ Cγ(T−t)−1/2+γ G(x, 2(T−t)) .
(3.47)
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From (3.42) we have that∫ T
t
J1(x, t, s, T ) ds =
x
2
∂K∞(0, x, t, T )
∂x′
. (3.48)
We conclude from (3.47), (3.48) and the argument of the previous paragraph that
when s→ b(0, s) is Hölder continuous in the interval 0 < s ≤ T0, then the function
(x, T )→ c˜1,∞(x, T ) of (3.34) is C1 in x in the region 0 ≤ x <∞, 0 < T ≤ T0.
Finally we wish to establish (3.5) assuming only that b(·, ·) satisfies (2.3). To
prove this it will be sufficient to consider the function c˜2,∞ defined by
c˜2,∞(x, T ) =
∫ T
0
Γ(x, t, T ) exp[−V (0) + θ(t)W (0)] dt , (3.49)
where Γ is the function
Γ(x, t, T ) =
∫ T
t
b(0, s)J1(x, t, s, T ) ds . (3.50)
If b(0, ·) ≡ 1 then the RHS of (3.49) is given by the RHS of (3.43). We observe from
(3.45) that
J1(x, t, s, T ) =
1
8π(s− t)3/2(T − s)3/2
∫ ∞
0
z exp
[
− z
2
4(s− t)
]
(3.51)
×
{
(x− z) exp
[
− (x− z)
2
4(T − s)
]
+ (x+ z) exp
[
− (x+ z)
2
4(T − s)
]}
dz
=
exp
[−x2/4(T − s)]
4π(s− t)3/2(T − s)3/2 J2(x, t, s, T ) ,
where J2(x, t, s, T ) is given by the formula
J2(x, t, s, T ) =
∫ ∞
0
z exp
[
− (T − t)z
2
4(s− t)(T − s)
]
×
{
x cosh
[
zx
2(T − s)
]
− z sinh
[
zx
2(T − s)
]}
dz . (3.52)
Using integration by parts in (3.52) we have that
J2(x, t, s, T ) =
2x(T − s)2(s− t)
(T − t)2
+
{
x2(T − s)(s− t)
(T − t)2 −
2(T − s)(s− t)
(T − t)
}
J3(x, t, s, T ) ,
where J3 is given by the formula
J3(x, t, s, T ) =
∫ ∞
0
exp
[
− (T − t)z
2
4(s− t)(T − s)
]
sinh
[
zx
2(T − s)
]
dz . (3.53)
Differentiating (3.53) with respect to x and integrating by parts we have that
∂J3(x, t, s, T )
∂x
=
s− t
T − t +
(s− t)x
2(T − t)(T − s) J3(x, t, s, T ) . (3.54)
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Integrating the differential equation in (3.54), we see that
J3(x, t, s, T ) =
(
s− t
T − t
)
exp
[
(s− t)x2
4(T − t)(T − s)
] ∫ x
0
exp
[
− (s− t)z
2
4(T − t)(T − s)
]
dz .
(3.55)
We conclude from (3.51)–(3.55) that
J1(x, t, s, T ) =
exp
[−x2/4(T − t)]
2π(T − t)2
{
x
(
s− t
T − s
)−1/2
exp
[
− (s− t)x
2
4(T − t)(T − s)
]
+
(
x2
2(T − t) − 1
)(
s− t
T − s
)1/2 ∫ x
0
exp
[
− (s− t)z
2
4(T − t)(T − s)
]
dz
}
. (3.56)
Note that it follows from (3.30), (3.48), (3.56) that
x2
√
π(T − t)
2
=
∫ T
t
{
x
(
s− t
T − s
)−1/2
exp
[
− (s− t)x
2
4(T − t)(T − s)
]
+
(
x2
2(T − t) − 1
)(
s− t
T − s
)1/2 ∫ x
0
exp
[
− (s− t)z
2
4(T − t)(T − s)
]
dz
}
ds .
From (3.50), (3.56) we have that
Γ(x, t, T ) =
exp
[−x2/4(T − t)]
2π(T − t)2
{
x2
2(T − t)Γ1(x, t, T ) + Γ2(x, t, T )
}
,
where Γ1(x, t, T ) is given by
Γ1(x, t, T ) =
∫ T
t
b(0, s)
(
s− t
T − s
)1/2 ∫ x
0
exp
[
− (s− t)z
2
4(T − t)(T − s)
]
dz ds (3.57)
=
√
T − t
∫ T
t
b(0, s)
∫ (s−t)1/2x/(T−t)1/2(T−s)1/2
0
exp
[
−y
2
4
]
dy ds .
It is easy to see from (3.57) that∣∣∣∣∂Γ1(x, t, T )∂x
∣∣∣∣ ≤ C(T − t) , 0 < t < T ≤ T0 , (3.58)
for some constant C. Hence if we define the function c˜3,∞ by
c˜3,∞(x, T ) = x2
∫ T
0
exp
[−x2/4(T − t)]
4π(T − t)3 Γ1(x, t, T ) exp[−V (0) + θ(t)W (0)] dt ,
we conclude from (3.58) that limx→0 c˜3,∞(x, T ) = 0 and ∂c˜3,∞(x, T )/∂x remains
bounded as x→ 0. In view of the continuity of the functions θ(·), b(0, ·), we may fur-
ther conclude that limx→0 ∂c˜3,∞(x, T )/∂x exists and its dependence on θ(·), b(0, ·),
is only through the values θ(T ) and b(0, T ).
From (3.56) we see that
∂Γ2(x, t, T )
∂x
= x
∂Γ3(x, t, T )
∂x
+∫ T
t
b(0, s)
{(
s− t
T − s
)−1/2
−
(
s− t
T − s
)1/2}
exp
[
− (s− t)x
2
4(T − t)(T − s)
]
ds ,
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where Γ3(x, t, T ) is given by
Γ3(x, t, T ) =
∫ T
t
b(0, s)
(
s− t
T − s
)−1/2
exp
[
− (s− t)x
2
4(T − t)(T − s)
]
ds . (3.59)
We see from (3.59) that∣∣∣∣∂Γ3(x, t, T )∂x
∣∣∣∣ ≤ Cx , 0 < t < T ≤ T0 , (3.60)
for some constant C. Hence if we define the function c˜4,∞ by
c˜4,∞(x, T ) =
∫ T
0
∫ x
0
exp
(−x2/4(T − t))
2π(T − t)2 x
′ ∂Γ3(x
′, t, T )
∂x′
e−V (0)+θ(t)W (0) dx′ dt ,
we conclude from (3.60) that limx→0 c˜4,∞(x, T ) = 0 and ∂c˜4,∞(x, T )/∂x remains
bounded as x → 0. We further conclude as with c˜3,∞ that limx→0 ∂c˜4,∞(x, T )/∂x
exists and its dependence on θ(·), b(0, ·), is only through the values θ(T ), b(0, T ).
We define Γ4(x, t, T ) by Γ4(0, t, T ) = 0 and
∂Γ4(x, t, T )
∂x
=
∫ T
t
b(0, s)
((
T − s
s− t
)1/2
−
(
s− t
T − s
)1/2)
exp
[
− (s− t)x
2
4(T − t)(T − s)
]
ds .
We see from (3.3) that∣∣∣∣∂Γ4(x, t, T )∂x
∣∣∣∣ ≤ C(T − t) , 0 < t < T ≤ T0 , (3.61)
for some constant C. We define the function c˜5,∞ by
c˜5,∞(x, T ) =
∫ T
0
exp
[−x2/4(T − t)]
2π(T − t)2 Γ4(x, t, T ) exp[−V (0) + θ(t)W (0)] dt .
The bound (3.61) implies that c˜5,∞(x, T ) is continuous for x ≥ 0, 0 < T ≤ T0 and
satisfies limx→0 c˜5,∞(x, T ) = 0, but ∂c˜5,∞(x, T )/∂x may diverge as x → 0. Let
f(x, T ) be the function
f(x, T ) =
∫ T
0
exp
[−x2/4(T − t)]
2π(T − t)2
∂Γ4(x, t, T )
∂x
exp[−V (0) + θ(t)W (0)] dt (3.62)
=
∫
0<t<s<T
b(0, s) exp[−V (0) + θ(t)W (0)]
× (T + t− 2s)
2π(T − t)2(s− t)1/2(T − s)1/2 exp
[
− x
2
4(T − s)
]
dt ds .
We can see as in the previous paragraph that limx→0[∂c˜5,∞(x, T )/∂x − f(x, T )]
exists. Hence in order to complete the proof of (3.5) it will be sufficient to show for
0 < α < 1, 0 < β < T0, there is a constant Cα,β such that
sup
0<x<1
∣∣∣∣∣
∫ T2
T1
f(x, T ) dT
∣∣∣∣∣ ≤ Cα,β |T2 − T1|α for β ≤ T1 < T2 ≤ T0 . (3.63)
To prove (3.63) we first observe for fixed s, t with 0 < t < s < T1 that∫ T2
T1
(T + t− 2s)
2π(T − t)2(s− t)1/2(T − s)1/2 exp
[
− x
2
4(T − s)
]
dT = g(x, s− t, t) , (3.64)
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where the function g(x, τ, t) is given by
g(x, τ, t) =
1
2πτ
∫ 1−2τ/(T2−t)
1−2τ/(T1−t)
z√
1− z2 exp
[
−x
2(1− z)
4τ(1 + z)
]
dz . (3.65)
In obtaining (3.64), (3.65) we have used the substitution z = (T + t− 2s)/(T − t).
Note also that the integration in (3.65) is over a subinterval of {−1 < z < 1}. To
estimate the integral in (3.65) we first assume that 0 < τ < (T1− t)/2 in which case
the integrand is positive and
0 < g(x, τ, t) ≤ g(0, τ, t) (3.66)
=
1
π
√
τ(T1 − t)
{[
1− τ
T1 − t
]1/2
−
(
T1 − t
T2 − t
)1/2 [
1− τ
T2 − t
]1/2 }
.
We have from (3.66) that
g(0, τ, t) ≤ 1
π
√
τ
{
1√
T1 − t
− 1√
T2 − t
}
. (3.67)
It follows from (3.67) that∫ (T1−t)/2
0
g(0, τ, t) dτ ≤
√
2
π
[
1−
(
T1 − t
T2 − t
)1/2]
≤ C(T2 − T1)
T2 − t (3.68)
for some constant C. Next we show that there is a constant C such that
|g(x, τ, t)| ≤ C(T2 − T1)
(T2 − t)
√
(T1 − t)(T1 − t− τ)
, (T1− t)/2 < τ < T1− t . (3.69)
Evidently (3.69) holds if (T2 − T1)/(T2 − t) ≥ 1/4 so we shall assume that (T2 −
T1)/(T2− t) < 1/4, which implies that 2τ/(T1− t)− 2τ/(T2− t) < 1/2. In this case
one has from (3.65) that
|g(x, τ, t)| ≤ C1
T1 − t
∫ 1−2τ/(T2−t)
1−2τ/(T1−t)
dz√
1 + z
, where C1 is a constant. (3.70)
The integration in (3.70) can be computed to give[
2− 2τ
(T2 − t)
]1/2
−
[
2− 2τ
(T1 − t)
]1/2
≤ (T2 − T1)
√
2(T1 − t)
(T2 − t)
√
T1 − t− τ
,
whence (3.69) follows. Now (3.69) implies that∫ (T1−t)
(T1−t)/2
|g(x, τ, t)| dτ ≤ C(T2 − T1)
T2 − t for some constant C. (3.71)
Letting h(x, t, s, T ) denote the integrand of the integral on the RHS of (3.62), it
follows from (3.68), (3.71) that∫ T2
T1
dT
∫
0<t<s<T1
dt ds |h(x, t, s, T )| ≤ C(T2 − T1)[| log(T2 − T1)|+ 1] (3.72)
for some constant C.
We consider next the situation where 0 < t < T1 and T1 < s < T and proceed
similarly to the previous paragraph. The integration with respect to T in (3.64)
is now replaced by integration over the interval s < T < T2. Correspondingly,
in the definition of the function g the lower integration limit 1 − 2τ/(T1 − t) in
(3.65) is replaced by −1, while the upper limit is still given by 1 − 2τ/(T2 − t).
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Since T1 − t < τ < T2 − t, it follow that the maximum value of the upper limit is
−1 + 2(T2 − T1)/(T2 − t). Assuming that (T2 − T1)/(T2 − t) ≤ 1/2, we have from
(3.65) that
|g(x, τ, t)| ≤ |g(0, τ, t)| = 1
π
√
τ(T2 − t)
[
1− τ
T2 − t
]1/2
. (3.73)
It is easy to see from (3.73) that∫ T2−t
T1−t
|g(x, τ, t)| dτ ≤ C(T2 − T1)
3/2
(T2 − t)3/2
for some constant C. (3.74)
In the case when (T2−T1)/(T2−t) > 1/2 we can easily see from (3.73) that if x = 0
then the LHS of (3.74) is bounded by a constant. However when x > 0 the inequality
in (3.73) only holds for τ ≥ (T2 − t)/2. It does not hold for T1− t < τ < (T2 − t)/2
since the integrand of (3.65) changes sign in the interval −1 < z < 1− 2τ/(T2 − t).
To bound g(x, τ, t) in this case we consider the situation when τ ≤ x2. For n ≥ 1
an integer and x2/(n+ 1) < τ ≤ x2/n we have that
|g(x, τ, t)| ≤ 1
2πτ
∫ 1
−1
|z|√
1− z2 exp
[
−n(1− z)
4(1 + z)
]
dz ≤ C
τ
√
n
,
for some constant C. Hence the integral of |g(x, τ, t)| over the interval 0 < τ < x2
is bounded by a constant independent of x. To estimate |g(x, τ, t)| for τ > x2 we
split the integral representation and use the cancellation properties of the function
z → z/√1− z2. Thus for n ≥ 1 an integer and nx2 < τ < (n + 1)x2 let α(n) =
min{1− 1/n, 1− 2τ/(T2 − t)}. Then we have that
|g(x, τ, t)| ≤ 1
2πτ
∫
{−1<τ<−α(n), α(n)<τ<1}
|z|√
1− z2 dz +
x2
8πτ2
∫ α(n)
−α(n)
dz
(1 + z)3/2
.
(3.75)
The first integral on the RHS of (3.75) is bounded by C
[
1/τ
√
n+ 1/
√
τ(T2 − t)
]
,
and the second by Cx2
√
n/τ2 for some constant C. Therefore the integral of
|g(x, τ, t)| over the interval min{x2, T2 − t} < τ < T2 − t is bounded by a con-
stant independent of x. We have shown then that the integral of |g(x, τ, t)| over the
interval 0 < τ < T2 − t is bounded by a constant independent of x, whence (3.74)
holds for (T2 − T1)/(T2 − t) > 1/2. It easily follows from (3.74) that∫ T2
T1
∫
0<t<T1<s<T
|h(x, t, s, T )| dt ds dT ≤ C(T2 − T1) (3.76)
for some constant C.
Finally we consider the situation where T1 < t < T2 and t < s < T . The function
g(x, τ, t) is defined as in the previous paragraph but now we need to estimate the
integral of g(x, τ, t) over the interval 0 < τ < T2 − t. We have already established
that the integral is bounded by a constant independent of x. This implies that∫ T2
T1
∫
T1<t<s<T
|h(x, t, s, T )| dt ds dT ≤ C(T2 − T1) (3.77)
for some constant C. The inequality (3.63) follows now from (3.72), (3.76), (3.77).
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Proof of Lemma 3.5. For the proof, we introduce the notation Θ0(t) = exp[−V (0)+
θ(T )W (0)]. From (3.4), (3.30) we have that
c0,∞(x, T ) =
x√
4π
∫ T
0
1
(T − t)3/2 exp
[
[− x
2
4(T − t)
]
Θ0(t) dt . (3.78)
Hence we have that
c0,∞(x, T )− c0,∞(0, T )
x
=
1√
4π
∫ T
0
1
(T − t)3/2 exp
[
− x
2
4(T − t)
] (
Θ0(t)−Θ0(T )
)
dt
− Θ0(T )√
4π
∫ 0
−∞
1
(T − t)3/2 exp
[
− x
2
4(T − t)
]
dt . (3.79)
It is evident from (3.79) that if θ(·) is Hölder continuous at T of order γ > 1/2 then
lim
x→0
c0,∞(x, T )− c0,∞(0, T )
x
=
∂c0,∞(0, T )
∂x
exists. (3.80)
To prove the continuity of ∂c0,∞(x, T )/∂x as x→ 0 we observe from (3.78) that
∂c0,∞(x, T )
∂x
= f(x, T )−
√
2 Θ0(T )
x
√
π
∫ x/√2T
0
(1 − z2)e−z2/2 dz , (3.81)
where f(x, T ) is given by the formula
f(x, T ) =
1√
4π
∫ T
0
(
1− x
2
2(T − t)
)
1
(T − t)3/2 exp
[
− x
2
4(T − t)
] (
Θ0(t)−Θ0(T )
)
dt .
(3.82)
We see from (3.81), (3.82), similarly to (3.80), that limx→0 ∂c0,∞(x, T )/∂x exists
provided θ(·) is Hölder continuous at T of order γ > 1/2.
To prove (3.6) when γ < 1/2, we first note from (3.82) that
f(x, T ) =
∫ T
0
g(x, t, T ) dt , where |g(x, t, T )| ≤ C/(T − t)γ−3/2
for some constant C. Evidently for 0 < T1 < T2,∫ T2
T1
∫ T1
0
(T − t)γ−3/2 dt dT ≤ C(T2 − T1)γ+1/2
for some constant C, so we are left to estimate the integral of g(x, t, T ) over the
region {T1 < t < T, T1 < T < T2}. Letting h(x, s) be the function
h(x, s) =
1√
4π
{
1− x
2
2s
}
1
s3/2
exp
[
−x
2
4s
]
,
we see that∫ T2
T1
∫ T
T1
g(x, t, T ) dt dT =
∫ T2
T1
Θ0(T )
(∫ T2−T
0
h(x, s) ds−
∫ T−T1
0
h(x, s) ds
)
dT .
(3.83)
It follows from (3.83) that∫ T2
T1
∫ T
T1
g(x, t, T ) dt dT =
∫ (T1+T2)/2
T1
Θ0(T )
∫ T2−T
T−T1
h(x, s) ds dT
−
∫ T2
(T1+T2)/2
Θ0(T )
∫ T−T1
T2−T
h(x, s) ds dT . (3.84)
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Making the change of variable T = (T1+ T2)/2− τ in the first integral on the RHS
of (3.84), and T = (T1 + T2)/2 + τ in the second integral, we see that∫ T2
T1
∫ T
T1
g(x, t, T ) dt dT =
∫ (T2−T1)/2
0
{
Θ0
(
(T1 + T2)/2− τ
)
−Θ0
(
(T1 + T2)/2 + τ
)}∫ (T2−T1)/2+τ
(T2−T1)/2−τ
h(x, s) ds dτ . (3.85)
Using the fact that∫ (T2−T1)/2
0
∫ (T2−T1)/2+τ
(T2−T1)/2−τ
ds
s3/2
dτ ≤ C(T2 − T1)1/2
for some constant C, we conclude from (3.85) that∣∣∣∣∣
∫ T2
T1
∫ T
T1
g(x, t, T ) dt dT
∣∣∣∣∣ ≤ C(T2 − T1)γ+1/2
for some constant C.
3.4. Parabolic regularization (Lemma 3.8) and tightness (Lemma 3.9).
Proof of Lemma 3.8. It follows from Proposition 2.2 that the drift b for (1.1) is
uniformly Lipschitz. Thus there is a constant A depending on ‖θ(·)‖∞ such that
|∂b(x, t)/∂x| ≤ A for x > 0, 0 ≤ t ≤ T0 . (3.86)
We note that if sup c(·, 0) < ∞ then sup c(·, t) < ∞ for t > 0. This follows by the
maximum principle from (1.5), (3.86). In fact we have that
sup c(·, t) ≤ eAt sup c(·, 0) + sup
0<s<t
{
exp[A(t− s)− V (0) + θ(s)W (0)]} .
Hence to establish boundedness of sup c(·, t), t0 ≤ t ≤ T0, it will be sufficient to
show that if c(·, 0) satisfies (1.8), then sup c(·, T ) <∞ for T > 0 sufficiently small.
Let x0 ≥ 3 and x(·) be the solution to the ODE terminal value problem
dx(t)
dt
= b(x(t), t) , t < T, x(T ) = x0 .
Then if wx0(x, t), x > 0, t < T, denotes the solution to (2.1), (2.2) with w0(x) =
δ(x− x0), x > 0, we show that for T > 0 sufficiently small,
sup
x>0
wx0(x, 0) ≤ C1(T ), sup
{|x−x(t)|≥1, 0≤t<T}
wx0(x, t) ≤ C2(T ), (3.87)
where C1(T ), C2(T ) are constants depending on T , but not on x0. To see this
we approximate the Dirac delta function at x0 by bounded functions. Thus let
φ : R → R be a continuous function with compact support in the interval [−1, 1]
and with integral equal to 1. We then take
w0(x) =
1
ε
φ
(
x− x0
ε
)
, x > 0, 0 < ε ≤ 1 ,
so the function on the RHS converges to δ(x − x0) as ε → 0. Next we use the
representation (2.36), (2.37) for solutions to (2.1), (2.2). If X(·) is a solution to
(2.36) then Y (·) = X(·)− x(·) is a solution to the SDE
dY (t) = [b(Y (t) + x(t), t)− b(x(t), t)] dt +
√
2 dB(t) .
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Hence the representation (2.37) yields w(x, 0) = w˜(x− x(0), 0), where
w˜(y, 0) = E
[
1
ε
φ
(
Y (T )
ε
)
; inf
0<s<T
[Y (s) + x(s)] > 0
∣∣∣∣ Y (0) = y ] . (3.88)
We assume now that 0 < ε < 1/2, whence φ(Y (T )/ε) 6= 0 only if |Y (T )| < 1/2.
We consider paths Y (s), 0 ≤ s ≤ T, such that Y (0) = y and |y| < 2. Then for T
sufficiently small independent of x0 ≥ 3, the expectation on the RHS of (3.88) can
be written as a sum of expectations over paths Y (·) such that sup0≤s≤T |Y (s)| < 2
and sup0≤s≤T |Y (s)| ≥ 2. For the paths with sup0≤s≤T |Y (s)| ≥ 2 which contribute
to the expectation (3.88), there exists a stopping time τy, 0 < τy < T , such that
|Y (τy)| = 1 and |Y (s)| < 2, τy ≤ s ≤ T . We can use this decomposition of paths
to obtain a representation of w˜(y, 0) in terms of a Dirichlet Green’s function on the
interval [−2, 2]. Thus we consider the terminal value problem
∂u(y, t)
∂t
+
∂2u(y, t)
∂y2
+ b˜(y, t)
∂u(y, t)
∂y
= 0 , |y| < 2, t < T,
where b˜(y, t) = b(y + x(t), t) − b(x(t), t) . (3.89)
The solution u(y, t) to (3.89) with terminal and boundary conditions given by
u(y, T ) = u0(y), |y| < 2, u(y, t) = 0, |y| = 2, t < T,
has the representation
u(y, t) =
∫ 2
−2
GD,x0(y, y
′, t, T )u0(y′) dy′ ,
in terms of the Dirichlet Green’s function GD,x0 , which depends through b˜(·, ·) on
x0. Hence we have that
w˜(y, 0) =
∫ 2
−2
GD,x0(y, y
′, 0, T )
1
ε
φ
(
y′
ε
)
dy′
+ E
[∫ 2
−2
GD,x0(Y (τy), y
′, τy, T )
1
ε
φ
(
y′
ε
)
dy′
]
. (3.90)
From (3.86), (3.89) it follows that |b˜(y, t)| ≤ A|y|, 0 ≤ t ≤ T0, whence the series
expansion (2.14) for GD,x0 converges for T small and independent of x0. This allows
us to take the limit ε→ 0 in (3.90) to obtain the representation
wx0(x, 0) = GD,x0(x−x(0), 0, 0, T )+E
[
GD,x0(Y (τx−x(0)), 0, τx−x(0), T )
]
, (3.91)
valid for |x−x(0)| < 2. It follows from (2.16), (3.91) that sup|x−x(0)|<2wx0(x, 0) ≤
C1(T ), where C1(T ) is independent of x0 ≥ 3. Since we have an analogous represen-
tation to (3.91) for wx0(x, 0) when |x − x(0)| > 2, we conclude the first inequality
of (3.87). The second inequality of (3.87) follows by a similar argument.
To show that sup c(·, T ) < ∞, we observe by the continuity of the function
x→ c(x, T ), x ≥ 0, that it is sufficient to obtain a uniform estimate on c(x0, T ) for
x0 ≥ 3. To do this we use the representation (2.6). Thus we have that
c(x0, T ) =
∫ ∞
0
wx0(x, 0)c(x, 0) dx +
∫ T
0
dt
∂wx0(0, t)
∂x
exp[−V (0) + θ(t)W (0)] .
(3.92)
We see from the first inequality of (3.87) and (1.8) that the first term on the RHS
of (3.92) is uniformly bounded for x0 ≥ 3. The second inequality of (3.87) and
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Lemma 2.5 imply that the second term on the RHS of (3.92) is uniformly bounded
for x0 ≥ 3.
To prove equicontinuity of the functions c(·, t), t0 ≤ t ≤ T0 on [0, L] we argue as
in Lemma 3.1. In particular, using the notation of (3.14) we have for 0 < x < L+1,
t0 < T ≤ T0 that
c(x, T ) =
∫ L+1
0
GD,L+1(x
′, x, t0, T )c(x′, t0) dx′
+
∫ T
t0
∂GD,L+1(0, x, t, T )
∂x′
e−V (0)+θ(t)W (0) dt (3.93)
−
∫ T
t0
∂GD,L+1(L+ 1, x, T
′, T )
∂x′
c(L+ 1, T ′) dT ′ .
Since c(·, t0) is continuous, the equicontinuity follows from (3.93) and the properties
of GD,L+1 already established in §2.
The proof of the tightness Lemma 3.9 is based on a more quantified version of
Lemma 2.8.
Lemma 3.10. Under the Assumption of Lemma 3.9. For M ≥ 0 let wM (x, t), x >
0, t < T, be the solution to (2.1), (2.2) with w0(x) = 0, 0 < x < M, w0(x) =
W (x), x > M . Then there exists C∞ > 0, independent of M,T , such that
wM (x, 0) ≤ C∞W (x) for x ≥ 0. For any x0, ε > 0 there exists M(ε, x0) > 0,
independent of T , such that
wM (x, 0) ≤ ε for 0 < x ≤ x0, M ≥M(ε, x0) . (3.94)
Proof. To show that wM (x, 0) ≤ C∞W (x), x > 0, we proceed as in Lemma 2.8.
Choosing δ > 0 to satisfy δ ≤ |θ∞|/3, we see from (1.33) that (2.41) holds with
x0 = xδ, upon modifying the first inequality of (2.41) to µ(y, t) ≤ −6σ2(y)θ∞. The
remaining argument of Lemma 2.8 similarly goes through.
To prove (3.94) we observe from the first inequality of (1.33) that there exists
x1 > 0 such that b(x, t) ≤ 0 for x ≥ x1, 0 ≤ t ≤ T . Now let L > x0 and τLx,t > t be
the first exit time from the interval [0, L] of the diffusion X(·) of (2.36) started at
X(t) = x with 0 < x < L. It follows that for any ν > 0 there exists Lν > x0 such
that P
(
X(τx,t = L)
)
< ν, 0 < x < x0, provided L ≥ Lν. Similarly to (2.37) we
have that
wM (x, 0) = E[wM (L, τx,t) ; τx,t < T, X(τx,t) = L ] , 0 < x < L, M > L .
(3.95)
Since (3.95) implies that wM (x, 0) ≤ P(X(τx,t) = L) supW (·), the inequality (3.94)
follows provided supW (·) < ∞. In the case when supW (·) = ∞ we use the
transformation Y = Φ(X) introduced in the proof of Lemma 2.8. We have similarly
to (2.40) that there exists Mδ > 0 such that for x > 0, M ≥Mδ it holds
wM (x, 0) ≤ E
[
Y (T ); inf
0≤s≤T
Y (s) > Φ(0), Y (T ) ≥ Φ(M)
∣∣∣ Y (0) = Φ(x) ], .
We also have similarly to (2.45) that
E
[
Y (T ); inf
0≤s≤T
Y (s) > Φ(0), Y (T ) ≥ Φ(M)
∣∣∣ Y (0) = y ] (3.96)
≤ φ(y)
∞∑
k=0
k + 1 + Φ(M)
φ(k +Φ(M))
.
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Since limM→∞ Φ(M) = limM→∞W (M) =∞, we see from (2.42) that there exists
M(ε, x0) > 0 such if M ≥ M(ε, x0) then the RHS of (3.96) is less than ε provided
Φ(0) < y < Φ(x0). The inequality(3.94) follows.
Lemma 3.10 gives us enough to control on the adjoint problem to prove (3.10) of
Lemma 3.9 by means of the representation (2.6).
Proof of Lemma 3.9. For any M > 0 the identity (2.6) implies that∫ ∞
M
W (x)c(x, T ) dx =
∫ ∞
0
wM (x, 0)c(x, 0) dx +
∫ T
0
∂w(0, t)
∂x
e−V (0)+θ(t)W (0) dt .
(3.97)
We can bound the first term on the RHS of (3.97) by using Lemma 3.10. Thus we
have that∫ ∞
0
wM (x, 0)c(x, 0) dx ≤ ε
W (0)
∫ ∞
0
W (x)c(x, 0) dx + C∞
∫ ∞
x0
W (x)c(x, 0) dx ,
(3.98)
provided M > M(ε, x0). Evidently by choosing x0 sufficiently large and ε suffi-
ciently small the RHS of (3.98) can be made smaller than δ/2. Hence there exists
M(δ) > 0 such that if M ≥ M(δ) the first term on the RHS of (3.97) is less than
δ/2.
We use Lemma 2.9 to estimate the second term on the RHS of (3.97). Thus there
exists δ∞ > 0, independent of M,T , such that
0 ≤ ∂wM (0, t)
∂x
≤ C∞e−δ∞(T−t) for 0 ≤ t ≤ T − 1. (3.99)
We also have from Lemma 3.10 that
wM (x, t) ≤ ε , 0 < x < 1, 0 < t < T, for M > M(ε, 1) . (3.100)
We conclude from (3.100) and Lemma 2.5 that
0 ≤ ∂wM (0, t)
∂x
≤ Cεmax
[
1√
T − t , 1
]
, 0 < t < T . (3.101)
It follows from (3.99), (3.101) that there exists M(δ) > 0 such that if M ≥ M(δ)
the second term on the RHS of (3.97) is less than δ/2. We have proven that the
inequality (3.10) holds for T ≥ 0.
4. Convergence to equilibrium. In this section we will prove convergence to
equilibrium for the system (1.1), (1.2), (1.4), (1.5). Let us recall some basic notion
of the convergence of measures: A sequence µn, n = 1, 2, .., of measures in M(R+)
converges weakly to a measure µ ∈M(R+) if
lim
n→∞
∫
f dµn =
∫
f dµ for all f ∈ C0(R+) . (4.1)
Hence weak convergence for measures corresponds to weak∗ convergence inM(R+).
In the following we will work exclusively with absolutely continuous measure satis-
fying a moment condition with respect to W and it is convenient to introduce the
space of densities with finite W -moment
L1W (R
+) =
{
f ∈ L1(R+) : f ≥ 0, ‖f‖L1
W
<∞
}
with ‖f‖L1
W
=
∫
f(x)W (x) dx.
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We identify functions in L1W (R
+) with measures in M(R+) by their densities and
speak just of weak convergence in the sense of (4.1). Especially, lower semiconti-
nuity is understood as sequentially lower semicontinuity with respect to the weak
convergence in the sense of (4.1).
4.1. Characterization of constrained minimizer of free energy. We start by
defining the free energy and stating its properties.
Lemma 4.1. Suppose V,W satisfy Assumption 1.8. For c ∈ L1W (R+) and θ ∈ R
the unconstrained free energy G : L1W (R+)×R→ R+ is defined by
G(c, θ) =
∫
c(x)(log c(x)− 1) dx+
∫
V (x)c(x) dx +
1
2
θ2 + G0, (4.2)
where G0 =
∫
e−V (x) dx < ∞. The function G is for any M > 0 lower semi-
continuous on UM =
{
(c, θ) ∈ L1W (R+) × R : ‖c‖L1
W
(R+) ≤ M
}
and for any
M,N > 0 continuous on
U˜M,N ⊂
{
(c, θ) ∈ C(R+)×R : ‖c‖L1
W
(R+) ≤M, ‖c‖∞ ≤ N
}
,
such that ∀L > 0 : {c|[0,L] : (c, θ) ∈ U˜M,N} is equicontinuous.
The unconstrained minimizer is uniquely given by
argmin
{G(c, θ) : c ∈ L1W (R+), θ ∈ R} = (ceq0 , 0).
Moreover, the constrained minimizer is uniquely given by
argmin
{
G(c, θ) : c ∈ L1W (R+), θ +
∫
W (x)c(x) dx = ρ
}
=
(
ceqθeq , θeq
)
where θeq = θeq(ρ) is given for ρ ≥ ρs =
∫
W (x)ceq0 (x) dx by θeq = 0 and for ρ < ρs
implicitly by
θeq +
∫
W (x)ceqθeq dx = ρ.
Proof. Let us first note, that G(c, θ) is bounded from below by 0. We rewrite it in
the following way
G(c, θ) = H(c|ceq0 ) +
1
2
θ2, with ceq0 (x) = e
−V (x)
and the relative entropy for c, ceq0 ∈ L1W (R+) is defined by
H(c|ceq0 ) =
∫
Ψ
(
c(x)
ceq0 (x)
)
ceq0 (x) dx with Ψ(r) = r log r − r + 1.
Since Ψ is non-negative, we obtain the lower bound. In addition r 7→ Ψ(r) is
strictly convex with convex dual Ψ∗(s) = es − 1 and it holds the dual variational
characterization
H(c|ceq0 ) = sup
g∈C0(R+)
{∫
g(x)c(x) dx −
∫ (
eg(x) − 1
)
ceq0 (x) dx
}
.
From this representation the lower semicontinuity on UM for any M > 0 is imme-
diate (see also [1, 12]).
Next we consider the function G restricted to the set U˜M,N with M,N > 0.
It follows from (4.2), the bounds (1.32) and the lower bound infW (·) > 0 that
G(c, θ) <∞ for all (c, θ) ∈ U˜M,N . Furthermore, the energy part
∫
(V + log a)c dx is
42 JOSEPH G. CONLON AND ANDRÉ SCHLICHTING
continuous and we see that in order to prove continuity of G on U˜M,N it is sufficient
to prove continuity of the entropy S(c) = ∫ c(x) log c(x) dx on U˜M,N . Since (1.34)
implies that limx→∞W (x) = ∞, we have that for any ε > 0 there exists Lε > 0
such that
∀(c, θ) ∈ U˜M,N :
∫
{x≥Lε: c(x)≥1}
c(x) log c(x) dx < ε . (4.3)
Now, for λ ∈ R let gλ : (0,∞)→ R be the convex function gλ(z) = z log z+λz, z >
0, which has a minimum at z = e−(1+λ) given by infz>0 g(z) = −e−(1+λ). Hence,
we can estimate for any L ≥ 0 choosing λ = V (x)∫
{x≥L:c(x)≤1}
c(x) log c(x) dx ≥ −
∫ ∞
L
V (x)c(x) dx − e−1
∫ ∞
L
ceq0 (x) dx . (4.4)
It follows now from (1.32) and (e) of Assumption 1.8 that for any ε > 0 there exists
Lε > 0 such that∫
{x≥Lε, c(x)≤1}
c(x) log c(x) dx > −ε , (c, θ) ∈ U˜M,N . (4.5)
Let (cm, θm), m = 1, 2, .., be a sequence in U˜M,N which converges in the topology
of Mac(R+) ×R to (c, θ) ∈ U˜M,N , then by the equicontinuity of the sequence, it
follows
lim
m→∞
∫ L
0
cm(x) log cm(x) dx =
∫ L
0
c(x) log c(x) dx . (4.6)
The continuity of S on U˜M,N follows from (4.3), (4.5), (4.6).
The unique global minimizer (ceq0 , 0) follows by strict convexity of the functional
and the just proven lower bound 0. To prove the constraint minimizer, we observe
that the function
m(θ) = G(ceqθ , θ) =
∫ ∞
0
(θW (x) − 1)ceqθ (x) dx +
1
2
θ2
is well defined for any θ ≤ 0, since ceqθ (·) ≤ ceq0 (·). Moreover, we have
m′(θ) = θ
∫ ∞
0
W (x)2ceqθ (x) dx + θ < 0 for θ < 0 . (4.7)
Let c ∈ L1W (R+) with H(c|ceq0 ) < ∞, set η = ρ −
∫∞
0 W (x)c(x) dx and define the
function h : [0, 1]→ R by
hθ(λ) = G((1− λ)ceqθ + λc, (1− λ)θ + λη).
By convexity of G, also hθ is convex, and we have for all λ ∈ (0, 1] the secant
inequality
hθ(λ)− hθ(0)
λ
≤ G(c, η) − G(ceqθ , θ). (4.8)
We can let λ→ 0 and obtain for the relative entropy
1
λ
(
H((1 − λ)ceqθ + λc|ceq0 )−H(ceqθ |ceq0 )
)
=
1
λ
∫ (
Ψ
(
(1− λ)ceqθ + λc
ceq0
)
−Ψ
(
ceqθ
ceq0
))
ceq0 (x) dx
λ→0→
∫
Ψ′
(
ceqθ (x)
ceq0 (x)
)
(c(x) − ceqθ (x)) dx = θ
∫
W (x)
(
c(x) − ceqθ (x)
)
dx .
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Likewise, by using once more the constraint, we have
1
λ
(
1
2
((1− λ)θ + λη)2 − 1
2
θ2
)
λ→0→ θ(η − θ) = θ
(
ρ−
∫
W (x)c(x) dx − θ
)
.
Hence, the estimate (4.8) becomes after passing to the limit λ→ 0
θ
(
ρ−
∫
W (x)ceqθ (x) dx − θ
)
≤ G(c, η)− G(ceqθ , θ). (4.9)
If ρ ≤ ρs =
∫
W (x)ceq0 (x) dx, then we can choose θ = θeq(ρ) and obtain that the
LHS of (4.9) is zero and the desired inequality. Now, if ρ > ρs, we show that
for any ε > 0 there exists c ∈ L1W (R+) and θ ∈ R satisfying the constraint and
G(c, θ) − G(ceq0 , 0) < ε. To construct c, we use (1.32) combined with (1.34) of
Assumption 1.8, in the integrated form
|V (x)| + C ≤ δW (x) for x ≥ xδ.
We define yδ ≥ xδ such that∫ xδ
0
W (x)ceq0 (x) dx +
∫ yδ
xδ
W (x) dx = ρ (4.10)
and set
c(x) =

ceq0 (x) , x ∈ [0, xδ)
1 , x ∈ [xδ, yδ)
0 , x ≥ yδ
.
Then, by construction
∫
W (x)c(x) dx = ρ, we can calculate
H(c|ceq0 ) =
∫ yδ
xδ
Ψ
(
1
ceq0 (x)
)
ceq0 (x) dx+
∫ ∞
yδ
ceq0 (x) dx
=
∫ yδ
xδ
(V (x)− 1) dx+
∫ ∞
xδ
ceq0 (x) dx
≤ δ
∫ yδ
xδ
(W (x) + C) +
∫ ∞
xδ
ceq0 (x) dx.
Since ceq0 ∈ L1W (R+) by assumption, we obtain that the second integral goes to zero
as xδ → ∞, which is the case as δ → 0. The first integral is bounded by δC for
some C > 0 by the definition of yδ in (4.10) and the growth assumption ofW (1.34)
in Assumption 1.8.
To prove uniqueness of the minimizer we use the inequality (4.8) again. But, now
we calculate h′θ(λ) for λ ∈ (0, 1), which is given by
h′θ(λ) =
∫
Ψ′
(
(1 − λ)ceqθ + λc
ceq0
)
(c− ceqθ ) dx+
(
(1 − λ)θ + λη)(η − θ) = I + II.
We can bound the first term, by noting that Ψ′(r) = log r and the elementary
inequality
log
(
(1− λ)ceqθ + λc
ceq0
)
(c− ceqθ )
≤ (1− λ)c
eq
θ + λc
λ
log
(
(1 − λ)ceqθ + λc
ceq0
)
− c
eq
θ
λ
log
(
(1− λ)ceqθ
ceq0
)
.
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We obtain the bound
I ≤ H
(
(1− λ)ceqθ + λc | ceq0
)
λ
+
∫
(1 − λ)ceqθ + λc− ceq0
λ
dx
−
∫
log(1 − λ) + θW
λ
ceqθ dx < ∞,
since c, ceqθ ∈ L1W (R+) ⊂ L1(R+) due to W (x) ≥W (0) > 0 by Assumption 1.8 and
θ ≤ 0 and convexity of the relative entropy. Likewise, it holds by strict monotonicity
of the function λ 7→ a log(b+ λa) as long as b+ λa > 0 the lower bound
log
(
(1− λ)ceqθ + λc
ceq0
)
(c− ceqθ ) ≥ log
(
ceqθ
ceq0
)
(c− ceqθ ) = θW (c− ceqθ ),
where the inequality is strict as long as c 6= ceqθ . Hence, we obtain for any c 6= ceqθ
h′θ(λ) > θ
∫
W (x)(c− ceqθ (x)) dx+ ((1− λ)θ + λη)(η − θ) = λ(θ − η)2 ≥ 0,
by using the constraints η +
∫
Wc = ρ = θ +
∫
Wceqθ . The uniqueness from the
minimizer follows now from (4.8) and the mean value theorem.
Lemma 4.1 justifies that the normalized constrained free energy Fρ from (1.12)
is well-defined for any c ∈ L1W (R+).
4.2. The energy–energy-dissipation principle. Let (c(·, t), θ(t)), t > 0, be the
solution to (1.1), (1.2), (1.4), (1.5). We wish to show that the function t→ Fρ(c(t, ·))
is decreasing. For the calculations it is convenient to rewrite the set of equations
(1.1), (1.2), (1.5) in the form
∂tc(x, t) = ∂x
(
c(x, t) ∂x log
c(x, t)
ceqθ(t)(x)
)
with b.c. log
c(0, t)
ceqθ(t)(0)
= 0 (4.11)
Then, we obtain by formal integration by parts using the above boundary condition
d
dt
F(c(t, ·)) =
∫ ∞
0
∂c(x, t)
∂t
(log c(x, t) + V (x)) dx+ θ(t)
dθ(t)
dt
=
∫ ∞
0
∂c(x, t)
∂t
log
(
c(x, t)
ceqθ(t)(x)
)
dx = −
∫ ∞
0
(
∂x log
c(x, t)
ceqθ(t)(x)
)2
c(x, t) dx .
We wish to justify this calculation only under the assumption that the initial data
satisfies (1.8).
Lemma 4.2. Let (c(·, t), θ(t)), 0 < t ≤ T0, be the solution of (1.1), (1.2), (1.4),
(1.5) with initial data satisfying (1.8) constructed in Proposition 2.2. Then for any
t0 satisfying 0 < t0 < T0, the function (t0, T0) ∋ t → F(c(t, ·)) is continuous,
decreasing and satisfies
d+
dt
F(c(t)) ≤ −D(c(t), θ(t)) = −
∫ ∞
0
(
∂x log
c(x, t)
ceqθ(t)(x)
)2
c(x, t) dx , (4.12)
where d
+
dt f(t) = lim supδ→0
f(t+δ)−f(t)
δ .
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Proof. By Lemma 3.8, we have for any t0 > 0 that sup c(·, t) ≤ N and hence also
F(c(·, t)) is well-defined for t ∈ (t0, T0). We are going to use a cut-off at 0 and∞. Let
φ : [0,∞)→ R+ be a C∞ function which has the property that φ(x) = 1, 0 ≤ x ≤ 1,
and φ(x) = 0, x ≥ 2. For 0 < ε ≤ 1 and L ≥ 1 we define a function Gε,L(t), t > t0,
by
Gε,L(t) =
∫ ∞
ε
φ(x/L)Ψ
(
c(x, t)
ceq0 (x)
)
ceq0 (x) dx+
1
2
(
ρ−
∫ ∞
ε
φ(x/L)W (x)c(x, t) dx
)2
.
(4.13)
Then the function t → Gε,L(t), t > t0, is C1. To calculate its time derivative, we
use the identity∫ ∞
ε
φ(x/L) Ψ′︸︷︷︸
=log
(
ceqθ (x)
ceq0 (x)
)
∂tc(x, t) dx
=
(
̺−
∫ ∞
0
W (x)c(x, t) dx
)∫ ∞
ε
φ(x/L)W (x)∂tc(x, t) dx.
Now, we calculate using this identity
d
dt
Gε,L(t) =
∫ ∞
ε
φ(x/L)Ψ′
(
c(x, t)
ceq0 (x)
)
∂tc(x, t) dx
−
(
ρ−
∫ ∞
ε
φ(x/L)W (x)c(x, t) dx
) ∫ ∞
ε
φ(x/L)W (x)∂tc(x, t) dx
=
∫ ∞
ε
φ(x/L) log
(
c(x, t)
ceqθ(t)(x)
)
∂tc(x, t) dx
−
(∫ ε
0
W (x)c(x, t) dx +
∫ ∞
ε
(1− φ(x/L))W (x)c(x, t) dx
)
×
×
∫ ∞
ε
φ(x/L)W (x)∂tc(x, t) dx
= −Dε,L(t)− I1ε,L(t)− I2ε,L(t) + I3ε,L(t)
[
I4ε,L(t) + I
5
ε,L(t)
]
, (4.14)
where the last step follows by using ∂tc = ∂x
(
c∂x log
c
ceq
θ
)
and integration by parts
with Dε,L(t), I1ε,L(t), I2ε,L(t), I3ε,L(t), I4ε,L(t), I5ε,L(t) are given by the formulas
Dε,L(t) =
∫ ∞
ε
φ(x/L)
(
∂x log
c(x, t)
ceqθ(t)
)2
c(x, t) dx
I1ε,L(t) = log
(
c(ε, t)
ceqθ(t)(ε)
)
∂x log
(
c(ε, t)
ceqθ(t)(ε)
)
c(ε, t) ,
I2ε,L(t) =
1
L
∫ ∞
ε
φ′(x/L) log
(
c(x, t)
ceqθ(t)(x)
)
∂x log
(
c(x, t)
ceqθ(t)(x)
)
c(x, t) dx ,
I3ε,L(t) =
∫ ε
0
W (x)c(x, t) dx +
∫ ∞
ε
[1− φ(x/L)]W (x)c(x, t) dx ,
I4ε,L(t) =W (ε) ∂x log
(
c(ε, t)
ceqθ(t)(ε)
)
c(ε, t) ,
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I5ε,L(t) =
∫ ∞
ε
(φ(x/L)W (x))
′
∂x log
(
c(x, t)
ceqθ(t)(x)
)
c(x, t) dx .
To prove (4.14) we assume first that b(x, t) = ∂x log c
eq
θ(t)(x) = θ(t)W
′(x) − V ′(x)
has sufficient regularity so that c(·, ·) is a classical solution to (1.1), (1.5). It is clear
in this case that the function t 7→ Gε,L(t) is C1, and upon using (1.4) that
d
dt
Gε,L(t) =
∫ ∞
ε
φ(x/L)
∂c(x, t)
∂t
log
(
c(x, t)
ceqθ(t)(x)
)
dx (4.15)
− I3ε,L(t)
∫ ∞
ε
φ(x/L)W (x)∂tc(x, t) dx .
From (4.11) we see upon integration by parts in x, that the first term on the RHS
of (4.15) is identical to the sum of the first term on the RHS of (4.14) minus I1ε,L(t)
and I2ε,L(t). Again integrating by parts using (4.11) we see that the coefficient of
I3ε,L(t) in (4.15) is equal to −[I4ε,L(t) + I5ε,L(t)]. Once we have the formula (4.14)
we can remove the extra regularity assumption on b(·, ·) since by Lemma 3.1 we see
that the RHS of (4.14) is continuous in t with just the assumption (2.3).
We observe next from (4.13) that limε→0 Gε,L(t) = G0,L(t) exists and is given by
the integral on the RHS of (4.13) with ε = 0. Similarly Theorem 3.7 implies that
we may let ε→ 0 in (4.14) to conclude that the function t 7→ G0,L(t), t > t0, is C1
and its derivative is given by the RHS of (4.14) with ε = 0. Note from (1.5) that
limε→0 I1ε,L(t) = I
1
0,L(t) = 0. Let 0 < t0 < t1 < t2 such that c(·, t) is a solution for
t ∈ (t1, t2) as constructed in Proposition 2.2. We shall show that for some constant
C,
sup
t1≤t≤t2
|Ij0,L(t)| ≤ C , j = 2, 3, 4, 5, L ≥ 1 , (4.16)
and also that
lim
L→∞
Ij0,L(t) = 0 , j = 2, 3, t1 < t < t2 . (4.17)
The result follows from (4.14) with ε = 0 and (4.16), (4.17) since G(c(·, t), θ(t)) =
limL→∞ G0,L(t) and D(c(·, t), θ(t)) = limL→∞D0,L(t).
To bound I20,L(t), t1 ≤ t ≤ t2, uniformly as L → ∞ we first note that for
some constant C0 and the support restriction for φ, we have uniformly in L for any
x ∈ [L, 2L]
sup
x∈[L,2L]
φ(x/L)
L2
≤ C0
by the uniform bound on a′′ in Assumption 1.8. Now, use integration by parts such
that
I20,L(t) =
1
L
∫
φ′(x/L) log
(
c(x, t)
ceqθ(t)(x)
) (
∂xc(x, t)− c(x, t)∂x log ceqθ(t)(x)
)
dx
= − 1
L2
∫
φ′′(x/L) log
(
c(x, t)
ceqθ(t)(x)
)
c(x, t) dx −
∫
φ′(x/L)∂xc(x, t) dx
= − 1
L2
∫
φ′′(x/L)
(
log
(
c(x, t)
ceq0 (x)
)
− c(x, t) + ceq0 (x)
)
dx
+
θ(t)
L2
∫
φ′′(x/L)W (x)c(x, t) dx +
1
L2
∫
φ′′(x/L)ceq0 (x, t) dx
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≤ C0
∫ 2L
L
Ψ
(
c(x, t)
ceq0 (x)
)
ceq0 (x) dx + C0
∫ 2L
L
W (x)c(x, t) dx + C0
∫ 2L
L
ceq0 dx.
The first of the above integral is bounded by H(c|c0) ≤ G(c, θ), the second by the
conservation law (1.4) and the third by the integrability condition of Assumption 1.8,
whence we see that (4.16), (4.17) hold for j = 2. Evidently (1.4) implies that (4.16),
(4.17) hold for j = 3, and Theorem 3.7 implies that (4.16) holds for j = 4.
We are left then to prove (4.16) for j = 5. First, since log
(
c(0,t)
ceq
θ(t)
(0)
)
= 0, we can
integrate by parts and obtain
I50,L(t) = −
∫ ((
φ(x/L)W (x)
)′′ − (φ(x/L)W (x))′ ∂x log ceqθ(t)(x))︸ ︷︷ ︸
=:I(x)
c(x, t) dx.
Due to the growth bounds (1.31), (1.32), (1.33), (1.34) of Assumption 1.8, we obtain
|∂x log ceqθ(t)(x)| = |−V ′(x) + θ(t)W ′(x)| ≤ C0(1 + |θ(t)|)W ′(x).
Then, the prefactor I in front of c(x, t) is bounded by
I(x) ≤ ‖φ′′‖∞
W (x)
L2
+ 2‖φ′‖W
′(x)
L
+W ′′(x)
+ C0
(
‖φ′‖∞
W (x)
L
+W ′(x)
)
(1 + |θ(t)|)W ′(x),
which can further estimated by W (x) with the help of Assumption 1.8.
Hence, the I50,L(t) is bounded with the help of (1.4) by a constant depending on
‖θ‖∞, uniformly in L ≥ 1 and t1 ≤ t ≤ t2.
Remark 4.3. Lemma 4.1 and Lemma 4.2 combined with the local existence result
Proposition 2.2 imply global existence of solutions to (1.1), (1.2), (1.4), (1.5) with
initial data satisfying (1.8). The reason is that Lemma 4.2 implies that θ(t), t > 0,
is bounded by a constant depending only on θ(0) and ρ.
The last ingredient for the proof of the convergence to equilibrium is a dual
variational characterization of the dissipation, which allows to prove it lower semi-
continuity.
Lemma 4.4. Let C1, C2 be positive constants and the convex set X = {(c, θ) ∈
L1W (R
+)×R : G(c, θ) ≤ C1, ‖c‖L1
W
(R+) ≤ C2 }. Then the domain of D as defined
in (4.12) extends from C1(R+)×R+ to X by defining
D(c, θ) = sup
φ∈C∞0 (R+)
∫
D∗θ [φ](x) c(x) dx, (4.18)
where
D∗θ [φ](x) = 2∂xφ(x) + 2φ(x) ∂x log cθ(x)− |φ(x)|2.
Moreover, D by this definition is sequentially lower semicontinuous on X .
Proof. From the definition (4.18), it is clear that we can use test function φ ∈
C10(R+). Let us first assume, that c ∈ C1(R+) with c(0) = ceqθ (0). Then, we can
integrate by parts in the first term using φ(0) = 0 and obtain∫
D∗θ [φ](x) c(x) dx =
∫ (
−2φ(x) ∂x log c(x)
cθ(x)
− |φ(x)|2
)
c(x) dx. (4.19)
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Let ψ : R→ R be a non-negative C∞ function with support in the interval [−1, 1],
with integral equal to 1 and define for ε > 0 the function ψε : R → R by ψε(x) =
ε−1ψ(x/ε), x ∈ R. Then, we set
cε(x) = c(x)
∫ x
0
ψε(y − ε) dy + ceqθ (x)
(
1−
∫ x
0
ψε(y − ε) dy
)
.
By choosing φε = −∂x log cεceq
θ
, we have
φε(x) =
ceqθ (x)
cε(x)
[(
c(x)
ceqθ (x)
− 1
)
ψε(x− ε)
+
∫ x
0
ψε(y − ε) dy
(
∂xc(x)
ceqθ (x)
− ∂xc
eq
θ (x) c(x)
ceqθ (x)
2
)]
and hence φε(0) = 0, since c(0) = c
eq
θ (0). For x ∈ [0, 2ε) by using again the boundary
condition and the C1 assumption, we obtain for some x1, x2 ∈ (0, x) ⊆ (0, 2ε)
|φε(x)| ≤ C
( |∂xc(x1)|+ |∂xceqθ (x2)|
ceqθ (x)
xψε(x− ε) + 1
)
≤ C
(
ε sup
z>0
ψε(z) + 1
)
≤ C,
(4.20)
where C is independent of ε. Hence, by using φε as test function in (4.19), we obtain∫
D∗θ [φve](x)c(x) dx ≥ −
∫ 2ε
0
(
2|φε(x)|
∣∣∣∣∂x log c(x)ceqθ (x)
∣∣∣∣+ |φε(x)|2)c(x) dx
+
∫ ∞
2ε
(
∂x log
c(x)
ceqθ (x)
)2
c(x) dx.
The bound (4.20) and C1 assumption ensure that we can let ε → 0 and obtain
a lower bound of D(c, θ) as defined in (4.18) in terms of the one in (4.12). On
the other hand, we can interchange the integration and sup in (4.18). The sup is
attained for φ = −∂x log cceq
θ
and we obtain an upper bound by (4.12). This shows,
that the definition (4.18) is consistent with (4.12) for c ∈ C1(R+) with D(c, θ) <∞.
Finally, we observe that D∗θ [φ] ∈ C0(R+) due to φ ∈ C∞c (R+) and Assump-
tion 1.8. Hence, if (cm, θm), m = 1, 2, .., is a sequence in X such that cm converges
weakly (see (4.1)) to some c ∈ X and θm → θ, then the statement on the lower
semicontinuity follows by interchanging the lim and sup in the dual formulation of
the dissipation (4.18).
4.3. Convergence to equilibrium. We can now use the LaSalle invariance princi-
ple to prove convergence of the solution of (1.1), (1.2), (1.4), (1.5) to an equilibrium
solution (1.3) and finish the proof of Theorem 1.3. For the convenience of the reader
we quote it in a concise form under our specific assumptions.
Theorem 4.5 ([49, Theorem 4.2 in Chapter IV]). Let {S(t)}t≥0 be a dynamical
system on a compact metric space X and let V : X → R be a lower semicontinous
Lyapunov function such that V˙ (x) ≤ −W (x) for all x ∈ X , where W : X → R+
is lower semincontinuous and V (y) > −∞ for all y ∈ X . Then for any x ∈ X the
trajectory {S(t)x}t≥0 converges to the largest positive invariant subset of {z ∈ X :
W (z) = 0}.
Proof of convergence to equilibrium statements of Theorem 1.3. We start with fol-
lowing preliminary observation and summary of the results. Let C1, C2 be pos-
itive constants and the convex set X = {(c, θ) ∈ L1W (R+) × R : G(c, θ) ≤
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C1, ‖c‖L1
W
(R+) ≤ C2 }, then the superlinear growth of Ψ and the growth condi-
tion (1.34) on W in Assumption 1.8 imply uniform integrability of X ⊂ L1(R+)×
R+. Indeed, since W is increasing, we have W (·) ≥W (0) > 0 and we can estimate
‖c‖L1(R+) ≤ W (0)−1‖c‖L1
W
(R+) ≤ W (0)−1C2 for all c ∈ X . Hence X is uniformly
bounded in L1(R+). In addition, we obtain from (4.4), applied with L = 0, the
estimate∫
max{0, c log c}dx =
∫
c log c dx−
∫
{c≤1}
c log c dx
≤ H(c|ceq0 ) +
∫
(1 + log ceq0 + V )c dx+
(
e−1 − 1) ∫ ceq0 dx
≤ G(c, θ) +
∫
c dx ≤ C1 +W (0)−1C2,
where we used that ceq0 = exp(−V ) and e−1 − 1 ≤ 0. Hence, the convex set X is
uniform integrable in L1(R+) (see [9, Theorem 4.5.9]). Now, the set X has uniform
absolutely continuous integrals. By the uniform integrability we find for ε > 0 a
constant C > 0 such that∫
{c≥C}
c dx ≤ ε
2
, for all c ∈ X .
Set δ = ε(2C)
−1
and let A ⊂ R+ with |A| ≤ δ. Then, for any c ∈ X holds∫
A
c dx =
∫
A∩{c≤C}
c dx+
∫
A∩{c≥C}
c dx ≤ δC + ε
2
≤ ε
by our choice of δ. Hence X has also uniform absolutely continuous integrals. The
last condition to obtain relative compactness is a uniform tightness condition. For
ε > 0 fix Lε such that C2W (Lε)
−1 ≤ ε. Then, we obtain∫ ∞
Lε
c dx ≤ 1
W (Lε)
∫ ∞
Lε
W c dx ≤ C2
W (Lε)
≤ ε.
We obtain that X is relative compact in L1(R+) for the weak topology by an
application of [9, Theorem 4.7.20]). Since, the Lyapunov function (c, θ) 7→ G(c, θ)
by Lemma 4.1 and the norm ‖·‖L1
W
(R+) are lower semicontinuous, we obtain that
X is a compact metric space. Finally, also the dissipation (c, θ) 7→ D(c, θ) is lower
semi-continuous from X to R by Lemma 4.4.
We have already observed the Remark 4.3 that the solution (c(·, t), θ(t)), t > 0,
of (1.1), (1.2), (1.4), (1.5) with initial data satisfying (1.8) exists globally in time.
Furthermore, for any t0 > 0 there exist by Lemma 3.8 constants C1, C2 depend-
ing on t0 such that (c(·, t), θ(t)) ∈ X for t ≥ t0. It follows now from Theo-
rem 4.5 that (c(·, t), θ(t)) converges in X as t 7→ ∞ to the largest invariant sub-
set of (c, θ) ∈ X such that D(c, θ) = 0. Evidently this invariant set is the subset
Ω = {(ceqθ , θ) : θ ≤ 0} ⊂ X .
Observe now from Lemma 4.1 and Lemma 3.8 that if U˜M,N is the union of
{(c(·, t), θ(t)) : t ≥ t0} and Ω then G is continuous on U˜M,N . Hence there exists
θ∞ ≤ 0 such that inft>0 G(c(·, t), θ(t)) = G(ceqθ∞ , θ∞), and from (4.7) it follows that
this θ∞ is unique. We conclude that (c(·, t), θ(t)) converges in X as t → ∞ to
(ceqθ∞ , θ∞). From Lemma 4.1 we have that inft>0 G(c(·, t), θ(t)) ≥ G(ceqθeq , θeq) with
θeq = θeq(ρ), whence it follows from (4.7) that θ∞ ≤ θeq(ρ).
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Now, we assume that θ∞ < θeq(ρ) and then obtain a contradiction. Since θ∞ < 0
by assumption, we may apply Lemma 3.9 and have for any δ > 0 there exists
M(δ) > 0 such that∫ ∞
M(δ)
W (x)c(x, T ) dx < δ for all T ≥ 0 . (4.21)
The proof of the proposition follows by observing from Lemma 3.8 that c(·, t) con-
verges uniformly on any finite interval [0, L] as t → ∞ to ceqθ (·) with θ = θ∞. It
follows from this and (4.21) that
θ +
∫ ∞
0
W (x)ceqθ (x) dx = ρ when θ = θ∞ . (4.22)
The identity (4.22) yields a contradiction to our assumption that θ∞ < θeq(ρ).
Let us now prove (1.9). We assume first that θeq(ρ) < 0, then (1.9) follows from
Lemma 3.8 and (4.21). If ρ =
∫
W (x)ceq0 (x) dx then Lemma 3.8 again implies for
any L > 0 that
lim
t→∞
∫ L
0
W (x)|c(x, t) − ceq0 (x)| dx = 0 . (4.23)
For any δ > 0 there exists Lδ > 0 such that∫ Lδ
0
W (x)ceq0 (x) dx > ρ− δ . (4.24)
In this case, we have limt→∞ θ(t) = θeq(ρ) = 0. Hence using (1.4) we have from
(4.23), (4.24) that for any δ > 0 there exists Tδ > 0 with the property∫ ∞
Lδ
W (x)c(x, t) dx ≤ 2δ for t ≥ Tδ . (4.25)
Now (1.9) follows from (4.25) just as in the case θeq(ρ) < 0.
5. Rate of convergence to equilibrium (subcritical). The proof on the rate
of convergence to equilibrium is based on exploiting further the energy–dissipation
relation established in Lemma 4.2 in more detail and give a quantitative bound of
the energy in terms of the dissipation. This approach was first implemented for the
classical Becker-Döring equation in [35] and recently generalized in [13]. Moreover,
a similar strategy was recently applied to obtain rates of convergence to equilibrium
for Fokker-Planck equation with constraints [23].
5.1. Basic estimates for the free energy and dissipation. First, we derive
the following identity and properties of the normalized free energy (1.12).
Lemma 5.1. Let ρ < ρs. Let Fρ be defined as in (1.12), then it holds for all
c ∈Mac(R+)
Fρ(c) = H
(
c|ceqθeq
)
+ 12 (θ − θeq)
2
with θ = ρ−
∫
W (x) c(x) dx (5.1)
and where H(f |g) is the relative entropy
H(f |g) =
∫
g(x)Ψ
(
f(x)
g(x)
)
dx with Ψ(r) = r log r − r + 1.
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Moreover, for any θ < 0 and any c ∈ Mac(R+) such that θ +
∫
Wc = ρ holds
Fρ(c) + 12 (θ − θeq)2 ≤ H(c|ceqθ ). (5.2)
Proof. For the proof we neglect the argument and integration variable, which will
be always dx. As a preliminary step, we obtain for some θ¯ < 0 the identity
Fρ(c) =
∫
c (log c− 1) +
∫
c V +
1
2
θ2 −
∫
ceqθeq(log c
eq
θeq
− 1) +
∫
ceqθeqV −
1
2
θ2eq
=
∫
c log
c
cθ¯
−
∫
c+ θ¯
∫
cW +
1
2
θ2 − θeq
∫
ceqθeqW +
∫
ceqθeq −
1
2
θ2
eq
= H(c|cθ¯) +
∫
ceqθeq −
∫
cθ¯ +
1
2
θ2 − θ¯ θ + 1
2
θ2
eq
− ρ(θeq − θ¯)
=: H(c|cθ¯) + I
(
θ¯, θeq, θ
)
.
Now, the identity (5.1) follows by setting θ¯ = θeq < 0 by the assumption ρ < ρs and
hence noting that I(θeq, θeq, θ) =
1
2 (θ − θeq)2. The estimate (5.2) follows by setting
θ¯ = θ once we have shown I(θ, θeq, θ) ≤ − 12 (θ − θeq)
2
. First, we note that
I(θ, θeq, θ) =
∫
ceqθeq −
∫
ceqθ +
(
θeq + θ
2
− ρ
)
(θeq − θ).
We introduce m(θ) =
∫
ceqθ <∞ having derivatives
0 < m(k)(θ) =
∫
W kceqθ <∞ for k = 1, 2, . . .
for any θ < 0 by Assumption 1.8. Hence, we have from the conservation of mass
θeq +m
′(θeq) = ρ the following identity
I(θ, θeq, θ) = m(θeq)−m(θ) +
(
1
2
(θ − θeq)−m′(θeq)
)
(θeq − θ)
= m(θeq)−m(θ)−m′(θeq)(θeq − θ)− 1
2
(θeq − θ)2
≤ −
(
1 + min
{
m′′(θ),m′′(θeq)
}) 1
2
(θeq − θ)2,
where we used a Taylor expansion of m(θeq) and the monotonicity of m
′′(θ), that is
0 < m′′′(θ) <∞ for any θ < 0.
The next ingredient is a weighted Pinsker inequality, which in the setting of the
classical Becker-Döring model is derived in [35, 36] and for probability measures is
proven by similar means in [11].
Lemma 5.2 (Pinsker inequality). Let θ < 0 and V,W satisfy Assumption 1.8.
Then it holds for all c ∈ Mac(R+)∫
W (x) |c(x) − ceqθ (x)| dx ≤
2
|θ| max
{
H(c|ceqθ ),
√
CVH(c|ceqθ )
}
, (5.3)
with CV =
∫
e−V <∞.
Moreover, for any θ ∈ R and any L > 0 exists C = C(V,W, θ, L) such that∫ L
0
W (x)|c(x) − ceqθ (x)| ≤ 2max
{
H(c|ceq,Lθ ),
√
CH(c|ceq,Lθ )
}
, (5.4)
where ceq,Lθ (x) = 1[0,L](x)c
eq
θ (x).
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Proof. We introduce the convex non-negative function ϕ(r) = (1+ r) log(1+ r)− r,
which allows to rewrite
H(c|ceqθ ) =
∫
ceqθ (x)ϕ
(
c− ceqθ
ceqθ
)
dx.
The convex dual function ϕ∗(s) = es − s − 1 has the property ϕ∗(εs) ≤ ε2ϕ∗(s)
for all ε ∈ [0, 1]. Moreover, it holds ϕ(|r|) ≤ ϕ(r). By convex duality, the bound
rs ≤ ϕ(r) + ϕ∗(s) holds. Hence, by setting r = |c(x)−c
eq
θ
(x)|
ceq
θ
(x) and s = εηW (x) for
some η > 0 to be determined later, we arrive at
εηW (x)
|c(x)− ceqθ (x)|
ceqθ (x)
≤ ϕ
(
c(x) − ceqθ (x)
ceqθ (x)
)
+ ε2eηW (x).
Dividing by ε, multiplying by ceqθ (x) and integrating over [0, L] leads to
η
∫ L
0
W (x)|c(x)− ceqθ (x)| dx ≤ ε
∫ L
0
eηW (x)ceqθ (x) dx+
1
ε
H(c|ceqθ ). (5.5)
To prove (5.3), we set η = |θ|, L =∞ in (5.5) and obtain
|θ|
∫
W (x)|c(x)− ceqθ (x)| dx ≤ ε
∫ ∞
0
e−V (x) dx+
1
ε
H(c|ceqθ ).
The integral
∫
e−V (x) dx is bounded by Assumption 1.8 and we obtain the re-
sult (5.3) by setting ε = min
{√H(c|ceqθ )/√CV , 1}.
To prove (5.4), we just set η = 1 in (5.5) and get the constant
C(V,W, θ, L) =
∫ L
0
eW (x)ceqθ (x) dx =
∫ L
0
exp(−V (x) + (θ + 1)W (x)) dx <∞,
which by setting ε = min
{√H(c|ceqθ )/√C, 1} gives again the result.
We give an immediate Corollary of the above Pinsker inequality and Lemma 5.1,
which by the convergence statement of Theorem 1.5 proofs Corollary 1.6.
Corollary 5.3. For ρ < ρs and with Assumption 1.8 it holds for any c ∈ L1W (R+)
with θ + ‖c‖L1
W
(R+) = ρ the estimate(∫
W (x)|c(x)− ceqθeq(x)| dx
)2
+(θ − θeq)2 ≤
(
1+4|θeq|−2max
{
Fρ(c), CV
})
Fρ(c),
where CV =
∫
e−V (x) dx.
Proof. By the representation (5.1) of Lemma 5.1, it is enough to bound H(c|ceqθeq)
from below, for which we use the Pinsker inequality of Lemma 5.2 with θ = θeq.
Since, by the energy dissipation identity (1.10) the free energy Fρ(c(t)) is de-
creasing along a solution c of (1.1), (1.2), (1.4), (1.5), we find that whenever c(t) is
such that θ(t) ≤ −δ, the estimate Fρ(c(t)) ≤ CH(c(t)|ceqθeq) for some constant only
depending on Assumption 1.8 and δ.
The following weighted L1 estimate will help to control error terms occurring in
the derivation of the dissipation inequality.
Lemma 5.4. Suppose Assumption 1.8 holds.
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(a) Let δ > 0. Then, for any θ < 0 and all c smooth enough with θ + ‖Wc‖1 = ρ
as well as c(0) = ceqθ (0) holds for some C = C(V,W, θ)∫ √
W (x)W ′(x) |c(x)− ceqθ (x)| dx ≤ C
√
(ρ− θ) D(c, θ).
(b) Let Θ > 0 and L > 0. Then for all |θ| ≤ Θ and all c smooth enough with
θ +
∫
Wc = ρ as well as c(0) = ceqθ (0) holds for some C = C(V,W,Θ, L)∫ L
0
√
W (x)W ′(x) |c(x)− ceqθ (x)| dx ≤ C
√
(ρ− θ) D(c, θ). (5.6)
Proof. Let us start by noting that since c(0) = ceqθ (0), we can calculate∫ √
W (x)W ′(x) |c(x) − ceqθ (x)| dx =
∫ ∞
0
√
W (x)W ′(x)
∣∣∣∣ c(x)ceqθ (x) − 1
∣∣∣∣ceqθ (x) dx
=
∫ ∞
0
√
W (x)W ′(x)
∣∣∣∣∫ x
0
∂y
c(y)
ceqθ (y)
dy
∣∣∣∣ceqθ (x) dx
≤
∫ ∞
0
∣∣∣∣∂y c(y)ceqθ (y)
∣∣∣∣ ∫ ∞
y
√
W (x)W ′(x) ceqθ (x) dxdy.
The inner integral can be bounded by applying (1.32) of Assumption 1.8 leading to
ceqθ (x) ≤ e−(|θ|−δ)W (x) for x ≥ xδ. Then, we have by integration by parts for any
y ≥ xδ the bound∫ ∞
y
√
W (x) W ′(x) e−(|θ|−δ)W (x)︸ ︷︷ ︸
=−(|θ|−δ)−1 ddx e−(|θ|−δ)W (x)
dx ≤
√
W (y)e−(|θ|−δ)W (y)
|θ|+ δ
+
∫∞
y
√
W (x)W ′(x) ceqθ (x) dx
2(|θ|+ δ)W (y) .
Hence, we obtain a bound, if we choose xδ large enough such that (|θ|+δ)W (y) ≥ 1.
On the other hand, for y ≤ xθ the integral on [y, xθ] is anyway bounded. Hence,
for a constant C = C(V,W, θ), we can further estimate by the Cauchy-Schwarz
inequality∫ √
W (x)W ′(x) |c(x)− ceqθ (x)| dx ≤ C
∫ √
W (x)
∣∣∣∣∂y log c(y)ceqθ (y)
∣∣∣∣c(y) dy
≤ C
(∫
W (x)c(x) dx D(c, θ)
) 1
2
.
Finally, the estimate (5.6) is an immediate consequence by suitable truncating the
above occurring integrals to the interval [0, L].
5.2. Weighted logarithmic Sobolev inequalities. In this section, we are going
to show the following result:
Theorem 5.5. Take ρ < ρs, δ > 0 and k > 0. Let −1/δ ≤ θ ≤ −δ and define the
weight
ω(x) =
W (x)
(W ′(x))2
. (5.7)
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Then, for any c ∈ Mac(R+) such that θ +
∫
Wc = ρ, c(0) = ceqθ (0) and(∫
ω(x)kceqθ (x)Ψ
(
c(x)
ceqθ (x)
)
dx
) 1
k
=: Ck (5.8)
there exists a constant CLSI = CLSI(V,W, δ) such that
Fρ(c)
1+k
k ≤ Ck CLSID(c, θ). (5.9)
In particular, if (1.13) holds with β = 0, that is c0W (x) ≤W ′(x)2, then there exists
CLSI = CLSI(V,W, δ) such that
Fρ(c) ≤ CLSI
c0
D(c, θ). (5.10)
A form of the above weighted entropy dissipation inequality (5.9) was recently
derived in [13] for the classical Becker-Döring model with subcritical inital mass.
The main ingredient of the proof is a weighted logarithmic Sobolev inequality, which
we adopt to our setting with Dirichlet boundary conditions. Therefore, we slightly
modify the arguments in [2, 4, 5, 8] to deduce a criterion for logarithmic Sobolev
inequalities on the positive half real line incorporating functions with fixed boundary
conditions at 0. These kind of inequalities have there origin in the Muckenhoupt
criterion [34].
Proposition 5.6. Let ν ∈ P(R+) and µ ∈Mac(R+) be absolutely continuous and
by abuse of notation let its density be denoted by µ(dx) = µ(x) dx. Let A be the
smallest constant such that for any smooth f on R+ with f(0) = 1 it holds
Entν(f) =
∫
f log
f∫
f dν
dν ≤ A
∫
|∂x log f |2f dµ. (5.11)
Then, it holds B/4 ≤ A ≤ B where
B = sup
x>0
B(x) with B(x) = ν
(
[x,∞]) log(1 + e2
ν
(
[x,∞])
)∫ x
0
dy
µ(y)
(5.12)
Proof. For the proof it will be convenient to proof the equivalent formulation
of (5.11) with f replaced by f2, which does not change the boundary value f(0) =
f2(0) = 1. Hence, we want to prove the inequality
Entν(f
2) =
∫
f2 log
f2∫
f2 dν
≤ 4A
∫
|f ′|2 dµ. (5.13)
Let us write Φ(r) = er − 1. Therewith, we can define an Orlicz type of norm, by
setting for K > 0
‖f‖ν,Φ,K = sup
{∫
|f |g dν : g ≥ 0,
∫
Φ(g) dν ≤ K
}
. (5.14)
Let us assume, for a moment, that the following facts hold true
Entν(f
2) ≤
∥∥(f − 1)2∥∥
ν,Φ,e2 (5.15)
∀I ⊂ R+ : ‖1I‖ν,Φ,K = ν[I] log
(
1 +
K
ν[I]
)
(5.16)
The identity (5.15) shows, that it is enough to show that the best constant A in
‖(f − 1)2‖ν,Φ,e2 ≤ A
∫
|f ′|2 dµ
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satisfies B ≤ A ≤ 4B with B as in (5.12). This result follows by an application of
[4, Proposition 2] or [8, Corollary 5.2], which yields the following expression for B
B = sup
x>0
‖1[x,∞)‖ν,Φ,e2
∫ x
0
dy
µ(y)
.
Hence, the identity (5.16) gives the conclusion. It is left to show (5.15) and (5.16).
For the proof of (5.15), let us start from the following observation by [43, Lemma
9] for any a ∈ R
Entν
(
f2
) ≤ Entν((f − a)2)+ 2 ∫ (f − a)2 dν.
On the other hand by the variational characterization of the entropy follows for any
f ≥ 0
Entν(f) + 2
∫
f dν = sup
g
{∫
f(g + 2) dν :
∫
eg dν ≤ 1
}
≤ sup
g
{∫
fg1{g≥0} dν :
∫
eg dν ≤ e2
}
≤ sup
g
{∫
fg dν : g ≥ 0,
∫
(eg − 1) dν ≤ e2
}
= ‖f‖ν,Φ,e2 .
The last step is a consequence of
∫
eg1{g≥0} dν ≤ ∫{g≥0} eg dν+∫{g<0} eg dν ≤ e2+1.
A combination of the above two estimates yields (5.15).
One direction of the proof of (5.16) from using the function g(x) = 1I(x) log(1+
K/ν[I]) in the definition of (5.14). Using the fact that s 7→ log(1+s) is concave, the
estimate in the other direction follows from an application of the Jensen inequality∫
I
g dν = ν[I]
∫
I
log(1 + Φ(g))
dν
ν[I]
≤ ν[I] log
(
1 +
∫
I
Φ(g)
dν
ν[I]
)
.
Taking finally the supremum over all g with
∫
Φ(g) dν ≤ K concludes (5.13).
We derive the following consequence of Proposition 5.6 as a version of the entropy
production inequality with a weight, which does not need any additional exponent.
Again, the need for the weight is directly related to the fact that logarithmic Sobolev
inequalities do not hold for an exponentially decaying measure such as ceqθ , but in
general need a Gaussian decay to be valid.
Proposition 5.7. Suppose Assumption 1.8 holds and let δ > 0. Then, there exists
a constant CLSI = CLSI(V,W, δ) depending only on δ and the constants in Assump-
tion 1.8, such that for all c with θ + ‖Wc‖1 = ρ and −1/δ ≤ θ ≤ −δ as well as
c(0) = ceqθ (0) holds for ω given by (5.7)∫ ∞
0
ceqθ (x)
ω(x)
Ψ
(
c(x)
ceqθ (x)
)
dx ≤ CLSID(c, θ). (5.17)
Likewise, let Θ > 0 and L > 0, then there exists CLSI = CLSI(V,W,Θ, L) such that
for any |θ| ≤ Θ and any c ∈ Mac(R+) such that θ +
∫
Wc = ρ and c(0) = ceqθ (0)
holds ∫ L
0
ceqθ (x)
ω(x)
Ψ
(
c(x)
ceqθ (x)
)
dx ≤ CLSID(c, θ). (5.18)
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Proof. Let us set ν(dx) =
ceq
θ
(x)
ω(x)Zθ,W
dx with Zθ,W =
∫ ceq
θ
(x)
ω(x) dx, µ(dx) =
ceq
θ
(x)
Zθ,W
and
f(x) = c
ceq
θ
(x). Then, it holds D(c, θ) = Zθ,W
∫ |∂x log f |2f dµ and we can rewrite∫
ceqθ (x)
Zθ,W ω(x)
Ψ
(
c(x)
ceqθ (x)
)
dx
=
∫
ceqθ (x)
Zθ,W ω(x)
c(x)
ceqθ (x)
log
(
c(x)
ceqθ (x)
)
dx−
∫
c(x) dx
Zθ,W ω(x)
+ 1
=
∫
f log f dν −
∫
f dν log
(∫
f dν
)
+Ψ
(
c(x) dx
Zθ,W ω(x)
)
.
The first term is exactly Entν(f). Hence, we can apply Proposition 5.6, since
f(0) = 1 by definition and the assumption c(0) = ceqθ (0). The second term can
be estimated by using Ψ(x) ≤ (x− 1)2 and by noting that 1 = ∫ c(x) dxZθ,W ω(x) from
the definition of Zθ,W . Then, we can apply Lemma 5.4 to it, where we note that
1
w(x) ≤ C
√
WW ′ by (1.34) of Assumption 1.8. By doing so, we arrive at the bound∫
c(x)
Zθ,W ω(x)
Ψ
(
c(x)
ceqθ (x)
)
dx ≤ A
Zθ,W
D(c, θ) +
(
1
Zθ,W
∫
1
ω(x)
|c(x) − ceqθ (x)| dx
)2
≤
(
A
Zθ,W
+
C
Z2θ,W
)
D(c, θ).
Now, we multiply by Zθ,W and note that
d
dθ
Zθ,W =
∫
a(x)ceqθ (x) dx > 0
and hence it holds ∞ > Z0,W ≥ Zθ,W ≥ Z−δ−1,W > 0.
For the constant A, we have that A ≤ B with B defined in (5.12) of Proposi-
tion 5.6. First, we obtain an upper and lower bound on ν([x,∞)). We introduce
the function bθ(x) = V (x)− θW (x) and have thanks to (1.32) and (1.34) for y ≥ xδ¯
the estimate
b′θ(x) ≥
(|θ| − δ¯)W ′(x) ≥ (|θ| − δ¯)√c0. (5.19)
Hence, for δ¯ sufficiently small is bθ monotone increasing. We assume from now on
that 2δ¯ ≤ |θ| To do so, we write∫ ∞
x
1
ω(y)
e−bθ(y) dy = −
∫ ∞
x
1
ω(y) b′θ(y)
d
dy
e−bθ(y) dy
=
e−bθ(x)
ω(x)W ′(x)
+
∫ ∞
x
(
1
ω(x) b′θ(x)
)′
e−bθ(x) dx. (5.20)
In addition, we have(
1
ω(x) b′θ(x)
)′
=
2W ′(x)W ′′(x)
W (x)b′θ(x)
− W
′(x)3
W (x)2b′θ(x)
− W
′(x)2 b′′θ (x)
W (x)b′θ(x)2
=
1
ω(x)
(
2W ′′(x)
W ′(x)2
W ′(x)
b′θ(x)
− 1
W (x)
W ′(x)
b′θ(x)
− b
′′
θ (x)
b′θ(x)2
)
Each term in the bracket can be made arbitrary small. Indeed, we have by (1.33)
that |W ′′(x)| ≤ δ¯W ′(x)2 for x ≥ δ¯. Then, from (5.19), we have W ′(x)/b′θ(x) ≤(|θ| − δ¯)−1 and likewise by using once more (1.32) also W ′(x)/b′θ(x) ≥ (|θ|+ δ¯)−1.
Moreover, again by (1.33), we have |b′′θ (x)| = |V ′′(x)− θW ′′(x)| ≤ δ¯(1 + |θ|)W ′(x)2.
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Finally, the strict monotonic growth from (1.34) implies that W (x) becomes small
for x ≥ xδ¯ large. In total, we find by choosing a sufficiently small δ¯ and sufficiently
large xδ¯ that for all x ≥ xδ¯
− 1
2ω(x)
≤
(
1
ω(x) b′θ(x)
)′
≤ 1
2ω(x)
.
By plugging this estimate into (5.20) and rearrange, we have obtained the bound
for x ≥ xδ¯
e−bθ(x)
2ω(x)W ′(x)
≤ Zθ,Wν([x,∞)) ≤ 2e
−bθ(x)
ω(x)W ′(x)
. (5.21)
By very similar arguments, we can estimate for x ≥ xδ¯
Zθ,W
∫ x
xδ¯
dy
µ(y)
=
∫ x
xδ¯
ebθ(x) dy ≤ 2e
bθ(x)
W ′(x)
, (5.22)
By the smoothness of V and W from Assumption 1.8 it is enough to estimate B(x)
as defined in (5.12) of Proposition 5.6 for x ≥ xδ¯. Hence, we can bound by using
the estimates (5.21) and (5.22), recalling that ω(x) =W (x)/W ′(x)2, for x ≥ xδ¯
B(x) = ν([x,∞)) log
(
1 +
e2
ν([x,∞))
)∫ x
0
dy
µ(y)
≤ 4
W (x)
log
(
1 +
2W (x)
W ′(x)
eV (x)−θW (x)
)
≤ 4
W (x)
(
log
(
1 +
2W (x)√
c0
)
+ log
(
1 + e(δ
−1+CV )W (x)
))
,
where we used the bound log(1+ab) ≤ log(1+a)+log(1+b) for any a, b > 0 and the
growth conditions on V and W from Assumption 1.8 implying V (x) ≤ CVW (x) for
some CV > 0. We conclude with the help of the estimate log(1+e
x) ≤ x+log(2) for
x ≥ 0 that lim supx→∞B(x) ≤ C <∞ and hence also B = supx>0B(x) ≤ C < ∞
for some C = C(V,W, δ).
The proof of (5.18) follows by the same arguments, suitable truncation of the
integrals as well as (5.6) from Lemma 5.4.
The previous result essentially contains Theorem 5.5. The proof can now be
finished by an interpolation argument based on the moment assumption on c (5.8).
Proof of Theorem 5.5. By (5.2) from Lemma 5.1, we have Fρ(c) ≤ H(c|ceqθ ). Next,
we are going to use (5.17) of Proposition 5.7 by an interpolation argument. Set
1
p =
k
1+k and
1
q = 1− 1p = 11+k . Then, we have (ω)
k
q = (ω)
1
p and hence by Hölder’s
inequality
Fρ(c) ≤ H(c|ceqθ ) =
∫
ceqθ (x)Ψ
(
c(x)
ceqθ (x)
)
dx
≤
(∫
ceqθ (x)
ω(x)
Ψ
(
c(x)
ceqθ (x)
)
dx
) 1
p
(∫
ω(x)kceqθ (x)Ψ
(
c(x)
ceqθ (x)
)
dx
) 1
q
≤ C
k
q
k C
1
p
LSID(c, θ)
1
p ,
which finishes the proof of the first part. For the second part, we note that (1.13)
with β = 0 implies ω(x) ≤ 1c0 for all x ∈ R+ and the estimate (5.17) becomes
already inequality (5.10).
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The final ingredient from the static investigation of the entropy and dissipation
is a lower bound on the dissipation in the case where θ is not strictly negative.
Theorem 5.8. Let δ > 0 and Θ > 0. Then there exists ε = ε(V,W, δ,Θ) > 0
such that for all δ ≤ |θ − θeq| ≤ Θ and all c ∈ Mac(R+) with θ +
∫
Wc = ρ and
c(0) = ceqθ (0) holds
D(c, θ) ≥ ε.
Proof. Let us show, that there exists L = L(δ) such that∫ L
0
W (x)|c(x) − ceqθ (x)| dx ≥
∣∣∣∣∣
∫ L
0
W (x)ceqθ (x) dx−
∫ L
0
W (x)c(x) dx
∣∣∣∣∣ ≥ δ2 (5.23)
Indeed, if θ > 0, it holds
∫ L
0 W (x)c
eq
θ (x) dx → ∞ as L → ∞ and
∫ L
0 W (x)c(x) →
ρ−θ <∞ and the statement holds. For θeq+δ ≤ θ < 0, we have by the monotonicity
of θ 7→ ∫ W (x)ceqθ (x) dx∫
W (x)ceqθ (x) dx−
∫
W (x)c(x) ≥
∫
W (x)ceqθeq(x) dx−
∫
W (x)c(x) dx = θ−θeq ≥ δ
and the statement (5.23) also holds. The argument for θeq − Θ ≤ θ ≤ θeq − δ is
similar. Now, we can use the truncated logarithmic Sobolev inequality (5.18) of
Proposition 5.7, the truncated Pinsker inequality (5.4) from Lemma 5.2 as well as
the Assumption 1.8 to estimate
D(c, θ) ≥ 1
CLSI
∫ L
0
ceqθ (x)
ω(x)
Ψ
(
c(x)
ceqθ (x)
)
dx
≥ c0
2W (L)CLSI
∫ L
0
W (x)|c(x)− ceqθ (x)| dx ≥
δ
C
=: ε,
for some C = C(V,W,Θ, L).
5.3. Quantitative long-time behavior: Proof of Theorem 1.5. The last in-
gredient are stability estimates for solutions, such that the Assumption (5.8) of
Theorem 5.5 is preserved uniformly in time by the evolution. Let us summarize the
bounds obtained from the existence and regularity so far.
Corollary 5.9. Let c be the solution to (1.1), (1.2), (1.4), (1.5) with initial value
satisfying (1.8). Then for any t0 > 0 exists C0 <∞ such that it holds
sup
t≥0
|θ(t)| ≤ C0 , sup
t≥t0
‖c(·, t0)‖∞ ≤ C0 and sup
t≥t0
F(c(·, t)) ≤ C0. (5.24)
Proof. The bound on ‖c(·, t0)‖∞ on any time interval [t0, T0] is a consequence of
Lemma 3.8. Therewith, we can proof the bound F(c(·, t0)) ≤ C0. Indeed, we
calculate using the representation (5.1) and Assumption 1.8
F(c(·, t0)) = H
(
c|ceqθeq
)
+ 12 (θ(t0)− θeq)
2
≤
∫
c log c dx+
∫
(V − θ(t0)W )c dx−
∫
c dx+
∫
cθeqeq dx+
1
2 (θ(t0)− θeq)
2
≤ C
(
1 + (1 + |θ(t0)|)
∫
W c dx
)
+ 12 (θ(t0)− θeq)2
≤ C
(
1 + |θ(t0)|2
)
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where we in addition also used the conservation law θ(t) +
∫
W c dx = ρ. To make
this bounds uniform in time, we have from (5.1) and the previous estimates that
1
2 (θ(t0) − θeq)2 ≤ Fρ(c(t0)) ≤ C0. This implies, that supt≥0|θ(t)| ≤ |θeq| +
√
2C0
and the global in time bound (5.24), since the bound in Lemma 3.8 only depends
on supt0≤t≤T0 |θ(t)|.
From the bound (5.24) and especially F(c(t0, ·)) ≤ C0, we can conclude the follow-
ing: For any δ > 0 there exists by the identity (5.1), the energy–energy-dissipation
principle Lemma 4.2 and the lower bound on the dissipation in Theorem 5.8 a
constant C = C(V,W, δ,Θ, C0) > 0 such that
|{t ≥ t0 : δ ≤ |θ(t)− θeq| ≤ Θ}| ≤ C. (5.25)
Moreover, the bound (5.24) allows to estimate for any t ≥ t0∫
ω(x)kceqθ (x)Ψ
(
c(x, t)
ceqθ
)
dx =
∫
ω(x)kc(x, t) log c(x, t) dx −
∫
ω(x)kc(x, t) dx
+
∫
ω(x)k(V (x)− θ(t)W (x))c(x, t) dx +
∫
ω(x)kceqθ (x) dx
≤ (logC0 − 1)
∫
ω(x)kc(x) dx +
∫
ω(x)k(CV + C0)C0W (x)c(x) dx + Ck,θ
≤ C
(
1 + ‖c‖∞ +
∫
ω(x)kW (x) c(x, t) dx
)
, (5.26)
Hence, it is left to show the uniform propagation in time of the moment∫
ω(x)kW (x) c(x, t) dx.
However, to avoid assumptions on third derivatives on W , we use (1.13) with β ∈
(0, 1] of Theorem 1.5 to bound
ω(x) ≤ c−10 W (x)β .
Hence, it is sufficient under assumption (1.13) to obtain uniform propagation in
time of the moment ∫
W (x)pc(x, t) dx
for p = 1 + kβ. The result is a consquence of the following Lemma, which itself is
a refinement of Lemma 2.8 and 2.9 using w0(x) = W (x)
p as terminal data for the
adjoint problem and the representation (2.6) for solutions.
Lemma 5.10. Let V,W satisfy Assumption 1.8 and take p > 1. Let c be the
solution to (1.1), (1.2), (1.4), (1.5) with initial value satisfying for some p > 1∫
W (x)p c(x, 0) dx ≤ C0.
For T, δ > 0 let Θ and m(δ) satisfy the inequalities supt∈[0,T ] θ(t) ≤ Θ and m{t ∈
[0, T ] : θ(t) ≥ −δ} ≤ m(δ). Then there exists Mp =Mp(Θ, δ,m(δ)) independent of
T , such that
sup
t∈[0,T ]
∫
W (x)p c(x, t) dx ≤Mp(C0 + 1). (5.27)
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Proof. The proof follows by a modification of Lemma 2.8 and 2.9 using w0(x) =
W (x)p as terminal data for the adjoint problem and the representation (2.6) for
solutions.
Thus to modify Lemma 2.8 we let wλ(x, t) = exp
[
λ
∫ T
t H(θ(s) + δ) ds
]
W (x)p,
where H(·) is the Heaviside function. We have then similarly to (2.8) that
exp
(
−λ
∫ T
t
H(θ(s) + δ) ds
)
W (x)p−1Lwλ(x, t) = −λH(θ(t) + δ)W (x) + pW ′′(x)
+ p(p− 1)W ′(x)2W (x)−1 + (θ(t)W ′(x) − V ′(x))pW ′(x) .
From Assumption 1.8 it follows that there exists xδ, λΘ > 0 such that if λ ≥
λΘ, then Lwλ(x, t) ≤ 0 for x > xδ, 0 < t < T . Letting w(x, t) be the solution
of (2.1), (2.2), (2.4) with w0(x) = W (x)
p, we have by the maximum principle that
w(x, t) ≤ [sup0<t<T w(xδ , t)] exp[λΘm(δ)][W (x)/W (xδ)]p for x > xδ, 0 < t < T .
To see that sup0<t<T w(xδ , t) ≤ Cδ, where the constant Cδ is independent of T ,
we set Y (t) = exp
[
λ
∫ T
t H(θ(s) + δ) ds
]
Φ(X(t)) in Lemma 2.8. Then one sees
if λ is sufficiently large that Y (t) satisfies (2.39), and (2.41) continues to hold
up to some changes in the constants. In particular, we have now that µ(y, t) ≤
−δ/2 exp[−λm(δ)]σ(y, t)2. With these bounds one can argue as before to estimate
the expectation of Y (T )p, and so we conclude that w(x, t) ≤ CpW (x)p for x >
0, 0 < t < T , where the constant Cp is independent of T .
For the modification of Lemma 2.9 we need to show that (2.48) of Lemma 2.9
holds when w0(x) = W (x)
p. The main issue is to prove there exist constants
C, ν > 0 independent of T such that the exit time τx,t for the diffusion X(·) with
initial condition X(t) = x ≤ 1 and dynamics (2.36) satisfies the bound P(τx,t >
T ) ≤ Ce−ν(T−t), t < T . We can establish this by moving to the variable Y (t)
defined in the previous paragraph. The key point is that the lower bound condition
onW ′(·) implies there are positive constants C0, c0 such that σ(y, t) ≥ c0 for y ≥ C0.
We choose now a barrier ymin such that Y (t) > ymin for all t < T provided X(t) > 0
for all t < T . Evidently ymin depends on m(δ). Letting τ
∗
y,t be the exit time from
the interval (ymin,∞) for the diffusion Y (·) with Y (t) = y > ymin, it is clear that if
x ≤ 1 one has P(τx,t > T ) ≤ P(τ∗y,t > T ) for some y close to ymin. We may estimate
P(τ∗y,t > T ) by considering the function
u(y, t) = E
[
exp
(
δ
∫ τ∗y,t∧T
t
σ(Y (s), s)2 + 1ds
) ]
, y > ymin, t < T .
Then u(y, t) is a solution to the PDE
∂u(y, t)
∂t
+
σ(y, t)2
2
∂2u(y, t)
∂y2
+ µ(y, t)
∂u(y, t)
∂y
+ δ[σ(y, t)2 + 1]u(y, t) = 0 , (5.28)
with terminal and boundary conditions given by
u(ymin, t) = 1, t < T, u(y, T ) = 1 , y > ymin .
We make now a change of variable y → z as in (2.50) so that the transformed diffu-
sion and drift coefficients σ˜, µ˜ satisfy an inequality µ˜(z, t) ≤ −c0σ˜(z, t)2, σ˜(z, t)2 ≥
c1 for z > zmin, t < T , where c0, c1 are positive constants independent of T . We
can now construct a time independent super-solution of the transformed PDE (5.28)
by finding a super-solution to a PDE similar to (2.55). We obtain from this as in
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the proof of Lemma 2.9 an exponential decay bound on P(τ∗y,t > T ), and hence on
P(τx,t > T ).
Hence, we can combine the result (5.27) with the estimate (5.25), which gives
the desired uniform in time moment bound, which was the last ingredient for the
proof of Theorem 1.5
Proof of Theorem 1.5. Let δ > 0 be such that θeq + 2δ ≤ 0 and choose t0 > 0. To
apply Theorem 5.5, we have to verify (5.8). We obtain from the estimate (5.26)
together Corollary 5.9 and the (1.13) that for any t ≥ Tδ > 0∫
ω(x)kceqθ (x)Ψ
(
c(x, t)
ceqθ (x)
)
dx ≤ C
(
1 +
∫
W (x)1+kβc(x, t) dx
)
.
Hence, the estimate (5.27) of Lemma 5.10 together with (5.25) yields that Assump-
tion (5.8) is satisfied for a constant Ck uniform in time. An application of Theo-
rem 5.5 yields for any t ≥ t0
d
dt
Fρ(c(t)) ≤ −λFρ(c(t))
1+k
k with λ = C−
k
k+1C−1LSI,
which integrates for any t ≥ t0 to
Fρ(c(t)) ≤ 1(Fρ(c(·, t0))− 1k + 1kλ(t− Tδ))k .
Since t0 > 0, we have Fρ(c(t0)) ≤ C0 by Corollary 5.9, we conclude the proof for
the algebraic decay. The arguments for the proof of the exponential decay follow
the same lines, but do not need any uniform in time moment bounds, by using the
linear energy dissipation estimate (5.10).
6. A family of discrete Fokker-Planck equations and their gradient struc-
tures. In this section, we want to motivate the connection of the continuummodel (1.1),
(1.2), (1.4), (1.5) and the Becker-Döring model (1.15), (1.16) by interpolating be-
tween both of them with a family of discrete Fokker-Planck equations. In §6.1, we
introduce the family of discrete Fokker-Planck equations and show its formal con-
nection to the continuum and the Becker-Döring equation model. In §6.4, we show
that this family possesses a gradient flow structure.
6.1. The family and its free energy. We consider functions F : εZ+0 → R,
where Z+0 = {0, 1, 2, 3, . . .} and define the difference operator Dε on such functions
by DεF (x) = [F (x + ε) − F (x)]/ε. Denoting by D∗ε the formal adjoint of Dε, we
consider the partial difference equation on Z+ = {1, 2, 3, . . .}
∂tcε(x, t)−D∗ε [bε(x, t)cε(x, t)] = −D∗εDε [aε(x)cε(x, t)] , x ∈ εZ+, t > 0,
where bε(x, t) = aε(x){θε(t)Λε(x)− Γε(x)} . (6.1)
Hereby, the functions Λε,Γε : εZ+ → R are given. If the function θε(·) is known,
then (6.1) is uniquely solvable with given Dirichlet condition cε(0, t), t ≥ 0. An
equilibrium cε,θ(x) for (6.1) satisfies the identity
Dε[aε(x)cε,θ(x)] = {θΛε(x) − Γε(x)}aε(x)cε,θ(x) , (6.2)
whence
cε,θ(x) = aε(x)
−1aε(0)cε,θ(0)
∏
0≤z<x, z∈εZ
[1 + ε{θΛε(z)− Γε(z)}] . (6.3)
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Let us introduce the relative entropy with respect to the equilibrium Fε(cε(·), θ)
defined by
Fε(cε(·), θ) = ε
∑
x∈εZ+
{
log
[
cε(x)
cε,θ(x)
]
− 1
}
cε(x) . (6.4)
If cε(·, t) is a solution to (6.1) then
d
dt
Fε(cε(·, t), θε(t)) = ε
∑
x∈εZ+
∂tcε(x, t) log
[
cε(x, t)
cε,θε(t)(x)
]
(6.5)
− ε
∑
x∈εZ+
cε(x, t)
d
dt
log cε,θε(t)(x) .
Next we impose the Dirichlet condition
cε(0, t) = cε,θε(t)(0) , t > 0 , (6.6)
on the solution to (6.1), which is convenient to omit boundary terms in the summa-
tion by parts of the first term on the RHS of (6.5)
ε
∑
x∈εZ+
∂tcε(x, t) log
[
cε(x, t)
cε,θε(t)(x)
]
=
− ε
∑
x∈εZ+0
{Dε [aε(x)cε(x, t)]− bε(x, t)cε(x, t)}Dε log
[
cε(x, t)
cε,θε(t)(x)
]
. (6.7)
Observe now that
Dε log
[
cε(x, t)
cε,θε(t)(x)
]
= ε−1 log
[
aε(x+ ε)cε(x + ε, t)
aε(x) [1 + ε{θε(t)Λε(x)− Γε(x)}] cε(x, t)
]
(6.8)
= ε−1 log
[
1 + ε
Dε [aε(x)cε(x, t)] − bε(x, t)cε(x, t)
aε(x) [1 + ε{θε(t)Λε(x) − Γε(x)}] cε(x, t)
]
.
From (6.8) we see that the RHS of (6.7) is negative provided
1 + ε{θε(t)Λε(x)− Γε(x)} > 0 , x ≥ 0, x ∈ εZ, t ≥ 0 .
We consider next the second term on the RHS of (6.5). We have from (6.3) that
d
dθ
log cε,θ(x) =
d log cε,θ(0)
dθ
+ ε
∑
0≤z<x, z∈εZ
Λε(z)
1 + ε{θΛε(z)− Γε(z)} =: Wε(x, θ) ,
(6.9)
which defines the function Wε. It follows that
ε
∑
x∈εZ+
cε(x, t)
d
dt
log cε,θε(t)(x) =
dθε(t)
dt
ε
∑
x∈εZ+
Wε(x, θε(t))cε(x, t) .
We now introduce the conservation law
ε
∑
x∈εZ+
Wε(x, θε(t))cε(x, t) = H
′
ε(θε(t)) , (6.10)
where Hε ∈ C1(R;R) is given. The conservation law determines the dependency of
cε,θ(0) in (6.3) on θ via the identity (6.9).
Defining now the function Gε(cε(·), θ) by
Gε(cε(·), θ) = Fε(cε(·), θ) +Hε(θ) , (6.11)
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we see that by construction the function t → Gε(cε(·, t), θε(t)) is decreasing for
solutions cε(·, t) and θε(t) of (6.1), (6.6), (6.10).
6.2. The Becker-Döring model for ε = 1. The Becker-Döring model (1.15),
(1.16) is a particular case of (6.1), (6.6), (6.10). Thus we take ε = 1 and c1(x, t) =
cx+1(t), x ≥ 0, x ∈ Z, where cℓ(t), ℓ ≥ 1, is the solution to (1.15), (1.16). Compar-
ing (1.22), (6.1) we have that
a1(x) = bx+1 , Λ1(x) =
ax+1
bx+1
, Γ1(x) = 1− zs ax+1
bx+1
, x ≥ 0 . (6.12)
The boundary condition (1.23), (6.6) becomes
c1(0, t) = c1,θ1(t)(0) = zs + θ(t) . (6.13)
From (6.9), (6.12), (6.13) we then have that
W1(x, θ) =
1
zs + θ
+
x−1∑
r=0
1
zs + θ
=
x+ 1
zs + θ
. (6.14)
The conservation law (6.10) becomes then
∞∑
x=1
(x+ 1)c1(x, t) = [zs + θ(t)]H
′
1(θ(t)) ,
which can be rewritten as
∞∑
ℓ=1
ℓcℓ(t) = [zs + θ(t)][H
′
1(θ(t)) + 1] . (6.15)
Comparing (1.16), (6.15) we conclude that for some constant C
H1(θ) = ρ log(zs + θ)− θ + C . (6.16)
We have also from (6.3), (6.12), (6.13) that
c1,θ(x) =
b1
bx+1
(zs + θ)
x+1
x∏
ℓ=1
aℓ
bℓ
= (zs + θ)
x+1Qx+1 . (6.17)
We conclude from (6.4), (6.11), (6.16), (6.17) that
G1(c1(·), θ) = G(c(·)) − c1[log c1 − 1]− log(zs + θ)
∞∑
ℓ=2
ℓcℓ +H1(θ)
= G(c(·)) − c1[log c1 − 1]− (ρ− c1) log c1 +H1(θ) = G(c(·)) + C ,
where G(c(·)) is given by (1.20) and C is a constant.
6.3. The Fokker-Planck model for ε→ 0. Likewise the continuum model (1.1),
(1.2), (1.4), (1.5) can be obtained from (6.1), (6.6), (6.10) by taking the formal
limit ε → 0. Therefore, we choose Λ0(x) = W ′(x) and Γ0(x) = V ′(x). Then, (6.3)
becomes (1.3) after choosing c0,θ(0) = a0(0)e
−V (0)+θW (0), which also identifies the
boundary condition (1.5). In addition, (6.9) reads
W (0) +
∫ x
0
W ′(z) dz =W (x) =W0(x, θ).
Hence, to obtain the conservation law (1.4), we have to choose H ′0(θ) = ρ − θ
in (6.10), whence H0(θ) = − 12θ2 + ρθ. Therewith, the Lyapunov function (6.11)
becomes (1.11) after some manipulations.
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6.4. Gradient flow structures. The state manifold is given by all possible states
satisfying the constraint (6.10)
Mε =
{
(c, θ) : ε
∑
x∈εZ+
Wε(x, θ)c(x) = H
′(θ)
}
. (6.18)
Therewith, possible variations of (c, θ) denoted by (s, t) satisfy
T(c,θ)Mε =
{
(s, t) : s(0) = ∂θcε,θ(0)t
and ε
∑
x∈εZ+
(t∂θW (x, θ)c(x)W (x, θ)s(x))
+ ε
∑
x∈εZ+
Wε(x, θ)s(x) = H
′′(θ)t
}
.
(6.19)
Therewith, the variation of the free energy Gε (6.11), denoted by δGε calculates as
δGε(c, θ) · (s, t) = ε
∑
x∈εZ+
log
(
c(x)
cε,θ(x)
)
s(x) − tε
∑
x∈εZ+
∂θc(x) log cε,θ(x) +H
′
ε(θ)t
= ε
∑
x∈εZ+
log
(
c(x)
cε,θ(x)
)
s(x) − εt
∑
x∈εZ+
Wε(x, θ)c(x) +H
′
ε(θ)t.
Hence, from the conservation law (6.10) follows
δGε(c, θ) · (s, t) = ε
∑
x∈εZ+
log
(
c(x)
cε,θ(x)
)
s(x), (6.20)
which is independent of the variation in t and hence we identify δGε(c, θ) with the
function εZ+ ∋ x 7→ log c(x)cε,θ(x) . The gradient flow formulation of (6.1) can be
obtained by rewriting it in flux form
∂tcε(x, t) =
1
ε
(
Jε(x− ε, t)− Jε(x, t)
)
= D∗εJε(x, t), (6.21)
where the net flux Jε(x, t) from state x to x+ ε is given by
εJε(x, t) = aε(x)(1 + ε(θ(t)Λε(x)− Γε(x)))cε(x, t)− aε(x + ε)cε(x+ ε, t).
Let us rewrite the identity (6.2) determining the equilibrium states (6.3) as a de-
tailed balance condition
aε(x+ ε)cε,θ(x+ ε) = aε(x)(1 + ε(θ(t)Λε(x)− Γε(x)))cε,θ(x) = kε,θ(x). (6.22)
Therewith, we can rewrite the flux as
Jε(x, t) = kε,θ(x)
1
ε
(
cε(x, t)
cε,θ(x)
− cε(x + ε, t)
cε,θ(x + ε)
)
= −kε,θ(x)Dε
(
cε(x, t)
cε,θ(x)
)
.
This can be brought into the gradient of the energy (6.20) by introducing the quan-
tity
Dε
(
cε(x,t)
cε,θ(x)
)
Dε
(
log cε(x,t)cε,θ(x)
) = Λ(cε(x, t)
cε,θ(x)
,
cε(x + ε, t)
cε,θ(x + ε)
)
=: ĉε,θ(x, t), (6.23)
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where the function Λ : R+ → R+ is the logarithmic mean defined by
Λ(a, b) =
∫ 1
0
asb1−s ds =
{
a−b
log a−log b , a 6= b
a , a = b
.
Therewith, we finally obtain the identity
Jε(x, t) = −kε,θ(x) ĉε,θ(x, t) Dε
(
log
cε
cε,θ
)
(x, t)
= −kε,θ(x) ĉε,θ(x, t) DεδGε(c, θ)(x, t),
which yields in (6.21)
∂tc(x, t) = −D∗ε
(
kε,θ ĉε,θ DεδGε(c, θ)
)
(x, t) (6.24)
To conclude that (6.24) is a gradient flow, we show that the operator given by
D∗ε
(
kε,θ ĉε,θDεϕ
)
is non-negative inducing a metric. Therewith, we justify its identi-
fication as a gradient. Also, this forces us to introduce the boundary condition (6.6),
which we rewrite as
log
c(0, t)
cε,θ(0)
= 0 .
Therewith, let us introduce for a non-negative measure νε ∈ M(εZ+) weighted
Sobolev spaces
H1ε (νε) =
{
ϕ : εZ+ → R
∣∣∣ ϕ(0) = 0 and ε ∑
x∈εZ+
|Dεϕ(x)|2νε(x) <∞
}
H−1ε (νε) =
(
H1ε (νε)
)∗
with ‖s‖H−1ε (νε) = sup
ϕ∈H1ε (νε)
〈ϕ, s〉
‖ϕ‖H1ε (νε)
.
By these definitions, the linear operator
Kε[νε] : H
1
ε (νε)→ H−1ε (νε) given by Kε[νε]ϕ = D∗ε(νεDεϕ) (6.25)
is well defined. It is non negative, since 〈ϕ,Kε[νε]ϕ〉 = ε
∑
x∈Z+ |Dεϕ(x)|2νε(x) ≥ 0,
where the boundary condition ϕ(1) = 0 ensures no extra terms in the summation
by parts. Therewith, the gradient flow formulation (6.24) becomes
∂tc = −Kε[kε,θ ĉε,θ] δGε(c, θ).
Solutions then satisfy the condition δGε(c, θ) ∈ H1ε (kε,θ ĉη,θ) and in particular the
boundary condition δGε(c, θ)(0, t) = 0, which translates to
log
c(0, t)
cε,θ(0)
= 0 whence c(0, t) = cε,θ(0).
Together, with the constraint (6.10), which implicitly defines θ in terms of c the
system is closed. Note, that we immediately recover, that Gε is a Lyapunov function
d
dt
Gε(c, θ) = 〈δGε(c, θ), ∂tc〉 = −〈δGε(c, θ),Kε[kε,θ ĉε,θ] δGε(c, θ)〉
= −ε
∑
x∈Z+
kε,θ(x) ĉε,θ(x, t)
∣∣∣∣Dε log ccε,θ (x, t)
∣∣∣∣2
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6.4.1. Gradient flow structure for ε = 1. Let us denote nℓ(t) = c1(ℓ − 1, t) for
ℓ = 1, 2, . . . to omit notational confusion. The state manifold (6.18) becomes by
using (6.14), (6.16) and (6.13)
M1 =
{
(n, θ) :
∞∑
ℓ=1
ℓnℓ = ρ, n1 = zs + θ
}
.
Since, n1 = zs + θ, we only consider the reduced state manifold
M1 =
{
n :
∞∑
ℓ=1
ℓnℓ = ρ
}
.
Then, it is easy to check, that the possible variations are given by
Tn,θM1 =
{
s :
∞∑
ℓ=1
ℓsℓ = 0
}
,
which can be checked to be consistent with (6.19).
Now, let us compare the gradient structure, which we obtain for ε = 1 with
the one contained in [44]. In §6.2, the free energy is already identified and can be
written for any z ∈ [0, zs] as
Fz(n) =
∞∑
ℓ=1
zℓQℓ λB
(
nℓ
zℓQℓ
)
+ Cz with λB(a) = a log a− a+ 1,
for some constant Cz only depending on z and Qℓ as defined in (1.18). By (6.13)
it holds n1(t)− zs = θ(t) and therefore the local equilibrium state c1,θ(x) (6.17) is
given by
c1,θ(ℓ− 1) = nℓ1Qℓ =: ωℓ(n1). (6.26)
Hence, from (6.22), we obtain
k1,θ(ℓ − 1) = bℓ+1c1,θ(ℓ) = n1aℓc1,θ(ℓ − 1) (6.27)
Therewith, it follows
k1,θ(ℓ − 1)ĉ1,θ(ℓ− 1) = Λ(aℓn1nℓ, bℓ+1nℓ+1) =: νℓ.
The semi-norm introduced by K1 (6.25) is given for φ ∈ H11 (ν) by
〈ϕ,K1[ν]ψ〉 =
∞∑
ℓ=1
νℓ(ϕℓ+1 − ϕℓ)(ψℓ+1 − ψℓ).
To identify [44, Equation (1.14)], we note that there no restriction on the boundary
values of the function space is assumed, but the 0 boundary value for functions is
implemented by using the modified gradient
(
D˜ϕ
)
ℓ
= ϕℓ+1 − ϕℓ − ϕ1. Moreover,
one can check again using the explicit definition of the local equilibrium states (6.26)
and the detailed balance condition (6.27)
νℓ = aℓωℓ(z)Λ
(
n1nℓ
ω1(z)ωℓ(z)
,
nℓ+1
ωℓ+1(z)
)
.
Once, the driving energy functional and metric in terms of the operator K1 are
identified, the gradient structures agree.
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6.4.2. Gradient flow structure for ε→ 0. In the setting of §6.3, let us take the limit
ε→ 0 in the definition of the state manifold (6.18) to find
M0 =
{
(c, θ) :
∫
W (x)c(x) dx = ρ− θ, c(0) = ceqθ (0)
}
with possible variations
T(c,θ)M0 =
{
(s, t) :
∫
W (x)s(x) dx = −t, s(0) =W (0)ceqθ (0)t
}
The weighted SobolevH10 (ν) is now defined for a measure ν ∈M(R+) by taking the
closure of function with ϕ ∈ C∞(R+) with ϕ(0) = 0 with respect to the weighted
homogeneous Sobolev norm defined by
‖ϕ‖2H1(ν) =
∫
|∂xϕ|2 dν
with dual space H−10 (ν) =
(
H10 (ν)
)∗
. Therewith, the operator K0 (6.25) is defined
as
K0[ν] : H
1
0 (ν)→ H−10 (ν) with 〈ψ,K0[ν]ϕ〉 =
∫
∂xψ ∂xϕdν.
Finally, we obtain from (6.22) and (6.23) the identity
lim
ε→0
kε,θ ĉε,θ(x, t) = a(x)c0(x, t).
The driving free energy was already identified in §6.3 and is given by (1.11), which
first variation is identified in analog to (6.20) with the function log c0(·,t)c0,θ(·) , where
c0,θ is given by (1.3). Thus, the gradient flow formulation of the system (1.1), (1.2),
(1.5) becomes
∂tc0(·, t) = K0[a(·) c0(·, t)] log c0(·, t)
c0,θ(·) (x, t) = ∂x
(
a(·)c0(·, t)∂x log c0(·, t)
c0,θ(t)(·)
)
.
Appendix A. Auxiliary results and calculations.
Lemma A.1. Suppose a, V,W satisfy Assumption 1.1, then V˜ and W˜ defined
in (1.26) satisfy Assumption 1.8.
Proof. We go though the individual points of Assumption 1.8:
(a) First the second derivatives of V˜ and W˜ satisfy by (1.28) and (1.30) the
estimates∣∣∣∣ d2dz2 W˜ (z)
∣∣∣∣+ ∣∣∣∣ d2dz2 V˜ (z)
∣∣∣∣ ≤ (|V ′′(x(z))| + |W ′′(x(z))|)a(x(z)) + |a′′(x(z))|2
+
1
2
(|W ′(x(z))| + |V ′(x(z))|)|a′(x(z))| + |a′(x(z))|2
4a(x(z))
≤ C0 + |a
′(x(z))|2
4a(x(z))
,
by using Assumption 1.1 (a). From Assumption 1.1 (c), we obtain for x ≥ xδ
|a′(x)|2
a(x)
≤ δW ′(x)|a′(x)| ≤ δC0,
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where the last step is again Assumption 1.1 (a). Now, the smoothness and
positivity of a implies that max0≤x≤xδ
|a′(x)|2
a(x) < ∞ concluding the desired
result.
(b) This is immediate from (1.29).
(c) By using Assumption 1.1 (c), we have from (1.27) and (1.29) for z(x) ≥ z(xδ)∣∣∣∣ ddz V˜ (z(x))
∣∣∣∣ ≤ (|V ′(x(z))|+ 12 ∣∣(log a(x(z)))′∣∣
)√
a(x(z))
≤ δW ′(x(z))
√
a(x(z)) = δ
d
dz
W˜ (z(x)) .
Likewise, we can estimate the second derivatives by using both conditions in
(c) of Assumption 1.1 and choosing z(x) ≥ z(xδ). Moreover, for the sake of
presentation, we omit the arguments z(x), x(z) and use the representations
of the derivatives (1.28)–(1.30)∣∣∣∣ d2dz2 V˜
∣∣∣∣+ ∣∣∣∣ d2dz2 W˜
∣∣∣∣
≤ (|V ′′|+ |W ′′|) a+ 1
2
(|V ′|+ |W ′|)√a
∣∣(log a)′∣∣√a+ 1
2
∣∣(log a)′′∣∣ a+ 1
4
∣∣(log a)′∣∣2 a
≤ 1
2
(3 + δ) δ
(
W ′
√
a
)2
=
1
2
(3 + δ) δ
(
d
dz
W˜
)2
.
(d) This is immediate from (1.29) and Assumption 1.1 (d).
(e) This follows by the definition of the coordinate change (1.25) from the identity∫
W˜ (z) exp
(−V˜ (z)) dz = ∫ W (x) exp(−V (x) − 1
2
log a(x)
)
dz(x)
dx
dx
=
∫
W (x)
a(x)
exp(−V (x)) dx <∞
by Assumption 1.1 (e).
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