A homogeneous polynomial S(x 1 , . . . , xn) of degree r in n variables posesses a discriminant D n|r (S), which vanishes if and only if the system of equations ∂S/∂x i = 0 has non-trivial solutions. We give an explicit formula for discriminants of symmetric (under permutations of x 1 , . . . , xn) homogeneous polynomials of degree r in n ≥ r variables. This formula is division free and quite effective from the computational point of view: symbolic computer calculations with the help of this formula take seconds even for n ≈ 20. We work out in detail the cases r = 2, 3, 4 which will be probably important in applications. We also consider the case of completely antisymmetric polynomials.
where R is an irreducible polynomial function called resultant, depending on coefficients of the non-linear system under consideration. The existence of such a function, which defines a solvability condition for non-linear systems, can be proved [2] . It can be also proved that resultant is unique up to overall constant factor (which is not important for most applications). Another classical theorem is that resultant is a homogeneous polynomial in coefficients of the system of degree deg R f 1 , f 2 , . . . , f n = r 1 r 2 . . . r n 1 r 1 + 1 r 2 + . . . where S(x 1 , . . . , x n ) is a homogeneous polynomial of degree r in n variables. Non-zero solutions (x 1 , . . . , x n ) of this system are called critical points, its resultant is called the discriminant of S and denoted as D n|r (S):
D n|r (S) = R ∂S ∂x 1 , . . . , ∂S ∂x n
As follows from eq. (2), discriminant has degree deg D n|r (S) = n(r − 1)
n−1 (4) in coefficients of S. In this paper, we fix the overall normalisation of D n|r (S) by requiring that
In the case of quadratic forms, i.e, for r = 2, discriminant is nothing but the determinant D n|2 (S) = det(S). For r > 2 the discriminant is more complicated. It is not usually straightforward to calculate a discriminant in a practical situation. Analogues of techniques known for determinants (say, expansion in minors or the "log det = trace log" formula) are either not available or less efficient for discriminants. In view of this, it becomes especially important to find formulas which have practical significance, i.e, allow fast and efficient calculation of discriminants, at least in some particular cases. In this paper, we study one such particular case -of polynomials S(x 1 , . . . , x n ) which are symmetric under permutations of x 1 , . . . , x n . It appears that restriction to symmetric polynomials simplifies the discriminant and allows to calculate it for arbitrarily large number n of variables, see eq. (35) and especially eq. (50) below.
2 Discriminants of symmetric polynomials
Parametrisation of symmetric polynomials
To derive a formula for discriminants of symmetric polynomials, let us recall that any symmetric polynomial in variables x 1 , . . . , x n can be expressed as a polynomial of elementary symmetric variables
For example, a homogeneous symmetric polynomial of degree r = 2 can be written as S(x 1 , . . . , x n ) = C 2 p 2 + C 11 p 2 1
where C 2 , C 11 are two arbitrary parameters. For degree r = 3 such polynomial takes form S(x 1 , . . . , x n ) = C 3 p 3 + C 21 p 2 p 1 + C 111 p 3 1
and contains three parameters C 3 , C 21 , C 111 . Similarly, for arbitrary degree r we have Young diagrams. The number of free parameters is equal to the number of partitions of degree r, which we denote as P (r). For example, P (2) = 2 corresponds to partitions (2) and (1, 1) . Similarly P (3) = 3 corresponds to partitions (3), (2, 1) and (1, 1, 1) . Several first values of P (r) are r 1 2 3 4 5 6 7 8 9 10 P (r) 1 2 3 5 7 11 15 22 30 42
A symmetric homogeneous polynomial of degree r has P (r) independent coefficients C Y . Its discriminant is a function of these coefficients, which we denote D n|r (C). Note, that the number of free parameters of the polynomial does not depend on the number of variables n (for fixed degree r and for n ≥ r).
This important property of symmetric polynomials makes it possible to study the large-n asymptotics of D n|r (C), which is potentially interesting from the physical point of view.
Note also, that only the first n variables p k are indepedent. Because of this, for n < r the number of independent parameters of the polynomial is accidentally lower than P (r). We do not consider these low-dimensional cases at all; from now on we assume that n ≥ r. Our final expressions, however, are valid for n < r as well (we state this without a proof and check for particular examples).
Description of critical points
Let us describe the critical points of (9). As usual, to find the critical points of a polynomial, one needs to study the system of polynomial's derivatives. If S is a homogeneous symmetric polynomial (9), then its derivatives w.r.t. variables x i are, of course, not symmetric polynomials. Instead, they have a form
or, what is the same,
. . . x r−1 2
. . .
where W k (x 1 , . . . , x n ) are are homogeneous symmetric polynomials of degree k:
and so on. It is convenient to consider two cases, C r = 0 and C r = 0. As a simple consequence of (12), in the first case the discriminant D n|r (C) vanishes. Indeed, in this case the polynomial has a critical point
For such a vector, all the variables p k with 0 < k < r vanish, therefore all W k (x 1 , . . . , x n ) with 0 < k < r vanish. The vanishing of W 0 (x 1 , . . . , x n ) follows from C r = 0. As one can see, in this case all the derivatives (12) vanish together in a point (14), thus the discriminant of S vanishes.
Let us consider the second case, when C r = 0. We are going to show, that if vector (x 1 , . . . , x n ) is a critical point, then there are at most (r − 1) distinct variables among x 1 , . . . , x n . I.e, let us show that any critical point of the system (12) either has a form (x 1 , . . . , x n ) = (y 1 , . . . , y 1
M1
, y 2 , . . . , y 2
M2
, . . . , y r−1 , . . . , y r−1
where M 1 +. . .+M r−1 = n and y i = y j for i = j, or is obtained from (15) by permutations of components.
This is quite easy to show: indeed, in this case the system of equations under consideration
has non-zero solutions if and only if all r × r minors of the rectangular Vandermonde matrix in the left hand side vanish. Different r × r minors of this n × r matrix are in one-to-one correspondence with different ways to choose r variables out of x 1 , . . . , x n . For each particular choice, the minor vanishes if and only if two equal variables are chosen. Consequently, the system (16) has non-zero solutions if and only if every set of r variables out of x 1 , . . . , x n contains a pair of equal variables. This implies, that there are at most (r − 1) distinct variables among x 1 , . . . , x n . Vectors (15) will be called critical points of type (M 1 , . . . , M r−1 ).
Note that, according to the permutation symmetry of the problem, existence of a critical point of type (15) implies existence of many other critical points, obtained by permutations of the components of (15). For example, let r = 3, n = 4 and (M 1 , M 2 ) = (1, 3) . If the vector (y 1 , y 2 , y 2 , y 2 ) is a critical point, then vectors (y 2 , y 1 , y 2 , y 2 ), (y 2 , y 2 , y 1 , y 2 ) and (y 2 , y 2 , y 2 , y 1 ) are critical points as well. In this case, there are four of them. The total number of critical points of type (M 1 , . . . , M r−1 ) is obviously given by the multinomial coefficient (
Factorisation of the discriminant
To summarize the above arguments, the polynomial S is degenerate (has non-zero critical points) if and only if at least one of vectors (15) is a solution of (16). If this is the case, then the degree of degeneracy (the number of critical points) is (M 1 + . . .
of several factors, which are labeled by numbers (M 1 , . . . , M r−1 ) and have appropriate multiplicities:
where # M is the number of zeroes among M 1 , . . . , M r−1 , α n is a C-independent overall normalisation needed to satisfy eq. (5), degree β n|r is fixed by the total degree of the discriminant
and d M (C) is an irreducible homogeneous polynomial which vanishes if and only if (16) has solutions of type (15). The multiplicity of each factor is multplied by # M !/(r − 1)! to avoid counting twice configurations which differ only by renaming of variables y i . For example, consider vectors (y 1 , y 2 , y 2 , y 2 ) and (y 2 , y 1 , y 1 , y 1 ) which have type (1, 3) and (3, 1), respectively. Formally different, they differ only by renaming of variables (y 1 , y 2 ) and actually describe one and the same critical point. To handle this combinatorial problem we take a product over all decompositions M 1 + . . . + M r−1 = n without any ordering prescriptions, but divide by (r − 1)! -the number of all permutations of (r − 1) letters -and multiply by # M ! because zeroes are indistinguishable.
An explicit formula for d M (C)
Decomposition (17) is arguably the most important property of discriminants of symmetric polynomials.
To finish our presentation, we give an explicit formula for d M (C). After substitution of (x 1 , . . . , x n ) = y 1 , . . . , y 1
M1
M2
the system of derivatives takes form
M , . . . , P 
where
M are homogeneous of degree r − 1 in variables y i . The number of variables y i is (r − 1) if all M i are positive, and can be less than (r − 1) if some M i = 0. As follows from the permutation symmetry of S(x 1 , . . . , x n ), the differences of derivatives are divisible by the corresponding differences of variables:
M are homogeneous polynomials of degree r − 2. Similarly, we find
are homogeneous polynomials of degree r − 3. This procedure of division may be continued further. It may be slightly more convenient to express the results in determinantal form:
and so on. The results of division are polynomials in variables y i , because S(x 1 , . . . , x n ) is symmetric under permutations of x 1 , . . . , x n . Generally for 1 ≤ k ≤ (r − 1) we obtain homogeneous polynomials
of degree r − k in variables y i . They are defined only for pairwise distinct upper indices i 1 , . . . , i k and are symmetric in them. For k ≥ r they are undefined: one can not choose r distinct items out of (r − 1). (17) is equal to the following resultant:
where the system of equations in the right hand side contains exactly as many equations as there are y-variables (this number is (r−1) in general position and can be less than (r−1) if some M i are vanishing).
Sketch of a proof. It is easy to see, that any solution of P
= 0. Therefore, the resultant in the right hand side of (25) must be divisible on d M (C):
The unknown factor d M (C) can, in principle, be some polynomial in coefficients C Y . To complete the proof, one just needs to prove that the resultant on the left hand side of (26) is an irreducible polynomial in C Y . Then, the other factor must have degree zero in C Y and is nothing but a constant of proportionality (which can be put to unity, since (25) already contains a normalisation constant α n ).
Unfortunately, we are yet unable to prove irreducibility of this resultant for arbitrary r. However, in particular examples -for r = 2, 3, 4 -this resultant can be computed and turns out to be irreducible.
This justifies the use of (25) in these examples. The proof for arbitrary r remains to be done.
Together, eqs. (17) and (25) constitute our main result -an explicit and division free formula for discriminants of symmetric homogeneous polynomials of degree r in n ≥ r variables, expressing them through resultants in no more than (r − 1) variables. As we show below, this formula allows to calculate such discriminants in dimensions n >> r, where other algorithms become non-practical.
Symmetric polynomials of degree 2
We begin our presentation of examples with the case of symmetric polynomials of degree 2, i.e, the case of quadratic forms. This example is quite simple, since it is completely treatable by methods of linear algebra. A homogeneous symmetric polynomial of degree two should have a form
where C 2 , C 11 are two arbitrary parameters. To calculate the discriminant, we take derivatives and obtain
The simplest option is just to write a matrix and calculate its determinant by usual rules:
As one can see, the discriminant is highly factorized. As we know from the previous sections, this is a general property of symmetric polynomials. It is this property that makes discriminants of symmetric polynomials such an interesting and simple object of investigation. Now let us reproduce the same answer from eq. (17), which in this case takes form
i.e, in this case we have a single decomposition M = (n) of the number n into (r − 1) = 1 parts.
Accordingly, there is a single polynomial d n (C) in this case. Direct calculation with (20) gives
Note, that in this very simple example the resultant is taken in a single variable y:
This is because, as follows from (15), permutation symmetry forces any critical point to have a form
Fixing as in eq. (5) the normalisation, we find
and, finally,
This is an explicit formula for the discriminant of a symmetric quadratic form in arbitrarily high dimension n. This basic example can be considered as a simple illustration of what happens in the general situation.
Symmetric polynomials of degree 3
A homogeneous symmetric polynomial of degree 3 in n variables has a form
and contains three parameters C 3 , C 21 , C 111 . To calculate the discriminant, we take derivatives and obtain
The main formula (17) in this case turns into a product over all decompositions of n into two parts:
(where # M equals either 0 or 1, therefore # M ! = 1). We now need to calculate d M1M2 C 3 , C 21 , C 111 . First, let us consider the case M 1 , M 2 = 0. Following section 2.4, we express the derivatives through the variables y i and the parameters M i :
(39)
Their sum is equal to
Using eq. (23), we then calculate the second-level quantity
According to (25), the irreducible factors are equal to
The resultant here is taken in two variables y 1 , y 2 and, therefore, is just a Sylvester resultant [2, 3] :
If M 1 = 0 or M 2 = 0, things get even simpler. In this case the polynomials P depend on a single variable
and, accordingly, resultants are taken in a single variable:
Note, that this expression differs by a factor of 18C 2 3 from the formal limit M 1 = 0 or M 2 = 0 of (45). Therefore, it is essential to consider the cases with vanishing M i separately. Substituting (45) and (47) into (38) we find after some simplifications
= 54
Calculating with the help of eq. (18) the degree
and fixing as in eq. (5) the normalisation
we obtain, finally,
This is an explicit formula for the discriminant of a symmetric cubic in arbitrarily high dimension n ≥ 3. To demonstrate the computational power of this formula, let us put here, say, n = 20. As far as we know, most of the known algorithms become inpractical already for n ≈ 10. A fast computer calculation gives
This expression is somewhat charming -it is a closed formula for a certain discriminant in 20 variables. It is permutation symmetry of S that allows to write such closed formulas. Note the degree of C 3 , which is equal to 8912896 = 17 · 2 19 . Note also, that even a slight deformation of the polynomial S, which destroys the permutation symmetry ( say, adding a term +ǫx 1 x 2 x 3 ) destroys also this strong factorisation of the discriminant and results in billions of billions of terms, which are hard to imagine.
For small values of n, an independent check of eq. (50) can be made. For example, for arbitrary (not necessarily symmetric) homogeneous cubic polynomial S(x 1 , x 2 , x 3 ) in three variables
there exists a well-known explicit formula for the discriminant: 
where H ijk are expansion coefficients of the Hessian determinant
Formula (53) was first found by Sylvester, as a generalisation of his well-known formula for n = 2 resultants and discriminants. In the case of symmetric polynomial
our formula gives
and one can easily check that calculation with the 6×6 matrix gives the same result. This can be regarded as an independent check of (50). A similar check can be made for n = 4 with a 20 × 20 matrix, which is analogous to (53) and which we do not include here. For n > 4 a check of this type becomes impossible, since no analogues of (53) are known for n > 4. The formula (17) was derived in the assumption of n ≥ r. To check its validity in the region n < r, let us consider now the case n = 2. For arbitrary (not necessarily symmetric) homogeneous cubic polynomial S(x 1 , x 2 ) in two variables
the discriminant is easily calculated with ordinary Sylvester matrix and equals (59)
In the case of symmetric polynomial
we find
Substituting these coefficients into (59) we find
At the same time, our formula (50) gives
Therefore, (50) stays valid even for n < r. To conclude this section, we note that eq. (50) can be rewritten, after some algebraic transformations, in even more concise form:
are just another parameters in the space of cubic symmetric polynomials. The present paper is devoted to generalisation of this beautiful formula to arbitrary degrees r.
A homogeneous symmetric polynomial of degree 4 in n variables has a form
and contains five parameters C 4 , C 31 , C 22 , C 211 , C 1111 . To calculate the discriminant, we take derivatives
The main formula (17) in this case turns into a product over all decompositions of n into three parts:
We now need to calculate d M1M2M3 C . First, let us consider the case M 1 , M 2 , M 3 = 0. Following section 2.4, we express the derivatives through the variables y i and the parameters M i :
(70) 
Finally, we calculate the single third-level quantity:
In the right hand side we have a resultant of three homogeneous polynomials of degrees 3, 2, 1 in variables y 1 , y 2 , y 3 . Such a resultant can be computed by solving the last linear polynomial equation, substituting into the first two and then taking a Sylvester resultant. After a tedious computer calculation, one obtains where
Similarly, using the formulas from section 2.4, one can obtain the expressions when one of M i vanishes and when a pair of M i vanishes:
So we have calculated all the necessary resultants for the case r = 4. Due to their large size, the formula (68) can not be written as simply as the formula (50) or (64). It can be rather understood as an explicit computer algorithm. Expressions for particular n are straightforward to obtain: say, for n = 4 we get An interesting particular case is
In the context of Finslerian gravity, this quartic form is said to interpolate between the Minkovsky spacetime (described for certain reasons which we do not discuss here by the form x 1 x 2 + x 1 x 3 + x 1 x 4 + x 2 x 3 + x 2 x 4 + x 3 x 4 ) and the Berwald-Moor spacetime (described by x 1 x 2 x 3 x 4 ). We can easily calculate its discriminant, using our formula (68), and it turns out to be identically zero:
It is also instructive to consider the low-dimensional case n = 2. Formula (68) gives Since this resultant is taken in n = 2 variables, one can alternatively perform a conventional Sylvester matrix calculation. The results precisely agree with each other. Just like in the previous section, the formula turns out to be valid for n = 2. This supports the hypothesis, that the main formula is actually valid for n < r as well, despite it was derived in assumption n ≥ r.
Antisymmetric polynomials
Apart from the completely symmetric polynomials, there are many other types of polynomials with symmetries and one can hope that their discriminant D n|r (S) is also simple. Following this line of thinking, we consider here the opposite case to symmetric polynomials -completely antisymmetric polynomials S(x 1 , . . . , x i , . . . , x j , . . . , x n ) = −S(x 1 , . . . , x j , . . . , x i , . . . , x n )
This case turns out to be even simpler, than the previously considered case of completely symmetric polynomials. Namely, let us show that for n > 2 discriminant of an antisymmetric polynomial vanishes. This is easy to do, since any completely antisymmetric polynomial S(x 1 , . . . , x n ) can be written as S(x 1 , . . . , x n ) = ∆(x 1 , . . . , x n ) S(x 1 , . . . , x n )
where S(x 1 , . . . , x n ) is some completely symmetric polynomial, and
is the Vandermonde determinant. Accordingly, the system of derivatives has a form
and for n > 2 has plenty of critical points: for example, (x 1 , . . . , x n ) = (1, . . . , 1) is trivially a critical point, since for n > 2 not only ∆(1, . . . , 1) = 0 but also ∂ i ∆(1, . . . , 1) = 0. For n = 2, however, the situation is less trivial. The antisymmetric polynomial of degree r in n = 2 variables can be written as
where S(x 1 , x 2 ) is a symmetric polynomial of degree (r − 1). The system of derivatives has a form In the second case x 1 = X, x 2 = X and ∂S/∂x 1 = −∂S/∂x 2 = S(1, 1)X r−1 . Consequently, S can be degenerate either if S is degenerate, or if S(1, 1) = 0. In terms of discriminants this statement takes form
One can see that discriminants of antisymmetric polynomials are vanishing for n > 2, and for n = 2 they are expressed through discriminants of symmetric polynomials. The case of n = 2 is, however, of little interest, since conventional Sylvester formula is quite enough for any practical purpose.
Summary
Any homogeneous polynomial S(x 1 , . . . , x n ) of degree r in n variables posesses a discriminant D n|r (S), which is typically a complicated polynomial in the coefficients of S. Because of this factorisation, discriminants of symmetric polynomials do not take hundreds and hundreds of pages: much shorter closed expressions for them can be written out. Each particular factor d M (S) can be computed as a resultant in no more than in (r − 1) variables. This allows to calculate discriminants of symmetric polynomials even for n >> r. It may be even possible to study different kinds of large-n limits, corresponding to infinite-dimensional or functional discriminants. Interesting directions of generalisation are to other types of symmetries and to non-homogeneous polynomials.
