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Abstract
Design and Analysis of Fair, Efficient and Low-Latency Schedulers for
High-Speed Packet-Switched Networks
Salil S. Kanhere
Harish Sethu, Ph.D.
A variety of emerging applications in education, medicine, business, and enter-
tainment rely heavily on high-quality transmission of multimedia data over high speed
networks. Packet scheduling algorithms in switches and routers play a critical role in the
overall Quality of Service (QoS) strategy to ensure the performance required by such appli-
cations. Fair allocation of the link bandwidth among the traffic flows that share the link is an
intuitively desirable property of packet schedulers. In addition, strict fairness can improve
the isolation between users, help in countering certain kinds of denial-of-service attacks
and offer a more predictable performance. Besides fairness, efficiency of implementation
and low latency are among the most desirable properties of packet schedulers.
The first part of this dissertation presents a novel scheduling discipline called Elastic
Round Robin (ERR) which is simple, fair and efficient with a low latency bound. The per-
packet work complexity of ERR is O(1). Our analysis also shows that, in comparison to
all previously proposed scheduling disciplines of equivalent complexity, ERR has signifi-
cantly better fairness properties as well as a lower latency bound. However, all frame-based
schedulers including ERR suffer from high start-up latencies, burstiness in the output and
delayed correction of fairness.
In the second part of this dissertation we propose a new scheduling discipline called
Prioritized Elastic Round Robin (PERR) which overcomes the limitations associated with
the round robin service order of ERR. The PERR scheduler achieves this by rearranging
the sequence in which packets are transmitted in each round of the ERR scheduler. Our
analysis reveals that PERR has a low work complexity which is independent of the number
xii
of flows. We also prove that PERR has better fairness and latency characteristics than other
known schedulers of equivalent complexity. In addition to their obvious applications in
Internet routers and switches, both the ERR and PERR schedulers also satisfy the unique
requirements of wormhole switching, popular in interconnection networks of parallel sys-
tems.
Finally, using real gateway traces and based on a new measure of instantaneous fairness
borrowed from the field of economics, we present simulation results that demonstrate the
improved fairness characteristics and latency bounds of the ERR and and PERR schedulers
in comparison with other scheduling disciplines of equivalent efficiency.

1Chapter 1. Introduction
Over the last decade, high-speed packet switched networks have become the standard
mode of communication, replacing the earlier telephone-based circuit-switched networks.
In circuit-switched networks, a dedicated path known as a circuit is established between the
communication end points. In addition, the resources needed along this path (buffers, link
bandwidth) are reserved for the entire duration of the communication session. The network
is responsible for allocating sufficient resources to allow the sender to transmit data as a
continuous data flow at its peak transmission rate. A circuit in a link is implemented with
either time-division multiplexing (TDM) or frequency-division multiplexing (FDM). The
public switched telephone network (PSTN) is an example of a circuit switched network.
It is well-known that circuit switching is not very efficient because the dedicated circuits
are idle during silent periods, i.e., when the sender and receiver are not exchanging any
messages. This results in poor utilization of the link bandwidths, especially given the
fact that Internet traffic is extremely assymetric and bursty. In addition, establishing end-
to-end circuits and reserving end-to-end resources is complicated and requires complex
signaling mechanisms. To address these shortcomings, packet switching networks [1] were
introduced as an alternative to circuit-switching. With packet switching, the sender breaks
down messages into smaller chunks of data called packets and each packet is transmitted
over a series of communication links just as in circuit switching. However, an important
difference is that in packet switching no resource reservation is required in the network.
If one of the links is congested because multiple packets need to be transmitted over the
link at the same time, then one of the packets is chosen for transmission and the rest have
to be stored in a buffer at the sending end of the link. As a result, buffering is required
in the intermediate nodes of the network to absorb traffic bursts and avoid packet losses.
The main advantage of packet-switching is that it permits statistical multiplexing [2] on the
2communication links. This allows packets from different sources to share the links resulting
in an efficient utilization of the link capacities. Today’s Internet is a quintessential packet-
switched network. The Internet makes its best-effort to deliver packets in a timely manner
but it does not make any guarantees.
Until recent years, the best-effort Internet architecture supplemented by the reliable
transport protocol, TCP, has provided good service for the vast majority of the traditional
applications such as file transfer, e-mail, web-browsing and remote login. For example,
even though a file transfer application would ideally like to have a very high bandwidth and
low end-to-end delay it will still work correctly if the available link bandwidth decreases
and the end-to-end delay increases. In other words, the performance requirement of such
applications are elastic since they can adapt to the resources that are available. These
applications are called best effort applications since the network only guarantees to attempt
to deliver their packets without providing for any performance guarantees.
In the last few years we have witnessed a rapid growth in the development and deploy-
ment of new networked applications in education, business, entertainment and medicine.
Examples of such applications are many and are rapidly rising. Popular services such as
video and audio on-demand, online radio and TV stations and interactive games are trans-
forming the entertainment industry. Multimedia teleconferencing and banking are just a
couple of other applications that are impacting businesses. Storing multimedia information
in servers and allowing users access to it through networks is an economical solution to the
problem of large-scale distribution of massive amounts of multimedia content. For exam-
ple, applications such as distance learning enable universities to offer courses using video
servers and high-performance networks. In medicine, many hospitals are already experi-
menting with high-resolution video and imaging applications that transfer data from various
hospital facilities to the diagnostic center. All of these applications and many others, will
have a profound impact on our day-to-day lives in ways that we have least imagined.
The utility value of the applications described above will be determined largely by the
3quality of the multimedia transmission and the ability of networks to carry heavy volumes
of such traffic in a scalable, reliable and predictable fashion. In order to support multimedia
traffic, the network must be able to guarantee performance bounds or meet the Quality-of-
Service (QoS) requirements. The best-effort service model is highly ineffective in meeting
their QoS demands. The task of designing network architectures, suitable for these appli-
cations is both critical and challenging. Providing the necessary bandwidth and keeping
delay within known and manageable bounds are some of the concerns that must be ad-
dressed. For example, to support an application that carries voice as a 64 Kbps stream, the
network must provide 64 Kbps bandwidth on the entire path from end-to-end. Moreover,
if the application is two-way interactive, besides guaranteeing a bandwidth of 64 Kbps, the
network must also guarantee a round trip delay of around 150 ms. Thus, this application
and others of its kind, demand a guarantee of service quality from the network. As a result,
they are known as guaranteed-service applications. Such applications are not elastic or
adaptive and variations in delay or loss of packets can have a detrimental effect on their
functionality.
Another motivation behind enabling QoS guarantees is to achieve service differentia-
tion [3]. Providers may want to offer an eclectic mix of services to their customers. The
service to be carried on the Internet may consist of real-time traffic for applications such as
Internet telephony. A second class of service may be for applications such as transaction
processing that require reliable, low-delay delivery of data. Yet another class of service
to be carried on the Internet is the best-effort traffic, constituting traffic from applications
such as file transfer and e-mail. Real-time applications, such as Internet telephony, demand
a guarantee on the performance bounds and require the network to reserve resources on
their behalf. Services for other applications, such as queries and responses in transaction
processing, may not require stringent performance guarantees but may still require lower
delays than best-effort applications. A network should thus be capable of providing a vari-
ety of services with different QoS requirements to be carried on the same switching nodes
4or links. These different applications have varying traffic characteristics with different re-
quirements, and rely on the ability of the network to provide QoS guarantees with respect
to several quality measures, such as end-to-end delay, bandwidth allocation, delay jitter and
packet loss. However, network resources such as link bandwidth and buffers are shared by
multiple users or services, some or all of which may try to access a resource simultane-
ously. Resource contention arises because of this sharing. A QoS mechanism is needed
to efficiently apportion, allocate and manage limited network resources among competing
users. QoS deals with engineering and managing network resources to deliver the perfor-
mance levels that satisfy user’s expectations. A QoS mechanism is necessary when there
are not enough resources to prevent queues from becoming congested and when conges-
tion degrades performance guarantees. So, effective queue management is fundamental to
many proposed QoS schemes.
An essential component of a queue manager is a scheduler which employs a scheduling
mechanism to decide which packet to serve next. In other words, given a set of resource
requests in the service queue, a switch uses a scheduling algorithm to decide which request
to serve next. A scheduler has to ensure that the network resources are scheduled fairly
among its contending users. Scheduling disciplines are important because they are respon-
sible for protecting one user’s traffic from another and hence are a key to fair sharing of
the network resources. The scheduling algorithms also affect the performance received by
a certain traffic flow. To understand this, let us assume that each traffic flow is assigned
a separate queue and the switch queues the packets that are ready for transmission from
different traffic flows in their respective queues. By the choice of its service order, the
scheduler can allocate different mean delays to the packets belonging to different queues.
Also it can allocate different bandwidths by serving a certain minimum number of packets
from a particular flow in a given time interval. We thus need a scheduling algorithm that
supports fair resource allocation and also supports these performance bounds in order to
serve the performance critical applications such as telephony and other interactive audio
5and video applications. Fair scheduling becomes especially critical in access networks,
within metropolitan area networks and in wireless networks where the resource capacity
constraints tend to be significantly limiting to high-bandwidth multimedia applications to-
day. Even with the over-provisioning of resources such as is typical in the Internet core,
fairness in scheduling is essential to protect flows from other misbehaving flows triggered
by deliberate misuse or malfunctioning software on routers or end-systems. Fairness in the
management of resources is also helpful in countering certain kinds of denial-of-service at-
tacks. Fair schedulers have now found widespread implementation in switches and Internet
routers [4, 5]. Some of the most desirable properties of a scheduling discipline include:
• Fairness: The available link bandwidth must be distributed among the flows sharing
the link in a fair manner. We use the classic notion of fairness given by the max-min
fair share policy [6] which is explained in greater detail in the following section. In
general, it is desirable that the scheduler serves the connections proportional to their
reservations and distributes the unused bandwidth left behind by the idle sessions
proportionally among the active ones. In addition, flows should not be penalized for
the excess bandwidth they received while other flows were inactive. Fairness is also
desirable for good performance, since unfair treatment of some traffic flows in the
network can easily lead to unnecessary bottlenecks.
• Isolation: The scheduling algorithm must isolate a flow from the undesirable effects
of other (possibly misbehaving) flows. This will ensure that the QoS guarantees for a
flow will be maintained even in the presence of other misbehaving flows. Note that,
isolation among flows is necessary even when traffic policing strategies are used for
traffic shaping at the edge of the network, since the flows may become increasingly
bursty as they traverse through the network [7]. Isolation among flows also results in
a more predictable performance for end user applications.
• Latency: It is desirable that the scheduling discipline provides an end-to-end delay
6guarantee to individual flows. For guaranteed-rate services, the latency should be
measured as the length of time it takes a new flow to begin receiving service at the
guaranteed rate. Low delay bounds imply low buffer requirements for guaranteeing
no packet loss. Thus, the latency of a scheduler has a direct effect on the cost of
implementation in terms of the required memory. The latency is also directly related
to the amount of playback buffering required at the receiver for real-time communi-
cation applications.
• Efficiency: In addition to providing performance bounds and being fair, it is also
important that a scheduler be easily implementable. A scheduler should require as
few simple operations as possible to make a scheduling decision. In particular, the
number of operations should be as independent of the number of flows that are to be
scheduled as possible. Thus, if n is the total number of queues or traffic flows to be
scheduled by a scheduler, then a scheduler that has O(1) time complexity is preferred
in comparison to the one that has O(n) time complexity. This property is especially
desired in high-speed networks and in routers where the number of flows can be in
thousands as in the Internet core.
Even though a network must ideally schedule every multiplexed resource, in this disserta-
tion, we have concentrated on the most commonly scheduled resource: the bandwidth on a
link.
Besides the Internet, fair scheduling algorithms also find their place in the intercon-
nection networks for parallel systems, wherein packets belonging to different traffic flows
often share links in their respective paths toward their destinations. Fairness is an intuitively
desirable property in the allocation of bandwidth available on a link among multiple traffic
flows that share the link. Fairness in packet scheduling becomes especially desirable with
the increasing use of parallel systems in multi-user environments with the interconnection
network shared by several users at the same time. Fair allocation of bandwidth at links
7within a network is a necessary requirement for providing protection to flows, i.e., for en-
suring that the performance is not affected when another possibly misbehaving flow tries to
send packets at a rate faster than its fair share. In multi-user environments, the protection
guaranteed by fair scheduling of packets improves the isolation between users, a quality
strongly desired by customers of parallel systems [8]. Isolation offers a more predictable
performance to user applications, which also facilitates repeatability of performance re-
sults necessary for reliable benchmarking of systems and applications without taking all
the users off the system. Fairness is also essential for good performance with compilers
that take into account the predicted communication delays in the network. Strict fairness
is also desirable for good performance, since unfair treatment of some traffic flows in the
network can easily lead to unnecessary bottlenecks.
Most switch architectures designed for interconnection networks of parallel systems,
however, eliminate only the worst kinds of unfairness such as starvation, where pack-
ets belonging to one traffic flow may not be scheduled for an indefinite period of time.
The need to design a fair scheduler in these networks is an important motivation for the
work presented in this dissertation. In addition, even though over the last decade, a num-
ber of advances have been made in the architecture of these switches for improved delay
and throughput characteristics, very few researchers have focused on possible performance
gains with scheduling strategies that may be used at the output link or for access to output
queues from the input queues. However, implementing fair scheduling algorithms in the
interconnection networks of parallel systems, poses certain unique challenges which are
described in detail in the following section.
1.1 Overview of Wormhole Switching
Almost all interconnection networks, both direct and indirect, are constructed out of
switches connected together in a certain topology. Wormhole switching is a popular switch-
8ing technique used in the implementation of switches in interconnection networks for par-
allel systems [8, 9]. Wormhole switching is distinguished by the fact that the granularity
of flow control in a wormhole network can be smaller than a packet [10, 11]. A message
packet is broken up into flits, a flit being the unit of flow control. Thus, a message is
pipelined through the network at the flit level and at any instant of time, a blocked message
occupies queues in several routers. We use the terms router and switch interchangeably in
this dissertation. In order to not add to the per-flit overhead, only the head flit (the first flit)
of the packet contains information necessary to route the packet through the network. A
switch in the network reads the information in the head flit and directs it to the next switch
or end-system device on its path. The rest of the data flits of a packet are simply forwarded
to the same output link as the head flit. Consequently, the transmission of distinct packets
cannot be multiplexed over a physical link. A packet must be transmitted in its entirety
before a link can be used to transmit another packet.
Implementing fair scheduling disciplines in such a switch poses certain unique chal-
lenges which we describe in the following paragraphs. Consider a wormhole switch with
several input and output queues, with packets in the input queues ready for transmission
to one of the output queues. We define a queue as a logical entity containing a sequence
of flits that have to be served in a FIFO order. Note that, depending on the buffering ar-
chitecture of the switch, a queue may not be the same as a buffer since a single buffer can
implement multiple logical queues [12, 13]. Consider a certain packet A, with a head flit
that arrives at an input queue of a wormhole switch and is ready to be routed to an output
queue. Once the head flit has been routed to the output queue, as already explained, no flits
from any other packet can be routed to this output queue, until all of the remaining flits of
packet A are routed. Thus, in Figure 1.1, packet B that also wants to use the same output
link as A is blocked and cannot make progress until all the flits from packet A have been
transmitted.
In wormhole switches with virtual channels [14], one typically has as many output
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Figure 1.1: Example of downstream congestion in wormhole networks
queues as there are virtual channels associated with each of the output links. Since each
flit is marked by the virtual channel it belongs to, in scheduling flits to the output link from
these output queues, it is not necessary to schedule all flits belonging to a packet before a
flit from another virtual channel is scheduled. If each flow can be assigned a separate virtual
channel, one may use the Flit-Based Round Robin (FBRR) scheduler which visits the flow
queues in round-robin fashion, and transmits one flit from each queue. This scheme is very
fair among the flows in terms of the number of flits scheduled from each flow over any
interval of time. However, this scheme for achieving fairness is prohibitively expensive
since it can only be used if there are as many virtual channels implemented as there are
flows (which can be in hundreds or thousands). In addition, by serving packets flit-by-flit,
the FBRR scheme uniformly increases the delay of packets in all the flows [15]. Further,
multiplexing of flits belonging to different packets is not always feasible. For example,
even in switches with virtual channels, while scheduling entry into the output queues from
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the various input queues, all flits of a packet have to be scheduled before a flit from another
packet enters the same output queue. A packet-by-packet scheduler, therefore, is a more
suitable and all-encompassing solution. Such a scheduler can also achieve a better average
delay.
Wormhole switches typically use a flit-by-flit credit-based flow control protocol, and
therefore, downstream congestion can thwart the progress of the packet currently being
served for an unpredictable length of time. Since, as explained earlier, it may not always
be possible to time-multiplex the transmission of packets from different flows, one cannot
always begin forwarding packets from another flow until all flits belonging to the packet
currently being served are forwarded. Thus, during the time that a packet is in the middle of
its transmission, packets from other flows may be blocked without access to the output link
even while there are no flits being transmitted over the link. A packet of length L bytes,
scheduled for forwarding to an output queue feeding a link of capacity C bytes/second,
may take more than L/C seconds for transmission. In other words, the length of a packet
cannot singly determine the length of time it takes to dequeue a packet while it blocks other
flows from access to the output queue.
Therefore, the relevant measure of the use of a resource, in this case the output link,
is the length of time a flow occupies the link. In wormhole networks, therefore, fairness
should be based on the length of time each flow occupies a link, and not on the number of
flits sent by each flow over the link. This length of time depends on the downstream con-
gestion which can be hard to predict without complex feedback mechanisms. In wormhole
networks, unlike in Internet routers and many other networks, this length of time cannot
be accurately estimated from knowledge of the length of the packet being transmitted. The
actual length of time that a packet takes to be dequeued, thus, may not be known until the
last flit of the packet is dequeued. A scheduling discipline for wormhole networks, there-
fore, should be able to make a decision on starting the transmission of a packet without
knowledge of the length of time it will take to transmit the entire packet. In addition, the
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algorithm also cannot assume an upper bound on this length of time. In other words, the
unique requirements of wormhole switching require that a scheduler perform its operations
without any assumptions on how long it will take to transmit a packet. Such a requirement
on the scheduling discipline is also essential in networks where packet delimiters are the
only indication of the beginning and the end of packets, with no length fields in the packet
headers. For example, an ATM network transmitting IP packets over AAL5, where the end
of the packet is not known until the arrival of the last ATM cell corresponding to the packet.
1.2 What is Fair Resource Allocation ?
Traditionally, a flow is defined as a sequence of packets generated by the same source
and headed toward the same destination via the same path in the network. It is assumed that
packets belonging to different flows are queued separately while they await transmission.
A scheduler dequeues packets from these queues, and forwards them for transmission. A
flow is said to be active during a period if its queue is non-empty throughout this period.
A flow is inactive when its queue is empty. Note that, even though we use the above
traditional definition of a flow to present our results in this paper, a flow can also be more
broadly defined as any distinct sequence of packets queued separately at the scheduler and
competing with other sequences of packets for service by the scheduler. For example, in
parallel systems, a flow may also be defined as the set of all packets belonging to the same
user, with packets of these flows queued at the scheduler accordingly.
A precise definition of fairness is essential before further discussion of fair scheduling
of flows. The classic notion of fairness in the allocation of a resource among multiple
requesting entities with equal rights to the resource but unequal demands, is the max-min
fair share policy [6]. It can be formally defined as follows,
• The resource is allocated in order of increasing demand.
• No requesting entity gets a share of the resource larger than its demand.
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• Requesting entities with unsatisfied demands get equal shares of the resource.
Generalized Processor Sharing (GPS) [16] is an unimplementable but ideal schedul-
ing discipline that satisfies the above notion of max-min fair allocation. GPS is unimple-
mentable because it does not transmit packets as entities and assumes that the traffic is
infinitely divisible. The GPS scheduler visits each non-empty queue in a round-robin or-
der, and serves an infinitesimally small amount of data from each queue, such that in any
finite time interval, it can visit every queue at least once. Consider a set of n flows denoted
by 1, 2, . . . , n demanding bandwidths b1, b2, . . . , bn on a link of total bandwidth B. All of
the n flows have an equal right to the link bandwidth. Without loss of generality, assume
b1 ≤ b2 ≤ · · · ≤ bn. The GPS scheduler first allocates B/n of the bandwidth to each of
the active flows. If this is more than the bandwidth demanded by flow 1, the unused band-
width, B/n−b1, is divided equally among the remaining n−1 flows. If the total bandwidth
allocated thus far to flow 2 is more than b2, the unused excess bandwidth is again divided
equally, this time among the remaining n − 2 flows. The allocation process of the GPS
scheduler continues in this fashion until each flow has received no more than its demand,
and if the demand was not satisfied, no less than any other flow with higher demand. GPS
thus satisfies the max-min fair share allocation.
Note that, thus far, we had assumed that all the flows had the same right to the resource.
However, since guaranteed-rate flows require the network to guarantee a certain minimum
average rate, a weight must be associated with each such flow. The weight allocated to
a flow should be proportional to its reserved rate. The concept of max-min share can be
extended to max-min weighted fair share allocation to account for the flow weights. The
only change is that the resource allocated to each flow is now normalized by its weight. The
GPS scheduler can be similarly modified to account for the flow weights. Let r represent
the transmission rate of the output link and let φi represent the weight assigned to flow i.
If B(t) denotes the set of flows that are active at time t ≥ 0, the flow i is guaranteed to
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receive a minimum service rate of ri(t) given by,
ri(t) =

φi∑
j∈B(t) φj
r : i ∈ B(t)
0 : otherwise
(1.1)
The effectiveness of a fair scheduler is measured by how closely it approximates GPS.
Over the last decade, a number of scheduling disciplines have been proposed which try to
emulate the GPS scheduler.
1.3 Classification of Scheduling Disciplines
The scheduling disciplines in general can be classified broadly as:
1. Work-conserving: A work-conserving scheduler is never idle while there are packets
waiting to be transmitted in service queues.
2. Non-work-conserving: A non-work-conserving scheduler may be idle even if there are
packets waiting to be served. A scheduler may, for example, postpone the transmission
of a packet when it expects a higher priority packet to arrive soon, even though it is
currently idle.
There are arguments both in favor of and against the above two classes of schedul-
ing disciplines. For example, an argument against non-work conserving scheduling
disciplines is that they waste link bandwidth. However, by idling away the link band-
width, the non-work conserving schedulers can make the traffic arriving at the down-
stream switches more predictable, reducing the delay jitter experienced by a certain
traffic flow [17]. However, work-conserving servers always have lower average delays
than non-work-conserving servers. Examples of work-conserving schedulers include
Weighted Fair Queuing (WFQ) [16, 18], Virtual Clock Queuing [19, 20] and Deficit
Round Robin (DRR) [21]. On the other hand, Hierarchical Round Robin (HRR) [22]
and Stop-and-Go Queuing [23] are non-work-conserving schedulers. The interested
reader may refer to [6] for more details.
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The scheduling disciplines can also be classified into one of the following two cate-
gories based on their internal architecture:
1. Sorted-Priority Schedulers: These schedulers maintain a global variable known as the
virtual time or the system potential function. A timestamp computed as a function of
this variable is associated with each packet in the system. Packets are sorted based on
their timestamps, and are transmitted in that order.
2. Frame-based or Round Robin Policies: In these schemes, on the other hand, the sched-
uler provides service opportunities to the backlogged flows in a particular order (usu-
ally round-robin) and, during each service opportunity, the intent is to provide the flow
an amount of service proportional to its fair share of the bandwidth.
Weighted Fair Queuing, Virtual Clock Queuing, Self-Clocked Fair Queuing (SCFQ)
[24], Time-Shift Scheduling [25] and Frame-Based Fair Queuing 1 (FFQ) [26] and Worst-
Case Fair Weighted Fair Queuing (WF2Q) [27] are some of the popular sorted-priority
queuing mechanisms. The basic idea is depicted in Figure 1.2. These schedulers differ
in the manner in which they calculate the global virtual time function. They generally
provide good fairness and delay properties but are not very efficient. There are two major
costs associated with the implementation of sorted-priority schedulers:
1. The complexity of computing the system virtual time: For WFQ, the worst-case com-
plexity is O(n) where n is the number of flows sharing the same output link. However,
in a number of schedulers such as SCFQ, SFQ and FFQ proposed in recent years, the
complexity of computing the virtual time is O(1).
2. The complexity of maintaining a sorted list of packets based on their timestamps, and
1Note that, Frame-based Fair Queuing, in spite of its name, is actually a sorted-priority scheduling dis-
cipline. The algorithm uses a framing approach similar to that used in frame-based schedulers to update
the state of the system. However, as in sorted-priority schedulers, packets are transmitted based on their
timestamps.
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Figure 1.2: Sorted-priority schedulers
the complexity of computing the maximum or the minimum in this list prior to each
packet transmission. For n flows the work complexity of the scheduler prior to each
packet transmission is O(log n).
Thus, with a large number of flows, the sorted-priority schedulers becomes expensive to
implement at high speeds. Attempts have been made to improve the efficiency of sorted-
priority schedulers; however, such attempts either do not avoid the implementation bottle-
neck or compromise on fairness.
On the other hand, the frame-based schedulers do not maintain a global virtual time
function and also do not require any sorting among the packets available for transmis-
sion. This reduces the implementation complexity of frame-based scheduling disciplines
to O(1), making them attractive for implementation in routers, and especially so, in hard-
ware switches. Examples of frame-based schedulers are Packet-by-Packet Round Robin
(PBRR) [28] and Deficit Round Robin (DRR) [21, 29].
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1.4 Representative Schedulers
A large number of scheduling algorithms have been proposed in the literature (refer
to [30] for a survey). In this section we will review some of these scheduling algorithms
and outline their properties.
1.4.1 First Come First Serve (FCFS)
FCFS is one of the most common queuing algorithms employed in switches. As the
name implies, in FCFS, the order of arrival completely determines the bandwidth alloca-
tion. FCFS service is trivial to implement, requiring a router or a switch to store only a
single head and tail pointer per output link. However, FCFS fails to provide adequate pro-
tection from a bursty source that may suddenly send packets at a rate higher than its fair
share for brief periods of time. It is easy to see that this rogue flow will capture an arbitrary
part of the outgoing bandwidth. Also such a source can significantly increase the upper
bound on the queuing delay of packets belonging to a flow from another source. Fairness,
however, requires that as long as a source is demanding bandwidth within its rightful share,
the delay experienced by packets from this source should not be affected by other traffic in
the network.
1.4.2 Round Robin Service Policy
Consider several flows, with flits belonging to packets waiting in the respective queues
to be forwarded to another queue or an output link. Two implementation techniques for
round-robin policy are possible.
1. Flit-Based Round Robin (FBRR): One scheduling technique would be to use a pure
Flit-Based Round Robin scheme, in which the scheduler visits each flow’s queue in
a round-robin fashion, and transmits one flit from each queue. This scheme is only
possible in wormhole networks when each flit is tagged with a flow id, such as when
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each flow represents a virtual channel [14]. This scheme is very fair among the flows
in terms of the number of flits scheduled from each of the queues during any time
interval. However, it cannot be used in other contexts such as for scheduling packets
from input queues to output queues in a wormhole switch for the reasons described in
Section 1.1. In addition, by serving packets flit-by-flit, the FBRR scheme uniformly
increases the delay of packets in all the flows [15].
2. Packet-Based Round Robin (PBRR): An alternate technique would be Packet-Based
Round Robin proposed by Nagle [28], in which the scheduler visits each of the queues
in a round-robin fashion, and transmits an entire packet from a queue before beginning
transmission from another queue. This reduces the average latency experienced by a
packet as compared to FBRR. These techniques and a number of their variations have
been analyzed in [31] for their performance characteristics, but not for their fairness
properties. The PBRR scheduling discipline, for example, ignores the packet lengths
and would be fair if the average packet size over the interval of a connection were
the same for all the traffic flows, in which case each flow would get an equal share
of the outbound bandwidth. It is, however, not fair among the flows when the packet
sizes in the different flows are not equal. Consequently, flows sending longer packets
use up an unfairly high fraction of the available transmission bandwidth. In the worst
case, a flow can get Max/Min times the bandwidth of another flow, where Max is
the maximum size of the packet and Min is the minimum packet size.
1.4.3 Weighted Fair Queuing (WFQ)
Scheduling mechanisms such as Weighted Fair Queuing also known as Packet-by-Packet
Generalized Processor Sharing (PGPS) [16, 18, 32], try to emulate the ideal GPS scheme
by time-stamping each arriving packet with the finish number, which is the expected com-
pletion time that a packet would have had if it were scheduled by the GPS scheduler. The
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WFQ then serves the packets in the increasing order of the finish numbers. Hence, this
requires computation of the finish number for every packet and then sorting among these
time-stamps to determine the relative order in which the packets are to be served. In other
words WFQ simulates GPS on the side and uses the result of the simulation to determine
the service order.
Let R(t) be the number of rounds of service made by the hypothetical GPS scheduler
up to time t known as the round number. Depending on the number of flows served, each
round of service takes a variable amount of time: the greater the number of flows served,
the longer a round takes. The time taken to serve one bit from each active flow is the length
of a round and it increases in direct proportion to the number of active flows. Hence, in
order to calculate round number, the WFQ scheduler keeps track of the number of active
flows, since the round number grows at the rate inversely proportional to n, where n is
the total number of active flows. The finish number of a packet arriving to an inactive
connection, i.e, a flow whose queue is empty when the packet arrives, is the sum of the
current round number and the size of the packet in bits. If a packet arrives at an active flow,
then its finish number is the sum of the largest finish number of a packet in its queue and
the packet size in bits. Let L(i, k, t) be the size of the k-th packet that arrives on flow i
at time t and F (i, k, t) be the finish number for the kth packet on flow i. Also let φ(i) be
the weight associated with flow i. Note that, this weight is a function of the reserved rate
requested by flow i. Then,
F (i, k, t) = max{F (i, k − 1, t), R(t)}+ L(i, k, t)
φ(i)
(1.2)
Note that, the finish number is only a service tag that indicates the relative order in which
the packet is to be served, and has nothing to do with the actual time at which the packet is
served.
WFQ conforms to the definition of fairness, in the sense that a flow is not punished if it
temporarily exceeds its reserved rate to take advantage of the unused bandwidth. This can
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be understood with a simple example given below:
Example 1: Let the packet sizes be constant, and let the output channel have a rate of
1 bit/s. The scheduler has two flows i and j, each with the same weight. Assume that the
scheduler is initialized at time 0, so that R(0) = 0 and the finish number of the flows i and j
are also 0 at time 0. Suppose that a packet of size 100 bits arrives at time 0 on flow i and no
packet from flow j is received up to time 100. Since this is the first packet to arrive on flow i,
its finish number at time 0, F (i, 1, 0) = 0+L(i, 1, 0) = 100 as given by Equation (1.2). At
time 100, 100 bits from i have been forwarded to the output channel. Since ∂R/∂t = 1/n,
R(100) = 100. Hence, from Equation (1.2), assuming that the flow i is still active, the
finish number of flow i at time 100 is equal to 200. At time 100, a packet arrives on flow
j and it is assigned the finish number, F (j, 1, 100) = max{0, 100} + 100 = 200. Since
both the flows have same finish number, the scheduler alternates between the flows and
hence the bandwidth is equally shared. Thus flow i is not punished for using the bandwidth
unused by flow j for the first 100 time units.
The above property may not be satisfied by other scheduling disciplines as will be
illustrated in a subsequent example. While this scheme guarantees absolute fairness, the
packet processing cost makes it hard to implement economically at high speeds. Since it
needs to simulate a GPS scheduler in parallel for updating the round number, the work
complexity of a WFQ scheduler is O(log n) [32]. In general, higher the number of flows
going through the switch, the more expensive it is to implement WFQ.
1.4.4 Self-Clocked Fair Queuing (SCFQ)
To improve the implementation complexity of WFQ, an approximate implementation called
Self-Clocked Fair Queuing was proposed in [24]. In SCFQ, the finish number of a packet
is computed based on the packet currently in service at the scheduler. In other words, when
a packet arrives to an empty queue, instead of using the round number to compute its finish
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number, it uses the finish number of the packet currently in service. Thus, if CF represents
the finish number of the packet currently being served by the SCFQ scheduler the finish
number is now calculated as,
F (i, k, t) = max{F (i, k − 1, t), CF}+ L(i, k, t)
φ(i)
(1.3)
This approach reduces the complexity of the algorithm greatly. However, the price paid is
the unfairness over short time scales which also results in larger delay bounds as compared
with WFQ.
1.4.5 Virtual Clock Queuing (VCQ)
The basic idea of virtual clock queuing [19, 20] is inspired by Time Division Multiplexing
(TDM). The way WFQ emulates GPS, VCQ emulates time-division multiplexing (TDM).
In the virtual clock method, the scheduler time-stamps the arriving packets with the com-
pletion times under time-division multiplexing, and then serves packets in order of these
completion times. Using the same notation as above, the finish numbers under VCQ is
computed as:
F (i, k, t) = max{F (i, k − 1, t), V C}+ L(i, k, t)
φ(i)
(1.4)
where V C is the time at which the packet is received by the scheduler. This scheme,
however, like WFQ suffers from the cost associated with sorting among the time-stamps.
Also this scheme may not always be fair as explained by the following example:
Example 2: The scheduler has two flows i and j, each with a reserved rate of 1/2
packet/s. Assume that the packet sizes are constant (1 bit) and the output channel has a
rate of 1 packet/s. The scheduler is initialized at time 0. From time 0 up to time 100,
packets from flow i arrive at a rate higher than 1 packet/s, and no packet is received from
flow j. At time 0, when the first packet arrives on flow i, from Equation (1.4), its finish
number, F (i, 1, 0) = 2. The finish number of the packet that arrives at time 1, F (i, 2, 1) =
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max{2, 1} + 2 = 4. Proceeding in the similar manner, at time 100, the finish number or
the time-stamp of flow i is 202. At time 100, packets from j arrive at the rate of at least 1
packet/s, and packets from i also continue to arrive. However, when the first packet from
flow j is received, its time-stamp, F (j, 1, 100) = max{0, 100}+ 2 = 102. Since the time-
stamp of flow j is less than the time-stamp of flow i, no packet from i will be forwarded to
the output channel until 50 packets from j are forwarded, that is until time 150. In effect,
i is denied service for 50 time units because it earlier took advantage of bandwidth unused
by j. It was seen in the earlier example that this unfairness did not occur in WFQ.
1.4.6 Deficit Round Robin (DRR)
All of the schedulers described above, are sorted-priority schedulers and hence do not avoid
the O(log n) complexity associated with sorting among the timestamps. Deficit Round
Robin (DRR) [21], a less fair but more efficient scheduling discipline with an O(1) per-
packet work complexity, was proposed by Shreedhar and Varghese in 1996. DRR is not a
timestamp-based algorithm, and therefore, avoids the associated computational complexity.
DRR achieves O(1) time-complexity because it serves the active flows in a strict round-
robin order [21,33]. It succeeds in eliminating the unfairness due to different packet lengths
observed in pure PBRR. This is done by keeping a state, associated with each queue called
a deficit count (DC) to measure the past unfairness. A Quantum is assigned to each of the
queues and when a flow is picked for service, its DC is incremented by the quantum value
for that flow. A packet is served from a queue only if the packet size at the head is less
or equal to the sum of the quantum and the deficit counter value; otherwise, the scheduler
begins serving the next flow in the round robin sequence. When a packet is transmitted, the
DC corresponding to that flow is decremented by the size of the transmitted packet.
In DRR, in order that the per-packet work complexity is O(1), one has to make sure
that the quantum value chosen is no smaller than the size of the largest packet that may po-
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tentially arrive at the scheduler [21]. Otherwise the per-packet work complexity increases
to O(n) since one may encounter a situation, in which, even after visiting each of the n
flows and examining the respective DC values, no packet is eligible for transmission. A
per-packet work complexity of O(1) is ensured if we make sure that at least one packet is
transmitted from each active flow during each round. This is ensured if the quantum is no
smaller than the size of the largest possible packet, since this guarantees that the packet
size at the head of each queue at the start of its service opportunity will always be less
than the sum of the DC value and the quantum value of the flow. In order to achieve a
per-packet work-complexity of O(1), therefore, the DRR scheduler requires knowledge of
the upper bound on the size of a packet. DRR, thus, is not ideally suitable for wormhole
networks since it requires the knowledge of the size of a packet before making a decision
on transmitting it, and in addition requires an upper bound on the size of a packet.
1.4.7 Surplus Round Robin (SRR)
In [34, 35], a fair scheduler similar to DRR was proposed. This algorithm, later known as
Surplus Round Robin (SRR), has also been used in other contexts such as in [36]. SRR is
a modified version of DRR, in which the scheduler continues serving a flow as long as the
DC value of the flow is positive. When the DC becomes negative, the scheduler begins
serving the next flow in the round robin sequence. Thus, while DRR never allows a flow to
overdraw its account but rewards an under-served flow in the next round, SRR allows a flow
to overdraw its account but penalizes the flow accordingly in the next round. DRR keeps an
account of each flow’s deficit in service, while SRR keeps an account of the surplus service
received by each flow. SRR does not require the scheduler to know the length of a packet
before scheduling it. However, it does require the use of a fixed quantum assigned to each
flow per round. As in DRR, in order to ensure an O(1) per-packet work complexity, the
quantum value has to be no smaller than the size of the largest packet that may potentially
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arrive at the scheduler. SRR, like DRR, cannot be readily adapted for use in wormhole
switching since it also requires knowledge of the upper bound on packet sizes.
1.5 Contributions
In this section we will outline the important contributions of this dissertation. As ex-
plained in Section 1.1, wormhole switching, popular in interconnection networks of par-
allel systems, imposes certain unique restrictions on the scheduling algorithms. These
constraints can be summarized as follows:
• The scheduler should be able to make a decision on dequeueing a packet without
knowing the length of time it takes to transmit transmission of a packet without knowl-
edge of how long it will take to transmit the packet.
• The scheduler also cannot assume an upper bound on the length of time it takes to
transmit the packets.
Over the last decade, a variety of scheduling algorithms that seek to achieve fair-
ness in bandwidth allocation have been proposed and implemented in Internet routers
[16, 18, 21, 24, 27, 32, 34–37]. A number of these scheduling disciplines were discussed in
Section 1.4. Unfortunately, most fair scheduling disciplines proposed for Internet routers
are either too expensive to implement in high-speed hardware switches because of the
work complexity of per-packet processing, or cannot be easily adapted to the unique re-
quirements of wormhole networks described above. For example, most timestamp-based
schedulers such as Weighted Fair Queuing [6] have a work complexity of O(log n) with
respect to the number of flows. On the other hand, more efficient schedulers such as Deficit
Round Robin (DRR) [21] and Surplus Round Robin (SRR) [34–36] require knowledge of
the upper bound on packet lengths to achieve a work complexity of O(1), rendering them
difficult to adapt to wormhole networks.
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In the first part of this dissertation we present a novel and simple scheduling discipline
called Elastic Round Robin (ERR), which is designed to address the unique requirements
of wormhole networks. In traditional scheduling literature, it is typically assumed that the
length of time it takes to transmit a packet is directly proportional to the size of the packet.
Therefore, the problem of designing a fair scheduler for wormhole networks is equivalent to
the problem of designing a fair scheduler in the traditional sense but without the scheduler
making any assumptions on the size of a packet before beginning the transmission. Based
on this equivalence, we present the ERR scheduler as a solution to the latter problem. It
should be noted that in many real interconnection networks as well as in Internet routers,
packet headers do carry a field with the packet length in it, and therefore, the problem in
such cases is not a lack of knowledge of the packet length. However, when a scheduler
uses the size of a packet to make its decisions, it cannot be readily adapted to the unique
requirements of wormhole switching.
In spite of the constraints of wormhole switching imposed on the design, ERR is also
suitable for use in Internet routers for scheduling best-effort connections. The emerging
high-speed packet-switched networks are expected to support a variety of services beyond
the best-effort service available in the Internet today. The fair packet scheduling algorithms
in switches and routers play a critical role in providing the Quality-of-Service (QoS) guar-
antees required by the new multimedia applications. We also present a modified version
of ERR which can be used for scheduling these guaranteed-rate application flows. Further
we present analytical results on the efficiency, fairness and performance characteristics of
ERR. A scheduler is considered to be efficient if the order of the work complexity of en-
queuing and dequeuing a packet, with respect to the number of flows, is O(1). We prove
that the work complexity of ERR is O(1), equal to or better than other scheduling disci-
plines. The fairness of a scheduling discipline is measured using a well-known and widely
used metric, known as the Relative Fairness Bound (RFB) [24]. We prove that the rela-
tive fairness bound of ERR is 3m, where m is the size of the largest packet that actually
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arrives during the execution of ERR. For guaranteed-rate flows another important perfor-
mance characteristic is the latency, which is measured as the cumulative length of time that
a newly active flow has to wait until it can start receiving service at its reserved rate. We
also evaluate the latency bound of ERR and prove that it belongs to the class of Latency-
Rate (LR) Servers, a general class of guaranteed-rate schedulers [38]. Our analysis proves
that the ERR algorithm has better fairness properties as well as better performance charac-
teristics than other scheduling disciplines of comparable efficiency such as Deficit Round
Robin and Surplus Round Robin. As a result, ERR is an attractive scheduling discipline
for both best-effort and guaranteed-rate traffic.
As explained earlier, frame-based schedulers are extremely efficient with an O(1) com-
plexity making them attractive for implementation in routers and, especially so, in hardware
switches. However, these frame-based schedulers suffer from a number of disadvantages.
Let us first re-examine the behavior of a frame-based scheduler such as ERR. The ERR
scheduler works in rounds, where a round is defined as one round-robin iteration over all
flows that are active at the start of the round. The scheduler selects the flow at the head of
this list and serves it for a continuous period of time in proportion to its weight. This results
in a highly bursty packet stream at the output of the scheduler. A high degree of burstiness
in the traffic increases the delay jitter which can in turn have an adverse effect on the perfor-
mance of real-time applications. In addition, when a new flow becomes active it has to wait
until all the other previously active flows are served by the scheduler before it can receive
any service. As a result, the latency bound of these schedulers can be considerably greater
than the sorted-priority schedulers. In addition, due to the round robin order of service, a
flow that is lagging in service in comparison to other flows has to wait for its compensation
for this service lag in the subsequent round. Further, there is no means for such a lagging
flow to receive precedence over all the other flows which have already received more than
their fair share of the service in the previous round. These weaknesses stem from the round
robin nature of the service order and from the fact that each flow receives its entire share of
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service in the round at once in one service opportunity.
In the second part of this dissertation, we address the above problems associated with
the round robin service order of the ERR scheduler and present a a scheduling discipline
called Prioritized Elastic Round Robin (PERR) [39] as a solution. The total service re-
ceived by a flow in a round in PERR is identical to the service received by the flow in
the corresponding round in ERR. However, in PERR, this service received by a flow is
split into several parts over the course of the round. The PERR scheduler eliminates the
strict round-robin nature of service order and re-orders the transmission sequence within
each round of the ERR scheduler. This reordering of packets allows the flows that have
received less service in the previous round to gain precedence over the other flows in the
current round. The exact manner in which the transmission sequence is re-ordered depends
on a certain per-flow state that indicates how far ahead or behind a flow is in consuming
its share of bandwidth. This re-ordering of the transmission sequence in PERR is accom-
plished by adding a limited number, p of priority queues to the original architecture of the
ERR scheduler. We conclude this part of our work with a detailed analysis of the fairness
and performance characteristics of the PERR. To simplify the analysis, we use a novel
approach based on interpreting the PERR scheduler as an instance of the Nested Deficit
Round Robin (Nested-DRR) discipline discussed in [40]. Our analysis shows that both
the relative fairness bound and the latency bound of PERR are lower than those of other
schedulers of comparable efficiency. We also show that the worst-case work complexity
of the PERR scheduler is O(log p), where p denotes the number of priority queues. It is
important to note that p ¿ n, where n is the total number of flows being serviced by the
scheduler. As a result, the work complexity of the PERR scheduler is much lower than those
of sorted-priority schedulers such as WFQ which have a work complexity of O(log n). The
low work complexity of PERR also results in an efficient and simple software implementa-
tion. In addition, since PERR is based on the ERR scheduler it too satisfies the constraints
of wormhole routing and hence can also be used for scheduling flows in interconnection
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networks of parallel computer systems.
The fairness and latency measures used in this dissertation and in other literature on
scheduling algorithms, however, are only bounds and do not accurately capture the behav-
ior of the scheduler most of the time under normal circumstances. Recently a new instan-
taneous measure of fairness known as the Gini index [41] has been proposed. This index
is adapted from the measures of inequalities used in the field of economics. A complete
evaluation of a scheduler for real-time multimedia traffic is possible with this measure. In
the final part of this work, we present extensive simulation results to comparitively judge
the instantaneous fairness achieved by ERR and PERR in comparison with other schedul-
ing disciplines of equivalent complexity such as DRR, SRR and Pre-order DRR [42]. We
also include the WFQ scheduler as a representative sorted-priority scheduler in our com-
parisons. For our simulations we make use of both synthetic traffic and real gateway traffic
traces. Besides the fairness, we also present a comparison of the latency bounds of these
schedulers.
1.6 Dissertation Organization
The rest of the dissertation is organized as follows. Chapter 2 presents a detailed de-
scription of the Elastic Round Robin (ERR) scheduling algorithm along with the rationale
behind it. In Chapter 3 we presents analytical results on the efficiency, fairness and perfor-
mance characteristics of ERR. Chapter 4 first highlights the problems associated with the
frame-based schedulers. We then present the Prioritized Elastic Round Robin (PERR) as
a solution to eliminating these limitations. In Chapter 5 we evalulate the performance and
fairness bounds of the PERR scheduler. Chapter 6 presents a simulation-based evaluation
of the instantaneous fairness and latency bounds of ERR and PERR as compared to other
fair efficient schedulers. Finally, Chapter 7 gives a summary of this dissertation, together
with some conclusions and directions for future research.
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Chapter 2. Elastic Round Robin
In this chapter we propose a novel fair, efficient and low-latency scheduling discipline
called Elastic Round Robin (ERR) which addresses the constraints imposed by wormhole
switching as described in Section 1.1. Even though ERR is designed for wormhole net-
works, it can be used in a wide variety of contexts whenever there is a shared resource that
needs to be allocated fairly among multiple requesting entities. In some of these contexts
its unique properties relevant to wormhole switching are critical, and in some others, its
advantages derive from its simplicity, better fairness and better performance characteris-
tics. For e.g., ERR can be implemented in the Internet routers for fair scheduling of various
flows of traffic corresponding to a source-destination pair. Also, despite the constraints of
wormhole switching imposed on the design, ERR can be used to schedule packets in such
a network, since it does not use the knowledge of the packet length to make a schedul-
ing decision. Besides scheduling packets from input queues to output queues in wormhole
switches, the ERR algorithm can actually also be used for achieving low average delay in
the fair scheduling of packets to the output link from output queues belonging to various
virtual channels. ERR can also be easily adapted for scheduling guaranteed-rate flows.
Because of the wide applicability of our solution, and so that this work may be readily
understood and used in a variety of contexts, we present this algorithm as a solution to the
following abstraction of the problem. Consider n flows, each with an associated queue with
packets in it. All the n flows have a continuous stream of arbitrary sized packets arriving to
the switch and all these flows wish to leave the switch via the same outgoing link as shown
in Figure 2.1. The scheduler dequeues packets from these queues according to a scheduling
discipline and forwards them for transmission on an output link or to another queue. As
in traditional scheduling problems, we allow that the length of time it takes to dequeue a
packet is proportional to the size of the packet. However, to apply this work to wormhole
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Figure 2.1: The switch model
networks, we require that the scheduling algorithm not know the length of a packet until
it has completely dequeued the packet. For wormhole networks, references to the length
of the packet in the algorithm may be replaced by length of time it takes to dequeue the
packet. In all of this chapter, we use a flit as the smallest piece of a packet that can be
independently scheduled, and we measure the length of a packet in terms of flits.
The aim of the ERR scheduler is to give each flow a fair share of the output bandwidth
and hence provide protection from flows that may send large sized packets or the flows
that may send packets at a high rate. The main idea is as follows: in ERR, each flow is
assigned an allowance, measured in terms of the number of flits, that a flow can transmit in
any given round. The queues are serviced in round robin order. When a queue is selected
for service, ERR scheduler calculates its allowance. ERR serves a queue as long as the
number of flits transmitted from that queue in any round is less than its allowance in that
round. The ERR scheduler, however, allows a flow to exceed its allowance. Associated
with each queue is a state, surplus count which keeps track of the extra bandwidth that a
flow used in any given round. The surplus count is used to calculate the allowance for a
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flow in the following round, so that if a flow overdraws its allowance by some amount, it
is penalized by this amount in the next round. A flow that tries to seize a large fraction of
bandwidth beyond its fair share will have a large value of surplus count. In the following
round, the ERR scheduler allows the other flows to transmit at least as many flits as this
flow did in addition to its fair share in the previous round. Thus, the flows that received
little service in a round are compensated for in the next round.
The rest of the chapter is organized as follows. Section 2.1 presents a detailed descrip-
tion of the ERR scheduler along with the rationale behind it. ERR was originally designed
for use in wormhole networks such as the interconnection networks of parallel computer
systems. In addition, ERR can also be used for scheduling best-effort traffic in the Internet.
In Section 2.2, we present a weighted version of ERR which can be used for scheduling
guaranteed-rate flows.
2.1 Algorithm Description
A pseudo-code implementation of the ERR scheduling algorithm is shown in Fig-
ure 2.2, consisting of Initialize, Enqueue and Dequeue routines.
We define a flow as active when a packet belonging to this flow is in the middle of being
dequeued by the scheduler, or when the queue corresponding to the flow is not empty. In
ERR, we maintain a linked list, called the ActiveList, of flows which are active. The ERR
scheduler moves through this list in a round robin manner and serves packets from the
queue it points to. A flow whose queue was previously empty and therefore not in the
ActiveList, is added to the tail of the list whenever a new packet belonging to the flow
arrives. The ERR scheduler serves the flow i at the head of this list. After serving flow i,
if the queue of flow i becomes empty, it is removed from the list. On the other hand if the
queue of flow i is not empty after it has received its round robin service opportunity, flow i
is added back to the tail end of the list.
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Initialize: (Invoked when the scheduler is initialized)
RoundRobinVisitCount   ;
PreviousMaxSC   ;
MaxSC   ;
for (    ;  ;    
	 )
SC    ;
Enqueue: (Invoked when a packet arrives)

  QueueInWhichPacketArrives;
if (ExistsInActiveList(i) == FALSE) then
AddToActiveList(i);
Increment SizeOfActiveList;
SC    ;
end if;
Dequeue:
while (TRUE) do
if (RoundRobinVisitCount    ) then
PreviousMaxSC = MaxSC;
RoundRobinVisitCount   SizeOfActiveList;
MaxSC   ;
end if;

  HeadOfActiveList;
RemoveHeadOfActiveList;


 
	ﬀﬂﬁﬃ! #"$ﬂ%'&(%'&) ;
Sent    ;
do
TransmitPacketFromQueue *+-, ;
Increase Sent  by LengthInFlitsOfTransmittedPacket;
while (Sent     );
SC    Sent '(

 ;
if (SC . MaxSC ) then
MaxSC   SC  ;
end if;
if (QueueIsEmpty == FALSE) then
AddQueueToActiveList *+/, ;
else
SC  = 0;
Decrement SizeOfActiveList;
end if;
Decrement RoundRobinVisitCount;
end while;
Figure 2.2: Pseudo-code for ERR
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The Enqueue routine is invoked whenever a new packet arrives at a flow. The Enqueue
routine queues a packet for an output link of a switch. This is done by looking at the
flow identifier or flow id in the packet header. Then, if the flow identifier does not already
exist in the ActiveList, it is added to the list and its Surplus Count is reset to zero and the
SizeOfActiveList is incremented by one. The Dequeue routine is the heart of the algorithm
which schedules packets from the queues corresponding to different flows. As long as there
are packets queued for an output link, this process is active. Thus, the work to process a
packet involves two parts: enqueuing and dequeuing.
Consider the instant of time, t1, when the scheduler is first initialized. We define Round
1 as one round robin iteration starting at time t1 and consisting of visits to all the flows that
were in the ActiveList at time t1. We illustrate this definition of a round using Figure 2.3.
Assume that flows A, B and C are the only flows active at the beginning of Round 1. The
visits of the scheduler to the flows A, B and C, comprise Round 1. Let flow D become
active after the time instant t1, but before the completion of Round 1 at time instant t2.
The scheduler does not visit flow D in Round 1 since D was not in the ActiveList at the
start of Round 1. Round 2 is now defined as consisting of the visits to all of the flows
that are in the ActiveList at time t2. Assuming that flows A, B and C are still active at
time t2, Round 2 will consist of visits to the flows A, B, C and D. In general, we define
round i recursively as the set of visits to all the flows in the ActiveList at the instant round
(i − 1) is completed. In order that the scheduler knows the number of flows it has to visit
in any given round, we introduce the quantity RoundRobinVisitCount which denotes the
number of flows that are in the ActiveList at the start of a round. This is done by setting
RoundRobinVisitCount to the SizeOfActiveList at the start of each round. After a visit to
each flow, RoundRobinVisitCount is decremented by one. This means that at any given
time, RoundRobinVisitCount indicates the number of flows that are yet to be visited by
the scheduler in the current round. When RoundRobinVisitCount eventually equals zero, it
implies the end of a round.
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Figure 2.3: Definition of a round
In each round, the scheduling algorithm determines the number of flits that a flow is
allowed to send. We call this quantity the allowance for the flow during that round. The
allowance assigned to flow i during round s is denoted by Ai(s). This allowance, however,
is not a rigid one and is actually elastic, in that a flow may be allowed to send more flits
in a round than its allowance. We allow a flow to exceed its allowance because, as already
explained, in a wormhole switch, once the scheduler starts serving a packet, it will have to
serve that packet in its entirety before it schedules packets from other flows for the output
link. Let Senti(s) be the number of flits that are transmitted from the queue of flow i in
round s. Each time a packet is successfully transmitted, this quantity in incremented by
the length of the packet in flits. The ERR scheduler will keep serving the packets from the
queue, if the total number of flits transmitted by the flow so far in the current round is less
than its allowance. The ERR scheduler, thus, makes the scheduling decision without any
knowledge about the packet length.
Note that the last packet transmitted by a flow may cause it to exceed its allowance,
as can happen when the allowance is smaller than the size of the packet at the head of the
corresponding queue. The following example will help make this point clear. Consider
a flow i, with allowance equal to 11 flits. Let the queue of flow i have two packets, and
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assume that the length of the packet at the head and the one following it be 10 and 20 flits,
respectively. Now, the ERR scheduler will transmit the packet at the head. Since the total
number of flits transmitted by the flow i so far in the current round is less than its allowance,
ERR scheduler will schedule the 20-flit packet (now at the head of the queue), letting flow
i to exceed its allowance by 19 flits. Note that every time a scheduler visits a certain flow,
it transmits at least as many flits as its allowance from the queue of that flow. When a flow
ends up sending more than its allowance, it is interpreted as having obtained more than its
fair share of the bandwidth. The scheduler records this unfairness in the Surplus Count
(SC) associated with each flow. The surplus count, during any round, is the number of flits
the flow sent in addition to its allowance.
Let SCi(s) denote the surplus count of flow i in round r. Then after serving flow i in
round s, the scheduler computes SCi(s) as
SCi(s) = Senti(s)− Ai(s) (2.1)
We introduce a quantity MaxSC (s) which denotes the largest surplus count among all
the flows served during round s. In other words,
MaxSC (s) = max {SCj(s)} ,∀j served in round s (2.2)
When the ERR scheduler is first initialized this quantity is set to zero. In any given round,
after a flow has been visited by the scheduler, its surplus count is computed using Equa-
tion (2.1). The ERR scheduler then checks if this surplus count is greater then the current
value of MaxSC (s) and if it is, it sets the value of MaxSC (s) to this new surplus count.
In a given round, after the scheduler has visited all the flows, let flow i be the one that has
the largest value of the surplus count. In the following round, the scheduler ensures that
each flow is allowed to send at least as many flits as flow i actually sent in excess of its
allowance in the previous round. MaxSC (s) is used, as follows, to recursively compute the
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allowances for each of the flows in the next round.
Ai(s) = 1 +MaxSC (s− 1)− SCi(s− 1) (2.3)
Note that, for flow i, which had the largest surplus count in the previous round, the new
allowance is 1. This is ensured by the addition of 1 in (2.3) so that the scheduler will
transmit at least one packet from this flow during the next round.
The allowance given to each of the flows in a given round is not fixed and is computed
depending on the behavior of the flows in the previous round. After the ERR scheduler
serves flow i, if the queue of flow i is empty, its surplus count is reset to zero and it is
removed from the ActiveList and the SizeOfActiveList is decremented by one. Otherwise if
flow i has packets in its queue that are ready for transmission, it is added back at the tail
end of the list and we store its surplus count for use in the next round.
Figure 2.4 illustrates the first three rounds in an execution of the ERR scheduling disci-
pline. In this figure, at the beginning of the first of these rounds, the surplus counts for all
the three flows and the MaxSC are all initialized to 0. Thus, from Equation (2.3), the al-
lowance during round 1 is equal to 1 for all the flows. The sizes of the packets actually sent
by the flow during this round are shown by the vertical bars, and the new allowances for
the next round are again computed using Equations (2.1) and (2.3). The value of MaxSC
used in each round to compute the allowance is also shown. In round 1, flow A transmits
a packet of length of 32 flits, thus exceeding its allowance by 31 flits. Flow B transmits a
packet of length 16 flits and SCB(1) is computed as 15. The scheduler schedules a packet
of length 24 flits from flow C and SCC(1) is computed as 23 flits. Thus, at the end of round
1, MaxSC (1) equals SCA(1) and this is used to calculate the allowances for all the flows in
the next round in accordance with Equation (2.3). In round 2, the allowance for flow A is
minimum, while the allowances for the other flows have been increased, thus compensating
for the past unfairness. It is easily observed from Figure 2.4 that, in general, flows which
receive very little service in a round are given an opportunity to receive proportionately
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Figure 2.4: An illustration of 3 rounds in an ERR execution
more service in the next round.
Figure 2.5 shows a block diagram of a portion of ERR to illustrate the various operations
used to determine when the scheduler should stop service of one flow and begin service for
another. In the diagram, PreviousMaxSC and RoundRobinVisitCount are abbreviated as
PMaxSC and RRVC. The thin lines in the figure indicate single-bit signals, while the thick
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Figure 2.5: A block diagram illustration of the ERR scheduler
dark lines indicate multi-bit buses carrying quantities such as packet sizes and values of
various counters.
2.2 Guaranteed-Rate Scheduling using ERR
In this section, we show that ERR can be easily adapted for scheduling guaranteed rate
connections. We present a weighted version of ERR for guaranteed-rate services. Consider
an output link of transmission rate r, access to which is controlled by the ERR scheduler.
Let n be the total number of flows and let ρi be the reserved rate for flow i. Let ρmin be the
smallest of the reserved rates. Note that since all the flows share the same output link, a
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necessary constraint is that the sum of the reserved rates be no more than the transmission
rate of the output link. In other words,
n∑
i=1
ρi ≤ r
In order that each flow receives service proportional to its guaranteed rate, the ERR sched-
uler assigns a weight to each flow. The weight assigned to flow i, wi, is given by,
wi =
ρi
ρmin
(2.4)
Note that for any flow i, wi ≥ 1.
The weighted version of ERR is exactly similar to the ERR algorithm described in
the preceding section. The only difference is in the calculation of the Allowance and the
MaxSC (r). MaxSC (s) is defined as the largest weighted surplus count among all the flows
served in round s. In other words,
MaxSC (s) = max
{
SCj(s)
wj
}
, ∀j served in round s (2.5)
The allowance for each flow is calculated using the MaxSC value in the previous round, as
follows:
Ai(s) = wi(1 +MaxSC (s− 1))− SCi(s− 1) (2.6)
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Chapter 3. Performance Analysis of ERR
In this chapter we present a detailed analysis of the performance characteristics of the
ERR scheduling discipline. We evaluate the performance of ERR based on the following
important properties:
• Efficiency: The efficiency of a scheduling discipline is measured in terms of the order
of work complexity associated with the enqueuing and dequeuing operations, with
respect to n, the number of active flows. In high-speed networks with large numbers
of active flows, the time available for a scheduler to make its scheduling decision
is very small. Hence, it is desirable that the time to enqueue a received packet or to
dequeue a packet for transmission is as independent as possible of the number of flows
sharing the output link. A per-packet work complexity of O(1) is most desirable.
• Fairness: The available link bandwidth must be distributed among the flows sharing
the link in a fair manner. This ensures that the performance achieved by a flow is not
affected when a possibly misbehaving flow tries to transmit packets at a rate faster
than its fair share. We measure fairness using a well-known and widely used metric,
known as the relative fairness bound [24].
• Latency: An appropriate measure of packet schedulers in this regard, especially for
schedulers seeking to provide guaranteed services is the upper bound on the length of
time it takes a new flow to begin receiving service at the guaranteed rate [38]. The
latency bound is directly related to the amount of playback buffering required at the
receiver.
The results in this chapter present an analytical proof that the ERR algorithm has better
fairness properties as well as better performance characteristics than other fair scheduling
disciplines of comparable efficiency such as DRR and SRR.
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The rest of this chapter is organized as follows. In Section 3.1, we prove that the work
complexity of ERR is O(1), equal or better than other scheduling disciplines. Section 3.2
presents the fairness analysis of ERR. We prove that the relative fairness bound of ERR is
3m, where m is the size of the largest packet that actually arrives during the execution of
the ERR scheduler. Section 3.3 briefly describes the concept of latency-rate (LR) servers,
a general class of schedulers proposed by Stiliadis and Verma in [38]. In Section 3.4, we
evaluate the latency bound of ERR and prove that it belongs to the class of LR servers. In
addition, we also show that the latency bound derived in this section is a tight one.
3.1 Work Complexity
The work complexity of a scheduling discipline is defined as follows,
Definition 3.1.1 Consider an execution of a scheduling discipline over n flows. We define
the work complexity of the scheduler as the order of the time complexity, with respect to n,
of enqueuing and then dequeuing a packet for transmission.
Note that, this definition of work complexity does not include the transmission time of the
packet.
Theorem 3.1.1 The work complexity of an ERR scheduler is O(1).
Proof: We prove the theorem by showing that enqueuing and dequeuing a packet are
each of time complexity O(1).
The time complexity of enqueuing a packet is the same as the time complexity of the
Enqueue procedure in Figure 2.2, which is executed whenever a new packet arrives at a
flow. Determining the flow at which the packet arrives is an O(1) operation. Once, we
figure out the queue to enqueue, the packet is appended to the end of the queue. The flow at
which the new packet arrives is added to the ActiveList, if it is not already in the list. This
addition of an item to the tail of a linked list data structure is also an O(1) operation.
41
We now consider the time complexity of dequeuing a packet. During each service
opportunity, the ERR scheduler transmits at least one packet. Thus, the time complexity
of dequeuing a packet is equal to or less than the time complexity of all the operations
performed during each service opportunity. Each execution of the set of operations inside
the while loop of the Dequeue procedure in Figure 3.2, represents all operations performed
during each service opportunity given to a flow. These operations include determining the
next flow to be served, removing this flow from the head of the ActiveList and possibly
adding it back at the tail. All of these operations on a linked list data structure can be
executed in O(1) time. Additionally, each service opportunity includes updating the values
of surplus count and allowance corresponding to the flow being served, and also updating
the values of MaxSC, PreviousMaxSC, SizeOfActiveList and RoundRobinVisitCount. All of
these can be done in constant time, as represented by the constant number of operations in
the dequeue procedure in Figure 2.2.
3.2 Fairness Analysis
The fairness of a scheduling discipline is best measured in comparison to the GPS
scheduling algorithm. The quantity, known as the Absolute Fairness Bound (AFB) of a
scheduler S, is defined as the upper bound on the difference between the service received
by a flow under S and that under GPS over all possible intervals of time. This bound is often
difficult to derive analytically. Also it has been shown in [43] that the AFB is related by a
simple equation to another popular fairness measure known as the Relative Fairness Bound
(RFB) first proposed in [24]. The RFB is also much easier to evaluate as compared to the
AFB. In our fairness analysis, we therefore make use of the RFB. Our metric is identical
to the one used in [21]. . The RFB is defined as the maximum difference in the service
received by any two flows over all possible intervals of time. The following provides a
more rigorous definition. In the following, a flow is considered active during an interval
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of time, if, during this interval, its queue is never empty of packets awaiting transmission.
We consider only the active flows to measure the fairness because it makes no sense in
comparing a flow that is not active with the one that is, since the former does not receive
any service when it is not active.
Definition 3.2.1 Let Senti(t1, t2) be the number of flits transmitted by flow i during the
time interval between t1 and t2. Given an interval (t1, t2), we define the Relative Fairness,
RF(t1, t2) for this interval as the maximum value of |Senti(t1, t2)− Sent j(t1, t2)| over all
pairs of flows i and j that are active during this interval. Define the relative fairness bound
(RFB) as the maximum of RF(t1, t2) for all possible time intervals (t1, t2).
It is desirable that RFB be a small constant. The smaller the RFB, the closer the sched-
uler emulates the GPS scheduler which is considered an ideal fair scheduling algorithm.
Definition 3.2.2 Define m as the size in flits of the largest packet that is actually served
during the execution of a scheduling algorithm.
Definition 3.2.3 Define M as the size in flits of the largest packet that may potentially
arrive during the execution of a scheduling algorithm. Note that, M ≥ m.
Lemma 3.2.1 For any flow i and round r in the execution of an ERR scheduling discipline,
0 ≤ SCi(r) ≤ m− 1 (3.1)
Proof: The lower bound on SCi(r) in the expression of the lemma is obvious since
the ERR algorithm always schedules at least as many flits as Ai(r) during round r. The
only exception is when the queue for flow i becomes empty in round r, in which case the
surplus count of the flow is reset to 0.
The ERR algorithm never begins dequeuing a new packet in a flow after the number of
flits sent in a round r is equal to or more than the allowance Ai(r). Thus, the lowest value
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of the allowance at which the ERR scheduler may select a new packet for transmission is
1, and this will be the last packet transmitted by the flow during this round. Since the
size of this packet can be no greater than m, from Equation (2.1), the upper bound in the
expression of the lemma is proved.
The following corollary follows directly from Lemma 3.2.1.
Corollary 3.2.1 In any round r, MaxSC (r) is bounded as follows,
0 ≤ MaxSC (r) ≤ m− 1 (3.2)
The next theorem gives the upper and the lower bounds on the number of flits that any flow
can transmit in n consecutive rounds during which it is active.
Theorem 3.2.1 Given n consecutive rounds starting from round k during which flow i is
active, the bounds on the total number of flits, N , transmitted by flow i are given by,
n+
k+n−2∑
r=k−1
MaxSC (r)− (m− 1) ≤ N ≤ n+
k+n−2∑
r=k−1
MaxSC (r) + (m− 1)
Proof: Substituting for Ai(r) using Equation (2.3) into Equation (2.1), we get,
Sent i(r) = 1 +MaxSC (r − 1)− SCi(r − 1) + SCi(r) (3.3)
Now, since N is the total number of flits transmitted by flow i from round r = k to r =
k + n− 1,
N =
k+n−1∑
r=k
Sent i(r)
Over n rounds of servicing of flow i, starting form round k, we get the following values of
Sent i(r):
Sent i(k) = 1 +MaxSC (k − 1)− SCi(k − 1) + SCi(k)
Sent i(k + 1) = 1 +MaxSC (k)− SCi(k) + SCi(k + 1)
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.
.
.
Sent i(k + n− 2) = 1 +MaxSC (k + n− 3)− SCi(k + n− 3) + SCi(k + n− 2)
Sent i(k + n− 1) = 1 +MaxSC (k + n− 2)− SCi(k + n− 2) + SCi(k + n− 1)
Summing up the above n Equations, we get:
Sent i(k) + Sent i(k + 1) + · · ·+ Sent i(k + n− 1) =
n+
k+n−2∑
r=k−1
MaxSC (r) + SCi(k + n− 1)− SCi(k − 1)
Recall that:
N = Sent i(k) + Sent i(k + 1) + · · ·+ Sent i(k + n− 1)
Therefore, we get:
N = n+
k+n−2∑
r=k−1
MaxSC (r) + SCi(k + n− 1)− SCi(k − 1) (3.4)
Using Lemma 3.2.1, 0 ≤ SCi(k + n − 1) ≤ m − 1, and 0 ≤ SCi(k − 1) ≤ m − 1. The
result of the theorem is readily obtained by substituting for these bounds on SCi(k − 1)
and SCi(k + n− 1) in Equation (3.4).
We now proceed to prove the bound on the fairness measure of the ERR scheduling
discipline. Note that, the relative fairness bound, RFB, is defined taking into consideration
all possible intervals of time (t1, t2). In the following, we prove that a tight upper bound
can be obtained considering only a subset of all possible time intervals. This subset is the
set of all time intervals bounded by time instants that coincide with the beginning or the
end of the service opportunity of flows.
Definition 3.2.4 Let T be the set of all time instants during an execution of the ERR algo-
rithm. Define Ts as the set of all time instants at which the scheduler ends serving one flow
and begins serving another. Define by F (t), for t /∈ Ts, the flow which is being served at
time instant t. For t ∈ Ts, we define F (t) as the flow just about to begin service.
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The following lemma allows us to prove an upper bound on the fairness measure, stated
in Theorem 3.2.2, considering only the time intervals (t1, t2), where t1, t2 ∈ Ts.
Lemma 3.2.2 RFB = max
t1,t2∈Ts
RF(t1, t2).
Proof: This lemma is proved if for any t1, t2 ∈ T, we can find t′1, t′2 ∈ Ts, such that
RF(t′1, t′2) ≥ RF(t1, t2).
Consider any two active flows i and j during the interval between t1 and t2, where
t1, t2 ∈ T. Without loss of generality, assume that during this interval, more flits have been
scheduled from flow i than from flow j. By appropriately choosing t′1 as the time instant
at either the beginning or the end of the service opportunity given to F (t1) at time t1, one
may verify that RF(t′1, t2) ≥ RF(t1, t2). Similarly, an appropriate choice of t′2 as either the
beginning or the ending instant of the service opportunity given to F (t2) at t2, can lead to
RF(t′1, t′2) ≥ RF(t1, t2).
Theorem 3.2.2 For any execution of the ERR scheduling discipline, FM < 3m.
Proof: By the statement of Lemma 3.2.2, we need to only consider all time intervals
bounded by time instants that coincide with the starting or ending of service to a flow. We
therefore prove the statement of the theorem using the time interval between instants t1 and
t2, where both t1 and t2 belong to Ts.
Consider any two flows i and j that are active in the time interval between t1 and t2.
From the algorithm in Figure 2.2, it follows that after flow i receives service, it is added to
the tail end of the ActiveList. Since flow j is in the ActiveList, the ERR scheduler will visit
flow j, before flow i receives service again. Thus, in between any two consecutive service
opportunities given to flow i, flow j receives exactly one service opportunity. Hence, if ni
and nj denote the total round robin opportunities received by flows i and j respectively in
the time interval (t1, t2) then, |ni − nj| ≤ 1.
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Figure 3.1: Explanation for |ri − rj| ≤ 1
Let r(t) denote the round in progress at time instant t. Also note that the time instant
t1 may be such that the service opportunity received by one of the two flows in round r(t1)
may not be a part of interval (t1, t2). Thus, the first time that the scheduler visits this flow
in the interval under consideration would be in the round following r(t1). Consequently, if
ri and rj , denote the rounds in which flows i and j receive service for the first time in the
interval (t1, t2) respectively, then |ri − rj| ≤ 1. This is illustrated in Figure 3.1
Since t1 and t2 both belong to set Ts, assume that the time instant t1 coincides with the
time when the scheduler has finished serving flow j in round r(t1). Hence, the scheduler
now visits flow i. Let the time instant tX mark the end of the service opportunity of flow
i and the round r(t1). Thus, in the time interval under consideration, the ERR scheduler
visits flow i for the first time in the round r(t1) and flow j in the round r(t2).
Without loss of generality, we can assume that in the interval (t1, t2), flow i starts
receiving service before flow j. Thus,
rj ≤ ri + 1,
and ni ≤ nj + 1
(3.5)
From Theorem 3.2.1, for flow i
Sent i(t1, t2) ≤ ni +
ri+ni−2∑
k=ri−1
MaxSC (k) + (m− 1) (3.6)
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For flow j,
nj +
rj+nj−2∑
k=rj−1
MaxSC (k)− (m− 1) ≤ Sent j(t1, t2) (3.7)
Combining Equations (3.6) and (3.7), and using (3.5), we get,
Sent i(t1, t2)− Sent j(t1, t2) ≤ 1 +
ri+ni−2∑
k=ri−1
MaxSC (k)
−
rj+nj−2∑
k=rj−1
MaxSC (k) + 2(m− 1) (3.8)
Let us now consider the quantity D given by,
D =
ri+ni−2∑
k=ri−1
MaxSC (k)−
rj+nj−2∑
k=rj−1
MaxSC (k)
We now compute D for each of the four possible cases.
Case 1 (ri = rj , ni = nj):
D = 0
Case 2 (ri = rj , ni = nj + 1):
D = MaxSC (ri + ni − 2)
Case 3 (ri = rj − 1, ni = nj):
D = MaxSC (ri − 1)−MaxSC (ri + ni − 1)
Case 4 (ri = rj − 1, ni = nj + 1):
D = MaxSC (ri − 1)
Using Corollary 3.2.1, in each of the above four cases, D < m. Substituting in (3.8),
the statement of the theorem is proved.
48
It can be easily verified that Theorem 3.2.2 can also be proved for the weighted ERR
scheduler using Equations (2.6) and (2.5) in place of Equation (2.3) and (2.2) in the proof
above.
In comparison to a relative fairness bound of 3m for ERR, both DRR and SRR have
a relative fairness bound of M + 2m, where M is the size of the largest packet that may
potentially arrive during the lifetime of the execution of the scheduling discipline. Recall
that m is the size of the largest packet that actually arrives during the execution of the
scheduler. In most networks, including the Internet, the vast majority of the packets in the
traffic are of much smaller size than the maximum possible size of a packet [44, 45]. The
value of m in the expression for the relative fairness, especially over short intervals of time,
is likely to be much smaller than M . The fairness achieved by ERR, thus, is always equal
to or better than that achieved by DRR or SRR.
3.3 Latency Rate Servers
In this section we present a brief overview of the concept of Latency Rate servers, first
introduced in [38]. The theory of Latency Rate (LR) servers provides a means to describe
the worst-case behavior of a broad range of scheduling algorithms in a simple manner. The
two key parameters that determine the behavior of a LR server are the latency and the
reserved rate of each flow. The latency of a LR server is a measure of the cumulative time
that a flow has to wait until it begins receiving service at its guaranteed rate. The latency
of a particular scheduling algorithm may depend on a number of factors such as internal
parameters of the scheduling discipline, the reserved rates of the other flows multiplexed
on the same output link and the transmission rate of the flow on the output link. It has
been shown in [38] that several well-known scheduling disciplines such as Weighted Fair
Queuing (WFQ), Self-Clocked Fair Queuing (SCFQ), Virtual Clock and Deficit Round
Robin (DRR) belong to the class of LR servers.
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We first present some definitions and notations which will be useful in understanding
the concept of LR servers.
Definition 3.3.1 A system busy period is defined as the maximal time interval during which
the server is continuously transmitting packets.
Definition 3.3.2 We define a flow as active during an interval of time, if at all instants of
time during this interval, it has at least one packet awaiting service or being served.
We now define define the notion a busy period, an essential component of the concept
of LR servers.
Definition 3.3.3 A busy period of a flow is defined as the maximal time interval during
which the flow is active if it served at exactly its reserved rate.
Let ρi be the reserved rate for flow i. Also let Arrivedi(t1, t2) denote the total number
of bits of flow i that arrive at the scheduler during the time interval (t1, t2). Consider an
interval of time (τ1, τ2)which represents a busy period for flow i. Then for any time interval
(τ1, t) such that t ∈ (τ1, τ2), the number of bits that arrive during this interval is greater than
or equal to the number of bits that would exit the scheduler if the flow received service at
its reserved rate, ρi. In other words, for all t ∈ (τ1, τ2),
Arrivedi(τ1, t) ≥ ρi(t− τ1)
A graph of Arrivedi(τ, t) against time is plotted in Figure 3.2. Figure 3.2 illustrates
two busy periods, (t1, t2) and (t3, t4) for flow i. It is important to understand the basic
difference between a session busy period and a session active period. The definition of
the busy period supposes that flow i is served at the constant reserved rate, and therefore,
depends only on the reserved rate of the flow and the packet arrival pattern of the flow. An
active period of a flow, however, reflects the actual behavior of the scheduler where the
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Figure 3.2: Two busy periods for flow i
instantaneous service offered to flow i varies according to the number of active flows. If
during a busy period of flow i, the instantaneous service rate offered to flow i is greater
than the allocated rate, then the flow may cease to be active. Thus, a busy period of a flow
may include multiple active periods for that flow. The start of a busy period of a flow is
always caused by the arrival of a packet belonging to the flow.
Note that, when the same traffic distribution is applied to two different schedulers with
identical reserved rates, the ensuing active periods of the flows can be quite different. This
makes it difficult to make use of active periods to analyze a broad class of schedulers. On
the other hand, the busy period of a flow depends only on the arrival rate of the flow and
its reserved rate. Therefore, the busy period can be used as an invariant in the analysis of
different schedulers. It is because of this important property that the definition of an LR
server is based on the service received by a flow during a busy period.
The following definitions lead to a formal notion of latency in the case of guaranteed-
rate servers. The reader is referred to [38] for a more detailed discussion.
Definition 3.3.4 Define Sent i(t1, t2) as the amount of service received by flow i during the
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interval (t1, t2).
Definition 3.3.5 Let time instant αi represent the start of a certain busy period for flow i.
Let t > αi be such that the flow is continuously busy during the time interval (αi, t). Define
Si(αi, t) as the number of bits belonging to packets in flow i that arrive after time αi and
are scheduled during the time interval (αi, t).
Note that, Sent i(αi, t) is not necessarily equal to Si(αi, t). This is because, during this
interval of time, the scheduler may still be serving packets that arrived during a previous
busy period. Si(αi, t), therefore, is not necessarily the same as the total number of bits
scheduled from flow i in this interval. We are now prepared to present the definition of
latency in LR servers.
Definition 3.3.6 The latency of a flow is defined as the minimum non-negative constant Θi
that satisfies the following for all possible busy periods of the flow,
Si(αi, t) ≥ max{0, ρi(t− αi −Θi)} (3.9)
As defined in [38], a scheduler which satisfies Equation (3.9) for some non-negative
constant value of Θi is said to belong to the class of Latency Rate (LR) servers. The
above definition captures the fact that the latency of a guaranteed-rate scheduler should not
merely be the time it takes for the first packet of a flow to get scheduled, but should be a
measure of the cumulative time that a flow has to wait until it begins receiving service at
its guaranteed rate. A graph of Si(αi, t) against time is plotted in Figure 3.3. The RHS
of the above equation defines an envelop which bounds the minimum service received by
a flow i during the busy period (αi, t). The dashed line in Figure 3.3 corresponds to this
envelop. For a particular scheduling algorithm several parameters such as its transmission
rate on the output link, the number of the other flows sharing the link and their reserved rate
may influence the latency. It has been proved in [38] that the maximum end-to-end delay
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Figure 3.3: An example of the behavior of an LR server
experienced by a packet in a network of schedulers can be calculated from only the latencies
of the individual schedulers on the path of the connection and the traffic parameters on
the connection that generated the packet. Since the end-to-end delay increases directly in
proportion to the latency of the schedulers, the model highlights the significance of using
low-latency schedulers for achieving low end-to-end delays.
3.4 Latency Analysis
The analysis of the latency of ERR is facilitated by the following result, stated below
as Lemma 3.4.1 and proved in [38]. This result allows one to obtain a bound on the latency
achieved by a flow as given by Definition 3.3.6 by considering only the active periods of a
flow.
Lemma 3.4.1 Let τi be an instant of time when flow i becomes active. Let t > τi be some
instant of time such that the flow is continuously active during the time interval (τi, t). Let
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Θ′i be the smallest non-negative number such that the following is satisfied for all t.
Sent i(τi, t) ≥ max{0, ρi(t− τi −Θ′i)} (3.10)
Even though (τi, t) may not be a continuously busy period for flow i, the latency as defined
by Definition 3.3.6 is bounded by Θ′i.
We now proceed to derive a bound on the latency of the ERR scheduler, using the
lemma above. Note that, the instant of time when a flow i becomes active, τi, may or may
not coincide with the start of the round robin service opportunity of some other flow. In
the following, we prove that a tight upper bound on the latency of the ERR scheduler can
be obtained by considering τi belonging to only a subset of all possible time instants. This
subset is the set of all time instants that coincide with the beginning or the end of the service
opportunity of flows.
Definition 3.4.1 Define T as the set of all time instants, during an execution of the ERR
algorithm, at which the scheduler ends serving one flow and begins serving another. Define
Ti as the set of all time instants at which the scheduler begins serving flow i. Note that, the
set T is the union of Ti for all flows i, that are served during the execution of the scheduler.
Lemma 3.4.2 The latency experienced by flow i in an ERR scheduler will reach its upper
bound, Θ′i, only if the time instant, τi, at which flow i becomes active, belongs to the set T.
Proof: Assume that flow i becomes active at time instant τi. Let (t1, t2), t1 ≤ τi < t2
be the time interval during which some flow j 6= i receives its round robin service opportu-
nity. Consider the case when τi does not coincide with the start of the service opportunity
of flow i, i.e., τi > t1. Now, the time interval (t1, τi), which is a part of the round robin
service opportunity of flow j, will not contribute to the latency experienced by flow i. On
the other hand, consider the case when τi coincides with t1, the start of the service opportu-
nity of flow j. Now, the time for which flow i has to wait before receiving any service will
54
include the entire time interval (t1, t2) during which flow j receives its round robin service
opportunity. Clearly, the latency experienced by flow i is always greater when τi coincides
with the start of the service opportunity of some other flow. The statement of the lemma
follows from this observation.
From Lemma 3.4.2, in deriving an upper bound on the latency experienced by flow i,
therefore, one needs to only consider τi such that τi ∈ T. The following lemma further
limits the cases we need to consider in deriving the upper bound. Note that, in proving the
upper bound, we need to only consider the intervals of time over which Equation (3.10)
is an equality. In fact, the upper bound on the latency is achieved at time instants t when
Sent i(τi, t) = ρi(t − τi − Θ′i). The following lemma provides a simple condition on t in
order to achieve the equality in Equation (3.10).
Lemma 3.4.3 If flow i becomes active at time instant τi, then there exists some t ∈ Ti such
that the flow remains active during the interval (τi, t), and
Sent i(τi, t) = ρi(t− τi −Θ′i)
Proof: Note that, if Sent i(τi, t) = ρi(t−τi−Θ′i), then the flow experiences the worst-
case latency at time instant t. Consider any two consecutive time instants t1 and t2 which
both belong to Ti. Consider an instant of time t, t1 < t < t2.
Case 1: Let t be such that flow i is receiving service at time instant t.
During the interval (t1, t), the amount of service received by the flow is r(t − t1),
where r is the rate of the link. Clearly, during this time, the flow is receiving service at the
guaranteed rate or higher. Therefore, the worst-case latency experienced by the flow until
any time in the interval (t1, t) is no worse than that experienced by it until time t1 ∈ Ti.
Case 2: Let t be such that some flow other than i is receiving service at time instant t.
During the interval (t, t2), flow i receives no service at all. Therefore, the latency
experienced by the flow increases after time t but only until time t2. Thus, the worst-case
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latency experienced by the flow until any time in the interval (t, t2) is no worse than that
experienced by it until time t2 ∈ Ti.
The above two cases illustrate that the worst-case latency experienced by a flow during
an interval (t1, t2) is equal to the latency experienced by the flow until either time t1 or time
t2. Extrapolating to all intervals between consecutive time instants that belong to Ti, the
statement of the lemma is proved.
Theorem 3.4.1 The ERR scheduler belongs to the class of LR servers, with an upper
bound on the latency Θi for flow i given by,
Θi ≤ (W − wi)m+ (n− 1)(m− 1)
r
(3.11)
where n is the total number of active flows, W is the sum of the weights of all the flows and
r is the transmission rate of the output link.
Proof: From Lemma 3.4.1, we know that the latency of the ERR scheduler as defined
by Equation 3.3.6 is bounded by Θ′i. Hence, we will prove the theorem by showing that,
Θ′i ≤
((W − wi)m+ (n− 1)(m− 1))
r
Let time instant τi represent the time instant at which flow i becomes active. To prove
the statement of the theorem we must consider a time interval (τi, t) where t > τi, during
which flow i is continuously active. We first obtain the lower bound on the total service
received by flow i during the time interval under consideration. Then we express the lower
bound in the form of Equation (3.10) to derive the latency bound. By the statement of
Lemma 3.4.2, this upper bound on the latency is reached only if the time instant at which
flow i becomes active, τi, belongs to T. Therefore, in seeking the upper bound on the
latency, we may assume that flow i becomes active at exactly the instant that some other
flow begins receiving service. Let τ ki be the time instant marking the start of the k-th service
opportunity of flow i after it becomes active at time instant τi. Note that, τ ki belongs to
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Figure 3.4: An illustration of the time interval under consideration for the analysis of the
latency bound of ERR
Ti. Therefore, from Lemma 3.4.3, in order to determine the latency bound as defined by
Equation 3.10, one needs to only consider intervals of time (τi, τ ki ) for all k. Figure 3.4
illustrates the time interval under consideration for a given k.
The first step toward analyzing the latency bound involves determining the upper bound
on the time interval under consideration. Note that, the time instant τi may or may not
coincide with the end of a round and the start of the subsequent round. Let k0 be the round
which is in progress at time instant τi or which ends exactly at time instant τi. Let the time
instant th mark the end of round (k0+h−1) and the start of the subsequent round. For any
flow j during a round s in the interval under consideration, using (2.1) and (2.6), we have,
Sent j(s) = wj(1 +MaxSC (s− 1)) + SCj(s)− SCj(s− 1) (3.12)
As illustrated in Figure 3.4, assume that the time instant when flow i becomes active
coincides with the time instant when some flow j is about to start its service opportunity
during the k0-th round. Let Ga denote the set of flows which receive service during the
time interval (τi, t1), i.e., after flow i becomes active and during round k0. Similarly, let
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Gb denote the set of flows which are served by the ERR scheduler during the time interval
(t0, τi), i.e., before flow i becomes active and during round k0. Note that, flow i is not
included in either of these two sets since flow i will receive its first service opportunity
only in the (k0 + 1)-th round. If the time instant τi coincides with the end of a round, then
the set Ga will be empty and all the (n − 1) flows will belong to the set Gb. Note that, the
union of the sets Ga, Gb and flow i results in the set of n active flows. In other words,
Ga ∪Gb ∪ {i} = {n} (3.13)
Consider the time interval (τi, τ ki ) during which flow i receives k round robin service
opportunities. This time interval can be split into three sub-intervals:
1. (τi, t1): This sub-interval includes the part of the k0-th round during which all the
flows belonging to the set Ga will be served by the ERR scheduler. Summing Equation
(3.12) over all these flows,
t1 − τi ≤ 1
r
∑
j∈Ga
{wj(1 +MaxSC (k0 − 1)) + SCj(k0)− SCj(k0 − 1)} (3.14)
2. (t1, tk): This sub-interval includes k − 1 rounds of execution of the ERR scheduler
starting at round (k0 + 1). Consider the time interval (th, th+1) when round (k0 + h)
is in progress. Summing Equation (3.12) over all n flows,
th+1 − th ≤ W
r
(1 +MaxSC (k0 + h− 1))
+
1
r
n∑
j=1
{SCj(k0 + h)− SCj(k0 + h− 1)}
Summing the above over (k − 1) rounds beginning with round (k0 + 1),
tk − t1 ≤ W
r
(k − 1) + W
r
k−1∑
h=1
MaxSC (k0 + h− 1)
+
1
r
n∑
j=1
{SCj(k0 + k − 1)− SCj(k0)} (3.15)
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3. (tk, τ ki ): This sub-interval includes the part of the (k0 + k)-th round during which
all the flows belonging to the set Gb will be served by the ERR scheduler. Summing
Equation (3.12) over all these flows,
τ ki − tk ≤
1
r
∑
j∈Gb
wj(1 +MaxSC (k0 + k − 1))
+
1
r
∑
j∈Gb
{SCj(k0 + k)− SCj(k0 + k − 1)} (3.16)
Combining Equations (3.14), (3.15) and (3.16) we have,
τ ki − τi ≤
1
r
∑
j∈Ga
wj(1 +MaxSC (k0 − 1)) + 1
r
∑
j∈Gb
wj(1 +MaxSC (k0 + k − 1))
+
W
r
(k − 1) + W
r
k−1∑
h=1
MaxSC (k0 + h− 1)
+
1
r
∑
j∈Ga
{SCj(k0)− SCj(k0 − 1)}
+
1
r
∑
j∈Gb
{SCj(k0 + k)− SCj(k0 + k − 1)}
+
1
r
n∑
j=1
{SCj(k0 + k − 1)− SCj(k0)} (3.17)
Simplifying Equation (3.17) using Equation (3.13) results in,
τ ki − τi ≤
1
r
∑
j∈Ga
wj(1 +MaxSC (k0 − 1)) + 1
r
∑
j∈Gb
wj(1 +MaxSC (k0 + k − 1))
+
W
r
(k − 1) + W
r
k−1∑
h=1
MaxSC (k0 + h− 1)
+
1
r
∑
j∈Ga
{SCj(k0 + k − 1)− SCj(k0 − 1)}
+
1
r
∑
j∈Gb
{SCj(k0 + k)− SCj(k0)}
+
1
r
{SCi(k0 + k − 1)− SCi(k0)}
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Using the bounds on the surplus count from Equation (2.1) in the above equation, we have,
τ ki − τi ≤
W
r
(k − 1) + W − wi
r
+
1
r
∑
j∈Ga
wjMaxSC (k0 − 1)
+
W
r
k−1∑
h=1
MaxSC (k0 + h− 1) + 1
r
∑
j∈Gb
wjMaxSC (k0 + k − 1)
+
(n− 1)(m− 1)
r
+
1
r
SCi(k0 + k − 1) (3.18)
Solving for (k − 1),
(k − 1) ≥ (τ ki − τi)
r
W
− W − wi
W
− 1
W
∑
j∈Ga
wjMaxSC (k0 − 1)
−
k−1∑
h=1
MaxSC (k0 + h− 1)− 1
W
∑
j∈Gb
wj(MaxSC (k0 + k − 1)
−(n− 1)
W
(m− 1)− 1
W
SCi(k0 + k − 1) (3.19)
Note that, the total data transmitted by flow i during the time interval under considera-
tion, (τi, τ ki ) can be expressed as the following summation,
Sent i(τi, τ
k
i ) =
k0+k−1∑
z=k0+1
Sent i(z)
Substituting Equation (3.12) in the above equation,
Sent i(τi, τ
k
i ) = wi(k − 1) + wi
k∑
h=1
MaxSC (k0 + h− 1) + SCi(k0 + k − 1)− SCi(k0)
Note that, in ERR the surplus count of a newly active flow is initialized to zero. As a result,
since flow i becomes active at time instant τi, SCi(k0) is equal to zero. Substituting this in
the above equation, we get,
Sent i(τi, τ
k
i ) = wi(k − 1) + wi
k∑
h=1
MaxSC (k0 + h− 1) + SCi(k0 + k − 1) (3.20)
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Using Equation (3.19) to substitute for (k − 1) in Equation (3.20), we have,
Sent i(τi, τ
k
i ) ≥
wir
W
(τ ki − τi)−
wi
W
(W − wi)− wi
W
∑
j∈Ga
wjMaxSC (k0 − 1)
− wi
k∑
h=1
MaxSC (k0 + h− 1)− wi
W
∑
j∈Gb
wjMaxSC (k0 + k − 1)
− wi
W
(n− 1)(m− 1)− wi
W
SCi(k0 + k − 1)
+wi
k∑
h=1
MaxSC (k0 + h− 1) + SCi(k0 + k − 1)
Simplifying the above equation,
Sent i(τi, τ
k
i ) ≥
wir
W
(
(τ ki − τi)−
1
r
(W − wi)− 1
r
∑
j∈Ga
wjMaxSC (k0 − 1)
− 1
r
∑
j∈Gb
wjMaxSC (k0 + k − 1)− 1
r
(n− 1)(m− 1)
)
− SCi(k0 + k − 1)
(wi
W
− 1
)
(3.21)
Using Equation (3.18), it can be easily verified that,
(τ ki − τi)−
1
r
(W − wi)− 1
r
∑
j∈Ga
wjMaxSC (k0 − 1)
− 1
r
∑
j∈Gb
wjMaxSC (k0 + k − 1)− 1
r
(n− 1)(m− 1) > 0 (3.22)
Now, since the reserved rates are proportional to the weights assigned to the flows as
given by Equation (2.4), and since the sum of the reserved rates is no more than the link
rate r, we have,
ρi ≤ wi
W
r (3.23)
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Using Equations (3.22) and (3.23) in Equation (3.21), we get,
Sent i(τi, τ
k
i ) ≥ max
{
0, ρi
(
(τ ki − τi)−
1
r
(W − wi)− 1
r
∑
j∈Ga
wjMaxSC (k0 − 1)
− 1
r
∑
j∈Gb
wjMaxSC (k0 + k − 1)− 1
r
(n− 1)(m− 1)
)
− SCi(k0 + k − 1)
(wi
W
− 1
)}
(3.24)
Comparing the Equation (3.24) with Equation (3.10) and using Lemma 3.4.1, the latency
bound is given by,
Θi ≤ 1
r
(W − wi) + 1
r
∑
j∈Ga
wjMaxSC (k0 − 1)
+
1
r
∑
j∈Gb
wjMaxSC (k0 + k − 1) + 1
r
(n− 1)(m− 1)
+ SCi(k0 + k − 1)
(wi
W
− 1
)
(3.25)
From the above equation it is readily seen that the upper bound on the latency will be
reached under the following conditions:
• MaxSC (k0 − 1) for each flow j in the set Ga is equal to it upper bound, (m− 1).
( From Corollary 3.2.1 )
• MaxSC (k0 + k − 1) for each flow j in the set Gb is equal to it upper bound, (m− 1).
( From Corollary 3.2.1 )
• SCi(k0 + k − 1) is equal to its lowest possible value, 0. ( From Equation (2.1) )
Substituting these bounds in Equation (3.25), we get,
Θi ≤ (W − wi)m+ (n− 1)(m− 1)
r
As discussed earlier, based on Lemmas 3.4.2 and 3.4.3, flow i will experience its worst
latency during an interval (τi, τ ki ) for some k. Therefore, from (3.20) and Lemma 3.4.1, the
statement of the theorem is proved.
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We now proceed to show that the latency bound given by Theorem 3.4.1 is tight by
illustrating a case where the bound is actually met. Assume that a flow i becomes active
at time instant τi, which also coincides with the end of a certain round k0 and the start of
the round (k0 + 1). Since other flows in the ActiveList will be served first, flow i becomes
backlogged instantly. Assume that for any time instant t, t ≥ τi, a total of n flows, including
flow i, are active. Also, assume that the summation of the reserved rates of all the n flows
equals the output link transmission rate, r. Hence, ρi = wiW r. Since flow i became active
at time τi, its surplus count at the start of round (k0 + 1) is 0. Let the surplus count of
all the other flows at the start of round (k0 + 1) be equal to 0. Assume that, a flow p
which is not active after time αi and hence is not included in the n flows, was active during
the k0-th round. Also assume that flow p exceeded its allowance by (m − 1) during its
service opportunity in round k0, leading to a value of MaxSC (k0) equal to (m− 1). From
Equations (2.1) and (3.12) and Corollary 3.2.1, any given flow j can transmit a maximum
of wjm+ (m− 1) bits during a round robin service opportunity. In the worst case, before
flow i is served by the ERR scheduler, each of the other (n − 1) flows will receive this
maximum service. Hence, the cumulative delay until flow i receives service is given by,
D =
(
∑
j 6=i
wj)m+ (n− 1)(m− 1)
r
=
(W − wi)m+ (n− 1)(m− 1)
r
Noting that Si(αi, αi + D) equals zero, it is readily verified that the bound is exactly
met at time t = αi +D.
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Chapter 4. Prioritized Elastic Round Robin
As explained in Chapter 1, in the frame-based schemes, the scheduler provides service
opportunities to the backlogged flows in a particular order and, during each service oppor-
tunity, the intent is to provide the flow an amount of service proportional to its fair share
of the bandwidth. Examples of such schedulers are Deficit Round Robin (DRR) [21], Sur-
plus Round Robin (SRR) [34–36] and Elastic Round Robin (ERR) [46]. The frame-based
schedulers do not maintain a global virtual time function and also do not require any sorting
among the packets available for transmission. This reduces the implementation complexity
of frame-based scheduling disciplines to O(1), making them attractive for implementation
in routers and, especially so, in hardware switches. However, these frame-based schedulers
suffer from the following disadvantages:
• High Start-Up Latency: The above frame-based schedulers operate in a round-robin
fashion, with each active flow receiving exactly one opportunity to transmit in each
round. When a new flow becomes active, it has to wait until all other previously
active flows receive their service opportunity before it can receive service from the
scheduler. With large numbers of flows, this time period can be very large, especially
in comparison to sorted-priority schedulers such as WFQ and WF2Q.
• Bursty output: Each flow is served over a continuous time interval during its round
robin service opportunity leading to a bursty packet stream at the output of the sched-
uler for any given flow. This is not an ideal situation for real-time multimedia traffic
since even smooth flows are rendered bursty as they exit the scheduler.
• Delayed correction of unfairness: If a flow receives very little service in a particular
round, it is compensated with proportionately more service in the next round. While
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this disadvantaged flow waits for its compensation in the next round, other flows which
have already received more service than their fair share in the previous round continue
to receive yet more service before the disadvantaged flow receives its opportunity.
• Compounded Jitter: When a flow’s arrival pattern at the scheduler has high jitter, it
can frequently happen that the flow runs out of packets even before it has received
its fair share of service during its service opportunity. At this point, the scheduler
moves on to serve other currently active flows in a round-robin fashion. Our flow with
high jitter will receive its next opportunity only in the next round after all the other
active flows have completed their transmissions. This further increases the jitter in the
output of the scheduler since a delayed packet that just misses its service opportunity
in a certain round ends up experiencing significant additional delay because of having
to wait for all the other active flows to complete their transmissions.
These weaknesses of frame-based schedulers discussed above are caused by the same fea-
tures that are common to these schedulers:
1. The round robin nature of the service order.
2. Each flow receives its entire share of service in the round at once in one service op-
portunity.
Overcoming these weaknesses while preserving the low complexity of frame-based sched-
ulers forms the primary motivation behind this chapter.
At least a few proposals have been made in the last few years to overcome the limi-
tations of frame-based schedulers discussed above. The Nested-DRR scheduler proposed
in [40] tries to eliminate some of these limitations of the DRR scheduler [21]. For each
flow i, the DRR scheduler maintains a quantum, Qi, which represents the ideal service
that the flow should receive in each round of service. If the entire quantum is not used in
a given round, the deficit is recorded and used to compensate the flow in the next round.
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Nested-DRR splits each DRR round, referred to as an outer round, into one or more smaller
inner rounds and executes a modified version of the DRR algorithm within each of these
inner rounds. If Qmin is the quantum assigned to the flow with the lowest reserved rate, the
Nested-DRR scheduler tries to serve Qmin worth of data from each flow during each inner
round. During an outer round, a flow is considered to be eligible for service in as many
inner rounds as are required by the scheduler to exhaust its quantum. The Nested-DRR
scheduler, just like the DRR scheduler, has a per-packet work complexity of O(1) as long
as the largest packet that may potentially arrive in flow i is smaller than Qi.
The technique of nesting smaller rounds within a round as in the Nested-DRR scheduler
may be adapted for use with other O(1) schedulers such as ERR and SRR. The Nested-
DRR scheduler results in a significant improvement in the latency in comparison to DRR,
but only in those cases in which there is a significant difference between the quanta assigned
to the flows. If all flows are of the same weight, the behavior of the Nested-DRR scheduler
is identical to that of DRR. Further, the improvement gained in fairness or latency is again
limited by the fact that, within each inner round, the nested scheduler still serves the active
flows in a round robin manner.
The Pre-order DRR algorithm proposed in [42] combines the nesting technique ex-
plained above with a scaled down version of the sorting of packets used in the sorted-
priority schedulers and thus, succeeds in overcoming some of the drawbacks of the DRR
scheduler. The Pre-order DRR scheduler adds a limited number of priority queues in which
packets wait before being actually scheduled for transmission. The packets that are trans-
mitted in a DRR round from each flow are now classified into these queues depending
on the percentage of the flow’s quantum that each packet will utilize following its trans-
mission. Thus, the transmission sequence of the packets in a round in DRR is reordered
allowing certain packets to receive priority over others, resulting in an improvement in the
latency and fairness properties. The rest of the chapter is organized as follows. Section 4.1
highlights the important contributions of the our solution. In Section 4.2 we present a de-
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tailed description of our new scheme, Prioritized Elastic Round Robin (PERR) which aims
at overcoming the drawbacks of ERR.
4.1 Contributions
In this chapter, we propose a novel packet scheduler, Prioritized Elastic Round Robin
(PERR), which exhibits improved fairness and latency characteristics in comparison to
other known schedulers of equivalent complexity, including Pre-order DRR discussed ear-
lier. The total service received by a flow in a round in PERR is identical to the service
received by the flow in the corresponding round in ERR. However, in PERR, this service
received by a flow is split into several parts over the course of the round. The PERR sched-
uler, borrowing the principle used in Pre-order DRR, re-orders the transmission sequence
within each round of the ERR scheduler. The transmission sequence of the packets in a
round is reordered to allow the flows that have received less service in the previous round
to gain precedence over the other flows in the current round. The exact manner in which the
transmission sequence is re-ordered depends on a certain per-flow state that indicates how
far ahead or behind a flow is in consuming its share of bandwidth. As in the Pre-order DRR,
the scheduler maintains a limited number, p, of priority queues which serve to implement
the re-ordered transmission sequence.
The PERR scheduler achieves a significant improvement in the fairness, latency, and
delay jitter characteristics and addresses several of the weaknesses (such as burstiness of
output traffic) of round-robin schedulers. In addition to its superior fairness and latency
characteristics, the PERR scheduler holds several advantages over other schedulers, such
as Pre-order DRR, that have attempted to address these weakness of round-robin sched-
ulers. For example, at the start of a round, the Pre-order DRR scheduler has to classify all
the packets that will be transmitted by the active flows in that round into the priority queues
prior to the beginning of the transmission of the packets. On the contrary, the PERR sched-
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uler simply has to classify the flows (as opposed to packets) present in the ActiveList into
its priority queues before the start of the round. This reduces the buffering requirements
and the delay through the finite state machines managing the transmission scheduling, since
classifying all the packets in the round into priority queues requires considerably more time
than simply sorting the flow identifiers. In addition, in comparison to Pre-order DRR, this
allows a more dynamic re-ordering of the transmission sequence based on the latest state
of the flows, leading to improved fairness at all instants of time.
As shown in [46, 47], the ERR scheduler has a couple of important advantages in com-
parison to DRR. Since PERR is based on the ERR scheduler, PERR inherits some of these
advantages as well. For example, unlike DRR or Pre-order DRR, the PERR scheduler does
not require the knowledge of the transmission time of each packet prior to the scheduling
operation. As a result, the scheduler can be used in other networks such as wormhole net-
works, where the transmission time of a packet depends not only on the size of the packet
but also the downstream congestion. For the same reasons, PERR—but not DRR or Pre-
order DRR—may be used in ATM networks transmitting IP packets over AAL5, where the
end of the packet is not known until the arrival of the last ATM cell corresponding to the
packet.
4.2 Algorithm Description
The basic principle of the PERR scheduler involves modifying the transmission se-
quence of the packets that are scheduled within each round in ERR. This re-ordering is
performed upon the transmission of each packet, and is carried out based on the amount of
each active flow’s allowance for the round that is actually consumed until the instant that
the re-ordering is executed. This allows each flow to utilize its allowance in pieces over the
duration of each round. The reordering is implemented through the use of priority queues,
which are nothing but linked lists of flow identifiers. The scheduler transmits packets from
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the flows in the highest priority queue first, and begins serving a flow in another priority
queue only after all higher priority queues are empty. The core aspect of the PERR algo-
rithm is how it manages these priority queues and rearranges flows amongst these priority
queues.
In this section, we present a detailed description of the PERR algorithm. We begin our
discussion by introducing certain important definitions that are essential to understanding
the rationale behind the design of the PERR scheduler.
As in ERR, let Sent i(s) represent the total service received by flow i in the s-th round
of service. Assume that a total of y packets are transmitted from flow i in round s. The
packets are labeled as 1, 2, . . . , y, indicating their position in the transmission sequence of
flow i. Let Sentki (s) represent the total data transmitted by flow i after completion of the
transmission of the first k packets of the flow during the s-th round. Note that, the service
received by flow i in round s prior to the transmission of its first packet in that round is
equal to zero, i.e., Sent0i (s) = 0. Also, note that Sent
y
i (s) = Sent i(s), since both represent
the total service received by flow i in round s. In general, of course,
0 ≤ Sentki (s) ≤ Sent i(s), 0 ≤ k ≤ y
The following defines a quantity that tracks the unused portion of a flow’s allowance,
and thus serves to help in determining the priority queue into which the flow should be
placed.
Definition 4.2.1 Define the Unserved Allowance of a flow at any given instant of time
during a certain round as the flow’s allowance for the round minus the amount of traffic
transmitted by the flow during the round until that instant.
Let UAki (s) represent the unserved allowance of flow i after the transmission of its k-th
packet during the s-th round. In general, UAki (s) is computed as follows:
UAki (s) = Ai(s)− Sentki (s) (4.1)
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At the start of round s, before service for flow i begins, UA0i (s) is exactly equal to the
flow’s allowance for the round, Ai(s). Note that, the last packet transmitted from flow i in
round s may cause the flow to exceed its allowance. This may result in a negative value of
UAki (s).
Definition 4.2.2 Define UAmaxi (s) as the maximum possible value of the unserved al-
lowance of flow i in round s.
At the start of each round, the unserved allowance of a flow is initialized to its allowance
for the round, as defined in Equation (2.6). Therefore, UAmaxi (s) equals the maximum
possible value of the right-hand side of Equation (2.6). Using Equation (3.1), we have,
UAmaxi (s) = wi(1 +MaxSC (s− 1)) (4.2)
The ratio of the unserved allowance of a flow at a given instant and the allowance of the
flow for the entire round represents the fraction of the allowance of a flow that is not yet
consumed until the given instant. This ratio accurately captures how far ahead or behind a
flow is in comparison to other flows in obtaining its fair share of service, and may therefore
be used in placing flows in specific priority queues. However, an approximation to this
quantity is necessary to ensure a per-packet work complexity of O(1) for PERR.
Normalizing the unserved allowance of a flow with respect to its maximum possible
value (instead of the actual allowance of the flow for the round) represents one measure,
though not necessarily the most accurate measure, of the fraction of its allowance that is
not yet consumed. The PERR scheduler uses this approximation which is necessary for the
efficient implementation of the scheduler. It will be shown in later sections of this chapter
that, in spite of this approximation, the PERR scheduler achieves better fairness than other
known O(1) schedulers.
Definition 4.2.3 The Unserved Allowance Quotient of a flow at any given instant is defined
as the ratio of the unserved allowance of the flow at that instant and its maximum possible
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unserved allowance, UAmaxi (s). Let Qki (s) represent the unserved allowance quotient of
flow i after the transmission of the k-th packet of flow i during the s-th round.
Qki (s) is given by,
Qki (s) =
UAki (s)
UAmaxi (s)
=
UAki (s)
wi(1 +MaxSC (s− 1)) (4.3)
For purposes of brevity, in the rest of this chapter, the unserved allowance quotient will be
simply referred to as the quotient.
The quotient of a flow at any given instant during a round represents the approximate
fraction of its unserved allowance that can be used by the flow in the remainder of the
round. The ERR scheduler never begins dequeuing the new packet from a flow i if Sentki (s)
is equal to or more than the allowance, Ai(s). Thus, the next packet of a flow is transmitted
in the same round as the previous packet if and only if UAki (s) is positive. This in turn
implies that a flow i, after the transmission of its k-th packet in round s, is eligible for more
service in the same round if and only if,
0 < Qki (s), 0 ≤ k ≤ y (4.4)
where y is the number of packets of flow i served during round s.
The quotient for flow i at the start of round s is equal to Q0i (s). Using Equations (2.6),
(4.1), (4.2) and (4.3) we have,
Q0i (s) =
UAmaxi (s)− SCi(s− 1)
UAmaxi (s)
Simplifying further, we get,
SCi(s− 1) = (1−Q0i (s))UAmaxi (s) (4.5)
This indicates that flow i has already used up (1 − Q0i (s))-th fraction of its UAmaxi (s) in
the excess service that it received in the previous round (s− 1). If the quotient for a flow at
the start of a round is equal to unity, it implies that the surplus count of the flow following
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its service in the previous round is zero, i.e., the flow did not receive any excess service in
the previous round.
In general, the larger the quotient of a flow, the lesser the proportion of its UnservedAl-
lowance that has been expended in the current round.
Definition 4.2.4 Define Qmax (s) as the maximum of the quotients among all active flows
at the start of round s.
Since the Unserved Allowance for each flow at the start of a round is equal to its al-
lowance, using Equations (2.6), (4.2) and (4.3), we have,
Q0i (s) =
wi(1 +MaxSC (s− 1))− SCi(s− 1)
wi(1 +MaxSC (s− 1))
This implies that the flow i with the least value of SC i(s−1)
wi
, which is the normalized
surplus count at the end of the previous round (s − 1), will be the one with the maximum
value of the quotient among all active flows at the start of round s.
Ideally the scheduler should serve a packet from the flow with the largest quotient
among all the active flows since it has received the least service in the current round. How-
ever, the complexity of maintaining a sorted list of active flows based on their quotients,
and the complexity of computing the maximum in this list prior to each packet transmission
is high. Given n flows, the work complexity of the scheduler prior to each packet trans-
mission would be O(log n). The PERR scheduler avoids this by grouping the flows into a
limited number of priority queues.
Figure 4.1(a) illustrates a block diagram of a generic scheduler. The Scheduling Deci-
sion Module which determines the order in which packets are served from the flow queues
is the heart of the scheduler. Figure 4.1(b) details the architecture of the Scheduling De-
cision Module of the PERR scheduler which is responsible for selecting the next flow for
service. As can be seen from Figure 4.1(b), an Organizer, p priority queues and a Selector
are appended to the original Scheduling Decision Module of ERR. Let PQ1, PQ2, . . . and
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Figure 4.1: Block diagram of (a) PERR scheduler and (b) scheduling decision module of
PERR
PQp denote the priority queues in the descending order of priority with PQ1 representing
the queue with the highest priority. Unlike the priority queues in Pre-order DRR which
have to buffer the packets that will be transmitted in the round in progress, these queues
in PERR simply contain the flow identifiers. As in ERR, the PERR scheduler maintains a
linked list, called the ActiveList, of flows which are active. However, the flows in the Ac-
tiveList are not served in a round robin manner as in ERR. This is a list of the active flows
that have exhausted their allowance in the current round but, will be eligible for receiving
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service in the subsequent round. It is the task of the Organizer to determine the order in
which the flows will receive service in a round. At the start of the round, the Organizer
module classifies the active flows present in the ActiveList into several classes according to
their Unserved Allowance Quotient and places them into the corresponding priority queue.
Since there are p priority queues, the Organizer can classify the flows into p classes. In
general, class z of flow i after serving the k-th packet of the s-th round is derived as,
z = (p+ 1)−
⌈
p× Q
k
i (s)
Qmax (s)
⌉
(4.6)
Note that, at the start of the s-th round, k = 0 for all the flows in the above equation.
Note that, the quotient of a flow is a monotonically decreasing function of time over
the duration of a round. Using this fact and the definition of Qmax (s), we can conclude
that during round s, the quotients of all the active flows will always be less than or equal to
Qmax (s), and thus z is always a non-negative quantity. By the above method, the flow with
the maximum quotient at the start of the round s is initially added into the highest priority
queue, PQ1.
Note that, Qmax (s) is computed only at the start of the round and need not be updated as
the round progresses. The computation of Qmax (s) simply requires the scheduler to record
the least value of the normalized surplus count amongst all the flows in the ActiveList. This
can be easily accomplished in O(1) time by carrying out a simple comparison operation
as the flows are added into the ActiveList after exhausting their allowance in the previous
round.
Consider a situation where a flow i becomes active for the first time while some round
s is in progress. It may be possible that the the initial value of the quotient of flow i, Q0i (s)
is greater than Qmax (s). Using Equation (4.6), it is seen that the priority class for flow i is
less than 1, the highest priority class. One possible solution would be to delay the service
of flow i until the next round as is done in ERR. However, this would result in an increased
latency for flow i since it would then have to wait until all the active flows have exhausted
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their allowance before receiving any service. The PERR scheduler instead simply adds flow
i into the highest priority queue PQ1. This eliminates the increased latency that would be
otherwise experienced by flow i.
When the scheduler is ready to transmit, the Selector module selects the highest non-
empty priority queue, say PQe and chooses the flow at the head of PQe, say flow i, for
service. The scheduler serves the packet at the head of the queue corresponding to flow i
and following the service of this packet recalculates the priority class, z, to which flow i
belongs using Equation(4.6). The scheduler will continue to serve the next packet from the
queue of flow i until the occurrence of at least one of the following events:
1. A newly active flow is added to a higher priority queue : In this case, the scheduler
stops the service of flow i and begins serving the newly active flow since it belongs to
a higher priority class than flow i.
2. Queue of flow i is empty : In this case, flow i is removed from the head of priority
queue PQe. Also, the Served flag for flow i is set to indicate that it has received
service in the current round.
3. The newly computed priority class of flow i, f , does not match its current priority
class, e : In this case flow i is removed from the head of priority queue PQe and is
added to the tail of priority queue PQf . Note that, the only exception is when f > p.
In this case no further packets are to be scheduled from flow i during the current
round since it has exhausted its allowance. Flow i is instead added to the tail of the
ActiveList.
At any given instant of time each active flow can either be present in at most one of
the p priority queues or in the ActiveList. Over the course of the round, as the flow con-
sumes more and more of its allowance, it will gradually move down from the higher prior-
ity queues into lower priority queues until it completely exhausts its allowance following
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which it is added into the ActiveList. However, during a round it is not necessary that a
flow will pass through each of the p priority queues. In fact it may be possible that the
only priority queue which a flow visits is the initial queue into which it is classified at the
start of the round. As a result of the categorization brought about by the priority queue
module in PERR, each flow uses its allowance in pieces over the course of the round. The
Organizer reorders the sequence of transmissions to enable the flows that have not utilized
a large portion of their UnservedAllowance to get precedence over the other flows.
The PERR scheduler also maintains two flags, Served and Active for each flow. The
Active flag indicates whether a flow is active or not. The Served flag is set when the sched-
uler serves the first packet from a flow in the current round and remains set for the entire
duration of the round indicating that the flow has been served at least once during the cur-
rent round. The Served flags for all the flows are reset at the start of a new round. The
Served flag prevents a flow which frequently oscillates between active and inactive periods
to receive excessive service. Consider a flow which runs out of packets in the middle of a
round before utilizing its entire allowance in that round. Since this flow is no longer active
its Active flag will be reset. Assume that a new packet arrives at the flow at some time
before the end of the current round. In the absence of the Served flag this flow would be
treated as a newly active flow and its per-flow states would be reset. This would allow the
flow to receive service in excess of what it would have received if it were active during
the entire duration of the current round. However, in PERR, the Served flag will be set for
the flow under consideration indicating that the per-flow states for that flow are still valid
for the current round. When the flow becomes active it will be added into the appropriate
priority queue using Equation (4.6) depending on how much of its UnservedAllowance was
utilized when it was last active in the current round, and thus, the flow will not receive any
excess service. Note that, since the Served flags for all the flows are reset at the end of a
round, accumulation of service credits from a previous round is prevented.
A psuedo-code implementation of the PERR scheduling algorithm is shown in Fig-
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ure 4.2, consisting of the Initialize, Enqueue and Dequeue routines. The Enqueue routine
is called when a new packet arrives at a flow. The Dequeue routine is the heart of the
algorithm which schedules packets from the queues corresponding to different flows. Fig-
ure 4.3–4.6 illustrate the pseudo-code of four routines that are used in the execution of the
Enqueue and Dequeue routines. All of these routines can be easily implemented as simple
hardware modules.
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Initialize: (Invoked when the scheduler is initialized)
MaxSC   ;

	
  ;
ﬀﬁ
ﬂ
 ﬃ ;
MinNormalizedSC  ! !"$# ;
for (   ! ; &%' ;    )( ﬃ )
"$*
+,	-
  FALSE;
./	+0	12-
  FALSE;
Enqueue: (Invoked when a packet arrives)

  QueueInWhichPacketArrives;
if ( "* +,	-  ﬀ  FALSE) then
if ( .3	4+,	12-  ﬀ  FALSE) then
.56-
 ! ;
.3	47-
 ! ;
end if;
InitializeFlow(  );
8 	9:
  ComputeNewPriority(  );
AddToPriorityQueue(8 	9);< );
if ( 8 	9>=)
	: ) then
ObtainHighestActivePriority == TRUE;
end if
end if;
Dequeue:
while (TRUE) do
if (AllPriorityQueuesEmpty  ﬀ  TRUE) then
InitializeRound();
end if;
if(ObtainHighestActivePriority == TRUE) then

	
  GetHighestActivePriorityQueue;
end if;

  HeadOfPriorityQueue( 
	47 );
do
TransmitPacketFromQueue(  );
Increase Sent
-
by LengthInFlitsOfTransmittedPacket;
.3	4+,	12-
 ﬀ  TRUE;
8
	49
 ﬀ  ComputeNewPriority(  );
while ( ( 8 	9  ﬀ  
	 ) and
(IsEmpty(Queue - ) == FALSE) and
(ObtainHighestActivePriority == FALSE) )
if ( ( 8 	49>=
	 ) or
(IsEmpty(Queue - ) == TRUE) ) then
RemoveHeadOfPriorityQueue( 
	 );
if (IsEmpty(Queue - ) == FALSE) then
AddToPriorityQueue( 8 	9);< );
end if
if (IsEmpty( 
	47 ) == TRUE) then
ObtainHighestActivePriority = TRUE;
end if
end if
end while
Figure 4.2: Pseudo-code for PERR
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InitializeRound()
for (   ;   ;  	 
 )
 
FALSE;
PreviousMaxSC = MaxSC;
MaxSC  ;
MinNormalizedSC ﬁﬀ ;
InitializeFlow( ﬂ  ﬃ );
! #"%$ '&(*),+
-
&
(/.0
(*),+
;
ObtainHighestActivePriority == TRUE;
while (IsEmpty(ActiveList) == FALSE) do
132546

HeadOfActiveList;
RemoveHeadOfActiveList;

87:9%; <=>
;
InitializeFlow( 132546 );
?

6#@

 
4

 ﬃ7BAC ComputeNewPriority( 132546 );
AddToPriorityQueue( ?  6#@    4   D7BAE 1F2546 );
HG
9%; <I=

;
end while;
Figure 4.3: InitializeRound() routine
InitializeFlow(   )

 	

TRUE;





 (  PreviousMaxSC) ;





 ﬀﬂﬁﬃ


;
Figure 4.4: InitializeFlow() routine
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AddToPriorityQueue(   );
if (   ) then
AddFlowToActiveList(  );
	
	ﬀ
;
if (
ﬁﬃﬂ 
!

 MaxSC) then
MaxSC

ﬁﬃﬂ 
!
 ;
end if
if (
ﬁﬃﬂ 
!
#" MinNormalizedSC ) then
$%
&
 ;
MinNormalizedSC 
ﬁ'ﬂ 
!
 ;
end if
else
AddFlowToPriorityQueue( (*),+ - );
end if
Figure 4.5: AddToPriorityQueue() routine
ComputeNewPriority(   )
	



;

ﬁﬀ ﬂﬃ! #"$&%'
#(*)
' #,+
;
return  ;
Figure 4.6: ComputeNewPriority() routine
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Chapter 5. Performance Analysis of PERR
This chapter focuses on the performance analysis of the PERR scheduler. We analyti-
cally prove the fairness and latency properties of PERR, using a novel approach based on
interpreting the PERR scheduler as an instance of the Nested Deficit Round Robin (Nested-
DRR) discipline discussed in [40]. We prove that the latency bound obtained in this paper
using this approach is tight. We also show that the per-packet work complexity of the
PERR scheduler is O(1) with respect to the number of flows and O(log p) with respect to
the number of priority queues, p. It is important to note that p << n, where n are the
total number of flows being serviced by the scheduler. As a result, the work complexity
of the PERR scheduler is much lower than the sorted-priority schedulers such as WFQ
which have a work complexity of O(log n). This low work complexity of PERR makes it
attractive for implementation in high speed switches and routers.
The rest of this chapter is organized as follows. Section 5.1 discusses the interpretation
of PERR bandwidth allocations as an instance of allocations in a nested version of ERR. In
Section 5.2, we evaluate the latency bound of ERR and prove that it belongs to the general
class of Latency Rate (LR) servers [38]. In addition we also show that the latency bound
derived in this section is tight. Section 5.3 analyzes the relative fairness bound of PERR.
In Section 5.4, we prove that the worst-case work complexity of PERR is O(log p), where
p denotes the number of priority queues in the PERR scheduler.
5.1 Nested Round Robin Interpretation
The primary goal of the PERR scheduler is to distribute the UnservedAllowance of a
flow in an ERR round into several parts, so that it can be utilized in pieces over the course
of the round. The Nested-DRR algorithm proposed in [40], modifies the DRR scheduler
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by creating a nested set of multiple rounds inside each DRR round. The Nested-DRR
scheduler serves the active flows in a round robin order in these nested rounds by executing
a modified version of the DRR algorithm.
We can hypothetically interpret the operation of the PERR scheduler as a nested version
of ERR which is similar to Nested-DRR. This interpretation proves useful in the analysis
of the latency bound of the PERR scheduler. Each round in ERR can be referred to as an
outer round. The time interval during which the PERR scheduler serves the flows present
in priority queue PQu during the s-th outer round is referred to as inner round (s, u). In
effect, each outer round is split into as many inner rounds as the number of priority queues,
p. Since the PERR scheduler serves the priority queues in a descending order starting at the
higher priority queue PQp, the first inner round during outer round s will be (s, 1), while
(s, p) will denote the last inner round.
From Equation (4.5), we know that the excess service, if any, received by each flow
i in the previous outer round (s − 1) is equal to (1 − Q0i (s))UAmaxi (s). Since Qmax (s)
represents the maximum quotient among all the flows at the start of round s, it is guar-
anteed that each active flow i has already utilized at least (1 − Qmax (s))-th fraction of its
(UAmaxi (s)) during its last service opportunity in the previous round (s − 1). The goal of
the PERR scheduler is to distribute the remaining portion of each flow’s maximum pos-
sible UnservedAllowance, Qmax (s)(UAmaxi (s)), equally among the p inner rounds. Let
IdealServed i(s) represent the ideal service received by flow i during each inner round of
the s-th outer round. IdealServed i(s) is computed as follows,
IdealServed i(s) =
Qmax (s)(UAmaxi (s))
p
(5.1)
Ideally, therefore, each flow i will receive exactly IdealServed i(s) amount of service in
each of the p inner rounds of outer round s. In reality, however, the last packet served in an
inner round from a flow may cause it to exceed its ideal service in that inner round. Just as
in ERR, a Surplus Count (SC) is maintained for each flow which records any excess service
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received by the flow. The flow is penalized for this excess transmission in the subsequent
inner round. When the scheduler selects a flow i for service in an inner round (s, u), its
SC is incremented by IdealServed i(s). The scheduler will serve the packet at the head
of flow i as long as its SC value is positive. Following the transmission of a packet, the
SC corresponding to that flow is decremented by the size of the transmitted packet. Let
SC i(s, u) represent the surplus count of flow i at the end of inner round (s, u). Further, let
Served i(s, u) denote the actual service received by flow i in inner round (s, u). SC i(s, u)
is calculated as follows,
SCi(s, u) = Served i(s, u)− (IdealServed i(s) + SCi(s, u− 1)) (5.2)
Note that, if IdealServed i(s) is less than or equal to the SC i(s, u− 1), then flow i will not
receive any service in inner round (s, u). Thus, a flow does not necessarily receive service
in each inner round. However, the surplus count for flow i is updated at the end of each
inner round using Equation (5.2), irrespective of whether the flow receives service in that
inner round or not. In fact, it may be possible that none of the active flows receive service
in an inner round. Hence, if the PERR scheduler followed a round robin service order
as in Nested-DRR, then the scheduler would have a prohibitively large work complexity.
However, the Organizer module of the PERR scheduler decides which priority queues each
active flow is added into over the course of each outer round. This, in turn, determines the
inner rounds in which each flow will be served. The PERR scheduler does not need to
query all the active flows in a round robin order, thus leading to a low implementation
complexity.
Note that, the surplus count of a flow at the end of the last inner round of an outer round
is the same as its surplus count at the end of the corresponding round in ERR. In other
words, SC i(s, p) is the same as SC i(s). Also, note that SC i(s, 0) represents the surplus
count of flow i at the start of the first inner round, (s, 1), in outer round s. As explained
earlier, we know that flow i should ideally transmit Qmax (s)(UAmaxi (s)) worth of data in
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outer round s. The remaining fraction, (1 − Qmax (s))-th of the quantity UAmaxi (s), has
already been utilized in the excess service received by flow i in outer round (s − 1) and,
therefore, is a part of SC i(s− 1). To account for this already utilized portion of UAmaxi (s),
SC i(s, 0) is computed as:
SCi(s, 0) = SCi(s− 1)− (1−Qmax (s))(UAmaxi (s)) (5.3)
It can be easily proved that Equation (3.1), which expresses the bounds on the surplus
count, SC i(s), also holds true for SC i(s, u). Therefore, for any flow i and inner round
(s, u),
0 ≤ SCi(s, u) ≤ m− 1 (5.4)
Definition 5.1.1 Let Sent i(s, u) represent the total service received by flow i since the
start of the s-th outer round until the PERR scheduler has finished serving the flows in the
priority queue, PQu.
Note that, it is not necessary that flow i was present in priority queue PQu during outer
round s. From Equation (5.2), the total data served from flow i in inner round (s, u) is,
Served i(s, u) = IdealServed i(s) + SCi(s, u)− SCi(s, u− 1) (5.5)
Sent i(s, u) is calculated as follows:
Sent i(s, u) =
w=u∑
w=1
Served i(s, w) (5.6)
Substituting for Served i(s, w) from Equation (5.5) in Equation (5.6), we have,
Sent i(s, u) = u(IdealServed i(s)) + SCi(s, u)− SCi(s, 0) (5.7)
Sent i(s, u) will be positive only if u(IdealServed i(s)) is greater than SC i(s, 0). Otherwise
it indicates that flow i has not received any service until the end of the (s, u)-th inner round.
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However, flow i is guaranteed to receive service in at least one inner round during the s-th
outer round. Using Equations (5.1), (5.3) and (5.7) we have,
Sent i(s, u) =
(
u
p
)
Qmax (s)UAmaxi (s) + SCi(s, u)− SCi(s− 1) (5.8)
Definition 5.1.2 Define Sent i(s) as the total service received by flow i in outer round s.
Note that, Sent i(s, p) represents the service received by flow i when the scheduler has
finished serving the flows in priority queue PQp which in fact equals Sent i(s). Substituting
u = p in Equation (5.8) and using Equation(4.2), we get,
Sent i(s) = wi(1 +MaxSC (s− 1)) + SCi(s)− SCi(s− 1) (5.9)
Hence, the total service received by flow i in an outer round in PERR is identical to the
service received by flow i in the corresponding round in ERR.
Ideally, during the normal operation of the PERR scheduler, the p inner rounds in outer
round s follow a strictly sequential order starting at inner round (s, 1) and ending at round
(s, p). However, in certain situations, it is possible to interrupt the sequential ordering. Let
us assume that a flow j becomes active for the first time in outer round s while the PERR
scheduler is serving a flow k at the head of priority queue PQd. Since the quotient for
flow j is equal to 1, it will be added into priority queue PQ1 which has the highest priority
among all the priority queues. Upon finishing the transmission of the current packet from
flow k, the PERR scheduler temporarily suspends the service of flow k and starts serving
flow j which is at the head of queue PQp. The PERR scheduler will keep serving flow
j until it is added either into priority queue PQd or some other queue with lower priority
than PQd. The scheduler will then resume service of the k-th flow. Note that, the service
received by flow i while it is present in queue PQp is part of the inner round (s, p) even
though it is not contiguous with the time interval during which the PERR scheduler served
the flows present in queue PQp at the start of the outer round s. Also, the inner round (s, d)
will not extend over a continuous time interval because it will be interposed by the entire
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Figure 5.1: Comparison of the transmission sequence of packets in ERR and PERR over
two rounds of execution
service received by flow i since the time it became active until its addition into priority
queue PQd or a lower priority queue. It is, therefore, not necessary that the inner rounds
in an outer round should sequentially follow one another and that the flows which receive
service in an inner round should be served in succession. However, note that this disruption
of the otherwise sequential service can only be caused due to a new flow becoming active
during the execution of that outer round.
Figure 5.1 compares the transmission sequence in the first two rounds of execution of
the ERR and PERR schedulers for the given input pattern and flow weights. In the PERR
scheduler, the flows are classified into 4 classes corresponding to the 4 priority queues.
At the start of inner round (1, 1) all the flows are present in priority queue PQ1. After
receiving service in this inner round, flow A is added into PQ4. However, the other 3 flows
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exceed their allowance in this inner round and are therefore added into the ActiveList. Note
that, in the second outer round, unlike the ERR scheduler where the flows B and D have to
wait for their turn in the round robin order to receive service, flows B and D start receiving
service in the inner round (2, 1). However, note that flow C is served for the first time only
in inner round (2, 4). This is because its surplus count in the previous outer round was very
large resulting in a very low value of the quotient.
In the following sections we present analytical results on the fairness, latency properties
and the work complexity of PERR.
5.2 Latency Analysis
A detailed description on the concept of the Latency-Rate (LR) servers was presented
in Section 3.3. In this section we derive an upper bound on the latency of the PERR
scheduler and prove that it belongs to the general class of LR-servers. In addition, we also
prove that this bound is tight by illustrating a case where the bound is actually met. Our
approach here is similar to the one used in Section 3.4 while analyzing the latency of the
ERR scheduler.
Theorem 5.2.1 The PERR scheduler belongs to the class of LR servers, with an upper
bound on the latency Θi for flow i given by,
Θi ≤
(W−wi)m
p
+ (n− 1)(m− 1)
r
(5.10)
where n is the total number of active flows, p is the number of priority queues, r is the
transmission rate of the output link and W is the sum of the weights of all the flows.
Proof: Since the latency of a LR server can be estimated based on its behavior in the
flow active periods, we will prove the theorem by showing that,
Θ′i ≤
(W−wi)m
p
+ (n− 1)(m− 1)
r
.
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Let τi be the time instant when flow i becomes active. To prove the statement of the theorem
we consider a time interval (τi, t), where t > τi, during which flow i is continuously
active. We first obtain the lower bound on the total service received by flow i during
the time interval under consideration. Then we express the lower bound in the form of
Equation (3.10) to derive the latency bound.
In Section 3.4 and [47] it has been proved that to obtain a tight upper bound on the la-
tency of the ERR scheduler, we must consider an active period (τi, t) such that τi coincides
with the beginning of the service opportunity of a flow and t belongs to the set of time
instants at which the scheduler begins serving flow i. We can easily prove that the same
conditions apply for proving the upper bound on the latency of the PERR scheduler. Let
τ
(e,f)
i be the time instant marking the start of the service of flow i when flow i is at the head
of priority queue PQf in round e. In other words, this time instant represents the start of
the service opportunity of flow i in inner round (e, f). Therefore, in trying to determine the
latency bound of the PERR, we need to only consider time interval (τi, τ (e,f)i ) for all (e, f).
The first step in proving the latency bound involves determining the upper bound on
the size of the time interval under consideration. Note that, the time instant τi may or may
not coincide with the start of a new round. Let k0 be the round which is in progress at
time instant τi or which starts exactly at time instant τi. Let th mark the start of the round
(k0 + h). In either case, flow i will be able to transmit at least Ai(k0) worth of data over
the course of the k0-th round. If flow i becomes active when the round k0 is in progress,
i.e. when τi < t0 then the service received during the interval (t0, τi) will be excluded
from the time interval under consideration. The time interval (τi, τ (e,f)i ) will be maximal
only if the time instant τi coincides with t0, the start of the k0-th round. Hence, we assume
that τi coincides with the start of the the k0-th round. Figure 5.2 illustrates the interval
under consideration assuming that (e, f) is equal to (k0 + k, v). Note that, in Figure 5.2,
OR(e) represents the e-th outer round in the execution of the PERR scheduler and IR(e, f)
denotes the inner round (e, f).
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Figure 5.2: An illustration of the time interval under consideration for the analysis of the
latency bound of PERR
The time interval under consideration, (τi, τ (k0+k,v)i ), can be split into two sub-intervals:
1. (τi, tk): This sub-interval includes k rounds of execution of the PERR scheduler start-
ing at round k0. Consider the time interval (th, th+1) when round (k0+h) is in progress.
Summing Equation (5.9) over all n flows,
th+1 − th = W
r
(1 +MaxSC (k0 + h− 1))
+
1
r
n∑
j=1
{SCj(k0 + h)− SCj(k0 + h− 1)}
Summing the above over k rounds beginning with round k0,
tk − τi = W
r
(k) +
W
r
k−1∑
h=0
MaxSC (k0 + h− 1)
+
1
r
n∑
j=1
{SCj(k0 + k − 1)− SCj(k0 − 1)} (5.11)
2. (tk, τ (k0+k,v)i ): This sub-interval includes the part of the (k0 + k)-th round prior to
the start of the service of flow i when it is at the head of priority queue PQv. In the
worst-case flow i will be the the last flow to receive service among all other flows
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which are present in priority queue PQv. In this case, during the sub-interval under
consideration, the service received by flow i equals Sent i(k0 + k, v − 1) whereas the
service received by each flow j among the other n− 1 flows equals Sent i(k0 + k, v).
Note that, if v equals 1 then flow i does not receive service in this sub-interval. Hence,
summing Sent i(k0+ k, v− 1) and Sent j(k0+ k, v) for each flow j such that 1 ≤ j ≤
n, j 6= i, we have,
τ
(k0+k,v)
i − tk =
1
r
Sent i(k0 + k, v − 1) + n∑
j=1
j 6=i
Sent j(k0 + k, v)

Using Equation (5.8) in the above, we have,
τ
(k0+k,v)
i − tk =
1
r
n∑
j=1
j 6=i
(
v
p
)
Qmax (k0 + k)UAj(k0 + k)
+
1
r
(
v − 1
p
)
Qmax (k0 + k)UAi(k0 + k)
+
1
r
n∑
j=1
j 6=i
(SCj(k0 + k, v)− SCj(k0 + k − 1))
+
1
r
(SCi(k0 + k, v − 1)− SCi(k0 + k − 1)) (5.12)
To simplify the analysis we introduce a new variable Ω, such that,
Ω = Qmax (k0 + k)(1 +MaxSC (k0 + k − 1)) (5.13)
Using Equation (3.2) in Equation (5.13), we get,
0 < Ω ≤ m (5.14)
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Combining Equations (5.11) and Equations (5.12) and using Equations (4.2) and (5.13),
we have,
τ
(k0+k,v)
i −τi ≤
W
r
k +
W
r
k−1∑
h=0
MaxSC (k0 + h− 1) + 1
r
n∑
j=1
j 6=i
(
v
p
)
wjΩ
+
1
r
(
v − 1
p
)
wiΩ +
1
r
n∑
j=1
j 6=i
(SCj(k0 + k, v)− SCj(k0 − 1))
+
1
r
(SCi(k0 + k, v − 1)− SCi(k0 + k − 1))
Using the bounds on the surplus count from Equation (3.1) in the above equation, we have,
τ
(k0+k,v)
i −τi ≤
W
r
k +
W
r
k−1∑
h=0
MaxSC (k0 + h− 1) + 1
r
n∑
j=1
j 6=i
(
v
p
)
wjΩ
+
1
r
(
v − 1
p
)
wiΩ +
1
r
(n− 1)(m− 1) + 1
r
SCi(k0 + k, v − 1) (5.15)
Solving for k and using the fact that W is the sum of the weights of all the n flows,
k ≥ (τ (k0+k,v)i − τi)
r
W
−
k−1∑
h=0
MaxSC (k0 + h− 1)− 1
W
(
v
p
)
(W − wi)Ω
− 1
W
(
v − 1
p
)
wiΩ− 1
W
(n− 1)(m− 1)− 1
W
SCi(k0 + k, v − 1) (5.16)
Note that, the total data transmitted by flow i during the time interval under consideration
can be expressed as the following summation,
Sent i(τi, τ
(k0+k,v)
i ) = Sent i(τi, tk) + Sent i(tk, τ
(k0+k,v)
i ) (5.17)
As explained, earlier Sent i(tk, τ (k0+k,v)i ) is the same as Sent i(k, v − 1). Sent i(τi, tk) can
be obtained by summing Equation (5.9) over k rounds starting at round k0. Substituting the
result and Equation (5.8) in Equation (5.17), we get,
Sent i(τi, τ
(k0+k,v)
i ) = wik + wi
k−1∑
h=0
MaxSC (k0 + h− 1)
+
(
v − 1
p
)
UAi(k0 + k) + SCi(k0 + k, v − 1)− SCi(k0)
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Note that, in PERR, the surplus count of a newly active flow is initialized to zero. As a
result, since flow i becomes active at time instant τi, SCi(k0) is equal to zero. Substituting
this and using Equations (4.2) and (5.13) in the above equation, we get,
Sent i(τi, τ
(k0+k,v)
i ) = wik + wi
k−1∑
h=0
MaxSC (k0 + h− 1)
+
(
v − 1
p
)
wiΩ + SCi(k0 + k, v − 1) (5.18)
Using Equation (5.16) to substitute for k in Equation (5.18), we get,
Sent i(τi, τ
(k0+k,v)
i ) ≥
wir
W
(τ
(k0+k,v)
i − τi) +
(
v − 1
p
)
wiΩ
(
W − wi
W
)
− wi
W
(
v
p
)
(W − wi)Ω− wi
W
(n− 1)(m− 1)
− SCi(k0 + k, v − 1)
(wi
W
− 1
)
Simplifying further we get,
Sent i(τi, τ
(k0+k,v)
i ) ≥
wir
W
(
(τ
(k0+k,v)
i − τi)−
1
r
(
W − wi
p
)
Ω
− 1
r
(n− 1)(m− 1)
)
− SCi(k0 + k, v − 1)
(wi
W
− 1
)
(5.19)
Using Equation (5.15), it can be easily verified that,
τ
(k0+k,v)
i − τi >
1
r
(
W − wi
p
)
Ω− 1
r
(n− 1)(m− 1) (5.20)
Now, since the reserved rates are proportional to the weights assigned to the flows as given
by Equation (2.4), and since the sum of the reserved rates is no more than the link rate r,
we have,
ρi ≤ wi
W
r (5.21)
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Substituting for wir
W
from Equation (5.21) in Equation (5.19) and using Equation (5.20)
we have,
Sent i(τi, τ
(k0+k,v)
i ) ≥ ρi
(
(τ
(k0+k,v)
i − τi)−
1
r
(
W − wi
p
)
Ω
− 1
r
(n− 1)(m− 1)
)
− SCi(k0 + k, v − 1)
(wi
W
− 1
)
(5.22)
Comparing the above equation with Equation (3.10), the latency bound is given by,
Θi ≤ 1
r
(
W − wi
p
)
Ω +
1
r
(n− 1)(m− 1)
+ SCi(k0 + k, v − 1)
(wi
W
− 1
)
(5.23)
From the above equation it is readily seen that the latency reaches the upper bound under
the following conditions:
• Ω is equal to its upper bound, m. ( From Equation (5.14) )
• SC i(k0 + k, v − 1) is equal to its lower bound, 0. ( From Equation (3.1) )
Substituting these bounds in Equation (5.23), we get,
Θi ≤ 1
r
((
W − wi
p
)
m+ (n− 1)(m− 1)
)
(5.24)
As discussed earlier, flow iwill experience its worst latency during an interval (τi, τ (e,f)i )
for some inner round (e, f). Therefore, from Equation (5.24), the statement of the theorem
is proved.
We now proceed to show that the latency bound given by Theorem (5.2.1) is tight by
illustrating a case where the bound is actually met. Assume that a flow i becomes active at
time instant τi, which also coincides with the start of a certain round k0. Assume that for
any time instant t, t ≥ τi, a total of n flows, including flow i, are active. Also, assume that
the summation of the reserved rates of all the n flows equals the output link transmission
rate, r. Hence, ρi = wiW r. Since flow i became active at time τi, its surplus count at the
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start of round k0 is 0. Let the surplus count of all the other flows at the start of round
k0 be equal to 0. Assume that, a flow l which is not active after time τi and hence is not
included in the n flows, was active during the k0-th round. Assume that flow l exceeded its
allowance by (m − 1) in its last service opportunity in round (k0 − 1), leading to a value
of MaxSC (k0 − 1) equal to (m− 1). Since the surplus counts of all the n active flows are
equal to 0, the Unserved Allowance Quotient for all the flows at the start of the k0-th round
will be equal to unity. Hence, Qmax (k0) will be equal to 1 and all the n flows will be added
into the priority queue PQp at the start of the round. Assume that flow i is the last flow
to be added into this queue. From Equations (5.4), (3.2) and (5.5), any given flow j can
transmit a maximum of wj(mp ) + (m − 1) bits during its service opportunity in an inner
round. In the worst case, before flow i is served by the PERR scheduler, each of the other
(n− 1) flows will receive this maximum service. Hence, the cumulative delay until flow i
receives service is given by,
D =
(
∑
j 6=i
wj)(
m
p
) + (n− 1)(m− 1)
r
=
(W−wi
p
)m+ (n− 1)(m− 1)
r
Noting that Si(τi, τi +D) equals zero, it is readily verified that the bound is exactly met at
time t = τi +D.
5.3 Fairness Analysis
In our fairness analysis, we use the popular metric, Relative Fairness Bound (RFB) first
proposed in [24] and defined in Section 3.2. The RFB is defined as the maximum difference
in the normalized service received by any two flows over all possible intervals of time.
Theorem 5.3.1 For any execution of the PERR scheduling discipline, RFB < 2m+ 2m
p
Proof: In [46] and Section 3.2, while analyzing the fairness properties of ERR, we
have proved that a tight upper bound on the the RFB of ERR can be obtained by considering
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only a subset of all possible time intervals. This subset is the set of all time intervals
bounded by time instants that coincide with the start of the service opportunities of flows.
It can be easily verified that to prove the RFB of the PERR scheduler we need to consider
a time interval (t1, t2) such that both the time instants t1 and t2 coincide with the start of a
service opportunity of a flow in an inner round.
Consider any two flows i and j that are active in the time interval between the time
instants t1 and t2. Let (k0, f) and (k0 + k, g) be the inner rounds which are in progress
at time instants t1 and t2 respectively. Let time instant t(h,v) mark the start of inner round
(k0 + h, v). In other words, t(k0,f) < t1 < t(k0,f+1) and t(k0,g) < t2 < t(k0,g+1). It may be
possible that, if flow j receives service in the inner round (k0, f), then it does so in the time
interval (t(k0,f), t1). Unlike the ERR scheduler, in PERR if flow j is served before flow i in
a certain inner round then, it is not necessary that the same order of service is followed in
each of the following inner rounds. Hence, on a similar note, it may be possible that if flow
j receives service in the inner round (k0+k, g), then that service is also not included in the
time interval under consideration. Hence, Senti(t1, t2) and Sentj(t1, t2) can be evaluated
as follows:
Sent i(t1, t2) = Sent i(k0)− Sent i(k0, f − 1)
+
h=k−1∑
h=1
Sent i(k0 + h) + Sent i(k0 + k, g)
Sent j(t1, t2) = Sent j(k0)− Sent j(k0, f)
+
h=k−1∑
h=1
Sent j(k0 + h) + Sent j(k0 + k, g − 1)
Using Equations (4.2), (5.8) and (5.9) in the above and simplifying, we get,
Sent i(t1, t2) =
(
f
p
Qmax (k0)
)
UAmaxi (k0) + k
h=k−1∑
h=1
UAmaxi (k0 + h)
+
(
g
p
Qmax (k0 + k)
)
UAmaxi (k0 + k)
+ SCi(k0 + k, g)− SCi(k0, f − 1) (5.25)
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Sent j(t1, t2) =
(
f − 1
p
Qmax (k0)
)
UAmaxj (k0) + k
h=k−1∑
h=1
UAmaxj (k0 + h)
+
(
g − 1
p
Qmax (k0 + k)
)
UAmaxj (k0 + k)
+ SCj(k0 + k, g − 1)− SCj(k0, f) (5.26)
Without loss of generality, we can assume that in the interval (t1, t2) flow i receives more
service as compared to flow j. The normalized service for each of the flows can be obtained
by dividing the above two equations by their respective weights. Subtracting the normalized
service of flow j from that of flow i using Equations (5.25) and (5.26) we have,
Sent i(t1, t2)
wi
− Sent j(t1, t2)
wj
=
UAmaxi (k0)Q
max (k0)
wi p
+
UAmaxj (k0 + k)Q
max (k0 + k)
wj p
+
SCi(k0 + k, g)
wi
− SCi(k0, f − 1)
wi
+
SCj(k0 + k, g − 1)
wj
− SCj(k0, f)
wj
Simplifying the above using Equations (3.2), (4.2), (5.4) and Corollary 1, the statement of
the theorem is proved.
5.4 Work Complexity
Consider an execution of the PERR scheduler over n flows. The work involved in
processing each packet at the scheduler involves two parts: enqueuing and dequeuing.
Hence, the work complexity of a scheduler is defined as the order of time complexity, with
respect to n of enqueuing and then dequeuing a packet for transmission [21,46]. Note that,
n, the number of flows competing for a link can be of the order of tens of thousands of
flows in backbone routers. Hence, it is desirable that the work complexity should be as
independent as possible of n.
Theorem 5.4.1 The worst-case work complexity of the PERR scheduler is O(log p).
Proof: The time complexity of enqueuing a packet is the same as the time complexity
of the Enqueue routine in Figure 4.2, which is executed whenever a new packet arrives at
96
a flow. Identifying the flow at which the packet arrives is an O(1) operation. If the Active
flag is not set for the flow i, the Ideal Allowance Utilization for the flow is calculated which
in turn determines the priority queue into which the flow should be added. Also, if this
priority queue is of a higher priority than the priority queue which the PERR scheduler is
serving, a flag is set to indicate that after completing the transmission of the current packet,
the scheduler should start serving packets from the newly active flow. The addition of an
item to the tail of a linked-list data structure and conditionally setting a flag are both O(1)
operations.
Let us now consider the time complexity of dequeuing a packet. Assume that the PERR
scheduler is serving flows from the priority queue PQg. Note that, at least one packet is
transmitted from each of the flows that are present in PQg. The operations involved in serv-
ing flows in this priority queue include determining the next flow to be served, removing
this flow from the head of the priority queue and possibly adding it into some other priority
queue or the ActiveList. All these operations can be executed in O(1) time. Additionally
the PERR scheduler may need to update certain per-flow variables which can be easily
done in constant time. However, once the queue PQg is empty the PERR scheduler needs
to determine the highest non-empty priority queue. To aid in this, the PERR scheduler
maintains a linked list of the identifiers of all the non-empty priority queues. This linked
list is sorted in descending order of priority with the head of the list pointing to the high-
est non-empty priority queue. The complexity of inserting a new identifier into this sorted
linked list is O(log p) where p represents the total number of priority queues. To select the
highest non-empty priority queue, the PERR scheduler simply has to read the identifier at
the head of this sorted list which can be done in O(1) time. Hence, the overall time com-
plexity of this operation is O(log p). A similar situation arises when a flow is added into
a priority queue which has a higher priority than the current priority queue being served
by the PERR scheduler. However, if all the priority queues are empty it is an indication
that the current round has come to an end. In this case, prior to the start of the subsequent
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round, the Organizer module has to classify all the flows present in the ActiveList into the p
priority queues which requires O(n) time. However, since each of the n flows is guaranteed
to transmit at least one packet, the overall complexity of this operation is O(1).
Note that, the PERR scheduler needs to sort the non-empty priority queues only in
the two special cases discussed above, unlike the sorted-priority algorithms like WFQ and
SCFQ where these sorting operations need to be executed prior to each packet transmission
resulting in a O(log n) work complexity where n is the number of active flows. Also, since
n À p, the work complexity of the PERR scheduler is always lower than that of the
sorted-priority schedulers. Hence, the worst-case work complexity of the PERR scheduler
is O(log p) resulting in an efficient hardware implementation.
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Chapter 6. Simulation Analysis
In this chapter we present a detailed simulation-based evaluation of both the ERR and
PERR schedulers in comparison with other schedulers of comparable efficiency. We first
present a brief discussion on a recently proposed new measure of fairness which captures
the instantaneous behavior of a scheduler. A more detailed presentation of this measure
may be found in [41]. We then present some simulation results using real gateway traffic
traces which compare the fairness characteristics of ERR and PERR based on this new
metric with other efficient schedulers. In addition, we also compare the latency bounds of
our schemes with these schedulers.
The rest of this chapter is organized as follows. Section 6.1 presents arguments for the
need of a new measure of fairness which captures the instantaneous fairness of a scheduler.
In Section 6.2 we describe the new fairness measure known as Gini Index. A more detailed
description can be found in [41]. Section 6.3 presents a simulation-based evaluation of
the Elastic Round Robin (ERR) and Prioritized Elastic Round Robin (PERR) schedulers
with other guaranteed-rate schedulers of comparable efficiency. This section also presents
a qualitative analysis of the observed results.
6.1 The Need for a New Measure of Fairness
As explained in earlier chapters of this dissertation, the fairness of scheduling algo-
rithms is most commonly judged by the relative fairness bound (RFB) [24]. The RFB
captures the maximum possible difference between the normalized service received by any
two backlogged flows and therefore serves as a measure of fairness. The RFB of the ide-
ally fair GPS scheduler, of course is zero. A related measure of fairness called the absolute
fairness bound (AFB), captures the upper bound on the difference between the normalized
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service received by a flow under the current scheduler being analyzed and that it would
receive with the ideal GPS scheduler [6]. It has been shown in [43], that the AFB and
RFB are related to each other by a simple relationship. Another fairness measure known
as the worst-case fair index, is defined in [48]. It is used to analyze the Worst-Case Fair
Weighted Fair Queuing (WF2Q) scheduler in [27]. However, all these fairness measures
including the RFB simply capture the worst-case behavior of any scheduler. They do not
provide any insight into the actual quality of a fair scheduler. This is because a scheduler
that rarely reaches the upper bound of relative fairness will achieve the same measure of
fairness as another scheduler that frequently or almost always operates at the same upper
bound. Hence, we also need an instantaneous measure of fairness that captures the fairness
achieved by the scheduler at any given instant of time.
Note that, the RFB also fails to inform us of how a scheduler treats packets of one flow
in comparison to those of another. Fairness, after all, is expected to be based on a compar-
ison among the levels of service received by all the flows and not merely on the maximum
difference in the normalized service received by flows. Figure 6.1(a) and (b) illustrate an
example where the bars represent the service received by flows under two different sched-
ulers A and B, during a certain interval of time in which all flows are backlogged. Assuming
the weights associated with the flows are identical, the service received by each of the flows
under the ideally fair GPS scheduler is illustrated as a separate bar. One may observe from
the figures that scheduler B leads to a greater disparity in the levels of service received by
the flows since scheduler A allows more flows to achieve service close to the ideally fair
level. If the absolute and relative fairness bounds are exactly reached in this interval of
time, note that both schedulers would lead to the same values for the RFB and the AFB,
even though, the levels of service received by flows under scheduler A are closer to each
other than with scheduler B.
Thus, measures of fairness based on an upper bound serve the excellent purpose of
capturing the fairness characteristics of a scheduler in a single number. However, they do
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Figure 6.1: An illustration of the difference in the disparity in service received while the
upper bounds of the relative fairness and absolute fairness measures are identical
not capture the overall behavior of the scheduler at all instants of time and also do not
quite capture the characteristics of the distribution of the service among all the flows (the
AFB only reports the maximum deviation from GPS for any flow while the RFB reports
the maximum difference in service received by two different flows, but neither capture the
overall fairness of the allocation among all the flows). This is addressed by the measure of
instantaneous fairness described below based on measures of inequality used in the field of
economics.
To measure the fairness at any instant of time, we also need to consider situations in
real applications. The RFB is defined under the assumption that queues are continuously
backlogged in the interval of interest. Such an assumption is rarely true in real networks.
In networks with real traffic, flow states can change frequently from active state to idle
state, or vice versa. However, existing measures of fairness have not taken this factor into
account. To effectively guide the design of a fair scheduler, a fairness measure should
also be able to capture the performance under the situation where flows change their states
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unpredictably.
6.2 Gini Index: A New Measure of Fairness
A recently proposed measure of fairness described in [41] addresses all of the above
issues. There are two components to this measure: one of how to handle real traffic where
flows are not always backlogged and the other of how to measure inequality in service
received by the flows. We review these components briefly in this section; a detailed treat-
ment and a more extensive rationale behind the approach may be found in [41].
6.2.1 Handling a Newly Backlogged Flow
In order to evaluate the fairness of a scheduler in its treatment of a newly backlogged
flow, we need to first define the ideally fair way of doing this. We begin with an examination
of the ideal but unimplementable GPS scheduling discipline.
Let B(t) represent the set of backlogged flows at time t. Assume that the system starts
at time t = 0.
Definition 6.2.1 Let V (t) represent the virtual time function [18, 49] (also known as the
system potential) at time t. The virtual time is used to track the progress of the GPS sched-
uler and is computed as follows:
V ′(t) =
dV (t)
dt
=
∑
i∈B(t)
wi
−1 (6.1)
Hence, the service received by a backlogged flow under the GPS server in the time interval
(0, t) is given by wiV ′(t). Intuitively, the virtual time represents the ideal fair normalized
service that each flow should have received by time t.
Let us now consider a set of n flows served by a scheduling policy P . Consider a case in
which the n flows have been backlogged since time t1. One of these flows, flow i, changes
its status from being backlogged to idle at time t2 > t1 and later becomes backlogged again
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at time t3 > t2. In order to accurately and meaningfully compare the service received by
all the flows at time instants after t3, it is necessary to assign an appropriate value of the
normalized service received by flow i until t3 so that the comparison is over the entire time
interval (t1, t3). As mentioned earlier, a newly backlogged flow should neither be favored
nor be punished for its idle period in the interval (t2, t3). Therefore, based on the discussion
of the virtual time, the service received by flow i at time t should be wiV (t). However, if
flow i has already received more service than the above amount of service before time t2
while it was backlogged, then the total assumed service should be Sent i(0, t2). This is
because a flow that receives excess service should not be able to become idle and then
immediately become backlogged again without being disadvantaged later for the excess
service it received earlier. These concepts and similar arguments have also been made
in [24, 26, 38, 41].
In evaluating the fairness of a specific scheduler it is necessary to keep track of the
amount of service allocated by the above method. We borrow the method used in [41]
where a per-flow state known as the session utility is defined for this purpose. This vari-
able is independent of the scheduling discipline used by the scheduler and is defined as a
function of time. Let ui(t) represent the session utility for flow i at time instant t. As-
sume that the system starts at time 0. During the period (t1, t2) that a flow is continuously
backlogged, its session utility is updated as follows:
ui(t2) = ui(t1) +
Senti(t1, t2)
wi
(6.2)
We now discuss how to update the session utility of a flow that just becomes back-
logged. Let flow i become newly backlogged or backlogged again at time t. Let B(t−)
represent the set of flows that are backlogged just prior to the time that flow i becomes
backlogged. Our goal in assigning a session utility value to flow i at time t is to ensure that
the comparison between session utilities of all the flows is being made as though the flows
have all been backlogged for the same length of time. Accordingly flow i is assigned the
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following session utility value:
ui(t) = max{ui(t−), V (t)} (6.3)
With the above definition of the session utility, a newly backlogged flow can be treated as
if it had been backlogged for the same length of time as all other flows. Therefore, with a
measure which is based on session utility, it is possible to capture the fairness of a scheduler
in its treatment of flows that are not always continuously backlogged.
6.2.2 The Gini Index
Various measures of inequality have been used in the field of economics for several
decades in the study of social wealth distribution and many other economic issues of inter-
est [50]. Some of these methods are related to the theory of majorization used in mathe-
matics as a measure of inequality [51]. This theory has occasionally found use in research
in computer networks in the fairness analysis of protocols [52]. The fairness measure
proposed in [41] and adopted in this paper borrows from a related measure of inequality
developed in the field of economics based on the concept of the Lorenz curve and Gini
index [50].
Consider the problem of measuring the inequality among k quantities, g1 ≤ g2 ≤ · · · ≤
gk. Define d0 = 0, and di = di−1 + gi, for 1 ≤ i ≤ k. Now, a plot of di against i is
a concave curve, known as the Lorenz curve [53], as shown in Figure 6.2(a). Note that,
if there is perfect equality in these k quantities, the Lorenz curve will be a straight line
starting from the origin. The Gini index measures the area between the Lorenz curve and
this straight line, and thus measures the inequality amongst the k quantities [50].
In our case, we wish to measure the inequality in the session utilities of the backlogged
flows at any given instant of time. The Gini index in our case, therefore, is the area be-
tween the Lorenz curve of the actual normalized service received and the Lorenz curve
corresponding to the ideally fair GPS scheduler.
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Figure 6.2: An illustration of the lorenz curve and Gini index in the measure of inequalities
among (a) income distribution (b) session utilities in a packet scheduler
When the sum of the k quantities is the same as the sum in the case of perfect equality,
the Lorenz curve always lies below the straight line corresponding to the Lorenz curve of
the ideal equal case, as shown in Figure 6.2(a). However, the sum of the session utilities
with a real scheduler is almost never exactly identical to the sum of the session utilities
with the ideally fair GPS scheduler. Note that, in a work-conserving scheduler, only the
sum of the total service delivered is identical to that in the ideally fair GPS scheduler; the
sum of the session utilities is not identical to that in the GPS system. In the Lorenz curve
for a work-conserving scheduler, when the sum of the k quantities is not the same as the
sum in the case of perfect equality as with the GPS scheduler, a portion of the curve for the
actual scheduler will lie below and another portion will lie above the straight line Lorenz
curve for the GPS scheduler. This is illustrated in Figure 6.2(b). The sum of the shaded
areas in the figure is the Gini index.
The computation of the Gini index is described formally as follows:
Definition 6.2.2 LetU(t) represent the set of the session utilities of the flows at time instant
t when served by a real scheduler and let G(t) denote a similar set which is obtained when
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the flows are served with the ideal GPS scheduler. Let uc1 , uc2 , . . . , uck be the elements of
the set U(t), such that uc1 ≤ uc2 ≤ · · · ≤ uck . The Lorenz Curve of the set of session
utilities U(t) is the function F (i;U(t)), given by,
F (i;U(t)) =
i∑
j=1
ucj , 0 ≤ i ≤ k
The Gini index over the k elements in U(t) is computed as:
k∑
i=1
∣∣F (i;U(t))− F (i;G(t))∣∣ (6.4)
As defined above, the closer the Lorenz curve of U(t) is to the curve of GPS, the
smaller the Gini index is, and thus, the fairer the distribution of the session utilities. From
the definition of the virtual time function, we know that the normalized service received by
each flow at time t in the GPS system is equal to the virtual time, V (t). Hence, the Gini
index can be computed as :
k∑
i=1
∣∣F (i;U(t))− F (i;V (t))∣∣ (6.5)
With the Gini index, the fairness of a scheduler can be evaluated at each instant during the
execution of the scheduler. A comparison of schedulers based on their Gini indices allows
us to determine which scheduler achieves better fairness than others at each instant of time.
6.3 Simulation Results
In our simulation experiments, we compare the Gini index and latency bound of PERR
with those of other efficient and fair schedulers such as DRR, ERR, Nested-DRR and Pre-
order DRR. We also include the WFQ as a representative sorted-priority scheduler in our
comparisons. We shall first present our simulation model.
6.3.1 Simulation Model
Figure 6.3 illustrates our simulation model. We model each flow as a traffic generator
module. Each of these modules generates a packet stream with the packet length distribu-
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Figure 6.3: Simulation model
Table 6.1: Settings for traffic sources from router traces
Source 1 2 3 4 5
Router Abbr. 2 ANL APN BUF MEM TXS
Interface OC3 OC3 OC3 OC3 OC3
Lmin (bytes) 28 29 28 32 32
Lmax (bytes) 9,180 1,500 1,560 4,470 9,180
ravg (106Bps) 0.63 1.4 1.45 0.39 2.1
Weight (wi) 1.6 3.5 3.7 1 5.5
Link Capacity 6× 106 Bps
Total Time 50 seconds
tion obtained from backbone router traces.
We used the traces provided by the National Laboratory for Applied Network Research
2The long names of routers are: Argonne National Laboratory(ANL), APAN(APN), University of Buf-
falo(BUF), University of Memphis(MEM) and Rice University(TXS)
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[54]. Each generator is fed by a router trace with a random starting time. Table 6.1 shows
the settings for this set of input traffic. The flow weights are set based on the average
rate of each flow. Here we the set the weight of the slowest flow as 1, and weights of
other flows are equal to the ratios of their average rate to the smallest rate. The switch
maintains separate input queues for packets arriving from different sources. We assume
that the packets arriving at all the input queues wish to leave the switch through the same
output port, say port 0, thus creating a contention for the bandwidth on that link. The
scheduling discipline employed by the switch for serving these input queues is varied.
In our simulation we compare the instantaneous fairness of ERR and PERR with other
efficient schedulers such as DRR, SRR, Nested-DRR and Pre-order DRR. We also include
the popular WFQ scheduler, as a representative sorted-priority scheduler. The number of
prioriy queues, p for the Pre-order DRR and PERR schedulers have both been set to 10.
6.3.2 Results with Backlogged Traffic
In our first set of experiments we extract the length of each packet from the router traces
and simulate a scheduling system with continuously backlogged queues. Figure 6.4 shows
the Gini index at periodic instants of time for the schedulers under consideration. Recall
that the lower the Gini index, the more fair the algorithm. As is readily seen from the
graph, ERR outperforms SRR and DRR by a huge margin. In fact ERR has substantially
better fairness properties as compared to the Nested DRR scheduler. This illustrates that
ERR has the best fairness properties among all existing O(1) scheduling disciplines. PERR
improves upon the fairness properties of ERR as illustrated by the extremely low value of
its Gini index. Figure 6.4 shows that PERR displays better fairness than all other schedulers
of equivalent complexity.
Figure 6.5 compares the Gini indices of the WFQ and PERR schedulers. The WFQ
scheduler achieves slightly better fairness than PERR. However, note that WFQ is a sorted-
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109
priority scheduler and has a large work complexity which is proportional to the number of
flows being served.
6.3.3 Results with Real Router Traces
In our next set of experiments, we allow that the flows are not always backlogged, while
still using real router traces. Since we are more interested in the performance when the link
is close to fully utilized, we set the link capacity such that the sum of average rates of all
the flows is 98% of the link capacity. Figure 6.6 shows the average
length of arriving packets among all sessions during the simulation interval.
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Figure 6.6: Average length of arriving packets
In Figures 6.7 to 6.10 we compare the Gini index of ERR with those of DRR, SRR,
Nested-DRR and Pre-order DRR. For the sake of clarity, we plot each scheduler’s Gini
index on a separate graph, with that of the ERR scheduler plotted on each of the graphs.
Once again, we find that ERR exhibits better fairness than DRR, SRR and Nested-DRR.
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Figure 6.7: Comparison of Gini indices of DRR and ERR
Note that, in both SRR and DRR the quantum for each flow i, Qi is wiQmin where Qmin
represents the quantum for the flow with the lowest reserved rate. Note that, Qmin has to
be greater than or equal to the size of the largest packet that may potentially arrive, M .
As a result, irrespective of the actual size of the arriving packets both these schedulers
on an average serve a quantum’s worth of data from each flow in its round robin service
opportunity. However, in reality a large percentage of the arriving packets are much smaller
than M . As a result, these schedulers are unfair over short periods of time . On the contrary
the ERR scheduler calculates the allowance of a flow based on the maximum normalized
surplus count in the previous round. As a result, for the most part the allowance of a flow
in ERR is much lower than the flow’s quantum in DRR and SRR resulting in better fairness
for the ERR scheduler.
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Figure 6.8: Comparison of Gini indices of SRR and ERR
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Figure 6.9: Comparison of Gini indices of Nested DRR and ERR
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Figure 6.10: Comparison of Gini indices of Pre-order DRR and ERR
Since the quantum assigned to each flow in DRR is proportional to its reserved rate,
flows with large reserved rates tend to have a very large quantum. As a result, DRR can be
extremely unfair to flows with lower reserved rates over short durations of time. The Nested
DRR eliminates some of the drawbacks of DRR by spliting each DRR round into multiple
inner rounds and then scheduling the minimum quantum, Qmin from each eligible flow
in the inner rounds. Even though this succeeds in alleviating the unfairness experienced
by the low-rate flows it has an adverse effect on the fairness properties of the flows with
higher reserved rates. Hence, the Gini index for Nested DRR is widely varying as seen in
Figure 6.9. Finally, in Figure 6.10 we compare the Gini indices of ERR and Pre-order DRR.
As seen from the plot, for a small percentage of the time Gini index of ERR is lower than
that of Pre-order DRR. Also for the other time instants Pre-order DRR is only marginally
better than ERR.
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Figure 6.11: Comparison of Gini indices of DRR and PERR
Figures 6.11 to 6.15 illustrate the comparison of the Gini index of PERR with those
of DRR, SRR, Nested-DRR and Pre-order DRR. As before, we plot each scheduler’s Gini
index on a separate graph, with that of the ERR scheduler plotted on each of the graphs.
Once again, we find that the PERR scheduler displays a lower Gini index than any of the
other schedulers of equivalent complexity at almost all instants of time. Finally, Figure 6.16
compares the Gini indices of the PERR and WFQ schedulers. It is seen PERR is almost
as fair as the WFQ scheduler. However, WFQ is a sorted-priority scheduler and hence
suffers from a large implementation complexity. PERR on the higher hand has a low work
complexity which is independent of the number of flows.
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Figure 6.12: Comparison of Gini indices of SRR and PERR
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Figure 6.13: Comparison of Gini indices of DRR and PERR
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Figure 6.14: Comparison of Gini indices of SRR and PERR
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Figure 6.15: Comparison of Gini indices of Pre-order DRR and PERR
116
0 5 10 15 20 25 30 35 40 45 50
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
0.02
Time (in seconds)
G
in
i I
nd
ex
WFQ
PERR
Figure 6.16: Comparison of Gini indices of WFQ and PERR
6.3.4 Comparison of Latency Bounds
We now compare the latency bounds of the router traces in Table 6.1 for the PERR and
ERR schedulers with that of the other efficient schedulers such as DRR, SRR, Nested-DRR
and Pre-order DRR. As before we include the WFQ scheduler as a representative sorted-
priority scheduler. Note that the latency bounds of all these schedulers are summarized in
Table 7.1.
Figure 6.17 illustrates the latency bounds of these schedulers for the five router traces
that we use in our simulations. As is readily seen from the graph, the latency bound of ERR
is much lower that that of the DRR and SRR schedulers. In addition, ERR even outperforms
the Nested-DRR and Pre-order DRR schedulers. It is also evident that the latency bound
of the PERR scheduler is significantly lower that all the other efficient schedulers. In fact,
the bound for PERR is almost equal to that of the O(log n) WFQ scheduler.
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Figure 6.17: Comparison of latency bounds of various schedulers
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Chapter 7. Concluding Remarks
In the emerging integrated-services packet-switched networks, fair packet scheduling
algorithms in switches and routers play a critical role in providing the Quality-of-Service
(QoS) guarantees required by real-time applications. In this dissertation, we have consid-
ered the problem of fair and efficient scheduling of packets to meet these QoS objectives.
We have also addressed the requirements and the constraints imposed on a scheduling dis-
cipline used in wormhole switches, popular in the interconnection networks for parallel
systems. In this dissertation, we first presented a new fair, efficient, simple and low-latency
scheduling discipline called Elastic Round Robin (ERR). ERR was originally designed to
satisfy the unique requirements of wormhole switching. We have shown that ERR can be
easily adapted for scheduling best-effort and guaranteed-rate traffic in the Internet. We
have also provided a detailed analysis of the performance and fairness properties of the
ERR scheduler. We have shown that the work complexity of ERR is O(1) and therefore,
ERR can be easily implemented in networks such as the Internet, with large number of
flows. We have proved analytically the fairness properties of ERR. In particular, we show
that ERR satisfies Golestani’s [24] definition of throughput fairness, i.e., the difference in
the bandwidths allocated to any two backlogged flows in any time interval is bounded by
a small constant. The relative fairness bound of ERR has an upper bound of 3m, where m
is the size of the largest packet that actually arrives during the execution of ERR. While
fairness is an intuitively desirable goal, its practical relevance is in the bound on the la-
tency that fair schedulers are able to provide. This latency, as defined for Latency Rate LR
servers in [38], has a direct bearing on the size of the playback buffers needed at the re-
ceivers for real-time communications. We have shown that ERR belongs to the the class of
LR-servers and have also evaluated the upper bound on the latency experienced by a flow
served by the ERR scheduler. Our analysis reveals that ERR has better fairness character-
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istics and a significantly better latency bound in comparison to other scheduling disciplines
of equivalent complexity such as DRR and SRR.
We also identified the problems associated with the frame-based schedulers. Since ERR
is inherently a frame-based scheduling algorithm, it suffers from the limitations of all round
robin schedulers such as (i) bursty transmission and (ii) the inability of the flows lagging
in service to receive precedence over the flows that have received excess service. In the
latter part of this dissertation, we have presented a novel scheduling discipline called Pri-
oritized Elastic Round Robin (PERR) which rearranges the sequence in which packets are
transmitted in each round of the ERR scheduler. This is achieved through the addition of a
priority queue module consisting of p priority queues. An Organizer module dynamically
classifies the active flows into these priority queues. We have analytically shown that PERR
has a low work complexity of O(log p) which is independent of the total number of flows,
resulting in a simple and efficient implementation. We also prove that PERR belongs to
the class of LR servers and also evaluate an upper bound on its latency using a novel tech-
nique based on interpreting the PERR scheduler as an instance of the Nested Deficit Round
Robin algorithm. Our analysis also reveals that PERR has better fairness characteristics
and a significantly lower latency bound in comparison to other scheduling disciplines of
equivalent work complexity such as DRR, SRR, ERR, Nested-DRR and Pre-order DRR.
We further study the fairness properties of ERR and PERR using a recently proposed
measure of instantaneous fairness known as the Gini index that seeks to more accurately
capture the fairness of a scheduler. Using real router traffic traces, we present simula-
tion results that demonstrate that ERR achieves better fairness characteristics than other
scheduling disciplines of equivalent complexity such as DRR and SRR. In fact, the Gini
index of ERR is lower than that of Nested-DRR and almost equal to that of the Pre-order
DRR scheduler. PERR improves upon ERR and has better fairness properties than all other
efficient scheduling algorithms. In fact, our results show that PERR is almost as fair as
WFQ, a popular sorted-priority scheduler.
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The rest of the section is organized as follows. Section 7.1 presents a detailed com-
parison of the fairness and performance characteristics of the ERR and PERR scheduler in
comparison with other popular guaranteed-rate scheduling disciplines. A tabulated sum-
mary of the properties is provided. Section 7.2 discusses various other situations where the
ERR and PERR scheduling disciplines can be utilized.
7.1 Comparison of ERR and PERR with Other Schedulers
In this section we present a detailed comparison of the the fairness and performance
characteristics of the ERR and PERR scheduler which were evaluated in Chapters 3 and 5
with other well-known guaranteed-rate schedulers.
Table 7.1 summarizes the work complexity, fairness and latency bounds of several
guaranteed-rate scheduling disciplines that belong to the class of (LR) servers. It is im-
portant to note that not all of these schedulers satisfy the unique requirement imposed by
wormhole switching. Table 7.1 makes this distinction by providing a column which in-
dicates the applicability of a scheduling discipline to workhole networks. In this table, n
represents the number of active flows and p represents the number of priority queues in Pre-
order DRR and PERR. The peak rate of the output link is denoted by r. M is the size of the
largest packet that may potentially arrive during the execution of a scheduling algorithm.
Recall that m is the size of the largest packet that actually arrives during the execution of
the scheduler. Usually, in most networks including the Internet, M À m since the majority
of packets are much smaller than the largest possible packet [44, 45]. The properties of all
the frame-based scheduling disciplines are derived in [49]. The latency bounds of DRR
and Pre-order DRR have been analyzed in [55] and [56, 57]. The appendix at the end of
the dissertation includes the latency analysis of both these scheduling disciplines. Note
that, the latency bounds evaluated in the appendix are tighter than the previously known
bounds of DRR and Pre-order DRR. The expression for the latency bound of Nested-DRR,
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as stated in [40], is extremely complex and hence does not allow for an easy comparison
with the other schedulers under consideration. Hence, in order to gain a quick understand-
ing of the differences in the latency bounds of Nested-DRR and the other schedulers, in our
comparison we include the latency bound of Nested-DRR at two boundary conditions. In
the first case, we consider the latency bound of a flow whose reserved rate is much lower
than that of the other flows sharing the same output link (ρi ¿ ρj, ∀j ∈ n, j 6= i). In
the second case, we consider the opposite end of the spectrum, i.e., the latency bound of a
flow whose reserved rate is much greater than the other flows multiplexed on the same link
(ρi À ρj, ∀j ∈ n, j 6= i). In [40], an expression for the latency of a low-rate flow has been
derived and it has also been shown that the latency of a high-rate flow is marginally lower
than that of the DRR scheduler. For simplicity, we assume the latter to be equal to DRR.
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The GPS scheduler visits each active flow in a round-robin fashion, and serves an in-
finitesimally small amount of data proportional to the reserved rate of the flow [18]. Using
this fluid model, the GPS scheduler is able to ensure that over any interval of time how-
ever small, the normalized difference between the service received by any two active flows
is exactly zero. The RFB of GPS, therefore, is zero. The latency of GPS is also zero
since a newly active flow begins receiving service instantaneously at the guaranteed rate.
Recall that GPS is an ideal but not an implementable scheduler. The sorted priority sched-
ulers such as Weighted Fair Queuing (WFQ) [16], Self-clocked Fair Queuing (SCFQ) [24],
Frame-based Fair Queuing (FBFQ) [26] and Virtual Clock [19] all have a low value of the
latency bound. Virtual Clock has an RFB of infinity and therefore, cannot be considered
to be a fair scheduler. The RFB of the WFQ scheduler is 3m and thus, has better fairness
However, WFQ requires the simulation of the ideal GPS scheduler on the side and hence
has a very large work complexity of O(n). SCFQ does not require simulation of GPS in
parallel and also has a lower value of the RFB. However, the latency bound of SCFQ is
much greater than that of WFQ. FBFQ achieves the same latency bound as that of WFQ
and is also more efficient. The price paid is in the slightly higher RFB. In addition, FBFQ
also requires periodic re-calibration of the virtual time, and also has a work complexity of
O(log n) rendering it less efficient than ERR or DRR. In fact, the work complexity of all
these sorted priority schedulers is a function of the number of the active flows, n. As a
result, these schedulers are inefficient to implement in high-speed hardware switches.
In fact, only ERR, DRR, SRR and Nested-DRR have a work complexity of O(1). How-
ever, as explained earlier, excluding ERR, none of these schedulers are ideally suitable for
use in wormhole networks, where the length of time a packet occupies the link is not known
before a decision to transmit the packet is made. On the other hand ERR can be readily used
in wormhole networks, in addition to being perfectly suitable for achieving fair scheduling
in Internet routers. In addition, Table 7.1 shows that ERR has better fairness properties and
a lower latency bound as compared to other scheduling disciplines of equivalent complex-
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ity, especially considering that M is typically much greater than m.
As discussed earlier in Chapter 4, ERR, DRR, SRR and Nested-DRR are all round-
robin schedulers and hence suffer from the characteristic limitations of all round robin
schedulers. Both Pre-order DRR and PERR overcome these drawbacks in the DRR and
ERR schedulers respectively and also have a low work complexity of O(log p) which is
independent of the number of flows. As explained earlier, the basic principle of the PERR
algorithm is similar to the Pre-order DRR algorithm [42]. The Pre-order DRR scheduler
alters the transmission sequence of the packets in each DRR round based on the quantum
utilization of each flow. The PERR scheduler similarly changes the sequence in which
packets are transmitted in an ERR round depending on the utilization of the maximum
possible allowance of each flow in that round.
There is however an important difference between these two schedulers. At the start of
a round, the Pre-order DRR scheduler has to classify all the packets that will be transmitted
by the active flows in that round into the priority queues prior to starting the transmission of
the packets. On the contrary, the PERR scheduler simply has to classify the flows present
in the ActiveList into its priority queues before the start of the round. It has been shown
in [47] that ERR has a couple of important advantages over DRR. Now since the PERR and
Pre-order DRR algorithms are modifications of ERR and DRR, respectively, PERR inherits
those advantages over Pre-order DRR. The following lists these advantages:
• Lower Buffer Requirement : Since the priority queues in PERR simply need to contain
the flow identifiers they can be much smaller in size as compared to those in Pre-order
DRR which have to buffer all the packets that will be transmitted in the current round.
• Reduced Round Start Delay : Classifying all the packets that are to be transmitted in
the round into the priority queues requires considerably more time than simply sorting
the flow identifiers. Thus, the delay incurred by the PERR scheduler at the start of the
round is much less in comparison to that incurred by the Pre-order DRR scheduler.
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• Improved Latency and Fairness Characteristics: Table 7.1 illustrates that PERR has
better fairness properties and a lower latency bound than Pre-order DRR, especially
considering that M is typically much greater than m.
• Adaptability in other contexts: Unlike DRR and Pre-order DRR, the PERR scheduler
does not require the knowledge of the transmission time of each packet. As a result,
the scheduler can be used in other networks such as wormhole networks, where the
transmission time of a packet depends not only on the size of the packet but also the
downstream congestion.
Note that, the latency bound of a LR server is an extremely important QoS parameter
since it has a direct influence of the the size of the playback buffers needed at the receiver
for real-time communication applications. In order that the reader can fully appreciate
the improvement in the latency characteristics of PERR, we compare the latency bound
of PERR with other efficient scheduling disciplines of equivalent work complexity such
as DRR, ERR, SRR, Nested-DRR and Pre-order DRR within the context of an example.
Note that, for this comparison we use the actual latency bound for Nested-DRR as proved
in [40].
Let us assume that a total of 100 flows are multiplexed on an output link with a trans-
mission rate, r of 150 Mbps. Assume that M is equal to 576 bytes, equal to the minimum
value of the Maximum Transmission Unit (MTU) required of all networks. Assume that
ρmin is equal to 0.1Mbps and that the output link is completely utilized, i.e.
∑n
i=1 ρi = r.
Note that, this implies that the sum of all the weights, W , is equal to 150/0.1 = 1500. Let
the number of priority queues in the priority queue module of Pre-order DRR and PERR
be equal to 10, i.e., p = 10. We compare the latency bounds of the afore-mentioned sched-
ulers for flow i as a function of its reserved rate, ρi, for two values of m : (a) m = M ,
(b) m = M/2. Figure 7.1 illustrates a plot of these latency bounds of flow i for both the
values of m. Note that, latency bounds of all the schedulers under consideration depend
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Figure 7.1: Comparison of the latency bound of PERR and ERR with other schedulers of
equivalent complexity
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on the sum of the weights of all the flows but not on the distribution of the weights among
all the flows other than flow i. Therefore, the weights of the flows other than flow i are
not discussed in the context of this illustration. From Figure 7.1, it can be easily seen
that PERR has the lowest latency bound among all the scheduler under consideration. The
improvement in the latency of PERR is even more apparent when m < M .
7.2 Other Applications of ERR and PERR
Even though ERR was originally designed for wormhole networks, it can be used in
a wide variety of contexts whenever there is a shared resource that needs to be allocated
fairly among multiple requesting entities. In some of these contexts its unique properties
relevant to wormhole switching are critical, and in some others, its advantages derive from
its simplicity, better fairness and better performance characteristics. Note that, since PERR
is based on the ERR scheduling discipline it too inherits these advantages of ERR. In this
section we present a few scenarios where the ERR and PERR schedulers can be put to use to
achieve improved performance. Note that, in the rest of this section we list several possible
applications of ERR. However, the ERR scheduler can be readily replaced by PERR in all
of these instances.
For example, in wormhole networks one may define a flow as the stream of packets
belonging to the same virtual channel, in which case, ERR can be used to achieve fairness
among virtual channels in the forwarding of flits to the output link. ERR can also be
used in the forwarding of packets from the input buffers to the output buffers of switching
elements in networks. Further, the fact that ERR does not require the knowledge of the
length of a packet before making a scheduling decision makes it a suitable candidate in
an ATM network transmitting IP packets over AAL5, where the end of the packet is not
known until the last ATM cell of the packet arrives.
Fair scheduling deals with the problem of partitioning the bandwidth on a single output
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Figure 7.2: Example of load sharing using ERR
channel equally from a set of input queues which feed that channel. On the other hand,
load sharing deals with the problem of partitioning the traffic arriving on a single input
queue equally among a set of output channels [58]. Intuitively, one can see that the above
mentioned two problems are complementary in nature. Figure 7.2 helps make this idea
clear. The ERR algorithm works in the same way in the load sharing context as in the case
of fair scheduling. This is explained with the help of Figure 7.2. Initially the surplus counts
of the channels 1 and 2 are both initialized to zero. Channel 1 is first selected for service,
i.e. for transmitting packets and its allowance is calculated using Equation (2.3). The ERR
load sharing algorithm will keep transmitting packets on this channel, if the total number
of flits transmitted so far in the current round is less than its allowance. A packet of length
32 flits is transmitted on channel 1, at the end of which the surplus count is calculated as 31
flits using Equation (2.1). Channel 2 is then selected for service. The operation continues
to proceed in a similar manner. It is easy to see that the ERR allocates the bandwidth fairly
among the output channels.
ERR can also be a solution in token ring networks where the bandwidth of the ring has
to be shared among multiple sources. ERR, similarly, can be used to efficiently arbitrate
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access to a busy shared bus. The lower start-up latency of ERR among similarly efficient
algorithms is especially useful here in improving the latency of short control messages.
Finally, ERR is particularly relevant to the problem of job scheduling in operating systems,
where multiple processes are competing for limited CPU cycles.
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Appendix A. Latency Analysis of DRR and Pre-order DRR
In this appendix we present the latency analysis of the Deficit Round Robin (DRR) and
Pre-order DRR schedulers. DRR is one of the most popular frame-based fair scheduling
disciplines that is now employed in a number of real environments involving fair schedul-
ing, including Cisco routers and Microsoft’s Windows NT. It is shown in [49] that the DRR
scheduler belongs to the class of LR servers. Stiliadis and Varma report an upper bound on
the latency of DRR [38], and its derivation is detailed in [49]. In this appendix, however,
we obtain a significantly lower value of the upper bound on the latency of DRR and show
that the DRR scheduler has better performance characteristics than previously believed.
We also show that our upper bound on the DRR latency is tight.
In [42], Tsao and Lin have proposed a new scheduling discipline called Pre-order
Deficit Round Robin (Pre-order DRR) which aims at overcoming the aforementioned draw-
backs. In Pre-order DRR a limited number of priority queues, p, are added to the DRR
scheduler. These queues reorder the transmission sequence of the packets in each DRR
round and thus eliminate the strict round-robin nature of service order. It is shown in [42]
that Pre-order DRR belongs to the general class of Latency-Rate (LR) servers [38] and
the authors derive an upper bound on its latency. In this appendix, we use a different,
unique, and novel approach to analytically re-derive the latency bound of Pre-order DRR
and we prove that our bound is a tight one. Our approach is based on interpreting the
Pre-order DRR bandwidth allocations as an instance of the Nested Deficit Round Robin
(Nested DRR) discipline discussed in [40]. Note that, a similar interpretation was used
for while evaluating the latency bound of the PERR scheduler in Section 5.1. The latency
bound of Pre-order DRR derived in this appendix is significantly lower than the bound
derived by Tsao and Lin, demonstrating that Pre-order DRR has even better performance
characteristics than previously argued by its own authors.
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The rest of the appendix is organized as follows. Section A.1 presents a brief overview
of the DRR scheduler. In Section A.2 we present our analysis of the latency bound of
Pre-order DRR. Section A.3 presents a brief overview of the Pre-order DRR. Section A.4
discusses the interpretation of Pre-order DRR bandwidth allocations as an instance of al-
locations in Nested DRR. Finally, in Section A.5, we present our analysis of the latency
bound of Pre-order DRR.
A.1 Overview of DRR
In this section, we present a brief overview of the DRR scheduler, a detailed description
of which can be found in [21].
Let r be the transmission rate of the output link, the access to which is controlled by a
DRR scheduler. Assume that there are a total of n flows multiplexed on this link. Let ρi
be the reserved rate for flow i and let ρmin be the minimum reserved rate among all the n
flows. Since all these n flows share the same output link,
∑n
i=1 ρi ≤ r. In order that the
flows receive service proportional to their reserved rates, each flow i is assigned a weight,
wi, given by,
wi =
ρi
ρmin
(A.1)
Note that, for any flow i, wi ≥ 1.
A flow is said to be active during a certain time interval, if it always has packets awaiting
service during this interval. The DRR scheduler maintains a linked list of the active flows,
called the ActiveList. At the start of an active period of a flow, the flow is added to the tail
of the ActiveList. A round is defined as one round robin iteration during which the DRR
scheduler serves all the flows that are present in the ActiveList at the outset of the round.
Each active flow is assigned a quantum by the DRR scheduler. The quantum allocated to a
flow is defined as the service that the flow should receive during each round robin service
opportunity. Let Qi represent the quantum assigned to flow i and let Qmin be the quantum
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assigned to the flow with the lowest reserved rate. The quantum assigned to flow i, Qi is
given by wiQmin . Thus, the quanta assigned to the flows are in proportion of their reserved
rates. In order that the work complexity of the DRR scheduler is O(1), it is necessary that
Qmin should be greater than or equal to the size of the largest packet that may potentially
arrive during the execution of the scheduler. Note that, during some service opportunity, a
flow may not be able to transmit a packet because doing so would cause the flow to exceed
its allocated quantum. The scheduler maintains a per-flow state, the deficit count, which
records the difference between the amount of data actually sent thus far, and the amount
that should have been sent. This deficit is added to the value of the quantum in the next
round, as the amount of data the scheduler should try to schedule in the next round. Thus,
a flow that received very little service in a certain round is given an opportunity to receive
more service in the next round.
A frame is defined as the sum of the quanta allocated to all the active flows in a DRR
round. Let F denote the size in bits of a DRR frame. The upper bound of the latency of
DRR is derived in [49] as (3F − 2φi)/r, where r represents the transmission rate of the
output link. This, however, is a loose bound borne of the incorrect assumption that the
upper bound on the deficit count of a flow is equal to its quantum.
A.2 Latency Analysis of DRR
In this section we analyze the latency analysis of the DRR scheduler. Our approach is
similar to the approach employed in Section 3.4 in deriving the latency bound of ERR.
Theorem A.2.1 The DRR scheduler belongs to the class of LR servers, with an upper
bound on the latency Θi for flow i given by,
Θi ≤ 1
r
(
(W − wi)Qmin + (m− 1)
(
W
wi
+ n− 2
))
(A.2)
where n is the total number of active flows, W is the sum of the weights of all the flows and
r is the transmission rate of the output link.
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Proof: Since the latency of an LR server can be estimated based on its behavior in
the flow active period, we will prove the theorem by showing that,
Θ′i ≤
1
r
(
(W − wi)Qmin + (m− 1)
(
W
wi
+ n− 2
))
Let flow i become active at time instant τi. For deriving an upper bound on the latency
of DRR we consider a time interval (τi, t) during which flow i is continuously active. Then
we obtain the lower bound on the total service received by flow i during the time interval
under consideration. Lastly we express the lower bound in the form of Equation (3.10) to
derive the latency bound. In Section 3.4, it has been proved that for deriving a tight upper
bound on the latency of the ERR scheduling discipline, we must consider an active period
(τi, t) such that τi coincides with the beginning of the service opportunity of a flow and t
belongs to the set of time instants at which the scheduler begins serving flow i. It can be
t 1t 0 t 2 t k t k+1
Flow i
becomes active
τ i
   Round k0   Round k  + 10   Round k  + k0
τ i
kτ i
1
time
time interval
under consideration
i u21u u21 ni1 2 n
Figure A.1: An illustration of the time interval under consideration for the analysis of the
latency bound of DRR
easily verified that these conditions are applicable in the analysis of the latency bound of
all round robin schedulers including DRR. Let τ ki be the time instant marking the start of
the k-th service opportunity of flow i. From the above, to determine a tight upper bound
on the latency of the DRR scheduler we need to only consider time intervals (τi, τ ki ) for
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all k. Figure A.1 illustrates the time interval under consideration for a given k. Note that,
the time instant τi may or may not coincide with the end of a round and the start of the
subsequent round. Let k0 be the round which is in progress at time instant τi or which ends
exactly at time instant τi. Let the time instant th mark the end of round (k0 + h − 1) and
the start of the subsequent round.
Let Sent i(s) represent the total data transmitted from flow i in the s-th round of service
of the DRR scheduler. Also let DCi(s) represent the deficit count of flow i following its
service in round s. It has been proved in [21] that for any flow i in any round s,
0 ≤ DCi(s) ≤ m− 1 (A.3)
Sent i(s) = wiQmin +DCi(s− 1)−DCi(s) (A.4)
Note that, while analyzing the latency bound of the DRR scheduler in [49], it has been
assumed that the upper bound on DCi(s) is Qi. It is easily verified that this assumption
will be true only if Qi = M = m. In all other situations, the upper bound on the deficit
count as specified by Equation (A.3) is a much tighter bound.
As illustrated in Figure A.1, assume that the time instant when flow i becomes active
coincides with the time instant when some flow u is about to start its service opportunity
during the k0-th round. Let Ga denote the set of flows which receive service during the
time interval (τi, t1), i.e., after flow i becomes active. Similarly, let Gb denote the set of
flows which are served by the DRR scheduler during the time interval (t0, τi), i.e., before
flow i becomes active. Note that, flow i is not included in either of these two sets since
flow i will receive its first service opportunity only in the (k0 + 1)-th round. If the time
instant τi coincides with the time instant t1, which marks the end of the k0-th round and the
start of the (k0 + 1)-th round, then the set Ga will be empty and all the n− 1 flows will be
included in the set Gb. Note that, in this case, flow i will be the last to receive service in the
(k0 + 1)-th round and all subsequent rounds during the time interval under consideration.
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The first step towards analyzing the latency bound involves obtaining an upper bound
on the size of the time interval (τi, τ ki ). This time interval can be split into the following
three sub-intervals:
1. (τi, t1): This sub-interval includes the part of the k0-th round during which all the
flows belonging to the set Ga will be served by the DRR scheduler. Summing Equation
(A.4) over all these flows,
t1 − τi = 1
r
∑
j∈Ga
{wjQmin +DCj(k0 − 1)−DCj(k0)} (A.5)
2. (t1, tk): This sub-interval includes k − 1 rounds of execution of the DRR scheduler
starting at round (k0+1). Consider the time interval (th, th+1) when round (k0+h) is
in progress. Summing Equation (A.4) over all n flows and since W is the sum of the
weights of all the n flows, we have,
th+1 − th = W
r
Qmin +
1
r
n∑
j=1
{DCj(k0 + h− 1)−DCj(k0 + h)}
Summing the above over (k − 1) rounds beginning with round k0 + 1,
tk − t1 = W
r
(k − 1)Qmin + 1
r
n∑
j=1
{DCj(k0)−DCj(k0 + k − 1)} (A.6)
3. (tk, τ ki ): This sub-interval includes the part of the (k0 + k)-th round during which all
the flows belonging to the set Gb will be served by the DRR scheduler. Summing
Equation (A.4) over all these flows,
τ ki − tk =
1
r
∑
j∈Gb
{wjQmin +DCj(k0 + k − 1)−DCj(k0 + k)} (A.7)
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Combining Equations (A.5), (A.6) and (A.7) and since W is the sum of the weights of all
the n flows, we have,
τ ki − τi =
W
r
(k − 1)Qmin +
(
W − wi
r
)
Qmin
+
1
r
∑
j∈Ga
(DCj(k0 − 1)−DCj(k0 + k − 1))
+
1
r
∑
j∈Gb
(DCj(k0)−DCj(k0 + k))
+
1
r
(DCi(k0)−DCi(k0 + k − 1)) (A.8)
Now since flow i becomes active during round k0, its deficit count at the end of the k0-th
round, DCi(k0) is equal to zero. Using this fact and the bounds on the deficit count from
Equation (A.3) in Equation (A.8), we have,
τ ki − τi ≤
W
r
(k − 1)Qmin +
(
W − wi
r
)
Qmin
+
(n− 1)(m− 1)
r
− 1
r
DCi(k0 + k − 1)
Solving for (k − 1),
(k − 1) ≥ r
WQmin
(τ ki − τi)−
W − wi
W
− 1
WQmin
(n− 1)(m− 1)
+
1
WQmin
DCi(k0 + k − 1) (A.9)
Note that, during the time interval under consideration, (τi, τ ki ), flow i receives service in
(k − 1) rounds starting at round (k0 + 1). Hence, using Equation (A.4) over these (k − 1)
rounds of service for flow i, and since the deficit count of a newly active flow is 0, we get,
Sent i(τi, τ
k
i ) = wi(k − 1)Qmin −DCi(k0 + k − 1) (A.10)
Using Equation (A.9) to substitute for (k − 1) in Equation (A.10), we get,
Sent i(τi, τ
k
i ) ≥
wir
W
(τ ki − τi)−
wi
W
(W − wi)Qmin − wi
W
(n− 1)(m− 1)
+
wi
W
DCi(k0 + k − 1)−DCi(k0 + k − 1) (A.11)
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Simplifying the above, we have,
Sent i(τi, τ
k
i ) ≥
wir
W
(
τ ki − τi −
1
r
(W − wi)Qmin − 1
r
(n− 1)(m− 1)
− DCi(k0 + k − 1)
r
(
W − wi
wi
))
(A.12)
Using Equation (A.8) it can be easily verified that,
τ ki − τi >
1
r
(W − wi)Qmin + 1
r
(n− 1)(m− 1)
+
DCi(k0 + k − 1)
r
(
W − wi
wi
)
(A.13)
Now, since the reserved rates are proportional to the weights assigned to the flows as given
by Equation (A.1), and since the sum of the reserved rates is no more than the link rate r,
we have,
ρi ≤ wi
W
r (A.14)
Substituting for wir
W
from Equation (A.14) in Equation (A.12) and using Equation (A.13)
we have,
Sent i(τi, τ
k
i ) ≥ ρi(τ ki − τi)−
ρi
r
(W − wi)(Qmin)
− ρi
r
(n− 1)(m− 1)
− ρi
r
(
W − wi
wi
)
DCi(k0 + k − 1) (A.15)
Comparing the above equation with Equation (3.10), the latency bound of the DRR sched-
uler is given by,
Θi ≤
(
W − wi
r
)
Qmin +
1
r
(n− 1)(m− 1)
+
1
r
(
W − wi
wi
)
DCi(k0 + k − 1) (A.16)
From the above equation it is readily seen that the latency reaches the upper bound if the
deficit count, DCi(k0+k−1) is equal to its upper bound (m−1) as given by Equation (A.3).
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Figure A.2: Plot of the service received by flow i with DRR
Substituting this in Equation (A.16), we get,
Θi ≤ 1
r
{
(W − wi)Qmin + (m− 1)
(
W
wi
+ n− 2
)}
(A.17)
As discussed earlier, flow i will experience its worst latency during an interval (τi, τ ki )
for some k. Therefore, from Equation (A.17), the statement of the theorem is proved.
We now proceed to show that the latency bound given by the above is tight by illus-
trating a case when the bound is actually achieved. Assume that flow i becomes busy at a
certain time instant τi, which also coincides with the start of a certain round (k0+1). Since
the other flows in the ActiveList will be served first, flow i becomes backlogged instantly
and τi is also the start of its active period. Assume that for any time instant t, t ≥ τi, a
total of n flows, including flow i, are active. Let F represent the set of all n flows. Also,
assume that the summation of the reserved rates of all the n flows equals the output link
transmission rate, r. Hence, ρi = wiW r. Since flow i became active at time τi, its deficit
count at the start of round (k0 + 1) is 0. Let the deficit count of all the other flows at the
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start of round (k0 + 1) be equal to (m-1). From Equations (A.3) and (A.4), a flow j can
transmit a maximum of wjQmin + (m − 1) bits during a round robin service opportunity.
In the worst case, before flow i is served by the DRR scheduler, each of the other (n − 1)
flows will receive this maximum service. Hence, the cumulative delay until flow i receives
service, X , is given by,
X =
(
∑
j∈F
j 6=i
wj)(Qmin) + (n− 1)(m− 1)
r
=
(W − wi)(Qmin) + (n− 1)(m− 1)
r
(A.18)
Even though X represents the time for which flow i has to wait until its first packet is
scheduled, Equation (3.10) does not hold true when X is substituted as Θi. This is because
in the time interval (τi, τi+X) flow i has not yet started receiving service at its guaranteed
rate. We assume that the latency, Θi is given by,
Θi = X + Y (A.19)
A plot of the service received by flow i against time is illustrated in Figure A.2. Assume
that the total service received by flow i during its first service opportunity is wiQmin −
(m− 1). Note that, from Equations (A.3) and (A.4), this equals the minimum service that
flow i can receive during any service opportunity. At the end of the (k0 + 1)-th round,
the deficit count for flow i is (m − 1) whereas the deficit count for all the other flows is
zero. In the worst case, during the (k0 + 2)-th round, each flow j from amongst the other
(n − 1) flows will transmit a maximum of wjQmin bits before flow i receives its second
service opportunity. During this service opportunity, flow i will be able to transmit at-
least a minimum of wiQmin bits, and will thus start receiving service at its guaranteed rate.
Referring to Figure A.2, we have,
Y +
wiQmin
ρi
− m− 1
ρi
=
WQmin
r
− m− 1
r
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Now since ρi = wiW r, simplifying further, we have,
Y =
(m− 1)
r
(
W − wi
wi
)
(A.20)
Substituting for X and Y from Equations (A.18) and (A.20) in Equation (A.19), it can be
easily verified that the latency bound is exactly met.
A.3 Overview of Pre-Order DRR
However, note that DRR is a frame-based scheduler and hence suffers from all of its
associated problems as discussed in Chapter 4. In [42], Tsao and Lin have proposed a new
scheduling discipline called Pre-order DRR which aims to eliminate the above weaknesses
of the DRR scheduler while trying to preserve its good properties such as its low work
complexity. The assignment of the weights and the quanta in Pre-order DRR are identical to
those in DRR. In fact, the Pre-order DRR scheduler also works in rounds. However, unlike
the DRR scheduler which serves the active flows in a round robin fashion, the Pre-order
DRR scheduler reorders the transmission sequence of the packets within each DRR round.
In this section, we present a brief overview of the Pre-order DRR scheduling discipline. A
significantly more detailed treatment may be found in [42].
Let us assume that a total of y packets are transmitted from flow i in the s-th round
of service. The packets are labeled as 1, 2, . . . y indicating their position in the stream of
packets that are scheduled from flow i in round s. Note that, y represents the last packet that
is served in round s from flow i. As in DRR, the deficit count serves as a measure of past
unfairness. Let DCmi (s) represent the deficit count of flow i following the transmission of
the m-th packet of the s-th round.
Definition A.3.1 Define the Quantum Availability, denoted by QAmi (s), of flow i after the
transmission of the m-th packet from flow i in round s as follows:
QAmi (s) =
DCmi (s)
Qi
(A.21)
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The Quantum Availability of a flow keeps track of the unused quantum of the flow in the
current round.
In Pre-order DRR a priority queue module consisting of p queues and a classifier mod-
ule are appended to the original DRR architecture. Let PQ1, PQ2, . . . , PQp represent the
priority queues in the descending order of priority with PQ1 as the highest priority queue
and PQp denoting the lowest priority queue. Just as in DRR, the Pre-order DRR maintains
a linked list of active flows called the ActiveList. However, the flows in the ActiveList are
not served in a round robin manner as in DRR. This is a list of the active flows that have
already received their fair share of service in the current round. These flows are, however,
eligible for receiving service in the subsequent round. At the start of a round, the Classi-
fier module classifies the packets that will be served in the current round from each flow
present in the ActiveList according to its Quantum Availability into the p priority queues.
In general, the priority queue, zmi (s) into which the m-th packet served from flow i in the
s-th round is added is calculated as follows,
zmi (s) = p− bQAmi (s)× pc (A.22)
Once all the packets that can be scheduled in the current round from flow i have been
transferred from the flow buffers into the priority queues, if flow i is still active, it is added
to the tail of the ActiveList.
When the scheduler is ready to transmit, it begins serving the packet at the head of the
highest non-empty priority queue. Note that, if a packet is added to a priority queue that has
a higher priority than the queue from which the scheduler is currently serving a packet, then
following the current transmission, the scheduler will first serve the packet added into the
higher priority queue. The round in progress ends when all the priority queues are empty. It
has been proved in [42] that Pre-order DRR has a low worst-case work complexity of O(1)
with respect to the number of flows and O(log p) with respect to the number of priority
queues.
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A.4 The Nested DRR Interpretation
In this section we present the interpretation of PERR bandwidth allocations as an in-
stance of allocations in the Nested-DRR scheduler. Note that, a similar approach was
adopted in Section 5.1 while analyzing the latency bound on the PERR scheduling disci-
pline.
The primary goal of the Pre-order DRR scheduler is to break the quantum allocated
to a flow in a DRR round into several pieces so that it can be utilized in pieces over the
course of the round. The Nested DRR scheduler proposed in [40] tries to eliminate the
drawbacks of the DRR scheduler by creating a set of multiple rounds inside each DRR
round and executes a modified version of the DRR algorithm within each of these inner
rounds. The Nested DRR scheduler tries to serve Qmin worth of data from each flow during
each inner round. During an outer round, a flow is considered to be eligible for service in
as many inner rounds as are required by the scheduler to exhaust its quantum. This results
in a significantly lower latency bound, while preserving the O(1) work complexity and the
fairness characteristics of DRR. We can hypothetically interpret the operation of the Pre-
order DRR scheduler as a nested version of DRR similar to Nested DRR. This interpretation
is useful in analyzing the latency bound of the Pre-order DRR scheduler. Each round in
DRR can be referred to as an outer round. The time period during which the Pre-order
DRR scheduler serves the flows present in the priority queue PQu during the s-th outer
round is referred to as inner round (s, u). Thus, each outer round can be split into as many
inner rounds as the number of priority queues, p. Since the Pre-order DRR scheduler visits
the priority queues in a descending order of priority starting at priority queue PQ1 and
ending with queue PQp, the first and last inner rounds in outer round s are (s, 1) and (s, p)
respectively.
The quantum assigned to each flow is divided equally among the p priority queues.
Thus, the quantum allocated to flow i in each of its inner rounds is equal to Qi
p
. Let
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Served i(s, u) represent the total data scheduled from flow i in inner round (s, u). Also
let DCi(s, u) denote the deficit round of flow i at the end of the (s, u)-th inner round. Note
that, the deficit count of a flow at the end of the last inner round of an outer round is the
same as its deficit count at the end of the corresponding round in DRR. Also, this deficit
count is carried over to the first inner round of the subsequent outer round. Hence,
DCi(s, p) = DCi(s) = DCi(s+ 1, 0)
Note that, DCi(s + 1, 0) is used to represent the deficit count of flow i at the start of the
inner round (s+ 1, 1). As in DRR, the deficit count is calculated as follows,
DCi(s, u) =
Qi
p
+DCi(s, u− 1)− Served i(s, u) (A.23)
It can be easily proved that Equation (A.3) which represents the bounds on the deficit count,
DCi(s), also holds true for DCi(s, u). Hence, for any flow i and inner round (s, u),
0 ≤ DCi(s, u) ≤ m− 1 (A.24)
In DRR, since the quantum of each flow is greater than or equal to the size of the largest
packet that may potentially arrive during its execution, the scheduler is guaranteed to serve
at least one packet from each of the active flows in each round. However, in Pre-order DRR,
it may be possible that the sum of Qi
p
and DCi(s, u − 1) is less than the size of the packet
at the head of flow i. In this case, flow i will not receive any service in inner round (s, u).
Thus, a flow need not necessarily receive service in each inner round. If the Pre-order DRR
scheduler was serving flows in an exact round robin manner as in Nested DRR then, in the
worst-case, it may be possible that none of the active flows will be able to transmit a packet
in an inner round resulting in a work complexity of O(n) or greater, where n represents the
total number of active flows. The Classifier module in the Pre-order DRR scheduler avoids
this large work complexity by classifying the packets into the p priority queues at the start
of each outer round. This classification determines which inner rounds each flow will be
served in and the scheduler does not need to query all the flows in a round robin order.
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Note that, the deficit count of a flow is updated at the end of each inner round using
Equation (A.23) irrespective of whether it receives service in that inner round. From Equa-
tion (A.23), the service received by flow i in inner round (s, u) is,
Served i(s, u) =
Qi
p
+DCi(s, u− 1)−DCi(s, u) (A.25)
Definition A.4.1 Let Sent i(s, u) represent the total service received by flow i since the
start of the s-th outer round until the time instant when the scheduler finishes serving the
packets in the priority queue PQu.
Sent i(s, u) is computed as follows:
Sent i(s, u) =
w=u∑
w=1
Servedi(s, w)
Substituting for Served i(s, w) from Equation (A.25) in the above, we have,
Sent i(s, u) = (
u
p
)Qi +DCi(s− 1)−DCi(s, u) (A.26)
Sent i(s, u) will be positive only if the the sum of (up )Qi and DCi(s − 1) is greater than
or equal to the size of the packet at the head of flow i. If this condition is not satisfied
then it implies that flow i has not received any service in the first u inner rounds. However,
each flow is guaranteed to receive service during at least one inner round within each outer
round.
Definition A.4.2 Define Sent i(s) as the total service received by flow i in outer round s.
Note that, Sent i(s) is equal to Sent i(s, p). Therefore, substituting u = p in Equation
(A.26), we get,
Sent i(s) = Qi +DCi(s− 1)−DCi(s) (A.27)
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A.5 Latency Analysis of Pre-Order DRR
In this section we analyze the latency analysis of the DRR scheduler and also prove
that it belongs to the general class of LR-servers. Our approach is similar to the approach
employed in Section 3.4 in deriving the latency bound of PERR.
Theorem A.5.1 The Pre-order DRR scheduler belongs to the class of LR servers, with an
upper bound on the latency Θi for flow i given by,
Θi ≤ 1
r
{
(W − wi)Qmin
p
+ (m− 1)
(
W
wi
+ n− 2
)}
(A.28)
where n is the total number of active flows, p represents the number of priority queues, W
is the sum of the weights of all the flows and r denotes the transmission rate of the output
link.
Proof: Since the latency of an LR server can be estimated based on its behavior in
the flow active periods, we will prove the theorem by showing that,
Θ′i ≤
1
r
{
(W − wi)Qmin
p
+ (m− 1)
(
W
wi
+ n− 2
)}
Let τi be the time instant when flow i becomes active. To prove the statement of the theorem
we must consider an active period (τi, t) of flow i. We then obtain the lower bound on the
total service received by flow i during the time interval under consideration. Lastly, we
express the lower bound in the form of Equation (3.10) to derive the latency bound.
In [47] and Section 3.4 it has been proved that to obtain a tight upper bound on the
latency of the Elastic Round Robin scheduler [46, 59], we need to consider only those
active periods (τi, t) which satisfy the following two requirements:
1. τi coincides with the start of a service opportunity of some flow.
2. Time instant t belongs to a subset of all possible time instants at which the scheduler
begins serving flow i.
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It can be easily verified that these two conditions are applicable for proving the upper bound
on the latency of the Pre-order DRR scheduler. Let τ (e,f)i be the time instant marking the
start of the service of flow i when flow i is at the head of priority queue PQf in round e. In
other words, this time instant represents the start of the service opportunity of flow i in inner
round (e, f). Note that, τ (e,f)i belongs to the set of time instants when the scheduler begins
serving flow i. Therefore, in order to determine the latency bound of the Pre-order DRR
we need to only consider time intervals (τi, τ (e,f)i ) for all (e, f) in which flow i receives
service.
The first step towards analyzing the latency bound involves choosing a suitable time
interval (τi, τ (e,f)i ) such that the size of this time interval is the maximum possible. Note
that, the time instant τi may or may not coincide with the start of a new outer round. Let
k0 be the outer round which is in progress at time instant τi or which starts exactly at time
instant τi. In either case, flow i will receive an opportunity to transmit Qi worth of data in
the k0-th round. Let the time instant th mark the start of the outer round (k0+h). Consider
the case when τi does not coincide with the time instant t0, the start of outer round k0,
i.e., τi > t0. In this case, the time interval (t0, τi) will be excluded from the time interval
under consideration. On the other hand, when τi coincides with t0, the size of the time
interval (τi, τ (e,f)i ) is maximal. We, therefore, assume that the τi coincides with the start of
the k0-th outer round. Figure A.3 illustrates the time interval under consideration assuming
that (e, f) is equal to (k0+ k, v). Note that, in Figure A.3, OR(a) represents the a-th outer
round and IR(a, b) denotes the inner round (a, b) in the execution of the Pre-order DRR
scheduler.
The time interval under consideration, (τi, τ (k0+k,v)i ), can be split into two sub-intervals:
1. (τi, tk): This sub-interval includes k outer rounds of execution of the Pre-order DRR
scheduler starting at outer round k0. Consider the time interval (th, th+1) when outer
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Figure A.3: An illustration of the time interval under consideration for the analysis of the
latency bound of Pre-order DRR
round (k0 + h) is in progress. Summing Equation (A.27) over all n flows,
th+1 − th = W
r
Qmin +
1
r
n∑
j=1
{DCj(k0 + h− 1)−DCj(k0 + h)} (A.29)
Summing the above over k rounds beginning with round k0,
tk − τi = W
r
(kQmin) +
1
r
n∑
j=1
{DCj(k0 − 1)−DCj(k0 + k − 1)} (A.30)
2. (tk, τ (k0+k,v)i ): This sub-interval includes the part of the (k0 + k)-th round prior to
the start of the service of flow i when it is at the head of priority queue PQv. In the
worst-case, flow i will be the last flow to receive service among all the flows which
may be present in priority queue PQv. In this case, during the sub-interval under
consideration, the service received by flow i equals Sent i(k0 + k, v − 1) whereas the
service received by each flow j among the other (n − 1) flows equals Sent j(k0 +
k, v). Note that, if v equals 1 then flow i does not receive service in this sub-interval.
Summing Sent i(k0+k, v− 1) and Sent j(k0+k, v) for each flow j such that 1 ≤ j ≤
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n, j 6= i and using Equation (A.26), we have,
τ
(k0+k,v)
i − tk =
1
r
n∑
j=1
j 6=i
(
v
p
)wjQmin +
1
r
(
v − 1
p
)wiQmin
+
1
r
n∑
j=1
j 6=i
(DCj(k0 + k − 1)−DCj(k0 + k, v))
+
1
r
(DCi(k0 + k − 1)−DCi(k0 + k, v − 1)) (A.31)
Combining Equations (A.30) and (A.31), we have,
τ
(k0+k,v)
i − τi =
W
r
(kQmin) +
1
r
n∑
j=1
j 6=i
(
v
p
)wjQmin +
1
r
(
v − 1
p
)wiQmin
+
1
r
n∑
j=1
j 6=i
(DCj(k0 − 1)−DCj(k0 + k, v))
+
1
r
(DCi(k0 − 1)−DCi(k0 + k, v − 1)) (A.32)
Now since flow i becomes active at the start of outer round k0, its deficit count at the start
of the k0-th outer round, DCi(k0 − 1) is equal to zero. Using this fact and the bounds on
the deficit count from Equations (A.3) and (A.24) in Equation (A.32), we have,
τ
(k0+k,v)
i − τi ≤
W
r
(kQmin) +
1
r
n∑
j=1
j 6=i
(
v
p
)wjQmin +
1
r
(
v − 1
p
)wiQmin
+
(n− 1)(m− 1)
r
− 1
r
DCi(k0 + k, v − 1)
Solving for k,
k ≥ (τ (k0+k,v)i − τi)
r
WQmin
− r
W
n∑
j=1
j 6=i
(
v
p
)wj − r
W
(
v − 1
p
)wi
− 1
WQmin
(n− 1)(m− 1) + 1
WQmin
DCi(k0 + k, v − 1) (A.33)
Note that, the total data transmitted by flow i during the time interval under consideration
can be expressed as the following summation.
Sent i(τi, τ
(k,v)
i ) = Sent i(τi, tk) + Sent i(tk, τ
(k,v)
i ) (A.34)
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As explained earlier, Sent i(tk, τ (k,v)i ) is the same as Sent i(k, v − 1). Sent i(τi, tk) can
be obtained by summing Equation (A.27) over k outer rounds starting at outer round k0.
Substituting the result of this summation and Equation (A.26) in Equation (A.34) and using
the fact that the deficit count of a newly active flow is equal to zero, we have,
Sent i(τi, τ
(k0+k,v)
i ) = wi(kQmin) + (
v − 1
p
)wiQmin −DCi(k0 + k, v − 1) (A.35)
Using Equation (A.33) to substitute for k in Equation (A.35), we get,
Sent i(τi, τ
(k0+k,v)
i ) ≥
wir
W
(τ
(k0+k,v)
i − τi)−
wi
W
(
v
p
)(W − wi)Qmin
− wi
W
(
v − 1
p
)wiQmin − wi
W
(n− 1)(m− 1)
+
wi
W
DCi(k0 + k, v − 1) + (v − 1
p
)wiQmin
− DCi(k0 + k, v − 1)
Simplifying the above we get,
Sent i(τi, τ
(k0+k,v)
i ) ≥
wir
W
(
τ
(k0+k,v)
i − τi −
1
r
(
v
p
)(W − wi)Qmin
− 1
r
(
v − 1
p
)(W − wi)Qmin − 1
r
(n− 1)(m− 1)
−1
r
DCi(k0 + k, v − 1)
(
W
wi
− 1
))
(A.36)
Using Equation (A.32) it can be easily verified that,
τ
(k0+k,v)
i − τi >
1
r
(
v
p
)(W − wi)Qmin
+
1
r
(
v − 1
p
)(W − wi)Qmin + 1
r
(n− 1)(m− 1)
−1
r
DCi(k0 + k, v − 1)
(
W
wi
− 1
)
(A.37)
Now, since the reserved rates are proportional to the weights assigned to the flows as
given by Equation (A.1), and since the sum of the reserved rates is no more than the link
rate r, we have,
ρi ≤ wi
W
r (A.38)
155
Substituting for wir
W
from Equation (A.38) in Equation (A.36) and using Equation (A.37),
we have,
Sent i(τi, τ
(k0+k,v)
i ) ≥ ρi(τ (k0+k,v)i − τi)−
ρi
r
(
W − wi
p
)
Qmin − ρi
r
(n− 1)(m− 1)
− ρi
r
DCi(k0 + k, v − 1)
(
W
wi
− 1
)
(A.39)
Comparing the above equation with Equation (3.10), the latency bound of the Pre-order
DRR scheduler is given by,
Θi ≤ 1
r
(
W − wi
p
)
Qmin +
1
r
(n− 1)(m− 1)
+
DCi(k0 + k, v − 1)
r
(
W
wi
− 1
)
(A.40)
From the above equation it is readily seen that the latency reaches the upper bound if
the deficit count DCi(k0 + k, v − 1) is equal to its upper bound (m − 1) as given by
Equation (A.24). Substituting this in Equation (A.40), we get,
Θi ≤ 1
r
{
W − wi
p
Qmin + (m− 1)
(
W
wi
+ n− 2
)}
(A.41)
As discussed earlier in Section 3.4, flow i will experience its worst latency during an
interval (τi, τ (k0+k,v)i ) for some inner round (k0 + k, v). Therefore, from Equation (A.41),
the statement of the theorem is proved.
We now proceed to show that the above latency bound is tight by illustrating a case
when the bound is actually achieved. Let F represent the set of all n flows. Assume that
flow i becomes active at a certain time instant τi which also coincides with the start of
certain outer round k0. Since the arrival of a packet into the empty buffer of a flow signals
the start of a busy period of the flow, τi is also the start of its busy period. Assume that for
any time instant t, t > τi, a total of n flows, including flow i, are active. Also, assume that
the summation of the reserved rates of all the n flows is equal to the transmission rate of
the output link, r. Therefore, we have, ρi = wiW r. Since flow i became active at time τi, its
deficit count at the start of outer round k0 is 0. Let the deficit count of all the other (n− 1)
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flows be equal to the maximum value of (m− 1). Using Equations (A.24) and (A.25), it is
seen that the maximum service received by a flow j during an inner round, Smaxj is given
by,
Smaxj =
wiQmin
p
+ (m− 1) (A.42)
On a similar note, the minimum service received by flow j during an inner round, Sminj ,
provided it is present in the priority queue being served, is given by,
Sminj =
wiQmin
p
− (m− 1) (A.43)
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Figure A.4: (a) Input pattern (b) Packet classification in the priority queues
Figure A.4(a) illustrates a part of the input traffic present in the queues of the n flows at
the start of outer round k0. Figure A.4(b) shows how the Classifier module of the Pre-order
DRR scheduler classifies these packets into the priority queues using Equation (A.22).
From Figure A.4(b) it can be seen that, except for flow i, all the other (n − 1) flows have
packets classified into the highest priority queue PQ1. Prior to the service of the first packet
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of flow i, each flow j, j ∈ F, j 6= i, transmits Smaxj worth of data. Hence, the cumulative
delay until flow i receives service, X , is given by,
X =
∑
j∈F
j 6=i
Smaxj
r
Substituting for Smaxj from Equation (A.42), we have,
X =
1
r
(
(W − wi)Qmin
p
+ (n− 1)(m− 1)
)
(A.44)
Also the total flow i data that is served from PQ2 equals Smini .
Even though X represents the time for which flow i has to wait until it starts receiving
service, Equation (3.10) does not hold true if we substitute X as Θi. This is because in time
interval (τi, τi +X) flow i has not yet started receiving at its guaranteed rate. We assume
that the latency, Θi is given by,
Θi = X + Y (A.45)
A plot of the service received by flow i against time is illustrated in Figure A.5. In order
to determine the value of Y we shall consider the time interval (τi, τ (k0,2)i ) which satisfies
the aforementioned requirements for deriving a tight upper bound on the latency. Referring
to Figure A.5, we have,
Y +
Smini
ρi
=
1
r
∑
j∈F
j 6=i
wjQmin +
Smini
r
Substituting for Smini from Equation (A.43), we have,
Y +
wiQmin
p
ρi
− m− 1
ρi
=
WQmin
p
r
− m− 1
r
Now, since ρi = wiW r, simplifying further, we have,
Y =
(m− 1)
r
(
W
wi
− 1
)
(A.46)
Substituting for X and Y from Equations (A.44) and (A.46) in Equation (A.45), it can be
readily verified that the latency bound is exactly met.
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Figure A.5: Plot of the service received by flow i with Pre-order DRR
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