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In this thesis we study the applications of incidence geometry to additive
combinatorics, with a particular focus of the setting of the prime residue field.
We begin by introducing some context to incidence geometry and its role in
combinatorics. In Chapters 4 and 5, we prove a new incidence bound between
points and lines in the plane and discuss its applications. The sum-product
phenomenon is a motivating problem of this thesis and we discuss this in
both the case of an arbitrary field and the specific case of F = R. In this
latter setting, in Chapter 6 we prove a bound on the energy formulation of the
sum-product problem. A consequence of this is to the sum-product problem
itself, as well as to that of expander functions. Finally, in Chapter 8, we prove
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are the three who have played the greatest role in this task, but Justin D.,
Charley, Emma, Jenny, Simon, Lydia and Olly K. have all played their parts
in my contentment.
For those I have have known the longest and who have given me support
in all parts of my life, it gives me great pleasure to thank Kats, Cate, Robert




I declare that the work in this dissertation was carried out in accordance with
the requirements of the University’s Regulations and Code of Practice for
Research Degree Programmes and that it has not been submitted for any other
academic award. Except where indicated by specific reference in the text, the
work is the candidate’s own work. Work done in collaboration with, or with
the assistance of, others, is indicated as such. Any views expressed in the






Some parts of this thesis appear in the following publications:
• [108] An Improved Point-Line Incidence Bound over Arbitrary Fields
joint work with Frank de Zeeuw
Bulletin of the London Mathematical Society 49.5 (2017), pp. 842-858
• [92] On the Energy Variant of the Sum-Product Conjecture
joint work with Misha Rudnev and Ilya Shkredov
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Sets will always be finite and denoted by capital Latin letters. For example,
A = {1, 2, 3} denotes the set containing the numbers one, two and three. The
cardinality of a set is denoted | · |. e.g. |A| = 3.




F denotes an arbitrary field. If the field is finite, then we write Fp to de-
note the prime residue field. The field Fq is a finite field of order q where q is
a prime power. Throughout this work, p, q should be thought of as odd and
large when referring to the characteristic of a field.
F∗ = F \ {0}.
Fd, for d ≥ 2 an integer and F a field, denotes a d-dimensional vector space
over F. That is, Fd = {(x1, . . . , xd) : x1, . . . , xd ∈ F}.
For a set A we often write expressions of the form A+A = {a+ b : a, b,∈ A}.
The meaning of this expression is typically intuitive, but will be defined
throughout. However there are certain caveats, e.g. A/A is defined as the set
{a/b : a, b ∈ A, b 6= 0}.
We write 1A(x) = 1 if x ∈ A and 1A(x) = 0 if x /∈ A. We also write
xvii
NOTATION AND CONVENTIONS
1f(x)=y = 1 if f(x) = y and 1f(x)=y = 0 if f(x) 6= y.
rA+A(x) :=
∑
a,b∈A 1x=a+b is the number of representations of an element
x as A+A. The expression rAA(x) is defined similarly.
P typically denotes a set of points (in Fd) and L typically denotes a set
of lines. The set Π will typically refer to a set of planes. This notation will be
always be restated.
The number of incidences between sets X and Y is
I(X,Y ) = |{(x, y) ∈ X × Y : x ∩ y 6= ∅}|. .
The dot product between x = (x1, . . . , xd) and y = (y1, . . . , yd) is x · y =∑d
i=1 xiyi = 〈x, y〉.
The disjoint union is denoted t. The statement A = B t C means that (i)
B ∩ C = ∅ and (ii) A = B ∪ C.
Asymptotic Notation
When we are not concerned with constants, we use asymptotic notation as
follows:
f(x) g(x)⇔ ∃ C > 0, X such that ∀ x ≥ X , we have f(x) ≤ Cg(x)
f(x) g(x)⇔ ∃ C > 0, X such that ∀ x ≥ X , we have f(x) ≥ Cg(x) .
Typically this notation will be with respect to the size of a set. E.g. the
equation |{F (a, b) : a, b ∈ A}|  |A| for some function F should be interpreted
as asymptotic in the cardinality of the set A.
We write f(x)  g(x) interchangeably as f(x) = O(g(x)), and similarly
f(x) g(x) as f(x) = Ω(g(x)).
This asymptotic notation hides constant terms, but often we will not be
concerned with logarithmic terms:
f(x) . g(x)⇔ ∃ C1 > 0, C2 ∈ R so that ∀ x ≥ X , we have f(x) ≤ C1 logC2(x)g(x)
f(x) & g(x)⇔ ∃ C1 > 0, C2 ∈ R so that ∀ x ≥ X , we have f(x) ≥ C1 logC2(x)g(x) .
xviii
NOTATION AND CONVENTIONS
The choice of logarithmic base does not matter in this notation since it
change only the value of the implicit constants C1 and C2.
The motivation for hiding the logarithmic terms is that often we are so far
from the true conjectured exponent of an expression that logarithmic losses





The unifying theme of this thesis is how incidence geometry can be used to
approach questions in combinatorics. Typically the incidences in questions will
be between points and lines in the plane, and the combinatorics in questions
will be of an arithmetic flavour.
We are interested in asymptotic results: sets are suitably large to bypass
exoticisms which occur at small scales. Since we are interested in the arithmetic
structure, we require both an addition and multiplication operator, and so
work in a field. If the field in which we work is finite, then we assume it is also
suitably large. Geometric combinatorial questions in this area are of the type:
• How many incidences can there be between a set of points P and a set
of lines L in terms of |P| and |L|?
• How many incidences can there be between a set of points and lines if
the points and/or lines have given structure?
• If a set of points and a set of lines has a maximal number of incidences,
can we say anything about the structure of the configuration?
• Given a set of points in the plane, are there any structural features which
are guaranteed to exist? We will ask how many distinct distances are
there among all pairs of points in the set?
Over the real (and complex) numbers, the Szemerédi-Trotter theorem [110]
provides an optimal bound on the number of incidences between points and
lines. Over arbitrary fields F we still have points and lines, but are no longer
1
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afforded the topology of the reals. When we ask questions over F, we renounce
the tools and methods developed over R.
The combinatorial applications that we consider are varied, and it is often
not obvious that incidences can be used in any way in their resolution. The
applications we have in mind are of the following flavour:
• Given a set A ⊆ F for a field F, can A simultaneously be ‘additive’ and
‘multiplicative’, for some suitable quantification of these terms? Generally
one should have the motto in mind that addition and multiplication
cannot coexist.
• What function f : Fd → F will satisfy |{f(a1, . . . , an) : ai ∈ A}|  |A|α
for some α > 1 and for any set A ⊆ F? How big can α/d be?
In this thesis, we develop new incidence theorems over arbitrary fields F.
We investigate some applications, with an emphasis on the prime residue field
Fp. Since the cardinality of the set of interest will be large with respect to
the characteristic of the field, we also require that p  1. In particular, we
examine the incompatibility of the coexistence of additive and multiplicative
structure in a set. Finally, we find a new lower bound on the number of distinct
distances a set of points in F× F must determine.
Structure of Thesis
• We begin with two introductory chapters: Chapter 2 offers an introduc-
tion to incidence bounds and Chapter 3 is a brief guide to arithmetic
combinatorics and the sum-product problem. These two chapters contain
both elementary and fundamental results.
• Chapter 4 is about incidence theorems in arbitrary fields. The key
contribution of this chapter is a proof of two new incidence theorems.
This is joint work with Frank de Zeeuw and the results are the content
of the publication [108].
• Chapter 5 discusses applications of the incidence theorems proved in
Chapter 4. The applications are contained in [108]; Chapter 5 provides
additional explanation and context.
2
CHAPTER 1. INTRODUCTION
• In Chapter 6, we turn to additive combinatorics and an energy formulation
of the sum-product problem. This work appears in the publication [92]
and is joint with Misha Rudnev and Ilya Shkredov.
• Chapter 7 discusses two consequences of the results of Chapter 6: an
application to expander functions, and a new sum-product result. Both
of these results also appear in [92]. In this chapter we present a proof
of the sum-product theorem avoiding auxiliary notation used elsewhere.
It is hoped that this will aid the understanding and progress on this
problem.
• Finally, Chapter 8 is about the pinned distance problem in arbitrary
fields. This is joint work with Brendan Murphy and Misha Rudnev and




A beginner’s guide to incidence
theorems
Throughout this thesis, numerous incidence bounds are used, in particular
the Szemerédi-Trotter theorem and Rudnev’s point-plane incidence bound.
This chapter aims to serve as a reference point for these canonical results in
the context of this work, and to describe their place within the mathematical
literature. As such, details on the proofs of the results in this section are
minimal. We refer the curious reader instead to the vast body of literature:
e.g. [24, 98, 78, 65].
2.1 Incidences in two dimensions
Let us begin at the very beginning: The Elements of Euclid, Book I [18].
I. A point is that which has no parts.
II. A line is that without breadth.
Now, this definition is immediately understandable and fit for purpose
over the reals, where the concept of width and breadth are inherited from our
understanding of the physical world. However, over an arbitrary field, this
intuition fails us, and we turn instead to another mathematical great. Descartes’
introduction of Cartesian geometry allowed for an algebraic interpretation
of points and lines, the definition of which extends over arbitrary fields. In
modern language, a point is an element of a vector space of dimension d ≥ 1
5
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over a field F: the notion of a point lacking parts is retained in this definition.
Given two points a, b ∈ Fd, a line is the set of elements of the form ta+ (1− t)b
where t ∈ F. Over the plane, a line can equivalently be defined algebraically:
a line takes the form ` = {(x, y) ∈ F2 : y = mx+ c} where m, c ∈ F are fixed
and m 6= 0, or a line is vertical and takes the form ` = {(v, y) : y ∈ F} for
fixed v ∈ F. When F = R, modern definitions and Euclid’s classical definitions
coincide. We refer to m in the definition of ` as the gradient of the line; the
gradient of a vertical line is infinite.
A line is a collection of points; if we have a finite set of points P and a finite
set of lines L, we can ask how many of our points lie in our lines. If a point
lies in a line, we say an incidence occurs and so we rephrase our combinatorial
question by asking how many incidences there are between P and L. We define






1p∈` = |{(p, `) ∈ P × L : p ∈ `}| .
For instance over R2, Figure 2.1 demonstrates an incidence count of two
and Figure 2.2 demonstrates an incidence count of three. Unless explicitly
stated otherwise, we shall restrict our investigation of incidences to the planar
case.
Figure 2.1: Two incidences
Figure 2.2: Three incidences
6
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In R2 it is easy for finite sets of points and lines to have no incidences. In
fact, this is the behaviour of ‘typical sets’. However, if the sets of points and
lines have many incidences, this is remarkable behaviour. Given that the sets
of points and lines are both finite, it follows that the number of incidences
between them is also finite. The first question we ask is therefore: how many
incidences can there be?
First incidence bounds
It is clear that I(P,L) is finite and of size at most |P||L|. This bound follows
immediately from the fact that a line in L cannot contain more points than
are present in the point set.
However, this bound can never1 be realised because we have not accounted
for the fact that two lines can intersect at only one point: if all points are
collinear on ` ∈ L, contributing |L| incidences, then any other line in L
can contribute at most one incidence to our count. This observation can be
formalised and quantified via the Cauchy-Schwarz inequality to give the trivial
bound on the number of incidences.
Lemma 2.1 (Trivial incidence bound). Let F be an arbitrary field. Let P and










Proof. From the Cauchy-Schwarz inequality we have:































|L|(|L| − 1) + I
≤ |P|1/2
√
|L|2 + I ,
1Here, we use ‘never’ to mean never non-trivially; if |P| = 1 then there are at most |L|
incidences (by a pencil centred at the single point). By ‘non-trivial’ in this context we mean
at least two points and two lines.
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where the second multiplicative factor is simplified by the observation that
two distinct lines can intersect at only one point.
Finally, we solve the ensuing quadratic inequality to obtain 2I ≤ |P| +√
|P|2 + 4|P||L|2. Also note that |P|+
√
|P|2 + 3|P||L|2 ≤ 2(|P|+ |L|
√
|P|).
The second term in the statement of the lemma follows from the same
calculation but with the roles of points and lines reversed.
We note that because of the combinatorial nature of this proof, Lemma 2.1
holds in all fields.
This naturally leads to the following key question:
Question 2.2. Is there a bound on I(P,L) that is better than the trivial
bound?
The Szemerédi-Trotter Theorem
The question of the existence of an incidence bound better than the trivial
bound was answered in the affirmative by Szemerédi and Trotter in 1983 [110]
for the case F = R. It is difficult to overstate the importance of the following
theorem and we will frequently refer to this theorem throughout this work.
Theorem 2.3 (Szemerédi-Trotter ). Let P ⊆ R2 be a finite set of |P| points
and let L be a finite set of |L| lines in the real plane. Then there exists an
absolute constant cST > 0 so that
I(P,L) ≤ cST
(
(|P||L|)2/3 + |P|+ |L|
)
.
We will discuss the proof of Theorem 2.3 in Chapter 4, in particular, why
various proofs of the Szemerédi-Trotter theorem do not extend to other fields.
The current best value of cST remains an open problem; the state-of-the-art is
cST = 2.44 . . . , a result of Ackerman [1].
Incidences between points and lines are present in the complex plane C2
and so we can also ask for a Szemerédi-Trotter theorem over C. Since R is a
subfield of C, any example that demonstrates the sharpness of Theorem 2.3
also provides a lower bound for a complex Szemerédi-Trotter theorem; i.e. the
best main term for an upper bound for the number of incidences between |P|
points and |L| lines in C2 is at least (|P||L|)2/3. Tóth [114] and Zahl [119] were
successful in extending the Szemerédi-Trotter theorem to C2: they showed that,
with possibly a different constant, Theorem 2.3 holds over C2. We refer to the
8
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complex incidence theorem as the Szemerédi-Trotter theorem throughout this
work.
The Szemerédi-Trotter Theorem has been applied in numerous other prob-
lems (see, e.g. the exposition [24]), and has been used as a vehicle to obtain
incidences bounds between higher dimensional objects.
This theorem is optimal in the sense that there exist configurations of
points and lines achieving each bound. We demonstrate this optimality with
the following three examples in Figures 2.3–2.5:
Figure 2.3: The term |P| is attained: all |P| points are collinear on a line in L
Figure 2.4: The term |L| is attained: all |L| lines are concurrent through a
point in P
9
CHAPTER 2. INCIDENCES FOR BEGINNERS
Figure 2.5: The term (|P||L|)2/3 is attained: the |P| points are arranged in a
grid on the integer lattice (if |P| is not a square, then the points are arranged
to be ‘as close to a square as possible’), and the |L| richest lines are chosen.
The number of k-rich points and lines
Definition 2.4. Let d ≥ 2 be an integer and let F be a field. Let P ⊆ Fd be a
set of points.
A line ` in Fd is said to be k-rich with respect to P if |` ∩ P| ≥ k.
We extend this definition to arbitrary sets and objects in Fd. Let S ⊆ Fd
be a set. Then θ ⊆ Fd is k-rich with respect to S if |θ ∩ S| ≥ k.
The Szemerédi-Trotter theorem gives an upper bound for the number of
k-rich points with respect to a (finite) set of lines L lying in C2, and also an
upper bound for the number of k-rich lines with respect to a finite set of points
P ⊆ C2.
Theorem 2.5 (k-rich points and lines).
(i) Let P ⊆ R2 be a finite set of points, and let Lk be the number of k-rich








(ii) Let L be a finite set of real lines in R2, and let Pk be the number of
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Proof. We prove only the estimate (2.1), and appeal to point-line duality as a
proof of (2.2).
Let P,Lk be as in the statement of the theorem. Without loss of generality,
assume that |P| < (k/3)|Lk| (else (2.2) is trivial). Then every line in Lk
contains at least k points of P. Hence k|Lk| ≤ I(P,Lk). We then apply the
Szemerédi-Trotter theorem:
k|Lk| ≤ I(P,Lk) |P|2/3|Lk|2/3 + |P|+ |Lk| .
Since k ≥ 2 and |P|  k|Lk|, we may disregard the final term at a cost of
increasing the unspecified constant within the  notation.
Rearranging this estimate then completes the proof of the theorem.
Incidences over R3
Throughout this thesis, we will make references to a point-line incidence
theorem in R3 of Guth and Katz [43]. This bound is particularly remarkable
as it was used to prove an almost-tight bound for the Erdős distinct distance
problem [29] in the plane, something which will be discussed in Chapter 8.
We will not use their theorem, but we state it here due it its importance in
the literature. Guth and Katz proved the following sharp theorem.
Theorem 2.6 (Guth-Katz). Let L be a finite set of lines in R3, such that any
doubly-ruled surface contains at most O(|L|1/2) lines in L.






2.2 Incidences in arbitrary fields
How is F different to R?
In arbitrary fields, the answer to Question 2.2 is in fact negative as can be seen
by the following example. Take as the point set P = F2p and choose the line
set to be all possible p2 + p lines – that is, all p2 lines of the form y = mx+ c
as well as the p vertical lines x = c. Then every line contains p points and so
there are p3 + p2 incidences, matching the trivial bound of Lemma 2.1.
11
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At this point, one may wonder whether there is any hope of a positive
answer to Question 2.2, by insisting that the point and line set avoid this
pathological example. However, in extensions of prime fields, the situation is
even worse, because the ground field now has finite subfields. Suppose the
field F has a proper finite subfield G; if we take P = G2 and let L be the
set of all lines of the form ax + by + c = 0 with coefficients a, b, c ∈ G, then
I(P,L) ≈ |G|3 but |P|2/3|L|2/3 ≈ |G|8/3.
From these two examples, it is clear that an incidence bound must take into
account both the size of the field, and also the interaction between the point
and line sets and any proper subfields. Accordingly, we rephrase Question 2.2
and ask instead: if we have a set of points P and a set of lines L so that the
coordinates of P and the coefficients of equations defining lines in L do not
lie in a proper subfield, is there an incidence bound better than the trivial
incidence bound of Lemma 2.1?
Incidences over F2
When investigating incidence bounds over F2 for finite fields F, there are three
types of regime:
1. If both the sets of points and lines are large, then the plane is saturated
and so we are forced to have incidences. Compare this with for example
the real plane, where no matter how many points or lines we have, we
can always place the points and lines such that they do not intersect.
2. In the special case F = Fp, if both the sets of points and lines are very
small in cardinality with respect to p (that is, |P|, |L|  log log log(p)),
then a result of Grosu [40] tells us that ‘Fp is locally like C’: we can map
Fp to C whilst preserving algebraic relations, and so in particular, we
inherit the Szemerédi-Trotter theorem.
3. We have a significant number of points and lines, but they are not forced
to have any interaction. This is the regime of interest throughout this
thesis.
Since the results that we prove in Chapter 4 are relevant in the context of
‘medium’ sized sets of points and lines, we do not discuss them here.
12
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Large sets of points
As the sizes of the point set and the line set grow, heuristically, the plane is
‘saturated’ by points and lines, forcing lots of incidences. In this regime, using
a graph-theoretic framework and the eigenvalue-method, Vinh [116] was able
to prove the following incidence bound:
Theorem 2.7 (Vinh [116]). Let P be a finite set of points and L a finite set




This bound is able to perform best when max(|P|, |L|) > q.
Small sets of points
A result of Grosu [40] of 2014 says that if a finite set of points P ⊆ Fp×Fp and
a finite set of lines L ⊆ Fp × Fp are sufficiently small (specifically, |P|, |L| < N
and 5N < log2 log6 log18(p)−1), then we have a Szemerédi-Trotter type bound:
I(P,L) ≤ CN4/3 .
As Grosu remarks in his paper, this bound, combined with [117, Theorem 2.3]
of Vu, Wood and Wood, proves that the Szemerédi-Trotter bound is true over
all integral domains of characteristic zero.
Incidences over F3
Points-Lines
When Guth and Katz published their ground-breaking result, one of the first
questions was naturally to what extent their methods relied on the reals.
Kollár [57] was able to prove a weaker statement of Guth and Katz’s result,
[57, Theorem 2]. The methods of this weaker result, together with the results
mentioned in [57, Paragraph 39] enabled Kollár to prove the following incidence
theorem between points and lines in F3.
Theorem 2.8 (Points-Lines in F3). Let L be a set of distinct lines in F3 and
P a set of distinct points in F3.
13
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If the characteristic of F is p > 0, assume that p3 > 6|P|. Let c be a
constant so that no plane contains more than O(
√
|L|) of the lines. Then the
number of incidences satisfies
I(P,L) |L||P|1/3 + |P| .
Points-Planes
For finite sets of points P and planes Π in F3 we define the number of incidences
as
I(P,Π) = |{(p, π) ∈ P ×Π: p ∈ π}| .
It is possible that all points in P are collinear on the line ` and that all
planes in Π contain this line. In this situation, we have I(P,Π) = |P||Π|; this
number is maximal, and so we have that the trivial upper bound is realisable.
However, in this example, the set of points is one-dimensional; if we insist that
the points are instead truly three dimensional, then we are able to find a better
incidence bound.
By interpreting ‘truly three-dimensional’ as a bound on the number of
collinear points in P, Rudnev [89] proved the following estimate:
Theorem 2.9 (Rudnev [89]). Let P be a finite set of points in F3 and let Π
be a finite set of planes in F3, with |P| ≤ |Π|. If F has positive characteristic
p, suppose that |P|  p2. Let k be the maximum number of collinear points in
P. Then
I(P,Π) |P|1/2|Π|+ k|Π| .
This theorem is sharp in the case of a cuboid grid, as the following example
demonstrates.
Example 2.10. Let P = {1, . . . , N2} × {1, . . . , N} × {1, . . . , N} ⊆ R3 be an
integer lattice. We have |P| = N4.
Let Π be the set of N2 planes parallel to the yz-plane, and intersecting the
x-axis at x = 1, . . . , N2.
14
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Figure 2.6: The point set P ⊆ R3.
Each plane contains N2 points of P and so I(P,Π) = N4.
Moreover, there are at most N2 collinear lines in P, and so the number of
incidences meets the estimate of Rudnev’s bound.
The proof of Rudnev’s theorem is based on the ground-breaking result of
Guth and Katz [43]. Rudnev maps both points and planes to two families of
planes in the Klein quadric (a four-dimensional variety in PF5): an incidence
between a point p and a plane q in F3 becomes a line defined by the intersection
of the two planes πp,πq in the Klein quadric, where πp and πq are the images
of the point p ∈ F3 and the plane π ∈ F3 respectively. The ensuing number of
lines is estimated using the algebraic machinery of Guth and Katz, as stated
in Kollar’s theorem (Theorem 2.8).
A recent work of de Zeeuw [120] simplified Rudnev’s proof, by mapping
intersections between points and planes directly to intersections between lines
in F3.
We can equivalently restate this theorem with the condition |P| ≤ p2;
changing from  to ≤ changes only the constant in (2.9). We also have the
dual form of this theorem, where the roles of points and planes are interchanged.
The condition at most k collinear points is replaced with the requirement that
at most k planes intersect in the same line.
Theorem 2.9 has yielded numerous applications, as is exposited in a paper
of Rudnev [90] and references therein.
Over R, better bounds are known for small values of k: e.g. Edelsbrunner
et al. [20] proved a tight bound if no three points are collinear; Elekes and
15
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Toth [28] have a (different) tight bound under the assumption that no line
in a plane supports more than a constant proportion of incidences in that
plane. Basit and Sheffer [6] hold the best result in this direction: for any finite
sets P,Π ⊆ R3 of points and planes respectively, the number of incidences
between P and Π is at most O(|P|4/5+ε|Π|3/5k2/5 + |Π|+ |P|k), where k is the
maximum number of concurrent planes in Π.
2.3 Collinear triples
A collinear triple is a triple of points lying on the same line. To be precise, we
make this definition with regards to points over an arbitrary field, excluding the
trivial collinear triples of the form (a, a, a) ∈ (F2)3 and triples like (a, a, b) ∈
(F2)3 etc. in our count.
Definition 2.11. A collinear triple is an ordered triple of distinct points
(a, b, c) such that the (unique) line passing through a and b contains c.
For a point set P ⊆ F2, we define the number of collinear triples to be:
T (P) := |{(a, b, c) ∈ P3 : there is a line ` ⊆ F2 with a, b, c ∈ `}| . (2.3)





We will be particularly interested in the count of collinear triples determined
by a finite set of points with a Cartesian product structure. Note that for
A,B ⊆ F, T (A×B) = T (B ×A).
In a Cartesian product structure, we automatically inherit the horizontal
and vertical collinear triples; these unavoidable terms will dominate the count
of collinear triples unless |A|, |B| are of comparable cardinalities. Hence we
suppose that there exist constants c, C so that cN ≤ |A|, |B| ≤ CN .
The number of collinear triples of a Cartesian product is a quantity of
interest because we have an optimal bound in this setting. This is an elementary
consequence of the Szemerédi-Trotter theorem, first observed by Elekes and
Ruzsa [26].
Theorem 2.12 (Elekes-Ruzsa [26]). Let A,B ⊆ R be finite sets so that
|A|, |B| ∼ N . Then
T (A×B) . N4 .
16
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Proof sketch. Let Lk be the set of lines containing between 2k and 2k+1 points
of A × B for 1 ≤ k ≤ dlog2(N)e. Using the k-rich variant of the Szemerédi-



























|A|2|B|2 + |A||B|22k .
When P = A×B, and cN ≤ |A|, |B| ≤ CN , we have yet another charac-
terisation of the number of collinear triples.
We introduce the representation function of an element rX(x) to denote
the number of representations x has as an element of X. For example, for
a finite set A, rA+A(x) := {(a, b) ∈ A2 : x = a + b}. In this section we are
interested in representations of elements of the set B−bA−a for sets A,B and fixed
elements a, b. We define
rB−b
A−a
(x) := |{(α, β) ∈ A×B : x = β − b
α− a
}| .












































= |{(a, b, c) ∈ (A×B)4 : a1, b1 6= c1, a, b, c ∈ `m,λ}| ,
where `m,λ is the line defined by y = mx+ λ.
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triples omitted from the count of T ′(A×B), and also exclude the O(N4) ‘trivial’
collinear triples: we have added the triple (c, a, a) to the count of T ′(A×B).
Hence, we (somewhat inaccurately) consider T (A,B) and T ′(A,B) to be
equivalent because Theorem 2.12 provides the same asymptotic bounds for
both quantities: N4  T (A,B), T ′(A,B) . N4 where |A|, |B| ∼ N .
2.4 Addendum: Projective transformations
Thus far, our definition of the two dimensional vector space F2, allows for
parallel lines, that is, distinct lines sharing the same gradient. In the projective
plane PF2, this possibility is excluded by the introduction of an additional line
and additional points ‘at infinity’.
An abstract projective plane is defined to be a set of points P and a set
of lines L together with an incidence relation satisfying: (i) any two lines are
incident to exactly one point; (ii) any two points are incident to exactly one
line; (iii) there exist four points of P such that any line of L is incident with
at most two of them.
To define a projective plane over F, we start with the affine plane over F
(with points (a, b) ∈ F2), and we add a ‘point at infinity’ to every collection of
parallel lines, ensuring that each ‘point at infinity’ lies on a ‘line at infinity’.
This generates the projective plane PF2.
As coordinates, points in PF2 are defined via an equivalence relation ∼
where [x : y : z] ∼ [x′ : y′ : z′] if there exists k 6= 0 such that (x, y, z) =
(kx, ky, kz). Then points in PF2 are
{[x : y : z]/ ∼ : (x, y, z) ∈ F3 \ {0, 0, 0}} .
Given a triple (a, b, c) ∈ F3 \ {(0, 0, 0)}, we define the line `a,b,c as
`a,b,c = {[x : y : z]/ ∼ : (x, y, z) ∈ F3 \ {(0, 0, 0} : ax+ by + cz = 0}
The set of lines in PF2 is {`a,b,c : [a : b : c] is a point in PF3}.
The point [x : y : Z] is incident to the line `a,b,c if [x : y : Z] ∈ `a,b,c.
We embed the affine plane F2 into PF2 by mapping the point (x, y) ∈
F2 7→ [x : y : 1] ∈ PF2. The line in F2 defined as the collection of points
(x, y) satisfying the linear relation ax + by + c = 0 is mapped to the line in
18
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PF2 defined as the collection of points [x : y : Z] satisfying the linear relation
ax+ by + cz = 0.
The points at infinity are of the form [x : y : 0] where (x, y) 6= (0, 0); these
are orthogonal to the vector (0, 0, c) for any c 6= 0 and form a line at infinity,
denoted `∞.
Embedding a configuration in F2 into PF2 preserves the incidence structure
of the configuration – if a point lies in a line in F2, it does so in PF2 – and so
we will often turn to projective geometry when resolving incidence questions.
If we return to the abstract definition of a projective plane, it is clear that
the roles of points and lines can be reversed in (i) and (ii). The third condition,
that there are at least four non-collinear points so that any line is incident to
at most two points, can be equivalently rephrased as: (iii)’ there exist at least
four non-concurrent lines so that any point is incident to at most two lines.
This motivates the concept of point-line duality in the projective plane: in any
statement involving points and lines in a projective plane, the roles of points
and lines can be reversed.
For example, the projective point [a : b : c] ∈ PF2 is dual to the projective
line `a,b,c := {[x : y : z] ∈ PF2 : ax + by + cz = 0}. From this, it follows that
collinear points are dual to concurrent lines.
Projective transformations will be used in Chapter 4. We use the book of
Richter-Gebert [85] which gives a more thorough and leisurely introduction
to the projective plane and projective transformations, and for the following
facts.
Definition 2.13. A projective transformation is a bijective linear map PF2 →
PF2.
We call two sets projectively equivalent if there is a projective transformation
that maps one bijectively to the other.
Importantly, a projective transformation maps lines to lines and hence
preserves collinearity of points.
There are two points α, β on the line at infinity such that all lines through
α (except for `∞) are horizontal lines in the affine plane, and the lines through
β (except for `∞) are vertical lines in the affine plane.
Finally, for any two points p, q ∈ PF2 there is a projective transformation




A beginner’s guide to arithmetic
structure
3.1 Arithmetic Structure in a Set and the
Sum-Product Conjecture
The main object of interest throughout this work will be a finite set A that
is a subset of a field F. We are interested in the asymptotic behaviour of
the set in terms of its cardinality |A|. The reader is encouraged to have a
concrete favourite field in mind, although should be warned that this section
has been written with the intention of applications to the author’s preferred
fields, namely the reals R and prime residue fields Fp. In the specific context
of Fp, note that since |A| is asymptotically large, so too is p.
However, we begin with a simpler object, namely a finite set A ⊂ G,
where (G,+) is a group. Here, G is an additive group and so is endowed
with additive structure, namely that G is closed under addition. If A is also
closed under addition, then it is a subgroup (since it is finite) and so it is
clear that it is an object of interest. But if A is ‘nearly closed’ under addition,
then intuitively we might think that it is ‘subgroup-like’, and endowed with
structure, where the quantification of ‘additive structure’ correlates with the
proximity of A to an additively closed set. When G = Z, this intuition is
formalised by Freiman’s theorem [35], which states that if A is almost closed
with respect to addition, then in fact A is contained inside a generalised
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arithmetic progression1 of controlled size and dimension. If G is an abelian
group, Green and Ruzsa [39] prove a (quantified version of the) statement that
says if A is almost closed with respect to addition, then A is contained in an
object with a very particular structure: A ⊆ H + P where H is a subgroup
and P is a generalised arithmetic progression of controlled size and dimension.
The literature is rich with quantifications of this type of statement, see e.g.
[75]. The main interpretation of this type of result should be that if A ⊆ G
exhibits additive structure (i.e. A is almost closed with respect to addition),
then A is a large subset of something very structured.
In this group setting, there is only one type of structure that the set A
can exhibit. When we turn to the case of a set in a field F, then A, the set in
question, can exhibit both additive and multiplicative structure. As we will be
interested in asymptotic results, we can make the simplifying assumption that
0 /∈ A and so results of the type mentioned in the previous paragraph hold with
the multiplicative group G = F∗. Consequently, if A is additively closed, it is
contained in a structured ‘additive object’, and if it is multiplicatively closed,
then it is contained in a structured ‘multiplicative object’. Of course, A could
be closed with respect to both addition and multiplicative, in the case where
A is a sub-field of F. If we rule out this exceptional example, the question of
what structure A can have if it is closed with respect to both operations should
be preceded with a more fundamental query: is it possible for A to be almost
closed with respect to both addition and multiplication if A is not a sub-field?
Quantifying Structure: Cardinality
In this subsection, we formalise the question of whether addition and multipli-
cation can coexist in a set.
Given a finite set of elements A ⊆ F, we define the sum set A+ A to be
the set of all pairwise sums of elements of A; the product set AA is similarly
created via pairwise products:
A+A := {a+ b : a, b ∈ A} and AA := {ab : a, b ∈ A} .
In this notation, A is an additive (respectively multiplicative) subgroup
if A + A = A (resp. if AA = A). It is easy to see that this implies that
1A generalised arithmetic progression of dimension d and volume
∏d
i=1 Ni is a set of the
form
P = {a + n1v1 + · · ·+ ndvd : 0 ≤ ni ≤ Nifor all 1 ≤ i ≤ d}
where a, n1, . . . , nd, v1, . . . , vd are elements of the ambient space.
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|A+A| = |A|; in fact, these statements are almost equivalent: if |A+A| = |A|
then A is a coset of of subgroup – see [111, Proposition 2.2]. If |A+A|/|A| is
small, then we think of A being almost additively closed. Hence the question
of whether A can be simultaneously additively and multiplicatively structured
then becomes the question of whether |A+A|/|A| and |AA|/|A| can both be
simultaneously small.
We have the combinatorial bounds






To understand how the cardinalities of the sum and product set interact,
we consider three examples of sets in Z of cardinality N  1 .
Example 3.1. [Random Set]
Let T be an integer so that N4/T → 0 as N → ∞. We will construct a
random set R ⊆ {1, . . . , T} so that P(t ∈ R) = NT−1 for each t = 1, . . . , T .





: we do not
expect any element of R+R or RR to have multiple representations as sums
from R.
A probabilistic argument which we leave to the reader formalises this example
– see e.g. [111, Chapters 1 and 2].
This example shows that it is easy for both the |A+A|/|A| and |AA|/|A| to
be maximal. We consider now sets in which one of these quantities is minimal.
Example 3.2. [Arithmetic Progression]
Let A = {1, 2, . . . , N} ⊆ N.
The sum set is A+A = {2, 3, . . . , 2N}, of size 2N − 1. We note that this
bound is an extremal lower bound for the sum-set.
The product set AA is contained in {1, . . . , N2}. It is not hard to show
that |AA|  (|A|/ log(|A|))2 (see e.g. [76, Lemma 5]). Estimating |AA|
precisely is known as the multiplication table problem and the best results in
this area are due to Ford [34] who proves that |AA| ∼ |A|
2
(log |A|)δ(log log |A|)3/2 where
δ = 1− (1 + log log(2))/ log(2) = 0.086071 . . . .
In Example 3.2, the quantity |A + A|/|A| attains its minimum, but its
multiplicative analogue is maximal (up to logarithmic factors).
Example 3.3. [Geometric Progression]
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Let B = {1, 2, 22, . . . , 2N}.
Notice that log(B) := {log(b) : b ∈ B} is the set A of Example 3.2. Hence
the product set satisfies BB = 2log(B)+log(B) = 2(A+A) = {22, 23, . . . , 22N}.
The sum set B +B is contained in {2, . . . , 22N}. All elements are distinct,
which can be seen by turning to the binary representations of the elements.





In the example of a random set, there is intuitively ‘no structure’, whereas
it is clear that the arithmetic progression is an additively structured object,
and the geometric progression is a multiplicative structured set.
In Examples 3.1 to 3.3, at least one of the sum-set or product-set is large.
Erdős and Szemerédi [31] conjectured that this behaviour is typical of all sets
in N. Their conjecture has since been extended to all finite sets in R and it is
this version to which we refer as the sum-product problem.
Conjecture 3.4 (Sum-Product Problem). For all ε > 0, there exists a constant
C = C(ε) > 0 so that for all finite sets A ⊆ R
max (|A+A|, |AA|) ≥ C|A|2−ε .
The sum-product problem is further addressed in Chapters 5 and 7 and is
a major motivating question of this thesis, in particular the extent to which a
sum-product phenomenon can occur in arbitrary fields.
Progress on the Sum-Product Phenomenon
Erdős and Szemerédi [31] proved a modicum towards Conjecture 3.4 (they
showed a qualitative statement towards the conjecture), and subsequent work
of Nathanson [74] and Ford [33] respectively quantified and finessed their
approach. This problem has seen two milestone results, both of which changed
the approach to this problem, each remarkable in their elegance and sim-
plicity. The first, by Elekes [25], connected the sum-product problem with
the Szemerédi-Trotter theorem and thus incidence geometry. (This approach
was later developed further by Solymosi [105].) The second development, by
Solymosi [104], used elementary geometry to bound the multiplicative energy
of a set by its sumset. This will be discussed in Section 3.3. This approach was
further developed by Konyagin and Shkredov [60, 58], and then by Rudnev,
Shkredov and the author [92]. This improvement is described in Chapter 5.
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The best exponent to date is by Shakan [97], giving a lower bound of |A|4/3+c,
where c = 5/5277.
In this chapter, we state and sketch the results of Elekes [28] and Soly-
mosi [104]. The latter will be stated after developing the necessary terminology.
Theorem 3.5 (Elekes [28]). Let A ⊆ R be a finite set. Then
|A+A|2|AA|2  |A|5 (3.1)
and in particular
max(|A+A|, |AA|) |A|5/4 (3.2)
Proof. Let P = (A+A)×AA ⊆ R2 be a set of points, and let L = {`ab : a, b ∈
A} be a set of lines where
`ab := {(x, y) ∈ R2 : y = a(x− b)} .
A line `ab ∈ L contains the point (c+ b, ac) ∈ P for every c ∈ A; `ab contains
|A| points of P. Hence, using the Szemerédi-Trotter theorem:
|A||L| ≤ I(P,L) (|P||L|)2/3 + |P|+ |L| .
The proof then follows since |P| = |A+A||AA| and |L| = |A|2.
Addendum: The Plünnecke-Ruzsa Inequality
Having defined the sum and product sets of A, it is natural to ask about, say,
A+A+A etc. When introducing the sum-product problem in [31], Erdős and
Szemerédi conjectured more than the statement of Conjecture 3.4: at least in
the integers, either the k-fold sum-set A+A+ · · ·+A or the k-fold product
set AA · · ·A should be of cardinality |A|k−ε. We do not discuss this stronger
version in this work, but mention a cornerstone of additive combinatorics which
will hopefully convince the reader that the sum-product conjecture captures
any structure appearing in k-fold sum and product sets: the Plünnecke-Ruzsa
theorem.
We define the k-fold sum-set of A to be
kA := {a1 + · · ·+ ak : a1, . . . , ak ∈ A} .
Theorem 3.6 (Plünnecke-Ruzsa [84, 93]). Suppose A is a subset of an abelian
group G. If |A + A| ≤ K|A| then for any integers m,n ≥ 0, |mA − nA| ≤
Km+n|A|.
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An interpretation of the Plünnecke-Ruzsa theorem is that the 2-fold sum-
set of A is a suitable object to study to determine whether A has additive
structure. An analogous definition, statement and interpretation can be made
for product sets of A. The Plünnecke-Ruzsa theorem was originally proved
by Plünnecke [84] and rediscovered by Ruzsa [93]. Both proofs use a graph
theoretic technique; in 2012 Petridis [80] discovered an elementary approach
to this important theorem.
3.2 Arithmetic Energy
The sum-product phenomenon measures to what extent a set can be both
additive and multiplicative. However, studying the cardinality of the sum-set
and product-set is not the sole way to extract this structure.
Definitions and Examples
To gain some intuition, consider the sum-set of A. To create the sum-set, we




+ |A| different sums; if the sum-set is small, then
many of these sums must coincide, namely there must be many quadruples
(a, b, c, d) ∈ A4 so that a+b = c+d. The number of these quadruples is termed
the (additive) energy of A (a term coined by Tao and Vu [111]).
Definition 3.7. The additive energy between sets A and B is
E+(A,B) = |{(a1, a2, b1, b2) ∈ A2 ×B2 : a1 + b1 = a2 + b2}|.
The multiplicative energy is
E×(A,B) = |{(a1, a2, b1, b2) ∈ A2 ×B2 : a1b1 = a2b2}| .
We write E+(A,A) = E+(A); if this quantity is large, then A has an
additive structure, and if it is small then A has little additive structure; the
same principle holds regarding E×(A) and multiplicative structure. We can
replace addition with subtraction in the definition of the additive energy; if we
assume that 0 /∈ A, then we may replace multiplication with division in the
definition of multiplicative energy.
We have the bounds
|A|2 ≤ E+(A),E×(A) ≤ |A|3 .
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These bounds follow from two observations: firstly, there are |A|2 quadruples of
the form (a, b, a, b) ∈ A4 contributing to the energy count and secondly, fixing
three of the elements in a quadruple of the support of the energy determines
the fourth.
A motto to keep in mind should be a set with large energy has structure.
Knowing that the additive (resp. multiplicative) energy of a set A is small
enables us to deduce that the sum-set (resp. product-set) has large cardinality
in terms of |A|. However, the converse does not hold, as the following examples
demonstrate.
Example 3.8 (Small sum-set, large additive energy). Consider A = {1, . . . , n}.
A+A = {2, . . . , 2n− 1} and so |A+A|  |A|.
The energy of A is maximal: E+(A) |A|3.
Example 3.9 (Large sum-set, small additive energy). Consider A = {2, 22, . . . , 2n},
a geometric progression. The sum-set of this is |A+A|  |A|2 (see e.g. [111,
Chapter 2], and E+(A)  |A|2 (a consequence of the uniqueness of binary
representations of integers).
Example 3.10 (Large sum-set, large additive energy). Consider
A = {1, . . . , n} ∪ {2n, 2n+1, . . . , 22n} ,
the union of an additive progression and a geometric progression.
Then |A+A| ≥ |{2n, 2n+1, . . . , 22n}+ {2n, 2n+1, . . . , 22n}| & |A|2 (the sum-set
is large). Both the additive and multiplicative energies of this set are large:
E+(A),E×(A) |A|3
In Example 3.10, we have a set which clearly contains both additive and
multiplicative structure, which we capture by having large multiplicative
and additive energy. However, both the sum-set and product-set are large,
indicating that the cardinality of sets is not a sufficient measure of the structure
of a set. This example shows that the arithmetic energy of a set is a finer
measure of arithmetic structure.
Higher energies
We have defined the cardinality of a set as a first moment quantification and










CHAPTER 3. SUM-PRODUCTS FOR BEGINNERS
Naturally we can continue in this fashion, and define the higher energies of










Higher energies were first thoroughly treated in a work of Schoen and
Shkredov [96].
Geometric interpretation of energy
The quantities E+(A) and E×(A) can be interpreted geometrically. This will
be useful in the sequel.




|{(a, a′, b, b′) ∈ A2 ×B2 : a/b = a′/b′ = λ}| .
If we think of λ in this expression as referring to the line `λ defined by y = λx,
then to calculate the multiplicative energy, sum for all λ ∈ A/B the number of
pairs of points of A×B lying on the line `λ. Note that we consider the ‘trivial
pair’ ((a, λa), (aλa) in this count.
The count for the additive energy is the similar, except this time we sum
either over parallel lines of the form y = c+ x where c ∈ A+B, corresponding




A+B(x); or else we sum over parallel






Note that a dual geometric interpretation could be made for the product





is more complicated than the equivalent ratio-set interpretation of the energy.
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Figure 3.1: Geometric interpretation of multiplicative energy
Figure 3.2: Geometric interpretation of additive energy
For E+2 (A), the roles of addition and subtraction are interchangeable; for
higher energies this is no longer the case. We could (but will not) similarly
define the higher energy with respect to the functions rA+A or rAA etc. If the
operative superscript is omitted for A ⊆ F, then the energy in question will
always be the additive energy Ek(A) = E
+
k (A).
The k-th energy is not limited to integer values of k. However, when
k ∈ N, then we can benefit from a geometric interpretation of the k-th energy.
Recall that the ordinary E2(A) energy could be found by summing, over all
appropriate slopes (where these slopes are either ‘multiplicative’ and all pass
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through the origin, or slopes are all ‘additive’ and are parallel with slope −1),
the number of pairs of points of A×A per slope.
This count extends to k-th energy, after the amendment that we sum over
the appropriate slopes the number of k-tuples of points of A×A lying on each
slope.
In the case when k ∈ N, we have the alternative definition:
E+k (A) := |{(a1, b1, . . . , ak, bk) ∈ A
2k : a1 − b1 = · · · = ak − bk} .
We have the immediate bounds:
|A|k ≤ Ek(A) ≤ |A|k+1 .
The role of the third higher energy is particularly useful in the reals. This is
because the quantity E3(A) can be associated to the count of collinear triples,
and the Szemerédi-Trotter theorem provides an optimal upper bound on this
count. We do not prove this here, but this notion is captured in Chapter 7 in
Theorem 7.12.
3.3 How Cardinality and Energy Interact
Cauchy-Schwarz inequality
We can quantify the relationship between the arithmetic energy and the
cardinality of the sum or product set by using the Cauchy-Schwarz inequality.
Before we state this, we introduce another equivalent definition of the
additive energy of a set A ⊆ G, for G an abelian group.
Let rA−B(x) := |{(a, b) ∈ A×B : x = a− b}| be the number of representa-
tions of x as an element of A−B. Then
E+(A,B) = |{(a, b, c, d) ∈ A×B ×A×B : a− b = c− d}|





An analogous interpretation can be made for the multiplicative energy E×(A,B).
Lemma 3.11. Let A,B ⊆ G be finite sets is an abelian group G. Then
|A|2|B|2 ≤ E+(A,B)|A±B| . (3.3)
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r2A±B(x) = |A±B| E+(A,B) .
The inequality arises from an application of the Cauchy-Schwarz inequality.
For A,B ⊆ F, the multiplicative version of Lemma 3.11 is the statement
|A|2|B|2 ≤ E×(A,B)|AB| . (3.4)
We have a similar relation with the product set A/B := {a/b : a ∈ A, b ∈
B\{0}}, except now we must be careful when 0 ∈ B. We leave this technicality
to the reader.
We use Hölder’s inquality (in place of the Cauchy-Schwarz inequality of
Lemma 3.11) to obtain an analogue of (3.3) which connects the k-th energy
with the difference set:
|A|2k ≤ E+k (A) |A−A|
k−1 .
Indeed, let l satisfy 1k +
1




















Addendum: The Balog-Szemerédi-Gowers Theorem
Although we do not use it in this thesis, the Balog-Szemerédi-Gowers theorem [3,
38, 95] is an important result in additive combinatorics. It is frequently used
as a powerful tool in the literature, but also serves as an apparatus to develop
the intangible concept of intuition in this area.
Theorem 3.12 (Balog-Szemerédi-Gowers Theorem). Let A ⊆ G for G an
abelian group and let K ≥ 1. If E+(A) ≥ |A|3K−1 then there exists subsets
A′ ⊆ A such that |A′|  |A|K−1 and
|A′ −A′|  K4|A′| .
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This statement of the theorem is by Schoen [95], who has proved the
strongest quantitative bounds in this direction; he also proves an asymmetric
version.
The Balog-Szemerédi-Gowers theorem is an inverse theorem; if a set has a
large energy, then a large subset has structure. As a quantitative tool, it is
useful only when K is very small.
Solymosi’s Approach to the Sum-Product Problem
Having now developed the necessary energetic terminology, we demonstrate
the claimed elegance of Solymosi’s approach to the sum-product problem.
Solymosi [104] connected the multiplicative energy of a set with the cardinality
of its sumset. Using the Cauchy-Schwarz inequality yields the following result.
Theorem 3.13. Let A ⊆ R be a finite set. Then
E×(A) . |A+A|2 . (3.5)
Consequently
|A+A|2|AA| & |A|4 (3.6)
and
max(|A+A|, |AA|) & |A|4/3 . (3.7)
Although we hide constants and logarithmic terms within the notation
here, Solymosi calculates them explicitly.
Solymosi’s proof proceeds as follows. First, without loss of generality,
suppose A ⊆ R>0.2 Consider the set of points A × A and the set of rays
through the origin which intersect these points. Each line has slope in the set
A/A. By a dyadic pigeonholing argument, we can assume that each ray has
approximately (i.e. up to a factor of 2) the same number of points (say, t) in
A×A on it.
2This is justified by keeping at least half of the elements of A of the same sign; if these
elements happen to be negative, set B = −A and notice that |B + B| = |A + A| and
|BB| = |AA|.
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Figure 3.3: Lines through the origin each contain (approximately) the same
number of points of A×A. We use the set A = {1, 2, 4, 5, 6, 10, 15, 20}. Then,








Suppose the slopes are ordered in a clockwise (or anti-clockwise – it does not
matter) manner and consider two consecutive slopes corresponding to the lines
y = λix and y = λi+1x. By thinking of the points in A×A lying on the lines
with these slopes as vectors, observe that the vector sum of (x, λix) ∈ A×A
and (y, λi+1y) ∈ A×A lies in the set (A+A)× (A+A).
Figure 3.4: From every pair of consecutive slopes λi and λi+1 we create elements









Moreover, these new vector sums, created only from pairs of vectors lying
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on two consecutive slopes, do not coincide. Since every line of the form
y = λix contains approximately (that is, up to a factor of 2) t points of A×A,
consecutive slopes generate t2 new elements of (A+A)×(A+A). To be precise,
consecutive slopes generate between t2 and 4t2 elements of (A+A)× (A+A).
The key points is that we create at least t2|A/A|/ log(|A|) many distinct
vectors in (A + A) × (A + A), since there are at least |A/A|/ log(|A|) slopes
with supporting about t points of A×A.
Finally, we relate this quantity to the multiplicative energy of A by the
previously discussed interpretation of multiplicative energy. The multiplicative
energy can be calculated as the sum, over the slopes in A/A, of the number
of pairs of points of A×A lying on a slope. The number of new elements of
(A+A)× (A+A) that we generate is less than this sum.
Hence we have that
|A+A|2 ≥ t2|A/A|/ log(|A|) ∼ E×(A) .
Equations (3.6) follows directly from (3.5) via the Cauchy-Schwarz inequal-
ity (3.3) since E×(A) ≥ |A|4/|AA|.
3.4 Other approaches to the sum-product
phenomenon
The sum-product phenomenon is a statement about the impossibility of the
coexistence of multiplicative and additive structure within a set. We present
yet another direction to approach the notion guiding Conjecture 3.4.
Few sums or few products
We could already find ourselves in possession of a quantitative characterisation
of a set – e.g. that the sum set is small. Then our task becomes to show that the
product set is large. This ‘few sums, many products approach’ is particularly






Equation (3.8) is a consequence of counting the number of collinear triples in
the point set ((A+A) ∪A)× ((A+A) ∪A) – see Theorem 2.12. Elekes and
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Ruzsa used the observation that if (a, b, c, d) ∈ A4 is such that ab = cd, then
for any e, f ∈ A, the points (e, f), (e+ a, f + c), (d+ e, b+ f) form a collinear
triple.
The converse problem of ‘few products, many sums’ is harder. Over the
rationals, the strongest result is due to Bourgain and Chang [15] who show
that if |AA| = M |A|, then |A+A| M−C(ε)|A|2−ε where C(ε)→∞ as ε→ 0.
Over the complex numbers, much less is known. The state-of-the-art in this
direction is a result of Olmezov, Semchankau and Shkredov [77], who recently
proved that
|A+A|10|AA|14 & |A|30 .
They proved stronger results when the sum set is replaced by the difference
set A−A.
On the size of |AA+ A| or |A(A+ A)|
The sum-product problem is to show that at least one of two sets is large;
a weaker variant is to show that a single set combining multiplication and
addition must grow.
Popular candidates for this variant are the sets
A+AA := {a+ bc : a, b, c ∈ A} and A(A+A) := {a(b+ c) : a, b, c ∈ A} .
If we take the examples of A being an arithmetic or geometric progression, it
is clear that we cannot hope for |A(A+A)| or |A+AA| to be larger than |A|2
in cardinality (in fact, because of the multiplication table problem, presented
in Example 3.2, |A+AA|, |A(A+A)| can be o(|A|2)).
Proving the growth of the objects A(A+A) or AA+A would be strong
evidence towards the sum-product conjecture.
Using just the Szemerédi-Trotter theorem, it is relatively simple to show
that |A(A+A)|, |AA+A|  |A|3/2. Passing beyond this threshold is an area
of active research with the best results currently as follows: Murphy, Roche-
Newton and Shkredov [71] show that |A(A+A)|  |A|3/2+1/186; Roche-Newton




Incidences between points and lines
in arbitrary fields
4.1 Introduction
Let P be a finite set of points in F2, where F is a field, and let L be a finite
set of lines in F2.
In this chapter, we will study I(P,L), the number of incidences between
P and L. We first review what is known over R, and then we consider point
and line sets over arbitrary fields. The main new content of this chapter will
be two types of new incidence bounds:
1. The first incidence bound is between a set of points P = A×B and lines
L. This bound is optimal for certain families points and lines.
2. In the second incidence bound, we do not require that the point set
has a Cartesian product structure, and we prove an incidence bound by
bootstrapping the first incidence bound.
The content of this chapter is joint work with Frank de Zeeuw and appears
in the publication [108]. This paper originally used a weaker form of the
forthcoming Theorem 4.5, an incidence bound between points A×B and lines
L, to develop an incidence bound between unstructured sets of points and lines.
De Zeeuw realised that Rudnev’s point plane incidence theorem (Theorem 2.9)
could be more efficiently exploited to yield the optimal Cartesian-Product
incidence bound that is presented here as Theorem 4.4. The proofs appear in
[108] – any significant text overlap is restricted to proofs that I initially wrote
up.
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4.2 Incidences over R
We recall the Szemerédi-Trotter bound from Chapter 2; for finite sets of points
P and lines L in R2 the number of incidences between P and L is bounded by
I(P,L) ≤ cST
(
(|P||L|)2/3 + |P|+ |L|
)
.
A particularly insightful proof of the Szemerédi-Trotter theorem is via
polynomial partitioning, a method developed by Guth and Katz (see e.g. [43]
and references therein). In this later proof, often attributed to Tao [112], a
relatively low-degree polynomial exists that divides the plane into cells – open
sets each containing (approximately) the same number of points. Lemma 2.1
then counts the number of incidences between the points in the cell and lines
passing through each cell. Applying the trivial bound in this manner produces
a stronger bound since we are using it in a more optimal way, having reduced
to a more uniform situation. It then remains to count the contribution of
incidences coming from points on the cell wall. The key observation here is
that a given line cannot pass through too many cell walls, an idea which uses
the topology of the real plane.
The original proof by Szemerédi and Trotter [110] was far more computa-
tionally involved, and involves successive refinements of the set of points into
increasingly regular subsets. This idea is a precursor to the cell partitioning
method introduced by Clarkson et al. [23]. The cell partitioning method
is a way of dividing points into cells without the modern machinery of the
polynomial method.
Another ‘textbook proof’ of Theorem 2.3 is that of Székely [109] which
uses the Crossing Lemma. This relates the configuration of points and lines
to a planar graph; this technique has yielded the most success in attempts to
calculate the exact constant cST . (The original proof of Theorem 2.3 showed
that one could take cST = 10
60.) Currently the world record is held by
Ackerman [1, Corollary 3.3]
I(P,L) ≤ 2.44|P|2/3|L|2/3 + |P|+ |L| .
Both the cell partitioning method and the crossing lemma method used
to prove the Szemerédi-Trotter bound rely on special properties of R; the cell
decomposition method uses the topology of the reals whilst the crossing lemma
relies on the topological Euler characteristic of the plane.
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4.3 Incidences in Finite Fields
We recall the obstruction presented in Chapter 2 to an incidence bound in an
arbitrary field: let P be the set of all points in F2p and let L be the set of all
lines in F2p, then I(P,L) |P|
√
|L|, which coincides asymptotically with the
trivial bound attained by Lemma 2.1. However, if we remove this example
from the sets of points and lines that we consider, then we are able to find a
non-trivial incidence bound in finite fields.
The first work in this direction was by Bourgain, Katz and Tao [17] in 2003:
they established a non-trivial incidence bound in finite fields of prime order.
Theorem 4.1 (Bourgain, Katz, Tao [17]). Let F = Fp for a prime p. Let P
be a finite set of points and L a finite set of lines in F2 with |P|, |L| ≤ N = pα
for some 0 < α < 2. Then there exists an absolute constant C ≥ 0 such that:
I(P,L) ≤ CN3/2−ε
for some ε = ε(α) > 0.
They remark also that a non-trivial incidence bound exists in more general
fields as long as the point set P does not have large intersection with (a
projective transformation of) G× G, where G is a subfield of F, and the line
set L does not have large intersection with the associated collection of lines.
That is, when we dualise the line set L to obtain a collection of points, these
points do not have large intersection with G× G.
They achieved this by first proving a non-trivial sum-product bound using
both delicate and difficult combinations of elementary tools of additive combi-
natorics, and more powerful combinatorial tools such as the Balog-Szemerédi-
Gowers Theorem discussed in Section 3.3. From a non-trivial sum-product
bound, they extrapolated a non-trivial qualitative incidence bound.
An explicit value ε = 1/10678 for α = 1 was found by Helfgott and Rudnev
[46], and further improvements to ε appeared in the work of Jones [50, 51],
with the best (prior to this work) bound summarised below.
Theorem 4.2. (Jones [51]) Let P be a finite set of points in F2p and L a finite
set of lines in F2, with |P|, |L| ≤ N < p. Then we have
I(P,L) N3/2−ε,
with ε = 1/662.
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Jones originally stated his result only over Fp, as his proof relied on a
sum-product-type energy inequality in Fp. It is a short calculation to show
that his bound improves to ε ≥ 1/326 using recent bounds. This follows by
replacing [51, Lemma 11] in Jones’s proof by a suitable multiplicative analogue
of [86, Theorem 6]. Moreover, the application of [86] swiftly extends his result
to any field, albeit with the restriction N < p in terms of the characteristic of
the field, instead of the cardinality of F.
Prior to the new work contained in this thesis, a stronger incidence bound
was known if the point set is a Cartesian product. We remark that by duality,
this bound is also applicable if the line set has a Cartesian product structure.
That is, the line set L contains lines of the form
`ab := {(x, y) ∈ F2 : y = ax+ b}
and L = {`ab : (a, b) ∈ A×B} .
Theorem 4.3 (Aksoy Yazici et al. [118]). Let F be a field with characteristic
p > 0. Let A ⊂ F be such that |A|  p2/3 and let P = A×A be a finite point
set with |P| = |A|2. Let L ⊆ F2 be a finite set of lines. Then
I(P,L) |P|3/4|L|2/3 + |L| .
The proof of this theorem follows from a count on the number of collinear
triples, which in turn relies on an incidence bound of Rudnev [89] between
points and planes (Theorem 2.9.
The original manuscript of the note [108] used Theorem 4.3 to obtain an
incidence bound between arbitrary (finite) sets of points and lines in any field
(under suitable constraints on |P|, |L| in terms of the characteristic of the field).
This bound is improved in the forthcoming Theorem 4.5. To pass from an
incidence bound between lines and points in a Cartesian product formation
to an incidence bound between arbitrary sets of lines and points, we use a
bootstrapping technique. Roughly speaking, this involves finding many ‘large
grids’ of points that, under a projective transformation, become Cartesian
products.
4.4 Main Results
Theorem 4.4. [Szemerédi-Trotter in Arbitrary Fields] Let P be a finite set of
points in F2 and L a finite set of lines in F2, with |P|7/8 < |L| < |P|8/7. If F
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has positive characteristic p, assume in addition that |P|−2|L|13  p15. Then
I(P,L) |P|11/15|L|11/15 . (4.1)
Theorem 4.4 is stronger than the trivial bound Lemma 2.1 when |P|7/8 <
|L| < |P|8/7. We could choose to present the theorem without this condition,
in which case equation (4.1) would be replaced by the bound
I(P,L) |P|11/15|L|11/15 + |P|+ |L| .
When the point set is a Cartesian product, we have the following strength-
ening:
Theorem 4.5. [Cartesian Szemerédi-Trotter ] Let L be a finite set of lines in
F2. Let A,B ⊂ F be sets with |A| ≤ |B| and |A||B|2 ≤ |L|3. If F has positive
characteristic p, assume that |A||L|  p2. Then
I(A×B,L) |A|3/4|B|1/2|L|3/4 + |L|.
As before, changing the condition |A||L|  p2 to |A||L| ≤ p2 changes only
the constant in the subsequent incidence estimate.
In the special case of |A| = |B| =
√
|P|, this gives the bound
I(A×A,L) |P|5/8|L|3/4 + |L| .
We note that Theorem 4.5 has been used to provide an optimal bound on
the number of collinear quadruples in a set. Petridis [79, 70], showed that the








This count is optimal (up to logarithmic factors and constants). We provide
the proof of an asymmetric version of (4.2) as Theorem 5.7.
4.5 Discussion
Optimality
Theorem 4.5 is quantitatively weaker than the Szemerédi-Trotter bound of
Theorem 2.3 . For instance, if we consider Cartesian products P = A×A with
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|L| = |P| = N , then Theorem 4.5 gives the bound I(P,L) N11/8, whereas
Theorem 2.3 gives I(P,L) N4/3 (over C). However, Theorem 4.5 is optimal
for certain sets of points and lines, as the following example demonstrates. The
example closely follows a well-known construction of Elekes [25] over the reals.
Example 4.6. Let 0 < s ≤ t be integers such that st = O(p).
Let I = {1, . . . , s} and let J = {1, . . . , 2st} be subsets of F. Let P = I×J ⊂
F2 be a set of points and let L be the set of lines of the form y = mx+ c where
m ∈ {1, . . . , t} and c ∈ {1, . . . , st}.
We have 2s2t points and st2 lines in F2. By construction, every line in L
contains s points of P and so I(P,L) = s2t2. Theorem 4.5 yields the matching
bound
I(P,L) s3/4(2st)1/2(st2)3/4  s2t2 .
However, this example, although optimal, is somewhat contrived, and it
seems likely that Theorem 4.5 is not optimal for all choices of |A|, |B| and |L|.
We do not believe that the exponent in Theorem 4.4 of 11/15 is optimal.
This belief stems from the analogous situation in the reals: all known examples
of optimality of the Szemerédi-Trotter theorem depend on variations of a lattice
structure.
Bounding rich points and lines
Recall that a point p is said to be k-rich with respect to a line configuration L
if |{` ∈ L : p ∈ `}| ≥ k; similarly, a line ` is said to be k-rich with respect to a
set of points P if |{p ∈ P : p ∈ `}| ≥ k.
Theorem 4.7 (Rich Lines in P). Let P ⊆ F2 be a finite set of points and let√
|P|  k ≤ |P| be an integer. Let Lk be the set of k-rich lines with respect to
P.









In the statement of the theorem we assume that k 
√
|P|; otherwise we
use the trivial incidence bound Lemma 2.1.
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Proof. By the trivial incidence bound Lemma 2.1, we can crudely bound |Lk|
as |Lk|  min(|P|k−1, |P|2k−2). In the subsequent, both these bounds are
utilised.
Note that since k  1, we must have that |Lk|  |P|8/7. This follows from
the trivial bound.
If |Lk|  |P|7/8, we apply the trivial bound to obtain |Lk|  |P|k−1. This
bound is better than the inequality |Lk|  |P|7/8 when k  |P|1/8.
In order to apply Theorem 4.4, we require that |P|−2|Lk|13  p15. This
follows from the trivial bound and the hypotheses of the theorem. Applying
Theorem 4.4 completes the proof.
We could of course prove Theorem 4.7 using the trivial incidence bound
Lemma 2.1 in place of the stronger Theorem 4.4; this crude bound yields
|Lk|  |P|2k−2. A comparison of these two bounds tells us that Theorem 4.7
is better than the trivial bound whenever k > |P|3/8 and k < |P|7/12.
In the case when one of the set of points or lines has a Cartesian product
structure, we have a stronger bound from Theorem 4.5.
Theorem 4.8 (Rich lines in A×B). Let A×B ⊆ F2 be a finite set of points
with |A| ≤ |B| and let |A|1/2 ≤ k ≤ |A|1/2|B|1/2 + |A|2/3|B|1/3 be an integer.
Let Lk be the set of k-rich lines with respect to A×B.









Proof. Although the proof is identical to that of Theorem 4.7, the constraints
on k are more involved.










The second minimand and the conditions in the statement of the theorem
ensures that |Lk||A|  p2, which is the condition we must satisfy to apply
Theorem 4.5.
Applying the Cartesian incidence bound of Theorem 4.5, we obtain that
either |A||B|2 > |Lk|3 or
k|Lk|  I(A×B,Lk) |A|3/4|B|1/2|Lk|3/4 + |Lk| .
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Since k  1, the second term is subsumed by the first term and the implicit
constants hidden in the notation.
Hence |Lk|  |A|
3|B|2
k4
. Note that this is a smaller bound than |Lk|3 <
|A||B|2.
This bound is better than the trivial bound from Lemma 2.1 for the range
of k in the statement of the theorem.
Both Theorem 4.7 and Theorem 4.8 pertain to rich lines with respect to a
point set. By duality, we can exchange the roles of points and lines to obtain
a bound on the number of k-rich points relative to a line set.
When to use Theorems 4.4 and 4.5?
Theorem 4.5 is always better than Theorem 4.4, and should be used in prefer-
ence whenever some sort of Cartesian product structure exists.
However, although Cartesian products naturally arise in applications of
the incidence bound, there are many occasions to use Theorem 4.4. When
|P| = |L| = N , Theorem 4.4 improves the ε in Theorem 4.2 from 1/662 to
1/30, it extends the condition in positive characteristic to N  p15/11, and it
has the further advantage of being sensitive to the relative sizes of the point
set and line set. To compare it with the bound of Vinh [116], assume F = Fp
and m = n = N ; then Theorem 4.4 is better for N  p15/14.
However, outside the range |P|7/8 < |L| < |P|8/7 the bounds from Lemma
2.1 are better. Theorem 4.4 is always better than Jones’ Theorem 4.2.
We summarise the situation in Table 4.5.
Range of |L| Best bound
|L| < |P|1/2  |P|
|P|1/2 < |L| < |P|7/8  |P|1/2|L|
|P|7/8 < |L| < |P|8/7  |P|11/15|L|11/15
|P|8/7 < |L| < |P|2  |P||L|1/2
|P|2 < |L|  |L|
Table 4.1: Overview of best known upper bounds on I(P,L)
We note that if we have point and line sets in Fq, with q a prime power,
with cardinalities (quantifiably) large in terms of the characteristic, then, in
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certain situations, recent results of Mohammadi [66, Theorems 1 and 2] provide
the best known incidence bound for the situation.
The rest of this chapter is devoted to proving Theorems 4.4 and 4.5.
4.6 Proof of Theorem 4.5: Cartesian incidence
bound
Rudnev’s bound, Theorem 2.9, together with the Cauchy-Schwarz inequality
and some knowledge of projective geometry are the only tools required for
Theorem 4.5. The necessary projective geometry background is contained in
Section 2.4.
We begin the proof of Theorem 4.5 by removing all vertical lines from L;
these contribute at most |A||B| incidences. We use the assumption |A||B|2 ≤
|L|3 to show that these incidences contribute less than |A|3/4|B|1/2|L|3/4 to
the count. We remove vertical lines in order to be able to dualise the lines.
Secondly, we can assume that |B|2 ≤ |A||L|. Indeed, having removed all
vertical lines, we have the bound I(A×B,L) ≤ |A||L|. If |B|2 > |A||L|, then
we have that I(A × B,L) ≤ |A||L| ≤ |A|3/4|B|1/2|L|3/4 and so we are done.
This assumption is made in order to legitimise our third and final assumption.
Thirdly, we claim that at most |A|1/2|L|1/2 lines of L are concurrent or
parallel. Indeed, we iteratively remove any pencil of more than |A|1/2|L|1/2
concurrent or parallel lines. (In projective space, parallel lines intersect at
infinity, so parallel lines are concurrent in projective geometry.) Let ni be the
number of lines in the i-th pencil that we remove (not counting those that
were removed earlier). Then the i-th pencil is involved in at most |A||B|+ ni
incidences. We remove all pencils in at most |L|/(|A|1/2|L|1/2) = |A|−1/2|L|1/2
iterations, discounting at most
|A|−1/2|L|1/2|A||B|+
∑
ni ≤ |A|1/2|B||L|1/2 + |L|
incidences.
We note here that, by the assumption |B|2 ≤ |A||L|, the quantity above
is at most |A|3/4|B|1/2|L|3/4 + |L|. Hence we have a bound on the maximum
number of concurrent or parallel lines.
Having removed lines in this manner, we will abuse notation, and in the
subsequent, denote this reduced set of lines as L. We consider the affine dual
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of L, which is now well-defined as we have removed all vertical lines from L.
Let
L∗ := {(c, d) ∈ F2 : y = cx+ d ∈ L}
Then we have









X := |{(x, s, t, x′, s′, t′) ∈ A× L∗ ×A× L∗ : xs+ t = x′s′ + t′}| .
The above inequality is an application of Cauchy-Schwarz in y. We bound
the quantity X using Rudnev’s point-plane incidence bound (Theorem 2.9).
Define a point set and a plane set by
R := {(x, s′, t′) ∈ A× L∗}, S := {xs+ t = x′s′ + t′ : (x′, s, t) ∈ A× L∗}.
We have |R| = |S| = |A||L| and X = I(R,S).
To apply Theorem 2.9 we need to check its conditions. The condition that
the number of points is O(p2) follows from the assumption that |A||L|  p2.
The condition that there are at most as many points as planes clearly holds,
since |R| = |S|. Because of the product structure of R = A × L∗, the
maximum number of collinear points in R is bounded by the maximum of |A|
and the maximum number of collinear points in L∗. The former is bounded
by |A|1/2|L|1/2, using the fact that |A| ≤ |L|, which follows since |A| ≤ |B|
and |A||B|2 ≤ |L|3. The maximum number of collinear points in L∗ equals (by
duality) the maximum number of concurrent lines in L. This is bounded by
|A|1/2|L|1/2 by our initial refinement of L.
We can apply Theorem 2.9 with k = |A|1/2|L|1/2 to obtain
I(R,S) |R|1/2|S|+ k|S|  |A|3/2|L|3/2.
Thus
I(A×B,L) (|A|3/4|B|1/2|L|3/4 + |L|) + |B|1/2X1/2
 |A|3/4|B|1/2|L|3/4 + |L| ,
as required.
46
CHAPTER 4. POINT-LINE INCIDENCES IN F× F
4.7 Proof of Theorem 4.4
In order to apply Theorem 4.5 to an unstructured point set, we require a means
to find large grids in a point set with many incidences. This approach was first
taken in the original incidence bound over F in [17], where the authors showed
that if a point set has many incidences, then a large subset of the points can
be captured inside the intersection of two relatively small pencils. Then they
used the fact that the set of intersection points of two pencils is projectively
equivalent to a Cartesian product. This approach was quantitatively refined
by Jones in [51], who showed that, after carefully ‘regularising’ the points, P
can be efficiently partitioned into a number of subsets, each of which is covered
by two relatively small pencils.
Our approach is also based on the fact that if a set is ‘regular’ in the sense
that each point lies on a similar number of lines, then there are two pencils
whose intersection covers many points of P. This fact is captured in Lemma
4.9 below. This lemma is a quantitative version of Proposition 4 of [51]. We
avoid asymptotic notation in this section, because in the next section we will
apply Lemma 4.9 inside an induction, where we have to be careful with the
dependence of the constants. We denote by pq the line in F2 containing the
points p, q ∈ F2.
This proof of Theorem 4.4 (and of Lemma 4.9) also appears in the published
version of the result [108].
Lemma 4.9. The following holds for any constants c2 > c1 > 0.
Let P be a set of m points and L a set of n lines, such that between c1K
and c2K lines of L pass through each point in P. Assume K ≥ 4n/(c1m),
K ≥ 8/c1 and K3 ≥ 26n2/(c31m).
Then there are distinct points p1, q1 ∈ P and a set G ⊆ P\p1q1 of cardinality
|G| ≥ c41K4m/(29n2), such that G is covered by at most c2K lines from L
through p1, and by at most c2K lines from L through q1.
Proof. Let
L1 := {` ∈ L : |` ∩ P| ≥ I(P,L)/(2n)} .
Then we have I(P,L1) ≥ I(P,L)/2, since the set of lines not contained in L1
contribute fewer than n · I(P,L)/(2n) = I(P,L)/2 incidences to I(P,L). Let
p1 ∈ P be a point incident to at least I(P,L1)/(2m) lines in L1. Such a point
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exists since the set of points that are incident to fewer than I(P,L1)/2m lines
contribute fewer than m · I(P,L1)/(2m) = I(P,L1)/2 incidences to I(P,L1).
Note that the assumptions of the lemma imply I(P,L) ≥ c1Km, so we
have I(P,L)/(2n) ≥ c1Km/(2n) and
I(P,L1)/(2m) ≥ (I(P,L)/2)/(2m) ≥ c1K/4 .
Thus the point p1 is incident to at least c1K/4 lines from L1, and each line in
L1 is incident to at least (c1Km/(2n))− 1 points in P\{p1}. It follows that















where in the last inequality we used the assumption K ≥ 4n/(c1m).
The points in Q still have the property that between c1K and c2K lines
of L pass through them, so we can repeat the argument above, with Q in the
role of P, and the same line set L. We let
L2 := {` ∈ L : |` ∩Q| ≥ I(Q,L)/(2n)} .
As above, we have I(Q,L2) ≥ I(Q,L)/2, and there is a point q1 ∈ Q that is
incident to at least I(Q,L2)/(2|Q|) ≥ c1K/4 lines in L2. Thus q1 is incident
to at least (c1K/4)− 1 lines from L2 other than the line p1q1, and each line in
L2 is incident to at least I(Q,L)/(2n) ≥ c1K|Q|/(2n) points in P. Thus the
set


























where in the second inequality we used K ≥ 8/c1 in the first factor, and both
(4.3) and K3 ≥ 26n2/(c31m) in the second factor, while in the last inequality
we used (4.3).
As p1 is incident to at most c2K lines, Q is covered by at most c2K lines
from L that pass through p1, and therefore so is R ⊂ Q. Similarly, R is
covered by at most c2K lines from L that pass through q1. Therefore, we can
choose the point set G as a subset of R with |G| ≥ c41K4m/(29n2). Note that
we can simply take G = R. This concludes the proof.
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Proof of Theorem 4.4
We will prove that there exists a constant C such that, for all P and L with
|L|7/8 < |P| < |L|8/7, we have
I(P,L) < C|P|11/15|L|11/15 .
Let |P| = m and |L| = n. Our proof proceeds by induction, keeping n fixed
and varying m. The inductive hypothesis is that for any point set P ′ satisfying
|P ′| = m′, where n7/8 < m′ < m, we have I(P ′,L) < C(m′)11/15n11/15. The
base case of the induction is any m such that n4/11 < m < n7/8, for which
Lemma 2.1 gives
I(P,L) ≤ mn1/2 + n ≤ 2m11/15n11/15.
We argue by contradiction; we will suppose that we have a configuration of
|P| points P and |L| lines L satisfying I(P,L) = Cm11/15n11/15. We then show,
using the inductive hypothesis and the assumption n7/8 < m < n8/7, that for a
sufficiently large choice of C, independent of m and n, a contradiction occurs.
We will work with explicit constants in the proof; we choose the constants for
ease of comprehension, and we make no attempt to optimise them.
Suppose that n7/8 < m < n8/7 and I := I(P,L) = Cm11/15n11/15. Set
K := I/m. We introduce two subsets of P:
D := {p ∈ P : there are at most 2−11K lines through p}
and
E := {p ∈ P : there are at least 215K lines through p}.
One can think of D as the set of points with a dearth of incidences, and E as
the set of points with an excess of incidences.
It is evident that D contributes at most 2−11Km = 2−11I incidences to
I. Similarly, we have the estimate I ≥ I(E,L) ≥ 215K|E|, which implies






So E also contributes at most 2−11I incidences to I.
Let A := P\(E ∪D) be the remaining points. We define c1 = 2−11 and
c2 = 2
15. By definition of D and E, every point in A is incident to at least
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c1K and at most c2K lines of L. From the previous paragraph, we know that
A contributes at least
(
1− 2 · 2−11
)
I incidences to I.
We repeatedly use Lemma 4.9to get the following sequence of grid-like
subsets. Let A1 := A. We iteratively choose Gi ⊂ Ai as in Lemma 4.9, so
there exist distinct points pi, qi such that Gi is covered by at most 2
15K lines
from L through pi, and by at most 215K lines from L through qi. Then
we set Ai+1 = Ai\Gi and repeat. We terminate this process at the s-th
step when |As+1| ≤ 2−15m (allowing for the possibility that s = 0, which
happens if |A| ≤ 2−15m, and the process is empty). This results in a sequence

















steps. It is a straightforward calculation to show that throughout the process,
the conditions K ≥ 4n/(c1|Ai|), K ≥ 8/c1 and K3 ≥ 26n2/(c31|Ai|) of Lemma
4.9 hold if C is chosen sufficiently large.
We may apply the inductive assumption to bound
I(As+1,L) < C(2−15m)11/15n11/15 = 2−11I.
Thus the subsets G1, . . . , Gs contribute at least
(
1− 3 · 2−11
)
I ≥ I/2 inci-





We now show that each Gi is projectively equivalent to a Cartesian product.
Recall from Chapter 2 that on the line at infinity `∞ in the projective plane
PF2, there are two points α, β such that all lines through α (except for `∞)
are horizontal lines in the affine plane, and the lines through β (except for `∞)
are vertical lines in the affine plane.
For each i, we let τi be a projective transformation sending pi and qi to α
and β.
The pre-image of the line at infinity is then the line piqi. From Lemma
4.9 we have Gi ∩ piqi = ∅, so τi maps Gi into the affine plane. Also, if piqi
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happens to be in L, then it has no incidences with Gi, so we can ignore it when
bounding I(Gi,L). The set Hi = τ(Gi) ⊆ F2 is covered by 215K horizontal
lines and 215K vertical lines, so it is contained in a Cartesian product Xi × Yi
with |Xi| = |Yi| ≤ 215K. Since projective transformations preserve incidences,
we have I(Hi,L) = I(Gi,L).
We apply Theorem 4.5 to bound the incidences on each product Xi × Yi.
In positive characteristic, the extra condition of Theorem 4.5 holds, since the
assumption m−2n13  p15 gives
|Xi||L|  Kn m−4/15n26/15  p2.
Therefore, we can apply Theorem 4.5 to obtain (letting c∗ denote the implicit
constant in Theorem 4.5)
I(Gi,L) ≤ I(Xi × Yi,L) ≤ c∗(215K)3/4(215K)1/2n3/4 < c∗220K5/4n3/4.




I(Gi,L) < 2 · 268
n2
K4




Solving for I gives I < C ′m11/15n11/15, for a constant C ′ that depends only on
the constant c∗ from Theorem 4.5, and not on C. Hence choosing C > C ′ gives
a contradiction to I = Cm11/15n11/15. This concludes the proof of Theorem 4.4.
4.8 Open questions
• An obvious open question is how to further improve the bounds in
Theorem 4.4 and Theorem 4.5. We note that, even if the main term in
the bound of Theorem 4.5 were improved to O(|P|2/3|L|2/3), our proof
would not lead to the same bound in Theorem 4.4 (the result would be
O(|P|8/11|L|8/11)).
• Another interesting open problem, first posed by Bourgain [13], is whether
similar bounds can be obtained for non-linear objects, like circles, conics,
or other algebraic curves. Over R and C such bounds are known (see
e.g. [24, 99]), and over F Bourgain [12] proved a qualitative theorem for
hyperbolas. (For a very particular case, an explicit version was obtained
by Shkredov [100], with applications to bounds on Kloosterman sums.)
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• Yet another direction for research would be to impose more structure on
the point set or line set, and to investigate how the maximum number of
incidences can change accordingly. For example, if we have a point set
where no s points are collinear, or a line set where no t are concurrent.
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Applications of point-line incidences
5.1 Introduction
In this chapter we discuss the applications of the incidence bound in Chapter 4.
Many of these applications and their proofs appeared in [108] and are elementary
analogues of applications of the Szemerédi-Trotter bound in R. The applications
can be categorised into the following types:
1. Set expansion and sum-product estimates
2. Geometric applications
3. Applications to harmonic analysis and other areas of mathematics.
This thesis presents the opportunity to fully present the application of the
general incidence bound Theorem 4.4 to harmonic analysis in finite fields (in
the paper [108] we merely record the numerology of the restriction estimate).
We end this chapter with a review of subsequent work and important
applications by other researchers.
5.2 Set expansion and sum-product estimates
The Sum-Product Phenomenon
The first application of the incidence bounds of the previous chapter is to the
sum-product problem, and as such presents an opportunity in this thesis to
discuss the history and context of this problem in the finite field setting. We
will return to the sum-product problem in Chapter 7.
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Sum-Product over F
Recall from Chapter 3 the motto of the sum-product phenomenon is that
multiplication and addition cannot coexist, and we expect this motto to carry
over into all fields F. In the setting of an arbitrary F are obstructions which
do not occur in R.
The first obstruction we encounter is unavoidable. Suppose we are in a
finite field F and we take the (finite) set A = F. Then A+ A, AA = F, and
|A+A|, |AA| = |A|. Actually this obstruction is slightly more subtle: if F is
any field and A a subfield of F, then the numerology |A+A| = |AA| = |A| is
counter to the sum-product phenomenon that we might hope to expect. We
will generally rule out this example by considering sets A which are bounded
by the characteristic of the field, e.g. sets A of cardinality |A| ≤ p4/3, where p
is the characteristic of F.
Bourgain, Katz and Tao [17] showed that if this obstruction is not present
(e.g. if A is a small enough subset of a prime residue field), then the sum set and
product set cannot simultaneously be small. They also showed (Theorem 4.3)
that the presence of subfields is the only obstruction towards a sum-product
type phenomenon in a general finite field: as long as a set A is not a (translation
or dilation of a) subfield, then it cannot be both ‘strongly structured’ in a
multiplicative and additive sense.
Theorem 5.1 (Bourgain, Katz, Tao [17]). Let p be an odd prime and let
A ⊆ Fp satisfy pδ < |A| < p1−δ for some δ > 0.
Then there exists ε = ε(δ) > 0 and a constant C = C(δ) > 0 such that
max (|A+A|, |AA|) ≥ C|A|1+ε .
This theorem was first quantified by Garaev [36], who proved that ε ≥ 114 .
This was improved to 113 by Katz and Shen [54], then to
1
12 by Bourgain and
Garaev [16]. In the previous record, a logarithmic term lingered, and Li [62]
managed to achieve a bound of 112 free from logarithmic factors. Rudnev [88]
reduced the exponent further to 111 . At this stage, one might sensibly pause
and try to guess the next exponent to be recorded. However, Roche-Newton,
Rudnev and Shkredov [86] managed to defy the expected exponent by using
Rudnev’s point-plane theorem to show that ε ≥ 15 . We reproduce this bound
using Theorem 4.5 using the argument of Elekes [25] sketched in the proof of
Theorem 3.5.
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We remark that a recent development of Rudnev, Shakan and Shkredov
[91] improved the exponent 210 to
2
9 .
Corollary 5.2. Let A ⊂ F be a finite set. If F has positive characteristic p,
assume that |A|  p5/8. Then
max{|A+A|, |AA|}2 min{|A+A|, |AA|}3  |A|6 .
In particular,
max{|A+A|, |AA|}  |A|6/5.
Moreover, if one of |A+A|, |AA| is O(|A|), then the other is Ω(|A|3/2).
Proof. We follow the proof as published in [108] and set
Mmax := max{|A+A|, |AA|} and Mmin := min{|A+A|, |AA|} .
Define a point set and line set by
P := (A+A)× (A ·A) and L := {`ab : (a, b) ∈ A×A},
where `ab is a line of the form y = b(x− a).
In positive characteristic, we need to verify the condition Mmin|A|2  p2
of Theorem 4.5. If Mmin  |A|6/5 then we are done, so suppose that Mmin 
|A|6/5. The required inequality Mmin|A|2  p2 follows from the assumption
|A|  p5/8.
The second condition of Theorem 4.5 is that MminM
2
max ≤ |L|3 = |A|6; if
this fails, then Mmax ≥ |A|2 and we are done.
The line y = b(x−a) contains the point (a′+a, ba′) for any choice of a′ ∈ A,








max  |A|6 . (5.1)
The inequality |A + A|2|A · A|3  |A|6 was obtained by Roche-Newton
et al. [86] with the condition |A|  p5/8, and |A + A|3|A · A|2  |A|6 was
obtained by Aksoy-Yazici et al. [118] with the condition |A|  p3/5.
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Equation (5.1) combines both these inequalities, and improves the condition
for the second one. We note that the consistent exponent of 6/5 across these
three works is not entirely unexpected since they all rely on Rudnev’s point-
plane incidence bound.
Variations of the sum-product problem
A combination of both addition and multiplication of the set A should, by the
philosophy of the sum-product conjecture, have any additive structure within
the set (measured by looking at the sum-set) be destroyed by the multiplicative
operation and vice versa. We will consider sets of the form AA + A and
A(A+A).
Over arbitrary F we must take into consideration the same obstructions as
before. The set A must be suitably small in terms of the characteristic of the
field to avoid a saturation-type result, and to avoid the trivial lack of growth
that arises if A is sub-field of F.
This question was first considered by Barak, Impagliazzo and Wigderson
[5], who used Konyagin’s [59] (stronger version of Bourgain, Katz and Tao’s
original) sum-product estimate to prove that there exists ε > 0 such that
|A+AA|  |A|1+ε for every A ⊂ F with |A| < p0.99.
Barak, Impagliazzo and Wigderson were motivated by the application of
extracting randomness from a small number of somewhat-random sources.
Extractors are functions that take weak sources of randomness (i.e. random
variables with low entropy1, so heuristically ‘far from random’) and output a
high source of randomness (i.e. the output is close to the uniform distribution).
Explicitly, the application of the growth of |AA+A| that Barak, Impagliazzo
and Wigderson proved was to dispersers : a disperser is a function which takes
in a constant number of inputs, and whenever the inputs are restricted to
‘large-enough’ sets, the image of the disperser is as large as possible 2.
Taking the function f(x, y, z) = xy + z reveals the connection of dispersers
to the growth of AA+A. Composing f with itself enough times, and identifying
the field F with bit-strings {0, 1}n yields the desired disperser.
1The choice of entropy in this situation is min-entropy : the min-entropy of a random
variable X ∈ {0, 1}n is H∞(X) := − min
ω∈{0,1}n
log2(P(X = ω)).
2A disperser with parameter set (k, l,m, n) is a function D : {0, 1}nl → {0, 1}m satisfying
D(A1, . . . , Al) := {D(a1, . . . , al) : ai ∈ Ai, 1 ≤ i ≤ l} = {0, 1}n for all sets A1, . . . , Al ⊆
{0, 1}n satisfying |Ai| ≥ 2k for i = 1, . . . , l.
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We show now how incidence bounds are easily able to prove growth of the
set AA+A and its cousin A(A+A). This refines the bounds of Roche-Newton,
Rudnev and Shkredov [86], who proved the bound
|A+BC|  min{(|A||B||C|)1/2,M−1|A||B||C|, p}
for A,B,C ⊂ F, where M = max{|A|, |B|, |C|}, and of Aksoy Yazici et al.
[118], who proved the same bound for A(B + C). We reprove both bounds,
refining them by showing that the second term is not necessary as long as none
of the sets is {0}.
We note that in finite fields this problem also has a ‘Falconer-type’ in-
terpretation: how large must the set A ⊆ Fp be until A occupies (a positive
proportion of) Fp? Bienvenu et al. [10] show (amongst other results of a similar
nature) that if |A| = 0.3051p, then Fp \ {0} ⊆ A(A+A).
Corollary 5.3. Let A,B,C ⊂ F be finite sets, none of which equals {0}. If F
has positive characteristic p, assume |A||B||C|  p2. Then
|A+BC|  (|A||B||C|)1/2 and |A(B + C)|  (|A||B||C|)1/2.
Proof. Without loss of generality, we assume that |B| ≥ |C| by interchanging
B and C if necessary. Define a point set and line set by
P := C × (A+BC), L := {y = a+ bx : (a, b) ∈ A×B}.
Each of the |A||B| lines of L contains exactly |C| points of P, so there are
|A||B||C| incidences between P and L.
In positive characteristic p, the condition min{|C|, |A + BC|} · |L|  p2
of Theorem 4.5 holds because of the assumption |A||B||C|  p2. The other
condition of Theorem 4.5 is that |C||A + BC|2 ≤ (|A||B|)3, which we may
assume, since otherwise we directly obtain |A + BC|2 > (|A||B|)3|C|−1 ≥
|A||B||C| using |B| ≥ |C|. Thus we can apply Theorem 4.5 to get
|A||B||C| = I(P,L) |C|3/4|A+BC|1/2(|A||B|)3/4 + |A||B|.
If the first term dominates, rearranging gives the first inequality of the corollary.
If the second term dominates, we have |C| = O(1). Since C 6= {0}, we can pick
a nonzero c ∈ C, and observe that |A+ cB| ≥ max{|A|, |B|}  (|A||B||C|)1/2.
This finishes the proof of the first inequality.
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The proof of the second inequality is similar. We first remove 0 from A,
which does not affect the asymptotic behaviour (given that A 6= {0}). Then
we define
P := C × (A(B + C)), L := {y = a(b+ x) : (a, b) ∈ A×B},
noting that the lines are distinct because 0 6∈ A. As before, we then apply
Theorem 4.5; checking the validity assumptions is almost identical to the
previous application of the incidence bound, considering instead whether the
inequality |B||A(B + C)|2 ≤ (|A||B|)3 holds.
We note that in the analogous question over C, if we were to use the
Szemerédi-Trotter theorem in the same manner, we would in fact achieve the
same exponents, (see [111, Exercise 8.3.3]).
Over R, stronger results are known; in the case where A = B = C,
Roche-Newton and Warren [87] show that |AA+A|  |A|3/2+1/194 whilst
Murphy et al. [70] prove a stronger bound for the analogous problem:
|A(A+A)|  |A|3/2+1/186.
5.3 Geometric applications
Distinct distances and the pinned distance problem
The distinct distance problem in R2 was first asked by Erdős [29] in 1946:
given a set of n points P in R2, how many distinct distances do they determine.
We defer a discussion on the progress of this to Chapter 8, but mention
only that Erdős conjectured that a lower bound for this problem should be
Cn(log(n))−1/2 for an absolute constant C > 0, with the extremal bound




n integer lattice3. Since
(an appropriate reinterpretation of) this example is valid also in finite field, it
is thought that, under suitable restrictions, the same lower bound should hold
over Fp.
We write
d(q, r) = (qx − rx)2 + (qy − ry)2
for the squared Euclidean distance between two points q = (qx, qy) and r =
(rx, ry), and
∆(P) := |{d(q, r) : q, r ∈ P}}|
3We assume here that n is a square.
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for the number of distances determined by P . Guth and Katz [43] proved that
for P ⊂ R2 we have ∆(P) |P|/ log |P|.
A related problem is the stronger ‘pinned distance’ problem, which asks
for the existence of a point from which many distinct distances occur.
We write ∆q(P) = {d(a, r) : r ∈ P} for the set of distances ‘pinned’ at a,
and ∆pin = max |∆a(P)|, where the maximum is taken over all a ∈ P.
The approach of [43] does not apply to this variant, and the best known
bound is due to Katz and Tardos [55], who proved the estimate ∆pin(P) |P|0.86.
The finite field version of the pinned distance problem was first considered
by Bourgain, Katz and Tao [17]. As with previous results, in the finite field
analogue, we must restrict the size of the set of points to avoid the trivialisation
of the problem that sub-fields present.
Bourgain, Katz and Tao proved a non-quantitative non-trivial bound: if
P ⊂ F2p, with |P| = pα and 0 < α < 2, then ∆pin(P)  pα(1/2+ε) for some
ε = ε(α) > 0. To avoid degeneracies arising from so-called ‘isotropic points’,
Bourgain et al assumed that p ≡ 3 mod (4).
In the field F = Fq where q = pr for some (large) prime p, if |P| ≥ q4/3,
then Hanson, Lund, and Roche-Newton [44] prove that ∆pin(P) q, which
up to constants, is asymptotically optimal. We discuss this variant in further
detail in the forthcoming Chapter 8.
For α < 4/3 we present an explicit value for the ε in the statement of
Bourgain, Katz and Tao [17].
Our proof is essentially that of [17], but we take some more care to deal
with the case where −1 is a square in F. When −1 is a square in F, then it is
possible for a set of points to determine exactly one distinct distance, namely
the distance zero. Consider, for example, n points P in C× C all lying on the
line y = ix – let P = {(a1, ia1), . . . , (an, ian) : a1, . . . , an ∈ R}. Then, for any
1 ≤ j1 < j2 ≤ n, we calculate the distance between the pair of points indexed
by j1 and j2: d((aj1 , iaj1), (aj2 , iaj2)) = (aj1 − aj2)2 + (iaj1 − iaj2)2 = 0. This
shows that the distance between any pair of points in the point set P is zero.
This example is present in fields of characteristic p ≡ 1 mod (4), where i is
defined to be a square root of −1.
Bourgain, Katz and Tao avoided this degeneracy by insisting that −1 is
not a square4.
4This is not stated in the journal version of [17], but it is mentioned in Section 7 of the
later version arXiv:math/0301343v3.
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We can rephrase the above obstruction by saying that all of the points
lie on an isotropic line. The issue of isotropy is discussed in further detail in
Section 8.7; for now, we shall define an isotropic line as a a line which satisfies
the property that the distance between any pair of points lying on the line is
zero.
Explicitly, for r = (rx, ry) ∈ F2,there are two isotropic lines passing through
r,defined via the equations (y − ry) = ±i · (x− ry), where i2 = −1. We use λr
and µr to denote the isotropic lines of r.
Corollary 5.4. Let P be a set of points in F2. If F has positive characteristic,
assume that |P|  p15/11. If −1 is a square in F, assume that ∆(P) 6= {0}.
Then
∆pin(P) |P|8/15.
Proof. For two distinct points r = (r1, r2), s = (s1, s2) ∈ F2, the field-analogue
of the perpendicular bisector of r and s is the set
`rs := {q ∈ F2 : d(q, r) = d(q, s)} .
The suggestive notation is testament to the fact that this set is a line: explicitly
it is the line x(2s1 − 2r1) + y(2s2 − 2r2) = s21 + s22 − r21 − r22.
If −1 is not a square in F, then for a fixed point r, distinct s give rise to
distinct lines. When −1 is a square in F, then for any two points s, t on one of
the isotropic lines λr, µr we have `rs = `rt, which would cause a problem in
the counting argument below.
We first deal with these isotropic lines. We know that, since the set of
distances determined by P is not {0}, not all the points lie on an isotropic
line. If any line (isotropic or regular) contains at least say |P|/3 points of P,
and a point q outside that line, then |∆q(P)|  |P|. Combining these two
observations, we can assume that no isotropic line contains more than |P|/3
points of P . Consequently, for any fixed r ∈ P , there are at least |P|/3 points
not on λr or µr.
For a fixed r ∈ P, consider the set of perpendicular bisectors determined
by r and all non-isotropic vectors in P:
Lr := {`rs : s ∈ P, d(r, s) 6= 0}.
We have |Lr| ≤ |P|  p15/11. Applying Theorem 4.4 gives
I(P,Lr) |P|22/15.
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Distinct points s with d(r, s) 6= 0 yield distinct lines in Lr. Indeed, suppose
(by translating the set of points if necessary) that r = (0, 0). Then `rs is




2. Since s is non-isotropic (which is implied by
d(r, s) 6= 0), we have that s21 + s22 6= 0. From this calculation, it is clear that
distinct s yield distinct lines.
An incidence q ∈ `rs corresponds to a semi-ordered triple of points (q, {r, s})
in P satisfying the relation d(q, r) = d(q, s) 6= 0. This is an analogue of vertices
of an isosceles triangle (although we do not take care to exclude collinear











|{(r, s) ∈ P2 : d(q, r) = d(q, s) 6= 0}|.
The factor 12 in the above equation arises from counting ordered pairs (r, s)
instead of sets {r, s} in the algebraic interpretation of the incidence q ∈ `rs.





2 ≤ |∆q(P)||{(r, s) ∈ P2 : d(q, r) = d(q, s) 6= 0}| .
By the assumption that at least |P|/3 points of P are not on an isotropic
line through any given point in P, for every q ∈ P we have that the left hand
side is bounded below by |P|/3.













This gives ∆pin(P) |P|8/15.
One might naturally ask whether this proof is strengthened in the case
where the point set is a Cartesian product. We can perform the same proof
as above, yielding ∆pin(A×A) |A|5/4 under the condition |A|  p2/3; this
is a strengthening of a result of Aksoy Yazici et al. [118, Corollary 13(a)].
However, Petridis [81] improved this to ∆pin(A×A) |A|3/2, using Rudnev’s
point-plane theorem directly. His proof does not seem to apply to unstructured
point sets as in Corollary 5.4.
Corollary 5.4 is improved in Chapter 8.
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Beck’s theorem
Beck’s Theorem of Two Extremes [7] (referred to in this work as ‘Beck’s
Theorem’) is a structural statement about points in the real plane. Beck
proved that either Ω(|P|) points are on a line, or else P determines  |P|2
lines. We say that a line ` is determined by P if there are at least two points
of P lying on `. (Any two points determine a line, and a line is determined by
any pair of points lying on it.)
Beck’s original proof was proved independently of the Szemerédi-Trotter the-
orem; in fact both papers were published in the same 1983 issue of Combi-
natorica. However, the Szemerédi-Trotter theorem can also be used to prove
Beck’s theorem. We will prove an analogue of Beck’s theorem over arbitrary
fields using this method.
Beck’s theorem in finite fields has previously been investigated: in F2p,
Helfgott and Rudnev [46] established that if |A| < √p and P = A × A (so
no line has Ω(|P|) points), then P determines Ω(|P|1+1/267) lines. Jones
[51] strengthened the exponent and removed the Cartesian product condition,
proving that either P has Ω(|P|) points on a line, or P determines Ω(|P|1+1/109)
lines. Jones used the approach using point-line incidences; since Jones’ incidence
bound Theorem 4.2 is improved using [86, Theorem 6], his bound on Beck’s
theorem is automatically updated to an exponent of 1 + 1/53.
We note that for large point sets the issue of an analogue of Beck’s theorem
is resolved: Alon [2] proved that any point set P ⊂ F2q of size |P| > q determines
c|P|2 lines, with c depending on |P|/q.
We present first a general result for an unstructured point set, improving
on [51]. We will use the incidence bound Theorem 4.4.
Although the proof works for |P|  p7/6, it is weaker than the result of
Alon [2] for |P| > p.
Corollary 5.5. Let P be a set of m points in F2. If F has positive characteristic
p, suppose that m p7/6. Then one of the following is true:
(i) P has Ω(m) points on a line;
(ii) P determines Ω(m8/7) lines.
Proof. Let |P| = m, and let L be the set of lines determined by P . We partition
the set of lines in L into blog2mc sets Lj ⊆ L according to the number of
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points on each line:
Lj = {` ∈ L : 2j ≤ |` ∩ P| < 2j+1} .
Consider the popular line sets Lj with |Lj | > m7/8. We can assume that
each |Lj | < m8/7, since otherwise (ii) holds. Thus, in positive characteristic,
we can use the assumption m p7/6 to get m−2|Lj |13  p15. We are now able
to apply Theorem 4.4 to P and Lj . Every line in Lj has at least 2j incidences
with P, and so Theorem 4.4 gives






Each line in Lj contains ∼ 22j pairs of points; all the lines in Lj together
contain O(m11/4(2j)−7/4) pairs of points of P.
For Lj with m1/2 ≤ |Lj | ≤ m7/8, the trivial incidence bound Lemma 2.1
gives 2j |Lj |  m1/2|Lj |, so 2j  m1/2. Hence, the number of pairs of points
on lines of Lj is O(m15/8).
If |Lj | ≤ m1/2, then we can again use the trivial incidence bound to get
2j |Lj |  m, so |Lj |  2−jm. This implies that the number of pairs of points
on lines of Lj is O(2jm).
Now, let C be a large constant and let U be the union of all Lj satisfying
Cm3/7 ≤ 2j ≤ m/C. By the estimates above, the number of pairs of points on






















Thus, the remaining Ω(m2) pairs of distinct points of P must lie outside U .
Then one of the following two things must happen: either a positive proportion
of these pairs are supported on lines containing more than m/C points, or a
positive proportion of pairs lie on lines with less than Cm3/7 (and at least two)
points.
In the first case, there is a line containing at least m/C points, and (i)
holds. In the second case, the number of distinct lines determined by pairs of
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and so (ii) holds.
This completes the proof of the corollary.
A natural question is to ask whether one can gain a stronger result using
the stronger Theorem 4.5 instead of Theorem 4.4. To be in this situation, we
need the point set to have a Cartesian-product structure. In the case that
P = A×A, our proof of Corollary 5.5 gives the same result as in [118]; however
we can obtain a more precise result when P is an asymmetric Cartesian product
of the form P = A×B.
Using Rudnev’s point-plane incidence bound, Aksoy Yazici et al. [118]
were able to show that P = A × A ⊆ F2 determines Ω(|P|3/2) lines over an
arbitrary field F (as long as |P|  p4/3 in positive characteristic). (Note that
the Cartesian structure of the point set prevents  |P| points being collinear.)
Using the same proof as in Corollary 5.5 we show the following Beck-type
result.
Corollary 5.6. Let P = A×B be a set of points in F2 where |A| ≤ |B| and
|A|2|B|  p2 in positive characteristic p. Then one of the following must
happen:
(i) P has Ω(|A|5/6|B|2/3) points on a line;
(ii) P determines Ω(|A||B|2) lines.
We remark that P cannot have more than |B| points on a line, so the first
condition is vacuous, unless |A| ≤ |B|2/5.
Proof. Using the same Lj as defined in the proof of Corollary 5.5, we find that
either |Lj |  |A|1/3|B|2/3, or else we are within the range of applicability of





The assumption |A|2|B|  p2 enables the verification of the condition of
Theorem 4.5 than |A|#{lines}  p2. To see this, we use the trivial incidence
bound exactly as in Corollary 5.5.
As before, we take U to be a union of lines in Lj . This time, we parameterise
the set U differently, allowing sets Lj satisfying Cµ ≤ 2j ≤M/C; we will chose
µ,M later.
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We choose µ2 = |A| and M2 = |A|5/3|B|4/3; for sufficiently large C, the above




, the total possible number of pairs of points.
Hence there is either a line with at least |A|5/6|B|2/3 points, or the number
of distinct lines is  |A||B|2.
5.4 Collinear Quadruples
We conclude this section with a theorem of Petridis [79, 70] regarding collinear
quadruples in A× A. Theorem 4.5 yields a bound of O(|P|5/2k−4 + |P|k−1)
for the number of k-rich lines with respect to the Cartesian Product point set
P = A×A.
Petridis was the first to realise that Theorem 4.5 was best-suited to ‘fourth
moment’ applications, via an optimal bound on the number of collinear quadru-
ples in A×A ⊆ F2, under suitable restrictions on |A| in terms of the character-
istic of the field F. He showed that the number of collinear quadruples in A×A
is bounded by O(|A|8p−2 + |A|5 log(|A|)). That the number of collinear quadru-
ples is estimated by a ‘fourth moment’ sum is illustrated by the forthcoming
equation 5.2. For comparison, the Szemerédi-Trotter theorem is best-suited to
‘third moment’ applications, as demonstrated by the sharp bound on collinear
quadruples derived from it in Theorem 2.12.
We demonstrate the role of incidences to the problem of bounding the
number of collinear quadruples in a point set by considering the analogous
asymmetric problem P = A×B.
Theorem 5.7. Suppose that A,B ⊆ F are finite sets with |A| ≤ |B| satisfying
the additional constraint |A|3|B|2 ≤ p2 in positive characteristic.
Then the number of collinear quadruples in A×B is O(|A||B|4+|A|3|B|2 log |B|) .
Proof. We first count the O(|A||B|4) collinear quadruples arising from hor-
izontal and vertical lines and from quadruples in which not all points are
distinct.
Let L = L(P) be the set of lines determined by P = A × B, and for
i = 1, . . . , dlog2 |B|e, define the line sets:
Li := {` ∈ L : 2i ≤ |` ∩ P| < 22i} .
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We claim that the conditions of Theorem 4.5 are satisfied for each i. For
this to hold, we require that |A||Li|  p2. This condition follows from the
trivial incidence bound and the hypotheses: Lemma 2.1 yields the inequality
|Li| ≤ |A|2|B|22−2i, and so |A||Li| ≤ |A|3|B|2  p2.







≤ |A|3|B|2 log(|B|) .
5.5 Open Questions
• The most major open question related to this chapter is the sum-product
problem over arbitrary fields and the correct bounds on related questions.
• A problem which has received less attention in the literature is a Beck-
type bound in positive characteristic. The bound we prove is likely
far from optimal. This geometric question may well be resolvable with
modern machinery using tools from algebraic geometry.
• Incidence bounds have been used by the computer science community to
prove bounds relating to pseudorandomness. Despite the much stronger
bounds of Theorems 4.4 and 4.5, for a computer science application we
would require strong bounds when the characteristic of the field is 2. It
would be interesting to overcome this obstacle.
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Energy decomposition of a set
6.1 Introduction
The sum-product phenomenon has already been amply mentioned throughout
this work, and uses the cardinality of the sum and product sets to quantify this
question. Recall that the sum-product conjecture expects one of the sum set or
the product set to be large in order to evidence the notion that multiplication
and addition cannot coexist in a set.
We have seen that the additive (resp. multiplicative) energy of a set is a
finer measure of the additive (resp. multiplicative) structure of a set. We recall
the definition of the additive energy (Definition 3.7) and allow the reader’s











A theme of this chapter will be that a set with large energy has structure.
Our aim in this chapter is to study an energy-formulation of the sum-product
conjecture: to what extent can addition and multiplication coexist when
quantified by the energy of a set?
In Example 3.10, we studied a set A which was the union of an equal-sized
arithmetic and geometric progression. This set clearly contains both additive
and multiplicative structure, which we capture by having large multiplicative
and additive energy estimates. Yet the sum-product phenomenon conjectures
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the impossibility of this coexistence! At this point, one might dismiss the
possibility of an energy formulation of a sum-product phenomenon.
However, a recent result of Balog and Wooley [4] should dissuade the reader
of the hopelessness of this task. Balog and Wooley show that, if one is willing
to pass to a large subset of the original set, then one of the multiplicative or
additive energies of this subset must be small.
Theorem 6.1 (Balog, Wooley [4]). Let A ⊆ R and δ = 2/33. Then there
exists A′ ⊆ A such that |A′| ≥ |A|/2 and
min(E+(A′),E×(A′)) . |A|3−δ .
Improving this theorem is the main work of this chapter. This chapter
is joint work with Misha Rudnev and Ilya Shkredov and parts of the proofs
appear in the publication [92].
Structure of this chapter
We begin with a discussion on the energy formulation of the sum-product
conjecture and state the main result of this chapter. The key tool we use is a
decomposition result; we will apply an iterative argument to this decomposition
result to prove the main energy estimate. Section 6.3 is devoted to the proof
of a new decomposition result.
In Chapter 7, we will consider applications of a result of this type: to
expansion and to the sum-product phenomenon.
6.2 On the energy formulation and Balog–Wooley
decomposition
To better understand the statement of Theorem 6.1, let us return once more
to the example of a set A that is a union of an arithmetic and geometric
progression of equal size. For N ≥ 3, let
A = {1, 2, . . . , N} ∪ {2N , 2N+1, . . . , 22N}
Let A′ = {1, 2, . . . , N}; then by Solymosi’s [104] theorem, in particular equation
(3.5) of Section 3.3, we have E×(A′) ≤ 8 log(|A′|)|A′|2 . |A|2 . (Note that in
this example, E+(A′) is maximal.)
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This example is suggestive of the fact that Balog and Wooley’s theorem
is non-optimal. In fact, it is not at all obvious what the optimal value of δ
should be. To consider this, we begin by examining an instructive construction
of Balog and Wooley [4].
Example 6.2 (Balog–Wooley [4]). Let I = {n2, n2 + 1, . . . 2n2 − 1} and let A
be the union of n disjoint dilates of I by 1, 2, . . . , 2n−1:
A = I ∪ 2I ∪ · · · ∪ 2n−1I .
Figure 6.1: The Balog Wooley example: illustration of A×A with n = 6
Figure 6.2 illustrates the structure of the set A×A. The set A is simulta-
neously highly multiplicative and highly additive, in a stronger sense than our
previous example of the union of an arithmetic and geometric progression.
For any set B ⊆ A satisfying |B| ≥ |A|/2 we claim that
E+(B) |A|7/3 and E×(B) & |A|7/3 .
Indeed, first note that |A| = n3, and let Aj := 2jI. Then there exists an
indexing set J ⊆ {0, . . . , n − 1} of size at least n/2 so that for each j ∈ J ,
|B ∩Aj | ≥ n2/2. Then, using the Cauchy-Schwarz inequality Lemma 3.11 in








|(B ∩Aj) + (B ∩Aj)|
 n7 .
In fact, the choice of constant 1/2 in the size of J is inconsequential; a
different choice of constant would yield a different bound in the  notation.
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To estimate E×(B), we use the the Cauchy-Schwarz inequality Lemma 3.11








An explicit bound for the logarithmic factor hidden in this notation is given by
Ford [33] – see Example 3.2.
This example leads to the following conjecture by Rudnev, Shkredov and
the author in [92]:
Conjecture 6.3. For A ⊆ R there exists a subset A′ ⊆ A such that |A′| ≥ |A|/2
and
min(E+(A′),E×(A′)) . |A|7/3 .
Balog–Wooley decomposition
Balog and Wooley formulated their result as a decomposition result, from
which Theorem 6.1 is an immediate consequence. They show that any finite
set A ⊆ R admits a decomposition into two parts1 B t C so that one of B or
C is large and lacking in one of multiplicative or additive structure.
Theorem 6.4 (Balog–Wooley decomposition [4]). Let A ⊂ R be a finite set
and δ = 2/33. Then there are two disjoint subsets B and C of A such that
A = B t C and
max{E+(B),E×(C)}  |A|3−δ(log |A|)1−δ
and
max{E+(B,C),E×(B,C)}  |A|3−δ/2(log |A|)(1−δ)/2 .
Note that one could take |B|  1, if, say, A is a geometric progression.
Most importantly, this theorem says that at least half of the set A is either
highly non-additive or highly non-multiplicative.
The proof of Theorem 6.4 uses the Balog–Szemerédi–Gowers Theorem [3,
38, 95] described in Section 3.3. In [58], Konyagin and Shkredov applied a
different method and were able to obtain an improvement; they showed that δ
could be taken to be at least 1/5.
1We use the notation A = B t C to denote that A is a disjoint union of B and C.
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Main Decomposition Results
In [92], we further improve the value of δ.
Theorem 6.5. Let A ⊂ C be a finite set, and δ = 1/4. Then there are two
disjoint subsets B and C of A such that A = B t C and
max{E+(B),E×(C)} . |A|3−δ
We also prove an analogous result over arbitrary fields.
Theorem 6.6. Let A ⊂ F be a set and δ = 1/5. In positive characteristic p,
assume in addition that |A| ≤ p5/8.
Then there are two disjoint subsets B and C of A such that A = BtC and
max{E+(B),E×(C)} . |A|3−δ .
Both of these theorems are proved in the same manner; the improvement
over R is a consequence of using the Szemerédi-Trotter incidence theorem in
place of Rudnev’s points/planes theorem. The proofs rely on an intermediate
result which guarantees the existence of a ‘large’ set A1 ⊆ A which has ‘small’
energy. The largeness of the set A1 is controlled by the energy of A; if A1
is quantitatively large with respect to the multiplicative energy of A, then
the subsequent additive energy of A1 will be small. Here, multiplication and
addition may be swapped. This concept is the content of the forthcoming
Propositions 6.8 and 6.9.
It is relatively simple to derive similar types of result, and we demonstrate
one such example.
Corollary 6.7. Let A ⊆ F be a finite set with, in positive characteristic, the
additional constraint that |A| ≤ p3/5.
(i) Then there exists a partition of A into BtC, where |B|, |C| ≥ |A|/3 and
E+(B) E×(C)3/2 . |A|7 . (6.1)
Addition and multiplication may be swapped in the above (for different
B,C).
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(ii) There exists a (possibly different) partition of A into B′ t C ′, where
|B′|, |C ′| ≥ |A|/3 and
E+(B′) E×(C ′) . |A|28/5 . (6.2)
When F = C, the exponent 28/5 can be replaced by 11/2.
6.3 Proof of Decomposition Results
Initial Decomposition
As previously discussed, the key concept in the proof of Theorems 6.5 and 6.6
is a technique to extract a large subset whose structure and size is controlled
by an interplay of additive and multiplicative energy. The arbitrary field
version of this idea is somewhat more straightforward, so we will prove this
(Proposition 6.8) and then indicate the changes needed for the improvement in
R, Proposition 6.9.
Proposition 6.8. Let A ⊂ F be a finite set. If the characteristic of F is p > 0,
suppose in addition that |A|6 ≤ p2 E×(A).
Then there is A1 ⊆ A such that |A1|2 & E×(A)|A|−1 and
E+(A1) . |A1|11/2|A|3/2(E×(A))−3/2 . (6.3)
Proof. We begin by describing the procedure that will return the desired
set A1. To enhance comprehension and hopefully clarity, this description is
accompanied by diagrams.
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Figure 6.2: Taking A = {1, 2, 4, 8, 16, 32, 64}, we restrict to points in A × A
supported on slopes containing a uniform number of points. In this example,















First, using the dyadic pigeonhole principle, we choose a set P ⊆ A/A which
supports a (& 1) proportion of E×(A), with each p ∈ P having approximately




{22i|Pi|} ≤ E×(A) ≤
blog |A|c∑
i=0
22i+2|Pi| ≤ 2 log(|A|) max
i
{22i|Pi|} ,
where Pi = {ρ ∈ A/A : 2i < rA/A(ρ) ≤ 2i+1}. We set P and t to be the Pi and
the 2i of this maximal case.
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Let S ⊆ A×A be the set of points supported on lines passing through the
origin with slopes in P ; we have |P |t ≤ |S| < 2|P |t.
Let πx : S 7→ A be the projection of points of S to the x-axis: πx(sx, sy) = sx.
The projection πy is similarly defined as the projection to the set of ordinates.
Consider the set Ax = πx(S) of abscissae of S. We perform another dyadic
pigeonholing argument to find a set A′ ⊆ Ax and a number q′ such that
q′ < |A ∩ xP | ≤ 2q′ for all x ∈ A′.
That is, let (Ax)j := {ax ∈ Ax : 2j < |A ∩ axP | ≤ 2j+1}. Then∑
j 2
j |(Ax)j | < |S| ≤
∑
j 2
j+1|(Ax)j |, where the indexing set j runs over
j = −1, . . . dlog(|A|)e. Thus, there exists an index j0 so that |S| & 2j0 |(Ax)j0 |.
We set q′ : 2j0 and A′ = (Ax)j0 .
The set A′ is the set of popular abscissae of S – the vertical line through
each x ∈ A′ contains ∼ q′ points of S. Note that |A′|q′ ∼ |S|.
Observe that q′ ≤ m := min{|A|, |P |}. If q′ ≤ |A′| then we take A1 = A′
and set q = q′.
It may be the case however that q′ > |A′|. In this scenario we have a
somewhat (narrow) rectangular set of points, where the height of this rectangle
is greater than its width. If q′ > |A′| then we once again apply the dyadic





be the set of points in S and abscissae in A′ (so Sx is supported on on |A′| < q′
vertical lines). Consider now the ordinates of this set; by the dyadic pigeonhole
principle, there exists an integer q′′ and A′′ ⊆ πy(Sx). That is, the horizontal
line through each a′′ ∈ A′′ contains ∼ q′′ points of Sx. Crucially, |A′′|q′′ ∼ |Sx|.
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Figure 6.4: Project the points on the rectangular grid horizontally and then
use the dyadic pigeonhole principle to obtain A′′
A′′ ⊆ πy(π−1x (Ax))
We have
q′|A′| ∼ q′′|A′′| ,
and since q′ > |A′|, we have that |A′′| & q′ > |A′|, and so q′′ . q′ < |A′′|. We
then take A1 = A
′′ and q = q′′, concluding that |A1| & q, and thus










At this point we pause to observe that we have a set A1 of the desired
cardinality; it remains to prove that A1 also has the sought additive structure.
We have by construction that each member of A1 can be represented at
least q times as an element of A/P (assuming that is, that we chose A1 to
be the set of popular ordinates; had we chosen A1 to be the set of popular
abscissae, then we would have that each member of A1 is representable at least
q times as an element of the set AP ; note that P = P−1 and so we do not
need to concern ourselves with this technicality).
Thus we can write
E+(A1) = |{(a, a′, b, b′) ∈ A41 : a+ b = a′ + b′}|
≤ q−2|{(a, a′, r, r′, α, α′) ∈ A21 × P 2 ×A2 : a+ rα = a′ + r′α′}|
= q−2I(|A1||P ||A| points , |A1||P ||A| planes ) ,
where the planes in question have equation a + rx = y + α′z and points
(x, y, z) ∈ A×A1 × P .
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We will apply Rudnev’s incidence bound, Theorem 2.9. In positive charac-
teristic we have the further requirement of |A||A1||P | < p2, i.e. the number of
points is at most p2. We justify this now.
We have that
|A||P ||A1| < |A|2|P | . |A1|4|A|2E×(A)−1 ≤ |A|6E×(A)−1 ,
using the trivial inequality |A1| ≤ |A| and the observation that










By assumption, |A|6 . p2E×(A), and so |A||P ||A1| . p2.
To strengthen the bound on the number of points to ≤ p2 (as is required),
we partition the set of points in A×A1×P into . 1 piece {Pi} whose size differs
by at most a constant factor, such that each |Pi| ≤ p2. This strengthening
adds a log |A| factor to the estimate of E+(A1), which is subsequently hidden
by the . notation.
Having now established the applicability of Rudnev’s bound, we turn to
the estimate it yields; for this we require a bound on the maximum number of





(|A1||A||P |)3/2 + max(|A|, |P |)|A1||A||P |
)
.
We claim that the first term is dominant.
Suppose first that max(|A|, |P |) = |P |. For the first term to dominate, we
need to show that |A||A1| ≥ |P |; this follows immediately from |P | . |A1|2, a
consequence of equation (6.5).
Suppose instead that max(|A|, |P |) = |A|. We must show that |A1||P | & |A|.
Observe that if this is not the case then, since q ≤ |P | we return to (6.4) and
have that




and so |A1||P | & |A|, and hence the first term must dominate.
We have now proved that
E+(A1) . q
−2 (|A||P ||A1|)3/2 ;
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To obtain the version of the statement in which E×(A) is replaced by
E+(A) and E+(A1) is replaced with E
×(A1), one repeats the same argument
almost verbatim, swapping any instance of multiplication by addition, and
vice versa.
The proof in the complex analogue deviates only in the estimate of E+(A1),
where instead we use the Szemerédi-Trotter theorem.
Proposition 6.9. Let A ⊆ C be a finite non-empty set. Then there is A1 ⊆ A
such that |A1|2 & E×(A)|A|−1 and
E+(A1)E
×(A) . |A1|9/2|A| . (6.6)
The energies E× and E+ may be swapped.
Proof. Suppose we have the set A1 ⊆ A already from the same procedure as
in the proof of Proposition 6.8. We know that A1 satisfies |A1|2|A| & E×(A).
Let Sτ = {x ∈ A1 +A1 : τ ≤ rA1+A1(x) < 2τ} be the set of ‘rich sums’ in
A1.
Introducing a ‘richness threshold’ T , to be optimised later, and observing
that
∑



















Since we choose A1 as in Proposition 6.8, we inherit the associated set
P , which is the set of slopes in A/A popular with respect to multiplicative
energy. Also, each element of A1 has at least q representations as either A/P
or AP (depending on whether we choose A1 with respect to the ordinates or
abscissae).
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We estimate the size of Sτ using the Szemerédi-Trotter theorem; since any
element in A1 can be expressed as a product (or ratio) in AP at least q times,
we have
τq|Sτ | ≤ |{(x, a1, α, r) ∈ Sτ ×A1 ×A× P : x = a1 + αr}|
= I( points Sτ ×A1, |A||P | lines) .
Applying the Szemerédi-Trotter theorem and rearranging yields either that








Note that the second term dominates when τ2 ≥ |A1||A||P |2q−2.
Hence,





















In the above, we set E =
∑
τ2|Sτ |, where the sum is taken over dyadic
τ < q−1|A1| – that is, the regime in which Szemerédi-Trotter is not applicable.
This term is an error term; indeed
E ≤ q−1|A1|
∑







This estimate is stronger that what is required in the statement of the proposi-
tion.
We have incurred a logarithmic loss (in |A|) by bounding the largest dyadic
interval. We also use the trivial inequality τ ≤ |A1|. The parameter T is












To estimate the first term, we use the estimates |P |t2 ∼ E×(A), and
|P |t . |A1|2 and obtain
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This concludes the proof of the proposition.
Remark 6.10. In arbitrary fields, we could use the point-line incidence the-
orem Theorem 4.5 in place of the Szemerédi-Trotter theorem in the proof of
Proposition 6.9. This yields, under suitable conditions on the cardinality of
|A| in terms of the characteristic of the field, the estimate:
E+(A1) E
×(A)2/3 . |A1|11/3|A| .
However using this estimate in the forthcoming proof of Theorem 6.6 yields a
quantitatively weaker result.
Bootstrapping the initial decomposition and proofs of
Theorems 6.5 and 6.6
With Proposition 6.9 to hand, it is tempting to attempt to directly prove
Theorem 6.1. That is, given that we are now able to find a set A1 such that
E+(A1)E
×(A) . |A1|9/2|A|, can one immediately ascertain that there exists a
set A′ such that min{E+(A′),E×(A′) . |A|3−1/4} ?
This is too much to hope for, as Theorem 6.1 asks that A′ is a positive
proportion of A.
However, if we were to relax this condition, setting A′ to be the A1 of






To attain the full strength of Theorems 6.5 and 6.6, we pass the set
A1 through the same bootstrapping algorithm that was used by Balog and
Wooley [4]. Roughly, we use Propositions 6.8 and 6.9 (depending on the field
of interest) to carve out from A a ‘large’ subset B with ‘small’ energy. We
iterate this procedure on A \B, adding the ‘small energy’ section to the subset
B. Eventually the untouched elements of A will either have sufficiently small
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multiplicative energy, or be sufficiently small in cardinality (thus automatically
having a small multiplicative energy). The additive energy of the set B, which
we constructed at each stage by choosing the ‘small energy’ subset, cannot
grow too large, as the following lemma shows:
Lemma 6.11. Let A1, . . . , An be finite subsets of an abelian group, for some
































































Proof of Theorems 6.5 and 6.6
We will first prove the general field version, Theorem 6.6.
Let M ≥ 1 be a parameter to be chosen later. We construct a decreasing
sequence of sets
C1 = A ⊇ C2 ⊇ · · · ⊇ Ck
and an increasing sequence of sets
B0 = ∅ ⊆ B1 ⊆ · · · ⊆ Bk−1 ⊆ A
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such that for any j = 1, 2, . . . , k the sets Cj and Bj−1 are disjoint and
moreover A = Cj tBj−1.
If at some step j we have that E×(Cj) ≤ |A|3/M , then we stop our algorithm
putting C = Cj , B = Bj−1, and k = j − 1. Else, we have E×(Cj) > |A|3/M .
We apply Proposition 6.8 to the set Cj . In order to apply Proposition 6.8 we






= |A|3M , (6.9)

















< |Dj |11/2M3/2|A|−3 .
(6.10)
Then, we set Cj+1 = Cj \Dj , Bj = Bj−1 tDj and iterate this procedure.
Eventually this process will terminate (as |Cj | decreases) after say k itera-
tions. So B = Bk =
⊔k
j=1Dj and C = Ck+1.
Since |B| ≤ |A| it follows that
∑k
j=1 |Dj | ≤ |A|.













Finally, if we choose M = |A|1/5, we obtain the result. Note that with this
choice of M , we have |A|3M  p2, and thus we satisfy the constraint required
to apply Proposition 6.8 of (6.9). This completes the proof over F.
The corresponding proof over R is very similar, using Proposition 6.9 in
place of Proposition 6.8. The conclusion of the proof of Theorem 6.5 is exactly
the algorithmic approach as before, but with the exponents suitably amended.
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Proof of Corollary 6.7
To prove the first statement, equation (6.1), of Corollary 6.7, we repeat the
proof of Theorem 6.6 verbatim to obtain disjoint sets Bk and Ck such that
E+(Bk) .M3/2|A|5/2 and E×(Ck) ≤ |A|3M−1. We then estimate
E+(Bk)E
×(C)3/2 .M3/2|A|5/2|A|9/2M−3/2 = |A|7 ,
as required.








where in the first term of the estimate, we have assumed that E+(Bk) is
the bigger sum, and the second term is assuming the converse. We choose
M = |A|1/5. The improvement in the real case is a consequence of using the





7.1 Road-map of this chapter
In this chapter we will consider two applications of the energy formulation of
the sum-product conjecture.
The first application is to expansion. We will motivate expansion and prove
a four-variable expansion result in finite fields, using the energy decomposition
result as a tool.
The second application of the energy reformulation of the sum-product
problem to the sum-product problem itself. We will state and prove a new
bound. The literature associated with this bound uses the notion of Szemerédi-
Trotter sets, and associated notation; we provide a full proof, which we hope
will be a useful resource.
7.2 Application: Expansion
Expander functions
A consequence of the decomposition of a set into additive and multiplicative
energy is that of expansion: imagine that you have a black box machine
which takes a number of inputs, and combines them using only the operations
multiplication and addition. For example, consider the real-valued two-variable
function f(x, y) = x(x+ y). Then, using the philosophy that multiplication
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and addition do not coexist, no matter how we restrict the input variables that
we feed this black box, the output must be ’large’. For our illustrative f , this
translates into asking whether the following is true:
For any A ⊆ R, |{f(a, b) : a, b ∈ A}|  |A|1+ε for 0 < ε < 1.
A function which obeys this expansion property is called an expander. More
precisely:
Definition 7.1. Let d ≥ 2 be a positive integer, and F be a field. A function
f : Fd → F is called a d-dimensional expander if there exists 0 < ε < d − 1
such that for any finite (non-empty) set A ⊂ F we have
|{f(a1, . . . , ad} : ai ∈ A}|  |A|1+ε .
The goal of expansion is to find a function for which we can prove an
explicit value of ε as large as possible.
The applications of expanders to pseudorandomness are briefly discussed
towards the end of Section 5.2. From an additive combinatorial viewpoint, the
aim of expansion is to achieve the highest rate of expansion (i.e. to maximise
ε/d). Motivated by the pseudorandomness applications, small values of d are
of particular interest.
In this chapter we will limit ourselves to the consideration of expansion
over the prime reside field Fp. In this context, the question of expansion can
be rephrased as follows: given a function f : Fdp → Fp, how large (in terms of
cardinality) must a set A be until
|{f(a1, . . . , ad) : ai ∈ A}|  p ?
For some choices of f , there exist obstructions preventing the  being an
equality – see, for example Theorem 8.8. In this rephrasing of the question, the
goal is now to take |A| to be as small as possible until a positive proportion of
the field is covered by f(A).
In this situation, for d = 3, 4, there are a number of instances of functions
f achieving the ‘threshold bound’: if |A|  p2/3 then |f(A)|  p. When d = 3,
Pham, Vinh and de Zeeuw [83, Theorem 1.1] proved this threshold bound for
a large class of functions f lacking a particular structure. To illustrate this
when d = 4, we give the example f(x1, x2, x3, x4) = x1x2 + x3x4 [89, 37, 45],
and refer to [68, 82] for numerous further explicit examples when d = 3, 4.
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Techniques using character sums or often just linear algebra methods often
work well for relatively large sets with respect to p; in the literature, often the
question is able to be manipulated into an incidence bound optimised for the
realm of Vinh’s [116] bound. However, these techniques usually fail to work
for smaller A, and it is this gap in the literature that we address.
A new bound on a four-variable expander
In four variables, there are few examples of ‘threshold-breaking’ bounds. One
such is a result of Vinh [115], and the second is by Petridis [82]. They both
proved results of the type: if |A| ≥ p5/8, then |f(A)|  p. Vinh used the
function f(x1, x2, x3, x4) = x1x2 + (x3 − x4)2 and graph-theoretic methods;
Petridis studied the functions f(x1, x2, x3, x4) = (x1 ± x2)(x3 ± x4) using
combinatorial methods. To achieve his bound, Petridis uses a second moment
estimate on additive energy of a set A and its dilate, in essence, bounding the
variance of this energy from its expected mean.
In this section, we pass beyond the exponent of 5/8, using the method of
Petridis and an improvement that is a consequence of the energy decomposition
described in Chapter 6.











Hence if |A| = Ω(p25/42) then∣∣∣∣{ab− ca− d : a, b, c, d ∈ A
}∣∣∣∣ = Ω(p) .
.
We conclude this section with a remark on the current best expansion result
by Murphy et al. [70]. Using the three-variable function f(a, b, c) := b−ac−a , first
studied over R by Jones [52], they show that if |A| ≥ p3/5, then f(A) p.
Proof of Theorem 7.2
The proof of Theorem 7.2 begins by restricting the count of solutions of the












1 ∈ A1, c2, d2, c′2, d2 ∈ A2
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where A1, A2,⊆ A are disjoint of size |A1|, |A2| ≥ |A|/3.
The sets A1 and A2 are chosen according to the Balog-Wooley analogue in
Fp – Theorem 6.6. What is important is that a suitably weighted combination
of the product of E×(A1) and E
+(A2) will be small.
We will use the more convenient notation







to refer to the number of solutions of the equation from interest whenever it is
clear in which sets the variables lie.









∣∣∣∣{a1b1 − c2a1 − d2 : a1, b1 ∈ A1, c2, d2 ∈ A2







The second term is the L2 version of the object of interest, measuring how
many pairs of quadruples coincide; it is the energy expression for this equation.
We have






}∣∣∣∣ ≤ |A1|3|A2|3 +∑
x 6=0














E×(A1, A1 + x)E
+(A2, xA2) .
We rearrange this to a somewhat curious-looking expression, the motivation
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for which will become clear:∑
x 6=0


























































1+t = 1 and we have used Hölder’s inequality. We choose to
present s, t > 0 as parameters to be optimised in the course of the proof. It
will turn out that we choose s = 3/2 and t = 2/3.
We justify the omission of absolute value signs in the above application of
Hölder via an application of Cauchy-Schwarz’s inequality: for any set B ⊆ Fp
and ξ ∈ F∗p, we have
|B + ξB|E+(B, ξB), |B(ξ +B)|E×(B, ξ +B) ≥ |B|4; (7.2)
since |B + ξB|, |B(ξ + B)| ≤ p, (or indeed, |F| whenever F is finite) we find
that, e.g., E×(A, x+A)− |A|
4
p > 0.
The reasoning for the above expression is to take advantage of an argument
of Petridis [82], modifying it to suit our needs. Although Petridis considered
E+(A, xA) in his work, his methods extend to the analogous E×(A, x+A).
Our main amendment to Petridis’ argument is a change to Proposition 8
in [82] which we present in the following form.
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The proof of this relies on the following explicit version of Bourgain’s
Theorem C from [14] as communicated in [82] (Theorem 2 and 5) in additive
and multiplicative form by Rudnev and Murphy respectively.
Lemma 7.4. Let A ⊆ Fp and X ⊆ F∗p. Suppose that |A|2|X| = O(p2). Then∑
x∈X















Sketch. The main idea of this proof is to use Rudnev’s point-plane incidence
bound, Theorem 2.9. The quantity
∑
x∈X E
+(A, xA) is the count of solutions
to
a− c = x(d− b) a, b, c, d ∈ A;x ∈ X ;
by Cauchy-Schwarz, this can be bounded by
√
E+(A) multiplied by the (square
root of the) number of solutions to
x(d− b) = x′(d′ − b′) b, d, b′, d′ ∈ A;x, x′ ∈ X ,
which can be realised as an incidence bound between |A|2|X| planes and the
same number of points.







This is bounded by
√







b, b′, c, c′ ∈ A;x, x′ ∈ X .
We interpret this as an incidence bound between |X||A|2 planes of the form
{(u, v, w) ∈ F3 : xu + bv − cw = 0} with x ∈ X and b, c ∈ A, and at most
|A|2|X| points of the form (u, v, w) = (c′−b′, x′+c′, x′+b′) ∈ F3 with b′, c′ ∈ A
and x′ ∈ X.
We note that variants of Lemma 7.4 can easily be obtained by using a point-
line incidence bound in place of a points-planes incidence bound. However, for
our purposes, the stated version is the most advantageous.
We will also need the following version of Lemma 4 from [82], which follows
from Lemma 7.4 by setting X = {x ∈ F∗p : E+(A, xA) > E+(A)K−1}.
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Lemma 7.5. Suppose that A ⊆ Fp such that |A| ≥ p1/2 and K|A|4  p E+(A).




elements x ∈ F∗p satisfying
E+(A, xA) > E
+(A)
K .
The multiplicative version also holds, swapping E+(A) for E×(A). Note
that K is well-defined from (7.2).
We quote an auxiliary lemma of Bourgain [17] which appears (and is proved)
explicitly in [82] as Lemma 3.

















We now prove Proposition 7.3; the proofs for both statements are almost
identical so we prove only the additive version.









Let K > 0 be a parameter measuring E+(A, xA), to be determined later.











































For ‘large’ E+(A, xA) we use a dyadic argument.
Let
Xi := {x 6= 0 : E+(A)2−i ≤ E+(A, xA) < E+(A)21−i}
for i = 1, . . . , k, where 2k−1 < K ≤ 2k.
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Finally, we optimise by combining the ‘small energy’ and the ‘large energy
case’, choosing K3 = p E+(A)|A|−4.
We now return to the estimation of
∑
x 6=0 E
×(A1, x + A1)E
+(A2, xA2),





















































We now apply Corollary 6.7 to the energy term, choosing s = 3/2; hence
we find that E+(A2)E
×(A1)









CHAPTER 7. EXPANDERS AND THE SUM-PRODUCT CONJECTURE
Hence, using this and Lemma 7.4, we bound∑
x 6=0





















When |A| & p25/42, the term |A|
8
p dominates, and so, by Cauchy-Schwarz,
the set {ab−ca−d : a, b, c, d ∈ A} occupies a positive proportion of Fp. This
concludes the proof of Theorem 7.2.
7.3 The Sum Product Phenomenon
Recall that the sum-product conjecture is that for any non-empty finite set
A ⊆ R, we have that max(|AA|, |A + A|)  |A|2−ε for all ε > 0. We have
previously (Section 3.3) seen how Solymosi [104] connected the multiplicative
energy of a set with the cardinality of its sumset, to prove the bound
E×(A) . |A+A|2 . (7.3)
Solymosi’s argument is both beautiful and elegant but is also wasteful in
ways that Konyagin and Shkredov [60, 58] manage to exploit, culminating in
the following theorem.
Theorem 7.7. Let A ⊆ R be a finite set. Then





They also prove stronger results for when |AA| is small, but we will not
discuss this here.
In Solymosi’s argument, elements in (A+A)×(A+A) only arise if they can
be created as a sum of two consecutive slopes. Whilst this has the advantage
that none of these elements coincide, the number of these elements is also a
rudimentary lower bound for |A+A|.
Shkredov and Konyagin begin with the same picture as Solymosi (Figure 3.3)
but instead of creating new vector sums from only consecutive slopes, they
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group the slopes into bunches, and consider all vector sums created from pairs
of points lying on slopes in a bunch. There is no interaction between different
bunches, but now it is possible for an element in (A+A)× (A+A) to have
originated in many different ways. Bounding this number of ‘collisions’ is the
key difficulty in Konyagin and Shkredov’s argument.







where any element a ∈ A has at least t representations as a = qr for (q, r) ∈
Q × R and max(|Q|, |R|) ≥ |A|. The idea behind the quantity d∗(A) is that
it is a measure of how efficiently the Szemerédi-Trotter theorem can be used
in conjunction with the set A. However, this quantity is not overly intuitive,
and so we sketch a proof of Konyagin and Shkredov’s technique avoiding this
quantity.
We also improve Theorem 7.7 using the energy variant of the sum-product
phenomenon. This result appears in the paper with Rudnev and Shkredov
[92].
Theorem 7.8. Let A ⊆ R be a finite set. Then






The current best result on the sum-product phenomenon is by Shakan [97].
Theorem 7.9 (Shakan [97]). Let A ⊆ R be a finite set. Then





Shakan’s improvement is the consequence of a decomposition result in
the style of Theorem 6.5, but via a close cousin of the quantity d∗(A) and
its analogously additively-defined d+(A). Instead of using E + (A) = E2(A),
Shakan turns to E4(A) and adapts the proof of Shkredov and Konyagin to
better suit this quantity.
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Proof of Theorem 7.8
We recall the notation rXY (a) := |{(x, y) ∈ X × Y : a = xy}|. In order to
prove Theorem 7.8, we require the following two auxiliary results.
The first auxiliary result replaces the the notation d∗(A) and will be proved
in Section 7.3.
Theorem 7.10. Let A ⊆ R\{0}. Suppose there exist non-empty sets Q,R ⊆ R








The second auxiliary result that we require is an energy decomposition
result.






The skeleton of the proof of Theorem 7.11 is identical to that of say
Theorem 6.5 or Corollary 6.7, and so we do not repeat this argument for a
third time, deferring instead to the original publication [92, Theorem 2.13] for
an explicit exposition of this theorem.
Proof of Theorem 7.8






Without loss of generality1, suppose that A ⊆ R>0 and consider the set of
points A×A.
Step 1: Regularisation
The ratio set A/A is the set of slopes supporting A × A. We will choose a
subset of slopes supporting a positive proportion of the multiplicative energy
of A. Recall that the multiplicative energy is the sum, over λ ∈ A/A, of the
1This assumption is further justified in Section 3.3.
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number of pairs of points of A×A lying on the line through the origin with
slope λ.
By the popularity principle, we first restrict to the set of points supported
on slopes λ ∈ A/A where the line through the origin with slope λ contains at
least E×(A)/(2|A|2) points of A×A. Let Λ denote these ‘popular’ slopes. To
















Then, by the dyadic pigeonhole principle applied to Λ, there exists a
number |A| ≥ τ ≥ E×(A)/(2|A|2) and a set Sτ ⊆ Λ such that |Sτ |τ2  E
×(A)
log |A| .
Moreover every λ ∈ Sτ corresponds to a line through the origin of slope λ
supporting between τ and 2τ points of A×A.
Note that if |Sτ |  1, then |A|2 ≥ τ2 = τ2|Sτ ||Sτ |−1  τ2|Sτ | & E×(A) ≥
|A|4|AA|−1. Whence M & |A| and so we are done. In the subsequent arguments
we therefore assume that |Sτ |  1.
Step 2: Solymosi’s argument and bunches
As in Section 3.3, we order the elements of Sτ consecutively to create elements
of (A+A)× (A+A) from vector sums of points on consecutive slopes. Instead
of considering immediately neighbouring slopes, we partition Sτ into bunches
of size 2 ≤ B ≤ |Sτ |.
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Figure 7.1: We partition lines with slope in Sτ into bunches of B consecutive
slopes.
Consider the j-th bunch of lines Uj and the set of points Pj ⊆ A×A lying
on lines in this bunch. We will consider all vector sums of distinct pairs of
points in Pj . Let Aλi := A ∩ λiA be the set of values of the coordinates for
the points in A× A lying on the line with slope λi. We abuse notation and
associate the line with the slope.
We now use the inclusion-exclusion principle to count the number of
elements of (A+A)× (A+A) which originate from Pj + Pj . Note that the
geometry of the argument ensures that vector sums originating from the j-th
bunch are distinct from the vector sums originating from the k-th bunch for
j 6= k.
The number of points of (A+A)× (A+A) that originate from the j-th
























elements in (A+A)× (A+A) but then must
exclude the coincidences that we have over-counted. It is readily verified that
this is precisely the second term in the expression for ρj , and we refer to [60]
for this explicit calculation.
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We set α = λ4−λ2λ4−λ1 and β =
λ3−λ4





















In the final inequality, we use the Cauchy-Schwarz inequality. We remark
that the subsequent improvement to the sum-product problem by Shakan [97]
comes from an application of Hölder’s inequality in place of the Cauchy-Schwarz
inequality here, and benefiting from its better bounds on the third energy E3.




τ so that E
+(Aλ′) ≥
maxλ′′∈S′′τ E
+(Aλ′′) for each λ
′ ∈ S′τ .
Let E denote the maximal value of E+(Aλ′′) among all slopes λ
′′ ∈ S′′τ .
We have |A+A|2 ≥
∑





















We choose B2 = 12b
τ3/2√
32E
c and assume that B > 1. If not, then E  τ3
which is stronger than the required forthcoming (7.5).
Hence
E1/4|A+A|2  τ2|Sτ |τ3/4 .









We now proceed by taking slopes λ ∈ S′τ , noting that E+(Aλ) ≥ E for each
λ ∈ S′τ .
Step 3: Relating E and Aλ/Aλ
We now apply Theorem 7.11, replacing A in the statement of Theorem 7.11
with the set Aλ.
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Step 4: Finding a suitable subset of A
Let Π = AA. Note that from Step 3, every λ ∈ S′τ can be represented as a
product of two elements from Π in at least t := |Ãλ/Ãλ| ways.
By the (ordinary) pigeonhole principle, there exists a ∈ A such that
A′ := A ∩ aS′τ such that |A′|  τ |S′τ ||A|−1 and every element in A′ can be
written as a product of aΠ and Π at least t ways.
Hence, by applying Theorem 7.10 with Q = R = Π, we obtain a lower
bound on |A′ +A′|.
Step 5: Putting it all together
The remainder of the proof of Theorem 7.8 is now a calculation, involving the
Cauchy-Schwarz inequality, and bounds on τ and τ |S′τ |.

















It remains to prove Theorem 7.10. The remainder of this chapter is somewhat
technical.
We begin with an auxiliary result summarising properties of so-called
Szemerédi-Trotter sets by Shkredov [101]. Shkredov’s version of this theorem
uses the notation d+(A), which we omit. The key content of this theorem is
that if every element of a set has a lot of representations in a multiplicative
sense, then has very little additive structure. The bounds are (increasingly
complicated) consequences of the Szemerédi-Trotter theorem.
Theorem 7.12. Suppose that A ⊆ R\{0} is a finite set, to which we associate
two other sets Q,R ⊆ R with the property that |Q| ≥ max(|A|, |R|) and
rQR(a) ≥ t ∀ a ∈ A
for some t ≥ 1.
Then we have the following estimates:
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Proof of (i): Let Xτ be the set of x ∈ A − A satisfying rA−A(x) ≥ τ . Then
τ |Xτ | ≤ |{d = x− y : d ∈ Xτ , x, y ∈ A}|; using the Szemerédi-Trotter theorem
we have
tτ |Xτ | ≤ |{d = qr − y}|  (|Xτ ||A||Q||R|)2/3 + |Q||A|+ |R||Xτ | .
If the third term dominates, then |Xτ | ≥ |A|2|Q|2|R|−1; since |A|2 ≥ |Xτ |,








if the second term is greater than the first term, then tτ > |R|
√
|A||Q|. Since
τ ≤ |A| and t ≤ R, we have a contradiction.















Proof of (iii): As before, letting Xτ = {d ∈ A−B : rA−B ≥ τ} we estimate
τt|Xτ | ≤ |{d = qr − b : q ∈ Q, r ∈ R, b ∈ B, d ∈ X̃τ}| .
We then rearrange to find |Xτ |  |B|
2|Q|2|R|2
t3τ3
using the same arguments as in
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we find that, after a standard dyadic pigeonholing argument,
















dyadic pigeonhole argument, there is a set X̃ ⊆ (A − A) ∩ (B − B) and a




on the one hand, we have∑
x
r2A±A(x)rB−B(x) E(A,B)τ .











Combining these two estimates with the statement (iii) and the estimate on




































This proof encompasses [101, Definition 5, Lemma 7 and Lemma 10] of
Shkredov.
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Proof of Theorem 7.10
The goal of Theorem 7.10 is to find a lower bound on |A + A| for a set
A ⊆ R\{0} under the assumption that, for all a ∈ A, there exist sets Q,R ⊆ R
and an integer t > 0 such that rQR(a) ≥ t.
Let P := {s ∈ A+A : rA+A(s) ≥ |A|
2
2|A+A|} be the set of popular sums of A.








In particular, note that by the pigeonhole principle, there is an element a0 ∈ A
so that |(P − a0) ∩A| ≥ |A|/2.




rA−A(x− y)P (x+ z)P (y + z),
where P (·) is the indicator function of P .
An upper bound on X






























A lower bound on X
The lower bound on the quantity X is somewhat more involved and exemplifies
the eigenvalue method, introduced by Schoen and Shkredov [96] and Shkredov
[102] (see also [72, Lemma 10]).
Choosing appropriate matrices, we realise X as the trace of a product of
matrices and use linear algebra to bound the trace.
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The trace of the product P2M is precisely the quantity X.
Observe that P and M are symmetric matrices and therefore each have
|A| (not necessarily distinct) eigenvalues and |A| corresponding mutually
orthonormal eigenvectors [94, Theorem 7.4.6]. In fact, M is positive semi-













Let µ1 ≥ µ2 ≥ . . . µ|A| be the (real) eigenvalues of P with corresponding





We have µ1 ≥ |A|/2. This follows since
µ1 = sup
~x∈R|A|:‖~x‖=1
〈~x,P~x〉 ≥ 〈~u,P~u〉 ,
where ~u = 1√
|A|
(1, . . . , 1), and recalling that P is popular by mass.
We diagonalise P and use elementary properties of the trace as well as the
positive semi-definiteness of M to obtain the inequality:
Tr(P2M) ≥ µ21〈~v1,M~v1〉 .
We claim that 〈~v1,M~v1〉 ≥ |A|
3
2|A+A| . This is the content of Shkredov’s [101,
Lemma 9], whose proof is contained in [103, Corollary 4.12].
We provide a proof here. Let µ1 = µ denote the corresponding biggest
eigenvalue of P. Let ~v1 = ~v and we index ~v by elements of A. By the Perron-
Frobenius theorem, we may assume that all components of ~v are positive.
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vcvdrA−A(c− d) ≤ |A+A| 〈~v,M~v〉 .
Note that here we use that each component of ~v is positive.
On the other hand, we have a lower bound on
∑
a µva as follows. Let J
denote the |A| × |A| matrix of all ones, and let ~w = (
∑
a va, . . . ,
∑
a va) be a




= ~v · ~w = ~v · J~v ≥ ~v · P~v = µ~v · ~v = µ
∑
a
v2a = µ .
Again, we use the fact that each component of ~v is positive to realise the
equality ~w = J~v.





Conclusion of the proof of Theorem 7.10
Finally, we combine the upper and lower bounds on X to obtain
|A|10
|A+A|2

















Rearranging completes the proof of Theorem 7.10.
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Pinned distances in positive
characteristic
8.1 Introduction
Suppose we have a finite set of points A in the plane, and we measure the





how many distinct distances are there?
This is the distinct distances problem, first asked in 1946, by Erdős [29].




distances to be distinct: a random set would
achieve this 1 The challenge of the distinct distances problem is to find a lower
bound: given a point set P , how many distinct distances are we guaranteed to
have?
If a point set A determines very few distinct distances, then many of the(|A|
2
)
measurements between pairs of points of A must coincide. In other words,
the set A must be very structured. With this concept in mind, Erdős turned
to the most natural example of a structured set of points in the plane: for N a
square, the grid of points {1, . . . ,
√
N} × {1 . . . ,
√
N}. Erdős conjectured that
this example provides an asymptotically optimal lower bound:
Conjecture 8.1 (Erdős [29]). There exists c > 0 such that for any set A ⊆ R2









by the set of points A = {(1, 2i) : 1 ≤ i ≤ N}.
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A recent breakthrough result of Guth and Katz [43] confirmed Erdős’
conjecture, up to a logarithmic factor.
Theorem 8.2 (Guth – Katz [43]). Let c > 0 be an absolute constant, and let
A ⊆ R2 be a set of N points. Then A determines at least c NlogN distances.
Guth and Katz’s result was based upon the Elekes-Sharir framework [28],
in which the distinct distance problem was reduced to that of an incidence
problem in three dimensions. Closing the gap between Theorem 8.2 and
Conjecture 8.1 appears to be currently out of reach.
There are two immediate directions for progress: the first is to ask what
happens in higher dimensions; the second, which will be the subject of this
chapter, is to ask about distances in sets of points over arbitrary fields.
The main result of this chapter is the following theorem:
Theorem 8.3. Let A ⊆ F2 be a non-empty set of points with not all points
lying on a single isotropic line. If the characteristic of F is p > 0, suppose in
addition that |A| ≤ p4/3.
Then A determines at least c|A|2/3 distances for some absolute constant
c > 0.
The condition regarding isotropic lines is a technicality which does not
appear over R.
Structure of this chapter
We begin with a discussion on why the distinct distance problem over F is
different to the reals. In particular, in finite fields we have the related Erdős-
Falconer problem. Section 8.4 reviews the literature surrounding the distinct
distances problem, both over the reals and over arbitrary fields.
To prove Theorem 8.3, we actually provide a new estimate for the stronger
pinned distance problem. Section 8.3 introduces this. The subsequent chapters
are devoted to proving Theorem 8.3.
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8.2 Distinct distances over F
What changes?
In the two-dimensional vector space F2 there are a number of obstructions to
the distinct distance problem that do not arise over R.
The first is a somewhat trivial issue: when we take the Euclidean distance
between points a and b over the reals, we implicitly take the positive square
root of (a − b) · (a − b). We rely on the fact that, since (a − b) · (a − b) ≥ 0,
taking the square root is a well-defined operation. This is no longer true over
arbitrary fields, where the concept of ‘positive’ is undefined. To get around
this issue, we use a (standard) modified definition of distance.
Definition 8.4. The distance d between two points x = (x1, x2), y = (y1, y2)
in the plane F2 is
d (x, y) := (x− y) · (x− y) = (x1 − y1)2 + (x2 − y2)2 .
We are interested in a lower bound on number of distinct distances that
can arise between pairs of points in A.
Definition 8.5. For a set A ⊆ F2 the set of distances determined by A is
{d(a, b) : a, b ∈ A, a 6= b}.
The number of distinct distances determined by A is
∆(A) := |{d(a, b) : a, b ∈ A and a 6= b}| .
A less trivial obstruction, which does not appear over the real numbers, is
that of isotropy: suppose, in R that we have points x, y such that d(x, y) = 0.
It follows automatically from the definition of the inner product that x = y.
However, suppose now that x, y ∈ C, with x = (1, i) and y = (0, 0). Then
d(x, y) = (1− 0)2 + (i− 0)2 = 0, but the points x and y are not the same. In
fact, any two points lying on the line passing through x and y will be distance
0 apart.
In particular, if N points in C lie on this (‘isotropic’) line, then they can
only determine one distinct distance, namely the distance 0. Given that we
want to find a lower bound on the number of distinct distances, this is indeed
a problem. We cannot avoid this type of example, which is present in any field
in which −1 is a square, and so must place a condition to ensure that it is not
the case that all N points are distance 0 apart.
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A third technical obstruction to the problem is one unique to finite fields.
In (the infinite field) R, it is always reasonable to ask for a lower bound on the
number of distinct distances determined by N points in terms of N . After all,
there is no reason for the number of distances to stop growing once N reaches
a certain threshold. In a finite field however, this is not the case. For example,
N points in F2p can never determine more than |Fp| = p distances. To this end,
we must place a restriction on N . From the above example of F = Fp, it is
tempting to suppose that restriction in terms of the cardinality of the field
would suffice. However, we must also take into account subfield-interaction, as
the following example demonstrates. The
Recall that we wish to find a lower bound on the number of distinct
distances determined by N points; we want this lower bound to be given in
terms of N . In the real setting, the set of attainable distances cannot be larger
than the ‘cardinality’ of the (infinite) field – i.e the distance function restricted
to finite sets is not surjective. In a finite field Fq however, the set of possible
distances has size q, and so it could well be the case that the set of attainable
distances can be (a positive proportion) of this. For this reason, we enforce a
bound on the size of the set |A|: if |A| is smaller than this threshold bound,
then it is sensible to ask for the number of distinct distances attained by A
as a function of the cardinality of |A|. In deciding this threshold, we require
that |A| is actually bounded in terms of the characteristic of the field, and not
just the cardinality of the field. The reason for this is demonstrated by the
following example.
Example 8.6. Consider the set of points A = Fp × Fp ⊆ Fpr × Fpr . Then
|A| = p2, and ∆(A) ≥ p− 1. That is, A determines at least p− 1 distances; in
particular for all r ∈ N the set of distances is Fp.
As we take r → ∞, the set A will occupy an increasingly minuscule
proportion of the field. That is, limr→∞∆(A)/|Fpr | = limr→∞ p1−r = 0. The
obstruction in this case is that A is a Cartesian product of subfields of the field.
In this example we see that the threshold at which A determines a positive
proportion of attainable distinct distances depends upon the interaction of A
with subfields of its ground field.
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The case of large sets
As demonstrated by taking A = F2q , in the finite field setting if the set
A ⊆ F2q is sufficiently large relative to q, then we expect many (in terms of
the characteristic of the field) distances to occur. Determining the threshold
of ‘sufficiently large’ is known as the Erdős-Falconer problem, named after a
measure-theoretic analogue by Falconer [32] to the distance problem.
This type of viewpoint naturally studies large sets, and typically uses
Fourier-analytic techniques. In contrast, the line of reasoning pursued in this
chapter will aim to achieve results pertaining to small sets – results of the
type “given a set A, how many distances are we guaranteed to find?”. In this
regime, Fourier techniques are unsuitable, and instead new results have relied
on incidence theorems.
The first Erdős-Falconer type result was by Iosevich and Rudnev [49], valid
in arbitrary dimension.
Theorem 8.7 (Iosevich-Rudnev [49]). For all d ≥ 2 and odd q, if A ⊆ Fdq has
cardinality |A| > 4q
d+1
2 , then ∆(A) = q.
In the two dimensional case, Iosevich and Rudnev’s exponent of 3/2 was
improved to the smaller exponent of 4/3. That is, whenever |A|  q4/3 then
∆(A)  q. This is a result of Chapman et al. [19, Theorem 2.2], who used
Fourier analysis to show that for any |A|  q4/3, ∆(A) q. The latter paper
claimed the bound for q ≡ 3 mod 4 only; it was then observed by Bennett et
al. [8, Theorem 1.6] that the same proof works for q ≡ 1 mod 4 as well.
Notice that Iosevich and Rudnev’s result, although weaker in terms of
the exponent, guarantees that A determines all distances, whereas the results
proving the threshold 4/3 can guarantee only a positive proportion of distances.
In fact, Murphy and Petridis [69] show that this ‘positive-proportion’ type
result is the best that can be achieved, where we think of q in the preceding
discussion as q = pr:
Theorem 8.8 (Murphy, Petridis [69]). Let p be a prime. Then there exist
infinitely many r ∈ N and A ⊆ F2pr such that |A| = (pr)4/3 and ∆(A) 6= pr.
In fact, there exists r0 = r0(p) so that for all r ≥ r0, we have the bound
∆(A) ≤ pr/2.
The main study of the two-dimensional Erdős-Falconer problem over Fq is
now to obtain the correct value for the constant. That is, if we have |A| = q4/3,
107
CHAPTER 8. PINNED DISTANCES
what is the smallest value of c > 0 so that ∆(A) ≥ cq. If we write q = pr, it
is of interest to determine how c depends on both q and r. Of course, there
remains much to understand in other cases, particularly in higher dimensions
or if the set of points in question is endowed with a particular structure. We
refer the reader to Koh, Pham and Vinh [56] and references therein for recent
developments in this direction.
For the remainder of this chapter, we will think of the set of points as being
small with respect to the characteristic of the field. That is, the cardinality of
the point set will be bounded by a sub-quadratic function of the characteristic
of the field. Note that this does not address the case when the number of
points in a finite field is (quantifiably) large in terms of the characteristic of
the field, but small in terms of the cardinality of the field.
Trivial distance bound
It is instructive to consider first the trivial bound on the number of distances
of a set A ⊆ F × F, first observed by Erdős [29] over the reals. Assuming
that −1 is not a square (and so we cannot fall into the isotropic case), the
trivial distance bound is that a set A of N points in F× F determines at least√
(N − 1)/2 distinct distances.
Indeed, if, on the one hand, a distance pinned at the point a ∈ A repeats at
most ν times, for some parameter ν, then there are at least (N−1)/ν distances.
Suppose on the other hand, that a distance r from the point a repeats at least
ν times.
Then there are ν points, say b1, . . . , bν on the circle of radius r centred at
a.
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Figure 8.1: If a distance r from a repeats with multiplicity ν, then ν points lie









Consider the distances between b1 and b2, . . . , bν : if a distances is repeated,
say d(b1, bi) = d(b1, bj), then bi, bj lie on a circle centred at b1. The points bi
and bj also lie on a circle centred at a, hence are the intersection points of
these two (distinct) circles. This means that there can be at most two such
points bi, bj , and so there are at least (ν − 1)/2 distances pinned at b1. Thus
∆(A) ≥ max(N/ν, (ν− 1)/2); optimisation of the parameter ν yields the result.
In fact, this proof shows a stronger result than the existence of N1/2
distances: it shows that there exists a special point from which many distances
occur. In the notation of the example, either a or b1 is this special point. This
stronger variant is called the pinned distance problem.
8.3 The pinned distance problem
The pinned distance problem is to show that any set of points A contains a
point a0 ∈ A such that the cardinality of the set ∆a0(A) := {d(a0, b) : b ∈ A}





The pinned distance problem is to find the correct minimum lower bound for
∆pin(A) in terms of |A| over all sets A.
In the real setting, Erdős [30] conjectured in 1975 that asymptotically, the
lower bound for ∆pin(A) should match that of ∆(A). In fact, he conjectured
109
CHAPTER 8. PINNED DISTANCES
the more global statement
∑
a∈A |∆a(A)| ≥ c|A|2(log |A|)−1/2 for some c > 0,
which is stronger than the original distinct distances conjecture. This global
statement should be interpreted as a quantitative version of the statement
‘many distances are determined from almost all points A’.
Whilst the distinct distances bound has been (almost) resolved in R2 [43],
the pinned distance variant remains open. We take a brief digression and
review the literature of these problems, both in the reals, and in the arbitrary
field setting which we shall study in this chapter.
8.4 Literature review
The distinct distances problem over R
After Erdős [29] proved the first pinned distance result, the next pinned distance
records on sets of n points in the plane were the result of involved elementary
geometric arguments (e.g. Moser [67], Chung[21]).
The first, as far as the author is aware, pinned distance result also marks the
introduction of incidence geometry to the distinct distances problem. Clarkson,
Edelsbrunner, Guibas, Sharir and Welzl [23] proved that in any set of n points
in R2, there exists a point determining at least n3/4 pinned distances. This
was a consequence of an incidence bound between points and spheres.
Chung, Szemerédi and Trotter [22] then brought the Szemerédi-Trotter the-
orem to the problem2. Chung et al. proved that n points determine at least
n4/5−ε pinned distances.
Using graph-theoretic techniques, namely the Crossing Lemma, Székely
[109] proved that n points always determine Ω(n4/5) pinned distances. Székely’s
result is actually a pinned distance result: he proves that there exists a point
determining this many distances.
Further progress on the pinned distance variant stemmed from a technique
of Solymosi and Tóth [107] using Beck’s theorem and the Szemerédi-Trotter the-
orem.
Finally, a series of papers by Tardos [113], Katz [53] and Tardos and Katz
[55] improved this exponent to the current record. Using an entropy method,
Katz and Tardos actually prove a lower bound on the number of distinct
2Missing here is perhaps a result of Beck referenced within other works, whose preprint
entitled ‘Different distances’ I have been unable to track down.
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pairwise sums formed by adding elements of the same row of an n × s real
matrix; Solymosi and Toth [107] (implicitly) demonstrated the connection
between this and the distinct distances problem; Tardos [113] explicitly shows
this connection. Katz and Tardos [55] prove the following:
∆pin(A) & |A|
48−14e
55−16e ∼ |A|0.8641... .
The distinct distance problem however has enjoyed much more progress.
It was solved (up to a logarithmic factor) by Guth and Katz [43], as stated
in Theorem 8.2. In fact, this is the first non-pinned distance result. We will
follow a related approach, and so we discuss their method and the Elekes-Sharir
framework [28] in this section.
The Elekes–Sharir Framework
Elekes and Sharir’s [28] key innovation was to realise the distance problem
as problem of counting equivalence classes of points modulo rigid motions.
Informally, the set of rigid motions can be thought of as the set of translations
and rotations of a point set.
Counting a distance which repeats in a point set A ⊆ R2 at least k times
is related to counting the number of rigid motions g for which |A ∩ gA| ≥ k.
Elekes and Sharir then reduced this to an incidence problem between points
and helices in three dimensions. Their framework was the inspiration for the
breakthrough work of Guth and Katz.
Guth and Katz realised the problem of counting rigid motions as an
incidence bound in three-space, not between points and helices, but between
points and lines. This straightening they use can be interpreted as an instance
of the Blaschke-Grünwald kinematic mapping, which is discussed in Section 8.7.
They then solved this ensuing incidence bound, enabling their (almost) tight
bound.
Related work over F
Over F the state of affairs is much different.
As previously mentioned, the first non-trivial result in a field other than R
was by Bourgain, Katz and Tao [17], and was a consequence of their non-trivial
incidence bound between points and lines. Their result is valid for F = Fp; the
strongest instance of this result is an incidence of the Stevens-de Zeeuw [108]
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incidence bound valid for arbitrary F, presented in Chapter 5 as Theorem 5.4.
This technique actually elicits a pinned distance result.
A recent strengthening of this technique by Iosevich et al [48, 47] has recently
improved the exponent to 12 +
149
4215 by using bounds on the additive energy of
a set lying on a paraboloid. This result is valid for F = Fp and p ≡ 3 mod 4.
This latter quantity is estimated and bounded within the restriction theory
literature – again, this is a consequence of Lewko’s application of incidence
geometry to this problem [61].
A powerful cause of progress for the pinned distance problem is of a
geometric nature, involving studying perpendicular bisectors. This began by
Hanson, Lund and Roche-Newton [44] as an analogue for a concurrent work
of Lund, Sheffer and de Zeeuw [64]. This work is an Erdős-Falconer pinned
distance variant, matching Chapman’s [19] exponent.
The most recent progress on the distance problem is by Lund and Petridis
[63], which states that, under suitable conditions on a set of N points in
terms of the cardinality of the field, that N (non-isotropic) points in the
plane determine at least N20/37 distances. Lund and Petridis proved a pinned
distance result; it is this technique that is most similar to our methods.
Theorem 8.9 (Lund-Petridis [63]). Let F be a field, and A ⊆ F× F with not
all points of A lying on an isotropic line.
If the characteristic of F is p > 0, suppose also that |A| ≤ p8/5.
Then there exists a ∈ A such that |{d(a, b) : b ∈ A}|  |A|20/37, and in
particular, ∆(A) |A|20/37.
In the case of the point set being a Cartesian product, and F = Fp
Petridis [81] has proved a stronger result: if A = X × X ⊆ F × F, then
∆pin(A) min{p, |A|3/2}.
8.5 Main Results
We prove a lower bound on the number of pinned distances ∆pin(A). The
main result of this chapter is the following theorem, of which Theorem 8.3 is
an immediate consequence.
Theorem 8.10. Let A ⊂ F2 be a set of points, not all lying on a single
isotropic line. If the characteristic of F is p > 0, suppose also that |A| ≤ p4/3.
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Then
∆pin(A) |A|2/3 . (8.1)
Sub-optimal Result
Perhaps unusually, we choose to present a previous version of Theorem 8.10.
This version is quantitatively weaker in all senses: both the exponent and the
range of validity are weaker. The reason for presenting this sub-optimal result
is because of an interesting ‘complexification’ technique, whereby an object in
Fp×Fp is analysed by mapping it to Fp2 . A direct analogy is that we interpret
(x, y) ∈ R × R as x + iy ∈ C. This analysis is ultimately redundant in this
situation, but the technique remains of interest and may find applications in
the future.
Theorem 8.11 (Suboptimal version of Theorem 8.10). Let A ⊂ F2 be a set
of points, not all lying on a single isotropic line. If the characteristic of F is
p > 0, suppose also that |A| ≤ p4/3. Then
∆pin(A) |A|5/8 . (8.2)
In the special case where F = Fp, p ≡ 3 mod 4 and |A| ≤ p10/17, one has
∆pin(A) |A|13/20 . (8.3)
8.6 Discussion of techniques
High-level overview of pinned distances strategy
For a fixed a0, the set of all distances pinned at a0 is large unless there are many
configurations containing points (x, y) ∈ A2 satisfying d(a0, x) = d(a0, y).
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a0
Figure 8.2: a0 determines many distances unless there are many triangles
If this happens, then there are lots of isosceles triangles (whose ‘apex’ is at
the pinned point a0). We will show (a quantitative version of the qualitative
statement) that there cannot be too many such isosceles triangles, unless we are
in a particularly structured regime that already gives many pinned distances.
Pinned distance strategy: perpendicular bisectors
To prove Theorems 8.10 and 8.11 we study the set of perpendicular bisectors
defined by pairs of points in A. The perpendicular bisector of a, b ∈ F2 with
d(a, b) 6= 0 is defined as the line
B(a, b) = {x ∈ F2 : d(a, x) = d(b, x)} .
To provide some intuition to the relevance of perpendicular bisectors to the
pinned distance problem, consider the set of distances of A pinned at the origin
(0, 0). If A is a ‘minimal configuration’ – that is, A determines few distinct
distances – then there are many repeated distances. In particular, there is a
pair (a, b) ∈ A×A such that d(0, a) = d(0, b). Notice that the origin, the pin
in question, lies on the perpendicular bisector of a and b.
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Figure 8.3: The pin lies on the perpendicular bisector
We prove Theorem 8.11 by considering (a subtle variant of) the bisector
energy of the set A. The bisector energy of the set A counts pairs of points in
A whose perpendicular bisector coincides:
|{(b, b′, c, c′) ∈ A4 : B(b, b′) = B(c, c′)}| .
d(b
, c)
d(b ′, c ′)





Figure 8.4: The bisector energy counts quadruples of points
Our variant of the bisector energy –
∑
` n2(`)
2 in Section 8.8 – has a further
technical condition allowing us to disregard the delicacies that arise from
isotropic lines.
Over the reals, Lund and Petridis show [63, Theorem 2] (a quantified
version of the statement) that if the bisector energy is large, then A contains
many collinear points or many co-circular points. In our proof, this statement
naturally arises.
The number of isosceles triangles in A is controlled by the bisector energy.
We arrive at the dichotomy that either the bisector energy is small (and thus
the number of isosceles triangles is small), or the set A has structure (in the
sense that A contains many co-circular or co-linear points).
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The new idea that we use to prove Theorems 8.10 and 8.11 is to realise
the bisector energy of n segments of the same length as an incidence problem
between n points and n planes. We use the (general field analogue of the)
kinematic mapping of Blaschke and Grünwald [11, 42], which embeds the
space of segments of the same length into projective three-space. We then use
Rudnev’s point-plane theorem (Theorem 2.9).
Counting perpendicular bisectors with incidences
To be precise, let Sr = Sr(A) := {(a, b) ∈ A2 : d(a, b) = r} be the set of pairs
of points distance r apart. The distance problem is first transformed into a
question on isosceles triangles. This is motivated by the idea that if a pinned
point has many repeated distances, then there are many isosceles triangles
with the pin as their ‘apex’. The number of isosceles triangles is then related
to an incidence problem between |Sr(A)| points and |Sr(A)| planes.
In the proof, we use an algebraically closed field F = F̄. Theorems 8.11 and 8.10
as stated (where F is not required to be algebraically closed) follow since
F ⊂ F̄, where F̄ is the algebraic closure of F; clearly then |A| = |Ā| and
|Sr(A)| = |Sr(Ā)|.
It then remains to estimate
∑
r>0 |Sr(A)|2. The bounds in Theorem 8.11
arise from trivially estimating this quantity; the improvement for the case
F = Fp Theorem 8.11 follows from the following proposition:






To prove Theorem 8.10, we avoid using Proposition 8.12; if we are in a
situation where the term involving
∑
|Sr|2 dominates, we must already be in
a case where we have few triangles, and so we use this observation instead.
The proof of Proposition 8.12 uses the Elekes-Sharir paradigm [27]: bounding∑
|Sr|2 is related to bounding k-rich rigid motions.
The finite field analogue of this according incidence bound is a theorem of
Kollár [57] (whose aim was to provide an ‘algebraic’ proof of the Guth-Katz
incidence bound). However, this approach is not enough to estimate the
number of ‘very rich’ rigid motions, as Kollár’s theorem is trivial in this range.
For larger values of k, we use a different approach, estimating the number
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of k-rich rigid motions via a complexification argument: rigid motions in Fp
become affine transformations in Fp2 . Using a positive characteristic analogue
of a technique by Solymosi and Tardos [106, Theorem 3], we reduce this to an
incidence problem between points and lines.
However, as previously stated, this argument to bound
∑
|Sr|2 is redundant.
This is because of a easy rearrangement, which we had overlooked. This was
pointed out by both Giorgis Petridis and Thang Pham: we will describe this
later in the context of the inequalities in question.
8.7 A toolkit for distinct distances
In this section we develop the necessary mathematical tools to prove The-
orems 8.10 and 8.11. We begin by defining the kinematic mapping which
will transform rigid motions into projective points. We also introduce the
Clifford-algebra framework which we will later use. Isotropy has been men-
tioned as an obstruction to achieving many distinct distances; in Section 8.7
we formally define this, and define perpendicular bisectors of non-isotropic
segments. Finally, in Section 8.7 we introduce axial symmetries; these become
projective planes via the kinematic mapping.
A framework for distance preserving transformations
To count the number of distinct distances, we will study the group of distance-
preserving transformations of the affine plane F2. An element of this isometry
group is a composition of a translation function and a distance-preserving
linear map. We denote the roup of distance-preserving linear maps in GL2(F)
as O2(F).
We define the isometry group of F2 as follows:
Isom(F2) := {x 7→Mx+ t : M ∈ O2(F), t ∈ F2} .
The orthogonal group O2(F) can be identified with the set of 2×2 matrices
M with elements in F satisfying M>M = I. Elements of O2(F) have unit
determinant.
The group Isom(F2) has two important cosets, which is a consequence of
the group O2(F) having two cosets. We will identify an element of O2(F)
with the matrix M , and say that M is a rotation or orientation-preserving if
det(M) = 1 and M is a reflection or orientation-reversing if det(M) = −1. We
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recall that since the characteristic of F is necessarily different to 2, reflections
and rotations are distinct. Over the reals, preserving orientation has an obvious
physical interpretation; over F however, this intuition quickly deteriorates. The
coset of rotations is in fact a subgroup of O2(F), denoted S02(F). Explicitly
SO2(F) := {g ∈ SL2(F) : ∀x, y ∈ F2, d(x, y) = d(gx, gy)}.





 : u, v ∈ F, u2 + v2 = 1
 .
We now return to defining the index-two cosets of Isom(F2). Let T2(F) be
the group of translations x 7→ x+ t acting on the plane F2.
The subgroup SF2(F) of positively-oriented rigid motions of F2 is generated
by SO2(F) and T2(F); this is the analogue of the special Euclidean group SE2(R),
and can be thought of as the set of distance-preserving transformations that
are a composition of a rotation and a translation.
The other coset of Isom(F2) is the set of axial symmetries: distance-
preserving transformations that are a composition of a non-trivial reflection
and a translation. This coset is not a subgroup.
Since we will take advantage of the fact that SF2(F) is a group, we further
develop the notation associated to this subgroup.
There is an injective group homomorphism from the group SF2(F) (where
the group operation is composition of maps) into SL3(F) (where the group

















where u2 + v2 = 1. This acts projectively on F2: we identify (x, y) ∈ F2
naturally with [x : y : 1] ∈ PF3; the element described by (8.5) acts on (x, y)
by ‘rotating’ it according to the values of u, v, and then translating it by (s, t).
Thus, we see that d(x, y) = d(x′, y′) if and only if there exists g ∈ SF2(F)
such that g(x, y) = (x′, y′). If such a g exists, an easy calculation shows that
it is unique.
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Blaschke-Grünwald Kinematic Mapping
The Blaschke-Grünwald kinematic mapping [11, 42] assigns to an element g ∈
SE2(R), given by a matrix (8.5) – a composition of a rotation and translation –
a projective space point in PR3. The rotation is about the origin by angle θ
where cos θ = u. Guth and Katz reinvented a special case of this mapping in
[43].
For its analogue in arbitrary fields, we will define the mapping over an
algebraically closed field F̄. For notational convenience, we let F = F̄.
Let C ⊆ F2 denote the unit circle.
The algebraically closed field means that for all (u, v) ∈ C, we can find
values (ũ, ṽ) ∈ F2 satisfying ũ2 = 1+u2 such that:
u = ũ2 − ṽ2, v = 2ũṽ . (8.6)
One can show that (ũ, ṽ) ∈ C. The choice of root taken as a solution to
the equation ũ2 = 1+u2 we choose for ũ will define ṽ uniquely.
We are now ready to define an appropriate reinterpretation of the original
Blaschke-Grünwald kinematic mapping κ : SF2(F)→ PF3. Under this mapping,
an element of SF2(F) of the form of (8.5) becomes the projective point:
[X0 : X1 : X2 : X3] = [2ũ : 2ṽ : sũ+ tṽ : sṽ − tũ] . (8.7)





























Remark 8.13. We can avoid turning to the algebraic closure, by say multi-
plying by ũ 6= 0. Substitution of (8.6) yields
[X0 : X1 : X2 : X3] = [u+ 1 : v :
s(u+ 1) + tv
2
:
sv − t(u+ 1)
2
] .
This fails when ũ = 0; in this case, we have ṽ 6= 0, so multiply by ṽ instead.
The image of the kinematic mapping κ, is PF3 \ {X20 +X21 = 0}.
We can express the composition of two rigid motions g and h in SF2(F)
as a multiplication in the Clifford algebra CL(0, 2, 1): we identify an element
g ∈ SF2(F) given by (8.5) with the algebra element
g = X0 +X1e1e2 +X2e1e3 +X3e3e2 ,
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2 = −1 and
e23 = 0.
3
We can calculate the composition of g and h explicitly: let g be as above,
and let
h = Y0 + Y1e1e2 + Y2e1e3 + Y3e3e2 .
Then we can calculate the product gh as a matrix multiplication using the
substitution (8.8) and ordinary multiplication rules. We can calculate their
product as a Clifford algebra multiplication by the generator multiplication
rules described above. Converting the matrix multiplication to a Clifford
algebra via the kinematic map shows that they coincide.
In particular, their product is:
[X0Y0−X1Y1 : X1Y0+X0Y1 : X0Y2+X1Y3+X2Y0−X3Y1 : X0Y3−X1Y2+X3Y0+X2Y1] .
The group product gh ∈ SF2(F) corresponds to the product of the two
corresponding Clifford algebra elements, which one can verify by a calculation.
In particular, the kinematic mapping image κ(gh) of the product gh ∈
SF2(F) is represented by the Clifford algebra product of the Clifford algebra
elements, corresponding to κ(g) and κ(h); this is a computation which we
omit.
Isotropic lines and Perpendicular Bisectors
A vector v 6= 0 ∈ F2 is isotropic if d(v, v) = 0.
To be precise, isotropy is defined relative to the symmetric bilinear form
with which we assume the vector space in which we are working is equipped.
Suppose V is a vector space over F equipped with a symmetric bilinear form
B : V × V → F. Then V is an isotropic space if there exists a non-zero
v ∈ V with B(v, v) = 0. We could equivalently define V to be isotropic
if its associated quadratic form has a non-trivial kernel. With this second
definition, it is clear that the set of isotropic vectors (that is, v 6= 0 satisfying
B(v, v) = 0) together with the element 0, forms a subspace. In the context of
V = F× F, this subspace is a line, which we later refer to as an isotropic line.
We mention in passing, but do not use, the fact that if V is a vector space as
above of dimension dim(V ) ≥ 3 and if F is finite, then V is isotropic (see e.g.
3The notation of the Clifford algebra Cl(0, 2, 1) denotes the existence of 0 + 2 + 1 = 3
anti-commuting generators, of which 0 square to +1, 2 square to −1 and 1 squares to 0.
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[41, Chapter 4]). In this chapter, the vector space in question is V = F × F
with B(v, w) := v · w. In this situation, F contains isotropic vectors only if
i :=
√
−1 ∈ F. In particular, we note that in a field of characteristic p, there
are no isotropic vectors when p ≡ 3 (mod 4).
Given a finite point set A, and we define an oriented segment to be an
ordered pair (a, a′) ∈ A2 with length d(a, a′). If d(a, a′) = 0, the segment is
called isotropic; it is non-trivial if a 6= a′. Any non-trivial isotropic segment
lies on an isotropic line with slope ±i.
Isotropic line segments should be excluded from counts: a single isotropic
line supporting N points contains  N2 zero-length segments. In the context
of distinct distances, this is a trivial example which we wish to exclude.
We are now able to define a perpendicular bisector, which is relative to
non-isotropic vectors only.
Definition 8.14. Suppose u, v ∈ F2 are such that (u− v) · (u− v) 6= 0. Then
the perpendicular bisector of u and v is
B(u, v) := {x ∈ F× F : d(u, x) = d(v, x)} .
The set B(u, v) is a line.
Amongst other facts on isotropic lines, we recall the following fact (stated
e.g. in [63]).
Lemma 8.15. [63, Corollary 8] Perpendicular bisectors are not isotropic lines.
Proof. Let u, v ∈ F2 be such that (u−v)·(u−v) 6= 0. Suppose for contradiction
that the perpendicular bisector line B(u, v) is isotropic. Thus every vector in
B(u, v) is isotropic.
Since d(u, u−v2 ) = d(v,
u−v
2 ), it follows that
u−v
2 must be an isotropic vector.
This is a contradiction since (u− v) · (u− v) 6= 0.
Axial Symmetries
As in the Euclidean case, SF2(F) is one of the two cosets in the group of all
distance-preserving transformations corresponding to compositions of transla-
tions with transformations in SO2(F). The other coset consists of compositions
of an axial symmetry (i.e. reflection) relative to some (non-isotropic) line, and
a translation parallel to this line.
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As with the matrix interpretation of elements of SF2(F) discussed on page
118, there is also an injective group homomorphism from the coset of axial
symmetries (where the group operation is composition of maps) into a coset of

















where u2 + v2 = −1.
The matrix (8.9) corresponds to an axial symmetry over the line ` where `
is defined to be the set









Axial symmetries are defined relative to non-isotropic lines only.If a reflected
over the line ` yields a′, then ` will be the perpendicular bisector of a and a′
so cannot be isotropic.
For x, y ∈ F2, we write x ∼` y to mean that x is axially symmetric to y,
relative to the (non-isotropic) line `.
The composition of two axial symmetries, relative to distinct lines ` and `′,
as in the Euclidean case, is generally a rotation around the axes intersection
point, by twice the angle between the lines. If the lines are parallel, it is a
translation in the normal direction (note that `, `′ are non-isotropic lines).
Figure 8.5: The composition of two axial symmetries relative to ` and `′ in
the reals: x is reflected over ` to obtain y, and y is reflected over `′ to obtain
z. Alternatively, we could have rotated x by 2θ about the intersection point of
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We would like to work within the group structure of SF2(F), rather than
its other coset, and so we map the set of all axial symmetries to the group
SF2(F).
This map is defined as follows. An axial symmetry ρ ∈ Isom(F2)\SF2(F) is
mapped to SF2(F) by composing it with the fixed axial symmetry relative to the
(non-isotropic) x-axis: let rx be this transformation, so rx(a1, a2) = (a1,−a2).
Then the axial symmetry associated to ρ is rx ◦ ρ.
If we compose the set of all axial symmetries with the symmetry relative
to the x-axis, we obtain the set of rotations around all points (x0, 0) on the
x-axis. We call this set Rx ⊆ SF2(F).




u −v x0(1− u)
v u −x0v
0 0 1
 : u2 + v2 = 1, u, v, x0 ∈ F
 .
It is then a short calculation to see that the image of Rx under the kinematic
mapping lies in the plane X2 = 0. Indeed,
κ(Rx) = {[ũ : ṽ : 0 : x0ṽ] : (ũ, ṽ) ∈ C, x0 ∈ F} ,
using the equations (8.6) and (8.7), and the fact that (ũ, ṽ) ∈ C. This transfor-
mation naturally motivates the role of incidence geometry.
Incidence Geometry
In this chapter, we will use Rudnev’s incidence bound [89] between points and
planes (Theorem 2.9), Kollár’s incidence bound [57] between points and lines
in F3 (Theorem 2.8), and the incidence bound between points and lines in
finite fields of de Zeeuw and the author [108] (Theorem 4.5). We restate the
latter is its dual form to fit our purposes.
Theorem 8.16 (Points-Lines in F2). Let B ⊂ F∗, consider the set of lines
L(B) indexed by the Cartesian product B × B: a line `b,c ∈ L(B) is of the
form x 7→ bx+ c for b, c ∈ B.
Let P ⊂ F2 be a finite set of points where |B| ≤ |P|. In positive character-
istic suppose, in addition, that |B||P|  p2.
Then there exists an absolute constant C such that
I(P,L(B)) ≤ |P|+ C|B|5/4|P|3/4 . (8.10)
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We will use Theorem 8.16 to bound the number of k-rich points in a plane.
It is an unusual feature of our application that we will already need to have
a bound on the number of k-rich points in order to satisfy the constraints
of Theorem 8.16. However in our application, because k is large, we can use
a trivial estimate (from Lemma 2.1) on the number of k-rich points that is
sufficient to satisfy the constraints for Theorem 8.16.
8.8 Proof of Theorems 8.10 and 8.11
Section 8.6, and in particular the high-level overview of Section 8.6 provide a
sketch of the proof strategy of Theorems 8.10 and 8.11 which we prove in this
section.
Without loss of generality we will assume that at most c|A|2/3 points of
A lie on a single isotropic line. This is a stronger assumption that in the
statement of Theorem 8.10 and Theorem 8.11. We justify this as follows: if
some line ` contain at least c|A|2/3 points of A, but also a point v ∈ A not on
`, then there are at least c|A|2/3/2 distinct distances of the form d(v, a) for
a ∈ `. Indeed, a circle centred at v can intersect the line ` at most twice.
From pinned distances to isosceles triangles
We first relate the pinned distance problem to that of counting isosceles
triangles via the Cauchy-Schwarz inequality. Let T = T (A) be the number
of non-degenerate isosceles triangles with vertices in A. A non-degenerate
isosceles triangle means a triple (a, b, b′) with d(a, b) = d(a, b′) and the base
b− b′ non-isotropic.
An application of Cauchy-Schwarz relates T to the number of pinned
distances. This a standard calculation, but we provide a proof here to explain
the technical details in an isotropic vector space.
Lemma 8.17. Let A ⊂ F× F be a set of cardinality |A| ≥ 2. Then
∆pin(A)T  |A|3 .
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A pair (a, b) ∈ A2 contributes to the second term if either a = b (of which
there are |A| such pairs) or if the vector a− b is isotropic. Since we assume
that at most c|A|2/3 elements of A lie on an isotropic line, it follows that the
second term is bounded by O(|A|5/3) and so is indeed an error term.
It remains to bound the first term. We apply the Cauchy-Schwarz inequality


















Recall that ∆a(A) = {d(a, b) : b ∈ A}.


























:= |A|1/2∆1/2pin (T + Tiso)
1/2 ,
where we define
Tiso := |{(a, b, b′) ∈ A3 : b− b′ isotropic and d(a, b) = d(a, b′) 6= 0}|
to be the set of isotropic isosceles triangles. As before, T = T (A) is the set of
non-isotropic isosceles triangles determined by A.
We now have that
|A|(|A|+ 1)2
4
≤ ∆pin(T + Tiso) .
We claim that Tiso ≤ 4|A|2. This will complete the proof.
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To prove this claim, suppose we have a triple (a, b, c) ∈ A3 contributing to
Tiso, and suppose that b 6= b′. Suppose we fix a, b ∈ A. Then from the equations
d(b− c, b− c) = 0 and d(a, b) = d(a, c), we obtain a system of two simultaneous
equations, one quadratic and one linear in two unknowns c = (c1, c2).
c1(a1 − b1) + c2(a2 − b2) = a1b1 + a2b2 (8.11)
c21 − 2b1c1 + c22 − 2b2c1 + b21 + b22 = 0 (8.12)
We solve (8.12) in terms of c1 to find c1 = b1± 12
√
c22 − 2b2c2 + b22 + b21. Hence
(8.12) becomes a choice of two quadratic equations in c2. Hence, for fixed a, b,
there are at most 4 choices for c.
From Lemma 8.17, we see that we can translate an upper bound on T (A)
to a lower bound on the number of pinned distances.
Bounding isosceles triangles
We count separately triples of the form (a, a, b) and permutations thereof, and
obtain a count for T in terms of the perpendicular bisectors of pairs of points
in A:




In the sum above:
1. B1(A) is the set of (non-isotropic) line-bisectors determined by A con-
taining at least one point of A
2. n1(`) ≥ 1 is the number of points of A lying on `,
3. n2(`) is the number of points a ∈ A such that a /∈ ` and a has a point in
A that is symmetric relative to `.
i.e. n2(`) := |{a ∈ A \ (A ∩ `) : ∃ b ∈ A such that a ∼` b}|.
Since perpendicular bisectors are not isotropic, this is well-defined.
We will assume that the sum is over lines ` ∈ B1(A) for which n2(`) 1,
with the notation subsuming the count of these lines. Given a (non-isotropic)
line bisector `, we may also assume that at least, say, half of the pairs of points




2 counts, for each line ` ∈ B1(A), the number of
pairs of points lying on `: this is at most |A|2.
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Count of isosceles triangles with incidence geometry
We bound
∑
n22(`) by realising it as an incidence problem. We first introduce
some notation.
Let Ax(c,d) be the set of elements (x, y) ∈ F2×F2 that are axially symmetric
to (c, d) ∈ F2 (with respect to some non-isotropic line):
Ax(c,d) := {(x, y) ∈ F2 × F2 : ∃` non-isotropic with (c, d) ∼` (x, y)} .
For a non-isotropic set X ⊆ A×A – that is, for x = (a, b) ∈ X, the vector
a − b is non-isotropic – let A(X) := {Axx : x ∈ X} be the set of sets of
elements Axx attainable from elements x ∈ X via axial symmetries. Recall
that Sr ⊆ A2 is the set of segments of length r with endpoints in A.
Then:∑
`








I(Sr,A(Sr)) + |A|2 .
The |A|2 summand in the above equation deals with the case r = 0.
Since the sum over ` is over non-isotropic lines `, this contribution counts
(a, b) = (c, d).
Claim 1. Let r 6= 0, and suppose, if F has positive characteristic p, that
|A| ≤ p4/3. Suppose that at most M points of A are collinear or co-circular in
F2. Then
I(Sr,A(Sr))M |Sr|+ |Sr|3/2 .
Proof. As in the argument above the statement of Proposition 8.12, in this
section we suppose that F is algebraically closed. The set Sr is naturally
embedded in SF2(F): let sr be a fixed segment of the form ((0, 0), (ρ, 0)), where
ρ2 = r. We identify an element (a, a′) ∈ Sr with the inverse of the rigid motion
that takes sr to (a, a
′). This rigid motion always exists, for one can translate
(a, a′) to the origin, and then find the corresponding rotation, for r 6= 0.
Once elements of Sr have been identified with points in SF2(F), we apply
the kinematic mapping κ, to obtain a point g ∈ PF3. To summarise, the point
g corresponds to a fixed line segment (a, a′) ∈ A2 of length r.
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We claim that, for fixed g, the set {g ◦ κ(r) : r ∈ Rx} lies in a plane (see
Section 8.7 for the definition of Rx). Here, ◦ is taken to be multiplication of
two Clifford algebra elements.
Indeed, as a Clifford algebra, the set κ(Rx) is:
κ(Rx) = {[1 + u : v : 0 : vx0] : (u, v) ∈ C, x0 ∈ F}.
Then, for a fixed g = [X0, X1, X2, X3] we have, using the language of Clifford




: 1 : 0 : x0] =
ũ
ṽ
[X0 : X1 : X2 : X3]+x0[0 : 0 : X1 : X0]−[X1 : X0 : −X3 : X2] .
For further details about the Clifford algebraic set-up of this approach, we
refer to reader to the appendix of [73], where a more abstract presentation is
provided.
Hence the line segment (a, a′) ∈ A2 is transformed into a set lying on a
plane. Moreover, different segments yield different planes.
Furthermore, the endpoints of the set of segments, axially symmetric to
two distinct chosen ones (of the same length) lie on a circle or line in F2
(this calculation is the content of e.g. [63, Lemma 5]). It follows that the
quantity M can be used as a bound for the number of collinear planes in
the application of the point-plane theorem. Since κ is a projective map, and
invoking Theorem 2.9, we have:
I(Sr,A(Sr)) = I(|Sr| points , |Sr| planes)M |Sr|+ |Sr|3/2 ,
as required.
Proof of Theorem 8.11
We now conclude the proof of Theorem 8.11. We have (after a further applica-
tion of Cauchy-Schwarz) that:
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If the first term dominates, then we have Ω(M) |A|3/4 pinned distances.
Indeed, if M points of A are collinear, suppose a1, . . . , aM are collinear points
on a non-isotropic line `. Then d(a1, ai) are distinct for at least (M − 1)/2
values of i ∈ {2, . . . ,M}. This is because the circle of radius r centred at a1
intersects ` in at most two points. Hence ∆pin(A)M . On the other hand,
if M points of A are cocircular, then we repeat this argument using instead
the argument that two distinct circles coincide in at most two points.
Otherwise, the claim of Theorem 8.11 follows from either Proposition 8.12
or the trivial count
∑
r |Sr|2 ≤ |A|7/2. This trivial count follows because the
maximum realisations of a single non-zero distance is |A|3/2 (see e.g. Erdős
[29]), and the inequality
∑
r |Sr| ≤ |A|2.
Proof of Theorem 8.10
With the tools we have already introduced, we are in fact equipped to prove
the stronger Theorem 8.10. We have shown on 128 that
T  |A|2 + |A|





As before, if the first term dominates, then ∆pin(A) |A| and so we are
done.





|Sr|2 in terms of |A|, we can easily relate this quantity


























1d(a,b)=d(a,b′)  |A|T .
In the above, we used the Cauchy-Schwarz inequality. In this case, we
have T  |A|7/4T 1/4, from which we deduce that T  |A|7/3. Lemma 8.17
concludes the proof of Theorem 8.10.
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Finally, suppose that the middle term of (8.8) dominates. Then, on the
one hand
M |A|2 ≥ |A|(|A|T )1/2 ,
using the estimate
∑
|Sr|2  |A|T (if the middle term is less than this quantity,
then by the arguments analysing the case when the third term dominates, we
are already done). On the other hand,
T  |A|2M1/2 .
Hence
∆pin(A) max(|A|2M−2, |A|M−1/2,M) .
Calculations show that ∆pin(A) |A|2/3, concluding the proof.
8.9 Proof of Proposition 8.12
In this section we prove the now-redundant Proposition 8.12, which bounds
the quantity
∑
r 6=0 |Sr|2. This coincides with the notion of “distance energy”,
or “distance quadruples” in the language of Guth and Katz [43].










where Gk is the set of k-rich transformations of A×A: g ∈ SF2(F) is a k-rich
transformation if |A ∩ gA| ≥ k.
We now bound the quantity |Gk|. We do this in two different ways: for small
k, we map the rich transformations into rich points within a three dimensional
line configuration determined by A; for large k we map rich transformations
into a two dimensional configuration.






Proposition 8.19. Suppose F = Fp and p ≡ 3 mod 4. If A ⊆ F2p and





These bounds, combined with (8.9), immediately imply Proposition 8.12.
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Case 1: low multiplicity
Our proof of Proposition 8.18 is similar to the approach of Elekes-Sharir and
Guth-Katz (on the technical level we cite the translation to the finite/general
field setting by Bennett, Iosevich and Pakianathan [9]). Like the preceding
section, this bound is based on the Blaschke-Grünwarld embedding. This time,
we restrict the domain so that the image of an element under the mapping lies
on a line (rather than on a plane).
Let SF ′ be the set of transformations in SF2(F) that are not pure transla-
tions; that is, SF ′ = SF2(F)\T .
First, we bound |Gk ∩ T |: for any x, y ∈ A, there is a unique translation
sending x to y. Thus, k|Gk ∩T | ≤ |{(a, b, t) ∈ A×A× (Gk ∩T ) : a+ t = b}| ≤
|A|2, and hence |Gk ∩ T | ≤ |A|2/k.
Now we bound the ‘non-trivial’ remaining k-rich transformations of A,
namely |Gk ∩ SF ′|, by using an incidence bound between points and lines. We
reparameterise the set SF ′ as lines. Using e.g. Bennett et al. [9], we observe








For fixed elements a = (a1, a2), b = (b1, b2) ∈ A, the set {g ∈ SF ′ : ga 7→ b}















where r ∈ F\{±i} is a parameter. Under the Blaschke-Grünwald kinematic
mapping (as in [27], [43]) this set is mapped to the line:
`ab := {[0 : 2 : b2 + a2 : a1 + b1] + r[2 : 0 : b1 − a1 : a2 − b2] : r ∈ F} ,
possibly without two points, corresponding to r = ±i.
An element g ∈ SF ′ is in Gk if and only if there are at least k distinct
lines `ab indexed by a, b ∈ A containing the point κ(g). This is Lemma 2.6 of
[43]. We conclude that |Gk| is precisely the number of k-rich points in the line
configuration L(A) = {`ab : a, b ∈ A}. (A point x is k-rich with respect to a
line configuration L if x ∈ ` for at least k distinct ` ∈ L.)
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Proof of Proposition 8.18. From the arguments above, it is enough to bound
the quantity |Gk|, the number of k-rich points in L = L(A). For ease of
notation, we will write the set of k-rich points as Gk, as well as for the set of
k rich transformations: in light of the previous arguments, the cardinality of
these two sets are the same.
If we can apply Theorem 2.8 to our situation, then we are done. Indeed,
we have k|Gk| ≤ I(Gk,L)  |L||Gk|1/3 + |Gk|; we rearrange this to obtain
|Gk|  |L|3/2k−3/2 = |A|3k−3/2. Our line set L(A) contains at most |A|2 lines.
It remains to check the assumptions of Kollár’s theorem. Note that for
distinct elements a, b, c ∈ F2, the lines `ab and `ac do not intersect, and so are
not coplanar. Thus, at most
√
|L| lines are coplanar.
We also need, in positive characteristic, our point set Gk = Gk(A) to have
cardinality |Gk|  p3. By [57, Corollary 40], if L is a set of lines in F3 with
|L| ≤ 2p2 in positive characteristic, and at most
√
|L| lines of L are contained
in any plane (and at most 2
√
|L| in any quadric), then the number of points
incidence to at least two lines of L is ≤ 30|L|3/2. Since we have |L| ≤ p2, and
so |Gk| ≤ 30p3, which suffices.
Case 2: high multiplicity
The idea for the proof of Proposition 8.19 is illustrated by the following example:
we can identify the real plane R2 with the complex numbers C so that rotations
of R2 correspond to multiplication by complex numbers of norm 1. Thus to
bound |Ct| for F = R, we can view our points as complex numbers and our
transformations as certain affine transformations of C.
This argument works whenever R is replaced by a field F with a non-square
element α ∈ F and the dot product on R2 is replaced by a quadratic form
Q((x1, x2)) = x
2
1 − αx22.
The complexification of F is formalised by the map σ : F2 → F[
√
α] where
α is a non-square:
σ(x, y) = x+
√
αy .
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u+ αv s+ αt
0 1
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Proof of Proposition 8.19. As in Proposition 8.18, we bound the size of Gk =
{g ∈ SF2(F) : |A ∩ gA| ≥ k}, for a fixed set A ⊆ F2.
Using the maps σ and ϕ defined in the above argument, we set Ã = σ(A) ⊆
K and G̃k = {g ∈ Aff(1,K) : |Ã ∩ gÃ| ≥ k}. Then, by the equivariance of the
map σ, k-rich transformations of A are sent to k-rich transformations of Ã by
the map ϕ. Hence |Gk| ≤ |G̃k|.
To bound |G̃k|, we therefore need to bound the number of k-rich lines as
to the point set Ã × Ã. If h ∈ Aff(1,K) is given by the map x 7→ mx + b
with m ∈ K∗, b ∈ K, then we write h∗ = (m, b). Let H∗xy = {h∗ : hx = y, h ∈
Aff(1,K)}; H∗ is contained in the line `xy = {(m, b) ∈ K2 : y = mx+ b}.
If g ∈ G̃k, then g∗ is incident to at least k lines of the form `x,y with
x, y ∈ Ã, so |G̃k| is at most the number of k-rich points of the set of lines `x,y
with x, y ∈ Ã. There are |Ã|2 = |A|2 such lines.
We will bound the number of k-rich points |G̃k| by Theorem 8.16. Note
that our line set L(Ã) := {`x,y : x, y ∈ Ã} is indexed by a Cartesian product
Ã× Ã. If |G̃k| ≤ |Ã|, then we are done, so in the subsequent we suppose that





It remains therefore to check that |Ã||G̃k|  p2. For that we merely use a





which leads to the constraint |A| ≤ p10/17, as claimed. This concludes the
proof of Proposition 8.19 and hence Theorem 8.11.
8.10 Future work
The inclusion of the subopstimal Theorem 8.11 demonstrates that a better
bound on
∑
r |Sr|2 could be a direction towards a stronger pinned distance
bound.
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The main tool for Theorem 8.10 is Rudnev’s points-planes incidence bound.
In the situation in which we apply it, we have sets of points with a particular
structure; we ask therefore whether a better incidence bound tailored to this
situation exists, thus giving a stronger pinned distance bound.
This chapter records the progress made on the pinned distance problem;
perhaps there is progress to be made by returning to the non-pinned distinct
distance problem with this framework in mind.
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[107] József Solymosi and Csaba D Tóth. “Distinct distances in homogeneous
sets in Euclidean space”. In: Discrete & Computational Geometry 35.4
(2006), pp. 537–549.
[108] Sophie Stevens and Frank De Zeeuw. “An improved point-line incidence
bound over arbitrary fields”. In: Bulletin of the London Mathematical
Society 49.5 (2017), pp. 842–858.
143
BIBLIOGRAPHY
[109] László A Székely. “Crossing numbers and hard Erdős problems in
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