is unsatisfactory. One can easily see why this would be the case. In a closed interval one can approximate very closely to a continuous function by a high degree polynomial. However, outside the interval, the high degree polynomial will in most cases diverge very markedly from the given function. In (1), this divergence is eventually brought under control by the exponential, but often not in time to prevent a sizeable error.
We illustrate with a numerical example using coefficients from [l],1 and from the end of section 22 of [2] . It can be shown that zeros of the hermite polynomials Thus, even for «=16, we have only a fair approximation, and the computation for w = 16 is fairly laborious.
In [l] , the quadrature formula was applied to with considerable success. However, this is a very special case, since for this integral the asymptotic series actually converges, and rapidly enough that computation by the asymptotic series would be less laborious than using the quadrature formula. The asymptotic series for this integral is obtained by expanding cos x in the familiar Maclaurin series and integrating term by term.
It is probably true in most cases that if f(x) is any decently differentiable function, then there will be less laborious means of computing (1) than numerical quadrature, so that numerical quadrature should be reserved for the case where f(x) is known only through its values at some points. Further, one should not expect any great accuracy from the numerical quadrature in the majority of cases.
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