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動的な日本語解析モデルと計算機上での実装
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1　はじめに
本稿では，文を動的に解析する計算モデルを提案し，数量詞遊離構文を用いてそのモデル
の妥当性を検討する．また，その計算機モデルについて検討する．
言語は線状的な性質を持つため，我々は文を読んだり聞いたりする際に左から右へと単語
を一語ずつ読み込み，逐次的に文を解釈していく1．一方，文の生成の観点から考えても生
成された発話列は線状的な性質を持つ．このような言語の線状性は，文の情報構造のみなら
ず，コミュニケーションの構造にも大きな影響を与えている．本稿では，数量詞の遊離現象
などを例にとり，人間が一次元的な単語列を読み込み，動的に文の意味を解釈していく過程
をＤｙｎａｍｉｃＳｙｎｔａｘ（Ｋｅｍｐｓｏｎ，Ｍｅｙｅｒ－ＶｉｏｌａｎｄＧａｂｂａｙ2001）を用いて定式化し，計算機上
に実装することで言語理解のメカニズムについて考察する．
本稿の構成は以下の通りである．次節では，言語の線状性という概念を概観し，日本語を
処理する場合の問題点を指摘し，数量詞遊離構文について述べる．3節では，本稿で採用す
る枠組みであるＤｙｎａｍｉｃＳｙｎｔａｘ（Ｋｅｍｐｓｏｎｅｔａｌ．2001）について解説する．4節では，本稿
で提案するモデルがどのように数量詞遊離構文を扱えるかを示す．5節では，Ｐｅｒｌを用いた
理論の実装について解説する．6節は結論である．
2　言語の線状性と問題の所在
前節でも述べたように，我々は単語を一語ずつ読み込みながら文の意味を動的に解釈して
いく．つまり，我々は一次元的な記号列から脳内で三次元的な意味の世界を構築している．
人間の言語能力が線状的な記号列を処理する計算機構だとすると，言語理解のモデリングは，
この逐次的な言語解析の過程をシミュレートすることでなされるはずである．例えば（1）の
例を見てみる．
（1）太郎が本を買ったと花子が言った．
（1）の例を我々は左から右へと逐次的に発話する．（1）において，文頭の名詞「太郎」が発話
された脚皆で，我々は「太郎」が主語なのか目的語なのか知ることができない．「太郎が」と
1アラビア語、ヘブライ語等の言語では日本語や英語とは逆に右から左へ読まれる
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発話された段階で，この名詞句は主語であると理解できるが，主文の主語なのか，連体修飾
節の主語なのか，従属節の主語なのかまではわからない．実際，「太郎が本を買った」までの
発話を考えれば，これ自体で完全に文法的な文となり，「太郎が」は主文の主語ということに
なる．しかし次の補文標識の「と」が発話された段階で，文頭の「太郎が」は主文の主語で
はなく，従属節の主語であることが初めてわかる．日本語用いてコミュニケーションをとる
際に，我々はこのような複雑な作業を無意識のうちに行っていることになる．これは，英語
等とは異なり，日本語がヘッド・ファイナル言語であることとも大きく関係している．
英語は語順が比較的厳密な言語であるが，日本語は語順がある程度ゆるやかな言語なため，
線状性に関係する問題が多く研究されてきた．例として数量詞遊離構文を見てみる．数量詞
遊離とは（2ａ）に見られる数量表現「3冊」が（2ｂ）のように右方に移動する現象を指す．
（2）ａ・旦壁の本を花子が買った．
ｂ．本を花子が3冊買った．
（2ｂ）を逐次解析する場合，数量表現である「3冊」を読み込んだときに，「3冊」がすでに読
み込まれたどの名詞句と修飾関係にあるかをコンピュータに処理させるのは易しいこ、とでは
ない・Ｂｏｎｄ，ＫｕｒｚａｎｄＳｈｉｒａｉ（1998）は，機械翻訳や言語処理め立場からこの間題を扱って
いる．さらに，数量表現の遊離はいかなる場合も可能というわけではない．
（3）ａ・星型Ａの警官でこの暴動を鎮圧した．
ｂ．＊警官でこの暴動を300人鎮圧した．
文頭に「＊」マークがついている文は，その文が非文法的であることを示している．（3）の例
において，数量表現「300人」が修飾している名詞句「警官で」は動詞の項ではなく付加詞
である・Ｍｉｙａｇａｗａ（1989）は樹形図上のｃ－ＣＯｍｍａｎｄという概念を用いて（3ｂ）のような遊離
が不可能であることを説明している，さらに数量詞の遊離は、（4）のように目的語からの遊離
と主語からの遊離では明らかに文法性に差がある．
（4）ａ・＊空室空コンピュータを互△買った．
ｂ．コンピュータを学生が5台買った．
（4）では，遊離数量詞とそれが修飾する名詞句の両方に下線を引いてある．（4ａ）では，主語で
ある「学生が」から数量表現「5人」が遊離しており，かつ名詞句がその間に挿入されてい
る・（4ｂ）では，目的語から数量表現「5台」が遊離しており，その間に名詞句が挿入されてい
る・（4）のように，主語からの遊離か，目的語からの遊離かで文法性に差が見られる．Ｓａｉｔｏ
（1985）は移動の概念を用いて（4）の例を説明できているように見えるが，高見（1998）のよう
に（4）に見られる主語，目的語対称性への反例も報告されている．（5）は高見（1998）からの
例である．
（5）今軌　学生さんがその新刊雑誌を5人買って行きましたよ，
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（5）は（4ａ）と同じ統語パターンであるが，（5）の方が文法の許容性が高いであろう．高見（1998）
は，（5）では主語と数量詞の間の名詞句が定名詞句であるのに対して，（4ａ）では不定名詞句
であることが文法性に差がある原因であると主張している．つまり，高見（1998）によると
文の情報構造が数量詞遊離の解釈に関わっていると述べている．Ｍｉｙａｇａｗａ（1989）やＳａｉｔｏ
（1985）の分析では，（5）の文法性は説明できない．
上記の先行研究は本稿のような言語理解のモデルを意識したものではない．次節以降，本
稿の動的な文解析モデルが上記のような問題も解決する言語理解モデルであることを示す．
3　ＤｙｎａｍｉｃＳｙｎｔａｘによる逐次的文解析
ＤｙｎａｍｉｃＳｙｎｔａｘ（Ｋｅｍｐｓｏｎｅｔａｌ．2001）は，文を文頭から一語ずつ読み込み，逐次的に文
の解釈を組み立てていく理論である．ＤｙｎａｍｉｃＳｙｎｔａｘでは，樹形図に相当するものはノー
ドの集合として表現され，ノードの支配関係はｔｒｅｅｍｏｄａｌｉｔｙにより表される．樹形図に相
当するノードの集合は，解析が進むにつれて情報が増え，成長していく．解析の初期状態は
ａｘｉｏｍと呼ばれ，（6）のような一つの単純なノードである（Ｋｅｍｐｓｏｎｅｔａｌ．2001：ｐｐ．76）．
（6）血わｍ‥（ｒれ（α），？ｒｙ（り，◇）
「Ｔｎ（ａ）」は，樹形図におけるノードの位置を示す．「？Ｔｙ（ｉ）Ｊにおける「？」はｒｅｑｕｉｒｅｍｅｎｔと
呼ばれ，汀ｙ（りはこのノードが解析の終了時までにタイプ舌のノードになることを意味する．
タイプｆとは真偽値を問えることを意味し，通常，文のレベルを表す．つまり「汀ｙ（机は
解析の初期段階では，今から読み込まれる記号列が文であることを要求している．「◇」はポ
インタと呼ばれ，実際の解析ではポインタのあるノードに規則が適用されていく．単語の語
桑情報は「ＩＦα，ＴＨＥＮβ，ＥＬＳＥ7」という規則の形式をとる。これは「もしポインタを含
むノードにαが存在するならば，βという操作を実行する．存在しなければ7を実行する」
という意味である．この語嚢の構造はＤｙｎａｍｉｃＳｙｎｔａｘの特徴の一つである．
ＤｙｎａｍｉｃＳｙｎｔａｘによる実際の文解析の例として，単純な文（7）を例にとり解説する．なお，
ＤｙｎａｍｉｃＳｙｎｔａｘを用いた日本語の解析例は，Ｋｅｍｐｓｏｎｅｔａｌ．（2001：ＰＰ．67－75）を参照され
たい・ここでの日本語の解析方法もＫｅｍｐｓｏｎｅｔａｌ．（2001‥ｐｐ．67－75）の解説に従っている．
（7）太郎がミカンを食べた．
（7）を実際に解析する際の樹形図の初期状態は（6）である．まず最初に名詞「太郎」が読み込
まれる・名詞「太郎」は単語の情報として（8）のような情報を設定する．
（8）ｒαγ0
ＩＦ　（γｒｙ（り），
ＴＨＥＮ ｍａｋｅ（〈Ｊ＊〉）；Ｐｕｔ（Ｆｏ（Ｔａｒｏ），Ｔｙ（ｅ），Ｄｅｆ（＋））
ＥＬＳＥ ＡＢＯＲＴ
「太郎」の辞書情報である規則（8）はポインターのあるノード，ここでは「太郎」は最初に読
み込まれる単語であるため，（6）に適用される．（8）の意味は，もし（6）に「γｒｙ（和が存在
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すれば，ＴＨＥＮ以下の操作を実行せよ，という意味である．もし「？ｒｙ（和がなければ，解
析は失敗する．ここでＴＨＥＮ以下の換作について解説する．まず，述語であるｍａｋｅである
が，これは新たなノードを作成し，樹形図を拡張することを意味している．この場合，具体
的にはポインタの下に点線でつながれたノードを作成せよ，という指示である．このｍａｋｅ
の操作により，ポインタは新しく作成されたノードに移動する．ｍａｋｅの次に適用される操
作は，Ｐｕｔである．このｐｕｔにより，ポインタのあるノードにｐｕｔが引数でとっている要素
が挿入される．ここでは由（ｒαγ0）とｒｙ（ｅ）および加Ｊ（＋）である．爪フ（ｒαγ0）は，このノー
ドの意味表示がｒαγ0であることを表している．ここでは，名詞「太郎」の意味はｒαγ0で
ある・これらの表示は，最終的に一階の述語論理式に変換される・ｒｙ（ｅ）は，このノードの
タイプがｅであることを表している．なお，通常の形式意味論の扱いとは異なり，Ｄｙｎａｍｉｃ
Ｓｙｎ七ａｘでは，量化表現や固有名詞などすべての名詞のタイプはｅとなる・βｅＪ（＋）は，この
名詞が定の名詞であることを表している．（8）を読み込んだ後の樹形図は（9）となる．
（9）　　　（ｒ乃（0），汀ｙ（り）
げ0（ｒαγ0），ｒｙ（ｅ），βｅＪ（＋），◇）
（9）に見られるように，文頭の名詞「太郎」を読み込むことによって（6）の初期状態が拡張さ
れている．ここで一番上のノードをルートノードと呼ぶ．「太郎」を表す新しいノードが点
線によりルートノードと結ばれている理由はｍａｋｅ（〈Ｊ＊〉）の操作によるものである・Ｄｙｎａｍｉｃ
Ｓｙｎｔａｘでは，最終的な樹形図におけるノードの位置が不確定な（ｕｎｄｅｒｓｐｅｃｉ丘ｅｄ）場合，その
ノードは暫定的に点線で結合される．ここでは，文頭の名詞句「太郎」を読み込んだ時点で
は「太郎」が主節の主語なのか，従属節の主語なのかがわからない．したがって，「太郎」・が
最終的な樹形図において占める位置が判明するまではルートノードに点線でつながれている．
次に格助詞「が」が読み込まれる．本稿では，格助詞「が」の語嚢情報を（10）のように定
義する2．
（10）卵
ＩＦ　（ｒｙ（ｅ）），
ＴＨＥＮＩＦ　　（βｅＪ（＋）），
ＴＨＥＮ ｐｕｔ（〈†。〉Ｔｙ（ｔ））；ｇＯｆｉｒｓｔ↑（Ｔｎ（0））；Ｐｕｔ（ＳｕｂｊＤｅｆ（＋））
ＥＬＳＥ ｐｕｔ（〈†。〉Ｔｙ（ｔ））；ｇＯｆｉｒｓｔ†（Ｔｎ（0））；Ｐｕｔ（ＳｕｂｊＤｅｆ（－））
ＥＩ」ＳＥ ＡＢＯＲＴ
（10）において，まずポインタのあるノードのタイプがｅであれば，ＴＨＥＮ以下を実行する・
ｇｏｆｌｒｓｔ↑（ｒれ（0））はポインタを現在の位置から上の方向に一番最初にｒｍ（0）があるノードに
移動せよ，という意味である．ここではルートノードに相当する．この定義によると，直前
に読み込んだ名詞が定か不定かによりルートノードに飢勅βｅ′（＋）かβ加わブかｅＪ（－）が挿入
2Ｋｅｍｐｓｏｎｅｔａｌ．（2001‥ｐｐ．70）の提案する「が」の辞書情報と（10）は異なっている・本稿では（10）に見られるように・名詞の急
不定を扱うための新しい格助詞「が」に関する辞書情報の定義を提案する．
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される．（†。〉ｒｙ（りは，最終的な樹形図における位置において，上に上がるとタイプｆのノー
ドがあることを意味している．つまり，タイプｆであるルートノードに直接支配されること
を表している．下付の0は当該のノードが関数の引数であることを表している．つまり，フ
レーゲの構成性原理（ｃｏｍｐｏｓｉｔｉｏｎａｌｉｔｙ）によると名詞句「太郎が」は動詞句の引数となる・関
数適用の際の関数子（餌ｎｃｔｏｒ）は下付の1で表される．（10）の適用後の樹形図は（11）となる・
（11）　（ｒ†も（0），？ｒｙ（ま），乱わブβｅＪ（＋），◇）
げ0（ｒαγ0），ｒｙ（ｅ），βｅＪ（＋），〈†。〉ｒｙ（り）
（9）と（11）と比較すると，解析が進むと樹形図の情報が増えていることがわかる・次の単語
「ミカン」の辞書情報を（12）のように定義する．（12）のような普通名詞の辞書情報は，（8）の
ような固有名詞の辞書情報とは異なり，少し複雑になっている．これは，普通名詞の前に定
冠詞がつく場合があるため，定，不定の区別をつけるためである．
（12）ｍ旅αれ
ＩＦ　（汀ｙ（ｆ）），
ＴＨＥＮ ｍａｋｅ（〈Ｊ＊〉）；Ｐｕｔ（Ｆｏ（ｅ，Ｘ，Ｏｒａｎ9ｅ（ｘ）），Ｔｙ（ｅ））
ＥＬＳＥＩＦ　（？ｒｙ（ｅ）），
ＴＨＥＮＩＦ　　（βｅＪ（＋）），
ＴＨＥＮ ｐ血（ダ0（ん，∬，Ｏｒαｍｇｅ（£）））
ＥＬＳＥ ｐｕｔ（ダ0（∈，∬，0γαれタｅ（ご）））
ＥＬＳＥ ＡＢＯＲＴ
名詞「ミカン」を読み込んだ後の樹形図は（13）となる・
（13）　　　　　　（ｒ可0），汀ｙ（り，β勅βｅＪ（＋））
げ0（ｒαｒＯ），ｒｙ（ｅ），βｅ′（＋），〈†。〉ｒｙ（り）　げ0（∈，∬，0γαｍタｅ（£）），ｒ封（ｅ），◇）
（13）に見られるダ0（∈，£，0γ肌タｅ（∬））は，エプシロン計算に基づく表記であるが，一階の述
語論理式］諾［0γαｍタｅ（ご）】と等価である．次の格助詞「を」の辞書情報は（14）のようになる・
（14）0
ＩＦ　（ｒｙ（ｅ）），
ＴＨＥＮＩＦ　　（βｅＪ（＋）），
ＴＨＥＮ ｐｕｔ（〈†。〉Ｔｙ（ｅ→ｔ））；ｇＯｆｉｒｓｔ↑（Ｔｎ（0））；Ｐｕｔ（ＯｂｊＤｅｆ（＋））
ＥＬＳＥ ｐｕｔ（〈†。〉Ｔｙ（ｅ→ｔ））；ｇＯｆｉｒｓｔＴ（Ｔｎ（0））；Ｐｕｔ（ＯｂｊＤｅｆ（－））
ＥＩ，ＳＥ ＡＢＯＲＴ
（14）の適用により，樹形図（13）は（15）となる．
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（ｒ†も（0），？ｒγ（±），0わゴβｅＪ（－），β勅βｅ′（＋））
＿－－－－－‥－－－－一－－－一－－－－－－一－－－－　－－－－　－一一－
げ0（ｒαγ0），βｅＪ（＋），げ0（亡，∬0γαれｇｅ（£）），　　　　（ｒｙ（り）
ｒｙ（ｅ），〈†0〉ｒｙ（ｅ））　ｒｙ（ｅ），〈†0〉ｒｙ（ｅ→ｆ））　／／／へ＼＼
（ｒｙ（ｅ），ダ0（り，（ｒｙ（ｅ→り）
〈†0〉丁拍））／／＼＼＼
（ｒｙ（ｅ），ダ0（Ⅳ），　（ｒｙ（ｅ→（ｅ→瑚，
〈†0〉ｒｙ（ｅ→壬））　　Ｆｏ（Ａね），◇）
図1：「食べた」を読み込んだ彼の樹形図
（15） （ｒ乃（0），？ｒｙ（古），乱わβｅＪ（＋），0わＪβｅＪ（－），◇）
■－一
伊0（ｒαｒＯ），ｒｙ（ｅ），βｅＪ（＋），〈†。〉ｒｙ（り）げ0（ｅ，∬，0γαれタｅ（∬）），ｒｙ（ｅ），〈†0〉ｒｙ（ｅ→り）
最後に読み込まれる単語は他動詞の「食べた」である．「食べた」の辞書情報は（16）のよう
に定義される．
（16）ね∂ｅね
ＩＦ　（汀甘（り），
ＴＨＥＮｍ故ｅ（（Ｊ＊〉）；ｐｕｔ（ｒｙ（硯；
ｍａｋｅ（〈Ｊ。〉）；ｐｕｔ（ダ0（り，ｒｙ（ｅ），〈†。〉ｒｙ（り）；ｇＯ（〈†〉）；
ｍ嘘ｅ（〈Ｊｌ〉）；ｐｕｔ（ｒｙ（ｅ→士））；
ｍ虫ｅ（〈Ｊ。〉）；ｐｕｔ（ダ0（Ⅳ），ｒｙ（ｅ），〈†。〉ｒｙ（ｅ→用；ｇＯ（〈†〉）；
ｍａｋｅ（〈Ｊｌ〉）；Ｐｕｔ（Ｆｏ（Ａｔｅ），Ｔｙ（ｅ→ｅ→ｔ））；ｇＯｆｉｒｓｔ↑（Ｔｙ（壬））
ＥＬＳＥ ＡＢＯＲＴ
（16）はＫｅｍｐｓｏｎｅｔａｌ．（2001：ＰＰ．72）における他動詞「食べた」の定義とほぼ同じである・日
本語では，動詞の前に生じる名詞句は動詞が読み込まれるまで最終的な樹形図の位置がわか
らない．その不確定性を解消するのは動詞の役目であるため，（16）に見られるように，動詞
は‘ｖｅｒｂ－ｆｔａｍｅ，（Ｋｅｍｐｓｏｎｅｔａｌ．2001：Ｐｐ．72）と呼ばれる部分木を導入する・（16）を読み込
んだ後の樹形図は図1になる．図1において，ダ0（りやダ0（Ⅳ）などの素性があるが，これ
らはｍｅｔａ－Ｖａｒｉｂｌｅ（Ｋｅｍｐｓｏｎｅｔａｌ．2001：Ｐｐ．34）と呼ばれ，意味的な情報は何もないが，引
数としての場所（ｓｌｏｔ）を提供していることを表す．
図1の樹形図ができた段階で，これ以上読み込む単語が存在しないので，残された処理は
点線で結ばれたノードめ最終的な位置を決める作業である．まず，主語と目的語のノードは
ダ0（Ⅴ）やダ0（Ⅳ）のあるノードに置き換えられる・この置き換え作業は，それぞれのノード
のタイプのマッチングに基づき行われる．たとえば，ダ0（Ⅴ）があるノードには〈†。〉ｒｙ（りの
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素性があるため，ダ0（ｒαｒＯ）のあるノードとマッチする・このような置き換え作業後の樹形
図は図2となる．ルートノードはその下のｒｙ（りのノードと置き換えられる・
点線がなくなって最終的な樹形図ができた段階で，意味の計算が始まる．意味計算は，β－
ｒｅｄｕｃｔｉｏｎによりボトムアップに行われる．最終的な意味表示は（17）になる・
（17）］∬［0γαｍタｅ（∬）∧Ａね（諾）（ブ0ん可】
（17）は通常の一階述語論理式である．
次節では，数量詞の遊離構文がどのように線状性に基づく解析で処理されるかを解説する．
4　言語の線状性と数量詞遊離構文
本節では，Ｍｉｙａｇａｗａ（1989）と高見（1998）により扱われた一見相反するような例が本稿で
の提案で解決できることを示す．まず，Ｍｉｙａｇａｗａ（1989）で主張されたｍｕｔｕａｌｃ－ＣＯｍｍａｎｄ
で説明できる例をＤｙｎａｍｉｃＳｙｎｔａｘを用いて解析し，次に高見（1998）の例を扱う・
4・1Ｍｉｙａｇａｗａ（1989）の例とＤｙｎａｍｉｃＳｙｎｔａｘ
Ｍｉｙａｇａｗａ（1989）の例では，数量詞とそれが修飾する名詞句がｍｕｔｕａｌｃ－ＣＯｍｍａｎｄの関係
になければならない．（18）を例にとり考えてみる．
（18）本を豆太郎が士官3冊買った．
（18）におけるｆｉは目的語「本を」が移動した痕跡（ｔｒａｃｅ）である．Ｍｉｙａｇａｗａ（1989）によると，
（18）の名詞句「本を」と数量詞「3冊」は離れているが，数量詞と痕跡がｍｕｔｕａｌｃ－ＣＯｍｍａｎｄ
の関係にあるので，文法性に問題はない．Ｍｉｙａｇａｗａ（1989）の説明に見られるように，生成文
法は移動を用いる言語生成モデルであるため，痕跡の概念を用いる必要が生じる．Ｄｙｎａｍｉｃ
Ｓｙｎｔａｘを用いた分析では，上記の2つの問題を特別な規定なしに解決できる・（18）の例を
ＤｙｎａｍｉｃＳｙｎｔａｘを用いて解析してみる．（19）は「本を太郎が」まで解析した樹形図である・
解析方法は前節で解説した方法に基づいている．
（ｒれ（0），ｇ祝わブβｅＪ（＋），0らブβｅ′（－），ｒｙ（り，◇）
⊥一／／　　＼
（ダ0（ｒαｒＯ），ｒｙ（ｅ），（ｒ封（ｅ→ま））
〈†0〉ｒｙ（ま））　／／イー／　　＼
（ダ0（亡，∬，0γ肌ｇｅ（∬）），（Ｆｏ（Ａね），ｒｙ（ｅ→（ｅ→ま）））
〈†0〉ｒｙ（ｅ→り）
図2：（7）の最終的な樹形図
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（ｒれ（0），？ｒｙ（り，．0りβｅＪト），乱わゴβｅＪ（＋），0りダＱ（＋），◇）
－＿一一一一一一一一一一一一一一一ノー「「－－－－－一－－－－一－－－一－蠣－－－－－一－－－＿－
げ0（∈，ごガ0れ（芯）），ｒ即（ｅ），〈†0〉ｒｙ（ｅ→士））（ダ0（ｒαｒＯ），βｅＪ（＋），ｒｙ（ｅ），〈†0〉ｒｙ（り）げ0（ダＱ），ｒｙ（れ→れ））
図3：（18）の数量詞まで読み込んだ樹形図
（19） （ｒγも（0），？ｒｙ（ｆ），ぶ祝わＪβｅＪ（＋），0わＪβｅ′←），◇）
一　一　一　■■　－
－一　一
一　一　一
一一一
任0（亡，ヱ，β00頃ご）），ｒｙ（ｅ），〈†。〉ｒｙ（ｅ→ｆ））　げ0（ｒαｒＯ），βｅＪ（＋），ｒｙ（ｅ），〈†。〉ｒｙ（壬））
次に，数量詞「3冊」の辞書情報を（20）のように定義する．
（20）βα乃－βαね祝
ＩＦ　（汀ｙ（ｆ），0♭ブβｅ／（－）），
ＴＨＥＮｐｕｔ（ＯｑｉＦＱ（＋））；ｍａｋｅ（（Ｊ＊〉）；Ｐｕｔ（Ｔｙ（ｔｖ→ｉｖ），Ｆｏ（ＦＱ））；ｇＱｆｉｒｓｔ↑（Ｔｈ（0））
ＥＬＳＥＩＦ　（？Ｔｙ（ｆ），飢勅Ⅵｅ′（－）），
ＴＨＥＮ ｐｕｔ（ＳｕｂｊＦＱ（＋）），ｍａｋｅ（〈Ｊ＊〉）；Ｐｕｔ（Ｔｙ（ｖｐ→ＶＰ），Ｆｏ（ＦＱ））；
ｇｏｆｉｒｓｔ↑（ｒれ（0））
ＥＬＳＥ ＡＢＯＲＴ
（20）によると，数量詞はルートノード上にある主語と目的語に関する定，不定の情報を参照
し，主語遊離の数量詞（ぶ頑ダＱ（＋））か目的語遊離の数量詞（0らＪ甘Ｑ（＋））かを区別する・遊離
数量詞のタイプを見ると主語遊離数量詞はｒｙ（叩→叩）であり，目的語遊離数量詞はｒｙ（ね
→れ）である・（20）を読み込んだ彼の樹形図は図3になる．
他動詞「買った」の辞書情報として，本稿では数量詞を扱うために，すでに定義してある
（16）やＫｅｍｐｓｏｎｅｔａｌ・（2001：ＰＰ．72）の定義とは異なる定義を与える．「買った」の辞書情報
は図4を参照されたい．図4の定義により，主語遊離の数量詞がある場合と目的語遊離の数
量詞がある場合，さには遊離数量詞がない場合で異なるｖｅｒｂ－ｆｒａｍｅが導入される．「買った」
を読み込んだ後の樹形図は図5になる．図5に見られるように，遊離数量詞はルートノヤド
にある日的語遊離数量詞（0ぁげＱ（＋））を参照して，他動詞「買った」を引数としてとる遊離
数量詞用の関数子のｓｌｏｔを提供する．この長那皆で読み込む単語は存在しないので，残る操作
は点線で結ばれているノードに最終的な場所を提供することである．これはすでに説明して
あるようにタイプのマッチングにより行われる．（18）の最終的な樹形図は図6になる．図6
を見ると，（18）における表層の語順が反映されていない．つまり，（18）では，目的語と主語
が倒置されているが，樹形図は主語，目的語の順になっている．これは，動詞の前の要素を
不確定（ｕｎｄｅｒｓｐｅｃｉｆｉｅｄ）な状態にして，最後に場所の指定を行うことにより実現される．図
6の樹形図により得られる意味表示は（21）である．
（21）］ご［回＝3∧月ｂｍ（ェ）∧〝α比α（ご）（ねｒｏ）】
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たα±ね
ＩＦ　（汀ｙ（り），
ＴＨＥＮＩＦ　　（ｇ祝わこげＱ（＋）），
ＴＨＥＮ ｍａよｅ（（1＊〉）；ｐｕｔ（ｒｙ（柚
ｍａｋｅ（〈ｌｏ〉）；Ｐｕｔ（Ｔｙ（ｅ），Ｆｏ（Ｖ），〈†0〉Ｔｙ（ｔ））；ｇＯ（〈†〉）；
ｍａｋｅ（〈Ｊｌ〉）；Ｐｕｔ（Ｔｙ（ｅ→（ｅ→ｔ））；
ｍａｋｅ（〈11〉）；Ｐｕｔ（Ｔｙ（（ｅ→ま）→（ｅ→ｉ）），Ｆｏ（Ｗ）；ｇＯ（〈†〉）；
ｍａｋｅ（〈、ｌｏ〉）；ｐｕｔ（ｒｙ（ｅ→瑚；
ｍａｋｅ（〈ｌｏ〉）；Ｐｕｔ（Ｔｙ（ｅ），Ｆｏ（Ｘ），〈†0〉Ｔｙ（ｅ→ｉ））；ｇＯ（〈†〉）；
ｍａｋｅ（くＪｌ〉）；ｐｕｔ（ｒｙ（ｅ→（ｅ→恥ダ0（∬α鳥α））
ＥＩＪＳＥＩＦ　　（0わゴアＱ（＋）），
ＴＨＥＮ ｍａｋｅ（〈1＊〉）；ｐｕｔ（ｒｙ（り）；
ｍａｋｅ（〈ｌｏ〉）；Ｐｕｔ（Ｔｙ（ｅ），Ｆｏ（Ｖ），〈†0〉Ｔｙ（ｔ））；ｇＯ（〈†〉）；
ｍａｋｅ（〈11〉）；Ｐｕｔ（Ｔｙ（ｅ→ｔ））；
ｍａｋｅ（〈ｌｏ〉）；ｐｕｔ（ｒｙ（ｅ），ダ0（Ⅳ），〈†0〉ｒｙ（ｅ→机；ｇＯ（〈†〉）；
ｍａｋｅ（〈11〉）；ｐｕｔ（ｒ封（ｅ→（ｅ→壬）））；
ｍａ・ｋｅ（〈11〉）；Ｐｕｔ（Ｔｙ（ｔｖ→れ），Ｆｏ（Ｘ））；ｇＯ（〈†〉）；
ｍａｋｅ（〈ｌｏ〉）；ｐｕｔ（ｒｙ（ｅ→（ｅ→ｆ）），ダ0（∬α雷α））
ＥＬＳＥ ｍａｋｅ（〈1＊〉）；Ｐｕｔ（Ｔｙ（ｔ））；
ｍａｋｅ（〈ｌｏ〉）；ｐｕｔ（ｒｙ（ｅ），ダ0（Ｖ），〈†0〉ｒｙ（瑚；ｇＯ（〈†〉）；
ｍａｋｅ（〈11〉）；Ｐｕｔ（Ｔｙ（ｅ→壬））；
ｍａｋｅ（〈ｌｏ〉）；Ｐｕｔ（Ｔｙ（ｅ），Ｆｏ（Ｗ））；ｇＯ（〈†〉）；
ｍａｋｅ（〈11〉）；Ｐｕｔ（Ｔｙ（ｅ），Ｆｏ（Ｋａｔｔａ））
ＥＩＪＳＥ ＡＢＯＲＴ
図4：他動詞「食べた」の辞書情報
（ｒｍ（ａ），飢頻りｅ／（＋），0わブβｅ′ト），？ｒｙ（り，ＯｂノダＱ（十））
－＿－‥－－－－－－－－－－‥－－－－一一一一ニ－■＝こ：－－－一一一一一－・・・・－一－→－－一一一－＿＿
岬0（ｅ，∬，．仇）れ（∬）），　げ0（Ｊｏん可，ｒｙ（ｅ），げ0（ぶαｍ－βα血），（ｒｙ（り，◇）
ｒｙ（ｅ），〈†0）ｒｙ（ｅ→り）く†0〉ｒｙ（亡））　　ｒｙ（ね→ねけ／　／＼＼＼
（ダ0（Ⅴ），　　　（ｒγ（ｅ→り）
く†0）ｒｙ（り）／　／＼＼＼
げ0（Ⅳ），　　　　（ｒｙ（れ））
〈†0〉ｒｙ（ｅ→ま））
（ダ0（ズ），
ｒｙ（れ→ｔＶ）†
図5：「買った」まで読み込んだ樹形図
153
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ｒｙ（ね）ｌ
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（ｒγ1（0），飢廟Ⅵｅ′（＋），0わブβｅＪ（－），ｒｙ（£），0わげＱ（＋），◇）
／／一一へ＼＼＼＼
げ0（ｒαγ0），ｒｙ（ｅ），
ぐｒｏ〉ｒｙ（王））
（ｒｙ（ｅ→ｆ））
ノへ
（ダ0（亡，ご，ガｏｍ（ご）），
〈†0〉ｒｙ（ｅ→り）
（ｒｙ（れ））
（釣（ぶαｍｒβぬ祝），
ｒｙ（れ→ね））
図6：（18）の最終的な樹形図
（ダ0（∬α弱α），
ｒｙ（れ））
（21）は（18）の意味を正しく表している．このように，Ｍｉｙａｇａｗａ（1989）で用いられたｍｕｔｕａｌ
ｃ－ＣＯｍｍａｎｄの規定などを想定しなくても，ＤｙｎａｍｉｃＳｙｎｔａｘで数量詞遊離構文の解析が可能
である・次の小節では，Ｍｉｙａｇａｗａ（1989）のｍｕｔｕａｌｃ－ＣＯｍｍａｎｄの説明を批判する高見（1998）
の規定もＤｙｎａｍｉｃＳｙｎｔａｘで同様に扱えることを示す．
4・2　高見（1998）の例とＤｙｎａｍｉｃＳｙｎｔａｘ
高見（1998）は，Ｍｉｙａｇａｗａ（1989）のｍｕｔｕａｌｃ－ＣＯｍｍａｎｄで説明できない例を挙げ，Ｍｉｙか
ｇａｗａ（1989）を批判すると同時に，数量詞の解釈には名詞句の定，不定がもたらす情報構造
が関与する，と主張した．本節では，高見（1998）の主張をＭｉｙａｇａｗａ（1989）と矛盾しない
形で定式化できることを示す・例文（22）（＝（5））をもう一度見てみる・（22）は高見（1998）か
らの引用である．
（22）今軌学生さんがその新刊雑誌を5人買って行きましたよ．
（22）の例では，数量詞「5人」とそれが修飾する名詞句「学生さんが」がｍｕｔｕａｌｃ－ＣＯｍｍａｎｄ
の関係にない・2節で述べたように，高見（1998）は数量詞は新情報，つまり不定の名詞句と
修飾関係を持ちやすいので，（22）では数量詞と主語が隣接していなくても文法的になると主
張している．この高見（1998）の主張もＤｙｎａｍｉｃＳｙｎｔａｘを用いると，比較的容易に定式化が
可能である・（22）の動詞まで読み込んだ烏那皆の樹形図は図7になる・図7において，他動詞
「買った」の辞書情報の構造は，図4と同じであり，遊離数量詞「5人」の辞書情報は，すで
に定義した遊離数量詞「3冊」の辞書情報（20）と構造は同じである・図7に対して置き換え
操作を適用した，（22）の最終的な甲形図は図8になる・最終的な樹形図8より導出される論
理式は（23）になり，（23）は（22）の意味を正しく表示している・
（23）∃可回＝5∧Ｇαたｕβｅ申）∧堵［Ｚα55九軸）∧∬α操α（ｙ）（瑚］
本稿での定式化の独自性は以下の2点にまとめられる．1点目は，高見（1998）で議論され
ているような，ｍｕｔｕａｌｃ－ＣＯｍｍａｎｄの関係にない例もＭｉｙａｇａｗａ（1989）の例も最終的な樹形
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（ｒγｌ（0），汀ｙ（れ飢止βｅ／（－），伽ＪβｅＪ（＋），β・勅ダＱ（＋））
＿＿－－‥－－－－－－－－－－－－－－＝－†∫・ニー－→→－－－－－－－－－－－－－－－－●、 －、
（ダ0（ｅ，諾Ｃαた祝βｅ宜（∬）），げ0（ん，ｙ，Ｚαββ最（ｙ）），ｒｙ（ｅ），（Ｆｏ（ダＱ），　　（ｒｙ（り）
ｒｙ（ｅ），（†0〉ｒｙ（り）　瑚（＋），（†0〉ｒｙ（ｅ→り）ｒｙ（ｕｐ→叩））／／へ＼
（ｒｙ（ｅ），ダ0（Ⅴ），（ｒｙ（ｅ→ｆ））
（†0〉ｒｙ桝／／へ
（ｒｙ（叩→′Ｕｐ），∫0（Ⅳ），（ｒｙ（ｅ→ｆ））
〈†0〉ｒｙ（ｅ→士））⊥／／＼＼＼
（ｒｙ（ｅ），ダ0（ズ）（ｒｙ（ｅ→（ｅ→瑚，
〈†0〉ｒｙ（ｅ→亡））　Ｆｏ（打α出α），◇）
図7：（22）の最後まで読み込んだ樹形図
（ｒ乃（0），乱わＪかｅＪ（－），0わブβｅ′（＋），ｒｙ（り，β祝わげＱ（＋），◇）
／一　／　＼、＼＼、、
げ0（ｅ，£，Ｃαたてほｅ乞（ヱ）），　　（ｒｙ（ｅ→ま））
ｒｙ（ｅ），〈†0〉ｒｙ（り）　　／　／　＼＼＼＼
げ0（Ｃｏ刊れ），ｒｙ（叩→叩），（Ｔｙ（岬））
〈↑0〉ｒｙ（ｅ→ｆ））／／へ
げ0（ん，ｙ，Ｚα5β／も豆（ｙ）），げ0（∬ム肋），
ｒｙ（ｅ））　　　　　　ｒｙ（れ））
図8：（22）の最終的な樹形図
図では，ともに遊離数量詞と名詞句が隣接する位置関係にある，ということである．図8を
見てみると，数量詞「5人」は表層の語順とは異なり，名詞句「学生が」と隣接関係にある．
このように，一見相反するＭｉｙａｇａｗａ（1989）と高見（1998）の例も抽象的な樹形図のレベル
で同一の構造として処理可能である．
2点目は，Ｍｉｙａｇａｗａ（1989）と高見（1998）の例を同じ枠組みで処理するために，高見（1998）
の提案された，名詞句の定，不定の情報をＤｙｎａｍｉｃＳｙｎｔａｘの辞書情報として定式化してい
る点である．本稿の定式化を用いると，Ｍｉｙａｇａｗａ（1989）の例も高見（1998）の例もアドホッ
クな規定なしに扱えることがわかる．
5　計算機上での実装
前節までで述べた定式化を計算機上に実装し，現在データ解析を行っている3．本節では
その計算機モデルの解説を行う．実装にはＰｅｒｌを用いており，文法開発を容易に行うために
Ｐｅｒｌ／Ｔｋを用いたインタフェースを備えている．パーサのコンソール画面は図9に示される・
3データを用いた検証に関しては，ＫｏｂａｙａｓｈｉａｎｄＹｏｓｈｉｍｏｔｏ（2003）を参照されたい．
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図9：パーサのコンソール画面
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図10：「買った」を表すサブルーチン
図9に見られるように，リストボックスに解析対象となる文が表示される．別のファイルに
書いてある文を読み込むことも可能である．またエントリボックスから直接入力することも
できる．辞書の情報はＰｅｒｌのサブルーチンとして記述される．たとえば，他動詞「買った」
の辞書情報は図10のようになる．
ＤｙｎａｍｉｃＳｙｎｔａｘでは，樹形図はノードの集合として表現され，各ノードの位置関係はｔｒｅｅ
ｍｏｄａｌｉｔｙにより表される．本稿のモデルでは可能な限りＤｙｎａｍｉｃＳｙｎｔａｘの操作を忠実に再
現しているが，解析の効率を考慮し，点線で表されていた位置が固定してないノードと固定
しているノードを別な配列で扱っている．解析アルゴリズムの概略は図11になる．例とし
て「本を花子が買った」の解析結果を図12及び図13に示す．
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図11：解析処理のアルゴリズム
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図12：解析結果のスナップショット
158 小林昌博：動的な日本語解析モデルと計算機上での実装
図13：解析結果のスナップショット
6　おわりに
本稿では，人間の言語理解をモデル化した，ＤｙｎａｍｉｃＳｙｎｔａｘ・（Ｋｅｍｐｓｏｎｅｔａｌ・2001）に基
づく逐次的な言語解析モデルを示した．数量詞の遊離構文に関しては，Ｍｉｙａｇａｗａ（1989）と
高見（199甲）のデータを単一の枠組みで扱えることを示した・具体的には，高見（1998）の提
案する名詞句の定，不定と遊離数量詞の関係をＤｙｎａｍｉｃＳｙｎｔａｘの辞書情報に定式化し，双
方の例が抽象的な樹形図のレベルでは同一め形式になることを示した．今後の課題は，この
枠組みが語順に関する他の構文にも有効かどうかを検討することである．
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