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a b s t r a c t
A weighted graph is a graph provided with an edge-weighting function w from the edge set
to nonnegative real numbers. Bondy and Fan [Annals of Discrete Math. 41 (1989), 53–69]
began the study on the existence of heavy cycles inweighted graphs. Though several results
with Dirac-type degree condition can be generalized to an Ore-type one in unweighted
graphs, it is shown in Bondy et al. [Discuss.Math. Graph Theory 22 (2002), 7–15] that Bondy
and Fan’s theorem, which uses Dirac-type condition, cannot be generalized analogously by
using Ore-type condition.
In this paper we investigate the property peculiar to weighted graphs, and prove a
theorem on the existence of heavy cycles in weighted graphs under an Ore-type condition,
which generalizes Bondy and Fan’s theorem. Moreover, we show the existence of heavy
cycles passing through some specified vertices.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper we consider only finite simple graphs. An edge-weighted graph, or simply a weighted graph, is one provided
with an edge-weighting function w from the edge set to nonnegative real numbers. For an edge e of a weighted graph G, we
call w(e) the weight of it. The weight of a subgraph H of G is defined by the sum of the weights of the edges in H , denoted
by w(H). The weighted degree dwG (v) of a vertex v of G is the sum of the weights of the edges incident with v in G. Since
weighted graphs have larger amounts of information than unweighted graphs, the study of weighted graphs is important
for applications to other areas of science and technology, as well as for its mathematical interests.
On a weighted graph in which each edge has a constant weight 1, the weighted degree of a vertex is simply its degree,
and the weight of a subgraph is equal to the number of edges of it. From this point of view, one can regard the notion of
weighted graphs as a generalization of the one of unweighted graphs. Indeed, there have been some pieces of researchwhich
generalize the results on simple graphs to weighted graphs. However, though there is some analogy between unweighted
graphs andweighted graphs, the interesting point is that there are also some dissimilarities which occur due to the property
peculiar to weighted graphs. In this paper, we draw attention to a dissimilarity on the cycle problem especially, and then
clarify some properties of weighted graphs.
2. Ore-type condition and heavy cycles in weighted graphs
Dirac [3] showed that a 2-connected graphwithminimum degree at least d contains either a cycle of length at least 2d or
a hamiltonian cycle. A well-known generalization of Dirac’s Theorem, due to Pósa [10], is the following: If d(u)+ d(v) ≥ 2d
for every pair of non-adjacent vertices u and v in a 2-connected graph G, then G contains either a cycle of length at least 2d
or a hamiltonian cycle. The degree condition used in this theorem is so-called Ore-type condition. There are a lot of results
using an Ore-type degree condition in unweighted graphs, and some of them generalize the results with a Dirac-type one.
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As a weighted generalization of Dirac’s Theorem, Bondy and Fan [2] proved the following. An optimal cycle is the cycle
with the maximum weight.
Theorem 1. Let G be a 2-connected weighted graph and d a nonnegative real number. If dwG (v) ≥ d for every vertex v in G, then
either G contains a cycle of weight at least 2d or every optimal cycle in G is a Hamiltonian cycle.
Though several results with Dirac-type condition can be generalized to Ore-type condition in unweighted graphs, an
analogous generalization of Theorem 1 with Ore-type one does not hold, i.e. the following statement is false (See [1]).
Statement 2. Let G be a 2-connected weighted graph and d a nonnegative real number. If dwG (u) + dwG (v) ≥ 2d for every pair
of non-adjacent vertices u and v, then either G contains a cycle of weight at least 2d or every optimal cycle in G is a Hamiltonian
cycle.
In [1], the following example is shown. Let G be a complete weighted graph of order n+ 1 in which every edge incident
with one fixed vertex is assigned weight w1 and all other edges have weight w2, where n ≥ 5 and w2 > 2w1. Let
d = (n + 1) · w2/2, then G satisfies the conditions of Statement 2 while every optimal cycle in G is not a Hamiltonian
cycle and its weight is less than n ·w2 < 2d. It is easy to see that the same thing happens if we delete some edges of weight
w2, and hence there also exist counterexamples which are not complete graphs.
Here we observe why Statement 2 does not hold. If there is a vertex whose weighted degree is small, then the weight of
the edgeswhich are adjacent to such a vertex is small. Therefore, it is naturally guessed that theremay exist an optimal cycle
which does not contain it, that is, the latter conclusion of Theorem 1 does not hold. In such a case, in Theorem 1, the former
conclusion always holds. However, in Statement 2, since the degree condition is changed, there occurred the vertex whose
weighted degree is less than d. Such vertices make the situation where neither of the conclusions in Statement 2 holds.
Then, what can we say about heavy cycles in weighted graphs satisfying the Ore-type condition? In [1], the following
theorem is shown.
Theorem 3 (Bondy, Broersma, van den Heuvel and Veldman [1]). Let G be a 2-connected weighted graph and d a nonnegative
real number. If dwG (u) + dwG (v) ≥ 2d for every pair of nonadjacent vertices u and v, then G contains either a cycle of weight at
least 2d or a Hamiltonian cycle.
Although Theorem 3 is a generalization of Pósa’s theorem to weighted graphs, Theorem 3 does not generalize Theorem 1,
since the latter conclusion is weaker than the one in Theorem 1.
Now we dig into the situation where Theorems 1 and 3 hold and Statement 2 does not hold. In Theorem 1, since every
vertex has weighted degree at least d, one can regard a Hamiltonian cycle as a cycle which contains all the vertices of
weighted degree at least d. Then the reason why Statement 2 does not hold can be guessed; that, under the condition
of Statement 2, there exists a vertex of weighted degree less than d, and hence a cycle which contains all the vertices of
weighted degree at least d is not a Hamiltonian cycle. As mentioned above, there may exist an optimal cycle which does
not contain the vertices whose weighted degrees are small; on the contrary, every optimal cycle must contain the vertices
whose weighted degrees are large. From this point of view, the following question can be asked.
Question 1. Let G be a 2-connected weighted graph and d a nonnegative real number. Assume that dwG (u) + dwG (v) ≥ 2d for
every pair of nonadjacent vertices u and v. Then, does either of the following is true?
(a) G contains a cycle of weight at least 2d.
(b) Every optimal cycle contains all the vertices of weighted degree at least d.
The answer to this question is also negative. Let U1 = {u1}, V1 = {v1, v2, . . . , vk} and U2 = {u2, u3, u4}, where k ≥ 5.
Let G be a graph such that V (G) = U1 ∪ V1 ∪ U2 and E(G) = {u1v | v ∈ V1} ∪ {vv′ | v, v′ ∈ V1} ∪ {vu | v ∈ V1, u ∈
U2} ∪ {u2u3, u3u4, u4u2}. We assign weight d/k for every edge incident to u1, weight d/2 for the edges u2u3, u3u4 and u4u2,
and weight 0 for all the other edges, where d > 0. Then, since every vertex in U1 or U2 has weighted degree d, G satisfies the
conditions of Question 1. Now the cycle C = u2u3u4u2 is the only optimal cycle of G. However, the weight of C is 3d/2 < 2d,
and C does not contain the vertex u1 though it has weighted degree d. Therefore, this example shows that Question 1 has a
negative answer.
Next, we make another study of this situation. In Statement 2, even if the former conclusion does not hold, there occurs
an optimal cycle which does not contain the vertices of small weighted degree. Now, what happens if we restrict our subject
to the cycles that contain all vertices of small weighted degree? It may happen that every optimal cycle among them is a
Hamiltonian cycle. With this observation, the following theorem is obtained.
Theorem 4. Let G be a 2-connected weighted graph and d a nonnegative real number. Assume that dwG (u) + dwG (v) ≥ 2d for
every pair of nonadjacent vertices u and v. Then either G contains a cycle of weight at least 2d or every optimal cycle among those
that contain all vertices of weighted degree less than d is a Hamiltonian cycle.
If a graph satisfies the conditions of the above theorem, then the graph induced by all vertices of weighted degree less
than d is a complete graph. Thus, the second conclusion never becomes trivial. Moreover, we can put the latter conclusion
of Theorem 4 instead of the latter one of Theorem 1 (In fact in Theorem 1 there is no vertex of weighted degree less than
d). Therefore, Theorem 4 is a generalization of Theorem 1, and so Theorem 4 explicates much of the property of weighted
graphs, which we have not known.
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Instead of proving Theorem 4, the following theorem, which is slightly stronger than Theorem 4, is shown in Section 5.
Theorem 5. Let G be a 2-connected weighted graph and d a nonnegative real number. Assume that max{dwG (u), dwG (v)} ≥ d for
every pair of nonadjacent vertices u and v. Then either G contains a cycle of weight at least 2d or every optimal cycle among those
that contain all vertices of weighted degree less than d is a Hamiltonian cycle.
3. Heavy cycles passing through some specified vertices
As the study of cycle problems in unweighted graphs progressed, some problems concerning the existence of certain
cycles passing through some specified elements have aroused our deep interest. For example, as to long cycles in unweighted
graphs, Locke [9] gave a generalization of the result of Dirac by showing the existence of a long cycle passing through two
specified vertices, under the same condition as Dirac’s Theorem. Egawa et al. [5] extended this result for the graphs with
large connectivity, and in [8] further extension concerning cycles passing through a linear forest has been shown by Hu et al.
The importance of these results is not only the theorems themselves but also new techniques to prove them.
In this paper, we make a similar extension on the problems about heavy cycles in weighted graphs. Using Dirac-type
condition, some results on this topic have been proved (see [6,7] and [12]). Here we deal with an Ore-type condition, and
prove the following result, which is an extension of Theorem 4.
Theorem 6. Let G be a 2-connected weighted graph and d be a nonnegative real number. Assume that dwG (u)+ dwG (v) ≥ 2d for
every pair of non-adjacent vertices u and v in G. Then for every pair of vertices y1 and y2 in G, either
(a) G contains a cycle of weight at least 2d containing both y1 and y2, or
(b) every optimal cycle among those that contain all vertices of weighted degree less than d is a Hamiltonian cycle.
In Section 6 we prepare some lemmas that we need to prove Theorem 6, and the proof is given in Section 7. As we
will see in these sections, the proof of Theorem 6 is comparatively long. The reason should be that proof techniques for
cycle problems in weighted graphs have not been developed thoroughly, compared with the ones for cycle problems in
unweighted graphs. Indeed, a lot of new techniques are introduced in order to prove Theorem 6 (especially in Lemmas 3–6).
However, these are not yet enough to handle this problem easily. For future research, there is much interest to establish a
new method for the shorter proof of this problem.
4. Terminology and notation
Here we prepare terminology and notation used in this paper. Let G be a weighted graph and L,M be disjoint subsets of
V (G). We denote
⋃
v∈L(NG(v) ∩ M) by NM(L). The subgraph induced by L in G is denoted by G[L]. Let H be a subgraph of G.
We use δwG (H) := minv∈V (H) dwG (v). If a component of a graph contains a vertex y, we call it a y-component. A Y-cycle is a
cycle which contains every vertex of Y ⊆ V (G).
An (x, z)-path is a path whose endvertices are x and z. Moreover if an (x, z)-path contains all vertices in Y ⊆ V (G), we
call it an (x, Y , z)-path. Let Z be a subset of V (G) and y be a vertex in V (G) \ Z . A path P is called a (y, Z)-path if P is a
(y, z)-path, where z ∈ Z , and V (P)∩ Z = {z}. A subgraph F of G is called a (y, Z)-fan of width k if F is a union of (y, Z)-paths
P1, P2, . . . , Pk, where V (Pi) ∩ V (Pj) = {y} for i 6= j. The maximum number of the width of (y, Z)-fans in G is denoted by
k(G; y, Z).
Let C = v1v2 . . . vpv1 be a cycle, where the indices are considered as modulo p. The segment vivi+1 . . . vj is denoted by
C[vi, vj] or viCvj, and its reverse by←−C [vj, vi] or vj←−C vi. Let T be a tree and let u, v be distinct vertices of T . Then there is
exactly one (u, v)-path in T . This path is also denoted by T [u, v] or uTv. When S is a cycle or a tree, we denote S[vi, vj]−{vi},
S[vi, vj] − {vj} and S[vi, vj] − {vi, vj} by S(vi, vj], S[vi, vj) and S(vi, vj), respectively.
We often identify a subgraphH ofGwith its vertex set V (H). For example,NG(V (H)) is often denoted byNG(H). Moreover,
for a vertex v, we sometimes denote {v} by v when there is no fear of confusion.
For terminology and notation not explained in this paper, we refer the readers to [4].
5. Proof of Theorem 5
In our proof of Theorem 5, we use the following fact, which is a corollary of Theorem 4 of [7].
Corollary 7. Let G be a 2-connected weighted graph, L be a subset of V (G), M be a component of G− L, and y be a vertex in M.
Assume that δwG (M) ≥ d. Then for every (y, L)-fan F1, there exists a (y, L)-fan F2 such that
• w(F2) ≥ d,• V (F1) ∩ L ⊆ V (F2) ∩ L, and• the width of F2 is equal to k(G; y, L).
Note that if G is 2-connected, then k(G; y, L) ≥ 2 holds for every L ⊂ V (G), |L| ≥ 2 and y ∈ V (G) \ L.
Proof of Theorem 5. Let X = {v ∈ V (G) | dwG (v) < d}, then by the condition of Theorem 5, it follows that G[X] is a
complete graph. Since G is 2-connected, there exists a set C of cycles which contain all vertices of X . If every optimal one in
C is Hamiltonian, then there is nothing to prove, sowe assume that there exists a cycle C which is an optimal one inC and not
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a Hamiltonian cycle. Let H be a component of G− C and take a vertex y in H . Since every vertex in H has weighted degree at
least d, Corollary 7 implies that there exists a (y, C)-fan F of weight at least d andwidthm ≥ 2. Let F ∩C = {v1, v2, . . . , vm},
where v1, v2, . . . , vm appear in the consecutive order along C . For 1 ≤ i ≤ m, let Pi be the path joining y and vi in F , and let
Qi = C[vi, vi+1]. Moreover, let S = {i | C(vi, vi+1) ∩ X = ∅} and T = {i | C(vi, vi+1) ∩ X 6= ∅}. We consider vm+1 = v1 and
Pm+1 = P1.
Claim 1. For every i ∈ S,w(Qi) ≥ w(Pi)+ w(Pi+1).
Proof. Since i ∈ S, the cycle C ′ = viPiyPi+1vi+1Cvi contains all vertices in X . By the choice of C , we have w(C) ≥ w(C ′),
which impliesw(Qi) ≥ w(Pi)+ w(Pi+1). 
Claim 2. For every i, j ∈ T with i 6= j,w(Qi)+ w(Qj) ≥ w(Pi)+ w(Pi+1)+ w(Pj)+ w(Pj+1).
Proof. For every l ∈ T , let rl and sl be the vertices in C(vl, vl+1) ∩ X such that C(vl, rl) ∩ X = ∅ and C(sl, vl+1) ∩ X = ∅,
respectively. Then, since G[X] is a complete graph, we have rirj ∈ E(G). Now by the definition of ri and rj, it follows that
the cycle C ′ = viPiyPjvj←−C rirjCvi contains all vertices in X . From the choice of C , we have w(C) ≥ w(C ′), and hence
w(C[vi, ri])+ w(C[vj, rj]) ≥ w(Pi)+ w(Pj). By the similar argument as above, we obtainw(C[si, vi+1])+ w(C[sj, vj+1]) ≥
w(Pi+1)+ w(Pj+1). Therefore,
w(Qi)+ w(Qj) ≥ w(C[vi, ri])+ w(C[si, vi+1])+ w(C[vj, rj])+ w(C[sj, vj+1])
≥ w(Pi)+ w(Pi+1)+ w(Pj)+ w(Pj+1). 
Nowwe assume that |T | ≤ 1. Then, |S| ≥ m−1 holds.Without loss of generality,wemay assume that {1, 2, . . . ,m−1} ⊆
S. Let C ′ = yP1v1CvmPmy, then Claim 1 implies
w(C ′) = w(P1)+ w(C[v1, vm])+ w(Pm)
= w(P1)+
m−1∑
i=1
w(Qi)+ w(Pm)
≥ w(P1)+
m−1∑
i=1
(w(Pi)+ w(Pi+1))+ w(Pm)
= 2
m∑
i=1
w(Pi) = 2w(F) ≥ 2d.
Hence C ′ is a required cycle.
Next assume that |T | ≥ 2. For 1 ≤ i ≤ |T |, let f (i) be the ith number in T and let f (|T | + 1) = f (1). By Claims 1 and 2,
we have
2w(C) = 2
m∑
i=1
w(Qi)
= 2
∑
i∈S
w(Qi)+ 2
∑
i∈T
w(Qi)
= 2
∑
i∈S
w(Qi)+
|T |∑
i=1
(
w(Qf (i))+ w(Qf (i+1))
)
≥ 2
∑
i∈S
(w(Pi)+ w(Pi+1))+
|T |∑
i=1
(
w(Pf (i))+ w(Pf (i)+1)+ w(Pf (i+1))+ w(Pf (i+1)+1)
)
= 2
∑
i∈S
(w(Pi)+ w(Pi+1))+ 2
|T |∑
i=1
(
w(Pf (i))+ w(Pf (i)+1)
)
= 2
∑
i∈S
(w(Pi)+ w(Pi+1))+ 2
∑
i∈T
(w(Pi)+ w(Pi+1))
= 2
m∑
i=1
(w(Pi)+ w(Pi+1))
= 4
m∑
i=1
w(Pi) = 4w(F) ≥ 4d.
Therefore we havew(C) ≥ 2d, which implies that C is a required cycle. This completes the proof of Theorem 4. 
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6. Lemmas for Theorem 6
In this section and the next section, we assume that G is a weighted graph which satisfies the conditions of Theorem 6,
X = {v ∈ V (G) | dwG (v) < d}, and V (G) = {u1, u2, . . . , u|V (G)|} such that dwG (ui) ≤ dwG (uj) for every i, j with
1 ≤ i < j ≤ |V (G)|. We denote di = dwG (ui) andwi = 2d− di.
We use the following theorem in our proof of Theorem 6.
Theorem 8 (Fujisawa [7]). Let G be a 2-connected weighted graph and let d be a nonnegative real number. Let x, z ∈ V (G)
such that x 6= z, and let y1, y2 ∈ V (G). Assume that there exists an (x, {y1, y2}, z)-path P in G. If dwG (v) ≥ d for every vertex
v ∈ V (G) \ {x, z}, then there exists an (x, {y1, y2}, z)-path of weight at least d.
Moreover, Corollary 7 is used many times in this section and the next section. Now we prepare other lemmas which are
used in our proof of Theorem 6.
Lemma 9. Let C be a cycle in G, z be a vertex in G−C, and F be a (z, C)-fan of width p ≥ 2. Let V (C)∩V (F) = {a1, a2, . . . , ap},
where a1, a2, . . . , ap appear in the consecutive order along C. If w(F [ai, ai+1]) ≤ w(C[ai, ai+1]) for every i with 1 ≤ i ≤ p− 1,
thenw(a1CapFa1) ≥ 2w(F).
Proof. Let ap+1 = a1. Then,
w(a1CapFa1) =
p−1∑
i=1
w(C[ai, ai+1])+ w(F [ap, a1])
≥
p−1∑
i=1
w(F [ai, ai+1])+ w(F [ap, a1])
=
p∑
i=1
w(F [ai, ai+1])
= 2
p∑
i=1
w(F [z, ai])
= 2w(F). 
Lemma 10. Let C be a cycle in G, z1 be a vertex in G−C and F be a (z1, C)-fan ofwidth p ≥ 3. Let V (C)∩V (F) = {a1, a2, . . . , ap},
where a1, a2, . . . , ap appear in the consecutive order along C, and let z2 be a vertex in C[ap, a1]. Now assume that
• w(F [a1, ap]) ≤ w(C[ap, a1]),
• w(F)+ 12w(C) ≥ 2d and• w(C) ≥ 2d.
Then there exists i with 1 ≤ i ≤ p − 1 such that the weight of the cycle aiFai+1Cai is at least 2d. In particular, there exists a
{z1, z2}-cycle of weight at least 2d in G.
Proof. It follows that
p−1∑
i=1
w(aiFai+1Cai) =
p−1∑
i=1
(w(F [ai, ai+1])+ w(C)− w(C[ai, ai+1]))
=
p−1∑
i=1
w(F [ai, ai+1])+ (p− 1)w(C)− w(C[a1, ap])
= 2w(F)− w(F [ap, a1])+ (p− 2)w(C)+ w(C[ap, a1])
≥ 2w(F)− w(F [ap, a1])+ (p− 2)w(C)+ w(F [ap, a1])
= 2w(F)+ (p− 2)w(C)
= 2w(F)+ w(C)+ (p− 3)w(C)
≥ 2 · 2d+ (p− 3)2d
= (p− 1)2d.
Hence for some iwith 1 ≤ i ≤ p−1, theweight of the cycle aiFai+1Cai is at least 2d. Note that this cycle is a {z1, z2}-cycle. 
Lemma 11. Let k ≥ 1. Let C be a cycle in G which contains {u1, u2, . . . , uk}, H be a component of G − C, and z be a vertex
in H. Let F be the set of all (z, C)-fans with width k(G; z, C) and weight at least δwG (H). If there exists no fan F ∈ F such that{u1, u2, . . . , uk} ⊆ V (F), then for some l with 0 ≤ l < k, there exists a (z, C)-fan F of weight at least max{δwG (H), wl+1} and
width k(G; z, C) which contains {u1, u2, . . . , ul} (If l = 0, then {u1, u2, . . . , ul}means an emptyset).
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Proof. In case of u1 6∈ NC (H), let l = 0, otherwise, let l = max{i | there exists a (z, C)-fan which contains {u1, . . . , ui}}. If
l = k, then by Corollary 7, there is a fan F ∈ F such that {u1, u2, . . . , uk} ⊆ V (F), contrary to the assumption of this lemma.
Hence l < k. We prove that there exists a required fan for this l. If ul+1 6∈ NC (H), then from the condition of Theorem 6, it
follows that δwG (H) ≥ 2d − dl+1 = wl+1. Hence by Corollary 7, we obtain the required fan. Therefore, we may assume that
ul+1 ∈ NC (H). This means u1 ∈ NC (H), and hence l ≥ 1 holds by the definition of l.
Let M ′ = G[V (H) ∪ {u1, u2, . . . , ul+1}]. We make a new graph M such that V (M) = V (M ′) ∪ {vM} and E(M) =
E(M ′) ∪ {vMu1, vMu2, . . . , vMul+1}. Since there exists no (z, C)-fan which contains {u1, u2, . . . , ul+1} in G, there exists a
vertex set Q ⊆ V (M) \ {z, vM} of cardinality at most l which separates z and vM in M . From the existence of a (z, C)-fan F
which contains {u1, u2, . . . , ul} in G, we can find l internally disjoint (z, vM)-paths in M , which implies |Q | ≥ l. Therefore,
|Q | = l holds. Since there exists no (z, C)-fan which contains {u1, u2, . . . , ul+1} in G, ul+1 6∈ F . Moreover, since Q separates
z and vM inM , we obtain Q ∩ F [z, ui] 6= ∅ for every iwith 1 ≤ i ≤ l. Therefore, Q ⊆ F holds, which implies that Q does not
contain ul+1. By the fact ul+1vM ∈ E(M), it holds that ul+1 is in the vM-component ofM − Q .
Let H∗ be the z-component of G − {C ∪ Q }. Note that H∗ is a subgraph of H and H∗ is the same as the z-component of
M − Q . Hence vul+1 6∈ E(G) for every v ∈ V (H∗). Therefore, δwG (H∗) ≥ 2d− dl+1 = wl+1. Since Q ∩ F [z, ui] 6= ∅ for every
i with 1 ≤ i ≤ l, there exists a (z,Q )-fan F1 in G[H∗ ∪ Q ] such that Q ⊂ V (F1). Thus, it follows from Corollary 7 that there
exists a (z,Q ∪ C)-fan F2 in G such thatw(F2) ≥ δwG (H∗) and F2 contain every vertex in Q . Let P∗ =
⋃
1≤i≤l F [z, ul]− V (H∗).
Now recall that Q separates z and vM in M , therefore there exists no (z, {u1, u2, . . . , ul})-path which does not contain any
vertex of Q . Hence, V (P∗) ∩ V (F2) = Q . Adding P∗ to F2, we can find a (z, C)-fan F∗ such that w(F∗) = w(F2) + w(P∗) ≥
max{δwG (H), wl+1} and V (F∗) ∩ V (C) ⊇ V (P∗) ∩ V (C) = {u1, u2, . . . , ul}, which is the required fan. 
Lemma 12. Let k ≥ 0, |X | ≥ k + 1 and Z ⊆ V (G) with |Z | = 2. Assume that G is 3-connected and there exists a cycle C in G
such that Z ∩ V (C) 6= ∅, {u1, u2, . . . , uk} ⊆ V (C) and w(C) ≥ 2wk+1. Then there exists a cycle C ′ in G such that Z ⊆ V (C ′)
andw(C ′) ≥ 2d.
Proof. Let C be an optimal cycle among those that satisfy Z ∩ V (C) 6= ∅ and {u1, u2, . . . , uk} ⊆ V (C). By the assumption
of this lemma, C has weight at least 2wk+1. It follows from |X | ≥ k+ 1 that dk+1 < d, which implies wk+1 > d, so we have
w(C) > 2d. Hence we have nothing to prove if Z ⊆ V (C). Assume that Z 6⊆ V (C). Let z1 be the vertex in Z ∩ V (C) and z2 be
the vertex in Z \ V (C). Let H be a z2-component of G− C .
We use induction on k, and consider two cases. Note that the case k = 0 is included in the following Case 1.
Case 1. There exists a (z2, C)-fan which contains {u1, u2, . . . , uk}.
It follows from {u1, u2, . . . , uk} ⊆ V (C) that δwG (H) ≥ dk+1. By Corollary 7, there exists a (z2, C)-fan F of width p =
k(G; z2, C) ≥ 3 and w(F) ≥ δwG (H) ≥ dk+1 which contains {u1, u2, . . . , uk}. Let V (C) ∩ V (F) = {a1, a2, . . . , ap},
where a1, a2, . . . , ap appear in the consecutive order along C and z1 ∈ C[ap, a1]. Consider the cycle C ′ = apFa1Cap. Note
that C ′ contains {u1, u2, . . . , uk} and z2. By the choice of C , it follows that w(F [ap, a1]) ≤ w(C[ap, a1]). Now we have
w(F) + 12w(C) ≥ dk+1 + wk+1 = 2d, and recall that w(C) > 2d. It follows from Lemma 10 that there exists a {z1, z2}-
cycle of weight at least 2d, which is the required cycle.
Case 2. There exists no (z2, C)-fan which contains {u1, u2, . . . , uk}.
By Lemma 11, for some l with 0 ≤ l < k, there exists a (z2, C)-fan F of width p = k(G; z2, C) ≥ 3 and weight at least
wl+1 which contains {u1, u2, . . . , ul}. Let V (C) ∩ V (F) = {a1, a2, . . . , ap}, where a1, a2, . . . , ap appear in the consecutive
order along C and z1 ∈ C[ap, a1]. Let Ci = aiFai+1Cai for every i with 1 ≤ i ≤ p − 1. If w(F [ai, ai+1]) ≥ w(C[ai, ai+1]) for
some i with 1 ≤ i ≤ p − 1, then w(Ci) ≥ w(C) > 2d and z1, z2 ∈ V (Ci), and thus Ci is the required cycle. So, we assume
that w(F [ai, ai+1]) < w(C[ai, ai+1]) for every i with 1 ≤ i ≤ p − 1. Let C ′ = a1CapFa1, then it follows from Lemma 9 that
w(C ′) ≥ 2w(F) ≥ 2wl+1. Now {u1, u2, . . . , ul} ⊆ V (F) ∩ V (C) ⊆ V (C ′) and z2 ∈ C ′, and hence this lemma holds by the
induction hypothesis. 
Let C be a cycle in G, z be a vertex in G− C and F be a (z, C)-fan. Let V (C)∩V (F) = {a1, a2, . . . , ap}, where a1, a2, . . . , ap
appear in the consecutive order along C . If there exist i, j with i 6= j such that C(ai, ai+1) ∩ X 6= ∅ and C(aj, aj+1) ∩ X 6= ∅,
then we call that F divides X on C .
Lemma 13. Let C be an optimal cycle in G among those that satisfy X ⊆ V (C), H be a component of G − C, z1 be a vertex in
H and z2 be a vertex in C. Moreover, let F be a (z1, C)-fan of weight at least δwG (H) which divides X on C. Then there exists a{z1, z2}-cycle of weight at least 2δwG (H) which contains X. In particular,w(C) ≥ 2δwG (H).
Proof. Let V (C) ∩ V (F) = {a1, a2, . . . , ap}, where a1, a2, . . . , ap appear in the consecutive order along C . We consider
ap+1 = a1. Let Pi = F [z1, ai] and Qi = C[ai, ai+1]. Moreover, let T = {i | 1 ≤ i ≤ p, C(ai, ai+1) ∩ X 6= ∅}. For every i ∈ T , let
ri and si be the vertices in C(ai, ai+1)∩X such that C(ai, ri)∩X = ∅ and C(si, ai+1)∩X = ∅, respectively, and let Ri = C[ai, ri]
and Si = C[si, ai+1].
Claim 3. w(Ri)+ w(Rj) ≥ w(Pi)+ w(Pj) for every i, j ∈ T with i 6= j.
Proof. Note that, by the assumption of Theorem 6 and the definition of X , G[X] is a complete graph. Thus rirj ∈ E(G). Let
C ′ = riCajFai←−C rjri. From the fact X ⊆ V (C) and the definition of ri and rj, it follows that C ′ contains every vertex in X . By
the choice of C , we obtainw(C ′) ≤ w(C), which implies the assertion. 
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By symmetry, the following holds.
Claim 4. w(Si)+ w(Sj) ≥ w(Pi+1)+ w(Pj+1) for every i, j ∈ T with i 6= j. 
The following two claims are easily shown by using Claims 3 and 4, respectively.
Claim 5. If w(Ri) < w(Pi) for some i ∈ T , thenw(Rj) > w(Pj) for every j ∈ T \ {i}. 
Claim 6. If w(Si) < w(Pi+1) for some i ∈ T , thenw(Sj) > w(Pj+1) for every j ∈ T \ {i}. 
Claim 7. w(Qi) ≥ w(Pi)+ w(Pi+1) for every i with 1 ≤ i ≤ p, i 6∈ T .
Proof. Let C ′ = ai+1CaiFai+1. Then, since i 6∈ T , C ′ contains every vertex in X . It follows from the choice of C that
w(C ′) ≤ w(C), which implies the assertion. 
Since F divides X on C , |T | ≥ 2 holds. By Claims 5 and 6, we can take l, l′ ∈ T so thatw(Ri) ≥ w(Pi) andw(Si) ≥ w(Pi+1)
for every i ∈ T \ {l, l′}. Let C ′ = rlCal′Fal←−C rl′ rl. Then C ′ contains z1 and X . It follows from Claim 4 that
w(C ′) ≥ w(C)− w(Rl)− w(Rl′)+ w(Pl)+ w(Pl′)
≥
∑
i∈T\{l,l′}
w(Ri)+
∑
i∈T\{l,l′}
w(Si)+ w(Sl)+ w(Sl′)+
∑
i6∈T
w(Qi)+ w(Pl)+ w(Pl′)
≥
∑
i∈T\{l,l′}
w(Pi)+
∑
i∈T\{l,l′}
w(Pi+1)+ w(Pl+1)+ w(Pl′+1)+
∑
i6∈T
(w(Pi)+ w(Pi+1))+ w(Pl)+ w(Pl′)
=
∑
i∈T
(w(Pi)+ w(Pi+1))+
∑
i6∈T
(w(Pi)+ w(Pi+1))
= 2w(F)
≥ 2δwG (H).
Hence, if z2 ∈ C ′, then C ′ is the required cycle. Moreover, since C ′ contains X , we obtain w(C) ≥ w(C ′) ≥ 2δwG (H) by the
choice of C . In case of z2 6∈ C ′, C ′′ = al+1Csl′sl←−C al′+1Fal+1 contains z1, z2 and X . By the same argument as above, using
Claim 3, we obtain the assertion. 
Lemma 14. Assume that G is 3-connected and there exists a z1-cycle in G of weight at least 2d which contains X. Then for every
z2 ∈ V (G), there exists a {z1, z2}-cycle of weight at least 2d.
Proof. Let C be an optimal cycle among those that satisfy X ⊆ V (C) and {z1, z2}∩V (C) 6= ∅. By the assumption,w(C) ≥ 2d
holds. If z1, z2 ∈ C , then there is nothing to prove. Suppose not. We may assume that z1 ∈ C and z2 6∈ C , since otherwise we
can prove by the same way. Let H be a z2-component of G− C . LetF be the set of all (z2, C)-fans with width p = k(G; z2, C)
and weight at least δwG (H). Note that Corollary 7 implies that F 6= ∅, and p ≥ 3 holds since G is 3-connected. We consider
three cases.
Case 1. There exists F ∈ F such that F divides X on C .
We can find the required cycle by the same argument as the proof of Lemma 13.
Case 2. There exists F ∈ F such that X ⊆ V (F).
Let V (C) ∩ V (F) = {a1, . . . ap}, where a1, a2, . . . , ap appear in the consecutive order along C and z1 ∈ C[ap, a1].
Let C ′ = a1CapFa1. Then V (C ′) ⊇ V (F) ∩ V (C) ⊇ X and z2 ∈ V (C ′). Hence, by the choice of C , w(C ′) ≤ w(C)
holds, which implies w(F [a1, ap]) ≤ w(C[ap, a1]). Recall that w(C) ≥ 2d. Since X ⊆ V (C), w(F) ≥ δwG (H) ≥ d. Thus
w(F)+ 12w(C) ≥ d+ 12 · 2d = 2d. Therefore, Lemma 10 implies the assertion.
Case 3. Otherwise.
Since there exists no fan in F which contains X , it follows from Lemma 11 that there exists a (z2, C)-fan F of width
k(G; z2, C) and weight at least max{δwG (H), wl+1} which satisfies {u1, u2, . . . , ul} ⊆ V (F) for some l with 0 ≤ l < |X |.
Let V (C)∩V (F) = {a1, a2, . . . , ap}, where a1, a2, . . . , ap appear in the consecutive order along C . Without loss of generality,
we may assume that C(ai, ai+1)∩ X = ∅ for every iwith 1 ≤ i ≤ p− 1, since there exists no fan inF which divides X on C .
Let Ci = aiFai+1Cai for every iwith 1 ≤ i ≤ p− 1. Then, for every i, X ∪ {z2} ⊆ V (Ci). It follows from the choice of C that
w(Ci) ≤ w(C), and hencew(F [ai, ai+1]) ≤ w(C[ai, ai+1]) holds for every iwith 1 ≤ i ≤ p− 1.
Let C ′ = a1CapFa1. Then V (C ′) ⊇ V (F) ∩ V (C) ⊇ {u1, . . . , ul}. Further, it follows from Lemma 9 that w(C ′) ≥ 2w(F) ≥
2wl+1. Since z2 ∈ V (C ′), Lemma 12 implies the assertion. 
7. Proof of Theorem 6
First, assume that the connectivity of G is 2. We call L ⊆ V (G) a 2-cut of G if L separates G and |L| = 2.
Claim 8. Let L = {l1, l2} be a 2-cut of G. Let H1 and H2 be two components of G− L. Then for any z1 ∈ V (H1) and z2 ∈ V (H2),
there exists a {z1, z2, l1, l2}-cycle of weight at least 2d.
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Proof. For i = 1, 2, let H∗i = G[V (Hi) ∪ {l1, l2}] + l1l2. Now assume that H∗i is provided with a weighting function wi such
that
wi(e) =
{
w(e) if e ∈ E(G) \ {l1l2},
0 if e = l1l2.
Then dw
i
H∗i
(v) = dwG (v) for all v ∈ H∗i \ L. Note that H∗i is 2-connected. In case of δwG (Hi) = 0, take any (l1, zi, l2)-path Pi in G,
thenw(Pi) ≥ δwG (Hi)holds. In case of δwG (Hi) > 0, it follows fromTheorem8 that there exists an (l1, zi, l2)-path Pi ofweight at
least δwG (Hi) inH
∗
i . Sincew
i(l1l2) = 0, Pi is not the path l1l2, and hence Pi is the path in G. Thus, we can find a (l1, zi, l2)-path Pi
ofweight at least δwG (Hi) inG. Therefore, C = P1∪P2 is a {zi, z2, l1, l2}-cycle ofweight at least δwG (H1)+δwG (H2) inG. Now, since
v1v2 6∈ E(G) for every v1 ∈ V (H1) and v2 ∈ V (H2), it follows that δwG (H1)+ δwG (H2) ≥ 2d. Thus C is the required cycle. 
By Claim 8, we obtain the required cycle if
• y1 and y2 are contained in different components of G− L, or• {y1, y2} ∩ L 6= ∅
for some 2-cut L. Hence we may assume that
y1 and y2 are in the same component of G− L for any 2-cut L. (1)
Now fix a 2-cut L of G. Let H1 be the component of G − L which contains both y1 and y2, and let H2 be another component
of G− L. We define H∗i as in the proof of Claim 8. Then there exists an (l1, {y1, y2}, l2)-path in H∗1 , since otherwise a 2-cut L′
separates y1 and y2 in H∗1 , then L′ also separates y1 and y2 in G, which contradicts (1). Hence by Theorem 8, there exists an
(l1, {y1, y2}, l2)-path P1 of weight at least δwG (H1) in H∗1 . Also Theorem 8 implies the existence of (l1, l2)-path P2 of weight at
least δwG (H2) in H
∗
2 . By the same argument as in the proof of Claim 8, we can take P1 and P2 so that they are not the path l1l2.
Hence P1 ∪ P2 is a {y1, y2}-cycle of weight at least δwG (H1)+ δwG (H2) ≥ 2d in G, which is a required cycle. This complete the
proof in case the connectivity of G is two.
Next we assume that G is 3-connected. Now we suppose that (b) of Theorem 6 does not hold, and show (a) holds. Let C
be an optimal cycle among those that contain all vertices of X which is not a Hamiltonian cycle. Note that such C exists since
G[X] is a complete graph by the definition of X .
Case 1. At least one of y1 or y2 is not contained in C .
Without loss of generality, we may assume that y2 6∈ V (C). Let H be the component of G − C which contains y2. Since
X ⊆ V (C), δwG (H) ≥ d holds. LetF be the set of all (y2, C)-fans with width p = k(G; y2, C) and weight at least δwG (H). Note
that Corollary 7 impliesF 6= ∅, and p ≥ 3 holds since G is 3-connected.
Subcase 1.1. There exists F ∈ F which divides X on C .
It follows from Lemma 13 that there exists a y2-cycle of weight≥ 2δwG (H) ≥ 2dwhich contains X . Then Lemma 14 implies
the assertion.
Subcase 1.2. There exists F ∈ F which contains X .
Let V (C) ∩ V (F) = {a1, a2, . . . , ap}, where a1, a2, . . . , ap appear in the consecutive order along C . We consider ap+1 = a1
and let Ci = aiFai+1Cai for every i with 1 ≤ i ≤ p. Then, for every i, X ⊆ V (Ci) holds since X ⊆ V (F). It follows from
the choice of C that w(C) ≥ w(Ci), and hence w(C[ai, ai+1]) ≥ w(F [ai, ai+1]) for every i. Now Lemma 9 implies that
w(Cp) ≥ 2w(F) ≥ 2δwG (H) ≥ 2d. Since Cp contains y2 and X , we obtain the assertion by Lemma 14.
Subcase 1.3. Otherwise.
Since there exists no fan in F which contains X , it follows from Lemma 11 that there exists a (y2, C)-fan F of width
p = k(G; y2, C) and weight at least max{δwG (H), wl+1} which satisfies {u1, u2, . . . , ul} ⊆ V (F), for some l with 0 ≤ l < |X |.
Let V (C)∩V (F) = {a1, a2, . . . , ap}, where a1, a2, . . . , ap appear in the consecutive order along C . Without loss of generality,
we may assume that C(ai, ai+1)∩ X = ∅ for every iwith 1 ≤ i ≤ p− 1, since there exists no fan inF which divides X on C .
For every i with 1 ≤ i ≤ p − 1, let Ci = aiFai+1Cai, then X ⊆ V (Ci) holds since C(ai, ai+1) ∩ X = ∅. It follows
from the choice of C that w(C) ≥ w(Ci), which implies that w(C[ai, ai+1]) ≥ w(F [ai, ai+1]). Let Cp = apFa1Cap. Then
Lemma 9 implies that w(Cp) ≥ 2w(F) ≥ 2wl+1. Now y2 ∈ V (Cp), and from the fact {u1, u2, . . . , ul} ⊆ V (F), it follows that
{u1, u2, . . . , ul} ⊆ V (Cp). Therefore Lemma 12 implies the assertion.
Case 2. Both y1 and y2 are contained in C .
Let y3 be a vertex in G− C , and let H be the y3-component of G− C . Since X ⊆ V (C), δwG (H) ≥ d holds. Let F be the set of
all (y3, C)-fans with width p = k(G; y3, C) and weight at least δwG (H). Note that Corollary 7 implies that F 6= ∅, and p ≥ 3
holds since G is 3-connected.
Subcase 2.1. There exists F ∈ F which divides X on C .
Since y1 ∈ V (C), it follows from Lemma 13 that there exists a y1-cycle of weight ≥ 2δwG (H) ≥ 2d which contains X . Then
Lemma 14 implies the assertion.
Subcase 2.2. There exists F ∈ F which contains X .
Let V (C) ∩ V (F) = {a1, a2, . . . , ap}, where a1, a2, . . . , ap appear in the consecutive order along C . We consider ap+1 = a1.
For every i with 1 ≤ i ≤ p, let Ci = aiFai+1Cai, then X ⊆ V (Ci) for every i since X ⊆ V (F). By the choice of C , we
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Fig. 1. The (y1, Cp)-fan.
have w(C) ≥ w(Ci), which implies that w(C[ai, ai+1]) ≥ w(F [ai, ai+1]) for every i. Now w(C) = ∑pi=1w(C[ai, ai+1]) ≥∑p
i=1w(F [ai, ai+1]) = 2w(F) ≥ 2δwG (H) ≥ 2d, and hence C is the required cycle.
Subcase 2.3. Otherwise.
Since there exists no fan in F which contains X , it follows from Lemma 11 that there exists a (y3, C)-fan F of width
p = k(G; y3, C) and weight at least max{δwG (H), wl+1} which satisfies {u1, u2, . . . , ul} ⊆ V (F), for some l with 0 ≤ l < |X |.
Let V (C)∩V (F) = {a1, a2, . . . , ap}, where a1, a2, . . . , ap appear in the consecutive order along C . Without loss of generality,
we may assume that C(ai, ai+1)∩ X = ∅ for every iwith 1 ≤ i ≤ p− 1, since there exists no fan inF which divides X on C .
For every iwith 1 ≤ i ≤ p−1, letCi = aiFai+1Cai, thenX ⊆ V (Ci)holds sinceC(ai, ai+1)∩X = ∅. It follows from the choice
of C thatw(C) ≥ w(Ci), which implies thatw(C[ai, ai+1]) ≥ w(F [ai, ai+1]) for every i, 1 ≤ i ≤ p−1. Let Cp = apFa1Cap. Then
Lemma 9 implies that w(Cp) ≥ 2w(F) ≥ 2wl+1. Note that {u1, u2, . . . , ul} ⊆ V (F) ∩ V (C) ⊆ V (C[a1, ap]). By Lemma 12,
the following claim holds.
Claim 9. If there exists a cycle of weight at least w(Cp) which contains C[a1, ap] and at least one of y1 and y2, then the required
cycle exists. 
By Claim 9, the assertion holds if {y1, y2} ∩ C[a1, ap] 6= ∅. Thus, we assume that y1, y2 ∈ C(ap, a1). Let H1 be the component
of G− Cp which contains C(ap, a1).
We call a pair of two vertices b1, b2 in NCp(H1) a good pair, if there exists a (b1, b2)-path P which satisfies the following:
(i) V (P) ∩ {y1, y2} 6= ∅,
(ii) V (P) ∩ V (Cp) = {b1, b2} and
(iii) w(b2Cpb1Pb2) ≥ 2d.
Nowwe prove that there exists a good pair. Since {u1, u2, . . . , ul} ⊆ V (Cp), δwG (H1) ≥ dl+1 = 2d−wl+1 ≥ 2d− 12w(Cp).
Note that C[ap, a1] is a (y1, Cp)-fan of width 2. By Corollary 7, we obtain a (y1, Cp)-fan F1 of width q = k(G; y1, Cp) ≥ 3
and weight at least δwG (H1) ≥ 2d − 12w(Cp) such that a1, ap ∈ V (F1). Let V (Cp) ∩ V (F1) = {a′1, a′2, . . . , a′q}, where
a′1 = a1 and a′1, a′2, . . . , a′q appear in the consecutive order along Cp. Since ap ∈ V (F1), a′q is in Cp[ap, a1) (See Fig. 1). If
w(Cp[a′q, a′1]) < w(F1[a′q, a′1]), then theweight of the cycle Cq = a′1Cpa′qF1a′1 is at leastw(Cp). Moreover, Cq contains C[a1, ap]
and the vertex y1. By Claim 9 we obtain the required cycle. Therefore, we assume that w(Cp[a′q, a′1]) ≥ w(F1[a′q, a′1]). Then
Lemma 10 implies that there exist b1, b2 ∈ Cp[a′1, a′q] ∩ V (F1) such thatw(b2Cpb1F1b2) ≥ 2d. Let P = F1[b1, b2], then above
(i), (ii) and (iii) holds. Hence b1, b2 is a good pair.
Take a good pair b1, b2 and a (b1, b2)-path P so that
(iv) |V (Cp[b1, b2])| is minimum subject to (i), (ii) and (iii), and
(v) w(P) is maximum subject to (iv).
We assume that y1 ∈ V (P), since otherwise we can prove by the same way. Let
C ′p = b2Cpb1Pb2.
If y2 ∈ V (P), then (iii) implies that C ′p is the required cycle. Suppose that y2 6∈ V (P). LetH ′1 be the y2-component ofG−(Cp∪P),
then H ′1 ⊆ H1. Hence δwG (H ′1) ≥ δwG (H1) ≥ 2d − 12w(Cp). Recall that either C[y1, y2] or C[y2, y1] is a (y2, y1)-path which is
disjoint to Cp. Therefore, there exists a (y2, P)-path which is disjoint to Cp. This path is nothing but a (y2, Cp ∪ P)-fan F ′ of
width 1 such that V (F ′)∩(V (P)\V (Cp)) 6= ∅. By Corollary 7, we obtain a (y2, Cp∪P)-fan F2 of width r = k(G; y2, Cp∪P) ≥ 3
and weight at least δwG (H
′
1) ≥ 2d− 12w(Cp)which satisfies V (F2) ∩ (V (P) \ V (Cp)) 6= ∅. Since V (F2) ∩ (V (P) \ V (Cp)) 6= ∅,
we have V (F2) ∩ P(b1, y1) 6= ∅ or V (F2) ∩ P[y1, b2) 6= ∅. We assume V (F2) ∩ P[y1, b2) 6= ∅ since otherwise we can prove
by the same way.
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Fig. 2. The case b3 ∈ V (F2) ∩ Cp(b1, b2).
Fig. 3. The case Cp(b2, b1) ∩ V (F2) = ∅.
Claim 10. V (F2) ∩ Cp(b1, b2) = ∅.
Proof. Suppose not. Let b3 be a vertex in V (F2) ∩ Cp(b1, b2) and b4 be a vertex in V (F2) ∩ P[y1, b2) (See Fig. 2). Let
D = b1Pb4F2b3Cpb1 and let D′ = b3F2b4Pb2Cpb3.
Then
w(D)+ w(D′) = w(b1Pb4F2b3Cpb1)+ w(b3F2b4Pb2Cpb3)
≥ w(P[b1, b4])+ w(Cp[b3, b1])+ w(P[b4, b2])+ w(Cp[b2, b3])
≥ w(P)+ w(Cp[b3, b2])+ w(Cp[b2, b1])+ w(Cp[b2, b3])
= w(P)+ w(Cp[b2, b1])+ w(Cp)
≥ 2d+ 2d
= 4d.
Hence at least one of D or D′ has weight at least 2d. Then, b1, b3 or b3, b2 contradicts the choice (iv) of b1, b2. 
By (v), we obtain
w(P[v, v′]) ≥ w(F2[v, v′]) for every v, v′ ∈ V (P) ∩ V (F2). (2)
Moreover, if there exist v ∈ Cp[b2, b1) ∩ V (F2) and v′ ∈ Cp(v, b1] ∩ V (F2) such that w(Cp[v, v′]) ≤ w(F2[v, v′]), then
w(v′C ′pvF2v′) ≥ w(C ′p) ≥ 2d. Hence v′C ′pvF2v′ is the required cycle. So, we may assume the following:
w(Cp[v, v′]) > w(F2[v, v′]) for every v ∈ Cp[b2, b1) ∩ V (F2) and v′ ∈ Cp(v, b1] ∩ V (F2). (3)
To complete our proof, we consider two cases. First, assume that Cp(b2, b1)∩V (F2) = ∅. In this case,V (C ′p)∩V (F2) ⊆ V (P)
holds. Let V (C ′p) ∩ V (F2) = {c1, c2, . . . , cr}, where c1, . . . , cr appear in the consecutive order along C ′p. Since r ≥ 3, there
exists iwith 1 ≤ i ≤ r − 1 such that y1 6∈ P(ci, ci+1) (See Fig. 3). Let D = b1PciF2ci+1Pb2Cpb1 and D′ = b1PciF2ci+1Pb2←−Cp b1.
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Fig. 4. The case Cp(b2, b1) ∩ V (F2) 6= ∅.
Then both D and D′ contain {y1, y2} and it follows from (2) that
w(D)+ w(D′) = w(b1PciF2ci+1Pb2Cpb1)+ w(b1PciF2ci+1Pb2←−Cp b1)
= 2w(b1PciF2ci+1Pb2)+ w(Cp)
≥ 2w(c1PciF2ci+1Pcr)+ w(Cp)
= 2
{
i−1∑
j=1
w(P[cj, cj+1])+ w(F2[ci, ci+1])+
r−1∑
j=i+1
w(P[cj, cj+1])
}
+ w(Cp)
≥ 2
{
i−1∑
j=1
w(F2[cj, cj+1])+ w(F2[ci, ci+1])+
r−1∑
j=i+1
w(F2[cj, cj+1])
}
+ w(Cp)
≥ 2w(F2)+ w(Cp)
≥ 4d.
Hence either D or D′ is the required cycle.
Next, assume that Cp(b2, b1) ∩ V (F2) 6= ∅. Let V (F2) ∩ P[b1, b2) = {c1, c2, . . . , ci} and V (F2) ∩ Cp[b2, b1) =
{ci+1, ci+2, . . . , cr}, where {c1, c2, . . . , cr} appear in the consecutive order along C ′p (See Fig. 4). Let D = b1PciF2cr←−Cp b1 and
D′ = b1PciF2ci+1Cpb1. Now we have already assumed that V (F2) ∩ P[y1, b2) 6= ∅, and hence ci ∈ P[y1, b2). Thus both D and
D′ contain {y1, y2} and it follows from (2) and (3) that
w(D)+ w(D′) = w(b1PciF2cr←−Cp b1)+ w(b1PciF2ci+1Cb1)
= 2w(P[b1, ci])+ w(F2[ci, cr ])+ w(Cp[b1, cr ])+ w(F2[ci, ci+1])+ w(Cp[ci+1, cr ])+ w(Cp[cr , b1])
= 2w(P[b1, ci])+ w(F2[ci, cr ])+ w(F2[ci, ci+1])+ w(Cp[ci+1, cr ])+ w(Cp)
≥ 2w(P[c1, ci])+ 2w(F2[ci, y2])+ w(F2[y2, cr ])+ w(F2[y2, ci+1])+ w(Cp[ci+1, cr ])+ w(Cp)
= 2
i−1∑
j=1
w(P[cj, cj+1])+ 2w(F2[ci, y2])+ w(F2[y2, cr ])+ w(F2[y2, ci+1])
+
r−1∑
j=i+1
w(Cp[cj, cj+1])+ w(Cp)
≥ 2
i−1∑
j=1
w(F2[cj, cj+1])+ 2w(F2[ci, y2])+ w(F2[y2, cr ])+ w(F2[y2, ci+1])
+
r−1∑
j=i+1
w(F2[cj, cj+1])+ w(Cp)
≥ 2
i∑
j=1
w(F2[cj, y2])+ 2
r∑
j=i+1
w(F2[y2, cj])+ w(Cp)
= 2w(F2)+ w(Cp)
≥ 4d.
Therefore at least one of D or D′ is the required cycle. This completes our proof of Theorem 6. 
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Fig. 5. The case α(G[X]) = 2.
Fig. 6. The weight of a cycle containing vk+1 is at most 2(k− 1) < 2d.
8. Concluding remarks
Remark 1. It is shown in [11] that the following statement, in which so-called Fan-typeweighted degree condition is used,
is false.
False statement 15. Let G be a 2-connected weighted graph and d a nonnegative real number. If max{dwG (u), dwG (v)} ≥ d for
every pair of vertices u and v with distance two, then G contains either a cycle of weight at least 2d or a Hamiltonian cycle.
This shows that Theorem 3 cannot be generalized to a Fan-type theorem. Thus, it is natural to ask the following question:
Between an Ore-type one and a Fan-type one, what condition makes the conclusion of Theorem 3 hold? To this question,
Theorem 5 gives an answer.
Remark 2. Theorem 5 is equivalent to the following theorem. We denote the independence number of a graph G by α(G).
Theorem 16. Let G be a 2-connected weighted graph, d a nonnegative real number, and X = {v ∈ V (G) | dwG (v) < d}. If
α(G[X]) = 1, then either G contains a cycle of weight at least 2d or every optimal cycle among those that contain all vertices of
X is a Hamiltonian cycle.
The following example shows that the condition α(G[X]) = 1 of the above theorem cannot be relaxed to α(G[X]) ≤ 2,
even if we enlarge the connectivity of G. Let G = Kk + (k + 1)K1 with k ≥ 2 and {v1, v2, . . . , vk+1} be the vertex set of
(k + 1)K1. We assign weight 1 for every edge which is incident to one of {v1, v2, . . . , vk−1}, and weight 0 for all the other
edges (See Fig. 5). Now let d = k and X = V (G) \ {v1, v2, . . . , vk−1}. Then G is k-connected, X = {v ∈ V (G) | dwG (v) < d}
and α(G[X]) = 2. However, G is not Hamiltonian and the weight of an optimal cycle in G is 2(k− 1) < 2d.
Remark 3. Theorem 5 uses a weighted degree condition slightly weaker than the Ore-type one used in Theorem 6. Here
we show that Theorem 5 cannot be extended to the result saying ‘‘there exists a heavy cycle containing a specified vertex.’’
The following example shows this fact: Let G = Kk,k+1 with k ≥ 2 and let v1, v2, . . . , vk+1 be the vertices in the partite
set of cardinality k + 1. We assign weight 0 for every edge which is incident to vk+1, and weight 1 for all the other edges
(See Fig. 6). Now let d = k, then G satisfies the conditions of Theorem 5. However, G is not Hamiltonian and the weight of a
cycle containing vk+1 is at most 2(k − 1) < 2d. Therefore, as for the existence of heavy cycles containing specified vertex,
Ore-type weighted degree condition is optimal in a sense.
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