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Abstract
Applications of machine learning are subject to three major components that contribute to the final performance metrics.
Within the specifics of neural networks, and deep learning specifically, the first two are the architecture for the model
being trained and the training approach used. This work focuses on the third component, the data being used during
training. The questions that arise are then “what is in the data” and “what within the data matters?” Looking into the
Radio Frequency Machine Learning (RFML) field of Modulation Classification, the use of synthetic, captured, and
augmented data are examined and compared to provide insights about the quantity and quality of the available data
presented. In general, all three data types have useful contributions to a final application, but captured data germane
to the intended use case will always provide more significant information and enable the greatest performance. Despite
the benefit of captured data, the difficulties that arise from collection often make the quantity of data needed to achieve
peak performance impractical. This paper helps quantify the balance between real and synthetic data, offering concrete
examples where training data is parametrically varied in size and source.
Keywords
RFML, simulation, augmentation, captured data, machine learning, neural networks
1 Introduction
Radio Frequency Machine Learning (RFML) is the
application of machine learning to problems within the
Radio Frequency (RF) domain. While machine learning is a
broad term that applies to many techniques, this work looks
specifically into Deep Learning (DL) within RFML. The data
used during the training of the network is a fundamental
component for taking a problem and developing a solution
to that problem. Once a reliable training routine and a
network of sufficient size have been identified, how well a
trained network is able to solve the problem often comes
down to the quantity and quality of the data available1.
Effectively, there are three sources of data that can be used
to train networks within the RFML space, simulated or
synthetic2–61, captured or collected5,6,12,17,29,31,42,48,62–81, and
augmented5,41,42,58,65,72, which is a combination of the first
two using domain knowledge (focus of this work), or using
Generative Adversarial Networks (GAN) as performed in41.
Due to the nature of the RFML data space, simulated data
is inexpensive thanks to open source tool-kits like GNU
Radio24, where observations can be generated uniquely
in parallel with the only bottleneck being the available
compute resources. Comparatively, performing an Over-
the-Air (OTA) collection costs many orders of magnitude
greater in terms of time and money due to procurement of
the hardware transceivers and having to generate data in
real time rather than in parallel as is done in simulation,
yet all the work done in order to simulate the data is
still needed when not directly examining COTS equipment.
That cost only increases once collection is moved onsite
to environments of interest for acquisition of the highest
quality data because robust mobile systems need to be
assembled in order to perform collects while recording
and storing the vast quantities of IQ data needed for
training. This is a familiar problem in other domains such
as image processing, where labeled training datasets are
augmented to expand the size of the datasets and improve
neural network generalization performance82–84, such that
data augmentation becomes a viable alternative and builds
off a comparably smaller collected dataset. In58, using
synthetic permutations of an Additive White Gaussian Noise
(AWGN) class and combining that with other classes was
enough to increase the performance of their network in
the Army Rapid Capabilities Office’s (RCO) Blind Signal
Classification Competition with an augmentation factor of
seven; i.e., adding seven augmentations per observation to
the original dataset.
In order to understand the impact augmentation brings
to RFML, an application space is needed without loss
of generalization. Due to the widely studied problem of
Automatic Modulation Classification (AMC) within RFML,
the AMC problem space makes a good way to test the
promise of augmentation in RFML data without having to
perform a full exploratory study determining the network
and training routines needed in order to perform well. From
the work done on RF Fingerprinting, the identification of
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the transmitter device, that the channel between transceivers
plays an important role in what can be learned from the
data78, thus the quality of the data rises as the collection
environment better resembles that of the intended application
space. Additionally, not only does the environment matter,
but the role of the algorithms in detecting and isolating a
signal also play an important role since the imperfections in
the algorithms has an impact on a network’s performance
in AMC when not considered38. One final factor known
for AMC is that for diverse waveform spaces a significant
amount, > 1M observations, of data is required48. In
order to better gauge augmentation, focus will be on
augmenting the detection imperfection space along with
varying the effective Signal-to-Noise Ratio (SNR), as these
are computationally cheap augmentations rather than trying
to quantify the imperfections observed in the propagation
path. Here propagation path refers to any effects that
deviate the signal from ideal digital representation, which
include everything from the transmitter’s Digital-to-Analog
Converter (DAC) up to the receiver’s Analog-to-Digital
Converter (ADC). The detection imperfections are taken as
a post processing effect imposed by the detection algorithm
after the receiver’s ADC. While the work in48 does perform
AMC with Over-the-Air (OTA) data collection, it does so in
a relatively benign environment, therefore the work is closer
to what78 called a static channel, rather than a more realistic
dynamic channel to which significantly more preprocessing
was used to overcome.
This work seeks to answer several questions open in the
field. First, with no first hand knowledge of the degradation
of the signals to be seen, how well does a synthetically
trained, validated, and tested network actually perform under
real-world conditions in the field? The major investigation
here is the contrast between a synthetic dataset where,
through simulation, distortion is applied to the signals and
compared to the field collection of data where all of the
distortion is taken from the signals’ propagation through the
environment.
Second, what value does augmentation bring in contrast
to just performing an extended capture? This question
addresses the initial data collection concerns when starting
a new problem or a repeat application within a new
environment, which is because deep learning typically has a
nonlinear relationship between performance and the number
of observations in a dataset. For narrowband signals, getting
another order of magnitude of examples may change the
length of time running a collection from days into months
of field time. In the absence of enough data, augmentation
is relied upon to provide a greater observational data space,
and by comparison, is relatively cheap in terms of time and
effort to that of a traditional collection campaign; however,
the value of one augmented observation contrasted with one
collected observation in terms of performance is not well
known. Further, many military spectrum access applications
require modeling of channel effects that cannot be practically
tested live.
The third question answered here is whether understand-
ing the distributions of degradation sources impacts the
ability of a network to achieve peak performance. That is,
can a general degradation region be sufficient to allow the
network to generalize over that degradation space, or will
matching the distribution of a degradation prove to be more
beneficial to the network’s performance in that range. There
are two cases to examine under this question: synthetic
generation and augmentation. For the synthetic portion of
this inquiry, the focus is on whether drawing parameters
from the assumed degradation region, or drawing parameters
from estimations extracted from the observation space allow
for any change in performance of the trained network when
tested against collected data. With the augmentation portion,
the question is does it matter how the degradation space
is resampled in the augmented observations, for example
can augmentation be performed using an assumed parameter
degradation region like with the synthetic example, or should
the resampling come from the collected observation space
instead.
The work in this paper reinforces the results of38, which
show the effects of the detection and isolation algorithms
should not be ignored for practical real-world applications,
and when used intelligently with augmentation can improve
performance. However, as shown in78 the propagation
path is a greater barrier to high fidelity synthetic data
than the detection and isolation imperfections alone. The
quantification of the training data required to achieve a
desired level of performance in a DL RFML application
will support predictive measures of data needs for other
applications.
The rest of this paper is outlined as follows. In Section
2, a description of the experiment performed in this work is
outlined and covers the model architecture, training routine,
database used, and the AMC problem spaces being trained
in. In total, three AMC problem spaces are considered, each
with a different number of waveforms present in the space
and consist of 3, 5, and 10 waveforms. In Section 3, the
primary results from the three waveform spaces are presented
and discussed in terms of the three questions outlined above,
focusing on understanding how the quantity and quality of
a dataset impact AMC performance. Section 4 poses open
questions that this work raises for future efforts and broadens
consideration to other RFML applications. And finally, in
Section 5, parting thoughts and conclusion are given.
2 Experiment Setup
As the focus of this work is to examine the effects of
quantity and quality of the available data to the RF problem
space of AMC, the architecture for the model to be trained
along with a DL training routine were identified and remain
consistent for all aspects of the results shown within this
work. The experiment, shown in Figure 1, consists of training
a Convolutional, Long-Short Term Memory Deep Neural
Network (CLDNN) for a maximum of 50 epochs through
all available training data after a 90%/10% split for training
and validation datasets respectively. For the case where there
are 101 observations for a waveform, 91 observations per
waveform are in the training dataset while 10 per waveform
are in the validation dataset. A second condition for stopping
is allowed for in the form of early exiting when the validation
loss does not decrease for 4 epochs. A discussion for the
selection of the architecture, training routine, and datasets
follow.
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Figure 1. Experiment Configuration. At the start of each experiment, data is extracted from either a synthetic database, a capture
database, and/or conditionally from a augmented database based on the extraction from the capture database. All data is then
combined and split into 90%/10% training/validation datasets used to train a CLDNN network until an exit condition is met. The ‘//’
indicate a separate file has been created to better isolate the testing data from the training data.
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Figure 2. CLDNN Architecture for the Φ10 (Section 2.4) waveform dataset.
2.1 Network Architecture
An extensive investigation of architecture was under taken
in27, where different networks from the literature were
compared and contrasted. The dominant network for
performing AMC was found as the CLDNN, and a practical
description for implementation was given in85 with the
addition of batch normalization throughout the network.
From these works the network used in this experiment, as
seen in Figure 2, is then a CLDNN with three 1D convolution
layers with 50 output channels, using a 1x8 kernel size,
whose input is padded with zeros such that the output
sequence is of the same length as the input, followed by
a Rectified-Linear Unit (ReLU) activation, and a 1D batch
normalization layer. The output of the first and third such
layers are then concatenated along the channel dimension
and passed through a single LSTM layer such that the
channels are taken as the features while the time sequence
is fed through the LSTM’s memory structure. For simplicity,
the LSTM has a hidden size equal to the number of classes
being used in the problem. The output of the LSTM is then
flattened and passed through a linear layer with 256 output
nodes with a ReLU Activation and 1D Batch Normalization.
The final batch normalization layer is then connected to the
final linear layer with the number of outputs equal to the
number of classes with a Softmax Activation. This network
structure was chosen as the baseline for the experiment for
two main reasons, the first being the high performance seen
in27, with the second being that the convergence time with
the training routine given next was shown to be quick in
terms of epochs in85.
2.2 Training Routine
The CLDNN network is trained consistently for all data
quantities and qualities. As discussed next, the dataset for
each experiment is selected, and then split 90/10% into
training and validation datasets respectively. These two
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datasets are then distinct for that experiment and model
trained. The data is then processed in batches consisting of
1500 total observations. Using the default Adam optimizer86
within PyTorch with Cross Entropy Loss, the network is
allowed to continually train until 4 epochs have passed
without any improvement in the validation loss metric or
until 50 epochs have been processed.
The goal of this training routine is to minimize the Cross
Entropy Loss of the validation dataset consistently as it
processes from one epoch to the next. When the consistent
decreasing of the validation loss is not observed after four
contiguous passes through the training dataset, the training
routine takes this as the model has begun overfitting to the
dataset and recovers the set of weights that achieved the
lowest validation loss value.
While this training routine doesn’t allow for significant
deviation in the event a local minimum is found, it is chosen
for the ideal properties of having a quick consistent goal
and a limited processing window within which to achieve
said goal. In order to quantify the value data brings to a
network, hundreds to thousands of networks need to be
trained; allowing a more lenient training routine would only
extend the total time taken to train a single model. The
approach was decided on taking into consideration the total
processing time needed to perform the investigation.
2.3 The Dataset
The database being used in this investigation was made
from live collection of numerous waveforms at Virginia
Tech’s Kentland Farms over the course of 4 months in 2018
using two weather enclosed software-defined radios. The
database consists of multiple waveforms of varying duration
and quality. Based on the metadata available, the data was
filtered to only select observations whose Signal-to-Noise
Ratio (SNR) was estimated to be above -10 dB. Additionally,
due to the nature of hardware collections and an active
environment, observations were found to have irregular
sample values and were filtered out from the dataset. The
data was then segmented such that observations of 1024
samples could be extracted in a continuous fashion with no
two observations being contiguous outside of 1024 samples.
In other terms, given one observation starting at sample
0, the next observation could not start until sample 2048
assuming there are at least 3072 samples available in that
record. The final filter placed on the data left all waveforms
evenly balanced in terms of available observation counts,
resulting in 2,388,667 total observations for each waveform
class considered. Of the data that remained, the detector
imperfections that were estimated showed that the SNR was
between -10 and 80 dB, with the majority of the data being
below 20dB. The estimated Frequency Offsets (FO) were
found to be bounded by ±20% of the receiver’s sampling
rate though heavily concentrated between±5%. The Sample
Rate Mismatches (SRM) found signals in the range of 2-
32 times that of the Nyquist rate, though roughly twice as
likely to be between 2-8 as between 8-32. In order to better
make use of the estimated distributions of the captured data,
a joint Kernel Density Estimate (KDE) was performed per
modulation on the imperfections of SNR, FO, and SRM to be
used while augmenting and synthetically generating datasets.
Table 1. Datasets
Training
Symbol Source Description
ΩC Capture
Consists of only capture
examples
ΩSS Synthetic
Consists of simulated
examples using
an assumed synthetic
distribution
ΩAS
Consists of capture
Capture examples and
+ Synth augmentations
Augmentation using the synthetic
distributions
ΩSK
Synthetic
using KDE
Consists of simulated
examples using the KDE
of the capture dataset
ΩAK
Consists of capture
Capture examples and
+ KDE augmentations
Augmentation using the KDE
of the capture dataset
Testing
ΩTC Capture
Consists of only capture
examples
ΩTS Synthetic
Consists of simulated
examples using
an assumed synthetic
distribution
Table 1 provides an overview for the datasets used in this
work.
2.3.1 The Capture Dataset All the observations in the
dataset described above are then split into a general training
set (ΩC) and a test set (ΩTC) against which all results will be
compared. The training/testing split is 90/10% consisting of
2,149,801 and 238,866 observations per class respectively.
As part of the investigation, the number of observations
drawn from the training set varies across iterations, but every
trained model is tested against the full ΩTC .
2.3.2 The Augmented Dataset Additionally, there are
other datasets that can be used while training. The first is
an augmented dataset that is linked to the capture training
set and, for every observation, 10 augmentations are made.
The data drawn from the augmented dataset is conditionally
linked in such a way that only augmentations of data selected
from the capture training dataset will be available to be
drawn, and then when the augmentation factor is less than 10,
which exact augmentation is drawn is left to random uniform
sampling. There are two distinct augmented datasets to
understand what effect, if any, the distribution of parameters
has on the performance during training.
The first augmented dataset takes on a range of parameters
given as an expected performance range of the capture data
prior to performing any capture. The signals are augmented
in such a way that the SNR is uniformly drawn from the
range of 0-20dB, the FO is taken uniformly in the range of
-10% - 10% of the sampling rate, and the SRM is taken to
be uniform in the range of 2-8 times that of the Nyquist rate
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Table 2. Waveform Spaces
Group Waveforms
Φ3 BPSK, QPSK, Noise
Φ5 BPSK, QPSK, QAM16, QAM64, Noise
Φ10
BPSK, QPSK, QAM16, QAM64, BFSK,
GMSK, AM-DSB, FM-NB, GBFSK, Noise
for the captured signals. Given the available metadata and
the observations of 1024 samples, any time a random value
is drawn that cannot be achieved, for example a signal with
an SNR value of 5dB being augmented to a signal with an
SNR of 10dB, the augmentation is nulled and whatever the
current estimate is holds. Likewise, SRM augmentation that
requires decimation reducing the number of samples below
the desired 1024 observation length is nulled. This dataset is
the ΩAS dataset, and the parameter space is drawn from three
independent distributions using NumPy.
The second augmentation dataset makes use of a Gaussian
joint kernel density estimate (KDE), using SciPy, of the
available data per captured waveform and uses a random
draw from that joint estimate to perform the augmentation.
This dataset is the ΩAK dataset. In this way, the investigation
can contrast the value of data analysis on the captured data
with regard to augmentation or whether a general blind
practical range will suffice.
2.3.3 The Synthetic Dataset The final two datasets
consist of simulated synthetic data for the waveforms under
test. Using the same distribution assumptions for the SNR,
FO, and SRM as the ΩAS dataset, the synthetic dataset
randomly generates observations for each waveform to be
used during training, ΩSS . A second synthetic training set
is used under the assumption that better metrics are known
for SNR, FO, and SRM based on the targeted detection
routine in place on the observer device and draws the
parameters from the KDE discussed with the ΩAK dataset;
the ΩSK dataset. This approach can help quantify the
value of real world data that undergoes true transceiver
and channel degradation that is not as easily replicated
through simulation. Additionally, a single testing dataset,
ΩTS , is created using the blind distributions as a means for
comparing what a purely synthetic test set would say about
the performance of a trained model to that of captured data
from the field.
2.4 Waveform Space
The waveforms selected from those available in the data
consist of 3, 5, and 10 classes denoted by Φ3,Φ5, and Φ10,
respectively. The waveforms associated with each space are
provided in Table 2. By having three different dimensions
for the class size, the work is able to examine any differences
that data quantity might have with regard to the difficulty of
the problem. The two smaller subsets are chosen due to the
frequent usage in traditional feature based approaches87.
3 Analysis
The results presented in this section are aimed at
answering each of the three research questions posed
previously. In doing so, the overall analyses employ Monte
Carlo ensembles that consider relative performance against
synthetic and captured test datasets, and ultimately analysis
of AMC application accuracy as a function of the quality and
quantity of data provided during training.
3.1 Synthetic Performance in the Field
We start out analysis with the first major question in this
work; for a given synthetically trained network, how well
does the network perform when applied to real-world data
from the field? To answer this question, three different
waveform spaces, {Φ3,Φ5,Φ10}, are examined with regard
to the dataset source used while undergoing training. Each
trained model is then evaluated on both the synthetic and
the capture test sets, {ΩTC ,ΩTS}. Plotting the accuracy
of the ΩTC against the accuracy of the ΩTS in Figures 3-
5, the overall performance can be seen for the waveform
spaces {Φ3,Φ5,Φ10} respectively. For each plot, solid lines
without markers are used to indicate random guessing
along each axis, with a third diagonal line indicating where
performance was equivalent across the two test sets. The
trained networks are then represented with different markers
representing different dataset sources used during training. In
terms of an ideal performance, non-filled markers should be
concentrated in the top right corner of each plot, indicating
high accuracy on both the ΩTC and ΩTS datasets, which
can be used as an indication that the nuisance parameter
space in the capture data that is not being modeled in
the synthetic data has been overcome. Instead, the plots
show that for models trained from a dataset that relies on
either synthetic (markers triangle and pentagram) or capture
(markers square, circle, and diamond) data that the model
is then biased more toward better performance against an
alike test set; ΩTC is best performed on by captured and
augmented datasets, (ΩC ,ΩAK ,ΩAS), while the ΩTS is best
performed on by the synthetic datasets, (ΩSS ,ΩSK). While
this bias for alike datasets intuitively makes sense, there are
some unique outcomes that are not obvious. Focusing on the
solid lines with filled markers, the linear trend lines have
been drawn for the relationship between the two test sets for
each training dataset. In order to fit the trends, the following
lower bound was used to exclude outliers from networks that
did not sufficiently converge,
Lower Bound = max (αΩC ) | αΩC <
2
|ΦX | . (1)
Here any accuracy, α, that is less than or equal to the
lower bound is treated as an outlier and exclude from trend
analysis, while X is used as the waveform space indicator.
This filter corresponds to models that did not perform better
than [56.2%, 20.3%, 10.8%] on the test set closest to their
respective training set in the waveform space {Φ3,Φ5,Φ10}
being excluded from the trend.
The trends for the synthetic trained datasets (ΩSS :
triangle and ΩSK : pentagram markers) on the performance
comparison show that the synthetic data is very easily
learned when tested on ΩTS , but generally fails to do better
than twice that of random guessing on ΩTC . Table 3 shows
the relational change in performance on both ΩTS and ΩTC
when contrasting the two synthetic datasets. Contrasting the
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Figure 3. Performance of the five datasets on the Φ3 waveform space contrasting the performance observed on the synthetic and
capture test sets. While ideal performance is in the top right corner, an acceptable performance is to the right in general.
Figure 4. Performance of the five datasets on the Φ5 waveform space contrasting the performance observed on the synthetic and
capture test sets. While ideal performance is in the top right corner, an acceptable performance is to the right in general.
average accuracy as a ratio, αΩSK/αΩSS , there is no real
difference in the performance of either synthetic dataset on
the smallest waveform space, Φ3, while the KDE drawn
synthetic data performs a little better on average with ΩTC
than the non-KDE drawn synthetic data; using Welch’s two-
sample t-test88, the significance of such improvement is
minimal. By contrast, the decrease in average accuracy on
ΩTS and the increase in average accuracy on ΩTC for
Φ5 show a much greater significance indicating that the
use of the imperfections from the intended environment
can improve the fidelity of synthetic datasets. However,
the improvement on the capture test set is lost as the
waveform space continues to grow with Φ10. In general,
there is a slight possibility that creating synthetic data that
only considers the detector imperfections can be of high
enough fidelity to train as the number of synthetic examples
increases by many order of magnitudes, but overall these
results show that modeling only the detector imperfections
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Figure 5. Performance of the five datasets on the Φ10 waveform space contrasting the performance observed on the synthetic and
capture test sets. While ideal performance is in the top right corner, an acceptable performance is to the right in general.
Figure 6. Performance of models trained using the five datasets on the Φ3 waveform space. Solid lines represent the trend in
terms of examples per class that are needed to achieve a given accuracy on the capture test data, while the shaded regions
between dashed lines with the matching markers indicate a 95% confidence region for that trend. Trends are derived with outliers
removed. The further right the trend line, the higher the quality of data.
is not significant enough to properly train a system heading
to the field. This result answers the first question of when
given a network trained and tested in the synthetic space,
that network will not perform well in a real system without
a much higher fidelity simulated dataset. Additional work is
still needed to determine at what threshold simulated data
can be considered high enough fidelity when designing and
developing a deployable system. In all likelihood, finding
that threshold is going to be very dependent on the target
operating environment. This includes how much is known
about the transceiver to transceiver propagation path, which
includes everything from the transmitter’s DAC through the
receiver’s ADC, and any effects of the detection and isolation
stages inherent to that receiver.
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Figure 7. Performance of models trained using the five datasets on the Φ5 waveform space. Solid lines represent the trend in
terms of examples per class that are needed to achieve a given accuracy on the capture test data, while the shaded regions
between dashed lines with the matching markers indicate a 95% confidence region for that trend. Trends are derived with outliers
removed. The further right the trend line, the higher the quality of data.
Figure 8. Performance of models trained using the five datasets on the Φ10 waveform space. Solid lines represent the trend in
terms of examples per class that are needed to achieve a given accuracy on the capture test data, while the shaded regions
between dashed lines with the matching markers indicate a 95% confidence region for that trend. Trends are derived with outliers
removed. The further right the trend line, the higher the quality of data.
3.2 Value of Augmentation
To start answering the second question of what value does
augmentation bring to the problem, the attention shifts
focus to the trend lines that correspond to models trained
with ΩC , ΩAK , and ΩAS datasets (square, circle, and
diamond markers, respectively) where there are unexpected
trends that becomes less pronounced as the waveform
space grows. For the capture dataset models, the trends
show that ΩAK typically achieves better performance
on ΩTS than both ΩC and ΩAS , indicating that the
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Figure 9. Performance of models trained using the three capture datasets on the Φ3 waveform space. Solid lines represent the
trend in terms of examples per class that are needed from ΩC to achieve a given accuracy on the capture test data with or without
any augmentation, while the shaded regions between dashed lines with the matching markers indicate a 95% confidence region for
that trend. Trends are derived with outliers removed. The higher the trend line, the higher the quality of the dataset.
Figure 10. Performance of models trained using the three capture datasets on the Φ5 waveform space. Solid lines represent the
trend in terms of examples per class that are needed from ΩC to achieve a given accuracy on the capture test data with or without
any augmentation, while the shaded regions between dashed lines with the matching markers indicate a 95% confidence region for
that trend. Trends are derived with outliers removed. The higher the trend line, the higher the quality of the dataset.
degradation encountered from imperfect detector estimation
when accounted for in augmentation, does help the network
better generalize over the nuisance parameters present in the
capture data. Conversely, and more surprisingly, augmenting
the dataset with the assumed synthetic range actually
made the performance on the ΩTS worse than without the
augmentation. One conclusion that can be drawn from this is
that the degradation encountered between one transceiver’s
DAC to another transceiver’s ADC has a greater effect on
performance than the degradation caused by the detection
algorithm’s imperfections, assuming detection and isolation
is achieved, and that simply redrawing the parameters
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Figure 11. Performance of models trained using the three capture datasets on the Φ10 waveform space. Solid lines represent the
trend in terms of examples per class that are needed from ΩC to achieve a given accuracy on the capture test data with or without
any augmentation, while the shaded regions between dashed lines with the matching markers indicate a 95% confidence region for
that trend. Trends are derived with outliers removed. The higher the trend line, the higher the quality of the dataset.
Table 3. Test Accuracy’s Observed Response to Synthetic
Datasets ΩSS and ΩSK . Examines the significance of where
the detection imperfections are drawn from compared to what is
tested against. Smaller values (< 0.05) indicate larger
significance of where the simulation degradation is drawn from.
p-values found using Welch’s two sample t-test.
Waveform
Space
Average
p-valuesAccuracy Ratio
ΩSK/ΩSS
ΩTS ΩTC ΩTS ΩTC
Φ3 0.998 1.02 0.84734 0.28441
Φ5 0.872 1.04 4.6458e−8 0.035956
Φ10 0.915 0.936 2.9187e−4 1.1962e−4
Table 4. Parametric fits, qty = 10
(
α−p2
p1
)
, for data presented in
Figures 6-8.
Dataset Waveform Space (p1, p2)
Φ3 Φ5
ΩC 0.06748, 0.5573 0.1276, 0.08594
ΩAK 0.06625, 0.4968 0.1169, 0.05648
ΩAS 0.08472, 0.3705 0.1117, 0.05516
ΩSS 0.03682, 0.2567 0.03145, 0.1107
ΩSK 0.01439, 0.3704 0.006219, 0.2354
Φ10
ΩC 0.1698,−0.1896
ΩAK 0.1563,−0.2227
ΩAS 0.1557,−0.2589
ΩSS 0.009439, 0.1417
ΩSK 0.01563, 0.1040
occurred by one detection routine for another detection
routine will not be sufficient without taking into account the
propagation degradation on the path between the DAC and
ADC in this new environment. Such refinements will become
more important as RFML systems begin to incorporate
learned behaviors that have been trained with and transferred
from another node.
Figures 6-8 show the relationship between the achieved
performance of each individually trained network on the x-
axis, with the y-axis corresponding to the total number of
uniquely stored observations available during the training of
the network. By looking at the relation between accuracy
achieved and total data per class used during the training,
two important pieces of information can be extracted.
First, the trend lines further to the right for a given total
quantity exhibit a higher quality to the data, because a
better performance is achievable. Using this, the quality
of data decreases in the following order of the capture
datasets across all examined waveform spaces: ΩC , ΩAK ,
ΩAS . Second, assuming the log-linear trend holds, as shown
in Table 4, without an asymptotic bound on accuracy (an
asymptotic bound should be expected), a forecast can be
made on just how much data of each type is required in
order to achieve ideal performance, and these quantity values
are shown in Table 5, with the total continuous capture time
required to perform such a capture as has been done for this
dataset for each waveform space is given in Table 6 in terms
of days. As the trends are not consistent across all waveform
spaces, also plotted is the 95% confidence region around
those trends in shaded regions bounded by dashed lines with
the same marker. However, assuming that the trends would
be consistent given enough observations, the general result
aligns well with intuition in that data captured directly from
Prepared using sagej.cls
Clark et al. 11
Table 5. Quantity of examples per class needed to achieve
100% accuracy for each dataset source and waveform space.
Extrapolated from trends in Figures 6-8. Assuming no
asymptotic limit.
Dataset Waveform Space
Φ3 Φ5 Φ10
ΩC 3.64e6 14.5e6 10.2e6
ΩAK 39.4e6 117.9e6 66.5e6
ΩAS 27.0e6 287.1e6 122.1e6
ΩSS 1.54e20 1.90e28 8.50e90
ΩSK 5.64e43 8.65e122 2.05e57
Table 6. Quantifying the duration of a continuous capture, with
no down time needed, in order to capture all data required to
fulfill the ΩC requirement for each waveform space assuming a
40kHz sampling rate of a 5kHz baud rate signal in Days.
Assuming no asymptotic limit.
Dataset Waveform Space
Φ3 Φ5 Φ10
ΩC 6.5 42.9 60.3
the test environment is of highest quality and needs the least
number of observations to achieve a target performance for
the given model architecture and training routine. Second
to the captured data, augmentation of data to match the
nuisance parameter distributions from the test environment
provides the next highest quality data for training followed
by naive augmentation that doesn’t consider the nuisance
parameter distributions. Coming in last, by many orders of
magnitude, is synthetic data that only considers detection
imperfections while simulating the waveform spaces.
One question that naturally follows this quality compar-
ison of the datasets is then if augmented data is of lower
quality, then why not just focus on getting more captured
data? The primary reason for relying on augmentation is cost,
both in terms of money and time. In terms of time, the capture
dataset was collected over a 4-month window in 2018, while
the augmented datasets were generated over the course of 2-4
days each and contain an order of magnitude more observa-
tions per dataset. For full comparison, the synthetic datasets
were generated over the course of 7 days for each dataset and
are of the same order of magnitude as the captured data. One
contributing factor for the increased generation time of the
synthetic data was the design decision of extracting only one
observation per execution of GNU Radio flowgraph, rather
than extracting many observations from a single execution,
which was done to decrease any dependence between obser-
vations within the dataset. The second cost is the monetary
expenditures for procuring the transceivers, and making them
robust enough to last 4 months of continuous use, paying
for the power and space needed to make the transmissions,
and the personnel for setting up and maintaining the capture.
Determining the value of data is beyond the scope of this
work.
So far the results have been shown in total number of
observations used, but there is one more important way
to look at the augmentation performance, and that there
must be some foundation of capture data from which to
augment. Figures 9-11 shuffle the results of the capture and
augmented datasets to show the accuracy achieved on ΩTC
as a function of the capture data quantity that went into
each model’s training. This means that for a given value
on the x-axis, all data points required the same number
of capture observations per waveform class in order to
achieve the performance shown. Obscured in these figures
is the augmentation factor, or how many times each capture
observation was augmented, which is upper bounded by 10
for this work due to upfront augmentation, and not online
augmentation during training, with 10 being chosen due to
storage constraints within the training servers. From Figures
9-11, two more beneficial aspects of augmented data can
be observed. The first beneficial aspect of augmentation
allows for network convergence when the number of capture
observations is not substantial enough to converge on their
own. This is tremendously beneficial when planning for a
capture event and determining how long the event must
be in order to achieve a desired performance level by
establishing the trends like what was done in Table 5, but
performed in an order of magnitude smaller time window
as an exploratory capture event. The second benefit is
seen when there are only a set number of observations
available within the capture dataset, and knowledge about
the degradation due to the detection algorithm, which is
known, as under these conditions the accuracy of the network
trained with augmentation converge, while the networks
trained with capture data alone do not. From these results,
while remembering that the augmentation using in this work
is a static augmented dataset with a bounded number of
augmentations set to 10; the full effect of augmentation and
how performance changes with dynamic, large augmentation
factors (>10) and as to whether there are any diminishing
returns as the augmentation factor increases is outside the
scope of this work and is an area for future work.
3.3 Degradation Distribution Effect on
Augmentation
The last insight offered by Figures 9-11 addresses the
third question of whether knowing the distribution of the
degradation is beneficial for augmentation. By contrasting
the performance of ΩAK , where augmentation draws from
the nuisance parameter KDE, with that of ΩAS , where
augmentation is performed on an assumed subset of the
application space, we see that having knowledge of the
distributions during augmentation provides for the best
performance of the network for a given set of captured
data. Even just looking at the capture data on its own
results in better performance as long as there is enough data
available to result in a convergent network. This suggests that
care should be taken when creating augmentation routines
such that the distributions on the nuisance parameters are
considered during the augmentation in order to achieve peak
performance for a given number of capture observations.
Additionally, naive methods of augmentation utilizing GANs
should be cautious of developing one network capable of
augmenting any waveform, though developing a network per
waveform as was done in41 still might be a viable alternative
to the domain knowledge approach in this work.
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3.4 Results Summary
From this work, the results show that synthetic data that
only considers degradations inherent in detector and isolation
algorithms such as SNR, FO, and SRM, do not provide
high enough fidelity data when evaluating on real-world
datasets with dynamic channels. This was the case for
using the assumed subset and KDE parameter draws for
synthesizing the degradation, but this result should not be
taken as synthetic has no value, rather just not enough value
as prepared and used in this work because an increase in
performance was observed in the Φ5 problem space with
using ΩSK over ΩSS when only a small portion of the
overall environment was considered. A stark contrast to the
synthetic data was found in the value of augmentation of
the dataset while only considering SNR, FO, and SRM. If
the augmentation was drawn from the captured distributions
observed, a mixture of increased accuracy and generalization
was observed in the network’s final performance on the
two test sets, ΩTC and ΩTS . However, when augmentation
was focused on a subset of the distribution regions for the
same degradation types, the end resulting network saw a
decrease in performance for both test sets. This shows that
augmentation used properly can offer gains when taking
into consideration the full range and distribution of what
is expected to be observed, but naive usage could lead to
performance loss instead. Both augmentation sources did
have one benefit over raw capture when there was not enough
of the capture data for the network to converge: in this case,
both naive and KDE based augmentation can be used to
provide a rough estimate how much real-world captured data
would be needed to achieve a desired performance.
4 Future Work
New questions or efforts that can build upon these results
include:
• Integration of propagation path operational require-
ments into dataset generation (Section 2.3.1)
• Testing the predicted quantities needed to reach 100%
accuracy made by this paper with larger datasets, or
identifying an asymptotic limit (Section 3.2)
• Quantifying the relationship of the augmentation
factor to performance, conditionally on the amount of
capture data available (Section 3.2)
• Quantifying cost of training datasets for a given RFML
application (Section 3.3)
• Quantify the ability of capture data to be augmented
for a different propagation path (Section 3.3)
• Incorporate the emulation of RF signal streams
through channel environments that cannot be practi-
cally tested, like atmospheric scintillation89 (Section
3.3)
• Examine the viability of generative network to
perform augmentation without domain knowledge
explicitly given (Section 3.4)
• Generalization of parametric training data quantifica-
tion to other RFML applications (Section 3.4)
5 Conclusions
Three questions are examined and addressed within this
work. First, the results tell that only considering the nuisance
parameters from the detection and isolation algorithms do
not provide enough to bridge the synthetic and real-world
divide, and suggest that in order to bring synthetic data
generation to a higher fidelity, the propagation path from
DAC to ADC must be further investigated and modeled.
The second question finds that while the overall quality
of augmented observations are less than that of uniquely
captured observations, the associated cost in terms of
time and money is significantly lower with augmented
data, suggesting a cost analysis can be performed to
strike a balance between the two. Additionally, the use of
augmentation when there is not enough data, or capturing
more is not a feasible option, allows for an increase
in performance over just the captured data on its own,
especially when the capture dataset is insufficient to allow for
the network to converge during training. The final question is
shown in the results to conclusively align with knowledge of
the distributions being used while performing augmentation
are consistently better than naively augmenting data with
an assumed near-set parameter space. The work establishes
a methodology to make a prediction for the quantity
of the data needed, under all cases examined, for the
number of observations needed to reach 100% accuracy
in the classification problem for the provided dataset, not
accounting for any asymptotic limit existing prior to reaching
100% accuracy.
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