We address distributed source coding with decoder side information, when the decoder observes the source through a noisy channel. Existing approaches employ syndromeor parity-based channel codes. We propose a new approach based on distributed arithmetic coding (DAC). We introduce a DAC with forbidden symbol, which allows to tune the redundancy according to the amount of channel noise. We propose a novel sequential decoder that employs the known side information to decode the corrupted codeword. Experimental results show that the proposed scheme is better than parity-based turbo codes at relatively short block lengths.
INTRODUCTION
Recently, a lot of interest has been devoted to the problem of encoding correlated information sources. In one such problem (coding with side information), the encoder generates a codeword for sequence at rate less than its entropy, knowing that the decoder will be aided by knowledge of a correlated side information . The prevalent approach to this problem is to use channel codes designed for the "virtual channel" between and , transmitting the syndrome or the parity bits of a channel code of suitable rate, e.g. a low-density parity-check (LDPC) or turbo code. Alternatively, distributed arithmetic coding (DAC) has also been proposed [1] . DAC uses interval overlap during the arithmetic coding (AC) process to yield and ambiguous compressed description of ; sequential decoding of with branch metric depending on yields results better than turbo and LDPC codes at relatively short block lengths.
Recently, the problem of distributed joint sourcechannel coding has also been explored. In this setting, the codeword representing is not available exactly at the decoder, but is received through a noisy communications channel. The decoder attempts to estimate given the received sequence Ê and the known side information . In [2] irregular repeat-accumulate codes are employed, while LDPC codes are used in [3] . In [4] the syndrome and parity approaches are compared, and the parity approach is found to be more error-resilient under noisy transmission.
In this paper, we extend the DAC approach to the scenario of noisy communication, as a corrupted DAC codeword would be undecodable. The proposed encoder is a combination of DAC and arithmetic coding with forbidden symbol [5] . The decoding process for the noisy case poses significant challenges. Sequential decoders are typically either bit-or symbol-synchronous, i.e. they use one codeword at each step or they attempt to estimate one input bit at each step. The joint problem is such that the side information is available in the symbol domain, but the channel model is available in the codeword domain. As a consequence, a novel decoder is required to successfully decode the received information in the joint scenario. Ö Ñ Ü È´ Êµ.
PROPOSED TECHNIQUE

Let us consider a binary sequence
The encoder
Standard arithmetic coding operates by mapping the source symbols onto sub-intervals of the ¼ ½µ probability space. In the past years two modifications have been proposed to achieve error resilience and distributed coding separately. The first approach amounts to reserve a given portion¯of the probability interval to the so called forbidden symbol .
is never encoded and serves as a continuous error detection mechanism on the decoder side [5, 6] . The coding rate increases to Ö´ ¯µ À´ µ ÐÓ ¾´½ ¯µ and the presence of allows one to drive the MAP decoding algorithm. The second AC modification is based on the insertion of an ambiguity in the encoding process [1] and leads to the definition of the distributed arithmetic coding (DAC). The DAC is obtained using larger probability intervals, i.e., proportional to the modified probabilities Ô « Ô , ¼ ½ and « ½. In order to fit the enlarged sub-intervals Ô into the´¼ ½ interval, the sub-intervals are allowed to partially overlap. The intuition is that, since the intervals are not disjoint, the decoder will typically be unable to decode the source unambiguously without knowledge of the side information. If one sets « Ô the coding rates turns to be Ö´ µ ´½ µÀ´ µ and any rate Ö´ µ À´ µ can be achieved selecting the proper value of .
In this work we introduce both and symbol overlap at the same time so as to obtain a joint source channel distributed AC. We note that, while the joint encoder is a relatively simple combination of [5] and [1] , the joint decoder requires a new design and will be described in Sect. 2.2. The coding intervals are modified as shown in Fig. 1 . First of all, the forbidden symbol is allocated the probabilitȳ on the right end of the unit interval. 
The decoder
Combining error resilience and distributed coding capabilities at the encoder is not particularly difficult. The most challenging issues are raised by the design of the decoder. In principle, as for the DAC and error resilient AC, decoding can be achieved maximizing the MAP metric of the decoded sequence using a sequential search approach. To this end we have to employ a sequential decoder and introduce an additive MAP metric to rank the various decoding attempts.
Arithmetic decoding is an iterative task, in which at each step the value of is used to select the interval corresponding to a decoded symbol. The selected interval is subdivided according to the known probabilities, and the process is repeated up to the detection of the Ä source symbols. All results reported in this paper are obtained by representing the intervals in 32 bit fixed point format and using the typical normalization strategies to avoid underflow in the numerical representation of both and all the probability values.
Sequential arithmetic decoding can be designed according to a bit-driven or symbol-driven approach. In the first case one constrains the decoder to consume only out of the AE codeword bits. Truncating the binary representation of , means that we do not have enough numerical precision to select the intervals corresponding to all the source symbols. As soon as the numerical precision corresponding to the first bits is not enough to discriminate between the subintervals, the sequential decoder is stopped yielding a partial decoding attempt. The sequential decoder state can be stored for subsequent use in future decoding attempts that consider more codeword bits. This strategy is used in [5] to represent the search space for MAP arithmetic decoding in presence of transmission errors as a binary tree, where branches are represented by alternative binary selections of the codeword bits ¼ ½.
In the symbol driven case the whole is available but the decoder is stopped as soon as out of Ä source symbols are detected. This complementary approach has led to the design of the DAC decoder [1] evaluating conditional probabilities along a binary search tree where branches are triggered when the numerical value of falls in the overlapped, i.e. ambiguous, sub-interval. In case of ambiguity both the alternatives ¼ ½ are tested and ranked in terms of the MAP metric.
The design of the DJSCD requires the conciliation of both strategies: on the one hand only the noisy observations Ê are available and therefore we need to consider a tree of decoding attempts triggered by opposite decisions for each . On the other hand the presence of interval overlap introduces further branching when ambiguity is revealed. In conclusion, the DJSCD explores a set of sequential decoding attempts, each one represented by a different state of the sequential arithmetic decoder. Given a root de- we assume that all the codewords are equally likely. This hypothesis follows from the observation that arithmetic coding yields a codeword with È´ µ ¼ . The metric can be recast into an additive metric in the logarithmic domain.
The term È´ µ depends on the correlation with the side information and it is the MAP metric used in [1] for the DAC. The term È´Ê µ È´Êµ depends on the channel transition probability and can be evaluated as in [5] . The proposed MAP metric can be updated sequentially for every decoding attempt adding a correlation term each time a decision on a source symbol is taken and the corresponding channel term each time a new coded bit is tested. As for the sequential search algorithm, the most viable approach turns out to be the Stack Algorithm (SA), which is a depth first technique that starts from the root node and always extends the path with the best accumulated MAP metric one step forward. SA allows one to move in depth along the tree of the decoding attempts by performing either a bitdriven or symbol-driven branching. It is worth pointing out that this sequential search is very innovative in the context of AC; in fact, in all previous distributed or error resilient AC decoder implementations either the symbol-driven or bit-driven approach have been used separately. A maximum memory Å is used to store previous decoding attempts for backtracking. As soon as the forbidden symbol is revealed, the corresponding path is dropped. For more details on SA see [5] and reference therein.
EXPERIMENTAL RESULTS
The proposed distributed joint source-channel system has been implemented and its performance evaluated in the following scenario. The correlated side information is obtained by means of a binary symmetric channel with a given transition probability, corresponding to a certain value of the conditional entropy À´ µ. The received codeword Ê is observed across the additive white Gaussian channel using binary phase-shift keying modulation with known signal to noise ratio (SNR) The performance of DJSCD is compared with that obtained by a system based on turbo codes, where distributed joint source channel coding is achieved by puncturing parity bits (which is the optimal strategy according to [4] ) down to the desired coding rate Ö £ . We use turbo codes with rate-½ ¾ generator (31,27) octal (16 states), and employ S-random interleavers. The BCJR algorithm, based on a modified MAP metric taking into account the side information correlation, is used at the receiver with 15 iterations.
In Fig. 2 the DJCSD BER is ¡ ½¼ whereas TC yields ¾ ¡ ½¼ .
In the same figure we observe that the DJSCD performance depends on the probability allocation between the forbidden symbol and the interval overlap. It can be noted that, even in the case AE ¼ ¾ dB, which refers to the error free 
This behavior can be explained by the fact that allows to prune more decoding paths also in absence of transmission noise, thus helping to remove the ambiguity introduced with the overlap. This observation paves the way to further research in the area of DAC [1] , where the use of has never been taken into account. 
CONCLUSIONS
We have presented a DAC for the distributed joint sourcechannel coding problem, and its sequential decoder that merges the bit-and symbol-driven approaches. Experimental results show that the proposed scheme outperforms turbo codes at short block lengths, and is even at medium block length. Moreover, it is possible to improve the DAC errorfree performance using the forbidden symbol. The DISCUS approach [7] is also suitable for short blocks; however, DIS-CUS uses syndromes, which are less robust towards channel errors than parity bits [4] .
