Abstract-The increasing amount of data being generated in different areas of science and technology require novel and efficient techniques of processing, going beyond traditional concepts. In this paper, we numerically study the information processing capabilities of semiconductor lasers subject to delayed optical feedback. Based on the recent concept of reservoir computing, we show that certain tasks, which are inherently hard for traditional computers, can be efficiently tackled by such systems. Major advantages of this approach comprise the possibility of simple and low-cost hardware implementation of the reservoir and ultrafast processing speed. Experimental results corroborate the numerical predictions.
I. INTRODUCTION
T HE increasing amount of information processing tasks and the higher demands on the processing techniques require novel computational concepts that go beyond those implemented in traditional computers [1] , [2] . Nowadays, not only the application of optics in super-computation is receiving reawakened interest [3] , but also new concepts, partly neuroinspired, are being considered and developed [4] , [5] . One of the most promising neuro-inspired concepts is known as reservoir computing (RC) (comprising echo state networks [4] and liquid state machines [6] ). Traditional RC is based on the computational power of complex recurrent networks, in particular utilizing their transient dynamics. A schematic illustration is given in Fig. 1 . These complex networks, usually consist of a large number (10 2 -10 3 ) of randomly connected nonlinear dynamical nodes, giving rise to a high-dimensional state space of the reservoir. Traditionally, the dynamical nodes have mainly been chosen as artificial neurons, modeled by a transfer function with a hyperbolic tangent shape. However, in recent years, novel approaches are being considered, using different nonlinearities The authors are with the Instituto de Física Interdisciplinar y Sistemas Complejos, IFISC (CSIC-UIB), Universitat de les Illes Balears, E-07122 Palma de Mallorca, Spain (e-mail: konstantin@ifisc.uib-csic.es; miguelangel@ifisc. uib-csic.es; dbrunner@ifisc.uib-csic.es; miguel@ifisc.uib-csic.es; ingo@ifisc. uib-csic.es; claudio@ifisc.uib-csic.es).
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Digital Object Identifier 10.1109/JSTQE.2013.2241738 and coupling configurations. These include, e.g., delay-coupled nonlinear systems [7] , coupled semiconductor optical amplifiers [8] , or photonic crystal cavities [9] . In all cases, the reservoir serves as core element for the information processing. Input signals, usually low dimensional, are injected into the reservoir through certain input channels, as illustrated in Fig. 1 . The connections from the inputs to the nodes are usually assumed to have random weights (ω i lm ). Via the dynamical response of the reservoir, the dimension of the signal is expanded proportionally to the number of nodes. The readout processing, i.e., the processing of the response of the network to the input signal, is evaluated via a linear weighted sum with coefficients ω r m k , connecting the reservoir node states to the output layer. The evaluation of the processed data in the reservoir via a linear weighted sum of the output states is possible based on the nonlinear projection of the input signal onto the high-dimensional state space created by the multiple nodes of the reservoir. Due to the characteristics of the reservoir and its large number of dynamical degrees of freedom, complex classification tasks and any nonlinear approximation can be realized.
RC requires the system to be trained for any task with certain known input signals. Based on this training procedure, the readout weights are determined. After this stage, untrained signals, belonging to the same class as those used in the training phase, can be analyzed and classified [7] .
RC requires certain properties to be fulfilled to obtain good results. One of the most important properties is consistency [10] ; the system responses must be identical or sufficiently similar for identical, or almost identical, input signals (approximation property). To attain consistency, the reservoir is typically set to operate in an asymptotically stable quiescent state (fixed point) in the absence of input. When excited by an external stimulus (i.e., the information to be processed), the reservoir does, however, exhibit nonlinear transient dynamics. The transient dynamical states, essential to the information processing purpose, should have some specific characteristics. First, the approximation property is required, as detailed above. Moreover, if the two input signals belong to different classes, their transient states must sufficiently differ (separation property). These two properties are complemented by a short-term (fading) memory of the system. In the presence of the latter, the input information is processed in the context of past information, enabling meaningful computation of input sequences. All these aspects are crucial for the computational performance of RC [4] .
The experimental implementation of RC brings, however, a key challenge with it. Complex networks composed of a large number (10 2 -10 3 ) of randomly connected nonlinear dynamical elements, as required in traditional RC, define strong limitations on what can, and cannot, be implemented in hardware. Therefore, until recently, mostly software realizations were considered. To overcome this restriction, the use of delay-coupled systems has been recently proposed and proven to be as efficient as traditional RC in certain tasks, or even outperforming them [7] , [11] , [12] . One of the simplest possible delay systems consists of a single nonlinear node whose dynamics is influenced by its own output at a time τ in the past. Such a system is much easier to implement, since it comprises only two main elements: a nonlinear node and a delay loop. Semiconductor lasers with delayed optical feedback from an external mirror at a certain distance [13] thus represent ideal candidates to implement all-optical RC. This system has been well studied and exhibits complex behavior under various conditions. In addition, semiconductor lasers are off-the-shelf, high bandwidth components, power efficient, and the main component in actual fiber communication networks. Realizing information processing utilizing semiconductor lasers could lead to a paradigm shift in the field of photonic information processing, departing from traditional approaches toward novel concepts of machine learning. The capacity of a single semiconductor laser subject to optical feedback to process information will be the main focus of this manuscript.
Mathematically, by introducing delayed feedback, dynamical systems become infinite dimensional. This is because their state at time t depends on the output of the nonlinear node during the continuous time interval [t − τ, t[, with τ being the delay time. The dynamics of the delay system remains finite dimensional in practice [14] , but exhibits the properties of high dimensionality and short-term memory, as required for RC. Moreover, delay systems are very attractive from the implementation point of view, since only few components are required to build them. A schematic representation of the setup employing a semiconductor laser with delayed optical feedback is shown in Fig. 2 . Within one delay interval of length τ , we define N equidistant points separated in time by θ = τ /N. These N equidistant points are called "virtual nodes," since they play an analogous role as the nodes of a traditional reservoir. The values of the dynamical variable at each of the N points, in this case the light intensity at the output of the laser, define the states of the virtual nodes. These states characterize the transient response of the laser to a certain input at a given time. The temporal separation θ of the virtual nodes plays an important role and can be used to optimize the reservoir performance. We choose θ < T , with T being the characteristic time scale of the semiconductor laser (the relaxation oscillation frequency). Due to this choice, the states of the virtual nodes become dependent on the states of neighboring nodes. Interconnected in this way, the virtual nodes emulate a network serving as reservoir [7] . The virtual nodes are subjected to a time-continuous input stream u(t) or timediscrete input u(k) which can be a time-varying scalar variable or a vector of any dimension Q. The feeding of the respective information to the individual virtual nodes is achieved by serializing the input using time multiplexing. For this, the input stream u(t) or u(k) undergoes a sample and hold operation to define a stream R(t) which is constant during one delay interval τ before it is updated. Thus, in our approach, the input to the reservoir is always discretized in time, no matter whether it stems from a time-continuous or time-discrete input stream. To define the coupling weights from the stream R(t) to the virtual nodes, we introduce a random (N × Q) matrix M . Upon carrying out the multiplication S(t 0 ) = M × R(t 0 ) at a certain time t 0 , we obtain an N -dimensional vector S(t 0 ) which represents the temporal input sequence within the interval [t 0 , t 0 + τ [. Each virtual node is updated using the corresponding component of S(t 0 ). Alternatively, one can view S(t) as a continuous time scalar function which is constant over periods corresponding to the separation θ of the virtual nodes. After a period τ , the states of all virtual nodes are updated and the new reservoir state can be obtained. Subsequently, R(t 0 ) is updated in order to drive the reservoir during the next period of duration τ . For each period τ , the reservoir state is read out for further processing. A training algorithm assigns an output weight to each virtual node, such that the weighted sum of the states approximates the desired target value as closely as possible (see [7] for details). The training of the read-out follows the standard procedures for RC [4] . The testing is performed using previously unseen input data of the same kind of those used for training.
Recently, experimental evidence was given for the capability of simple systems to perform computational tasks. In particular, the strengths of nonlinear systems, either electronic circuits [7] , optoelectronic [11] , [12] , [15] , or all-optical systems [16] , [17] , subject to delayed feedback have been shown. Such systems have been demonstrated to perform similarly well as traditional RC techniques for certain computationally hard tasks. Importantly, all-optical implementations of the RC paradigm can be built with off-the-shelf components, either based on semiconductor optical amplifiers [17] or semiconductor lasers [16] . These approaches have been developed in parallel. The utilization of a semiconductor laser allows us to benefit from injection locking of the laser to the injected optical information, thus increasing the signal to noise ratio considerably. This, in turn, enables to achieve higher performance and to go to higher data injection rates.
In this paper, we perform a thorough numerical study of the performance of a single-mode semiconductor laser subject to all-optical feedback and demonstrate how the rich dynamical properties of this delay system can be beneficially employed for processing time dependent signals. Our numerical results are complemented by experimental results showing the robustness of the proposed scheme. This paper is organized as follows. In Section II, we introduce and explain the model. In Section III, we present our results when exploring a large range of parameter dependence. In Section IV, we show some experimental results, and finally, in Section V, we present our conclusions.
II. SEMICONDUCTOR LASER RATE EQUATIONS
We consider the following model [13] , [18] , describing the dynamics of a semiconductor laser with delayed feedback. It comprises equations for the slowly varying complex electric field amplitude (in both parallel E and perpendicular polarization direction E ⊥ , respectively) and the carrier number n in the laser cavity:
with the gain functions
Here, α is the linewidth enhancement factor, γ ,⊥ are the photon decay rates, κ ,⊥ are the feedback rates, τ ec is the external cavity round-trip time, Δω denotes the detuning between the 2 , where h is the Planck constant, c the speed of light, λ the emission wavelength, α m the facet losses, and μ g the group refractive index. The chosen values for these parameters used for the simulations are shown in Table I . The model we consider, as well as the ratio of the differential gains, are chosen according to [18] .
The spontaneous emission noise is implemented as a complex Gaussian white noise term F E in the field equations:
where the real and imaginary parts are independent random processes with zero mean
and a variance given by
β ,⊥ are the spontaneous emission factors, describing the fraction of spontaneously emitted photons coupled into the respective lasing modes.
The delayed optical feedback is modeled for two different configurations: polarization-maintained optical feedback (PMOF) and polarization-rotated optical feedback (PROF). For PMOF, with the polarization direction being defined by the axis of the laser cavity yielding a higher optical gain, the optical feedback goes from the dominant mode (E ) back to itself. For PROF, the feedback goes from the dominant polarization mode (E ) to the weaker polarization mode (E ⊥ ). For simplicity, we assume that, due to the characteristics of edge emitting lasers, the dominant field component is E (t), and consequently, only the delay term of the parallel component appears in the equation for E ⊥ (t). In the case of PMOF, the feedback rate κ ⊥ is zero, and in case of PROF κ is zero. We also assume that both polarization components have the same frequency, i.e., ΔΩ = 0.
A. Signal Injection
For the injection of an input signal S(t), we consider two different methods: electrical injection and optical injection. In the case of electrical injection, the injection current is modulated with S(t) around a bias current, corresponding to
with S(t) being normalized, the bias current being I b , and the signal scaling χI thr . Here, I thr denotes the solitary laser threshold current. For electrical signal injection, the signal S(t) is positive for all t.
In case of optical injection, the signal is injected via E inj (t). For practical reasons and to compare to the experimental implementation (see [16] and Section IV), we assume external modulation of the injected light via a Mach-Zehnder (MZ) electro-optic modulator. The input is then modeled via an injected power P inj modulated with a sine-square around a mean value P 0 inj yielding the signal:
We set P 0 inj =P inj /4 and P s inj = 3/2P inj so that
which means that the injected power is modulated between ±75% around the average injected powerP inj . For the optical injection, we distinguish between two different modulation methods. We consider symmetric modulation with S(t) normalized between ±1, a = 1 and Φ 0 = π 4 , and asymmetric modulation with S(t) being positive, a = 2 and Φ 0 = 0.
III. NUMERICAL RESULTS
In this section, we present numerical results obtained from the simulations of a semiconductor laser subject to delayed optical feedback. We study both polarization-maintained and polarization-rotated feedback, respectively. For comparison, we use electrical and optical injection for the input signal. In order to compare our results with previously reported studies, we elaborate on two well-accepted tasks in the machine learning community: spoken digit recognition and time-series prediction. While the former does not require much memory, and consequently, the feedback is expected not to play an important role, the latter is memory dependent and feedback is expected to be essential. In our numerical analysis, the reservoir consisted of N = 400 virtual nodes, resulting in a virtual node spacing of Θ = 200 ps (τ ec /N ). 
A. Spoken Digit Recognition Task
We first evaluate the performance of the system for the spoken digit recognition task. The spoken digit dataset consists of five female speakers uttering numbers from zero to nine with a tenfold repetition for statistics (500 samples in total) [19] . Before injecting the information into the laser, we performed standard preprocessing, creating cochleograms using the Lyon ear model [20] . The information injected into the laser (S(t)) is given by the product of the cochleograms (R(t)) and the input matrix M [7] , [11] . For the characterization of the classification performance, we evaluate the word error rate (WER) as a function of some key laser parameters and operating conditions. It is important to note that for the WER evaluation, we choose 20 random partitions of 25 samples each out of the 500 spoken digits, using 475 samples for training the readout weights, keeping the remaining 25 for testing. Following this procedure, each random partition and each sample are used exactly once for testing (20-fold cross validation).
Our numerical simulations allow us to consider two types of information injection. We can either inject the input information electrically by modulating the laser current or optically by injecting an externally modulated optical signal. Fig. 3 depicts the WER as a function of the laser bias current for the case of electrical input injection and for three different feedback conditions, in particular PMOF (circles in Fig. 3 ), PROF (diamonds in Fig. 3 ) and in the absence of feedback (squares in Fig. 3 ). We find that the best classification is found for bias currents around the solitary lasing threshold, independent of the feedback conditions. For the three feedback schemes, excellent performance with WERs of 0.008, 0.008, and 0 for the PMOF, PROF, and the laser without feedback, respectively, was obtained. It is worth noting that bias currents around threshold ensure that the laser starts its dynamics from a steady state, which is essential for a consistent response. Interestingly, the classification is best in the absence of optical feedback. This is due to the fact that in this task with a small number of classes, the memory, and consequently the feedback, is not so crucial. No significant differences are found between PMOF or PROF conditions in the case of electrical input injection for bias currents below and close to threshold. However, for larger bias currents I b > 1.02I thr , the PROF configuration performs significantly better than PMOF. The classification performance, as function of the bias current normalized to the threshold value, in the case of optical input injection is illustrated in Fig. 4 . We again find that the WER depends on the laser bias current. We observe that the classification performance is qualitatively similar for PROF (squares in Fig. 4 ) and in the absence of feedback (diamonds in Fig. 4) , with even better WER compared to the case of electrical input injection shown in Fig. 3 . In contrast, the classification error in the case of PMOF (circles in Fig. 4) increases significantly above threshold. For optical injection, the classification error is minimum, reaching a 0 WER, for bias currents slightly below the solitary lasing threshold independent of the feedback conditions.
B. Santa Fe Time-Series Prediction Task
The second task that we tackle is time-series prediction. In this task, we evaluate the performance of our scheme in predicting the respective next point of a chaotic time series. We specifically employ data from the Santa Fe time-series competition, dataset A [21] . For the evaluation of the prediction error, we take 4000 data points of this dataset, created by a far-infrared laser operating in a chaotic regime [22] . We used 75% of the points for training and 25% for testing. The information injected to the laser is given by the product of the samples in the Santa Fe time-series competition dataset A and the 1-D input matrix M [7] , [23] . , polarization-maintained feedback withP in j = 436 μW (red squares), polarization-maintained feedback withP in j = 11 μW (blue diamonds) and polarization-rotated feedback withP in j = 11 μW (magenta triangles), respectively. The feedback rates were set to κ = 10 ns −1 and κ ⊥ = 10 ns −1 , respectively, while the respective other was set to zero. The other parameters were chosen as in Table I . Note that the lines are only guide to the eyes.
To characterize the performance of the system for this task, we compute the normalized mean squared error (NMSE) of the prediction, defined as the normalized difference between the predicted and its target value, and study its dependence with the laser bias current and the feedback rate. Similar to the case of spoken digit recognition, we find the performance of the system to be better over a wider range of laser bias currents when the information is optically injected. Therefore, we only concentrate on results for optical information injection in the time-series prediction task. This prediction task requires the system to have memory, i.e., optical feedback is crucial for this task.
In Fig. 5 , we show the NMSE as a function of the laser bias current for two different values of the optical injection power. The first one corresponds to a large average power of the injected light, compared to the power of the laser subject to feedback, P inj = 436 μW. In this case, the NMSE for the Sante Fe timeseries prediction task is below 0.2 both for PMOF (see squares in Fig. 5 ) and PROF (see circles in Fig. 5 ) for laser bias currents above threshold, with a minimum NMSE for PMOF and I b = 1.25I thr of 0.036 and 0.087 for PROF at I b = 1.5I thr . We also present the results for a smaller average power of the optical input injection,P inj = 11 μW. In this case we find that for PMOF low prediction errors are restricted to laser bias currents close to the solitary lasing threshold (see diamonds in Fig. 5) , with a minimal NMSE value of 0.164 for I b = I thr . The prediction error increases significantly for higher bias currents due to the onset of delayed feedback instabilities. For PROF and low injection power the bias current range for good performance is significantly broader (see triangles in Fig. 5 ) with the minimal NMSE being 0.206 for I b = 1.1I thr . The error increases less with increasing bias current for PROF. In the case of high Fig. 6 . Color-coded NMSE for the Santa Fe time-series prediction task as a function of (top) the PMOF feedback rate κ and (bottom) the PROF feedback rate κ ⊥ and different average relative injected powersP in j (y-axis). Bias current was set to I b = 1.01I th r . The other parameters were chosen as in Table I. injection power the prediction hardly changes with the bias current (above threshold) for both feedback configurations. On the contrary, the prediction errors strongly increase for low injection current for both low and high injection powers. This is because we move far from the nonlinear region of operation of the laser. Nevertheless, in both cases, competitive prediction errors can be achieved. It is interesting to note, though, that a larger average optical injection power allows for a wider range of bias currents providing good performance.
As the Santa Fe time-series prediction requires the presence of memory in the system, we also evaluate in detail the influence of the feedback strength on the prediction performance. Figs. 6 and 7 present the NMSE, coded in gray scale, for two different laser bias currents, namely a current close to threshold (I b = 1.01I thr ) and a current clearly above threshold (I b = 1.18I thr ). Furthermore, we distinguish two different feedback conditions for each laser bias current. The top panels in Figs. 6 and 7 are calculated for polarization maintained feedback (PMOF), while the bottom panels are calculated for polarization-rotated feedback (PROF).
In the case of a bias current close to threshold (I b = 1.01I thr ) shown in Fig. 6(top) , we find that PMOF yields low NMSE values for feedback rates below κ = 20 ns −1 independently of Fig. 7 . Color-coded NMSE for the Santa Fe time-series prediction task as a function of (top) the PMOF feedback rate κ and (bottom) the PROF feedback rate κ ⊥ and different average relative injected powersP in j (y-axis). Bias current was set to I b = 1.18I th r . The other parameters were set as in Table I. the average power of the injected signalP inj , reaching the minimum value of 0.099. In addition, Fig. 6 (bottom) shows that with PROF and a small bias current the error is almost independent of injection power and feedback strength. The minimum NMSE value is 0.161 while the overall average for the considered parameters is 0.201. In the case of a current well above threshold (I b = 1.18I thr ) shown in Fig. 7(top) , we find that PMOF yields low NMSE values for intermediate feedback rates and high average powers of the injected signalP inj , with a minimum value of 0.021. Interestingly, an increase in the laser bias current requires an increase in the average injection power and feedback rate to achieve a low prediction error in the case of PMOF. This result suggests that a balance between laser emission power and the average injection power is needed. As shown in Fig. 7 , PROF yields low NMSE values (minimum value 0.022) for high average powers of the injected signal and large feedback rates.
Overall, the results obtained with the delayed feedback scheme are very competitive compared to traditional RC techniques. All the so far presented results have been obtained considering a spontaneous emission factor of 10 −6 . In order to evaluate the influence of different noise levels in more detail, we 8 . WER for the spoken digit recognition task versus the spontaneous emission factor β for electrical (black circles) and optical injection (red squares), respectively. The feedback rate was set to κ , ⊥ = 0. Bias current was set to I b = 1.0I th r . The other parameters were set as in Table I . Note that the lines are only guide to the eyes. discuss in the following section the performance of our scheme for different spontaneous emission factors.
C. Influence of Spontaneous Emission Noise
In this section, we evaluate the influence of spontaneous emission on the performance of the system for the two tasks described previously. In the case of spoken digit recognition, we find that the task is extremely robust against spontaneous emission noise. As shown in Fig. 8 , the classification error remains almost constant up to β = 0.0001, which is two orders of magnitude larger than a realistic value for the spontaneous emission, both for electrical (circles) and optical (squares) input injection.
In contrast, in the case of the Santa Fe time-series prediction, the NMSE degrades already for realistic values of the spontaneous emission. Fig. 9 illustrates the degradation on the performance as a function of the spontaneous emission noise for polarization-maintained (circles) and polarization-rotated (squares) optical feedback. The prediction error increases when the noise term is included in the numerical simulations, with a gradual degradation at realistic values (β = 10 −6 ) and a sudden increase at β = 0.0001. The difference in sensitivity originates from the different nature of the two tasks. While spoken digit recognition is a classification task which only requires a winnertakes-all decision, time-series prediction actually requires the precise approximation of a nonlinear transformation. Furthermore, time-series prediction tasks are more sensitive to noise than classification tasks [23] .
IV. EXPERIMENTAL RESULTS
For our experimental implementation, we employed a standard edge emitting Z-mounted laser diode with an emission wavelength of λ = 1542 nm. The standalone discrete mode laser has a longitudinal mode splitting of ∼150 GHz, with a sidemode suppression exceeding 40 dB. Using free-space optics, the emission is collected in a standard single-mode fiber. A fiber . NMSE for the Santa Fa time-series prediction task versus the spontaneous emission factor β for parallel polarization (black circles) and polarizationrotated feedback (red squares), respectively. The feedback rates were set to κ = 10 ns −1 and κ ⊥ = 10 ns −1 , respectively, while the respective other was set to zero. The bias current was I b = 1.18I th r . The other parameters were set as in Table I . Note that the lines are only guide to the eyes.
loop provides delayed optical feedback (delay τ D = 77.6 ns), with the loop comprising an optical circulator, an optical attenuator, a polarization controller, and two fiber splitters utilized for signal detection and optical injection. An optical attenuator and a polarization controller facilitate the control of the optical feedback conditions. In this experiment, the reservoir consisted of N = 388 virtual nodes, resulting in a virtual node spacing of Θ = 200 ps. We realize electrical information injection via directly modulating the laser diode current. In the case of optical injection, the modulated light of a tunable laser is injected into the information processing semiconductor laser, with the information encoded via injection intensity modulation using an MZ modulator. While the laser diode current and the MZ modulator have a modulation bandwidth going up to or exceeding 10 GHz, we injected information at a rate of 5 GSamples/s. Here, in our experiments, the signal source, used for generating the input information, is the bandwidth limiting factor. corresponds to one misclassification per ∼7000 digits. The large uncertainty originates only from the limited size of the database. Further above threshold, even in the absence of injected information, complex dynamics prevails in the system [24] , resulting in a worse performance for the case of electrical information injection (Fig. 10 ). In such a situation, repetitively injecting identical information into the reservoir will induce different transients for each individual injection. As a result, computations become less reproducible, hence reducing the system performance. For the case of optical information injection, the particular dependence above threshold is less intuitive. We speculate that it originates from the complex influence of the injected light on the stability of the rest state [25] .
The performance of our experimental RC system, evaluated using the Santa Fe time-series prediction task, is depicted in Fig. 11 for the case of optical data injection. Particular to this task is a high sensitivity to noise. Hence, we employed a modified optical data injection scheme, allowing for a better signal to noise ratio. The range of optical modulation was the same as before; however, an injection power of 7.5 μW was chosen as offset in the absence of information. In addition to serving as a data injection source, the external laser, therefore, additionally acts as an injection locking source, increasing the performance significantly by reducing the rest state noise. The NMSE for the prediction task, depending on the bias current, is depicted in Fig. 11 . The best performance is again obtained for I b close to the laser threshold, with a prediction error of 0.106 (I b =7.62 mA, feedback attenuation 10 dB) at a prediction rate of 1.3×10 7 points per second. As for the spoken digit recognition, the performance significantly degrades for bias currents significantly above the solitary laser threshold.
V. CONCLUSION
In conclusion, we have studied the computational capabilities of a semiconductor laser subject to delayed optical feedback. Our numerical simulations highlight the potential and robustness of the proposed scheme. Moreover, the modeling provides guidelines for the experimental implementation of the scheme. Qualitative agreement with first experimental results has been achieved.
We find that this configuration is offering excellent computational performance with at the same time low hardware requirements, high bandwidth, and low power consumption. The results obtained for the spoken digit recognition task (WER = 0) are better to those obtained with a system based on Hidden Markovian Models (0.00168) [26] and with a traditional RC system (0.005) [27] .
For the case of time-series prediction, our numerical results of NMSE = 0.02 for both PMOF and PROF configurations, a bias current of I b = 1.18I thr and high-power signal injection, are of the order of those obtained with more traditional techniques (<0.01 [28] ), although in the latter additional memory is artificially added into the input data.
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