Let M be a Riemannian manifold and let E → M be a Hermitian vector bundle with a Hermitian covariant derivative ∇. Furthermore, let H(0) denote the Friedrichs extension of ∇ * ∇/2 and let V : M → End(E) be a potential. We prove that if V has a decomposition of the form V = V 1 − V 2 with V j ≥ 0, V 1 locally integrable and max σ(V 2 (•)) in the Kato class of M , then one can define the form sum H(V ) := H(0) ∔ V in Γ L 2 (M, E) on arbitrary M . We also show that if M is geodesically complete, then the smooth sections with compact support are a form core for H(V ).
Introduction
Let M be a smooth Riemannian m-manifold 1 , equipped with the Riemannian volume measure vol(•) on the Borel sigma algebra B(M). The usual scalar Laplace Beltrami operator will be written as ∆ = −d * d. Let E → M be a smooth (finite dimensional) Hermitian vector bundle with a Hermitian covariant derivative ∇. The symbol • x stands for the norm and the operator norm corresponding to the Hermitian structure (•, •) x on each fiber E x . For any section Ψ in E or in End(E), we will use the notation
The smooth sections in E with compact support will be denoted with Γ C ∞ 0 (M, E), and Γ L 2 (M, E) stands for the Hilbert space of (equivalence classes of) measurable sections f in E such that
with scalar product
To ∇ and the Riemannian structure of M there canonically corresponds the Bochner Laplacian
a second order elliptic differential operator that can be defined as follows: If v 1 , . . . , v m is a local orthonormal frame near x ∈ M for the tangential bundle TM (which will be considered as complexified) and if Ψ ∈ Γ C ∞ 0 (M, E), then
Here, ∇ TM stands for the Levi-Civita connection and (3) does not depend on the particular choice of the local orthonormal frame. Note that since ∇ is compatible with (•, •) x , the assignment (2) defines a symmetric nonnegative operator in Γ L 2 (M, E). Throughout, let V : M → End(E) be a potential, that is, V is a measurable section in End(E) such that V (x) : E x → E x is self-adjoint for almost every (a.e.) x ∈ M. One of the most fundamental questions in nonrelativistic quantum physics is the proper definition of self-adjoint realizations in Γ L 2 (M, E) of operators that are formally given by ∇ * ∇ + V . For example, operators that describe the energy of charged nonrelativistic spin 0 particles can be written in the form ∇ * ∇+V [8] (these are magnetic Schrödinger operators on line bundles). Also, operators that describe the energy of charged nonrelativistic spin 1/2 particles on spin C manifolds can be written in this form [7] (these are squares of Dirac type operators on spin C bundles). One opportunity to attack the above question under the additional assumption |V | ∈ L 2 loc (M) is to find appropriate conditions on the Riemannian structure of M and on V that imply the essential self-adjointness of ∇ * ∇ + V , when initially defined on Γ C ∞ 0 (M, E). The most important aspects of this approach are certainly contained in [2] . In this note, we will follow another approach: the use of quadratic forms. The main advantage of this approach is that one does not have to assume |V | ∈ L 2 loc (M). We proceed as follows to carry out this approach: Firstly, we use the KLMN theorem together with semigroup domination to prove that the form sum H(V ) := H(0) ∔ V of the Friedrichs realization H(0) of ∇ * ∇/2 and V is well-defined, if there are potentials
form bounded with bound < 1 (see theorem 2.4). This result shows that it is essentially enough to consider scalar problems, but it is still a difficult task to check the latter scalar condition. In the Euclidean R m , however, it is well-known that a scalar potential v : R m → R is −∆/2-form bounded with bound < 1, if v is in the Euclidean Kato class K(R m ). There are two equivalent definitions of K(R m ): The original analytic one, which has first appeared in T. Kato's paper [13] , and the probabilistic one using Brownian motion which we know from the Aizenman-Simon paper [1] . The essential observation now is that both definitions make sense 2 on arbitrary Riemannian manifolds (even on arbitrary Dirichlet spaces; see for example [14] ), and that taking the probabilistic one as the definition of K(M), one can use an abstract result on dirichlet spaces by P. Stollmann and J. Voigt [19] to show that v : M → R is −∆/2-form bounded with bound < 1, if v ∈ K(M). This is carried out in the proof of theorem 2.13, which is our main result, and which states that if there is a decomposition V = V 1 − V 2 with potentials
We believe it is a remarkable fact that we do not have to make any kind of completeness or boundedness assumptions on the underlying Riemannian structure in order to prove this result, and that it is strong enough to deal with Coulomb type singularities (see remark 2.12) which arise naturally in the description of Hydrogen type problems in R 3 . It has been recently realized that similar quantum mechanical problems can be considered on general nonparabolic Riemannian 3-manifolds [6] [10], and we will apply theorem 2.13 in [10] in this context. This paper is organized as follows: We first recall some abstract facts about quadratic forms in Hilbert spaces and then use these results together with probabilistic semigroup methods to prove theorem 2.4. Next we introduce the Kato class K(M) corresponding to the Riemannian manifold M (see definition 2.6) and collect several criteria for functions on M to be in K(M).
Then we will prove theorem 2.13, and as an additional result we will use a result by O. Milatovic [16] to prove proposition 2.14, which states that if M is geodesically complete, then Γ C ∞ 0 (M, E) is a form core for H(V ) under the assumptions of theorem 2.13. Here, the geodesic completeness enters the proof through the existence of appropriate cut-off functions.
Main results
We first recall some well-known facts from the perturbation theory of quadratic forms: Let H be a Hilbert space. If q 1 and q 2 are real-valued quadratic forms in H , then their sum
, and q 1 + q 2 is semibounded from below and closed, if q 1 and q 2 are semibounded from below and closed. If H ≥ c is a self-adjoint operator in H and if c ′ ≤ c, then the densely defined, closed quadratic form q ≥ c corresponding to H can be defined by
and (4) does not depend on c ′ . Conversely, if q ≥ c is a densely defined, closed quadratic form, then there is a unique self-adjoint operator H ≥ c with (4) for all c ′ ≤ c. One usually applies these considerations in the following situation: If H ′ ≥ c is a symmetric operator in H , then the quadratic form
is closable, and its (minimal) closure q ≥ c corresponds uniquely in the above sense to a self-adjoint operator H ≥ c, the Friedrichs extension of H ′ . We refer the reader to [12] for details on these facts.
From now, let q ≥ 0 be a densely defined, closed quadratic form in H and let H ≥ 0 be the corresponding self-adjoint operator. We will use the usual extension q(f ) := ∞, if f ∈ H \ D(q). Using the spectral calculus, q can be easily further characterized as follows:
For if P : B(R) → L (H ) is the projection-valued spectral measure corre-sponding to H, then one has
so that (5) follows from (4).
Next, we state a well-known perturbation theorem ( [12] , theorem 3.4 on p.338):
Theorem 2.1 (KLMN theorem) Letq be a real-valued quadratic form on
H which is q-bounded with bound < 1, that is, one has D(q) ⊂ D(q) and there are constants 0 ≤ C 1 < 1 and
Then the quadratic form q +q is semibounded from below and closed. In particular, there is a unique self-adjoint semibounded from below operator which corresponds to q +q in the sense of (4) .
We return to our manifold setting: As we have already remarked, the operator
is a nonnegative symmetric operator in Γ L 2 (M, E) and the Friedrichs extension of this operator will be denoted with H(0) ≥ 0. With a slight abuse of notation, we will continue to denote the Friedrichs extension of −∆/2 in L 2 (M) with −∆/2 ≥ 0. The quadratic forms that correspond to H(0) in Γ L 2 (M, E) and to −∆/2 in L 2 (M) will be written as q H(0) and q −∆/2 , respectively. Furthermore, the potential V defines a quadratic form in Γ L 2 (M, E) by setting
Note that x → max σ(V (x)) defines a measurable function
For our probabilistic considerations, let P := (Ω, F , F * , P) 3 The symbol σ(•) stands for the spectrum. be a filtered probability space which satisfies the usual assumptions. We assume that P is chosen in a way such that for any x ∈ M, P carries a Brownian motion B(x) with respect to the Riemannian manifold M, starting from x (a possible choice for P and B(x) which uses the Nash embedding theorem can be found in [9] and the references therein). If ζ x : Ω → [0, ∞] is the lifetime of B(x) and if
With these preparations, we can prove the following technical result which will directly imply theorem 2.4 below:
and the quadratic form q H(0) + q V is closed and semibounded from below.
Remark 2.3 1. Note that we do not make any (completeness or boundedness) assumptions on the Riemannian structure of M. 2. The crucial point for the proof of proposition 2.2 is the semigroup domination
for any Ψ ∈ Γ L 2 (M, E), which will be proved with probabilistic methods.
Proof of proposition 2.2. For any t > 0 the stochastic parallel transport with respect to (B(x), ∇) will be written as
The construction of // x t is not important for the following considerations, we will only need the following fact: The map
is unitary for P-a.e. ω ∈ {t < ζ x }. Exhausting M with a sequence of relatively compact open subsets in order to deal with the possible explosion in a finite time of B(x), the following Feynman-Kac formulae have been proven in [5] 
In particular, applying these formulae with ψ := |Ψ| implies the semigroup domination e
If f ∈ D(q H(0) ), then by (5) and the latter inequality one has
Finally,
for some 0 ≤ C 1 < 1 and some C 2 ≥ 0, which follows directly from the assumptions and (11), so that q V 2 is q H(0) -bounded with bound < 1. Now (9) follows from D(q H(0) ) ⊂ D(q V 2 ) and V = V 1 − V 2 , and the last assertion is implied by the KLMN theorem: Indeed, we have q H(0) + q V = q H(0) − q V 2 + q V 1 and the KLMN theorem implies that q H(0) − q V 2 is closed and semibounded from below on D(q H(0) ). On the other side, q V 1 is closed and nonnegative by the above abstract considerations (this is the quadratic form corresponding to the nonnegative multiplication operator defined by V 1 ), so that q H(0) + q V is closed and semibounded from below.
Proposition 2.2 has the following important consequence:
loc (M) and such that q max σ(V 2 (•)) is q −∆/2 -bounded with bound < 1. Then one has (9) and the quadratic form q H(0) + q V is densely defined, closed and semibounded from below. In particular, the form sum
Proof. We only have to prove that D(q H(0) + q V ) is dense. But clearly the local integrability of V 1 implies
so that the claim follows from (9).
We also state the following corollary to the proof of proposition 2.2 seperately: A quadratic form version of Kato's inequality [2] :
In general, it is a difficult task to determine large explicitly given classes of potentials V that ensure that q V is q H(0) -bounded with bound < 1. However, it is well-known that the latter condition is satisfied for scalar Schrödinger operators in the Euclidean R m , if the potential is in the Kato class of the underlying Riemannian structure 5 . As an application of theorem 2.4, we are going to extend this classical result to our general setting. To this end, let p t (x, y) denote the minimal heat kernel of M. For example, p t (x, y) can be defined as the smooth integral kernel corresponding to e
The basic properties of p t (x, y) that we are going to use here are p t (y, x) = p t (x, y) > 0, and
and finally the Chapman-Kolmogorov identity 
By a usual abuse of notation, the obvious dependence of the linear space K(M) on the underlying Riemannian structure does not appear in our notation. Definition 2.6 is probabilistic in its nature: Since one has ( [11] , proposition 4.1.6)
it follows that
for some essential bound C > 0 of v, so that one always has
We also note the following facts: 
Proof. a) This assertion follows from a straightforward application of the Chapman-Kolmogorov identity. Details can be carried out as in the proof of lemma 3.1 in [15] (where the authors consider measure perturbations of Dirichlet forms), if one defines a Kato type measure µ :
which is finite.
We now turn to criteria for functions to be in the Kato class. The first one is an abstract L p type criterion:
Proposition 2.8 Assume that there is a C > 0 and a t 0 > 0 such that for all 0 < t < t 0 one has
Then for any p such that p ≥ 1 if m = 1, and p > m/2 if m ≥ 2, one has
, 0 < t < t 0 , x ∈ M and 1/p + 1/q = 1. Then using Hölder's inequality we get
Since (19) and (12) give
ds, which tends to 0, as t ց 0.
Let d(x, y) stand for the geodesic distance of x, y ∈ M and let K r (x) stand for the open geodesic ball with radius r around
Again, the dependence of this space on the Riemannian structure will not be indicated in our notation. Note the trivial inclusions
With the following control on the Riemannian structure, one has an equivalent analytic characterization of K(M) and a large class of Kato functions can be constructed:
Theorem 2.9 Let M be geodesically complete with Ricci curvature bounded from below and assume that there is a C > 0 and a R > 0 such that for all 0 < r < R and all x ∈ M one has
Then the following assertions hold: Remark 2.10 If M is geodesically complete with Ricci curvature bounded from below and a positive injectivity radius, then M satisfies the assumptions of theorem 2.9. This is explained in [14] , p. 110, and the references therein.
Proof of theorem 2.9. These assertions are included in [14] , p. 110 in the following sense: There, the authors assume that M is geodesically complete with Ricci curvature bounded from below and a positive injectivity radius (which, according to the remark above, is a slightly stronger assumption), but the assumption on the injectivity radius is only used to deduce (22).
The analytic characterization of K(M) from theorem 2.9 coincides with the original form of the Kato assumption in the Euclidean R m , which has first appeared as condition (1.5) in [13] . Using Bishop-Gromov's volume comparison theorem, we get: Corollary 2.11 Let M be geodesically complete with Ricci curvature bounded from below. Then the following assertions hold:
Assume that there is a C > 0 and a R > 0 such that for all 0 < r < R and all x ∈ M one has
Proof. a) Assume that κ ∈ R is chosen such that Ric ≥ (m − 1)κ and let 
with C m the Euclidean volume of the unit sphere S m−1 ⊂ R m . Note that l m,κ (r) is just the volume of a geodesic ball with radius r in the m-dimensional model space with constant sectional curvature κ, so that Bishop-Gromov's volume comparison theorem [17] states that for all x ∈ M and all r > 0 one has vol (K r (x)) ≤ l m,κ (r). In particular, for
which proves the assertion. b) This follows from part a) and theorem 2.9 b). One can also use proposition 2.8 to deduce this result, namely, it is included in [14] 
is in K(R 3 ) for any C ∈ R. Of course, this can also be seen from proposition 2.8.
Remarkably, we do not have to make any kind of completeness or boundedness assumption on the underlying Riemannian structure in order to prove our main result:
Then one has (9) and the quadratic form q H(0) + q V is densely defined, closed and semibounded from below so that the form sum H(V ) = H(0) ∔ V is well-defined.
Proof. By theorem 2.4 it is sufficient to prove that with 0 ≤ v := max σ(V 2 (•)) ∈ K(M), it holds that q v is q −∆/2 -bounded with bound < 1. To this end, we will use an abstract result from the theory of measure perturbations of regular Dirichlet forms from [19] : By definition, C ∞ 0 (M) is a core for the quadratic form q −∆/2 . Furthermore, one has 
It follows from proposition 2.7 a) that C r (v) < ∞ for some/all r > 0. As a consequence, the Kato type measure µ : B(M) → [0, ∞] given by µ(dx) := v(x)vol(dx) is in the classŜ K from [19] , so that theorem 3.1 in [19] implies
for all r > 0, u ∈ D(q −∆/2 ). Finally, we may use (17) to take r large enough with C r (v) < 1 in the last inequality to complete the proof.
Finally, we show that under geodesic completeness, Γ C ∞ 0 (M, E) is a form core for H(V ) in the setting of theorem 2.13: Proposition 2.14 In the situation of theorem 2.13, assume that M is geodesically complete. Then Γ C ∞ 0 (M, E) is a form core for H(V ). 7 Here, C 0 (M ) stands for the continuous functions on M with compact support.
Proof. Since the proof theorem 2.13 actually shows that q V 2 is q H(0) -bounded with bound < 1, we can assume V 2 = 0. But in this case, the result has been proven in [16] , lemma 2.2. As we have already mentioned in the introduction, the geodesic completeness assumption enters the proof of the latter assertion through the existence of appropriate cut-off functions.
