Abstract-A new robust and statistically efficient estimator for ARMA models called the bounded influence propagation (BIP) τ -estimator is proposed. The estimator incorporates an auxiliary model, which prevents the propagation of outliers. Strong consistency and asymptotic normality of the estimator for ARMA models that are driven by independently and identically distributed (iid) innovations with symmetric distributions are established. To analyze the infinitesimal effect of outliers on the estimator, the influence function is derived and computed explicitly for an AR(1) model with additive outliers. To obtain estimates for the AR(p) model, a robust Durbin-Levinson type and a forward-backward algorithm are proposed. An iterative algorithm to robustly obtain ARMA(p,q) parameter estimates is also presented. The problem of finding a robust initialization is addressed, which for orders p + q > 2 is a non-trivial matter. Numerical experiments are conducted to compare the finite sample performance of the proposed estimator to existing robust methodologies for different types of outliers both in terms of average and of worst-case performance, as measured by the maximum bias curve. To illustrate the practical applicability of the proposed estimator, a real-data example of outlier cleaning for R-R interval plots derived from electrocardiographic (ECG) data is considered. The proposed estimator is not limited to biomedical applications, but is also useful in any real-world problem whose observations can be modeled as an ARMA process disturbed by outliers or impulsive noise.
I. INTRODUCTION
Autoregressive moving-average (ARMA) models are amongst the most popular models for characterizing dependent data and they have a long tradition in numerous real-world applications, e.g. in speech processing [1] , biomedicine [2] , [3] , radar [4] , electricity consumption forecasting [5] - [7] , system identification [8] and econometry [9] . Numerous extensions of the ARMA model, such as Seasonal Integrated ARMA (SARIMA) [7] , Periodic ARMA (PARMA) [10] , Controlled ARMA [11] , and Time-Varying ARMA (TV-ARMA) models [12] have been proposed. This paper focusses on robust parameter estimation for ARMA models associated with random processes for which the majority of samples are appropriately modeled by a stationary and invertible ARMA model and a minority consists of outliers with respect to the ARMA model. For such cases and, in general, classical estimators are unreliable and may break down completely [5] - [7] , [13] - [23] . The nature of the outliers depends on the application. For example, motion artifacts are often evident in biomedical signals such as intracranial pressure (ICP), electrocardiographic (ECG) and photoplethysmographic (PPG) signals [24] - [28] while in electricity consumption forecasting outliers are associated with holidays, major sporting events and strikes [5] , [21] . For a discussion on how outliers affect ARMA parameter estimation, the reader is referred, e.g. to [14] , [16] , [19] , [29] , [30] and there is a clear need for robust methods that can, to some extent, resist outliers. First contributions to robust estimation for dependent data were made in the 1980's [31] - [34] , and in recent years, research in this area has increased significantly (e.g. [5] - [7] , [18] - [20] , [22] - [24] , [26] , [27] , [35] - [47] ).
Research on robust ARMA parameter estimation may be loosely grouped into two categories which are associated with the diagnostic approach (e.g. [13] - [17] , [23] , [38] , [39] , [47] ) and the statistically robust approach (e.g. [5] - [7] , [18] - [22] , [27] , [48] , [49] ). Diagnostic approaches enhance robustness via detection and hard rejection of outliers, followed by a classical parameter estimation method that handles missing values. Statistically robust methods utilize the entire data set and accommodate the outliers by bounding their influence on the parameter estimates. Robust statistical theory also provides measures, such as the influence function (IF), the breakdown point and the maximum bias curve [19] , [21] , [50] , which characterize quantitative and qualitative robustness and allow for an analytical comparison of different estimators.
The main contributions of this paper is to propose and analyze a new estimator for ARMA model parameters called the bounded influence propagation (BIP) τ -estimator which is simultaneously robust and possesses a controllable statistical efficiency. Robustness and high efficiency are jointly achieved by incorporating an auxiliary model which prevents the propagation of outliers into the τ -estimator. The term 'propagation of outliers' means that one outlier in the observations creates multiple outliers in the reconstructed innovation series. The BIP τ -estimate minimizes a robust and efficient scale of the reconstructed innovation series. In Theorem 1, strong consistency of the τ -estimator of the ARMA parameters is established. In Lemma 1, Fisher consistency of the τ -estimator of the ARMA parameters is shown, given all past observations. In Lemma 2, almost sure convergence of the τ -estimator of the innovations scale to the population value based on the expectation operator is proven. In Theorem 2, under an ARMA model, it is established that the BIP τ -estimator is asymptotically equivalent to a τ -estimator. Theorems 1 and 2 together prove the strong consistency of the proposed estimator under general conditions, which include the Gaussian ARMA model as a special case. In Theorem 3, asymptotic normality of the estimator for the ARMA model is proven by deriving the asymptotic equivalence to an M-estimator. To analyze the infinitesimal robustness of the BIP τ -estimator in the asymptotic case, its IF is derived. The IF is explicitly computed for an autoregressive process of order one, AR (1) , in the case of additive outliers. To compute the estimates for the AR(p) model, a computationally efficient robust Durbin-Levinson type algorithm is proposed that incorporates the BIP model. Here the parameters are recursively found for increasing orders. In this way, searching for a robust starting point to minimize a non-convex cost function is avoided, which is a key-difficulty in robust estimation. A forward-backward algorithm to recursively compute the AR(p) parameters is also proposed. In the search for ARMA parameter estimates, a Marquard algorithm is used to find the parameters that minimize the τ -scale of the innovations. For this case, an algorithm to find a robust starting point is presented. The starting point algorithm uses a BIP-AR model based outlier cleaning operation. Numerical experiments to evaluate the estimator in terms of the maximum bias curve in order to assess its quantitative robustness and also to compare it to existing benchmark estimators are conducted. In particular, Monte Carlo experiments for ARMA models of orders 4 ≥ (p + q) ≥ 8 are performed. This is unusual in robust ARMA parameter estimation, which usually is limited to ARMA models of lower orders. Patchy and independent replacement and additive outliers of different types are considered in the simulations. Finally, the proposed estimator is applied to a real-data example of artifact cleaning for R-R interval plots derived from electrocardiographic (ECG) data. R-R intervals denote the time intervals between consecutive heart beats and are used in heart rate and heart rate variability analysis.
Relation to existing work: In the analysis of our estimator, we build upon theoretical results that were established for the BIP MM-estimator [20] . As for the classical regression setting, the τ [51] and MM [52] are alternative estimators with similar statistical and robustness properties. In the context of AR parameter estimation, a key advantage of the τ -estimator is its definition via the τ -scale. Based on this definition, a robust Durbin-Levinson type procedure is proposed. Further, the starting point for the BIP MM, especially for p + q > 2 is difficult to find and expressions for the IF are not available for the BIP MM-estimator. Our estimator is also conceptually related to the filtered τ -estimator [19] , which uses a robust filter to prevent outlier propagation. A disadvantage of the filtered estimators is that they are intractable in terms of robustness and asymptotic statistical analysis.
The paper is organized as follows. Section II introduces the signal and outlier models and discusses the propagation of outliers. Section III introduces the BIP τ -estimator and details associated statistical and robustness analysis. Section IV presents an algorithm for computing the stationary and invertible BIP τ -estimates. Section V compares the performance of the proposed BIP τ -estimator with existing ARMA parameter estimators via Monte Carlo simulations. Section VI provides a real-data example of artifact cleaning for R-R interval plots derived from ECG data. Conclusions, and possible extensions of this research are presented in Section VII.
Notation. Vectors (matrices) are denoted by bold-faced lowercase (uppercase letters), e.g. a (A). The jth column vector of a matrix A is denoted by a j . (⋅)
⊺ is the transpose operator. Sets are denoted by calligraphic letters, e.g. B.β refers to the estimator (or estimate) of the parameter vector β, log + (x) = max(log( x ), 1), f (x) and F (x) are, respectively, the probability density function (pdf) and cumulative distribution function (cdf) of x, f (x 1 , x 2 ) and F (x 1 , x 2 ) are, respectively, the joint pdf and joint cdf of the random variables x 1 and x 2 , f (x 1 x 0 ; φ 1 ) is the pdf of x 1 conditioned on x 0 and given φ = φ 1 . P (x = c) is the probability that x = c.
convergence to the normal distribution with mean vector 0 and covariance matrix Σ. Given a function g(x) ∶ R k → R, ∇g(x) is the k-dimensional column vector whose ith element is ∂g(x) ∂x i . Finally, x min ∶ ∆ x ∶ x max denotes the grid of equidistant points in R, ranging from x min to x max with a step size of ∆ x .
II. SIGNAL AND OUTLIER MODELS
The ARMA and Bounded Innovation Propagation (BIP)-ARMA signal models, as well as some important outlier models, are briefly revisited. Attention is drawn to the fact that estimators, which are computed based on the innovations, require a mechanism that prevents the propagation of outliers.
A. Signal model
denote a sequence of observations that was generated by a stationary and invertible ARMA(p, q) process up to time t according to
where the true parameter vector β 0 = (φ 0 , θ 0 , µ 0 ), φ 0 = (φ 0,1 , . . . , φ 0,p ) and θ 0 = (θ 0,1 , . . . , θ 0,q ).
(A1) Assume that a t are independent and identically distributed (iid) random variables with a symmetric distribution and further assume that E log
To restrict the parameter space in a manner which is consistent with a stationary and invertible ARMA model, let β = (φ, θ, µ) be a parameter vector defined by the polynomials
and
which have all their roots outside the unit circle. Then, by defining a
the following recursion follows
and a e t (β 0 ) = a t . (A2) Assume that φ 0 (B) and θ 0 (B) do not have common roots.
B. Outlier models
In real-world applications, the observations y t may not exactly follow (2) . There exist several statistical models for outliers in dependent data (see e.g. [13] - [17] , [19] , [21] , [23] ). The following provides a brief review of important models. The additive outlier (AO) model defines contaminated observations y ε t according to y
where x t follows an ARMA model, as given in (2), w t defines the contaminating process that is independent of x t and ξ ε t is a stationary random process for which
with probability ε 0 with probability (1 − ε).
For the replacement outlier (RO) model
where w t is independent of x t and ξ t is defined by (8) . As discussed, e.g. in [19] , [21] , innovation outliers, i.e., outliers in a t , can be dealt with by classical robust estimators. Outliers may also differ in their temporal structure. For isolated outliers, ξ ε t takes the value 1, such that at least one non-outlying observation is between two outliers (e.g. ξ ε t follows an independent Bernoulli distribution). For patchy outliers, on the other hand, ξ ε t , {t ∈ 1, . . . , n} takes the value 1 for n patch ≤ n 2 subsequent samples.
C. Bounded innovation propagation (BIP)-ARMA model
ARMA parameter estimation, i.e., determiningβ, is often based on minimizing some function of the reconstructed innovation sequence. However, as can be seen from (5), one AO or RO in y t can propagate onto multiple innovations a e t (β). In the extreme case, all entries of the innovations sequence are disturbed by a single outlier. Thus, robust estimators are only applicable if they are combined with a mechanism to prevent outlier propagation. An auxiliary model to do this, is the BIP-ARMA model [20] :
Here, r = max(p, q), where if r > p, a p+1 = . . . = a r = 0, while if r > q, b q+1 = . . . = b r = 0. ARMA models are included by setting η(x) = x. Thus, by choosing η(x) to be one of the well-known monotone or redescending nonlinearities (e.g., Huber's or Tukey's) [50] , all innovations that lie within some region around µ are left untouched and, on the other hand, the effect of a single AO or RO is bounded to a single corrupted innovation. In (10), σ is a robust M-scale of a t [21] , [50] , i.e., it solves
where b is defined as
To make the M-estimator consistent in scale with the standard deviation when the data is Gaussian, E [⋅] in (12) , is the expectation operator with respect to the standard normal distribution. From (10), the innovations sequence can be recursively obtained for t ≥ p + 1 according to 
III. PROPOSED ESTIMATOR
We next define an estimator that is based on the idea of minimizing a robust and efficient scale of the reconstructed innovations, the τ -scale. The estimator is defined for the case when the sample size exceeds the number of model parameters, i.e., n > p + q. It computes the τ -scale both for innovations reconstructed from the ARMA in (6) and from the BIP-ARMA in (13) , and chooses as a final estimateβ * τ , which provides the smaller τ -scale. We show, for iid innovations with a symmetric pdf, that the proposed estimator is strongly consistent with the ARMA model (Theorem 1 and Theorem 2). Further, the estimator is asymptotically normal for the ARMA model case with a controllable efficiency with respect to the maximum-likelihood estimator (Theorem 3). Finally, an expression for the IF which measures robustness against infinitesimal contamination is provided.
A. Definition of the τ -estimator under the ARMA model
Letσ M n (a n (β)) be an M-estimate of the scale of a n (β) = (a p+1 (β), . . . , a n (β)) based on ρ 1 (x) which satisfies A3, i.e.,
The τ -estimate of β = (φ, θ, µ) under the ARMA model is defined according tô
whereσ τ n (a n (β)) is the τ -estimate [51] of the scale of a n (β) and is defined aŝ
Here B = B 0 ×R where B 0 = {(φ, θ) ∈ R p+q ∶ z ≥ 1 + ζ holds for all roots z of φ(B) and θ(B)} for some small ζ > 0. (A6) Assume that ρ 2 (x) satisfies A3, and additionally,
B. Definition of the τ -estimator under the BIP ARMA model
The τ -estimate of β = (φ, θ, µ) under the BIP-ARMA model is defined according tô
wherê
and a
) is recursively obtained from (13) . To computeσ(β), the MAinfinity representation of the BIP-ARMA model is used
where λ i (β) are the coefficients of φ
where σ y is the standard deviation of y t and
The estimate of σ in Eq. (20) can then be computed according toσ
with y n = (y 1 , . . . , y n ), and where q long is chosen sufficiently large to approximate the MA-infinity representation.
C. Definition of the proposed τ -estimator
The final τ -estimate of the innovations scale iŝ
and the final parameter estimate becomeŝ
It is shown in Sec. III-D that when the data follows an ARMA model without outliers, the result thatσ
This implies that the asymptotic efficiency ofβ * τ is independent of η. However, this does not hold in the finite sample size case.
D. Statistical analysis
Theorem 1. establishes strong consistency of the τ -estimator of the ARMA parameters. Assume that y t follows from Eq. (2) with a t satisfying A1. Further, assume that ρ 1 satisfies A3 and A5 and that ρ 2 satisfies A6. Then, the τ -estimatorβ τ defined in Eq. (15) is strongly consistent for β 0 . Proving this theorem requires Lemmas 1-3. Lemma 1. provides the Fisher consistency of the τ -estimator of the ARMA parameters given all past observations 1 .
Let y t be an observation from an ARMA(p,q), as in Eq. (2).
Assume that ρ 1 (x) is bounded and satisfies A3 and A5. It then holds, with σ 0 denoting the true innovations scale, that σ 0 =σ τ (β 0 ) <σ τ (β) if β ∈ B and β ≠ β 0 . This implies that the estimateβ τ , as defined in Eq. (15) , is Fisher consistent for β 0 .
Proof: Consider the assumptions made in Theorem 1 which are the same assumptions made in Lemma 2 in [53] . This lemma states: if β ∈ B and β ≠ β 0 it holds, for an Mestimate of scaleσ M (β) > 0 defined by
where
it follows by defining
Using Lemma 3.1 (i) from [54] it then follows that
for all ∆ t (β) ≠ 0. Then, using Lemma 3.1 (ii) from [54] , and assuming that
is nondecreasing with respect toσ M , since A6 implies that
Lemma 2. states the almost sure convergence of the τ -estimator of the innovations scale to the population value based on the expectation operator.
Under the assumptions of Theorem 1, for any d > 0, it follows that
Proof: The continuity and positivity of the M-scale functionalσ M (β) > 0 defined in Eq. (25) was shown in Lemma 5 of [53] . The continuity and positivity ofσ τ (β) follows from (30) , as long as ρ 2 satisfies A3. Let
Then h 1 > 0 and h 2 < ∞. According to Lemma 5 of [53] , it holds, for any
From Lemma 2 of [55] , it holds, under the assumptions A3,
Eq. (34) then follows from (37), (38) and (30) .
Lemma 3
Under the assumptions of Theorem 1, there exists d > 0, such that
Proof: The proof is based on the one given in Lemma 6 of [53] which states that (40) where ρ 1 has been replaced by ρ j , j = 1, 2, and ρ j is assumed to be consistent with A3 and A6. Then, using the continuity and positivity ofσ τ (β) and the definition of the τ -scale of (30), (39) follows from (40) .
Proof of Theorem 1:
Take ξ > 0 arbitrarily small and let d be as in Lemma 3. The continuity of the M-scale functionalσ M (β) > 0 defined in (25) follows from Lebesgue's dominated convergence theorem. The continuity ofσ τ (β) follows from (30) as long as ρ 2 satisfies A3. By Lemma 1 of this paper, there exists 0 < γ < 1 such that
By Lemma 2 of this paper, there exists n 1 , such that for n ≥ n 1
By Lemma 3, there exists n 2 , such that for n ≥ n 2
Therefore, for n ≥ max{n 1 , n 2 } it holds that β τ − β 0 < ξ, which proves the theorem.
Theorem 2. establishes, under an ARMA model, that the BIP τ -is asymptotically equivalent to a τ -estimator.
Assume that y t follows (2) with a t satisfying A1. Further, assume that ρ 1 and ρ 2 are bounded, that ρ 1 satisfies A3 and A5, that ρ 2 satisfies A6, that P (a t ∈ C) < 1 for any compact set C, and, finally, that η satisfies A4. Then, if y t is not white noise, with probability 1, there exists n 0 , such thatβ b τ =β τ for all n ≥ n 0 and thenβ * τ → β 0 a.s.. Proof: Theorem 2 of [53] shows that
Starting from (45) ,
follows from Lemmas 9 and 10 of [53] together with Eq. (30), as long as ρ 2 satisfies A3. Furthermore, in Theorem 1, it is established that
and this proves the theorem.
Theorem 3. establishes the asymptotic normality of the estimator for the ARMA model. Let y t be as in (2) 
where (50) and C being the matrix of dimensions (p + q + 1) × (p + q + 1) with elements
Here φ
Proof: According to Theorem 5 of [53] , an M-estimator, under the same assumptions that are made in this theorem, is asymptotically normally distributed with (n − p)
To prove Theorem 3, it must be shown that the τ -estimator of the ARMA parameters satisfies an M -estimating equation.
Differentiating (15) yields the following system of equations:
n (a n (β))
Here,
and ∂a
Replacing (58) in (57) and defining
if ρ 2 (x) satisfies A6, the τ -estimate satisfies an M-estimating equation
with data adaptive ψ τ given by
2 which results in W n (β) = 0 and the τ -estimator being equivalent to an LS estimator, (ii) ρ 1 (x) = ρ 2 (x) which results in the τ -estimator being equivalent to an S-estimator. The asymptotic value of the estimator is defined by
and under suitable regularity conditions, i.e., ergodicity, the interchange of limits is justified (e.g. by dominated convergence) to yield
From (49), it follows, for the outlier free ARMA model, where the innovations follow the standard Gaussian distribution F , that the statistical efficiency of our proposed estimator is given by:
.
E. Influence function (IF) analysis
To analyze the infinitesimal effect of outliers on the asymptotic estimate, the IF is computed. Assume that the observations follow an ARMA model that is contaminated by additive or replacement outliers as in (7) or (9) . The temporal structure of the outliers may be patchy or iid, depending on the choice of the process ξ ε t . The dependent data IF is defined [33] as the directional derivative at F (x), i.e.,
provided that the limit exists. Here,
and F (y ε ) are the cdfs of x t , w t , ξ ε and y
is defined for functionals which may be computed as a solution of the estimating equation
This class is quite large and contains both classical and robust parameter estimators, e.g. the M-estimators, the generalized M-estimators and estimators based on residual autocovariances (RA-estimators) [33] . It will be shown that the τ -estimators of the ARMA parameters are of theψ-type. Proof: From (66) it follows, by defining
and by noting the results stated in (68), that
(70) This proves that the τ -estimator is aψ-estimator.
IF of the τ -estimator for an AR(1) with AO contamination
In general, the IF defined by Eq. (67) is a curve on measure space. It is useful to compute the IF of the τ -estimator for the particular case of AR(1) models with additive outliers 2 . Let y ε t follow (7) with x t satisfying (2) with p = 1, q = 0 and µ = 0. Further, let the ξ ε t be an independently distributed 0-1 sequence that is independent of x t and w t . Then, as long as the following assumptions are fulfilled: (A7) ψ τ (⋅) is continuous, odd, bounded, and ψ τ (∞) = 0, (A8)
To the best of our knowledge, all IFs that have been explicitly computed in the literature concern AR(1) and MA(1) models only.
(A10)
are continuous,
the IF of the τ -estimator is given by
Here
≠ 0, where ν and u are independent standard normal random variables.
Proof: With Theorem 1 and (70), as long as A7-A12, hold, the proof follows the steps of Theorem 5.2 in [33] , with ψ(x) replaced by ψ τ (x).
If we now let P (w t = c w ) = 1 for a constant c w , the IF has the appealing heuristic interpretation of displaying the influence of a contamination value c w on the estimator, similarly to Hampel's definition [56] for iid data. The computation of the IF then requires the evaluation of the following integrals:
Here the following equality holds
(76) Fig. 2 displays the IF of the proposed estimator and that of the LS estimator for the above example of an AR(1) with φ = −0.5 for independent AOs of magnitude c w for
, with c 1 = 0.4050 and η(x) = dρ 2 (x) dx. By comparing this figure to Fig. 1 in [33] , we conclude that the gross-error sensitivity (GES), which is defined as the supremum of IF(F (w),β, φ) of our estimator is smaller than that of the generalized M-estimator (GM) and the residual autocovariance (RA) estimator. The comparison with Fig. 4 .2 of [6] , leads to the deduction that the GES of our estimator is also smaller than that of the median-of-ratios-estimator (MRE) and ratio-of-medians-estimator (RME), which were published in [6] , [57] . 
IV. ALGORITHM

A. Estimating the AR parameters with a Robust DurbinLevinson Algorithm
To computeβ * τ for the AR(p) model, a robust DurbinLevinson type algorithm is proposed, where the parameters are recursively found for m = 1, . . . , p. Table I details results for y t = x t with φ 1 = −0.5 for σ = 1, n = 1000. The bottom graph displays an illustrative AO example, where ξ ε t w t in (7) produces 10 % equally spaced AOs of amplitude 10.
For a general AR(p) process, the parameters are found recursively for m = 2, . . . , p by minimizinĝ
at each order m in the same manner described in Table I , with the help of the Durbin-Levinson recursion:
3 First evaluating (16) , (18) on a coarse grid (e.g. using a step size of ∆ ζ 0 = 0.05) and then modeling the true curves by a polynomial is an optional step to speed up the algorithm compared to evaluating (16) , (18) 
B. Estimating the AR parameters with a Robust ForwardBackward Algorithm
In classical AR estimation, it is well known [58] that algorithms, which are based on forward and backward innovations estimates, outperform the Durbin-Levinson method. The following algorithm adapts the concept of minimizing the arithmetic mean of the forward and backward innovations estimates of scale.
The backward innovations estimates under the AR model are recursively obtained for t = p + 1, . . . , n by:
Similarly, for the BIP-AR model the backward innovations estimates are defined recursively for n − p − 1, . . . , p + 1 by:
The τ -scale estimtes of a n−p−1 (β,σ(β))) are computed analogously to (16) and (18) withσ(β) as given in (22) . Table II details the forward-backward algorithm for the AR(1) model. For a general AR(p) models, the parameters are found recursively for m = 2, . . . , p by means of (79) and evaluation of
for each m analogously to the AR(1) model case. 
C. Estimating the ARMA parameters
Determining an estimate for β with q > 0 requires finding the β that minimizes (16) and (18) . Since this is a non-convex problem, the crucial point is to find a starting point that is sufficiently close to the true β. Due to the computational complexity, except for some very simple cases (e.g. p + q ≤ 2), it is not possible to perform an exhaustive grid search. The following procedure to find a robust starting point is therefore proposed.
1) Robust starting point algorithm:
From (10) it follows, for the AR model, that the one step prediction of y t can be computed recursively for t ≥ p + 1 via:
From (83), outlier-cleaned observations are obtained for t ≥ p + 1 by computing
To find a starting point for the ARMA parameter estimation, the data is first cleaned from outliers using an AR(p) approximation, which can be computed with the methods described in Sec. IV-A and IV-B. The choice of p to be used in the approximation is discussed in Sec. V-D. The starting pointβ 0 for the BIP-τ ARMA parameter estimation algorithm can then be computed, based on y * t , and by using any classical ARMA parameter estimator, e.g. [59] .
2) ARMA parameter estimation algorithm: From (16) and (18) , it is evident that the minimization of (σ τ n (a n (β τ )))
2 can be solved by any nonlinear LS algorithm, e.g. the Marquard algorithm. The initialization β 0 , which is critical for the success of the Marquard algorithm is found via the robust starting point algorithm that is described above 4 .
V. NUMERICAL EXPERIMENTS
A. Quantile bias curve analysis
The maximum bias curve (MBC) provides information on the maximum asymptotic bias of an estimator w.r.t. a given fraction of contamination ε. For dependent data, the MBC is defined as for the iid case, but also depends on the outlier model. In practice, in the dependent data setting, the MBC is usually approximated by using Monte Carlo simulations [5] , [7] , [19] according to
The approximation is done by choosing, for MBC(ε), the worst-case estimate of β over all Monte Carlo runs for a given contamination probability ε. c w is a deterministic value that is varied on a grid such that for each value of c w , the distribution of w t (see (9)) is given by Pr(w t = −c w ) = Pr(w t = c w ) = 0.5. More generally, let
denote the quantile bias curve, which states that α percent of the sorted data is to the left of Q α . For example, QBC75(ε) represents the MBC obtained in 75 % of the Monte Carlo runs for varying c w and fixed ε. QBC50(ε) corresponds to the Median BC(ε) and QBC100(ε) is the MBC(ε).
The quantile bias curves of the BIP τ -estimator for the AR(1) model with independent AOs are provided in the bottom graph of Fig. 4 . The top graph shows the maximum bias for a given pair of (c w , ε). As in [20] , φ = 0.5 and the asymptotic value was approximated using n = 10000. It can be seen from Fig. 4 (bottom) that the MBC saturates at 0.5 for ε ≥ 0.38. This breakdown, however, only occurs for a minority of the data, as can be seen from the QBCα(ε) with α < 100. Similar to the BIP-MM-estimator of [20] , it is observed that the bias curves re-descend. This is easily explained by the fact that for large values of ε the probability of obtaining patches of outliers increases. The effect of the patches is to increase the correlation, and therewith, to prevent a further shrinkage of the estimates towards zero.
B. Comparison to existing robust methods
Our proposed estimator is compared numerically to the following methods.
3σ cleaned ML-estimator (ML 3σ): This estimator is a simple diagnostic robust method that is frequently used among engineering practitioners [21] . It applies an ML-estimator after a 3σ rejection, i.e., observations beyond three standard deviations are flagged as outliers. In this implementation, the median and the normalized median absolute deviations estimators of location and scale and the ML ARMA-estimator by Jones [59] are used. 4 We would like to highlight that the ARMA parameter estimation is performed on the original data yt and AR approximation based outlier cleaning is only used within the starting point algorithm to findβ 0 . (1) with AOs. The top graph shows the maximum bias for a given pair of (cw, ε). The bottom plot represents the QBC obtained assuming the worst possible cw for a fixed ε.
BIP MM-estimator:
The BIP MM-estimator is a sophisticated robust estimator that has been proposed by Muler et al. [20] who introduced the BIP model. MM-estimation consists of computing in the first step a highly robust estimate of the error scale, and in the second step, using this scale estimate to compute an efficient M-estimate. Its performance strongly depends on the starting point.
Filtered τ -estimator (Filt τ ):
An alternative approach to prevent the propagation of outliers is to combine robust estimators with approximate conditional mean (ACM) type filters (see [19] , [27] , [31] , [60] ). As a benchmark comparison, the filtered τ -estimator is considered. This estimator finds the estimatesβ such that the τ -scale-estimate of the filtered innovations sequence is minimized. See [19] for a detailed discussion of this estimator.
Implementation The implementation for the benchmark comparison in the case of the ML and the 3σ cleaned ML is straightforward. For the BIP MM [20] and the Filt τ [19] , no code is publicly available and the performance strongly depends on the starting point, which cannot be found by a grid search for the model orders considered. To provide a fair comparison, these methods are initialized with the same starting point as the BIP τ . To verify the correctness of our implementations of these methods, we reproduced the experiments conducted in [20] and obtained similar results for the BIP MM. For the Filt τ , performance in the case of ARMA models could not be obtained as reported in [19] , [20] . For this case, only the Filt τ results for the AR models are displayed, where the correctness of the implementation could be verified by comparing results to those published in [19] , [20] .
C. Monte Carlo study on bias and standard deviation
Next, numerical experiments to assess the average performance in terms of the bias and standard deviation for some ARMA models with 4 ≤ p + q ≤ 8 are conducted. In all cases, results represent averages over 1000 Monte Carlo runs. Presenting results for such ranges of p, q is unusual in robust ARMA parameter estimation, which usually considers ARMA models of lower orders [5] , [6] , [19] , [20] , [33] . For our proposed estimator, ρ 1 and ρ 2 are chosen as in (77) with two choices of c 1 , as listed in Tables IV-VI and ∆ ζ 0 = 0.05. The forward-backward algorithm and the initial starting point for the ARMA are abbreviated by fb and init, respectively. To be able to compute the Filt τ and BIP MM for such models, both methods are initialized with a starting point that was determined by our proposed robust starting point algorithm.
In our experiments, both patchy and independent replacement and AOs of different types are considered. Best average performance, i.e., best µβ is highlighted in bold font. Small standard deviations are only a useful measure of performance if the estimator does not break down, since breakdown can mean that all estimates take a similar (false) value. For this reason, µβ and σβ are displayed, instead of mean-squared errors, in Tables IV-VI with σ w = σ x . This is aparticularly challenging case.
Table IV summarizes the results. As could be expected, the ML and ML 3σ only perform well in the clean data case, i.e., y t = x t . The Filt τ -estimator performs reasonably well, but is outperformed by all BIP estimators. The performance difference between the BIP τ -and the BIP MM-estimators is not significant, which is reasonable, since they use the same starting point. Best performance depends on the type of outliers. Example AR (7): φ = (−3.5258, 6.9530, −9.3074, 8.9473, −6.1572, 2.8428, −0.7059), σ = 1, µ = 0, n = 50 The frequency response obtained with these parameters corresponds to that of a Hamming-window based linear-phase filter with normalized cutoff frequency at 0.5. AO 1 , AO 2 and AO 3 refer to 1, 2, and 3 isolated AOs whose distribution is w t ∼ N (0, σ 2 w ) with σ w = σ x . Table V summarizes the results. As for the previous experiment, the MLE performs best for the clean data case and the BIP model based estimators provide best performance in the presence of outliers. In this experiment, the BIP τ consistently outperforms its robust competitors for all considered scenarios. ARMA (4, 4) : φ = (0.100, 1.6600, 0.0930, 0.8649), θ = (0.0226, 0.8175, 0.0595, 0.0764), σ = 1, µ = 0, n = 1000
This model was investigated for the clean data case in [62] .
The data is contaminated by independent AOs, with w t ∼ N (0, σ 2 w ) where σ w = 10. Table VI summarizes the results. As in the previous experiments, the BIP model based estimators exhibit a good resistance against outliers (in this case up to 40 percent) and also perform well for the clean data case. Table VI also displays the robust starting pointβ 0 , for which an AR(8) approximation was used. In this example, because the outliers are easily detected by the 3σ rule, the performance of the 3σ ML is surprisingly good up to ε = 0.25. Fig. 5 plots the Monte Carlo averaged mean absolute error of the ARMA(4,4) parameter estimates for the above example as a function of the order of the AR approximation that is used to find the starting point. For the clean data-case, the choice of the order is not critical, since y * t ≈ y t , i.e., not much outlier cleaning is performed for any of the AR models. In the case of additive outliers the order should be chosen large enough so that the cleaned values, i.e., the values for which y * t ≠ y t , approximately fit into an ARMA(4,4) model. In practice, numerical experiments suggest a value in the range of p + q ≤ p ≤ 2(p + q) is sufficient to find a starting point. 
D. Choice of AR order in the robust starting point algorithm
E. Computational complexity of the algorithm
Allthough a theoretical complexity analysis of the proposed algorithm cannot be derived, information deduced from Monte-Carlo averaged runtimes, is useful. Firstly, the main computation time (on average 82.925 % for the ARMA(4,4) example), is required to find a robust starting point, since Marquard algorithms can solve nonlinear LS problems very efficiently. Therefore, the focus of complexity analysis is on the AR parameter estimation. Results are displayed for Algorithm 1; runtimes for Algorithm 2 are approximately twice as long. Secondly, the computational complexity of robust methods far exceeds that of non-robust methods. Thirdly, the runtimes of the algorithms strongly depend on the available processing power 5 , and, accordingly, the relative differences are of more important interest than the absolute values. Fig. 6 displays the reduction of computation time that is achieved by first evaluating (16) and (18) on a coarse grid 5 The presented average runtimes are based on an Intel Core i5 CPU 760, 2.80 GHz x 4, where no parallel multicore processing has been performed. and then interpolating the curves onto a grid of ∆ ζ = 0.001 by using a least-squares polynomial fit of order four compared to evaluating (16) and (18) 
VI. REAL-DATA EXAMPLE
Finally, the real-data applicability of our proposed estimator is illustrated by considering the practical application of cleaning the R-R interval plots from errors that are introduced by imperfections of an R-peak detection algorithm. The ECG data that is shown, is part of a larger dataset that was recorded at Technische Universität Darmstadt in cooperation with the Department of Psychology using the Biopac MP 150 System and the AcqKnowledge 4.2 Software (Biopac Systems, 2011). The data was sampled with a sampling frequency of 250 Hz. To extract the R-R intervals, the QRS detector by Pan and Tompkins [63] that was implemented by Clifford [64] was applied. As can be seen from Fig. 8 (top) , most of the Rpeaks of the ECG were correctly detected, however, because of some occasional misdetections and false alarms, the R-R interval series contains outliers.
The proposed estimator was used to outlier clean the R-R interval series by applying (84) and using an AR(5) model. The result of the outlier cleaning is depicted in Fig. 8 (2nd from  top) . To determine the correct model order, i.e., to estimate p, robust model order selection criteria [25] were applied based on the final τ -estimate of the innovations scale, i.e.,
The results of the robust model order selection are provided in Table III . By choosing c pen = 2(p + 1) n, c pen = log(n)p n and c pen = 2 log(log(n))p n the criteria by Akaike, Schwarz and Hannan and Quinn, stated respectively in [25] , [61] are obtained. The third plot of Fig. 8 details a particular outlier contaminated region of the R-R series, for which we have manually corrected the R-peak detection to obtain a ground truth reference (black circles). The bottom plot displays the outlier cleaned R-R interval series (green), the original one derived from the faulty R-detection (red) and the one obtained from the ground truth R-peak detection (black). By comparing the plots, it becomes clear that, firstly, only the outlying Rintervals are cleaned, and secondly, the correction is close to the ground truth value. The chosen example is typical of the results obtained for the entire data set. The full dataset and the Matlab code to reproduce Fig. 8 , are available upon request.
VII. CONCLUSION
A new robust and statistically efficient estimator for ARMA models called the bounded influence propagation (BIP) τ -estimator was proposed and analyzed. Strong consistency and asymptotic normality of the estimator for ARMA models that are driven by independently and identically distributed (iid) innovations with symmetric distributions were established. To analyze the infinitesimal effect of outliers on the estimator, the influence function was derived. The gross error sensitivity of the BIP τ -estimator was found to be lower than that of existing robust estimators for an AR(1) with additive outliers. Algorithms were provided to compute the estimates. Numerical experiments were conducted to compare the finite sample performance of the proposed estimator to existing robust methodologies for different types of outliers both in terms of average and of worst-case performance, as measured by the maximum bias curve. A real-data example of outlier cleaning for R-R interval plots derived from electrocardiographic (ECG) data showed the practical applicability of the proposed estimator. The proposed estimator is also useful in many other real-world problems, e.g. speech processing, state estimation or econometry, which can be modeled as an ARMA that is disturbed by outliers or impulsive noise. Extensions to the Seasonal Integrated ARMA (SARIMA) or Periodic ARMA (PARMA) [10] as well as vectorial AR (VAR) will be investigated in future. 
