We introduce a flexible method for determining the hierarchical structure of a network based on the theory of isospectral network reductions. To illustrate the usefulness of this approach we apply our procedure to the Southern Women Data Set, one of the most studied of all social networks. We find that these techniques provide new information that is consistent in a number of ways to previous results regarding this network but that is also complementary to these earlier findings.
I. INTRODUCTION
An important aim of social network analysis is to uncover the hierarchical structure of a given network. By hierarchical structure we mean determining which members are more or less important to the network. A typical strategy in this endeavor has been to first break a network down into smaller cohesive groups, often referred to as communities, then to analyze the position or relative importance of the members in a given group.
Because of the importance of understanding the hierarchical organization in social networks numerous methods have been proposed to determine the position of a member within a given group or, more generally, the network at large. This includes the use of network correspondence, normalized degree, closeness centrality, betweenness centrality, eigenvector centrality, to name just a few (see, for instance, [1] and the references therein). Here, we propose a new approach for determining the hierarchical structure of a network. This approach is based on the theory of isospectral network transformations, which allows one to reduce the size of a network while maintaining the network's spectral properties, i.e. maintaining the eigenvalues and eigenvectors associated with the network's adjacency matrix [2] .
The reason we focus on preserving a network's spectral properties is that these encode various structural characteristics of the network, including graph connectivity, vertex centrality, symmetry, etc. [3] , [4] , [5] , [6] . In terms of dynamical properties, a network's eigenvalues also determine whether the network's dynamic behavior is stable and its eigenvectors describe other network properties such as how random walks behave on the network [2] , [7] .
In an isospectral network reduction a network is reduced to a smaller network over some subset of its original vertex set. Importantly, the vertex set over which the network is reduced can be any subset of the network's vertices. To create a hierarchy we require a reduction criterion or rule that states which network vertices are important and which are less important to the network. Any criterion that selects a specific set of vertices can be used for this purpose, which makes this process quite flexible. A network hierarchy is created by sequentially reducing a given network to smaller and smaller networks using some fixed reduction criterion. Those vertices that remain in the network through more reductions are considered to be more important to the network than those that are removed in earlier reductions.
It is worth emphasizing that a reduction criterion can be nearly anything but to be useful should be designed to have some meaning or be helpful in some way to analyzing the network or class of networks under consideration. The person most likely to be able to judge what "helpful" means is the sociologist or expert working with a given network. The idea is that having such a criterion would allow one not only to determine which members are more important to the network but specifically why they are important. It is important to also emphasize that our method does not simply use some characteristic to create the network hierarchy but rather uses the chosen criteria together with the entire structure topology of the network to create the hierarchy.
To illustrate the usefulness of this method we apply it to the Southern Women Data Set, one of the most wellstudied of all social networks [8] . We find that for even the simplest reduction criteria that we consider the results of our hierarchical analysis are consistent in a number of ways to previous results and importantly also provide new information that is complementary to these earlier findings.
II. ISOSPECTRAL NETWORK REDUCTIONS
The paper is organized as follows. In Section II we introduce the notion of an isospectral network reduction and describe how this can be used to uncover a network hierarchy. In Section III we use the method developed in the previous section to analyze the hierarchical structure of the Southern Women Data Set. We then compare our findings to previous results. Section IV concludes with a brief discussion regarding this method and its potential uses in social network analysis.
The procedure we develop in this paper to determine the hierarchical structure of a network is based on techniques that belong to the relatively new theory of isospectral network transformations (see [2] for details). Our goal here is to use this theory to partition the individuals of a given social network into its core and periphery members. By core we mean those members that are deemed to be most important to the network. Those not in the core are in some level of the network's peripheral structure and are considered less important to the network based on a given criterion.
To describe how a network hierarchy is created we first need to describe what we mean by a network. A network is a graph G = (V, E) with vertices V and edges E. The vertices represent the network members and the edges represent interactions between these members. The edges may be weighted, unweighted, directed, or undirected depending on the particular network. To each network there is an associated adjacency matrix M in which the entry M ij = 1 if there is an unweighted edge from vertex V i to vertex V j . If there is no edge from V i to V j then M ij = 0. If the edge from V i to V j is weighted then M ij is this weight.
Importantly, the adjacency matrix M contains as much information as the graph G of the network. That is, from G we can construct M and from M we can construct G. However, as opposed to G the matrix M has a set of eigenvalues, defined as solutions to the characteristic equation det(M − λI) = 0, and eigenvectors x = 0 that satisfy M x = λx for some eigenvalue λ of M . As it will be helpful throughout the paper, we refer to the eigenvalues and eigenvectors of M as the eigenvalues and eigenvectors of the network G.
The idea behind an isospectral reduction of a network G = (V, E) is that we first select a subset S ⊆ V . We then reduce G to a smaller network whose vertex set is S in such a way that we preserve the eigenvalues of G, i.e. we preserve the spectrum of G. The way this is done is by taking the set of paths between two vertices V i and V j of S that contain no other vertices of S and compressing them down into a single weighted edge. Once this is done over all pairs V i and V j in S the result is the network R S (G) = (S, E), with vertices S and edges E determined by this process, which we refer to as an isospectral network reduction of G over the vertex set S.
While the way in which paths are compressed to edges in an isospectral reduction is not complicated it is easier to describe this process in terms of an equivalent isospectral matrix reduction. (The interested reader can find a detailed description of how paths are reduced to edges in [2] chapter 2.) For the n × n matrix M let N = {1, . . . , n}. If R and C are subsets of N , let M RC denote the |R| × |C| submatrix of M with rows indexed by R and columns indexed by C. For a subset S of N , we letS denote the compliment of S in N . The isospectral matrix reduction of M over the set S is the |S| × |S| matrix
where λ is a parameter needed to preserve the spectral structure of the matrix under reduction.
Since λ is an unspecified parameter the entries of the matrix R S (M ) are in fact rational functions of λ. This is necessary since an n×n matrix with scalar entries has exactly n eigenvalues including multiplicities. If we reduce the size of the matrix then, in order to maintain the matrix' set of eigenvalues, we need entries that carry more information than just a single number. The type of entries that are capable of carrying this type of information are rational functions (cf. Example II.1).
The isospectral reduction R S (G) of a network G is the network with adjacency matrix R S (M ) where M is the adjacency matrix of G. The reason that it is referred to as an isospectral reduction is that G and its reduction R S (G) have essentially the same eigenvalues, i.e. the equations det(M − λI) = 0 and det(R S (M ) − λI) = 0 have the same solutions (see [2] chapter 1 for more details). It is worth mentioning that this process also preserves the eigenvectors of the network in the following way. If (λ, x) is an eigenvalue and associated eigenvector of G then (λ, x S ) is an eigenvalue and associated eigenvector of R S (G), where x S is the eigenvector x restricted to those entries indexed by the set S. That is, the process of isospectral reduction also preserves eigenvectors up to projection on the set S [9] .
As an example of this process of isospectral reduction consider the following.
Example II.1. (Information Transfer on Reduced Networks) Consider the small network G shown in Fig. 1 (left). In this network the weighted edge from vertex V i to V j represents the probability that individual V i passes on information to individual V j . Suppose the network G is isospectrally reduced over the pair S of individuals V 1 and V 2 . If we set λ = 1 in equation (1), which is the largest eigenvalue of G, the result is the reduced network R S (G) shown in Fig. 1 (right) . This isospectral reduction is constructed by first partitioning M into the block matrices
where we set λ = 1. The network R S (G) is the network with adjacency matrix R S (M ) shown in Fig. 1 (right) . It is worth noting that this reduction preserves the path structure of the network. That is, there is an edge from vertex V i in S to vertex V j in S in the reduced network R S (G) if and only if there is a path from vertex V i in S to vertex V j in S in the unreduced network G.
The reduced matrix R S (M ) gives us the probabilities that information is eventually passed from one member of S to another member of S, which has the following consequences. Suppose we view the way in which a specific piece of information is passed through the network G as a randomwalk. If x is the normalized eigenvector corresponding to the eigenvalue λ = 1 of G then its ith component represent the relative time that this information spends at vertex V i on a long walk through the network.
As we are concerned with reduced networks we can ask how this process plays out on the network R S (G). What can be shown is that the largest eigenvalue of the reduced network is also λ = 1 with the corresponding eigenvector is x S , which is x restricted to the entries indexed by the members of S. That is, on a long walk through either G or its reduction R S (G) the relative time that the information spends at vertices of S is the same. Hence, the dynamic properties of a random walk on the network are preserved under reduction.
By setting λ = 1 in R S (G) this value remains an eigenvalue of the network as does its associated eigenvector. However, this is only true of this eigenvalue and this eigenvector. If instead of letting λ = 1 we leave λ as a variable, as in equation (1), then not only does the reduced network R S (G) have all the same eigenvalues as the original network G but also the same eigenvectors up to projection. Letting λ be a specific eigenvalue makes the reduced network easier to work with but leaving λ as a variable preserves to a large extent the entire spectral structure of the network. The point is that by so doing we preserve important structural and dynamics properties of the network as illustrated in this example.
The importance of the set S is that it corresponds to the vertices that remain in the network after the network is reduced. Conversely, the verticesS are those vertices that are removed from the network as it is reduced. It is worth noting that the set S can be any subset of the network's vertices. Hence, any criteria that measures which vertices are important to a network can be used to determine the set S. We note that if S = V , the set all vertices of a graph G = (V, E), then the reduction R S (G) = G. On the other extreme if S is the empty set then R S (G) = ∅, which is the empty graph with no vertices or edges.
The fact is that in creating a network hierarchy we need some initial measure or criterion that determines which members are more or less important in the network, e.g. some kind of centrality measure (see, for instance, [11] ). The type of criteria we require here in order for us to construct a network hierarchy is quite general and can be defined as follows. Definition 1. (Reduction Criteria) Let C be a rule that selects a unique subset S = C(G) ⊆ V of vertices of any network G = (V, E). If C is such a rule we call it a reduction criterion.
A simple reduction criterion that we will consider in more detail in Section III is the criterion C deg that selects all vertices of a network except those with minimal degree, i.e. vertices with the fewest number of neighbors. We will use this rule to construct a hierarchy of the Southern Women Data Set in the following section (see Fig. 3 ). In fact, any network centrality measure can be adapted to create a number of reduction criteria. However, many other criteria are possible. For instance, information that is not necessarily part of the network can be used to create a reduction criterion such as biographical data, topical data in edges, etc. The most natural candidate for developing such rules is the sociologist or expert who is familiar with the particular network or class of networks.
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The DGG network G DGG Fig. 2 of example of this is the rule that randomly selects a vertex set from a graph. Since this does not give us a unique set of network vertices it is not a reduction criterion. The point is that any reduction criteria can be used to generate a unique reduction of a network. Other rules that are not reduction criteria may not, which would make it impossible to talk about a specific hierarchy generated by such a rule.
The way in which we create a hierarchy of a network G = (V, E) is described in the following steps.
Algorithm for Constructing Network Hierarchies via Isospectral Reductions
Step 1: Select a specific reduction criterion C.
Step 2: For G = G 0 and i ≥ 1, sequentially create the isospec-
and R i are the vertices removed from the network at the ith step in this sequence.
Step 3: Stop when either G m+1 = G m or G m+1 = ∅.
Step 4: Let h core (C) = S(m) denote the core of the network and let h i (C) = R m−i denote the ith peripheral level of the network for each 1 ≤ i ≤ m − 1, with respect to the reduction criterion C. The sequence of reductions G, G 1 , G 2 , . . . , G m that results from Steps 1-4 can be thought of as loosely describing which of the vertices are most important in the network with respect to the criterion C, with those that are less important being removed before those that are more important. The way in which we determine which vertices are in the core and in the peripheral levels of the network is to designate those vertices that are removed in the first stage of this process as the outermost peripheral level h m (C), those removed in the second stage as the peripheral level h m−1 (C), and so on until those that remain in the final stage are those vertices that make up the core h core (C) of the network. The reason this process terminates after some number of steps m is that we either remove no vertices at some stage m resulting in G m+1 = G m or we remove all vertices so that G m+1 = ∅.
In the following section we use this procedure to analyze the hierarchical structure of the Southern Women Data Set. The reduction criteria we use are fairly simple and are used first and foremost to illustrate the process developed in this section.
Despite their simplicity, these criteria allow us to uncover a hierarchical structure that both complements previous findings as well as provids new information regarding this well-studied data set.
III. ANALYSIS OF THE SOUTHERN WOMEN DATA SET
One of the earliest social networks to be analyzed is the Southern Women Data Set or the DGG network as it was originally investigated by Davis, Gardner, and Gardner [8] . The DGG network is built from fourteen social events attended by eighteen women in 1936 in the town referred to as Old City. This data is shown as the network G DGG in Fig. 2 in which an edge between the eighteen women W = {W 1 − W 18 } and the fourteen events E = {E 1 − E 14 } represent which women attended which events.
Because of the relatively small size of this data set and some of the not so obvious patterns it contains, the group and hierarchical structure of this data set has been analyzed numerous times. The methods used in this analysis include the use of network correspondence, normalized degree, closeness centrality, betweenness centrality, eigenvector centrality, etc. See, for instance, [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] , [22] . Of these findings regarding the Southern Women Data Set, twenty-one of them were surveyed by Freeman [1] .
In each of these twenty-one investigations the group structure of the women's social interactions is analyzed. In eleven of these methods a hierarchical analysis is also given which rank the women in the groups they are assigned to. The result of this analysis are shown in Table I , which aside from the last four rows is a recreation of Figure 10 Table I represents a different approach to creating a hierarchy of the women in the Southern Women Data Set. These are respectively Davis, Gardner, and Gardner, (DGG 41) [8] ; Homans, (HOM50) [23] ; Bonacich, (BCH78) [24] ; Doreian, (DOR79) [25] ; Bonacich, (BCH91) [26] ; Freeman and White, (FW193) [27] ; Freeman and White, (FW293) [28] ; Borgatti and Everett, (BE197) [29] ; Skvoretz, and Faust, (S&F99) [30] ; Roberts, (ROB00) [31] ; and Newman, (NEW01) [32] .
In these rows, the women are first divided into two groups then ranked according to a specific analytic procedure. The more important or core members are shown to the left in each group. The double vertical lines show the divisions in each method that differentiate core members from the different peripheral levels. For instance, the first row of Table I is the hierarchy devised by the authors of the original study on the Southern Women Data Set. Using our terminology and notation the women in the first group have the core members h core = {W 1 -W 4 } followed by the first level of peripheral members h 1 = {W 5 -W 7 } then the second level of peripheral members h 2 = {W 8 , W 9 }. Our goal is to similarly break the members of the network into core and peripheral groups using the method described in the previous section and a number of reduction criteria. Once we have established these hierarchies we then compare them to the previous results found in Table I . The first and main reduction criterion we consider is the criterion C deg that selects all vertices of a network except those with the smallest degree centrality, i.e. vertices with the minimal number of neighbors. This criterion results in the sequence of reductions G = G DGG , G 1 , G 2 , . . . , G 8 shown in Fig. 3 . The hierarchy from this sequence is given by
The reason G 8 is the final network in this in this sequence of reductions is that each member of G 8 has the same number of neighbors. In fact each is a neighbor with every other vertex in this network (see Fig. 3 ). The reduction criterion C deg therefore selects no vertices of G 8 as each has minimal degree. The result is that G 8 = ∅, and the sequence of reductions stops.
This hierarchy differs from the majority of previous hierarchies of the DGG network in that it compares both the women and events instead of just women (cf . Table I ). It is worth pointing out that the hierarchy shown in (2) can be used to create a hierarchy of any subset of the network members we care to study as it contains each member of the network.
To better understand this hierarchy note that two vertices V i and V j of a network G are neighbors in the reduced network R S (G) under two conditions. Either (i) V i and V j are neighbors in G or (ii) there is a path from V i and V j in G through vertices not in the set S. Using the criteria C deg the vertices not in S are those that have the fewest neighbors in G, which are those vertices deemed less important to the network and removed.
The result then of sequentially reducing a network is that the remaining and therefore more important vertices are neighbors to many vertices they were originally separated from by large a number of less important vertices. This applies to the hierarchy given by (2) in which a vertex, either a member or event of the G DGG network, is deemed more important than another if it has more of these "long-distance neighbors" through paths of less important neighbors. That is, one can view this process of creating this network hierarchy as one that combines the very local concept of neighbor using the criterion C deg with the process of isospectral reduction. The result is an emergent hierarchy based on the initial metric of degree centrality and a much broader notion of neighbor, specifically one that reflects the global structure of the network. To see the difference between this emergent hierarchy generated by the standard notion of degree centrality and a . . . Fig. 3 . The sequence of isospectral reductions G = G DGG , G 1 , G 2 , . . . , G 8 of the DGG network using the reduction criterion C deg that selects all vertices except those with minimal degree. Edge weights and self-loops are omitted in each reduction as the criterion C deg ignores this information.
hierarchy generated by the criterion C deg we have where DC(W) is the hierarchy the members W based on degree centrality alone without the use of isospectral reductions. The second C deg (W) is the hierarchy (2) restricted to W. Although similar these are not identical. For instance, from these two hierarchies we can deduce that although W 1 , W 2 , and W 4 do not have the largest number of neighbors in the network they have many neighbors of neighbors that have high degree. Hence these are ranked highest by our method using the criterion C deg .
To get a sense for how the hierarchy generated by C deg compares to previous results, we let G 1 = {W 1 -W 7 , W 9 } and G 2 = {W 10 -W 15 , W 17 , W 18 }, which to some extent are representative of the first and second groups found in the original eleven studies shown in Table I . In Table I we show the hierarchy given by (2) restricted to the first and second groups G 1 and G 2 . Three other reduction criteria and their associated ranking of these groups are also shown in this table. These are C page , C betw , and C close , which are defined similar to C deg but for the centralities Page Rank, Betweenness Centrality, and Closeness Centrality, respectively. For instance, the reduction criterion C page selects all vertices of a network except those with the smallest Page Rank (see [11] for details on these centralities).
Just by visually inspecting the hierarchies given by C deg , C page , C betw , and C close in Table I we can see many similarities and some interesting differences when compared to previous results. A less visual but more analytic way to compare our hierarchy with previous results is to use Kendall's rank correlation coefficient τ , which measure the agreement or disagreement between two rankings of the same set. Here −1 ≤ τ ≤ 1 where τ = 1 means perfect agreement, τ = −1 perfect disagreement, and τ = 0 independence or lack of association of two rankings.
Comparing the rankings of the first group in Table I to the ranking of the same members given by (2) gives an average correlation of τ ave = .74 if we ignore the single outlier BCH 78 which has τ = −.63. Doing the same for the second group in Table I gives an average correlation of τ ave = .69 if we ignore the outlier BCH 91 which gives us τ = −.23. Overall, there is a relatively high agreement with previous results using our simple criterion C deg . Another interesting fact is that when the four criteria C deg , C page , C betw , and C close are compared against each other over all the women in the DGG network there is a similarly high average correlation of τ ave = .67. This high correlation is likely due to the fact that for each criterion we repeatedly use the network's structure to create these rankings.
This same analysis can be done for the events in the DGG network. The hierarchies of these events are shown in Table II for the reduction criteria C deg , C page , C betw and C close , respectively. As was true of the hierarchies these criteria generated for the women in the network, none of these hierarchies are the same. If we compute the Kendall's rank correlation coefficient for each pair of the hierarchies shown in Table II the average is τ ave = .84, which is strikingly high.
To get a sense of how this algorithm scales to larger social networks we consider the "Online Social Network" data set from the Mathematica network library [33] consisting of 1,899 individuals and 20,296 directed edges (see Fig. 4 ). Here edges represent connections between users established over time by online messages. Using the criteria C indeg that selects all vertices except those with minimal in-degree we obtain a hierarchy consisting of 105 levels including the network's core. The levels h core , h 1 , h 2 , h 3 , and h 4 are shown in Fig. 4 (left) , which are the vertices colored red, yellow, purple , orange, and green.
Shown on the right is the number of vertices removed at the ith stage of the reduction process, which is the size of the (105 − i)th hierarchical level. As can be seen, levels that are created near the beginning and end of this process are relatively large, while those in the middle are typically smaller. Interestingly, there are three vertices in the core of this network whose in-degrees in the original network are 12, 18, and 21. Each of these is above the average in-degree of the original network of 10.68 but far from the maximal indegree of 137. That is, the global structure of the network has a strong influence on the importance of these vertices within the network although the criteria we use is decidedly local.
It is worth mentioning that the time it takes to run our algorithm on this network using the criteria C indeg is only a few seconds (2.19 seconds). Naturally, the complexity of the criterion used to create the hierarchy has a strong impact on the time complexity of finding the associated hierarchy in general. However, there are relatively few restrictions on what criteria can be used and there are some fascinating possibilities. For instance, one could use data related to the topics of links as in [34] , [35] or other network related data to train a criteria that creates a network hierarchy based on (un)supervised learning of the network, etc.
IV. DISCUSSION
In this paper we introduce a flexible method for determining the hierarchical structure, i.e. core and peripheral structure, of a network. In order to uncover a hierarchy what is required is some reduction criterion that specifies which network vertices are more or less important than others. This rule is then used to sequentially reduce the network where we consider those vertices that remain in the network through more reductions as being more important than those that are removed earlier.
The main criterion we used to illustrate our procedure was the relatively simple rule C deg that chose all vertices of a network except those with minimal degree. To demonstrate its effectiveness we applied this rule and a number of others to the Southern Women Data Set and to a larger "online social network" from the Mathematica library. For the Southern Women Data Set our findings were similar to previous studies but in no case identical to them. Depending on the specific criterion we find that different network members become more or less important in the network depending, notably, not only on the criterion but the vertex's position within the overall network.
It is worth reiterating that this method and the hierarchies it generates depends on finding a useful reduction criterion. The person most likely to be able to judge what "useful" means is the sociologist or expert working with a given network or class of networks. In fact, the role of the expert with regard to the method presented here is to design the criteria that have an important meaning to the network under consideration. This would allow the expert to determine which members should be thought of as more important to the network than others and especially why.
