





Automatic Analysis Of Glial Cells And 
Photoreceptors In Drosophila Melanogaster 
 
Jorge Miguel Ferreira da Silva 
MASTER THESIS 
Dissertation carried out under the 
Master in Bioengineering 
Major Biomedical Engineering 
 
 
Supervisor: Hélder Filipe Pinto de Oliveira: Ph.D., FEUP / DEI, INESC TEC 





















Ao meu avô, Narciso Rodrigues, sinto a tua falta 








Apesar das células da glia serem um grupo de células de extrema importância no nosso sistema 
nervoso ainda muito pouco se sabe sobre os mecanismos que regem estas células. Para 
simplificar o seu estudo são usados animais mais simples em que genes semelhantes atuam. Tal 
é o caso do olho da Drosophila melanogaster. Para fazer estes estudos recorre-se ao knockdown 
ou silenciamento génico em que a produção da proteína, no olho da mosca transgénica, pára 
ou é drasticamente reduzida. O olho da moscas transgenicas é dissecado e as características 
das imagens de microscopia confocal são medidas e comparadas a imagens de moscas controlo. 
Atualmente, as medições destas caracteristicas são feitas manualmente. Este processo é 
demorado e devido ao grande número de imagens que se têm de analisar, a investigação torna-
se muito lenta. Deste modo, assume-se nesta dissertação o objetivo automatizar o processo de 
medição das características de interesse, para que haja uma investigação mais produtiva. Estas 
caracteristicas são: o número total de células da glia, bem como o número total de 
fotorreceptores que as imagens apresentam, o número de fotorreceptores no sulco 
morfogenético e os fotorreceptores restantes, o número máximo de fotorreceptores numa linha 
diagonal e, finalmente, as regiões das células da glia.  Diversos trabalhos já foram 
desenvolvidos, de forma a lidar com a contagem de células automática e os parâmetros de 
medição, todavia, nenhum deles é capaz de resolver na totalidade este problema específico. 
Assim, criou-se um conjunto de algoritmos que extraem as características pretendidas. Foram 
criados 6 algoritmos, sendo que os dois fazem a primeira segmentação e os restantes retiram 
características das imagens relativamente a sua posição. Os algoritmos de segmentação usam 
morphologia matemática enquanto que os outros fazem uso de mascaras das regioes de 
interesse para fazer a marcação dos objetos na região. Para validar estes algoritmos, um perito 
anotou um grande conjunto de imagens, de acordo com protocolos formulados nesta 
dissertação. Os resultados demonstraram que os algoritmos provaram ser consistentes com os 
fundamentos biológicos medidos pelo especialista, tem uma performance melhor que os 
reportados na literatura, extraem características morfológicas que podem ser utilizados em 
outros contextos de investigação e que vão bem para além da tradicional deteção que é 
atualmente utilizada. Conclui-se que deu-se uma implementação bem-sucedida do algoritmo, 
que é capaz de detetar de forma eficiente os parâmetros desejados. 









Despite that glial cells play an extremely important role in our nervous system, still very little 
is known about the mechanisms that regulate these cells. In order to simplify the study of these 
cells, simpler animals where similar genes act are used. That is the case of Drosophila 
melanogaster.  To study these mechanisms, gene knockdown or gene silencing is applied to 
create transgenic flies where the protein under study has its production radically decreased or 
stopped. Confocal microscopy images of the dissected eye of the transgenic fly are acquired 
and the relevant features of the image are annotated and compared to images from normal 
flies. The annotations are presently performed manually, which is a time-consuming task and 
the fact that a large number of images that have to be analyzed for each protein, delay the 
progress of research. In order to solve this problem, the main goal of this dissertation was to 
create an automated process capable of measuring and extracting the features of interest. 
These are the total number of glial cell as well the total number of photoreceptor clusters 
present images, the number of photoreceptor clusters in the Morphogenetic Furrow (MF) and 
the remaining photoreceptors, the maximum number of photoreceptors clusters in a diagonal 
line and glial cells regions. Several works have already been developed in order to address 
automatic cell counting issue, however, none of them is capable of completely solving this 
particular problem. In this dissertation, an algorithm framework of 6 algorithms were designed 
and implemented. Two perform the initial segmentation of the objects based on mathematical 
morphology operations and the others do regional labelling based on masks of the segmented 
objects.  In order to validate the algorithm an expert annotated a large set of images, according 
to specified protocols. The results showed that the algorithms were consistent with the 
biological fundaments annotated by the expert, outperform the ones that were reported on the 
literature as the most representative in the area, measure new morphological features that 
may be used in research contexts that go beyond the biological contexts herein described and 
go well beyond the traditional cell detection. It is concluded that the results may be considered 
compatible with a successful implementation of the proposed algorithms. 
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seria imperdoável. Foram aquelas que nunca desistiram de mim mesmo quando eu não 
acreditava; foram aquelas que me consolaram e apoiaram nas horas mais escuras; foram 
aquelas que colocaram muitas vezes os meus interesses acima dos delas, abdicando de muitas 
coisas para me ajudar. São as pessoas que por vezes, me fazem pensar porque é que continuam 
ao meu lado e no que terei feito para o merecer? 
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contribuíram para o desenvolvimento do meu trabalho. Obrigado ao Instituto de Engenharia de 
Sistemas e Computadores - Tecnologia e Ciência (INESC TEC) pela disponibilização do espaço e 
dos meios que me permitiram realizar esta tese.  
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“My big thesis is that although the world 
looks messy and chaotic, if you translate it into 
the world of numbers and shapes, patterns 
emerge and you start to understand why things 
are the way they are.” 
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All complex animals possess a nervous system. This system is responsible for the coordination 
of both voluntary and involuntary actions as well as the transmission of signals between 
different parts of the animal’s organism. In the great majority of these animal species, the 
nervous system can be divided in two major parts: The Central Nervous System (CNS) and the 
Peripheral Nervous System (PNS).  The CNS comprises the brain and the spinal cord, whereas 
the PNS encompasses all nerves that connect the other regions of the body to the CNS. The PNS 
is composed from two sections, the afferent and the efferent part. The afferent part of the 
PNS comprises the nerves that sense the internal and surrounding environment of the body and 
transmit this information to the CNS. On the other hand, the efferent part of the PNS is the 
effector part of the system, causing conscious and unconscious responses in the intended tissue. 
The effector part of the PNS is therefore responsible for all the activity in the somatic nervous 
system and the autonomic nervous system.  Moreover, in the CNS, the brain is responsible for 
controlling the majority of the bodily functions, such as: awareness, movement, sensations, 
thought, speech and memory. In contrast, the spinal cord connects the brain to the PNS and it 
is therefore responsible for the transmission of signals between brain and the peripheral nerves, 
as well as, being responsible for some reflex movements of the body [1].  
The nervous system is composed of two main cellular types: the neurons and the glial cells, 
which are the nerve cells and the supporting cells of the nervous system respectively. The 
interaction between these two cellular types is highly complex and coordinated, allowing the 
nervous system to develop, differentiate, migrate and sustain itself. Neurons are responsible 
for processing and transmitting information through electrical and chemical signals via 
synapses, which are specialized connections of neurons. These connections between neurons 
create neural networks that are responsible for complex processing in the brain. Neurons can 





tissue. Glial cells, have a large cellular diversity, and therefore, are responsible for a large 
number of critical functions, including structural metabolic support, insulation and 
development of central nervous system. Glial cells are present in both central and peripheral 
nervous system [2] 
The scientific community neglected these cells for years; however, due to a large number 
of scientific discoveries related to these cells, as the brain volume associated with animal 
evolution is related with an increase in number of glial cells and not neurons, a lot of emphasis 
has been given to these cells. Nevertheless, despite these recent efforts, the current 
knowledge of the cellular biology of these cells continues to be very scarce and limited. 
Therefore, in order to understand the underlying mechanism of these cell types, further studies 
need to be conducted [3]. 
One way of studying these mechanisms is to use simpler organisms in which the same 
processes occur. One of these animals is Drosophila melanogaster. This insect is extremely 
useful in cellular biology studies, since, it possesses a small number of chromosomes, a small 
genomic size and a rapid cycle of life. These characteristics allowed this fly to become one of 
the major model organisms in the investigation of the genetics involved in animal development 
and behavior. On the other hand, this organism possesses some traits during its development 
that closely resemble the ones present in more complex animals. The underlying reason for 
this occurrence is the conservation of certain genetic pathways and traits throughout the 
evolution process. Hence, the use of this model organism, allied with powerful genetic technics 
and a well-defined number of cells allows us to study the development of glial cells and its role 
in the nervous system [4][5]. 
The eye is perfect for this type of biological research since is a complex structure, which 
is not necessary for the survival of organisms. In the specific case of the Drosophila 
Melanogaster, the eye is a complex set of 750 ommatidia. Each of these structures corresponds 
to simplified eye like structure, which together make up the Drosophila’s complex eye. The 
Drosophila eye is therefore a perfect model for the study of organogenesis and the underlying 
genetic mechanisms responsible for division, migration and differentiation of glial cells. A large 
number of proteins is responsible for the developmental regulation of glial cells in Drosophila 






In order to discover the function of proteins associated with the development of mammary glial 
cell and the role that they play in the axon-glia interaction, orthologue gene 
knockout/knockdown experiments are performed. Changes are accessed by confocal 




microscopy through images of the optic stalk and the eye imaginal disc. A quantitative way to 
measure these changes is by comparing several characteristics regarding the number of glial 
cells and photoreceptors between the transgene and control animals. Based on the quantitative 
comparison analysis, assumptions can be made regarding the biological role of that protein in 
the glia/axon development.  
Currently the number of proteins with function unknown in this organ is very large. 
Furthermore, a large Dataset of images and extracted characteristics are needed in order to 
make a certain assumption about the proteins function. To make the process even longer, each 
of characteristics that need to be extracted from the images, are measured manually, which 
takes a great deal of time and is very unpractical. Figure 1.1 depicts the several measurements 
that need to be done manually. Since up to this date, no information regarding the creation of 
an automated way of measuring and counting these characteristics systematically was depicted 
in literature, the creation of such a tool would make an enormous impact on these 
investigations, since it would lead to a faster, leaner and productive research. Therefore, the 
main objective of this dissertation is the design and implementation of an algorithm framework 
capable of selecting, analyze and measure these characteristics. 
 
 
Figure 1.1— Examples of annotations that specialists have to do manually. (A) Image without annotation, 





The main purpose of this work consists on the design and implementation a consistent set of 
algorithms capable of providing reliable quantitative information about the following biological 
related features: 





 The total number of glial cells present in the image; 
 The total number photoreceptor cluster;  
 The maximum number of photoreceptor clusters in a diagonal line;  
 The number of the glia cells in each region of the image, namely, the brain region, 
the optic stalk region and the eye imaginal disc region;  
 The number of photoreceptors rows that encompass the region of glial cell 
migration and those above that (until the Morphogenetic Furrow).  
The task of measuring and extracting these features is particularly challenging due to the 
image nature and the acquisition process. Images present a large variation in terms of cell 
number, shape as well as different morphological regions. Since the images are obtained by 
florescent confocal microscopy, there is a very low signal to noise ratio causing multiplicative 
noise. Finally, the fact that acquired images are formed by opening the pinhole and 
compressing stacks of images into one 2D image, there are overlapped objects, blurred regions 
and strong background noise. 
In order to solve these problems, initially, the algorithm will start by pre-processing, 
enhancing and segmenting the original images in order to detect the number of glial cells on 
the image and the number of PH in the photoreceptor image. Next, using the original images 
and the segmented images, all other image features will be determined. The algorithm should 
be implemented properly, in order to create a system capable of obtaining results similar to 
what a specialist would get. Figure 1.2, displays example of images of what the algorithm will 





The developed work will be implemented in Matlab1. Despite, this program not being used as 
much as ImageJ or recently Python2 in the context of bio-image processing, Matlab has an 
extensive and highly regarded set of toolboxes related with image processing and computer 
vision tasks. Furthermore, Matlab allows rapid prototyping since it is a high-level technical 




                                                 
1 © 1994-2016 The MathWorks, Inc. 
2 http://www.python.org  







This work had the following contributions: 
 
 Contribution to the creation of an annotated Dataset of glial cells and its matching 
photoreceptors on the eye imaginal disc of control and transgene Drosophila 
melanogaster during different points of the third instar stage of development as 
well as their ground truths. 
 Development of an algorithm capable of extracting the same characteristics as the 
protocols in an automated and unbiased.  
 Design of computer-assisted expert validation workflows: 
o A protocol to count glial cell and photoreceptor clusters in Drosophila eye 
discs confocal microscopy images. 
o A protocol to determine the region of glial cell migration in Drosophila eye 
discs confocal microscopy images. 
o A protocol to count the number of photoreceptor clusters rows between 
the edge of glia migration and the Morphogenetic Furrow. 
o A protocol to count the number of photoreceptor clusters rows in 
Drosophila eye disc confocal microscopy images.  
 
 
1.6 Document Structure 
 
The structure of this dissertation is as follows. Chapter 2 presents an extensive overview of the 
biology of the Drosophila melanogaster development is done as well as the types of research 
being performed on these animals. Chapter 3 displays a literature review of cell detection 
algorithms, in particular regarding some research performed in glial cell detection and 
photoreceptors. Chapter 4 depicts the characteristics and variability of the images under study, 
as well as the protocols established in the acquisition of the images and ground truth. Chapter 
5 is where the methodology of the proposed algorithm is described and explained. Chapter 6 
analyses the results obtained from the proposed algorithm and compares it to other 
segmentation methods and finally, Chapter 7 shows the conclusion of the work performed under 
the dissertation and the provides some insight to future of this research.  
 





Figure 1.2— Examples of the quantifications that the algorithm is capable of performing. (A), number of 
photoreceptor clusters (B), number glia cells, (C) maximum number of photoreceptors present a diagonal 
line (D), number of glial cells on the eye imaginal disk, (D), number of glial cells in the brain, (F) Number 











2.1 Morphology and General Traits 
 
In the wild, Drosophila melanogaster is an animal, which possesses red bright eyes, translucent 
wings and a striped abdomen. In contrast, the Drosophila melanogaster developed in the 
laboratory, have very wide morphology. For instance, Drosophila can have brown, red or white 
eyes, a yellow body and white, yellow or translucent wings. Another interesting fact of this 
animal is its short life span, since this insect completes a normal cycle of life in 10 days [4]. 
Drosophila only possesses four chromosomes. On the other hand, it contains about 13,600 
genes, which correspond to only half of the human genome. However, its genome is about one 
twentieth of the size of the human genome. This genome has 170,000 kb of DNA. About 21% 
corresponds to satellite DNA; 3% repetitive genes that encode rRNA and histones; 9% are 
families of transposable elements and the remaining 67% correspond to unique DNA sequences. 
These unique sequences are responsible for codifying the majority of the mechanisms involved 
in the Drosophila’s development and survival. The combination of a wide number of genes in a 
small and packed number of chromosomes highly increases its gene density per chromosome. 
This is a key advantage in Drosophila, since the low number of chromosomes simplifies the 









2.2 Historical Background and Importance 
 
The initial studies conducted on the fly species were related to basic genetic studies such as 
the mutation of the eye color associated with the sex and the demonstration of the theory of 
chromosome inheritance. The result of these and other genetic investigations conducted on 
this animal species lead to the creation of breakthroughs on the basic knowledge of gene 
transmission. Afterwards, bacteria and viruses replaced this animal species in genetic and 
biochemical research, until the late sixties, due to the facility with which they could be grown 
and their simplicity. Nevertheless, since 1970, the interest resurfaced as a result of the 
increased interest on the knowledge of how gene expression controls the development and 
behavior of higher organisms. Considering that a large quantity of the mechanisms and 
operating genes in Drosophila melanogaster are preserved in a large variety of higher 
vertebrates, through the usage modern molecular and genetic technics in this model, progress 
was made on the comprehension of how gene expression controls the development of a wide 
variety of animals.  In fact, a large number of genes responsible for the regulation of the 
development of humans are homologous to the genes responsible for the same function in 
Drosophila melanogaster [4]-[7].  
 
 
2.3 Life Cycle and Development 
 
Usually, the embryo develops in 24 hours. Most of the organs and structures are created from 
imaginal discs. These originate from small groups of cells created in the early development of 
the embryo and become flattened sacs of epithelial tissue (Figure 2.1-A). The embryogenesis 
period ends with the hatching of the egg and the appearance of the first instar larva. This first-
stage larva increases drastically its body size during 24 hours giving rise to the second instar 
larva. Three days after the egg hatched, the second instar larva molts again becoming the third 
instar larva. 60 to 72 hours after that, the larva completes its growth and pupariate (Figure 
2.1-A). In its pupal case, the insect suffers the process of metamorphosis, where its body parts 
are completely reorganized during 4 days. During this reorganization, most of the larval tissue 
is disintegrated and replaced with other cells that will proliferate and differentiate into 
specific structures and organs in adults (Figure 2.1-A). The imaginal discs grow develop with 
great velocity during the instar larval stages and the pupal stage. Finally, at the end of the 
metamorphosis process, the adult exits the pupal case, expands their wings hardens its 
exoskeleton and becomes pigmented (Figure 2.1-A). As it can be observed in Figure 2.1-B, 
complex structures present in adults like the antenna, wing and eye originate from imaginal 
discs present in the instar larva phase. Over the course of their adult life, a female may lay 
3000 eggs and a male can fertilize 10000 [4][5]. 




2.4 Compound Eye 
 
As aforementioned, during this development, one of the structures created is the compound 
eye (Figure 2.2- A). This is the equivalent to the vertebrates’ eye. In contrast to the simple 
eye, this eye has a larger angular view; however, they are not as sensitive to fast movement. 
A completely formed compound eye encompasses between 750 and 800 ommatidia organized 
in a highly regular pattern (Figure 2.2- B). Each ommatidia has a hexagonal shape, comprised 
of eight photoreceptors neurons (R1 to R8) that target different areas in the optic lobes.  
 
 




Figure 2.2 —Different magnifications of the Drosophila melanogaster compound Eye. (a) Macroscopic 
observation of the compound eye, (b) Schematic view of organization of ommatidia on the retina of the 
compound eye [8]. 




2.5 Utility of the Drosophila’s Eye in Biological Studies 
 
The compound eye is extremely advantageous for biological studies mainly due to the large 
similarities between this organ and the vertebrate eye. Firstly, Drosophila’s sensory epithelium 
design of the eye is analogous to the one presented in vertebrate eye. Secondly, the 
Morphogenetic Furrow, which consists of a wave of differentiation that is triggered at the 
posterior edge of the Drosophila’s eye imaginal disc, is similar to the wave of neurogenesis in 
the retina of vertebrates. Thirdly, retinotopy, a precise connection that is formed from the 
photoreceptors to the optic lobe, is also common in higher vertebrate systems. The similarity 
between both visual systems has also been highlighted by the large number of homologous 
genes. In contrast to mammals, Drosophila’s genes usually only possess one copy in its entire 
genome, therefore it is more likely that by mutating a specific gene in Drosophila, an aberrant 
phenotype will appear. For this reason, the study of genes with unknown function in 
Drosophila’s developing eye may lead to the expansion of our current knowledge of the 
mechanisms that regulate the human body and possibly decipher which are the homologous 
genes responsible for certain diseases in humans. Recent studies have already demonstrated 
that 61% of genes related with human diseases has homologs in Drosophila. For instance, very 
similar neural degeneration to Huntington patients was observed in Drosophila’s with their 
huntingtin gene mutated. In addition, many other diseases and complex disorders studies are 
conducted using this insect [4]-[7]. 
 
2.6 Compound Eye Development 
 
As aforestated, in Drosophila, all the adult structures are created from imaginal discs. These 
discs are grown asynchronously from the rest of the tissue during embryogenesis. The eye is 
initially formed from the eye-antennal imaginal disc. Initially, the imaginal disc is homogenous, 
however during larval development flattened epithelial cell divides into two opposing 
epithelium: a squamous peripodial epithelium called peripodial membrane and a columnar 
epithelium named disc proper. The eye-antenna disc gives rise to the adult eye as well as the 
antenna, head cuticle and head structures [9]. The Drosophila’s adult head structures are set 
up from the peripodial membrane of the disc, whereas the retina is formed from the disc 
proper. During the first two instar larval stages the eye imaginal disc grows and starts to divide, 
being possible to differentiate between the eye disc and the antenna disc during the second 
instar larval phase [4]-[7].  The differentiation of the eye imaginal disc starts between late 
second instar phase and the early third instar larval stage with the retina differentiating on the 
posterior region. The differentiation occurs in a synchronous way, showing its evolution through 
the advancement of the Morphogenetic Furrow. This development results in the transformation 
of previously undifferentiated epithelium tissue into differentiated cells consisting of 




photoreceptors routinely spaced [5]-[7].  Since the embryonic development, the eye disc is 
connected to the founder photoreceptor neurons, called Bolwig’s organ. The connection 
between the imaginal disc and the Bolwig’s is made through the Bolwig’s nerve. This axon 
connects the brain lobe with the eye imaginal disc being the predecessor for the optic stalk, a 
tubular structure that connects the compound eye to the brain (Figure 2.3) [6]. 
 
 
Figure 2.3 — Movement of the Bolwig’s organ, eye imaginal disc and formation of the Bolwig’s nerve 
during larval development. (A), (C) and (E) are lateral views where (B), (D), (F) are dorsal views [6]. 
 
 
2.7 Neurogenesis Process 
 
The Neurogenesis process occurs during the third instar phase on the columnar epithelium, the 
disc proper of the imaginal disc. From the first to the third instar larval stage, the number of 
columnar epithelium cells on the disc proper increases from 130 to 1500. Due to the high mitotic 
activity, this number continues to grow throughout the third instar stage until the number of 
cells reaches approximately 10000 cells on the eye field where the neurogenesis process will 
take place later on [10]. Cells on the posterior region of the eye disc stop proliferating and 
start differentiating as they enter the furrow [10]. The Morphogenetic Furrow crosses the eye 
imaginal disc from the posterior to the anterior region, giving rise to about 1.5 rows of 
photoreceptor’s clusters per hour, until this number reaches 750 on the compound eye [5], 
[11]. Each cluster will become an ommatidium. Each ommatidium will therefore be composed 
of eight photoreceptors surrounded by cones and pigment cells.  
The neurogenesis process begins with the expression of the atonal gene. This expression is 
followed by the recruitment of the R8 photoreceptor.  After R8 is recruited, the R2, R5, R3 and 
R4 are added in an organized manner (Figure 2.4). This recruitment is dependent on the 
iterative use of EGF-receptor signaling [8]. The second mitotic stage takes place, and two more 
photoreceptors are added, R1 and R6. The final photoreceptor is R7, forming the complete set 




of photoreceptors on the cluster. The cones and pigment cells are added later on during the 
late larval stages and on the pupal phase of development, respectively [11], [10]. The 
recruitment of these cell types is also dependent on use of EGF-receptor signaling [12]. After 
this process, the imaginal eye discs reverse the involution process and re-expose the eyes to 
the outside of the animal. During this development process the photoreceptors neurons have 
their axons progressively migrate through the optic stalk towards different regions of the brain. 
These axons migrate inside glial-ensheathed fascicles towards four optic ganglia: lamina, 





Figure 2.5 — Schematic view of the connection of the axons towards from the eye imaginal disc towards 
the brain lobe [6].  
 
 
Figure 2.4 — Development of the compound eye after the reversion of the involution process of the eyes 
discs. (A), Ommatidia surrounded by undifferentiated cells. (B)—(E), compound eye development. E, Final 
structure in the mid-pupa phase [10]. 
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2.8 Glial Cells 
 
Besides de formation of photoreceptors and their agglomeration as clusters that will become 
an ommatidia, another important aspect in the correct formation of the eye are glial cells. 
Glial cells play a fundamental role in the development and maintenance of central nervous 
system, particularly neuron cells [13]-[14]. In the compound eye, the formation of 
photoreceptor is interconnected with the migration of glial cells and their subsequent 
differentiation. Glial cells are responsible for the formation of the blood-brain barrier, 
connecting synaptic connections and improving their efficiency [15]-[16]. In particular, in the 
visual system, glial cells make use of capitate projections, which are small processes inserted 
into the photoreceptor termini that are responsible for maintaining the normal synaptic 
function in the lamina [17]. In a mature eye imaginal disc, there are approximately 350 glial 
cells [6]. Outside the midline of the CNS, the gliogenesis is initiated though the activation of 
the master regulatory genes glial cells missing (gcm) and gcm2 [6]. Gcm initiates glial cell 
development through its action on downstream genes that execute the glial differentiation 
program, like Repo, Pointed, Tramtrack or Dead ringer [6], [18]. One of these genes, REPO is 
a glial specific gene, expressed by all glial cells and is used to mark those cells in Drosophila 
[4], [16].  
 
 
2.9 Glial Cells Migration 
 
One of the most important trademark of all glial cells is their pronounced capability of 
migration [15]. Generally, glial cells migrate toward their final position in order to control 
neuronal development and guarantee axon isolation. This migration can be made in groups of 
cells, chains or individually [15]. As mentioned before, the development of the photoreceptor 
neurons in the eye disc is due to the Morphogenetic Furrow sweeping across the imaginal disc 
epithelium. Their axonal projections then move through the optic stalk into the optic ganglia 
in the brain. Involving these cells are specific glial cells originating from the optic stalk that 
migrate towards the eye disc [15]. Studies regarding this glia migration showed that despite 
the neurons being sufficient to control cell migration, they are not necessary, since although 
photoreceptor neurons are able to attract glial cells over some distance, glial migration can 
occur in the absence of photoreceptor in the eye disc [15].   
As in mammals, there are different types of glial cells with different functions. At least six 
types of cellular types of glial cells have been identified in the Drosophila developing eye. 
Together, this glial cell types cover the optic stalk and the differentiated part of the eye disc 
epithelium [6]. In Drosophila, one of the many functions of glial cells is to provide an efficient 
insulation of the nervous system and thereby allowing a fine tuned homeostasis of ions and 




other small molecules. Furthermore, the blood-brain barrier separates the enveloped axons 
from the high potassium concentrations of the hemolymph, allowing normal electrical 
conductance in the axons. Two distinct glial cell types, the perineurial glial cells that are 
located beneath the thick neuronal lamella and the subperineurial cells that exist underneath 
the perineurial glial cells form this barrier by forming a tight epithelium with highly 
interdigitated septate junctions [15], [6].  The perineurial glia is enclosed by a collagen-rich 
extracellular matrix on the basal side and with subperineurial glia on the apically. In what 
concerns the subperineurial cells, only two cells are found in every eye disc, they are called 
carpet glial cells (Figure 2.6 B-D). These cells are extremely large and have a large nuclei. Each 
cell covers a surface area of approximately 10,000 epithelial cells. On the other hand, the main 
function of these cells is the regulation of the glial cell migration in the imaginal eye disc and 
Figure 2.6 — (A) Image of the developing Drosophila’s visual system, showing the retina (gold), brain 
connections (blue), and brain (green).  (B) Histological section of the Drosophila’s compound eye.  The edging 
glia (eg) is present on the edge of the disc. The wrapping glia (wg) has numerous fine processes that follow 
the photoreceptor axons. Perineurial glia (pg) and carpet cell (cp). (C) Different planes of histological sections 
of the visual system, displaying the perineurial glia (red), wrapping glia (pink) and the carpet cells (yellow). 
(D) Schematic view of the optic stalk [6], [15], [19].  
 
 




as such, they play a vital role in the correct development of the visual system [15].  The most 
differentiated type of glial cells, the wrapping glial cells are responsible for the envelopment 
of the photoreceptor clusters. This engulfment is done in bundles and therefore, these cells 
contact with all the photoreceptors except for the R8 [7]. Other glial cell types are found in 
the optic stalk and the margins of the eye imaginal disc, like glial cells with numerous filopodia 
that point towards the Morphogenetic Furrow or the edging glia, but they are less predominant 
in the developing eye system [6], [7], [15].  
 
 
2.10 Neurogenesis and Glial Cells Migration 
 
The process of development of the compound eye is complex, and involves not only the 
differentiation of photoreceptors and the creation of ommatidia, but also the migration and 
differentiation of glial cell. Both processes are interconnected in a highly well-coordinated 
mechanism that allows glial cells migration pattern to match the formation of photoreceptor 
neurons [6], [15], [20]-[21]. Specifically, this mechanism displays matching opposing migratory 
pathways, the glial cells migrate from the central nervous system to the eye imaginal disc and 
the axons grow form the eye imaginal disc into the brain lobes. As aforementioned, the 
neurogenesis creates between 750 and 800 ommatidia, corresponding to about 6,400 
photoreceptor cells. However, this process does not create the glial cells needed for the 
ommatidia isolation. Therefore, glial cells have to migrate from the central nervous system 
during the visual system development in order to isolate them [6], [15], [20]-[21].  
The process begins in the early stages of development during the formation of the eye disc 
and the Bolwig’s organ. Glial cells originated in the central nervous system populate the initial 
segment of the Bolwig’s nerve, which will become the optic stalk (Figure 2.7- A). In order to 
support the nervous system, the proliferation process of the glial cells continues during 
embryonic stages [6], [7]. Glial cells start to migrate from the optic stalk into the eye imaginal 
disc with the onset of photoreceptors differentiation (Figure 2.7-B). On the early stages of 
development of the eye disc, the carpet cell separates the glial cells from the Bolwig’s nerves. 
During the development process, carpet cells extend anteriorly following the Morphogenetic 
Furrow.  As the anterior expansion occurs, the perineurial glial cells proliferate covering the 
carpet cells. As glial cells on the edge of the carpet cells enter in contact with the 
photoreceptor, stop the migration and start the differentiation process. The perineurial glial 
cells in contact with the photoreceptor are therefore reprogramed and become wrapping glial 
cells that follow the photoreceptor axons until the brain lobe. (Figure 2.7-C) These cells form 
a sheet that surround the ommatidia [7], [15], [20]. Finally, the edge of the carpet cell is 
replaced with new perineurial cells and the previous cycle of migration and differentiation 
continues until the compound eye is completely formed. (Figure 2.7- D) [7], [15], [20].  






2.11 Ectopic Expression and Genetic Tools 
 
Ectopic or induced expression has proven to be an excellent assessing tool since the gene’s 
function can be assessed as alterations on the expression levels of a protein can alter the cell 
fate, change the cell fates of neighboring cells or alter the physiology of the cell. When we 
compare the information between control and manipulated specimens, it is possible to deduce 
the role that a given gene plays [23]. Ectopic expression allows the verification of whether the 
gene is sufficient for cell identity and whether its mode of action is autonomous or 
nonautonomous. Induced expression can be used to determine the signaling pathways and the 
responses of a given cell or tissue to these pathways [24], [25].  
One of the main tools that can be applied in order change the compound eye development 
is the employment of the GAL4/UAS system. This flexible system is based on two main parts: 
The transcription factor GAL4 is expressed under the influence of a specific promoter and the 
UAS sequence (Gal4 binding site) that is upstream of a specific transgene (Figure 2.8) [23]. 
Whenever the promoter driving Gal4 expression is specific of a certain tissue, Gal4 expression 
will be tissue-specific. 
Figure 2.7 — Schematic representation of the migratory and differentiation pattern during the 
drosophila compound eye development. (a) and (b) display initial migratory patterns prior to the 
photoreceptor differentiation, while (c) to (d) show the differentiation pattern the glial cells when 
in contact with the newly formed axons [22] 
 





Figure 2.8 — Representation of the GAL4/UAS system [23]. 
 
These two parts of the system come together in a genetic cross and the progeny of the 
cross has the transgene, which is transcribed only on the tissues expressing the GAL4 protein. 
By doing so, it is possible to allow the system to control the transgene expression in a specific 
location and time [23]. 
The GAL4 system is a genetic tool that allows the expression of any given sequence that 
could be a protein coding or a noncoding RNA. As such, the use of this technique in combination 
with RNA interference (RNAi) technology allows performing gene knockdown experiments and 
determines if a gene is necessary for a given process [23]. 
The flexibility of this system has proven to facilitate investigations, since developments on 
this technique allowed the use of reporter genes, like the green fluorescent protein (GFP) to 
label cells [26]. Moreover, using this system it is possible to perform tissue-specific gain-of-
function or loss-of-function screens, study the developmental and/or functional role of defined 
cell populations and inhibit specific neuronal functions [23]. 
 
 
2.12 Importance of Measurements of values 
 
In order to comprehend the unknown role that certain protein play in the development of the 
eye imaginal disc, genes must be knocked down or silenced. Then, images of the optic scalp 
and the eye imaginal disc must be observed and their characteristics measured. A quantitative 




way to measure these changes is by comparing several characteristics regarding the number of 
glial cells and photoreceptors between the transgene and control animals. Based on the 
quantitative comparison analysis, assumptions can be made regarding the role played by that 
protein in the development of the eye imaginal disc. [27][28]. 
Concerning the investigations on the eye disc, the most important measurements concern 
the number of photoreceptor clusters in a diagonal line, the number of glia in the optic stalk 
and imaginal disc and the number of photoreceptors in the Morphogenetic Furrow. 
The number of cells present in each stage of development of the Drosophila is well defined 
and catalogued. The criterion to divide the different stages of development is given by number 
of photoreceptors in the imaginal disc. As such, for each stage of development, there is 
representative interval (minimum to maximum number) of photoreceptors. This interval allows 
the comparison of glial cells between control and transgene animals. Therefore, after 
determining the number of photoreceptors, one can use a reference control with that has a 
number of photoreceptors within the interval of the transgene to compare the number of glial 
cells in each either on the optic stalk or the imaginal disc. In other words, since numbers are 
very constant in the Drosophila’s development, by mapping and comparing these numbers in 
transgene animals towards control animals, one can determine what the function of the protein 
under study is. 
 Regarding the photoreceptor clusters in the Morphogenetic Furrow, the number present is 
also important to understand if the number of glial cells is changing in either the optic stalk. 
In addition it is useful to understand if the distribution of the glia on the on the eye is normal 
or if there is an advance or a recession in the imaginal disc, since glial cells always migrates 
bellow the Morphogenetic Furrow. If the number of photoreceptors between the glia migration 
and the MF is smaller than it is advancing more than normal. In turn, the evaluation of the 
advancement or recession of the glia also provides important clue to what is the role of the 
protein under study.  
On the other hand, the total number of photoreceptor clusters, can be very useful for 
understanding the implications that a phenotype has on the differentiation of the 
photoreceptors. Finally, the number of glia on the brain region can be useful in a different 
manner, since it can be used in studies related to Drosophila’s brain development. [29][30] 
 
 
2.13 Confocal Microscopy 
 
In order to make assumptions regarding the characteristics involving the glial cell migration, 
photoreceptor development, among other. There is a need to choose the correct instrument 
to observe the changes and effects that take place after the gene silencing or knockdown. 
Although there is a wide set of types of microscopy that could be used to visualize this pattern 




of migration, as optical or electron microscopy, the most common and accepted, technic for 
this type of research is confocal microscopy with fluorescence imaging.  
There are many reasons for choosing this method since confocal microscopy offers several 
advantages over conventional light and electron microscopy. For instance, the confocal 
microscope provides a means to accomplish z-scan imaging. This eliminates any physical 
sectioning artifacts observed with conventional light and electron microscopic techniques and, 
as such, samples can be observed with greater clarity. In addition, as it is possible to observe 
in Figure 2.9, to achieve confocal fluorescence imaging, the incident light passes through an 
illumination aperture and becomes a point source of excitation light. [31]-[32]. 
 
Figure 2.9 — Lock diagram of the optical components of a fluorescent, laser-scanning confocal microscope 
[33]. 
 
The light is then reflected by a dichroic mirror and directed to the objective lens, which 
focuses the incident beam as a small spot of light on the desired focal plane of the specimen. 
As the fluorochrome in the specimen is illuminated, it gives off fluorescence emissions that 
scatter. Fluorescence from the sample returns via the objective lens, the longer wavelength 
light from the sample passes through the dichroic mirror toward the detector. In front of the 
detector is a spatial filter containing a confocal aperture, which can be a pinhole diaphragm 
or slit type aperture. The in-focus light from the sample passes through the aperture of the 
spatial filter, while the spatial filter blocks the out-of-focus light from above and below the 
plane of focus. As a result, very little out-of-focus light reaches the detector. Thus, the spatial 
filter not only provides continuous access to the detector for in-focus light, but also effectively 
suppresses light from nonfocal planes. The incident optical image is then sampled by the CCD 
sensor and converted into a digital format. This greatly facilitates image processing and makes 




it very easy for the user to obtain a digital print of the image. The intensity of the bright spots 
on the computer screen corresponds to the intensity of the fluorescent light generated during 
the raster scan. The result of confocal imaging provides optical sections with exceptional 
contrast and often with details that were previously hidden by out-of-focus blur. Therefore, 
confocal microscopy is a technique where out-of-focus background information is rejected by 
the confocal aperture to produce thin optical sections. However, in confocal microscope all 
the fluorochromes of multiplelabeled specimens are in register, unlike in conventional 
fluorescence microscopy [31]-[32]. 
Despite the many advantage, since in this dissertation, our main focus will be to measure 
characteristics present in images, it is also important to understand the limitations of the 
confocal microscope as a measurement as a measurement tool. 









Where Θ1 and Θ2 are the angles of the first and second medium of refraction and n1 and n2 
are their respective refraction indices.  Looking at the Figure 2.10. By replacing n1 and n by n0 












Where d and D represent the movement of the plane of focus and the physical movement 
of the lens, respectively. The equation shows that the correction of focus movement d is 
dependent on both n/n0 and the angle a and b.  
 
 
Figure 2.10 — The optical rays of a microscope lens in two positions above the specimen. D, The physical 
movement of the stage; d, the movement of the plane of focus. The rays in the Figure are drawn for air 
as immersion medium and water as mount medium. Water has a higher refractive index than air, as such, 
the distance traveled by the focal plane is greater than the distance traveled by the objective. 
(2.1) 
(2.2) 




Restricting the analysis to close-to-axis rays and making a zero-order approximation in 
which both angles a and b are small, the ratio of the cosines can be assumed to be one. Under 









Since the refractive indexes can vary significantly, so can discrepancies be between stage 
and focal plane movements. The conclusion derived is that to make any type of accurate 
measurement that includes the depth dimension, it is imperative to compensate for the 
refractive index variations. Otherwise, errors of up to 50% are possible [31]-[32]. 
Considering a theoretical objective with one optimal focus plane at the top of the 
specimen, where all rays intersect at the same point. As indicated in Fig. 3, the paraxial and 
marginal rays do not coincide as we go further into the specimen. If we assume that paraxial 
and marginal rays have the same plane of focus at the top of the specimen, the difference in 
focal depth between the two rays can be determined by equation 2.4.  
. 
 








Where δ is the difference in focal point for paraxial and marginal rays, z is the distance 
from the optimal focus plane, n is the refractive index of the mount medium, n0 is the refractive 
index of the immersion medium, and NA is the numerical aperture of the lens. I is possible then 
to conclude that the width of the point-spread function in the depth direction depends both 
on the numerical aperture of the lens and the distance into the specimen. This width of the 
point spread function is caused by the spherical aberration. Another problem that arises from 
the spherical aberration is that measured intensity in the image is reduced. The reason is that 
the effective gathering angle for fluorescent light from a particular point becomes smaller with 
increasing spherical aberration. Marginal rays collect fluorescence only from points excited by 
marginal rays of incident light whereas in a non-aberrated situation they would also collect 
fluorescence excited by paraxial incident light [33]-[34]. 
Another important requirement is the selection of the right lens that met the requirements 
imposed by confocal microscopy. Choosing the correct lens may well make the difference 
between a successfully collected data set and no data at all [33]-[34]. 
In the confocal fluorescence case, the Equation 2.5 can define the rule-of-thumb for spatial 















Another limitation is related to the Detector characteristics present in the microscope. The 
detector system in all current laser-scanning confocal microscopes is based on the 
photomultiplier tube. This device is capable of high amplification with excellent signal-to-noise 
characteristics, and can be used to measure a large dynamic range (several orders of 
magnitude) of photon flux. Unfortunately, not every incident photon is detected. The 
wavelength of the light strongly affects the probability of detection [35]-[47]. 
More specifically, the sensitivity to green fluorescence is two to three times larger than 
the sensitivity to red. The most important consequence of this is that direct comparisons of 
measured fluorescent intensities are difficult. If the fluorescence is in the area where the 
quantum sensitivity changes rapidly, small shifts in the peak fluorescence wavelength may 
result in comparatively large changes in the measured value [35]-[47]. 
In light of the poor sensitivity for the red part of the spectrum, optical filters and beam 
splitters for the detection system become more critical. This is especially true in a dual-labeling 
situation, in which long-pass filters must be applied to suppress the shorter wavelength in the 
“red channel.” The cut-on wavelength must be well matched to the actual fluorescence 
spectrum of the dye to accomplish good imaging in the red channel [35]-[47]. 
Finally, the effects of spatial sampling is a very important criterion, since all digital imaging 
systems have to reproduce images as discrete points and values. This conversion to discrete 
values is done by performing a sampling operation, which converts the intensity of the 
continuous image in points laid out on a rectangular grid. If the sampling is not performed 
properly, it may lead to the creation of artifacts in the image and even complete loss of 
information. If the sampling points are too far from each other, the information of the image 
will not be represented properly. This can happen in lateral axis or the vertical axis, since it 
affects all the confocal system. According to the Nyquist criteria and practical evidences 
published in the literature, the sampling rate should always be 2.3 times larger than the highest 
frequency of the incident continuous optical image [35]-[47]. 
Because the resolution of the optical system in the microscope sets the limit on information 
presented to the scanning system, the ultimate limit on pixel and section spacing is set by the 





In this Chapter, a global explanation was done regarding Drosophila melanogaster. In particular 
its development during the larval stages of growth. Afterwards, the mechanisms that regulate 
the development of the eye were analyzed, the main genes that coordinate these functions 




were overviewed and how the neurons and glial cells interact. The genetic manipulations the 
importance of Drosophila melanogaster were explained. Finally, it was explained the 
importance of measuring certain image characteristics in order to determine protein role in 
the eye imaginal disc and the overall overview of the advantages and limitations of using 











3.1 Manual versus Automated Measuring Methods 
 
Chapter 1 and Chapter 2 explained the importance of determining certain image characteristics 
that involve the measurement of specific traits like the number of photoreceptors or the 
counting of glial cells on the optic stalk or in the imaginal disc. In practice, this process is made 
by manually counting and measuring procedures. However, annotating these characteristics is 
a very time consuming and unpractical task. Thus, the development of an automated ways of 
measuring and accounting the characteristics that are currently determined manually would 
be key contributions to a faster and more productive research.  
A lot of work has been developed regarding cell counting on confocal microscopic images, 
since counting cells manually is error-prone and time-consuming [35]. Using automated 
counting algorithms that make use of image processing methods can minimize errors by treating 
samples in a more objective and consist manner. On the other hand, by automating the process, 
the counting and measuring procedures will become much faster [48]. Despite all these 




3.2 Problems related with Analyzing Confocal Image Microscopy 
 
Although creating automated processes capable of detecting and counting glial cells and 
photoreceptor clusters in Fluorescent Confocal Images would be a very important step towards 
a more productive and efficient research, there are several problems difficult the creation of 
this process. 





Firstly, in this type of microscopy, there is a large variation in coloration when using 
immune histochemical markers resulting in images with distinct properties. On the other hand, 
the cell number and type changes abruptly during the animal’s development. As such, images 
will vary in their morphology in different stages of development.  In addition, the image can 
suffer changes due to the equipment used, the quality of the labeling, size of the cells and 
their shape and the formation of cluttering clusters on the images.  Other sources of error can 
be derived from the use of different microscopic lens, different detectors and fluorescent 
markers as well as variations in the image contrast and the thickness of the sample [48].   
Furthermore, concerning Drosophila’s cellular count, there is a high variability in image 
qualities due to the different properties of each cell marker [49][50]. All these factors 
contribute to the increased difficulty of performing a correct identification and counting of the 
cells. In addition, as explained in Chapter 2, there are many limitations in the use of these 
techniques. These include the refractive index differences and their effect on focus, the depth 
discrimination, the selector characteristics and the effects of spatial sampling. Another 
problem can arise from huge light amplification performed by the photon detectors, in order 
to make the light emitted by the staining visible. This increase creates a multiplicative noise 
[31], [51].  Finally, the biggest problem is related to the of-the-shelf protocol that is often 
used to acquire the images. If the microscope parameters are not well adjusted to match the 
spatial resolution necessary to distinguish between two different objects that are intended to 
detect, or if the sampling frequency is not well adjusted, the image information required to 
determine the objects present on the image could be impossible to determine. 
 
 
3.3 Approaches to create Automated Measuring Methods 
 
Regarding detecting and counting characteristics present in images taken by fluorescent 
confocal imaging in the eye imaginal disc of Drosophila, five main paths can be chosen:  The 
use of models (1), graph based algorithms (2), machine learning techniques (3), mathematical 
morphology approach approaches (4) and hybrid approaches (5). 
These approaches have been applied and are well documented into literature. Some of 
these algorithms used mathematical morphology like morphological watersheds on the 
segmentation of microscopic nuclei clusters [52], or applied morphological filters [53]. Other 
methods were based on Machine learning [54], [55] and used artificial neural network to 
preform cell micrographs segmentation and counting [54]. In other cases, graph based 
algorithms were applied. For example gray level information was used to generate graph based 
representations like [43]-[46] [56] [57]-[59], grabcut and Min-Cut/Max-Flow Algorithms [59], 




[31]. Active shape models and deformable templates were also used in successful applications 
regarding cell counting [60].  
Despite all these algorithms being portrayed as capable of detecting cells, the number of 
papers depicted to being able to detect glial cells in fluorescent confocal imaging was slim. 
Furthermore, with the exception of the algorithm performed by Qi, J., et al. (2013), a hybrid 
algorithm, which is depicted in literature as being able to segment similar cases of glial cells, 
no other algorithm reviewed in literature affirmed the capability of detecting the image 
characteristics intended to be measured in this dissertation. As such, an overview was focused 
upon the most recent or generic algorithms that perform cell counting as well as the most 
relevant automatic glial detection algorithms in confocal microscopy images and the algorithms 
that are capable of detecting neurons and ommatidia. 
 
 
3.4 Generic Cell Counting Algorithms 
 
Sedat et al. 2014 displays a recent example of an algorithm capable of automatically counting, 
segmenting, sizing and even classify specific cells. It works by applying the algorithm presented 
on in Figure 3.1. Here the system reads the raw image into a file, eliminates noise, enhances 
the image, counts the cells, segments them into sub-images in the form of sub-matrices, 
classifies this sub-images and stores the count value, size and type of cells [61]. The algorithm 
begins by mapping the intensity values in the RGB image to a new scale and then it converts 
Figure 3.1 — Overall process representation of the Sedat et al. 2014 algorithm using a Block diagram 
representation of overall process [61].  
 




the image to greyscale. Afterwards, the complement of the image is computed and the image 
is binarized using the Otsu method [62]. The holes of the binary image are filled, the connected 
components are then identified, and a label matrix is created. For each connected object, 
several parameters are measured in order to identify single cells. Connected cells are separated 
and an output image is created by multiplying the eroded image with the with the complement 
image. Finally, of the objects are readily labelled [61].  
Other algorithms to coop with cells within densely packed regions make use of sliding band 
filters. For example, nonlinear filters of large dimensions [63][64] were conceived to enhance 
a convex region, in order to model the nuclei as small convex objects. After the enhancement 
of the center and edge of the cells, the cell nuclei center, is detected using non-maximal 
suppression. This method has the problem of being computationally heavy [64].  
Other methods make use of highly efficient maximally stable extremal regions (MSER) 
region detector to find a broad number of candidate regions to be scored with a learning-based 
measure. Then, dynamic programming selects the regions with high similarities and that are 
not overlapped [55].  
Korzynska implemented another alternative method. In this method, a two-step method 
was used for automatic cell counting. Firstly, the image was segmented into several regions 
and afterwards, each homogeneous region was counted separately [65].  
Kachouie et al. 2007, on the other hand, utilized methods to locate and track individual 
hematopoietic stem cells [66].  
Faustino et al., 2011 as an approach, which makes use of the images luminance as 
information to form graphical representation. A subgraph is defined as the cell pattern and a 
graphic mining process is applied for cell detection.  This work is based on a six-step algorithm, 
depicted on Figure 3.2, where preprocessing, histogram partition, connected component 




3.5 Automatic Detection in Confocal Microscopy of Glial Cell 
Images 
 
In the particular case of confocal microscopic images of glia anti-repo marker, the images are 
characterized by high signal intensity, low background, Repo-labelled cells not having uniform 
signal intensity and the existence of regions of high intensity separated by others of low 
intensity. Moreover, the signal-to-noise ratio of the Repo-labelled images is low.









Since the image acquisition by confocal microscopy is based on photon detection, one of 
the major sources of error follows a Poisson distribution. On the other hand, individual cell 
identification is difficult due to the formation of clusters of nuclei marked with repo having 
different sizes; cells being irregular and with inconsistent shape and their edges being usually 
fuzzy. Furthermore, small Repo positive cells can be in contact with each other and the edges 
of the larval nerve cord could fluoresce, creating a nonspecific signal made of particles [35]-
[50]. 
Several works related with cellular enhancement, segmentation and detection have been 
widely investigated [35]-[67]. Furthermore, some papers regarding the detection of glial cells 
have been described in literature, however, this detection is not specific to the compound eye 
and their algorithms involve 3D processing technic [35], [50]. Additionally, some of these 
techniques fail to work during the larvae stages [50]. The only algorithm described in literature 
to be capable of detecting glial cells in similar conditions, the algorithm performed by Qi, J., 
et al. (2013), is also studied [57]. On the other hand, several popular software or well-known 
tools, such as Bioquant3, Image-Pro4, ImageJ, UTHSCSA5 Image Tool, Cell profiler6 [61]. The 
problem with these solutions is that they are normally specialized on a special kind of cell 
images or they may not be capable of correctly detecting cells on the compound eye glial cells 




3.6 Relevant Automatic Glial Detection Algorithms in Confocal 
Microscopy Images 
 
DeadEasy mito-glia is an automatic system of counting glial and mitotic cells’ nuclei on 
Drosophila embryos. This algorithm is applied to images from confocal microscopy that have 
been stained by immunofluorescence. Mitotic cells were marked with pH3 and glia with marker 
Repo. This eleven-step algorithm is Figure 3.3 [48].  Another recent study related with glial 
cell detection makes use of 2D techniques for image processing and 3D techniques after the 
images had been binarized [35]. The algorithm scheme can be observed on Figure 3.4. 
 A separate study released in 2013 related with glial cell segmentation and detection 
utilized only 2D images in order to segment glial cells nuclei in Drosophila melanogaster [57]-
[59]. This algorithm is characterized by the combination of two techniques. First, a graph cut 
algorithm segments nuclei in the foreground and afterwards, the overlapping glial cell nuclei 
                                                 
3 http://tigacenter.bioquant.uni-heidelberg.de 
4 http://www.mediacy.com/index.aspx?page=image_pro_software 
5 http://compdent.uthscsa.edu/dig/itdesc.html  
6 http://cellprofiler.org/ 




clusters are separated by convex and concavity analysis as it us schematically shown in Figure 
3.6.  In this case, initially the foreground of the image is separated from the background using 
the graph cut method [59][60] [68]-. The algorithm cut the image into two node terminals, one 
being the foreground (cell nuclei) and another being the background. This separation is done 






Figure 3.3 — Images from the proposed algorithm method to by Forero (A) and 
the flowchart of the algorithm [50].  
 
Figure 3.4 — Scheme of the algorithm performed by Forero et al., 2012 [35]. 
 
3.6 Relevant Automatic Glial Detection Algorithms in Confocal Microscopy 




After this segmentation, some cell nuclei remain in cluster, to solve this problem the 
algorithm makes use a convex-concavity analysis. This is done by first collecting all objects 
from the binarized image into a list (L). For each component a convex-hull and a concave-hull 
of the object are done and to the steepest concave point (SCP, Figure 3.5) is determined, which 
is the point that corresponds to the maximum distance between the concave and convex region 
(Figure 3.5). If corresponding distance of P smaller than threshold Td, the connected 
component (R) is deleted from list (L). Otherwise, the nearest boundary point (NBP, Figure 3.5) 
is determined by selecting from the points (P) the one that is closest to the SCP. Afterwards 
the component is split in two along the line between the SCP and the NBP and the two new 




Figure 3.5 — Representative image of the convex-concavity analysis does to an object performed by Qi, 
J., et al. (2013) [57].  
 





Figure 3.6 — Scheme of the algorithm performed by Qi, J., et al. (2013) [57]. 
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3.7 Relevant Automatic Neuron and Ommatidia Detection 
Algorithms in Confocal Microscopy Images 
 
Relatively to the detection of the photoreceptors on the imaginal disc, some work has been 
done regarding neuron detection and even the detection and segmentation of ommatidia on 
Drosophila [48][48][69].  
For instance, a software named Eyer7, Figure 3.7 was developed as a user interface for a 
segmentation algorithm for the Drosophila’s compound eye.  This software, segments and 
counts the number of ommatidia present in Drosophila’s compound eye images taken in a 
scanning electron microscope (SEM). The algorithm works efficiently in a given area and the 
remainder area is counted manually [48].  
 
 
Figure 3.7 — Images of obtained from each step of the algorithm Eyer [69]. 
 
 
LaTorre et al. 2013 described a system for segmenting the nuclei of neurons based on clump 
spitting and a two-step image binarization of the images obtained from confocal microscopy. 
This algorithm aims to solve the problem of noise present in the images, as well as the fact of 
overlapping cells and different cellular types on the rats’ brain. The process is divided in two 
major algorithms: the first part is based on the binarization of the original image in order to 
separate the nuclei from the background; the second step will be implemented; this step solves 
the clump splitting [70]. The first part algorithm is divided in two major steps: The global 
binarization and the local binarization (Figure 3.8). In addition, a second algorithm that is 
implemented upon the results of the first algorithm (Figure 3.9). Three main measures were 
determined in order to find which concavities that could indicate the existence of aggregate 
                                                 
7http://www.biotechniques.com/BiotechniquesJournal/2015/August/Automated-measurement-of-
ommatidia-in-the-compound-eyes-of-beetles/biotechniques-359865.html 




of nuclei. Since there are irregularities on the nuclei and the binarization algorithm 1 has 
limitations, by measuring image parameters it is possible to implement conditions for such 
irregularities to be considered concavities. The measurements chosen were the size in pixels 
laying between the contour of the neuron and the convex-hull, the maximum-minimum 
distance of any point of the concavity to the convex-hull of the aggregate and the concavity 
degree (D(Si)) [54]. The concavities satisfying these three conditions were further processed, 
while those with an area greater than the second area threshold were kept stored. After 
concavities of the clump nuclei have been identified, the algorithm finds the image crests, 
which are local maxima of the lines made up of the points of a concavity when it is rotated to 
lay on the line joining the first and the last point of the concavity. Finally, a multi-crest 
concavity analysis was performed and clumped nuclei were separated by matching 
theidentified crests of the selected concavity with those of the other concavities, creating the 
final segmented image [70]. Figure 3.10 displays Scheme of the algorithm 2 in Forero et al. 
2010 and results obtained, (B) for each step [48]. The algorithm does automatic counting of 






Figure 3.8 — Scheme of the algorithm 1 in LaTorre et al. 2013 [70]. 
 
Figure 3.9 — Scheme of the algorithm 1 in LaTorre et al. 2013 [70]. 
 
3.7 Relevant Automatic Neuron and Ommatidia Detection Algorithms in Confocal 







Figure 3.10 — (A) (A) Scheme of the algorithm in Forero et al. 2010 and results obtained, (B) for each step 
[48]. 
 






In this Chapter, an overview of key algorithms and applications presented in literature were 
briefly reviewed. Many of the algorithms needed human assistance in order to obtain results.  
With the exception of the study performed by Qi, J., et al. (2013), which studied the detection 
of the glial cell nuclei in 2D images of the Drosophila’s eye disc, none of the previously 
mentioned algorithms is aimed to specifically solve any of the problems under study. Therefore, 
the creation of reliable tools is needed for not only counting the glial cells and the ommatidia 
in large cell image Datasets but also to identify the regions in which they are present. 
Finally, as it can be inferred about this literature review there is implicitly a common 
denominator / strategy present in most of the algorithms: Mathematic Morphology. In fact, it 
can be assumed that the recognition criteria are intrinsically morphological. For these 
particular problems tackled in this thesis, as it will be clearly evident in the following Chapters, 
the proposed algorithms will also be highly dependent on mathematical morphology concepts 




Images and Expert Annotations 
 
 
As explained in Chapter 2, the imaginal disc area is complex and depending on the stage of 
development can take several forms. The introduction of mutations responsible for the control 
of this development can also induce further changes in the morphological aspects of the regions 
formed in each stage. 
In order to develop an algorithm capable of detecting a large number of characteristics 
present on the images, as well as being able to adapt to the variations that can occur between 
images, a large set of images is required. Moreover, this Dataset must have a wide diversity of 
images in order to expose the workflow of algorithms to different conditions. 
This set of algorithms needs to be versatile and able to work properly under different 
acquisition environments. Therefore, at least two different Datasets should be tested. 
Another important aspect is providing a way of comparison between the annotations made 
by experts and the results obtained from the algorithm. The workflow gathering these 
annotations must be systematic and close to what the technicians do. 
In this Chapter, a global characterization of the images under study will be done. 
Afterwards, the specificities of each Dataset where the set of algorithms is going to be tested 
are brought to light. Finally, the protocols for image acquisition as well as the gathering of the 
expert manual annotations in the Datasets for the algorithm’s validation are described. 
 
4.1 Image Characterization and Variability 
 
4.1.1 Images under study 
 
As aforementioned, the images under study are the glia images and photoreceptor cluster 
images taken from the eye of the Drosophila melanogaster. The eye imaginal disc is a 3D 
structure where the photoreceptors cells differentiate in the apical region while glial cells 
migrate through the basal part. In order for us to have both parts of the eye, two planes need 




to be acquired with the confocal microscope, a basal plane and an apical plane corresponding 
to glia and photoreceptors respectively. Because of that, our Dataset correspond of two images 
for each disc (Figure 4.1). For an automated acquisition of the images, each channel 
corresponds to a different wavelength of light emission, due to the immunofluorescence 
techniques (two secondary antibodies were used with different fluorochromes associated. In 
this case, glial cells were stained with a mouse anti-repo antibody and an anti-mouse 
conjugated with 568 fluorochrome, whereas photoreceptor axons were stained using an anti-
HRP conjugated with Cy5 (fluorochrome with far-red emission). An example of the glia and 
photoreceptors sections is shown in Figure 4.2. The colors we associated were red for glial cells 
(Figure 4.2 A) and grey for photoreceptors axons (Figure 4.2 B).  
There are several problems in these images, due to the type of microscopy technique being 
used. In fact, there is a large variation in coloration when using immune histochemical markers 
resulting in images with distinct chromatic properties. Besides, the cell number and type 
changes abruptly during the animal’s development. As such, images will exhibit rather different 
morphological contents in different stages of development.  In addition, the image can suffer 
changes due to the equipment used, the quality of the labeling, size of the cells and their shape 
and the formation of clusters on the images.  Furthermore, concerning Drosophila’s cellular 
count, there is a high variability in image qualities due to the different properties of each cell 
marker [50]. All these factors contribute to increase the difficulty of performing a correct 
identification and counting of the cells. Fluorescence Confocal Microscopy images are normally 
characterized by a small signal to noise ratio (SNR), where the major source of corruption is 
associated with multiplicative noise described by a Poisson distribution. This type of noise is 
caused due to the huge light amplification performed by the photon detectors, in order to 
make the light emitted by the staining visible. [25][48]. 
 
 
Figure 4.1 — Example of images obtained from confocal microscope and merged in a single plane  





Figure 4.2 — Examples of images obtained from confocal microscopy from the basal portion of the disc 




4.1.2 Characterization and Variability of the Glia Channel 
Images. 
 
The glial cell images under study correspond to 2D image that can have three different main 
regions: (1) Imaginal disc, (2) optic stalk, (3) brain region (Figure 4.3).  The Imaginal disc region 
of the glia corresponds to the area where glia overlaps with the photoreceptor clusters. The 
brain region comprises a roundish shape where normally there is the highest number of glial 
cells. Finally, between the two of them is located the optic stalk, this is where the glia migrates 
from the brain (Figure 4.3-3) towards the imaginal disc (Figure 4.3-2). 
Another important aspect is that glial cell images have a very wide range of variations both 
in terms of region that appear on the image and in terms of regions sizes and shapes (Figure 
4.4). By itself, biological images are never the same.  The fact that these images are taken 
from developing larvae makes the structures present on the image to change in shape and size 
depending on the stage of development. In addition, some of the images were taken from 
animals that have suffered gene mutations, causing changes in the morphology of the image. 
All these factors, contribute to highly variable images. This can cause regions to disappear 
(Figure 4.4) change size, shape or position (brain region of Figure 4.4 A and C). 
 





Figure 4.3 — Example of images obtained from confocal microscopy, where the different regions of the 
glia are represented: (1) Imaginal disc, (2) optic stalk, (3) brain region. 
 
 
Figure 4.4 — Example of variation in the glial images. (A) Displays a glial image with all its regions, (B) 
displays an image where only the imaginal disc and optic stalk regions appear. In (C) the imaginal disc 
area is inexistent and in (D) only the brain region is present. 
 
4.1.3 Characterization and Variability of the Photoreceptor 
Channel Images 
 
In contrast with the glia channel, the photoreceptor channel image is a 2D image that possesses 
two main regions of photoreceptors: (1) the photoreceptors present between the 
Morphogenetic Furrow (MF) and the edge of glia migration and (2) the photoreceptors that 
match the glia imaginal disc area (Figure 4.5). Furthermore, the image also displays a region 
with axons (3), which match the glia’s optic stalk area since they migrate from the eye imaginal 
disc to the brain (4) disc through this region. The region that encompasses the glia brain area 
displays the axonal extensions that connect to the brain and neurons from the brain (Figure 
4.5). 





Figure 4.5— Example of images obtained from confocal microscopy, where the different regions of the 
glia are represented: (1) Photoreceptors in the morphogenetic furrow, (2) the photoreceptors that match 
the glia imaginal disk area, (3) axonal optic stalk area and (4) brain area. 
 
In the photoreceptor images, the same happens to the axonal optic stalk area and the brain 
region. Again, the most evident change occurs the in size and shape of the region with 
photoreceptors cluster. (Figure 4.6). 
 
 
Figure 4.6 — Example of variation in the photoreceptor images. (A) Displays a photoreceptor image tilted 
with no optic stalk area, (B) displays a small photoreceptor cluster region. In (C) it is possible to see 
changes in size of the photoreceptors and the brain region is not present and in (D) displays a variation in 
shape of the photoreceptor regions








4.2.1 IBMC Dataset 
 
The Characteristics of the images provided by the IBMC institute can be seen in Table 4.1. All 
the images in this set correspond to different stages of Drosophila melanogaster third instar 
larvae (from early L3 to wondering L3). In normal situations, prior to the L3 stage of 
development, there are no glia cells on the imaginal eye disc. 
From this Dataset, annotations were performed to obtain the following characteristics of 
the images: 
• Total number of glial cells present in the image 
• Total number of photoreceptor clusters 
• The maximum number of photoreceptor clusters in a diagonal line 
• Number of the glial cells in each region of the image, namely, the brain region, the 
optic stalk region and the imaginal disc region 
• Number of photoreceptor clusters present between the MF and the edge of glia 
migration, as well as the remaining. 
 
Table 4.1 Table displaying the characteristics of the Datasets used. 
Dataset IBMC Munster University 
Total Number of images 252 40 
Number of Glia Channel Images 126 20 
Number of PH Channel Images 126 20 
Type of Image (bits per pixel) 32 (RGB) 8 (LUT) 
Width (pixels) 395/ 452 512 
Height (pixels) 395/ 453 512 
Width (inches) 4,71 8,37E-03 
Height (inches) 4,71 8,37E-03 
Resolution (pixels per Inch) 96 6,12E+04 




Lens used 40x 20x+zoom 




Regarding this annotations, the total number of measurements made in the Dataset is shown 
in Table 4.2. Furthermore, Figure 4.7 displays examples for each type of notation made. 
 





Max No. PH per 
Diagonal Line 
No. Glia in 
each Region 
No. PH in 
each Region 
88 86 83 88 86 
 
In these Dataset, seven different subgroups exist. Each of the subgroups belongs to one of 
the two group types, control and transgene. Controls are obtained from normal larvae whereas 
transgene come from Drosophila’s that have suffered gene knockdown. Table 4.3 depicts these 
subgroups as well as the notations done in each of them. 
 
Table 4.3  Table showing subset of images and the number of notations made for each characteristic 
 
All LacZ groups (2, 3 6 and 7) are control groups, whereas in the other groups gene 
repression has occurred and therefore, the images can differ from the control. In the set of 
images that correspond to transgenic Drosophila melanogaster, the RNAi changes were done to 
the Integrin Alpha PS3 gene (5), Integrin Alpha PS2 gene (4) and the Integrin Beta PS gene (1).  
They all correspond to a class of proteins important for cellular adhesion, the integrins. 
 
Group Type Group Name 
Stage of 
Development 






















Repo LacZ Wondering L3 6 6 - - - - - 
Repo LacZ L2 Early L3 18 18 14 6 14 6 - 
Repo Dicer2 LacZ Wondering L3 18 18 18 18 18 18 18 
Repo Dicer2 LacZ L2 Early L3 32 32 9 30 24 9 30 
Transgene 
Repo BPsi1 Wondering L3 22 22 22 22 22 22 22 
Repo Dicer Ifi1 Wondering L3 10 10 10 10 8 10 10 
Repo Dicer Scabi1 Wondering L3 20 20 15 - 11 - - 





Figure 4.7 — Examples of characteristics manually extracted from the images. (A), number of 
photoreceptor clusters (B), Number of photoreceptors above glia migration edge and up to. (C) Total 
Number of photoreceptor clusters in the image, (D) number of glial cells in the imaginal disc, the brain 
and optic stalk (E) Maximum number of photoreceptor cluster in a diagonal line. 
 
Since there is a wide variation on the condition of the larva formation, this will create, as 
aforementioned, a wide array of variation in the images. This allows us to test the 
generalization of the algorithm. 
 
 
4.2.2 Munster University Dataset 
 
The dimension and general characteristics of the Munster University-Germany Dataset can be 
visualized in the Table 4.1. Besides what is depicted there all images came from transgene 
individuals and were not annotated. The images in this Dataset maintain the same regions has 
the last one, however, their resolution is higher as well as their animal’s stage of development. 
This can cause the structures, in particular the photoreceptors to display a different aspect 
and shape (Figure 4.8). 





Figure 4.8 — Example of an image provided by the University of Munster. The image is obtained in Matlab 
by overlapping the photoreceptor image (green) and the glial image (pink). It easy to visualize that the 




4.2.3 Problems regarding the Datasets 
 
Besides the limitations that generally occur in fluorescent confocal images, these Datasets are 
worth some comments on their own acquisition processes.  
Usually, images from fluorescent confocal microscopy correspond to a stack of 2D images, 
creating a 3D data structure with axial and depth resolution; however, this was not the case of 
these Datasets.  Instead of creating a series stacks corresponding to each plane, the experts 
chose to open the pinhole in order to obtain an image with higher depth, neglecting the 
longitudinal spatial resolution. As such, in fact, one the dimensions of the Dataset is lost and 
compressed into 2-d image for both glia and photoreceptor channel. First, this takes one 
dimension from the segmentation and detection problem (Figure 4.9). The glial cells migrate 
along the axons, which exist in different planes.  Consequentially, some glial cells will appear 
overlapped and impossible to distinguish from others superposed or under-posed cells.  This 
also creates blurry 2D shapes from semi-overlapped cells, which are indeed difficult to 
distinguish even with the naked eye. 





Figure 4.9 — Representative images of what happens during the image acquisition procedure of glia cells 
that are intended to investigate. The image should be processed in 3D using the axial and lateral spatial 
resolution of the confocal microscopy. The result of the 3D processing would provide an image like (B). 
Instead, due to the excessive opening of the pinhole, the depth of the image is not divided into layers, 
but compressed into a 2D image as shown in image (C). 
 
A great advantage of the confocal imaging is that the in-focus light from the sample passes 
through the aperture of the spatial filter, while the spatial filter blocks the out-of-focus light 
from above and below the plane of focus. As a result, very little out-of-focus light reaches the 
detector. As such, the spatial filter provides continuous access to the detector for in-focus 
light, but also effectively suppresses light from non-focal planes. However, this advantage was 
not used, due to the excessive opening of the aperture. Instead, the overall sharpness of the 






4.3.1 Image Acquisition 
 
The same technician acquired all the provided images from the IBMC Dataset where annotations 
were performed. It is important to mention that, initially, a tissue sample of the region of 
interest is dissected from different stages of the third instar larval stage of development (early 
L3/wondering L3). This was followed by immunofluorescence with anti-repo and anti-HRP in 
order to obtain chromatic differences between the glial and photoreceptors respectively. 
Afterwards, these samples were observed in the Leica SP5 confocal system with the objective 
of 40 times (40X) and the images were extracted to a digital image in tiff format using the 
software of the microscope, Leica Las AF Lite. For each extracted image, a composed image 
with two channels existed. One channel with the Glia cells stained and another with the stained 
photoreceptor. To obtain the images from the separate channels, Fiji software tool was used. 




The Munster University provided another group of images. The process of obtaining the 
images was very similar until the observation under the microscope, with the difference of the 
tissue being observed belonging to late L3. Afterwards, the tissue was examined under the LSM 
710 confocal microscope, with a lens of 20 times (20X). To obtain the images from the Dataset, 
a zoom was then applied and the images were extracted to a file of tiff format using the 
software of the microscope. The file of the tiff file corresponds like in the other Dataset, to a 
composed image two channels and voxel of 0.89x0.89x1.40 µm. To obtain the images from the 
separate channels, Fiji was used with the same process. 
 
 
4.3.2 Labeling Images and making the Expert Annotations 
 
The labeling procedure was only done on the images provided by the IBMC. After obtaining 
the images, a specialist, from IBMC marked the set of images that were acquired, in order to 
compare it to the workflow of the developed algorithms. 
In order to set up a systematic process for the measurement of the image characteristics 
by allowing the minimization of errors by the specialist, a series of protocols were created. 
These protocols were created with usual habits of the experts in mind, while providing 
procedures that decrease the number of observational errors. It is important here to mention 
that the expert only performs cell detection but not cell segmentation (see subchapter 4.2). In 
order to accomplish this, the expert is computer assisted within the Fiji software environment 
by using the cell counter Plugin [71]. With this in mind, five protocols were developed for the 
specialist to follow in order to validate the system:  
 
•Protocol for counting the total number of glial cells present on the image (see 
Appendix 1); 
•Protocol for the counting the total number of photoreceptor clusters in the imaginal 
disc (see Appendix 2);  
•Protocol for counting the number of glial cells on each region (see Appendix 3); 
•Protocol for determining the number of photoreceptors on the largest diagonal row 
(see Appendix 4); 
•Protocol for determining the number of photoreceptors in each region (see Appendix 
5).  
It is very important that these measurements are as precise and exact as possible since the 
assumptions to uncover a proteins function are based on them. 
In particular, the first protocol is useful for comparative purposes with the number of cells 
present on each region. On the other hand, the second protocol besides having the same role 
as the first one, with the only difference of being relatively to the photoreceptor clusters, can 




be very useful for understanding the implications that a phenotype has on the differentiation 
of the photoreceptors.  
In general, these protocols are important because they provide a systematic base for 
measuring and quantifying image characteristics. 
It is very important that these measurements are as precise and exact as possible since the 
assumptions to uncover a proteins function are based on them. 
In particular, the first protocol is useful for comparative purposes with the number of cells 
present on each region. On the other hand, the second protocol, besides having the same role 
as the first one (now for the photoreceptor clusters), can be very useful for understanding the 
implications that a phenotype has on the differentiation of the photoreceptors.  
The notations of the 3rd, 4th and 5th a (with the exception of the brain glia region), are 
important to understand if the number of glial cells is changing in either the optic stalk or the 
eye (determined in the 3rd protocol). In addition, these measurements are important to 
understand if the distribution of the eye glia is normal or if there is an advance or a decrease 
in migration in the imaginal disc, since glial cells always migrates bellow the Morphogenetic 
Furrow (MF, the beginning of photoreceptors differentiation). If the number of photoreceptors 
between the glia migration and the MF is smaller, glia is advancing more than normal. All of 
this is possible because all these numbers are very constant during Drosophila’s development. 
The number of glia on the brain region (characteristic extracted in the protocol 3), can be 
useful in a different manner, since it can be useful for scientists that work with brain 
development.   
 
 
4.4 Ground Truth and Experts Annotations 
 
In this dissertation, it was considered that the term ground truth was not applicable. The reason 
for this is that there is no way of knowing exactly what the real value of the measured image 
characteristics is, since most of them are due to human raters. We cannot consider the 
measurements made by the experts as ground truth, since there is an inherent inter and intra 
variations in their measurements. The collected annotations, serve primarily as a comparison 





The validation of an algorithm is directly connected with the number of images, which were 
tested. With higher number of tested images, it is expected a more robust algorithm. Another 
factor for a good algorithm is the capability to adapt to different types of images. As such, the 




higher the diversity of images, the better. On the other hand, it is very important that the 
thought for characteristics be annotated with a systematic process (protocols) in order to 
decrease the number of systematic errors performed by the expert. As such, the construction 
of validation protocols is vital to obtain a good comparison set. 
In this Chapter, first, an overall look was done to the general aspects of the images under 
study and it was possible to observe the images’ variations together with the regions that are 
present on the images.  
After this topic, the technical aspects of the images on two provided Datasets, each from 
a different institution, were reviewed. Despite the images in both Datasets having the same 
morphology, the environments from where each were taken were different.  The goal of having 
these two Datasets is to test the algorithm’s validity and versatility. 
The Protocols to annotate the images characteristics were proposed. Details can be seen 
in the Appendix. Then, the protocols concerned with to measuring images’ characteristics were 
reviewed, and the motivation for each characteristic extraction was briefly explained.  
Finally, the relevance of the expert annotations was discussed and differentiated from the 
















In this Chapter, the framework of the designed and implemented algorithms is detailed. Each 
algorithm extracts one or more characteristics of interest from the provided images. Figure 5.1 
shows the interconnection between the algorithms. As it is possible to observe, the algorithms 
that dependent only of the initial images are Algorithm I and II, which do the initial 
segmentation from the original images and provide the total number of glial cells or 
photoreceptor clusters (PH) in the image, respectively. Therefore, the other extracted 
characteristics, are highly dependent on the results of the initial detections.  
 
 






5.1 Detection of Total Number Glial Cells 
 
This section covers the Algorithm I in Figure 5.2. The algorithm’s purpose is segmentation and 
accurate detection of the number of glial cells. As mentioned in Chapters 2, 3 and 4, the image 
under study, possesses certain characteristics that may obstacle a correct segmentation of the 
glial cells. These include, limitations based on the used microscopy technique (fluorescent 
confocal microscopy), the morphology of the imaged objects and the acquisition process. All 
these contribute to highly variable blurry 2D images, with background and multiplicative noise.  
To deal with such problems, a two-step algorithm was designed. The first part of the 
algorithm enhances the image in order to boost the relative visibility of the glial cells, which 
are the objects, which are intended to segment from the image, and at the same time 
minimizes the background noise present in the image. The second part of the algorithm tries 
to overcome the problem of detecting semi-overlapped cells and clusters of cells. 
Prior to these two steps, from the RGB image the red channel was extracted. This was done 
instead of a grayscale conversion, because the fluorescence process induces a strong red 
component. Another basic assumption that was made consisted on the minimal criterion to 
proceed with the algorithm towards the glial cell counting. The traditional standard deviation 
of the image, proved to be a simple and effective means to access if there were sufficiently 
contrasting objects worth the counting process. A heuristically determine value of 0.0032 was 
chosen to make this selection. The reason for the choice value is statistically grounded on 
experimentation.  An example of an image containing only noise is shown in Figure 5.3. The 
images that had a standard deviation higher than the threshold were further processed, while 




Figure 5.2 — Flow Chart of procedures performed by the algorithm prior to glial cell detection. 
 





Figure 5.3 — Glial image with very low contrast, adapted to see there is only background noise present 




Figure 5.4 depicts the enhancement steps. This first step encompasses a large number of 
operations; however, each procedure was significant for glial cell enhancement and noise 
reduction. Consequentially, this will lead to a more accurate and easier segmentation. 
The first step consisted on granulometry analysis, performed on the raw images. In order 
to obtain crude estimates of the cell size distribution. Next, the contrast of the image was 
adjusted to better distinguish the cells from the background. Using the maximum radius, the 
Top-Hat and Bottom-Hat transforms were performed. [72] The top-hat transform contains the 
peaks of objects that fit the structural element. The bottom hat has the gaps between the 
objects. To maximize the contrast between the objects and the gaps that separate them from 
each other, the top-hat image was added to the original image, and then the bottom-hat image 
is subtracted from the result. Even after applying the Top-Hat and Bottom-Hat transforms, 
there were still objects of interest imbedded in the background. These objects are tried to be 
uncovered with a histogram equalization. A high pass Laplacian of Gaussian (LoG) filter was 
applied to this image with a kernel with length and width of 2x the size of the median radius 
determined in granulometry. The goal was to have a peak response in the center of the blobs, 
creating a partial separation between cells. A median filter with the same dimension of the 







Figure 5.4 —Enhancement of the glial cell image. 
 
5.1.1.1 Granulometry Analysis 
 
Now looking in more detail to each step. The first technique that was applied to the image was 
a granulometry analysis. Granulometry analysis is tools to extract size distribution from binary 
images. By performing a series of morphological openings with increasing structural element 
size, we can obtain the granulometry function, which maps each structural element size to the 
number of image pixels removed during the opening operation with the corresponding 
structural element. Naturally, a circular structural element was chosen. It was considered a 
disk shaped element structure, since cell have a disk shape appearance. In terms of size, in 
practice, the interesting range of cell sizes was considered to be within the interval [3, 20]. 
Bellow 3, it was assumed that the images consisted of background noise and the radius higher 
than 20 are associated with objects connected to larger background structures, which are not 
glial cells. 
 Figure 5.5 A shows the sum of the values in the opened image for a specific radius.  A 
significant drop in intensity surface area between two consecutive openings indicates that the 
image contains objects of comparable size to the smaller opening. This is equivalent to the 
first derivative of the intensity surface area array, which contains the size distribution of the 
objects in the image. In Figure 5.5 B, a graphic of the size distribution per radius is shown. 
Notice the minima and the radii where they occur in the graph. The minima tell you that the 
objects in the image have those radii. The more negative the minimum point, the higher the 
objects' cumulative intensity at that radius. For example, in this image, the most negative 
minimum point occurs at the 5-pixel radius mark.  
 
 
Figure 5.5 — Granulometry Analysis. (A) Sum of the values in the opened image for a specific radius. (B) 
Size distribution per radius. 





5.1.1.2 Contrast Adjustment 
 
Image intensity values were adjusted from their original values into the limits that the image 
contrast could be stretched. This was done by discovering the bottom 1% and the top 1% 
intensities of the image and stretching the histogram so that the top 1% corresponds to the max 
intensity of the greyscale image 255 and the bottom 1% to 0. This can be illustrated in Figure 
5.6. Whereas, Figure 5.7 shows an example of performing this contrast adjustment. 
 
 
Figure 5.6 — Glial image histograms. (A)  Before and (B) after contrast adjustment of the image 
 
 
Figure 5.7 — Glial images. (A)  Before and (B) after contrast adjustment of the image. (C) Displays the 






5.1.1.3 Top-Hat and Bottom-Hat Transform in for Background 
Equalization and Image Enhancement 
 
The top-hat transform is used for extracting small or narrow, bright features in an image. It is 
useful when variations in the background mean that cannot be achieved by a simple threshold. 
Equation 5.1 can be used to determine the Top-Hat transform of the image.  
 
𝑇𝑜𝑝𝐻𝑎𝑡(𝑓) = 𝑓 − (𝑓 ○  𝑏) 
 
Where, ○ denotes the opening operation f is the original image and b the structural 
element. Since the object of interest in our image look like discs, the structural element used 
for the opening operation was a disc with a radius of two times the modal radius provided by 
granulometry. The choice of this value is of high importance, since the opening of an image is 
the collection of foreground parts of an image that fit a particular structuring element. 
Afterwards, the bottom-hat of the image was also computed (Equation 5.2), with the same 
structural element.   
 
𝐵𝑜𝑡𝑡𝑜𝑚𝐻𝑎𝑡(𝑓) = (𝑓●𝑏) − 𝑓 
 
Where, ● denotes the closing operation, f is the original image and b the structural 
element. The bottom-hat transform is defined as the difference between the closing of the 
original image and the original image. The closing of an image is the collection of background 
parts of an image that fit a particular structuring element. When subtracting the closed image 
from the original image, the narrow dark features in the image. This is because the closing will 
have eliminated them, and they will be apparent when the closing is subtracted from the 
original image. The structural element of the image was of the same size and shape of the one 
used in the opening operation of the Top-Hat transform. 
Finally, to the contrast-adjusted image, the Top-Hat is added and the Bottom-Hat removed 
(Equation 5.3).  
 










Figure 5.8 — (A) Glial image after morphological enhancement and (B) Line Profile displaying variation 
from the contrast adjustment image. 
 
5.1.1.4 Histogram Equalization (CLAHE) 
 
Contrast Limited Adaptive Histogram Equalization (CLAHE) [73]-[75] was performed on the 
image to further increase the global contrast of the image. Histogram equalization [73]-[75] is 
a common technique for enhancing the appearance of images. This is done in order to correct 
images that are predominantly dark, since the histogram of these images are skewed towards 
the lower end of the grey scale and all the image detail are compressed into the dark end of 
the histogram. The histogram equalization stretches out the grey levels at the dark end to 
produce a more uniformly distributed histogram and therefore, produces a much clearer image. 
The contrast limited adaptive histogram equalization (CLAHE) is a local histogram equalization 
based image enhancement method, which first separates the image into numbers of continuous 
and non-overlapped sub-blocks, then enhances every sub-block individually and finally uses an 
interpolation operation to reduce the block artefacts [76]. The histograms before and after 
histogram equalization can be observed in Figure 5.9 This method is capable of attaining high 
contrast, however, the output image over enhances the image and it increases the contrast of 
the background noise present in the image as it can be seen in Figure 5.10. This operation was 
necessary due to the existance of cells in the image with vey low contrast, that, otherwise 
would be considered as background in posterior operations.  
 







Figure 5.10 — (A) Glial image after CLAHE and (B) Profile Line depicting difference to the Morphological 
enhanced image and the CLAHE image. The Arrow shows peaks that correspond to cells that where 
embedded in the background. 
 
 
5.1.1.5 Laplacian of Gaussian Filtering 
 
Posteriorly to doing the histogram equalization, a Laplacian of Gaussian (Equation 5.4) filter 
was applied to the image in order to highlight edges. This filter first applies a Gaussian blur, 
then applies the Laplacian filter (Equation 5.5) and finally checks for zero crossings. The 
Laplacian is a 2-D isotropic measure of the second spatial derivative of an image. The Laplacian 
of an image highlights regions of rapid intensity change and is therefore often used for edge 
detection. 
 











Where LoG is the Laplacian of Gaussian filter and σ is the standard deviation of the Gaussian. 
 








Where L is the Laplacian of the matrix f. 
In the first stage of the filter, the Gaussian is used to blur the image in order to make the 
Laplacian filter less sensitive to noise since if the Laplacian filtering is applied on a noisy image 
the result is an edge image with many small edges that detract from the larger more meaningful 
edges. The size of the window in the filter used was based on the value determined in the 
granulometry analysis. As the value was a radius, the width and length of the image was 2x the 
size of the radius. The result of this operation is shown in Figure 5.11. As can be observed in 










Figure 5.11 — (A) Glial image after LoG (Laplacian of Gaussian) filter and (B) the Profile Line (red) 
compared to the CLAHE Line (blue). 
 
 
5.1.1.6 Median Filter 
 
The final step of this pre-processing stage was the use of the median filter. The median filter 
add a widow of size 3x3 pixels, since it was considered that only noise exists bellow this size. 
The median filter removed noise and smoothed the image intensity values prior to the 
segmentation. Figure 5.12 displays the image after the median filter. 
 
 




5.1.2 Segmentation and Detection 
 
The second stage of this algorithm involves the segmentation and detection of the cells. The 





cells) and afterwards, divide aggregated and overlaid cells in the image. This segmentation and 
detection stage is depicted in Figure 5.13. It starts by applying a threshold method, since most 
of the literature regarding immunofluorescence staining referred that thresholding techniques 
would be better than edge detection methods for segmentation [77]. The technique used was 
adaptive thresholding instead of global thresholding. After separating the objects from the 
background, labeling occurred and objects were separated based on their density. The ones 
with low density were processed with watershed algorithm. Afterwards, objects were joined 
in the same binary image. Another selection was done to this image, based on the radius of 
each object. Those who had a radius higher than the median plus the standard deviation were 
processed using convexity/concavity object analysis (SCP Algorithm). Finally, all objects were 
merged into the same image and each object was considered a cell. 
It is of the utmost importance here to mention that throughout all this process, the 
connected-component labeling was essential to detect connected regions in binary images and 
therefore perform filtering operations, as it will be evident throughout this thesis. The Matlab 
function regionprops was also very important to extract properties and measurements inherent 
to each blob. 
 
Figure 5.13 — Segmentation and detection of the glial cells. 
 
 
5.1.2.1 Adaptive Threshold 
 
Adaptive thresholding was chosen over the global thresholding methods. Whereas the 
conventional thresholding operator uses a global threshold for all pixels, adaptive thresholding 
changes the threshold dynamically over the image. The choice was based on the fact that this 
more advanced thresholding method can accommodate on uniform illumination conditions in 
the image. Furthermore, the adaptive threshold produces superior result compared to global 
threshold, especially for the images that have uneven pixel intensity distribution [58] 
 In order to determine the threshold value for each pixel, intensities were examined in the 
local neighborhood of each pixel in terms of median or mean value. Median, was chosen since 
it is mentioned in literature that it provides a better segmentation result than mean. 
Using this statistic, all pixels which exist in a uniform neighborhood (e.g. along the margins) 
are set to background. The size of the neighborhood has to be large enough to cover sufficient 
foreground and background pixels, otherwise a poor threshold is chosen. Here, based on trial 




or error basis, the neighborhood parameter, was set to a tenth of the size of the image. The 
segmentation obtained after the use of the adaptive thresholding can be seen in the Figure 
5.14 A. In order to remove the background noise, an opening operation was performed. All 
blobs with less than 8 pixels were considered noise. The value 8 was a heuristic value of 8 pixels 
estimated based on experimental testing.  
 
 





The Labelling operation is first used in after the adaptive threshold. It works by going through 
the binary image matrix until it finds a pixel that belongs to the foreground. Once the first 
pixel of a connected component is found, all the connected pixels of that connected component 
are labelled before going onto the next pixel in the image. This process is repeated to all the 
connected components of the image.  This operation is crucial throughout the algorithm, since 
it necessary so blobs may be counted, filtered or tracked. 
 
 
5.1.2.3 Density based Object Selection 
 
After the binarization, the image is labeled and the density of each blob was computed. The 












The values of density range from zero to one. Due to its round shape, it is expected that 
single-blobs will have a higher solidity than double-blob, therefore, the image was divided in 
two: Images with blobs with Density<0.9 and blobs with Density=>0.9 (Figure 5.15 A and B, 
respectively). The value 0.9 is a Heuristic number statistically grounded on experimentation. 
 
 
Figure 5.15 — Binary image separated with the density selection criterion. (A) Part of the image with 
Density higher or equal to 0.9 and (B) solidity lower than 0.9  
 
 
5.1.2.4 Watershed Algorithm 
 
The watershed algorithm was applied to the blobs that possessed a lower density in order 
to separate overlapped glial cell. This algorithm is a segmentation method that usually starts 
from specific pixels called markers and gradually floods the surrounding regions of markers, 
called catchment basin, by treating pixel values as a local topography (Figure 5.16). Catchment 
basins are separated topographically from adjacent catchment basins by maximum altitude 
lines called watershed lines. It allows classifying every point of a topographic surface as either 




Figure 5.16— Illustration of the Watershed Algorithm  




The main advantage of watershed is that there is no tuning to do before using it. However, 
this algorithm requires the prior detection of seed points. The edge map and distance transform 
are used for seed detection [77]. In this algorithm, the distance transform was used as a wat 
to create the seeds. This transform assigns a number that is the distance between that pixel 
and the nearest nonzero pixel of the binary image (Figure 5.17 A). This distance metric was the 
Euclidian distance [78]. 
The symmetric of the complement of the distance transform matrix (-(~d(x, y)) is then used 
as seed to the watershed algorithm. The obtained result of the watershed is a matrix contains 
positive integers corresponding to the locations of each catchment basin. Using the zero-valued 
elements of the label matrix, which are located along the watershed lines, objects in the binary 
image are separated (Figure 5.16 B).  
 
 
Figure 5.16 — (A) Seeds created from distance transform. (B) Result of watershed segmentation. (C) 
zoomed region of (B) prior to watershed and (D) after watershed. 
 
 
5.1.2.5 Convex-Concavity analysis 
 
The objects that complied with the criterion, where further segmented by applying the convex-
concavity analysis performed by Qi, J., et al. (2013) [57] and whose algorithm can be seen in 
chapter 3 in Figure 3.6. This algorithm computes the convex-hull and the concave-hull of the 
object and divides the blob by the point with the highest distance between the two (SCP) and 





process is repeated until the distance of the SCP is smaller than a predefined threshold. Here, 
the threshold used was 0.5, this threshold was determined through experimentation. The 
results of applying the SCP algorithm to the image can be seen in Figure 5.18. Despite the 
image shown is not quite representative of the impact that this analysis has in the algorithm. 
The overall improvement of the algorithm by using this analysis is 3% in terms of precision. 
 
 
Figure 5.17 — Image after the Convex-Concavity Analysis (zoom). 
 
5.1.2.6 Area based Object Selection 
 
Watershed processed blobs are united with the blobs that did not met the density based 
criterion (Figure 5.15 A and 5.16 B). In this new image, after the labeling, a new selection 
process is applied. This selection process selects blobs that meet the criterion described in 
Equation 5.7. This criterion selects the objects that have a number of pixels higher than the 
median and higher than 3x the area of a circle with the median equivalent diameter of the 
blobs. 






Where, no.pixelsblob is the number of pixels in the blob, m is the median and deq is the 
equivalent diameter. The separation criterion creates two sets of images whose examples can 
be seen in Figure 5.17. The left image depicts the objects who did not comply the criterion 
and the right image displays the other objects that will suffer further segmentation. In other 
words, Figure 5.17 A is considered as separated glial cells, where the blobs that meet the 
criterion, while Figure 5.17 B where considered as still being an aggregate of cells and, as such, 
still needed to be divided. 
(5.7) 





Figure 5.18 — Binary image separated Area criterion. (A) Objects who did not comply the criterion (B) 
objects that complied the criterion. 
 
5.1.2.7 Result of Segmentation and Detection. 
 
The blobs that did not meet the area based object selection are united in the same image 
with the blobs that resulted from the convex-concavity analysis. This resulting image, displayed 
in Figure 5.19 A shows the result of the Algorithm, which are the segmented objects of interest 
(glial cells). Each of objects correspond to a detected glial cell. 
A granulometry analysis is performed in this binary image, to depict the resulting size 
variation of the segmented cells (Figure 5.19 B). The granulometry is similar to the initial 
granulometry, but more precise. It is also slightly reduced in terms of radii size. This is due to 
cell splitting processes and noise reduction. Finally, Figure 5.20 shows the complete workflow 
of this algorithm.  
 
 






Figure 5.20 — Algorithm I, glial cell detection, Flow Chart. 




5.2 Detection of Total Number Photoreceptor Clusters 
 
The Algorithm II in Figure 5.1 will be explained in this section. The algorithm’s purpose is the 
segmentation and accurate detection of the number of photoreceptor clusters. Again, as 
mentioned in Chapters 2, 3 and 4, the image under study, possesses certain characteristics that 
may obstacle a correct segmentation of the glial cells. These include, limitations based on the 
used microscopy technique (fluorescent confocal microscopy), the morphology of the imaged 
objects and the acquisition process. All these contribute to highly variable blurry 2D images, 
with background and multiplicative noise. In addition, to these limitations, there is a major 
aspect, intrinsic to the image, that difficult the accurate segmentation of photoreceptor 
clusters. This is the presence of morphological regions without photoreceptors. These regions 
are composed of axonal extensions and are visualized in the image due to the staining marker 
used (HRP) and the pinhole opening. As shown in Figure 5.21, the major challenge that this 
algorithm has to tackle is the concurrent segmentation of the PH region and other large spurious 
regions such as the optical stalk and brain region. Once the segmentation of background objects 
is accomplished, the segmentation of the clusters in the PH area is quite similar as the 
segmentation of the glial cells.  
Figure 5.21—Region of interest is depicted by a Red area. 
 
To solve these problems and obtain accurate segmentation, the algorithm was designed to 
possess 3 stages (Figure 5.22). In the region removal stage, the goal is to tackle the biggest 
challenge, in other words, to remove the surrounding morphological regions and background 
noise in order to isolate the region that possesses the photoreceptors. The Enhancement was 
projected to simplify the segmentation process, which was done so that the majority of 







Figure 5.22 — 3 stages of the Algorithm II. 
 
Prior to the Pre-Processing operations, as it is depicted in Figure 5.22, the colored image 
is converted to grayscale (since the image is whitish, no channel stands out) by eliminating the 
hue and saturation information while retaining the luminance. 
 
 
Figure 5.23 — Basic Operations that take place prior to Region Removal in Algorithm II. 
 
5.2.1 Region Removal 
 
Figure 5.23 depicts steps taken in the Region Removal stage of Algorithm II. This stage has a 
large number of operations, which are all necessary and significant to correctly select the 
region in the image with the photoreceptors. 
The Region Removal stage starts with the usage of the same morphology enhancement 
(Top-Hat and Bottom-Hat) as the ones executed in Algorithm I.  After these morphological 
operations, the CLAHE was applied to further expose the morphological regions devoid of the 
objects intended to segment. After maximizing the contrast between the intended to segment 
objects of interest and the background, the Otsu [62] and adaptive thresholding methods were 
simultaneously applied. Based on the resulting image of the Otsu, the largest object on the 
image (morphological region devoid of the objects intended to count) was determined. Based 
on the resulting images of the Otsu, the larger spurious objects of the image were removed, as 
it will be described in the forthcoming sections. The regions obtained in the resulting binary 
image were used as a mask on the original image. In this binary Image, the blob’s centroids 
were determined. In parallel, a process of closing and dilation of the binary image took place 
with the goal of aggregation the blobs into different regions of the image. Using the centroids 
and the aggregations of blobs, the region, which had the photoreceptors, was determined. It 
is considered that the region with the higher number of centroids corresponds to the region 
with the photoreceptors. Finally, a mask with the highest number of centroids was applied to 
the original image.  





Figure 5.24 — Region Removal stage of the Photoreceptor Clusters detection. 
 
 
5.2.1.1 Top-Hat and Bottom-Hat Transform in for Background 
Equalization and Image Enhancement 
 
Figure 5.24 shows the image before and after the morphological operations were applied. This 
consisted on the same operations performed in the section 5.1.1.3. The goal was to maximize 
the contrast between the objects and the gaps that separate them from each other. Naturally, 
a circular structural element was chosen to perform the opening and closing of these 
operations, since it was considered that photoreceptors had a disk like shape. Regarding the 
size of the structural element, the granulometry did not provide viable results, due to the 
existence of innumerous structures and artifacts that belong either to the background noise or 
to morphological regions devoid of photoreceptors. As such, the size was heuristically defined 
value as one thirty-sixth of the image size. The reason for the choice value is statistically 
grounded on experimentation. As it is possible to see in Figure 5.24-B, the transitions between 
PH became much clearer and the edges of the objects become more pronounced relatively to 








5.2.1.2 Histogram Equalization (CLAHE) 
 
CLAHE was performed in the image [75], [71], [76]. Figure 5.26 shows the resulting image after 
the algorithm was applied. The objective of applying this method was to enhance the 
structures, which belong to morphological regions without photoreceptors. By enhancing these 
objects and subsequently applying a threshold, these regions will be connected, which makes 
it easier to detect and remove from the image 
 
 
Figure 5.25 — (A) Photoreceptor clusters grayscale image with PH and axons in the optic stalk area and 
(B) Image after morphological enhancement. 
 










Figure 5.27 — (A) PH image after histogram equalization. It is possible to observe that the global contrast 
of the image was improved and is now possible to observe the brain region of the image, as well as other 
PH. (B) profile line relatively to a section of the brain. 
 
 
5.2.1.3 Otsu and Adaptive Thresholding 
 
Two types of thresholding methods were applied in parallel to the image. The Adaptive Dual 
thresholding methods were applied in parallel to the image. The Adaptive Thresholding and the 
Otsu method [62]. Figure 5.27 shows some exemplificative binarization results. After obtaining 
the two thresholded images, labelling operation was performed to the binary image obtained 
from applying the Otsu method [62]. From the labelled image, the largest connected 
component was determined. If this component was larger than one hundredth of the images 
size, the object would be extracted. The value one hundredth is another heuristic value 
statistically grounded through experimentation. This connected component in the Otsu is 
assumed to be part of the brain region or the optic stalk, since axons these large connected 
components correspond to axons without photoreceptor clusters.  Otsu threshold was chosen 
as the thresholding method since it segments objects that are larger and more connected 
comparatively to the adaptive thresholding method. If there were any objects present of this 
dimension, the largest object would then be selected. The selected object suffers a closing 
operation with the same structural element as the one used in the Morphological enhancement, 
in section 5.2.1.1. The resulting structure is logically added (OR) with a copy of the Otsu 
binarized image and unconnected pixel are linked, that is, 0-valued pixels are set to 1 if they 
have two nonzero neighbors that are not connected.  The object in the position of the first one 
removed is extracted and its holes filled. This object is than dilated with the same structural 
element as the closing operation and removed from the binary image of the adaptive threshold. 
This process is shown in Figure 5.28(A-F). The main purpose is to remove a large part of the 









Figure 5.28 — (A) Binary image obtained through the Otsu method [62]and (B) binary image obtained 
thought the Adaptive thresholding method. 
 
 
Figure 5.29 — Image depicting the process (A-F) describing a spurious region removal (the optical stalk 
in this case). 





Figure 5.30 — Binary image after removing the largest connected object. 
 
 
5.2.1.4 Mask Construction and Selection 
 
After filtering the adaptive thresholded image, the next step would be to remove small debris 
and other unwanted regions from the image, which have no photoreceptors.  To accomplish 
this goal, a mask comprising only the photoreceptor region, needed to be constructed.  
To construct this mask a series of steps were needed. First, the filtered adaptive 
thresholded image is labelled. Then the number of pixels in each blob was determined. Blobs 
that met the criterion of Equation 5.8 were selected. This selection removed connected 
unwanted particles. 
 
Criterion = 𝑛𝑜. 𝑝𝑖𝑥𝑒𝑙𝑠𝑏𝑙𝑜𝑏 > 𝑚(𝑛𝑜. 𝑝𝑖𝑥𝑒𝑙𝑠)  + 𝜎(𝑛𝑜. 𝑝𝑖𝑥𝑒𝑙𝑠) 
 
Where, no.pixels is the number of pixels in the blob, m is median and σ is the standard 
deviation. After selection, in order to aggregate the different blobs, a dilation operation was 
performed on the image.  Here, the selection of the structural element is key, since the goal 
is to allow the connection between photoreceptors to occurs, without the connection to other 
debris present on the image. Since the gaps between photoreceptors is roughly the same and 
very close to the size of the photoreceptor, a structural element chosen was a disk, with the 
value equal to one thirty-sixth of the image size an heuristic value used throughout the Region 
Removal stage. Finally, to the aggregates of blobs in the image are labeled. 
In parallel with this process, the centroids present in filtered adaptive thresholded image 
(Figure, 5.29) are determined. The choice of this threshold for this was because this more 
advanced thresholding method can accommodate on uniform illumination conditions in the 
image. Furthermore, the adaptive threshold produces superior result compared to global 






assumption is based on the fact that since the photoreceptors are connected, the aggregation 
of blobs by dilation with the highest number of centroids is the photoreceptor region. The 
selected aggregate is again dilated with the same structural element, to ensure, the object 
encompasses all the photoreceptors. A concave-hull of the aggregate selected is performed 
and used as a mask on the original grayscale image with morphological enhancement. The 





Figure 5.30 — A and A’ display the image after area and a solidity filter, B and B’ display image after dilation. 
C and C’ display the image after the centroid filter criterion was applied followed by the dilation. Finally, D 
and D’ are the images after the mask is applied to the binary image. 
 






Since the majority of the noise and unwanted regions were removed in the pre-processing 
stage, the main goal of this block was to enhance the image to enhance the photoreceptors 
embedded on the background, improve the region contrast and make photoreceptors have a 
more defined border. These operations are aimed to allow the algorithm in the segmentation 




Figure 5.31 — Flow Chart of the Enhancement Stage 
 
The enhancement block started by applying a high pass LoG filter. The filtering results form 
a topographic surface that provides a basis for photoreceptor clusters (PH) segmentation. By 
applying a LOG filter with a kernel of the size of 2x times the initial estimation of the radius 
of PH (heuristically defined value as one thirty-sixth of the image size), the high pass filter 
detected the PH regions while ignoring the statistical noise. A result exemplification of applying 




Figure 5.32 — (A) Pre-processed image after applying the LoG filter. (B)  Intensity Profile Line of the   
image before (blue) and after (red) image Log filter was applied. 
 
The next step in this block was to apply a median filter of a third of the window in the log 
filter window to remove the remaining noise and equalize the intensity inside each blob (Figure 
5.33). The parameter for the kernel size of the median is a heuristic value statistically grounded 







Figure 5.33 — (A) Image after the medium filter was applied. Intensity profile line before (blue and after 
(red) the median filter was applied to the image. 
 
Global contrast enhancement was achieved through CLAHE algorithm. This was followed by 
contrast adjustment. These processes are depicted in 5.2.1.2 and 5.1.1.4 of this Chapter. 
Figure 5.34 shows the final image after the enhancement stage, as well as an exemplificative 
intensity profile line displaying the differences after using the CLAHE and Contrast adjustment. 
 
 
Figure 5.34 — (A) Image after the histogram equalization and contrast adjustment.  (B) Intensity profile 
line prior to CLAHE (blue), after CLAHE (green) and after contrast adjustment. 
 
 






The final block involves the detection of all individual PH in the image. The process must be 
focused in the image characteristics in order to select correctly the objects of interest from 
the images. The steps taken were the ones present on Figure 5.35. 
Since, most literature about immunofluorescence staining mentioned that thresholding 
techniques are better than edge detection methods for cell segmentation [77]; the enhanced 
grayscale image was segmented by a thresholding method. The technique used was adaptive 
thresholding over global thresholding. After separating the objects from the background, 
labeling occurred and objects were separated based on their number of pixels. The blobs that 
met the selection criterion were further segmented with watershed. After this procedure, the 
blobs that did not met the criterion were united in the same image as the blobs where 
watershed was applied. This image corresponds to the final segmentation of the photoreceptor 
clusters. Detection is performed with connected-component labeling which was essential to 
detect connected regions in binary images and therefore perform filtering operations. The 
Matlab function regionprops was also very important to extract properties and measurements 
inherent to each blob.  
 
 






5.2.3.1 Adaptive Threshold 
 
This thresholding method was used in the previous image. In this threshold, it is considered the 
local median intensity of the pixels and for each neighborhood, it was determined the optimal 
threshold. The objective was to perform the binarization without loss of photoreceptors with 
low intensities. The choice was based on the fact that the adaptive threshold produces superior 
result when compared to global thresholds, especially for the images that have uneven pixel 




Figure 5.36 — Segmentation obtained after adaptive thresholding. 
 
 
5.2.3.2 Labelling and Area Based Selection 
 
The binary image obtained was labeled and, for each labeled object, the number of pixels were 
determined. The blobs were then separated according to their pixel number, as shown in 
Equation 5.8. The goal was to separate the blobs that were still connected from those who 





The same watershed algorithm used in the glial segmentation was used in the objects that 
comply with the above criterion. After this, the blobs where the watershed was applied were 
united with the blobs that did not met the criterion. This image corresponds to the final 
segmentation of the PH. Figure 5.37 displays the process of prior to blob selection until the 
final segmentation result.  After this segmentation, object detection is done by labeling. Figure 
5.38 displays an example of the PH detection in a photoreceptor image and Figure 5.39 displays 
the complete Flow chart of the Algorithm II. 
 






Figure 5.37 — Illustrative images of the final stages of segmentation of the photoreceptor clusters (A to 
D). (A) Displays the image prior to the application of the pixel size criterion. (B) Displays clusters that do 
not comply the criterion while (C) displays the blobs that do. (D) The merged image of the image (B) and 
(C) after applying watershed to image (C). 
 
 






Figure 5.39 — Algorithm II, photoreceptor cluster detection, Flow Chart. 




5.3 Maximum Number of Photoreceptor Clusters in a Diagonal 
Line 
 
Algorithm III in Figure 5.1 is responsible for the determination of the maximum number of 
photoreceptors in a diagonal line. This number is important to characterize the stage of 
development of the fly. As mentioned before, the input is the segmented image provided by 
Algorithm II. 
This algorithm can be divided into 2 stages. The first stage, corrects the angle of the image, 
determines the top and bottom photoreceptor clusters of the segmented region, makes all the 
possible combinations between the top and bottom blobs and determines the angle formed 
between the points and the x-axis. The second stage selects the points based on the angle 
formed; extracts the blobs that are present in each line formed by the selected blobs and 
determined the line with more photoreceptors.  
 
5.3.1 First Stage 
 
Figure 5.40 illustrates the workflow of the first stage of the algorithm. The main goal is to 
obtain the correct photoreceptors that belong to the top and bottom edge of the photoreceptor 
region. However, frequently, the region is not on the correct position. In other words, as it is 
depicted in Figure 3.41, sometimes the longest axis of the region is not parallel to the y-axis. 
Without correcting the regions angle, the task of detecting the top blobs and bottom blobs 
would be difficult. As such, the algorithm starts by correcting the angle of the PH region, by 
placing the axis of maximum variation parallel to the images y- axis. The angle to rotate the 
image is obtained through Principle Component Analysis (PCA). The image is rotated, and a 
concave mask of the region with the segmented blobs is determined. Using the mask, the blobs 
closest to the edge of the mask are selected. The centroids of these blobs and the mask are 
determined. The selected blobs that are below the centroid are considered as bottom edge 
blobs otherwise they are top edge blobs. In the final step of this stage determines all the 








Figure 5.40 — Workflow of the first stage of Algorithm III. 
 






Figure 5.41 — Image depicting detected region with their largest variation axis (x’) tilted in relation to 
the x-axis of the image. 
 
 
5.3.1.1 Principle Component Analysis (PCA) 
 
Principal Component Analysis (PCA) is a statistical procedure that uses an orthogonal 
transformation to convert a set of observations of possibly correlated variables into a set of 
values of linearly uncorrelated variables called principal components. The number of principal 
components is less than or equal to the number of original variables. This transformation is 
defined in such a way that the first principal component has the largest possible variance (that 
is, accounts for as much of the variability in the data as possible), and each succeeding 
component in turn has the highest variance possible under the constraint that it is orthogonal 
to the preceding components. The resulting vectors are an uncorrelated orthogonal basis set. 
In this case, the set of the observation set were the position of the segmented 
photoreceptor clusters. Since the axis of highest variation is the axis that needs to be parallel 
with the x-axis of the image, by determining the angle of this variation concerning the 
horizontal, the image can be rotated to the intended position. 
Considering the coordinate system (x1,x2), if new coordinates were selected (y1,y2) with 






there has been a rotation of axes in the plane. Let θ be the angle of rotation from the positive 
half of the x1 axis to the positive half of the y1 axis. It then follows from elementary 






cos 𝜃 sin 𝜃






The original coordinates of each pixel in the image can be interpreted as 2D random 



















Where P is the number of pixels in the object that are going to be rotated and xi is the 
vector composed of the coordinates of a given pixel. In Addition, the mean (mx) of is a 2D 
vector and Covariance matrix (Cx) is a 2 by 2 matrix. Since the eigenvectors of Cx point in the 
direction of maximum variance subject to the constraint that they be orthogonal, a logical 
choice is to select the new coordinates system so that it will be aligned with these eigenvectors. 
Allowing the new coordinate system (y1, y2) to be aligned with the normalized eigenvectors e1 
and e2, substitutions in Equation 5.12 can be made [43]. 
 
 cos 𝜃 = 𝑒11,  sin 𝜃 = 𝑒12, − sin 𝜃 = 𝑒21, sin 𝜃 = 𝑒22 
 
 
Where e11 and e21 are the projections of e1 and e2 along the x1 axis, and e12 and e22 are 
the projections of these two vectors along the x2 axis. The relation then gives the rotation 













This is represented in a similar fashion to Equation 5.16. 
 
𝑦 = 𝐴𝑥 
 





] =  [
cos 𝜃 sin 𝜃













Considering the original coordinates as the ones where the direction of maximum variance 
there is always at zero degrees from the x axes, the angle of rotation was determined and the 
image rotated so that it can be parallel with the x-axis. This angle image rotation can be seen 




Figure 5.42 — Image rotation according to the angle determined by PCA. A and A’ represent the object 
data with a vector direction of maximum variance and the image before the image rotation, 




5.3.1.2 Concave-Hull Mask and Top and Bottom Edge Blobs 
 
After image was rotated so that the maximum variance angle is parallel to the horizontal, the 
concave-hull of the segmented objects was preformed and its centroid determined. In addition, 
using the mask and the segmented objects, the objects near the edge of the mask were 
determined (Figure 5.43). The Edge Blobs were then divided into Top and Bottom Blobs. In 





The blobs, whose centroids were below the mask’s centroid, were considered bottom edge 




Figure 5.43 — (A) Mask of the concave-hull of the PH segmented region and (B) Edge objects of the region. 
Both images have the concave’s centroid scattered in them. 
 
 
Figure 5.44 — (A) Bottom and (B) Top Edge Blobs after division. 
 
The centroids of the top and bottom edge blobs were combined so that all combinations of 
two centroids (one from the top edge blobs and another from the bottom edge blobs) occurred. 
 
 
5.3.2 Second Stage 
 
Figure 4.45 shows the second stage of the Algorithm III. In this second stage, first, it was 
accessed the number of combinations created. If there were not any combinations it meant 
there were no lines possible and therefore, the maximum number in a diagonal line was zero. 
Otherwise, the angles that each combination of two centroids do with the x-axis of the image 
were determined. A filter was applied regarding the angle’s range of values. Despite 
photoreceptor cluster region having a big variation, it can be heuristically assumed that a 
diagonal line formed from photoreceptor clusters and the horizontal plane is between 40º and  




Figure 5.45 — Workflow of the second stage of Algorithm III. 
 
80º or 100º and 140º degrees.  If there was no possible combination, again, it meant there were 
no PH diagonal line and therefore, the maximum number of blobs per line is zero. Otherwise, 
a line segment would be created between each two points and its intensity profile read. Since 
this is a binary image, the profile of the line will comprise only ones and zeros. By selecting 
and deleting in each obtained profile array, the repetitions and determining the number of 
times the value one occurs, the number of blobs in the diagonal line is determined. Figure 5.46 
demonstrates these steps. The maximum number of blobs presented in the line, which 
possesses the maximum value of blobs. Finally, the lines with this maximum number of blobs 
as well as the blobs themselves are extracted and displayed one of them to the observer. Some 






Figure 5.46 — Illustrative example of how the algorithm determined the number of blobs in a line profile. 
 
 
Figure 5.47 — Images after obtaining the maximum number of photoreceptors in a diagonal line. To the 
original image it was overlaid in Matlab the PH segmentation (blue polygons), an example of a line 
segment with the maximum number if the polygons and the polygons that cross that line (blue dots). 




5.4 Glial Separation by regions 
 
In this chapter’s section, the Algorithm IV and V will be described (Figure 5.1). Both of these 
algorithms are used to divide glial cells into regions. Algorithm IV determines the cells that are 
in the imaginal disc, whereas Algorithm V detects the cells that belong to the brain region and 
optic stalk. It is expected that prior to this operation, the size of both images is the same, that 
the glial and photoreceptor images can be correctly overlapped and that the angle formed 
between the maximum variations of the photoreceptor with the horizontal is 0º. If that is not 
the case, previously to applying the algorithms, the images must be automatically resized to 
match one another and rotated using the angle determined using PCA method (more detail see 
this chapter on section 5.3.1.1). 
 
5.4.1 Glia in the eye imaginal disc 
 
Algorithm IV workflow can be seen in Figure 5.48.  Unlike the previously mentioned algorithms, 
this Algorithm needs both the photoreceptor clusters and glial segmentations in order to 
function, since what it is intended to obtain is the overlap between the photoreceptor cluster 
region and the total number of segmented glia cells.  This region is called glial imaginal disc 
(see Chapter 4). Considering that this parameter depends on two segmentations (glia and PH), 
it has two possible sources of error. 
Initially, the algorithm starts by analyzing the segmented image of the glial cells, obtained 
through algorithm I. It verifies if the any glial cells were segmented. If there are segmented 
objects the algorithm moves to the next step, otherwise, the algorithm ends, because there 
are no glial cells in the eye imaginal disc. After the presence of segmented objects was 
established, a mask of the concave-hull of the segmented PH region is constructed 
(segmentation obtained through Algorithm II). The mask of the concave-hull is intercepted with 
the segmented glia. Afterwards, a selection criterion is applied. If at least 50% of the object’s 
pixels is present on the intercepted image, the blob will be considered as being in the eye 
imaginal disc; otherwise, it does not belong to the eye imaginal disc. The 50 % criterion is a 
heuristic value, statistically grounded by experimentation. Once again, the labelling operation 
was crucial to perform the filtering operation. The Matlab function regionprops was also very 
important to extract properties and measurements inherent to each blob. An exemplification 
of the steps taken in this algorithm can be contemplated in Figure 5.49. The result of Algorithm 








Figure 5.48 —Flowchart of algorithm to detect glial cells in the imaginal disk. 
 





Figure 5.49 — Illustrative images of different phases of the algorithm for selectin glial cells in the imaginal 
disk. (A) Image created from overlapping glial and PH segmentations (B) Image of concave-hull of the PH 
region (C) Interception Image (D) Final selected blobs selected as glial cells in the imaginal disk. It is 
possible to observe that some blobs present in C are not present in D (surrounded in red in C). 
 
 







5.4.2 Glia in optic stalk and brain region 
 
In this subsection, the Algorithm V will be described. This algorithm is responsible for 
determining the glial cells that are in the brain and optic stalk regions of the image. These 
regions can be explored in Chapter 3. As it can be seen in Figure 5.1, this algorithm depends 
on the segmentation of the glial cells (Algorithm I) and PH segmentation (Algorithm II). This 
algorithm can be divided in three stages. 
 
5.4.2.1 The First Stage  
 
The first Stage is depicted in Figure 5.51. In this stage, the algorithm verifies if there are 
any detected PH. If there are, a concave-hull mask is created. The highest variation in the PH 
concave-hull mask is determined by PCA and the angle formed with the horizontal computed.  
 
 
Figure 5.51— First stage of Algorithm V, which detects glial cells in the brain and the optic stalk region. 
 




It is tested if the glia segmentation has the same dimensions as the PH segmentations. If they 
do not, the glial image is resized to match the PH segmentation image. Finally, the algorithm 
verifies if there is any detected glia. If there is not, it means that there are no glia in the brain 




5.4.2.2 Second Stage 
 
Figure 5.52 shows the second stage of this algorithm. In this stage, the algorithm constructs a 
mask of the convex-hull of the segmented glial cells. All images up to this point are rotates 






according to the angle obtained in Stage 1 (angle of PH maximal variation and horizontal axis). 
Subsequently, the PH concave-hull mask, B(x,y), for each value of x, the minimum value of y 
was determined. This array, allows the algorithm to construct a polygonal chain of the top of 
the concave-hull, as can be seen in the Figure 4.53 A. Using this polygonal chain, its 
prolongations to the sides and the top left and right points of the image, another mask was 
created (Figure  4.53 B). The concave-hull of the selected PH is logically added (OR) to the 
mask, creating a mask displayed in Figure 4.53 C. The inverted mask is intersected with convex-
hull mask of the segmented glia, creating the final mask (F). The mask is applied to the original 
photoreceptor image. The result can be seen in Figure 5.54. 
 
 
Figure 5.53— Mask formation. (A) Mask of concave-hull of the PH region. (B) Mask created from polygonal 
chain. (C) Mask constructed by logically adding (A) with (B) masks. (D) Inverted (C). (E) convex-hull of 
segmented glia. (F) Final mask created by logically intercepting (AND) (D) and (E). 
Figure 5.54— Original PH image after the mask is applied. 
 




To the grayscale image where the mask was applied, the Otsu method is used (Figure 5.55 
B). Theoretically, the brightest intensity should match the highest concentration of axons, 
which is the optical stalk region of the glial (in case it exists). Therefore, the goal of performing 
a global thresholding method is to detect the optical stalk region. By detecting a large area, 
which is close to the lower end extremity of the PH concave-hull, it should be possible to 
segment the optical stalk region. Therefore, the algorithm determines the lower extremity 
point of the PH concave-hull (Figure 5.55 A). The selection criterion of Equation 5.8 is applied 
to the binary image obtained from the Otsu thresholding (Figure 5.55 C) and the Equation 5.16 
computes the distance between the boundary of each objects and the extremity point. 
 
𝐵𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √(x𝑖 − X)2 + (yi − Y)2 
 
Where xi and yi are the boundary of the object x-axis and y-axis coordinates, respectively and 
X and Y are the spatial coordinates of the lower extremity of the PH concave-hull. The object 




Figure 5.55— (A) Mask of concave-hull of the PH region with its lower extremity in red. (B) Otsu of the 
grayscale image. (C) Image after applying area criterion. (D) Object with the smallest boundary distance 






5.4.2.3 Third Stage 
 
Figure 5.56 displays the third stage of Algorithm V. The mask of the Figure 5.55 is applied to 
the segmented glia. This was now the region containing all glia inside the optic stalk and brain 
region. By using, the object detected previously and applying a concave-hull to it is possible to 





Figure 5.57— Brain and optic stalk regions. (A) and (B) are two separated regions. (A) in this case is the 
optical stalk region and (B) is the brain region. 
 
Figure 5.56— Third stage of Algorithm V. 
 




An area filter is done to ensure that the first segmented area is not in fact a brain region. 
It is assumed that any detected object with more than 1/16 of the image size was in fact part 
of the brain region. This parameter is another heuristic value, statistically grounded by 
experimentation. In the remaining unconnected regions, the distance between its centroid and 
the lower extremity of the PH concave-hull is computed. If the distance of the region is smaller 
or equal to the minimum boundary distance and an area smaller than 1/16 of the image the 
region is considered part of the optic stalk region, otherwise, it is considered brain region.  
Figure 5.58 shows an example of the detected cells for each region.  
 
 






5.5 PH Separation by Regions 
 
Algorithm VI (Figure 5.1) is the algorithm responsible for the separation between the 
photoreceptors outside and inside the Morphogenetic Furrow (MF), which is the gap between 
the top edge of glial cells in the eye imaginal disc and the top edge of photoreceptor clusters. 
In other words, it’s the photoreceptor clusters above the glial in the eye imaginal disc. Figure 
5.59 displays the separation done by a technician of these two regions. 
Algorithm VI depends on the results of the algorithm IV and II, which are the glia cells inside 
the imaginal disk and the segmented photoreceptor clusters. As such, there are two possible 
sources of error. It is expected that prior to this operation, the size of both images is the same, 
that the glial and photoreceptor images can be correctly overlapped and that the angle formed 
between the maximum variations of the photoreceptor with the horizontal is 0º. If that is not 
the case, previously to applying the algorithm, the images must be automatically resized to 
match one another and rotated using the angle determined using PCA method (more detail see 
this chapter on section 5.3.1.1). 
 
 
Figure 5.59 —Expert selection of photoreceptor clusters in the Morphogenetic Furrow (dark blue) and the 
other PH (light blue). 











Figure 5.60, shows the workflow of Algorithm VI. The algorithm starts by analyzing the glia 
inside the imaginal disc. It verifies if there are any detected glial in that region. If that is not 
the case, there are no photoreceptors in the Morphogenetic Furrow, since this gap does not 
exist and therefore, the algorithm concludes that all the segmented photoreceptors are outside 
of the MF. If glial images are detected, the algorithm performs a concave-hull of the glia in 
this region and of the PH region. Both concave-hulls are transformed into masks (Figure 5.61 B 
and C).  
Let the mask of the glia concave-hull be B(x,y). For each value of x, the minimum value of 
y is determined. This will provide a polygonal chain of the top of the concave-hull mask, as can 
be seen in the Figure 5.62. In order to avoid incorrect peak detections from inclinations rather 
that true peaks in the polygonal chain, the linear trend is removed from the polygonal chain. 
The first and last peaks (where x is smaller and larger, respectively) are discovered and using 
these peaks two masks are created Figure 5.63-1 and 3) 
 
 
Figure 5.61 — (A) Overlaid detected glial cells in the imaginal disc (green) with the segmented PH (purple). 
(B) Concave-hull of the region with glial in the imaginal disc. (C) Concave-hull of segmented PH region. 
 
 
Figure 5.62 — Image with both concave-hulls depicted as well as the polyline (Red). 
 
The first mask was a rectangle constructed in the bottom left corner of the image (Figure 
5.63-1). Using the y coordinate of the first peak, the x coordinate of the first point in the 
polygonal chain and the bottom left point of the image. The second mask was similar to the 
first one but in the bottom right corner of the image and used as vertices, the last coordinate 




of the polygonal chain matrix and the last peak of the polygonal chain (Figure 5.63 A-3). A third 
mask was constructed using the polygonal chain and the lower points of the image. These three 
masks were united, forming the mask used to divide the photoreceptors (Figure 5.63 A).To 
detect the photoreceptor clusters in the MF, this mask (Figure 5.63 A) was intercepted with 
the PH concave mask (Figure 5.63 B-white). The objects that maintained their pixels intact 
after the interception were considered photoreceptors outside the Morphogenetic Furrow, 
while the others were considered inside the Morphogenetic Furrow region (Figure 5.63 D).  
 
 
Figure 5.63 — (A) The 3 masks created to separate the photoreceptor clusters (1/2/3). (B) Mask overlaid 
with PH Concave-hull (C) Mask overlaid with segmented PH. (D) Selected photoreceptor clusters selected 
in the MF. 
 
Results of the detection of the photoreceptor clusters inside the MF can be found in Figure 







Figure 5.64 — Final detections (A) Original overlaid images with the PH in the MF detected (Blue) and 










In this Chapter, it was reviewed the methods used to determine certain image parameters 
useful for biologists and geneticists. These were the number of glial cells present on an image, 
the number of photoreceptor clusters, the glia cells in the brain region, the optic stalk and the 
eye imaginal disc as well as the photoreceptors in the morphogenetic furrow and the maximum 
number of photoreceptor clusters in a diagonal line. For each parameter, the steps explained 
and examples were given. It was possible to observe that the measurement of the last 
parameters depends intrinsically on the first two parameters, which are the detection of the 











Results and Discussion 
 
In this Chapter, an analysis of the features extracted by the algorithms will be done both 
quantitatively and qualitatively. The validation phase involves human raters there is always 
inter and intra-rater variability. Consequentially, in these feature extraction tasks, there is no 
unquestionable and legitimate ground-truth.  
As it was mentioned in Chapter 4 only the IBMC Dataset was annotated. Furthermore, for 
logistical reasons, a single expert annotated this Dataset. As such, with the present conditions 
there is no possible way of determining inter and intra ratter variability. Since there is no real 
ground truth, and literature, does not define the human errors associated with the extraction 
characteristics extracted with these algorithms, the comparison and validation approach taken 
was to compare the expert’s annotations in the IBMC Dataset, with the results provided by the 
designed algorithms. By comparing other algorithms of reference in cell segmentation with the 
expert’s annotations, further remarks can be inferred regarding the algorithms’ performance. 
Additionally, by studying the behavior of the algorithms in both control and transgene fly 
images, one can deduce if the algorithms’ are consistent with the biological fundaments.  
Concerning the Dataset provided by the Munster University a qualitative analysis is done to 
provide some further insight regarding the versatility of the algorithm in different acquisition 
environments.




6.1 IBMC Dataset 
 
 
6.1.1 Base of Comparison 
 
With the exception of the maximum number of photoreceptor clusters in a diagonal line, the 
comparison between the results of the algorithms and the expert’s annotations are done by 
evaluating if the segmented object have a labelled point inside of them (Figure 6.1). If they 
do, it are considered True Positives (TP), if the segmented object does not have a labeled point 
inside, it is considered a False Positive (FP) and if a labelling point does not match a segmented 
object, it is be considered a False Negative (FN). In case more than one labeled point coincides 
with the same-segmented object, one point is considered a True Positive and the others are 
considered False Negatives (Figure 6.2). 
 
 
Figure 6.1 — Examples of possible outcomes when comparing the results of the designed algorithms with 
the expert’s annotations. (A) The object is correctly identified (TP), (B) the object is incorrectly rejected 
(FN), (C) the object is incorrectly identified (FN).  
 
 
Figure 6.2— Example of what happens when several objects are labeled inside a single segmented object. 
One of the labeled points is considered a True Positive (TP), where the others are considered False 
Negatives. 
 




Regarding the results of Algorithm III (maximum number of photoreceptor clusters in a 
diagonal line), the number of detected clusters is compared with the number determined by 
the expert. the number of clusters detected by the algorithm is higher than number determined 
by the expert, the difference between them is the number of False Positives, the number of 
False Negatives is zero and the number of True Positives is equal to the number detected by 
the expert(Figure 6.3- A). If the number of clusters obtained by the algorithm is lower than the 
number detected by the expert, the difference between them corresponds to the number of 
False Negatives, the number of False positives is zero and the number of True Positives 
corresponds to the number clusters obtained by the algorithm (Figure 6.3-B). If the number is 
the same for the algorithm and the expert, the number of true positives is equal to the number 
of clusters determined by the algorithm and the number of False Negatives and False Positives 
is equal to zero (Figure 6.3-C). 
 
 
Figure 6.3— Examples of possible outcomes when comparing the results the Algorithm II with the expert’s 
measurements. (A) In case of the number of algorithm detections is higher than the no of detections made 
by the expert. (B) Number of algorithmic detections is lower than expert’s measurements. (C) Expert and 
algorithm determine the same number. 
 
After obtaining the number of TP FP and FN a percentage was determined by the Equations 
























With the percentage of FP, FN and TP, the Precision and Recall metrics were determined. 
Precision is the fraction of retrieved instances that are relevant, while recall is the fraction of 










(%) 𝑇𝑃 + (%) 𝐹𝑃
 
 
As described in Chapter 4, the Dataset provided by the IBMC were separated in seven 
groups: Repo BPsi1 group, Repo Dicer2 LacZ group, Repo Dicer2 LacZ L2, Repo Dicer Ifi1, Repo 
Dicer Scabi1, Repo LacZ group, Repo LacZ L2 group. Precision and Recall were obtain for all 
subgroup images of the Dataset where the annotations were made by the rater. 
 
 
6.1.2 Detection of Total Number Glial Cells 
 
Graph 6.1 displays a global view of the performance of glial cell detection algorithm.  
An average Recall metric of 67% and a Precision of 69% were obtained for Algorithm I. These 
results indicate that the number of FN is slightly higher than the number of FP. Possible reasons 
for this disparity towards the experts annotations, may be due to the image acquisition process 
and errors performed by the expert. 
Since in literature, there is no reported value for the normal inter and intra-rater variability 
and in this work only an expert annotated the images, there is no possible way of accessing if 
these results are statistically significant to the biologists. However, based on the expert’s 
qualitative evaluation, these results are congruent with manually annotated results. 
In regard to the subgroups, the group which the proposed algorithm performed better in 
terms of the Recall metric was the Repo Dicer Ifi1 a transgenic group, while the best Precision 
obtained was for the Repo Dicer Scabi1 another transgenic group. On the other hand, the group 
with the lowest Recall was the Repo Dicer Scabi1, while the groups with the lowest precisions 
were Repo Dicer Ifi1 and Repo Lac Z L2.  It can be concluded the transgenic images showed 
higher detection variability than the Control groups (All LacZ). The fact that metrics are similar 
close to the annotations provided by the expert, let us conclude that Algorithm I is consistent 
with the biological fundaments. 
Graph 6.2 displays the performance Algorithm I and several other reference algorithms 
[62][43][54][79], including the baseline method [56], which is a method designed to segment 
glial cells on Drosophila’s eyes. With the exception of the baseline, all other algorithms were 
chosen due to being widely used for cell segmentation [35]-[50], [63], [67]-[70]. All these 
(6.4) 
(6.5) 








Graph 6.1  — Precision (red) and Recall (blue) metrics obtained for Algorithm I (number of glial cells) for 
each subgroup of images and the global result.  
 
On average Precision and Recall for Algorithm I were significantly higher than the other 
methods, including the baseline. Examples of good and bad segmentations can be seen in Figure 
6.4. Due to the background noise present in the images, the proposed algorithm sometimes 
identifies the background as objects of interest (Figure 6.4-A’).  
Concerning the baseline algorithm, this algorithm showed lower results (Recall 56 % and 
Precision 37%) than those mentioned by Qi, J., et al. (2013) [56]. This could be related with 
the Dataset in use. All the IBMC Dataset images have smaller dimensions than those where the 
baseline was tested. The size of the images used in this Dataset was between 395 by 395 pixels 
and 452 by 452 pixels where the size of the image used by the Qi, J., et al. (2013) [56], was 
1024 by 1024 pixels. As such, it could be assumed that the spatial resolution could also be 
higher for the Dataset where Qi, J., et al. (2013) was tested. Another explanation can be the 
large quantity of noise present on these images. The fact that the Precision metric of the 
baseline is much lower that the recall means that there is a large number of false positives. 
Since the baseline uses graphcuts to binarize the image by separating the foreground from the 
background, it is possible that the graphcuts algorithm behaves improperly in images with a 
high quantity of noise, by doing incorrectly the energy minimization and considering noise as 
foreground.  The same problem related to noise occurs for the LoG filter, which detects a large 
number of structures, which are background noise. 
The difficulties in performing a correct glia detection by the Otsu’s method is related with 














Recall 48% 72% 74% 72% 71% 69% 67%
















histogram can be assumed to have bimodal distribution and assumed to possess a deep and 
sharp valley between two peaks. If the variances of the object and the background intensities 
are large compared to the mean difference, or if the image is severely corrupted by noise, the 
sharp valley of the gray level histogram is degraded. This causes incorrect threshold 
determination by Otsu’s method and therefore, results in the segmentation error [44]. 
Regarding the Watershed algorithms, although marker-controlled watershed displayed 
better results than the simple morphological watershed, both had a very low Recall metric. 
This can be explained by the fact that the thresholding operation being done poorly, an high 
number of false positives due to over segmentation and in case of the marker-controlled 
watershed, the difficulty in finding a markers. [54][79].  
 
 
Figure 6.4 — Qualitative Results. (A-E) show good results for each algorithm. (A’-E’) display bad results. 
(A) and (A’) are detected using Algorithm I. (B) and (B’) are detected using the baseline. (C) and (C’) are 
determined using Otsu. (D) and (D’) are resultant of watershed. (E) and (E’) are results of LoG detection. 





Graph 6.2 — Global results obtained in the detection of the total number of glial cells by using the 
proposed algorithm and other usual algorithms applied to cell detection and segmentation. In Blue, the 
Recall metric is displayed while the Precision is shown on Red. 
 
In order to obtain better Precision and Recall algorithms it is strongly believed that 
improvements on image acquisition must made. Particularly, all the potential of the confocal 
microscopy technique should provide better in plane spatial resolution and never impaired by 
the "z-collapsed” imaging practice. 
 
6.1.3 Detection of Total Number Photoreceptor Clusters. 
 
Graph 6.3 displays a global view of the performance of photoreceptor clusters detection 
algorithm.  Globally this algorithm had in average a Recall metric of 77% and a Precision average 
of 74%. Meaning, although similar, the number of FP is slightly higher than the number of FN. 
The graphic shows that the transgene images have higher Recall and Precision metrics than 
the Control groups (All LacZ). Since, on average, control groups presented larger morphological 
structures and consequently, a higher number of photoreceptor clusters, there is a higher 











Recall 67% 56% 39% 10% 5% 3%

















Graph 6.3 — Precision (red) and Recall (blue) metrics obtained for Algorithm II (number of photoreceptor 
clusters) for each subgroup of images and the global result 
 
Graph 6.4, shows the performance of algorithm II as well has other representative 
algorithms in cell segmentation. The proposed algorithm, obtained higher Precision and Recall 
values comparatively to the other algorithms. The only other method that had a positive metric 
was the Otsu method. The reason can be that as mentioned in literature, regarding 
immunofluorescence staining, thresholding techniques work better than detection methods for 
segmentation [45]. The other results obtained for the other algorithms can be explained by the 
reasons priory mentioned as well as the fact that this image possesses large morphological 
regions without any photoreceptor clusters. 
Regarding the results provided by Algorithm II comparatively to the expert’s annotations, 
the same conclusions as before can be drawn. In other words, it currently is not possible to 
know the mathematical significance of the algorithm, however, the qualitative evaluation of 
the algorithm by the expert was positive.   
 
 
Graph 6.4 — Global results obtained in terms of Precision (Red) and Recall (blue) for the detection of the 












Recall 90% 72% 76% 70% 55% 77%


















Recall 77% 40% 37% 11% 5%
















Figure 6.5 — Qualitative Results. (A-E) show good results for each algorithm. (A’-E’) display bad 
results. (A) and (A’) are detected using Algorithm II. (B) and (B’) are detected using Otsu method. (C) 
and (C’) are determined using Marked-Controlled Watershed. (D) and (D’) are the results of 
Morphological Watershed. (E) and (E’) are results of LoG detection. 
 
6.1.4 Maximum Number of Photoreceptors in a Diagonal Line 
 
Graph 6.5 shows the results of the Algorithm III relatively towards the expert’s annotations. 
This Method used the resulting segmentation of the Algorithm II (number of photoreceptor 
clusters).  
Globally, this algorithm had in a Recall value of 89% and a Precision of 85%. This image 
feature that depends directly on the photoreceptor segmentation displays better results the 
initial segmentation. This is because this is merely a numeric feature, not a segmentation 
value. In other words, despite the number of lines determined being connected to the 
segmentation image; this value is only dependable on the maximum number of photoreceptors 
per line. It is sufficient that the segmentation has a few number of FP, in order to determine 




the correct number, since one line correctly segmented in enough to obtain the number of 
maximum PH. 
From the results obtained regarding the subgroups, it is possible to conclude that this 
algorithm performs very similarly with the expert’s annotations. Furthermore, there is a very 
close interconnection in the increase of the Recall and decrease in the Precision and vice versa. 
This is mainly due to the way the False Positives and False Negatives were determined (see 
section 6.1.1). The fact that they are determined based on subtracting either the value 
obtained by the algorithm with the expert’s annotations or the expert’s annotations with the 
algorithm, causes that in a metric determined there is either FP or FN, never both. As such, 
only Precision or Recall will vary for a specific numeric value. 
 
 
Graph 6.5 — Precision (red) and Recall (blue) metrics obtained for Algorithm III (number of photoreceptors 
in a diagonal line) for each subgroup of images and the global result 
 
 
6.1.5 Glial Separation by regions 
 
In this section, the performance of the framework of algorithms designed to regional label 
the glial cells was quantitatively evaluated. The regional labelling was done for three regions: 
 The Eye Imaginal Disc Region, 
 The Optical Stalk Region 
 The Brain Region 
These algorithms (IV and V) depend from the segmentations obtained in Algorithm I and II, 















Recall 90% 100% 66% 91% 100% 89%
















6.1.5.1 Eye imaginal Disk 
 
Graph 6.6 shows the results of the regional labelling regarding the Eye Imaginal disc relatively 
towards the expert’s annotations. Precision was significantly higher than Recall. It can be 
concluded that the cells where correctly selected, however, some cells were incorrectly 
dismissed. Reasons for this occurrence may be related to: 
 The small number of cells in this region, when compared towards the total 
number of cells, 
 The fact that this region is densely packed with cells, 
 Error propagation from the previous segmentations, 
 Erroneous labelling performed by the designed algorithm 
 
 
Graph 6.6 — Precision (red) and Recall (blue) metrics obtained for Algorithm IV (glia detected as belonging 
to the eye imaginal disk region ) for each subgroup of images and the global result 
 
 
6.1.5.2 Optical Stalk 
 
Graph 6.7 depicts the results of the regional labelling regarding the optical stalk region. 







Repo LacZ L2 Global
Recall 48% 21% 54% 43% 45%

















Graph 6.7 — Precision (red) and Recall (blue) metrics obtained for Algorithm V (glia detected as belonging 
to the optic stalk region ) for each subgroup of images and the global result 
 
All the reasons explained for the eye imaginal disc can be applied to this region. In addition, 
this region is easily mistaken as being part of the brain region, since it is common for the optical 
stalk to be overlaid with the brain region due to the image acquisition process.  
 
 
6.1.5.3 Brain Region 
 
Graph 6.8 shows the results of the regional labelling regarding the brain region.
 
Graph 6.8 — Precision (red) and Recall (blue) metrics obtained for Algorithm V (glia detected as belonging 













Recall 53% 7% 71% 32% 41% 44%


























Recall 48% 73% 75% 90% 72% 72% 67%
















Results show that in contrast to the optical stalk and eye imaginal disc regions, the 
Precision and Recall metrics were similar. This can be explained by the large number of cells 
in this region as well as the number of images with this region. 
 The fact that this region is the most present in this Dataset allows for a larger set of images 
to be analysed. This can possibly stabilize the variations that would occur in a smaller set of 




 6.1.6 Photoreceptor Clusters Regional Labeling 
 
In this section, the performance of the algorithm that separates the photoreceptor clusters 
within the Morphogenetic Furrow from those outside was evaluated. This Algorithm also 
depends from the glial and PH segmentation provided by the Algorithm I and II. 
 
 
6.1.6.1 Morphogenetic Furrow 
 
Graph 6.9 shows the results of the regional labelling regarding the PH within the Morphogenetic 
Furrow. Despite lower than the Precision and Recall measurements taken form the 
segmentation of the photoreceptor clusters, the metrics are balanced and close to the 
annotated measurements performed by the expert. This may be explained by the small number 




Graph 6.9 — Precision (red) and Recall (blue) metrics obtained for Algorithm VI (photoreceptor clusters 
inside the Morphogenetic Furrow region) for each subgroup of images and the global result 
 
Repo Dicer2 LacZ Repo LacZ L2 Global
Recall 70% 69% 70%


















6.1.6.2 Photoreceptor Clusters outside the Morphogenetic 
Furrow. 
 
Graph 6.10 shows the results of the regional labelling regarding the PH outside the 
Morphogenetic Furrow. Globally, the results presented a higher Precision that Recall. Which 
allows us to infer that the algorithm detected correctly the majority of the PH, however, some 
PH were dismissed. The reason for this occurrence can be explained by normal error 
propagation from the initial segmentations. Moreover, this region is less prone to have false 




Graph 6.10 — Precision (red) and Recall (blue) metrics obtained for Algorithm VI (photoreceptor clusters 
outside of the Morphogenetic Furrow region) for each subgroup of images and the global result 
 
 
6.1.7 Global Result Analysis 
 
Graph 6.11 depicts globally the results obtained, in terms of Precision and Recall, from all the 
features extracted from the image. The best values occurred in the detection of the maximum 
number of PH in a diagonal line and in photoreceptor cluster detection. In contrast, the lowest 
results occurred for glial regional labeling in optical stalk and the eye imaginal disc. 
As previously mentioned these results corroborate three main aspects: 









Repo LacZ L2 Global
Recall 87% 65% 59% 65% 65% 68%
















 There is a need to increase the number of images with regions that are uncommon, 
in order to correctly evaluate the algorithms performance relatively toward the 
expert. 
 There is no concrete way of accessing the viability of this algorithm without more 
ratters and images, since literature does not depict inter or intra-expert variability.  
 
 
Graph 6.11 — Global results obtained in terms of Precision (Red) and Recall (blue) for all the designed 
Algorithms. 
 
6.2 Munster University Dataset 
 
The Munster Dataset did not their features annotated by experts, so instead a qualitative 
analysis is performed on this section. In order to get some insight regarding the performance 
of the Dataset in different acquisition environments. These images maintain the same regions 
has the IBMC Dataset, however, the resolution of the Munster Dataset is higher and the animals 
are more advanced in their stage of development. This can cause the structures, in particular 
the photoreceptors to display a different aspect and shape. 
 
 
6.2.1 Detection of Total Number Glial Cells 
 
In Figure 6.6, it is possible to observe the results of applying the Algorithm I to the glial images 
provided by the University of Munster. Most of the glial cells were successfully detected; 
however, there were some structures incorrectly determined as glial cells (False Positives). 
The reason for this occurrence is most probably related to the threshold applied to image. The 
algorithm was design to work with images with very low resolution and contrast. As such, the 
threshold applied and was intended to extract cells, which otherwise would be considered as 




background in the IBMC dataset. This problem could be solved by leaving the automated 
paradigm and creating a semi-automated algorithm that allows an interactive regulation of the 
threshold. Considering that this is a completely automated algorithm, these results might be 
considered as positive, since the majority of the cells look segmented, which will allow the 
next steps to be still accurately measured. 
 
 




6.2.2 Detection of Total Number Photoreceptor Clusters. 
 
In Figure 6.7, it is possible to observe the results of applying the Algorithm II to the 
photoreceptor image provided by the University of Munster. Most of photoreceptor clusters 




were successfully detected; however, some of the photoreceptors were segmented in blocks 
(Figure 6.7 A) and some morphological regions were detected erroneously as PH (False 
Positives) near the low extremities of the image. In other words, some of the axons in the 
optical stalk region were considered PH. The algorithm showed and extreme capability to 
adaptation to a new set images, since the noise was completely ignored and could segment the 
photoreceptors even when they had changed their physiology significantly. To further improve 
this algorithm, the solution could be implemented (interactive threshold). 
Figure 6.7— Images after total photoreceptor detection. In Blue are the detected Photoreceptors in the 









6.2.3 Maximum Number of Photoreceptors in Diagonal 
 
In Figure 6.8 shows the results of applying the Algorithm III to the segmented PH. Since the 
majority of the segmentation of the photoreceptors was performed correctly, this algorithm 
also succeeds in extracting the maximal number of photoreceptors in a diagonal line. 
 
 
Figure 6.8 — Images after obtaining the maximum number of photoreceptors in a diagonal line. To the 
original image it was overlaid in Matlab the PH segmentation (blue polygons), an example of a line 
segment with the maximum number if the polygons and the polygons that cross that line (blue dots). 
 
 
6.2.4 Glial Separation by regions 
 
Figure 6.9 shows the results of applying Algorithm IV and V in order to extract the cell in each 
region of the images provided by the University of Munster. Since the majority of the 
segmentation of the photoreceptors was performed correctly, and most of the glial cells were 




segmented, this algorithm succeeded in extracting the cells in each region. The fact that this 
algorithm uses masks created from the photoreceptor images, all the noise segmented by the 
Algorithm I was rejected.  
 
 
Figure 6.9 — Images after dividing the detected glial cells into their three regions: Brain Region (B and D, 
red and Blue respectively), Optical stalk (C, in Blue) and inside Imaginal Disk (all sets of images, yellow). 
 
 
6.2.5 Photoreceptor Clusters Regional Labelling 
 
Figure 6.10 shows the results of applying Algorithm IV and V in order to extract the cell in each 
region of the images provided by the University of Munster. Since the majority of the 
segmentation of the photoreceptors was performed correctly, and most of the glial cells were 
segmented, this algorithm succeeded in extracting the cells in each region. The fact that this 




algorithm uses masks created from the photoreceptor images, all the noise segmented by the 
Algorithm I was rejected.  
 
 




6.2.6 Global Qualitative Analysis 
 
The qualitative global analysis of the usage of the framework applied to the Munster University 
Dataset showed that the algorithm is adaptable to new acquisition conditions and variations on 
the stage of development of the animal.  
 




6.3 Further remarks on the results 
 
It is believed that the development and implementation of this thesis algorithm framework 
is by itself a relevant accomplishment of our work.  
It was proved that the algorithms are more efficient and accurate then reported methods 
that tackle problems within similar application contexts. 
The algorithms developed in this thesis enable the user to go well beyond simple cell 
detection. In fact, there is an implicit potential to provide the user with rather diverse 
quantitative feature set, related to the biological process under study.  For example, compact 
descriptors such as granulometry may be of interest as well as well as several morphological 
metrics. 
Other lines of research, concerning for example signal intensities can now be properly 
tackled since our algorithms provide proper morphological segmentation capabilities. 
There is actually remove for improvement. Involving all the imaging chain. 
As mentioned before confocal microscopy imaging is capable of providing better images 
under revised acquisition protocols. The implications upon the algorithms should be then 
accessed once images with better spatial resolution and signal to noise ratios are available.  
If the fully automated process paradigm is turned into a cost effective semi-automated 
approach by interactive thresholding, it is believed that the Precision and Recall metrics would 
increase up to a level of a manual ratter. 
Whenever the validation phase involves human raters there is always inter-rater and intra-
rater variabilities that somehow must be accounted for. In fact, in these kind of tasks, one 
must admit that an unquestionable and legitimate ground-truth is indeed absent. For logistical 
reasons we had a single expert that only once rated the IBMC Dataset and this discussion must 
keep this mind. That means that it was not possible to address the rater-associated 
variabilities. Moreover, there are no studies in literature reporting on human errors related 
with specific rating tasks. The best that can be done is to carry out an assessment that 
statistically evaluates the performance of the algorithms against a properly chosen group of 
experts. Naturally, intra-variability is absent and hopefully, the algorithms should exhibit an 
inter-rater variability similar to any pair-wise expert rater variability. However, a statistically 




In this Chapter, the performance of the proposed algorithms was evaluated on two different 
Datasets. For the IBMC Dataset, a quantitate evaluation was preformed whereas in the Munster 
University Dataset, a qualitative analysis was performed. 




In the IBMC Dataset, it was possible to observe that the proposed is superior to other detection 
methods reported on literature. 
It was possible to observe that the parameter used in measuring the maximum number of 
clusters in a diagonal line performed very similarly with the ground truth. Finally, it was 
possible to observe the effect of error propagation on the parameters that depended on the 
glia and photoreceptor detection. Furthermore, regions with a smaller number of possible 
detections can have worse results in terms of Recall metric, while regions, which appear in a 
larger set of images and have a larger number of detectable objects, possessed a more stable 
performance. 
The Munster University Dataset reveled the capacity for adaptability of the algorithm seem 
high. Although further testing with ground truths may be required. 
This Chapter is concluded with general remarks about the nature and quality of results as 









Drosophila is a well-known model organism in genetic and biological studies. The compound 
eye of this fly is an excellent model organ for studying genes related with the nervous system. 
In order to discover the function of proteins associated with the development of mammary glial 
cell and the role that they play in the axon-glia interaction, orthologue gene 
knockout/knockdown experiments are performed on these animals. Changes are accessed by 
fluorescent confocal microscopy through images of the optic stalk and the eye imaginal disc. A 
quantitative way to measure these changes is by comparing several characteristics regarding 
the number of glial cells and photoreceptors between the transgene and control animals. Based 
on the quantitative comparison analysis, assumptions can be made regarding the biological role 
of that protein in the glia/axon development. Currently manual counting methods are used to 
determine the number of photoreceptors and the number of glia. These numbers serve as 
guidelines in the investigation of Drosophila melanogaster genes’ function on the eye 
development. The problem with manual counting methods is that they are arduous and time-
consuming processes. These processes can induce systematic and accidental errors by the part 
of the operator leading to a bad interpretation of the gene’s role on the eye development. As 
such, there was a need to create an automated framework of algorithms capable of extracting 
the characteristics of interest from the images. 
A large number of publications regarding cell counting already exist as well as some 
publications that deal with glial cell and neuron counting. Despite this fact, few publications 
were found to be designed to count glial cells on the Drosophila eye during its development. 
Moreover, no automatic solution that determines the number of photoreceptors present on the 
eye disc currently exist. 
In this context, the work herein described focused on the design and implementation of an 




image features that are proven to be fundamental descriptors of the underlying biological 
processes. The developed software tools are capable of determining: 
 
 The total number of glial cells in the field of view 
 The total number of PH in the field of view 
 The maximum number of PH in a diagonal line 
 The regional labelling of glial cells 
 The regional labelling of PH 
Our global approach to tackle the diverse image processing problems is mainly based on 
low-level image enhancement techniques and a judicious usage of mathematical morphology 
operators. 
Two image Datasets were used to assess the performance of the algorithms. Both Datasets 
consisted on images obtained through fluorescence confocal microscopy. Only the IBMC Dataset 
was manually annotated in order to gather the features that were used for algorithm validation. 
Some remarks upon the quality of the images were presented in Chapter 4. Unfortunately, 
the routinely accepted image acquisition workflow was not optimal in the sense that confocal 
microscopy advantages were neglected by providing “z-collapsed” images.  
As shown in Chapter 6 we carried out a qualitative and quantitative evaluation of the 
results. Some global conclusions can now be stated: 
 
 The results are consistent with the biological fundaments 
 The proposed algorithms outperform the ones that were reported on the literature 
as the most representative in the area. 
 There is at least a visual consistency of the results obtained with the available 
Datasets. 
 There are new morphological features that may be used in research contexts that 
go beyond the biological contexts herein described. 
 The proposed algorithms go well beyond the traditional cell detection in the sense 
that cells are properly segmented and labeled. 
 An original regional labeling is proposed both for the PH and glial cells 
 There is not a legitimate ground-truth that may be used to assess the performance 
of the algorithms in a deterministic manner. Our precision and recall results should 





As we mentioned in the previous Chapter there is naturally room for improvement. We believe 
that the image acquisition workflow may further optimized in order to take full advantage of 
confocal microscopy. Then the algorithms themselves may be adapted to higher spatial 
resolution images with better signal to noise ratio. 




If the fully automated processing paradigm is turned into a cost-effective semi-automated 
approach using interactive thresholding, it is believed that the precision and recall metrics 
could be significantly increased. 
In the absence of a legitimate ground-truth a properly designed observer performance should 
conceived with adequate statistical significance. Inter and intra expert ratter variability should 
be compared with the algorithms as ratters. Hopefully, the algorithms should exhibit an inter-
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Appendix 1 - Total Glial Cell Counting Procedure 
  
1. Open Fiji 1.0 for Macintosh or Fiji version 1.47v for windows (Fiji Life-Line version, 2013 July 
15). If you do not have this program, you can download it in http://fiji.sc/Downloads and 
other versions on http://fiji.sc/downloads/. To more information on the installation process 
check the page   http://fiji.sc/Install_Fiji_on_MacOSX or  
http://fiji.sc/Install_Fiji_on_Windows. 
 
2. If you do not have a Cell Counter plugin, you can download it in http://fiji.sc/Cell_Counter. 
The File name is “cell_counter.jar”. Download cell_counter.jar to the plugins folder, or 
subfolder, restart Fiji 1.0, and there will be a new "Cell Counter" command in the Plugins 












4. Select the File, and open it. 
 
5. After opening the file, click on Cell Counter (Plugins->Cell Counter). 
 
6. The cell Counter window will open. Check the “keep original” box in order to keep the source 
image open. 
 
7. Click in Initialize and select a counter. 
 
8. Uncheck the Show numbers box to only see the markers. 
 
9. Start counting the cells. 
 
 
10. Check the “Delete mode” box to allow the marker of the currently selected type closest to 





11. After counting the correct number of cells, save the number of cells in a XLS file as 




12. In order to save the position of each cell marked, save in a XLS file as 




13. Save the markers in xml format as “CellCounter_ImageName_total.xml”, by clicking on the 





14. In order to save the image corresponding to the cell counting, first click in Export Image in 
the Cell counter box and then go to the main menu and save file with TIFF extension. (File-
>Save As-> TIFF) 
 
15. If you wish to make changes in cell count after the counting, start by: 
16. On the main window, open click on File-> Open. 
a. Select the original photo from which the counting has been made. 
b. Do the steps from 4 until 8. 
c. On the Counter window, click on the button Load Marker and select the xml 
file corresponding to the count previously made. 
d. Make the desired changes. 
e. Finally redo the steps from 11 until 14. 
17. Close the program. 
 
Appendix 2 - Counting Procedure for the Total 
number of Photoreceptors’ Clusters 
 
1. Open Fiji 1.0 for Macintosh or Fiji version 1.47v for windows (Fiji Life-Line version, 2013 July 
15). If you do not have this program, you can download it in http://fiji.sc/Downloads and 
other versions on http://fiji.sc/downloads/. To more information on the installation process 
check the page   http://fiji.sc/Install_Fiji_on_MacOSX or  
http://fiji.sc/Install_Fiji_on_Windows. 
 
2. If you do not have a Cell Counter plugin, you can download it in http://fiji.sc/Cell_Counter. 
The File name is “cell_counter.jar”. Download cell_counter.jar to the plugins folder, or 
subfolder, restart Fiji 1.0, and there will be a new "Cell Counter" command in the Plugins 







3. Open the file with the image where you want to perform the cell counting.( File->Open) 
 
 
4. Select the File, and open it. 
 
5. After opening the file, click on Cell Counter (Plugins->Cell Counter). 
 
6. The cell Counter window will open. Check the “keep original” box in order to keep the source 
image open. 
 
7. Click in Initialize and select a counter. 
 





9. Start counting the clusters of photoreceptors, as displayed below 
 
10. Check the “Delete mode” box to allow the marker of the currently selected type closest to 
the mouse cursor to be deleted when clicked on. 
 
11. After counting the correct number of cells, save the number of cells in a XLS file as 







12. In order to save the position of each cell marked, save in a XLS file as 
“Imagename_Total_Results_position.xls”(click in Measure, then in the other box, File->Save 
As) 
 
13. Save the markers in xml format as “CellCounter_ImageName_total.xml”, by clicking on the 
button Save Markers in the cell counter window. 
 
14. In order to save the image corresponding to the cell counting, first click in Export Image in 
the Cell counter box and then go to the main menu and save file with TIFF extension. (File-
>Save As-> TIFF) 
 
 
15. If you wish to make changes in cell count after the counting, start by: 
a. On the main window, open click on File-> Open. 
b. Select the original photo from which the counting has been made. 
c. Do the steps from 4 until 8. 
d. On the Counter window, click on the button Load Marker and select the xml file 
corresponding to the count previously made. 
e. Make the desired changes. 
f. Finally redo the steps from 11 until 14. 
 





Appendix 3 - Glial Counting Procedure on each 
region 
 
1. Open Fiji 1.0 for Macintosh or Fiji version 1.47v for windows (Fiji Life-Line version, 2014 June 
2). If you do not have this program, you can download it in http://fiji.sc/Downloads and 
other versions on http://fiji.sc/downloads/. To more information on the installation process 
check the page   http://fiji.sc/Install_Fiji_on_MacOSX or  
http://fiji.sc/Install_Fiji_on_Windows. 
 
2. If you do not have a Cell Counter plugin, you can download it in http://fiji.sc/Cell_Counter. 
The File name is “cell_counter.jar”. Download cell_counter.jar to the plugins folder, or 
subfolder, restart Fiji 1.0, and there will be a new "Cell Counter" command in the Plugins 
menu or submenu. 
 
 
3. Open the file with the image with the photoreceptors and the correspondent glial cell image 







4. Select the Files, and open them. 
5. If the images are not aligned with each other horizontally, go to the main menu in the Image, 




6. Next select the image with the photoreceptors and click on the main menu on Image, then 
click on Stacks and finally on Images to stacks. 
 
 
7. A box menu will open. Check both boxes and rename the image to Stack_”name_of 








8. A stack will then be created. Next, click on Image, then in Stacks and finally in Make Montage 




9. A new Montage Box will appear. Leave the boxes unchecked and make sure that there are 











11. Next, select the line button on the main menu and draw a line in order to separate the cells 






12. Click on the letter T on your key board. A ROI manager box will appear. 
 
13. In this block click on the button Flatten [F] 
 
 
14. A new image will be created corresponding to overlap between the montage and the line 
of threshold. 
15. After this image has been created, click on Cell Counter (Plugins->Cell Counter). 
 
16. The cell Counter window will open. Check the “keep original” box in order to keep the source 
image open. 
 
17. Click in Initialize and select a counter. 
 
18. Uncheck the Show numbers box to only see the markers. 
 






20. Follow By Counting the cells bellow the optic stalk, with another counter, the Brain region 
21. Finally count the cells above the optic stalk with another counter, the glia in the eye imaginal 
disc region. 
22. Check the “Delete mode” box to allow the marker of the currently selected type closest to 
the mouse cursor to be deleted when clicked on. 
23. After counting the total number of cells, save the number of cells in a XLS file as 
“imagename_region_results.xls” ”(click in  the button Results, then in the other box, File-
>Save As) 
24. In order to save the position of each cell marked, save in a XLS file as 
“Montage_Imagename_region_Results_position.xls”(click in Measure, then in the other 
box, File->Save As) 
 
 
25. Save the markers in xml format as “Montage_CellCounter_ImageName_region.xml” and as 
“Montage_CellCounter_Composite_ Glial_ChanelImagename_region.xml”, by clicking on 
the button Save Markers in the cell counter window. 
 
26. In order to save the image corresponding to the cell counting, first click in Export Image in 
the Cell counter box and then go to the main menu and save file with TIFF extension. (File-






27. If you wish to make changes in cell count after the counting, start by: 
a. On the main window, open click on File-> Open. 
b. Select the original photo from which the counting has been made. 
c. Do the steps from 14 until 18. 
d. On the Counter window, click on the button Load Marker and select the xml 
file corresponding to the count previously made. 
e. Make the desired changes. 
f. Finally redo the steps from 21 until 24. 
28. In order to choose the desired number of cells redo step 1 and 3 for the initial image. 
29. Close Fiji. 
 
Appendix 4 - Counting Procedure for the biggest 
Line of Photoreceptors’ Clusters 
 
1. Open Fiji 1.0 for Macintosh or Fiji version 1.47v for windows (Fiji Life-Line version, 2013 July 
15). If you do not have this program, you can download it in http://fiji.sc/Downloads and 
other versions on http://fiji.sc/downloads/. To more information on the installation process 
check the page   http://fiji.sc/Install_Fiji_on_MacOSX or  
http://fiji.sc/Install_Fiji_on_Windows. 
 
2. If you do not have a Cell Counter plugin, you can download it in http://fiji.sc/Cell_Counter. 
The File name is “cell_counter.jar”. Download cell_counter.jar to the plugins folder, or 
subfolder, restart Fiji 1.0, and there will be a new "Cell Counter" command in the Plugins 











4. Select the File, and open it. 
 
5. After opening the file, click on Cell Counter (Plugins->Cell Counter). 
 
6. The cell Counter window will open. Check the “keep original” box in order to keep the source 
image open. 
 
7. Click in Initialize and select a counter. 
 
8. Uncheck the Show numbers box to only see the markers. 
 






10. Check the “Delete mode” box to allow the marker of the currently selected type closest to 
the mouse cursor to be deleted when clicked on. 
 
11. After counting the correct number of cells, save the number of cells in a XLS file as 
“imagename_Main_Row_results.xls” ”(click in  the button Results, then in the other box, 
File->Save As) 
 
12. In order to save the position of each cell marked, save in a XLS file as 




13. Save the markers in xml format as “CellCounter_ImageName_Main_Row.xml”, by clicking 





14. In order to save the image corresponding to the cell counting, first click in Export Image in 
the Cell counter box and then go to the main menu and save file with TIFF extension. (File-
>Save As-> TIFF) 
 
 
15. If you wish to make changes in cell count after the counting, start by: 
a. On the main window, open click on File-> Open. 
b. Select the original photo from which the counting has been made. 
c. Do the steps from 4 until 8. 
d. On the Counter window, click on the button Load Marker and select the xml 
file corresponding to the count previously made. 
e. Make the desired changes. 
f. Finally redo the steps from 11 until 14. 
16. Close the program. 
Appendix 5 - Counting Procedure for Clusters of 
Photoreceptors in the Morphogenetic Furrow 
 
1. Open Fiji 1.0 for Macintosh or Fiji version 1.47v for windows (Fiji Life-Line version, 2014 June 
2). If you do not have this program, you can download it in http://fiji.sc/Downloads and 
other versions on http://fiji.sc/downloads/. To more information on the installation process 
check the page   http://fiji.sc/Install_Fiji_on_MacOSX or  
http://fiji.sc/Install_Fiji_on_Windows. 
 
2. If you do not have a Cell Counter plugin, you can download it in http://fiji.sc/Cell_Counter. 
The File name is “cell_counter.jar”. Download cell_counter.jar to the plugins folder, or 
subfolder, restart Fiji 1.0, and there will be a new "Cell Counter" command in the Plugins 







3. Open the file with the image with the photoreceptors and the correspondent glial cell image 
channel where you want to perform the cell counting. ( File->Open) 
 
 
4. Select the Files, and open them. 







6. A window will appear and in an select the glia image in the red channel and the blue channel 
in the PH image. 
 
7. Check all the boxes 
 
 








9. After this image has been created, click on Cell Counter (Plugins->Cell Counter). 
 
10. The cell Counter window will open. Check the “keep original” box in order to keep the source 
image open. 
 
11. Click in Initialize and select a counter. 
 
12. Uncheck the Show numbers box to only see the markers. 
 
13. Start counting the photoreceptors in the space where glial cells are present. 
 




15. Check the “Delete mode” box to allow the marker of the currently selected type closest to 
the mouse cursor to be deleted when clicked on. 
 
16. After counting the total number of cells, save the number of cells in a XLS file as 
“imagename_MF_results.xls” (click in  the button Results, then in the other box, File->Save 
As) 
 
17. In order to save the position of each cell marked, save in a XLS file as 







18. Save the markers in xml format as “Montage_CellCounter_PH_regions _ImageName.xml” 
and as “Montage_CellCounter_Composite_PH_regions _ChanelImagename.xml”, by 
clicking on the button Save Markers in the cell counter window. 
 
19. In order to save the image corresponding to the cell counting, first click in Export Image in 
the Cell counter box and then go to the main menu and save file with TIFF extension. (File-
>Save As-> TIFF) 
 
 
20. If you wish to make changes in cell count after the counting, start by: 
a. On the main window, open click on File-> Open. 
b. Select the original photo from which the counting has been made. 
c. Do the steps from 14 until 18. 
d. On the Counter window, click on the button Load Marker and select the xml 
file corresponding to the count previously made. 
e. Make the desired changes. 
f. Finally redo the steps from 21 until 24. 
 
21. In order to choose the desired number of cells redo step 1 and 3 for the initial image. 
22. Close Fiji. 
