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Open system dynamics plays a crucial role in optomechanical systems. Quantum Langevin equa-
tions have enabled excellent progress in the field for key parameter regimes, however, a master
equation approach valid for all sideband resolutions has thus far proven more elusive. To address
this outstanding question, we introduce a new method that combines a Lie-algebra solution of the
unitary dynamics with a vectorization of the Lindblad equation. We demonstrate the applicability
of our method by computing the fidelity for generating lossy intra-cavity optical cat-states.
Introduction — Recent years have seen significant in-
terest in the theoretical and experimental study of op-
tomechanical system [1]. In particular, the reported
achievements of ground-state cooling for a number of ex-
perimental platforms [2–4], have significantly advanced
the prospect of preparing a macroscopic system in a
quantum superposition. Crucially, the nonlinear interac-
tion between light and matter allows for excellent exper-
imental readout and control, which enables the prepa-
ration of highly non-classical and non-Gaussian states.
The dynamics of the nonlinear optomechanical Hamilto-
nian was first solved by two pioneering theoretical works
for a constant light–matter coupling in 1997 [5, 6]. The
solutions inspired numerous proposals for tests of funda-
mental physics [7–9], sensing schemes [10–13], and gen-
eration of non-Gaussian states [14, 15]. To date, most
experiments are well-described by the linearised optome-
chanical regime, which sacrifices the nonlinearity for a
more tractable mathematical description [16]. As an in-
creasing number of theoretical [17–20] and experimen-
tal studies [21, 22] report the study and observations of
nonlinear features, it is imperative to develop theoretical
tools for modeling the nonlinear experiments.
One of the most challenging aspects to treat, both
experimentally and theoretically, is the effect of opti-
cal and mechanical loss. Non-unitary dynamics is com-
monly modeled by solving either a master equation or
the quantum Langevin equation. Since the latter can
be integrated into the input-output theory framework,
which has been a key component for modeling experi-
ments, considerable efforts have been focused on solving
the quantum Langevin for optical dissipation in various
regimes [17–19]. In contrast, since the optical dissipa-
tion terms in the master equation do not commute with
the free optical evolution, it has thus far been difficult
to treat optical decoherence in this way. A perturbative
solution for slowly-decaying systems was taken as a first
step [5]. Mechanical loss, on the other hand, has been
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studied in terms of solutions to the Lindblad equation
for phonon dissipation [6] and Brownian motion [23].
In this work, we develop a tool that can be used
to model optical loss for an optomechanical system in
the nonlinear regime. By combining a previously estab-
lished Lie-algebra approach for solving the unitary dy-
namics [14, 15] with a vectorization method, we solve the
Lindblad equation for optical decoherence. To demon-
strate how the solution may be applied, we consider the
generation of multi-component intra-cavity cat-states,
which are key for a number of continuous-variable quan-
tum error correction schemes [24–26]. We compute the
fidelity as a measure of how well these cat-states can be
generated in the presence of optical loss and use the result
to place stringent bounds on the decoherence rate.
Solution of unitary nonlinear dynamics — We consider
a single mode of an optical field that is nonlinearly cou-
pled to the the center-of-mass mode of a mechanical ele-
ment. The full Hamiltonian for the cavity and mechani-
cal modes reads
Hˆ(t) = h̵ ωc aˆ†aˆ + h̵ ωm bˆ†bˆ − h̵ g(t) aˆ†aˆ (bˆ† + bˆ), (1)
where ωc and ωm are the oscillation frequencies of the
optical and mechanical modes respectively, and g(t) de-
notes the (possibly time-dependent) light–matter cou-
pling rate. The modes are defined by the annihilation
and creation operators aˆ, aˆ† and bˆ, bˆ†, which satisfy the
canonical commutator relations [aˆ, aˆ†] = [bˆ, bˆ†] = 1.
For simplicity of notation, we rescale all frequencies
by ωm, which is equivalent to defining a dimension-
less time-parameter τ = t ωm. The optical frequency
rescales as Ωc = ωc/ωm, and the coupling becomes g˜(τ) =
FIG. 1. A standard optomechanical setup where the optical
mode aˆ is coupled to the mechanical position xˆm. Photons
leak from the cavity at a rescaled rate κ˜c = κc/ωm.
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2g(ωm t)/ωm. We also rescale the optical decoherence rate
κc as κ˜c = κc/ωm. The general time evolution of (1) is
given by
Uˆ(τ) =←ÐT exp [− i
h̵
∫ τ
0
dτ ′ Hˆ(τ ′)] , (2)
where
←ÐT denotes time-ordering. A solution of (2) has
already been obtained by using a Lie algebra method
for closed-dynamics for a time-dependent coupling [14,
27], and with additional mechanical driving terms in the
context of sensing [12, 15]. According to these methods,
the time-evolution operator Uˆ(τ) can be written as
Uˆ(τ) = e−iNˆbτe−iFa Nˆ2ae−iF+Nˆa Bˆ+e−iF− Nˆa Bˆ− , (3)
where we have transformed into a frame that rotates with
the free optical evolution, and where we defined the fol-
lowing operators: Nˆa ∶= aˆ†aˆ, Nˆb ∶= bˆ†bˆ, Bˆ+ ∶= bˆ† + bˆ, and
Bˆ− ∶= i (bˆ† − bˆ). The F coefficients in (3) are functions of
time given by the following integrals:
Fa = 2 ∫ τ
0
dτ ′ g˜(τ ′) sin(τ ′) ∫ τ ′
0
dτ ′′g˜(τ ′′) cos(τ ′′),
F+ = −∫ τ
0
dτ ′g˜(τ ′) cos(τ ′),
F− = ∫ τ
0
dτ ′g˜(τ ′) sin(τ ′). (4)
For a constant optomechanical coupling g˜(τ) ≡ g˜0 =
g0/ωm, the integrals in (4) evaluate to
Fa = 1
2
g˜20 (sin(2τ) − 2τ) ,
F+ = −g˜0 sin(τ), and F− = g˜0 (cos(τ) − 1), (5)
which is equivalent to previously obtained solutions [5, 6].
Optical noise model — The main loss mechanisms in
an optical cavity are comprised of intrinsic losses (such as
scattering and absorption), and of extrinsic losses (such
as an imperfect mirror reflectivity or losses from the out-
put coupling) [1]. The latter can generally be controlled
in experiments, while the former are unavoidable.
We model these losses by solving the Lindblad equation
for optical dissipation [28]. Its most general form for N
environmental modes reads
˙ˆρ = −i[Hˆ, ρˆ] + N2−1∑
n,m=1hnm (Lˆn ρˆ Lˆ†m − 12{Lˆ†mLˆn, ρˆ}) , (6)
where ρˆ is the density matrix of a quantum state, Hˆ is
the Hamiltonian operator, and Lˆn is the non-Hermitian
Lindblad decay operator, and where {●, ●} denotes the
anti-commutator. We use two methods to solve the Lind-
blad equation (6): vectorization and a factorization of
the evolution operator akin to moving to the interaction
picture. The first step, vectorization, transforms matri-
ces into vectors and super-operators into matrices. In-
tuitively, the columns or rows of a matrix (depending
on the algorithm used) are stacked to obtain the corre-
sponding vector. This method has been used to great
effect in previous efforts to model non-unitary dynam-
ics [29, 30]. In this work, we denote the vectorised density
matrix ρˆ as ∣ρ⟫, and the free state evolution is written as
Uˆ(τ) ρˆ0 Uˆ †(τ)→ Uˆ(τ)⊗Uˆ∗(τ) ∣ρ0⟫ [31]. See Appendix A
for a formal introduction to the vectorization. The sec-
ond step relies on the fact that any Hamiltonian Hˆ (or
Lindbladian super-operator, as will become evident) can
be factorized into partitions, which can be evaluated ex-
plicitly while staying in the Schrdinger picture.
To apply the vectorization, we note that the Lindblad
equation (6) can be written as ˙ˆρ = Lˆ[ρˆ], where Lˆ[⋅] is
a super-operator acting on ρˆ. Vectorizing the Lindblad
equation, we find that Lˆ[⋅] becomes a matrix Lˆ that acts
on the state vector ∣ρ⟫. Therefore, equation (6) becomes
∂
∂τ
∣ρ⟫ = Lˆ(τ) ∣ρ⟫ . (7)
Here, Lˆ(τ) is given by Lˆ = LˆH +LˆL, where LˆH is the uni-
tary (Hamiltonian) contribution, and where LˆL contains
the non-unitary part:LˆH ∶= −i (Hˆ(τ)⊗ 1 − 1⊗ HˆT(τ)) , (8)
LˆL ∶= 1
2
N2−1∑
n,m=1hnm (2Lˆn ⊗ Lˆ†Tm − Lˆ†mLˆn ⊗ 1 + 1⊗ (Lˆ†mLˆn)T) .
See Appendix A 2 for the derivation. These expres-
sions might appear unintuitive at first. The vectoriza-
tion splits the system into two modes (here explicitly in-
dicated with the tensor product), one right-handed and
one left-handed, which act on separate parts of the vec-
torized density matrix. In what follows, we consider a
basis where Lˆ and Lˆ† have only real eigenvalues, which
means that the transposition operation is equivalent to
taking the Hermitian conjugate. The Fock basis fulfills
this requirement, which allows us to write LˆT = Lˆ†.
The formal solution to the Lindblad equation (7) reads∣ρ(τ)⟫ = Sˆ(τ) ∣ρ0⟫, where ∣ρ0⟫ is the vectorized form of
the initial state ρˆ0 and where Sˆ(τ) is the time-ordered
exponential of Lˆ(τ),
Sˆ(τ) =←ÐT exp [∫ τ
0
dτ ′ Lˆ(τ ′)] . (9)
Our task is now to find an analytic expression for Sˆ(τ)
that can be applied to the initial state ∣ρ0⟫. We use an
approach similar to moving to the interaction picture to
factorize the full solution in terms of the unitary and non-
unitary parts as Sˆ(τ) = SˆH SˆL, where we have defined
SˆH ∶=←ÐT exp [∫ τ
0
dτ ′ LˆH] ,
SˆL ∶=←ÐT exp [∫ τ
0
dτ ′ Sˆ−1H LˆL(τ ′) SˆH] . (10)
We proceed to solve SˆH(τ) and SˆL(τ) separately by
studying how the unitary dynamics encoded in SˆH(τ)
3acts on SˆL(τ). For a single optical mode, the optical
decay can be modelled with the following Lindbladian
dissipation operators: Lˆ = √κ˜c aˆ, where κ˜c = κc/ωm is
the rescaled optical dissipation rate. This choice of Lind-
bladian operators gives the vectorized superoperator LˆL
of the form LˆL = κ˜c (2 aˆ⊗ aˆ − Nˆa ⊗ 1 + 1⊗ Nˆa) /2.
We then split LˆL into the following two componentsLˆaˆ,aˆ = κ˜c aˆ⊗aˆ, and LˆNˆa = − 12 κ˜c (1⊗ Nˆa + Nˆa ⊗ 1). Using
the fact that Nˆa commutes with the Hamiltonian (1), we
write the full solution as Sˆ(τ) = SˆH SˆNˆa Sˆaˆ where SˆH is
defined in (10) and where
SˆNˆa = e− 12 κ˜cτ Nˆa ⊗ e− 12 κ˜cτ Nˆa ,Sˆaˆ =←ÐT exp [∫ τ
0
dτ ′ Sˆ−1
Nˆa
Sˆ−1H Lˆaˆ,aˆ SˆH SˆNˆa] . (11)
Lengthy calculations, which are shown in detail in Ap-
pendix B, provide us the main result of this paper: a
compact form of the non-unitary time-evolution Sˆ(τ),
which reads
Sˆ(τ) = Uˆ(τ) e− 12 κ˜cτ Nˆa ⊗ Uˆ∗(τ) e− 12 κ˜cτ Nˆa
×←ÐT exp[κ˜c ∫ τ
0
dτ ′e−κ˜cτ ′Dˆ(G(τ ′))e−2iA(τ ′) Nˆa aˆ
⊗ Dˆ(G∗(τ ′))) e2iA(τ ′) Nˆa aˆ]. (12)
Here, Uˆ(τ), which is explicitly given in (3), encodes the
unitary evolution. We also defined G(τ) = F− − iF+ and
A(τ) = Fa+F+F−. The operator Dˆ(G(τ)) ≡ exp[G(τ) bˆ†−
G∗(τ) bˆ] in (12) is a Weyl displacement operator that
acts on the mechanical subsystem. The expression (12)
generalizes previous perturbative results [5] and allows
for noisy dynamics to be considered for any rescaled cou-
pling strength g˜0 and any decoherence rate κ˜c.
To demonstrate the utility of our method, we pro-
ceed to compute three quantities of interest: (i) the pho-
ton number expectation value ⟨Nˆa⟩, (ii) the intra-cavity
quadratures with ⟨aˆ⟩, and (iii) the fidelity F for generat-
ing optical intra-cavity cat-states. In all three examples,
we consider initial coherent states ∣Ψ0⟩ = ∣α⟩c ⊗ ∣β⟩m of
the optical and mechanical mode, where aˆ ∣α⟩c = α ∣α⟩c
and bˆ ∣β⟩m = β ∣β⟩m respectively.
(i) Photon-number — By overlapping Sˆ(τ) with the
appropriate Fock states (see Appendix C), we find⟨Nˆa(τ)⟩ = ∣α∣2 e−κ˜c τ . This (relatively simple) expression
arises because the operator Nˆa commutes with the Hamil-
tonian (1), and is unaffected by the mechanical dynamics.
(ii) Intra-cavity optical quadratures — The optical
quadratures are given by Xˆc = (aˆ† + aˆ)/√2 and Pˆc =
i(aˆ† − aˆ)/√2. In the vectorized language, ⟨aˆ⟩ is given by⟨aˆ(τ)⟩ = Tr [aˆ ρˆ(τ)] = ⟪aˆ†∣ρ(τ)⟫. Given that ⟨Xˆc(τ)⟩ =
√
2Re ⟨aˆ(τ)⟩ and ⟨Pˆc(τ)⟩ = √2Im ⟨a(τ)⟩, we find
⟨aˆ(τ)⟩ = αe∣α∣2(e−2iA(τ) e−κ˜cτ−1)e− 12 ∣G∣2 e−iA(τ) e− 12 κ˜cτ
× exp [κ˜c ∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′e−2 iA(τ ′)eiB(τ ′,τ)] . (13)
where we have defined B(τ ′, τ) = Im(G(τ)G∗(τ ′)). We
plot the quadratures in Figure 2a, where we note that
Xˆc(τ) and Pˆc(τ) go to zero (the quadrature of the optical
vacuum state) as τ →∞ for κ˜c ≠ 0 (see Appendix D 2).
(iii) Optical cat-states — For our final example we con-
sider the generation of optical cat-states with optical loss.
It has been shown that, starting with coherent states, the
system evolves into [5, 6]
∣Ψ(τ)⟩ = e− 12 ∣α∣2 ∞∑
n=0
αn√
n!
e−i (Fa+F+ F−)n2e−i Im(G∗ β)n
× ∣n⟩c ⊗ ∣e−iτ β + e−iτ Gn⟩m , (14)
where ∣e−iτ β + e−iτ Gn⟩m is a coherent state [32]. When
the optomechanical coupling is constant, with g˜(τ) = g˜0,
the optical and mechanical state become separable at τ =
2pi. It follows from the expressions in (5) that F+ = F− =
0, and therefore G = 0. The traced-out cavity state is
∣Ψ(2pi)⟩c = e− 12 ∣α∣2 ∞∑
n=0
αn√
n!
e2pi i g˜
2
0 n
2 ∣n⟩c . (15)
The value of g˜0 determines the number of com-
ponents of the cat-state [6]. For g˜0 = 1/2,
we obtain the two-component cat-state ∣Ψ(2pi)⟩c =
e−∣α∣2/2 [(1 + i) ∣+α⟩ + (1 − i) ∣−α⟩] /2, where the distance
between the two components in phase space is given
by the coherent-state parameter α. Three–, and four–
component cat-states are similarly given by g˜0 = 1/√6
and g˜0 = 1/(2√2), see [6]. To highlight the non-classical
features of the state and how these are expected to decay
with increasing κ˜c, we numerically evolve the state and
compute its Wigner function W (x, y) for various g˜0 and
κ˜c. The result is shown in Figure 2c for ∣α∣ = √3.
We proceed to compute the fidelity F between the ideal
cat state (15) and the noisy state evolving with Sˆ(τ)
in (12), which is given by ∣ρ(τ)⟫ = Sˆ(τ) ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩.
An expression for the evolved vectorized state is shown
in (E2) in Appendix E. We compute the fidelity by noting
that F = ⟨Ψ(2pi)∣ ρˆ(2pi) ∣Ψ(2pi)⟩ = ⟪Ψ(2pi)∣ρ(2pi)⟫, where∣Ψ(2pi)⟩ is the vectorized ideal cat-state (15). We find
the following expression for the fidelity (see Appendix E
for the derivation):
F = e−2∣α∣2 ∞∑
n=0
∞∑
n′=0
∣α∣2(n+n′)
n!n′! e−κ˜cpi(n+n
′) (16)
× exp [κ˜c ∣α∣2 ∫ 2pi
0
dτ ′e−κ˜cτ ′ e−2 iA(τ ′)(n−n′)] .
Setting κ˜c = 0, we recover F = 1, as expected. We plot F
in Figure 2b as a function of κ˜c for different values of α.
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FIG. 2. A nonlinear optomechanical system undergoing optical dissipation. (a) shows a parametric plot of the optical quadra-
tures ⟨Xˆc⟩ = √2Re ⟨aˆ⟩ and ⟨Pˆc⟩ = √2Im ⟨aˆ⟩ as a function of time τ for α = g˜0 = 1, where ⟨aˆ⟩ is given by (13). (b) shows
the fidelity F for generating an optical cat-state as a function of the decoherence rate κ˜c for different coherent states ∣α∣ with
g˜0 = 1/2. The colored regions indicate the lower and upper bound to F in (17). (c) shows a grid of 3×3 plots of Wigner functions
W (x, y) of a noisy optical cat-state with ∣α∣ = 3. The coupling g˜0 increases along the horizontal direction, and the rescaled
decoherence rate κ˜c increases along the vertical direction. Even when κ˜c ∼ 0.05, non-classicality (red regions) rapidly degrades.
We note that F rapidly decreases with κ˜c for higher val-
ues of ∣α∣. The expression (16) can be simplified further,
and in Appendix E we are able to rewrite the expres-
sion (16) as an expansion in terms of orders of A(τ) and
κ˜c∣α∣2, shown in (E22). This formally infinite expres-
sion indicates a complicated relationship between κ˜c, α
and g˜0 (note that A(τ) ∝ g˜20). Should either g˜0 ≪ 1
or κ˜c∣α∣2 ≪ 1, the expression in (E22) can be straight-
forwardly expanded to the desired order. We proceed to
bound F from above and below. Considering the max-
imum and minimum values of the integral in (E22), we
find (see Appendix E 2 for the derivation)
2 e−2 ∣α∣2sh + e−∣α∣2(1+e−piκ˜c)2 ≤ F ≤ e−∣α∣2(1−e−piκ˜c)2 , (17)
where sh ∶= sinh(2 ∣α∣2e−piκ˜c). The upper bound (17)
places a stringent condition on the decoherence rate κ˜c.
If a two-component optical cat-state (with g˜0 = 0.5) of
ten photons ∣α∣2 = 10 is to be generated with F = 0.99,
we require κ˜c ∼ 0.01. The linewidth of a cavity is given by
the angular frequency κc = pic/(2LF ) [33], where c is the
speed of light, L is the cavity length and F is the cavity
finesse. Given a cavity of length L = 10 mm and a fi-
nesse of F = 500,000, we find κc/(2pi) = 15 kHz. We thus
require a mechanical frequency of ωm/(2pi) = 1.5 MHz,
such that κ˜c = κc/ωm = 0.01, and a coupling strength
of g0/(2pi) = 0.75 MHz, such that g˜0 = g0/ωm = 0.5.
While a finesse, linewidth, and mechanical frequency of
similar magnitude have been demonstrated experimen-
tally [34, 35], a single-photon coupling of this strength
has not yet been achieved. To access the intra-cavity
cat-state, we envision the utilization of a scheme that
coherently opens the cavity [36].
Summary and outlook — We have provided a master-
equation treatment of a nonlinear optomechanical sys-
tem with optical loss. Our method enables the study
of decohering states as well as expectation values. To
demonstrate its applicability, we computed the fidelity
for preparing optical cat-states in a non-unitary set-
ting and bounded the experimental parameters. More
broadly, our method allows for optical loss to be con-
sidered in proposals for generating macroscopic super-
positions [7–9] and sensing [12, 13]. Further extensions
include mechanical decoherence and the addition of op-
tical input-output mechanisms [37]. Finally, our method
applies to any system that exhibits dynamics captured by
the Hamiltonian (1), such as electro-optical [38] systems.
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paper can be found in the following GitHub repository.
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6Appendix A: Properties of vectorization and derivation of Equation (8)
In this appendix we introduce the vectorization procedure for linear operators that act on the Hilbert space and
show how the vectorized Lindblad equation is derived. We also refer the reader to the excellent introduction to
vectorization contained in the supplemental information of [29], the notation of which we follows closely.
1. Preliminaries
We start by considering a generic operator Aˆ that acts on the Hilbert space H. Given an orthonormal basis {∣i⟩}
in H, the operator Aˆ can be written as
Aˆ =∑
ij
⟨i∣ Aˆ ∣j⟩ ∣i⟩ . (A1)
We then assign a vector to this operator as follows:∣A⟫ =∑
ij
⟨i∣ Aˆ ∣j⟩ ∣i⟩ ∣j⟩ . (A2)
This is one prescription for performing the vectorization. Note that it is basis-dependent. In this prescription, every
row in the matrix Aˆ defined through its elements Aij ∶= ⟨i∣ Aˆ ∣j⟩ becomes stacked in the vector ∣A⟫. As an example,
consider an operator acting on a two-level system. We consider the computational basis {∣0⟩ , ∣1⟩} and thus the
vectorized operator is given explicitly by∣A⟫ = ⟨0∣ Aˆ ∣0⟩ ∣00⟩ + ⟨0∣ Aˆ ∣1⟩ ∣01⟩ + ⟨1∣ Aˆ ∣0⟩ ∣10⟩ + ⟨1∣ Aˆ ∣1⟩ ∣11⟩ . (A3)
Using matrix notation, the same operator can be represented as
Aˆ = (A00 A01
A10 A11
) , (A4)
with the vectorization being given by
∣A⟫ = (A00,A01,A10,A11)T . (A5)
To derive the Lindblad equation, we introduce the following relation:∣ABC⟫ = (Aˆ⊗ CˆT) ∣B⟫ . (A6)
We can prove this relation by writing ∣ABC⟫ = ∑
ijkl
⟨i∣ Aˆ ∣j⟩ ⟨j∣ Bˆ ∣k⟩ ⟨k∣ Cˆ ∣l⟩ ∣i⟩ ∣l⟩
= ∑
ijkl
∣il⟩ ⟨il∣ (Aˆ⊗ CˆT) ∣jk⟩ ⟨j∣ Bˆ ∣k⟩
=∑
jk
(Aˆ⊗ CˆT) ∣j⟩ ∣k⟩ ⟨j∣ Bˆ ∣k⟩
= (Aˆ⊗ CˆT)∑
jk
⟨j∣ Bˆ ∣k⟩ ∣j⟩ ∣k⟩
= (Aˆ⊗ CˆT) ∣B⟫ , (A7)
where we have used the fact that ∑il ∣il⟩ ⟨il∣ = 1 between the second and third line.
2. Derivation of the Lindblad equation
We recall that the Lindblad equation for N modes is given by
˙ˆρ(τ) = −i[Hˆ, ρˆ] + N2−1∑
n,m=1hnm (Lˆn ρˆ Lˆ†m − 12{Lˆ†mLˆn, ρˆ}) . (A8)
7We can use the identity in (A6) on all the parts of the Lindblad equation since we will have at most products of three
operators. Thus, we obtain
ρˆ Hˆ → (1⊗ HˆT)∣ρ⟫,
Hˆ ρˆ→ (Hˆ ⊗ 1)∣ρ⟫,
Lˆˆ ρ Lˆ† → (Lˆ⊗ Lˆ†T)∣ρ⟫,
Lˆ†Lˆ ρˆ→ (Lˆ†Lˆ⊗ 1)∣ρ⟩,
ρˆ Lˆ†Lˆ→ (1⊗ (Lˆ†Lˆ)T)∣ρ⟩.
Using all these components, we then write down the Lindblad equation in its vectorized form as
˙ˆρ = Lˆ ∣ρ0⟫ , (A9)
where ∣ρ0⟫ is the initial state and we have defined the superoperator Lˆ as
Lˆ = −i (iHˆ(τ)⊗ 1 − 1⊗ HˆT(τ)) + Lˆ⊗ Lˆ − 1
2
(Lˆ†Lˆ†T ⊗ 1 + 1⊗ (Lˆ†Lˆ)T) . (A10)
As noted in the main text, as long as we work in a real basis, such as the Fock basis, we can treat the transposition
operation as the Hermitian conjugate.
Appendix B: Derivation of the main result
In this appendix, we derive the main result of the paper, which is an explicit expression for the non-unitary evolution
of a nonlinear optomechanical system (12) with optical loss.
1. Derivation of Equation (12)
To achieve our goal, we start from the single-mode vectorized Lindbladian super-operator, the expression of which
we reprint below (where we have also assumed that we work in a real basis at all times, allowing us to treat the
transposition as the Hermitian conjugate). We have,
Lˆ = −i (iHˆ(τ)⊗ 1 − 1⊗ Hˆ(τ)) + Lˆ⊗ Lˆ − 1
2
(Lˆ†Lˆ⊗ 1 + 1⊗ Lˆ†Lˆ) . (B1)
Here, Hˆ(τ) is the optomechanical Hamiltonian shown in (1). As stated in the main text, the formal solution to the
vectorized Lindblad equation reads
Sˆ(τ) =←ÐT exp [∫ τ
0
dτ ′ Lˆ(τ ′)] . (B2)
We aim to transform the above formal solution into a form that is analogue to the interaction picture. To achieve
this, we first define
LˆH = i1⊗ Hˆ(τ) − i Hˆ(τ)⊗ 1,LˆL = 1
2
(2 Lˆ⊗ Lˆ − Lˆ†Lˆ⊗ 1 − 1⊗ Lˆ†Lˆ) . (B3)
We then rewrite Sˆ(τ) into the form Sˆ(τ) = SˆH(τ) SˆL(τ), where we have defined
SˆH(τ) =←ÐT exp [∫ τ
0
dτ ′ LˆH(τ ′)] , (B4a)
SˆL(τ) =←ÐT exp [∫ τ
0
dτ ′ Sˆ−1H (τ ′) LˆL(τ ′) SˆH(τ ′)] . (B4b)
8Note that we can write SˆH(τ) as
SˆH(τ) =←ÐT exp [i∫ τ
0
dτ ′ (1⊗ Hˆ(τ ′) − Hˆ(τ ′)⊗ 1)]
=←ÐT exp [−i∫ τ
0
dτ ′ Hˆ(τ ′)⊗ 1] ←ÐT exp [i∫ τ
0
dτ ′ 1⊗ Hˆ(τ ′)]
= Uˆ(τ)⊗ Uˆ∗(τ), (B5)
where Uˆ(τ) is given by (3).
To compute SˆL(τ), we must must examine the non-trivial term Sˆ−1H (τ) (aˆ⊗ aˆ) SˆH(τ). We write
Sˆ−1H (τ) (aˆ⊗ aˆ) SˆH(τ) = [Uˆ(τ)⊗ Uˆ∗(τ)]−1 aˆ⊗ aˆ [Uˆ(τ)⊗ Uˆ∗(τ)]= Uˆ †(τ) aˆ Uˆ(τ)⊗ (Uˆ †(τ) aˆ Uˆ(τ))∗ . (B6)
However, these terms are just the usual unitary Heisenberg evolution of aˆ. This has previously been computed [14],
where it was shown to take the expression
Uˆ †(τ) aˆ Uˆ(τ) = e−iFa e−2 i (Fa+F+F−) Nˆae−iF+ Bˆ+ e−iF− Bˆ− aˆ, (B7)
where we again recall that we have disregarded the free optical evolution. We define the following operator to simplify
the notation:
Vˆ (τ) = e−iFa e−2 i (Fa+F+F−) Nˆa e−iF+ Bˆ+ e−iF− Bˆ− . (B8)
Since the last two terms of LˆL commute with the optomechanical Hamiltonian in (1), SˆL(τ) can then be written as
SˆL(τ) =←ÐT exp [κ˜c ∫ τ
0
dτ ′ (Vˆ (τ ′) aˆ⊗ Vˆ ∗(τ ′) aˆ − 1
2
(Nˆa ⊗ 1 + 1⊗ Nˆa))] . (B9)
We then split SˆL(τ) one more time into terms with aˆ and terms with Nˆa as Sˆ(τ) = SˆH(τ) SˆNˆa(τ) Sˆaˆ(τ). The new
terms that appear in this partition are given by
SˆNˆa(τ) = e− 12 κ˜cτ(Nˆa⊗1+1⊗Nˆa) = e− 12 κ˜cτNˆa⊗1 e− 12 κ˜cτ1⊗Nˆa ,Sˆaˆ(τ) =←ÐT exp [κ˜c ∫ τ
0
dτ ′ Sˆ−1
Nˆa
(τ ′) (Vˆ (τ ′) aˆ⊗ Vˆ ∗(τ ′) aˆ) SˆNˆa(τ ′)] . (B10a)
Since it can be shown that [SˆNˆa(τ), Vˆ (τ)] = 0, the term under the integral can be written
(e− 12 κ˜cτNˆa⊗1 e− 12 κ˜cτ1⊗Nˆa)−1 aˆ⊗ aˆ e− 12 κ˜cτNˆa⊗1 e− 12 κ˜cτ1⊗Nˆa = e 12 κ˜cτNˆa⊗1 aˆ e− 12 κ˜cτNˆa⊗1 ⊗ e 12 κ˜cτ1⊗Nˆa aˆ e− 12 κ˜cτ1⊗Nˆa . (B11)
We then use the relation (Nˆa)n aˆ = aˆ (Nˆa − 1)n which allows us to derive the well-known relation
exNˆa aˆ e−xNˆa = e−x aˆ . (B12)
Using (B12), we can then write (B11) as
e
1
2 κ˜cτNˆa⊗1 aˆ e− 12 κ˜cτNˆa⊗1 ⊗ e 12 κ˜cτ1⊗aˆ†aˆ aˆ e− 12 κ˜cτ1⊗Nˆa = e−κ˜cτ aˆ⊗ aˆ. (B13)
This allows us to write
Sˆ(τ) = SˆH(τ) SˆNˆa(τ)←ÐT exp [κ˜c ∫ τ0 dτ ′ e−κ˜cτ ′ Vˆ (τ ′) aˆ⊗ Vˆ ∗(τ ′) aˆ ] . (B14)
Using the expression for V (τ) in (B8), the full expression for Sˆ(τ) then reads
Sˆ(τ) = (e−iNˆb τ e−iFa Nˆ2a e−iF+Nˆa Bˆ+ e−iF−Nˆa Bˆ−e− 12 κ˜cτNˆa)⊗ (eiNˆb τ eiFa Nˆ2a eiF+Nˆa Bˆ+ eiF−Nˆa Bˆ−e− 12 κ˜cτNˆa)
×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 i (Fa+F+F−) Nˆa e−iF+ Bˆ+ e−iF− Bˆ− aˆ⊗ e2 i (Fa+F+F−) Nˆa eiF+ Bˆ+ eiF− Bˆ− aˆ ] , (B15)
9where all F coefficients under the integral depend on τ ′. We then write the operators under the integral that are
acting on the mechanical subsystem as Weyl displacement operators by noting that
e−iF+Bˆ+e−iF−Bˆ− = e(F−−iF+)bˆ†−(F−−iF+)∗bˆ e−iF+F− = Dˆ(G(τ))e−iF+F− , (B16)
where we have defined G(τ) = F− − iF+, and where Dˆ(G(τ)) ≡ eG(τ)bˆ†−G∗(τ)bˆ. The phases cancel and the final
expression can be written as
Sˆ(τ) = (e−iNˆb τ e−iFa Nˆ2a e−iF+Nˆa Bˆ+ e−iF−Nˆa Bˆ−e− 12 κ˜cτNˆa)⊗ (eiNˆb τ eiFa Nˆ2a eiF+Nˆa Bˆ+ eiF−Nˆa Bˆ−e− 12 κ˜cτNˆa)
×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ] , (B17)
where we have also defined A(τ) = Fa(τ) + F+(τ)F−(τ) as in the main text. It should be noted here that, had we
included the free optical evolution in Uˆ(τ), it would merely have resulted in two exponentials of phases with opposite
signs, which cancel.
This is our main result.
2. Expanding the exponential
We anticipate that our subsequent calculations will require us to expand the last exponential with the integral
shown in (B17), since this will allow us to apply the operators to the states. Therefore, we find it convenient to write
the exponential in (B17) as a Neumann series as←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ]
= 1 + κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′))
+ κ˜2c ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) e−2 iA(τ ′) Nˆa aˆ e−2 iA(t′′) Nˆa aˆ Dˆ(G(τ ′))Dˆ(G(τ ′′))
⊗ e2 iA(τ ′)Nˆa aˆ e2 iA(τ ′′)Nˆa aˆ Dˆ(G∗(τ ′′)) Dˆ(G∗(τ ′′)) + . . . , (B18)
where higher order terms increase in complexity.
We wish to simplify the expression in (B18) by collecting the aˆ operators. We use (B12) in the form eiXNˆa aˆ e−iXNˆa =
e−iX aˆ, which allows us to conclude that swapping an aˆ operator with an exponential of Nˆa generates an extra phase:
aˆ e−iXNˆa = e−iX e−iXNˆa aˆ. (B19)
For example, consider the second-order term in the expression (B18). Starting with the left-hand mode that arose
from the vectorisation, we find
e−iX1Nˆa aˆ e−iX2Nˆa aˆ = e−iX1Nˆae−iX2Nˆa eiX2Nˆa aˆ e−iX2Nˆa aˆ= e−iX1Nˆae−iX2Nˆa e−iX2 aˆ2. (B20)
Similarly, for the third order expression, we find
e−iX1Nˆa aˆ e−iX2Nˆa aˆ e−iX3Nˆa aˆ = e−iX1Nˆa aˆ e−iX2Nˆa e−iX3Nˆae−iX3 aˆ2= e−iX1Nˆa e−iX2Nˆa e−iX2 aˆ e−iX3Nˆae−iX3 aˆ2= e−iX1Nˆa e−iX2Nˆa e−iX3Nˆa e−iX2e−2iX3 aˆ3. (B21)
The general formula for order n reads:
n∏
j=1 (e−iXjNˆa aˆ) = e−iX1Nˆa aˆ e−iX2Nˆa aˆ e−iX3Nˆa aˆ . . . e−iXnNˆa aˆ= e−iX1 e−iX2 e−2iX3 . . . e−(n−1)iXn e−iX1Nˆa e−iX2Nˆa e−iX3Nˆa . . . e−iXnNˆa aˆn. (B22)
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The same can be done for the right-hand mode terms.
Inserting the result into (B18), we find that the phases e−iXj from the left-hand mode cancel with those from the
right-hand side, which will look like eiXj . We are left with
←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ]
= 1 + κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′))
+ κ˜2c ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) e−2 iA(τ ′) Nˆa e−2 iA(τ ′′) Nˆa aˆ2 Dˆ(G(τ ′)) Dˆ(G(τ ′′))
⊗ e2 iA(τ ′)Nˆa e2 iA(τ ′′)Nˆa aˆ2 Dˆ(G∗(τ ′)) Dˆ(G∗(τ ′′)) + . . . (B23)
This expression will be frequently used in the following appendices.
Appendix C: Derivation of the photon number expectation value
We proceed by computing the expectation value of Nˆa = aˆ†aˆ as a function of time τ . In the vectorized language, it
is given by ⟨Nˆa(τ)⟩ ∶= Tr[Nˆa ρˆ(τ)] = ⟪Nˆa∣ρ(τ)⟫, where ∣ρ(τ)⟫ = Sˆ(τ) ∣ρ0⟫, with ∣ρ0⟫ being the initial vectorized state.
The operator Nˆa when vectorized is given by
∣Nˆa⟫ = ∞∑
n=0
∞∑
m=0 n ∣n⟩ ∣m⟩⊗ ∣n⟩ ∣m⟩ . (C1)
Here, we have included an identity operator in the vectorisation that acts on the mechanical subsystem. The tensor
product will consistently refer to the separation of the left-hand and right-hand modes of the vectorisation.
To derive ⟨Nˆa(τ)⟩, we start from the full expression for Sˆ(τ), which reads
Sˆ(τ) = (e−i Nˆb τ e−iFa Nˆ2a e−iF+Nˆa Bˆ+ e−iF−Nˆa Bˆ−e− 12 κ˜cτNˆa)⊗ (ei Nˆb τ eiFa Nˆ2a eiF+Nˆa Bˆ+ eiF−Nˆa Bˆ−e− 12 κ˜cτNˆa)
×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ] , (C2)
together with the expressions of the the initial coherent states of the optical field and mechanical element
∣ρ0⟫ = ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ . (C3)
Then, we can compute the photon number expectation value through the expression
⟨Nˆa(τ)⟩ = ∞∑
n=0
∞∑
m=0n ⟨n∣ ⟨m∣⊗ ⟨n∣ ⟨m∣ (e−i Nˆb τ e−iFa Nˆ2a e−iF+Nˆa Bˆ+ e−iF−Nˆa Bˆ−e− 12 κ˜cτNˆa)⊗ (ei Nˆb τ eiFa Nˆ2a eiF+Nˆa Bˆ+ eiF−Nˆa Bˆ−e− 12 κ˜cτNˆa)
×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ . (C4)
Applying the mechanical Fock states on the number operators Nˆb from the left, we note that the first phases with
e−i Nˆbτ and ei Nˆbτ cancel. The same happens for the phases e−iFa Nˆ2a and eiFa Nˆ2a . We are left with
⟨Nˆa(τ)⟩ = ∞∑
n=0
∞∑
m=0ne−κ˜cτ n ⟨n∣ ⟨m∣⊗ ⟨n∣ ⟨m∣ (e−iF+nBˆ+ e−iF−nBˆ−)⊗ (eiF+nBˆ+ eiF−nBˆ− )×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ . (C5)
We then rewrite the exponential in terms of the expanded but simplified expression in (B23). Showing terms to second
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order, we find
⟨Nˆa(τ)⟩ = ∞∑
n=0
∞∑
m=0ne−κ˜cτ n ⟨n∣ ⟨m∣⊗ ⟨n∣ ⟨m∣ (e−iF+nBˆ+ e−iF−nBˆ−)⊗ (eiF+nBˆ+ eiF−nBˆ− )
× [1 + κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′) Nˆa aˆ Dˆ(G∗(τ ′))
+ κ˜2c ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) e−2 i (A(τ ′)+A(τ ′′)) Nˆa aˆ2 Dˆ(G(τ ′) +G(τ ′′))
⊗ e2 i (A(τ ′)+A(τ ′′))Nˆa aˆ2 Dˆ(G∗(τ ′) +G∗(τ ′′)) + . . .] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ + . . . , (C6)
where we have used the fact that Dˆ(γ) Dˆ(ξ) = e(γξ∗−γ∗ξ)/2 Dˆ(γ + ξ), for the generic complex variables γ and ξ.
Applying the coherent states from the right and the optical Fock states from the left, we find
⟨Nˆa(τ)⟩ = e−∣α∣2 ∞∑
n=0
∞∑
m=0n
∣α∣2n
n!
e−κ˜cτn ⟨m∣⊗ ⟨m∣ (e−iF+nBˆ+ e−iF−nBˆ−)⊗ (eiF+nBˆ+ eiF−nBˆ− )
× [1 + κ˜c∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′)n Dˆ(G(τ ′)) ⊗ e2 iA(τ ′)n Dˆ(G∗(τ ′))
+ κ˜2c ∣α∣4 ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) e−2 i (A(τ ′)+A(τ ′′))nDˆ(G(τ ′) +G(τ ′′))
⊗ e2 i (A(τ ′)+A(τ ′′))n Dˆ(G∗(τ ′) +G∗(τ ′′)) + . . .] ∣β⟩⊗ ∣β∗⟩ + . . . (C7)
We find that all phases inside the integrals cancel. It remains to apply the displacement operators to the mechanical
coherent state. We first note that the the exponentials in the first line of (C7) can be written as displacement operators
using the relations
e−iF+nBˆ+e−iF−nBˆ− = e(F−−iF+)n bˆ†−(F−−iF+)∗ n bˆ e−iF+F− n2 = Dˆ (nG(τ)) e−iF+F− n2 ,
eiF+nBˆ+eiF−nBˆ− = e(F−+iF+)n bˆ†−(F−+iF+)∗ n bˆ eiF+F− n2 = Dˆ(nG∗(τ)) eiF+F− n2 . (C8)
Then, applying everything to the mechanical states, we find
⟨Nˆa(τ)⟩ = e−∣α∣2 ∞∑
n=0
∞∑
m=0n
∣α∣2n
n!
e−κ˜cτ n ⟨m∣⊗ ⟨m∣ [∣β + nG(τ)⟩ ∣β∗ + nG∗(τ)⟩
+ κ˜c∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′ ∣β +G(τ ′) + nG(τ)⟩ ⊗ ∣β∗ +G∗(τ ′) + nG∗(τ)⟩ (C9)
+ κ˜2c ∣α∣4 ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) ∣β +G(τ ′) +G(τ ′′) + nG(τ)⟩⊗ ∣β∗ +G∗(τ ′) +G∗(τ ′′) + nG∗(τ)⟩ + . . .].
However, we now employ the following normalization condition:∞∑
m=0 ⟨m∣⊗ ⟨m∣ ∣β⟩⊗ ∣β∗⟩ = ∞∑m=0 ⟨m∣β⟩ ⟨m∣β∗⟩ = e−∣β∣2 ∞∑m=0 ∣β∣2mm! = 1, (C10)
which means that the terms inside the integral are all unity. Therefore, we are left with the expression
⟨Nˆa(τ)⟩ = e−∣α∣2 ∞∑
n=0n
∣α∣2n
n!
e−κ˜cτ n [1 + κ˜c ∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′ + κ˜2c ∣α∣4 ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) + . . .]. (C11)
This can be simplified further by collating all terms in the expansion and we obtain
⟨Nˆa(τ)⟩ = e−∣α∣2 ∞∑
n=0n
∣α∣2n
n!
e−κ˜cτ n exp [κ˜c ∣α∣2 ∫ τ
0
dτ ′ e−κ˜c τ ′] . (C12)
Evaluating the integral and simplifying the expression, we find⟨Nˆa(τ)⟩ = ∣α∣2 e−κ˜c τ . (C13)
This expression is completely independent of the mechanical dynamics, which follows because the photon number
operator commutes with the optomechanical Hamiltonian.
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Appendix D: Derivation of the homodyne signal in Equation (13)
In this appendix, we compute the expectation value of the annihilation operator aˆ as a function of time τ .
1. Main computation
We recall that, for vectorized states, the trace operation can be written as
Tr [Aˆ†Bˆ] = ⟪A∣B⟫ . (D1)
For ⟨aˆ(τ)⟩, we therefore have ⟨aˆ(τ)⟩ = Tr [aˆ ρˆ(τ)] = ⟪aˆ†∣ Sˆ(τ) ∣ρ0⟫ , (D2)
where ∣ρ0⟫ is the vectorized initial density matrix. To find the vectorized state ⟪aˆ† ⊗ 1∣ we expand the operator aˆ† in
the Fock basis as follows:
aˆ† = aˆ† ∞∑
n=0 ∣n⟩ ⟨n∣ = ∞∑n=0√n + 1 ∣n + 1⟩ ⟨n∣ . (D3)
This allows us to write the vectorized operator that acts on both the optical and mechanical subsystems as
⟪aˆ†∣ = ∞∑
n=0
∞∑
m=0
√
n + 1 ⟨n + 1∣ ⟨m∣⊗ ⟨n∣ ⟨m∣ . (D4)
Employing the initially vectorized state ∣ρ0⟫ = ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ allows us to write the expectation value of aˆ as
⟨aˆ(τ)⟩ = ∞∑
n=0
∞∑
m=0
√
n + 1 ⟨n + 1∣ ⟨m∣⊗ ⟨n∣ ⟨m∣ (e−i Nˆb τ e−iFa Nˆ2a e−iF+Nˆa Bˆ+ e−iF−Nˆa Bˆ− e− 12 κ˜cτNˆa)
⊗ (ei Nˆb τ eiFa Nˆ2a eiF+Nˆa Bˆ+ eiF−Nˆa Bˆ−e− 12 κ˜cτNˆa)
×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ . (D5)
Applying the optical Fock states from the left and collecting some of the exponentials, we find
⟨aˆ(τ)⟩ = ∞∑
n=0
∞∑
m=0
√
n + 1 e−iFa (2n+1) e− 12 κ˜c τ(2n+1) ⟨n + 1∣ ⟨m∣⊗ ⟨n∣ ⟨m∣ (e−iF+(n+1) Bˆ+ e−iF−(n+1) Bˆ−)⊗ (eiF+nBˆ+ eiF−nBˆ−)
×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ . (D6)
The exponentials containing operators Bˆ+ and Bˆ− can be combined into displacement operators as noted before. We
have
e−i (n+1)F+Bˆ+e−i (n+1)F−Bˆ− = e(n+1) (F−−iF+)bˆ†−(n+1) (F−−iF+)∗bˆ e−i (n+1)2 F+F− = Dˆ ((n + 1)G(τ)) e−i (n+1)2 F+F− ,
einF+Bˆ+einF−Bˆ− = en (F−+iF+)bˆ†−n (F−+iF+)∗bˆ ein2 F+F− = Dˆ(nG∗(τ)) ein2 F+F− . (D7)
Also using A(τ) = Fa + F+F−, we then write (D6) as
⟨aˆ(τ)⟩ = ∞∑
n=0
∞∑
m=0
√
n + 1 e−iA(τ) (2n+1) e− 12 κ˜cτ(2n+1) ⟨n + 1∣ ⟨m∣⊗ ⟨n∣ ⟨m∣ Dˆ((n + 1)G(τ))⊗ Dˆ(nG∗(τ))
×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ . (D8)
We now expand the integral again, as shown in (B 2). Overlapping the expressions with the optical Fock states, and
simplifying, we find
⟨n + 1∣⊗ ⟨n∣←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ Dˆ(G(τ ′))⊗ e2 iA(τ ′)Nˆa aˆ Dˆ(G∗(τ ′)) ] ∣α⟩⊗ ∣α∗⟩
= e−∣α∣2 α(n+1)α∗n√
n!(n + 1)![1 + κ˜c ∣α∣2 ∫ τ0 dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Dˆ(G(τ ′))⊗ Dˆ(G∗(τ ′))
+ κ˜2c ∣α∣4 ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) e−2 i (A(τ ′)+A(τ ′′)) Dˆ(G(τ ′))Dˆ(G(τ ′′))⊗ Dˆ(G∗(τ ′)) Dˆ(G∗(τ ′′)) + . . .]. (D9)
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Then, applying the Weyl operators to the mechanical states, we can write ⟨aˆ(τ)⟩ as
⟨aˆ(τ)⟩ = ∞∑
n=0
∞∑
m=0
√
n + 1 e−iA(τ) (2n+1) e− 12 κ˜cτ(2n+1) e−∣α∣2 α(n+1)α∗n√
n!(n + 1)! ⟨m∣⊗ ⟨m∣ [∣β + (n + 1)G(τ)⟩ ∣β∗ + nG∗(τ)⟩+ κ˜c ∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) ∣β +G(τ ′) + (n + 1)G(τ)⟩ ∣β∗ +G∗(τ ′) + nG∗(τ)⟩
+ κ˜2c ∣α∣4 ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) e−2 i (A(τ ′)+A(τ ′′))
× ∣β +G(τ ′) +G(τ ′′) + (n + 1)G(τ)⟩ ∣β∗ +G∗(τ ′) +G∗(τ ′′) + nG∗(τ)⟩ + . . .]. (D10)
Next, we must compute the overlap between the Fock states and the coherent states. We find the general expression
for the generic complex variables γ and ξ:
∞∑
m=0 ⟨m∣γ + (n + 1)ξ⟩ ⟨m∣γ∗ + nξ∗⟩ = e−∣ξ∣2/2 e[ξγ∗−ξ∗γ]/2. (D11)
Then, because each additional term from the expansions enters linearly as G(τ ′) +G(τ ′′) + . . . into the exponentials,
they can be collated as increasing orders of the expanded Neumann series. Then, collecting all terms, it allows us to
write the entire expression as
⟨aˆ(τ)⟩ = e−∣α∣2 ∞∑
n=0
√
n + 1 α(n+1)α∗n√
n!(n + 1)!e−∣G(τ)∣2/2 e−iA(τ) (2n+1) e− 12 κ˜cτ(2n+1)
× exp [κ˜c ∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) e[G(τ)G∗(τ ′)−G∗(τ)G(τ ′)]/2] . (D12)
This expression can be further simplified by evaluating the sum over n. It can be shown to give
e−∣α∣2 ∞∑
n=0
αn+1α∗n
n!
e− 12 κ˜cτ (2n+1)e−iA(τ) (2n+1) = αe∣α∣2(e−κ˜cτe−2 iA(τ)−1)e− 12 κ˜cτ e−iA(τ), (D13)
from which we can write
⟨aˆ(τ)⟩ = αe∣α∣2(e−2 iA(τ) e−κ˜cτ−1)e−∣G(τ)∣2/2 e−iA(τ) e− 12 κ˜cτ exp [κ˜c ∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) eiB(τ ′,τ)] . (D14)
where we have defined B(τ ′, τ) = Im(G(τ)G∗(τ ′)). The expression of ⟨aˆ(τ)⟩ for κ˜c = 0 has been obtained in the
literature [14], and it coincides with our expression of (D14) for κ˜c = 0, that is,
⟨aˆ(τ)⟩ = αe∣α∣2(e−2 iA(τ)−1) e−∣G(τ)∣2/2 e−iA(τ). (D15)
2. Behaviour of the quadratures in the long-time limit
We wish to determine what happens to the quadratures for nonzero κ˜c. They are defined as ⟨Xˆc(τ)⟩ = √2Re ⟨aˆ(τ)⟩
and ⟨Pˆc(τ)⟩ = √2Im ⟨aˆ(τ)⟩. To examine these expressions, which both depend on ⟨aˆ(τ)⟩, we start by examining∣ ⟨aˆ(τ)⟩ ∣2, which we can bound effectively. The modulus becomes
∣ ⟨aˆ(τ)⟩ ∣2 = ∣α∣2 e∣α∣2(2 cos[2A(τ)] e−κ˜cτ−2) e−∣G(τ)∣2 e−κ˜cτ exp [2 κ˜c ∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′ cos [2A(τ ′) −B(τ ′, τ)]] . (D16)
The integral is bounded by the maximum value of its argument, in the sense that
∫ dxfmin(x) ≤ ∫ dxf(x) ≤ ∫ dxfmax(x). (D17)
We note that the maximum value of cos(x) is 1. Inserting this, we find that
∣ ⟨aˆ(τ)⟩ ∣2 ≤ ∣α∣2 e∣α∣2(2 cos[2A(τ)] e−κ˜cτ−2) e−∣G(τ)∣2 e−κ˜cτ exp [2 κ˜c ∣α∣2 ∫ τ
0
dτ ′ e−κ˜cτ ′] . (D18)
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The integral evaluates to
∫ τ
0
dτ ′ e−κ˜cτ ′ = 1
κ˜c
(1 − e−τκ˜c) , (D19)
which means that we are left with∣ ⟨aˆ(τ)⟩ ∣2 ≤ ∣α∣2 e2 ∣α∣2 cos[2A(τ)] e−κ˜cτ e−∣G(τ)∣2 e−κ˜cτ e−2 ∣α∣2 e−τ κ˜c . (D20)
The presence of the term e−τ κ˜c means that for κ˜c ≠ 0, ∣ ⟨aˆ(τ)⟩ ∣2 → 0 as τ → ∞. Therefore, the two quadratures will
also tend to zero.
Appendix E: Derivation of the fidelity for the preparation of noisy optical cat states
In the vectorized language, the density matrix of the two coherent states is given by∣ρ0⟫ = ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ . (E1)
Applying Sˆ(τ) to this initial state, we find that the evolved noisy state is given by
∣ρ(τ)⟫ = (e−i Nˆb τ e−iFa Nˆ2a e−iF+Nˆa Bˆ+ e−iF−Nˆa Bˆ−e− 12 κ˜cτNˆa)⊗ (ei Nˆb τ eiFa Nˆ2a eiF+Nˆa Bˆ+ eiF−Nˆa Bˆ−e− 12 κ˜cτNˆa) (E2)
×←ÐT exp [κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa Dˆ(G(τ)) aˆ⊗ e2 iA(τ ′)Nˆa Dˆ(G∗(τ ′)) aˆ ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ ,
where we recall that A(τ ′) = Fa + F+F−. For a constant optomechanical coupling, the F coefficients are given in (5)
in the main text. At τ = 2pi we find F+ = F− = 0, and also G(2pi) = 0. The state in (E2) can be simplified to∣ρ(2pi)⟫ = (e−iFa Nˆ2a e−piκ˜cNˆa)⊗ (eiFa Nˆ2a e−piκ˜cNˆa) (E3)
×←ÐT exp [κ˜c ∫ 2pi
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa Dˆ(G(τ)) aˆ⊗ e2 iA(τ ′)Nˆa Dˆ(G∗(τ ′)) aˆ ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ .
We then trace out the mechanical state with ρˆc(τ) = Trm [ρˆ(τ)]. The tracing operation in the vectorized language
involves taking the overlap with the identity, which we resolve in terms of the mechanical Fock states as ∑∞m=0 ⟨m∣ ⟨m∣.
The cavity state ∣ρ⟫c(2pi) at τ = 2pi is then given by
∣ρ⟫c(2pi) = ∞∑
m=0 ⟨m∣⊗ ⟨m∣ ∣ρ(2pi)⟫= ∞∑
m=0 ⟨m∣⊗ ⟨m∣ (e−iFa Nˆ2a e−piκ˜cNˆa)⊗ (eiFa Nˆ2a e−2piκ˜c) (E4)×←ÐT exp [κ˜c ∫ 2pi
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa Dˆ(G(τ ′)) aˆ⊗ e2 iA(τ ′)Nˆa Dˆ(G∗(τ ′)) aˆ ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ .
We then expand the exponential according to the expression in (B23). The traced-out cavity state therefore becomes
∣ρ⟫c(2pi) = ∞∑
m=0 ⟨m∣⊗ ⟨m∣ (e−iFa Nˆ2a e−piκ˜cNˆa)⊗ (eiFa Nˆ2a e−piκ˜cNˆa)
× [1 + κ˜c ∫ τ
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa Dˆ(G(τ ′)) aˆ⊗ e2 iA(τ ′)Nˆa Dˆ(G∗(τ ′)) aˆ (E5)
+ κ˜2c ∫ τ
0
dτ ′ ∫ τ ′
0
dτ ′′ e−κ˜c(τ ′+τ ′′) e−2 i (A(τ ′)+A(τ ′′)) Nˆa aˆ2 Dˆ(G(τ ′)) Dˆ(G(τ ′′))
⊗ e2 i (A(τ ′)+A(τ ′′))Nˆa aˆ2 Dˆ(G∗(τ ′)) Dˆ(G∗(τ ′′)) + . . . ] ∣α⟩ ∣β⟩⊗ ∣α∗⟩ ∣β∗⟩ .
However, we note that for each order of the expansion, the overlap between the mechanical Fock states and the coherent
states satisfies the normalization condition (C10), which implies that we are left with the following expression for the
traced-out cavity state:
∣ρ(τ)⟫c = (e−iFa Nˆ2a e−piκ˜cNˆa)⊗ (eiFa Nˆ2a e−piκ˜cNˆa)←ÐT exp [κ˜c ∫ 2pi
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ⊗ e2 iA(τ ′)Nˆa aˆ ] ∣α⟩⊗ ∣α∗⟩ .
(E6)
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The fidelity F is then given by the overlap between the ideal cat-state and the mixed state as F = ⟨Ψ(2pi)∣ ρˆ(τ) ∣Ψ(2pi)⟩.
In the vectorized language, the ideal cat-state is given by
∣Ψ(2pi)⟫c = ∣Ψ(2pi)⟩c ⊗ ∣Ψ∗(2pi)⟩c = e−∣α∣2 ∞∑
n=0
∞∑
n′=0
αnα∗n′√
n!n′! e−iFa (n
2−n′2) ∣n⟩c ⊗ ∣n′⟩c . (E7)
The overlap becomesF(2pi) = ⟪Ψ(2pi)∣ρ(τ)⟫
= e−∣α∣2 ∞∑
n=0
∞∑
n′=0
αnα∗n′√
n!n′! eiFa(n
2−n′2) ⟨n∣⊗ ⟨n′∣ (e−iFa Nˆ2a e−piκ˜cNˆa)⊗ (eiFa Nˆ2a e−piκ˜cNˆa)
×←ÐT exp [κ˜c ∫ 2pi
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ⊗ e2 iA(τ ′)Nˆa aˆ ] ∣α⟩⊗ ∣α∗⟩ . (E8)
We apply the Fock states from the left to find that some of the phases cancel. We are left with
F(2pi) = e−∣α∣2 ∞∑
n=0
∞∑
n′=0
αnα∗n′√
n!n′! e−piκ˜c(n+n
′) ⟨n∣⊗ ⟨n′∣←ÐT exp [κ˜c ∫ 2pi
0
dτ ′ e−κ˜cτ ′ e−2 iA(τ ′) Nˆa aˆ⊗ e2 iA(τ ′) Nˆa aˆ ] ∣α⟩⊗ ∣α∗⟩ .
(E9)
We now attempt to simplify the integral. By using again the expansion of the integral in (B23), and applying the
coherent states as done in Appendix C and D, we find that the fidelity is given by
F(2pi) = e−∣α∣2 ∞∑
n=0
∞∑
n′=0
αnα∗n′√
n!n′! e−piκ˜c(n+n
′) ⟨n∣⊗ ⟨n′∣ exp [κ˜c∣α∣2 ∫ 2pi
0
dτ ′e−κ˜cτ ′ e−iA(τ ′)(n−n′)] ∣α⟩⊗ ∣α∗⟩ . (E10)
We note that setting κ˜c = 0 causes the exponential to vanish and the sums can be evaluated to recover F(2pi) = 1, as
expected.
1. Simplifying the fidelity
To further simplify the expression (E10), we divide the sum into three parts: a sum over diagonal elements with
n = n′, and two sums where n > n′ and n < n′. The two second sums can be written as a single sum by renaming the
index. The expression then reads
F(2pi) = e−2 ∣α∣2 ∞∑
n=0
∣α∣4n(n!)2 e−2piκ˜cnexp [κ˜c∣α∣2 ∫ 2pi0 dτ ′e−κ˜cτ ′]
+ 2Re{e−2 ∣α∣2 ∞∑
n=1
∞∑
n′=0
∣α∣2(n+n′)
n!n′! e−κ˜cpi(n+n
′)exp [κ˜c∣α∣2 ∫ 2pi
0
dτ ′e−κ˜cτ ′ e−2iA(τ ′)(n−n′)]} . (E11)
The integral in the first term evaluates to
∫ τ
0
dτ ′e−κ˜cτ ′ = 1
κ˜c
(1 − e−κ˜cτ) . (E12)
We then define the index k = n − n′, which runs from 1 to infinity due to the fact that we assumed that n > n′ at all
times. We find
F(2pi) = e−2∣α∣2 ∞∑
n=0
∣α∣4n(n!)2 e−2piκ˜cne∣α∣2(1−e−2piκ˜c)
+ 2Re{e−2∣α∣2 ∞∑
n′=0
∞∑
k=1
∣α∣4n′+2k
n′!(n′ + k)!e−κ˜cpi(2n′+k)exp [κ˜c∣α∣2 ∫ 2pi0 dτ ′e−κ˜cτ ′ e−2iA(τ ′)k] . (E13)
We can now evaluate the diagonal sum and the second sum over n′. We find
∞∑
n=0
∣α∣4n(n!)2 = e−2piκ˜cI0 (2 ∣α∣2) ,∞∑
n′=0
∣α∣4n′+2k
n′!(n′ + k)!e−2piκ˜cn′ = ∣α∣−2k epiκ˜ckIk (2 ∣α∣2 e−piκ˜c) , (E14)
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where Ik(x) is the Bessel function of order k. The fidelity can then be written as
F(2pi) = e−2∣α∣2I0(2∣α∣2e−κ˜cpi)e∣α∣2(1−e−2piκ˜c) + 2e−2∣α∣2 ∞∑
k=1 Ik(2∣α∣2e−κ˜cpi)Re{exp [κ˜c∣α∣2 ∫ 2pi0 dτ ′ e−κ˜cτ ′e−2iA(τ ′)k]} .
(E15)
Focusing on the second term, we Taylor expand the last exponential in (E15) to find
2 e−2∣α∣2 ∞∑
k=1 Ik(2 ∣α∣2e−κ˜cpi)Re{exp [κ˜c∣α∣2 ∫ 2pi0 dτ ′ e−κ˜cτ ′e−2iA(τ ′)k]}
= 2 e−2∣α∣2 ∞∑
k=1 Ik(2 ∣α∣2e−piκ˜c)Re{1 +
∞∑
q=1
(κ˜c∣α∣2)q
q!
∫ 2pi
0
dτ (1) . . .dτ (q)e−κ˜c∑qp=1 τ(p) e2ik∑qp=1A(τ(p))}
= 2 e−2∣α∣2 ∞∑
k=1
⎡⎢⎢⎢⎢⎣Ik(2 ∣α∣2e−piκ˜c) +
∞∑
q=1
(κ˜c∣α∣2)q
q!
∫ 2pi
0
dτ (1) . . . τ (q) e−κ˜c∑∞p=1 τ(p)Ik(2 ∣α∣2e−piκ˜c) cos⎛⎝2k q∑p=1A(τ (p))⎞⎠
⎤⎥⎥⎥⎥⎦ .
(E16)
We then use the fundamental Jacobi-Anger expansion for the Bessel functions, which reads
ez cos θ = I0(z) + 2 ∞∑
n=1 In(z) cos(nθ). (E17)
This allows us to rewrite the sums over k in terms of the zeroth-order Bessel function to find
e−2 ∣α∣2[e2 ∣α∣2 e−piκ˜c − I0(2 ∣α∣2 e−piκ˜c)
+ ∞∑
q=1
(κ˜c∣α∣2)q
q!
∫ 2pi
0
dτ (1) . . .dτ (q)e−κ˜c∑qp=1 τ(q) (e2 ∣α∣e−piκ˜c cos(2∑qp=1A(τ(q))) − I0(2 ∣α∣e−piκ˜c))]. (E18)
Rearranging, this expression can be written as
e−2 ∣α∣2 e2 ∣α∣2e−piκ˜c [1 + ∞∑
q=1
(κ˜c∣α∣2)q
q!
e
2 ∣α∣2e−piκ˜c [cos(2∑qp=1A(τ(q)))−1]]
− e−2 ∣α∣2 ⎡⎢⎢⎢⎣1 +
∞∑
q=1
(κ˜c∣α∣2)q
q!
∫ 2pi
0
dτ (1) . . .dτ (q)e−κ˜c∑qp=1 τ(q)⎤⎥⎥⎥⎦ I0(2 ∣α∣2e−piκ˜c). (E19)
The integral in the second term can now be evaluated using (E12) to find
e−2 ∣α∣2 e2 ∣α∣2e−piκ˜c [1 + ∞∑
q=1
(κ˜c∣α∣2)q
q!
e
2 ∣α∣2e−piκ˜c [cos(2∑qp=1A(τ(q)))−1]] − e−2 ∣α∣2 ⎡⎢⎢⎢⎣1 +
∞∑
q=1
∣α∣2q
q!
(1 − e−2piκ˜c)q⎤⎥⎥⎥⎦ I0(2 ∣α∣2e−piκ˜c).
(E20)
The sum over q in the second term can then be evaluated to
1 + ∞∑
q=1
∣α∣2q
q!
(1 − e−2piκ˜c)q = e∣α∣2(1−e−2piκ˜c). (E21)
With this, we see that the last term in (E20) cancels the first term in (E15), and we are finally left with
F(2pi) = e−2∣α∣2(1−e−piκ˜c) ⎡⎢⎢⎢⎣1 +
∞∑
q=1
(κ˜c∣α∣2)q
q!
∫ 2pi
0
dτ (1) . . . τ (q)e−κ˜c∑qp=1 τ(p) e−4 ∣α∣2e−piκ˜c sin2(∑qp=1A(τ(p)))⎤⎥⎥⎥⎦ , (E22)
where we have used the double-angle formula cos(2x) − 1 = −2 sin2 x.
This expression makes evident the orders of κ˜c and of g˜0 that enter into the expression (note that A(τ ′)∝ g˜20), which
can be determined from inspection of the integrals in (4)). Therefore, it lends itself well to perturbative expansions
for small κ˜c∣α∣2 and weakly coupled systems where g˜0 ≪ 1.
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2. Bounding the fidelity
The expression in (E22) can be bounded from above and below without assuming specific values of g˜0, κ˜c, or
α. We first note from (E22) that the second exponential contains an argument of the form − sin2 (A (τ)) in an
exponential, and therefore the integral itself is maximised when A(τ) = 0, and minimised when A(τ) = pi/2. Just like
in Appendix D 2, we use the fact that the integral is bounded by the maximum value of its argument:
∫ dxfmin(x) ≤ ∫ dxf(x) ≤ ∫ dxfmax(x). (E23)
Considering the upper bound, where we set A(τ) = 0, we have
F ≤ e−2∣α∣2(1−e−piκ˜c) ⎡⎢⎢⎢⎣1 +
∞∑
q=1
(κ˜c ∣α∣2)q
q!
∫ 2pi
0
dτ (1) . . . τ (q)e−κ˜c∑qp=1 τ(p)⎤⎥⎥⎥⎦ = e−∣α∣2(1−e−piκ˜c)2 . (E24)
Note again that this expression is valid for any parameter regime, yet gives us a simple intuitive notion of the allowed
values of κ˜c given a specific α and desired fidelity.
For the lower bound, we instead look at the minimum value of the integral, when sin2(A(τ)) = 1. We find
F ≤ e−2∣α∣2(1−e−piκ˜c) ⎡⎢⎢⎢⎣1 +
∞∑
q=1
(κ˜c∣α∣2)q
q!
∫ 2pi
0
dτ (1) . . . τ (q)e−κ˜c∑qp=1 τ(p) e−4∣α∣2e−piκ˜c ⎤⎥⎥⎥⎦
= e−∣α∣2(1−e−piκ˜c) ⎡⎢⎢⎢⎣1 + e−4∣α∣2e−piκ˜c
∞∑
q=1
∣α∣2q
q!
(1 − e−2piκ˜c)q⎤⎥⎥⎥⎦ . (E25)
This sum evaluates to
∞∑
q=1
∣α∣2q
q!
(1 − e−2piκ˜c)q = e∣α∣2(1−e−2piκ˜c) − 1, (E26)
which allows us to write the fidelity as
F ≤ e−∣α∣2(1−e−piκ˜c) [1 + e−4∣α∣2e−piκ˜c (e∣α∣2(1−e−2piκ˜c) − 1)]
= 2 e−2 ∣α∣2 sinh(2 ∣α∣2e−piκ˜c) + e−∣α∣2(1−e−piκ˜c). (E27)
Again, this bound is completely general for all values of g˜0, κ˜c, and α.
Summarising our results, we have shown that the fidelity can be upper and lower-bounded as
2 e−2 ∣α∣2 sinh(2 ∣α∣2e−piκ˜c) + e−∣α∣2(1+e−piκ˜c)2 ≤ F ≤ e−∣α∣2(1−e−piκ˜c)2 . (E28)
