I. INTRODUCTION
At present, with the development of information technologies in the computer vision area, it is possible to control a quadrocopter without the help of an operator. There are various libraries that allowing to solve particular tasks of computer vision, remote and automatic control of aircraft. But the laboriousness of their usage remains very high, since available algorithms require manual tuning and optimization.
The purpose of this work is solving the problem of visual search and tracking of the object, as well as aircraft control based on it, which engineers and researchers can use to implement their projects.
The whole scope of work was decomposed into separate tasks, which can be divided into two groups. The first is working with visual searching and tracking an object on the video stream received from the camera. The second group includes the quadrocopter control and everything connected with it.
The objects that tracked with quadrocopter were mobile (in motion), and also had unique lineament (features) compared to the scene.
It is important to remember about the information security of the system. It concerns such things as the quadrocopter and computer data exchange through the Wi-Fi network. The scope of quadrocopter usage is not limited to video monitoring or mapping. Quadrocopters can be used to search for victims in places of catastrophe or for military reconnaissance purposes, flying in automatic tracking mode. So they must meet the requirements for safety and integrity of the system.
II. ROS DESCRIPTION AND CONFIGURING

A. Robotics operation system
The Robotics operation system (ROS) is a robot programming framework that provides functionality for distributed work [1] . ROS was originally developed in 2007 under the name switchyard in the Laboratory of Artificial Intelligence of Stanford University for the project (STAIR).
In fact, ROS is a set of various widely known (and not so well-known) libraries, such as OpenCV [2] , PCL, Ogre and Orocos.
The main advantage is the client-server architecture of ROSthe developers implemented a mechanism for sending messages between different objects, the ability to build distributed systems, providing bridges to C ++ and Python.
The basic concepts of the ROS file system are the package, stack, node and topic [3] . The purpose of this structuring is completely transparent -increasing usability and reusability. There is an example of a structure on Fig. 1 .
ROS has a complex file system. Users are provided with a set of utilities instead of long paths to different directories. It is statics. The dynamics in ROS described by nodes and by topic. A node is a running process, which knows how to communicate with other processes. A topic is a named pipe connected to different nodes. Nodes and topics form an asynchronous data exchange mechanism. ardrone_driver is an executive node of driver. It can be launched through command "rosrun ardrone_autonomy ardrone_driver" directly or through file to launch with desired parameters.
Both AR-Drone 1.0 and 2.0 are equipped with two cameras. One front camera and one vertical camera pointed down. Information about the calibration of the camera is provided either as a set of ROS parameters, either through the files ardrone_front.yaml and/or ardrone_bottom.yaml. Information about the calibration will also be published on the topics camera_info.
C. Working directory catkin
The working directory of catkin is provided by default when installing ROS. Catkin can also be installed from original packages. The installation of catkin through the command:
"sudo apt-get install ros-indigo-catkin". Catkin is a build system based on CMake and extended with Python [5] . It adds functions to create distributed base codes and is the successor of rosbuild.
CMake is a cross-platform family of open source tools for creating, testing and packaging software [6] . CMake is used to manage the compilation process of the software using simple configuration files and compiler and also to create your own make-files and workspaces that you can use in the compiler environment of your choice. The CMake toolkit was created by Kitware because of the need to create a powerful cross-platform build environment for open source projects such as ITK and VTK.
III. SETTING UP THE PROJECT FOR ROS
A. Project compilation
The project is compiled by assembling the entire working area of the catkin. It can be done by going to the working directory catkin ( Fig. 2) and by assembling the workspace (Fig.  3 ). Secure communication Connection to Ar.Drone 2.0 quadrocopter is performed through the secure Wi-Fi network using the ardrone_driver package.
In order to establish communication quadrocopter should be turned on by connecting the battery. Then connect the computer to quadrocopter's Wi-Fi. The implementation of these actions means only that the connection between the computer and the quadrocopter is established, but this does not allow data exchange with the quadrocopter.
The launch file, which, using the open api quadrocopter (Fig.  4) , allows you to configure access to the data received from the quadrocopter, as well as sending the necessary data from the computer to the quadrocopter. In this launch file, the frequency of the data update is indicated. Data from sensors and cameras will be transmitted in real time. 
C. Implementing the mouse listener to capturing the tracking object
For the initial determination of the object, which will be tracked, it is necessary to manually select the object on video stream [7] . To do this, the mouse listener was implemented for the window, in which the video stream received from the quadrocopter camera will be played in real time.
The purpose of this listener is setting the signals with mouse button and performing certain actions with different input factors (left mouse button pressed / left mouse button released / mouse move).
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After pressing of left mouse button (LMB) in the window with the video stream while the program is running, then the coordinates of this click will be saved. Moving mouse with pressed LMB draws the bounding box. After releasing the LMB, the coordinate are saved, and rectangle is created by two points. This rectangle defines the area contained the object.
IV. TRACKING METHODS IMPLEMENTATION
A. Histogram Back Projection
This method is used for image segmentation or searching objects that differ in color from the background. Histogram Back Projection (HBP) creates a mask according to the probability of the pixels belonging to the object, and by the size, which equal to input image in single-channel mode. Each pixel corresponds to the probability of belonging to the desired object. The output is a probability map of the object location on the image. Pixels from white to black indicate this probability -white shows that the probability of belonging to a given object is high, black -low probability [8] .
B. Template Matching
The template matching is a high-level method that determines the details the user needs in the image, according to the previously selected template. The methods of matching with the template are flexible and easy to use. The method Template Matching (TM) [9] can be used in detecting large and complex patterns, but in this case, their applicability is limited by the computing power of the equipment.
At the input of the template matching method needs a frame from the video and the template (reference) of the object that you want to find in the image.
C. Implemented tracking methods validation
The marker (Fig. 5 ) has been chosen for validation. This test was conducted on the basis of implemented object tracking methods (HBP and TM). To test the program it is necessary a mp4 video file, a text file containing information about the location of the object on each frame of this video, which has 4 numbers in each line: "X-coordinate Y-coordinate width height" (Fig. 6) . The program can calculate the statistics of the selected object tracking method with this set of input data. If necessary, only to see the work of object tracking methods without method work statistics, you can do that without a video file and a text file, just by connecting a webcam. The quality of the work of an algorithm will be evaluated according to the following metrics:
 Average executing time of the algorithm;  Maximum executing time of the algorithm on one frame;  Standard deviation of the object's coordinates from the real coordinates represented in the text file;  Maximum deviation of the object's coordinates from the real coordinates of the object. The algorithms executing time is estimated in seconds, the maximum deviation of the coordinates of the object from real coordinates is estimated in pixels.
The frame from the recorded video of the experiment is shown in Fig. 7 , which shows the scene received from the camera quadrocopter. Tracking marker is highlighted in green, which indicates the successful tracking of the object in real time using the quadrocopter camera.
Comparative statistics of Histogram Back Projection and Template Matching methods work are presented in Table 1 . 
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V. THE APPLICATION OF MONOCULAR SLAM (PTAM) Simultaneous Localization and Mapping (SLAM) is a method used in mobile standalone tools to build a map in an unknown space or to update a map in a previously known space while monitoring the current location and the distance traveled. The popular methods for the approximate solution of this problem include a particle filter and an extended Kalman filter [10] .
To build an environment map using AR.Drone, you can only use the front camera. This directly leads to the using of monocular vision, namely monocular SLAM.
The most of monocular visual odometry algorithms for small UAVs rely on parallel tracking and mapping (PTAM) technology [11] . PTAM, in turn, is based on SLAM, which provides reliability by tracking and displaying hundreds of control points. It works in real time and simultaneously performs the tasks of displaying destination points and estimating the movement, based on an effective correction based on image processing from different viewing angles [12] .
VI. THE REALIZATION OF METHODS FOR CONTROLLING THE QUADRUPTER FOR MOTION ALONG THE OPTIMAL TRAJECTORY
After processing each frame of the video coming from the camera of the quadrocopter, the system receives the calculated position data of the object, which returns a particular implemented tracking method. Using this information, the conclusion is made about changes in the size of the object relative to the original, and also about the deviation of the object from the center of the scene [13] .
Knowing that the object has moved away or has approached and where it has moved, the system transfers the necessary information to the quadrocopter, so that it moves in a certain direction -in the direction of the object's displacement. In order to minimize the loss of the object sought and go beyond the scene, it was decided to first center the object, and only then approach it or move away, depending on the input data.
VII. RESULTS OF WORK
As a result of the work, the configuration of the project under ROS on the Ubuntu operating system was studied. After studying the api of the available quadrocopter, it was possible to establish a secure connection with the Parrot Ar.Drone 2.0 quadrocopter via Wi-Fi with a computer, and also the exchange of data between them.
The principles of OpenCV library methods operation were revealed both on the Ubuntu operating system, and when writing projects for ROS, and ways of interaction of this computer vision library with them.
A project was compiled with the processing capabilities, it was obtained from the real-time quadrocopter using the OpenCV library, and object tracking methods such as Histogram Back Projection and Template Matching were implemented, which showed stable operation with real input data. Comparative statistics of the work of tracking methods shows that the HBP method works more accurately and faster than the TM method, but the TM method surpasses it in stability. In this case, the selection of the tracking object is realized through the listener of the mouse on the window with the streaming of the frames from the camera of the quadrocopter.
Also, within the framework of the work done, the Ar.Drone 2.0 quadrocopter is implemented in automatic tracking mode by sending commands to the motors of the quadrocopter.
VIII. CONCLUSION This work can be used in security structures and organizations, whose powers include the implementation of security, and it can be useful to zoologists, with the safe tracking of wild animals, journalists, in the filming of reports from the hard-to-reach places. The methods of tracking the object and controlling the quadrocopter realized in this work make it possible to use a quadrocopter in the automatic flight mode for a mobile target.
The proposed solution for implementing the tracking system of the selected object by a quadrocopter in an off-line mode differs from the existing approach to the development of this system, the use of an add-on in the form of the ROS operating system, which opens wide opportunities for interaction with various robots, including Parrot Ar.Drone, which was used in this work.
