The combination of user-centric network densification and distributed massive multiple-input multiple-output (MIMO) operation has recently brought along a new paradigm in the wireless communications arena, referred to as cell-free massive MIMO networking. In these networks, a large number of distributed access points (APs), coordinated by a central processing unit (CPU), cooperate to coherently serve a large number of mobile stations (MSs) in the same time/frequency resource. Similar to what has been traditionally done with conventional cellular networks, cell-free massive MIMO networks will be dimensioned to provide the required quality of service (QoS) to MSs under heavy traffic load conditions, and thus they might be underutilized during low traffic load periods, leading to an inefficient use of both spectral and energy resources. Aiming at the implementation of green cell-free massive MIMO networks, this paper proposes and analyzes the performance of different AP switch ON/OFF (ASO) strategies designed to dynamically turn ON/OFF some of the APs based on the number and/or location of the active MSs in the network. The proposed framework considers line-of-sight (LOS) and non-line-of-sight (NLOS) links between APs and MSs, the use of different antenna array architectures at the access points (APs), suitably characterized by array-dependent spatial correlation matrices, and specific power consumption models for APs, MSs and fronthaul links between the APs and the CPU. Numerical results show that the use of properly designed ASO strategies in cell-free massive MIMO networks clearly improve the achievable energy efficiency. Moreover, they also reveal the existing trade-offs among the achievable energy efficiency, the available network-state information, and the hardware configuration (i.e., number of APs, number of transmit antennas per AP, and number of MSs).
I. INTRODUCTION A. MOTIVATION AND PREVIOUS WORK
Information and communication technologies (ICTs), in general, and wireless communication networks, in particular, have fundamentally and positively changed our way of life. The massive use of ICTs, specially due to the popularization of smart phones and tablets, however, has been steadily increasing the levels of energy consumption, thus significantly contributing to the carbon footprint caused by human activity. In a recent publication [1] , Andrae 
and Edler reported
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that forecasts for 2030 are that, for the worst-case scenario, ICTs could be responsible for as much as 51% of global energy electricity consumption and contribute up to 23% of the global carbon footprint. With increasing awareness of the potential harmful impact the carbon footprint may have on the environment, it is critical that engineers fully explore innovative greener networking solutions that can meet the growing traffic demand while avoiding the most critical worst-case predictions. Our aim in this paper is to contribute to this goal by proposing the implementation of green cell-free massive multiple-input multiple-output (MIMO) networks.
Cell-free massive MIMO networks have been recently introduced in [2]- [4] as a practical incarnation of the network MIMO concept (also known as coordinated multi-point transmission, distributed MIMO or even cloud RAN) [5] - [8] . In these networks, a massive number of singleor multiple-antenna APs, which are distributed across the coverage area and coordinated by a central processing unit (CPU), cooperate to coherently serve a large number of mobile stations (MSs) in the same time/frequency resource. As in cellular massive MIMO networks [9] , channel hardening and favorable propagation conditions are exploited to provide uniformly good quality of service (QoS) to the served MSs using simple MIMO linear signal processing schemes. Inspired by [2] - [4] , there has been a great deal of research activity pushing forward the boundaries of this novel wireless network paradigm. Buzzi and Andrea [10] , propose a user-centric approach in which each MS is only served by several APs that are selected based on strongest propagation gains. Bashar et al. [11] and Femenias and Riera-Palou [12] , consider the use of capacity-constrained fronthaul links in sub-6 GHz and millimeter-wave frequency bands, respectively. Nayebi et al. [13] and Björnson and Sanguinetti [14] , analyze the performance of a cell-free massive MIMO network with zero-forcing (ZF) and minimum mean square error (MMSE) processing, respectively. Particularly related to our work in this paper, Zhang et al. [15] , Alonzo et al. [16] , and Bashar et al. [17] , following the way paved by Ngo et al. [4] , analyze and optimize the energy efficiency of cell-free massive MIMO networks under different scenarios, including the presence of hardware impairments, the use of millimeter-wave frequency bands or the use of capacity-constrained fronthaul links during the uplink (UL) payload transmission phase. Unfortunately, however, except for the Van Chien's paper, all the aforementioned research works consider a static network scenario in which the number of APs is fixed irrespective of the location of MSs and/or the traffic load they generate, thus obviating the use of one of the most popular energy sustainable paradigms to decrease the carbon footprint of cellular networks, the socalled sleep modes or switch ON/OFF algorithms (see, for instance, [18] - [21] and references therein). As the cellular networks are dimensioned to provide the required QoS to subscribers during the highest load conditions, they might be underused during less busy periods, leading to an inefficient use of both spectral and energy resources. Switch ON/OFF strategies have been traditionally used in these networks to dynamically turn ON/OFF some of the base stations (BSs) based on the location and traffic load generated by the served MSs. User association techniques and cell zooming (also known as cell breathing) strategies are also necessary in such cellular scenarios to complement the use of sleep modes (see, for instance, [22] - [25] and references therein).
B. AIM AND CONTRIBUTIONS
As previously mentioned, and motivated by the above considerations, our main aim in this paper is to address the design and performance evaluation of green cell-free massive MIMO networks based on the use of access point switch-ON/OFF (ASO) strategies. The main contributions of our work can be summarized as follows:
• Mathematically tractable expressions for both the spectral and energy efficiencies of the downlink (DL) and UL payload data transmission phases of a cell-free massive MIMO network with any finite number of APs and MSs are derived. In contrast to most previous works on this topic, these expressions consider the possibility that MSs are in line-of-sight (LOS) with respect to some of the serving APs and in non-line-of-sight (NLOS) with respect to the other ones. Furthermore, the channel model contemplates the use of different antenna array architectures at the APs that can be characterized with suitable spatial correlation matrices. The power consumption model also considers the power consumed at the APs, the MSs and the fronthaul links to and from the CPU. The proposed framework is a non-trivial generalization of previous mathematical models for cell-free massive MIMO networks in [2] - [4] , [13] , which considered exclusively the propagation through NLOS channels, and also in [26] , which contemplated the presence of a LOS but limiting the study to single-antenna APs, thus neglecting spatial correlation effects.
• Taking into account that the problem of selecting the optimal set of APs that must be switched off when serving a given set of MSs is NP-hard, we propose a collection of heuristic suboptimal ASO strategies and discuss their implementation issues as well as their expected complexity versus performance trade-offs. Remarkably, two of the proposed ASO schemes can be considered to provide lower and upper bounds on the energy efficiency performance improvement any sensible AP sleep mode may bring along.
• The substantial energy efficiency benefits produced by the use of ASO strategies are fully quantified by simulating an extensive set of cell-free massive MIMO scenarios. The impact of using different ASO strategies or different antenna configurations at the APs, as well as the repercussion of having cell-free massive MIMO networks comprising different numbers of APs and/or MSs are evaluated. Furthermore, a range of challenging open issues is outlined.
C. PAPER ORGANIZATION AND NOTATIONAL REMARKS
The remainder of this paper is organized as follows.
In Section II the proposed green cell-free massive MIMO network is introduced, and different subsections are dedicated to describe the channel model, the UL training phase, and the payload transmission phases for both the DL and the UL. The different performance metrics used in this paper, including the spectral efficiency, the power consumption model and the energy efficiency, are fully developed in Section III. Section IV is devoted to report on the proposed ASO strategies in the context of cell-free massive MIMO. Numerical results and discussions are provided in Section V and, finally, concluding remarks are summarized in Section VI.
Notation: Vectors and matrices are denoted by lower-case and upper-case boldface symbols. The q-dimensional identity matrix is represented by I q . The operator X F represents the Frobenius norm of matrix X, whereas X −1 , X T , X * and X H denote its inverse, transpose, conjugate and conjugate transpose (also known as Hermitian), respectively. The operators diag(x) is used to denote a diagonal matrix with the entries of vector x on its main diagonal, and blockdiag(X 1 , . . . , X n ) is used to denote a block diagonal matrix comprising matrices X 1 , . . ., X n on its main block diagonal. The expectation operator is denoted by E{·}. Finally, CN (m, R) denotes a circularly symmetric complex Gaussian vector distributions with mean m and covariance R, N (0, σ 2 ) denotes a real valued zero-mean Gaussian random variable with standard deviation σ , and U[a, b] represents a random variable uniformly distributed in the range [a, b].
II. SYSTEM MODEL
Let us consider a cell-free massive MIMO network consisting of M randomly distributed APs, each equipped with an array of N antennas and connected to a CPU via an infinite-capacity error-free fronthaul link. Owing to the use of the ASO strategy, each of the APs in the network can be either in active mode (ON) or in sleep mode (OFF). APs in active and sleep modes will be indexed by the sets
The CPU coordinates the communication between the active APs and K geographically distributed single-antenna MSs in the same time-frequency resource. DL and UL transmissions between active APs and MSs are organized in a half-duplex time division duplexing (TDD) operation whereby each coherence interval is split into three phases, namely, the UL training phase, the DL payload data transmission phase and the UL payload data transmission phase. In the UL training phase, all MSs transmit training pilots allowing the APs to estimate the propagation channels to every MS in the network. Subsequently, these channel estimates are used to detect the signals transmitted from the MSs in the UL payload data transmission phase and to compute the precoding filters governing the DL payload data transmission. Obviously, the combined duration/bandwidth of the training, DL and UL phases, denoted as τ p , τ d and τ u , respectively, should not exceed the coherence time/bandwidth of the channel, denoted as τ c , that is, τ p + τ d + τ u ≤ τ c , with all these intervals specified in samples (or channel uses) on a time-frequency grid.
A. CHANNEL MODEL
As recommended by Björnson and Sanguinetti [14] , the typical three-slope pathloss propagation model used in most previous research works on cell-free massive MIMO networking (see, for instance [2] - [4] , [12] , [13] , [27] ) will be replaced by a simplified version of the third generation partnership project (3GPP) Urban Microcell model described in [28] . In particular, the link between the mth AP and the kth MS will be considered to be either in LOS or NLOS, with the LOS probability being given by
where d 0 is a reference distance and d mk is the distance between AP m and MS k. The propagation losses (measured in dB) characterizing the propagation link between the mth AP and the kth MS will be modelled as
where χ mk ∼ N 0, σ 2 χ is the shadow fading component, and the values of parameters α, β and σ χ depend on whether the corresponding link is in LOS or NLOS. The spatial correlation model for the shadow fading experienced by the different propagation links is described in [3, (54 
The resulting uplink channel vector g mk ∈ C N ×1 from the kth MS to the mth AP (including both large-scale and small-scale fading) can then be generically characterized as a Ricean fading channel consisting of a LOS component on top of a Rayleigh distributed component modelling the scattered multipath. That is, 
where K mk is the Ricean K -factor, with K mk = 0 for NLOS propagation links and 10 log 10 (K mk ) ∼ N µ K , σ 2 K for LOS propagation links. The parameter α mk = 10 −L mk /20 e jκ mk , with κ mk ∼ U[0, 2π ], is used to denote the large-scale complex channel gain of the LOS component, C mk and P mk are the number of contributing scattering clusters of the NLOS component and the number of propagation paths per cluster, respectively, α mk,cp is the complex small-scale fading gain on the pth path of cluster c, a MS θ MS mk,cp , φ MS mk,cp is the MS antenna element response at the azimuth and elevation angles θ MS mk,cp and φ MS mk,cp , respectively, and a AP θ AP mk,cp , φ AP mk,cp is the normalized array response vector of the AP at the azimuth and elevation angles θ AP mk,cp and φ AP mk,cp , respectively. As suggested by Akdeniz et al. in [29, Section III .E] (see also [28] ), θ MS mk,cp and θ AP mk,cp can be generated as wrapped Gaussians around the cluster central angles θ MS mk,c and θ AP mk,c with standard deviation given by the root mean square (rms) azimuth angular spreads for the cluster. Furthermore, φ MS mk,cp and 
where the cluster c is assumed to contribute to the scatter fading with a fraction of power given by
with γ mk,j = U r τ −1 mk,j 10 Z mk,j /10 ,
U mk,j ∼ U[0, 1], Z mk,j ∼ N (0, ζ 2 ), and the constants r τ and ζ 2 being treated as model parameters (see [29, Table I] or [28, 
where P p is the transmit power of each pilot symbol, ϕ k denotes the τ p × 1 training sequence assigned to MS k, with ϕ k 2 F = 1, and N p m ∈ C N ×τ p is a matrix of independent identically distributed (iid) zero-mean circularly symmetric Gaussian random variables with standard deviation σ u . Ideally, training sequences should be chosen to be mutually orthogonal, however, since in most practical scenarios it holds that K > τ p , a given training sequence is assigned to more than one MS, thus resulting in the so-called pilot contamination, a widely studied phenomenon in the context of collocated massive MIMO systems [9] , [30] , [31] .
Considering scenarios where MSs move slowly, it is reasonable to assume that the Ricean K -factors K mk , the LOS components h mk , and the scatter fading correlation matrices R mk change slowly and can be perfectly known at the mth AP, for all k [26] . Under this assumption, we can definey
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and then derive the MMSE estimate for the channel between the kth MS and the mth active AP as [26] , [32] 
where
The channel estimateĝ mk and the MMSE channel estimation errorg mk = g mk −ĝ mk are uncorrelated random vectors distributed aŝ 
as the N × 1 vector of signals transmitted from the mth active AP, with W d m = [w dm1 . . . w dmK ] ∈ C N ×K denoting the precoding matrix at the mth active AP, and ϒ = diag (υ) = diag [υ 1 . . . υ K ] T being a K × K diagonal matrix containing the power control coefficients in its main diagonal. These power control coefficients must satisfy the power constraints
for all m ∈ M A , where P d is the maximum average transmit power available at the APs, and we have used the definition
Using this notation, the signal received by MS k can be expressed as
where n d k ∼ CN (0, σ 2 d ). The vector y d = y d 1 . . . y d K T containing the signals received by the K scheduled MSs in the network can then be expressed as
represents the equivalent MIMO channel matrix between the K MSs and the M A active APs, and
] T is the joint precoding filter implemented at the CPU. In particular, using the classical ZF multiuser-MIMO (MU-MIMO) baseband precoder to harness the spatial multiplexing, we have that
or, equivalently,
where we have assumed that G =Ĝ+G and G m =Ĝ m +G m . Consequently, the signal received by the kth MS can be expressed as
where we have defined
The first term denotes the useful received signal, the second term contains the interference components due to the use of imperfect channel state information (CSI) (due to UL pilot contamination and noise), and the third term is the thermal noise sample.
D. UPLINK PAYLOAD DATA TRANSMISSION
In the UL, the vector of received signals at the output of the N radio frequency (RF) chains of the mth active AP is given by
where P u is the maximum average UL transmit power available at any of the active MSs, s u = [s u1 . . . s uK ] T denotes the vector of symbols transmitted by the K active MSs, with
, is a matrix containing the power control coefficients used at the MSs, and n um ∼ CN (0, σ 2 u I N ) is the vector of additive thermal noise samples. The received vector of signals at each of the active APs in the network is forwarded to the CPU via the UL fronthaul links, where they are jointly processed using a set of baseband combining vectors. Assuming the use of ZF MIMO detection, the CPU uses the detection matrix (26) or, equivalently
to jointly process the vector
and obtain the vector of detected samples
Again, the first term denotes the useful received signal, the second term contains the interference terms due to the use of imperfect CSI, and the third term includes the thermal noise samples. The detected sample corresponding to the symbol transmitted by the kth MS can then be obtained as
where [x] k is used to denote the kth entry of vector x.
III. MODELING PERFORMANCE METRICS A. SPECTRAL EFFICIENCY
Analysis techniques similar to those applied, for instance, in [3] , [9] , [13] , [33] - [35] , are used in this section to derive DL and UL spectral efficiencies (also known as achievable rates). In particular, the sum of the second and third terms on the right hand side (RHS) of (24), for the DL case, and (30), for the UL case, are treated as effective noise. The additive terms constituting the effective noise are, in both DL and UL cases, mutually uncorrelated, and uncorrelated with s d k and s uk , respectively. Therefore, both the desired signal and the so-called effective noise are uncorrelated. Now, recalling the fact that uncorrelated Gaussian noise represents the worst case, from a capacity point of view, and that the complex-valued fast fading random variables characterizing the propagation channels between different pairs of AP-MS connections are independent, the DL and UL spectral efficiencies (measured in bits per second per Hertz) can be obtained as follows. The DL sum spectral efficiency is given by
with
where, using (16), we have that
Analogously, the UL sum spectral efficiency is given by
with w uk denoting the kth row of W u , or, equivalently,
and
B. POWER CONSUMPTION MODEL
As the framework developed in this paper is based on the AP ON/OFF switching strategy, each AP in the network must be either in active or sleep mode. Furthermore, when in active mode, a given AP can be either transmitting during the DL payload data transmission phase or receiving during the UL training and payload data transmission phases. As expected, the power consumed by the mth AP when in the active mode depends on the radiated power P tx m during the DL payload data transmission phase, or on the UL spectral efficiency S eu (ω) during the UL payload data transmission phase. However, it also depends on parameters such as the efficiency of the power amplifier, the small-signal RF transceiver power, the baseband power, the feeder loses, the DC-DC power supply loses, the main supply losses, or the cooling losses [36] - [40] . In the sleep mode, the AP is in a reduced power consumption state in which it is not completely turned off and can then be readily activated. Although the AP is not radiating or receiving power when in the sleep mode, there are components such as the power supply, some of the signal processing blocks, and part of the cooling system that are still active and thus consuming power. Consequently, the total power consumption of the mth AP can be approximated by a linear model as follows (see, for instance, [36] - [40] and references therein)
where α AP m is the power amplifier efficiency at the mth AP, B is the system bandwidth, ξ AP m is the traffic-dependent power consumption coefficient (in Watt per bit/s), P AP,fix A similar power consumption model can be established for the fronthaul links connecting the APs to the CPU. In particular, the power consumed by the mth fronthaul link when in active mode depends on the amount of traffic it has to convey and, thus, the total power consumption can be approximated as [4] , [27] 
where ξ FH m is the traffic-dependent power consumption coefficient (in Watt per bit/s), P FH,fix m is the traffic-independent power consumption when in active mode, and P FH m sleep accounts for the power consumed by the mth fronthaul link when in sleep mode. The power consumption model for the MSs can also be approximated as
where, again, α MS k is the power amplifier efficiency at the kth MS, ξ MS k is the traffic-dependent power consumption coefficient (in Watt per bit/s), P MS,fix Putting all the pieces together, the total power consumption of the cell-free massive-MIMO network can be modeled as
for the DL payload data transmission phase, and as (43) for the UL payload data transmission phase, with where l has been used as a token to represent either the DL (l = d) or the UL (l = u). As stated by Desset et al. [38] , although this simple linear model is not designed to provide very accurate absolute figures, it will enable a fair comparison among different ON/OFF switching strategies for green cell-free massive-MIMO networking.
C. ENERGY EFFICIENCY
The energy efficiency during the DL and UL payload data transmission phases can be expressed as
respectively. We can also define a weighted energy efficiency metric as
where 0 ≤ µ ≤ 1 is a weighting coefficient allowing for the control of a trade-off between DL and UL energy efficiencies.
IV. AP SWITCH-ON/OFF STRATEGIES
In the context of green cell-free massive MIMO networking, the ultimate objective of optimal ASO strategies is to select M A out of M APs in such a way that the resulting energy efficiency for a given arrangement of MSs is maximized. On the one hand, finding such an optimal subset of APs is an NP-hard problem, thus requiring of the evaluation of the performance provided by all possible combinations of M A out of M APs. Hence, assuming that the number of APs in a cell-free massive MIMO network, by its very nature, is large, this selection will call for the development of heuristic suboptimal algorithms. On the other hand, under ideal conditions, the set of selected APs should be adapted to scenario variations due, among others, to changes in the location of the MSs and/or the geographical distribution of shadow fading. In particular, Chien et al. [41] have very recently proposed an energy-efficient cell-free massive MIMO scheme aiming at minimizing the total DL power consumption at the APs assuming that some of them can be turned off. Critically, the proposed strategy implies solving a computationally-intensive non-convex optimization problem at the rate of change of the large-scale parameters of the system. In most practical scenarios, however, these variations occur too quickly so as to allow the implementation of such high-complexity adaptive selection schemes. In the following we describe some heuristic ASO strategies and comment on their possible implementation issues as well as on their expected complexity versus performance trade-offs. Starting with a pure random selection ASO scheme (Subsection IV-A), described for lower-bound benchmarking purposes, we then propose two strategies (Subsections IV-C and IV-D) that are loosely based on similar techniques used in conventional wireless networks. Finally, three novel proposals are presented in Subsections IV-B, IV-E and IV-F that have been specially tailored for the cell-free massive MIMO network deployment considered in this paper.
A. RANDOM SELECTION ASO
Simple random AP switch-ON/OFF (or random switching) is probably the most straightforward AP selection scheme. Using this strategy, each of the available APs is equally likely to be put in sleep mode and, therefore, the only parameter to be adjusted when maximizing the energy efficiency of the network will be the number of APs that must be put in sleep mode as a function of the number (or spatial density) of MSs that have to be served. Being completely unaware of the possible effects switching off a particular AP may have on the global performance of the network, the random selection ASO (RS-ASO) strategy is expected to provide a lower bound on the energy efficiency performance improvement any sensible ASO may bring along.
B. MIXTURE DISCREPANCY-BASED GREEDY ASO
Assuming that the MSs are uniformly distributed on the coverage area or, equivalently, under a complete ignorance about the spatial distribution of MSs, keeping the locations of the set of active APs as uniform as possible seems to be advantageous in terms of spectral/energy efficiency of a cell-free massive MIMO network. This is basically because a uniform spatial distribution of APs tends to match the uniform statistical distribution of MSs.
In the field of statistics, discrepancy has gained much popularity as a tool to measure the deviation between the empirical and the theoretical uniform distribution (see, for instance, [42] and references therein). Examples of discrepancies that have been suggested as possible measures of uniformity are, among many others, the star L p -discrepancy (p = 2), the star L ∞ -discrepancy, the generalized, centered and symmetrical L 2 -discrepancies, the discrete discrepancy, the Lee discrepancy or the mixture discrepancy. As concluded by Zhou et al. [43] , among all of these suggested measures of uniformity, the mixture discrepancy they introduce is the one fulfilling the major quantity of desirable mathematical and computational properties to construct uniform designs.
For a given set M A of active APs located at positions
the corresponding analytical expression of mixture discrepancy can be obtained by using [43, eq. (18) , (with n = M A , s = 2, and x m = p m )]. Hence, using this particular criterion, among all the sets of active APs with a given cardinality, the optimal one to serve a set of K MSs uniformly distributed over the service area would be the one showing the minimum mixture discrepancy. Furthermore, the optimal set cardinality (i.e., the optimal number of active APs) would be the one providing the maximum energy efficiency. Having a large number of APs in the network, that is, having a large M , NP-hardness forbids the implementation of a brute force algorithm to solve this optimization problem. Consequently, the iterative mixture discrepancy-based greedy ASO (MD-ASO) algorithm is proposed that, starting with a set containing all the APs in the network, in each iteration switches-off the single AP producing the highest decrease in the mixture discrepancy metric. Note that, again, the optimal number of active APs (under the greedy strategy) when serving a given amount of MSs would be the one providing the maximum energy efficiency.
C. SPATIAL REGULARITY-BASED GREEDY ASO
Aiming at providing a high energy efficiency while maintaining good user satisfaction, ASO strategies can also increase the number of APs in sleep mode while keeping the locations of the active APs as regular as possible. Defining perfect regularity as the case in which APs are placed on a triangular lattice [44] , metrics are needed to quantify the spatial regularity of the different sets of (potential) active APs. A particularly interesting metric that was already used by Lagum et al. [45] to design cell switch-off algorithms is the geometry-based metric of spatial regularity [46] , [47] . Given a set M A of active APs located at positions P(M A ), it is defined as
where µ D M A and σ D M A are the mean and the standard deviation of the Delaunay edge lengths of the triangulation between the points representing the positions in P(M A ), respectively, and k D = 0.492 is a normalization factor ensuring that, on average, the geometry-based metric of spatial regularity for a Poisson point process is equal to 1 [47] . Note, also, that C D M A = 0 when the active APs are located on a perfectly regular triangular lattice. Again, as NP-hardness forbids the use of brute force algorithms to find the subset M A showing the highest spatial regularity (i.e., the minimum geometry-based metric of spatial regularity C D (M A )), and with a cardinality maximizing the energy efficiency of the network, the iterative spatial regularity-based greedy ASO (SR-ASO) algorithm is proposed that, starting with a set containing all the APs in the network, in each iteration switches-off the single AP whose transition to sleep mode produces the highest increase in the spatial regularity metric of the remaining active APs. The optimal number of active APs (under the greedy strategy) when serving a given amount of MSs would be, once more, the one providing the maximum energy efficiency.
D. NEAREST NEIGHBOUR-BASED ASO
Again, under the assumption of a random uniform distribution of MSs on the coverage area, the distribution shown by the set of active APs will tend to match that of the MSs if, at each step, out of the two APs that are nearer to each other, the one that is nearer to a third one is put in sleep mode. This strategy, that will be termed as the nearest neighbour-based ASO (NN-ASO) scheme and was previously used by Lagum et al. in [45] , generates solutions maximizing the minimum pairwise distance among the set of active APs. The optimal number of active APs when serving a given amount of MSs would be the one maximizing the energy efficiency.
E. PROPAGATION LOSSES-AWARE ASO
Assuming a uniform spatial distribution of MSs over the service area, already described ASO strategies are only able to adapt the number of active APs and/or the components of the set of active APs to large-scale variations of traffic demand (i.e., long-term variations of K ). If, instead, the proposed cell-free massive MIMO network is allowed to use time-dynamic ASO strategies able to adapt to shorter-term traffic variations, a new door is open to improve the energy efficiency while maintaining good service coverage and user satisfaction. In particular, even though the long-term spatial distribution of MSs can be assumed to be uniform, the dynamics of users and shadowing at a shorter time scale give rise to short-term spatial distributions of users that could benefit from a distribution of active APs adapted to them. The propagation losses-aware ASO (PL-ASO) strategy, based on the availability of large-scale propagation losses between APs and MSs, aims at such an adaptive behaviour by switching-off those APs showing large propagation losses to the served MSs. The set M A under the PL-ASO strategy is comprised of M A active APs that are selected using two different procedures depending on the particular values of M A and K . On the one hand, for those cases in which M A ≥ K , the first selected active APs are those exhibiting the minimum propagation losses to each of the K MSs. Note that in this first step, the number of APs added to M A is less or equal than K . In a second step, after removing the already selected APs from the set of selectable ones, the procedure is repeated. That is, the algorithm selects (in an ordered manner) the APs, out of the remaining ones, whose propagation losses to each of the K MSs is minimum. This procedure is repeated until the number of selected APs is equal to M A . On the other hand, for those cases in which M A < K , use is made of the k-means clustering method to partition the K large-scale propagation vectors β k = [β 1k . . . β Mk ] into M A clusters in which each propagation vector belongs to the cluster with the nearest centroid, serving as a representative of the cluster [48] . Now, using the virtual propagation losses vectors characterizing the M A centroids, the same selection procedure previously described is applied to select the M A active APs. Again, the optimal number of active APs under this criterion would be the one maximizing the energy efficiency for a given network load.
F. OPTIMAL ENERGY EFFICIENCY-BASED GREEDY ASO
The only way to obtain an upper bound on the performance any practical ASO strategy can bring along is to evaluate, for each possible value of M A , all the available combinations of active APs (i.e., M M A sets of active APs) and select the one providing the maximum energy efficiency. As was previously mentioned, however, this is an NP-hard problem of a huge computational complexity. In order to obtain an approximation to this upper bound, a greedy algorithm can be applied that, in the first iteration, starts with the M available APs, evaluates the M possible configurations of (M − 1) active APs resulting from switching off one of them, and selects the configuration maximizing the energy efficiency. In the second iteration, the same procedure is repeated but, in this case, starting with the (M − 1) APs selected in the first step in order to greedily choose the best configuration of (M − 2) active APs. The same operations are repeated in the following iterations until obtaining the configuration of active APs maximizing the energy efficiency of the network. This will be termed as the optimal energy efficiency-based greedy ASO (OG-ASO) strategy and will be used as a benchmark against which the performance of the other ASO schemes will be assessed.
V. NUMERICAL RESULTS
In this section, numerical results are provided to quantitatively evaluate the performance of the proposed ASO strategies in terms of its energy efficiency. Replicating the scenario typically used in most of the relevant literature on this topic (see, for instance, [2] - [4] , [12] , [13] , [27] ), APs and MSs are uniformly distributed at random within a square coverage area of size D × D m 2 . Boundary effects are avoided by wrapping around this square area at the edges, thus simulating the effects of operating a network with an infinite coverage area.
Default parameters used to set-up the simulation scenarios under evaluation in the following subsections are summarized in Table 1 and are inspired by a variety of prior research works (see, for instance, [3] , [14] , [27] , [28] , [36] , [39] and references therein). Furthermore, although the proposed analytical framework can be applied assuming any of the power control strategies previously proposed in the literature (see, for instance, [3] , [4] , [13] ), results presented in this paper have been obtained using the heuristic solution proposed by Nayebi et al. in [13, eq. (21)] (i.e., υ k = P d / max m K k =1 θ mk for all k) for the DL case, and the full-power transmission strategy (i.e., ω k = 1 for all k) for the UL case. Furthermore, the balanced random pilot assignment scheme has been applied [12] , where MSs are allocated pilot sequences that are sequentially and cyclically selected from the ordered set of available orthogonal pilots.
A. IMPACT OF THE ASO STRATEGY
Our aim in this subsection is to assess the performance of the proposed ASO strategies in terms of energy/spectral efficiencies and power consumption. Accordingly, the energy efficiency, spectral efficiency and power consumption versus the number of active APs is presented in Figs. 1 and 2 for each of the propounded schemes and for both the DL (i.e., µ = 1) and the UL (i.e., µ = 0), respectively. All results have been obtained assuming the default system parameters described in Table 1 , and the availability of M = 120 APs equipped with 2 × 2 uniform planar arrays (UPAs) of vertical half-wave dipoles located on a half-wave grid and serving K = 24 MSs. The first important result to note from these figures is that, irrespective of the number of active APs in the network or the ASO strategy under use, the energy efficiency of the UL is much higher than that provided by the DL. This is basically due to two main reasons. Firstly, although both transmission segments show very similar average power consumption metrics, the fixed power consumption in the UL is considerably lower than that in the DL. Secondly, the use of full power transmission in the UL provides a clear advantage, in terms of spectral efficiency, with respect to the constrained power control transmission implemented in the DL. Using a max-min power control approach would lead to almost identical spectral efficiency performance results for both the DL and the UL (see, for instance, results presented in [12] ) and, in this case, the energy efficiency advantage shown by the UL segment would only be due to the lower fixed power consumption.
Another interesting result disclosed in Figs. 1 and 2 is that the energy-efficiency achieved by the RS-ASO and OG-ASO schemes act, respectively, as lower-and upper-bounds on the performance attained by any of the other proposed ASO strategies. In fact, the proposed ASO schemes can be classified in four groups as a function of the system state information they manage. The RS-ASO scheme would be the only member in the first group, comprising those ASO strategies that are completely unaware of the network state and thus making blind AP switch-off decisions. The ASO strategies in the second group, comprising the MD-ASO, the SR-ASO and the NN-ASO schemes, are all based on the assumption that the MSs are uniformly distributed on the service coverage area and make only use of very large-scale system-state information: the geographical location of the APs. Being only aware of such a poor network-state information, it is not surprising that the energy-efficiency performance improvement they may offer with respect to the pure RS-ASO algorithm is rather meager when compared to that achieved by the idealistic OG-ASO scheme. Still, the performance improvements offered by these strategies are not negligible at all and, furthermore, as it can be observed in Figs. 1 and 2 , the achievable energy-efficiency increases as more APs are switched-off until it reaches a maximum that, for this particular number of MSs and irrespective of the ASO strategy under consideration, is located around M A = 37 active APs for the DL case and M A = 20 active APs for the UL case. Switching-off a greater number of APs would produce a worsening of both the energy and spectral efficiencies of the system. Comparing the performance metrics achieved by these ASO strategies, it is quite evident that the MD-ASO and NN-ASO schemes behave similarly and are outperformed by the SR-ASO scheme. The only ASO strategy in the third group is the PL-ASO scheme that, based on the knowledge of the large-scale propagation losses between APs and MSs, dynamically adapts to short-term variations of the spatial distribution of MS and, as shown in Figs. 1 and 2 , definitely outperforms the ASO strategies in the first and second groups. Again, the energy efficiency provided by this strategy increases when switching-off some of the APs in the cell-free massive MIMO network, and a maximum is obtained, for this particular scenario, when M A = 25 active APs for the DL case and M A = 15 for the UL case. Finally, the fourth group of proposed ASO strategies, only comprising the OG-ASO scheme, assumes the complete knowledge of all long-term network-state information necessary to calculate the achievable energy-efficiency, including, among others, the channel spatial correlation matrices, the power control matrices or the power consumption metrics. The energy-efficiency performance gap between this rather idealistic approach and the much simpler PL-ASO is not excessively wide but, remarkably, the maximum performance level is achieved with M A = 19 active APs for the DL case and M A = 12 for the UL case, that is, with a number of active APs that is considerably less than the number of MSs in the service area (recall that the APs are equipped with 2 × 2 UPAs). Fig. 3 shows the impact of the ASO strategy under use on the average weighted energy efficiency of a cell-free massive MIMO network using a DL/UL weighting coefficient µ = 0.5 (i.e., both the DL and the UL are given the same importance). Note that, in this case, the DL/UL weighting operation makes the resulting energy efficiency metric taking intermediate values lying between those obtained when both links where dealt separately. Because of that, the number of active APs optimizing the average weighted energy efficiency are also located somewhere in between those resulting from the pure DL and UL optimizations. Specifically, in this particular scenario, the optimal number of active APs necessary to serve K = 24 MSs is M A =26, 25, 24, 24, 23 and 17 APs for the RS-ASO, NN-ASO, MD-ASO, SR-ASO, PL-ASO and OG-ASO strategies, respectively.
Among all the proposed ASO strategies, the most adequate to be implemented in a cell-free massive MIMO scenario, based on the use of very large-scale network-state information, would be the SR-ASO, as it is the one providing the best performance versus complexity/implementability trade-off. Hence, convinced that the conclusions drawn by using this strategy would be qualitatively equivalent to those that could be drawn by using any of the other ASO schemes, results presented in the next subsections will be obtained assuming the use of SR-ASO. For similar reasons, we will only consider the optimization of the DL segment (i.e., µ = 1).
B. IMPACT OF THE ANTENNA CONFIGURATION AT THE APs
A zoomed view of the DL achievable energy efficiency is plotted in Fig. 4 against the number of active APs in a cell-free massive MIMO network of M = 120 APs equipped with 2 × 2 UPAs of vertical half-wave dipoles and serving K = 24 MSs. In order to evaluate the impact of antenna separation (i.e., spatial correlation), the distance between the neighbour vertical half-wave dipoles takes values in the set {λ/4, λ/2, 3λ/4, λ, 2λ}, where λ is the wavelength of the carrier signal. As expected, results show that increasing the distance between antennas reduces spatial correlation and results in non negligible energy efficiency increments. Furthermore, increasing the distance between antennas also reduces the number of active APs needed to maximize the achievable energy efficiency. In particular, the optimal number of active APs goes from M A = 37 for d UPA = λ/4 to M A = 34 for d UPA = 2λ. Nevertheless, it is worth stressing that, keeping all the other parameters constant, the marginal increment of performance produced by each new increment in antenna separation suffers from the law of diminishing returns and thus, antenna separations on the order of d UPA = λ seem to be quite reasonable from the point of view of the energy efficiency performance versus antenna array size trade-off and, consequently, this is the default antenna separation that will be used from this point onwards.
In order to assess the impact of the array antenna configuration on the performance of the proposed cell-free massive MIMO system, the energy efficiency, spectral efficiency and power consumption versus the number of active APs is presented in Figs. 5 and 6 for different number of transmit antennas, and assuming the use of either a UPA or a uniform linear array (ULA) of vertical half-wave dipoles, respectively. Again, all results have been obtained assuming the default system parameters described in Table 1 , the use of a RS-ASO strategy, and the availability of M = 120 APs serving K = 24 MSs. As it can be observed, irrespective of whether use is made of a UPA or a ULA, both the average spectral efficiency and the power consumption increase with the number of transmit antennas. The growth patterns of both metrics as the number of transmitting antennas increases, however, are very different. On the one hand, the spectral efficiency is clearly subject to the law of diminishing returns, since the larger the number of transmit antennas in the array, the lower the spectral efficiency increase produced by the addition of more antennas to the array. On the other hand, there is a part of the power consumption metric that increases linearly with the number of transmit antennas constituting the array. As a consequence of these dissimilar growth patterns, the average energy efficiency of small arrays can be improved by increasing the number of transmit antennas but, further increasing the number of transmit antennas of an already large array will only slightly increase the average spectral efficiency at the cost of decreasing the average energy efficiency. Interestingly, however, increasing the number of transmit antennas reduces the number of active APs necessary to maximize the average spectral efficiency for that specific configuration. In particular, for the scenario under consideration (i.e., RS-ASO, µ = 1, M = 120 APs and K = 24 MSs), the optimal average energy efficiency E * ed (υ) and optimal number of active APs M * A are summarized in Table 2 .
C. IMPACT OF THE NUMBER OF APs AND MSs IN THE NETWORK
As shown in Fig. 7 , increasing either the number of APs or the number of MSs in the network results in an increase in both the average spectral efficiency and the average power consumption. The increments induced on these performance metrics, however, given their relative magnitudes, produce completely different effects on the average energy efficiency of the network. In particular, it can be observed that, for given numbers of active APs and MSs, having more APs in the network (i.e., a larger M value) results in average power consumption increments that are larger than those experienced by the average spectral efficiency and, as a consequence, the average energy efficiency decreases. On the contrary, for fixed numbers of both available and active APs, increasing the number of MSs translates into a small increase in power consumption and a considerable improvement of spectral efficiency, thus resulting in a substantial amelioration of the average energy efficiency of the network. Therefore, the conclusion seems quite obvious, if high energy efficiency is to be achieved, it is very important that the number of both the available and active APs be appropriately adapted to the number of MSs that have to be serviced. Another interesting result worth mentioning is that the optimal number of active APs, M * A , increases with both the number of available APs and the number of MSs in the network. In particular, in an scenario with K = 24 MSs and M = 80, 120 or 160 APs, the optimal number of active APs is equal to M * A = 30, 34 or 36, respectively, whereas in an scenario with M = 120 APs and K = 16, 24 or 32 MSs, the optimal number of active APs is equal to M * A = 32, 34 or 37, respectively.
VI. CONCLUSION
A novel analytical framework for the performance analysis of green cell-free massive MIMO networks has been introduced in this paper. The proposed framework considers the use of different ASO strategies designed to dynamically turn ON/OFF some of the APs based on the number of active MSs (i.e., traffic load) in the network. In particular, six ASO strategies have been proposed: the pure random selection scheme, denoted as RS-ASO, three selection strategies aiming at keeping the locations of the set of active APs as uniform as possible, denoted as MD-ASO, NN-ASO and SR-ASO, a selection strategy that exploits the availability of time-dynamic information about short-term traffic variations, denoted as PL-ASO and, finally, a greedy optimal selection strategy, denoted as OG-ASO. Generalizing the system models described in most previous research works on this topic, the proposed analytical framework considers that MSs can be in LOS with respect to some of the serving APs and in NLOS with respect to the other ones. Furthermore, a channel model contemplating the use of different antenna array configurations at the APs has been applied. Additionally, a realistic power consumption model has been proposed for the cell-free massive MIMO architecture that takes into account the power consumed at the APs, the MSs and the fronthaul links to and from the CPU. Numerical results have shown that, irrespective of the number of active MSs in the network or the ASO strategy under use, the energy efficiency of the UL is higher than that provided by the DL. Furthermore, they also reveal that the energy-efficiency achieved by the RS-ASO and OG-ASO schemes act, respectively, as lowerand upper-bounds on the performance attained by any of the other proposed ASO strategies. Among all the proposed ASO strategies, the most adequate to be implemented in a cell-free massive MIMO scenario, based on the use of very large-scale network-state information, would be the SR-ASO, as it is the one providing the best performance versus complexity/implementability trade-off. Moreover, increasing the number of transmit antennas of small antenna arrays can serve to improve the energy efficiency of the network but, further increasing the number of transmit antennas of an already large array will only slightly increase the average spectral efficiency at the cost of decreasing the average energy efficiency. Interestingly, however, for any particular antenna configuration, increasing the number of transmit antennas reduces the number of active APs necessary to maximize the average spectral efficiency. Finally, it is worth mentioning that the energy efficiency of a cell-free massive MIMO network can only be maximized whenever both the number of available APs and the number of active APs are suitably adapted to the number of served MSs. As for the specific research directions in the future, there are many open issues still remaining, including, among many others, the implementation of more sophisticated ASO strategies, the consideration of non-uniform long-term user distributions, the evaluation of more intricate power control strategies, the study of the impact that the use of millimeter wave frequency bands may produce on the achievable energy efficiency, the consideration of finite-capacity fronthaul links between the APs and the CPU, or the assessment of scalability aspects related to the green nature of the proposed approach. 
