The statistical analysis of simulation experiments is frequently honored more in the breach than in practice, yet the benefits of planning and proper design can often increase the precision of estimates and strengthen confidence in conclusions drawn. While simulation experiments are broadly similar to any statistical experiment, there are a number of differences. Manufacturing models are used to illustrate the methodology described.
INTRODUCTION
Stochastic simulations produce random outputs, or samples, which can be used to estimate parameters for the system under study. The statistical design of experiments applies to the planning of simulation experiments, just as in the case of physical experiments. In both cases, statistical design of experiments is employed to provide reliable and efficient estimates and to insure that the objectives of a study can be met.
The design, or planning, of statistical experiments comprises a number of details, including choice of sample size, randomization scheme, and treatment plan. In physical experiments, this randomization specifies how experimental units are assigned to treatments, and the order in which they are run. In simulation experiments, the method of choosing random numbers, through the choice of independent or dependent random sequences, plays a similar, critical role.
In experiments with multiple factors, the design also includes a treatment plan, consisting of the combinations of the different levels of each factor that are to be run (e.g., as a factorial experiment), including the specification of blocking factors. The proper treatment plan can yield efficient estimates of important factors, and avoid threats such as the confounding of several effects which would make it impossible to reach an unambiguous conclusion.
Because the properties of statistical estimators are largely determined by how the experiment is performed, a poorly planned experiment cannot be salvaged by analysis, no matter how sophisticated. Hence the importance of planning.
While simulation experiments share similarities with physical experiments, there are some important differences. Because observations within a simulation are generally dependent, the statistical unit will often be baaed upon replication or batch statistics, rather than on observations from within a simulation run. Given increased user control over a simulation model, additional opportunities are available for design of experiments that are not possible in physical experiments. Because the random numbers (or the random number streams) that drive the simulation are among the specifications of the experiment, they can be manipulated as part of the experimental design in ways that are impossible in physical experimentation (see Nelson, 1992a ).
We will use three examples to illustrate some of the techniques that we will discussing during this tutorial.
A Failure Time Model
The first example is not a simulation at alll, but will be used to illustrate the analysis of simulation models. An electronic device has a lifetime that we will assume can be represented by a Weibull distribution, with shape parameter 0.5 and scale parameter of 10,000 hours. Our objectives are to estimate the mean lifetime of such devices, and the reliability, R(t) = R(T > t), at t = 1000 hours. (In this simplified case, these are known to be p = 20,000 hours and R( 1000) = .729.) As posed, this example is a static problem, and could be approached most effectively as an exercise in sampling. However, the outputs can also be considered representative of more complicated, dynamic simulations whose outputs exhibit similar variability and skewness.
A Tool Crib
A manufacturing operation maintains a tool crib, where tooling is available for machinery on the shop floor. Two clerks are currently employed, and each can handle 25 requests per hour, exponentially distributed.
Demand for tooling varies over the day. There is a peak demand of 70 tools per hour at 8 am, which decreases to a constant rate of 40 per hour between 10am and noon. There is a second peak at noon, of 60 parts per hour, which again decreases to 40 parts per hour from 1 pm to 2 pm. Between 2 pm and 4pm, the demand again climbs to a peak of 60 parts per hour. The two clerks handle all requests, and remain on duty until the last request is received at 4 pm.
The manager would like to consider two alternative staffing policies: employing either another clerk, or using a "helper", who can handle only 15 requests per hour. The two alternatives will be compared to the current operation in terms of the daily average delay, the peak delay, and proportion of delays over 10 minutes.
This example serves to illustrate the case of a terminating, or non-steady state simulation problem. In this case, the bank closes each day, with no carry over of customers from one day to the next, and the arrival process varies with time. If we take the view that this production system will operate relatively unchanged for a long period of time, then this system can be treated as a nonterminating system for which steady state parameters are to be determined. Conceptually, we seek parameters (such as the mean) which are independent of starting conditions and represent the behavior of the system over the long run.
NOTATION
This section will identify some fundamental concepts and establish our notation. It is presumed that the reader has some familiarity with the construction of simulation models and basic issues involved in output analysis. Many textbooks on simulation cover these topics, among which Fishman (1972), Law and Kelton (1991) , and Banks and Carson (1984) 
which is less than the case of independence whenever the COV(Y(l), Y(2)) term is negative. 
