In this paper we present our system for online context recognition of multimodal sequences acquired from multiple sensors. The system uses Dynamic lime Warping (D7W) to recognize multimodal sequences of different lengths, embedded in continuous data streams. We evaluate the performance of our system on two real world datasets: 1) accelerometer data acquired from performning two hand gestures and 2) NOKIA's benchmark dataset for context recognition. The results from both datasets demonstrate that the system can perform online context recognition efficiently and achieve high recognition accuracy.
INTRODUCTION
Many computers are embedded in the world around us. These ubiquitous computers will anticipate our needs and sometimes act on our behalf. Sensor processing represents this paradigm shift in computing. By analysing the data acquired from multiple sensors, we can augment computers with awareness of their environment and situation. The process for extracting, fusing and converting relevant data from multiple sensors to a representation for situation awareness is referred to as context recognition. Context recognition is a challenging task since the situations are discribed by multimodal sequences acquired from different sensors over a period of time. In this paper we present our approach for online context recognition in multisensor systems.
The core of our system is the Dynamic Time Warping (DTW) recognizer. The DTW non-linearly warps one time sequence to match another given start and end points correspondence. First, the DTW is extended to deal with multimodal sequences acquired from multiple sensors, usually a mix of binary, discrete, and continuous variables. The DTW recognizer can recognize multimodal sequences of different lengths e.g. the same human gestures performed at different speeds, or the same batch processes of different durations. Second, we show how our system deals with unknown endpoints of multimodal sequences that are embedded in continuous data streams, for which accurate location of the endpoints is critical for reliable and robust context recognition using DTW. The endpoint detection problem is nontrivial and has been studied thoroughly in the speech recognition community, where "silence" between utterances is a useful clue [1] , [2] . However, it is more difficult to develop endpoint detection algorithms for multimodal sequences, since there is no "silence" region as can be found before and after a spoken word. At any point in time, there might be some low level events detected from some sensors. We demonstrate that our system can perform online context recognition efficiently, and copes with the sheer magnitude of multi-sensory information in real-time and achieve high recognition accuracy.
The rest of the paper is organized as follows: In section 2, we review dynamic time warping. In section 3, we describe the architecture of our online context recognition system. In section 4, we evaluate the recognition accuracy and speed of the system with two real world datasets. Finally, conclusions and further work are discussed in section 5.
DYNAMIC TIME WARPING
A general time alignment and similarity measure for two temporal sequences is Dynamic Time Warping (DTW), which was introduced by Sakoe and Chiba [3] . DTW has been extended to deal with unknown start and end points of isolated words in speech [4] , [5] , and connected word recognition [6] , [7] , [8] . More recent research on DTW has focused on applying it to mining patterns from one-dimensional time series [9] , and indexing and clustering one-dimensional time series [10] , [11] .
To the best of our knowledge, there has been little work on applying DTW for context recognition from sensor data. Other techniques usually used are hidden Markov modelling (HMM) [12] , artificial neural networks [13] , and self-organizing maps [14] . However, the training and recognition procedures in DTW are potentially much simpler and faster. In fact, it has been demonstrated that DTW recognition is fast for most of the time series databases available [15] .
The classic DTW algorithm uses a local distance measure to determine the distance between a class sequence and a test sequence by calculating a warping path. Suppose we have a class sequence (C (i))f=1 of length I and a test sequence (T (j))-1 of length J. To calculate the similarity between these two sequences, a local distance measure d (C (i), T (j)) between two points of these sequences is applied to calculate a warping path on an I by J matrix. A warping path W is a set of matrix elements that defines a mapping between C and T, W= {w(i(q),i(q)) m I, Jji<'Q<I+J1 } (2.1) with i(q) {1, I . ,I} and j(q) C {1,. . .,J}. The warping path is typically subject to several constraints: Continuity, Endpoint constraints, and Monotonicity [3] .
The overall distance DTW(C, T) between the class sequence and the test sequence is then calculated by summing the local distances over the warping path W.
where k is the normalisation factor. The warping path can be found very efficiently using dynamic programming, more information on DTW can be found in [3] .
METHODS
A. System architecture 
where WV is a positive definite weight vector. 3) Online DTW: The proposed system uses a sliding window based approach to achieve online recognition of multimodal sequences as depicted in Fig. 1 The last major step in the proposed system (see Fig. 1 and we choose the index of the recognized class using Eq. 3.4. It should be noted that for K = 1, the K-nearest neighbour decision rule becomes the nearest neighbour rule.
CASE STUDIES AND RESULTS A. Experimental setup and evaluation
We use two real world datasets to explore the performance of the proposed online context recognition system. First, we demonstrate the accuracy and speed of the system for performing online recognition of shorter test templates. The templates are converted by data preprocessing module from the raw data acquired from homogenous sensors, and consist of continuous variables with significant variability. Second, we show that the system can achieve good results from longer test templates that are converted from the raw data acquired from heterogeneous sensors, and have larger dimensions with a mix of discrete and continuous variables. All the experiments in this paper were conducted on a Pentium-4 3.2 GHz with 1 GB of RAM running Windows XP professional. Most software components in our system are currently implemented in MATLAB, except the DTW recognizer which is implemented in C++ for computational efficiency.
We evaluate the performance of the online recognition system with accuracy rate (AR) and local minimum deviation (LMD) as illustrated in Fig. 3 . Fig. 3a shows examples of multimodal sequences to be recognised, embedded in a continuous data stream. Fig. 3b shows the normalised DTW distance of all the classes for all the sliding windows starting at every time instance. The ground truth defines the start and end times of all the multimodal sequences to be recognised (depicted as ST and ET in Fig. 3a) . The winning class for the multimodal sequence buffered in the current sliding window is defined as the one with the lowest DTW distance that is also lesser than the rejection threshold (the red dashed line at the right bottom of Fig. 3b) . Hence, the AR is the ratio of the number of multimodal sequences, of which the winning class at time ST matches the ground truth, to the total number of multimodal sequences to be recognised in the data. When the winning class matches the ground truth, we define: the LMD A IST-LMTI . LMT is defined as the time instance -ET-ST near ST where the local minimum of the DTW distances occurs, and indicates the time instance where the best match occurs. As depicted at the right bottom of Fig. 3b , all the time instances near ST of the first multimodal sequence that have the DTW distances lesser than the rejection threshold (the red dashed line) are correctly classified as class-l (the blue line), and LMT is the time instance where the local minimum of these DTW distances occurs. A reliable online recognition system will have high AR and low LMD.
B. Actor-independent online recognition of two hand gestures Six channels of continuous data are acquired from two sensors (consisting of accelerometers: Analog Devices ADXL202 [18] ) that can each measure acceleration of up to ±2g at 150 samples/second in 3-D space. They are housed in small wristwatch sized enclosures worn in the form of a wristband on both wrists. The dataset provided [19] consists of four people mimicking the 12 gestures of a cricket umpire: Cancel Call, Dead Ball, Four, Last Hour Leg Bye, No Ball, One Short, Out, Penalty Runs, Six, TV Replay, and Wide [20] . Fig.  3a shows the raw data form of the 12 gestures in the same order. Gestures were captured over different days with four different actors to introduce variability between the movements. The sequences of the same gesture are also different in length, because the same movements can be performed at different speeds.
The training data consists of 65 sequences for each of the 12 gestures, and segmented from continuous data streams. The raw data form of each gesture is a six dimensional sequence which has about 450-1200 vectors long (3-8 seconds) . From the training data, we selected four different sets of class templates to represent each of the 12 gestures, and we also derived the End region (El and E2) and the Rejection threshold respectively for each gesture as described in section 3-B. The test data is another set of four continuous sequences that are captured by four actors respectively, performing each of the 12 gestures once (48 gestures in total which are embedded in four continuous data streams). Unlike the segmented sequences, the test data is a continuous data stream that consists of both gesture sequences and "no-activity" sequences. Fig. 3a shows one of the test sequences. Although we have demonstrated that the DTW recognizer can classify the gestures in raw data without feature extraction and yielded good results, the high computation required is the trade-off [16] . To speed up online gesture recognition, our data pre-processing module extracts features (i.e. Extracting Mean and Standard deviation within sliding windows of size 50 samples and overlap 30) from the data buffered in the current sliding window as well as the class templates. Therefore, the online DTW recognizer ends up dealing with shorter test and class templates, and is more efficient. The ARs are shown in Table 1 . The ARs were obtained for different sets of class templates, different values of K (in the Knearest neighbour decision rule r.f. section 3-D) from K=l to K=4, and different normalisation methods from N=l to 5 (r.f. section 3-C.3). First, we compare the random, minimum, and multiple selection methods (r.f. section 3-B) by using the four different sets of class templates. They are selected from training data by: using minimum selection to select four class templates per gesture that have least intra-class DTW distances (Min-4), selecting four class templates per gesture randomly (RD-4), using minimum selection to select one class template per gesture (Min-1), and selecting one class template per gesture randomly (RD-I). Both ARs obtained by using one template per gesture (Min-I and RD-1) are worse than ARs using four templates per gesture (Min-4 and RD-4) . This shows that the AR of DTW recognizer can be improved by increasing the number of class templates per class, but the trade-off is that the computational time is raised from an average of 17 The local minimum deviations (LMDs) of all 12 gestures from Min-4, RD-4, Min-l, and RD-1 are shown in Table 2 . Most of the LMDs are less than 7%, except two special cases. First, it should be noted that RD-1 has several large LMDs that are greater than 7%. This is because one class template is selected randomly for each gesture, and the selected one might have large DTW distance to the test sequences and result in higher LMDs. Second, the LMDs for the 5th gesture are greater than 8% for all four sets of class templates. This is because the 5th gesture sequence performed by the third actor is quite different from the training data, and it has LMD greater than 30% for all four sets of class templates. From the LMDs between the selected class templates and test data, we can determine if the selected class templates are good representatives.
The total length of the test data is about 56000 samples (around 14000 samples for each), corresponding to approximately 400 seconds duration. Using Min-I or RD-1, the online recognition of the test data took about 17 seconds and achieved highest AR of 93.75% and 87.5% respectively. The highest ARs of 100% and 97.92% were achieved in about 44 seconds using Min-4 and RD-4 respectively, which only took about 0.016 second (performing 48 DTW comparisons) to classify the test templates starting at every time instance. The results demonstrate that the DTW recognizer is both fast and accurate for online recognition of gesture sequences acquired from the accelerometers.
C. Online context recognition of mobile devices
The data used here have been presented at the workshop for "Benchmarks and a database for context recognition" [21] , and proposed as a suitable benchmark for evaluating context recognition algorithms. The data is obtained from sensors placed in a small sensor box which is then attached to a mobile handheld device. The sensors used to capture this data include accelerometers with 3 axes, an illumination sensor, a thermometer, a humidity sensor, a skin conductivity sensor, and a microphone. The data is collected by two users carrying the mobile device and repeating each of the five predefined user scenarios for less than 25 times (r.f. [23] , [24] , [25] . This method is similar to Self-Organizing Maps [26] . Two 
