OpenCL is an open standard for parallel programming of heterogeneous compute devices, such as GPUs, CPUs, DSPs or FPGAs. However, the verbosity of its C host API can hinder application development. In this paper we present cf4ocl, a software library for rapid development of OpenCL programs in pure C. It aims to reduce the verbosity of the OpenCL API, offering straightforward memory management, integrated profiling of events (e.g., kernel execution and data transfers), simple but extensible device selection mechanism and user-friendly error management. We compare two versions of a conceptual application example, one based on cf4ocl, the other developed directly with the OpenCL host API. Results show that the former is simpler to implement and offers more features, at the cost of an effectively negligible computational overhead. Additionally, the tools provided with cf4ocl allowed for a quick analysis on how to optimize the application.
3 Software Framework
Software Architecture
Cf4ocl is divided in two major components, namely the library and the utilities. In turn, the library component is organized into several modules. The majority of modules are wrappers for the OpenCL API, simplifying its use. Other modules provide mechanisms for querying and selecting devices, converting OpenCL error codes into human-readable strings, managing the OpenCL platforms available in a system and profiling OpenCL programs.
The utilities component is composed of three standalone command-line applications, which complement the functionality provided by the library. The ccl_devinfo utility can be used to query OpenCL platforms and devices. The ccl_c application performs offline compilation, linking and analysis of OpenCL kernels. Finally, the ccl_plot_events script plots a queue utilization chart of OpenCL commands using profiling information generated with the library component.
Software Functionalities
Cf4ocl presents the developer with an object-oriented interface which wraps and extends the functionality provided by the OpenCL C API, offering a number of features:
• Simplified memory management:
-Clear set of constructor and destructor functions for all objects.
-Automatic memory management for intermediate objects, such as information tokens retrieved from the underlying OpenCL objects.
• Flexible device selection mechanism, with direct functions for common use cases and an accessible API for more complex workflows.
• Straightforward event dependency system, with automatic memory management of all event objects.
• Comprehensive error reporting.
• Abstracts differences in the OpenCL version of the underlying platforms, presenting a consistent API to the developer.
• Integrated profiling, with basic and advanced functionality.
• Versatile device query utility, capable of customized queries.
• Offline kernel compiler, linker and analyzer.
Implementation

Common patterns
As already described, cf4ocl, presents the developer with an object-oriented interface which wraps and extends the functionality provided by the OpenCL C API. While C does not directly provide object-oriented constructs, it is possible to implement features such as inheritance, polymorphism or encapsulation [25] . Using this approach, cf4ocl is able to offer a clean and logical class system for OpenCL development in the context of a simple, compact and close-to-hardware programming language.
Each cf4ocl class is defined by a source (.c) file and a header (.h) file. The former contains the private class properties and the method implementations, while the latter defines its public API. Methods are implemented as functions which accept the object on which they operate as the first parameter.
The constructor and destructor functions for managing cf4ocl objects are consistently named, containing the class name followed by new or destroy. Object lifecycle management is simple: for each invoked constructor, the respective destructor must also be invoked. This might seem obvious, but in several cases objects are obtained using non-constructor methods during the course of a program. These objects are automatically released and should not be destroyed by client code.
Error-throwing cf4ocl functions report errors using two approaches: a) via the return value; and, b) by initializing an optional object passed as the last argument to the function. Developers can use the method most appropriate for the program being developed, and ignore the unused approach. The first method is more limited since it only signals that an error has occurred, not providing any additional information, while the second method provides more flexibility.
The wrapper modules
The several wrapper modules and their similarly named classes have an approximate one-to-one correspondence with raw OpenCL objects. These classes automatically manage the majority of intermediate memory objects, such as events and information queries, reducing lines of code (LOCs) and promoting faster, less error-prone development of client applications. Since cf4ocl follows the workflow logic of the OpenCL host API, it is straightforward for a developer to move between the two systems. Additionally, because raw OpenCL objects are always accessible to developers, a mix of OpenCL host code and cf4ocl code is possible. Developers can completely avoid any direct OpenCL calls 2 by using cf4ocl to its full capabilities, or use only the cf4ocl functionality that suits them. The cf4ocl class hierarchy and the relation of each class with the corresponding OpenCL object is shown in Figure 1 . The CCLWrapper abstract super class is responsible for common functionality of wrapper objects, namely: a) wrapping/unwrapping of OpenCL objects and maintaining a one-to-one relationship between wrapped and wrapper objects; b) low-level memory management (allocation and deallocation); and, c) Information handling, i.e., managing data returned by the several clGet*Info() OpenCL functions.
The intermediate CCLDevContainer class provides functionality for managing a set of CCLDevice wrapper instances, abstracting code common to the CCLPlatform, CCLContext and CCLProgram classes, all of which internally keep a set of devices.
The relationship between the CCLMemObj abstract class and the CCLBuffer and CCLImage classes follows that of the respective OpenCL types. In other words, both OpenCL images and buffers are memory objects with common functionality, and cf4ocl directly maps this relationship with the respective wrappers.
The profiler module
This module provides integrated profiling of OpenCL events, such as kernel execution and data transfers. The use of this functionality with cf4ocl only requires minor additions to the application logic, which is not the case when directly using the OpenCL host API. It is necessary to create a CCLProf object, and after all the computations and memory transfers have taken place, pass it the utilized CCLQueue wrappers, and order it to perform the profiling analysis. Naturally, this requires that command queues are created with the appropriate OpenCL profiling flag.
At this stage, different types of profiling information become available, and can be directly accessed or iterated over:
Aggregate event information Absolute and relative durations of all events with same name, represented by the CCLProfAgg class. If an event name is not set during the course of the computation, the aggregation is performed by event type, i.e., by events which represent the same command.
Non-aggregate event information Event-specific information, represented by the CCLProfInfo class, such as event name (or type, if no name is given), the queue the event is associated with, and the several event instants.
Event instants Specific start and end event timestamps, represented by the CCLProfInst class.
Event overlaps Information about event overlaps, represented by the CCLProfOverlap class. Event overlaps can only occur when more than one queue is used with the same device.
While this information can be subject to different types of examination by client code, the profiler module also offers functionality which allows a more immediate interpretation of results, namely it can: a) generate a text summary of the profiling analysis; and, b) export a table of CCLProfInfo data, containing queue name, start instant, end instant and event name, to a text file which can be opened with the ccl_plot_events utility to plot a queue utilization chart of the performed computation.
Other modules
The remaining modules complement the functionality provided by cf4ocl. These modules are not commonly used by client code, but can be useful in certain circumstances.
The device selector module offers a filtering mechanism for selecting OpenCL devices. It is mainly used by the context wrapper module for the purpose of context creation. Nonetheless, this device filtering functionality can be used in cases for which it makes sense to select or enumerate devices depending on their characteristics, such as type (CPU, GPU or other accelerators) or vendor. The mechanism can be extended by client code via plug-in filters.
The device query module provides much of the functionality of the ccl_devinfo utility in library form. While its main goal is to support this utility, it may also be of use to client code.
The errors module contains a single function which converts OpenCL error codes into humanreadable strings. It is used by all error-throwing cf4ocl functions, but can also be useful in situations where client code simply requires conversion of error codes to strings.
The platforms module offers functionality for managing the OpenCL platforms available in the system. It is different from the platform wrapper module, since it works with the set of available platforms, and not with the platform objects themselves.
Example: massive pseudo-random number generator
Pseudo-random number generators (PRNGs) are commonly used as a source of randomness and/or noise generation in scenarios such as simulations, Monte Carlo methods, computer graphics, genetic and evolutionary algorithms or artificial neural networks [26, 27] . It is often required or preferable to keep the computational cost of randomization as low as possible [28, 29, 30] . Thus, a plausible strategy for random number consuming CPU-bound applications would be to use the GPU as a coprocessor for generating the required random number stream(s). One of the methods available in the GASPRNG CUDA library follows this approach [31] . In order to illustrate the functionality of cf4ocl, we provide an example implementing this technique.
Our example is a standalone program which outputs random numbers in binary format to the standard output (stdout). The generated random number stream can be redirected to consumer applications using operating system pipes. The program accepts two parameters: a) n, the quantity of 64-bit (8-byte) random values to generate per iteration; and, b) i, the number of iterations producing random values. The total number of random bytes generated during program execution, N , is given by Eq. 1:
For example, the following command 3 executes our program with 2 24 64-bit random numbers per iteration during 10 000 iterations, and redirects the output to the Dieharder PRNG test suite [32] :
The program uses two threads: the main thread and the communications thread. The initialization and PRNG kernels run in the former, while the device-host data transfers and stream output to stdout are performed in the latter, as shown in Figure 2 . The threads are instantiated with the Pthreads API and are synchronized using semaphores. Each thread is associated with one OpenCL command queue.
Main thread
Comms. thread init prng 1 prng 2 prng n-1 At the device level, each work-item 4 generates a 64-bit random value per invocation. The init kernel creates the initial random values by applying a hash function [33] to the global ID of the associated work-items. The generated values not only constitute the first batch of random numbers, but also serve as seeds for the next batch. When the init kernel terminates, the prng kernel can start generating the next batch of random values, while the read operation fetches the initial numbers produced by the init kernel. In subsequent iterations, the read operation will fetch random values generated by the previous iteration of the prng kernel. This is possible using a device-side doublebuffering approach. While prng and read processes read from one buffer, the former writes the new batch of values to a second buffer. Buffers are then swapped, and both processes can start a new iteration without major interruptions.
The example is conceptually simple, but incorporates relatively complex patterns such as simultaneous kernel execution and data transfers using multiple command queues. This approach allows us to compare a pure OpenCL version with a cf4ocl realization. This example would be difficult to implement with the majority of other libraries, which tend to associate one device with a single command queue.
While the example is adequate for the stated purposes, it has certain limitations for real world use. First, it uses a simple Xorshift PRNG [34] that, while fast, is probably not ideal for being partitioned in parallel contexts [26] . Second, a host-side dual buffer implementation would further improve performance by allowing concurrent read and out processes using an additional host thread. Third, the PRNG kernel does not use vectorization, which would allow individual work-items to generate more than one random value per invocation.
Empirical results
In this section we compare two implementations of the example described in Section 5. The first realization is directly coded with the OpenCL C host API (Listing S1), while the second uses cf4ocl (Listing S2). The two implementations share a compatibility header for cross-platform semaphore usage (Listing S3), and execute the same kernel code (Listings S4 and S5). Besides being provided as Supplementary material (Listings S1-S5), the complete source code of the example is also part of the cf4ocl-examples repository available at https://github.com/fakenmc/cf4ocl-examples. The implementations are compared from two perspectives: a) code complexity; and, b) performance.
Comparison of code complexity
The number of LOCs offers a first impression of the work required to implement the example. By LOCs we mean physical lines of code, so this excludes blank lines and comments. While the pure OpenCL implementation requires 290 LOCs, the cf4ocl version is about 37% smaller, needing 183 LOCs. A minimum-LOC approach which guarantees correct behavior is followed in the former realization. However, when qualitatively compared with the latter, it lacks more detailed profiling (e.g., overlap detection), user-friendly error messages and flexible kernel work size calculation.
Nonetheless, LOCs may not be by themselves a direct measure of programmer productivity. It is also important to understand what blocks of code are simplified, and how the introduced abstractions facilitate or encumber an understanding of the underlying OpenCL calls. Since cf4ocl follows the overall logic of the OpenCL host API, comparing the source code of the two implementations is relatively straightforward. We will perform this comparison in the following paragraphs, highlighting areas where the use of cf4ocl is particularly advantageous.
First, cf4ocl requires few auxiliary variables for typical OpenCL operations (e.g., device selection, object queries, loading of kernel source codes or profiling), freeing the developer of their micromanagement (i.e., creation and destruction). Analyzing the source codes it is possible to confirm that the pure OpenCL version uses considerably more of these variables (Listing S1, lines 149-190) than the cf4ocl realization (Listing S2, lines 141-154).
Device selection and context creation, as well as the retrieval of information about these objects, are areas where the OpenCL host API is distinctly verbose, as documented in lines 217-265 of Listing S1. In turn, cf4ocl provides a number of helper functions and macros which simplify this process, as shown in the following code from Listing S2: The err variable represents the error handling object described in Section 4.1. For clarity, error handling macros are not displayed in the code snippets presented in this section.
The program creation functions offered by the OpenCL host API require kernel sources or binaries to be passed as strings. There is no native functionality for loading kernel code directly from files. Furthermore, as in the case of other information queries, obtaining the build log is also a long-winded exercise. The process of loading kernel files, program creation and building, as well as of getting the build log in case of error is shown in lines 278-329 of Listing S1. Conversely, cf4ocl automatizes this process as shown in the following lines from Listing S2: The code is straightforward and easily readable, especially when compared with the equivalent in Listing S1.
Going forward, it is important in terms of performance to determine appropriate kernel work sizes for the selected device. There are two fundamental work sizes to be considered when executing OpenCL kernels: global and local. The global work size (GWS) is the total number of work-items executing a given kernel. Since work-items are grouped into work-groups, the local work size (LWS) is the number of work-items per work-group. Commonly, individual work-groups are associated with and processed by a single compute unit (CU) on the selected device. Work-items are, in turn, executed on the processing elements (PEs) of the CU. As such, it is essential that the LWS is well adjusted to the CUs' capabilities, namely to the PEs it contains. The OpenCL host API allows to query device and kernel objects for determining maximum and preferred LWSs, respectively 5 . However, the latter query is only available from OpenCL 1.1 onwards. Also, for OpenCL versions prior to 2.0, the GWS must be a multiple of the LWS. For OpenCL 2.0 and higher, this is not mandatory, and the work-group with the highest ID may have less work-items than the remaining work-groups. In our example, the pure OpenCL implementation uses the kernel object to get the preferred LWS (lines 344-354 of Listing S1), but this only works with OpenCL 1.1 or higher, and the performed calculations are not applicable to multiple dimensions. cf4ocl's ccl_kernel_suggest_worksizes() function accounts for these issues and is simpler to use, as shown in the following lines of Listing S2: Here, kinit and krng are the initialization and PRNG kernel objects, respectively, and rws is the quantity of pseudo-random numbers to generate per iteration (i.e., the real work size). The gwsi and lwsi variables, with index i denoting the kernel to which the work sizes refer to, are populated with appropriate GWSs and LWSs, respectively.
Setting kernel arguments is another tedious aspect of OpenCL host-side programming in C, since each individual argument must be set separately using the clSetKernelArg() function. For example, lines 389-399 of Listing S1 show, for the pure OpenCL implementation, how the arguments of the kinit kernel are set and how the kernel is invoked. However, the cf4ocl version of the example performs these operations with a single function call:
256 /* Invoke kernel for initializing random numbers . */ 257 evt_exec = c c l _ k e r n e l _ s e t _ a r g s _ a n d _ e n q u e u e _ n d r a n g e ( kinit , cq_main , 1 , NULL , The evt_exec variable represents the event generated by launching the kernel, and cq_main is the command queue associated with the main thread. The parameters in line 259 are the arguments passed to the kinit kernel, namely the PRNG states vector (bufdev1) and number of states it contains (bufs.numrn). Note that: a) private kernel arguments are wrapped with the ccl_arg_priv() macro; and, b) the kernel variable argument list is terminated with a NULL sentinel.
The krng kernel, invoked in a loop to generate new batches of pseudo-random numbers, accepts three arguments, the first of which (number of PRNG states per loop iteration) remains constant. As such it only needs to be set once. The other two arguments are the buffers containing the PRNG states, used in a double-buffering fashion, as explained in the previous section. Thus, for each new invocation of the kernel, these arguments must swapped in order to achieve the double-buffering effect. The version using the OpenCL C host API (Listing S1) sets the first (constant) argument in lines 402-403, and updates the second and third arguments within the loop in lines 418-424. Considering the first argument, cf4ocl provides no immediate advantages: 264 /* Set fixed argument of RNG kernel ( number of random numbers in buffer ) . */ 265 c cl _ ke r n e l _ s e t _ a r g ( krng , 0 , ccl_arg_priv ( bufs . numrn , cl_uint ) ) ; However, the second and third arguments are set in the same function call which also invokes the kernel:
284 /* Run random number generation kernel . */ 285 evt_exec = c c l _ k e r n e l _ s e t _ a r g s _ a n d _ e n q u e u e _ n d r a n g e ( krng , cq_main , 1 , Since it is not required to set the first argument again, we use the ccl_arg_skip constant to skip it.
The OpenCL host API allows for detailed profiling of OpenCL events. An event is generated each time an operation is enqueued in a command queue. These include, for example, kernel execution, memory transfers or image manipulations. If a command queue was instantiated with profiling capabilities, the associated events can be queried for profiling data. Thus, a profiling analysis requires the developer to keep all generated event objects, query them one-by-one, and perform the relevant calculations in order to obtain useful information. The section of code devoted to profiling in the pure OpenCL implementation of the example is shown in lines 455-523. As already discussed, this code does not determine event overlaps. The equivalent code for the cf4ocl implementation is shown in lines 309-335, and includes overlap calculation. Of these, the following should be highlighted:
Here, prof is an object of type CCLProf, used for profiling OpenCL events with cf4ocl. In lines 315-316 the two command queues (type CCLQueue) are added to this profiler object. With cf4ocl, the queues maintain a list of all event objects, thus it is not necessary for the developer to keep track of such objects. After all the utilized queues are added, the profiling calculations are performed with a call to ccl_prof_calc() (line 319). As discussed in Section 4.3, different types of profiling information become available, and can be directly accessed or iterated over. However, a summary of the profiling analysis, as provided by the ccl_prof_get_summary() function, is sufficient for most purposes (lines 323-325). The flags indicate how to sort the aggregated events and overlaps, namely by time and duration, respectively. A possible output from this function is shown in Figure 3 .
Aggregate times by event : 
Comparison of performance
A crucial aspect of a wrapper library such as cf4ocl is the computational overhead it introduces. As such, we have tested both implementations with different conditions in order to determine possible overheads. In these tests, output was discarded by redirecting stdout to the null device. Consequently, the out processes shown in Figure 2 have a very short duration. Furthermore, profiling is activated in both implementations. This constitutes a worst-case scenario for cf4ocl, since the additional overlap calculation step undertaken by its profiler is computationally expensive. The tests were performed under the following scenarios: Figure 4 shows the average overhead of the cf4ocl implementation against the pure OpenCL realization. It is visible that cf4ocl does indeed introduce a small overhead, although in some cases manages to have similar or better average performance than the direct approach. Generally, the cf4ocl implementation performs better in relative terms when tested with fewer iterations, especially when i = 10 2 . This is to be expected, since fewer iterations imply less events to be analyzed, and consequently the overlap calculation step becomes less expensive. The graphs also seem to show that, for larger values of n, the overhead becomes negligible. This is also not surprising since a larger n will necessarily involve more OpenCL computational work for the same number of iterations. Summarizing, a larger n masks the profiling overhead, while a larger i tends to expose it due to more events being generated.
Cf4ocl provides a function to export profiling information to a file, which can then be analyzed with external tools. The ccl_plot_events script, bundled with cf4ocl, directly works with the exported file, plotting a queue utilization chart of the OpenCL commands executed in each queue. Figure 5 shows such a plot for the presented example when generating 2 24 64-bit random values per iteration during 8 iterations. Since stdout is redirected to the null device, the out process does not really show in the utilization chart. These kind of plots are very illustrative of application behavior. This plot in particular shows that the PRNG kernel invocations are indeed overlapping with device-host transfers, but are nonetheless much shorter. Thus, a more complex PRNG could probably be used instead, improving the quality of the generated random numbers, without compromising the program's efficiency.
Conclusions
In this paper we presented cf4ocl, a library with the aim of simplifying and accelerating the development of OpenCL host programs in C. Two implementations of a conceptual application example were presented and analyzed. The first was directly implemented with the OpenCL C host API, while the second, realized with cf4ocl, was shown to be more compact and straightforward. The overhead introduced by cf4ocl was small in a worst-case scenario, with a tendency to disappear in more compute heavy contexts. Furthermore, the cf4ocl profiling tools allowed for immediate inspection of command queue utilization, providing hints on how to optimize the example application. 
Required Metadata
Current executable software version
Code listings
Listing S1 (rng_ocl.c) -Implementation of the PRNG example directly using the OpenCL API. Listing S2 (rng_ccl.c) -Implementation of the PRNG example with cf4ocl. 
