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Abstract
We study the problem of parameter estimation for generalized Ornstein–Uhlenbeck processes driven by
α-stable noises, observed at discrete time instants. Least squares method is used to obtain an asymptotically
consistent estimator. The strong consistency and the rate of convergence of the estimator have been studied.
The estimator has a higher order of convergence in the general stable, non-Gaussian case than in the classical
Gaussian case.
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1. Introduction
Let (Ω ,F ,P) be a basic probability space equipped with a right continuous and increasing
family of σ -algebras {Ft , t ≥ 0}. Let {Z t , t ≥ 0} be a standard symmetric α-stable Le´vy motion.
For technical reasons, we assume that 1 < α < 2. The generalized Ornstein–Uhlenbeck process
{X t , t ≥ 0}, starting from x ∈ R is defined as the unique solution to the following linear
stochastic differential equation (SDE)
dX t = −θ0 X t dt + dZ t , X0 = x . (1.1)
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Assume that this process is observed at some discrete time instants {ti = ih , i = 0, 1, 2, . . .},
but the value of θ0 is unknown. The purpose of this paper is to study the least squares estimator
(LSE) for the true value θ0 based on the sampling data (X ti )
n
i=0.
In the case of diffusion processes driven by Brownian motions, a popular method is
the maximum likelihood estimator (MLE) based on the Girsanov density (see [1]). It is
asymptotically equivalent to the least squares estimator. For the LSE the convergence in
probability is proved in [2,3], the strong consistency is studied in [4], and the asymptotic
distribution was studied in [5]. For a more recent comprehensive discussion, we refer to [6,7]
and the references therein. For MLE based on discrete observations, see for example [8].
Recently there has been a growing interest in parameter estimation for stochastic processes
driven by Le´vy processes with finite moments due to its promising applications for example to
finance. Substantial progress has been made. The asymptotic normality of the LSE and MLE for
pure jump process is studied in [9,10]. The paper [11] dealt with the consistency and asymptotic
normality when the driving process is a zero-mean adapted process (including Le´vy process)
with finite moments. However, when the driving processes are α-stable Le´vy motions there has
been no study yet due to the infinite variance property of α-stable processes.
The main focus of this paper is the study of the strong consistency and asymptotic distributions
of the LSE for generalized O–U processes satisfying the SDE (1.1). Our results are analogues of
the LSE and the Yule–Walker estimator for ARMA models driven by a sequence of i.i.d. random
variables in the domain of attraction of a stable law (see Davis and Resnick [12]). Other related
estimators such as M-estimator and the Whittle estimator can be found in [13,14].
To obtain the LSE, we introduce the following contrast function
ρn(θ) = ρn
(
θ; (X ti )ni=0
) = n∑
i=1
∣∣X ti − X ti−1 + θX ti−1 ·∆ti−1∣∣2 . (1.2)
Then the LSE θˆn is defined as θˆn = arg minθ>0 ρn(θ), which can be explicitly represented as
θˆn = −
n∑
i=1
(X ti − X ti−1)X ti−1
h
n∑
i=1
X2ti−1
. (1.3)
The equation can be solved explicitly so that we can represent the LSE θˆn as
θˆn = 1− e
−θ0h
h
−
n∑
i=1
X ti−1 ·
∫ ti
ti−1 e
−θ0(ti−s)dZs
h
n∑
i=1
X2ti−1
. (1.4)
In this paper, high frequency (h → 0) asymptotic of the LSE θˆn is considered in the ergodic case
(θ0 > 0). Our goal is to prove that θˆn → θ0 almost surely and to establish the rate of convergence
(
log n
nh )
1/α . This rate is considerably faster than in the Brownian motion case.
If the processes can be observed continuously, a trajectory fitting method combined with
weighted least squares technique is discussed in [15].
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The paper is organized as follows. In Section 2 we establish the strong consistency of the LSE
θˆn . In Section 3, we study the rate of convergence for the LSE. Finally, some simulation results
are provided in Section 4.
2. Strong consistency of the LSE
Recall that a random variable η is said to have a stable distribution with index of stability
α ∈ (0, 2], scale parameter σ ∈ (0,∞), skewness parameter β ∈ [−1, 1], and location parameter
µ ∈ (−∞,∞) if it has a characteristic function of the following form:
φη(u) = E exp{iuη} =

exp
{
−σα|u|α
(
1− iβsgn(u) tan αpi
2
)
+ iµu
}
, if α 6= 1,
exp
{
−σ |u|
(
1+ iβ 2
pi
sgn(u) log |u|
)
+ iµu
}
, if α = 1.
We denote η ∼ Sα(σ, β, µ). When µ = 0, we say η is strictly α-stable. If in addition β = 0, we
call η symmetric α-stable. We refer to [16,17] for more details on stable distributions. Throughout
this paper, it is assumed that Z1 ∼ Sα(1, 0, 0). We use the notation “⇒” to denote “convergence
in distribution”.
Theorem 2.1. Assume that h → 0 and tn = nh → ∞ as n → ∞. Then, the following strong
consistency holds:
θˆn → θ0 almost surely as n→∞. (2.1)
Proof. Let φn(t) =∑ni=1 X ti−1e−θ(ti−t)1(ti−1,ti ](t). It is clear that
n∑
i=1
X ti−1
∫ ti
ti−1
e−θ0(ti−s)dZs =
∫ tn
0
φn(s)dZs . (2.2)
Let τn(tn) =
∫ tn
0 |φn(t)|αdt . Then, it is easy to find
τn(tn) =
∫ tn
0
n∑
i=1
|X ti−1 |αe−αθ0(ti−t)1[ti−1,ti )(t)dt
=
n∑
i=1
|X ti−1 |α
(
1− e−αθ0h
αθ0
)
. (2.3)
From (1.4), we have
θˆn = 1− e
−θ0h
h
−
∫ tn
0 φn(t)dZ t
τn(tn)
· τn(tn)
h
n∑
i=1
X2ti−1
. (2.4)
It is well-known that if θ0 > 0, X t is ergodic and X t ⇒ X∞ as t → ∞, where X∞ =∫∞
0 e
−θ0t dZ t is a α-stable random variable (see [17,15]). Thus, it follows by the ergodic theorem,
lim
n→∞
1
n
n∑
i=1
|X ti−1 |α = E[Xα∞] = ∞ a.s.
which implies that τn(tn)→∞. Note also that
∫∞
1 t
−αdt = 1/(α − 1) < ∞. By Corollary 3.1
of [18], we have
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lim sup
tn→∞
∣∣∣∫ tn0 φn(t)dZ t ∣∣∣
τn(tn)
= 0 a.s. (2.5)
By the Ho¨lder inequality, we have
τn(tn)
h
n∑
i=1
X2ti−1
= 1− e
−αθ0h
αθ0h
·
n∑
i=1
|X ti−1 |α
n∑
i=1
X2ti−1
≤ 1− e
−αθ0h
αθ0h
·
(
n∑
i=1
|X ti−1 |2
)α/2
n(2−α)/2
n∑
i=1
X2ti−1
≤ 1− e
−αθ0h
αθ0h
·
(
1
n
n∑
i=1
|X ti−1 |2
)− 2−α2
, (2.6)
which converges to zero almost surely as n→∞, since by the ergodic theorem again,
lim
n→∞
1
n
n∑
i=1
|X ti−1 |2 = E[X2∞] = ∞ a.s.
Combining (2.4)–(2.6), we conclude that θˆn → θ0 almost surely as n→∞. 
3. Asymptotic properties of the LSE
To obtain the rate of convergence we need to make the following assumption.
(A1): As n → ∞, h → 0, nh1+α/ log n → 0, nh2α−1 log n → ∞, and nh2−α/2+ρ → ∞ for
some ρ > 0 small enough such that all the convergence conditions are compatible (we omit the
dependence of h on n).
It is easy to see that under (A1), the convergence (2.1) holds.
Denote Cα =
(∫∞
0 x
−α sin(x)dx
)−1 = [Γ (1 − α) cos(piα/2)]−1, σ1 = C−2/αα/2 , and σ2 =
C−1/αα . Our main result is as follows.
Theorem 3.1. Under condition (A1), we have(
n
log n
)1/α
h1/α(θˆn − θ0)⇒ 2θ0(αθ0)
−1/αY˜
Y0
, (3.1)
where Y0 and Y˜ are independent stable random variables, Y0 is positive α/2-stable with
distribution Sα/2(σ1, 1, 0), and Y˜ is symmetric α-stable with distribution Sα(σ2, 0, 0).
Remark 3.2. Theorem 3.1 states that the rate at which θˆn converges to θ0 is
(
log n
nh
)1/α
, which
is considerably faster than the rate (nh)−1/2 in the classical Brownian motion case. This is not
surprising due to the works [19,13,12].
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Remark 3.3. The h in (A1) can be h = cn−λ, where c > 0 and
λ ∈

[
1
1+ α ,
1
2α − 1
]
, if α ∈
(
6
5
, 2
)
,[
1
1+ α ,
1
2− α/2+ ρ
)
, if α ∈
(
1,
6
5
]
.
The choice λ = 11+α leads to the optimal convergence rate in Theorem 3.1.
Theorem 3.1 will be proved by establishing several preliminary lemmas and propositions. We
first give an explicit expression for
(
n
log n
)1/α
h1/α(θˆn − θ0). From now on, we shall denote X ti
by X i . By using (1.4), we find(
n
log n
)1/α
h1/α(θˆn − θ0) =
(
n
log n
)1/α
h1/α[h−1(1− e−θ0h)− θ0]
−
(n log n)−1/αh−1/α
n∑
i=1
X i−1
∫ ti
ti−1 e
−θ0(ti−s)dZs
n−2/αh1− 2α
n∑
i=1
X2i−1
:= Λn − Φ1(n)Φ2(n) . (3.2)
So, the asymptotic behavior of
(
n
log n
)1/α
h1/α(θˆn − θ0) will be determined by the asymptotic
behavior of Λn , Φ1(n) and Φ2(n).
Lemma 3.4. Suppose that (A1) is satisfied. Then, we have Λn → 0 as n→∞.
Proof. It is easy to see that
|Λn| =
∣∣∣∣∣
(
n
log n
)1/α
h1/α[h−1(1− e−θ0h)− θ0]
∣∣∣∣∣ ≤ θ202 n1/αh1+1/α(log n)1/α , (3.3)
which tends to zero as n→∞ under condition (A1). 
Note that
X i = e−θ0ih X0 +
i∑
k=1
e−θ0ih
∫ tk
tk−1
eθ0sdZs . (3.4)
Let Vk−1 =
∫ tk
tk−1 e
θ0sdZs .By the inner clock property for the α-stable stochastic integral (see [18,
20,21]), we know that
∫ tk
tk−1 e
θ0sdZs has the same distribution as Zτk−1 , where
τk−1 =
∫ tk
tk−1
|eθ0s |αds = eαθ0tk−1
(
eαθ0h − 1
αθ0
)
.
Let Uk−1 = Vk−1/τ
1
α
k−1. Then, by the scaling property of stable distribution, we know that
U0,U1,U2, . . . are i.i.d. with the same stable distribution Sα(1, 0, 0). Let ci,h = e−θ0ih and
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γh =
(
eαθ0h−1
αθ0
)1/α
. Then, X i can be represented as
X i = e−θ0ih X0 +
(
eαθ0h − 1
αθ0
)1/α i∑
k=1
e−θ0(i−k+1)hUk−1
= ci,h X0 + γh
i∑
j=1
c j,hUi− j . (3.5)
Remark 3.5. From [16], for the symmetric α-stable random variable U1 ∼ Sα(1, 0, 0), we have
lim
x→∞ x
αP(U1 > x) = Cα/2 and lim
x→∞ x
αP(U1 < −x) = Cα/2.
So, the tail distribution of |U1| is asymptotically equivalent to a Pareto, i.e. P(|U1| > x) ∼
Cαx−α . Following [12], we define
an = inf{x : P (|U1| > x) ≤ n−1} and a˜n = inf{x : P (|U0U1| > x) ≤ n−1}.
Thanks to the asymptotic Pareto tail distribution of U1, we may take
an = (Cαn) 1α and a˜n = C
2
α
α (n log n)
1
α .
Note that
(
n
log n
)1/α = a˜−1n a2n .
The following lemma, which is a special case of Theorem 3.3 in [12], will be crucial in
studying the asymptotic properties of Φ1(n) and Φ2(n):
Lemma 3.6. Let {Ui }∞i=0 be i.i.d. with the same stable distribution Sα(1, 0, 0). Then, for an and
a˜n defined as above, we have for m ∈ N(
a−2n
n∑
i=1
U 2i , a˜
−1
n
n∑
i=1
UiUi+1, . . . , a˜−1n
n∑
i=1
UiUi+m
)
⇒ (Y0, Y1, . . . , Ym), (3.6)
where Y0, Y1, . . . , Ym are independent stable random variables, Y0 is positive α/2-stable
with distribution Sα/2(σ1, 1, 0), and Y1, . . . , Ym are i.i.d. symmetric α-stable with distribution
Sα(σ2, 0, 0).
Remark 3.7. In [12], the precise values of σ1 and σ2 are not provided explicitly. However, it is
not hard to determine their values as given in Theorem 3.1 (see [14] as well). Why is the value
of µ (location parameter) equal to zero in the distribution of Y0? From the proof of the stable law
(see [22]), we know that
a¯−1n
(
n∑
i=1
U 2i − b¯n
)
⇒ Y 0,
where a¯n = a2n and b¯n = nE[U 21 1(U 21≤a¯n)] = nE[U
2
1 1(|U1|≤an)], and Y 0 has a non-degenerate
stable distribution Sα/2(σ1, 1, µ1) with µ1 = −α/(2 − α). By Karamata’s theorem (see [23],
Theorem 9.2 in Chapter VIII and Problem 9.30 in the same chapter), it follows that
b¯n/a¯n = na−2n E[U 21 1(|U1|≤an)] → α/(2− α)
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as n→∞. Therefore, we can conclude that
a−2n
n∑
i=1
U 2i = a¯−1n
(
n∑
i=1
U 2i − b¯n
)
+ b¯n/a¯n ⇒ Y 0 + α/(2− α) ∼ Sα/2(σ1, 1, 0).
All these clarifications are important for the further development of the asymptotic theory for
LSE in the stable setting.
We first deal with the asymptotic behavior of Φ2(n). We have the following result:
Proposition 3.8. Assume that (A1) is satisfied. Then, we have
Φ2(n)− n−2/αh1−2/αγ 2h
n−1∑
i=1
i∑
j=1
c2j,hU
2
i− j→P 0. (3.7)
Proof. We have
Φ2(n) = n−2/αh1−2/α
n∑
i=1
X2i−1
= n−2/αh1−2/αX20 + n−2/αh1−2/α
n−1∑
i=1
X2i
:= Φ2,1(n)+ Φ2,2(n). (3.8)
It is clear that Φ2,1(n)→ 0 in probability as n→∞ under (A1). For Φ2,2(n), by the expression
of X i in (3.5), we find
Φ2,2(n) = n−2/αh1−2/α
n−1∑
i=1
[
ci,h X0 + γh
i∑
j=1
c j,hUi− j
]2
= n−2/αh1−2/α
n−1∑
i=1
c2i,h X20 + 2γhci,h X0 i∑
j=1
c j,hUi− j + γ 2h
(
i∑
j=1
c j,hUi− j
)2
= n−2/αh1−2/α
n−1∑
i=1
c2i,h X
2
0 + 2n−2/αh1−2/αγh
n−1∑
i=1
ci,h X0
i∑
j=1
c j,hUi− j
+ n−2/αh1−2/αγ 2h
n−1∑
i=1
i∑
j=1
c2j,hU
2
i− j
+ n−2/αh1−2/αγ 2h
n−1∑
i=1
i∑
j=1
i∑
k=1,k 6= j
c j,hck,hUi− jUi−k . (3.9)
Hence,
Φ2,2(n)− n−2/αh1−2/αγ 2h
n−1∑
i=1
i∑
j=1
c2j,hU
2
i− j
= n−2/αh1−2/α
n−1∑
i=1
c2i,h X
2
0 + 2n−2/αh1−2/αγh
n−1∑
i=1
ci,h X0
i∑
j=1
c j,hUi− j
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+ n−2/αh1−2/αγ 2h
n−1∑
i=1
i∑
j=1
i∑
k=1,k 6= j
c j,hck,hUi− jUi−k
:= Σ1 + Σ2 + Σ3. (3.10)
For Σ1, it is easy to see that
Σ1 = n−2/αh1−2/α
n−1∑
i=1
e−2θ0ih X20 ≤ θ−10 (nh)−2/αX20, (3.11)
which converges to zero in probability as n→∞. For Σ2, by the Markov inequality, we find for
any given ε > 0
P(|Σ2| > ε) ≤ ε−1E
∣∣∣∣∣2n−2/αh1−2/αγh n−1∑
i=1
i∑
j=1
ci,hc j,h X0Ui− j
∣∣∣∣∣
≤ 2ε−1n−2/αh1−2/αγh
n−1∑
i=1
i∑
j=1
ci,hc j,hE|X0| · E|Ui− j |
≤ Cε−1n−2/αh1−2/αγh(1− e−θ0h)−2 ≤ Cε−1
(
nh
1+α
2
)−2/α
, (3.12)
which tends to zero as n→∞ under (A1). We are going to use some techniques in [12] to show
that Σ3 converges to zero in probability. By truncation technique, for any given ε > 0, we have
P
(
n−2/αh1−2/αγ 2h
∣∣∣∣∣n−1∑
i=1
i∑
j=1
i∑
k 6= j,k=1
c j,hck,hUi− jUi−k
∣∣∣∣∣ > ε
)
≤ P
(
n−2/αh1−2/αγ 2h
∣∣∣∣∣n−1∑
i=1
i∑
j=1
i∑
k 6= j,k=1
c j,hck,hUi− jUi−k1(|Ui− j Ui−k |≤a˜n)
∣∣∣∣∣ > ε2
)
+ P
(
n−2/αh1−2/αγ 2h
∣∣∣∣∣n−1∑
i=1
i∑
j=1
i∑
k 6= j,k=1
c j,hck,hUi− jUi−k1(|Ui− j Ui−k |>a˜n)
∣∣∣∣∣ > ε2
)
:= B1 + B2. (3.13)
Note that h−2/αγ 2h = O(1) which can always be dominated by some universal constant C . By
Chebyshev’s inequality, we find
B1 ≤ C
(ε
2
)−2
n−4/αh2E
[
n−1∑
i=1
i∑
j=1
i∑
k 6= j,k=1
c j,hck,hUi− jUi−k1(|Ui− j Ui−k |≤a˜n)
]2
≤ C4ε−2n−4/αh2
n−1∑
i=1
n−1∑
r=1
i∑
j 6=k, j,k=1
r∑
j ′ 6=k′, j ′,k′=1
c j,hck,hc j ′,hck′,h
×E
[
Ui− jUi−k1(|Ui− j Ui−k |≤a˜n)Ur− j ′Ur−k′1(|Ur− j ′Ur−k′ |≤a˜n)
]
. (3.14)
We consider the expectation of the right hand side of (3.14) according to two different sets of
indices: (i) all the indices i − j, i − k, r − j ′, r − k′ are different; (ii) one of the two indices
{i− j, i− k} is equal to one of the two indices {r − j ′, r − k′}. In case (i), it is easy to see that the
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expectation for these terms is equal to zero. Next, we deal with the expectation in case (ii). For
convenience, we put σ 2n = E
[|U1U2|2 1(|U1U2|≤a˜n)]. We just calculate the expectation for one of
the four sub-cases, namely, i − j = r − j ′, or equivalently j ′ = r − i + j (the expectations for
all other sub-cases are the same):
B1 ≤ 16Cε−2n−4/αh2
n−1∑
i=1
i∑
j=1
i∑
k 6= j,k=1
n−1∑
r=i+1− j
r∑
k′ 6=r−i+ j,k′=1
c j,hck,hcr−i+ j,hck′,hσ 2n
≤ 16Cε−2n−4/αh2
(
n−1∑
j=1
c j,h
)4
· nσ 2n ≤ 16Cε−2n−4/αh2
(
1
1− e−θ0h
)4
· nσ 2n
≤ C ′ε−2n−4/αh−2nσ 2n . (3.15)
By Karamata’s theorem, a˜−2n nσ 2n → α/(2− α). Thus, it follows that
B1 ≤ C ′ε−2n−4/αh−2a˜2n[a˜−2n nσ 2n ], (3.16)
which tends to zero as n→∞ under (A1).
Next, we turn to B2. By the Markov inequality, we have
B2 ≤ 2ε−1n−2/αh1−α/2γ 2h E
∣∣∣∣∣n−1∑
i=1
i∑
j=1
i∑
k 6= j,k=1
c j,hck,hUi− jUi−k1(|Ui− j Ui−k |>a˜n)
∣∣∣∣∣
≤ 2ε−1n−2/αh1−α/2γ 2h
n−1∑
i=1
i∑
j=1
i∑
k 6= j,k=1
c j,hck,hE
[|U1U2|1(|U1U2|>a˜n)]
≤ 2ε−1n−2/αh1−α/2γ 2h (1− e−θ0h)−2nE
[|U1U2|1(|U1U2|>a˜n)]
≤ Cε−1
(
log n
nhα
)1/α
na˜−1n E
[|U1U2|1(|U1U2|>a˜n)] , (3.17)
which converges to zero as n → ∞ under condition (A1), since na˜−1n E
[|U1U2|1(|U1U2|>a˜n)]
converges to α/(α − 1) by Karamata’s theorem. Thus, the proof is complete. 
The next proposition gives the limit of n−2/αh(α−2)/αγ 2h
∑n−1
i=1
∑i
j=1 c2j,hU 2i− j .
Proposition 3.9. If condition (A1) is satisfied, then we have
n−2/αh(α−2)/αγ 2h
n−1∑
i=1
i∑
j=1
c2j,hU
2
i− j ⇒
C2/αα Y0
2θ0
, (3.18)
where Y0 is a random variable with positively skewed stable distribution Sα/2(σ1, 1, 0) as
specified in Theorem 3.1.
Proof. By interchanging the order of summation and regrouping terms, we find
n−2/αh(α−2)/αγ 2h
n−1∑
i=1
i∑
j=1
c2j,hU
2
i− j
= C2/αα a−2n h(α−2)/αγ 2h
n−1∑
j=1
c2j,h
(
n−1∑
k=0
U 2k −
n−1∑
k=n− j
U 2k
)
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= C2/αα a−2n h(α−2)/αγ 2h
n−1∑
j=1
c2j,h
n−1∑
k=0
U 2k − C2/αα a−2n h(α−2)/αγ 2h
n−1∑
j=1
c2j,h
n−1∑
k=n− j
U 2k
:= D1 − D2. (3.19)
We first show that D2 → 0 in probability. By the Markov inequality, we have for δ = 2α2+ρ < α
with ρ > 0 (δ/2 < α/2 < 1)
P(|D2| > ε) ≤ ε−δ/2E
∣∣∣∣∣n−2/αh(α−2)/αγ 2h n−1∑
j=1
c2j,h
n−1∑
k=n− j
U 2k
∣∣∣∣∣
δ/2
≤ Cε−δ/2n−δ/αhδ/2
n−1∑
j=1
e−δθ0 jh
n−1∑
k=n− j
E|Uk |δ
≤ Cε−δ/2n−δ/αhδ/2
n−1∑
j=1
je−δθ0 jh
≤ Cε−δ/2(δθ0)−1[nh1−α/2+ρ/2]−δ/α + Cε−δ/2θ−20 δ2[nh2−α/2+ρ]−δ/α
→ 0, (3.20)
as n→∞ under (A1). By Lemma 3.6 and the fact that h−2/αγ 2h
∑n−1
j=1 c2j,hh → 12θ0 , we have
D1 = C2/αα h−2/αγ 2h
n−1∑
j=1
c2j,hh
[
a−2n
n−1∑
k=0
U 2k
]
⇒ C
2/α
α Y0
2θ0
. (3.21)
This completes the proof. 
Now, we turn to study the asymptotic behavior of Φ1(n). We first have the following
proposition.
Proposition 3.10. Suppose that condition (A1) is satisfied. Then, we have∣∣∣∣∣Φ1(n)− e−θ0h(n log n)−1/αh−1/αγ 2h n−1∑
k=1
ck,h
n−1−k∑
l=0
UlUl+k
∣∣∣∣∣→P 0. (3.22)
Proof. By some basic calculations, we find
Φ1(n) = (n log n)−1/αh−1/α
n∑
i=1
X i−1 ·
∫ ti
ti−1
e−θ0(ti−s)dZs
= (n log n)−1/αh−1/α
n∑
i=1
X i−1 · e−θ0ti Vi−1
= (n log n)−1/αh−1/α
n∑
i=1
X i−1 · e−θ0hγhUi−1
= e−θ0h(n log n)−1/αh−1/αγh
n−1∑
i=0
ci,h X0Ui
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+ e−θ0h(n log n)−1/αh−1/αγ 2h
n−1∑
j=1
c j,h
n−1− j∑
l=0
UlUl+ j . (3.23)
It follows that
Φ1(n)− e−θ0h(n log n)−1/αh−1/αγ 2h
n−1∑
j=1
c j,h
n−1− j∑
l=0
UlUl+ j
= e−θ0h(n log n)−1/αh−1/αγh
n−1∑
i=0
ci,h X0Ui . (3.24)
By the Markov inequality, for any given ε > 0, we have
P
(∣∣∣∣∣e−θ0h(n log n)−1/αh−1/αγh n−1∑
i=0
ci,h X0Ui
∣∣∣∣∣ > ε
)
≤ ε−1E
[∣∣∣∣∣e−θ0h(n log n)−1/αh−1/αγh n−1∑
i=0
ci,h X0Ui
∣∣∣∣∣
]
≤ Cε−1(log n)−1/α(nhα)−1/α, (3.25)
which tends to zero as n→∞ under condition (A1). This completes the proof. 
Next, we shall deal with the convergence of
e−θ0h(n log n)−1/αh−1/αγ 2h
n−1∑
j=1
c j,h
n−1− j∑
l=0
UlUl+ j := F1(n).
We rewrite F1(n) as follows:
F1(n) = e−θ0h(n log n)−1/αh−1/αγ 2h
n−1∑
j=1
c j,h
[
n−1∑
l=0
UlUl+ j −
n−1∑
l=n− j
UlUl+ j
]
= e−θ0h(n log n)−1/αh−1/αγ 2h
n−1∑
j=1
c j,h
n−1∑
l=0
UlUl+ j
− e−θ0h(n log n)−1/αh−1/αγ 2h
n−1∑
j=1
c j,h
n−1∑
l=n− j
UlUl+ j
:= F1,1(n)− F1,2(n). (3.26)
Proposition 3.11. Under condition (A1), we have
F1,2(n)→P 0 as n→∞. (3.27)
Proof. By the Markov inequality, for any given ε > 0, we have
P(|F1,2(n)| > ε) ≤ ε−1e−θ0h(n log n)−1/αh−1/αγ 2h E
∣∣∣∣∣n−1∑
j=1
c j,h
n−1∑
l=n− j
UlUl+ j
∣∣∣∣∣
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≤ ε−1(n log n)−1/αh−1/αγ 2h
n−1∑
j=1
c j,h
n−1∑
l=n− j
E|Ul |E|Ul+ j |
≤ Cε−1(n log n)−1/αh1/α
n−1∑
j=1
jc j,h
≤ C(θ0ε)−1(nhα−1 log n)−1/α + Cθ−20 ε−1(nh2α−1 log n)−1/α, (3.28)
which tends to zero as n→∞ under condition (A1). 
Now, we turn to consider the asymptotic behavior of F1,1(n). For convenience, we rewrite
F1,1(n) as
F1,1(n) = e−θ0h(n log n)−1/αh−1/αγ 2h
n−1∑
j=1
c j,h
n−1∑
l=0
UlUl+ j
= e−θ0h(n log n)−1/αh−1/αγ 2h
∞∑
j=1
c j,h
n−1∑
l=0
UlUl+ j
−e−θ0h(n log n)−1/αh−1/αγ 2h
∞∑
j=n
c j,h
n−1∑
l=0
UlUl+ j
:= G1(n)− G2(n). (3.29)
Proposition 3.12. Under condition (A1), we have G2(n)→ 0 in probability as n→∞.
Proof. By the Markov inequality, for given ε > 0, we have
P(|G2(n)| > ε) ≤ ε−1e−θ0h(n log n)−1/αh−1/αγ 2h
∞∑
j=n
c j,h
n−1∑
l=0
E|Ul |E|Ul+ j |
≤ Cε−1n(α−1)/α(log n)−1/αh−1/αγ 2h
e−θ0nh
1− e−θ0h , (3.30)
which tends to zero as n→∞ under condition (A1). This completes the proof. 
Proposition 3.13. Assume that (A1) is satisfied. Then, G1(n)⇒ C2/αα Y as n →∞, where Y is
a random variable with stable distribution Sα((αθ0)−1/ασ2, 0, 0).
Proof. Let Hn, j = a˜−1n
∑n−1
l=0 UlUl+ j , ∀ j ∈ N. Then, we have
G1(n) = e−θ0h(n log n)−1/αh−1/αγ 2h
∞∑
j=1
c j,h
n−1∑
l=0
UlUl+ j
= e−θ0hC2/αα a˜−1n h−1/αγ 2h
∞∑
j=1
c j,h
n−1∑
l=0
UlUl+ j
= C2/αα e−θ0hh−2/αγ 2h
∞∑
j=1
h1/αc j,h Hn, j . (3.31)
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Note that the asymptotic distribution of G1(n) is completely determined by that of∑∞
j=1 h1/αc j,h Hn, j . For fixed m ∈ N, we consider the partial sum
∑m
j=1 h1/αc j,h Hn, j . By
Lemma 3.6, we know that
(Hn,1, Hn,2, . . . , Hn,m)⇒ (Y1, Y2, . . . , Ym).
By Skorohod’s representation theorem, there exist two sequences of random variables {In, j }mj=1
and {S j }mj=1 defined on some new probability space (Ω ,F , P) such that
L(Hn,1, . . . , Hn,m) = L(In,1, . . . , In,m),
L(S1, . . . , Sm) = L(Y1, . . . , Ym),
and In, j → S j , P-a.s., j = 1, . . . ,m. (Here m can be∞.)
Claim 1:
∞∑
j=1
h1/αc j,h In, j −
∞∑
j=1
h1/αc j,h S j→P 0 as n→∞.
Proof. Note that sup j∈N(h1/αc j,h) < 1. Then, we have
P
(∣∣∣∣∣ ∞∑
j=1
h1/αc j,h(In, j − S j )
∣∣∣∣∣ > ε
)
≤ P
( ∞∑
j=1
h1/αc j,h |In, j − S j | > ε
)
≤
∞∑
j=1
P
(
h1/αc j,h |In, j − S j | > 2− jε
)
≤
∞∑
j=1
P
(
|In, j − S j | > 2− jε
)
. (3.32)
Letting n→∞, we find
lim
n→∞ P
(∣∣∣∣∣ ∞∑
j=1
h1/αc j,h(In, j − S j )
∣∣∣∣∣ > ε
)
= 0. (3.33)
So, Claim 1 is true.
Claim 2:
∞∑
j=1
h1/αc j,h S j ⇒ Y,
where Y has a stable distribution Sα((αθ0)−1/ασ2, 0, 0).
Proof. Since {S j }∞j=1 is a sequence of independent random variables with the same distribution
Sα(σ2, 0, 0), it follows that
∞∑
j=1
h1/αc j,h S j ∼ Sα
( ∞∑
j=1
e−αθ0 jhh
)1/α
σ2, 0, 0
⇒ Sα((αθ0)−1/ασ2, 0, 0).
By Theorem 25.4 of [24] and using Claims 1 and 2, we find that
∞∑
j=1
h1/αc j,h In, j ⇒ Y
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Fig. 1.
and consequently
∞∑
j=1
h1/αc j,h Hn, j ⇒ Y ′,
where Y ′ is a random variable with the same distribution as Y and Y ′ is independent of Y0. Hence,
G1(n)⇒ C2/αα Y ′. 
Finally, we are in a position to prove Theorem 3.1.
Proof of Theorem 3.1. By Lemma 3.4 and Propositions 3.8–3.13, we conclude that(
n
log n
)1/α
h1/α(θˆn − θ0) = Λn − Φ1(n)Φ2(n) ⇒
−C2/αα Y ′
C2/αα (2θ0)−1Y0
∼ 2θ0(αθ0)
−1/αY˜
Y0
, (3.34)
where Y˜ has a distribution Sα(σ2, 0, 0) independent of Y0. This completes the proof. 
4. Simulation
We have applied our estimator to the generalized Ornstein–Uhlenbeck process determined by
the following stochastic differential equation:
dX t = −θ0 X t dt + dZ t , X0 = 1 ,
where θ0 = 2 and Z t is a stable process with index α = 1.8. We simulate the process on the
interval [0, T ] with T = 200.
We plot θˆT = θˆn (where T = nh) as a function of T for h = 0.05 (Fig. 1a) and h = 0.01
(Fig. 1b).
For a comparison, the following table describes θˆ (25), . . . , θˆ (200) for different choices of h.
We see from the table that if we fix an h the estimator may not converge. But if we let both h
converge to 0 and T converge to∞, the estimator may converge (Table 1).
We see that we need to let both T go to infinity and h go to 0 to have the convergence of θˆT
to θ0.
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Table 1
Numerical values of the estimator θˆn .
h T
25 50 75 100 125 150 175 200
0.1 1.3304 1.4764 1.4409 1.4593 1.5903 1.6104 1.4234 1.3817
0.05 1.7580 1.7326 1.7333 1.7051 1.4785 1.5509 1.5431 1.4053
0.033 2.3924 2.4681 2.4417 2.2373 2.2200 2.2094 2.1755 2.2002
0.025 1.8936 1.8320 1.8429 1.8323 1.8505 1.7615 1.7981 1.8109
0.02 2.0268 2.1199 2.1277 2.1162 2.1311 2.1529 2.1794 2.1734
0.0167 2.4107 2.5096 2.5188 2.4964 2.5093 2.5160 2.5260 2.5398
0.0143 2.2751 2.2514 2.1568 2.2191 2.0080 1.9516 1.6916 1.6516
0.0125 2.1116 1.9001 1.9310 1.9313 1.9313 1.9454 1.9353 1.9282
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