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Abstract
Fatigue design of welded tubular joints implies the calculation of stress con-
centration factors at distinct weld toe locations using parametric formulas for
basic loading cases. A Python based framework for automated calculation of
hot spot stress and stress concentration factor distributions along the entire
weld is presented. Hot spot stresses are calculated based on extrapolation
of surface stresses extracted from a finite element analysis output database.
For each node of the weld toes, the extrapolation direction and location de-
pendent distances are first determined. Next the complete stress tensor in
each read-out point is extrapolated towards the weld toe. The hot spot stress
is determined as the maximum value of three critical stress values following
the guidelines of DNV.
A validation study is carried out in which the framework results are com-
pared to both experimental data and parametric equations from literature
for three different load cases: axial loading, in-plane bending and out-of-
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plane bending. The results obtained from the developed framework show
good agreement with the experimental results and capture the shape of the
stress concentration factor distribution much better than reference paramet-
ric equations. Finally, the framework is used to demonstrate the importance
of including the weld geometry in the finite element model of the tubular
joint. The results show that using a model without a weld can result in
overly conservative estimations of stress concentration factors.
Keywords: Tubular joint; Structural stress; Hot-spot stress; Finite element
method; Stress analysis
1. Introduction
The Flemish research project SafeLife focuses on lifetime assessment of dy-
namically loaded industrial structures based on load and condition monitor-
ing. Such an assessment is essential towards decision support for quantifi-
cation of lifetime extension and optimization of predictive maintenance [1].
However lifetime prediction of welded steel structures, in particular those
that are subjected to multi-axial, non-proportional and variable amplitude
loading, is known to be extremely complex [2]. Due to developments in nu-
merical modelling methods and the increasing demand for high performance
structures and components, design engineers are increasingly using finite el-
ement software for fatigue assessment of structural details. Conventional
fatigue design is based on the so-called endurance approach where the nom-
inal stress is calculated and subsequently combined with an S-N curve to
determine the fatigue life. The chosen S-N curve is based on the classifica-
tion of the weld detail as defined in standards or guidelines (e.g. Eurocode3
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[3], IIW [4]). This design method has two main disadvantages. First, dimen-
sional variations are largely ignored, except for the plate thickness which is
accounted for using safety factors. Secondly, complex geometries can often
not be classified in the detail categories defined by standards. In order to
overcome these disadvantages, the hot spot stress method was developed [5].
The hot spot stress method is used extensively in the assessment of welded
offshore structures such as jacket structures used for supporting offshore wind
turbines [6]. Offshore jacket structures are manufactured as welded connec-
tions between circular hollow sections, this is illustrated in Fig. 1. Large
stress concentrations occur at the weld toes which are quantified using a
dimensionless stress concentration factor (SCF). The SCF is defined as the
ratio of the hot spot stress in a point of the weld toe to the nominal stress
in the brace [7]. The SCFs mainly depend on the joint type (e.g. T, Y, K),
its dimensions and the loading case. Accurate knowledge of the SCFs is of
major importance in fatigue design of tubular joints. The SCFs are gener-
ally determined using parametric equations that were obtained from fitting
equations to a large data set of hot spot stress calculations of different joints
and loading conditions.
In the next section different methods for determination of the hot spot stress
are discussed after which an overview of parametric equations for SCFs is
presented and their shortcomings identified. Based on these shortcomings a
numerical framework for automated calculation of the hot spot stress and
corresponding SCF distribution along the whole weld toe line of a tubular
joint is presented. The calculation of the hot spot stresses is based on a post-
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processing of a finite element output database. The finite element model is
briefly described in section 3. In section 4 the discussion of the developed
framework is organized in three subsections. The flowchart in Fig. 2 guides
the reader through the subsections. It shows the building blocks of the
framework, its relation with the finite element model and how the output
can be used as an input for a fatigue assessment. At the end of section 3 and
each subsection of section 4, a detailed flowchart is included to give the reader
a clear and logical overview of the presented methods. The explanation of the
framework is followed by two case studies in section 5. The first case study is
intended as a validation of the framework, here SCF distributions calculated
using the developed framework are compared to numerical and experimental
data from literature. In the second case study a preliminary study on the
influence of the weld geometry on the SCF distributions is reported. Finally
in section 6 the conclusions are summarized.
2. Literature review
2.1. Hot spot stress
The hot spot stress concept dates back to the 1960s when, among others,
Peterson, Manson and Haibach showed that the fatigue strength could be
related to a local stress or strain that is measured in front of the weld toe [8].
This means that a local stress value (i.e. the hot spot stress) can be defined
such that the effect of the global weld geometry effect on the fatigue strength
is considered, whilst ignoring the notch effect caused by the weld toe. The
hot spot stress method originated as a way to assess the fatigue strength of
tubular joints by using it to determine the SCF at different distinct locations
4









Figure 1: Welded offshore jacket supporting a wind turbine and illustration of two typical







Automated hot-spot stress determination
Figure 2: Building blocks of the developed framework
around the weld toe line. The stress used to determine the SCF is referred
to as the geometric hot spot stress [3], the structural stress [9] or simply the
hot spot stress [10].
Although there is a general agreement as to how the hot spot stress is defined
near a weld discontinuity, different methods have been proposed for calcu-
lating the hot spot stress [11, 12]. There are three principal methods for
determining the hot spot stress: through-thickness stress linearization, the
structural stress method and surface stress extrapolation. In the through-
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thickness stress linearization method, the hot spot stress is calculated by lin-
earization of the stress through the wall thickness at the weld toe (Fig. 3a)
obtained from a finite element analysis. The through-thickness linearization
method is especially suitable for relatively thick geometries with a nonlinear
stress distribution in front of the weld toe. A disadvantage of the through-
thickness linearization is element size dependency of the result. To overcome
this Dong, [9, 13] introduced the mesh insensitive structural stress method,
which is based on the assumption that the stress concentration at the weld
toe can be represented by a stress state that is equivalent to and in equi-
librium with the stress state on a section at a distance δ from the weld toe
(Fig. 3b). By using balanced nodal forces and moments in the weld toe plane
within the context of displacement-based finite element analysis the hot spot
stress at the surface can be calculated. Although the method proposed by
Dong has been shown to provide accurate, mesh insensitive results for a large
number of cases [14, 15], Doerk et al. [11] showed that the mesh insensitivity
is lost for complex 3D structures. The meshing outside the stress evaluation
area strongly affects the computed stress distribution, which is attributed to
the neglect of stresses in the equilibrium equations acting at the transverse
element sides [5]. Inspired by the work of Dong, Kim et al. [16] proposed
a novel approach to determine the structural stress for welded joints mod-
elled with 3D solid elements. Their approach is based on calculation of the
traction stresses acting on cross sections of two imaginary cuts which are
parallel to the weld toe and across the base plate. Two different concepts
were introduced to calculate the equivalent traction stresses at the weld toe,
more specifically force and work equivalence. Compared to Dongs method,
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the approach of Kim et al. additionally accounts for an in-plane bending mo-
ment while retaining its mesh insensitivity, the difference between the two
approaches is illustrated in Fig. 4. Despite this modification, this method
is also not capable of accounting for multi-axial stress states since neither
the traction stress on the longitudinal surface nor the shear stresses are ac-
counted for. The last method is the surface extrapolation method. In this
method, the hot spot stress is obtained by extrapolating the surface stress
obtained at two points in front of the weld toe towards the weld toe as illus-
trated in Fig. 3c. The distance of the reference points relative to each other
and relative to the weld toe depends on the design code that is used. In gen-
eral, the location of the first reference point is defined such that it is located
where the nonlinear varying through-thickness stress distribution begins to
flatten. The second reference point is located such that the stress increase is
captured without being influenced by the global stress concentration [16].
Figure 3: (a) Through-thickness stress linearization method, (b) structural stress method,
(c) surface stress extrapolation method
The surface stress extrapolation method is the most common method for
determination of the hot spot stresses in tubular joints. This reason for this
is associated with the complex geometry and high local bending of the tubu-
lar walls [11, 17]. Furthermore, the surface stress extrapolation method can
7
         
Figure 4: Difference between the structural stress approaches of Dong [13] (a) and Kim et
al.[16] (b)
be directly related to experimental measurements with strain gauges placed
at the same distance from the weld toe as the reference points used in the
numerical models (e.g. [18]). The surface stress extrapolation is recom-
mended most common design codes and standards (e.g DNVGL-RP-C203
[19], CIDECT [20], AWS [21] and API [22]) for (offshore) tubular joints.
Despite the success of the surface stress extrapolation method, the authors
want to point out some of its shortcomings. For tubular joints, the two most
common ways of determining the hot spot stress with the surface stress ex-
trapolation method are extrapolation of the stress components perpendicular
to the weld toe or extrapolation of the maximum principal stresses. The ex-
trapolation of the stress components perpendicular to the weld toe (e.g. [7])
disregards the stress parallel to the weld toe line as well as the shear stress,
which could affect the SCF in more complex loading conditions. On the other
hand, by calculating the hot spot stress by the extrapolation of the maximal
principal stresses at the reference points (e.g [23]) possible dissimilarities of
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the orientation of the principal stresses in the extrapolation region are ne-
glected, which contradicts the basic laws of mechanics. The authors are of
the opinion that both adaptations of the surface stress extrapolation method
should be reconsidered in an effort to obtain the most accurate representation
of the stress state at the hot spot.
2.2. Determination of the stress concentration factor for tubular joints
A lot of research towards the development of parametric SCF equations for
different tubular joint geometries has been reported. These parametric equa-
tions are expressed for three principal modes of loading, i.e. axial loading,
in-plane bending (IPB) and out-of-plane bending (OPB), and are generally
a function of dimensionless parameters that describe the joint geometry and
dimensions. The parametric equations are either based on experimental re-
sults or finite element analyses. Examples of parametric equations derived
from experiments are the equations of Wordsworth and Smedley (W/S) [24],
the UEG (Underwater Engineering Group) equations and the Lloyd’s Reg-
ister (LR) equations [25]. Examples of parametric equations based on finite
element analyses are the equations of Kuang [26] that were based on thin-
shell models or the Efthymiou equations [27] that were based on thick-shell
models. Due to the high costs associated with experiments on representative
components, parametric studies using finite element models have become the
most used method for deriving SCF parametric equations.
The most widely adopted SCF parametric equations are the Efthymiou equa-
tions, originally published in 1985 for T/Y-joints and gap/overlap K joints.
They have been adopted by different design codes such as DNV [19] and
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CIDECT [20]. Similar to the other sets of parametric equations that were
mentioned in the previous paragraph, the Efthymiou equations aim to es-
timate the SCF at the saddle and crown positions (see Fig. 5), which are
assumed to be the most critical locations with respect to failure. This as-
sumption is generally true for the three principal loading modes. However,
offshore jackets are subjected to combinations of these three loading modes.
This can cause the hot spots, where cracks can initiate, to be located any-
where along the circumference of the intersection between the brace and
chord [28]. In order to obtain the SCF in complex loading conditions (i.e.
multi-axial loading) superposition of the three principal loading modes is
typically performed [19]. However, it has been shown that the use of su-
perposition can result in either an underestimation [29] or an overestimation
[30] of the hot spot stress and thus the SCF. Hellier, Connelly and Dover [31]
developed a set of equations (the so-called HCD equations) that are similar
to the Efthymiou equations but they also developed equations for both an-
gular location and magnitude of the hot spot stress on the circumference of
the intersection as they recognized the importance of an accurate knowledge
of the failure location [31]. They further complemented this with charac-
teristic formulae for the SCF distribution around the joint circumference.
The HCD equations give the characteristics of the stress distribution along
the brace/chord intersection and allow the effect of a hot spot at a point
other than the crown or saddle to be taken into account. However, they were
derived from a limited number of finite element simulations and thus may
not be able to capture the effects of all joint sufficiently accurate. Further-
more, the HCD equations that describe the SCF distributions require the
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discrete SCFs at the crown and saddle locations as input which themselves
are generally determined from other parametric equations [32]. In an effort
to overcome these deficiencies, Chang and Dover [32] performed a numerical
study for 330 different tubular Y- and T-joints resulting in a different set of
parametric SCF equations. However validation of the new equations against
experimental results of steel and acrylic joints did not show a significant
improvement over the HCD equations.
In 2009, Shao et al. [33] proposed a set of parametric equations to calculate
the SCF distributions along the weld toes of K-joints subjected to basic
loadings, based on results from extensive parametric finite element analyses.
In 2010, Lotfollahi-Yaghin and Ahmadi [34] published their work on the
effect of geometrical parameters on the SCF distribution along the weld toe
of axially loaded KT-Joints. In 2015 Ahmadi et al. [35] reported the stress
distribution around the weld toe on the chord of both an unstiffened and ring-
stiffened KT-joint based on strain gauge measurements and finite element
simulations. They implemented a macro in the ANSYS parametric design
language to calculate the hot spot stress based on the extrapolation of the
stress perpendicular to the weld. For the surface extrapolation, read-out
points located at a distance equal to 0.4 and 1.4 times the chord thickness
from the weld toe were used regardless of the location of the hot spot.
Contrary to the parametric finite element studies performed in the 1990s and
early 2000s that used shell elements, more recent studies such as the ones
performed by Shao et al. [33] and Ahmadi et al. [35], made use of three
dimensional meshing elements. Although recommendations for using solid
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elements and an explicitly modelled weld geometry to account for the local
stiffness increase had already been formulated in the 1990s (e.g. [36]), the
use of these elements for complete joint models in parametric studies was
computationally not feasible back then. The increase of computing power in
the last two decades has made parametric studies with 3D solid elements pos-
sible. The use hereof, combined with an explicitly modelled weld geometry
produces significantly more accurate results than the use of shell elements
[23]. Nonetheless, the SCF equations in the current design codes are still
those derived from parametric studies using shell models. The same is true
for SACS (Structural Analysis Computer System), which is one of the lead-
ing design software packages in the field of offshore engineering. The SCFs
in SACS are a based on the Efthymiou equations. Other software packages
that can be used for determination of the SCFs based on the hot spot stresses
are FeSafe and nCode. Whilst both have implemented the surface stress ex-
trapolation method, they are not optimized for the evaluation of tubular
joints. An example is the DNV code which requires the hot spot stress to be
determined as a maximum of three reference stresses. Furthermore, they re-
quire substantial user-input which can be detrimental in an industrial design
context.
The framework (reported in section 4) was developed to be as robust as
possible whilst requiring minimal (user) input. Its purpose is twofold. First,
being fully automated means it lends itself to extensive parametric studies on
the SCF distribution around the weld toe. Secondly, it is a powerful tool for
designers to identify the fatigue critical locations in complex loaded joints.
The algorithm takes into account the location of the weld toe with respect to
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the chord and brace to determine the correct locations of reference points for
surface stress extrapolation. It also considers the complete three-dimensional
stress state at the weld toe, allowing for a more accurate calculation of the
hot spot stress and thus of the SCFs. DNV-GL-RP203 [19] will be used as
reference for the rest of this paper.
3. Finite element model
The first step is the development of a finite element model from which the
output database is used as input for the developed framework. A static,
linear elastic analysis needs to be performed using FEA to calculate the
stresses for a certain load case. The most reliable results are obtained by
including the weld geometry in the model, since the stiffening effect of the
weld seam on chord wall bending is taken into account [37]. Including the
weld in the geometry implies the use of three-dimensional meshing elements
[19]. To obtain the most accurate results, quadratic 20 node brick elements
with reduced integration and a size smaller than 0.5t should be used, where
t is the local thickness. This recommendation is based on a comprehensive
mesh sensitivity study of Kim et al. [16]. They used five different element
types; an 8-node brick element with full and reduced integration, an 8-node
brick element with an incompatible mode shape function and a 20-node brick
element with a full and reduced integration. For all element types, four
different mesh sizes (0.1t/0.25t/0.5t/1.0t) were used to model the area of
the hot spot. The hot spot stress was obtained from linear extrapolation of
surface stresses at 0.5t and 1.5t from the weld toe, for five different structural
geometries. For the surface stress extrapolation method they concluded that
13
























Figure 5: Read out points of stresses for derivation of the hot spot stresses in tubular
joints as defined by DNV-GL-RP203 [19].
the quadratic element with reduced integration and a size smaller than 0.5t
is recommended. An error less than 5% for both surface and edge hot spots
was observed with respect to their convergence value. Their results are in
line with the recommendations of DNV and IIW. Furthermore it has been
shown that the use of solid brick elements produces more accurate results
and a more detailed stress distribution near the intersection in comparison
with shell elements [33, 35].
At both chord ends all degrees of freedom are fixed by applying the bound-
ary conditions to a local reference point that is connected with a kinematic
coupling to the free surface. The kinematic coupling constraints the nodes
on the free surface to the rigid body motion of the reference point. The loads
at the end of the brace are applied in a similar manner, but a distributed
coupling is used to couple the reference point to the free surface at the brace
end. The distributed coupling constrains the motion of the nodes on the
14
         
free surface to the translation and rotation of the reference point. This con-
straint is enforced in an average sense and in a way that enables control of
the transmission of loads.
After meshing, a separate node set has to be defined for each brace and
weld as well as for the chord of the tubular joint. These sets contain the
nodes that lie on the surface of each feature. The nodes at the weld toe
should be included in both the node set of the weld face as well as in the
node set of the welded member. A local cylindrical coordinate system (r, θ,
z) is assigned to each circular hollow section (CHS). By default, the stress
components are associated with the global coordinate system (x, y, z). By
transforming the stress components in each CHS from the global coordinate
system (x, y, z) to its local cylindrical coordinate system (r, θ, z), only three
in-plane stress components (σzz, σθθ, and σzθ) need to be extracted. Both
the local cylindrical coordinate system and the global orthogonal coordinate
system are illustrated in Fig. 5. For each node set that corresponds to a
CHS, the nodal coordinates in the global coordinate system (x, y, z) as
well as the nodal stress components σzz, σθθ, and σzθ associated with the
local (r, θ, z) coordinate system of the CHS to which the node belongs are
written to an ASCII file. For node sets corresponding to a weld, only the
nodal coordinates need to be written to an ASCII file since the stresses in
the weld are not used for the calculation of the hot spot stress calculation.
The use of the ASCII format ensures that the developed framework can be
used with different FEA packages. In other words, the developed framework
works completely independent from the software that is used to perform the
static analysis. The steps that are needed to generate the correct output
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ASCII files are illustrated in flowchart Fig. 6. The generated ASCII files are
used as the only input for the developed framework discussed in section 4.
4. Building blocks of the framework for automated hot spot stress
calculation
4.1. Determination of the extrapolation directions
Since the input of the framework is merely a set of ASCII files containing the
coordinates of the nodes in each user-defined node set, no actual geometrical
parameters of the tubular joint are known. For each member of the tubular
joint, the equation of its surface in the global coordinate system of the finite
element model is determined. The sets of the circular hollow sections are
three dimensional point clouds for which it is known that each point lies on
the surface of a cylindrical surface. Therefore the node set surface can be
described with a parametric equation. To determine the equation of each
cylindrical surface, a least-squares minimization algorithm for fitting a cylin-
der to a set of points in a three-dimensional space can be used. Here the
least-squares fitting algorithm as described in [38] is used. This algorithm is
based on the assumption that the underlying data is modelled by a cylinder
and that any possible errors have caused the data points not to be exactly
on the cylinder. Since the surface nodes originate from a tubular joint mesh,
this assumption will always be valid. The implemented fitting algorithm
works for any arbitrary orientation of the global coordinate system, making
it robust and thus ideal for this application. The use of such a robust fitting
algorithm makes sure no requirements need to be specified with respect to
the orientation of the global coordinate system in the FE modelling stage of
16
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Figure 6: Flowchart of the steps needed to create the input for the developed framework
based on finite element analysis.
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the tubular joint since no assumptions about the orientation of the cylinder
center axis are needed for the fitting algorithm to converge.
Before the coordinates of the read-out points for the stress extrapolation can
be determined, a local coordinate system needs to be defined in each node
on the considered weld toe line. This is illustrated in Fig. 7. The nodes
that lie on the weld toe lines are determined by calculating the intersection
between the node sets of the weld face and the node sets of the associated
CHS. The local coordinate system in each node is defined by a set of three
unit vectors (n̂, t̂, b̂). This set of unit vectors consists of the vector normal
to the surface of the welded tubular joint member (n̂), the vector tangent to
the weld toe (̂t) and the binormal vector (b̂), which is orthogonal to both n̂
and t̂ as defined in Eq. (1).
b̂ = n̂× t̂ (1)
First the normal vector n will be determined for all nodes on the weld toe.
Hereto, the nodes of the considered weld toe are projected perpendicular
on the center axis of the cylinder surface to which the considered weld toe
belongs. Fig. 8a illustrates this projection for a weld toe on the chord
surface. The equation of the center axis is known from the least-squares
fitting of the cylinder. The normal unit vector n̂ for a node on the weld
toe can be be computed based on the normalized vector defined by the node
and its corresponding projection on the cylinder center axis. This can be
expressed as follows. Assume that matrix P contains all nodal coordinates
of the nodes on the considered weld toe; then P can be expressed as
18
         
Figure 7: Local coordinate system at each weld toe node used to define the surface ex-
trapolation direction. (n̂ = normal to tubular surface, t̂ = weld direction, b̂ = binormal).
Figure 8: Determination of the normal vectors to the chord surface on the weld toe line,
illustrated for a T-joint configuration.
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P =
[
P1 P2 . . . Pn
]
with Pi ∈ R3 (2)
Consider the unit vector ĉ that coincides with the center axis of the consid-
ered CHS. The projection Q of the points in P can be calculated as
[
















with Qi ∈ R3
(3)
Eq. (3) can be more conveniently expressed as
Q = ĉ ĉTP (4)
whereQ contains the coordinates of the projected nodes that lie on the center
axis of the considered CHS and ĉĉT represents the projection matrix. Sub-
tracting Q from P , seen in Eq. (5), results in a matrix of which each element




n1 n2 . . . nn
]
with ni ∈ R3 (5)
Normalizing each normal vector then results in the matrixN , which contains
the normal unit vectors for the considered weld toe line.
N =
[
n̂1 n̂2 . . . n̂n
]
(6)
Fig. 8b illustrates the obtained normal vectors in N for a weld toe line on
the chord surface. Next the tangent vector is determined. The unit tangent
vector t̂ can be approximated by the relative position of the nodes at either
20
         
side of the considered node. Consider a node Pj that lies on the considered
weld toe, the two closest neighbouring nodes Pi and Pk which also lie on the
same weld toe are determined. Pi and Pk must lie on either side of Pj, thus





When the normal vector and tangent vector in each node are determined,
the binormal vector in each weld node can be computed using Eq. (1). The
binormal vector serves as the basis for the determination of the coordinates of
the read-out points (section 4.2) as it is parallel to the extrapolation direction.
The flowchart in 9 summarizes the determination of the local coordinate
systems in each weld toe node.
4.2. Determination of the read-out points
The direction of the binormal vector is not guaranteed to be the same as the
required extrapolation direction. In order to determine the correct extrapo-
lation direction for all weld toe nodes, a two step process is introduced. In
the first step a distinction is made between nodes that lie on the surface of
a brace and nodes that lie on the surface of the chord. For weld toe nodes
on the chord, the correct extrapolation direction can be determined from the
first step alone, the second step is therefore only applied to nodes that lie on
a brace.
First a new unit vector, the surface vector ŝ, is introduced. This is a normal-
ized vector that initially coincides with the binormal vector. In the first step
of the previously mentioned two step process the orientation of the surface
21
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Figure 9: Determination of the local coordinate systems (CSYS) in each weld toe node.
The local CSYS defines the surface extrapolation direction and is used for the future stress
transformations.
vector in each node is compared to the orientation of a ’test vector’ a. The
vector a is defined as the vector between the node and the center coordi-
nate of all nodes on the weld toe, as is illustrated in Fig. 10. If the matrix
P ∈ R3×n contains the coordinates of all nodes that lie on the considered
weld toe, then the center coordinate of the nodes on the weld toe is calculated
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where T is the center coordinate. The test vector a for each node on the
considered weld toe line can then be calculated in a matrix form as
[








P1 P2 . . . Pn
]
with ai ∈ R3
(9)
where each element ai represents a test vector. Next, for each weld node in
P the dot product a · s is computed. If the dot product is positive, meaning
the angle between the surface vector and the test vector is lower than 90◦,
the sense of the surface vector is reversed. Fig. 10a schematically shows the
result for nodes that lie on a brace while Fig. 10b shows the orientation of
the surface vectors before and after step 1 for nodes that lie on the chord.
Now consider S, which contains all surface vectors of the considered weld
toe node set as defined in Eq. (10).
S =
[
s1 s2 . . . sn
]
with si ∈ R3 (10)
The distinction between weld nodes that lie on a brace and weld nodes that
lie on the chord can be made using the following equation:
23
         
Figure 10: Illustration of the use of the test vector method to determine the correct surface







0 , |s1 · si| = 1
|s1 · si| , otherwise
(11)
If Eq. (11) is equal to zero, all surface vectors of the corresponding nodes
in the considered node set are parallel and thus the nodes lie on a brace
(Fig. 10a). If on the other hand Eq. (11) does not equal zero, the situation
corresponds to Fig. 10b, meaning the nodes lie on the chord. The surface
vectors of the weld nodes that lie on the chord are correctly oriented, since
for each node of the weld toe the corresponding surface vector coincides
with the extrapolation direction for the determination of the read-out points.
However, for weld nodes that lie on a brace this is not necessarily the case. To
ensure that the surface vectors of the weld toe nodes that lie on a brace also
coincide with the extrapolation direction, a second step is now introduced.
Consider matrix A ∈ R3×m that contains only the nodes that lie on the
surface of the considered brace and P that contains the nodes that lie on the
considered weld toe. Using Eq. (12), a set of coordinates is determined that
are used to check if the surface vector has the correct orientation or whether
24
         
it has to be reversed.
B = P + xS with B ∈ R3×m (12)
The matrix B contains a set of points at an arbitrary distance x from the
associated weld nodes in the direction of their respective surface vectors; x
should be chosen such that it is larger than the average mesh size in the
extrapolation zone. For each point in B the distance to the closest node in
A is computed. If the computed distance is larger than the mesh size of the
extrapolation zone, the point does not lie on the surface of the brace and
thus the orientation of the surface vector has to be reversed. This procedure
is illustrated in Fig. 11 where only the mesh of the brace is shown, since only
the nodes that lie on the surface of the brace are considered in this step (i.e.
the nodes in A).
For weld nodes that lie on a brace, the coordinates of the read-out points
at an arbitrary distance x from the weld node can now be determined using
Eq. (13).
R = A+ xS with R ∈ R3×m (13)
DNV-GL-RP203 recommends two read-out points for the extrapolation of
the stress components along the brace surface normal to the weld toe (i.e.
along the surface vector) as can be seen in Fig. 5. The extrapolation distances
recommended by DNV-GL-RP203 are reported in Table 1.
The determination of the coordinates of the read-out points that lie on the
chord is less straight-forward. The DNV recommended practice distinguishes
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Table 1: Read-out point locations recommended by DNV-GL-RP203 [19]
Brace Chord (crown) Chord (saddle)
a = 0.2
√
rt a = 0.2
√





rt b = 0.4
4
√
rtRT b = πR
36
Brace
Chord Have to be reversed
Figure 11: Determination of the sur-
face vector direction for weld nodes on
a brace. Only the nodes on the surface
of the brace are considered.
Brace
Chord
Figure 12: Surface vectors at the brace
and chord weld toe nodes after applica-
tion of both surface vector orientation
checks.
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two characteristic locations for the determination of the hot spot stress, the
crown and saddle positions (see Fig. 5). For each of these locations the second
extrapolation point lies at a different distance from the weld toe. For the
weld node at the crown, the read-out points follow immediately from Eq. (13)
since the surface vector is both perpendicular to the weld and coincident with
the cylinder surface. For all other nodes that lie on the same weld toe, the
surface vector is tangential to the surface of the chord, thus using Eq. (13)
for any node other than the node at the crown position results in a read-
out point that is positioned at an offset from the surface of the chord, as is
illustrated in Fig. 13.
As mentioned in the introduction, the hot spot stresses are generally only
computed for a few critical locations on the circumference of the weld toe.
Since DNVGL-RP-203 does not provide recommendations with respect to
the location of the read out points for nodes that do not lie on these critical
locations, the following is proposed. For each considered weld node the angle
α between its surface vector and the center axis of the chord is computed.
Based on the computed angle the extrapolation distance is then determined
as illustrated in Fig. 13. For the nodes in the grey zone (’saddle region’),
the extrapolation distance for the saddle is used, in the other zone (’crown
region’) the distance formula of the crown is used.
Fig. 14 illustrates how the correct read-out points are determined for a weld
node in case Eq. (13) results in read-out points that are offset from the
surface. First the points A and B are computed, which lie along the surface
vector s using Eq. (13). Here x respectively equals to |OA| and |OB|. A and
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Figure 13: Determination of the extrapolation regions based on the angle between the
surface vector and the center axis of the chord.
B are then projected perpendicularly on the chord surface. In order for the
positions of a and b to correspond to the values recommended by DNV-GL-
RP203, |OA| and |OB| have to be calculated using equations Eq. (14) and
Eq. (15) for nodes that lie in the region of the saddle. For nodes that lie
in the region of the crown, the equations as proposed by DNV-GL-RP203,
tabulated in Table 1 can be used. 15 summarizes how the locations of the
read-out points are determined as discussed in this subsection.















4.3. Calculation of the hot spot stresses
Once the coordinates of the read-out points have been determined, the stresses
at the hot spot can be calculated. First the stress components σθθ, σzz, and
σzθ need to be extracted at the read-out points associated with the hot spot.
For read-out points that coincide with a node from the mesh of the considered
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Figure 14: Determination of the extrapolation distance for nodes on the weld toe of the
chord that do not lie at the crown, illustrated for a node at the saddle point.





0 , |s1 · si| = 1
|s1 · si| , otherwise
Weld toe on brace Weld toe on chord
Calculate the angle between

























f(S) = 0 f(S) 6= 0
|α| ≤ 45◦ ∨ |α| ≥ 135◦ 45◦ < |α| < 135◦
Finite element model







Figure 15: Determination of the read-out points based on the extrapolation vector and
the geometric parameters of the tubular joint.
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CHS, the stress components in that node are extracted. If the read-out point
does not coincide with an existing node, the stress components of the two
closest neighbouring nodes along the extrapolation direction are extracted
and averaged. If the mesh is irregular in the extrapolation region, the choice
can be made to select the three closest neighbouring nodes to achieve a more
accurate averaged stress. Ideally the mesh of the finite element model should
be designed such that the read-out points coincide with the nodes of the
mesh. The individual stress components are now extrapolated parallel to
the surface vector, towards the hot spot. This is illustrated in Fig. 16. The
framework can be used to evaluate different approaches for hot spot stress
calculation since the stresses that are extrapolated to the hot spot (principal
stresses, perpendicular stress, stress tensor) and the corresponding effective
hot spot stress calculation can be easily adapted.
Following the recommended practice of DNV, an effective hot spot stress
range ∆σHS (in [19] denoted to as ∆σeff ) has to be calculated for fatigue












Here ∆σ1 and ∆σ2 are the in-plane principal stress ranges at the hot spot,
∆σ⊥ is the range of the normal stress perpendicular to the weld toe and ∆τ‖
is the shear stress range. The first term of Eq. (16) is there to account for
the situation where fatigue cracking occurs along the weld toe. When fatigue
cracking occurs more perpendicular to the weld, one of the in-plane principal
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stresses will be maximal [19]. The different stress components for an element
in front of the weld toe are are illustrated in Fig. 17. The principal stress



















+ 4∆τ 2// (18)
where ∆σ‖ is the normal stress range parallel to the weld toe. Fig. 16 shows
that the stress components at the hot spot that are oriented along the local
(r, θ, z) coordinate system, do not coincide with the directions perpendicular
and parallel to the weld for nodes that are not located at the saddle or crown
locations. Although the principal stresses can be calculated using the known
(r, θ, z) stress components, the first term in Eq. (16) cannot. Since ∆τ‖ and
∆σ⊥ coincide with the local (n, t, s) coordinate system in each weld node,
they can be calculated by transforming the (r, θ, z) stress components to

















sin(2φ) + τzθcos(2φ) (21)
here φ is the angle between the surface vector s and the θ axis of the (r, θ, z)
coordinate system (see Fig. 17). Once the hot spot stress in each weld node
is known, the SCF distribution can be obtained by dividing σHS in each node
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by σnom. The steps presented in this section are illustrated in the flowchart
Fig. 18.
5. Case studies
5.1. Validation for a uni-planar T-type joint
To validate the developed framework, a finite element model of a uni-planar
tubular T-joint was constructed. Three principal load cases were simulated;
namely axial loading, in-plane bending and out-of-plane bending. The exper-
imental study of Yeoh et al. [29] and the subsequent numerical study of Soh
[18] were used as a reference for the geometry as this allows for a comparison
of results. Fig. 19 shows the configuration and dimensions of the model with
the corresponding dimensionless geometrical parameters. The finite element
simulation is purely linear elastic, the material parameters used for the steel
grade are E = 210GPa and ν = 0.3.
All models were developed in the FEA software Abaqus/CAE 2019. Based
on the results of the mesh sensitivity study of Kim et al. [16] discussed in
section 3 and the recommendations of DNV, quadratic brick elements with
a reduced integration scheme (C3D20R) were selected. The mesh size in the
surface stress extrapolation zone was chosen as 0.25t in order to achieve a
good mesh quality without distorted elements. To reduce the computation
time, the mesh density was decreased further away from the region of interest,
four elements where used throughout the thickness of the complete model.
The mesh is illustrated in Fig. 20. For the validation, the weld geometry
was not explicitly modelled as this was also the case in the numerical model
of Soh [18] and information on the weld geometry of the tubular joint that
32





Figure 16: Extrapolation of (r, θ, z)
stress components to the hot spot using
the surface vector s, illustrated for an ar-
bitrary location between the saddle and




Figure 17: The relevant stress compo-
nents for an element in front of the weld
toe. The angle φ is used to transform
the stress components in the cylindrical
CSYS to the local (n, t, s) CSYS.
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Extrapolation of stress
components to the hot-spot
Extract [σθθ, σzz, σzθ] stress




Calculate angle θ between σθθ and s
Transform (r, θ, z) stresses to
local (n, t, s) coordinate system
Calculate principal stresses σ1, σ2
Calculate effective hot-spot stress σeff
Finite element model







Figure 18: Calculation of the effective hot spot stress from the extrapolated stress com-
ponents at the weld toe nodes based on the DNV recommended practice.
was used in the experimental study has not been reported in either of the
references [29, 18]. Loads and boundary conditions were applied as described
in section 3. For the axial load case a reference load of 1 kN was used, for
the IPB and OPB load cases a reference load of 1 kNm was used.
The SCF is calculated as the ratio of the local surface stress at the brace-
to-chord intersection (i.e. the hot spot stress) to the nominal stress in the
brace. In case of axial loading the nominal stress σn,ax is equal to the applied
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Figure 19: Model dimensions (in mm) Figure 20: Global view of the mesh





d2 − (d− 2t)2
] (22)





d4 − (d− 2t)4
] (23)
Fig. 22 shows comparisons between the results obtained using the framework
described in section 4, the experimental results reported by Soh [29] and the
parametric equations of Hellier [31] that describe the SCF distribution along
the circumference of the intersection. For each principal loading case the SCF
distributions at the weld toe on the brace and at the weld toe on the chord
are shown. For this comparison the weld geometry was not explicitly taken
into account as shown in Fig. 20. The SCF distributions were calculated
based on extrapolation from both the chord and brace surface with respect
to the intersection between of the brace the chord.
The results obtained using the developed framework show a better agreement
with the experimental results of Soh [29] compared to the the equations of
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Hellier [31]. In Fig. 22b significant discrepancies can be seen between the
experimental results (especially at the chord crown) and both the present
work and the equations of Hellier. The presented framework however is able
to capture the high stress concentrations that occur at the saddle on the
chord during axial load (Fig. 22b), which would be the most damaging for
the load case, whilst the equations of Hellier do not. Discrepancies between
the experimental results of Soh [29] and the present results are to be expected.
Soh does not report the exact locations of the strain gauges with respect to
the weld toe in his original work. There is also no report made of the weld
geometry or weld quality that was used to connect the brace and chord in the
experimental set-up. Soh also reports several inaccurate measurements, for
example on Fig. 22a at 45 deg and 180 deg. Disregarding the outliers of the
experimental data and taking uncertainties due to a lack of knowledge about
the experimental conditions into account, the results presented in Fig. 22
show a good agreement with the experimental results. Fig. 22a, 22c, 22e
and 22f show that the current algorithm is able to capture the shape of the
SCF distributions originating from the experimental measurements results
very well.
5.2. Influence of including the weld geometry on the SCF calculations
The model presented in the previous section was also extended with a weld
geometry to gain insight into the importance of including the actual weld
geometry in the finite element model. The weld dimensions used were de-
termined based on the recommendations of standard AWS D1.1/D1.1M:2015
[21] for complete joint penetration (CJP) weld configuration. The AWS stan-
dard specifies how the dimensions of the weld vary around the brace-to-chord
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intersection as a function of the local dihedral angle Ψ. The angle Ψ is defined
as the angle between the chord and brace surface measured at the location
of interest around intersection between chord and brace.
The calculated SCF distribution along the weld toe along the weld toe lines
are shown in Fig. 21 for the three basic loading cases. Overall the influence
of the weld geometry on the SCF distribution seems rather limited for the
chosen joint. The most significant influence can be observed in the case of
IPB (Fig. 21c and 21d) where the highest SCF occurs at the crown. The
addition of the weld geometry to the finite element model results in a 10.2%
decrease of the maximal SCF at the weld toe on the chord for IPB. Although
the overall influence observed in this case study is limited, other researchers
report larger discrepancies [23, 39]. For example, Lozano-Minguez et al. [23]
studied the effects of the weld geometry on the SCFs at the crown and saddle
points for a T-joint and reported a difference of 61.1% for axial loading,
64.3% for IPB and 56.5% for OPB. The reason that smaller SCF differences
are found in this study can be explained by the large d/D ratio of the model
used in this study (d/D =0.8) compared to that of the model used in the
study of Lozana-Minguez et al. (d/D =0.5). The large value of the d/D
ratio means that the geometrical difference between a tubular joint model
without weld and with weld is limited; in other words, only a limited amount
of weld material is added. The joint geometry studied by Lozano-Minguez
et al. requires a larger weld volume, this results in a larger increase of the
local wall thickness and thus of the local stiffness.
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6. Conclusion
A numerical framework that allows for automated calculation of the hot spot
stress and SCF distribution along the brace-to-chord intersection weld of a
tubular joint was presented. It was developed to be fully independent of
the finite element package that is used to perform the linear elastic stress
analysis from which the results are used as an input. The developed frame-
work consists of three main building blocks. First a local coordinate system
(determined by vectors normal to the brace or chord, tangential to the weld
and binormal) has to be defined in each weld toe node. The coordinate sys-
tem is used in the second step to find the location of the read-out points
and the extrapolation direction of the associated weld toe node. When the
read-out points associated with each weld toe node are known, the individual
stress components at the read-out points are extrapolated towards the hot
spot. The hot spot stress is then calculated in each weld toe node based on
the complete stress tensor, thus taking into account the in-plane normal and
shear stresses. The SCF distribution is finally calculated as the ratio of the
hot spot stresses σHS to the nominal stress σnom in the brace.
The hot spot stress approach is often applied by extrapolation of the maxi-
mum principal stress values at the read-out points. But for complex loading
conditions the orientations of the principal stress vectors at both read-out
points are not guaranteed to coincide. Therefore in the presented framework
the complete stress tensor is extrapolated to the hot spot. By calculating
the hot spot stress from the individually extrapolated in-plane stress compo-
nents a more accurate and physically sound representation is obtained. This
38
         
makes the presented method a powerful tool for assessment of tubular joints
subjected to multi-axial loads.
In order to validate the developed framework, SCF distributions along the
weld toe lines of a T-joint were calculated for three basic load cases (axial
loading, in-plane bending, out-of-plane bending). Results from the proposed
framework were compared to experimental data and equations reported in
literature. The results presented in this paper show that the developed frame-
work is capable of accurately capturing the SCF distribution. Finally, a
preliminary case study showed that including the weld geometry in the ge-
ometrical model can have a significant effect on the SCF distribution and
therefore also on the fatigue life. The framework discussed in this paper can
be integrated in a more comprehensive fatigue design framework [40], allow-
ing for detailed studies of the effects of weld geometries and complex loading
cases on fatigue life of offshore tubular joints.
7. Acknowledgements
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Figure 21: Stress concentration factor (SCF) distribution at the chord/brace intersection
for a T-joint FEA model with and without weld geometry subjected to an axial load (a,
b), in-plane bending (IPB) (c, d) and out-of-plane bending (OPB) (e, f)
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Figure 22: Stress concentration factor (SCF) distributions at the chord/brace intersection
determined using the presented framework are compared to the HCD equation and the
experimental results reported by Soh et al. for a T-joint subjected to an axial load (a, b),
in-plane bending (IPB) (c, d) and out-of-plane bending (OPB) (e, f)
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