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Large systems of linear equations arise frequently as building blocks in many areas of scientific
computing. Often, these linear systems are somehow structured or sparse, i.e., only a small
number of the entries of the coefficient matrix are nonzero. In this note, numerical techniques
for the solution of such linear systems are surveyed starting with a description of direct methods.
When direct methods lead to excessive fill-in or when the coefficient matrix is not explicitly
available, iterative methods enter the picture. These methods involve the coefficient matrix
solely in the form of matrix-vector multiplications eliminating the problems of direct methods.
After a summary of classical iterative methods based on relaxation of coordinates, the focus
is on modern iterative methods making use of projection techniques. In particular, Krylov
subspace methods are explained with an emphasis on their underlying structure rather than on
their implementation details. Additional topics that are indispensable in the context of parallel
computing such as reducing synchronization overhead and graph partitioning are also covered.
1 An Algorithmic Shift in Large-Scale Computations
Why would you want more than Gaussian elimination for the solution of systems of linear
equations? The answer is that, sometimes, you have to use different techniques – simply
to get a solution. In situations where the coefficient matrix is large and sparse, Gaus-
sian elimination is often not applicable because of its excessive storage requirements. Of
course, what is considered to be “large” varies with time. The meaning of “sparse” is some-
what vague too. A common definition is due to Wilkinson who called a matrix “sparse”
whenever it is possible to take advantage of the number and location of its nonzero entries.
In this survey, we assume that “sparse” means the usage of an appropriate storage scheme
such that, given an N ×N matrix A and some N -dimensional vector x, then the number
of arithmetic operations needed to compute the matrix-vector multiplication Ax is small,
say N or N log N , compared to the N 2 operations of the conventional matrix-vector multi-
plication. Note that there are dense, but somehow structured matrices, for instance Toeplitz
matrices, for which a matrix-vector multiplication can be carried out in N log N time or
even better.
Under the assumption of being capable of efficiently computing a matrix-vector multi-
plication, we will survey numerical techniques for the solution of systems of linear equa-
tions
Ax = b, (1)
where the coefficient matrix A is nonsingular. We will concentrate on nonsymmetric ma-
trices and refer the reader to the book by Fischer1 for the symmetric case where, among
others, the well-known conjugate gradient (CG) method for symmetric positive definite
systems is described.
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In Sec. 2, we will show the reason why, in large-scale computations, there is a shift from
direct methods whose most prominent representative is Gaussian elimination to iterative
methods. The discussion of iterative methods begins with classical techniques summarized
in Sec. 3. We will then lead over to the general framework of projection methods to start
the survey of modern iterations in Sec. 4. Krylov subspace methods described in Sec. 5
fall under the class of projection methods. These methods are commonly considered to
be among the most powerful iterative methods when combined with preconditioning tech-
niques briefly mentioned in Sec. 6. On parallel computers, a number of additional issues
are raised including the reduction of synchronization cost, explained in Sec. 7, and graph
partitioning to efficiently compute a matrix-vector multiplication outlined in Sec. 8.
2 Difculties with Direct Methods
Direct methods constitute one of the two classes of techniques for the solution of linear
systems of type (1). In these methods, the exact solution x∗ = A−1b is obtained after
an a priori known, definite number of successive transformations. The storage for the
coefficient matrix is usually overwritten during the course of the process by explicitly
manipulating rows and columns of the matrix. Prominent examples of direct methods
for nonsymmetric and symmetric positive definite systems are Gaussian elimination and
Cholesky factorization, respectively.
2.1 Gaussian Elimination
Gaussian elimination is a typical direct approach for non-Hermitian linear systems. In the
first phase of solving linear systems by Gaussian elimination, a decomposition or factor-
ization of the form
A = PLU (2)
where P is an N ×N permutation matrix is computed. Furthermore, the factor
L =


1
∗ 1
...
. . . . . .
∗ . . . ∗ 1


is a Lower triangular N ×N matrix with unit diagonal entries and the factor
U =


∗ . . . . . . ∗
∗
...
. . .
...
∗


is an Upper triangular matrix of the same size.
In the second phase of solving a linear system by means of Gaussian elimination, the
original problem (1) is reformulated in terms of the factors L and U by using (2). Since
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permutation matrices are orthogonal, i.e., they satisfy P−1 = P T , the result of the refor-
mulation is given by the two linear systems
Ly = P T b and Ux = y.
This reformulation, at first, appears unreasonable because a single linear system is replaced
by two linear systems of the same size. The key idea behind the approach is that the two
resulting systems are “extremely easy” to solve due to their tridiagonal structure.
Time complexity of Gaussian elimination is given by 2N 3/3 + Θ(N2) arithmetic op-
erations. The computational dominant part of Gaussian elimination is the computation of
the factorization (2); that is, the computation of L and U . Gaussian elimination can be im-
plemented in-place meaning that the entries of A are overwritten by the entries of L and U
during the course of the process. Thus, the storage requirement of Gaussian elimination is
N2 + Θ(N).
2.2 Cholesky Factorization
For Hermitian positive definite systems, the Gaussian elimination simplifies to a method
known as Cholesky factorization. In the first phase of a Cholesky factorization, a decom-
position
A = LLH (3)
is computed where, as before, L is a Lower triangular matrix
L =


∗
... ∗
...
. . .
∗ . . . . . . ∗


but now with general, real diagonal entries lii > 0. When there is ambiguity, the so-called
Cholesky triangle is indexed by the matrix to be decomposed; that is, the symbol LA is
used to denote the Cholesky triangle of a matrix A satisfying (3).
In the second phase of a Cholesky factorization, the original problem (1) is solved in
terms of the Cholesky triangle:
Ly = b and LHx = y.
As in Gaussian elimination, the dominant part of the Cholesky factorization is the
computation of the decomposition (3); that is, the computation of the Cholesky triangle L.
The overall time complexity is N 3/3 + Θ(N2) arithmetic operations. It is possible to
arrange the Cholesky factorization so that L overwrites the lower triangle of A. Thus, the
storage requirement of the Cholesky factorization is N 2/2+Θ(N). Note that, compared to
Gaussian elimination for general matrices, the factorization for Hermitian positive definite
matrices needs approximately half as much operations as well as half of the storage.
523
2.3 Additional Remarks
The situation in Gaussian elimination and Cholesky factorization is rather typical for direct
methods in the following sense:
• Direct methods commonly proceed in two phases. During the first, computationally
intensive phase, a decomposition of the coefficient matrix into factors is computed, ei-
ther implicitly or explicitly. In the second phase, the original problem is reformulated
and finally solved in terms of these factors.
• The number of arithmetic operations and the storage requirement of direct methods
is often cubic and square, respectively, in the order of the coefficient matrix. Both
properties are likely to be unacceptable in large-scale computations where the order
of the matrix is rapidly increasing with time.
The discussion given in the preceding two subsections presents the direct solution of
systems of linear equations in terms of matrices. The traditional implementations on a
scalar level vary significantly and their performance on today’s computers with deep mem-
ory hierarchies differ dramatically. Certain reorganizations of the algorithms in terms of
matrix-vector and matrix-matrix operations rather than on scalar operations are known to
substantially increase the performance as discussed by Dongarra et al.2. Rather than con-
centrating on these techniques of tuning performance, the focus here is on two serious and
inherent weaknesses of direct methods when applied to large and sparse—as opposed to
small and dense—systems.
2.4 The Problem of Fill-in
The following well-known example lucidly explains the difficulties of direct methods in the
context of sparsity. Suppose that the task is to solve a symmetric positive definite system
of order N with a sparse coefficient matrix
A =


∗ ∗ ∗ ∗ ∗ ··· ∗ ∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗...
. . .
∗ ∗
∗ ∗
∗ ∗

 (4)
whose sparsity pattern is given in the form of an arrow. Since A is symmetric a sparse
storage scheme needs only to store 2N − 1 nonzero elements of A for its complete repre-
sentation. The corresponding Cholesky triangle is given by
LA =


∗
∗ ∗
∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗...
...
...
. . . . . . . . .
∗ ∗ ∗ ∗ ∗ ··· ∗
∗ ∗ ∗ ∗ ∗ ··· ∗ ∗
∗ ∗ ∗ ∗ ∗ ··· ∗ ∗ ∗

 (5)
and consists of Θ(N2) nonzero entries. By comparing the sparsity of the lower triangular
part of A and LA, we find that LA has a lot more nonzero entries than A. The phenomenon
of turning a zero element of a sparse matrix into a nonzero element during a factorization is
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called fill-in. This kind of behavior is by no means restricted to the Cholesky factorization
but applies to different factorization schemes as well. Fill-in is a general phenomenon of
direct methods and may lead to severe storage problems in the context of high-performance
computing. If A is large it may already be hard to keep its sparse representation within the
limits of available storage capacity. Thus, fill-in is a measure of memory needed in addition
to the extreme amount of storage used in high-performance applications anyway.
It is straight forward to ask whether the sparsity pattern of A has an influence on the
amount of fill-in produced during a factorization. A different sparsity pattern results from
renaming of the unknowns and reordering of the equations which can be represented by
a particular kind of permutation defined as follows. Given a matrix A as well as a per-
mutation P , the matrix P T AP is said to be a symmetric permutation of A. A symmetric
permutation of the matrix in (4) is given by
P T AP =


∗ ∗
∗ ∗
∗ ∗
∗ ∗
∗ ∗. . .
...
∗ ∗
∗ ∗
∗ ∗ ∗ ∗ ∗ ··· ∗ ∗ ∗

 (6)
where only the first and last components and the two corresponding equations are per-
muted. For symmetric positive definite matrices A, it is possible to show that any sym-
metric permutation P T AP is also symmetric positive definite. In other words, symmetric
permutations preserve the property of symmetric positive definiteness. So, the Cholesky
factorization can be applied to the matrix P T AP in (6) leading to a Cholesky triangle
LP T AP =


∗
∗
∗
∗
∗ . . .
∗
∗
∗ ∗ ∗ ∗ ∗ ··· ∗ ∗ ∗

 . (7)
Comparing the Cholesky triangles LA in (5) and LP T AP in (7), we observe that the sparsity
pattern of the matrix to which a Cholesky factorization is applied does have a significant
effect on the sparsity pattern of the matrix generated by the Cholesky factorization. The
number of nonzero elements of LA is Θ(N2) whereas there are only Θ(N) nonzero ele-
ments in LP T AP . Unfortunately, the computation of a symmetric permutation leading to
the minimum number of fill-in turns out to be a hard combinatorial optimization problem.
More precisely, the so-called minimum fill-in problem is NP-complete meaning that, cur-
rently, there is no deterministic algorithm for its solution where the number of arithmetic
operations scales polynomially with the order of the matrix. Moreover, from the point
of view of theoretical computer science, it is very unlikely that one will ever find such an
algorithm; see the book by Garey and Johnson3 for more information on NP-completeness.
In summary, direct methods applied to sparse linear systems may lead to a dramati-
cally high amount of fill-in prohibiting their use in large-scale applications. Furthermore,
there is currently no computationally efficient technique to compute the minimum fill-in.
Recently, an approximation algorithm for the minimum fill-in problem was developed4 but
its suitability for practical use is still open.
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2.5 The Problem of Needing Explicit Access to the Matrix
Direct methods manipulate rows or columns of the coefficient matrix. Therefore, there
is need to explicitly access entries of the coefficient matrix. In some applications, how-
ever, the matrix is not explicitly given. That is, the computation of the complete matrix is
extremely expensive in terms of arithmetic operations whereas there is a computationally
efficient procedure to compute the product of the coefficient matrix and some given vector.
An example of such a situation occurs in the solution of nonlinear systems of equations
by Newton-type methods. Here, a subtask is to repeatedly solve linear systems of the form
Jx = b, where J is the Jacobian matrix of some function f . If there is a program in
a high-level programming language like Fortran or C evaluating f for a given set of in-
puts, a technique called automatic differentiation is applicable to provide efficient code for
computing Jacobian-vector multiplications. In contrast to numerical differentiation based
on divided differencing delivering approximations to derivatives, automatic differentiation
produces derivatives accurate up to machine precision. See the book by Griewank5 or the
web portal http://www.autodiff.org for an introduction to and more details on
automatic differentiation.
The computation of all entries of J by automatic differentiation is more efficient than
numerical differentiation under a wide range of circumstances6–8. The crucial point in
the context of this note is the fact that, using automatic differentiation, Jacobian-vector
multiplications are computationally even N times more efficient than computing all en-
tries of J . From a conceptual point of view, one may explain the factor N by compar-
ing a single matrix-vector multiplication and a sequence of N matrix-vector multiplica-
tions Je1, Je2, . . . , JeN , where ei is the ith Cartesian unit vector, to compute all columns
of J .
Since iterative methods make use of the coefficient matrix in the form of matrix-vector
multiplications they do not suffer from neither the problem of fill-in nor from the problem
of needing explicit access to the coefficient matrix.
3 Classical Iterations
Iterative methods enter the picture when direct methods produce excessive fill-in or the
coefficient matrix is not explicitly available. By using the coefficient matrix in the form of
matrix-vector multiplications, iterative methods are capable of handling these situations.
In their nth step, iterative methods compute approximations xn to the exact solu-
tion x∗ = A−1b of the linear system (1). The corresponding residual vector is defined
by
rn = b−Axn (8)
and determines how far the approximation xn is from the right hand side b. The goal of
any iterative method is to drive the residual vector to the zero vector because in this case
b = Axn and thus the approximation xn equals the exact solution x∗. As a matter of
fact, it is indispensable that, in order to beat the Θ(N 3) time complexity of direct methods,
the approximations xn should converge fast to the exact solution or a sufficiently accurate
solution. To indicate this, the notation (big) N is used to denote the order of a (large)
matrix and the symbol (little) n is used for a (small) iteration index expressing the desirable
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[xn, rn ] = RELAXATION(A, b, x0) If A ∈
 
N×N with splitting A = M − S with non-
singular M , this algorithm computes approximations xn (with corresponding residuals rn)
to the solution of the linear system Ax = b for any starting vector x0.
1: Choose x0 ∈
 
N , set r0 ← b−Ax0, and solve Mz0 = r0
2: for n = 1, 2, 3, . . . do {until convergence}
3: xn ← zn−1 + xn−1
4: rn ← b−Axn
5: Solve Mzn = rn
6: end for
Figure 1. General form of a classical iterative method based on relaxation of coordinates.
relation n  N ; that is, any viable iterative method should converge in a number of steps
that is significantly smaller than the order of the matrix.
Classical iterative methods for the solution of linear systems date back at least to the
19th century. They are characterized by defining the approximations by a sequence of the
form
Mxn = b + Sxn−1 (9)
where
A = M − S (10)
is a general matrix splitting. Given any starting vector x0, these iterative methods obtain the
next approximation by modifying one or a few components of the current approximation.
This class of methods is said to be based on relaxation of coordinates.
To derive a basic formulation of relaxation methods, observe that inserting S from (10)
into (9) yields
Mxn = b−Axn−1 + Mxn−1.
If M is nonsingular an equivalent form is given by
xn = M
−1rn−1 + xn−1.
The resulting process is depicted in Fig. 1. It is important to remark that linear systems
with coefficient matrices M should be “easy” to solve because these systems are to be
solved in each step of the iteration.
The Jacobi iteration and the Gauss–Seidel iteration are popular examples of these clas-
sical iterative methods. If D, L, and U denote the diagonal, the strict lower triangle, and the
strict upper triangle, respectively, then the matrix splittings of the Jacobi and Gauss–Seidel
iterations are given by
MJac = D, SJac = −(L + U), (11)
and MGS = D + L, SGS = −U, (12)
where the subscripts are used to identify the two methods.
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A discussion of the convergence behavior of relaxation methods can be found in almost
any introductory textbook on iterative methods. Typically, the analysis is formulated in
terms of the spectral radius of the so-called iteration matrix, M−1S. The spectral radius of
a matrix B is defined by
ρ(B) := max
λ is eigenvalue of B
|λ|.
The following theorem whose proof can be found in the book by Golub and van Loan9
summarizes an important result.
Theorem 3.1. An iterative scheme of the form
Mxn = Sxn−1 + b
for the solution of Ax = b with nonsingular coefficient matrix A = M − S converges to
the exact solution x∗ = A−1b for any starting vector x0, if M is nonsingular and
ρ(M−1S) < 1.
Relaxation methods are not considered to be really efficient for solving large-scale
problems. However, they are still in use as building blocks of multigrid methods or to
construct preconditioners.
4 Projection Methods
A general framework to discuss iterative techniques for the solution of linear systems is
a projection process. The idea of a projection method is to extract the next approxima-
tions xn from a search subspace K. If the dimension of K is given by m, then, in general,
m restrictions or constraints are necessary to be able to extract xn from K. Typically,
the constraints are imposed by orthogonalizing the residual vector rn with respect to a
subspace of constraints L.
To illustrate the situation, let there be two subspaces, K and L, of dimension m with
two sets of basis vectors,
K = span{v1,v2, . . . ,vm} and L = span{w1,w2, . . . ,wm}.
Given some current approximation xn−1, the next approximation xn is constructed in the
search subspace, i.e.,
xn = xn−1 +K (13)
subject to
rn ⊥ L. (14)
To proceed with the discussion we introduce two N×m matrices whose columns are given
by the basis vectors of K and L,
Vm = [v1 v2 · · · vm] and Wm = [w1 w2 · · · wm] ,
respectively. Then, an equivalent form of the next approximation is given by
xn = xn−1 + Vmym, (15)
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xn = PROJECTION(A, b, x0) If A ∈
 
N×N and x0 is a starting vector, this algorithm
computes approximations xn to the solution of the linear system Ax = b.
1: Choose x0 ∈
 
N
2: for n = 1, 2, 3, . . . do {until convergence}
3: Choose subspaces K and L
4: Choose basis Vm = [v1 v2 · · · vm] of K and
choose basis Wm = [w1 w2 · · · wm] of L
5: rn−1 ← b−Axn−1
6: ym ← (W Hm AVm)
−1W Hm rn−1
7: xn ← xn−1 + Vmym
8: end for
Figure 2. General form of a projection method.
where ym ∈
 
m is determined by the constraint (14). More precisely, the governing
equation of ym follows from the reformulation of (14) in the form of
W Hm rn = 0.
By inserting the residual vector corresponding to (15), an equivalent form is given by
W Hm rn−1 = W
H
m AVmym
which finally leads to
ym = (W
H
m AVm)
−1
W Hm rn−1.
The preceding derivation leads to the general form of a projection method depicted
in Fig. 2. Note that the algorithm still depends on the choice of K, L, and their bases.
In general, a projection method onto the search subspace K orthogonal to the subspace
of constraints L is characterized by (13) and (14). If the search subspace K is the same as
the subspace of constraints L, the process is called an orthogonal projection method. In an
oblique projection method,K is different from L.
Several theoretical results are known under the general scenario of projection methods.
For instance, without being specific about the subspaces K and L, the following result
holds if the subspace of constraints is chosen to satisfy L = AK.
Theorem 4.1 (Optimality of projection method with L = AK). A vector xn is the next
approximation of a projection method onto the search subspace K along the subspace of
constraints L = AK if and only if
‖b−Axn‖ = min
x∈xn−1+K
‖b−Ax‖. (16)
Here and in the sequel, the notation ‖·‖ is used to denote the Euclidean norm. The proof
of the preceding theorem is given in the book by Saad10 which also contains additional
material on general optimality results.
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5 Krylov Subspace Methods
In the canonical form of projection methods introduced in the preceding section, the partic-
ular choice of a search subspaceK as well as of a subspace of constraintsL is not specified.
In this section, we will explicitly describe candidates for both, K and L.
5.1 The Search Subspace
Krylov subspace methods are currently considered to be among the most powerful iterative
methods for the solution of large sparse linear systems. A projection method onto the
search subspace
Kn (A, r0) := span{r0, Ar0, A
2r0, . . . , A
n−1r0}
is called a Krylov subspace method. The subspace Kn (A, r0) is referred to as the nth
Krylov subspace generated by the matrix A and the vector r0. Any Krylov subspace
method for the solution of Ax = b is characterized by constructing the vector xn − x0
in subspaces of the specific form Kn (A, r0) where r0 := b − Ax0 is the initial residual
vector associated with the initial guess x0. A key feature of any Krylov subspace method
is to find accurate approximations xn ∈ x0 +Kn (A, r0) when n N .
The straightforward approach to construct a basis of Kn (A, r0) is to repeatedly multi-
ply the starting vector r0 by the matrix A. The resulting algorithm given in Fig. 3 is known
as the power method but is a numerically useless process to span a basis ofKn (A, r0). The
reason is that the power method converges to the largest eigenvalue (in absolute value) and,
therefore, the vectors will soon become linear dependent in finite-precision arithmetic11.
To emphasize the importance of a numerically stable process for the generation of the
Krylov subspace, we abstract from the particular “application” of solving linear systems
and use a general starting vector v1 in the following discussion.
Vn = POWERMETHOD(A, v1) If A ∈
 
N×N and v1 is a suitable starting vector,
this algorithm computes a (numerically useless) basis Vn = [v1 v2 · · · vn] ∈
 
N×n
of Kn (A,v1).
1: Choose v1 ∈
 
N such that ‖v1‖ = 1
2: for n = 1, 2, 3, . . . do {until invariance}
3: v˜n+1 ← Avn
4: αn+1 ← ‖v˜n+1‖
5: vn+1 ←
1
αn+1
v˜n+1
6: end for
Figure 3. Power method.
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Arnoldi Algorithm
A more promising approach for the generation of a basis of Kn (A,v1) is the Arnoldi
process12 which computes an orthonormal basis of Kn (A,v1). The process of orthogo-
nalization works as follows. If {v1,v2, . . . ,vn} already is an orthonormal set of basis
vectors, then the vector
z = v˜n+1 − (v
H
1 v˜n+1)v1 − (v
H
2 v˜n+1)v2 − · · · − (v
H
n v˜n+1)vn
is orthogonal to {v1,v2, . . . ,vn}. This can be derived from multiplication by vHi
where i = 1, 2, . . . , n resulting in
vHi z = v
H
i v˜n+1 − (v
H
i v˜n+1)v
H
i vi = 0
due to the orthonormality of the set {v1,v2, . . . ,vn}. A new set {v1,v2, . . . ,vn,vn+1}
of orthonormal basis vectors is easily obtained by adding vn+1 as a scaled version of z.
The resulting Arnoldi method is shown in Fig. 4 where the generated vectors vi are
called Arnoldi vectors. Step n of this algorithm computes the product of the previous
Arnoldi vector vn and A, i.e., v˜n+1 = Avn, and orthogonalizes v˜n+1 towards all previous
Arnoldi vectors vi with i = 1, 2, . . . , n by the procedure explained above. Finally, v˜n+1
is scaled to unity in the Euclidean norm. This kind of orthonormalization is called the
standard Gram–Schmidt process.
The complete Arnoldi process can be written in matrix notation by first combining
lines 3, 7 and 9 in the following vector equation
Avn = hn+1,nvn+1 +
n∑
i=1
hinvi
Vn = BASICARNOLDI(A, v1) If A ∈
 
N×N and v1 is a suitable starting vector, this
algorithm computes an orthonormal basis Vn = [v1 v2 · · · vn] ∈
 
N×n of Kn (A,v1)
via the standard Gram–Schmidt process.
1: Choose v1 ∈
 
N such that ‖v1‖ = 1
2: for n = 1, 2, 3, . . . do {until invariance}
3: v˜n+1 ← Avn
4: for i = 1, 2, . . . , n do
5: hin ← vHi v˜n+1
6: end for
7: v˜n+1 ← v˜n+1 −
∑n
i=1 hinvi
8: hn+1,n ← ‖v˜n+1‖
9: vn+1 ←
1
hn+1,n
v˜n+1
10: end for
Figure 4. Arnoldi method via standard Gram–Schmidt orthogonalization.
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representing an (n + 1)-term recurrence for the computation of the Arnoldi vectors. Col-
lecting the recurrence coefficients in an upper Hessenberg matrix
Hn =


h11 h12 . . . h1n
h21 h22 . . . h2n
. . . . . .
...
hn,n−1 hnn

 ∈   n×n ,
a matrix with zeros below the first subdiagonal, leads to the matrix form summarized in
the following result.
Theorem 5.1 (Arnoldi). In exact arithmetic the Arnoldi vectors v1,v2, . . . ,vn generated
during the course of Fig. 4 form an orthonormal basis
V Hn Vn = In (17)
of the Krylov subspace
Kn (A,v1) = span{v1,v2, . . . ,vn}. (18)
Successive Arnoldi vectors are related by
AVn = VnHn + hn+1,nvn+1e
T
n , (19)
and the matrix A is reduced to (full) upper Hessenberg form
V Hn AVn = Hn (20)
by means of unitary transformations Vn.
The very best of the Arnoldi method is the orthogonality of its basis. Orthogonality
is a highly-desired feature from the point of view of numerical stability. Moreover, it
can be exploited to the advantage of minimizing the Euclidean norm of the residual in
an iterative method referred to as GMRES as is shown in the next subsection. The main
disadvantage of the Arnoldi method is that its computation is expensive in terms of both
arithmetic operations and storage requirement. The Arnoldi process is based on (n + 1)-
term recurrences as is reflected in line 7 of Fig. 4 where all previous Arnoldi vectors are
involved or, equivalently, by the fact that the upper Hessenberg matrix Hn is full. Due
to this property the Arnoldi method is said to be based on long recurrences. The nth
iteration of the Arnoldi method requires Θ(n ·N) arithmetic operations as well as Θ(n ·N)
storage. The most unpleasant feature in practical applications when large sparse matrices
are involved is the storage requirement of the Arnoldi process that grows linearly with the
iteration number. The use of the Arnoldi process may therefore sometimes be prohibited
by its long recurrences.
A more stable formulation of the Arnoldi method results from replacing the standard
Gram–Schmidt process by a modified Gram–Schmidt orthogonalization; see Saad10 for
details.
Lanczos Algorithm
Another process for the generation of a basis of Kn (A,v1) is the Lanczos algorithm13. In
contrast to the long recurrences of the Arnoldi method, the Lanczos algorithm is based on
three-term recurrences. However, the basis is no longer unitary. Furthermore, the Lanczos
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algorithm not only computes a basis of Kn (A,v1) for some starting vector v1 but also an
additional basis of Kn
(
AH ,w1
)
for a second starting vector w1. The process is depicted
in Fig. 5 and summarized in the following theorem.
[ Vn, Wn ] = BIOLANCZOS(A, v1, w1) If A ∈
 
N×N and v1,w1 are suitable start-
ing vectors, this algorithm computes biorthogonal bases Vn = [v1 v2 · · · vn] ∈
 
N×n
and Wn = [w1 w2 · · · wn] ∈
 
N×n of Kn (A,v1) and Kn
(
AH ,w1
)
, respectively.
1: Choose v1,w1 ∈
 
N such that ‖v1‖ = ‖w1‖ ← 1 and δ1 ← wH1 v1 6= 0
2: Set v0 = w0 ← 0 and γ1 = ρ1 ← 0, ξ1 6= 0
3: for n = 1, 2, 3, . . . do {until invariance}
4: αn ← wHn Avn/δn
5: v˜n+1 ← Avn − αnvn − γnvn−1
6: w˜n+1 ← A
Hwn − αnwn −
γnρn
ξn
wn−1
7: ρn+1 ← ‖v˜n+1‖
8: ξn+1 ← ‖w˜n+1‖
9: vn+1 ←
1
ρn+1
v˜n+1
10: wn+1 ←
1
ξn+1
w˜n+1
11: δn+1 ← w
H
n+1vn+1
12: γn+1 ← ξn+1δn+1/δn
13: end for
Figure 5. Biorthogonal Lanczos method.
Theorem 5.2 (Lanczos). In exact arithmetic the Lanczos vectors v1,v2, . . . ,vn and
w1,w2, . . . ,wn generated during the course of Fig. 5 are scaled to unity in the Euclidean
norm and form a biorthogonal system, i.e.,
W Hn Vn = Dn := diag(δ1, δ2, . . . , δn), (21)
as well as a pair of bases of the Krylov subspaces
Kn (A,v1) = span{v1,v2, . . . ,vn}, (22)
Kn
(
AH ,w1
)
= span{w1,w2, . . . ,wn}. (23)
Successive Lanczos vectors are related by
AVn = VnTn + ρn+1vn+1e
T
n , (24)
AHWn = WnD
−H
n T
H
n D
H
n + ξn+1wn+1e
T
n , (25)
and the matrix A is reduced to tridiagonal form
W Hn AVn = DnTn (26)
by means of similarity transformations Vn.
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The Lanczos algorithm computes the Lanczos vectors vi and wi by means of three-
term recurrences as is reflected in a tridiagonal matrix Tn rather than a full upper Hessen-
berg matrix as in the Arnoldi process. Compared to the Arnoldi algorithm, the price to be
paid for these short recurrences is the computation of a second sequence wi in addition to
the sequence vi. The sequence wi is based on repeatedly multiplying vectors by AH rather
than by A as for the sequence vi. So, each iteration of the Lanczos algorithm needs two
matrix-by-vector products and thus is computationally twice as expensive as the Arnoldi
method.
A professional implementation of the Lanczos algorithm is based on look-ahead tech-
niques; see Gutknecht14 and the references given therein.
Additional Remark
While the Arnoldi process corresponds to a Hessenberg orthogonalization, the Lanczos
algorithm is summarized as a tridiagonal biorthogonalization. Unfortunately, it is not pos-
sible to define algorithms making use of a tridiagonal orthogonalization, i.e., combining
optimal projection techniques and short recurrences15.
5.2 The Subspace of Constraints
A Krylov subspace method is a projection method onto the Krylov subspace Kn (A, r0)
along a subspace of constraints Ln. More formally, the iterates of a Krylov subspace
method are of the form
xn ∈ x0 +Kn (A, r0) (27)
subject to
rn ⊥ Ln. (28)
That is, the iterates are constructed in the particular search space Kn (A, r0) while their
actual definition is based on the restriction that the associated residual vector
rn = b−Axn (29)
is orthogonal to a subspace Ln. In this subsection, we will discuss different candidates for
this subspace of constraints. The Arnoldi and Lanczos methods started with
v1 =
r0
‖r0‖
(30)
will then be used as underlying processes of different Krylov subspace methods derived by
applying these different approaches for the choice of Ln.
Using (15), an equivalent representation of the iterates (27) is given by
xn = x0 + Vny for some y ∈
  n . (31)
Here, y is a free parameter vector that is fixed by imposing the condition (28). Note
from (29) that, since the coefficient matrix is nonsingular, there is a bijection between xn
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and rn. Thus, imposing a condition on rn corresponds to fixing the free parameter vec-
tor y in the representation (31) of xn. Let yn ∈
 
n denote the corresponding vector
determining the actual definition of the iterates, i.e.,
xn = x0 + Vnyn. (32)
Then, the resulting Krylov subspace methods differ in
• the choice of the basis Vn of the search subspace Kn (A, r0) and
• the definition of yn by the choice of the subspace of constraints Ln.
An interpretation is as follows. A designer of a Krylov subspace method has two degrees
of freedom. Firstly, there is the choice of how a basis of the underlying Krylov subspaces
is generated in a numerically stable way, for instance, the Arnoldi and Lanczos methods
may be used. Secondly, there is the option to define the actual iterates by different choices
of yn four of which are described in this subsection.
Fixing the free parameter vector y in (31) by imposing the condition (28) relates the
vector yn to a basis
Wn = [w1 w2 · · · wn]
of the subspace Ln as follows. Rewriting (28) in terms of the basis Wn of Ln yields
W Hn rn = 0.
Inserting the residual vector associated to the iterate (32) which is given by
rn = r0 −AVnyn
results in
W Hn AVnyn = W
H
n r0. (33)
In the following paragraphs, different bases Wn of Ln are used in this equation leading to
different vectors yn.
The Ritz–Galerkin Approach
There are two broad classes of projection methods. The classification is based on whether
or not the search subspace Kn is the same as the subspace of constraints Ln. Recall that,
in an orthogonal projection method, both subspaces are equal while they are different in an
oblique projection method. An orthogonal Krylov subspace method takes
Kn = Ln = Kn (A, r0).
This approach is called Ritz–Galerkin approach. To derive an orthogonal Krylov subspace
method this approach is applied to an underlying process for the generation of Kn (A, r0).
When applying the Ritz–Galerkin approach to a process like the Arnoldi method there is
no need for the generation of a second basis Wn because the two subspaces Kn and Ln
are the same and the underlying process already generates a basis Vn of the Krylov sub-
space Kn (A, r0). Thus, inserting Wn = Vn in (33) leads to
V Hn AVnyn = V
H
n r0.
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xn = FOM(A, b, x0) If A ∈
 
N×N , this algorithm computes approximations xn to the
solution of the linear system Ax = b for any starting vector x0.
1: r0 ← b−Ax0
2: v1 ← r0/‖r0‖
3: for n = 1, 2, 3, . . . do {until convergence}
4: Step n of Arnoldi method producing Hn and Vn
5: yn ← H−1n ‖r0‖e1
6: xn ← x0 + Vnyn
7: end for
Figure 6. Highlevel Full Orthogonalization Method (FOM).
Assume that the Ritz–Galerkin approach is applied to the Arnoldi method started with (30).
Then, using Theorem 5.1 results in
Hnyn = ‖r0‖e1, (34)
where e1 = (1, 0, 0, . . . , 0)T is the first Cartesian unit vector of appropriate dimension.
That is, from a conceptual point of view, the vector yn defining the iterate xn is available
by solving a linear system whose coefficient matrix is given by the upper Hessenberg
matrix Hn generated by the Arnoldi process. Note that a Hessenberg system of type (34)
is to be solved in each iteration, n, of the resulting process for the solution of the original
system Ax = b. Fortunately, the system (34) is a “small” n × n system as opposed
to the original large N × N system. The actual implementation of the resulting method
called Full Orthogonalization Method (FOM) is beyond the scope of this note. A highlevel
description of FOM is given in Fig. 6. There are many possible variations including those
dealing with practical issues such as reducing the high computational and memory cost
incurred by the underlying long recurrences of the Arnoldi process; see Saad10 for more
details on restarting FOM and on truncation of the underlying orthogonalization process.
The Petrov–Galerkin Approach
In contrast to an orthogonal projection method where the search subspace Kn and the
subspace of constraints Ln are the same, Kn and Ln are different in an oblique projection
method. An oblique Krylov subspace method can be derived by taking
Ln = Kn
(
AH ,w1
)
,
where w1 ∈
 
N is a nonzero starting vector for the generation of a basis of Ln. An ap-
proach where Kn and Ln are different is called Petrov–Galerkin approach. Recall that the
Lanczos algorithm not only generates a basis Vn of Kn (A, r0) but also computes another
basis Wn of Kn
(
AH ,w1
)
. Thus, a basis of Ln is available by means of the Lanczos
process suggesting the application of the Petrov–Galerkin approach to the Lanczos algo-
rithm. To this end, start the Lanczos algorithm with two starting vectors v1 as given by (30)
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xn = BI-LANCZOS(A, b, x0) If A ∈
 
N×N , this algorithm computes approximations
xn to the solution of the linear system Ax = b for any starting vector x0.
1: r0 ← b−Ax0
2: v1 ← r0/‖r0‖
3: Choose w1 such that ‖w1‖ ← 1 and vH1 w1 6= 0
4: for n = 1, 2, 3, . . . do {until convergence}
5: Step n of biorthogonal Lanczos algorithm producing Tn and Vn
6: yn ← T−1n ‖r0‖e1
7: xn ← x0 + Vnyn
8: end for
Figure 7. Highlevel Bi-Lanczos Method.
and w1 satisfying
‖w1‖ = 1 and vH1 w1 6= 0. (35)
Then, (33) and Theorem 5.2 lead to
DnTnyn = δ1‖r0‖e1.
Since Dn is a nonsingular diagonal matrix an equivalent form is given by
Tnyn = ‖r0‖e1. (36)
This situation is quite similar to the Ritz–Galerkin approach described in the previous
section in the sense that, in every iteration n, a small n × n systems has to be solved
in order to obtain the vector yn. Here, however, the coefficient matrix Tn generated by
the Lanczos process is tridiagonal whereas the coefficient matrix in (34) is a (full) upper
Hessenberg matrix. The resulting method is called Bi-Lanczos method16 and its highlevel
description is depicted in Fig. 7.
The Minimum Residual Approach
In Theorem 4.1, an optimality result for oblique projection methods is given under quite
general assumptions. In particular, without being specific about the subspaces Kn and Ln,
an oblique projection method minimizes the Euclidean norm of the residual vector over the
space x0 + Kn if and only if the subspace of constraints is defined by Ln = AKn. This
result is applied here to Krylov subspace methods where Kn = Kn (A, r0).
Suppose that, in a Krylov subspace method, the subspace of constraints is chosen as
Ln = AKn (A, r0).
Then according to Theorem 4.1, the iterate xn is given by the vector whose associated
residual is minimal in the Euclidean norm over all vectors x ∈ x0 +Kn (A, r0), i.e.,
‖b−Axn‖ = min
x∈x0+Kn (A, r0)
‖b− Ax‖. (37)
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The approach is known as the minimum residual approach and can be applied to the
Arnoldi process as follows. Recall that every vector x ∈ x0 + Kn (A, r0) can be rep-
resented in the form (31) involving the free parameter vector y. Therefore, rather than
using x, the minimization problem (37) can be reformulated in terms of the free parame-
ter vector y. That is, solving the minimization problem (37) in iteration n implies fixing
the vector y to a particular vector yn or, equivalently, choosing the subspace Ln. More
precisely, if the Arnoldi process is started with v1 as in (30), the residual vector associated
to (31) is given by
rn = ‖r0‖v1 −AVny for some y ∈
  n .
Using the fact that v1 is the first column of Vn+1 and making use of Theorem 5.1 yields
rn = Vn+1(‖r0‖e1 −Hn+1y) for some y ∈
  n , (38)
where the symbol
Hn+1 :=
[
Hn
0 0 . . . 0 hn+1,n
]
∈
  (n+1)×n
denotes the matrix obtained from Hn in (19) by adding another row at the bottom. This
representation is used to rewrite (37) in the form
‖Vn+1(‖r0‖e1 −Hn+1yn)‖ = min
y∈  n
‖Vn+1(‖r0‖e1 −Hn+1y)‖.
Since the Arnoldi process generates a unitary matrix Vn+1 and the Euclidean norm is
invariant under unitary transformations, an equivalent form is given by
‖Vn+1(‖r0‖e1 −Hn+1yn)‖ = min
y∈  n
‖ ‖r0‖e1 −Hn+1y‖. (39)
Thus, in each iteration n of the resulting method, an (n+1)×n least-squares problem of
type (39) is to be solved. Since the Hessenberg matrix Hn+1 has full rank, there is a unique
solution yn. This method is known as the Generalized Minimum RESidual method (GM-
RES)17 whose highlevel description is given in Fig. 8. Finally, note that (39) is actually not
a single least-squares problem, but defines a sequence of least-squares problems where in
each step a row and a column in Hn+1 are appended. Moreover, its Hessenberg structure
can be exploited to efficiently solve the sequence of least-squares problems with less com-
putational cost than solving a new least-squares problem in every iteration from scratch.
The corresponding technique is detailed in Saad10.
The Quasi-Minimal Residual Approach
Suppose the Lanczos algorithm is started with two nonzero starting vectors v1 and w1
satisfying (30) and (35), respectively. Then, similar to the derivation of (38), the Lanczos
algorithm summarized by Theorem 5.2 leads to
rn = Vn+1(‖r0‖e1 − Tn+1y) for some y ∈
  n , (40)
where
Tn+1 :=
[
Tn
0 0 . . . 0 ρn+1
]
∈
  (n+1)×n .
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xn = GMRES(A, b, x0) If A ∈
 
N×N , this algorithm computes approximations xn to
the solution of the linear system Ax = b for any starting vector x0.
1: r0 ← b−Ax0
2: v1 ← r0/‖r0‖
3: for n = 1, 2, 3, . . . do {until convergence}
4: Step n of Arnoldi method producing Hn+1 and Vn
5: Compute minimizer yn of ‖ ‖r0‖e1 −Hn+1y‖
6: xn ← x0 + Vnyn
7: end for
Figure 8. Highlevel Generalized Minimum Residual Method (GMRES).
Since the matrix Vn+1 is no longer unitary in the Lanczos process, it is not possible to
minimize ‖rn‖ by an equivalent “small” problem of type (39) in a similar way as in the
minimum residual approach. Rather than minimizing ‖rn‖ which would be desirable but
computationally expensive, the quasi-minimal residual approach minimizes a factor of the
representation (40) of the residual. More precisely, the free parameter vector y is fixed by
‖ ‖r0‖e1 − Tn+1yn‖ = min
y∈  n
‖ ‖r0‖e1 − Tn+1y‖.
So, instead of ‖rn‖, only the norm of the factor of (40) given in parentheses is min-
imized. The complete highlevel description of the resulting Quasi-Minimal Residual
method (QMR)18 is given in Fig. 9.
xn = QMR(A, b, x0) If A ∈
 
N×N , this algorithm computes approximations xn to the
solution of the linear system Ax = b for any starting vector x0.
1: r0 ← b−Ax0
2: v1 ← r0/‖r0‖
3: Choose w1 such that ‖w1‖ ← 1 and vH1 w1 6= 0
4: for n = 1, 2, 3, . . . do {until convergence}
5: Step n of biorthogonal Lanczos algorithm producing T n+1 and Vn
6: Compute minimizer yn of ‖ ‖r0‖e1 − Tn+1y‖
7: xn ← x0 + Vnyn
8: end for
Figure 9. Highlevel Quasi-Minimal Residual Method (QMR).
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Additional Remark
The presentations of the algorithms given in this survey concentrate on the underlying
principles of Krylov subspace methods. These principles are useful in understanding most
of the other Krylov subspace methods. The highlevel presentations are not meant to replace
the study of the original papers such as the ones by Hestenes and Stiefel19 for CG, Saad
and Schulz17 for GMRES, Freund and Nachtigal18 for QMR, to name just a few. Important
implementation details given in these articles are vast and indispensable for efficient and
professional software. In particular, a statement of the form xn ← x0 + Vnyn in the
highlevel presentations does not necessarily mean to store the complete matrix Vn, i.e., all
vectors v1,v2, . . . ,vn.
6 Preconditioning
The convergence of an iterative method applied to a linear system depends on the prop-
erties of the coefficient matrix. With the exception of GMRES, little is known about the
details of the convergence behavior for general linear systems. To achieve or accelerate the
convergence of an iterative method, a given linear system Ax = b is often transformed
into an equivalent system called preconditioned system. There are right preconditioning
techniques of the form
AMy = b and My = x
and left preconditioners of type
MAx = Mb.
Convergence will be fast if AM or MA are, in some sense, “close to” the identity I for
right and left preconditioning, respectively. Preconditioning involves the additional work
of computing the preconditioner M and the repeated solution of linear systems with M as
the coefficient matrix. The requirements for an effective preconditioner are as follows:
• Linear systems with coefficient matrix M should be easy to solve. An extreme case
is when M = I , but then convergence is not accelerated at all; essentially, M is no
proper preconditioner.
• The acceleration of the convergence should be fast. The extreme case here is when
M = A−1 in which the process converges in a single step but the construction of M
is as hard as solving the original system.
Effective preconditioners lie between these two extremes. Some examples of precondition-
ing techniques are as follows.
Diagonal scaling is a simple preconditioner where M = diag−1(A). Another popular
preconditioning class is based on incomplete Cholesky or LU factorizations. Numerous
variants of ILU preconditioners are in use. In problems arising from partial differential
equations, preconditioners are constructed from coarse-grid approximations. One of the
key ideas of multigrid methods is to use, as a preconditioner, one or more steps of a clas-
sical iteration such as Jacobi or Gauss–Seidel. Another well-known strategy is based on
domain decomposition techniques where the idea is to have solvers for certain local sub-
domains used to form a preconditioner for the overall global problem. Here, the local
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subdomains can be handled in parallel. Polynomial preconditioners are also interesting
with respect to parallelism. Approximate inverse preconditioners may also offer a high
degree of parallelism. Preconditioning is described in the books by Saad10, Greenbaum20,
Axelsson21, and Meurant22.
7 Reducing Synchronization
The parallelization of Krylov subspace methods on distributed memory processors is
straightforward23 and consists in parallelizing the three kinds of operations: vector updates,
matrix-vector products, and inner products. Vector updates are perfectly parallelizable and,
for large sparse matrices, matrix-vector products can be implemented with communication
between only nearby processors. The bottleneck is usually due to inner products enforcing
global communication, i.e., communication of all processors at the same time.
There are two strategies to remedy the performance degradation which, of course, can
be combined. The first is to restructure the code such that most communication is over-
lapped with useful computation. The second is to eliminate data dependencies such that
several inner products can be computed simultaneously. In this section an example of
the latter strategy is given where the number of global synchronization points is reduced.
A global synchronization point is defined as the locus of an algorithm at which all local
information has to be globally available in order to continue the computation.
Consider once more the Lanczos process depicted in Fig. 5. In a parallel implementa-
tion of the main loop, global communication is necessary for the inner products in lines 4
and 11 as well as for the norms in lines 7 and 8. Because the computation of the norms can
be computed simultaneously, there are three global synchronization points per iteration.
For this algorithm, a simple reorganization of the statements is used to eliminate two
of these global synchronization points. The idea is to delay the computation of the vec-
tors vn+1 and wn+1. This is easily accomplished by observing that lines 9 and 10 lead to
an equivalent form of line 11 given by
δn+1 = w
H
n+1vn+1 =
w˜Hn+1v˜n+1
ξn+1ρn+1
. (41)
Similarly, line 4 is reformulated as
αn =
w˜Hn Av˜n
ξnρnδn
.
Then, a new variant of the algorithm is given by replacing all δn’s by a new quantity
δ˜n+1 := w˜
H
n+1v˜n+1 = δn+1ξn+1ρn+1
where the last equation results from (41). This parallel variant is depicted in Fig. 10. It
is more scalable than the original algorithm of Fig. 5 because the computations of the two
inner products in lines 4 and 12 and the two norms in lines 10 and 11 are all independent
of each other and can be computed simultaneously. Thus, in this variant of the algorithm,
there is only a single global synchronization point per iteration.
Reducing synchronization cost by a simple rearrangement of the statements is possible
for the Lanczos algorithm based on three-term recurrences with the option to scale both
Lanczos vectors, i.e., the algorithm given in Fig. 5. However, there is a corresponding
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[ Vn, Wn ] = SCABIOLANCZOS(A, v˜1, w˜1) If A ∈
 
N×N and v˜1, w˜1 are suitable start-
ing vectors, this algorithm computes biorthogonal bases Vn = [v1 v2 · · · vn] ∈
 
N×n
and Wn = [w1 w2 · · · wn] ∈
 
N×n of Kn (A,v1) and Kn
(
AH ,w1
)
, respectively. A
single synchronization point is used.
1: Choose v˜1, w˜1 ∈
 
N such that δ˜1 ← w˜H1 v˜1 6= 0
2: Set v0 = w0 ← 0 and ρ0 = ξ0 ← 0, ρ1 ← ‖v˜1‖, ξ1 ← ‖w˜1‖, δ˜0 6= 0
3: for n = 1, 2, 3, . . . do {until invariance}
4: αn ← w˜Hn Av˜n/δ˜n
5: γn ← ξnξn−1ρn−1δ˜n/(ξnρnδ˜n−1)
6: vn ←
1
ρn
v˜n
7: wn ←
1
ξn
w˜n
8: v˜n+1 ←
1
ρn
Av˜n − αnvn − γnvn−1
9: w˜n+1 ← AHwn − αnwn −
γnρn
ξn
wn−1
10: ρn+1 ← ‖v˜n+1‖
11: ξn+1 ← ‖w˜n+1‖
12: δ˜n+1 ← w˜Hn+1v˜n+1
13: end for
Figure 10. A scalable variant of the Bi-Lanczos method.
coupled two-term formulation24 of the Lanczos algorithm that has a better reputation with
respect to numerical stability where such a rearrangement is not immediately available.
Here, algorithms have to be redesigned with parallelism in mind25, 26. Synchronization
is also reduced in algorithms different from the Lanczos algorithm27–29. It is possible to
combine global synchronization points not only within a single iteration but also within
multiple iterations30, 31. The performance of Krylov subspace methods on parallel comput-
ers is modeled by de Sturler32, Gupta et al.33, and Bu¨cker34.
8 Matrix-Vector Multiplications and Graph Partitioning
Among the basic computational kernels of a Krylov subspace method, the most computa-
tionally expensive operation is typically the matrix-vector multiplication. A careful imple-
mentation of this operation is therefore important. On a parallel computer with distributed
memory, a distribution of the data to processors has to be carried out where it is desirable
to balance the computational load on each processor while minimizing the interprocessor
communication. This can be modeled by a graph partitioning problem as follows.
Consider a matrix-vector multiplication of the form y = Ax where the N -dimensional
vector y is the result of applying the N ×N coefficient matrix A to some given N -dimen-
sional vector x. Assume that the sparsity is exploited by computing the ith entry of y
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1 2 3 4 5 6 7 8 9 10
1 × × × ×
2 × × × ×
3 × × × ×
4 × × × ×
5 × × × ×
6 × × × ×
7 × × × ×
8 × × × ×
9 × × × ×
10 × × × ×
3
2 10
1
5
6
7
9
8
4
V1
V2
V3
Figure 11. A nonsymmetric 10×10 matrix with a symmetric nonzero pattern (left) and its associated graph with
partitions V1, V2 and V3 (right).
via
yi =
∑
j with A(i,j)6=0
A(i, j) · xj , (42)
where the summation is over the nonzero elements of the ith row of A.
A graph representation of a nonsymmetric matrix with symmetric nonzero pattern is
given by a set of nodes V = {1, 2, . . . , N} where a node is associated to every row of A
and a set of edges
E = {(i, j) | A(i, j) 6= 0 for i 6= j}
used to describe the nonzero entries. An example of a matrix and its associated graph
is given in Fig. 11 for N = 10. A data distribution on p processors, where xi, yi, and
the ith row of A are stored on the same processor for all 1 ≤ i ≤ N , may be expressed
by a partition P : V → {1, 2, . . . , p} which decomposes the set of nodes into p subsets
V = V1 ∪ V2 ∪ · · · ∪ Vp with Vi ∩ Vj = ∅ for i 6= j. In Fig. 11, the partition of the graph
on p = 3 processors is shown by three dashed lines. Here, the subset describing the data
stored on processor 1 is given by V1 = {1, 2, 3, 4}. The data distribution of the remaining
processors is represented by V2 = {5, 6, 7} and V3 = {8, 9, 10}.
A reformulation of (42) in terms of graph terminology is
yi = A(i, i) · xi +
∑
(i,j)∈E
P (i)=P (j)
A(i, j) · xj +
∑
(i,j)∈E
P (i)6=P (j)
A(i, j) · xj .
Here, the first two terms can be computed on processor i without communication to any
other processor. The condition P (i) 6= P (j) in the last term shows that its computation
requires communication between processor i and processor j.
Suppose that the number of nonzeros is roughly the same for each row of A. Then,
the number of arithmetic operations of a matrix-vector multiplication Ax is well-balanced
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among the p processors if the partition P satisfies
|V1| ≈ |V2| ≈ · · · ≈ |Vp|.
Moreover, a rough measure of minimizing interprocessor communication is to find a par-
tition P that minimizes the number of edges (i, j) with P (i) 6= P (j), i.e., those edges
connecting nodes in different subsets of the partitions. The number of edges whose end
nodes have been mapped to different processors is called the cut size.
Finding a partition balancing the number of nodes while minimizing its cut size is
known as the graph partitioning problem. This problem is a hard combinatorial problem
known as NP-hard3. Thus, it is unlikely that there is a deterministic polynomial-time
algorithm that always finds an optimal partition. Since the graph partitioning problem—or
more general formulations involving node and edge weights—is of interest in a variety of
areas, a large number of heuristics have been developed; see the surveys by Fja¨llstro¨m35,
Schloegel et al.36, and Hendrickson and Kolda37.
9 Concluding Remarks
Large sparse linear systems arise frequently in different areas of scientific computing. Due
to their sheer size, parallel computing is often mandatory. With the ever-increasing com-
putational performance and storage capacity of the computer technology, the order of the
linear systems also increase at a noticeable speed: What today seems a large system is
likely to be considered to be small in a few years. Therefore, the capability of exploiting
structure and/or sparsity of the coefficient matrix is a crucial ingredient to any computa-
tional technique for the solution of linear systems from real-world applications.
Direct methods such as Gaussian elimination or Cholesky factorization may lead to
excessive fill-in for large sparse matrices. By making use of the coefficient matrix solely
in the form of matrix-vector multiplication, iterative methods do not suffer from the fill-in
problem. Classical iterative methods such as Jacobi or Gauss–Seidel iteration typically
do not converge fast enough but are useful as building blocks in more efficient techniques.
Krylov subspace methods are currently considered to be among the most powerful iterative
techniques. Prominent examples include the conjugate gradient (CG) method and the gen-
eralized minimum residual (GMRES) method. Preconditioning is an important mechanism
to accelerate the convergence of Krylov subspace methods.
When large sparse systems are iteratively solved on parallel computers, a number of
additional issues arise. If the number of processors is large, performance is usually de-
creased by synchronization involved in the computation of inner product-like operations.
The cost of synchronization may sometimes be significantly reduced by small rearrange-
ments of some given parallel implementation of a serial algorithm. However, there is more
improvement to be expected if a new algorithm is designed from scratch with parallelism
already in mind. Graph partitioning can be used to efficiently perform a matrix-vector
multiplication in parallel. Here, the idea behind graph partitioning is to balance the com-
putational work while minimizing interprocessor communication.
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10 Bibliographic Comments
Thousands of papers have been written on direct methods for the solution of linear systems.
The classic book by Wilkinson38 is an early reference including a careful study of Gaussian
elimination with respect to rounding errors. The more general field of matrix computations
is treated in a standard textbook by Golub and van Loan9. Direct methods exploiting spar-
sity are described in the books by George and Liu39, Duff et al.40, Osterby and Zlatev41,
and Pissanetzky42. The books by Varga43 and Young44 started the study of classical iter-
ative methods. Modern iterative methods including preconditioning are described in the
books by Fischer1, Greenbaum20, Saad10, Axelsson21, and Meurant22. Iterative methods
are surveyed in the papers by Freund et al.45 and by Gutknecht14.
Multigrid methods are an important class of modern techniques for the solution of
linear systems. They are omitted in this survey simply to limit the discussion. Multigrid
methods can be viewed as a combination of an iterative scheme and a preconditioner. A
seminal paper in the area of multigrid methods is the one by Brandt46. A short introduction
to multigrid methods is given in the book by Briggs47. Additional material is described in
the books by Hackbusch48, Hackbusch and Trottenberg49, and Briggs et al.50.
An excellent starting point to parallel computing in general is the book by Ku-
mar et al.51. The two articles by Demmel52 and Demmel et al.53 give a survey on parallel
numerical algorithms. A more recent survey on parallel techniques for the solution of lin-
ear systems, both direct and iterative, is given by Duff and van der Vorst54. The paper by
Saad55 concentrates on parallel iterative methods.
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