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ANALISIS PERBANDINGAN METODE C4.5, GINI INDEX, DAN NAÏVE BAYES 
PADA PEMASARAN KARUNG PT. SUMBER BENGAWAN PLASINDO 
Abstrak 
PT. Sumber Bengawan Plasindo atau juga dikenal dengan PT SBP merupakan perusahaan 
yang bergerak dalam bidang produksi dan distribusi karung plastik yang berlokasi di Kabupaten 
Karanganyar, Provinsi Jawa Tengah. Karung produksi PT SBP tidak hanya dipasarkan dalam 
negeri saja, namun telah mencapai pasar luar negeri terbentang dari Asia Tenggara, Eropa hingga 
Amerika Selatan. Oleh karena itu, tentunya PT SBP memiliki banyak data transaksional, hal ini 
sangat bermanfaat apabila data tersebut diolah. Jadi peneliti ingin membantu perusahaan dalam 
pengambilan keputusan untuk memaksimalkan kinerja perusahaan dalam memasarkan produk 
baik yang diminati maupun yang tidak diminati oleh pelanggan menggunakan metode C4.5, gini 
index, dan naïve bayes. Variabel yang digunakan dalam proses data mining terdiri dari variabel 
pemasaran, harga, LPK display name, dan PCS/bale. Dengan proses data mining jumlah 
produksi harian akan digunakan sebagai sumber strategis untuk menentukan strategi pemasaran 
perusahaan. Dilihat dari nilai accuracy, precision, dan recall metode C4.5 dan gini index 
memiliki hasil nilai yang sama dan lebih tinggi dari metode naïve bayes yaitu nilai accuracy 
sebesar 96,36%, nilai precision sebesar 97,66%, dan nilai recall sebesar 92,59%. Sehingga dapat 
disimpulkan bahwa metode C4.5 dan gini index merupakan metode yang lebih baik dalam 
penelitian ini. Variabel yang mempengaruhi dalam penelitian ini yaitu variabel harga, kemudian 
hasil dari metode C4.5, gini index dan naïve bayes produk yang paling banyak diminati oleh 
pelanggan yaitu produk karung motif. 
 
Kata kunci: C4.5, gini index, naïve bayes, data mining. 
 
Abstract 
PT. Sumber Bengawan Plasindo or also known as PT SBP is a company which engaged with 
the production and distribution of plastic sack located in Karanganyar district, Central Java. The 
sack production of PT SBP is not only distributed domestically, but have reached the overseas 
markets stretching from Southeast Asia, Europe to South America. Therefore, PT SBP definitely 
has a lot of transactional data, which is very beneficial if the data are analysed. Thus, the 
researcher wants to help the company in making the decision to maximize the performance of the 
company to distribute the products both being interested and un-interested by the costumers by 
using C4.5 method, Gini Index, and Naive Bayes. The attributes that are used in data mining 
process consist of marketing attribute, price, LPK display name and PCS/bale. Through data 
mining process, the daily production amount will be used as strategic source to decide the 
marketing strategy of the company. Seen from the accuracy, precision and recall methodC4.5 
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and Gini Index have same percentage and been higher than naïve bayes method that the 
percentage of the accuracy is 96, 36%, while its precision is 97, 66%, and recall is 92, 59%. Thus 
can be concluded that C4.5 method and Gini Index is classified as a better method to this study. 
The variable which influencesto this study is price variable, then the result from C4.5 method, 
Gini Index, and naïve bayes in which the demanded product by the costumers is the product of 
motif sack  
 
Key Words: C4.5, gini index, naïve bayes, mining data. 
1. PENDAHULUAN 
PT Sumber Bengawan Plasindo atau PT SBP merupakan perusahaan yang bergerak pada bidang 
produksi karung yang terletak di Kabupaten Karanganyar, Provinsi Jawa Tengah. PT SBP  resmi 
dibuka pada tahun 2001, hingga pada tahun 2012 berhasil mengekspor produk karung secara 
masal dalam bentuk lembaran maupun berupa rol ke pasar Asia Tenggara, Eropa hingga 
Amerika Selatan. Hal ini tentunya tidak luput dari persaingan industri penjualan yang menuntut 
perusahaan agar memaksimalkan kinerja dalam memasarkan produk, baik yang diminati maupun 
yang tidak diminati oleh pasar. Minat pasar terhadap produk perusahaan sangat mempengaruhi 
omset yang akan diperolah selanjutnya. Dengan demikian perusahaan harus memiliki strategi 
pemasaran yang lebih tepat dan terarah. 
Sementara itu, menurut Husnul (2016) dilihat dari banyaknya jumlah produksi tentunya 
berdampak pada menumpuknya data, dengan adanya data mining dapat membantu perusahaan 
dalam mengolah data sehingga dapat memberikan informasi strategis untuk strategi pemasaran 
produk. Ibnu (2015) mengatakan bahwa strategi pemasaran yang tepat dapat memberikan 
kepuasan pada konsumen berupa loyalitas, sehingga konsumen menggunakan kembali produk 
dari perusahaan secara terus menerus. 
Meninjau permasalahan di atas, mendorong peneliti untuk membantu perusahaan dalam 
strategi pemasaran produk dengan membandingkan hasil dari tiga metode data mining yaitu C45, 
gini index, dan naïve  bayes dengan melakukan penelitian yang berjudul “Analisis Perbandingan 
Metode C4.5, Gini Index, dan Naïve Bayes pada Pemasaran Karung PT Sumber Bengawan 
Plasindo”. Melalui laporan data produksi karung per hari diharapkan dapat membantu kinerja 
perusahaan dalam menentukan strategi pemasaran. 
2. METODE  
2.1 Pengumpulan Data 
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Penelitian ini menggunakan data produksi harian dari PT Sumber Bengawan Plasindo yang 
berfokus pada tanggal 10, 11, dan 12 Oktober 2017, dengan jumlah data awal 1071. 
 
Gambar 1. Data Awal 
Kemudian peneliti melakukan olah data untuk memudahkan dalam perhitungan data mining, 
yaitu ⅔ data sebanyak 716 sebagai data training dan  ⅓ data sebanyak 357 sebagai data testing. 
2.2 Penentuan Atribut 
Metode yang digunakan untuk proses data mining adalah metode C4.5, gini index, dan naïve 
bayes dengan menggunakan atribut sebagai berikut : 




X2 LPK Display Name 
X3 PCS/Bale 
X4 Weight 
2.3 Implementasi Data Mining Decision Tree Algoritma C4.5 
Rumus Entropy yang digunakan sebagai Persamaan 1. 
Entropy (S) =  ∑ − 𝑃𝑏 
𝑎
𝑏 𝐿𝑜𝑔2 𝑃𝑏    (1) 
Keterangan : 
a  : nilai pada atribut (kelas) 
Pb  : jumlah sampel kelas b 
Rumus Information Gain yang digunakan sebagai Persamaan 2. 
Gain(S,A) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑌𝑣|
|𝑌|𝑣𝑒 𝑉𝑎𝑙𝑢𝑒𝑠 (𝐴)
 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑣)  (2) 
2.4 Implementasi Data Mining Gini Index 
Rumus Gini Index yang digunakan sebagai Persamaan 3. 




k   : Kelas atribut 
a   : Jumlah kelas pada variable Y  
Pk : Jumlah kelas pada atribut k terhadap jumlah kelas a dalam atribut 
Rumus Gini Index yang digunakan sebagai persamaan 4. 
𝐺𝑖𝑛𝑖𝑠𝑝𝑙𝑖𝑡(𝐴) =  
𝑁1
𝑁
 . 𝐺𝑖𝑛𝑖(𝐴1) +  
𝑁1
𝑁
 . 𝐺𝑖𝑛𝑖(𝐴1) +  … + 𝐺𝑖𝑛𝑖(𝐴𝑘)  (4) 
 
2.5 Implementasi Data Mining Naïve Bayes 




  (5) 
Keterangan:  
X  : Data class belum diketahui 
C  : Hipotesis data class spesifik 
P(C|X) : Probabilitas hipotesis C berdasar kondisi X  
P(C) : Probabilitas hipotesis C 
P(X|C) : Probabilitas X berdasarkan kondisi hipotesis C 
P(X) : Probabilitas X 
3. HASIL DAN PEMBAHASAN 
Penelitian ini akan membandingkan hasil dari perhitungan data mining yaitu C4.5, gini index, 
dan naïve bayes untuk membantu kinerja perusahaan dalam menentukan strategi pemasaran. 
Dalam pengolahan data, peneliti menghapus 20 data untuk memudahkan dalam pengkategorian 
data kemudian peneliti mengkategorikan data menjadi tipe data polynominal (3 atau lebih tipe 
data) dan tipe data binominal (2 tipe data) dan telah mendapatkan persetujuan dari PT Sumber 
Bengawan Plasindo. 
 
Gambar 2. Data yang Telah Diolah 
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Rancangan proses skema pohon keputusan (decision tree) pada metode Algoritma C4.5 dan 
Gini Index menggunakan Rapid Miner dapat dilihat pada Gambar 3 dan 4. 
 
Gambar 3. Rancangan Proses Klasifikasi pada Rapid Miner 
 
Gambar 4. Rancangan Proses Klasifikasi Decision Tree pada Rapid Miner 
Rancangan proses klasifikasi desain metode naïve bayes menggunakan Rapid Miner dapat 
dilihat pada Gambar 5 dan 6. 
 




Gambar 6. Desain 2 Metode Naïve Bayes pada Rapid Miner 
a. Implementasi Data Mining Decision Tree Algoritma C4.5 Menggunakan Rapid Miner 
Hasil pohon keputusan dari proses pengolahan data mining algoritma C4.5 menggunakan Rapid 
Miner dapat dilihat pada Gambar 7. 
 
Gambar 7. Hasil Pohon Keputusan Algoritma C4.5 
b. Implementasi Data Mining Decision Tree Gini Index Menggunakan Rapid Miner 
Hasil pohon keputusan dari proses pengolahan data mining algoritma Gini Index menggunakan 





Gambar 8. Hasil Pohon Keputusan Algoritma Gini Index 
Terdapat perbedaan hasil pohon keputusan algoritma C4.5 dan gini index yaitu pada harga ≤ 
1500 simpul cabang (internal node) LPK display name algoritma gini index terdapat 
penambahan simpul cabang PCS/Bale. Serta pada harga ≥ 2000 simpul cabang PCS/Bale 
terdapat penambahan simpul cabang weight. 
c.  Implementasi Data Mining Algoritma Naïve Bayes Menggunakan Rapid Miner 5 
Hasil prediksi data testing dan tingkat confidence pada masing-masing proses perhitungan data 




Gambar 9. Hasil ExampleSet Naïve Bayes 
d. Implementasi Algoritma C4.5 
Membandingkan hasil perhitungan X1, X2, X3, X4 dimana nilai tertinggi digunakan sebagai 
simpul akar (root node). 
Tabel 2. Hasil Perhitungan C45 
Atribut Variabel Nilai C4.5 
X1 Harga 0,115 
X2 LPK Display Name 0,049 
X3 PCS/Bale 0,015 
X4 Weight 0,001 
Dilihat dari tabel 2, dimana Harga merupakan nilai tertinggi, maka dijadikan sebagai simpul 
akar (root node). 
e. Implementasi Gini Index 
Membandingkan hasil perhitungan X1, X2, X3, X4 dimana nilai terendah digunakan sebagai 






Tabel 3. Perhitungan Gini Index 
 Atribut Variabel  Nilai Gini Index 
X1 Harga 0,414 
X2 LPK Display Name 0,444 
X3 PCS/Bale 0,460 
X4 Weight 0,469 
Dilihat dari tabel 2, dimana Harga merupakan nilai terendah, maka dijadikan sebagai simpul 
akar (root node). 
3.6 Implementasi Naïve Bayes 
Hasil isi data training metode naïve bayes dilihat dari plot view pada ExampleSet dapat dilihat 
pada Gambar 10. 
` 
Gambar 10. Hasil Plot View Naïve Bayes pada Rapid Miner 
Hasil dari plot view naïve bayes pada Gambar 10 dapat disimpulkan bahwa produk karung 
motif pada harga ≥ 2000, harga ≤ 1500, dan 1500 > harga < 2000 merupakan produk karung 
yang sering diproduksi dan dipesan oleh pelanggan. Sedangkan produk karung polos pada harga 
≥ 2000 merupakan produk yang kurang diminati oleh pelanggan, hal ini dilihat dari jumlah 
produk yang diproduksi. Pada harga ≤ 1500 produk karung motif, polos, dan SNI juga 
merupakan produk yang kurang diminati oleh pelanggan. 
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3.7 Perbandingan 3 Metode 
Melakukan perbandingan dari hasil analisis perhitungan ketiga metode data mining yaitu C45, 
Gini Index, dan Naïve Bayes dengan melihat hasil nilai accuracy, precision, dan recall. 
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Tabel 4. Perbandingan 3 Metode 
Metode  Accuracy Precision Recall 
C4.5 96,36% 97,66% 92,59% 
Gini Index 96,36% 97,66% 92,59% 
Naïve Bayes 57,20% 40,11% 27,04% 
Hasil perbandingan 3 metode pada Tabel 4 dapat disimpulkan bahwa metode C4.5 dan Gini 
Index memiliki nilai accuracy, precision, dan recall yang sama dan lebih tinggi sehingga metode 
tersebut merupakan metode yang lebih baik dalam penelitian ini. Nilai accuracy, precision, dan 
recall pada metode naïve bayes lebih rendah, maka dapat disimpulkan ketepatan metode 




3.8 Intrepretasi Hasil Penelitian 
Hasil dari analisis penelitian menggunakan metode C4.5 dan Gini Index menghasilkan algoritma 
decision tree sedangkan pada metode naïve bayes menghasilkan prediksi terhadap tingkat 
confidence pada masing-masing perhitungan data. 
3.8.1 Intepretasi Algoritma C4.5 
Berdasarkan Gambar.7 dalam analisis penelitian ini atribut harga memiliki nilai tertinggi 
sehingga harga merupakan variable yang paling mempengaruhi, terbukti atribut harga 
merupakan simpul akar (root node). Aturan yang terbentuk dari hasil penelitian metode C4.5 
adalah: 
1. Seseorang akan berminat membeli produk (YA) jika kondisi sebagai berikut: 
a) Harga = 1500 > Harga < 2000, (kondisi lain diabaikan). 
b) Harga = ≤ 1500, LPK Display Name = Berwarna, Weight = Sedang. 
c) Harga = ≤ 1500, LPK Display Name = Motif, PCS/Bale = Banyak, Weight = Berat. 
d) Harga = ≤ 1500, LPK Display Name = Motif, PCS/Bale = Banyak, Weight = Sedang. 
e) Harga = ≤ 1500, LPK Display Name = Polos, (nilai atribut lain diabaikan). 
f) Harga = ≤ 1500, LPK Display Name = Transparan, (nilai atribut lain diabaikan). 
g) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Ringan, LPK Display Name = Motif. 
h) Harga = ≥ 2000, PCS/Bale = Sedikit, LPK Display Name = Berwarna. 
i) Harga = ≥ 2000, PCS/Bale = Sedikit, LPK Display Name = Motif. 
2. Seseorang kurang berminat membeli produk (TIDAK) jika kondisi sebagai berikut: 
a) Harga = ≤ 1500, LPK Display Name = Berwarna, Weight = Ringan. 
b) Harga = ≤ 1500, LPK Display Name = Motif, PCS/Bale = Banyak, Weight = Ringan. 
c) Harga = ≤ 1500, LPK Display Name = Motif, PCS/Bale = Sedikit. 
d) Harga = ≤ 1500, LPK Display Name = SNI, (nilai atribut lain diabaikan). 
e) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Berat, (nilai atribut lain diabaikan). 
f) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Ringan, LPK Display Name = Polos. 
g) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Ringan, LPK Display Name = 
Transparan. 
h) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Sedang, (nilai atribut lain diabaikan). 




j) Harga = ≥ 2000, PCS/Bale = Sedikit, LPK Display Name = SNI, (nilai atribut lain 
diabaikan). 
k) Harga = ≥ 2000, PCS/Bale = Sedikit, LPK Display Name = Transparan, (nilai atribut lain 
diabaikan). 
3.8.2 Intepretasi Algoritma Gini Index 
Berdasarkan Gambar.8 dalam analisis penelitian ini atribut harga memiliki nilai terendah 
sehingga harga merupakan variable yang paling mempengaruhi, terbukti atribut harga 
merupakan simpul akar (root node). Aturan yang terbentuk dari hasil penelitian metode Gini 
Index adalah: 
1. Seseorang akan berminat membeli produk (YA) jika kondisi sebagai berikut: 
a) Harga = 1500 > Harga < 2000, (kondisi lain diabaikan). 
b) Harga = ≤ 1500, LPK Display Name = Berwarna, PCS/Bale = Sedikit, Weight = Sedang. 
c) Harga = ≤ 1500, LPK Display Name = Motif, PCS/Bale = Banyak, Weight = Berat. 
d) Harga = ≤ 1500, LPK Display Name = Motif, PCS/Bale = Banyak, Weight = Sedang. 
e) Harga = ≤ 1500, LPK Display Name = Polos, (nilai atribut lain diabaikan) 
f) Harga = ≤ 1500, LPK Display Name = Transparan, (nilai atribut lain diabaikan). 
g) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Ringan, LPK Display Name = Motif. 
h) Harga = ≥ 2000, PCS/Bale = Sedikit, Weight = Ringan. 
i) Harga = ≥ 2000, PCS/Bale = Sedikit, Weight = Sedang, LPK Display Name = Berwarna. 
j) Harga = ≥ 2000, PCS/Bale = Sedikit, Weight = Sedang, LPK Display Name = Motif. 
2. Seseorang kurang berminat membeli produk (TIDAK) jika kondisi sebagai berikut: 
a) Harga = ≤ 1500, LPK Display Name = Berwarna, PCS/Bale = Sedikit, Weight = Ringan. 
b) Harga = ≤ 1500, LPK Display Name = Motif, PCS/Bale = Banyak, Weight = Ringan. 
c) Harga = ≤ 1500, LPK Display Name = Motif, PCS/Bale = Sedikit. 
d) Harga = ≤ 1500, LPK Display Name = SNI, (nilai atribut lain diabaikan). 
e) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Berat. 
f) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Ringan, LPK Display Name = Polos. 
g) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Ringan, LPK Display Name = 
Transparan. 
h) Harga = ≥ 2000, PCS/Bale = Banyak, Weight = Sedang, (nilai atribut lain diabaikan). 
i) Harga = ≥ 2000, PCS/Bale = Sedikit, Weight = Sedang, LPK Display Name = Polos. 
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j) Harga = ≥ 2000, PCS/Bale = Sedikit, Weight = Sedang, LPK Display Name = SNI. 
k) Harga = ≥ 2000, PCS/Bale = Sedikit, Weight = Sedang, LPK Display Name = 
Transparan. 
3.8.2 Intepretasi Algoritma Naïve Bayes 
Berdasarkan Gambar. 9 dalam analisis penelitian ini mengambil kesimpulan dari metode naïve 
bayes yaitu : 
1. Harga ≥ 2000 
a) YA = LPK Display Name Motif merupakan produk yang banyak diminati. 
b) TIDAK = LPK Display Name Transparan merupakan produk yang tidak/kurang diminati. 
2. Harga ≤ 1500 
a) YA =  LPK Display Name Motif merupakan produk yang banyak diminati. 
b) TIDAK = LPK Display Name SNI merupakan produk yang tidak/kurang diminati. 
3. 1500 > Harga < 2000 





Berdasarkan hasil analisis perbandingan 3 metode yaitu C4.5, Gini Index, dan Naïve Bayes dapat 
ditarik kesimpulan sebagai berikut : 
1. Berdasarkan hasil perbandingan metode C4.5 dan Gini Index variabel yang paling 
berpengaruh terhadap penjualan adalah variabel harga. Serta memiliki nilai accuracy 
96,36%, nilai precision 97,66%, dan nilai recall 92,59% yang sama. 
2. Berdasarkan hasil perhitungan metode naïve bayes menggunakan rapid miner nilai accuracy 
57,20%, nilai precision 40,11%, dan nilai recall 27,04% merupakan nilai terendah dari 
kedua metode yang lain yaitu metode C4.5 dan Gini Index. 
3. Berdasarkan hasil perbandingan metode C4.5, Gini Index, dan Naïve Bayes. Metode C4.5 
dan Gini Index memiliki nilai accuracy, precision, dan recall yang lebih tinggi dibanding 
nilai accuracy, precision, dan recall Naïve Bayes sehingga metode C4.5 dan Gini Index 
merupakan metode yang lebih baik dalam penelitian ini. 




Adapun saran agar penelitian lebih baik dari penelitian sebelumnya yaitu: 
1. Agar melakukan penelitian dengan membandingkan lebih banyak metode dan menggunakan 
metode yang berbeda dari penelitian sebelumnya. 
2. Penelitian ini tidak terimplementasi pada sebuah system aplikasi, maka perlu dibuat sistem 
aplikasi web. 
3. Menggunakan Rapid Miner versi terbaru yang lebih lengkap tampilannya. 
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