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In this paper, we study the inverse sorting problem with bound constraints under the
l∞-norm and the Hamming distance. For the problem under the l∞-norm, an O (n logn)-
time algorithm is presented. For the problem under the Hamming distance, we ﬁrst show
that it has an Ω(n logn)-time lower bound in the comparison model; and then, we present
an O (n logn)-time algorithm. Both of the presented algorithms improve the previous upper
bounds from O (n2).
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1. Introduction
While solving an optimization problem, we are given the parameters, such as weights and capacities, of a system, and
we are interested in the ﬁnding of an optimal solution. Recently, there has been an increasing interest in the study of
inverse optimization problems [13]. In an inverse optimization problem, we are given the parameters of a system as well as
a solution that is not optimal under the parameters, and the goal is to modify the parameters as little as possible so that
the given solution becomes optimal. The study of inverse optimization problems is both of theoretical interest and practical
importance. A situation in which an inverse optimization problem arises is as follows. In practice, it may happen in a system
that we only know estimates of the parameters and we might know the optimal solution from observations or experiments.
If the known solution is not optimal under the estimates, then we can reﬁne the estimates by inverse optimization. There
is another situation in which an inverse optimization problem occurs. In the real world, the parameters of a system may
change with the time and thus an existing solution may become non-optimal. If the existing solution cannot be changed
with reasonable cost, then we may face the situation of modifying the parameters with the minimum cost to make the
solution optimal.
A variety of inverse optimization problems had been deﬁned and studied in the literature. Some examples are the inverse
shortest path problem, the inverse linear programming problem, the inverse minimum spanning tree problem, the inverse
location problem, and the inverse minimum cut problem. For a detailed survey on inverse optimization, please refer to [13].
The focus of this paper is the inverse sorting problem. Let A = (a1,a2, . . . ,an) be a sequence of numbers. Each element ai ,
1 i  n, has a positive weight wi . Given the sequence A, the inverse sorting problem is to ﬁnd a non-decreasing sequence
X = (x1, x2, . . . , xn) so as to minimize some cost function C(A, X). The problem has practical applications in operations
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Previous results on the inverse sorting problem.
Cost function Solution (real/int) Time Ref. Remark
l1-norm real O (n logn) [27]
l2-norm real O (n) [4]
int O (n) [11]
l∞-norm real O (n2) [31]
real O (n) [32] uniform weights
int O (n2) [19]
int O (n) [19] uniform weights
∑n
i=1 Ci(ai , xi), Ci is a
convex function
int O (n log (U − L)) [1] bound constraints on X
Hamming distance real O (n2) [37] individual bound
constraints on each xi
research [15,21,26], statistics [3,16,25], biomedical research [14,17,22,28,36], and image processing [24]. A common cost
function is the lp-norm, which is deﬁned as C(A, X) =∑ni=1{wi × |xi − ai |p}, where p  1 is an integer. When C(A, X) is
the lp-norm, the inverse sorting problem is also known as the isotonic regression problem. Stout [27] had an O (n logn)-time
algorithm for p = 1. Best and Chakravarti [4] had an O (n)-time algorithm for p = 2. For p = ∞, Ubhaya gave an O (n2)-
time algorithm in [31]; and assuming that wi = 1 for all i, 1  i  n, he further gave an O (n)-time algorithm in [32].
In some practical situations, the elements in the output sequence X may be required to take integer values. Goldstein
and Kruskal [11] ﬁrst introduced such an integer constraint and gave an O (n)-time algorithm for p = 2. Then, Liu and
Ubhaya [19] gave an O (n2)-time algorithm for p = ∞. In the same paper, Liu and Ubhaya also showed that if wi = 1 for
all i,1  i  n, the upper bound for p = ∞ can be further reduced to O (n). Best, Chakravarti, and Ubhaya [5] studied
the inverse sorting problem under the cost function C(A, X) =∑ni=1 Ci(ai, xi), where each Ci is a strictly convex function.
Assuming that there are two bounds L and U and all elements of X are required to be integers within the range [L,U ],
they gave an O (n2 log (U − L))-time algorithm. Later, Ahuja and Orlin [1] improved this upper bound to O (n log (U − L)).
In some circumstances, we may only care about whether the value of a parameter is changed, but without considering
the degree of the change. Therefore, many researchers studied inverse optimization problems under the Hamming dis-
tance [9,12,20,37,38]. For the inverse sorting problem, the Hamming distance is deﬁned as C(A, X) =∑ni=1{wi × h(xi,ai)},
where h(xi,ai) is 0 if xi = ai , and is 1 otherwise. Very recently, Yang and Zhang [37] introduced a generalization of the
inverse sorting problem, in which each output element xi is required to take value in a given range associated with the
input element ai . This generalization is called the inverse sorting problem with bound constraints. Yang and Zhang studied this
generalization under the Hamming distance and gave an O (n2)-time algorithm. The above results on the inverse sorting
problem are summarized in Table 1.1.
In this paper, we study the inverse sorting problem with bound constraints. Two cost functions are discussed: the
l∞-norm and the Hamming distance. For the problem under the l∞-norm, an O (n logn)-time algorithm is presented, which
improves the previous upper bound in [31] from O (n2). For the problem under the Hamming distance, we ﬁrst show that
it has an Ω(n logn)-time lower bound in the comparison model; and then, we present an O (n logn)-time algorithm. The
presented algorithm improves the previous upper bound in [37] from O (n2).
The remainder of this paper is organized as follows. In Section 2, notation and preliminary results are presented. In Sec-
tion 3, an O (n logn)-time algorithm is proposed for the inverse sorting problem with bound constraints under the l∞-norm.
Then, in Section 4, an Ω(n logn)-time lower bound and an O (n logn)-time algorithm are presented for the problem under
the Hamming distance. Finally, in Section 5, we conclude this paper.
2. Preliminaries
Let A = (a1,a2, . . . ,an) be a sequence of n real numbers. Each element ai , 1 i  n, has a positive weight wi and two
bounds a−i and a
+
i such that a
−
i  ai  a
+
i . A sequence X = (x1, x2, . . . , xn) is a feasible solution of A if it satisﬁes
x1  x2  · · · xn, and (2.1)
a−i  xi  a
+
i for each i,1 i  n. (2.2)
Given the sequence A, the inverse sorting problem is to ﬁnd a feasible solution X of A so as to minimize some cost function
C(A, X). When a−i = −∞ and a+i = ∞ for all i, 1 i  n, the problem is unconstrained; otherwise it is constrained.
Two cost functions are discussed in this paper. The ﬁrst is deﬁned as C(A, X) = max1in{wi × |xi − ai |}. The inverse
sorting problem with such C(A, X) is called the inverse sorting problem under the l∞-norm, abbreviated as the ISMAX problem.
For any two real numbers x and y, deﬁne the Hamming distance function h(x, y) to be
h(x, y) =
{
0 if x = y, and
1 otherwise.
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called the inverse sorting problem under the Hamming distance, abbreviated as the ISHD problem.
A sequence A is feasible if it has a feasible solution; otherwise, it is infeasible. In the unconstrained problem, the input
sequence A is always feasible. However, this is not true when there are bound constraints. In the remainder of this section,
we show that the feasibility of a sequence A can be easily determined in O (n) time. The following lemma gives a necessary
and suﬃcient condition of a feasible sequence.
Lemma 2.1. A sequence A is feasible if and only if for each i, 2 i  n, a+i max1k<i{a−k }.
Proof. First, assume that A is feasible. Let X = (x1, x2, . . . , xn) be a feasible solution of A. According to (2.1) and (2.2), for
each i, 2  i  n, a+i  xi  max1k<i{xk}  max1k<i{a−k }. Thus, the “only-if” part holds. Next, assume that for each i,
2  i  n, a+i  max1k<i{a−k }. Let X be a sequence deﬁned as follows: for each i, 1  i  n, xi = max1ki{a−k }. We
prove the “if” part by showing that X is a feasible solution of A. Clearly, X satisﬁes (2.1). In the following, we further
show that X satisﬁes (2.2). Consider a ﬁxed index i, 1  i  n. Since xi = max1ki{a−k }, we have xi  a−i . Moreover,
since a+i max1k<i{a−k } and a+i  a−i , we have xi = max1ki{a−k } a+i . Therefore, X satisﬁes (2.2) and thus the lemma
holds. 
According to Lemma 2.1, the feasibility of A can be determined by the following simple procedure.
Procedure feasible(A)
begin
1 lmax ← −∞
2 for i ← 2 to n do begin
3 lmax ←max{lmax,a−i−1} // lmax = max1k<i{a−k }
4 if a+i < lmax then return false
5 end
6 return true
end
We have the following.
Lemma 2.2.Whether a sequence A is feasible can be determined in O (n) time.
3. The ISMAX problem
Given a sequence A, the ISMAX problem is to ﬁnd a feasible solution X = (x1, x2, . . . , xn) so as to minimize C(A, X) =
max1in{wi × |xi − ai |}. Ubhaya [31] had an O (n2)-time algorithm for the unconstrained problem. In Section 3.1, their
algorithm is ﬁrstly described. Then, in Section 3.2, an O (n logn)-time algorithm for the unconstrained problem is presented.
Finally, in Section 3.3, we show how to modify the algorithm in Section 3.2 to solve the constrained problem in O (n logn)
time.
3.1. Ubhaya’s algorithm for the unconstrained problem
In this subsection, we assume that a−i = −∞ and a+i = ∞ for all i, 1  i  n. For each i, 1  i  n, deﬁne ci(x) =
wi × |x − ai |, which is the cost of changing ai to a real number x. Let (p,q) be an index pair such that 1  p < q  n.
Let mpq = (wpap + wqaq)/(wp + wq) be the weighted average of ap and aq . Consider a sub-problem deﬁned by (ap,aq),
in which we want to ﬁnd (xp, xq) that minimizes max{cp(xp), cq(xq)} subject to xp  xq . Let αpq be the optimal cost
for this sub-problem. If ap  aq , (xp, xq) = (ap,aq) is the optimal solution and αpq = 0. If ap > aq , it is easy to see that
(xp, xq) = (mpq,mpq) is the optimal solution and αpq = cp(mpq) = cq(mpq). Therefore, we have the following.
Lemma 3.1. (See [31].) If ap  aq, then αpq = 0; otherwise, αpq = cp(mpq) = cq(mpq).
Let α∗ = max{αpq | 1 p < q n}. Ubhaya gave the following important property.
Lemma 3.2. (See [31].) The optimal cost of the unconstrained ISMAX problem is α∗ .
After α∗ is computed, an optimal solution X of A can be constructed in O (n) time as follows [31]: for each i,
1  i  n, set xi = max{xi−1,ai − α∗/wi}, where x0 = −∞. For example, consider that A = (12,4,22,10,8) and
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(w1,w2,w3,w4,w5) = (1,4,2,4,1). In this example, α∗ = α34 = 16. Thus, an optimal solution X can be constructed
as follows (see Fig. 3.1):
x1 = max{−∞,12− 16/1} = −4,
x2 = max{x1,4− 16/4} = 0,
x3 = max{x2,22− 16/2} = 14,
x4 = max{x3,10− 16/4} = 14, and
x5 = max{x4,8− 16/1} = 14.
There are O (n2) pairs (p,q), 1 p < q  n. Each αpq , 1 p < q  n, can be computed in O (1) time. Therefore, α∗ can
be computed in O (n2) time. We have the following.
Theorem 3.1. (See [31].) The unconstrained ISMAX problem can be solved in O (n2) time.
3.2. An improved algorithm for the unconstrained problem
Consider an index pair (p,q) such that 1 p < q n. Deﬁne Iq(x) = wq × (x−aq) and Dp(x) = wp × (ap − x) for any real
number x. The function Iq is an increasing linear function, while the function Dp is a decreasing linear function. Thus, there
is a unique point at which Iq intersects Dp . Clearly, Iq intersects Dp at x =mpq . Given the value of mpq , we can compute
αpq according to the following lemma.
Lemma 3.3. If mpq  aq, then αpq = 0; otherwise, αpq = Iq(mpq).
Proof. If mpq  aq , we have ap  mpq  aq and thus, by Lemma 3.1, αpq = 0. (See Fig. 3.2(a).) Assume that mpq > aq .
(See Fig. 3.2(b).) Then, we have aq < mpq < ap . Since ap > aq , cq(x) = Iq(x) for any x  aq . Thus, by Lemma 3.1, we have
αpq = cq(mpq) = Iq(mpq). Therefore, the lemma holds. 
For each q, 1 < q  n, let α∗q = max{αpq | 1  p < q}. Then, α∗ = max1<qn{α∗q }. Consider the computation of α∗q for a
ﬁxed q, 1< q n. Since Iq is increasing, from Lemma 3.3, the following is obtained immediately.
Lemma 3.4. For each q, 1< q n, if max1p<q{mpq} aq, then α∗q = 0; otherwise, α∗q = Iq(max1p<q{mpq}).
The upper envelope of a set H of functions is the function U deﬁned as U (x) = max f ∈H { f (x)}. Let Uq−1 be the upper
envelope of D1, D2, . . . , Dq−1. (See Fig. 3.3.) Since all D1, D2, . . . , Dq−1 are decreasing linear functions, Uq−1 is decreasing
and is a continuous piece-wise linear function. Thus, there exists a unique point at which Uq−1 intersects Iq . Let m∗q be the
x-coordinate of the intersection point. It is easy to see that m∗q = max1p<q{mpq}. Therefore, by Lemma 3.4, we obtain the
following.
Lemma 3.5. If m∗q  aq, then α∗q = 0; otherwise, α∗q = Iq(m∗q).
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Fig. 3.3. An illustration of Uq−1, Iq , m∗q , and α∗q , where q = 4.
Lemma 3.5 shows that the computation of α∗q can be done by ﬁnding the intersection of Uq−1 and Iq . Therefore, the
unconstrained ISMAX problem can be solved as follows.
Algorithm 1. The unconstrained ISMAX problem
Input: a sequence A = (a1,a2, . . . ,an), in which each element ai has a positive weight wi
Output: a feasible solution X of A that minimizes max1in{wi × |xi − ai |}
begin
1 H ← ∅
2 for q ← 2 to n do
3 begin
4 H ← H ∪ Dq−1 //H = {D1, D2, . . . , Dq−1}
5 m∗q ← the point x which Iq intersects the upper envelope of H
6 If m∗q  aq then α∗q ← 0
7 else α∗q ← Iq(m∗q)
8 end
9 α∗ ←max1<qn{α∗q }
10 X ← a feasible solution of A with C(A, X) = α∗
11 return X
end
The bottleneck of Algorithm 1 is lines 4 and 5. To implement theses two steps, we need an eﬃcient data structure that
maintains the upper envelope of a set H of linear functions, and supports a sequence of two operations: INSERT( f ), which
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upper envelope of H . Preparata [23] had an eﬃcient data structure that supports each INSERT and INTERSECT operation in
O (log |H|) time. Therefore, we have the following.
Theorem 3.2. The unconstrained ISMAX problem can be solved in O (n logn) time.
3.3. An algorithm for the constrained problem
In this subsection, we show how to modify the algorithm in Section 3.2 to solve the constrained ISMAX problem. By
Lemma 2.2, the feasibility of A can be determined in O (n) time. For ease of discussion, throughout this subsection, we
assume that A is feasible.
Let mpq , ci(x), Iq(x), and Dp(x) be deﬁned the same as in Section 3.2. Consider an index pair (p,q) such that 1 p <
q n. Let α¯pq be the optimal cost for the constrained sub-problem deﬁned by (ap,aq). For this sub-problem, we want to ﬁnd
(xp, xq) that minimizes max{cp(xp), cq(xq)} subject to xp  xq , a−p  xp  a+p and a−q  xq  a+q . Consider the computation
of α¯pq . The following four cases are discussed.
Case 1. mpq  aq . (See Fig. 3.4(a).)
In this case, ap  aq . Thus, (ap,aq) is the optimal solution and α¯pq = 0.
Case 2. mpq > aq and a−p mpq  a+q . (See Fig. 3.4(b).)
Note that since we had assumed that A is feasible, by Lemma 2.1, a−p  a+q . In this case, (mpq,mpq) is the optimal
solution and α¯pq = cq(mpq) = Iq(mpq).
Case 3. mpq > aq and mpq < a−p . (See Fig. 3.4(c).)
In this case, it is easy to see that (a−p ,a−p ) is the optimal solution and α¯pq = cq(a−p ) = Iq(a−p ).
Case 4. mpq > aq and mpq > a+q . (See Fig. 3.4(d).)
In this case, it is easy to see that (a+q ,a+q ) is the optimal solution and α¯pq = cp(a+q ) = Dp(a+q ).
Therefore, the following is concluded.
Lemma 3.6.
α¯pq =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 if mpq  aq,
Iq(mpq) if mpq > aq and a−p mpq  a+q ,
Iq(a−p ) if mpq > aq and mpq < a−p , and
Dp(a+q ) if mpq > aq and mpq > a+q .
Let α¯∗ = max{α¯pq | 1 p < q n}. Similar to the unconstrained case, we have the following.
Lemma 3.7. The optimal cost for the constrained ISMAX problem is α¯∗ .
Proof. Clearly, α¯∗ gives a lower bound on the optimal cost. Let X be a sequence deﬁned as follows: for each i, 1 i  n,
xi = max{xi−1,a−i ,ai − α¯∗/wi}, where x0 = −∞. We prove this lemma by showing that X is a feasible solution with cost at
most α¯∗ . Clearly, X is non-decreasing and xi  a−i for 1  i  n. In the following, we complete the proof by showing that
for each i, 1 i  n, xi  a+i and ci(xi) α¯∗ . Consider a ﬁxed index i, 1 i  n. The following two cases are discussed.
Case 1. xi  ai .
In this case, xi  ai  a+i . By the deﬁnition of xi , xi  ai − α¯∗/wi . Thus, ci(xi) = wi(ai − xi) α¯∗ .
Case 2. xi > ai .
In this case, we have xi = xi−1. Let k be the index such xk−1 < xk = xk+1 = xk+2 = · · · = xi . (See Fig. 3.5.) Let x∗ =
ak − α¯∗/wk . Then, α¯∗ = ck(x∗). Since xk−1 < xk , xk = max{a−k , x∗} ak and thus ak > ai . Let (x′, x′) be the optimal solution
to sub-problem deﬁned by (ak,ai). Then, by deﬁnition, α¯ki = max{ck(x′), ci(x′)}. Note that since α¯∗  α¯ki , both ck(x′) and
ci(x′) are not larger than α¯∗ . Since ck(x′)  α¯∗ = ck(x∗), we have x′  x∗ . Since (x′, x′) is a feasible solution of (ak,ai),
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a−k  x′  a
+
i . Thus, we have x
′ max{a−k , x∗} = xk = xi . From x′  a+i , ci(x′) α¯∗ , and xi  x′ , we conclude immediately that
xi  a+i and ci(xi) α¯∗ .
Consequently, the lemma holds. 
For each q, 1 < q  n, let α¯∗q = max{α¯pq | 1  p < q}. As in Section 3.2, we deﬁned Uq−1 to be the upper envelope of
D1, D2, . . . , Dq−1 and deﬁne m∗q = max1p<q{mpq}, which is the x-coordinate at which Uq−1 intersects Iq . Then, we have
the following.
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Lemma 3.8. Let lq−1 =max1pq−1{a−p }. Then,
α¯∗q =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
0 if m∗q  aq,
Iq(m∗q) if m∗q > aq and lq−1 m∗q  a+q ,
Iq(lq−1) if m∗q > aq and m∗q < lq−1, and
Uq−1(a+q ) if m∗q > aq and m∗q > a+q .
Proof. Recall that we had assumed that A is feasible. Thus, lq−1  a+q . According to Lemma 3.6, we partition the set of
indices {1,2, . . . ,q − 1} into four subsets P1 = {p | mpq  aq}, P2 = {p | mpq > aq and a−p mpq  a+q }, P3 = {p | mpq > aq
and mpq < a−p }, and P4 = {p |mpq > aq and mpq > a+q }. Then, by Lemma 3.6, we have
α¯∗q = max
{
max
p∈P1
{α¯pq},max
p∈P2
{α¯pq},max
p∈P3
{α¯pq},max
p∈P4
{α¯pq}
}
= max
{
0,max
p∈P2
{
Iq(mpq)
}
,max
p∈P3
{
Iq
(
a−p
)}
,max
p∈P4
{
Dp
(
a+q
)}}
.
Let k be any index such that mkq =m∗q . The following four cases are considered.
Case 1. m∗q  aq .
For each p, 1 p < q, we have mpq m∗q  aq . Therefore, P2 = P3 = P4 = ∅ and thus α¯∗q = 0.
Case 2. m∗q > aq and lq−1 m∗q  a+q .
Clearly, k ∈ P2 and thus α¯kq = Iq(m∗q). For each p, 1 p < q, we have mpq m∗q  a+q . Thus, P4 = ∅. Since Iq is increas-
ing, for any p ∈ P3, we have α¯pq = Iq(a−p ) Iq(lq−1) Iq(m∗q) = α¯kq . Therefore, α¯∗q = max{maxp∈P2 {α¯pq},maxp∈P3 {α¯pq}} =
maxp∈P2 {Iq(mpq)} = Iq(maxp∈P2 {mpq}) = Iq(m∗q).
Case 3. m∗q > aq and m∗q < lq−1. (See Fig. 3.6(a).)
For any p, 1 p < q, we have mpq m∗q < lq−1  a+q . Thus, P4 = ∅. Let j be any index such that a−j = lq−1. Then, a j 
a−j = lq−1 >m∗q > aq . From a j > aq , we conclude that mjq > aq . Moreover, we have mjq m∗q < a−j . Therefore, j ∈ P3. For each
p ∈ P2, we have α¯pq = Iq(mpq)  Iq(m∗q) < Iq(lq−1) = Iq(a−j ) = α¯ jq . Therefore, α¯∗q = max{maxp∈P2 {α¯pq}, maxp∈P3 {α¯pq}} =
maxp∈P3 {Iq(a−p )} = Iq(maxp∈P3 {a−p }) = Iq(lq−1).
Case 4. m∗q > aq and m∗q > a+q . (See Fig. 3.6(b).)
In this case, k ∈ P4. Since Iq and Dk intersect at x =m∗q , we have Iq(a+q ) < Dk(a+q ) = α¯kq . By Lemma 3.6, it is easy to see
that for any p /∈ P4, α¯pq  Iq(a+q ). Thus, α¯∗q = maxp∈P4 {Dp(a+q )}. Moreover, for any p /∈ P4, since mpq  a+q <mkq , we have
Dp(a+q ) Iq(a+q ) < Dk(a+q ). Therefore, α¯∗q = maxp∈P4 {Dp(a+q )} = max1pq−1{Dp(a+q )} = Uq−1(a+q ).
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Consequently, the lemma holds. 
According to Lemma 3.8, it is easy to modify Algorithm 1 to obtain the following.
Theorem 3.3. The constrained ISMAX problem can be solved in O (n logn) time.
4. The ISHD problem
Given A, the ISHD problem is to ﬁnd a feasible solution X = (x1, x2, . . . , xn) so as to minimize ∑ni=1{wi × h(xi,ai)}.
For convenience, in this section, we say that an element ai is reserved in a feasible solution X of A if xi is equal to ai .
In Section 4.1, we show that the ISHD problem has an Ω(n logn)-time lower bound in the comparison model, even in
the unconstrained case. Yang and Zhang [37] had an O (n2)-time algorithm for the constrained problem. Their algorithm is
described in Section 4.2. Then, in Section 4.3, an optimal O (n logn)-time algorithm is presented.
4.1. A lower bound
Let S be a sequence of numbers. A subsequence of S is any sequence obtained by deleting none or some elements from S .
Given S , the longest non-decreasing subsequence problem is to ﬁnd a longest non-decreasing subsequence of S . The problem
has an Ω(n logn)-time lower bound in the comparison model [10,18]. In this subsection, we establish a lower bound for the
ISHD problem by a linear time reduction from the longest non-decreasing subsequence problem.
Theorem 4.1. The ISHD problem has an Ω(n logn)-time lower bound in the comparison model, even in the unconstrained case.
Proof. Given an instance S = (s1, s2, . . . , sn) of the longest non-decreasing subsequence problem, we construct in linear time
a sequence A = (a1,a2, . . . ,an) = (s1, s2, . . . , sn). For each i, 1 i  n, we set wi = 1, a−i = −∞, and a+i = ∞. Since wi = 1
for all i,1 i  n, the cost of any feasible solution X of A is n−k, where k is the number of elements of A that are reserved
in X . For any feasible solution X , the elements of A that are reserved in X form a non-decreasing subsequence of A. Thus,
determining a longest non-decreasing subsequence of A is equivalent to ﬁnding a minimum-cost feasible solution of A.
Therefore, the lemma holds. 
4.2. Yang and Zhang’s algorithm
Yang and Zhang’s algorithm was designed based upon the dynamic programming technique. For ease of description, we
assume that there are two dummy elements a0 = −∞ and an+1 = ∞ in A. The weights and bounds of these two elements
460 T.-C. Lin et al. / Journal of Computer and System Sciences 75 (2009) 451–464Fig. 4.1. A sequence A and the graph GA .
are w0 = wn+1 = 0, a−0 = a+0 = −∞, and a−n+1 = a+n+1 = ∞. Consider a feasible solution X = (x0, x1, . . . , xn+1) of A. Note
that since a−0 = a+0 = −∞ and a−n+1 = a+n+1 = ∞, a0 and an+1 are reserved in any feasible solution of A. Let R(X) be the
set of elements of A that are reserved in X . Deﬁne W (X) to be the total weight of the elements in R(X). For ease of
presentation, we call W (X) the weight of X . By deﬁnition, C(A, X) =∑ni=1 wi −W (X). Therefore, our problem is equivalent
to the ﬁnding of a feasible solution X of A that maximizes the weight W (X).
For any two indices p and q, 0  p < q  n + 1, the ordered pair (p,q) is called a feasible pair if ap  aq and
there exists a feasible solution in which ap and aq are reserved for the sub-problem deﬁned by the subsequence
(ap,ap+1, . . . ,aq). Consider the example in Fig. 4.1(a). In this example, (2,6) is not a feasible pair, since there is no feasible
solution to the subsequence (a2,a3, . . . ,a6) in which a2 and a6 are reserved. The set of feasible pairs in this example is
{(0,1), (0,2), (0,4), (0,7), (1,2), (1,4), (1,7), (3,4), (3,6), (3,7), (4,7), (5,6), (5,7), (6,7)}. Deﬁne a directed acyclic graph
GA as follows:
1. the vertex set is V = {v0, v1, . . . , vn+1},
2. the edge set is E = {(vp, vq) | 0 p < q n + 1, (p,q) is a feasible pair}, and
3. each edge (vp, vq) ∈ E has a length wq .
As an illustration, Fig. 4.1(b) depicts the graph GA for the sequence A in Fig. 4.1(a).
Let S = {a0,ai1 ,ai2 , . . . ,aik ,an+1} be a subset of A, where 1 i1 < i2 < · · · < ik  n. According to the deﬁnition of GA , if
there is a feasible solution X of A with R(X) = S , then P = (v0, vi1 , vi2 , . . . , vik , vn+1) is a path in GA and the length of
P is equal to W (X). On the other hand, if P = (v0, vi1 , vi2 , . . . , vik , vn+1) is a path in GA , then we can easily construct a
feasible solution X of A such that R(X) ⊇ S and the weight of X is at least ∑ai∈S wi . Combining these two statements, we
conclude that the problem of ﬁnding a maximum-weight feasible solution of A can be done by computing the longest path
from v0 to vn+1 in GA . For example, consider the sequence in Fig. 4.1(a). Let (w1,w2, . . . ,w6) = (1,2,3,4,5,6). Then, the
longest path from v0 to v7 in GA is the path P = (v0, v1, v4, v7). The length of P is w1 + w4 = 5 and thus the optimal cost
for A is
∑n
i=1 wi − 5 = 16.
Yang and Zhang had an eﬃcient algorithm that constructs GA in O (|V |+|E|) = O (n2) time. Since GA is a directed acyclic
graph, a longest path from v0 to vn+1 can be easily computed in O (|V | + |E|) = O (n2) time by the dynamic programming
technique. Therefore, we have the following.
Theorem 4.2. (See [37].) The constrained ISHD problem can be solved in O (n2) time.
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4.3. An optimal algorithm
In this subsection, an O (n logn)-time algorithm is proposed for the constrained ISHD problem. By Lemma 2.2, the feasi-
bility of A can be checked in O (n) time. For ease of discussion, throughout this subsection, we assume that A is feasible.
Essentially, the proposed algorithm is a modiﬁed version of Yang and Zhang’s. It also solves the problem by ﬁnding a
longest path from v0 to vn+1 in GA . If the construction of GA is necessary, since O (|V | + |E|) = O (n2), Yang and Zhang’s
algorithm is optimal in both space and time. Our idea is to do the ﬁnding of a longest path from v0 to vn+1 without the
construction of GA . For each q,0 q n+1, let F (q) = {p | 0 p < q, (p,q) is a feasible pair}, and let d(q) be the length of
a longest path from v0 to vq . Then, since GA is a directed acyclic graph, a recursive formula of d(q) can be given as follows:
When q = 0, d(q) = 0; and, if q 1, we have
d(q) = max
p∈F (q)
{
d(p)
}+ wq , (4.1)
where maxp∈F (q){d(p)} = −∞ if F (q) = ∅. According to (4.1), we need an eﬃcient way to compute maxp∈F (q){d(p)} for
each q, 1 q n + 1. We begin with presenting a necessary and suﬃcient condition of a feasible pair.
Lemma 4.1. A pair (p,q), 0 p < q n + 1, is a feasible pair if and only if ap  aq and for each i, p  i  q, ap  a+i and a−i  aq.
Proof. First, assume that (p,q) is a feasible pair. Then, there is a feasible solution X = (xp, xp+1, xp+2, . . . , xq) of
(ap,ap+1, . . . ,aq) such that xp = ap and xq = aq . Consider a ﬁxed i, p  i  q. According to (2.2), a−i  xi  a+i . Moreover,
since X is non-decreasing, we have ap  xi  aq . By combining these two statements, it is easy to conclude that ap  aq ,
ap  a+i , and a
−
i  aq . Therefore, the “only-if” part holds.
Next, assume that ap  aq and for each i, p  i  q, ap  a+i and a
−
i  aq . We prove the “if” part by constructing a feasible
solution of (ap,ap+1, . . . ,aq) in which ap and aq are reserved. Let X = (xp, xp+1, xp+2, . . . , xq), where xp = ap , xq = aq , and
xi = max{ap,maxp<ki{a−k }} for p < i < q. Since ap  aq and a−i  aq for p < i < q, it is easy to see that X is non-decreasing.
Trivially, a−p  xp  a+p and a−q  xq  a+q . In the following, we further show that a−i  xi  a
+
i for p < i < q. Consider a ﬁxed
i, p < i < q. Since xi = max{ap,maxp<ki{a−k }}, we have xi  a−i . Since we had assumed that A is feasible, by Lemma 2.1,
a+i  max1ki{a−k }  maxp<ki{a−k }. Moreover, since a+i  ap , we have a+i  max{ap,maxp<ki{a−k }}. Consequently, xi =
max{ap,maxp<ki{a−k }} a+i , which completes the proof of this lemma. 
An index q, 1 q n + 1, is called a feasible starting index if there is an edge from v0 to vq . For example, in Fig. 4.1, the
set of feasible starting indices is {1,2,4,7}. By letting p = 0 in Lemma 4.1, we obtain the following immediately.
Lemma 4.2. An index q, 0< q n + 1, is a feasible starting index if and only if for each i, 0 i  q, a−i  aq.
We classify all indices i, 1 i  n + 1, into two sets α and β , where α consists of all the feasible starting indices and β
consists of all the others. The following lemma gives an interesting property of a non-feasible starting index.
Lemma 4.3. For any feasible pair (p,q), 0 p < q n + 1, if q is not a feasible starting index, then p is also not.
Proof. Let (p,q) be a feasible pair such that q ∈ β . Since q ∈ β , by Lemma 4.2, there exists an index k, 0 k  q, such that
a−k > aq . (See Fig. 4.2.) On the other hand, since (p,q) is a feasible pair, by Lemma 4.1, a
−
i  aq for p  i  q. Therefore,
k < p. Since ap  aq < a− , by Lemma 4.2, p is not a feasible starting index. Thus, the lemma holds. k
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but also there is no path from v0 to vq . Therefore, we have the following.
Lemma 4.4. For any i ∈ β , there is no path from v0 to vi .
Lemma 4.4 is important to our algorithm. It indicates that for any i ∈ β , we can simply compute d(i) = −∞. Furthermore,
it indicates that removing all vi with i ∈ β from GA does not change the length of a longest path from v0 to any vertex vq
with q ∈ α.
Next, we proceed to discuss the computation of d(q) for each q ∈ α. Consider a ﬁxed q ∈ α. Our problem is to compute
maxp∈F (q){d(p)}. By Lemma 4.1, we have
F (q) = {p ∣∣ 0 p < q, ap  aq, ap  a+i and a−i  aq for p  i  q}. (4.2)
Since q ∈ α, by Lemma 4.2, a−i  aq for 0  i  q. Therefore, the condition “a−i  aq for p  i  q” already holds and thus
can be removed from (4.2). Consequently, we obtain the following.
Lemma 4.5. If q ∈ α, F (q) = {p | 0 p < q, ap  aq, ap  a+i for p  i  q}.
Deﬁne Z(q) = {p | 0  p < q, ap  a+i for p  i  q}. Then, by Lemma 4.5, F (q) = {p | p ∈ Z(q), ap  aq}. Thus,
maxp∈F (q){d(p)} = maxp∈Z(q),apaq {d(p)}. Let Z∗(q) = {p | 0  p < q, p /∈ β, ap  a+i for p  i  q}. As mentioned, re-
moving all vertices vi with i ∈ β from GA does not change the value of d(q). Since Z∗(q) is just the set obtained from Z(q)
by removing all elements i ∈ β , we have the following.
Lemma 4.6. If q ∈ α, maxp∈F (q){d(p)} = maxp∈Z∗(q),apaq {d(p)}.
According to Lemma 4.6, maintaining the set Z∗(q) is very helpful for the computation of maxp∈F (q){d(p)}. For conve-
nience, deﬁne Z∗(0) = ∅. For q 1, the following lemma shows how to obtain Z∗(q) from Z∗(q − 1).
Lemma 4.7. For any q,1 q n + 1,
Z∗(q) =
{
Z ′ ∪ {q − 1} if (q − 1) /∈ β and aq−1  a+q , and
Z ′ otherwise,
where Z ′ = {p | p ∈ Z∗(q − 1), ap  a+q }.
Proof. By deﬁnition, (q − 1) ∈ Z∗(q) if and only if (q − 1) /∈ β and aq−1  a+q . Therefore, this lemma can be established
by showing that for any p ∈ [0,q − 2], p ∈ Z∗(q) if and only if p ∈ Z ′ . Consider a ﬁxed index p ∈ [0,q − 2]. By deﬁnition,
p ∈ Z∗(q−1) if and only if p /∈ β and ap  a+i for p  i  q−1; and p ∈ Z∗(q) if and only if p /∈ β and ap  a+i for p  i  q.
Thus, p ∈ Z∗(q) if and only if p ∈ Z∗(q − 1) and ap  a+q . And thus, p ∈ Z∗(q) if and only if p ∈ Z ′ . Therefore, the lemma
holds. 
Based upon the above discussion, we present an algorithm for the ISHD problem as follows.
Algorithm 2. The ISHD problem
Input: a sequence A = (a1,a2, . . . ,an), in which each element ai has a positive weight wi and two bounds a−i and a+i
such that a−i  ai  a
+
i
Output: a feasible solution X of A that minimizes
∑n
i=1{wi × h(xi,ai)}
begin
1 if f easible(A) = false then return “no feasible solution”
2 d(0) ← 0; Z∗(0) ← ∅; lmax ← −∞
3 for q ← 1 to n + 1 do
4 begin
5 obtain Z∗(q) from Z∗(q − 1)
6 lmax ← max{lmax,a−q } // lmax =max{a−i | 0 i  q}
7 if lmax  aq then // q is a feasible starting index
8 begin
9 π(q) ← the index in {p | p ∈ Z∗(q), ap  aq} that maximizes d(p)
10 d(q) ← d(π(q)) + wq
11 end
12 end
13 X ← a feasible solution of A with C(A, X) =∑ni=1 wi − d(n + 1)
14 return X
end
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line 1 requires O (n) time. Line 2 takes O (1) time. Consider the for-loop in lines 3–12. The bottleneck is lines 5 and 9. All the
other lines take O (1) time. To do the computation in lines 5 and 9 eﬃciently, in the course of the algorithm, we maintain
a 2–3 tree [8] T as follows. Let A∗(q) = {ap | p ∈ Z∗(q)}. Essentially, the tree T is a balanced search tree over the elements
in A∗(q). More speciﬁcally, the leaves of T store the elements of A∗(q) non-decreasingly in a left-to-right order; and each
internal node v holds the largest ap stored in each of its subtrees. In addition, for each p ∈ Z∗(q), the leaf storing ap also
stores the index p; and, each internal node v stores the index in I v that maximizes d(p), where I v is the set of indices
stored in the leaves of the subtree rooted at v . Clearly, for any j,1 j  |Z∗(q)|, the index stored in the ﬁrst j leaves of T
that maximizes d(p) can be determined by examining the indices stored on the path from the jth leaf to the root. Since
Z∗(0) = ∅, T is an empty tree at the beginning.
Now, we proceed to describe the implementation of lines 5 and 9. Line 5 is to compute the set Z∗(q). According to
Lemma 4.7, it is done as follows. First, all elements ap in T with ap > a+q are deleted. Then, if (q−1) /∈ β and aq−1  a+q , we
insert the element aq−1, as well as the index q − 1, into T . A 2–3 tree supports each insertion and deletion in logarithmic
time. Thus, line 5 requires O ((r + 1) × log |α|) time, where r is the number of elements that are deleted. Next, consider the
implementation of line 9. Let Y = {p | ap ∈ A∗(q), ap  aq}. Line 9 is to compute the index in Y that maximizes d(p). Since
the elements ap ∈ A∗(q) are stored non-decreasingly in the leaves of T in a left-to-right order, the elements of Y are stored
in the ﬁrst |Y | leaves of T . Therefore, line 9 can be done in O (log |α|) time as follows. First, ﬁnd the rightmost leaf l of T
which stores an element ap  aq . Clearly, l is the |Y |th leaf of T . Then, determine the index in Y that maximizes d(p) by
using the indices stored on the path from l to the root.
Each element ap with p ∈ α is inserted into T once and may be deleted from T at most once. Thus, the for-loop in
lines 3–12 requires O (n + |α| log |α|) time in total. Line 13 is to construct a minimum-cost feasible sequence X of A. Using
the indices π(q), q ∈ α, it is easy to ﬁnd a longest path from v0 to vn+1, and then construct a minimum-cost feasible
sequence X of A in O (n) time. Therefore, the overall time complexity of Algorithm 2 is O (n + |α| log |α|) = O (n logn). We
have the following.
Theorem 4.3. The ISHD problem can be solved in O (n logn) time.
5. Concluding remarks
Consider the case that wi = 1 for all i, 1 i  n. In this case, Ubhaya [32] gave an O (n)-time algorithm for the uncon-
strained ISMAX problem. Assume that there are bound constraints. Let q be an index, 1  q  n. Since all wi are 1, it is
easy to see that Uq−1 = Dk , where k is the index such that ak = max1i<q{ai}. Since Uq−1 is a linear function, m∗q can be
computed in O (1) time. Therefore, when all wi are 1, the running time of our algorithm for the constrained ISMAX problem
becomes O (n).
Given a sequence A, the preﬁx isotonic regression problem is to compute, for every preﬁx of A, the optimal cost for the
isotonic regression problem deﬁned by the preﬁx. A sequence X = (x1, x2, . . . , xn) is unimodal if x1  x2  · · · xk  xk+1 
· · · xn for some k, 1 k n. Given a sequence A, the unimodal regression problem is to ﬁnd a unimodal sequence X so as to
minimize the lp-norm [2,6,7,27,29,30,33–35], where p  1 is an integer. As observed in [27,29,34], the unimodal regression
problem can be solved by resorting a solution to the preﬁx isotonic regression problem. Based on this observation, Stout [27]
solved the unimodal regression problem in O (n logn) time for p = 1 and Ubhaya [29] solved the problem in O (n) time for
p = 2. Assuming that all wi are 1, Ubhaya [34] gave an O (n)-time algorithm for p = ∞. The above papers also implicitly
solved the preﬁx isotonic regression problem under the l1-, l2- and l∞-norms. Clearly, our algorithm for the constrained
ISMAX problem also solves the preﬁx isotonic regression problem with p = ∞. Therefore, the unimodal regression problem
with p = ∞ can be solved in O (n logn) time. Many problems related to the unimodal regression problem had been studied
in the literature. For example, Ubhaya [33] considered the problem of ﬁnding a convex sequence X that minimizes the
l∞-norm and gave an O (n)-time algorithm when all wi are 1. An interested reader may refer to [30,35] for surveys on the
unimodal regression problem as well as some related problems, and may refer to [2,6,19] for alternative regression methods
and the signiﬁcance of various cost functions/norms used in regression and different situations to which they apply.
During the last few decades, the inverse sorting problem has attracted signiﬁcant research efforts. In this paper, eﬃcient
algorithms were presented for the problem with bound constraints under the l∞-norm and the Hamming distance. Accord-
ing to the lower bound in Theorem 4.1, the presented algorithm for the ISHD problem is optimal. One direction for further
study is to derive a lower bound for the ISMAX problem or to further improve the upper bound.
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