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TRUNCATED EULER POLYNOMIALS
TAKAO KOMATSU* AND CLAUDIO DE J. PITA RUIZ V.**
Abstract. We define a truncated Euler polynomial Em,n(x) as a gener-
alization of the classical Euler polynomial En(x). In this paper we give its
some properties and relations with the hypergeometric Bernoulli polyno-
mial.
1. Introduction
For non-negative integer m, define truncated Euler polynomials Em,n(x) by
2tm
m! e
xt
et + 1−
∑m−1
j=0
tj
j!
=
∞∑
n=0
Em,n(x)
tn
n!
. (1)
When m = 0, En(x) = E0,n(x) is one of the definitions of Euler polynomials,
given by
2ext
et + 1
=
∞∑
n=0
E0,n(x)
tn
n!
. (2)
When x = 0 in (1), Em,n = Em,n(0) are called truncated Euler numbers, given
by
2tm
m!
et + 1−
∑m−1
j=0
tj
j!
=
∞∑
n=0
Em,n
tn
n!
.
Incomplete Bernoulli numbers [7] and incomplete Cauchy numbers [6, 8] are
similar truncated numbers. Both of them are based upon the restricted and
associated Stirling numbers of the second kind, and the restricted and associated
Stirling numbers of the first kind. The restricted Bernoulli numbers Bn,≤m and
the associated Bernoulli numbers Bn,≥m can be defined by
logEm(−t)
Em(−t)− 1
=
∞∑
n=0
Bn,≤m
tn
n!
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and
log
(
1 + e−t − Em−1(−t)
)
e−t − Em−1(−t)
=
∞∑
n=0
Bn,≥m
tn
n!
,
respectively, where
Em(t) =
m∑
n=0
tn
n
.
When m → ∞ in the former case or m = 1 in the latter case, we have the
generating function of the classical Bernoulli numbers Bn (with B1 = 1/2),
defined by
t
1− e−t
=
∞∑
n=0
Bn
tn
n!
.
Therefore, we have Bn = Bn,≤∞ = Bn,≥1.
The restricted Cauchy numbers cn,≤m and the associated Cauchy numbers
cn,≥m can be defined by
eFm(t) − 1
Fm(t)
=
∞∑
n=0
cn,≤m
tn
n!
and
elog(1+t)−Fm−1(t) − 1
log(1 + t)− Fm−1(t)
=
∞∑
n=0
cn,≥m
tn
n!
,
respectively, where
Fm(t) =
m∑
n=1
(−1)n−1tn
n
.
When m → ∞ in the former case or m = 1 in the latter case, we have the
generating function of the classical Cauchy numbers cn, defined by
t
log(1 + t)
=
∞∑
n=0
cn
tn
n!
.
Therefore, we have cn = cn,≤∞ = cn,≥1.
A different type of generalization is based upon hypergeometric functions.
For N ≥ 1, define hypergeometric Bernoulli numbers BN,n (see [1, 2, 3]) by
1
1F1(1;N + 1; t)
=
tN/N !
et −
∑N−1
n=0 t
n/n!
=
∞∑
n=0
BN,n
tn
n!
,
where
1F1(a; b; z) =
∞∑
n=0
(a)(n)
(b)(n)
zn
n!
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is the confluent hypergeometric function with (x)(n) = x(x + 1) · · · (x + n − 1)
(n ≥ 1) and (x)(0) = 1. When N = 1, Bn = B1,n are classical Bernoulli numbers
(with B1 = −1/2) defined by
t
et − 1
=
∞∑
n=0
Bn
tn
n!
.
In addition, define hypergeometric Cauchy numbers cN,n (see [5]) by
1
2F1(1, N ;N + 1;−t)
=
(−1)N−1tN/N
log(1 + t)−
∑N−1
n=1 (−1)
n−1tn/n
=
∞∑
n=0
cN,n
tn
n!
,
where
2F1(a, b; c; z) =
∞∑
n=0
(a)(n)(b)(n)
(c)(n)
zn
n!
is the Gauss hypergeometric function. When N = 1, cn = c1,n are classical
Cauchy numbers defined by
t
log(1 + t)
=
∞∑
n=0
cn
tn
n!
.
Furthermore, the hypergeometric Bernoulli polynomials [1, 2] are defined by
tm
m!e
xt
et −
∑m−1
j=0
tj
j!
=
∞∑
n=0
Bm,n(x)
tn
n!
(3)
or
ext
1F1(1;m+ 1; t)
=
∞∑
n=0
Bm,n(x)
tn
n!
,
and the hypergeometric Cauchy polynomials cM,N,n(x) [5] are defined by
1
(1 + t)x
1
2F1(M,N ;N + 1;−t)
=
∞∑
n=0
cM,N,n(x)
tn
n!
.
Observe that in the case m = 0, formula (3) becomes
e(x−1)t =
∞∑
n=0
B0,n(x)
tn
n!
,
from where we see that B0,n(x) = (x− 1)
n.
When m = 1, then Bn(x) = B1,n(x) are the classical Bernoulli polynomials,
defined by
text
et − 1
=
∞∑
n=0
Bn(x)
tn
n!
,
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and cn(x) = c1,n(x) are the classical Cauchy polynomials, defined by
t
(1 + t)x log(1 + t)
=
∞∑
n=0
cn(x)
tn
n!
.
In this paper, we give some properties of truncated Euler polynomials.
2. Some properties of truncated Euler polynomials
Theorem 1. For n ≥ 1, we have
E1,n(x) = 2n(x− 1)
n−1 .
Proof. When m = 1, (1) becomes
∞∑
n=1
E1,n(x)
tn−1
n!
= 2e(x−1)t
= 2n
∞∑
n=1
(x− 1)n−1tn−1
n!
.
Comparing the coefficients on both sides, we get the result. 
Theorem 2. We have
Em,n(x) = 0 (n = 0, 1, . . . ,m− 1)
and
Em,n+m(x) = 2
(
n+m
n
)
xn −
n∑
j=0
(
n+m
j
)
Em,j(x) (n ≥ 0) .
Proof. From (1), we have
2tm
m!
∞∑
n=0
(xt)n
n!
=
(
∞∑
n=0
Em,n(x)
tn
n!
)1 + ∞∑
j=m
tj
j!


=
∞∑
n=0
Em,n(x)
tn
n!
+
(
∞∑
n=0
Em,n(x)
tn
n!
) ∞∑
j=0
tj+m
(j +m)!

 .
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Hence, (
∞∑
n=0
Em,n(x)
tn
n!
) ∞∑
j=0
tj+m
(j +m)!


=
∞∑
n=0
2xntn+m
n!m!
−
∞∑
n=0
Em,n+m(x)
tn+m
(n+m)!
−
m−1∑
n=0
Em,n(x)
tn
n!
=
∞∑
n=0
(
2
(
n+m
m
)
xn − Em,n+m
)
tn+m
(n+m)!
−
m−1∑
n=0
Em,n(x)
tn
n!
.
and(
∞∑
n=0
Em,n(x)
tn
n!
)
 ∞∑
j=0
tj+m
(j +m)!

 = ∞∑
n=0
n∑
j=0
Em,j(x)
tj
j!
tn−j+m
(n− j +m)!
=
∞∑
n=0

 n∑
j=0
(
n+m
j
)
Em,j(x)

 tn+m
(n+m)!
.
Comparing the coefficients, we get the results. 
Example. When m = 2, we have E2,0(x) = E2,1(x) = 0. From the recurrence
relation
E2,n+2(x) = 2
(
n+ 2
2
)
xn −
n∑
j=0
(
n+ 2
j
)
E2,j(x) ,
by putting n = 0, 1, 2, we get
E2,2(x) = 2,
E2,3(x) = 6x,
E2,4(x) = 12x
2 −
2∑
j=0
(
4
j
)
E2,j(x)
= 12x2 −
(
4
2
)
· 2 = 12(x2 − 1),
Similarly one gets E2,5(x) = 20(x
3 − 3x− 1), E2,6(x) = 30(x+ 1)(x
3 − 5x2 −
x+ 9), and so on.
Theorem 3.
Em,n(x + y) =
n∑
j=0
(
n
j
)
Em,j(x)y
n−j .
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Proof. From (1), we get
∞∑
n=0
Em,n(x+ y)
tn
n!
=
2tm
m! e
(x+y)t
et + 1−
∑m−1
j=0
tj
j!
=
2tm
m! e
xt
et + 1−
∑m−1
j=0
tj
j!
eyt
=
(
∞∑
n=0
Em,n(x)
tn
n!
)(
∞∑
n=0
yntn
n!
)
=
∞∑
n=0
n∑
j=0
Em,j(x)
tj
j!
yn−jtn−j
(n− j)!
=
∞∑
n=0

 n∑
j=0
(
n
j
)
Em,j(x)y
n−j

 tn
n!
.
Comparing the coefficients on both sides, we get the desired result. 
Theorem 4. For m,n ≥ 0, we have
Em,n(x) =
n∑
k=0
(
n
k
)
Em,n−kx
k .
Proof. By the definition (1), we have
∞∑
n=0
Em,n(x)
tn
n!
=
2tm
m!
et + 1−
∑m−1
j=0
tj
j!
ext
=
(
∞∑
n=0
Em,n(x)
tn
n!
)(
∞∑
n=0
xn
tn
n!
)
=
∞∑
n=0
n∑
k=0
(
n
k
)
Em,n−kx
k t
n
n!
.
Comparing the coefficients of both sides, we get the desired result. 
The generating funcion of the Stirling numbers of the second kind denoted
by
{
n
k
}
is given by
(et − 1)k)
k!
=
∞∑
n=0
{n
k
} tn
n!
.
The falling factorial (x)n and the rising factorial (x)
(n) are defined by (x)n =
x(x − 1) · · · (x − n + 1) and (x)(n) = x(x + 1) · · · (x + n − 1) (n ≥ 1) with
(x)0 = (x)
(0) = 1, respectively.
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Theorem 5. For m,n ≥ 0, we have
Em,n(x) =
n∑
µ=0
n∑
l=µ
{
l
µ
}(
n
l
)
Em,n−l · (x)µ .
Proof. Since
l∑
µ=0
{
l
µ
}
(x)µ = x
l ,
By Theorem 4, we have
Em,n(x) =
n∑
l=0
(
n
l
)
Em,n−lx
l
=
n∑
l=0
(
n
l
)
Em,n−l
l∑
µ=0
{
l
µ
}
(x)µ
=
n∑
µ=0
n∑
l=µ
{
l
µ
}(
n
l
)
Em,n−l · (x)µ .

Theorem 6. For m,n ≥ 0, we have
Em,n(x) =
n∑
µ=0
n∑
l=µ
{
l
µ
}(
n
l
)
Em,n−l(−µ) · (x)
(µ) .
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Proof. We have
∞∑
n=0
Em,n(x)
tn
n!
=
2tm
m!
et + 1−
∑m−1
j=0
tj
j!
(e−t)−x
=
2tm
m!
et + 1−
∑m−1
j=0
tj
j!
∞∑
µ=0
(
x+ µ− 1
µ
)
(1− e−t)−x
=
2tm
m!
et + 1−
∑m−1
j=0
tj
j!
∞∑
µ=0
(x)(µ)
(et − 1)µ
µ!
e−µt
=
∞∑
µ=0
(x)(µ)
(
∞∑
n=0
{
n
µ
}
tn
n!
)(
∞∑
n=0
Em,n(−µ)
tn
n!
)
=
∞∑
µ=0
(x)(µ)
∞∑
n=0
(
n
l
) n∑
l=0
{
l
µ
}
Em,n−l(−µ)
tn
n!
=
∞∑
n=0
n∑
µ=0
n∑
l=µ
{
l
µ
}(
n
l
)
Em,n−l(−µ) · (x)
(µ) t
n
n!
.
Comparing the coefficients, we get the desired result. 
We finish this section by mentioning the relation with Frobenius-Euler poly-
nomials. For λ ∈ C with λ 6= 1 and a nonnegative integer r, Frobenius-Euler
polynomials H
(r)
n (x|λ) are defined by
(
1− λ
et − λ
)r
ext =
∞∑
n=0
H(r)n (x|λ)
tn
n!
(see e.g. [4]).
Theorem 7. For m,n ≥ 0, we have
Em,n(x) =
n∑
µ=0
1
(1− λ)r
(
n
µ
) r∑
i=0
(
r
i
)
(−1)r−iEm,n−µ(i) ·H
(r)
µ (x|λ) .
TRUNCATED EULER POLYNOMIALS 9
Proof. We have
∞∑
n=0
Em,n(x)
tn
n!
=
2tm
m!
et + 1−
∑m−1
j=0
tj
j!
(
et − λ
1− λ
)r (
1− λ
et − λ
)r
ext
=
(
∞∑
n=0
Em,n
tn
n!
)
r∑
i=0
(
r
i
)
(eti)(−λ)r−i
1
(1− λ)r
(
∞∑
n=0
H(r)n (x|λ)
tn
n!
)
=
r∑
i=0
(
r
i
)
(−λ)r−i
1
(1 − λ)r
(eti)
∞∑
n=0
n∑
µ=0
(
n
µ
)
Em,n−µH
(r)
µ (x|λ)
tn
n!
=
∞∑
n=0
n∑
µ=0
1
(1− λ)r
(
n
µ
) r∑
i=0
(
r
i
)
(−1)r−iEm,n−µ(i) ·H
(r)
µ (x|λ)
tn
n!
.
Comparing the coefficients on both sides, we get the desired result. 
3. Relations with hypergeometric Bernoulli polynomials
In this section, we shall show several relations with hypergeometric Bernoulli
polynomials.
Theorem 8. For non-negative integers n and m, we have
(
n+m
n
) n∑
j=0
(
n
j
)(
Bm,j(x)y
n−j −
1
2
Em,j(y)x
n−j
)
=
1
2
n+m∑
j=0
(
n+m
j
)
Em,j(y)Bm,n+m−j(x) .
Proof of Theorem 8. From (1), we have
zm
m!
eyt =
(
∞∑
n=0
1
2
Em,n(y)
tn
n!
)et − m−1∑
j=0
tj
j!
+ 1


=
(
∞∑
n=0
1
2
Em,n(y)
tn
n!
)et − m−1∑
j=0
tj
j!

+
(
∞∑
n=0
1
2
Em,n(y)
tn
n!
)
.
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Hence,
tm
m!
eyt
∞∑
n=0
Bm,n(x)
tn
n!
=
(
∞∑
n=0
1
2
Em,n(y)
tn
n!
)
zm
m!
ext +
(
∞∑
n=0
1
2
Em,n(y)
tn
n!
)(
∞∑
n=0
Bm,n(x)
tn
n!
)
,
which can be written as
tm
m!
(
eyt
∞∑
n=0
Bm,n(x)
tn
n!
− ext
∞∑
n=0
1
2
Em,n(y)
tn
n!
)
=
(
∞∑
n=0
1
2
Em,n(y)
tn
n!
)(
∞∑
n=0
Bm,n(x)
tn
n!
)
.
After the products, we get
tm
m!
∞∑
n=0

 n∑
j=0
(
n
j
)(
Bm,j(x)y
n−j −
1
2
Em,j(y)x
n−j
) tn
n!
=
∞∑
n=0

 n∑
j=0
1
2
(
n
j
)
Em,j(y)Bm,n−j(x)

 tn
n!
=
∞∑
n=m

 n∑
j=0
1
2
(
n
j
)
Em,j(y)Bm,n−j(x)

 tn
n!
.
Here, we avoided the zero-terms on the right-hand side. Thus,
1
m!
∞∑
n=0

 n∑
j=0
(
n
j
)(
Bm,j(x)y
n−j −
1
2
Em,j(y)x
n−j
) tn+m
n!
=
∞∑
n=0

n+m∑
j=0
1
2
(
n+m
j
)
Em,j(y)Bm,n+m−j(x)

 tn+m
(n+m)!
.
Comparing the coefficients on both sides, we get
1
m!n!
n∑
j=0
(
n
j
)(
Bm,j(x)y
n−j −
1
2
Em,j(y)x
n−j
)
=
1
(n+m)!
n+m∑
j=0
1
2
(
n+m
j
)
Em,j(y)Bm,n+m−j(x) ,
from where the desired conclusion follows. 
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Corollary 1. For a non-negative integer n, we have
n∑
j=0
(
n
j
)
Ej(y)
(
(x− 1)n−j + xn−j
)
= 2(x+ y − 1)n , (4)
n∑
j=0
(
n
j
)
Ej(y) (Bn−j(x− 1) +Bn−j(x)) = 2Bn(x+ y − 1) , (5)
n∑
j=0
(
n
j
)
Ej(y) (En−j(x− 1) + En−j(x)) = 2En(x+ y − 1) , (6)
n∑
j=0
(
n
j
)(
Bj(x)y
n−j − j(y − 1)j−1xn−j
)
=
n∑
j=0
(
n
j
)
(y − 1)jBn−j(x) , (7)
n∑
j=0
(
n
j
)(
Bj(x)Bn−j(y)− jBj−1(y − 1)x
n−j
)
=
n∑
j=0
(
n
j
)
Bj(y − 1)Bn−j(x) ,
(8)
n∑
j=0
(
n
j
)(
Bj(x)En−j(y)− jEj−1(y − 1)x
n−j
)
=
n∑
j=0
(
n
j
)
Ej(y − 1)Bn−j(x) .
(9)
We need the following lemma to prove Corollary 1.
Lemma 1. If the polynomial identity
n∑
k=0
an,k (x+ α)
k
=
n∑
k=0
bn,k (x+ β)
k
holds, then the following identities hold:
(a) the Bernoulli polynomial identity
n∑
k=0
an,kBk(x+ α) =
n∑
k=0
bn,kBk(x+ β) ,
(b) the Euler polynomial identity
n∑
k=0
an,kEk(x+ α) =
n∑
k=0
bn,kEk(x + β) .
Proof. Affirmation (a) is Theorem 1 in [10]. Affirmation (b) is obtained from
(a) together with a formula expressing Euler polynomials in terms of Bernoulli
polynomials. 
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Proof of Corollary 1. Since B0,n(x) = (x− 1)
n and E0,n(x) = En(x), by setting
m = 0 in Theorem 8, we have
n∑
j=0
(
n
j
)(
(x− 1)jyn−j −
1
2
Ej(y)x
n−j
)
=
1
2
n∑
j=0
(
n
j
)
Ej(y)(x − 1)
n−j ,
yielding
n∑
j=0
(
n
j
)
Ej(y)
(
(x− 1)n−j + xn−j
)
= 2
n∑
j=0
(
n
j
)
(x− 1)jyn−j
= 2(x+ y − 1)j ,
which is (4). The identities (5) and (6) are obtained from (4) by applying Lemma
1. On the other hand, since B1,n(x) = Bn(x) and E1,n(x) = 2n(x − 1)
n−1
(Theorem 1), by setting m = 1 in Theorem 8, we have
(n+ 1)
n∑
j=0
(
n
j
)(
Bj(x)y
n−j − j(y − 1)j−1xn−j
)
=
n∑
j=0
(
n+ 1
n− j
)
(j + 1)(y − 1)jBn−j(x) .
Dividing n+ 1 on both sides, we get the identity (7). The identities (8) and (9)
are obtained from (7) by applying Lemma 1. 
Theorem 9. For non-negative integers n and m, we have
2
n∑
j=0
(
n
j
)
Em+1,n−j(x)y
j −
2n
m+ 1
n−1∑
j=0
(
n− 1
j
)
Em,n−j−1(y)x
j
=
n∑
j=0
(
n
j
)
Em+1,n−j(x)Em,j(y) .
Proof of Theorem 3. From the definition (1),
2tm+1
(m+ 1)!
ext
=

et + 1− m−1∑
j=0
tj
j!
−
tm
m!

 ∞∑
n=0
Em+1,n(x)
tn
n!
=

et + 1− m−1∑
j=0
tj
j!

 ∞∑
n=0
Em+1,n(x)
tn
n!
−
tm
m!
∞∑
n=0
Em+1,n(x)
tn
n!
.
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By using the definition (1) again, we have
2tm+1
(m+ 1)!
ext
∞∑
n=0
Em,n(y)
tn
n!
=
2tm
m!
eyt
∞∑
n=0
Em+1,n(x)
tn
n!
−
tm
m!
∞∑
n=0
Em+1,n(x)
tn
n!
∞∑
n=0
Em,n(y)
tn
n!
or
2n
m+ 1
∞∑
n=1

n−1∑
j=0
(
n− 1
j
)
Em,n−j−1(y)x
j

 tn
n!
= 2
∞∑
n=1

 n∑
j=0
(
n
j
)
Em+1,n−j(x)y
j

 tn
n!
−
∞∑
n=1

 n∑
j=0
(
n
j
)
Em+1,n−j(x)Em,j(y)

 tn
n!
.
Comparing the coefficients on both sides, we obtain the desired result. 
Corollary 2. For a non-negative integer n, we have
n∑
j=0
(
n
j
)
(2(x− 1)n−jyj − En−j(y)x
j) =
n∑
j=0
(
n
j
)
(x− 1)n−jEj(y) , (10)
n∑
j=0
(
n
j
)
(2Bn−j(x− 1)y
j − En−j(y)Bj(x)) =
n∑
j=0
(
n
j
)
Bn−j(x − 1)Ej(y) ,
(11)
n∑
j=0
(
n
j
)
(2En−j(x− 1)y
j − En−j(y)Ej(x)) =
n∑
j=0
(
n
j
)
En−j(x − 1)Ej(y) .
(12)
Proof. Since E1,n(x) = 2n(x−1)
n−1 (Theorem 1), by setting m = 0 in Theorem
3, we get (10). The identities (11) and (12) are obtained from (10) by applying
Lemma 1. 
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