from the fact that for x-ray energies it is a good approximation to treat the photoelectron final state as a p~ane wave. In this approximation the dipole matrix element for the transition reduces to an overlap integral between an MO and the plane·wave. Thus the plane wave essentially selects out a high-k Of course this argument, and Eq. (2) would not apply to ultraviolet photoemission spectroscopy (UPS) because the longer wavelength of the photoelectron makes the photoelectric cross s~ction sensitive to the ·curvature of the orbitals in the bonding regions, and because the percentage energy variation over the MO region is large.
A second assumption must be made when the electron populations P .. The work reported below was undertaken to acquire some insight into the usefulness of the Gelius model. The fluorinated methanes were chosen as the ·model system because they have already been studied by UPS and are large enough to be challenging but small enough to be tractable, both spectroscopically and theoretically. The XPS experiments are described in Section II. Comparison of . . neon was run together with the gas under study and the neon 2s (48.42 eV) ' 2 or the neon 2p (21.59 eV) level was scanned with part of the MO region of the gas in question. In other cases, one of the core levels (F ls or C ls) was scanned alternately with the MO region. Then, in a separate run, that core level was referenced to one of the neon valence levels. The two methods gave results in good agreement.
Lorentzian functions were non-linear least-squares fitted to the experimental spectra and used to determine the peak positions and areas.
Provision was automatically made in the fitting program for the Ka 3 and Ka 4
x-ray satellites at 8.412 eV· and 10.142 eV higher kinetic energy than the mai~ Ka 1 , 2 exciting line. In general, it was found that Lorentziaris reproduced the experimental peak shapes better than Gaussians 1 but this does not imply that lifetime broadening is a dominant contributor to the linewidth, because the spectrometer response function is made up of several, contributing factors of similar magnitude, and the composite function is rather well approximated by a Lorentzian.
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III. ORBITAL BINDING ENERGIES
The XPS molecular orbital spectra of HF and the five gases CH 4 F -n n (0 ~ n ~ 4) are shown in Fig. 1 Orbital energies from both calculations are listed in Table I .
For each MO, comparison of the figures in Table I establishes the order
The CND0/2 approach is known to give unreliable energies, and little further discussion seems warranted here. We note that reduction of the -e:CND0/ 2 values by 20% will give energies that agree on the whole fairly well.
The level ordering is usually correct, but there are several errors, and energy discrepancies of 2 eV between 0.80 (-e:CND0/ 2 ) and EB are present in some cases.
It would be fruitless to attempt to rationalize the remaining discrepancies because the nature of the CND0/2 approach makes it difficult to distinguish computational approximations from real physical effects.
In comparing EB ( Here ER(MO) i~ the relaxation energy of the final state with a hole in the molecular orbital under study, and 6E(MO) and 6E(MO) 1 , which may have carr re
either sign, are the excess correlation and relativistic energies in the final state over those in the initial state. We shall neglect these last two terms for lack of a good approximate method of dealing with them, noting that they are usually relatively small (i.e., leV or less) in the cases studied here.
The ER term is often larger and always positive. It arises because the wavefunctions of the passive electrons relax during photoemission from an N-electron system, lowering the energy of the hole state. This phenomenon is usually discussed in connection with Koopmans" Theorem, 10 which states the with the E and EB co~umns, readily reveals several facts:
1. For each molecule the 11t. values for the F 2s-like MO's are much larger than those for the other MO's and 11t./t. is somewhat larger.
Within each group of non-F 2s -like orbitals the correlation between
11£ and E is not very strong.
3. For both types of orbital, 11t. increases with t he total number of valence electrons in the molecule, where 11t. is defined as the average 11£ for a given type of orbital in each molecule. Now parts of both 1 and 3 could be "explained" by assuming 11£/E constant throughout, but this approach does not satisfy all of 1 and 3, nor does it help with 2. To provide estimates of _E:B from t. that. are both more accurate and
.theoretically sounder, we propose below a model for ER.that is based on recent . 12-14 stud1.es of the role of relaxation energies in core-level binding energies.
Relaxation energies can be somewhat arbitrarily separated into atomic and extra-atomic contributions,
For core levels the atomic term ERa is relatively well-defined, as is the above separation .. For molecular orbitals \jJ. given by Eq. (1) a first approximation 1. to E a (MO,i) would be given by
where ERa (AO,j) is the relaxation energy of atomic orbital cpj. The ERea term is more difficult to estimate, but it would be expected to increase with molecular 
for all pther orbitals, where n.is the number of fluorines. In applying these equations we again assume for simplicity that a given orbital is either entirely, or not at all, F 2s-like, even though there is correlation between the amount of F 2s character and ER in several orbitals that have small admixtures of 2s
character. With this approach we have estim~ted the "theoretical" values EB(theo).= -E -ER given in Table I . The agreement between EB(theo) estimated in this way and EB(expt) is on the whole excellent, as Fig. 2 shows. For the 33 orbitals studied the standard and mean deviations between EB(theo) and EB(expt) are 0.48 eV and 0.27 eV, respectively. This figure also shows the marked separation between EB values of the F 2s-like orbitals and those of the other molecular orbitals in these molecules. We conclude that relaxation corrections of the type described here are both conceptually and pragmatically superior to simply reducing the orbital energies by a constant factor. (Fig. 1) . Gelius used gross , X y populations in calculating his ratios. Since his model neglects the contributions to the cross section from electrons far from the nuclei, it seems more appropriate to employ net populations instead. We have computed ratios using both types of populations. The results are shown in Table II .
It is clear from Table II that the cross section ratios are not independent of· the theoretical method used. .Furthermore, it is interesting to note that in the case of the a(C2s)/a(C2p) ratio, the type of population used (net or gross) seems to be more important than the quality of the calculation (semi-empirical or ab initio).
The relative molecular orbital intensities calculated from POLYATOM and CND0/2 populations (using Eqs. (1) .and (2) and the cross section ratios from Table II ) are compared with experiment in Table III • Both CNDO and POLYATOM yield a ·lower binding energy for Sal" The calculated intensities all agree that le is somewhat more intense. The experimental peak is asymmetric on the high binding energy side, indicating the location of the smaller peak. This is seen most clearly in Fig. 3 . Thus, the Gelius.model seems to favor placing le at a lower binding energy than Sa 1 • -13-
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The 2b 1 and 3a 1 orbitals are reported here for the first time. The level ordering indicated by orbital energies is supported by the intensity ratios.
The remaining peaks are shown in more.detaii in Fig. 3 . In the case of the two lowestbinding energy groups of peaks, our analysis of the peaks in Fig. 3 is based on the.calculated CNDO intensities which give a.good overall fit of the experimental data. The experimental ratio of the la 2 , 4b 1 ,_ 6a 1 peak area to that of th~ 2b 2 peak is approximately 5:1. This is to be compared 8 to a ratio of 3:1 in the He II .spectrum . The increase in the relative intensities over the statistical value can be understood in terms of our model . as follows: the orbitals· la 2 and 4b 1 do not have any hydrogen character by symmetry.
9
The 6a 1 has less contribution from hydrogen than does 2b 2 . Thus, in all four orbitals most of the electron density is on the fluorines, mainly in the 2p levels; and the (la 2
) peak has. a larger percentage of electrons on the fluorines than does 2b2·
In the next peak, at ~ 19 eV, there are three orbitals. The ordering of 3b 1 and Sa 1 may be reversed without disagreeing with our spectrum. However, it seems quite likely that lb 2 has a higher binding energy than both of them, as shown, because its low intensity is consistent with the asymmetry of this peak on the high-energy side.
The ab initio and CNDO calculations, together with the Gelius model place 3a 1 unambiguously as the most tightly bound MO. The model also seems to indicate that 3e is less tightly bound than Sa 1 (Fig. 3) . This is in agreement Fig. 3 an ordering for the four outer orbitals which is predicted by POLYATOM. 9 This fit was obtained using the reported UPS vertical ionization potentials and the area ratios calculated from CNDO. The order:j_ng of 5e 1 and la 2 is reversed by CNDO. On the basis of intensity ratios ,our spectra establish the ordering of ·these four levels as shown in Fig. 3 .
has studied the CF 4 spectrum with monochromatized x-rays.
His results as well as ours show that the least-bound orbital is more intense than the next one. According,to the cross-section ratios obtained from both POLYATOM and CND0/2 populations lt 1 should be the least-bound orbital (see Table III ) as predicted by ab initio calculations.· Thus comparision with our experimental intensities very slightly favors lt 1 as the most weakly bound orbital. Table III The 2b 1 level of CH 2 F 2 , 2e of CHF 3 and 2t 2 of CF 4 can be grouped together.
The variation in their binding energies, which increase by 1 eV for the substitution of a hydrogen by a fluorine, correlates linearly with the F 2s populations (gross or net) of these orbitals. This is shown in Table IV. These linear relationship extend the concept of "group shifts", which could be expressed by the relation 18
·Furthermore, the point-charge potential concepts that led to this equation for core levels is clearly not viable here: the slopes ~E(Cls)/~E( 4a 1 ) are not
. compatible with such a model, for example. Bond energies would have to be explicitly taken into account to explain t~e slopes in Fig. 4 . Further interpretation of these linear relationships would·be outside the scope·of this paper. We wish simply to note their existence and to observe that they are consistent with chemical intuition.
-17-. Area ratJ.os taken rom CNDO,
SeparatJ.ons taken rom UPS.
-24-LBL-2930 correspond to intensity ratios computed using POLYATOM net populations.
They are not corrected for the considerable variation in line width. .rn some cases, noted in Table I , separations from UPS and/or intensity ratios from CND0/2 were used. For CH 2 F 2 two groups of levels were fit as two peaks. . . 
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