Recently, El-Maaref et al [J. Phys. B 52(2019) 065202] have reported results for energy levels, radiative rates and collision strengths (Ω) for some transitions of Kr-like W XXXIX. For the calculations of these parameters they have adopted several codes, including GRASP, DARC and FAC. For energy levels they have shown discrepancies of up to 1.64 Ryd between the GRASP and FAC calculations, whereas for Ω the differences between the DARC and FAC results are over an order of magnitude for a few transitions. In addition, for several transitions there is an anomaly in the behaviour of Ω between the two sets of calculations. In this comment, we demonstrate that their results from both codes are incorrect, and hence cannot be relied upon.
Introduction
In a recent paper, El-Maaref et al (2019) have reported results for energy levels, radiative rates and collision strengths (Ω) for a few transitions of Kr-like W XXXIX, which is an important ion particularly for the studies of fusion plasmas. For the calculations of atomic structure, i.e. for the determination of energy levels, radiative rates (A-values) and oscillator strengths (f-values), they have adopted several codes, namely the Generalpurpose Relativistic Atomic Structure Package (GRASP: http://amdpp.phys.strath.ac.uk/UK APAP/codes.html), the Flexible Atomic Code (FAC: https://www-amdis.iaea.org/FAC/) and AutoStructure (AS : Badnell 1997) . This was for making inter-comparisons among several sets of calculations and to make an assessment of accuracy. However, the discrepancies shown in energies for a few levels are very large, i.e. up to 1.64 Ryd -see for example level 127 in their table 1. In our long experience of working with these codes and for a wide range of ions, including those of tungsten , such large discrepancies have not been observed, and therefore their results appear to be suspicious. Similarly, for the calculations of Ω they have adopted the Rmatrix (the Dirac Atomic R-matrix Code, DARC: http://amdpp.phys.strath.ac.uk/UK APAP/codes.html) and the distorted-wave (DW) methods (FAC) . Both of these codes are fully relativistic and the main difference between the two, for a highly ionised system such as W XXXIX, is in the calculations of closed-channel (Feshbach) resonances in the former but not in the latter. Again, our past experience on many ions, including the one of tungsten (W LXVI , shows that generally the background values of collision strengths (Ω B ) are comparable between the two calculations for a majority of transitions, and over a large range of energies, provided similar number of configurations and their configuration state functions (CSF), or correspondingly the number of levels, are included in both. However, El-Maaref et al (2019) have noted large discrepancies in Ω, in both the magnitude as well as the behaviour, between the two calculations -see for example, transitions 1-2 and 1-5 in their figure 1. Therefore, for the benefit of the readers, we demonstrate in this short comment that their calculations are incorrect from all codes, and if the calculations are performed correctly with care then the discrepancies are not as striking as shown by them. GRASP and FAC (GRASP2 and FAC2) are 'expectedly' insignificant, whereas in their work (GRASP1 and FAC1) these are up to 0.7 Ryd for most levels, and energies with GRASP are invariably higher, in spite of using the same configuration interaction (CI) in both codes. Finally, the differences between the GRASP1 and GRASP2 energies are generally within ∼0.15 Ryd, but between FAC1 and FAC2 are up to ∼0.5 Ryd, and their values are invariably lower.
Energy levels and radiative rates
In conclusion, we will like to state that there is scope for improvement in the calculated energy levels of above ∼25 Ryd, and have therefore concluded that the DW results may be inaccurate. However, this kind of jump neither happens in the calculations nor can be explained. Thirdly, they are unable to distinguish between collision strengths (Ω) and cross-sections (σ), in spite of giving relationship between the two in their eq. (8). This is because in their figures 2, 3 and 4 (and in the related text) they are plotting Ω (a dimensionless quantity) but describing σ. Apart from these obvious errors there are others which are more important, as discussed below.
With FAC we have performed two sets of calculations by including the (i) 25 (FAC1) and (ii) 357 (FAC2) levels, described in section 2. In figure 1 we compare our results of Ω with those of El-Maaref et al (2019) , obtained with DARC. It may be noted that energies shown in this and other figures are all incident although FAC lists the excited ones. For brevity, only three transitions are shown here, which are (a) 1-2 (4p 6 1 S 0 -
. This is because for 1-2 and 1-5 they have shown sudden jumps with the FAC results, both of which are forbidden transitions, and 1-3 is the only allowed one. Additionally, for clarity comparisons are shown only at energies above thresholds because our calculations do not include resonances. Our interest is in comparing Ω B , which are more important and should be comparable between the FAC and DARC calculations.
For 1-2 and 1-5 transitions both FAC1 and FAC2 Ω are comparable over the entire energy range and hence, do not support the findings of El-Maaref et al (2019) , who show different Ω B for the two models, and neither are there any jumps, as demonstrated by them. For the 1-3 transition, the two results are indeed different, but this is an allowed one, for which Ω directly depends on the f-value and the energy difference, ∆E i,j . The ∆E i,j in FAC1 and FAC2 are comparable (11.25 and 11.75 Ryd, respectively), but the f-values are different, i.e. 0.0076 and 0.0065, respectively, and hence the differences in Ωs. The corresponding f-values with GRASP are also similar (i.e. 0.0073 and 0.0064, respectively) and have no discrepancy with the result of El-Maaref et al. Therefore, their results for Ω with both codes should have been comparable but are strikingly different, for all transitions, as seen in present or their figure 1. Their results are clearly underestimated, by up to over an order of magnitude, because they have calculated Ω with limited partial waves with angular momentum J ≤ 9.5, which is not sufficient for the convergence. This fact has been emphasised and demonstrated in several of our papers -see for example, Aggarwal and Keenan (2008) for Ni XI and Aggarwal (2016) for W LXVI. Similarly, Ω values for allowed transitions (generally) increase with energy whereas those of El-Maaref et al decrease, as seen in figure 1b. This is because increasingly larger number of partial waves are required with increasing energy, which they have not done.
In figure 2 we make similar comparisons for one more transition, i.e. 3-5 (4p
, which is semi-forbidden and the magnitude of Ω for this is much larger compared to those shown in figure 1. However, the discrepancies and conclusions are the same for this transition as are for 1-2 and 1-5, and the Ω values of El-Maaref et al (2019) with DARC are clearly underestimated. Finally, in figure 3 we consider the 1-9 (4p
) transition, which is allowed and strong with f = 1.321 in FAC1 and 1.107 in FAC2, comparable with the GRASP calculations with f = 1.3006 and 1.1062, respectively. Since ∆E i,j is comparable in both models, the differences in Ω are proportional to the one in f-values alone. Therefore, based on the comparisons shown in figures 1-3 we conclude that the reported Ω results by El-Maaref et al are highly underestimated (by up to over an order of magnitude), and for both forbidden as well as allowed transitions, because of the inclusion of limited range of partial waves, and hence the non-convergence. Their results with FAC are also incorrect because of the sudden jumps in Ω behaviour, which we neither observe nor expect. Apart from this, there are other deficiencies in their work which we discuss below.
As is well known and has also been emphasised by El-Maaref et al (2019) , tungsten is one of the most useful material for fusion reactors, and atomic data for its ions are required for a variety of studies. Since the temperatures in fusion plasmas are very high (in the range of ∼ 10 6 to 10 8 K or equivalently 6.3 to 633 Ryd), calculations for Ω need to be performed up to very high energies, and the one done by them for up to 64 Ryd is of no use. Since the highest threshold considered in their work (level 357) is ∼80 Ryd, the calculations for Ω should be performed for up to, at least, 700 Ryd. Unfortunately, their Ω values can also not be reliably extrapolated to higher energies, and if attempted then it may lead to faulty results, as demonstrated and concluded in some of our work on Be-like ions, see for example, Aggarwal and Keenan (2015a,b) and . Similarly, the resonances demonstrated by them for a few transitions are only useful for calculating the effective collision strengths (Υ), obtained after integration over an electron velocity distribution function, mostly Maxwellian. Since their energy resolution is rather coarse (0.02 Ryd or equivalently 3160 K), this will not yield accurate and reliable results, as has recently been discussed and demonstrated by us (Aggarwal 2018a,b) for two F-like ions. Finally, they have reported their results for only 57 transitions, out of the possible 46 971 among the 307 levels considered, i.e. ∼0.1%. For modelling of plasmas results for a complete model are desired and therefore their reported data are not of much practical use.
Conclusions
In this short communication, we have demonstrated that the collisional data recently reported by El-Maaref et al (2019) for transitions in Kr-like W XXXIX are highly underestimated for all transitions, irrespective of their types, such as forbidden or allowed. This is because they have considered a very limited range of partial waves with J ≤ 9.5, highly insufficient for the convergence of Ω. Similarly, their reported results are for about 0.1% of the possible transitions among the considered 307 levels, and are therefore of limited practical use, even if correct. Therefore, a more reliable, accurate and complete set of collisional data for this ion is highly desirable. Similarly, there is scope for improvement in the accuracy of the results reported for energy levels and radiative rates.
It has been suggested by several authors in the past (see for example, Aggarwal and Keenan 2013 , Chung et al 2016 and Aggarwal 2017 that to assess the reliability and accuracy of atomic data independent calculations should be performed, either with the same or a different method/code, which El-Maaref et al (2019) have done. However, such calculations are only useful if performed diligently and carefully, and differences, if any, are resolved rather than ignored. Similarly, merely comparing data for a few levels or transitions may result in faulty conclusions, as has been done by El-Maaref et al, and earlier by Tayal and Sossah (2015) , as explained in our paper on Mg V (Aggarwal and Keenan 2017) . Therefore, we will like to emphasise again that the reliability of any calculation does not (much) depend on the (in)accuracy of the method/code adopted, but on its implementation. An incorrect application of a code may lead to large discrepancies and faulty conclusions. Finally, for the benefit of the readers we will like to note that some other works reported by El-Maaref and coworkers on other ions are deficient and erroneous for similar reasons, as recently demonstrated and explained by us for W XLV (Aggarwal 2019a) , Mn X (Aggarwal 2019b), and Sc VI (Aggarwal 2019c,d) .
