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ABSTRACT
We present a Chandra study of the hot intragroup medium (hIGM) of the galaxy group
NCG2563. The Chandra mosaic observations, with a total exposure time of ∼ 430 ks, allow
the gas density to be detected beyond R200 and the gas temperature out to 0.75 R200. This
represents the first observational measurement of the physical properties of a poor groups
beyond R500. By capitalizing on the exquisite spatial resolution of Chandra that is capable
to remove unrelated emission from point sources and substructures, we are able to radially
constrain the inhomogeneities of gas (“clumpiness”), gas fraction, temperature and entropy
distribution. Although there is some uncertainty in the measurements, we find evidences of
gas clumping in the virialization region, with clumping factor of about 2 - 3 at R200. The gas
clumping-corrected gas fraction is significantly lower than the cosmological baryon budget.
These results may indicate a larger impact of the gas inhomogeneities with respect to the pre-
diction from hydrodynamic numerical simulations, and we discuss possible explanations for
our findings.
Key words: cosmology: observations – cosmology: large-scale structure of Universe –
galaxies: clusters: general – X-rays: galaxies: clusters
1 INTRODUCTION
Galaxy clusters represent the last stage of the hierarchical large-
scale structure formation, and they are powerful laboratories for
astrophysics, cosmological parameters and testing models of struc-
ture formation. In particular, galaxy groups are less massive, grav-
itationally bound systems than galaxy clusters, with typical hIGM
temperature less than 2 keV (Ponman et al. 1996; Mulchaey et al.
1996; Mulchaey 2000; Eke et al. 2004). Because of shallow grav-
itational potential, galaxy groups are indeed not simply scaled-
down version of more-massive clusters (Ponman et al. 1999, 2003;
Sun et al. 2009). While the physics of the hIGM of latter system
is gravity-dominated, groups are systems where the roles of com-
plex baryon physics (e.g. cooling, galactic winds and AGN feed-
back) are much more pronounced. Thus, they are particularly use-
ful for study of the physics of these non-gravitational processes,
and to constrain cluster formation models (Ponman et al. 1999;
Bower et al. 2001; Ponman et al. 2003; Voit 2005; Sun 2012).
In particular, X-ray observations provide the best means for
studying emission from the hot gas in groups. Studying the hIGM
provides stringent constraint on the underlying DM distribution,
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since the hIGM closely traces the group potential well; more-
over, the hydrostatic equilibrium (HE) assumption should be ro-
bust at least within R500
1, allowing the gravitating mass to be de-
rived directly from the X-ray observables (Sarazin 1988). Of par-
ticular interest in X-ray are the gas density, temperature, entropy
K = kT/n
2/3
e , which allow to infer the cluster masses (under
the assumption of HE), as well as to infer the amount of non-
gravitational feedback that affects the properties of the ICM.
Recently, a lot of attention has been polarized on the study of
the virialization region of clusters, which is the front line of clus-
ter formation, and an important to test the validity of the CDM
large-scale formation model. Since clusters are still forming in the
present epoch, non-equilibrium phenomena are expected in the out-
skirts, including deviations from the hydrostatic approximation,
multi-temperature distribution, non-equipartition and gas inhomo-
geneities (“clumpiness”). In particular, the gas clumping factor
C =< n2e > / < ne >
2 has been observationally bracketed in the
range 1-2 (Morandi et al. 2013; Morandi & Cui 2014; Eckert et al.
2015), in agreement with predictions from hydrodynamic simu-
lations (Nagai & Lau 2011; Battaglia et al. 2013). Other studies,
however, found non-negligible larger values of the gas clumping,
1 R500 corresponds to the radius enclosing an overdensity of 500 with
respect to the critical density of the Universe.
c© 0000 The Authors
2 Morandi et al.
Figure 1. Chandra mosaic image of NGC 2563 (with a pixel size of 0.32 kpc). The blue circles indicate R500 andR200 , respectively (R500 = 456± 28 kpc
andR200 = 691±44 kpc, as we measured in §2.3), while the orange circles indicate the masked point sources and substructures. We also show the 82 optical
group members (§3) in green circles, where the radius corresponds to a size of 15 kpc. Note that a few optical group members are not visualized since they
fall outside the boundaries of the image. The fractional coverage of the virialization region (R500 − R200) is ∼ 0.5 for our mosaic observations, while for
R
∼
< R500 is 0.94.
in tension with the prediction of the CDM model (Walker et al.
2013). Most of these studies focused on massive objects, while only
a very few on groups. It is thus important to extend these studies
to lower-mass clusters, where the physics of non-gravitation pro-
cesses has larger ramifications - with respect to massive clusters -
on the properties of the hIGM for both astrophysics and cosmol-
ogy. To date, most observations of the gas in groups have been re-
stricted to within ∼ R2500 − R500, while regions beyond R500 in
groups remain little explored (e.g. Sun 2012) and would require
deep observations for a single group. Only a very few analyses
have been able to study groups out to the virial radius (e.g. Su et al.
2015; Buote et al. 2016; Wong et al. 2016). However, no system
with global temperature kT ∼< 1.4 keV has been studied beyond
R500 (Sun et al. 2009; Sun 2012).
In the present study, we present an analysis of the hIGM phys-
ical properties, namely gas density and gas clumping, gas temper-
ature distribution, entropy and gas fraction, of the galaxy group
NGC 2563. This group appears a relaxed group in X-rays, with no
significant sign of disturbances. Its X-ray emission peak coincides
with the position of the Brightest Central Galaxy NGC 2563, as ex-
pected for a reasonably relaxed group. This is also a cool core (CC)
group (Johnson et al. 2009). Like other CC systems, NGC 2563
shows a strong spike in the X-ray surface brightness profile and
a drop in the temperature of about a factor of two in the central
region. The cool-core corrected X-ray temperature (in the radial
range (0.15−0.75)R500 ) is TX = 1.20±0.04 keV from our anal-
ysis. The X-ray physical properties of NGC 2563 are summarized
in Table 1. This system is characterized by 15 mosaic Chandra ob-
servations to reach beyond R200, allowing the virialization region
to be studied.
MNRAS 000, 000–000 (0000)
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Table 1. Properties of galaxy group NGC 2563. We report the redshift z, the
optical velocity dispersion (Rasmussen et al. 2012), the cool-core corrected
X-ray temperature (in the range (0.15 − 0.75)R500 ) TX, the emission-
weighted abundance is Z (in the range (0.15 − 0.75)R500 and in solar
units Z⊙), and the bolometric X-ray luminosity LX within R500.
z σv TX Z LX
km/s (keV) (Z⊙) (1043erg/s)
0.0157 364+36
−33 1.2± 0.04 0.16± 0.04 1.0± 0.1
The paper is organized as follows. In §2 we present the clus-
ter dataset and we describe the X-ray analysis. Optical properties
are discussed in §3. The results on the X-ray physical parame-
ters, including gas temperature, density and gas inhomogeneities
are presented in §4. The results on the gas and baryon fractions are
presented in §5. In §6 we summarize our conclusions. Through-
out this work we assume the flat ΛCDM model, with matter den-
sity parameter Ωm = 0.3, cosmological constant density parame-
ter ΩΛ = 0.7, and Hubble constant H0 = 100h km s
−1 Mpc−1
where h = 0.7. One arcminute corresponds to 19.2 kpc at the
NGC 2563 redshift of 0.0157. Unless otherwise stated, we report
the errors at the 68.3% confidence level.
2 DATA REDUCTION AND ANALYSIS
2.1 Chandra observations
NGC 2563 has been covered by 15 Chandra ACIS-I observations
in 15 mosaic positions in 2007 - 2009 (PI: Mulchaey, see Table 2),
with a total exposure time of ∼ 430 ks. This mosaic configuration
was originally chosen in order to track the distribution of group
members in NGC 2563, via a 3 × 3 central mosaic to cover the
inner 45′ × 45′ of the group and five outer pointings to cover the
virialization region and beyond.
The data reduction was carried out using the CIAO 4.8.1 and
Heasoft 6.19 software suites, in conjunction with the Chandra cal-
ibration database (CALDB) version 4.7.2. Here we briefly sum-
marize aspects of the data preparation and analysis of NGC 2563,
while we refer to Morandi et al. (2013) for a further description
of the X-ray analysis. Briefly, the data were reprocessed from the
’level 1’ event files, in order to produce a ’level 2’ file. Periods of
high background were identified via the task deflare in the light
curve (created via the tool dmextract) from a low surface bright-
ness region of the CCDs, not contaminated by the source emis-
sion. Data from these intervals were thus excised. Point sources
were detected in the 0.7-7.0 keV image with the wavdetect
CIAO task, which was supplied a weighted exposure map by as-
suming a powerlaw spectra with slope of 1.4. The detection thresh-
old (10−6) guaranteed ∼ 1 spurious source per CCD. We also
run wavdetect with wavelet scales in the range 1-64 pixels on
the images, with each succeeding scale value being a factor of
√
2
larger than the previous one. All detected sources were confirmed
visually.
Table 2. Particulars of the NGC 2563 observations, including the observa-
tion ID, the observation mode and the effective exposure time (ks). The total
exposure time is ∼ 430 ks.
ID MODE Effective Exp.
(ks)
7925 VFAINT 48
7926 VFAINT 29
7927 VFAINT 30
7928 VFAINT 30
7929 VFAINT 28
7930 VFAINT 28
7931 VFAINT 30
7932 VFAINT 30
7933 VFAINT 30
7934 VFAINT 19
7935 VFAINT 31
7936 VFAINT 27
7937 VFAINT 29
7941 VFAINT 30
9804 VFAINT 12
2.2 Spatial analysis
For the spatial (or surface brightness) analysis, our goal is to mea-
sure the inhomogeneities of the surface brightness distribution, and
hence gas density. We produced X-ray images from the level-2
event file in the energy range 0.7-2.0 keV. This energy band was
chosen in order to: i) maximize the S/N in the outskirts of the clus-
ters, and ii) minimize the dependency of the cooling function on the
temperature and metallicity, which can be otherwise non-negligible
at the lower temperatures of galaxy groups. First, we determined
the centroid of the brightness image by inferring the position where
the brightness derivatives along two orthogonal directions become
zero (R.A. (J2000)=125.149 degrees, Decl. (J2000)=21.0678 de-
grees). This method is particularly suitable for NGC 2563 over
other methods (e.g. brightness-weighted centroid). Our method is
indeed insensitive to the presence of neighboring structures. We
checked that the centroid of the surface brightness is consistent with
the center of the BCG, the shift between them being evaluated to
be a few arcsec: note that the uncertainty on the X-ray centroid es-
timate is comparable to the applied rebinning scale on the X-ray
images.
Next, we created an exposure-corrected image from a set of
observations using the merge obs to combine the ACIS–I obser-
vations (see Figure 1).
We then corrected the images by the exposure maps to remove
the vignetting effects. In a massive cluster, where the gas temper-
ature is sufficiently high, customarily one uses the average cluster
temperature in order to infer a weighted instrument map which is
weighted according to a specific model, namely the APEC emis-
sivity model (Foster et al. 2012), for the incident spectrum. This
approach is too simplified in the case of a group (with radial tem-
perature profiles of the order of 1 keV or less), given the stronger
dependency of the gas cooling function on the gas temperature and
metallicity. Rather, we divide the images in a set of concentric an-
nuli, and calculate a weighted exposure map for each annulus, with
temperature and metallicity which enter in the emissivity model
as measured in the reference annulus. This provides a vignetting
MNRAS 000, 000–000 (0000)
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correction which properly accounts for metallicity and temperature
radial gradient.
Finally, we measured the flattening and orientation of the X-
ray surface brightness. In this respect, the final goal is to perform
a comparison between the cosmic filament in X-ray (as probed by
the elongation of the X-ray isophotes) and in optical (as probed
by the galaxy distribution, see §3). We computed the moments of
the surface brightness within a circular region of radius R500 cen-
tered on the centroid of the X-ray image (see Morandi et al. 2010
for further details on this method). This allows us to estimate the
hIGM eccentricity on the plane of the sky and the orientation (po-
sition angle) of an elliptical X-ray surface brightness distribution.
We found that the X-ray surface brightness distribution appears to
be slightly elongated, with an axial ratio 1.05 ± 0.01 and position
angle 93±1 degrees (measured north through east in celestial coor-
dinates). Errors have been calculated via Poisson randomization of
the X-ray surface brightness. We use this position angle as a proxy
of the direction of the large-scale filament (see discussion in §3).
2.3 Spectral analysis
We extracted spectra in radial annuli from circular annuli around
the centroid of the surface brightness and by using the CIAO
specextract tool from each observation. Individual observa-
tions are jointly fitted taking into account the response of each ob-
servation, through an absorbed thermal emission model in the en-
ergy range 0.7-5 keV. We used a custom algorithm to perform the
spectral fit and recover the three-dimensional (3D) or deprojected
temperature profile.
The package implements a spectral modelMod, with a single-
temperature APEC model (Foster et al. 2012). The basic physical
assumption is thus that the gas temperature is uniform within spher-
ical shells whose radii correspond to the annuli used to extract the
spectra. Given this assumption one constructs a model for each an-
nular spectrum that is a linear volume-weighted combination of
shell models. We assume that the cluster is spherically symmet-
ric, and it has an onion–like structure with n concentric spherical
shells, each characterized by uniform and temperature distribution
within it. Therefore, the cluster image in projection is divided into
n rings (or annuli) of areaA = (A1, A2, ..., An). We used the con-
vention that the annulus numbering starts from the inner radius at
0, and they are assumed to have the same radii of the 3D spherical
shells of radius r = Ri, i = 1, ..., n. Hereafter we assume that the
index j (i) indicates the shell (ring) defined by two radii (rin, rout).
The X-ray boundary (the most external ring) is the nth ring with ra-
diusRn. It is not required that the annuli include the center but they
must be contiguous between the inner and outer radii.
Given a spectral model Mod[j] (i.e. a single-temperature
APEC) for each shell j and under the assumption of spherical sym-
metry and onion–like structure, we assume that the observed image
counts are proportional to the sum of volume emission density over
j >= i of vol[j, i] ∗ Mod[j]. Once the composite source mod-
els for each dataset are created the fit analysis can begin. First, we
fit the outside shell model using the outer annulus spectrum. We
then propagate the model solution for the outside shell to the in-
ward annuli (the so-called ’edge effect’), and fit the next inward
annulus / shell jointly for all datasets and until all the shell param-
eters have been determined. Volumes beyond the boundary radius
has been accounted for by assuming a smooth cubic spline extrap-
olation of gas temperature and density (in logarithmic scale for the
latter). We used cross-validation to estimate the smoothing param-
eter (Bouchet 1995).
Free parameters in the spectral model Mod are tempera-
ture, metal abundance and normalization. We fixed the hydro-
gen column density NH to the Galactic value by using the Lei-
den/Argentine/Bonn (LAB) HI-survey (Kalberla et al. 2005). The
redshift was frozen to the value obtained from optical spectroscopy.
We adopted the AtomDB (version 3.0.3) database of atomic data2,
and we employed the solar abundance ratios from Asplund et al.
(2009). We also used the Tuebingen-Boulder absorption model
(tbabs) for X-ray absorption by the ISM. We then group pho-
tons into bins of at least 20 counts per energy channel and applying
the χ2-statistics. Results of the deprojected temperature and metal-
licity profiles are presented in Figure 3, along with the projected
measurements. For the latter, we used the XSPEC package (Arnaud
1996, version 12.9.0u) to perform the spectral fit.
Note that we calculated the mean molecular weight µ and the
protons-to-electrons ratio np/ne for the assumed solar abundance
ratios as a function of the measured abundances in the radial annuli.
While the dependency upon the metallicity is modest, for reference
we quote µ and np/ne assuming an abundance of 0.3 solar: µ =
0.60 and np/ne = 0.85 by employing the solar abundance ratios
from Asplund et al. (2009).
The background spectra have been extracted from regions of
the same exposure for the ACIS–I observations, for which we al-
ways have some areas (∼> R100) free from source emission. We
refer to Morandi et al. (2015) for further details on the modeling
of the background. We applied a direct subtraction of the cosmic
X-ray background (CXB)+particle background from the measured
signal. In this respect, we modeled the soft CXB component by an
absorbed power law with index 1.4 and two thermal components at
zero redshift, one unabsorbed component with a fixed temperature
of 0.1 keV and another absorbed component with a temperature de-
rived from spectral fits (kT = 0.26± 0.01 keV, see also Sun et al.
2009). We verified a good agreement between the 0.47-1.21 keV
observed flux surface density of the soft CXB from the Chandra
data v.s. the ROSAT R45 flux (see Sun et al. 2009, for further dis-
cussion on the expected correlation).
The boundary radius of the X-ray surface brightness analysis
corresponds to a ratio of source to background flux ∼ 15-40 per-
cent at R200. Thus, a careful analysis of the systematics and how
these uncertainties propagate into the determination of the physical
parameters is required.
We point out that we also determined the global temperature
TX in the radial range 0.15 − 0.75 R500. As for R500, we in-
fer this quantity by exploiting the existence of low-scatter scal-
ing relations between the total thermal energy YX = Mgas TX
and the total mass, as predicted by self-similar theory and high-
resolution cosmological simulations (Kravtsov et al. 2006). In par-
ticular, we used the YX −M relation measured for the Sun et al.
(2009) sample of clusters and groups. Note that we do not infer
R500 by applying HE by means of gas density and deprojected tem-
perature, since we are unable to measure the latter quantity out to
R200. Moreover, we assume an NFW distribution with parameters
(c,R200), with the concentration parameter via the c−Mvir rela-
tion of Dutton & Maccio` (2014) based on the results from numeri-
cal simulations. This provides an estimate of R200 for given value
of R500, with R500 ≃ 0.66R200 . A comparison with the HE mass
is presented in §C.
2 In the appendix we present a comparison between spectral tempera-
tures and metallicities recovered via the AtomDB databases 3.0.3, 2.0.2 and
1.3.1.
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Adding these priors from N-body simulations, e.g. on the con-
centration parameter and DM density profile, allows us to measure
e.g. the gas fraction from the gas density profiles out to R200:
fgas,∆ =
Mgas,∆
M∆
=
3
∆ρc,z
∫ 1
0
ρgas(x)x
2 dx. (1)
with x = R/R∆, and∆ being the (fixed) overdensity contrast with
respect to the critical density of the Universe.
Lastly, we compare our spectral results with those from pre-
vious studies (Helsdon & Ponman 2000; Finoguenov et al. 2007;
Gastaldello et al. 2007). After the difference on AtomDB and abun-
dance table is accounted for, our results are consistent with these
previous results from XMM and ROSAT.
2.4 Clumping analysis
As for the gas inhomogeneities, we used a custom package to fa-
cilitate deprojection of two-dimensional surface brightness images,
in order to recover the 3D gas inhomogeneities. The X-ray package
allows inferring directly the gas density and gas inhomogeneities
from the intrinsic fluctuations of the X-ray surface brightness (see
Morandi et al. 2013, for further discussion). In particular, for the
gas clumping, the general idea is to infer gas density inhomo-
geneities from the observed two-dimensional intrinsic fluctuations
of the X-ray brightness. Indeed, an inhomogeneous 3D gas den-
sity distribution leaves its imprints on the 2D surface brightness
distribution SX atop of Poisson statistical fluctuations and X-ray
background (see Fig. 2 for visualization purposes). In practice, the
algorithm has the ability to disentangle these components and to
reverse-engineer the 3D gas density inhomogeneities which gener-
ates the measured two-dimensional surface brightness fluctuations.
Note that the fractional coverage of the virialization region
(R500 − R200) is ∼ 0.5 for our mosaic observations, which sig-
nificantly improves the coverages of observations in preferential
directions (e.g. along filaments) carried along narrow arms (e.g.,
Urban et al. 2011; Wong et al. 2016).
3 GROUP MEMBERS AND OPTICAL PROPERTIES
We identified member galaxies of the NGC 2563 group via the
NASA/IPAC Extragalactic Database (NED) and the previous work
by Rasmussen et al. (2012). From the measured redshifts, we de-
termined group membership by using all galaxies with known re-
cessional velocities within ±4σv of the group mean, σv ≃ 364
km/s being the the group radial velocity dispersion assuming that
the group is virialized (Rasmussen et al. 2012). Objects outside
the group turnaround radius Rt, i.e. the radius where the Hub-
ble flow balances the infall motion, were discarded. This tech-
nique identified 82(48) group members within a projected radius
of Rt ≈ 2R200 = 72′(R200 ∼ 36′) from the group center. Out
these possible group members, a total of 17 confirmed group mem-
bers were detected via wavdetect (see also Rasmussen et al.
2012), including the largest elliptical, NGC 2563 itself, leaving a
detectable fingerprint on the main group X-ray emission (see Fig-
ure 1). This galaxy is coincident with the group center as defined
by the peak of the diffuse group X-ray emission.
A detailed X-ray analysis of the group members was presented
in Rasmussen et al. (2012). For the purpose of the present work,
group members have been masked out by conservatively assuming
a fixed galaxy radius of 15 kpc, to avoid that X-ray galaxy emission
could contaminate the group hIGM emission. We emphasize that
Figure 2. Probability density distribution (pdf) of the X-ray surface bright-
ness (counts per cell) in the virialization region R500−R200 . We rebinned
the mosaic image by a factor of 32, that is 1 cell ∼ 16 arcsec, and cal-
culated the corresponding (source+background) X-ray surface brightness
pdf (histogram style plot in solid line). The average surface brightness is
represented by the vertical dotted line. The long-dashed line represents
the theoretical Poisson distribution under the assumption that SX in the
aforementioned region is homogeneous. Note the disagreement between
observed and theoretically-expected Poisson distribution, that is the mea-
sured SX pdf is larger due to intrinsic scatter atop of the Poisson fluctu-
ations of the signal. This intrinsic scatter of SX retains the fingerprint of
the 3D gas density inhomogeneities (Morandi et al. 2013; Morandi & Cui
2014; Eckert et al. 2015).
this aperture is a very conservative choice as the typical thermal
coronae in groups and clusters are much smaller (Sun et al. 2007;
Jeltema et al. 2008).
We finally calculated the position angle of the group mem-
bers within Rt, in order to have a proxy of the direction of the
large-scale filament (Limousin et al. 2013). Indeed, since galaxy
members bear the signature of the hierarchical accretion from sur-
rounding filaments, measuring their spatial distribution provides a
neat way to assess the topology of the large scale structures where
the main group is embedded and, in turn, the group shape (axial
ratios and position angle). We model these shapes of the galaxy
member distribution (R.A.,DEC) as an ellipse. The eigenvectors
of the covariance matrix cov(R.A.,DEC) represent the principal
axes of the ellipse, with the lengths of the principal axes given by
the eigenvalues. We found that the galaxy member distribution ap-
pears to be elongated, with an axial ratio 1.3 ± 0.15 and position
angle 107 ± 5 degrees (measured north through east in celestial
coordinates). Errors have been calculated via a bootstrap with re-
sampling approach. The position angle from optical data is roughly
in agreement with the X-ray value from the moments of the X-ray
distribution (§2.1).
The alignment between the optical and X-ray filament is a
confirmation of the large-scale structure formation scenario. In-
MNRAS 000, 000–000 (0000)
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deed, in light of the hierarchical CDM model, the matter is dis-
tributed as a network of gigantic filaments (the so-called “cosmic
web”), with their densest regions at the filament nodes and hosting
massive clusters of galaxies. Numerical simulations predict that the
infall of material into the cluster DM haloes is expected to be pref-
erentially funneled through the filaments where the haloes are em-
bedded, hence leading to an alignment between the major axis of
the host haloe, its observables (X-ray, optical) and the large-scale
filament (Brunino et al. 2007; Limousin et al. 2013).
4 X-RAY PHYSICAL PROPERTIES
In this Section we present the recovered physical properties of
NGC 2563.
We determined the gas inhomogeneities from the SX map.
Thus, we are able to recover gas clumping down to the scales of
about 16 arcsec (∼ 5 kpc). Finally, we apply the method described
in the previous Section on SX(r) to derive the 3D gas density
and gas clumpiness. We further performed a spectral (deprojec-
tion) analysis (§2.3). In this step, the task provides directly the 3D
temperature radial profile, under the assumptions of sphericity and
single-temperature absorbed APEC model.
The left panel of Figure 3 shows the derived 3D clumping fac-
tor and gas density profiles for NGC 2563. The gas clumping fac-
tor profile becomes larger than the unity outside the core. It then
increases steadily out toR500, reaching C ≈ 2− 3 in the virializa-
tion region. The average clumping factor forR ∼> R500 is 2.7±0.7.
Taking into account the non-negligible statistical uncertainties,
these results are in moderate tension with the gas behavior at large
radii of other galaxy groups recently reported (Humphrey et al.
2012; Su et al. 2015; Buote et al. 2016) and with the prediction
from hydrodynamic numerical simulations (Battaglia et al. 2013),
which indicate smaller values of gas inhomogeneities. The origin of
this discrepancy may be sought in the different (direct vs. indirect)
methods implemented. In indirect methods (e.g. Su et al. 2015 for
a group or Walker et al. 2013 for massive clusters) gas clumping
is born out of the comparison between measured and theoretically-
predicted entropy profiles (Voit 2005). The observed flattening of
the entropy with respect to the power-law behavior from the the-
ory is interpreted only as the result gas inhomogeneities. However,
other non-equilibrium physics may also affect the measured en-
tropy, including different temperatures of ions and electrons, and
gas (density and temperature) inhomogeneities distribution. We ad-
vocate the need to perform a one-to-one comparison between these
direct and indirect methods in order to understand the relative im-
pact of these non-equilibrium phenomena. It is unfortunate, how-
ever, that we are unable to measure gas temperature, and hence
entropy, out to R200 in NGC 2563.
As for the discrepancy with simulations, groups contain a
wealth of information about the physical processes associated with
galaxy formation, including feedback from supernovae, AGN, star
formation, or galactic winds. These complex physical properties
are only partially understood and captured with modern hydrody-
namical simulations. Indeed, systematic differences between hy-
drodynamic simulations (e.g. smoothed-particle hydrodynamics
(SPH) vs. adaptive-mesh refinement (AMR) codes, see Rasia et al.
(2014)) suggest that the use of these theoretical predictions merits
some caution.
As for the gas density slope β = −1/3 d log(ne)/d log(r),
our emission measure profile translates into a shallow density pro-
files, with β ∼ 0.42 ± 0.04 at R500 and β ∼ 0.44 ± 0.08 at
R200, without clumping correction. This constant slope is signifi-
cantly smaller than those observed for massive clusters in previous
works by ROSAT (Vikhlinin et al. 1999) and from a stacked Chan-
dra sample (β ∼ 0.940± 0.018 at R200, Morandi et al. 2015). For
the Antlia Cluster (kT500 ∼ 1.5 keV), Wong et al. (2016) fit the
density profile from 0.2 R200 to 1.3 R200 with a power law model
and the corresponding β is about 0.58. For both groups, the density
slope atR500 is consistent with the previous results from 22 groups
with the Chandra data (Sun et al. 2009), where there was a hint of
smaller β for kT < 1.4 keV. When corrected for clumping, the
density profile of NGC 2563 is only slightly steeper (β ∼ 0.46 for
R ∼> R500). This shallow slope is consistent with a scenario where
much of the low-entropy gas in poor groups has been ejected to
large radii by strong feedback (e.g. McCarthy et al. 2011).
The right panel of Figure 3 shows the 3D temperature profile
of NGC 2563, which shows a drop by roughly a factor of 2 from
the peak temperature at R ≈ 0.7R200. The profile appears to be
regular, with a low-temperature in the center, hinting the presence
of a cool-core. The temperature profile goes down to kT ∼< 1 keV
at the X-ray boundary.
Our derived entropy profile tends to flatten at large radii (r ∼>
R500), being larger than the prediction of adiabatic collapse Kadi
(Voit 2005). For example, Kadi,500 ≃ 156 keV cm−2, a few times
lower than our measurements. Entropy values at R2500 and R500
are 366±10 keV cm2 and 532±28 keV cm2 respectively, which
falls on theK−T relations reported by Sun et al. (2009). Thus, the
entropy excess observed for NGC 2563 is typical for groups with
similar mass. After the gas clumping correction, the entropy profile
is still flat, with a slope of 0.45±0.20, which clearly deviates from
1.1 of the baseline adiabatic model. Such a flat entropy profiles may
indicate a large impact of non-gravitational effect (e.g., cooling,
preheating and AGN feedback) are very pronounced. This impact is
expected to be larger in groups than massive galaxy clusters at least
in the internal regions (∼< R500). While we are unable to measure
the entropy in the virialization region R500 − R200, recent results
from Su et al. (2015) on the fossil cluster RXJ1159+5531 suggest
thatK is consistent at R200 with the predictions from gravity-only
simulations.
We point out that our entropy profiles may be biased upwards
by the inability of the X-ray observatory to probe gas at very low
temperatures. By assuming a log-normal distribution of the gas
(density and temperature) inhomogeneities, for low temperatures
∼ Tcold/(1+z) ∼< 0.25 keV the measured gas density would be bi-
ased downwards and hence the entropy upwards. On the one hand,
this is due to the fact that most of the emission captured by the
X-ray telescope arises from the warmer phase of the hIGM, with
temperature ∼> 0.6(1 + z) keV. On the contrary, most the emis-
sion of the cold phase would be at very low energies, where the
Chandra effective area is small, and related to emission lines rather
than bremsstrahlung. These effects would stronger for groups than
massive clusters, given the larger emission at low temperatures and
larger contribution of emission lines over bremsstrahlung. The in-
correct assumption that the gas is at a single-temperature would
exacerbate the bias on the gas density. On the other hand, the im-
plemented single-temperature APEC model may bias downwards
the X-ray temperature, given the contaminating low-temperature
tail of the temperature distribution.
Finally, we discuss the metal abundance in the hIGM. Chan-
dra data sets measure the metallicity structure of the intra-cluster
gas with high precision and spatial resolution roughly out to
0.6R200. Our results show that the group outskirts are also sub-
stantially metal-enriched, to a level amounting to approximately
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Figure 3. Chandra X-ray physical properties of NGC 2563. Upper-left panel: Exposure-corrected surface brightness profile in the soft X-ray band (0.7-2
keV), obtained by subtraction of the background from the measured signal. The horizontal bars show the width of the annuli (only shown in the last three
annuli for clarity). The horizontal bar represents the level of the background. Middle-left panel: 3D gas density profiles. We show results with (circles) and
without (triangles) the gas clumping factor correction. Bottom-left panel: 3D clumping factor profile recovered from the observed two-dimensional intrinsic
fluctuations of the X-ray brightness. The average clumping factor for R
∼
> R500 is 2.7 ± 0.7. Top-right panel: radial entropy profile. We show results with
(dots) and without (red triangles) the gas clumping factor. The dashed line represents the predictions of Voit et al. (2005) from pure gravitational collapse,
where the entropy is defined asK(r) = K200 1.32(r/R200)1.1,K200 being a characteristic value of the entropy at an overdensity of 200 (see, e.g., Eq. 2 in
Voit et al. 2005). Middle-right panel: radial temperature profiles. The blue and black dots show the projected and deprojected temperature profiles respectively.
For the projected temperature we omitted the errorbars for clarity. Bottom-right panel: metallicity profile (in units of Z⊙, which is the solar abundance of
iron). The blue and black dots show the projected and deprojected metallicity profiles, respectively. For the projected metallicity we omitted the errorbars for
clarity. From the left to the right, the arrowhead pointers at top of the upper panels indicate R2500 , R500 and R200 , respectively. R500 = 456± 28 kpc and
R200 = 691± 44 kpc .
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0.2 of the Solar metallicity (see Figure 3). Our data provide di-
rect observational evidence that the hIGM is enriched by metals
out to 0.5R200. The average iron abundance is also consistent with
previous measurements for 39 groups from Sun (2012), after the
difference on AtomDB and abundance table is accounted for. The
hIGM metal content is a key observable to infer the cumulative
past star formation history in galaxy clusters, allowing to study the
enrichment processes. While the injection of metals is tied to pro-
cesses of star formation, its radial profile is set by different physical
processes, such ram-pressure stripping, galactic winds triggered by
supernovae and AGN activity, and merger mechanism (e.g., Gnedin
1998). As a proxy of feedback processes due to star formation,
which release energy into the hIGM, this non-negligible abundance
in the outer regions is in agreement with the entropy excess with
respect to models of pure gravitational collapse that we previously
discussed.
5 GAS AND BARYON FRACTION
The enclosed hot gas fraction fgas(< R) = Mgas(< R)/Mtot(<
R) is presented in Figure 4. We present X-ray measurements of the
hot gas fraction out toR100. We also discuss the impact of dynami-
cal state, (multi)-temperature cluster, and asphericity on our results.
In particular, we investigated the biases on our gas fraction mea-
surements due to the effects of inhomogeneities of the gas distri-
bution and non-thermal pressure. Clearly, fgas is inconsistent with
the cosmic value. The hot gas fraction at R100 without and with
clumping correction is ∼ 0.13 and 0.07 respectively, with clumpi-
ness biasing upwards the gas mass fraction of about C0.5 ∼ 1.6
(Roncarelli et al. 2013; Morandi et al. 2013; Morandi & Cui 2014).
Our measurements are also affected by violation of HE. We
remember that R200 and R100 have been statistically determined
by assuming an NFW distribution for the total matter, with a value
of the concentration parameter from N-body simulations. We do
not infer R500 by applying HE by means of gas density and de-
projected temperature, since we are unable to measure the latter
quantity out to R200; neither we measure the baryon budget by
assuming HE in the regions beyond R500. Rather, we anchor our
results to the determination of R500 via the HE assumption and
by exploiting the existence of low-scatter scaling relations between
the total thermal energy YX and the total mass. While our results
hinge on these assumption on total mass distribution, this method
adds the benefits to straightforwardly investigate e.g. biases due to
the assumption of HE at R500, which are discussed in the litera-
ture. For example, if we define the mass bias b between the true
and hydrostatic mass Mhydro (Mtrue = Mhydro/(1 − b)), even
a modest bias b ∼ 0.1 translates into a bias (upwards) of ∼ 14%
of the gas fraction at R200. The amount of mass bias has been re-
cently debated, with some works that constrain it in the range 0.2—
0.45 at∼R500 (e.g., Okabe et al. 2013; von der Linden et al. 2014;
Hoekstra et al. 2015); other recent works, however, disfavor strong
departure from HE (e.g. Israel et al. 2014; Applegate et al. 2014).
Moreover, mass bias is still poorly understood in the group scale.
Initial results recently (Kettula et al. 2013, 2015; Lieu et al. 2016)
suggest a comparable mass bias in groups compared to clusters.
However, the number of groups with weak lensing mass is quite
small and the existing scaling relation may be subject to various se-
lection biases. Results from simulations also suggest that the level
of non-thermal pressure is insufficient (∼11%, Nagai et al. 2007;
Nelson et al. 2012, 2014) to reconcile the aforementioned inconsis-
tencies. With this large HE bias, our measured gas fraction would
be even much more biased upwards.
Gas fractions in simulated groups and clusters are di-
rectly related to the strength of cooling and star formation (e.g.
Kravtsov et al. 2005), and to the way in which energetic feedback
from the central SMBH alters the density distribution of the ICM
(e.g. Puchwein et al. 2008; Bower et al. 2008; Fabjan et al. 2010;
McCarthy et al. 2010, 2011; Kravtsov & Borgani 2012). Interest-
ingly, hot gas content from galaxies to clusters can also be stud-
ied by stacking the Planck data (Planck Collaboration et al. 2013;
Greco et al. 2015). As shown by Le Brun et al. (2015), the Planck
results may suggest a large amount of hot gas has been ejected out
ofR500 in low mass systems. The results presented in this work are
consistent with this picture, given the large deficict of baryons with
respect to the primordial baryonic budget.
There is not any measurement of the stellar mass in
NGC 2563. As a nearby system, even such a measurement can in
principle be done with the SDSS, 2MASS and WISE data, a po-
tential key stellar mass component, intragroup light, is missing
(McGee & Balogh 2010; Gonzalez et al. 2013). Thus, we rely on
established scaling relations to estimate the stellar mass and baryon
fraction in NGC 2563. However, the recent results from different
works (Leauthaud et al. 2012; Lin et al. 2012; Giodini et al. 2012;
Budzynski et al. 2014; Chiu et al. 2016) vary by a factor of nearly
3 for the mass of NGC 2563, fstars ∼ 0.012−0.035. If we extrap-
olate the Gonzalez et al. (2013) relation to the mass of NGC 2563,
the stellar fraction is even greater,∼ 0.06. Nevertheless, the baryon
fraction within R500 is unlikely to reach the universal value, given
the potentially important clumping correction and the likely signif-
icant mass bias, unless the intragroup light can contribute to a large
fraction of the group baryons.
Finally, we analyzed the impact of theM500−YX,500 relation
from Sun et al. (2009) used to determine the boundary radiusR500.
Note that our mass profile is in good agreement with the mass re-
covered by assuming HE for R2500 ∼< R ∼< R500 (Fig .C1). We
point out, however, that if we used instead the M500 − kT rela-
tion from Sun et al. (2009), we would have masses roughly 50%
larger than those presented here. This may occurr if the slope of
theM500 − kT relation steepens in the mass range of groups, and
it would translate into a comparable bias (downwards) on the gas
fraction for R ∼> R500.
6 CONCLUSIONS
Groups are systems where baryonic physics (e.g., cooling, pre-
heating and AGN feedback) begins to dominate over gravity (e.g.
Voit 2005; Sun 2012). Thus, they represent a unique opportunity to
study the baryonic physics, since its impact is more significant in
low-mass systems with respect to massive clusters.
In this paper, we present an analysis of the hIGM physical
properties, namely gas density and gas clumping, gas tempera-
ture distribution, entropy and gas fraction, of the galaxy group
NGC 2563. This is a group with global temperature of about 1.2
keV, a redshift z = 0.0157. This system is characterized by mosaic
Chandra observations to reach beyond R200, allowing the virial-
ization region to be studied.
We measure the spectroscopic physical properties (gas tem-
perature, entropy and metal content) out to about R500. The mea-
sure entropy profile - with a flat slope and higher normalization
with respect to the adiabatic model predictions - indicate a large
impact of non-gravitational effects atop of the gravitational en-
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Figure 4. Cumulative gas fraction fgas(< R) as a function of the radius
(normalized to R200). The solid (dashed) lines represent the values by cor-
recting for the gas clumping (without clumping correction), while the 1-
σ errors are represented by the gray shaded region (hatched region). The
two horizontal dotted regions represent, from the top (in dark green) to
the bottom (in grey), the 1-σ confidence level on the primordial baryon
fraction from WMAP-9 years (Ωb/Ωm = 0.167 ± 0.006) and Planck
(Ωb/Ωm = 0.155 ± 0.004), respectively. We interpolated the data via
a least-squares constrained spline approximation so as to have continuous
functions and thus improve the readability of the figures. fgas(< R) scales
with the Hubble constant as fgas ∝ h−3/2.
ergy. This is confirmed by our metallicity measurements, where the
abundance amounts to approximately 0.2 of the Solar metallicity
out to 0.5R200. As a key observable to infer the cumulative past
star formation history in galaxy clusters, this significant value of
the metal content retains the fingerprint of the feedback processes
due to star formation, cooling, galactic winds and AGNs, which
release energy into the hIGM, and shape its physical properties ac-
cordingly.
We then measured the baryon content of the galaxy group
(gas density and slope, gas clumping and gas fraction). We ap-
plied a direct method to recover the gas density inhomogeneities.
We found a large value of the gas clumping factor, which reaches
C ≈ 2− 3 in the virialization region, although with non-negligible
statistical uncertainties. The average clumping factor forR ∼> R500
is 2.7 ± 0.7. These results are different from the gas behav-
ior at large scales recently reported in the study of other galaxy
groups (Humphrey et al. 2012; Su et al. 2015; Buote et al. 2016)
and with the prediction from hydrodynamic numerical simulations
(Battaglia et al. 2013), which indicate smaller values of gas inho-
mogeneities.
The cumulative gas fraction (clumping-corrected) reaches
0.07, well below the value from the primordial baryon fraction.
This large discrepancy may suggest that a large amount of hot gas
has been ejected beyond the virialization region in low mass sys-
tems, as indicated by recent Planck results (Le Brun et al. 2015).
This confirm the large impact of non-gravitation processes in the
outer volumes, which leave its fingerprint on the density distribu-
tion of the ICM. By studying the latter, we can thus unearth the
’fossil record’ of these non-gravitational processes and the ongo-
ing large-scale structures formation scenario.
We stress that this is the first observational measurement of the
physical properties of poor groups beyond R500. Our results there-
fore can provide an anchor for numerical models of ICM physics
and for simulations of the formation and ongoing growth of galaxy
clusters and groups. In particular, understanding the baryon content
and physics has both astrophysical and cosmological ramifications.
As for the cosmology, the effects of baryonic physics are not large
but still non-negligible in massive clusters, also nearR500, which is
widely used as a benchmark boundary e.g. to infer the cluster mass
for cosmological purposes (Vikhlinin et al. 2009; Morandi & Sun
2016). Therefore, these non-gravitational processes need to be cal-
ibrated to use clusters if we aim at using clusters as precise cos-
mology probes. As for the astrophysics, the same baryonic physics
determines galaxy formation and evolution, and the amount of en-
ergy injection from feedback, heating and cooling of gas, which
have to be tuned to preserve the cosmic stellar fraction, the galaxy
luminosity function, and the observed ICM properties.
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APPENDIX A: SPECTRAL TEMPERATURES
DEPENDENCY ON ATOMIC DATABASE AND
ABSORPTION
We present a comparison between spectral temperatures and metal-
licities recovered via the AtomDB databases 2.0.2 and 1.3.1 with
respect to the AtomDB databases 3.0.3. We performed mock simu-
lations of a single-temperature plasma at temperatures T3.0.3, Z =
0.3Z⊙ and hydrogen column density NH = 4.05 × 1020cm−2
for the aforementioned atomic databases. Note that in our work we
adopted the APEC emissivity model (Foster et al. 2012) and the
AtomDB (version 3.0.3) database of atomic data, and we employed
the solar abundance ratios from Asplund et al. (2009).
For each temperature, the mock simulations of an absorbed
spectra with the AtomDB databases 3.0.3 have been then fit-
ted by implementing different atomic datasets (2.0.2 and 1.3.1).
Free parameters in the spectral fit are temperature, metal abun-
dance, normalization. We fixed the hydrogen column density NH
to the Galactic value by using the Leiden/Argentine/Bonn (LAB)
HI-survey (Kalberla et al. 2005). The redshift was frozen to the
value obtained from optical spectroscopy. The difference between
atomic databases 2.0.2 and 3.0.3 is, in general, within a few per-
cent, increasing at low temperature (kT ∼< 1 keV), in particular
with respect to the metallicity. The difference between the atomic
databases 1.3.1 and 3.0.3 is appreciably larger, leading to a bias
downwards (upwards) on the recovered spectral temperature (elec-
tron density) of ∼ 10% at kT ∼< 3 keV. These results are in agree-
ment with previous findings (Lovisari et al. 2015).
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Figure A1. Comparison between the spectral temperatures, metallicities
and electron densities recovered via the AtomDB databases 2.0.2 (dashed
line) and 1.3.1 (solid line) with respect to the AtomDB databases 3.0.3.
APPENDIX B: SYSTEMATIC UNCERTAINTIES
Here we discuss the bias related to our choice to fix the hy-
drogen column density NH to the Galactic value (NH =
4.05 × 1020cm−2), which has been determined via the Lei-
den/Argentine/Bonn (LAB) HI-survey (Kalberla et al. 2005). In-
deed, the aforementioned radio survey measures the hydrogen col-
umn density from the HI-21 cm line, only providing the neutral
hydrogen along the line of sight. In this way, however, the molecu-
lar and ionized gas components are not accounted for. Although the
neutral hydrogen usually contributes most of the total hydrogen for
NH ∼< 10
21cm−2, our assumed value of NH might potentially un-
derestimate the X-ray absorption. Willingale et al. (2013) provided
a method to account for the molecular hydrogen by means of the
dust extinction in the B and V bands, and via X-ray afterglows of
gamma ray bursts. Thus, by fixing the absorption to the the value
of the hydrogen column density as determined by Willingale et al.
(2013) (NH = 4.67 × 1020cm−2) we estimated a bias downwards
(upwards) of the temperature (metallicity) of∼< 2%. If we leave the
absorption as a free parameter in the spectral fit, we obtain con-
sistent values of temperature and metallicity with respect to our
baseline spectral fit, 4.3+2.1−1.3 × 1020cm−2.
APPENDIX C: HYDROSTATIC MASS DETERMINATION
In this Section we present the mass recovered by assuming HE. We
used the gas (without clumping correction) density and gas temper-
ature profiles and apply the HE equation to calculate the enclosed
cumulative total mass. The mass profile is compared to the our
baseline mass determination outlined in §2.3, where we assumed:
i) theM500 − YX,500 relation of Sun et al. (2009); ii) an NFW dis-
tribution with parameters (c, R200), with a value of the concen-
Figure C1. Comparison between the cumulative HE mass (solid line with
the 1-σ errors represented by the gray shaded region) and the mass (dashed
line) recovered by assuming: i) the M500 − YX,500 relation of Sun et al.
(2009); ii) an NFW distribution with parameters (c, R200), with a value of
the concentration parameter via the c−Mvir relation from N-body simula-
tions (§2.3). In order to improve the readability of the figure, we fitted our
X-ray measurements via the analytical functions of gas density and tem-
perature presented in Vikhlinin et al. (2006), so as to have a continuous HE
mass profile. The errorbars on the mass profile from the M500 − YX,500
relation have been omitted in the figure for clarity.
tration parameter via the c − Mvir relation of Dutton & Maccio`
(2014) based on the results from N-body simulations (§2.3). Note
that there is a remarkable good agreement between the two mass
estimates for R2500 ∼< R ∼< R500 (Fig .C1).
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