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The paper is devoted to the dynamics of the model for a beam
with strong damping
ε2utt + εδut + αuxxxx + utxxxx
−
[
g
( l∫
0
u2ξ dξ
)
+ εσ
l∫
0
utξuξ dξ
]
uxx = 0,
(x, t) ∈ ]0, l[ × ]0,∞[, (Pε)
where g : R → R is continuously differentiable, δ,σ ∈ R and
α, l, ε > 0, subject to boundary conditions corresponding to hinged
or clamped ends.
We show that for ε → 0+ the dynamics of the equation is close to
the dynamics of equation
ut = −αu − g
( l∫
0
u2ξ dξ
)
A−1/2u, (P0)
where Au := uxxxx with the domain determined by one of the
above boundary conditions. Speciﬁcally, we show that isolated
invariant sets of (P0) continue to isolated invariant sets of (Pε),
ε > 0 small, having the same Conley index. Moreover, isolated
Morse decompositions with respect to (P0) continue to isolated
Morse decompositions of (Pε), ε > 0 small, having isomorphic
homology index braids.* Corresponding author.
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upper semicontinuity results for attractors of (P0) and (Pε), ε > 0
small, extending previous results by Ševcˇovicˇ.
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1. Introduction
Consider Ball’s model (see [1,2]) of an extensible beam given by the partial differential equation
utt(x, t) + δut(x, t) + αuxxxx(x, t) + γ uxxxxt(x, t) − g
( l∫
0
∣∣uξξ (ξ, t)∣∣2 dξ)uxx(x, t)
−σ
l∫
0
uξuξt(ξ, t)dξuxx(x, t) = 0 for (x, t) ∈ ]0, l[ × ]0,∞[
under the boundary conditions
u(0, t) = u(l, t) = 0, uxx(0, t) = uxx(l, t) = 0 for t > 0(
or u(0, t) = u(l, t) = 0, ux(0, t) = ux(l, t) = 0 for t > 0
)
,
where α,γ , l > 0, δ,σ ∈ R and g : [0,∞[ → R is continuously differentiable. Rescaling time with
ε := 1/γ , we obtain problem⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ε2utt + εδut + αuxxxx + uxxxxt −
[
g
( l∫
0
|uξξ |2 dξ
)
+ σε
l∫
0
uξuξt dξ
]
uxx = 0,
u(0, t) = u(l, t) = 0, uxx(0, t) = uxx(l, t) = 0 for t > 0(
or u(0, t) = u(l, t) = 0, ux(0, t) = ux(l, t) = 0 for t > 0
)
.
(1.1)
Under some natural assumptions on g Eq. (1.1) generates a local semiﬂow πε on a certain product
Hilbert space Z0 = X1/2 × X0. Formally, if we put ε := 0 in (1.1), we obtain the equation
αuxxxx + uxxxxt − g
( l∫
0
|uξξ |2 dξ
)
uxx = 0 (1.2)
(with the same boundary conditions). This actually is an ordinary differential equation on the Hilbert
space X1/2 and for that reason its dynamics may be easier to handle.
Therefore, it is natural to ask in what sense the local semiﬂow πε is, for small ε > 0, close to the
dynamics of the local semiﬂow π ′ generated by Eq. (1.2). We will give an answer to this question by
establishing a singular convergence result of the semiﬂows πε to the semiﬂow π ′ for ε → 0 (Theo-
rem 3.4) and a singular compactness result for the family πε, ε > 0 small (Theorem 3.1). In particular,
these results imply that each compact isolated invariant set K ′ of π ′ , properly imbedded into Z0,
continues to a family Kε, ε > 0 small, where Kε is a compact isolated invariant set of πε having the
same Conley index as K ′ . Moreover, Morse decompositions of K ′ continue to Morse decompositions
of Kε having isomorphic homology index braids, and thus determining the same sets of C-connection
matrices.
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attractors both for π ′ and for πε, ε > 0 small and obtain an upper semicontinuity result for these
attractors, see Section 5. This extends some results, previously obtained by Ševcˇovicˇ [27] for σ = 0, to
the physically more signiﬁcant case σ > 0.
Let us mention that a formally somewhat related problem of a singularly perturbed hyperbolic–
parabolic equation was ﬁrst studied by Hale and Raugel in [20], who established existence and upper
semicontinuity of global attractors under some dissipativity condition on the nonlinearity of the prob-
lem. Even without such an assumption, a result on singular continuation of Conley index and Morse
decompositions was established by Rybakowski in [26]. These results were then supplemented by
Carbinatto and Rybakowski in [10] by a homology index braid (and hence connection matrix) contin-
uation result.
The hyperbolic–parabolic problem is, though related, different from the fourth order problem con-
sidered in this paper. In fact, no analogues of our present strong singular convergence and singular
compactness results are possible, because there is no global imbedding of the parabolic limit semiﬂow
into the phase space of the hyperbolic problem.
Let us now recall, following e.g. [15], how Eqs. (1.1) and (1.2) can be put into a setting in which
they determine local semiﬂows.
To wit, let A : D(A) → L2(0, l) be the linear operator given by
D(A) := {u ∈ L2(0, l) ∣∣ u ∈ W 4,2(0, l), u(0) = u(l) = 0, u′′(0) = u′′(l) = 0}(
or D(A) := {u ∈ L2(0, l) ∣∣ u ∈ W 4,2(0, l), u(0) = u(l) = 0, u′(0) = u′(l) = 0})
and
Au := u′′′′, for u ∈ D(A)
(weak derivatives are used – see e.g. [3]). It is straightforward to see that A is a strictly positive self-
adjoint operator of the Hilbert space X := L2(0, l) with the usual scalar product (·,·)0 : X × X → R,
given by (u, v)0 :=
∫ l
0 u(ξ)v(ξ)dξ , and the norm |u|0 :=
√
(u,u)0, u, v ∈ X . Moreover A has compact
resolvent and by determining its eigenvalues one can show that A1/2u = −u′′ , for u ∈ X1/2 = D(A1/2),
and |A1/4u|0 = |u′|0 for each u ∈ X1/4. Hence, we replace (1.1) with the equation (in X )
ε2u¨(t) + εδu˙(t) + A(αu(t) + u˙(t))+ [g(∣∣u(t)∣∣21/4)+ σε(u(t), u˙(t))1/4]A1/2u(t),
which can be rewritten formally as the system{
u˙ = v,
v˙ = −ε−2A(αu + v) − ε−1δv − [ε−2g(|u|21/4)+ ε−1σ(u, v)1/4]A1/2u,
or, vectorially, as
(u˙, v˙) = −Bε(u, v) +
(
0,
(
ε−2g
(|u|21/4)+ ε−1σ(u, v)1/4)A1/2u)
where Bε : D(Bε) → X1/2 × X is deﬁned by Bε(u, v) := (−v, ε−2A(αu + v) + ε−1δv) for (u, v) ∈
D(Bε) := {(u, v) ∈ X1/2 × X | αu + v ∈ X1}. It turns out that this equation (for details see Sections 2
and 3) generates a local semiﬂow πε on the space X1/2 × X . Let us also remark that (1.2) can be
represented as
A(αu + u˙) + g(|u|21/4)A1/2u = 0,
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u˙ = −αAu − g(|u|21/4)A−1/2u
generating a local ﬂow π ′ on X1/2.
Throughout the paper we shall work in an abstract framework and consider a strictly positive
self-adjoint linear operator A : D(A) → X with compact resolvent acting on a Hilbert space X . In
Section 2 we derive some basic estimates for the corresponding operator Bε . Using those estimates,
we will establish in Section 3 the above mentioned singular convergence and asymptotic compactness
results. This will enable us to prove in Section 4 our main singular Conley index and homology index
braid continuation result. Finally, in Section 5 we establish existence and upper semicontinuity results
for attractors.
Notation. If (X,d) is a metric space, x ∈ X and K ⊂ X , the distance of y ∈ X from K is deﬁned as
d(y, K ) := inf{d(y, z) | z ∈ K }, and, for r > 0,
BX (x, r) = B(x, r) :=
{
y ∈ X ∣∣ d(x, y) < r}, DX (x, r) = D(x, r) := {y ∈ X ∣∣ d(x, y) r},
BX (K , r) :=
{
y ∈ K ∣∣ d(y, K ) < r}, DX (K , r) := {y ∈ K ∣∣ d(y, K ) r}.
By ClX K and IntX K denote the closure of K in X and the interior of K in X , respectively. If K is a
bounded subset of a metric space X , then βX (K ) stands for the Hausdorff measure of noncompactness
of the set K .
If (X, (·,·)X ) and (Y , (·,·)Y ) are Hilbert spaces, then we endow the product X × Y with the scalar
product (·,·)X,Y given by ((x1, y1), (x2, y2))X,Y := (x1, x2)X + (y1, y2)Y , for (x1, y1), (x2, y2) ∈ X × Y .
By πX : X × Y → X and πY : X × Y → Y we denote the projections onto the ﬁrst and second coor-
dinates, respectively. L(X, Y ) will denote the normed space of all bounded linear operators from X
to Y .
If π is a local semiﬂow on a metric space X , then xπt is another notation for π(x, t). For any
N ⊂ X , Invπ (N) stands for the set of all points x ∈ X such that there is a solution u : R → X of π
such that u(0) = x and u(R) ⊂ N . If N is an isolating neighborhood (i.e. K := Invπ (N) ⊂ IntX N), then
h(π, K ) stands for the Conley index of K relative to π .
For details concerning Conley index in the locally compact case see Conley’s classical mono-
graph [13]. For local semiﬂows and Conley index on not necessarily locally compact metric spaces
we refer to [23–25]. For more information on Morse decompositions and connection matrices see e.g.
[4–10,16–18].
2. Asymptotic estimates for Bε
In the sequel we will require the following known result, which we state here for easy reference:
Lemma 2.1. Let X be a Banach space, A be the generator of a C0-semigroup (T (t))t∈[0,∞[ of linear operators,
t ∈ [0,∞[ and f : ]0, t] → X be continuous and such that ∫ t0 | f (s)|X ds < ∞. Let w : [0, t] → X be continuous
and such that, for each t ∈ ]0, t], w(t) ∈ D(A), w˙(t) exists and
w˙(t) = Aw(t) + f (t).
Then, for all t ∈ [0, t],
w(t) = T (t)w(0) +
t∫
T (t − s) f (s)ds.0
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g(s) := T (t − s)w(s), s ∈ ]0, t[, is differentiable and g˙(s) = T (t − s) f (s) for s ∈ ]0, t[. 
Let A : D(A) → X be a strictly positive self-adjoint operator on a Hilbert space (X, (·, ·)) such
that the inverse operator A−1 : X → X is compact. Then A has a discrete spectrum consisting of a
sequence of eigenvalues (λk)k∈N with 0 < λ1  λ2  λ3  . . . and λk → ∞ as k → ∞. Let (wk)k∈N be
a corresponding X-orthonormal sequence of eigenfunctions.
It is well known that A determines, for α ∈ R, fractional operators Aα : X1+α → Xα with fractional
spaces (Xα, (·,·)α). The ﬁnite dimensional space spanned by the eigenvectors w1, . . . ,wn correspond-
ing to λ1, . . . , λn is denoted by Xn , and its orthogonal complement in Xα by X˜αn . We formally put
Xα0 := {0} and X˜α0 := Xα .
Deﬁne Bε : D(Bε) → Z0 := X1/2 × X0, ε > 0, by
D(Bε) :=
{
(u, v) ∈ X1/2 × X0 ∣∣ αu + v ∈ X1}
and
Bε(u, v) :=
(−v, ε−2A(αu + v) + ε−1δv).
It was proved by Massatt [22] that Bε is a sectorial operator. Massatt’s proof is not very explicit and
contains several misprints. Therefore, for the reader’s convenience, we provide in Appendix A a simple
and detailed proof of this result.
Since Bε is sectorial, whenever we speak of linear or semi-linear differential equations associated
with Bε we mean solutions in the sense of [21].
Lemma 2.2. There exists a C1 ∈ ]0,∞[ such that, for any ε ∈ ]0, ε] with
ε := min{1, λ1/8(α + |δ|)} (2.1)
and any t > 0, ∥∥e−tBε∥∥L(Z0,Z0)  C1e−(α/2)t .
Proof. Take any (u, v) ∈ Z0 and deﬁne (u, v) : [0,∞[ → Z0 by (u(t), v(t)) := e−tBε (u, v). Then (u, v)
is a solution of the system { u˙ = v,
v˙ = −ε−2A(αu + v) − ε−1δv,
u(0) = u, v(0) = v
,
which by substituting z := αu + v can be transformed into{ u˙ = −αu + z,
z˙ = −Aεz − μεu,
u(0) = u, z(0) = z := αu + v,
(2.2)
where Aε := ε−2A− (α − ε−1δ)I and με := α(α − ε−1δ). Set λε,k = ε−2λk − (α − ε−1δ) for k ∈ N. Our
choice of ε implies that λε,k  ε−2λ1/2, so, for any w ∈ X1/2, and t ∈ [0,∞[,
∣∣e−t Aε w∣∣21/2 = ∞∑λk(e−λε,kt)2∣∣(w,wk)0∣∣2  (e−(λ1/2ε2)t)2|w|21/2.
k=1
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u(t) = e−αtu +
t∫
0
e−α(t−s)z(s)ds
= e−αtu +
t∫
0
e−α(t−s)
(
e−sAε z − με
s∫
0
e−(s−r)Aεu(r)dr
)
ds
= e−αtu +
t∫
0
e−α(t−s)e−sAε z ds − με
t∫
0
e−α(t−s)
( s∫
0
e−(s−r)Aεu(r)dr
)
ds.
This gives
∣∣u(t)∣∣1/2  e−αt |u|1/2 + Θ1(t) + |με|Θ2(t),
where
Θ1(t) :=
t∫
0
e−α(t−s)
∣∣e−sAε z∣∣1/2 ds
and
Θ2(t) :=
t∫
0
e−α(t−s)
( s∫
0
e−(λ1/2ε2)(s−r)
∣∣u(r)∣∣1/2 dr
)
ds.
Before proceeding further, note that
∣∣e−sAε z∣∣1/2 = ∣∣e(α−ε−1δ)se−sε−2Az∣∣1/2
 e(α−ε−1δ)s
∣∣A1/2e−sε−2Az∣∣0
 e(α−ε−1δ)sC1/2
(
sε−2
)−1/2
e−sε−2λ1 |z|0
 εC1/2s−1/2e−(ε
−2λ1−α+ε−1δ)s|z|0
 εC1/2s−1/2e−(λ1/2ε
2)s|z|0
with some constant C1/2  0. Hence
Θ1(t) =
t∫
0
e−α(t−s)
∣∣e−sAε z∣∣1/2 ds
 εC1/2e−αt
t∫
eαss−1/2e−(λ1/2ε2)s|z|0 ds0
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∞∫
0
s−1/2e−(λ1/2ε2−α)s ds
= εC1/2e−αt
(
λ1/2ε
2 − α)−1/2|z|0 ∞∫
0
r−1/2e−r dr
= εC1/2e−αt
(
λ1/2ε
2 − α)−1/2√π |z|0.
Furthermore, applying Fubini theorem, we obtain
Θ2(t) =
t∫
0
e−α(t−s)
( s∫
0
e−(λ1/2ε2)(s−r)
∣∣u(r)∣∣1/2 dr
)
ds
=
t∫
0
t∫
r
e−α(t−s)e−(λ1/2ε2)(s−r)
∣∣u(r)∣∣1/2 dsdr
= e−αt
t∫
0
e(λ1/2ε
2)r
∣∣u(r)∣∣1/2
( t∫
r
e−(λ1/2ε2−α)s ds
)
dr
= e−αt
t∫
0
e(λ1/2ε
2)r
∣∣u(r)∣∣1/2( e−(λ1/2ε2−α)s−(λ1/2ε2 − α)
∣∣∣∣t
r
)
dr
= e
−αt
λ1/2ε2 − α
( t∫
0
eαr
∣∣u(r)∣∣1/2 dr − e−(λ1/2ε2−α)t
t∫
0
e(λ1/2ε
2)r
∣∣u(r)∣∣1/2 dr
)
 e
−αt
λ1/2ε2 − α
t∫
0
eαr
∣∣u(r)∣∣1/2 dr.
Summing up
eαt
∣∣u(t)∣∣1/2  |u|1/2 + R1,ε|z|0 + R2,ε
t∫
0
eαr
∣∣u(r)∣∣1/2 dr
with R1,ε := εC1/2√π(λ1/2ε2 − α)−1/2 and R2,ε := |με|(λ1/2ε2 − α)−1. By Gronwall inequality,
∣∣u(t)∣∣1/2  (|u|1/2 + R1,ε|z|0)e−(α−R2,ε)t  (|u|1/2 + R1,ε|z|0)e−(α/2)t
as
λ1/2ε
2 − α  λ1/2ε2 − α − ε−1|δ| λ1/4ε2 (2.3)
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α − R2,ε = α − |με|
(
λ1/2ε
2 − α)−1 = α − α∣∣α − ε−1δ∣∣/(λ1/2ε2 − α) α/2. (2.4)
Hence, using (2.3) and the inequality ε  λ1/8α,
∣∣u(t)∣∣1/2  (|u|1/2 + R1,ε|z|0)e−(α/2)t

(
|u|1/2 + 2ε
2√πC1/2
λ
1/2
1
|z|0
)
e−(α/2)t

(
|u|1/2 + λ
3/2
1
√
πC1/2
32α2
|z|0
)
e−(α/2)t
= (|u|1/2 + R3|z|0)e−(α/2)t (2.5)
with R3 := λ
3/2
1
√
πC1/2
32α2
. By Lemma 2.1, the second equation in (2.2) and (2.5), one has
∣∣z(t)∣∣0  ∣∣e−t Aε z∣∣0 + |με|
t∫
0
∣∣e−(t−s)Aεu(s)∣∣0 ds
 e−(λ1/2ε2)t |z|0 + |με|
t∫
0
e−(λ1/2ε2)(t−s)
∣∣u(s)∣∣0 ds
 e−(λ1/2ε2)t |z|0 + |με|λ−1/21
t∫
0
e−(λ1/2ε2)(t−s)
∣∣u(s)∣∣1/2 ds
 e−(λ1/2ε2)t |z|0 + |με|λ−1/21
(|u|1/2 + R3|z|0) t∫
0
e−(λ1/2ε2)(t−s)e−(α/2)s ds
 e−(λ1/2ε2)t |z|0 + |με|λ−1/21
(|u|1/2 + R3|z|0)e−(λ1/2ε2)t t∫
0
e(λ1/2ε
2−α/2)s ds
 e−(λ1/2ε2)t |z|0 + |με|λ−1/21
(|u|1/2 + R3|z|0)(λ1/2ε2 − α/2)−1e−(α/2)t .
Further, since R2,ε  α/2 by (2.4),
∣∣z(t)∣∣0  (|z|0 + λ−1/21 (|u|1/2 + R3|z|0)|με|(λ1/2ε2 − α/2)−1)e−(α/2)t

(
α
2λ1/21
|u|1/2 +
(
1+ αR3
2λ1/21
)
|z|0
)
e−(α/2)t .
Hence there exists a C1 ∈ ]0,∞[ such that |(u(t), v(t))|Z0  C1e−(α/2)t |(u, v)|Z0 , for any t  0. 
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e−tBε
({0} × Xn)⊂ Xn × Xn
and
e−tBε
({0} × X˜0n)⊂ X˜1/2n × X˜0n .
Proof. Using Lemma 2.2 and Hille–Yosida theorem we obtain that (−α/2,∞) ⊂ ρ(−Bε) and
(I + λBε)−1 : Z0 → Z0 is well deﬁned for ﬁxed ε ∈ ]0, ε] and any λ ∈ ]0,∞[. As it can be directly
checked using Fredholm alternative, both (I+λBε)−1(Xn× Xn) ⊂ Xn× Xn and (I+λBε)−1( X˜1/2n × X˜0n ) ⊂
X˜1/2n × X˜0n for any λ ∈ ]0,∞[. Thus, by the Euler formula
e−tBε (u, v) = lim
n→∞
(
I + (t/n)Bε
)−n
(u, v), for (u, v) ∈ Z0,
we infer that Xn × Xn and X˜1/2n × X˜0n are invariant with respect to the semigroup generated
by −Bε . 
Lemma 2.4. There exists a C2 ∈ ]0,∞[ such that, for any ε ∈ ]0, ε] and n 0,
∣∣P X1/2e−tBε (0,w)∣∣1/2  ε2C2
λ
1/2
n+1
e−(α/2)t |w|0 for w ∈ X˜0n , t  0
and
∣∣P X0e−tBε (0,w)∣∣0  C2(e−(λn+1/2ε2)t + ε2λn+1 e−(α/2)t
)
|w|0 for w ∈ X˜0n , t  0,
where P X1/2 : Z0 → X1/2 and P X0 : Z0 → X0 are projections.
Proof. Fix n  0, w ∈ X˜1/2n and ε ∈ ]0, ε]. Let (u, v) : [0,∞[ → Z0 be given by (u(t), v(t)) :=
e−tBε (0,w), t  0. In view of (2.5) applied to A˜n : D( A˜n) → X˜0n given by D( A˜n) := X˜1n , A˜nu := Au
for u ∈ D( A˜n),
∣∣u(t)∣∣1/2  2ε2√πC1/2
λ
1/2
n+1
e−(α/2)t |w|0 = ε
2R1
λ
1/2
n+1
e−(α/2)t |w|0 (2.6)
with R1 := 2√πC1/2. By Lemma 2.3, u(s) ∈ X˜1/2n for s  0. Hence, if z := αu + v , then, due to (2.2)
and (2.6) applied to A˜n ,
∣∣z(t)∣∣0  ∣∣e−Aεt w∣∣0 + |με|
t∫
0
∣∣e−(t−s)Aεu(s)∣∣0 ds
 e−(λn+1/2ε2)t |w|0 + |με|
t∫
e−(λn+1/2ε2)(t−s)
∣∣u(s)∣∣0 ds
0
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t∫
0
e−(λn+1/2ε2)(t−s)
∣∣u(s)∣∣1/2 ds
 e−(λn+1/2ε2)t |w|0 + |με|ε2R1λ−1n+1e−(λn+1/2ε
2)t
t∫
0
e(λn+1/2ε
2−α/2)s|w|0 ds
 e−(λn+1/2ε2)t |w|0 + λ−1n+1R1ε2|με|
(
λn+1/2ε2 − α/2
)−1
e−(α/2)t |w|0.
Since
|με|
(
λn+1/2ε2 − α/2
)−1  α(α + ε−1|δ|)
λn+1/4ε2 + (λn+1/2ε2 − α)/2
 α(α + ε
−1|δ|)
λn+1/4ε2 + λn+1/8ε2
= 8εα(αε + |δ|)
3λn+1
,
we get
∣∣z(t)∣∣0  (e−(λn+1/2ε2)t + ε3R2λ2n+1 e−(α/2)t
)
|w|0
for R2 := 8R1α(αε + |δ|)/3. This together with (2.6) gives∣∣v(t)∣∣0  α∣∣u(t)∣∣0 + ∣∣z(t)∣∣0
 αλ−1/2n+1
∣∣u(t)∣∣1/2 + ∣∣z(t)∣∣0

(
αε2R1
λn+1
e−(α/2)t + e−(λn+1/2ε2)t + ε
3R2
λ2n+1
e−(α/2)t
)
|w|0,
which completes the proof. 
3. Singular convergence and asymptotic compactness results
For ε ∈ ]0, ε], consider the local semiﬂow πε on Z0 = X1/2 × X0 generated by the system of
evolution equations
(u˙, v˙) = −Bε(u, v) −
(
0, ε−2
(
g
(|u|21/4)+ εσ (A1/2u, v)0)A1/2u). (3.1)
Due to the sectoriality of Bε system (3.1) admits (local) solutions in the sense of [21].
In particular, if (u, v) : [t0, T [ → Z0, with some t0 ∈ R and T ∈ ]t0,∞[, is a solution of πε , then
u ∈ C([t0, T [ , X1/2), v ∈ C([t0, T [ , X0) and, for all t ∈ ]t0, T [, αu(t) + v(t) ∈ D(A), v(t) ∈ X1/2, (u, v)
is differentiable into Z0 at t and
u˙(t) = v(t),
ε2 v˙(t) + εδv(t) + A(αu(t) + v(t))+ [g(∣∣u(t)∣∣2 )+ εσ (u(t), v(t)) ]A1/2u(t) = 0. (3.2)1/4 1/4
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(u, γ (u)), for u ∈ X1/2. Note that γ ∈ C1(X1/2, X1/2) and Γγ ∈ C1(X1/2, X1/2 × X0).
Let us denote by π ′ the local semiﬂow on X1/2 generated by the ordinary differential equation
u˙ = γ (u). (3.3)
The goal of this section is to show that π ′ is, in some sense, the singular limit of the family (πε) as
ε → 0+ . More precisely, we show a singular compactness property (Theorem 3.1 and Proposition 3.3)
and a singular convergence property (Theorem 3.4) of the family ((πε)ε∈]0,ε],π ′).
These qualitative dynamical properties are not only of interest in their own right, but they are
also allow us, in section 4, to establish a singular continuation result for the Conley index and the
homology index braids.
We begin with the following
Theorem 3.1. Let N ⊂ Z0 be closed and bounded. Then, given sequences (εk) in ]0,∞[ with εk → 0+ , (tk)
in [0,∞[ with tk → ∞ and ((uk, vk)) in Z0 , if (uk, vk)πεk [0, tk] ⊂ N, for each k ∈ N, then there exists a
sequence (kl) in N with kl → ∞ as l → ∞ and an u ∈ Γ −1γ (N) such that (ukl , vkl )πεkl tkl → (u, γ (u)) as
l → ∞.
We require the following compactness result.
Lemma 3.2. Let the sequences (εk) in ]0, ε], (tk) in [0,∞[, and the continuous functions wk : [0, tk] → Z0 ,
k ∈ N, be such that there is a C ∈ ]0,∞[ such that |wk(t)|0  C for any k ∈ N and t ∈ [0, tk]. Then, the
sequence (Ik) of integrals
Ik :=
tk∫
0
e−(tk−s)Bεk
(
0, ε−2k wk(s)
)
ds, k ∈ N
is relatively compact in Z0 .
Proof. Since Z0 =⋃n1 Xn × Xn , it is clear that
βZ0
({Ik})= lim
n→∞
(
sup
k1
dZ0(Ik, Xn × Xn)
)
(see e.g. [14]). Observe that, in view of Lemma 2.3, for any k 1,
dZ0(Ik, Xn × Xn)
∣∣∣∣∣Ik −
tk∫
0
e−(tk−s)Bεk
(
0, ε−2k Pnwk(s)
)
ds
∣∣∣∣∣
Z0

∣∣∣∣∣
tk∫
0
e−(tk−s)Bεk
(
0, ε−2k Qnwk(s)
)
ds
∣∣∣∣∣
Z0

tk∫
0
∣∣e−(tk−s)Bεk (0, ε−2k Qnwk(s))∣∣Z0 ds
Λ(1) + Λ(2),k,n k,n
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Λ
(1)
k,n :=
tk∫
0
∣∣P X1/2e−(tk−s)Bεk (0, ε−2k Qnwk(s))∣∣1/2 ds,
Λ
(2)
k,n :=
tk∫
0
∣∣P X0e−(tk−s)Bεk (0, ε−2k Qnwk(s))∣∣0 ds.
In view of Lemma 2.4, for any k,n 1,
Λ
(1)
k,n 
C2
λ
1/2
n+1
tk∫
0
e−(α/2)(tk−s)
∣∣Qnwk(s)∣∣0 ds 2CC2
αλ
1/2
n+1
=: θ(1)n
and
Λ
(2)
k,n  C2
tk∫
0
(
ε−2k e
−(λn+1/2ε2k )(tk−s) + λ−1n+1e−(α/2)(tk−s)
)∣∣Qnwk(s)∣∣0 ds
 CC2ε−2k
tk∫
0
e−(λn+1/2ε2k )(tk−s) ds + CC2λ−1n+1
tk∫
0
e−(α/2)(tk−s) ds
 CC2ε−2k
2ε2k
λn+1
+ CC2λ−1n+1
2
α
= 2CC2
λn+1
+ 2CC2
αλn+1
=: θ(2)n .
Hence
βZ0
({Ik})= lim
n→∞
(
sup
k1
(
Λ
(1)
k,n + Λ(2)k,n
))
 lim
n→∞
(
θ
(1)
n + θ(2)n
)= 0,
which completes the proof. 
Proof of Theorem 3.1. Take any (εk), (tk) and ((uk, vk)) in Z0 such that εk → 0+ , tk → ∞ and
(uk, vk)πεk [0, tk] ⊂ N , for each k  1. Deﬁne (uk, vk) := (uk, vk)πεk (·), k  1. Clearly, for any k  1
and t ∈ [0, tk],
(
uk(tk), vk(tk)
)= e−tkBεk (uk, vk) − Ik (3.4)
with
Ik :=
tk∫
ε−2k e
−(tk−s)Bεk (0, (g(∣∣uk(s)∣∣21/4)+ εkσ (uk(s), vk(s))1/4)A1/2uk(s))ds.
0
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Further, if wk : [0, tk] → X0 is given by
wk(s) :=
(
g
(∣∣uk(s)∣∣21/4)+ εkσ (A1/2uk(s), vk(s))0)A1/2uk(s),
then there exists R > 0 such that, for any z ∈ N , |z|Z0  R and, for any k  1 and ρ ∈ [0, tk],|wk(ρ)|0  R . By use of Lemma 3.2, we infer that (Ik) is relatively compact in Z0. Hence, taking
into consideration (3.4) and (3.5), we infer that so is the sequence ((uk(tk), vk(tk))). In particular
there exist a sequence (kl) in N and u ∈ X1/2 such that ukl (tkl ) → u in X1/2 as l → +∞.
Next we shall prove that vkl (tkl ) → γ (u) in X0. Let wk : [0, tk] → X0 be given by wk(t) := vk(t) −
γ (uk(t)), t ∈ [0, tk]. Observe that, on ]0, tk], w˙k exists and
w˙k = v˙k − Dγ (uk)u˙k
= −ε−2k
(
A(αuk + vk) + εkδvk + A
(
g
(|uk|21/4)A−1/2uk)+ εkσ(uk, vk)1/4A1/2uk)− Dγ (uk)vk
= −ε−2k
(
A
(
vk − γ (uk)
)+ εkδvk + εkσ(uk, vk)1/4A1/2uk)− Dγ (uk)vk
= −ε−2k Awk + hk
with hk : [0, tk] → X0 given, for t ∈ [0, tk] and k 1, by
hk(t) := −ε−1k δvk(t) − ε−1k σ
(
A1/2uk(t), vk(t)
)
0A
1/2uk(t) − Dγ
(
uk(t)
)
vk(t).
It is clear that, for any k 1, one has on [0, tk],
εk|hk|0  |δ||vk|0 + |σ ||uk|21/2|vk|0 + εkα|vk|0
+ εk
(∣∣g′(|uk|21/4)2(A1/2uk, vk)0∣∣∣∣A−1/2uk∣∣0 + ∣∣g(|uk|21/4)∣∣∣∣A−1/2vk∣∣0)
 R3,
where
R3 := |δ|R + |σ |R3 +
(
sup
l1
εl
)
· (αR + 2R1R2∥∥A−1∥∥L(X0,X0)R + R2∥∥A−1/2∥∥L(X0,X0)R)
with R1 := sup|z|1/2R |g′(|z|21/4)| and R2 := sup|z|1/2R |g(|z|21/4)|. Hence, by an application of
Lemma 2.1,
∣∣wk(tk)∣∣0  ∣∣e−tkε−2k Awk(0)∣∣0 +
tk∫
0
∣∣e−(tk−s)ε−2k Ahk(s)∣∣0 ds
 e−tkλ1/ε2k
∣∣vk − γ (uk)∣∣0 +
tk∫
0
e−(tk−s)λ1/ε2k R3/εk ds
 e−tkλ1/ε2k R4 +
(
ε2k /λ1
)
(R3/εk) → 0 as k → ∞
with some constant R4 > 0 and, consequently, vkl (tkl ) = wkl (tkl ) + γ (ukl (tkl )) → γ (u) as l → ∞. 
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(i) Any closed bounded set N ′ ⊂ X1/2 is strongly π ′-admissible.
(ii) Any closed bounded set N ⊂ Z0 is strongly πε-admissible for any ε ∈ ]0, ε].
Proof. To see (i) ﬁx a closed bounded N ′ ⊂ X1/2 and choose any sequences (tk) in [0,∞[ with tk → ∞
and (uk) in N ′ with ukπ ′ [0, tk] ⊂ N ′ . Let δ ∈ ]0,∞[ be arbitrary and r ∈ ]0,∞[ be such that e−αr < δ.
There is a k0(δ) such that tk  r for all k k0(δ). Then, for any k k0(δ),
ukπ
′tk = e−αrukπ ′(tk − r) −
r∫
0
e−α(r−s)g
(∣∣ukπ ′(tk − r + s)∣∣21/4)A−1/2(ukπ ′(tk − r + s))ds.
Notice that, for all k k0(δ), and s ∈ [0, t],
r∫
0
e−α(r−s)g
(∣∣ukπ ′(tk − r + s)∣∣21/4)A−1/2(ukπ ′(tk − r + s))ds
∈ K := ClX1/2 convX1/2 r · R · [−1,1] · A−1/2(N ′)
where R := supx∈N ′ |g(|x|21/4)|. Since A−1/2 : X1/2 → X1/2 is compact, we see by Mazur’s theorem that
K is compact in X1/2. Thus
β
({ukπ ′tk | k 1})= β({ukπ ′tk ∣∣ k k0(δ)}) δCN ′ + β(K ) = δCN ′
where CN ′ = supx∈N ′ |x|1/2. Since δ ∈ ]0,∞[ is arbitrary, it follows that
β
({ukπ ′tk | k 1})= 0,
so that (ukπ ′tk) has a convergent subsequence in X1/2. This shows that N ′ is π ′-admissible.
Moreover, if for some u ∈ N ′ , uπ ′ [0,ωu[ ⊂ N ′ , then ωu = ∞, which follows from the existence
theorem for (3.3) and the fact that N ′ is bounded.
To prove (ii) it is suﬃcient to adapt a part of the proof of Theorem 3.1. 
In the rest of the section we will show that, in some singular sense, the family (πε)ε>0 converges,
for ε → 0+, to the local semiﬂow π ′ .
Theorem 3.4. For any sequences (εk) in ]0,∞[ with εk → 0+ , (tk) in [0,∞[ with tk → t0 for some
t0 ∈ [0,∞[ and ((uk, vk)) in Z0 with (uk, vk) → (u0, γ (u0)) for some u0 ∈ X1/2 such that u0π ′t0 is well
deﬁned, there exists k0  1 such that, for any k  k0 , (uk, vk)πεk tk is well deﬁned and (uk, vk)πεk tk →
(u0π ′t0, γ (u0π ′t0)) as k → ∞.
The following result is crucial for the proof of Theorem 3.4.
Lemma 3.5. For ε ∈ ]0, ε] let fε : X1/2 × X0 → X0 be Lipschitz continuous on bounded subsets of X1/2 × X0
and such that there exists C0 ∈ ]0,∞[ with∣∣ fε(u, v)∣∣0  C0(|u|1/2 + ε|v|0), (u, v) ∈ X1/2 × X0, ε ∈ ]0, ε] .
Then for each (u, v) ∈ X1/2 × X0 and for each ε ∈ ]0, ε], the solution of the initial value problem
3216 A. C´wiszewski, K.P. Rybakowski / J. Differential Equations 247 (2009) 3202–3233{
(u˙, v˙) = −Bε(u, v) +
(
0, ε−2 fε(u, v)
)
,(
u(0), v(0)
)= (u, v) (3.6)
is deﬁned on [0,∞[.
Moreover, for each M and t ∈ [0,∞[ there is a C(M, t) ∈ ]0,∞[ such that whenever ε ∈ ]0, ε],
|(u, v)|Z0  M and t ∈ [0, t], then |(u(t), v(t))|Z0  C(M, t).
Proof. By [21, Corollary 3.3.5] every solution of (3.6) is deﬁned on [0,∞[. Let ε ∈ ]0, ε], M and
t ∈ ]0,∞] be arbitrary and (u, v) ∈ X1/2 × X0 be arbitrary with |(u, v)|Z0  M . Let (u, v) be the
corresponding solution of (3.6). By the variation-of-constants formula, for t ∈ [0,∞[,
(
u(t), v(t)
)= e−tBε (u, v) + t∫
0
e−(t−s)Bε
(
0, ε−2 fε
(
u(s), v(s)
))
ds
so, using Lemmas 2.2 and 2.4, we obtain, for any t ∈ [0,∞[,
∣∣u(t)∣∣1/2  C1e−(α/2)t∣∣(u, v)∣∣Z0 + +
t∫
0
C0C2
λ
1/2
1
e−(α/2)(t−s)
(∣∣u(s)∣∣1/2 + ε∣∣v(s)∣∣0)ds (3.7)
and ∣∣v(t)∣∣0  C1e−(α/2)t∣∣(u, v)∣∣Z0 +
+ C0C2
t∫
0
(
ε−2e−(λ1/2ε2)(t−s) + λ−11 e−(α/2)(t−s)
)(∣∣u(s)∣∣1/2 + ε∣∣v(s)∣∣0)ds. (3.8)
Hence, deﬁning ϕε : [0, t] → R by ϕε(t) := |u(t)|1/2 + ε|v(t)|0 and using (3.7) and (3.8), one has
ϕε(t) a(t) + C0C2
t∫
0
ε−1e−(λ1/2ε2)(t−s)ϕε(s)ds,
where
a(t) := (1+ ε)C1M + C0C2
(
λ
−1/2
1 + ελ−11
) t∫
0
ϕε(s)ds.
Since, for every, ε and c ∈ ]0,∞[,
ε−1e−cε−2  c−1/2, (3.9)
it follows that
ϕε(t) a(t) + b
t∫
(t − s)β−1ϕε(s)ds0
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ϕε(t) a(t) + θ
t∫
0
E ′β
(
θ(t − s))a(s)ds,
where θ := (bΓ (β))1/β and
Eβ(x) =
∞∑
n=0
xnβ/Γ (nβ + 1), x ∈ [0,∞[ .
Integrating by parts one has
ϕε(t) a(t) − Eβ
(
θ(t − s))a(s)∣∣t0 +
t∫
0
Eβ
(
θ(t − s))a′(s)ds
 (1+ ε)C1M
(
1+ c(t))+ C0C2(λ−1/21 + ελ−11 )(1+ c(t))
t∫
0
ϕε(s)ds,
where
c(t) = sup
t∈[0,t]
Eβ(θt).
By Gronwall inequality, for t ∈ [0, t],
ϕε(t) c1(M, t)ec1(M,t)t  c1(M, t)ec1(M,t)t =: c2(M, t)
with c1(M, t) = max((1+ c(t))(1+ε)C1M, (1+ c(t))C0C2(λ−1/21 +ελ−11 )). Thus, by the deﬁnition of ϕε
and (3.8), we obtain, for t ∈ [0, t],
∣∣u(t)∣∣1/2  c2(M, t)
and
∣∣v(t)∣∣0  C1M + C0C2
t∫
0
(
−2e−(λ1/2ε2)(t−s) + λ−11 e−(α/2)(t−s)
)
c2(M, t)ds
 C1M + C0C2c2(M, t)(2/λ1 + 2/αλ1) := c3(M, t).
Thus, for t ∈ [0, t],
∣∣(u(t), v(t))∣∣Z0  C(M, t)
where C(M, t) := (c2(M, t)2 + c3(M, t)2)1/2. 
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Let r ∈ ]0,∞[ be such that
sup
t∈[0,t]
|u0π ′t|1/2 < r and sup
t∈[0,t]
∣∣γ (u0π ′t)∣∣0 < r.
Let R ∈ ]0,∞[ be such that 4r2  R2 and ρ : [0,∞[ → R be a C1 function such that ρ|[0,R2] ≡ 1,
ρ|[4R2,+∞[ ≡ 0, ρ([0,∞[) ⊂ [0,1] and R1 := supt∈[0,∞] |ρ ′(t)| < ∞. Deﬁne γ̂ : X1/2 → X1/2 by
γ̂ (z) := −αz − ρ(λ1/21 |z|21/4)g(|z|21/4)A−1/2z, z ∈ X1/2.
Observe that, for any z ∈ X1/2,
∣∣γ̂ (z)∣∣1/2  α|z|1/2 + sup
|q|1/42Rλ−1/41
∣∣g(|q|21/4)∣∣|q|0,
i.e. there is R2 ∈ ]0,∞[ such that∣∣γ̂ (z)∣∣1/2  R2(1+ |z|1/2), for any z ∈ X1/2, (3.10)
γ̂ is Fréchet differentiable from X1/2 to itself. Moreover, for any z,w ∈ X1/2,
Dγ̂ (z)w = αw + ρ(λ1/21 |z|21/4)g(|z|21/4)A−1/2w + 2λ1/21 ρ ′(λ1/21 |z|21/4)(z,w)1/4g(|z|21/4)A−1/2z
+ 2ρ(λ1/21 |z|21/4)g′(|z|21/4)(z,w)1/4A−1/2z.
It follows that there exists a constant R3 ∈ ]0,∞[ such that∥∥Dγ̂ (z)∥∥L(X1/2,X1/2)  R3, for any z ∈ X1/2.
Since (z,w)1/4 = (A1/2z,w)0 we also see that there is a constant R4 ∈ ]0,∞[ such that for any
z ∈ X1/2 and w ∈ X1/2,
∣∣Dγ̂ (z)w∣∣0  R4(1+ |z|1/2)|w|0. (3.11)
Now let π̂ε , with ε ∈ ]0, ε] be the (global) semiﬂow on X1/2 × X0 generated by{
u˙ = v,
v˙ = −ε−2(A(αu + v) + εδv + ρ(λ1/21 |u|21/4)g(|u|21/4)A1/2u + +εσρ(|u|21/2)(A1/2u, v)0A1/2u).
In view of Lemma 3.5 π̂ε is well deﬁned. Deﬁne the function (uk, vk) : [0, t] → Z0 by (uk(t), vk(t)) :=
(uk, vk)π̂εk t , for t ∈ [0, t]. It follows again from Lemma 3.5 that there exists an R5 ∈ ]0,∞[ such that∣∣(uk(t), vk(t))∣∣Z0  R5 for any k 1, t ∈ [0, t] .
Deﬁne wk : [0, t] → X0 by wk(t) := vk(t) − γ̂ (uk(t)), for t ∈ [0, t], k 1. It is clear that on ]0, t],
A. C´wiszewski, K.P. Rybakowski / J. Differential Equations 247 (2009) 3202–3233 3219w˙k = v˙k − Dγ̂ (uk)vk
= −ε−2k A
(
vk − γ̂ (uk)
)− ε−1k δvk − ε−1k σρ(|uk|21/2)(A1/2uk, vk)0A1/2uk − D̂γ (uk)vk
= − Âεk wk + ĥk
where Âεk := ε−2k A + ε−1k δ I and ĥk : [0, t] → X0 is given by
ĥk(t) = −ε−1k δγ̂
(
uk(t)
)− ε−1k σρ(∣∣uk(t)∣∣21/2)(A1/2uk(t), vk(t))0A1/2uk(t) − Dγ̂ (uk(t))vk(t).
Note that, for any k 1 and t ∈ [0, t],
εk
∣∣̂hk(t)∣∣0  |δ|λ−1/21 R2(1+ R5) + |σ |R35 + εR4(1+ R5)R5 =: R6,
and, for any z ∈ X1/2 and k 1,
∣∣e−t Âεk z∣∣1/2 = ∣∣A1/2e−t Âεk z∣∣0
= e−ε−1k δt∣∣A1/2e−tε−2k A z∣∣0
 e−ε
−1
k δtC1/2
(
tε−2k
)−1/2
e−(λ1/ε2k )t |z|0
= εkC1/2t−1/2e−ξ̂εk t |z|0
with ξ̂εk := λ1/ε2k + δ/εk . Hence, for any t ∈ ]0, t], an application of Lemma 2.1 yields
∣∣wk(t)∣∣1/2  ∣∣e−t Âεk wk∣∣1/2 +
t∫
0
∣∣e−(t−s) Âεk ĥk(s)∣∣1/2 ds
 εkC1/2t−1/2e−ξ̂εk t |wk|0 + εkC1/2
t∫
0
(t − s)−1/2e−ξ̂εk (t−s)∣∣̂hk(s)∣∣0 ds
 εkC1/2t−1/2e−ξ̂εk t |wk|0 + C1/2R6
t∫
0
(t − s)−1/2e−ξ̂εk (t−s) ds
 εkC1/2t−1/2e−ξ̂εk t |wk|0 + C1/2R6
∞∫
0
τ−1/2e−ξ̂εk τ dτ
= εkC1/2t−1/2e−ξ̂εk t |wk|0 + ξ̂−1/2εk C1/2R6
∞∫
0
ν−1/2e−ν dν
 εkC1/2t−1/2e−ξ̂εk t |wk|0 + ξ̂−1/2εk
√
π C1/2R6.
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∣∣uk(t) − u(t)∣∣1/2 =
∣∣∣∣∣uk +
t∫
0
vk(s)ds − u0 −
t∫
0
γ
(
u(s)
)
ds
∣∣∣∣∣
1/2
 |uk − u0|1/2 +
∣∣∣∣∣
t∫
0
(
wk(s) + γ̂
(
uk(s)
)− γ̂ (u(s)))ds∣∣∣∣∣
1/2
 |uk − u0|1/2 +
t∫
0
∣∣wk(s)∣∣1/2 ds + R3
t∫
0
∣∣uk(s) − u(s)∣∣1/2 ds
 |uk − u0|1/2 + εkC1/2|wk|0
t∫
0
s−1/2e−ξ̂εk s ds + tC1/2ξ̂−1/2εk R6
√
π
+ R3
t∫
0
∣∣uk(s) − u(s)∣∣1/2 ds
 ρk + R3
t∫
0
∣∣uk(s) − u(s)∣∣1/2 ds (3.12)
where
ρk := |uk − u0|1/2 + εkC1/2|wk|0
∞∫
0
s−1/2e−ξ̂εk s ds + tC1/2ξ̂−1/2εk R6
√
π.
Clearly, ρk  |uk − u0|1/2 + εkC1/2|wk|0ξ̂−1/2εk
√
π + tC1/2ξ̂−1/2εk R6
√
π and ρk → 0 as k → ∞. Further-
more, by (3.12) and Gronwall’s inequality,
∣∣uk(t) − u(t)∣∣1/2  ρkeR3t  ρkeR3t, for t ∈ [0, t] . (3.13)
Let k0 ∈ N be such that ρkeR3t < r for each k  k0. Then |uk(t)|1/2  |u(t)|1/2 + |uk(t) − u(t)|1/2 <
|u(t)|1/2 + r < 2r so
λ
1/2
1
∣∣uk(t)∣∣21/4  ∣∣uk(t)∣∣21/2 < 4r2, for k k0 and t ∈ [0, t]. (3.14)
It follows that, for any k  k0, (uk, vk) is a solution of πεk on [0, t]. In particular, (uk, vk)πεk t is
deﬁned for any k k0, t ∈ [0, t] and
(
uk(t), vk(t)
)= (uk, vk)π̂εk t = (uk, vk)πεk t.
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
∣∣e−t Âεk wk∣∣0 +
t∫
0
∣∣e−(t−s) Âεk ĥ(s)∣∣0 ds
 |wk|0 + ε−1k R6
t∫
0
e−ξ̂εk (t−s) ds
 |wk|0 + ε−1k R6ξ̂−1εk
= |wk|0 + εkR6/(λ1 + εkδ) → 0 as k → ∞, (3.15)
since wk = vk − γ (uk) → γ (u0) − γ (u0) = 0 in X0. Furthermore,∣∣γ̂ (uk(t))− γ̂ (u(t))∣∣0  λ−1/21 R6∣∣uk(t) − u(t)∣∣1/2.
It follows that
sup
t∈[0,t]
∣∣vk(t) − γ (u(t))∣∣0 = sup
t∈[0,t]
∣∣vk(t) − γ̂ (u(t))∣∣0 → 0 as k → ∞. (3.16)
In view of (3.13), for any k 1,
∣∣uk(tk) − u(t0)∣∣1/2  ∣∣uk(tk) − u(tk)∣∣1/2 + ∣∣u(tk) − u(t0)∣∣1/2
 ρkeR3t +
∣∣u(tk) − u(t0)∣∣1/2 → 0 as k → ∞. (3.17)
Analogously, using (3.16), we obtain
∣∣vk(tk) − γ (u(t0))∣∣0 → 0 as k → ∞.
Consequently,
(uk, vk)πεk tk →
(
u0π
′t0, γ (u0π ′t0)
)
as k → ∞. The proof is complete. 
4. Continuation of Conley index and homology index braids
Before stating the main result of this section, let us recall some concepts and results on the singu-
lar Conley index and homology index braid continuation theory from [6,9].
Let (X0,d0) and (Yε,dε)ε∈]0,ε0] , with some ε0 > 0, be metric spaces and θε be a distinguished
point from Yε , for ε ∈ ]0, ε0]. For each ε ∈ ]0, ε0] deﬁne a metric space (Zε,Δε) by Zε := X0 × Yε
and
Δε
(
(x1, y1), (x2, y2)
) := max{d0(x1, x2),dε(y1, y2)} for (x1, y1), (x2, y2) ∈ Zε.
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[V ]ε,β :=
{
(x, y) ∈ Zε
∣∣ x ∈ V , y ∈ ClYε BYε (θε,β)}.
For each ε ∈ ]0, ε] let πε be a local semiﬂow on Zε . Moreover, let π0 be a local semiﬂow on X0.
Deﬁnition 4.1. We say that the family (πε)ε∈]0,ε0] converges singularly to π0 provided whenever (εn)
in ]0, ε0] with εn → 0, (tn) in [0,∞[ with tn → t0 for some t0 ∈ [0,∞[, (zn) such that zn ∈ Zεn , for
n ∈ N, Δεn (zn, (x0, θεn )) → 0 as n → ∞ for some x0 ∈ X0, and x0π0t0 is deﬁned, then there is n0 ∈ N
such that, for any n n0, znπεn tn is well deﬁned and
Δεn
(
znπεntn, (x0π0t0, θεn )
)→ 0+ as n → ∞.
Deﬁnition 4.2. A closed subset N ⊂ X0 is called singularly strongly admissible with respect β > 0
and the family ((πε)ε∈]0,ε0],π0) provided the following conditions hold
(a) N is a strongly π0-admissible set;
(b) for each ε ∈ ]0, ε0] the set [N]ε,β is strongly πε-admissible;
(c) whenever (εn) in ]0, ε0] and (tn) in [0,∞[ are such that εn → 0+ and tn → ∞ as n → ∞ and
whenever zn ∈ Zεn , n ∈ N, are such that znπεn [0, tn] ⊂ [N]εn,β , for n ∈ N, then there exists x0 ∈ N
and a sequence (nk) in N with nk → ∞ as k → ∞ such that
Δεnk
(
znkπεnk tnk , (x0, θεnk )
)→ 0 as k → ∞.
The following result holds.
Theorem 4.3. (See [6, Theorem 4.1 and Corollary 4.11], [5, Corollaries 4.14 and 4.15] and [9, Theorem 3.10 and
Remark 3.7].) Suppose that (πε)ε∈]0,ε0] converges singularly to π0 . Suppose also that there is η0 ∈ ]0,∞[ such
that, for each η ∈ ]0, η0] and ε ∈ ]0, ε0], the set ClYε BYε (θε,η) is contractible. Let N ⊂ X0 be a singularly
strongly admissible set with respect to some β ∈ ]0,∞[ and the family ((π)ε∈]0,ε0],π0). Set K0 = Invπ0(N)
and Kε,η = Invπε ([N]ε,η) for η ∈ ]0, η0] and ε ∈ ]0, ε0].
If K0 ⊂ IntX0(N), then for every η ∈ ]0, η˜0] with η˜0 < min{η0, β}, there exists ε˜0 = ε˜0(η) ∈ ]0, ε0[ such
that for any ε ∈ ]0, ε˜0], Kε,η ⊂ IntZε ([N]ε,η) and h(πε, Kε,η) = h(π0, K0).
Moreover, for every η ∈ ]0, η˜0], the family (Kε,η)ε∈[0,˜ε0(η)] , where K0,η := K0 , is upper semicontinuous at
ε = 0 with respect to the family (Δε)ε∈]0,˜ε0(η)] of metrics, i.e.:
lim
ε→0+
sup
w∈Kε,η
inf
u∈K0
Δε
(
w, (u, θε)
)= 0.
Furthermore, the family (Kε,η)ε∈]0,˜ε0(η)] is asymptotically independent of η i.e. whenever η1 and η2 ∈ ]0, η˜0]
then there is an ε′ ∈ ]0,min(˜ε0(η1), ε˜0(η2))] such that Kε,η1 = Kε,η2 for ε ∈ ]0, ε′].
Now assume, in addition to the above hypotheses, that (P ,≺) is a ﬁnite partially ordered set and that
(M0,p)p∈P is a ≺-ordered Morse decomposition of K0 relative to π0 . For each p ∈ P , let V p ⊂ N be closed in
X0 and Mp,0 = Invπ0 (V p) ⊂ IntX0(V p) (such sets V p , p ∈ P , always exist). Set Mp,ε,η = Invπε ([V p]ε,η) for
p ∈ P , η ∈ ]0, η0] and ε ∈ ]0, ε0].
Then for every η ∈ ]0, η˜0] with η˜0 < min{η0, β}, we may choose ε˜0 = ε˜0(η) ∈ ]0, ε0[ such that for any
ε ∈ ]0, ε˜0] and any p ∈ P , Mp,ε,η ⊂ IntZε ([V p]ε,η) and the homology index braid of (πε, Kε,η, (Mp,ε,η)p∈P )
is isomorphic to the homology index braid of (π0, K0, (Mp,0)p∈P ). Hence these homology braids determine the
same set of C-connection matrices.
Again, for every p ∈ P and every η ∈ ]0, η˜0], the family (Mp,ε,η)ε∈[0,˜ε0(η)] , where Mp,0,η := Mp,0 , is upper
semicontinuous at ε = 0with respect to the family (Δε)ε∈]0,˜ε0(η)] of metrics and the family (Mp,ε,η)ε∈]0,˜ε0(η)]
is asymptotically independent of η.
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Deﬁne the map Φ : Z0 → Z0 by Φ(u, v) := (u, v − γ (u)), for any (u, v) ∈ Z0. Clearly, Φ is a C1-
diffeomorphism. For ε ∈ ]0, ε] let π˜ε be the local semiﬂow conjugated to πε by Φ , i.e. (u,w)π˜εt is
deﬁned if and only if Φ(Φ−1(u,w)πεt) is deﬁned and then
(u,w)π˜εt := Φ
(
Φ−1(u,w)πεt
)
.
We deﬁne X0 ≡ X1/2 with the metric d0 induced by the norm | · |1/2, Yε ≡ X0 with the metric dε
induced by the norm | · |0 and θε ≡ 0 ∈ X0. Then Zε = X0 × Yε ≡ X1/2 × X0 = Z0 and the metric Δε is
independent of ε and equivalent to the metric induced by the norm on Z0 deﬁned before. Moreover,
for every η ∈ ]0,∞[, the set
ClYε BYε (θε,η) = DX0(0, η)
is, of course, contractible.
Theorem 3.4 implies that the family (π˜ε)ε∈]0,ε] converges singularly to π ′ .
Let N ′ be a closed bounded subset of X0 = X1/2, β ∈ ]0,∞[ and
N ′β :=
{
(u, v) ∈ Z0
∣∣ u ∈ N ′, ∣∣v − γ (u)∣∣0  β}.
It follows that N ′β is closed and bounded in Z0. By Proposition 3.3, N ′ is strongly π ′-admissible and
for every ε ∈ ]0, ε], N ′β is strongly πε-admissible. Since Φ(N ′β) = N ′×DX0 (0, β) is closed and bounded
in Z0 it follows that N ′ × DX0 (0, β) is closed and bounded in Z0 and strongly π˜ε-admissible.
Theorem 3.1 now implies that N ′ is singularly strongly admissible with respect to β > 0 and the
family ((π˜ε)ε∈]0,ε], π˜0).
Therefore Theorem 4.3 implies the following result.
Theorem4.4. Let N ′ be closed and bounded in X1/2 . Set K ′ = Invπ ′(N ′) and Kε,η = Invπε (N ′η) for η ∈ ]0,∞[
and ε ∈ ]0, ε].
If K ′ ⊂ IntX1/2(N), then for every η ∈ ]0,∞[ there exists a ε˜0 = ε˜0(η) ∈ ]0, ε[ such that for any ε ∈ ]0, ε˜0],
Kε,η ⊂ IntZ0 (N ′η) and h(πε, Kε,η) = h(π ′, K ′).
For every η ∈ ]0,∞[, the family (Kε,η)ε∈[0,˜ε0(η)] , where K0,η := Φ−1(K ′ × {0}), is upper semicontinuous
at ε = 0, i.e.
lim
ε→0+
sup
w∈Kε,η
inf
u∈K ′
∣∣w − (u, γ (u))∣∣Z0 = 0.
Furthermore, the family (Kε,η)ε∈]0,˜ε0(η)] is asymptotically independent of η, i.e. whenever η1 and η2 ∈ ]0,∞[
then there is an ε′ ∈ ]0,min(˜ε0(η1), ε˜0(η2))] such that Kε,η1 = Kε,η2 for ε ∈ ]0, ε′].
Now assume, in addition to the above hypotheses, that (P ,≺) is a ﬁnite partially ordered set and that
(M ′p)p∈P is a ≺-ordered Morse decomposition of K ′ relative to π ′ . For each p ∈ P , let V p ⊂ N be closed in
X1/2 and M ′p = Invπ ′ (V p) ⊂ IntX1/2(V p) (such sets V p , p ∈ P , always exist). Set Mp,ε,η = Invπε ((V p)η) for
p ∈ P , η ∈ ]0,∞[ and ε ∈ ]0, ε].
Then for every η ∈ ]0,∞[ we may choose ε˜0 = ε˜0(η) ∈ ]0, ε0[ such that for any ε ∈ ]0, ε˜0] and any
p ∈ P , Mp,ε,η ⊂ IntZε ((V p)η) and the homology index braid of (πε, Kε,η, (Mp,ε,η)p∈P ) is isomorphic to
the homology index braid of (π ′, K ′, (M ′p)p∈P ). Hence these homology braids determine the same set of C-
connection matrices.
Again, for every p ∈ P and every η ∈ ]0,∞[, the family (Mp,ε,η)ε∈[0,˜ε0(η)] , where Mp,0,η :=
Φ−1(M ′p × {0}), is upper semicontinuous at ε = 0 and the family (Mp,ε,η)ε∈]0,˜ε0(η)] is asymptotically in-
dependent of η.
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In this section we consider semiﬂows generated by (3.1) and (3.3) under the additional assump-
tions
σ  0, g′(s) > 0, for s 0, and
∞∫
0
g(s)ds > −∞. (5.1)
We shall see that under these assumptions π ′ and πε are global semiﬂows and that they admit
global attractors. Next we apply results of Section 4 to get the upper semicontinuity of attractors.
This extends previous results by Ševcˇovicˇ [27], who treats the case σ = 0. It is worth mentioning that
the methods we use are different from those in [20] and [27].
Our abstract tool for proving the existence of attractors is the following result.
Proposition 5.1. A global semiﬂow π on a metric space X has a global attractor if and only if the following
conditions are satisﬁed:
(i) π is asymptotically compact, i.e. whenever N ⊂ X is such that the set Nπ [t,∞[ is bounded for some
t  0, (xk) in N and (tk) in [0,∞[ with tk → ∞ as k → ∞, then (xkπtk) admits a convergent subse-
quence;
(ii) every bounded subset of X is ultimately bounded, i.e. if N ⊂ X is bounded, then there exists t > 0 such
that Nπ [t,∞[ is bounded;
(iii) there is a bounded set B0 in X with the property that for every x ∈ X there is a tx ∈ [0,∞[ such that
xπtx ∈ B0 .
Proof. This is [12, Corollary 1.1.4 and Proposition 1.1.3]. See also the results in [19]. 
First observe (or see [27]) that (5.1) implies the existence of a constant M > 0 such that
sg(s) G(s) > −M for all s 0, (5.2)
where G : [0,∞[ → R is given by G(s) := ∫ s0 g(r)dr, s 0.
We have the following result.
Lemma 5.2.
(i) π ′ is an asymptotically compact semiﬂow on X1/2 .
(ii) For any bounded set N ′ ⊂ X1/2 , there exists t  0 such that the set N ′π ′ [t,∞[ is bounded.
(iii) There exists R ′ > 0 such that, for any x ∈ X1/2 , there exists t > 0 such that |xπ ′t|1/2  R ′ .
Proof. (i) Suppose u : [t0, T [ → X1/2, with some t0 ∈ R and T > t0, is a solution of (3.3). Acting on
both sides of (3.3) with (u(t), ·)1/2 we get, for any t ∈ ]t0, T [,
1
2
d
dt
∣∣u(t)∣∣21/2 = −α∣∣u(t)∣∣21/2 − g(∣∣u(t)∣∣1/4)∣∣u(t)∣∣21/4 < −α∣∣u(t)∣∣21/2 + M. (5.3)
This gives
∣∣u(t)∣∣21/2  e−2αt∣∣u(0)∣∣21/2 + M for all t ∈ [t0, T [ , (5.4)α
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tion 3.3(i).
(ii) follows obviously from (5.4) while (iii) is another consequence of (5.4). 
Now Proposition 5.1 implies the following
Corollary 5.3. π ′ has a global attractor A′ in X1/2 .
Now ﬁx ε ∈ ]0, ε] (ε is as in Lemma 2.2) and suppose that (u, v) : [t0, T [ → Z0, with some t0 ∈ R
and T > t0, is a solution of πε . Then acting with (v(t), ·)0 on both sides of (3.2), one gets, for each
t ∈ ]t0, T [,
1
2
d
dt
[
α
∣∣u(t)∣∣21/2 + ε2∣∣v(t)∣∣20 + G(∣∣u(t)∣∣21/4)]
= −∣∣v(t)∣∣21/2 − εδ∣∣v(t)∣∣20 − εσ ∣∣(u(t), v(t))1/4∣∣2. (5.5)
By integrating both sides over [t0, t] with t ∈ [t0, T [,
α
∣∣u(t)∣∣21/2 + ε2∣∣v(t)∣∣20 + G(∣∣u(t)∣∣21/4)
 α
∣∣u(t0)∣∣21/2 + ε2∣∣v(t0)∣∣20 + G(∣∣u(t0)∣∣21/4)− (λ1 − ε|δ|)
t∫
t0
∣∣v(s)∣∣20 ds
− εσ
t∫
t0
∣∣(u(t), v(t))1/4∣∣2 ds,
which, together with (5.1) and (5.2), gives
α
∣∣u(t)∣∣21/2 + ε2∣∣v(t)∣∣20  M + α∣∣u(t0)∣∣21/2 + ε2∣∣v(t0)∣∣20 + G(∣∣u(t0)∣∣21/4) (5.6)
for any t ∈ [t0, T [. This together with Theorem 3.3.4 from [21] means that πε is a global semiﬂow.
Let Eε : Z0 → R, (u, v) → α|u|21/2 + ε2|v|20 + G(|u|21/4), be the energy functional for πε . Let σ˜ be a
bounded solution of πε deﬁned on I = [0,∞[ (resp. on I = ]−∞,0]). Then formula (5.5) implies that
Eε is nonincreasing on I , so, by continuity of Eε , Eε is constant on the ω-limit set ω(σ˜ ) of σ˜ (resp.
on the α-limit set α(σ˜ ) of σ˜ ). Formula (5.5) implies that for every solution t → (u(t), v(t)) of πε
on ω(σ˜ ) (resp. α(σ˜ )) satisﬁes v(t) ≡ 0. Since ω(σ˜ ) (resp. α(σ˜ )) is πε-invariant, it follows that ω(σ˜ )
(resp. α(σ˜ )) consists only of equilibrium points of πε . We thus have
Proposition 5.4. The ω-limit set of any bounded solution of πε on [0,∞[ and the α-limit set of any bounded
solution of πε on ]−∞,0] consist only of equilibrium points of πε .
In the following lemma we now establish the properties of πε required for the application of
Proposition 5.1.
Lemma 5.5. For any ε ∈ ]0, ε] the following conditions hold
(i) πε is asymptotically compact;
(ii) every bounded subset of Z0 is ultimately bounded with respect to πε;
(iii) there exists R0 > 0 such that, for any z ∈ Z0 , there is an t > 0 such that |zπεt|Z0  R0 for all t  t.
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in [0,∞[ with tk → ∞ as k → ∞ and (zk) in N . Clearly, there is k0 ∈ N such that for all k  k0,
tk  t . Then, for k  k0, zkπεtk = (zkπεt)πε(tk − t) and, since (zkπεt) is bounded, in view of Proposi-
tion 3.3(ii), we infer that (zkπεtk) has a convergent subsequence.
(ii) is an immediate consequence of (5.6).
To prove (iii) we actually follow the proof of Lemma 3.1 in [27] with a certain modiﬁcation. Deﬁne
Vε : Z0 → R by
Vε(u, v) := α
2
|u|21/2 +
ε2
2
|v|20 +
1
2
G
(|u|21/4)+ bε2(u, v)0 + bεσ4 |u|41/4, (u, v) ∈ Z0,
with b := min{5λ1/8(1 + δ2αλ1 +
λ1
2α ),
λ1
α , (1/2)(αλ1)
1/2,2α}. Now ﬁx z ∈ Z0 and take a solution
(u, v) : [0,∞[ → Z0 of πε with (u(0), v(0)) = z. Then, for any t ∈ ]0,∞[, by use of (5.5),
d
dt
[
Vε
(
u(t), v(t)
)]= −∣∣v(t)∣∣21/2 − εδ∣∣v(t)∣∣20 − εσ ∣∣(u(t), v(t))1/4∣∣2 + bε2∣∣v(t)∣∣20
+ b(u(t), ε2 v˙(t))0 + bεσ (u(t), v(t))1/4∣∣u(t)∣∣21/4
= −∣∣v(t)∣∣21/2 − (εδ − bε2)∣∣v(t)∣∣20 − αb∣∣u(t)∣∣21/2 − bεδ(u(t), v(t))0
− b(u(t), v(t))1/2 − bg(∣∣u(t)∣∣21/4)∣∣u(t)∣∣21/4 − εσ ∣∣(u(t), v(t))1/4∣∣2
− bεσ (u(t), v(t))1/4(u(t), A1/2u(t))0 + bεσ (u(t), v(t))1/4∣∣u(t)∣∣21/4
−∣∣v(t)∣∣21/2 − (−ε|δ| − bε2)∣∣v(t)∣∣20 − αb∣∣u(t)∣∣21/2 − bεδ(u(t), v(t))0
− b(u(t), v(t))1/2 − bg(∣∣u(t)∣∣21/4)∣∣u(t)∣∣21/4.
Further, using (5.2) and Cauchy–Schwarz inequality we obtain
d
dt
[
Vε
(
u(t), v(t)
)]
−∣∣v(t)∣∣21/2 − (−ε|δ| − bε2)∣∣v(t)∣∣20 − αb∣∣u(t)∣∣21/2 + bε|δ|( r22 ∣∣u(t)∣∣20 + 12r2 ∣∣v(t)∣∣20
)
+ b
(
s2
2
∣∣u(t)∣∣21/2 + 12s2 ∣∣v(t)∣∣21/2
)
,+bM (5.7)
where r2 := αλ1/2ε|δ| if δ = 0 and r := 1 if δ = 0, s2 := α. Since b 2s2, we have(
1− b/(2s2))∣∣v(t)∣∣21/2  λ1(1− b/(2s2))∣∣v(t)∣∣20
and so
d
dt
[
Vε
(
u(t), v(t)
)]
−b
(
α − s
2
2
− ε|δ|r
2
2λ
)∣∣u(t)∣∣21/2 −(λ1 − ε|δ| − bε2 − bε|δ|2r2 − bλ12s2
)∣∣v(t)∣∣20 + bM1
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4
∣∣u(t)∣∣21/2 − λ14 ∣∣v(t)∣∣20 + bM
−αb
4
(∣∣u(t)∣∣21/2 + ∣∣v(t)∣∣20)+ bM (5.8)
as
λ1 − ε|δ| − bε2 − bε
2δ2
αλ1
− bλ1
2α
 λ1 − λ1
8
− b
(
1+ δ
2
αλ1
+ λ1
2α
)
 λ1
4
and αb4 
λ1
4 . Now observe that, for any (u, v) ∈ Z0,
Vε(u, v)
α
2
|u|21/2 +
ε2
2
|v|20 +
1
2
G
(|u|21/4)+ ε2b22 |u|20 + ε22 |v|20 + bεσ4 |u|41/4

(
α
2
+ ε
2b2
2λ1
)
|u|21/2 + ε2|v|20 +
1
2
G
(|u|21/4)+ bεσ4 |u|41/4
 α|u|21/2 + ε2|v|20 +
1
2
G
(|u|21/4)+ bεσ4λ1 (|u|21/2 + |v|20)2
 ϑ
(|u|21/2 + |v|20) (5.9)
with ϑ : [0,∞[ → [0,+∞[ given by
ϑ(s) := max{α,ε2}s + 1
2
s/λ1/21∫
0
(
g(ρ) − g(0))dρ + s
2λ1/21
(
g(0) + ∣∣g(0)∣∣)+ bεσ s2
4λ1
.
ϑ is well deﬁned due to (5.2), continuously differentiable and, in view of (5.2), for any s 0,
ϑ ′(s)max
{
α,ε2
}+ 1
2λ1/21
(
g
(
s/λ1/21
)− g(0))+ 1
2λ1/21
(
g(0) + ∣∣g(0)∣∣)+ bεσ s
2λ1
max
{
α,ε2
}+ 1
2λ1/21
(∣∣g(0)∣∣+ g(s/λ1/21 ))
max
{
α,ε2
}
.
Hence, deﬁning ϕ : [0,∞[ → R by ϕ(t) := Vε(u(t), v(t)), one has due to (5.8) and (5.9),
ϕ′(t)−αb
4
ϑ−1
(
ϕ(t)
)+ bM for t > 0.
Therefore, either 0< ϕ(t) ϑ(4M/α) for all t  0 or there exists t > 0 such that ϕ(t) ϑ(4M/α)+ 1
for all t  t . On the other hand, for any (u, v) ∈ Z0, putting r := (2b)1/2, we get
Vε(u, v)
α
2
|u|21/2 +
ε2
2
|v|20 + bε2(u, v)0 − M/2

(
α
2
− bε
2r2
2λ
)
|u|21/2 +
(
ε2
2
− bε
2
2r2
)
|v|20 − M/21
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4
|u|21/2 +
ε2
4
|v|20 − M/2
 1
4
min
{
α,ε2
}(|u|21/2 + |v|20)− M/2,
which completes the proof of (iii) with
R0 := 2
√
ϑ(4M/α) + 1+ M/2/min{√α,ε}. 
Now Proposition 5.1 implies the following
Corollary 5.6. For every ε ∈ ]0, ε], πε has a global attractor Aε in Z0 .
Lemma 5.7. There is an R ∈ ]0,∞[ such that |(u, v)|Z0 < R for all ε ∈ ]0, ε] and (u, v) ∈ Aε .
Proof. Given ε ∈ ]0, ε] a point (u, v) is an equilibrium point of πε if and only if v = 0 and u is an
equilibrium point of π ′ . In particular, u lies in the attractor A′ . Thus there is an R1 ∈ ]0,∞[ such
that |(u, v)| < R1 for all ε ∈ ]0, ε] and all equilibrium points (u, v) of πε . Now let ε ∈ ]0, ε] and
(u, v) ∈ Aε be arbitrary and let σ˜ : R → Aε be a full solution of πε through (u, v). By Proposition 5.4
there is a t0 ∈ [0,∞[ such that |σ˜ (−t0)|Z0 < R1. Set (u(t), v(t)) = σ˜ (t − t0) for all t ∈ R. Then (u, v)
is a solution of πε with |(u(0), v(0))|Z0 < R1 and (u(t0), v(t0)) = (u, v). From (5.6) we have, for all
t ∈ ]0,∞[,
α
∣∣u(t)∣∣21/2 + ε2∣∣v(t)∣∣20  M + α∣∣u(0)∣∣21/2 + ε2∣∣v(0)∣∣20 + G(∣∣u(0)∣∣21/4)
< M + αR21 + ε2R21 + R21/λ1/21 sup
|x|R21/λ1/21
∣∣g(x)∣∣=: R22
as
G
(∣∣u(0)∣∣21/4)
|u(0)|21/4∫
0
∣∣g(s)∣∣ds ∣∣u(0)∣∣21/4 sup|x||u(0)|21/4
∣∣g(x)∣∣ R21/λ1/21 sup
|x|R21/λ1/21
∣∣g(x)∣∣.
Lemmas 2.2 and 2.4 imply that
∣∣v(t)∣∣0  C1e−(α/2)t∣∣(u, v)∣∣Z0 + C2
t∫
0
(
ε−2e−(λ1/2ε2)(t−s) + λ−11 e−(α/2)(t−s)
)
h(s)ds (5.10)
where
h(s) := ∣∣g(∣∣u(s)∣∣21/4)∣∣∣∣u(s)∣∣1/2 + εσ ∣∣u(s)∣∣1/2∣∣v(s)∣∣0∣∣u(s)∣∣1/2, s ∈ [0,∞[ .
It follows that
h(s) sup
|x|R2/(αλ1/2)
∣∣g(x)∣∣R2/α1/2 + σ R32/α =: R3, s ∈ [0,∞[ .
2 1
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It follows that ∣∣(u, v)∣∣Z0 < (R22/α + R24)1/2 =: R.
This proves the lemma. 
Theorem 5.8. The family (Aε)ε∈[0,ε] , where A0 = Φ−1(A′ × {0}), is upper semicontinuous at ε = 0, i.e.
lim
ε→0+
sup
w∈Aε
inf
u∈A′
∣∣w − (u, γ (u))∣∣Z0 = 0.
Proof. Let R be as in Lemma 5.7. There is an R ′ ∈ ]R,∞[ such that |u|X1/2 < R ′ for u ∈ A′ . Let
η ∈ ]0,∞[ be such that η > R + sup|u|1/2<R ′ |γ (u)|0. Let N ′ be the closed ball at 0 in X1/2 with radius
R ′ . If |(u, v)|Z0 < R , then |u|1/2 < R < R ′ so u ∈ N ′ . Moreover, |v − γ (u)|0 < η. Thus (u, v) ∈ N ′η . It
follows that A′ = Invπ ′ (N ′) ⊂ IntX1/2(N ′) and, for all ε ∈ ]0, ε], Aε = Invπε (N ′η). Now the assertion
follows immediately from Theorem 4.4. 
Now assume that
σ < 0, g′(s) > 0, for s 0, and
∞∫
0
g(s)ds > −∞. (5.11)
In the proof of the existence of A′ we did not use σ . Thus A′ again exists in this case. However, we
do not know if the local semiﬂows πε have global attractors. Still, we can state the following upper
semicontinuity result.
Theorem 5.9. Let N ′ be closed and bounded in X1/2 such that A′ = Invπ ′(N ′) ⊂ IntX1/2(N ′). Set Kε,η =
Invπε (N
′
η) for η ∈ ]0,∞[ and ε ∈ ]0, ε].
Then, for every η ∈ ]0,∞[ there exists a ε˜0 = ε˜0(η) ∈ ]0, ε[ such that for any ε ∈ ]0, ε˜0], Kε,η ⊂ IntZ0 (N ′η)
and h(πε, Kε,η) = h(π ′, A′).
For every η ∈ ]0,∞[, the family (Kε,η)ε∈[0,˜ε0(η)] , where K0,η := Φ−1(A′ × {0}), is upper semicontinuous
at ε = 0, i.e.
lim
ε→0+
sup
w∈Kε,η
inf
u∈K ′
∣∣w − (u, γ (u))∣∣Z0 = 0.
Furthermore, the family (Kε,η)ε∈]0,˜ε0(η)] is asymptotically independent of η, i.e. whenever η1 and η2 ∈ ]0,∞[
then there is an ε′ ∈ ]0,min(˜ε0(η1), ε˜0(η2))] such that Kε,η1 = Kε,η2 for ε ∈ ]0, ε′].
Appendix A. Proof of the sectoriality of Bε
Recall that, for a given complex number λ = 0, Arg(λ) is the unique real number γ ∈ ]−π,π ] such
that λ = |λ| · eiγ . It is clear that Arg(ρλ) = Arg(λ) for λ ∈ C \ {0} and ρ ∈ ]0,∞[.
Moreover, the function |Arg | : C\ {0} → R, λ → |Arg(λ)| is easily seen to be continuous. (Although
the function Arg itself is not continuous.)
Given ϕ ∈ ]0,π/2[ and a ∈ R, let Sa,ϕ := {λ ∈ C | λ = a and |Arg(λ − a)| > ϕ}.
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that |λ − a| > C for all a′  a′0 and λ ∈ Sa′,ϕ .
Suppose that A : D(A) → X is a sectorial operator on a Banach space X , i.e. A is a densely deﬁned
and closed linear operator such that there exists ϕ ∈ ]0,π/2[ and M > 0 such that Sa,ϕ ⊂ ρ(A) and,
for any λ ∈ Sa,ϕ , ‖(λI − A)−1‖L(X,X) < M/|λ − a|.
Theorem A.1. (Cf. [22].) Let α > 0 and B : D(B) → Xβ × Xσ , where 0 σ  β  1, be given by
D(B) := {(u, v) ∈ Xβ × Xσ ∣∣ αu + v ∈ X1+σ }
and
B(u, v) := (−v, A(αu + v)).
Then B is a sectorial operator on Xβ × Xσ .
Remark. This theorem immediately implies the sectoriality of the operator Bε .
We require two simple lemmas.
Lemma A.2. For any ϕ′ ∈ ]ϕ,π [ there is a C ∈ ]0,∞[ such that, for any λ ∈ Sa,ϕ′ with |λ − a| C,∣∣∣∣Arg( λ2λ − α − a
)∣∣∣∣> ϕ.
Proof. Suppose to the contrary that there is a sequence (λk) in Sa,ϕ′ with |λk −a| → +∞ as k → +∞
such that ∣∣∣∣Arg( λ2kλk − α − a
)∣∣∣∣ ϕ, for k ∈ N. (A.1)
We may assume that (λk − a)/|λk − a| → μ ∈ C \ {0}. By the continuity of |Arg |, we have
∣∣Arg(λk − a)∣∣= ∣∣∣∣Arg( λk − a|λk − a|
)∣∣∣∣→ ∣∣Arg(μ)∣∣
so |Arg(μ)| ϕ′ . Since
λ2k
λk − α − a = (λk − a) ·
1
1− α/λk +
aα
λk − α ,
1/(1− α/λk) → 1 and aα/(λk − α) → 0 as k → +∞, it follows that
λ2k
(λk − α)|λk − α| → μ
so, again by the continuity of |Arg |,
ϕ 
∣∣∣∣Arg( λ2kλk − α
)∣∣∣∣= ∣∣∣∣Arg( λ2k(λk − α)|λk − α|
)∣∣∣∣→ ∣∣Arg(μ)∣∣ ϕ′,
a contradiction. 
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(i) There exist constants C and d ∈ ]0,∞[ such that, for any λ ∈ C with |λ − a| > C,
∣∣∣∣ λ2λ − α − a
∣∣∣∣ d.
(ii) If S ⊂ C and f : S → C is such that d := infλ∈S | f (λ) − z0| > 0 for some z0 ∈ C, then there is an M ∈
]0,∞[ such that
∣∣∣∣ f (λ)f (λ) − z0
∣∣∣∣ M for any z ∈ S.
Proof. (i) follows immediately from the fact that
∣∣∣∣ λ2λ − α − a
∣∣∣∣= ∣∣∣∣(λ − a) · 11− α/λ + αaλ − α
∣∣∣∣→ +∞ as |λ − a| → +∞.
(ii) Since z/(z − z0) → 1 as |z| → +∞, there exists an M0 ∈ ]0,∞[ with the property that
|z/(z − z0)| < 2 whenever |z| > M0. Hence, for any λ ∈ S , if | f (λ)| > M0, then | f (λ)/( f (λ) − z0)| < 2
and, if | f (λ)| M0, then | f (λ)/( f (λ) − z0)| M0/d. 
Proof of Theorem A.1. We may assume that reσ(A)  δ0 > 0. It is clear that since X1+σ × X1+σ ⊂
D(B), D(B) is dense in Xβ × Xσ .
We must show that there exists a sector Sa′,ϕ′ ⊂ ρ(B) with some a′ ∈ R, ϕ′ ∈ ]0,π/2[ and an
M ′ ∈ ]0,∞[ such that, for any λ ∈ Sa′,ϕ′ ,
∥∥(λI − B)−1∥∥L(Xβ×Xσ ,Xβ×Xσ )  M ′/|λ − a′|.
First apply, for a ﬁxed ϕ′ ∈ ]ϕ,π/2[, Lemma A.2 to get a C ∈ ]0,∞[ such that
λ2
λ − α ∈ Sa,ϕ for any λ ∈ S˜C := Sa,ϕ′ ∩
{
λ ∈ C ∣∣ |λ − a| > C}.
Take any λ ∈ S˜C . A direct computation shows that λ ∈ ρ(B) and, for any (p,q) ∈ Xβ × Xσ ,
(λI − B)−1(p,q) =
(
1
λ − α
(
p − αλ
λ − α x− y
)
,− α
λ − α p +
λ
λ − α
(
αλ
λ − α x+ y
))
,
where
x :=
(
λ2
λ − α I − A
)−1
p and y :=
(
λ2
λ − α I − A
)−1
q.
Observe that putting μ := λ2/(λ − α), M1 := ‖Aβ−1−σ ‖L(X0,X0) and M2 := ‖Aσ−β‖L(X0,X0) , one has
μ ∈ Sa,ϕ and
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 1|λ − α| |p|β +
α|λ|
|λ − α|2 |x|β +
M1
|λ − α| |Ay|σ

(
1
|λ − α| +
α|λ|
|λ − α|2 ·
M
|μ − a|
)
|p|β + M1|λ − α|
(
1+ |μ| · M|μ − a|
)
|q|σ
= 1|λ − α|
(
1+ αM|λ| ·
|μ|
|μ − a|
)
|p|β + M1|λ − α|
(
1+ M · |μ||μ − a|
)
|q|σ (A.2)
and
∣∣P Xσ (λI − B)−1(p,q)∣∣σ
 αM2|λ − α| · |p|β +
α
|λ − α| · |μ| · |x|σ +
|λ|
|λ − α| · |y|σ
 αM2|λ − α| · |p|β +
α|μ|
|λ − α| ·
M
|μ − a| · M2|p|β +
|λ|
|λ − α| ·
M
|μ − a| · |q|σ
= αM2|λ − α|
(
1+ M · |μ||μ − a|
)
|p|β + M|λ| ·
|μ|
|μ − a| · |q|σ . (A.3)
Using Lemma A.3(i) and making C larger if necessary, we can apply Lemma A.3(ii) to obtain an M3 ∈
]0,∞[ such that, for |μ|/|μ − a| M3 for λ ∈ S˜C , where μ := λ2/(λ − α).
By the remarks preceding the statement of Theorem A.1, we obtain an a′ ∈ ]−∞,0[, a′ < a such
that Sa′,ϕ′ ⊂ S˜C . An obvious argument now implies the existence of a constant M4 ∈ ]0,∞[ such that,
for each λ ∈ Sa′,ϕ′ ,
max
( |λ − a′|
|λ| ,
|λ − a′|
|λ − α| ,
1
|λ|
)
 M4.
Hence, this together with (A.2) and (A.3), implies, for any λ ∈ Sa′,ϕ′ and (p,q) ∈ Xβ × Xσ ,
∣∣(λI − B)−1(p,q)∣∣Xβ×Xσ

∣∣P Xβ (λI − B)−1(p,q)∣∣β + ∣∣P Xσ (λI − B)−1(p,q)∣∣σ
 M4(1+ αMM4M3)|λ − a′| · |p|β +
M1M4(1+ MM3)
|λ − a′| · |q|σ
+ αM2M4(1+ MM3)|λ − a′| · |p|β +
MM4M3
|λ − a′| · |q|σ
 M
′
|λ − a′| ·
∣∣(p,q)∣∣Xβ×Xσ
for some constant M ′ > 0. The proof is complete. 
Remark. A different proof of Theorem A.1 is contained in [11].
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