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směrovacích parametrů při různých podmínkách mezi směrovači a převedením těchto 
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ABSTRACT 
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third layer of the ISO/OSI reference model. In the first part of this thesis basic principles 
of routing are described. The next part explains the differences in routing and the 
behavior of each internal routing protocol. The last part is dedicated to design of a 
network used for analysis of each protocol, collection of routing parameters in different 
conditions between the routers. These parameters are then plotted into graphs and 
diagrams. Based on this data an analysis of these protocols is made. 
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ÚVOD 
 
Dnešní svět bychom si bez používání informačních technologií a Internetu neuměli 
představit. Tyto technologie dnes nabízí takové možnosti, že už jsme se stali téměř na 
nich závislí. Můžeme je využívat ve škole, práci a na spoustě dalších míst. Pro spoustu 
dnešních lidí a firem jsou informační technologie a Internet páteří, na které stojí jejich 
podnikání. 
Směrování je nejkomplikovanější a nejdůležitější funkcí počítačových sítí. Síťové 
a směrovací technologie již existují více jak 40 let. Nicméně myšlenka směrování se 
objevila údajně už někdy na konci padesátých let. Tehdy byl rozvoj počítačů na počátku 
a jejich potřeba nebyla tak obrovská jako dnes. Vzájemné propojení počítačů do 
rozsáhlých sítí bylo v tu dobu spíše futuristická myšlenka. 
Důležitým kritériem pro vytvoření a používání globální sítě byl vývoj vhodných 
prostředků pro vyhledávání vzdálených hostitelů a komunikaci s nimi. Globální síť tak 
musí poskytovat redundantní cesty. Právě proto jsou zapotřebí mechanismy pro 
rozpoznání a hledání různých cest ke vzdáleným sítím a hostitelům. Důležité je také do 
toho mechanismu zapojit určité matematické a logické pravidla. Pokud do cíle vede 
několik různých cest, je nutné všechny možné cesty vzájemně porovnat a vybrat z nich 
nejlepší možné cesty. Takový to proces vypočtu, rozpoznání a porovnávání nazýváme 
směrování. Obecně rozdělujeme směrování na statické a dynamické. U statického 
směrování se o obsluhu stará síťový administrátor a u dynamického směrovací protokoly. 
Existují různé typy směrovacích protokolů. Obecně se směrovací protokoly rozdělují do 
dvou kategorií. První vypočítává cesty podle vzdálenosti, druhý podle stavu linek, ze 
kterých se cesta do cíle skládá. První kategorie se nazývá směrování s vektorem 
vzdálenosti a v případě druhého hovoříme o směrování se stavem linky. 
Tato bakalářská práce vysvětluje základní pojmy v oblasti směrování a 
směrovacích protokolů. Primárně se v této práci zaměříme na interní směrovací 
protokoly, které se používají uvnitř autonomního systému. Cílem této práce je tak 
porovnat jejich zásadní vlastnosti, navrhnout vzorovou sít v emulovaném prostředí, na 
kterém si popíšeme výhody a nevýhody nasazení jednotlivých protokolů dle směrovacích 
parametrů zachycených prostřednictvím Wiresharku. Tyto parametry se pokusíme 
převést do grafických závislostí a diagramů. Závěrem se tak pokusíme zvolit nejvhodnější 
protokol.   
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1 SMĚROVÁNÍ 
 
Komunikaci v počítačové síti na úrovni třetí vrstvy referenčního modelu ISO/OSI 
(resp. TCP/IP) označujeme jako směrování. Jedná se o souhrn technik a procesů, které 
mají za úkol rozpoznání cest do konkrétních cílů, matematické porovnání redundantních 
cest, sestavení směrovacích tabulek obsahující informace o směrování a přenos 
uživatelských dat na základě těchto informací do určeného cíle. 
Pro proces směrování je důležitá adresace uzlu, podle které je zajištěno správné 
doručení informací od zdroje k cíli. Z tohoto důvodu se právě využívají síťové adresy na 
úrovni síťové vrstvy referenčního modelu ISO/OSI (resp. TCP/IP). Směrování je totiž 
jednou z nejdůležitějších funkcí a vlastností tohoto modelu. Směrování se provádí na 
základě cílové síťové adresy, která je uložená v hlavičce datového paketu. Směrovač 
pracuje pouze s částí adresy definující síť. Adresa sítě stačí směrovači ke stanovení cílové 
cesty přes další směrovače k cílové stanici. Díky tomu se tak rychleji provede zpracování 
datových jednotek ve směrovači. Uchovávání informací o každém uzlu v síti ve 
směrovací tabulce by totiž bylo neefektivní a hlavně výpočetně náročné. 
 Směrovací protokoly nemusí být vždy implementovány pouze do síťové vrstvy, 
ale často využívají pro přenos i funkce transportní vrstvy nebo informace pocházející 
z vrstvy linkové. 
 
 
 
Obr. 1.1: Komunikace prostřednictvím vrstvového modelu ISO/OSI. 
 
Zařízení implementující funkce směrování se nazývá směrovač. Směrovač je 
víceportové zařízení pro propojení sítí. Dříve byl pouze směrovač určený jako jediné 
zařízení pro směrování, ale dnes se již často také setkáme s přepínači pracující na třetí 
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vrstvě (tzv. L3 přepínače) nebo firewally umožňující funkce směrování. Dále můžeme 
využít jako směrovací zařízení také server, který má více síťových rozhraní a 
nainstalovanou příslušnou službu pro směrování [7]. 
 
Proces směrování primárně plní dvě základní úlohy: 
 Přepojování uživatelských dat na základě předem stanovené cesty, která je 
získána prostřednictvím směrovací tabulky. 
 Udržovat aktuální stav informací ve směrovací tabulce pomocí výměny informací 
s ostatními směrovači. Pro výměnu je nutné využít směrovací protokol. 
 
 
1.1 Směrovač 
 
Směrovač patří mezi základní komponentu počítačové sítě. Má za úkol analyzovat přijaté 
datové jednotky, zjistit nejlepší cestu k cílovému uzlu na základě směrovací tabulky a 
vyslat datovou jednotku do tohoto směru. Jedná se o zařízení pracující na prvních třech 
vrstvách referenčního modelu ISO/OSI. Díky tomu mohou propojovat různé sítě 
prostřednictvím adresování v rámci třetí vrstvy ISO/OSI modelu. 
 
 
Obr. 1.2: Příklad směrovače Cisco 2891 ISR. 
 
Směrovač musí mít minimálně dvě fyzické rozhrání, která jsou připojená k sítím 
LAN nebo WAN. Směrovač zjišťuje adresy sítí a koncových stanic připojených k 
rozhraní a jejich seznam ukládá do směrovací tabulky, která definuje vztah mezi IP 
adresami a rozhraními, k nimž jsou příslušné systémy přímo nebo nepřímo připojeny. 
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Primárními procesy všech směrovačů jsou správa směrovacích informací a 
přepojování datových jednotek. Správa směrovacích informací má za úkol vytvořit 
vhodný obraz topologie sítě, na základě kterého bude možné vybrat nejlepší cestu do 
cílové sítě. Z tohoto důvodu si sousední směrovače vzájemně vyměňují své směrovací 
znalosti o síťové topologii a také si předávají informace o změnách v topologii za pomoci 
směrovacích protokolů. Topologie je definována pomocí sítí, které jsou identifikovány 
rozsahem síťových adres. Tyto informace se ukládají do směrovací tabulky a používají 
se jako vstupní data pro hledání nejlepší cesty. Směrovač musí bezprostředně 
identifikovat sousední směrovač, kterému předá datovou jednotku, aby tak zajistil 
doručení do cílové sítě nejlepší cestou. Musí tedy identifikovat rozhraní, na které má 
datovou jednotku odeslat. To si odvodí z nalezené nejlepší cesty, která je uložena 
v přepojovací tabulce. Přepojování se uskutečňuje na základě informací uložených 
v přepojovací tabulce. Je tedy kladen důraz na rychlost prohledávání této tabulky. 
 
 
 
Obr. 1.3: Schéma funkce směrovače. 
 
 
Směrovače si udržují směrovací tabulku, na základě které provádí směrování 
datových jednotek ze vstupního rozhraní na výstupní. Spolu se směrováním paketů 
mohou směrovače provádět i filtrování provozu podle kritérií odvozených z hlavičky 
datové jednotky. 
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Všechny modely směrovačů jsou podobné běžným počítačům. Stejně jako 
počítače, směrovače vyžadují také operační systém, mikroprocesor, paměť RAM a paměť 
ROM. Existují také modely s rozšiřujícími sloty, díky kterým můžeme směrovač obohatit 
například o další rozhraní. Mezi nejdůležitější funkce směrovačů patří fyzické propojení, 
logické propojení, zabezpečení, výpočty cest a jejich údržba [9]. 
 
 
Obr. 1.4: Blokové schéma směrovače. 
 
 
1.2 Směrovací tabulka 
 
Pro rozhodnutí na jaké rozhraní odeslat paket se právě používá směrovací tabulka. Ta 
obsahuje seznam cest a další související informace. Jedná se o datovou strukturu, která je 
uložena v operační paměti směrovače.  
Tabulka se sestavuje různým způsobem. Automaticky se generují záznamy z 
přímo připojených zařízení. Jednotlivé záznamy ve směrovací tabulce můžou být statické 
nebo dynamické. Statické záznamy jsou vytvářeny a modifikovány administrátorem sítě, 
zatímco dynamické záznamy jsou spravovány směrovacím protokolem a není tak nutný 
zásah administrátora. 
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Obr. 1.6: Příklad směrovací tabulky systému Windows. 
   
 
 Každá směrovací tabulka musí obsahovat základní informace, podle kterých je 
zpracován IP datagram a následně odeslán na příslušné rozhraní. Mezi tyto informace 
patří například adresa cíle v síti, maska sítě, výchozí brána, rozhraní, metrika a směrovací 
protokol. 
 
 
 
Obr. 1.5: Příklad směrovací tabulky systému Cisco IOS. 
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1.3 Konvergence 
 
Jednou z nejdůležitějších vlastností směrovacích protokolů je takzvaná konvergence. 
Kdykoli v topologii sítě nastane nějaká změna či havárie, musí se všechny směrovače v 
síti shodnout na novém chápáni aktuální síťové topologie. Směrovače při tomto procesu 
spolupracují a zároveň postupují nezávisle. Potřebné směrovací informace si mezi sebou 
vyměňují, ale dopady topologických změn do známých cest si vypočítává každý 
směrovač sám. 
 
 
1.3.1 Doba konvergence 
 
V praxi je nemožné, aby směrovače detekovaly změnu topologie současně. Než se na 
nové podobě síťové topologie shodnou všechny směrovače, může uplynout poměrně 
výrazná časová prodleva, která se odvíjí od použitého směrovacího protokolu a další řadě 
faktorů. Dobu konvergence můžeme redukovat výběrem vhodného směrovacího 
protokolu a správným návrhem sítě. 
 
Faktory, které mohou prodloužit konvergenci: 
 vzdálenost směrovače od místa změny (počet přeskoků), 
 použitý směrovací protokol, 
 počet směrovačů, na kterých běží směrovací protokoly, 
 šířka pásma a zatížení komunikačních linek, 
 zatížení směrovače, 
 vzorky provozu vztažené k topologické změně. 
 
 
1.4 Výpočty cest 
 
Výpočet cest popisuje proces, kdy směrovače musí rozlišit mezi různými cestami do 
stejného cíle a vybrat z nich tu nejlepší. Uplatňuje se zde matematická logika a výpočty, 
což jsou základní vlastnosti směrovače. Technologie umožňující směrovačům provádět 
potřebné výpočty cest se nazývá směrovací protokol. Prostřednictvím tohoto protokolu si 
směrovače v síti mohou vyměňovat informace o potencionálních cestách do hostitelských 
systémů v síti. 
 
 17 
 
Směrovače spolu komunikují prostřednictvím předem určeného směrovacího protokolu. 
Díky směrovacímu protokolu směrovač může:  
 rozpoznávat potencionální cesty do konkrétních cílových sítí, 
 provádět matematické výpočty, kde výsledkem je stanovení nejlepší cesty do 
každého cíle, 
 neustálý monitoring a detekce v případě změny topologie. 
 
Směrovací protokoly můžeme všeobecně posuzovat podle různých kritérií: 
 Optimalita hovoří o schopnosti směrovacího protokolu vybrat tu nejlepší 
dostupnou cestu. Kritérium, podle kterého se zvolí cesta, se označuje metrika. 
 Efektivita popisuje míru obsazení procesoru, paměti směrovače a šířky pásma, 
kterou směrovací protokol vyžaduje. 
 Robustnost určuje, zda protokol funguje spolehlivě i v době závady a nestability 
v síti (závady HW, přenosových prostředků, chyby v konfiguraci směrovačů a 
vysoké provozní zatížení sítě). 
 Konvergence je vlastnost směrovačů dohodnout se na nové podobě sítě a 
přepočítat cesty do vzdálených cílů. Jednotlivé směrovací protokoly mají jinou 
rychlost konvergence. Každý protokol používá pro detekci změn v síti a 
vzájemnou výměnu informací jiný mechanismus. 
 Škálovatelnost popisuje, zda zvolený směrovací protokol je schopen dalšího 
růstu a umí se přizpůsobit předpokládanému růstu sítě. 
 
 
1.5 Metrika 
 
Metrika je základní mechanismus směrovacích protokolů, podle kterého se provádí 
rozhodování o směrování. Jednoduché směrovací protokoly můžou například pracovat s 
jednou metrikou, zatímco složitější protokoly používají třeba dvě a více metrik. 
 Některé metriky jsou jednodušší a statické, jiné jsou složitější a dynamické. U 
statických metrik máme možnost měnit jejich hodnoty. Taková hodnota však už zůstane 
neměnná, dokud ji manuálně opět neupravíme. Dynamické metriky rozhodují o 
směrování podle okamžitých informací aktuálního stavu sítě. 
 Protokoly postavené na vektoru vzdálenosti například používají vzdálenost (počet 
přeskoků) jako metriku. Protokoly se stavem linky si již můžou vypočítat nejlepší cesty 
podle několika faktorů (např. provozní zatížení sítě, dostupná šířka pásma a zpoždění). 
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1.6 Administrativní vzdálenost 
 
Administrativní vzdálenost je vlastnost používaná na směrovačích k určení nejlepší cesty 
mezi více směrovacími protokoly. Definuje spolehlivost protokolu a dává prioritu tomu, 
které má nižší číselnou hodnotu. Na směrovači může běžet vícero směrovacích protokolů 
a na základě administrativní vzdálenosti rozhodne o tom, který primárně použije. Na 
některých směrovačích můžeme výchozí hodnoty administrativní vzdálenosti změnit. 
Přehled výchozích hodnot administrativní vzdálenosti na směrovačích firmy Cisco 
můžeme vidět v tabulce níže. 
 
 
          Tab. 1.1: Tabulka administrativních vzdáleností. 
Typ cesty Administrativní vzdálenost 
přímo připojená 0 
Statická 1 
Souhrnná cesta EIGRP 5 
eBGP 20 
EIGRP(interní) 90 
OSPF 110 
IS-IS 115 
RIP 120 
EGP 140 
Směrování na vyžádání 160 
EIGRP(externí) 170 
iBGP, externí 200 
neznámá 255 
 
 
Na obr. 1.7 můžeme vidět, že směrovač A přijímá cesty do sítě 10.0.0.0 od 
směrovacího protokolu RIP a také od OSPF. Směrovač porovná administrativní 
vzdálenost (viz tab. 1.1) protokolu RIP se vzdáleností protokolu OSPF a určí, že cesta 
prostřednictvím OSPF je více důvěryhodnější a přidá ji do své směrovací tabulky. 
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Obr. 1.7: Příklad použití administrativní vzdálenosti. 
 
 
1.7 Autonomní systém 
 
Autonomní systém definuje množinu IP sítí, která je pod společnou technickou správou. 
Základní vlastností autonomního systému je použití společné politiky pro směrování dat. 
Síťové zařízení tak uvnitř autonomního systému tvoří celek. To umožňuje skrýt 
podrobnosti o topologii uvnitř autonomního systému před ostatními sítěmi. Na počátcích 
Internetu si všechny směrovače udržovaly informace o celé sítí. S postupem času a hlavně 
růstem Internetu byla tato situace značně neefektivní, a proto byla síť rozdělená na 
autonomní systémy. Autonomní systémy mohou být připojeny k jiným systémům přes 
jeden či více hraničních směrovačů, které definují, jak jsou šířeny informace o zařízeních 
uvnitř autonomního systému. Pro směrování uvnitř autonomního systému využijeme 
interní směrovací protokol, zatímco pro směrování dat mezi autonomními systémy 
využijeme protokol externí. Vlastní autonomní systém můžou mít například 
poskytovatelé připojení k Internetu, rozsáhlé podnikové sítě nebo datacentra. 
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Obr. 1.8: Struktura autonomních systémů. 
 
Jednotlivé autonomní systémy jsou rozlišeny pomocí číselných identifikátorů 
autonomního systému, ve zkratce ASN. V dnešní době se používá 32bitové číslování, 
které je zapisováno dekadickém tvaru a může nabývat hodnot o rozsahu 4 294 967 296. 
Číselné identifikátory jsou přidělovány organizací IANA, která identifikátory přiděluje 
regionálním registrátorům RIR. O přidělování pro evropský region se stará organizace 
RIPE. Některé identifikátory jsou z 32bitového rozsahu vyhrazeny (viz tab. 1.2). 
   
 
          Tab. 1.2: Číselné rozsahy pro autonomní systémy [20]. 
Rozsah Použití 
0, 23456, 65535 speciální účely 
1  –  64296 (bez 23456) autonomní systémy na Internetu 
64297 – 64495 rezervováno pro IANA 
64496 – 64511 dokumentační účely 
64512 – 65534 privátní užití 
65536 – 65551 dokumentační účely 
65552 – 131071, 4294967295 rezervováno pro IANA 
131072 – 4199999999 autonomní systémy na Internetu 
4200000000 – 4294967294 privátní užití 
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1.8 Souhrnné cesty 
 
Souhrnné cesty, sumarizace cest nebo supernetting (nadsíťování) jsou označení pro 
metodu, která je určena pro zmenšení počtu oznamovaných cest směrovačem. Velikost 
směrovací aktualizace, ať ve směrovacím protokolu s vektorem vzdálenosti či linky, roste 
s počtem cest, které musí směrovač oznámit. Tedy čím více sítí oznamujeme, tím je větší 
výsledný paket. Takže samotný přenos směrovacích informací zabírá větší šířku pásma a 
zmenšuje tak kapacitu dostupnou pro vlastní přenos dat. U souhrnných cest tedy 
slučujeme souvislý blok sítí do jedné větší sítě. V další řadě musí směrovač při zasílání 
dat prohledat svoji směrovací tabulku a zjistit, přes které bude datový provoz posílat dál. 
Čím větší je směrovací tabulka, tím je delší doba zpracování a také více vytěžován 
procesor. 
 
Pro  využití souhrnných cest musí být splněny tyto požadavky: 
 Na směrovačích musí běžet beztřídní směrovací protokol. 
 Adresy musí být přiřazovány hierarchickým způsobem tak, aby dílčí adresy měly 
pro souhrny shodné bity nejvyšších řádů. 
 
 
Obr. 1.9: Příklad sumarizace cest. 
 
 
1.9 Ukládání více cest 
 
Některé směrovací protokoly pro zlepšení provozní efektivity zaznamenávají do známého 
cíle jednu pouze jednu cestu. Ideálně to bývá cesta s nejlepší metrikou. Ovšem tento 
postup má značnou nevýhodu v tom, že pokud dojde ke změně síťové topologie, tak musí 
každý směrovač přepočítat cesty do všech cílů, které byly dotčeny. Jinačí protokoly 
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můžou zase přebírat vyšší režii spojenou s rozsáhlejšími směrovacími tabulkami tím, že 
si ukládají ke každému cíli několik cest. Při normálních provozních podmínkách může 
těchto několik cest využívat směrovač pro vyrovnání zátěže. Jakmile však dojde ke změně 
topologie, tak směrovač má ve své směrovací tabulce alternativní cestu do dotčeného cíle. 
Je však nutné podotknout, že zápis alternativních cest nemusí nutně urychlit proces 
konvergence, ale síť dokáže zvládnout případné topologické změny. 
 
 
1.10 Směrování po více cestách 
 
Jednou ze zásadních vlastností některých směrovacích protokolů je možnost směrovat 
informace po více cestách, tzv. vyrovnávání zátěže. 
 
Redundantní cesty mohou mít stejnou nebo nestejnou cenu cesty. Existují dva 
typy vyrovnávání zátěže: 
 Vyrovnávání zátěže mezi cestami se stejnými náklady (equal-cost load 
balancing). 
 Vyrovnávání zátěže mezi cestami s nestejnými náklady (unequal-cost load 
balancing). 
 
 
1.10.1   Vyrovnávání zátěže mezi cestami se stejnými náklady 
 
Vyrovnávání zátěže mezi cestami se stejnými náklady je technika pro vyrovnání zátěže 
v síti mezi několik redundantních cest o stejných nákladech. Vyrovnání zátěže po cestách 
se stejnou cenou cesty je možné provádět dvěma způsoby: 
 Podle paketů, 
 podle cílů. 
 
Při vyrovnávání provozní zátěže podle paketů mohou být jednotlivé sekvenční 
pakety ze stejného proudu, které  jsou určený pro stejný cíl, odesílány přes různé rozhraní. 
Data tedy mohou do cíle dorazit později nebo mimo pořadí, což může být problematické 
pro některé aplikace. U vyrovnání zátěže podle cílů se pakety z jednoho datového proudu, 
které jsou určeny pro stejný cíl, budou odesílány po stejné cestě. Tím je potlačen vznik 
problémů popsaných u paketového vyrovnávání zátěže, ale zaráz na dostupných linkách 
se stejnými náklady nedosáhne dokonalého rozložení provozu. Vyrovnávání zátěže mezi 
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cestami se stejnými náklady má však jeden nedostatek. Je totiž postavené na dynamických 
metrikách. Při provozu sítě se mohou některé metriky nákladových cest změnit tak, že 
nebudou stejné. Zejména chybové mohou náklady jednotlivých spojů navýšit. 
 
 
 
Obr. 1.10: Příklad rovnoměrné rozložení zátěže. 
 
 
1.10.2   Vyrovnávání zátěže mezi cestami s nestejnými náklady 
 
Síťový provoz je možné vyrovnávat po několika cestách s nestejnými náklady. Linka s 
nejnižším nákladem na cestu se přitom stává primární cestou a zbývající cesty s vyššími 
náklady jsou alternativní. Tyto alternativní cesty pak představují redundantní spoje do 
stejného cíle nebo množiny cílů. Tuto techniku vyrovnávání využívá protokol EIGRP. 
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2 TYPY SMĚROVÁNÍ 
 
Do směrovací tabulky se ukládají různé typy záznamů. Podle toho, jak byly tyto záznamy 
vloženy do směrovací tabulky, rozlišujeme směrování na statické a dynamické.  
 
 
2.1 Statické směrování 
 
Jedná se o nejjednodušší formu směrování, kde jsou statické cesty předem manuálně 
nakonfigurovány. To znamená, že úpravu směrovací tabulky má na starost síťový 
administrátor. Směrovač s nakonfigurovaným statickým směrováním zasílá pakety po 
předem určených rozhraních a nemusí se tak snažit o rozpoznávání cest a výměnu 
informací s ostatními směrovači. 
 Mezi výhody statického směrování patří hlavně bezpečnost. Do sítě přes staticky 
nakonfigurovanou cestu, může totiž vést jen jediná cesta, není-li samozřejmě definováno 
několik statických cest. Směrovače si při statickém směrování nevyměňuji žádné 
směrovací informace jako v případě dynamických protokolů a případný útočník nemá 
způsob, jak tyto informace zachytit a zneužít. Další výhodou je účinnější využívání 
přenosových a systémových zdrojů. Statické směrování tak nezatěžuje síť aktualizacemi, 
nepotřebuje téměř žádný strojový čas procesoru a zabírá také méně místa v paměti.  V 
některých sítích si tak vystačíme s méně vybavenými a levnějšími směrovači. 
 Nevýhodou statického směrování je, že nedokáže zareagovat na okamžitý stav 
topologie sítě. Je tedy nutné, aby pro modifikaci směrovacích tabulek zasáhl 
administrátor sítě. 
 Nasazení statického směrování je tak vhodné pro menší sítě, kde se neočekává 
růst a kde do každého cíle vede pouze jediná cesta. Použití kombinace statického a 
dynamického směrování se však nevylučuje. Zde však májí přednost staticky 
nakonfigurované cesty díky lepší výchozí hodnotě administrativní vzdálenosti. 
 
 
2.2 Dynamické směrování 
 
Při dynamickém směrování se síť dokáže samostatně přizpůsobit topologickým změnám 
a automaticky vypočítat cesty k cíli za pomocí směrovacích protokolů. Směrovací 
protokol je sada procesů, algoritmů a zpráv, které se používají pro výměnu směrovacích 
informací. Cílem dynamických směrovacích protokolů je naplnit směrovací tabulku 
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seznamem dosažitelných sítí a určit k nim tu nejlepší možnou cestu. Hlavní výhodou 
oproti statickému směrování je, že v případě změny topologie nebo havárie dokáže 
zareagovat na okamžitý stav sítě bez nutnosti zásahu síťového administrátora. 
 Síť se automaticky přizpůsobuje změnám v topologii a automaticky se 
vypočítávají cesty pomocí směrovacího protokolu. Směrovací protokoly mívají zpravidla 
vlastní databáze, které nemusí odpovídat přímo směrovacím tabulkám. Pracovní databáze 
směrovacích protokolů nejsou vzájemně sdílené. Směrovací protokol rozesílá do okolí 
informace o přímo připojených a vzdálených sítích, o kterých se dozvěděl od svých 
sousedů. Algoritmus příslušného směrovacího protokolu má na starost naplnění 
směrovací tabulky záznamy o dosažitelných sítích s nejnižší metrikou. Na směrovači lze 
provozovat více směrovacích protokolů. Poté se vyhodnocuje na základě hodnoty 
administrativní vzdálenosti, který směrovací protokol bude upřednostněn. Pokud tedy 
existuje více zdrojů informací o stejné sítí, které splňují podmínky na vložení do 
směrovací tabulky, určuje se nejprve podle hodnoty administrativní vzdálenosti a 
následně pak až podle metriky. 
 
 
   Tab. 2.1: Porovnání dynamického a statického směrování. 
Směrování 
Vlastnosti Dynamické  Statické 
Složitost konfigurace Nezávislá na velikosti sítě Roste s velikostí sítě 
Změny v topologii 
Automaticky reaguje na 
změnu topologie 
Nutný zásah 
administrátora 
Škálovatelnost 
Vhodné pro jednodušší i 
složitější topologie 
Vhodné pro 
jednodušší topologie 
Zabezpečení Menší bezpečnost Větší bezpečnost 
HW požadavky 
Vyšší požadavky na HW 
prostředky 
Nižší požadavky na 
HW prostředky 
Výběr cesty Výběr závisí na topologii Cesta je vždy stejná 
 
 
Dynamické směrovací protokoly můžeme v první řadě dělit podle oblasti uplatnění: 
 IGP (Interior Gateway Protocols) jsou určeny pro směrování v rámci 
autonomního systému. 
 EGP (Exterior Gateway Protocols) jsou určeny pro směrování mezi 
autonomními systémy. 
 
 
 
 26 
 
 
Obr. 2.1: Rozdělení dynamických protokolů. 
 
Interní směrovací protokoly IGP můžeme dále rozdělit z hlediska použitého 
algoritmu, způsobu rozpoznávání a vypočtu cest k cíli: 
 Protokoly s vektorem vzdálenosti (Distance vector protocols), 
 Protokoly se stavem linky (Link state protocols). 
 
     Tab. 2.2: Porovnání interních směrovacích protokolů. 
Interní směrovací protokoly 
Vlastnosti 
Vektor vzdálenosti Stav linky 
RIPv2 EIGRP OSPF IS-IS 
Rychlost konvergence Pomalá Rychlá Rychlá Rychlá 
Škálovatelnost - velikost 
sítě  Menší Větší Větší Větší 
VLSM Ano Ano Ano Ano 
HW nároky Menší Větší Větší Větší 
Náročnost implementace a 
údržby 
Jednoduchá Komplexní Komplexní Komplexní 
 
 
 
2.2.1 Protokoly s vektorem vzdálenosti 
 
Směrovače si vyměňují seznam cílových sítí a své nejlepší vzdálenosti (počet skoků) k 
nim. U těchto algoritmů směrovače pravidelně předávají kopie svých směrovacích 
tabulek bezprostředním sousedům v síti. Sousední směrovače si tyto informace přečtou a 
promítnou je do svých směrovacích tabulek. Každý příjemce si tedy přičte k tabulce svůj 
Dynamické
směrovací 
protokoly
Interní směrovací 
protokoly
(IGP)
Protokoly s 
vektorem 
vzdálenosti
RIP EIGRP
Protokoly se 
stavem linky
OSPF IS-IS
Externí směrovací 
protokoly
(EGP)
Protokoly s 
vektorem cest
BGP
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vektor vzdálenosti a opět je také předá dál svým sousedům. Celý proces probíhá 
bezprostředně mezi sousedními směrovači ve všech směrech. Směrovače se tak postupně 
dozvídají o ostatních směrovačích a májí tak představu o různých vzdálenostech v síti. 
Podle výsledné souhrnné tabulky se pak aktualizují směrovací tabulky jednotlivých 
směrovačů. 
 Jádrem protokolu vektoru vzdálenosti je směrovací algoritmus, který vypočítá 
nejlepší cestu a tu zašle sousedům. Algoritmy použité pro vektor vzdálenosti se také 
někdy označují jako algoritmy Bellman-Ford. 
 Směrovač, používající vektor vzdálenosti, neví nic konkrétního o ostatních 
směrovačích a nezná topologii sítě. Tyto protokoly berou pouze počet skoků jako metriku 
a neberou tak v potaz šířku pásma a zpoždění na příslušné lince. 
Nevýhodou je, že při jakékoli změně v topologii sítě určitou dobu trvá, než 
směrovače dosáhnou plné konvergence. Během tohoto procesu může být výkonnost sítě 
zranitelná vůči nekonzistentnímu směrování i nekonečným smyčkám.  
Protokoly s vektorem vzdálenosti jsou velice jednoduché, a proto jsou vhodné 
spíše pro menší sítě, kde existuje málo redundantních cest a kde nejsou kladeny vysoké 
nároky na výkonnost sítě. Typickým zástupcem je například protokol RIP. 
 
 
2.2.2 Protokoly se stavem linky 
 
Směrovací protokoly se stavem linky, označované také někdy jako protokoly nejkratších 
cest, si uchovávají poměrně složitou databázi topologie sítě. Tyto protokoly byly 
navrženy, aby řešili omezení protokolů s vektorem vzdálenosti. Na rozdíl od protokolů s 
vektorem vzdálenosti si tyto protokoly zjišťují úplné informace o směrovačích v síti a 
způsobu jejich propojení. Směrovače si vedou komplexní databázi síťové topologie, která 
je vytvořená pomocí oznámení o stavu linky (LSA). Směrovače si oznámení o stavu linky 
(LSA) vyměňují pouze v případě nějaké události. Tím se poměrně urychluje konvergence 
směrovacího protokolu. Každý směrovač si ze všech přijatých LSA oznámení vytváří 
databázi s topologií sítě. Tento algoritmus používá celkovou cenu cesty od zdroje k cíli. 
Nejlepší cesta k cíli je vypočtena pomocí Dijkstrova algoritmu nejkratších cest (SPF). 
 Nevýhodou protokolů se stavem linky je, že při počáteční implementaci můžou ze 
začátku zahltit přenosové prostředky. Další nevýhodou jsou vyšší nároky na procesor a 
paměť. 
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 Směrování se stavem linky najde uplatnění v rozsáhlých a komplikovanějších 
sítích, kde jsou vyšší požadavky na škálovatelnost. Typickými zástupci jsou například 
protokoly OSPF a IS-IS. 
 
 
2.2.3 Hybridní směrování 
 
Je pojem, se kterým se setkáme spíše ve starší literatuře. Hybridní směrování je někdy 
také označováno jako pokročilý vektor vzdálenosti (advanced distance-vektor). Vychází 
z vektoru vzdálenosti, ale je dále obohacen o některé vlastnosti stavu linky. Hybridní 
směrování tak konverguje rychleji než klasické směrování s vektorem vzdálenosti. Dále 
se vyhýbají režii při aktualizaci stavu linek. Hybridní směrování nepracuje s pravidelnými 
aktualizacemi mezi směrovači, ale reaguje až na vzniklé události v síti, a proto tak 
nezatěžuje síť. Zde byl označován jako typický zástupce protokol EIGRP, který je pod 
proprietárním vývojem společnosti Cisco [7]. 
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3 INTERNÍ SMĚROVACÍ PROTOKOLY 
 
3.1 Routing Information Protocol 
 
Protokol RIP je založen na směrování s vektorem vzdálenosti. Je navržen jako interní 
protokol, který se uplatňuje hlavně v menších sítích. V současnosti je využíván ve své 
druhé verzi RIPv2 a RIPng. RIPng má podobné vlastnosti jako RIPv2, ale je určen pro 
sítě postavené na IPv6 protokolu. 
 Dnes používaná verze RIPv2 oproti svému předchůdci přináší nová vylepšení a 
řeší nedostatky první verze. Jde hlavně o mechanismy pro sumarizaci cest, beztřídní 
směrování mezi doménami (CIDR), masky podsítě s proměnnou délkou (VLSM), 
možnost autentizace a rozložení zátěže do paralelních cest. Dále je přidána možnost 
zasílat směrovací informace na multicastovou adresu. Použitím multicastu snižujeme 
celkový objem síťového provozu a zároveň odlehčíme provozní zatížení zdrojového 
systému. RIPv2 je zpětně kompatibilní s předchozí verzí [2]. 
 
 
3.1.1 Směrovací tabulka RIP 
 
Směrovače si prostřednictvím RIP paketů vyměňují svoje směrovací informace, které 
jsou uložené ve směrovací tabulce. Každý záznam ve směrovací tabulce obsahuje tyto 
pole 
 Pole s cílovou IP adresou je nejdůležitější údaj v tabulce. Pole obsahuje IP adresu 
cíle. Nejčastěji se jedná o adresu cílové sítě. Na základě této adresy ve směrovací 
tabulce směrovač rozhodne, kam nasměruje paket. 
 Pole s metrikou specifikuje celkové náklady na přenos dat z místa původu do 
určeného cíle. Pole tak udává celkovou cenu nákladů mezi aktuálním směrovačem 
a cílovým směrovačem. U protokolu RIP je metrika definována počtem skoků na 
cestě k cíli. 
 Pole s IP adresou nejbližšího směrovače vyplňuje IP adresa nejbližšího 
přeskoků na dané cestě k cíli. Jedná se tedy o přímo připojený sousední směrovač. 
Pole je vyplněno pouze tehdy, pokud se cíl nenachází v sítí připojené přímo k 
směrovači. 
 Pole s příznakem změny cesty indikuje, zda se cesta do cílové IP adres v nedávné 
době nějak změnila. 
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 Časovač cesty obsahuje dva časovače – časový limit cesty a časovač vyprázdnění 
cesty. Oba ty to časovače udržují platnost jednotlivých cest uložených ve 
směrovací tabulce. 
 
 
3.1.2 Výměna zpráv 
 
V protokolu RIP se setkáme s dvěma typy zpráv: 
 Zpráva s požadavkem – Pomocí této zprávy si RIP od svých sousedů vyžádá 
zaslání směrovací aktualizace. RIP umožňuje odeslání zprávy s požadavkem 
včetně vlastních položek ze směrovací tabulky žadatele v jediném paketu. 
 Zpráva s odpovědí – Tato zpráva se generuje při vypršení mechanismu časovače 
nebo v reakci na požadavek aktualizace, který je přijat od některého ze sousedních 
směrovačů. 
 
 
3.1.3 Metrika 
 
V protokolu RIP je metrika definovaná pouze počtem přeskoků na cestě k cíli. Implicitní 
hodnota jednoho přeskoku je v protokolu RIP je rovna jedničce, to znamená, že s každým 
přijatým a dále přeposlaným paketem se počet přeskoků v poli s metrikou RIP zvýší o 
jedničku. Podle takto definovaných metrik vzdálenosti se pak konstruuje směrovací 
tabulka, která určuje nejbližší přeskok pro cestu daného paketu do cíle při minimálních 
nákladech. Čítač přeskoků v protokolu RIP se pohybuje v rozmezí od 1 do 16, přičemž 
hodnota 16 označuje nedosažitelnou cestu. 
Síťový administrátor může hodnotu implicitní metriky změnit, ovšem tato změna 
se příliš nedoporučuje, protože lze snadno překročit maximální hodnotu metriky. 
 
 
3.1.4 Aktualizace směrovací tabulky 
 
V rámci protokolu RIP musí každý aktivní směrovač v pevně daném intervalu rozesílat 
sousedním směrovačům celý obsah své směrovací tabulky. Jakákoliv aktualizace přitom 
automaticky nahrazuje předcházející informace o cestě dosud uložených ve směrovací 
tabulce. Časovače v jednotlivých směrovačích se aktivují nezávislé na ostatních. 
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Protokol RIP při údržbě tabulky směrovací tabulky využívá 3 časovače: 
 Aktualizační časovač – Zahajuje aktualizaci směrovací tabulky na úrovni 
jednotlivého směrovače. Na každém směrovači RIP běží jeden tento časovač. 
Výchozí hodnota časovače je 30 vteřin. 
 Časový limit platnosti cesty – Tento časovač je obsažen v každém záznamu 
směrovací tabulky. Výchozí hodnota časovače je 180 vteřin. 
 Časovač vyprázdnění cest – Tento časovač je obsažen v každém záznamu 
směrovací tabulky. Výchozí hodnota časovače je 90 vteřin. 
 
 
3.1.5 Zahájení aktualizace 
 
Aktualizace se implicitně zahajuje každých 30 vteřin. Tento časový interval sleduje ve 
směrovači aktualizační časovač. Po vypršení tohoto časovače spustí protokol RIP 
odeslání posloupnosti paketů obsahující směrovací tabulku. Tyto pakety jsou rozeslány 
do všech sousedních uzlů. Směrovač by tedy měl každých 30 vteřin dostat aktualizace od 
svých sousedů. 
 
 
3.1.6 Identifikace neplatných cest 
 
Cesta se může stát neplatnou pokud: 
 Vyprší časový limit platnosti cesty. 
 Směrovač dostane od jiného směrovač oznámení s upozorněním na nedostupnost 
cesty. 
 
Platnost cesty vyprší v okamžiku, kdy k ní směrovač nedostane žádnou aktualizaci 
během stanoveného časového intervalu. Tento časový interval je obvykle nastaven na 180 
vteřin a inicializuje se v okamžiku, kdy se cesta stává aktivní, nebo se aktualizuje. Pokud 
uplyne celých 180 vteřin a směrovač neobdrží pro inkriminovanou cestu žádnou 
aktualizaci, směrovač označí tuto cestu jako neplatnou a nastaví ji metriku 16 a nastaví u 
ní příznak změny cesty. Tyto informace pak zasílá svým sousedů při další pravidelné 
aktualizaci směrovací tabulky. Sousední směrovače, které dostanou tuto aktualizaci o 
neplatném stavu cesty, tak si na základě toho aktualizují svou směrovací tabulku. 
 
 
 32 
 
3.1.7 Vyprázdnění neplatných cest 
 
Jakmile směrovač zjistí, že cesta je neplatná, inicializuje se u ní další časovač – časovač 
vyprázdnění cesty. Časovač vyprázdnění cesty se inicializuje po uplynutí 180 vteřin od 
poslední inicializace platnosti cesty a obvykle je nastaven na 90 vteřin. Pokud tedy 
směrovač celkově nedostane žádné zprávy o dané cestě za 270 vteřin (180+90), tak tuto 
neplatnou cestu odstraní z tabulky. 
 
 
3.1.8 Konvergence 
 
Dobu pro dosažení konvergence nelze úplně přesně určit. Přesná doba celého procesu se 
může lišit síť od sítě. Doba konvergence závisí na různých faktorech jako například 
robustnost směrovačů, přenosových prostředků a objemy síťového provozu. Nicméně 
tím, že protokol RIP nereaguje na okamžitý stav sítě a směrovací zasílá v pravidelném 
intervalu, tak je doba konvergence větší oproti protokolům se stavem linky. 
Při konvergenci za určitých podmínek (např. výpadku linky směrovače) může 
vzniknout problém se smyčkami, někdy označovaný jako počítání do nekonečna. 
 
Protokol RIP pro prevenci smyček problému může použít: 
 Rozdělení horizontu a pozměnění zpětné cesty – Zabraňuje vzniku smyček tím, 
že nedovoluje šíření informací zpět jejich původci. Navíc cyklické smyčce přiřadí 
hodnotu metriky 16. 
 Vyvolané aktualizace – Řeší nedostatky rozdělení horizontu, kde vadné cesty se 
začnou prohlašovat za neplatné až po určité časové prodlevě. Na základě tohoto 
pravidla brána musí odeslat aktualizační zprávu při změně metriky cesty 
okamžitě, bez ohledu na aktualizační časovač. 
 
 
3.2 Open Shortest Path First 
 
OSPF je otevřený směrovací protokol, který byl vyvinut jako pokročilá náhrada za 
protokol RIP. Protokol OSPF je dnes nejrozšířenější interní směrovací protokol hlavně 
díky své otevřenosti. Oproti protokolu RIP nabízí rychlejší konvergenci a použitelnost u 
mnohem větších sítí. Aktuálně je využíván ve verzi OSPFv2 pro IPv4 a OSPFv3 pro IPv6 
sítě. OSPF směrovací protokol vychází z proprietárních směrovacích protokolů 
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nejkratších cest (SPF). Všechny tyto protokoly včetně OSPF využívají Dijkstrův 
algoritmus, který provádí výběr cest podle stavu linek. 
 Protokol OSPF byl navržen výslovně jako směrovací protokol pro sítě IP v rámci 
autonomních systémů. Jednotlivé zprávy OSPF jsou přímo zapouzdřeny do protokolu IP 
a není nutné pro doručování používat další protokoly jiných vrstev jako například TCP a 
UDP. 
 Protokol OSPF dokáže rychle detekovat změny v celé topologii autonomního 
systému a konvergovat na novou podobu topologie. 
 Rozhodnutí o směrování vychází přímo ze stavu linek, které propojují jednotlivé 
směrovače uvnitř autonomního systému. Všechny směrovače si udržují identickou 
databázi, která sleduje stav linek v síti. Součástí databáze je i stav samotného směrovače 
– informace o použitých rozhraních, známých dosažitelných sousedech a informace o 
stavu linek. Linkou zde rozumíme spojení mezi dvěma směrovači v síti. Součástí stavu 
linky mohou být různé atributy jako přenosová rychlost a úroveň zpoždění. 
 OSPF se vykazuje velice rychlou konvergencí. Všechny směrovače v síti mají v 
provozu stejný směrovací algoritmus a potřebné aktualizace směrovacích tabulek si 
vzájemně odesílají přímo. Z vyměněných informací si pak směrovač konstruuje obraz 
aktuální podoby sítě a jeho linek. Tento obraz sítě má stromovou strukturu, která je 
označovaná jako strom nejkratších cest a sleduje cesty do každého cíle v autonomním 
systému [2]. 
 
 
3.2.1 Metrika 
 
Protokol OSPF používá jako metriku cenu linky. Čím nižší bude cena linky určitého 
rozhraní, tím více bude upřednostňováno. Cena linky může nabývat hodnot od 1 do 
65 535. Metrika se vypočítá dle následujícího vzorce (3.1): 
 
   .       (3.1)
  
 
 
3.2.2 Oblast 
 
Kvůli lepší škálovatelnosti sítě a zajištění krátké doby konvergence je síť rozdělena do 
menších částí označovaných jako oblasti. Oblastí rozumíme soubor síťově propojených 
směrovačů, přenosových prostředků a koncových systémů. Každá oblast je jednoznačně 
šíř𝑘𝑎 𝑝á𝑠𝑚𝑎 =  
108
šíř𝑘𝑎 𝑝á𝑠𝑚𝑎 𝑣 𝑏𝑖𝑡𝑒𝑐ℎ 𝑧𝑎 𝑠𝑒𝑘𝑢𝑛𝑑𝑢 
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identifikována číslem oblasti, které jsou stanovena v konfiguraci směrovače. Rozhrání 
směrovačů, k nimž jsou přiřazena stejná čísla, jsou součástí stejní oblasti. Počet oblastí v 
OSPF je limitován velikostí pole s ID oblasti, které je 32bitové. V dekadické soustavě 
nám toto číslo udává 4 294 967 296 oblastí. V praxi však počet podporovaných oblastí je 
podstatně menší. 
 
 
Obr. 3.1: Příklad oblastí v OSPF. 
 
 
3.2.3 Typy směrování v OSPF 
 
V protokolu OSPF jsou podporované dva typy směrování v rámci sítě: 
 Směrování uvnitř oblasti (inter-area routing) – Toto směrování je zcela 
samostatné a omezené jen na interní směrovače určité oblasti.  
 Směrování mezi oblastmi (intra-area routing) – Toto směrování probíhá mezi 
směrovači, které jsou součástí různých oblastí. Veškeré směrování však musí 
probíhat přes páteřní oblast 0. Jednotlivé oblasti s nenulovým ID spolu nesmí 
napřímo komunikovat. Toto omezení přináší lepší škálovatelnost a rychlou 
konvergenci.  
 
 
3.2.4 Typy směrovačů v OSPF 
 
Podle členství v oblastech rozlišujeme v síti OSPF různé typy směrovačů: 
 Hraniční směrovač (Area Border Router) má několik rozhraní, které můžou 
spadat do dvou a více oblastí. Pro každou oblast si tak směrovač vede separátní 
tabulku. Propojuje členy své oblasti s páteřní oblastí. Hraniční směrovač je 
zodpovědný za údržbu databází s informacemi o topologii oblastí, do kterých 
Area 0 Area 100 Area 200 
ABR ABR 
IR 
IR 
IR 
IR 
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náleží některé z jeho rozhraní. Pokud hraniční směrovač propojuje dvě různé 
oblasti, tak si musí vyměňovat oznámení o stavu linek se směrovači obou sítí. 
 Páteřní směrovač (Backbone router) je směrovač, kde minimálně jedno jeho 
rozhraní spadá do páteřní oblasti. Tímto páteřním směrovačem může být i hraniční 
směrovač. Tyto směrovače jsou zodpovědné za udržování informací o topologii 
páteře a také za šíření souhrnných topologických informací o jednotlivých 
oblastech v rámci autonomního systému. 
 Interní směrovač (Internal router) je směrovač, kde všechny jeho rozhraní 
spadají do stejné oblasti, vyjma páteřní oblasti. Interní směrovač si oznámení o 
stavu linek LSA vyměňuje s každým směrovačem pouze ve své vlastní oblasti. 
Důsledkem toho je poměrně rychlá konvergence. Směrovač oznámení LSA totiž 
adresuje současně přímo všem ostatním směrovačům v dané oblasti. 
 
 
3.2.5 Aktualizace 
 
V protokolu OSPF se mezi směrovači vyměňují směrovací informace prostřednictvím 
oznámení o stavu linek (LSA), která se šíří po celé oblasti sítě, nikoliv však za její hranice. 
Každý směrovač zná přesně tedy topologii své oblasti, avšak mimo její hranice již 
topologie ostatních oblastí nezná. Jelikož v OSPF se rozlišuje několik typů směrovačů, 
tak každý z nich si vyměňuje LSA oznámení s jinou množinou partnerských směrovačů. 
 
 
3.2.6 Datové struktury OSPF  
 
OSPF při své činnosti používá tři základní datové struktury: 
 Databáze sousedů (Adjacency Database) obsahuje seznam sousedních 
směrovačů. Tato tabulka je unikátní pro každý směrovač. 
 Databáze stavu linek (Link-state Database) obsahuje seznam informací o 
ostatních směrovačích. Tato databáze představuje topologii sítě. Směrovače 
v rámci jedné oblasti mají totožnou LSDB. 
 Směrovací databáze (Forwarding Database) obsahuje seznam cest, který je 
generován na základě algoritmu běžící nad LSDB. Každý směrovač má svou 
unikátní směrovací tabulku, která obsahuje informace na jaké rozhraní poslat 
pakety. 
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3.2.7 Zprávy v OSPF 
 
Protokol OSPF používá několik typů různých zpráv, z nichž každá zajišťuje v síti určitou 
funkcionalitu. Na základě těchto zpráv pak buduje datové struktury. Typy zpráv v OSPF 
jsou: 
 Kontaktní hello pakety (typ 1) – Slouží pro navazování a udržování relací mezi 
sousedními směrovači. Zasílá se každých 10 vteřin (hello interval). Pokud po 
dobu 40 vteřin (dead interval) směrovač zůstane bez odpovědi, prohlásí jej za 
nedostupný. 
 Pakety s popisem databáze (typ 2) – Tyto pakety si vyměňují dva OSPF 
směrovače při inicializaci relace přilehlosti. Tento typ popisuje obsah databáze 
stavu linek ve směrovači OSPF. 
 Pakety s požadavkem stavu linky (typ 3) – Slouží k vyžádání konkrétních částí 
databáze stavu linek od sousedního směrovače. 
 Pakety s aktualizací stavu linky (typ 4) – Provádí současný přenos oznámení o 
stavu linek LSA k sousedním směrovačům. Tyto aktualizace se generují jako 
požadavek na LSA. Existuje několik typů. Zasílá se každých 30 minut nebo při 
změně v topologii. 
 Pakety s potvrzením stavu linky (typ 5) – Jelikož součástí protokolu OSPF je 
spolehlivá distribuce LSA paketů, tak ten to typ slouží pro oznámení přijetí LSA 
paketu. Zdrojový směrovač se tak dozví, zda oznámení LSA dorazilo do cíle. 
 
 
3.2.8 Výpočty cest 
 
Protokol OSPF používá k výpočtu nákladů na cestu jeden ze dvou možných způsobů: 
 Automatické vypočítání nákladů na rozhraní prostřednictvím OSPF protokolu. 
 Použití implicitní hodnoty pro každé OSPF rozhraní. 
 
Bez ohledu na konkrétní použitý způsob se náklady v určité cestě vypočítávají 
vždy jako součet nákladů na všechna rozhraní podél cesty. Spočtené náklady do 
jednotlivých známých cílů se pak v protokolu OSPF zaznamenávají do stromů nejkratších 
cest. 
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3.2.9 Automatický výpočet cest 
 
Protokol OSPF dokáže náklady na rozhraní vypočítat automaticky. Algoritmus je 
postaven na objemu šířky pásma, jaké jednotlivé typy rozhraní podporují. Součet takto 
vypočtených hodnot pro všechna rozhraní na cestě k cíli je pak základem pro rozhodování 
protokolu OSPF.  Díky těmto hodnotám pak protokol OSPF může také spočítat 
redundantní cesty. 
 
3.2.10 Strom nejkratších cest 
 
Úkolem různých mechanismů oznámení o stavu linek LSA je zajistit každému směrovači 
možnost vytvoření svého vlastního pohledu na síťovou topologii. Tato topologie se 
znázorňuje ve formě stromu, v jehož kořenu se nachází vlastní směrovač OSPF, a který 
definuje úplné cesty do všech známých cílových adres. Díky sledování úplných cest do 
cílů se snáze porovnávají redundantní cesty a vybere se ta nejlepší z nich. Pokud se v síti 
nachází několik cest o stejných nákladech, pak je protokol OSPF všechny rozpozná a 
síťový provoz přibližně stejnosměrné vyrovnává mezi všechny takovéto dostupné linky. 
Implicitní náklady na cestu 
Obvykle je doporučeno ponechat výpočet nákladů na cesty automatickým 
mechanismem protokolu OSPF. Některé starší směrovače tuto funkci nepodporují a v 
takovém případě mají všechna rozhraní stejné náklady. Za jistých podmínek můžou být 
implicitní náklady přijatelné. S implicitními hodnotami se spokojíme například v síti, 
která se skládá z relativně homogenních prostředků. Další možnost je upravit hodnoty 
nákladových metrik pro jednotlivá rozhrání manuálně. 
 
 
3.3 Enhanced Interior Gateway Routing Protocol 
 
EIGRP je inovací staršího proprietárního protokolu IGRP od firmy CISCO. Protokol je 
založen na směrování vektoru vzdálenosti, ovšem obsahuje některé prvky ze směrování 
stavu spojů. Není však zásadně omezen počtem skoků jako protokol RIP. Počet skoků u 
EIGRP může být až 255. V mnoha ohledech se protokol EIGRP nechová jak protokol s 
vektorem vzdálenosti, ale spíše jako směrovací protokol se stavem linky. Vzhledem 
k těmto vlastnostem je EIGRP protokol někdy označován jako hybridní směrovací 
protokol či pokročilý protokol s vektorem vzdálenosti. EIGRP je oproti svému předchůdci 
hlavně obohacen o podporu beztřídního směrování CIDR, podporu proměnných masek 
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VLSM a možnost aktualizace prostřednictvím multicastove adresy. Správně 
naimplementovaná síť EIGRP je velice stabilní a efektivní. Při jakékoli změně topologie 
dochází k rychlé konvergenci. 
 EIGRP používá algoritmus zvaný DUAL (Diffusing Update Algorithm), na 
základě kterého zjišťuje, zda jsou v cestě přijaté od souseda nějaké smyčky nebo ne. Díky 
němu také směrovače vyhledávají alternativní cesty, aniž by musely čekat na aktualizace 
od ostatních směrovačů. Všechny tyto vlastnosti vedou k lepší konvergenci sítě EIGRP, 
aniž by vznikalo nějaké podstatné riziko zavlečení nebo rozšíření smyček. Směrovače 
EIGRP si ukládají každou jednotlivou cestu k cíli, o které se dozvěděli. Po jakékoli změně 
v topologii sítě dokážou směrovače rychle konvergovat a shodnout se na alternativní 
cestě. EIGRP šíří v síti pouze změny ve směrovací tabulce, nikoli však celou tabulku. 
Aktualizace se oznamují pouze při změně topologii sítě. Navíc se aktualizace odesílají 
jen těm směrovačům, které o změně potřebují vědět (částečná aktualizace). Protokol 
EIGRP také umožňuje spolehlivý přenos různých typů paketů prostřednictvím 
transportního protokolu RTP, který je nezávislý na směrovaném protokolu, tedy IP. 
 Protokol EIGRP je úplně nezávislý na použitých směrovaných protokolech. To 
znamená, že při dalším vývoji, například IP protokolu, nebude EIGRP zastarávat a není 
nutnost jeho zásadních revizí [2].  
 
 
3.3.1 Metrika 
 
Protokol EIGRP používá 32bitovou kompozitní metriku, což znamená, že se neřídí 
jedním údajem, ale zkoumá několik aspektů současně. Metriku, která se skládá z několika 
částí, označujeme někdy také jako složená metrika. Faktory, které se používají pro 
zohledňovány pro určení cest, jsou:  
 počet přeskoků,  
 šířka pásma,  
 spolehlivost,  
 zpoždění,  
 zatížení, 
 MTU. 
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Implicitně jsou aktivní jen komponenty šířka pásma a zpoždění. Spolehlivost a 
zatížení jsou neaktivní. Celková metrika se spočte dle následujícího vzorce (3.2): 
 
 
 
(3.2) 
 
 
 
 
 
Výrazy K1, K2, K3, K4, K5 označují váhové konstanty, které definují sílu 
významu směrovací metriky. Implicitně jsou konstanty K1 a K3 rovny jedné. K2, K4 a 
K5 jsou implicitně nastaveny na nulu. Všechny tyto hodnoty můžeme libovolně měnit. 
To ovšem není příliš doporučeno. Při implicitních hodnotách se tedy výsledná metrika 
spočte dle následujícího vzorce (3.3): 
 
 
 (3.3) 
 . 
 
 
3.3.2 Tabulky 
 
Protokol EIGRP je poměrně náročný na informace. Musí totiž sledovat aktuální stav 
mnoha různých parametrů sítě. Tyto informace jsou uspořádány do souborů příbuzných 
údajů, ukládaných v tabulkové podobě. Protokol EIGRP udržuje aktuální podobu tabulek 
prostřednictvím různých typů paketů. 
 EIGRP využívá pro svoji činnost růžné typy tabulek, z nichž každá je použita 
k uspořádání a ukládání dat o určité stránce podoby sítě. Vnitřní mechanismus EIGRP 
používá hlavně 3 typy tabulek: 
 Tabulka sousedů – Sleduje vztahy sousednosti směrovačů. Tyto vztahy jsou 
důležité pro veškeré operace související se směrovacím aktualizacemi a s 
konvergencí. Do tabulky sousedů se zapisují informace o stavu přilehlých 
sousedních uzlů EIGRP. Při rozpoznání nového sousedního směrovače se v 
tabulce vytvoří nová položka, do níž se zapíše adresa a rozhraní souseda. Tabulka 
dále slouží k podpoře spolehlivého doručování paketů ve správném pořadí. 
 Tabulka topologie – Do tabulky topologie ukládají veškeré informace, které 
potřebují pro výpočty množin vzdáleností a vektorů do všech známých a 
𝑚𝑒𝑡𝑟𝑖𝑘𝑎 = (𝐾1 ∗ šíř𝑘𝑎 𝑝á𝑠𝑚𝑎 +
𝐾2 ∗ šíř𝑘𝑎 𝑝á𝑠𝑚𝑎
256 − 𝑧á𝑡ěž
+ 𝐾3 ∗ 𝑧𝑝𝑜ž𝑑ě𝑛í) ∗
∗
𝐾5
𝑠𝑝𝑜𝑙𝑒ℎ𝑙𝑖𝑣𝑜𝑠𝑡 + 𝐾4
 
𝑚𝑒𝑡𝑟𝑖𝑘𝑎 = (K1*šířka pásma + K3*zpoždění) = (šířka pásma + zpoždění) 
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dosažitelných cílů. Do tabulky topologie ukládají veškeré informace, které 
potřebují pro výpočty množin vzdáleností a vektorů do všech známých a 
dosažitelných cílů. 
 Směrovací tabulka – Tabulka obsahuje ke každému známému cíli cestu, ke 
kterému stavový automat DUAL vypočítal nejnižší náklady. Protokol EIGRP 
může sledovat ke každému cíli až šest různých cest. Jakmile směrovač zjistí 
změnu v jedné položce tabulky, tak ji okamžitě oznamuje svým sousedům, kteří 
sami posoudí, jak změna ovlivňuje jejich cesty. 
 
3.3.3 Typy paketů 
 
Protokol EIGRP používá pro údržbu směrovacích tabulek pět typů paketů, kde každý z 
nich poskytuje určitou funkci: 
 Hello pakety – Slouží ke sledování a rozpoznávání ostatních EIGRP směrovačů 
v síti. Směrovače vysílají hello pakety v pevně daném intervalu. Zasílají každých 
5 vteřin na rychlých linkách a 60 vteřin na pomalých linkách. Slouží ke sledování 
a rozpoznávání ostatních EIGRP směrovačů v síti.  
 Aktualizační pakety – Přenáší informace o směrování do známých cílů. 
 Potvrzovací paket – Slouží k potvrzování každého paketu EIGRP, který 
vyžaduje spolehlivé doručení. 
 Pakety dotazů a odpovědí – Paket s dotazem je odeslán směrovačem v případě, 
že potřebuje od některého nebo od všech sousedů určité informace. Pakety s 
odpovědí na tento dotaz reagují. 
 
 
3.4 Intermediate System to Intermediate System 
 
Protokol IS-IS patří do skupiny interních směrovacích protokolů založený na 
algoritmu stavu linek. Podobně jako u OSPF, se i zde jedná o beztřídní protokol s 
podporou masek proměnlivé délky (VLSM). Směrovaní se tak na směrovačích provádí 
na základě informace vypočtené algoritmem (Dijkstrův algoritmus) nejkratších cest. 
Výhodou je větší škálovatelnost (až 1000 směrovačů), rychlejší konvergence než u OSPF 
a menší nároky na CPU. 
Na rozdíl od protokolu OSPF není založen na architektuře protokolu IP, ale na 
modelu  ISO/OSI. To znamená, že ke směrování nepoužívá IP protokol. Komunikace 
mezi směrovači tedy probíhá pomocí síťového protokolu bez spojení CLNP (Connection-
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Less Network Protocol). Pro následnou podporu protokolu IP bylo vyvinuto rozšíření 
označované jako I/IS-IS. Zasílané zprávy jsou adresovány pomocí hierarchicky 
organizovaných NSAP (Network Service Access Point) adres. Délka adresy je 8 až 20 
bytů. Adresa začínající číslem 49 označuje privátní sít. Ostatní adresy s jiným prefixem 
jsou organizačně přidělovány organizací ISO a měla by být jedinečná. NSAP adresa se 
skládá z několika částí:  
 AFI – prefix (privátní, globální) 
 Area – číslo oblasti 
 System ID – identifikace zařízení 
 NSEL – selektor, jehož hodnota je vždy 00 
 
 
47.0001.12AB. 0012. 0001.0002.0003. 00 
Domain Area System ID NSEL 
 
 
 
49. 0000. 0000.0000.00C1. 00 
AFI Area System ID NSEL 
 
 
 
 
Pomocí hello paketů si sestavuje sousedství se směrovači. Algoritmus je spouštěn nad 
topologickou databází, která odráží podobu sítě a je konstruována na každém směrovači 
s pomocí vzájemně zasílaných zpráv LSP (Link State Packet). Vzniklý graf, který 
topologická databáze reprezentuje, má hrany mezi vrcholy ohodnoceny metrikou, která 
se nazývá cena cesty. Jako primární kritérium pro směrování se využívá rychlost linek 
(nebo jejich případná konfigurovaná cena). Alternativně lze směrování provádět i na 
základě požadavků na kvalitu služby QoS. Pro nasazení IS-IS protokolu v prostředí IPv6 
sítí existuje varianta IS-ISv6 [4]. 
 
3.4.1 Metrika 
 
Podobně jako OSPF, IS-IS používá jako metriku cenu linky. Navíc může mít používat 
další volitelné metriky: 
 metriku zpoždění, 
 nákladovou metriku, 
 metriku chyby. 
Obr. 3.2: Příklad veřejné (nahoře) a privátní (dole) NSAP adresy. 
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 Na rozdíl od ostatních protokolů se u IS-IS cena linky nepočítá podle vzorce, ale 
pomocí ceny rozhraní. To se nastavuje manuálně. Ta může nabývat hodnoty od 1 do 63, 
kde výchozí hodnota je 10. Celková metrika je dána součtem všech rozhraní na cestě k 
cíli. Celková metrika je však omezena na hodnotu 1023. Taková hodnota je v případě 
větších sítí nedostatečná. Problém vyřešila firma CISCO zavedením 24bitového 
metrického pole. Tím pádem se zvedla maximální hodnota. Protokol IS-IS není limitován 
počtem přeskoků. 
 
 
3.4.2 Směrovací databáze 
 
K ukládání informací o známých cílech používá směrovací databázi neboli Link State 
Database (LSDB), jejíž informace využívá algoritmus nejkratších cest k výpočtu nejlepší 
cesty do každé podsítě. Směrovací databáze ukládá informace o aktivních směrovačích a 
linkách v dané oblasti. Směrovací protokoly, které jsou založené na směrování stavu 
linek, využívají také distribuovanou databázi, kde jsou uloženy všechny směrovače a 
linky v dané oblasti. Tato databáze je složena z jednotlivých směrovačů po celé oblasti. 
Směrovací protokol IS-IS distribuje lokální směrovací databáze jednotlivých směrovačů 
v celé oblasti a vytvoří tak distribuovanou směrovací databázi, která je stejná na každém 
směrovači. 
 
 
3.4.3 Typy zařízení 
 
V terminologii OSI rozlišujeme dva základní typy zařízení: 
 koncový systém (ES, End System) – např. počítač, tiskárna, 
 zprostředkující systém (IS, Intermediate System) – směrovač. 
 
 
3.4.4 Oblasti IS-IS 
 
IS-IS používá hierarchii, oblast a doména. Oblastí, podobně jako u OSPF rozumíme 
logickou část sítě. Doména pak popisuje část sítě pod jednotnou správou. Směrování se 
pak provádí ve dvou úrovních –  uvnitř oblasti a mezi oblastmi. Žádná z oblastí IS-IS není 
páteřní jako u OSPF. Jako páteř považujeme spojitou kolekci směrovačů Level 2. Každý 
směrovač může být součástí pouze jedné oblasti. 
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 Směrovače, které používají protokol IS-IS jsou rozděleny do několika úrovní: 
 Level 0 – Koncová stanice ve stejné podsíti. 
 Level 1 – Směrovače komunikují pouze v rámci jedné oblasti. Mají ve své LSD 
cesty ke koncovým systémům a směrovačům uvnitř své oblasti. 
 Level 2 – Směrovače komunikují mezi více oblastmi ve stejné doméně. Mají ve 
své LSDB cesty do ostatních sítí v rámci administrační domény. Provádí 
směrování mezi oblastmi. 
 Level 1-2 – Směrovače (hraniční) mezi Level 1 a Level 2. Musí udržovat dvě 
nezávislé databáze LSDB. 
 Level 3 – Směrovače mezi jednotlivými doménami. 
 
 
 
Obr. 3.3: Příklad oblastí v IS-IS. 
 
 
Jak můžeme vidět na Obr. 3.2, směrovače na jednotlivých úrovních mohou 
komunikovat pouze s úrovněmi o jednu výš nebo níž. Směrovač Level 1 tedy nemůže 
komunikovat napřímo se směrovačem Level 2 a výš. 
 
 
3.4.5 Typy paketů 
 
Existují čtyři typy paketů protokolu IS-IS: 
 Intermediate System-to-Intermediate System Hello (IIH) - Paket se používá k 
navazování a udržování sousedství. Standardně je odesílán každých 10 vteřin. 
Dead interval, čas po kterém je soused považován za neaktivního, je ve výchozím 
stavu 30 vteřin. 
Area 0002 Area 0001
 
Area 0003 
Level 1 
Level 1
 
 Level  
Level 1-2 Level 2 Level 2 
Level 1 
Level 1 
Level 1-2 
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 Link State Packet (LSP) - Obsahuje veškeré informace o směrovači, jako jeho 
připojené IP prefixy, adresy oblastí, atd. Tento paket je pro každý směrovač jeden. 
 Complete Sequence Number PDU (CSNP) - Obsahuje informace o všech 
směrovačích v LSDB. Pokud je LSDB příliš velká, posílá se více zpráv CSNP. 
Posílá jej DIS jako periodický multicast každých 10 vteřin pro synchronizaci 
LSDB mezi LAN podsítěmi. 
 Partial Sequence Number PDU (PSNP) – Obsahuje informace pouze o 
některých směrovačích v LSDB. Funguje jako potvrzovací paket o přijetí 
informací v něm uvedených. 
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4 SIMULAČNÍ SOFTWARE 
 
Z důvodu poměrně náročné a na počet zařízení komplikované sítě bylo nutné využít 
služby softwaru pro simulaci sítě. Na trhu existuje velké množství placených nebo volně 
šiřitelných aplikací pro simulaci síťové infrastruktury. Je nutné podotknout, že nemusíme 
být pouze omezeni na samostatně instalovanou aplikaci, ale můžeme také pracovat v 
cloudové síťové laboratoři prostřednictvím webového prohlížeče a nejsme tak omezení 
na platformu OS. Hlavní výhodou těchto simulátorů je, že lze navrhovat nejen nové sítě, 
ale také se zabývat problematikou stávajících sítí. Můžeme tedy snadno modelovat sítě a 
simulovat případné problémy v nich, což bychom si v produkční síti mohli jen těžko 
dovolit a vybudování fyzické laboratorní sítě, na které bychom mohli testovat konfiguraci 
a nové topologie, je poměrně nákladnou záležitostí. My se však krátce v textu níže 
zmíníme o dvou poměrně rozšířených aplikací: Cisco Packet Tracer a GNS3. 
 
 
4.1 Cisco Packet Tracer 
 
Cisco Packet Tracer je síťový simulátor od společnosti Cisco Systems. Umožňuje 
vytvářet síťové topologie a provádět konfiguraci zařízení postavených na bázi Cisco. 
Menší výhodou je i základní podpora sledování provozu sítě. Packet Tracer je zdarma 
dostupný pro všechny studenty Cisco Networking Academy, díky které je možné získat 
mezinárodně platné certifikáty v oblasti IT. Simulátor byl navržen jako praktický nástroj 
na podporu výuky studentů kurzů CCNA. Pro pokročilejší kurzy CCNP už však není 
dostačující a doporučuje se právě například využít simulátor GNS3.  
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Obr. 4.1: Cisco Packet Tracer. 
 
 
4.2 GNS3 
 
GNS3 je open-source grafický simulátor sítí, který pracuje na principu emulace 
směrovačů a dalších síťových prvků pro vytvoření simulované sítě v hostitelském 
operačním systému. Můžeme tak emulovat mnoho IOS směrovacích platforem, zařízení 
IPS, PIX a firewally ASA, popřípadě i zařízení se systémem JunOS od firmy Juniper 
Networks. Pro tuto činnost aplikace využívá dva podpůrné programy Dynamips a 
Dynagen. Dynamips primárně slouží pro emulaci HW a Dynagen pro správu 
emulovaných zařízení a spojeními mezi nimi.  
 
 
GNS3
Dynagen
Dynamips
Obr. 4.2: Struktura programu GNS3. 
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GNS3 je v podstatě grafická nadstavba (tzv. GUI) programu Dynagen, která běží 
nad jádrem Dynamips. Jak již bylo naznačeno na začátku, tak GNS3 je zdarma dostupný 
pro operační systémy Windows, Linux a Mac OS. Jediným omezením GNS3 je nutnost 
použít originální obrazy systému IOS pro CISCO směrovače,  jelikož GNS3 přímo 
pracuje s binárními soubory operačního systému IOS. Hlavní výhodou tohoto simulátoru 
je, že umožňuje propojit nasimulovanou síť se sítí reálnou. Pro zachytávání paketů a 
analýzu síťového provozu můžeme využít program Wireshark. Další výhodou je také, že 
můžeme například využít další  pokročilé monitorovací nástroje od společnosti 
SolarWinds [18]. 
 
 
 
Obr. 4.3: GNS3. 
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5 ANALÝZA SMĚROVACÍCH PROTOKOLŮ 
 
Cílem této bakalářské práce bylo také navrhnout testovací síť (obr. 5.1) pro nasazení 
jednotlivých směrovacích protokolů. Na této síti se budeme snažit porovnávat základní 
vlastnosti, výhody a nevýhody jednotlivých směrovacích protokolů. Primárně se 
zaměříme na využití šířky směrovacím protokolem a konvergenci. Navržená síť je 
složena z dvanácti Cisco směrovačů s operačním systémem Cisco IOS, které byly 
jednotlivě nakonfigurovány příkazovou řádkou přes klienta Putty. Jednotlivé směrovače 
jsou propojeny vzájemně propojeny kombinací sériových, ethernetových a 
fastethernetových linek, tak aby se projevily rozdíly v protokolech postavených na 
vektoru vzdálenosti nebo stavu linek..  
 
Obr. 5.1: Schéma topologie navrhované sítě. 
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Pro realizaci této sítě využijeme program GNS3, ve kterém budeme emulovat 
reálně nakonfigurované směrovače. Pro získání směrovacích parametrů využijeme 
program Wireshark, díky kterému můžeme zachytávat síťový provoz na příslušných 
linkách a jsme schopni si tak vyfiltrovat konkrétní směrovací zprávy mezi zařízeními. 
Následně požadované zachycené informace vyexportujeme do tabulkového .CSV 
souboru, ze kterého pak budeme příslušné hodnoty (nejčastěji velikost a čas) vynášet do 
grafických závislostí. Příklad zachycených zpráv můžeme vidět na obr. 5.2. 
 
 
Obr. 5.2:  Zachycené směrovací pakety ve Wiresharku. 
 
 V první části budeme zachytávat provoz bez narušení topologie na 
fastethernetovém rozhraní směrovače RC-2, které je součásti sítě 192.168.0.4/30 (viz obr. 
5.3).  
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Obr. 5.3: Zachytávání směrovacích informací. 
 
 
 V další části dále budeme zachytávat provoz na rozhraní na okrajovém směrovači 
RC-3 s narušením topologie, které je součástí sítě 192.168.0.12 (viz obr. 5.4), abychom 
mohli zjistit, za jak dlouhou dobu se projeví změna na tomto okrajovém směrovači. 
Spojení budeme přerušovat mezi směrovači RA a RC. Přerušovat budeme linku přibližně 
3 minuty po startu směrovačů a znovu obnovíme po uplynutí 2 minut.  
 
 
Obr. 5.4: Zachytávání směrovacích informací s přerušením topologie. 
 
5.1 Statické směrování vs. dynamické 
 
Jak již bylo zmíněno ve druhé kapitole, tak statické směrování najde uplatnění hlavně 
v sítích menšího rozsahu, kde nejsou kladeny požadavky na škálovatelnost. Hlavním 
důvodem je poměrné časová náročnost konfigurace, kde musíme nastavit obousměrně 
statické cesty do cílových sítí na každém směrovači. Zásadní nevýhodou statického 
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směrování oproti dynamickému je, že neumí zareagovat na okamžitý stav sítě. Pokud 
dojde k narušení topologie, musí síťový administrátor sítě zasáhnout a statické cesty 
překonfigurovat. V případě naší sítě by počáteční konfigurace byla časově náročná i 
v případě jejího udržování, pokud by docházelo k častým změnám topologie. U 
dynamického směrování se o přizpůsobení aktuálnímu stavu topologie starají směrovací 
protokoly. Naopak velkou výhodou statického směrování je bezpečnost, protože si 
směrovače nevyměňují žádné směrovací zprávy a nezatěžují tak dostupnou šířku pásma. 
Případný útočník tak nemá možnost jak zaútočit na rozdíl od dynamických protokolů, kde 
musí být směrovací zprávy zabezpečeny některou z bezpečnostních technik. Dále statické 
směrování nezatěžuje téměř vůbec hardwarové prostředky oproti dynamickému. 
V některých sítích lze však použít oba zmíněné typy směrování. 
 
 
5.2 Vektor vzdálenost vs. stav linky 
 
Směrovače postavené na vektoru vzdálenosti si vyměňují navzájem se svými sousedy, 
v pravidelných intervalech, své nejlepší vzdálenosti. Vzdáleností se může rozumět 
například počet přeskoků.  Výhodou a zároveň i částečně nevýhodou vektoru vzdálenosti 
je jeho jednoduchost, kdy celý proces pro získání směrovacích informací probíhá pouze 
mezi sousedními směrovači. Takže se směrovače postupně dozvídají o ostatních a mají 
tak i informace o jednotlivých vzdálenostech. Oproti tomu si směrovače se stavem linky 
ukládají složitou databázi a zjišťují si všechny informace o všech směrovačích v síti. 
Směrovače si oznámení o stavu linek vyměňují pouze v případě nějaké události, zatímco 
vektor vzdálenosti vyměňuje informace v pravidelných intervalech, proto protokoly se 
stavem linky mají lepší dobu konvergence. Další poměrně zásadní výhodou je, že tyto 
protokoly nepracují se vzdáleností, ale používají celkovou cenu cesty. Ta může 
představovat například šířku pásma. Můžeme se setkat i s protokoly označovanými jako 
hybridní. Ty můžou například vyhodnocovat nejlepší cestu jak podle vzdálenosti, tak i 
ceny cesty. 
Rozdíl obou typů protokolů si ukážeme na obr. 5.5 při situaci, kdy budeme chtít 
zasílat uživatelská data ze směrovače RA-1 do RC-2. Konkrétně pro tento příklad 
použijeme směrovací protokol RIP jako zástupce vektoru vzdálenosti a OSPF jako 
zástupce stavu linek. Jelikož protokol RIP pracuje s vektorem vzdálenosti, tak si zvolí tu 
nejkratší cestu do cíle, tedy uživatelská data budou putovat přes směrovač RA, RC až do 
cílového směrovače RC-2. Zde můžeme vidět nevýhodu protokolu, který je postavený na 
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vektoru vzdálenosti oproti stavu linky, kdy směrovač vyšle data sice přes kratší 
vzdálenost, ale pouze pomalejší linkou mezi směrovači RA-1 a RA. Tento nedostatek řeší 
protokol OSPF založený na stavu linky, který počítá celkovou cenu cesty na základě šířky 
pásma přes jednotlivé směrovače. Proto tedy si pro přenos uživatelských dat nevybere 
sériové ani ethernetové rozhraní, ale zvolí směrování dat přes rychlejší fastethernetové 
rozhraní do RA-3, RA-2, RC až do cílového RC-2, jelikož má nejlepší cenu cesty do 
cílového směrovače. Cestu si můžeme uvěřit prostřednictvím programu traceroute 
(obr. 5.6). Část směrovací tabulky RA-1 do sítě cílového RC-2 směrovače můžeme vidět 
na obr. 5.7. 
 
                       
Obr. 5.5: Putování dat prostřednictvím protokolu RIP a OSPF. 
 
 
OSPF 
RIP 
RIP 
RIP 
OSPF 
OSPF 
OSPF 
OSPF 
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Obr. 5.6: Výpis programu traceroute pro OSPF (vlevo) a RIP (vpravo). 
 
 
Obr. 5.7: Část OSPF (nahoře) a RIP (dole) směrovací tabulky RA-1 pro cílovou síť. 
 
 
5.3 Analýza protokolu RIP 
 
Protokol RIP má výhodu ve své jednoduchosti, proto tedy je vhodný pro menší 
sítě. Pro naši síť je dostatečný, ovšem pokud bychom kladli vyšší požadavky na jeho 
škálovatelnost, tak už můžeme v budoucnu narazit na omezení v počtu přeskoků. 
Nevýhoda je hlavně v dlouhé době konvergence, jelikož protokol RIP neumí reagovat na 
aktuální stav sítě, ale o případných změnách se dozví až z pravidelně přijímaných 
směrovacích informací od sousedních směrovačů. Pro požadavky na rychlejší dobu 
konvergence je nutné zvážit nasazení protokol postavený na stavu linky. 
Jak můžeme vidět na obr. 5.8, tak směrovače na počátku po startu zašlou svým 
sousedům zprávu s požadavkem, pomocí kterého si od svého souseda vyžádá zaslání 
směrovací aktualizace. Taková to zpráva s požadavkem může obsahovat také vlastní 
směrovací tabulky. Následně začne v pravidelném intervalu přibližně 30 vteřin odesílat 
směrovací aktualizace, ale také začne přijímat. Celá křivka začne tvořit dojem pily. Vyšší 
špička v grafu značí přijaté směrovací informace směrovačem RC-2 od směrovače RC, 
který má větší znalost o více sítích, zatímco nižší špička poukazuje na zasílané směrovací 
informace ze své směrovací tabulky.  
 
 54 
 
 
Obr. 5.8: Přenos směrovacích informací protokolu RIP mezi RC a RC-2 
 
Na začátku grafu (obr. 5.8) můžeme vidět, že na počátku je datový tok menší, 
jelikož ke směrovači se nedostali informace o všech vzdálených sítích. Následně až 
s dalšími posupně přicházejícími aktualizacemi získá směrovač vzdálenosti k ostatním 
vzdáleným sítím. Zde se právě projevuje pomalá konvergence (viz obr. 5.9), jelikož 
směrovací informace jsou  ve výchozím stavu zasílané v pravidelném intervalu 30 vteřin. 
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Obr. 5.9: Počáteční doba konvergence protokolu RIP při startu směrovače RC-2 
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Na obr. 5.10 vidíme provoz s plánovaným přerušením linky. Obr. 5.11 ukazuje doby 
konvergence při přerušení a obnovení linky. V této situaci při výpadku může docházet 
k riziku  zranitelnosti  výkonnosti sítě vůči nekonzistentnímu směrování. U protokolu RIP 
určitou dobu trvá, než směrovač dosáhne plné konvergence. Takže i výpadku linky mezi 
směrovači RA a RC bude mít po určitou dobu jako platnou cestu před tím než získá 
aktualizaci o její nedostupnosti. 
 
 
Obr. 5.10: Provoz protokolu RIP mezi RC-2 a RC-3 při přerušením linky 
 
 
 
Obr. 5.11: Doba konvergence protokolu RIP 
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5.4 Analýza protokolu OSPF 
 
Protokol OSPF řeší hlavní nedostatek protokolu RIP, kdy jsme omezení počtem 
směrovačů na cestě cíli. Svou metriku nemá tedy založenou na vzdálenosti, ale používá 
jako metriku cenu cesty, kterou si vypočítá s dostupné šířky pásma na rozhrání 
směrovače. Dokáže tak určit nejrychlejší cestu k cíli i za cenu delší vzdálenosti. Ovšem 
oproti protokolu RIP je poměrně složitější. Na rozdíl od protokolu od něj nezahlcuje 
častými aktualizacemi dostupnou šířku pásma (vyjma počáteční implementace protokolu 
OSPF), ale reaguje až na případné změny v topologii. Směrovače postavené na protokolu 
OSPF si vzájemně vyměňují informace o stavu linek v rámci, tzv. LSA pakety. Tímto 
procesem také dosahují rychlé konvergence, jelikož směrovače tak mají přehled o celé 
topologii sítě.  
 Obr. 5.12 zobrazuje provoz směrovacího protokolu, kde při své počáteční 
konvergenci má poměrně vyšší režii než ostatní protokoly a to z důvodu výměny paketů 
s popisem databáze a další oznámení o stavu linek LSA.  Na obr. 5.13 dále můžeme vidět 
počáteční dobu konvergence, kdy směrovač získal kompletní přehled o topologii sítě. 
V naši síti je tato doba delší než u protokolu RIP. 
 
 
Obr. 5.12: Přenos směrovacích informací protokolu OSPF mezi RC a RC-2  
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Na obr. 5.14 vidíme provoz směrovacího protokolu při plánovaném výpadku linky 
a následném obnovení. Oproti protokolu RIP můžeme vidět, že reaguje v kratším 
časovém okamžiku na změny v topologii. Další obrázek pak zobrazuje dobu konvergence 
i s plánovanými výpadky. 
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Obr. 5.13: Počáteční doba konvergence protokolu OSPF při startu směrovače RC-2 
Obr. 5.14: Provoz protokolu OSPF mezi RC-2 a RC-3 při přerušením linky 
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Obr. 5.16: Příklad rozdělení testovací sítě do OSPF oblastí 
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Obr. 5.15: Doba konvergence protokolu OSPF 
 59 
 
 
Datovou náročnost směrovacího protokolu OSPF můžeme snížit rozdělením 
topologie sítě na oblasti. Směrovače tak provádějí oznámení o stavu linek pouze 
směrovačům v rámci své oblasti. O komunikaci mezi oblastmi se starají hraniční 
směrovače, v našem případě tedy směrovače RA, RB a RC. Příklad rozdělení sítě do 
OSPF oblastí můžeme v případě naší sítě vidět na obr. 5.16. 
 
 
5.5 Analýza protokolu EIGRP 
 
Směrovací protokol EIGRP je sice definován jako člen rodiny protokolů, které jsou 
postaveny na vektoru vzdálenosti, ale zároveň řeší jeho nedostatky pomocí funkcionalit 
typických pro protokoly se stavem linky. Z tohoto důvodu je označován také jako 
hybridní protokol. Na rozdíl od RIP protokolu není tak zásadně omezen počtem skoků, 
ale pro určení cesty bere v potaz i zpoždění a šířku pásma. Obr. 5.17 ukazuje běžný 
provoz protokolu EIGRP a oproti předešle zmíněným protokolům je datová režie na dané 
lince daleko menší. Můžeme si také všimnout na obr. 5.18 daleko rychlejší doby 
počáteční konvergence. 
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Obr. 5.17: Přenos směrovacích informací protokolu EIGRP mezi RC a RC-2  
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Při následném plánovaném výpadku, který popisuje obr. 5.19, si můžeme nejen 
všimnout rychlé detekce změny topologie, ale i daleko menší datové náročnosti. 
Směrovač, jak již bylo zmíněno, zasílá pouze informace o změnách, ale nikoliv například 
celé tabulky. Tyto informace o změnách může pak zasílat jen těm směrovačů, kteří o této 
změně potřebují vědět. Velice rychlou dobu  konvergence pak dokládá obr. 5.20. 
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Obr. 5.18: Počáteční doba konvergence protokolu EIGRP při startu směrovače RC-2 
Obr. 5.19: Provoz protokolu EIGRP mezi RC-2 a RC-3 při přerušením linky 
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Směrovací protokol EIGRP jako takový je proprietární pod společností Cisco. 
Ovšem společnost CISCO se přibližně v roce 2013 vydat Open EIGRP, což je otevřená 
verze směrovacího protokolu EIGRP. Bylo tedy vydáno informační RFC, které obsahuje 
veškeré informace pro implementaci EIGRP a jeho přidružených funkcí. Zároveň 
společnosti Cisco umožňuje informační RFC dohled nad protokolem tak, aby nebyl nijak 
pozměněn. Směrovače od jiných výrobců s implementovaným protokolem EIGRP tak 
můžou být nasazeny do stávající infrastruktury postavené na protokolu EIGRP. 
V porovnání s OSPF je protokol EIGRP flexibilnější, jelikož zároveň podporuje 
jak IPv4, tak i IPv6. Zatímco u prvně zmiňovaného musíme pro podporu IPv6 využít verzi 
OSPFv3. EIGRP poskytuje tak bezproblémový přechod na infrastrukturu s podporou 
IPv6. 
Další pokročilou funkcionalitou, kterou se liší od ostatních protokolů, je 
nerovnoměrné rozdělení zátěže. Pro přenos uživatelských dat může tak využít přenosové 
cesty, které nemají stejnou metriku. 
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Obr. 5.20: Doba konvergence protokolu EIGRP 
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5.6 Analýza protokolu IS-IS 
 
Protokol jako takový není založen na architektuře IP jako některé předešlé zmíněné 
protokoly, ale na modelu ISO/OSI. Pro použití v naší síti tak musíme využít rozšíření 
I/IS-IS, která nám umožňuje využít protokol IS-IS v IP sítích. Ovšem zde je mírně 
náročnější konfigurace, kdy musíme každému směrovači nastavit speciální NSAP adresu 
a úroveň směrovače. Protokol IS-IS má obdobné vlastnosti jako OSPF s tím rozdílem, že 
místo IP protokolu využívá protokol CLNP. 
Podobně jako protokol OSPF můžeme u protokolu IS-IS použít dělení na oblasti 
a snížit tak datovou náročnost směrovacích informací. Protokol IS-IS však nepoužívá 
páteřní oblast, ale pro dělení používá úrovně jednotlivých směrovač. Příklad rozdělení do 
oblasti pro naši síť a úrovně směrovačů můžeme vidět na obr. 5.21.  
 
 
Obr. 5.21: Příklad rozdělení testovací sítě do OSPF oblastí 
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Na obr. 5.22 vidíme graf datového provozu mezi směrovači RC a RC-2. Na první 
pohled je graf matoucí, jelikož nejsme schopni rozeznat například případné výměny 
směrovacích informací. Rovná křivka v grafu přibližně při 1500 bytech je způsobena 
výchozím nastavením směrovacího protokolu IS-IS, který své hello pakety vyplňuje do 
velikosti MTU. Velikost MTU udává, jak maximálně velikou datovou jednotku můžeme 
vyslat přes dané síťové rozhraní. Tuto velikost lze měnit v konfiguraci směrovače. 
Přínosem vyplňování hello paketů je včasné odhalení chyb při přenosu velkých rámců 
nebo neshodě MTU přilehlých rozhraních směrovačů. 
 
 
Obr. 5.22: Přenos směrovacích informací protokolu IS-IS mezi RC a RC-2 
 
V některých v sítích s pomalými přenosovými linkami však může být vyplňování 
logicky nežádoucí, kdy pouze samotné hello pakety můžou zabírat poměrně velkou šířku 
pásma. Automatické vyplňování paketů je však možné vypnout v konfiguraci 
směrovacího protokolu. Datový provoz při vypnutém vyplňování hello paketů mezi 
směrovači RC a RC-2 můžeme vidět na obr. 5.23. Zde z grafu už můžeme vyčíst 
periodicky každých 10 vteřin zasílané zprávy CNSP, které obsahují informace o všech 
směrovačích v LSDB. Můžeme si také všimnout, že taková periodická výměna zpráv je 
datově nákladná, proto tento interval můžeme v konfiguraci směrovacího protokolu 
změnit, ovšem můžeme touto změnou negativně ovlivnit dobu konvergence. 
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Další obr. 5.24 zobrazuje datový provoz IS-IS protokolu, při plánovaném výpadku  
a obnovení linky. Bohužel zde už je mírně problematické z grafu vyčíst některé události 
na lince. Lepší pohled tak alespoň podá obr. 5.25. 
 
 
Obr. 5.24: Provoz protokolu EIGRP mezi RC-2 a RC-3 při přerušením linky 
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Obr. 5.23: Přenos směrovacích informací protokolu IS- IS mezi RC a RC-2 bez 
vyplňování hello paketů 
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5.7 Srovnání protokolů 
 
Na obr. 5.26 můžeme vidět proložení křivek datového provozu všech protokolů do 
jednoho mezi směrovači RC a RA. Graf může být na první pohled nečitelný kvůli průběhu 
protokolu IS-IS, proto na obr. 5.27 můžete vidět sloučené průběhy bez IS-IS protokolu. 
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Obr. 5.25: Doba konvergence protokolu IS-IS 
Obr. 5.26: Srovnání provozu směrovacích protokolů 
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Na základě obr. 5.26 můžeme určit, že jako protokol s nejmenší datovou režií na 
lince se jednoznačně jeví protokol EIGRP . Naopak nejvíce přenosovou linku vytíží 
protokol RIP a IS-IS. U protokolu RIP je to hlavně dáno tím, že periodicky v pevném 
časovém intervalu zasílá celé své směrovací znalosti sousedním směrovačům, zatímco 
IS-IS periodicky ve výchozím stavu zasílá objemné CSNP zprávy každých 10 vteřin. Dále 
vidíme, že také protokol OSPF disponuje nízkou režií, vyjma počáteční implementace 
protokolu, kdy si s ostatními směrovači na začátku vyměňuje napřímo pakety s popisy 
databáze a LSA oznámení, tak aby si vytvořil pohled na topologii sítě. 
Obr. 5.28 nám ukazuje doby konvergencí jednotlivých směrovacích protokolů při 
zahájení provozu směrovače. Zde opět vyniká protokol EIGRP s nejkratší dobou 
konvergence, těsně následuje protokol IS-IS. Naopak počáteční doba konvergence je 
nejdelší u protokolů OSPF a RIP. U protokolu RIP je to dáno periodicky zasílanými a 
přijímanými aktualizacemi. 
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Obr. 5.27: Srovnání provozu směrovacích protokolů bez protokolu IS-IS 
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 Na obr. 5.29 vidíme opět všechny průběhy v jednom grafu, ale nyní i se situací, 
kdy jsme přerušili linku mezi směrovači RA a RC. Pro opět lepší přehlednost zobrazuje 
obr. 5.30 průběhy bez IS-IS protokolu. Nyní můžeme vidět další porovnání datové režie 
jednotlivých protokolů při reakci na výpadek linky. 
 
 
Obr. 5.29: Srovnání provozu směrovacích protokolů při přerušení linky 
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Obr. 5.28: Srovnání počáteční doby konvergence protokolů při startu RC-2 
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Obr. 5.30: Srovnání provozu směrovacích protokolů při přerušení linky bez IS-IS 
 
 
 Dobu konvergence jednotlivých protokolů při výpadku a obnovení linky 
můžeme vidět na obr. 5.31. Zde se opět s nejrychlejší dobou konvergence ukazuje za 
daných situací protokol EIGRP. 
 
 
Obr. 5.31: Srovnání doby konvergence protokolů při přerušení linky 
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ZÁVĚR 
 
 
V rámci této bakalářské práce jsme využili program GNS3, který nám umožňuje emulovat 
reálné síťové topologie. V celé síti jsou využity pouze Cisco směrovače. Pro zachytávání 
směrovacích parametrů jsme využili program Wireshark. Tyto parametry jsme 
vyexportovali do tabulkového souboru a prostřednictvím MS Excel je převedli do 
grafických závislostí, na základě jsme prováděli porovnání jednotlivých protokolů. 
Z námi zjištěných poznatků můžeme určit, že nejvhodnější protokol pro naši síť 
je EIGRP. Jeho velkou nevýhodou tohoto protokolu byla jeho uzavřenost pouze na 
směrovače společnosti Cisco. Společnost Cisco se však rozhodla vydat otevřenou verzi 
EIGRP, kterou se v současnosti snaží implementovat ostatní výrobci síťového hardwaru. 
EIGRP tak v budoucnu může otřást s nadvládou otevřeného OSPF mezi směrovacími 
protokoly. Právě zmíněný OSPF protokol je dnes nejvíce rozšířený díky své otevřenosti, 
takže jej můžeme například nasadit do síťové infrastruktury se síťovým  hardwarem od 
různých výrobců. Protokol OSPF by tak mohl sekundovat protokolu EIGRP hlavně díky 
tomu, že se mu svými výsledky dle výsledných grafických závislostí nejvíce blíží. Za 
dobrými výsledky protokolu EIGRP hovoří fakt, že se jedná o hybridní protokol, jelikož 
obsahuje primární vlastnosti jak z protokolů vektoru vzdálenosti, tak stavu linky. 
Při vypracovávání zadání této bakalářské práce jsme dále přišli k poznatku, že 
program GNS3 s kombinací programu Wireshark není příliš vhodný pro podrobnou 
analýzu směrovacích protokolů z celkového pohledu na síť. Wireshark nám totiž pouze 
umožňuje zachytávat provoz na příslušném rozhraní. Takže jsme omezeni na komunikaci 
mezi dvěma směrovači. Ovšem nemalou výhodou je, že jsme si mohli v programu 
Wireshark prohlédnout strukturu a obsah jednotlivých směrovacích zpráv jednotlivých 
protokolů. Je nutné podotknout, že zjištěné a naměřené výsledky nemusí být přesné, ale 
měli by se pohybovat těm teoretickým. Pro komplexnější analýzu směrovacích protokolů 
z celkového pohledu sítě je možné například simulační program Riverbed Modeler, který 
dokáže přesně nasimulovat různé situace v síti a přesné výsledky požadovaných závislostí 
rovnou zobrazit v grafu.  
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK 
 
 
ABR Area Border Router 
AS Autonomous System 
ASA Advanced Security Appliances  
ASN Autonomous System Number 
BGP Border Gateway Protocol 
CCNA Cisco Certified Network Associate 
CCNP Cisco Certified Network Professional 
CIDR Classless Inter-Domain Routing 
CLNP Connectionless-mode Network Protocol 
CNA Cisco Networking Academy 
CPU Central Processing Unit 
CSNP Complete Sequence Number 
CSV Comma-separated values 
DUAL Diffusing Update Algorithm 
EGP Exterior Gateway Protocol 
EIGRP Enhanced Interior Gateway Routing Protocol 
GNS3 Graphical Network Simulator-3 
HW Hardware 
I/IS-IS Integrated Intermediate System to Intermediate System 
ID Identification 
IGP Interior Gateway Protocol 
IGRP Interior Gateway Routing Protocol 
IIH Intermediate System-to-Intermediate System 
IOS Internetwork Operating System 
IP Internet Protocol 
IPv4 Internet Protocol version 4 
IPv6 Internet Protocol version 6 
IR Internal router 
IS-IS Intermediate System to Intermediate System 
IS-ISv6 Intermediate Systém to Intermediate System over IP version 6 
ISO International Standards Organization 
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ISP Internet Service Provider 
ISR Integrated Services Routers 
IT Information Technology 
L3 Layer-3 
LSA Link-State Advertisement 
LSDB Link-State Database  
LSP Link State Packet 
MTU Maximum Transmission Unit 
NSAP Network Service Access Point 
OS Operating System 
OSI Open Systen Interconnection 
OSPF Open Shortest Path First 
PDU Protocol data unit 
PIX Private Internet eXchange 
PSNP Partial Sequence Number PDU 
RFC Request for Comments 
RIP Routing Information Protocol 
RIR Regional Internet Registries 
RTP Reliable Transport Protocol. 
SPF Shortest Path First 
TCP Transmission Control Protocol 
UDP User Datagram Protocol 
VLSM Variable-Length Subnet Mask 
 
