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Abstract
In this paper a new formulation of quantum dynamics of totally constrained
systems is developed, in which physical quantities representing time are included as
observables. In this formulation the hamiltonian constraints are imposed on a rel-
ative probability amplitude functional Ψ which determines the relative probability
for each state to be observed, instead of on the state vectors as in the conventional
Dirac quantization. This leads to a foliation of the state space by linear manifolds
on each of which Ψ is constant, and dynamics is described as linear mappings
among acausal subspaces which are transversal to these linear manifolds. This is a
quantum analogue of the classical statistical dynamics of totally constrained sys-
tems developed in the previous paper. It is shown that if the von Neumann algebra
C generated by the constant of motion is of type I, Ψ can be consistently normal-
izable on the acausal subspaces on which a factor subalgebra of C is represented
irreducibly, and the mappings among these acausal subspaces are conformal. How
the formulation works is illustrated by simple totally constrained systems with a
single constraint such as the parametrized quantum mechanics, a relativistic free
particle in Minkowski and curved spacetimes, and a simple minisuperspace model.
It is pointed out that the inner product of the relative probability amplitudes in-
duced from the original Hilbert space picks up a special decomposition of the wave
functions to the positive and the negative frequency modes.
1 Introduction
As shown in the previous paper[1], in a totally constrained system (Γ, ω, {hα}), the
involutive system of the infinitesimal canonical transformations Yα generated by
the constraint functions hα defines a foliation of a neighborhood of the constraint
submanifold ΣH , and the dynamics of an ensemble of the system is described
by the causal mapping among acausal submanifolds which are transversal to the
foliation. In particular the statistical dynamics of the system can be consistently
formulated in terms of a relative distribution function ρ which is preserved by the
causal mapping.
In this paper we develop a new formulation of quantum dynamics of totally
constrained systems by introducing a structure to a state space analogous to this
dynamical structure of the classical system. The key idea is to adopt a probabil-
ity amplitude functional Ψ on the state space, which corresponds to the relative
distribution function ρ in the classical statistical dynamics and is not bounded
in general, to describe a dynamical state, and to impose the hamiltonian con-
straints on this functional. This is based on the philosophy that the hamiltonian
constraints should be imposed on a dynamical object which selects possible state
vectors instead of on the state vectors themselves[1, 2].
In this formulation the quantum dynamics is described by a linear mapping
between two acausal subspaces which are transversal to the foliation of the state
space. Thus it has a similar structure to that of the classical theory, but various new
problems arise in the quantum theory. In particular the linear mappings among
acausal subspaces are not unitary in general. To give a prescription to resolve this
difficulty consists the main part of this paper. The basic idea is to restrict the
acausal subspaces to those which are invariant under the operation of a physical
subalgebra of the von Neumann algebra generated by constants of motion.
The organization of the paper is as follows. First in the next section on the
basis of the analogy with the dynamics of classical totally constrained systems the
hamiltonian constraint is formulated as a constraint on the relative probability
amplitude, which is called the weak hamiltonian constraint, and it is outlined how
to describe quantum dynamics in terms of the relative probability amplitude satis-
fying the weak hamiltonian constraint. Further it is pointed out that the unitarity
of dynamics is violated in this formulation unless some additional restriction on
the choice of physical acausal subspaces, which play the role of the state space
in the ordinary quantum mechanics, is introduced. Then in §3 the concepts of
physical subalgebras and physical acausal subspaces are introduced with the help
of the central decomposition of the von Neumann algebra C formed by constants
of motion, and it is shown that the unitarity problem is resolved by restricting
the acausal subspaces to those on which a physical subalgebra is irreducibly repre-
sented if C is of type I. In §4 this abstract formulation is applied to simple totally
constrained systems with a single constraint in order to illustrate how it works. As
a byproduct it is shown that for the system of a free relativistic particle in curved
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spacetime the inner product of relative probability amplitudes induced from the
inner product of the original Hilbert space picks up a special decomposition into
the positive and negative frequency parts of the relative probability amplitudes,
which correspond to the ordinary wave function satisfying the Wheeler-DeWitt
equation in the minisuperspace models. Section 5 is devoted to some discussions.
2 Formulation
In this paper we start from a mathematically well-defined pair of a Hilbert space H
and a set of operators {hα} on H which are obtained by quantization of a classical
totally constrained system (Γ, ω, {hα}), and call the pair (H, {hα}) a quantum
totally constrained system. We do not discuss the details of the quantization
procedure or the problems associated with it, though some comments are given
in §4.4. Throughout the paper we assume that H is separable and the constraint
operators are self-adjoint. For notational simplicity we use the same symbols for
functions on the classical phase space Γ and the corresponding operators on H as
far as no confusion occurs.
2.1 Quantum hamiltonian constraint
As explained in the previous paper[1], the infinitesimal canonical transformations
Yα generated by the constraint functions hα give an involutive system on the con-
straint submanifold ΣH and the causal submanifolds defined as connected com-
ponents of its integration submanifolds define a foliation of a neighborhood of
ΣH in the phase space Γ. In this foliation each causal submanifold is one-to-one
correspondence to a dynamical state of the single system, while each point in Γ
represents a possible state of the system at some instant. Further if we consider
an ensemble of the system, its dynamical state is described by a relative distribu-
tion function ρ on Γ which has its support in ΣH and is constant on each causal
submanifold. These conditions on ρ are expressed by the dynamical equations
hαρ = 0, (2.1)
Yαρ = 0. (2.2)
When we turn to the quantum system, the classical phase space Γ is replaced
by the Hilbert space H. Hence, taking account of the linear superposition principle
of quantum theory, it is natural to consider a linear functional Ψ on H such that
the relative probability for each state u ∈ H to be observed is given by
Pr(u) ∝ |Ψ(u)|2, (2.3)
as an object to describe the dynamical state of the system corresponding to ρ in the
classical theory. Let us call such this functional the relative probability amplitude.
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If we push this correspondence further, the infinitesimal canonical transforma-
tion
∑
α λ
αYα(finite sum; λ
a ∈ R) corresponds the self-adjoint operator ∑α λαhα
which generate a unitary transformation exp(i
∑
α λ
αhα) on H. Hence it is natural
to replace the requirement that ρ is constant along each causal submanifold by the
requirement
Ψ(ei
∑
α
λαhαu) = Ψ(u) ∀λα, ∀u ∈ H, (2.4)
or its infinitesimal form
Ψ(hαu) = 0 ∀α, ∀u ∈ dom hα. (2.5)
To be exact, these two equations are not equivalent and the former is stronger
than the latter in general because we do not require the boundedness of Ψ as
will be explained below. In the present paper we adopt the latter one as the
quantum expression of the classical hamiltonian constraint, and call it the weak
hamiltonian constraint since it has a better correspondence with the conventional
Dirac constraint[3] as well as with the classical conditions Eqs.(2.1)-(2.2).
If we define the linear submanifold N of H by
N =∑
α
ran hα (finite sum), (2.6)
the weak hamiltonian constraint is expressed as
Ψ(N ) = 0 ⇔ Ψ(u) = 0 ∀u ∈ N . (2.7)
Hence if we foliate the Hilbert space H by N and its translations as
H = ⋃
λ
Nλ; u, v ∈ Nλ ⇔ u− v ∈ N , (2.8)
the weak hamiltonian constraint implies that Ψ is constant on each leaf Nλ, i.e.,
Ψ(u+N ) = Ψ(u) ∀u ∈ N . (2.9)
We call this linear manifold N the linear null submanifold.
Here note that if Ψ is bounded or equivalently continuous on H, there exists
a unique state vector Φ ∈ H such that Ψ(u) = (Φ, u) from the Riesz theorem,
and the weak hamiltonian constraints coincide with the constraints hαΦ = 0 in
the standard Dirac quantization. This implies that all the difficulties of the Dirac
quantization remain. Therefore we do not require that Ψ is a bounded functional
on H. This is consistent with the fact that Ψ corresponds to ρ which is not
normalizable.
The argument so far is concerned with the description of the quantum system
in a pure state. It is easy to extend the description to mixed states. For that
purpose let us introduce a bilinear functional R on H which gives the probability
for a state u to be observed by
Pr(u) ∝ R(u, u). (2.10)
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As in the case of Ψ, we do not require that R is continuous on H, but we require
that it satisfies
R(u, a1v1 + a2v2) = a1R(u, v1) + a2R(u, v2), (2.11)
R(u, v) = R(v, u), (2.12)
in order to guarantee the positivity of R(u, u) and to respect the superposition
principle. For a pure dynamical state represented by Ψ we assume that the corre-
sponding R is given by
R(u, v) = Ψ(u)Ψ(v). (2.13)
The same argument as for Ψ yields the following equation on R:
R(u, hαv) = R(hαu, v) ∀u, v ∈ dom hα. (2.14)
However, this equation does not reduce to the weak hamiltonian constraint on Ψ
when R corresponds to a pure state given by Ψ. Instead it yields a weaker equation
Ψ((hα − cα)u) = 0, (2.15)
where cα are some real constants. Obviously in order to get the weak hamiltonian
constraints, we must replace the above equation by the stronger one,
R(u, hαv) = 0 ∀u ∈ H, ∀v ∈ dom hα. (2.16)
We call this equation the weak hamiltonian constraint on the relative density
functional R.
The reason why we must impose a stronger constraint on R is related to the
correspondence between the quantum constraint and the classical constraint. To
see this, let us forget about the mathematical rigor for a while, and assume that
R can be expressed formally in terms of a self-adjoint operator ρ as
R(u, v) = (u, ρv). (2.17)
Then the weaker equation (2.14) is written as
[ρ, h] = 0, (2.18)
which corresponds to Eq.(2.2) in the classical limit. On the other hand Eq.(2.1)
yields
ρh+ hρ = 0 (2.19)
in addition to Eq.(2.18), which reduces to Eq.(2.2) in the classical limit. Hence we
can expect that the classical hamiltonian constraints are recovered in the classical
limit only when we impose the stronger equation Eq.(2.1) on R.
On the basis of these heuristic arguments we postulate that the classical con-
straints are replaced by the weak hamiltonian constraints Eq.(2.5) or Eq.(2.1) in
quantum theory. Note that, exactly speaking, these quantum constraints contain
the dynamical equation in addition to the constraint because they correspond to
the two equations (2.1) and (2.2) in the classical theory.
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2.2 Quantum Dynamics
The relative probability amplitude Ψ or the relative distribution functional ρ does
not yield the probabilities of states by themselves because they are not normalizable
in the whole state space H. Some additional prescription must be given to make it
physically meaningful objects. We utilize the dynamical foliation structure of the
Hilbert space given in the previous subspace for that purpose.
First let us define an acausal subspace as a linear manifold L in H such that
i) L is closed, i.e., L¯ = L,
ii) L is transversal to the null submanifold N , i.e., L ∩N = {0}.
Then, as is clear from Eq.(2.5), for any given function Ψ|L on an acausal subspace
L, we can find a relative probability amplitude functional which satisfies the weak
hamiltonian constraints and coincides with Ψ|L on L. Further it is unique on the
submanifold L+N , which we call the development of L and denote it by D(L). The
situation is the same for the relative density functional ρ. Thus acausal subspaces
play the role of Cauchy surface for the weak hamiltonian constraint.
This situation should be compared with that of the classical statistical dynam-
ics of a totally constrained system. There the relative distribution function satisfies
Eqs.(2.1)-(2.2) and acausal submanifolds which are transversal to the causal sub-
manifolds play the role of Cauchy surface[1]. Thus there is a very good correspon-
dence between the classical theory and the quantum one. Hence, recalling that
each acausal submanifold corresponds to the set of states at some instant and the
restriction of the relative density distribution on that acausal submanifold yields
the probability distribution of states at that instant in the classical theory, it is
natural to require that the relative probability amplitude Ψ is bounded on acausal
subspaces, and to interpret its restriction on each acausal subspace as giving the
probability for each state contained in that acausal subspace after normalization.
This interpretation is also natural considering the fact that hα can be regarded as
a generator of time translation which moves any acausal subspace L transversally,
i.e., hαL ∩ L = {0}. This implies that each acausal subspace corresponds to a set
of states at some instant.
This interpretation is mathematically formulated in the following way. First for
the relative probability amplitude Ψ let us define its norm on an acausal subspace
L by
||Ψ||L := sup
u∈L
|Ψ(u)|/||u||. (2.20)
Then the probability for a state u in L to be observed is given by
Pr(u;L) = |Ψ(u)|2/||Ψ||2L. (2.21)
Further for an operator A such that AL ⊆ L and its restriction on L is a bounded
self-adjoint operator, its expectation value on L is given by
< A >L=
∑
n
Ψ(un)Ψ(Aun)/||Ψ||2L, (2.22)
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where {un} is an orthonormal basis of L. < A >L does not depends on the choice
of the basis.
Note that since Ψ is bounded on L, there exists a unit vector ΦL ∈ L such that
Ψ(u)/||Ψ||L = (ΦL, u) ∀u ∈ L. (2.23)
In terms of this vector the above equations are written exactly in the same forms
as in the ordinary quantum mechanics:
Pr(u;L) = |(ΦL, u)|2, (2.24)
< A >L= (ΦL, AΦL). (2.25)
On the other hand when the dynamical state of the system is represented by a
relative density functional R, we require that its restriction on L is of the trace-class
functional and define its trace norm by
||R||L :=
∑
n
R(un, un). (2.26)
Then the probability for u ∈ L is given by
Pr(u;L) = R(u, u)/||R||L, (2.27)
and for an operator A of the same nature as above, its expectation value by
< A >L=
∑
n
R(un, Aun)/||R||L. (2.28)
Further, due to the requirement on R, there exists an operator ρL with unit trace
on L such that
R(u, v)/||R||L = (u, ρLv) ∀u, v ∈ L. (2.29)
In terms of this operator Pr(u;L) and < A >L are written as
Pr(u;L) = (u, ρLu), (2.30)
< A >L= TrLρLA, (2.31)
where TrL denotes the trace in L. Thus each acausal subspace plays the role of the
state space in the ordinary quantum mechanics. In other words the whole state
space in the present formulation is a kind of web of the state spaces corresponding
to all the possible instants.
In practical situations each acausal subspace L is specified as a common eigenspace
of a set of projection operators Eα corresponding to time variables or instant func-
tions in the classical theory. Then a quantity which can be simultaneously mea-
surable with these operators should correspond to an operator A which commutes
with Eα. This implies that AL ⊆ L. This is the reason why we imposed this
condition on the operator in defining its expectation value on L above.
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Mathematically each acausal subspace L is an eigenspace of the single orthog-
onal projection operator
E : H → L, (2.32)
which will be called the instant operator for L. This may intuitively contradict
the fact that classically we need instant functions of the same number as that of
the independent constraint functions. However, there exists no real contradiction
because any mutually commuting set of bounded self-adjoint operators can be rep-
resented as functions of a single bounded self-adjoint operator by von Neumann’s
theorem[4].
On the basis of the interpretation and normalization of Ψ and R explained
above the quantum dynamics of the totally constrained system is formulated as
follows. For simplicity we only consider the case in which the dynamical state is
represented by a relative probability amplitude. The extension to the mixed-state
cases is trivial.
First when a data set of measured values of physical quantities are given, it
determines a state u0 in H. Let L0 be an acausal subspace such that u0 ∈ L0.
Then the relative probability amplitude Ψ on L0 is uniquely determined modulo a
constant phase by the condition
Ψ(u) = (u0, u)/||u0||2 u ∈ L0. (2.33)
By taking this functional as the initial value, the weak hamiltonian constraint
uniquely determines Ψ on D(L0). Then for any instant operator E or the corre-
sponding acausal subspace L such that L ∈ D(L0) we can predict the probability
for each state u ∈ L by
Pr(u;L) = |Ψ(u)|2/||Ψ||2L, (2.34)
and the expectation value of an operator A such that [A,E] = 0 by
< A >L=
∑
n
Ψ(un)Ψ(Aun)/||Ψ||2L. (2.35)
2.3 Unitarity problem
Though this formulation of dynamics is apparently well-posed, it has various hid-
den difficulties. First of all note that if N is closed, the whole Hilbert space is
orthogonally decomposed as the direct sum H = K ⊕ N . Clearly K becomes
a maximal acausal subspace. Hence it is natural to require that Ψ is bounded
on K. Then, however, Ψ becomes bounded on the whole Hilbert space, and it
is represented by some normalizable state vector Φ. Further, since K coincides
with ∩αker hα from Eq.(2.6), Ψ satisfies the Dirac constraints hαΦ = 0(∀α). This
implies that N should not be closed in order that Ψ(or R) corresponds to the un-
normalizable relative distribution function in the classical theory. This argument
also shows that N should be dense in H, or equivalently K = {0} if we require that
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the weak hamiltonian constraints have no solution that is bounded on the whole
Hilbert space.
For example, let us consider an unconstrained canonical system with a hamil-
tonian h0 on the phase space R
2n(∋ (x,p)) and its embedding into a totally
constrained system with a constraint h = p0 + h0 on the phase space R
2n+2(∋
(x0,x, p0,p)). Then in the coordinate representation, the state space H0 of the
quantized unconstrained system is given by H0 = L2(Rn) and that of the quan-
tized constrained system by a direct integral
H = L2(Rn+1) ∼=
∫
R
⊕H0(x0)dx0, (2.36)
where H0(x0) = H0. In this representation Φ ∈ H is expressed as
Φ =
∫
R
⊕Φ(x0)dx0, (2.37)
and the Dirac constraint by the Schro¨dinger equation
i∂tΦ(t) = h0Φ(t). (2.38)
Hence if Φ satisfies the Dirac hamiltonian constraint, its norm diverges:
(Ψ,Ψ) =
∫
R
(Φ(x0),Φ(x0))dx0 = (Φ(0),Φ(0))
∫
R
dx0 = +∞. (2.39)
This implies that ker h = {0}.
The unclosed nature of N has profound implications and is the most cumber-
some aspect of the present formulation. Firstly, though the solutions to the weak
hamiltonian constraint are one-to-one correspondence with the functions on the
quotient space H/N , this reduction does not give a useful information because
H/N is not even Hausdorff with respect to the natural quotient topology. This is
the reason why we used acausal subspaces to normalize Ψ(and R). Secondly it im-
plies that there does not exist a maximal acausal subspace in general. Though we
cannot show it generally, we can prove it exactly at least for the totally constrained
system with a single constraint.
Proposition 2.1 If h is a closed operator such that ker h = {0} and N = ran h
is not closed, there does not exist a closed subspace M such that H =M+N and
M∩N = {0}.
Proof
Suppose that there existed a closed subspace M with the properties in the
proposition and let us consider the natural projection P⊥ : H →M⊥ with respect
to the orthogonal decomposition of H given by
H =M⊕M⊥.
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Then any u ∈ M⊥ is written as u = v + w with v ∈ M and w ∈ N , hence
w = u− v. This implies that u = P⊥w. Hence P⊥(N ) =M⊥. Further if P⊥u = 0
for u ∈ N , then u ∈ M. However, since M∩N = {0}, this implies that u = 0.
Hence the restriction of P⊥ on N yields a continuous one-to-one mapping on to
M⊥.
On the other hand, since h is a closed operator, its graph in H⊕H is given by
a closed subspace N˜ , and for the natural projection P2 on the second component
P2(N˜ ) coincides with N . Further since ker h = {0}, the restriction of P2 on N˜ is
one-to-one. Hence the restriction of the mapping P⊥P2 on N˜ yields a continuous
bijection onto M⊥. However, since M⊥ is closed, this bijection has a continuous
inverse f from the Inverse Mapping Theorem[5]. Clearly P2f is a continuous bijec-
tion from M⊥ onto N , and yields the inverse of P⊥|N . This implies that N and
M⊥ is isomorphic, hence N is closed. This contradicts the assumption.
Corollary 2.1 If h is a self-adjoint operator such that ran h is not closed, the
same conclusion as in the theorem holds even if ker h 6= {0}.
Proof
If ker h 6= {0}, under the orthogonal decomposition
H = ker h⊕H⊥,
dom h is decomposed as
dom h = ker h⊕D.
Suppose that H were decomposed in terms of a closed subspaceM as a direct sum
H =M+N .
Then, since N ⊂ H⊥ and ran h = (ker h)⊥, the orthogonal projection P : H →
ker h maps M onto ker h. Hence M is orthogonally decomposed as
M =M0 ⊕ (M∩H⊥),
where the restriction of P onM0 is one-to-one onto ker h, and any vector u in H⊥
is written as a direct sum
u = u0 + u1 + u2,
where u0 ∈ M0, u1 ∈ M∩H⊥ and u2 ∈ N . However, since P |M0 is injective and
P (u0) = P (u) = 0, it follows that u0 = 0. Hence H⊥ is written as a direct sum
H⊥ =M∩H⊥ +N .
Obviously M∩H⊥ is closed. However, since ran h = (ker h)⊥, the restriction of h
on H⊥ yields a self-adjoint operator on H⊥, while such a closed subspace does not
exists by the proposition.
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The non-existence of a maximal acausal subspace implies that for any choice of
the initial acausal subspace L0 we can determine the relative probability amplitude
only on a proper subset of H from a normalized initial data on L0. Of course,
since we can find a sequence of acausal subspaces whose developments contain the
whole H in the limit, this will not be a serious problem if the prediction does not
depend on the choice of the initial acausal subspace as far as it contains the vector
corresponding to the given data set. Unfortunately, however, it is not the case. On
the contrary the prediction depends on the choice of the initial acausal subspace.
For example, let u0 be an acausal vector given by the initial data set, and pick up
a vector n in N such that (u0, n) 6= 0. If u0 is chosen so that it is orthogonal to
∩αker hα, such a vector n always exists. Further let u1 be a vector such that the
two-dimensional subspace L1 spanned by u0 and u1 is acausal. Then the subspace
L2 spanned by u0 and u2 = u1+n is also acausal and shares the vector u0 with L1.
Let the solution to the weak hamiltonian constraints determined by the condition
Eq.(2.33) with L0 replaced by L1 be Ψ1, and the corresponding solution for L2 be
Ψ2. Then
Ψ2(u2) = (u0, u2)/||u0||2 = (u0, n)/||u0||2 6= 0, (2.40)
while Ψ1(u2) = Ψ1(u1 + n) = Ψ1(u1) = 0. Thus the predictions are inconsistent.
This inconsistency is closely related with breakdown of unitarity. To see this,
let us consider two acausal subspaces L1 and L2. For each vector u in L1 ∩D(L2)
there exists a unique vector Θ(u) in L2 ∩D(L1) such that Θ(u)− u ∈ N from the
condition ii) on acausal subspaces. Hence we obtain a bijective linear mapping
Θ : L1 ∩D(L2) → L2 ∩D(L1)
∪ ∪
u Θ(u)
. (2.41)
Let us call this mapping a causal mapping. From this definition for any relative
probability functional Ψ which satisfies the weak hamiltonian constraint and de-
fined on D(L1) ∩D(L2) the following equality holds:
Ψ(Θ(u)) = Ψ(u) u ∈ L1 ∩D(L2). (2.42)
In general Θ(u) is not continuous. Hence even if Ψ is bounded on L2 ∩D(L1),
it may not be bounded on L1∩D(L2). Clearly the probability interpretation break
down in such situations.
For example, let us consider the quantum totally constrained system with the
Hilbert space H = L2(R2) ∋ (t, x) and the constraint operator h = −i∂t. Let
φn(x) be the orthonormal basis of L2(R) and let χn(t) be the series of functions of
the form
χn(t) =
cn
|t|1+ 1n2 + 1
, (2.43)
where cn is the positive constant determined by the condition∫
R
dtχn(t)
2 = 1. (2.44)
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Then limn→∞ cn = 1, and
λn :=
∫
R
dtχn(t) > n
2cn. (2.45)
In terms of these functions let us define the subspace L1 of H by
L1 :=
{
u =
∑
n
anχn(t)φn(x) ∈ L2(R2) | an ∈ C
}
. (2.46)
Then it is easily checked that this subspace is acausal and isomorphic to the Hilbert
space l2 = {a = (a1, a2, · · ·)} with norm ||a||2 = ∑n |an|2. Further in terms of a
function χ(t) such that
λ :=
∫
R
dtχ(t) 6= 0,
∫
R
dtχ(t)2 < +∞, (2.47)
define the subspace L2 by
L2 :=
{
u = χ(t)
∑
n
bnφn(x) ∈ L2(R2) | bn ∈ C
}
. (2.48)
Then this is also an acausal subspace and isomorphic to the Hilbert space l2 =
{b = (b1, b2, · · ·)}. The causal mapping from L1 to L2 is expressed in terms of a
and b as
b = Θ(a) ⇔ bn = λn
λ
an. (2.49)
Hence the domain of Θ is given by
L1 ∩D(L2) =
{
a ∈ l2 |
∑
n
λ2n|an|2 < +∞
}
, (2.50)
and the range of Θ coincides with L2. It is easy to see that the linear mapping Θ
is not bounded. Further the linear functional Ψ2 on L2 defined by
Ψ2(b) =
∑
n
n−1bn (2.51)
is bounded and its norm is given by π/
√
6, but the function Ψ1 on L1 ∩ D(L2)
defined as the pullback of Ψ2 by Θ is not bounded. In fact for the sequence of unit
vectors am in L1 ∩D(L2) given by (am)n := δm,n, its value diverges as
Ψ1(am) = Ψ2(Θ(am)) =
λm
mλ
→∞(m→∞). (2.52)
If we consider only the acausal subspaces for which the causal mappings among
them are continuous with respect to the weak topology, this disastrous violation
of unitarity is avoided. However, even under such restriction, there may still occur
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a physically uncomfortable phenomenon. To see this, recall the simple example of
the two-dimensional acausal subspaces discussed above. In this example the causal
mapping is given by
Θ(u0) = u0, Θ(u1) = u2, (2.53)
and continuous because it is finite dimensional. Let us normalize u0 and u1 to unit
vectors, and consider a one-parameter family of linear functionals with unit norm
on L1 defined by
Ψφ(u) = (u0 cosφ+ u1 sin φ, u). (2.54)
Then the norms of their extensions on L2 are given by
||Ψφ||2L2 =
||u2||2 cos2 φ+ sin2 φ− (u2, u0) sinφ cosφ
||u2||2 − |(u0, u2)|2 . (2.55)
Hence they do not coincide with each other unless ||u2|| = 1 and (u0, u2) = 0,
in other words, unless Θ is a unitary mapping. As expected from this example,
even if the norm of Ψ satisfying the weak hamiltonian constraint is normalized
to be unity on one acausal subspace L1, its norm on another acausal subspace
L2 may change depending on its initial value on L1. Though this phenomenon
may not be regarded as serious for pure dynamical states, it will cause a trouble
when we consider mixed dynamical states. This pathology is avoided only when
the causal mapping is conformal, i.e., ||Θ(u)||/||u|| is constant as shown in the
following proposition.
Proposition 2.2 For a bijective linear mapping between two Hilbert spaces Θ :
H1 → H2 such that Θ and Θ−1 are both weakly continuous, its dual mapping
Θ∗ : H∗2 →H∗1 is conformal if and only if Θ is conformal.
Proof
Θ∗ is obviously conformal if Θ is conformal. To show the inverse, suppose
that ||Θ∗Ψ|| = c||Ψ|| for some positive constant c. Let Φ be the vector such that
Ψ(u) = (Φ, u). Then from the definition of the norm it follows that
|Θ∗Ψ(x)|
||x|| = |(Φ,
Θ(x)
||x|| )| ≤ c||Ψ||.
In particular for the functional corresponding to Φ = Θ(x)||x|| , we obtain
||Θ(x)||
||x|| ≤ c ∀x ∈ H1.
By the same argument for Θ−1 we obtain
||x||
||Θ(x)|| ≤
1
c
∀x ∈ H1.
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These two equations are consistent only when
||Θ(x)||
||x|| = c ∀x ∈ H1.
This proves the proposition.
These observations show that we must find some prescription to pick up special
families of acausal subspaces such that causal mapping among them are always
conformal in order for the formalism to give a physically sensible dynamics. In the
next section we will show that there actually exists such a prescription.
3 Physical Acausal Subspaces
In the ordinary quantum mechanics the algebra of all the bounded operators co-
incides with the algebra generated by all the operators corresponding to constants
of motion. Hence, in order for an acausal subspace L to play the role of a physical
state space at some instant, it should be large enough so that all the operators
corresponding to constants of motion can be measurable on L and they separate
vectors in L. This is equivalent to require that the algebra C of all the constants
of motion leaves L invariant and its representation on L is irreducible. Though
this appears to be a natural prescription to pick up physical acausal subspaces, it
does not work in the present formalism because C generally contains some of the
constraint operators, which do not keep acausal subspaces invariant.
This defect of the prescription can be eliminated by replacing C by B in the
prescription if we can decompose C into a subalgebra Z generated by the constraint
operators contained in C and another subalgebra B which corresponds to the set
of quantities obtained by restricting the constants of motion on the constraint
submanifold in the classical theory. This modification of the prescription is natural
because B corresponds to the algebra of functions on the reduced phase space
obtained by solving the hamiltonian constraints in the classical theory. In this
section we will show that the central decomposition of the von Neumann algebra
(or W ∗-algebra) C of constants of motion naturally leads to such a decomposition,
and if C is type I, our formulation gives a consistent dynamics with respect to the
physical acausal subspaces selected by the prescription above under some additional
assumptions.
3.1 The central decomposition of W ∗-algebra C and physi-
cal subalgebra
We define the algebra C of the constants of motion as the set of bounded operators
which commute with all hα,
C := {hα}′, (3.1)
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and the algebra of constraint operators W by
W := C′. (3.2)
Then they become W ∗-algebras and C coincides with the commutant of W by the
double-commutant theorem[5]:
C =W ′. (3.3)
Note that we are considering not the weak constants of motion but the exact ones.
Hence W is not contained in C unless all the constraint operators commute with
each other.
When hα are not bounded, definition Eq.(3.1) may be unclear. For such cases,
in terms of the spectral decomposition of hα,
hα =
∫
R
λdEα(λ), (3.4)
we define C by
C := S ′; (3.5)
S :=
⋃
α
{Eα(s) | s : Borel set of R} . (3.6)
Then W coincides with the W ∗-algebra generated by S:
W =W ∗(S). (3.7)
If we define a set of bounded self-adjoint operators Hα in terms of a bounded
monotonic function f on R and hα by
Hα = f(hα) :=
∫
R
f(λ)dEα(λ), (3.8)
Hα has the same spectral measure as the corresponding hα. Hence we can also
express C and W as
C = {Hα}′, (3.9)
W =W ∗({Hα}). (3.10)
The set of the common elements of C andW coincides with the center of C(and
W):
Z = C ∩W. (3.11)
As is well-know, the center Z is generated by a single self-adjoint operator and
in terms of its spectral decomposition the algebra C and W are written as direct
integrals[4]. Let us denote the generating operator of Z by Λ,
Z =W ∗(Λ), (3.12)
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and the scalar-valued spectral measure with support on the spectrum σ(Λ)(⊂ R)
by µ. Then the Hilbert space is represented by a direct integral of Hilbert spaces
H(λ)(⊆ Hˆ∞) as
H ∼=
∫
σ(Λ)
⊕H(λ)dµ(λ), (3.13)
and C and W are decomposed into direct integrals as
C ∼=
∫
σ(Λ)
⊕C(λ)dµ(λ), (3.14)
W ∼=
∫
σ(Λ)
⊕W(λ)dµ(λ), (3.15)
where C(λ) and W(λ) are W ∗-algebra on H(λ), and related by W(λ) = C(λ)′.
The most important property of this central decomposition is the fact that
C(λ) and W(λ) become factors, i.e., their centers become trivial. Let us denote
the spatial isomorphism classes which appear in {C(λ)} by
{
Bˆj | j ∈ J
}
, and define
the subsets σj of σ(Λ) by
σj :=
{
λ ∈ σ(Λ) | C(λ) ∼= Bˆj
}
. (3.16)
Then H, C and W are decomposed into direct sums as
H ∼= ⊕j∈JL2(σj ;µ)⊗¯Hˆj , (3.17)
C ∼= ⊕j∈JL∞(σj ;µ)⊗¯Bˆj , (3.18)
W ∼= ⊕j∈JL∞(σj ;µ)⊗¯Wˆj , (3.19)
Z ∼= L∞(σ(Λ);µ) ∼= ⊕j∈JL∞(σj ;µ)⊗ 1, (3.20)
where L2(σj ;µ) and L∞(σj ;µ) are the sets of L2-functions and bounded functions
on σj with respect to the measure µ|σj , respectively, and the relations
Wj = B′j , Bj ∩Wj = C (3.21)
hold.
Therefore if we define B by
B ∼= ⊕j∈J(1⊗ Bˆj), (3.22)
C is written as
C ∼= Z⊗¯B. (3.23)
Thus the central decomposition naturally yields a subalgebra of C which corre-
sponds to the set of constants of motion restricted on the constraint submanifold
in the classical theory.
On the basis of this fact and the argument at the beginning of this section, we
call the subalgebra B a physical subalgebra of C, and an acausal subspace L such
that BL = L a physical acausal subspace.
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Here note that the physical subalgebra is not unique due to the spatial-isomorphism
freedom in the central decomposition representation. This freedom is expressed as
UBU−1 in terms of a decomposable unitary operator U ,
U ∼=
∫
σ(Λ)
⊕U(λ)dµ(λ). (3.24)
This decomposability condition is satisfied if and only if U ∈ Z ′. In the present
case, however, this condition is not sufficient and the additional condition UBU−1 ⊆
C must be satisfied. Here note that Z ′ = W ∗(C,W) from the following proposition.
Proposition 3.1 For a W ∗-algebra A, the commutant of the center Z of A is
generated by A and A′:
Z ′ = W ∗(A,A′).
Proof
Clearly Z ′ ⊆ W ∗(A,A′) and W ∗(A,A′)′ ⊆ Z. From the latter and the double
commutant theorem we obtain
Z ′ ⊆W ∗(A,A′)′′ = W ∗(A,A′).
Hence Z ′ =W ∗(A,A′).
3.2 Linear null submanifold
In order to investigate the properties of acausal physical subspaces, we need to know
the relation between the linear null submanifold and the W ∗-algebras defined in
the previous subsection. For that purpose let us introduce the operator algebra I
defined by
I :=
{∑
α
hαAα(finite sum) | Aα, hαAα ∈ W
}
, (3.25)
and redefine the linear null submanifold N by
N := IH. (3.26)
In order to show that this null submanifold coincides with that defined in the
previous section, we first show that we can replace hα in these definitions by the
bounded self-adjoint operators Hα introduced above if we take f properly.
Proposition 3.2 There exists self-adjoint generators Hα in W which satisfy the
following conditions:
i) ker Hα = ker hα,
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ii) for any set of bounded Borel functions fα such that fα(λ) is smooth in a
neighborhood of λ = 0, fα(0) = 0, and f
′
α(0) 6= 0, I is written as
I =∑
α
fα(Hα)W (finite sum).
Proof
In definition (3.8) of Hα let us put
f(λ) = tanh(λ).
Further let us define the self-adjoint operator Gα defined by
Gα :=
∫
R
λ
f(λ)
dEα(λ).
Then its inverse G−1α belongs to W, and for the unitary operator Uα defined by
Uα := Eα(λ ≥ 0)−Eα(λ < 0),
the difference of Uαhα and Gα,
Gα − Uαhα =
∫
R
λ
1− | tanhλ|
tanhλ
dEα(λ),
is a bounded operator in W. In particular it follows from this that dom Gα =
dom hα. Further it satisfies the relation
hα = HαGα.
Hence if hαAα ∈ W, then GαAα ∈ W and hαAα = HαGαAα. This implies I ⊆∑
HαW(finite sum). Conversely if Aα ∈ W, then HαAα = hαG−1α Aα ∈ I. Hence∑
αHαW(finite sum)⊆ I. Therefore Hα satisfies i) and ii) for the case fα(λ) = λ.
Next let fα be functions satisfying the conditions in ii). Then, since spec(Hα) is
bounded, fα(Hα)H
−1
α is a bounded self-adjoint operator and has a bounded inverse.
From this it immediately follows that ii) holds for fα.
With help of this proposition we can easily show that N coincides with the
original one as follows.
Corollary 3.1 N = ∑α hα(finite sum).
Proof
From the definition of I it immediately follows that N = IH ⊆ ∑α ran hα
(finite sum). On the other hand for the operators Hα and Gα in the proof of
the proposition and for u ∈ ran hα there exists a vector v ∈ dom hα such that
u = hαv = HαGαv. Hence if we put w = Gαv, we get u = Hαw. Thus u ∈ IH,
which implies that
∑
α ran hα(finite sum)⊆ IH = N .
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3.3 Direct-sum decomposition of acausal subspaces
In general a physical subalgebras is written as a direct sum of factors which are
not mutually spatially isomorphic. We show that such decomposition induces a
direct sum decomposition of physical acausal subspaces.
We first prove the following basic proposition.
Proposition 3.3 For an orthogonal decomposition H = H1 ⊕H2,
1) C is decomposable as C = C1 ⊕ C2 if and only if W is decomposable as W =
W1 ⊕W2.
2) Under this decomposition of the algebras the linear null submanifold is de-
composed as N = N1 ⊕N2. Further for closed subspaces Lj ⊆ Hj(j = 1, 2),
L = L1 ⊕ L2 is acausal if and only if Lj ∩ Nj = {0}.
Proof
1) Let E : H → H1 be the orthogonal projection operator. Then if C = C1 ⊕ C2,
E ∈ C = W ′. On the other hand, since CHj ⊆ Hj(j = 1, 2), E ∈ C′ = W.
Hence W1 := EWE = WE and W2 := (1 − E)W(1 − E) = W(1 − E) are both
W ∗-subalgebra of W, and for any A ∈ W,
A = AE + A(1−E) = EAE ⊕ (1− E)A(1− E).
Hence W is decomposed as W = W1 ⊕W2. The converse is proved in the same
way.
2) If W = W1 ⊕W2, then WHj ⊆ Hj(j = 1, 2), hence IHj ⊆ Hj. From this it
immediately follows that
N = IH = IH1 ⊕ IH2 ≡ N1 ⊕N2.
The latter half is obvious since L ∩ N = (L1 ∩ N1)⊕ (L2 ∩ N2).
For acausal subspaces invariant under a decomposable subalgebra of C, the
following stronger proposition holds.
Proposition 3.4 Assume that C is decomposable as C = C1 ⊕ C2 under the or-
thogonal decomposition H = H1 ⊕ H2, and let A be a subalgebra which is decom-
posable as A = A1 ⊕ A2. Then if L is an acausal subspace such that AL ⊆ L,
Lj = L ∩Hj(j = 1, 2) is an acausal subspace invariant under Aj and L is written
as L = L1 ⊕L2. Conversely if Lj(j = 1, 2) is an acausal subspace of Hj such that
AjLj ⊆ Lj, L = L1 ⊕ L2 is an acausal subspace invariant under A.
Proof
Let L be an acausal subspace invariant under A. Then
L = (A1 ⊕A2)L = A1L ⊕A2L.
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Obviously Lj := AjL = L ∩ Hj is a closed subspace invariant under Aj and is
acausal, Conversely if Lj is an acausal subspace of Hj invariant under Aj, L =
L1 ⊕ L2 is acausal from the previous proposition and invariant under A.
This proposition shows that the study of physical acausal subspaces is reduced
to that for each factor Bˆj in Hj in the decomposition Eqs.(3.17)-(3.22). Hence
from now on we only consider the case in which B is a factor.
Further from this proposition we obtain the following corollary.
Corollary 3.2 Let H, C and A be the same as in the proposition. If H2 ⊆ N , an
acausal subspace L invariant under A is contained in H1.
Under the spectral decomposition Eq.(3.15) each bounded constraint operator
Hα is represented by a direct integral as
Hα =
∫
σ(Λ)
⊕Hα(λ)dµ(λ). (3.27)
In particular if Hα is contained in Z, Hα(λ) reduces to a function. Let χ(λ) be
the characteristic function of an open neighborhood U of the zero points of the
function Hα(λ), and E be the orthogonal projection operator defined by
E :=
∫
σ(Λ)
⊕χ(λ)dµ(λ). (3.28)
Then H is decomposed as H = EH ⊕ (1 − E)H and Hα is invertible on (1 −
E)H. Hence (1 − E)H ⊆ N . Therefore if there exists Hα contained in Z, the
above corollary implies that the physical acausal subspaces are determined by the
structure of C(λ) in a neighborhood of the common zero points of such Hα(λ)’s.
Of course this simplification does not occur in the case Z does not contain Hα even
if Z is non-trivial.
With the help of this corollary we can show that quantum dynamics becomes
trivial if the linear null submanifold is closed. To see this, let K be the closed
subspace of H defined by
K :=⋂
α
ker hα, (3.29)
Then as discussed in the previous section, vectors in K satisfy the standard Dirac
constraints and dynamics is frozen on K. To be precise, the following proposition
holds.
Proposition 3.5 Let E : H → L be the instant operator for an acausal subspace
L. Then for any bounded constraint operator Hα in Proposition 3.2 the following
equivalence holds:
EHα = HαE ⇔ L ⊆ ker Hα.
In particular if L 6⊆ K, there exists Hα such that [E,Hα] 6= 0.
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Proof
If EHα = HαE, then
EHαL = HαL ⊆ N ∩ L = {0},
hence L ⊆ ker Hα. Conversely if L ⊆ ker Hα, HαE = 0. Hence from the self-
adjointness of Hα and E, we obtain HαE = EHα.
Since W becomes trivial on K, under the orthogonal decomposition
H = K ⊕H0, (3.30)
W is decomposed as
W = C ⊕W0. (3.31)
Hence from Proposition 3.3 C is decomposed as
C = B(K)⊕ C0. (3.32)
Therefore from Proposition 3.4 any physical acausal subspace L such that L 6⊆ H0
is written as
L = K ⊕L0. (3.33)
On the other hand the closure of N coincides with the orthogonal complement
K⊥ from the following proposition.
Proposition 3.6 Let EK : H → K be the orthogonal projection operator. Then
I¯ = (1− EK)W.
In particular
N¯ = K⊥.
Proof
Let A be a bounded self-adjoint operator, and its spectral measure be E(α).
Then for any x ∈ ker A⊥ and any positive number ǫ, there exists a positive number
δ such that ∫
|α|<δ
(x, dE(α)x) < ǫ.
Let Pn(α) be a sequence of polynomials such that 0 ≤ Pn(α) ≤ 2, Pn(0) = 0, and
Pn(α) converges to unity locally uniformly on spec(A) − 0. Then for the same x
as above we obtain
||(1− Pn(A))x||2 =
∫
R
(1− Pn(A))2(x, dE(α)x)
≤ ǫ+
∫
|α|≥δ
(1− Pn(A))2(x, dE(α)x)
≤ ǫ+max
|α|≥δ
(1− Pn(A))2||x||2.
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The right-hand side of this equation tends to ǫ in the n → ∞ limit. However,
since ǫ is arbitrary, this means that the left-hand side converges to zero. Hence we
obtain
SOT− lim
n→∞Pn(A) = 1− EA,
where EA is the orthogonal projection operator onto ker A.
Now let us apply this result to operators in W. First note that there exists
a countable subset of bounded constraint operators {Hj}(j = 1, · · · , m ≤ +∞)
such that K = ∩mj=1ker Hj since we are assuming that H is separable. Let Ql
be
∑l
j=1H
2
j (l ≤ m, l < ∞), and El be the orthogonal projection operator onto
Kl = ker Ql. Then since Pn(Ql) ∈ I, 1 − El ∈ I¯ from the result above. However,
since Kl = ∩lj=1ker Hj and El+1 ≤ El, by taking the limit l → +∞ when m = +∞,
we obtain 1−EK = 1−Em ∈ I¯. Hence (1−EK)W ⊆ I¯. On the other hand clearly
EKI = 0, which implies that I¯ ⊆ (1 − EK)W. Thus we obtain I¯ = (1 − EK)W.
From this it immediately follows that N¯ = K⊥ because (1 − EK)H = I¯H ⊆ N¯
and EKN = {0}.
Hence if N is closed, K is the unique physical acausal subspace in the theory
from Corollary 3.2. Further I¯ = (1−EK)W indicates that the finite-sum condition
in the definition of I cannot be removed in general.
3.4 Type of W ∗-algebra C and irreducible physical subalge-
bras
In general factors of W ∗-algebras are classified into the following three types[4]:
Type I: A factor containing a non-zero minimum projection operator.
Type II: A factor which contains no non-zero minimum projection operator but con-
tains a finite non-zero projection operator.
Type III: A factor which contains no non-zero minimum projection operator and no
finite non-zero projection operator.
Here a projection operator E in a factor A is minimum if there exists no projection
operator F in A such that E ≥ F and E 6= F . Further a projection operator E ∈ A
is finite if for any projection operator F ∈ A such that E ≥ F and E 6= F there
exists no partial isometry V ∈ A such that V ∗V = E and V V ∗ = F .
In this paper we mainly consider the cases for which physical subalgebras are
of type I for the following reason. First recall that in our formalism a physical
subalgebra B was introduced as a subalgebra of C which corresponds to all the
functions on the intersection of an acausal submanifold and the constraint sub-
manifold in the classical theory. Hence it is natural to require that B contains an
enough amount of operators to separate vectors in a physical acausal subspace L
on which B acts, i.e., for any x, y ∈ L such that x 6= ky(k ∈ C) and ||x|| = ||y||
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there exists an operator A ∈ B such that (x,Ax) 6= (y, Ay). From the following
proposition this requirement is equivalent to the requirement that B is represented
on L irreducibly.
Proposition 3.7 For a factor A and a closed subspace L such that AL ⊆ L A
separates vectors in L if and only if the representation of A on L is irreducible.
Further the latter condition holds if and only if AL = B(L) where AL is the closure
in B(L) of the restriction of A on L.
Proof
Let A′L be the commutant of AL in B(L). Then since A is a factor, AL∩A′L =
C. Suppose that AL 6= B(L). Then A′L is not trivial because otherwise AL =
A′′L = B(L). Let E be an orthogonal projection operator in A′L such that E 6= 0, 1.
Then there exists a vector x ∈ L such that y := Ex 6= 0 and z := (1 − E)x 6= 0.
Clearly (y, Az)=0 for any A ∈ AL. Hence (y± z, A(y ± z)) = (y, Ay) + (z, Az), or
(y + z, A(y + z)) = (y − z, A(y − z)). Since ||y − z|| = ||y + z|| 6= 0 and y − z and
y+z is not parallel, this implies that A does not separate vectors in L. Conversely
if AL = B(L), A clearly separates vectors in L.
Finally A is reducible on L if and only if there exists an orthogonal projection
operator E in B(L) which commutes with AL, i.e., E ∈ A′L. Since AL ∩A′L = C,
this is equivalent to AL 6= B(L).
If B is a factor of type II(or III) and leaves L invariant, the instant operator E
of L commutes with B, hence E ∈ B′. However, since B′ is also a factor of type
II(III), it contains a nontrivial orthogonal projection operator F such that E ≥ F
and E 6= F . This implies that B is reducible on L. Hence B cannot separate
vectors in L from the proposition. In fact the range of any orthogonal projection
operator contained in a factor of type II or III is always infinite-dimensional.
On the other hand if B is a factor of type I, there always exists a closed subspace
L on which B is represented irreducibly. To see this, let us first note that type
I factors on H are subdivided into the spatial isomorphism classes Im,n(m,n =
1, · · · ,+∞), and for a factor B of type Im,n there exists a m-dimensional and
n-dimensional Hilbert spaces, Hˆm and Hˆn such that
H ∼= Lˆ2(σ(Λ), µ)⊗¯Hm⊗¯Hˆn, (3.34)
B ∼= 1⊗ 1⊗ B(Hˆn). (3.35)
Hence for any non-zero vector u ∈ Hˆm, B is represented on the subspace u⊗Hˆn irre-
ducibly. Of course this does not imply that there exist irreducible physical acausal
subspaces for B. We will return to this central problem below after explaining an
additional technical assumption.
Here note that for type I cases W coincides with Z if and only if m = 1. Since
W = Z is the condition for the constraint algebraW is abelian, the system with C
of type I1,n will be called an abelian totally constrained system. For the other cases
including the type-II and the type-III cases the constraint algebra is non-abelian.
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3.5 Additional condition
Since C = W ′, CN = N . Hence for any unitary operator U in C, if L is an
acausal subspace, UL is also an acausal subspace. From this it follows that L is
a physical acausal subspace for a physical subalgebra B, UL is a physical acausal
subspace for the physical subalgebra UBU−1. Taking account of the freedom of the
physical subalgebras, it is desirable if the same holds for any unitary operator U in
Z ′ = W ∗(C,W) such that UBU−1 ⊆ C. Unfortunately, however, it is not the case
because UN is not contained in N in general due to the finite-sum condition in N .
In such a situation physical subalgebras are not physically equivalent in general
and we are obliged to classify them into subclasses. However, such classification is
unsatisfactory because there is no good physical criterion to pick up one subclass.
Hence in the present paper we restrict the consideration to the cases in which any
U ∈ Z ′ such that UBU−1 ∈ C maps N into itself.
In the case in which physical subalgebras are factors of type I we can replace
this restriction by a simple condition on I owing to the following proposition.
Proposition 3.8 Let A be a factor of type I on a Hilbert space H, and U be
a unitary operator. Then UAU−1 = A holds if and only if there exists unitary
operators U1 ∈ A and U2 ∈ A′ such that U = U1U2.
Proof
Since A is a factor of type I, it is spatially isomorphic to 1⊗B(Hˆn) on Hˆm⊗¯Hˆn
for some positive integer m and n. Let {Ej} and {Fk} be the set of mutually
orthogonal 1-dimensional projection operators such that
∑
j Ej = 1m and
∑
k Fk =
1n, respectively. Suppose that A is invariant under U . Then since U maps each
minimum projection operator to a minimum projection operator, there exists a
unitary operator V on Hˆn such that
U(1 ⊗ Fk)U−1 = 1⊗ V FkV −1.
Further for A ∈ A′ and B ∈ A,
UAU−1B = UA(U−1BU)U−1 = U(U−1BU)AU−1 = BUAU−1
since U−1BU ∈ A from the assumption. This implies that UA′U−1 = A′. Hence
from the same argument on the factor A′ it follows that there exists a unitary
operator W on Hˆn such that
U(Ej ⊗ 1)U−1 =WEjW−1 ⊗ 1.
Hence if we put U1 = 1⊗ V and U2 = W ⊗ 1, we obtain
U(Ej ⊗ Fk)U−1 = (U1U2)(Ej ⊗ Fk)(U1U2)−1.
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Since {Ej ⊗ Fk} spans B(H), this implies that U = cU1U2 where c is a complex
number such that |c| = 1, which can be absorbed into the definition of U1 or U2.
The converse is obvious.
When a physical subalgebra B is a factor of type I, for an appropriate direct
integral representation of H,
H =
∫
⊕H(λ)dµ(λ); H(λ) = Hˆ, (3.36)
C is written in terms of a direct integral as
C ∼=
∫
⊕C(λ)dµ(λ); C(λ) = Bˆ, (3.37)
and B as
B ∼=
{∫
⊕V (λ)AV (λ)−1dµ(λ) | A ∈ Bˆ
}
, (3.38)
where Bˆ is a factor of type I on Hˆ, and V (λ) is a measurable family of unitary
operators on Hˆ such that V (λ)BˆV (λ)−1 = Bˆ. Hence for a decomposable unitary
operator U ,
U ∼=
∫
⊕U(λ)dµ(λ), (3.39)
UBU−1 is contained in C if and only if U(λ)V (λ)BˆV (λ)−1U(λ)−1 = Bˆ. Hence from
the proposition it follows that there exists families of unitary operators U1(λ) ∈ Bˆ
and U2(λ) ∈ Bˆ′ =W(λ) such that U(λ) = U1(λ)U2(λ)(and corresponding operators
for V (λ)). U1(λ) and U2(λ) can be chosen as measurable families of operators from
the following lemma.
Lemma 3.1 Let Vj(λ)(j = 1, · · · ,∞) be a family of functions defined on a com-
mon domain D ⊆ R such that for any positive integer j there exists a set Sj of
positive integers such that j ∈ S and ∑k∈Sj |Vk|2 = 1. Then there exists a phase
function eiθ(λ) such that Vj(λ)e
iθ(λ) becomes a µ-measurable function for all j if and
only if V¯j(λ)Vk(λ) is Borel measurable for all j and k.
Proof
Assume that V¯j(λ)Vk(λ) are Borel measurable. Then
|Vk(λ)|2 =
∑
l∈Sj
|Vl(λ)Vk(λ)|2
is Borel measurable. Hence if we put
Vk(λ) = Ak(λ)e
iθk(λ) (Ak(λ) ≥ 0, θk(λ) = 0 if Ak(λ) = 0),
Ak(λ) is Borel measurable. Let Dj be the set of λ for which Aj(λ) 6= 0. Then Dj
are Borel measurable sets and ∪jDj = D. Hence there exists a division En of D
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such that each En is Borel measurable and for each n there exists a positive integer
J(n) such that AJ(n) > 0 on En. Let us define θ(λ) by
θ(λ) = −θJ(n)(λ) for λ ∈ En.
Then since θj(λ) − θk(λ) is Borel measurable for any j, k, θj(λ) + θ(λ) is Borel
measurable for any j, which implies that Vj(λ)e
iθ(λ) is Borel measurable. The
converse is obvious.
Thus U1(λ) and U2(λ) define unitary operators U1 ∈ C and U2 ∈ W, respec-
tively, and U is written as U = U1U2. Therefore, noting that the linear combi-
nations of unitary operators are dense in W, the invariance of N by U generally
requires that
WI = I. (3.40)
On the basis of this observation we assume that condition Eq.(3.40) is satisfied
from now on, and denote the set of unitary operators written as a product of a
unitary operator in C and one in W by UC .
Here note that in stead of regarding Eq.(3.40) as a condition on the quantum
totally constrained system, we can replace I by J defined by
J :=WI, (3.41)
and the linear null manifold N by JH. Then the condition (3.40) is automatically
satisfied, and all the statements and the propositions given before this subsection
hold without change.
3.6 Quantum dynamics of type I systems
Now we prove that quantum dynamics of totally constrained systems is consistent
in the sense that the causal mapping is always conformal if the W ∗-algebra C is
of type I and the additional condition (3.40) is satisfied. In this section we fix the
spatial isomorphism
H ∼= L2(Λ, µ)⊗¯Hˆm,n; Hˆm,n = Hˆm⊗¯Hˆn, (3.42)
C ∼= L∞(Λ, µ)⊗¯Bˆ; Bˆ = 1⊗ B(Hˆn), (3.43)
W ∼= L∞(Λ, µ)⊗¯Wˆ; Wˆ = B(Hˆm)⊗ 1. (3.44)
Further we denote the physical subalgebra corresponding to 1 ⊗ Bˆ by this fixed
isomorphism by B0:
B0 ∼= 1⊗ Bˆ. (3.45)
We also often use the direct integral expressions for vectors and operators. The
isomorphism between the original Hilbert space and algebras and the corresponding
direct integral representations is also understood to be fixed. In particular we
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denote the family of operators on Hˆm corresponding to the bounded constraint
operators as
Hα ∼=
∫
σ(Λ)
⊕Hˆα(λ)⊗ 1dµ(λ), (3.46)
and the subspace of L2(σ(Λ), µ)⊗¯Hˆm ∼= L2(σ(Λ), µ; Hˆm) finitely generated by Hˆα
by Nˆ :
Nˆ :=
{∑
α
Hˆαvα(finite sum) | vα ∈ L2(σ(Λ), µ)⊗¯Hˆm
}
. (3.47)
Here note that from the structure of algebras above the operation of W on N
naturally induces an operation of W on Nˆ , and for this operation the condition
(3.40) yields
WNˆ = N . (3.48)
First we prove the following proposition which clarifies the existence and the
distribution of irreducible physical acausal subspaces.
Proposition 3.9 If the condition WI = I is satisfied, the structure of physical
acausal subspaces are described as follows:
1) L0 = B0x yields an irreducible physical acausal subspace if and only if x ∈ H
is expressed as x ∼= z ⊗ y in terms of y ∈ Hˆn and z ∈ L2(σ(Λ), µ)⊗¯Hˆm such
that z 6∈ Nˆ . In that case L0 is written as L0 ∼= z ⊗ Hˆn.
2) A closed subspace L is an irreducible physical subspace if and only if it is ex-
pressed as L = UL0 in terms of a unitary operator U ∈ UC and an irreducible
physical acausal subspace L0 corresponding to the physical subalgebra B0 in
1). Further its physical subalgebra is given by B = UB0U−1.
Proof
1) In terms of an orthonormal basis ej of Hˆn and a set of vectors vj ∈ L2(σ(Λ), µ)⊗¯Hˆm,
x ∈ H is written as
x =
∑
j
vj ⊗ ej .
Since B(Hˆn) contains the orthogonal projection operator Eˆj onto the one-dimensional
subspace spanned by ej for any j, Ej ∼= 1 ⊗ Eˆj ∈ B0, and Ejx = vj ⊗ ej ∈ B0x.
Hence
B0Ejx = vj ⊗ B(Hˆn)ej = vj ⊗ Hˆn ⊆ B0x.
From this it follows that
L0 = B0x = Q⊗¯Hˆn,
where Q is the closure of the linear space spanned by {vj} in L2(σ(Λ), µ)⊗¯Hˆm.
Clearly Q should be one-dimensional in order that L0 is irreducible with respect
to B0. This implies that there should exist a set of constants cj ∈ C and z ∈
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L2(σ(Λ), µ)⊗¯Hˆm such that vj = cjz. Hence in terms of y = ∑j cjej ∈ Hˆn, x is
written as
x = z ⊗ y.
Here x ∈ N if and only if z ∈ Nˆ . Hence L0 is acausal if and only if z 6∈ Nˆ .
2) Let L be an irreducible physical acausal subspace invariant under a physical
subalgebra B = UB0U−1 where U ∈ UC:
BL = UB0U−1L = L.
Then since the transformation U preserves the acausality and the irreducibility,
this condition is equivalent to the condition that U−1L is an irreducible physical
acausal subspace for B0. Hence L is written as L = UL0 in terms of an irreducible
physical acausal subspace L0 for B0.
This proposition shows that there may exist acausal vectors which are not
contained in any irreducible physical acausal subspace in general. However, for the
abelian constrained systems such pathology does not occur.
Corollary 3.3 If W = Z, every vector in H−N is contained in some irreducible
physical acausal subspace.
Proof
First note that ifW = Z,Hm is one-dimensional and is absorbed into L2(σ(Λ), µ).
Let x be a vector in H−N . x is expressed in the direct integral representation as
x ∼=
∫
σ(Λ)
⊕x(λ)dµ(λ).
Since x(λ) is µ-measurable, there exists a µ-measurable family of unitary operators
U(λ) ∈ B(Hˆn), a measurable function φ(λ) = ||x(λ)||, and a constant vector
y ∈ Hˆn such that x(λ) = φ(λ)U(λ)y. Since UC = Z ′ = C now, U belongs to UC ,
and φ ⊗ y does not belong to N . Hence from the proposition, L = U(φ ⊗ Hˆn)
is an irreducible physical acausal subspace which contains x and invariant under
UB0U−1.
Now we prove the main theorem.
Theorem 3.1 If the W ∗-algebra C is of type I and the condition WI = I is
satisfied, the causal mapping Θ between arbitrary pair of irreducible physical acausal
subspaces L1 and L2,
Θ : L1 ∩D(L2)→ L2 ∩D(L1)
is conformal. In particular if L1 ∩ L2 6= {0}, or if there exists a unitary transfor-
mation U ∈ UC such that L2 = UL1, Θ is isometric.
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Proof
Since any unitary transformation U in UC preserves the physical acausality and
conformality, we can assume without lose of generality that L1 and L2 are expressed
in terms of a unitary operator U ∈ UC and vectors z1, z2 ∈ L2(σ(Λ), µ)⊗¯Hˆm such
that z1, z2 6∈ Nˆ as
L1 ∼= z1 ⊗ Hˆn, L2 ∼= U(z2 ⊗ Hˆn).
Let x be a vector in L1∩D(L2). Then x and Θ(x) are expressed in terms of direct
integrals as
x =
∫
⊕z1(λ)⊗ ydµ(λ),
Θ(x) =
∫
⊕W (λ)z2(λ)⊗ V (λ)Θˆ(y)dµ(λ),
where y and Θˆ(y) are non-zero vectors in Hˆn, and W (λ) ∈ B(Hˆm) and V (λ) ∈
B(Hˆn) are measurable families of unitary operators such that U = VW . Hence
the condition Θ(x)− x ∈ N is expressed as
W (λ)z2(λ)⊗ V (λ)Θˆ(y)− z1(λ)⊗ y =
∑
α
Hˆα(λ)uα(λ),
where uα(λ) are a finite number of measurable families of vectors in Hˆm⊗¯Hˆn. This
equation is equivalent to the following two conditions:
W (λ)z2(λ)k(λ)− z1(λ)||y||2 ∈ Nˆ , (3.49)
W (λ)z2(λ)||Θˆ(y)||2 − z1(λ)k¯(λ) ∈ Nˆ , (3.50)
where k(λ) := (y, V (λ)Θˆ(y)). Similarly for another x′ ∈ L1 ∩D(L2), by denoting
the corresponding quantities by symbols with a prime, we obtain
W (λ)z2(λ)k
′(λ)− z1(λ)||y′||2 ∈ Nˆ , (3.51)
W (λ)z2(λ)||Θˆ(y′)||2 − z1(λ)k¯′(λ) ∈ Nˆ . (3.52)
The combination of these equations, ||Θˆ(y′)||2×Eq.(3.49) +k′(λ)×Eq.(3.50)
−||Θˆ(y)||2×Eq.(3.51) −k(λ)×Eq.(3.52), yields
(
||y′||2||Θˆ(y)||2 − ||y||2||Θˆ(y′)||2 + k(λ)k¯(λ′)− k¯(λ)k(λ′)
)
z1(λ) ∈ Nˆ .
Since k(λ)k¯(λ′)− k¯(λ)k(λ′) is pure imaginary, from this equation and the condition
z1 6∈ Nˆ it follows that
||y′||2||Θˆ(y)||2 − ||y||2||Θˆ(y′)||2 = 0,
or equivalently
||Θˆ(y)||
||y|| =
||Θˆ(y′)||
||y′|| .
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Hence we obtain for any pair of non-zero vectors x, x′ ∈ L1 ∩D(L2)
||Θ(x′)||
||x′|| =
||z2||||Θˆ(y′)||
||z1||||y′|| =
||z2||||Θˆ(y)||
||z1||||y|| =
||Θ(x)||
||x|| .
This shows that Θ is conformal.
If L1 ∩ L2 6= {0}, the conformal factor should be unity since there exists a
vector x ∈ L1 ∩D(L2) such that Θ(x) = x. Further if L2 = UL1 for some U ∈ UC ,
z1 = z2. Hence Eqs.(3.49)-(3.50) are written as(
W (λ)k(λ)− ||y||2
)
z1(λ) ∈ Nˆ ,(
||Θˆ(y)||2 −W−1(λ)k(λ)
)
z1(λ) ∈ Nˆ .
However, since ||W (λ)|||d(λ)| ≤ ||y||||Θˆ(y)||, if ||y|| 6= ||Θˆ(y)||, z1 must belong to
Nˆ , contradicting the assumption. Hence ||Θ(x)||/||x|| = 1.
If we restrict the argument to irreducible acausal subspaces with the same
physical subalgebra, we can show the following stronger result.
Theorem 3.2 For the type-I totally constrained system satisfying the condition
WI = I, let L1 and L2 be physical acausal subspaces invariant under the same
physical subalgebra B such that L1 is irreducible and L1+L2 is not acausal. Then
L′2 := L2 ∩D(L1) is an irreducible physical acausal subspace for B, and the causal
mapping Θ is conformal and bijective from L1 onto L′2.
Proof
In terms of a unitary transformation in UC we can reduce the statement to the
case in which B = B0 and
L1 ∼= z1 ⊗ Hˆn.
Since L1 + L2 is not acausal, there exists a vector x0 ∈ L1 such that Θ(x0) ∈ L2.
Then for any vector x ∈ L1 there exists A ∈ B0 such that x = Ax0, and
AΘ(x0)−Ax0 = AΘ(x0)− x ∈ N .
Since L2 is invariant under B0, this implies that x ∈ dom Θ and Θ(x) = AΘ(x0).
Hence dom Θ = L1 and
Θ(Ax) = AΘ(x) ∀A ∈ B0, ∀x ∈ L1.
However, since Θ is conformal from the previous theorem, L′2 = L2 ∩ D(L1) =
Θ(L1) is closed, and obviously invariant under B0. Further since Θ is bijective and
commutes with the operation of B0, the irreducibility of L′2 follows from that of
L1.
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Corollary 3.4 Let L1 be an irreducible physical acausal subspace with respect to
B and x be a vector in ∈ D(L1). Then under the same condition on C as in the
theorem, D(L1) = D(L2) if L2 := Bx is acausal.
Now we comment on the implications of these theorems. First for the abelian
totally constrained system, when a state vector u0 6∈ N is given by observation, we
can always find an irreducible physical acausal subspace L0 containing u0. Then the
normalized initial value of the relative probability amplitude Ψ on L0 is determined
by Eq.(2.33), which in turn determines Ψ on D(L0) by the weak hamiltonian
constraint. Here the choice L0 is not unique, but Theorem 3.1 guarantees that the
values of Ψ determined from different initial irreducible physical acausal subspaces
L0 and L′0 coincides with each other on the intersection of the domain of dependence
since
Ψ|L′
0
(Θ(u)) =
(u0,Θ(u))
||u0||2 =
(Θ(u0),Θ(u))
||Θ(u0)||2 =
(u0, u)
||u0||2 = Ψ|L0(u). (3.53)
Thus Ψ is in effect determined on a subset
D(u0) :=
⋂
U ∈ C
Uu0 = u0
D(UL0). (3.54)
This limitation of the domain of Ψ restricts predictions strongly. First for state
vectors which are not contained in D(u0) we can say nothing about its probability.
Second, though for any vector u inD(u0) there exists an irreducible physical acausal
subspace L containing u, it may not be fully contained in D(u0) in general. In
such a case we are obliged to restrict the prediction on state vectors contained in
a closed subspace of L ∩D(u0). Owing the Theorem 3.1 Ψ gives a normalizable
probability on such a subspace.
One reason why this kind of pathology occurs in quantum theory is that the
instant operators have much larger freedom than the instant functions in classical
theory. In classical theory the instant functions should be chosen so that the
corresponding acausal submanifolds are smooth. On the other hand, in quantum
theory, the instant operators are not restricted to those which correspond to such
smooth instant functions in classical theory. Intuitively speaking, the category of
functions are extended to that of measurable functions. Meanwhile, since we have
not taken the closure of the linear null manifold, we are requiring some kind of
smoothness in the dynamical correspondence between acausal subspaces. Hence
for two acausal subspaces for which the corresponding instant operators do not
have good smoothness relatively, they cannot be dynamically related. For example
in a single constraint system, for two irreducible acausal subspaces given by L1 ∼=
z1⊗Hˆn and L2 ∼= z2⊗Hˆn, the causal mapping becomes bijective if z1(λ) and z2(λ)
are both smooth function of λ. However, if one of them is smooth and the other
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is just measurable, they become acausal with each other in general. Further if we
consider the freedom of the unitary transformation of them by U in UC, they may
also become partially causal occur depending on the smoothness of U(λ). Therefore
the incomplete dynamical correlation in the full state space is inevitable as long
as we allow states corresponding to eigenstates of all possible instant operators or
time variables.
Another source of the pathology is related with the good time variables in
the classical theory. As shown in the previous paper[1], for a single constraint
system, the conservative measure on an acausal submanifold Σ coincides with the
natural measure induced from the canonical volume form of the phase space and the
instant function f specifying Σ only when f is a good time variable, i.e., {f, h} is
a constant of motion. Though this does not restrict a single acausal submanifold,
it restricts the possible pairs of acausal submanifolds which correspond to two
different values of a good time variable. Since the measures or the inner products
of acausal subspaces are induced from the inner product of the whole Hilbert space
in quantum theory, instant operators correspond to the good time variables in the
classical theory. Hence it is naturally expected that the unitarity is violated for
pairs of acausal subspaces whose instant operators do not correspond to the same
good time variable.
Taking account of this observation, one natural way to avoid these complica-
tions in dynamics is to restrict the prediction on such irreducible physical acausal
subspaces that are contained in D(L0) for some irreducible physical acausal sub-
space L0 passing through u0. Theorem 3.2 and Corollary 3.4 gives the simplest
family of such irreducible physical acausal subspaces. In reality there exist a huge
class of such irreducible physical acausal subspaces, although it is difficult to give
a simple characterization of them in general. For example in the single constraint
system (H, h), for L1 ∼= z1 ⊗ Hˆn and any vector nˆ ∈ Nˆ , L2 ∼= U((z1 + nˆ) ⊗ Hˆn)
satisfies the required condition if U(λ) depends on λ smoothly. This example can
be easily extended to the case of multiple abelian constraint systems with small
modification. In fact, in systems corresponding to ordinary quantum mechanical
system, only such a special class of irreducible physical acausal subspaces are rel-
evant as will be discussed in the next subsection. Further, if we consider only
the consistent pairs of irreducible physical acausal subspaces, we can describe the
statistical dynamics of the system in mixed dynamical states consistently as well.
For the non-abelian totally constraint systems, the situation is the same as for
the abelian case if they are of type I, except for one point. It is the poverty of
irreducible physical acausal subspaces. As Proposition 3.9 shows, a state vector is
contained in an irreducible physical acausal subspace if and only if it is isomorphic
to a vector of the form U(z⊗y) with a unitary operator U ∈ UC. Hence in the non-
abelian case for which UC does not cover all the unitary operators in Z ′, irreducible
physical acausal subspaces pass just a proper subset S of H−N . This is a quite
embarrassing situation since if the given state vector u0 is not contained in S, we
can make no consistent dynamical prediction in our formalism.
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Though it is not clear whether this pathology is serious in practical situations,
it is possible to make the set of the allowed state vectors much larger to the point
so that it can be regarded as maximal by slightly modifying the formalism within
the general framework. To see this, first note that for any vector x ∈ H there exists
a unitary operator U in Z ′ such that x ∼= U(z × y). Let us replace the additional
condition Eq.(3.40) by
Z ′I = I (3.55)
or replace I by Z ′I. This enlarges the linear null manifold and the causally related
states. In particular, since Z ′N = N now, U above transform the irreducible
physical acausal subspace L0 ∼= z⊗Hˆn to an acausal subspace L through x, which
is invariant and irreducible with respect to A := UB0U−1. A ∩ W may not be
trivial any longer, but L = Ax is still acausal. Further by inspecting the proof
of Theorem 3.1 one easily check that the causal mapping between two acausal
subspaces isomorphic to U1(z1 × Hˆn) and U2(z2 × Hˆn) is conformal at least if
U−11 U2 ∈ UC even when U1, U2 ∈ Z ′. Of course A = UB0U−1 may not be contained
in C. If one wants to restrict the algebra to a subset of C, one may replace A by
the W ∗-subalgebra A1 = A∩C, which is a factor and A1 ∩Z = C. However, then
L1 may become reducible with respect it.
The condition (3.55) is rather strong. It actually requires that the norms of
Hn(λ) vanish simultaneously at least at some value of λ, roughly speaking, and
the dynamics is essentially determined by an abelian set of constraint operators,
as the following proposition shows.
Proposition 3.10 If the condition Z ′I = I holds, there exists a family of self-
adjoint operators in Z such that
a) 0 ≤ H1 ≤ H2 ≤ · · ·,
b) there exists An ∈ Z such that Hn = Hn+1An,
c) N = ⋃nHnH.
Proof
The proof is a little bit long. So we divide it into three steps.
1) Let H be a non-negative bounded self-adjoint operator on a Hilbert space Hˆ,
and let its spectral decomposition be
H =
∫ ∞
0
ξdE(ξ).
Further let Pn(t) be a sequence of polynomials which converge to zero locally
uniformly on 1 ≤ t ≤ C and to unity locally uniformly on 0 ≤ t < 1 where C
is a sufficiently large positive constant. Then there exists sequences δn and ǫn of
positive constants such that limn→+∞ δn, ǫn = 0 and
|Pn(t)| ≤ ǫn 1 ≤ t ≤ C,
|Pn(t)− 1| ≤ ǫn 0 ≤ t < 1− δn.
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Hence for a positive constant a and x ∈ Hˆ we obtain the estimate
||Pn (H/a− E(ξ < a))x||2 ≤ ǫn||x||2 + (x, E(a(1− δn) ≤ ξ < a)x).
The right-hand side of this equation tends to zero in the limit n→∞. This implies
that
SOT− lim
n→∞Pn(
H
a
) = E(ξ < a).
Now let H(λ) be a µ-measurable family of self-adjoint uniformly bounded non-
negative operators on Hˆ, i.e., H(λ) ∈ L∞(Λ, µ; Hˆ), and φ(λ) be a positive uniformly
bounded µ-measurable function. Then Pn(H(λ)/φ(λ)) is a µ-measurable family of
operators and from the above result
SOT lim
n→∞Pn(
H(λ)
φ(λ)
) = Eλ(ξ < φ(λ)) (µ− a.e.),
where Eλ(ξ) is the spectral measure for H(λ). Hence Eλ(ξ < φ(λ)) and Eλ(ξ ≥
φ(λ)) are µ-measurable families of orthogonal projection operators.
2) Let H(λ) be the same family of operators in 1). Then for a orthonormal basis
{ej} of Hˆ, there exists a set of Borel step functions, H(n)jk(λ), and a sequence ǫn
of positive constants tending to zero, such that H¯(n)jk(λ) = H(n)kj(λ) and
|Hjk(λ)−H(n)jk(λ)| ≤ ǫn,
where Hjk(λ) := (ej, H(λ)ek). If we define a µ-measurable family of operators
H(n)(λ) by
H(n)x =
∑
j,k
ejH(n)jk(ek, x),
we obtain the estimate
|(x, (H(λ)−H(n)(λ))y)| ≤ ǫn||x||||y||.
Hence H(n)(λ) turns out to be a family of bounded self-adjoint operators, and
converges to H(λ) uniformly with respect to λ:
lim
n→∞ ||H(λ)−H(n)(λ)|| = 0 (uniformly w.r.t. λ).
Therefore from Weyl’s theorem[6] we obtain
|φ(λ)− φn(λ)| ≤ ||H(λ)−H(n)(λ)|| → 0 (uniformly w.r.t. λ),
where φ(λ) and φn(λ) are the maximums of the continuous spectra of H(λ) and
H(n)(λ), respectively. Since φn(λ) is µ-measurable from the definition of H(n)(λ),
this implies that φ(λ) is also µ-measurable.
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3) For a bounded constraint operator H with the spectral decomposition
H =
∫
H(ξ)dE(ξ),
let U be the unitary operator defined by U = E(ξ ≥ 0) − E(ξ < 0). Then
H = |H|U , and HA ∈ I can be written as |H|UA, and |H|A = HUA ∈ I for any
A ∈ W. Hence in the definition of I and N , we can replace Hα by |Hα|. So from
now on we assume that Hα ≥ 0.
For the central decomposition of H ,
H =
∫
⊕H(λ)dµ(λ),
let φ(λ) be the maximum value of the continuous spectrum ofH(λ), and decompose
H(λ) as
H(λ) = H(1)(λ) +H(2)(λ),
where
H(1) := H(λ)Eλ(ξ < 2φ(λ)).
Then H˜(λ) := φ(λ)−1H(1)(λ)(= 0, for λ such that φ(λ) = 0) yields a measurable
family of self-adjoint operators uniformly bonded with respect to λ. Hence we
obtain
H(λ)W(λ) = φ(λ)H˜(λ)W(λ) +H(2)(λ)W(λ)
⊆ φ(λ)W(λ) +H(2)(λ)W(λ).
On the other hand for the interval ∆λ := [
1
2
φ(λ), 2φ(λ)],
φ(λ)Eλ(∆λ) =
∫
∆λ
ξdEλ(ξ)
∫
∆λ
φ(λ)
ξ
dEλ(ξ)
= H(λ)
∫
∆λ
φ(λ)
ξ
dEλ(ξ)
∈ H(λ)W(λ).
Let χ(λ) be the characteristic function for the set σ+ = {λ | φ(λ) > 0}. Then it is
a µ-measurable function. Since the projection operator Eλ(∆λ) is µ-measurable as
a function of λ and its range is infinite-dimensional, there exists a µ-measurable
family of operators A(λ), B(λ) ∈ Z ′(λ) such that χ(λ)1 = A(λ)Eλ(∆λ)B(λ), hence
φ(λ)1 = A(λ)φ(λ)Eλ(∆λ)B(λ).
However, since Z ′N = N , this implies that φH ⊆ N . Hence we obtain
N =∑
α
φαH +
∑
β
HβH,
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where Hβ is a self-adjoint operator such that the maximum of its spectrum is a
point spectrum of a finite multiplicity if Hβ(λ) 6= 0.
Let ψβ(λ) := ||Hβ(λ)||. Then ψβ(λ), hence Eλ(ξ ≥ ψβ(λ)), is µ-measurable
and an orthogonal projection operator onto a finite-dimensional subspace of Hˆ for
each λ if ψβ(λ) > 0. Therefore there exists a µ-measurable vector x0(λ) such that
||x0(λ)|| = 1 and
Hβ(λ)x0(λ) = ψβ(λ)x0(λ) ∈ N .
However, since Z ′N = N , this implies that for any unitary U ∈ Z ′ and any
f(λ) ∈ L2(σ(Λ), µ),
ψβ(λ)f(λ)U(λ)x0(λ) ∈ N .
Since the set of all vectors of the form f(λ)U(λ)x0(λ) coincides with L2(σ+, µ; Hˆ),
it follows that ψβH ⊆ N . On the other hand, from ||ψβ(λ)−1Hβ(λ)|| ≤ 1, it follows
that Hβx ∈ ψβH. Thus we obtain
N =∑
α
φαH +
∑
β
ψβH.
Let us define the sequence of µ-measurable self-adjoint operators Hn(λ) by
Hn(λ) := sup
α,β≤n
(φα(λ), ψβ(λ)) .
Then obviously H1 ≤ H2 ≤ · · ·, An := Hn/Hn+1 ≤ 1 and
N = ∪nHnH.
Corollary 3.5 For an abelian totally constraint system with a finite number of
constraint operators, there exists a bounded self-adjoint operator Λ ∈ Z and a
Borel measurable function φ on R such that Z =W = W ∗(Λ) and
N = φ(Λ)H.
3.7 Reduction
When one wants to construct a quantum theory without constraints for a totally
constrained system, one usually first construct a classical unconstrained canonical
theory by solving the constraints under some gauge-fixing condition and then quan-
tize it. Here by gauge-fixing we mean an appropriate choice of a family of acausal
submanifolds or instant functions and a reduction field in the phase space[1]. In
this method it is in general difficult to compare two quantum theories correspond-
ing to different gauge-fixing because there exists no exact correspondence between
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the observables within the quantum framework, though some of them such as those
related with symmetries may have good correspondence.
In contrast in our formalism we can fix the gauge or construct reduced theories
within the quantum framework and can compare them directly because each state
carries information on instants it belongs to and the whole state space contains
the states corresponding to all possible instants.
The explicit reduction procedure in our formalism is given as follows. First we
must specify a one-parameter family of irreducible physical acausal subspaces L(τ).
On the basis of the argument in the previous subsection we assume that D(L(τ))
is independent of τ . This corresponds to a family of acausal submanifolds in the
classical theory. In order to fix the reduction completely, we must further specify
a family of unitary mappings among the acausal subspaces, which corresponds the
mapping generated by the reduction field in the classical theory. Without loss
of generality we can assume that this family of mappings is given by a family
of unitary operators U(τ), each of which maps L(0) to L(τ). Then the physical
subalgebra B(τ) for L(τ) is given by B(τ) = U(τ)B(0)U(τ)−1.
Now let Θ(τ) be the causal mapping from L(0) to L(τ), which is conformal
from Theorem 3.1. Further for A ∈ B(0) let A(τ) be the operator in B(0) defined
by
A(τ) := Θ(τ)−1U(τ)AU(τ)−1Θ(τ).
The for each probability amplitude Ψ satisfying the weak hamiltonian constraints
and normalized on L(0), Θ(τ)∗Ψ|L(τ) becomes independent of τ and represented
by a vector Φ in L(0). Further from Eq.(2.25) the expectation value of A(τ) with
respect to this vector is expressed by
(Φ, A(τ)Φ) =< U(τ)AU(τ)−1 >L(τ) .
Hence, noting that U(τ)AU(τ)−1 represents the operator at the instant L(τ) cor-
responding to the same measurement procedure as for A at L(0), the quantum
dynamics in the totally constraint system is mapped by reduction to the ordinary
quantum dynamics in the Hilbert space H0 := L(0) in the Heisenberg represen-
tation, where Φ and A(τ) correspond to the invariant state and the Heisenberg
operator, respectively. Further since U(τ)−1Θ(τ) is a conformal transformation on
H0, there exists a family of unitary operators V (τ) on H0, which is unique up to
a phase factor dependent on τ , such that
A(τ) = V (τ)−1AV (τ).
Hence if we define the self-adjoint operator h0(τ) by
h0(τ) = iV (τ)
−1dV (τ)
dτ
,
A(τ) follows the Heisenberg equation
dA(τ)
dτ
= i[h0(τ), A(τ)].
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Some comments are in order. Firstly the family U(τ) of unitary operators is not
unique even if we fix the acausal subspaces L(τ). Actually for any one-parameter
family of self-adjoint operators on H0 we can find an appropriate family U(τ) such
that h0(τ) coincides with the given family of self-adjoint operators. Hence we can
pick up a special reduction only when U(τ) corresponds to some kind of symmetry
of the system as in the case of classical theory. We will give such examples in the
next section.
Secondly for two different families of irreducible physical acausal subspaces,
L1(τ) and L2(τ), D(L1(0)) and D(L2(0) do not coincide with each other in gen-
eral. In such a case the causal mapping between the reduced state spaces, L1(0)
and L2(0), yields a conformal mapping only between the proper closed subspaces,
L1(0) ∩ D(L2(0)) and L2(0) ∩ D(L1(0)), and it cannot be extended to the whole
reduced subspaces. This implies that reduced quantum theories for the same clas-
sical totally constrained system are not mutually unitary equivalent in the ordinary
sense in general.
Finally there does not exist a self-adjoint operator T such that the family of
irreducible physical acausal subspaces are given by the eigenspaces of T , though
they may be eigenspaces of a common non-self-adjoint operator. For example, the
family of acausal subspaces
L(τ) =
{
exp(−(x0 − τ)2/σ2)Φ(x) | Φ(x) ∈ L2(RN)
}
(3.56)
are irreducible acausal subspaces for the simple totally constrained system with
the single constraint operator h = p0, and L(τ) is the eigenspace of the non-self-
adjoint operator T = x0 + iσ2p0. Thus the instant operators E(τ) for L(τ) do
not correspond to a time variable in the ordinary sense. This is not a difficulty in
practical situations, however, since it is sufficient if we know which instant each
state vector belongs. For example, the reading of a clock is not a eigenvalue of
some self-adjoint operator but an index of the states of the clock.
4 Example: Single Constraint Systems
In this section we apply the abstract formalism developed in the previous section
to some simple totally constrained systems with a single hamiltonian constraint in
order to illustrate how the basic concepts such as the central decomposition of the
algebra of constants of motion, the physical subalgebra, the irreducible physical
acausal subspace and the causal mapping are realized in concrete examples, and
how the quantum dynamics is described in terms of them.
Before going to the explicit examples, we first note that in our formalism the
quantum dynamics of two totally constrained systems have mathematically the
same structure if the W ∗-algebra W and its subalgebra I is isomorphic, although
their physical interpretations may be different. In particular for single constraint
systems the spectrum and its multiplicity of the constraint operator h completely
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determines the structure of quantum dynamics because two self-adjoint operators
with the same spectrum and multiplicity are mutually unitary equivalent[5].
4.1 Central decomposition and the generalized eigenvec-
tors of the constraint operator
In our formalism we must construct the central decomposition of C in order to
find the physical subalgebras and the corresponding irreducible physical acausal
subspaces. In the case of the single constraint systems this problem is reduced to
find a complete basis of the generalized eigenvectors of the constraint operator as
the following proposition shows.
Proposition 4.1 Let h be a self-adjoint operator with a dense domain on a Hilbert
space H, and H˜ := ∫
R
⊕H(λ)dµ(λ) be a direct integral Hilbert space with a finite
regular Borel measure µ on R. If uλ be a family of mappings from a linear manifold
D(⊇ dom h ∪ ran h) to H(λ) satisfying the conditions
a) for each x ∈ D, x(λ) := uλ(x) is defined µ(λ)-a.e. on R and ||x(λ)||2 is
integrable with respect to µ, i.e., x(λ) defines a vector Ux in H˜,
b) U : D → H˜ is linear and UD is dense in H˜,
c) (x1, x2) =
∫
R
dµ(λ)(uλ(x1), uλ(x2)) for any x1, x2 ∈ D,
d) for any x ∈ dom h, uλ(hx− λx) = 0 in λ (µ-a.e.),
U is uniquely extended to a unitary mapping from H to H˜, and gives a central
decomposition of C = W ∗(h)′:
C → ∫
R
⊕C(λ)dµ(λ)
∪ ∪
A
∫
R
⊕A(λ)dµ(λ)
,
where A(λ)uλ(x) = uλ(Ax) for x ∈ D.
Proof
Clearly from conditions a)-c) U is uniquely extended to a unitary mapping from
H to H˜, and gives a direct integral representation of H. Let E(∆) be the spectral
measure of h. Then for any x ∈ H and any bounded Borel subset ∆ of R, E(∆)x
is contained in dom h. Further for any bounded Borel function f(λ) on R, there
exists a sequence of polynomials Pn(λ) such that
SOT− lim
n
E(∆)Pn(h)x = E(∆)f(h)x.
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Since uλ(Pn(h)E(∆)x) = Pn(λ)uλ(E(∆)x) from condition d) and U is unitary,
from this it follows that
χU(E(∆)f(h)x) = χfU(E(∆)x),
where χ is the characteristic function of ∆, and χ and f are regarded as the
diagonal bounded operators χ(λ) and f(λ) in the direct integral representation.
Hence taking the limit ∆→ R, we obtain
U(f(h)x) = fU(x).
This means that U maps the center of C, W ∗(h), onto the W ∗-algebra of all the
diagonal operators on H˜.
In the direct integral representation H(λ) is assumed to be contained in a
common Hilbert space Hˆ. Let k be a vector in Hˆ. Then if we regard vλ,k := (k, uλ)
as the linear functional on D defined by
< vλ,k, x >= (k, uλ(x)), (4.1)
condition d) of the proposition implies that vλ,k is a weak solution to
hv = λv, (4.2)
or a generalized eigenvector of h. Further condition c) represents the complete-
ness of the generalized eigenvectors vλ,k. This viewpoint is useful in the following
examples.
4.2 Non-relativistic quantum mechanics
A classical canonical system with the phase spaceR2N(∋ (x,p)) and a hamiltonian
h0(x,p) is embedded into a totally constrained system with a phase spaceR
2N+2(∋
(x0,x, p0,p)) and a single hamiltonian constraint h = p0+h0
[1]. Let us investigate
the quantum dynamics of a system (H = L2(RN+1), h) obtained by quantizing it
by the standard quantization procedure.
First of all note that by the unitary transformation
U0 = exp(ix
0h0), (4.3)
the constraint operator h is transformed as
U0hU
−1
0 = p0. (4.4)
Hence the structure of the relevant W ∗-algebras and their central decomposition
are determined by studying the case of vanishing hamiltonian. Therefore we first
consider the case h = p0.
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In the momentum representation the inner product of two state vectors Φ1(p0,p)
and Φ2(p0,p) are given by
(Φ1,Φ2) =
∫
R
dλ
∫
R
N
Φ¯1(λ,p)Φ2(λ,p). (4.5)
Hence if we define uλ by
uλ : Φ→ Φ(λ,p) ∈ L2(RN) = H(λ), (4.6)
it gives the central decomposition of H with respect to C from Proposition 4.1.
Hence for h = p0 the W
∗-algebra of constants of motion is given by
C = W ∗(p0,x,p) (4.7)
as is expected, and the physical subalgebras by
B = UB0U−1; B0 =W ∗(x,p), (4.8)
where U is a unitary operator in C.
From Proposition 3.9 irreducible acausal subspaces invariant under B0 must be
of the form
L0(χ) ∼= χ(x0)⊗ L2(RN ) =
{
χ(x0)φ(x) | φ(x) ∈ L2(RN )
}
(4.9)
in the coordinate representation where χ(x0) ∈ L2(R). Since Nˆ for h = p0 is given
by
Nˆ =
{
ξ′(x0) | ξ(x0), ξ′(x0) ∈ L2(R)
}
, (4.10)
the acausality condition is expressed as
∫ ∞
−∞
dx0 χ(x0) 6= 0. (4.11)
Hence L0(χ1) and L0(χ2) are causally related if and only if there exists a constant
c such that ∫ ∞
−∞
dx0(χ1(x
0)− cχ2(x0)) = 0. (4.12)
In this case the causal mapping is bijective from L0(χ1) onto L0(χ2) and expressed
as
Θ(χ1φ) = cχ2φ. (4.13)
Hence if χ1 and χ2 is normalized to unity in L2(R), |c| yields the conformal factor
of the mapping.
Here note that the instant operator for L0(χ) belongs to W(x0, p0), but is not
a function of x0. Hence the value of x0 should have some uncertainty ∆x0 on each
irreducible physical acausal subspace. In practical situations this uncertainty is
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taken to be finite, which implies that χ ∈ L1(R). If we restrict L(χ) to such cases,
they are always causally related with each other from the above argument.
A general irreducible physical acausal subspace is given by the unitary trans-
formation in C from L0(χ) and is expressed in the direct integral representation
as
L0(χ, U) ∼=
{∫
R
⊕χˆ(λ)Uˆ(λ)φ(x) | φ(x) ∈ L2(RN)
}
, (4.14)
where Uˆ(λ) is a measurable family of unitary operators in B(L2(RN)) and χˆ(λ) is
the Fourier transform of χ(x0). From the comment below Corollary 3.2 the causal
structure is determined only by the behavior of vectors around λ = 0 in the central
decomposition. Hence if there exists a unitary operator Uˆ(0) and a measurable
family of bounded operators A(λ) such that
Uˆ(λ) = Uˆ(0) + λA(λ), (4.15)
we obtain the causal mapping
Θ : L0(χ, U) → L0(χ)
∪ ∪
U(χ⊗ φ) χ⊗ Uˆ(0)φ
, (4.16)
which is bijective and unitary. On the other hand if the operator A(λ) is not
bounded around λ = 0, the causal mapping is not defined on the whole L0(χ, U)
in general. For example, let us consider U = exp(ip0x
1). Since U transforms x0 as
Ux0U−1 = x0+x1, L0(χ, U) now corresponds to the time variable x0+x1, roughly
speaking. For this choice Uˆ(0) should be taken to be unity and A(0) = ix1, which
is not bounded. Hence Θ is defined only in a dense region. In this case, however, Θ
can be uniquely extended to a unitary mapping because it is isometric and defined
in a dense region. This example shows that if dUˆ(λ)/dλ defines a densely defined
operator, Θ can be extended to a unitary mapping.
The description for h = p0 so far is easily transferred to the non-trivial hamil-
tonian case by the unitary transformation U−10 . In particular the direct integral
representation with respect to the central decomposition coincides with that for
the case h = p0. Hence the W
∗-algebra C is given by
C = U−10 W ∗(p0,x,p)U0, (4.17)
the physical subalgebras by
B = U−10 UW ∗(x,p)U−1U0, (4.18)
and the irreducible physical acausal subspaces by
L(χ, U) = U−10 L0(χ, U) = U−10 UL0(χ), (4.19)
where U is a unitary operator in W ∗(p0,x,p).
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Even for the simplest choice of U = 1 the instant operators belong toW ∗(x0, h)
and are not represented by a function of x0 as in the case of h = p0. Hence each irre-
ducible physical acausal subspace does not correspond to a subspace with constant
x0 unlike the naive expectation. Nevertheless we can find a natural correspondence
between the present formalism with the usual formulation of quantum mechanics
in terms of the reduction discussed in the previous section.
To see this, first note that in the present case there is a natural family of unitary
transformations corresponding to the time translation. It is given by
U(τ) := e−iτp0 , (4.20)
which transforms x0 as
U(τ)x0U(τ)−1 = x0 − τ. (4.21)
Let L(τ) be the family of irreducible physical acausal subspaces given by
L(τ) := U(τ)L(χ, U) = U(τ)U−10 UL0(χ). (4.22)
Then, since
U(τ)U−10 Φ = U
−1
0 e
−iτ(p0−h0)Φ ∼ U−10 eiτh0Φ (4.23)
for any vector Φ ∈ H, we find that the causal mapping Θ(τ) from L(0) to L(τ) is
given by
Θ(τ)(eiτh0Φ) = U(τ)Φ. (4.24)
Hence the reduced dynamics on L(0) is represented by the unitary transformation
V (τ) = U(τ)−1Θ(τ) = e−iτh0 , (4.25)
and the corresponding Heisenberg operator A(τ) = V (τ)−1AV (τ) on L(0) follows
the Heisenberg equation
dA(τ)
dτ
= i[h0, A(τ)]. (4.26)
Since L(0) = U−10 UL0(χ) is isomorphic to L2(RN) = {φ(x)}, this equation can be
rewritten as the equation for Aˆ(τ) := U−1U0A(τ)U−10 U ∈ B(L2(RN)),
dAˆ(τ)
dτ
= i[hˆ0, Aˆ(τ)], (4.27)
where hˆ0 = U
−1h0U . In particular for U = 1 for which the instant operator of
L(τ) belongs to W ∗(x0, h), this equation coincides with the Heisenberg equation
in the standard formulation of quantum mechanics. On the other hand if we take
U = exp(ip0x
1), we obtain quantum mechanics with respect to the time variable
x0 +U−10 x
1U0. These two gauges are unitary equivalent as noted above. However,
for example, if we take U = exp(ix1 sin(1/p0)), which is a well-defined unitary
operator corresponding to the time variable x0− (U−10 x1U0/h2) sin(1/h), we obtain
a non-unitary-equivalent theory.
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Finally note that for the family of acausal subspaces L(τ), from Eq.(4.24) the
relative probability amplitude Ψ satisfies
Ψ(U(τ)Φ) = Ψ(Θ(τ)eiτh0Φ) = Ψ(eiτh0Φ) (4.28)
for any Φ ∈ L(0). Hence if we define the vector Φ(τ) in L(0) by
< Φ(τ),Φ >= Ψ(U(τ)Φ) ∀Φ ∈ L(0), (4.29)
it is related to Φ(0) by
Φ(t) = e−iτh0Φ(0). (4.30)
This implies that Φ(t) satisfies the standard Schro¨dinger equation.
4.3 Relativistic free particle
Classical dynamics of a relativistic free particle in Minkowski spacetime is described
by a totally constrained system on the phase space Γ = {(xµ, pµ) ∈ R4} with
constraint
h =
1
2
(pµp
µ +m2), (4.31)
where m is the mass[7, 1]. The quantum theory for this system in our formulation
is given as follows.
The inner product of state vectors in H = L2(R4) is written as
(Φ1,Φ2) =
∫
d4pΦˆ1(p)Φˆ2(p) =
∫ ∞
−∞
dλ
∫
d4p δ(p2 + λ)Φˆ1(p)Φˆ2(p)
=
∫ ∞
0
dλ
∫
d3p
1
2ωλ
[Φˆ1(ωλ,p)Φˆ2(ωλ,p) + Φˆ1(−ωλ,p)Φˆ2(−ωλ,p)
+
∫ 0
−∞dλ
∫ ∞
−∞
dp0
∫
S2
dΩ
|p|λ
2
Φˆ1(p0, |p|λΩ)Φˆ2(p0, |p|λΩ), (4.32)
where Φˆj(p) is the momentum representation of Φj and
ωλ :=
√
|p|2 + λ, |p|λ :=
√
p20 − λ. (4.33)
Hence if we define the mapping uλ by
uλ : H → HT = L2(R3)⊕ L2(R3)
∪ ∪
Φ
(
1√
2ωλ
Φˆ(ωλ,p),
1√
2ωλ
Φˆ(−ωλ,p)
)
, for λ > 0,
uλ : H → HS = L2(R× S2)
∪ ∪
Φ
√
|p|λ/2Φˆ(p0, |p|λΩ)
for λ < 0,
(4.34)
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uλ satisfies the conditions of Proposition 4.1 for the self-adjoint operator Λ defined
by
Λ = −pµpµ ≡ −p2. (4.35)
with dµ(λ) = dλ and H(λ) = HT (λ > 0),HS(λ < 0). Therefor UΦ = ∫ ⊕uλ(Φ)dλ
yields the direct integral representation of H corresponding to the central decom-
position of C, and h is expressed as (m2 − λ)/2 in this representation.
As is clear from this construction, H is written as a direct sum
H ∼= L2(R+,HT )⊕ L2(R−,HS), (4.36)
which induces the decomposition
C = CT ⊕ CS , (4.37)
where
CT ∼= L∞(R+)⊗¯B(HT ), (4.38)
CS ∼= L∞(R−)⊗¯B(HS). (4.39)
B(HT ) is generated by the self-adjoint operators
p, −i∇p, Π+ :=
(
1 0
0 0
)
, T :=
(
0 1
1 0
)
. (4.40)
It is easily checked using the definition of uλ that these correspond to the product
of the projection operator ET := θ(−p2) and the self-adjoint operators on H given
by
P := p, X := x+
p
p0
(x0 +
i
2p0
), Π+, T, (4.41)
where Π+ and T represent the projection operator onto the standard positive fre-
quency part and the time reversal unitary operator on H, respectively. Hence the
restriction of a physical subalgebra B on the T -section L2(R+,HT ) is given by
ETB := UTETW ∗(P ,X,Π+, T )U−1T , (4.42)
where UT is a unitary operator in ETC = CT .
On the other hand B(HS) is generated by the self-adjoint operators
p0, −i∂p0 , Ω, iΩ×∇Ω, (4.43)
which correspond to the product of the projection operator ES := θ(p
2) and the
self-adjoint operator on H given by
P0 := p0, X
0 := x0 +
p0
|p|2
(
p · x− i
2
)
,
p
|p| , J := −ip × x. (4.44)
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Hence the restriction of the physical subalgebra B on the S-sector L2(R−,HS) is
given by
ESB = USESW ∗(P0, X0,p/|p|,J)U−1S , (4.45)
where US is a unitary operator in ESC = CS.
Since any two separable Hilbert spaces of infinite dimension are isomorphic,
HT and HS are isomorphic. Let f be such an isomorphism. Then f induces a
W ∗-isomorphism f∗
f∗ : ETW ∗(P ,X,Π+, T )→ ESW ∗(P0, X0,p/|p|,J). (4.46)
The physical algebra B is expressed in terms of this isomorphism as
B =
{
UTAU
−1
T + USf∗(A)U
−1
S | A ∈ ETW ∗(P ,X,Π+, T )
}
. (4.47)
We will denote B corresponding to UT = ET and US = ES for some f by B0 in this
section. The generic B above is written in terms of B0 as
B = UB0U−1, (4.48)
where U := UT ⊕ US represents an arbitrary unitary transformation in C.
From Proposition 3.9 an irreducible physical acausal subspace for B0 must have
the form
L(χ) ∼= {χ+ ⊗ φ⊕ χ− ⊗ f(φ) | φ = (φ+, φ−) ∈ HT } , (4.49)
where χ± ∈ L2(R±). Since the constraint operator h is expressed by the function
(m2 − λ)/2 in the central decomposition, the acausality condition is expressed as
∫ ∞
−∞
dλ
|χ(λ)|2
(λ−m2)2 = +∞, (4.50)
where χ = χ+ + χ−. This shows that the acausality condition only restrict χ+ for
m2 > 0. This reflects the fact that h is invertible in the S-sector, hence ESH ⊂ N .
The generic irreducible physical acausal subspace for the physical subalgebra
B = UB0U−1 is given by
L(χ, U) := UL(χ). (4.51)
In the momentum representation a vector Φ in L(χ, U) is expressed in terms of
φ ∈ HT as
Φˆ(p) = χ(−p2)
[
θ(−p2)
√
2|p0|φ˜T (p) + θ(p2)
√
2
|p| φ˜S(p)
]
; (4.52)
φ˜T (p) = θ(p
0)(UT (−p2)φ)+(p) + θ(−p0)(UT (−p2)φ)+(p), (4.53)
φ˜S(p) = (US(−p2)f(φ))(p0, p|p|). (4.54)
As in the nonrelativistic particle case, the causal relation among the irreducible
acausal subspaces are determined by the behavior of χ(λ) and U(λ) around h(λ) =
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0. In particular the causal mapping between two acausal subspaces L(χ1) and
L(χ2) are bijective and conformal if and only if
∫ ∞
0
|χ1+(λ)− χ2+(λ)|2
(λ−m2)2 dλ < +∞. (4.55)
Further if UT (λ) is written around λ = m
2 in terms of a family of operators A(λ)
with a dense domain as
UT (λ)− UT (m2) = (λ−m2)A(λ), (4.56)
the causal mapping from L(χ,U) to L(χ) can be extended to a unitary mapping.
For example, for the unitary operator U(a) = e−ip·a which represents the space-
time translation,
U(a)xµU(a)−1 = xµ − aµ, (4.57)
we obtain
UT (a)(χ+(λ)φ) ∼ χ+(λ)V (a)−1φ, (4.58)
where
V (a) =
(
e−iωa
0+ip·a 0
0 eiωa
0+ip·a
)
. (4.59)
Here ω =
√
p2 +m2. Hence if we define the mapping F : HT → L(χ) by
F (φ) ∼= χ+ ⊗ φ⊕ χ− ⊗ f(φ), (4.60)
the causal mapping Θ : L(χ)→ U(a)L(χ) is represented as
F−1U(a)−1ΘF (φ) = V (a)φ. (4.61)
In particular for a one-parameter family of irreducible physical acausal subspaces
Lτ := U(a(τ))L(χ), the quantum dynamics is reduced to the Schro¨dinger equation
for the state vector φ(τ) = V (a(τ))φ in HT given by
i
d
dτ
φ(τ) =
(
a˙0ω − a˙ · p 0
0 −a˙0ω − a˙ · p
)
φ(τ). (4.62)
In a similar way we can find the causal relation between two irreducible physical
acausal subspaces related by a Lorentz transformation. Let Mµν be the generator
of Lorentz transformations defined by
Mµν = xµpν − xνpµ. (4.63)
Then for an arbitrary constant antisymmetric tensor bµν we obtain
1
2
Mµνb
µν = −p0
(
X +
i
2p20
P
)
· bB + (X ×P ) · bR, (4.64)
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where bjB = b
0j and bjR = ǫ
jklbkl. Hence the transformation induced on HT by
U(b) := exp
(
−i1
2
Mµνb
µν
)
(4.65)
and the causal mapping Θ : L(χ)→ U(b)L(χ) is given by the unitary operator
V (b) := F−1U(b)−1ΘF =
(
eiA+ 0
0 eiA−
)
, (4.66)
where A± are the self-adjoint operators defined by
A± := ±ω
(
X +
i
2ω2
P
)
· bB + (X ×P ) · bR. (4.67)
The weak hamiltonian constraint on the relative probability amplitude Ψ is a
dual of the conventional Dirac constraint. Hence when Ψ(Φ) can be written as
Ψ(Φ) =
∫
d4x Ψ¯(x)Φ(x), (4.68)
Ψ(x) is a generalized solution to the Klein-Gordon equation
(−∂µ∂µ +m2)Ψ(x) = 0. (4.69)
Hence the norm ||Ψ||L on an irreducible physical acausal subspace introduces a
positive definite norm to the linear space of solutions to the Klein-Gordon equa-
tions. Let us investigate the relation between this norm and the Klein-Gordon
product defined by
N(Ψ1,Ψ2) := i
∫
d3x Ψ¯1(x, x
0)
↔
∂0Ψ2(x, x
0). (4.70)
Let φ = (φ+(p), φ−(p)) be a vector HT , and express Ψ(F (φ)) as
Ψ(F (φ)) =
∫
d3p
(
Ψ¯+(p)φ+(p) + Ψ¯−(p)φ−(p)
)
. (4.71)
Then the norm of Ψ on the acausal subspace L(χ) is expressed as
||Ψ||2L(χ) =
∫
d3p
(
|Ψ+(p)|2 + |Ψ−(p)|2
)
. (4.72)
On the other hand Ψ(F (φ)) is rewritten as
Ψ(F (φ)) =
∫
d4 δ(p2 +m2)2ω
(
θ(p0)Ψ¯+(p)φ+(p) + θ(−p0)Ψ¯−(p)φ−(p)
)
=
1
χ(m2)
∫
d4 δ(p2 +m2)
√
2ω
(
θ(p0)Ψ¯+(p) + θ(−p0)Ψ¯−(p)
)
×χ(−p2)
√
2ω
(
θ(p0)φ+(p) + θ(−p0)φ−(p)
)
. (4.73)
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Comparing this with Eq.(4.68) and Eq.(4.52) we find that Ψ(x) is expressed in
terms of Ψ±(p) as
Ψ(x) =
1
(2π)2χ(m2)
∫
d3p
1√
2ω
eip·x
(
e−iωx
0
Ψ+(p) + e
iωx0Ψ−(p)
)
. (4.74)
Hence we obtain
||Ψ||2L(χ) = 2π|χ(m2)|2 (N(Ψ+,Ψ+)−N(Ψ−,Ψ−)) , (4.75)
where Ψ+(x) and Ψ−(x) are the positive and negative frequency parts correspond-
ing to Ψ+(p) and Ψ−(p), respectively.
Since the causal mapping between L(χ) and L(χ, U) is unitary as far as U(λ) is
regular around λ = m2, Eq.(4.75) still holds for the norm defined on L(χ, U). This
implies that our normalization of the relative probability amplitude induced from
the inner product of the Hilbert space automatically picks up a decomposition of
solutions to the Klein-Gordon equation into special positive and negative frequency
parts, which corresponds to the usual Minkowski vacuum in the field theory.
This phenomenon is not specific to the Minkowski background, but occurs
in curved background in general if it is Lorentzian(cf. Ref.[8]). It is because
the constraint operator of such a system has a continuous spectrum with infinite
multiplicity, hence the system is unitary equivalent to the present system as noted
at the beginning of this section.
For example, let us consider a free relativistic particle moving in a background
spacetime
ds2 = −dt2 + a(t)2dx2. (4.76)
The constraint operator h of this system is given by
2h = −(p0)2 + a−2p2 +m2. (4.77)
To find the central decomposition of this system, we need to solve the general-
ized eigenvalue problem
(∂2t + a
−2p2)u = −λu. (4.78)
Let v(j)(t,p)(j = ±) be two independent solutions to this equation and define the
mapping uλ : H → L2(R3)⊕ L2(R3) by
uλ(Φ) = (φ+(λ,p), φ−(λ,p)) , (4.79)
φ± =
∫ ∞
−∞
dtv
(±)
λ (t,p)Φˆ(t,p). (4.80)
Then from Proposition 4.1 uλ defines a central decomposition if and only if v
(±)
λ
satisfies the following completeness relation
∑
j=±
∫
Λ(p)
dλv
(j)
λ (t1,p)v
(j)
λ (t2,p) = δ(t1 − t2), (4.81)
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where Λ(p) is the range of the spectrum for given p. In particular from this it
follows the orthonormality condition
∫ ∞
−∞
dtv
(j)
λ (t,p)v
(j′)
λ′ (t,p) = δ
jj′δ(λ− λ′). (4.82)
If we require that
v
(+)
λ (t,p) = v
(−)
λ (t,−p), (4.83)
this orthonormality condition uniquely fixes u
(±)
λ up to phase factors for each.
Hence the decomposition into the positive and negative frequency parts is uniquely
determined.
Of course the each modes determined by this are mixture of the natural positive
and negative frequency modes in the region where a(t) is approximately constant
if the spacetime is not static. For example, for
a2 = [1 + α(1− tanh2 t)]−1 (α > 0), (4.84)
v
(+)
λ is given by
v
(+)
λ (t,p) =
√
πω
4 sinh πω
(
A(ν, ω)P iων (tanh t) +B(ν, ω)P
−iω
ν (tanh t)
)
;
(4.85)
A(ν, ω) =
(
1 +
1√
1 + ξ2
)1/2
, (4.86)
B(ν, ω) = −
(
1 +
1√
1 + ξ2
)−1/2
sin νπ
sin(ν − iω)π
Γ(1 + ν + iω)
Γ(1 + ν − iω) , (4.87)
where
ω =
√
p2 + λ, (4.88)
ν(ν + 1) = αp2, (4.89)
ξ =
sin νπ
sinh πω
. (4.90)
In the asymptotic region t→∞ (4 sinhπω/πω1/2v(+)λ approaches
A(ν, ω)
eiωt
Γ(1− iω) +B(ν, ω)
e−iωt
Γ(1 + iω)
, (4.91)
and in the region t→ −∞,
− i√
1 + ξ2
sin(ν + iω)π
sinh πω
Γ(1 + ν + iω)
Γ(1 + ν − iω)
(
A(ν, ω)
eiωt
Γ(1 + iω)
+B(ν, ω)
e−iωt
Γ(1− iω)
)
.
(4.92)
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4.4 Minisuperspace models
The so-called minisuperspace models of general relativity also give totally con-
strained system with a single constraint. The classical hamiltonian constraints
of minisuperspace models are all written in terms of canonical pairs (xµ, pµ) of
reduced metric variables and matter variables in the form
h =
1
2
gµν(x)pµpν + V(x), (4.93)
where the supermetric gµν(x) has the signature [−,+,+, · · ·] in general[8]. Hence
they are equivalent to the system of a relativistic particle moving in a curved space-
time under the influence of the potential V (x). In particular its quantum dynamics
in our formalism has mathematically the same structure as that of a relativistic free
particle discussed in the previous section since the quantized constraint operator
h has a continuous spectrum with infinite multiplicity except for the systems with
one degree of freedom. Therefore in this section we only discuss problems which
have not been touched upon so far.
In our formalism we defined the quantum totally constrained system as a math-
ematically well-defined pair of a Hilbert space H and a set of self-adjoint operators
{hα}, and have not discussed the procedure to get such a pair from a classical
totally constrained system. As is well-known, such quantization procedures are
not unique and one can get an infinite number of (potentially) different quantum
systems from the same classical system depending on the choice of fundamental
variables and operator orderings. This non-uniqueness is unavoidable and cannot
be removed only by theoretical considerations in general. Here we point out an-
other source of non-uniqueness related to the assumption of self-adjointness on the
constraint operators.
When a real function of classical canonical variables is given, it is usually not
so hard to find a corresponding operator which is symmetric in a dense domain by
an appropriate choice of an operator ordering and a representation. However, it is
often difficult to find its self-adjoint extensions and such extensions are not unique
in general. In such cases even if the representation and the operator ordering of
the constraints are fixed, different self-adjoint extensions of them give different
quantum dynamics in our formalism.
For example, let us consider the minisuperspace model of a spatially homo-
geneous universe with a positive cosmological constant. If we take the logarithm
of the cosmic scale factor, α, and its conjugate momentum p as the fundamental
canonical variables, the constraint function h is given by
h = f(α, p)[−p2 −Ke−4α + Λe6α], (4.94)
where K is the spatial curvature, Λ is the cosmological constant, and f(α, p) is an
arbitrary positive function[2]. Here for the technical simplicity we take f = e−4α
and fix the operator ordering of the form
h = e−αpe−2αpe−α + Λe2α −K. (4.95)
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Then in the coordinate representation
Φ = Φ(α) ∈ H = L2(R2), (4.96)
p = −i d
dα
, (4.97)
h is represented as
hΦ =
d
dα
(
e−4α
dΦ
dα
)
+ (Λe2α −K + 3e−4α)Φ, (4.98)
which is symmetric on the set of smooth rapidly decreasing functions. When we
introduce the variables
z =
1
2
Λ1/3e2α, (4.99)
w(z) = e−αΦ(α), (4.100)
h is transformed to
(Φ1, hΦ2) = (2Λ)
1/3
∫ ∞
0
dzw1(z)
(
d2
dz2
+ z − K
(2Λ)2/3
)
w2(z). (4.101)
Since the inner product is written as
(Φ1,Φ2) = (2Λ)
1/3
∫ ∞
0
dzw1(z)w2(z), (4.102)
we easily see that h is self-adjoint if and only if w(z) satisfies the condition that
µ := w(0)′/w(0) is a real constant. Hence we obtain an infinite number of different
self-adjoint extension of h depending on the choice of µ(−∞ ≤ µ ≤ ∞).
This freedom in the self-adjoint extension affects the quantum dynamics. In
the present case for the boundary condition w′(0) = µw(0) the orthonormal set of
weak solutions to
hvλ(α) = λvλ(α) (4.103)
is given by
vλ(α) =
(2Λ)−1/3√
1 + ν(λ˜)2
eα
[
Ai(λ˜− (Λ/4)1/3e2α) + ν(λ˜)Bi(λ˜− (Λ/4)1/3e2α)
]
,
(4.104)
where Ai(x) and Bi(x) are Airy functions, and
λ˜ := (2Λ)−2/3(λ+K), (4.105)
ν(λ˜) := −µAi(λ˜) + Ai
′(λ˜)
µBi(λ˜) +Bi′(λ˜)
. (4.106)
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Since the direct integral representation by the central decomposition is given by
uλ(Φ) := φ(λ) =
∫ ∞
−∞
dαvλ(α)Φ(α), (4.107)
Φ(α) =
∫ ∞
−∞
dλφ(λ)vλ(α), (4.108)
from Proposition 4.1, the acausal subspaces and the linear null manifold depends
on the choice of µ. The same problem occurs in systems with scalar fields.
Another subtlety of our formalism is the fact that the causal mapping is con-
formal but not isometric in general. Let us consider the simple example above
again. In this example the physical subalgebra is trivial and the irreducible physi-
cal acausal subspaces are all one-dimensional. Hence the quantum dynamics should
be trivial in our formalism, but the conformal factor behaves non-trivially.
Let L(χ) be an irreducible physical acausal subspace. Then in the direct integral
representation Φ ∈ L(χ) is expressed as φ(λ) = cχ(λ) where c is a complex constant
and χ(λ) is a function such that ||χ|| = 1 and
∫ ∞
−∞
dλ
|χ(λ)|2
λ2
=∞. (4.109)
For simplicity we assume that χ(λ) is continuous at λ = 0. Then this acausality
condition is simply given by the condition χ(0) 6= 0. If we express the relative
probability amplitude Ψ as
Ψ(Φ) =
∫ ∞
−∞
dαΨ(α)Φ(α), (4.110)
by the same argument as in the previous subsection we obtain
Ψ(α) = χ(0)−1ψv0(α), (4.111)
where ψ is a complex number parametrizing Ψ and is related to the norm of Ψ as
||Ψ||L(χ) = |ψ|. (4.112)
Hence for two acausal subspaces L(χ1) and L(χ2) which are conformally related,
the norms of Ψ on each subspaces are related by
||Ψ||L(χ2) = |
χ2(0)
χ1(0)
|||Ψ||L(χ1). (4.113)
On the other hand for the causal mapping
Θ : L(χ1)→ L(χ2), (4.114)
its conformal factor is given by
||Θ(Φ)||
||Φ|| = |
χ1(0)
χ2(0)
|. (4.115)
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Hence the ratio of the norms of Ψ coincides with the inverse of the conformal factor.
Here note that due to the normalization ||χ|| = 1 the value |χ(0)| represents
how well the hamiltonian constraint is satisfied for states in the acausal subspaces
L(χ). Hence for acausal subspaces on which the hamiltonian constraint is poorly
satisfied the norm of Ψ becomes small and the conformal factor becomes large.
Thus the conformal factor of the causal mapping seems to have some physical
significance. This point is neglected in our formalism because we have restricted
the comparison of the probability within state vectors in the same irreducible
physical acausal subspace. Hence in our formalism it is equally allowed to consider
an acausal subspace for which χ(λ) is concentrated around a value of λ such that
h(λ) 6= 0 if χ(0) 6= 0, i.e., the hamiltonian constraint is quite poorly satisfied. This
aspect may appear unsatisfactory to some people, but it seems to be an inevitable
feature of the canonical approach to the author because in the canonical approach
the choice of an instant is not an object of dynamics.
5 Discussions
In this paper we have developed a general framework to formulate the quantum
dynamics of totally constrained systems without gauge fixing or without referring
to special time variables by considering a unbounded relative probability ampli-
tude Ψ and postulating the constraints as the weak hamiltonian constraints on
Ψ. In particular we have shown that the quantum dynamics as regarded as causal
mappings among irreducible physical acausal subspaces is unitary or conformal
if the W ∗-algebra of constants of motion is of type I, which includes the abelian
constrained systems.
The weak hamiltonian constraints, which are the basic dynamical equation in
our formalism, are in a sense a dual form to the conventional Dirac constraints, and
at a first glance appear to be the same as the latter. In fact, in many arguments
in which mathematical rigor is neglected, they are not properly distinguished.
However, these two formulations are in reality quite different because in the latter
the states satisfying only the constraints are regarded as physical and only the
operators commuting with the constraints are includes as observables, while in our
formulation the constraints do not restrict states nor observables by themselves.
This difference is crucial in incorporating operators corresponding to time variables
in the classical theory as observables, and in making possible to discuss dynamics
in the quantum framework without losing link to measurements.
The most prominent feature of our formulation is its flexibility in the description
of dynamics. In particular, we can consider the gauge fixing or the reduction and
investigate the relation between two reductions corresponding to different gauge
fixings completely within the quantum framework unlike in the usual approaches.
Further, though we have investigated in detail the dynamics among irreducible
physical acausal subspaces in order to make sure that the formulation is physically
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sensible, the framework itself allows us to discuss the dynamics among incomplete
acausal subspaces which are selected by gauge conditions depending on states or
relative probability amplitude functionals.
Of course we had to pay some cost to allow this flexibility. In particular in
our formalism we had to give up determining the relative probability of all the
states in the state space from a state vector given by measurements. Though this
restriction of prediction is partly caused by the implicit smoothness requirement of
dynamics as explained in §3.6, it is also caused by the fact that the instant operators
do not commute with each other in general as we cannot predict the probability
distribution for the position measurement and the momentum measurement at
the same time simultaneously in quantum mechanics. Hence this restriction is
inevitable as far as we allow the state vectors carry information on instants.
Finally we would like to comment on the application of our formalism to quan-
tum gravity. In principle our formalism, or more precisely, our framework is ap-
plicable to quantum gravity regardless whether it is based on general relativity or
superstring theories. However, in order to investigate concrete dynamical problems
of quantum gravity in our framework, we must solve lots of practical problems in
advance. First of all, we must explicitly construct the Hilbert space and the math-
ematically well-defined representation of constrained operators on it because they
are the starting point of our framework. For that purpose, for example in the
case of quantum gravity based on general relativity, a mathematically well-defined
classical canonical formalism must be constructed, and then some prescription for
the operator ordering and the regularization must be given. These are quite hard
tasks which have been attacked so far by many people with little success. Further
the requirement of self-adjointness on the constraint operators in our formalism
may provoke additional cumbersome problems as discussed in §4.4.
Here note that this requirement of self-adjointness is not essential for the main
part of our formalism because the W ∗ algebra C of constants of motion can be
defined even if the constraint operators are not self-adjoint and the theorems in
§3 depends only on the structure of the W ∗ algebras apart from Proposition 3.10.
Hence our formalism can be applied to the complex canonical theory based on
the Ashtekar variables[9, 2] with slight modifications. The essential point of the
argument in §4.4 is that the dynamics depends on the choice of the domains of the
constraint operators.
Even if a mathematically well-defined quantum totally constraint system is
constructed, there remains a problem. It is the type of the W ∗-algebra C, or
equivalently its commutant W = C′. If it turns out to be of type I, the formalism
developed in this paper is directly applicable. However, if it is of type II or type
III, we must extend our formalism to physical acausal subspaces which are not
irreducible with respect to the physical subalgebras. At present we have no idea
on the type of C of quantum gravity.
In this connection we should comment on the commutation relations of the
constraint operators. In the conventional Dirac quantization of totally constrained
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systems the commutation relations of the constraint operators are regarded as
having a fundamental importance because they determine the consistency of the
quantum constraint equations. However, in our formulation, no condition is im-
posed on them. This is not because they are not important but because they are
implicitly built in the algebraic structure of the relevant W ∗-algebras. For ex-
ample, if some commutator of two constraint operators is an invertible operator,
W coincides with all the bounded operators of the Hilbert space and C becomes
trivial.
These problems are very difficult to solve in a general form at the present stage.
However, the investigation of them in simplified theories or subsector of the full
theory such as (2 + 1)-theories, minisuperspace models, and quantum black holes
with high symmetries is possible and is expected to give a hint on the generic
situations. It is going to be done in subsequent papers.
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