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This contribution follows up the paper [3] dealing with the finding of the best deterministic
approximation of the Brownian motion using the known thermostatic oscillator. The purpose
was to use this approximation in the model of the molecular motor dynein. We used different
criteria like entropies, complexity, Lyapunov exponents etc. The developed program seems to
be suitable also for the analysis of the ECG signal to predict the heart arrhythmia before they
occur. It is an actual problem investigated on experimentally obtained rabbits’ ECGs.
Some criteria exist, like index of cardiac electrophysiological balance (iCEB), or others
which are more complicate. They need more leads and manual treating. Therefore, we have
tried to use some of the criteria based on entropy mentioned above. As a basis seems to be
useful the permutation entropy [2].
From all criteria, we chose after analysis two of them – new empirical amplitude aware
permutation entropy [1] and information exergy index combining singular value decomposition
(SVD) and information exergy [5]. The first criterion corresponds with the properties of the
ECG signal in the one given time interval and the second one takes into account the changes
during a longer time.
In the following, we try to explain both criteria very shortly:
Entropy (information entropy). Entropy is the measure of the disorder of a closed system.
We suppose the rabbits’ ECG signal with arrhythmia in comparison of the healthy rabbits has
some irregularities. The criteria based on entropy seems to be the best suitable. A lot of possi-
bilities to define the entropy of the time series exist, like the ECG signal. As a very simple and
effective, we have chosen the permutation entropy, introduced in [2].
Permutation entropy. Let us have a one-dimensional time series S = {xt; t = 1, 2, . . . , N}.
In the arbitrary time s, we introduce a D-dimensional vector (s)→ (xs−(D−1)τ , xs−(D−2)τ , . . . ,
xs−1τ , xs), where τ is the delay (usually equal 1). To this vector, we assign the ordinal pattern
which is permutation pi = (r0, r1, . . . , rD−1) from the order number of the elements of the
vector elements. It is defined with the inequality
xs−rD−1 ≤ xs−rD−2 ≤ . . . ≤ xs−r1 ≤ xs−r0 . (1)
The number of these permutations – patterns – is D!. For N  D! we can write for the
probability of pi
p(pi) =
number of patterns pi
N −D + 1 . (2)
168
The probability distribution is then P = {p(pi)}. Putting these probabilities into the known
formula of Shannon entropy
S(P ) = −
N∑
j−1
pj ln pj , (3)
we obtain the permutation entropy.
Amplitude-aware permutation entropy (AAPE). Original permutation entropy has two weak-
nesses: First, it does not take into account the different absolute values and differences of vectors
elements creating the same patterns (for example, (2,1,4) creates the same pattern as (20,1,40)).
The second problem is that the vector has the same elements with the same values. Their in or-
der of emergence is ranked (e.g., (2,4,4) can create the same pattern as (2,3,4)). Azami [1] tried
to solve these problems in the following approach: To the probability, he added the probabilities
A
D
D∑
k=1
|xs−(k−1)τ |+ 1− A
D − 1
D∑
k=2
|xs−(k−1)τ − xs−(k−2)τ |, (4)
whereA is chosen from the range [0,1]. In case of two or more vector elements having the same
value, into account is taken only the corresponding part – for two same elements the half, for
three the third etc.
Information exergy. Information exergy is equal the change (or transfer) of the Kullback
information between the supposed state (the ECG of the healthy rabbits) and the actual state.
Generally, it is given with formula
K(p0, p) =
∫
p log
p
p0
dt . (5)
The actual state can be the function of time τ this can evaluate the change of state during the
time
K(p0, p(τ)) =
∫
p(τ) log
p(τ)
p0
dt . (6)
The problem is how to express this change using only one variable. Zhang [5] calls this vari-
able again information exergy and mentions that it is a ”time cumulating function of information
entropy”
Y(τ2) =
∫ τ2
τ1
S(τ)dτ, (7)
where S(τ) is information entropy obtained in the time moment τ from the neighbouring part
of the time series s.c. window WS. The discretised formula is
Y(m− 1) =
m−1∑
i=1
S(i) + S(i+ 1)
2
, (8)
where m = 1, 2, . . . ,M is a moment in the solved time interval. All these Y(m− 1) can be
arranged into a column vector Y. If we choose K different time intervals (τ1, τ2) from the time
series (ECG), it is possible to create the information exergy matrix F((M− 1)×K) from the
corresponding vectors Y:
F =

S(1, 1) + S(2, 1)
2
S(1, 2) + S(2, 2)
2
· · · S(1, K) + S(2, K)
2∑2
i=1
S(i, 1) + S(i+ 1, 1)
2
∑2
i=1
S(i, 2) + S(i+ 1, 2)
2
· · · ∑2i=1 S(i,K) + S(i+ 1, K)2... ... . . . ...∑M−1
i=1
S(i, 1) + S(i+ 1, 1)
2
∑M−1
i=1
S(i, 2) + S(i+ 1, 2)
2
· · · ∑M−1i=1 S(i,K) + S(i+ 1, K)2

. (9)
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It is necessary to mention that the different time intervals can be used as the different leads
of ECG. Articles [4] and [5] suggest how to obtain from the information exergy matrix one
parameter called information exergy index. For this purpose, it is necessary to use singular
value decomposition. The decomposition of the matrix F in the product of three matrices
F = UΣVT , (10)
where Σ is the diagonal matrix. The diagonal entries are the singular values. They are for
the square matrices equal the square root of the eigenvalues of the matrix FFT . The greatest
singular value σ can be used as an indicator of entropy changes of the time series during the
time.
As a most effective has been shown to use both parameters AAPE and σ. Both these criteria
should distinguish two groups of ECG – ECG of the healthy rabbits and of the rabbits with both
types of arrhythmia (Torsades de Pointes (TdP) and non TpD).
The first one characterises the basic ordering of the ECG signal and the second one its
change during time. A time series is chosen the series the peaks of the ECG signal, which is a
special type of the Poincare section (Fig. 1). Our code is called Rabbits ExergyMES1.m.
Fig. 1. Poincare section of the ECG signal
To verify the efficiency of this method, we have analysed 39 rabbits’ one-lead ECG. They
were divided into three groups healthy rabbits, rabbits with TdP arrhythmias and rabbits
with non-TdP arrhythmias. The experiment is the result of the in vivo study realised in the
Biomedicine Centre of the Faculty of Medicine in Pilsen. The result is shown in Fig. 2.
Conclusions. From the result, we can conclude:
1. AAPE allows distinguishing rabbits without arrhytmias and rabbits with (TdP) arrhythmias
with good sensitivity and specificity.
2. The parameter σ cannot distinguish between healthy and non-healthy rabbits, but its value is
in some boundary smaller for healthy rabbits.
3. The method does not allow to distinguish between TdP and non-TdP arrhythmias. Although,
it can be seen the growing number of TdP arrhythmias with the growing σ. The tendency is
opposite for the non-TdP. It can be a task for further research.
The introduced methods are very simple and offer the possibility to select the ECG of
healthy rabbits. Further analysis and comparison with other published methods are needed.
Also, it is necessary to apply to human ECG.
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Fig. 2. Green-healthy rabbits, red-rabbits with TdP arrythmias and blue-rabbits with non-TdP arrythmias
Acknowledgements
Rosenberg and Krejcˇova´ were supported by European Regional Development Fund-Project
”Application of Modern Technologies in Medicine and Industry” (No. CZ.02.1.01/0.0/0.0/
17 048/0007280) and by the project LO1506 of the Czech Ministry of Education, Youth and
Sports. Nalos, Jarkovska´ and Sˇtengl were supported by the National Sustainability Program I
(NPU I) Nr. LO1503 provided by the Ministry of Education Youth and Sports of the Czech
Republic.
References
[1] Azami, H., Escudero, J., Amplitude-aware permutation entropy: Illustration in spike detection
and signal segmentation, Computer methods and programs in Biomedicine 128 (2016) 40-51.
[2] Bandt, C., Pompe, B., Permutation entropy: A natural complexity measure for time series, Physi-
cal Review Letter 89 (2002) No. 174102, doi: 10.1103/PhysRevLett.88.174102.
[3] Rosenberg, J., Byrtus, M., Time-reversibly thermostatic oscillators in the modelling of dynein,
Proceedings of the 33th conference Computational Mechanics 2017, Sˇpicˇa´k, University of West
Bohemia, 2017, Plzenˇ, pp. 115-116.
[4] Tian, J. et al., Fault diagnosis of intershaft bearings using fusion information exergy distance
method, Shock and Vibration 2018 (2018) No. 7546128, doi: 10.1155/2018/7546128.
[5] Zhang, B., Zhang, L., Xu, J., Liu, J., Information exergy-based method for structural damage
diagnosis, Journal of Vibroengineering 15 (3) (2013) 1606-1618.
171
