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Abstract. In this work, nonlinear longitudinal vibrations of a finite composite rod are studied 
including geometric and physical nonlinearities. An original boundary value problem for a 
heterogeneous rod yielded by the macroscopic approximation obtained earlier by the higher-order 
asymptotic homogenization method is used. The effects of internal resonances and modes coupling 
are predicted, validated and analyzed. The defined novel continuous problem governed by PDEs is 
solved using space-discretization and the method of multiple time scales. We are aimed at 
understanding and analyzing how the presence of the microstructure influences the processes of 
mode interaction. It is shown that, depending on a scaling relation between the amplitude of the 
vibrations and the size of the unit cell, different scenarios of the modes coupling can be realized. 
Additionally to the asymptotic solution, numerical simulation of the modes coupling is performed 
by means of the Runge-Kutta fourth-order method. The obtained numerical and analytical results 
demonstrate good qualitative agreement. 
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1. Introduction 
 
 It is well known and widely observed in engineering that nonlinear dynamical effects belong 
to the main factors responsible for the composite constructions strength and their long-time 
operating ability. It should be emphasized that nonlinear elastic moduli of rigid bodies are highly 
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sensitive to changes of microstructure patterns [1]. Experimental investigations show that nonlinear 
characteristics of dynamical processes are associated with internal material reconstruction on the 
nanoscale levels, which cannot be directly predicted by the standard methods of investigation. Full 
understanding and analysis of the mentioned nanoscale processes require application of novel 
acoustic-based diagnosis and health monitoring of the mentioned events in order to achieve a 
possibility of their control. On the other hand, the particular features of nonhomogeneous material 
objects, including wave dispersion and accumulation thresholds, selected reflection, and other, can 
be understood and then employed while designing novel materials dedicated to various technical 
applications including noise- and vibro-isolated covers, vibration dampers, acoustic filters, 
ultrasound sensing and amplifying, wave transmitting, etc.  
 For a theoretical description of the nonlinear dynamical effects in composite materials, a 
number of higher-order continuum models mainly focused on reduction of heterogeneous objects to 
the homogeneous ones were proposed, For detailed reviews of the subject, we refer to Ting [2], 
Engelbrecht and Braun [3], Erofeev [4], Cattani and Rushchitsky [5], and Rushchitsky [6]. The 
mentioned homogeneous models are widely employed in infinite spaces, which gives a possibility 
of application of wide palette of methods offered by modern Nonlinear Physics (inverse scattering 
transforms, theory of solitons, library of integrated  nonlinear equations, etc., see Bhatnagar [7], 
Porubov [8], Samsonov [9] for more details). Surprisingly, a little is known while dealing with the 
spaces of finite dimensions, which are also associated with novel dynamical phenomena. The latter 
include chatter type reflections, which are associated with occurrence of complex boundary value 
problems.  
 The effect of internal resonances may arise in nonlinear multi-degree-of-freedom systems, 
when natural frequencies of the modes become commensurable with each other. Then, the presence 
of nonlinearity induces coupling between different modes even in zero-order approximation. Then, 
complicated modal interactions occur, which may result in a self-generation of higher-order modes. 
In such a case, truncation to the modes having nonzero initial energy (which is usually encountered 
while studying vibrations of continuous structures) will not be valid and all resonant modes should 
be taken into account simultaneously. 
 The nonlinear phenomena of modes coupling and internal resonances have been intensively 
investigated for homogeneous structures. For this purpose, either numerical [10] or asymptotic 
approaches [11-14] have been applied. The latter allow getting more adequate imagination of the 
qualitative/quantitative system dynamical behavior and this gives also a motivation for our paper. 
Simultaneously, the nonlinear dynamic behavior of heterogeneous solids was considered to a 
significantly less extent. Several studies on nonlinear vibrations of composite structures were 
presented in references [15–17]. However, many authors have focused on laminated plates and 
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shells that include a small number of layers (usually only a few), so the influence of a 
microstructure was not thoroughly investigated. Only very recently, vibrations of a heterogeneous 
rod embedded in a nonlinear elastic medium were considered in [18]. 
 In this paper, natural longitudinal vibrations of an elastic periodically heterogeneous rod are 
studied. Geometric and physical nonlinearity of the problem is taken into account. We are aimed at 
answering the following important question: How does the presence of the microstructure affect the 
processes of internal resonances and mode interactions? It should be mentioned that the governing 
macroscopic dynamical equation has been obtained earlier with the help of the asymptotic 
homogenization method [19, 20], where the method of multiple time scales has been employed for 
the analysis of nonlinear dynamical behavior of the rod. 
 The paper is organized as follows. In Section 2, the input problem is formulated. In Section 
3, the perturbation procedure for a homogeneous rod is introduced. In Section 4, the influence of the 
microstructure is analyzed. In Section 5, we present a numerical simulation of the energy transfers 
between different modes. Conclusion remarks are presented in Section 6. 
 
2. Input problem 
 
 We consider a periodically heterogeneous composite rod consisting of alternating layers of 
two different components ( )1Ω  and ( )2Ω  with a perfect bonding at the interface ∂Ω , as it is shown 
in Fig. 1. Natural longitudinal vibrations in the direction x  are studied. 
 
 
Fig. 1. Heterogeneous rod under consideration. 
 
 Structures of such type can be employed for vibration/shock control, in particular with 
respect to banded or band-gap structures [21]. In nanomechanics, great attention has been recently 
paid to 1D bilayer assemblies of nanowires or nanotubes [22]. Furthermore, the model shown in 
Fig. 1 can be also employed while studying the non-linear dynamics of trains, multistage rockets as 
well as the gas- and oil- pipelines. In the case of the lattermost, steel pipes are joined by rubber 
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compensators. In many cases, the applied fitting can be modelled with the use of homogeneous rods 
with periodically varying cross sections. In this case, it is useful to consider first an equivalent 1D 
model that assumes constant cross section but varying material properties. 
 Geometric nonlinearity appears due to nonlinear relations between the elastic strains and the 
gradients of displacements and is described by the Cauchy–Green strain tensor [23]. Physical 
nonlinearity displays a deviation of the stress–strain relations from classical Hooke’s law. It is 
modeled representing the energy of deformation as a series expansion in powers of invariants of the 
strain tensor and taking into account the higher-order terms. Nowadays, the latter series is known as 
the elastic potential (see Murnaghan [24]). It should be noted that the origin of this approach can be 
found in the work of Landau and Rumer [25], whereas the five time-points model of elasticity was 
proposed by Voigt in 1893 [26].  
 The energy of deformation W  of a nonlinear body can be expressed by the Murnaghan [24] 
elastic potential: 
 
 
1 1 1 2 1 2 1 3 2 3 1 1 1 2 1 1
2 2 2 31 1 1
2 3 3k k k k k k k k k k k k k k k k
W A B Cλε µε ε ε ε ε ε ε= + + + + , (1) 
 
where 
1 2k k
ε  are the strains, 
 
 3 31 2
1 2
2 1 1 2
1
2
k kk k
k k
k k k k
u uu u
x x x x
ε
 ∂ ∂∂ ∂
= + +  ∂ ∂ ∂ ∂ 
,   
1 2 2 1k k k k
ε ε= ,   1 2 3, , 1,2,3k k k = . (2) 
 
       Furthermore, iu  stand for the displacements, λ , µ  are the Lamé elastic constants, and A , B , 
C  are the Landau elastic constants.  
 The stresses 
1 2k k
σ  are defined as follows: 
 
 
( )1 2 1 2
k k
k k
W
u x
σ ∂=
∂ ∂ ∂
. (3) 
 
 Observe that the expressions (1) and (2) describe the effects of physical and geometric 
nonlinearity, respectively. 
 The nonlinear dynamical equation for each of the layers ( )iΩ  reads 
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2 ( ) ( ) 2 ( ) 2 ( )
2 2 2
1 1 1
i i i i
i i i
u u u u
x x x t
α β ρ∂ ∂ ∂ ∂+ =
∂ ∂ ∂ ∂
, (4) 
 
where iρ  is the mass density, 2i i iα λ µ= + , ( ) ( )3 2 2 3i i i i i iA B Cβ λ µ= + + + + , the indexes 1,2i =  
denote different components of the structure. 
 At the interface ∂Ω , we assume perfect bonding conditions that correspond to the equalities 
of displacements and tractions, which means that: 
 
 { }(1) (2)u u
∂Ω
= , 
2 2(1) (1) (2) (2)
1 2
1 2
1 1 1 12 2
u u u u
x x x x
β βα α
∂Ω
    ∂ ∂ ∂ ∂ + = +    ∂ ∂ ∂ ∂     
.   (5) 
 
 In [19, 20], for this problem, the higher-order asymptotic homogenization method was 
applied. The basic idea of this method can be described as follows. Let us distinguish two spatial 
scales: microscale, associated with the size l  of a periodically repeated unit cell, and macroscale, 
associated with the length L  of a travelling wave. Supposing l L< , we define a small parameter 
l Lδ =  that characterizes the rate of heterogeneity of the problem. Instead of the original 
coordinate variable x , let us introduce so called slow 1x x=  and fast 
1
1xx δ
−=  coordinates (for the 
slow coordinate, we keep the previous notation x ). The derivative reads 11x x ε x
−∂ ∂ = ∂ ∂ + ∂ ∂ . 
The displacement field u  is searched as the asymptotic expansion 
 
 ( ) ( ) 2 ( )1 0 1 2( , ) ( , ) ( , , ) ( , , ) ...
i i iu x t u x t u x t u x tδ x δ x= + + + .                                     (5a) 
 
 Here, the first term 0u  represents the homogeneous part of the solution; it varies slowly on 
the macroscale and does not depend on fast variables. The next terms ( )iju , 1,2,3,...j =  provide 
corrections of the orders jδ  and describe local variations of the displacements on the microscale. 
The spatial periodicity of the composite induces the same periodicity for ( )iju  with respect to x : 
( ) ( )( , , ) ( , , )i ij ju x t u x L tx x= + . 
 Splitting the input problem (4), (5) with respect to δ , we come to a recurrent sequence of 
cell problems considered within a unit cell of the composite structure. Solutions to the cell problems 
are provided by the terms ( )iju . We find them asymptotically using series expansions in powers of 
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the displacement gradients ( )iju x∂ ∂ . Finally, performing the homogenization by the fast coordinate 
x  over the unit cell domain, we obtain a homogenized (so called macroscopic) dynamical equation: 
 
 
2 2 4 2
2
1 2 32 2 4 2
u u u u uE + E +l E =
x x x x t
ρ∂ ∂ ∂ ∂ ∂
∂ ∂ ∂ ∂ ∂
, (6) 
 
where u  is the longitudinal displacement; l  is the size of the unit cell; 1E , 2E , 3E  are the effective 
elastic coefficients; ρ  is the effective mass density. In the l.h.s. of equation (6), the first term is 
associated with a linear elastic response of a homogeneous solid. The second term accounts for 
nonlinear effects (both physical and geometric). The third term describes the influence of the 
microstructure. 
 For the effective coefficients, explicit analytical expressions are derived in [20]: 
 
 
(1) (2)
1 (1) (2) (2) (1)E c c
α α
α α
=
+
, 
( ) ( )
( )
3 3(1) (1) (2) (2) (2) (1)
2 3(1) (2) (2) (1)
c c
E
c c
β α β α
α α
+
=
+
, 
 ( ) ( )
( ) ( )
24 (1) (2)2 2(1) (2) 0
3 2 2 (2) (1)(1) (2)
1
12
v z zE c c
z zv v
 
= − 
 
, (1) (1) (2) (2)c cρ ρ ρ= + , 
 
where ( ) ( )i ic l l=  are the volume fractions of the components; ( ) ( ) ( )/i i iv α ρ=  are the velocities of 
propagation through each of the components in the linear case; ( ) ( ) ( )i i iz α ρ=  are the acoustic 
impedances of the components; the superscripts ( )i , 1,2i = , refer to different components of the 
composite material; ( ) ( ) ( )2i i iα λ µ= + ; ( ) ( )( ) ( ) ( ) ( ) ( ) ( )3 2 2 3i i i i i iA B Cβ λ µ= + + + + ; ( )iρ  is the mass 
density;λ , µ  are the Lamé constants (elastic moduli of the second order), and A , B , C  are the 
Landau constants (elastic moduli of the third order).  
 It should be noted that analytical results for the linear effective coefficients 1E , 3E  are 
available in the existing literature [27], while the proposed solution regarding introduction of the 
nonlinear elastic modulus 2E  belongs to a novel input of our research. 
 Though the coefficients 1E , 3E  are always positive, 2E  is negative for the most industrial 
materials (it will be positive in the case of a physically linear solid). The typically used magnitudes 
of the elastic coefficients are as follows: 2 1 ~ 10E E , 
2
3 1 ~ 10E E
− . 
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 Equation (6) presents an asymptotic approximation of the original problem. It is valid only if 
the size of the microstructure l  is smaller than the macroscopic size L  of the entire body, / 1l L < . 
In reference [20], it was shown that good accuracy of the asymptotic approach is achieved for 
/ 0.4l L < , i.e., 2 2 1/ 10l L −≤ . 
 Let us introduce non-dimensional variables ( / )x = x Lπ , 1( / ) /t = t L Eπ ρ , /u = u A , 
where A  is the amplitude of the vibrations. For the simplicity, in the sequel, the over bars are 
omitted. Then, equation (6) takes the following nondimensional form 
 
 
2 2 4 2
2 2 4 2
u u u u u+ =
x x x x t
ε η∂ ∂ ∂ ∂ ∂+
∂ ∂ ∂ ∂ ∂
, (7) 
 
where 2 1( )( )= E E A Lε π , 
2 2 2
3 1( )( )= E E l Lη π .  
 Let us note that η  is always positive, whereas the sign of ε  depends on the properties of the 
material: 0ε <  if 3 0E <  (soft nonlinearity) and 0ε >  if 3 0E >  (hard nonlinearity). The variables 
η  and ε  may be considered as natural small parameters characterizing, accordingly, the rate of 
heterogeneity and the rate of nonlinearity. 
 Let us consider the case of clamped-clamped edges. The boundary and the initial conditions 
follow 
 
 (0, ) ( ) 0u t = u ,t =π ,  (8) 
 0( ,t) ( )u x =U x , 1( ,t) / ( )u x t =U x∂ ∂  at t 0= . (9) 
 
 It should be noted that equation (7) includes the fourth-order spatial derivative and, 
consequently, additional boundary conditions are needed. This is a typical difficulty that arises 
when higher-order models, derived originally for infinite media, are applied to bounded domains. In 
reference [28], this problem has been studied for a linear mass chain, when exact solution can be 
easily constructed. In particular, it has been shown that for the optimization needs regarding the 
most suitable frequencies and modes approximation, the following additional boundary conditions 
should be employed  
 
 2 2( , ) / 0u x t x =∂ ∂   at 0,x π= . (10) 
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    Motivated by the abovementioned description, we have also chosen the boundary conditions (10) 
in our investigations.  
 
3. Vibrations of a homogeneous rod 
 
 Behavior of the nonlinear problem (7)–(10) depends on the scaling relation between the 
small parameters η  and ε , which, in turn, is determined by the size l  of the microstructure and by 
the amplitude A  of the vibrations. In order to estimate a relation between the small parameters η  
and ε , the following parameter p  is introduced: pη ε� . It is clear that one may deal with the 
following three cases, i.e., 1p < , 1p >  and 1.p =  In the first case, the system can be linearized; in 
the second, the influence of dispersion can be neglected. The last case is of more interest, since both 
nonlinearity and dispersion can be included in the investigation. 
 The small parameters δ , η , ε  have the following scaling: l Lδ � , 2 2l Lη �  and, at  
1p = , ε η� . Therefore, 2δ ε� . We keep expansion (5a) up to the order 3δ  and neglect the terms 
of the order 4 2δ ε� . In equation (7), we keep the term of the order ε  and neglect 2ε . Thus, it can 
be seen that the developed asymptotic procedure is consistent and non-contradictory. This also 
corresponds to the results shown by Fish and Chen [27]. 
     In what follows, we consider the case when the size of the microstructure is considerably 
small ( 1p > ). Up to ( )pO ε  approximation, the influence of the microstructure can be neglected, 
and hence equation (7) takes the following form 
 
 
2 2 2
2 2 2
u u u u+ =
x x x t
ε∂ ∂ ∂ ∂
∂ ∂ ∂ ∂
. (11) 
 
 In order to solve the boundary value problem (11), (8), we need to apply a discretization 
procedure. It can be directly solved using, for instance, FEM [10]. Equivalently, it is possible to 
reduce the original problem to a dimer lattice using lattice approximation for the prediction of wave 
motion in laminates, which has been presented in references [29, 30]. Each of the mentioned 
approaches possesses its own benefits and drawbacks, which will be not discussed here. In our case, 
it is sufficient to apply only Fourier-sine series. Let us represent the displacement u  as a Fourier-
sine expansion, which satisfies the boundary conditions (8): 
 
 ( ) ( )1 2 3( , ) ( )sin( ) ( )sin 2 ( )sin 3u x t = q t x q t x q t x+ + …. (12) 
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 Substituting (12) into (11), we obtain: 
 
 ( )
2
21
1 1 1 2 2 3 3 42 3 6 0
d q + q + q q + q q + q q =
dt
ω ε +… , (13) 
 
2
2 22
2 2 1 1 3 2 42
1 3 8 0
2
d q + q + q + q q + q q =
dt
ω ε  +… 
 
, 
 ( )
2
23
3 3 1 2 1 42 3 6 0
d q + q + q q + q q =
dt
ω ε +… , 
 ( )
2
2 24
4 4 1 2 22 6 4 0
d q + q + q q + q =
dt
ω ε +… , 
 … ; 
 
where nω  is the frequency in the linear case, n = nω , whereas n  stands for the number of the mode, 
1,2,3,n = …. 
 The obtained system regarding the unknown function with odd and even number of the 
vibration mode is nonsymmetric. We do not violate a general aspect of our approach if we assume 
all functions with odd numbers equal to zero so that the remaining system will be described only by 
the functions with even mode numbers. It should be emphasized that it cannot be done vice versa, 
i.e., with respect to the functions with odd numbers due to the employed squared character of the 
nonlinearity.  
 Let us introduce different time scales 0t = t , 1t = tε  and let us represent nq  as an asymptotic 
expansion in powers of ε : 
 
 20 0 1 1 0 1( ) ( ) ( ) ( )n n nq t = q t ,t + q t ,t +Oε ε . (14) 
 
We note that 2 2 2 2 2 20 0 12 ( ) ( )d dt t t t Oε ε= ∂ ∂ + ∂ ∂ ∂ + . 
 Next, we substitute expressions (14) into equations (13) and collect the coefficients at equal 
powers of ε . In 0( )O ε  approximation we obtain 
 
 0 1 0 1 0( )cos( ) ( )sin( )n n n n nq = a t t +b t tω ω , (15) 
 
where 00(0) (2 ) ( )sin( )na U x nx dx
π
π= ∫ , [ ] 10(0) 2 ( ) ( )sin( )n nb U x nx dx
π
πω= ∫ . 
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 Consequently, employing the ( )1O ε  approximation to equations (13) yields 
 
 
22
2 1011
1 11 10 20 20 30 30 402
0 0 1
2 3 6qq + q = q q q q q q +
t t t
ω
∂∂
− − − − …
∂ ∂ ∂
, (16) 
 
22
2 22021
2 21 10 10 30 20 402
0 0 1
12 3 8
2
qq + q = q q q q q +
t t t
ω
∂∂
− − − − …
∂ ∂ ∂
, 
 
2 2
231 30
3 31 10 20 10 402
0 0 1
2 3 6q q+ q = q q q q +
t t t
ω
∂ ∂
− − − …
∂ ∂ ∂
, 
 
22
2 24041
4 41 10 30 202
0 0 1
2 6 4qq + q = q q q +
t t t
ω
∂∂
− − − …
∂ ∂ ∂
, 
 …  . 
 
 Straightforward integration of system (16) will lead to the appearance of secular terms in the 
expressions for 1nq . Secular terms grow without a bound in time, which is inconsistent with the 
physical properties of the conservative system under consideration. In order to eliminate secular 
terms, the coefficients of ( )0cos ntω  and ( )0sin ntω  in the r.h.s. of equations (16) must be equal to 
zero. Substituting expressions (15) into equations (16) and fulfilling the aforementioned condition, 
we obtain a system of equations for na  and nb , which gives a possibility to investigate the 
interactions between different modes. 
 We note that in the problem under consideration, an infinite number of modes can be 
involved into resonant interactions. In this paper, we consider only two leading modes and examine 
internal resonance between the modes 1 and 2 in detail the. The following reasons clarify and 
motivate our approach: 
1. We employ the homogenized model, whose area of application is limited to the lower part of 
the frequency spectrum. The mentioned reasons limit our consideration to the first modes 
only. 
2. As it will be shown in Section 5, excitation of the higher-order modes is greatly suppressed 
by the dispersion effects. 
3. The carried out numerical experiments reported in Section 5 show that even if the dispersion 
factors are not taken into account, the obtained results are valid for the relatively large time 
interval of the order 1ε − . 
4. In many real structures, higher modes are essentially affected by dissipation, caused by the 
viscosity of the material and/or internal friction. 
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 For the further analysis, it is convenient to introduce polar coordinates as follows: 
( )cosn n na = r ϕ , ( )sinn n nb = r ϕ , where nr  is the amplitude and nϕ  is the phase. After routine 
transformations, the condition of the elimination of secular terms gives: 
 
 ( )1 1 2 2 1
1
1 sin 2
4
dr = r r
dt
ϕ ϕ− , (17) 
 ( )11 1 2 2 1
1
1 cos 2
4
dr = r r
dt
ϕ
ϕ ϕ− − , (18) 
 ( )22 1 2 1
1
1 sin 2
16
dr = r
dt
ϕ ϕ− − , (19) 
 ( )222 1 2 1
1
1 cos 2
16
dr = r
dt
ϕ
ϕ ϕ− − . (20) 
 
 We consider particular solutions to the system (17)-(20). We begin with the case 1 0r = , 
2 0r ≠ . The system (17)-(20) yields 2 1 2( ) (0)r t = r , 2 1 2( ) (0)t =ϕ ϕ ,  i.e., the amplitude and the phase 
of the second mode are constant in time. This is true up to the order ε  for the timescale of order 
1ε − . If we start with zero initial energy in the first mode, there will be no energy present up to the 
order ( )O ε  on the timescale of order 1ε − . 
 It is easy to verify that 1 0r ≠ , 2 0r =  is impossible. It means that vibrations by a single mode 
1 are not possible. If initial energy presents the mode 1, energy transfer occurs between the modes 1 
and 2. Thereby, the modes 1 and 2 are coupled in the main (order of 0ε ) approximation. This effect 
is called the internal resonance. 
 Let us study this case in more detail. Multiplying equation (11) by 1r  and equation (13) by 
2r , adding both equations and performing the integration, one obtains 
2 2
1 24r + r = E . This formula 
represents the energy conservation law, where E  is the constant of integration having a physical 
sense of the full energy of the vibrations, 0E> . Since in the input nondimensional equation (2) the 
displacement u  has been normalized to the amplitude A  of the vibrations, without loss of 
generality, we let 1E = . Then, equations (11)–(14) can be written as follows: 
 
 ( )
2
2 2
1
4 1sin
16
dr r=
dt
ψ
− , (21) 
 ( )
2
2
1 2
12 1cos
16
rd =
dt r
ψ ψ
− ; 
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where 2 12ψ ϕ ϕ= − , 20 1 2r≤ ≤ . 
 We numerically integrate system (21) by the Runge-Kutta fourth-order method. All 
numerical evaluations presented in the paper are performed in the open-source CAS Maxima using 
in-built convergent-proved subroutines. Practical convergence of the solution is additionally 
verified by decreasing twice the step of the integration and checking that this will not affect the 
obtained numerical data. 
 In Fig. 2, the results are presented in ( 2 ,r ψ ) phase plane. The solution is 2π -periodic in ψ , 
and the parts of the phase diagram at 2 0r >  and at 2 0r <  are symmetric with respect to the line 
2 0r = . The critical points are located at 2 3 6r = ± , mψ π= ±  (centers) and at 2 1 2r = ± , 
2 mψ π π= ±  (saddles); 0,1, 2,...m = . We can observe that the system oscillates around an 
equilibrium state with a periodic energy transfer between the modes 1 and 2. 
 
 
Fig. 2. Phase plane in the case of a homogeneous rod. 
 
4. Influence of the microstructure 
 
 As the size of the microstructure increases, the parameters η  and ε  become of the same 
order of magnitude: ~η ε . In such a case, 2 2 1~10l L −  for 4~ 10A L − . The presence of the 
microstructure provides a kind of detuning effect for the phenomenon of internal resonance. Let us 
introduce the detuning parameter γ  of the order (1)O  as follows: 2 23 2( )( )( )E E l L L Aγ η ε π= = . 
The input dynamical equation (7) takes the form: 
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2 2 4 2
2 2 4 2
u u u u u+ =
x x x x t
ε εγ∂ ∂ ∂ ∂ ∂+
∂ ∂ ∂ ∂ ∂
. 
 
 Following the asymptotic procedure presented in Section 3, we obtain an additional 
contribution in system (21), which now reads  
 
 ( )
2
2 2
1
4 1sin
16
dr r=
dt
ψ
− , (22) 
 ( )
2
2
1 2
12 1cos 3
16
rd =
dt r
ψ ψ γ
−
+ . 
 Let us examine the solution in the domain 20 1 2r≤ ≤ , 0 2ψ π≤ ≤  only because for other 
values of 2r  and ψ  it can be continued periodically. In the case of a soft nonlinearity, 0<γ , 
examples of the phase plane are shown in Fig. 3. As γ  increases, one center moves to the left 
along the line ψ π= , whereas two centers move to the right along the lines 0ψ = , 2ψ π= . One 
saddle moves up and the other saddle moves down along the line 2 1 2r = . For 1 12γ = − , centers 
and saddles coincide at the points 2 1 2r = , 0ψ =  and 2 1 2r = , 2ψ π=  and then disappear. The 
only one center remains and, with the further increase in γ , it continues moving to the left along 
the line ψ π= . The area of the periodic energy transfers between the modes 1 and 2 narrows. 
 In the case of a hard nonlinearity, 0γ > , behavior of the system is illustrated in Fig. 4. As γ  
increases, one center moves to the right right along the line ψ π=  and two centers move to the left 
left along the lines 0ψ = , 2ψ π= . For 1 12γ = , one center and two saddles coincide at the point 
2 1 2r = , ψ π=  and disappear. With the further increase in γ , two centers continue moving to the 
left along the lines 0ψ = , 2ψ π=  and the intensity of the energy transfer between the modes 
decreases. 
 For both the soft and hard nonlinearity, the increase in the size of the microstructure 
suppresses the energy exchange between the modes, so the effect of internal resonance becomes 
negligible. 
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0.05γ = −  
 
0.1γ = −  
 
1γ = −  
Fig. 3. Phase plane in the case of soft nonlinearity. 
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0.05γ =  
 
0.1γ =  
 
1γ =  
Fig. 4. Phase plane in the case of hard nonlinearity. 
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5. Numerical simulation of the modes coupling 
 
 Now, we turn to numerical simulation of the energy transfer between different modes. The 
kinetic ( )kW  and the potential ( )pW  energy of the rod can be described as follows: 
 
2
( )
0
k uW dx
t
π ∂ =  ∂ ∫ , 
 
2 3
( )
0
1 2[ ]
2 3
p u uW dx
x x
π ε∂ ∂   = +   ∂ ∂   ∫ . (23) 
         Then, taking into account expansion (6), for the full energy nW  of the n-th mode, we easily 
obtain: 
 
 
2
2 2
2
n
n n
dqW n q
dt
π   = +  
   
. (24) 
 
 It is interesting to note that the second (nonlinear) term in expression (23) does not 
contribute to formula (24). The problem under consideration is quadratically nonlinear. Therefore, a 
contribution of the nonlinear term to the potential energy is of the same magnitude but opposite 
signs for extended and for compressed parts of the rod. The boundary conditions of the clamped-
clamped edges imply the Fourier-sine expansion of the displacement field. Then, after integration 
over the rod length, the contribution of nonlinearity is eliminated and expression (24) for the full 
energy is the same as it would be in the linear case. Without loss of generality, we can omit in 
formula (24) the coefficient 2π  and in the further evaluations let 2 2 2( )n n nW dq dt n q= + . 
 In all numerical examples presented below, we consider a soft nonlinearity (which is typical 
for the most industrial materials) and set 0.1ε = − . The increase in the magnitude of ε  makes the 
energy transfers faster; however, the qualitative behavior of the solution remains the same. 
Numerical integration is performed by the Runge-Kutta fourth-order method. 
 Firstly, let us consider vibrations of the purely homogeneous rod. The initial conditions are 
taken as follows: 
 
 1 1q = ,   2 0q = ,   1 2 0
dq dq
dt dt
= =  at 0t = ,  (25) 
 
which means that all the initial energy is localized in the first mode, whereas the initial energy of 
the mode 2 is zero.  If we truncate system (13) to the first two equations, a periodic energy 
17 
 
exchange between the modes 1 and 2 is observed (Fig. 5). Thus, the behavior of the structure is in 
agreement with the analytical results obtained in Section 3 (see Fig. 2).  
 
 
Fig. 5. Energy transfer between two leading modes in the homogeneous rod. 
 
 We should emphasize that despite the asymptotic solution developed in Section 3 is formally 
valid only at a relatively short timescale 1( )t O ε −� , it is possible to provide a correct prediction for 
much longer times. To illustrate this, in Fig. 6 we present the results for the energy of the mode 2. 
The blue curve corresponds to direct numerical integration of the original system (13) (keeping only 
the two first equations). The red curve corresponds to the solution of system (21), i.e., it describes 
0( )O ε  approximation of the method of multiple time scale. In the latter case, the energy of the 
mode 2 is described as 22 2 14 ( )W r t=  with 1t = tε . Since at 2 0r =  system (21) exhibits a singularity, 
as an illustrative example we accept the following initial conditions: 
 
 2 0.01r = ,   
2
1 21 4 0.99979998r r= − ≈ ,   1 2 0
dr dr
dt dt
= = ; (26) 
 2 2q r= ,   1 1q r= ,   1 2 0
dq dq
dt dt
= =  at 0t = . 
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Fig. 6. Energy of the mode 2 in the two-mode approximation of the homogeneous rod. 
Comparison of the asymptotic and numerical solutions. 
 
 As it was expected, accuracy of the asymptotic solution decreases in time. Nevertheless, the 
method of multiple time scales provides considerably good accuracy for a few first cycles of the 
energy exchange and, therefore, is able to give the correct qualitative prediction of the behavior of 
the system. We also note that if the initial energy of mode 2 increases (i.e., the magnitude of 2 (0)r  
in expression (26) increases), the timescale of applicability of the asymptotic solution extends. 
 It has been noted in Section 3 that an infinite number of modes can be involved into the 
resonant interactions. Fig. 7 displays energy transfers between the modes 1, 2, 3, and 4, evaluated 
by the truncation of system (13) to the four first equations. Again, the initial conditions correspond 
to the case when all the initial energy is localized in the mode 1: 
 
 1 1q = ,   2 3 4 0q q q= = = ,   0k
dq
dt
= ,   1, 4k =    at 0t = . (27) 
 
 From a theoretical standpoint, higher-order modes will be generated infinitively in time and 
the energy will be continuously pumped to the high-frequency part of the spectrum. However, this 
cannot be observed in real structures, where nonlinearity is compensated by dispersion and/or 
dissipation. 
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Fig. 7. Energy transfers between four leading modes in the homogeneous rod. 
 
 The presence of a microstructure leads to the dispersion effects. In order to analyze 
vibrations of the heterogeneous rod, we scale the small parameters in equation (7) as follows ~η ε  
and let (1)Oγ η ε= � . Then, a few additional terms appear in system (13), whose first four 
equations now read 
 
 ( )
2
21
1 1 1 2 2 3 3 4 12 3 6 0
d q + q + q q + q q + q q q =
dt
ω ε γ− , (28) 
 
2
2 22
2 2 1 1 3 2 4 22
1 3 8 16 0
2
d q + q + q + q q + q q q =
dt
ω ε γ − 
 
, 
 ( )
2
23
3 3 1 2 1 4 32 3 6 81 0
d q + q + q q + q q q =
dt
ω ε γ− , 
 ( )
2
2 24
4 4 1 2 2 42 6 4 256 0
d q + q + q q + q q =
dt
ω ε γ− . 
 
 The results of the numerical integration of system (28) with the initial conditions (27) are 
displayed in Fig. 8. Even a relatively small dispersion, 0.1γ = − , leads to a significant restriction of 
energy transfers to the higher-order modes. As the spatial period of the mode is shorter, it is more 
strongly affected by the dispersion. Therefore, the higher-order modes exhibit nearly linear 
behavior. As it can be seen from Fig. 8a, in such a case, truncation to only two leading modes may 
provide reasonable approximation. As the size of the microstructure increases, the dispersion grows 
and the energy exchanges between different modes become almost negligible (see Fig. 8b for 
0.3γ = − ). This observation agrees with the results of the asymptotic modelling presented in Section 
4. 
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a) 0.1γ = −  
 
b) 0.3γ = −  
Fig. 8. Energy transfers in the heterogeneous rod. 
 
6. Conclusions 
 
 Natural vibrations of a periodically heterogeneous rod are considered with an account for 
geometric and physical nonlinearity. The governing dynamical equation was obtained earlier by the 
method of classic higher-order asymptotic homogenization method [19, 20]. In this paper, the 
asymptotic analysis of the problem with the help of the method of multiple time scales is employed. 
If the size of the microstructure is relatively small in comparison to the amplitude of the vibrations, 
the essential effect of internal resonance takes place. It results in periodic energy transfers between 
different modes and in a modulation of their amplitudes. The resonant modes are coupled in 0( )O ε  
approximation, so the truncation to the modes having nonzero initial energy is not possible. We 
have studied in details the internal resonance between the leading modes 1 and 2, which is of 
primary importance for the engineering practice. 
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 If the size of the microstructure increases, the dispersion supresses the influence of 
nonlinearity. The energy transfers to higher-order modes are restricted, so truncation to only a few 
leading modes can provide a reasonable approach. The further increase in the dispersion eliminates 
the energy exchange between the modes and the internal resonances become negligible. 
 Apart from the asymptotic solution, numerical simulation of the modes coupling was 
performed by the Runge-Kutta fourth-order. The obtained numerical and analytical results 
demonstrate good qualitative agreement. 
 It should be also mentioned that we have omitted the damping effects. On the other hand, 
inclusion of damping results in fast damping to the higher vibration modes, and hence the 
interactions are also damped (they play an important role only in the initial part of the vibrational 
process). Furthermore, owing to the results reported in reference [31], the modes are damped 
following the rule 2exp( ),n β− where n denotes the vibration mode number, whereas 0β >  is the 
parameter responsible for the rod damping properties. 
 The results presented in the paper can be applied to facilitate the development of new 
efficient methods of nondestructive testing. Measuring the characteristics of nonlinear vibrations at 
different amplitudes allows us to receive precise information about the internal structure of 
heterogeneous solids. This sometimes that may be not possible within a linear framework. 
Changing properties of the microstructure (e.g., using piezoelectric effects or 
saturation/desaturation of porous media) makes it possible to tune the macroscopic dynamic 
response of nonlinear structures. This can be useful for a design of new active control devices in 
various branches of engineering. 
 The effect of internal resonance may be applied for the purposes of vibration damping. 
Nonlinear coupling between the vibrating modes may help to transfer mechanical energy from low- 
to high-order modes and, therefore, to essentially decrease the amplitude of the vibrations. 
 Finally, it has been mentioned in the text body, that our approach does not allow taking into 
account the dissipation effects. This can be important, since internal resonances and energy 
transmission in vicinity of the first Brillouin zone of linear oscillations can be studied. This 
requires, however, application of the method of higher frequency homogenization [32-34] already 
in the beginning of the asymptotic procedure. Then, the algorithm of the asymptotic steps, described 
in our work, can be directly applied to solve more real world oriented problems with dissipative 
factors. 
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