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Resumen. En este trabajo se presenta un mapeo sistemático de la literatura, a los 
fines de proporcionar una revisión comprensiva de las investigaciones que deta-
llan la aplicación de las técnicas de Aprendizaje Automático (AA) en el área de 
Ingeniería de Requerimientos (IR) para enriquecer técnicas y procedimientos tra-
dicionales. Los resultados obtenidos destacan propuestas alentadoras orientadas 
principalmente, a la predicción de fallas y clasificación de los requisitos de soft-
ware. Sin embargo, se detectó que los estudios que utilizan técnicas de AA en 
sus propuestas, aún precisan de una mayor validación empírica para ser amplia-
mente aceptadas y aplicadas en entornos de desarrollo de software. Consecuen-
temente, esta situación denota la necesidad de continuar investigando y profun-
dizando sobre posibles aplicaciones del AA en el área de IR.  
1   Introducción 
En la actualidad, el software resulta un activo esencial en todas las organizaciones. 
Las restricciones y expectativas de los stakeholders hacen de su desarrollo un proceso 
poco trivial, que consume tiempo y esfuerzo. Esta situación, conduce a los ingenieros 
y gerentes de proyecto a centrar su trabajo en la resolución de los diversos problemas 
que surgen durante el proceso de desarrollo del software. Es por ello que, en los últimos  
años, ha surgido un creciente interés por las técnicas que emergen de las áreas de la 
Inteligencia Artificial, y particularmente en el Aprendizaje Automático (AA), a los fi-
nes de, explorar su utilidad en aplicaciones de software, y enriquecer técnicas y proce-
dimientos tradicionales  que contribuyan a solucionar los desafíos presentes en la Inge-
niería del Software [1]. Los algoritmos de AA han demostrado ser de gran valor prác-
tico en una variedad de dominios de aplicación, la Ingeniería de Requerimientos (IR) 
es uno de ellos. Múltiples técnicas de AA, tales como la lógica difusa, redes neuronales 
artificiales, clasificación, sistemas basados en conocimiento, computación evolutiva, 
sistemas expertos, entre otras, son actualmente utilizadas para abordar una amplia gama 
de problemas y desafíos [2, 3]. Consecuentemente, para responder al reto de desarrollar 
y mantener sistemas de software de gran tamaño y complejidad en entornos dinámicos, 
los métodos de AA continúan demostrando avances significativos en  las actividades 
relacionadas a la trazabilidad y clasificación de requisitos [4, 5], predicción de cambios 
en el código [6] y pruebas de software [7].  
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Esta situación, ha motivado la elaboración de un mapeo sistemático de la literatura 
(MSL), siguiendo las pautas reportadas por Petersen y otros [8] y Kitchenham y Char-
ters [9]. El principal objetivo de este trabajo, es identificar y analizar los avances en el 
área de IR, respecto a la aplicación de técnicas de Aprendizaje Automático Supervisado 
(AAS), en la resolución de los desafíos que surgen en cada una de sus fases. Un MSL 
se enfoca principalmente, en probar la existencia de estudios en un campo de interés 
particular, proporcionando una visión general del área de investigación. Además, per-
mite identificar áreas temáticas que aún precisan investigación y determinar las t enden-
cias de estudios futuros [8]. Resultando así, una herramienta útil y de gran valor para 
los profesionales que desean iniciar sus investigaciones en un campo de estudio deter-
minado.  
Este estudio puede considerarse relevante y de gran utilidad para proyectos que se 
deseen abordar a futuro en el área de IR basados en la aplicación de AA. Las principales 
contribuciones de este estudio son: i) identificación y análisis de las técnicas de AA que 
apoyan las fases de la IR; ii) identificación de las fuentes de datos  utilizadas por los 
modelos de AA en los estudios identificados .  
El resto del trabajo se encuentra organizado de la siguiente manera. La Sección 2 
describe brevemente los principales conceptos abordados en este MSL tales como, In-
geniería de Requerimientos, Aprendizaje Automático y Aprendizaje Automático Su-
pervisado, en virtud de establecer un marco teórico introductorio. La Sección 3 presenta 
la metodología de investigación aplicada. La Sección 4 presenta el análisis y discusión 
de los resultados. La Sección 5 describe conclusiones y futuras líneas de investigación.  
2   Marco Teórico 
En esta sección se describirán brevemente los principales conceptos abordados en el 
MSL, a modo de establecer un marco teórico introductorio, necesario para abordar la 
búsqueda de los estudios primarios .  
2.1 Aprendizaje Automático  
En los últimos años, el interés y popularidad por el AA ha crecido de manera expo-
nencial. Si bien no es un concepto nuevo, la disponibilidad de grandes volúmenes de 
datos y el aumento de la capacidad de procesamiento en los ordenadores, permitieron 
experimentar e indagar aún más sobre sus posibles aplicaciones en diversos dominios.   
 El AA es una disciplina de la Inteligencia Artificial, en esencia, es un conjunto de 
técnicas que permiten a las máquinas “aprender” de los datos y luego tomar decisiones 
o realizar predicciones sobre ellos. Samuel [10], describe el concepto de AA como el 
campo de estudio que le da a los ordenadores la habilidad de aprender algo para lo cual 
no han sido explícitamente programados. Una definición más formal es la expresada 
por Mitchell [11], quien sostiene que una máquina aprende una tarea particular T, con-
siderando las experiencias de tipo E, respecto de una medida de performance P, si la 
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máquina efectivamente mejora su performance P, en la tarea T, a partir de la experiencia 
E.  Considerando las definiciones aportadas por los autores mencionados, este trabajo 
toma como referencia para su desarrollo el concepto de AA como disciplina que estudia 
los métodos y algoritmos computacionales, y, además, permite a los ordenadores si-
mular el aprendizaje humano y adquirir conocimiento del mundo real, con lo que es 
posible mejorar el rendimiento de algunas tareas en base al nuevo conocimiento ad-
quirido.  
2.2 Aprendizaje Automático Supervisado  
El AAS es un subconjunto de técnicas del AA que operan bajo supervisión, su obje-
tivo es construir un modelo que realice predicciones basadas en la evidencia en presen-
cia de incertidumbre. En el AAS, los algoritmos trabajan con datos “etiquetados”, in-
tentado encontrar una función hipótesis que, dadas las variables de entrada, les asigne 
la etiqueta de salida adecuada. El algoritmo se entrena con un “histórico  de datos” o 
“datos de entrenamiento” y, de esta manera, “aprende” a asignar la etiqueta de salida 
adecuada a un nuevo valor de entrada [12]. La Figura 1 esquematiza el AAS.  
 
 
 
Fig. 1. Esquema genérico de Aprendizaje Supervisado. 
2.3 Ingeniería de Requerimientos de Software 
La IR proporciona el mecanismo apropiado para entender lo que desea el cliente, 
analizar las necesidades, evaluar la factibilidad, negociar una solución razonable, espe-
cificar la solución sin ambigüedades, validar la especificación y administrar los reque-
rimientos a medida que se transforman en un sistema funcional [13]. En otras palabras, 
la IR es una disciplina de la Ingeniería del Software que genera artefactos transversales 
a todas las actividades involucradas en el ciclo de vida del desarrollo del software, es 
por ello que resulta relevante su revisión, a los fines de detectar áreas que aún precisan 
investigación, siendo útiles para futuras contribuciones en el área. 
ASSE, Simposio Argentino de Ingeniería de Software
47JAIIO - ASSE - ISSN: 2451-7593 - Página 177
Este trabajo, analiza la aplicación de AAS en la IR, estas técnicas se caracterizan por 
su gran capacidad de predicción y clasificación. El AAS, permite aprovechar las fuentes 
de datos disponibles para realizar predicciones de comportamiento , con lo cual es po-
sible desarrollar sistemas de soporte y recomendación en distintos dominios de aplica-
ción, área de fundamental interés para los autores . En las siguientes secciones se des-
cribe la metodología utilizada en el desarrollo de este MSL. 
3   Metodología 
La metodología utilizada para desarrollar este MSL, se basa en las pautas propuestas 
por Petersen y otros [8] y las consideraciones establecidas por Kitchenham y Charters 
[9], ambas propuestas son ampliamente aceptadas  en la comunidad científica para rea-
lizar estudios de mapeo y revisiones de la literatura en el área de Ingeniería del Soft-
ware. El proceso de investigación consta de cinco pasos principales: (a) definición de 
preguntas de investigación, (b) búsqueda e identificación de estudios primarios utili-
zando cadenas de búsqueda en bibliotecas académicas digitales, (c) definición de crite-
rios de inclusión y exclusión, (d) selección y clasificación de estudios primarios consi-
derando los criterios definidos anteriormente, a fin de eliminar aquellos que no son 
relevantes a la investigación y, por último, (e) extracción y análisis de datos. La Figura 
2 sintetiza la metodología aplicada en esta investigación. 
 
 
 
Fig. 2. Proceso de Mapeo Sistemático propuesto por Petersen y otros [8]. 
Las subsecciones posteriores, describen los elementos de entrada y las salidas obte-
nidas, como resultado del proceso metodológico aplicado.   
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3.1   Definición de las Preguntas de Investigación 
Las preguntas de investigación son esenciales en un MSL, porque sirven de guía al 
proceso de búsqueda y selección de estudios. La Tabla 1 presenta las preguntas  de in-
vestigación y el criterio que motiva su formulación, a los fines de delimitar el alcance 
de la revisión. 
Tabla 1. Preguntas y Objetivos de Investigación. 
PREGUNTA DE INVESTIGACION MOTIVACION 
Q1. ¿Cuáles son las actividades, tareas y 
desafíos de la IR respaldadas por las tec-
nologías de AA? 
M1. Identificar propuestas de investigación que 
emplean técnicas de AA para abordar las activi-
dades, tareas y problemas que surgen en la IR. 
Q2. ¿Cuáles son los algoritmos de AA 
utilizados con mayor frecuencia en las  
propuestas identificadas? 
M2. Detectar los algoritmos de AA utilizados 
para resolver dificultades en las actividades de 
la IR. 
Q3. ¿Cuáles son las principales fuentes 
de datos utilizadas en los algoritmos de 
AA? 
M3. Detectar repositorios y  tipos de datos utili-
zados como entrada para la ejecución de los al-
goritmos de AA. 
3.2   Ejecución de la Búsqueda: Estrategia y Profundidad Temporal   
Los estudios primarios se identificaron consultando cuatro  bibliotecas en línea: (1) 
IEEE Xplore; (2); ScienceDirect; (3) SpringerLink y (4) Scopus. Estas bibliotecas fue-
ron seleccionadas porque son consideradas fuentes importantes de estudios en el área 
Informática en general, y de Ingeniería del Software en particular, poseen repositorios 
de conferencias y revistas relevantes. Asimismo, sus motores de búsqueda admiten la 
posibilidad realizar búsquedas avanzadas, basadas en diferentes criterios y formatos de 
cadena. Resulta necesario destacar, además, el acceso institucional gratuito a los traba-
jos indexados en las mencionadas bibliotecas digitales . 
Los términos utilizados para la construcción de la cadena de búsqueda fueron acor-
dados entre los autores, considerando las actividades involucradas en la IR definidas 
por Pohl [14] y, además, las pautas propuestas por Petersen y otros  [8], éstas se men-
cionan a continuación: (1) Identificar las palabras principales de las preguntas de in-
vestigación; (2) Extraer palabras clave en documentos relevantes a la temática; (3) Iden-
tificar sinónimos y abreviaturas alternativas; (4) Construir cadenas de búsqueda conca-
tenando las palabras identificadas mediante los operadores booleanos AND para vin-
cular términos principales y OR para incorporar sinónimos alternativos; (5) Construir 
las cadenas de búsqueda avanzadas para cada repositorio. Finalmente, la cadena de bús-
queda genérica resultante se muestra en la Figura 3, la misma se adaptó a los motores 
de búsqueda de cada repositorio para su ejecución. 
 
 
Fig. 3. Cadena de Búsqueda Genérica. 
ASSE, Simposio Argentino de Ingeniería de Software
47JAIIO - ASSE - ISSN: 2451-7593 - Página 179
Para definir la profundidad temporal, este trabajo toma como referencia el año 2002, 
en el cual se liberó Torch, una librería de AA bajo licencia de código abierto que incluye 
los algoritmos y modelos más populares, tales como Perceptrón Multicapa, Máquina 
de Soporte Vectorial (SVM), Modelos Gaussianos Mixtos, Clasificadores Bayesianos, 
K-Vecinos más cercanos, entre otros [15]. La difusión de este hecho y el creciente in-
terés en indagar más aún sobre la utilidad de las técnicas de AA, impulsó su aplicación  
en diversos dominios. Consecuentemente, por esta razón, la búsqueda de los estudios 
primarios se acotó a las últimas décadas (2002- 2017), planteando como desafío descu-
brir oportunidades de investigación y lagunas en el campo del AA aplicado a la IR. 
La cadena de búsqueda se aplicó en los repositorios seleccionados, en títulos, resú-
menes y palabras clave de los estudios primarios. El proceso de búsqueda se realizó  
entre los meses octubre - diciembre del año 2017. Como resultado de la ejecución se 
identificaron un total de doscientos sesenta y siete (267) documentos. IEEE Xplore de-
volvió veinticuatro (24) artículos; Scopus sesenta y dos (62); ScienceDirect identificó  
sólo cinco (5) documentos y finalmente; SpringerLink fue la biblioteca que retornó un a 
mayor cantidad, identificando ciento setenta y seis  (176) artículos. Los estudios  resul-
tantes pueden visualizarse en 1 accediendo a GitHub. GitHub es una plataforma de desa-
rrollo colaborativo que proporciona herramientas para facilitar el desarrollo distribuido, 
especialmente útiles para proyectos de software de código abierto . Además, permite 
alojar repositorios de forma pública y gratuita [16]. La Figura 4 muestra la cantidad de 
artículos recuperados en cada repositorio. 
 
 
 
Fig. 4. Número de estudios identificados en las bibliotecas digitales. 
________________________________________________________ 
1. https://github.com/gramajoguadalupe/-Arg2018-Systematic-Review-2018/blob/master/Reposi-
torioArticulos.xlsx 
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3.3   Selección de Artículos Relevantes 
Los estudios primarios candidatos al análisis fueron seleccionados abordando , tal 
como proponen Medina-López y otros [17], criterios de inclusión y exclusión que se 
detallan en la Tabla 3. 
 
Tabla 2. Criterios de Inclusión y Exclusión. 
CRITERIOS DE INCLUSIÓN 
CI 1. Trabajos de investigación con propuestas concretas en la aplicación de técnicas de AAS 
en las actividades de la IR. 
CI 2. Estudios publicados en librerías digitales entre los años 2002 y 2017. 
CI 3. Estudios publicados en formato: Journal Article y Conference Paper. 
CI 4. La cadena de búsqueda debe aparecer en el título, resumen o palabras clave del estudio. 
CRITERIOS DE EXCLUSIÓN 
CE 1. Trabajos de investigación cuya aplicación de técnicas de AAS, pertenezcan a un contexto 
distinto de las actividades de la IR. 
CE 2. Propuestas e investigaciones cuya profundidad temporal excedan del intervalo de tiempo 
especificado para la elaboración del mapeo sistemático. 
CE 3. Estudios publicados en formato de libro de texto, tesis, capítulo de libro, position paper, 
keynotes, opinión, tutorial, poster o panel. 
CE 4. Estudios que no contengan en título, resumen o palabras clave, los términos utilizados en 
la cadena de búsqueda.  Este criterio contribuye a identificar artículos que focalizan en el tema 
de análisis.  
 
Como resultado del proceso de filtrado se identificaron un total de cuarenta y dos 
(42) documentos que detallan la aplicación del AAS en propuestas concretas relacio-
nadas a la IR. Además, se detectaron doscientos veinticinco (225) falsos positivos, es 
decir, documentos que describen propuestas de AA, pero que se encuentran fuera del 
alcance de la revisión, es por ello que fueron excluidos. Posteriormente, los estudios 
identificados se categorizaron según el año de publicación. La Figura 5 muestra la dis-
tribución de artículos publicados por año, en ella, se puede apreciar que la popularidad 
del AA aplicado en la IR crece abruptamente en los dos últimos años (2016-2017). 
 
Fig. 5. Distribución de artículos seleccionados por año de publicación. 
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3.4   Búsqueda de Conceptos Claves 
Luego de identificar los estudios candidatos, los autores  leyeron y analizaron sus 
resúmenes y palabras claves, a fin de categorizar los tópicos más relevantes.  
Los estudios hallados describen principalmente propuestas que abordan la identifi-
cación de requisitos especificados en lenguaje natural [18], investigaciones que propo-
nen utilizar AA para la identificación de riesgos en los requerimientos [19] y enfoques 
para la clasificación de requisitos de software [20–22]. Se identificaron otras propues-
tas, que abordan la trazabilidad de los requisitos mediante técnicas de AA [4], otras 
proponen modelos de predicción para detectar artefactos propensos al cambio [23], al-
gunos estudios, proponen modelos para predecir la performance de las configuraciones 
del sistema que pueden afectar el cumplimiento de determinados requerimientos [24]. 
La Figura 6 grafica la frecuencia de palabras claves en los artículos candidatos, con 
la intención de detectar las  temáticas relevantes. 
 
 
Fig. 6. Frecuencia de palabras claves por artículos seleccionados. 
 
La frecuencia de las palabras claves proporciona una visualización general de los 
tópicos más relevantes en los  artículos seleccionados. Mediante esta representación, se 
puede apreciar la presencia de las técnicas de clasificación, minería de datos y proce-
samiento de lenguaje natural en el campo del AA aplicadas a la IR.  
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3.5   Proceso de Extracción y Mapeo de Datos  
El proceso de extracción de datos consiste en la lectura y análisis de los artículos 
identificados como relevantes, a fin de responder las preguntas de investigación. A con-
tinuación, se describen los resultados obtenidos.  
Q1. ¿Cuáles son las actividades, tareas y desafíos de la IR respaldadas por las 
tecnologías de AA? 
A partir de los estudios seleccionados es posible evidenciar la aplicación de las téc-
nicas de AA en las actividades de la IR. Los artículos identificados demuestran que 
ingenieros e investigadores de la ciencia de datos utilizan el AA para obtener nuevas 
perspectivas y soluciones de diversos desafíos, que estaban hasta ese momento fuera 
de su alcance, aprovechando la infraestructura de hardware y disponibilidad de grandes 
volúmenes de datos. Esta revisión detectó que las actividades que se encuentran respal-
dadas por las tecnologías de la AA son las relacionadas a la gestión de requisitos. En 
cuanto a las actividades de educción de requisitos, Sharma y otros [25] proponen un 
método para identificar automáticamente los requisitos de seguridad, combinando el 
análisis lingüístico con técnicas de AA. Bagheri y otros [26] proponen un framework 
de apoyo a la toma de decisiones que emplea procesamiento de lenguaje natural y una 
ontología para procesar especificaciones de requisitos a modo de facilitar y brindar so-
porte a ingenieros y gerentes de proyectos. Otras propuestas abordan los problemas de 
priorización de requisitos. McZara y otros [27] proponen un método para ordenar y 
seleccionar los requerimientos de acuerdo a las prioridades de los stakeholders, me-
diante el empleo de técnicas de procesamiento del lenguaje natural. Duan y otros [28], 
proponen el uso de técnicas de minería de datos y AA para prio rizar los requisitos de 
acuerdo con los intereses de las partes interesadas, los objetivos empresariales y las 
preocupaciones transversales, tales como los requisitos de seguridad y rendimiento. La 
eficacia del enfoque se evalúa a través de un caso de estudio basado en un conjunto de 
requisitos extraídos de un proyecto de código abierto denominado SugarCRM.  
Por otro lado, se proponen modelos predictivos para la detección de datos y artefac-
tos propensos al cambio, enfatizando en los requisitos del software. El modelo de pre-
dicción propuesto por Malhotra y Khanna [23] utiliza técnicas hibridas basadas en la 
búsqueda.  Este estudio analiza y compara el rendimiento predictivo de cinco técnicas 
híbridas basadas en búsquedas y cuatro técnicas de aprendizaje automático, así como 
una técnica estadística para predecir clases propensas al cambio en seis paquetes de 
aplicaciones del sistema operativo Android. Guo y otros [24], aplica el AA para prede-
cir la performance de ciertas configuraciones del sistema que puedan afectar a los re-
querimientos. Fitzgerald y otros [29] proponen una herramienta capaz de predecir los 
requerimientos que pueden fallar, dada la ambigüedad y escasez de información en la 
especificación de los requisitos. Sagrado y Aguila [30] proponen el uso de las redes 
Bayesianas para predecir las especificaciones  de requisitos que deben ser revisadas.  
Sharma y otros [18] proponen un método para detectar ambigüedad en los documen-
tos de especificación de requisitos mediante el uso de redes bayesianas. Otros estudios, 
resuelven los desafíos de la IR mediante las técnicas de clasificación. Aguila y Sagrado 
[19] proponen el uso de clasificadores bayesianos para clasificar los riesgos en los re-
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querimientos. Kurtanovic y Maalej [20] proponen clasificar automáticamente los requi-
sitos de software en funcionales y no funcionales con técnicas de AAS. Paralelamente, 
se evalúa la precisión con la que se pueden identificar varios tipos de requerimientos 
no funcionales, en particular, los requisitos de usabilidad, seguridad, operación y ren-
dimiento. Dekhtyar y Fong [31] consideran la aplicación de AA guiado por tensorflow, 
usando word2vec para resolver el problema de clasificación de requerimientos. Las 
técnicas de AA también son aplicadas para dar solución a los problemas de trazabilidad 
[4]. 
 Q2. ¿Cuáles son los algoritmos de AA utilizados en las propuestas identifica-
das? 
Los algoritmos detectados con mayor frecuencia de aplicación son Naives Bayes, 
Máquina de Soporte Vectorial, Redes Neuronales y Word2Vec. Sharma y otros [25], 
presentan un enfoque para identificar las reglas de negocio en las especificaciones de 
requisitos. El estudio tiene como objetivo determinar la eficacia con la que las reglas 
de negocio pueden ser identificadas y clasificadas en categorías mediante t écnicas de 
AA. Las observaciones realizadas por los autores muestran que el algoritmo Máquina 
de Soporte Vectorial presenta un mejor rendimiento que otros clasificadores, tales como 
RandomForest y Naives Bayes. Sharma y otros [18], presentan una solución a la detec-
ción de ambigüedades en los requisitos de software, utilizando redes bayesianas para 
clasificar las declaraciones de los requisitos con ambigüedad anáfora pronominal a par-
tir de un corpus de declaraciones potencialmente ambiguas, el cual es usado como un 
conjunto de datos de entrenamiento para el clasificador. En la propuesta de Dekhtyar y 
Fong [31], la aplicación del AA es guiado por tensorflow y se utiliza word2vec para 
resolver el problema de clasificación de requerimientos. Además, se comparan tres téc-
nicas de AA para la identificación de los requisitos no funcionales. Las redes neurona-
les son aplicadas por Winkler y Vogelsang [32], para clasificar automáticamente el 
contenido de una especificación de requisitos expresados en lenguaje natural co mo "re-
quisito" o "información", utilizando Redes Neuronales Convolucionales. 
Q3. ¿Cuáles son las principales fuentes de datos utilizadas en los algoritmos de 
AA? 
A partir de los trabajos analizados se identificaron tres repositorios de datos en [28], 
[33], [34], un proyecto de código abierto llamado SugarCRM, un documento de requi-
sitos de formato libre proporcionado por Siemens Logistics and Automotive Organiza-
tion e INCOSE, respectivamente. Esto denota escasez de repositorios de acceso abierto 
destinados a la investigación en el área de requerimientos, lo que genera dificultades en 
el proceso de validación de las propuestas . La tabla 4 identifica los artículos que men-
cionan las fuentes de datos utilizadas  en sus propuestas. 
Tabla 4. Fuentes de Datos de Requerimientos de Software. 
Artículo  Repositorio Actividad en IR 
Duan, C., Laurent, P., Cleland-Huang, J., Kwiat-
kowski, C.: Towards automated requirements pri-
oritization and triage. Requir. Eng. 14, 73–89 
(2009). 
 
SugarCRM Priorización de 
Requisitos de 
software. 
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Cleland-Huang, J., Settimi, R., Zou, X., Solc, P.: 
Automated classification of non-functional re-
quirements. Requir. Eng. 12, 103–120 (2007). 
Siemens Logistics  
and Automotive 
Organization. 
Detección y clasi-
ficación de Re-
quisitos no fun-
cionales de soft-
ware. 
Parra, E., Dimou, C., Llorens, J., Moreno, V., 
Fraga, A.: A methodology for the classification of 
quality of requirements using machine learning 
techniques. Inf. Softw. Technol. 67, 180–195 
(2015). 
International Coun-
cil on Systems En-
gineering (IN-
COSE). 
Evaluación de la 
calidad de los re-
quisitos de soft-
ware. 
4. Resultados y Discusiones Generales 
Uno de los objetivos de este MSL fue identificar las revistas científicas que utilizan  
a menudo los investigadores para difundir su trabajo del área de IR aplicando AA. La 
Figura 7 lista las revistas y conferencias  más populares y su frecuencia de publicación.  
 
 
 
Fig. 7. Frecuencia de artículos seleccionados por Revista y Conferencias científicas. 
 
Se puede apreciar que las revistas y conferencias que presentan mayor frecuencia de 
publicaciones en área de AA aplicada a la IR, son Requirements Engineering e Inter-
national Requirements  Engineering Conference representando un 18,6% y 11,6% res-
petivamente, de la muestra total de artículos seleccionados. Por otro lado, los estudios 
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que superaron los criterios definidos en la Sección 3 fueron cuarenta y dos (42). Espe-
cíficamente, en este MSL se identificaron cuatro grandes áreas de aplicación de las 
técnicas de AA en las  actividades de la IR, ellas son las relacionadas a la identificación  
y detección de requisitos, clasificación de requisitos en funcionales y no funcionales, 
predicción de fallas y las propuestas orientadas a la detección de ambigüedad en  los 
documentos de especificación. 
Sólo se hallaron tres (3) estudios que aplican técnicas de AA supervisado a las acti-
vidades asociadas a la trazabilidad requisitos. Además, se identificaron dos (2) estudios 
relacionadas a la priorización de requisitos. Las propuestas analizadas han demostrado 
la posibilidad de ejecución y prueba de un amplio conjunto de algoritmos de ML. Los  
algoritmos de mayor presencia en los estudios son Naives  Bayes, Máquina de Soporte 
Vectorial y Redes Neuronales  Artificiales. Una de las conclusiones más notables en 
este trabajo, es la escasa presencia de propuestas relacionadas a las actividades de educ-
ción, actividad esencial para el desarrollo de cualquier producto de software. Resulta 
importante destacar la necesidad de continuar analizando los  aportes específicos en las 
áreas detectadas, a fin de poder avanzar en la generación de propuestas concretas del 
uso de AA en los requisitos, como artefactos fundamentales del desarrollo de software. 
La Figura 8 visualiza los tópicos (actividades, tareas y desafíos) en el área de IR que 
emplean técnicas de AA con mayor frecuencia. 
 
 
Fig. 8. Frecuencia de artículos seleccionados por desafíos de la IR. 
 
En la siguiente sección se presentan las conclusiones a partir de los resultados obte-
nidos y se describen futuras líneas de investigación. 
5. Conclusiones y Trabajos Futuros 
Este trabajo analiza las diversas propuestas de investigación que emplean técnicas 
AA para abordar problemas tradicionales en la IR. Específicamente, se identificó que 
las actividades relacionadas a la clasificación de requisitos en funcionales y no funcio-
nales son las que presentan una mayor incidencia en la aplicación de técnicas de AA 
del tipo supervisado. Los resultados obtenidos permiten evidenciar el valor práctico y 
la utilidad al aplicar algoritmos de AA sobre las actividades de la IR. Por otro lado, es 
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necesario destacar que no se encontraron trabajos que desestimen la aplicación de téc-
nicas de AA en la obtención de mejoras y resolución de problemas en las actividades 
de la IR. Este hecho demanda la necesidad de continuar indagando en los beneficios y 
usos posibles de las técnicas de AA en el área de IR. 
Los autores proponen como futura línea de investigación, el estudio de la aplicación de 
las técnicas de AAS para abordar la reutilización de artefactos de software a partir de 
documentos, modelos o representaciones provenientes de proyectos cuyos artefactos ya 
fueron validados. Esta propuesta, intenta contribuir con las tareas de los ingenieros y 
gerentes de proyecto durante la generación de nuevos artefactos en otros proyectos con 
características similares. 
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