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Mijnheer de rector magnificus, 
Dames en heren, 
De ontwikkelingen in het statistiekonderwijs i11 de afge/opell dertig jaar, i11 het bijzo11der 
de ontwikkeli11gen ro11d de basiscursus statistiek, zij11 het onderwerp va11 mij11 rede. Deze 
cursus is daarom zo belangrijk omdat hierin de grondslagen va11 de scltattings- e11 
toetsi11gstheorie behandeld worde11 waarop in eventuele vervolgcursussen wordt 
voortgebouwd. Onderzoek heeft geleerd dat, juist over deze grondslage11, er nogal wat 
misverstanden leve11. Niet allee11 onder studenten maar ook onder onderzoekers. Het lijkt 
mij daarom een goede gelegenheid hier nader in te gaan op die factoreil die van invloed 
zij11 op het o11tstaan van deze misverstande11. Daartoe zal ik de diverse factoren zoals de 
docente11, het curriculum, de literatuur, de stude11te11 en de onderzoekers i11 het kort de 
revue laten passeren. Daarbij zal ik teve11s ingaan op de vele misverstanden die zowel bij 
de studenten als onderzoekers leven. Eén en ander zal ik i/lustrere11 met voorbeelde11 van 
foutieve en misleidende formuleringen in /eerboeke11. Ik zou hierbij willen opmerken dat 
de kanttekeni11gen die ik maak 11iet allee11 gelde11 voor de basiscursus aa11 de VU, maar 
voor tal va11 soortgelijke cursussen in binnen- en buitenland. 
Als motto voor mijn rede zou ik de woorden va11 He11ry StJolm willen kiezen: "De 
waarheid is 11auw begrensd, maar de ruimte voor vergissingeil is onbeperkt. " 
De docenten 
In 1940 verscheen van de hand van de beroemde statisticus Harold Hotelling een artikel 
in het blad "Tite Am~als of Mat/temalical Statistics" getiteld "Tite Teachi11g of 
Stalistics "· Hierin beschrijft hij de geschiedenis van het statistiekonderwijs aan een 
faculteit X Valtaf het moment dat deze faculteit het besluit heeft genomen dat een cursus 
statistiek in het onderwijsprogramma moet worden opgenomen. 
Ook toen waren de tijden niet gunstig voor de universiteiten want de faculteit beslist dat 
één en ander niet teveel mag kosten, vanda1,1r dat men geen statisticus aantrekt maar de 
cursus toevertrouwt aan de brillante, net aan deze faculteit afgestudeerde Jones, die al 
blijk /leeft gegeven van een zekere bekwaamheid in het omgaan met getallen, zoals blijkt 
uit zijn scriptie die handelt over de toename van het aa11tal vierka11te meters gravel op 
het universiteitsterrein. 
Jones is een serieus meliS en bereidt zich terdege voor op het geve11 van deze nieuwe 
cursus. Neuzend in de bibliotheek ontdekt hij het toonaangeveilde tijdschrift Biometrika. 
Hij voelt zich wat ongemakkelijk met het wiskundig niveau van de artikelen daarin. Ook 
de tot dan toe verschenen boeken zijn hem te diepzitmig. Jones realiseert zich dat er een 
markt is voor een elementaire inleiding in de statistiek e11 dat zodra hij wat meer kennis 
heeft verzameld hij in deze leemte kan voorzien. Zo gezegd zo gedaan en al spoedig blijkt 
dat Jones, een beter 'econoom dan statisticus, de markt goed heeft aangevoeld en zijn 
boek wordt een groot succes. Hij maakt promotie en wordt hoogleraar (in Hyphenated 
Statistics). Zijn boek, dat vele malen wordt herdrukt, wordt een inspiratiebron voor 
andere Jones's die zich, wat later dan hij, voor dezelfde taak gesteld zien. De boeken van 
deze auteurs bevatten niet a/lee11 de fouten van Jones maar de meeste auteurs voegen er 
nog enkele va11 eige11 hand aan toe. Hetgeen, zoals Hotelling opmerkt, de studie wie van 
wie iets heeft overgeschreven aanzienlijk vereenvoudigd. Als het bovendien een fout van 
Jones betreft die fout is overgeschreven is dat natuurlijk totaal onschadelijk. 
Hotelling hekelt de gewoonte om in deze boeken de bewijzen achterwege te laten met het 
argume11t dat de studenten te weinig wiskunde kennen. Volgens Item is het eerder zo dat 
de docenten de bewijzen zelf niet kunnen volgen. Hij komt tot de conclusie dat om een 
goed statistiekdocent te zijn mm, ongeacht de vooropleiding, em groltdige kennis van het 
onderwerp moet hebben, inclusief de wiskundige achtergrond, om alle mogelijkheden en 
beperkingen valt de altdenvezen teelmieken te kunnen overzien. Als de docent, wat vaak 
ltet geval is, anderen van statistisclt advies dient, is deze eis nog klemmender. 
Samengevat komt de conclusie va11 Hotelling neer op de slogan: "Men ·moet geen 
methoden onderwijzen waarvalt men niet begrijpt /toe ze werken". 
In 1982, dus 40 jaar later, werd op de Oltio State University een conferentie geitouden 
over "Tite teaching of Statistles a11d Statistica/ Co11sulti11g". Op deze co11Jerentie was 
Geisser, een vooraa1tstaa11d statisticus, éé11 va11 de sprekers. Hij refereerde aa11 ltet door 
mij hiervoor aangehaalde artikel va11 Hotelli11g en kwam .na bespreking va11 het 
statistieko11derwijs op dat tijdstip tot de collclusie dat er nog steeds veel klonen van Jones 
rondlopen. Het lijkt mij dat dit anno 2003 nog steeds het geval is. 
Laat ik, ter illustratie, u hiervan ee11 tweetal voorbeelden geven. Beide voorbeelden zijn 
o11tleend aa11 de variantiea11alyse. Een veel gebruikte teclmiek waarbij men aan de /tand 
va11 een aa11tal steekproeve11 uit evenzovele verschille11de populaties wil beslisse11 of de 
populaties identiek zijn of dat twee of meerdere populaties van elkaar versclrille11. 
Voonvaarde om deze techniek te mogen toepassen is dat de populaties normaal verdeeld 
zijn e11 dat de populatievarianties gelijk moeten zijn. 
Nu is niets in het leven volmaakt en in de praktijk wordt aan deze eisen zelden voldaan. 
Belangrijk is dan ook welke afwijkingen van deze voorwaarden men mag toestaan 
voordat bij toepassing van deze techniek de uitkomsten o11toelaatbaar kunne11 worden 
beïnvloed. 
Nu is er in 1954 van de /tand van Box eelt artikel verscltenen waarin werd aangetoond 
dat, indien de populaties normaal verdeeld zijn en de grootste en kleinste 
populatievariantie niet meer dan een factor drie van elkaar verscltille11, me11 rustig ee11 
varia11tieanalyse kan uitvoeren mits de steekproeven allemaal dezelfde omvang hebben. 
In 1974 verscheen van de hand van Brown en Forsytlte een artikel waari11 werd 
aangetoond dat indien aan deze voorwaarden niet wordt voldaan de variantieanalyse een 
onbetrouwbare techniek is. Een conclusie die bevestigd werd in de artikelen van Rogan 
en Keselman (1977), Tomarken e11 Sertin (1986) e11 Wilcox, Cltarlin en Tlwmpson 
(1986). 
Toch vond ik, al of 11iet naar ltet artikel va11 Box verwijzend de volgende uitspraken i11 
leerboekeil die aan de opleidingen psychologie in gebruik zijn. 
1. Als de populaties symmetrisch verdeeld zijn en de grootste elt kleinste variantie 
1tiet meer dan eelt factor vier à vijf van elkaar verschillelt is deze teellillek robuust 
mits men werkt met gelijke steekproefomvang. (Howell 1987) 
De grens wordt naar bovelt toe bijgesteld en de eis va11 normaalverdeelde populaties 
wordt verruimd. 
2. Zolang de grootste en de kleinste steekproefomvang niet meer dan een factor 1 Y, 
verse/tillen is het niet belangrijk of de varianties verse/tillen. (Hays 1988) 
Ook /tier wordt noclt over een grens noclt over 1tormaal verdeelde populaties gesproken. 
3. Als de varianties verse/tillen maar de steekproeven qua omvang gelijk zijn of 
slechts weinig verscltille11 is de variantieanalyse robuust. (Neter, Kutner, 
Naclttslteim en Wasserman 1996) 
Over een grens wordt zelfs niet meer gesproken, evenmin als over normaal verdeelde 
populaties 
4. Als de grootste en kleinste variantie niet meer dan een factor vier verschillen mag 
men zo11der meer varia11tieanalyse toepasse11. (Moore a11d McCabe 1999) 
Dat, afgeziell van het feit dat de grens 11aar bove11 wordt bijgesteld, i11 ieder geval de 
steekproeven gelijke omvang behore11 te hebbe11 e11 afkomstig belwre11 te zij11 uit 11ormaal 
verdeelde populaties wordt i11 het geheel 11iet vermeld. 
Zoals u ziet wordt de door Box gegeve11 factor drie opgerekt tot vier, vijf of wordt er zelfs 
gee11 gre11s meer ge11oemd. Dit is des te opmerkelijker omdat Wilcox in ee11 artikel in 
1989 aantoonde dat i11 de psychologie en pedagogie i11 bepaalde vakgebieden de grootste 
e11 de klei11ste steekproefvariallties vaak een factor 16 of meer van elkaar verschille11. In 
éé11 publicatie zelfs werd ee11 factor va11 121 gevo11den. 
Tevens wordt er geheel aa11 voorbij gegaa11 dat de populaties normaalverdeeld dienen te 
zijn. 
Ee11 tweede voorbeeld is het dwil1ge11d voorschrijve11 va11 ee11 tweestap 
beslissingsprocedure bij de varia11tieanalyse. In de eerste stap, wordt aa11 de ha11d van de 
zogenaamde F-toets beslist of men concludeert of de populatiegemiddelde11 verschille11. 
In de tweede stap wordt me( behulp van ee11 zogenaamde een multiple comparison toets 
nagegaan welke populatiegemiddelden verschillen. 
1. Na de F-toets komt posthoc vergelijki11g van populatiegemiddelde11 met behulp 
van de methode van Tukey of Scheffé. (Hays 1988) 
2. De F-toets is een toets die voorafgaat aan ee11 nadere analyse van de verschillen 
tussen de populatiegemiddelde11. (Neter, Kutner, Nachtsheim en Wassermali 1996) 
3. Me11 moet de F-toets toepasse11 voordat me11 een multiple comparison toets mag 
toepassen. (Moore and McCabe 1999) 
In 1973 verscheen een artikel van de hand van Dishen waarin betoogd werd dat de kans 
om populatiegemiddelden ten onrechte als verschillend aan te wijzen aanzienlijk hoger 
was als de Scheffé procedure vooraf werd gegaan door een significante F-toets dan 
indien men de betreffende techniek zonder voorafgaande F-toets toepaste. 
In 1975 verscheen ee11 simulatiestudie Vf!ll Remhardsoli waaruit bleek dat deze ka11s voor 
ee11 vijftal a11dere multiple compariso11 procedures eve11eet1s aat1zie11lijk hoger was i11die11 
deze procedures vooraf werden gegaaJI door een sig11ijicante F-toets dan indien me11 de 
betreffende techniek zonder voorafgaande F-toets toepaste. 
Het lijkt mij dat in 2003 de co11clusie van Hotelling dat men een grondige kennis van de 
statistiek dient te bezitten, inclusief de wiskundige aclltergrond, voordat men zich aan het 
geven van de basiscursus waagt, 11og steeds geldig is. 
Het curriculum en de literatuur 
Daar verreweg de meeste leerboeken op het gebied va11 de statistiek voor sociale 
wetenschappen de stof van de basiscursus behandelen wil ik deze hvee onderwerpen 
gezamenlijk behandelen. 
Over het algemeen kome11 er in de vloed van inleidende boekeil op het gebied va11 de 
statistiek voor de sociale wetenschappen 11oga/ wat onjuistheden voor. Zo gaf Brewer in 
1985 in het Joumal of Educational Stalistics een uitgebreide bespreking van de in dat 
jaar verschellen inleide11de werke11 op het gebied va11 de statistiek voor sociale 
weteliSchappen en de daari11 voorkome11de foutetl. 
Hij co11stateerde dat deze Jouteli betrekki11g hadde11 op hypotheset1toetse11, 
betrouwbaarlleidsi11tervalle11, de ce11trale limietstelli11g e11 de verdeli11g va11 liet 
steekproefgemiddelde, dus praktisch de geliele stof. 
Dat de stude11ten, 11aast de moeilijkllede11 die ze met de stof llebbem, vaak op liet 
verkeerde been worde11 gezet door o11duidelijke elilof onjuiste Jormuleri11ge11 i11 de 
leerboeken, moge duidelijk zijn. 
Het lijkt mij llier de plaats in te gaan op een aantal specifieke moeilijklieden waarmee 
studente/I te kampen llebbe11 bij de basiscursus statistiek. Eén en ander zal ik illustrere11 
met voorbeelden van de door Brewer gevonden joute11. 
De basiscursus statistiek is opgebouwd uit drie delen te weten beschrijvende statistiek, 
kansrekening en i11ductieve statistiek. Bij liet 011derwijs wordt, bij de bella11deling van de 
stof, meestal ook deze volgorde aa11gellouden. Qua moeilijkheidsgraad verschillen de 
onderdele11 eeltter aa11zie11lijk va11 elkaar. 
Voor verreweg de meeste studenten levert liet o11derdeel beschrijvende statistiek, waar liet 
gaat om waamemi11gsmateriaal op een nette wijze i11 tabellen samen te vatteil en i11 
grafieken weer te geve11 e11 om liet berekeilen van ee11 aa11tal ke11talle11, zoals gemiddelde 
en varia11tie, wei11ig tot gee11 moeilijkhede11 op. 
Het volge11de 011derdeel, de ka11sreke11i11g, heeft ee11 veel hogere moeilijkheidsgraad. Niet 
voor niets zegt Charles Sander Pierce, de Amerikaa11se filosoof: "Titis bra11cll of 
Matllematics (Probability) is tlle 011ly one I believe,in willelt good writers jreque11tly get 
results entirely erroneous." Zo berekende de grote wiskundige Leib11iz de kans om i11 
twee worpen met ee11 dobbelstene11 11 te gooien verkeerd omdat 11/j de elementaire fout 
begi11g geen rekening te houde11 met het feit dat men een zes e11 ee11 vijf 11iet allee11 in de 
volgorde (6,5) maar ook (5,6) ka11 gooie11. 
De ka11Sreke11ing levert het ju11dament waarop het laatste o11derdeel, de inductieve 
statistiek, wordt voortgebouwd. I11die11 men 11iet voldoende tijd besteedt om de 
ka11srekeni11g grondig te bella11dele11 dan zijn voor de stude11te11, moeilijklieden met liet 
gedeelte i11ductieve statistiek o11vermijdelijk. 
Op een tweetal o11derwerpen uit de ka11Sreke11i11g die voor goed begrip va11 de i11ductieve 
statistiek va11 bela11g zij11 e11 die tot veel misversta11de11 aa11leidi11g geve11, wil ik /tier kort 
i11gaa11. 
Het gaat llier om voorwaardelijke ka11sen e11 gecombineerd de 11orma/e verdeli11g e11 de 
ce11trale limietstelli11g. Met 11ame voor de klassieke sc/wttings- en toetsi11gstheorie zijn 
deze onderwerpen va11 bela11g. 
Bij de bella11deli11g va11 het begrip voorwaardelijke kans zij11 de drie meest voorkomende 
misvatti11ge11 bij de studente11 de volgende: 
1. Men denkt bij voorwaardelijke ka11se11 aan causaliteit. 
Een voorbeeld ter toelicllti11g. 
Stel men heeft een vaas met twee zwarte en twee witte balien. Uit deze vaas neemt 
een proefleider na elkaar twee ballen. De volgende vragen worden nu aa11 de 
studenten gesteld. Wat is de kans dat de tweede bal die de proefleider pakt zwart 
is, als gegeven is dat de eerste bal die llij gepakt heeft wit was. Wat is de kans dat 
de eerste bal die de proefleider gepakt heeft zwart was als u weet dat de tweede 
bal die llij gepakt heeft wit was. 
De studente11 hebben geen moeilijkheid met het antwoord op de eerste vraag :!., 
3 
Zij redeneren dat als de eerste trekki11g wit is, er 11og twee zwarte e11 éé11 witte bal 
over zijn. Bij liet antwoord op de tweede vraag geeft de overgrote meerderheid aan 
dat deze kans .!.. is onder de motivering dat er twee witte en twee zwarte ballen in 
2 
de vaas zitten en het de eerste bal het niet kan schelen of de tweede bal wit of 
zwart is. Zij zien niet in dat, gezien vanuit het standpunt van de 
informatievoorziening, de situatie symmetrisch is en dat het goede antwoord ~ is. 
3 
Men gaat uit niet van de gegeven voorwaarde maar van een daarvan afgeleide 
voorwaarde. Een voorbeeld 
Er zitten drie fiches in een vaas één is aan beide zijden wit één is aan beide 
zijden rood en één is aan de ene zijde rood en aan de andere zijde wit. Men trekt 
een fiche uit de vaas en legt hem op tafel. De bovenzijde is rood. Wat is de kaiiS 
dat de onderzijde ook rood is? 
De meeste studenten zeggen dat deze kaiiS .!.. is, uitgaande van de afgeleide 
2 
voonvaarde dat het fiche met de twee witte zijden het niet kan zijn en dat beide 
andere fiches evenveel kans hebben om getrokken te worden. Men dient ecilter uit 
te gaan van alle fiches. In totaal zijn er dan zes zijden die boven kutmen liggen, 
drie daarvan zijn rood én drie daarvan zijn wit. Van de drie waarbij een rode 
zijde boven ligt zijn er twee waarbij ook een rode zijde onderligt en is er één 
waarbij een witte zijde onderligt. De correcte kans is dus ~. 
3. De verwarring met de inverse kans. 
Als voorbeeld een opgave uit de basiscursus. 
Stel dat het percentage hoogbegaafde kinderen is 0.3% en dat men beschikt over 
een instrument waarmee men kan meten of iemand hoogbegaafd is. Me11 heeft dit 
instrument uitgeprobeerd op een groot aantal hoogbegaafde ki11deren en 99% van 
deze kinderen werden door dit instrument aangewezen als hoogbegaafd. Tevens 
heeft men dit instrument uitgeprobeerd op een groot aantal niet hoogbegaafde 
kinderen en 95% van die kinderen werden door dit instrument aangewezen als 
niet hoogbegaafd. 
De voorwaardelijk kans dat iemand door het instrument wordt geiäentificeerd als 
hoogbegaafd, gegeven dat hij hoogbegaafd is, is dus gelijk aan 0.99. 
Evenzo is de voorwaardelijk kans dat iema11d door het instrume11t wordt 
geiäe11tijiceerd als niet hoogbegaafd, gegeven dat hij niet hoogbegaafd is, gelijk 
aa11 0.95. 
In de praktijk is men echter geii1teresseerd in de inverse ka11s namelilijk de ka11s 
dat iemand hoogbegaafd is, gegeve11 dat het instrumellt hem als hoogbegaafd 
heeft aangewezen. Deze inverse kans is slechts 0.05623 e11 wijkt dus aanzienlijk af 
van de oorspronkelijke kans. Evenzo kan men berekene11 dat de ka11s dat iemand 
niet hoogbegaafd is, gegeven dat het instrument hem als niet hoogbegaafd heeft 
aa11 gewezen, gelijk is aan 0.99997. 
Het door elkaar halen van de oorspronkelijke voorwaardelijke kansen en de 
bijbehorende inverse kansen treedt bij studenten en niet alleen bij hen veelvuldig 
op. 
Het tweede onderwerp dat een belangrijke rol speelt in de basiscursus statistiek is de 
normale verdeling. Zowel de klassieke toetsingstheorie als de schattingstheorie, punt-
zowel als intervalschatting, zijn gebaseerd op de veronderstelling dat men beschikt over 
aselect getrokken steekproeven uit normaal verdeelde populaties. Daarnaast is de centrale 
limietstelling mede oorzaak van deze dominante rol van de twrmale verdeling. Hoewel 
het bewijs van deze stelling geen deel uitmaakt van de basiscursus, is het relatief 
eenvoudig de inhoud van deze stelling te verduidelijken aan de hand van een 
computersimulatie of zelfs met een aalltal eenvoudige berekeningen met een krijtje op 
een bord. In het kort komt de stelling hierop neer dat onder zeer algemene voonvaarden 
de verdeling van het steekproefgemiddelde van een aselecte steekproef uit een willekeurig 
verdeelde populatie goed benaderd kan worden door een normale verdeling met 
parameters het populatiegemiddelde en de populatievariantie gedeeld door de 
steekproefomvang, mits deze steekproefomvang groot genoeg is. Sommige versies i11 de 
tekstboeken bevatten het magische getal 25 of 30, daarbij stellend dat de benadering door 
de 1wrmale verdeling voldoet als de steekproefomvang de 25 of 30 passeert. Een veel 
voorkomend misverstand is dat de studenten denken dat als de steekproefomvang groter 
is dan 30 me11 zich geen zorgen behoeft te maken over de vorm van de 
populatieverdeling en men de klassieke toetsings- en schattingsrecepten, die gebaseerd 
zijn op normaal verdeelde populaties zonder meer mag toepassen. Sommigeli gaan 
daarbij zelfs zover dat, indien de exacte verdeling bekend is, ze toch de normale 
benadering gebruiken. Als zelfs bij ee11 correcte weergave van het ce11trale limiet 
theorema deze misverstanden optreden hoeveel temeer zal me11 fouten maken als dit 
theorema foutief is weergegeven. Brewer geeft o.a. de volgende voorbeelden: 
1. A distribution of means of samples of equal size, as described above, when taken 
from all infinite population, wül form a normal population. 
2. As the size of the samples increases, tlte t-distribution becomes more and more 
normal in shape and whe11 samples are of injinite size, they are simi/ar to the 
normal distributioll. 
3. In section 10.2 we said that from the basic result of the central limittheorem we 
learn that any variabie that is resampled repeatedly and ra11domly tends to be 
distributed normally, the larger the size of the sample is. 
4. We ca11 ge11eralize from this a11d say that the size of the standard error of any 
stalistic is inversely proportional to the number of cases in the sample upo11 wllich 
the stalistic was computed. 
Het gedeelte inductieve statistiek bevat van de drie onderdelen va11 de basiscursus de 
meest complexe rede11eringen. Het loont om, bij de aanva11g va11 dit gedeelte van de 
cursus, uitgebreid stil te staan bij de begrippen steekproefgrootheid en 
steekproefverdeling. 
Het is voor veel studeliten namelijk bijzonder moeilijk het steekproefgemiddelde te zien 
als een kansvariabele met ee11 verdeli11g e11 de waarde Valt het steekproefgemiddelde als 
een realisatie va11 deze ka11svarlabele. Aan de a11dere ka11t die11t de stude11t er zich va11 
bewust te zijn dat het populatiegemiddelde een consta11te is. Venvarri11g op dit punt leidt 
tot veel voorkome11de Jouteli bij studenten. Beke11d is de volgeilde uitspraak over een 
betrouwbaarlteidsinterval: " De ka11s dat het populatiegemiddelde i11 dit i11terval ligt is 
95% ", waarbij ee11 co11Sta11te, het populatiegemiddelde, als ee11 kaiiSvariabele wordt 
beha11deld. 
Het is voor de studente/I moeilijk zich te realiseren dat, bij illtervalschattillg, de ka11se11 
op het berekeni11gsmechanisme slaall en niet op een individuele realisatie. 
Als voorbeelden van missers in de leerboekeil geeft Brewer o.a. 
1. In our example, the 99% conjide11ce interval is then 73 ±3.87 or 69.13 to 76. 87. 
When we assert that the unk11own p. falls within the range of values, 99% of 
such asserti011s will be correct 
2. Witeli we use a 99% interval, we have the chance of only 1 to 100 of being 
wro11g. 
De meeste misverstanden treden bij de studenten op bij het onderwerp hypothesentoetsen. 
Ook !tier speelt de verwarring tussen steekproefgemiddelde en populatiegemiddelde een 
grote rol. Vaak stelt de student hypothesen op over steekproefgemiddelde/I e11 spreekt 
over ee11 sig11ijica11t verschil tltssell de gemiddelde/I va11 twee steekproeve11. 
Verder is het va11 belang de student er op te wijzen dat de onbetrouwbaarheid van een 
toets, de kans om de nulhypothese te verwerpen gegeven dat deze nulhypothese juist is, 
een voorwaardelijke kans is. Studenten worden hier vaak op het verkeerde been gezet 
omdat men in veel boeken deze o11betrouwbaarheid preseliteert als de ka11s om de 
nulhypothese te11 o11rechte te verwerpen maar daarbij 11iet het voorwaardelijk karakter 
van deze kans be11adrukt. 
Daamaast is een veel voorkomend misverstand de al eerder besprokeil verwisseling van 
deze kans voor zijn inverse kans. Men interpreteert da11 de onbetrouwbaarheid als de 
kans dat de nulhypothese juist is gegeven dat de nullzypothese wordt verworpen. Deze 
inverse kans is zonder verdere veronderstellingen echter niet te berekenen maar kan 
aanzienlijk verschillen va11 de onbetrouwbaarheid. (Denk aan het voorbeeld van de 
hoogbegaafden). 
1. An a level of 0.05 implies that the probability of making a type 1 error bij 
chance alone is 5 in 100. 
2. Wlzen we are rejecting a hypothesis at the 1 percent level, we are saying that the 
cha11ces are 99 in 100 that it is false. 
De vraag va11 Brewer, "Zij11 statistiekboekeil voor de sociale wetemchappen bronnen van 
mythe11 e11 foutieve opvattingen?" kan dunkt mij in veel gevallen bevestigend beantwoord 
worden. 
De inhoud va11 de basiscursus statistiek is verrassend lang ongewijzigd is gebleven. 
Verhoudingsgewijs recent zijn zaken als ondersc/zeidingsvermogen en in het verlengde 
daarvan de bepaling van de optimale steekproefomvang in het curriculum opgenomen. 
Een reeelite ontwikkeling in de literatuur is het opnemen van een gedeelte 
dataverwerking in het curriculum, dit gaat meestal te11 koste van de /zet deel 
kansrekening. Als voorbeeld noem ik lzier het boek "Early Succes in Stafistics" waar de 
hele kansrekening is teruggebracht tot een halve pagina! Gemiddelde en variantie 
worden, na een summiere uitleg ingevoerd als toetsaanslagen. Men voert de data in en 
interpreteert volgms vaste richtlijnen de output. 
Zoals een Amerikaanse collega onlangs zei: "Het is erg verleidelijk de statistiekcursus 
om te bouwen tot een cursus waarin de studenten een statistisch pakket leren gebruiken. 
Dit leidt echter zonder meer tot het "pluginski syndrome." Men voert domweg zonder 
nadenken data in de computer i11 e11 geeft ee11 computercomma11do. 
Het bezwaar tege11 een dergelijke aa11pak is dat men snel veroudereilde vaardigheden 
leert e11 gee11 blijveilde ke1111is verwerft noch zelfstandig leert 11adenken. 
I11dien me11 de aan de schattings- en toetsingstheorie ten grondslag liggende ideeën goed 
beheerst, is niets op tegen om de verschillende toetsen in de vorm van een recepten te 
prese11teren. Is dat echter 11iet het geval da11 leidt één e11 ander tot grote misverstanden. 
Als me11 gee11 ei kan bakken is het 11iet verstandig om te gaan koken. 
De studenten 
Tijdelis ee11 bijee11komst va11 docenten statistiek over de sta11d va11 zake11 over 
computero11dersteu11d statistiekonderwijs zei bij zij11 i11leiding de heer Sijtsma: "Iedere 
statistiekdocent weet uit eigen ervaring dat zijn vak door vele studente11 vooral wordt 
gezien als een noodzakelijke en vooral lastige horde op weg naar de begeerde bul. Ook 
vragen de studenten zich wel eens af wat het nut is van een vak als statistiek voor 
hijvoorbeeld de psychologie. Wiskunde gaat toch niet over mensen, dus hoe zou statistiek 
iets zinnigs kunnen bijdragen aan het begrip van mentale processen? Naast deze hekende 
motivatieproblemen vinden veel studenten statistiek gewoon een moeilijk vak waarvoor zij 
harder moeten werken dan voor veel andere vakken. Daarmee lijkt statistiek zo ongeveer 
de status te hebhen gekregen van wiskunde op de middelbare sc/wol: moeilijk en niet 
echt leuk, en bovendien valt er niet gemakkelijk in te zien wat je er IIU precies aan hebt. 
Overigens dient gezegd te wordf'u dat vele studenten wel plezier hebben in dit uitdagende 
vak." 
Hetzelfde speelt in de USA waar een spreker tijdens een confermtie over de statistiek 
opmerkte. "Voorwaarde voor onze cursus is het behaald hebben van het high school 
diploma. Het vreemde verschijnsel doet zich nu voor dat geen van de studenten, zelfs de 
eerstejaars niet, de laatste vier jaren algebra heeft gehad. Tenminste daar lijkt het op. 
Onze studenten zijn zwak Îll rekenen en veel van de motivatieproblemen bij o11ze cursus 
worden veroorzaakt door het gevoel van de studeliten dat zij in wiskundig opzicht tekort 
scllieten ". 
Nu zijn de wiskunde-eisen die aan de basiscursus statistiek gesteld worden zeer beperkt. 
Zo bevat de cursus geen enkele afleiding of bewijs en wordt er qua wiskunde van de 
student niet meer venvacht dan het invullen va11 een formule en een zekere 
rekenvaardigheid. Dat het met deze rekenvaardigheid niet best gesteld is moge blijkeil uit 
het feit dat 80% van de studenten op de vraag van de docent wat de uitkomst was van 
0·95 xO.Ol stelde dat dit gelijk was aan 1 , en dat onder de 
0.95 xO.Ol +0.99 x0.05 0.99 x0.05 
resterende 20% er nog enkele waren die nul als uitkomst opgaven. Dit is helemaal in lijn 
met het bericht in een landelijk ochtendblad dat een groot deel van de leerli11gen van de 
PABO 11iet in staat zijn een voldoe11de te halen voor de testen voor taal en rekenen in de 
hoogste klassen van de lagere sc/woL 
Het is niet de bedoeling met dit voorbeeld de studenten belachelijk te maken maar het 
gaat mij erom te laten zien op welk wiskundeniveau de studenten na het behalen van het 
VWO diploma met wiskunde Al binnenkomen. Wat ze op het VWO gehad hebhen heeft 
weinig met wiskunde van doen. Het is allemaal stuitend concreet. Elke som wordt 
teruggebracht een praktische ervaring van de leerling. In de gehele stof van Al is geen 
bewijs te vinden. Alles wordt al of niet aan de hand van illustraties en voorbeelden 
aannemelijk gemaakt. 
Er wordt geen inzicht bijgebracht, vergelijkingen oplossen, grafleken tekenen, nulpunten 
en uiterste waarden bepalen worde11 nu met de grafische rekenmachine opgelost. Je 
hoeft het 11iet meer te snappen om het te ku11nen oplossen. De aankomende generatie 
studenten kan wel oplossingen produceren maar weet niet waarvan het de uitkomsten 
zij11. Wat nodig is om in de wiskunde vorderingen te maken is oefening. Wiskundige 
concepten zijn geconstrueerd uit oude concepten die op een nieuwe zinvolle wijze worden 
samengesteld. Maar deze oude concepten zijn weer samengesteld uit nog oudere 
co11cepten. Men kan geen calculus leren als men de algebraïsche vaardigheden niet 
onder de knie heeft en me11 kan deze weer niet leren als men geen rekenvaardigheid 
bezit. Wiskunde is rücksiclltslos cumulatief. Het inoefenen van bepaalde vaardigheden 
wordt door de onderwijskundigen gezien als slecht voor het begrip van de zaak. Em 
gedeelte va11 de wiskunde heheerse11 geeft veel voldoening, maar het is een beloning voor 
hard en niet altijd even plezierig werk. Zoals de grote natuurkundige Feymnan eens 
zei:"Zonder parate kennis kan je natuurkunde niet snappen." en hetzelfde geldt voor de 
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wiskunde. 
Wie geen routine heeft in bepaalde zaken lijkt op een fietsenmaker die weigert om een fiets 
op te bouwen uit een frame, kant en klare wielen, en ver/ichtingsset enzovoort maar eerst 
deze camponeneten zelf in elkaar zet. 
Het zal duidelijk zijn dat de eerstejaars, die nu binnenkomen met wiskunde Al een lager 
wiskundeniveau dan de studente "oude stijl" die wiskunde A in hun pakket hadden en deze 
hebben weer een lager niveau dan indertijd de studenten met wiskunde I. 
Sinds de jaren tachtig van de vorige eeuw daalt het wiskundeniveau van de eerstejaars en 
de door de universiteit aan hen gestelde toelatingseiseneisen dalen mee. 
Was het nog zo dat in de jaren tachtig 80% van de studenten in één jaar slaagden voor 
hun statistiek, na invoering van wiskunde A slaagden er, ondanks aanpassing van het 
niveau en invoering van werkgroepen, nog maar 60% in één jaar. Met ingang van dit 
cursusjaar is de wiskundeniveau verder verlaagd tot wiskunde Al. Dit gevoegd bij de 
eis dat de cursus statistiek in één derde van de tijd die er in de tachtiger jaren voor 
werd uitgetrokken, moet zijn afgerond, leidt onvermijdelijk tot een verdere, mijns inziens 
onverantwoorde daling van het niveau van de basiscursus. Het is typisch een geval 
van de boerenwens minder kippen meer eieren. De geruststellende mededeling die 
ik las dat één en ander door een betere didactiek zal worden opgevangen is 
wishful thinking. De beste didactiek kan een dergelijke daling van wiskundeniveau 
en reductie in tijd niet opvangen. 
De o11derzoekers 
Voor onderzoekers is de statistiek een van de belangrijkste werktuigen. Het is aannemelijk 
dat zij met het oog op onderzoek meer verdiept hebben in dit vak dan de gemiddelde 
student. Bovendien hebben zij door hun rol als van scriptiebegeleider en mentor van 
assistenten in opleiding een grote invloed op de ideeën van deze jeugdige onderzoekers. 
In het eerder geciteerde "Early Succes in Statistics" stellen de auteurs:" De staf bestaat 
uit wijze mensen waarnaar je altijd goed moet luisteren. Als ze bepaalde toetsen 
aanraden, waarvan je geleerd hebt dat deze toetsen met je gegevens onverenigbaar 
zijn, dan hebben ze daar vast goede redenen voor. Bovendien moeten ze straks je 
scriptie of je proefschrift beoordelen." 
Bij bestudering van artikelen en proefschriften komen een drietal zaken naar voren. 
Ten eerste 
Als men het overgrote deel van hun publicaties beschouwd dan kan het haast niet 
anders dan dat ze de uitspraak van Hopkins en Glass in hun boek Basic stafistics 
for the behaviaral sciences: onderschrijven. Deze schrijvers stellen: "Het is een 
gelukkig toeval dat vele variabelen in allerlei disciplines verdelingen bezitten die 
goed door een normale verdeling benaderd kunnen worden. Anders gezegd: " God 
houdt van de normale verdeling" 
De opvattingen van Geary zijn, mijns inziens, echter aanzienlijk realistischer. Geary 
stelt in zijn artikel Testing for normality dat: "tengevolge van het briltante werk van 
R.A.Fisher die aantoonde dat, als men normaliteit veronderstelde, men uit steekproeven 
van welke omvang dan ook conclusies van het grootste praktische belang kon trekken de 
vooringenomenheid ten gunste van de normale verdeling in volle hevigheid terugkeerde. 
Het belang van de daaraan ten grondslag liggende veronderstellingen werd bijna geheel 
vergeten. Hij vervolgt met:" Normaliteit veronderstellende steekproefgrootheden kunnen 
relatief niet-robuust zijn indien men te maken heeft met niet-normale verdelingen. 
Ondanks dat zijn de leerboeken en de researchliteratuur van de sociale wetenschappen 
doordro11ge11 va11 de vero11derstelli11g VUil 11ormaliteit." Tot slot merkt hij op: "11ormaliteit 
is ee11 mythe er was 11ooit e11 er zal 11ooit zoiets zij11 als ee11 11orma/e verdeli11g." 
Deze opvatti11g wordt krachtig o11dersteu11d door het o11derzoek va11 Micceri (1989). Deze 
o11derzoeker verzocht auteurs va11 rece11te goed beke11d staa11de Iijdschrifteii waari11 
grootschalig o11derzoek werd gepubliceerd, hu11 gegeve11s aa11 hem ter beschikki11g te 
stelfeil te11ei11de 11a te gaa11 of de bij hu11 o11derzoek gebruikte steekproeve/I afkomstig 
ware11 uit 11ormaal verdeelde populaties. Op deze wijze verzamelde hij 440 steekproeve/I 
va11 ee11 omva11g va11 tusse11 de 200 e11 10000 stuks. Va11 de vervaardigde !listogramme11 
ware11 er 312 éé11toppig, 89 twee toppig e11 39 had meer da11 twee toppe11. De auteur 
vergeleek deze steekproeve11 op ee11 aali/al mate11 met de IIUmeriek bepaalde mate11 voor 
steekproeve/I va11 deze omva11g uit 11ormaa/ verdeelde populaties. Daamaast toetste hij, 
met ee11 klei11e o11betrouwbaarheid, of deze steekproeve11 afkomstig ware11 uit 11ormaal 
verdeelde populaties. Gee11 va11 de 440 beoordeelde steekproeve11 bleek afkomstig uit ee11 
11ormaa/ verdeelde populatie. Wat de auteur met zorg vervulde dat, hoewel het steeds 
gi11g om rece11t gepubliceerd o11derzoek 75% va11 de auteurs, om de meest uitee11lope11de 
rede11e11, 11iet i11 staat ware11 huil gegeve11s ter beschikki11g te stel/e11. 
Me11 zou de11ke11 dat ee11 dergelijk uitgebreid o11derzoek toch zij11 impact zou hebbe11 op 
de gebruikte statistische teelmiekeil va11 o11derzoekers. Niets is echter mi11der waar. Nog 
steeds wordt het overgrote deel va11 gepubliceerd o11derzoek uitgegaa11 va11 11ormaa/ 
verdeelde populaties zo11der dat de steekproeve11 daar ooit op gescree11d zij11. 
Te11 tweede 
Veel o11derzoekers zij11, zoals Tversky e11 Kalmemall het 11oeme11, overtuigd va11 de wet 
va11 de klei11e aa11talle11. Zij bedoefeil daarmee te zegge11 dat ze te veel vertrouwe11 stelle11 
i11 de uitkomstelt va11 te klei11e steekproeve11. 
Om dit aa11 te to11e11 stelde11 Tversky e11 Kalmemmali aa11 de dee/11emers VUil ee11 
collferelltie ee11 zestal vrage11, Als voorbeeld heb ik ee11 va11 deze vrage11 geselecteerd. 
Vero11derstel dat u met behulp va11 ee11 i11strume11t aa11 20 proeJPerso11e11 
ee11 meti11g heeft uitgevoerd. Gegeve11 is dat deze meti11ge11 11ormaa/ 
verdeeld zij11 e11 dat de sta11daardafwijki11g va11 het i11strume11t beke11d is. U 
toetst tweezijdig (a =0.05) e11 vi11dt ee11 sig1tijica11t resultaat (z =2.23). U 
besluit het o11derzoek te IIerhaleii e11 meet met hetzelfde i11strume11t 10 
11ieuwe proe.fPersolle/1. Deze keer toetst u ee11zijdig e11 kiest de altematieve 
hypothese i11 de richti11g va11 het eerder gevo11de11 resultaat (a =0.05). 
Hoe groot schat u de ka11s dat u bij deze toets weer ee11 siglliflcallt 
resultaat vi11dt? 
Het overgrote deel VUil de co11gresbezoekers schatte deze ka11s i11 op zo'11 70 tot 80%.Het 
goede a11twoord is 50%. Ook de a11twoorde11 op de a11dere vrage11 gave11 ee11 soortgelijk 
a11twoordpatroo11 te zie11. 
011dersteu11i11g va11 hu11 stelli11g krege11 Tversky e11 Kalmemall toe11 i11 1969 het beke11de 
boek VUil Cohe11 "Statistica/ Power Allalysis for the Behavioral Scie11ces" verschee11. 
Hieri11 Olltwikkelde Cohe11 voor ee11 aa11tal beke11de veelgebruikte tech11ieke11 ee11 
methode om, uitgaa11de va11 bepaalde vero11derstelliltge11, ee11 optimale steekproefomvallg 
te bereke11e11. Niet te groot zodat o11beduide11de verscltille11 worde11 o11tdekt, wat het 
o11derzoek Ollllodig duur maakt, maar ook 11iet te k/ei11 zodat de kmts op o11tdekki11g va11 
i11teressa11te versclli/lell te klei11 wordt. Volge11s het uitgebreide o11derzoek va11 Colteli is 
bij verreweg de meeste 011derzoeke11 de ka11s ee11 effect va11 gemiddelde· grootte te 
o11tdekke11 o11geveer 50%. Ofwel als er ee11 effect va11 gemiddelde grootte aa11wezig is ka11 
men net zo goed met een geldstuk gooien en stellen als kruis bovenkomt is er een effect, 
als munt bovenkomt is er geen effect. 
Het onderzoek van Cohen werd in 1989 door Sedlmeier en Gigerenzer herhaalt. De 
auteurs kwamen tot de conclusie dat ten opzichte van 1969 niets is veranderd. 
Daamaast concludeerden de auteurs dat studies waar voor de nulhypothese de 
researchhypothese werd gekozen, zelfs bij een gering aantal waamemingen, geen vragen 
opriepen bij de referees en zonder meer geplaatst werden. 
Dit roept de vraag op of men zelfs artikelen uit gerefereerde tijdschriften wel kan 
vertrouwen. 
Ook hier is onderzoek naar gedaan. In 1999 liet Rossi, om zijn studenten ervan te 
overtuigen dat de door hem behandelde technieken ook echt door onderzoekers werden 
toegepast,. door studenten van een aantal artikelen waarvan voldoende gegevens 
voorha11den waren, de toetsingsgrootheden narekenen. Hij kwam tot de onthutsende 
conclusie dat bij 25 % van de in totaal 67 toetsen de afwijking tussen de gepubliceerde 
en de opnieuw berekende toetsingsgrootheid gevonden meer dan 20% bedroeg. Maar dit 
terzijde. 
Ten derde 
De laatste opmerking die ik zou willen maken is dat onderzoekers de neiging hebben om 
tot steeds complexere modellen hun toevlucht te nemen zoals LISREL, multileve/analyse 
em,.. Deze modellen gaan er van uit dat de variabelen (multi)normaal verdeeld zijn. Over 
de robuustheid voor afwijkingen van normaliteit is bij deze modellen nog zeer weinig 
bekeml. 
Hierop is het volgende verhaal dat ik onlangs van een collega hoorde van toepassing 
Op weg naar een conferentie ontmoeten vier onderzoekers en vier statistici elkaar in de 
trein. 
Ze raken aan de praat en na een tijdje komt het gesprek op de prijs van de treinreis. 
"Nou'~ zeggen de statistici "dat valt nogal mee, wij reizen samen op één kaartje". Hoe 
doen jullie dat dan met de controle willen de onderzoekers weten. "0 "zeggen de 
statistici "daar weten we wel raad op". Als enige tijd later de conducteur in de verte 
aankomt staan de statistici op en verdwijnen in het toilet en als de conducteur op de 
deur klopt schuiven ze hun enige kaartje onder de deur door. 
Op de terugreis treffen de statistici en de onderzoekers elkaar weer in de trein. "We 
hebben van jullie geleerd hoor," zeggen de onderzoekers "wij reizen nu ook op één 
kaartje net als jullie". "Wij hebben nu helemaal geen kaartje" zeggen de statistici. "Hoe 
doen jullie dat dan bij de controle" vragen de onderzoekers. "0 ", zeggen de statistici 
"daar weten wij wel raad mee". Als in de verte de conducteur nadert staan de 
onderzoekers en de statistici op en verdwijnen in de tegenover elkaar liggende toiletten. 
Vlak voordat de conducteur arriveert klopt één van de statistici op de deur van het toilet 
van de onderzoekers waarop deze l1un kaartje onder de deur door schuiven. De statisticus 
pakt het kaartje op en verdwijnt in zijn eigen toilet. De rest laat zich raden. 
Moraal van dit verhaal: Pas geen methoden toe die je niet volledig begrijpt. 
Statistiek, kansen en verwachtingen. 
Uit het voorafgaande blijkt dat er vele factoren zijn, die de oorzaak kunnen zijn van de 
misverstanden die bij studenten en ook wel bij onderzoekers leven. Op een aantal zaken 
kan men invloed uitoefenen maar een zeer belangrijke oorzaak van het geringe 
kennisrendement van de basiscursus is het lage wiskundeniveau van de nu aankomende 
studenten. Hierover heeft de faculteit geen zeggenschap. De kans dat dit niveau op korte 
termijn zal stijgen lijkt mij ni/til. Wie de verwachting heeft dat, bij dit niveau onder de 
huidige nevenvoonvaarden een verantwoorde basiscursus gegeven kan worden, staat met 
beide benen stevig in de lucht. 
Ik heb gezegd. 
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