The integral QHE for Schrödinger electrons (particles described by a Schrödinger operator) in strong magnetic fields results in quantisation of conductance. It is well-known by now that the remarkable stability of this effect can be traced back to its topological nature: the conductance is given by the Chern number of an adiabatic connection. We describe a QHE for Dirac fermions (particles described by a Dirac operator with spin ) which is present even without magnetic field and whose sign depends on the mass of the particles. The motivation for this is twofold: as a continuous limit of lattice models used in physics; and as a case study of the effect of the spectral gap of Dirac operators with mass on transport properties. We analyze the edge case (on the halfplane R+ × R) in which the conductance turns out to be given as a spectral flow through the gap. As such it is stable with respect to perturbations. We show furthermore how this spectral flow depends on the interplay between the sign of the mass and the boundary condition along the edge.
Introduction
When in a two dimensional device, an electric field is turned on, a current is induced transversally. For particles described by a Schrödinger operator, a constant magnetic field perpendicular to the plane has to be applied additionally in order to obtain nonzero Hall conductivity σ H (Avron et al., 1986) . Under suitable conditions, σ H turns out to be an integer multiple of e 2 h (Integer Quantum Hall Effect). This quantisation can be traced back to topology (Avron et al., 1983; Kohmoto, 1985) . Actually, a symmetry breaking term in the Hamiltonian might in general suffice to produce nonzero σ H (Semenoff, 1984; Haldane, 1988) . Indeed, the constant Dirac operator in 2+1 dimensions with nonvanishing mass term reveals a Zero Field Hall Effect (Fröhlich & Kerler, 1991) . As for a bulk device, σ H is one half of e 2 h with the sign depending on the mass sign, quantisation being originated in geometry (Leitner, 2004; Leitner & Seiler, 2004) . We analyse the edge phenomenon for a suitable restriction of the Dirac operator onto the halfplane. We show that σ H is again an integer multiple of e 2 h which can be represented as the spectral flow through the gap. We discuss in what way the result depends on the interplay between the sign of the mass and the boundary condition along the edge.
In section 2 we describe the physical and mathematical setup of the edge model and the definition of Hall conductance in this case. The possible selfadjoint boundary conditions are classified in section 3. They lead to subtle differences in the spectra which we determine in section 4. In section 5 we compute the Hall conductance and show that it coincides with a spectral flow. As such it is stable under the perturbations which we study in section 6. We would like to thank H. Schulz-Baldes for helpful discussions.
Edge model
Hall samples are quasi 2-dimensional hetero-structures. Naively, the experimental setup is described best by a a strip geometry [0, 1] × R, where x 1 = 0 and x 1 = 1 are the boundaries between which the Hall voltage drop is measured. Figure 1 (left) shows the resulting situation: the chemical potential µ decreases across the sample; because of symmetry, the currents along the left and right edge are opposite. Due to interference the net current will vanish. Practically the interference is inhibited by scattering since the distance between the edges is macroscopic. A common way of implementing this is shown in Figure 1 (right): the system is split into two half-infinite strips R + × R at different chemical potential µ; the potential difference is given by the voltage drop across the sample. As a result, the system is homogeneous in x 2 , and we have to specify boundary conditions at x 1 = 0 (which we will do in the next section). Massive particles with spin 
where σ is the 2-vector of 2-dimensional Pauli matrices σ 1 = 0 1 1 0 and σ 2 = 0 −ı ı 0 , σ 3 = 1 0 0 −1 , ∇ is the 2-dimensional gradient, m is the mass, h = 2π is Planck's constant. (The speed of light is c light = 1.) In section 6 we will consider a non-constant mass and add a potential V to D.
Clearly, D is a symmetric elliptic operator on the domain
2 ) of smooth functions with compact support vanishing in a neighbourhood of x 1 = 0.
Boundary conditions
The physical setup is homogeneous with respect to x 2 , and so is D on D(D). This means that D commutes on its domain with all translations T a , where the translation acts on smooth C 2 -valued functions (spinor wave functions) ψ as
and extends as a unitary operator to
An operator is homogeneous with respect to x 2 if and only if it is decomposable with respect to the direct integral (2) (see, e.g. Reed & Simon, 1978, chapter XIII.16 ). Of course, we are interested only in those self-adjoint extensionsD of D which preserve homogeneity. We therefore state
Proof. Being a differential operator (with smooth coefficients), D is a closable operator. By continuity the closureD is homogeneous, and for closed operators we have the equivalence between homogeneity and decomposability cited above. The fibresD(k 2 ) ofD are closed, and
is clearly an operator core forD(k 2 ). This proves the first part.
The second part is a standard calculation with the Fourier transform.
For determining the self-adjoint extensions of D(k 2 ) for fixed k 2 we follow the von Neumann theory of extensions (see, e.g., Reed & Simon, 1975 , chapter X.1):
where c = ∞ is understood to mean v(0) = 0, and H 1 denotes the L 2 -Sobolev space of order 1.
Note that, by Sobolev's embedding lemma, H 1 -functions on R + are continuous, so that v(0) makes sense.
Proof. The bounded parts do not matter for questions of self-adjointness (they do change the parametrization) and we choose units with = 1 for this proof so that we have to deal with T :
Since T is first order differential and elliptic, the adjoint is given by the domain D(T * ) = W 1 (R + ) (i.e. no boundary conditions). According to von Neumann's theorem we have to compute the ±ı eigenspaces of T * . Because of ellipticity they are given by smooth functions, because of uniqueness they are at most one-dimensional. We have
for some constants a, b ∈ C. Reinserting this into the eigenvalue equation yields
which is an easily solvable eigenvalue problem in C 2 . P
(1 ± σ j ) are the corresponding eigenprojections. To sum up, the ±ı eigenspaces of T * are given by
Now we have to find all unitaries K + → K − . Since K ± are one-dimensional, all unitaries differ only by a complex number z of modulus 1. If k = j then σ k σ j = −σ j σ k by the canonical anti-commutation relations for Pauli matrices. So, σ k P ± j = P ∓ j σ k . Therefore, σ k maps K + to K − and vice versa, and it is clearly a unitary, so that all unitaries are of the form U z = zσ k .
Again, according to von Neumann theory, to each U z corresponds a selfadjoint extension T z with domain
Note that
(and ψ ∈ H 1 , of course). In other words, the possible boundary values ψ(0) are given by the range of R := (1 − zσ k )P + j which is a non-othogonal projection. Furthermore,
so that the self-adjoint boundary condition can be equivalently described by noting P
which we will use in section 4. 
which is a fractional linear transformation in z, and as such maps circles to lines or circles. Inserting a few values on the circle |z| = 1 one sees that it is mapped indeed to the line ıc, c ∈ R.
Note that, in principle, the parameter c specifying the boundary condition is allowed to vary with k 2 without breaking homogeneity. In the following we restrict ourselves to constant c, even though the discussion of the spectrum (except for the pictures) goes through in the general case as well.
Spectrum
Note that D c (k 2 ) depends continuously on k 2 so that, by the standard theory of direct integrals, the spectrum of D c is given by
The spectrum of the fibre operator D c (k 2 ) is determined in the following:
• a continuous part {E :
Proof. Again we choose the simplified notation from the proof of theorem 1 and write T = D c (k 2 ). If E is an eigenvalue of T then E 2 is an eigenvalue of
We begin with the case E 2 < k 2 2 + m 2 . The only bounded eigensolutions ψ of (11) are of the form
with arbitrary a, b ∈ C. Plugging this into the eigenvalue equation T ψ = Eψ gives the condition
in addition to the boundary condition. Note that
and tr Q E = 0 so that the matrix Q E has spectrum {±E} and there is always a nontrivial solution. For E = 0 we define a corresponding (non-orthogonal) eigenprojection P E := 1 2 (1 + 1 E Q E ) (the case E = 0 is dealt with easily). All candidates for eigensolutions are within the range of P E . On the other hand, the boundary condition in the form (8) 
The condition for the existence of a nontrivial eigensolution fulfilling the boundary condition is therefore A = 0, since P E has one-dimensional range only. Closer inspection shows w = ızv so that v = 0 is the only condition to check.
(Note that the Pauli matrices form a basis of M (2, C).)
From this we get
and
which proves the claim about the gap spectrum. In the case E 2 > k 2 2 + m 2 there are always two bounded eigensolutions ψ ± of (11) of the form
so that we have to define two matrices Q E,± and two corresponding projections P E,± . Together with the boundary condition this gives the requirement
which has always nontrivial solutions since this is a linear map C 4 → C 2 . This proves the claim about the bulk spectrum.
2 } only since the solutions for other energies increase exponentially at x = ∞ or x = −∞. This explains the term bulk spectrum because R 2 is the configuration space of a bulk system (no edges).
For fixed k 2 the bulk spectrum has a gap (−E b (k 2 ), E b (k 2 )). For the operator D c this results according to (9) in a gap (−|m|, |m|) in the spectrum. This is the gap we will be interested in. . Note that k crit is exactly the value of k 2 where the line E g (k 2 ) hits the hyperbola E b (k 2 ). Therefore, E g goes through the gap if and only if k crit < 0, which is equivalent to mc > 1. If c 2 < 1 then the gap condition requires k 2 ≤ k crit . Therefore, E g goes through the gap if and only if k crit > 0, which is equivalent to mc > 1 again (note that c 2 − 1 < 0 in the present case, so that the direction of the inequality changes again).
Hall conductance and spectral flow
For the gap ∆ in the bulk spectrum of D, the gap current along the edge is
e ∂ 2 D and I ∆ (D) being the spectral projection of D onto ∆ (see, e.g., Bellissard et al., 1994) T 2 is the trace per unit volume in direction x 2 for homogeneous operators, defined as
and tr 1 is the ordinary trace in direction
is the Hall conductance coming from the edge states in ∆.
Denote by Ψ k2 a normalized eigenvector for E g (k 2 ), differentiable in k 2 . Then
Therefore,
This the spectral flow of D through ∆ (across E = 0). Therefore, we have shown:
Theorem 3. In the edge model, the Hall conductivity is given by 
Perturbations
One of the most remarkable properties of the integer QHE is its robustness. In this section we describe perturbations under which the spectral flow picture (and hence the conductance) is stable. Proof. First note that W , being bounded, does not change anything regarding the boundary conditions and self-adjoint extensions. Since W is independent of x 2 , the direct integral decomposition of D c + W is D c (k 2 ) + W , and therefore the Hall conductance is given by the spectral flow as before.
Through addition of W , the spectrum of D c (k 2 ) can change by ± W only. Therefore a gap around 0 in the bulk spectrum remains as long as W < |m|. In the same way, in the W -neighbourhood of E g (k 2 ) there will be a unique eigenvalue of D c (k 2 ) + W if mc > 0. Since E g (k 2 ) goes from below −|m| to above |m| or vice versa, the unique eigenvalue in the perturbed system will cross 0 in the same direction as long as W < |m|. Thus the spectral flow is the same.
Note that W is not restricted to be multiplication by a function. Choosing W = m 1 (x 1 )σ 3 + V (x 1 ) with bounded (smooth, for simplicity) m 1 , V allows for variable mass and electric potential.
