It is shown that, for a subset of input distributions, the effect of maximum rate transmission on an additional transmitted message, over the additive Gaussian noise channel, is, effectively, that of an additional additive Gaussian noise. Meaning, that the behavior of the mutual information and minimum mean-square error are as if additional additive Gaussian noise were transmitted. Such an observation provides corner points of the two-user Gaussian interference channel, for this subset.
I. INTRODUCTION
In this work we examine the scenario of two transmitters interfering with each other over an additive Gaussian noise channel, where one of the two transmits at the maximum possible rate. The two-user Gaussian interference channel has been extensively investigated; however, its capacity region is, in general, still an open problem (see [1] and references therein for a more elaborated recent overview of the problem).
Our focus, in this work, is on the following channel:
Y n = √ snr 1 X n + √ asnr 2 Z n + N n (1) where N n represents a standard additive Gaussian noise vector with independent components, X n carries the intended message and Z n is the interfering signal. X n and Z n are independent of each other and independent of the additive Gaussian noise vector. The subscript n denotes that all vectors are length-n vectors. The average power constraint on both X n and Z n is 1. We assume there is a sequence of point-topoint (p2p) capacity achieving codebooks (approach capacity, as n → ∞, with vanishing probability of error). X n carries a message from the length-n th codebook. Thus, when n → ∞, R x = 1 2 log (1 + snr 1 ). The above assumptions depicts a corner point for the Gaussian interference channel, and the maximum possible rate of the transmission of Z n is an open question discussed thoroughly in [1] (where also the epsilon proximity to the corner point is studied). The conjecture, originated by Costa [2] (see also [1] , [3] ), is that the rate of Z n is determined such that, at n → ∞, it can be fully decoded at the receiver while considering X n as additive Gaussian noise. The achievability of such a corner point is straightforward: first reliably decode Z n while considering X n as additional additive Gaussian noise, remove it, and then reliably decode X n . In this paper we provide a converse proof that shows that this is indeed the capacity region corner point. We do so, for a subset of distribution pairs. Moreover, we show that the aforementioned achievability scheme is possible for any set of codebooks attaining this corner point, in this subset. That is, that the reliable decoding of both messages is always possible.
II. PROBLEM FORMULATION AND PRELIMINARY RESULTS
Throughout the paper we mark any finite length vector with a subscript of n, and when n → ∞ we remove the subscript.
To simplify our notation we define the following:
which is a signal of average power limited to snr 1 + asnr 2 . Note that: Y n (γ) = √ γW n +N n . Although we are assuming the transmission of length-n codewords over this channel, we examine the limit as n → ∞. Throughout this work we assume that the minimum mean-square error (MMSE) of all codes from the channel outputs converge as n → ∞, and thus, also the information rate exists. Thus, we use the following abbreviations:
where 1 n I n (X n ; Y n (γ)) is the mutual information between the length-n input and output, and E Xn (Y n (γ)) is the MMSE matrix when estimating X n from Y n (γ).
Since we focus on codebooks that attain the maximum possible rate for X, we have that
and we can conclude that
where N is a standard additive Gaussian noise vector with independent components. Using the result in [4] and [5] we can conclude that In other words, for any code of maximum possible rate on the Gaussian interference channel, its mutual-information behavior over a clean channel is known for every γ. The importance of this observation is shown through the following connection. For all γ ∈ [0, 1],
Taking the derivative with respect to γ, and using the I-MMSE relationship [6] , we have for γ ∈ [0, 1) (note that when γ ≥ 1 we have that MMSE(X| √ γsnr 1 X + N ) = 0)
Now, note that I (Z; Y (γ)) is not the transmission of a codeword over an additive Gaussian channel, and thus we do not know much about its derivative. Our main result targets exactly the behavior of this quantity, showing that under our assumptions it behaves as if Z were transmitted over an additive Gaussian channel.
III. MAIN RESULT
Before stating our main result we give the following definition.
, and such that for every component Z in Z n and every component X in X n , there exist two Lebesgue integrable functions g and f such that
which may be functions of the infinite vectors, and must be independent of n.
The above technical limitation is required in the proof of Theorem 2, and, surely, includes all finite input distributions, and also those of limited dependency, such as an independent and identically distributed (i.i.d. ) inputs. A detailed discussion on this set, which includes a sufficient condition on the input probability densities and exemplifies the extent of the set is given in [7] .
Our main result is the following, the proof of which is sketched later in this section:
we have that
First note that (8) does not fully characterize X n when n → ∞, and is obtained by "good" codes (capacity achieving codes). This result can be viewed as an extension of the result in [4] and [5] and it shows that an optimal p2p codebook not only behaves as an i.i.d. Gaussian random vector when we examine its input-output mutual information and MMSE over the additive white Gaussian noise (AWGN) channel, but also has an i.i.d. Gaussian effect on the additional interfering input, Z n , of any arbitrary distribution in S. In other words, as n → ∞, an optimal p2p code can be regarded as additional additive i.i.d. Gaussian noise, when the mutual information and MMSE of Z n and the output are considered.
In order to prove the above claim we need two assisting results:
Theorem 2. The following behavior holds for any distribution sequence over {Z n , X n } ∞ n=1 in S for which (8) holds:
Proof: Recall that (6) holds for all γ. Now, we examine MMSE(W |Y (γ)). First let us examine the optimal finite MMSE-wise estimator:
where the second equality is due to the fact that Y n (γ) − √ γasnr 2 Z n = √ γsnr 1 X n + N n is independent of Z n . The estimator E √ snr 1 X n |Y n (γ), Z n is simply the estimator of X n from a clean additive Gaussian noise channel. Our assumption on X n is that, for all γ ∈ [0, 1),
Thus, when n → ∞ the optimal MMSE-wise estimator approaches the bit-by-bit linear estimator, which gives the performance in (11) , and is, of course, an upper bound on the MMSE of each component. Due to the uniqueness of the optimal MMSE estimator we can conclude the following:
Note that the above is a well-defined sequence of random variables since the optimal MMSE estimator is (a.s.) unique for every n. Moreover, for every finite n the optimal estimator is markedly different from the bit-wise linear estimator and only as n → ∞ does it converge to it (due to the given performance requirement and the uniqueness property). Also note that if we define the bit-by-bit optimal linear MMSE estimator, there is no meaning to the limit, as they are bitwise estimators. Thus, we can also write
From this we can proceed as follows:
In transitions a and b we interchange the order between the limit and the expectation. This is allowable due to the Lebesgue dominated convergence theorem [8] , and the definition of the set S (Definition 1). Now let us consider the following proposed finite estimator:
which converges to the optimal estimator at n → ∞, that is,
Note that we have two sequences of estimators, one is the sequence of optimal estimators for every n, and the other sequence isŴ n , which is sub-optimal for any finite n.
Both sequences converge to the same optimal MMSE-wise estimator as n → ∞. Now, we first claim that the meansquare error (MSE) of this sequence of estimators converges to MMSE(W |Y W (γ)), which we wish to calculate. That is,
where E W n (Ŵ n ) is the MSE matrix of the n th dimension estimator defined in (14). The interchange between the limit and the expectation, in both transition c and d, is according to the Lebesgue dominated convergence theorem [8] , and the definition of the set S (Definition 1).
We can calculate the MSE matrix of the proposed estimator (details omitted [7] ), and after taking the limit of its normalized trace we obtain the following:
where in the last transition we claim that the last two terms go to zero as n → ∞. This is due to the orthogonality property of the optimal estimator. The details of this step are omitted due to space limitations [7] . According to (16) and using the basic connection in equation (6) we conclude our proof.
Note that Theorem 2 gives us a mutual information -MMSE (I-MMSE) like relationship (see e.g. [6] ) for the quantity I (Z; Y (γ)), although the additive noise is not i.i.d. Gaussian, but rather √ γsnr 1 X + N .
The second result (the proof of which is omitted and given in [7] ) required for the proof of Theorem 1 is the following:
where Q is some additive noise with a continuous distribution and variance one (at every index, but not required to be an independent random vector), independent of Z, then
where N is a vector of independent standard normally distributed random variables.
Proof of Theorem 1: Given Theorem 2 and the chain rule of differentiation, we have that for every independent distribution sequence over {Z n X n } ∞ n=1 in S (for which the distribution sequence over {X n } ∞ n=1 complies with the requirement given in (8)),
where we have definedγ ≡ γasnr2 1+γsnr1 , and dγ dγ = asnr 2 (1 + γsnr 1 ) − γasnr 2 snr 1 (1 + γsnr 1 ) 2 = asnr 2 (1 + γsnr 1 ) 2 .
We further define
which is an additive noise of variance one (for every value of γ) at each time index, and of continuous distribution, since N is normally distributed. Returning to (19), we have that
Since the above is valid for any input distribution over Z (in S, and specifically the i.i.d. Gaussian distribution) we can now apply the result of Theorem 3 to this expression and conclude that
and 2 d dγ I (Z; Y W (γ)) = MMSE Z| γasnr 2 1 + γsnr 1 Z + N · asnr 2 (1 + γsnr 1 ) 2 , (23) meaning the additive interference has an i.i.d. Gaussian effect on Z in terms of the mutual information and MMSE.
IV. THE COSTA CONJECTURE
Let us now consider the two-user Gaussian interference channel:
where N 1 and N 2 represent standard additive Gaussian noise vectors with independent components (and can be assumed independent of each other). X and Z are independent of each other and independent of the additive Gaussian noise vectors. The average power constraint on both is 1. 0 < a < 1 and 0 ≤ b. We assume maximum rate for the transmission of X.
For this setting we can apply Theorem 1 and obtain the next result:
Theorem 4. For any pair of codebooks for reliable transmission over the two-user Gaussian interference channel, (24), with distributions in the set S, for which X is transmitted at maximum rate, we have that
Proof: Any codebook of maximum rate, i.e. , R x = 1 2 log(1+snr 1 ), complies with (8) . Thus, the result of Theorem 1 applies to any such pair of reliable codebooks. Considering the limiting expression for the capacity of the two-user Gaussian interference channel [9] , we have
Let us assume that we have a pair of codebooks for the Gaussian interference channel. Thus, at Y W (γ = 1) we can decode X reliably, meaning,
On the other hand, in Theorem 1 (see also (22)), we have shown that I (Z; Y (γ = 1)) = I Z;
meaning that, for any such pair of reliable codebooks, we have the following equality:
2014 IEEE International Symposium on Information Theory which by the I-MMSE relationship [6] means that the MMSE when estimating Z from the output of an AWGN channel is zero for any such codebooks for SNR in the region ( asnr2 1+snr1 , asnr 2 ), and hence any SNR ≥ asnr2 1+snr1 . This concludes our proof.
The above result provides us with corner points of the capacity region of the two-user Gaussian interference channel, under the restriction to the set S. Depending on the value of b we have three different types of interference channels: b = 0 is a one-sided (or Z) interference channel, b ∈ (0, 1) is the weak interference channel and b ≥ 1 is the mixed interference channel. Note that for the reverse case, in which Z is transmitted at maximum rate, the corner points of the capacity region of both the one-sided case and the mixed case are known, and are the corners yielding sum-capacity [1] , [3] , [10] .
Corollary 1. For the one-sided Gaussian interference channel ((24) with b = 0), when the input distributions are in the set S, we have the following corner point:
Proof: Using Theorem 4 the solution to the maximization yields, therefore, max I Z;
√ snr 2 Z + N = 1 2 log 1 + asnr2 1+snr1 , thus concluding our proof. Theorem 5. For the weak two-user Gaussian interference channel ((24) with b ∈ (0, 1)), when the input distributions are in the set S, we have the following corner points:
log (1 + snr 1 ) , 1 2 log 1 + asnr 2 1 + snr 1 and (29)
Proof Sketch [7] : Due to (8) and the fact that b ∈ (0, 1) we can use Theorem 1 again to show that I (Z; Y 2 ) = I Z; snr2 1+bsnr1 Z + N leading to (29). Similarly, (30) is obtained.
Finally, we have the following result for the mixed case.
Theorem 6. For the mixed two-user Gaussian interference channel ((24) with b ≥ 1), when the input distributions are in the set S, we have the following corner point:
Proof Sketch [7] : Since b ≥ 1 a trivial outer bound on this corner point is the multiple access channel (MAC) corner point. Since I (Z; Y 2 ) ≤ I Z;
√ snr 2 Z + N , we can obtain a tighter outer bound using Theorem 4. Achievability by Gaussian p2p codebooks is shown in [11] . Thus, treating the interference as Gaussian noise when b ∈ [1, 1−a+snr1 asnr1 ] is optimal, not only in terms of the generalized degrees of freedom, as recently shown in [12] . Moreover, note that non-unique decoding at Y 2 [13] , which potentially could obtain higher achievable rates, does not improve the above corner point. Note further that any pair of codebooks (in the set S) that achieves these corner points, both messages can be reliably decoded. Moreover, at Y 1 the decoding of both messages can always be done sequentially, due to Theorem 4, which guarantees MMSE of zero for the estimation of Z.
V. DISCUSSION AND CONCLUSIONS
In this work we have examined the effect of maximum rate transmission on an additional transmitted message, over the additive Gaussian channel. We have shown that a maximum rate transmission creates, effectively, additional additive Gaussian noise, in terms of the mutual information and MMSE. This observation leads to the fact that, if one requires to reliably decode the maximum rate transmission, the MMSE of any additional transmitted signal must be zero. This condition is orthogonal to any additional condition on the rate of this additional transmission. Using these observations we obtain, for the set S, corner points of the two-user Gaussian interference channel.
