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Abstract
In our previous paper: Integrability of Homogeneous potentials of degree k = ±2. An
application of higher order variational equations, we tried to extract some particular struc-
tures of the higher variational equations (the VEp for p > 2), along particular solutions
of some Hamiltonian systems. Then, we use them to get new Galois obstructions to the
integrability of natural Hamiltonian with potential of degree k = ±2. In the present work,
we apply the results of the previous paper, to the complementary cases, when the degrees of
the potentials are relative integers k, with |k| > 3. Since these cases are much more general
and complicated, we reduce our study only to the second variational equation VE2.
1 Presentation
This paper completes the previous one [4] by applying the same results and strategies to the
complementary cases. That is, we still study the integrability of homogeneous potentials along
Darboux points, but here we assume that the degree k is an arbitrary relative integer with |k| > 3.
As we shall see thing are technically much more complicated for the following reasons. At first,
the assumption over the degree are more general, and secondly, here in contrast to the cases
when |k| = 2, the Morales Ramis table (see Table 1) gives discreet obstructions at the level of
the first order variational equation VE1. This will force the study to encompass a judge number
of distinct cases. As a consequence, our major results, Proposition 5, Theorems 4 and 5 below,
just concern the Galois group of the second variational equation VE2. They are not definitive
results which guarantee that the Galois groups of the associated systems VEγ2,α and EX
γ
2,α,β are
virtually Abelian in such and such cases, but they constitute effective algorithms to test such
possibilities in particular cases. These results convert the virtual Abelianity of the Galois group
to testing some Ostrowski relations between first level integrals Φ, Ψα, Ψγ etc, when they are so.
The reader will see that in general, these integrals are very complicated. And the main, difficulty
will be be the following : from the form of a given integrals, it will be in general very easy to
predict that it can be algebraic if it is so. But in contrast when it does not have such specific
form, it is very very difficult to decide when it is transcendental. Our main ingredient for this
will be Remark 2 below.
In addition to the first paper, this one contains one additional idea which is interesting from
a theoretical point of view. This is what we call the cohomological argument , which allow to
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test that a second level integral is indeed computable in closed form, that is to test if a Galois
group is virtually Abelian, without computing effectively this second level integral in closed form
explicitly. This procedure was discovered when dealing with the present second level integrals,
but it can be applied in more general contexts.
Let us mention finally, that this approach is not isolated. Combot in [2], deal with the same
problem for homogeneous potentials of degree k = −1, while in the same time Weil in [1], is
studying exactly the same problem than us but from the complementary point of view of gauge-
transformations , which has the advantage to convert, the original systems into new ones which
are much more simple in the sens that the virtual Abelianity of the Galois group can be directly
read in the form of the new system.
In order to helps the reader, into the reading of this paper, let’s briefly present how it is
organised. In Section 2, we present the systems VEγ2,α and EX
γ
2,α,β. Here the idea is that
as for the study of VE1, these new systems are much more easy to study after the so called
Yoshida-transformation, than in their original time-parametrisation. In Section 3, we present
the associated second level integrals involved in those systems and their intrinsic hierarchy.
Section 4, contains the technical ingredients both theoretical and practical which are going to be
useful for the proofs of Theorems 4 and 5 (in Section 5), and for some effective remarks about
VEγ2,α and EX
γ
2,α,β. These practical studies will be done in Sections 6 and 7 below. Moreover, we
recommend the reader, to first take a look, to Section 6.4, where we present some experimental
facts about the complexity of the law that govern the virtual Abelianity of VEγ2,α. We hope that
this will help him to understand how we are using the present criteria and why we where obliged
to deal with such tremendous casuistic.
2 From VE1 to VE2 through the Yoshida transformations
In all the previous works concerning the integrability of homogeneous potentials along Darboux
points , the key result for the analysis of the first variational equation VE1, was the conversion
of this differential system in time parametrisation to an equivalent one in new variable z. This
is the Yoshida transformation given by
t 7−→ z = ϕk(t).
This transformation convert the initial variational equations over a hyperelliptic curve into a
Fuchsian equation over P1, with singularities at z ∈ {0; 1;∞}.
In this Section we shall recall some results concerning this transformation, and we show how
it applies to the study of the second variational equation VE2.
2.1 The subsystems of VE2 to deal with
Here, we assume that V ′′(c) is diagonalisable. Hence, VE1 splits into a direct sum of equations
which have the following form
x¨ = −λαϕ
k−2x,
where λα are the eigenvalues of V
′′(c), and ϕ = ϕ(t) is a particular solution defined by a Darboux
point d. For each of these equations we denote by G1 = Gα = G(k, λα) its differential Galois
group over the field K = C(ϕ, ϕ˙).
From Proposition 2.5 of [4], we know that the differential Galois group of VE2 is virtually
Abelian iff the same property hold true for the differential Galois groups of the systems
VEγ2,α and EX
γ
2,α,β for all α;β; γ with α 6= β.
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In time parametrisation, these systems have the following form (see equations (2.20) and (2.22)
of [4])
VEγ2,α
{
x¨ = −λαϕ
k−2x
y¨ = −λγϕ
k−2y + ϕk−3x2
; ..
and
EXγ2,α,β


x¨ = −λαϕ
k−2x
y¨ = −λβϕ
k−2y
u¨ = −λγϕ
k−2u+ ϕk−3xy
Here, we directly assumed that the coefficients appearing in the non-homogeneous terms
in the right hand sides of the last equations of those systems are non zero. Otherwise, the
corresponding second variational equation will be reduced to the first variational equation.
2.2 The Morales-Ramis table
The full list of all values of λ ∈ C for which the differential Galois group of equation
x¨ = −λϕk−2x, (1)
is virtually Abelian is given in the following table, where p denotes an integer.
G(k, λ)◦ k λ Line Number
k = ±2 λ arbitrary complex number 1
Ga |k| > 3 λ(k; p) = p+
k
2p(p− 1) 2
1 p+ 12p(p− 1), p 6= −1; 0 3
-1 p− 12p(p− 1), p 6= 1; 2 4
{Id} 1 0 5
-1 1 6
|k| > 3 12
(
k−1
k + p(p+ 1)k) 7
3 −124 +
1
6 (1 + 3p)
2, −124 +
3
32 (1 + 4p)
2 8,9
−1
24 +
3
50 (1 + 5p)
2, −124 +
3
50 (2 + 5p)
2 10,11
-3 2524 −
1
6 (1 + 3p)
2, 2524 −
3
32 (1 + 4p)
2 12,13
25
24 −
3
50 (1 + 5p)
2, 2524 −
3
50 (2 + 5p)
2 14,15
4 −18 +
2
9 (1 + 3p)
2 16
-4 98 −
2
9 (1 + 3p)
2 17
5 −940 +
5
18 (1 + 3p)
2, −940 +
1
10 (2 + 5p)
2 18,19
-5 4940 −
5
18 (1 + 3p)
2, 4940 −
1
10 (2 + 5p)
2 20,21
Table 1:
Since we will now play with potential of degree k 6= ±2, the connected component of G1 will
be either Ga or identity. See [5] and [3].
2.3 The Yoshida transformation of VE1
Here we reproduce some of the computations which were more detailled in [3]. The Yoshida
transformation consists of the change of the independent variable
t 7−→ z = ϕk(t), (2)
3
in the considered equation. Thanks to the chain rule
d2x
dt2
=
(
dz
dt
)2
d2x
dz2
+
d2z
dt2
dx
dz
,
equation (1) reads
ϕk−2(t)[2kz(1− z)
d2x
dz2
+ (2(k − 1)(1− z)− kz)
dx
dz
] =
d2x
dt2
ϕk−2(t)[2kz(1− z)
d2x
dz2
+ (2(k − 1)(1− z)− kz)
dx
dz
] = −ϕk−2(t)λx
2kz(1− z)
d2x
dz2
+ (2(k − 1)(1− z)− kz)
dx
dz
= −λx
d2x
dz2
+
2(k − 1)(1− z)− kz
2kz(1− z)
dx
dz
=
−λx
2kz(1− z)
d2x
dz2
+ p(z)
dx
dz
= s(z)λx, (3)
where
p(z) =
2(k − 1)(z − 1) + kz
2kz(z − 1)
and s(z) =
1
2kz(z − 1)
.
Now, after the classical Tschirnhaus change of dependent variable,
x = f(z)ζ, f(z) = exp
(
1
2
∫
p(z)dz
)
= z
−(k−1)
2k (z − 1)
−1
4 , (4)
equation (2.3) has the reduced form
d2ζ
dz2
= [r0(z) + λs(z)]ζ, (5)
where
r(z) := rλ(z) := r0(z) + λs(z) =
ρ2 − 1
4z2
+
σ2 − 1
4(z − 1)2
−
1
4
(1− ρ2 − σ2 + τ2)
(
1
z
+
1
1− z
)
,
and
ρ =
1
k
, σ =
1
2
, τ =
√
(k − 2)2 + 8kλ
2k
. (6)
Since the three above numbers are respectively the exponents differences at z = 0, z = 1, and
z = ∞, of the reduced hypergeometric equation L2 = x
′′ − r(z)x = 0; the solutions of L2 = 0,
belong to the Riemann scheme
P{
0 1 ∞
1
2 −
1
2k
1
4
−1−τ
2
1
2 +
1
2k
3
4
−1+τ
2
z}. (7)
In Table 1, the group G(k, λ) appearing into the first column is precisely the differential Galois
group of the equation L2 = x
′′ − r(z)x = 0, with respect to the ground field C(z).
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2.4 Computation of the solution space of (1) when G(k, λ)◦ = Ga.
We observed that after Yoshida transformation the new equation in z variable is L2 = x
′′ −
rλ(z)x = 0, and that the solutions of L2 = 0 belong to the Riemann scheme
P1 := P{
0 1 ∞
1
2 −
1
2k
1
4 ρ∞
1
2 +
1
2k
3
4 ρ
′
∞
z}, (8)
where
ρ∞ =
−1− τ
2
, ρ′
∞
=
−1 + τ
2
, τ = p−
1
2
+
1
k
. (9)
In Table 1, the group G(k, λ) appearing into the first column is precisely the differential Galois
group of the equation L2 = x
′′ − r(z)x = 0, with respect to the ground field C(z). But its
connected component coincide with the connected component of (1) over C(ϕ, ϕ˙).
Our Lemma 3.4 from [3] can be reformulated into the following way.
Lemma 1 When G◦1 ≃ Ga then,
1. Up to a complex multiplicative constant, the algebraic solution x1 is of the form x1 = z
a(z −
1)bJ(z) where
a ∈
{
k − 1
2k
,
k + 1
2k
}
, b ∈
{
1
4
,
3
4
}
,
and J(z) ∈ R[z] does not vanish at z ∈ {0, 1}.
2. The function I := Iλ =
∫
1
x21
has exponent (1− 2b) at z = 1, and, up to an additive constant,
the monodromy around this point is M1(I) = −I.
3. Around z = 0, I has exponent (1 − 2a), and its monodromy can be written into the form
M0(I) = exp(−4piia)I + c0.
Proof (1 and 2) where proved in Lemma 3.4 of [3], (3) follows in the same way. 
From (9) and (8) we get
ρ∞ = −
1
2
(
p+
1
2
+
1
k
)
; ρ′
∞
=
1
2
(
−
3
2
+
1
k
)
.
Since x1 = z
a(z − 1)bJ(z), we get that
x1 ∈ P1 := P{
0 1 ∞
1
2 −
1
2k
1
4 ρ∞
1
2 +
1
2k
3
4 ρ
′
∞
z} ⇐⇒ J ∈ P2 := P{
0 1 ∞
1
2 −
1
2k − a
1
4 − b ρ∞ + a+ b
1
2 +
1
2k − a
3
4 − b ρ
′
∞
+ a+ b
z}.
From the four possibilities a ∈ {k−12k ,
k+1
2k }, b ∈ {
1
4 ,
3
4}, we get four possibles Riemann schemes.
According to ([6] p. 95), the classical Jacobi polynomials J∗(α,β)n (t)with parameters (α, β),
and degreen ∈ N, are defined by
J∗(α,β)n (t) =
(t− 1)−α(t+ 1)−β
2nn!
dn
dtn
((t− 1)α+n(t+ 1)β+n).
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They belong to the Riemann scheme
PJ∗


−1 ∞ 1
0 −n 0
−β α+ β + n+ 1 −α
t

 .
But here the singularities that we meet are {−1, 1,∞} instead of {0, 1,∞}. Hence we pass from
the classical Jacobi polynomials to ours by putting t = 2z − 1, i.e., we set
J(z) = J∗(2z − 1),
J(z) ∈ PJ


0 ∞ 1
0 −n 0
−β α+ β + n+ 1 −α
z

 ⇐⇒ J∗(t) ∈ PJ∗


−1 ∞ 1
0 −n 0
−β α+ β + n+ 1 −α
t

 .
As a consequence, we get the following classification of the Jacobi polynomials J ∈ P2
a b α β n p
Case 1 12 +
1
2k
1
4
−1
2
1
k
p−1
2 p ∈ 2N+ 1
Case 2 12 +
1
2k
3
4
1
2
1
k
p
2 − 1 p ∈ 2N+ 2
Case 3 12 −
1
2k
1
4
−1
2
−1
k
−p
2 p ∈ −2N
Case 4 12 −
1
2k
3
4
1
2
−1
k
−p−1
2 p ∈ −2N− 1
Table 2: (
Here, n := deg(J(z)). To obtain this, we identified P2 with PJ . This gave α and β. To
compute the degree, we observed that α + β 6∈ Z. Hence, −n is the one of the two numbers
ρ∞ + a+ b, or ρ
′
∞
+ a+ b that belongs to Z.
Thanks to the formula for J∗ = J∗n
(α,β) we get that up to a constant multiple
J(z) = J (α,β)n (z) = (z − 1)
−α(z)−β
dn
dzn
((z − 1)α+n(z)β+n). (10)
Hence, according to the previous table and Lemma 1, the precise forms of the integrals I depends
on the four cases and are given by the following
Cases 1 2 3 4
I ′ 1
z1+1/k(z−1)1/2J2
1
z1+1/k(z−1)3/2J2
1
z1−1/k(z−1)1/2J2
1
z1−1/k(z−1)3/2J2
Table 3:
Remark 1 Compatibility between the above Table and Lemma is certainly true for |k| > 3
but there is a problem for k = ±1. Indeed, thanks to ([6] p.95), the differential equation for
J(z) = J
(α,β)
n (z) is
z(1− z)J ′′ + [β + 1− (α+ β + 2)z]J ′ + n(α+ β + n+ 1)J = 0.
So by plugging z = 0, 1 in the later we get{
(β + 1)J ′(0) + n(α+ β + n+ 1)J(0) = 0
−(α+ 1)J ′(1) + n(α+ β + n+ 1)J(1) = 0
.
From Table 2, α = ±1/2 and β = ±1/k so n(α + β + n + 1) 6= 0. As a consequence, J(1) 6= 0.
But when β = −1 that is when k = ±1, we get that J(0) = 0. Which is not compatible with the
Lemma 1.
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This is why, in this paper, we are going to work with the assumption that |k| > 3, which is
in fact complementary to what was done in [2].
2.5 Yoshida transformation of VEγ
2,α and EX
γ
2,α,β.
With the above notations we get the following
Proposition 1 By setting x = f(z)ζ, the differential equation in time t:
x¨ = −λϕk−2x+ ϕk−3b,
is transformed into the differential equation in z variable
ζ′′ = rλ(z)ζ −
s(z)
f(z)z1/k
b
Proof According to Yoshida, by dividing the original equation in time by ϕk−2 and multiplying
by −s(z) we get
x′′ + p(z)x′ = λs(z)x−
s(z)b
ϕ
.
Now, the relation x = f(z)ζ, gives x′′ + p(z)x′ = f(z)ζ′′ + (f ′′ + pf ′)ζ, hence by dividing the
previous equation by f and using [3] again, we get
ζ′′ − r0(z)ζ =
λs(z)
f
fζ −
s(z)b
f(z)ϕ
ζ′′ = rλ(z)ζ −
s(z)b
f(z)z1/k

Let us set
ω = z−(
3
2+
1
2k )(z − 1)
−5
4 .
The field C(z)[ω] is a finite Abelian extension of C(z).
Corollary 1 The original systems in time VEγ2,α and EX
γ
2,α,β are equivalent to the following
systems in z variable that we still denote by the same symbols:
VEγ2,α
{
x′′ = rαx,
y′′ = rγy + ωx
2,
EXγ2,α,β


x′′ = rαx,
y′′ = rβy,
u′′ = rγu+ ωxy,
The coefficients of these systems are elements of K0 := C(z)[ω]. Here, in order to simplify
notations we set:
rα = rλα(z) = r0(z) + λαs(z).
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Proof In EXγ2,α,β , let’s perform the Tschirnhaus transformation by setting
x(t) := f(z)X(z); y(t) := f(z)Y (z); u(t) := f(z)U(z).
According to the above proposition, the system in time is therefore equivalent to
EXγ2,α,β


X ′′ = rαX
X ′′ = rβY
U ′′ = rγU −
s(z)
f(z)z1/k
xy
.
But now,
s(z)
f(z)z1/k
xy =
s(z)
f(z)z1/k
f2XY =
s(z)
z1/k
f(z)XY.
Moreover direct computation gives
s(z)
z1/k
f(z) =
ω
2k
.
Hence, the last equation of EXγ2,α,β becomes
U ′′ = rγU −
ω
2k
XY.
Coming back to minuscule letter by setting
X = −2kx; Y = y; U = u,
we get the desired expression of EXγ2,α,β into z variable. Similar computations hold for VE
γ
2,α.

3 Second level integrals and hierarchy
3.1 The second level integral involved in VEγ
2,α and EX
γ
2,α,β
From now on, we will only work with differential equation in z variable, with coefficient in
K0 = C(z)[ω].
Proposition 2 Let F be a differential field containing the elements r, ω, b, and a basis of
solutions {u1;u2} of u
′′ = ru. Then, the field F contains all solutions of the differential equation
u′′ = ru+ ωb,
iff it contains the two following integrals
Φi :=
∫
ωuib, i = 1, 2.
Proof Classical variation of constant. 
Let us denote by F1/K0 the Picard-Vessiot extension associated to the homogeneous part
of one of the systems S := VEγ2,α, or S := EX
γ
2,α,β . Let also denote by F2/K0 the Picard-Vessiot
of S. From the above
8
• For S = VEγ2,α, F2/F1 is generated by the four integrals Φ =
∫
ωyx2. That is, in term of
basis {x1;x2} and {y1; y2} of the corresponding homogeneous equations, we have at most
six generators, given by the integrals
Φ :=
∫
ωyiX, i = 1; 2.
where X ∈ {x21,x1x2,x
2
2}.
• For S = EXγ2,α,β , F2/F1 is generated by at most eight integrals Φi,j,l :=
∫
ωuiyjxl, with
i, j, l = 1, 2.
These systems are complicated ones, nevertheless we get the following elimination result
Theorem 1 If the groups Gα, Gβ , Gγ are finite then the Picard-Vessiot extensions of VE
γ
2,α,
and EXγ2,α,β are virtually Abelian.
Proof In these cases F1/K0 is algebraic. It is also the algebraic closure of K in F2. Since F2/F1
is generated by first level integral with respect to F1, Gal
◦(F2/K0) is a vector group. 
From now, since the casuistic is sufficiently tremendous, with those cases only,
we shall assume up to the end of this paper that
G◦α ≃ G
◦
β ≃ G
◦
γ ≃ Ga.
3.2 Hierarchy of the integrals involved in VEγ
2,α and EX
γ
2,α,β.
Since in the considered cases the group Gλ of w
′′ = rλw has the connected component Ga, the
equation always have an algebraic solution that we shall always denote by an index one, i.e., w1.
The second solution is given by
w2 = w1IλwithI = Iλ =
∫
1
w21
.
With this convention the second level integral involved in VEγ2,α can be classify in following
diagram
Φ =
∫
ωy1x
2
1,
Φγ =
∫
ωy2x
2
1 =
∫
Φ′Iγ , Φα =
∫
ωy1x1x2 =
∫
Φ′Iα,
Φγ,α =
∫
ωy2x1x2 =
∫
Φ′IγIα, Φ2α =
∫
ωy1x
2
2 =
∫
Φ′I2α,
Φγ,2α =
∫
ωy2x
2
2 =
∫
Φ′IγI
2
α
Observe that Φ is a first level integral with respect to the algebraic extension K of C(z), with
K := C(z)[ω; y1;x1] = K0[y1;x1].
The remaining five integrals, are of second level with respect to K. Their complexity grow at
each change of line in the diagram.
For EXγ2,α,β , we proceed similarly. Here, Φ =
∫
ωu1y1x1 is first level with respect to
K := C(z)[ω;u1; y1;x1] = K0[u1; y1;x1].
The diagram of complexity is now the following
Φ =
∫
ωu1y1x1,
Φγ =
∫
Φ′Iγ , Φβ =
∫
Φ′Iβ , Φα =
∫
Φ′Iα,
Φγ,β =
∫
Φ′IγIβ , Φγ,α =
∫
Φ′IγIα, Φβ,α =
∫
Φ′IβIα,
Φγ,β,α =
∫
Φ′IγIβIα,
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4 Ingredients and tools
4.1 A cohomological argument to decide between solvability and Abelian-
ity
Here we recall one important result stated and proved in the first part of this paper (Theorem
3.1 of [4]). And we add to it some refinements which are going to be useful for effective testing
of the virtual Abelianity.
Theorem 2 Let F1/K and F2/K be two Picard-Vessiot extensions with F1 ⊂ F2 and F2/F1
generated by integral of second level. Then G2 is virtually Abelian iff G1 is virtually Abelian, and
any second level integrals Φ ∈ F2 can be expanded into the form
Φ = R1 + J,
where R1 ∈ T (F1/K) and J
′ ∈ K˜. Here K˜ is the algebraic closure of K in F2. Moreover, for all
σ ∈ G◦2, σ(Φ)− Φ ∈ T (F1/K).
Here we recall that T (F1/K) stands for the Picard-Vessiot ring of the extension F1/K.
Let K ⊂ F1 ⊂ F2 be a tower a Picard-Vessiot extensions satisfying the assumptions of
Theorem 2, with F1/K virtually Abelian. Let Φ ∈ F2 be a second level integral. If G2 is
virtually Abelian, the mapping
σ 7−→ C(σ) := σ(Φ) − Φ,
is a cocycle from G◦2 with values in the G
◦
2-module M = T (F1/K). Indeed, C is a cocycle since
it satisfies the relation
C(sσ) = s · C(σ) + C(s).
Now, let R ∈ M = T (F1/K), and h be an arbitrary mapping from G
◦
2 to the field of constatsC,
we say that the mapping
B : G◦2 →M ; σ 7→ σ(R)−R+ h(σ),
is an extended coboundary from G◦2 with values in M . When moreover, h ∈ Hom(G
◦
2, C), then
we say that B is a coboundary. Direct computation shows that an extended coboundary B is a
cocycle iff B is a coboundary.
In this language, Theorem 2, says that if G◦2 is Abelian, then any cocycle associated to a
second level integral is a coboundary. We may wonder about a converse. Let Φ be a second level
integral such that there exists R ∈ T (F1/K), and some function h : G
◦
2 → C, (here we do not
assume a priory that h is additive), satisfying
σ(Φ)− Φ = σ(R)−R+ h(σ), ∀σ ∈ G◦2.
This relation yield the following implications
σ(Φ−R) = Φ−R+ h(σ)
σ(Φ′ −R′) = Φ′ −R′
Φ′ −R′ ∈ K¯.
Hence, there exists J such that J ′ is algebraic over K, and Φ = R + J . As a consequence,
we proved that the cocycle associated to a second level integral Φ is a coboundary iff Φ can be
computed in closed form.
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Let us conclude this sub-section by explaining how we will use these observations. For any
given tower of Picard-Vessiot extensions and an explicate second level integral Φ, the fact that
the associated cocycle C(σ) = σ(Φ) − Φ belong to T (F1/K), will give us necessary conditions
for the virtual Abelianity of G2. Next, thanks to the previous arguments, we will find sufficient
conditions, showing that the cocycles are coboundaries.
4.2 Ostrowski relations and necessary conditions for virtual Abelianity
The following lemma was also stated into the first part of this paper as a consequence of Theorem
2, (see Lemma 3.3 of [4]). But we state it again in a more appropriated version to the present
context. Moreover, we prove it again since its proof is better understandable into the framework
of the cohomological arguments.
Lemma 2 Let K ⊂ F1 ⊂ F2 be a tower of Picard-Vessiot extensions of K, with the same field
of constants C, and satisfying the following conditions
• G◦1 = Ga, T (F1/K) = K[I], and I
′ ∈ K,
• F2 contains some second level integrals of the form Φ1 :=
∫
Φ′I, with Φ′ ∈ K, and Φ ∈ F2.
If F2/K is virtually Abelian, then Φ and I satisfies Ostrowski relation of the form
Φ− dI ∈ K, for somed ∈ C.
Conversely, if such a relation holds then the extension K(I,Φ1)/K is virtually Abelian.
Proof There exists c ∈ Hom(G◦2,C) such that for all σ ∈ G
◦
2, we have σ(I) = I + c(σ). Hence,
σ(Φ′1) = Φ
′
1 + c(σ)Φ
′ ⇒ σ(Φ1)− Φ1 = c(σ)Φ + d(σ),
for some mapping d : G◦2 → C. Now according to Theorem 2, the virtual Abelianity of F2/K
implies that the cocycles σ(Φ1)− Φ1 ∈ T (F1/K) = K[I]. Hence
σ(Φ1)− Φ1 = c(σ)Φ + d(σ) ∈ T (F1/K) = K[I].
Let us choose σ = σ0 such that c(σ0) = 1. The last relation implies that Φ ∈ K[I]. Hence, the
two primitive integrals overK, Φ and I must be dependant and we conclude thanks to Ostrowski.
For the converse, let us assume that Φ = dI + f for some f ∈ K. Integrating by part, we
can compute Φ1 in closed form thanks to first level integrals. Indeed we get
Φ1 = dI
2/2 + fI −
∫
fI ′.
and the claim follows since,
∫
fI ′ is a first level integral w.r.t K.
Alternatively, let us show on this example how the previous cohomological arguments are
working here. If we assume that Φ = dI + f for some f ∈ K, we get a closed expression for the
cocycle
σ(Φ1)− Φ1 = Φc(σ) + d(σ) = dIc(σ) + fc(σ) + d(σ) ∈ T (F1/K) = K[I].
Let us show that this is an extended coboundary. If we set P (I) := dI2/2 + fI, we get
σ(P (I)) − P (I) = P (I + c(σ))− P (I)
=
d
2
(I + c(σ))2 + f(I + c(σ)) −
d
2
I2 − fI
σ(P (I)) − P (I) = dIc(σ) + fc(σ) +
dc2(σ)
2
.
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Hence, by comparing the above two formulae, we get
σ(Φ1)− Φ1 = σ(P (I)) − P (I) + h(σ),
where the function h : G◦2 → C, can be computed thanks to the formula given by h(σ) =
−dc2(σ)/2 + d(σ). Since the cocycle: σ(Φ1) − Φ1 is an extended coboundary, and, in fact, is a
coboundary, Φ1 can be computed in closed form, and the result follows. 
This proof explains why we introduced, the a priory artificial notion of an extended cobound-
ary. Indeed, when looking to the complicated formula for h above, it not obvious that it is a
group morphism from G◦2 to C. Nevertheless, what is really important for our purpose is that
h takes constant values. In the more complicated cases that we shall meet below, we will not
explicitly compute h, but we will only show its existence. Moreover, the advantage of this co-
homological approach is that it shows that a second level integrals can be explicitly computed in
closed form without having to make this computation explicitly. This will make things simpler
in the more complicated cases below.
4.3 Testing Ostrowski relations thanks to characters
Let K/C(z) be an algebraic extension. Let Φ and I be two primitive integrals of elements
belonging to K. In order to test if they satisfy an Ostrowski relation of the form
Φ + dI = p ∈ K (11)
for some d ∈ C, we shall use the following observation by taking advantage that Φ and I are
primitive of algebraic functions.
Let σ be a Galois morphism fixing C(z), for example a monodromy operator, and assume
further that σ acts on Φ′ and I ′ by characters according to the formulae
σ(Φ′) = χ(Φ)Φ′, σ(I ′) = χ(I)I ′.
By integrating we get relations of the form
σ(Φ) = χ(Φ)Φ + cΦ, σ(I) = χ(I)I + cI .
As a consequence, applying σ to (11), we get a system of two equations
(
1 1
χ(Φ) χ(I)
)(
Φ
dI
)
=
(
p
σ(p)− cΦ − dcI
)
∈ K2.
If χ(Φ) 6= χ(I) the matrix is invertible and (11) implies that Φ is algebraic. We have therefore
proved the following criteria.
Lemma 3
1. Assume that Φ is not algebraic, and that there exists a monodromy operator σ acting by
character on Φ′ and I ′. If χ(Φ) 6= χ(I), then (11) does not hold.
2. Here is a generalisation: Let Φ, I1, . . . , In be n + 1 integrals over K. Let σ be a Galois
morphism acting by characters on the derivatives
σ(Φ′) = χΦΦ
′, σ(I ′j) = χjI
′
j , forj = 1, . . . , n.
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If, χΦ 6∈ {χ1, . . . , χn}, then an arbitrary Ostrowski relation of the form
Φ +
n∑
i=1
djIj ∈ K,
implies that Φ ∈ K
The proof of the second point is similar to previous particular case. Indeed, by grouping
together the Ij corresponding to the same character, we are reduced to the case where all the χj
are distinct. Then, the action of the σp for 0 6 p 6 n lead to an invertible Vandermonde n× n
system, which allows a similar conclusion as in point (1).
We are going to use this lemma in the proofs of Propositions 6, 7 and 8 below, by showing
thanks to monodromies that some Ostrowski relations are impossible. This is one of the great
advantage of Yoshida transformation in comparison to the time parametrisation, where the sin-
gularities of the corresponding complex functions are not well understood. Another advantage
of Yoshida transformation is going to be shown right now.
4.4 To be or not to be an algebraic integral
Remark 2 Let F/K0 be the Picard-Vessiot extension of either VE
γ
2,α, or EX
γ
2,α,β, over the
field K0 = C(z)[ω]. The two above systems are Fuchsian with singularities at z ∈ {0, 1,∞}.
Indeed, according to Corollary 1 and Proposition 2, each solution of any of these systems is
holomorphic in any simply connected domain of P1\{0; 1;∞}, with at most exponential growth
at the singularities.
As a consequence, the Schlesinger theorem implies that Gal(F/C(z)) is topologically gener-
ated by the two monodromies M0 and M1.
This observation will have the following important consequence. Let Γ be a holonomic element
of F fixed by M0, and having a finite orbit under <M1 >. More generally, let us assume that
Γ has a finite orbit under the monodromy group M ⊂ Gal(F/C(z)). Then necessarily, Γ is
algebraic over C(z). Indeed, since Γ is holonomic, there exists a C-finite dimensional vector
space V containing Γ on which Gal(F/C(z)) acts algebraically. As a consequence, the map
f : Gal(F/C(z))→ V ; σ 7→ σ(Γ),
is a morphism of algebraic variety. Since the image f(M) is finite, it is a Zariski closed subset
of V , so f−1(f(M)) is a closed subset of Gal(F/C(z)) containing M. Since M is dense in
Gal(F/C(z)), we get that f−1(f(M)) = Gal(F/C(z)) and the orbit of Γ under Gal(F/C(z)) is
finite as has to be shown.
The most general integrals Φ and Ψ we shall meet below are Abelian integrals of the form
Γ :=
∫
PΩ
J2
,
where
• Ω(z) = ze0(1 − z)e1 , where the exponents e0 and e1 are rational numbers > −1, with
e0 + e1 6∈ Z.
• P (z) ∈ C[z].
• J(z) is a Jacobi polynomial having n simples roots 0 < z1 < · · · < zn < 1, if n = deg(J) >
1.
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Precisely, Γ will be an integral of the type Φ, for n = deg(J) = 0, and of the type Ψ otherwise.
According to Remark 2, if one of the two exponents e0, or e1 is an integer, then the corres-
ponding integral Φ, or Ψ has finite orbit under the monodromy group, hence is algebraic. This
is a very surprising fact especially for the integrals Ψ. Indeed, this shows that here, the P,Ω and
J must be so specific that PΩ/J2 does not has residues at none of the zi.
Away from those cases, we now have to investigate the integrals Γ, for which the two exponents
are not integers in order to be able to test their eventual algebraicity.
4.4.1 Reduction of the integrals
When trying to compute Γ in closed form we get the following formula
∀R ∈ C(z),
(
R
Ω
J
)
′
=
T (R)Ω
J2
,
with {
Ω
(z) := Ω(z)z(1− z)
T (R) := z(1− z)JR′ + [(e0 + 1− (e0 + e1 + 2)z)J + z(z − 1)J
′]R
.
Viewed as a linear mapping of C(z) to itself, T is injective. Indeed,
(T (R) = 0) =⇒
(
R
Ω
J
)
′
= 0 =⇒ (R = 0).
Now, if we restrict T to C[z], by computing the leading term of T (zr), we see that the condition
e0 + e1 6∈ Z implies that T increment the degree by n+ 1. That is deg(T (R)) = deg(R) + n+ 1.
By counting dimensions we therefore get that for allN > 0, we have the following direct sum
decomposition
CN+n+1[z] = T (CN [z])⊕Cn[z].
Since it holds for all N > 0, we get
C[z] = T (C[z])⊕Cn[z].
As a consequence, we can reduce any integral Γ by lowering the degree of the numerator in the
following way : ∀P ∈ C[z]∃!(R,Λ) ∈ C[z]×Cn[z] such that
P = T (R) + Λ. (12)
By multiplying this equality by Ω/J2, and integrating we get
∫
PΩ
J2
=
R
Ω
J
+
∫
ΛΩ
J2
,
Γ(P ) =
R
Ω
J
+ Γ(Λ). (13)
Since R
Ω
/J is algebraic, Γ(P ) is algebraic, iff Γ(Λ) is algebraic. For the study of this problem
we get the following.
Theorem 3 Let P,Ω, J be as above with e0 and e1 in Q\Z.
1. The integral Γ(P ) is algebraic iff it belongs to the field C(z)[Ω], that is iff there exists R ∈ C(z)
such that P = T (R).
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2. ∀P ∈ C[z] and R ∈ C(z), the relation P = T (R) implies that R ∈ C[z].
3. For a polynomial P ∈ C[z], let R and Λ satisfy equation (12). Then Γ(P ) is algebraic iff
Λ = 0. Two integrals Γ(P1) and Γ(P2) satisfy an Ostrowski relation: Γ(P1) + dΓ(P2) is
algebraic iff for the corresponding Λs, we have Λ1 + dΛ2 = 0.
4. If P is a non zero polynomial with deg(P ) 6 n, then Γ(P ) is transcendental. Moreover. the
n+ 1 integrals
∫
zsΩ
J2 with 0 6 s 6 n are algebraically independent.
The ideas behind this result are very closed to what we did in [3].
Proof 1. Since the exponents are rational but not integers, there exist a minimal integral power
d > 2 such that Ωd ∈ C(z). As a consequence, the field extension C(z)[Ω] = C(z)[
Ω
]/C(z) is a
Kummer extension of degree d. Now, Γ(P ) is algebraic iff it belongs to C(z)[
Ω
]. It can therefore
be expanded into the form
Γ(P ) =
∫
PΩ
J2
=
d∑
s=1
Rs
J
Ωs with Rs ∈ C(z).
Taking derivative of the above equation, we obtain the following expression
PΩ
J2
=
d∑
s=1
(
R′s
Rs
−
J ′
J
+ s
Ω
′
Ω
)
Rs
J
Ωs
Since in the right hand side, each coefficient of
Ωs is in C(z), we must have
(
R1
J
Ω
)
′
= 0 fors > 2,
and
PΩ
J2
=
(
R1
J
Ω
)
′
=
T (R1)Ω
J2
⇐⇒ P = T (R1),
and the claim follows.
2. If P = T (R) with R ∈ C(z), then the function
z 7−→ Γ(z) =
∫
PΩ
J2
=
R
J
Ω
,
is holomorphic in an arbitrary simply connected domain of C \ {0, 1, z1, . . . , zn}. So, if R has
got a pole, it must belong to {0, 1, z1, . . . , zn}. But for all p > 1 , the leading term of T (1/z
p) is
given by
T (1/zp) = J(0)[e0 + 1− p]/z
p 6= 0,
sincee0 6∈ ZandJ(0) 6= 0.As a consequence, z = 0 cannot be a pole of R. A similar argument
hold at z = 1, since the expansion of T (1/(z − 1)p) begins with J(1)[p− e0 − 1]/(z − 1)
p.
Around z = zi, Γ
′(z) is of the form
Γ′(z) = a/(z − zi)
2 + 0/(z − zi) + h1(z),
with h1 holomorphic. Indeed, because Γ is algebraic Γ
′ does not have residue. So,
Γ(z) = −a/(z − zi) + h2(z) = R
Ω
/J = Rh3(z)/(z − zi),
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with h2 and h3 holomorphic around zi. Since h3(zi) 6= 0, R cannot have a pole at zi. Hence, R
is polynomial.
3. and 4. follow from the following observation. Let Λ ∈ Cn[z] be such that Γ(Λ) is algebraic.
Point 1 implies the existence of some R ∈ C(z) with Λ = T (R). But according to point 2, R is a
polynomial. If R 6= 0 then deg(Λ) = deg(R)+n+1 > n which is contradictory. So Λ = T (0) = 0
and the integral is algebraic iff Λ = 0. 
4.4.2 Linear forms and the equation Λ = Λ(P ) = 0
The above result show that the algebraicity of an integral Γ(P ) reduces to the vanishing of the
polynomial Λ appearing in equation (12). Although the correspondence P 7→ Λ is linear, the
decomposition given by equation (12), is very hard to perform effectively. Here, we are going to
show that the vanishing of Λ can be controlled by the vanishing of some linear forms on P which
can be directly computed thanks to some definite integrals.
In the most simple case, that is for J = 1, i.e,, when J(z) is a constant, this is achieved
thanks to the following.
Proposition 3 Let e0 and e1 be two real numbers greater than −1, and belonging to Q\Z with
e0 + e1 6∈ Z. Let us set Ω := z
e0(1− z)e1 . Then we have
1. For any polynomial P , the primitive integral Φ :=
∫
PΩ is algebraic iff
µ(P ) :=
∫ 1
0
PΩ(z)dz = 0.
2. For all n ∈ N,
µ(zn) =
(e0 + 1)n
(e0 + e1 + 2)n
B(e0 + 1; e1 + 1),
where B(p; q) is the usual Euler Beta function and (x)n is the Pochammer symbol.
3. If P (z) =
∑
pnz
n, then Φ is algebraic iff
∑
pn
(e0 + 1)n
(e0 + e1 + 2)n
= 0
The condition on the two exponents to be greater than -1, guaranties the convergence of the
generalised integrals between 0 and 1. The first point shows that the set of polynomials for which
Φ is algebraic is an hyperplane given by the kernel of the linear form µ.
Points 2 and 3, give explicit criterion on the coefficients of P to decide whether or not Φ is
algebraic.
Proof 1. Since J = 1, in the decomposition given by equation (12): P = T (R) + Λ, we have
that Λ is a number. The corresponding relation (13), can be written
Φ =
∫
PΩ = R
Ω
+ Λ
∫
Ω = R(z)ze0+1(1− z)e1+1 + Λ
∫
Ω.
Now let us compute Λ by evaluating the integrals between 0 and 1. Since ep + 1 > 0 for
p ∈ {0; 1}, and R ∈ C[z], we have
µ(P ) =
∫ 1
0
PΩ(z)dz = Λ
∫ 1
0
Ω(z)dz =⇒ Λ = µ(P )/
∫ 1
0
Ω(z)dz.
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2. Is a direct consequence of the relation
µ(zn) =
∫ 1
0
ze0+n(1− z)e1dz = B(e0 + n+ 1; e1 + 1) =
Γ(e0 + n+ 1)Γ(e1 + 1)
Γ(e0 + e1 + n+ 2)
.
3. Follows directly from the previous considerations. 
On the basis of the same ideas we now treat the case when deg(J) = n > 1.
Let 0 < z1 6 · · · 6 zn < 1 be the roots of J . Let γ0 be a half of the circle going counterclock-
wise from 0 to 1. Let γi for 1 6 i 6 n be some small trigonometric circles each enclosing zi and
no other root zj . Let us consider the n+ 1 linear forms on C[z] given by
Li(P ) :=
∫
γi
PΩ
J2
, 0 6 i 6 n.
Then we get the following
Proposition 4 With the previous notations
1. If P = T (R) + Λ as in relation (12), then for all 0 6 i 6 n, Li(P ) = Li(Λ).
2. The n+ 1 linear forms Li are free and
∫
PΩ
J2 is algebraic iff for all 0 6 i 6 n, Li(P ) = 0.
Let us observe that this property is a generalisation of the previous one. Indeed, L0 = µ, for
deg(J) = 0, that is when J = 1. Here the problem is that we do not find comparable simple
closed formulae for the linear forms Li. We mention this difficulty because the Li(P ) got the
flavour of some periods on some Abelian variety. But we did not find this link precisely. This is
probably the deep reason why things are so complicated in our context. Maybe we did not find
the proper geometric space where the actual notions would get some more transparent meaning.
Proof 1. This is a direct consequence of relation (13).
2. For P0 = J
2 the function PΩ/J2 = Ω has no residue at none of the zi, hence
L0(J
2) = µ(1) 6= 0 and Li(J
2) = 0, for 1 6 i 6 n.
Now let us set Ps := J
2/(z − zs), for 1 6 s 6 n. The function PsΩ/J
2 = Ω/(z − zs) has a
non zero residue at zs, and zero residue elsewhere. So, Ls(Ps) 6= 0 and Li(Ps) = 0 for i 6= s,
and 1 6 i 6 n. From this it follows immediately that the n + 1 linear forms Ls are free on
C[z]. According to point 1, their restriction to Cn[z] form a basis of the dual space Cn[z]
∗. As a
consequence, any Λ ∈ Cn[z] is zero iff it belongs to the common kernel of the linear forms. And
we can therefore conclude that
∫
PΩ
J2 is algebraic iff for all 0 6 i 6 n, Li(P ) = 0 according to
Theorem 3. 
5 Reducing the virtual Abelianity of VEγ2,α and EX
γ
2,α,β to
Ostrowski relations
In this section we exhibit the integrals and the Ostrowski relations which are going to govern
the virtual Abelianity of the systems VEγ2,α and EX
γ
2,α,β. Next in the two sections that follow
we will test effectively these results.
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5.1 Getting obstruction thanks to the integrals Φν for ν ∈ {α, β, γ}
Proposition 5 With the notation of Section 3.2, we get the following necessary conditions
1. If the differential Galois group of VEγ2,α is virtually Abelian, then, we get two Ostrowski
relations Φ+ dγIγ and Φ+ dαIα are algebraic over C(z) for some constants dγ and dα in C.
Here, Φ =
∫
ωy1x
2
1.
2. If he differential Galois group of EXγ2,α,β is virtually Abelian, then we get three Ostrowski
relations Φ+ dγIγ , Φ + dβIβ and Φ+ dαIα are algebraic over C(z). Here, Φ =
∫
ωu1y1x1.
Proof Let F/Kbe the Picard-Vessiot extension VEγ2,α. According to Section 3.2, we get the
following inclusion
K ⊂ F γ1 := K(Iγ) ⊂ F
γ
2 := F
γ
1 (Φγ) ⊂ F,
and a similar one by changing γ to α. The fact that F/K is virtually Abelian implies the same
property for F γ2 /K, and F
α
2 /K. Then we can conclude thanks to Lemma 2. Similar arguments
hold when dealing with EXγ2,α,β . 
5.2 Strategy and Game
Two cases may a priory happen, when applying the above Proposition: Φ is either transcendental
either algebraic over K or C(z).
5.2.1 When Φ is transcendental
If this occurs, then the virtual Abelianity of the differential Galois group of S = VEγ2,α, or
S = EXγ2,α,β implies that the corresponding constants dγ , dβ and dα are non zero complex
numbers. As a first consequence we must also get Ostrowski relations between the integrals I.
For instance, dγIγ − dαIα is algebraic...
5.2.2 When Φ is algebraic
In this situation, the Ostrowski relations of Proposition 5, hold with dγ = dβ = dα = 0 and the
proposition is helpless. Unfortunately, as we shall see in Section 5 and 6 below, Φ is algebraic
very oftenly. This is the reason why we have to find new necessary conditions for the virtual
Abelianity of differential Galois groups of VEγ2,α and EX
γ
2,α,β in this case. This will be the
purpose of the next subsection.
5.3 Getting obstruction when Φ is algebraic
In this subsection, we give the two criteria such that groups of VEγ2,α and EX
γ
2,α,β are virtually
Abelian when Φ is algebraic.
5.3.1 Integration by part and new second level integrals Ψm associated to the Φm
Here, we keep notations and formulae given in Section 3.2, and we assume that for each system
S = VEγ2,α or S = EX
γ
2,α,β its corresponding Φ is algebraic, i.e., Φ ∈ K. We know that the
Picard-Vessiot extension F/F1 = PV(S)/F1 is generated by second level integrals Φν , Φi,j and
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Φi,j,l which have, according to the given hierarchy, one, two or three indices. For each multi-index
m ∈ {ν; (i, j); (i, j, l)}, let us symbolically write Φm =
∫
Φ′Im. Integration by part gives
Φm = ΦI
m −Ψm with Ψm :=
∫
Φ(Im)′.
Since Φ ∈ K, ΦIm ∈ T (F1/K) = K[I], and F/F1 = PV(S)/F1 is generated by the corresponding
Ψm.
Our motivation to introduce these new integrals Ψm is the fact that the computation of their
associated cocycles σ(Ψm)−Ψm is simpler than for the cocycles σ(Φm)− Φm.
Now, we give the precise formulae for the given Ψm for one, two and three indices respectively.
Next, we compute their cocycle, and give a general property about some specific cocycles.
For one index Here we have Ψν :=
∫
ΦI ′ν , for ν ∈ {α, β, γ}.
Remark 3 Let us observe that the integrals
Ψ :=
∫
ΦI ′,
are not well defined objects. This is because, as a primitive integral, Φ is only defined up to an
additive constant. Therefore, two integrals Ψ1 and Ψ2 defined for the same “Φ” modulo constant
terms, and the same I, are related by a relation of the form
Ψ2 = Ψ1 + dI + e,
where (d, e) ∈ C2. Hence, having an Ostrowski relation Ψ1 + dI ∈ K is therefore equivalent to
have a representative Ψ2 = Ψ1 + dI which is algebraic. We will therefore use both of the two
expressions.
Let us observe also that point (3) of Theorem 5 below is coherent when the two representatives
Ψγ and Ψα are defined with respect to the same Φ.
Observe also that the Ψν are integrals of first level with respect to K, since Φ, and the I
′
ν
are in K.
For two indices For i 6= j, we have
Ψi,j =
∫
Φ(I ′iIj + I
′
jIi) =
∫
Ψ′iIj +Ψ
′
jIi,
Ψi,j = ΨiIj + ΨjIi −Mi,j with Mi,j :=
∫
ΨiI
′
j +ΨjI
′
i .
In the particular case where i = j = α, by simplicity we divide by two the original Ψ by setting
Ψ2α =
∫
ΦI ′αIα =
∫
Ψ′αIα,
Ψ2α = ΨαIα −X with X :=
∫
ΨαI
′
α.
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For three indices We get
Ψγ,2α =
∫
Φ(IγI
2
α)
′ =
∫
Φ(I ′γI
2
α + 2I
′
αIαIγ),
Ψγ,2α =
∫
Ψ′γI
2
α + 2Ψ
′
αIαI
′
γ ,
Ψα,β,γ =
∫
Φ(IαIβIγ)
′ =
∫
Φ(I ′αIβIγ + IαI
′
βIγ + IαIβI
′
γ),
Ψα,β,γ =
∫
Ψ′αIβIγ +Ψ
′
βIγIα +Ψ
′
γIαIβ .
General formulae for the cocycles Cm(σ) := σ(Ψm) − Ψm when σ ∈ G
◦ Here G denotes
the corresponding Galois group. In order to simplify notations we may some time write cν
instead of cν(σ) in the relations σ(Iν ) = Iν + cν(σ), for σ ∈ G
◦. We get the following formulae
Ci,j(σ) = ciΨj + cjΨj + li,j(σ),
C2α(σ) = 2cαΨα + l2α(σ),
Cγ,2α(σ) = 2cαΨα,γ + 2cγΨ2α + c
2
αΨγ + 2cαcγΨα + lγ,2α(σ),
Cα,β,γ(σ) = cα(σ)Ψβ,γ + cβ(σ)Ψγ,α + cγ(σ)Ψα,β + cαcβΨγ + cβcγΨα + cγcαΨβ + lα,β,γ(σ),
where the respective lm are function from G
◦ to C.
We make only the computation for Cγ,2α(σ) since the others are similar.
Since Ψ′γ,2α = Φ(I
′
γI
2
α + 2I
′
αIαIγ), we get
σ(Ψ′γ,2α) = ΦI
′
γ(I
2
α + 2cαIα + c
2
α) + 2ΦI
′
α(Iα + cα)(Iγ + cγ),
σ(Ψ′γ,2α) = Ψ
′
γ,2α + 2cαΨ
′
α,γ + 2cγΨ
′
2α + c
2
αΨ
′
γ + 2cαcγΨ
′
α,
Cγ,2α(σ) = 2cαΨα,γ + 2cγΨ2α + c
2
αΨγ + 2cαcγΨα + lγ,2α(σ).
The last relation has been obtained by integrating the previous one. As a consequence the
function lγ,2α : G
◦ → C has constant values, but it is far to being a group morphism. This can
be simply seen if we translate for l the cocycle relation for C.
Cocycles of degree in I and symmetric matrices When proving the two theorems below,
we will get explicit polynomial expressions of the above cocycles, since a necessary condition for
the virtual Abelianity of G is going to be
∀σ ∈ G◦, Cm(σ) ∈ T (F1/K) = K[I] := K[I1, . . . , In].
In practice, these cocycles are going to be of degree one or two in I. Precisely, let us assume
that F1/K = K(I1, . . . , In), is generated by n independent first level integrals. Let us denote by
IT := (I1, . . . , In) and C
T (σ) := (c1(σ), . . . , cn(σ)).
We say that a cocycle C(σ) = σ(Ψ)−Ψ is of degree one in I, if it has the form
C(σ) = C(σ)TAI + C(σ)T A˜C(σ) + FTC(σ) + l(σ),
where A ∈ Mn(K) and A˜ ∈ Mn(K) are n × n matrices, F ∈ K
n and, l is a constant valued
function.
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In the particular case where A and A˜ are constant matrices (i.e., belong to Mn(C)), the
mapping σ 7→ C(σ)T A˜C(σ) is a constant valued function. So, the general expression of the
degree one cocycles with constant matrix can be more simply written
C(σ) = C(σ)TAI + C(σ)TF + l(σ).
With these notations, we get the following property which simplifies the proof of the theorems,
enlightening a link between the abelianity of a group, and the general idea of symmetry which
is realised here by symmetric matrices.
Lemma 4 Let us assume that F1/K = K(I1, . . . , In), is generated by n independent first level
integrals over K.
1. Let
C(σ) = C(σ)TAI + C(σ)T A˜C(σ) + FTC(σ) + l(σ)
be a general cocycle of degree one in I. Then, C coincides with a coboundary iff A is a
symmetric matrix, and A− 2A˜ ∈Mn(C).
2. Let C(σ) = σ(Ψ) − Ψ = C(σ)TAI + C(σ)TF + l(σ) be a degree one cocycle with constant
matrices. Then C coincides with a coboundary iff A is symmetric. If it is the case, then the
corresponding second level integral Ψ can be computed in a closed form thanks to a quadratic
expression of the form
Ψ =
1
2
ITAI + FT I + JwithJ ′ ∈ K.
3. For n = 1 every degree one cocycle with constant matrix is a coboundary.
Proof (1) Since C is of degree one in I, if it coincides with a coboundary of the form ∆P +h(σ),
then P (I) must be quadratic in I. It can therefore be written into the form
P (I) = ITSI +BT I,
for some symmetric matrix S ∈ Mn(K), and B ∈ K
n. The relation C(σ) = ∆P + h(σ) =
P (I + c)− P (I) + h(σ), is therefore equivalent to having
ITAC(σ) + C(σ)T A˜C(σ) + FTC(σ) + l(σ) = 2ITSC(σ) + C(σ)TSC(σ) +BTC(σ) + h(σ).
For a fixed value of σ, both side of this equation are affine linear forms in I with coefficients in
K. Hence, we must have
AC(σ) = 2SC(σ),
for all σ ∈ G◦. Since C(σ) span all Cn, when σ ∈ G◦, we have that A = 2S is symmetric.
Moreover, the previous equation is reduced to
C(σ)T (A˜− S)C(σ) + (F −B)TC(σ) = h(σ)− l(σ).
By derivating both sides of this equation, we obtain
C(σ)T (A˜′ − S′)C(σ) + (F ′ −B′)TC(σ) = 0, for allσ ∈ G◦.
This is therefore equivalent to A˜′−S′ = 0 and F ′−B′ = 0. That is to having A− 2A˜ ∈Mn(C).
Conversely, if those two conditions are satisfied, we just have to choose B = F to get the desired
coboundary.
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(2) When C is of degree one with constant matrix, it coincides with a coboundary iff A
is constant and symmetric, since in this case there is no condition on A˜. Conversely, if A is
symmetric, the computation above with A˜ = 0 shows that Ψ and Ψ˜ := 12I
TAI + FT I, have
equal cocycles up to a constant valued function, therefore the difference Ψ − Ψ˜ is a first level
integral.
(3) is obvious since a 1× 1 matrix is always symmetric. 
Let’s observe that the computations of the second level integral Φ1 appearing in Lemma 2,
is a particular case of points (2) and (3) of the above lemma.
5.3.2 The criteria for the virtual Abelianity of EXγ2,α,β when Φ is algebraic
We decided to begin with EXγ2,α,β because here, the role played by the integrals Iν is symmetric.
This is not the case when dealing with VEγ2,α. As a consequence, although they proceed with the
same methods, the proof of Theorem 4 is more transparent than the proof of Theorem 5 below.
For the statement and proof of the following result, we use the notations introduced above.
The first point of the theorem gives a necessary condition for the virtual Abelianity of EXγ2,α,β.
Having expressed this first necessary condition, the next three points will give sufficient conditions
for the virtual Abelianity of EXγ2,α,β. Each of them depends on the degree of dependence of the
integrals Iγ , Iβ and Iα. Notice also that also that in the formulae G ⊂ K
p, with p = 2 or 3
below, the letter G denotes a p-component vector which has nothing to do with the Galois group.
Theorem 4 With the notation of Section 3.2, let us assume that Φ =
∫
ωu1y1x1 is algebraic,
i.e., Φ ∈ K.
1. Let us denote by Ψ = (Ψα,Ψβ,Ψγ)
T , and similar notations for the three component vector
I. If EXγ2,α,β has virtually Abelian differential Galois group, then there exists an Ostrowski
relation between Ψ and I of the form :
Ψ = DI + F ∈ K3,
for some constant 3× 3 matrix D and F ∈ K3.
2. If the integrals Iα, Iβ , Iγ are independent over K, then EX
γ
2,α,β has a virtually Abelian differ-
ential Galois group iff the two following conditions are satisfied
a) There exists a unique determination of Φ modulo constants such that each Ψµ for µ ∈
{γ;β;α} is algebraic. This correspond to having D = 0 in point (1).
b) For this determination of Φ the integrals Mi,j are of first level, and can be expanded into
the form
M = EI +G,
for some constant 3×3 symmetric matrix E, where G ⊂ K3,and M := (Mβ,γ,Mγ,α,Mα,β)
T .
3. If the integrals Iα, Iβ , Iγ form a system of rank one over K, that is if we have Ostrowski
relations of the forms Iβ − θβIα ∈ K and Iγ − θγIα ∈ K, then EX
γ
2,α,β has a virtually Abelian
differential Galois group iff condition (1) holds and, for the first level integrals Ni,j defined by
equation (14) below, we get an Ostrowski relation of the form
Nβ,γ + θβNγ,α + θγNα,β = eIα + g,
with e ∈ C and g ∈ K.
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4. If the integrals Iα, Iβ , Iγ form a system of rank two over K, that is if we get one Ostrowski
relation of the form
Iγ − bIβ − aIα ∈ K,
and Iα, Iβ are independent. Then, EX
γ
2,α,β has a virtually Abelian differential Galois group
iff the following conditions are satisfied
a) There exists a choice of Φ modulo constants such that (1) can be written
Ψα = xIβ + fα,Ψβ = yIα + fβ ,Ψγ + bΨβ + aΨα ∈ K.
with x and y in C.
b) For the first level integrals Ni,j defined by equation (15) below, we have a relation of the
form (
Nβ,γ + aNα,β
Nα,γ + bNα,β
)
= E
(
Iα
Iβ
)
+G.
where, E is a 2× 2 constant symmetric matrix and G ∈ K2.
Proof (1) Let us set F/K = PV(EXγ2,α,β)/K, and assume that G is virtually Abelian. According
to Theorem 2, since each Ψi,j ∈ F , the cocycles
Ci,j(σ) = σ(Ψi,j)−Ψi,j = ci(σ)Ψj + cj(σ)Ψi + li,j(σ) ∈ T (F1/K) = K[I] := K[Iγ , Iβ , Iα].
By considering all those possible relations with i 6= j, we get three relations which can be written
into matrix form 
 0 cγ(σ) cβ(σ)cγ(σ) 0 cα(σ)
cβ(σ) cα(σ) 0



 ΨαΨβ
Ψγ

 = CΨ ∈ T (F1/K)3.
But det(C) = 2cα(σ)cβ(σ)cγ(σ) 6= 0, for some σ ∈ G
◦. So, by inverting this system we get that
all Ψµ ∈ T (F1/K). So, Ψµ, Iα, Iβ , Iγ are four dependant integrals of first level over K, from
which we can deduce the desired Ostrowski relations.
(2) By plugging each Ψi =
∑
µ di,µIµ+fµ into the above Ci,j(σ), we get that each σ(Ψi,j)−Ψi,j
is a cocycle of degree one with constant matrix. Indeed, let us do this for Ψα,β:
cαΨβ + cβΨα = (cα, cβ , cγ)

 dβ,α dβ,β dβ,γdα,α dα,β dα,γ
0 0 0



 IαIβ
Iγ

+ (cα, cβ, cγ)

 fβfα
0


Cα,β(σ) = C(σ)
TAα,βI + C(σ)
TFα,β + lα,β(σ).
According to Theorem 2, the Abelianity of G◦ implies that the cocycle must be a coboundary.
From Lemma 4 the equivalent condition is that Aα,β is a symmetric matrix. As a consequence,
we get that
dβ,γ = dα,γ = 0 and dα,α = dβ,β.
Since the same arguments hold by considering Cβ,γ and Cγ,α, we deduce that D = dI3, for some
d ∈ C. As a consequence, we can write
Ψµ =
∫
ΦI ′µ = dIµ + fµ =⇒
∫
(Φ− d)I ′µ = fµ ∈ K,
23
for µ ∈ {α, β, γ}. Therefore, if we substitute, Φ− d to Φ in the definition of the corresponding
Ψµ, then they all are algebraic. This proves point (a). Let us assume from now that we are in
this situation. Then, each Mi,j =
∫
ΨiI
′
j +ΨjI
′
i is a first level integral.
Since, Ψα,β,γ =
∫
Ψ′γIβIα +Ψ
′
βIγIα +Ψ
′
αIγIβ is a second level integral that belongs to F its
associated cocycles Cα,β,γ(σ) ∈ T (F1/K) for all σ ∈ G
◦. But
Cα,β,γ(σ) = cα(σ)Ψβ,γ + cβ(σ)Ψγ,α + cγ(σ)Ψα,β + cαcβΨγ + cβcγΨα + cγcαΨβ + lα,β,γ(σ).
As a consequence, each Ψi,j ∈ T (F1/K) since the vectors C(σ) = (cα(σ), cβ(σ), cγ(σ))
T ranges
C
3, when σ ranges G◦. Therefore, each Mi,j = ΨiIj + ΨjIi − Ψi,j is a first level integral which
belongs to T (F1/K). Hence, we get a matrix type Ostrowski relation of the form M = EI +G,
where E is constant 3× 3 matrix, and G ∈ K3. The previous relation implies that
Z :=

 Ψβ,γΨγ,α
Ψα,β

 = Y I − EI −G, with Y :=

 0 Ψγ ΨβΨγ 0 Ψα
Ψβ Ψα 0

 ∈M3(K).
As a consequence, we get the following formulae for the cocycle
Cα,β,γ(σ) = C(σ)
TZ +
1
2
C(σ)TY C(σ) + lα,β,γ(σ)
= C(σ)T (Y I − EI −G) +
1
2
C(σ)TY C(σ) + lα,β,γ(σ),
Cα,β,γ(σ) = C(σ)
T (Y − E)I +
1
2
C(σ)T Y C(σ) − C(σ)TG+ lα,β,γ(σ).
Hence, Cα,β,γ is a general coboundary of degree one. We get the formula of the first point of
Lemma 4 by setting
A := Y − EandA˜ := Y/2.
Since Y is symmetric, Cα,β,γ is a coboundary iff E is a symmetric matrix. This proves the claim.
(3) For simplicity, we set I := Iα and c := cα, then by assumption we get ∀ν ∈ {α, β, γ},
cν = θνc, with θα = 1. Let’s assume that G is virtually Abelian. Here, the Ostrowski relations
of point (1) can be written
∀ν ∈ {α, β, γ},Ψν = dνI + fνwithdν ∈ C, fν ∈ K.
As a consequence, the cocycles Ci,j are of degree one with constant 1 × 1 matrices. Indeed we
get
ci(σ)Ψj + cj(σ)Ψi = c(θiΨj + θjΨi)
Ci,j(σ) = σ(Ψi,j)−Ψi,j = c(θidj + θjdi)I + c(θifj + θjfi) + li,j(σ).
Therefore, according to Lemma 4, those cocycles are coboundary and there exist some first level
integrals Ni,j such that
Ψi,j =
1
2
(θidj + θjdi)I
2 + (θifj + θjfi)I +Ni,j . (14)
Now, if we denote by the symbol
⊕
the sum over the three cyclic permutations of the indices
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(α, β, γ), we get
Cα,β,γ(σ) =
⊕
chΨi,j +
⊕
cicjΨh + lα,β,γ(σ),
Cα,β,γ(σ) = c
⊕(θh
2
(θidj + θjdi)I
2 + θh(θifj + θjfi)I + θhNi,j
)
+c2
⊕
θiθj(dhI + fh) + lα,β,γ(σ),
Cα,β,γ(σ) = d[cI
2 + c2I] + 2cfI + cf + c2f + cN + lα,β,γ(σ),
where we have set d :=
⊕
θiθjdh ∈ C, f :=
⊕
θhθifj ∈ K and N :=
⊕
θhNi,j is a first
level integral. Since Cα,β,γ(σ) ∈ T (F1/K), for all σ ∈ G
◦, N also belongs to T (F1/K). As a
consequence, we get an Ostrowski relation of the form
N = Nβ,γ + θβNγ,α + θγNα,β = eIα + g = eI + g.
This is precisely our additional necessary condition. Conversely, let’s assume that (1) hold and
N = eI + g. We already saw that all the Ψi,j can be computed in closed form. We will conclude
by showing that in fact Cα,β,γ is a coboundary. By plugging N = eI+g inside the last expression
of Cα,β,γ, we see that the latter is of degree two in I. But we are going to decrease its degree
thanks to the following trick
∆(I3/3) = (I + c)3/3− I3/3 = cI2 + c2I + c3/3.
Therefore,
Cα,β,γ(σ)−∆(dI
3/3) = 2cfI + cf + c2f + cN + lα,β,γ(σ)− c
3/3
= ∆(fI2) + ceI + cg + lα,β,γ(σ)− c
3/3
Cα,β,γ(σ) = ∆[dI
3/3 + (f + e/2)I2 + gI] + l(σ).
So, Cα,β,γ is a coboundary and G is virtually Abelian.
(4) Here we have cγ = bcβ + acα. If we set: I
T := (Iα, Iβ) and C(σ)
T := (cα, cβ) then the
Ostrowski relation of point (1) can be written
Ψ = DI + F =

 ΨαΨβ
Ψγ

 =

 dα,α dα,βdβ,α dβ,β
dγ,α dγ,β

( Iα
Iβ
)
+

 fαfβ
fγ

 .
Again, the cocycles Ci,j are going to be of degree one with constant matrices of size 2 × 2 this
time. If we write Ci,j(σ) = C(σ)
TAi,jI +C(σ)
TFi,j + li,j(σ), the same computations as in point
(3) give
Aβ,γ =
(
adβ,α adβ,β
dγ,α + bdβ,α dγ,β + bdβ,β
)
, Fβ,γ =
(
afβ
fγ + bfβ
)
,
Aα,γ =
(
dγ,α + adα,α dγ,β + adα,β
bdα,α bdα,β
)
, Fα,γ =
(
fγ + afα
bfα
)
,
Aα,β =
(
dβ,α dβ,β
dα,α dα,β
)
, Fα,β =
(
fβ
fα
)
.
The three cocycles Ci,j are coboundary iff the matrices Ai,j are symmetric. This translates to
having D of the form
D =

 dα,α dα,βdβ,α dβ,β
dγ,α dγ,β

 =

 d xy d
ad− by bd− ax

 ∈M3,2(C).
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If we look at the first line of D this gives
Ψα =
∫
ΦI ′α = dIα + xIβ + fβ ⇔
∫
(Φ− d)I ′α = 0Iα + xIβ + fα.
As a consequence, if we change Φ to Φ − d in the definition of the Ψν , the new corresponding
matrix D will be simplified into the form
D =

 0 xy 0
−by −ax

⇒

 ΨαΨβ
Ψγ

 =

 xIβyIα
−byIα − axIβ

+

 fαfβ
fγ

 ,
and this relation is equivalent to condition (4.a).
When this condition is satisfied, the matrices Ai,j are symmetric, hence by the second point
of the lemma, we get explicit formulae of the form
Ψi,j =
1
2
ITAi,jI + F
T
i,jI +Ni,j , (15)
where the Ni,j are first level integral. Precisely, by expressing the Ai,j in terms of x, y, θα, θβ,
we get the following expressions
Aβ,γ =
(
ay 0
0 −ax
)
=⇒ Ψβ,γ =
ay
2
I2α −
ax
2
I2β + (afβ)Iα + (fγ + bfβ)Iβ +Nβ,γ ,
Aα,γ =
(
−by 0
0 bx
)
=⇒ Ψα,γ = −
by
2
I2α +
bx
2
I2β + (fγ + afα)Iα + (bfα)Iβ +Nα,γ ,
Aα,β =
(
y 0
0 x
)
=⇒ Ψα,β =
y
2
I2α +
x
2
I2β + (fβ)Iα + (fα)Iβ +Nα,β.
Next, by plugging these expressions in closed form of Ψi,j and Ψν into Cα,β,γ we get a formula
of degree two in I where A is the symmetric matrix given by A :=
(
afβ f/2
f/2 bfα
)
with f :=
fγ + bfβ + afα:
Cα,β,γ(σ) = ay[cαI
2
α + c
2
αIα] + bx[cβI
2
β + c
2
βIβ ] + lα,β,γ(σ)
+C(σ)T 2AI + C(σ)TAC(σ)
+C(σ)T
(
Nβ,γ + aNα,β
Nα,γ + bNα,β
)
.
In the first line above we recognise an expression of the form ∆(ay3 I
3
α +
bx
3 I
3
β) + l(σ). Moreover,
since Cα,β,γ(σ) ∈ T (F1/K)∀σ ∈ G
◦, the first level integrals Nβ,γ + aNα,β and Nα,γ + bNα,β are
in T (F1/K). So we get an Ostrowski relation of the form(
Nβ,γ + aNα,β
Nα,γ + bNα,β
)
= EI +GwithE ∈M2(C), G ∈ K
2.
Hence,
Cα,β,γ(σ) = ∆(
ay
3
I3α +
bx
3
I3β) + C(σ)
T (2A+ E)I + C(σ)TAC(σ) + C(σ)TG+ l(σ),
is a coboundary, iff E is a constant 2× 2 symmetric matrix. This proves the claim. 
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5.3.3 The criteria for the virtual Abelianity of VEγ2,α when Φ is algebraic
Here, we also use the notations of Section 3.2. Again, the first three points of the theorem below,
give necessary conditions for the virtual Abelianity of VEγ2,α. Points 5 and 6, give sufficient
conditions according to the dependence of the two integrals Iα and Iγ .
Theorem 5 With the notation of Section 3.2, let us assume that Φ =
∫
ωy1x
2
1 is algebraic (i.e.
Φ ∈ K). If VEγ2,α is virtually Abelian, then we get the following
1. There exists an Ostrowski relation between Ψα and Iα : Ψα − dαIα ∈ K.
2. There exists an Ostrowski relation between Ψγ, Iγ and Iα : Ψγ − dγIγ − dIα ∈ K.
3. If in the previous relations dγ 6= dα then there exists an Ostrowski relation between Iγ and Iα.
4. Conversely, if Φ ∈ K and conditions (1),(2) and (3) hold true, then independently of the
virtual Abelianity of VEγ2,α, the second level integrals Ψα,Ψγ ,Ψ2α,Ψγ,α, X and M can be
computed in closed form. Moreover, VEγ2,α is virtually Abelian iff Ψγ,2α can also be computed
in closed form.
5. If Φ ∈ K and conditions (1),(2) and (3) hold true with Iα and Iγ independent. According
to points (1) and (3), there is unique choice of Φ modulo constants such that Ψα ∈ K and
Ψγ = dIα + f . Then VE
γ
2,α is virtually Abelian iff the two following conditions are satisfied:
• The integrals X and M have polynomial expressions of the form(
M
X
)
=
(
dI2α/2
0
)
+ E
(
Iα
Iγ
)
+GwithE ∈M2(C), G ∈ K
2,
where M is defined in equation (16) below.
• Moreover, E is symmetric, that is we have aX = bM in equations (20) and (21) below.
6. Assume that Φ ∈ K and conditions (1),(2) hold true with Iα and Iγ are dependant, that is,
we have an Ostrowski relation Iγ − θIα ∈ K. Let’s we write (2) into the form Ψγ − eIα ∈ K.
Then, VEγ2,α is virtually Abelian iff M + θX can be computed into a polynomial form
M + θX =
e
2
I2 + aI + gwitha ∈ C, g ∈ K.
Proof (1) Again, let us assume that F/K = PV(VEγ2,α)/K is virtually Abelian. F contains
the first level integrals Ψν =
∫
ΦI ′ν for ν ∈ {γ;α}. It also contains the second level integral
Ψ2α =
∫
Ψ′αIα and we get an Ostrowski relation between Ψα and Iα thanks to Lemma 2.
(2) Since the second level integral Ψα,γ :=
∫
Ψ′γIα +Ψ
′
αIγ also belongs to F , and since F/K
is virtually Abelian, from Theorem 2, the cocycles,
Cα,γ(σ) = σ(Ψα,γ)−Ψα,γ = cα(σ)Ψγ + cγ(σ)Ψα + l(σ) ∈ T (F1/K) = K[Iγ ; Iα],
From point (1), we already know that Ψα ∈ T (F1/K). Therefore, Ψγ ∈ T (F1/K) and we get an
Ostrowski relation between the three integrals Ψγ , Iγ and Iα.
(3) According to point (1) and Remark 3, we can choose a fixed representative of Φ such that
Ψα ∈ K. In other words we can assume that dα = 0 in (1). Let’s compute Ψγ,α thanks to the
two previous Ostrowski relations modulo integral of first level and elements of T (F1/K). We get
Ψα,γ := ΨγIα +ΨαIγ −MwithM :=Mα,γ =
∫
ΨγI
′
α +ΨαI
′
γ .(eq :M) (16)
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Since Ψα ∈ K and Ψγ can be written Ψγ = dγIγ + dIα + f with f ∈ K, the expression
ΨγIα +ΨαIγ ∈ T (F1/K) and M is a second level integral belonging to F . Moreover,
M =
∫
dγIγI
′
α + dIαI
′
α + (fI
′
α +ΨαI
′
γ)
M = dγ
∫
I ′γIα +
d
2
I2α +
∫
fI ′α +ΨαI
′
γ ∈ F.
If we set J1 :=
∫
fI ′α +ΨαI
′
γ ; this a first level integral over K and the last relation tells us that
dγ
∫
I ′γIα + J1 ∈ F.
But F/K virtually Abelian implies that F (J1)/K is also virtually Abelian. Hence applying
Lemma 2 again, we get an Ostrowski relation between Iγ and Iα if dγ 6= 0. 
Before proving point (4), let us assume that Φ is algebraic and conditions (1),(2) and (3) of
the theorem hold true. We have seen that these conditions can be restated into the following
simpler form : 

Φ ∈ K,Ψα ∈ K
Ψγ = dγIγ + dIα + f,
dγ 6= 0 ⇒ ∃(θ, κ) ∈ C
∗ ×K|Iγ = θIα + κ
(17)
Let us set X :=
∫
ΨαI
′
α and M :=
∫
ΨγI
′
α +ΨαI
′
γ as in (16). X is a first level integral. Here we
are going to show in addition that the second level integrals M and Ψγ,α can also be computed
in closed form. Precisely we shall prove that any such integral coincides with a polynomial in
Iα, Iγ with coefficients in K plus a first level integral.
Proof of point (4). Since Ψ2α = ΨαIα − X , and X is a first level integral and Ψ2α can
be computed in closed form. Now, from point (3) we get two possibilities. If dγ = 0, then
M = d2I
2
α + J1. If dγ 6= 0, then
M =
dγθ
2
I2α + dγ
∫
κI ′α +
d
2
I2α + J1 =
dγθ + d
2
I2α + J2withJ2 := J1 + dγ
∫
κI ′α.
Hence, M can be computed in closed form since J2 is a first level integral. For Ψγ,α this follows
from (16). As a consequence, according to Theorem 2, and Section 3.2, VEγ2,α is virtually Abelian
iff Φγ,2α can be computed in closed form. 
Computation of the cocycle Cγ,2α(σ) = σ(Ψγ,2α) − Ψγ,2α when (5.3.3) hold true By
substituting the previous integrals by their expression in closed form into the formula Cγ,2α(σ) =
2cαΨα,γ + 2cγΨ2α + c
2
αΨγ + 2cαcγΨα + l(σ), we get
Cγ,2α(σ) = 2cα[ΨγIα +ΨαIγ −M ] (18)
+2cγ [ΨαIα −X ]
+c2α[Ψγ ] + 2cαcγ [Ψα] + l(σ)
According to Theorem 2, G is virtually Abelian implies that
∀σ ∈ G◦, C(σ) ∈ T (F1/K) = K[Iα; Iγ ].
Therefore, if we compute Cγ,2α(σ) modulo T (F1/K) = K[Iα; Iγ ], we find a new necessary condi-
tion for Abelianity:
Gv. Ab⇒ ∀σ ∈ G◦, cγX + cαM ∈ K[Iα; Iγ ]. (19)
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Two cases therefore happen
First Case : If Iγ and Iα are independent over K, then (19) is equivalent to having both
X and M in K[Iα; Iγ ]. Since X is a first level integral this translates to having an Ostrowski
relation of the form
X = aXIα + bXIγ + gXwithaX , bX ∈ C, gX ∈ K. (20)
Since the independence of Iγ and Iα imposes to having dγ = 0 that is Ψγ = dIα + f , and
M = d2I
2
α + J1. Therefore, M ∈ K[Iγ ; Iα] iff we get an Ostrowski relation of the form
J1 = aMIα + bMIγ + gM ⇔M =
d
2
I2α + aMIα + bMIγ + gM . (21)
Now, if we substitute the actual expressions in closed polynomial form of Ψγ , X andM into (18),
and expand the result as a polynomial in {Iα; Iγ} and {cα; cγ} with coefficients in K, this gives
the following formula for the cocycle:
Cγ,2α(σ) = d[cαI
2
α + c
2
αIα] + lγ,2α(σ)
+[2cα(f − aM ) + 2cγ(Ψα − aX)]Iα
+[2cα(Ψα − bM ) + 2cγ(−bX)]Iγ
+c2αf + 2cαcγΨα − 2cαgM − 2cγgX .
Again, as in point (4) of Theorem 4, this cocycle is of degree two, and by setting
A :=
(
2(f − aM ) 2(Ψα − bM )
2(Ψα − aX) −2bX
)
, A˜ :=
(
f Ψα
Ψα 0
)
, G :=
(
gM
gX
)
, I :=
(
Iα
Iγ
)
,
we get a formula
Cγ,2α(σ) = ∆(
d
3
I3α) + C(σ)
TAI + C(σ)T A˜C(σ) − 2C(σ)TG+ l(σ).
But A − 2A˜ is a constant matrix, and A is symmetric iff aX = bM . So, Cγ,2α is a coboundary
iff this latter condition is satisfied. This proves the criteria given in point (5).
Second case : Here, we assume that Iγ and Iα are dependant that is Iγ = θIα + κ and
cγ = θcα. For simplicity we will write Iα = I and cα = c⇒ cγ = θc. The Ostrowski relation for
Ψγ will be written Ψγ = eI + f with e := θdγ + d. As a consequence the formula for M is now
M = e2I
2 + J2 (independently of the possible vanishing of dγ the important number with that
respect is now e). Now (19) is equivalent to having
M + θX =
e
2
I2 + J2 + θX ∈ K[Iα; Iγ ] = K[I]⇔ J2 + θX ∈ K[I].
Since, J2+θX is a first level integral this equivalent to having an expansion in closed polynomial
form :
J2 + θX = aI + g ⇔M + θX =
e
2
I2 + aI + gwitha ∈ C, g ∈ K.
Again, if we substitute the actual expressions of Ψγ and M + θX in closed polynomial form in
(18) with Iγ = θI + κ and cγ = θc and expand the result as a polynomial in I and c, this gives
the following formula for the cocycle
Cγ,2α(σ) = e[cI
2 + c2I] + lγ,2α(σ)
+2c(f + 2θΨα − a)I + c
2(f + 2θΨα) + 2c(κΨα − g).
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There is no condition on the size, and we recognise a coboundary
Cγ,2α(σ) = ∆[
e
3
I3 + (f + 2θΨα − a)I
2 + 2(κΨα − g)I] + l(σ).
and we do not get more constrain in this case, and point (6) follows.
6 Effective test for VEγ2,α
Here according to Section 3.2, K = C(z)[ω, y1;x1]. We are therefore led to apply Proposition 5
with
Φ =
∫
ωy1x
2
1.
6.1 Testing the algebraicity of Φ when |k| > 3
According to Lemma 1, when |k| > 3 and G◦γ = G
◦
α = Ga, we can write y1 and x1 into the form
y1 = z
aγ (z − 1)bγJγ(z)andx1 = z
aα(z − 1)bαJα(z).
Since ω = z−(
3
2+
1
2k )(z − 1)
−5
4 , and Φ′ = ωy1x
2
1 we get,
Φ′ = zE0(z − 1)E1JγJ
2
α,
with E0 = aγ + 2aα − 3/2 − 1/2k, and E1 = bγ + 2bα − 5/4. These values can be explicitly
computed thanks to Table 2, and lead us to the following new table giving the explicit expression
of zE0(z − 1)E1 in the expression Φ′ = zE0(z − 1)E1JγJ
2
α.
γ\α 1 2 3 4
1 z1/k(z − 1)−1/2 z1/k(z − 1)1/2 z−1/k(z − 1)−1/2 z−1/k(z − 1)1/2
2 z1/k alg z1/k(z − 1) alg z−1/k alg z−1/k(z − 1) alg
3 (z − 1)−1/2 alg (z − 1)1/2 alg z−2/k(z − 1)−1/2 z−2/k(z − 1)1/2
4 1 alg (z − 1) alg z−2/k alg z−2/k(z − 1) alg
Table 4:
In this table the notation ≪ alg ≫, means that necessarily, Φ is algebraic, and we count 10
cases over the 16 possibilities where this happens! In fact, this happens when at least one of the
exponents E0 or E1 belong to Z. This can be seen by direct computation, either by a consequence
of Remark 2.
Now,for each of the 6 entries of the previous table, where Φ can be transcendental, E0 ∈
{±1/k;−2/k} and E1 ∈ {±1/2}, and we may write
Φ′ = ΩPwithΩ := zE0(1− z)E1andP := JγJ
2
α.
As a consequence, Φ is an integral of the type described in the previous section, so according to
Proposition 3, the algebraicity of Φ reduces to the vanishing of µ(P ) = µ(JγJ
2
α). There are two
ways of testing the vanishing of this number. One with the coefficients of P if they are explicitly
known. And the other with the evaluation of the definite integral between 0 and 1.
About this second method it applies sometime efficiently in our context. Indeed, for any
Jacobi polynomial J(z) = J (α,β), we can associate a kernel Ω = ΩJ = z
β(1− z)α, whose explicit
30
formula is given thanks to Table 2. Moreover we know that J is orthogonal for the scalar product
< P ;Q >=
∫ 1
0
PQΩJ , to any polynomial whose degree is smaller than deg(J).
For examples : thanks to Tables 2 and 4, we have
In case (γ, α) = (1; 1) then, Ω = Ωγ = Ωα therefore,
Φ =
∫
JγJ
2
αΩγ ⇒ µ = µ(JγJ
2
α) =< Jγ ; J
2
α >γ .
Hence, 2 deg(Jα) < deg(Jγ) ⇒ µ(P ) = 0 and the corresponding Φ is algebraic. This of course
give new cases when Φ is algebraic. Unfortunately, we have got no converse and Φ could be
algebraic outside of these cases.
In case (γ, α) = (1; 2) then Ω = Ωγ(1− z) = Ωα therefore,
Φ =
∫
JγJ
2
α(1 − z)Ωγ ⇒ µ = µ(JγJ
2
α) =< Jγ ; J
2
α(1 − z) >γ .
Hence, 2 deg(Jα) + 1 < deg(Jγ)⇒ µ(P ) = 0 and the corresponding Φ is algebraic.
For the remaining four cases we have unfortunately no comparison of the expression of µ
with one of the two scalar products. So in general we are not able to give any condition for the
algebraicity ! Nevertheless, for applications in specific examples one is therefore reduced just to
check the relation given by point 3 of Proposition 3.
6.2 Getting obstruction when Φ can be transcendental in the 6 possible
cases of Table 4
Our main result is going to be the following
Proposition 6 When |k| > 3 and Φ is transcendental, then in the six cases of Table 4, VEγ2,α
is not virtually Abelian excepted maybe for |k| = 3 when (λγ ;λα) ∈ Case 3× {Case 3; Case 4}.
Proof Let’s assume that VEγ2,α is virtually Abelian and look to the restrictions imposed by
this condition thanks to Proposition 5 and its consequences. According to Lemma 1, the action
of the monodromy around z = 0, is given by characters thanks to the following formulae
M0(I
′
γ) = exp(i2pi(−2aγ))I
′
γ ,M0(Φ
′) = exp(i2piE0)Φ
′. (22)
Since Φ is transcendental, the two constants dγ and dα in Proposition 5.1 both are non-zero.
Therefore, according to the later, we get an Ostrowski between Iγ and Iα. As a consequence,
thanks to Lemma 3, the Ostrowski relation between Iγ and Iα implies that
exp(i2pi(−2aγ)) = exp(i2pi(−2aα))⇔ 2aγ − 2aα ∈ Z.
But, by writing a = 12 +
ε
2k , with ε = 1 in Cases 1 or 2, ε = −1 in Cases 3 or 4, we get that
2aγ − 2aα ∈ Z iff, εγ = εα. In other words we proved that an Ostrowski relation between Iγ and
Iα implies that
aγ = aα ⇔ (γ;α) ∈ {Cases 1 or 2}
2 ∪ {Cases 3 or 4}2. (23)
This in fact eliminates two possibilities in Table 4.
Now, the Ostrowski relation between Φ and Iγ implies similarly that E0 + 2aγ ∈ Z. But
E0 = aγ + 2aα − 3/2− 1/2k and aγ = aα, therefore,
E0 + 2aγ = 5aγ −
3
2
−
1
2k
= 1 +
5εγ − 1
2k
.
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For ε = 1, (Cases 1 or 2), 5ε−12k =
2
k 6∈ Z, Hence VE
γ
2,α is not virtually Abelian.
For ε = −1, (Cases 3 or 4), 5ε−12k =
−3
k ∈ Z ⇔ |k| = 3. This proves that in general VE
γ
2,α is
not virtually Abelian except maybe in the exceptional cases mentioned in the proposition. 
6.3 Getting Obstruction when Φ is algebraic
Here, according to the second point of Theorem 5, we have to test an Ostrowski relation between
Ψα and Iα. Again, if Ψα is algebraic such a relation hold and we get nothing new. As a
consequence our first task is going to be the study of this problem.
6.3.1 Testing the algebraicity of Ψα and Ψγ
Here, according to Lemma 1,
Ψ′α = ΦI
′
α =
Φ
x21
=
Φ
z2aα(z − 1)2bαJ2α(z)
,
and similar formula with Ψ′γ = ΦI
′
γ = Φ/y
2
1.
According to Remark 3, we must compute the two Ψ′ with the same Φ up to an additive
constant. The precise forms of those expressions are respectively given for Ψ′α resp for Ψ
′
γ in the
following two tables
γ\α 1 2 3 4
1 RJ2α
R
J2α
R
J2α
R
J2α
2 Q
(z−1)1/2J2α
Q
(z−1)3/2J2α
Q
(z−1)1/2J2α
Q
(z−1)3/2J2α
3 Q
z1+1/kJ2α
Q
z1+1/kJ2α
R
z1/kJ2α
R
z1/kJ2α
4 Q
z1/k(z−1)1/2J2α
Q
z1/k(z−1)3/2J2α
Q
z1/k(z−1)1/2J2α
Q
z1/k(z−1)3/2J2α
Table 5:
γ\α 1 2 3 4
1 RJ2γ
(z−1)R
J2γ
R
z2/kJ2γ
(z−1)R
z2/kJ2γ
2 Q
(z−1)3/2J2γ
Q
(z−1)3/2J2γ
Q
z2/k(z−1)3/2J2γ
Q
z2/k(z−1)3/2J2γ
3 Q
z1−1/kJ2γ
(z−1)Q
z1−1/kJ2γ
R
z1/kJ2γ
(z−1)R
z1/kJ2γ
4 Q
z−1/k(z−1)3/2J2γ
Q
z−1/k(z−1)3/2J2γ
Q
z1/k(z−1)3/2J2γ
Q
z1/k(z−1)3/2J2γ
Table 6:
Let’s explain briefly how those tables were computed. When we are in the ten cases of Table
4, where Φ is always algebraic, then Φ′ = zE0(z − 1)E1P , with at least one integral exponent.
Assume for instance that E1 ∈ N, then we choose a primitive of the form Φ = z
E0+1Q with
Q ∈ C[z].
Now, when we are in the six remaining cases when the two exponents are not integers,
Φ =
∫
ΩP =
∫
zE0(z − 1)E1P.
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According to Theorem 3 points 1 and 2, Φ is algebraic iff it can be computed in closed form
Φ =
Ω
R = zE0+1(z − 1)E1+1RwithR ∈ C[z].
Surprisingly, in those six cases we get the following implication
(Φ alg)⇒ (Ψα andΨγ alg).
Indeed in those six cases, E1 + 1 ∈ {1/2; 3/2} For ν ∈ {α; γ},
Ψ′ν =
zE0+1(z − 1)E1+1R
z2aν (z − 1)2bνJ2ν (z)
.
Since 2bν also belongs to {1/2; 3/2}, the exponent of Ψ
′
ν at z = 1 is an integer 6= −1. As a
consequence, Ψν is fixed by M1 and we can conclude thanks to Remark 2.
As a consequence, when Φ is algebraic, we see form the above tables that Ψα and Ψγ are
simultaneously algebraic very often. In fact in 10 cases over the 16. Since it is much more difficult
to prove the transcendence than to show the algebraicity of an integral, we therefore cannot say
something general in the six remaining cases, when for example λγ ∈ Case 4.
6.3.2 Getting obstruction when Ψα or Ψγ is transcendental
Here our main result is going to be the following
Proposition 7 If Φ is algebraic, and Ψα is transcendental, then VE
γ
2,α is not virtually Abelian
except maybe for the two cases (λγ ;λα) ∈ Case 4× {Case 1 or 2}.
Similarly, if Ψγ is transcendental, then VE
γ
2,α is not virtually Abelian excepted maybe for the
two cases (λγ ;λα) ∈ Case 4× {Case 1 or 2} or when (λγ ;λα) ∈ Case 2× {Case 3 or 4} if |k| = 3.
Proof From now we assume that VEγ2,α is virtually Abelian. According to Theorem 5, we must
get two Ostrowski relations: one between Ψα and Iα, and another one between Ψγ , Iγ and Iα.
Let’s assume that we get such a relation between Ψγ Iγ and Iα. The arguments for Ψα being
simpler. According to Lemma 3, if Ψγ is transcendental, we must get the following relation
between the exponents at z = 0 :
e0(Ψ
′
γ) ∈ {e0(I
′
γ); e0(I
′
α)}modZ.
Now a direct comparison, of Table 6, with Table 3, in the six cases where Ψγ can be transcend-
ental, gives that e0(Ψ
′
γ) ∈ {e0(I
′
γ); e0(I
′
α)}modZ, when (λγ ;λα) ∈ Case 4×{Case 1 or 2} or when
(λγ ;λα) ∈ Case 2 × {Case 3 or 4}, if |k| = 3. Moreover, when (λγ ;λα) ∈ Case 4 × {Case 1 or 2},
we get the same conclusion for the exponents at z = 1. This is the reason why, these two cases
cannot be a-priory refined. 
6.3.3 Some results when Φ,Ψα and Ψγ are algebraic
As we said before those cases happen very often in 10 cases over the the 16. This the right moment
to apply Theorem 5, with dα = dγ = e = 0. Here, X =
∫
ΨαI
′
α and M =
∫
ΨαI
′
γ + ΨγI
′
α are
first level integrals and we first have to see if they can be computed in polynomial form. That
is, if they satisfied Ostrowski relations with Iα and Iγ ...
Precisely, according to the theorem we will have two cases
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• When Iα and Iγ are independent then we must check the following simple form of the
relation given in point 5 of the theorem
(
M
X
)
= E
(
Iα
Iγ
)
+G, (24)
where E is symmetric.
• When Iα and Iγ are dependant, that is Iγ − θIα ∈ K, then we must check a relation of
the form
M + θX = aI + g. (25)
Now, according to equation (23), we have a necessary condition for the independence of the two
integrals Iα and Iγ , which we resume in the following new table
γ\α Case 1 Case 2 Case 3 Case 4
Case 1 ? ? Ind Ind
Case 2 ? ? Ind Ind
Case 3 Ind Ind ? ?
Case 4 Ind Ind ? ?
Table 7:
So we see again, that in half of the cases the integrals are independent, and for the remaining
cases we obviously do not know.
We have made explicit computations of the integrals X and M , they are first level integrals
so they will obey the rule given by Remark 2. Nevertheless, they are integrals of the form∫
PΩ
JαJ2γ
or
∫
PΩ
JγJ2α
.
As a consequence, they do not enter into the context of Theorem 3.
6.4 Experimental considerations for VEγ
2,α.
Here we are going to join the information given by Propositions 6 and 7, the previous tables and
some experiments given by computers. This will give a picture of the behaviour of the Galois
group of VEγ2,α. For simplicity, we will assume that
|k| > 5.
Indeed, the Propositions above showed, that for |k| = 3 some exceptional behaviour occur.
Experiments also show that for |k| = 4, we also get new exceptions. This is quite normal
since these two cases correspond geometrically to the situation where the hyper-elliptic curve
parametrised by t 7→ (ϕ(t), ϕ˙(t)) is in fact an elliptic curve.
Step 1: when Φ is transcendental According to Section 6.1, we found that Φ can be
transcendental in 6 over the 16 cases, with half of the possibilities when (γ, α) ∈ {(1, 1); (1, 2)}. It
seems that experiments are showing that away from the predicted cases, Φ is transcendental. As a
consequence, thanks to Proposition 6, the probability to get obstruction when Φ is transcendental
is
pΦ = 5/16.
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Step 2: when Φ is algebraic Here for convenience, we present a new table resuming the case
when Φ is algebraic
γ\α Case 1 Case 2 Case 3 Case 4
Case 1 A A′
Case 2 B B′ C C′
Case 3 D D′
Case 4 E E′ F F ′
Table 8:
The empty cases correspond to the four cases where Φ is transcendental. Again, for each
letter X , we will denote by pX the probability to get obstruction in the context given by the
corresponding letter. Here, the first thing to check is the possible transcendence of either Ψα or
Ψγ in order to apply Proposition 7. If nothing subsequent occurs from this test, then we check
one of the two relations (24) or (25) depending of the possible dependence of the integrals Iα, Iγ
in order to apply Theorem 5.
In A and A′: According to Section 6.1, Φ is algebraic when 2 deg(Jα) < deg(Jγ) in A and,
when 2 deg(Jα) + 1 < deg(Jγ) in A
′. In both cases, according to Tables 5 and 6 Ψα and Ψγ are
algebraic. Moreover, relation (24) hold for some symmetric matrix E. Observe that here, we
do not need to check the dependence of the integrals I, since if this happens then we would get
(24)⇒(25). As a consequence, there is no obstruction and
pA = pA′ = 0.
For the remaining letters, Φ is always algebraic.
In B and B′: According to Tables 5 and 6, Ψα and Ψγ are algebraic. Moreover, experiments
give thatM and X are algebraic. As a consequence, relation (24) is trivially satisfied with E = 0.
Hence,
pB = pB′ = 0.
In C and C′: According to Table 5 Ψα is algebraic. Nevertheless, experience shows that
Ψγ is transcendental, hence according to Proposition 7, VE
γ
2,α is not virtually Abelian and,
pC = pC′ = 1/16.
In D and D′: According to Tables 5 and 6, Ψα and Ψγ are algebraic. Here, thanks to
Table 7, the two integrals Iα and Iγ are independent. In both cases, experiments show that M is
algebraic and X is transcendental. In D, we get an Ostrowski relation of the form X = aIα + g.
Therefore, in (24) the matrix
E =
(
0 0
a 0
)
,witha 6= 0,
is not symmetric. Therefore, there is obstruction. In D′ the situation is quite similar excepted
that there is no Ostrowski relation between X, Iα and Iγ , so (24) is not satisfied. Hence,
pD = pD′ = 1/16.
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InE and E′: Here, we cannot apply directly Proposition 7. And in fact experiments show
that we get two Ostrowski relations, one between Ψα and Iα and the other between Ψγ and Iγ .
Moreover, Ψα and Ψγ are transcendental. But experiments also show that there is no possible
Ostrowski relation between M , Iα and Iγ . Therefore, none of the equations (24) or (25) can be
satisfied. So VE2,α is not virtually Abelian and,
pE = pE′ = 1/16.
In F and F ′: Experiments show that: in F both Ψα and Ψγ are algebraic iff 2 deg(Jα) >
deg(Jγ). Similarly, in F
′, both Ψα and Ψγ are algebraic iff 2 deg(Jα) + 1 > deg(Jγ). Moreover,
if these conditions on the degrees of the Jacobi polynomials are satisfied, then M and X are
algebraic. Hence, we get half obstruction in each case and,
pF = pF ′ = 1/32.
As a consequence, the probability to get obstruction when Φ is algebraic is
palg = pA + · · ·+ pF ′ = 7/16.
Hence, the total probability to get obstruction is
pT = pΦ + palg = 5/16 + 7/16 = 3/4.
To our point of view, there are two significant conclusions that can be derived, from this study :
First, that there is still a lot a obstruction at the level of the second variational equation. Indeed,
it seems that there is a quite big distance between solvable Galois groups and virtually Abelian
ones. Secondly, although it is comparatively much more complicated to test, the most important
obstruction to the virtual Abelianity of VEγ2,α happens when Φ is algebraic.
7 Considerations about EXγ2,α,β
Here we follow the same strategy. But now the main technical difficulty comes in distinguishing
the 64 possibilities for the cases satisfied by γ, β, α. We will therefore have to deal with spatial
tables of 64 entries ! As a consequence, we will not give definitive results. Nevertheless, Theorem
4, can be used to deal with the complete study of specific potentials.
7.1 Counting the cases when Φ =
∫
ωu1y1x1 is algebraic
Since the most check able obstructions are going to happen when Φ is transcendental, at first
glance, we count the possible numbers of such occurrences. Here, by using similar arguments as
in Table 4, we are going to count 44, possibilities where Φ is algebraic. Therefore, we will be left
with at most 20 cases where Φ can be transcendental !
Here,
u1 = z
aγ (z − 1)bγJγ ; y1 = z
aβ(z − 1)bβJβ;x1 = z
aα(z − 1)bαJα ⇒ Φ
′ = zE0(z − 1)E1P (z),
With P (z) = JγJβJα and,
E0 = aγ + aβ + aα −
3
2
−
1
2k
;E1 = bγ + bβ + bα −
5
4
.
Again, as in Section 4.4, Φ is going to be algebraic when at least one of the two exponents E0
or E1 is an integer distinct from -1.
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7.1.1 Values of E0
If we write a = 12 +
ε
2k with ε = 1 in Cases 1 or 2 and ε = −1 in Cases 3 or 4, we get
E0 =
εγ + εβ + εα − 1
2k
.
Then E0 ∈ {1/k; 0;−1/k;−2/k}, when Card(i|εi = 1) ∈ {3; 2; 1; 0}. As a consequence,
E0 ∈ Z⇔ E0 = 0⇔ Card{i ∈ {γ, β, α}|εi = 1} = 2.
This happens in the 3× 8 = 24 possibilities listed in the following table
E0 ∈ Z γ β α
cases L1 1 or 2 1 or 2 3 or 4
cases L2 1 or 2 3 or 4 1 or 2
cases L3 3 or 4 1 or 2 1 or 2
Table 9:
7.1.2 Values of E1
Since b = 1/4 in Cases 1 or 3 and b = 3/4 in Cases 2 or 4, we get


3 cases 1 or 3 ⇒ E1 = −1/2
2 cases 1 or 3 ⇒ E1 = 0 ∈ Z 24 possibilities
1 cases 1 or 3 ⇒ E1 = 1/2
0 cases 1 or 3 ⇒ E1 = 1 ∈ Z 8 possibilities
As a consequence E1 ∈ Z in 32 possibilities.
7.1.3 Counting when E0 and E1 both are integers
This happens when either (E0;E1) = (0; 1) either (E0;E1) = (0; 0).
When (E0;E1) = (0; 1) Then, E1 = 1 implies that (γ;β;α) ∈ {Cases 2 or 4}
3 and the intersec-
tion with the table for E0 = 0, gives 3 possibilities which are the cyclic permutations of
(γ;β;α) ∈ (2; 2; 4).
When (E0;E1) = (0; 0) Then E1 = 0 implies the following possibilities
E1 = 0 γ β α
cases L′1 1 or 3 1 or 3 2 or 4
cases L′2 1 or 3 2 or 4 1 or 3
cases L′3 2 or 4 1 or 3 1 or 3
Table 10:
As a consequence, if we compute Li∩L
′
j we get 9 = 3×3 distinct cases. For example, L1∩L
′
1
implies (γ;β;α) ∈ (1; 1; 4).
Therefore, the two exponents both are integers in 3 + 9 = 12 cases.
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7.1.4 Conclusion
Since we get 24 possibilities for E0 ∈ Z, 32 possibilities for E1 ∈ Z and 12 for both integral
exponents. Φ is going to be algebraic in 44 = 24+32−12 cases. As a consequence, in the spatial
table of 64 entries for (γ;β;α), there are at most 20 possibilities where Φ can be transcendental.
7.2 Counting when all the Ψµ are algebraic in the 44 case where Φ is
algebraic
This is also made in order to find the cases where there is no obstruction.
In fact thanks to the consideration above we count 16 cases over 64 where everybody is
certainly algebraic.
7.3 Getting obstruction with the assumption that Φ is transcendental
Here our main result is going to be the following one which is very similar in its statement and
proof to Proposition 6.
Proposition 8 For |k| > 3, in the 20 possible cases when Φ can be transcendental, EXγ2,α,β is
not virtually Abelian excepted maybe for |k| = 3 and (γ;β;α) ∈ {Cases 3 or 4}3.
Proof From now we assume that EXγ2,α,β is virtually Abelian. According to Proposition 5, we
get three Ostrowski relations Φ+ dγIγ , Φ+ dβIβ and Φ+ dαIα are algebraic over C(z). Since Φ
is transcendental, the three constants di are non-zero. As a consequence we get three Ostrowski
relations between any two Ii and Ij , for i 6= j. But we have seen in the proof of Proposition 6,
that such a relation implies that ai = aj (see equation(23)). And we can therefore deduce that
(γ;β;α) ∈ {Cases 1 or 2}3 ∪ {Cases 3 or 4}3.
Now, the Ostrowski relation between Φ and Iγ implies similarly that E0 + 2aγ ∈ Z. But
E0 = aγ + aβ + aα − 3/2− 1/2k and aγ = aβ = aα, therefore,
E0 + 2aγ = 5aγ −
3
2
−
1
2k
= 1 +
5εγ − 1
2k
.
When ε = 1, (Cases 1 or 2), 5ε−12k =
2
k 6∈ Z, Hence EX
γ
2,α,β is not virtually Abelian.
When ε = −1, (Cases 3 or 4), 5ε−12k =
−3
k ∈ Z⇔ |k| = 3. This proves that in general EX
γ
2,α,β
is not virtually Abelian excepted maybe in the exceptional cases mentioned in the proposition.

7.4 Getting obstruction in the 44 cases when Φ is algebraic
In order to be able to exploit the Ostrowski relations given by Theorem 4, in these 44 cases, we
first have to investigate the possible algebraicity of the Ψµ, when µ ∈ {γ, β, α}.
7.4.1 About the algebraicity of the integrals Ψµ for µ ∈ {γ, β, α}
Here Ψ′µ = ΦI
′
µ = z
E0(z− 1)E1Q(z)I ′µ. Let’s denote N
µ
0 and N
µ
1 the respective exponents of Ψ
′
µ
at z = 0 and z = 1, respectively. Up to addition of a positive integer we get
Nµ0 = E0 − 2aµ;N
µ
1 = E1 − 2bµ.
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Direct computation gives
Nµ0 ∈ {−1,±1/k− 1,−2/k − 1};N
µ
1 ∈ {−3/2,−1,−1/2, 0, 1/2}.
7.4.2 Getting obstruction when at least one Ψµ is transcendental
Proposition 9 When Φ is algebraic in the 44 cases mentioned above we get :
1. Let us assume that |k| > 4. If at least one of the Ψµ is transcendental, then EX
γ
2,α,β is not
virtually Abelian excepted maybe in the 12 cases where E0 and E1 both are integers.
2. For|k| = 3, we get the same conclusion if we assume that at least two of the three integrals
Ψµ are transcendental.
Proof Now we assume that EXγ2,α,β is virtually Abelian. By symmetry let’s assume that Ψγ is
transcendental. According to Theorem 4, we must have a non trivial Ostrowski relation
Ψγ + dγIγ + dβIβ + dαIα ∈ K.
The monodromy M1 acts by characters on the derivatives of these four integrals. According to
Lemma 3.2, the character of Ψγ must be equal to the character of one of the Iµ. But, as in the
proof of Proposition 7, this condition is equivalent to having
Nγ1 −
1
2
∈ Z⇔ E1 − 2bγ −
1
2
∈ Z⇔ E1 ∈ Z.
Now let’s do the same job with M0. As in the proof of Proposition 7, the Ostrowski relation
imposes that at least one of the three following numbers is an integer:
Nγ0 + 2aγ = E0;N
γ
0 + 2aβ = E0 − 2aγ + 2aβ;N
γ
0 + 2aα = E0 − 2aγ + 2aα.
Let us set ∆β,α := E0−2aβ+2aα. With this notation, we just have seen that Ψγ transcendental
implies that
E0 ∈ Zor∆γ,β ∈ Zor∆γ,α ∈ Z.
If E0 ∈ Z, both exponent at z = 0 and z = 1 are integers, we are in the 12 cases over the 44
where Φ is algebraic and these arguments do not give any obstruction to the virtual Abelianity
of EXγ2,α,β .
Now let’s assume that E0 6∈ Z. We are led to find obstructions from the conditions ∆ ∈ Z.
But, by writing a = 1/2 + ε/2k, we get
∆β,α =
εγ − εβ + 3εα − 1
2k
.
Its values depends on the eight possibilities given by εµ = ±1. They are listed in the following
table
Here, we did not give the value of ∆β,α for the three lines L1, L2, L3 of Table 9, because they
correspond to E0 ∈ Z.
From this table, we get that ∆ 6∈ Z except when |k| = 3, in the case of line L6. This prove
the first point of the proposition.
For the second point, let’s assume again that E0 6∈ Z and Ψγ is transcendental. We must
have ∆γ,β ∈ Z or ∆γ,α ∈ Z. But according to line L6 we have the implications
∆γ,β ∈ Z⇒ (γ, β, α) = (+,−,−)⇒ ∆γ,α ∈ Z.
Therefore, if for example Ψβ is transcendental, we would get, according to the table
∆β,α = −1/k 6∈ Z, ∆β,γ = 1/k 6∈ Z.
So, the Ostrowski relation will not be satisfied for Ψβ . This prove the claim. 
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εγ εβ εα ∆β,α
L0 + + + 1/k
L4 - - - −2/k
L5 - - + 1/k
L6 - + - −3/k
L7 + - - −1/k
Table 11:
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