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Resumen
Un campo aleatorio espacio-temporal es un modelo probabilista utilizado 
para representar fenómenos que, además de variar espacialmente, cambian 
con el tiempo. Este tipo de modelo es de gran interés práctico en ingeniería 
ȱȱȱàȱȱ¢ȱȱę-
nes o imágenes de la distribución de un atributo o variable condicionado a 
observaciones temporales. En este artículo se propone una formulación al-
ternativa de una variante del método EnKF (Ensemble Kalman Filter) (Even-
sen, 2007) basada en conceptos comunes en geoestadística y explica con 
detalle su desarrollo numérico. La utilidad del método se ilustra resolviendo 
ȱȱȱĚȱȱȱȱȱȱȱȱȱ-
pletamente saturado.
Abstract
ȱȱȱęȱȱȱȱȱȱȱȱȱ
ǰȱȱ¢ȱ¢ǰȱȱȱǯȱȱȱȱȱȱȱȱȱ
ȱȱȱȱȱȱȱȱęȱ
ȱȱȱȱȱȱȱĴȱȱȱȱȱȱ-
ǯȱȱȱȱȱȱȱȱȱȱȱȱȱȱ
ǻȱȱȱǻǰȱŘŖŖŝǼȱȱȱȱ¢ȱȱȱ-
ȱȱȱȱȱȱȱȱ¡ȱȱǯȱȱ
ęȱȱȱȱȱȱ¢ȱȱȱȱĚ ȱȱȱȱ¢ȱ
ȱȱȱǯ
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Introducción
Un campo aleatorio espacio-temporal es un modelo pro-
babilista utilizado para representar fenómenos que, ade-
más de variar espacialmente, cambian con el tiempo. Un 
modelo de este tipo presenta el reto de incorporar obser-
vaciones de un fenómeno temporal. Por lo tanto, las rea-
lizaciones del campo aleatorio tienen que ser compatibles 
con las observaciones en diferentes instantes.
Los campos aleatorios espacio-temporales se han 
empleado en las ciencias físicas para representar una 
gran variedad de fenómenos (Christakos, 1996) y muy 
recientemente en ingeniería geotécnica para modelar 
ȱȱȱĚȱȱȱǻ¤££ȱ¢ȱ-
net, 2012) y de hundimiento por consolidación en sue-
los (Rungbanaphan ȱǯ, 2012).
ȱ ȱ ȱ Çęȱ ȱ ȱ ȱ
formalismos útiles para simular este tipo de campos 
(Christakos, 2000). Se dispone de algunas metodolo-
gías establecidas para realizar esta tarea, pero tienen 
ȱÇęȱǻ	à£ȱȱǯ, 1997). Una téc-
ȱȱȱȱ ȱ Çȱȱęȱȱȱ
ǻ	ǰȱŗşŝŚǼȱȱȱȱȱȱ-
ȱ¤ȱȱȱǻǰȱŗşşŚǲȱŘŖŖřǲȱ
-
tekamer, 1998). El método se denomina EnKF 
(Ensemble Kalman Filter) y ha sido descrito ampliamen-
te por Evensen (2007).
El formalismo del método se basa en un esquema 
¢ secuencial e implícito aplicado a modelos di-
námicos representados por las ecuaciones estocásticas 
del problema físico. Una posible variante del método 
ȱ ȱ ȱ ȱ ȱ 	ȱ ǻ-
ĴǰȱŗşśŘǼȱȱȱȱȱȱȱȱ
parámetros y de las variables de es-
tado o respuesta del modelo diná-
mico. Esta variante, aunque 
ęȱȱ¤ȱȱȱ-
tores, fue implementada por prime-
ra vez por Zhou ȱ ǯ (2011) y 
Shöniger ȱǯ (2012). En este artícu-
lo se propone una formulación al-
ternativa basada en conceptos 
comunes en geoestadística (Chilès y 
ęǰȱŗşşşǼȱ¢ȱȱ¡ȱȱ-
lle su implementación numérica.
La utilidad del método se presen-
ta a través de los resultados de un 
ȱȱȱȱȱȱ-
sidera un fenómeno transitorio re-
presentado por la ecuación 
diferencial estocástica que describe 
ȱĚȱȱȱȱȱȱȱ
completamente saturado en régimen transitorio. La se-
gunda sección presenta con detalle el método EnKF mo-
ęȱȱȱȱȱȱȱǯȱȱ
último se presentan las conclusiones. 
El método EnKF modificado
Esta sección presenta una descripción conceptual del 
método, así como los detalles para su desarrollo numé-
rico. Se propone además una formulación alternativa 
basada en conceptos comunes en geoestadística. Prime-
ramente se describe el método original EnKF.
'HVFULSFLyQGHOPpWRGRRULJLQDO(Q.)
El método original EnKF es un esquema que resuelve el 
problema estocástico inverso de un modelo dinámico. 
Cuando se usa para resolver el problema inverso, utili-
za una representación del tipo campo aleatorio para los 
parámetros del modelo, la cual se integra en el tiempo 
utilizando las ecuaciones estocásticas para obtener una 
representación del mismo tipo en la respuesta. El es-
quema permite además incorporar observaciones de las 
variables de estado mediante un proceso de condicio-
namiento en el cual tanto los parámetros como la res-
puesta dinámica se actualizan en cada tiempo en que se 
ȱȱȱǻęȱŗǼǯȱȱȱǰȱȱ
posible generar realizaciones de un campo aleatorio 
condicionadas por observaciones dinámicas.
El esquema es del tipo ¢ secuencial, en el 
cual las densidades de probabilidad a posteriori en el 
tiempo t = t1 se convierten en las densidades de proba-
bilidad a priori en el tiempo t = t2. Sin embargo, la solu-
Parámetros
(a priori)
Modelo
dinámico
Condicionamiento
Observaciones+
Variables
de estado
(a priori)
Variables 
de estado
(a posteriori)
Parámetros
(a posteriori)
)LJXUD'LDJUDPDFRQFHSWXDOGHOPpWRGR(Q.)
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ción es implícita porque la función de máxima verosi- 
militud requerida para la aplicación del teorema de Ba-
yes, no se obtiene explícitamente.
ȱÇȱ¤ȱȱ·ȱȱ ȱ
siguientes:
1)  Si las densidades de probabilidad a priori de los pa-
rámetros son gaussianas y el modelo dinámico es 
lineal, entonces las densidades de probabilidad de 
la respuesta serán gaussianas y bastarán los prime-
ȱȱȱȱȱȱęȱȱ-
sidades de probabilidad a posteriori con el proceso 
de condicionamiento.
2)   Si el modelo dinámico no es lineal, las densidades 
de probabilidad de la respuesta no serán gaussianas 
aunque las densidades de probabilidad de los pará-
metros del modelo lo sean y el condicionamiento 
basado en primeros momentos será subóptimo.
řǼȱȱȱȱȱȱȱȱa priori no es gaussiana, 
entonces se puede recurrir a una anamorfosis gaus-
siana y efectuar el condicionamiento con primeros 
momentos, pero nuevamente este será subóptimo.
ȱ àȱ ȱ ȱ řǰȱ ȱ ȱ ęȱ
tiempo atrás por los autores, fue primero implementa-
da por Zhou ȱǯ (2011) y Shöniger ȱǯ (2012). En este 
artículo se propone una formulación alternativa del for-
malismo basada en conceptos comunes en geoestadísti-
ȱ ǻ¸ȱ ¢ȱęǰȱ ŗşşşǼȱ ¢ȱ ȱ ȱ ȱȱ
numérico.
3ODQWHDPLHQWRGHOPpWRGR(Q.)PRGLILFDGR
El método propuesto requiere la simulación de un con-
ȱȱ£ȱȱȱȱàȱ 
a priori de los parámetros del modelo dinámico. Dicho 
ȱ¢ȱȱȱ¤ȱȱ£ȱȱ-
ticar las respuestas transitorias. Cada realización del 
campo aleatorio de parámetros y de variables de estado 
se actualiza secuencialmente, en cada instante en que se 
dispone de observaciones, por medio de un proceso de 
condicionamiento basado en una interpolación por 
ȱȱǻȱ¢ȱǰȱŗşşŘǲȱǰȱ
ŗşşśǼȱȱȱ¢ȱǯȱȱ£ȱȱ
ȱȱÇȱȱȱȱ ȱȱ
de realizaciones. El método se realiza en el “espacio 
gaussiano” aplicando la anamorfosis gaussiana tanto a 
las densidades de probabilidad de los parámetros como 
a las de las variables de estado.
ȱ ęȱ ȱ ȱ ȱ ȱ ȱ ȱ
ȱȱ£ȱȱȱȱ-
vaciones de las variables de estado, es decir, para cada 
realización, tanto parámetros como variables de estado 
estarán condicionadas por las observaciones tempora-
ǯȱȱȱȱ£ȱȱ-
nidos en cada instante se pueden utilizar para hacer 
predicciones de los valores esperados locales de los pa-
rámetros y variables de estado.
Formulación
Considerando una representación del tipo campo alea-
torio para uno de los parámetros del modelo dinámico 
en el tiempo t = t0 , es decir Y(x, t0) con x en el dominio 
en estudio : y : en una línea (1), área (2) o volumen 
(ř). Considerando además una representación del 
mismo tipo para una de las variables de estado en el 
tiempo t = t0 , es decir, H(Λ, t0) con Λ  :  p (p = 1, 2 o 
řǼǯȱȱȱ£àȱr con r = 1,…, Nr de los campos 
aleatorios Y(x, t0) y H(Λ, t0Ǽǰȱȱęȱȱȱȱ¤-
metros Y = {¢i ,…, ¢n}T de dimensión n y un vector de 
estado H = {j ,…, m}T de dimensión m.
Sea S0(rǼǰȱȱȱȱȱȱȱǰȱ
tal que
S0(r)= [{¢i ǰǳǰȱ¢n}Tǰȱ{j ǰǳǰȱm}T],   (1)
ȱȱęȱȱ ȱ
Las principales etapas del método se pueden formu-
lar como sigue:
a)  Pronóstico (superíndice ):
S    (r) = ɭ(S0(r))    (2)
Esta etapa involucra la transición de cada vector de 
estado S0(r) del tiempo t = t0 al tiempo t = t1 utilizando la 
función de transferencia ɭ(·) (modelo dinámico) con el 
propósito de pronosticar el estado del sistema en el 
tiempo t = t1, H(Λ, t1) mientras que los parámetros del 
mismo permanecen constantes, es decir, Y(x, t0).
b)  Transformación (M(·)):
M(St(xǼǼȱ ȱ ȱ ǻřǼ
En esta etapa se aplica la anamorfosis gaussiana M(·) 
(con media cero y varianza uno) a las funciones de dis-
tribución acumulativa locales del campo aleatorio 
Y(x, t0) y del campo aleatorio H(Λ, t1). Las funciones de 
distribución acumulativa se obtienen estadísticamente 
£ȱ ȱ ȱ ȱ £ȱ ȱ ȱ ǯȱ
Luego se forma un vector de estado con los valores 

t
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transformados al tiempo t = t1 para cada realización, es 
decir: ht(r).
c)  Condicionamiento o actualización (superíndice ):
En esta etapa se considera que se cuenta con observa-
ciones en las posiciones Y(xD, t1) = ¢Dǰ1 con D = 1,…,ND y 
H(ΛE, t1) = Eǰ1 con E = 1,…,NEǯȱȱȱȱ-
ciones se encuentran en el tiempo t = t1. Se forma un 
ȱȱZǰ(r) de dimensión ND + NE con las ob-
servaciones transformadas por anamorfosis gaussiana 
(que en este caso se reduce a una simple estandariza-
ción) para cada realización. También se forma un vector 
V(r) de dimensión ND + NE con los valores transforma-
dos que contiene el vector ht(r) en las posiciones de las 
observaciones.
El condicionamiento o actualización del vector de 
estado se realiza entonces:
hut(r)=ȱhft(r) + Kt [Zobs,t(r) – VǻǼǾȱ ȱ ȱ ǻŚǼ
donde ht(r) = vector de estado actualizado en el tiempo 
t = t1 y Kt = una matriz de orden (n+m) × (ND+NE) que 
contiene las contribuciones asignadas a cada una de las 
observaciones por la técnica de interpolación. 
Esta matriz, en el contexto del método EnKF, se co-
noce como “Kalman gain”.
ȱàȱŚȱǰȱȱǰȱȱ£ȱȱ-
mación con  simple en un 
ȱęȱt = t1ǯȱȱęȱȱ
la matriz Kt se obtienen de la solu-
ción del sistema de ecuaciones para 
el caso general de covarianzas no es-
ȱǻȱ¢ȱǰȱŗşşŘǲȱ
ǰȱ ŗşşśǼǯȱ ȱ -
zas se determinan utilizando las va-
riables transformadas en la etapa 
anterior.
d) Transformación inversa (M-1(·)):
M-1(ht(xǼǼȱ ȱ ǻśǼ
ȱȱȱȱǰȱȱ
hecho una función monótonamente 
creciente, su inversa existe, luego es 
posible aplicar el inverso de la ana-
morfosis gaussiana M–1(·) a cada fun-
ción de distribución acumulativa 
local de los campos aleatorios 
Y(x, t1) y H(Λ, t1) en el tiempo 
t = t1. Las funciones de distribución locales se obtienen 
Çȱ £ȱ ȱ ȱ ȱ £-
nes. Observe que ahora los campos aleatorios son con-
dicionales. Después se forma un vector de estado 
actualizado para cada realización, que contiene las esti-
maciones en el tiempo t = t1, es decir U 
  (r).
Algoritmo
La formulación propuesta en la sección anterior se 
puede aplicar siguiendo el algoritmo que se muestra 
ȱȱęȱŘǯȱȱȱȱȱȱȱ
esta sección.
ȱŗǯ Para cada una de las realizaciones del campo 
aleatorio de parámetros en el tiempo t = t0 , es 
decir Y(x, t0), se resuelven las ecuaciones co-
rrespondientes del modelo dinámico ɭ(·) y se 
obtiene el campo aleatorio de variables de esta-
do en el tiempo t = t1, es decir, H(x, t1). En esta 
etapa se puede contar además con observacio-
nes en las posiciones Y(xD, t1) = ¢Dǰ1 con D = 1,…, 
ND y H(FE, t1) = Eǰ1 con E = 1,…, NE en el tiempo 
t = t1.
ȱŘǯ Se obtienen las funciones de distribución acu-
mulativa locales FY(¢) y FH() de los campos 
aleatorios de parámetros y de variables de 
 1,H tȤ
 ft rS  , obs t rZ
 ut rS
 1 utM  § ·¨ ¸© ¹S x
 ut rU
1
2
3
4
Ԑ(·)
t=t+1
 yM    ;  y hD EM M hM
 0,Y tx 1 1, ,;t ty hD E
)LJXUD$OJRULWPRGHOPpWRGR(Q.)PRGLILFDGR

t
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estado, respectivamente, utilizando los con-
ȱȱ£ȱǯȱȬ 
·ǰȱ ȱ ȱ ȱ ȱ	ȱM(·) 
en cada caso y se obtienen las funciones locales 
correspondientes. También, se obtienen los va-
lores estandarizados de las observaciones. Con 
los valores transformados se crean, para cada 
una de las realizaciones ǰȱȱȱ-
tos de estado ht(r) y de observaciones Zǰ(r).
Etapa 3. Se obtiene el vector de estados actualizado para 
cada realización ht(rǼǰȱ£ȱȱàȱŚǯ
ȱŚǯ Se obtienen las funciones de distribución acu-
mulativa locales de los campos aleatorios con-
dicionales Y(x,t1) y H(Λ,t1), estadísticamente 
ȱȱȱȱ£ȱ¢ȱȱȱ
ȱȱȱȱȱ	ȱȱȱ
una de ellas, es decir, M–1(FY(¢)) y M-1(FH()). Los 
ȱȱęȱȱ-
zacionesǰ pero ahora condicionadas por las ob-
servaciones en el tiempo t = t 1. Los valores 
transformados de los parámetros y variables 
de estado se pueden agrupar en un vector con-
ȱUt(r). El condicionamiento se repetirá en 
cada tiempo en que se disponga de observacio-
nes, pero ahora el campo aleatorio de paráme-
tros a priori será el campo Y(x, t1).
Análisis del error en la solución
Debido a que en el esquema EnKF las densidades de 
probabilidad locales se obtienen en forma estadística a 
ȱȱȱȱ£ǰȱȱÛȱ-
mérico del método dependerá del número de realiza-
ȱ ȱ ǯȱ ȱ ȱ ǰȱ ȱ ȱ
ȱȱÛȱȱ·ȱȱàȱ
del número de realizaciones del campo aleatorio inicial 
de parámetros.
El error en la estimación del campo de referencia 
de log-permeabilidades se puede obtener para cada 
etapa del proceso de actualización o condicionamien-
to. Comúnmente se obtiene una medida del error de la 
estimación con respecto al campo “real” (suponiendo 
que se conoce) llamada RMSE (ȱȱȱ) 
dado por:
    2*
1
1 N a
t i i
i
RMSE Y x Y x
N  
 ¦   (6)
donde:
Nȱȱȱȱȱȱȱȱȱƽȱȱȱȱ¤ȱȱȱàȱȱ·ǲ
Yt*(¡i)  =  valor estimado en la posición ¡i en el tiempo tǲ
Ya(¡)      =  valor “real” del campo en la posición ¡i.
También se emplea una medida de la incertidumbre en 
ȱàȱȱ·ȱȱȱȱȱǱ
 
1
1
en
N
t
i
i
SPREAD VAR x
N  
 ¦  (7)
donde VARtenǻ¡i) es la varianza de la estimación en el 
tiempo tȱȱȱȱ£ȱȱȱàȱ¡i.
Estas medidas pueden resultar inestables numérica-
mente en el caso de la estimación de campos no-gaus-
sianos por lo que normalmente se complementan con 
otras medidas.
Implementación
La implementación del algoritmo descrito en la sección 
ȱȱȱęȱȱȱȱȱ¢ȱ
ȱȱȱȱȱȱȃȄȱȱȱȱ
Çȱȱȱǯȱȱȱȱȱ-
ȱȱȱęȱȱȱȱ¤ȱȱ
interés.
Aplicación
La metodología propuesta se aplica a un modelo diná-
mico unidimensional. Se analiza también la evolución 
de la incertidumbre en las simulaciones generadas.
3ODQWHDPLHQWR
El modelo dinámico considerado es la ecuación dife-
ȱȱȱȱĚȱȱȱȱȱȱ-
so completamente saturado en régimen transitorio de 
ȱàȱȱĚȱȱǻǰȱŘŖŖŘǼǱ
       , ,s sH t H tK Sx x t
w wª ºw  « »w w w¬ ¼
x x
x x  (8)
ȱȱȱȱȱ¢ȱȱǱ
 
 
,0 ,     
, ,      
H A
H t B
 :
 *
x x
x x     (9)
donde, A es la carga hidráulica inicial, B es la carga hi-
dráulica preescrita en los segmentos de frontera * de 
Dirichlet y :ȱȱȱàȱȱĚȱǯ
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Los parámetros de este modelo son la conductivi-
dad hidráulica o permeabilidad saturada Ks(x) y el al-
ȱÇęȱs(x). La variable de estado o 
respuesta del modelo es la carga hidráulica H(x, t). 
Cuando Ks(x) y/o s(x) se considera una función aleato-
ria, la ecuación 8 se convierte en una ecuación diferen-
cial estocástica y H(x, t) en cada tiempo, será también 
un campo aleatorio. En este artículo se considera que la 
distribución de valores de Kȱ ȱ ȱ àȱȱĚȱ ȱ
puede representar convenientemente con una distribu-
ción de probabilidad lognormal. Por lo tanto, su loga-
ritmo natural, Y = ln(Ks) tendrá una distribución de 
probabilidad gaussiana (normal). Con esta transforma-
ción el campo aleatorio Y(x) será gaussiano y quedará 
descrito completamente por su esperanza o valor me-
dio PY(x) = E{Y(x)}, varianza V      (x) = VAR[Y(x)] y fun-
ción de autocovarianza CY(X1,X2) = E{[Y(x1) – PY(x1)] 
[Y(x2) – PY(x2)]}.
Para resolver la ecuación 8 se dispone de varios mé-
todos (Zhang, 2002). En este artículo se utiliza el méto-
do de Monte Carlo, es decir, se simulan múltiples 
realizaciones independientes del campo aleatorio Y(x) 
y la ecuación 8 se resuelve para cada una de ellas con 
los valores deterministas de cada realización transfor-
mados como: s(x) = exp(PY(x) + ¢(x)VY(x)). La ecuación 
8 se convierte entonces en una ecuación determinista. 
Los parámetros estadísticos del campo aleatorio H(x, t) 
ȱȱȱÇęǰȱÇȱȱȱ£ȱ-
zadas entre la log-conductividad y la carga hidráulica 
ȱȱȱȱÇȱȱ·ȱȱȱ-
tos de realizaciones.
Para generar una distribución de permeabilidades 
se simula un campo aleatorio gaussiano Y(x) = ln(Ks(x)) 
con media cero, varianza unitaria y función de autoco-
varianza exponencial con distancia de correlación 
aȱƽȱŗśŖȱǯȱȱȱȱȱ¤ȱȱ-
tantes en todo el dominio y que la función de autocova-
rainza depende de la separación entre variables 
aleatorias, es decir, que el campo aleatorio es estaciona-
rio en el sentido amplio (Zhang, 2002). Ks(x) tiene uni-
dades de m/día. Se simulan 10 realizaciones de este 
campo aleatorio y se elige una de ellas. Esta realización 
se denomina campo de referencia o “estado de la natu-
raleza”. Los descriptores estadísticos de esta realiza-
àȱȱȱȱȱęȱřǯȱȱȱ¤ȱȱ
se dispone de observaciones de este campo en las posi-
ȱȱȱȱȱęǯ
Utilizando el campo de referencia y los valores nu-
méricos de las condiciones iniciales y de frontera indi-
ȱȱȱęȱŚȱȱȱȱȱȱĚȱ
ȱ ȱ ȱ ęȱ ǻȱ ¢ȱ
	ĜǰȱŘŖŖŚǼǯȱȱȱàȱȱȱȱȱ-
ȱȱȱȱ śŖȱ ȱ¤ȱ ȱ ȱ t = 
ŖǯŖŖŗȱÇȱȱȱȱȱ ȱǯȱȱȱȱȱ
supone que únicamente se conocen las observaciones 
piezométricas a cada tȱ ƽȱ ŖǯŖŖřȱ Çȱ ȱ ȱ ȱ
ȱȱ ȱęȱśǯȱȱȱǰȱȱȱ
con 17 mediciones en cada una de las 12 posiciones 
ȱȱȱęȱśǯȱȱȱ¤ȱȱȱ-
¤ȱȱȱęȱȱȱȱ-
nista e igual a 0.001.
De las 12 historias piezométricas, cada una com-
puesta por 17 observaciones transitorias, se forman dos 
grupos. Uno de ellos incluye 8 historias y el otro 12. Las 
lecturas de los piezómetros del grupo de 8 historias se 
ȱȱȱȱȱȱęȱśǯȱȱȱ-
zométricas del grupo de 12 historias se indican por los 
ȱ¢ȱȱ¤ȱȱȱȱęǯȱȱȱ
es generar realizaciones de la permeabilidad y de la car-
ga hidráulica, condicionadas por las observaciones dis-
ȱȱȱȱǻęȱřǼȱ¢ȱȱȱȱ
de cargas hidráulicas de cada grupo por separado utili-
£ȱȱ·ȱȱęǯ
&DPSRDOHDWRULRLQLFLDOGHSDUiPHWURV
El campo aleatorio inicial de parámetros representa 
una primera aproximación al campo “real”. Sus pará-
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metros descriptivos no siempre se podrán determinar 
en forma estadística a partir de las observaciones. En 
ȱȱȱę¤ȱȱȱȱȱ-
ǯȱȱȱa priori incorporado en la repre-
sentación del campo aleatorio de la log-permeabilidad 
se muestra en la tabla 1. El valor esperado E{Y(x)} y va-
rianza Var[Y(x)] del campo a priori se estimaron estadís-
ticamente utilizando las observaciones indicadas en la 
ęȱřǯȱȱàȱȱȱȱȱ-
varianza exponencial y se asignó un valor tentativo de 
200 m a la distancia de correlación. Observe que este 
ȱȱȱȱȱǰȱ·ȱȱȱ
en la evidencia de las observaciones.
(VWDELOLGDGGHODVROXFLyQ
La evolución del error en la estimación de las log-per-
ȱȱȱȱȱęȱŜȱȱŘŖŖǰȱŚŖŖȱ¢ȱ
800 realizaciones del campo aleatorio inicial de pará-
metros (tabla 1). El número de historias piezométricas 
utilizadas en el proceso de condicionamiento en todos 
los casos es 8 historias. Se puede observar que conforme 
aumenta el número de realizaciones ambas medidas 
tienden a estabilizarse con el tiempo indicando la con-
vergencia del método hacia una solución consistente. 
Se debe destacar que, independientemente del número 
ȱ£ȱȱȱǰȱȱàȱȱ
ȱȱȱȱ£·ȱȱȱ-
àȱȱȱȱ¢ȱęǯȱ¤ǰȱȱȱ
ȱȱĚȱȱȱȱ-
ȱȱȱǯȱȱǰȱȱ
el contrario, disminuye sistemáticamente con el tiempo.
ȱȱęȱŝȱȱȱȱȱȱȱ
medidas cuando el condicionamiento se realizó utili-
£ȱŞȱ¢ȱŗŘȱȱ£·ȱ ȱȱȱ
inicial compuesto por 800 realizaciones. Se puede apre-
ciar que el error disminuye con más rapidez en el tiem-
po, cuando el número de historias piezométricas 
consideradas en el condicionamiento aumenta. El pri-
ȱȱȱȱȱȱȱ-
dental en la reducción del error.
6LPXODFLyQFRQGLFLRQDOGHOFDPSRDOHDWRULR
GHFRQGXFWLYLGDGKLGUiXOLFD
En esta sección se muestran los resultados del condicio-
namiento del campo aleatorio de permeabilidades por 
las 8 historias piezométricas. Los resultados correspon-
den al valor esperado del campo en diferentes etapas 
del condicionamiento. En la etapa 1, es decir al tiempo 
t = 0.001 días se toman en cuenta, además, las 7 observa-
ciones disponibles de la permeabilidad. En las etapas 
subsecuentes solo se toman en cuenta las observaciones 
piezométricas.
ȱȱęȱŞȱȱȱȱȱȱȱȱ-
meabilidad para las etapas de condicionamiento 1, 10 y 
Śşȱ£ȱȱŞȱȱ£·ǯȱȱȱ-
ciones donde se cuenta con observaciones directas de la 
permeabilidad, el valor esperado es el valor observado. 
En las posiciones no observadas, conforme aumenta el 
número de registros piezométricos transitorios consi-
derados para el condicionamiento, el valor esperado 
tiende en general al valor del campo de referencia. Sin 
embargo, como era de esperarse, la estimación “suavi-
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£Ȅȱȱęȱ¢ȱȱĚȱȱȱȱ¡ȱ
del campo de referencia.
La desviación estándar de la permeabilidad para las 
ȱȱȱȱȱȱęȱŞȱȱ
ȱȱȱęȱşǯȱȱȱęȱȱ-
£ȱȱ ȱȱ £ȱ ǯȱȱ
ȱȱȱȱęȱşȱȱȱ
condicionamiento del campo utilizando 8 historias pie-
£·ǰȱȱȱȱȱȱȱęȱşȱ
corresponden al condicionamiento efectuado con las 12 
historias piezométricas. La incertidumbre en ambos ca-
sos es nula en las posiciones donde se cuenta con obser-
vaciones directas. En las posiciones no observadas, en 
general, la incertidumbre tiende a disminuir, pero lo-
calmente esta puede aumentar. La evolución de la in-
certidumbre en la estimación de la permeabilidad por 
lo tanto, no necesariamente es decreciente.
6LPXODFLyQFRQGLFLRQDOGHOFDPSRDOHDWRULR
GHFDUJDKLGUiXOLFD
ȱȱęȱŗŖȱȱȱȱȱȱȱȱȱ
hidráulica para las etapas de condicionamiento 1, 10 y 
Śşȱ £ȱ ȱ Şȱ ȱ £·ǯȱ ȱ ȱ
observar que en las posiciones el valor esperado es, en 
efecto, el valor observado. Esta condición se cumple 
además en las fronteras donde la carga hidráulica es 
prescrita. La aproximación al campo de referencia en 
los distintos tiempos es bastante satisfactoria aun en las 
posiciones en donde no se cuenta con mediciones. Por 
lo tanto, el condicionamiento del campo aleatorio pro-
duce los resultados esperados en forma satisfactoria.
La desviación estándar de la carga hidráulica para 
ȱȱȱȱȱȱȱęȱ
ŗŖȱȱȱȱȱęȱŗŗȱȱŞȱȱ£·-
ȱ¢ȱȱȱęȱŗŗȱȱŗŘȱȱ£·ǯȱ
ȱȱęȱȱȱȱȱȱ£ȱ-
dicionales. La incertidumbre en ambos casos es nula en 
las posiciones donde se cuenta con observaciones y en 
las fronteras donde se impuso un valor determinista. 
En las posiciones no observadas, la evolución de la in-
certidumbre no es clara en ninguno de los dos casos. 
Sin embargo, es notoriamente inferior cuando el núme-
ro de historias piezométricas consideradas en el condi-
cionamiento es mayor.
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Conclusiones
ȱȱȱȱȱȱ·ȱȱȱ-
mular campos aleatorios espacio-temporales. El méto-
ȱȱȱ ęȱȱ ¤ȱȱ ȱ
distribución de un atributo condicionadas a observacio-
nes temporales. El método requiere tres elementos: 
1) una representación a priori del campo aleatorio para 
los parámetros de un modelo dinámico, 2) las ecuacio-
ȱ¤ȱȱȱ¤ȱ¢ȱřǼȱ-
nes de las variables de estado en diferentes tiempos.
El campo aleatorio inicial de parámetros se utiliza 
con las ecuaciones del modelo dinámico para obtener 
una representación del mismo tipo en las variables de 
estado. El método permite incorporar observaciones de 
las variables de estado a través de un proceso de condi-
cionamiento en el cual tanto los parámetros como la 
respuesta dinámica se actualizan en cada tiempo en 
que se dispone de observaciones. De esta manera, es 
posible generar realizaciones de un campo aleatorio 
condicionadas por observaciones dinámicas.
La utilidad del método se ilustra resolviendo un 
ȱȱĚȱȱȱȱȱ
en un medio poroso aleatorio completamente satura-
do. Se generaron realizaciones de la permeabilidad y 
carga hidráulica condicionadas por observaciones de 
la permeabilidad y además por observaciones transi-
ȱȱȱȱ¤ǯȱȱȱȱ-
ciones se generaron sintéticamente utilizando un 
campo de permeabilidades de referencia.
ȱÛȱ·ȱȱ·ȱȱȱȱ
afectado por el número de realizaciones en la repre-
sentación del campo aleatorio a priori de parámetros. 
Por lo tanto, es necesario revisar la convergencia del 
método después de cada etapa de condicionamiento y 
ęȱȱȱøȱȱ£ȱ£ȱ-
duzca valores estables de ciertas medidas de error. El 
øȱȱ£ȱȱȱȱ-
do se debe determinar en cada caso particular.
ȱȱȱȱȱȱÇȱȱȱ
aleatorio inicial representativo de la variabilidad espa-
cial de los parámetros del modelo dinámico fue del tipo 
gaussiano. 
En diversas situaciones de la práctica un campo 
aleatorio de este tipo puede no ser representativo de la 
variabilidad espacial. La utilidad del método en pre-
sencia de una dependencia espacial no gaussiana se ex-
¤ȱȱȱǯ
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nica de suelos se centran en la ingeniería de cimentaciones en suelos blandos en 
zonas sísmicas y en presencia de hundimiento regional y, en particular, en el aná-
lisis del comportamiento de cimentaciones sobre pilotes de fricción y de punta. 
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