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MAHLER’S METHOD IN SEVERAL VARIABLES I: THE
THEORY OF REGULAR SINGULAR SYSTEMS
by
Boris Adamczewski & Colin Faverjon
Abstract. — This is the first part of a work devoted to the study of linear
Mahler systems in several variables from the perspective of transcendence and
algebraic independence. We prove two main results concerning systems that
are regular singular at the origin.
Given some vector of analytic solutions of such a Mahler system, say
(f1(z), . . . , fm(z)) ∈ Q{z}
m, and some suitable algebraic point α, we first
show that any homogeneous algebraic relation over Q between the com-
plex numbers f1(α), . . . , fm(α) can be lifted to a similar algebraic relation
over Q(z) between the functions f1(z), . . . , fm(z). This phenomenon was
first brought to light in the framework of linear differential equations by
Nesterenko and Shidlovskii, Beukers, and André. More recently, Philippon
and the authors also established a similar result for linear Mahler systems in
one variable.
Our second main result highlights the fact that the values of Mahler func-
tions associated with sufficiently different matrix transformations behave in-
dependently. More precisely, we show that the ideal formed by the algebraic
relations between the values at algebraic points of Mahler functions associated
with different systems is generated by the pure algebraic relations, that is, the
algebraic relations between the values of the functions occurring in each sys-
tem. Though results in the same spirit were conjectured by van der Poorten
in the 1980s, only very sporadic examples, due independently to Ku. Nishioka
and Masser, have been obtained so far.
Our interest in Mahler’s method comes from the possible applications of
these results to old problems involving automata theory and which concern
the expansion of both natural numbers and real numbers in integer bases. In
particular, problems which involve finite automata and base change. Such
applications are studied in the companion paper [3].
This project has received funding from the European Research Council (ERC) under
the European Union’s Horizon 2020 research and innovation programme under the Grant
Agreement No 648132.
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1. Introduction
Any non-trivial algebraic (resp., linear) relation over Q(z) between given
analytic functions f1(z), . . . , fn(z) ∈ Q{z}, leads by specialization at a given
algebraic point α to a non-trivial algebraic (resp., linear) relation over Q be-
tween the complex numbers f1(α), . . . , fn(α), assuming that these functions
are well-defined at α. As discussed in [20], we cannot expect the converse
assertion to be true in general, but there are a few known instances where it
holds true. In each case, some additional structure is required and the analytic
functions under consideration must satisfy some functional equations, such as
a system of linear differential equations or of linear difference equations.
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Mahler’s equations provide an example of such a framework. Let
f1(z), . . . , fm(z) ∈ Q{z} be multivariate analytic functions which con-
verge in some neighborhood of the origin and which are related by a system
of functional equations of the form (1.1). Let α ∈ Q
n
be such that these
functions are well-defined at α. Mahler’s method aims at transferring results
about the absence of algebraic (resp., linear) relations over Q(z) between the
functions f1(z), . . . , fm(z) to the absence of algebraic (resp., linear) relations
over Q between the complex numbers f1(α), . . . , fm(α). This problem goes
back to the pioneering work of Mahler [17, 18, 19] at the end of the 1920s. In
fact, a large part of transcendental number theory is concerned with similar
questions.
Throughout this paper, we focus on the so-called regular singular linear
Mahler systems introduced in Definition 1.1, that is, those which are conju-
gated, through a ramified meromorphic gauge transform, to a system associ-
ated with a constant invertible matrix. We develop a general theory for these
systems from the perspective of transcendence and algebraic independence.
Our interest in Mahler’s method comes from the possible applications of these
results to old problems concerning the expansion of both natural and real num-
bers in integer bases. In particular, old problems which involve finite automata
and base change. Such applications will be discussed in the companion paper
[3]. Unfortunately, the fact that our results are restricted to regular singular
systems affects the generality of their application to these problems. In this
regard, it would be of great interest to extend the results of this paper to the
case of general linear Mahler systems.
1.1. Mahler’s transformations and linear Mahler systems. — Let n
be a positive integer and T = (ti,j)1≤i,j≤n be an n×nmatrix with non-negative
integer coefficients. We let T act on Cn by
Tα = (α
t1,1
1 α
t1,2
2 · · ·α
t1,n
n , . . . , α
tn,1
1 α
tn,2
2 · · ·α
tn,n
n ) ,
where α = (α1, . . . , αn). In order to avoid confusion, we use T (α) to denote
the usual matrix product. We will also consider T as acting on monomials
associated with a n-tuple of indeterminates z = (z1, . . . , zn). We let Q denote
the field of algebraic numbers which embeds into the field C of complex num-
bers. We let Q
⋆
denote the set Q \ {0}. A linear T -Mahler system, or simply
a Mahler system, is a system of functional equations of the form
(1.1)
 f1(Tz)...
fm(Tz)
 = A(z)
 f1(z)...
fm(z)
 ,
where A(z) ∈ GLm(Q(z)).
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Let K be a subfield of the complex numbers. We let K{z} denote the set of
multivariate power series in z, with coefficients in K, and which are convergent
in some neighborhood of 0. In the sequel, we refer to the elements of K{z}
as being analytic, and to the elements of K̂1, the field of fractions of Q{z},
as being meromorphic. More generally, given a positive integer d, we let K̂d
denote the field of fractions of Q{z1/d}, where z1/d = (z
1/d
1 , . . . , z
1/d
n ). We also
set
K̂ := ∪d≥1K̂d .
We define now the regular singular Mahler systems.
Definition 1.1. — A system of the form (1.1) is said to be regular singular at
the origin, or for short regular singular, if there exists a matrix Φ(z) ∈ GLm(K̂)
such that Φ(Tz)A(z)Φ−1(z) ∈ GLm(Q).
A similar definition in the case of linear Mahler systems in one variable can
be found in [29]. According to Loxton and van der Poorten [16], if the matrix
A(z) is well-defined and non-singular at 0, then the corresponding Mahler
system is regular singular.
1.2. Previous results. — A well-known feature of Mahler’s method is that,
independently of the choice of the matrix A(z) defining the system (1.1), some
quite natural restrictions on the transformation matrix T and on the point α
are required. Such conditions already appeared in the work of Mahler.
Definition 1.2. — Let T be an n×n matrix with non-negative integer coef-
ficients and α ∈ (Q
⋆
)n. The pair (T,α) is said to be admissible if there exist
two real numbers ρ > 1 and c > 0 such that the following three conditions
hold true.
(a) The entries of the matrix T k are bounded by cρk, for every positive integer
k.
(b) Set T kα := (α
(k)
1 , . . . , α
(k)
n ). Then
log |α
(k)
i | ≤ −cρ
k ,
for all positive integers k and all integers i, 1 ≤ i ≤ n.
(c) If f(z) is any non-zero element of C{z}, then there are infinitely many
integers k such that f(T kα) 6= 0.
Remark 1.3. — When n = 1, the operator T takes the simple form z 7→ zq,
where q ≥ 2 is an integer. In that case, it is easy to check that Conditions
(a)–(c) are always satisfied for every algebraic number α with 0 < |α| < 1.
In particular, the non-vanishing Condition (c) follows immediately from the
identity theorem.
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In addition to the admissibility of the pair (T,α), a further restriction has
to be imposed on the point α, namely that it be a regular point. The latter
depends both on the matrices A(z) and T .
Definition 1.4. — A n-tuple α := (α1, . . . , αn) ∈ (Q
⋆
)n is regular with re-
spect to the Mahler system (1.1) if the matrix A(z) is well-defined and invert-
ible at T kα for all non-negative integers k.
1.2.1. The case n = 1. — In 1990, Ku. Nishioka [24] established the equality
(1.2) tr.degQ(f1(α), . . . , fm(α)) = tr.degC(z)(f1(z), . . . , fm(z))
for all matrices A(z) and all regular algebraic points α in the open unit disc of
C. The great advantage here is that Nishioka’s theorem applies to all Mahler
systems and not only to the regular singular ones. More recently, Philippon
[28] refines Nishioka’s theorem by proving a result analogous to our Theo-
rem 2.1. Some striking consequences of Philippon’s theorem, concerning auto-
matic numbers and the transcendence of values of Mahler functions at algebraic
points, are given by the authors in [1, 2]. For instance, it is proved that there
exists an algorithm that performs the following task: Given any Mahler func-
tion f(z) ∈ Q{z} and any algebraic number α, it decides whether f(α) is
algebraic or transcendental.
1.2.2. The case n ≥ 2. — In contrast, and despite many attempts in this
direction, no general result has been proved so far when n ≥ 2. In 1982,
Loxton and van der Poorten [16] published a paper claiming that
(1.3) tr.deg
Q
(f1(α), . . . , fm(α)) = tr.degC(z)(f1(z), . . . , fm(z))
when the matrix A(0) is well-defined and non-singular, the pair (T,α) is ad-
missible and α is a regular algebraic point. Unfortunately, some argument in
their proof is flawed. This is reported, for instance, by Ku. Nishioka in [24].
To date, Mahler’s method in several variables has been applied successfully
only for the two following much more restricted classes of matrices.
• First, Kubota [12] proved in 1977 that Equality (1.3) holds true when the
matrix A(z) is almost diagonal, that is, when the functions fi(z) satisfy
equations of the form
(1.4)

1
f1(Tz)
...
fm(Tz)
 =

1 0 · · · 0
b1(z) a1(z)
...
. . .
bm(z) am(z)


1
f1(z)
...
fm(z)

where ai(z), bi(z) ∈ Q(z), with no pole at 0, and ai(0) 6= 0 .
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• Then, Nishioka [26] proved in 1996 that Equality (1.3) holds true when
the matrix A(z) is almost constant, that is, for systems of the form
(1.5)

1
f1(Tz)
...
fm(Tz)
 =

1 0 · · · 0
b1(z)
... B
bm(z)


1
f1(z)
...
fm(z)

where B ∈ GLm(Q), and b1(z), . . . , bm(z) are rational functions with no
pole at 0.
In these two examples, the matrix defining the system is always assumed to
be well-defined and non-singular at 0. In particular, the corresponding Mahler
systems are regular singular.
2. Main results
As a first contribution, we provide a complete proof of the main result
claimed by Loxton and van der Poorten in [16]. Furthermore, we refine the
conclusion given by the quantitative Equality (1.3), by proving that any al-
gebraic relation over Q between the values f1(α), . . . , fm(α) can be lifted to
a similar algebraic relation over Q(z) between the functions f1(z), . . . , fm(z).
We stress that such a qualitative refinement is a key for applications.
Theorem 2.1 (Lifting). — Let f1(z), . . . , fm(z) ∈ Q{z} be solutions to a
regular singular Mahler system of type (1.1). Let us assume furthermore that
α ∈ (Q
⋆
)n is a regular point and that the pair (T,α) is admissible. Then for
any homogeneous polynomial P ∈ Q[X1, . . . ,Xm] such that
P (f1(α), . . . , fm(α)) = 0 ,
there exists a polynomial Q ∈ Q[z,X1, . . . ,Xm], homogeneous in the variables
X1, . . . ,Xm, such that
Q(z, f1(z), . . . , fm(z)) = 0 and Q(α,X1, . . . ,Xm) = P (X1, . . . ,Xm).
Similar results have first been obtained in the framework of linear differential
equations by Nesterenko and Shidlovskii [23], by Beukers [7] using some results
of André [4, 5] on the theory of E-operators, and then by André [6]. In the
case n = 1, the authors already establish Theorem 2.1 for general linear Mahler
systems in [2], as a consequence of the slightly weaker non-homogeneous version
due to Philippon [28].
As a straightforward application, we deduce the following result.
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Corollary 2.2. — We continue with the assumptions of Theorem 2.1. If the
functions f1(z), . . . , fm(z) are linearly independent over Q(z), then the num-
bers f1(α), . . . , fm(α) are linearly independent over Q.
Remark 2.3. — Theorem 2.1 also applies to non-homogeneous relations, for
we can always turn an inhomogeneous relation into an homogeneous one by
adding the constant function f0 ≡ 1 to the system and replace the matrix A(z)
by 
1 0
0 A(z)
 .
Let us turn to our second main result. In 1987, van der Poorten [30] claimed
that Mahler’s method could be generalized in such a way that it would become
possible to consider simultaneously several linear systems of type (1.1) associ-
ated with sufficiently different transformations Ti. In order to guarantee some
uniform speed of convergence to 0 for the orbits of algebraic points αi under
the different transformations Ti, van der Poorten suggested iterating each ma-
trix to different powers. We then leave the classical Mahler method, which
considers the action from N on Cn induced by a single transformation T , to
consider an action of Nr onto some Cn1+···+nr induced by several transforma-
tions T1, . . . , Tr. He also pointed out several striking consequences that would
follow from such a theory. However, only very sporadic examples [25, 22] have
been obtained so far in this direction. In 1994, Nishioka [25] studied this prob-
lem for the almost diagonal Mahler systems of the form (1.4). In particular,
she deduced from her main theorem the following result. Given a non-zero
algebraic number α, |α| < 1, and a set of quadratic irrational numbers (ωi)i∈I
such that Q(ωi) 6= Q(ωj) if i 6= j, the complex numbers that belong to the sets(
∞∑
k=0
αd
k
)
k≥2
,
(
∞∏
k=0
(1− αd
k
)
)
k≥2
,
(
∞∑
k=0
⌊kωi⌋α
k
)
i∈I
are all algebraically independent over Q.
We develop here a similar theory that applies to a much larger class of
Mahler systems, transformation matrices, and algebraic points. In this respect,
Theorem 2.4 solves van der Poorten’s problem in a very satisfactory way for
all regular singular systems. Before stating this result, we introduce some
notation. Given a finite set of complex numbers E := {ζ1, . . . , ζm}, we let
Alg
Q
(E) :=
{
P (X1, . . . ,Xm) ∈ Q[X1, . . . ,Xm] : P (ζ1, . . . , ζm) = 0
}
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denote the ideal of algebraic relations over Q between the elements of E . Now,
we consider several sets of complex numbers
E1 = {ζ1,1, . . . , ζ1,m1}, . . . , Er = {ζr,1, . . . , ζr,mr} ,
and we set E = ∪Ei. Let P ∈ AlgQ(E). If the polynomial P belongs to the
extended ideal Alg
Q
(Ei | E) generated by AlgQ(Ei) in Q[X1, . . . ,XM ], where
M = m1+· · ·+mr, then we say that P is a pure algebraic relation with respect
to Ei. Our second main result then reads as follows.
Theorem 2.4 (Purity–Independent transformations)
Let r ≥ 2 be an integer. For every integer i, 1 ≤ i ≤ r, we consider a regular
singular Mahler system
(2.1.i)
 fi,1(Tizi)...
fi,mi(Tizi)
 = Ai(zi)
 fi,1(zi)...
fi,mi(zi)

where Ai(zi) belongs to GLmi(Q(zi)), zi := (zi,1, . . . , zi,ni) is a family of inde-
terminates, Ti is an ni × ni matrix, with non-negative integer coefficients and
with spectral radius ρ(Ti). For every i, 1 ≤ i ≤ r, let us consider
Ei ⊆ {fi,1(αi), . . . , fi,mi(αi)}
and set E := ∪ri=1Ei. Suppose that
(i) for every i, αi ∈ (Q
⋆
)ni is a regular point with respect to the system
(2.1.i) and the pair (Ti,αi) is admissible, and
(ii) for every pair (i, j), i 6= j, log ρ(Ti)/ log ρ(Tj) 6∈ Q.
Then
AlgQ(E) =
r∑
i=1
AlgQ(Ei | E) .
In other words, the algebraic relations between all elements of E are gener-
ated by the pure algebraic relations with respect to each subset Ei. We stress
that Theorem 2.4 is a strong statement about algebraic independence.
Corollary 2.5. — We continue with the assumptions of Theorem 2.4. Fur-
thermore, we assume that for every i, 1 ≤ i ≤ r, all complex numbers that
belong to the set Ei are algebraically independent over Q. Then all complex
numbers that belong to the set E are algebraically independent over Q.
This paper is organized as follows. Clearly, the strength of Theorems 2.1 and
2.4 strongly depends on our ability to provide simple and natural conditions
that ensure the admissibility of pairs (T,α). This problem is addressed in Sec-
tion 3, where concrete and optimal conditions are given. A well-known feature
of Mahler’s method (and also of transcendence theory in general) is the great
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importance of proving vanishing theorems, that is, of finding general conditions
that allow to guarantee non-vanishing conditions of type (c). In the case of
a single transformation, Masser [21] solved this problem in a rather definitive
way. More recently, Corvaja and Zannier [9] used the Subspace Theorem to
prove a general result concerning the vanishing at S-units of analytic multi-
variate power series with algebraic coefficients. Based on this result, we prove
in Section 4 our own vanishing theorem, that applies to the study of several
Mahler systems associated with different transformations. This is a key ingre-
dient for proving Theorem 2.4. In Section 5, we state Theorem 5.2, which is
an axiomatic result concerning the algebraic relations between values of func-
tions belonging to several Mahler systems. It is restricted to algebraic points
satisfying some ad hoc admissibility conditions called (A), (B), and (C), which
replace Conditions (a), (b), and (c) in this more general framework. Theorem
5.2 is proved in Section 6, while concrete and optimal conditions for admissi-
bility in Theorem 5.2 are obtained in Section 7. Theorems 2.1 and 2.4 are then
derived from these results in Section 8.
Notation. — We fix here some notation that we use in this paper. Given a
field K, we let denote by K⋆ the set K \ {0}. Let d be a positive integer. If
α := (α1, . . . , αd) ∈ (K
⋆)d and k := (k1, . . . , kd) ∈ Z
d, then αk stands for
αk11 · · ·α
kd
d . Given a d-tuple of natural numbers k := (k1, . . . , kd), we set |k| =
k1 + · · · + kd. The maximum norm of C
d and the maximum norm of Md(C)
are both denoted by the same symbol ‖ · ‖. We let H(·) denote the absolute
Weil height over the projective space Pd(Q). Given β = (β1, . . . , βd) ∈ Q
d
, we
also write H(β) instead of H(β1 : · · · : βd : 1).
3. Admissibility conditions for Theorems 2.1 and 2.4
Conditions (a), (b), and (c) in Definition 1.2 are necessary in order to apply
Mahler’s method (cf. [17]). Though they appear quite naturally in transcen-
dance proofs, it is not easy, at first glance, to see how to check them. We
provide here a simple characterization of matrices and algebraic points sat-
isfying these conditions, gathering and slightly completing results of Masser,
Kubota, Loxton and van der Poorten.
Definition 3.1. — Let T be an n×n matrix with non-negative integer coef-
ficients and with spectral radius ρ. We say that T belongs to the class M if it
satisfies the following three conditions.
(i) It is non-singular.
(ii) None of its eigenvalues are a root of unity.
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(iii) There exists an eigenvector with positive coordinates associated with the
eigenvalue ρ.
In particular, a matrix in the class M has a spectral radius ρ > 1.
Remark 3.2. — Let us consider r Mahler systems associated with transfor-
mations T1, . . . , Tr inM, all having the same spectral radius ρ. Then the diag-
onal matrix T := diag(T1, . . . , Tr) also belongs to the classM. More generally,
if T1 and T2 are two matrices in M whose spectral radii are multiplicatively
dependent, say ρ(T1)
p = ρ(T2)
q, then the matrix
T :=
(
T p1 0
0 T q2
)
also belongs to the class M. Thus, if one considers r Mahler systems, asso-
ciated with transformation matrices T1 . . . , Tr ∈ M, and with pairwise multi-
plicatively dependent spectral radius, it is possible to gather them into a bigger
Mahler system whose transformation matrix also belongs to the class M, and
then to apply Theorem 2.1.
Given a one-variable Mahler system associated with a matrix A(z), we could
always consider the same twice system but with different variables. That is,
the system associated with the matrix(
A(z1) 0
0 A(z2)
)
.
This shows that some kind of minimal independence between the coordinates
of the point α = (α1, α2) is required in order to apply Mahler’s method. This
leads to the following natural definition.
Definition 3.3. — An algebraic point α ∈ (Q
⋆
)n is said to be T -independent
if there is no non-zero n-tuple of integers µ for which (T kα)µ = 1 for all k in
an arithmetic progression.
With these definitions, we can gather results of Kubota [12], Loxton and
van der Poorten [14, 15], and mainly Masser [21], to give the following useful
characterization of the notion of admissibility.
Theorem 3.4. — Let T be an n × n matrix with non-negative integer coef-
ficients and α ∈ (Q
⋆
)n. Then the pair (T,α) is admissible if and only if T
belongs to the class M, limk→∞ T
kα = 0 and α is T -independent.
Remark 3.5. — Note that it is easy to check whether or not a matrix belongs
to the class M. Furthermore, if α1, . . . , αn ∈ C
⋆ are multiplicatively indepen-
dent complex numbers, then α = (α1, . . . , αn) is a fortiori T -independent. So,
Theorem 3.4 makes Theorems 2.1 and 2.4 very easy to apply concretely.
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Let us denote by U(T ) the set of points α of (C⋆)n such that Condition (b)
holds. Loxton and van der Poorten [14, 15] stated that when T belongs to
M, the set U(T ) is a punctured neighborhood of the origin. We provide here
a proof of the following refinement.
Lemma 3.6. — Let T ∈ M, then
U(T ) =
{
α ∈ (C⋆)n : lim
k→∞
T kα = 0
}
.
In particular, U(T ) is open in (C⋆)n, and contains the punctured open unit disk
of Cn with the maximum norm thereon.
Proof. — Let us first show that U(T ) contains the punctured open unit disk
of (C⋆)n. Let α := (α1, . . . , αn) ∈ (C
⋆)n such that ‖α‖ < 1. Set
L(α) := (− log |α1|, . . . ,− log |αn|) > 0 .
By assumption, T has a positive eigenvector µ associated with ρ(T ). We
can assume that all coordinates of µ are smaller than those of L(α). We set
ν = L(α)− µ > 0. Following [14, Lemma 3], we get that
− log ‖T kα‖ = ‖T k(L(α))‖ = ‖T k(µ) + T k(ν)‖ ≥ ‖T k(µ)‖ = ρk‖µ‖ ,
for all k ∈ N for T kν has positive coordinates. Condition (b) is thus sat-
isfied inside the unit open disk of (C⋆)n. Now if α ∈ (C⋆)n is such that
limk→∞ T
kα = 0, then there exists k0 such that T
k0α ∈ U(T ). It follows that
α also belongs to U(T ).
Now we show that only matrices in the class M can be admissible.
Lemma 3.7. — Let us assume that there exists an algebraic point α such that
the pair (T,α) is admissible. Then T belongs to M.
Proof. — Kubota [12] already noticed that if T has zero or a root of unity
as an eigenvalue, then there do not exist any point α satisfying Condition
(c). We show now that ρ = ρ(T ) and, using Conditions (a) and (b), that
T has eigenvector with positive coordinates associated with the eigenvalue ρ.
Let us recall some classical results about matrices with non-negative integer
coefficients (see for instance [10]). A matrix T with non-negative coefficients
is said to be irreducible if there is no permutation such that T takes the form(
A 0
B C
)
,
where A and C are square matrices. By Frobenius’ theorem [10, Chapter III,
Theorem 2], if T is irreducible, then (iii) holds. Furthermore, if T has exactly h
eigenvalues λ1, . . . , λh of modulus ρ(T ), then λ
h
i = ρ(T ) for every i, 1 ≤ i ≤ h.
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When h = 1, T is said to be primitive. Every matrix T with non-negative
integer coefficients can be written, up to permutation, in the form
(3.1) T =

T1
. . . 0
0 Tκ
S1,1 · · · S1,κ Tκ+1
...
. . .
. . .
Sν,1 · · · Tκ+ν

,
where T1, . . . , Tκ+ν are irreducible square matrices, and such that for each i,
1 ≤ i ≤ ν, at least one of the matrices Si,j, 1 ≤ j < i is non-zero. This
expansion is called the normal form of T and is unique, up to permutations
of the blocks T1, . . . , Tκ, the blocks Tκ+1, . . . , Tκ+ν , and also of the indices
inside each block [10, Chapter 4]. Following [10, Chapter 3, Theorem 6], T
satisfies Condition (iii) if and only if its normal form satisfies the following two
conditions.
(1) ρ(T1) = · · · = ρ(Tκ) = ρ(T ),
(2) ρ(Tκ+i) < ρ(T ) for 1 ≤ i ≤ ν.
Let us first show that ρ = ρ(T ). Condition (a) ensures that the coefficients of
T k are in O(ρk). This implies that ρ(T ) ≤ ρ. Let us denote by L the map
L : z 7→ (− log |z1|, . . . ,− log |zn|)
and x = L(α). By construction, one has
L(T kα) = T k(x) .
Condition (b) ensures that ‖T k(x)‖ ≥ γρk for some positive number γ. Thus
ρ ≤ ρ(T ) which gives that ρ = ρ(T ). We now show that the normal form of
T satisfies Conditions (1) and (2). We argue by contradiction. We assume
that (1) is not satisfied. Then there is a matrix Ti, 1 ≤ i ≤ κ, such that
ρ(Ti) < ρ(T ). Without loss of generality, we can assume that i = 1. Let us
denote by x1 the restriction of x to the coordinates of the block T1, and by
y the projection of x1 on the eigenspace associated to the eigenvalue ρ(T1) of
T1. The matrix T1 being irreducible, one has
T hk1 (x1) = ρ(T1)
hky +O(ρ′hk)
for some ρ′ < ρ(T1). This contradicts Condition (c). We thus have ρ(T1) =
· · · = ρ(Tκ) = ρ. Let us now assume that ρ(Tκ+j) = ρ(T ) for some j, 1 ≤ j ≤ ν.
For the sake of simplicity, we assume that the normal form of T is(
T1 0
S T2
)
,
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where S 6= 0, ρ(T1) = ρ(T2), and T1, T2 are irreducible. The proof is similar to
this case when there are more blocks. Raising T to the power of h if necessary,
we can assume that h = 1. The matrices T1 et T2 are thus primitive. For every
positive integer k, one has
T k =
(
T k1 0∑k−1
j=0 T
j
2ST
k−j−1
1 T
k
2
)
.
As T1 and T2 are primitive and S is non-zero, the matrix
∑k−1
j=0 T
j
2ST
k−j−1
1 has
a coefficient, that is asymptotically equivalent to γkρk as k tends to infinity, for
some positive number γ. This contradicts Condition (a). A similar argument
yields the general case.
Proof of Theorem 3.4. — Let us assume that (T,α) is admissible. By Lemma
3.7, T belongs to M. Then Condition (b) implies that limk→∞ T
kα = 0.
On the other hand, it is easy to see that Condition (c) implies that α is T -
independent.
Conversely, let us assume that T belongs to M, and that α ∈ (Q
⋆
)n is T -
independent and satisifes limk→∞ T
kα = 0. By Lemma 3.6, α ∈ U(T ). Follow-
ing Loxton and van der Poorten [14], since the matrix T ∈ M and α ∈ U(T ),
Conditions (a) and (b) are satisfied with ρ = ρ(T ). Finally, Masser’s vanish-
ing theorem [21] implies that Condition (c) holds since α is T -independent.
Hence, the pair (T,α) is admissible.
4. A new vanishing theorem
As already mentioned in the introduction, a well-known feature of Mahler’s
method is the great importance of finding natural and general conditions that
ensure non-vanishing conditions of type (c). Of course, our goal is to obtain a
vanishing theorem that can be applied to transformation matrices and points
which are as general as possible. Our contribution to this problem is Theorem
4.3.
In the case of a single transformation, after first results of Mahler, Kubota,
Loxton and van der Poorten, Masser [21] solved this problem in a rather defini-
tive way. However, in order to deal with several Mahler systems associated with
different transformations, a more general vanishing theorem is needed. First
results of this type were proved by Ku. Nishioka [25] and again by Masser
[22]. More recently, Corvaja and Zannier [9, Theorem 3] used the subspace
theorem to prove a general theorem about the vanishing at S-units of analytic
multivariate power series with algebraic coefficients. These authors already
noticed that their result could be applied to Mahler’s method. Though it is
restricted to power series with algebraic coefficients, the vanishing theorem of
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Corvaja and Zannier is very flexible. In this section, this flexibility is used to
derive from their result our own vanishing theorem.
In the framework of Mahler’s method, several vanishing theorems have been
formulated by saying that a non-zero multivariate power series cannot vanish
at all points in some well-structured large sets, the latter are obtained by the
iteration of the transformation matrix and usually involve arithmetic progres-
sions. In order to prove Theorem 2.4, we need to replace these “well-structured
sets” by sets which remain large but offer more flexibility. We use the notion
of a piecewise syndetic set, which is classical in Ramsey theory and especially
in its ergodic counterpart. As we just said, it can be though of as a notion
of largeness for subsets of N. Furthermore, Brown’s lemma (see Lemma 4.2)
shows that such sets are partition regular, and thus much more robust in terms
of partitions than arithmetic progressions are.
Definition 4.1. — A set L ⊂ N is said to be piecewise syndetic if there
exists a natural number B such that for any given integer M ≥ 2 there exist
l1 < · · · < lM in L such that
li+1 − li ≤ B, 1 ≤ i < M .
In this case, we say that B is a bound for L.
Let us recall that a subset of N is said to be syndetic, or sometimes relatively
dense, if it has bounded gaps. A subset of N is said to be thick if it contains
arbitrarily long intervals. Thus piecewise syndetic sets are those that can be
obtained as the intersection of a syndetic set and a thick set. In the sequel of
this section, as well as all along Section 7, we will use heavily the following
results.
Lemma 4.2. — Let L ⊂ N be a piecewise syndetic set with bound B. Then
the following properties hold.
(i) If L ⊂ L′ ⊂ N, then L′ is also piecewise syndetic.
(ii) If L ⊂ ∪si=1Li, then at least one of the Li’s is piecewise syndetic.
(iii) Let l0 be a natural number. The set
L0 := {l ∈ L : (l + {l0, . . . , l0 +B}) ∩ L 6= ∅}
is piecewise syndetic.
(iv) The set L contains arbitrarily long arithmetic progressions.
Proof. — The point (i) immediately follows from the definition, while points
(ii) and (iv) correspond to classical results respectively known as Brown’s
lemma (see [8]) and Szemerédi’s theorem [31]. Let us prove (iii). Let l0 and
M be two natural numbers and let a be the smallest integer such that aB ≥ l0.
Since L is piecewise syndetic, there exist a sequence l1 < l2 < · · · < l(a+M)B
of elements of L such that li+1 − li < B. Let i ≤M , we have that li+aB ≥ l0,
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then there exists an integer j ≤ aB such that l0 ≤ li+j ≤ l0+B. Thus we have
li ∈ L0. This shows that l1, . . . , lM all belong in the set L0. Consequently, L0
is piecewise syndetic.
In order to prove Theorem 2.4, we need the following result that refines the
vanishing theorem of Corvaja and Zannier in the context of Mahler’s method,
and also that extends it to series with coefficients in any finite dimensional
Q-vector space.
Theorem 4.3. — Let T1, . . . , Tr be matrices in M such that
log ρ(Ti)/ log ρ(Tj) 6∈ Q ∀i 6= j .
Let us denote by ni the size of the matrix Ti and set N :=
∑r
i=1 ni. Set
(4.1) Θ :=
(
1
log ρ(T1)
, . . . ,
1
log ρ(Tr)
)
.
For every l ∈ N, we let kl := (kl,1, . . . , kl,r) denote a r-tuple of positive integers.
Let us assume that
(4.2) ‖kl − lΘ‖ = O(1) .
Let α := (α1, . . . ,αr) be an algebraic point in (C
⋆)N such that αi is Ti-
independent for every i. Let L ⊂ C be a finite dimensional Q-vector space
and let g ∈ L{z} be a non-zero analytic function. Then the set{
l ∈ N : g(T
kl,1
1 α1, . . . , T
kl,r
r αr) = 0
}
is not piecewise syndetic.
Applying Mahler’s method to several Mahler systems requires some uniform
speed of convergence to the origin for the orbits of each algebraic point αi under
the matrix transformations Ti. As noticed by van der Poorten [30], one way
to overcome this difficulty is to iterate each transformation Ti ki-times, and to
choose the iteration vector k = (k1, . . . , kr) so that asymptotically the matrices
T kii have essentially the same radius of convergence. As we shall see in Section
7, this forces us to consider only iteration vectors k that remain at a bounded
distance from the real line RΘ, where Θ is defined by (4.1). This explains why
the assumption (4.2) is natural in this framework. In the rest of this section,
we set Tklα := (T
kl,1
1 α1, . . . , T
kl,r
r αr). Before proving Theorem 4.3, we need
the following result.
Lemma 4.4. — Let us keep the assumptions of Theorem 4.3. Then, for every
non-zero integer N -tuple µ, the set
L0 := {l ∈ N : (Tklα)
µ = 1}
is not piecewise syndetic.
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Proof. — We argue by contradiction, assuming that L0 is piecewise syndetic.
For every pair of non-negative integers (l, e), with e > 0, we define the
r-tuple e := e(l, e) = (e1, . . . , er) by
(4.3) e = kl+e − kl
and we set
E := {e(l, e), l, e ∈ N} .
Since kl = lΘ+O(1), we obtain that
(4.4) e(l, e) = eΘ +O(1) ,
which shows that E is infinite. However, given any fixed positive integer e0,
the set {e(l, e0) : l ∈ N} is finite.
We remark that there do not exist two complex numbers β1,β2 6∈ {0, 1}
such that there is a pair (i, j), 1 ≤ i < j ≤ r, satisfying
βei1 = β
ej
2
for infinitely many e = (e1, . . . , er) ∈ E . Indeed, let us assume that there
exists an infinite set E1 of such e = (e1, . . . , er) ∈ E . We first observe that
γ := logβ1/ logβ2 = ej/ei, thus γ ∈ Q. On the other hand, one has ei =
ki,l+e − ki,l and ej = kj,l+e − kj,l, which gives
γ =
kj,l+e − kj,l
ki,l+e − ki,l
where we let kn,m denote the n-th coordinate of km. Since E1 is infinite, there
exist infinitely many e ∈ E1 such that e = e(l, e) and where e can be arbitrarily
large. Letting e tend to infinity, Equality (4.4) implies that
γ =
log ρ(Ti)
log ρ(Tj)
∈ Q ,
which contradicts the multiplicative independence of ρ(Ti) and ρ(Tj). Let us
recall that, by assumption, none of the eigenvalues of the matrices Ti are equal
to zero or a root of unity. Thus there exists a positive integer e0 such that for
every e ≥ e0, every l ∈ N, every eigenvalue λi of Ti and every eigenvalue λj of
Tj , i 6= j, then
λeii 6= λ
ej
j
where e = e(l, e) = (e1, . . . , er). In particular, for such e, every vector subspace
V of CN that is invariant under the (right) action of the matrix
(4.5) Te :=
 T
e1
1
. . .
T err

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can be decomposed as
V =
r⊕
i=1
π−1i (Vi) ,
where each Vi ⊂ C
ni is a vector space invariant by T eii , and where we let
πi : C
N = Cn1+···+nr → Cni denote the projection on the block corresponding
to the matrix Ti.
We are now ready to proceed with the proof of the lemma. Let us consider
the column vector x whose transpose is the vector
(log α1,1, log α1,2, . . . , log α1,n1 , log α2,1, . . . , log αr,nr) .
We also set xi := πi(x). By assumption, we have that
〈µ , Tkl(x)〉 = 0
for all l ∈ L0. Let us denote by U the orthogonal complement to the vector
µ in CN . This is a proper subspace of CN defined over Q, which contains
all vectors Tkl(x), l ∈ L0. Given L
′ ⊂ L0, we let U(L′) denote the smallest
vector subspace of CN over Q and containing all Tkl(x), l ∈ L
′. It follows that
U(L0) ⊂ U . Furthermore, if L
′′ ⊂ L′, then U(L′′) ⊂ U(L′). The subspace
U(L0) being finite dimensional, there exists a subset L1 ⊂ L0 that is piecewise
syndetic, and such that for all piecewise syndetic set L′ ⊂ L1, one has
U(L′) = U(L1) .
Let B be a bound for L1 and set
E0 := {e(l, e) : e ∈ [e0, e0 +B], l ∈ L1, l + e ∈ L1} ,
where e0 is defined as in the first part of the proof. This is a finite set. Let
L2 := {l ∈ L1 : ∃e ∈ [e0, e0 + b] such that l + e ∈ L1} .
By Lemma 4.2, the set L2 is piecewise syndetic. Now for e ∈ E0, we set
Le := {l ∈ L2 : Te(Tkl(x)) = Tkl+e(x) ∈ U(L1) with e = e(l, e)} .
If l ∈ L2, then there exists e ∈ [e0, e0 + b] such that l ∈ Le with e = e(l, e).
Hence, L2 ⊂ ∪e∈E0Le. Since L2 is piecewise syndetic, Lemma 4.2 ensures the
existence of e ∈ E0 such that Le is piecewise. Furthermore, Le ⊂ L1. Thus we
obtain that
U(Le) = U(L1) .
Hence, the vector space U(L1) is closed under Te, for if Tkl(x) ∈ U(Le) =
U(L1), then Te(Tkl(x)) ∈ U(L1). The first part of the proof shows that there
is a decomposition of the form
U(L1) =
r⊕
i=1
π−1i (Ui) ,
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where, for every i, Ui = πi(U(L1)) ⊂ C
ni is a vector space closed under T eii ,
and defined over Q, where e = (e1, . . . , er). Since U(L1) is a proper subspace
of CN , there exists i, 1 ≤ i ≤ r, such that Ui is a proper subspace of C
ni . This
space being defined over Q, it has a non-zero vector ν0 ∈ Z
ni in its orthogonal
complement. We thus have
〈ν0 , T
eiki,l
i (xi)〉 = 0 ,
for all l ∈ L1. The set L1 being piecewise syndetic, we infer from the definition
of the kl, that the sequence (ki,l)l∈L1 also forms a piecewise syndetic subset of
N. By property (iv) of Lemma 4.2, it contains arbitrarily long arithmetic pro-
gressions. Let us consider an arithmetic progression of length ni in (ki,l)l∈L1 ,
say
a, a+ b, a+ 2b · · · , a+ (ni − 1)b ,
where a, b ∈ N. We consider the sequence of vector space
V0 ⊂ · · · ⊂ Vni−1 ⊂ ν
⊥
0
defined by
Vj = VectQ
{
T eiai (xi), . . . , T
ei(a+jb)
i (xi)
}
.
Since dimVni−1 < ni, there exists j0 such that Vj0 = Vj0+1. The vector space
Vj0 is then closed under T
eib and we get that
〈ν0 , T
ei(a+kb)(xi)〉 = 0 ,
or equivalently that (
T
ei(a+kb)
i αi
)ν0
= 1 ,
for all k ∈ N. It follows that αi is not Ti-independent, which provides a
contradiction. This ends the proof.
We are now ready to prove Theorem 4.3.
Proof of Theorem 4.3. — We keep the notation of the proof of Lemma 4.4.
We argue by induction on the dimension t of the Q-vector space L.
Let us first assume that t = 1. Then, dividing if necessary g by some
constant, there is no loss of generality to assume that g ∈ Q{z}. Let u ∈ Q.
We first show that for every non-zero integer N -tuple µ, the set
L0 := {l ∈ N : (Tklα)
µ = u}
is not piecewise syndetic. Let us assume by contradiction that L0 is syndetic
and let B be a bound for L0. Set
E := {e(l, e) : l ∈ L0, l + e ∈ L0, e ≤ B} .
This is a finite set. For every e ∈ E , set
Le :=
{
l ∈ N : (Tklα)
µ−µTe = 1
}
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and
L1 := {l ∈ L0 : ∃e ≤ B such that l + e ∈ L0} .
Lemma 4.2 implies that L1 is piecewise syndetic. For l ∈ L1, there exists
e = e(l, e) ∈ E such that e ≤ B and l + e ∈ L0. Then we obtain that
(Tklα)
µ−µTe =
(Tklα)
µ
(TeTklα)
µ
= u/u
= 1 .
We thus have L1 ⊂ ∪e∈ELe and Lemma 4.2 ensures the existence of e ∈ E such
that Le is piecewise syndetic. By Lemma 4.4, it thus follows that µ−Teµ = 0
for such a vector e, which contradict the fact that none of the Ti has a root of
unity as eigenvalue. Thus we conclude that L0 is not piecewise syndetic.
We set
L′0 := {l ∈ N : g(Tklα) = 0} .
Conditions (a) and (b) allow us to apply Theorem 3 of [9] to the sequence of
points (Tklα)l∈N. In order to apply their results, we need to prove that the
following three conditions are satisfied.
(i) There exists a finite set of places S such that the algebraic points Tklα
are S-units.
(ii) The sequence (Tklα)l∈N tends to 0.
(iii) One has logH(Tklα) = O(− log ‖Tklα‖), where we let H denote the
absolute Weil height as defined at the end of section 2.
Condition (i) is easy to check. Indeed, any finite number of non-zero algebraic
numbers are S-units for some S. The coordinates of the vector α are thus
S-units for some S, and it follows directly that all Tklα are then S-units.
Since by assumption αi ∈ U(Ti), the sequence (Tklα)l∈N tends to 0 and (ii) is
satisfied. Next we check that (iii) holds. The matrix Ti belonging to the class
M, it follows from [14] that
‖T ki ‖ = O(ρ(Ti)
k) and − log ‖T ki αi‖ = O(ρ(Ti)
k)
for all non-negative integer k. The way we choose the vector Θ and of the
vectors kl ensures that
logH(Tklα) = O(ρ
|kl|) and − log ‖Tklα‖ ≥ cρ
|kl| ,
where ρ = e1/|Θ| and where c is a positive real number (see the proof of lemma
7.2 for further detail). We deduce that logH(Tklα) = O(− log ‖Tklα‖). Thus
we can apply Theorem 3 of [9] to the sequence of algebraic points (Tklα)l∈N
and the function g(z). We obtain the existence of a finite number of N -tuples
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µ1, . . . ,µs and of algebraic numbers u1, . . . , us, such that
L′0 ⊂
s⋃
i=1
L′i
where
L′i := {l ∈ N : (Tklα)
µi = ui} .
As we have already proved that none of the sets L′i are piecewise syndetic, it
follows from Lemma 4.2 that L′0 is not piecewise syndetic. This proves the
theorem when t = 1.
We assume now that t ≥ 2. By induction, we also assume that the theorem
is true when the dimension of L is less than t. Let a1, . . . , at be a basis of L
over Q. We consider the decomposition
(4.6) g(z) =
t∑
i=1
aigi(z) ,
where gi(z) ∈ Q{z} for 1 ≤ i ≤ t. Set
L0 := {l ∈ N : g(Tklα) = 0}
and let us assume that L0 is piecewise syndetic with bound B. We set
E := {e(l, e) : l ∈ L0, l + e ∈ L0, e ≤ B} .
For every e ∈ E , we consider the power series
he(z) :=
t−1∑
i=1
ai(gi(z)gt(Tez)− gi(Tez)gt(z)) .
We also set
Le := {l ∈ N : he(Tklα) = 0} ,
and
L1 := {l ∈ L0 : ∃e ≤ B such that l + e ∈ L0} .
Therefore, for every l ∈ L1, we have
he(Tklα) = g(Tklα)gt(Tkl+eα)− g(Tkl+eα)gt(Tklα)
= 0 ,
for a e ∈ E . This shows that L1 ⊂ ∪e∈ELe. Since L1 is piecewise syndetic and
E is finite, Lemma 4.2 implies that Le is piecewise syndetic for some e ∈ E .
By induction, we thus get that he(z) = 0. Then, we infer from the Q-linear
independence of the ai’s that
gi(z)gt(Tez) = gi(Tez)gt(z)
for every i, 1 ≤ i ≤ t− 1. We can now apply a result due to Ku. Nishioka [27,
Theorem 3.1] that we recall now. Let T be a non-singular square matrix with
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non-negative integer coefficients and such that no root of unity is an eigenvalue
of T . If h(z) ∈ C((z)) satisfies the equation
h(Tz) = ch(z) + d
for some c, d ∈ C, then h ∈ C. The matrix Te satisfies the assumption of this
theorem, so we can apply it to the power series hi(z) = gi(z)/gt(z). We deduce
that for every i, 1 ≤ i ≤ t−1, there exists γi ∈ C such that gi(z) = γigt(z). We
can thus write g(z) = agt(z) with a =
∑
aiγi, which corresponds to the case
t = 1. In that case, we already proved that L0 cannot be piecewise syndetic, a
contradiction. This ends the proof.
5. Mahler’s method in families
In this section, we state Theorem 5.2 which is an axiomatic result concerning
the algebraic relations of values of several Mahler systems at algebraic points
satisfying some ad hoc admissibility conditions called (A), (B), and (C), which
replace Conditions (a), (b), and (c) in this more general framework.
5.1. Families of Mahler systems. — Let r be a positive integer. For every
i, 1 ≤ i ≤ r, we consider a regular singular Mahler system of the form
(5.1.i)
 fi,1(zi)...
fi,mi(zi)
 = Ai(zi)
 fi,1(Tizi)...
fi,mi(Tizi)
 ,
where ni and mi are positive integers, zi := (zi,1, . . . , zi,ni) is a vector of
indeterminates, Ti is an ni × ni matrix with non-negative coefficients, Ai(zi)
belongs to ∈ GLmi(Q(zi)), and the functions fi,1(zi), . . . , fi,mi(zi) belong to
Q{zi}. Note that we have to replace Ai(zi) by Ai(zi)
−1 to obtain a system as
in (1.1). However, it is more natural in our proof to work with systems written
in the form (5.1.i).
In order to lighten the notation, we let f i(zi) denote the column vector
formed by the functions fi,1(zi), . . . , fi,mi(zi). We will also set
(5.2) M :=
r∑
i=1
mi and N :=
r∑
i=1
ni.
Iterating k times the system (5.1.i), one obtains the new system
(5.3.i) f i(zi) = Ai,k(zi)f i(T
k
i zi) ,
where we let Ai,k denote the k-th iteration of the matrix Ai by the transfor-
mation Ti, that is,
Ai,k(zi) := Ai(zi)Ai(Tzi) · · ·Ai(T
k−1zi) .
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Set z := (z1, . . . ,zr) and by abuse of notation f i(z) := f i(zi). For every r-
tuple of positive integers k = (k1, · · · , kr), one can collect together the systems
(5.3.i) in a single one as follows:
(5.4)

f1(z)
...
...
f r(z)
 =

A1,k1(z1)
. . .
. . .
Ar,kr(zr)


f1(Tkz)
...
...
f r(Tkz)
 ,
where we let Tk denote the block diagonal matrix diag(T
k1
1 , . . . , T
kr
r ). Finally,
we let denote by f(z) the column vector formed by all functions fi,j(zi), and
by Ak(z) the block diagonal matrix defined so that (5.4) can be shortened to
(5.5) f(z) = Ak(z)f(Tkz) .
We keep these notations for the rest of the paper.
5.2. Multivariate exponential polynomials. — By definition, every ma-
trix Ai(zi) is conjugated, in the sense of Definition 1.1, to a matrix Bi ∈
GLmi(Q). Let Γ ⊂ C
⋆ denote the multiplicative group generated by all eigen-
values of the matrices Bi. Iterating k times the system (5.1.i) leads to the new
system (5.3.i), and the corresponding matrix Bi is then transformed to B
k
i .
Iterating each system a suitable number of times if needed, one can assume
without loss of generality that Γ is torsion-free. Let RΓ,r denote the Z-module
generated by the image of all maps of the form:
(5.6)
Nr → Z(Γ)
k = (k1, . . . , kr) 7→
∏r
i=1
(
γkii k
ji
i
)
where γ1, . . . , γr ∈ Γ and j1, . . . , jr ∈ N. Elements of RΓ,r are called (Γ, r)-
exponential polynomials. Let A be a ring with zero characteristic. One defines
the A-algebra of (Γ, r)-exponential polynomials RΓ,r ⊗Z A by extension of
scalars to A.
5.3. Statement of the axiomatic theorem. — Again, there are some
rather natural conditions that seem to be inherent to our generalization of
Mahler’s method.
Definition 5.1. — Let α1, . . . ,αr be algebraic points with non-zero coordi-
nates. The family of pairs (Ti,αi) is admissible if there exists an infinite set
K ⊂ Nr and a real number ρ > 1 such that the following conditions hold.
(A) The coefficients of the block diagonal matrix Tk belong to O(ρ
|k|), for
k ∈ K.
(B) log ‖Tkα‖ ≤ −cρ
|k|, for some positive real number c and all k ∈ K.
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(C) If L is a finite-dimensional Q-vector space and ψ ∈ RΓ,r ⊗Z L{z} is such
that the family (ψ(k,z))k∈K is not identically zero, then ψ(k, Tkα) 6= 0
for infinitely many k ∈ K.
These admissibility conditions are studied in Section 7. One can now state
the main result of this section.
Theorem 5.2. — Let us consider r regular singular systems (5.1.i). Let α =
(α1, · · · ,αr) ∈ (C
⋆)N an algebraic point such that the family (Ti,αi)1≤i≤r is
admissible and every αi is regular. Then if P ∈ Q[X ], X := (Xi,j)i≤r, j≤mi is
a polynomial, homogeneous of degree di in the indeterminates (Xi,j)j≤mi, such
that
P (f1,1(α1), . . . , f1,m1(α1), f2,1(α2), . . . , fr,mr(αr)) = 0 ,
Then there exists a polynomial Q ∈ Q[z,X ], homogeneous of degree di in the
indeterminates (Xi,j)j≤mi , such that
Q(z, f1,1(z1), . . . , fr,mr(zr)) = 0 and Q(α,X) = P (X) .
Adding if necessary the function identically equal to 1 to our systems shows
that Theorem 5.2 remains true when P is not homogeneous. Section 6 is
devoted to the proof of Theorem 5.2. We stress that, in the case where r = 1,
one recovers Theorem 2.1 by taking K = N.
6. Proof of Theorem 5.2
Our proof of Theorem 5.2 follows the same strategy and steps as the proof of
the main result of [16]. However, the proof of Lemma 5 in [16] is not complete.
Furthermore, it is not clear that the definition of the so-called index in [16] has
the required multiplicative properties asked for Lemma 5. This deficiency has
already been emphasized by Ku. Nishioka [24]. The present proof overcomes
this difficulty and also provides more detailed argument at several places.
From now on, we assume that for every integer i, 1 ≤ i ≤ r, the matrix
Ai(zi) is conjugated to a constant invertible matrix through an analytic gauge
transform. That is, we assume that for every integer i, 1 ≤ i ≤ r, there exists
a matrix Φi(zi) ∈ GLmi(Q{zi}) such that
(6.1.i) Φi(Tzi)Ai(zi)Φ
−1
i (zi) ∈ GLm(Q) .
We first prove Theorem 5.2 in that case. Then we show in Section 6.8 how to
extend our proof to the general case.
All along the proof of Theorem 5.2, we let K denote a subset of Nr satisfying
all properties required by Definition 5.1. We also consider a vector of M
indeterminates X := (X1, . . . ,Xr), where Xi := (Xi,1, . . . ,Xi,mi) and M
is defined as in (5.2). Let us now assume that P ∈ Q[X] is a polynomial,
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homogeneous of degree di in Xi, for each i, such that
P (f(α)) = 0 .
Let s denote the number of distinct monomials of degree exactly di in Xi, for
each i, and let us denote by Xµ1 , . . . ,Xµs these monomials, where µ1, . . . ,µs
are M -tuple of non-negative integers. Then the polynomial P (X) can be
uniquely decomposed as
P (X) =
s∑
j=1
τjX
µj ,
where τj ∈ Q. Set τ := (τ1, . . . , τs) and, given s indeterminates t1, . . . , ts,
t := (t1, . . . , ts). Then we define the form F (t,z) by
(6.2) F (t,z) :=
s∑
j=1
tjf(z)
µj .
This is a linear form in t. At the point (τ ,α), one has
F (τ ,α) =
s∑
j=1
τjf(α)
µj
= P (f(α))(6.3)
= 0 .
6.1. Iterated relations. — For 1 ≤ i ≤ r, we let Bi be an mi ×mi matrix
with coefficients in some ring R, and we set B the M ×M block diagonal
matrix diag(B1, . . . , Br). We notice that (B(X))
µj ∈ R[X] is a homogeneous
polynomial of degree di in each set of variables X i. We let Rj,l(B) denote the
elements of R defined by
(B(X))µj =
s∑
l=1
Rj,l(B)X
µl .
We stress that the Rj,l are polynomials of degree d := max{d1, . . . , dr} in the
coefficients of the matrix B. Let k ∈ Nr, we infer from (5.5) that
F (t,z) =
s∑
j=1
tjf(z)
µj
=
s∑
j=1
tj (Ak(z)f(Tkz))
µj
= F
 s∑
j=1
tjRj,l (Ak(z))

l≤s
, Tkz
 .
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Set
(6.4) τl,k :=
s∑
j=1
τjRj,l (Ak(α)) ∈ Q and τk := (τ1,k, . . . , τs,k) .
It follows from (6.3) that
(6.5) F (τk, Tkα) = 0 ,
for all k ∈ Nr.
6.2. Structure of the numbers τj,k. — Here is the part of the proof where
the restriction to regular singular systems is really needed. We use this prop-
erty to connect the algebraic numbers τj,k to values at Tkα of multivariate
exponential polynomials. This connection appears to be fundamental in the
proof of Theorem 5.2.
Lemma 6.1. — For every j, 1 ≤ j ≤ s, there exists ψj ∈ RΓ,r ⊗Z C{z} such
that
τj,k = ψj(k, Tkα) ,
for all k ∈ Nr. Furthermore, there exists a finite dimensional Q-vector space
L0 such that for all k ∈ N
r and all j, 1 ≤ j ≤ s, the coefficients of the formal
power series ψj(k,z) belong to L0.
According to Equation (6.1.i), for every positive integer i, 1 ≤ i ≤ r, there
exist a matrix Φi(zi) ∈ GLmi(Q{zi}) and a matrix Bi ∈ GLmi(Q) such that
Bi = Φi(zi)
−1Ai(zi)Φi(Tizi) .
Iterating this equation, for every positive integer k we get that
Bki = Φi(zi)
−1Ai,k(zi)Φi(T
k
i zi) ,
from which we deduce that
(6.6) Ai,k(zi) = Φi(zi)B
k
i Φ
−1
i (T
k
i zi) .
Given a r-tuple of positive integers k := (k1, . . . , kr), we thus write
(6.7) Ak(z) = Φ(z)BkΦ(Tkz)
−1 ,
where we set
Φ(z) :=
 Φ1(z1) . . .
Φr(zr)
 ,
and
Bk :=
 B
k1
1
. . .
Bkrr
 .
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We need the following result.
Lemma 6.2. — For every r-tuple k ∈ Nr, the matrix Φ(z) is well-defined and
non-singular at Tkα.
Proof. — By assumption, the matrix Φ(z) is well-defined in some neighbor-
hood of the origin. It follows from (B) that for k ∈ K such that |k| is large
enough, the matrix Φ(z) is well-defined at Tkα. Furthermore, for every k ∈ N
r,
one has
(6.8) Φ(z) = Ak(z)Φ(Tkz)B
−1
k
and since the point α is regular, Ak(z) is well-defined at α for all k. Consid-
ering Equality (6.8) for |k| large enough, it follows that Φ(z) is well-defined at
α. Inverting (6.8), we obtain that
(6.9) Φ(Tkz) = Ak(z)
−1Φ(z)Bk ,
and since Ak(z) is non-singular at α for all k, we deduce that Φ(z) is well-
defined at Tkα for all k.
By assumption, detΦ(z) 6= 0. It thus follows from (C) that there exists
k ∈ Nr such that detΦ(Tkα) 6= 0. That is, Φ(z) is non-singular at Tkα.
Using Equality (6.8), we get that Φ(z) is non-singular at α. Using (6.9), we
deduce that Φ(z) is non-singular at Tkα for all k.
Proof of Lemma 6.1. — By Lemma 6.2, we can define the matrix
B(k,z) := Φ(α)BkΦ(z)
−1 .
This matrix is block diagonal, well-defined at Tkα for all k ∈ N
r and one has
B(k, Tkα) = Ak(α).
For 1 ≤ l ≤ s, we set
(6.10) ψl(k,z) :=
s∑
j=1
τjRj,l (B(k,z))
where the polynomials Rj,l are defined in (6.4). We thus infer from (6.4) that
ψl(k, Tkα) =
s∑
j=1
τjRj,l (B(k, Tkα))
=
s∑
j=1
τjRj,l (Ak(α))
= τl,k .
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Using the Jordan decomposition of the matrices Bi, one can show that the
maps k 7→ ψj(k,z), 1 ≤ j ≤ s, belong to RΓ,r ⊗Z L, where we let
L := C (z,Φ(z))
denote the field generated over C by the indeterminates z and the coefficients
of the matrices Φ(z).
On the other hand, when k ∈ Nr and j are fixed, the power series ψj(k,z)
has coefficients in the (finite-dimensional) Q-vector space L0 generated by the
monomials of degree at most d in the coefficients of the matrix Φ(α).
In the sequel we will use the compact notation
ψ(k,z) := (ψ1(k,z), . . . , ψs(k,z)) .
6.3. Formalization of the field L and valuations. — This part brings a
new contribution with respect to the strategy of [16]. In [16], the authors define
the index of an element E =
∑
µ pµ(t)z
µ ∈ C[t][[z]] as the smallest integer h
such that there does not exist a polynomial P ∈ C[t,z] whose coefficients agree
with those of E for all powers zµ with |µ| ≤ h, and such that P (τk, Tkα) = 0
for all k ∈ K. Lemma 5 in [16] then claims that
index (E1(t,z)E2(t,z)) = index E1(t,z) + index E2(t,z) ,
for every E1, E2 ∈ C[t][[z]]. In particular, the inequality
index (E1(t,z)E2(t,z)) ≤ index E1(t,z) + index E2(t,z) ,
is used at a key point in there proof. However, it is not clear that something
even approaching is true. It seems that these authors made the following mis-
take. They argue as if given P1(z) a polynomial approximation of E1(z) at
order r1 and P2(z) a polynomial approximation of E2(z) at order r2, the poly-
nomial P1(z)P2(z) would provide a polynomial approximation of E1(z)E2(z)
at order r1 + r2. This is clearly not true. Of course, one can prove that
index (E1(t,z)E2(t,z)) ≥ min{index E1(t,z), index E2(t,z)}
but this is of no help in their proof. In order to overcome this problem, we
show here how to replace the field L by a Noetherian ring A which is just a
quotient of a ring of polynomials. This allows us to avoid the use of the index
and to work simply in terms of valuations associated with prime ideals.
6.3.1. The ring A. — Let us note that L has finite transcendence degree
over C(z), say ℓ. Among the coefficients of the matrices Φ(z), we can pick
φ1(z), . . . , φℓ(z), which are algebraically independent over C(z). Lemma 6.2
ensures that the power series φi(z) are well-defined at T
kα for all k ∈ Nr.
The field L is a finite algebraic extension of C(z, φ1, . . . , φℓ), say of degree
d0. Let ϕ be a primitive element of L, that is, such that ϕ generates L
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over C(z, φ1, . . . , φℓ). Multiplying ϕ by an element of C[z, φ1, . . . , φℓ] if neces-
sary, we can assume that ϕ is integer over the ring C[z, φ1, . . . , φℓ]. The ring
C[z, φ1, . . . , φℓ][ϕ] is thus a free C[z, φ1, . . . , φℓ]-module of rank d0, generated
by 1, ϕ, . . . , ϕd0−1. This is also a subring of the ring C{z}. By Lemma 6.2, the
series ϕ(z) is well-defined at T kα for all k ∈ Nr.
Let us consider Y1, . . . , Yℓ, U , ℓ+1 indeterminates and let us denote by R ∈
C[z, φ1, . . . , φℓ][U ] the (monic) minimal polynomial of ϕ. Then we consider
the ring
A :=
C[z, Y1, . . . , Yℓ, U ]
I
,
where we let I denote the ideal of C[z, Y1, . . . , Yℓ, U ] generating by the poly-
nomial R(z, Y1, . . . , Yℓ, U).
6.3.2. Valuations in A. — We first note that the ring A is Noetherian. We let
(z) denote the ideal generated over A by the elements z1,1, . . . , zr,nr . This ideal
is not necessarily prime. However, since A is Noetherian, there exist distinct
prime ideals p1, . . . , ph in A and positive integers e1, . . . , eh, such that
(6.11)
h∏
i=1
p
ei
i ⊆ (z) ⊆
h⋂
i=1
pi .
For every i, 1 ≤ i ≤ h, we let νi : A 7→ N denote the valuation associated with
the prime ideal pi. That is, for every a ∈ A, we have
νi(a) := sup{s ∈ N : a ∈ p
s
i} .
In particular, νi(0) = +∞. Similarly, we set
νz(a) := sup{s ∈ N : a ∈ (z)
s} .
But, νz is not necessarily a valuation for (z) may not be prime. However, we
infer from (6.11) that
(6.12) νz(a) ≤ νi(a) ,
for all a ∈ A and all i, 1 ≤ i ≤ h.
6.3.3. Formalization of ψ. — Let U := U mod I ∈ A. Since the φi’s are
algebraically independent over C(z), there exists a ring isomorphism σ defined
from C[z, φ1, . . . , φℓ][ϕ] to A by
σ : C[z, φ1, . . . , φℓ, ϕ] → A
φi 7→ Yi
ϕ 7→ U
The field L is the field of fractions of C[z, φ1, . . . , φℓ][ϕ], while the field
C(z, Y1, . . . , Yℓ)[U ]/I is the field of fractions of A. Here, we let I denote
the ideal generating by R in C(z, Y1, . . . , Yℓ)[U ]. Thus σ extends to a field
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isomorphism
σ : L→ C(z, Y1, . . . , Yℓ)[U ]/I .
By definition, the matrix Φ(z) has coefficients in L. There thus exists
Q(z, φ1, . . . , φℓ, ϕ) ∈ C[z, φ1, . . . , φℓ, ϕ] such that the matrix QΦ(z)
−1 has
coefficients in the ring C[z, φ1, . . . , φℓ, ϕ]. Applying σ to the multivariate
exponential polynomials ψj(.,z), we get that
Q(z, Y1, . . . , Yℓ, U)σ (ψj(k,z)) ∈ A ,
for every j and k. Now setting
χj(k) := Q(z, Y1, . . . , Yℓ, U)σ (ψj(k,z)) ,
the maps k 7→ χj(k) are elements of RΓ,r ⊗Z A. In the sequel we will use the
compact notation
(6.13) χ(k) := (χ1(k), . . . , χs(k)).
6.4. Vanishing of polynomials at (τk, Tkα). — In this section, we de-
scribe the Q-vector space of polynomials in Q[t,z], which are homogeneous in
t and vanish at (τk, Tkα).
For every k ∈ Nr, we define the morphism:
evk :
{
Q[t,z] → A
P 7→ P (χ(k),z).
6.4.1. Vanishing Lemma. — Let V0 denote the set of polynomials P ∈ Q[t,z]
which are homogeneous in t, and such that
P (χ(k),z) = 0 ,
for all k ∈ K.
Lemma 6.3. — Let P ∈ Q[t,z] be homogeneous in t. The following are
equivalent.
(i) For all but finitely many k ∈ K, P (τk, Tkα) = 0.
(ii) For all k ∈ K, P (τk, Tkα) = 0.
(iii) P ∈ V0.
Proof. — (ii) =⇒ (i). Trivial.
(iii) =⇒ (ii). Let us assume that P ∈ V0 with degree δ in t, so that
P (χ(k),z) = 0 for all k ∈ K. As σ is a ring isomorphism and P is a polynomial,
we obtain that for all k ∈ K,
P (ψ(k,z),z) = P (σ−1(Q−1χ(k)),z)
= σ−1(Q−δP (χ(k),z))(6.14)
= 0 ,
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where we let δ denote the degree of P in t. But for all k ∈ Nr, ψ(k, Tkα) = τk,
so that evaluating (6.14) at z = Tkα, we get that
P (τk, Tkα) = 0, for all k ∈ K ,
as wanted.
(i) =⇒ (iii). Let P ∈ Q[t,z] be homogeneous in t with degree δ in t. Now,
let us assume that, for all but finitely many k ∈ K, we have
P (τk, Tkα) = 0 .
The map
k 7→ P (ψ(k,z),z)
belongs to RΓ,r ⊗Z C{z}. Furthermore, there exists a finite dimensional Q-
vector space L such that P (ψ(k,z),z) ∈ RΓ,r ⊗Z L{z} since we already ob-
served that ψ(k,z) ∈ RΓ,r ⊗Z L0{z}, where L0 is finite dimensional over Q.
Taking z = Tkα, we obtain ψ(k, Tkα) = τk, and thus
P (ψ(k, Tkα), Tkα) = 0
for all but finitely many k ∈ K. Then, Condition (C) of Definition 5.1 gives
P (ψ(k,z),z) = 0
for all k ∈ K. Applying σ, we get that
P (χ(k),z) = QδP (Q−1χ(k),z)
= Qδσ (P (ψ(k,z),z))
= 0 .
Thus P ∈ V0, which ends the proof.
6.4.2. Estimation of the dimension of some vector spaces. — Our Lemmas 6.4
and 6.5 mainly correspond to Theorem 3 and Lemma 4 in [16]. However, the
vector space V0 considered here being not the same as the one defined in [16],
we supply the reader with proofs of these two results.
Given two positive integers δ1 and δ2, we let V (δ1, δ2) denote the set of poly-
nomials P ∈ Q[t,z] which are homogeneous of degree δ1 in the indeterminates
t, and whose total degree in z is at most δ2. It is a Q-vector space. We then
set
V0(δ1, δ2) := V0 ∩ V (δ1, δ2) .
We also consider the quotient space
V (δ1, δ2) := V (δ1, δ2)/V0(δ1, δ2) .
We stress that the value of a polynomial at the point (τk, Tkα), k ∈ K, only
depends on its equivalent class in V . This is a direct consequence of Lemma
6.3.
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Lemma 6.4. — The dimension v(δ1, δ2) of the Q-vector space V (δ1, δ2) sat-
isfies
v(δ1, δ2) ∼ C1(δ1)δ
N
2 ,
where C1(δ1) is a positive real number that does not depend on δ2.
Proof. — Let
P :=
∑
|ν|=δ1,|µ|≤δ2
pν,µt
νzµ
be in V (δ1, δ2). Let d0 be the degree of the field extension generated by U over
C(z, Y1, . . . , Yℓ). Then for all ν such that |ν| = δ1, we have
χ(k)ν =
∑
|ω|≤δ′
1
,0≤j<d0,|κ|≤δ′′1
Sν,ω,j,κ(k)z
ωU
j
Y κ11 · · ·Y
κℓ
ℓ ∈ A ,
where δ′1 and δ
′′
1 only depend on δ1, and where the map k 7→ Sν,ω,j,κ(k) is an
element of RΓ,r ⊗Z C. It thus follows that
P (χ(k),z) =
∑
λ,j
 ∑
|ν|=δ1,|ω|≤δ′1,|κ|≤δ
′′
1
Sν,ω,j,κ(k)pν,λ−ω
zλU jY κ11 · · · Y κℓℓ ,
where we set pν,λ−ω = 0 when λ − ω /∈ N
N . A polynomial P ∈ V (δ1, δ2)
belongs to V0 if and only if, for every (N + ℓ+ 1)-tuple (λ, j,κ), we have
(6.15)
∑
|ν|=δ1,|ω|≤δ′1
Sν,ω,j,κ(k)pν,λ−ω = 0 ,
for all k ∈ K. We consider a decomposition
RΓ,r ⊗Z C =W ⊕W
⊥ ,
where we letW denote the vector space formed by the sequences S ∈ RΓ,r⊗ZC
such that S(k) = 0 for all k ∈ K. Given S ∈ RΓ,r ⊗Z C, we let S
⊥ denote the
projection parallel to W of S, on W⊥. For every (N + ℓ + 1)-tuple (λ, j,κ),
Equality (6.15) is equivalent to∑
|ν|=δ1,|ω|≤δ′1
S⊥ν,ω,j,κ(.)pν,λ−ω = 0 ∈ RΓ,r ⊗Z C .
For every tuple (ν,ω, j,κ), we write
S⊥ν,ω,j,κ(k) =
q∑
i=1
ηki
∑
|γ|≤u
sω,j,ν,κ,i,γk
γ ,
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where ηi = (ηi,1, . . . , ηi,r) ∈ Γ
r and sω,j,ν,κ,i,γ ∈ C. Thus, P ∈ V0 if, and only
if, for all (λ, j,κ,γ, i), we have
(6.16)
∑
|ν|=δ1,|ω|≤δ′1
sω,j,ν,κ,i,γpν,λ−ω = 0.
Let Λ(δ1, δ2) denote the number of indices (λ, j,κ,γ, i) where |λ| ≤ δ2, λ−ω ∈
NN for all ω with |ω| = δ1, j ≤ d0, |κ| ≤ δ
′′
1 , |γ| ≤ u, and i ≤ q. Then
Λ(δ1, δ2) ∼ c1(δ1)δ
N
2 ,
as δ2 → ∞, and where c1(δ1) is a positive real number that does not depend
on δ2.
On the other hand, V0 is defined by a number L(δ1, δ2) of independent
linear equations in the coefficients of P given by (6.16). The family of complex
numbers {sω,j,ν,κ,i,γ} is independent of δ2 and and we claim that these complex
numbers are not all zero. Indeed, if we assume that sω,j,ν,κ,i,γ = 0 for all
indices ω, j,ν ,κ, i,γ, then the maps k 7→ S⊥ν,ω,j,κ(k) are all identically zero.
But Sν,ω,j,κ(k) = 0 for all k ∈ K implies that χ(k)
ν = 0 for all ν with |ν| = δ1.
It follows that χi(k) = 0 for all k ∈ K and all i ∈ {1, . . . , s}. Applying the
isomorphism σ−1, we get that ψ(k,z) = 0 for all k ∈ K. Finally, evaluating at
z = Tkα, we obtain that τk = 0 for all k ∈ K, and thus τ = (τ1, . . . , τs) = 0.
This provides a contradiction. Hence, L(δ1, δ2) is nonzero. If λ is such that
λ − ω ∈ NN for all ω with |ω| = δ1, then the corresponding number of
independent equations given by (6.16) is a non-zero number c2(δ1) that does
not depend on λ. Hence, we have
L(δ1, δ2) ∼ c2(δ1)Λ(δ1, δ2)
∼ c1(δ1)c2(δ1)δ
N
2 .
as δ2 → ∞. Setting C1(δ1) := c1(δ1)c2(δ1), we obtain that the dimension of
V (δ1, δ2) satisfies
v(δ1, δ2) ∼ C1(δ1)δ
N
2 ,
as δ2 →∞.
Lemma 6.5. — For all pair of positive real numbers (δ1, δ2), we have
v(2δ1, δ2) ≤ (s+ 1)v(δ1, δ2) .
Proof. — Let P ∈ V (2δ1, δ2). We claim that P can be decomposed as
(6.17) P (t,z) = P0(t,z) +
s∑
i=1
tδ1i Pi(t,z),
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where Pi ∈ V (δ1, δ2), 0 ≤ i ≤ s. Indeed, let us write
P (t,z) =
∑
|ν|=2δ1
pν(z)t
ν .
For every ν = (ν1, . . . , νd), there exists at most one i := i(ν) such that νi > δ1.
Set
Pi(t,z) :=
∑
pνt
νt−δ1i ,
where the sum runs along the set of ν such that i(ν) = i. We also set P0 :=∑
pνt
ν where the sum runs along the set of ν such that νi ≤ δ1 for all i. We
thus get the decomposition (6.17). Now, if Q1, . . . , Qv is a basis of V (δ1, δ2),
the set formed by Qj and t
δ1
i Qj , for 1 ≤ j ≤ v and 1 ≤ i ≤ s is a generating
set of V (2δ1, δ2).This ends the proof.
6.5. Vanishing of F (t,z). — Let us recall that the function F (t,z) is de-
fined by
F (t,z) =
s∑
i=1
tif(z)
µi .
By definition, F (t,z) ∈ C[t][[z]]. Writing F as a formal power series in z, we
get that
F (t,z) =
∑
λ∈NN
lλ(t)z
λ,
where the lλ are linear forms in t. For a non-negative integer q, we let
Fq(t,z) :=
∑
λ∈NN : |λ|<q
lλ(t)z
λ
denote the partial sum of F (t,z) at order q with respect to the variable z.
More generally, given E(t,z) =
∑
λ eλ(w)z
λ ∈ C[t][[z]], we set
Eq(t,z) :=
∑
λ∈NN : |λ|<q
eλ(t)z
λ ∈ C[t,z] .
Our aim is now to prove the following result which replace Lemma 6 in [16].
Lemma 6.6. — There exist k0 ∈ K and i0, 1 ≤ i0 ≤ h, such that
(6.18) νi0(Fq(χ(k0),z)) ≥ q ,
for all non-negative integer q. Furthermore, we can choose k0 so that
Q(z, φ1(z), . . . , φℓ(z), ϕ(z)) does not vanish at the point Tk0α.
6.6. Proof of Lemma 6.6. — The proof of Lemma 6.6 follows some classical
arguments introduced by Mahler [17]. We construct an auxiliary function
using simultaneous (Padé) approximation of the powers of F (t,z). Assuming
by contradiction that the conclusion of Lemma 6.6 does not hold, we ensure
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to this auxiliary function a high order of vanishing at z = 0. Providing an
upper and a lower bound at (τk, Tkα) for this function, we then obtain a
contradiction.
6.6.1. Auxiliary function. — For every pair of positive integers (δ1, δ2),
we consider a complement V1(δ1, δ2) to V0(δ1, δ2) in V (δ1, δ2). We also set
V2(δ1, δ2) :=
⊕δ1
i=1 V1(i, δ2).
Lemma 6.7. — Let q be a positive integer. For every δ1 large enough, and δ2
large enough with respect to δ1, there exist polynomials P0, . . . , Pδ1 ∈ V2(δ1, δ2),
and a positive real number C2 that depends neither on δ1, nor on δ2, nor on
q, such that the following hold.
(1) P0 6= 0.
(2) E :=
∑δ1
j=0 PjF
j
q ∈ Q[t,z] satisfies
νi(E(χ(k),z) ≥ C2δ
1/N
1 δ2 − δ1νi(Fq(χ(k),z)) ,
for all k ∈ K and all i, 1 ≤ i ≤ h.
Proof. — Our construction follows the one in the proof of Lemma 6 in [16].
However, we substitute the notion of valuation to the notion of index used
there. Let q be a positive integer.
We first consider the point (2). We construct a polynomial E′ ∈ Q[t,z]
such that E′p belong V0(2δ1, p − 1) for a p large enough. Let us consider the
following linear maps:{ ∏δ1
j=0 V1(2δ1 − j, δ2)
(P0, . . . , Pδ1)
→
{
Q[t,z]
E′ :=
∑δ1
j=0 PjF
j
qy{
V (2δ1, p− 1)
E′p mod V0
←
{
V (2δ1, p− 1)
E′p
These linear maps are well-defined. Indeed, the Pj ’s are homogeneous poly-
nomials of degree 2δ1 − j in t, while F is homogeneous of degree one in t, and
thus E′ is homogeneous of degree 2δ1 in t, and E
′
p ∈ V (2δ1, p − 1). So this
makes sense to consider E′p mod V0(2δ1, p− 1).
By Lemma 6.4, the vector space
∏δ1
j=0 V1(2δ1− j, δ2) has dimension at least
equal to C1(δ1)δ1δ
N
2 /2 when δ2 is large enough. By Lemma 6.5, the vector
space V (2δ1, p− 1) has dimension at most (s+1)v(δ1, p− 1). But if p is large
enough, Lemma 6.4 ensures that v(δ1, p−1) ≤ 2C1(δ1)δ1p
N . For such a p, the
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vector space V (2δ1, p− 1) has dimension at most 2(s + 1)C1(δ1)p
N . We set
p :=
⌊
δ
1/N
1 δ2
5(s + 1))1/N
⌋
,
so that
2(s + 1)C1(δ1)p
N < C1(δ1)δ1δ
N
2 /2 .
By comparison of these dimensions, we see that if δ2 is large enough, then
the linear map defined by (P0, . . . , Pδ1) 7→ E
′
p(P0, . . . , Pδ1) mod V0 has a non-
trivial kernel. That is, there exist P0, . . . , Pδ1 not all zero, such that E
′
p belongs
to the subspace V0(2δ1, q − 1). Considering E
′, we have
E′(χ(k),z) = E′p(χ(k),z) +
∑
|λ|≥p
eλ(χ(k))z
λ
=
∑
|λ|≥p
eλ(χ(k))z
λ ∈ Q[t][[z]],
since by construction E′p(χ(k),z) = 0. On the other hand, we have∑
|λ|≥p eλ(χ(k))z
λ ∈ (z)p. Let i be an integer with 1 ≤ i ≤ h. It thus
follows from Inequality (6.12) that
νi(E
′(χ(k),z)) ≥ p ≥ C2δ
1/N
1 δ2 ,
where C2 does not depend on δ1, δ2, k, i, and q. Let v be the smallest index
such that Pv is non-zero. We set
E :=
∑
j≥v
PjF
j−v
q .
We thus have EF vq = E
′. For 1 ≤ i ≤ h, we obtain
νi(E
′(χ(k),z)) = νi(E(χ(k),z)) + vνi(Fq(χ(k),z)) .
Thus for all δ1 and all δ2 large enough, we have
νi(E(χ(k),z)) = νi(E
′(χ(k),z))− vνi(Fq(χ(k),z))
≥ C2δ
1/N
1 δ2 − δ1νi(Fq(χ(k),z)),
for all k ∈ K and all i, 1 ≤ i ≤ h. This ends the proof.
6.6.2. Choice of an infinite subset of K. — Let us denote by K0 the set of
k0 ∈ K such that Q(z, φ1(z), . . . , φℓ(z), ϕ(z)) does not vanish at Tk0α. From
now on, and until the end of the proof of Lemma 6.6, we argue by contradiction,
assuming that for all k0 ∈ K0 and all i, 1 ≤ i ≤ h, there exist an integer
q := q(k, i) tel que
(6.19) νi(Fq(χ(k),z)) < q .
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Lemma 6.8. — Let P0 denote the polynomial constructed in Lemma 6.7. Un-
der the assumption (6.19), there exists an integer q0 and an infinite subset
K′ ⊂ K0 such that, for every k ∈ K
′ and i, 1 ≤ i ≤ h, the two following
properties hold.
(1) P0(τk, Tkα) 6= 0.
(2) νi(Fq(χ(k),z)) < q0, for all q ≥ q0.
Proof. — By construction, we have that P0 /∈ V0. There thus exist infinitely
many k ∈ K such that P (ψ(k, Tkα), Tkα) 6= 0. In particular, the map
k 7→ P (ψ(k,z),z) is not identically zero on K. Consequently, the map
k 7→ P (ψ(k,z),z)Q(z, φ1(z), . . . , φℓ(z), ϕ(z)) is also not identically zero on
K. We thus infer from Condition (C) that there exist infinitely many k ∈ K
such that
P0(τk, Tkα) 6= 0, and Q(Tkα, φ1(Tkα), . . . , φℓ(Tkα), ϕ(Tkα)) 6= 0 .
In particular, there exists k0 ∈ K0 such that P0(τk, Tkα) 6= 0. Let us consider
an integer i0, 1 ≤ i0 ≤ h, and set q := q(k0, i0). We can write
Fq(t,z) =
∑
|λ|<q
s∑
i=1
li,λtiz
λ,
where li,λ ∈ Q for every (i,λ). For 1 ≤ i ≤ s, we also write
χi(k) =
∑
ω,κ,j
si,ω,κ,j(k)z
ωY κU
j
,
where j < d0, and where both ω ∈ N
N and κ ∈ Nℓ belong to a finite set. In
this decomposition, the maps k 7→ si,ω,κ,j(k) belong to RΓ,r ⊗Z C. We can
thus write
Fq(χ(k),z) =
∑
|λ|≤q
s∑
i=1
li,λ
∑
ω,κ,j
si,ω,κ,j(k)Y
κU
j
zλ+ω .
By (6.19), we have νi0(Fq(χ(k0),z)) < q. Let us denote by Λ an upper bound
for the norm of the vectors λ+ τ , and by Ω an upper bound for the norm of
the vectors µ occurring in the previous sum. Let V ⊂ A be the C-vector space
formed by the polynomials of degree at most Λ in z, at most Ω in Y , and at
most d0 − 1 in U , and let us denote by V
⋆ its dual space. Let us also consider
the vector space V ′ := pqi0 ∩ V . Let w1, . . . , wl be a basis of the dual of V
′, in
V ⋆. Let
a =
∑
ω,κ,j
aω,κ,jz
ωY κU
j
∈ V ,
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with aω,κ,j ∈ C. For every e, 1 ≤ e ≤ l, we have a decomposition
we(a) =
∑
κ,µ,j
we,ω,κ,jaω,κ,j ,
with we,ω,κ,j ∈ C. Then, given a ∈ V , we have
(6.20) νi0(a) ≥ q ⇐⇒ we(a) = 0, for 1 ≤ e ≤ l .
By assumption, there thus exists e0 ≤ l such that
we0(Fq(χ(k0),z)) 6= 0 .
We set
ǫi0 : k 7→
∑
i,λ,τ ,µ,j
we0,κ,µ,jli,λsi,τ ,µ,j(k) ∈ RΓ,r ⊗Z C .
This definition ensures that ǫi0(k) = we0(Fs(χ(k),z)). In particular, we have
that ǫi0(k0) 6= 0. By (6.20), we also have that
ǫi0(k) 6= 0⇒ νi0(Fq(χ(k),z)) < q ,
for all k ∈ Nr. Using the same construction for every i, 1 ≤ i ≤ h, we obtain
maps ǫi ∈ RΓ,r ⊗Z C such that ǫi(k0) 6= 0 and
(6.21) ǫi(k) 6= 0⇒ νi(Fq(k0,i)(χ(k),z)) < q(k0, i) .
The map
k 7→ P0(ψ(k,z),z)Q(z, φ1(z), . . . , φℓ(z), ϕ(z))
l∏
i=1
ǫi(k)
belongs toRΓ,r⊗ZL{z} for some finite dimensional Q-vector space L. Further-
more, it does not vanish at k0. We thus infer from condition (C) of Definition
5.1 that there exists an infinite set K′ ⊂ K0 such that
(6.22) P0(τk, Tkα) 6= 0 and ǫi(k) 6= 0 ,
for all i, 1 ≤ i ≤ l, and all k ∈ K′.
For k ∈ K′, we set qi := q(k0, i). Then we infer from (6.21) and (6.22) that
νi(Fqi(χ(k),z)) < qi .
Given i, 1 ≤ i ≤ h, we let q > qi. Then, we can write Fq = Fqi +Rq,qi where
Rq,qi =
∑
qi≤|λ|<q
lλ(t)z
λ .
By definiton, we have νi(Rq,qi(χ(k))) ≥ qi. But, on the other hand,
νi(Fqi(χ(k),z)) < qi, for all k ∈ K
′. It follows that
νi(Fq(χ(k),z)) < qi
for all q > qi. Taking q0 := max{q1, . . . , qh}, this ends the proof.
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The rest of the proof of Lemma 6.6 consists in proving upper and lower
bounds for the auxiliary function E at the point (τk, Tkα), and then to derive
a contradiction for |k| large enough. Similar bounds are given in [16] without
too much detail. As our auxiliary function E is not exactly defined as the one
in [16], we provide explicit computation for these bounds. In the rest of the
proof, we consider a fix integer q ≥ q0, where q0 is given by Lemma 6.8, and
we let E ∈ Q[w,z] denote the auxiliary function given by Lemma 6.7 for this
integer q.
6.6.3. Upper bound for |E(τ k, Tkα)|. — By Lemma 6.7, we have
νi(E(χ(k),z)) ≥ C2δ
1/N
1 δ2 − δ1νi(Fq) ,
for every k ∈ K and every i, 1 ≤ i ≤ h. By Lemma 6.8, we have νi(Fq) < q0
for every k ∈ K′, and every i, 1 ≤ i ≤ h. Since δ2 ≥ δ1, for δ1 large enough,
there exists a positive real number C3 such that
(6.23) E(χ(k),z) ∈ p
⌊
C3δ
1/N
1 δ2
⌋
i
for every i, 1 ≤ i ≤ h, and every k ∈ K′. Set G := Ee1+···+eh , where the ei are
defined by (6.11). Then, we infer from (6.11) that
G(χ(k),z) ∈ (z)
⌊
C3δ
1/N
1 δ2
⌋
for every k ∈ K′. Applying σ−1 and multiplying G by Q2δ1(e1+···+eh), we get
that
G(ψ(k,z),z) ∈ (z)
⌊
C3δ
1/N
1 δ2
⌋
C{z} ,
for every k ∈ K′. Here, we let (z)C{z} denote the ideal generated by the zi,j
inside the ring of analytic power series C{z}. Though (z) is not necessarily
a prime ideal of A, the ideal (z)C{z} is prime in C{z}. Let νz denote the
corresponding valuation (1), that is,
νz(f) := sup{s ∈ N : f ∈ (z)
s
C{z}}
for f ∈ C{z}. We thus have
νz(E(ψ(k,z),z)) ≥
⌊
C3δ
1/N
1 δ2
⌋
(e1 + · · · + eh)
−1(6.24)
≥
⌊
C4δ
1/N
1 δ2
⌋
,
for every k ∈ K′, and some positive real number C4 that does not depend on
k, δ1 and δ2. We observe now that the radius of convergence of the analytic
1. We stress that νz has not here the same meaning as in Section 6.3.2. There it is defined
on the ring A and it is not necessarily a valuation, while here it is defined on C{z} and it is
a valuation.
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series defining the map k 7→ ψ(k,z) does not depend on k. Let ψj,λ(k) denote
the coefficient in zλ of ψj(k,z). There thus exist three positive real numbers
c1, c2 and c3, independent of k, j and λ, and such that
|ψj,λ(k)| ≤ c1c
|k|
2 c
|λ|
3 .
Set
p :=
⌊
C4δ
1/N
1 δ2
⌋
.
By (6.24), we have
E(ψ(k,z),z) =
∑
|λ|≥p
eλ(k)z
λ .
There thus exists a positive real number c4(δ1, δ2, q) such that
(6.25) |eλ(k)| ≤ c4(δ1, δ2, q)c
|k|
2 c
|λ|
3 .
Condition (B) ensures that ‖Tkα‖ ≤ e
−c5ρ
|k|
. It thus follows that
|E(τ k, Tkα)| = |E(ψ(k, Tkα), Tkα)|
= |
∑
|λ|≥p
eλ(k)(Tkα)
λ|
≤
∑
|λ|≥p
|eλ(k)|‖Tkα‖
λ
≤
∑
|λ|≥p
c4(δ1, δ2, q)c
|k|
2 c
|λ|
3 e
−|λ|c5ρ
|k|
,(6.26)
for every k ∈ K′. Finally, we get that there exist two positive real numbers c6
and c7 such that
|E(τ k, Tkα)| ≤ c6(δ1, δ2, q)c
|k|
2 e
−c7δ
1/N
1 δ2ρ
|k|
,
for all k ∈ K′. There thus exists a positive real number c8 such that,
(6.27) |E(τ k, Tkα)| ≤ e
−c8δ
1/N
1 δ2ρ
|k|
,
for all k ∈ K′, large enough with respect to δ1, δ2, and q.
6.6.4. Lower bound for |E(τk, Tkα)|. — Let us recall that, following (6.5),
we have
F (τk, Tkα) = 0 ,
for every k ∈ Nr. The power series F (ψ(k,z),z)−Fq(ψ(k,z),z) has valuation
at least q in z. Reasoning as in Section 6.6.3, we can find three positive real
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numbers c9(δ1, δ2), c10, and c11 such that
|Pj(τk, Tkα)Fq(τk, Tkα)
j | = |Pj(τk, Tkα)(F − Fq)
j(τk, Tkα)|
≤ c9(δ1, δ2, q)c
|k|
10e
−c11ρ
|k|q .
We thus have∣∣∣∣∣∣
δ1∑
j=1
Pj(τk, Tkα)Fq(τk, Tkα)
j
∣∣∣∣∣∣ ≤ c12(δ1, δ2, q)c|k|13e−c11ρ|k|q ,
where c12(δ1, δ2, q) and c13 does not depend on k.
On the other hand, for all k ∈ K′, we know that
P0(τk, Tkα) 6= 0 .
Furthermore, the algebraic numbers P0(τk, Tkα), with k ∈ K
′, all belong to
a fixed number field. We infer from the Liouville inequality that there exists
c14 > 0, independent of k, such that
|P0(τk, Tkα)| ≥ H(P0(τk, Tkα))
−c14 .
The complex numbers τj(k) are polynomials of degree d in the coefficients of the
matrix Ak(α). The coefficients of the matrices Ai(z), 1 ≤ i ≤ r, are rational
functions whose numerators and denominators have degrees less than, say, c15,
and coefficients of logarithmic heigth less than, say, c16. Then Condition (A)
ensures that the numerators and the denominators of the rational functions
composing the matrix Ak(z) have degrees less than
c15c17ρ
|k| ,
and coefficients of logarithmic height less than
c16 logN |k| ≤ c18ρ
|k| ,
where c18 is a positive real number. Let c19 be a real positive number such
that c19 ≥ c18 + c15c17 logH(α), we have
logH(Ak(α)) ≤ c19ρ
|k| .
There thus exists a positive real number c20 such that
logH(τj(k)) ≤ c20ρ
|k| .
The polynomial P0 has degree at most 2δ1 in t and at most δ2 in z. Since
δ2 ≥ δ1, we can bound the height of P0(τk, Tkα) by
logH(P0(τk, Tkα)) ≤ c21(q) + c22δ2ρ
|k| .
This gives
|P0(τk, Tkα)| ≥ c23(q)e
−c14c22δ2ρ
|k|
.
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We thus get the following lower bound:
|E(τ k, Tkα)| ≥ |P0(τk, Tkα)| − |
δ1∑
i=1
Pi(τk, Tkα)Fq(τk, Tkα)|
≥ c23(q)e
−c14c22δ2ρ
|k|
− c12(δ1, δ2, q)c
|k|
13e
−c11ρ
|k|q .
Choosing k large enough with respect to q, and q large enough with respect to
δ2, we obtain that
(6.28) |E(τ k, Tkα)| ≥ e
−c24δ2ρ
|k|
,
for every k ∈ K′, large enough with respect to δ2.
6.6.5. Contradiction. — We infer from Inequalities (6.27) and (6.28) that
e
−c24δ2ρ
|k|
≤ |E(τ k, Tkα)| ≤ e
−c8δ
1/N
1 δ2ρ
|k|
,
for all k ∈ K′, large enough with respect to δ2. Taking the logarithm, dividing
by δ2ρ
|k|, and letting |k| tend to infinity along K′, we obtain that
c24 ≥ c8δ
1/N
1 .
This provides a contradiction as soon as δ1 is large enough. This ends the
proof of Lemma 6.6.
6.7. End of the proof of Theorem 5.2 in the case of an analytic gauge
transforms. — Let k0 be given by Lemma 6.6. For every positive integer q,
we recall that we have the following lower bound:
(6.29) νi0(Fq(χ(k0),z)) ≥ q .
For every integer i, 1 ≤ i ≤ s, we write
(6.30) χi(k0) =
∑
κ,λ,j
si,κ,λ,jY
κ1
1 · · · Y
κℓ
ℓ z
λU
j
∈ A,
where the indices κ = (κ1, . . . , κℓ) ∈ N
ℓ and λ = (λ1, . . . , λN ) ∈ N
N belong to
some finite sets, and where 0 ≤ j < d0. For all summations in the rest of this
section, we let κ denote some element of Nℓ, λ, ω, and γ some elements of
NN , i an element of {1, . . . , s}, and j an element of {0, . . . , d0 − 1}. For every
triple (i,κ, j), we write
χi,κ,j(z) =
∑
λ
si,κ,λ,jz
λ ∈ C[z] .
We also set χκ,j = (χi,κ,j)i≤s. Then we have the following decomposition:
(6.31) Fq(χ(k0),z) =
∑
κ,j
Y κ11 · · ·Y
κℓ
ℓ U
j
Fq(χκ,j(z),z) .
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Then it is possible to evaluate F (t,z) at the points t = χκ,j(z) in C{z}.
Lemma 6.9. — For every pair (κ, j), we have
F (χκ,j(z),z) = 0 ∈ C{z} .
Proof. — The valuation νi0 induces a norm | · |0 on the C-vector space A,
setting
|a|0 = 2
−νi0 (a) ,
for a ∈ A. We use of course the natural convention 2−∞ = 0, so that |0|0 = 0.
The sequence (Fq(χ(k0),z))q∈N is convergent with respect to this norm, and
tends to 0, since we have
|Fq(χ(k0),z)|0 ≤ 2
−q ,
by Lemma 6.6. For every positive integer q, we write
Fq(χκ,j(z),z) =
∑
|λ|<q
∑
i
lλ,i χi,κ,j(z)z
λ
=
∑
|λ|<q
∑
i
∑
γ
lλ,isi,κ,γ,jz
λ+γ
:=
∑
κ
gκ,j,ω,qz
κ ,
where for every (κ, j,ω, q),
gκ,j,ω,q :=
∑
i
∑
|λ|<q
lλ,isi,κ,ω−λ,j .
If κ, j, and ω are fixed, the complex number gκ,j,ω,q is constant for every
q > |ω|. Indeed, the only indices λ that occur in the sum defining gκ,j,ω,q are
those for which |λ| < |ω|. If q > |ω|, we thus have
gκ,j,ω,q :=
∑
i
∑
|λ|<|ω|
lλ,isi,κ,ω−λ,j .
For such quadruples (κ, j,ω, q), we set
gκ,j,ω := gκ,j,ω,q .
Letting Fq(χκ,j(z),z) converge for the norm associated with νz in C{z}, we
obtain that
(6.32) F (χκ,j(z),z) =
∑
ω
gκ,j,ωz
ω .
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We are going to show that for every (κ, j,ω), and every j, we have gκ,j,ω = 0,
which will end the proof of the lemma. Equality (6.31) can be rewritten as
(6.33) Fq(χ(k0),z) =
∑
κ,j,ω
gκ,j,ω,qY
κ1
1 · · ·Y
κℓ
ℓ U
j
zω .
Let us fix a positive integer q0, and set
(6.34) δ(q0) :=
∑
|ω|<q0
∑
κ,j
gκ,j,ωY
κ1
1 · · ·Y
κℓ
ℓ U
j
zω ∈ A .
For every q ≥ q0, we also set
ǫ(q, q0) :=
∑
|ω|≥q0
∑
κ,j
gκ,j,ω,qY
κ1
1 · · · Y
κℓ
ℓ U
j
zω ∈ (z)q0 ,
so that
Fq(χ(k0),z) = δ(q0) + ǫ(q, q0) .
Letting q tend to infinity, we see that ǫ(q, q0)→ δ(q0) with respect to the norm
| · |0. But, for every q, ǫ(q, q0) belongs to (z)
q0 , which is a closed set for the
topology induced by |.|0. Hence, δ(q0) ∈ (z)
q0 . We can thus write
δ(q0) =
∑
|ω|≥q0
∑
κ,j
δω,κ,jz
ωY κU
j
,
where δω,κ,j belongs to C. By (6.34), we have∑
|ω|<q0
∑
κ,j
gκ,j,ωY
κ1
1 · · ·Y
κℓ
ℓ U
j
zω −
∑
|ω|≥q0
∑
κ,j
δω,κ,jz
ωY κU
j
= 0 ,
Since the monomials zκY τU
j
are linearly independent over C for j < d0, we
get that
(6.35) gκ,j,ω = 0
as soon as |ω| < q0. Letting q0 run along N, we obtain that Equality (6.35)
holds true for every (κ, j,ω). This ends the proof.
We are now ready to conclude the proof of Theorem 5.2 in the case of an
analytic gauge transform. By definition of χi(k), we have
χi(k) = Q(z, Y1, . . . , Yℓ, U)σ(ψi(k,z)).
For the sake of simplicity, we set D(z) := Q(z, φ1(z), . . . , φℓ(z), ϕ(z)) ∈ C{z}.
Applying the isomorphism σ−1 to the previous equality, and using the decom-
position of the χi(k0), we obtain that
(6.36)
D(z)ψi(k0,z) = σ
−1(χi(k0))
= σ−1
(∑
κ,j χi,κ,j(z)Y
κ1
1 · · ·Y
κℓ
ℓ U
j
)
=
∑
κ,j χi,κ,j(z)φ1(z)
κ1 · · ·φℓ(z)
κℓϕ(z)j .
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Set β := Tk0α. By Lemma 6.6, this choice of k0 ensure that the power series
D is well-defined and non-zero at β. Set
ηi(z) := D(β)
−1
∑
κ,j
φ1(β)
κ1 · · ·φℓ(β)
κℓϕ(β)jχi,κ,j(z) ∈ C(z),
and η(z) = (ηi(z))i≤s. The power series ηi(z) are well-defined at β for every
i. Using the fact that F is linear in t, we infer from Lemma 6.9 that
F (η(z),z) = D(β)−1
∑
κ,j
φκ(β)ϕ(β)jF (χκ,j(z),z)
= 0 .
Considering this equality at Tk0z, the definition of F implies that∑
i≤s
ηi(Tk0z)f(Tk0z)
µi = F (η(Tk0z), Tk0z)(6.37)
= 0 .
On the other and, evaluating η at β, it follows from (6.36) that
η(β) = ψ(k0, Tk0α)(6.38)
= τk0 .
Let us now recall that
f(Tk0z) = Ak0(z)
−1f(z) .
Replacing f(Tk0z) in (6.37), we find a vector of rational function η˜(z) =
(η˜1(z), . . . , η˜s(z)), such that
s∑
i=1
η˜i(z)f(z)
µi = 0 .
By (6.38) and by construction of the τk, we obtain that
η˜(α) = τ .
Then the polynomial Q ∈ C(z)[X ] defined by
Q(z,X1,1,X1,2, . . . ,X1,m1,X2,1, . . . ,Xr,mr ) =
∑
i≤s
η˜i(z)X
µi
satisfied
Q(z,f(z)) = 0 and Q(α,X) = P (X) ,
as desired.
It only remains one easy point to handle. We want to construct a polynomial
with the same properties but that belongs to Q[z,X] and not only in C(z)[X].
Let V ⊂ C denote the Q-vector space generated by the coefficients of Q. Then
V is finite dimensional. Let 1, π1, . . . , πt be a basis of V over Q. Then we can
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decompose our polynomial Q as
Q(z,X) = Q0(z,X) + π1Q1(z,X) + · · ·+ πtQt(z,X) ,
where the polynomials Qi, 1 ≤ i ≤ t belong to Q(z)[X ]. The analytic power
series fi,j(zi) having their coefficients in Q, the Q-linear independence of the
πi implies that
Qi(z,f(z)) = 0 ,
for every i, 0 ≤ i ≤ t. On the other hand, the polynomial P having algebraic
coefficients, we deduce that
Q0(α,X) = P (X) and Qi(α,X) = 0 for 1 ≤ i ≤ d .
The coefficients of Q0 are elements of Q(z), say r1(z), . . . , rv(z). The fact that
Q0(α,X) = P (X) ensures that these rational functions are all defined at α.
Let d(z) ∈ Q[z] denote the product of the denominators of the ri’s. Thus
d(α) 6= 0. Then the polynomial
A(z,X) :=
d(z)
d(α)
Q0(z,X) ∈ Q[z,X]
has all the desired properties. This ends the proof of Theorem 5.2 in the case
where the matrix Φ(z) belongs to GLm(Q{z}).
6.8. Proof of the proof of Theorem 5.2 in the general case. — For
every integer i, 1 ≤ i ≤ r, we let K̂zi,d denote the field of fractions of Q{z
1/d
i },
where z
1/d
i = (z
1/d
i,1 , . . . , z
1/d
i,ni
). We set
K̂zi := ∪d≥1K̂zi,d .
We also recall that z = (z1, . . . ,zr) and that, given a positive integer d, we let
K̂d denote the field of fractions of Q{z
1/d}. We also set
K̂ = ∪d≥1K̂d .
In this section, we explain how to modify our proof of Theorem 5.2 in order
to extend it to the case where the gauge transforms Φi(zi) are not necessarily
analytic but are allowed to belong to GLmi(K̂zi).
We first show that how to reduce to the case where Φi(zi) ∈ GLmi(K̂zi,1).
Let α = (α1, . . . ,αr) be such that the family of pairs (Ti,αi) is admissible
in the sense of Definition 5.1 and such that every αi is regular with respect
to the Mahler system (5.1.i). By assumption, there exists a positive integer j
such that Φi(z
j
i ) belongs to GLmi(K̂zi,1). Let α
′ := (α′1, . . . ,α
′
r) be such that
(α′i)
j = αi for every i, 1 ≤ i ≤ r. Then the study of the system (5.4) at α is
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equivalent to the study of the the Mahler system
g1(z)
...
...
gr(z)
 =

A1(z
j
1)
. . .
. . .
Ar(z
j
r)


g1(Tz)
...
...
gr(Tz)
 ,
at α′, where gi(z) := gi(z
j). It is obvious that the points α′i are regular,
and that the the family of pairs (Ti,α
′
i) is still admissible. Furthermore, every
matrix Ai(z
j) is conjugated to a constant matrix trough the matrix Φi(z
j) ∈
GLm(K̂zi,1). Without any loss of generality, we can thus assume that, for
every natural number i, 1 ≤ i ≤ r, there exists a matrix Φi(zi) ∈ GLm(K̂zi,1)
such that
Φi(Tizi)Ai(zi)Φ
−1
i (zi) ∈ GLmi(Q) .
For every integer i, 1 ≤ i ≤ r, we let ∆i(zi) be a non-zero analytic function
such that the coefficients of both ∆i(zi)Φi(zi) and ∆(zi)Φ
−1
i (zi) belong to
Q{zi}. We also set ∆(z) := ∆1(z1) · · ·∆r(zr). We then infer from Condition
(C) that
K∆ := {k ∈ K | ∆(z) is well-defined and non-zero at Tkα}
is an infinite set.
Lemma 6.10. — Condition (C) still holds when replacing the set K with K∆.
Proof. — The function ∆(z) belongs to Q{z}, and so is well-defined in a
neighborhood of the origin. Hence, for all but finitely many k ∈ K,∆(z) is well-
defined at Tkα. So we may suppose that ∆(z) is well-defined at Tkα for every
k ∈ K. Let L be a finite-dimensional Q-vector space and ψ ∈ RΓ,r ⊗Z L{z}
is such that the family (ψ(k,z))k∈K∆ is not identically zero. It follows that
the family (∆(z)ψ(k,z))k∈K is also not identically zero. Then Condition (C)
ensures that ∆(Tkα)ψ(k, Tkα) 6= 0 for infinitely many k ∈ K. By definition
of K∆, such k must belong to K∆, which ends the proof.
Without any loss of generality, we can thus assume that K = K∆, that is,
∆(Tkα) 6= 0 for every k ∈ K. Lemma 6.1 should then be modified as follow.
Lemma 6.11 (Lemma 6.1-bis). — For every integer j, 1 ≤ j ≤ s, there
exists ψj ∈ RΓ,r ⊗Z K̂1 such that
τj,k = ψj(k, Tkα)
and ∆(z)dψj(k,z) ∈ C{z}, for all k ∈ N
r. Furthermore, there exists a finite
dimensional Q-vector space L0 such that for all k ∈ N
r and all j, 1 ≤ j ≤ s,
the coefficients of the formal power series ∆(z)dψj(k,z) belong to L0.
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Proof. — The proof follows the same steps as the one of Lemma 6.1. We first
stress that Lemma 6.2 still holds true. Indeed, by assumption, the matrix
∆(z)Φ(z), is well-defined in some neighborhood of the origin. It follows from
Condition (B) that, for k ∈ K large enough, ∆(z)Φ(z) is well-defined at Tkα.
By assumption, ∆(Tkα) does not vanish for k ∈ K. The matrix Φ(z) is thus
well-defined at Tkα, for every large k ∈ K. The end of the proof of Lemma
6.2 remains unchanged.
Let k ∈ Nr. For every integer i, 1 ≤ j ≤ s, the meromorphic function
ψj(k,z) is a polynomial of degree d in the coefficients of the matrix Φ
−1(z). It
follows that ∆(z)dψj(k,z) ∈ C{z}, as wanted. The last assertion of Lemma
6.11 is proved in the same way as in the proof of Lemma 6.1 choosing L0 to
be the Q-vector space generated by the monomials of degree at most d in the
coefficients of the matrix Φ(α).
Then the proofs of Lemmas 6.3, 6.4, 6.5, and 6.7 remain unchanged with
one exception. We just have to be careful when, in Lemma 6.3, we prove
the implication (i) ⇒ (iii) using using Condition (C). Let us assume that
P (ψ(k, Tkα), Tkα) = 0 for all but finitely many k ∈ K. Then, P being
homogeneous, P (∆(Tkα)
dψ(k, Tkα), Tkα) = 0 for all but finitely many k ∈ K.
Using Condition (C), we infer that P (∆(z)dψ(k,z),z) = 0 for all k ∈ K.
Eventually, we get that P (ψ(k,z),z) = 0 for all k ∈ K.
The main change occurs in the proof of Lemma 6.6 when providing an upper
bound for the quantity |E(τ k, Tkα)|, in Section 6.6.3. In order to obtain
such an upper bound, we now have to provide a lower bound for the quantity
|∆(Tkα)|. For this purpose, we use a result of Corvaja and Zannier [9].
End of the proof of Theorem 5.2. — Setting G := Ee1+···+eh as in Section
6.6.3, we recall that
G(χ(k),z) ∈ (z)
⌊
C1δ
1/N
1 δ2
⌋
for every k ∈ K′. Applying σ−1 and multiplying G by
(Q∆d)2δ1(e1+···+eh) ,
we get that
G(∆(z)dψ(k,z),z) ∈ (z)
⌊
C1δ
1/N
1
δ2
⌋
C{z} ,
for every k ∈ K′. Then, reasoning as in Section 6.6.4, gives the following
equivalent form of Equality (6.27):
|E(∆(Tkα)
dψ(k, Tkα), Tkα)| ≤ e
−c1δ
1/N
1 δ2ρ
|k|
,
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for every k ∈ K′, large enough with respect to δ1, δ2, and q. Since E is a
homogeneous polynomial of degree 2δ1 in w, we have that
(6.39)
|E(τ k, Tkα)| = |E(∆(Tkα)
dψ(k, Tkα), Tkα)| × |∆(Tkα)|
−2δ1d
≤ e−c1δ
1/N
1
δ2ρ|k| × |∆(Tkα)|
−2δ1d .
On the other hand, we infer from [9, Proposition 3] that there exist two positive
real numbers C2 and c2 such that
(6.40) |∆(Tkα)| ≥ C2||Tkα||
−c2 ,
for infinitely many k ∈ K′. Indeed, as shown in section 4, [9, Proposition 3]
can be applied to the family of points (Tkα)k∈K′ . Furthermore, our choice
of K ensures that ∆(Tkα) 6= 0 for every k ∈ K, and thus for every k ∈ K
′
since K′ ⊂ K. Using the fact that δ1/N δ2 ≫ δ1, as δ1 tends to infinity, and
combining (6.39) and (6.40), we eventually get an upper bound of the same
kind than in Section 6.6.3. That is,
|E(τk, Tkα)| ≤ e
−c3δ
1/N
1
δ2ρ|k| ,
for infinitely many k ∈ K′. The computation leading to the lower bound
remains the same. Furthermore, as the lower bound holds for every large
k ∈ K′, the contradiction of Section 6.6.5 still holds true. The last part of the
proof of Theorem 5.2 remains unchanged, which ends the proof of Theorem
5.2 in the general case.
7. Admissibility conditions for Theorem 5.2
Conditions (A), (B), and (C) required to apply Theorem 5.2 look somewhat
stronger than the corresponding Conditions (a), (b), and (c) occurring in The-
orem 2.1. In particular, the vanishing theorem corresponding to Condition
(C) is much more general than the one corresponding to Condition (c). We
show here that it is enough for each pair (Ti,αi)1≤i≤r to satisfy Conditions
(a), (b), (c) to ensure that Conditions (A), (B), (C) are satisfied by the family
(Ti,αi)1≤i≤r at the point α = (α1, . . . ,αr). More precisely, the goal of this
section is to prove the following result.
Theorem 7.1. — Let us assume that T1, . . . , Tr are matrices with non-
negative integer coefficients such that log ρ(Ti)/ log ρ(Tj) 6∈ Q for all i, j, i 6= j.
Then the family (Ti,αi)1≤i≤r is admissible at the point α = (α1, . . . ,αr) in
the sense of Definition 5.1 if, and only if, every pair (Ti,αi) is admissible in
the sense of Definition 1.2.
All along this section, we assume that T1, . . . , Tr are matrices with non-
negative integer coefficients such that log ρ(Ti)/ log ρ(Tj) 6∈ Q for all i, j, i 6= j.
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We recall that Θ is defined in (4.1) by
Θ =
(
1
log ρ(T1)
, . . . ,
1
log ρ(Tr)
)
.
We first prove two easy Lemmas.
Lemma 7.2. — Let us assume that the matrices T1, . . . , Tr belong to M. Let
α = (α1, . . . ,αr) ∈ C
N such that αi ∈ U(Ti) for every i, 1 ≤ i ≤ r. Let
K ⊂ Nr be any infinite set that remains at bounded distance of the line generated
by the vector Θ. Then Conditions (A) and (B) are satisfied with this choice of
K and ρ := e1/|Θ|.
Proof. — The matrix Ti being in the class M, it follows from [14] that
(7.1) ‖T ki ‖ = O(ρ(Ti)
k) and − log ‖T ki αi‖ = O(ρ(Ti)
k) ,
for all non-negative integer k. Let K ⊂ Nr be a set satisfying the assumption
of the Lemma. Let B denote an upper bound for the distance of any element
of K to the set N.Θ. For every k ∈ K, we choose l(k) ∈ N such that
‖k − l(k)Θ‖ ≤ B .
Applying (7.1), we obtain that
‖Tk‖ = O(e
l(k)) and log ‖Tkα‖ ≤ −ce
l(k) .
On the other hand, |k| ∼ l(k)|Θ|, as |k| → ∞. It follows that Conditions (A)
and (B) are satisfied by choosing ρ := e1/|Θ|.
Reciprocally, we show that the real number ρ and the set K have to be
chosen of the same form as in Lemma 7.2.
Lemma 7.3. — Let T1, . . . , Tr be square matrices with non-negative coeffi-
cients. Let us assume that the family (Ti,αi)1≤i≤r is admissible at the point
α = (α1, . . . ,αr) in the sense of Definition 5.1. Then each pair (Ti,αi) is ad-
missible in the sense of Definition 1.2. Furthermore, the elements of K remains
at bounded distance of the line generated by Θ and ρ = e1/|Θ|.
Proof. — Let us assume that the family (Ti,αi)1≤i≤r is admissible at the point
α = (α1, . . . ,αr) in the sense of Definition 5.1. We also consider the corre-
sponding real number ρ and set K ⊂ Nr. We first observe that the projection
of K on the i-th coordinate cannot be a finite subset of N. Indeed, otherwise
the set {(Tkα)
ei , k ∈ K} would be finite, where we let ei denote the i-th vector
of the standard basis. Let λ1, . . . , λt be the elements of this finite set. Then
the non-zero polynomial
P (z) =
t∏
j=1
(ze1 − λj) ,
50 BORIS ADAMCZEWSKI & COLIN FAVERJON
would satisfy P (Tkα) = 0 for all k ∈ K, which would contradict Condition (C).
Now, the fact that the projection of K on each coordinate is infinite, directly
implies that each pair (Ti,αi) is admissible in the sense of Definition 1.2. Set
k = (k1, . . . , kr). Using on the one hand Conditions (a) and (b) for each i ,
and on the other hand Conditions (A) and (B), we get that
log ρ(Ti)ki ∼ log(ρ)|k| .
Dividing by log ρ(Ti), summing over i, and then dividing by |k|, we get that
log ρ =
(
r∑
i=1
1
log ρ(Ti)
)−1
.
Setting
ǫi(k) := ki −
log(ρ)|k|
log ρ(Ti)
,
we obtain
∑
i ǫi(k) = 0. Now we infer from (B) and from the fact that Ti
belongs to M, that there exist two positive real numbers ci et γi such that
ciρ(Ti)
ki ≤ ‖T kii ‖ ≤ γiρ
|k| = γiρ(Ti)
ki−ǫi(k) .
It follows that the numbers ǫi(k),k ∈ K are bounded. In other words, K
remains at bounded distance of the line generated by Θ. This ends the proof.
In the rest of this section, we let ρ be defined as in Lemma 7.2. In view of
Lemma 7.2 and 7.3, the proof of Theorem 7.1 follows from the following result.
Proposition 7.4. — Let us assume that T1, . . . , Tr are matrices with non-
negative integer coefficients such that log ρ(Ti)/ log ρ(Tj) 6∈ Q for all i, j, i 6=
j, and that every pair (Ti,αi) is admissible in the sense of Definition 1.2.
There exist an infinite set K ⊂ Nr that remains at bounded distance of the line
generated by the vector Θ, and such that Condition (C) is satisfied.
Let s ≤ r be an integer, we let
πs : Z
r 7→ Zs
denote the projection on the first s coordinates. We recall that RΓ,s ⊗Z C{z}
stands for the algebra form by the (Γ, s)-multivariate exponential polynomial
with values in C{z}.
Lemma 7.5. — Let s be an integer with 1 ≤ s ≤ r. Let us assume that the
numbers
1
log ρ(T1)
, . . . ,
1
log ρ(Ts)
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are linearly independent over Z. We let L ⊂ N be a piecewise syndetic set and
K = {kl : l ∈ L} be a sequence in N
r such that
kl = lΘ+O(1) .
Let ψ ∈ RΓ,s ⊗Z C{z} be non-zero (that is, ψ does not identically vanish on
Zs). Then the set
L0 := {l ∈ L |ψ(πs(kl), Tklα) = 0}
is not piecewise syndetic.
The proof of Lemma 7.5 follows the same strategy as the one of Lemma 3.3.1
in [27]. However, our framework is more general and we also need to consider
piecewise syndetic sets. This makes our proof of Lemma 7.5 more technical.
We invite the reader to look at the proof of Lemma 3.3.1 in [27]. This could
make the following arguments more transparent.
Proof. — To reduce the amount of notation, we set k := πs(k) for k ∈ Z
r. We
argue by contradiction, assuming that the set L0 is piecewise syndetic, with
bound B. We write
(7.2) ψ(k,z) =
q∑
i=1
ηki
∑
|µ|≤δi
k
µ
gi,µ(z) ,
where the r-tuples ηi = (ηi,1, . . . , ηi,s) are all distinct, and where q and the
numbers δi, 1 ≤ i ≤ q, are minimal. The decomposition (7.2) is then unique
up to permutation of indices (see for instance [13, Théorème 1]). Now, we
define ∆(ψ) as the cardinal of the set
{(i,µ), 1 ≤ i ≤ q, such that either |µ| < δi, or |µ| = δi and gi,µ 6= 0} .
Without any loss of generality, we assume that δq ≥ δi for all i, 1 ≤ i ≤ q.
We argue by induction on ∆(ψ). If ∆(ψ) = 1, then ψ(k,z) = ηkg(z) and a
contradiction follows form Theorem 4.3. We now assume that ∆(ψ) := ∆ > 1
and that the conclusion of the Lemma holds true for ∆(ψ) < ∆. Without any
loss of generality, we can assume that ηq = (1, . . . , 1). Let ν be a s-tuple of
non-negative integers such that |ν| = δq. We set g(z) := gq,ν(z) 6= 0. For every
e ∈ Nr, we define the map
ξe(k,z) := ψ(k + e, Tez)g(z)− ψ(k,z)g(Tez) ,
where Te is defined as in (4.5) by
Te :=
 T
e1
1
. . .
T err

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Then ξe(k,z) ∈ RΓ,s ⊗Z C{z} One has
(7.3) ξe(k,z) =
q−1∑
i=1
ηki ∑
|µ|≤δi
k
µ
he,i,µ(z)
+ ∑
|µ|≤δi,µ 6=ν
k
µ
he,q,µ(z) .
By construction, ∆(ξe) < ∆(ψ) for all e. We can thus apply our assumption
to ξe. Set
Le := {l ∈ N : ξe(kl, Tklα) = 0} .
Given an integer e1 ≥ B, we consider the set L1 formed by the integers l ∈ L0
for which there exists e, e1 ≤ e ≤ e1 + B such that l + e ∈ L0. We infer
from Lemma 4.2 that L1 is piecewise syndetic. For such a pair (l, e), we set
e := e(l, e) = kl+e − kl and we let E1 denote the (finite) set of r-tuples e
obtained in this way. For e ∈ E1, one has
ξe(kl, Tklα) = ψ(kl+e, Tkl+eα)g(α)− ψ(kl, Tklα)g(Tkl+eα)
= 0 .
This implies the following inclusion:
L1 ⊂
⋃
e∈E1
Le .
By Lemma 4.2, there thus exists e(l, e) ∈ E1 such that Le is piecewise syndetic.
For such a e = e(l, e), our assumption implies that ξe ≡ 0. Letting e1 run along
the integers larger than B, we can find infinitely many r-tuples e = e(l, e) such
that ξe ≡ 0. Let E2 denote the infinite set of such r-tuples. For e ∈ E2, we thus
have he,i,µ(z) = 0 for all indices (i,µ). If µ is a s-tuple such that |µ| = δq, we
obtain that
0 = he,q,µ(z)
= gq,µ(Tez)g(z)− gq,µ(z)g(Tez) .
Dividing by g(Tez)g(z), we get that
gq,µ(Tez)
g(Tez)
=
gq,µ(z)
g(z)
·
Since the matrix Te has not root of unity as eigenvalue, we can apply Theorem
3.1 of [27]. It follows that there exists a complex number γµ such that
(7.4) gq,µ(z) = γµg(z) .
Let us remark that, in particular, γν = 1. Let us consider now a s-tuple of
non-negative integer µ0 such that ν − µ0 ∈ N
s and |ν − µ0| = 1. Then we
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have that
0 = he,q,µ0(z)
=
∑
µ>µ0
eµ−µ0
(
µ
µ0
)
gq,µ(Tez)g(z) + gq,µ0(Tez)g(z)− gq,µ0(z)g(Tez)
=
∑
µ>µ0
eµ−µ0
(
µ
µ0
)
γµ
 g(Tez)g(z) + gq,µ0(Tez)g(z)− gq,µ0(z)g(Tez) .
Indeed, if µ > µ0, then one has |µ| = δq, and (7.4) gives that gq,µ(z) = γµg(z).
Dividing by g(Tez)g(z), we obtain that
gq,µ0(Tez)
g(Tez)
=
gq,µ0(z)
g(z)
−
∑
µ>µ0
eµ−µ0
(
µ
µ0
)
γµ .
By Theorem 3.1 in [27], this implies that
(7.5)
∑
µ>µ0
eµ−µ0
(
µ
µ0
)
γµ = 0 .
But if µ > µ0, our assumption implies that µ−µ0 is a vector of the standard
basis of Cs. Thus for every i ≤ s, there exists a unique µ := µ(i) such that
eµ(i)−µ0 = ei. Recall that e = e(l, e) = kl+e − kl, with l and l + e in L0. As
E2 is infinite, there exist some e(l, e) in E2 with arbitrarily large e. But
lim
e→∞
kl+e − kl
e
=
(
1
log ρ(T1)
, . . . ,
1
log ρ(Ts)
)
.
Dividing Equality (7.5) by e and taking the limit as e tends to infinity, we
obtain that
s∑
i=1
1
log ρ(Ti)
(
µ(i)
µ0
)
γµ(i) = 0 .
Since, by assumption, the numbers 1log ρ(T1) , . . . ,
1
log ρ(Ts)
are linearly indepen-
dent over Z, we get that (
µ
µ0
)
γµ = 0 ,
for every µ. Choosing µ = ν, we obtain that
δq =
(
ν
µ0
)
= 0 ,
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since γν = 1. Since δq ≥ δi for every i, it follows that δi = 0, 1 ≤ i ≤ q. Thus
ψ(k,z) can be written as
ψ(k,z) =
q∑
i=1
ηki gi(z) .
For e ∈ E2, he,1,0(z) can thus be written as
0 = he,1,0(z)
= ηe1g1(Tez)g(z)− g1(z)g(Tez) .
By minimality of q, we have that g1(z) 6= 0. Then Theorem 3.1 of [27] implies
that ηe1 = 1 for all e ∈ E2. Taking the logarithm, it follows that for all pairs
(l, e) such that e = e(l, e) = (e1, . . . , er) ∈ E2, one has
e1 log η1,1 + · · · + es log η1,s = 0 .
Let us assume that the vector (log η1,1, . . . , log η1,s) is non-zero. Since
e has non-negative integer coordinates, there exists a non-zero vector
µ = (µ1, . . . , µs) ∈ Z
s such that
e1µ1 + · · · + esµs = 0 .
Dividing this equality by e and letting e tend to infinity, we obtain that
µ1
log ρ(T1)
+ · · ·+
µs
log ρ(Ts)
= 0 .
This provides a contradiction. Thus log η1,1 = · · · = log η1,s = 0. Since by
assumption the group Γ is torsion-free, we get that η1 = (1, . . . , 1) = ηq,
which contradicts the minimality of q. This ends the proof.
We are now ready to construct the suitable set K = {kl, l ∈ L} needed for
proving Proposition 7.4.
Lemma 7.6. — Let µ1, . . . ,µt ∈ Z
r be a basis of the orthogonal complement
of Θ in Q
r
. Then there exists a piecewise syndetic set L ⊂ N and a sequence of
vectors (kl)l∈L ∈ Z
r in the orthogonal complement of the vector space generated
by the vectors µi, 1 ≤ i ≤ t, and such that
(7.6) kl = lΘ+O(1) .
Remark 7.7. — In the case where t = 0, that is, when the numbers
1
log ρ(T1)
, . . . ,
1
log ρ(Tr)
are linearly independent over Z, the situation is simplified and we could choose
K =
{(⌊
l
log ρ(T1)
⌋
, . . . ,
⌊
l
log ρ(Tr)
⌋)
: l ∈ N
}
.
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Of course, this condition is automatically satisfied when r = 2 for log ρ(T1) and
log ρ(T2) are assumed to be multiplicatively independent. However, it seems
to be a hard Diophantine problem to check it as soon as r ≥ 3.
Proof of Lemma 7.6. — We first define the sequence (k0l )l∈N by
k0l :=
(⌊
l
log ρ(T1)
⌋
, . . . ,
⌊
l
log ρ(Tr)
⌋)
.
Since µ1 is orthogonal to Θ, the scalar products 〈µ1 , k
0
l 〉 remain bounded
when l runs along N. By Property (ii) of Lemma 4.2, there exists an integer
c1 such that the set
L1 = {l ∈ N : 〈µ1 , kl〉 = c1}
is piecewise syndetic. Let ν1 ∈ Z
r be such that 〈µ1 , ν1〉 = c1. Then, for all
l ∈ L1, the vector
k1l := k
0
l − ν1
is orthogonal µ1 and satisfies
k1l = lΘ+O(1) .
Since µ2 is orthogonal to Θ, the scalar products
〈µ2 , k
1
l 〉
remain bounded when l runs along L1. There thus exists an integer c2 such
that the set
L2 = {l ∈ L1 : 〈µ2 , k
1
l 〉 = c2}
is piecewise syndetic. Let ν2 ∈ Z
r be such that 〈µ2 , ν2〉 = c2 and 〈µ1 , ν2〉 =
0. We could for instance choose ν2 = k
1
l0 for some l0 ∈ L2. Then, for all
l ∈ L2, the vector
k2l = k
1
l − ν2
is orthogonal to µ1 and µ2, and satisfies
k2l = lΘ+O(1) .
Keeping on in this way, we can find a piecewise syndetic set L := Lt, and a
sequence of vectors (ktl)l∈L := (kl)l∈L with the desired property. This ends the
proof.
Let L, and K := {kl, l ∈ L} ⊂ N
r be defined as in Lemma 7.6. We are now
ready to end the proof of Proposition 7.4.
Proof of Proposition 7.4. — Set s = r − t. Without any loss of generality, we
can assume that the numbers
1
log ρ(T1)
, . . . ,
1
log ρ(Ts)
,
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are linearly independent over Z. Let us consider the matrix
S :=

1 0 · · · · · · · · · · · · 0
0 1
. . . · · · · · · · · ·
...
...
. . .
. . .
. . . · · · · · ·
...
0 · · · · · · 1 0 · · · 0
µ1
...
µt

.
By assumption, S is non-singular and has integer coefficients. We also observe
that our choice of the set L ensures that Skl = (kl,1, . . . , kl,s, 0, . . . , 0) for every
l ∈ L. Let us consider ψ ∈ RΓ,r ⊗Z C{z}. We let E denote the map from Z
s
to Zr defined by E(k1, . . . , ks) = (k1, . . . , ks, 0 . . . , 0). We now define a map ψ
from Zs to C{z} by
ψ((k1, . . . , ks),z) = ψ(S
−1E(k1, . . . , ks),z) .
Note that if S is not invertible in Z but only in Q, then the vector
S−1E(k1, . . . , ks) may have rational coordinates (but with a fixed denominator
corresponding to the determinant of S). Since ψ ∈ RΓ,r ⊗Z C{z}, it can
naturally be extended to vectors in Qr. This shows that ψ is well-defined.
Furthermore, it is not hard to see that ψ ∈ RΓ′,s ⊗Z C{z}. Indeed, because
of the possible occurrence of the determinant of S as denominator of the
coordinates of the vector S−1E(k1, . . . , ks), we may have to replace Γ by some
Γ′. But Γ′ is still torsion-free in that case. The main point now is that for all
l ∈ L, E(kl) = S(kl) and thus
ψ(kl,z) = ψ(kl,z) .(7.7)
Now if ψ(kl, Tklα) = 0 for all but finitely many l ∈ L, then (7.7) implies that
the set
L0 = {l ∈ L |ψ(kl, Tklα) = 0}
is piecewise syndetic, since L is piecewise syndetic. Since ψ ∈ RΓ′,s ⊗Z C{z},
Lemma 7.5 thus implies that
ψ(k,z) = 0
for all k ∈ Zs, and in particular ψ(kl,z) = 0 for all l ∈ L. By (7.7), we get
that ψ(kl,z) = 0 for all l ∈ L, concluding the proof.
8. Proofs of Theorems 2.1 and 2.4
In this final section, we complete the proof of our two main results.
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8.1. Proof of Theorem 2.1. — Concerning the proof of Theorem 2.1, there
is nothing more to do. The conclusion directly follows from Theorems 5.2
and 7.1. Indeed, if (T,α) is admissible in the sense of Definition 1.2, then by
Theorem 7.1 (with r = 1) it is also admissible in the sense of Definition 5.1. We
can then apply Theorem 5.2 (with r = 1) to obtained the desired conclusion.
8.2. Proof of Theorem 2.4. — We are now going to see how to deduce
Theorem 2.4 from Theorem 5.2.
Let L be a field and K ⊂ L be a subfield of L. Let us consider some finite
sets E1, . . . , Er ⊂ L, with Ei := {αi,1, . . . , αi,mi}. For every i, we consider
the vector of indeterminates Xi := (Xi,1, . . . ,Xi,mi). We also set E := ∪Ei,
X := (X1, . . . ,Xr), and Xˇi := (X1, . . . ,X i−1,X i, . . . ,Xr).
The K-vector space formed by the K-linear relations between the elements
of E is defined by
LinK(Ei) := {L(Xi) = a1Xi,1 + · · ·+ amiXi,mi ∈ K[Xi] : L(αi,1, . . . , αi,mi) = 0} .
We also set
LinK(Ei | E) := spanK[Xˇi]{L(X i) : L ∈ LinK(Ei)} .
Then we let K[X]mul denote the set of polynomials that are multilinear with
respect to every set of variables X i. Hence, P belongs to K[X ]mul if, for every
1 ≤ i ≤ r, it has a decomposition of the form
P (X) =
mi∑
k=1
ak(Xˇi)Xi,k ,
where ak(Xˇi) ∈ K[Xˇi]. We finally define
MulK(E1, . . . , Er) := {P (X) ∈ K[X]mul : P (α1,1, . . . , αr,mr) = 0} .
Before proving Theorem 2.4, we prove the following result.
Proposition 8.1. — Under the assumptions of Theorem 2.4, we have
MulQ(E1, . . . , Er) ⊂
r∑
i=1
LinQ(Ei | E) .
In order to prove Proposition 8.1, we need the following two lemmas.
Lemma 8.2. — Under the assumptions of Theorem 2.4, we have
MulQ(z) (f1(z1), . . . ,f r(zr)) ⊂
r∑
i=1
LinQ(z)(f i(zi) | f(z)) .
Proof. — We argue by induction on r. For r = 1, there is nothing to do. Let
us now assume that r > 1 and that the result holds for r − 1. Let s denote
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the rank over Q(zr) of the power series fr,1(zr), . . . , fr,mr(zr). Reordering if
necessary, we can assume that the functions
fr,1(zr), . . . , fr,s(zr)
are linearly independent over Q(zr). There thus exist some rational functions
rj,k(zr), j > s, 1 ≤ k ≤ s such that for every j > s, we have
(8.1) fr,j(zr) = rj,1(zr)fr,1(zr) + · · ·+ rj,s(zr)fr,s(zr) .
We stress that the functions fr,1(zr), . . . , fr,s(zr) are also linearly independent
over Q(zr)((z1, . . . ,zr−1)) for the sets of variables zi are pairwise disjoint. An
element L(X) in MulQ(z) (f1(z1), . . . ,f r(zr)) can be decomposed as
(8.2) L(X) =
mr∑
j=1
Xr,jLj(Xˇr) .
For k ≤ s, we set
(8.3) L′k(Xˇr) := Lk(Xˇr) +
∑
j>s
rj,k(zr)Lj(Xˇr) .
From (8.1), (8.2), and (8.3), we infer that
(8.4) L(Xˇr,f r(zr)) =
s∑
k=1
fr,k(zr)L
′
k(Xˇr) .
By assumption, L(f(z)) = 0. Furthermore, the functions fr,k(zr), 1 ≤ k ≤ s
are linearly independent over Q(zr)((z1, . . . ,zr−1)). Hence, Equality (8.4)
implies that
L′k(f1(z1), . . . ,f r−1(zr−1)) = 0 .
Thus
L′k ∈ MulQ(z1,...,zr−1)
(
f1(z1), . . . ,f r−1(zr−1)
)
.
By induction, we obtain that
(8.5) L′k ∈
r−1∑
i=1
Lin
Q(z1,...,zr−1)
(f i(zi) | f(z)) .
Setting L′ :=
∑s
k=1 L
′
k(Xˇr)Xr,k, we infer from Equality (8.4) that
L(Xˇr,f r(zr))− L
′(Xˇr,f r(zr)) = 0 .
It follows that
L− L′ ∈ LinQ(z)(f r(zr) | f(z)) .
By (8.5), we thus obtain
L ∈
r∑
i=1
LinQ(z)(f i(zi) | f(z)) ,
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concluding the proof.
Lemma 8.3. — Let us assume that for every i, 1 ≤ i ≤ r, the elements of Ei
are linearly independent over Q. Then
MulQ (E1, . . . , Er) = {0} .
Proof. — Without any loss of generality, we assume that
Ei = {fi,1(αi), . . . , fi,si(αi)} ,
for some si ≤ mi. Enlarging the sets Ei if necessary, we can also assume that
the complex numbers
fi,j(αi), 1 ≤ j ≤ si,
form a basis of the Q-vector space generated by the numbers fi,j(αi), 1 ≤ j ≤
mi. There thus exist some algebraic numbers λi,j,k ∈ Q such that, for every
pair (i, j), 1 ≤ i ≤ r, 1 ≤ j ≤ mi, we have
(8.6) fi,j(αi) =
∑
k≤si
λi,j,kfi,k(αi) .
For every i, 1 ≤ i ≤ r, we set Xi := (Xi,j)j≤si and f i := (fi,j)j≤si . We also
set X = (X1, . . . ,Xr).
Let L(X) ∈ Mul
Q
(E1, . . . , Er). Theorem 7.1 ensures that the family
(Ti,αi)1≤i≤r satisfies Conditions (A), (B) and (C). Theorem 5.2 thus applies,
and there exists a polynomial Q ∈ Q(z,X), multilinear with respect to the
vector of indeterminates Xi = (Xi,1, . . . ,Xi,mi), and such that
(8.7) Q(z,f(z)) = 0 and Q(α,X) = L(X) .
Following Lemma 8.2, there exist some polynomials Q1(z,X), . . . , Qr(z,X)
such that Qi(z,X) ∈MulQ(z)(f i(zi) | f(z)) and
(8.8) Q(z,X) =
r∑
i=1
Qi(z,X) .
Every polynomial Qi can be uniquely decomposed as
(8.9) Qi(z,X) = Ri(z,X) + Si(z,X) ,
where the polynomial Si(z,X) does not contain any monomial with support
in X . Following (8.7), we have
(8.10)
r∑
i=1
Si(α,X) = 0 .
Let us consider the linear map
Λ :
{
Q(z)[X ] → Q(z)[X]
Xi,j 7→
∑
k≤si
λi,j,kXi,k
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By (8.6), we see that Λ is defined so that, for every P ∈ Q(z)[X ],
P (z, (fi,j(α))1≤i≤r,1≤j≤mi) = Λ(P ) (z, (fi,j(α))1≤i≤r,1≤j≤si) .
Since Qi(z,X) ∈ MulQ(z)(f i(zi) | f(z)), the polynomial Qi vanishes when
Xi is evaluated at f i(zi). Using Λ, we thus obtain
Λ(Qi)(z,X1, . . . ,X i−1,f i(zi),X i+1, . . . ,Xr) = 0 .
Evaluating this equality at z = α, we find that
Λ(Qi)(α,X1, . . . ,X i−1,f i(αi),X i+1, . . . ,Xr) = 0 .
By assumption, the numbers fi,j(αi), 1 ≤ j ≤ si, are linearly independent over
Q. Hence,
Λ(Qi)(α,X) = 0 .
On the other hand, the definition of Λ implies that Λ(Ri(z,X)) = Ri(z,X)
for every i. Applying Λ to the Equality (8.9), and evaluating at z = α, we
thus obtain
0 = Λ(Qi(α,X))
= Ri(α,X) + Λ(Si(α,X)) .
By (8.10), we have
r∑
i=1
Ri(α,X) = −
r∑
i=1
Λ(Si(α,X))
= −Λ
(
r∑
i=1
Si(α,X)
)
= 0 .
But, on the other hand, L(X) =
∑r
i=1Ri(α,X). We thus have L(X) = 0,
concluding the proof.
We are now ready to prove Proposition 8.1.
Proof of Proposition 8.1. — Without loss of generality, we can assume that
Ei = {fi,1(z), . . . , fi,si(zi)}
for some integer si ≤ mi. For every i, we consider a set Ji ⊂ {1, . . . , si} such
that the numbers
fi,j(αi), j ∈ Ji,
form a basis of the Q-vector space generated by the numbers fi,j(αi), 1 ≤ j ≤
si. There thus exist numbers λi,j,k ∈ Q such that
(8.11) fi,j(αi) =
∑
k∈Ji
λi,j,kfi,k(αi) ,
MAHLER’S METHOD IN SEVERAL VARIABLES I 61
for every j ≤ si, We consider the vector of indeterminatesX = (Xi,j)1≤i≤r, 1≤j≤si,
and we let XJ denote the set of indeterminates of the form Xi,j with j ∈ Ji.
There is a ring morphism Λ defined by
Λ :
{
Q[X] → Q[XJ ]
Xi,j 7→
∑
k∈Ji
λi,j,kXi,k .
We stress that Λ is defined so that for every P ∈ Q[Xi], we have
P ((fi,j(αi)1≤j≤si) = Λ(P ) ((fi,j(αi)j∈Ji) .
Let L(X) ∈ Mul
Q
(E1, . . . , Er). Then
Λ(L)
(
(fi,j(αi))1≤i≤r
j∈Ji
)
= L
(
(fi,j(αi)) 1≤i≤r
1≤j≤si
)
= 0 .
By assumption, for every i, the numbers fi,j(αi), j ∈ Ji, are linearly indepen-
dent Q. We thus infer from Lemma 8.3 that Λ(L)(XJ ) = 0. Hence, L belongs
to the kernel of Λ. This kernel is generated by the linear relations
Li,j(X) := Xi,j −
∑
k∈Ji
λi,j,kXi,k
for 1 ≤ i ≤ r and j /∈ Ji. On the other hand, Equality (8.11) ensures that
Li,j(X1, . . . ,X i−1,f i(αi),X i+1, . . . ,Xr) = 0 .
In other words,
Li,j(X) ∈ LinQ(Ei | E) .
This shows that L(X) ∈
∑r
i=1 LinQ(Ei | E), which ends the proof.
Before proving Theorem 2.4, we recall some basic facts about Kronecker
product of matrices.
Let A = (ai,j) and B = (bi,j) be two matrices with coefficients in a field K,
with respective sizem×n and p×q. We let A⊗B denote the Kronecker product
of A and B, which is defined as the mp× nq matrix whose (i, j)-coefficient is
a⌊ i−1
p
⌋
+1,
⌊
j−1
q
⌋
+1
× b
i−p
⌊
i−1
p
⌋
,j−q
⌊
j−1
q
⌋ .
In other words, we have
A⊗B =
 a1,1B · · · a1,nB... . . . ...
am,1B · · · am,nB
 .
Given a positive integer d, we let
A⊗d = A⊗ · · · ⊗A︸ ︷︷ ︸
d times
,
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denote the d-th Kronecker power of the matrix A.
The following classical properties can be found in [11].
Lemma 8.4. — The two following properties holds true.
(i) If A is an m×m matrix, then
detA⊗d = (detA)md .
(ii) If A, B, C, and D are matrices such that the product AB and CD are
well defined, then
(AB)⊗ (CD) = (A⊗ C)(B ⊗D) .
We are now ready to prove Theorem 2.4.
Proof of Theorem 2.4. — Of course,
∑r
i=1AlgQ(Ei | E) ⊂ AlgQ(E) and we
thus only have to prove the converse inclusion. Again, we assume without loss
of generality that
Ei = {fi,1(αi), . . . , fi,si(αi)} ,
for some si ≤ mi. We consider a vector of indeterminates X := (X1, . . . ,Xr),
where Xi := (Xi,j)1≤j≤si .
Let P (X) ∈ AlgQ(E) and let us fix an integer i with 1 ≤ i ≤ r. We let
di denote the degree of P with respect to the indeterminates Xi. We order,
using the lexicographic order, the elements µ1, . . . ,µsdii
of the set
{1, . . . , si}
di .
For 1 ≤ j ≤ sdii , we set
Mi,j(Xi) := Xi,µj,1 · · ·Xi,µj,di ,
where µj = (µj,1, . . . , µj,di). The Mi,j(Xi), 1 ≤ j ≤ s
di
i , thus run over
the “ordered monomials” of degree di in Xi. For every pair (i, j), we set
gi,j(zi) := Mi,j(f i(zi)). The functions gi,j can be described in terms of Kro-
necker products for we have
gi(zi) =
 gi,1(zi)...
g
i,s
di
i
(zi)

= f i(zi)
⊗di .
We then infer from Property (ii) of Lemma 8.4 that
(8.12) gi(zi) = Ai(zi)
⊗digi(Tizi) .
By assumption, the Mahler system associated with the matrix Ai(zi) is reg-
ular singular. There thus exist two matrices Φ(zi) ∈ GLmi(Q{zi}) and Bi ∈
MAHLER’S METHOD IN SEVERAL VARIABLES I 63
GLmi(Q), such that
(8.13) Ai(zi) = Φi(zi)BiΦi(Tizi)
−1 .
Applying Property (ii) of Lemma 8.4 to Equation (8.13), we obtain
Ai(zi)
⊗di = Φi(zi)
⊗diB⊗dii
(
Φi(zi)
−1
)⊗di .
This shows that the system (8.12) is also regular singular. On the other hand,
the poles of Ai(zi)
⊗di are the same as Ai(zi), and, following Property (i) of
Lemma 8.4, the determinant of Ai(zi)
⊗di is a power of detAi(zi). The point
αi thus remains regular with respect to the system (8.12).
Let us now consider a vector of indeterminates Y = (Yi,j)i≤r, j≤sdii
. Let
Q ∈ Q[Y ] be defined such that Q((Mi,j(Xi))i,j) = P (X). Hence,
Q
(
(gi,j(α)) 1≤i≤r
1≤j≤s
di
i
)
= 0 .
Furthermore, Q is linear with respect to the vector (Yi,j)j≤sdii
, for every 1 ≤
i ≤ r. By Proposition 8.1, there exist polynomials
Q1(Y1,1, . . . , Y1,sd11
), . . . , Qr(Yr,1, . . . , Yr,sdrr ) ,
such that
Qi((gi,j(αi))j≤sdii
) = 0 ,
for every i, 1 ≤ i ≤ r, and such that Q belongs to the vector space generated
by Q1, . . . , Qr over Q[Y ]. It follows that Qi((Mi,j(X i))j≤sdii
) ∈ AlgQ(Ei), and
finally that P ∈
∑r
i=1AlgQ(Ei | E). This concludes the proof.
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