Abstract. Query expansion methods have been studied for a long time -with debatable success in many instances. In this paper, a new approach is presented based on using term concepts learned by other queries. Two important issues with query expansion are addressed: the selection and the weighing of additional search terms. In contrast to other methods, the regarded query is expanded by adding those terms which are most similar to the concept of individual query terms, rather than selecting terms that are similar to the complete query or that are directly similar to the query terms. Experiments have shown that this kind of query expansion results in notable improvements of the retrieval effectiveness if measured the recall/precision in comparison to the standard vector space model and to the pseudo relevance feedback. This approach can be used to improve the retrieval of documents in Digital Libraries, in Document Management Systems, in the WWW etc.
Introduction
As the Internet and Digital Libraries become more and more popular, the growing number of documents has raised the problem called information overload. Typical search engines index billions of pages across a variety of categories, and return results ranked by expected topical relevance. But only a small percentage of these pages may be of a specific interest.
In Information Retrieval (IR) the number of retrieved documents is related to the number of appropriate search terms. Retrieval with short queries is typical in Web search [13] , but it is much harder as compared to retrieval with long queries. This is because shorter queries often provide less information for retrieval. Modern IR systems therefore integrate thesaurus browsers to find additional search terms [24] .
However, the aim of the retrieval activity is not to retrieve a large number of documents. Rather, users are interested in a high usefulness of the retrieved documents.
Another problem which is typical for the Web and for Digital Libraries is that the terminology used in defining queries is often different to the terminology used in the representing documents. Even if some users have the same information need they rarely use the same terminology in their queries. Many intelligent retrieval approaches [5, 18, 23] have tried to bridge this terminological gap.
Research on automatic query expansion (or modification) was already under way before the 60's when initial requests were enlarged in the grounds of statistical evidence [30] . The idea was to obtain additional relevant documents through expanded queries based on the co-occurrence of the terms. However, this kind of automatic query expansion has not been very successful. The retrieval effectiveness of the expanded queries was often not greater than, or even less than the effectiveness of the original queries [21, 22, 31] .
One idea involves the use of a relevance feedback environment where the system retrieves documents that may be relevant to a user's query. The user judges the relevance of one or more of the retrieved documents and these judgments are fed back to the system to improve the initial search result. This cycle of relevance feedback can be iterated until the user is satisfied with the retrieved documents. In this case, we can say that the more feedback is given to the system the better is the search effectiveness of the system. This behavior is verified by [4] . He has shown that the recall/precision effectiveness is proportional to the log of the number of relevant feedback documents.
But in a traditional relevance feedback environment the user voted documents are appropriate to the complete query. That means that the complete query is adapted to the users needs. If another user has the same intention but uses a different terminology or just one word more or less in his query then the traditional feedback environment doesn't recognize any similarities in these situations.
Another idea to solve the terminology problem is to use query concepts. The system called 'Rule Based Information Retrieval by Computer' (RUBIC) [1, 5, 18] uses production rules to capture user query concepts. In RUBIC, a set of related production rules is represented as an AND/OR tree, called a rule base tree. RUBIC allows the definition of detailed queries starting at a conceptual level. The retrieval output is determined by fuzzy evaluation of the AND/OR tree. To find proper weight values, Kim and Raghavan developed a neural network (NN) model in which the weights for the rules can be adjusted by users' relevance feedback. Their approach is different from the previous NN approaches for IR in two aspects [12, 14] . First, they handle relations between concepts and Boolean expressions in which weighted terms are involved. Second, they do not use their own network model but an already proven model in terms of its performance.
But the crucial problem of a rule-based system still exists: the automatic production of proper rules and the learning of appropriate structures of rules, not just the weights.
Query Expansion
The crucial point in query expansion is the question: Which terms (or phrases) should be included in the query formulation? If the query formulation is to be expanded by additional terms there are two problems that are to be solved, namely how are these terms selected and how are the parameters estimated for these terms.
Many terms used in human communication are ambiguous or have several meanings [20] . But in most cases these ambiguities are resolved automatically without noticing the ambiguity. The way this is done by humans is still an open problem of psychological research, but it is almost certain, that the context in which a term occurs plays a central role.
Most attempts at automatically expanding queries failed to improve the retrieval effectiveness and it was often concluded that automatic query expansion based on statistical data was unable to improve the retrieval effectiveness substantial [22] .
But this could have several reasons. Term-based query expansion approaches are mostly using hand-made thesauri or just plain co-occurrence data. They often do not use learning technologies for the query terms. On the other hand, those who use learning technologies (Neural Networks, Support Vector Machines, etc.) are query-based. That means these systems learn concepts (or additional terms) for the complete query.
In contrast to learning complete queries, the vital advantage of using term-based concepts is that other users can profit from learned concepts even if the same query is never used before. A statistical evaluation of log files has shown that the probability that a searcher uses exactly the same query than a previous searcher is much lower then the probability that parts of the query (phrases or terms) occurs in previous queries. So, even if a searcher never used the given search term, the probability that other searchers had used it is very high and then he can profit from the learned concept.
Traditional Document Retrieval
The task of traditional document retrieval is to retrieve documents which are relevant to a given query from a fixed set of documents, i.e. a document database. In a common way to deal with documents as well as queries, they are represented using a set of index terms (simply called terms) by ignoring their positions in documents and queries. Terms are determined based on words of documents in the database, usually during pre-processing phases where some normalization procedures are incorporated (e.g. stemming and stop-word elimination).
In the following, t i (1 ≤ i ≤ M) and d j (1 ≤ j ≤ N) represent a term and a document in the database, respectively, where M is the number of terms and N is the number of documents.
Vector Space Model
The most popular and the simplest retrieval model is the vector space model (VSM) [5] . In the VSM, a document d j is represented as a M dimensional vector
where T indicates the transpose, w ij is a weight of a term t i in a document d j . A query is likewise represented as
where w ik is a weight of a term t i in a query q k . These weights are computed by the standard normalized tf · idf weighting scheme [27] as follows:
where tf ij is the weight calculated using the term frequency f ij and idf i is the weight calculated using the inverse of the document frequency.
The result of the retrieval is represented as a list of documents ranked according to their similarity to the query. The similarity sim(d j , q k ) between a document d j and a query q k is measured by the standard cosine of the angle between d j and q k :
where · is the Euclidean norm of a vector.
Pseudo Relevance Feedback
A well-known method to obtain the terms for a query expansion is the pseudo relevance feedback [18] . Here, in a first step, documents are ranked with an original query, like in the VSM. Then, the highly ranked documents are assumed to be relevant and their terms are incorporated into original query. In the second step, the documents are ranked again by using the new expanded query. In this paper, we employ (like in Kise et al. [15] ) a simple variant of the pseudo relevance feedback:
Let¸be a set of document vectors for expansion given by
where q is an original query vector and τ is a threshold of the similarity. The sum d s of the document vectors in
can be considered as enriched information about the original query. Then, the expanded query vector q' is obtained by
where α is a parameter for controlling the weight of the newly incorporated component. Finally, the documents are ranked again according to the similarity sim(d j , q') to the expanded query.
Learning Term-based Concepts
A problem of the standard VSM is that a query is often too short to rank documents appropriately. To cope with this problem, our approach is to enrich the original query by expanding it with terms occurring in the documents of the collection. But in contrast to traditional pseudo relevance feedback methods, where the top i ranked documents are assumed to be relevant and then all their terms are incorporated into the expanded query, a different technique is used to compute the relevant documents as follows:
Let q = t 1 … t n be the user query containing the terms t 1 … t n and q = (w 1 , …,w i , …, w M )
T be the vector representation of this query. Let Q = {q 1 , …, q m } be the set of all previous queries q 1 , …, q m and D k + be the set of relevant documents of the query q k .
The goal is now to learn for each term t i a concept c i (1 ≤ i ≤ n) with the help of previous queries and their appropriate relevant documents. For this, the term t i is searched in all previous queries and if it is found, the relevant documents of these queries are used to learn the concept.
Due to the VSM, a concept is also a weighted vector of terms and calculated with:
where 0 ≤ τ i ,δ i ≤ 1 are weights for the original term and the additional terms, respectively.
The expanded query vector is obtained by the sum of all term-based concepts:
Before applying the expanded query, it is normalized by
For this approach, the complete documents (e.g. all term weights of the document vector) are summed up and added to the query. Although, in some papers it is reported that using just the top ranked terms is sufficient or sometimes better, experiments with this approach on our collections have shown that the more words are used to learn the concepts the better are the results. So, the decision was made to use always all terms of the documents and not only some (top ranked) terms.
If no ground truth of relevant documents is available, relevance feedback techniques can be used to get the ground truth. Then, concepts are learned by adding terms from retrieved relevant documents. Section 5.1 describes the test collections, section 5.2 describes our evaluation methods, and section 5.3 presents the results
Test Collections
For our comparison we used four standard test collections: CACM (collection of titles and abstracts from the journal 'Communications of the ACM'), CR (congressional report), FR (federal register) and NPL (also known as the VASWANI). These collections are contained in the TREC disks [9] . All collections are provided with queries and their ground truth (a list of documents relevant to each query). For these collections, terms used for document representation were obtained by stemming and eliminating stop words. Table 1 lists statistics about the collections after stemming and eliminated stop words. In addition to the number of documents, a difference among the collections is the document length: CACM and NPL consists of abstracts, while CR and FR contain much longer documents.
Queries in the TREC collections are mostly provided in a structured format with several fields. In this paper, the "title" (the shortest representation) is used for the CR and NPL collection whereas the "desc" (description; medium length) is used for the CACM and FR collection. 10.9 3.1 9.8 6.6
Evaluation
The following paragraphs describe some basic evaluation methods used in this paper. For further information and a more detailed description see Kise et al [15] .
Average Precision
A common way to evaluate the performance of retrieval methods is to compute the (interpolated) precision at some recall levels. This results in a number of recall/precision points which are displayed in recall/precision graphs [5] . However, it is sometimes convenient for us to have a single value that summarizes the performance. The average precision (non-interpolated) over all relevant documents [5, 7] is a measure resulting in a single value. The definition is as follows:
As described in section 3, the result of retrieval is represented as the ranked list of documents. Let r(i) be the rank of the i-th relevant document counted from the top of the list. The precision for this document is calculated by i/r(i). The precision values for all documents relevant to a query are averaged to obtain a single value for the query. The average precision over all relevant documents is then obtained by averaging the respective values over all queries.
Statistical Test
The next step for the evaluation is to compare the values of the average precision obtained by different methods [15] . An important question here is whether the difference in the average precision is really meaningful or just by chance. In order to make such a distinction, it is necessary to apply a statistical test.
Several statistical tests have been applied to the task of information retrieval [11, 33] . In this paper, we utilize the test called "macro t-test" [33] (called paired t-test in [11] ). The following is a summary of the test described in [15] :
Let a i and b i be the scores (e.g., the average precision) of retrieval methods A and B for a query i and define d i = a i -b i . The test can be applied under the assumptions that the model is additive, i.e., d i = µ + ε i where µ is the population mean and ε i is an error, and that the errors are normally distributed. The null hypothesis here is µ = 0 (A performs equivalently to B in terms of the average precision), and the alternative hypothesis is µ > 0 (A performs better than B). It is known that the Student's t-statistic
follows the t-distribution with the degree of freedom of n -1, where n is the number of samples (queries), d and s 2 are the sample mean and the variance:
By looking up the value of t in the t-distribution, we can obtain the P-value, i.e., the probability of observing the sample results d i (1 ≤ i ≤ N) under the assumption that the null hypothesis is true. The P-value is compared to a predetermined significance level σ in order to decide whether the null hypothesis should be rejected or not. As significance levels, we utilize 0.05 and 0.01.
Results and Comparison to the Standard
In this section the results of the experiments are presented. Results were evaluated using the average precision over all queries. Recall/precision graphs were generated and then significance tests were applied to the results.
Recall and Precision
As described above, term weights in both documents and queries are determined according to the normalized tf·idf weighting scheme and the similarity is calculated by the VSM cosine measure, see also formula (3). The results of the pseudo relevance feedback are depending on the two parameters β (weight) and θ (similarity threshold). To get the best results, we were varying β from 0 to 5.0 with step 0.1 and θ from 0.0 to 1.0 with step 0.05. For each collection, best individual β and θ are calculated such that their average precision is highest: The results for the concept-based queries are calculated as follows: For each individual query, all concepts of the terms within this query are learned by using all other queries with the help of their relevant documents (leave-one-out test) and the expanded query is used to calculate the new recall/precision result. Of course, the relevant documents of the current query are not used to learn the concepts.
The results of our concept-based expansion are also depending on weights. For the experiments described in this paper we just used the default value: τ i = δ i = 1. Figure 1 shows the recall/precision results of the original query with the standard vector space model (red line, VSM), the pseudo relevance feedback (blue line, PRF) and the expanded query using learned concepts (green line, concepts).
The recall/precision graphs in figure 1 indicate that the automatic query expansion method based on learned concepts yields a considerable improvement in the retrieval effectiveness in 3 collections over all recall points compared to the standard vector space model and to the pseudo relevance feedback method (except with the NPL collection). There is no indication that the improvement is depending on the size of the collection, the number of documents nor on the number or size of the queries. The method performs good on CACM but only somewhat better than the VSM on the NPL. On FR it performs better than on the CR collection. Looking at the figures the impression could arise that our method performs better with longer queries. But experiments with the CR collection have shown that 'title' queries result a better precision than 'description' or 'narrative' queries. This behavior is in contrast to the first impression of the figures.
Additionally, as described above, the more words and the more documents are used to learn the concept the better are the results. Experiments have shown that the precision continues to increase as more documents are used. 
Statistical tests
The results above are very exciting. But in order to be sure that these results are really meaningful and not just by chance, it is necessary to apply a statistical test. As described above, we used the "macro t-test". The results of the macro t-test for all pairs of methods are shown in table 3. The meaning of the symbols such as "", ">" and "~" is summarized at the bottom of the table. For example, the symbol "<" was obtained in the case of the concept method compared to the VSM for the NPL collection. This indicates that, at the significance level σ = 0.05, the null hypothesis "concept method performs equivalently to the VSM" is rejected and the alternative hypothesis "concept method performs better than the VSM" is accepted. (At σ = 0.01, however, the null hypothesis cannot be rejected.)
Roughly speaking, "A @(?) B", "A > (<) B" and "A~B" indicate that "A is almost guaranteed to be better (worse) than B", "A is likely to be better (worse) than B" and "A is equivalent to B", respectively.
The macro t-tests confirm our results. Our new method for expanding queries which is based on term-based concepts outperforms the standard VSM and the pseudo-relevance feedback (except on the NPL collection).
Due to the low P-values in the '@' cases it is proved that the results are not obtained by chance and that the improvements are significant. 
Conclusions and Future Work
We have described an approach for bridging the terminology gap between user queries and potential answer documents using term-based concepts. In this approach for all query terms concepts are learned from previous queries and relevant answer documents. A new query is transformed by replacing the original query terms by the learned concepts. This is in contrast to traditional query expansion methods which do not take into account previous queries but mostly rely on term statistics of the underlying document collection or hand-made thesauri. Our experiments made on four standard test collections with different sizes and different document types have shown considerable improvements vs. the original queries in the standard vector space model and vs. the pseudo relevance feedback (here, except on the NPL collection). This is true even through the parameters for pseudo relevance feedback were optimized, while for our approach we did not touch the parameters. The improvements seem not to depend on the type nor on the size of the collection and they are not obtained by chance.
The vital advantage of the approach is that in a multi-user scenario users can benefit from concepts learned by other users. The approach is expected to perform better as more users and queries are involved. It can be used to improve the retrieval of documents in Digital Libraries, Document Management Systems, WWW etc.
In the near future it is planned to make some experiments on the influence of the weights τ i and δ i (cmp. equation (8)), and to develop functions for calculating these parameters for each individual concept. Further experiments are planned using uservoted relevance feedback instead of collection-given ground-truth to test the performance on 'real-life' data. For this we are currently collecting queries and click data from a search engine [10] .
The approach on passage-based retrieval by Kise [15] has shown good improvements vs. LSI and Density Distribution. Instead of using the complete relevant documents for expanding the query or using the n top ranked terms, an interesting idea for the future is to use just terms of relevant passages within the documents. This should increase the quality of the expanded queries.
