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AUTOMORPHISM GROUPS OF FINITE-DIMENSIONAL
ALGEBRAS ACTING ON SUBALGEBRA VARIETIES
ALEX SISTKO
Abstract. Let k be an algebraically-closed field, and B a unital, associative
k-algebra with n := dimk B < ∞. For each 1 ≤ m ≤ n, the collection of all
m-dimensional subalgebras of B carries the structure of a projective variety,
which we call AlgGrm(B). The group Autk(B) of all k-algebra automorphisms
of B acts regularly on AlgGrm(B). In this paper, we study the problem of
explicitly describing AlgGrm(B), and classifying its Autk(B)-orbits. Inspired
by recent results from [22], we compute the homogeneous vanishing ideal of
AlgGrn−1(B) when B is basic, and explictly describe its irreducible compo-
nents. We show that in this case, AlgGrn−1(B) is a finite union of Autk(B)-
orbits if B is monomial or its Ext quiver is Schur, but construct a class of
examples to show that these conditions are not necessary.
1. Introduction
Within contemporary algebra, finite-dimensional associative algebras undoubt-
edly play a critical role. For instance, their (finite-dimensional) representation
theory can be reasonably said to unite the (finite-dimensional) representation the-
ories of groups, quivers, and other categories of continuing interest. But they can
also be studied directly, ex. as a subcategory of the category of associative rings, or
algebras over a fixed base field. We might call this direct approach “ring-theoretic,”
although this title perhaps obscures the difficulty and importance of the problems
that arise, since noncommutative ring theorists do not seem particularly interested
in finite-dimensional objects. For instance, this approach is necessary to under-
stand automorphism groups of finite-dimensional algebras, which can be related to
important symmetries of their module categories [3], [13]. It is also necessary for
the study of varieties of algebras of a fixed dimension, or for related classification
problems [12], [14].
To remedy this hopelessness, we can take a relative point of view. Instead of
trying to classify n-dimensional algebras over a field k, we can start with such
an algebra B, and show how conditions on B influence its quotient algebras and
subalgebras. Of the two, quotients appear to be better-behaved than subalgebras.
Nevertheless, subalgebras of finite-dimensional algebras still remain important to
contemporary mathematics: consider the theory of split and separable extensions
[32], or the work of Motzkin and Taussky [28] [29] on commutative subalgebras
of matrix rings. In particular, maximal subalgebras of finite-dimensional algebras,
2000 Mathematics Subject Classification. Primary 16W20; Secondary 16S99, 16U60, 14L30,
14N99
Keywords finite-dimensional algebra, subalgebra, maximal subalgebra, automorphism group,
subalgebra variety, quiver.
1
2 ALEX SISTKO
possibly with respect to a certain property (ex. commutativity), have been a sub-
ject of interest for decades. Maximal commutative subalgebras of Mn(k) have been
studied extensively, for instance in [37], [23], [27], [28], [29], [18], [25]. Maximal
subalgebras of central simple algebras were classified by Racine in [33], [34]. Inde-
pendently, Agore [1] used a geometric argument of Gerstenhaber [17] to bound the
maximal dimension of a C-subalgebra inMn(C) by n
2−n+1. More recently, the au-
thor and Iovanov [22] found general structure theorems for maximal subalgebras of
finite-dimensional algebras, provided explicit classifications for semisimple algebras
and basic algebras, and connected their theory to split and separable extensions of
algebras.
This paper was inspired by a question raised during the writing of [22]: if B is
a finite-dimensional algebra, and A,A′ ⊂ B are two isomorphic subalgebras, under
what conditions do we know that A′ = ψ(A) for some k-algebra automorphism
ψ ∈ Autk(B)? More generally, can we classify Autk(B)-orbits of subalgebras of
B, and relate them to isoclasses of subalgebras? To study this question, it seems
natural to try and exploit the structure of Autk(B), which is a linear algebraic
group. For each m ≤ dimkB, we define a (projective) k-variety AlgGrm(B) which
parametrizesm-dimensional subalgebras, and on which Autk(B) acts regularly. We
then seek to understand geometric properties of AlgGrm(B), and properties of the
Autk(B)-action upon it.
The idea of studying subalgebras through the variety AlgGrm(B) was partially
inspired from recent work in representation theory. Taking B = kQ/I for some
quiver Q and admissible ideal I, representation theorists have long studied affine
and projective varieties parametrizing B-modules of a fixed dimension vector d =
(d1, . . . , dn). For exposition, see [4], [15], [21]. The affine theory appears to ex-
tend at least as far back as Gabriel’s theorem on representation-finite hereditary
algebras [21], while the projective theory was developed by Bongartz and Huisgen-
Zimmermann in [5], [6]. A common unifying principle is the construction of moduli
spaces in the spirit of King [24]. On the algebra side, Gabriel [14] constructs an
affine variety Alg(n) which parametrizes n-dimensional algebras over a fixed field
k. In a broad sense, one might hope that AlgGrm(B) provides a projective context
to study questions related to Gabriel’s Alg(n), in analogy to the work described
above. However, AlgGrm(B) is in some sense fundamentally different, with its focus
on subalgebras of a fixed algebra B, rather than all algebras of a fixed dimension.
But again, this relative perspective has an analogy in geometric representation the-
ory, where others have used projective varieties to study submodules of a fixed
dimension vector. Indeed, if M is a d-dimensional kQ-module and e = (e1, . . . , en)
is a dimension vector satisfying ei ≤ di for all 1 ≤ i ≤ n, the Quiver Grassmannian
GrQe (M) of all e-dimensional kQ-submodules of M has provoked recent interest.
These varieties first appeared in the work of Schofield [36] and Crawley-Boevey
[11]. Subsequent work can be seen from Reineke [35], Caldero-Reineke [7], and
Cerulli Irelli-Feigin-Reineke [8], [9], [10].
The paper is organized as follows. Section 2 supplies the main definitions used in
this paper, and briefly reviews relevant results from [22]. In section 3 we introduce
the variety AlgGrm(B) of m-dimensional subalgebras of B, and discusses its basic
properties. Section 4 contains the main results of this paper. In it, we give an
explicit realization for AlgGrdimk B−1(B) where B is a basic, including a description
of its irreducible components. More specifically, we prove the following:
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Theorem 1.1. Let B = kQ/I, for some quiver Q and admissible ideal I. Let
dimk B = n. Then AlgGrn−1(B) only depends on the Ext-quiver of B. Fur-
thermore, there exists a closed embedding AlgGrn−1(B) →֒ P
N , for some natural
number N , under which the irreducible components of AlgGrn−1(B) become lin-
ear subspaces. The homogeneous vanishing ideal of AlgGrn−1(B) with respect to
this embedding is explicitly computed, and its irreducible components are explicitly
identified.
See theorem 4.1 for a description of the vanishing ideal and corollary 4.4 for the
description of the irreducible components. As a consequence, we have the following:
Corollary 1.2. If B is basic, then AlgGrn−1(B) is irreducible if and only if its
Ext-quiver is either an m-loop quiver, and m-Kronecker quiver, or two isolated
vertices.
See definition 4.2 for all relevant terminology.
Finally, section 5 discusses the action of Autk(B) on AlgGrn−1(B) in the basic
case. In particular, we study conditions under which AlgGrn−1(B) is a finite union
of Autk(B)-orbits. Using results from [22], we prove the following theorem:
Theorem 1.3. Let B, Q, and n be as before. Let HB be the group of all B-
automorphisms fixing the vertices of Q. Then AlgGrn−1(B) is a finite union of
Autk(B)-orbits if and only if for every pair (u, v) ∈ Q0×Q0 with uJ(B)/J(B)2v 6=
{0}, P((uJ(B)/J(B)2v)∗) is a finite union of HB-orbits.
See Theorem 5.2 for details. In the above, (uJ(B)/J(B)2v)∗ denotes the vector
space dual. As a consequence, we show that AlgGrn−1(B) is a finite union of
Autk(B)-orbits in the case that either Q is Schur, or B is monomial. We end this
section by constructing a class of B satisfying this finite orbit property, but for
which B is not generally monomial and its Ext-quiver is not generally Schur.
2. Background
Unless otherwise stated, k will denote an algebraically-closed field. All algebras
are unital, associative, finite-dimensional k-algebras. Our terminology on bound
quiver algebras essentially comes from [2]. Let Q be a finite quiver with vertex set
Q0, arrow set Q1, and source (resp. target) function s (resp. t) : Q1 → Q0. Let
kQ denote the path algebra of Q, and let J(Q) denote the two-sided ideal in kQ
generated by Q1. By a slight abuse of notation, for any u, v ∈ Q0 we let uQ1v
denote the set of arrows in Q with source u and target v, and we let ukQ1v denote
their k-span inside kQ. Define d(u, v) = dimk ukQ1v. Note that if uQ1v = ∅,
then ukQ1v = {0} and GL(ukQ1v) is the trivial group. Similar to [20], we define
V 2(Q) = {(u, v) ∈ Q0 ×Q0 | uQ1v 6= ∅}. The no-double edge graph of a quiver Q
is the (undirected) graph with vertex set Q0, and an edge between u and v if and
only if uQ1v ∪ vQ1u 6= ∅.
A basic algebra is an algebra of the form B = kQ/I, where I is an admissible
ideal of kQ, i.e. an ideal satisfying J(Q)2 ⊃ I ⊃ J(Q)ℓ for some ℓ ≥ 2. Note that
B = kQ0 ⊕ J(B) = kQ0 ⊕ J(Q)/I, and that kQ0 ∼= B/J(B) ∼= k|Q0|. In fact,
the Wedderburn-Malcev theorem tells us that this decomposition is unique in the
following sense: for all subalgebras B0 ⊂ B isomorphic to kQ0, there is an x ∈ J(B)
such that (1 + x)B0(1 + x)
−1 = kQ0 (see, for instance, [30]).
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For n ≥ 2, we define TnQ := kQ/J(Q)n, the nth truncated quiver algebra as-
sociated to Q. From here on out, we put total orderings on Q0 and Q1: write
Q0 = {v0 < . . . < vn0} for some n0 ∈ Z≥0 and Q1 = {α1 < . . . < αn1} for some
n1 ∈ N. Note that for the sake of stating the results with a minimum of caveats,
the author assumes Q1 6= ∅ for our generic quiver Q; the theorems are still valid,
albeit trivial, for the Q1 = ∅ case. We also assume that the total ordering on Q1
satisfies the following condition: if uQ1v 6= ∅, then the arrows in uQ1v form an
interval within the total ordering of Q1 (i.e. there exist indices 1 ≤ iuv ≤ n1 and
nuv ≥ 0 such that ukQ1v = {αiuv , αiuv+1, . . . , αiuv+nuv}).
We let Autk(B) denote the group of all k-algebra automorphisms of B. It is a
Zariski-closed subgroup of GL(B), and hence a linear affine algebraic group. Our
notation for subgroups of Autk(B) is borrowed from the notation in [31], [19], [20].
Given two subalgebras A and A′ of B and a subgroup G ≤ Autk(B), we say they
are G-conjugate in B if there exists a φ ∈ G such that φ(A) = A′. If G = Autk(B),
we just say that they are conjugate. For a unit u ∈ B×, we let ιu denote the
corresponding inner automorphism, i.e. the map ιu(x) = uxu
−1 for all x ∈ B. We
let Inn(B) denote the group of all inner automorphisms, and Inn∗(B) = {ι1+x |
x ∈ J(B)} denote the group of unipotent inner automorphisms. For a quiver Q,
we define SQ to be the permutations σ of Q0 satisfying |σ(u)Q1σ(v)| = |uQ1v|
for all u, v ∈ Q0. This is a quotient of Aut(Q), and with our ordering of Q1, it
acts as a subgroup of Autk(TnQ) by defining it on arrows as follows: for σ ∈ SQ,
and (u, v) ∈ V 2(Q) with uQ1v = {αi, . . . αi+d} and σ(u)Q1σ(v) = {αj , . . . , αj+d},
σ(αi+ℓ) = αj+ℓ.
Most of the constructions outlined in the next section work for arbitrary B, but
basic algebras will be the primary focus of this paper. There is a simple reason
for this: subalgebras of basic algebras are particularly well-behaved. For instance,
maximal subalgebras of basic algebras can be classified explicitly up to Inn∗(B)-
conjugation. Indeed, theorem 4.1 of [22] shows the following:
Theorem 2.1. Let B = kQ/I be a basic algebra over an algebraically-closed field k.
Let A ⊂ B be a maximal subalgebra. Consider the following two classes of maximal
subalgebras of B:
For a two-element subset {u, v} ⊂ Q0, we define
A(u + v) := k(u+ v)⊕

 ⊕
w∈Q0\{u,v}
kw

⊕ J(B).
For an element (u, v) ∈ V 2(Q) and a codimension-1 subspace U ≤ ukQ1v, we define
A(u, v, U) := kQ0 ⊕ U ⊕

 ⊕
(w,y)∈Q20\{(u,v)}
wkQ1y

⊕ J(B)2.
Then there exists a unipotent inner automorphism ι1+x ∈ Inn
∗(B) such that either
ι1+x(A) = A(u + v) or ι1+x(A) = A(u, v, U), for some appropriate choice of u, v,
and possibly U .
Following the terminology in [22], if A is Inn∗(B)-conjugate to a subalgebra of the
form A(u+v), then we say that A is of separable type. If A is Inn∗(B)-conjugate to
an algebra of the form A(u, v, U), then we say that A is of split type. Theorem 2.1
has immediate consequences for subalgebras of basic algebras. These properties are
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not difficult to demonstrate, but since they are conceptually useful, we list them in
a corollary below for future reference:
Corollary 2.2. Let B be a basic k-algebra of dimension n, and let A ⊂ B be a
subalgebra. Then A satisfies the following:
(1) A is also a basic algebra.
(2) If A is a maximal subalgebra, then dimk A = n− 1.
(3) If A is a maximal subalgebra, then J(A) is a B-subbimodule of J(B),
J(A) = A ∩ J(B), and J(B)2 ⊂ J(A).
(4) More generally, if m = dimk A, then J(B)
2(n−m) ⊂ A.
Proof. Properties 1-3 follow immediately from Theorem 2.1. Property 4 follows
from 1-3 by induction on n−m. 
For arbitrary B, properties 1 and 2 are false. Property 3 only holds for a suit-
able generalization of split-type subalgebras, although it follows from [22] that, in
general, J(B)2 ⊂ J(A). Similar reasoning also tells us that if we have a sequence
Am ⊂ Am−1 ⊂ . . . ⊂ A1 ⊂ A0 = B, such that Ai is a maximal subalgebra of Ai−1
for all i, then J(B)2m ⊂ Am.
Note: In spite of this paper’s focus on basic algebras, there are good reasons to
study AlgGrm(B) when B is not basic. In the next section, for instance, we will
see why subalgebras of Mn(k) might be of particular interest.
3. Varieties of Subalgebras
Set n = dimkB, and fix some 1 ≤ m ≤ n. For any two finite-dimensional
k-vector spaces V and W , we let Hom◦k(V,W ) denote the collection of injective
k-linear maps V →W . We think of Hom◦k(V,W ) as (dimkW )× (dimk V )-matrices
of full rank as needed. GL(V ) acts on the right of Hom◦(V,W ), and the projection
Hom◦k(V,W ) → Hom
◦
k(V,W )/GL(V ) is a geometric quotient in the category of
schemes. Of course, Hom◦k(V,W )/GL(V ) is just Grdimk V (W ), the Grassmannian
of dimk V -dimensional subspaces of W .
Definition 3.1. Let AlgGrm(B) denote the collection of all m-dimensional sub-
algebras of B, considered as a subset of Grm(B). Note that if B is basic, then
AlgGrn−1(B) is the collection of all maximal subalgebras of B.
Lemma 3.2. AlgGrm(B) is closed in Grm(B). In particular, AlgGrm(B) is a
projective variety.
Proof. Choose a basis of B to identify U := Hom◦k(k
m, B) with the open subset
of Mn,m(k) consisting of matrices with full rank. Let π : U → Grm(B) denote the
corresponding quotient map. Since π is a geometric quotient, it is enough to show
that X := π−1(AlgGrm(B)) is closed in U . Now, X is the collection of all matrices
A ∈ U satisfying the following:
(1) 1 ∈ colA.
(2) Im(µB |colA⊗colA) ⊂ colA.
Here, colA denotes the column space of A, and µB : B⊗B → B is the multiplication
map of B (considered as a map kn
2
→ kn when needed). It is standard to check
that these conditions are Zariski-closed, from which the claim follows. 
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At this point, we wish to take a quick look at AlgGrm(B) for B = Md(k),
where d > 1. This example will show us two things: first, it will show us that these
varieties encode interesting algebraic data; and second, it will give us a sense of how
difficult it might be to provide a uniform description of AlgGrm(B) for arbitrary
m and B.
Definition 3.3. For any A ∈ AlgGrm(B), define Iso(A,B) = {A
′ ∈ AlgGrm(B) |
A′ ∼= A as k-algebras}.
Proposition 3.4. Let d > 1, and let 1 ≤ m ≤ d2. Then points of AlgGrm(Md(k))
may be identified with d-dimensional faithful representations of m-dimensional al-
gebras, in such a way that the following hold, for each A ∈ AlgGrm(Md(k)):
(1) Iso(A,Md(k)) is the collection of all faithful d-dimensional A-modules;
(2) A′ ∈ Iso(A,Md(k)) is conjugate to A if and only if they correspond to
isomorphic A-modules.
Proof. Let A be an m-dimensional k-algebra. Then a d-dimensional faithful mod-
ule is the same as a d-dimensional vector space V , along with a k-algebra injection
A →֒ Endk(V ). After fixing a basis for V , this is the same as a k-algebra injec-
tion A →֒ Md(k). A different faithful d-dimensional representation, call it V ′, will
yield another injection A →֒ Endk(V ′) ∼= Md(k), whose image is isomorphic to A.
Every subalgebra of Md(k) isomorphic to A arises in the way, and so elements of
AlgGrm(Md(k)) correspond bijectively to d-dimensional faithful representations of
m-dimensional algebras. For claim (1), recall that Autk(Md(k)) = Inn(Md(k)) ∼=
GLd(k)/k
× by the Skolem-Noether Theorem. If g ∈ GLd(k), then restriction along
φ := ιg |A: A → gAg−1 replaces the faithful A-module kd by the faithful A-
module Resφ(k
d). But Resφ(k
d) ∼= kd as A-modules under g, considered as an
endomorphism of kd. Conversely, suppose that A′ ∈ AlgGrm(Md(k)) is given, such
that A ∼= A′ and the A-module structure on kd induced by A′ is isomorphic to
the structure defining A itself. This means that there exists a k-algebra isomor-
phism ψ : A → A′ such that Resψ(kd) ∼= kd as A-modules. In other words, there
is an invertible k-linear map g ∈ GLd(k) such that for all a ∈ A and v ∈ kd,
g(ψ(a)v) = ag(v). But since kd is faithful, this implies gψ(a) = ag as endomor-
phisms on kd, and hence ψ = ιg−1 |A. 
Note: Theorem 3.4 implies that AlgGrm(B) is not always a finite union of Autk(B)-
orbits. For instance, consider the three-dimensional algebraA = k[x, y]/(x2, xy, y2).
A has infinite representation type. In fact, it is easy to see that for each λ ∈ k,
the map (x, y) 7→
((
0 1
0 0
)
,
(
0 λ
0 0
))
defines a 2-dimensional indecompos-
able A-module Mλ, and Mλ ∼= Mµ if and only if λ = µ. But then {Mλ⊕A} |λ∈k is
an infinite collection of pairwise non-isomorphic, 5-dimensional faithful A-modules.
In particular, AlgGr3(M5(k)) is not a finite union of Autk(M5(k))-orbits. It may
amuse the reader to note that AlgGr3(M2(k)) is a finite union of Autk(M2(k))-
orbits.
Isomorphism classes of subalgebras of B are generally not open or closed, but
they are constructible in AlgGrm(B). This may not surprise the reader, since they
are clearly Autk(B)-invariant, and hence a union of Autk(B)-orbits. Note, however,
that the example above shows that this fact alone does not imply constructibility,
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since isoclasses might be (uncountably) infinite unions of Autk(B)-orbits. To prove
the constructibility of isoclasses, we rely on a well-known theorem of Chevalley:
Theorem 3.5 (Chevalley). Let f : X → Y be a morphism of schemes. Assume that
f is quasi-compact and locally of finite presentation, and that Y is quasi-compact
and quasi-separated. Then the image of every constructible subset of X under f is
a constructible subset of Y .
It is easy to check that π : U → Grm(B) of lemma 3.2 satisfies these conditions.
To prove the constructibility of isoclasses, we introduce a few extra definitions.
Definition 3.6. Let π : U → Grm(B) be the quotient map from before. For any
A ∈ AlgGrm(B), an element F ∈ π
−1(A) is called a frame of A.
Definition 3.7. Let F be a fixed frame for A ∈ AlgGrm(B), with columns f1, . . . , fm.
Define I(F ) to be the group of all g ∈ GL(B) such that g ·µB(fi, fj) = µB(g ·fi, g ·fj)
for all i, j ∈ {1, . . . ,m}.
Of course, I(F ) is a closed subgroup of GL(B), and I(F ) contains Autk(B). Note
that I(F ) depends a priori on the frame chosen for A.
Proposition 3.8. Fix A ∈ AlgGrm(B) and F ∈ π
−1(A) with columns f1, . . . , fm.
Then A′ ∈ Iso(A,B) if and only if for any frame F ′ of A′, there exist g ∈ I(F ) and
φ ∈ GLm(k) such that F ′ = g · F · φ−1. Consequently, Iso(A,B) is a constructible
subset of AlgGrm(B).
Proof. It is clear that A′ ∼= A if any frame of A′ is of the form g · F · φ−1, for
some g ∈ I(F ) and φ ∈ GLm(k). So assume that γ : A → A′ is a k-algebra
isomorphism. Then γ(F ) := (γ(f1) | · · · | γ(fm)) is a frame for A′. Since any
two frames for A′ are in the same GLm(k)-orbit of U , it is enough to show that
γ(F ) = g ·F for some g ∈ I(F ). Pick ordered bases β = {f1, . . . , fm, fm+1, . . . , fn}
and γ(β) := {γ(f1), . . . , γ(fm), hm+1, . . . , hn} for B, and define γˆ(fi) = γ(fi) for
1 ≤ i ≤ m and γˆ(fm+j) = hm+j for 1 ≤ j ≤ n−m. Then if g denotes the matrix
corresponding to γˆ with respect to the fixed basis chosen for B, g ∈ I(F ) and
γ(F ) = g · F . From this, it follows that π−1(Iso(A,B)) = [I(F )×GLm(k)] · F is
constructible. By theorem 3.5, Iso(A,B) is constructible as well. 
We now begin our study of subalgebra varieties of basic algebras. We first note a
straightforward consequence of corollary 2.2:
Lemma 3.9. Let B = kQ/I. Then AlgGrm(B)
∼= AlgGrm(B/J(B)
2(n−m)) as a
projective variety, where m = dimkB/J(B)
2(n−m) − n+m.
Proof. By corollary 2.2, J(B)2(n−m) ⊂ A for all A ∈ AlgGrm(B). Therefore,
the correspondence A ↔ A/J(B)2(n−m) provides an equivalence AlgGrm(B)
∼=
AlgGrm¯(B/J(B)
2(n−m)), as we wished to show. 
Note: Applying lemma 3.9 to maximal subalgebras of B = kQ/I, we find that
AlgGrn−1(B) is isomorphic to AlgGrdimk B/J(B)2−1B/J(B)
2. But note that the
algebra B/J(B)2 is isomorphic to T2Q, so that AlgGrn−1(B) only depends on the
underlying quiver of B. Therefore, we make the following definition:
Definition 3.10. msa(Q) := AlgGrn−1(T2Q) where dimk T2Q = n. We can think
of msa(Q) as the variety of maximal subalgebras of any algebra of the form B =
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kQ/I, for some admissible ideal I ⊂ kQ. The action of Autk(B) on msa(Q) factors
through the projection map Autk(B)→ Autk(B/J(B)2) ∼= Autk(T2Q).
Lemma 3.9 shows that AlgGrm(B)
∼= AlgGrm′(B
′) does not imply m = m′ or
B 6∼= B′. This problem is particularly acute for maximal subalgebras of basic alge-
bras, where the corresponding variety for any admissible quotient of kQ is isomor-
phic to msa(Q). However, one might try to recover the subalgebra structure of B =
kQ/I from msa(Q) by studying its Autk(B)-orbits and isoclasses. Since Autk(B)
acts on msa(Q) through its image under the map Autk(B)→ Autk(B/J(B)2), this
is really a special case of the following general problem:
Problem 3.11. Suppose that B is a finite-dimensional algebra, and that G is a
subgroup of Autk(B). Classify the G-orbits of AlgGrm(B).
This problem is too general for us to expect any reasonable answer, even for basic
algebras. However, in section 5 we discuss several interesting conditions on an
admissible ideal I ⊂ kQ, which guarantee that msa(Q) is at least a finite union of
Autk(B)-orbits.
4. The Structure of msa(Q)
In this section, we provide an explicit description for the variety msa(Q) in-
troduced in the previous section. Specifically, we construct a closed embedding
msa(Q) →֒ PN for N = |Q0| + |Q1| − 2, and find a finite set of generators for the
homogeneous vanishing ideal of msa(Q) in k[PN ]. We then describe the irreducible
components of msa(Q).
For the next theorem, letB = T2Q for some quiverQ, withQ0 = {v0, v1, . . . , vn0},
and Q1 = {α1, . . . , αn1}. Let Q0 and Q1 be ordered as in Section 2. Extend
these orderings to a total ordering on Q0 ∪ Q1 by defining v < α for all v ∈ Q0
and α ∈ Q1. We will freely treat subsets of Q0 ∪ Q1 as totally ordered sets un-
der the induced ordering. Let V = spank(Q0 \ {v0} ∪ Q1), and let R = k[V ] =
k[v1, . . . , vn0 , α1, . . . , αn1 ] denote the homogeneous coordinate ring of the isomor-
phic projective varieties:
Grn0+n1−1(V )
∼= P(V ∗) ∼= P(V ).
Recall that if we consider an element x ∈ Q0 \ {v0} ∪ Q1 as an element of
R, then the statement “x vanishes on A ∈ Grn0+n1−1(V )” is equivalent to the
statement “x(F ) = 0 for any frame F of A.” Here, a frame of A is simply an
(n0 + n1)× (n0 + n1 − 1)-matrix whose columns form an ordered basis for A, and
x(F ) is the (n0+n1−1)× (n0+n1−1)-minor of F formed by deleting the xth-row.
Note that if F ′ is obtained from F by column operations, then x(F ) = 0 implies
x(F ′) = 0. Also recall that Grn0+n1−1(V ) can be decomposed into Schubert cells
indexed by (n0+n1−1)-element subsets of Q0 \{v0}∪Q1. For our purposes, it will
be easier to index the Schubert cells by 1-element subsets instead, i.e. by taking
the complement of a given (n0 + n1 − 1)-element subset. With this convention,
if x ∈ Q0 \ {v0} ∪ Q1 is any element, then its corresponding Schubert cell is the
collection of all A ∈ Grn0+n1−1(V ) with the following property: any frame F of A
is column-equivalent to a reduced-column echelon matrix with pivots on every row
except for the x-row.
The basis Q0 ∪Q1 for B allows us to fix a k-vector space isomorphism B → B∗.
The dual vector of x ∈ Q0 ∪Q1 will be denoted x
∗. More generally, for any vector
AUTOMORPHISM GROUPS ACTING ON SUBALGEBRA VARIETIES 9
x =
∑
v∈Q0
λvv +
∑
α∈Q1
λαα in B, we let x
∗ denote its image
∑
v∈Q0
λvv
∗ +∑
α∈Q1
λαα
∗ in B∗. Finally, if S is any finite set, and σ : S → Z≥0 is function
taking values in the non-negative integers, we let |σ| =
∑
x∈S σ(x) and supp(σ) =
{x ∈ S | σ(x) 6= 0}.
Theorem 4.1. There is a closed embedding msa(Q) →֒ Grn0+n1−1(V ), whose im-
age is the vanishing set of the ideal X = X0 +X1/2 +X1 ⊂ R, where:
(1) X0 is the ideal generated by the set {v2i vj − (−1)
j−i−1viv
2
j | 1 ≤ i < j ≤
n0} ∪ {vivjvk | 1 ≤ i < j < k ≤ n0},
(2) X1/2 is the ideal generated by the sets {αivj | vj 6∈ {s(αi), t(αi)}}, {(vk −
(−1)k−j−1vj)αi | 1 ≤ j < k ≤ n0, αi ∈ vjQ1vk}, and {vα | s(α) = v =
t(α)},
(3) X1 is the ideal generated by the set {αiαj | αi is not parallel to αj}.
Proof. Let v∗0 : B → k denote the algebra character afforded by the simple
B-module at v0, and let L : B → ker v∗0 = V be the linear transformation
L(x) = x − v∗0(x) · 1. Then L is surjective with kerL = k · 1, and so it in-
duces an isomorphism L : B/k · 1 → V . Dualizing, we get an isomorphism
(L)∗ : V ∗ → (B/k · 1)∗, which induces an isomorphism P(V ∗) ∼= P((B/k · 1)∗) ∼=
Grn0+n1−1(B/k · 1). But since every subalgebra is unital, the map A 7→ A/k · 1
induces a closed immersion msa(Q)→ Grn0+n1−1(B/k · 1), and hence a closed im-
mersion msa(Q) → P(V ∗). Note that V · V ⊂ V as a subset of B, and that the
image of msa(Q) in P(V ∗) ∼= Grn0+n1−1(V ) is simply the set of all multiplicatively-
closed (n0 + n1 − 1)-dimensional subspaces of V . By a slight abuse of notation, we
will sometimes identify A ∈ msa(Q) with its image L(A) ⊂ V .
Under this identification, we first show that every element of X vanishes on
msa(Q). To show that X0 vanishes on msa(Q), we first consider vi(A(vj + vk)),
where 1 ≤ i ≤ n0 and 0 ≤ j < k ≤ n1. If j = 0, then L(A(v0 + vk)) has
Q0\{v0, vk}∪Q1 as an ordered basis; by performing column operations on any frame
for L(A(v0 + vk)), we can transform it into a frame with precisely these columns.
But then the vk-row in the frame is zero, so that if i 6= k, vi(A(v0 + vk)) = 0. This
immediately implies that vivℓvp(A(v0 + vk)) = 0 for any triple (i, ℓ, p) of pairwise
distinct positive integers. Similarly, for all 1 ≤ i < j ≤ n0, either i 6= k or j 6= k,
and so [v2i vj−(−1)
j−i−1viv
2
j ](A(v0+vk)) = 0. Otherwise j > 0, and A(vj+vk) has
a basis of the formQ0\{v0, vj , vk}∪{vj+vk}∪Q1. We can totally order this basis by
defining vi < vj + vk for i < j and vj + vk < vi for i > j. Then vi(A(vj + vk)) = 0
for all i 6∈ {j, l}, since the vj -row equals the vk-row in this frame. Again, we
find that [vivℓvp](A(vj + vk)) = 0 for any triple (i, ℓ, p) of pairwise distinct positive
integers, and that [v2i vp−(−1)
p−i−1viv
2
p](A(vj+vk)) = 0 if {i, p} 6= {j, k}. A direct
computation shows that if j < k, then vk(A(vj + vk)) = 1 and vj(A(vj + vk)) =
(−1)k−j−1 with the specified frame. Hence, [v2j vk−(−1)
k−j−1vjv
2
k](A(vj+vk)) = 0.
In other words, the generators of X0 vanish on maximal subalgebras of separable
type.
Now consider vi(A), for 1 ≤ i ≤ n0 and A a maximal subalgebra of split type.
A is Inn∗(B)-conjugate to an algebra of the form A(vj , vk,W ), for vj , vk ∈ Q0. If
i 6∈ {j, k}, then vi ∈ L(A), and so there is a frame for A with vi as a column. The
minor of this frame formed by deleting the vi-row contains a zero column, and so
vi(A) = 0. Immediately, we see that [vivℓvp](A) = 0 for any three distinct vertices,
and [v2i vp − (−1)
p−i−1viv
2
p](A) = 0 if {i, p} 6= {j, k}. So it only remains to check
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the case j 6= k and {i, p} = {j, k}. Note that A must belong to a Schubert cell
corresponding to an arrow vj
αp
−−→ vk. This means that L(A) contains a basis of
the form γ = Q0 \ {v0, vj , vk} ∪ {vj + λαp, vk − λαp} ∪ Q1 \ vjQ1vk ∪ β, where
β is a basis for W . Note that if vj = vk, we necessarily have λ = 0. In fact, if
{αi, . . . , αp−1, αp, . . . , αq} are the (ordered) arrows from vj to vk, then β can be
taken to be of the form β = {αi+λiαp, . . . , αp−1+λp−1αp, αp+1, . . . , αq}. Ordering
this basis for L(A) in the obvious way, we obtain a frame for L(A) satisfying
vj(A) = (−1)k−j−1vk(A). Hence, [v2j vk − (−1)
k−j−1vjv
2
k](A) = 0. This shows that
elements of X0 belong to the vanishing ideal of msa(Q).
Observe that αi(A(vj + vk)) = 0 because αi ∈ L(A(vj + vk)). So we only
need to check the remaining relations on maximal subalgebras of split type. To
show that elements of X1/2 vanish on msa(Q), suppose that A is conjugate to
A(vj , vk,W ) as before, and take γ to be the ordered basis described above. If
vp 6∈ {vj, vk} then we have already seen [αivp](A) = 0, so we may assume that
vp ∈ {vj , vk}. Then if αivp ∈ X1/2, vp must satisfy vp 6∈ {s(αi), t(αi)}. This
implies that αi is not parallel to αp. Then αi ∈ L(A) and αi(A) = 0. We must
also show that for all arrows α ∈ vjQ1vk, [(vk − (−1)k−j−1vj)α](A) = 0. But this
is clear, since vj(A) = (−1)k−j−1vk(A). Finally, suppose that α ∈ Q1 is a loop
at v. If (vj , vk) 6= (v, v) then of course [vα](A) = 0. Otherwise (vj , vk) = (v, v).
In this case, v ∈ L(A), as noted above, so that v(A) = 0 and hence [vα](A) = 0.
We conclude that every element of X1/2 vanishes on msa(Q). A similar argument
shows that every element of X1 also vanishes on msa(Q).
All that remains to be shown is that any homogeneous polynomial vanishing
on msa(Q) belongs to X . Let f ∈ R be a homogeneous polynomial of degree d
vanishing on msa(Q). Then we can write f =
∑
σ φσµσ, where:
(1) the sum runs through all functions σ : Q0 \ {v0} ∪ Q1 → Z≥0 satisfying
|σ| = d,
(2) each φσ is an element of k, and
(3)
µσ :=
∏
x∈Q0\{v0}∪Q1
xσ(x).
Then for all 1 ≤ i ≤ n0, 0 = f(A(v0+vi)) =
∑
σ φσµσ(A(v0 + vi)) = φd·v∗i vi(A(v0+
vi))
d. There is a frame for L(A(v0 + vi)) in which vi(A(v0 + vi)) = 1, and so this
implies φd·v∗
i
= 0 for all 1 ≤ i ≤ n0.
For all 1 ≤ j < k ≤ n0,
0 = f(A(vj + vk)) =
d−1∑
i=1
φi·v∗
j
+(d−i)·v∗
k
vj(A(vj + vk))
ivk(A(vj + vk))
d−i.
Note that the previous argument allowed us to exclude i = 0 and i = d. Since we
can choose a frame for L(A(vj + vk)) in which vj(A(vj + vk)) = (−1)k−j−1 and
vk(A(vj + vk)) = 1, we see that this relation reduces to
0 =
d−1∑
i=1
φi·v∗
j
+(d−i)·v∗
k
(−1)(k−j−1)i,
which in turn holds if and only if
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d−1∑
i=1
φi·v∗
j
+(d−i)·v∗
k
µi·v∗
j
+(d−i)·v∗
k
∈ X0.
Every other term φσµσ in f satisfying σ(Q1) = 0 must involve three distinct ver-
tices, and all such terms already belong to X0. So without loss of generality, we may
assume that f is contained in the ideal of R generated by Q1. Of course, we may
also subtract off any terms in f that are already in X1/2 or X1. So in fact, we may
assume that if φσ 6= 0, then there exist vj , vk ∈ Q0 \ {v0} such that σ(vjQ1vk) 6= 0
and supp(σ) ⊂ {vj , vk} ∪ vjQ1vk. Suppose that vjQ1vk = {αi, . . . , αq}. Let λ
be a function {j} ∪ {i, . . . , q − 1} → K×, and let A(λ) be the maximal subalge-
bra with basis Q0 \ {vj , vk} ∪ {vj + λ(j)αq , vk − λ(j)αq} ∪ Q1 \ vjQ1vk ∪ {αi +
λ(i)αq, . . . , αq−1 + λ(q − 1)αq} (again, if vj = vk we assume λ(j) = 0). Then
evaluating at the corresponding frame yields
0 = f(A(λ)) =
∑
φq·v∗
j
+r·v∗
k
+τ (λ(j)(−1)
n0+q−j)q(λ(j)(−1)n0+q−k+1)rλτ ,
where:
(1) the sum ranges over all triples (q, r, τ) such that supp(τ) ⊂ vjQ1vk and
|τ | = d− q − r, and
(2)
λτ :=
∏
i≤ℓ≤q−1
αℓ(A(λ))
τ(αℓ) = ±
∏
i≤ℓ≤q−1
λ(ℓ)τ(αℓ).
Since this must hold for all λ, it follows that for all fixed τ ,
0 =
d−|τ |∑
i=0
φ(d−|τ |−i)·v∗
j
+i·v∗
k
+τ (−1)
(1−j−k)i,
where we have gathered terms from the powers of vj(A(λ)) and vk(A(λ)), and have
cancelled constant powers of −1 from both sides of the equation. When |τ | < d,
this implies that the sum of all monomials in f containing a vertex and and arrow
lie in X0+X1/2. Hence, we have reduced to the following case: f =
∑
φσµσ, where
φσ 6= 0 implies that for some vj , vk ∈ Q0, supp(σ) ⊂ vjQ1vk. But applying A(λ)
to such a polynomial yields
0 =
∑
supp(σ)⊂vjQ1vk
φσµσ(A(λ)).
Notice that
µσ(A(λ)) = ±
∏
ℓ∈{j}∪{i,...,q}
λ(ℓ)σ(αℓ).
Since this holds for all such λ, it follows that for all σ with supp(σ) ⊂ vjQ1vk,
φσ = 0. Applying this to all pairs of vertices vj , vk ∈ Q0, we conclude that f ≡ 0.
In other words, any polynomial vanishing onmsa(Q) must lie inX0+X1/2+X1 = X ,
as we wished to show. 
For the following Corollary, we recall the definitions of some standard quivers:
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Definition 4.2. For any m ∈ N, the m-loop quiver is the quiver with vertex set
{1} and arrow set {α1, . . . , αm}:
1
· · ·α1 αm
We denote this quiver by Lm. The m-Kronecker quiver is the quiver with vertex
set {s, t} and arrow set Q1 = sQ1t = {α1, . . . , αm}:
s t
...
α1
αm
We denote this quiver by Km. Finally, the m isolated vertices quiver is just the
quiver with vertex set {1, . . . ,m} and arrow set Q1 = ∅.
Example 4.3. It is easy to check that any subspace of kKm is a subalgebra if and
only if it contains 1. Hence, msa(Km) = Grm(kKm/k ·1) ∼= Pm. Similarly, any sub-
space of J(T2Lm) is multiplicatively closed, and so msa(Lm) = Grm−1(J(T2Lm)) ∼=
Pm−1. If Q is two isolated vertices, then k · 1 is the only proper subalgebra and
msa(Q) is a point. It turns out that for all other Q, msa(Q) is reducible.
Corollary 4.4. Let Q be a finite quiver. Identify msa(Q) with the variety of
maximal subalgebras of T2Q. Then the irreducible components of msa(Q) may be
described explicitly as follows:
(1) For each two-element subset {s, t} ⊂ Q0 such that sQ1t ∪ tQ1s = ∅, the
singleton {A(s+ t)} is an irreducible component of dimension 0;
(2) For each (s, t) ∈ V 2(Q) with s 6= t, the collection
 ⋃
U∈P((skQ1t)∗)
[Inn∗(B) ·A(s, t, U)]

 ∪ {A(s+ t)}
is an irreducible component of dimension |sQ1t|;
(3) For each (s, s) ∈ V 2(Q), the collection⋃
U∈P((skQ1s)∗)
[Inn∗(B) · A(s, s, U)]
is an irreducible component of dimension |sQ1s| − 1.
These irreducible components are all projective spaces, and the dimension of msa(Q)
is the maximum of the dimensions described above. Furthermore, msa(Q) is an
irreducible projective variety if and only if Q is an m-Kronecker quiver, an m-loop
quiver, or the two isolated vertices quiver.
Proof. It is clear that the singletons in (1) are closed irreducible subsets of msa(Q).
So suppose (vj , vℓ) ∈ V 2(Q) is given with j 6= ℓ. Assume j < ℓ. We claim that
⋃
U∈P((vjkQ1vℓ)∗)
Inn∗(B)A(vj , vℓ, U) ∪ {A(vj + vℓ)}
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is the vanishing set of a homogeneous prime ideal P . Indeed, it is easy to check
using the proof of theorem 4.1 that P = X + (Q0 \ {v0, vℓ}, Q1 \ vjQ1vℓ) if j = 0,
and P = X + (vj − (−1)ℓ−j−1vℓ, Q0 \ {v0, vj , vℓ}, Q1 \ vjQ1vℓ) otherwise. In either
case, we find that k[msa(Q)]/P is isomorphic to the polynomial ring k[vℓ, vjQ1vℓ].
The case ℓ < j is similar. Finally, suppose that vj ∈ Q0 satisfies vjQ1vj 6= ∅. Then⋃
U∈P((vjkQ1vj)∗)
Inn∗(B)A(vj , vj , U) is the vanishing set of P = X+(Q0\{v0}, Q1\
vjQ1vj) and k[msa(Q)]/P ∼= k[vjQ1vj ].
Every element of msa(Q) is contained in the union of the closed irreducible sub-
sets described above. Since there are no containment relations between these sets, it
follows that these are the irreducible components of msa(Q). From our description,
everything is clear but the criterion for when msa(Q) is itself irreducible. In exam-
ple 4.3, we verified that msa(Q) is irreducible when Q is an m-Kronecker quiver, an
m-loop quiver, or the union of two isolated vertices. So we only need to show that
for every other Q, msa(Q) is reducible. If Q is not connected, and is not the union
of two isolated vertices, then (1)-(3) yield more than one irreducible component, so
we may assume that Q is connected. If there exist non-parallel arrows in Q, then
X1 is not the zero ideal, and k[msa(Q)] is not a domain. So all arrows in Q must
be parallel, which implies that either Q is a Kronecker quiver or an n-loop quiver.

Example 4.5. Let
Q = s t
α1
α2
β
γ
and take R = k[t, α1, α2, β, γ]. Then msa(Q) is the vanishing set of the ideal X =
(γt, α1β, α2β, α1γ, α2γ, γβ). V
2(Q) consists of the three points (s, t), (t, s), and
(t, t). Each of these corresponds to an irreducible component of dimension 2, 1,
and 0, respectively.
5. Orbits and Isoclasses in msa(Q)
Let B = kQ/I for some admissible ideal I. Taking the Wedderburn-Malcev
decomposition B = kQ0 ⊕ J(Q)/I for B discussed in section 2, we define the
following subgroups of Autk(B):
HˆB = {φ ∈ Autk(B) | φ(Q0) = Q0},
HB = {φ ∈ Autk(B) | φ |Q0= idQ0},
Vl(Q,I) = {φ ∈ HB | φ(ukQ1v) = ukQ1v for all (u, v) ∈ V
2(Q)}.
These definitions are chosen to be consistent with the terminology of [19]. The
group Vl(Q,I) is called the group of linear changes of variables. In definition
3.10, we note that the action of Autk(B) on msa(Q) factors through the map
Autk(B) → Autk(B/J(B)2) = Autk(T2Q). Hence, Autk(B) acts on msa(Q)
through a subgroup of Autk(T2Q). This allows us to think of Autk(T2Q) as a
collection of “extra symmetries” of msa(Q), beyond those afforded by Autk(B).
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Thankfully, the structure theory of Autk(T2Q) is fairly straight-foward, so we re-
call it below.
Write G = HT2Q, and consider SQ as a subgroup of Autk(T2Q). Then there
exist short exact sequences
(1) 1→ Inn∗(T2Q)→ Autk(T2Q)→ Autk(T2Q)/ Inn
∗(T2Q)→ 1,
(2) 1→ G→ Autk(T2Q)/ Inn
∗(T2Q)→ SQ → 1,
both of which split on the right. First we show that, as an abstract group,
Autk(T2Q) is generated by Inn
∗(T2Q), G, and SQ. Let φ : T2Q → T2Q be an
automorphism. Then there exists an inner automorphism ιu ∈ Inn(T2Q) such
that ψ := ιuφ maps Q0 to itself (see, for instance [22]). Furthermore, if we
write u =
∑
v∈Q0
λvv +
∑
α∈Q1
λαα, then u = (
∑
v∈Q0
λvv)(1 +
∑
α∈Q1
λα
λs(α)
α),
and ι∑
v∈Q0
λvv fixes each vertex. Hence, we may assume that u = 1 + x, where
x ∈ J(T2Q) = kQ1. Then for all s, t ∈ Q0, ψ maps the standard basis of skQ1t to
a basis of ψ(s)kQ1ψ(t). Therefore, there exists a g ∈ G such that τ := gψ maps
the arrows from s → t to the arrows ψ(s) → ψ(t). In other words, τ ∈ Aut(Q).
However, τ can be written as τ = τo ◦ τg, where τo ∈ SQ and τg ∈ G. This shows
that Autk(T2Q) is generated by Inn
∗(T2Q), G, and SQ.
To verify sequence (1), suppose that ι1+x ∈ Inn
∗(T2Q)∩G·SQ. Since ι1+x(v) ≡ v
(mod kQ1) for all v ∈ Q0, we must have ι1+x ∈ G. But then ι1+x(v) = v for
all v ∈ Q0, and ι1+x(α) = α for all α ∈ Q1. In other words, ι1+x = id, so
Autk(T2Q)/ Inn
∗(T2Q) ∼= G ·SQ. This implies that sequence (1) splits on the right.
For sequence (2), simply note that G is normal in G · SQ, and that G∩ SQ = {id}.
The subgroupsG and Inn∗(T2Q) are easy to explicitly describe. We start with G:
since an element ofG fixes each vertex, it sends ukQ1v to itself for all u, v ∈ Q0. The
restriction to ukQ1v is just an invertible linear map. Hence, there is an inclusion
G →֒
∏
u,v∈Q0
GL(ukQ1v),
which is surjective since T2Q has radical square zero. For Inn
∗(T2Q), it is straight-
forward to check that the map x 7→ ι1+x is an isomorphism of groups (kQ1)a ∼=
Inn∗(T2Q), where (kQ1)a denotes the additive group of kQ1. Now we can reduce
the problem of describing Autk(T2Q)-orbits on msa(Q) to the action of the finite
group SQ on certain finite sets:
Proposition 5.1. Autk(T2Q)-orbits on msa(Q) may be described as follows:
(1) Orbits containing a maximal subalgebra of split type are in bijection with
SQ-orbits on V
2(Q).
(2) Orbits containing a maximal subalgebra of separable type are in bijection
with SQ-orbits on {{s, t} ⊂ Q0 | s 6= t}.
Proof. Inn∗(T2Q)-orbits on msa(Q) are already described by theorem 2.1, so it
remains to see which Inn∗(T2Q)-orbits lie in the same G-orbit, and which of those
lie in the same SQ-orbit. Any element g ∈ G fixes the maximal subalgebras of
separable type, and sends A(s, t, V ) to A(s, t, gV ). Since the action of GL(skQ1t)
on P((skQ1t)
∗) is transitive, it follows that A(s, t, U) and A(s, t,W ) lie in the
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same Autk(T2Q)-orbit, for any two U,W ∈ P((skQ1t)∗). So the Autk(T2Q) orbits
are determined by the action of SQ on vertices. For σ ∈ SQ, σ(A(s, t, U)) =
A(σ(s), σ(t), σ(U)) and σ(A(u+ v)) = A(σ(u) + σ(v)). Claims (1) and (2) are now
clear.

Let B = kQ/I. Then the map HB → HT2Q =
∏
u,v∈Q0
GL(ukQ1v) has closed
image. Let HB(u, v) denote the image of the corresponding map πuv : HB →
HT2Q → GL(ukQ1v).
Theorem 5.2. Let B = kQ/I. Then there are finitely many Autk(B)-orbits on
msa(Q) if and only if for each (u, v) ∈ V 2(Q), there are finitely-many HB(u, v)-
orbits on Grd(u,v)−1(ukQ1v).
Proof. There are
(
|Q0|
2
)
orbits corresponding to maximal subalgebras of separable
type, so it suffices to prove the equivalence on maximal subalgebras of split type.
To prove sufficiency, suppose that A(u, v,W ) is a maximal subalgebra of split type,
and that for all (u, v) ∈ V 2(Q), Grd(u,v)−1(ukQ1v) is a finite union of HB(u, v)-
orbits. Consider A(u, v, h¯W ), where h¯ is an element of HB(u, v). Picking h ∈ HB
with h¯ = πuv(h), we see that A(u, v, h¯W ) = A(u, v, πuv(h)W ) = hA(u, v,W ). In
other words, A(u, v,W ) is conjugate to A(u, v, h¯W ). This implies that there are
finitely-many orbits in msa(Q) under the action of the group generated by Inn∗(B)
and HB.
It remains to prove necessity. First, note that
Autk(B) = Inn
∗(B)HˆB = HˆB Inn
∗(B).
Suppose that A1 and A2 are maximal subalgebras of split type lying in the same
Autk(B) orbit. We know that there exist triples (u1, v1,W1) and (u2, v2,W2)
such that Ai is Inn
∗(B)-conjugate to A(ui, vi,Wi), for i = 1, 2. So we may as-
sume A(u2, v2,W2) = ιhˆA(u1, v1,W1), for some ι ∈ Inn
∗(B) and hˆ ∈ HˆB. Then
hˆA(u1, v1,W1) is Inn
∗(B)-conjugate to A(u2, v2,W2), and so their Jacobson radicals
coincide. If we write J(u, v,W ) for the Jacobson radical of A(u, v,W ), then this
means hˆJ(u1, v1,W1) = J(u2, v2,W2). Conversely, hˆJ(u1, v1,W1) = J(u2, v2,W2)
implies hˆA(u1, v1,W1) = A(u2, v2,W2), since hˆ permutes Q0 ⊂ A(u1, v1,W1) ∩
A(u2, v2,W2). It follows that A(u1, v1,W1) lies in the same Autk(B)-orbit of
A(u2, v2,W2), if and only if J(u1, v1,W1) and J(u2, v2,W2) lie in the same HˆB-
orbit of codimension-1 B-subbimodules of J(B). Hence, there are finitely-many
HˆB-orbits of codimension-1 B-subbimodules of J(B). But HB is a finite-index
normal subgroup of HˆB by proposition 13 of [19], and so each HˆB orbit is a finite
union of HB-orbits. Furthermore, the HB-orbits of codimension-1 subbimodules
can be expressed as the union of the HB(u, v)-orbits of Grd(u,v)−1(ukQ1v) over the
pairs (u, v) ∈ V 2(Q). So for each fixed (u, v) ∈ V 2(Q), Grd(u,v)−1(ukQ1v) is a finite
union of HB(u, v)-orbits. 
Corollary 5.3. Let B = kQ/I. Then msa(Q) is a finite union of Autk(B)-orbits
if one of the following conditions holds:
(1) Q is Schur.
(2) I is monomial.
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Proof. If Q is Schur, then d(u, v) = 1 for all (u, v) ∈ V 2(Q) and each Grassmannian
Grd(u,v)−1(ukQ1v) is a point. If I is monomial, then for all (u, v) ∈ V
2(Q), HB(u, v)
contains the invertible diagonal matrices, which decompose ukQ1v into finitely-
many orbits. 
Of course, these conditions are not necessary for msa(Q) to be a finite union of
Autk(B)-orbits. We now construct a class of (generally) non-Schur, non-monomial
B which decompose msa(Q) as a finite union of Autk(B)-orbits.
Definition 5.4. Let Q be a quiver. Then we define r2(Q) to be the quiver with
vertex set (r2Q)0 = V
2(Q), for which there is an arrow (u, v)
α
−→ (u′, v′) if and only
if v = v′.
Definition 5.5. Let λ ∈ kQ be any element. We call λ an r2-element if there exist
(u, v), (v, w) ∈ V 2(Q) such that λ =
∑
α,β λαβαβ, where the sum ranges over all
α ∈ uQ1v and β ∈ vQ1w, and λαβ ∈ k. If (u, v)
α
−→ (v, w) is the corresponding
arrow in r2Q, then we say that λ has type α.
Note: For any quiver Q, r2(Q) is always a Schur quiver. For any arrow α ∈ r2Q,
0 is an r2-element of type α.
Definition 5.6. An admissible ideal I ⊂ kQ is called an r2-ideal if it is generated
by a set {λα | α ∈ (r2Q)1} such that for all arrows α ∈ r2Q, λα is an r2-element
of type α.
Let I be an r2-ideal of kQ. Fix a generating set λ = {λα | α ∈ (r2Q)1} of I, such
that each λα is an r2-element of type α. If α is an arrow from (u, v) to (v, w),
write λα =
∑
γ,δ λγδγδ, for γ ∈ uQ1v and δ ∈ vQ1w. Then λ gives rise to a
representation of r2Q, which we term Vλ. To each (u, v) ∈ V 2(Q), we attach the
vector space Vλ(u, v) := ukQ1v. The map Vλ(u, v)
Vλ(α)
−−−−→ Vλ(u, v) is then defined
by
γ 7→
∑
δ∈vQ1w
λγδδ.
We let d denote the dimension vector of this representation, i.e. d : V 2(Q)→ N is
the function d(u, v) = d(u, v) = dimk ukQ1v.
Note: To be consistent with the multiplication in the path algebra, these represen-
tations should be considered right r2(Q)-modules. In the example below, therefore,
all vector spaces should be understood as row vectors, with matrices acting on the
right.
Example 5.7. Let Q be the quiver
Q =
v1
v2
v3 v4
α1
α2
α3
β
γ1
γ2
.
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Then r2(Q) is the quiver
r2(Q) = (v2, v3) (v3, v4) (v1, v3)
.
Consider the ideals I1 = (α1γ1 − α1γ2 − α2γ1 + α2γ2 + πα3γ2), I2 = (α1γ2 +
α2γ1, βγ1), I3 = (α1γ2 + α2γ1, α1γ1 + α2γ2). Then I1 and I2 are r2-ideals of
kQ, but I3 is not. The representation corresponding to the r2-generating set λ =
{α1γ1 − α1γ2 − α2γ1 + α2γ2 + πα3γ2} is
Vλ =
k k2 k3
(
0 0
)

 1 −1−1 1
0 π


,
and the representation corresponding to the r2-generating set µ = {α1γ2+α2γ1, βγ1}
is
Vµ =
k k2 k3
(
1 0
)

 0 11 0
0 0


.
Let B = kQ/I. Then a linear change of variables g ∈ Vl(Q,I) ≤ HB can be
identified with a an element g = (guv) ∈
∏
u,v∈Q0
GL(ukQ1v) satisfying g(I) = I.
Note that gλα is an r2-element of type α, and that since I is an r2-ideal, the
condition g(I) = I means gλα ∈ kλα \ {0}. From this, it is easy to see that this
is equivalent to guvVλ(α)g
T
vw = χ(α)Vλ(α), for some χ(α) ∈ k
× (where T denotes
the usual transpose of a matrix). We are now ready to build our examples. For
the next proposition, we introduce the following notation: if W is a vector space,
then we let O(W ) denote the orthogonal group of W , i.e. the group of all matrices
g satisfying gT g = I.
Proposition 5.8. Let Q, I, B, and λ be as above. Suppose that the no-double-edge
graph of Q is a disjoint union of oriented trees. Suppose further that there exists a
φ = (φuv) ∈
∏
u,v∈Q0
O(ukQ1v) ≤
∏
u,v∈Q0
GL(ukQ1v), such that the (isomorphic)
representation W := φVλ satisfies the following: for each α ∈ (r2Q)1, there is at
most one non-zero entry in each row and column of W (α). Then msa(Q) is a finite
union of Autk(B)-orbits.
Proof. By theorem 5.2, it suffices to show that for all (u, v) ∈ V 2(Q), ukQ1v is
a finite union of HB(u, v)-orbits. We show that in fact, ukQ1v is a finite union
of πuv(Vl(Q,I))-orbits. Since the no-double-edge graph of Q is a disjoint union of
oriented trees, so is r2Q. As before, Vl(Q,I) can be identified with the elements
g = (guv) ∈
∏
u,v∈Q0
GL(ukQ1v) satisfying guvVλ(α)g
T
vw = χ(α)Vλ(α) for all ar-
rows α ∈ r2Q. Now, W (α) = φuvVλ(α)φ−1vw for all α ∈ (r2Q)1. Since φ
−1
uv = φ
T
uv
for all (u, v) ∈ V 2(Q), Vl(Q,I) is conjugate in
∏
u,v∈Q0
GL(ukQ1v) to the collec-
tion of all g satisfying guvW (α)g
T
vw = χ(α)W (α) for all α, and some χ(α) ∈ k
×.
Call this group G. Pick a function µ : uQ1v → k×, and let gµuv ∈ GL(ukQ1v)
be the map gµuv(γ) = µ(γ)γ. We claim that there exists a g ∈ G such that
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guv = g
µ
uv. To construct this map, pick α ∈ (r2Q)1 with s(α) = (u, v). Let
t(α) = (v, w). Then gµuvW (α) rescales the rows of W (α), and so there exists an
appropriate diagonal matrix gvw ∈ GL(vkQ1w) such that gµuvW (α)g
T
vw = W (α).
For each β with t(β) = (u, v), we can find another diagonal matrix gs(β) satisfying
gs(β)W (α)g
T
(u,v) = W (α). Now repeat this procedure for the targets of the α’s and
the sources of the β’s. Since the connected component of r2Q containing (u, v) is
an oriented tree, we can iterate this process a finite number of times to build g on
this connected component. We can finish the construction of g by defining it to be
the identity on the remaining components. We have shown that πuv(G) contains
the diagonal matrices. But πuv(G) = φuvπuv(Vl(Q,I))φ
−1
uv , so that πuv(Vl(Q,I)),
and hence HB(u, v), must contain a maximal torus of GL(ukQ1v). Then ukQ1v is
a finite union of HB(u, v)-orbits, as we wished to show. 
Note: For any quiver Q, the condition that an r2-ideal λ be monomial is equivalent
to the condition that each matrix in Vλ has at most one non-zero entry. But the
map
{r2-generating sets of r2-ideals of kQ} → repd(r2(Q))
λ 7→ Vλ
is a surjection whenever the no-double-edge graph of Q is a disjoint union of oriented
trees. Hence, this allows us to easily construct examples of non-monomial bound
quiver algebras kQ/I, whose Ext-quiver is not Schur, with the property thatmsa(Q)
is a finite union of Autk(kQ/I)-orbits.
Example 5.9. Let Q, I2, and µ be as in example 5.7. Then Vµ satisfies the
conditions of proposition 5.8, and so msa(Q) is a finite union of Autk(kQ/I2)-
orbits. Of course, Q is not Schur, and kQ/I2 is not a monomial algebra.
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