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Abstract 
We give bounds on the maximum and the minimum degree of a graph for s-vertex switching 
reconstruction problem. 
1. Introduction 
Let G --- G(V,E), IVI = n, be a graph, the switching Gu of G at UC V is the 
graph obtained from G by replacing all edges between U and V\U by the nonedges 
and all no-edges with edges. The s-vertex switching reconstruction problem proposed 
by Stanley [10] asks whether a graph G is uniquely defined up to isomorphism by its 
s-switching deck Ds(G) i.e. from the multiset of  unlabeled graphs {Gv : ]Ut  = s}. If 
Ds(G) = Ds(H) implies G "~ H a graph G is called s-vertex switching reconstructible 
(s- VSR). 
The binary Krawtchouck polynomials KL~(x ) are defined by the following generating 
function: 
Z K~n(x)? = (1 -z)X(1 + z)"-L (1) 
s=0 
In what follows, n is supposed to be fixed and we will omit index n using K,(x) 
instead of K~.(x). 
It is known that all roots of  Ks(x) are real, lie in (0,n) and are symmetric with 
respect to n/2 [8]. Stanley proved that if Ks(x) has no even roots then any n-vertex 
graph is s-VSR [10]. When there are even roots the problem is still open and only 
some sufficient conditions are known [1-6, 10]. In particular, bounds for the maximum 
and the minimum degree of a graph establishing its reconstructibility have been given 
for s = 1 in [3], and for s = 2 in [6]. Here we derive bounds for the general case. 
Notice that for s = 1,2 they are slightly weaker than those of [3, 6]. Let A and 6 
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be the maximum and the minimum degree of an n-vertex graph, respectively. Let 
0 < 2r=2r l  < . . .  < 2rm =2R < n be the even integer oots of Ks(x). The main 
result of this paper is the following: 
Theorem 1. If 
- 1 min( (nA  ) (n  
' 6 
then a graph is s-VSR. 
Corollary 1. I f  
min( (  n-1)A , (n -6  
2 n-2 n / -  1/2 n n~--~(R-r (Rq-r) -1/2' 
1 2n-_~ 2 - n )--1/2, 
where t = V / (s -  1)(n- s + 2), then a graph is s-VSR. 
2. Proofs 
Let Xt(A -+ B) be number of switchings of size l on a graph A which results in 
a graph B. Suppose that G and H, n(G) = n(H) = n, are two nonisomorphic graphs 
with Ds(G) = Ds(H) and let 
(51 = Xt(G ---+ G) - Xt(G ---+ H).  
Define also all 6t = 0 if G is s-VSR. The following result has been established in [6]. 
Lemma 1. I f  
min( (  n-lA ) , (n -16  ) )< ~nnl= o l  ~]61[ ,  
then G is s-VSR. 
To apply this lemma one needs a lower bound for " s ~l=016l[. For = 1,2 the exact 
values of 6l are known which yields ~t~0161[ >/2 >/z] [3,6]. In general we have only 
the following expression for fit which depends on m unknown parameters 2j [5]. 
Lemma 2. 
6l = ~ 2jKt(2rj), 
j=l 
where all 2j are real and ~ 2j = 1. 
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To overcome this difficulty we need the following lemma which may be of 
independent interest. 
Lemma 3. Let F be the set of monic polynomials of degree c. Define 
E(a,b,c) = min max I(1 -x )a (1  +x)bf(x)l. 
fEF xE[0,1] 
1 real, Then Jbr a,b > -~, 
(2a+2b+2c)  (2a+2b+2c)  ( E ( a ' b ' c ) ) 2 > ' c  2a+c 
4a+b+c 
2a + 2b + 2c + l 
Proof. Expand f(x) E F in the series of the Jacobi polynomials 
~=o qJPj(ea'2b)(x), where 
(1 - x)~(1 +x)13P)~'~)(x) - ( -1 ) J  dj 2J j! dx] ((1 - x)~+J( 1 + x) ~+j). 
f(x) = 
The leading coefficient of P)~'~)(x) is 2- J(  2j+~,+/~ ), and so 
qc = 2c ( 2C + 2a + 2b ) -l 
The orthogonality relation is given by 
1 
gj, l(~,fl)= (1 --X)=(1 + xfP)~'~)(x)P~'13)(x)dx 
--I 
2~+~+IF(j + ~ + 1)F( j  + fl + 1) 
z 
(2j + ~ +/3 + 1)r(j + 1 ) r ( j  + ~ + [3 + 1 )' 
if l = j and zero otherwise. 
Now we get 
(E(a,b,c)) 2= max ((1 -x )a ( l  +x)bf(x)) 2
xC[--I,I] 
(1 -- x)2a(1 + x)Zb(f(x)) 2 dx >~5 
j1 
= ~ qjqt l (1 - -x )2a( l  ~-x)2bp)2a'2b)(x)p~2a'2b)(x)dx 
j=0 l=0 
1 2 ~qcgc, (2a,2b), 
and the result follows. [] 
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Notice that the above estimate is quite sharp, at least for integer a, b. To see it take 
n(2C 2c)~ x f(x) = qct'c ' tx), and use the following inequality which is valid for any polynomial 
P(x) of degree c (see [9, p. 89, problem 103]): 
max 
x~[- 1,1] 
This yields 
c+l (fll(p(x))2dx)l/2. IP(x )I <~ 
(2a+2b+2c) (2a+2b+2c)  4a+b+c(awb+c+l) 
c \ 2a+c (E(a,b,c)) 2~< 2a+2b+2c+l  
In some cases the value of E(a,b,c) and the corresponding optimal polynomials 
can be found explicitly. For a = b = 0 these are the Tchebichef polynomials. It is 
also not difficult to show that for a = b = 1 the optimal polynomial is a stretched 
Tchebichef polynomial such that its first and last roots occur at -1  and 1, respectively. 
For a = b = 1/2 the optimal polynomials are the Tchebichef polynomials of the second 
kind (see [9, p. 84, problem 80]). 
Proof of the Theorem. Let ~b be real and let x = cos 2~b. By Lemma 2 and (1) we 
have 
]3t] = k k 2jKt(2rj) >~ ~ e 2i14~ 2jK,(2~.) 
1=0 l=0 j=l 1=0 j= l  
j=l n m ~- ~ "~J E Kl(2rj) e2il4~ = ~ ~.j(1 -- e2iO)2rJ(1 + e2i~b) n-2ri 
/=0 j= l  
= 2n/2 j~=l (--1)r/2j(1 -- x)rJ(1 -~-x)n/:--r/  
=2n/2(1 - -x)r(1 -+- x)n/2--R j=l ~ ( - -1 ) rS2 J (1  -- x ) r j - r ( l  + x)R--ra " 
m 
Since E j= I  •J : 1 then y~7=~(-1 )rj~j(1 --X)rJ--r(1 +X)R--r~ is a polynomial of degree 
R-  r with leading coefficient ( -1 ) r .  Thus, by Lemma 3 with a = r, b = n/2- R, 
c=R-r ,  we get 
± 2 n ( n )-1/2( n )-1/2 
- -16 i1>>'~ R- r  e+r  " 
[] 
1=0 
To prove the Corollary we need a lower bound on rmin, the minimum root of Ks(x) 
(a bound on the maximum root is obtained via symmetry of roots with respect o n/2). 
This can be easily derived from the following result of Levenshtein [7] (a slightly 
weaker result can been found in [8]). 
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Lemma 4. 
17 
Fmi n - -  max 
2 
s -2  )) 
( xjxj+  ( /UT l - j , 
where the maximum is taken over all xj subject o ~';i~g xy = 1. 
Proof of the Corollary. 
s--2 / 
max (j~oXjXj+'x//(J + <~ V/(s -1)(n - s + 2)max ( E2X/X/+l )
\j=0 
• S--I 
<~ V~-  1 ) (n -s+2)  x~ ~-}~X 
\ j=0 j=l 
~< V/~ - 1 ) (n -s+2) .  
Thus, all roots of Ks(x) are in the interval 
n 
This implies the Corollary. [] 
The bound given in the Corollary can be slightly improved using a better estimate 
for the above quadratic form, however it is known [7] that 
n 
rmin ~ ~ -- V /~ -- S) -t- Sl /6k/-n- S. 
n Also, for n odd, R # ~ - r, in view of symmetry of roots. So one can use a bound 
for the minimum distance between consecutive roots of KAx), which is about ~ V/~ -. 
We omit the details. 
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