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Abstract
Ligand field theory has been used along decades with success to describe ground and
excited electronic states originating from dn transition metals complexes. Experimental
chemists use such a theory to interpret spectra. On the opposite side, computational
chemists can describe with good accuracy the ground states properties but models to
calculate excited states properties are still being developed. The Ligand Field -Density
Functional Theory, which is the method presented in this thesis, proposes a link between
the density functional theory applied to ground state and the determination of excited
states properties through the ligand field theory. To achieve this, we compute within the
DFT formalism the energies of all the Slater determinants originating of a dn configuration
taken as reference an average of configuration to satisfy the requirement of the Ligand
Field Theory. In a first step, the method is applied to well known compounds to test the
ligand field and Racah’s parameterization in comparison to values fitted from experimental
UV-Vis spectra. Then we use a Ligand field program to predict the multiplet structure.
Next, extension of the method is proposed to determine ESR parameters and relativistic
effect within the same formalism.
At each step, the results are compared to data which are well known for many decades
by the chemists. We will also show the ability of the method to give more informations
than usually expected.
Re´sume´
La the´orie du champ des ligands a e´te´ utilise´e avec succe`s durant des de´cennies pour de´crire
l’e´tat fondamental et les e´tats excite´s des complexes. Les chimistes utilisent cette the´orie
afin d’interpre´ter des spectres UV-Vis essentiellement. D’un autre coˆte´, les chimistes
computationels peuvent de´crire assez pre´cise´ment les proprie´te´s correspondant a` l’e´tat
fondamental mais les mode`les permettant de de´crire les proprie´te´s des e´tats excite´s sont
encore en voix de de´veloppement. La me´thode ”Champ des Ligands - The´orie de la Fonc-
tionnelle de la Densite´”, qui est la me´thode pre´sente´e dans cette the`se, propose un lien
entre la The´orie de la Fonctionnelle de la Densite´ (TFD) applique´e a` l’e´tat fondamental
et la mode´lisation des proprie´te´s des e´tats excite´s par l’interme´diaire de la the´orie du
champ des ligands. Pour ce faire, nous calculons graˆce a` la TFD les e´nergies de tous
les de´terminants de Slater due a` une configuration dn en re´fe´rence a un e´tat correspon-
dant a` une configuration moyenne (re´partition e´gale des e´lectrons d dans les 5 orbitales
mole´culaires correspondant aux orbitales d de l’e´le´ment de transition) afin de satisfaire
aux exigences de la the´orie du champ des ligands. Dans un premier temps, la me´thode
est applique´e a` des compose´s connus afin de tester sa validite´. Dans un deuxie`me temps,
le champ d’application de la me´thode est e´tendue a` la mode´lisation des tenseurs g et A.
Tout au long de cette the`se, les re´sultats obtenus sont compare´s aux donne´es expe´rimentales
obtenues par les chimistes. Nous montrons aussi que la me´thode donne plus d’informations
que l’on ne pouvait espe´rer, en particuliers, lors du traitement des effets relativistes.
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Chapter 1
General Introduction
This thesis is about:
Modeling the properties of open d-shell molecules with multi-determinantal
DFT
where Modeling means to propose a model that can explain experimental data with
the aim to describe and predict properties of molecular systems. In this thesis I restrict
the investigation to open d-shell molecules, i.e. essentially to complexes with an open
d-shell transition metal. The model proposed is based on multi-determinantal DFT
calculation which means that we calculate the energies of Slater determinants (SD) within
the Density Functional Theory (DFT) formalism. Finally, these energies are used in a
Ligand Field (LF) approach to parameterize the LF matrix and the Racah’s parameters.
So the main objective of this thesis is to describe the model called LFDFT for Ligand
Field - Density Functional Theory.
Why LFT?
The Ligand Field Theory (LFT) has been and still is a useful theory for interpret-
ing optical and magnetic properties of TM complexes. The predominantly ionic picture,
based on metal ions perturbed by surrounding ligands provides an adequate description
of the optical d− d transition, paramagnetism, magnetic interactions and electronic spin
resonance (ESR). LFT is an empirical approach gaining its parameters by comparison
with existing experimental data and its justification lies in its ability to reproduce these
data. Hence LF approach is a method for interpreting rather than a method for predict-
ing electronic phenomena in TM complexes. The demand for a predictive theory in this
respect is mostly tangible for systems, like active sites of enzymes for which no structural
and spectroscopic data are known. The need for a model which is parameter free on
one side but compatible with the usual ligand field formalism on the other side becomes
increasingly pronounced in view of the new developments in bio-inorganic chemistry.1,2
Why DFT?
On the other hand, in the computational chemistry field, Density Functional Theory is
very popular. This popularity comes from the good balance between computational effort
and accuracy of the results for both ground state3 as well as excited states4–7 properties.
1
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Moreover, it has been shown in previous studies8–11 that the multiplet theory of TM ions
and complexes is compatible with the DFT formalism. In turn, recipes have been pro-
posed (see12–14) to link DFT, in the form of SD energies, with the multiplets energies of
Transition Metal (TM) ions or complexes.
Why combining DFT and LFT?
The work presented in this thesis can be considered as an extension of these previ-
ous works. Originally, the calculation of multiplet energies was based on a multi Slater
determinants method approach: the wave function of the multiplet being expressed as a
linear combination of Slater determinants. If we restrict our investigation to multiplet
arising from an open d-shell system and if we use the symmetry,11 it can be then proven
that only a limited numbers of them (named non-redundant) are necessary to express the
wave function of all multiplets considered. But we know that within, the Kohn-Sham
(KS) formalism, the exchange-correlation term of the Hamiltonian is calculated in an
approximated fashion so the spin-density exhibits a lower symmetry than the electronic
Hamiltonian for an open shell system: the DFT symmetry dilemma.15,16 One of the con-
sequences is that SD’s redundancy conditions are not verified within the DFT approach.
A simple way to cure this problem (in an approximated fashion) is to consider all the SD’s
originating of an open d-shell and then reduce the error due to approximate exchange-
correlation in a least square sense (more elaborated methods can be proposed: to use a
better functional or to adopt the symmetrized Kohn-Sham approach17 and its later devel-
opments18). Then comes the main idea of this work that is to introduce the LFT instead
of expressing multiplets as linear combination of SD’s as it was done previously.11,12,19 In
doing so we introduce the following approximations:
• the electrons of the valence shell of the TM ions don’t interact with the electrons
of the ligands, we just consider an electrostatic potential exerted by the ligands on
them,
• the bi-electronic part of the Hamiltonian is not treated in agreement with the sym-
metry of the system but reduced to <3 (for example: via symmetry rule we can
reduce the number of bi-electronic integrals to 10 for 0h symmetry, but within the
LFT, their numbers is reduced to 2 like in the group of the sphere independently of
the symmetry considered),
We can summarize the situation in saying that the mono-electronic part of the Hamilto-
nian in LFT respects the symmetry of the system whereas the bi-electronic part is treated
like in the spherical group. One of the consequences of the introduction of LFT is that we
can not treat systems which are too covalent or where Metal to Ligand Charge Transfer
(MLCT) or Ligand to Metal Charge Transfer (LMCT) contribute with an appreciable
weight to the ground state wavefunction.
Advantages and Inconveniences of the LFDFT method?
In bringing together the DFT and the LFT, we are taking advantages and inconve-
niences of both methods but nevertheless adding few advantages. The main advantage
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lies in the fact that we are making a bridge between two communities: the experimental-
ists and the theoreticians because we convert DFT data in variables which are familiar
to experimentalists. Moreover the values we get are directly comparable to experimental
ones. The second main advantage is that we can get from DFT multiplets energies but
we get more freedom from LFT by the fact we can modify the Hamiltonian to take into
account other smaller perturbations like Spin-Orbit coupling, Zeeman effects and Hyper-
fine coupling to cite only the ones treated in this thesis. The other advantages come
from the fact we can approach virtual systems, we have a model which is parameter free
(non-empirical method). On the other side, there is no real inconvenience but we have
to be aware that we are doing some approximations. These approximations don’t come
from the fact we associate DFT and LFT but are intrinsic to each method. From DFT,
the approximation is due to the fact that exchange-correlation is not calculated exactly:
the consequences are that kinetic term and bi-electronic term are approximated and that
the self-interaction is not null. From LFT, the approximations are due to the fact that
bi-electronic integrals are considered like in a spherical symmetry and to the fact that we
neglect some contributions of the ligands.
This thesis presents the LFDFT method: a general theory applied to transition metal
(TM) complexes which is based on DFT calculations of the manifold of all Slater deter-
minants (SD), originating from a given dn configuration, to parameterize the ligand field
parameters. The description of the theories (DFT and LFT) lying under this method are
presented as well as the method by itself (including source code of the programs) and also
the tools developed to help along the procedure.
The thesis is structured in the following way. The next chapter consists in an introduc-
tion to the theories lying under the LFDFT method; it is dedicated to the presentation
of the Ligand Field Theory and to the presentation of the Density Functional Theory. In
Chapter 3, a full description of the LFDFT is proposed including: the procedure to run
the DFT calculations and extract the data from the output files, all the details of the
method, the source code of the LFDFT program, and at the end, the LFDFT method
is applied to some examples and compared to values fitted from experimental spectra.
Chapter 4 is dedicated to the determination of the multiplet structure once the ligand
field matrix and the Racah’s parameters are determined by LFDFT. And in Chapter 5,
the introduction of relativistic effects in LFDFT is proposed. In Chapter 6, we applied
the LFDFT method to calculate the g- and A-tensors to a complex with a Schiff base
which is particularly interesting because its ESR parameters present a large anisotropy. In
order to test the LFDFT method on this particular aspect, the values are compared with
experiments and with values obtaind by other models implemented in the DFT program
used. Finally conclusions are summarized in the last chapter along with an outlook for
further extensions of the LFDFT model.
3
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Chapter 2
Theoretical Concepts
This chapter gives an introduction to the two theories which are at the basis of the
LFDFT method. We can distinguish two parts. Firstly, an introduction to ligand field
theory (LFT) is presented over the Crystal Field Theory (CFTa)20–23 and the Angular
Overlap Model (AOM).24,25 All the demonstrations are given for a dn configuration as
this work treats only complexes with open d-shell, but has been extended to compounds
with open f -shell.26–28 Secondly, a description of the Density Functional Theory (DFT)
is also presented in this chapter.
2.1 The Crystal Field Theory
Within the Crystal Field Theory we treat inorganic complex as an “ionic molecule” where
the central atom, generally a transition metal (TM) cation, is subjected to a perturbation
due to the surrounding ligands. The ligands can be considered as point charges (overlap
between the ligands and the TM orbitals is neglected) which provides a constant electric
field having the symmetry of the ligand nuclei arrangement. Thus the crystalline field
leads to a lowering of the spherical symmetry of the free ion. Van Vleck,29 working on the
magnetism of complex salts, showed that the Mulliken method’s30 of molecular orbital
gives a justification to the above point of view. The Hamiltonian of the system can be
written as:
H =HF + V (2.1)
whereHF is the Hamiltonian of the free ion and V , the potential provided by the ligands.
V is considered as a perturbation which influences the motions of the metal electrons. If
we decompose the Hamiltonian, we can write it down in terms of various contributions:
H = − ~
2
2m
∑
i
∇2i︸ ︷︷ ︸
Tˆ
−
∑
i
Ze2
ri︸ ︷︷ ︸
VˆNe
+
1
2
∑
i6=j
e2
rij︸ ︷︷ ︸
Vˆee
+
∑
i
ζ · li · si︸ ︷︷ ︸
Spin-orbit coupling
+V (2.2)
where i and j are indices for electrons in the d-shell, Tˆ represent the kinetic energy term,
VˆNe the nuclear-electron attraction term, Vˆee the inter-electronic repulsion term, Z is
aCFT is a particular case of LFT because we just take into account the electric field generated by the
ligands and not the polarizability. Within the CFT, the effects of the second sphere of coordination are
negligible according to the work of Bethe.
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the effective nuclear charge of the TM cation and ζ the spin-orbit constant of the TM.
The order of magnitude of V is different depending on the metal considered and we can
distinguish the four following cases:
ζ(r)l · s < e2/rij ≈ V : complexes of the first- and second-transition series
ζ(r)l · s ≈ e2/rij ≈ V : complexes of third transition series
V < ζ(r)l · s . e2/rij : complexes of lanthanides
V ≈ ζ(r)l · s . e2/rij : complexes of actinides
If V is less important than the electronic repulsion, the case is called a “weak crystal field”
otherwise it is called a “strong crystal field” case. If we focus on 3d TM, the spin-orbit
coupling term of the Hamiltonian in Eq 2.2 can be neglected in a first approximation.
Then to present the CFT in a didactic way, it is useful to consider the strong field case
where the interelectronic repulsion (Vˆee) contribution is neglected and consider the TM
cation as an hydrogen-like atom (one electron system).
2.1.1 A Single d-electron in a Cubic Field
The Hamiltonian of the free-ion with one single elec-
γ
M LL
L
L
~R
~r
Figure 2.1: The Metal surrounded
by the 4 ligands in the plane.
tron is equal to:
H0 = − ~
2
2m
∇2 − Ze
2
r
(2.3)
where Z is the effective nuclear charge. If we consider
the free-ion (TM cation) surrounded by six ligands in
an octahedral environment, the Hamiltonian is then
H =H0 + V with V being the electrostatic pertur-
bation generated by the six ligands and defined by:
V = −e
∫
ρ(R)
|~R− ~r|dR (2.4)
where ~R and ~r are defined according to Figure 2.1.
2.1.1.1 Expansion of V
The potential V is expanded in terms of Legendre polynomials (cf. Appendix A.1) and
reads as Equation 2.5 where r< and r> are respectively r and R the metal to ligand
distanceb. ωi is the angle between ~Ri and ~r where i runs over the point charges.
Vi(r) =
∫
ρ(R)
∞∑
k
1
R
( r
R
)k
Pk(cosωi)dR (2.5)
To proceed, we have to expand Pk(cosωi) using the spherical harmonic addition theorem
(cf. Appendix A.3). Moreover it is inconvenient to have complex quantities occurring in
bHere we have to make the statement that the electrons of the ions are passive, it means that the
energies associated with the electrons of the ligands are low enough compared to the energy of the
d-electron of the cations so their role is just to produce a shielding effect of the ligand nuclear charge.
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the potential and so we have to replace the complex spherical harmonic, Ylm, by the set
of real quantities as it is explained in Appendix A.2. So the spherical harmonic addition
theorem reads:
Pk(cosωi) =
[
4pi
2k + 1
] k∑
m=−k
ykm(θϕ)ykm(θiϕi) (2.6)
where ykm(θϕ)’s are real spherical harmonics and (r, θϕ) and (a, θiϕi) are the polar co-
ordinates of ~r and ~Ri, respectively. From Equations 2.5 & 2.6, Vi (for one point charge)
reads:
Vi(r) =
∞∑
k=0
k∑
q=−k
−e4pi
2k + 1
〈rk〉
∫
ρ(R)
Rk+1
ykq(θϕ)ykq(θiϕi)dR (2.7)
As we can see we have a summation over k from 0 to∞. But there is no need to investigate
a value of k higher than 2l, since the integrals with k > 2l of the product of two spherical
harmonics of order l must vanish. In the same way, it is not required to calculate the
integrals for the odd values of k as a plane of symmetry containing the z-axis is present
so the terms cancel. Equation 2.7 can be written as:
V (r) =
∑
i
2l∑
k=0
k∑
q=−k
−e4pi
2k + 1
〈rk〉
∫
ρ(R)
Rk+1
ykq(θϕ)ykq(θiϕi)dR (2.8)
This equation can be generalized by:
V (r) =
2l∑
k=0
k∑
q=−k
hkqykq(θϕ) (2.9)
where hkq is defined by:
hkq = − 4pie
2k + 1
〈rk〉
∑
i
∫
ρ(R)ykq(θiϕi)
Rk+1
=
∑
i
∑
m,m′
(−1)m(2k + 1)
(
l l k
−m m′ q
)
〈lm|V |lm′〉
(2.10)
where
(
j1 j2 j3
m1 m2 m3
)
represents the 3j-Wigner’s symbol (cf. Appendix A.4).
2.1.1.2 Evaluation of the Ligand Field Splitting for Oh
As an example, we can consider in a rough approximation ligands as point charges which
create an electric field around the central atom (which is a good approximation because
d-orbitals of a TM are well contracted around the TM and the mixing with ligands orbitals
is small), so equation 2.4 reads if we consider an octahedral environment:
V =
6∑
i=1
qie
| ~Ri − ~r|
(2.11)
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where ~r and ~Ri are respectively the electron position vector and the position vector of the
ith point charge (the norm of the ~Ri being equal to a). Equations 2.11 & 2.4 are equivalent
since we express ρ(~R) as: ρ(~R) =
∑
L qLδ(
~R − ~RL) where L is an index for the ligands
and qL is the corresponding charge. To determine the ligand field matrix for a cation in
an octahedral environment, we solve Equation 2.12 which is equivalent to Equation 2.8:
V (r) =
6∑
i=1
Ze
2l∑
k=0
k∑
q=−k
4pi
2k + 1
〈rk〉 1
ak+1
ykq(θϕ)ykq(θiϕi) (2.12)
As we are concerned by 3d-electron (n = 3 and l = 2), we have to make a sum over
k = {0, 2, 4}. Starting with k = 0, the real spherical harmonic y00 is well known and is
equal to:
y00 = 2
−1/2(2pi)−1/2 (2.13)
So the potential V(i;x,y,z) from k = 0 is equal to:
Vi,k=0 =
Ze
a
× (2−1/2(2pi)−1/2)2 × 4pi
2× 0 + 1 =
Ze
a
(2.14)
Since there are six ligands around the central atom, V(x,y,z) from k = 0 is equal to 6Ze/a.
In the same way, the term for k = 2 is equal to 0 and the term for k = 4 gives:
Vi,k=4 =
7
3
×√pi ×
(
Zer4
a5
)[
Y 04 +
√
5
14
(Y 44 + Y
−4
4 )
]
(2.15)
So the potential V due to the ligand is equal to the sum: Vk=0 + Vk=4. To evaluate
the energy shift on the orbital due to the ligand field, we have to evaluate the following
integrals:
〈Ψnlm|V |Ψnlm′〉 (2.16)
For Vk=0 we can write:
∆E =
∫
Ψ∗nlm(e× 6Ze/a)Ψnlm′ = 6Ze2/a
∫
Ψ∗nlmΨnlm′
=
{
6Ze2/a if m = m′
0 if m 6= m′
(2.17)
So the energy shift due to Vk=0 is independent of the angular momentum of the orbital
considered and is equal to: 6Ze2/a (cf. Figure 2.2). Doing the same for Vk=4, we find the
matrix elements equal to:
〈ϕnd+2|e× Vk=4|ϕnd+2〉 = −4Dq
〈ϕnd−2|e× Vk=4|ϕnd−2〉 = 6Dq
〈ϕnd±1|e× Vk=4|ϕnd±1〉 = −4Dq
〈ϕnd0|e× Vk=4|ϕnd0〉 = 6Dq
(2.18)
where:
D =
35Ze2
4a5
and q =
2
105
〈r4〉nd (2.19)
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and:
〈rk〉nd =
∫
dr r2+k|Rnd(r)|2 (2.20)
We can notice that D depends on the ligands positions and q reflects the properties of the
central ion electrons. Now, the perturbed energies of the electrons are given the following
secular matrix which is arranged by m = −2,−1, 0, 1, 2:
xy
yz
z2
xz
x2 − y2
∣∣∣∣∣∣∣∣∣∣
ε03 − 4Dq − ε 0 0 0 0
0 ε03 − 4Dq − ε 0 0 0
0 0 ε03 + 6Dq − ε 0 0
0 0 0 ε03 − 4Dq − ε 0
0 0 0 0 ε03 + 6Dq − ε
∣∣∣∣∣∣∣∣∣∣
= 0
(2.21)
This system has two roots which can be eas-
ily determined, the five degenerate orbitals
splits into one doubly and one triply degen-
erate level having for energy εeg and εt2g de-
fined by:
εeg = ε
0
3 + 6Dq εt2g = ε
0
3 − 4Dq (2.22)
We can see from Figure 2.2 that the first
term is just elevating the energies of all d-
orbitals and the other ones are symmetry de-
pendent; they split the 5 d-orbitals in two
levels where 10Dq is the amount of energy
separating them. But for TM with more than
one d-electron, neglecting the interelectronic
repulsion, except for a didactic purpose, is
not a realistic model.
6Ze2
a
6Dq
−4Dq
ε(eg)
ε(t2g)
ε0
3
ε3
Figure 2.2: Scheme of the crystal field
splitting in an octahedral environment
2.1.2 Two electrons in a Cubic Field
Neglecting spin-orbit coupling, the Hamiltonian of a system with two d-electrons can be
written as:
H = f1 + f2 + g12 (2.23)
where:
fi = −1
2
∆i − Ze
2
ri
+ V (ri) (i ∈ {1, 2}) (2.24)
is the one-electron operator acting on the ith electron and g12:
g12 = 1/r12 (2.25)
is the two-electron operator representing the Coulomb interaction between electrons 1
and 2. It is to note that we can use the same development than in Section 2.1.1.1 to find
the matrix elements of g12 and a program to determine the matrix elements is presented
in Section C.2.1. With the Hamiltonian given in Eq 2.23, the Schro¨dinger equation is
written as:
H Ψ(r1σ1, r2σ2) = EΨ(r1σ1, r2σ2) (2.26)
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where ri and σi are respectively the position and the spin (α or β) of the i
th electron. The
Hamiltonian can be split into two terms:
H =H0 +H1 (2.27)
whereH0 is the one-electron Hamiltonian (f1+f2) andH1 is the interelectronic repulsion
(g12). The eigenfunctions and the eigenvalues of H0 are already known:
H0Ψ0(r1σ1, r2σ2) = E0Ψ0(r1σ1, r2σ2) (2.28)
separating f1 and f2 and looking for the eigenvalues of the one-electron operator which
can be written in a general equation:
εk = 〈χk|f |χk〉 (2.29)
where f is a spinless operator and χk(rσ) is the product of an orbital function and a
spin-function called spin-orbital. Then if we define:
Ψ0kl(r1σ1, r2σ2) = χk(r1σ1)χl(r2σ2) (2.30)
the energy E0kl is equal to:
E0kl = εk + εl (2.31)
According to the Pauli principle, wavefunctions for electrons should be antisymmetric
with respect to the exchange of electrons. To obey to the antisymmetric condition, the
wavefunction can be written as a Slater determinant:
Ψ0kl(r1σ1, r2σ2) =
1√
2
∣∣∣∣ χk(r1σ1) χl(r1σ1)χk(r2σ2) χl(r2σ2)
∣∣∣∣
≡ |χkχl|
(2.32)
If we now consider two electrons confined into the t2g orbitals, there are 15 possibilities
to distribute these two electrons over the 6 spin-orbitals. Here we know that orbitals are
degenerate so we can conclude that the one electron operator gives the same results for:
〈ζ|f |ζ〉 = 〈η|f |η〉 = 〈ξ|f |ξ〉 = εt2g (2.33)
The expectation values of the integrals defined in Eq 2.33 are given within the LFDFT
method by the energies of the Kohn-Sham orbitals for an Average Of Configuration (AOC)
calculation (the calculation details are reported in section 3.1.3). As long as we neglect the
coulomb interactions, the fifteen µ-states have the same energies. This high degeneracy
is partially removed by the introduction of the interelectronic repulsion. To account for
this, we have to calculate the matrix elements of H1:∑
σ1σ2
∫
dτ1dτ2|χl1m1s1(1)χl2m2s2(2)|∗g12|χl′1m′1s′1(1)χl′2m′2s′2(2)| (2.34)
for the chosen example li represents the t2g orbitals, mi its component and si the spin
function. After the expansion of the single determinants, we get the expression:
〈χl1m1s1(1)χl2m2s2(2)|g12|χl′1m′1s′1(1)χl′2m′2s′2(2)〉−〈χl1m1s1(1)χl2m2s2(2)|g12|χl′2m′2s′2(1)χl′1m′1s′1(2)〉
(2.35)
10
2.1 The Crystal Field Theory
Since g12 is independent from the spin coordinate, this equation can be expressed in terms
of orbital functions φlm(r) rather than spin-orbital functions χlms(rσ) = φlm(r)θ 1
2
s(σ):
〈χl1m1s1(1)χl2m2s2(2)|g12|χl′1m′1s′1(1)χl′2m′2s′2(2)〉
= δ(s1s
′
1)δ(s2s
′
2)〈φl1m1(1)φl2m2(2)|g12|φl′1m′1(1)φl′2m′2(2)〉
= δ(s1s
′
1)δ(s2s
′
2)〈φl1m1(1)φl2m2(2)|φl′1m′1(1)φl′2m′2(2)〉
(2.36)
We use the following notation for the Coulomb integral:
J(φl1m1φl2m2) = 〈φl1m1(1)φl2m2(2)|g12|φl1m1(1)φl2m2(2)〉
= 〈φl1m1(1)φl2m2(2)|φl1m1(1)φl2m2(2)〉
= [φl1m1(1)φl1m1(1)|g12|φl2m2(2)φl2m2(2)]
(2.37)
and the following for the exchange integral:
K(φl1m1φl2m2) = 〈φl1m1(1)φl2m2(2)|g12|φl2m2(1)φl1m1(2)〉
= 〈φl1m1(1)φl2m2(2)|φl2m2(1)φl1m1(2)〉
= [φl1m1(1)φl2m2(1)|g12|φl1m1(2)φl2m2(2)]
(2.38)
Then the expression for the diagonal matrix element (l1 = l
′
1, l2 = l
′
2, m1 = m
′
1, m2 = m
′
2)
of Eq 2.35 can be written as:∑
σ1σ2
∫
dτ1dτ2|χl1m1s1(1)χl2m2s2(2)|∗g12|χl1m1s1(1)χl2m2s2(2)|
= J(φl1m1φl2m2)− δ(s1s2)K(φl1m1φl2m2)
(2.39)
2.1.3 Many Electrons in a Cubic Field
For the many electrons cases, the Hamiltonian of the Eq 2.23 can be generalized to:
H =
n∑
i=1
fi +
n∑
i>j
gij (2.40)
then if we define the two wavefunctions Ψ and Ψ′ by:
Ψ = |χk1χk2 . . . χkn|
Ψ′ = |χk′1χk′2 . . . χk′n|
(2.41)
We can calculate separately the matrix elements corresponding to the one-electron Hamil-
tonian:
〈Ψ|H0|Ψ′〉 =
N∑
i=1
∑
σ
∫
dτ |χk1χk2 . . . χkN |∗fi|χk′1χk′2 . . . χk′N | (2.42)
and the matrix elements corresponding to the two-electron Hamiltonian:
〈Ψ|H1|Ψ′〉 =
N∑
i>j=1
∑
σ
∫
dt|χk1χk2 . . . χkn|∗g|χk′1χk′2 . . . χk′n| (2.43)
Then if we use Laplace’s expansion (cf. Appendix A.6), we can demonstrate the Slater’s
rules which are proposed in Appendix C.3.
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2.1.4 Reduced Electrostatic Matrix Elements (Wigner-Eckart)
2.1.4.1 Slater-Condon Parameters
One way to reduce the number of two-electron integrals is to assume a simple angular
dependence for the t2g and eg wavefunctions. As d-electrons in the crystal are relatively
localized around the TM cation and the deformation of atomic d-orbitals is not preponder-
ant, it is reasonable to assume, as first approximation, that the t2g and eg wavefunctions
have pure d-characters and if we consider that the radial part is the same for all electrons
occupying the d-orbitals, we can then express molecular orbital wavefunction as:
φdm(r) = Rd(r)Y2m(θφ) m ∈ {2, 1, 0,−1,−2} (2.44)
where Y2m(θφ) is a spherical harmonic (cf. Appendix A.2). Let us take a two electron
integral:
〈φdm1(1)φdm2(2)|
1
r12
|φdm′1(1)φdm′2(2)〉 (2.45)
Then we can expand 1/r12 (cf. Appendix A.1) and using Eq 2.6:
1
r12
=
2l∑
k=0
rk<
rk+1>
[
4pi
2k + 1
] k∑
m=−k
(−1)mYkm(θ1, φ1)Ykm(θ2, φ2) (2.46)
where (r1, θ1, φ1) and (r2, θ2, φ2) are the polar coordinates of the electrons 1 and 2 and
where r< and r> are the lesser and the greater of r1 and r2 respectively.
If we use real spherical harmonics as we are concerned by real quantities, Eqs 2.45 & 2.46
read:
〈φdm1(1)φdm2(2)|
1
r12
|φdm′1(1)φdm′2(2)〉 = [φdm1(1)φdm′1(1)|
1
r12
|φdm2(2)φdm′2(2)]
=
2l∑
k=0
[
4pi
2k + 1
] k∑
m=−k
∫∫
ydm1(1)ydm2(2)ykm(1)ykm(2)ydm′1(1)ydm′2(2)dτ1dτ2 × F k(dd)
=
2l∑
k=0
[
4pi
2k + 1
] k∑
m=−k
∫
ydm1(1)ykm(1)ydm′1(1)dτ1 ×
∫
ydm2(2)ykm(2)ydm′2(2)dτ2 × F k(dd)
(2.47)
where (1), (2), dτ1 and dτ2 mean respectively (θ1, φ1), (θ2, φ2), dφ1dθ1 sin θ1 and dφ2dθ2 sin θ2
and where:
F k(dd) =
∫ ∞
0
r21 dr1
∫ ∞
0
r22 dr2R
2
d(r1)R
2
d(r2)
rk<
rk+1>
(2.48)
To simplify Eq 2.47, we can use Clebsch-Gordan coefficients, ckm1,m′1
(cf. Appendix A.5),
defined as:
ckm1,m′1 =
∫
ylm1ykmylm′1dφdθ sin θ (2.49)
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Eq 2.47 reads:
〈φdm1(1)φdm2(2)|
1
r12
|φdm′1(1)φdm′2(2)〉
=
2l∑
k=0
k∑
m=−k
1
2k + 1
(−1)kckm1,m′1c
k
m2,m′2
× δ(m+m′1,m1)δ(−m+m′2,m2)× F k(dd)
= δ(m1 +m2,m
′
1 +m
′
2)(−1)m1−m
′
1
2l∑
k=0
1
2k + 1
ckm1,m2 × ckm′1,m′2 × F
k(dd)
(2.50)
The Slater integrals or the Slater-Condon parameters, Fk, are often used and are defined
as:
F0 = F
0(dd), F2 =
1
49
F 2(dd), F4 =
1
441
F 4(dd) (2.51)
2.1.4.2 Racah’s Parameters
Another parameterization of the interelectronic repulsion parameters has been proposed
by Racah. Eq 2.52 gives the expression of the A, B and C Racah’s parameters in terms
of the three Slater-Condon parameters:
A = F0 − 49F4, B = F2 − 5F4, C = 35F4 (2.52)
We notice that Racah’s parameters are linked linearly to the Slater-Condon parameters so
we can use the less physical but more commonly used Racah’s parameters for our further
studies.
〈ζζ|ζζ〉 = 4B + 3C + A 〈ξξ|ξξ〉 = 4B + 3C + A
〈ζζ|ξξ〉 = 3B + C 〈ξε|ξε〉 = −2B + C + A
〈ζη|ζη〉 = −2B + C + A 〈ξθ|ηζ〉 = −2√3B
〈ζξ|ζξ〉 = −2B + C + A 〈ξθ|ξε〉 = 2√3B
〈ζε|ζε〉 = 4B + C + A 〈ξθ|ξθ〉 = 2B + C + A
〈ζε|ξη〉 = 3B 〈εε|ζζ〉 = C
〈ζθ|ζθ〉 = −4B + C + A 〈εε|ηη〉 = 3B + C
〈ζθ|ξη〉 = √3B 〈εε|ξξ〉 = 3B + C
〈ηη|ζζ〉 = 3B + C 〈εε|εε〉 = 4B + 3C + A
〈ηη|ηη〉 = 4B + 3C + A 〈εθ|ηη〉 = √3B
〈ηξ|ηξ〉 = −2B + C + A 〈εθ|ξξ〉 = −√3B
〈ηε|ζξ〉 = −3B 〈εθ|εθ〉 = −4B + C + A
〈ηε|ηε〉 = −2B + C + A 〈θθ|ζζ〉 = 4B + C
〈ηθ|ζξ〉 = √3B 〈θθ|ηη〉 = B + C
〈ηθ|ηε〉 = −2√3B 〈θθ|ξξ〉 = B + C
〈ηθ|ηθ〉 = 2B + C + A 〈θθ|εε〉 = 4B + C
〈ξξ|ηη〉 = 3B + C 〈θθ|θθ〉 = 4B + 3C + A
Table 2.1: The non-redundant interelectronic repulsion integrals express in function of the
Racah’s parameters A, B and C. The adopted notation is: 〈a(1)b(2)|c(1)d(2)〉.
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Moreover the main advantage of Racah’s parameterization is that the differences in energy
between multiplets having the same spin multiplicity are expressed only in term of B.
The non-redundant interelectronic integrals in spherical symmetry can be expressed as
a function of the three Racah’s parameters. Table 2.1 gives the linear relation of each
non-redundant interelectronic integral as a function of the three parameters. The Slater
determinant energies can be easily calculated within the DFT formalism and for a d2
configuration, we obtain from DFT calculation the 45 energies of all SD. Each of these
energies can be expressed in terms of the Racah’s parameters A, B and C. The result
is an overdetermined system of linear equations which can be solved by least square fit.
From those, only B and C can be obtained from the fit, the parameter A being responsible
for a shift of all atomic multiplets by the same amount.
2.1.4.3 Griffith’s Parameters
A more refined treatment of the two electron term of the Hamiltonian H is to use Grif-
fith’s parameterization.31 In this case, the number of interelectronic repulsion parameters
is not limited to three but to a series of ten since it refers to octahedral symmetry and to
MO which includes ligand AO.
The result found by this approach are not given in this thesis but can be found in the
article published in Chem. Phys. Lett..32 However, the details of the Criffith’s parameter-
ization are proposed for d-TM in an octahedral environment. If we consider the Eq 2.47,
we see that the electrostatic interaction can be expressed a a sum of products of one
electron function. In Eq 2.12, we can replace the real spherical harmonic, ykm, by linear
combinations which are components of bases for irreducible representation:
G =
∑
fiΓM(1)fiΓM(2) (2.53)
where fiΓM is a one electron function which forms the componentM of a basis for the irrep
Γ and parameter i labels different set of functions forming basis for the same irreducible
representation Γ. So the two-electron integrals 〈ab|G|cd〉 reads:
〈ab|G|cd〉 =
∑
〈ab|fiΓM(1)fiΓM(2)|cd〉
=
∑
〈a|fiΓM(1)|c〉〈b|fiΓM(2)|d〉
(2.54)
and depends only on the matrix elements of the one electron operator fiΓM . If we replace
fiΓM by giΓM where giΓM has the same matrix elements as fiΓM within the five e and t2
functions of interest but is equal to zero between these functions and any others and, also,
between any other functions. Then G reads:
G =
∑
κ<λ
G(κλ) =
∑
iΓM
∑
κ<λ
giΓM(κ)giΓM(λ) (2.55)
with giΓM real and having their components correctly connected in phase.
A one electron integral 〈a|giΓM |c〉 can only be non-zero if Γ occurs in the product of the
representation Γ1 and Γ3 to which |a〉 and |c〉 belong or, if Γ1 = Γ3, to the symmetrized
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square of Γ1. So if we write:
G =
∑
Γ
∑
i
GiΓ(κλ)
and GiΓ(κλ) =
∑
M
∑
κ<λ
giΓM(κ)giΓM(λ)
(2.56)
The product of the two functions e and t2 lead to a sum over four contribution for Γ, one
from each irreducible representation A1, E, T1 and T2. The derivation of this sum lead to
the parameterization of the two-electron integrals in terms of the ten Griffith parameters.
In Eq 2.57, the relations between the Racah’s and the Griffith’s parameters are given if
instead of MO, we use pure d-functions:
a = e = A+ 4B + 3C
b = d = A− 2B + C
c = 2B
√
3
f = 4B + C
g = B + C
h = i = B
√
3
j = 3B + C
(2.57)
2.1.5 Angular Overlap Model (AOM)
More than forty years ago, the developments of LFT by
L
M
σ∗
σ
pi∗
pi
p
x
p
z
d
z
2 d
xz
σ pi
Figure 2.3: Representation of a
σ- and a pi-bond and illustration
of the resulting MO splitting.
Jørgensen and Schaeffer25 give rise to the Angular Over-
lap Model. In this model, the perturbation of the free
ion takes into account the overlap between the metal and
the ligands contrary to CFT. For a transition metal with
open d-shell surrounded by an octahedral arrangement
of ligands, we can distinguish the σ and the pi bond (cf.
Fig. 2.3): an example of σ bond is the overlap between
the orbital dz2 of the TM and the orbital pz from the
ligand, pi bond is for example the overlap between the
orbital dxz of the TM and the px orbital from the lig-
and.
These two interactions can be modeled by two parame-
ters eσ and epi. eσ is generally positive because σ-bond
has a strong destabilizing effect (for a given metal to lig-
and distance, the overlap between orbital of the ligand
and orbital of the metal is larger for a σ-bond than for
a pi-bond ) while epi can be either positive if the ligand
is pi-donor or negative if the ligand is pi-acceptor.
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Ligand
Metal AO
dz2 dx2−y2 dxz dyz dxy
1 σ 1 0 0 0 0
pi 0 0 1 1 0
2 σ 1/4 3/4 0 0 0
pi 0 0 1 0 1
3 σ 1/4 3/4 0 0 0
pi 0 0 0 1 1
4 σ 1/4 3/4 0 0 0
pi 0 0 1 0 1
5 σ 1/4 3/4 0 0 0
pi 0 0 0 1 1
6 σ 1 0 0 0 0
pi 0 0 1 1 0
sum σ 3 3 0 0 0
pi 0 0 4 4 4
Table 2.2: Overlap contributions due to each
ligand with the five d-orbitals of the TM.
Figure 2.4: Ligand positions for the
demonstrative case.
Td Oh
∆Oh∆Td
εe
εt
d-orbitals
of free ion
Figure 2.5: Scheme of the AOM split-
ting in an octahedral and in a tetrahedral
environment.
Let us take as example an octahedral complex where the ligands are labelled as in the
Figure 2.4. The contributions of each ligand to the σ and the pi perturbations are listed
in the Table 2.2. Then if we do the overall sum, the energy of the MO eg and t2g
are then formulated as εeg = 3eσ and εt2g = 4epi leading to a diagonal hab matrix with
10Dq = 3eσ−4epi. The great advantage of using overlap arguments when we parameterize
hab lies in the fact, that overlap energies may be expressed in terms of parameters eσ and epi
which reflect the strength of the metal-ligand bond. The angular dependence is given by
the rotational transformation properties of the d-orbitals since ligand-ligand interaction
is neglected. The AOM matrix, hab, can be expressed in terms of angular factors and
the eσ and epi parameters. Thus the model has ability to treat systems with little or no
symmetry on an equal footing as the higher symmetric ones. Its drawback lies in the
large number of model parameters to be determined from experiment for such systems,
resulting in a complex parameterization.
We can make two remarks on the AOM theory.
1) Knowing that eσ is bigger than epi (in general 4 to 5 times, cf. MO diagram in
Fig 2.3), the Figure 2.5 can also be explained in a qualitative way if we consider the
nature of the bond in a complex, let say if the bond is composed by a σ-interaction or
by a pi-interaction. From the values of eσ and epi, we can say that the MO splitting in an
octahedral environment is bigger than the MO splitting in a tetrahedral one.
2) From Table 2.2, we can remark that for each ligand, the sum over σ and the sum
over pi angular factors are respectively 1 and 2. We can link these numbers to the well
known fact that a ligand is linked to the transition metal by one σ (usually pz) and two
pi (px, py) bonds.
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2.1.6 Spin-Orbit Coupling
Spin-orbit coupling is an essential constituent to the Hamiltonian for electronic states
originating from dn-configurations of transition metals in ligand fields (LF). It governs
the fine structure of the electronic multiplets and, for the ground state it is mainly re-
sponsible for the zero-field splitting and the anisotropy affecting the spectroscopic and
magnetic behavior of TM compounds with open d-shells.
The ligand field and the interelectronic repulsion dominate over the spin-orbit coupling
in complexes of 3d transition metal series. This is the reason to neglect the latter thus
far. However magnetism, EPR spectroscopy and hyperfine-coupling are largely affected
by spin-orbit coupling. Moreover, for 2nd and 3rd row transition metals as well as for
the f -elements even qualitative accounts of electronic absorption spectra cannot neglect
spin-orbit effects. Similarly, for molecular orbitals calculations in which ligands play an
important role, spin-orbit coupling due to ligands like e.g. iodide or bromide must be
considered.
The nature and origin of spin-orbit coupling have been discussed in many places.33 Mis-
etich and Buch34 have shown that the spin-orbit Hamiltonian of a molecule can be rea-
sonably well approximated as
HSO =
∑
N,i
ζN ·~li,N · ~si =
∑
i
~ui,N · ~si (2.58)
where ζN , the spin-orbit coupling constant of nucleus N, is incorporated into the molecular
operator ~ui for electron i.
In order to carry out a spin-orbit calculation it is necessary to relate the resultant splitting
of many electron states and also the interaction of different states to one-electron spin-orbit
coupling matrix elements. This can be done most conveniently in the basis of micro-states
(single determinants) as shown in references11,32,35 for the calculation of multiplets, using
Slater’s rules.
2.1.7 Qualitative Considerations of LFT
The use of LFT over decades led to the formulation of some general rules. Here, a
brief introduction to two of them is presented: the notion of spectro-chemical series
and the notion of nephelauxetic effect. In fact, to test our LFDFT method, we will
compare quantitatively the values obtained to the ones fitted from experiments but also
qualitatively to see if the evolution of the values respects this two rules.
2.1.7.1 The Spectro-chemical Series
Chemists remarked that if we consider one metal, the energy splitting between orbitals
change in function of the ligands. Jørgensen36 studied this effect and classified the ligands
in order of their ability to cause orbital separations. This classification is called the
spectro-chemical series and in Figure 2.6, a shortened list is given.
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Weak Field ⇐
I− < Br− < SCN− ∼ Cl− < F− < OH− ∼ ONO− < C2O2−4 < H2O
< NCS− < EDTA4− < NH3 ∼ pyr ∼ en < bipy < phen < CN− ∼ CO
⇒ Strong Field
Figure 2.6: A shortened spectro-chemical series.
The negatively charged ligands, such as I− < Br− < Cl− < F−, give rise to smaller 10Dq
values than neutral molecules, like H2O < NH3 < pyridine, CN
− and CO being the
strongest ligands due to their ability for back bonding (in AOM theory 10Dq = 3eσ−4epi,
epi < 0).
2.1.7.2 The Nephelauxetic Effect
Using LFT theory many years ago, Scha¨ffer and Jørgensen37 discovered that the inter-
electronic parameters B and C in complexes are smaller than those for the free ions.
This phenomenon has been rationalized in terms of the electronic cloud expansion of the
d-orbitals when going from free TM ions to complexes and has been called the nephelaux-
etic effect. The more reducing and softer ligands show a stronger reduction than the
more oxidizing and harder ones. The nephelauxetic reduction factor is defined by the
relation:
xBcomplex =
Bcomplex
B0
(2.59)
where B0 is the value of B for the free ion, Bcomplex the value of B for the complex con-
sidered and xBcomplex the nephelauxetic reduction factor of B for the complex considered.
Another way to see the nephelauxetic effect is that depending on the ligand, the complex
becomes more covalent and the electrons are to some extent spread over the ligands so
the d-orbitals are in some way large, we call it “cloud expansion”. So the space at the
electron disposal is bigger and the electron-electron repulsion is reduced.
2.2 DFT
The DFT which is well described in many text books38–41 is the method we choose to
determine the ligand field parameters. This choice is justified, based on the pragmatic
observation, that DFT is computationally less intensive than other methods with similar
accuracy. In this section, an introduction to DFT is reported. The main fact in DFT
is that the energy of a molecule can be determined from the electron density instead
of a wavefunction (Hohenberg and Kohn theorems). From the DFT calculations, in our
LFDFT model, we will use the Kohn-Sham (KS) molecular orbitals (MO) to model the hab
ligand field matrix and the energies of Slater determinants to fit the Racah’s parameters.
2.2.1 Basic Theory
Within the Born-Oppenheimer approximation, we can separate the electronic Hamilto-
nian, Helec, from the nuclear part. For a N -electrons and M -nuclei system without
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relativistic effects, Helec is defined by:
Helec = −1
2
N∑
i=1
∇2i +
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
(2.60)
or in a short hand notation:
Helec = Tˆ + VˆNe + Vˆee (2.61)
Tˆ , VˆNe and Vˆee are the kinetic energy term, the electron-nuclear attraction term and
the electron-electron repulsion term, respectively. The total energy of the system can be
found by solving the following Schro¨dinger equation:
HelecΨelec = EelecΨelec ⇐⇒ Eelec = 〈Φelec|Helec|Φelec〉 (2.62)
and then adding the effect of the constant interatomic repulsion potential: VˆNN (VˆNN is
constant due to the Born-Oppenheimer approximation):
Etot = Eelec + Enuc (2.63)
where:
Enuc =
M∑
A=1
M∑
B>A
ZAZB
rAB
(2.64)
The attractive potential exerted by the nuclei on the electrons is often called the external
potential, Vˆext, because it is not limited to the nuclear field but it may include some other
perturbations like effects of magnetic or electric fields. The wavefunction Ψ is not an
observable and a physical interpretation is relevant only if we consider the square of the
wavefunction:
|Ψ( ~x1, ~x2, . . . , ~xN)|2 d ~x1 d ~x2 . . . d ~xN (2.65)
which represents the probability that electrons 1, 2, . . . , N are found simultaneously in
the volume elements d ~x1 d ~x2 . . . d ~xN . As the electrons are indistinguishable, the following
equality can be written:
|Ψ( ~x1, ~x2, . . . , ~xi, ~xj, . . . , ~xN)|2 = |Ψ( ~x1, ~x2, . . . , ~xj, ~xi, . . . , ~xN)|2 (2.66)
Then the electronic density ρ(~r) is easily introduced as:
ρ(~r) = N
∫
. . .
∫
|Ψ(~r1, ~x2, . . . , ~xN)|2 d~s1 d~x2 . . . d~xN (2.67)
where ~ri = {xi, yi, zi}, ~xi = {xi, yi, zi, si} and ρ(~r) determines the probability to find one
of the N -electrons within the volume element d~r1 but with arbitrary spin while the others
N − 1 electrons have arbitrary positions and spin in the state represented by Ψ. We can
then make the two following statements:
lim
r→∞
ρ(~r) = 0 (2.68)∫
ρ(~r) d~r = N (2.69)
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This notion of the electron density can then be extended to the notion of the pair density
and instead to have the density of probability to find one electron with an arbitrary spin
within a particular volume element while other electrons are anywhere, we deal with the
probability to find a pair of electrons with spins σ1 and σ2 simultaneously within two
volume elements d~r1 and d~r2. This quantity is defined by the Eq 2.70:
ρ2(~r1, ~r2) = ρ2(~r1~r2, ~r1~r2)
=
N(N − 1)
2
∫
. . .
∫
|Ψ(~r1~s1, ~r2~s2, ~x3, . . . , ~xN)|2d~s1d~s2d~x3 . . . d~xN
(2.70)
It should be easily calculated if the electrons cannot interact with themselves, but the
electrons are charged and the movement of one is correlated with the movements of the
others. Then ρ2( ~x1, ~x2) contains electron correlation. To describe ρ2, we have to introduce
the reduced density matrix γ2:
γ2(~r1~r2, ~r1
′~r2
′) = N(N−1)
∫
. . .
∫
Ψ(~r1~s1, ~r2~s2, ~x3, . . . , ~xN)Ψ(~r1
′~s1, ~r2
′~s2, ~x3, . . . , ~xN)d ~x3 . . . d ~xN
(2.71)
γ2 is called the second order density matrix. The first order density matrix can be defined
in the same way as:
γ1(~r1, ~r1
′) = N
∫
. . .
∫
Ψ(~r1~s1, ~x2, . . . , ~xN)Ψ(~r1
′~s1, ~x2, . . . , ~xN)d~x2 . . . d~xN (2.72)
If we consider in Eq 2.70 the case where ~r1 = ~r2 then:
ρ2(~r1, ~r1) = −ρ2(~r1, ~r1) (2.73)
This means that the quantity previously defined is 0, this implies that the probability to
find two electrons at the same place vanishies according to the Pauli’s principle.
If we integrate upon the spin component, we thus get the density ρ(r) whose eigenvectors
are called natural orbitals.
All the interactions described by the Hamiltonian are either one- or two-particle interac-
tions. Therefore just 1st and 2nd order density matrices (often called geminal functions)
are necessary to describe a system of N interacting electrons. An equivalent formulation
of the Hamiltonian of Eq 2.60 in term of density matrices is:
〈Ψ|H |Ψ〉 =
∫ [
−1
2
∇21ρ1(r1, r2)
]
r1=r2
dr1 +
∫
Vextρ(r)dr +
∫
1
r12
ρ2(r1, r2)dr1dr2 (2.74)
where:
ρ1(~r1
′, ~r1) = N
∫
. . .
∫
Ψ∗(~r1
′~s1, ~x2, . . . , ~xN)Ψ(~r1~s1, ~x2, . . . , ~xN)dσ1d~x2 . . . d~xN
ρ2(~r1, ~r2) =
N(N − 1)
2
∫
. . .
∫
|φ(~r1~s1, ~r2~s2, ~x3, . . . , ~xN)|2d~s1d~s2d~x3 . . . d~xN
(2.75)
Thomas and Fermi were the first to use the density as a variable to describe the ground
state with the Thomas-Fermi model.
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2.2.2 The Thomas-Fermi Model
Thomas and Fermi,42–44 before the development of the DFT due to Hohenberg and Kohn,45
introduced a model close to density functional formalism where the energy is expressed
in function of ρ:
E[ρ] = 〈φ|Hˆ|φ〉 =
∫
ρ(r)V (r) dr + T [ρ] + Vee[ρ] (2.76)
and they proposed to substitute the kinetic energy function with the one derived for a
uniform electron gas TTF :
TTF [ρ(~r)] =
3
10
(3pi2)2/3
∫
ρ5/3(~r)d~r (2.77)
while solving the two other terms in a classical way so Eq 2.76 reads:
ETF [ρ(~r)] =
3
10
(3pi2)2/3
∫
ρ5/3(~r)d~r − Z
∫
ρ(~r)
r
d~r +
1
2
∫∫
ρ(~r1)ρ(~r2)
r12
d~r1d~r2 (2.78)
This equation was the first to introduce the density rather than the wavefunction in
order to solve the Hamiltonian. But the importance of this equation is more historical
because it cannot really calculate the energy of an atom, this is due to the fact that
Eq 2.78 completely neglects the exchange and correlation effect. The only part of the
interelectronic interaction taken into account is the Coulomb repulsion, therefore the
chemical bonds cannot be well described.46 Dirac proposed the Thomas-Fermi-Dirac
(TFD) model47 that corrects the TF model by the introduction of exchange of electron
gas but TFD model does not constitute a great improvement. A successive correction
was given by Weizsacker48 who proposed a correction of the kinetic energy term with the
introduction of TTF which takes into account the inhomogeneity of the density:
TW [ρ] =
1
8
∫ |∇ρ(r)|2
ρ(r)
dr (2.79)
which leads to the total energy of the TFD − λW model:
ETFD−λW = TTF [ρ]− λTW [ρ] +
∫
ρ(r)V (r) dr + J [ρ] + ExD[ρ] (2.80)
where ExD[ρ] is the Dirac correction:
ExD[ρ] =
3
4
(
3
pi
)1/3 ∫
ρ(r)4/3dr (2.81)
In a first time, Weizsacker took λ = 1 but this value changed in many developments.49–52
The advantages of the TFD−λW model are that the density is now finite at the nuclei and
has a correct asymptotic behavior. Moreover, the TFD − λW model is able to describe
the chemical bond. But the real development of DFT comes from the two theorems of
Hohenberg and Kohn.
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2.2.3 The Hohenberg and Kohn Theorems
2.2.3.1 The First Hohenberg and Kohn Theorem
The first Hohenberg and Kohn theorem45 states, in case of non degenerate ground state,
that the density ρ(~r) completely determines the external potential Vext. The proof is given
by reductio ab absurdum supposing the existence of two different external potentials Vext
and V ′ext being part of two different Hamiltonians: H = Tˆ + Vˆee + Vˆext and H
′ = Tˆ +
Vˆee+ Vˆ
′
ext. Then the two Hamiltonians belong to two different ground state wavefunctions
Ψ and Ψ′ corresponding to two ground state energies E0 and E ′0.
If we assume that the two wavefunctions give rise to the same electron density and if we
define E0 = 〈Ψ|H |Ψ〉 then:
E0 < 〈Ψ′|H |Ψ′〉 = 〈Ψ′|H ′|Ψ′〉+ 〈Ψ′|H −H ′|Ψ′〉 (2.82)
H and H ′ just differ by the external potential so:
E0 < E
′
0 + 〈Ψ′|Tˆ + Vˆee + Vˆext − Tˆ ′ − Vˆ ′ee − Vˆ ′ext|Ψ′〉
⇔ E0 < E ′0 +
∫
ρ(~r) {Vext − V ′ext}
(2.83)
If we proceed in the same manner with interchanging the unprimed and the primed
quantities we obtain:
E ′0 < E0 +
∫
ρ(~r) {Vext − V ′ext} (2.84)
Eq 2.83 & Eq 2.84 give the absurd result:
E0 + E
′
0 < E
′
0 + E0 (2.85)
This is the proof that two different external potentials, Vext and V
′
ext, can not yield to the
same ground state electron density.
2.2.3.2 The Second Hohenberg and Kohn Theorem
The second Hohenberg and Kohn theorem45 introduces the variational principle in terms
of the density. Choosing an arbitrary density ρ˜, the corresponding unique wavefunction
Φ˜ leads using the variational principle to:
〈Φ˜|Hˆ|Φ˜〉 =
∫
ρ˜Vext dr + T [ρ˜] + Vee[ρ˜] = E[ρ˜] > E[ρ] (2.86)
where ρ is the true ground state density. Then the variational principle requires that the
ground-state density satisfy the stationary principle:
δE[ρ]− µδ
[∫
ρ(r)dr −N
]
= 0 (2.87)
where the integration of the density is imposed to be equal to N . Then using Euler-
Lagrange equation:
µ =
δE[ρ]
δρ(r)
= Vext(r) +
δF [ρ]
δρ[r]
(2.88)
22
2.2 DFT
where F [ρ] = T [ρ] + Vee[ρ] is called the universal functional and is independent of the
system. The latter equation shows that knowing the universal function, the best density
can be obtained trough a variational procedure. All properties of the system defined by
an external potential Vext are determined by the ground state density.
2.2.4 The Constrained Search Approach
The variational principle applied to a wavefunction Ψ is defined by:
E0 = min
Ψ→N
〈Ψ|Tˆ + VˆNe + Tˆee|Ψ〉 (2.89)
But if we want to connect the variational principle to the DF formalism, we have first to
define the v- and N -representability of the density. A density ρ is v-representable if it is
associated to the wavefunction of a Hamiltonian defined in Eq 2.61 where the external
potential Vext(r) is not necessarily a Coulomb potential. A density is N -representable
if it can be obtained by squaring the antisymmetric potential wavefunction. Then the
N -representability is a weaker condition than the v-representability. The HK theorems
demonstrate a one-to-one correspondence between ρ0(r) and Ψ0(r) (the subscript 0 refer-
ring to ground state). But we want to determine the wavefunction in terms of a density,
this is not trivial because an infinite number of antisymmetric wavefunctions give rise to
the same density. How to determine the real wavefunctions Ψ0 and non Ψρ0? The Levy
constrained search53–55 is the answer because the minimum energy principle gives:
〈Ψρ0|H |Ψρ0〉 > 〈Ψ0|H |Ψ0〉 = E0 (2.90)
So we can write:
〈Ψρ0|H |Ψρ0〉 = 〈Ψρ0|Tˆ + Tˆee|Ψρ0〉+
∫
ρ(r)Vext(r)dr
> 〈Ψ0|Tˆ + Tˆee|Ψ0〉+
∫
ρ(r)Vext(r)dr
(2.91)
which is equivalent to:
〈Ψρ0|Tˆ + Tˆee|Ψρ0〉 > 〈Ψ0|Tˆ + Tˆee|Ψ0〉 (2.92)
If we rewrite the second HK theorem for a v-representable density we obtain:
E[ρ] ≡ FHK [ρ] +
∫
ρ(r)Vextdr > Ev[ρ0] (2.93)
Therefore we have:
FHK [ρ0] = 〈Ψ0|Tˆ + Vˆee|Ψ0〉 = min
Ψ→ρ0
〈Ψ|Tˆ + Vˆee|Ψ〉 (2.94)
The definition of the constrained search comes from the fact that only the wavefunctions
of ρ0 density are taken into account. If we look at Eq 2.94, we can notice that we are not
obliged to restrict to a v-representable ρ0 ground state but to any N -representable density.
Therefore we can extend the definition of FHK [ρ0] to any N -representable density:
F [ρ] = min
Ψ→ρ
〈Ψ|Tˆ + Vˆee|Ψ〉 (2.95)
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where F [ρ] = FHK [ρ0]. The minimization procedure can be performed in two steps:
F [ρ] = min
ρ→N
[
min
Ψ→ρ
(
〈Ψ|Tˆ + Vˆee|Ψ〉+
∫
ρ(r)Vextdr
)]
(2.96)
which can be written in a more compact form as:
E0 = min
ρ→N
[
F [ρ] +
∫
ρ(~r)Vextd~r
]
= min
ρ→N
E[ρ]
(2.97)
2.2.5 The Kohn-Sham Approach
Kohn and Sham3 suggested to take into account a system of N non-interacting electrons
(Vee = 0) moving in an external potential Vext. For this approximation the kinetic energy
is well known and corresponds to the kinetic energy, TS, defined as:
TS =
N∑
i=1
〈χi| − 1
2
∇2|χi〉 (2.98)
but the true kinetic energy, T , is not equal to TS. Then Kohn and Sham introduce this
difference in the functional thus from Eq 2.88:
µ = Vext(r) +
δT [ρ]
δρ(r)
+
δVee[ρ]
δρ(r)
= Vext(r) +
δTS[ρ]
δρ(r)
+ Veff (r) (2.99)
where Vext(r) is a fictitious external potential which should be applied to the non-interacting
system to get the density ρ:
Vext(r) =
δT [ρ]
δρ(r)
− δTS[ρ]
δρ(r)
+
δVee[ρ]
δρ(r)
(2.100)
Then the total energy is:
E[ρ] = TS[ρ] + J [ρ] + T [ρ]− TS[ρ] +
∫
Vextρ(r)dr + Vee[ρ]− J [ρ] (2.101)
where:
J [ρ] =
1
2
∫
ρ(r1)ρ(r2)
|r1 − r2| dr1dr2 (2.102)
If we set:
EXC [ρ] = (T [ρ]− TS[ρ]) + (Vee[ρ]− J [ρ]) (2.103)
then the energy of the system can be expressed as:
E[ρ] = TS[ρ] + J [ρ] + EXC [ρ] +
∫
Vextρ(r)dr (2.104)
where EXC is called the exchange-correlation energy. The exchange-correlation energy
functional can be derived with respect to the density to define the exchange-correlation
potential VXC [ρ]:
VXC [ρ] =
δEXC [ρ]
δρ(r)
(2.105)
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From Eq 2.101, the KS equations can be derived:[
−1
2
∇2 + ρ(r
′)
|r − r′| + Vext(r) + VXC(r)
]
χi = εiχi (2.106)
where:
ρ(r) =
N∑
i=1
∑
σ
|χi(r, σ)|2 (2.107)
and the total energy is equal to:
E =
N∑
i=1
εi − 1
2
∫
ρ(r)ρ(r′)
|r − r′| dr dr
′ + EXC [ρ]−
∫
VXC(r)ρ(r)dr (2.108)
We can underline that EXC does not contain only the exchange and correlation energy but
also the correction of the kinetic energy: correlation kinetic energy. The main advantage
of the DFT approach is the substitution of the non-local non-multiplicative HF term by a
local and multiplicative exchange and correlation term. On the other hand, the functional
form of EXC is unknown. Therefore all DFT applications are based on an approximate
EXC (cf. next sections).
As underlined before, Vext can not only consider the potential of the nuclei but can
also take into account, for example, a magnetic field which acts only on the spin of the
electrons. For this case the total density ρ(r) and the α−β electron density (ρ(r)α, ρ(r)β)
should be consider as variables. The Hamiltonian in presence of an external field, B(r),
reads:
Helec = −1
2
N∑
i=1
∇2i +
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+ 2 · βe
N∑
i=1
B(r) · Si (2.109)
where βe = e~/2mc and the interaction of orbital angular momentum of electron with
the magnetic field has been neglected. It can be shown38 that the constrained search
formulation can be rewritten as:
F
[
ρα, ρβ
]
= min
Ψ→ρα,ρβ
〈Ψ|Tˆ + Vˆee|Ψ〉 (2.110)
Therefore following the KS method we obtain:
F
[
ρα, ρβ
]
= TS
[
ρα, ρβ
]
+ J
[
ρα, ρβ
]
+ EXC
[
ρα, ρβ
]
(2.111)
and finally, we obtain the spin-polarized set of KS equations:
hˆαeff =
[
−1
2
∇2i + V αeff (r)
]
Ψiα(r) = εiαΨiα(r)
hˆβeff =
[
−1
2
∇2i + V βeff (r)
]
Ψiβ(r) = εiβΨiβ(r)
(2.112)
and:
V αeff (r) = Vext(r) + βeb(r) +
ρ(r′)
|r − r′|dr
′ +
δEXC [ρ
α, ρβ]
δρα(r)
V βeff (r) = Vext(r) + βeb(r) +
ρ(r′)
|r − r′|dr
′ +
δEXC [ρ
α, ρβ]
δρβ(r)
(2.113)
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where b(r) is the magnetic field in the z direction.
Actually, the spin-polarized extension can also be applied in absence of an external field
to give a better description of the EXC for open shell systems and to allow different spins
to have different densities. The latter point is equivalent to the concept of Unrestricted-
HF and should account for molecules at the near dissociation limit and for processes of
spontaneous localization/magnetisation.
2.2.6 Hole Functions
From the Eq 2.74, we can formulate the Hamiltonian in terms of first and second order
density matrices and express the energy as:
〈Ψ|H |Ψ〉 =
∫ [
−1
2
∇2rρ1(r, r′)
]
r=r′
dr +
∫
Vextρ1(r)dr +
∫
1
r12
ρ2(r1, r2)dr1dr2 (2.114)
In the case we have independent electrons:
ρ2(r1, r2)dr1dr2 =
1
2
ρ(r1)ρ(r2) (2.115)
In the case we have interacting electrons:
ρ2(r1, r2)dr1dr2 =
1
2
ρ(r1)ρ(r2) [1 + h(r1r2)] (2.116)
where the last terms incorporates all the interaction between the electrons. If we now
recall that:
ρ(r1) =
2
N − 1
∫
ρ2(r1, r2)dr2 (2.117)
We can define the exchange-correlation hole as:
ρxc(r1, r2) = ρ(r2)h(r1, r2) (2.118)
From Eq 2.116 & 2.117 we can write:
2
N − 1ρ(r1) =
N
2
ρ(r1) +
1
2
ρ(r1)
∫
ρxc(r1, r2)dr2 (2.119)
and: ∫
ρxc(r1, r2)dr2 =
∫
ρ(r2)h(r1, r2)dr2 = −1 (2.120)
Therefore from Eq 2.114, we derive:
Vee =
∫
1
r12
ρ(r1, r2)dr1dr2
=
1
2
∫
ρ(r1)ρ(r2)dr1dr2 +
1
2
∫
ρ(r1)ρxc(r1, r2)
r12
dr1dr2
= J [ρ] + Exc[ρ]
(2.121)
If now we separate the spin-like pairs of electrons from the opposite spins pairs, we have:
Exc[ρ] =
1
2
∫
ρσ(r1)ρ
σσ
x (r1, r2)
r12
dr1dr2 +
1
2
∫
ρσ(r1)ρ
σσ′
c (r1, r2)
r12
dr1dr2 (2.122)
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where ρσσx (r1r2) is the Exchange Hole or Fermi Hole and it contains both the exchange
contribution to the total energy and the correlation of electrons of the same spin, and
ρσσ
′
c (r1r2) is the Correlation Hole or Coulomb Hole and it describes the correlation energy
for electrons of opposite spin. The general condition for the exchange-correlation hole
function can be rewritten in terms of Exchange and Correlation Hole functions as:∫
ρσσx (r1, r2)r12dr1dr2 = −1∫
ρσσc (r1, r2)r12dr1dr2 = 0
(2.123)
Let us consider the exchange correlation hole. Defining the position of electron 2 as a
function of the position of electron 1 ( r2 = r1 + s), we have:
lim
s→0
ρσσx (r1, r1 + s) = ρ
α(r1) (2.124)
This condition is equivalent to Pauli principle and it exactly compensates the self inter-
action energy contained in the J [ρ].
2.2.7 Exchange and Correlation Functional
With the aim to find functionals which can give a better description of chemical systems,
several classes of EXC have been proposed. Unfortunately, a straightforward way in which
the functional can be improved does not exist. Nevertheless two main routes have been
followed: the first is to start from a model for which an exact solution can be found and
try to design functionals which satisfy the theoretical conditions; the second is, starting
from a given functional form, to fit a number of parameters in order to reproduce the
chemical properties of a bunch of compounds taken as reference. The last approach can
yield better results but it introduces a lack of generality in the EXC and therefore this
concept of a functional optimized for a given set of molecules certainly drives DFT towards
the semi-empirical approaches.
Although the number of functional is constantly increasing, we can recast most of the
current functionals into three different classes: the Local, the Gradient Corrected and
the Hybrid ones. It is important to stress that all the functionals are local, even if
sometimes the generalized gradient approximation was misleadingly referred as non-local
approximation, since they depend only upon the density or gradient of density at the given
position. Finally a short overview of the so-called meta-GGA is given in section 2.2.7.4.
2.2.7.1 Local Density Approximation
A simple reference model for which an exact solution can be found is the uniform electron
gas. A uniform electron gas can be thought as a system of N electrons in a cube of
volume V = a3 where a uniform charge has been spread out in order to maintain the
overall system neutral, when N →∞, V →∞ while the density remains constant ρ = N
V
.
In this case the ground state energy reads:
E[ρ] = TS[ρ] +
∫
ρ(r)Vext(r)dr + J [ρ] + EXC [ρ] + Eb (2.125)
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with Eb being the electrostatic energy of the positive background. This electrostatic
energy does compensate the sum of the external potential generated by the electrons and
the coulombic interaction between electrons. Therefore the second, third and fifth terms
of Equation 2.125 add to zero. In this case, we can thus write:
E[ρ] = TS[ρ] + EXC [ρ]
= TS[ρ] + EX [ρ] + EC [ρ]
(2.126)
It can be shown that, using plane waves, the first order spinless density matrix can be
expressed as:
ρ1(r1, r2) = 3ρ(r)
sin t− t cos t
t3
t = kF (r)s
kF (r) = [3pi
2ρ(r)]1/3
s = r1 − r2
(2.127)
Consequently, we have:
TS[ρ] = CF
∫
ρ(r)5/3dr
EX [ρ] = −Cx
∫
ρ(r)4/3dr
CF =
3
10
(3pi2)2/3
Cx =
3
4
(
1
3pi
)1/3
(2.128)
From Eq 2.128 the TFD formulation can be recognized. In case of a system with a different
number of α and β electrons with the corresponding density ρα and ρβ, the kinetic energy
and the exchange energy can be expressed as:
TS[ρ
α, ρβ] = 22/3CF
∫ [
(ρα(r))5/3 + (ρβ(r))5/3
]
dr
EX [ρ
α, ρβ] = −21/3Cx
∫ [
(ρα(r))4/3 + (ρβ(r))4/3
]
dr
(2.129)
The correlation functional for a uniform electron gas, was derived from the numerical
Monte-Carlo simulations of Ceperley and Alder,56 subtracting from the total energy the
kinetic and the exchange ones obtained through Eq 2.126. And then Vosko, Wilk and
Nusair57 formulated the correlation energy per particle, εc, in an analytical way. If rs is
defined as the radius of a sphere whose volume is the effective volume of an electron:
4
3
pir3s =
1
ρ
(2.130)
The expression of εc(rs) reads:
εc(rs) =
A
2
(
ln
x2
X(x)
+
2b
Q
arctan
Q
2x+ b
− bx0
X(x0)
[
ln
(x− x0)2
X(x)
+
2(b+ 2x0)
Q
arctan
Q
2x+ b
]) (2.131)
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where x = r
1/2
s , X(x) = x2 + bx + c, Q =
√
(4c− b2) and A = 0.0621814, 0.0310907;
x0 = −0.409286,−0.743294; b = 13.0720, 20.1231; c = 42.7198, 191.578 for the non spin-
polarized and for the spin-polarized cases respectively. The LDA exchange is often referred
as S-VWN to stress the two components of the exchange (Slater-Dirac) and correlation
(VWN) parts respectively. Most of the functionals developed contain the LDA exchange
and a correction to it. Therefore we expect that for LDA functional, the more inhomoge-
neous the system is, the worst the description should be. c
2.2.7.2 Generalized Gradient Approximation
One of the most striking failure of LDA is its wrong asymptotic behavior. Becke58 starting
from the definition of exchange and correlation hole (Eq 2.118) has defined exchange
energy as a function of the exchange energy density (εx(r1)) as:
Ex =
∫
ρ(r1)ε(r1)dr1
εx(r1) =
1
2
∫
ρxc(r1, r2)
r12
dr2
(2.132)
The following asymptotic condition should be fullfilled:
lim
r1→∞
ε(r1) = − 1
2r1
(2.133)
In the case of LDA functional, the asymptotic condition is equivalent to:
lim
r1→∞
ρ(r) ∝ − exp(−αr) (2.134)
so Becke defined the asymptotic condition as:
lim
r1→∞
εx−LDA ∝ − exp(−αr/3) (2.135)
Therefore an additional correction should be added. The one proposed by Becke in order
to recover the correct asymptotic behavior contains the gradient of the density and has
the following functional form:
εx−Becke = −βρ1/3 x
2
1 + 6βx sinh−1 x
x =
∇ρ
ρ4/3
(2.136)
This expression contains one adjustable parameter (β) which was chosen so that the sum
of the LDA and Becke exchange terms reproduces the exchange energy of six noble gas
atoms (β = 0.0042). The Becke exchange energy functional has the correct asymptotic
behavior but the derived potential not (i.e. it behaves like r−2 instead of r−1). On the
other hand the introduction of the gradient of the density enables a better treatment
cWe are, within the LFDFT method, using LDA functional to do geometry optimization if we don’t
have the experimental structure, especially for small coumpounds with negative charge. Sometimes we
use it for all the DFT calculations of the LFDFT procedure.
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of inhomogeneous systems such as the molecular systems we are normally dealing with.
As a typical example of Gradient corrected correlation functional we can consider the
Lee-Yang-Parr correlation potential. Starting from the work of Colle and Salvetti59 who
formulated and approximated expression of the correlation energy of He as a function of
second order HF density matrix, Lee, Yang and Parr60 expressed this formula in term
of ρ, its gradient and its Laplacian. After integration by part61 the Laplacian terms are
eliminated and the final expression for a closed shell system reads:
Ec−LY P = −a
∫
ρ
1 + dρ−1/3
dr − ab
∫
wρ2
[
CFρ
8/3 + |∇ρ|2
(
5
12
− δ 7
12
)]
− 11
24
ρ2|∇ρ|2dr
(2.137)
where
w =
exp(−cρ−1/3)
1 + dρ−1/3
ρ−11/3
δ = cρ−1/3 +
dρ−1/3
1 + dρ−1/3
(2.138)
and a = 0.04918, b = 0.132, c = 0.2533, d = 0.349 are the Colle-Salvetti parameters for
He.
Contrary to the Becke functional for exchange, the LYP functional is not derived from a
uniform electron gas model but from correlated wavefunction for a two electrons system.
Several other GGA exchange and correlation functionals have been developed from the
late 80’s until now.
2.2.7.3 Hybrid Functional
As well as “pure-GGA”, an increasing number of exchange and correlation functionals
include a percentage of exact exchange. This latter class of functionals recasts the so-
called Hybrid-Functionals. We can suppose that a system of density ρ can be described
as a sum of fictitious systems, all with density ρ but with different electron-electron
interaction. This interaction can be tuned via a parameter λ such that λ = 1 corresponds
to full interacting electrons and λ = 0 corresponds to non-interacting electrons. Therefore
we can write:
Fλ[ρ] = min〈Ψλρ |Tˆ + λVˆee|Ψλρ〉 (2.139)
where Ψλρ minimizes the Hamiltonian Tˆ + λVˆee and has an exact density ρ. From the
expression of Exc given in Eq 2.103 we have:
Exc = T [ρ]− TS[ρ]− J [ρ] + Vee[ρ]
= F1[ρ]− F0[ρ]− J [ρ]
=
∫ 1
0
dλ
∂Fλ
∂λ
− J [ρ]
(2.140)
Using the Hellman-Feynman theorem we can write:
Exc =
∫ 1
0
dλ〈Ψλρ |λVˆee|Ψλρ〉 − J [ρ] (2.141)
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If now we evaluate the integral using a two-point quadrature, we just need the value of
the integral for λ = 0 and λ = 1, the first being the HF-exchange and the latter the full
exchange-correlation energy. This leads to the so-called half-and-half formula where 50
% of HF-exchange has been introduced. Successively, Becke62 proposed a different (em-
pirical) mixing of exact exchange and exchange-correlation energy derived from different
exchange-correlation functionals, leading to the family of the three parameters hybrid
functional, the most known being B3LYP:
B3LY P ≡ AEDiracx + (1− A)EHFx +B∆Beckex + (1− C)EVWNc + CELY Pc (2.142)
2.2.7.4 meta-GGA
With the definition of meta-GGA a new family of exchange-correlation functionals was
introduced by Perdew.63 The aim of this new class of functionals is to overcome the
shortcomings of LDA and GGA approaches due to their foundation on a strictly local
formulation. Therefore, to reach chemical accuracy, non local terms are included in the
exchange-correlation functional formulation. In particular we can see, that at a LDA
level, EXC is only a function of the density (ρ) and at the GGA level, only a function of
the density and its gradient (ρ and ∇ρ). Instead of proposing a fully non local functional,
Perdew63 firstly proposed an exchange and correlation functional which depends on the
density and the gradient of the density (ρ and ∇ρ) as a common GGA but also on the
Laplacian of the density (∇2ρ) or of the kinetic energy density of the occupied orbitals.
Differentmeta-GGA functionals have been developed64–66 but we are not able to use them,
up to now, in our LFDFT approach. It comes from the fact that meta-GGA functional
are implemented in the ADF program as a post-SCF procedure. So we can calculate
energies in regards of these kinds of functionals but the density matrix is not optimized
according to them. As one can see in the next chapter, we need to extract eigenvectors
of the Kohn-Sham molecular orbitals (KS MO) from DFT calculations in our LFDFT
approach.
2.2.8 Scaling Relations in DFT
Let us consider a change of the electron coordinates in the system, in order to expand
(λ > 1) or to shrink (λ < 1) the electron cloud: r′ = λr. The scaling factor is defined
as the operation on the wavefunction or on the density which changes all the coordinates
but keeping the normalization condition. Thus we have:
Ψλ = λ
3N/2Ψ(λr)
ρλ = λ
3ρ(λr)
(2.143)
If we express the kinetic energy and the electron-electron interaction as a functional of
the wavefunction, they scale homogeneously as λ2 and λ:
T [Ψλ] = λ
2T [Ψ]
Vee[Ψλ] = λVee[Ψ]
(2.144)
If, now, we express the T and Vee as a functional of the density, the scaling relations are
no more the same. In particular, recalling the Levy constrained search formulation, we
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have:
F [ρ(r)] = min
Ψ→ρ
∫
Ψ∗(r)
[
T (r) + Vee[r]
]
Ψ(r)dr
= min
Ψ→ρ
λ3N
∫
Ψ∗(λr)
[
T (λr) + Vee[λr]
]
Ψ(λr)dr
= min
Ψ→ρ
λ−2
∫
Ψ∗λ(r)
[
T (r) + λVee[r]
]
Ψλ(r)dr
= min
Ψ→ρ
λ−2〈Ψλ|T + λVee|Ψλ〉
(2.145)
λ3N/2Ψminρ (λr) gives the density ρλ and minimizes the expectation value of λ
−2〈T +λVee〉,
while Ψminρ gives ρ and minimizes 〈T + λVee〉. If we define Ψminρλ the wavefunction with
the corresponding density ρλ which minimizes 〈T + λVee〉, the following inequality arises:
λ3N/2Ψminρ (λr) 6= Ψminρλ (2.146)
As a consequence T [ρλ] and Vee[ρλ] do not scale homogeneously. The following scaling
relations have been derived by Perdew and Levy:67
Vee[ρλ] < λVee[ρ] ; T [ρλ] > λ
2T [ρ] for λ < 1
Vee[ρλ] > λVee[ρ] ; T [ρλ] < λ
2T [ρ] for λ > 1
(2.147)
In case of non-interacting electrons, the KS kinetic energy scales homogeneously:
TS[ρλ] = λ
2T [ρ] (2.148)
as well as the exchange-energy functional and the classical Coulomb potential:
Ex[ρλ] = λEx[ρ]
J [ρλ] = λJ [ρ]
(2.149)
What does not scale homogeneously is Tc[ρ], the difference between the real kinetic energy
and the kinetic energy of a non-interacting electron system:
Tc[ρ] = T [ρ]− Ts[ρ] (2.150)
The following inequality can be demonstrated:4,68
T [ρ] > Ts[ρ] (2.151)
Therefore:
Tc > 0 (2.152)
Correspondingly the correlation energy reads:
Ec[ρ] = Vee[ρ]− J [ρ]− Ex[ρ] + Tc[ρ] (2.153)
Therefore Ec[ρ] always contains a positive contribution due to kinetic energy and particu-
lar care should be taken in direct comparison of correlation energy derived from correlated
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calculations and the correlation energy derived from DFT. As previously seen for Ex, scal-
ing inequalities can be derived also for the correlation energy:67
Ec[ρλ] < λEc[ρ] for λ < 1
Ec[ρλ] > λEc[ρ] for λ > 1
(2.154)
The scaling relations in DFT have been reviewed by Levy.69 As a final remark, it is
important to point out that most of the current functionals do not satisfy several of these
inequalities or the asymptotic conditions, which in principle, should be taken as a rigourus
guide in the design of new functionals.
2.2.9 Janak’s Theorem
Looking at the KS Equation 2.108, the choice of expanding the density by using N -orbitals
and integer occupation numbers is arbitrary. Janak70 proposed to define the kinetic energy
of the non-interacting electron as:
TJ [ρ] = minni
∑
i
∫
Ψ∗i (x)−
1
2
∇2iΨi(x)d(x) (2.155)
where ni is 0 6 ni 6 1. The number of functions in Janak derivation is arbitrary but
subject to the constrain that
∑
i ni = N .
The total density is then defined as:
ρ(r) =
∑
i
ni
∑
σ
|Ψ(x)|2 (2.156)
and the corresponding total energy reads:
E[ρ] = TJ [ρ] + Vee[ρ] +
∫
ρ(r)Vext(r)dr
= −1
2
∑
i
ni
∫
Ψ∗i (x)∇2iΨi(x)d(x) + J [ρ] + Exc[ρ] +
∫
ρ(r)Vext(r)dr
(2.157)
We can minimize E[ρ] with respect to Ψi and ni. For a given set of ni, we have:[
−1
2
ni∇2 + niVeff (r)
]
Ψi = ε
′
iΨi (2.158)
The standard KS-like equation can be obtained considering the substitution: εi =
ε′i
ni
. The
differentiation of the energy E with respect to ni gives Eq 2.159 that is usually referred
as the Janak’s theorem:
∂E
∂ni
= −1
2
∫
Ψ∗i (x)∇2iΨi(x)d(x) +
∫
δ
δρ(r)
[
J [ρ] + Exc[ρ] +
∫
ρ(r)Vext(r)dr
]
δρ(r)
∂ni
= −1
2
∫
Ψ∗i (x)∇2iΨi(x)d(x) +
∫
Veff (r)Ψ
∗
i (x)Ψi(x)dr
= εi
(2.159)
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From a practical point of view, the KS implementation is definitely easier because it just
fixes the occupation number of the first N orbitals to 1 and the rest to 0, but several
and important are the information that can be derived from Janak theorem such as the
Electron Affinity or the Ionization Potential in terms of orbitals’ eigenvalues.d
2.2.10 From Ground to Excited States
As we saw in the previous demonstration, the density provides information about the
ground state density but in many works4–6,38,71–73 the DFT was extended to describe the
properties of excited states. These methods are still being developed and we can cite for
example the TD-DFT or the CI. In our LFDFT approach, we can consider that we do a
“mini”-CI on the MO’s with dominant d-character.
dIn the LFDFT procedure, we use the Janak’s theorem when we do the AOC calculation. In fact to
satisfy the LFT requirement, we have to occupy all the MO’s with dominant d-character with the same
amount of electrons.
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LFDFT
The LFDFT method is a LFT based on DFT calculations. The procedure can be divided
in three main parts. The first part consists of a set of DFT calculations and the extraction
of the necessary data from its outputs. The second part consists in a matlab program,
which uses the Slater determinant energies (calculated by DFT) and the eigenvectors of
the Kohn-Sham orbitals with dominant d-character (extracted from the AOC calculation),
to calculate the ligand field matrices and the Racah’s parameters. The third and final step
corresponds to the utilization of a LF program which can determine, so far, the multiplet
structure (discussed in Chapter 4) and the ESR parameters (subject of Chapter 6). The
extension of the method to other properties is currently being developed by our group.
Figure 3.1 gives an overview of all the procedure. This Chapter is dedicated to the
description of the first two parts: the DFT calculations and the LFDFT method while
the analysis of the LF program is proposed in Chapter 4. For DFT, the calculations
process is described through an example. Afterwards, the theory of LFDFT is presented,
then the source code of the LFDFT program, and finally some applications are proposed
to test the accuracy of the method. At the end of the chapter, some general conclusions
about the LFDFT method are given.
3.1 DFT Calculations
All DFT calculations have been performed using the ADF program package.74 The DFT
part of the LFDFT method is, in its turn, divided in three steps: (i) the first consists
either in a single point calculation (if we have the X-ray crystallographic data) or in a
geometry optimization, (ii) the second step, called an AOC calculation, is necessary to
build the Kohn-Sham orbital diagram in agreement with the LFT requirement, (i.e., the
KS MO diagram of an AOC calculation comply with the spherical symmetry inherent to
LFT), (iii) the last step, called Slater Determinant (SD) calculations, determine, within
the DFT formalism, the energies of all SD’s. An overview of these three steps is proposed
through an example: the LFDFT method is applied to the [CoCl4]
2− complex (the input
files and some extracts of the output files are given). Before a review of the general
settings used to perform the DFT calculations is presented.
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DFT
LFDFT
LF
Geometry optimization
or Single point Calculation
AOC calculation SD calculation
eigenvectors of MO’s with
dominant d-character
energies
of all SD’s
(get.x)
(chem.x)
LFDFT program
Racah’s parameters
& LF matrix
LF program
GENER LN
4 matrices
gdata, lfdata, ir, lsdata
Figure 3.1: Scheme of the LFDFT calculations procedure. We can see that the DFT part
needs three steps, the LFDFT part two and the final step consists in using a LF program.
ADF version Acronyms Exchange Correlation
2003.01
PW91 PW91x75 PW91c75
PBE PBEx76 PBEc76
RPBE RPBEx77 PBEc76
revPBE revPBEx78 PBEc76
Blyp Becke58 LYP60,79,80
2000.01
Becke58 Perdew81
PW91 PW91x75 PW91c75
Table 3.1: Listed in the second column the acronyms of the GGA functional we use depending
on the version of ADF. In the third and fourth column, names and references are given on the
the exchange and the correlation part used.
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3.1.1 General Settings
For each calculation we have to choose the basis set and the functional but, we can say
that we use for almost all the calculations the same settings that are summarized here.a
In general, the atoms are described through triple-ζ STO basis sets plus one polarization
function given in the program database (basis set IV: ADF release 2000, or TZP: ADF
release 2003) and the frozen core approximation is used up to 3p for the TM and up to
1s for second row elements, 2p for third row elements and so on.
The choice of the functional for the geometry optimization calculation is discussed in the
Section 3.1.2. Within one LFDFT calculation, the functional for the AOC calculations
and the SD calculation must be the same. In fact Figure 3.1 shows that data have to be
extracted from these two calculations so the two calculations have to refer to the same
approximation, i.e. the same functional. We use either the local density approximation
(LDA) where exchange-correlation potential and energies have been computed according
to the Vosko, Wilk, and Nusair’s (VWN)57 parameterization of the electron gas data or
the generalized gradient approximation (GGA) where exchange-correlation and energies
have been computed according to the PW91 parametrisation (cf. Table 3.1). To test the
sensitivity of our method to the functional, we, for some examples, use every functional
listed in Table 3.1 (where acronyms are used to define in one stroke the exchange and the
correlation part of the functional). We can already underline that if we use the functionals:
PW91, PBE, RPBE and revPBE, we get similar results. While the results obtained with
the BLYP functional are worst. And for the LB9482 functional, as it is written in ADF
User Guide:“The energy expression underlying the LB94 functional is very inaccurate”,
so we test and we verify that this functional should not be used in a LFDFT treatment.
3.1.2 Geometry Determination
Two cases can be considered: we know the geometry of the compound from X-ray crys-
tallographic data or not. In the first case, we just have to run a single point calculation
on the structure given by the X-ray crystallographic data to know how to specify the
occupations for the AOC calculations. Otherwise, we have to do a geometry optimization
and then, we choose LDA functional (cf. Fig. 3.2) if we have to deal with a small (a tenth
of atoms) and negatively charged system because GGA functional overestimate the metal
to ligand bond length83 but GGA functional could be used for cases like porphyrin. In
fact, our experience is that for small and negatively charged compounds, geometry opti-
mization with LDA functional gives a very close bond distance compared to experimental
data. The Figure 3.2 corresponds to the input for a geometry optimization run.
Whatever the case, the Kohn-Sham orbital diagram is examined to determine which are
the molecular orbitals (MO) with a dominant d-character. This KS-MO diagram figures
in the output file under the section List of all MOs, ordered by energy, with the most
significant SFO gross populations and Figure 3.4 shows a part of the KS-MO diagram for
the [CoCl4]
2− complex.
aHowever, for each chapter or new calculations, a footnote like this one will summarize the settings:
the frozen core approximation, the type of basis sets and the functional used. I will also specify if the
geometry comes from either an optimization of geometry or X-ray crystallographic data.
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TITLE CoCl4
ATOMS cartesian
Co 0.000000 0.000000 0.000000
Cl 1.316090 1.316090 1.316090
Cl -1.316090 -1.316090 1.316090
Cl -1.316090 1.316090 -1.316090
Cl 1.316090 -1.316090 -1.316090
END
BASIS
Co /atomicdata/TZP/Co.3p
Cl /atomicdata/TZP/Cl.2p
END
XC
LDA vwn
END
CHARGE -2
EPRINT
ORBPOPER -1000 1000
END
GEOMETRY
OPTIM cartesian
END
END INPUT
Figure 3.2: Example of the geometry
optimization input for the [CoCl4]2−
complex.
TITLE CoCl4 AOC
ATOMS cartesian
Co 0.000000 0.000000 0.000000
Cl 1.316090 1.316090 1.316090
Cl -1.316090 -1.316090 1.316090
Cl -1.316090 1.316090 -1.316090
Cl 1.316090 -1.316090 -1.316090
END
BASIS
Co /atomicdata/TZP/Co.3p
Cl /atomicdata/TZP/Cl.2p
END
XC
GGA PW91
END
RESTRICTED
CHARGE -2
OCCUPATIONS
A1 4
T1 6
T2 18 4.2
E 4 2.8
END
END INPUT
Figure 3.3: Example of the AOC cal-
culation input for the [CoCl4]2− com-
plex.
E(eV) Occ MO % SFO (first member) E(eV) Occ Fragment
3.748 2.00 2 E:1 84.10% 1 D:z2 -8.771 1.40 1 Co
15.77% 1 P:x -8.688 1.67 2 Cl
3.748 2.00 2 E:2 84.10% 1 D:x2-y2 -8.771 1.40 1 Co
15.77% 1 P:x -8.688 1.67 2 Cl
4.041 1.00 4 T2:1 73.04% 1 D:yz -8.771 1.40 1 Co
22.49% 1 P:x -8.688 1.67 2 Cl
2.72% 1 P:y -8.688 1.67 2 Cl
1.47% 1 P:x -0.498 0.00 1 Co
4.041 1.00 4 T2:2 73.04% 1 D:xz -8.771 1.40 1 Co
22.49% 1 P:y -8.688 1.67 2 Cl
2.72% 1 P:x -8.688 1.67 2 Cl
1.47% 1 P:y -0.498 0.00 1 Co
4.041 1.00 4 T2:3 73.04% 1 D:xy -8.771 1.40 1 Co
22.49% 1 P:z -8.688 1.67 2 Cl
2.72% 1 P:x -8.688 1.67 2 Cl
1.47% 1 P:z -0.498 0.00 1 Co
Figure 3.4: Part of the KS molecular orbital diagram (after removing MO’s which are not
involving the TM d-orbitals) of a geometry optimization output. This occupation corresponds
to the ground state configuration.
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In Figure 3.4, the first column corresponds to the eigenvalues of the MO’s, the second to
the electronic occupation, the third to the number and the label of the MO considered,
the fourth and the fifth contain information about the construction of the MO: the MO
are build in ADF from SFO, the fourth column gives the square of the coefficient and
the fifth the label of the SFO constituting the MO, the sixth gives the eigenvalues of the
SFO, the seventh the electronic occupations of the SFO, finally the last column specifies
from which atom the SFO comes from (number and label of the atom).
3.1.3 AOC
This step consists in a spin-restricted DFT calculation with an equal electronic occu-
pation on each MO with dominant d-character. In our example the cobalt cation has
a d7 configuration so we have to occupy each of the 5 MO with dominant d-character
by 7/5 = 1.4 electrons. In a tetrahedral environment, like in our example, the crystal
field splitting has to be considered, it means 3 × 1.4 = 4.2 electrons on the t2 MO and
2 × 1.4 = 2.8 electrons on the e MO (cf. Fig. 3.3). As a result, the Kohn-Sham orbitals
obtained are best suited for a ligand field treatment (cf. Fig. 3.5) because they comply
with the spherical symmetry inherent to ligand field theory. This recipe is consistent with
the prerequisites of the LF approach, where orbital relaxation is only taken into account
at the level of averaging the electron density to provide proper LF orbitals, while all SD
energies for latter LF treatment are calculated without SCF iteration.84
Comparing Fig. 3.4 & Fig. 3.5, we can underline the fact that the occupations are dif-
ferent (second column) and the eigenvectors (fourth column represents its square) and
eigenvalues (first column) are also different.
E(eV) Occ MO % SFO (first member) E(eV) Occ Fragment  3.396 1.40   2 E:1 80.92% 1 D:z2 -8.771 1.40 1 Co
19.04% 1 P:x -8.688 1.67 2 Cl  3.396 1.40   2 E:2 80.92% 1 D:x2-y2 -8.771 1.40 1 Co
19.04% 1 P:x -8.688 1.67 2 Cl  3.913 1.40   4 T2:1 71.73% 1 D:yz -8.771 1.40 1 Co
23.69% 1 P:x -8.688 1.67 2 Cl
2.89% 1 P:y -8.688 1.67 2 Cl
1.50% 1 P:x -0.498 0.00 1 Co  3.913 1.40   4 T2:2 71.73% 1 D:xz -8.771 1.40 1 Co
23.69% 1 P:y -8.688 1.67 2 Cl
2.89% 1 P:x -8.688 1.67 2 Cl
1.50% 1 P:y -0.498 0.00 1 Co  3.913 1.40   4 T2:3 71.73% 1 D:xy -8.771 1.40 1 Co
23.69% 1 P:z -8.688 1.67 2 Cl
2.89% 1 P:x -8.688 1.67 2 Cl
1.50% 1 P:z -0.498 0.00 1 Co
Figure 3.5: KS orbital diagram of the AOC calculation (after removing parts which are not
involving the MO without dominant d-character). We can remark that the occupations are
different than in Fig 3.4.
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3.1.4 Slater Determinant Calculation
n 2 or 8 3 or 7 4 or 6 5
number of SD 45 120 210 252
Table 3.2: Number of SD originating from an
open dn shell.
The SD calculation consists in a spin-
unrestricted calculation of all Slater deter-
minants originating from the dn configura-
tion (cf. Table 3.2). Figure 3.6 shows an
input file for our example just for one single
determinant: since the cobalt has a d7 con-
figuration, the normal input has 120 SD. We
use as we can see in the input (cf. Fig. 3.6),
the AOC calculation as a fragment, in doing
so, the KS-MO diagram is frozen and dur-
ing the calculation no SCF procedure occurs.
At this step the program changes only the
occupations on the d-shell according to the
SLATERDETERMINANTS keyword list in
the input. The program chem.x, presented
in Appendix B.1, is designed to create the
input of SD calculation. The output consists
then in a list of all the SD energies. It is
important to make two remarks concerning
this input file. Firstly, the configurations of
some Slater determinants are not compatible
with the real symmetry of the compound, as
a consequence a lower symmetry must be im-
posed (Nosym in Fig 3.6). Secondly the SD
calculation is an unrestricted calculation but
the net total spin polarization value doesn’t
have to be precise for the CHARGE keyword
because this value changes for each SD.
Title Cocl4 SD calculation
Atoms cartesian
Co 0.00000 0.00000 0.00000 f=Av
Cl 1.31609 1.31609 1.31609 f=Av
Cl -1.31609 -1.31609 1.31609 f=Av
Cl -1.31609 1.31609 -1.31609 f=Av
Cl 1.31609 -1.31609 -1.31609 f=Av
End
Charge -2
Unrestricted
Fragments
Av /home/rauzy/cocl4 aoc.TAPE21
End
XC
GGA PW91
End
Symmetry Nosym
SLATERDETERMINANTS
SD 1
A1 2 // 2
E:1 1 0 // 1 0
E:2 1 0 // 1 1
T1:1 1 // 1
T1:2 1 // 1
T1:3 1 // 1
T2:3 3 1 // 3 1
T2:2 3 1 // 3 1
T2:1 3 1 // 3 1
SUBEND
END
End Input
Figure 3.6: Example of a SD calculation
input for [CoCl4]2−.
3.2 Extraction of Data
In LFDFT, we have to extract from the AOC DFT calculations the eigenvectors of the
KS molecular orbitals with dominant d-character and get the list of SD energies from the
SD calculations.
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3.2.1 Eigenvectors and Eigenvalues of the Kohn-Sham Orbitals
In this section we explain how to extract eigenvectors and eigenvalues of the KS orbitals
for a non relativistic calculation. The extraction of eigenvalues is not necessary for the
LFDFT program but it is useful to compare them to the LF matrix after LFDFT treat-
ment.
3.2.1.1 Eigenvectors of KS Orbitals
The determination of the MO eigenvectors is a key point in the LFDFT method. This
process can not be easily programmed and we have to do it manually. When the eigenvec-
tors are extracted, they are arranged in a 5×5 matrix format where the columns represent
the MO’s and the lines represent the d-AO’s. The line should be arranged from m = −l
to m = l so for a d-shell from m = −2 to m = 2 which corresponds to the following
orbital order: dxy , dyz , dz2 , dxz , dx2−y2 (order fixed by the program “gener ln”). The
order of the column is fixed by the program “chem.x” and to be consistent with the order
of the line, the first column should correspond to the MO which is dominated by dxy ,
the second to the MO dominated by dyz and so on until m = 2 for d-shell (in this way we
have always the bigger coefficients on the diagonal).
To determine the eigenvectors we have first to note, in the List of all MOs section of
the AOC calculation output, the numbers and the labels of the MO’s with dominant
d-character (for our example: 2 E:1, 2 E:2, 4 T2:1, 4 T2:2 and 4 T2:3, cf. Fig 3.5).
Then in the “B U I L D” section of the AOC calculation output, we have to look for the
subsections of each MO previously defined: Figure 3.7 corresponds to E:1 MO for our
example.
=== E:1 ===
Nr. of SFOs : 8
Cartesian basis functions that participate in this irrep (total number = 81) :
38 36 37 61 59 60 84 82 83 107
105 106 15 10 13 21 16 19 27 22
25 44 42 43 67 65 66 90 88 89
113 111 112 47 45 46 70 68 69 93
91 92 116 114 115 50 48 49 73 71
72 96 94 95 119 117 118 56 51 54
79 74 77 102 97 100 125 120 123 53
55 52 76 78 75 99 101 98 122 124
121
SFO (index Fragment Generating Expansion in Fragment Orbitals
indx incl.CFs) Occup Orb.Energy FragmentType Coeff. Orbital on Fragment
1
  13 1.400 -0.322 au Co 1.00 1 D:z2 1
( -8.771 eV)
2 14 – 0.530 au Co 1.00 2 D:z2 1
( 14.418 eV)
3 15 – 5.236 au Co 1.00 3 D:z2 1
( 142.490 eV)
Figure 3.7: Part of the “B U I L D” section of the AOC calculation output for the MO
E:1.
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In the column index incl.CFs, we have to obtain the number corresponding to the line
where the occupation is not null and where the orbital corresponds to a d-AO of the
Cobalt cation (for our example: 13). Once we know the irrep numbers (2 for the E
orbitals for our example) and the SFO index (13), under the E:1 part of the “SFO MO
coefficients” section of the AOC calculation output, which is a matrix where the columns
represent the number of the MO’s and the lines represent the SFO index (cf. Figure 3.8),
we take the value corresponding to the line with the label 13 and the column with the
label 2.
=== E:1 ===
MOs expanded in CFs+SFOs
========================
MOs : 1 2 3 4 5 6 7 8
13 0.3813
  -0.9260 0.0859 0.1467 -0.0288 -0.1414 0.0499 0.0609
14 -0.0343 0.0396 -0.0683 0.4135 -0.0173 1.1269 -0.1916 -0.1877
15 0.0016 -0.0009 -0.0037 0.0041 0.0014 -0.0163 0.0187 -1.0282
16 -0.8563 -0.4882 -0.0913 -0.1476 0.0027 -0.3832 0.0856 0.1910
17 0.0417 0.0537 -0.9665 0.1099 0.1487 0.2568 -0.0701 -0.1372
18 -0.0013 -0.0024 -0.0127 -0.0017 -0.0089 0.0506 1.0138 0.0665
19 0.0146 -0.0341 0.0720 -0.5129 0.7460 0.5180 -0.0405 -0.1238
20 -0.0187 0.0303 0.0800 0.6107 0.6596 -0.5025 0.0921 0.1297
Figure 3.8: Part of the “SFO MO coefficients” section of the AOC calculation’s
output.
We do the same for the five MO’s, then we can build the matrix U (in a matlab format)
which represents the eigenvectors of the MO with dominant d-character respecting the
order previously defined (Eq. 3.1).
U = [ −0.8863 0 0 0 0 ;
0 −0.8863 0 0 0 ;
0 0 −0.9260 0 0 ;
0 0 0 −0.8863 0 ;
0 0 0 0 −0.9260 ];
(3.1)
We can underline that for highly symmetric compounds the matrix is diagonal but if we
go down in symmetry then we generally have a mixing between MO’s belonging to the
same irrep, in this case the matrix is no more diagonal. With C1 symmetry, we can have
each matrix elements different than zero depending on the mixing.
3.2.1.2 Eigenvalues of KS Orbitals
It is relevant but not necessary to get the eigenvalues of MO’s from the AOC calculation
output and compare them to the LF matrix. The eigenvalues correspond to the first
column of the Figure 3.5.
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3.2.2 Energies of Slater Determinants
In the output of Slater determinant calculations figures the list of all the SD energies. It is
possible to extract them directly in a vector format with the script based on awk language
given in Appendix B.2.1. This script acts on the logfile, summary of the output for an
ADF calculation, and can be modified to list either the LDA or the GGA SD energies.
The execution of this script on the logfile of a SD calculation creates a file esd which can
be directly loaded by the LFDFT program.
3.3 LFDFT: Theory
As we know how to extract all the data necessary to run the LFDFT program. In this
section, we describe the LFDFT method and then give the source code of the LFDFT
program.
3.3.1 Introduction
If we consider an octahedral complex, the LF matrix is reduced to one parameter: 10Dq.
We thus have for each SD energy the simple linear expression in terms of B, C and 10Dq
(Eq. 3.2):
E(SDdµ) = E(det|di(µ,1)σi(µ,1)di(µ,2)σi(µ,2) . . . di(µ,n)σi(µ,n)|)
=
∑
i
〈di|hLF |di〉+
∑
i<j
(Jij −Kijδσiσj)
=
3mµ − 2nµ
5
10Dq + βµB + γµC + E0
(3.2)
The single determinants SDdµ are labeled with the subscript µ = 1, . . .,
(
10
n
)
and with the
superscript d to refer to pure d-spinorbitals. The values of mµ and nµ specify the elec-
tronic configuration t
nµ
2g e
mµ
g while the βµ and γµ are coefficients obtained after substituting
standard expressions for the Coulomb Jij and exchange Kij integrals in terms of d-only
orbitals di and spin functions σi (cf. Table 2.1). Having obtained energy expressions
of each SDdµ, we can determine the ligand field parameters 10Dq, B and C plus a shift
parameter E0 which is due to the different gauge origin between the DFT and the LF
approach. We obtain the Equation 3.3 in which ~X stores the ligand field parameters we
should determine plus the shift energy E0, ~E is an array composed by the SD energies
calculated by DFT and A is a matrix which stores the coefficients of the Equation 3.2
(cf. Table 3.4):
~E = A ~X (3.3)
Eq. 3.3 represents a system of linear equations which is overestimated. We can solve it
by least square fit (Eq. 3.4) to obtain the LF parameters:
~X = (ATA)−1AT ~E (3.4)
Then we are able to compare SD energies from DFT with those calculated using the LF
parameter values. The determination of the mean square deviation allows us to estimate
the accuracy of the fit.
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3.3.2 Theory
On one side from the effective Hamiltonian theory,85,86 we can approximate the hab LF
matrix by using the five KS orbitals with dominant d-character. On the other side,
according to the work of Ziegler et al.,10 it is possible to use the single determinant
energies obtained by DFT in a LF scheme.
From the first remark, we can extract as it is shown in Section 3.2.1.1, the eigenvectors
of the MO’s, which correspond to the five MO’s orbitals with dominant d-character, and
store them in the matrix U . Then we introduce the overlap matrix S (Eq. 3.5):
S = UUT (3.5)
Since U is in general not orthogonal, we use the Lo¨wdin’s symmetric orthogonalisation
scheme to obtain an equivalent set of orthogonal eigenvectors (C):
C = S−1/2U (3.6)
We identify now these vectors as the eigenfunctions of the effective LF Hamiltonian heffLF
we seek as:
ϕi =
5∑
i=1
cµidµ (3.7)
Thus, the fitting procedure described in the previous section enable us to estimate hii =
〈ϕi|heffLF |ϕi〉 and hence the full representation matrix of heffLF as:
hµν = 〈dµ|heffLF |dν〉 =
5∑
i=1
cµihiicνi (3.8)
The energy of a single determinant becomes thus:
E(SDϕk ) = E(det|ϕi(k,1)σi(k,1)ϕi(k,2)σi(k,2) . . . ϕi(k,n)σi(k,n)|)
=
∑
i
〈ϕi|hLF |ϕi〉+
∑
i<j
(Jij −Kijδσiσj) (3.9)
where SDϕk is composed of the spinorbitals.
In order to calculate the electrostatic contribution (2nd term in Eq. 3.9), it is useful to
consider basis transformation. So first C is transformed from the orbital basis to the
spin-orbital basis:
C = C ⊗ σ (3.10)
and then we consider the following transformation from the basis of SDϕk to the one of
SDdν . Using basic linear algebra, we get:
|SDϕk 〉 =
∑
µ
Tkµ|SDdµ〉 (3.11)
where Tkµ = det|ci(k,1:n),j(µ,1:n)| i.e. the determinant of a n× n sub-matrix of C:∣∣∣∣∣∣∣∣
ci(k,1),j(µ,1) ci(k,1),j(µ,2) . . . ci(k,1),j(µ,n)
ci(k,2),j(µ,1) ci(k,2),j(µ,2) . . . ci(k,2),j(µ,n)
. . . . . . . . . . . .
ci(k,n),j(µ,1) ci(k,n),j(µ,2) . . . ci(k,n),j(µ,n)
∣∣∣∣∣∣∣∣ (3.12)
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with the indices of the spinorbitals ϕi(k,j)σi(k,j) and di(µ,j)σi(µ,j) respectively. Note that
these indices are in fact a two-dimensional array of (number of SD) × (number of elec-
trons or holes) integers. Finally the energy of a SD in Eq. 3.9 can be rewritten as:
Ek = E(SD
ϕ
k ) =
∑
i
〈ϕi|hLF |ϕi〉+
∑
µ,ν
TkµTkν〈SDdµ|
1
r12
|SDdν〉 (3.13)
where G =1/r12 i.e. the electrostatic repulsion of all electron pairs in the LF manifold.
The matrix elements are obtained using the Slater’s rules (cf. Section 2.1.3) and the
resulting electrostatic two-electron integrals 〈ab|cd〉 in terms of Racah’s parameters. Thus
the final equation to estimate the ligand field matrix hab and the B and C Rachah’s
parameters from the DFT energies, Ek of all the SD within the LF manifold, has the
same shape than Eq 3.3 where ~X = (h11, . . . , h55, B, C) and A are calculated as indicated
above (Eq. 3.13). The Matlab script, the LFDFT program, to carry out these calculations
for all dn configurations is proposed in the next section.
3.4 LFDFT: Program
Now, the source code of the LFDFT program is presented in Figure 3.9 with comments
referring to previous equations. We have to specify as input U , ne and esd which are,
respectively, the eigenvectors of MO with dominant d character (structured as Eq 3.1, the
order of d-orbitals being from m = −2 to m = 2), the number of electron on the d-shell
and the list of single determinant energy. One way to do it is to put U and ne in a file ma-
trice.m and change the name of the file produce by the script get.x (cf. Appendix B.2.1)
from esd to esd.mat (the energies should be expressed in eV ). In the second line of the
program, the first one cleaning the memory and the screen, this two files are loaded in the
same time than data.mat generated by the Gener ln program (presented in section 4.2.3).
The data.mat file contains 4 matrices ir, gdata, lfdata and lsdata and we can remark that
for the LFDFT program, only the two matrices ir and gdata are used.
A plot function at the end of the program produces for our example the Figure 3.10
where the x-axis refers to SD and the y-axis corresponds to the energy: for each SD,
there are two marks: one referring to the energy calculated by DFT (∗) and the second
to the LFDFT values ((o), SD energies calculated using the B, C and 10Dq parameters
previously fitted). If for each SD we compare the two marks, we can then appreciate the
accuracy of the fit. This kind of picture plus the calculation of the mean square deviation
are the two possibilities we haveto appreciate the accuracy of the fit.
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clc, clear all,
matrice, load data, load esd
if (ne>5), ne=10-ne, end
kphi=ir;[nsd nf]=size(kphi); kkp=0;
for k=1:nsd
for kp=1:k
kkp=kkp+1; gb(k,kp)=gdata(kkp,2); gc(k,kp)=gdata(kkp,3);
if(k =kp)
gb(kp,k)=gdata(kkp,2); gc(kp,k)=gdata(kkp,3);
end
end
end
% Lo¨wdin orthogonalisation: Eqs 3.5 & 3.6
S = U*U’; Shalf=S^(-0.5); S = Shalf*U;
% from orbital basis to spin-orbital basis: Eq 3.10
e=[1 0; 0 1];
c=[S(1,1)*e S(1,2)*e S(1,3)*e S(1,4)*e S(1,5)*e;
S(2,1)*e S(2,2)*e S(2,3)*e S(2,4)*e S(2,5)*e;
S(3,1)*e S(3,2)*e S(3,3)*e S(3,4)*e S(3,5)*e;
S(4,1)*e S(4,2)*e S(4,3)*e S(4,4)*e S(4,5)*e;
S(5,1)*e S(5,2)*e S(5,3)*e S(5,4)*e S(5,5)*e];
c=c’;
% get t: |ψi〉 = Ti,µ × |φµ〉: Eq 3.12
t=zeros(nsd,nsd);
for i=1:nsd
for mu=1:nsd
t(i,mu)=det(c(kphi(i,:),kphi(mu,:)));
end
end
% Setup LF-model
ivar=[1 1 2 2 3 3 4 4 5 5]; a=zeros(nsd,7);
for i=1:nsd
for j=1:nf
k=ivar(ir(i,j));
a(i,k)=a(i,k)+1;
end
end
% electrostatic part
a(:,6)=diag(t*gb*t’); a(:,7)=diag(t*gc*t’);
% Least square fit: Eq 3.4
lf=inv(a’*a)*a’*esd;
% from eV to cm-1 and calculation of Racah’s parameter B and C
lf=lf*8065; B=lf(6); C=lf(7);
fprintf(’Racah B= %8.3f cm-1 n’,B), fprintf(’Racah C= %8.3f cm-1 n’,C)
% predicted energies of SD
f=a*lf;
% Standard deviation: Eq B.2.4
diff=esd*8065-f; mean=(sqrt(sum(diff.^2))/nsd);
fprintf(’Standard deviation: %8.3f cm-1 n’,mean)
% plot function to make figure as the Fig. 3.10
X=1:1:nsd; f=f/8065; plot(X,esd,’*’,X,f,’o’)
% ligandfield matrix in cm-1
h=S*diag(lf(1:5))*S’
Figure 3.9: Source code of the LFDFT program.
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Figure 3.10: Comparison between SD energies from DFT calculation (∗) and from LFDFT
calculation (o). The x-axis refers to SD and the y-axis corresponds to the energy in eV. In fact
the 0 eV energy corresponds to the reference which is the energy of the AOC calculation.
3.5 LFDFT: Applications
In this section, the LFDFT method is applied to some compounds whose UV-Vis spectra
can be found in the literature. During the course of this Ph.D., many systems have been
studied and the results obtained have been published in two articles.32,35 Here, only a
selection of these results is presented.
3.5.1 Cubic d2 Systems
The main idea behind our approach is presented using a simple example: CrO4−4 , a d
2
(CrIV) TM in a tetrahedral coordination environment.c We solve the Equation 3.4 where
~E is an array of the 45 SD energies from the DFT calculation (originating from d2 open
shell system) and A stores the coefficients of the 45 linear equations corresponding to
Eq 3.2.
cThe AOC calculation was performed with e4/5t6/52 using LDA VWN functional (for AOC and SD
calculations) and TZP basis sets (IV for ADF v2000.01) with a frozen core approximation up to 3p for
Co and up to 1s for O.
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The Racah’s parameters B, C and 10Dq are then Ropt Rexp Exp
b
R = dCr−O 1.868 1.7787 -
B 436 427 555
C 2250 2274 2331
10Dq 7315 8847 8950
(10Dq)MO 7363 8831 -
StDev 290 314 -
Table 3.3: Comparison between the
Racah’s parameters obtained from
LFDFT calculation for an optimized
Cr-O bond length (LDA) and the exper-
imental Cr-O bond length with values
fitted from a LF spectra for CrO4−4
(values in cm−1).
determined by least square fit. We did the ma-
nipulation for a geometry optimized using LDA
functional and for the experimental geometry.87
In Table 3.3, we compare the results with those
fitted from a UV-Vis spectra. We can see that the
results obtained with experimental bond length
are really close with the results fitted from the
spectra, in spite of the fact that B values are
underestimated by the LFDFT procedure. From
the list of single determinant energies ( ~E), we can
underline that only 15 SD energies are different at
the DFT level (cf. Table 3.4), however we take
all 45 equations into account. In doing so, we
provide a better statistical weight for those SD
which have the same energy. In Table 3.4, the 15 non redundant SD energies are given
as well as the energy expression in the LF model (the energy of the |θ+ε+| ground state
is taken to zero and the other energies are expressed relatively to this one).
A comparison between the SD energies calculated by DFT and the SD energies calculated
using Equation 3.2 by replacing B, C and 10Dq with the values determined by LFDFT
shows a nice fit with a rather small standard deviation (0.039 eV). This result illustrates
the consistency between the DFT formalism and the LF parameterization.
Moreover, one can make two remarks about the 10Dq:
- the value of 10Dq for the experimental geometry is really close to the one fit from
the UV-Vis spectra as we know that 10Dq is sensible to the metal to ligand bond length.
So if the experimental structure is known, one should use it to run LFDFT calculation,
- the fitted 10Dq value is very close to the 10DqMO.
3.5.2 Cubic dn Systems
The procedure described above has been extended to dn TM complexes (the number of
SD resulting from a dn configuration is stored in Table 3.2) and the ligand field parame-
ters 10Dq, B, C have been obtained as for the previous cubic d2 example. The Table 3.5
is a summary of the results published in the article of the Structure and Bonding vol-
ume dedicated to Jørgensen.32 In the same time, we compared the values obtained by
LFDFT to the values fitted directly to experimental LF transition energies (which we call
“LFT”). We can underline, that when we use an experimental bond length, the results
are very close to the values fitted from the experimental data as we know that 10Dq
depends strongly on the metal to ligand bond length. The calculations were performed
using LDA functional (VWN for AOC and SD calculations) and TZP basis sets with the
frozen core approximation; up to 2p for TM, 1s for C, O, N and F, 2p for Cl, and 3d for Br.
bThe abbreviation “Exp” means values fitted from the LF spectra.
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Table 3.4: Energy expressions for the DFT
distinguishable Slater determinants of a d2-
configuration in a cubic ligand field and their
DFT energies for the tetrahedral CrO4−4
complex. The energy expressions of each
determinant within the conventional LFT
model (B, C, 10Dq parameterization) are
also included.
SD
DFT Energies LF Model
CrO4−4 (B, C, 10Dq)
|θ+θ−| 1.571 12B + 3C
|ε+ε−| 1.557 12B + 3C
|θ+ε+| 0 0
|θ+ε−| 0.379 4B + C
|θ+ξ+| 1.564 9B + 10Dq
|θ+ξ−| 1.905 10B + C + 10Dq
|θ+ς+| 1.154 10Dq
|θ+ς−| 1.506 4B + C + 10Dq
|ε+ξ+| 1.288 3B + 10Dq
|ε+ξ−| 1.633 6B + C + 10Dq
|ε+ς+| 1.690 12B + 10Dq
|ε+ς−| 2.031 12B + C + 10Dq
|ξ+ξ−| 3.573 12B + 3C + 20Dq
|ξ+η+| 2.471 3B + 20Dq
|ξ+η−| 2.811 6B + C + 20Dq
Complex B C 10Dq
CrO4−4 Ropt 436 2250 7315
d2 Rexp 427 2274 8847
LFT 555 2331 8950
MnO3−4 Ropt 347 1928 9831
d2 Rexp 347 1936 10872
LFT 430 2600 10515
FeO2−4 Ropt 242 1637 11259
d2 Rexp 242 1645 11952
LFT 375 1388 12938
CrCl4 Ropt 355 1903 7008
d2 LFT 376 1579 7250
MnCl−4 Ropt 548 2339 3298
d5 LFT 516 3363 2661
Table 3.5: Values of B, C and 10Dq for var-
ious tetrahedral (left) and octahedral (right)
complexes, deduced from LFDFT energies (Ropt
means LFDFT procedure using an LDA opti-
mized structure and Rexp means LFDFT pro-
cedure using experimental structure) and com-
pared to values obtained from experimental lig-
and field spectra (LFT).
Complex B C 10Dq
CrF3−6 Ropt 605 2694 13598
d3 LFT 734 3482 15297
CrCl3−6 Ropt 484 2403 10911
d3 LFT 550 3450 12800
CrBr3−6 Ropt 427 2395 9816
d3 LFT 543 3296 12400
Cr(CN)3−6 Ropt 452 1919 30760
d3 LFT 554 2559 26595
Mn(CN)3−6 Ropt 444 2361 34085
d4 LFT 630 2598 36900
Co(CN)3−6 Ropt 387 2573 37180
d6 LFT 456 3184 34944
Fe(CN)4−6 Ropt 427 2420 35421
d6 LFT 411 3566 33678
CoCl4−6 Ropt 573 2540 3952
d7 Rexp 548 2436 7436
LFT 795 3108 7206
CoBr4−6 Ropt 492 2444 3782
d7 Rexp 460 2371 6387
LFT 808 3159 6384
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3.5.3 Application to Model the Nephelauxetic Effect
The nephelauxetic effect is modeled using LFDFT on complexes with Cr4+, Mn5+ and
Fe6+ cations which have a d2 configuration. To evaluate the nephelauxetic effect, we have
in a first time to calculate the B0 and C0 parameters (Racah’s parameters for the free-
ion) for each free-ion in a gas phase and the results are stored in the Table 3.6. In this
table we compare these values to the ones fitted from atomic spectra (LFT). In a second
time, we determine, using the LFDFT method, Racah’s parameters for the oxide of these
cations, i.e. CrO4−4 , MnO
3−
4 , FeO
2−
4 and for the halogen series with the cromium cation,
i.e. [CrF4], [CrCl4], [CrBr4] and [CrI4]. The B and C parameters for these complexes are
given in Table 3.7.
LFDFT LFT
Cr4+
B0 927 1015
C0 4508 4263
Mn5+
B0 1044 1160
C0 5194 4930
Fe6+
B0 1153 1300
C0 5799 5525
Table 3.6: B and C parameters (in
cm−1) for the Cr4+, Mn5+ and Fe6+
cations derived from LFDFT (using LDA
VWN functional and TZP basis sets with
frozen core approximation up to 3p) cal-
culations versus values deduced from a fit
to atomic spectra (LFT).
Complex B C
CrO4−4 436[555] 2250[2331]
MnO3−4 347[430] 1928[2600]
FeO2−4 242[375] 1637[1388]
CrF4 476 2452
CrCl4 355 1903
CrBr4 347 1855
CrI4 323 1758
Table 3.7: Racah’s parameters values
(in cm−1) for tetrahedral d2 (MOz4: M(z):
CrIV (-4) ; MnV (-3); FeV I(-2); CrX4, X =
F−, Cl−, Br−, I−) calculated using a LDA
functional. Values for the oxo-anions, de-
duced from a direct fit to LF spectra are
included in square brackets.
The DFT calculations yield values of B which are by 10% smaller and values of C which
are by 5 to 12% larger than experiment. In Fig 3.11 we plot the B/Bo and C/Co ratios
for the series of tetrahedral d2 complexes. We can remark that B is more reduced than C
which is in agreement with the study of Ferguson and Wood88 on Co and Cr complexes.
Moreover they claim that the parameters B and C probe influences from different regions
in a complex; while B mirrors outer properties and is therefore more affected by covalency,
C is a more inner parameter and thus less influenced by the TM-ligand bond. We fully
confirm this statement here. The nephelauxetic reduction increases with increasing TM
oxidation state from CrO4−4 to MnO
3−
4 to FeO
2−
4 and with increasing covalency from F
to Cl to Br to I, as it is seen from the series of compounds CrX4(X = F, Cl, Br, I). It
is interesting to note that the F and O in CrO4−4 and CrF4 are characterized by similar
reduction factors, oxygen being slightly more covalent than F. Keeping in mind that the
B is more reduced than C in a complex, the ratio B/C, which is usually assumed to be
the same as that for the free ion (Co/Bo = 4.2 ± 0.2), might deviate strongly from it;
it is found to increase from CrO4−4 (C/B = 5.16) to MnO
3−
4 (5.55) to FeO
2−
4 (6.76), i.e.
with increasing covalency. We should note, that is this assumption which has led to a
definition of variable B values B33, B35, B55.
36
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Figure 3.11: The
nephelauxetic reduction
factors for B/Bo and C/Co
for the d2 tetrahedral MOz4:
M(z) : CrIV (-4); MnV (-3);
FeV I(-2); CrX4, X = F
−,
Cl−, Br−, I−.
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3.5.4 The Effect of Covalency on 10Dq
We have performed a series of calculations of the (10Dq)CFT values resulting to Cr
3+
surrounded octahedrally by six (-1) point charges. (10Dq)CFT values are plotted against
the Cr3+-point charge distance in Fig. 3.12 along with the values of (10Dq)LFDFT that
result from LDA geometry optimized CrF3−6 , CrCl
3−
6 and CrBr
3−
6 complexes. Comparing
the values of (10Dq)CFT corresponding to the Cr-F, Cr-Cl, Cr-Br distances (1.933, 2.419
and 2.588 A˚) 0.321, 0.109 and 0.078 eV with the (10Dq)LFDFT 1.727, 1.336 and 1.193 eV
respectively. We conclude that crystal field effect do not exceed 18% from the values of
(10Dq)LFDFT , the latter values being in good agreement with experiment.
Figure 3.12: 10Dq values
(in eV) versus the metal-
ligand distance in the ionic
(crystal field) approxima-
tion for Cr3+ cation sur-
rounded octahedrally by six
(-1) point charges at dif-
ferent distances (full line).
DFT calculations of 10Dq
for the LDA optimized ge-
ometries of CrX3−6 (X = F,
Cl, Br) are also plotted (∗).
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The next step is now to generalize the fitting procedure to treat systems with symmetry
lower than cubic or even without any symmetry (C1).
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3.5.5 Applications to a Low Symmetrical Compound
As an application of a complex with low symmetry, we study a Cr(NH3)
3+
6 chromophore
which has a Cs symmetry. The GGA optimized structure with RCr−N = 2.166 to 2.284
A˚ yields a value of 10Dq resulting from averaging over the Cs split components of t2g
(a”+a”+a’) and eg(a’+a’) of 19082 cm
−1, in reasonable agreement with the experiment
(21550 cm−1).36 An electrostatic calculation taking six (-3) point charges for N and
eighteen (+1) for H with coordinates from the Cr(NH3)
3+
6 geometry optimization yields a
(10Dq)CFT value of 0.435 eV, again reproducing only 18% of the total (10Dq)LFDFT value.
We conclude again, that the bulk of the values 10Dq is due to covalency, in agreement
with Jørgensen’s original suggestion.36
3.6 General Conclusions
After the discussion of some results obtained by the LFDFT method, we can make some
general comments on the method.
The Figure 3.10 confirms that the results obtained by least square fitting are accurate
enough to be used because the difference of energies for each single determinant is small.
In fact, the standard deviations (cf. Appendix B.2.4) between DFT-SD energies and their
LFDFT values for the examples considered were calculated between 0.016 and 0.124 eV,
i.e. between 130 and 1000 cm−1 which are in the order of the DFT calculation precision
(±0.2 eV ).
From Table 3.3d, we can remark that 10Dq is almost equal to the difference |εt2 −
εe| referred as 10DqMO. From this statement and the effective Hamiltonian theory,85,86
we justify the construction of hab LF matrix using the five KS orbitals with dominant
d-character. Up to now we also remark, with the exception of CN complexes where
10Dq (LFDFT) values are higher than experimental, that LDA and GGA functionals
are accurate enough in calculating ligand field matrix elements (hab) not only for cubic
but also for complexes with lower symmetries. This is not the case for B and C. In
Table 3.5 we collected LFDFT (LDA) values of B and C of different complexes. For the
sake of comparison we also list values of B and C deduced using a fit to LF transitions
from experiment. When comparing the two sets of data one should be cautious, because
experimental uncertainties prevent an accurate fit of B and C in many cases. In spite of
this, we note that the LFDFT B and C values are systematically lower than experimental
ones.
dThis remark is valid for all the compounds treated by LFDFT in this thesis.
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Multiplet Structure
Generally, it is more useful to compare multiplet transition energies with experimental
data than to compare ligand field (10Dq) and Racah’s parameters to those fitted from
UV-Vis spectra. Figure 3.1 shows that the last step of the LFDFT method consists in
the execution of a LF program to calculate multiplets energies. Two programs are at our
disposal: a matlab program (the source code is given in section 4.2.1: a modified version
to calculate magnetic properties is presented in Appendix E.2) and the AOMX program.89
As in the previous chapter we have shown how to calculate Racah’s parameters and the
(2l+1)×(2l+1) hab matrix; these parameters can be given as input for the two programs.
After execution, the programs list the energies of all multiplets.a In a first time, we will
give details about the theory, next the LF matlab program is proposed with the needed
Gener ln program and also a brief introduction to AOMX is presented. At the end,
applications are proposed to test the theory.
4.1 Theory of Multiplet
There are two ways to calculate the energies of multiplet if we know the energies of SD or
the LF and Racah’s parameters. One is to express the wavefunction of multiplets arising
from a given configuration in a linear combination of SD and, the other one, is to use an
Hamiltonian and the ligand field parameters. Thus, a presentation of the two methods is
given but all calculations done in this thesis are based on the second one.
4.1.1 Multiplet Energy as a Function of ESD
Following,8,9 the energy of a multiplet can be expanded in first order as a weighted sum
of single determinant energies. And according to the work of Ziegler et al.,10 the energy of
a single determinant can be replaced by the corresponding energy obtained by the DFT.
In order to illustrate the method, as a first example, we consider the singlet and triplet
energies arising from an a1b1 configuration. While spin-unrestricted calculations with two
up (+) spins, |a+b+|, yields directly the energy of the S = 1, Ms = 1 state, a calculation
with one spin-up (+) and one spin-down (−), |a+b−| (or equivalently |a−b+|) gives the
aThe output of AOMX is more complete than the matlab program one because it specifies the label
of the multiplets.
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average energy between the S = 0 and S = 1 with Ms = 0 for both states:
E(|a+b+|) = E(ab 3B,Ms = 1) (4.1)
E(|a+b−|) = 1
2
[
E(ab 3B,Ms = 0) + E(ab
1B)
]
(4.2)
From these equations the energy of ES=0(Ms = 0) can be extracted as the weighted sum:
E(ab 1B) = 2E(|a+b−|)− E(|a+b+|) (4.3)
The situation becomes more involved when going to TM complex with highly degener-
ate orbitals. However we fully exploit the symmetry in order to simplify the relation
between the multiplet splitting and SD energies. In general, we can write the multiplet
wavefunction as:
Ψi = |αΓmΓSms > (4.4)
where Γ is the label of the irreducible representation of the space part of the wavefunction,
mΓ refers to its component in case of degeneracy, S is the spin part of the wavefunction
with component ms in case of spin multiplicity larger than 1. The relation between
multiplet 1st order energies, E(ψk) and the energies of some symmetry independent (non-
redundant) SD E(φµ) is given by Eq. 4.5, where the coefficient Fkµ are the symmetry
dependent weights:
E(ψk) =
∑
k
FkµE(ϕµ) (4.5)
In two articles published by Daul et al.,11,90 the full description of the method is given.
4.1.2 Multiplet Energy as Solution of H
Another way to determine the multiplet structure is to consider that the multiplet wave-
functions, Ψi, are solution of an Hamiltonian H :
H =
∑
i
fi +
∑
i
∑
j>i
1
rij
+
∑
i
ζi · li · si (4.6)
where fi, 1/rij are respectively the one-electron and the two-electrons operators. This
method is the one implemented in the LF matlab program and the AOMX program: the
only difference between them is that the one-electron operator is not defined in the same
manner. When we introduce LFT (cf. section 2.1.3), we show how to determine the
matrices equivalent operator by using the Slater’s rules and next, how to parameterize
the two-electrons operator in function of Racah’s parameters. The last term to consider
is the spin orbit coupling contribution and since our study is limited to d-electrons (l = 2
and s = 1/2), the spin orbit coupling matrix element can be easily obtained. So from the
LFDFT program, we know the B and C Racah’s parameters and the LF matrix and, if
in a first time, we consider ζ (the spin-orbit constant) equal to zero, we can determine
the eigenvalues of the Hamiltonian.
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4.2 LF Programs
4.2.1 Matlab Program
The output of the LF matlab program is less elaborated than the AOMX one because it
does not give information about the label of the multiplet term but the big advantage is
that it is very short and easily modifiable. We have just to enter the B and C Racah’s
parameters in r, the ligand field matrix elements in lfpar where the columns and the
lines are ordered from m = −2 to m = 2 and ζ different than zero if we want to con-
sider spin-orbit coupling. This program like the LFDFT program loads the file data.mat,
generated by the program Gener ln which is given in the Section 4.2.3, which contains
the gdata matrix (2 electrons electrostatic matrix elements in the basis of microstates),
the lfdata matrix (1 electron ligand field matrix elements in the basis of microstates) and
the lsdata matrix (spin and angular momentum 1-electron matrix elements in the basis of
microstates). The Figure 4.1 consists in the source code of the program. We can see that
the multiplet energies are determined by calculating the eigenvalues of the Hamiltonian
(Eq 4.6), subtracting the lower one and ordering them. The number of time the energy
appears is equal to (2S + 1) × mΓ where (2S + 1) is the spin multiplicity and mΓ the
number of time the level is degenerate. At the end, the multiplet energies are printed. All
the inputs: lfpar (ligand field matrix in a vector form), r (B and C Racah parameters)
and ζ (the spin-orbit constant) has to be entered in kK. To determine ζ, two options can
be considered: we use the value given for free ion in the Griffith’s book or we determine
the value by DFT using a Relativstic ZORA calculation on the free ion. Then we reduce
the obtained value by the orbital reduction factor, k, which is defined by:
k =
1
2l + 1
2l+1∑
i=1
2l+1∑
µ=1
(U (i, µ))2 (4.7)
whereU (i, µ) are the matrix elements of Eq 3.1 and l = 2 for open d-shell TM. The matlab
program does not present any difficulties and the more interesting part is contained in
the Gener ln program.
4.2.2 AOMX
The last version of the AOMX program89 reads the ligand field matrix so the inputs are
the same than the ones used in the previous matlab program. If we use an older version,
we need to derive AOM parameters from the ligand field matrix obtained by the LFDFT
program. A set of 1, 3 or 5 AOM parameters eλ can be precised: eσ, epis , epic , eδs and
eδc and one has to refer to the AOMX manual to know how to determine them. For the
interelectronic repulsion, the Racah’s parameters can be enter directly.
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load data
% Input of Racah’s parameter: r=[A B C]
r=[0; B; C];
% Input of LF mat. el. <di|LF|dj>
lfpar=[ h(1,1) ; h(2,1) ; h(2,2) ; h(3,1) ; h(3,2) ; h(3,3) ; h(4,1) ;
h(4,2) ; h(4,3) ; h(4,4) ; h(5,1) ; h(5,2) ; h(5,3) ; h(5,4) ; h(5,5)];
% Spin-orbit coupling constant
zeta=0
%
ge=2.0023;
[nsd ne]=size(ir);
ij=0;
% h = er + lf + so: Eq 4.6
for i=1:nsd
for j=1:i
ij=ij+1;
h(i,j)=gdata(ij,:)*r+lfdata(ij,:)*lfpar+lsdata(ij,7)*zeta;
h(j,i)=conj(h(i,j));
end
end
% get Eigenvalues(e) and Eigenvectors(c) of h
[c,e]=eig(h);
% sort eigenvectors and create an array of number: ie
[e,ie]=sort(real(diag(e))); e(:)=e(:)-e(1); c=c(:,ie);
% find the multiplicity of one energy
i0=1;
i1=0;
for i=2:nsd
if abs(e(i)-e(i-1))>0.001
i1=i1+1;
w(i1)=e(i-1);
mul(i1)=i-i0;
i0=i;
end
end
fprintf(’----------------------------- n’)
fprintf(’(2S+1)*M(gamma) E n’)
fprintf(’----------------------------- n’)
for i=1:i1
fprintf(’ %3i %12.3f n’,mul(i),w(i))
end
fprintf(’----------------------------- n’)
Figure 4.1: Source code of the LF matlab program.
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4.2.3 Program Gener ln
In the two matlab programs presented, the LFDFT and the LF one, a file “data.mat” is
loaded, it contains four matrices which are generated by the Gener ln matlab program.
For this program, we just must specify the type of shell: lq should be equal to 2 for
d-electrons, and the number of electrons on this shell: ne. It produces the ir, gdata,
lfdata and lsdata matrices for the given configuration. The script is short, the source code
figures in Figure 4.2, and the essential parts are contained in the called functions. From
the Figure 4.3, two parts can be distinguished in the program: firstly, the two functions
“GET2EI4A” and “GETLS” are calculating matrix elements in the basis of spin orbitals,
and in a second part, the three functions “ZAB”, “GAB” and “LFAB” correspond to
the implementation of the Slater’s rule to determine the matrix elements of the one- and
two-electron operator in the basis of µ-states. All the functions used by this program are
given in Appendix C.
clear all
clc
global iabcd vabcd lq lx ly lz sx sy sz ls
% Type of shell lq: s(0), p(1), d(2) , f(3) and number of electrons:
ne
lq=[2];
ne=3;
% Generate single determinants or microstates for lq^ne
ir=GENERSD(ne,1,2*sum(lq+lq+1));
% Get <ab|cd>
[vabcd,iabcd]=GET2EI4A(lq);
% Get l, s and l*s 1-e matrices (s=1/2)
[lx,ly,lz,sx,sy,sz,ls]=GETLS(lq,1/2);
%
nsd=length(ir);
ij=0;
for i=1:nsd
for j=1:i
ij=ij+1;
lfdata(ij,:)=LFAB(ir(i,:),ir(j,:));
lsdata(ij,:)=ZAB(ir(i,:),ir(j,:));
gdata(ij,:)=GAB(ne,ir(i,:),ir(j,:));
end
end
gdata racah(:,1)= gdata(:,1);
gdata racah(:,2)= (49.0/5.0)*gdata(:,2);
gdata racah(:,3)= (7.0/5.0) *(gdata(:,1)+gdata(:,2)+gdata(:,3));
gdata(:,:)=gdata racah(:,:);
save data ir lfdata lsdata gdata
Figure 4.2: Source code of the Gener ln program.
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Matrices generated in
the basis of spin orbitals
Matrices generated in
the basis of microstates
GENER LN
(lq,ne > ir,gdata,
lsdata,lfdata)
GENERSD
SD order
(lq, ne > ir)
GET2EI4A
Non-redundant two
electrons integrals
(lq > iabcd, vabcd)
CGR
Clebsh-Gordon coef.
YLM1
spherical harmonic
GETLS
SOC matrix in the basis
of Spin-Orbitals
(lq, s = 1/2 > li, si, ls)
GETJ
Total Angular momentum operator
Pauli spin matrices
(s = 1/2 > Ji)
LMAT
matrix of
angular momentum
ZAB
SOC matrix in the basis
of SD
(li, si, ls > lsdata)
LFAB
one electron matrix
operator (Eq 2.46)
(lfdata)
IWAB
GAB
two electrons matrix
operator (Eq 2.51)
(iabcd, vabcd > gdata)
GIJKL IROW
Figure 4.3: The structure of the “Gener ln” matlab program, the lines represent the subrou-
tines called in the program. In each frame, there is the name of the function, a short explanation
of the function’s role and between parenthesis the input variables needed then the sign “>” and
the outputs variables (i ∈ {x, y, z}).
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4.3.1 Octahedral CrIII d3 and CoII d7 Complexes
In Tables 4.1 and 4.2 we list, respectively, multiplet energies for the d7 CoX4−6 (X = Cl
−,
Br−) and the CrX3−6 (X = F
−, Cl−, Br−, CN−) complexes. We use a LDA functional and
the optimized CoII-X and CrIII-X bond lengths for the DFT calculations. The multiplet
energies obtained are compared to the ones from a LF calculation utilizing the values of
B, C and 10Dq fitted to the UV-Vis spectra. In lines with section 3.1.2, in Table 4.1
one can remark that the LDA bond lengths are too long and so, the values of 10Dq are
too small compared to experiment. Hence, the energies obtained are shifted compared
to the experimental ones. The situation improves if instead of optimized bond lengths,
experimental ones are taken into account for the calculation (cf. Table 4.1). Even in this
case, spin-forbidden transitions come out by 3000-4000 cm−1 too low in energy compared
to experiment.
For the CrX3−6 (X = F
−, Cl−, Br−, CN−) complexes (cf. Table 4.2), the results are
less accurate even if for CrF3−6 and Cr(CN)
3−
6 the optimized bond lengths are close to
experiment. Moreover for the Cr(CN)3−6 we note a LDA value of 10Dq which is by
4000 cm−1 higher than the experimental one. This is unusual and not expected. For
these complexes with a 4A2 ground state, spin-forbidden transitions deviate from reported
experimental energies by about 6000 cm−1; a result due to a drastic lowering of the B
and C energies. We can conclude that for the latter systems, existing DFT functionals
do not perform properly. In addition standard deviations comparing DFT and LFDFT
numerical values are too high.
Term
CoCl4−6 CoBr
4−
6
Ropt Rexp LFT-fit Exp. Ropt Rexp LFT-fit Exp.
4T1 0 0 0 - 0 0 0 -
4T2 3384 6613 6261 6600
91 3258 5687 5506 570092
2E 7772 3980 7794 - 7171 4307 8817 -
4A2 7335 14050 13467 13300
91 7041 12074 11890 1180092
2T1 10688 10134 13542 - 9960 9481 13789 -
2T2 10804 10479 13783 - 10124 9836 13969 -
4T1 11412 14008 17241 17250
91 10113 11886 16748 1675092
R(M −X) 2.684 2.414 2.414 - 2.821 2.589 - -
B 573 548 795 - 492 460 808 -
C 2540 2436 3108 - 2444 2371 3159 -
10Dq 3952 7436 7206 - 3782 6387 6384 -
StDev 0.108 0.110 - - 0.122 0.124 - -
Table 4.1: Theoretical and experimental electronic transition energies of high-spin CoX4−6 ,
X = {Cl−, Br−} octahedral d7 complexes for LDA optimized and experimental geometries.
Theoretical values are obtained using LFDFT taken as reference an AOC corresponding to
2t4.22g 4e
2.8
g configuration. Fitted B, C and 10Dq parameters from experimental transition energies
are also included.
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Table 4.3: Theoretical and experimental
electronic transition energies of the low-spin
Mn(CN)3−6 octahedral d
4 complex. Theoreti-
cal values are obtained using geometries from a
LDA geometry optimization utilizing values of
B, C and 10Dq resulting from least square fit to
the energies of Slater determinants constructed
from 2t2.42g 4e
1.6
g SCF Kohn-Sham orbitals. Best
fitted B, C and 10Dq parameters from experi-
mental transition energies are also included.
Electronic
state
LDA LF-fit Exp.
3T1g 0 0
1T2g 6796 7948 7984
99
1Eg 7242 8710 8710
99
1A1g 16028 18519 18470
99
5Eg 20013 20699 20700
99
3Eg 31746 34326
3T1g 32354 34966
3T2g 32935 35713
3A1g 33453 36761
3A2g 34591 38130
3Eg 35499 39630
B 444 630
C 2361 2598
10Dq 34085 36900
StDev 0.082
4.3.2 Octahedral Cyano MnIII (d4), CoIII and FeII (d6) Com-
plexes
In this section we are interested in the three following octahedral cyano complexes:
Mn(CN)3−6 (d
4), Fe(CN)4−6 (d
6) and Co(CN)3−6 (d
6).
Mn(CN)3−6 is a low-spin complex with a
3T1g ground state. The LDA optimized bond
distance (1.99 A˚) matches perfectly the experimental one (1.98 A˚)98 and calculated mul-
tiplet energies agree reasonably with the experimental spectrum (Table 4.3) - the highest
deviation (2400 cm−1) being met for the 3T1g →1 A1g transition.
Fe(CN)4−6 and Co(CN)
3−
6 possess a
1A1g ground state. The multiplet enegies deter-
mined by LFDFT using LDA optimized bond lengths (dFe−C = 1.930 A˚ and dCo−C = 1.899
A˚) are listed in Table 4.4. Owing to the over estimatation of the 10Dq value by 1740 and
2230 cm−1 for the Fe and Co complex respectively, DFT energies of 1A1g →1 T1g, 1T2g
transition are higher in energy than the experimental values, values of B from LFDFT
and experiment being very close in these complexes. Differences in the C parameter are
just the opposite (this is due to the least square fit procedure), they would lead to lowering
of energies of spin-forbidden transitions. However this is overcompensated by the larger
DFT value of the parameter 10Dq.
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Electronic State Fe(CN)4−6 Co(CN)
3−
6
LDA LF-fit Exp. LDA LF-fit Exp.
1A1g 0 0 0 0
3T1g 28516 23698 23700
100 29845 25969 25969100
3T2g 31669 26664 - 32721 29276 -
1T1g 33499 30969 30970
100 35107 32500 32500100
1T2g 39842 37001 37000
100 40900 39194 39200100
5T2g 50080 38067 52577 43240
3T1g 62079 54723 65030 58538
3T2g 62543 55010 65391 58948
3Eg 63939 56352 66667 60430
B 427 411 387 456
C 2420 3566 2573 3184
10Dq 35421 33678 37180 34944
StDev 0.082 0.112 -
Table 4.4: Theoretical and experimental electronic transition energies of low-spin Fe(CN)4−6
and Co(CN)3−6 octahedral d
6 complexes. Theoretical values are obtained using geometries from
a LDA geometry optimization utilizing values of B, C and 10Dq resulting from least square fit to
the energies of Slater determinants constructed from 2t3.62g 4e
2.4
g SCF Kohn-Sham orbitals. Best
fitted B, C and 10Dq parameters from experimental transition energies are also included.
4.3.3 Applications to Tetrahedral d5 MnCl2−4 and FeCl
1−
4 Com-
plexes
In the discussions so far, we noted, that because B and C deduced using DFT data are
smaller than parameters from a direct fit to experiment, electronic transitions with change
of the spin multiplicity are calculated at lower energies than experiment. In this respect
high-spin d5complexes with tetrahedral geometry and a 6A1 ground state, such as MnCl
2−
4
and FeCl−4 provide a stringent test of the ability of the up-to-date functionals to calculate
multiplet structures for such cases. In Table 4.5 we list such energies and compare them
with experiment and with energies using a direct fit of B, C and 10Dq to experiment.
We base our treatment on LDA optimized Mn-Cl (2.385 A˚) and Fe-Cl (2.207 A˚) bond
distances. For both systems we obtain the remarkable result that all transitions match
with the observed transition energies with a shift of about 6000 cm−1. The origin of this
correction is possibly due to the fact that DFT leads to lower values in particular of the
parameter C.
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Electronic state
MnCl2−4 FeCl
1−
4
LDA LFT-fit Exp.101 LDA LFT-fit Exp.101
6A1 0 0 0 0
4T1 15253 20954 21250 8875 14835 15600
4T2 16720 21720 22235 11060 16836 16300
4A1,
4E 17175 21975 23020 12940 18230 18800
4T2 20359 25198 26080 14554 20271 20100
4E 21011 25587 26710 15705 21366 22400
4T1 21922 28051 27770 18436 25114
4A2 28429 34883 33300 21276 29106
4T1 28638 34998 34500 22255 29774
4T2 29536 35514 36650 24307 32917
B 548 516 395 448
C 2339 3363 1798 b
10Dq 3298 2661 5395 5320
StDev 0.061 - 0.051
Table 4.5: Theoretical and experimental electronic transition energies of high-spin tetrahedral
(MnCl2−4 and FeCl
1−
4 ) d
5 complexes. Theoretical values are obtained using geometries from a
LDA geometry optimization utilizing values of B, C and 10Dq resulting from least square fit to
the energies of Slater determinants constructed from 2t324e
2 SCF Kohn-Sham orbitals. Best fit
B, C and 10Dq parameters from experimental transition energies are also included.
4.3.4 Tetrahedral d2 Complexes
Tetrahedral d2 complexes possess a 3A2(e
2) ground state and 3A2 →3 T2 and 3A2 →3 T1
, e → t2 singly excited states. They give rise to broad d − d transitions in the optical
spectra. In addition, spin-flip transitions within the e2 configuration lead to sharp line
excitations.
In this section we consider the three oxoanions of CrIV , MnV , FeV I complexes and the
CrX4 (X = F
−, Cl−, Br−, I−) complexes. For the three oxanions, multiplet energies
from LDA LFDFT agree within 2000 cm−1 with experimental data (cf. Table 4.6) sup-
posed that we use experimental rather than of LDA optimized M-O bond lengths. In
particular the 3A2 →3 T2 transition energy and thus 10Dq nicely agrees with experiment.
LDA optimized M-O bond lengths are larger than the experimental values. This becomes
more pronounced with increasing anionic charge from FeO2−4 (0.02 A˚) MnO
3−
4 (0.05 A˚)
and CrO4−4 (0.1 A˚). This is reflected in the values of 10Dq which are distinctly smaller
than 10Dq from experiment (by 1680, 680 and 1600 cm−1, respectively). B and C param-
eters from DFT (LDA) are by 20-35% smaller than those deduced from a fit to observed
LF transitions. Thus the 3A2 →3 T1 and the spin-forbidden 3A2 →1 E, 1A1 transitions,
being sensitive to B and C, respectively, are underestimated by DFT (LDA) by 15-20 %.
In order to study the effect of the adopted functional we calculated multiplet energies
of CrX4 (X = F
−, Cl−, Br−, I−) (Table 4.7). Going from the LDA functional to the
gradient corrected GGA functional we get a lengthening of the geometry optimized Cr-X
bond distances accompanied with a decrease of the value of 10Dq. On the other hand the
value of B increases by 15-20 % going from the LDA to the GGA functional.
bcalculated using a C/B ratio equal to 6.14
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CHAPTER 4. MULTIPLET STRUCTURE
4.4 General Conclusions
In conclusion, our LFDFT allows to calculate multiplet energies in TM complexes, similar
to the empirical CI-DFT procedure described by Grimme et al.107,108 In this approach,
KS potentials and energies have been used to approximate the exact CI Hamiltonian
by introducing scaling factors, thus avoiding double counting of electron correlation in
the off-diagonal CI matrix elements. Though, principally able to treat open-shell TM
complexes as well, the method has been applied thus far only to closed shell ground state
systems.
Considering the LFDFT, we can make the same remark than in the previous chapter: if
we have the experimental structure, it is better to use this one than the optimized, as the
10Dq value depend strongly on the bond length. In the set of compounds we study in this
chapter, we saw that sometimes we were in perfect agreement with the expimental data
which means that the theory is valid, but sometimes we had a constant shift in energy
between experiment and LFDFT results or a less accurate description of the multiplet
structure and this can be due to the fact that the functional used does not describe well
the compounds considered.
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Chapter 5
Relativistic Effect within LFDFT
In this chapter we extend the LFDFT with the inclusion of spin-orbit coupling. A good
opportunity to achieve this consist in using for the DFT calculations the Zero-Order Reg-
ular Approximation109 (ZORA) which permits to include spin-orbit coupling effects vari-
ationally. ZORA has been implemented into the Amsterdam Density Functional (ADF)
program74 and has been proven to work well.
This chapter is organized as follows: in Section 5.1 spin-orbit coupling in Td symmetry
and in its subgroup D2d is described, in Section 5.2 the implementation of the formalism
along the lines of LFDFT is presented. It is, thus, possible to get symmetry consistent
spin-orbit coupling parameters without recourse to implicit use of orbital reduction fac-
tors. We intend to show that orbital dependence of that kind can be larger than one
might expect. We will show that it is possible to apply the formalism using data from
DFT-ZORA calculations. Finally, we apply the theory to the NiX2−4 (X = F
−, Cl−, Br−,
I−) series of compounds and compare the results with experimental data from literature.
An outlook towards an extension of the theory to systems with little or no symmetry will
also be given.
5.1 Spin-Orbit Coupling
5.1.1 Theoretical Description
The spin-orbit operator in Eq 2.58 enables the expression of matrix elements of spin-orbit
coupling in and between sub-shells in terms of molecular orbitals. Thus, any arbitrary
one-electron spin-orbit coupling matrix element can be written as:
〈sms, a α| HˆSO |sm′s, b β〉 = 〈sms, a α| ~u · ~s |sm′s, b β〉
=
∑
k=x,y,z
〈sms| sk |sm′s〉 〈aα|uk |b β〉 (5.1)
where s is the spin of a single electron with component ms, a and b are the irreducible
representations (irreps.) of the molecular orbitals and α and β the corresponding com-
ponents in case of degeneracy. The 1st term on the right hand side of Eq 5.1 is nothing
but the Pauli matrices and the 2nd term can be further reduced using Wigner-Eckhardt’s
theorem:
〈aα|uk |b β〉 = 〈aα|b β, t1k〉 〈a‖u ‖b〉 (5.2)
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where 〈aα|b β, t1k〉 are coupling coefficients for the tetrahedral group and 〈a‖u ‖b〉 are
reduced matrix elements. Combining Eqs 5.1 & 5.2 enables us to express any arbitrary
spin-orbit matrix element as a product of symmetry coefficients and reduced matrix ele-
ments:
〈sms, a α|HˆSO|sm′s, b β〉 = 〈a||u||b〉
∑
k=x,y,z
〈s,ms|sˆk|sm′s〉〈aα|b β, t1k〉 (5.3)
In order to estimate the yet unknown reduced spin-orbit coupling matrix elements 〈a‖u ‖b〉
we shall map Eq 5.3 onto a ZORA-DFT calculation and adjust the reduced matrix ele-
ments in order to reproduce the calculated ligand field levels as done previously in LF-
DFT. This task requires a symmetry adaptation of the Kohn-Sham molecular orbitals to
the double-group Td* i.e.:
e⊗ Γ6 (α, β) = Γ8 :
|Γ8 (e) : κ〉 = − |e ε, β〉 ;
|Γ8 (e) : λ〉 = |e θ, α〉 ;
|Γ8 (e) : µ〉 = − |e θ, β〉 ;
|Γ8 (e) : ν〉 = |e ε, α〉 ;
t2 ⊗ Γ6 (α, β) = Γ8 :
|Γ8 (t2) : κ〉 = 1√
6
|t2 ξ, α〉 − i√
6
|t2 η, α〉+ 2√
6
|t2 ζ, β〉 ;
|Γ8 (t2) : λ〉 = − 1√
2
|t2 ξ, β〉+ i√
2
|t2 η, β〉 ;
|Γ8 (t2) : µ〉 = 1√
2
|t2 ξ, α〉+ i√
2
|t2 η, α〉 ;
|Γ8 (t2) : ν〉 = − 1√
6
|t2 ξ, β〉 − i√
6
|t2 η, β〉+ 2√
6
|t2 ζ, α〉
t2 ⊗ Γ6 (α, β) = Γ7 :
|Γ7 (t2) : α”〉 = 1√
3
|t2 ξ, β〉+ i√
3
|t2 η, β〉+ 1√
3
|t2 ζ, α〉 ;
|Γ7 (t2) : β”〉 = 1√
3
|t2 ξ, α〉 − i√
3
|t2 η, α〉 − 1√
3
|t2 ζ, β〉 ;
(5.4)
where the notation of the double-group representation is according to Bethe and their
components are Griffith’s.31 Using this basis transformation along with spin-orbit coupling
elements (cf. Appendix D.1), the one-electron spin-orbit coupling and LF matrix reduces
to:
Γ8(e) Γ8(t2) Γ7(t2)
Γ8(e) hee −
√
3
2
iζt1et2 0
Γ8(t2)
√
3
2
iζt1et2 ht2t2 − 12ζt1t2t2 0
Γ7(t2) 0 0 ht2t2 + ζ
t1
t2t2
(5.5)
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where hee and ht2t2 are the one-electron ligand field matrix elements, the ht2t2 - hee differ-
ence being the cubic field splitting ∆ and ζt1et2 and ζ
t1
t2t2 the reduced matrix elements:
ζt1et2 = 〈e||~s~u(t1)||t2〉
ζt1t2t2 = 〈t2||~s~u(t1)||t2〉
(5.6)
which we derive in a form to be directly compared to the free Ni2+ spin-orbit coupling
constant (630cm−1). In section 5.3.3, we describe a procedure of getting these parameters
from ZORA-DFT calculations.
The 3T1 ground state of Ni
2+ (d8) in a tetrahedral (Td) ligand field is Jahn-Teller unstable
and distorts towards tetragonal D2d symmetry with elongation along the S4 axis of the
tetrahedron. For this point group, the symmetry species t2(ξ, η, ζ) and e (θ, ε) split into e
(ξ, η) + b2 (ζ) and a1 (θ) + b1 (ε) respectively. Symmetry adaptation of the Kohn-Sham
molecular orbitals to the D∗2d double group yields:
a1 ⊗ Γ6(α, β) = Γ6 :
|Γ6(a1), α′〉 = |a1θ, α〉
|Γ6(a1), β′〉 = |a1θ, β〉
e⊗ Γ6(α, β) = Γ6 :
|Γ6(e), α′〉 = 1√
2
|eξ, β〉 − i√
2
|eη, β〉
|Γ6(e), β′〉 = 1√
2
|eξ, α〉+ i√
2
|eη, α〉
b1 ⊗ Γ6(α, β) = Γ7 :
|Γ7(b1), α′′〉 = −|b1ε, β〉
|Γ7(b1), β′′〉 = |b1ε, α〉
b2 ⊗ Γ6(α, β) = Γ7 :
|Γ7(b2), α′′〉 = |b2ζ, β〉
|Γ7(b2), β′′〉 = |b2ζ, α〉
e⊗ Γ6(α, β) = Γ7 :
|Γ7(e), α′′〉 = 1√
2
|eξ, α〉 − i√
2
|eη, α〉
|Γ7(e), β′′〉 = − 1√
2
|eξ, β〉+ i√
2
|eη, β〉
(5.7)
where again double-group representation are according to Bethe. Using this basis trans-
formation along with the spin-orbit coupling matrix elements (cf. Appendix D.1) we
obtain the spin-orbit coupling and LF matrix for this symmetry:
Γ6(a1) Γ6(e) Γ7(b1) Γ7(b2) Γ7(e)
Γ6(a1) ha1a1
√
3
2
iζea1e 0 0 0
Γ6(e) −
√
3
2
iζea1e hee − 12ζa2ee 0 0 0
Γ7(b1) 0 0 hb1b1 −iζa2b1b2 −i√2ζeb1e
Γ7(b2) 0 0 iζ
a2
b1b2
hb2b2
−1√
2
ζeb2e
Γ7(e) 0 0
i√
2
ζeb1e
−1√
2
ζeb2e hee +
1
2
ζa2ee
(5.8)
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where ha1a1 , hee, hb1b1 , hb2b2 are the (diagonal in this case as well) one-electron ligand field
matrix elements and ζkij are the reduced matrix elements:
ζea1e = 〈a1||~s~u(e)||e〉
ζa2b1b2 = 〈b1||~s~u(a2)||b2〉
ζeb1e = 〈b1||~s~u(e)||e〉
ζa2ee = 〈e||~s~u(a2)||e〉
ζeb2e = 〈b2||~s~u(e)||e〉
(5.9)
We note that in D∗2d symmetry the cubic quantities ζ
t1
et2 and ζ
t1
t2t2 split into three and two
different reduced matrix elements thus yielding a total of five independent parameters.
In ligand field studies, thus far the variation of spin-orbit coupling between the various
symmetries of the involved ligand field orbitals have been approximated in terms of orbital
reduction factors. In the next section, we derive a rigorous procedure allowing us to deduce
these quantities from DFT-ZORA calculations.
5.2 Computational Procedure
The DFT calculations have been performed with the aid of the ADF program code (release
2003.01).74
For the exchange-correlation functionals, both, the local density approximation (LDA,
for geometry optimizations) and the generalized gradient approximation (GGA , for ener-
gies of electronic states) have been used. For LDA we adopt an Xα functional for exchange
(α = 0.7)110 and Vosko, Wilk and Nusair functional for correlation.57 The GGA has been
introduced in the form given by Perdew-Wang.111 The frozen core approximation was
used for inner core electrons. The orbitals up to 3p for Ni, 1s for fluorine, 2p for chlo-
rine, 3d for bromine and up to 4d for iodine were kept frozen. The valence shells were
described by triple zeta plus one polarization function (TZP basis set). Spin-restricted
relativistic ZORA calculations have been done adopting the ZORA basis set (TZP). Us-
ing basis functions of increasing quality from TZP to TZ2P to TZ2P+ does not change
results significantly.
5.2.1 Geometry Optimizations
Geometry optimizations of the NiX2−4 species have been done in non-relativistic spin-
unrestricted (Ms=1) formalism, using the LDA-only functional, which we know from
experience35 to yield TM-ligand bond distances in good agreement with experiment. In
order to study the Jahn-Teller activity within the 3T1 ground state, separate optimiza-
tions imposing a D2d geometry have been done following the guidelines of accounting for
the Jahn-Teller effect within DFT.112 It should be noted that, being a single determinant
method, DFT is not able to yield optimized geometries in the case where two or more
configurations mix with each other. This is the case in our study, where two 3A2 states
(originating from 3T1 in tetrahedral symmetry) - corresponding to the ground configu-
ration (e4t42) and to the excited configuration (e
3t52) - mix and reduce the extent of the
structural distortion and of the Jahn-Teller stabilization (EJT ).
113 A procedure to solve
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this problem is briefly outlined in Appendix D.2 and is used here to get ground state D2d
geometries for all NiX2−4 species.
The geometries optimized, the LFDFT method is used to determine the B and C
Racah’s parameters and the 5× 5 LF matrix for the two symmetries, which in our cases
take a diagonal form with two different energies (e and t2) for Td and 4 different energies
(ha1a1 , hb1b1 , hb2b2 and hee) for D2d.
5.2.2 Calculation of Reduced Matrix Elements of Spin-Orbit
Coupling from ZORA-DFT
Let us consider the Kohn-Sham eigenvalues in the basis of the double group symmetry
adapted fragment orbitals (SFO) and the symmetry adapted fragment spin-orbitals (see
Eq 5.4 & Eq 5.7). To be more specific let us take as an example NiCl2−4 . Focusing on the
Td complex, the 5t1, 16t2 and 8e spin-orbitals give rise to a total of 29Γ8 and 16Γ7 KS-
orbitals, from which we identify the 6Γ8, 7Γ8 and 4Γ7 ones with dominant 3d character.
We correspondingly occupy these evenly in the ZORA input with occupation numbers
and ZORA eigenvalues taken from the output listed in Table 5.1.
Double group
KS-orbital
Occupancy εKS(eV) Symmetry and number of SFO
8E 5T1 16T2
3d Nr.1 no 3d-species 3d Nr.2
6Γ8 3.2 2.940 c(1,6)=-0.842i X c(15,6)=-0.104
7Γ8 3.2 3.458 c(1,7)=-0.135i X c(15,7)= 0.789
4 Γ7 1.6 3.509 0 0 c2(2,4)=-0.816
Table 5.1: The selecting scheme for ZORA spin-orbit coupling eigenvalues, 3d-eigen-functions
and their occupations for tetrahedral NiCl2−4 as a model example.
We further find from the table of the SFO 8, 5 and 16 species of E, T1 and T2 symmetry, to
yield a total of 29 basis functions for Γ8 and 16 T2 species to give rise to the same number
of Γ7 species. It is further important that the 3d orbitals, whose identity is sought, are
the first and the second in the list for the E and T2, representation, respectively. These
yield the coefficients of the 6Γ8, 7Γ8 and 4Γ7 KS-ZORA eigenvectors (Table 5.1, to be
extracted from the TAPE15 output after saving and converting into ASCII). We thus get
truncated ZORA-KS eigenvectors and (diagonal) eigenvalues matrices U and Λ (Eq 5.10)
which after
6Γ8 7Γ8 4Γ7
U =
e
t2
t2
 −0.842 −0.135 0.0−0.104 0.789 0.0
0.0 0.0 −0.816
 Λ = 6Γ87Γ8
4Γ7
 2.940 0.0 0.00.0 3.458 0.0
0.0 0.0 3.509
 (5.10)
S = U.UT (5.11)
h = {hµν} = S−(1/2)UΛUTS(−1/2) (5.12)
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e(Γ8) t2(Γ8) t2(Γ7)
h =
e(Γ8)
t2(Γ8)
t2(Γ7)
 2.951 −0.074i 0.00.074i 3.447 0.0
0.0 0.0 3.509
 (5.13)
manipulations as described by Eq 5.11 and Eq 5.12 yields the one-electron Hamiltonian
matrix (Eq 5.13). The comparison with Eq 5.5 yields directly the reduced matrix elements
ζt1t2t2 and ζ
t1
et2 as well as the cubic ligand splitting ∆ (333, 487 and 4166 cm
−1, respectively).
In a similar way, the matrices of the spin-orbit coupling plus the ligand field for NiCl2−4
in D2d symmetry are derived from matrix 5.14 to give using definition Eq 5.9 the ligand
field and
Γ6(a1)
Γ6(e)
Γ7(b1)
Γ7(b2)
Γ7(e)

2.991 0.072i 0.0 0.0 0.0
−0.072i 3.582 0.0 0.0 0.0
0.0 0.0 2.950 −0.063i −0.040i
0.0 0.0 0.063i 3.301 −0.029
0.0 0.0 0.040i −0.029 3.623
 (5.14)
spin-orbit coupling matrix elements listed in Table 5.2. Thus, from a single ZORA cal-
culation both the ligand field and spin-orbit coupling matrices are obtained. In order
to facilitate the analysis of the ADF output a series of MATLAB scripts are used as
interfaces.
[NiF4]
2− [NiCl4]2− [NiBr4]2− [NiI4]2−
Td D2d Td D2d Td D2d Td D2d Td D2d
hee
ha1a1(dz2) -2622
-1904
-2500
-2410
-2277
-2310
-2037
-2150
hb1b1(dx2−y2) -3600 -2736 -2386 -2151
ht2t2
hb2b2(dxy) 1748
-990
1667
95
1518
178
1358
310
hee(dxz, dyz) 3247 2526 2259 1945
ζt1et2
ζea1e
588
576
488
474
373
337
375
222
ζeb1e 566 461 300 198
ζa2b1b2 598 510 452 410
ζt1t2t2
ζa2ee 518
516
332
326
-242
-242
-832
-824
ζeb2e 516 329 -253 -837
Table 5.2: Ligand field (diagonal) matrix elements and reduced spin-orbit coupling matrix
elements for Td and elongated Td →D2d DFT optimized (spin-unrestricted, LDA-functional)
[NiX4]
2− (X = F−, Cl−, Br−, I−) geometries from ZORA (spin-restricted, LDA+PW91 func-
tional) calculations.
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5.3 Results and Discussion
5.3.1 The Jahn-Teller Effect and the Geometries of NiX2−4 (X =
F−, Cl−, Br−, I−).
NiX2−4 (X = Cl
−, Br− and I−) are well stud-
Td D2dD2d
compressionelongation
Figure 5.1: The angle θ describing the
tetrahedral distortion due to Jahn-Teller
activity in NiX2−4 .
ied structurally114,115 and/or spectroscopically116–119
and found to exist as slightly distorted (NiCl4)
or almost regular tetrahedra (NiBr4 and NiI4).
NiF2−4 is not known yet, Ni
2+-F− complexes tend-
ing invariably to adopt a regular octahedral ge-
ometry. In line with these observations, our ge-
ometry optimizations (Table 5.3) show, that the
extent of the Jahn-Teller elongation (Fig. 5.1)
and the stabilization energy is strongly reduced
due to mixing between the e4t42 and e
3t52 con-
figurations (cf. Appendix D.2), the latter con-
figuration being Jahn-Teller stabilized by a D2d
compression.
In this respect, the e3t52 configuration resem-
bles very much the Jahn-Teller activity in Cu2+
with a single hole in the t2-shell, which readily
explains the different stereochemistries of these
two ions.113 In Table 5.3, we also list geome-
tries and EJT values of NiX
2−
4 neglecting the
3T1(e
4t42)-
3T1(e
3t52) mixing. It is this geometry with more pronounced distortions, which
we use in order to explore the effect of symmetry lowering on the anisotropy of spin-orbit
coupling. However in the discussion of electronic transitions and comparison with exper-
iment we make use of the correct geometry.
X R δθmin EJT
F 1.94 -5.2 [-8.3] -335 [-825]
Cl 2.29 -3.1 [-5.5] -83 [-260]
Br 2.44 -2.9 [-5.3] -62 [-198]
I 2.64 0.0 [-4.6] 0 [-49]
Table 5.3: Bond lengths (in A˚), the extent of Jahn-Teller elongation of the tetrahedral into
the D2d ground state energy minima (δθmin in
o) and the Jahn-Teller stabilization energy EJT
(in cm−1) for NiX2−4 (X=F
−,Cl−,Br− and I−). Spin unrestricted DFT geometry optimizations
(VWN-LDA functional) with and without (in square brackets) taking mixing between 3T1(e
4t42)
and 3T1 (e
3t52) into account (still described by single determinants) have been performed, using
a strategy described in Appendix D.2.
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5.3.2 Spin-Orbit Coupling in Td Symmetry
The (α,β) - e, t2 (3d) spin-orbit coupling in Td symmetry gives rise to Γ8 (e) and Γ8+Γ7
(t2) spinor levels, whose ZORA energies we plot in Fig. 5.2.
−0.5
−0.3
−0.1
0.1
0.3
εKS (in eV)
[NiF4]
2−
[NiCl4]
2−
[NiBr4]
2−
[NiI4]
2−
Γ7(t2)
Γ8(t2 + e)
Γ8(e + t2)
Figure 5.2: Relative energies of Kohn-Sham orbitals with dominant 3 d character from a
ZORA spin-orbit calculation of [NiX4]
2− (X=F−, Cl−, Br−, I−).
While spin-orbit coupling leads to splitting of t2(α,β) in first order. It causes a mixing of
Γ8 (t2) and Γ8 (e) to second order. Ligand field splitting ∆(Td) is calculated in the range
of 4370 (NiF2−4 ) to 3395 (NiI
2−
4 ) and dominates over the spin-orbit coupling: ζ( Ni
2+)=
630 cm−1; this is accounted for in Fig. 5.2, where dominant contributions from e and t2
are underlined. We notice that when moving from NiF2−4 to NiCl
2−
4 the Γ8 (t2+e)-Γ7(t2)
energy separation (which equals (3/2) ζt1t2t2 , see Eq 5.5) gets smaller and it is lowered fur-
ther going to NiBr2−4 and NiI
2−
4 . It is important to observe that the sign of the splitting
changes in the latter two complexes. The analysis of the energy levels (Fig. 5.2) in terms
of the parameters ht2t2-hee, ζ
t1
et2 and ζ
t1
t2t2 (cf. Eq 5.5, calculated values are listed Table 5.2)
shows indeed that ζt1t2t2 becomes negative in the case of NiBr
2−
4 and NiI
2−
4 . As has been
pointed out previously,119 ligand spin-orbit coupling (as large as 5000 cm−1 for I−!) in
combination with the metal(3d)-ligand(np) mixing can strongly modify the effective spin-
orbit coupling constant; this contribution can be of different sign and can even outweigh
the spin-orbit coupling due to the 3d electrons; this turns the sign of the Γ8(t2+e)-Γ7(t2)
splitting. Our ZORA calculations lend full support of this proposition, initially observed
by MCD data on NiI2−4 .
119 Contrary to earlier interpretations120,121 our results indicate
that spin-orbit coupling undergoes a stronger decrease with increasing metal-ligand cova-
lency than Stevens’ orbital reduction factors in the magnetic moment operator (amenable
from a fit to magnetic susceptibilities). Indeed, with increasing covalency from F− to Cl−
to Br− to I−, ζt1et2 and ζ
t1
t2t2 show a much stronger reduction than deduced from orbital
reduction factors as the squared MO coefficients c23d for 3d in the e and t2 MOs and their
combinations [0.82, 0.72, 0.68, 0.66 (e) and 0.75, 0.63, 0.60, 0.56 (t2) for F
−, Cl−, Br−,
I− complexes, respectively]. The order of values for the reduced matrix elements in a
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given complex ζt1et2 > ζ
t1
t2t2 (obeyed for all cases in Table 5.3) reflects also subtle changes
in the metal-ligand overlap (differential covalency) being larger for the more strongly (
σ + pi)-antibonding t2, compared to the only weakly (pi) - antibonding e orbital.
5.3.3 Spin-orbit Coupling in D2d Symmetry
Going to a D2d distorted Td complex, the e(dz2 ,dx2−y2) and t2(dxy, dxz, dyz) orbitals
split into a1(dz2)+b1(dx2−y2) and b2(dxy)+e(dxz,dyz) species and the ligand field matrix
becomes fully defined in terms of 10Dq plus the t2 and e splitting parameters 3δ2 and 2δ1,
respectively. This is illustrated on Figure 5.3 with parameter values pertaining to NiCl2−4 .
Figure 5.3: Orbital level splittings and nota-
tions for a symmetry based on description of
the D2d distorted (elongated) NiCl
2−
4 complex
for a geometry obtained without correction for
3T1(e
4t42)-
3T1(e
3t52) missing.
4047 t2
0 e
10Dq
a1 (dz2)
b1 (dx2−y2)
+δ1 +173
−δ1 -173
+δ2
−2δ2
e (dxz,dyz)
b2 (dxy)
4805
2531
In parallel with this increase of the level of parameterization, the matrix of spin-orbit
coupling becomes dependent on five reduced matrix elements (eq 5.8). In Figure 5.4 we
show their variation with the angular geometry for NiCl2−4 , changing the θ-angle in wide
range from elongated to compressed D2d structures. It is striking that the variations
of the spin-orbit coupling parameters ζkij follow the same trends as the energies of the
correspondingly involved orbitals i and j (Fig. 5.5 & 5.4); the stronger the extend of
anti-bonding is (increasing the energy of the involved orbitals i, j) the stronger the ζkij
reduction is.
Thus, the ζkij parameters reflect, in attenuated way, the angular dependence of the ligand
field matrix. In classical LF theory, the parameter ζ has been deemed to be of atomic
nature, being scaled by some reduction factor, occasionally accounting for axial anisotropy
as well. In view of our results we suggest that such treatments are incomplete. The strong
interrelation between the ligand field and molecular spin-orbit forces can even invalidate
the common opinion of the two physical effects being opposite to each other.122 In cases
of very low-symmetry (causing non-zero off-diagonal elements in the matrix hµν) it can
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a1 → [eσ -4esd (D4h)]
b2 → [3 eσ (D4h)]
b1 → [4 epi (D4h)]
θ (in 0 )
Figure 5.4: The dependence of the Kohn-Sham orbital energies from non-relativistic cal-
culation with average-of-configuration occupancies (Td: e
3.2t4.82 ; D2d: a
1.6
1 b
1.6
1 b
1.6
2 e
3.2) on the
geometrical angle θ for NiCl2−4 (R = 2.29 A˚, PW91-functional, TZP basis). Orbital energy
expressions on the right hand side refer to the limiting case of a compression - square planar
geometry and angular overlap model expressions (see Section 5.3.4).
[NiF4]
2− [NiCl4]2− [NiBr4]2− [NiI4]2−
Td D2d Td D2d Td D2d Td D2d Td D2d
hee
ha1a1(dz2) -2494
-1696
-2428
-2320
-2274
-2321
-2034
-2226
hb1b1(dx2−y2) -3528 -2666 -2363 -2032
ht2t2
hb2b2(dxy) 1662
-999
1619
146
1516
247
1356
445
hee(dxz, dyz) 3111 2420 2218 1906
B B 715 713 521 521 462 458 401 399
C C 2732 2685 2136 2126 1944 1948 1804 1844
Table 5.4: Ligand field (diagonal) matrix elements and interelectronic repulsion B and C ener-
gies (in cm−1) for Td and elongated Td-D2d DFT-optimized (spin-unrestricted, LDA-functional)
[NiX4]
2− (X = F−, Cl−, Br−, I−) geometries from LFDFT (LDA+PW91 functional) calcula-
tions.
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Figure 5.5: Reduced matrix elements of the spin-orbit coupling operator from ZORA-ADF
calculations in the Td and D2d geometries of the NiCl
2−
4 and their dependence in the geometrical
anlge θ (see fig. 5.1).
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B C ∆
Experiment116 810 cm−1 3150 cm−1 3500 cm−1
GGA
PW91 521 cm−1 2136 cm−1 4155 cm−1
PBE 518 cm−1 2196 cm−1 4147 cm−1
RPBE 535 cm−1 2218 cm−1 4106 cm−1
revPBE 530 cm−1 2212 cm−1 4115 cm−1
BLYP 521 cm−1 1576 cm−1 4220 cm−1
LB94 359 cm−1 1596 cm−1 3041 cm−1
Table 5.5: The Racah’s parameters determined with LFDFT method for [NiCl4]
2− using the
exchange and correlation functionals available in ADF2003.01
even prevent the separation of the one-electron Hamiltonian, in parts due to ligand field
and spin-orbit coupling. This is fortunately not the case here (hµν is fully diagonal) to
enable a neat analysis of the two effects separately.
5.3.4 Ligand Field-Parameters, Ground and Excited States En-
ergies of NiX2−4 (X=Cl
−, Br−, I−) and Comparison with
Experimental Data
A list of ligand field parameters - the (diagonal) ligand field matrix and the B and C
values for NiX2−4 halide complexes in Td and D2d symmetry are listed in Table 5.4. There
is a good agreement between the LFDFT values of 10Dq for NiCl2−4 (4150 cm
−1) and
the one deduced from a direct fit to the spectrum (3500 cm−1,116 referred to hereafter
as “experimental”). However, values of B and C are correspondingly 64% and 68% off
from the experimental ones (810 and 3150 cm−1, respectively116). This can be traced
back to the functionals in use which overestimate 3d-electron delocalization. A list of LF
parameters in dependence of the functionals offered by the ADF code (Table 5.5) shows
a weak sensitivity with respect to this choice.
Likewise, use of more sophisticate basis functions, such as a quadruple 3d basis for
Ni2+ (TZ2P+) does not alter the values of ζ (causing an increase of ζ’s (Table 5.2) by
3− 4%).
Excited state energies (Table 5.7) for geometries, corresponding to the Td and D2d energy
minima (in this case taking 3T1(e
4t42) → 3T1(e3t52) mixing into account) shows a good
agreement between LFDFT and experimental values for the energies of the transitions
3T1 → 3T2 and 3T1 →3A2, while the energies to the spin-forbidden transitions to 1T2,
1E and 1T2,
1T1,
1A1, as well as the spin-allowed one to
3T1 are found to be by about
4000 cm−1 and 5500 cm−1 smaller than the experimental ones. This is in accordance with
the smaller B and C values and the stronger dependence of the energies of the mentioned
states on B and C.
It is interesting that LF matrices from a non-relativistic LFDFT calculation and from
ZORA differ from each other. These are compared in Table 5.6 taking the b1 → a1,
b1 → b2 and b1 → e energy differences. One can easily show when taking the angular
geometry into account that these differences can be translated into an angular overlap
parameterization to yield values of the parameters for σ and pi-bonding and for the mixing
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[NiF4]
2− [NiCl4]2− [NiBr4]2− [NiI4]2−
LFDFT ZORA LFDFT ZORA LFDFT ZORA LFDFT ZORA
E(b1 → a1) 1832 1696 346 326 42 76 -194 10
E(b1 → b2) 2529 2610 2812 2831 2610 2564 2477 2461
E(b1 → e) 6639 6847 5086 5262 4581 4645 3938 4096
eσ 6488 6688 4980 5350 4457 4735 3734 4231
epi 2612 2690 1594 1857 1379 1622 1012 1397
esd 2277 2629 3402 4094 3910 4382 4359 4562
10 Dq 4353 4597 4155 4289 3903 3913 3548 3550
3δ2 4110 4237 2274 2431 1971 2081 1461 1635
Table 5.6: Orbital interpretations of ligand field energies from LFDFT and ZORA calculations
in terms of the AOM parameterization scheme (eσ, epi, esd) along with values of 10Dq and the
t2-splitting 3δ2 for tetragonally (D2d) elongated [NiX4]2− (X = F−, Cl−, Br−, I−).
of dz2 and 4s (which, being of the same symmetry, i.e. a1, in D2d can mix with each other)-
yielding eσ, epi and esd, respectively. Remarkably, ZORA results reflect a distinctly larger
extent of σ- and pi-antibonding and esd-mixing compared to the non-relativistic LFDFT
result. The effect of sd-mixing has a crucial influence via the Fermi contact terms κ on the
hyperfine structure: A-tensor (treated in Section 6.1.1.2). We also notice that the value
of the parameter ζt1t2t2 for NiCl
2−
4 we deduce from the ZORA results (332 cm
−1, Table 5.2)
is found in excellent agreement with the one deduced from a fit to magnetic susceptibility
data (380 cm−1).120,121 It is this parameter (in combination with the 3T1× e ground
state Jahn-Teller activity, see Appendix D.2) which affects the 3T1 ground state splitting.
These are shown in Figure 5.6 for NiX2−4 (X = Cl
−, Br− and I−). In accordance with large
negative ζt1t2t2 value for NiI
2−
4 a inverted zero-field splitting pattern for the ground state is
calculated with a T2 ground state and an E excited state 33 cm
−1 higher in energy. In
NiBr2−4 an intermediate coupling scheme is realized with an E ground state and T2 next
in energy. A D2d distortion leads to an A1 ground state, as it is the case as in NiCl
2−
4 ,
however originating from the tetrahedral E, rather than from the tetrahedral A1 state
as in NiCl2−4 . Therefore it follows that the sign and magnitude of the parameter ζ
t1
t2t2 is
crucial importance for the ground state splitting. This, as well of Jahn-Teller activity
in the 3T1 ground state is a further experimental challenge for these systems. For more
conclusive results, these compounds should be studied with more modern tools, such as
resonance Raman and high-field - high-frequency EPR. We hope this study will motivate
further experimental work in this direction.
5.4 Conclusions
In this chapter, we extended our LFDFT proposed with spin-orbit coupling, developing a
procedure allowing one to extract spin-orbit coupling matrix elements from spin-restricted
ZORA calculations. We show, using a symmetry analysis, that a set spin-orbit coupling
parameters, rather than a single value or values scaled for anisotropy using (Stevens)
orbital reduction factors are needed in order to properly describe a realistic situation. In
particular, highly covalent ligands such as Br− and I− and their own spin orbit coupling
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contributions can lead to unexpected, unprecedented splitting patterns of the ground state
(zero-field splitting) which deserve further theoretical justification and testing and moti-
vates further experimental work. In following contributions we will extend the formalism
to systems with lower or no symmetry, calculating zero-field splitting for systems well
characterized by EPR, thus extending the applicability of our LFDFT approach to fine
structure tensor and hyperfine coupling effects.
A1 (0)
T1 (234)
E (91)
E (1329)
A2 (970)
B2 (1516)
A1 (1059)
B1 (1407)
E (667)
T2 (782)
T1 (40)
A1 (37)
T2 (18)
A1 (0)
E (16)
A1 (908)
A2 (922)
B1 (934)
B2 (940)
E (948)
E (0)
NiCl
2−
4
NiBr
2−
4
NiI
2−
4
T2 (0)
E (33)
T1 (598)
A1 (712)
Figure 5.6: The splitting of the 3T1 ground state in the Td geometry due to the spin-orbit
coupling and in the lower D2d symmetry minimum [for NiCl
2−
4 and NiBr
2−
4 ,
3T1 (e
4t42)-
3T1
(e3t52) mixing is taken into account]. Data for NiBr
2−
4 are plotted schematically, not following
the energy scale used for NiCl2−4 and NiI
2−
4 .
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Chapter 6
ESR Parameters within LFDFT
A wealth of information is encoded in the electron paramagnetic resonance (EPR) spectra
of a given molecule. The EPR spectroscopy provides unique insights into the structural
and electronic features of both organic and inorganic paramagnetic compounds. In or-
ganic chemistry, the technique is mostly used to get access to information about free
radicals, since it provides a direct experimental measure for the distribution of the un-
paired spin density. In the field of inorganic, or bio-inorganic, chemistry, the method is
applied to examine the splitting of orbital and spin levels and the molecular symmetry
and environment.
Consequently, it is of great interest to compute and analyze the relevant quantities (g- and
A-tensors) of an EPR spectrum from first principle calculations. The area of theoretical
and computational chemistry has in the last couple of years shown an increasing interest
in the calculation of magnetic coupling parameters.
The application of Density Functional Theory (DFT) to EPR spectroscopy is relatively
recent excepting the pioneering work of Daul and Weber123 based on multiple-scattering
Xα. Schreckenbach and Ziegler124 have presented energy derivative calculations for the
g-tensor with the usage of gauge including atomic orbitals (GIAO). Baerends and al. as
well as Bruyndonckx125 have published results of DFT calculations for the g- and A-
tensors of TiF3 by means of second order perturbation theory.
126 Furthermore, with the
recent developments to include relativistic effects in modern DFT calculations, spin-orbit
coupling (SOC) can be taken into account variationally using the zeroth-order regular
approximation (ZORA) to the Dirac equation.109,127–129 To obtain then the g-tensor, the
effect of the external homogeneous magnetic field has only to be treated with first order
perturbation theory.130,131
In this chapter, we present the result of calculations of the g- and A-tensors components for
a transition metal complex: [Co(acacen)] or N,N’-ethylenebis(acetylacetoneiminato)cobalt
(II) , as obtained from two methods: by the LFDFT and by calculating the Zeeman split-
ting of the ground Kramers doublet obtained by using ZORA calculation and second-order
perturbation theory implemented in ADF for the hyperfine interaction.130,132
The choice of this complex was motivated by two reasons: firstly, the [Co(acacen)]
complex belongs to a series of complexes with tetradentate Schiff bases which received
much attention during the last decades,133,134 largely because of their ability to reversibly
absorb molecular oxygen under certain conditions. Secondly, it is a planar molecule (lig-
ands are present only on a square planar environment) so it can be expected to show a
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large anisotropy of the ESR parameters.
In the next sections, a description of the methodological and computational details is
given. We show then, that with two methods, LFDFT and ZORA, this anisotropy is
nicely reproduced. However, an analysis of the various contributions to the g- and A-
tensors is only possible using the LFDFT method.
6.1 Methods
6.1.1 LFDFT: a New Way to Calculate ESR Parameters
As we know well the LFDFT method now, we will just give the details of the calculation
of the g- and A-tensor components. The program which contains the implementation
of these calculations is a modified version of the LF matlab program and is proposed in
Appendix E.2.
6.1.1.1 Calculation of g-tensor
For TM complexes with light atoms such as carbon, nitrogen and oxygen, the spin-orbit
coupling on the ligand can be completely neglected.
The methodology we consider in the preceding section is based on LF theory, it is
therefore justified to express the spin-orbit interaction of the whole d- or f-manifold by a
single parameter ζnl, i.e.:
〈sms, a α| HˆSO |sm′s, b β〉 ≈ ζnl 〈sms, `m` (a, α)|~l · ~s |sm′s, `m′` (b, β)〉 (6.1)
where: ζn` = 〈Rn`| 1r dVdr |Rn`〉 and |lml > are real spherical harmonics. In practice ζn` is
evaluated from the SO splitting obtained by a DFT spin-orbit ZORA caculation on the
free ion (ζ = −598cm−1) and reduce further it by the orbital reduction factor (k = 0.77,
cf. Eq 4.7). The ground state Kramers doublet |0±〉 is obtained by diagonalization
of the full configuration interaction matrix:
〈
SDdµ
∣∣ hˆLF + gˆER + hˆSO ∣∣SDdν〉, where hLF
and hSO have been defined previously
32 and where gˆER represents the electrostatic inter-
electronic repulsion.32 The g-tensor can be calculated from the equation for the Zeeman
matrix elements 〈0±| kLˆα + geSˆα |0±〉 equating them with those of the spin-hamiltonian
〈±| g · ~Seff |±〉, i.e.:
|+〉 |−〉 |0+〉 |0−〉(
1
2
gαz
1
2
(gαx + igαy)
1
2
(gαx − igαy) −12(gαz)
)
=
( 〈0+| kLˆα + geSˆα |0+〉 〈0+| kLˆα + geSˆα |0−〉
〈0−| kLˆα + geSˆα |0+〉 〈0−| kLˆα + geSˆα |0−〉
)
(6.2)
or
gαz = 〈0+|kLˆα + geSˆα|0+〉 − 〈0−|kLˆα + geSˆα|0−〉
gαx = 〈0+|kLˆα + geSˆα|0−〉+ 〈0−|kLˆα + geSˆα|0+〉
gαy = i (〈0−| kLˆα + geSˆα |0+〉 − 〈0+| kLˆα + geSˆα |0−〉)
(6.3)
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where: k is the orbital reduction factor used to scale the spin-orbit coupling constant
of the free ion, α = x, y, z and ~Lα and ~Sα are the orbital and spin-angular momentum
operators. For n-electrons, we have:
Lˆα =
n∑
i=1
liα (6.4)
Sˆα =
n∑
i=1
siα (6.5)
6.1.1.2 Calculation of A-tensor
The ligand field description of the hyperfine interaction is already well described in lit-
erature,31,135 but we summarize it briefly here. The interaction between the nuclear and
electrons angular momenta of a many-electron system is described by the hyperfine cou-
pling Hamiltonian:
HHF = ∆ˆHF · ~I (6.6)
where ∆ˆHF , the hyperfine coupling operator is given by equations 6.7 and 6.8, summation
being carried out over all electrons (see Ref31 for more details):
~HHF = P
n∑
i=1
(
~li +
1
7
~ai − κ~si
)
· ~I (6.7)
and
~ai = 4~si − (~li · ~si)~li − ~li(~li · ~si) (6.8)
The first term corresponds to the interaction of the nuclear spin with the orbital angular
momentum of the electron, the second term to the interaction of the nuclear spin with
the electronic spin and the last term is the Fermi contact term. P in equation 6.7 is the
electron-nuclear dipolar coupling constant defined as:
P = geβγN~〈r−3〉3d (6.9)
where γN is the giromagnetic ratio of the nucleus N (for Co: γN = 0.63171 · 104G−1),136
β the bohr magneton and 〈r−3〉3d the expectation value of the 1/r3 operator over the 3d
wavefunction. The Parameter κ is related with the Fermi hyperfine coupling constant aF
(ge = 2.0023):
aF =
8pi
3
geβγN~
∑
i
[ρi↑(0)− ρi↓(0)] (6.10)
as
κ = −aF
P
(6.11)
Direct substitution yields:
κ = −8pi
3
∑
i
[ρi↑(0)− ρi↓(0)] 1〈r−3〉3d (6.12)
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with γN in G
−1, P in cm−1 and 〈r−3〉3d in atomic units, we have explicitly:
P = geγN × 332.5258× 10−9 × 〈r−3〉3d (6.13)
Finally, the A-tensor can be calculated, similarly to the g-tensor, from the aforementioned
ground Kramers doublet |0±〉 evaluating the hyperfine matrix elements 〈0±|∆hfα |0±〉 as:
Aαz = 〈0+|∆hfα |0+〉 − 〈0−|∆hfα |0−〉
Aαx = 〈0+|∆hfα |0−〉+ 〈0−|∆hfα |0+〉
Aαy = i
(〈0−|∆hfα |0+〉 − 〈0+|∆hfα |0−〉) (6.14)
where α = x, y, z and k is the orbital reduction factor used to scale the spin-orbit coupling
constant of the free ion and is determined according to Eq 4.7.
We now consider the numerical evaluations of P and κ which are used in the calculation
of the A-tensor components.
The value of P has been calculated using TZP exponents given by the ADF data base
and a numerical integration resulting to 〈r−3〉3d = 5.83 cm−3 for the free ion: Co2+. The
corresponding value: P = 245 · 10−4 cm−1 has been further reduced according to Eq 4.7
to P = 188 · 10−4 cm−1.
The value of aF needed to obtain κ (Eq 6.11) is more subtle to evaluate and deserves a bit
of explanation. In fact there is no Fermi interaction within dn configuration. However, the
analysis of the hyperfine structure of supposedly d-electrons clearly requires an isotropic
contribution denoted here as aF . This term has two well-known contributions: (i) the spin
polarization of the closed |ns〉 shells through the unpaired electron occupying the ground
Kramers-doublet and (ii) the direct admixture of |4s〉 into the ground Kramers doublet
through spin-orbit coupling with the low-lying |d1z2 , A1〉 excited state that is contaminated
by orbital interaction with |4s〉 of Co because of the low symmetry of [Co(acacen)]. Indeed,
this mixing amounts to 4%. The first contribution to aF is easily obtained using the
DENSF utility program of ADF to compute ρi↑(0)− ρi↓(0) (Eq 6.10) from an all-electron
spin-polarized KS-calculation of [Co(acacen)]. The second contribution to aF is obtained
from the weight of all SD that contain dz2 present in the ground Kramers doublet. The
resulting parameters aF = −28 · 10−4 and P = 188 · 10−4 cm−1 lead to κ = 0.147 which
was used in the calculation of the A-tensor. Table 6.1 summarizes all non-empirically
determined parameters used in the calculation of the ESR and multiplet fine structure.
6.1.2 Spin-Orbit ZORA Approach
We use the ZORA implementation available in the ADF code to calculate g- and A-
tensors in order to compare the results with those from LFDFT and with experiment.
This method, developed by van Lenthe et al.,130,132 uses GIAO, where the g- and A-tensors
are calculated in a spin-orbit relativistic calculation using ZORA Hamiltonian with a spin
restricted wavefunction.
6.2 Computational Details
The DFT calculations were performed with the Amsterdam Density Functional (ADF)
program package (release 2003.01).74 Both the local density approximation (LDA) and
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Table 6.1: All non-
empirically determined pa-
rameters used in the cal-
culation of the g- and A-
tensors and in the calcula-
tion of multiplet fine struc-
ture
Racah’s
parameters
B 512 cm−1
C 3118 cm−1
Ligand Field
matrix elements
〈x′y′|hLF |x′y′〉 −1071 cm−1
〈y′z′|hLF |y′z′〉 6308 cm−1
〈z′2|hLF |z′2〉 5052 cm−1
〈x′2 − y′2|hLF |x′2 − y′2〉 3731 cm−1
〈z′2|hLF |x′2 − y′2〉 2771 cm−1
〈x′z′|hLF |x′z′〉 −24003 cm−1
spin-orbit cou-
pling constant
ζ 460 cm−1
orbital reduction
factor
k 0.77
electron-nuclear
dipolar coupling
constant
P 188 · 10−4 cm−1
κ 0.147
the generalized gradient approximation (GGA) for exchange-correlation functionals were
used. The LDA was applied with the Vosko, Wilk, and Nusair functional57 and the
GGA by using the exchange-correlation Perdew-Wang 91 functional.111 The atoms were
described by a triple-ζ Slater Type Orbital (STO) basis sets plus one polarization function
and the frozen core (FC) approximation was used up to 3p for cobalt and up to 1s for
carbon, nitrogen and oxygen for the g-Tensor calculation and the LFDFT calculations.
For the calculation of A-tensor, we used all electrons basis sets.
Figure 6.1: The axial coordinates of the system in the discussion (x, y, z) and in the ADF
calculations (x′, y′, z′) are represented along with the [Co(acacen)].
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Table 6.2: Multiplet splitting energies determine by LFDFT method
using GGA functional and frozen core approximation and compare to
experiment (in cm−1).
LFDFT Exp.
2A2 0.0 -
2A1 4665 -
2B1 7036 4000
2A1 10885 8000
4B1 13021 -
4A1 12835 -
4B1 14694 -
The geometry of the complex has been adopted from X-ray crystallographic data
determined by Cariati et al.137 Since the deviation from C2v symmetry is not significant
we have chosen to impose this symmetry in our calculations. The coordinate system of
Co(acacen) which by convention, has always been used to discuss this type of complexes
is shown in Figure 6.1. In this way the molecule belongs actually to the point group
C2v(x), with x as the principal symmetry axis instead of the more conventional z-axis.
The d-orbitals have hereby the following symmetry labels: dz2 and dx2−y2 , a1; dxy, b2; dxz,
b1 ; dyz, a2. In the ADF calculations another orientation has been adopted (x
′, y′, z′:
Fig 6.1) with two-fold axis along z. However, results have been always converted back to
the traditional one (x, y, z).
6.3 Results and Discussion
The Co(acacen) with a d7-configuration for CoII has low-spin S=1/2 ground state. It
shows a large anisotropy of both the g- and A-tensors (Tables 6.3 & 6.4) related to the
low (C2v) symmetry of the Co
2+ coordination centers. A MO-diagram comprising MO’s
dominated by the 3d-atomic orbitals (Fig. 6.2) shows the typical splitting for square
planar coordination with the σ-antibonding dxy(b2)-orbital, separated by about 27.4 kK
from the weaker σ - dz2 , the in-plane pi - dx2−y2 (both of a1 symmetry) and the pi out-
of-plane yz (a2) and xz (b1) orbitals. The latter ones are much less separated in energy,
covering a narrow range of energies (7.4 kK), as shown in Fig. 6.2. The dxz and dyz pi-
orbitals which are degenerate in a square planar complex (eg, D4h symmetry) are found
in [Co(acacen)] to be considerably split (7.0 kK), this being responsible for large in-plane
anisotropy of the main values of the g- and A-tensors. The underlying cause of this large
splitting can be understood in the context of the molecular orbital model. Restricting
to the highest occupied pi(a2) (HOMO) and lowest unoccupied pi*(b1) (LUMO) ligand
orbitals, we notice that the corresponding 3d-orbitals with the same symmetry, dyz (dxz)
become destabilized (stabilized) by the interplay of pi-donation (pi-back donation). The
consequences of this anisotropic pi-bonding effects have been accounted for in refined LF
models, such as the phase coupling concept of Ceulemans et al.,138–140 quantifying an early
idea of Orgel.141 However, quantitatively, a large number of ill defined model parameters
had to be introduced in order to account for this effect. Our LFDFT results lend full
support of the pi-anisotropy, as reflected by the calculated LF transitions (Table 6.2) and
the calculated g- and A-tensors (Tables 6.3 & 6.4).
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Figure 6.2: KS MO diagram for the ground state configuration.
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ZORA LFDFT GGA EXP134
LDA GGA A B
gxx 2.85 2.76 3.21 2.80 2.92/3.26
gyy 1.89 1.93 1.87 1.94 1.90(±0.03)
gzz 1.91 1.92 1.87 2.11 2.00(±0.02)
giso 2.22 2.20 2.28 2.32
Table 6.3: g-tensor values of [Co(acacen)] determined by spin-orbit restricted spin-orbit ZORA
calculation and the LFDFT approaches and compared to a set of experimental data. LFDFT
column A corresponds to the two states model: 97% |d1yzd2xy, 2A2〉 + 3% |d1z2d2xy,2A1〉, and
column B to the full calculation. For the expermimental data, we give a range of values because
of a strong dependency upon the host lattice.
ZORA LFDFT GGA EXP134
LDA GGA A B
Axx 151 108 95 55 100/128
Ayy 25 28 12 14 32/40
Azz 66 71 39 19 29/34
Table 6.4: A-tensor values of [Co(acacen)] determined by spin-orbit restricted spin-orbit ZORA
calculation and the LFDFT approaches and compared to a set of experimental data. LFDFT
column A corresponds to the two states model: 97% |d1yzd2xy, 2A2〉 + 3% |d1z2d2xy,2A1〉, and
column B to the full calculation. For the expermimental data, we give a range of values because
of a strong dependency upon the host lattice.
With 7 electrons on the closely spaced a2, a1, b1 and a1-orbitals we have a |d1yz,2A2〉
ground state. Mixing with excited states via spin-orbit coupling then leads to the ob-
served anisotropic g- and A-tensors. These are given in Tables 6.3 & 6.4, where we also
include results of ZORA spin-orbit calculations. Both the ZORA and the LFDFT show
largest values for gxx and Axx. However, finer details in the g-tensor anisotropy, in partic-
ular the gzz > gxx relationship are better reproduced the LFDFT method. As far as the
overall agreement between theoretical and experimental A-tensor components goes, both
the ZORA and the LFDFT calculations are of comparable moderate quality. However,
we must keep in mind that experimental values of Axx, Ayy and Azz are less accurately
determined. Thus, coordination to more distant atoms in the solid seems to make impor-
tant contributions.134 However, this is beyond the scope of the present study. Finally,
we should mention that models of g and A-tensors, confined to one or two excited states
(resulting in two-state model |d1yz, 2A2〉-|d1z2 , 2A1〉,134 or three state model |d1yz, 2A2〉-
|d1z2 , 2A1〉-|d1xz, 2B1〉,139,140 respectively) reflect essential features of the physical origin
of the anisotropy. In Tables 6.3 & 6.4 we list the results from a consideration using a
two-state model. The overall features are reasonably reproduced using this simplified
approach. However, our present calculation enables a more detailled description of the
experimental findings, particularly the difference between gyy and gzz for the g-tensor,
and important contributions to Axx from other excited states, ignored by the two or three
states models are taken into account.
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6.4 Conclusions
In this chapter we have extended our LFDFT approach with ESR fine structures, demon-
strating that the model works, even in such complicated situations as the Co(acacen)
complex. No doubt, the method can be refined including anisotropic covalent reduction
factors and anisotropic spin-orbit coupling and inter-electronic repulsion. However we
have found that calculating all these quantities using an average-of-configuration concept,
thus introducing non-empirical atomic like B, C and ζ parameters and further, a single
overall parameter k-in order to account for covalent reduction is a reasonable approxima-
tion, capable of describing electronic transitions and multiplet fine structures.
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Chapter 7
Conclusions and Outlook
7.1 Conclusions
We have developed a DFT based LF model which utilizes SD energies in order to determine
ligand field parameters from first principles. The formalism has been implemented using
the following recipe:
1. make a geometry choice; for neutral complexes we recommend a GGA geometry
optimization. For complexes with negative charges use of experimental bond lengths
or LDA geometry optimization is preferable,
2. construct KS-LF orbitals with the average of configuration (AOC) providing n/5
occupancy of each d-MO for a TM with a dn configuration,
3. calculate the set of all SD energies using these orbitals without allowing for orbital
relaxation (no SCF iteration)
4. determine B,C and the 5x5 LF matrix hab from these data,
5. introduce these parameters into a favourite LF -program to get all multiplet energies.
The rather consistent fit for cubic symmetry reproducing the total manifold of sym-
metry independent SD shows, that DFT and LF theory are compatible. A theoretical
justification (analysis) of this result is still lacking (but see the discussion in Ref.84).
Comparing LF parameters deduced from DFT calculations with those resulting from fit
to experimental spectra in high resolution, we can conclude that existing functionals are
able to describe properly not only cubic but also low-symmetric ligand fields. In contrast
parameters of interelectronic repulsion are calculated systematically smaller than values
from spectral data. Similar observations have been reported by Solomon et al..142 More-
over, in Chapter 3, comparing results for both 10Dq and the parameters of interelectronic
repulsion we can conclude, based on DFT considerations, that both the effect of the lig-
ands in regards of spectrochemical series and the nephelauxetic effect are well reproduced
by LFDFT. On the basis of these results we can conclude that DFT provides a rigorous
interpretation of the LF parameters and leads to a justification of the parametric struc-
ture of the classical LF theory.
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Thus fine structure tensors in EPR became a good candidate for application using this
approach. In Chapter 6, we proove the ability of the method to determine the value of g
and A-tensors.
Modern functionals which are all based on quantum Monte-Carlo treatment of a ho-
mogeneous electron gas contain most of the dynamical correlation. The non-dynamical
or near degeneracy correlation however is missing. The key feature of our approach is the
explicit treatment of near degeneracy correlation using adhoc Configuration Interaction
(CI) within the active space of Kohn-Sham (KS) orbitals with dominant d-character. The
calculation of the CI-matrices is based on a ligandfield analysis of the energies of all single
determinants (micro-states) calculated according to Density Functional Theory (DFT)
for frozen KS-orbitals corresponding to the averaged configurationof the d-orbitals. This
procedure yields multiplet energies with an accuracy within 2000 cm−1. The accuracy of
this approximation can be judged from the agreement between calculated and observed
transition energy.32,35
7.2 Outlook
We can use these results in order to motivate further work aimed at developing functionals
and/or basis sets for spectroscopic purposes. But another aim is to extend the domain of
applications of this method and we can cite for examples:
1. treat complexes with Lanthanides or Actinides (f -shell): progress in this direction
are already done since first results are published or are in press.26–28 But further work
should be done because up to now, real description of the LF for these complexes
can be obtained essentially by using the Kohn-Sham Equations with Constrained
Electron Density (KSCED) method.143
2. model magnetic susceptibility: magnetic susceptibility has been described by Grif-
fith and to model it should be a good extension to the LFDFT method.
3. use meta-GGA functional: up to now, the meta-GGA functional can only be used
as a post-SCF procedure in ADF, as we need to run SCF procedure on the AOC,
we can not use this functional for the LFDFT but it will be interesting to see, if in
the future we are able to use it in an SCF procedure, the results we will obtain for
our LFDFT treatment.
4. treat TM complexes including more than one TM: up to now, we focus on complexes
with one TM but more often, we have to model properties for crystals and extend
the LFDFT to, in the first time, dinuclear complex can be a good way to extend
step by step the field of application of this method.
5. model MCD spectra of biological metal complexes: the program “Gener ln” accept
in the version which is presented in this thesis for the l value an integer like we used
it along this thesis but can also accept an array, so up to now, we can generate the
matrices we need in our method to model MCD spectra. So one has to extend the
LFDFT matlab program to fit values of LF parameters for system which have more
than one value of l.
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These are only some suggestions and the list is not exhausive.
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Appendix A
Mathematical background
A.1 Expansion of 1/rij
The ligand field potential is expressed in function of
 
γ
~ri
~rj
~rij
j
i0
Figure A.1: Position of the elec-
trons i and j.
1/|~R − ~r| where ~R defined the ligand position and ~r
defined the electron position. The expansion of this
term is analog to the expansion of 1/rij where i and j
represent the positions of the electrons i and j respec-
tively. We will proceed to the expansion of 1/|rij| in
order to give the intrinsic details of ligand field theory.
So the norm of |rij| is equal to:
|rij| = |~ri − ~rj| =
√
r2i + r
2
j − 2rirj cos γ (A.1)
where γ is the angle between the two vectors. If we define x = rj/ri, Equation A.1 reads:
|~ri − ~rj| = ri
√
1 + x2 − 2x cos γ (A.2)
So if we consider the inverse and we expand it in terms of Legendre polynomials we get
the relation A.3:
1
|rij| =
1
ri
1√
1 + x2 − 2x cos γ
=
1
ri
∑
n
anPn(cos γ)
(A.3)
If we square the both side of this equation and multiply by sin γ dγ and integrate over γ
from 0 to pi, we obtained
1
x
log
1 + x
1− x =
∑
n
2
2n+ 1
a2n (A.4)
But, by an expansion, we have:
1
x
log
1 + x
1− x =
∑
n
2
2n+ 1
x2n (A.5)
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so we conclude that an = x
n and the expansion of 1/|rij| in terms of Pn(cos γ) is:
1
|rij| =
1
ri
∑
n
xnPn(cos γ) (A.6)
We must now express Pn(cos γ) as a function of θ’s and φ’s of two particles and we may
expand it in terms of the orthogonal functions P
|m|
l (cosθi)e
imφi . Pn(cos γ) is a solution of
the equation:
1
sin θi
∂
∂θi
(
sin θi
∂Pn
∂θi
)
+
1
sin2 θi
∂2Pn
∂φ2i
+ n(n+ 1)Pn = 0 (A.7)
since this equation remains unchanged under any rotation. The general solution of this
equation is a linear combination of the functions P
|m|
n (cosθi)e
imφi , so that we may express
Pn(cos γ) as:
Pn(cos γ) =
n∑
m=−n
AnmP
|m|
n (cos θi)e
imφi (A.8)
where
Anm =
2n+ 1
4pi
(n− |m|)!
(n+ |m|)!
∫
Pn(cos γ)P
|m|
n (cos θi)e
imφidτ (A.9)
we also can expand P
|m|
n (cos θi)e
imφi in terms of a function P
|k|
n (cos γ)eikφ
P |m|n (cos θi)e
imφi =
n∑
k=−n
BnkP
|k|
n (cos γ)e
ikφ (A.10)
where
Bnk =
2n+ 1
4pi
(n− |k|)!
n+ |k|)!
∫
P |m|n (cos θi)e
−imφiP |k|n (cos γ)e
ikφdτ (A.11)
Equation A.10 must hold for γ = 0, that is, for θi = θj and φi = φj. Then
P |m|n (cos θj)e
−imφj =
n∑
k=−n
BnkP
|k|
n (1)e
ikφ = Bn0P
0
n(1) (A.12)
since P kn (1) = 0 for k 6= 0. P 0n(1) = 1 from Eq A.11 & A.12 we have:
2n+ 1
4pi
∫
P |m|n (cos θi)e
−imφiPn(cos γ)dτ = P |m|n (cos θj)e
−imφi (A.13)
so that
Anm =
(n− |m|)!
(n+ |m|)!P
|m|
n cos(θj)e
−imφj (A.14)
Combining Eqs A.6, A.9 & A.14, we have the final result:
1
|rij| =
∞∑
n=0
n∑
m=−n
(n− |m|)!
(n+ |m|)!
rnj
rn+1i
P |m|n cos(θj)e
im(φi−φj) (A.15)
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Eq. A.15 may alternatively be expressed as:
1
|rij| =
∞∑
n=0
n∑
m=−n
4pi
2n+ 1
rnj
rn+1i
Yn,m(θi, φi)Y
∗
n,m(θj, φj) (A.16)
A.2 Spherical Harmonic Properties
For chemical problem, we are concerned by real potential quantities so it is more conve-
nient to work with real spherical harmonics, yl,m, which are defined in regards to complex
spherical harmics as:
yl,m(θ, φ) =

1√
2
[
Yl,m(θ, φ) + Y
∗
l,m(θ, φ)
]
if m > 0
Yl0(θ, φ) if m = 0
− i√
2
[
Yl,|m|(θ, φ)− Y ∗l,|m|(θ, φ)
]
if m < 0
(A.17)
Moreover, the real spherical harmonics can be also defined as:
yl,m(θ, φ) = NPl,m(cos θ)
{
sin |m|φ if m < 0
cosmφ if m > 0
(A.18)
with N such as
∫∫
yl,m(θ, φ) = sqrt4pi. The complex spherical harmonics Yl,m and its
complex conjugate Y ∗l,m are linked by the following relation
Y ∗l,m(θ, φ) = (−1)mYl,−m(θ, φ) (A.19)
And the normalization of the real spherical harmonics yl,m is such that
∫
y2l,m(θ, φ)dτ = 1.
If we look at the d-wavefunctions, the real forms will be:
dz2 → y2,0(θ, φ) = Y2,0(θ, φ)
dyz → y2,−1(θ, φ) = −i√
2
[Y2,1(θ, φ) + Y2,−1(θ, φ)]
dxz → y2,1(θ, φ) = 1√
2
[Y2,1(θ, φ)− Y2,−1(θ, φ)]
dxy → y2,−2(θ, φ) = −i√
2
[Y2,2(θ, φ)− Y2,−2(θ, φ)]
dx2−y2 → y2,2(θ, φ) = 1√
2
[Y2,2(θ, φ) + Y2,−2(θ, φ)]
(A.20)
A.3 Spherical Harmonic Addition Theorem
We will attempt to demonstrate the spherical harmonic theorem. For this, we have to
recall the definition of a rotation:
Ψ(x′, y′, z′) = RΨ(x, y, z) (A.21)
and more particulary a rotation through the Euler angles α, β and γ:
RΨjm =
∑
m′
Djm′m(αβγ)Ψjm′ (A.22)
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Now if we consider the expression:
g =
∑
m
Y ∗lm(θ1, φ1)Ylm(θ2, φ2) (A.23)
where (θ1, φ1) and (θ2, φ2) are the spherical coordinates of two points P1 and P2 on the
unit sphere and we rotate the coordinate system through the Euler angles, we can write:
g =
∑
m
[R−1Y ∗lm(θ
′
1, φ
′
1)]×R−1Ylm(θ′2, φ′2) (A.24)
where the primes indicates the spherical coordinates in the rotated frame. Because
Djmm′(αβγ) is unitary, the Eq A.24 can be rewritten as
R−1Ψjm =
∑
m′
Dj∗mm′(α, β, γ)Ψjm′ (A.25)
which means that:
g =
∑
m1
∑
m2
[∑
m
Dl∗mm2D
l
mm1
]
Y ∗lm1(θ
′
1, φ
′
1)Ylm2(θ
′
2, φ
′
2) (A.26)
But the sum over m is, by the unitary nature of the rotation matrix, simply δm1m2 .
Therefore we have shown that g is independant of coordinate system:
g =
∑
m
Y ∗lm1(θ1, φ1)Ylm2(θ2, φ2) =
∑
m
Y ∗lm1(θ
′
1, φ
′
1)Ylm2(θ
′
2, φ
′
2) (A.27)
i.e., g is invariant under rotations. We can evaluate g in any coordinate system, and the
one we now choose is such that P1 is on the z-axis and φ2 = 0; i.e., the xz-plane is defined
as the plane containing P1, P2 and the origin. Thus θ1 = 0, and θ2 = θ, φ2 = 0, θ being
the angle between the radius vectors of the two points. Since:
Ylm(θ, φ1) = δm0
(
2l + 1
4pi
)1/2
(A.28)
So
g =
(
2l + 1
4pi
)1/2
Yl0(θ, 0) (A.29)
Finally, the spherical harmonic addition theorem is obtained:
Yl0(θ, 0) =
(
4pi
2l + 1
)1/2∑
m
Y ∗lm(θ1, φ1)Ylm(θ2, φ2) (A.30)
But we use more often the expression:
Yl0(θ, 0) =
(
4pi
2l + 1
)1/2
Pl(cos θ) (A.31)
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where Pl is the Legendre polynomial, and write the spherical harmonic addition theorem
as:
Pl(cos θ) =
4pi
2l + 1
l∑
m=−l
(−1)mYl,m(θ1, φ1)Yl,m(θ2, φ2)
=
4pi
2l + 1
l∑
m=−l
Yl,m(θ1, φ1)Y
∗
l,m(θ2, φ2)
= Pl(cos θ1)Pl(cos θ2) + 2
∑
m=−l
l
(l −m)!
(l +m)!
Pml (cos θ1)P
m
l (cos θ2) cos[m(φ1 − φ2)]
(A.32)
where θ is defined by:
cos θ ≡ cos θ1 cos θ2 + sin θ1 sin θ2 cos(φ1 − φ2) (A.33)
A.4 Wigner-Eckart Theorem
A theorem of fundamental importance in spectroscopy and angular momentum theory
which provides both (1) an explicit form for the dependence of all matrix elements of
irreducible tensors on the projection quantum numbers and (2) a formal expression of
the conservation laws of angular momentum (Rose 1995). The theorem states that the
dependence of the matrix element 〈j′m′|TLM |jm〉 on the projection quantum numbers is
entirely contained in the Wigner 3j-symbol (or, equivalently, the Clebsch-Gordan coeffi-
cient), given by:
〈j′m′|TLM |jm〉 = C(jLj′;mMm′)〈j′||TL||j〉 (A.34)
where C(jLj′;mMm′) is a Clebsch-Gordan coefficient and TLM is a set of tensor operators.
The quantity 〈j′||TL||j〉 is called the reduced matrix element of the set of tensor operators
TLM .
A.5 Clebsch-Gordan Coefficient
Clebsch-Gordan coefficients are mathematical symbol used to integrate products of three
spherical harmonics. Clebsch-Gordan coefficients commonly arise in applications involving
the addition of angular momentum in quantum mechanics. If products of more than
three spherical harmonics are desired, then a generalization known as Wigner 6j-symbols
or Wigner 9j-symbols is used. The Clebsch-Gordan coefficients are variously written as
Cjm1m2 , C
j1j2j
m1m2m
, (j1j2m1m2|j1j2jm), 〈j1j2m1m2|j1j2m〉. The Clebsch-Gordon coefficients
are defined by:
Ψjm =
∑
m=m1+m2
Cjm1m2Ψm1m2 (A.35)
where j ≡ j1 + j2 and satisfy
(j1j2m1m2|j1j2jm) = 0 (A.36)
109
APPENDIX A. MATHEMATICAL BACKGROUND
for m1+m2 6= m. The coefficients are subject to the restrictions that (j1, j2, j) be positive
integers or half-integers, (m1,m2,m) be positive or negative integers or half-integers, and
j1 + j2 − j > 0
j1 − j2 + j > 0
−j1 + j2 + j > 0
j1 + j2 + j ∈ N
(A.37)
and
−|j1| > m1 > |j1|
−|j2| > m2 > |j2|
−|j| > m > |j|
(A.38)
A.6 Laplace Expansion
For a given matrix A, the determinant, detA, is a scalar that depends upon the elements
of A. Also the determinant is defined only for a square matrix. The Laplace expansion
allow us to calculate the determinant of an order-N matrix as a weighted sum of N order-2
determinants which simplify its evaluation. At this level we have to introduce the notion
of minor and cofactor. The minor Mij of the element Aij of an N × N matrix A is the
determinant of the (N − 1) × (N − 1) matrix obtained by removing all the elements of
the ith row and the jth column of A; the associated cofactor is found by multiplying the
minor by (−1)i+j. If we define the matrix A as:
A =
A11 A12 A13A21 A22 A23
A31 A32 A33
 (A.39)
detA is then defined as:
detA = |A| = A21C21 + A22C22 + A23C23
= A21(−1)2+1M21 + A22(−1)2+2M22 + A23(−1)2+3M23
= −A21
∣∣∣∣A12 A13A32 A33
∣∣∣∣+ A22 ∣∣∣∣A11 A13A31 A33
∣∣∣∣− A23 ∣∣∣∣A11 A12A31 A32
∣∣∣∣ (A.40)
In the same way, the determinant of the 2× 2 matrix can be calculate:∣∣∣∣A12 A13A32 A33
∣∣∣∣ = A12(−1)1+1|A33|+ A13(−1)1+2|A32|
= A12A33 − A13A32
(A.41)
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LFDFT Scripts
B.1 Creation of the SD calculation input
The inputs for the geometry optimization or the AOC calculation correspond to a normal
ADF input but for the SD calculation, we have to list all the Slater determinants in a
specific order. I wrote a program which is a graphical interface (GUI) to generate the
SD calculation inputs because as we can see in section 3.1.4 this input can be very long
and it can be time consuming and source of errors to write it. This program is written in
Tcl/Tk (Tool Command Language/Tool Kit)144 and it calls a small Fortran program. I
will describe here how to use it.
Under the create menu, two options are available, full input and SD part, the first option
opens a window like in Figure B.1 while the second option opens a window corresponding
to the part delimited by the black rectangle of Figure B.1. For the full input creation
mode you need:
1. to precise the xyz filea of your compound. For this, you have to click on the Load
xyz file button and a selector of file appears.
2. to precise the title you want to give to your calculation.
3. to give the charge of your compound.
4. you have to precise the kind of approximation you want to use: LDA or GGA.
5. in you choose GGA, you have to precise which functional you want to use (cf.
Table 3.1 to have the full description of each name).
6. to precise which is the “TAPE21” file of the AOC calculations. For this, you have
to click on the button “Precise which is the tape21 file of your AOC” and a selector
of file appears.
As soon as you had entered all these data, you arrived to the part corresponding to the
part delimited by the black rectangle in the Figure B.1 which is common for the two
aThe xyz file is constructed in the following fashion: the first line contains the number of atoms in
the compound, the second line is normally dedicated to the name of the compound and the following line
gives (one line per atom) give the label of the atom and its x, y, z coordinates.
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creation modes: full input and SD part. Thus the following description is valid for the
two creation modes. Now the data you have to enter now refer to the SD part of the
input, you need:
7. to precise the number of electrons on the d-shell.
8. to precise the total number of electrons in your compound.b
9. to precise the symmetry you use in the AOC calculation.
10. to precise, for each irrep, the number of time it appears with a full electronic con-
figurations in the KS MO diagram of the average of configuration output.
11. to precise, for each of the five d-AO (since the TM has an open d-shell), which are
the corresponding MO in the AOC calculation output. It means, for each d-AO, to
select the MO which corresponds to the maximum contribution of this d-AO.
As soon as the user gives all the data, some routines check if the input is valid based on
the total number of electrons, the number of electrons on the d-shell and the occupations
of each irreps, and then if all data entered are valid, the program proposed to save the
file with the desired filename. The advantage of the full input creation mode is that the
input created can directly be executed by the ADF program.
B.2 Extraction of data
B.2.1 SD energies
The very short and very useful script get.x reads the logfile of the single determinant
calculation and stores all the energies of SD in a new file esd. This new file contains only
an array of numbers which is directly loadable by the LFDFT program. The command
to run get.x is:
get.x < aoc-file.logfile
The source code of this script is contained in Figure B.2.
#! /bin/bash
# By Rauzy Ce´drick
# this script is to generate the list of SD energies
# from a SD calculations logfile.
#
grep "GGA-XC" $1 | grep "eV" | awk ’{print $5}’ > esd
Figure B.2: Source code of the script “get.x”.
bYou can find it in the AOC calculation output under the section “S Y M M E T R Y , E L E C T R
O N S” and then “Total”. Since you use frozen-core approximation, this number is not equal to the sum
of electron per “real” atom.
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Figure B.1: Snapshot of the program chem.x. The number on each side refer to the item
number in the previous two lists.
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B.2.2 Eigenvalues of KS orbitals
The script to extract the eigenvalues of the MO’s is not fully optimized, it works for cases
where the compound has a high symmetry like Td or Oh but for lower symmetry where
there is mixing between d-AO in the MO’s, this script does not work. A script valid for
every symmetry can be written with a more complex code by including some line of code
to compare the MO compositions. The source code of the actual version of eigen.x is
presented in Figure B.3.
#! /bin/tcsh
# By Rauzy Ce´drick
# ------
# This script is to run on the average of configuration
# with the command eigen.x aoc-calculation.OUT
# it gives the matrix of the eigen values of MO with
# dominant d-character. It act just on transition metal with d-orbitals
# and for a mono metallic compound
#
grep -A1000 "List of all MOs" $1 | grep "1 D:z2" | awk ’{ if ($10 =="1")
print "L = [" $1 " 0.000 0.000 0.000 0.000 ;"}’
grep -A1000 "List of all MOs" $1 | grep "1 D:x2-y2" | awk ’{ if ($10 =="1")
print " 0.000 " $1 " 0.000 0.000 0.000;"}’
grep -A1000 "List of all MOs" $1 | grep "1 D:xy" | awk ’{ if ($10 =="1")
print " 0.000 0.000 " $1" 0.000 0.000;"}’
grep -A1000 "List of all MOs" $1 | grep "1 D:xz" | awk ’{ if ($10 =="1")
print " 0.000 0.000 0.000 " $1" 0.000 ;"}’
grep -A1000 "List of all MOs" $1 | grep "1 D:yz" | awk ’{ if ($10 =="1")
print " 0.000 0.000 0.000 0.000 " $1 "];"}’
Figure B.3: Source code of the script “eigen.x”.
The command to run eigen.x is:
eigen.x < aoc-file.OUT
B.2.3 Eigenvectors of KS orbitals
There is no script written yet and the better way up to now to extract the eigenvectors
is to do it manually as it is explained in Section 3.2.1.1.
B.2.4 Evaluation of Standard Deviation
The LFDFT method accuracy is evaluated through the calculation of the Standard de-
viation between the SD energies calculated by DFT and the SD energies from LFDFT:
we use the Racah’s parameters and the ligand field matrix determined by the LFDFT
program in equation 3.2 to calculate these SD energies. Then to calculate the standard
deviation, we use the Equation B.1:
StDev =
√∑NSD
i=1 (Ei(fit)− Ei(DFT ))2
(NSD − 1) (B.1)
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Gener ln Functions
In this appendix, each functions of the “Gener ln” program are given. First, “GENERSD”
is depicted, then the functions to calculate matrix elements in the basis of spin-orbitals are
presented, at the end, the “ZAB”, “LFAB” and “GAB” functions which are corresponding
to the Slater’s rule applied to the one-electron operator for the two first ones and to the
Slater’s rule applied to the two-electron operator for the latter one. This structure of this
appendix corresponds to the Figure 4.3.
C.1 GENERSD Function
This function is done to create a matrix, ir, which by associating one number to each
spin orbitals, list all the configurations of each Slater determinants in a specific order. So
the number of column in ir corresponds to the number of electron on the d-shell and the
number of line to the number of SD for the given configuration.
If we have, for example, a d3 configuration and we consider the first SD: we fix arbitrarily
that the first electron is on the orbital l = −2 with spin down, the second on the obital
l = −2 with spin up and the third on the orbital l = −1 whith spin down. So the first
SD corresponds to the configuration d−xyd
+
xyd
−
yz, in the matrix ir, it corresponds to a line
with the numbers 1 2 3. The second SD is 1 2 4, the third 1 2 5 and so on until 8 9 10
with the following correspondence: 1 ≡ d−xy, 2 ≡ d+xy, 3 ≡ d−yz, 4 ≡ d+yz and so on up to 10
with m going from −2 to 2 and having the spin down before the spin up (the spin moving
faster than the value of m).
This order is the same as the one used to generate the ADF SD calculation input. The
Figure C.1 corresponds to the source code of the “GENERSD” function.
115
APPENDIX C. GENER LN FUNCTIONS
function ir=genersd(ne,ka,kb)
% generate ir corresponding to Slater determinants configuration
% ordered in a specific way.
nf=kb-ka+1;
nsd=factorial(nf)/factorial(nf-ne)/factorial(ne);
% initialize ir
nr=1;
ir(nr,:)=[ka:ka+ne-1];
% generate SD
for nr=2:nsd
ir(nr,1:ne)=ir(nr-1,1:ne);
loop=1;j=0;
while loop==1 & j<=ne
j=j+1;
ip=ne-j+1;
np=kb-j+1;
if ir(nr,ip)<np
ir0=ir(nr,ip)-ip+1;
ir(nr,ip:ne)=[ir0+ip:ir0+ne];
loop=0;
end
end
end
Figure C.1: Source code of the GENERSD function.
C.2 Function to Determine Matrix Elements in the
Basis of Spin-Orbitals
C.2.1 GET2EI4A
This function calculates the non-redundant electrostatic 2-e integrals for atomic orbitals
with angular momenta lq. The Slater-Condon parameter are ordered by:
Fk(lq1lq1|lq1lq1), Fk(lq1lq2|lq1lq1), . . . , Fk(lq1lqn|lq1lq1), Fk(lq2lq1|lq1lq1), . . . , Fk(lqnlqn|lqnlqn).
The way to obtain the Slater condon parametererization is explained in Section 2.1.4.1
so the function can be easily understand; the source code is given in Figure C.3. First,
the Clebsh Gordan coefficients are calculated in the CGR function and they are stored as
< lm|m1m2 >, where:
abs(l1 − l2) 6 l 6 l1 + l2
−l 6 m 6 l
−l1 6 m1 6 l1
−l2 6 m2 6 l2
Only even l values if la+ lb is even or odd l values if la+ lb is odd contribute. Then, the
one-electrons product is calculated so the loop runs over (2l + 1)× ((2l + 1) + 1)/2 = 15
elements for l = 2. Finally the two electrons products is achieved and the loop runs
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over (15 × (15 + 1)/2 elements. As the result, iabcd matrix contains the left hand of
Table 2.1 where orbitals are represented by numbers as it is explained in Appendix C.1
and vabcd matrix contains the coefficients corresponding to the right hand of Table 2.1
but for Slater Condon parameterisation. One can remark at the end of the Gener ln
program that Racah’s parameterization is obtained by linear transformation.
CGR
This function calculates the real Clebsch-Gordan coefficients, 〈lm|m1m2〉, of full rotation
group. They are stored in a ((2l+1)× (2l+1))2 matrix, v, where 〈lm| corresponds to the
lines and 〈m1m2| corresponds to the columns. For lq = 2, the 〈m1m2| values correspond-
ing to the columns are ordered as: -2 -2, -2 -1, . . . , -2 2, -1 -2, -1 -1, . . . 2, 2, and the the
〈lm| values corresponding to the lines are ordered as: 0 0, 1 -1, 1 0, 1 1, 2 -2, . . . , 4 4.
This function is equivalent to the Eq 2.49. We can see that Clebsch-Gordan coefficients
represent an integration over the product of three spherical harmonics, thus we have first
to calculate this three spherical harmonics. Depending on the value of l1, l2 and l, the
function YLM1 is called 1, 2 or 3 times. The spherical harmonic function are calculated
numerically using a Lebedev grid which is chosen depending on the values of l1 and l2.
The source code of the function is given in Figure C.4.
YLM1
function yl=ylm1(l,z,phi)
% get associated legendre function normalised to 1
plm=legendre(l,z,’sch’);
plm(1,:)=plm(1,:)*sqrt(0.5*(l+l+1));
plm(2:l+1,:)=plm(2:l+1,:)*sqrt(0.25*(l+l+1));
% get azimuthal part
for m=-l:l
if m<0, fm(l+m+1,:)=sin(-m*phi); end
if m==0, fm(l+1,:)=0.70710678118655; end
if m>0, fm(l+m+1,:)=cos(m*phi); end
end
fm=fm/sqrt(pi);
% multiply both to get yl(-l:l)
for m=-l:l
yl(l+m+1,:)=plm(abs(m)+1,:).*fm(l+m+1,:);
end
Figure C.2: Source code of the YLM1 function.
This function determine the values of the real spherical harmonic function, ylm(θ, φ),
within a Lebedev grid.
The source code is given in Figure C.2. We have then to define the expression of Y ml (θ, φ):
Ylm(θ, φ) = (−1)m
√
2l + 1
4pi
(l −m)!
(l +m)!
Plm(cos θ)e
imφ (C.1)
In a first time, the Schmidt semi-normalized associated Legendre functions is computed
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so we can define it in terms of the Legendre function defined by:
Pnm(x) = (−1)m(1− x2)m/2 d
dxm
Pn(x) (C.2)
where Pn(x) is the Legendre polynomial of degree n defined by:
Pn(x) =
1
2nn!
[
dn
dx
(x2 − 1)n
]
(C.3)
The Schmidt seminormalized associated Legendre function are related to the normalized
associated Legendre functions Pmn (x) by:
Slm(x) = (−1)m
√
2(n−m)!
(n+m)!
Plm(x) (C.4)
Thus Eq C.1 read as:
Ylm(θ, φ) = (−1)m
√
2l + 1
2pi
Slm(cos θ)e
imφ (C.5)
As we consider real spherical harmonic, we can write:
ylm(θ, φ) = (−1)m
√
2l + 1
2pi
Slm(cos θ)
{
sin |m|φ if m < 0
cosmφ if m > 0
(C.6)
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function [vabcd,iabcd]=get2ei4a(lq)
ndl=length(lq); nf=0;
for kl=1:ndl
for km=1:lq(kl)+lq(kl)+1
nf=nf+1; lf(nf)=lq(kl); mf(nf)=km-lq(kl)-1;
end
end
nvx=(2*max(lf)+1)^2; v=zeros(nvx,nvx,ndl*(ndl+1)/2); kk=0;
for k=1:ndl
mulk=lq(k)+lq(k)+1;
for kp=k:ndl
mulkp=lq(kp)+lq(kp)+1; kk=kk+1;
nv(kk)=mulk*mulkp;
v(1:nv(kk),1:nv(kk),kk)=CGR(lq(kp),lq(k));
lab(kk,:)=[lq(kp) lq(k)];
end
end
kkp=0; ip0(1)=0;
for k=1:kk
la=lab(k,1); lb=lab(k,2);
for kp=1:k
lc=lab(kp,1); ld=lab(k,2);
k1=abs(la-lb):2:la+lb; k2=abs(lc-ld):2:lc+ld; k12=find(k1==k2);
kx=k2(k12); kkp=kkp+1; ip0(kkp+1)=ip0(kkp)+length(kx);
end
end % 1-e products
nab=0; k=0;
for ia=1:nf
for ib=1:ia
nab=nab+1; iab(nab,:)=[ia ib];
la=lf(ia); lb=lf(ib); ma=mf(ia); mb=mf(ib);
% get index of matrix where Clebsch-Gordan coeff. are stored
lv(nab) = find( lab(:,1)==la & lab(:,2)==lb );
% get column of matrix where Clebsch-Gordan coeff. are stored
mv(nab)=(la+ma)*(lb+lb+1)+lb+mb+1;
end
end % non-redundant 2-e integrals
for j1=1:nab
for j2=1:j1
k=k+1;
ia=iab(j1,1); ib=iab(j1,2); ic=iab(j2,1); id=iab(j2,2);
% iabcd contains the 4 indices of the non-redundant 2-e integrals
iabcd(k,:)=[iab(j1,:) iab(j2,:)];
la=lf(ia); lb=lf(ib); lc=lf(ic); ld=lf(id);
k1=abs(la-lb):2:la+lb; k2=abs(lc-ld):2:lc+ld;
k12=find(k1==k2); kx=k2(k12);
for ix=1:length(kx)
mu1=(kx(ix)+1)^2-min(k1)^2; mu2=(kx(ix)+1)^2-min(k2)^2;
ml1=mu1-kx(ix)-kx(ix); ml2=mu2-kx(ix)-kx(ix);
a(ix)=sum( v(ml1:mu1,mv(j1),lv(j1)).*v(ml2:mu2,mv(j2),lv(j2)) );
end
ip0(lv(j1)*(lv(j1)-1)/2+lv(j2));
vabcd(k,ip0(lv(j1)*(lv(j1)-1)/2+lv(j2))+1:ip0(lv(j1)*(lv(j1)-1)/2+lv(j2))+
length(kx))=a(1:length(kx));
end
end
Figure C.3: Source code of the CET2EI4A function.
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function v=cgr(l1,l2)
% test if l1 + l2 are out of range
if l1+l2 > 29 ,
disp(’l1+l2 are out of range’),
pause,
end
% get grid
load lebedev lmx=[1 3 5 7 9 11 15 17 19 23 29 35 41 47 53 59];
igrid=min(find(lmx>=2*(l1+l2)));
grid=LG(LLLG(igrid):ULLG(igrid),:);
x=grid(:,1);y=grid(:,2);z=grid(:,3);w=grid(:,4);
% get azimuthal angle phi
phi=atan2(y,x)’;
% get yl1 and yl2
yl1=sqrt(4*pi)*YLM1(l1,z,phi);
if l1==l2,
yl2=yl1;
else
yl2=sqrt(4*pi)*YLM1(l2,z,phi);
end
% start quadrature loop
mu=0;
for l=abs(l1-l2):l1+l2
% get yl
if l==l1,
yl=yl1;
elseif l==l2,
yl=yl2;
else
yl=sqrt(4*pi)*YLM1(l,z,phi);
end
% get < l m | l1 m1 , l2 m2 > as sum(Yl m*Yl1 m1*Yl2 m2)
for m=-l:l
mu=mu+1;
nu=0;
for m1=-l1:l1
for m2=-l2:l2
nu=nu+1;
v(mu,nu)=sum(w’.*yl(l+m+1,:).*yl1(l1+m1+1,:).*yl2(l2+m2+1,:));
end
end
end
end
Figure C.4: Source code of the CGR function.
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C.2.2 GETLS
This function creates the lx, ly, lz, sx, sy, sz and lsmatrices in the basis of the spin-orbitals
(10× 10 matrix for lq = 2). We can devide this function in three parts. Firstly, the func-
tion lmat calculates the equivalent matrix operator of li in the basis of orbitals. Secondly,
the function getj is called to calculate the Pauli matrices for the electron. And finally,
the li and si matrices are transformed in the basis of spin orbitals. In this function, the
spin-orbit coupling matrix is also calculated: 〈l,ml, s,ms|l · s|l,ml′ , s′,ms′ >. The order
of the basis functions is:
|ml,ms〉 = | − l,−s〉, | − l,+s〉, | − l + 1,−s〉, | − l + 1,+s〉, ..., |l,−s〉, |l,+s〉. The source
code of the function is given in Figure C.6.
GETJ
J is the total angular momentum which is the vector sum of the spin angular momentum
S and the orbital angular momentum L:
J ≡ S + L (C.7)
This operator is quantized by two quantum numbers j and mj and this function has the
role to compute: ji(m : m
′) = 〈j,mj|Ji|j,m′j〉 which in fact corresponds to the Pauli spin
matrices. The complete description of the construction of these matrices can be found in
the Rose’s book.145
function [jx,jy,jz]=getj(j)% j=1/2
half=0.5;
mul=j+j+1;% mul=2
jx=zeros(mul,mul)+i*zeros(mul,mul);
jy=zeros(mul,mul)+i*zeros(mul,mul);
jz=zeros(mul,mul)+i*zeros(mul,mul);
% jz
mj=-j-1;
for k=1:mul
mj=mj+1;
jz(k,k)=jz(k,k)+mj;
end
% jx and jy
mj=-j-1;
for k=1:mul-1
mj=mj+1;
jx(k+1,k)=jx(k+1,k)+half*sqrt(j*(j+1)-mj*(mj+1));
jx(k,k+1)=jx(k+1,k);
jy(k+1,k)=jy(k+1,k)-half*i*sqrt(j*(j+1)-mj*(mj+1));
jy(k,k+1)=conj(jy(k+1,k));
end
Figure C.5: Source code of the GETJ function.
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function [alx,aly,alz,asx,asy,asz,ls]=getls(l,s)
nl=l+l+1;
lx=zeros(nl,nl)+i*zeros(nl,nl); ly=zeros(nl,nl)+i*zeros(nl,nl);
lz=zeros(nl,nl)+i*zeros(nl,nl);
% get l-matrices in basis of real spherical harmonics
for k=1:nl% 1 to 5 for lq=2
ml=k-l-1;% ml going from -2 to 2 for lq=2
mls=0;
if ml<0
mls=1;
end
for kp=1:nl
mlp=kp-l-1;
mlsp=0;
if mlp<0
mlsp=1;
end
lx(k,kp)=lx(k,kp)+i*LMAT(1,l,abs(ml),mls,l,abs(mlp),mlsp);
ly(k,kp)=ly(k,kp)+i*LMAT(2,l,abs(ml),mls,l,abs(mlp),mlsp);
lz(k,kp)=lz(k,kp)+i*LMAT(3,l,abs(ml),mls,l,abs(mlp),mlsp);
end
end
% get s-matrices
[sx,sy,sz]=GETJ(s);
ns=s+s+1;
% get al=<ml,ms|l|mlp,msp> and as=<ml,ms|s|mlp,msp>
us=eye(ns,ns);
ul=eye(nl,nl);
for kl=1:nl
for ks=1:ns
for klp=1:nl
for ksp=1:ns
alx(ns*(kl-1)+ks,ns*(klp-1)+ksp)=lx(kl,klp)*us(ks,ksp);
aly(ns*(kl-1)+ks,ns*(klp-1)+ksp)=ly(kl,klp)*us(ks,ksp);
alz(ns*(kl-1)+ks,ns*(klp-1)+ksp)=lz(kl,klp)*us(ks,ksp);
asx(ns*(kl-1)+ks,ns*(klp-1)+ksp)=ul(kl,klp)*sx(ks,ksp);
asy(ns*(kl-1)+ks,ns*(klp-1)+ksp)=ul(kl,klp)*sy(ks,ksp);
asz(ns*(kl-1)+ks,ns*(klp-1)+ksp)=ul(kl,klp)*sz(ks,ksp);
end
end
end
end
ls=alx*asx+aly*asy+alz*asz;
Figure C.6: Source code of the GETLS function.
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LMAT
The function “LMAT” calculates matrix elements of the angular momentum between
atomic orbitals on one center. The angular momentum is defined by:
Lˆ = −i~(r ×∇) (C.8)
Squaring the expression, we can write out the Lx component:
Lˆx = −i~
(
y
∂
∂z
− z ∂
∂y
)
(C.9)
By using spherical coordinates representations, Eq C.9 reads:
Lˆx = −i~
(
sinφ
∂
∂θ
− cosφ
tan θ
∂
∂φ
)
(C.10)
Then applying the angular momentum operator to atomic wavefunctions, the components
of the angular momentum have the following expectation values:
Lz|φnlm〉 = m~|φnlm〉
Lx|φnlm〉 = 1
2
~
√
(l −m)(l +m+ 1)|φn,l,m+1〉+ 1
2
~
√
(l +m)(l −m+ 1)|φn,l,m−1〉
Lx|φnlm〉 = −1
2
~
√
(l −m)(l +m+ 1)|φn,l,m+1〉+ 1
2
i~
√
(l +m)(l −m+ 1)|φn,l,m−1〉
(C.11)
And we have to realise that in fact when lmat is called, we compute:
〈φn2,l2,m′2|Li|φn1,l1,m′1〉 (C.12)
In the program the value of m′ is decomposed in m and ms, respectively the m′ absolute
value and the m′ sign so the atomic orbitals are defined with quantum numbers (l,m,ms)
which corresponds to a real normalized combination of spherical harmonics Y(l,m) and
Y(l,-m) (ms=0 is the cosine, ms=1 the sine). In the last line of this function, we can
see the same expression than in equation C.11 for couple (l2,m2,ms2; l1,m1,ms1) which
are not vanishing (two wavefunctions which are not orthogonal). The source code of the
function is given in Figure C.7
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function al=lmat(ix,l2,m2,ms2,l1,m1,ms1)
%
mm=[1 1 0];
mms=[1 0 1];
m=mm(ix);
ms=mms(ix);
if (l2 =l1)|(abs(m2-m1) =m)|(abs(ms2-ms1) =ms),
al=0;
else
if m2 =m1,
if m2<m1,
msign=-1;
ma=m2;
msa=ms2;
end
if m2>m1,
msign=1;
ma=m1;
msa=ms1;
end
if ma==0,
sign=msign*(1-2*ms);
squ=(l1)*(l1+1)/2;
al=sign*sqrt(squ);
else
sign=msign*(1-2*ms*(1-msa));
squ=(l1-ma)*(l1+ma+1);
al=sign*sqrt(squ)/2;
end
else
al=(1-2*ms1)*m1;
end
end
Figure C.7: Source code of the LMAT function.
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C.3 Functions corresponding to the Slater’s rules
C.3.1 One-electron Slater’s rule
Considering Eq 2.42 and using Laplace’s expansion (cf. Appendix A.6) on SD, we get:
〈Ψ|H0|Ψ′〉 =
N∑
i=1
N∑
j=1
(−1)i+j〈χki|f |χkj〉Sij (C.13)
where:
Sij =
∑
σ
∫
dt|χk1χk2 . . . χki−1χki+1 . . . χkn|∗ × |χk′1χk′2 . . . χk′j−1χk′j+1 . . . χk′n| (C.14)
where
∑
σ
∫
dt is carried out for electrons 2, 3, . . . , N . Then we can distinguish three
cases:
if ki = k
′
i for all i⇒ 〈Ψ|H0|Ψ′〉 =
∑
i
〈χki|f |χki〉
if ki 6= k′i for only one i ⇒ 〈Ψ|H0|Ψ′〉 = (−1)P 〈χki|f |χki〉
if k1 6= k′1, k2 6= k′2 ⇒ 〈Ψ|H0|Ψ′〉 = 0
(C.15)
where P is the number of permutations needed to put the functions of Ψ in the same order
of those of Ψ′. Eq C.15 corresponds to the Slater rules for evaluating the matrix elements
of one-electron operators between Slater determinants written in an orthonormal basis of
orbitals.
C.3.1.1 ZAB
This subroutine is reponsible of the creation of the matrix “lsdata” which is the sin-orbit
coupling matrix in the basis of the microstates. It uses the li, si and ls matrices in the
basis of spin-orbitals to create one matrix containing the li, si and ls matrix element in
the basis of µ-states. The function corresponds to the application of the Slater rules for
the one-electron operator (cf. Section 2.1.3) to perform the transformation of basis. The
matrix created has the size: (nsd× (nsd+1))/2×7 where the seven columns corresponds
to lx, ly, lz, sx, sy, sz, ls and the line corresponds to each element of the lower symmetric
matrix. The source code of the function is given in Figure C.8
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function z=zab(la,lb)
global lx ly lz sx sy sz ls
% Get <A|z(1)|jB>
ne=max(size(la));
ie=0;
id=0;
sgn=1;
for k=1:ne
ld=find(la(k)==lb);
if isempty(ld)
id=id+1;
kd(id)=la(k);
if rem(k,2)==1,
sgn=-sgn;
end
else
ie=ie+1;
ke(ie)=la(k);
end
end
if id == 0
z=zeros(1,7)+i*zeros(1,7);
for k=1:ne
z=z+[lx(ke(k),ke(k)) ly(ke(k),ke(k)) lz(ke(k),ke(k))
sx(ke(k),ke(k)) sy(ke(k),ke(k)) sz(ke(k),ke(k)) ls(ke(k),ke(k))];
end
elseif id==1
iv=0;
for k=1:ne
ld=find(lb(k)==la);
if isempty(ld)
iv=iv+1;
kdp(iv)=lb(k);
if rem(k,2)==1,
sgn=-sgn;
end
end
end
z=sgn*[lx(kd(1),kdp(1)) ly(kd(1),kdp(1)) lz(kd(1),kdp(1))
sx(kd(1),kdp(1)) sy(kd(1),kdp(1)) sz(kd(1),kdp(1)) ls(kd(1),kdp(1))];
else
z=zeros(1,7)+i*zeros(1,7);
end
Figure C.8: Source code of the ZAB function.
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C.3.1.2 LFAB
The role of “LFAB” is to generate the ligand field matrix elements which are stored in
lfdata. lfdata has a sized (nsd(nsd + 1)/2) × (lq2), it is in fact the lower ligand field
diagonal matrix in the basis of microstates. The LFAB function uses the Slater rules for
the one electron matrix (cf. Section 2.1.3). The diagonal elements of LF matrix, i.e. the
lines 1, 3, 6, 10, 15, . . . of lfdata, corresponds to the occupations of the corresponding SD
in the basis of orbitals. The source code of the function is given in Figure C.10.
IWAB
The source code of this function is given in Figure C.9. The role of this function is just
to determine the index iw in the basis of orbitals from the indexes of i and ip in the basis
of spin orbitals.
function iw=iwab(i,ip)
% i and ip in the basis of spin orbitals
% ia and ib in the basis of orbitals
ia=fix((i+1)/2);
ib=fix((ip+1)/2);
%
if rem(i,2) =rem(ip,2)
iw=0;
else
if ia<=ib, iw=ia+ib*(ib-1)/2;end
if ib<=ia, iw=ib+ia*(ia-1)/2;end
end
Figure C.9: Source code of the IWAB function.
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function lf=lfab(la,lb)
global lq;
% Get <A|lf(1:(lq+lq+1)*(lq+1))|jB>
ne=max(size(la));
lf=zeros(1,(lq+lq+1)*(lq+1));
ie=0;
id=0;
sgn=1;
for k=1:ne
ld=find(la(k)==lb);
if isempty(ld)
id=id+1;
kd(id)=la(k);
if rem(k,2)==1
sgn=-sgn;
end
else
ie=ie+1;
ke(ie)=la(k);
end
end
if id == 0
for k=1:ne
if IWAB(ke(k),ke(k))>0
lf(IWAB(ke(k),ke(k)))=lf(IWAB(ke(k),ke(k)))+1;
end
end
elseif id==1
iv=0;
for k=1:ne
ld=find(lb(k)==la);
if isempty(ld)
iv=iv+1;
kdp(iv)=lb(k);
if rem(k,2)==1
sgn=-sgn;
end
end
end
if iwab(kd(1),kdp(1))>0,
lf(iwab(kd(1),kdp(1)))=sgn;
end
end
Figure C.10: Source code of the LFAB function.
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C.3.2 Two-electrons Slater’s rule
Considering Eq 2.43 and if we use Laplace expansion to write SD’s in terms of two-
dimensional SD’s:
|χk1χk2 . . . χkn| =
1√
[N(N − 2)/2]
∑
j=1
N(−1)i+j+3 × |χkiχkj |(1,2)
× |χk1χk2 . . . χki−1χki+1 . . . χkj−1χkj+1 . . . χkN |(3,4,...,N)
(C.16)
Therefore Eq 2.43 reads:
〈Ψ|H1|Ψ′〉 =
N∑
q>p=1
N∑
s>r=1
(−1)p+q+r+s [〈χkpχkq |g|χk′rχk′s〉 − 〈χkpχkq |g|χk′sχk′r〉]Spq,rs
(C.17)
where:
Spq,rs =
∑
σ
∫
dt|χk1χk2 . . . χkp−1χkp+1 . . . χkq−1χkq+1 . . . χkN |∗
× |χk1χk2 . . . χkr−1χkr+1 . . . χks−1χks+1 . . . χkN |
(C.18)
where
∑
σ
∫
dt is carried out for electrons 3, 4, . . . , N . Then we can distinguish four cases:
if ki = k
′
i for all i⇒ 〈Ψ|H1|Ψ′〉 =
N∑
j>i=1
[〈χkiχkj |g|χkiχkj〉 − 〈χkiχkj |g|χkjχki〉]
if ki 6= k′i only for i = 1 ⇒ 〈Ψ|H1|Ψ′〉 = (−1)P
N∑
j=2
[〈χk1χkj |g|χk′1χkj〉 − 〈χk1χkj |g|χkjχk′1〉]
if ki 6= k′i only for i ∈ {1, 2} ⇒ 〈Ψ|H1|Ψ′〉 = (−1)P
[〈χk1χk2|g|χk′1χk′2〉 − 〈χk1χk2|g|χk′2χk′1〉]
if ki 6= k′i for i ∈ {1, 2, 3} ⇒ 〈Ψ|H1|Ψ′〉 = 0
(C.19)
where P is the number of permutations needed to put the functions of Ψ in the same order
of those of Ψ′. Eq C.19 corresponds to the Slater rule for evaluating the matrix elements
of two-electrons operators between Slater determinants written in an orthonormal basis
of orbitals.
GAB
The GAB function transforms the gdata matrix in the basis of SD’s and corresponds to
the Slater rule for a two electrons operator (Eq C.19). So it calculates the electrostatic
repulsion matrix elements:
GAB = 〈la(1), la(2), ..., la(ne)|G|lb(1), lb(2), ..., lb(ne)〉
between two Slater determinantals. The resulting elements GAB are expressed as a sum
of reduced two-electron integrals p(ip) ∗ 〈i, j||k, l〉 expressed in terms of Slater-Condon’s
parameters. The source code of the function is given in Figure C.11.
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function g=gab(ne,la,lb)
% get < A|G|B >
ie=0; id=0; sgn=1;
for k=1:ne
if any(la(k)==lb),
ie=ie+1;
ke(ie)=la(k);
else
id=id+1;
kd(id)=la(k);
if mod(k,2)==1,
sgn=-sgn;
end
end
end
if id==1 | id==2
iv=0;
for k=1:ne
if any(lb(k)==la),
iv=iv+1;
kdp(iv)=lb(k);
if mod(k,2)==1,
sgn=-sgn;
end
end
end
end
% id>2, more than 2 spinorbitals differ
g=zeros(size(GIJKL(1,1,1,1)));
% id=2, 2 spinorbitals differ
if id==2
g=sgn*GIJKL(kd(1),kd(2),kdp(1),kdp(2));
end
% id=1, 1 spinorbital differ
if id==1
for k=1:ne
g=g+sgn*GIJKL(kd(1),la(k),kdp(1),la(k));
end
end
% id=0, no spinorbitals differ, i.e. la=lb
if id==0
for k1=1:ne-1
for k2=k1+1:ne
g=g+GIJKL(ke(k1),ke(k2),ke(k1),ke(k2));
end
end
end
Figure C.11: Source code of the GAB function.
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GIJKL
This function determine:
g = 〈i(1), j(2)|g|ip(1), jp(2)〉 − 〈i(1), j(2)|g|jp(1), ip(2)〉
where g are the reduced 2-e integrals obtained in “GET2EI4A” and stored in the vabcd
matrix. IROW being a function to find the good line in vabcd.
function g=gijkl(i,j,ip,jp)
global iabcd vabcd
% get orbital indices
ia=fix((i+1)/2);
ib=fix((ip+1)/2);
ic=fix((j+1)/2);
id=fix((jp+1)/2);
% initialise
g=zeros(size(vabcd(1,:)));
%
if mod(i,2)==mod(ip,2) & mod(j,2)==mod(jp,2)
g=vabcd(IROW(ia,ib,ic,id),:);
end
if mod(i,2)==mod(jp,2) & mod(j,2)==mod(ip,2)
g=g-vabcd(IROW(ia,id,ic,ib),:);
end
Figure C.12: Source code of the GIJKL function.
IROW
The source code of this function is given in Figure C.13. The role of this function is to
determine the index of the line, k in the matrix gdtata in function of the values of ia, ib,
ic and id which represent the orbitals considered for a bi-electronic integral.
function k=irow(ia,ib,ic,id)
global iabcd vabcd
if ia>=ib, j1=ib+ia*(ia-1)/2; end
if ia<ib, j1=ia+ib*(ib-1)/2; end
if ic>=id, j2=id+ic*(ic-1)/2; end
if ic<id, j2=ic+id*(id-1)/2; end
if j1>=j2,
k =j2+j1*(j1-1)/2;
end
if j1<j2,
k =j1+j2*(j2-1)/2;
end
Figure C.13: Source code of the IROW function.
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Appendix D
SOC: supplement
D.1 Spin-orbit coupling elements in symmetry D2d
In Eq D.1, the spin-orbit coupling elements in terms of reduced matrix elements for D2d
symmetry are given (the notations in square brakets refer to the tetrahedral e and t2
species).
〈a1[e]||~s~u(e)||e[t2]〉 = ζea1e
〈b1[e]||~s~u(e)||e[t2]〉 = ζeb1e
〈b1[e]||~s~u(a2)||b2[t2]〉 = ζa2b1b2
〈e[t2]||~s~u(a2)||e[t2]〉 = ζa2ee
〈b2[t2]||~s~u(e)||e[t2]〉 = ζeb2e
(D.1)
Next, spin-orbit coupling elements are given in the basis of spin-orbitals, the symmetry
notations for the real 3d orbitals in D2d are written on the left hand side along with con-
ventions for the e-components given in the ADF code.
ζ+ η+ ξ+ ε+ θ+ ζ− η− ξ− ε− θ−
b+2 ζ
+ iζa2b1b2
−i
2 ζ
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b2e
1
2ζ
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b2e
e : 2+ η+ −i2 ζ
a2
ee
i
2ζ
e
b2e
−1
2 ζ
e
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√
3
2 ζ
e
a1e
e : 1+ ξ+ i2ζ
a2
ee
−1
2 ζ
e
b2e
−i
2 ζ
e
b1e
−
√
3
2 iζ
e
a1e
b+1 ε
+ −iζa2b1b2 12ζeb1e i2ζeb1e
a+1 θ
+ −
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3
2 ζ
e
a1e
√
3
2 iζ
e
a1e
b−2 ζ
− −i
2 ζ
e
b2e
−1
2 ζ
e
b2e
−iζa2b1b2
e : 2− η− i2ζ
e
b2e
1
2ζ
e
b1e
−
√
3
2 ζ
e
a1e
i
2ζ
a2
ee
e : 1− ξ− 12ζ
e
b2e
- i2ζ
e
b1e
−
√
3
2 iζ
e
a1e − i2ζa2ee
b−1 ε
− − 12ζeb1e i2ζeb1e iζa2b1b2
a−1 θ
−
√
3
2 ζ
e
a1e
√
3
2 iζ
e
a1e
In Eq D.2, the spin-orbit coupling elements in terms of reduced matrix elements for Td
symmetry are given.
〈e||~s~u(t1)||t2〉 = ζt1et2 = ζea1e = ζeb1e = ζa2b1b2
〈t2||~s~u(t1)||t2〉 = ζa2ee = ζeb2e
(D.2)
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D.2 DFT treatment of JT activity in the case of mix-
ing of electronic states
The Hamiltonian of the 3T ⊗ e Jahn-Teller problem in a linear approximation is:
H = (1/2)Ke(Q
2
θ +Q
2
ε).I + VeQθ.Cθ + VeQε.Cε (D.3)
where I is the identity matrix and Cθ and Cε are 3× 3 matrices taken in the basis of the
T1 α, β and γ wave-functions:
Cθ =
 12 0 00 1
2
0
0 0 −1
 ; Cε =
 −
√
3
2
0 0
0
√
3
2
0
0 0 0
 (D.4)
Qθ and Qε are the higher and lower symmetric components of the e-vibration which dis-
torts the tetrahedron intoD2d andD2 geometries, respectively. If we restrict to distortions
of Qθ type and define Qθ as being positive for tetragonal compression Eq D.3 simplifies to
Eq D.5 for the non-degenerate ground state (3A2 in D2d) and to Eq D.6 for the degenerate
higher energy state (3E).
3A2 : E(T1, γ) = (1/2)KeQ
2
θ − VeQθ (D.5)
3E : E(T1, α, β) = (1/2)KeQ
2
θ + (1/2)VeQθ (D.6)
Minimization of Eq D.5 with respect to Qθ yields the equilibrium geometry Q
o
θ and the
Jahn-Teller stabilization energy EJT :
Qoθ = Ve/Ke (D.7)
EJT = −(1/2)V 2e /Ke (D.8)
If we take θ (in o) to be the angle between the S4 axis and the TM-ligand bond (for the
tetrahedron we have θTd = 54.73
o). Qoθ (in radians·A˚) can be calculated from Eq D.9:
Qθ = R(θ
o − θTd)(pi/180) (D.9)
In tetrahedral NiX2−4 complexes the
3T1 wavefunction ψ(
3T1) is given by:
ψ(3T1) = c1 × ψ(3T1, e4t42) + c2 × ψ(3T1, e3t52) (A.2.8)
where c1 and c2 (Table D.1) are given by the ground state eigenvector diagonalizing the
matrix.
3T1(e4t42)
3T1(e
3t52)
[
0 6B
6B 9B + 10Dq
]
(A.2.9)
The 3T1(e
4t42) and
3T1(e
3t52) states, before the mixing, are described by single determinants
and their equilibrium geometries (elongation, Table 5.3 and compression, Table D.1) and
energies EJT can be calculated from separate DFT geometry optimizations to yield cor-
responding parameters Ke and Ve (via Eqs D.7 & D.8). Let us denote these parameters
by Ke’, Ve’ and Ke”, Ve”, respectively. Than Ke and Ve after mixing are given by:
Ke = c
2
1K
′
e + c
2
2K
′′
e (A.2.10)
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Ve = c
2
1V
′
e + c
2
2V
′′
e (A.2.11)
Substitution into Eq. D.7 yields the equilibrium distortion Qoθ and utilizing Eq. D.9 we
get the equilibrium angle θo. This is given in Table 5.3. Parameter values summarizing
the logical steps of this procedure are listed in Table D.1.
Species c1 c2 δθ EJT K
′′
e V
′′
e K
′
e V
′
e Ke Ve
NiF2−4 -0.944 0.330 34.4 -8655 12792 14883 22234 -6049 21206 -3770
NiCl2−4 -0.953 0.303 15.5 -2599 13721 8447 10549 -2334 10840 -1344
NiBr2−4 -0.955 0.297 13.3 -1907 11948 6752 7686 -1747 8064 -998
NiI2−4 -0.956 0.292 10.1 -1247 11517 5360 2122 -453 2921 43
Table D.1: Mixing coefficients c1 and c2 of
3T1(e
4t42) and
3T1(e
3t52) in the
3T1 ground state
function, DFT optimized angles δθo = θo−θTd and EJT values for 3T1(e3t52), force field constants
and vibronic coupling parameters Ke”, Ve”; Ke’, Ve’ and Ke, Ve of
3T1(e
3t52);
3T1(e
4t42) and the
3T1 ground state (taking mixing into account) for NiX
2−
4 (X=F
−, Cl−, Br−, I−) . For values
of δθo and EJT for the
3T1(e
4t42) DFT optimized single determinant energy, see the entries in
Table 5.3. Ke, Ve and EJT parameters have been expressed in cm
−1/A˚2, cm−1/A˚ and cm−1,
respectively, δθ in o.
135
APPENDIX D. SOC: SUPPLEMENT
136
Appendix E
ESR: Programs
To calculate the g− and A−tensors in Chapter 6, the two programs, Gener ln and LF,
have been modified and in this appendix the complete version of both are proposed.
E.1 Gener ln pogram
Figures E.1& E.2 depict the source code of the modified Gener ln program and the source
code of the HFAB function, respectively. In the first time, we can see that three lines are
added in the LF program to compute aα :
aα = 4 ∗ sα − ls ∗ lα − lα ∗ ls (E.1)
which is the part of the hyperfine operator and in a second time, the hfab function is
called to apply the Slater rules to aα in order to transform it from the basis of spin-orbitals
to the basis of Slater determinants.
E.2 LF program
To calculate the g- and A-tensors, the LF program proposed in section 4.2.1 has been
modified. The structure is pratically the same but we are obiged to introduce three
constant: ζ, κ and P which are respectively the spin-orbit constant, the Fermi contact
term and the hyperfine parameters. The determination of these paramameters is discussed
in Chapter 6. Then in the source code, the parts which are added in the calculation are
the determination of equivalent operator matrix elements of li and si for i ∈ {x, y, z}
and the calculation of the Zeeman and the HFS matrices determined according to the
Equation 6.2 & Equation 6.7 respectively. Then the g- and A-tensors are determined
respectively to Equation 6.3 & Equation 6.14. We can underline that the spin-orbit
constant is determined by an atomic relativistic ZORA DFT calculation and is reduced
by the orbital reduction factor, k, which should be equal to one if we don’t want to take
into account the reduction twice (since we already reduce the spin-orbit constant, ζ).
(k ∗ lα − kappa ∗ sα + 1
7
∗ aα) (E.2)
The source code of this modified LF program is proposed in Figure E.3.
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global lx ly lz sx sy sz ls ax ay az
t0=cputime;
%type de couche s, p, d(2) , f(3)
lq=[2];
ne=3;
% generate single determinants or microstates for lq^ne
ir=genersd(ne,1,2*sum(lq+lq+1));
% get 〈ab|cd〉 [vabcd,iabcd]=get2ei4a(lq);
% get l, s and l*s 1-e matrices: l=2 & s=1/2
[lx,ly,lz,sx,sy,sz,ls]=getls(lq,1/2);
% a k (Griffith eq. 12.22)
ax=4*sx-ls*lx-lx*ls;
ay=4*sy-ls*ly-ly*ls;
az=4*sz-ls*lz-lz*ls;
nsd=length(ir);
ij=0;
for i=1:nsd
for j=1:i
ij=ij+1;
lfdata(ij,:)=lfab(ir(i,:),ir(j,:));
lsdata(ij,:)=zab(ir(i,:),ir(j,:));
hfdata(ij,:)=hfab(ir(i,:),ir(j,:));
gdata(ij,:)=gab(ne,ir(i,:),ir(j,:));
end
end
gdata racah(:,1)= gdata(:,1);
gdata racah(:,2)= (49.0/5.0)*gdata(:,2);
gdata racah(:,3)= (7.0/5.0) *(gdata(:,1)+gdata(:,2)+gdata(:,3));
Elapsed time=cputime-t0
save data d3 ir lfdata lsdata hfdata gdata gdata racah
Figure E.1: Source code of the Gener ln program modified to enable us to calculate the g-
and the A-tensors.
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function a=hfab(la,lb)
global ax ay az
% Get 〈A|hf(1)|jB〉 a part of hyperfine interaction (cf. Griffith eq.
12.22)
ne=max(size(la));
ie=0;
id=0;
sgn=1;
for k=1:ne
ld=find(la(k)==lb);
if isempty(ld)
id=id+1;
kd(id)=la(k);
if rem(k,2)==1,
sgn=-sgn;
end
else
ie=ie+1;
ke(ie)=la(k);
end
end
if id == 0
a=zeros(1,3)+i*zeros(1,3);
for k=1:ne
a=a+[ax(ke(k),ke(k)) ay(ke(k),ke(k)) az(ke(k),ke(k))];
end
elseif id==1
iv=0;
for k=1:ne
ld=find(lb(k)==la);
if isempty(ld)
iv=iv+1;
kdp(iv)=lb(k);
if rem(k,2)==1,
sgn=-sgn;
end
end
end
a=sgn*[ax(kd(1),kdp(1)) ay(kd(1),kdp(1)) az(kd(1),kdp(1))];
else
a=zeros(1,3)+i*zeros(1,3);
end
Figure E.2: Source code of the hfab function.
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load data
r=[0; B; C]; r=r./1000;
lfpar=[ h(1,1) ; h(2,1) ; h(2,2) ; h(3,1) ; h(3,2) ; h(3,3) ;
h(4,1) ; h(4,2) ; h(4,3) ; h(4,4) ; h(5,1) ; h(5,2) ; h(5,3) ; h(5,4) ; h(5,5)];
lfpar=lfpar./1000;
zeta=. . . ; P=. . . ; kappa=. . . ;
ge=2.0023; [nsd ne]=size(ir); ij=0;
for i=1:nsd
for j=1:i
ij=ij+1;
h(i,j)=gdata(ij,:)*r+lfdata(ij,:)*lfpar+lsdata(ij,7)*zeta; h(j,i)=conj(h(i,j));
% Get orbital and spin angular momentum matrices
lx(i,j)=lsdata(ij,1); sx(i,j)=lsdata(ij,4); lx(j,i)=conj(lx(i,j));
sx(j,i)=conj(sx(i,j));
ly(i,j)=lsdata(ij,2); sy(i,j)=lsdata(ij,5); ly(j,i)=conj(ly(i,j));
sy(j,i)=conj(sy(i,j));
lz(i,j)=lsdata(ij,3); sz(i,j)=lsdata(ij,6); lz(j,i)=conj(lz(i,j));
sz(j,i)=conj(sz(i,j));
kx(k,kp)=hfdata(kkp,1);kx(kp,k)=conj(kx(k,kp));
ky(k,kp)=hfdata(kkp,2);ky(kp,k)=conj(ky(k,kp));
kz(k,kp)=hfdata(kkp,3);kz(kp,k)=conj(kz(k,kp));
end
end
[c,e]=eig(h); [e,ie]=sort(real(diag(e))); e(:)=e(:)-e(1); c=c(:,ie);
i0=1; i1=0;
for i=2:nsd
if abs(e(i)-e(i-1))>0.001
i1=i1+1; w(i1)=e(i-1); mul(i1)=i-i0; i0=i;
end
end
fprintf(’----------------------------- n’)
fprintf(’(2S+1)*M(gamma) E n’)
fprintf(’----------------------------- n’)
for i=1:i1, fprintf(’ %3i %12.3fn’,mul(i),w(i)), end
fprintf(’----------------------------- n’)
% Get Zeeman matrices
zx=c(:,1:2)’*(orf*lx+ge*sx)*c(:,1:2);zy=c(:,1:2)’*(orf*ly+ge*sy)*c(:,1:2);
zz=c(:,1:2)’*(orf*lz+ge*sz)*c(:,1:2);
% Get HFS matrices
ax=c(:,1:2)’*p*(orf*lx-kappa*sx+0.14285714285714*kx)*c(:,1:2);
ay=c(:,1:2)’*p*(orf*ly-kappa*sy+0.14285714285714*ky)*c(:,1:2);
az=c(:,1:2)’*p*(orf*lz-kappa*sz+0.14285714285714*kz)*c(:,1:2);
% Get g-tensor
g(1,3)=real(zx(1,1))-real(zx(2,2));g(2,3)=real(zy(1,1))-real(zy(2,2));
g(3,3)=real(zz(1,1))-real(zz(2,2));g(1,1)=real(zx(1,2))+real(zx(2,1));
g(2,1)=real(zy(1,2))+real(zy(2,1));g(3,1)=real(zz(1,2))+real(zz(2,1));
g(1,2)=imag(zx(1,2))-imag(zx(2,1));g(2,2)=imag(zy(1,2))-imag(zy(2,1));
g(3,2)=imag(zz(1,2))-imag(zz(2,1));
gg=g*g’; gtensor=sqrt(eig(gg))
% Get A-tensor
a(1,3)=real(ax(1,1))-real(ax(2,2));a(2,3)=real(ay(1,1))-real(ay(2,2));
a(3,3)=real(az(1,1))-real(az(2,2));a(1,1)=real(ax(1,2))+real(ax(2,1));
a(2,1)=real(ay(1,2))+real(ay(2,1));a(3,1)=real(az(1,2))+real(az(2,1));
a(1,2)=imag(ax(1,2))-imag(ax(2,1));a(2,2)=imag(ay(1,2))-imag(ay(2,1));
a(3,2)=imag(az(1,2))-imag(az(2,1));
A=a*a’; Atensor=sqrt(eig(A))
Figure E.3: Source code of the LF program modified to enable us to calculate the g and the
A-tensors. 140
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