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2I. INTRODUCTION
Spinfoam methods [1] represent a novel and interesting quantization of gravity. These
comprise the covariant formulation of loop quantum gravity (LQG) [2, 3]. In a previous
paper [4] we set the stage for the investigation of an anisotropic homogeneous spacetime
within the spinfoam cosmology approach. This was done by proposing a simple graph,
made from one node and three closed links which is used to probe anisotropic geometries.
We showed that in the isotropic case this graph is sufficient to reproduce known results in
spinfoam cosmology [5], i.e. to show that the geometry can be assumed to be peaked on a
flat, static spacetime.
The spinfoam approach to quantum gravity is a ‘bottom up’ construction - one does not
take a gravitational theory and directly quantize it but rather begins from a fundamental
quantum theory and derives dynamics [6]. It is therefore not obvious, and certainly non-
trivial, that the theory results in agreement with general relativity (GR) in the classical limit.
Thus it is important to test these ideas within simple contexts such as cosmological models.
The simplest such models are those which describe the homogeneous, isotropic Robertson-
Walker geometries, whose dynamics form the Friedmann-Lemaˆitre solutions in GR. Within
the spinfoam context, these have been examined in [5] and the resulting dynamics shown
to agree in the classical limit. However, for FLRW models evolution is directly tied to the
presence of matter - vacuum solutions are necessarily static, and thus not suited testing
the agreement of dynamics. Although there are proposals for the coupling of fermions and
Yang-Mills fields to spinfoam models [7, 8], there is to date no detailed analysis of their
asymptotic or semiclassical limit. Furthermore, it may be possible to include an effective
matter coupling in a similar fashion as the cosmological constant [9], but this has not been
investigated in a cosmological setting either, to the best of our knowledge. Thus, we must
extend these models to obtain evolving solutions. Within the isotropic case, the inclusion
of a cosmological constant has been examined and shown to give good agreement with the
classical behaviour [9]. In this paper we take a separate approach: by relaxing the isotropy
of our geometry we access a dynamical vacuum and we will show that the graph used in
[4] is sufficient to derive vacuum Bianchi I geometries from the full quantum theory. This
model proves an ideal test of spinfoam cosmology - it is simple enough to be tractable, but
not so simple as to be static and requires no extra assumptions to be made beyond those
used in establishing the spinfoam formalism. Furthermore, the classical solution is singular,
a property which is hoped to be cured by quantum gravity effects. The resolution of classical
singularities is a key feature of the canonical approach to LQG in the cosmological setting -
loop quantum cosmology (LQC) [10]. Strong singularities have been shown to be cured by
LQC in the k = 0 [11, 12], and k = ±1 [13] FLRW models. Recently this has been extended
to include Bianchi I spacetimes [14]. Much of the potential for observable phenomena are
based upon this resolution [15, 16]. Within the spinfoam framework we found hints for a
possible singularity resolution in [4] by interpreting the suppression of the amplitude for
small spins as the avoidance of the classical singularity and in [17] one finds in a much more
general setting why singularities might be avoided in the new spinfoam models.
Bianchi models have been the subject of much work in LQC. Within the quantum frame-
work [18–20] and the semi-classical effective framework [21–29] they have been found to be
non-singular and reproduce GR at low curvature scales. Examining closely the nature of
these models in the spinfoam context should allow for deeper insight into the links between
the canonical and covariant formulations of LQG.
3The model which we use is based around the ‘Daisy graph’, consisting of a single node
which forms the target and source of three links. As such, this graph is dual to a cube
whose opposing faces have been identified to form a three torus or a patch of a homogeneous
lattice with periodic boundary conditions. The use of a single node simplifies calculations
considerably since group elements arising at the source and target of each link are identical.
It has been argued [30, 31] that a cubulation of space-time is a natural setting for examining
spinfoams, as all space-times admit a decomposition into tesseracts, and thus initial and
final hypersurfaces can be decomposed into cubes.
This paper is laid out as follows: In section II we recap the general theoretical foundations
of the spinfoam formulation of LQG and outline results which are important to the model
under consideration. Section III gives the classical description of dynamics of a Bianchi I
model in GR. In section IV we show that the transition amplitude for the Daisy graph is in
agreement with the GR result. Finally we end in section V with a discussion of the results
and suggestions for extensions to this model.
II. GENERAL THEORY
In this section we shall accumulate some of the theoretical foundations from LQG and
spinfoams which will be used in the course of this work. In particular, we will use the holo-
morphic [32] / complexifier [33, 34] coherent states, the EPRL-FK/KKL vertex amplitude
[35–39] and show how one can normalize the coherent states following [33, 34]. We will not
review how the spinfoam model is constructed but rather use the simple heuristic picture of a
spinfoam as arising from the dynamics of the canonical spin network states. For our general
motivation and arguments for certain approximations to be made, cf. [4]. Throughout this
paper we denote SU(2) elements by h or u and SL(2,C) elements by g, G or H. The polar
decomposition of SL(2,C) is written as g = Mu, with u ∈ SU(2) and M hermitian.
A. LQG and spinfoam vertex amplitude
We consider the canonical Hilbert spaceHΓ = L2(SU(2)L/SU(2)N), [1, 3, 40], which gives
a truncation of the full kinematical Hilbert space of LQG on a fixed graph Γ, (oriented, with
L links and N nodes). The elements of this Hilbert space, the spin network functions, are
quantum states of the gravitational field and a general function ψ : SU(2)L → C is projected
onto its gauge invariant part via
Ψ(hl) = PSU(2)ψ(hl) =
∫
SU(2)
dul ψ(us(l)hlu
−1
t(l)) . (2.1)
Gauge transformations only act on the nodes of a graph and we denote the source and
the target node of the link l as s(l) and t(l) respectively. Each link of the graph is equipped
with two variables: The holonomy of the Ashtekar connection
hl = hl[A] = P exp
(∫
l
A
)
with Aia = Γ
i
a + γK
i
a (2.2)
(P denotes the path ordering symbol) and the flux variable
E(Sl) =
∫
Sl
(∗E)jnj , (2.3)
4where E(Sl) is the flux of the electric field E = E
a
i τ
iXa through the surface Sl, which is
dual to the link l. (The τ i are 2i times the Pauli matrices and provide a basis for su(2) and
the nj are su(2) valued smearing functions [40].)
A spinfoam model now defines a notion of dynamics or evolution between states, which can
be thought of as living on different spatial slices of a 3+1 - decomposition (for disconnected
boundary). Thus, it tells us how to calculate transition amplitudes between spin network
functions [41, 42]. Similar to the definition of SU(2) spin networks on graphs the spinfoam is
given by a 2 - Complex, build from vertices, edges and faces. In this heuristic picture, where
a spinfoam results from the evolution of the spin network, the nodes of the graph become
the edges and the links become the faces of the 2 - Complex. The dynamical information
is incoded in the vertex amplitude and the full amplitude is given by the sum of different
such spin network histories (or a refinement of the 2 - Complex [43]) which connect the same
boundary spin networks. In this way the spinfoam formalism provides a discretized version
for the path integral for quantum gravity.
The construction of the EPRL-FK/KKL spinfoam model requires an embedding of the
SU(2) spin network functions into SL(2,C) spin network functions. This is done by using
the (unitary) Yγ map
Yγ : H(j) → H(γj,j) , |j,m〉 7→ |(γj, j); j,m〉 , H(p,k) ∼= ⊕j≥kH(j) , (2.4)
which embeds the standard SU(2) representation space H(j) into to lowest weight of the
decomposition of the SL(2,C) representation space of the principal series, i.e. H(p,k), with
p ∈ R≥0 and 2k ∈ N>0 such that p = γj and k = j. This then allows us to map functions on
SU(2) into functions on SL(2,C) and group averaging again maps onto the gauge invariant
states
ψ(hl) 7→ Ψ(gl) = (PSL(2,C) ◦ Yγψ)(gl) =
∫
SL(2,C)
dG′n ψ(Gs(l) glG
−1
t(l)) , (2.5)
where we have to neglect one integration over SL(2,C), otherwise we would obtain a
divergent factor as per [44]. When we write
∫
G
dG′n we mean
∫
GN−1 dG1...dGN−1. The
partition function is now defined as, [1]
ZC =
∫
SU(2)
dhvf
∏
f
δ(hf )
∏
v
Av(hvf ) , hf =
∏
v⊂f
hvf (2.6)
with the Lorentz-invariant vertex amplitude
Av(hl) =
∫
SL(2,C)
dG′n
∏
l
P (hl, Gt(l)G
−1
s(l)) (2.7)
as a function of the boundary holonomies of the vertex. The Kernel P can be given in
the following form
P (h, g) =
∑
2j∈N0
(2j + 1) Tr(D(j)(h)Y †γD(γj,j)(g)Yγ) , (2.8)
where D(j)(h) are the SU(2) Wigner matrices and D(γj,j)(g) are the SL(2,C) represen-
tation matrices. Now that one has a covariant definition of the vertex amplitude and the
gauge invariant boundary states one can give a rigorous definition to the formal expression
W [ g
(3)
out, g
(3)
in ] =
∫ g(3)out
g
(3)
in
Dg(4) e i~S[g(4)] (2.9)
5in terms of a summation over spin network histories σ. For a state Ψ on the boundary,
i.e. a function of the boundary holonomies, and a spinfoam model W the amplitude that
corresponds to Eq.(2.9) is defined by [32]
〈W |Ψ〉 =
∫
SU(2)
dhlW (hl)Ψ(hl) , (2.10)
where W (hl) is given by a sum over different spin network histories or 2-Complexes with a
fixed boundary graph, an integration over bulk holonomies and a product of face amplitudes
and the vertex amplitude given in Eq.(2.7)
W (hl) =
∑
σ
∫
dhbulkvl
∏
f⊂σ
δ(hf )
∏
v⊂σ
Av(hvl) . (2.11)
The argument of the delta function, i.e. hf , is an oriented product of the holonomies
on the links bounding the face f and the hvl live on the links l, which are obtained as the
intersection of a small 3-sphere around the vertex v and the 2-Complex. Notice the corre-
spondence of the integration over the holonomies in Eq.(2.10) together with the integration
over the bulk holonomies in Eq.(2.11) to the measure in Eq.(2.9). One can think of this
separation as a split into a time direction (integration along the bulk holonomies) and the
spatial slice (integration along the hl[A]).
In the next section we summarize briefly a few necessary facts about coherent states
and their normalization before we consider the transition amplitude in the holomorphic
representation and its normalization. As explained in [33, 34] a coherent state on a single
link can be defined as
ψtg(h) =
∑
2j∈N0
(2j + 1)e−
t
2
j(j+1) Trj(gh
−1) , (2.12)
where g ∈ SL(2,C) contains the information about the position in the classical phase
space, where the state is peaked, i.e. (Aia, E
a
i ) and t is the heat kernel time. A coherent
state on the whole graph Γ is then given by the tensor product of these single states, one for
each link. If we introduce the polar decomposition of SL(2,C), i.e. g = Mu, with u ∈ SU(2),
we have
ψtg(h) = ψ
t
M(hu
−1) = ψtMuh−1(1) = ψ
t
gh−1(1) , (2.13)
which can be use, together with the following orthogonality relation∫
SU(2)
dhD(j)(h)mnD(j′)(h)op = 1
2j + 1
δjj′δmoδnp , (2.14)
to show that the inner product between two gauge-variant coherent states is given by〈
ψtg|ψtg′
〉
= ψ2tMM ′(h) , (2.15)
where g = Mu, g′ = M ′u′ and h = u−1u′. Thus, the norm of such a coherent state is
given by ∥∥ψtg∥∥2 = ψ2tM2(1) (2.16)
6and the explicit formula is
∥∥ψtg∥∥2 = 4√pi et/4t3/2 1√y2 − 1
∞∑
n=−∞
(arcosh(y)− 2piin) e− (2pin+i arcosh(y))
2
t (2.17)
with y = 1
2
Tr(gg†) = 1
2
Tr(M2). By writing H = exp (−ipjσj/2) and defining p ≡
√
pjpj
one finds y = cosh(p). Furthermore, the character of any g ∈ SL(2,C) can be calculated as
follows: We write
g =
(
a b
c d
)
with ad− bc = 1 , a, b, c, d ∈ C (2.18)
and can give the explicit form of g in the j-representation
D(j)(g)mn =
∑
l
√
(j +m)!(j −m)!(j + n)!(j − n)!
(j −m− l)!(j + n− l)!(m− n+ l)!l! a
j+n−ldj−m−lbm−n+lcl . (2.19)
The character is now given by1
χj(g) = Tr(D(j)(g)) = λ
2j+1 − λ−(2j+1)
λ− λ−1 , (2.20)
which is an example of the Weyl character formula [45]. For its derivation one uses the
fact that the character is a class function (invariant under conjugation g 7→ hgh†), thus g
can be assumed to be diagonal and from det(g) = λ1λ2 = 1 and Tr(g) = λ1 + λ2 = a + d
one concludes
λ1 = λ = x+
√
x2 − 1 , λ2 = λ−1 = x−
√
x2 − 1 , (2.21)
with x = (a+ d)/2.
B. Transition amplitude in the holomorphic representation and normalization
We can now express the vertex amplitude and the transition amplitude in terms of the
holomorphic coherent states as follows [32]. Take one coherent state per link, Eq.(2.12),
tensor them together and group average over them. Such a gauge invariant coherent state
Ψ, labelled by an SL(2,C) element Hl per each link, is given by
ΨHl(hl) =
∫
SU(2)
dul
∏
l
∑
2j∈N0
(2j + 1) e−
t
2
j(j+1) Trj(us(l)hlu
−1
t(l)H
−1
l ) . (2.22)
The vertex amplitude then takes the following form
Av(Hl) =
∫
SL(2,C)
dG′n
∏
l
Kt(Hl, Gt(l)G
−1
s(l)) , (2.23)
1 For diagonal g, i.e. a = λ, b = c = 0, d = λ−1, Eq.(2.19) reduces to D(j)(g)mm = aj+mdj−m = λ2m. Thus,
one gets χj(g) =
∑
m λ
2m = (λ− λ−1)/(λ− λ−1)∑m λ2m, m ∈ {−j, ..., j}, which gives Eq.(2.20).
7where the Kernel is given by
Kt(H,G) =
∑
2j∈N0
(2j + 1) e−
t
2
j(j+1) Tr(D(j)(H)Y †γD(γj,j)(G)Yγ) (2.24)
Using this representation and Eq.(2.10) the transition amplitude, which properly defines
Eq.(2.9), becomes
〈W |Ψ〉 =
∫
SU(2)
dhlW (hl)ΨHl(hl)
=
∑
σ
∫
SU(2)
dhl
∫
dhbulkvl
∏
f⊂σ
δ(hf )
∏
v⊂σ
Av(hvl) ΨHl(hl) . (2.25)
Now, if we want to calculate a physical transition amplitude we have to normalize it.
In our model we will consider states which can be written as in - and out - states, i.e.
Ψ = |Ψout〉 ⊗ |Ψin〉, which seems reasonable for the one-vertex spinfoam expansion and
furthermore leads to the factorization of our amplitude2. We get
〈W |Ψ〉 = 〈W | (|Ψout〉 ⊗ |Ψin〉) = 〈W |Ψout〉 〈W |Ψin〉 . (2.26)
Hence, we find for the normalized transition amplitude
A(Hl) = 〈W |Ψ〉〈Ψ|Ψ〉 =
〈W |Ψ〉∏
l 〈Ψl|Ψl〉
=
〈W |Ψ〉∏
l ‖Ψl‖2
(2.27)
where we use Eq.(2.17) for the norm of a coherent state on a single link. This way of
normalizing the amplitude differs from the way the amplitude was normalized in [5, 9] and
[4] in that we don’t fix the heat kernel time and the p = Im(z) of the denominator, cf.
Eq.(2.17). This has the effect that certain terms (linear and quadratic in Im(z)) survive,
which were supposed to cancel before. This way of normalizing corresponds to the procedure
amplitudes are normalized in ordinary QFT. However, our main result of this paper is not
influenced by the way this normalization is performed and we will also give reasons why this
way seems to be the correct way of normalizing at the end of section IV D.
III. CLASSICAL BIANCHI I COSMOLOGY
The Bianchi classification of 3-space describes homogeneous geometries [47]. Of partic-
ular importance are those geometries which admit a Hamiltonian formulation - the class A
geometries. This classification is in terms of 1-forms σi which are related by
dσi = ni
ijkσj ∧ σk (3.1)
2 Note that for general boundary states it’s not a priori clear that one can write a state in such a tensor
form. The implicit assumption which allows us to write our state in such a form is the distinguishability
of a past state and a future state, which is captured in our case by a disconnected boundary graph. Cf.
[46].
8where the ni = 0,±1. It has been conjectured by Belinskii, Khalatnikov and Lifschitz
[48] that on approach to singularity all spacetimes become local, vacuum dominated and
oscillatory. The BKL conjecture thus reduces the complexity of singularities in general to
those of type VIII or IX. This conjecture has been the subject of many investigations, both
analytic [49] and numerical [50, 51], and it is believed that a quantization of the resulting
reduced dynamics may capture much of the character of full quantum gravity [52, 53].
Although the conjecture results in cosmologies which are of type IX or VIII, these behave
asymptotically like type I solutions for large periods [54]. Therefore it is likely that such
models are both the simplest and the most relevant homogeneous cosmologies.
A. Metric structure
The Bianchi I model is now given by ni = 0 and has the following line element
ds2 = −dt2 + a21(t)dx2 + a22(t)dy2 + a23(t)dz2 . (3.2)
with directional scale factors a1(t), a2(t), a3(t). It corresponds to the diagonal metric gµν
with inverse gµν and determinant g
gµν = diag(−1, a21(t), a22(t), a23(t)) , g ≡ det gµν = −a21(t)a22(t)a23(t) . (3.3)
from which the 4-dim Ricci scalar (4)R is computed to be
(4)R =
2
a1a2a3
(a1a˙2a˙3 + a˙1a2a˙3 + a˙1a˙2a3 + a1a2a¨3 + a1a¨2a3 + a¨1a2a3) . (3.4)
This leads to the following expression for the Einstein-Hilbert action
SEH [gµν ] =
1
16piG
∫
M
(4)R
√−g d4x
=
1
8piG
∫
M
(a1a˙2a˙3 + a˙1a2a˙3 + a˙1a˙2a3 + a1a2a¨3 + a1a¨2a3 + a¨1a2a3) d
4x . (3.5)
If we consider a universe with no matter and no cosmological constant, i.e. (Λ = ρ = 0),
the geometry is determined as a solution of the field equations Gµν = 0 and one finds that
the components of the Einstein tensor for this model are given by
G00 =
1
a1a2a3
(a1a˙2a˙3 + a˙1a2a˙3 + a˙1a˙2a3) , G11 = − a
2
1
a2a3
(a˙2a˙3 + a¨2a3 + a2a¨3) ,
G22 = − a
2
2
a1a3
(a˙1a˙3 + a1a¨3 + a¨1a3) , G33 = − a
2
3
a1a2
(a˙1a˙2 + a1a¨2 + a¨1a2) .
(3.6)
Now, before we investigate possible solutions for this model let us have a look at its
Hamiltonian structure and the boundary term
SB [gµν ] =
1
8piG
∮
∂M
K
√
h d3y , (3.7)
where  is±1 and describes the direction of the normal vector of ∂M. h is the determinant
of the induced 3-metric on ∂M and K is the trace of the extrinsic curvature of ∂M [55].
9For the investigation of the Hamiltonian structure one uses a 3 + 1 - split of the spacetime
manifold and one can write the line element as
ds2 = −N2dt2 + hab(dya +Nadt)(dyb +N bdt) (3.8)
with the three metric hab, i.e. the induced metric on the spatial slice, the lapse function
N and the shift vector Na. The Hamilton equations are obtained by variation of the Hamil-
tonian with respect to the independent variables N , Na, hab and p
ab and variation with
respect to lapse and shift give rise to the Hamiltonian constraint and the diffeomorphism
constraint [40, 55]
C = 1
16piG
(
(3)R +K2 −KabKab
) ≈ 0 , Ca = 1
16piG
∇b
(
Kba −K δba
) ≈ 0 . (3.9)
In order to find the full spacetime metric one picks initial data on a spatial slice, which
has to satisfy the two constraints Eq.(3.9) and then one can use the Einstein equations in
the Hamiltonian form to find their time evolution. Note that in our model (3)R = 0 for
all a1, a2, a3, not just for solutions. Furthermore, the covariant derivative ∇b in Eq.(3.9)
reduces to a normal partial derivative in our model, because the spatial Christoffel symbols
vanish. And since all the scale factors are just functions of time, not the coordinates, the
diffeomorphism constraint is identically satisfied.
By comparison with the above line element (3.2), we realize that our metric already has
the right form with N = 1, Na = (0, 0, 0) and
hab = diag(a
2
1(t), a
2
2(t), a
2
3(t)) , h
ab = diag(a−21 (t), a
−2
2 (t), a
−2
3 (t)) . (3.10)
Now, the extrinsic curvature of our spatial slice is given by Kab =
1
2
L∂thab =
diag(a1a˙1, a2a˙2, a3a˙3). Furthermore, we need
Kab = hachbdKcd = diag
(
a˙1
a31
,
a˙2
a32
,
a˙3
a33
)
(3.11)
from which we find the trace
K = habKab =
a˙1
a1
+
a˙2
a2
+
a˙3
a3
. (3.12)
B. Boundary term of the action
With the above results we find for the boundary term Eq.(3.7)
SB [hab] =

8piG
∮
∂M
(
a˙1
a1
+
a˙2
a2
+
a˙3
a3
)
a1a2a3 d
3y . (3.13)
Now we know that the boundary ∂M can be decomposed into two spacelike hypersurfaces
Σt1 and Σt2 with t2 > t1 and a timelike boundary B such that we get for SG = SEH + SB
(16piG)SG =
∫
M
(4)R
√−g d4x+2
∫
Σt2
K
√
h d3y−2
∫
Σt1
K
√
h d3y+2
∫
B
K√−γ d3z , (3.14)
10
where the minus sign in front of the Σt1 contribution comes from the fact that the normals
of ∂M should be outward pointing, for details cf. [55]. For solutions of the field equations
we have (4)R = 0 and the last term prevents the action from diverging for non-compact
spatial slices. Since we will be examining a spatial slice with three torus topology this term
is zero in our model. If we now integrate Eq.(3.5) by parts we get
SEH [gµν ] =
1
8piG
∫
Σt
d3y
∫ t2
t1
dt
(
a1
d
dt
(a2a˙3) + a2
d
dt
(a3a˙1) + a3
d
dt
(a1a˙2)
)
(3.15)
=
1
8piG
∫
Σt
d3y
[
a1a2a˙3 + a1a˙2a3 + a˙1a2a3
∣∣∣t2
t1
−
∫ t2
t1
dt (a1a˙2a˙3 + a˙1a2a˙3 + a˙1a˙2a3)
]
so that we get for the full gravitational action, Eq.(3.14), (16piG)SG =
− 2
∫
M
(a1a˙2a˙3 + a˙1a2a˙3 + a˙1a˙2a3) d
4x + 4
∫
Σt2
(a1a2a˙3 + a1a˙2a3 + a˙1a2a3) d
3y
− 4
∫
Σt1
(a1a2a˙3 + a1a˙2a3 + a˙1a2a3) d
3y . (3.16)
The main result of this paper will be the derivation of this action from the EPRL-
FK/KKL spinfoam model in a reduced cosmological setting, where the contribution of the
bulk term vanishes for solutions due to the Einstein equation G00 = 0 (Hamilton function).
C. Ashtekar variables
Based on the formula ds2 = −dt2 + δijeiaejbdxa ∧ dxb we determine the triads for our
metric to be given by eia = ai(t)δ
i
a , i.e.
e11 = a1(t) , e
2
2 = a2(t) , e
3
3 = a3(t) . (3.17)
This allows us to calculate the spin connection Γia which we need for the Ashtekar variables
Aia = Γ
i
a + γK
i
a where K
i
a is given by K
i
a = e
b
iKab = h
bceicKab. But we know that the spin
connection vanishes for our flat spatial slice, so the three non-vanishing components of the
Ashtekar variables are simply given by the (classical) relation
Aia = γ a˙i(t)δ
i
a , (3.18)
where δia is the co-triad compatible with Minkowski space. The densitized triads E
a
i can
be calculated via Eai =
1
2
εabcεijke
j
be
k
c with the result
E11 = a2(t)a3(t) , E
2
2 = a1(t)a3(t) , E
3
3 = a1(t)a2(t) . (3.19)
D. Solution of the Bianchi I model
In this subsection we present the Kasner solution for the model under consideration. We
examine solutions to the equation
8piG
√
h C = a1a˙2a˙3 + a2a˙1a˙3 + a3a˙2a˙1 = 0 (3.20)
11
as our initial values. Using the Einstein equations in their Hamiltonian form one can
derive the time evolution of these initial values and by that construct the full spacetime
metric. Equivalently, one can also try to solve the Einstein equations directly. We will use
the second way by making the following ansatz
ai(t) = t
κi , a˙i(t) = κi t
κi−1 =
κi
t
ai(t) , a¨i(t) = κi(κi − 1) tκi−2 = κi(κi − 1)
t2
ai(t) .
(3.21)
By solving Gµν = 0, i.e. plugging our ansatz into Eq.(3.6), we find the following equations
for the exponents κi,
κ1κ2 + κ1κ3 + κ2κ3 = 0
(κ2 + κ3)
2 − κ2κ3 = κ2 + κ3
(κ1 + κ3)
2 − κ1κ3 = κ1 + κ3
(κ2 + κ1)
2 − κ2κ1 = κ2 + κ1 ,
(3.22)
which have a non-empty real solution space. So we ask without loss of generality what
are the functions κ2(κ1) and κ3(κ1) and the answer is
κ2(κ1) =
1
2
(
1− κ1 ∓
√
1 + 2κ1 − 3κ21
)
, κ3(κ1) =
1
2
(
1− κ1 ±
√
1 + 2κ1 − 3κ21
)
.
(3.23)
Since we want the exponents to be real one finds that κ1 ∈
[−1
3
, 1
]
and the most common
choice for the Kasner exponents is κ1 = −13 and κ2 = κ3 = 23 . However, note that we
can choose different exponents than those ones. Furthermore, one finds that all the Kasner
exponents satisfy
κ1 + κ2 + κ3 = κ
2
1 + κ
2
2 + κ
2
3 = 1 . (3.24)
IV. OUR MODEL
Our goal is to calculate the EPRL-FK/KKL spinfoam transition amplitude between two
coherent states, which are defined on a simple graph and are peaked on a classical anisotropic
geometry. We follow the proposal laid out in [4]: Take a single spinfoam vertex to connect
the two Daisy graphs, which carry the information about the geometry on two separate
spatial slices. An important advantage of our graph is the fact that we consider only closed
links, which leads to the cancellation of the gauge terms, and thus allows for an analysis
of the information coming from the geometric term. i.e. the SL(2,C) label, even for small
spins, thus we are able to sum over all spins. This summation leads to an ‘improved’
normalization, as we use the same approximation in both the character of the group element
and the amplitude calculation3.
In contrast to the first paper of this series we now relax the requirement of isotropy by
allowing for different coherent state labels for each link.
3 If one cancels the gauge term the vertex amplitude just reduces to a normal coherent state. The character
of the SL(2,C) element which for large spin reduces to the originally found term exp(−izj), but differs
for small spins. Taking the full character into account has the result that we don’t find a decreasing
transition amplitude for small volumes any more and thus can’t interpret our result as leading to a
singularity resolution any more neither in the anisotropic, nor in the isotropic case.
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FIG. 1: Cube and Daisy graph
We can specify the point in classical phase space where we want to peak our coherent
state as follows. First note that the holonomy is unitary, hl ∈ SU(2) and the flux El ∈ su(2).
Remembering the left polar decomposition of SL(2,C), i.e. g = Mu, we can define a coherent
state label Hl per link by [32, 56]
Hl = exp
(
i
El
8piG~γ
tl
)
hl [A] . (4.1)
The second decomposition of Hl uses two SU(2) elements h~nl and h~n′l which, analogously
to the SU(2) elements of the Perelomov coherent states, correspond to the transformation
of eˆz into ~nl and ~n
′
l. Furthermore, a complex number zl is used whose real part is associated
to the extrinsic curvature and its imaginary part is related to the area that is pierced by the
link l [32]
Hl = h~nl e
−izl σ
3
2 h−1~n′l , (4.2)
where we write zl = Re(zl)+i Im(zl) and σ
3 is the third Pauli matrix. We used Eq.(4.2) in
[4] to calculate the SL(2,C) elements for our coherent states. In this paper we will calculate
these elements using Eq.(4.1), cf. the comments following Eq.(4.25).
A. Approximations
For clarity of exposition, let us define the approximations we will make in performing
the calculation. We follow the structure of [1] in detailing these in terms of graph expan-
sion, vertex expansion and large-spin limits. The nature of these limits has been discussed
extensively in [57] to which we refer the reader for further discussion.
1. Graph
The graph we consider is the ‘Daisy graph’, consisting of a single node which is both
source and target to three links, 1. This graph is dual to a cube whose opposing faces have
been identified, and thus describes a compact spatial slice with three torus topology. In
contrast to [4] we shall allow independent spins on each link, thus breaking the isotropy of
the model, yet retaining its homogeneity. This is the simplest anisotropic graph4.
4 Local rotational symmetry can be enforced as a further simplification by forcing equality between two of
the three spins, however within GR this further restriction would yield only two possible solutions, and is
13
2. Vertex
We work at the first order in vertex expansion, corresponding to a tree-level diagram in
quantum field theory. The use of a single vertex is the subject of criticism in [57] though
it remains a central approximation in [1] and [9, 58]. Unlike usual field theories, the vertex
does not carry a coupling constant and thus indication of what physical limit is being taken
in truncating an expansion at this level. Hence, by one-vertex expansion we simply mean
that our spinfoam consists of just one vertex. In [59, 60] a simple, discretized model is used
to show that an expansion using a small number of vertices gives good agreement with the
continuum dynamics both classically and in the quantum regime. In [61] the sum of all
graphs which contribute at the one vertex level was given for the dipole graph. However,
fixing a boundary graph (motivated by a clear understanding of its dual representation)
leaves just a single spinfoam history at this level. In this work we will take a position
of agnosticism on this issue: We shall show that the first order in the vertex expansion
is sufficient to reproduce the classical dynamics of our system, and leave an investigation
of higher order corrections to future work. In [57] this approach was criticized further.
It was stated that the factorization of the amplitude can be traced to the single vertex
approximation and thus may prevent the evolution of degrees of freedom i.e. there will be
no significant dynamics. Given the results of [9] and this paper, both describing classically
dynamical solutions, we believe that this criticism, at least within a certain semiclassical
regime, is no longer justified. This can be compared with the findings of [62].
3. Spins
In previous works [1, 5, 58, 61] the large spin approximation has played a significant role,
with large spins being taken to mean semi-classical behaviour. However, as will be shown
below, in our scenario this is unnecessary within the previously mentioned approximations,
meaning, that we can calculate the full contribution without resorting to the large spin
approximation. The reason is that due to the one-node structure of the Daisy graph the
gauge part of the amplitude cancels and thus there is a reduction to simple coherent states
for which one can calculate the heat kernel similar to the calculation of the norm of these
states. However, as we will see, this comes with its own problems and its relevance for the
general theory is unclear.
B. Construction of the transition amplitude
Now we assume that our spinfoam is made up from just one vertex. We can then simplify
Eq.(2.25) by assuming that the holonomy hf is just a product of bulk holonomies hvl and
link holonomies hl so that by integrating over the bulk holonomies they peak on the hl.
Thus we get
〈W |Ψ〉 =
∑
σ
∫
SU(2)
dhl Av(hl) ΨHl(hl) =
∑
σ
Av(Hl) , (4.3)
therefore not very interesting from a cosmological viewpoint.
14
where we have used for the second equality that the coherent state ΨHl(hl) peaks hl
on Hl. Following the procedure of [5] we restrict the calculation of Eq.(4.3) to a single
spinfoam history. This step was further motivated in [4] by our interest of the classical limit
of Eq.(2.25) and thus we are looking, in some sense, for the spinfoam which corresponds to a
classical trajectory. Then we can use Eq.(2.23) for the vertex amplitude in the holomorphic
representation. By this we follow [5] but point out that it was argued in [63] that the face
amplitude is given by dj = 2j + 1. Using now Eq.(2.26), i.e. we assume our boundary state
to factorize as Ψ = |Ψout〉 ⊗ |Ψin〉, and also Eq.(4.2) we can write the transition amplitude
as
W (~zout, ~zin) = Aoutv (Hl(z))A
in
v (Hl(z)) . (4.4)
where in our case the number of links is 6 for the whole graph (two Daisy graphs) and
l = 3 for each single component.
C. Holonomies and fluxes
1. Holonomies
In order to calculate the holonomies and the fluxes, using the classical input provided
in section III, we consider our cube with one node at its center and with respective edge
lengths Li, i ∈ {1, 2, 3}. The metric of this 3d spatial slice is given by the induced metric
hab and the scale factors ai(t). Now, let us calculate the holonomy for the first link l1
hl1 [A] = P exp
(∫
l1
A
)
. (4.5)
For a path e, which is composed of two sub-paths e = e2 ◦ e1, the holonomy has the
following property:
he [A] = he2◦e1 [A] = he2 [A]he1 [A] . (4.6)
Thus, for our link l1 we will calculate the holonomy for the half way from O = (0, 0, 0)
to P1 = (
L1
2
, 0, 0) and then from P2 = (−L12 , 0, 0) back to O, (torodial topology or periodic
boundary conditions). We say l1 = l
′′
1 ◦ l′1 and use the following parametrisations
l′1 : s 7→
s0
0
 , l′′1 : s 7→
−L12 + s0
0
 , (4.7)
with s ∈ [0, L1
2
]
. Now, the Ashtekar connection is given by A = Aiaτ
idxa with τ i = − i
2
σi,
where σi are the Pauli matrices. We have
dx(l′1(s))
ds
ds = ds ,
dy(l′1(s))
ds
ds =
dz(l′1(s))
ds
ds = 0 (4.8)
and thus we get (remember that the Ashtekar connection is diagonal for our model,
Eq.(3.18), and thus the sum over the internal index is reduced to i = 1)
hl′1 [A] = P exp
(∫ L1
2
0
A11τ
1ds
)
. (4.9)
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Now, because the connection A does not change along l′1, i.e. is independent of the spatial
coordinates, we can drop the path-ordering symbol P which leads to
hl′1 [A] = exp
(
A11τ
1
∫ L1
2
0
ds
)
= exp
(
A11τ
1L1
2
)
(4.10)
Using Eq.(3.18) for the components of the Ashtekar connection we find A11 = γa˙1. Thus,
we get
hl′1 [A] = exp
(
−i γL1a˙1
2
σ1
2
)
(4.11)
and analogously one finds for l′′1
hl′′1 [A] = exp
(
−i γL1a˙1
2
σ1
2
)
. (4.12)
This gives us the following result for the holonomy along l1
hl1 [A] = hl′′1 [A]hl′1 [A] = exp
(
−i γL1a˙1 σ
1
2
)
. (4.13)
With a similar procedure we get for the links l2 and l3
hl2 [A] = exp
(
−i γL2a˙2 σ
2
2
)
and hl3 [A] = exp
(
−i γL3a˙3 σ
3
2
)
. (4.14)
Thus we find holonomies corresponding to the extrinsic curvatures of our faces5.
2. Fluxes
Let us now calculate the flux of the densitized triads, whose components we have calcu-
lated in Eq.(3.19), through the faces of our cube. We use Eq.(2.3)
E(Sl) =
∫
Sl
(∗E)jnj , (4.15)
where ∗ denotes the Hodge dual, which converts our vector E into a 2-form, (dim(Σ) = 3),
and nj = niτ i is a su(2) valued scalar smearing function [40]. We have the following
definitions
(∗E) = (∗E)jτ j = (∗E)ja1a2dxa1 ∧ dxa2τ j , (∗E)ja1a2 = εaa1a2Eaj . (4.16)
5 Note that our calculation of the holonomies (or the fluxes) does not resort to a toroidal topology. So at this
point there is no difference whether we imagine a 6-valent node with six open links and periodic boundary
conditions or a 6-valent node with three closed links. The reason why we consider toroidal topology is
connected to the spinfoam vertex expansion. In this way we can easily forget about taking further nodes of
a larger cubical lattice into account which would complicate the calculations. This problem is also related
to the question of how to coarse grain over larger (boundary) graphs which carry the same information,
as in a homogeneous setting for example. The first picture with open links seems to be closer to the
canonical approach of [64, 65].
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which allow us to calculate
(∗E)j = 2E3j dx1 ∧ dx2 + 2E1j dx2 ∧ dx3 + 2E2j dx3 ∧ dx1 . (4.17)
By use of Eq.(3.19) for the components of the densitized triad we get for the first face
S1, which is dual to l1
E1(S1) =
∫
S1
2E11τ
1 dx2 ∧ dx3 = 2E11τ 1
∫ L3
2
−L3
2
∫ L2
2
−L2
2
dydz = −2iE11L2L3
σ1
2
. (4.18)
Since also the triad is diagonal the only smearing function used for S1 is n
1 = τ 1 and
the terms proportional to E22 and E
3
3 give zero for S1. Applying the same procedure to the
other two links and using Eq.(3.19) we find the following results for the fluxes
E1(S1) = −2i L2L3a2a3 σ
1
2
, E2(S2) = −2i L1L3a1a3 σ
2
2
, E3(S3) = −2i L1L2a1a2 σ
3
2
.
(4.19)
Thus our fluxes are proportional to the areas of the faces through which the edge passes.
Making use of the polar decomposition, Eq.(4.1), we get our SL(2,C) elements
Hl(zl) = exp
(
i
El
8piG~γ
t
)
hl [A] = exp
(
−izlσ
l
2
)
, (no summation over l) (4.20)
where we have defined the complex number zl which is given for l1 as
z1 = Re(z1) + i Im(z1) = γL1a˙1 + i
L2L3a2a3t
4piG~γ
(4.21)
and the elements for l2 and l3 look analogously (permutation of {1, 2, 3}). Note that due
to our graph we don’t sum over l in Eq.(4.20) and thus this model corresponds to a subspace
of all admissible holonomies which is very similar to the procedure in the canonical quantum
reduced model of [64, 65]. Now we know how to evaluate Eq.(4.20) in the canonical basis
|j,m〉 for all three links via an analytic continuation of the ordinary Wigner matrices where
one can use for l1 the following relation
e−i
pi
2
σ3
2 eiα
σ1
2 ei
pi
2
σ3
2 = eiα
σ2
2 . (4.22)
This allows us to determine for all three links the Wigner matrix elements. We notice that
the coherent state labels obtained in the above section using Eq.(4.1) are slightly different
from the labels we obtained in [4] using Eq.(4.2). However, one finds that both labels lead to
the same normalization. Also we find that both labels lead to the same result in the limit of
large Im(z). In the following section we will show which problem arises for these old labels
for the links l1 and l2 as calculated by Eq.(4.2).
D. Amplitude
Now let us collect everything together to calculate the transition amplitude Eq.(4.4) for
our simple anisotropic model. Using the factorization of our amplitude we focus on just
the incoming Daisy graph, which corresponds to Ainv (Hl(z)), given by Eq.(2.23), with three
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links and the SL(2,C) elements from Eq.(4.20). Then we have to normalize the amplitude
as explained in Eq.(2.27). As shown in the appendix, Eq.(B25), the norm Eq.(2.17) is equal
for all three links and given by
∥∥ψtHi∥∥2n=0 = 4√pi et/4t3/2 Im(zi)sinh(Im(zi)) e Im(zi)2t . (4.23)
As has been previously noted, the fact that our graph has just one node and thus the
source and target node for all three links are the same, leads to the simplification of the
gauge contribution, i.e. Gs(l)G
−1
t(l) = I, as s(l) = t(l)
6. Following [44] we also have to drop
one gauge integral so we are left with the following factor which characterizes our incoming
geometry
W (z1, z2, z3) = A
in
v (Hl(zl)) =
3∏
l=1
∑
2j∈N0
(2j + 1) e−
t
2
j(j+1) Tr(D(j)(Hl(zl))) . (4.24)
It is interesting to note here that with the approximations used so far (one-vertex spin-
foam, just one spinfoam history, one node boundary graphs) the expression for the transition
amplitude reduces to a product of two simple (gauge-variant) coherent states (or two delta
functions), peaked at the Hl and evaluated at the identity. This observation has the re-
markable consequence that we do not require the large spin approximation which has been
used in all the spinfoam cosmology investigations thus far. We can evaluate the character
appearing in Eq.(4.24) explicitly using Eq.(2.20). For ease of comparison between this work
and those prior, let us first make use of the large spin approximation, which means that
we approximate the trace by exp(−izlj). This result can be easily reproduced from the full
character, as we will show below. We will see that this is indeed a good approximation for
the classical limit and the result is only changed for small spins.
At this point we deviate from the SL(2,C) labels used in [4], i.e. the ones calculated
using Eq.(4.2), cf. Eq.(A1) and Eq.(A2). As we mentioned earlier, we recover the same
normalization with those label and we can also apply the large spin approximation, as was
done in [4], and get the same result. However, using Eq.(2.20) and Eq.(2.21) we find for the
character of Hold1 (z1) and H
old
2 (z2)
χj(H
old
1 ) = χj(H
old
2 ) =
i(2j+1) − i−(2j+1)
i− (−i) = sin ((2j + 1) pi/2) (4.25)
because for those labels we have Tr(Hold1 ) = Tr(H
old
2 ) = 0 which leads to λ = i. This
means that despite the labels Eq.(A1) and Eq.(A2) initially depend on arbitrary z1 and z2
the character fixes them to z1 = z2 = pi. Thus, the ‘old’ labels are not equivalent to our
new labels and somehow carry less information. In this sense we would consider the new
labels as the correct physical ones for our model. Note again, that this difference doesn’t
play a role in the large spin, respectively the large Im(z1), Im(z2) limit. Furthermore we
believe that the failure of the old labels is not a general problem of those states but merely
a degeneracy, related to the fact that the scalar product between two Perelomov coherent
6 Note that in our model Gs(l)G
−1
t(l) = I is a result of our special graph structure but that in more general
situations Gs(l)G
−1
t(l) ≈ I holds for small boost angles, as shown in [62].
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states, which are peaked on anti-parallel normals, vanishes. On the level of the transition
amplitude the factors corresponding to the first two links are suppressed when using the old
labels. They reduce to non-zero numerical factors and thus do not matter for the amplitude.
Henceforth we will thus focus on the improved labels calculated in Eq.(4.20) which take into
account the entire spin contribution. We can now follow our explanation from [4] how to
approximate the trace for large Im(z) or observe that for the labels from Eq.(4.20) we have
H1(z1) = e
−iz1 σ12 =
(
cos
(
z1
2
) −i sin ( z1
2
)
−i sin ( z1
2
)
cos
(
z1
2
) ) (4.26)
H2(z2) = e
−iz2 σ22 =
(
cos
(
z2
2
) − sin ( z2
2
)
sin
(
z2
2
)
cos
(
z2
2
) ) (4.27)
H3(z3) = e
−iz3 σ32 =
(
e−
iz3
2 0
0 e
iz3
2
)
(4.28)
Now using Eq.(2.20) and Eq.(2.21) we find explicitly that all three links give the same
contribution and we also find how to reproduce the result from the large Im(z) approximation
χj(Hi) = Tr(D(j)(Hi(zi))) = e
i(2j+1)zi/2 − e−i(2j+1)zi/2
eizi/2 − e−izi/2 =
sin ((2j + 1) zi/2)
sin (zi/2)
≈ −e
−i(2j+1)zi/2
−e−izi/2 = e
−izij , Im(zi) 1 (4.29)
Thus, we find for Eq.(4.24) the result
W (z1, z2, z3) =
3∏
l=1
∑
2j∈N0
(2j + 1) e−
t
2
j(j+1)−izlj , (4.30)
This is simplified through a gaussian approximation yielding the following result
W (z1, z2, z3) =
3∏
l=1
√
8pi
t3/2
(−izl) exp
(
(t/2 + izl)
2
2t
)
. (4.31)
Making use of the normalization presented in Eq.(4.23) allows us to calculate the nor-
malized amplitude following Eq.(2.27).
Av(Hl)norm. =
W (z1, z2, z3)∥∥ψtH1∥∥2 ∥∥ψtH2∥∥2 ∥∥ψtH3∥∥2 =
W (z1)W (z2)W (z3)∥∥ψtH1∥∥2 ∥∥ψtH2∥∥2 ∥∥ψtH3∥∥2 (4.32)
We can now focus on one factor to find
W (zi)∥∥ψtHi∥∥2 =
√
8pi (pi−ici)
t3/2
exp
(
1
2t
(
t2
4
+ it(ci + ipi)− (ci + ipi)2
))
4
√
pi et/4
t3/2
pi
sinh(pi)
e
p2
i
t
, (4.33)
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where we have defined zi = ci + ipi . Now, since we used the large Im(zi) approximation
in Eq.(4.29) we also have to approximate
sinh(pi) =
epi − e−pi
2
≈ e
pi
2
, pi  1 . (4.34)
The application of the large spin limit in the calculation of the amplitude but not for the
normalization, which is a feature of spinfoam cosmology work to date, leads to the dropping
of the transition amplitude which we have interpreted as the singularity resolution [4]. To
apply the analysis consistently one should either use the large Im(z) approximation for both
character and within the sinh(p) or one uses the full sinh(p) and takes the full character
into account, and then uses a numerical analysis instead of the gaussian approximation.
Since the resolution of singularities within prior work was based upon taking the large spin
approximation at the level of the transition amplitude but not the normalization, it is unclear
whether such results will occur within the refined calculation in which the approximation is
applied even-handedly or the full context7. Taking this into account we find for Eq.(4.33)8
W (zi)∥∥ψtHi∥∥2 =
1√
8
exp
(
pi
2
− p
2
i
2t
− c
2
i
2t
− t
8
+ i
ci
2
− i cipi
t
)
=
1√
8
exp
(
i
~
SG[ci, pi]
)
, (4.35)
where we have defined
SG[ci, pi] = ~
ci
2
− ~ cipi
t
− i~
(
pi
2
− p
2
i
2t
− c
2
i
2t
− t
8
)
. (4.36)
If we now use this for the normalized amplitude, Eq.(4.32) we find
Av(Hl)norm. =
1
83/2
exp
(
i
~
SG[c1, p1, c2, p2, c3, p3]
)
(4.37)
where the real and the imaginary part of the action is given by
Re(SG) = −~
t
(c1p1 + c2p2 + c3p3) +
~
2
(c1 + c2 + c3) (4.38)
7 If one is willing, despite these arguments, to take the full sinh-contribution into account and use the
large Im(z) approximation in the numerator one would find a decreasing behaviour of this amplitude for
small scale factors which, along the lines of [4], could be interpreted as a singularity resolution also in
the anisotropic case. Recent work [17] however seems to suggest that singularity resolution might be a
generic feature in spinfoam theory.
8 Note that we have neglected a factor of
(
1− i cipi
)
in front of Eq.(4.35) for the following reason. Using
the scaling behaviour with respect to ~, following from Eq.(4.21), which does not depend on the specific
holonomies and fluxes we are using, we find that cipi ∝ ~ and thus vanishes for ~→ 0. Even if we include
it in the action, it wouldn’t change our final result since it would give a logarithmic contribution to the
action.
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Im(SG) = − ~
2
(
p1 + p2 + p3 − p
2
1 + p
2
2 + p
2
3
t
− c
2
1 + c
2
2 + c
2
3
t
− 3t
4
)
(4.39)
and if we reinsert the expression for the real and imaginary part of zi found in Eq.(4.21),
i.e. c1 = γL1a˙1 and p1 =
L2L3a2a3t
4piG~γ , we get
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Re(SG) = −L1L2L3
4piG
(a˙1a2a3 + a1a˙2a3 + a1a2a˙3) +
~γ
2
(L1a˙1 + L2a˙2 + L3a˙3) . (4.40)
By writing Vol(Σt) =
∫
Σt
√
h d3y = a1a2a3L1L2L3 for a cube with edge lengths Li and
using Eq.(3.12) we can rewrite the first term of Eq.(4.40) using
a1a2a3L1L2L3
(
a˙1
a1
+
a˙2
a2
+
a˙3
a3
)
=
∫
Σt
√
hK d3y , (4.41)
which is the boundary term Eq.(3.7). Consider now Eq.(4.4) for the full amplitude
between our initial and final state
W (~zout, ~zin) = Aoutv (Hl(z))A
in
v (Hl(z)) . (4.42)
and note the complex conjugation of the first factor, [41, 42]. Using now Eq.(4.37) we
find for the normalized amplitude
A(Houtl , H inl ) =
1
83
exp
(
i
~
SG[z
out
l , z
in
l ]
)
(4.43)
with
SG[z
out
l , z
in
l ] =
1
4piG
∫
Σout
a˙1a2a3 + a1a˙2a3 + a1a2a˙3 d
3y (4.44)
− 1
4piG
∫
Σin
a˙1a2a3 + a1a˙2a3 + a1a2a˙3 d
3y + quantum corrections + imaginary part,
which is the main result of this work. If we neglect the quantum corrections and the
imaginary part for the moment and recall the classical action from section III, Eq.(3.16),
SG = − 1
8piG
∫
M
(a1a˙2a˙3 + a˙1a2a˙3 + a˙1a˙2a3) d
4x (4.45)
+
1
4piG
∫
Σt2
(a˙1a2a3 + a1a˙2a3 + a1a2a˙3) d
3y − 1
4piG
∫
Σt1
(a˙1a2a3 + a1a˙2a3 + a1a2a˙3) d
3y ,
we find that we recover exactly the classical Hamilton function of the Bianchi I spacetime
under consideration, which is exactly what to expect. This means, the action is evaluated
9 Note that in the deep quantum regime the classical relation Eq.(3.18) is altered in LQC. The Hubble
rate is given H1 ≡ a˙1a1 = 12λγ (sin(µ¯1c1 − µ¯2c2) + sin(µ¯2c2 + µ¯3c3) + sin(µ¯1c1 − µ¯3c3)) and the relation
ci = γL1a˙i is only recovered in the classical limit sin(x) ≈ x. The µ’s are given by µ¯1 = λ/L1a1 and
λ ∝ LP . Since we are looking for the classical limit of our model using Eq.(3.18) is justified.
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on solutions of the field equations and thus the bulk term vanishes (for Λ = ρ = 0). What is
left are the boundary terms for the initial and the final slice, i.e. the boundary data which
select a specific classical trajectory. Now, what do we get if we insert the Kasner solution
into the boundary terms? Using κ1 + κ2 + κ3 = 1 one finds that the integrand is identically
(for all t > 0) unity:
a˙1a2a3 + a1a˙2a3 + a1a2a˙3 = κ1t
κ1−1tκ2tκ3 + κ2tκ1tκ2−1tκ3 + κ3tκ1tκ2tκ3−1 = 1 (4.46)
and thus the (classical) Hamilton function vanishes for the Kasner solution. Since we
know the solution of the equations of motion one can also give a relation between the initial
and final scale factors and their derivatives:
aouti =
(
tout
tin
)κi
aini , a˙
out
i =
(
tout
tin
)κi−1
a˙ini (4.47)
which does not conflict with Eq.(4.46) as one can easily show. More importantly though,
this showes that to leading order the Hamilton function is (again) a sum of an initial and
final contribution and thus the factorization of the amplitude can be justified in hindsight.
Now, what about the quantum correction term coming from Eq.(4.40)
− ~γ
2
(L1a˙1 + L2a˙2 + L3a˙3)
out +
~γ
2
(L1a˙1 + L2a˙2 + L3a˙3)
in ? (4.48)
Note first the proportionality with respect to the Barbero-Immirzi parameter. There are
two interesting statements one can make, first that for vanishing γ, which would correspond
to a non-quantized geometry, the quantum correction vanishes, and second, for imaginary
γ (self-dual Ashtekar connection) this part belongs to the imaginary part of the action and
cannot be interpreted as a first quantum correction. Another argument for complex γ was
put forward in [66]. However, if we stick to real, non-zero γ and overlook these unconven-
tional cases the following questions arises: what is the modified (effective) dynamics that
arises from this quantum corrected model? At this point it is tempting to make compar-
isons with LQC, the highly successful canonical counterpart to our theory. However, at
this stage such a comparison would run into immediate difficulties. The primary problem
is that our model does not consist of a complete expansion in some small parameter, such
as ~, and therefore we do not know if further terms would dominate those so far obtained.
Furthermore the additional boundary terms do not contribute to an effective bulk action,
since they are total derivatives. Eq.(4.46) will be altered by the inclusion of this term, and
therefore there will be modifications to the Kasner solution. If we model such modifications
as a′i = ai + i we find that satisfying the modified equation at all times would require
i to grow as an inverse power of t as t → 0 quickly breaking any perturbative scheme.
We therefore believe that these terms will not constitute the basis for comparison with the
Bianchi I models of [67] (and references therein). Thus, we believe that the most promising
path would be to really compare the probabilities for the transitions from one state to an-
other as predicted by LQC and spinfoam cosmology which should be possible numerically.
Furthermore, given the rather simple structure of our quantum correction we believe it’s
very important to understand how our results change after a refinement of the spinfoam
2-complex or avoiding factorizing amplitudes before trying to talk about a possible effective
dynamics. Qualitatively, these problems seem to be related to the two limits in spinfoam
theory, small curvature and low energy (related to large spins) as summarized in [68].
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Now, lets get to the imaginary part. In a general context the appearance of an imaginary
action might seem puzzling at first sight, however, it is by now a long known phenomenon
in general relativity. It dates back to the calculations on Euclidean (Wick rotated) black
holes [69] and in the context of finite boundaries (in Lorentzian spacetimes) it is now well
know that this term is generic. In [70] it was first discussed for null-bounded regions in
the second order formalism and then generalized to arbitrary finit spacetime regions with
arbitrary causal boundaries in the first order formalism, [66, 71]. The general result for
the imaginary part of the on-shell action of the Einstein-Hilbert action plus York-Gibbons-
Hawking boundary term for finite Lorentzian spacetime regions is [71]
Im(S) =
1
4
∑
flips
σflips , (4.49)
where σflips is given by A/(4G) with A being the flip-surface, i.e. the surface where
the normal of the boundary changes from timelike to spacelike or vice versa. This results
from a carful analysis of the York-Gibbons-Hawking-boundary term for finite regions and
an analytic continuation of the boost angle, thus leading to a contribution of −ipi/2 every
time the boundary normal ‘flips’. In case one just deals with a finite region bounded by
spacelike and timelike boundaries the flip surfaces reduce to (non-differentiable) corners. In
this case one finds that
Im(S) =
A0
8G
, (4.50)
with A0 being the area of the ‘null-corner’. Now, let us recall Eq.(4.39)
Im(SG) = − ~
2
(
p1 + p2 + p3 − p
2
1 + p
2
2 + p
2
3
t
− c
2
1 + c
2
2 + c
2
3
t
− 3t
4
)
. (4.51)
We point out that the two quadratic terms result from our work with coherent states.
This means, these are the terms which are responsible that the states are sharply peaked
on the ci and pi variables
10. Thus, we neglect them in this analysis11, together with the last
term, which gives merely a phase. We are thus left with the term linear in the pi variables
and by rewriting them in terms of the scale factor and edge lengths we find (factoring out
the 1/G as in Eq.(4.50)) indeed that the relevant term has dimension of an area
− ~
2
(p1 + p2 + p3) = − t
8piGγ
(L2L3a2a3 + L1L3a1a3 + L1L2a1a3) . (4.52)
These are of course very heuristic ideas and we leave a more detailed analysis for future
research. For example in [66] it was pointed out, that only for γ = ±i one achieves a
correspondence between the classical action for the 4-Simplex and the asymptotic result of
the EPRL-FK model. But since we have neglected the quadratic terms and furthermore
haven’t really taken the timelike boundaries into account a real comparison between the two
results is questionable. However, we think that a suitable generalization of our model has
the potential to clarify some of these interesting questions.
10 In prior work [4, 5, 9] the normalization was chosen such that both the linear and the quadratic terms in
the pi variables do not appear. We think that our analysis of the imaginary term is in favour of the way
we normalize the amplitude.
11 One finds that the term proportional to p2 has dimension of area squared whereas the term proportional
to c2 has dimension of area−1.
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V. DISCUSSION
In this paper we analysed the dynamics of a homogeneous and anisotropic vacuum cos-
mology within the spinfoam formalism. We used coherent quantum states, defined on a
simple graph adapted to the symmetries of a classical Bianchi I model, to calculate the
EPRL-FK/KKL transition amplitude to first order in the vertex expansion and showed that
the result is in accordance with the classically expected Hamilton function. Additionally
we also find first quantum corrections and an imaginary term of the action which carries
the right dimensions compared to the findings of [70, 71]. Overall, this is a crucial test
of the spinfoam formalism in the cosmological context. It is entirely conceivable that the
result could have shown an inconsistency, casting doubt on the foundations of the subject
or the approximations used. Here we reproduce a non-trivial dynamical state by probing an
anisotropic geometry with the Daisy graph. Through a detailed calculation of the transition
amplitude we recover exactly the boundary term of the gravitational action on the initial and
final slices. Note that the absence of matter means that at the classical level there should be
no contribution from the bulk. Furthermore, the choice of a graph with a single node, which
forms the source and target for all links, and the resultant cancellation of the SL(2,C) group
elements allowed us to investigate some of the questionable issues of prior work in spinfoam
cosmology in more detail. First of all, we can explicitly evaluate the character and thus sum
over the all spins12, removing the need for a large spin limit. This seems to support the
idea that the large spin limit is not equivalent to the classical limit in general but depends
on the regime where it is applied and is thus merely a certain scaling limit. Thus we con-
clude that the large spin approximation is not the semiclassical approximation to dynamics.
This indicates that the tree level graph gives classical behaviour, and (further) quantum
corrections are to be found by looking at higher orders in the vertex expansion. This point
was also mentioned in [58]. Understandably, the cancellation of group elements and the
subsequent reduction of the amplitude to a product of two coherent states comes with its
own problems. Nonetheless, this simplification led us to the realization that it is necessary
to choose a different normalization. With this normalization we are closer to ordinary QFT
and also find a term in the complex action which has the correct dimension of an area and
which would have not been found using the normalization method of prior papers. A key
difference between the normalizations is that with the newer choice the evidence of singular-
ity resolution is not present. In [4] the normalization suppressed states with small volumes,
which we interpreted as singularity resolution. However, with the improved normalization,
these states reappear which indicates that this resolution was due to the normalization used,
not underlying quantum dynamics, cf. also footnote 4.
Another main point of criticism about previous calculations in spinfoam cosmology was
the factorization of the amplitude, [57]. Concerning this issue let us make the following
remarks. First, the factorization is not necessarily a feature of the one vertex expansion but
of not taking the face amplitude in Eq.(2.25) properly into account. This means that by
considering larger boundary graphs one can even at the one vertex level recover the missing
integration by a detailed analysis of the face amplitude δ(hf ) in Eq.(2.25). This will be of
importance in follow up work. Secondly, since we are able to reproduce a classically dynami-
cal spacetime, it seems that this factorization is not in conflict with such scenarios. However,
12 This summation becomes accessible numerically, in this work we still used a gaussian approximation to
derive our results.
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our analysis at the classical level does not answer questions about the propagation of quan-
tum degrees of freedom. We are explicitly working with coherent states, sharply peaked
on boundary data of classical solutions, the bulk term vanishes identically (in vacuum) and
thus the factorization can always be justified from the classical division into a initial and
final boundary term, cf. Eq.(3.16). This problem also becomes apparent by noting that our
amplitude reduces to a product of two coherent states. Comparing this with propagators in
standard QFT it is clear that we are missing an integration. Now, the lesson to learn here
is that this is a problem not just of our Daisy graph model but also the Dipole model and
that for future investigations larger graphs, which allow for a proper inclusion of the face
amplitude, and thus make up for the missing integration, are mandatory if one wants to
take spinfoam cosmology seriously. It took the great simplicity of our model to realize this
issue.
Additionally to these more ‘structural questions’, such as the use of the correct normal-
ization, a more detailed investigation of the imaginary part, the missing integration or the
treatment of more complicated graphs and spinfoams, we believe that it is of particular
importance to find ways of how to match such covariant quantum cosmological models with
real world physics. This means, given a certain amplitude, how can one compare it to ob-
servations in our universe? In [4] we have already mentioned that, given an initial state of
the universe, one could consider a random walk in the space of scale factors with transi-
tion probabilities as described by the distribution obtained from the quantum amplitude.
However, in order to make contact with the observable universe and the precise models of
cosmology which fit observations well, spinfoam models must be made to include matter.
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Appendix A: The old coherent state labels
In [4] we have calculated the labels of our coherent states using Eq.(4.2) and got the
following results
Hold1 (z) = −i
(
sin
(z
2
)
σ3 + cos
(z
2
)
σ2
)
=
(−i sin ( z
2
) − cos ( z
2
)
cos
(
z
2
)
i sin
(
z
2
) ) , (A1)
Hold2 (z) = i
(
cos
(z
2
)
σ1 − sin
(z
2
)
σ3
)
=
(−i sin ( z
2
)
i cos
(
z
2
)
i cos
(
z
2
)
i sin
(
z
2
)) , (A2)
Hold3 (z) =
(
e−i
z
2 0
0 ei
z
2
)
. (A3)
As explained in the main text one notices that for l1 and l2 these have vanishing trace
which renders them not good labels if one takes the whole character into account. However,
if one applies the large Im(z) approximation these labels give the same result as the ‘good’
labels which were calculated using Eq.(4.1).
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Appendix B: Calculation of the norm of the coherent states
In this section we calculate the (gauge-variant) scalar product of two heat kernel coherent
states following closely [34]. We will use the familiar coherent states given by Eq.(2.12)
and if we consider two such states with labels g, g′ ∈ SL(2,C), each having a (left) polar
decomposition as g = Mu with M hermitian and u unitarty we can write their scalar product
as〈
ψtg|ψtg′
〉
=
∫
SU(2)
dhψtg(h)ψ
t
g′(h)
=
∑
2j,2k∈N0
(2j + 1)(2k + 1) e−
t
2
j(j+1)e−
t
2
k(k+1)
∫
SU(2)
dhTrj(gh−1) Trk(g′h−1) . (B1)
One can now write the traces in the above equation in a basis, insert a unity between the
coherent state labels and the argument and use the unitarity and the orthogonality relation
of the Wigner matrices to show that∫
SU(2)
dhTrj(gh−1) Trk(g′h−1) =
δjk
(2j + 1)
Trj(g
†g′) , (B2)
which gives for Eq.(B1)〈
ψtg|ψtg′
〉
=
∑
2j∈N0
(2j + 1) e−tj(j+1) Trj(g†g′) . (B3)
If we use now g† = u†M † = u−1M and the cyclicity of the trace we get
Trj(g
†g′) = Trj(MM ′h−1) with h = uu′−1 (B4)
from which the final expression 〈
ψtg|ψtg′
〉
= ψ2tMM ′(h) (B5)
follows. From this we get for the norm (squared) of a heat kernel coherent state (for
which g = g′) ∥∥ψtg∥∥2 = 〈ψtg|ψtg〉 = ψ2tM2(1) . (B6)
Let us now calculate the norm explicitly. We use Eq.(B3) and also our knowledge that
every character of g ∈ SL(2,C) can be written as
Trj(g) =
λ(2j+1) − λ−(2j+1)
λ− λ−1 (B7)
with λ = x+
√
x2 − 1 and x = a+d
2
. Using λ− λ−1 = √x2 − 1 we find
〈
ψtg|ψtg
〉
=
1√
x2 − 1
∑
2j∈N0
(2j + 1) e−tj(j+1)
(
λ(2j+1) − λ−(2j+1)) . (B8)
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Now define (2j + 1) = n , which allows us to write
〈
ψtg|ψtg
〉
=
e
t
4√
x2 − 1
∑
n∈N
n e−
t
4
n2
(
λn − λ−n) = e t4√
x2 − 1
∑
n∈Z
n e−
t
4
n2 λn . (B9)
The sum can now be calculated using the Poisson summation formula, which states that
for a continuous Schwartz function f with Fourier transform fˆ the following holds.∑
n∈Z
f(n) =
∑
k∈Z
fˆ(k) . (B10)
Our function f(x) = x e−
t
4
x2 λx is obviously a Schwartz function, so we calculate its
Fourier transform.
fˆ(k) =
∫ ∞
−∞
f(x) e−2piikx dx = e
(ln(λ)−2piik)2
t
∫ ∞
−∞
x e
−
(√
t
4
x− (ln(λ)−2piik)√
t
)2
dx (B11)
and by use of the following transformation
y =
√
t
4
x− (ln(λ)− 2piik)√
t
, x =
√
4
t
(
y +
(ln(λ)− 2piik)√
t
)
, dx =
√
4
t
dy (B12)
we find
fˆ(k) =
4
√
pi
t3/2
(ln(λ)− 2piik) e (ln(λ)−2piik)
2
t . (B13)
Thus, the final result is
〈
ψtg|ψtg
〉
=
4
√
pi
t3/2
e
t
4√
x2 − 1
∑
k∈Z
(ln(λ)− 2piik) e (ln(λ)−2piik)
2
t = ψ2tM2(1) (B14)
and we can calculate the normalization of our new coherent state labels
g1 = e
−iz1 σ12 =
(
cos
(
z1
2
) −i sin ( z1
2
)
−i sin ( z1
2
)
cos
(
z1
2
) ) , g2 = e−iz2 σ22 = (cos ( z22 ) − sin ( z22 )sin ( z2
2
)
cos
(
z2
2
) ) , (B15)
g3 = e
−iz3 σ32 = diag
(
e−
iz3
2 , e
iz3
2
)
. (B16)
So we first have to find their polar decomposition gi = Miui , which is simple because
we have their explicit Wigner representation in terms of exponentiated Pauli matrices. We
know how to calculate M and u, namely
M1 =
(
g1g
†
1
) 1
2
=
(
e−i(z1−z¯1)
σ1
2
) 1
2
= eIm(z1)
σ1
2 , (B17)
u1 = M
−1
1 g1 = e
− Im(z1)σ12 e−z1
σ1
2 = e−iRe(z1)
σ1
2 (B18)
(same result for g2 and g3) and thus find the following matrices
M1 =
cosh( Im(z1)2 ) sinh( Im(z1)2 )
sinh
(
Im(z1)
2
)
cosh
(
Im(z1)
2
) , M2 =
 cosh( Im(z2)2 ) −i sinh( Im(z2)2 )
i sinh
(
Im(z2)
2
)
cosh
(
Im(z2)
2
)  , (B19)
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M3 = diag
(
e
Im(z3)
2 , e−
Im(z3)
2
)
. (B20)
In order to calculate the norm, we have to square these matrices with the result, that you
just replace Im(zi)
2
by Im(zi) . Then we conclude that for all three links we have the same
M2 ⇒ x = a+ d
2
= cosh (Im(zi)) and (B21)
λ = x+
√
x2 − 1 = cosh (Im(zi)) + sinh (Im(zi)) = eIm(zi) (B22)
and hence √
x2 − 1 = sinh (Im(zi)) and ln(λ) = Im(zi) , (B23)
which leads to the following result for Eq.(B14)
〈
ψtgi |ψtgi
〉
=
4
√
pi
t3/2
e
t
4
sinh (Im(zi))
∑
k∈Z
(Im(zi)− 2piik) e
(Im(zi)−2piik)2
t . (B24)
And if we just take the term k = 0 in the sum we have
〈
ψtgi|ψtgi
〉
=
4
√
pi e
t
4
t3/2
Im(zi)
sinh (Im(zi))
e
Im(zi)
2
t , (B25)
which is the norm we have used in the main text. The restriction to k = 0 is justified by
the fact that the terms with k 6= 0 are exponentially supressed as can be seen upon rewriting
the sum in Eq.(B24) as∑
k∈Z
(pi − 2piik) e
(pi−2piik)2
t = pi e
p2i
t +
∑
k∈N
e
p2i
t cos
(
4pipik
t
)
e−
4pi2k2
t (2pi + 4piik)
= pi e
p2i
t
[
1 +
∑
k∈N
cos
(
4pipik
t
)
e−
4pi2k2
t
(
2 +
4piik
pi
)]
, (B26)
where we have used pi = Im(zi). The cosine is oscillatory and bounded by ±1 and the
factor exp (−4pi2k2/t) leads to the supression of the sum for all k 6= 0.
[1] C. Rovelli, “Zakopane lectures on loop gravity,” arXiv:1102.3660v5 [gr-qc], Aug 2011. http:
//arxiv.org/abs/1102.3660.
[2] A. Ashtekar, “Gravity and the quantum,” New Journal of Physics, vol. 7, no. 1, 2005. http:
//stacks.iop.org/1367-2630/7/i=1/a=198.
[3] C. Rovelli, Quantum gravity. Cambridge monographs on mathematical physics, Cambridge
Univ. Press, 2010.
[4] J. Rennert and D. Sloan, “A Homogeneous Model of Spinfoam Cosmology,” arXiv:1304.6688
[gr-qc], Oct 2013. http://arxiv.org/abs/1304.6688.
28
[5] E. Bianchi, C. Rovelli, and F. Vidotto, “Towards spinfoam cosmology,” Phys. Rev. D, vol. 82,
Oct 2010. http://link.aps.org/doi/10.1103/PhysRevD.82.084035.
[6] C. Rovelli, “A new look at loop quantum gravity,” Classical and Quantum Gravity, vol. 28,
no. 11, 2011. http://stacks.iop.org/0264-9381/28/i=11/a=114005.
[7] E. Bianchi, M. Han, E. Magliaro, C. Perini, C. Rovelli, and W. Wieland, “Spinfoam fermions,”
arXiv:1012.4719 [gr-qc], Dec 2010. http://arxiv.org/abs/1012.4719.
[8] M. Han and C. Rovelli, “Spin-foam fermions: PCT symmetry, Dirac determinant and corre-
lation functions,” Classical and Quantum Gravity, vol. 30, no. 7, 2013. http://stacks.iop.
org/0264-9381/30/i=7/a=075007.
[9] E. Bianchi, T. Krajewski, C. Rovelli, and F. Vidotto, “Cosmological constant in spinfoam cos-
mology,” Phys. Rev. D, vol. 83, May 2011. http://link.aps.org/doi/10.1103/PhysRevD.
83.104015.
[10] A. Ashtekar, T. Pawlowski, and P. Singh, “Quantum nature of the big bang: Improved dy-
namics,” Phys. Rev. D, vol. 74, Oct 2006. http://link.aps.org/doi/10.1103/PhysRevD.
74.084003.
[11] M. Bojowald, “Homogeneous loop quantum cosmology,” Classical and Quantum Gravity,
vol. 20, no. 13, 2003. http://stacks.iop.org/0264-9381/20/i=13/a=310.
[12] P. Singh, “Are loop quantum cosmos never singular?,” Classical and Quantum Gravity, vol. 26,
no. 12, 2009. http://stacks.iop.org/0264-9381/26/i=12/a=125005.
[13] P. Singh and F. Vidotto, “Exotic singularities and spatially curved loop quantum cosmology,”
Phys. Rev. D, vol. 83, Mar 2011. http://link.aps.org/doi/10.1103/PhysRevD.83.064027.
[14] P. Singh, “Curvature invariants, geodesics, and the strength of singularities in Bianchi-I loop
quantum cosmology,” Phys. Rev. D, vol. 85, May 2012. http://link.aps.org/doi/10.1103/
PhysRevD.85.104011.
[15] A. Ashtekar and D. Sloan, “Probability of inflation in loop quantum cosmology,” Gen-
eral Relativity and Gravitation, vol. 43, no. 12, 2011. http://dx.doi.org/10.1007/
s10714-011-1246-y.
[16] I. Agullo, A. Ashtekar, and W. Nelson, “The pre-inflationary dynamics of loop quantum
cosmology: confronting quantum gravity with observations,” Classical and Quantum Gravity,
vol. 30, no. 8, 2013. http://stacks.iop.org/0264-9381/30/i=8/a=085014.
[17] C. Rovelli and F. Vidotto, “Maximal acceleration in covariant loop gravity and singularity
resolution,” arXiv:1307.3228 [gr-qc], Jul 2013. http://arxiv.org/abs/1307.3228.
[18] A. Ashtekar and E. Wilson-Ewing, “Loop quantum cosmology of Bianchi type I models,” Phys.
Rev. D, vol. 79, Apr 2009. http://link.aps.org/doi/10.1103/PhysRevD.79.083535.
[19] A. Ashtekar and E. Wilson-Ewing, “Loop quantum cosmology of Bianchi type II models,”
Phys. Rev. D, vol. 80, Dec 2009. http://link.aps.org/doi/10.1103/PhysRevD.80.123532.
[20] E. Wilson-Ewing, “Loop quantum cosmology of Bianchi type IX models,” Phys. Rev. D,
vol. 82, Aug 2010. http://link.aps.org/doi/10.1103/PhysRevD.82.043508.
[21] A. Corichi and E. Montoya, “Effective dynamics in Bianchi type II loop quantum cosmology,”
Phys. Rev. D, vol. 85, May 2012. http://link.aps.org/doi/10.1103/PhysRevD.85.104052.
[22] D.-W. Chiou and K. Vandersloot, “Behavior of nonlinear anisotropies in bouncing Bianchi I
models of loop quantum cosmology,” Phys. Rev. D, vol. 76, Oct 2007. http://link.aps.
org/doi/10.1103/PhysRevD.76.084015.
[23] T. Cailleteau, P. Singh, and K. Vandersloot, “Nonsingular ekpyrotic/cyclic model in loop
quantum cosmology,” Phys. Rev. D, vol. 80, Dec 2009. http://link.aps.org/doi/10.1103/
PhysRevD.80.124013.
29
[24] D.-W. Chiou, “Loop quantum cosmology in Bianchi type I models: Analytical investigation,”
Phys. Rev. D, vol. 75, Jan 2007. http://link.aps.org/doi/10.1103/PhysRevD.75.024029.
[25] R. Maartens and K. Vandersloot, “Magnetic Bianchi I Universe in Loop Quantum Cosmology,”
arXiv:0812.1889 [gr-qc], Dec 2008. http://arxiv.org/abs/0812.1889.
[26] B. Gupt and P. Singh, “Contrasting features of anisotropic loop quantum cosmologies: The
role of spatial curvature,” Phys. Rev. D, vol. 85, Feb 2012. http://link.aps.org/doi/10.
1103/PhysRevD.85.044011.
[27] A. Corichi and E. Montoya, “Qualitative effective dynamics in Bianchi II loop quantum cos-
mology,” AIP Conference Proceedings, vol. 1473, no. 1, 2012. http://link.aip.org/link/
?APC/1473/113/1.
[28] B. Gupt and P. Singh, “Quantum gravitational Kasner transitions in Bianchi-I spacetime,”
Phys. Rev. D, vol. 86, Jul 2012. http://link.aps.org/doi/10.1103/PhysRevD.86.024034.
[29] A. Corichi, A. Karami, and E. Montoya, “Loop Quantum Cosmology: Anisotropy and singu-
larity resolution,” arXiv:1210.7248v2 [gr-qc], Dec 2012. http://arxiv.org/abs/1210.7248.
[30] A. Baratin, C. Flori, and T. Thiemann, “The Holst spin foam model via cubulations,” New
Journal of Physics, vol. 14, Oct 2012. http://stacks.iop.org/1367-2630/14/i=10/a=
103054.
[31] J. Martins and A. Mikovi, “Spin foam perturbation theory for three-dimensional quantum
gravity,” Communications in Mathematical Physics, vol. 288, no. 2, 2009. http://dx.doi.
org/10.1007/s00220-009-0776-6.
[32] E. Bianchi, E. Magliaro, and C. Perini, “Spinfoams in the holomorphic representation,” Phys.
Rev. D, vol. 82, Dec 2010. http://link.aps.org/doi/10.1103/PhysRevD.82.124031.
[33] T. Thiemann, “Gauge field theory coherent states (GCS): I. General properties,” Classical
and Quantum Gravity, vol. 18, no. 11, 2001. http://stacks.iop.org/0264-9381/18/i=11/
a=304.
[34] T. Thiemann and O. Winkler, “Gauge field theory coherent states (GCS): II. Peakedness
properties,” Classical and Quantum Gravity, vol. 18, no. 14, 2001. http://stacks.iop.org/
0264-9381/18/i=14/a=301.
[35] J. Engle, R. Pereira, and C. Rovelli, “Loop-quantum-gravity vertex amplitude,” Phys. Rev.
Lett., vol. 99, Oct 2007. http://link.aps.org/doi/10.1103/PhysRevLett.99.161301.
[36] J. Engle, E. Livine, R. Pereira, and C. Rovelli, “LQG vertex with finite Immirzi parameter,”
Nuclear Physics B, vol. 799, 2008. http://www.sciencedirect.com/science/article/pii/
S0550321308001405.
[37] R. Pereira, “Lorentzian loop quantum gravity vertex amplitude,” Classical and Quantum
Gravity, vol. 25, no. 8, 2008. http://stacks.iop.org/0264-9381/25/i=8/a=085013.
[38] W. Kaminski, M. Kisielowski, and J. Lewandowskii, “Spin-foams for all loop quantum gravity,”
Classical and Quantum Gravity, vol. 27, no. 9, 2010. http://stacks.iop.org/0264-9381/
27/i=9/a=095006.
[39] L. Freidel and K. Krasnov, “A new spin foam model for 4D gravity,” Classical and Quantum
Gravity, vol. 25, no. 12, 2008. http://stacks.iop.org/0264-9381/25/i=12/a=125018.
[40] T. Thiemann, Modern Canonical Quantum General Relativity. Cambridge monographs on
mathematical physics, Cambridge University Press, 1st ed., 2008.
[41] R. Oeckl, “A general boundary formulation for quantum mechanics and quantum grav-
ity,” Physics Letters B, vol. 575, no. 34, 2003. http://www.sciencedirect.com/science/
article/pii/S0370269303013066.
[42] R. Oeckl, “General boundary quantum field theory: Foundations and probability interpreta-
30
tion,” Adv. Theor. Math. Phys., vol. 12, no. 2, 2008. http://projecteuclid.org/DPubS?
service=UI&version=1.0&verb=Display&handle=euclid.atmp/1210083227.
[43] C. Rovelli and M. Smerlak, “In quantum gravity, summing is refining,” Classical and Quantum
Gravity, vol. 29, no. 5, 2012. http://stacks.iop.org/0264-9381/29/i=5/a=055004.
[44] J. Engle and R. Pereira, “Regularization and finiteness of the lorentzian loop quantum gravity
vertices,” Phys. Rev. D, vol. 79, Apr 2009. http://link.aps.org/doi/10.1103/PhysRevD.
79.084034.
[45] T. Thiemann and O. Winkler, “Gauge field theory coherent states (GCS): II. Peakedness
properties,” Classical and Quantum Gravity, vol. 18, no. 14, 2001. http://stacks.iop.org/
0264-9381/18/i=14/a=301.
[46] E. Bianchi, H. M. Haggard, and C. Rovelli, “The boundary is mixed,” arXiv:1306.5206 [gr-qc],
Jun 2013. http://arxiv.org/abs/1306.5206.
[47] A. H. Taub, “Empty space-times admitting a three parameter group of motions,” Annals of
Mathematics, vol. 53, no. 3, 1951. http://www.jstor.org/stable/1969567.
[48] V. Belinski, E. Lifshitz, and I. Khalatnikov, “Oscillatory approach to the singular point in
relativistic cosmology,” Soviet Physics Uspekhi, vol. 13, no. 6, 1971. http://stacks.iop.
org/0038-5670/13/i=6/a=R04.
[49] L. Andersson and V. Moncrief, “Future complete vacuum space-times,” arXiv:gr-qc/0303045,
Mar 2003. http://arxiv.org/abs/gr-qc/0303045.
[50] B. K. Berger, “Numerical approaches to space-time singularities,” Living Rev.Rel, Jan 2002.
http://www.emis.ams.org/journals/LRG/Articles/lrr-2002-1/.
[51] D. Garfinkle, “Numerical simulations of singular spacetimes,” Classical and Quantum Gravity,
vol. 29, no. 24, 2012. http://stacks.iop.org/0264-9381/29/i=24/a=244003.
[52] A. Ashtekar, A. Henderson, and D. Sloan, “Hamiltonian general relativity and the Belinskii-
Khalatnikov-Lifshitz conjecture,” Classical and Quantum Gravity, vol. 26, no. 5, 2009. http:
//stacks.iop.org/0264-9381/26/i=5/a=052001.
[53] A. Ashtekar, A. Henderson, and D. Sloan, “Hamiltonian formulation of the Belinskii-
Khalatnikov-Lifshitz conjecture,” Phys. Rev. D, vol. 83, Apr 2011. http://link.aps.org/
doi/10.1103/PhysRevD.83.084024.
[54] J. M. Heinzle and C. Uggla, “Mixmaster: fact and belief,” Classical and Quantum Gravity,
vol. 26, no. 7, 2009. http://stacks.iop.org/0264-9381/26/i=7/a=075016.
[55] E. Poisson, A Relativist’s Toolkit: The Mathematics of Black-Hole Mechanics. Cambridge
University Press, 1st ed., 2008.
[56] E. Magliaro, A. Marciano`, and C. Perini, “Coherent states for FLRW space-times in loop
quantum gravity,” Phys. Rev. D, vol. 83, Feb 2011. http://link.aps.org/doi/10.1103/
PhysRevD.83.044029.
[57] F. Hellmann, “Expansions in spin foam cosmology,” Phys. Rev. D, vol. 84, Nov 2011. http:
//link.aps.org/doi/10.1103/PhysRevD.84.103516.
[58] F. Vidotto, “Many-node/many-link spinfoam: the homogeneous and isotropic case,” Classical
and Quantum Gravity, vol. 28, no. 24, 2011. http://stacks.iop.org/0264-9381/28/i=24/
a=245005.
[59] C. Rovelli, “Discretizing parametrized systems: the magic of Ditt-invariance,”
arXiv:1107.2310 [hep-lat], Aug 2011. http://arxiv.org/abs/1107.2310.
[60] C. Rovelli, “On the structure of a background independent quantum theory: Hamilton func-
tion, transition amplitudes, classical limit and continuous limit,” arXiv:1108.0832 [gr-qc], Aug
2011. http://arxiv.org/abs/1108.0832.
31
[61] M. Kisielowski, J. Lewandowski, and J. Puchta, “One vertex spin-foams with the dipole
cosmology boundary,” arXiv:1203.1530v1 [gr-qc], Mar 2012. http://arxiv.org/abs/1203.
1530.
[62] J. Puchta, “Asymptotic of Lorentzian Polyhedra Propagator,” arXiv:1307.4747 [gr-qc], Jul
2013. http://arxiv.org/abs/1307.4747.
[63] E. Bianchi, D. Regoli, and C. Rovelli, “The face amplitude of spinfoam quantum gravity,”
Classical and Quantum Gravity, vol. 27, no. 18, 2010. http://stacks.iop.org/0264-9381/
27/i=18/a=185009.
[64] E. Alesci and F. Cianfrani, “A new perspective on cosmology in Loop Quantum Gravity,”
arXiv:1210.4504 [gr-qc], Oct 2012. http://arxiv.org/abs/1210.4504.
[65] E. Alesci and F. Cianfrani, “Quantum - Reduced Loop Gravity: Cosmology,” arXiv:1301.2245
[gr-qc], Jan 2013. http://arxiv.org/abs/1301.2245.
[66] N. Bodendorfer and Y. Neiman, “Imaginary action, spinfoam asymptotics and the trans-
planckian regime of loop quantum gravity,” arXiv:1303.4752 [gr-qc], Mar 2013. http:
//arxiv.org/abs/1303.4752v1.
[67] B. Gupt and P. Singh, “Contrasting features of anisotropic loop quantum cosmologies: The
role of spatial curvature,” Phys. Rev. D, vol. 85, Feb 2012. http://link.aps.org/doi/10.
1103/PhysRevD.85.044011.
[68] M. Han, “Covariant Loop Quantum Gravity, Low Energy Perturbation Theory, and Einstein
Gravity,” arXiv:1308.4063v2 [gr-qc], Aug 2013. http://arxiv.org/abs/1308.4063.
[69] G. W. Gibbons and S. W. Hawking, “Action integrals and partition functions in quantum
gravity,” Phys. Rev. D, vol. 15, May 1977. http://link.aps.org/doi/10.1103/PhysRevD.
15.2752.
[70] Y. Neiman, “On-shell actions with lightlike boundary data,” arXiv:1212.2922 [hep-th], Dec
2012. http://arxiv.org/abs/1212.2922.
[71] Y. Neiman, “The imaginary part of the gravity action and black hole entropy,”
arXiv:1301.7041 [gr-qc], Apr 2013. http://arxiv.org/abs/1301.7041.
