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Properties of the graph G(S1,) of the polytope Q, of all n x y1 nonnegative 
doubly stochastic matrices are studied. If  9 is a face of .& which is not a k- 
dimensional rectangular parallelotope for k > 2, then G(F) is Hamilton con- 
nected. Prime factor decompositions of the graphs of faces of a, relative to 
Cartesian product are investigated. In particular, if F is a face of 52,, then the 
number of prime graphs in any prime factor decomposition of G(g) equals the 
number of connected components of the neighborhood of any vertex of G(g). 
Distance properties of the graphs of faces of Q, are obtained. Faces .F of 9, for 
which G(p) is a clique of G(S2,) are investigated. 
1. INTR~DU~TX~N 
Let 51, denote the polytope of all n x %1 nonnegative doubly stochastic 
matrices. We continue our study of Q2, by considering properties of the 
graph of Q, . Denote the graph of a polytope 9 by G(S). The vertices of G(P) 
are the vertices (extreme points) of 8. Two vertices are joined by an edge in 
G(P) if and only if they are the vertices of a one-dimensional face of 9. 
Let G be a graph. A Hamilton path in G is a path that meets every vertex 
of G exactly once. The graph G is said to be Hamilton connected provide 
that for each pair of distinct vertices u and v of G there is a Hamilton path 
joining u and v. In Section 3 we show that if 9 is a face of fz, which is not a 
k-dimensional rectangular parallelotope for k 3 2, then G(9) is Hamilton 
connected. From this it follows that for every face 9 of Q2, of dimension at 
least 2, 6(-F) has a Hamilton cycle. Balinski and RussakoE [l] obtain this 
latter result for F = Sz, . 
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In Section 4 we investigate prime factor decompositions of the graphs of 
faces of !J, relative to Cartesian product. Let 9 be a face of Qn, . It is shown 
that the number of prime graphs in any prime factor decomposition of G(s) 
can be determined by examining the neighborhood of any vertex of G(F). In 
Section 5 we study distance properties of the graphs of faces of a,. In 
particular, we obtain an upper bound for the diameter of the graphs of the 
faces of Q% which is an agreement with the geometrical form of the Hirsch 
conjecture. Finally, in Section 6 we consider some special graphs which arise 
as graphs of faces of !& . 
Our general geometric terminology is that of Grtinbaum [4]. In general 
our graph theoretic terminology is that of Harary [6]. 
In Part I [2] of this paper the permanent function was applied to determine 
properties of faces of S, . In a subsequent part we investigate general affine 
and combinatorial properties of faces of Sz, . 
2. PRELIMINARIES 
Let A = [aij] be an n x 12 (0, I)-matrix. If it > 1, then A isfully indecom- 
posable provided there does not exist an integer P with 1 < P < IZ - 1 
such that A contains an P x (n - P) zero submatrix. If 12 = 1, then A is fully 
indecomposable if and only if A = [I]. The matrix A is said to have total 
support if there exist permutation matrices P and Q such that PAQ = 
A, 0 ..* @A,, where A, ,..., At are fully indecomposable. Equivalently, 
A = [aij] has total support if and only if A f 0 and ars = 1 implies 
that there exists a permutation matrix P = [pii] withp,, = 1 and P < A. 
The polytope Sz, consists of all n x n real matrices X = [xij] which 
satisfy the following constraints: 
xij 3 0 (i,j = l)...) n), (2.0 
(i = I,..., n). (2.2) 
Let 9 be a nonempty face of Sz, . Then there exists a-unique y1 x n (0, l)- 
matrix A with total support such that 9 consists of all X,satisfying (2.1), 
(2.2), and 
xij < aij (i,j= l,..., n). (2.3) 
We write 9- = S(A). The vertices of F(A) are the n x IZ permutation 
matrices P such that P < A. 
Let P be an yt x yz permutation matrix. Then the cycles of P are defined 
to be the cycles of the permutation in S, which corresponds to P. Tf Q is also 
an n x N permutation matrix, then the cycle number of P and Q, v(P, &$, 
equals the number of cycles of length greater than 1 of P-IQ. If R is an IZ x n 
permutation matrix, then v(RP, RQ) = v(P, Q) = v(Q, B) = v(P-l, Q-‘)~ 
Let 9 be a face of Q, , and let P and Q be vertices of 9. Then as shown 
in [l, 21, P and Q are joined by an edge in the graph G(9) if and only if 
v(P, Q) = 1. For every face 9 of Q, , G(9) is an induced subgraph of 
G(.QJ. If A is a (0, 1)-matrix with total support and P and Q are perrn~tati~~~ 
matrices, then G(.F(A)) s G(F(PAQ)) gg G(9(AT)), where AT denotes 
the transpose of A. 
As pointed out by Balinski and Russakoff [I], G(QJ has 7z! vertices and 
is vertex symmetric with each vertex having degree 
Since Q’, has dimension (72 - 1)2, it follows from a theorem of 
[4, p 2131 that G(Q,J is (n - 1)2-connected. Balinski and 
conjecture that the connectivity of G(B,) equals the degree of each vertex. 
This conjecture is true for n < 4. Observe that if K,! is a complete graph on n! 
vertices, then G(QJ g K,! for IZ = 1, 2, and 3. In Section 6 we shall give 
a simple description of G(Qn,). 
Let G and H be graphs with vertex sets U and V, respectively. Then the 
Cartesian product of G and H is the graph G x H defined as follows. T 
vertex set of G x H is W = U x V, and if (u, , vi), (uB, ~3 E R’$ then 
(ul , vl) and (U 2 , v2) are joined by an edge in G x H if and only if til = tiz 
while v1 and v2 are joined by an edge in H, or v1 = vz while u1 and zi2 are 
joined by an edge in G. It is easy to see that with respect to isomorphism the 
Cartesian product of graphs is a commutative and associative operation. 
Let A be a (0, 1)-matrix with total support, and suppose that for some 
permutation matrices P and Q, PAQ = A, @ +.a @ Ai @ I, where i > 1. 
It is not difficult to show that G(F(A)) z G(F(A,)) x .~. x G(F(AJ)~ h 
particular, it follows that G(Q,) is isomorphic to an induced subgraph of 
G&42+1). 
For convenience of the reader, we now state a few properties of the faces 
of !Z2, that were obtained in [2]. Let A be an iz x y1 (0, i)-matrix with total 
support. We denote the number of l’s in A by o(A), and the dimension of 
F(A) by dim F(A). There exist permutation matrices P and (2 such that 
PAQ = A, @ ... 0 Arc @ I, where A, ,..., A7, are fully ~~~decomposable 
matrices of order at least 2. The matrices A, ,..~) Ak are called the nontrivial 
fully indecomposable components of A. If A is a permutation matrix, then A 
has no nontrivial fully indecomposable components. 
Fuoper@ 2.1. Let A be an n x n (0, I)-matrix with total support, and 
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let A, ,..., Am be the nontrivial fully indecomposable components of A, 
k > 1. If Ai has order ni for i = l,..., k, then 
dim F(A) = i dim F(AJ = 2 (a(AJ - 2% + 1). 
i=l i=l 
Property 2.2. Let A = [qj] and B = [&I be y1 x n (0, 1)-matrices, 
where A is fully indecomposable and B has total support. Then 9(B) is a 
facet of S(A) if and only if one of the following holds. 
(i) B is fully indecomposable, and there exists r and s such that arS = 1 
and B is obtained from A by replacing ars by 0. 
(ii) B is not fully indecomposable, and there exist permutation matrices 
P and Q such that 
A, 0 ... 0 E,, 
El A, .a. 0 0 
3 PBQ=A,@...@A,, 
where for i = 1 ,..., m, Ai is fully indecomposable and a(&) = 1. 
By combining Properties 2.1 and 2.2 we can determine the facets of F(A) 
for any (0, I)-matrix A with total support. Let A be a (0, I)-matrix with 
total support, and let A, ,..., A, be the nontrivial fully indecomposable 
components of A, k > 1. Then T(A) is a simplex if and only if k = 1 and 
9(A1) is a simplex. 
Property 2.3. Let A be a fully indecomposable (0, 1)-matrix of order 
y1 > 2. Then 9(A) is a d-simplex if and only if there exists an integer p with 
1 < p < 12 - 2 and permutation matrices P and Q such that PAQ has the 
form 
LA “I A; 01’
where A, is an n - p x p + 1 matrix, u(AJ = d + 1, and A, and AzT are 
matrices with exactly two l’s in each column. 
Property 2.4. Let n and p be integers with n > 2 and 1 < p < n - 2, 
and let A be a (0, l)-matrix of order n of the form (2.4), where A, is an 
II - p x p + 1 matrix and Al and AzT have exactly two l’s in each column. 
Then A is fully indecomposable if and only if A, and A,= are vertex-edge 
incidence matrices of trees and A has at least two l’s in each row and column. 
Recall that two II x n permutation matrices P and Q are the vertices of a 
one-dimensional face of 02, if and only if v(P, (2) = 1. Therefore, if A is a 
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(0, I)-matrix with total support, then dim g(A) = 1 if and only if there exist 
permutation matrices R and S such that &AS = A, $ I’, where A, is a fully 
indecomposable matrix of the form 
A rectangular k-dimensional parallelotope is called a k-box. The graph of a 
k-box is isomorphic to the graph I’, of a k-cube. Observe that TIC is isomorphic 
to the Cartesian product of k copies of the complete graph K, . 
Property 2.5. Let A be a (0, 1)-matrix with total support, and let A, ,...$ Afi 
be the nontrivial fully indecomposable components of A, k > 1. Then *F(A) 
is a k-box if and only if dim F(AJ = 1 for i = l,..., k. 
Property 2.6. Let A be a (0, I)-matrix with total support, where 
dim 9(A) = 2. Then F(A) is either a 2-simplex or a 2-box. 
Let A be an n x YE (0, l)-matrix with row vectors aI ,.. ~, CX, . We say A is 
contractible on column (respectively, row) k if column (respectively, row) 
k contains exactly two 1’s. Suppose A is contractible on colnmn k with 
aik = I = ajlc and i # j. Then the n - I x M - 1 matrix Aijzk- obtained 
from A by replacing row i with oli + olj and deleting row j and column k 
is called the contraction of A on column k relative to rows i and j. If rl is 
contractible on row k with alci = 1 = a,j and i f j, then the matrix Akzij = 
(As:JT is called the contraction of A on row k relative to columns i cindj. 
Let B be a (0, I)-matrix. It follows from 12, Lemma 3.4 that if A is fuly 
indecomposable and B is a contraction of A, then B is fully indecom~os~b~e. 
More generally, the following is easy to prove. 
LEMMA 2.7. Let A = A, @ ... @ A, @ I, where A, ,..., A, are .fulEy 
indecomposable (0, I)-matrices of order at least 2. Let the (0, l)-matrix B be a 
contraction of A. Then B = B, @ ... @ B,, @ 1, where B, ,..., B, are fully 
indecomposable matrices of order at least 2, and there exists an integer ,j 
suchthatBjisacontractionofAjandBi = A,fori = l,...:j- l,j+ l,...,m. 
LEMMA 2.8. Let A be an n x n (0, II-matrix with total support and ief 
be a (0, 1)-matrix which is a contraction of A. Then B has total support, 
dim F(A) = dim F(B), and G(S(A)) s G(F(B)). 
Proof. It follows from Lemma 2.7 that B has total support. Moreover, 
it easily folollows from Property 2.1 and Lemma 2.7 that dim 9(A) = dim .9(-B). 
Without loss in generality we now assume that B is the contraction of A 
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on row n with respect to columns n - 1 and n. We define a mapping f from 
the vertices of F(A) to the vertices of F(B) as follows. If P = [pij] is a 
permutation matrix with P < A, then f(P) = [qii] is the n - I x n - 1 
matrix such that for i = l,..., n - 1, 
4ij = Pii 9 j = I,,.., n - 2, 
4&n-1 = P&n-l + Pin * 
It is clear that f(P) is a permutation matrix with f(P) < B. Let Q = [qij] 
be a permutation matrix with Q < B. There exists a unique integer k = 
1 ,..., y1 - 1 such that qk,n--l = 1. Since B is a (0, I)-matrix, it follows that 
1 = &A = a7c,n-l + akn . Then either ak,n-l = 0 and akn = 1, or 
uk,,n-l = 1 and akn = 0. Suppose that ak,nwl = 0 andalcn = 1. Then define 
P = [ pij] to be an y1 x n permutation matrix such that pkn = 1 = pn,n-l , 
andp,, = qii for i = l,..., n - 1 and j = l,..., y1 - 2. It follows that P is the 
unique permutation matrix such that P < A and f(P) = (2. If as,,+l = 1 
and aLn = 0, a similar argument holds. Hence f is a bijection from the vertices 
of F(A) to the vertices of F(B). 
Now let R = [rij] and S = [sij] be distinct vertices of F(A). If rnn = s,, , 
then it is easy to see that v(R, 5’) = V( f(R), f(S)). Hence in this case R and S 
are joined by an edge in G(F(A)) if and only if f(R) and f(S) are joined by 
an edge in G(F(B)). Now suppose that Y,, + snla. Let C = [ci,;] be the 
IZ x 7~ (0, 1)-matrix such that for i, j = l,..., IZ, cij = 1 if and only if rij = 1 
or sij = 1. Let D be the (n - 1) x (n - 1) (0, I)-matrix obtained fromf(R) 
and f(S) in a similar way. Since Y,$ + snj = 1 for j = n - 1, n, it follows 
that D is the contraction of C on row y1 relative to columns IZ - 1 and n. 
From Lemma 2.7 we see that C and D have the same number of nontrivial 
fully indecomposable components. Therefore v(R, S) = V( f(R), f(S)), and 
it follows that R and S are joined by an edge in G(F(A)) if and only if f(R) 
andf(S) are joined by an edge in G(F(B)). Therefore G(F(A)) g G(F(B)). 
An IZ x y1 (0, l)-matrix A is called nearly decomposabZe provided it is fully 
indecomposable and no matrix obtained by replacing a 1 by a 0 is fully 
indecomposable. It has been shown [7, 111 that given an n x n nearly 
decomposable matrix A with n > 1, there exist permutation matrices P and Q 
such that PAQ has the form 
1 
1 1 
. . . . , (2.5) 
1 
1 1 
L, 1 A,J 
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where A, is an m x m nearly decomposable matrix with 1 < m < 12 and 
where unspecified entries are 0. Hartfiel [8] has shown that ifin 3 2, then the 
(1, m)-entry of A, is a 0. This property also follows from (ii) of 12, Lemma 3.21. 
LEMMA 2.9. Let A be an n x n nearly decomposable (0, I)-matrix with 
dim F(A) 3 2. Then there exists a (0, I)-matrix B, which is not nearly 
decomposable, such that B can be obtainedfrom A by a sequence of contractions. 
Pro@ We may assume A has the form (X5), where AI is an WE x ~7z 
nearly decomposable matrix with 1 < m < 7~. Since dim 9(A) 3 2, m > 2. 
Therefore the (1, m)-entry of A, is a 0. Let B be the matrix obtained from A, 
by replacing the (1, m)-entry by a 1. Since A, is fully indecomposable, B is 
not nearly decomposable. Let A, = A, and for i = I,..., PYZ - n, let Ai be 
the contraction of Aiel on column 1. Then B = A,-, , and the lemma follows. 
3. HAMILTON PATHS 
We first prove a theorem about the Cartesian product of Hamilton- 
connected graphs. 
THEOREM 3.1. Let k > 2 and for each i = I,..., k let Gi be a ~aln~itoI~ 
connected graph with at least two vertices. Then G = Cs; x *a. x G, is 
Hamilton connected if and only if for some i = I,.. .: k, G, has at least three 
vertices. 
Proof. Suppose that Gi has exactly two vertices for i = I,..., k. T&m 
Gi g K, for i = I,..., k and it follows that G is isomorphic to the k-cube 
graph S, . Since k > 2, G is a bipartite graph with at least four vertices. 
Thus G is not Hamilton connected. 
Now suppose that for some i = l,..., k, G, has at least three vertices. Let 
k = 2. There is no loss in generality in assuming 6, has at least three vertices. 
We consider two cases. 
Case 1. G, has exactly two vertices. Let w  and w’ be distinct vertices of 
G. First suppose that w  = (u, v), w’ = (u’, u), where u + u’. There exists a 
Hamilton path u = uI , u2 ,..., u, = u’ in G1 . Moreover these exists a 
Hamilton path u, = x1 , x2 ,..., X, = u2 in G, Let y be the vertex of 6, such 
that y + L’. It now follows that 
is a Hamilton path from w  to w’ in G. Now suppose that w  = (u, v), w’ = 
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(u’, v’), where z, # u’. Since G1 has at least three vertices, there exists a vertex z 
ofG,withz f uandz jl: u’. There exist Hamilton paths u = ul, uZ,..., u, = z 
and z = x1, x2 ,..., x, = u’ in G. It now follows that 
@, 4 = @I, 4 (%, v),..., (%n ,4 = (z, VI, (z, v’) = (Xl, 4, 
(x2 ) v’) )...) (x, , v’) = (u’, v’) 
is a Hamilton path from w  to w’ in G. 
Case 2. Gz has at least three vertices. Let w  = (u, v) and w’ = (u’, a’) 
be distinct vertices of G. Since now G, and G, each have at least three vertices, 
there is no loss in generality in assuming z, + zl’. There exists a Hamilton path 
v = VI ) II2 )...) v, = v’ in Gz . Since G1 has at least three vertices, there exist 
vertices u, ,..., u~ofG1withui=u,u,=u’,andui#u,+,fori=l,...,n-1. 
For each i = l,..., y1 - 1 there exists a Hamilton path ui = xi1 , xi2 ,..., xirn = 
us+1 in G, . It now follows that 
is a Hamilton path from w  to w’ in G. 
Hence when k = 2, G is Hamilton connected. It now follows by induction 
that the theorem holds. 
Let k 3 2. If G, ,..., G, are graphs such that G = G1 x 9.. x Gk is 
Hamilton connected, it does not follow that G1 ,..., G, are Hamilton con- 
nected. For example if G1 is the complete graph K3 and G, a path of length 2, 
then G, x G, is Hamilton connected but G, is not. 
As an analog to Theorem 3.1, the Cartesian product of graphs with a 
Hamilton cycle has a Hamilton cycle. More generally, let G = G1 x 0.. x Gk , 
where G, ,..., Gkwl are paths. If Gk is either a path of odd length or a cycle, 
then G has a Hamilton cycle. However, if G, ,..., Gk are all paths of even 
length, then G does not have a Hamilton cycle. 
It follows from Theorem 3.1 that the m-cube graph r, is not Hamilton- 
connected for m 3 2. However, since l?,,, s Kz x I’, , the following 
lemma can be easily proved by induction on m. 
LEMMA 3.2. Let m > 1. There exists a unique bicoloring of the vertices 
of rm. If u and v are any two vertices of r, having d@erent colors in this 
bicoloring, then there exists a Hamilton path joining u and v. 
We also require the following lemma in the proof of the main theorem of 
this section. 
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LEMMA 3.3. Let A = [aaij] be a filly indecomposub~e (0, l)-matrix of 
order n > 2. Let 1 < r d n. Suppose that a,, = a,$ = 1 for some s and t 
with s f t. Let P = [pij] be a permutation matrix with P < A andp,, = 1, 
Then there exists a permutation matrix Q = [qij] with d A and qrt = 1 
such that P and Q are joined by an edge in G(F(A)). 
Proof. There is no loss in generality in assuming that r = s = 1 alad 
that P = I. Since A is fully indecomposable, there exists a permutation 
matrix A4 = [mij] with A4 < A and m,, = 1. Let CJ be the permutation of 
u,..., n> corresponding to M. Then G can be written as the product of disjoint 
cycles. Exactly one of these cycles, say T, maps t to 1. Let Q = [qij] be the 
permutation matrix of order n corresponding to 7. Since I < A and M < A, 
Q < A. Moreover qlt = 1 and P and Q are joined by an edge in G(s(A)). 
THEOREM 3.4. Let A = [aij] be an n x n (0, 1)-matrix with total ~~4~~0~~. 
Then G(S(A)) is a Hamilton-connected graph f and only f F(A) is not a 
k-box for any k 2 2. 
Pro05 It follows from either Theorem 3.1 or Lemma 3.2 that for k > 2, 
the graph of the k-box is not Hamilton connected. Now let dim S(A) = d, 
and assume that S(A) is not a d-box if d > 2. We prove by induction cm d 
that G(F(A)) is Hamilton connected. This is trivial for d = 0 or 1. 
Property 2.6 it is also true for d = 2. Let d > 3. Suppose that A, ,*.‘, At 
are the nontrivial fully indecomposable components of A, where di = 
dim F(AJ for i = l,..., t. Let t 3 2. Then 1 < d, < d for i = I,..., 1. 
Since Ai is fully indecomposable, it follows from Property 2.5 and the 
inductive assumption that G(F(A,)) is Mamilton connected for i = l,..., t. 
Since F(A) is not a d-box, dj > 1 for som Therefore by Theorem 3.1, 
G(F(A)) g G(F(A3) x *.- x G(.F(A,)) is milton connected. 
Now let t = 1. In this case we may assum t A is fully indecomposable, 
Moreover by Lemmas 2.8 and 2.9 we may assume that A is not nearly 
decomposable. Thus there exist r and s with a,,, = 1 such that t 
obtained from A by replacing ars by 0 is fully indecomposable. 
2.2 F(A’) is a facet of 9(A). By Property 2.5 and the inductive assumption, 
since A’ is fully indecomposable with dim .%(A’) < d, G(g(A’)) is Hanniltoa 
connected. Let A” be the matrix obtained from A by replacing all entries in row 
r except a,., by 0 and all entries in column s except ars by 0. Then F(A*> 
is a nonempty face of F(A) with dim F(A”) < d. The vertices of F(A’) 
are those permutation matrices P = [pij] < A with prs = 0, while the 
vertices of F(A”) are those permutation matrices P = [Pij] < A with 
Pm = 1. 
First suppose that F(A”) has only one vertex R. Then it follows that 
*(A) is a pyramid with basis 9(A’) and apex R. This means that in G(F(A)) 
R is joined by an edge to every vertex of F(A’>. Since G(F(A’)) is 
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connected it easily follows that G(P(A)) is Hamilton connected. We now 
assume that F(A”) has at least two vertices. By the inductive assumption 
either s(A”) is Hamilton connected or F(A”) is a k-box for some k > 2. 
Let P and Q be distinct vertices of 9(A). We distinguish three cases. 
Case 1. P is a vertex of s(A’) and Q is a vertex of P(A”). Using 
Lemma 3.2 in the case where 9(A”) is a k-box, we see that there is a Hamilton 
path Q = RI, R, ,..., R, in G(g(A”)). Since A’ is fully indecomposable, 
row r of A contains at least three 1’s. Hence by Lemma 3.3 R, is joined by an 
edge in G(P(A)) to a vertex S of g(A’), where S # P. Since G(Ss(A’)) is 
Hamilton connected, there is a Hamilton path S = S, , S, ,..., S, = P in 
G(P(A’)). Therefore P and Q are joined by a Hamilton path in G@=(A)). 
Case 2. P and Q are vertices of 9(A’). Since G(P(A’)) is Hamilton con- 
nected, there is a Hamilton path P = S, , S, ,..., S, = Q in G(g(A’)). It 
follows from Lemma 3.3 that for each i = 1 ,..., p, Si is joined by an edge of 
G(P(A)) to a vertex of $(A”), and each vertex of g(A”) is joined by an edge 
of G(F(A)) to a vertex of F(A’). Hence there exist distinct vertices U and V 
of 9(A”) such that Si is joined by an edge to U and S,+, is joined by an edge 
to Y for some i = 1 ,..., p - 1. Moreover, if F&4”) is a k-box, U and V 
can be chosen so that they have different colors in the bicoloring of the 
vertices of s(A”). Therefore, by Lemma 3.2 and the inductive assumption, 
there exists a Hamilton path U = R, , R, ,..., R, = V in G(%(A”)). Hence 
P = S, , Sz ,..., Si , RI , Rz ,..., R, , &+r , Si,z ,..., S, = Q is a Hamilton path 
in G(P(A)) joining P and (2. 
Case 3. P and Q are vertices of fl(A”). First suppose that there is a 
Hamilton path P = R, , Rz ,..., R, = Q in G(P(A”)) joining P and Q. 
Since it follows from Lemma 3.3 that each of RI and R, is joined by edges 
of G(S(A)) to at least two vertices of %(A’), there exist distinct vertices X 
and Y of 9(A’) such that R, is joined by an edge to X and R, is joined by 
an edge to Y. By the inductive assumption, there exists a Hamilton path 
x = s, ) s, )...) S, = Y in G(F(A’)). Hence P = R, , S, , S, ,..., S, , R, , 
R 3 ,..., R, = Q is a Hamilton path in G(F(A)) joining P and Q. Now suppose 
that there does not exist a Hamilton path in G(F(A”)) which joins P and Q. 
Then it follows from the inductive assumption and Lemma 3.2 that F(A”) 
is a k-box for some k 3 2, and P and Q have the same color in the bicoloring 
of the vertices of F(A”). Hence using Lemma 3.2 we see that there exists a 
Hamilton cycle R, , Rz ,..., R, , RI in G(F(A”)), where P = R, and Q = Rj 
for some j = 3,..., q - 1. Since it follows from Lemma 3.3 that each of 
RjPl and R, is joined by edges of G(F(A)) to at least two vertices of F(A’), 
there exist distinct vertices X and Y of *(A’) such that Rjul is joined by an 
edge to X and R, is joined by an edge to Y. There exists a Hamilton path 
x = s, ) s, )..., S, = Yin G(F(A’)). Hence P = RI , R, ,..., RjAl , S, , Sz ,..:, 
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3, 3 R, 3 &-I >.a*, Rj = Q is a Hamilton path in C&F(A)) joining P and Q. 
Thus in each case there exists a Hamilton path in 6(9(A)) joining B and 
Therefore G(g(A)) is Hamilton connected. 
From Lemma 3.2 and Theorem 3.4 we obtain the following. 
COROLLARY 3.5. If F is a face of S2, of dimension d > 2, then 9 has a 
Hamilton cycle. 
If .F = Sz, , this corollary is proved by Balinski and Russakoff [I]. 
4. PRIME FACTOR DECOMPOSITIONS 
A graph G is called prime provided G C$ ICI and G cx G’ x G” implies 
that G’ g KI or G” g KI . Thus a graph is prime if it has at least two vertices 
and it cannot be expressed as the Cartesian product of two graphs, each of 
which has at least two vertices. Let A be an n x n (0, I)-matrix with total 
support. We shall see that G(F(A)) is a prime graph if and only if A has 
exactly one nontrivial fully indecomposable component. More generally, 
using a result of Sabidussi [lo], we shall show that if G(.F(A)) s G, x *- _ x G,, 
then there exist permutation matrices P and Q such that BAQ = 42, @ ... @ 
B, @ I, where Gi s G(F(&)) for i = l,..., k. 
Let G be a graph and let v be a vertex of G. A vertex ~1 of G is a neighbor 
of z: if u and v are joined by an edge in G. Let S be the set of all neighbors of c” 
Then the subgraph N(v) whose vertices are the vertices in S and whose edges 
are the edges of G which join vertices in S is called the neighborhood of v in G, 
The following elementary property will be useful. 
~EMM.4 4.1. Let G, ,..., G, be graphs and let (vl ,..., v,J be a vertex of 
6, x ... x 6,. Then 
where for i = I,..., k, (vi> is the trivial graph with vertex vl and Njv;) is the 
neighborhood of vi in Gi . 
LEMMA 4.2. Let A = [aij] be a fully indecomposable (0, I)-matrix of 
order n. Suppose that for some k there exist distinct integers p, a, and r such 
that aDk = ank = a,,C = 1. Let P and Q be permutation matrices with P < A 
and Q < A, where the (p, k)-entry of P and the (a, k)-entry of Q are 1’s. dfP 
and Q are joined by an edge of F(A), then there exists a permutation matrix 
R < A such that the (r, k)-entry of R is a 1, and P, Q, and R are the vertices 
of a face of 52% . 
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Proof Without loss in generality we may assume that k = 1 and P = I. 
Suppose I and Q are joined by an edge of 9(A). Thus Q has exactly one cycle 
of length greater than 1, say of length m. Without loss in generality we may 
assume that Q = Q, @ I, where Q, has order m. Since A is fully indecom- 
posable, there exists a permutation matrix S < A whose (r, 1)-entry is a 1. 
Let u be the permutation of (I,..., n> corresponding to S. Thus a(l) = r. Let 
h be the smallest positive integer such that ah(l) E (l,..., m>. Let B be the 
matrix obtained from (I + Q,) @ I by replacing the O’s in the (o(l), l), 
(u2(l), 4)),..., (W), d-l(l)) positions by 1’s. Then B has exactly one 
nontrivial fully indecomposable component, say B1 . The order of BI is 
m + h - 1, and B1 has one column with exactly three l’s and m + h - 2 
columns with exactly two 1’s. It follows from Property 2.3 that 9(B) is a 
two-dimensional triangular face. Two of the vertices of p(B) are I and Q. 
The third vertex is a permutation matrix R < A whose (r, 1)-entry is a 1. 
Using Lemma 4.2 we obtain the following. 
LEMMA 4.3. Let A be a fully indecomposable (0, I)-matrix of the form 
Al 0 ... 0 EIc 
E1 A, ... 0 0 
where for i = l,..., k, u(EJ = 1 and Ai is a fully indecomposable matrix of 
order at least 2. Suppose I < A and Q is apermutation matrix such that Q < A, 
Q < Al 0 .-. 0 Al,, and Q is joined by an edge to I in G(p(A)). Then there 
exist permutation matrices 
Pi=I~...~I~Pi’oITo’.‘oI, i = l,..., k (4.1) 
such thatfor i = I,..., k, Q is joined by an edge to Pi in G(s(A)), Pi’ < Ai , 
and Pi’ is joined by an edge to I in G(F(Ai)). 
Proof. Let iG{l,..., k). Let the (ri , @-entry of Ei be 1. It follows that Q 
has a 1 in the position corresponding to the (ri , s,)-entry of Ei . Since Ai is 
fully indecomposable of order at least two, there exist ti + si such that the 
(ti , s,)-entry of Ai is a 1. Since A is fully indecomposable, by Lemma 4.2 
there exists a permutation matrix Pi such that Pi < A, Pi has a 1 in the 
position corresponding to the (ti , s,)-entry of Ai , and Pi is joined by an edge 
to both Iand Q in G(F(A)). Moreover, it follows that Pi < A, @ *.= @ Al, . 
Therefore since P, is joined by an edge to I in G(F(A)), P, has the form 
given in (4.1), where Pi’ < Ai and Pi’ is joined by an edge to I in G(-F(A,)). 
We now prove one of the main results of this section. 
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THEOREM 4.4. Let A = [aij] be an n x n (0, l)-matrix with total support 
such that A has exactly k > I nontrivial fully indecomposable componenis. 
Then the neighborhoods of each vertex of G@-(A)) has exactly k comected 
components. 
BrooJ: We prove the theorem by induction on C$ = dim F(A). ClearIy 
the theorem holds for d = 1. Let d > 1. We first suppose that A is fully 
indecomposable. By Lemmas 2.8 and 2.9 we may assume that A caonot be 
contracted to obtain a (0, 1)-matrix of order less than M. Let P be a vertex of 
F(A). Let N(P) be the neighborhood of Pin G(s(A)). Let .F(A’) be a facet of 
F(A) containing P, where A’ has total support. Let N’(P) be the neighborhood 
of P in G(S(A’)). Assume that A’ is fully indecomposabie. Then by Property 
2.2 there exist integers q and k such that agk = 1 and A’ is obtained from A 
by replacing aqk: by 0. Since P is in the facet .F(A’) there exists an integer 
p =# q such that the (p, k)-entry of P is 1. By the inductive assumption N’(P) 
is connected. Let Q be a vertex of N(P) which is not a vertex of N’(P). Then 
the (q, k)-entry of Q is a 1. Since A’ is fully indecomposable, there exists an 
integer Y with p # r # q such that a,,, = 1. y  Lemma 4.2 there exists a 
vertex R of P(A) such that the (r, k)-entry of is a 1 and R is joined by an 
edge to P and an edge to Q in G(F(A)). Moreover, since the (4, k)-entry of R 
is a 0, R is a vertex in N’(P). Therefore in this case N(P) is connected. Now 
assume that A’ is not fully indecomposable. By Property 2.2 we may assume 
that 
Al 0 ... 0 ET,?, 
El A, ... 0 0 
... A,-, 0 
A’ = Ai @ ... 9 A,,, ) 
..* E+l A, 
where fo‘or each i = I,..., m, a(&) = 1, and Ai is fuliy indecomposable, 
Moreover, there is no loss in generality in assuming that P = I. By Lemma 3.3 
there is a vertex of N(I) which is not a vertex of N’(I). Let Q be any 
vertex of N(Z) which is not a vertex of N’(1). For i = I,..., 173 let N,(f) be the 
neighborhood of f in G(F(A,)). Since A cannot be contracted to obtain a 
(0, I)-matrix of smaller order, A, has order at least two for t = I,..., IX By 
Lemma 4.3 there exist permutation matrices 
pi =I@ ... @ z 0 Pi’ 0 I @ . . . ($3 6, i = I:..., m 
such that for i = I,..., m, Q is joined by an edge to Pi in G(F(A)), P,’ <: A i s 
and Pi’ is a vertex of IV&). By Lemma 4.1 
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It follows from the inductive assumption that AT,(Z) is connected for 
i = l,..., m. Therefore N(Z) is connected. 
Now suppose that A is not fully indecomposable. We may assume that 
A=A,@ 1.1 @ A, @ Z, where Ai is a fully indecomposable matrix of 
order at least two for i = 1 ,..., k. If k = 1, then G(.F(A)) z G(S(A,)), and 
the result follows from the first part of the proof. Now let k > 1. Then 
dim S(AJ < dfor i = l,..., k. By the inductive assumption the neighborhood 
of each vertex of G(F(AJ) is connected for i = l,..., k. Since G(g(A)) g 
W74) x *.* x G(F(A,)), it now follows from Lemma 4.1 that the neigh- 
borhood of each vertex of G(p(A)) has exactly k connected components. 
COROLLARY 4.5. Let A be an n x n (0, I)-matrix with total support. Then 
G(F(A)) is a prime graph if and only tf A has exactly one nontrivial fully 
indecomposable component. 
Proof Let k be the number of nontrivial fully indecomposable components 
of A. If k = 0, then G(F(A)) G Kr and G(F(A)) is not a prime. Now 
suppose k 3 1. We may assume A = A, @ *a* @ Al, @ I. If k > 1, then 
G(~(A)) E G(F(AJ) x ... x G(F(A,)) and G(p(A)) is not a prime. Let 
k = 1. Then by Theorem 4.4 the neighborhood of each vertex of G(F(A)) 
is connected. It now follows from Lemma 4.1 that G(Y(A)) is a prime. 
Let G be the graph of a face of D, . It follows from Theorem 4.4 that one 
can determine whether or not G is a prime graph by examining the neigh- 
borhood of any vertex of G. Specifically if v is any vertex of G, then G is a 
prime graph if and only if the neighborhood of v is connected. This property 
does not hold for arbitrary graphs. Indeed these exist prime graphs such that 
no vertex has a connected neighborhood. For example, if G is a cycle of 
length 5, then G is a prime graph but the neighborhood of each vertex has 
two connected components. 
Combining Theorem 4.4 with a result of Sabidussi [lo] concerning the 
uniqueness of prime factor decompositions of a graph, we obtain the 
following. 
THEOREM 4.6. Let A be an n x n (0, 1)-matrix with total support. Suppose 
that for some m > 1, G(F(A) s G, x +.. x G, , where G, ,..., G, are prime 
graphs. Then A has exactly m nontrivial fully indecomposable components 
A 1 ,..., A, and there exists a permutation G of {l,..., m} such that G(F(A,)) z 
Gmci) for i = l,..., m. 
Proof. Let A, ,..., Ak be the nontrivial fully indecomposable components 
of A. Then G(F(A)) G G(F(A3) x ... x G(S(A,)). It follows from Corol- 
lary 4.5 that G(F(A,)) is a prime graph for i = l,..., k. By Sabidussi [lo, 
Corollary 2.151, k = m and there exists a permutation 0 of { 1,. .., m} such 
that G(F(Ai)) E G,ci) for i = l,..., m. 
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COROLLARY 4.7. Let A and B be (0, I)-matrices with totaE support. Lrt 
A 1 ,...) Ai, and Bl ,..., B, be the nontrivial filly i?~decornp~$a~~e compone.v;tx 
of A and B, respectively. Then G(S(A)) g G(F(B)) fund only if k = m amf 
there exists a permutation u of {I,..., m> such that G(F(AA,)) r G(.FQ?O(i:)) 
for i = I,..., m. 
There need not be any strong relationship between the matrices Ai and 
BOci) of Corollary 4.7. For example, if 
then G(S(A,)) E K\ s G(F(B,J), but dim F(AO) = 4 < 5 = dim .F-(S& 
5. DISTANCE PROPERTIES 
In this section distance properties of the graphs of faces of Qfi are inves- 
tigated. An alternate proof is presented of the result of Bahnski and Russakoff 
[I] that the diameter of G(sZ,) equals 2 for y1 > 4. It is then shown that the 
diameter of the complement of G(Q,) equals 2 for fz > 5. We also consider 
the graphical form of the Hirsch conjecture as it pertains to the graphs of 
faces of Q, . As a special case of [2, Theorem 5.81, we have the f~~~ow~~g~ 
Property 5.1. Let A and B be y1 x n (0: I)-matrices such that there are 
permutation matrices P and Q for which 
where nf > 1, a(&) = I, and Ai is fully indecomposable with dim 9(A) < i 
for i = I?..., m. Then 9(A) is a pyramid with basis 9(B). 
Let G be a connected graph and let V be the set of vertices of 6. If U, :7 E V 
khen the distance S(G: 21, v) between u and u is the length of the shortest path 
joining LI and v. The diameter S(G) of G is defined by 
S(6) = max 6(G: 21, 0). 
U,VEY 
Since G(Q,) is a complete graph for n < 3, S(C(Q,)) = 1 for n < 3. We now 
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use Property 5.1 to obtain our alternate proof of the following result of 
Balinski and Russakoff [l]. 
THEOREM 5.2. For n > 4, 6(G(sZ,)) = 2. 
Proof. Since IZ >, 4, there exist distinct vertices R = [rij] and S = [sij] 
of Sz, which are not joined by an edge in G(J23. Let B = [bij] be the IZ x n 
(0, I)-matrix such that for i, j = l,..., 11, bij = 1 if and only if rij = 1 or 
sij = 2. There exist permutation matrices P and Q such that PBQ = A, @ 
*.* @A,, where Ai is a fully indecomposable matrix with dim .F(Ai) < I 
for i = l,..., m. Let A be an y1 x n (0, 1)“matrix such that PAQ satisfies (5.1), 
where a(EJ = 1 for i = l,..., m. By Property 5.1, S(A) is a pyramid with 
basis F(B). In G(g(A)), R and S are joined by a path of length 2. Hence 
6(G(L?,)) = 2. 
Using the notation in the proof of Theorem 5.2, we see that any face of 8, 
which contains R and S must contain F(B). What we have shown is that 
it is possible to construct a path of lenth 2 joining R and S by going to a face 
of dimension one more than the dimension of 9(B). By using this type of 
construction it is not difficult to show that there are at least 4(p2 - 2)% distinct 
paths of length 2 joining R and S. 
For II < 4, the complement of G(SZ,) is not connected. For II 3 5, the 
complement of G(S2,) is connected and indeed we have the following. 
THEOREM 5.3. For n 3 5, the diameter of the complement of G(Q,) 
equals 2. 
Proof. Let P and Q be distinct vertices of Q, which are not joined by 
an edge in the complement of G(S2,). Then v(P, Q) = 1. Without loss in 
generality we may assume P = I. Hence the theorem is equivalent to showing 
that if n > 5 and 01 E S, is a cycle of length greater than 1, then 01 can be 
written as the product of two permutations, neither of which is a cycle. Let 
elk E S, be a cycle of length k > 2. There is no loss in generaiity in assuming 
CX~ = (12 ... k). Define permutations p, yk ES, by letting p = (13)(45) and 
y2 = (4WlW, 
~3 = (WW), 
~4 = U‘WW, 
~5 = (14)(23), 
yk = (1467 ... k)(23), k > 6. 
Since p and yk, k > 2, are each products of two disjoint cycles of length at 
least 2, they are not cycles. It is easy to verify that 01~ = Pyle for k >, 2. The 
theorem now follows. 
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Let d and f be positive integers with f > d. The geometrical form of a 
conjecture of W. M. Hirsch, as reported by Dantzig [3, p. 163], asserts that 
the diameter of the graph of a d-dimensional polytope withffacets does not 
exceed f - d. If f < 2d, then it is lcnown [9] that this bound cannot be 
improved. We define w(d, f) to be the maximum diameter of the graph of a 
d-dimensional polytope F with f facets which is a face of some Q2, provided 
such an .F exists; otherwise, we let w(d,f) = 0. Tn a subsequent paper we 
shall see that w(d, f) = 0 whenever d > 2 andp > 3(d - 4). 
LEMMA 5.4. Let A be an n x n (0, l)-malri~ wirh tot& support, and let 
9(A) have dimension d 3 1 and f facets. Suppose P = [pii] and = [qp;l 
are permutation matrices with P < A and Q < A. Then 
v(P, Q) < min{d, f - dj. 
Proof. Let v(P, Q) = k. The result cieariy holds if k = 0 or I. Now Iel 
k 3 2. Let B = [bij] be the n x n (0, I)-matrix such that bij = 1 if and only 
if pi. = I or qij = 1. Then B has total support, B < A, and S( 
k-box. In particular, d > dim S(B) = k. We prove k d by induction 
on d. If d = k, then A = B, 9(A) is a k-box, and f = 2 rice in this case 
k = f - d. Now let d > k. Let C be a (0, I)-matrix with total support such 
that B < C < A and S(C) is a facet of .9(A). Let F(C) have dimension d’ 
and J’ facets. Then d’ = d - 1 and f’ < f - 1. Therefore? since B, Q < C: 
by the inductive assumption, 
k <f' - d’ <f- d. 
This proves the lemma. 
THEOREM 5.5 Let f and d be positive integers with f > d. Then w(d, f) < 
f - d with equality if and only iff < 2d. 
Bra?of. Let .F be a face of some S, with dimension d aadSfacets. Let P 
and (2 be vertices of .F. Then 6(6(p): P, Q) < v(P, Q). 
5.4, eil(d, f) <f - d. Suppose f > 2d. Then by Lemma 5.4 v(P, Q) << 
d < f - d. Hence w(d, f) < f - d. Now suppose f < 20'. Let m = f  -. d. 
Let 
Ai = [; ;I, i = l,...,nz - I, 
and let A, be a fully indecomposable (0, l)-matrix corresponding to a 
(d + 1 - m)-simplex (see Property 2.3). Let A = Al @ ... 0 A,-1 @I A,, . 
It is then easy to verify that dim F(A) = d, F(A) has f facets, and 
6(6(9(A)) = m = f - d. Hence in this case w(d,f) = f - d. 
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In [l, Theorem 81 Balinski and Russakoff proved that the linear program- 
ming version of the Hirsch conjecture [3, pp. 160, 1681 holds for 8, by 
showing that a path of neighboring feasible bases of length at most 2n - 1 
joins any pair of feasible bases of.!& . We observe that their proof actually 
shows that if 9 is any face of r;2,, then a path of neighboring feasible bases 
joins any pair of feasible bases of 9. It follows that this conjecture also holds 
for faces of m, . 
Let 3 be a face of !&, , and let P and Q be vertices of 9. It is easy to see 
that v(P, Q) < [n/2]. From this it follows that S(G(F)) < [n/2]. Let k be an 
integer with 1 < k < [n/2]. Then there exists a face Fk of r;2, with 6(G(s&) = 
k. Any k-box which is a face of 9, is an example of such an gk . We shall 
see that such gk’s exist whose graphs are prime. More generally, we have the 
following. 
THEOREM 5.6. Let k be an integer with k > 2. Let 
A(k) = 
where for each i, 
E,< 0 ..a 0 Ak 
(5.2) 
Then GI, = G(F(A(k))) is a prime graph, and for any two vertices P and Q 
of the graph r, of the k-box S(A, @ *** @ A,), 6(G,: P, Q) = 6(rk: P, Q). 
ProoJ: It is easy to show that A(k) is fully indecomposable. Therefore 
by Corollary 4.5, GI, is a prime graph. Observe that any permutation matrix P 
with P < A(k) is symmetric. We prove the theorem by induction on k. 
For k = 2, it clearly holds. Let k > 2. Let P and Q be vertices of r, . Recall 
that v(P, Q) = S(r,: P, Q). Suppose that v(P, Q) > m = 6(G,: P, Q). 
There exists a path P, RI ,. .., R,-, , Q in GI, . Since m < v(P, Q) < k and 
each Ri has exactly one 1 in its first row, we see that the 1 in some Ej is not 
used by any of R, ,..., R,-, . There is no loss in generality in assuming j = k. 
Thus the path P, RI ,..., R,-, , Q is a path in G(p(A(k - 1)) @ A,). Hence 
S(G(F(A(k - 1) @ AJ): P, Q) = m. We can write P = PI 0 Pz and 
Q = Q, 0 Q2, where f’, , Q, < A(k - 1) and Pz , Qz < A, . Therefore, 
since G(F(A(k - 1) @ A,)) G Gk-, x r, , we see that 
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Since P, , Q, < A, @ ... @ A,-, , this contradicts the iaductive assumption, 
Hence the theorem follows. 
Let Al )~.., Al, be fully indecomposable (0, I)-matrices of order greater 
than 1. Let A(k) be defkred as in (5.2), where Ez ,..., Ek are (0, I)-matrices with 
the (1, l)-entry equal to 1 and all other entries equal to 0. It is easy to modify 
the proof of Theorem 5.6 to prove that G(-F(A(k))) is a prime graph, and for 
any two vertices P and Q of G(F(A, @ .-. @ AJ) 
6(G($(A,)): P, Q) = &G(g(A, 0 *** 0 A,)>: P, (2). 
6. SPECIAL FACET 
We conclude this study of G(&?,) by considering the relationship between 
certain types of subgraphs of G(S2,) and faces of -Qn . The p x q matrix caf all 
l’s denoted by .KP,n. 
THEOREM 6.1. Let 9 be a face of Q2, . Then G(F) is a complete graph if 
and only ifF is a simplex or G(F) E K, . 
Proof. Suppose G(9) is a complete graph. Since every two vertices of .F 
are joined by an edge, 9 is a 2-neighborly polytope. Let A be an n x ~3 
(0, I)-matrix with total support such that F(A) = 9. Suppose F(A) is not 
a simplex. It follows from [2] that A has exactly one nontrivial fully indecom- 
posable component Al, and either A, = K3,3 or I&, can be obtained from Al 
by a sequence of contractions. Hence by Lemma 2.8, G(P) g G(F(A,)) g 
G(&) g K6 . The converse clearly holds. 
It has already been pointed out that G(&) is a complete graph for pz < 3. 
For .zz = 4, we have the following. 
THEQREM 6.2. Let H be a graph consisting of six vertex-disjoint copies 
ofK4. Then G(!Z,) is isomorphic to the complement ofH. 
ProoJ Let P, , PZ , P3, P4 be the permutation matrices corresponding 
to the elements of the subgroup T = {E, (I2)(34), (13)(24), (14)(23)) of S; : 
Then for i # j, v(P, , PJ = 2. Hence the subgraph of G(sZ,) induced by 
(P, , P, , P, , P4j is totally disconnected. Moreover, each coset of T in ,Y& 
determines a totally disconnected subgraph of G(Q,) with 4 vertices. There- 
fore, since G(Q3 has 24 vertices and is regular of degree 20, the theorem 
follows. 
A maximal complete subgraph of a graph G is called a cliqzle of G. It 
follows from Theorem 6.2 that every clique of Q?4 has six vertices. 
consider faces of JZIn whose graphs are cliques of G(&). A face .F of 92, is 
a maximal simplex face provided F is a simplex and .F is not proper& 
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contained in any face of QR, which is also a simplex. It is not difficult to prove 
the following. 
LEMMA 6.3. Let PI and P,’ be permutation matrices of order 2, let Pz 
be a permutation matrix of order m, and let P = P, @ P, and P’ = Pl’ @ P, . 
If Q is a permutation matrix of order m + 2 of the form 
where Q,, is of order 2 with u(Qll) = 1, then v(P, (2) = v(P’, Q). 
THEOREM 6.4. Let n 3 4 and let .F be a maximal simplex face of 0, . 
Then G(F) is a clique of G&i’,). 
Proof. Let A be the n x n (0, I)-matrix with total support such that 
9 = 9(A). By Property 2.3 it follows that A is fully indecomposable and 
that we may assume that 
where p is an integer with 1 < p < n - 2. The number of vertices of g(A) 
is o(K,_~,~+J = (n - p)( p + 1). We prove the theorem by induction on n. 
If n = 4, it follows that %(A) has six vertices. Therefore, since every clique 
of Q2, has six vertices, G(F(A)) is a clique of G(G,). 
Now let n > 4. Suppose there exists an YI x n permutation matrix 
Q = [qij] such that Q is not a vertex of 9 and Q is joined by an edge in 
G(!Z,) to every vertex of .F(A). By Property 2.4, A, and AsT are vertex-edge 
incidence matrices of trees T, and TX , respectively. First suppose that 
p < n - 2. We may assume that the first column of A, corresponds to a 
pendant edge of Tl and that the vertex of T, corresponding to row 1 of A, 
is a pendant vertex. Let B be the matrix obtained by replacing all entries of A 
in the first row and column, other than the (1, I)-entry, by 0’s. Since p <n - 2, 
it follows from Property 2.3 that B = I @ Bl , where F(B,) is a maxima1 
simplex face of a,_, . By the inductive assumption G(F(B,)) is a clique of 
G(&?,-,). Suppose that qll = l.ThenQ = 1 @Qr,whereQ, <B,andQ, 
is joined to every vertex of F(B,). Therefore, by the inductive assumption, 
qll i 1. Suppose that qrl = 1 = qls . Let Q’ = [qij] be the permutation 
matrix obtained from Q by replacing qrl and qls by O’s and replacing qll 
and qTs by 1’s. It follows from Lemma 6.3 that Q’ is joined to every vertex R 
of S(B) with R f Q’. Then Q’ = 1 @ Q,‘, where Qr’ is joined to every 
vertex R, of F(B,) with R, # Q,‘. Hence by the inductive assumption, 
Q,’ < B, . Let C be the matrix obtained from A by striking out rows 1 and r 
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and columns 1 and s, and let P be a permutation matrix with P < C. ‘Let 
I’ = [P.~J be the permutation matrix of order n such that Uli = 1 = zlTB I
and the submatrix that remains after rows 1 and r and columns 1 and s are 
removed is P. Then Y < B < A and hence v(Q, V) = 1. Moreover, since 
Q’ -< A, v(Q, Q’) = 1. Therefore, since ull = vrS = qil = qi, = qrI = 
qXS = 1, I’ = Q’. Therefore since there is exactly one permutation matrix P 
such that P < G, it follows from Hall’s theorem [5] that there is some row 
of G containing exactly one 1. This implies that s 3 17 - p. 
Since p < n - 2, the tree T, has at least two pendant edges. 
assume that the last column of A, corresponds to a pendant edge 
that the vertex of T, corresponding to the last row of A, is a pendant vertex. 
Let N be the matrix obtained by replacing all entries of A in row M - p and 
column II - p - 1, other than the (n - pj n - p - l)-entry, by 0’s. Let 
Then 9(H,) is a maximal simplex face of 52,_, . If the (E - p, f? - p - I)- 
entry of Q is 1, then the inductive assumption applied to .F(N,) is contra- 
dicted. Thus the (n - p, n -p - l)-entry of Q is C and it follows that 
r = n - p. We have qt,n-D-l = 1 for some t f n - p. Let Q’ be the permu- 
tation matrix obtained from Q by replacing qn-D,I and qt,n-P,-l by C’s and 
qn-n.n-/i-a and qtl by 1’s. It follows from Lemma 6.3 that Q” is joined to 
every vertex R of F(H) with R f Q”. Applying the inductive assumption 
to S(H& we see that Q” < H. Let E be the matrix obtained from A by 
striking out rows t and n - p and columns 1 and 11 - p - 1. As before we 
see that there is exactly one permutation matrix P with P < E. 
theorem [5] we see that some row of L contains exactly one 1. II~wever, by 
the form of A we see that every row of L contains at least two 1’s. This 
contradiction proves that G(F(A)) is a clique of G(ti%) for p < n - 2. lf 
p = n - 2, then p + 1 > 2 and a similar argument applied to rows of A, 
corresponding to pendant edges of T2 completes the proof of the theorem. 
As an immediate corollary we have the following, 
CQROLLARY 6.5. Let n 2 4 and let v E {q(n + 1 - q): q = 2 ,..., M - i>* 
Then G(Q-?,) has a clique with v vertices. 
In addition to the cliques of G(QJ given in Theorem 6.4, we have the 
following. 
THEOREM 6.6. For n 3 3, let A, be the y1 x n (0, I)-matrix 1 @ &.a . 
Then 6(.9(An)) is a clique of G(Q,). 
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Proof. We prove the theorem by induction on n. Since A, = KS,3 j this 
holds for n = 3. Let n > 3. Then A, = 1 @ A,-, . Let Q = [qfj] be a 
permutation matrix of order n such that Q is not a vertex of G(F(A,)) and Q 
is joined to all vertices of G(F(A,)). If qll = 1, then using the inductive 
assumption we obtain a contradiction. Therefore qll = 0. Suppose that 
47.1 = 1 = 41s * Let Q’ be the permutation matrix obtained from Q by 
replacing qyl and qls by O’s and qll and qrs by 1’s. It follows from Lemma 6.3 
that (2’ is joined to every vertex R of F(A,) with R f Q’. Since the (1, l)- 
entry of Q’ is 1, the inductive assumption implies that Q’ is a vertex of 
F(A,). Let C be the matrix obtained from A, by striking out rows 1 and r 
and columns 1 and s. As in the proof of Theorem 6.4 we see that there exists 
a unique permutation matrix P such that P < C. However, since the (Y, s)- 
entryofA,isl,itisnotdifficulttoseethatC=IOK,,,orC=IOK,,,. 
This contradicts the uniqueness of P. Therefore G(S(A,)) is a clique of G(J2,). 
THEOREM 6.7. For n 2 3, the vertices of G(B,) can be covered by vertex- 
disjoint cliques where each of these cliques has six vertices. 
Proof. Since G(oa) g K6 , the theorem holds for n = 3. Now let n > 3. 
Let j, , j, , j, be integers with 1 < j, < j, < j, < n, and let P be a permuta- 
tion matrix of order y1 - 3. Let A be the unique y2 x n (0, l)-matrix with 
o(A) = IZ + 6 such that P is the submatrix of A obtained by striking out 
rows y1 - 2, n - 1, and columns j, , j, , j, , and K3,3 is the submatrix of A 
contained in rows n - 2, n - 1, y1 and columns j, , j, , j, . It follows from 
Theorem 6.6 that G(F(A)) is a clique of G(Q,) with six vertices. Clearly, any 
two distinct cliques obtained in this manner are vertex disjoint. Moreover, 
each vertex of 0, is contained in one of these cliques. This proves the 
theorem. 
The cliques given in Theorem 6.4 in Theorem 6.6 have the property that 
they are the graphs of faces of Sz, . We now give an example of a clique of 
G(&?,) which does not have this property. Let 
By Theorem 6.4, G(S(A)) is a clique of 02, . Let V be the set of vertices of 
9(A) and let V’ be obtained from V by replacing P with Q. Then it is easy 
to see that Y’ is the set of vertices of a clique of G(&?a which does not corre- 
spond to a face of Qd . 
For k a nonnegative integer we define A,,, to be the graph with 2’i + 1 
vertices obtained from the k-cube graph r, by introducing a new vertex x, 
where x is joined to each vertex of .Z-‘, , that is, A,,, = r, C (x}. Let F be a 
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d-dimensional face of Q, with v vertices where z! > 2”-i + 1. Theorem 5.3 
of [2] implies the following. We must have v < 2d with equality if and only 
if F is a d-box. More generally, v E (2d-1 + 2nr: nz = 0, I,..., d - 1). Suppose 
that D = 2d-1 + 2”“, where m E (0, l,..., d - 11. If m + d - 4, then G(F) ~Z 
r?n x &-nz f If m = d - 4, then G(-9) E r7, x 8, or G(F) g r,, ;< 
A, x 4,. 
Let G be a connected graph. If G has at least one cycle, the girth y(G) of G 
is defined to be the length of the shortest cycle of G. If G has no cycles, then 
y(G) = cx). Let Y be the set of vertices of 6. Then the radius p(G) of G is 
defined by 
p(G) = ;if max 6(u, ~1). 
5’ vev 
We now characterize faces of fi2, which are boxes in terms of their graphs 
?kt3~Eht 6.8. Let SP be a nonempty face of 52,. The following are 
equivalent. 
(i> .F is a k-box for some k. 
(ii) yjG(cF)) > 4. 
(iii) G(P) is bipartite. 
(iv) For some k, G(g) has 2” vertices and is regular of degree k. 
(V) dim % = @G(F)). 
(vi> dim F = p(G(9)). 
Proo$ It is clear that (i) implies each of the other statements. Suppose (i) 
does not hold. It follows from Property 2.5 and Lemma 4.2 that 9 has a 
triangular face. Hence y(G(9)) = 3. Therefore (ii) implies (i). It follows 
from Theorem 3.5 that (iii) implies (i) (this also follows from the fact that (iii) 
implies (ii)). Now suppose (ivj holds and let dim F = d. Then d < k. Since 
F is a face of Sz, with 2” vertices, d > k. Hence d = k. Therefore, (iv) 
implies (i). Let dim .9 = d, and let P and Q be vertices of G(F). It follows 
from Lemma 5.4 that S(G(.F): P, Q) < v(P, Q) < d. Suppose that (vj or (vi) 
holds. Then there exist vertices P, and Q, of F such that 6(G(F): BP0 , Q,) = cl. 
Therefore v(F’, , QO) = d, and it follows that 5 is a d-box. Hence each of (v) 
and (vi) implies (i). This proves the theorem. 
We have already observed that G(&?J is vertex symmetric. More generally, 
we have the following. 
THEOREM 6.9. Let A be a filly indecomposable (0, Q-matrix of order II. 
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Suppose thhdre exist nonnegative integers r and s and permutation matrices P 
and Q such that 
Then G(p(A)) is vertex symmetric. 
ProoJ Let R be a vertex of F(A). It is easy to see that there exist permuta- 
tion matsices U and V such that UPRQV = I and UPAQV = PAQ. Hence 
G&F(A)) is vertex symmetric. 
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