We describe a data structure for efficiently maintaining views of dynamic graphs. A view evolves from a base graph by the contraction of subgraphs that are recursively defined by an associated (static) hierarchy. Our data structure provides methods to refine and coarsen the view interactively, while the base graph is subject to node and edge insertions or deletions. So far efficient solutions for this problem did not allow insertion or deletion of graph nodes. Providing these operations, our data structure is better suited for the use in graph editors, because all common operations on the base graph are supported; it helps in exploring and editing large, hierarchically structured graphs, e. g., network traffic graphs, biochemical pathways, road maps, or the web graph.
Introduction
Many graphs, such as network traffic graphs, the web graph, or biochemical pathways [BFP + 03] , are too large to display or edit them effectively. A well-established technique to solve this problem is to partition the graph recursively into a hierarchy of subgraphs. This clustering either is derived from the semantics of the graph or is explicitly given by the user. The complete road map of Europe, for instance, is a rather large graph; a hierarchy on it could be defined by grouping places and roads within the same city, then the cities within the same state, and so on. Since not every city or state is always needed in full detail, the dispensable subgraphs should be contracted into a single meta node, representing the city or state as a whole. Edges from within the hidden subgraphs to places outside are retained as edges from the meta node to the outside place. This is very convenient, because both an overview of the whole graph and the necessary details are displayed simultaneously.
In an interactive scenario, this technique facilitates exploring and editing a large graph, because the user can choose which subgraphs to contract into a meta node and which to expand, i. e., to replace with its subordinate subgraphs. These two operations, namely expand and contract, need to be supported efficiently by an appropriate data structure. Depending on the admissible modifications of the hierarchy and the graph, there are three different variants of the view maintenance problem according to [BW00] . In the static case the graph and the hierarchy are fixed; in the dynamic graph variant graph edges can be inserted or deleted; in the dynamic graph and hierarchy variant the graph additionally is subject to node insertions and deletions, and the hierarchy may change through splitting and merging of clusters.
In this paper we present an efficient data structure for a new variant, namely dynamic leaves, which is based on the dynamic graph variant, but additionally allows insertion and deletion of graph nodes, i. e., leaves of the hierarchy. In contrast to the dynamic graph and hierarchy variant, it lacks splitting and merging of clusters. Thus it is adequate for dynamic graphs with a fixed hierarchical structure, such as network traffic graphs, i. e., computers are identified by their IP addresses, edges represent traffic, and the hierarchy is given by the structure of the IP addresses. It is fixed, because the structure of an IP address does not change; at the same time the underlying graph is highly dynamic, for IP addresses become active or inactive and traffic comes and goes. Further examples are biochemical pathways [BFP + 03] and road maps. Previous solutions [BGW00, BW00] are no adequate model for these applications, because they cannot handle graphs with a dynamic node set.
Related Work
There are various concepts for extending graphs with a hierarchical structure [EF96, Har88, Him93, LE96, LW88, Rai02, SM91] . In this paper we use clustered graphs [EF96] , which consist of a base graph and a tree whose leaves are exactly the nodes of the base graph. A view of a clustered graph, as defined in [BW00] , is an abstract representation of the underlying graph obtained by collapsing some subgraphs into meta nodes. In [BGW00, BW00] data structures for maintaining such views under expand and contract operations in the dynamic graph variant are described. Efficient data structures for the more dynamic variants were left as an open problem [BW00] .
The views of [BW00] are a generalization of those defined in [EF96] , where only the meta nodes on the same level of abstraction form a view. Therefore, levels can be expanded or contracted only completely. Expanding individual clusters yields not only more accurate views but also more views, which complicates the view maintenance problem. The abridgements of [HE98] are similar to the views used here.
Our data structure is based on [BGW00] , where the nodes of the graph are numbered such that each cluster is represented as one interval. With this numbering, inserting new graph nodes is inefficient, because the nodes coming after the new one must be renumbered. Therefore, we replace the numbering with a data structure for maintaining order in a list, which preserves a total order subject to insertions, deletions, and precedence queries. This is a well-studied problem with very efficient [BRD + 02, Tsa84] and even optimal [DS87] solutions.
There are some layout algorithms [EF96, EFL96, SM91, San96b, San96a] for hierarchically structured graphs; see [BC01] for an overview. Moreover, some interactive systems [HE98, LK99] use such graphs, but no descriptions of their internal data structures are available. Our data structure can be integrated into the software architecture of [Rai02] , which features an arbitrary number of hierarchies per graph as well as an arbitrary number of views per hierarchy.
Our Results
We present a data structure for maintaining views under expand and contract operations in the dynamic leaves variant. There the graph changes through node and edge insertions or deletions, but the hierarchical structure is fixed. Replacing the integer numbers, used for linearly ordering the nodes of the graph, by a data structure for the order maintenance problem, we extend the solution of [BGW00] to the new dynamic leaves variant.
Let n denote the number of nodes, m the number of edges of the underlying graph, and D the depth of the hierarchy. Our data structure uses O(mD) additional space; for balanced hierarchies, this is an improvement both over the O(m max{log n, D} 2 ) of [BW00] and the O(mD log log n) space bound of [BGW00] . 1 Edge insertions and deletions take O(D log n) time, which is, at least for balanced hierarchies, an improvement over the O(max{log n, D} 2 log n) (expected) time of [BW00] , but is slightly slower than O(D log log n) of [BGW00] . All three approaches support contracting a subgraph in optimal time, i. e., linear in the number of changes to the view. Expanding a node is optimal only in [BW00], whereas [BGW00] has an extra factor of log log n, which is slightly better than our data structure with a factor of log n.
The approaches of [BGW00] and [BW00] do not support node insertion and deletion, whereas our data structure provides both in O(D) time. Table 1 summarizes our results and compares them to the other approaches.
Problem Statement
Let G = (V (G), E(G)) denote an undirected, connected graph with node set V (G) and edge set E(G) ⊆ P 2 (V ) = {{u, v} ⊆ V (G) | u = v}. Note that the data structure can be used with directed graphs as well, but it is easier to describe for undirected graphs. Also it works without any modification on unconnected graphs, but we would like to assume that |V (G)| ∈ O(|E(G)|). A rooted tree H is a hierarchy over G if the leaves of H are exactly the vertices of G. We define n = |V (G)|, m = |E(G)|, and D = depth(H). Since there is no semantic need for clusters with only one subordinate cluster, we assume that 1 Since the the stratification argument in [BGW00] is faulty [Buc] , we are using the results given in Theorem 1 of [BGW00] . The space bound can be improved to O(m max{log n, D}) by using compressed trees at the cost of increasing all other operations, except contract, by a factor of O( log n /(log log n) 2 ) [BGW00, Theorem 2]; see also Sect. 3.4.
all inner nodes of H have at least two children, i. e., |V (H)| ∈ O(n). For a tree node 
e., the nodes of the view are not related in terms of the predecessor relation given by the hierarchy. This definition is a slight extension of the views in [BW00, BGW00], which additionally require that
e., the whole graph is covered by the view.
Omitting this restriction, we can also model views of subgraphs. Two nodes u, v ∈ V (U ) are connected by an induced edge if and only if there are nodes u ∈ c H (u) and v ∈ c H (v) such that u and v are connected by a graph edge {u , v } ∈ E(G). Let adj U (v) denote the set of nodes adjacent to v in the view U ; see Fig. 2 . Given a hierarchy H over a graph G and a view U of this hierarchy, we wish to efficiently perform the following navigational operations on the view U :
; replaces node v with its children, i. e., the result is the view U with nodes
• contract(U, v), where children(v) ⊆ U ; contracts all children of v, i. e., the result is the view U with nodes
Since our focus is on a dynamic graph, the following structural operations need to be supported efficiently:
• newEdge(G, u, v), where u, v ∈ V (G); adds a new edge {u, v} to G,
, where e ∈ E(G); removes edge e from G,
; adds a new node to G and attaches it to H as child of u,
, where u ∈ V (G); removes the leaf u from G and H.
The following elementary operations are important building blocks in the implementation of the other operations:
• inducedEdge(u, v), where u, v ∈ V (H), u ∈ desc(v), and v ∈ desc(u); determines whether there is an induced edge between u and v,
• expandEdge({u, v}, x), where inducedEdge(u, v) is true and x ∈ {u, v}; returns all children that inherit the edge {u, v} when x is expanded, i. e., all x ∈ children(x) for which inducedEdge(x , y) is true, where y ∈ {u, v} \ {x}. With [BGW00] we share the idea to order the leaves V (G) linearly such that for each node v ∈ V (H) the set c H (v) forms an interval with respect to this order. Thus the cluster of a node v ∈ V (H) is fully determined by min(v), its smallest element, and max(v), its largest element. Having in mind insertion and deletion of leaves, we cannot simply label the leaves with consecutive integers, as in [BGW00] , but have to use a special data structure for maintaining this order. In addition to the values min(v) and max(v), we store at each node v ∈ V (H):
i. e., all nodes of G that are connected to a leaf in the subtree of v; see Fig. 1 . A node u ∈ S(v) ∩ c H (u) indicates an edge {u , v } ∈ E(G) for some v ∈ c H (v); if no such node exists shows, no edge connects c H (u) and c H (v). Hence, for inducedEdge(u, v), it is sufficient to check whether
Maintaining the order of V (G) becomes an important issue when insertion and deletion of leaves are considered. Since newLeaf(G, H, u) was defined to insert the new leaf as a child of u, insertions happen at any point in the linear order. Therefore, simply assigning consecutive integers to the leaves as in [BGW00] is inefficient, because all leaves following the new one must be renumbered.
There are already efficient data structures [BRD + 02, DS87] for the problem of performing order queries on an ordered list that is subject to insert and delete operations. All of them assign a numerical label (often integers) to the elements, making the order query a simple comparison of the labels; this is often referred to as list labeling technique. Since our approach will treat the order maintenance component as a black box, any will do; however, only with an O(1) worst-case solution the time bounds of Theorem 8 are worst-case. In addition, we need access to the successor and predecessor of a leaf in this order. If not already part of the order maintenance structure, we can separately maintain a doubly linked list of the leaves. In the following, we use <, ≤, ≥, and > to compare two leaves instead of the corresponding order query.
We need to store each set S(·) in a data structure that, besides insert and delete, efficiently supports the successor operation succ. For u ∈ V (G) and v ∈ V (H), succ(S(v)
Our definition of succ differs from the one used in [BGW00] , where the smallest w ∈ S(v) with w > u is returned. Hence, in [BGW00] inducedEdge checks succ(S(u), min(v) − 1) ≤ max(v), which is correct because the nodes are labeled with integers. Since we do not want to rely on the numbering, we could either use the predecessor of min(v) instead of min(v) − 1 or define succ as above.
Some of the order maintenance structures assign integer labels to their elements, which, in our case, are the leaves. By storing these integers instead of the nodes, we could use the same, more efficient, data structures (contracted stratified trees) for the sets S(·) as in [BGW00] . However, not all order maintenance structures use integers, namely the O(1) worst-case time solution of [DS87] . And, what is worse, the O(1) amortized time approaches [BRD + 02, DS87] shift a constant number of nodes during an insert operation. Hence, we would have to update all sets S(·) containing a leaf with a new number; in the worst case this could affect all sets in the tree even if only one node was relabeled. Because of the neccessary updates after renumbering, the gain of exploiting the integer labels will be lost; thus, we store the sets S(·) as balanced search trees with respect to the order provided by the order maintenance data structure. Hence, insert, delete, and succ can be done in O(log n) worst-case time, provided that the order operation is O(1) worst-case time.
As will be shown in Sect. 3.2, efficiently performing the expandEdge operation requires that the ancestor of a leaf at a certain level can be determined easily. This level ancestor problem is well studied both for static [BV94, BFC02] and more dynamic variants [AH00, Die91]. Since we need to add and remove leaves, we will use the dynamic data structure described in [AH00] . It preprocesses a tree in linear time and space, such that level ancestor queries and adding leaves can be performed in O(1) worst-case time [AH00, Theorem 6]. Deleting leaves is not explicitly mentioned in [AH00] , but it is obvious that it also is possible in constant time by simply deleting the leaf. Although correct, the space would no longer be linear in the number of tree nodes. Similar to maintaining dynamic arrays, we can rebuild the data structure when, for instance, half of the nodes are deleted. This takes O(1) amortized cost per delete, but using the standard doubling technique we can distribute it over a sequence of operations such that each operation is worst-case O(1).
We keep the children of an inner node in a list ordered according to the leaves they cover. To support expand, we store at each inner node v the set N (v) of induced edges connecting two children of v. Being affected by the insertion or deletion of an edge of G, these sets are maintained as balanced search tree.
Elementary Operations
Lemma 1. Our data structure, as described above, takes O(mD log n) worst-case preprocessing time, and it uses O(mD) additional space.
Proof. Each edge e = {u, v} ∈ E(G) can contribute an entry only to the sets S(w) where w is an predecessor of either u or v; therefore, the memory needed for all sets S(·) together is O(mD). The sets S(·) are built by inserting for each edge e = {u, v} ∈ E(G) u into the sets S(v ) for each predecessor v of v (and symmetrically v into S(u ) for each predecessor u of u). These are O(mD) insert operations in balanced search trees, each of which takes O(log n).
The additional memory for any of the order maintenance data structures [BRD + 02, DS87] is linear in the number of elements they contain, i. e., O(n) additional space for the nodes of the underlying graph. Preprocessing takes O(n) worst-case time. The level ancestor structure also can be preprocessed in linear time and space [AH00, Theorem 6].
Since each edge e = {u, v} ∈ E(G) can contribute an edge to exactly one set N (w), namely the one where w is the nearest common ancestor of u and v, the memory needed for all sets N (·) is O(m).
One fundamental operation is inducedEdge(u, v). As already mentioned, we implement it by checking whether succ(S(u), min(v)) ≤ max(v).
Lemma 2. Determining whether there is an induced edge between two nodes u, v ∈ V (H) is possible in O(log n) worst-case time.
Proof. We store the set S(u) as a balanced search tree; thus, succ takes O(log n) worstcase time.
The crucial part in expanding a node v in a view U is to find the induced edges between children of v and the remaining nodes V (U ) \ {v}. Before expanding, the neighbors of v are known; after expanding, each of them will be connected to at least one child of v. Determining the children of v that inherit the edge to u is the purpose of expandEdge({u, v}, v); see Algorithm 1. Since it simplifies the description, Algorithm 1 treats the expansion of the first node of an edge only, i, e., edgeExpand({u, v}, u); expanding the second component works analogously.
Lemma 3. expandEdge({u, v}, x) takes O(k log n) worst-case time, where k is the number of edges reported.
Proof. Without loss of generality, we assume x = u; the case x = v is symmetric. Let u 1 , u 2 , . . . , u k denote the children of u, ordered according to the order of their leaves, i. e., min(u 1 ) ≤ max(u 1 ) < min(u 2 ) ≤ max(u 2 ) < · · · < min(u k ) ≤ max(u k ). Note that we store the children in this order and do not need to sort them. We first check whether u 1 is connected to v by calculating s = succ(S(v), min(u 1 )). If s ≤ max(u 1 ), the edge u 1 is reported; if max(u 1 ) < s ≤ max(u k ), the ancestor s of s among the children of u inherits the edge {u, v}. To determine s efficiently, we use the level ancestor data structure. We iterate this procedure until the s > max(u k ), see Algorithm 1. Each succ operation, except the last, yields a new edge. Since determining the level ancestor takes constant time, we get O(k log n) worst-case time.
Algorithm 1: expandEdge({u, v}, u) input : edge {u, v} output : all children u of u for which inducedEdge(u , v) is true
Navigational Operations
We can implement expand(U, v) as follows: for each u ∈ adj U (v) we find all edges from children of v to u with expandEdge({u, v}, v); the edges between two children of v are stored explicitly in N (v). As in [BW00], we define
Since we assumed that G is connected, the number of items that have to be added or removed during expand(U, v) are in O (Opt(U , v) ), where U is the view after expanding v in U .
Lemma 4. expand(U, v) can be performed in O(Opt(U , v) log n) worst-case time.
Proof. Follows immediately from Lemma 3.
For contract(U, v) we remove all children of v from U together with their incident edges. Whenever we process an incident edge that connects some v ∈ children(v) to a node u ∈ children(v), we insert an induced edge between v and u.
Lemma 5. contract(U, v) can be performed in O(Opt(U, v)) worst-case time.
Proof. For each child v of v, we examine all incident edges {v , u}. If parent(u) = v, we mark u as neighbor of v. Then we delete v and all incident edges. When all children are removed, we insert v and connect it to all the marked neighbors. Clearly, all this takes O (Opt(U, v) ) time.
Structural Operations
After adding a new edge {u, v} to E(G), we insert u into S(v ) for all predecessors v of v and v into S(u ) for the predecessors u of u (without creating duplicates). Deleting an edge {u, v} is slightly more complicated, because we can remove u from S(v ) (and analogously v from S(u )) only if there is no other edge connecting a node in c H (v ) to u. We also have to update the set N (w), where w is the nearest common ancestor of u and v. As with the sets S(·), we have to avoid inserting an edge twice and deleting an induced edge that is justified by another edge in the graph.
Lemma 6. newEdge(u, v) and deleteEdge(e) can be performed in O(D log n) time each.
Proof. We solve the above mentioned problems by adding a reference counter to the entries in the sets S(·) and N (·). For inserting a new entry, we first check whether it already exists; if so, we increase its counter. Otherwise, we insert a new entry with counter 1. For deleting an entry, we first decrement its counter; if it is 0, we can safely remove the entry. Obviously, the reference counters also fit into the O(mD) space bound of Lemma 1. Hence, updating the sets S(·) of all predecessors of u or v takes O(D log n). Only the set N (w) for the nearest common ancestor w of u and v has to be updated. Since N (w) contains at most m elements, this takes O(log m), which is O(log n), because m ∈ O(n 2 ).
For deleting a leaf u, we first delete all incident edges with deleteEdge, which implicitly updates all affected sets S(·). Next, we update the order maintenance and the level ancestor data structures, and remove the leaf from the graph and the hierarchy. At each predecessor u of u, we possibly have to update the values min(u ) and max(u ) to the predecessor or successor of u in the ordered list of leaves. Since we want to avoid nodes with only one child in the hierarchy, we may need to delete some of the predecessors of u as well.
When inserting a new leaf v as child of an inner node u, we first insert v after max(u) into the the order maintenance structure. Then we add v to the level ancestor data structure and insert it into the graph and hierarchy as child of u. Finally, we update the values max(v ) at each predecessor v of v. [BGW00] Our data structure
Lemma 7. Deleting a leaf without any incident edges and inserting a leaf can be performed in O(D) time.
Proof. Insertion and deletion in the order maintenance as well as the level ancestor data structure take constant time; the updates at each predecessor are also constant time, and traversing all predecessors of the affected leaf takes O(D).
Theorem 8. With O(mD) additional space our data structure solves the dynamic leaves variant of the graph view maintenance problem with the worst-case time bounds shown in Table 1 .
Proof. All bounds in Table 1 follow directly from Lemmata 1, 2, 4, 5, 6, and 7.
Remarks Compressed Trees
In [BGW00] , compressed trees [Gab90, HT84] are used to improve the space bound. For a hierarchy H, an edge (parent(u), u) is light if 2|desc(u)| ≤ |desc(parent(v))| and heavy otherwise. The compressed tree C(H) evolves from H by contracting all heavy paths into their respective topmost node. We could also adopt our approach to a compressed hierarchy, but maintaining C(H) subject to insertion and deletion of leaves into the original hierarchy H is not straightforward. The problem is that these modifications can change the status of induced edges at predecessors of the affected node from light to heavy and vice versa. In the compressed tree, this results in adding or removing an inner node. Especially for a new inner node this is expensive, for we have to provide the new node with appropriate data structures, e. g., the set S(·).
Stratification
The time bounds for compressed trees increase by a factor of O( log n /(log log n) 2 ). To improve them, in [BGW00] , the hierarchy tree is stratified recursively; however, the stratification arguments are faulty [Buc] . Therefore, we mention only the results without stratification in Table 1 .
Fully Dynamic Hierarchies
Splitting of clusters is difficult to incorporate into the approach of [BGW00], which we extend here. For u ∈ V (H) and N ⊆ children(u), the operation split(H, N ) creates a new tree node v and inserts it between u and N , i. e., children(v) = N and parent(v) = u.
Since the set N can be chosen arbitrarily, the new node v will violate the invariant that c H (v) can be represented by min(v) and max(v). If we try to fix this by reordering the leaves, the relative order of some leaves will change. Consider, for instance, a leaf w ∈ N for which there exist leaves v 1 , v 2 ∈ N such that before reordering v 1 < w < v 2 . After reordering the relative order of w and either v 1 or v 2 has changed, i. e., either w < v 1 or w > v 2 . Since the search trees for the sets S(·) depend on this order, we have to update them when such a permutation happens. As already discussed in the context of exploiting the integer labels of the nodes, see Sect. 3, many sets S(·) may be affected, even with only one permutation; thus, the basic idea of our approach inherently seems to prohibit an efficient implementation of split.
Conclusion
We have presented an efficient data structure for the dynamic leaves variant of the graph view maintenance problem. As summarized in Table 1 , our approach can compete well with the others, and it is the only one to provide inserting and deleting of leaves.
There are some open problems we will address in the future. For instance, the definition of S(v) is not restrictive enough, for it unnecessarily contains nodes of c H (v). The question is how much space can be saved by a more restrictive definition of these sets in the worst case, in the average case, or for special classes of graphs. As in [BW00] , the most important open problem remains a data structure for the dynamic graph and hierarchy variant, i. e., with splitting and merging of clusters.
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