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a b s t r a c t
This work deals with a classical combinatorial problem of P. Erdős and A. Hajnal concerning
colorings of uniform hypergraphs. Let m(n, r) denote the minimum number of edges in
an n-uniform non-r-colorable hypergraph. We prove that for all n ≥ 3 and r ≥ 3, the
following inequality holds
m(n, r) ≥ 1
2
n1/2rn−1.
This bound improves all the previously known bounds for r = 3 and√ln ln n ≪ r ≪ ln nln ln n .
We also obtain some results concerning colorings of simple and l-simple hypergraphs.
These results are based on our new lower bound for the maximum edge degree in an
n-uniform non-r-colorable hypergraph.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
This work deals with some well-known extremal combinatorial problems concerning colorings of hypergraphs. The
structure of the paper will be the following. In Section 1, we consider history of the problems, formulate our new results
and compare them with the previous ones. Section 2 is devoted to a probabilistic construction underlying the proofs of the
main results. The proofs are given in Section 3. Finally, in Section 4 we discuss list colorings of hypergraphs.
1.1. Problem of Erdős and Hajnal
In 1961, Erdős and Hajnal (see [7]) stated the following problem: find the value m(n, r) equal to the minimum possible
number of edges in an n-uniform hypergraph which is not r-colorable.
Erdős (see [5,6]) used a simple probabilistic method to obtain the first nontrivial bounds form(n, 2). Similar inequalities
hold for all possible number of colors r (see [10]):
rn−1 ≤ m(n, r) ≤ e
2
n2(r − 1)rn−1(ln r)

1+ O

1
n

. (1)
The upper bound form(n, 2) from (1) is still the best known, but the lower bound has been improved in a sequence of papers.
Beck proved (see [3]) thatm(n, 2) = Ω(n1/3−o(1)2n). Later his proofwas simplified by Spencer in [21]. Finally, Radhakrishnan
and Srinivasan in [16] showed that
m(n, 2) ≥ 0.1
 n
ln n
 1
2
2n. (2)
This result remains the best lower bound form(n, 2).
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Alon in [1] studied the valuem(n, r) in the case of large r . He proved that
m(n, r) > (n− 1)
 r
n
n− 1
n
r
n−1
. (3)
From (3) we can see thatm(n, r) = Ω(rn)when n is fixed and r →∞. Alon also obtained upper bounds form(n, r)which
improved the upper bound from (1), for large values of r and n.
Kostochka found a strong asymptotic lower bound form(n, r) in [9] in the case when r is very small in comparison with
n. He showed that if r <
√
1/8 ln(ln n/2), then
m(n, r) > e−4r
2
 n
ln n
 ⌊log2 r⌋⌊log2 r⌋+1 rn. (4)
In the paper [19] the lower bound (2) of Radhakrishnan and Srinivasan was generalized to an arbitrary value of
parameter r:
m(n, r) ≥ (√3− 1)
 n
ln n
 1
2
rn−1. (5)
Pluhár obtained (see [15]) the following result based on a fast greedy algorithm: for every n and r , the following inequality
holds
m(n, r) >
1√
4πe
(n− 1) 12− 12r rn−1. (6)
This bound was improved in [18] by a factor of r:
m(n, r) ≥ (π 1r e− 112(n−1) ) 1
e
√
2π
(n− 1) 12− 12r rn+2/r . (7)
The bound (7) is the best lower bound form(n, r)when r is sufficiently large in comparison with n (e.g. r ≫ ln n/ ln ln n).
Our first main result is a new lower bound for the valuem(n, r).
Theorem 1. For all n ≥ 3, r ≥ 3, the following inequality holds
m(n, r) ≥ 1
2
n1/2rn−1. (8)
Let us compare the result (8) with the previous bounds.
1. It is clear that (8) improves (1) for all n > 4 and r ≥ 3.
2. Since (8) holds only for r ≥ 3, we have not obtained an improvement of the bound (2) of Radhakrishnan and Srinivasan.
Their result is still the best one form(n, 2).
3. Let us compare (8) and (4). If r = 3, then the right part of (4) is equal to e−36√n/ ln n 3n. So, in this case, our bound (8) is
better: we have an improvement by a factor of
√
ln n. But if r > 3, then the right part of (4) is at least n2/3+o(1)rn, which
is asymptotically better than (8). Recall that (4) holds only for r = O(√ln ln n), and our bound holds for all r ≥ 3. Thus,
we improve (4) in the following cases: r = 3 and r > √1/8 ln(ln n/2).
4. It is easy to see that (8) improves (5) for all n > 8 and r ≥ 3. Moreover, the asymptotic improvement by a factor of√ln n
is clear.
5. Since (7) is better than (3) and (6), we shall compare (8) only with (7). The ratio of the right parts of (7) and (8) is equal to
f (n, r) n−
1
2r r = f (n, r) exp

ln r − ln n
2r

,
where a function f (n, r)has order ofmagnitudeΘ(1). So, if the function r = r(n) satisfies the condition ln r− ln n2r →+∞
when n → +∞, then the previous bound (7) is asymptotically better than (8). This condition holds, for example, when
r ≥ c ln nln ln n for any constant c ∈ (1/2,+∞). In the other case, when ln r − ln n2r → −∞, our bound (8) is better. This
holds, for example, when r ≤ ln n2 ln ln n .
Let us make a conclusion from the comparison of the bounds. Our new lower bound (8) for the value m(n, r)
asymptotically improves all the previous results in the following cases:
r = 3 and 1/8 ln(ln n/2) < r = r(n) ≤ ln n
2 ln ln n
.
1.2. Coloring hypergraphs with bounded edge or vertex degree
Let H = (V , E) be a hypergraph. For any edge e ∈ E, the number of other edges intersecting e is called its degree in H . The
maximum edge degree of H is denoted by ∆e(H). For any vertex v of hypergraph H , the number of the edges containing v
is called its degree in H . Let∆v(H) denote the maximum vertex degree of H .
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For all n, r ≥ 2, let ∆e(n, r) (respectively, ∆v(n, r)) denote the minimum possible ∆e(H) (respectively, ∆v(H)), where
H is an n-uniform non-r-colorable hypergraph. These two extremal values are subject to a simple relation:
∆e(n, r) ≤ n ·∆v(n, r).
The problem of finding∆v(n, r)was stated by Kostochka and Rödl in [14], but colorings of hypergraphswith bounded vertex
and edge degrees had been studied in some papers before. In their seminal article [8], Erdős and Lovász proved that for all
n, r ≥ 2,
∆e(n, r) ≥ 14 r
n−1. (9)
Moreover, they obtained (see [8]) an upper bound for ∆v(n, r): for all n > n0, where n0 is an absolute constant, and all
r ≥ 2,
∆v(n, r) ≤ 20 n2rn−1. (10)
Kostochka and Rödl proved (see [14]) another upper bound for∆v(n, r): for all n, r ≥ 2,
∆v(n, r) ≤

n rn−1 ln r

. (11)
This result improves (10), if ln r ≤ 20n.
Classical result (9) of Erdős and Lovász was improved by Radhakrishnan and Srinivasan (see [16]) in the case r = 2. They
showed that for large n,
∆e(n, 2) ≥ 0.17
 n
ln n
1/2
2n. (12)
This bound was generalized by Rozovskaya and Shabanov (see [17]) to the case of an arbitrary value of parameter r . They
proved that for all n ≥ 3, r ≥ 2,
∆e(n, r) ≥
√
6− 2
4
 n
ln n
1/2
rn−1. (13)
The last known result concerning∆e(n, r)was recently obtained by Kostochka, Kumbhat and Rödl (see [12]). They showed
that if r = r(n)≪ √ln ln n, then
∆e(n, r) > e−4r
2
 n
ln n
 ⌊log2 r⌋⌊log2 r⌋+1 rn. (14)
Our second main result is a new lower bound for the value∆e(n, r).
Theorem 2. For all n ≥ 3, r ≥ 3, the following inequality holds
∆e(n, r) >
1
8
n1/2rn−1. (15)
Let us compare (15) with the previous results. It is easy to see that (15) improves (9) and (13) for all n ≥ 5, r ≥ 3. But
our bound holds only for r ≥ 3, so we do not obtain an improvement of the result (12) by Radhakrishnan and Srinivasan.
Their result remains the best one in the case r = 2.
The comparison of (15) with (14) is similar to the comparison of (8) with (4). We get an asymptotic improvement by a
factor of
√
ln n in the case r = 3. Moreover, our result is also the best one for r > √ln ln n.
We also obtain a simple corollary of Theorem 2.
Corollary 1. For all n ≥ 3, r ≥ 3, the following inequality holds
∆v(n, r) >
1
8
n−1/2 rn−1. (16)
This bound is only 8n3/2 ln r times smaller than the upper bound (11) of Kostochka and Rödl.
1.3. Problem of Erdős and Lovász
In 1972 Erdős and Lovász in the paper [8] stated the following problem: find the value m∗(n, r) equal to the minimum
possible number of edges in an n-uniform simple hypergraph which is not r-colorable. Recall that a hypergraph is called
simple, if any two of its distinct edges do not share more than one vertex. This problem is a natural generalization of the
problem of Erdős and Hajnal.
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The problem of Erdős and Lovász has been studied in a series of papers. It is clear thatm∗(2, r) = m(2, r) =

r+1
2

. For
larger values of n, the exact answer is unknown. Erdős and Lovász proved (see [8]) the following bounds form∗(n, r):
r2n−4
16 n(n− 1)2 ≤ m
∗(n, r) ≤ 1600 n4r2n+2. (17)
The lower bound in (17) was improved first in the case r = 2. In 1990 Szabó (see [22]) proved the following theorem.
Theorem 3 (Szabó, [22]). For every ε > 0, there exists an integer n0 = n0(ε) such that for every n ≥ n0, any n-uniform simple
hypergraph, which is not 2-colorable, has a vertex with degree at least 2nn−ε .
By using the idea of trimming from [8] and some additional observations from [10], one can easily obtain an asymptotic
lower bound for m∗(n, 2): for every ε > 0, there exists an integer n0 = n0(ε) such that for every n ≥ n0, the following
inequality holds:
m∗(n, 2) ≥ 4nn−ε. (18)
Kostochka et al. established (see [13]) the following upper bound for the valuem∗(n, r) for all n ≥ 3 and r ≥ 2:
m∗(n, r) ≤ 8n
11
n− 1 r
2n−2 ln2(er). (19)
The bound (19) improves (17) if r4 > 0.005n6(n− 1)−1 ln2(er). In the case of even r and arbitrary n > 2, the same authors
in [13] obtained a lower bound form∗(n, r):
m∗(n, r) ≥ 1− 1/n
22n−2(ne)2
r2n−2. (20)
The result (20) becomes better than (17), only if r is exponentially large in comparison with n. Kostochka et al. also proved
another lower bound, which remains asymptotically the best one in the case of fixed n and growing r .
Theorem 4 (Kostochka et al. [13]). There exist positive functions c = c(n) and r0 = r0(n), n ≥ 2, such that for all r > r0, the
following inequality holds
m∗(n, r) ≥ c r2n−2 ln2 r. (21)
The authors did not clarify the order of the functions c(n) and r0(n), but from the proof we can see that c(n) is exponentially
small. Moreover, c(n)≪ 4−n. It also follows from (21) and (19) thatm∗(n, r) = Θ(r2n−2 ln2 r)when n is fixed and r →∞.
Kostochka and Kumbhat proved (see [11]) that for all r ≥ 2 and ε > 0, there exists an integer n0 = n0(r, ε) such that for
all n > n0,
m∗(n, r) ≥ r2nn−ε. (22)
This result generalizes Szabó’s bound (18) to the case of an arbitrary fixed value of parameter r .
The upper bound (19) was improved by Bohman et al. in the recent paper [4]. They proved that for fixed n and sufficiently
large r ,
m∗(n, r) ≤ 10 000 n2(n− 1)4 r2n−2 ln2 r. (23)
Another result was obtained by Kostochka and Rödl in [14]. They showed that for fixed r and sufficiently large n,
m∗(n, r) ≤ 16 e2r(n ln r)2r2n. (24)
The comparison of the known upper bounds for m∗(n, r) is rather difficult, since in the last two results the dependence
between parameters is unclear. We can just say that
1. If r is very small in comparison with n (e.g., is fixed when n → ∞), then (24) is the best asymptotic upper bound for
m∗(n, r).
2. If n is very small in comparison with r (e.g., is fixed when r → ∞), then (23) is the best asymptotic upper bound for
m∗(n, r).
3. In ‘‘medium’’ area, if r4 > 0.005n6(n − 1)−1 ln2(er), then (19) is the best asymptotic upper bound for m∗(n, r). In the
opposite case, when r4 < 0.005n6(n− 1)−1 ln2(er), the best bound is the upper bound from (17).
The last results in the problem of Erdős and Lovász were obtained in the paper [20]. The first one of them states that for
all n ≥ 3, r ≥ 2, the following inequality holds
m∗(n, r) ≥ (
√
6− 2)2
32
r2n−4
n ln n
. (25)
The second lower bound from [20] is formulated in Theorem 5.
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Theorem 5 (Shabanov, [20]). There exists an integer N such that for all n > N and all r ≥ 2 satisfying the condition
r ≤ n1/9,
the following inequality holds
m∗(n+ 1, r) ≥ 1
2
r2n−2n−6/t , (26)
where t = t(n+ 1, r) =

min

ln n
ln r ,
ln n
2 ln((4/3) ln n)

.
This completes a survey of the known results in the problem of Erdős and Lovász.
One of the main tools in receiving lower bounds for m∗(n, r) is the following statement, which clarifies the relation
betweenm∗(n, r) and∆v(n, r).
Theorem 6. For all n ≥ 3 and r ≥ 2, the following inequality holds
m∗(n+ 1, r) ≥ 1
2
(∆v(n, r))2. (27)
Since Theorem 6 has never been proved in this formulation, we shall derive it in Section 3. Theorem 6 together with
Corollary 1 gives a new lower bound form∗(n, r).
Corollary 2. For all n ≥ 4, r ≥ 3, the following inequality holds
m∗(n, r) >
1
128
r2n−4
n− 1 . (28)
Let us compare (28) with the previous results.
1. It is clear that (28) improves the lower bound of Erdős and Lovász (17) for all n ≥ 6. The bound (25) was obtained by
applying the estimate (13) for ∆v(n, r). Theorem 2 improves this result for all n ≥ 3 and r ≥ 3, so (28) also improves
(25) for all n ≥ 3 and r ≥ 3.
2. The bound (26) is asymptotically better than the bounds (22) of Kostochka and Kumbhat and (18) of Szabó (see [20] for
the details). So we have to compare (28) only with (26). If r = r(n) satisfies the condition t(n, r) ≥ 7, then the right part
of (26) (as a bound form∗(n, r), notm∗(n+ 1, r)) is at least
1
2
r2n−4(n− 1)−6/t(n,r) > 1
2
r2n−4n−6/7.
The last expression is, obviously, asymptotically better than the new bound (28).
In the opposite situation, when t(n, r) ≤ 5, the right part of (26) (as a bound form∗(n, r), notm∗(n+ 1, r)) is at most
1
2
r2n−4(n− 1)−6/t(n,r) ≤ 1
2
r2n−4(n− 1)−6/5.
So, in this case (28) asymptotically improves (26). The inequality t(n, r) ≤ 5 holds, if r > (n− 1)1/36.
In the case t(n, r) = 6, both bounds (26) and (28) have the same asymptotic order.
3. Our new bound (28) improves (20) if
r2 <
1
128
(ne)222n−2(n− 1)−1. (29)
Since (21) becomes better than (20) only when ln r is at least an exponent of n, we can say that (28) improves also (21)
under the condition (29).
Let usmake a conclusion. It follows from the comparison of the bounds that our new bound (28) asymptotically improves
all the previously known lower bounds form∗(n, r) in the area
(n− 1)1/36 < r <

e
8
√
2

n 2n−1(n− 1)−1/2.
1.4. l-simple hypergraphs
The problem of Erdős and Lovász has a generalization concerning l-simple hypergraphs. Let l be an integer. A hypergraph
is called l-simple, if every two of its distinct edges have at most l common vertices. It is clear that a 1-simple hypergraph is
a simple hypergraph. Let m∗(n, r, l) denote the minimum possible number of edges in an n-uniform l-simple hypergraph
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which is not r-colorable. The problem of finding the value m∗(n, r, l) was stated by Kostochka, Mubayi, Rödl and Tetali
in [13]. It is clear that
m(n, r) = m∗(n, r, n− 1) ≤ m∗(n, r, l) ≤ m∗(n, r, 1) = m∗(n, r).
Kostochka and coauthors proved (see [13]) the following upper bound form∗(n, r, l): for all n > l ≥ 1, r ≥ 2,
m∗(n, r, l) ≤ 2 (2n
3l+3)1+1/l
(n)l+1
(rn−1 ln(er))1+1/l, (30)
where (n)l+1 = n(n− 1) · · · (n− l). The bound (30) was improved for large n (in comparison with r) by Kostochka and Rödl
in [14] and for large r (in comparison with n) by Bohman, Frieze and Mubayi in [4]. In our paper we concentrate only on the
lower bounds form∗(n, r, l).
Two estimates were obtained in [13]. Kostochka, Mubayi, Rödl and Tetali proved that for all even r ≥ 4,
m∗(n, r, l) ≥

(n− 1)l
ne
1/l
e−1n−2
 r
2
(n−1)(1+1/l)
. (31)
Their second lower bound is formulated in Theorem 7.
Theorem 7 (Kostochka et al. [13]). There exist positive functions c = c(n, l) and r0 = r0(n, l), n ≥ 2, such that for all r > r0,
the following inequality holds
m∗(n, r, l) ≥ c (rn−1 ln r)1+1/l. (32)
It follows from (32) and (30) thatm∗(n, r, l) = Θ((rn−1 ln r)1+1/l)when n and l are fixed and r →∞.
The opposite case, when r and l are fixed and n is large, has been studied by Kostochka and Kumbhat in [11]. They proved
that for every positive ε, all r ≥ 2, l ≥ 1, there exists an integer n0 = n0(r, l, ε) such that for all n > n0,
m∗(n, r, l) ≥ rn(1+1/l)n−ε.
Our final new result is a new lower bound for m∗(n, r, l). The proof of the bound (31) was based on the classical bound
(9) of Erdős and Lovász for∆e(n, r). In Theorem 2 we improve (9). Thus, we obtain an improvement for (31).
Theorem 8. For all n > l ≥ 1 and even r ≥ 6, the following inequality holds
m∗(n, r, l) >

(n− 1)l
8
√
n
1/l
8−1n−3/2
 r
2
(n−1)(1+1/l)
. (33)
The ratio of the right parts of (33) and (31) is equal to (e
√
n/8)1+1/l. This expression is greater than one for all n ≥ 9 and all
l ≥ 1, so we obtain an improvement of (31). Moreover, in the case of simple hypergraphs (l = 1), (33) gives an improvement
of the bound (20), which is a particular case of (31). Thus, we also prove a new asymptotic lower bound in the problem of
Erdős and Lovász:
m∗(n, r) ≥ 1
64
(n− 1)n−2
 r
2
2n−2
.
This completes Section 1.
Remark. The constants 1/2 in Theorem 1 and 1/8 in Theorem 2 are not optimal in asymptotics. For large values of the
parameter n, they can be substituted by greater numbers (e.g. the calculations in our proof show that 1/2 can be replaced
by 1/
√
2− o(1) and 1/8 — by 1/√48− o(1)).
2. Probabilistic construction for hypergraph random coloring
To prove a lower bound form(n, r) (Theorem 1) or∆e(n, r) (Theorem 2)we have to show the existence of a proper vertex
r-coloring for an arbitrary n-uniform hypergraphwith the restrictions on the edge number (Theorem 1) or on themaximum
edge degree (Theorem 2). We shall construct some random r-coloring and estimate the probability that this coloring is not
proper for such hypergraphs.
2.1. Randomized algorithm for random coloring
The construction of a random coloring is based on the method of random recoloring. This method was proposed by Beck
(see [3]) and developed by Spencer (see [21]), Radhakrishnan and Srinivasan (see [16]) for two-colorings. In the paper [19]
the recoloring method was generalized to the case of an arbitrary number of colors. In our work we combine previous
techniques with an idea of multistage recoloring from Kostochka’s article [9].
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Let H = (V , E) be an n-uniform hypergraph. Without loss of generality, we may assume that V = {1, . . . , w} (i.e. V has
some fixed ordering). We describe a randomized algorithm for r-coloring of the vertex set V . This algorithm consists of two
stages.
First stage. Main coloring. On the first stage we randomly color every vertex: independently from each other with
probability 1/r in one of the r colors. Let χ0 denote the obtained random coloring (main coloring). LetM(χ0) denote the
set of edges of hypergraph H that are monochromatic in the main coloring χ0.
Second stage. Recoloring procedure. On the second stage we want to recolor some vertices of the edges fromM(χ0). Let
s ≥ 1 be an integer and p be a number from the interval (0, 1/r). These are the parameters of the construction. The recoloring
procedure consists of s steps.
Step k of the recoloring procedure. Let the coloringχk−1 be constructed.We consider all vertices of hypergraphH separately
according to the order of the vertex set V .
Let a vertex i ∈ V be considered. Assume that the two following conditions hold:
• i ∈ e ∈M(χ0) and e is monochromatic having color u ∈ {1, . . . , r} in the main coloring χ0.
• During all previous steps of Recoloring procedure (from 1 to k − 1) none of the vertices of e have changed their color.
Moreover, during Step k (we have already considered the vertices 1, . . . , i− 1) also no vertex of e has changed its color.
In other words, e is still monochromatic having color u in χk−1 and no recoloring happens during Steps from 1 to k.
Thenwe try to recolor randomly the vertex i. Independently from all the previous colorings, we color iwith equal probability
p in one of the r colors (it can coincide with u) and with probability 1− rpwe do not recolor i. It is clear that the probability
that the vertex i changes its color is (r − 1)p.
If for any e ∈M(χ0) and u ∈ {1, . . . , r} one of the above described conditions does not hold, then we do nothing with i.
Let χk denote the resulting coloring after the consideration of all vertices on Step k. There are s steps of recoloring, so χs is
a final coloring. We want to estimate the probability of the event
F = {H has at least one monochromatic edge in χs}.
Now we shall give a formal construction of the random coloring χs.
2.2. Formal construction of random coloring
Recall that H = (V , E) is an n-uniform hypergraph and V = {1, . . . , w}. Consider, on some probability space, the
following set of mutually independent random variables.
1. ξ1, . . . , ξw—equally distributed random variables taking values 1, 2, . . . , r with equal probability 1/r .
2. η(1)1 , . . . , η
(1)
w , η
(2)
1 , . . . , η
(2)
w , . . . , η
(s)
w —equally distributed random variables taking values 1, 2, . . . , r with equal
probability p and the value 0 with probability 1− rp.
The random vector ξ = (ξ1, . . . , ξw) can be interpreted as a random r-coloring of the vertex set V with uniform
distribution (we assign the color ξi to the vertex i). This is our main coloring χ0 from the algorithm. The random value η
(k)
i
is a result of random recoloring for the vertex i on Step k of the Recoloring procedure. We shall give a formal construction
for the final coloring χs inductively.
We beginwith ζ (0) = ξ . Assume that a randomvector ζ (k−1) is defined. For every vertex i, letD(i, k) denote the following
event:
D(i, k) =

e∈ E:i∈ e
r
u=1

j∈ e
k−1
t=1
{ξj = u, η(t)j ∈ {0, u}} ∩

j∈ e:j<i
{η(k)j ∈ {0, u}}

. (34)
By the algorithm the vertex i should be recolored on Step k, if the event D(i, k) occurs. For every vertex i, let us define a
random variable ζ (k)i as follows
ζ
(k)
i = ζ (k−1)i I{D(i, k) ∪ {η(k)i ∈ {0, ξi}}} + η(k)i I{D(i, k) ∩ {η(k)i ∉ {0, ξi}}}. (35)
Here we use a denotation I{A} for the indicator of the event A. It is easy to see that the random variable ζ (k)i takes values
only from the set {1, . . . , r}. So, the random vector ζ (k) = (ζ (k)1 , . . . , ζ (k)w ) gives a random coloring χk from the algorithm.
Remark. It should be noted that due to (34) and (35) every vertex can be recolored at most once.
Ourmain aim is to estimate the probability of the event that the final coloring ζ (s) is not a proper r-coloring for hypergraph
H . Let F denote this event:
F =

e∈ E
r
u=1

j∈ e
{ζ (s)j = u}.
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Further in this section we shall analyze and estimate some ‘‘local’’ parts of the event F . For every edge e ∈ E, let
A(e),B(e),C(e) denote the following events:
A(e) =
r
u=1

j∈ e
{ζ (s)j = u, ξj = u}, (36)
B(e) =
r
u=1
r
a=1, a≠u

j∈ e
{ζ (s)j = u, ξj ∈ {u, a}} ∩

j∈ e
{ξj = a}

, (37)
C(e) =
r
u=1

j∈ e
{ζ (s)j = u} ∩
r
a=1, a≠u

j∈ e
{ξj ∉ {a, u}}

. (38)
What do these events mean? It is easy to see thatA(e) is the event that e is monochromatic in the main coloring ξ and no
recoloring happens during all s steps of Recoloring procedure. The event B(e) means that the edge e is monochromatic of,
say, color u in the final coloring ζ (s), but in the main coloring ξ it is colored by at most two colors: u and some other color a.
Moreover, at least one vertex of u should be colored with color a. The only remaining case is that e is monochromatic (e.g. of
color u) in ζ (s) and is colored by at least two more colors (except u) in ξ . This is event C(e). It follows from (36)–(38) that
F =

e∈ E
(A(e) ⊔B(e) ⊔ C(e)). (39)
Further in this section, we shall consider these three events separately.
2.3. First event
Suppose that the eventA(e) occurs. Let e be monochromatic of color u in the main coloring ξ . Since ξj = ζ (s)j = u for all
j ∈ e, then (see (35)) ζ (s)j = ζ (s−1)j = · · · = ζ (0)j = ξj for all j ∈ e. Indeed if, for example, ζ (k)j ≠ u, then it follows from (35)
that ζ (k+1)j = ζ (k)j ≠ u (the eventD(j, k+ 1) does not hold). So, the vertex j cannot be colored by u in the final coloring ζ (s)
and we have a contradiction with A(e). The equality ζ (s)j = ζ (s−1)j = · · · = ζ (0)j = ξj = u for all j ∈ e can happen only if
η
(k)
j ∈ {0, u} for all j ∈ e and all k = 1, . . . , s. Thus,
A(e) =
r
u=1

j∈ e

{ξj = u} ∩
s
k=1
{η(k)j ∈ {0, u}}

. (40)
Since all the random variables ξj, η
(k)
j are mutually independent, we easily find the probability of the eventA(e):
Pr(A(e)) =
r−
u=1
∏
j∈ e

Pr(ξj = u) ·
s∏
k=1
Pr(η(k)j ∈ {0, u})

=
= r1−n(1− (r − 1)p)ns = r1−n(1− q)ns. (41)
Here, we use the notation q = (r − 1)p.
2.4. Second event
Let the eventB(e) occur. Then the edge e is monochromatic of color u in the final coloring ζ (s), but in the main coloring
ξ this edge contains vertices of color u and another color a. Moreover, the set of vertices colored by a is not empty. All
these vertices have to change their color to u during the Recoloring procedure. Let l be the first recoloring step such that e is
monochromatic of color u in ζ (l), and let v be the last (according to Recoloring procedure) vertex that changes its color from
a to u. So, the following conditions hold for such vertex v:
• a = ξv = ζ (0)v = · · · = ζ (l−1)v , ζ (l)v = u.
• if j ∈ e satisfies j > v, then ζ (l−1)j = ζ (l)j = u.
• if j ∈ e satisfies j < v, then ζ (l)j = u.
It follows from the first condition that ζ (l)v = η(l)v = u and the eventD(v, l) holds. This event (see (34)) implies that there is
an edge f ∈ E, containing the vertex v, such that the following event holds
D(v, f , l, a) =

j∈ f
l−1
t=1
{ξj = a, η(t)j ∈ {0, a}} ∩

j∈ f :j<v
{η(l)j ∈ {0, a}}. (42)
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It is easy to see that such edge f has only one common vertex v with the first edge e. Indeed, suppose, v0 is another vertex
in e ∩ f . If v0 > v, then by the second condition on the vertex v we have ζ (l−1)v0 = u. But ξv0 = a ≠ u, so for some k ≤ l− 1,
the random variable η(k)v0 is equal to u. A contradiction with the event D(v, f , l, a). If v0 < v, then by the third condition
on the vertex v we have ζ (l)v0 = u. But ξv0 = a ≠ u, so for some k ≤ l, the random variable η(k)v0 is equal to u. This is also a
contradiction with the eventD(v, f , l, a). Thus, v is the only vertex in e ∩ f .
The above observations imply the following relation for the eventB(e):
B(e) ⊂
r
u=1
r
a=1, a≠u

f∈ E:
|f∩ e|=1
s
l=1

j∈ e\f
{ζ (l)j = u, ξj ∈ {u, a}} ∩ {η(l)v = u} ∩D(v, f , l, a)

, (43)
where {v} = e ∩ f . Let us make some simplifications for the last event. If ζ (l)j = u and ξj ∈ {u, a}, then ξj = u or ξj = a and
one of the random variables η(k)j , k = 1, . . . , l, is equal to u. So,
{ζ (l)j = u, ξj ∈ {u, a}} ⊂ {ξj = u} ⊔
l
k=1
{η(k)j = u, ξj = a}. (44)
Another simplification is concerned with the eventD(v, f , l, a). It is obvious from (42) that
D(v, f , l, a) ⊂

j∈ f
l−1
t=1
{ξj = a, η(t)j ∈ {0, a}}. (45)
LetB(e, f ), where e, f ∈ E are such that |e ∩ f | = 1, denote the following event
B(e, f ) =
r
u=1
r
a=1, a≠u
s
l=1

j∈ e\f

{ξj = u} ⊔
l
k=1
{η(k)j = u, ξj = a}

∩ {η(l)v = u}
∩

j∈ f
l−1
t=1
{ξj = a, η(t)j ∈ {0, a}}

. (46)
It follows from (43)–(45) that
B(e) ⊂

f∈ E:
|f∩ e|=1
B(e, f ). (47)
It remains only to estimate the probability of the eventB(e, f ). The following series of relations holds:
Pr(B(e, f )) ≤
r−
u=1
r−
a=1, a≠u
s−
l=1
∏
j∈ e\f
Pr

{ξj = u} ⊔
l
k=1
{η(k)j = u, ξj = a}

· Pr(η(l)v = u)
×
∏
j∈ f

Pr(ξj = a) ·
l−1∏
t=1
Pr(η(t)j ∈ {0, a})

= r(r − 1)
s−
l=1

1
r
+ 1− (1− p)
l
r
n−1
p r−n(1− q)n(l−1)
= r2−2nq
s−
l=1
(2− (1− p)l)n−1(1− q)n(l−1) ≤ r2−2nq
s−
l=1
(1+ pl)n−1(1− q)n(l−1)
≤ r2−2nq
s−
l=1
epln−qn(l−1) = r2−2nq epn
s−
l=1
e(p−q)(l−1)n.
During the calculations we use the inequality (1− x)m ≥ 1− xm, which holds for x ≥ 0 and naturalm.
Recall that q = (r − 1)p. Since r ≥ 3, we have p = q/(r − 1) ≤ q/2. Thus, we obtain an upper bound for the probability
of the eventB(e, f )
Pr(B(e, f )) ≤ r2−2nq epn
s−
l=1
e(p−q)(l−1)n ≤ r2−2nq e0.5 qn
s−
l=1
e−0.5 q(l−1)n
≤ r2−2nq e0.5 qn(1− e−0.5 qn)−1. (48)
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2.5. Third event
Let the event C(e) occur. Then the edge e is monochromatic of some color u in the final coloring ζ (s), but in the main
coloring ξ this edge contains vertices of at least two other colors than u. Let l be the first recoloring step such that e is
monochromatic of color u in ζ (l), and let v be the last (according to Recoloring procedure) vertex that changes its color to u.
Let a be the color of v in ξ . So, the following conditions hold for such vertex v:
1 a = ξv = ζ (0)v = · · · = ζ (l−1)v , ζ (l)v = u.
2 if j ∈ e satisfies j > v, then ζ (l−1)j = ζ (l)j = u.
3 if j ∈ e satisfies j < v, then ζ (l)j = u.
But there are vertices in e, whose colors in ξ are not equal to u or a. Let d be the first recoloring step such that e is colored
only by u and a in ζ (d), and let x be the last vertex such that ξx ∉ {u, a} and x changes its color to u. Let b = ξx. The following
conditions hold for the vertex x:
4 b = ξx = ζ (0)x = · · · = ζ (d−1)x , ζ (d)x = u.
5 if j ∈ e satisfies j > x and ξj ≠ a, then ζ (d−1)j = ζ (d)j = u.
6 if j ∈ e satisfies j < x and ξj ≠ a, then ζ (d)j = u.
It follows from the first condition that ζ (l)v = η(l)v = u and the eventD(v, l) holds. This event (see (34)) implies that there
is an edge f ∈ E, containing the vertex v, such that the eventD(v, f , l, a) holds (see (42)). Moreover, the fourth condition
states that ζ (d)x = η(d)x = u, so the event D(x, d) holds. This event, as the previous one, implies the event D(x, h, d, b) for
some edge h ∈ E. It can be proved (the proof remains the same as in Section 2.4, see the argument just after (42)) that these
edges satisfy the equalities |e ∩ f | = 1 and |e ∩ h| = 1. Since f is monochromatic of color a in ξ , and h is monochromatic of
color b in ξ , these two edges have empty intersection. Thus, by (38) and the above observations, we obtain the relation for
the event C(e):
C(e) ⊂
r
u=1
r
a, b=1, a≠u
b≠u, a≠b

f∈ E:
|f∩ e|=1

h∈ E:
|h∩ e|=1, |h∩ f |=0
s
l=1
l
d=1
 
j∈ e\{f∪ h}
({ζ (l)j = u, ξj ∈ {u, a}}
⊔{ζ (d)j = u, ξj ∉ {u, a}}) ∩ {η(l)v = u, η(d)x = u} ∩D(v, f , l, a) ∩D(x, h, d, b)

. (49)
We shall simplify the right part of (49). It is easy to see that
{ζ (d)j = u, ξj ∉ {u, a}} ⊂
d
t=1
{ξj ∉ {u, a}, η(t)j = u}.
By using this relation as well as (44), (45) and (49), we obtain that
C(e) ⊂
r
u=1
r
a, b=1, a≠u
b≠u, a≠b

f∈ E:
|f∩ e|=1

h∈ E:|h∩ e|=1,
|h∩ f |=0
s
l=1
l
d=1
 
j∈ e\{f∪ h}

{ξj = u} ⊔
l
k=1
{η(k)j = u, ξj = a} ⊔
d
t=1
{ξj ∉ {u, a}, η(t)j = u}

∩{η(l)v = u, η(d)x = u} ∩

j∈ f
l−1
t=1
{ξj = a, η(t)j ∈ {0, a}} ∩

j∈ h
d−1
t=1
{ξj = b, η(t)j ∈ {0, b}}

. (50)
Let C(e, f , h), where edges e, f , h ∈ E satisfy |e ∩ f | = 1, |e ∩ h| = 1, |h ∩ f | = 0, denote the following event
C(e, f , h) =
r
u=1
r
a, b=1, a≠u
b≠u, a≠b
s
l=1
l
d=1
 
j∈ e\{f∪ h}

{ξj = u} ⊔
l
k=1
{η(k)j = u, ξj = a} ⊔
d
t=1
{ξj ∉ {u, a}, η(t)j = u}

∩{η(l)v = u, η(d)x = u} ∩

j∈ f
l−1
t=1
{ξj = a, η(t)j ∈ {0, a}} ∩

j∈ h
d−1
t=1
{ξj = b, η(t)j ∈ {0, b}}

, (51)
where v = e ∩ f , x = e ∩ h. It follows from (50) and (51) that
C(e) ⊂

f∈ E:
|f∩ e|=1

h∈ E:|h∩ e|=1,
|h∩ f |=0
C(e, f , h). (52)
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We have to estimate the probability of the event C(e, f , h). The following series of equalities and inequalities holds:
Pr(C(e, f , h)) ≤
r−
u=1
r−
a, b=1, a≠u
b≠u, a≠b
s−
l=1
l−
d=1
 ∏
j∈ e\{f∪ h}
Pr

{ξj = u} ⊔
l
k=1
{η(k)j = u, ξj = a}
⊔
d
t=1
{ξj ∉ {u, a}, η(t)j = u}

Pr(η(l)v = u, η(d)x = u)
∏
j∈ f

Pr(ξj = a)
l−1∏
t=1
Pr(η(t)j ∈ {0, a})

×
∏
j∈ h

Pr(ξj = b)
d−1∏
t=1
Pr(η(t)j ∈ {0, b})

= r(r − 1)(r − 2)
s−
l=1
l−
d=1

1
r
+ 1− (1− p)
l
r
+ (r − 2)(1− (1− p)
d)
r
n−2
p2
× r−n(1− q)n(l−1)r−n(1− q)n(d−1)
≤ r(r − 1)2p2
s−
l=1
l−
d=1
(2− (1− p)l + (r − 2)(1− (1− p)d))n−2r2−3n(1− q)n(l−1)+n(d−1)
≤ r3−3nq2
s−
l=1
l−
d=1
(1+ pl+ (r − 2)pd)n(1− q)n(l−1)+n(d−1)
≤ r3−3nq2
s−
l=1
l−
d=1
epln−qn(l−1)e(r−2)pdn−qn(d−1)
= r3−3nq2 eqn
s−
l=1
epln−qn(l−1)
l−
d=1
e−pdn ≤ r3−3nq2 eqn
s−
l=1
epln−qn(l−1) · l
= r3−3nq2 eqn+pn
s−
l=1
l · e(p−q)n(l−1).
Recall that q = (r−1)p and r ≥ 3, so p ≤ q/2. By using this simple inequality we obtain an upper bound for the probability
of the event C(e, f , h):
Pr(C(e, f , h)) ≤ r3−3nq2 e1.5 qn
s−
l=1
l · e−0.5 qn(l−1) ≤ r3−3nq2 e1.5 qn(1− e−0.5 qn)−2. (53)
This complete the analysis of the probabilistic construction, and now we shall prove our new results.
3. Proofs
3.1. Proof of Theorem 1
Let n ≥ 3 and r ≥ 3 be fixed. Let H = (V , E) be an n-uniform hypergraph such that
|E| ≤ 1
2
n1/2rn−1. (54)
To prove (8) we have to show that H is r-colorable. We shall apply our random coloring ζ (s) from Section 2 to hypergraph
H . Let F be the event that ζ (s) is not a proper r-coloring for H . If, by using some choice of the parameters p and s, we show
that Pr(F ) < 1, then we prove that ζ (s) is a proper r-coloring for H with positive probability and, thus, H is r-colorable.
By the relations (39), (47), (52) we have
F ⊂

e∈E
(A(e) ∪B(e) ∪ C(e)) ⊂

e∈E
A(e) ∪ 
f∈ E:
|f∩ e|=1
B(e, f ) ∪

f∈ E:
|f∩ e|=1

h∈ E:|h∩ e|=1,
|h∩ f |=0
C(e, f , h)
 .
So, by using estimates (40), (48), (53) and the restriction (54) we obtain the following upper bound for the probability of F
Pr(F ) ≤
−
e∈E
Pr(A(e))+
−
e∈E
−
f∈ E:
|f∩ e|=1
Pr(B(e, f ))+
−
e∈E
−
f∈ E:
|f∩ e|=1
−
h∈ E:|h∩ e|=1,
|h∩ f |=0
Pr(C(e, f , h))
≤ |E|r1−n(1− q)ns + |E|2r2−2nq e0.5 qn(1− e−0.5 qn)−1 + |E|3r3−3nq2 e1.5 qn(1− e−0.5 qn)−2
≤ 1
2
√
n(1− q)ns + 1
4
nq e0.5 qn(1− e−0.5 qn)−1 + 1
8
n3/2q2 e1.5 qn(1− e−0.5 qn)−2. (55)
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The only thing it remains to do is to choose the values of the parameters q (recall that p = q/(r − 1)) and s. If q → 0, then
by using standard analysis
nq e0.5 qn(1− e−0.5 qn)−1 → 2 and n2q2 e1.5 qn(1− e−0.5 qn)−2 → 4.
So,
1
4
nq e0.5 qn(1− e−0.5 qn)−1 + 1
8
n3/2q2 e1.5 qn(1− e−0.5 qn)−2 → 1
2
+ 1
2
n−1/2 ≤ 1
2
+ 1
2
√
3
< 1,
and we can choose a positive q satisfying the inequality
ϕ(q) = 1
4
nq e0.5 qn(1− e−0.5 qn)−1 + 1
8
n3/2q2 e1.5 qn(1− e−0.5 qn)−2 < 1.
After the choice of qwe can take a very large swith the condition
1
2
√
n(1− q)ns + ϕ(q) < 1.
Thus, we have shown that for some q and s the probability of the event F is less than 1 (see (55)), and, consequently, H is
r-colorable. Theorem 1 is proved.
3.2. Proof of Theorem 2
Let n ≥ 3 and r ≥ 3 be fixed. Let H = (V , E) be an n-uniform hypergraph such that
∆e(H) ≤ 18 n
1/2rn−1 = d. (56)
To prove (15) we have to show that H is r-colorable. We shall apply our random coloring ζ (s) from Section 2 to hypergraph
H . Let F be the event that ζ (s) is not a proper r-coloring for H . If, by using some choice of the parameters p and s, we show
that Pr(F ) < 1, then we prove that ζ (s) is a proper r-coloring for H with positive probability and, thus, H is r-colorable. By
the relations (39), (47), (52) we have
F ⊂

e∈E
(A(e) ∪B(e) ∪ C(e)) ⊂

e∈E
A(e) ∪ 
f∈ E:
|f∩ e|=1
B(e, f ) ∪

f∈ E:
|f∩ e|=1

h∈ E:|h∩ e|=1,
|h∩ f |=0
C(e, f , h)
 . (57)
Further, we shall use a classical claim, which is called Local Lemma. This statement was first proved in the paper of Erdős
and Lovász [8]. We shall formulate it in a special case.
Theorem 9. Let eventsB1, . . . ,BN be given on some probability space. Let S1, . . . , SN be subsets of RN = {1, . . . ,N} such that
for any i = 1, . . . ,N, the event Bi is independent of the algebra generated by the events {Bj, j ∈ RN \Si}. If for any i = 1, . . . ,N
the following inequalities hold
(1) Pr(Bi) < 1/2, (2)
−
j∈ Si\{i}
Pr(Bj) ≤ 1/4, (58)
then Pr
N
j=1Bj

≥∏Nj=1(1− 2Pr(Bj)) > 0.
The proof of the Local Lemma can be found in the book [2]. Consider the system of events Ψ consisting of all the events
A(e), e ∈ E, the eventsB(e, f ), e, f ∈ E, |e∩f | = 1, and the eventsC(e, f , h), e, f , h ∈ E, |e∩f | = 1, |e∩h| = 1, |h∩f | = 0.
By (57) the following inequality holds
Pr(F ) ≤ Pr

Q∈Ψ
Q

= 1− Pr

Q∈Ψ
Q

. (59)
We shall show that the probability of

Q∈Ψ Q is greater than zero. Due to the Local Lemma (see Theorem9), it is sufficient to
find, for everyQ ∈ Ψ , a system of eventsΨQ ⊂ Ψ such thatQ and the algebra generated by {J ∈ Ψ \ΨQ} are independent,
and, moreover, such that−
J∈ΨQ
Pr(J) ≤ 1/4. (60)
The eventQ ∈ Ψ can have one of the following three types:
1. Q = A(e) for some e ∈ E;
2. Q = B(e, f ) for some e, f ∈ E, satisfying |e ∩ f | = 1;
3. Q = C(e, f , h) for some e, f , h ∈ E, satisfying |e ∩ f | = 1, |e ∩ h| = 1, |h ∩ f | = 0.
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For anyQ ∈ Ψ , we define the domain D(Q) of the eventQ as follows:
D(Q ) =
e, ifQ = A(e),
e ∪ f , ifQ = B(e, f ),
e ∪ f ∪ h, ifQ = C(e, f , h).
By the (40), (46), (51) the event Q belongs to the algebra generated by the random variables {ξj, η(k)j : j ∈ D(Q), k =
1, . . . , s}. Then this event is independent of the algebra generated by the random variables {ξj, η(k)j : j ∈ V \ D(Q), k =
1, . . . , s}. We take the system ΨQ consisting of all the events A(e′) such that e′ ∩ D(Q) ≠ ∅, all the events B(e′, f ′) such
that D(Q) ∩ (e′ ∪ f ′) ≠ ∅, and of all the events C(e′, f ′, h′) such that D(Q) ∩ (e′ ∪ f ′ ∪ h′) ≠ ∅. In other words,
ΨQ = {Q˜ : Q˜ ∈ Ψ , D(Q˜) ∩ D(Q) ≠ ∅}.
Thus, the eventQ is independent of the algebra generated by {J ∈ Ψ \ ΨQ}, if we choose ΨQ in this way. We have to check
the inequality (60). By the choice of the set ΨQ we get the relation−
J∈ΨQ
Pr(J) ≤
−
e′∈E:e′∩D(Q)≠∅
Pr(A(e′))+
−
e′, f ′∈E:|e′∩ f ′ |=1
D(Q)∩(e′∪f ′)≠∅
Pr(B(e′, f ′))
+
−
e′,f ′,h′∈E:D(Q)∩(e′∪f ′∪h′)≠∅
|e′∩ f ′ |=1, |e′∩ h′ |=1, |h′∩ f ′ |=0
Pr(C(e′, f ′, h′)). (61)
Let us denote by A(Q), B(Q) and C(Q) the number of summands in the first sum, the second sum and the third sum in the
right-hand side of (61) respectively. Using these denotations from the relation (61) and the estimates (40), (48), (53), we get
the inequality−
J∈ΨQ
Pr(J) ≤ A(Q)r1−n(1− q)ns + B(Q)r2−2nq e0.5 qn(1− e−0.5 qn)−1
+ C(Q)r3−3nq2 e1.5 qn(1− e−0.5 qn)−2. (62)
Now we shall consider three cases depending onQ.
1. Q = A(e) for some e ∈ E. By the condition (56) of Theorem 2 there exist at most d other edges intersecting an arbitrary
e ∈ E. So,
A(Q) ≤ d+ 1, B(Q) ≤ 2(d+ 1)2, C(Q) ≤ 3(d+ 1)3. (63)
2. Q = B(e, f ) for some e, f ∈ E, satisfying |e ∩ f | = 1. By the condition (56) there are at most d − 1 edges g such that
g ∩ f ≠ ∅ and g ∩ e = ∅. So,
A(Q) ≤ 2d2, B(Q) ≤ 4d2, C(Q) ≤ 6d3. (64)
3. Q = C(e, f , h) for some e, f , h ∈ E, satisfying |e ∩ f | = 1, |e ∩ h| = 1, |h ∩ f | = 0. Using the same observation as in the
previous case, we get the inequalities
A(Q) ≤ 3d− 1, B(Q) ≤ 6d2, C(Q) ≤ 9d3. (65)
It is easy to see from (63)–(65) that themaximal upper bounds for A(Q), B(Q) and C(Q) are in the third case. So, to prove
(60) it is sufficient to establish (due to (62)) the following inequality:
W = 3d r1−n(1− q)ns + 6d2 r2−2nq e0.5 qn(1− e−0.5 qn)−1 + 9d3 r3−3nq2 e1.5 qn(1− e−0.5 qn)−2
= 3
8
n1/2(1− q)ns + 3
32
nq e0.5 qn(1− e−0.5 qn)−1 + 9
512
n3/2q2 e1.5 qn(1− e−0.5 qn)−2 ≤ 1
4
.
Since
nq e0.5 qn(1− e−0.5 qn)−1 → 2 and n2q2 e1.5 qn(1− e−0.5 qn)−2 → 4,
when q → 0, we have
3
32
nq e0.5 qn(1− e−0.5 qn)−1 + 9
512
n3/2q2 e1.5 qn(1− e−0.5 qn)−2
−→ 3
16
+ 9
128
n−1/2 ≤ 3
16
+ 9
128
√
3
<
1
4
.
So, we can choose a positive q satisfying the inequality
ϕ(q) = 3
32
nq e0.5 qn(1− e−0.5 qn)−1 + 9
512
n3/2q2 e1.5 qn(1− e−0.5 qn)−2 < 1
4
.
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After such choice of qwe can take a very large swith the condition
W = 3
8
√
n(1− q)ns + ϕ(q) < 1
4
.
This inequality implies (60) and, thus, Local Lemma can be applied to the system of events Ψ . Local Lemma states that
Pr

Q∈Ψ
Q

> 0.
So, by (59) we have shown that for some q and s the probability of the event F is less than 1, and, consequently, H is
r-colorable. Theorem 2 is proved.
3.3. Proof of Theorem 6
The proof of Theorem 6 is divided into some simple lemmas. These lemmas are similar to the claims by which Erdős and
Lovász proved (see [8]) the lower bound (17) form∗(n, r). The last lemma also use Kostochka’s observation from [10], which
allows us to get an additional improvement by a factor of n/2.
Let G = (V , E) be an arbitrary (n+ 1)-uniform simple non-r-colorable hypergraph. For every edge e ∈ E, we can take a
vertex v(e) ∈ ewithmaximumdegree (in hypergraphG) among all vertices of e.We shall consider a hypergraphH = (V , E ′),
where
E ′ = {e \ {v(e)} : e ∈ E}.
It is clear that H is n-uniform and simple. Moreover, H is also not r-colorable. The following claims hold for hypergraphs G
and H .
Lemma 1. The hypergraph H contains a vertexw with degH w ≥ ∆v(n, r).
Proof. This lemma simply follows from the definition of the value∆v(n, r). 
Lemma 2. In G there exist at least ∆v(n, r) vertices, each with degree at least ∆v(n, r).
Proof. By Lemma 1, H contains a vertexwwith degree (in hypergraph H) at least∆v(n, r). Let us denote by s = degH w the
degree ofw. Let f1, . . . , fs be the edges of H containingw and let e1, . . . , es be the edges of G ‘‘recovered’’ from f1, . . . , fs, i.e.,
fj = ej \ {v(ej)}, j = 1 . . . , s. Then it holds for every j = 1, . . . , s, that
deg
G
v(ej) ≥ deg
G
w ≥ deg
H
w ≥ ∆v(n, r).
The only thing left to do is to show that all the vertices v(e1), . . . , v(es) are different. If v(ej) = v(ei), then the edges ej and
ei have at least two common vertices —w and v(ej). A contradiction with the simplicity of G. Lemma 2 is proved. 
Lemma 3. The hypergraph G contains at least
∆v(n, r)+ 1
2

edges.
Proof. We shall use Lemma 2. Let m = ∆v(n, r). According to Lemma 2, in hypergraph G, there exist vertices v1, . . . , vm,
each with degree (in hypergraph G) at leastm. Then
|E| ≥ |E1| + |E2| + · · · + |Em|,
where Ej = {e ∈ E : vj ∈ e, vk ∉ e, k = 1, . . . , j − 1}. Due to the simplicity of G, we get the inequality
|Ej| ≥ degG vj − j+ 1 ≥ m− j+ 1. Thus,
|E| ≥
m−
j=1
(m− j+ 1) =

m+ 1
2

.
Lemma 3 is proved. 
Let us complete the proof of Theorem 6. It follows from Lemma 3 that
|E| ≥

∆v(n, r)+ 1
2

≥ 1
2
(∆v(n, r))2.
The hypergraph G is an arbitrary representative of the class of (n+ 1)-uniform simple non-r-colorable hypergraphs. Thus,
we have established the required inequality (27). Theorem 6 is proved.
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3.4. Proof of Theorem 8
Here we just follow the ideas from [13] and apply our new Corollary 1. Our theorem is a combination of Corollary 1 and
the following lemma.
Lemma 4. Suppose r ≥ 4 is even and n > l ≥ 1. If
∆v(n, r/2) > d,
then
m∗(n, r, l) >
((n− 1)l)1/l
n
d1+1/l.
Proof. Let H = (V , E) be an n-uniform l-simple hypergraph with at most
z = ((n− 1)l)
1/l
n
d1+1/l
edges. Let
A = {v ∈ V : deg v > d}
and B = V \ A. Let us denote by HA and HB the subhypergraphs induced by A and B, respectively, i.e. HA = (V , EA),HB =
(V , EB)where EA = {e ∈ E : e ⊂ A}, EB = {e ∈ E : e ⊂ B}.
By the definition of HB we have
∆v(HB) ≤ d < ∆v(n, r/2),
so HB is (r/2)-colorable. We shall show that HA is also (r/2)-colorable.
Since HA is l-simple, every set of l+ 1 vertices is contained in at most one edge of HA. Thus,
∆v(HA) ≤ (a− 1)(a− 2) · · · (a− l)
(n− 1)(n− 2) · · · (n− l) ≤
al
(n− 1)l , (66)
where a = |A|. Recall that H has at most z edges, so
zn ≥ |E|n =
−
v∈V
deg v ≥
−
v∈A
deg v ≥ |A| d.
This inequality implies that
a ≤ zn
d
= ((n− 1)l)1/l d1/l.
This upper bound for a together with (66) gives us the following inequality
∆v(HA) ≤ a
l
(n− 1)l ≤
d(n− 1)l
(n− 1)l = d.
Since d < ∆v(n, r), hypergraph HA is also (r/2)-colorable.
A proper (r/2)-coloring for HA and a proper (r/2)-coloring for HB (in another set of colors) yield a proper r-coloring for
hypergraph H . Lemma 4 is proved. 
Let us complete the proof of Theorem 8. Due to Corollary 1, for all n, r ≥ 3,
∆v(n, r) >
1
8
n−1/2rn−1.
So, by taking
d = 1
8
n−1/2
 r
2
n−1
and using Lemma 4 we obtain, for all n ≥ 3, n > l ≥ 1, even r ≥ 6, the following lower bound form∗(n, r, l):
m∗(n, r, l) >

(n− 1)l
8
√
n
1/l
8−1n−3/2
 r
2
(n−1)(1+1/l)
.
Theorem 8 is proved.
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4. List colorings of hypergraphs
In this section we discuss a generalization of the problem of Erdős and Hajnal concerning list colorings of hypergraphs.
Let us recall some definitions. We say that a hypergraph H is k-choosable if for every family of sets L = {L(v) : v ∈ V } (L is
called list assignment), such that |L(v)| = k for all v ∈ V , there is a proper coloring from the lists (for every v ∈ V we should
use a color from L(v)). The choice number of a hypergraphH , denoted by ch(H), is theminimum k such that G is k-choosable.
In the paper [9] Kostochka proposed to consider the value mlist(n, r)—the minimum possible number of edges in an n-
uniform non-r-choosable hypergraph. Since the choice number is not less than the chromatic number for every hypergraph,
we have
mlist(n, r) ≤ m(n, r).
Thus, all upper estimates form(n, r) hold formlist(n, r) also. Kostochka noticed (see [9,10]) that the proofs of his bound (4)
and Alon’s bound (3) do not work for list colorings. This holds for the proof of Pluhár’s (6) and Shabanov’s (7) bounds as well.
Kostochka stated (see [10]) that the proof of the result (2) by Radhakrishnan and Srinivasan can be applied for list colorings.
So,
mlist(n, 2) ≥ 0.1
 n
ln n
 1
2
2n.
Rozovskaya and Shabanov proved (see [17]) a similar lower bound in the case of an arbitrary r:
mlist(n, r) ≥ (
√
3− 1)
 n
ln n
 1
2
rn−1. (67)
The result (67) was the best one for all r ≥ 3. In this paper we improve (67) by the factor of√ln n and show that the bound
(8) holds formlist(n, r).
Theorem 10. For all n ≥ 3, r ≥ 3, the following inequality holds
mlist(n, r) ≥ 12 n
1/2rn−1. (68)
We do not give a complete proof of Theorem 10, but we adapt our probabilistic construction from Section 2 to the case
of list colorings. We describe a randomized algorithm and give a formal construction of a random coloring. All the estimates
of probabilities from Section 2 remain the same, so it is clear how to obtain a complete proof of Theorem 10.
4.1. Randomized algorithm for random list coloring
Let H = (V , E) be an n-uniform hypergraph and let L = {L(v) : v ∈ V } be an r-uniform list assignment. Without loss of
generality, we may assume that V = {1, . . . , w} (i.e. V has some fixed ordering). We describe a randomized algorithm for
a list coloring of the vertex set V . This algorithm consists of two stages.
First stage. Main coloring.On the first stagewe randomly color every vertex: independently from other vertices any vertex
v with probability 1/r is colored by one of the colors from L(v). Let χ0 denote the obtained random coloring (main coloring).
LetM(χ0) denote the set of edges of hypergraph H that are monochromatic in the main coloring χ0.
Second stage. Recoloring procedure. On the second stage we want to recolor some vertices of the edges fromM(χ0). Let
s ≥ 1 be an integer and p be a number from the interval (0, 1/r). These are the parameters of the construction. The recoloring
procedure consists of s steps.
Step k of the recoloring procedure. Let the coloringχk−1 be constructed.We consider all vertices of hypergraph V separately
according to the order of the vertex set V .
Let a vertex i ∈ V be considered. Assume that the following conditions hold
• i ∈ e ∈M(χ0) and e is monochromatic of a color u ∈ L(i) in the main coloring χ0.• During all the previous steps of recoloring procedure (from 1 to k− 1) none of the vertices of e have changed their color.
Moreover, during Step k (we have already considered the vertices 1, . . . , i− 1) also no vertex of e has changed its color.
In other words, e is still monochromatic of color u in χk−1 and no recoloring happens during Steps from 1 to k.
Thenwe try to recolor randomly the vertex i. Independently from all the previous colorings we color iwith equal probability
p in one of the colors from L(i) (it can coincide with u) and with probability 1 − rp we do not recolor i. It is clear that the
probability that the vertex i changes its color is (r − 1)p.
If for any e ∈M(χ0) and u ∈ L(i) one of the above described conditions does not hold, then we do nothing with i. Let χk
denote the resulting coloring after the consideration of all vertices on Step k. There are s steps of recoloring, so χs is a final
coloring. We want to estimate the probability of the event
F = {H has monochromatic edges in χs}.
Now we shall give a formal construction of the random list coloring χs.
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4.2. Formal construction of random list coloring
Recall H = (V , E) is an n-uniform hypergraph, L = {L(v) : v ∈ V } is an r-uniform list assignment and V = {1, . . . , w}.
Let ξ1, . . . , ξw and η
(1)
1 , . . . , η
(1)
w , η
(2)
1 , . . . , η
(2)
w , . . . , η
(s)
w be mutually independent random variables with the following
distribution:
• ξi has the uniform distribution on the set L(i) (i = 1, . . . , w),
• η(k)i takes all values from L(i) with the same probability p and the value 0 with probability 1 − rp (i = 1, . . . , w, k =
1, . . . , s).
The random vector ξ = (ξ1, . . . , ξw) can be interpreted as a random uniform coloring of the vertex set V from the lists L
(we assign the color ξi to the vertex i). This is our main coloring χ0 from the algorithm. The random variable η
(k)
i is a result
of random recoloring for the vertex s on Step k of the recoloring procedure. We shall give a formal construction for the final
coloring χs inductively.
We begin with ζ (0) = ξ . Let a random vector ζ (k−1) be defined. For every vertex i, letD(i, k) denote the following event:
D(i, k) =

e∈ E:i∈ e

j∈ e
k−1
t=1
{ξj = ξi, η(t)j ∈ {0, ξi}} ∩

j∈ e:j<i
{η(k)j ∈ {0, ξi}}

.
By the algorithm the vertex i should be recolored on Step k, if the event D(i, k) occurs. For every vertex i, let us define a
random variable ζ (k)i as follows
ζ
(k)
i = ζ (k−1)i I{D(i, k) ∪ {η(k)i ∈ {0, ξi}}} + η(k)i I{D(i, k) ∩ {η(k)i ∉ {0, ξi}}}.
It is easy to see that a random variable ζ (k)i takes values only from the set L(i). So, a random vector ζ
k = (ζ (k)1 , . . . , ζ (k)w ) is a
random list coloring χk from the algorithm. Our main aim is to estimate the probability of the event that the final coloring
ζs is not a proper list coloring for hypergraph H . LetM(e), e ∈ E denote the following set
M(e) =

j∈e
L(j).
It is clear that e can be monochromatic of a color only fromM(e). Let F denote the event that ζs is not a proper coloring for
hypergraph H:
F =

e∈ E

u∈M(e)

j∈ e
{ζ (s)j = u}.
We divide the event F into some local parts. For every edge e, which is monochromatic of a color u in the final coloring ζ (s),
there can be three different situations:
1. e is monochromatic of the same color u in the main coloring ξ ,
2. e is colored in ξ by at most two colors: u and some other color a ≠ u (note that e can be monochromatic of a color a),
3. e is colored by at least two more colors (except u) in ξ .
These three cases lead us by the same argument as in Section 2 to the following events:
A(e) =

u∈M(e)

j∈ e
{ζ (s)j = u, ξj = u},
B(e, f ) =

u∈M(e)

a∈M(f ):
a≠u
s
l=1

j∈ e\f

{ξj = u} ⊔
l
k=1
{η(k)j = u, ξj = a}

∩ {η(l)v = u}
∩

j∈ f
l−1
t=1
{ξj = a, η(t)j ∈ {0, a}}

,
where e, f ∈ E satisfy |e ∩ f | = 1 and v = e ∩ f . Finally,
C(e, f , h) =

u∈M(e)

a∈M(f )
a≠b

b∈M(h):
b≠u, a≠b
s
l=1
l
d=1
 
j∈ e\{f∪ h}

{ξj = u} ⊔
l
k=1
{η(k)j = u, ξj = a}
⊔
d
t=1
{ξj ∉ {u, a}, η(t)j = u}

∩ {η(l)v = u, η(d)x = u} ∩

j∈ f
l−1
t=1
{ξj = a, η(t)j ∈ {0, a}}
∩

j∈ h
d−1
t=1
{ξj = b, η(t)j ∈ {0, b}}

,
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where e, f , h ∈ E satisfy |e ∩ f | = 1, |e ∩ h| = 1, |h ∩ f | = 0, and v = e ∩ f , x = e ∩ h. In Section 2 (see (39), (47), (52)) it
was shown that
F ⊂

e∈E
A(e) ∪ 
f∈ E:
|f∩ e|=1
B(e, f ) ∪

f∈ E:
|f∩ e|=1

h∈ E:|h∩ e|=1,
|h∩ f |=0
C(e, f , h)
 .
This relation also holds in the case of our construction for list colorings. The final estimates of the probabilities (40), (48),
(53) remain the same:
Pr(A(e)) ≤ r1−n(1− q)ns, Pr(B(e, f )) ≤ r2−2nq e0.5 qn(1− e−0.5 qn)−1,
Pr(C(e, f , h)) ≤ r3−3nq2 e1.5 qn(1− e−0.5 qn)−2.
Thus, by using the proof of Theorem 1 we can easily obtain the required inequality (68). The analysis that leads to these
bounds remains almost the same as in Section 2. For example, when we consider the event C(e, f , h), we cannot say that
the probability of the event
{ξj ∉ {u, a}}, where j ∈ e \ (f ∪ h), u ∈ M(e), a ∈ M(h),
is equal to (r − 2)/r (as it was in Section 2) since the color amay not belong to L(j). In general situation we can only state
that this probability does not exceed (r − 1)/r , but it is sufficient for us to obtain the same final bound.
Remark. The problems concerning∆e(n, r),m∗(n, r) and m∗(n, r, l) can also be formulated for the list colorings. By using
our probabilistic construction we can obtain the same lower bounds for the list versions of ∆e(n, r) and m∗(n, r) as in
Theorems 2 and 6. The proof of Theorem 8 does not work for the list colorings (in general situation, we cannot split the set
of vertices into two parts and color every part with different set of colors), so we do not get a new lower bound for the list
version ofm∗(n, r, l).
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