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Since the p u b l i c a t i o n of two i n f l u e n t i a l p a p e r s on lazy e v a l u a t i o n in 1976 [Henderson and M o r r i s , Friedman and Wise], t h e i d e a has g a i n e d w i d e s p r e a d a c c e p t a n c e among language t h e o r e t i c i a n s --p a r t i c ul a r l y among t h e a d v o c a t e s of U f u n c t i o n a l programming" [Henderson80, Backus78] . There a r e two b a s i c r e a s o n s f o r the p o p u l a r i t y of lazy e v a l u a t i o n .
F i r s t , by making some of the d a t a c o n s t r u c t o r s i n a f u n c t i o n a l language n o n -s t r i c t , i t s u p p o r t s p r ograms t h a t m a n i p u l a t e " i n f i n i t e o b j e c t s " such as r e c u r s i v e l y
, n u m e r a b l e s e q u e n c e s , which may make some a p p l i c a t i o n s e a s i e r to program.
Second, by d e l a y i n g e v a l u a t i o n of arguments u n t i l they a r e a c t u a l l y needed, i t may speed up c o m p u t a t i o n s i n v o l v i n g o r d i n a r y f i n i t e o b j e c t s . D e s p i t e t h e p o p u l a r i t y of lazy e v a l u a t i o n , i t s s e m a n t i c s a r e d e c e p t i v e l y complex. Although t h e i m p l e m e n t a t i o n of lazy e v a l u a t i o n i s easy t o d e s c r i b e , i t s s e m a n t i c consequences a r e n o t .
In lazy domains, t h e e x i s t e n c e of i n f i n i t e o b j e c t s n u l l i f i e s t h e u s u a l p r i n c i p l e of s t r u c t u r a l i n d u ct i o n f o r progrsm d a t a .
As a r e s u l t , many simple theorems about o r d i n a r y d a t a o b j e c t s do n o t h o l d i n t h e c o n t e x t of lazy e v a l u a t i o n .
For example, a l t h o u g h t h e f u n c t i o n r e v e r s e , r e v e r s e i s t h e i d e nt i t y f u n c t i o n on o r d i n a r y l i n e a r l i s t s , i t does not e q u a l t h e i d e n t i t y f u n c t i o n i n t h e c o n t e x t of lazy e v a l u a t i o n ; a p p l y i n g r e v e r s e to an i n f i n i t e l i s t This r e s e a r c h has been p a r t i a l l y s u p p o r t e d by HSF g r a n t s MC8-7805850 and MCS-8104209 and by Xerox C o r p o r a t i o n .
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R e p l a c i n g convent i o n a l d a t a c o n s t r u c t o r s by t h e i r lazy c o u n t e r p a r t s r a d i c a l l y a l t e r s t h e s t r u c t u r e of t h e d a t a domain. As a r e s u l t , r e a s o n i n g about programs d e f i n e d over lazy spaces i s a s u b t l e e n d e a v o r .
In r e s p o n s e t o t h e s e i s s u e s , t h i s paper develops a comprehensive s e m a n t i c t h e o r y of lazy e v a l u a t i o n and e x p l o r e s s e v e r a l approaches to f o r m a l i z i n g t h a t t h e o r y w i t h i n a programming l o g i c .
The paper i n c l u d e s f o u r new i n t e r e s t i n g r e s u l t s .
F i r s t , t h e r e a r e s e v e r a l s e m a n t i c a l l y d i s t i n c t d e f i n i t i o n s of lazy e v a l u a t i o n t h a t p l a u s i b l y capt u r e t h e i n t u i t i v e n o t i o n . In c o n t r a s t to u s u a l i m p l e m e n t a t i o n -o r i e n t e d a p p r o a c h e s i n t h e l i t e r a -
t u r e , we d e f i n e lazy e v a l u a t i o n as a change i n t h e v a l u e space over which computation i s performed.
We use a s m a l l c o l l e c t i o n of domain c o n s t r u c t o r s from d e n o t a t i o n a l s e m a n t i c s [ S c o t t 8 1 , S c o t t 7 6 ] t o b u i l d a b s t r a c t v a l u e spaces t h a t c o r r e s p o n d to t h e meanings of c o m p u t a t i o n s u s i n g v a r i o u s l a z y cons t r u c t o r s . Our a b s t r a c t approach to d e f i n i n g lazy domains acco--,odates s e v e r a l d i s t i n c t i n t e r p r e t at i o n s of t h e i n f o r m a l concept Of lazy l i s t s developed i n t h e l i t e r a t u r e
[Friedman and Wise76, Henderson and Morris76] .
Apparently trivial programs produce r a d i c a l l y d i f f e r e n t r e s u l t s under t h e d i f f e r e n t i n t e r p r e t a t i o n s .
Second, n o n -t r i v i a l lazy spaces a r e s i m i l a r i n s t r u c t u r e (under t h e a p p r o x i m a t i o n o r d e r i n g ) to u n i v e r s a l domains (as d e f i n e d by S c o t t [ S c o t t S l , S c o t t 7 6 ] ) such as t h e Pm model f o r t h e untyped iambda c a l c u l u s .
S p e c i f i c a l l y , we show t h a t P a ( w i t h t h e s t a n d a r d p r i m i t i v e o p e r a t i o n s O, 8ucc, p r e d , cond, K, S, and a p p l y ) i s i s o m o r p h i c t o t h e simple lazy space t r i v s e q = t r i v x t r l v a e q (with c o r r e s p o n d i n g p r i m i t i v e o p e r a t i o n s ) where t E i v i8 t h e t r i v i a l d a t a domain c o n s i s t i n g of two o b j e c t s {1, t r u e } and x d e n o t e s t h e s t a n d a r d c a r t e s i a n p r o d u c t of two s e t s .
The c o r r e s p o n d i n g p r i m i t i v e o p e r a t i o n s on t r i v l e q a r e r e c u r s i v e l y d e f i n a b l e ( u s i n g f i r s t o r d e r r e c u r s i o n e q u a t i o n s )
in terms of the constants t r u e and I. the constructor and selector functions for forming and tearing apart objects in tEiwseq, and the logical o p e r a t i o n s amd and p o e ( p a r a l l e l o r ) on t z i v . Hence, lazy t r i v i a l sequences (as d e f i n e d above) p r o v i d e an e l e g a n t model of the (untyped) lambda c a l c u l u s t h a t i s i n t u i t i v e l y f a m i l i a r t o most comp u t e r scientists.
Third, we prove that neither initial algebra specifications [ADJ76.77] nor final algebra specifications [Guttag78. KaminS0] have the power to define lazy spaces. This result, which is surprisingly easy t o p r o v e , e s t a b l i s h e s a fundamental l i mi t a t i o n on t h e power of e q u a t i o n a l t h e o r i e s as d a t a type specifications.
F o u r t h , a l t h o u g h l a z y s p a c e s have the same e h i g h e r -o r d e r e s t r u c t u r e as Pm, they n e v e r t h e l e s s have an e l e g a n t , n a t u r a l c h a r a c t e r i z a t i o n w i t h i n f i r s t o r d e r l o g i c .
In t h i s p a p e r , we develop a simple, yet comprehensive first order theory of lazy spaces relying on three axiom schemes asserting (I) the principle of structural induction for finite o b j e c t s ;
(2) t h e e x i s t e n c e of l e a s t upper bounds f o r d i r e c t e d s e t s ; and (3) the continuity o~ functions.
To demonstrate the deductive power of the system, we embed the higher-order logic LCF [Gordon?7] in our system and derive a generalized induction rule (analogous to fixed point induction in LCF) for a d m i s s i b l e p r e d i c a t e s c a l l e d 1 £~ ~ which e x t e n d s c o n v e n t i o n a l s t r u c t u r a l i n d u c t i o n t o l a z y s p a c e s , g i e a t ly s i m p l i f y i n g the p r o o f of many t h e o r e m s . An i n s t a n c e of t h i s g e n e r a l i z e d r u l e r e d u c e s to o r d i n a r y f i x e d p o i n t i n d u c t i o n .
The remainder of the paper i s d i v i d e d i n t o s i x sections. Section 2 provides a brief overview of Scott's theory of data domains [ScottSl.Scott76] . Section 3 develops the specific machinery required to d e f i n e t h e a b s t r a c t s e m a n t i c s of lazy d a t a domains. Using t h i s m a c h i n e r y , S e c t i o n 4 p r e s e n t s a taxonomy of lazy l i s t s , d e m o n s t r a t i n g t h a t t h e r e are many s e m a n t i c a l l y d i s t i n c t d a t a domains t h a t c a p t u r e the i n t u i t i v e n o t i o n of lazy e v a l u a t i o n . S e c t i o n 5 e x p l o r e s v a r i o u s a p p r o a c h e s to f o r m a l i zing our semantics definition of lazy domains within a l o g i c a l t h e o r y .
In the p r o c e s s , we prove t h a t algebraic specification is too weak to accomplish the t a s k and t h a t lazy s p a c e s have t h e 8eme r i c h W h i g h e r -o r d e r e s t r u c t u r e as Pm. F i n a l l y , i n Sect i o n 6, we p r e s e n t a simple f i r s t o r d e r t h e o r y f o r l a z y d a t a domains and d e m o n s t r a t e t h a t i t i s as l e a s t as powerful as the c o r r e s p o n d i n g t h e o r y f o rmulated i n the h i g h e r -o r d e r l o g i c LCF.
S e c t i o n 7 a s s e s s e s t h e i n t u i t i v e s i & n i f i c a n c e of our r e s u l t s and s p e c u l a t e s about p r o m i s i n g d i r e c t i o n s f o r f u t u r e r e s e a r c h .
• B a c k K r o u m d
In S c o t t t s t h e o r y of d a t a domains, a domain D i s a s e t of a b s t r a c t d a t a o b j e c t s p a r t i a l l y o r d e r e d under an a p p r o x i m a t i o n r e l a t i o n ~ t h a t s a t i s f i e s t h e f o l l o w i n g t h r e e p r o p e r t i e s :
1.
Every d i r e c t e d s e t 1 has a l e a s t upper bound w i t h i n t h e domain.
2. The domain has a minimum element I ( = b o t t o m " ) . In i n t u i t i v e t e r m s , I c o r r e s p o n d s t o the r e s u l t of a n o n -t e r m i n a t i n g or e r r o n e o u s c o m p u t a t i o n . c. For every e l~-e n t x~B, the s e t {y~B J y<x} is finite.
Note that the structure of D is completely determined by the structure of B; D is isomorphic to the set of filters 3 over B under the subset ordering. Any element of D that is not a basis element is called a ~ ~ or total f~ of D.
. 1 .

C o m p u t m b i l i t 7
The domain D c o r r e s p o n d i n g t o t h e b a s i s s e t B i8 ~ i f and only i f i t s a t i s f i e s t h e f o llowing a d d i t i o n a l c o n s t r a i n t s :
1. For every element x • D, the s u b s e t of B t h a t a p p r o x i m a t e s x i s r e c u r s i v e l y enumerable.
In an i m p l e m e n t a t i o n of D, x i s r e p r e s e n t e d by a c o n c r e t e d e s c r i p t i o n (such as a Goedel number or l a z y l i s t ) of t h i s r e c u r s i v e l y enumerable s e t .
2. On t h e b a s i s s e t B, the t e r n a r y r e l a t i o n z = I B b { x , y } IA set S is directed iff for every finite subset E 9 S, S contains an upper bound for E.
2A subset S 9 D is ~ under the partial ordering ~ iff there exists an upper bound for S in D.
3A filter over B is a set F such that (i) Vx.y~Y l m b { x , y }~F , and ( i i ) Vx~F,ycB y~x =~ y~F. and the binary r e l a t i o n 3k keB k~x ^ kay are both d e c i d a b l e assuming t h a t we r e p r e s e n t b a s i s elements b i by t h e i r i n t e g e r i n d i c e s i .
The computable f u n c t i o n s on the d a t a domain D can be implemented s o l e l y in terms of the two d e c i d a b l e r e l a t i o n s and o r d i n a r y computable ( p a rt i a l r e c u r s i v e ) f u n c t i o n s over the n a t u r a l numbers. In t h i s p a p e r , we w i l l c o n f i n e our a t t e n t i o n comp u t a b l e domains.
Assume t h a t we are g i v e n the computable domains DI,D 2 w i t h c o r r e s p o n d i n g b a s e s BI,B 2, A /~t r J J~i g f 9 D1 ~ D2 i s a r e c u r s i v e l y enumerable b i n a r y relation f 5 BIXB2 such that:
(2) x f y ^ x f y' ~ x f Imb{y,y'} ; (3) x f y n x ~ X' and y ' ~ y ~ x ' f y* .
The f u n c t i o n f i s computable in the s e n s e t h a t g i v e n an a r b i t r a r y element d e D 1 ( r e p r e s e n t e d by a d e s c r i p t i o n of the r e c u r s i v e l y enumerable s u b s e t of B 1 a p p r o x i m a t i n g d ) , we can e f f e c t i v e l y g e n e r a t e Ca d e s c r i p t i o n o f ) the r e c u r s i v e l y enumerable s u b s e t of B 2 approximating f(d).
There is a one-one correspondence between computable mappings (relations) over BIXB 2 and computable functions over DI÷D 2. A particularly appealing property of Scottts theory of data domains is that the set of computable mappings (functions) between computable domains is a computable domain in its own right. We will discuss this issue in more detail below.
. . S a m p l e D a t a D o m a i n s
Many common d a t a domains such as the n a t u r a l numbers and o r d i n a r y ( i n d u s t r i o u s ) l i s t s are degene r a t e i n the s e n s e t h a t they c o n t a i n no l i m i t p o i n t s ; in t h e s e domains the b a s i s s e t i s t h e e n t i r e domain. For example, l e t Nat be d e f i n e d as the set 
Nat i s a computable domain w i t h b a s i s Nat.
Simil a r l y , l e t Bool, the domain of Boolean t r u t h v a l u e s , he d e f i n e d as the s e t An example of a more interesting data domain is Pc, the power set of the natural numbers under the partial ordering ordering 9 (set inclusion).
The finite (basis) elements of Pw are precisely the finite sets of natural numbers.
Pm obviously is not computable because the set of finite sets approximating an arbitrary element of Pw is not necessarily recursively enumerable.
On the other hand, the recursively enumerable elements of Pm form a computable subdomain of Fm.
. 3 . S i m p l e ~N a a i a C o m a t E m ¢ ¢ i o m a
In s p e c i f y i n g d a t a domains, i t i s o f t e n conv e n i e n t to c o n s t r u c t composite domains from s i m p l e r o n e s .
There are two fundamental mechanisms f o r c o n s t r u c t i n g composite domains: the C a r t e s i a n p r oduct c o n s t r u c t i o n and t h e computable mapping cons t r u c t i o n .
We w i l l d i s c u s s s e v e r a l o t h e r domain c o n s t r u c t o r s l a t e r in the p a p e r , but they are a l l based on these two mechanisms.
Given computable domains DI,D 2 with bases BI,B2, the Cartesian product DIXD 2 is the computable domain generated by the basis set 
. 4 . R e t r m c t i o m a om t h e g m i v e r s a l ~m a i a
A f a i r l y r i c h c o l l e c t i o n of domains can be cons t r u c t e d by s t a r t i n g w i t h a few v e r y simple p r i m it i v e domains (such as N and B) and c o n s t r u c t i n g more complex domains using t h e C a r t e s i a n product and computable mapping c o n s t r u c t i o n s .
However, i t i s easy to d e v i s e domains such as i n f i n i t e c a r t es i a n p r o d u c t s of p r i m i t i v e domains t h a t a r e beyond the scope of t h i s simple scheme. coud(~)(x)(y) = aad(x)(y) = cond(x)(y)(falae)
S C o t t h a s d e v e l o p e d a much more c o m p r e h e n s i v e a p p r o a c h t o t h e p r o b l e m of domain c o n s t r u c t i o n b a s e d on t h e c o n c e p t of a ~ d o m a i n . A u n i v e r s a l domain U i s a c o m p u t a b l e d a t a domain s u c h t h a t t h a t e v e r y d a t a domain D (
or(x)(y) = condCx)CtEme)Cy) xZtEee ^ yZtEee =~ por(x,y)=or(x,y) x=tEec v y=tzee ~ por(x,y)=trae not(x) = cond(x)(falae)(tEae) Rx(x)=x =~ pair(projl(x))(proj2(x)) = x projl(pair(x)(y)) = x proj2(pair(x)(y)) = y R> >(f)=f apply(f,x) = leb{y~U B [ 3 UCUB u~x ^ u f y} apply(SCx))(y)(z) = a p p l y ( a p p l y ( x ) ( z ) ) ( a p p l y ( y ) ( z ) ) a p p l y ( K ( x ) ) ( y ) = x .
With the exception of poE. S, and B, these operations are generalizations of familiar operations from lazy LISP (where car, cdr, and cons correspond to projlj proj2, and pair). The declared domain for each operation is its intended domain of usage.
Each operation is actually defined over the entire universal domain U; domain declarations are enforced by projecting argument values outside the declared domain onto the declared domain (using the retraction R D) Note that since each operation f listed above is computable, there is a corresponding computable mapping mapf such that apply(mapf) = f . (~x . a p p l y ( u ) ( a p p l y ( x . x ) ) ) .
I t i s v e i l known [ B a r e n d r e g t 77] t h a t any c l o s e d t e r m (no f r e e v a r i a b l e s )
i n t h e ( u n t y p e d ) Y c a lc u l u s can be e x p r e s s e d a s a c o m p o s i t i o n o f t h e o p e r a t i o n s S and K. As a n o t a t i o n a l c o n v e n i e n c e , we will use explicit ~-abstraction instead compositions of S and K, but on a formal level these abstractions are simply abbreviations for the corresponding compositions of S and K.
In the remainder of the paper, we will also use the standard infix abbreviations for Boolean operat i o n s :
i f x t h e m y e l s e z m c o n d ( x ) ( y ) ( z )
x a n d y m aad(x)(y)
x o r y u o r C x ) C y ) x p e r y u p o r C x ) C y ) .
. T h e C o a s t r e c t i o n o f L a z y S p a c e s
I n c o n s t r u c t i n g a c o m p o s i t e domain ( s u c h a s a Cartesian product or discriminated union) from component spaces, we must decide how to form the 1 element of the composite space, i.e. determine which constructed objects are identified with the In constructing domain products and unions. there are three plausible ways to handle composite objects containing an undefined component:
and sums (e) obey t h i s conv e n t i o n .
2. A constructed object containing at least one defined component may be distinguished from the bottom element of the composite domain.
In this case, two such objects are equal only if all of their corresponding components are equal. Ordinary Cartesian products (x) obey this convention.
3. A composite object may always be distinguished from the bottom element of the constructed domaxn. In this case, the bottom element is outside the range of the c o n s t r u c t o r f u n c t i o n c o r r e s p o n d i n g t o the composite domain.
S e p a r a t e d p r o d u c t s ( x l ) , s e p a r a t e d sums (+). and l i f t e d domains ( i ) a l l obey t h i s c o n v e n t i o n .
Each of t h e s
The second scheme c o r r e s p o n d s to d o v e t a i ling the e v a l u a t i o n of a l l argument e x p r e s s i o n s u n t i l one of them c o n v e r g e s , and forming a compos i t e lazy object (where the arguments other than the one that converged remain unevaluated).
The third scheme corresponds to forming a composite lazy object without evaluating any of the argument expressions.
In a lazy composite object, unevaluated arguments are evaluated only when the corresponding s e l e c t o r f u n c t i o n ( e . g . car and cdr in l a z y LISP) i s a p p l i e d to the composite o b j e c t .
I f such an a p p l i c a t i o n does not occur in the course of e x e c u ting a program, the c o r r e s p o n d i n g argument i s never e v a l u a t e d .
The lifting operator l provides an explicit mechanism for constructing a domain of Ssuspended" or eunevaluatedS e l e m e n t s c o r r e s p o n d i n g to a g i v e n domain D
. Note t h a t the c o m p o s i t i o n of t h e l i f t e d domain c o n s t r u c t i o n w i t h the o r d i n a r y product cons t r u c t i o n i s i d e n t i c a l t o the s e p a r a t e d product c o n s t r u c t i o n , i.e.
DlxlD 2 = DllXD21 • Similarly, the separated sum construction can be defined in terms of the appropriate composition of the l i f t i n g o p e r a t o r w i t h the c o a l e s c e d sum cons t r u c t i o n : 
n s e q u e n t l y , w i t h o u t l o s s of g e n e r a l i t y , we can c o n f i n e our a t t e n t i o n when i t i s c o n v e n i e n t to t h e f o u r domain c o n s t r u c t i o n mechanisms: x ( o r d i n a r y p r o d u c t ) , @ ( c o a l e s c e d p r o d u c t ) , • ( c o a l e s c e d sum), and i ( l i f t i n g o p e r a t o r ) .
£ Taxonomy ef L i s t s The v a r i e t y of mechanisms a v a i l a b l e f o r cons t r u c t i n g lazy s p a c e s s u g g e s t s t h a t t h e r e may be s e v e r a l d i f f e r e n t l a z y spaces t h a t c o r r e s p o n d t o an o r d i n a r y ( i n d u s t r i o u s ) r e c u r s i v e d a t a domain (such as l i s t s ) --each w i t h s u b t l y d i f f e r e n t p r o p e r t i e s . In f a c t , the number of s e m a n t i c a l l y d i s t i n c t possibilities i s s u r p r i s i n g l y l a r g e . We w i l l i l l u s t r a t e t h i s phenomenon by s t u d y i n g l i s t domains in d e t a i l . In p a r t i c u l a r , we are i n t e r e s t e d in d e t e r m i n i n g and c l a s s i f y i n g the p o s s i b l e v a r i a t i o n s on the d a t a industrious domain definition (O) List = Atom • (List • List) c o r r e s p o n d i n g t o t h e r e t r a c t i o n
Ingo(PQ(fste(Out~(u))) (saC(Out.(u)))))
where Atom is a given flat subdomain of U. In the p r o c e s s , we would l i k e t o i d e n t i f y which v a l u e space c o r r e s p o n d s to t h e i m p l e m e n t a t i o n -o r i e n t e d s e m a n t i c s p r e s e n t e d in the l i t e r a t u r e [Henderson and Morris76, Friedman and Wise76]. Our investigation will demonstrate that t h a t apparently innocuous variations in the definition of recursive data domains have profound s e m a n t i c c o n s e q u e n c e s . For the sake of s i m p l i c i t y , we w i l l the domain Nat ( t h e domain of n a t u r a l numbers) as t h e Atom domain i n a l l of our examples. (1) Y(lu. I.R+CPx(InL+(2))(u))) (2) Y(~u. I n R + ( P e ( I n L + ( 2 ) ) ( u ) ) ) (3) Y(~u. I n R e ( P x ( I n L e ( 2 ) ) ( u ) ) ) (4) Y(~u. In~(Px1(In~(2))(u))) (5) Y(~u. InZ+(Pxi(luL+(2))(u))) iu the domains ( 1 ) -( 5 ) r e s p e c t i v e l y , a l l d e n o t e the infinite linear list of 21s --a fact which can be e a s i l y checked from our d e f i n i t i o n s .
Within t h e c l a s s of domains t h a t s u p p o r t i n f i ni t e o b j e c t s , we can a n a l y z e what kind of i n f i n i t e and u n d e f i n e d o b j e c t e d t h a t l i s t s may c o n t a i n .
By u s i n g t h i s form of a n a l y s i s , we can d e t e r m i n e t h a t the first four spaces (I)-(4) have fundamentally different semantics and that space (5) is indistinguishable from space ( 1 ) , u n l e s s we c o n s i d e r comput a t i o n s t h a t r e t u r n paired l i s t s ( o b j e c t s in the space ListxlList) instead of lists.
In space (1). lists can contain both undefined lists and undefined atoms. In space (2), lists can contain undefined atoms but not undefined lists. In space (3). lists can contain undefined lists but not undefined atoms. Space (4) is similar to space (3) except that it distinguishes the list consisting of two undefined lists from the undefined list. Space (5) i s isomorphic to space (I), but the corresponding component spaces ListxlList and ListxList are n o t . By i n s p e c t i n g a few simple examples, we can e a s i l y prove t h a t a l l f i v e s p a c e s a r e s e m a n t i c a l l y distinct (corresponding computations will yield different answers).
In space (I), we can define However, in all the other spaces except (5) at least one of the corresponding lists does not exist.
In space (2), expression (b) (with P® substituted for Px) denotes the degenerate expression InR+(l); lists may not contain undefined lists. In space (3)D both expression Ca) (substituting InRe for INK+) and expression (c) (substituting InL e for InL+) denote the undefined list I; every defined list must contain a defined atom.
In space (4), expression (c) (substituting InLe for InL+) denotes the undefined list I; lists not contain undefined atoms although undefined lists are permitted.
Note that no two of the spaces (I), (2), (3), and (4) are isomorphic; the notion of finite element (list) is fundamentally different in each case.
The final lazy space presented above (5) is identical to (I) except that it contains a redundant level of delayed evaluation in paired lists. Hence, the meaning of the expression outR+(Ina+(px(~,~))) in space (I) is Px(l,l) = I while the corresponding computation in (5) (substituting Pxl for Px) yields pxl(l,l ) z I. Obviously, the semantic difference between these two spaces is slight since it requires a computation over the corresponding paired list space to demonstrate any difference in behavior between the two spaces.
With the aid of the I operator, we can define an even wider class of lazy list spaces. First. we can define pairing operators that are lazy in only one argument (unlike Px, Pxl)-Second, we can delay the evaluation of atoms without delaying the evaluation of paired lists.
Finally, we can add redundant levels of delayed evaluation in the formation of either atomic lists or paired lists analogous to tbe extra level that appears in paired lists in space (5). Since every space in this last class of lazy domains is isomorphic to a space outside the class (assuming we ignore affiliated component spaces), we will not discuss it any further.
To facilitate classifying the extra spaces, we redefine the five lazy list spaces that we have already examined in terms in terms of the ~ operator, ordinary cartesian product (x), and the the coalesced sum and product Co and O): (7), (8), (9) all delay the evaluation of only one argument of a paired list.
As a result, spaces (6) and (8) allow infinitely deep lists but not infinitely long ones while spaces (7) and (9) do the opposite.
Spaces (6) and (7) prohibit undefined atoms while spaces (8) and (9) accommodate them.
Finally, lazy space (I0) does not accomlodate infinite lists or undefined sublists within lists, but atoms may be undefined.
At this point, the question arises: which den,-rational definition of lazy lists corresponds to the standard implementation-oriented definition given in the literature [Friedman and Wise76] ? The answer is (4), where we interpret
cons(x, y) as InRe(Lift(Px(x)(y))),
(2) car(x) as fStx(Drop(OutRe(x))), (3) cdr(x) as sndx(Drop(OutRe(x))), and (4) atomic constants a as InLe(a).
The situation is somewhat more complicated in the case of the semantics presented in [Henderson and Morris76] . Their semantic definition describes a space isomorphic to (1), but the syntax of their language prohibits the construction of undefined atoms.
Hence, they could used space (4) instead without affecting the semantics of their lazy LISP dialect.
Axiolatimimg Lamy Dmtm Domains
Since there are significant differences between various formulations of lazy data domains, it is important to develop clear, comprehensive axiomatic definitions for the alternatives. Naively, we might attempt to formally specify a lazy space like List = Atom + List x List (given an axiomatization for Atom) by devising a list of equations such as those presented in section 3 and designating the lazy space as the corresponding initial algebra (or alternatively the corresponding final algebra).
Prom our previous discussion, it seams reasonable to conjecture that this task will be deceptively difficult given the variety of lazy spaces available. In fact. it 18 impossible. No recursively enumerable set of equations can specify a non-trivial lazy space as either the initial or final algebra corresponding to the specification.
We will formally prove this fact after we establish a few important properties of lazy spaces.
Unlike ordinary data domains, lazy spaces have infinite strictly ascending chains of objects d o d I ~ d 2 ~ ... (where ~ denotes the approximation relation introduced in Section 3) where each object d i is constructed in exactly the same way as di+ 1 except that d i uses I to approximate substructures of di+ 1. In ordinary industrious data domains (such as LISP S-expressions), the Undefined object I cannot be embedded inside constructed objects, which precludes the existence of infinite ascending chains of successively more complete approximations, This apparently small change in the definition of data constructors (e.g. the LISP UconsU operation) radically alters the structure of the data domain.
Ordinary structural induction, for exampie. no longer holds, because lazy spaces contain the limit elements of infinite ascending chains --which cannot be constructed from primitive constants (e.g. atoms) in a finite namber of steps. In short, the fundamental difference between lazy and industrious domains is that lazy spaces contain limit points while industrious spaces do not.
Since lazy spaces include limit points, we can construct domain with a more interesting topological structure using lazy domain constructors (such as x) than their industrious counterparts (such as @). An important illustration of this phenomenon is the following observation: the lazy data domain In addition, the computable mappings (element8 of Po> >PI) maPsuc c. mappre d. maPcon d. nmPK. and maPS corresponding to the primitive functions succ, pred. cond, K. and S are all definable by ground terms in the same first order theory; we can simply use the same scheme for translating Y abstraction used in the definition of S and K in the £ppea-dis.
The details are left to the reader.
Since Pm together with the operations S.K PI>>Pe and apply: Pm>>Pm x Pm÷ Pm forms a model for the (untyped) lambda calculua (excluding ~-reduction).
the lazy space trivmeq with the corresponding operations also constitutes a model for the untyped lambda calculus.
Lazy spaces provide a simple mechanism for treating higher order objects (functions) exactly like ordinary ones. Moreover. any first-order characterization of lazy spaces will indirectly provide a first-order theory of the lambda calculus and higher order objects.
We have now developed sufficient machinery to prove the theorem establishing the inadequacy of algebraic specification as a formalism for specifying lazy spaces:
Neither initial algebra specifications nor final algebra specifications (consisting of a recursively enamerable set of equations) can define lazy spaces. P,oof" We will prove the theorem for the specific lazy space trivmeq, but it is clear that trivseq can be implemented (using an inverse homomorphism) within any non-trivial lazy space.
The initial algebra corresponding to a recur8ively enumerable set of equations A is the set of equivalence classes of ground terms under the relation MustEqual. where MustEqual(x.y) is true iff x=y is derivable fro~ A by first order deduction. Hence the equality relation on ground terms i8 recursively enumerable. Yet the equality relation for a tEivaeq is obviously not recursively enumerahle; otherwise, we could recursively enumerate the set of all pairs of equivalent programs (using the untyped Y-calculus as our programming language) --a set which is obviously not recursively enemerable.
Similarly. the final algebra corresponding to a set of equations A (asseming the final algebra exists) is the set of equivalence classes under the relation CannotEqual where CannotEqual(x.y) is true iff xxy is derivable from A u {true,false} by first order deduction. Note that if A has no final algebra, then CannotEqual is not an equivalence relation.
For a final algebra, the inequality relation is obviously recursively enumerable, but again the inequality relation for trivneq clearly is not.
Otherwise. we could recursively enumerate the set of all pairs of inequivalent programs (corresponding to unequal ~ recursive functions), a set which is obviously not recursively enumerable.
q.E.D.
Since lazy spaces are so similar in structure to Pm. an obvious approach is to use a least fixed point logic similar to Edinburgh LCF that conveniently expresses the properties of Pm" (See [Giles78] for an LCF axiomatization of lazy lists.) However. we would prefer not to abandon first-order logic for two reasons. First. first-order systems (such as first-order Peano arithmetic) based on structural induction provide a simple, elegant characterization of ordinary data spaces. The highly successful Boyer-Hoore LISP Verifier [Boyer75.79] is based on such a first-order system. We would like to extend this approach to handle lazy lists as well. Second. the completeness theorem for first order logic provides a invaluable tool for analyzing the deductive power of any theory.
If a first order theory i8 too weak to establish a particular theorem, there must be a non-standard model in which that theorem is false. In higher order logics, on the other hand. a theory may be too weak to prove an important theorem, yet there may be no model that refutes it.
• First-Order Ykeory of Laxy 8paces
The chief obstacle to extending ordinary first-order structural induction theories to lazy spaces is that conventional structural induction is applicable only to sets without limit points, yet lazy spaces under the (proper) substructure ordering < include limit points.
If we develop a candidate axiomatization containing Vx [Vx' (x'c~ ~ e(x,)) ~ eCx)] ~Vz e(z); then the specified domain contains only the finite objects of the lazy space. 5 The structural induction scheme (4) has the effect of banning the infinite objects from the domain. In fact. we can prove that ~x IsFin(x) by structural induction.
As a result, recursive definitions over the domain may not have least fixed points because directed sets do not necessarily have least upper bounds.
For example, if we consider a domain consisting the finite objects in trivseq, the function definition
is contradictory, because we can prove by structural induction that then the lazy space i8 a model for our axiomatization. but so is the subspace containing only finite objects.
In such a theory, we could not prove any interesting statements about infinite objects.
6.1.
• Satisfactory kzioastinatios
The solution to the problem is to augment the axiomatization consisting of (I). (2). (3). and (4') above by two additional schemes asserting that :
(5) every definable directed set has a least upper bound and (6) every tem t(x) is continuous in the variable x.
5Non-standard models may contain einfinite objects", but their behavior does not resemble that of lazy data objects.
They are formalized as follows. Let O(u) and t(u) be an arbitrary formula and term respectively in the language of the data domain and and let x,y,z be variables not free in either O(u) or t(u). (6) (the continuity of functions)
where t(u) and Ù(u) are an arbitrary term and formula containing no free variable other than u. This scheme asserts that the function ~u. t(u) is continuous at the definable point lub{u[O(u)} assuming it exists.
Although there are no blatant sources of incompleteness in this axiomatization 6 ((I), (2), (3), (4a), (4b), (5), (6)), it is not obvious that the system is strong enough to prove all of the important properties of particular lazy spaces. For this reason, it is interesting to compare the power of our first-order system with the corresponding theory in LCF, a logic specifically designed to accommodate ehigher order" spaces like Pw. The LCF theory looks similar except:
I. It includes the typed lembda calculus in the term syntax for the logic.
2.
The induction axiom scheme is fixed point induction on recursively defined functions. This scheme has the form e(±) ^Vf[e(f)~eC~(f))3) ~ e(Y(~f.~Cf))) where e(f) is a formula that admits induction on f. It is applicable only to ~ formulas, where admissibility is a complex syntactic test that analyzes the types of terms within the formula (see [Gordon77] for a precise definition). The closest analog of structural induction in LCF is fixed 6For a non-trivial lazy space (e.g. triwaeq) the axiomatization is obviously not complete by Godelts first incompleteness theorem. point induction on the retraction characterizing the domain of interest.
After studying the two systems, we were surprised to discover that our system is at least as strong as LCF both in expressiveness and deductive power.
We can systematically translate LCF statements into equivalent first order statements. by converting all lambda expressions into equivalent expressions formed using the standard S and K combinators, which are definable in our first-order system using the construction shown in the Appeadix.
Moreover, all of the LCF proof rules and axioms (expressed in terms of translated formulas) are derivable in our first-order system. In particular, we can derive the LCF fixed point induction scheme for admissible formulas.
The derivation critically relies on the structural induction scheme for finite objects (4'), the least upper bound scheme (5), and and the continuity scheme (6).
We call this first order analog of fixed point induction, J~ ~.
The formal derivation of lazy induction within our system is a tedious induction on the structure of formulas that is beyond the scope of this paper, but the basic idea underlying the proof is instructive.
The admissibility test in LCF ensures that passing to the limit of a directed set (of lazy data objects) does not change the meanings of subformulas that determine the truth of the entire formula.
The idea behind the derivation is that the metamathematical justification for fixpoint induction on a function within a particular admissible formula can be translated into a proof in our first order system consisting of two parts. The first part utilizes conventional structural induction to establish that the formula holds for all finite approximations to the function. The second part extends the result to the entire function (an infinite lazy object) by appealing to the definition of admissibility.
Lazy induction is a particularly useful rule for reasoning about a lazy data domains when it is applied to the retraction characterizing the lazy space.
In this case. the premises of the rule are identical to those of conventional structural induction. Hence, if a formula is admissible, conventional structural induction establishes the formula holds for all objects, not just finite onesl The following formula Vx,y,z:List app(x,app(y,z)) = app(app(x,y),z).
is obviously true on the domain of finite objects. The proof is a trivial induction on the structure of x. Does the same theorem hold for all lazy lists? The answer must be yes, because the formula stating the theorem i8 admissible! Lazy induction enables us to prove theorems about lazy spaces using conventional structural induction.
¢om©lmsiom8 and Future Research
Although implementation-oriented definitions of lazy evaluation provide some insight into the behavior of particular computations, they are inadequate as the basis of a logical theory of lazy spaces. They also blur subtle but important semantic distinctions between different forms of lazy evaluation. Our abstract characterization in terms of domain constructors provides a much clearer picture of the mathematical properties of lazy spaces and directly corresponds to a natural formal system for reasoning about them.
Since lazy spaces have essentially the same complex structure as Scott's Pm model of the untyped lambda calculus, they cannot be specified by restrictive specification methods such as algebraic specification. One approach is to axiomatize lazy spaces within a least fixed point logic such as LCF. In this paper we have presented a firstorder theory of lazy spaces that we prefer to higher order formalizations because it relies on conventional structural induction rather than fixed point induction as the fundamental axiom scheme. In our system, the admissibility test for fixed point induction is simply a sufficient set of conditions for its derivation. Moreover, our system extends conventional structural induction (as implemented in the Boyer-Moore LISP Verifier [Boyer75, 79] ) to the context of lazy data domains. providing programmer with a simple intuitive framework for reasoning about functions that manipulate lazy data objects.
Since computable functions have a natural extensional representation as lazily evaluated graphs (mappings), our first-order formalization of lazy spaces acco~odates function spaces as well. However, we must overcome one major obstacle to make our treatment of functions intuitively accessible to progra~ners: our reliance on cembinators rather than lembda expressions to denote computable mappings.
In response to this issue, we are currently developing a collection of combinators that closely correspond to conventional lambda notation.
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