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Abstract
Automatic image synthesis research has been rapidly
growing with deep networks getting more and more expres-
sive. In the last couple of years, we have observed images of
digits, indoor scenes, birds, chairs, etc. being automatically
generated. The expressive power of image generators have
also been enhanced by introducing several forms of condi-
tioning variables such as object names, sentences, bound-
ing box and key-point locations. In this work, we propose a
novel deep conditional generative adversarial network ar-
chitecture that takes its strength from the semantic layout
and scene attributes integrated as conditioning variables.
We show that our architecture is able to generate realistic
outdoor scene images under different conditions, e.g. day-
night, sunny-foggy, with clear object boundaries.
1. Introduction
“Maybe in our world there lives a happy little tree over
there.”
— Bob Ross
Automatically synthesizing realistic images has been an
emerging research area in deep learning. Imagining an en-
tire scene in the presence of discriminative properties of the
scene such as “sunny beach with mountains on the back” is
an ability that humans possess. As the most expressive ar-
tificial neural networks would presumably have human-like
properties including imagination, automatic image genera-
tion research is a step towards this goal. Moreover, it is
of practical interest as generated images would ideally aug-
ment data for various other tasks, e.g. image classification.
Generating photo-realistic images of various object types
has not yet been solved, however many successful attempts
have been made. Generative Adversarial Nets (GANs) [7]
generated digits [7], faces [20], chairs [6], room interi-
Figure 1: Our conditional generative adversarial network
synthesizes realistic outdoor images from semantic layouts
and transient scene attributes (Images generated automati-
cally using a layout seen during training).
ors [20] and videos [26]. On the other hand, Variational
Autoencoders (VAEs) [11] are combined with visual atten-
tion [8] and have been extended to generating images based
on textual descriptions [18]. Moreover, Pixel RNN [25] has
been proposed as an alternative model for the same.
Deep neural networks take their strength from the avail-
ability of large image collections which stabilizes the learn-
ing. However, in some domains with limited number of
images various complementary sources of information has
been proposed to stabilize the learning. Recently, for the
domain of fine-grained image generation, GAN conditioned
on detailed sentences synthesizes realistic bird images [22]
where visual training data was limited. Moreover, integrat-
ing textual GAN with bounding box and keypoint condi-
tionals [21] allows drawing bird at the desired location. On
the other hand, conditioining VAEs on discriminative ob-
ject properties, i.e. attributes, has generated faces [30] with
different hair color, beard or glasses, at different ages.
Apart from stabilizing the learning, conditioning vari-
ables also provide diversity to the generated images. Hence,
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we argue that the descriptive power of a generator net-
work can be increased by conditioning it with respect to
the object type, visual properties and location informa-
tion. Object type conditioning teaches the network what
to draw, visual properties specifies the visual details of the
object and finally the location encodes where that object
should be drawn. We propose a new GAN model archi-
tecture to generate realistic outdoor scenes, e.g. sea, moun-
tain, urban scenes, conditioned on transient attributes, e.g.
sunny, foggy, and on semantic layouts to determine the ex-
act boundaries of where the object should be drawn. Our
aim is to automatically generate outdoor scenes with vari-
ous scene properties as shown in Figure 1. This problem
has previously been tackled by designing hand-crafted pro-
cedures [13], however we propose to learn such transforma-
tions automatically through training deep convolutional net-
works. Towards this goal, we employ the recent ADE20K
dataset [31] that contains outdoor scenes with dense seman-
tic layout annotations. To complement semantic layouts,
we exploit a dataset of outdoor webcam sequences [13] that
provides per-scene attribute annotations. We complement
the missing spatial layouts of [13] with coarse semantic an-
notations of each scene and the missing attributes of [31]
with attribute predictions. We will make these supplemen-
tary annotations and our code publicly available.
Our contributions are summarized as follows. We pro-
pose a new conditioned GAN model that learns the content,
i.e. transient attributes, to be drawn inside a scene layout.
We show that our model generates realistic images of scenes
with objects drawn within their own segments as well as
transforming the scene by, for instance, imagining how a
day scene would look like in the night.
2. Related Work
We summarize published works on image generation and
outdoor scene manipulation that are related to ours.
Image Generation. Since the generalization and expres-
sive power of deep convolutional neural networks have been
validated in various applications from image classification,
detection, segmentation, research interests have expanded
towards other challenging applications such as image gen-
eration. Several frameworks have been proposed to synthe-
size images from scratch.
A convolutional image generator is proposed in [6] that
maximizes the Euclidean distance between the real and gen-
erated 2D projections of chairs conditioned on type, view-
point, etc. The first generation generative adversarial net-
work (GAN) [7] architecture has been designed as a two-
player min-max game where a convolutional network learns
to generate as realistic images as possible and a convolu-
tional discriminator network learns to determine if an im-
age is real or fake. Recently, different flavors of GANs have
been proposed. In [32], the authors utilize image manifolds
learned by GANs to define smoothness contraints. While
they generate images through mouse strokes, we use seman-
tic layouts. 3D-GAN [28] extends GANs to 3D domain to
generate 3D object silhouettes. CoGAN [16] extends GANs
to learn a joint distribution of multi-domain images, e.g.
learns a joint distribution of color and depth images, and
a joint distribution of face images with different attributes.
Moreover, GAN has been conditioned on different types of
data sources. While DCGAN [20] conditions GAN with
class names, GAN-CLS [22] uses detailed natural language
descriptions and GAWWN [21] uses bounding boxes and
object keypoints. VGAN [26] extends GANs to videos by
conditioning the generation of future frames to the current
frame. S2-GAN [27] factorizes the image generation pro-
cess into style and structure components. It combines two
GANs, one for generating structure information, i.e. sur-
face normals, and one for generating style information, i.e,
appearance, where surface normals are used as a condition
vector to generate indoor scenes.
As an alternative to GANs, variational autoencoders
(VAEs) [11] generate an image using a feed-forward con-
volutional decoder network and during inference the input
is passed through the encoder that produces an approximate
posterior distribution over the latent variables. The goal is
to minimize the Euclidean distance between generated im-
age and the posterior distribution. DRAW [8] architecture
combines a pair of recurrent neural networks with the VAE
model for reading and writing portions of the image canvas
at each time step. Given a single input image, DC-IGN [12]
generates new images of the same object with variations
in pose and lighting and disCVAE [30] conditions the im-
age generation process with facial attributes. Finally, Pixel
CNN [19] and Pixel RNN [25] propose to generate image
pixels sequentially.
Outdoor Scene Editing. As a high level image editing tool,
in [13], the authors propose to train regressors that can pre-
dict the presence of attributes in novel images and develop a
method that allows users to manually increase and decrease
the effect of transient attributes of several outdoor scenes.
They also introduce the Transient Attributes dataset, which
includes images collected from the webcams viewing 101
scenes. As an alternative to regressors, a deep convolu-
tional neural network is used in [1] to predict the transient
attributes of an outdoor scene. In [14], a framework is pre-
sented for insertin new objects such as pedestrians into ex-
isting photographs of street scenes. Several outdoor scene
datasets such as [31, 4] may provide data to facilitate out-
door scene editing task. Cityscapes dataset [4] is limited
to street scenes, collected mostly to facilitate research on
self driving cars. In our study, we decided to use ADE20K
dataset [31], which provides dense segmentation of objects
from indoor and outdoor scenes.
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Figure 2: The architectures of the generator and discriminator networks in our AL-CGAN model.
Our Work. Our work differs from others in the following
way. We propose a novel attribute and layout conditioned
GAN architecture and use it as an automatic outdoor scene
editing model that learns to generate images and their edited
versions both from scratch.
3. Model Architecture
In this section, we first present the main idea of genera-
tive adversarial networks (GANs) which we base our model
on and then we present the details of our attribute and layout
conditioned GAN (namely AL-CGAN) model.
3.1. Preliminary: Generative Adversarial Nets
Generative adversarial networks [7] (GANs) propose a
generative model G and a discriminative model D, which
compete in a two-player min-max game. Realized as mul-
tilayer perceptrons, the discriminator model tries to accu-
rately distinguish real images from synthetized ones while
the generator tries to fool the discriminator by synthesizing
images resembling real ones. Within this min-max game,
the generator and the discriminator can be trained jointly by
solving the following optimization problem:
min
G
max
D
V (D,G) = Ex∼pdata(x)[logD(x)] + (1)
Ex∼pz(z)[log (1−D(G(z)))]
where x is a natural image drawn from the true data distribu-
tion pdata(x) and z is a latent random vector sampled from
a uniform distribution. It is shown in [7] that with enough
number of training images and after sufficient number of
epochs (i.e., if both G and D have enough capacity), the
distribution pG converges to pdata. That is, from a random
vector z, the generative model G can synthesize an image
G(z) that looks like an image that is sampled from pdata.
The conditional GAN [5, 20] (CGAN) is an extension of
the GAN where it is augmented with some side information.
Given a vector c as side information, the generator G(z, c)
tries to synthesize a realistic image under the control of c.
Similarly, the CGAN model allows the output of the dis-
criminative model D(x, c) to be controlled by the context
vector c. Considering additional side information such as
class labels [20], image captions [22], bounding boxes and
object keypoints [21] allows the CGAN model to generate
higher quality images.
3.2. AL-CGANs
We propose a novel CGAN architecture comprising of
deconvolution and convolution layers which learn the lay-
out and the content of the scene using ground truth seman-
tic layouts and transient attributes. We term our model as
Attribute-Layout Conditioned Generative Adversarial Net
(AL-CGAN) and illustrate our architecture in Figure 2. For-
mally, the generative and discriminator networks are de-
noted as G : RZ × RS × RA → RM and D : RS × RA →
{0, 1} respectively, where the noise vector is Z-dim, the se-
mantic layout is S-dim, the transient attribute vector is A-
dim and the image is M -dim. We formulate our AL-CGAN
as follows:
min
G
max
D
V (D,G) = ED + EG where (2)
ED = Ex,s,a∼pdata(x,s,a)[logD(x, s, a)] and
EG = Ex∼pz(z);s,a∼pdata(s,a)[log (1−D(G(z, s, a)))]
We consider a 9-layer model for the generator module of
AL-CGAN. It consists of 5 convolutional and 4 deconvolu-
tional layers, as demonstrated in the top row of Table 1. In
particular, we draw the noise prior z ∈ N (0, 1) and con-
catenate transient attributes vector and the z vector. We tile
the resulting vector to all spatial locations of 128× 128 and
concatenate to 128 × 128 × 19 semantic layout maps. We
feed forward the resulting conditioning variables to stride 2
convolutional layers. A synthetic image xˆ is generated with
standard deconvolutional layers. As in [20], we consider
Batch Normalization [9] for all the layers of the generator.
We use ReLU activation for all layers except the last one
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AL-CGAN (G) conv1 conv2 conv3 conv4 conv5 deconv1 deconv2 deconv3 deconv4
Input size 128 128 64 32 16 8 16 32 64
Kernel number 159 128 256 512 1024 512 256 128 3
Kernel size 5 5 5 5 5 5 5 5 5
Stride 1 2 2 2 2 2 2 2 2
AL-CGAN (D) conv1(AL/I) conv2(AL/I) conv3(AL/I) conv4(AL/I) conv5(AL/I) conv6 fc
Input size 128/128 128/128 64/64 32/32 16/16 8 -
Kernel number 59/3 128/128 256/256 512/512 1024/1024 2048 1024×8×8
Kernel size 5/5 5/5 5/5 5/5 5/5 1 -
Stride 1/1 2/2 2/2 2/2 2/2 1 -
Table 1: Network architectures of AL-CGAN. Top: Generator network, Bottom: Discriminator network. conv, deconv and fc
mean convolutional, deconvolutional layers, and fully-connected layers, respectively. Stride value 2 indicates 2× resolution.
Within the Siamese architecture of the discriminator, AL and I denote attribute-layout and image networks.
where we use tanh non-linearity. Our resulting generated
images are 128× 128 dimensional.
As illustrated in Figure 2, our discriminator network is
a Siamese network [3, 2]. While one of the networks takes
the real/generated image as input, the second one processes
the given attribute and the spatial layout maps. The re-
sponses of these networks are then integrated by using a
convolutional fusion strategy. We give the details of the dis-
criminator network in the bottom row of Table 1. It is a
7-layer network with 6 convolutional layers (the 6th con-
volutional layer is for fusion) and 1 fully connected layer.
In particular, in the discriminator network, we perform sim-
ilar stride-2 convolutional layers to layout maps to obtain
conditioned maps. In the network, we obtain feature maps
from the image and concatenate feature maps and condition
maps to feed them to fully connected decision layer. Fol-
lowing [20], in all layers of the discriminator we use Batch
Normalization [9] and LeakyReLU [17, 29] activation.
3.3. Training Details
We use a setting similar to the one in [20]. All mod-
els were trained with mini-batch stochastic gradient descent
(SGD) with a mini-batch size of 64. Parameters were ini-
tialized from a zero-centered Normal distribution with stan-
dard deviation of 0.02. We used the Adam optimizer[10]
with the learning rate value of 2× 10−4 and the momentum
value of 0.5. We trained our models for 400 epochs on a
NVIDIA TITAN X GPU, which lasted about 3 days. Our
implementation is based on the Theano implementation of
DCGAN[20] model.
4. Experiments
In this section, we present our results on generating out-
door scenes conditioned on semantic layouts and transient
attributes. We train our AL-GAN model on the union of
two datasets, ADE20K [31] and Transient Attributes [13],
and we perform a set of experiments to assess the capacity
of our model to generate diverse and realistic images.
4.1. Datasets and Data Preprocessing
Details of the datasets used to train our model are as fol-
lows. ADE20K [31] dataset includes 22, 210 images from
a diverse set of indoor and outdoor scenes. Each image
has dense annotations of the background and each indi-
vidual object. In this work, we only use a subset of the
outdoor scene images from ADE20K dataset, as described
in detail below. Transient Attributes [13] dataset contains
8, 571 outdoor scene images captured by 101 web-cams. In
each webcam, there are perfectly aligned 60-120 images,
which exhibit severe appearance changes due to variations
in atmospheric conditions caused by weather, time of day
and season. Each image in Transient Attributes dataset is
hand-annotated with 40 transient scene attributes which en-
code perceived properties describing intra-scene variations,
e.g. sunrise/sunset, cloudy, foggy, autumn, winter.
As a pre-processing step, we first select a set of semantic
labels which are commonly observed in the outdoor scene
images from ADE20K and Transient Attributes datasets.
These 18 hand-picked labels are ‘sky’, ‘building’, ‘grass’,
‘tree’, ‘mountain’, ‘rock’, ‘road’, ‘field’, ‘ground’, ‘earth’,
‘sea’, ‘water’, ‘plant’, ‘roof’, ‘city’, ‘village’, ‘cityscape’
and ‘hill’.
For ADE20K, we simply employ the provided dense an-
notations and merge semantically similar object labels to
one of our pre-defined object and background categories.
For instance, the ‘skyscraper’, ‘tower’, ‘house’ and ‘build-
ing’ annotations in ADE20K are all mapped to the ‘build-
ing’ label in our category list. For the remaining class
labels, e.g. ‘car’, ‘airplane’, ‘person’, etc. we use an
additional class to denote those background pixels. By
this process, we have selected 9, 201 outdoor images from
ADE20K with at least 70% of the pixels annotated with one
of our 18 semantic labels. Note that ADE20K images do
not include any transient scene attributes. Hence, we au-
tomatically predict the attributes of ADE20K images using
the model in [1]. We empirically observed that the predicted
attributes are fairly accurate, so we utilize them for training
4
Figure 3: Semantic layout conditioned outdoor scene generation using our AL-GAN. The input layouts are collected on
images from SIFTflow [15] and LMSun [24] datasets, hence they are previously unseen. The transient scene attributes are
fixed to “clear sunny day” vector throughout the experiment.
purposes.
Since the images in Transient Attributes dataset do not
have semantic layout annotations, we manually collect them
using the LabelMe [23] annotation tool. As the images in
each webcam are aligned, this is fairly easy. We randomly
select a single image from each webcam and we only an-
notate that image by considering the pre-defined object and
background categories. We then use the same semantic lay-
out for all the other images from the same webcam. Note
that if annotations of small scene elements such as pedestri-
ans, cars, clouds etc., were provided, this might lead to im-
proved results. However we avoid such dense annotations,
and leave this for future work. In this way, for both datasets,
we obtain 19 non-overlapping binary layout maps with the
last map denoting the unlabeled pixels. Finally, each image
is resized such that the height of the output image is 128
pixels and then we take a center crop of 128× 128 pixels.
4.2. Generating Realistic Outdoor Scenes
In the following, we first present outdoor scenes gen-
erated by our AL-CGAN model using different semantic
layouts. Then, we show that the model has the ability to
manifest a large degree of control over the transient scene
attributes. Finally, we demonstrate that it is also capable of
hallucinating how the scene will look like when new scene
elements are incrementally added.
Effect of Varying Semantic Layouts. Here, we synthe-
size novel outdoor images and observe the effect of varying
semantic layouts while fixing the attribute condition vector
to “clear sunny day”. The various scene layouts that we
demonstrate on Figure 3 depict various scene types, e.g. ur-
ban, mountain, forest, sea, lake, and they correspond to im-
ages from SIFTflow [15] and LMSun [24] datasets to insure
that neither the original images nor the semantic layouts are
previously observed while training. This way, we avoid re-
porting memorized scenes. The results show sharp object
boundaries. We observe no blurring effects on the bound-
aries of tower and skyscrapers, the ground is clearly sepa-
rated from the sky and even the leafs of the trees are drawn.
Similarly, realistic color distribution has been kept in our
generated images, Green is the dominating color for trees
and grass, while sky and sea get different shades of blue.
On the other hand, buildings are colored with brown-red
while roads are mostly gray. We also observe a clear scene
layout in our generated images. For instance, the horizon is
clearly depicted while the perspective effects such as van-
ishing points on the urban scenes are observed. Another
observation is that our model is able to learn other scene ef-
fects such as reflection on the water, e.g. the top right-most
sample.
Effect of Varying Transient Attributes. Along with gen-
erating realistic images of outdoor scenes, our second goal
is to generate images of the same scene with respect to dif-
ferent scene conditions, e.g. transition between a sunny day
and rainy day with the same scene components. As the gen-
eration outcomes is controlled by two different conditioning
variables, transient attributes (a) and spatial layout (s), and
the latent variable z, here we carry out experiments by fix-
ing the spatial layout and then analyzing how each remain-
ing variable controls the generation process. In Figure 4,
we provide the generated samples for three different spatial
layout maps, by varying the noise, i.e. z, and by varying the
attributes, i.e. sunny, dark, rainy, cloudy in this example.
Note that, here, neither layouts nor the corresponding im-
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Figure 4: AL-CGAN samples generated from the same semantic layout, e.g. given in the middle, by modulating the noise
vector, i.e z. Rather than copying the previously seen scenes, our model is able to generate diverse samples.
Figure 5: Increasing night, sunset, cloud and rain attributes. AL-CGAN Model is trained with 9201 ADE20K images and
fine tuned with images from Transient Attribute dataset (We provide more results in supplementary).
ages have been seen during training. By varying the noise,
i.e. observe the change in horizontal direction, we generate
diverse examples with varying visual aspects of the scene
components, e.g. sky, color of the grass etc. to name a few.
On the other hand, by varying the attributes, i.e. observe the
change in vertical direction, the generated samples reflect
the semantic meaning of the attribute, e.g. night attribute
makes the sky darker, rain makes it gray and the density of
clouds increase for the cloudy scene.
Alternatively, we evaluate our model on previously seen
semantic layouts by generating images with varying at-
tribute strength to achieve the transition between different
6
Figure 6: Gradually adding details to the generated images. We employ a coarse spatial layout map to generate an image
from scratch, and then keep adding new scene elements to the map to refine the generated images.
scene conditions. As it can be seen from the results in Fig-
ure 5, our model is not only able to generate close to photo-
realistic images of the scene, but it also is able to imag-
ine how the same scene would look like at night, at sun-
set, with a cloudy or rainy weather. Transient Attributes
dataset contains example images of this scene at night, at
sunset, with clouds and under the rain, however the content
of the scene itself changes with moving objects, shadows
etc. Our model is able to ignore such local changes in the
scene and generate a photo-realistic interpretation of tran-
sient attributes. Note that with the increasing night attribute,
the buildings get illuminated whereas increasing sunset at-
tribute darkens the buildings. On the other hand, clouds do
not change the global appearance of the scene, however as
expected only the relevant portion of the sky gets modified.
Finally, for the rain attribute the entire scene gradually as-
sumes a grayish tone. These results may demonstrate that
our AL-CGAN model learns interesting and relevant inter-
nal representations of outdoor scenes.
Incrementally Adding/Deleting Scene Elements. In this
section, we explore one potential application of our model
to generate images in an incremental manner. We begin
with coarse spatial layouts which contain two large seg-
ments from different classes, e.g. sky and grass. We then
gradually add new scene elements, e.g. mountain, tree, lake.
At each step, the model generates a new natural image that
best satisfies the given semantic layout and the provided
scene attributes. In Figure 6, we present the outcomes of
two such experiments where we consider different semantic
categories. For the image given on the left, we start with a
simple scene containing only sky and grass regions. Conse-
quently, we insert mountains and forest into the background
and a lake to the front in an iterative way. As it can be seen
from these results, adding each new scene element results
in a more detailed image. On the generated images from
the last step, we even observe the reflection of the moun-
tains and the forest over the lake. Similar observations can
be made for the second sequence of layouts. The coarse
samples from the first step contain only sea and sky regions
but the next round of images become more and more de-
tailed with the inclusion of a rocky island, grasslands on
the island, and finally adding a lone tree to the correspond-
ing semantic layouts. Note that scene guidance in the form
of semantic layouts leads to more detailed and thus real-
istic scenes. Our conclusion from these results is that for
methods such as GAN to generate realistic scenes, the type,
the location and the shape of the conditioning variables are
important. In fact, we suspect that this approach closely
resembles human thought process in imagining and paint-
ing novel scenes as Bob Ross, the famous painter whom we
borrowed the quote in the beginning of our paper, repeat-
edly describes in his instructive painting classes.
We can also condition the generation process on coarser
scene layouts while keeping the noise vector and the tran-
sient attributes fixed. Specifically, we start with a previously
seen scene layout, and we keep erasing a specific scene ele-
ment from the semantic map to produce simplified versions
of the original scene. Figure 7 presents samples we generate
in this set of experiments. Our AL-CGAN model can pro-
duce convincing but less detailed images than those from
the previous steps of the generation process.
Searching for Nearest Training Images. As a sanity check
to inspect whether the generated samples are indeed diverse,
we perform an additional set of experiments where we find
the nearest training images (according to l1 distance in raw
image space) for some sample images generated by our AL-
CGAN model. We present our results in Figure 8. We ob-
serve that the images and their nearest neighbors are in most
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Figure 7: Simplifying the generated images by erasing certain scene elements. We generate an outdoor image from scratch
by using a detailed layout map, and then we keep simplifying the image by gradually erasing certain scene elements.
Figure 8: The nearest training images for some samples from our AL-GAN model.
cases semantically related and have similar scene structures.
On the other hand, for some of the synthesized images, the
scene categories of the corresponding nearest neighbors are
different, or in some cases, even if their classes are the same,
the scene elements in the pair of images are quite differ-
ent. For instance, for the leftmost image in the middle row,
while the generated image depicts an urban scene, its near-
est neighbor is an image of a rural scene. Similarly, the
sea image in the top-most left corner resembles its nearest
neighbor, e.g. being also a sea image, however, the urban
scene image right below it is completely different from the
forest image that happens to be its nearest neighbor. These
results indicate that in most cases our novel AL-CGAN ar-
chitecture does not memorize the scenes but generate im-
ages of novel scenes from scratch.
4.3. Comparing with Other GAN Architectures
In this section, we compare the scene label condi-
tioned GAN baseline [20] with our AL-CGAN model which
generates an image under the condition of attributes and
spatial layout. We also provide an ablation study on
the outcomes of two versions of our AL-CGAN model,
i.e. only-attribute-conditioned A-CGAN and only-layout-
conditioned L-CGAN models. Finally, we generate images
using our full AL-CGAN model that includes both attribute
and semantic layout conditioning components. In Figure 9,
we show sample results of these network models, which
are all trained on the same data containing images from
ADE20K and Transient Attributes datasets.
Our first observation is that the scene label conditioned
GAN [20], already generates images of plausible scenes
however the color distribution does not show much varia-
tion and the details of the scene elements are not present.
On the other hand, the attribute conditioned version of our
AL-CGAN model generates images of a similar nature. Al-
though the images clearly show outdoor scenes, we observe
repeated objects and the color distribution is monotonous.
We observe that already with our spatial layouts conditioned
architecture, i.e. L-CGAN, the objects are formed with
more clarity especially on the boundaries. Furthermore,
the images are sharper, more clear and semantically more
meaningful. Finally, our complete AL-CGAN model that
uses both attribute and scene layout conditioning leads to
more diverse scenes with more details, more realistic color
distribution and even sharper object boundaries. These re-
sults suggest that providing additional side information in
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Figure 9: Qualitative comparison of AL-CGAN samples against DCGAN [20], i.e. scene label conditioning, and our model
with three ablations. AL-CGAN is our model with both attribute and scene layout conditioning, A-CGAN is our model with
only attribute conditioning and L-GAN is our model with scene layout conditioning. We observe that generated images get
sharper and more realistic when more conditioning variables are added.
the form of conditioning variables is helpful for learning to
generate better natural-looking images.
5. Conclusion
In this work, we proposed a novel conditioned GAN
(CGAN) architecture that is able to generate realistic out-
door scenes under the guidance of semantic layouts to spec-
ify where to draw background and objects using the spec-
ified transient attributes such as day-night and/or sunny-
foggy that give directions on how the global appear-
ance characteristics should be encoded. Our novel novel
deep conditional generative adversarial network architec-
ture called the AL-CGAN model, employs spatially repli-
cated transient scene attributes and pixel-based semantic la-
bels as condition vectors. We showed that by varying the
semantic layouts, we can control the objects drawn in the
image within the specified semantic boundaries. By vary-
ing transient attributes, we showed that our AL-CGAN gen-
erates scenes with various conditions, i.e. sunny, cloudy
etc and it allows a smooth transition between transient
attributes. We further demonstrated that our AL-CGAN
model can generate more detailed images by gradually
adding new scene elements. Our ablation study showed that
every component of our framework is necessary for higher
quality images. As a future work, we plan to extend our
model so that it generates realistic images of natural lan-
guage descriptions along with using semantic layouts.
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Additional Results
Figure 10: AL-CGAN results on adjusting ‘rain’ and ‘sunny’ attributes. The model is trained with images from ADE20K
and Transient Attributes dataset, and samples are generated using layouts seen during the training.
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Figure 11: AL-CGAN results on adjusting ‘night’ and ‘sunset’ attributes. The model is trained with images from ADE20K
and Transient Attributes dataset, and samples are generated using layouts seen during the training.
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Figure 12: AL -CGAN results on adjusting ‘clouds’ and ‘fog’ attributes. The model is trained with images from ADE20K
and Transient Attributes dataset, and samples are generated using layouts seen during the training.
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Figure 13: Incrementally adding news scene elements. All semantic layouts are novel, provided by the user and have not
been seen before.
14
Figure 14: Nearest training images for the synthesized images lying on manifolds of different attributes. While the interpo-
lation carried along the learned image manifold gives smooth changes in the scene characteristics, the sequences obtained by
the corresponding nearest training images lack such kind of reasonable transformations. For some of the generated images,
the corresponding nearest images are even from different scenes.
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