Theorem 1 Let r 3 be xed and let G be chosen uniformly at random from G(r;n). There is a polynomial time algorithm FIND which constructs a Hamilton cycle in G whp.
For a graph G let HAM(G) denote the set of Hamilton cycles of G. Assuming HAM(G) 6 = ;, a near uniform generator for HAM(G) is a randomised algorithm which on input > 0 outputs a cycle H 2 HAM(G) such that for any xed H 1 
HAM(G)
Pr(H = H 1 ) ? 1 jHAM(G)j jHAM(G)j :
The probabilities here are with respect to the algorithm's random choices, as G is considered xed in (1) . The algorithm is polynomial if it runs in time polynomial in n and 1= .
Theorem 2 Let r 3 be xed. There is a procedure GENERATE such that if G is chosen uniformly at random from G(r;n) then whp GENERATE is a polynomial time generator for HAM(G).
Given a polynomial time generator for a set X one can usually estimate its size. This notion is made precise in Jerrum, Valiant and Vazirani 10]. The results there are based on the notion of self-reducibility (Schnorr 14] ), which we do not have here. On the other hand, our method of proof does lead to an FPRAS (Fully Polynomial Randomised Approximation Scheme) for almost every G 2 G(r;n).
An FPRAS for HAM(G) is a randomised algorithm which on input ; > 0 produces an estimate Z such that Pr Z jHAM(G)j ? 1 ! : (2) Again, the probabilities in (2) are with respect to the algorithm's choices. The running time of the algorithm is polynomial in n; 1= and log(1= ).
Theorem 3 Let r 3 be xed. There is a procedure COUNT such that if G is chosen uniformly at random from G(r;n) then whp COUNT is an FPRAS for HAM(G).
These results can be extended to random regular digraphs, see Frieze, Molloy and Cooper 7] , Janson 8] for the non-constructive counterparts.
Our nal result concerns a problem left open by Broder, Frieze and Shamir 4].
A graph G with vertex set n] is obtained by adding a random perfect matching M to a random Hamilton cycle H. The problem is to nd a Hamilton 3 cycle in G without knowing H. One motivation for this problem is in the design of authentication protocols. Our positive result on nding a Hamilton cycle can be viewed as a negative result for such a protocol.
Theorem 4 Let n be even and let G be obtained as the union of a random perfect matching M and a random (disjoint) Hamilton cycle H. Applying FIND to G will lead to the construction of a Hamilton cycle whp.
The next section outlines the proof of these results and the remaining sections ll in the missing details. We turn into a probability space by giving each element the same probability. The main properties that we need of this model are P1 Each G 2 G(n;r) is the image (under ) of exactly (r!) n simple con gurations.
P2 Pr(F 2 0 ) e ?(r 2 ?1)=4 .
(Here means that = ! 1 as n ! 1.) Suppose now that A is a property of con gurations and A is a property of graphs such that when F 2 0 ; (F) 2 A implies F 2 A . Then P1 and P2 imply Pr(G 2 A) (1 + o(1))e (r 2 ?1)=4 Pr(F 2 A ) where G is chosen randomly from G and F is chosen randomly from . We will generally use this to prove Pr(F 2 A ) = o(1) implies Pr(G 2 A) = o(1):
Generating and counting
We now begin the proof proper. For F 2 let Z H = Z H (F) = jHAM( (F))j:
5 Then E(Z H ) = H(n; r)P((r ? 2)n) P(rn) ; (4) where H(n; r) = (n ? 1)! 2 (r(r ? 1)) n : Explanation: H(n; r) is the number of sets of n pairings which would be projected by to a Hamilton cycle (an H-con guration). P((r?2)n)=P(rn) is the probability that a given H-con guration appears in F. 
A 2-factor of a graph G is a set of vertex disjoint cycles which contain all vertices. Let 2FACTOR(G) denote the set of 2-factors of G. Then
Explanation: there are r 2 n ways of choosing two points from each W v . There are then P(2n) ways of pairing these points. If the set X of n pairings contains no loops or multiple edges then projects X to a 2-factor. The remaining terms give the probability that X exists in F. We have inequality in (7) as some sets X do not yield 2-factors and some yield the same. On the other hand all 2-factors of G arise in this way. By the Markov inequality Z f nE(Z f ) whp; which by (3) implies j2FACTOR(G)j nE(Z f ) whp: (8) Now by (4) and (7) E(Z f ) E(Z H ) = (2n)! 2 2n?1 n!(n ? 1)! 2n 1=2 : (9) Combining (6) and (8) we obtain jHAM(G)j j2FACTOR(G)j 1 2n 5=2 whp: (10) We will show in Section 3 that whp there is a polynomial time generator and an FPRAS for 2FACTOR(G). This and (10) easily veri es Theorems 1,2 and 3. Indeed we estimate j2FACTOR(G)j and the ratio jHAM(G)j=j2FACTOR(G)j.
The former is estimated by the assumed FPRAS and the latter by generating O(n 5=2 = 2 ) 2-factors and computing the proportion that are Hamilton cycles ( is the required relative accuracy).
Hidden Hamilton cycles
Let X = f(H;M) : H is a Hamilton cycle, M is a perfect matching of K n and H \ M = ;g. Consider X to be a probability space in which each element is equally likely. Let Pr 1 refer to probabilities in this space and Pr 0 ; E 0 refer to probability and expectation with respect to F chosen randomly from 0 .
Let A = fF 2 0 : GENERATE is not a polynomial time generator for HAM( (F))g andÂ = f(H;M) 2 X : GENERATE is not a polynomial (1); (11) by Theorem 1.
3 Generating and counting 2-factors Now V 0 = S v2V (U v W v ) and E 0 contains the edge set of H v for each v 2 V . Additionally, for each edge fv;wg 2 E we have a unique edge fu v;w ; u w;v g 2 E 0 . We will call these the G-edges of G 0 and the remainder the H-edges.
In any perfect matching in G 0 exactly two vertices in U v will not be matched by H-edges. They must therefore be matched by two G-edges incident with H v . Thus the n G-edges in the matching correspond to a 2-factor K in G.
For each such choice of edges, the remaining (r ?2)n H-edges can be chosen in (r ? 2)! n ways. Therefore each 2-factor in G corresponds to (r ? 2)! n perfect matchings in G 0 . In particular, by generating a near uniform perfect matching G 0 we can generate a near uniform 2-factor of G. Similarly, by approximately counting perfect matchings in G 0 , we can approximately count 2-factors in G.
The problem of generating near uniform perfect matchings in a graph ? was studied by Jerrum and Sinclair 9]. They describe an algorithm which runs in time polynomial in jV (?)j, 1= and = (?), where is the ratio of the number of near perfect to perfect matchings of ? (a near perfect matching covers all but two vertices). In light of this we have only to show that whp (G 0 ) is bounded by a polynomial in n.
Let p and np denote the number of perfect and near perfect matchings in G 0 , assuming G is chosen at random from G(r;n). Then, from (6) 
The Variance of Z H
The method of Robinson and Wormald is an analysis of variance. We will partition the probability space into groups according to the number of cycles of each size. We will then show that Var(Z H ) can be \explained" almost entirely by the variance between groups. Thus, within most groups Z H is concentrated around its mean, which in most groups is \close" to E(Z H ). In this section we compute the variance of Z H .
We will from now on assume that r 4. The case r = 3 has been dealt with in 12]. The calculations there are done directly on G(3;n).
We will count the number of potential pairs of Hamilton cycles by counting the number of pairs (H; H 0 ) of H-con gurations whose intersection is a set of a paths containing a total of k edges, and summing over all feasible a; k. Proof We will assume a > 0 and k < n. Fix an orientation of H. by de ning g(0) = 1. It is straightforward to verify that F r is continuous over R. We now wish to nd its maximum, so we will look for the critical points of F r in the interior of R. We set the partial derivatives of ln F r with respect to and equal to 0, yielding the two equations:
( 
It is easily veri ed that = 0 = 2=r, = 0 = 2(r?2)=r(r?1) is a solution of the simultaneous equations (16) and (17). As we now show, this solution is the only one in the interior of R.
Solving equation (16) 
Clearly, any solution to (16) and (17) will also be a solution to P r ( ) = 0. When = 0 = 2=r, the solution = 0 is unique, except in the case r = 4, when equation (16) holds for all and equation (17) allows the additional solution = 1 which is not in the interior of R. Clearly the roots = 0 and = 1 do not lead to solutions in the interior of R.
We have considered all roots of P r ( ), except those given by the quadratic (19). Our aim is to show that all such roots lead to solution pairs ( ; ) that do not lie in the interior of R. In analysing the quadratic P 0 r ( ), it is convenient 15 to assume r 7, and leave r = 4; 5; 6 as special cases to be treated later. We rst establish a lower bound on roots of equation (19) 
In the light of our lower bound on , we see immediately that the numerator of (20) is negative. We show that, for r 7, the denominator of (20) The discriminant of quadratic (21) is ?(2r?5)(r ?4)(2r 2 ?7r +4), which is negative for all r > 4; furthermore, the leading coe cient of (21) The case r = 5 may be eliminated by noting that, of the two roots = (?1 p 10 )=4 of (19), one is negative, and the other yields a corresponding value for that is greater than 1. A similar argument eliminates the case r = 6. When r = 4, the two roots of (19) are = 0 and = 1=2; the former leads to a solution not in the interior R, while the latter is just a repeat of the root = 0 = 2=r that we have already considered. Now that we have established ( 0 ; 0 ) as the only critical point of F r in R, other than (0; 0), we will see that it is a local maximum, and it will follow that we can ignore all ( ; ) not nearby ( 0 ; 0 ). Set k = k ? 0 n p n ; a = a ? 0 n p n ; Now it is easily checked that A > 0 for r 4 and since D > 0 we have that F is strictly concave, and ( 0 ; 0 ) is a local maximum. It follows that we can ignore all terms of (15) 
5 Bounding Z H whp
In the following, b; x are considered to be arbitrary large xed positive integers. Let C l denote the number of`-cycles of (F) for` 1. We will be 
The following two lemmas contain the most important observations. Lemma 1 shows that for most groups, the group mean is large and Lemma 2 shows that most of the variance can be explained by the variance between groups.
Lemma 1 For all su ciently large x (a) e ? x for some absolute constant > 0. 
This is true for all b; x and so the left hand side limit of (25) must in fact be one, proving (5), (putting b = x 2 and x arbitrarily large makes the right-hand side of (25) arbitrarily close to 1).
All that remains are the proofs of Lemmas 1 and 2
Proof of Lemma 2:
Let H 0 be some xed Hamilton cycle. 
So we will now compute Pr(F 2 c j F H 0 ), by rst computing the expected number of cycles of length l, conditional on F containing H 0 . Here l can be considered xed as n ! 1.
To choose a cycle C of length l, we will rst x s, the number of edges in C \ H 0 (hereafter called H-edges), and t, the number of H-paths, i.e. the paths formed by the H-edges.
First we will count the number of ways to choose the edges of C which will form the H-paths. Fix a starting vertex of C, and an orientation. Given such a choice, we now compute the number of ways to nish the cycle. The number of ways to choose the sequence of vertices in the cycle is n l?s 2 t .
The number of choices for copies of those vertices is (r ? 2) l?s+t (r ? 3) l?s?t .
Also, the number of con gurations containing H 0 C is P((r?2)n?2(l?s)), so we multiply by: Again, the sum in the exponential term is convergent and so B is bounded below by a positive absolute constant, completing the proof.
2
