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INTRODUCTION
The need for smaller and faster embedded DSP computing devices is growing as more features and functionality are added to these devices. The key factor that affects the implementation of embedded DSP processing systems is the generation of high-quality compact code which is urgently demanded due to the limited area for onchip program ROMs and real-time constraints.
Assembly programming is still an inevitable part of the DSP software development. Current C-Compiler technologies for DSP are not matured enough to generate assembly code as efficient as hand-crafted code. The quality of the code generated by classical compilation technology has overhead [4] of several hundreds percent when compared to the corresponding hand-crafted code, which can not be described as acceptable in industry. Therefore, there is a need for efficient code generation techniques to isolate the DSP software developers from the low-level programming and optimizations, and more importantly to decrease the probability of coding-errors injected in handwritten code [4] .
Offset Assignment optimization is one of the important optimizations techniques that can be applied to decrease the size of the generated code of the embedded software program. The offset assignment is a process made by the compiler during the code generation phase, in which the compiler arranges the memory layout, which is the placement of program variables in memory and assigning an address for each variable to be used to access this variable during the execution of code. For each reference to a variable, extra instructions are needed to compute the address of this variable in order to be able to access it. These instructions are called overhead instructions in the generated code. The overhead instructions are the cost of the assignment.
Modern DSPs contain a special hardware feature called Address Generation Units (AGU), especially dedicated to help in computing the memory address in parallel with the program execution flow, without the need for extra overhead instructions. Figure 1 shows the structure of a typical AGU. A detailed description of the AGU is provided in Section 2.
The work done for exploiting the AGU and developing efficient offset assignment algorithms resulted in the appearance of the Offset Assignment Problem. The input to the Offset Assignment Problem is an Access Sequence of program variables, extracted from the program statements. An access sequence is a sequence of program variables ordered according to their references in the program statements. Figure 2(b) shows an access sequence composed of 8 variables. A variable may appear multiple times in the access sequence depending on its references in the program statements flow and in the same order of declaration of these references. The output is a sequence of the program variables (each variable appears once in this sequence) which are placed in memory in this sequence.
There are variations of the Offset Assignment Problem, depending on the capabilities of the AGU. The first one is the Simple Offset Assignment (SOA) problem, the second is the SOA with Modify Register(s) and the last one is the General Offset Assignment (GOA) Problem. In this paper we consider the SOA problem.
The SOA problem was first studied by Bartley [5] and Liao [2] . Bartley has modeled the SOA problem as the well known weighted Hamiltonian path problem. Later, Liao proved that the optimal weighted Hamiltonian path may not correspond to the optimal solution of the SOA problem. Liao modeled the SOA by an undirected edge-weighted graph called an access graph in which nodes corresponds to program variables while edges represent the access transitions between each pair of variables in the access sequence. (Figure 3 shows the access graph for the access sequence in Figure 2 ) Finally, Liao showed that finding the solution to the SOA is equivalent to finding the Maximum Weighted Path Cover (or shortly path cover) of the access graph. The Maximum Weighted Path Cover is a path cover such that the sum weights of its edges is the maximum among any other possible path cover. In this paper we will use the terms Maximum Weighted Path Cover and path cover interchangeably. The bold edges in Figure 3 represent a possible path cover.
The algorithm proposed by Liao is a straight forward greedy algorithm that selects the maximum weighted edge available, and if there is more than one edge has the same weight; the algorithm selects one of them arbitrarily. The algorithm proceeds by selecting the next maximum weighted edge and so on till all the edges have been visited.
Leupers and Marwedel [1] have introduced the notion of Tie Break function (TBF LM ) of an edge. A tie exists between edges if they have the same weight. Breaking the tie means selecting one of these equally-weighted edges according to their TBF LM . The TBF LM of an edge is computed as the sum of weights of all neighboring edges. Leupers and Marwedel selected the edge with the least TBF LM among the equally-weighted edges.
The algorithm proceeds in the same greedy way as Liao; however, it applies the concept of tie breaking as a selection criterion when it faces more than one edge with the same weight. The algorithm prefers to not select the edge in the path cover if it has higher TBF LM . This would restrict the number of valid edges in its neighborhood to be included in the path cover.
Hong [3] defined the preference-Interference function for each edge. His algorithm selects edges in the path cover that has higher value. An edge with a higher preferenceInterference value indicates that the edge is, relatively, the highest preferred one and has the lowest interference with other edges. The results obtained by Hong were very close to the results in [1] and reduced the offset assignment cost by less than 1%.
Another approach depends on the feature of coalescing non-interfering variables to the same memory location, provided that the live-ranges of these variables do not overlap. This problem is formulated as Coalesced SOA (CSOA). Recent work in this direction is that of Salamy and Ramanujam [12] . As mentioned, this work depends on the feature of variable coalescing which is not the case in this paper.
Other directions for SOA problem used Algebraic Transformations. Firstly proposed by Rao and Pande [8] , the approach defines the Least Cost Access Sequence (LCAS) problem, and proposes a heuristic to solve it. Other work on transformations includes those of Atri et al. [9] and Ramanujam et al. [10] . Recently, Choi and Kim [11] presented a technique that generalizes the work of Rao and Pande [8] . This work is a proposed pre-step before applying Liao's algorithm, and hence, it can be complementary to the work introduced here.
In this paper, we study the tie break function introduced by Leupers and Marwedel [1] and show that this function (TBF LM ) does not represent an accurate criteria to break the tie between equally-weighted edges.
We define the Maximum-Weighted Pair (MWP) function. We show that the MWP value is more accurate criterion for edge selection.
Then we introduce the notion of Effective Tie Break (ETBF) of an edge and use it to propose an algorithm for solving the SOA problem. Although our algorithm follows the same lines as the algorithm introduced by Leupers & Marwedel [1] , it uses the ETBF as a metric of selection as opposed to the TBF previously defined. We show that the algorithm runs in O(E 2 ). We apply the algorithm to randomly generated graphs. Our results show significant reduction in average offset assignment cost of up to 7% over well-known offset assignment algorithms [1, 2, 3] . To our knowledge, this algorithm is the first after the algorithm of Leupers and Marwedel [1] that achieves such enhancement in cost reduction. The results in this paper apply to a wide range of DSP architectures that employ AGU as a basic feature.
In the next section we describe the AGU and introduce some definitions. Section 3 studies the concept of the tie break function and introduce the notion of effective tie break. The SOA algorithm is presented in Section 4 along with its complexity analysis. Section 5 shows the experimental results and a comparison to the other methods. In Sections 6 we summarize our results and make some concluding remarks.
BACKGROUND
Many computing architectures provide register-indirect addressing modes with auto-increment and auto-decrement arithmetic. These addressing modes allow for sequential access of memory and increase code density.
DSPs and embedded controllers are designed under the assumption that software that runs would make heavy use of auto-increment and auto-decrement addressing. Such processors are equipped with an address generation unit (AGU) that has auto-increment and auto-decrement capability.
Leupers [6] introduced a generic model for the AGU as a number k of Address Registers (ARs) and a number m of Modify Registers (MRs). Figure 1 shows a Of these operations, only operations 1 & 2 need a separate instruction (overhead instructions) to be encoded, while the other two operations (auto operations) are employing only the AGU data-path resources and are executed in parallel with program instruction flow with zero extra instruction. So, the goal of offset assignment optimization is to maximize the usage of AGU auto operations. Now let us illustrate, through an example, how the AGU can be used to optimize the code size. In the first assignment, program variables are placed in memory according to their appearance in the basic block code, whereas, the second assignment is optimized so that to maximize the use of the auto operations of the AGU, and it has cost of 4 compared of cost of 10 in the first assignment. The above example employs only one AR and zero MRs. The problem with this configuration is formalized by Liao as the Simple Offset Assignment (SOA) problem. For AGUs with more than one AR, the corresponding optimization problem is called General Offset Assignment (GOA) problem, which is out of scope of this paper.
Although this hand-crafted optimization process provides the highest possible compact code, it is not practical for larger programs and under tight time-to-market constraints. Therefore, DSP software have to be written in a higher level language, like C, and such optimization process has to be handed-over to DSP compilers to do the job systematically.
Liao [2] has introduced the notion of Access Graph G(V,E) to model the optimization problem of offset assignment. The access graph is an undirected, edge-based weighted graph, constructed from the access sequence list such as the one in Figure 2 (b) with nodes V represent variables appearing in the basic block statements and the weighted edges E represent the frequency of access transitions between each pair of variables. Figure 3 shows the access graph corresponding to the access sequence in Figure 2 (b). Liao has proved that the optimal solution to the SOA problem can be obtained by finding the optimal Maximum Weight Path Cover (MWPC) of the access graph, and he proposed a greedy algorithm to find the MWPC. The bold edges in Figure 3 represent the MWPC of the access graph. The cost of this path cover is the sum of weights for the unbolded edges in Figure 3 .
NEW TIE BREAK FUNCTION

In this section we present the notion of tie break function and introduce a new tie break function which we call it effective tie break function (ETBF).
We show that the new function is more effective than the one introduced by Leupers and Marwedel [1] . In Section 5, we use this new function in developing the SOA algorithm. We first introduce with some definitions. 
Definition 1 Let G(V,E) be a graph of |V| vertices and
In Figure 3, IE(a)={e(a,b),e(a,c)} and IE(d)={e(d,c), e(d,f) while NE(e(a,b))={e(a,c), e(b,e), e(b,c), e(b,g)}.
Lemma 1 Let G(V,E) be a graph of |V| vertices and |E| edges and let V v ∈ . For any vertex v, a maximum of two edges of IE(v) can be included in the path cover of G.
Proof: Because variables are located sequentially in memory, every variable could have a maximum of two neighbors. This situation can be mapped to the access graph as a vertex (variable) that has an edge to a predecessor vertex and/or another edge to a successor vertex. Therefore, any vertex can have a maximum of two of its incident edges included in the path cover. ■
The idea of defining a tie breaking function (TBF) and using it in the selection of edges to build a path cover is first introduced by Leupers Introducing the tie breaking function and selecting the edge with minimum TBF LM was based on the intuition that, selecting an edge, e, in the path cover would more probably prevent the selection of neighboring edges of e that could have been selected if e was not chosen in the path cover. This direction makes sense but more insight to the tie break function (TBF LM ) is needed.
The TBF LM of an edge, as introduced by Leupers and Marwedel [1] , sums the weights of all neighboring edges and use this sum as the criterion for comparing edges with the same weight. However, by Lemma 1, no more than two edges incident on the same node could be included in the path cover. Thus only two edges could be prevented from the inclusion in the path cover. Since the maximum weight path cover tries to include the edges with higher weights in the path cover (to reduce the overall cost of the assignment problem), then tie break function should consider only the two edges with higher weights among all the edges incident on each node.
Definition 3
Let E be a set of |E| edges and let the weight of edge E e ∈ be w(e). Figure  3 ,
MWEP({IE(c)})={e(a,c),e(c,h)}and MWP({IE(c)})=4+2=6.
Now we introduce the new tie break function and call it effective tie break function (ETBF) and show that TBF LM could select an edge different than that based on ETBF and cause a higher overall offset assignment cost.
Effective tie break function
For a node v, the effective tie break function considers only the maximum weight edge pair of IE(v)-e, MWEP({IE(v)-e}), and not all the edges incident on v, IE(v)-e, as in TBF LM .
Since any edge e(v 1 ,v 2 ) connects v 1 and v 2 , then selecting the edge e in the path cover could prevent
MWEP({IE(v 1 )-e}) and MWEP({IE(v 2 )-e})
and we have the following lemma.
Lemma 2
The possible offset assignment cost incurred due to selecting an edge e(v 1 ,v 2 ) to be included in the path cover, is MWP ({IE(v 1 )-e})+ MWP({IE(v 2 )-e}) .
Proof: By Lemma 1, only two edges incident on a node can be included in the path cover. Since the maximum weight path cover tries to include the edges with higher weights, then the edges in MWEP ({IE(v 1 )-e}) and MWEP({IE(v 2 )-e}) could be considered to be selected in the path cover. Selecting an edge e(v 1 ,v 2 ) to be included in the path cover prohibits the possibility of selecting the two edges in the MWEP ({IE(v 1 )-e}) and the two edges in MWEP ({IE(v 2 )-e}) . Therefore, the other incident edges on the two terminal nodes of the selected edge are not included in the cost caused by the selected edge. ■ Based on Lemma 2, we introduce the effective tie break function as follows. For an edge e(v 1 ,v 2 ), the effective tie break function (ETBF) caused by selecting e in the path cover,
ETBF(e), is the sum of MWP({IE(v 1 )-e}) and MWP({IE(v 2 )-e}. In other words,
ETBF(e)= MWP({IE(v 1 )-e})+ MWP({IE(v 2 )-e}).
If there is an edge ) ( { v IE f ∈ -e} already in the path cover, then MWP({IE(v)}=0. This is because no other edge could be selected.
. A higher ETBF of an edge e, indicates that the selection of e in the path cover, could result in more overall cost. In contrast, a lower ETBF of an edge e indicates that the selection of e in the path cover, could result in less overall cost. In this paper, if two edges are of the same weight, the edge with less ETBF is selected for inclusion in the path cover. Now we show the effect of using the effective tie break function in contrast to the tie break function introduced by Leupers and Marwedel [1] .
Since the ETBF considers the maximum weight pair, then we expect that using the ETBF improves the selections. Consider the access graph shown in Figure 4 . Figure 4(a) shows maximum weight path cover in bold when the algorithm in [1] is used. First, the edge with highest weight is selected; i.e e(a,b) in the path cover. The edges e(b,d) and e(b,n) have the same weight of 5. The TBF LM for each edge is computed and the smaller is selected. Since TBF LM (e(b,d))=8 and TBF LM (e(b,n))=7, then e(b,n) is selected in the path cover. Finally, the edges e(n,g) and e(c,d) e(d,f) are selected in the path cover. The cost incurred for this path cover is 12. Figure 4 (b) shows the case when the ETBF is used for selection, and the path cover is shown also in bold. First, the edge with highest weight is selected; (n,g), e(n,j) and e(c,d) are selected in the path cover. The cost incurred for this path cover is 11. It should be pointed out that although TBF LM (e(b,d))=8>TBF LM (e(b,n))=7, the selection of the edge e(b,n) prevented the selection of both the edges e(n,g) and e(n,j) at the same time. However, when the ETBF is used, the inclusion of edges e(n,g) and e(n,j) at the same time in the path cover was possible. Now we present our offset assignment algorithm that is based on effective tie break function.
THE NEW SOA ALGORITHM
In this section we give a high level description of the algorithm. The algorithm takes an access graph as an input and outputs a path cover. Let G(V,E) be an access graph. The algorithm consists of three main steps as follows:
Step 1: For each node V v ∈ , sort the edges incident on v, IE(v), based on their weights. Let IE sorted (v) be the sorted version of IE(v).
Step 2: Sort the edges of the graph based on their weights. Let E sorted be the sorted version of E.
Step 3: Select the edges with highest weight in E sorted that are viable for path cover inclusion.
Step 3.1: If only one edge is selected then include the edge in the path cover and remove it from E sorted .
Step 3.2: If more than one edge is selected then compute the ETBF for each edge and include the one with smaller ETBF in the path cover and remove it from E sorted .
Step 4: Repeat Step 3 till all the edges in E sorted are visited. ■ Now we explain the steps of the algorithm in a little more detail. The algorithm starts with sorting the incident edges of each node according to their weights. In other words, for each node v in the graph sort the elements in IE(v). Let IE sorted (v) be the sorted incident edges for node v. These sorted elements will be needed in Step 3 when the ETBF is computed for some edges.
Step 2 sorts all the edges of the graph according to their weights. Let E sorted be the list that contains the sorted edges.
Step 3 builds the path cover for the access graph by selecting the edge with the highest weight from the list E sorted and including it in the path cover. If more than one edge shares the same weight, the ETBF is computed for each edge and the one with the smallest ETBF is included in the path cover. The included edge is removed from the E sorted list and
Step 3 is repeated.
It should be noted that when Step 3 selects the edges with the same highest weight, the selected edges should be viable for inclusion in the path cover. An edge is viable for inclusion in the path cover if it does not violate the constraints of the path cover. By Lemma 1, a maximum of two edges incident on a node can be included in the path cover. If a selected edge, e, connects to a node that has other two edges already included in the path cover, then e is not viable for inclusion. If an edge is not viable then Step 3 ignores it, even if it has the highest weight in remaining edges in E sorted .
Step 1 sorts the incident edges on each node and runs in O(|E| log |E|) steps if quick sort is used.
Step 2 sorts the list of edges incident on each node. The number of edges sorted is at most 2E and takes also O(|E| log |E|) steps.
Step 3 takes O(E 2 ) steps. Then, the overall time complexity of the algorithm is O(E 2 ).
RESULTS
Many experiments were done to compare the performance of our algorithm to the performance of wellknown offset assignment algorithms. We generated random graphs with different sizes that range from 10 to 100 nodes and 30 to 590 edges. Weights are generated and assigned to edges randomly. For every graph size, a set of 250 graphs is generated and the average offset assignment cost for each graph size is computed for each method. We compared our algorithm to the algorithms proposed by Liao [2] , Leupers and Marwedel [1] , and Hong [3] . Table 1 shows sample of the results. These results represent the average cost of offset assignment. The first column shows the graph size in terms of the number of nodes and edges of the access graph. Results obtained from algorithms of Liao, Leupers and Marwedel and Hong shown in the second, third and fourth columns, respectively. Finally, the results of our algorithm are shown in the 5 th column (denoted as Ours.)
For example, Table 1 shows that, for a graph of size of 10 nodes and 30 edges, the average cost of offset assignment is 484.19 for Liao [2] , 442.84 for Leupers and Marwedel [1] and 440 for Hong [3] , while the average cost of our algorithm is 411.84. Also for a graph of size of 80 nodes and 280 edges, the average cost of offset assignment is 1923.22 for Liao [2] , 1727.24 for Leupers and Marwedel [1] and 1715.67 for Hong [3] while the average cost of our algorithm is 1614.45.
From the results shown, our algorithm achieves up to 7% reduction in cost over other algorithms [1, 3] . It can be concluded that the proposed algorithm would produce a more compact code than other approaches.
CONCLUDING REMARKS
In this paper, we introduced the concept of effective tie break function. We have shown that it represents a more accurate criterion. Also, a new algorithm for solving the SOA problem based on effective tie breaking is introduced. The experimental results demonstrate a significant reduction in assignment cost, and this algorithm can be considered the first one after Leupers and Marwedel algorithm that achieves such enhancement in cost reduction.
We believe that there is more room for improvement in cost reduction of the SOA problem. Combining the ETBF with instruction re-ordering is one direction. Other directions include extending the ideas in this paper to the general offset assignment problem. 
