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Sum m ary
A distributed real-time digital control scheme for the control of a quarter scale 
magnetically levitated vehicle using linear synchronous motors in combined levitative 
and tractive modes is presented. The design and implementation of the power 
electronics, the multiprocessor interface hardware, specialised transducer hardware and 
the controller software are described, w ith particular attention given to future 
expansion requirements.
Sample test results from the prototype vehicle are presented and used to assess the 
performance of two alternative control schemes.
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List o f  principal sym bols
a 0. a lf a 2 numerator coefficients of the continuous filter transfer function
b i. b 2 denominator coefficients of the continuous filter transfer function
z  delay operator
8 modified delay operator
s Laplace operator
Ts sample period
T  half sample period
p . q . r  fixed coefficient output multipliers of the digital filter
m j, m 2 fixed coefficient internal multipliers of the digital filter
Pn .Qn , R„ internal variables for the digital filter
X n , Yn input/output variables respectively of the digital filter
x  i, x 2. x 3. x 4 measured air gaps of the linear synchronous motors mounted at
corners 1 through 4 respectively
x 5. x 6. x 7, x 6 measured air gaps of the side magnets mounted at corners 1 through
4 respectively
jcH j t j x x y  calculated displacements of the vehicle in heave, roll, pitch, tw ist
(or traction), lateral and yaw modes respectively
x lt x 2. x 3. x 4 measured vertical accelerations of the linear synchronous motors
mounted at corners 1 through 4 respectively
x’h . x’j f , xF . xT calculated accelerations of the vehicle in heave, roll, pitch and tw ist
modes respectively
F i .  F 2. F F 4 lift force contributions from the linear synchronous motors
mounted at corners 1 through 4 respectively
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F 5. F 6. ^ 7, F g lateral guidance force contributions from the side magnets mounted
at corners 1 through 4 respectively
Fh jt f  j £ , y total control force applied to the vehicle in heave, roll, pitch, tw ist
(or traction), lateral and yaw modes respectively
K v velocity damping factor in the tw ist mode
K q torsional stiffness
P chopper linearisation pole
t l  time constant of the chopper linearisation pole
K g overall gain of the combined gap transducer readings
Ka overall gain of the combined accelerometer readings
Kc chopper gain
Km motor force constant
K t inverter/LSM combined gain
Kp pole position transducer gain
K  forward path gain of the vehicle controllers
h 0. h 1. h 2 feedback constants of the vehicle controllers
A  cross sectional area
B  flux density
Mm combined mass of a linear synchronous motor/side magnet pair
Md distributed mass of the vehicle chassis
l m inertia component due to Mm




With the recent introduction of solid state microelectronics, together with recent 
advances in high power semiconductor devices, research into alternative forms of the 
conventional railed vehicle has gathered momentum.
Early developments using these comparatively new technologies were based on the use 
of linear induction motors to provide the propulsion force whilst retaining the wheels 
for guidance and suspension purposes. This arrangement, for example, was used for an 
intermediate capacity transit system developed by the Urban Transportation 
Development Corporation of Canada^11 In this particular case, however, the linear 
induction motors were included to overcome traction difficulties when climbing 
unusually steep gradients. The next major advancement in vehicle development was to 
dispense with the guidance wheels altogether, instead using separately controlled d.c. 
lift magnets operated in conjunction with the linear induction motor.
A major advantage of this magnetically levitated vehicle arrangement is the 
elimination of track wear, giving a consequent reduction in vehicle and track 
maintainance costs. The absence of wheels also eliminates much of the noise produced 
by railed vehicles and this is of particular importance where the route passes through 
densely populated urban areas. A further advantage offered by the magnetically 
levitated vehicle is that it presents the prospect of very high operational speeds, much 
higher than those obtainable with propulsion and guidance being provided by flanged 
wheels.
A current disadvantage of this type of vehicle, however, is that the linear induction 
motor requires a secondary member, in the form of a reaction rail, to be incorporated 
into the track in addition to the levitation and guidance rails. This reaction rail is 
partly comprised of a continuous conducting material, usually aluminium, and can 
thus significantly add to the overall track material costs. Further, to provide the 
necessary clearances, the airgap of these motors must be large in comparison to a
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conventional design. Consequently the motor will operate at a relatively low power 
factor, thus requiring a heavy and expensive power supply system.
1.1 The linear synchronous m otor
To overcome some of the problems associated with the linear induction motor, recent 
investigations carried out at the University of Bath have produced a prototype 
magnetically levitated vehicle using linear synchronous motors to provide both the 
tractive thrust and the lift forces required. In this application, the magnetic circuits of 
these motors are arranged so that both the armature and field windings reside on a 
'short primary* member attached to the vehicle. The motor secondary is passive and 
consists of plain steel segments that are built into the track. This arrangement is 
clearly desirable since the cost per metre of track can be kept to a minimum. A full 
description of the operation of the linear synchronous motor in combined levitative 
and tractive modes is given in chapter 2 (section 2.1.1).
1.2 V ehicle control
Whatever type of motor is used to implement a magnetically levitated vehicle, the 
required control system will invariably have to be very complex in order to provide 
simultaneous control of lift, tractive thrust and lateral guidance. Further, this control 
system must also be very robust if the safety of the vehicle and occupants is to be 
ensured. To achieve this, the prototype vehicle at Bath was to implement a digital 
controller using an embedded microprocessor-based control system. Once working, 
such a system would provide an ideal platform for the development of advanced 
vehicle control schemes. Much of the original work on this system was carried out by 
Dunn^.
However, the original digital control system, which was based on a single 
microprocessor, was shown to be inadequate and only partial control of the vehicle 
could be achieved. In order to successfully conclude this work, therefore, it would be 
necessary to first incorporate a more powerful microprocessor system.
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1.3 M icroprocessor developm ents
The earliest microprocessors were not very powerful, providing only simple logic 
sequencing rather than general purpose computing facilities. As fabrication techniques 
improved and the digital electronics market expanded, the price of these devices fell 
rapidly whilst yet more powerful devices were introduced. The integration levels of 
present day microprocessors allow architecture features from mini and main frame 
computers to be incorporated.
The low cost of microprocessor based computers has allowed them to be dedicated to a 
range of tasks, particularly where immediate response is more important than a high 
peak throughput. A good example is the growth in the use of personal computers for 
word processing and other low level data processing applications. Applications 
requiring simultaneous access to a database by many users have also been successfully 
implemented on microprocessor systems using local area networks to couple individual 
personal computers. Multiple microprocessor systems can also have advantages in 
reliability by using redundancy and majority voting techniques. Further, by 
exploiting concurrency in a given control task, these multiprocessor systems can 
increase controller throughput above that of the individual processing elements.
The present work describes the use of a multiprocessor system in the implementation 
of a distributed digital control scheme for a magnetically levitated vehicle propelled by 
four linear synchronous motors. Chapter 2 provides full details of the power 
electronics, multiprocessor system and specialised transducer hardware. Chapter 3 
describes the development of a generalised set of fixed point digital filter algorithms 
with the aim of simplifying controller implementation and maintainance. A set of 
linearised mathematical models representing the vehicle dynamics are derived in 
chapter 4 and chapter 5 presents a preliminary vehicle control scheme implementing 
full levitation and lateral guidance control. Chapter 6 describes the implementation of 
a fast acting flux feedback loop around the linear synchronous motors whilst chapter 7
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presents the corresponding control system details. Using a purpose designed pole 
position transducer system described in chapter 8 , this control system was then 
extended in chapter 9 to include a tractive mode position controller, thus providing 
full control of the vehicle in combined levitative, lateral and tractive modes. General 
conclusions are drawn in chapter 10.
Finally, with the reliability of the vehicle models and control system established, 
chapter 11 suggests further work. Subjects include passenger comfort, condition 
monitoring and multivariable control systems.
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2. Vehicle hardw are
The levitated vehicle consisted of a box section aluminium chassis (illustrated in figure 
2 .1) upon which were mounted four linear synchronous motors, four side control 
magnets, eight gap transducers, four accelerometers, one pole position transducer and 
the multiple 68000 microprocessor hardware required to implement a real-time digital 
control scheme for the vehicle. In addition to chassis mounted hardware, two power 
electronics racks alongside the vehicle track provide the eight current feedback 
choppers and two 3-phase inverters required to drive the linear synchronous motors 
and side control magnets. A detailed description of the vehicle hardware will now be 
given.
2.1 The lin ea r synchronous m otors and  side con tro l magnets
The vehicle is supported and propelled by four linear synchronous motors (LSM’s). A 
motor is positioned at each corner of the vehicle and two parallel tracks of secondary 
members are used. Lateral control of the vehicle was provided by simple d.c. side 
magnets wound on C-cores and mounted on each corner of the vehicle. These react on 
an additional pair of lateral guidance rails running down each side of the track, which 
also provide the positional reference for the side controllers.
2.1.1 The lin ear synchronous m otor Figure 2.2 shows a sketch of a transverse flux, 
homopolar linear synchronous motor^3-6  ^ of the type used on the vehicle. To best 
illustrate how the LSM provides both levitative and tractive forces consider one 
prim ary member of the motor, as illustrated in figure 2.3. together with the associated 
d.c. and a.c. flux patterns.
Energisation of the d.c. windings produces magnetic poles of one polarity at one end of 
the secondary track members and poles of the opposite polarity at the other end of 
these members. This sets up a flux distribution under one primary member of the 
motor as shown in figure 2.3b. The flux distribution under the other primary member, 
which is not represented in the diagram, would be of the opposite sign. The three
phase a.c. winding sets up an approximately sinusoidal current distribution along the 
length of each of the primary members (figure 2.3c), producing a corresponding 
sinusoidal flux pattern (figure 2.3d) which is phase displaced by 90° from the current 
distribution. Interaction between this a.c. flux and the d.c. flux produces tractive 
thrust in the direction indicated. Additionally, the flux linking the primary and 
secondary members produces a force of attraction which can be utilised to provide 
support for the vehicle.
In order that maximum thrust is produced by this mechanism the centre line of each 
secondary track member must be in alignment with the peaks of the a.c. winding 
current distribution. This corresponds to maintaining the motor at a constant torque 
angle of ±90°. It follows, therefore, that the motor will only produce tractive thrust 
when the primary advances at synchronous speed and in the opposite direction to the 
prim ary a.c. current pattern. For variable speed operation it is therefore necessary to 
use a variable frequency supply capable of operating down to d.c. to provide reliable 
starting of the motor.
It can be shown that operating the motor at a constant torque angle of ±90° also 
minimises interaction between the levitative and tractive m odes^. Under these 
conditions it is both convenient and practical to consider the levitative and tractive 
modes separately for design purposes.
2.1.2 T rac tive  effort Once a d.c. flux has been established to levitate the vehicle, and 
provided the torque angle is maintained at a constant ±90°. then the tractive effort 
produced by each LSM is approximately proportional to the product of the d.c. 
levitation current and the a.c. tractive current.
Details of the positioning of the linear synchronous motors and side magnets are 
provided in figure 2.4. Principal parameters of the four LSM d.c. windings and four 
side magnets are provided in appendix A.
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2.2 C urrent feedback choppers
Choppers for setting demand currents in the levitation motors and side control magnets 
were mounted in two free standing power electronics racks alongside the vehicle track. 
A general description of chopper operation will now be given followed by specific 
circuit details.
2.2.1 G eneral descrip tion  Each chopper was of the regenerative type, employing the 
circuit configuration shown in figure 2.5a. Although more complex than the simpler 
single transistor chopper shown in figure 2.5b. the regenerative chopper offered two 
im portant advantages.
1. The load current waveform is more symmetrical (similar rise and fall times)
2. Energy is restored to the supply during regeneration
To see how the regenerative chopper achieves this consider the two chopper 
configurations during transistor off periods.
When transistors T1 and T2 in the regenerative chopper turn off, load current is taken 
up by diodes D1 and D2 and circulates in the regeneration path as indicated in figure 
2.5a. This path includes the chopper source voltage. Vs . It follows that during 
regeneration the load current falls towards the limiting value of —Vs /R  whilst 
returning energy from the load inductance to the supply via the regeneration current 
path. The equivalent flywheel path in the single transistor chopper of figure 2.5b does 
not include the chopper source voltage. Hence when transistor T1 turns off. the load 
current falls towards a limiting value of zero whilst load energy is dissipated in the 
load resistance.
During transistor on periods, the load current characteristic for the two choppers is the 
same, rising towards a limiting value of +VS / R  in each case. Figure 2.6 illustrates 
typical load current waveforms of both the regenerative chopper and the single 
transistor chopper during a step response test. This diagram clearly shows the adverse
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effect on load current response due to the asymmetrical aiming currents of the single 
transistor type of chopper.
In any type of chopper, modulation of the transistor on/off times must be employed to 
maintain the load current at a desired mean level.
2.2.2 Chopper m odulation Slitwidth modulation techniques^ were used to provide 
closed loop control of the mean load current about a set reference level. With slitw idth 
modulation, a tolerance band or window is set on the reference demand input. If the 
measured load current is at or below the lower limit set by this window the chopper 
power transistors are turned on to start the load current ramping up. When the load 
current reaches the upper window limit the power transistors are turned off. allowing 
the load current to fall towards the lower window limit, whereupon the sequence 
repeats. Figure 2.7 illustrates a typical slitwidth modulated load current following a 
sinusoidal reference input.
The advantage of slitwidth modulation is that the load current reaches the set demand 
level in the minimum possible time. When used in linear control applications, however, 
slitw idth modulation can be a disadvantage because the relationship between the 
reference demand input and the mean load current is non-linear.
2.2.3 Chopper frequency  The chopper frequency is governed by the time taken for 
the load current to traverse the fu ll width of the window limits. In most slitwidth 
applications the window limits would typically be set at ±5% of the chopper's fu ll 
scale output capability. The chopper frequency must then be set independently by 
modifying the load time constant to limit the rate of change of current across the 
window.
Figure 2.8 shows a block diagram of the slitwidth modulated chopper implementation 
used on the levitated vehicle. Specific details of each of the units making up the 
chopper w ill now be given.
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2.2.4 Chopper con tro l card  The chopper control card includes the circuitry for the 
slitw idth modulator implementation together with additional protection logic to limit 
the switching frequency of the modulator output. This frequency limit is to prevent 
high frequency switching of the power transistors which, if permitted, would lead to 
excessive switching losses in these devices. The following circuit description refers to 
the chopper control card circuit diagram of figure 2.9. Figure 2.10 provides the 
corresponding component layout details.
The analogue reference input to the slitw idth modulator is taken from a BNC socket 
mounted on the front panel of the chopper control card. For test purposes, the 
reference input can also be derived from the panel mounted potentiometer, VR1. The 
appropriate reference source is selected by SW1 and buffered by the voltage follower 
circuit of IC1. Summing amplifier IC2 is then used to generate an error signal by 
subtracting the output of the load current transducer from the buffered reference 
signal. This error signal is then amplified by IC3. To provide a degree of chopper 
frequency control the gain of IC3 can be adjusted using preset resistor PR1. The 
slitw idth modulator output is then derived from the error signal using the comparator 
circuit formed using IC4 and associated circuitry. This comparator has symmetrical 
hysteresis levels (set by preset resistor PR2) to provide the slitw idth window. 
Minimum on/off times for the modulator output are set by the monostable pair of IC6 
and associated circuitry. Finally, the two 50D buffered line drivers of IC7 are used to 
ensure sufficient output drive capability for the opto-isolators on the base drive units.
2.2.5 Base d rive  u n it and Power D arling ton  stage The signal from the chopper 
control card is required in the form of a current drive for a discrete power Darlington 
stage, which is used as the main switching element in the chopper realisation. This 
current drive was provided by a self contained isolated base drive unit, which also 
included additional circuitry for protection of the power devices against overcurrent or 
out of saturation conditions. The following circuit description is made with reference 
to figures 2.11 and 2.12. which provide the circuit details of the base drive unit and
discrete Darlington connection. Figure 2.13 provides the component layout details of 
the base drive printed circuit board.
The logical on/off demand signal from the chopper control card is electrically isolated 
at the input of the base drive unit using opto-isolator OPTOl. and is then directly 
coupled to a d.c. power amplifier comprised of transistors TR1 through TR5 inclusive 
and associated components. This amplifier provides the base drive current for the 
Darlington drive transistor, TR12. In the on state, the amplifier sources approximately 
2 A of continuous base drive current to the drive transistor. This level of drive is 
sufficient to ensure saturation of the output transistor up to the chopper current limit 
of 80 A. To ensure rapid turn-on of the Darlington pair, approximately 0.5 A of drive 
is also supplied directly to the base of the Darlington output transistor, TR13, through 
resistor R18.
To turn off the Darlington pair, the amplifier sinks approximately 4 A continuous from 
the drive transistor to remove any stored charge from the base region of this device. 
Further speed up is provided by an additional sink circuit, connected to the base of the 
output transistor, which is comprised of transistors TR6 through TR9 inclusive and 
associated components. After a short delay to allow the Darlington drive transistor to 
turn off, this circuit generates a 20 A sink pulse for 20 fis to remove stored charge 
directly from the base region of the Darlington output transistor. Note that during the 
on to off transition it is important that the drive transistor is turned off before the 
output transistor, otherwise the load current would divert through the smaller drive 
transistor and probably damage the device. The remainder of the circuitry on the base 
drive board is concerned with the protection of the power Darlington pair.
Overcurrent protection is provided by monitoring the non-inductive 5 m f l  shunt in 
the emitter connection of the output transistor. The output from this shunt is 
connected to differential amplifier 1C1, which produces an output voltage signal 
proportional to the current in the output transistor. This signal is then fed into a
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latching level detector circuit formed using half of 1C2 and associated components. If 
the measured current exceeds a nominal value of 80 A (set by preset resistor VR2) the 
level detector output will change state and inhibit the input opto-coupler. effectively 
removing the demand signal and forcing the base drive unit into the off state.
To provide out of saturation protection, the collector voltage of the Darlington output 
transistor is monitored by a second latching level detector circuit formed using half of 
IC2 and associated components. If the measured collector voltage exceeds a nominal 
preset level of 2.0 volts (set by VR1) during the on period, the level detector output, 
which is in wired-OR connection w ith the overcurrent detector, will change state and 
inhibit the base drive. During transistor off periods transistor TRIO is turned on. 
effectively shorting out the voltage sense input and inhibiting the out of saturation 
protection circuit.
An isolated ± 9 V supply for the base drive unit is derived from a mains input by 
transformer TX1, bridge rectifier BR1 and filter capacitors C4, C5. CIO and C ll .  
Supply monitoring is provided by LED 6 and LED 7 mounted on the base drive front 
panel.
2.2.6 Load cu rren t transducer The current feedback signal for the slitwidth 
modulator is provided by an isolated load current transducer unit. The following 
circuit description of this unit is made with reference to the transducer unit circuit 
diagram of figure 2.14. Mechanical details of the circuit board layout and magnetic E- 
core assembly are provided by figures 2.15 and 2.16 respectively.
Load current circulates through a 4 turn m ulti-strand coil wound onto the centre pole 
of an E-core pair. Flux set up by the load current in the centre pole of this magnetic 
circuit is monitored by a differential pair of linear Hall effect devices, HI and H2. A 
differential connection of these devices is required to cancel out common mode 
temperature drift, which can become a problem if a single device is used. Differential 
amplifier IC1, which has unity gain, is used to buffer the differential signal from the
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Hall effect devices, providing an output voltage which is proportional to the load 
current . Amplifier 1C2 is then used to set the overall gain of the current transducer 
assembly to a nominal 10 A/V (set by preset resistor PRl). Preset resistor PR2 is used 
to cancel out any d.c. offset from the first amplifier stage.
2.3 The three-phase in v e rte r
Two three-phase power transistor inverters producing controlled sinusoidal output 
currents over a wide frequency range were mounted in one of the power electronics 
racks alongside the vehicle track. These inverters provide the three-phase currents 
required by the a.c. armature windings of the linear synchronous motors when 
operated in combined levitative and tractive modes. A general description of inverter 
operation will now be given, followed by specific circuit details.
2.3.1 G eneral descrip tion Each inverter uses the standard three-phase four quadrant 
bridge circuit shown in figure 2.17. A two level slitw idth modulation technique and 
class ABD operation^ are employed to control the red and the yellow phase currents 
according to two reference sinusoids phase displaced by 120° . Further, by using a three 
wire star connected load, the uncontrolled blue phase current is defined by the sum of 
the two controlled phase currents. It is easily shown that this summation produces the 
negative of the required third phase sinusoid in the standard three-phase set. Hence, by 
reversing the blue phase load connection, it is possible to generate the required three- 
phase load currents using just two controlled phases.
2.3.2 Class ABD operation using s litw id th  m odulation In class ABD operation the 
controlled phases of the inverter can operate in any of three modes - rectification, 
flywheel and inversion (sometimes called regeneration). The inversion mode is only 
used when the reference input of a controlled phase is changing too quickly for the 
corresponding load current to follow in the flywheel mode.
It follows that to implement a slitwidth modulated 3-phase inverter using class ABD 
operation it is necessary for the error signal of each controlled phase to use two
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symmetrical slitwidth windows, a first level window and a second level window, in 
which the second level is slightly larger than the first. To see how this arrangement 
works consider figure 2.18a, which shows the slitwidth modulated load current of a 
single phase inverter employing class ABD operation to follow a sinusoidal reference 
input. Figure 2.18b shows the corresponding error signal and illustrates the first and 
the second level slitwidth windows used to control the three inverter modes.
In normal operation the first level window is used to modulate the load current using 
alternate rectification/flywheel modes. If, however, a flywheeling load current cannot 
keep pace with a rapidly changing reference input, then the corresponding error signal 
will increase beyond the first level and eventually reach the second level, at which 
point the modulator will reconfigure the inverter for inversion. Assuming that the 
improved response of the inversion mode can force the load current more quickly than 
the changing reference, then the error signal will eventually traverse the full width of 
the second level slitwidth window and the next rectification cycle can commence. 
Normal operation is then resumed using the first level slitwidth window.
By using alternate rectification/flywheel modes whenever possible, the switching 
frequency of the power devices is kept to a minimum w ithout compromising the level 
of output distortion.
2.3.3 In v e rte r operation It has been suggested that by using a three wire star 
connected load it is only necessary to control two of the three phase currents. For this 
to work, the load current in the two controlled phases must always have a return path 
through the third phase. This provides the criteria for controlling the switching 
elements in the third phase.
To best describe the method of control, consider the first segment (0 -» 60°) of the 
required three phase set of sinusoidal waveforms shown in figure 2.19, in which the 
two controlled phase currents, 1R and ly  . are positive and the third phase current JB is 
negative.
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Figure 2.20a illustrates the inverter configuration used when both the red and the 
yellow phase currents require a rectification path. To achieve this, transistors TR1 and 
TR3 in the red and the yellow phases respectively are turned on. together with 
transistor TR6 in the uncontrolled blue phase to provide the return current path. This 
situation is sustained until either the red or the yellow phase currents (or both) 
requires a flywheel path to reduce the corresponding load current.
Figure 2.20b illustrates the situation when the yellow phase demands a flywheel path 
w hilst the red phase still requires a rectification path. To achieve this, transistor TR3 is 
turned off and the corresponding yellow phase current then circulates through diode 
D4 and transistor TR6. Note that the red phase rectification path through transistors 
TR1 and TR6 remains undisturbed.
If. however, the flywheel path taken by the yellow phase current does not produce a 
sufficiently rapid fall in the load current magnitude, then an inversion path must be 
provided to speed up the rate of decay of this current. To achieve this the common 
path transistor TR6 would have to be turned off. which in turn  would interrupt the 
rectification path required by the red phase current. Consequently there is a conflict 
between the requirement for an inversion path in the yellow phase whilst maintaining 
a rectification path in the red phase. Preference can either be given to the inversion path 
required by the yellow phase current (inversion preference), in which case the red 
phase current is directed through a flywheel path, or preference can be given to the 
rectification path required by the red phase current (rectification preference), in which 
case the yellow phase current continues in the flywheel path. The inverter used in the 
present study operates with inversion preference. Figure 2.20c illustrates the inversion 
preference situation, w ith the yellow phase current circulating in the inversion path 
comprised of diodes D4 and D5 whilst the red phase current is diverted through the 
flywheel path comprised of transistor TR1 and diode D5.
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If, however, from figure 2.20a, the red phase demands a flywheel path whilst the 
yellow phase still requires a rectification path, then the inverter configuration 
illustrated in figure 2.20d is used. In this situation, transistor TR1 is turned off and the 
corresponding red phase flywheel current then circulates through diode D2 and 
transistor TR6. The yellow phase rectification path through transistors TR3 and TR6 
remains undisturbed. If the red phase current then requires an inversion path, 
transistor TR6 is turned off as illustrated in figure 2.20e. In this case the red phase 
current circulates through the inversion path comprised of diodes D2 and D5 whilst 
the yellow phase current is forced to flywheel through transistor TR3 and diode D5 
(due to the inversion preference of the inverter).
The situation in which both the red and the yellow phase currents of figure 2.20a 
require a flywheel path is illustrated in figure 2.20f. In this case transistors TR1 and 
TR3 are turned off such that the red and the yellow phase currents are then taken up 
by diodes D2 and D4 respectively. Transistor TR6 in the uncontrolled blue phase is 
held on to provide a common return current path. If both the red and the yellow 
phase currents then require an inversion path, transistor TR6 is turned off and the 
common return current is taken up by diode D5. This situation is illustrated in figure
2.20g.
To summarise, the positive switching elements in the red and the yellow controlled 
phases (transistors TR1 and TR3 respectively) together with the negative switching 
element of the uncontrolled blue phase (transistor TR6) can be switched to give any 
one of seven inverter modes over the first sixty degrees of the fu ll three phase cycle 
illustrated previously in figure 2.19. These seven inverter modes define all of the 
possible combinations of rectification, flywheel and inversion modes that can be 
accommodated simultaneously in the two controlled phases. Further, by decoding the 
required polarity of each of the three phases and modulating the corresponding positive 
or negative switching elements of the inverter, it is easily shown that the seven
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inverter modes can be implemented for the remaining five segments of the full three 
phase cycle. For example, in the second segment (60 —» 120°), both the red and the 
blue phase currents are negative w hilst the yellow phase current is positive. Hence 
transistors TR2, TR3 and TR6 are used for modulating the two controlled phases 
during this second segment.
2.3.4 In v e rte r  contro l logic In practice then, the inverter control logic must include 
circuitry to perform the following.
1. Select the switching elements to be used according to the required polarity 
(positive or negative) of each of the three phase currents.
2. Select one of seven inverter modes according to the modulation request signals fed 
back from each controlled phase (rectification, flywheel or inversion). As stated 
earlier, the inverter is not able to accommodate all possible combinations of 
request, and conflicting requirements for simultaneous rectification and inversion 
of the two controlled phases are handled according to the inversion preference 
criteria.
Figure 2.21 shows a block diagram of the 3-phase inverter implementation used on the 
levitated vehicle. Specific details of each of the units making up the inverter will now 
be given.
23.5 Reference generator board The reference generator board includes the 
circuitry for generating two accurate sinusoids, phase displaced by 120° . for use as the 
red and the yellow phase reference inputs. Polarity signals for the red. the yellow and 
the blue phases are also derived. The following circuit description refers to the 
reference generator board circuit diagram of figure 2.22. Figure 2.23 provides the 
corresponding board layout details.
The red and the yellow reference signals are generated using two EPROM based 
sinewave lookup tables (ICS and IC11 respectively), which contain eight bit data in an
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offset binary form at (0-255) as shown in figure 2.24. For completeness, this diagram 
also shows the required waveform of the uncontrolled blue phase.
Considering the red phase circuitry, the EPROM data from 1C8 is presented directly to 
IC9, which is an eight bit high speed D to A converter device. In this application. IC9, 
together with the transresistance amplifier configuration formed using op-amp IC10. is 
configured to convert the eight bit offset binary data from IC8 into a corresponding 
bipolar voltage signal. Rref  . which is in the range —Vref 10 +Vref ■ Vref is the 
multiplying reference input to the DAC (nominally in the range 0 to 5 V). and can be 
set either manually, using a panel mounted potentiometer VR2, or remotely, using the 
voltage signal from the panel mounted BNC socket J4. The changeover switch SW4b is 
used to select the appropriate amplitude control signal.
Because an offset binary number system is used, the polarity signals RED and 
YELLOW  of the reference sinusoids can be obtained directly from the msb of the 
corresponding DAC data bus. Further, by using phase offsets of +60° and —60° for the 
red and the yellow phase reference sinusoids respectively, it can be seen from figure 
2.24 that the blue phase polarity signal, BLUE , is represented by the msb of the six bit 
EPROM address bus.
This address bus, which is common to both the red and the yellow phase EPROMS, 
determines the current operating position of the inverter (0 -* 360° ) along the three- 
phase sinusoidal waveform. Normally this operating position signal is provided by the 
output of the pole position transducer system introduced in section 2.4.3. thus 
providing closed loop torque angle control of the linear synchronous motors. This is 
achieved by using a tri-state octal buffer, IC6, to interface the common address bus to a 
9-way D-type connector, J2. mounted on the front panel of the reference generator 
board.
For test purposes, the inverter can also be operated in a free running open loop mode
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with manual frequency control. This is achieved by using a second tri-state octal 
buffer, 1C5. to interface the common address bus to an eight bit ripple counter, 1C4. 
This device is clocked at a variable frequency 0  by the oscillator circuit comprised of 
1C1 and associated components. Manual control of this clock frequency, and hence the 
free running frequency of the inverter, is provided by potentiometer VR1 mounted on 
the front panel of the reference generator board. If required, the DIL switch pack 
SWP1 can be used to select one of two lower clock frequencies (0/8 or 0 /16) derived 
using the frequency prescaler device, IC2. Further, to provide an inverter run/stop 
facility, the two input NAND gate of IC3 is used in conjunction with the panel 
mounted switch SW2 to enable or disable the clock signal into IC4.
The changeover switch SW1, mounted on the front panel of the reference generator 
board, is used to select the required inverter mode by enabling the appropriate octal 
buffer device onto the common address bus.
Now it can be seen from figure 2.24 that the polarity of the three-phase output 
currents can be reversed by inverting the msb of the position signal. Hence polarity 
control of the inverter was achieved by preceding the msb of the common EPROM 
address bus with an exclusive-OR gate, 1C7, which acts as a selectable inverter/buffer 
according to a polarity control signal. This signal can be set either manually, using 
SW3, or remotely, using the voltage signal from the panel mounted BNC socket, J3. 
The changeover switch SW4a is used to select the appropriate signal source.
2.3.6 M odulator and sw itch ing  con tro l board The modulator and switching control 
board includes the two level slitwidth comparator circuitry required for both the red 
and the yellow phase modulators and also includes an EPROM implementation of the 
required inverter switching control logic^ discussed previously in section 2.3.4. The 
following circuit description refers to the modulator and switching control board 
circuit diagram of figure 2.25. Figure 2.26 provides the corresponding board layout 
details.
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Considering the red phase circuitry, the sinusoidal reference input Rref from the 
reference generator board is first buffered and inverted using op-amp IC1. Summing 
amplifier 1C2 is then used to add the inverted reference signal to the corresponding 
feedback signal from the red phase load current transducer, thus generating the red 
phase error signal. To provide the first and the second level slitwidth modulator 
outputs, this error signal is monitored by two comparator circuits formed using op- 
amps IC3 and IC4 respectively and associated components. The first level comparator 
generates the red phase flywheel request signal. FR . whilst the second level comparator 
generates the red phase inversion request signal. IR . These two TTL compatible signals 
provide tw o of the seven inputs to the inverter switching control logic. Preset resistors 
PR1 and PR2 set the first and the second level window limits respectively.
The switching control logic for the inverter was implemented using EPROM IC10. 
which decodes the phase polarity signals from the reference generator board {RED.  
YELLOW and BLUE),  together with the four slitwidth modulation request signals 
{Fr . IR . Fy and l y  ). to generate the switching control signals for the six power 
devices. The input signals to the EPROM are strobed on every positive going edge of a 
100 kHz clock using octal latch IC9, whilst the six EPROM outputs are strobed one 
half clock cycle later using hex latch IC11. This half clock period is necessary to allow 
for the minimum data set up time required by the EPROM.
Now w hilst the general procedure for generating the switching functions provided by 
IC10 has been described previously in section 2.3.3, it is beyond the scope of this thesis 
to actually set out the full set of switching functions for the inverter.
The six modulator outputs from IC11 are then frequency limited using three 
monostable circuit pairs. IC14, IC15 and IC16, to provide guaranteed minimum on/off 
times for the power devices. Finally, the six open collector buffers of IC18 are used to 
ensure sufficient output drive capability for the opto-isolators on the gate drive units.
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2.3.7 Gate d rive  u n it and pow er tran s is to r  stage Each of the open collector signals 
from the switching control logic discussed above is required in the form of an isolated 
voltage drive for charging and discharging the gate-source capacitance of a power 
switching HEXFET^10l  The following circuit description is made with reference to 
figure 2.27, which provides the circuit diagram of the gate drive unit and power 
transistor stage. Figure 2.28 provides the corresponding component layout details.
The logical on/off demand signal from the switching control logic is electrically 
isolated at the input of the gate drive unit using opto-isolator OPTOl. and is then 
directly coupled to a voltage amplifier comprised of transistors TR1 through TR5 
inclusive and associated components. In the on-state, this amplifier provides a gate- 
source voltage of 12 V for the heatsink mounted HEXFET, TR6. Note that the series 
resistor R6 in the gate circuit of this device is required to damp out parasitic 
oscillations, whilst the zener diode ZD1 is necessary to limit the gate-source voltage to 
a safe level of 12 V. The heatsink assembly also includes the corresponding flywheel 
diode D2 and associated snubbing network components D3. R7 and C3.
An isolated d.c. supply for the gate drive unit is derived from a mains input using one 
of six isolated windings on transform er TX1. A full wave bridge comprised of diodes 
D4 through D7 inclusive is used, together with filter capacitors C4 and C5. Regulated 
+12 V and +5 V supplies are then derived using voltage regulator devices IC1 and IC2 
respectively.
2.3.8 Load cu rren t transducer The current feedback signals from the red and the 
yellow phase load circuits are provided by two isolated load current transducer units. 
These units are identical to those used in the current feedback choppers described 
previously except that a more sensitive gain of 1.5 A/V is used. A full description of 
these units is given in section 2.2.6.
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2.4 V ehicle transducers
The present vehicle control software required the measurement of the height and side 
displacements of each corner of the vehicle, the vertical acceleration of the four linear 
synchronous motors and. for the tractive mode controller, the position of the vehicle 
along the track. Outputs from the digital controller were to drive the linear 
synchronous motors and side control magnets via the current feedback choppers and 
3-phase inverters described previously.
2.4.1 The displacem ent transducers Relative displacements were derived by 
measuring the phase difference between transm itted and received 40 kHz ultrasonic 
signals reflected off the tracks from remote transducer units. Functional details of 
these remote ultrasonic sender/receiver units will be discussed in section 2.6.3 together 
w ith the required phase measurement electronics. Figure 2.29 provides details of the 
positioning of the units on the prototype vehicle.
2.4.2 The accelerom eters A Bruel & Kjaer piezoelectric accelerometer type 8306^^ 
was mounted in the vertical plane at each corner of the vehicle and supplied with 24 V 
d.c. from a common source. This type of accelerometer has an integral voltage output 
amplifier calibrated to give a nominal 1000 m V /m s~ 2 output within the accelerometer 
limits of ±5 g . Details of the positioning of the accelerometers are provided in figure 
2.29.
2.4.3 The pole position transducer The relative position of the vehicle along the 
track was derived from the output of a non-contact pole position transducer system 
specifically designed to provide the position feedback signal required by each 3-phase 
inverter. The transducer system has a resolution of 5 mm and provides a six bit digital 
output representing the position of a secondary track member within the 0.2 m pitch 
of these members. This output rolls through zero and repeats as each track member 
passes over the sensor array. Details of the design and implementation of the pole 
position transducer system will be given in chapter 8.
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2-5 The m ultiprocessor system
To achieve the necessary throughput required by the digital controller, a 
multiprocessor computer system developed at the University of Bath was used as 
shown in the block diagram of figure 2.30. The complete system was mounted in a 
single rack on the vehicle chassis.
The MC68000 microprocessor based Single Board Computer (SBC) processing nodes 
and the four channel bus arbitration card were designed at the University of Bath by 
Dale[l2] as part of a study into the real-time simulation of power system transient 
behaviour. These two boards form the basis of a multiprocessor system having a 
closely coupled architecture in which all task address space is globally accessible. This 
allows data blocks to be passecj by reference only, without the need to copy and 
reconstitute the data on the target processing node.
2.5.1 The M ultiprocessor O perating System  The multiprocessor operating
system^12  ^used in the development of real-time control programs was developed at the 
University of Bath from TRIPOS^1315 ,^ a multitasking single processor operating 
system. By maintaining compatibility w ith standard TRIPOS, multiprocessor Tripos 
has all of the standard TRIPOS commands available. These commands include an 
editor, assemblers, compilers, a linker and various debugging tools, and so provides a 
very comprehensive software development suite.
Typically this full multiprocessor Tripos would only be loaded onto one of the 
processing nodes making up the multiprocessor system. This node would then be 
responsible for all 10 handling (terminal, disk etc) and would be used to download 
programs onto the remaining processors (called Slave or Remote processing nodes). The 
remote processors are then only required to run a simplified TRIPOS real-time kernel 
and serving tasks and consequently are able to dedicate more time to the real-time 
control programs.
- 2 3  -
A description of the hardware making up the complete multiprocessor system will now 
be given.
2.5.2 MC68000 processing nodes For the purpose of the real-time control work 
carried out in this thesis, the multiprocessor system included three of the MC68000 
based SBC’s. By convention, only one of these SBC’s was fully  populated with all the 
10 hardware and multiprocessor Tripos bootstrap EPROMS. The bootstrapping 
procedure loads the multiprocessor kernel and Tripos superstructure into this 10 
processor from hard disc. Once the 10 processor is running, a system load command can 
be executed in the initialisation sequence to down load from disc the real-time kernels 
and serving tasks to each of the remaining processors.
Due to the closely coupled architecture of the multiprocessor system, each of the SBC’s 
has a dual ported memory which may be accessed either locally by the host processor, 
or externally via the shared bus. In its local memory, a processor has access priority 
and may run at full speed. To access other memory areas, the processor must request 
the shared bus and wait for arbitration to allow the access to continue. Once a 
processor has ownership of the bus. it may address the bus mounted memory and 10 
cards or the contents of other processors via the dual porting arrangement.
Due to the inevitable time overhead associated with memory access via the shared bus 
it is common for each processor within the system to be pre-loaded with all the 
program segments it will require before run time. Hence all further shared bus activity 
during run time is restricted to inter-processor communication only. By suitable 
partitioning of the real-time control program, inter-processor communication can be 
minimised.
2.5.3 System  a rb ite r  board The shared bus arbiter was a four channel parallel 
arbiter with each channel daisy chained by the SBC’s. Ideally all SBC’s require an 
equal priority because the task distribution of application programs is unknown. 
However, because the amount of shared bus bandwidth used by one SBC is small, the
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use of a fixed priority arbiter will not cause the exclusion of a low priority SBC for 
any appreciable time.
2.5.4 Q uarter m egabyte dynam ic RAM m em ory board with error detection and 
correction lo g ic a l This board provides extra shared memory which is not the local 
memory of any one processing node. It is used as a communications area between 
processors running a partitioned real-time controller.
2.5.5 High resolution colour graphics con tro ller board The high resolution colour 
graphics board^16^  is based on the Thomson EF9366 colour graphics controller and 
features 2 pages or screens of 256 by 512 pixels in 8 colours. Use of this board for the 
graphical display of test results was made via GKS (Graphics Kernel System), which 
was implemented on the 68000 machines at Bath by Selwyn and Chandler^17l
2.5.6 M ultiL ink  local area netw ork  board MultiLink^18  ^ is a low cost ring type 
local area network which provides virtual character stream data links between 
network stations. The MultiLink network provides a file transfer mechanism to other 
computers and also access to shared printers and graphics pen plotters.
2.5.7 Dedicated IO boards Purpose designed interface boards were built for taking 
transducer readings and setting chopper demand currents on the vehicle. The following 
sections cover the design and construction of these circuits.
2.6 Gap m easurem ent board and Remote transducer un its
The eight vehicle mounted remote transducer units discussed earlier in section 2.4.1, 
were interfaced to the multiprocessor system using a purpose designed eight channel 
phase measurement board based on an original design by D unn^l Each of the eight 
channels uses a high speed synchronous state machine to implement the phase 
measurement logic, producing an updated phase reading every 50 fis independently of 
the system processors. Hence, to read any channel, either of the system processors 
simply performs a byte access of the appropriate channels output latch.
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A general description of the gap measurement technique will now be given, followed 
by specific functional details of the hardware realisation.
2.6.1 G eneral description Each gap measurement point requires an ultrasonic 
transm itter/receiver pair, collectively called a remote transducer unit, mounted 
opposite a static reference surface as shown in figure 2.31. The ultrasonic transmitter is 
continuously energised with a high stability 40 kHz reference signal derived from a 
crystal oscillator. The 40 kHz acoustic signal from the transm itter is reflected from the 
reference surface and then picked up by the ultrasonic receiver, which in turn produces 
a 40 kHz electrical return signal phase displaced from the 40 kHz reference. Because 
this phase difference is directly related to the acoustic path length taken by the 
ultrasonic signal, any change in the measured phase between the transmitted and 
received signals can be directly related to a corresponding change in measured gap.
2.6.2 Resolution The phase difference between the reference and returned 40 kHz 
signals is measured by using a high speed counter to time the delay between an edge of 
the reference signal and the corresponding edge of the return signal. Hence any relative 
gap displacements can be accurately measured by reading the counter value at the end 
of each timed interval and comparing these values with a reference counter value 
obtained at the rest position. The accuracy of this measurement is determined by the 
resolution of the counter, which can be expressed in terms of gap displacement 
according to equation 2.1 below.
gap resolution — X velocity o f sound X -j-  equation 2.12 <p
where <f> is the clock frequency of the counter.
The factor of V2 is required because the distance between the remote transducer unit 
and the reference surface, i.e. the measured gap, is approximately half the acoustic path 
length.
Note that absolute displacements cannot be determined when using a continuous
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ultrasonic signal. This is because it is not possible to associate a received wavefront 
w ith its corresponding transmitted wavefront. In practice this does not present a 
problem because an absolute displacement offset can be introduced into the software 
used for reading the gap transducers.
Figure 2.32 shows a block diagram of the gap measurement hardware used on the 
levitated vehicle. Specific details of each of the units making up the gap measurement 
system will now be given.
2.6.3 Remote transduce r u n its  The remote transducer unit contains the ultrasonic 
transm itter/receiver transducer pair together with additional signal conditioning 
circuitry to shape the receivers low level output signal into a TTL compatible square 
wave output. The following circuit description refers to the remote transducer unit 
circuit diagram of figure 2.33. Figure 2.34 provides the corresponding component 
layout details.
A 40 kHz signal from a line driver on the gap measurement board is used to drive the 
resonant 40 kHz ultrasonic transm itter unit. TX1. which generates a high stability 
ultrasonic signal. This signal is reflected from the reference surface opposite the unit 
and picked up by the ultrasonic receiver, RX1. The output from RX1 is buffered by the 
unity  gain em itter follower configuration of transistor TR1 and a.c. coupled to 
comparator IC1 via C8 and R3. At this point the comparator input is in the form of a 
low level sinusoidal voltage signal with a mean level of 0 V. Hence, by setting the 
comparator reference input to zero using R4, the comparator output will change state 
every half cycle of the input sinewave to produce a TTL compatible square wave 
signal in phase w ith the received sinusoidal signal. Finally, the parallel combination of 
the open collector gates of IC2 is used to ensure sufficient output drive capability for 
the opto-isolated inputs on the gap measurement board.
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2.6.4 Gap m easurem ent board The gap measurement board included eight 
independent phase measurement channels together w ith the required multiprocessor 
backplane interfacing circuitry. In addition, the board also provided eight 40 kHz drive 
signals for the ultrasonic transm itter units. The following circuit description is made 
w ith reference to the gap measurement board circuit diagram of figure 2.35. Figure 
2.36 provides the corresponding component layout details.
The 40 kHz reference for the phase measurement circuitry and the ultrasonic 
transm itter units was derived from an accurate base frequency of 10.240 MHz 
generated by the crystal controlled oscillator circuit formed using IC9. IC11 is then 
used to divide this base frequency by 256 to produce the required 40 kHz reference 
signal. Two four-channel line drivers. IC13 and IC14, are used to ensure sufficient 
drive capability for the 40 kHz ultrasonic transm itters contained within each of the 
eight remote transducer units.
Return signals from the remote transducer units are taken from two 25-way D-type 
connectors. J1 and J2, mounted on the front panel of the gap measurement board. 
These open collector signals are electrically isolated from the gap measurement 
electronics using four dual-channel opto-couplers. OPTOl through 0PT04 inclusive. 
This isolation was added to reduce the noise level on the return signals, which were 
found to pick up considerable interference from the 40 kHz electrical drive to the 
ultrasonic transmitters. W ithout the improved noise im m unity offered by this isolation 
technique, earlier versions of the gap measurement board had exhibited high levels of 
noise on the phase readings.
Considering channel one only, the isolated 40 kHz return signal from OPTOl is first 
divided by two. using one half of IC15. to produce a 20 kHz return signal having an 
equal mark-space ratio. Similarly the 40 kHz reference signal is also divided by two 
using one half of IC12. To understand why 20 kHz reference and return signals are 
used, recall that the phase difference between these two signals is measured by using a
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high speed digital counter to time the delay between an edge of the reference signal and 
the corresponding edge of the return signal. Since either edge of the reference signal can 
be used to start the timing interval, it follows that an unequal mark-space ratio in 
either the reference or returned signals would give rise to an uncertainty in the final 
count value, which in turn would lead to a phase reading jitter.
The 20 kHz reference and return signals provide the two inputs to the phase 
measurement circuit, which was implemented as a high speed synchronous state 
machine using an 8-bit latch. IC101. and a bipolar PROM, IC102. The state machine 
controls the clear input of an 8-bit counter. IC103. to time the delay between an edge 
of the reference signal and the next edge of the return signal. A full description of the 
phase measurement state machine is given in appendix B.
Using a clock frequency of 10.240 MHz the corresponding gap measurement resolution 
represented by the lsb of the counter can be calculated using equation 2.1 reproduced 
below,
gap resolution  =  *4 x  velocity o f sound  X
At the end of each timed interval a tri-state octal latch, IC104, is used to store the final 
count value. This is achieved by strobing the current counter value into the latch using 
the rising edge of the counter clear signal, which is taken high at the end of the timed 
interval. Because the latch has zero set up time, there is no danger of the count value 
being cleared before the data can be transferred. The octal output from the latch is 
connected to an eight bit data bus together with the outputs from the other seven 
channels. This internal data bus is interfaced to the lower eight bits of the backplane 
data bus using octal buffer. 1C8. Hence by strobing the output enable of one of the 
eight latches, together with the output enable of the backplane buffer, the final count
=  — X 331.45 X 
2 10.240X 106
1
=  16/xm equation 2.2
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value of the selected channel will be transferred to the backplane data bus.
The remainder of the gap measurement board circuitry is concerned with the backplane 
interface, providing the mechanism by which the output latch of each phase 
measurement channel can be interrogated by either of the system processors. The 
following description of the backplane interface circuitry is made with reference to the 
timing diagram of figure 2.37, which shows a typical off board read cycle for one of the 
68000 single board computers. Figure 2.38 shows the corresponding flowchart, which 
divides the read cycle between the gap measurement board and the 68000 single board 
computer in order to illustrate the backplane handshaking protocol. Backplane signal 
assignments are shown in table 2.1.
Backplane address lines A i to A n  inclusive, together with the 10 address strobe 
( lOPAGE) and upper and lower data strobes (UDS and LDS respectively), are 
brought onto the gap measurement board via two octal buffers. IC1 and IC2. An eight 
bit equal-to comparator. 1C3. is then used to compare the upper eight address lines, A 4 
to A n  inclusive, with the preset board address set up on the DIL switch pack. SWP1. 
Once a matching address is found the address strobe lOPAGE enables the comparator 
output which in turn asserts* the board select signal. B S . Once selected, the gap 
measurement board is required to maintain the 68000 handshake protocol by placing 
the requested data onto the backplane data bus and asserting the DTACK  backplane 
handshake signal.
An on board data strobe. D S . was derived using IC5 to produce a negative logic OR 
combination of the 68000 upper and lower data strobe signals. The negative logic AND 
gate of 1C7 combines this data strobe with the board select signal, thus ensuring that
* The terms assertion  and negation w ill be used extensively throughout this thesis. This is done to avoid  
confusion when dealing w ith  a m ixture of active-low  and active-high signals. The term assert or assertion 
is used to indicate that the signal is active or true independent o f whether that voltage is low  or high. The 
term negate or negation is used to indicate that a signal is inactive or false.
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the data strobe is only asserted during an access of the gap measurement board. The 
gated data strobe, GDS . performs the following three functions.
1. Enables the 3-to-8 line decoder, IC4, to select one of the eight output latches 
according to the address set up on the lower three address lines A  j, A 2 and A 3.
2. Enables the backplane data buffer, IC8.
3. Asserts the DTACK  backplane handshake signal via the open collector buffer of 
IC6.
•
Data from the selected output latch remains on the backplane data bus until it is 
latched by the requesting processor, which then negates the address and data strobe 
signals. This in turn causes the gap measurement board to release the backplane data 
bus and negate the DTACK  signal, thus terminating the 68000 read cycle.
The gap measurement software, which interprets the phase readings to provide 
absolute gap displacement data for each of the eight measurement points, is described 
in detail in chapter 5. Table 2.2 below provides the backplane address of each of the 
eight channels on the gap measurement board. To read a given channel, either of the 
system processors simply performs a byte read of the appropriate address.
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TABLE 2.2. Gap transducer addressing
2.7 Analogue to  d ig ita l converter board
The four vehicle mounted accelerometers were interfaced to the multiprocessor system 
using a purpose designed 8-bit analogue to digital converter board. Although only four
-  31 -
channels were required, eight channels were implemented on the board to allow for 
possible fu ture expansion. An on board clock and associated control circuitry are used 
to allow each of the eight channels to function at maximum speed independently of the 
system processors, with all channels producing an updated result every 14 f i s . Hence 
to read any channel either of the system processors simply performs a byte read of the 
appropriate output latch. This is in contrast to simpler analogue to digital converter 
circuit designs which require a start conversion pulse from the processor, with the 
processor then having to wait for the duration of the conversion time before the result 
is available.
The following circuit description is made w ith reference to the analogue to digital 
converter board circuit diagram of figure 2.39. Figure 2.40 provides the corresponding 
component layout details.
Each of the eight analogue inputs is taken from one of eight corresponding BNC sockets 
mounted on the front panel of the analogue to digital converter board. Considering 
channel one, the input is first attenuated by the potential divider combination of 
resistors R101 and R102 and is then buffered by the unity gain voltage follower op- 
amp configuration formed using half of IC101. The level of signal attenuation at the 
output of this stage is given by equation 2.3 below,
, . ^102 a.c.pain — -----------------
R 101 + ^ 102
=  1K 
15K + IK
= ~ r  equation 2.316
To avoid aliasing problems the attenuated signal is frequency limited by the second 
order low pass Butterworth filter configuration formed using the second half of IC101 
and associated components. The overall transfer function for the combined attenuator 
and Butterworth filter sections is then given by equation 2.4 below,
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1 2T (s ) = —— X -------------------------------------------    equation 2.4
16 (SRC ¥  + sRC + 1 4
where R — 33K  and C = 10nF
Consider the standard form of transfer function for a second order low pass 
Butterworth filter section^19^  given by equation 2.5 below,
7T( r )  = —  --------------------------------------------   equation 2.5
s s
+  —  + 1
IOo
where (o0 is the 3 dB roll off frequency and a 0 is the d.c. gain.
Comparing equation 2.4 with the standard form the following values for (o0 and a 0 
were determined,
W° ~  RC
1
33X 103 x  l O x l O -9 
=  3030 rad.s -1
or
, _  3030 
* 0 2tt
= 480 H z
The corresponding d.c. gain, a 0. is 0.125
The filter output is connected to IC102, which is an 8-bit successive approximation 
A/D converter device. In this application IC102 is configured to accept a unipolar input 
signal in the range 0 to Vref,n . where Vrepn is nominally 2.55 volts as governed by an 
on-chip reference source. Thus the overall resolution of each conversion channel when 
combined with the 1000 mV  / ms ~2 gain of the accelerometers is given by equation 2.6 
below.
resolution — x  — X 1.00.125 256
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= 0.08 ms 2/lsb equation 2.6
To perform an analogue to digital conversion, IC102 requires a clock signal and an 
appropriate negative going pulse on the start conversion input, S C . Nine clock cycles 
after the start conversion pulse, the end of conversion output (EOC ) is taken high to 
indicate that valid 8-bit data has been latched onto the devices tri-state bus. This data 
can then be read by asserting the output enable line, O E .
The analogue to digital converter board included additional circuitry to implement the 
above described signal protocol autonomously (i.e. independent of either of the system 
processors) at the maximum speed supported by the A/D devices. The following 
description of this circuitry is made with reference to the control signal timing diagram 
of figure 2.41.
A 640 kHz clock was derived from an accurate base frequency of 10.240 MHz 
generated by the crystal controlled oscillator circuit formed using IC9. IC10 is then 
used to divide this base frequency by 16 to produce the required 640 kHz. The negative 
going SC pulses were derived from the EOC output of the A/D device using a positive 
edge triggered D-type latch, IC11. The latch was required to stretch and invert the 
EOC output over one period of the 640 kHz clock, thus providing a guaranteed 
minimum width for the SC pulse.
At the end of each conversion a tri-state octal latch. IC103. is used to store the data 
output from the A/D converter. This is achieved by strobing the converter data into 
the latch using the rising edge of the EOC signal. The octal output from the latch is 
connected to a common eight bit data bus together with the outputs from the other 
seven channels. This internal data bus is interfaced to the lower eight bits of the 
backplane data bus using octal buffer. IC8. Hence by strobing the output enable of one 
of the eight latches, together with the output enable of the backplane buffer, the data 
from the selected A/D channel is transferred to the backplane data bus.
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The remainder of the analogue to digital converter board circuitry is concerned with 
the backplane interface, providing the mechanism by which the output latch of each 
A/D channel can be interrogated by either of the system processors. This circuitry, 
which is comprised of IC's 1 through 8 inclusive, is identical to that used on the gap 
measurement board described previously, and is fully  explained in section 2.6.4. Table
2.3 below provides the backplane address of each of the eight converter channels on the 
analogue to digital converter board. To read a given channel, either of the system 
processors simply performs a byte read of the appropriate address.

























TABLE 2.3. Accelerometer addressing
2.8 D igital to  analogue co n v erte r board
The eight current feedback chopper units described in section 2.2 were interfaced to the 
multiprocessor system using a purpose designed eight channel digital to analogue 
converter board. Hence either of the system processors is able to set chopper demand 
currents for the LSM d.c. windings and side control magnets by writing bytes of data 
to the appropriate D to A channels. The following circuit description is made with 
reference to the digital to analogue converter board circuit diagram of figure 2.42. 
Figure 2.43 provides the corresponding component layout details.
Incoming data from the multiprocessor backplane is directed to the appropriate D to A 
channel by the backplane interface circuit comprised of IC’s 1 through 8 inclusive. This 
circuitry is identical to the interface circuitry used on the gap measurement and A to D 
boards, and is fully described in section 2.6.4. Note however that the direction of the
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data buffer, IC8 , is reversed to accept data coming in from the backplane.
Considering D to A channel one. the data received from the backplane interface circuit 
is first latched using octal latch. IC101. The latched data is then presented to IC102. 
which is an 8-bit high speed current output D to A converter device. In this 
application. 1C102 is configured to convert the eight bit data from IC101 into a 
corresponding unipolar current signal, Jout . which is in the range 0 to —I /s • I /s is the 






Finally an inverting transresistance amplifier configuration formed using IC103 was 
used to convert the output current from IC102 into an equivalent voltage signal. . 
This signal was then made available as the D to A channel output via the BNC socket 
mounted on the front panel of the digital to analogue converter board. The full scale 
output voltage. VfS. from this final stage is governed by gain setting resistor R103,
V f s  ~  ~ I f s  x  R 103
=  1.935X 10"3 X 2700 
=  5.2 V
Note that capacitor C102 was included across R103 to prevent ringing during 
transitions of the output voltage.
When connected to one of the vehicles current feedback choppers, the overall 
resolution of the D to A channel and chopper combination would be given by equation
2.7 below (recall that the nominal chopper gain is 10 A/V),
resolution =  V /Isb X 10 A / V  
256
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= 0.2 A /Isb equation 2.7
Table 2.4 below provides the backplane address of each of the eight channels on the 
digital to analogue converter board together with the corresponding chopper 
assignment.
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TABLE 2.4. Chopper addressing
2.9 In v e rte r  in te rface  board
The two 3-phase inverter units described in section 2.3, together with the pole position 
transducer system introduced in section 2.4, were interfaced to the multiprocessor 
system using a purpose designed inverter interface board. This board includes the 
following circuitry.
1. A single digital to analogue converter channel. This is used to set the rms current 
demand to the two 3-phase inverters.
2. An open collector latched output port for setting the output polarity of the two
3-phase inverters.
3. An eight bit parallel input port for reading the output of the pole position 
transducer system.
The following circuit description is made with reference to the inverter interface board 
circuit diagram of figure 2.44. Figure 2.45 provides the corresponding board layout 
details.
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2.9.1 Backplane in te rface  Backplane data flow to and from the inverter interface 
board is controlled by the backplane interface circuit comprised of IC’s 1 through 8 
inclusive. This circuitry is identical to the interface circuitry used on the gap 
measurement. A to D and D to A boards, and is fu lly  described in section 2.6.4. Note 
however that in this application the data buffer IC8 is a bidirectional device which 
makes use of the backplane control signal R /W  to control the direction of data flow.
2.9.2 D igital to  analogue converter channel The digital to analogue converter 
channel implemented on the inverter interface board is comprised of an octal latch IC9, 
an eight bit high speed current output D to A converter device IC10 and an inverting 
transresistance amplifier configuration formed using IC11 and associated components. 
This conversion circuitry is identical to that used on the digital to analogue converter 
board described previously, and is fully explained in section 2.8. The output signal 
from IC11 is made available as the D to A channel output via the BNC socket J3 
mounted on the front panel of the inverter interface board.
The overall gain of the digital to analogue converter channel is reproduced in equation
2.8 below (recall that the nominal full scale output voltage VfS is 5.2 V),
resolution = 256
= 0.02 V / Isb equation 2.8
2.9.3 Latched outpu t po rt The latched output port is based on the first stage (data 
latch) of the digital to analogue converter circuit discussed above, and uses octal latch 
IC12 to latch the data from the backplane interface circuit. The least significant output 
bit from this latch. D 0, is buffered using a series combination of two open collector 
inverters from IC6. The buffered output signal is then presented to BNC socket J4 
mounted on the front panel of the inverter interface board.
2.9.4 Parallel inpu t po rt The eight bit parallel input port is comprised of a tri-state 
octal buffer device, IC13, connected to the 9-way D-type connector. J5, mounted on the
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front panel of the inverter interface board. To avoid possible problems with floating 
inputs, the input bus from J5 is also pulled low using resistor pack RP2.
Table 2.5 below provides the backplane address of each of the 10 channels on the 
inverter interface board.










TABLE 2.5. Inverter interface addressing
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Pin Edge connector J1 Edge connector J2
No. Row a Row c Row a Row c
32 +5 V +5 V +5 V +5 V
31 -5 V -5 V +15 V -15 V
30 D14 D15 FCO DLY1
29 D12 D13 FC1 DLY2
28 DIO D ll FC2 DLY3
27 D8 D9 FC3 DLY4
26 D6 D7 1AKOC DLY5
25 D4 D5 POR DLY6
24 D2 D3 DLY7
23 DO D1 IRQ1 DLY8
22 ASOLD IRQ 6 lOPAGE
21 EOLD IRQ 5 68 PG
20 RESET BR 0 IRQ 4
19 R /W DTACK IRQ 3 B R 3
18 VMA VPA 1RQ1 B R 1
17 BERR BGACK IRQ l BR 1
16 UDS LDS BGOUT0 BGINO
15 CLK A10 IAOUT IA IN
14 A18 A19 BGOUT3 BG IN 3
13 A16 A17 BGOUT1 BG IN 1
12 A14 A15 BGOUT1 BGIN  1
11 A12 A13 AS ECLK
10 A10 A ll
09 A8 A9 PCL3
08 A6 A7 PCL2 H1BYTE
07 A4 A5 PCL1 DTC
06 A2 A3 PCLO DONE
05 A21 A1 DREQ3 DACK3
04 A l l A23 DREQ1 D ACK1
03 -12 V -12 V DREQ1 DACK  1
02 +12 V +12 V DREQQ DACK  0
01 0 V 0 V 0 V 0 V
TABLE 2.1. Backplane signal assignments
Dimensions in mm
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3. High speed dig ital filter im plem entation
Because the vehicle controller was to be fully digital, it was decided to develop a 
generalised set of high performance digital filter structures'20  ^which would enable any 
controller transfer function to be realised. By using this pre-defined filter block 
approach, the control programs could be kept highly structured, making debugging and 
modification very much simpler than perhaps a purpose designed controller might 
achieve. The cost for this readability is met by an inevitable reduction in speed, 
although by careful use of a conditional assembler the filter speed can be kept very 
close to optimum.
The filters developed probably represent close to the maximum performance which can 
be obtained from a standard sixteen bit microprocessor within which all arithmetic 
computations are carried out by the processor itself.
3.1 The d ig ita l filter s tructu re
3.1.1 The delay operator The more usual method of designing a digital filter is to use 
the delay operator z to derive the linear difference equations of the filter function. 
However, for reasonably fast filters 2^1 the difference between samples can be very 
small resulting in a potentially high sensitivity of the filter performance to changes in 
filter coefficients. To overcome this sensitivity, a different operator is often used which 
is equal to z — 1 and will hereafter be referred to as 8 2^2l
8 = z — 1 equation 3.1
3.1.2 The tran sfo rm  The Bilinear transform was used to convert a continuous filter, 
expressed in terms of the linear Laplace operator s , to the equivalent discrete filter 
representation using the above 8 operator. Expressed in terms of z . the Bilinear 
transform was written down as follows.
s = —7 r- equation 3.2
T{z  + 1 )  H
where T is half the sample period.
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This can be expressed in terms of 8 as shown in equation 3.3 below.
g
* = T (S  + 2) eqUali°n 3 3
This has the advantage of being a simple algebraic substitution, and is therefore very 
straightforward to use.
Having defined the operator for expressing the discrete filter functions, the filter 
structure will now be developed so as to minimise the number and complexity of 
multiplications carried out within the filter. By way of example, the following three 
basic filter blocks will be derived in discrete form.
1. First order filter
2. Second order filter
3. Integrator
By careful design of these three basic filter functions, any desired filter or controller 
transfer function could be realised with minimal difficulty simply by combining pre­
tested routines.
3.1.3 The first o rder filte r Consider the general form of the first order filter given 
below.
, . a 0 + a xs
T ( s )  =   equation 3.41 + b jr
Applying the Bilinear transform of equation 3.3. 
a j8
n s ) = a ° + n s 7 H
b io
1 +   ------7 (8  + 2)
_  8(7a0 + a j )  + 2ao7 
8C7r T 2 T 7 rr2 7 —
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p  + qm 28 1
equation 3.5
where
Ta0 + a i 
T + b x
equation 3.6
q = a 0 equation 3.7
2 T equation 3.8
The discrete transfer function of equation 3.5 may be implemented by recognising the 
standard first order state feedback transfer function of equation 3.9 below.
This equation is derived from the standard first order feedback structure illustrated in 
the block diagram of figure 3.1a. It follows that the full implementation of equation
3.5 may then be represented by the block diagram of figure 3.1b. from which the linear 
difference equations of the first order filter can be written down as follows.
Pn = Xn — Qn equation 3.10
yn = qQn + p P n  equation 3.11
Qn = m 18-1i >n equation 3.12
The Pn and Qn values are internal to the digital filter and are used to form the Yn 
result. After Yn has been calculated as the filter output, the next Qn value, Qn +j. must 
be calculated. Using equation 3.1 in equation 3.12 it follows that.
giving
Qn +1 =  m  1 Pn +  Qn equation 3.13
3.1.4 The second order filter Consider the general form of the second order filter
given below.
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, . a o + a xs + a 2s 2
T ( s )  = ---------------------— equation 3.14
1 + b xs + b 2s 2
Applying the Bilinear transform of equation 3.3. it can be shown that the equivalent 
discrete transfer function is given by.
P + r m 1m 28-2
T{o)  = -------------—---------------—— equation 3.15
1 + m jS 1 + m jm 28
where
T 2a 0 + Ta j + a 2
p  = —  ------------------  equation 3.16
T 2 + b xT + b
27ao + a j
9 =  2T + b ,  eqUati0n 317
r  = a 0 equation 3.18
47’2 + 2b ,7
m , = — --------------------------------------------------  equation 3.19
r 2 + b i T + b i
2T
1712 ~ 2T  + b equation 3.20
The discrete transfer function of equation 3.15 may be implemented by recognising the
standard second order full state feedback transfer function of equation 3.21 below.
m xm 28-2
------------------------------------------------------     equation 3.21
1 + m j8 + m jm 28 2
This equation is derived from the standard second order full state feedback structure
illustrated in the block diagram of figure 3.2a. It follows that the full implementation
of equation 3.15 may then be represented by the block diagram of figure 3.2b. from
which the linear difference equations of the second order filter can be written down as
follows.
Pn = Xn — Rn — Qn equation 3.22
Yn = pPn + qQn + rRn equation 3.23
+i = m 2Qn + Rn equation 3.24
Qn +i =  m  iRn +  Qn equation 3.25
As with the first order filter, after the value Yn has been calculated and output, the
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internal filter variables Qn and R n are updated.
3.1.5 The in teg ra to r Consider the generalised integrator transfer function given by 
equation 3.26 below,
T  (5 ) = —— equation 3.26
s
Applying the transform of equation 3.3 the equivalent discrete transfer function was 
derived as follows,
T ( 8 )  =  <2oT 8 + 2
= floTCl + 28"1)
=  P  + m l^-1 equation 3.27
where
p = a^T  equation 3.28
m j = 2aqT equation 3.29
The discrete transfer function of equation 3.27 was implemented as shown in the block 
diagram of figure 3.3. Note that the integrator function has a similar structure to that 
of the first order filter but does not make use of negative feedback. With reference to 
figure 3.3, the linear difference equations of the integrator function were written down 
as follows,
P n =  X n equation 3.30
Yn =  pPn +  Qn equation 3.31
Qn +1 = m !Pn + Qn equation 3.32
As with the first and second order filters, after the value Y n has been calculated and
output, the internal variable Qn is updated.
3.2 The number form at
Digital filter implementations are notorious for using combinations of obscure number
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systems which have been ‘designed’ for extracting the greatest possible speed from a 
given microprocessor. Such filters are difficult to maintain and debug, with any 
modifications sometimes requiring a complete redesign. Not least, the mechanism of 
these filters can be very hard to explain, leading to awkward documentation. With the 
aim of avoiding these difficulties a fixed point number system was adopted based on 
work originated by Goodall and Brown^20l
To be able to use a fixed point number system universally throughout the filter, all 
input, output and internal variables must be of similar order.
3.2.1 F ilte r  variab les For both the input and output variables of the filter, a twelve 
bit integer form at was used. This would directly represent an input or output from the 
processor using, for example, the purpose built 10 boards described in the previous 
chapter.
The first internal variable Pn is formed from a difference equation with X n , and hence 
m ust have the same resolution as Xn . The remaining internal variables Qn and Rn . 
however, are formed by accumulating fractional numbers (the filter coefficients m x and 
m 2 are always less than unity) and hence require fractional bits to achieve the higher 
resolution. To decide upon the number of fractional bits required, the filter step 
response to a one lsb change in input (and hence Pn ) is considered with respect to the 
equation for Qn +1 (equation 3.13) reproduced below,
Qn +i = rn xPn + Qn
So if Qn +i is to respond to the one lsb change in Pn . then Qn must have a resolution of 
m i or better.
The number system finally adopted was designed to fit into a field width of 32 bits as 
shown in figure 3.4. This would achieve the required number resolution and also suit 
the 32-bit arithmetic instruction set provided by the MC68000 microprocessor. The 
upper sixteen bits represent integer values (twelve bits plus four overflow) and the
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lower sixteen bits represent the fractional bits required by the internal variables Qn 
and Rn . Note that when performing input or output of eight or twelve bit values, care 
m ust be taken to duplicate the sign as represented by bit 31.
3.3 Fixed coefficient m ultip lication
Having standardised the number format for the filter variables all that remained was a 
requirement for a multiplication routine which would m ultiply these variables by 
fixed coefficients, specifically p .  q .  r .  and m 2. which would always be small 
integers or fractional. To cope with these fractional numbers a floating point format 
was adopted, again as first suggested by Goodall and Brown. The coefficient thus 
represented is then given by equation 3.33 below.
coefficient = mantissa X 2~*xponait equation 3.33
Using this form at a filter variable is multiplied by the required coefficient value in two 
stages,
1. The filter variable is first multiplied by the mantissa part of the coefficient using a 
conventional binary multiplication algorithm (shift, add etc).
2. Providing the exponent part of the coefficient is non-zero, the multiplication 
result is then shifted n bits to the right, where n is the exponent value.
A mantissa width of four bits was specified to ensure good multiplication speed whilst 
maintaining adequate resolution for representing a given filter coefficient to an accuracy 
of better than 10%.
By defining the multiply routine as an assembler macro containing conditional 
assembly statements, an optimised four bit m ultiply could be derived at assembly time 
for any given coefficient. For example, to multiply a filter variable by the integer value 
of eight, the optimised multiplication routine would be comprised of three left shift 
instructions.
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All filter coefficients were converted to the above floating point format using the 
program bcpl.format (included as listing 3.1), which calculates and prints the mantissa 
and exponent values required to represent a given filter coefficient.
3.3.1 Form at program  operation The format program is required to represent an 
integer or fractional coefficient as a four bit mantissa with negative exponent as shown 
previously in equation 3.33. Now to obtain maximum resolution all four mantissa bits 
should be used, which provides the criterion for fixing the initial exponent value as 
follows.
exponent = log2 mantissa.maxcoefficient
where mantissa.max = 1 5  using four bits.
equation 3.34
The exponent is then truncated to an integer value which is substituted back into 
equation 3.33 to obtain the required mantissa value. The mantissa value is then 
rounded up or down according to which gives the least error.
3.4 F ilte r  so ftw are
3.4.1 Standard m acro definitions To maintain ease of use and good readability of 
the filter software, the various filter components together with the fixed coefficient 
multiplication routine were defined as macros which could be invoked via the 
assembler to achieve any given filter or controller transfer function. Listing 3.2 
includes the full set of filter macro definitions used throughout this study and 
appendix C summarises their function and usage. The argument list for each macro 
includes storage offset and coefficient information so that any number of separate filters 
can be defined using the same macros.
In order to be able to use the filter software, a filter timebase was required which 
would effectively call a user defined filter combination once every sample period.
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3.4.2 G enerating th e  filte r timebase To obtain a periodic filter timebase. a series of 
three programs (included as listing 3.3) were w ritten in 68000 assembly language to 
gain control of the Tripos interrupt driven clock. A description of the operation and 
use of each of these programs is given below.
initO The initialisation program speeds up the Tripos clock* to generate an 
accurate 1 ms periodic interrupt for use as a filter timebase. The program 
then arranges to intercept these interrupts by replacing the Tripos clock 
interrupt vector with a new vector pointing to the filter service routine. The 
remainder of the program performs initialisation of the filter variables as 
required.
serviceO The service routine is where the user defined filter programs would reside.
Additionally this routine includes a globally defined counter which is 
incremented every filter cycle to provide a bcpl supervisory program with a 
filter duration parameter. To maintain the 20 ms Tripos clock a local timer 
is maintained so that the Tripos clock service routine can be called at these 
intervals.
uninitO  The uninitialisation routine terminates the filter program and restores the 
original Tripos clock interrupt vector and clock period.
Note that the initO and uninitO programs were written as bcpl callable routines** such 
that a high level supervisory program written in bcpl could call these programs as 
required. An example of the supervisor program, called bcpl.runtimer. is included as 
listing 3.4.
* The Tripos clock period is norm ally 20 ms
** The rules for writing bcpl callable assem bly language routines aTe given in the Tripos Programming 
Guide1141.
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3.4.3 D ata logging A reasonably sophisticated multi-channel 'moving window’ data 
logging algorithm was developed for generalised use with the filter software. This type 
of logger has the important advantage of being able to record continuously using a 
finite length FIFO buffer. Essentially the buffer can record up to T seconds of data, 
after which the buffer is said to roll over and any new data overwrites old data from 
the previous T seconds. The advantage here is that any event may be recorded by 
stopping the logger after the event, rather than starting the logger before the event. 
Operation of the data logger is described below.
An initialisation routine (illustrated by the flowchart of figure 3.5) finds the base 
address of the buffer space allocated by the bcpl supervisory program, which is then 
stored locally as the buffer start address. The buffer pointer variable points to the next 
buffer location to be used, and hence has an initial value equal to the buffer start 
address. A third variable, called buffer position, counts the number of entries in the 
buffer from the base address, and is used to control buffer rollover. When the number 
of entries reaches the length of the buffer, the rollover flag is permanently set and the 
buffer pointer is reset to the buffer start address. The rollover flag is used to warn the 
bcpl supervisory program that the buffer start is no longer necessarily at the buffer 
base address.
The data logging routine itself is described by the flowchart of figure 3.6. Note that 
channel one must always contain the interrupt cycle count, and is used by the bcpl 
supervisory program to derive the timebase for the other channels.
Once the filter program has finished and the filter interrupts have been disabled, the 
bcpl supervisory program separates and scales each of the buffer channels and writes 
out the data to the hard disc.
3.5 F ilter testing
The following three filters were implemented in digital form to check the validity of
- 9 0 -
the filter software thus far developed.
T ( s ) =  — ~ ~ r  Filter 1
5 + 1 0
/  \  W ,2T  (s ) = —-------—---------   Filter2
5 2 +  2£a>„ 5 +  Oi„
T ( s ) =  —  Filter3
5
where o>„ = 30 and £ = 0.5
A listing of the filter assembly program is given in listing 3.5 (asm.filter), which shows 
how the integrator, the first and the second order filter macros were invoked and how 
the filter coefficients are passed in the macro argument list. The supervisory program 
which loads and runs the filter software is included as listing 3.6 (bcpl.supervisor). 
Note that the filter software makes use of two header files, namely asm.filterhdr and 
bcpl.filterhdr (listings 3.7 and 3.8 respectively), which specify the manifest constants 
and the global variables.
3.5.1 F ilte r  reference inputs One of the more familiar filter characteristics is the 
step response, and hence it was decided to provide the filters with a step input from 0 
to 255. which would be applied after 100 ms. Timing of the reference inputs was 
provided by using a local software counter to maintain an interrupt cycle count. A 
second run was then made using a step input from 0 to 1 to check the filter response to 
an input change of one lsb.
35 .2  F ilte r  sim ulation The first and second order filter responses were calculated 
using a fourth order Runge-Kutta based simulator routine^23l  Using a time increment 
of 1 ms the simulated results would be highly accurate and could be used to assess the 
digital filter performance. The integrator response to a step input is simply a ramp 
with a slope given by the step magnitude multiplied by the integrator gain. a 0. Hence a 
simulated result of the integrator response was not required.
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3.6 Results
Graphs 3.1a and 3.1b illustrate the outputs of the first and second order digital filters 
respectively during the first test, in which a reference input from 0 to 255 is applied 
100 ms into the filter run. Graphs 3.1c and 3.1 d provide the corresponding simulation 
results.
Graphs 3.2a and 3.2b illustrate the first and second order digital filter outputs during 
the second test, in which a reference input from 0 to 1 is applied to test the filter 
responses to a one lsb change in the reference input. The digital integrator responses 
during the first and second tests are illustrated by graphs 3.3a and 3.3b respectively.
The high degree of correlation between the digital filter responses and the simulated 
results illustrates the integrity achieved by the digital filter implementation techniques 
developed in this chapter.
3.6.1 F ilte r  speed Listing 3.9 provides all the timing information of the various filter 
macros developed in this chapter. Note that because each filter is optimally assembled 
for a given set of coefficients, the precise filter speed would have to be calculated for 
each specific application. The overall filter routine servicing time must also include the 
context switching time on entry to and exit from the routine, which in the worst case 
is 614 clock cycles of the 8 MHz microprocessor (includes a call to the Tripos clock 
service routine).
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a) Standard first order 
feedback structure
X„
b) First order filter 
structure
D erivation of the first o rder filter s tru c tu re  Figure 3.1
m,
a) Standard second order 
feedback structure
b) Second order filter 
structure
D erivation of the  second o rder filter s tru c tu re  Figure 3.2
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In tegrato r filter s tru c tu re  Figure 3.3
T>0
The num ber fo rm at used fo r filter variables Figure 3.4
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Flowchart of data logger Figure 3.6
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4. D erivation o f a linearised veh icle model
The digital control scheme for the vehicle was to be implemented on the multiprocessor 
computer system by using the standard filter structures described in the previous 
chapter. Because these structures were based on linear design techniques, it was 
necessary to produce a set of linearised mathematical models representing the vehicle 
dynamics in response to applied force for each of the degrees of freedom of the vehicle.
Additionally, to convert transducer information from each corner of the vehicle into 
the required coordinate system for each degree of vehicle freedom, a set of coordinate 
translation equations were derived. These equations would be required at the input to 
the vehicle controller and would be used in inverse form at the controller output to 
provide individual demand signals for the magnets.
4.1 Degrees o f  veh icle freedom
With the vehicle chassis as defined in chapter 2. seven degrees of vehicle freedom were 
identified ( hereafter called modes ) as defined in figure 4.1 and listed below.
1. Heave 5. Lateral
2. Roll 6. Yaw
3. Pitch 7. Traction
4. Twist
Note that with the simple motor/chassis arrangement previously discussed the centre 
of mass of the vehicle is coplanar with its linear synchronous motors. Because the axis 
of each mode passes through this central point, interaction between modes is kept to a 
minimum. For example, a step demand in tractive effort will cause the vehicle to 
accelerate but will not cause any significant pitch component.
The above seven modes were divided into three categories according to the vehicle 
hardware used for their control.
4.1.1 L evitation  modes The heave, roll, pitch and tw ist modes were controlled using 
the magnetic field produced by the d.c. field winding of the linear synchronous motors
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mounted at each corner of the vehicle. The control requirement is for a steady ride 
height of 7 mm (heave) with zero roll, pitch or tw ist. The tw ist mode was required 
because any vehicle tw ist would not be observable by the heave, roll or pitch 
controllers and hence would be uncontrolled. In the worst case, two diagonally 
opposing levitation motors would clamp up to the track, due either to vehicle flexing or 
to a severe track discontinuity.
One solution to this problem has been to produce a sufficiently rigid vehicle chassis 
which the levitation motors could not tw ist significantly^24l  This solution has the 
disadvantage that the degree of chassis stiffness required is very great since any twist 
component m ust not influence any of the magnet gaps by more than one or two 
millimetres. Also the track would have to be flat to within the tolerance of the motor 
gaps throughout the length of the vehicle.
Hence by defining and controlling a tw ist mode the vehicle chassis need be no more 
than a light framework and significant reductions in vehicle cost could be made. The 
type of tw ist control employed would depend on the transducer used to derive the 
tw ist signal,
1. Using a chassis tw ist transducer (e.g. strain gauges) the vehicle could be kept flat 
independent of the track.
2. Using the existing track referenced corner gap transducers a flexible vehicle (or 
vehicle bogie) could be made to follow a twisted track.
The latter method of tw ist measurement was chosen since it could be implemented 
using the existing vehicle hardware.
4.1.2 Side modes Control of the lateral and yaw modes is carried out using side 
magnets mounted on each corner of the vehicle. By controlling these modes for zero 
lateral and yaw error the correct alignment of the linear synchronous motors beneath 
the secondary track members is ensured.
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4.1.3 T rac tive  mode Provided that the levitation and side mode controllers have 
lifted and aligned the vehicle and have established a steady state d.c. magnetic field in 
each of the linear synchronous motors, the tractive effort is then provided by 
controlling the current in the three phase arm ature windings of these motors. 
Throughout this thesis, the levitative and tractive modes of the LSM are considered to 
be fu lly  decoupled (see section 2.1.1).
4.2 Coordinate tran sla tio n
In the levitation and side control modes all measurements are taken from transducers 
positioned at each corner of the vehicle. Hence it was necessary to translate the 
transducer outputs into the chosen coordinate system. Controller outputs would 
similarly have to be translated to derive the individual magnet demand signals.




Subscripts 1, 2, 3 and 4 denote corner quantities for the levitation modes, whilst 5, 6, 7 
and 8 denote the corresponding side quantities. Subscripts H. R, P. T, L and Y denote, 
respectively, heave, roll, pitch, tw ist, lateral and yaw quantities as indicated by using 
the first letter of the appropriate parameter. Where small signal quantities are referred 
to. the prefix 8 is also used.
4.2.2 L evitation modes With reference to figure 4.1 the following coordinate 
translation matrices were written down.
8 x h 1 1 1 1 8 x  j
8 x r - 1 1  1 - 1 8 x  2
8 x P 4 1 1 - 1 - 1 8 x  3
8 x r - 1 1 - 1  1 8*4
equation 4.1
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8xH 1 1 1 1 8* i
8*/? ]_ - 1 1  1 - 1 8* 2
Sxp 4 1 1 - 1 - 1 8*3
8xt - 1 1 - 1  1 6*4
equation 4.2
8FH 1 1 1 1 8F i
8Fr - 1 1 1 - 1 8F2
8FP 1 1 - 1  - 1 8F3
8Fr - 1 1 - 1  1 8F4
equation 4.3
Note, for example, that the heave displacement SxH is given by the average corner 
displacement, whereas the heave force 8FH is given by summing the four corner 
forces.
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At this stage, for simplicity, the controller outputs have been assumed to be force 
demands to idealised force actuators. In practice however, the controller outputs will 
be either current or flux demands (depending on the type of chopper used) which are 
then translated to appropriate corner quantites using the translation matrix of equation 
4.4.
4.2.3 Side modes With reference to figure 4.1 the coordinate translation matrices for 
the side modes were written down as follows.
8x l 1 1 - 1 - 1  1













eq u a tio n  4.6
8F 5 1 -1
SFt 1 -1 1
8F 1 4 -1 -1
s f 8 1 1
Note that acceleration signals were not available to the side mode controllers.




4.3 M odelling o f th e  lev ita tion  modes
A linearised model representing each of the vehicle modes is required to provide the 
basis for the design of the vehicle controllers. In each case the vehicle dynamics are to 
be described in terms of applied force in that mode.
4.3.1 Heave model The total force 8FH acting on the vehicle mass M  produces a gap 
acceleration 8xH as given by equation 4.8 below.
8Fh = —M 8x h  equation 4.8
The negative sign is required because an increase in applied force acts to reduce the 
heave gap. Using the translation matrix of equation 4.3 the total force 8FH can be seen 
to be the total of the four corner magnet forces.
8Fh  = + 8F 2 + 8F 3 + 8F 4
As mentioned earlier, each force actuator will be a chopper/magnet combination using 
either current or flux feedback choppers, for which the linearised models will be 
derived in later chapters.
4.3.2 Roll model In the roll mode, the total force 8FR acts on the roll inertia IR at a 
radius rR from the roll axis to produce an angular roll acceleration 80 R ,
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8Fp r p = —IP 80R equation 4.9
The angular displacement in turn is related to the linear displacement (derived from 
the gap transducers) according to equation 4.10 below,
8xp — 89RrR equation 4.10
Where rR is the distance from the roll axis to the gap transducers and accelerometers, 
and is slightly greater than rR .
4.3.3 P itch  model In the pitch mode, the total force 8FP acts on the pitch inertia Ip 
at a radius rP from the pitch axis to produce an angular pitch acceleration 89 P ,
8FPrP = —IP89P equation 4.11
And
8xP = 89PrP equation 4.12
Note that for the pitch mode the distance from the pitch axis to the force actuators. rP . 
also applies to the gap transducers and accelerometers.
4.3.4 T w ist model For modelling vehicle tw ist Sflj- in response to applied twist force 
8Fr it was necessary to take account of the tw ist inertia . velocity damping and 
torsional stiffness components of the vehicle chassis. In general, the tw ist model would 
take the form given in equation 4.13 below,
8FTrT — — 89T ( s 2I T + sKv + K q) equation 4.13
where
K q is the torsional stiffness 
K v is the velocity damping factor 
1T is the tw ist inertia
Experimental values for K q. K v and IT were then obtained by carrying out steady 
state and dynamic tests on the vehicle chassis. To perform these two tests one end of 
the vehicle was clamped rigidly whilst the other end was left free to roll about a 
central pivot as shown in figure 4.2.
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Results were taken using a simple data logging program (listings 4.1 through 4.5 
inclusive) which would log the tw ist 6r every millisecond for up to five second 
periods. Logged data was then written to hard disc using a format suitable for the GKS 
graph plotting utility  discussed previously in section 2.5.5.
S teady sta te  te s t The torsional stiffness value, K was obtained by measuring the 
tw ist 6r for a given steady applied force at a radius rT . From equation 4.13,
FTrT = —K qQt equation 4.14
Results from this test are presented below in table 4.1 and plotted as graph 4.1.
T (Nm) 140 175 320 375 420 460
0T (mrad) 0.36 0.4 0.7 0.9 1.0 1.0
TABLE 4.1. Torsional stiffness test results 
From the graph.
A e =  4 2 0 x l0 3 N m /rad  equation 4.15
D ynam ic testing  To identify the remaining tw ist parameters an impulse response test 
was carried out. Re-arranging equation 4.13,
80r —1/ I T
SFTrT K v K e
s +  i~s + ~ri T I t
This has a standard form given by.
equation 4.16
2-(s ) = — -------- ----------- - equation 4.17
*  S 2 +  2 t , U „ S  + 6 J „ 2
where
K v2{o>„ = —— equation 4.18
h
(o„ = —— equation 4.19
The impulse time response of equation 4.17 is that of a decaying sinusoid as described 
by equation 4.20 below.
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y (t ) =  — e - ' /Ts in ((ot ) eq u a tio n  4 .20io
where
O) =  g>„ V l  — £2 equation 4.21
r  = ~r~— equation 4.22
The values (o and r  are the damped natural frequency and time constant of the 
decaying sinusoid respectively and hence can be readily identified from an impulse 
time response plot. Corresponding values of undamped natural frequency a>„ and 
damping ratio £ may then be obtained using equations 4.23 and 4.24 below (re­
arranged from 4.21 and 4.22).
■\/fi)2T2 1(on = ------    equation 4.23
£ = —,  ^ — equation 4.24
V(d2t2 + 1
Plant parameters IT and K v may then be obtained by re-arranging equations 4.18 and 
4.19.
K q1T — — -  equation 4.25
o KqK v = 2^----- equation 4.260) n wn
D ynam ic testing  results Graph 4.2 shows the impulse time response of the clamped 
vehicle, which was obtained by bouncing a large mass ( 22 40 kg  ) from one corner of 
the pivoted end of the vehicle. As expected the response was clearly that of a decaying 
sinusoid and the values of damped natural frequency (o and time constant t  were 
readily identified.
a) = 89 rad .s ~ l 
t =  2 .0  seconds 
Using equations 4.23 and 4.24 it follows that
o>„ =  89.0
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£ = 5 .6X 10-3
The tw ist model parameters were then obtained using equations 4.25, 4.26 and 4.15,
The complete tw ist model could then be w ritten down by combining equations 4.13, 
4.15, 4.27 and 4.28,
8FTrT = -  86r (53j 2 + 53j  + 420x103)
As w ith the roll model, the radius r j  from the tw ist axis to the gap transducers and 
accelerometers was slightly greater than rT .
4.4 M odelling o f the  side modes
Derivation of the linearised model for each of the side modes was carried out as for the 
levitation modes.
4.4.1 L ateral model The total lateral force 8FL acts on the vehicle mass M  to 
produce a gap acceleration 8xh as given by equation 4.31 below.
8FL = —M 8 x l  equation 4.31
420X 10 3 
892
= 53 kgm 2 equation 4.27
And
=  2 X 5.6X 10-3 X 420X10 3 
89
= 53 rads  1/Nm equation 4.28
= -5350r ( j 2 + s + 7925) equation 4.29
And
8x T — 8QTrj- equation 4.30
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4.4.2 Y aw  model In the yaw mode, the total yaw force SFy acts on the inertia ly  in 
a direction normal to the yaw axis and at a radius r Y from that axis. This produces an
The angular displacement in turn  is related to the linear displacement (derived from 
the gap transducers) according to equation 4.33 below.
4>5 Chopper linearisation
Chopper linearisation was required because the output waveform of the chopper would 
become distorted when the rate of change of demand exceeded that which the chopper 
could generate. This problem is best illustrated by figure 4.3 which shows the chopper 
current into a magnet load (having inductance L  and resistance R  ) following a step 
input demand of 40 A. Note that the modulation is completely inhibited until the 40 A 
demand is reached.
Starting with zero initial conditions, the instantaneous load current ij, (t ) when the 
chopper is switched on is given by equation 4.34 below.
where
Vs = 48 volts, the chopper supply voltage 
r  =  L /R  , the magnet load time constant 
R is the magnet load resistance
To avoid chopper distortion, the rate of rise of input demand should not exceed the 
maximum rate of rise of load current. From equation 4.34.
angular acceleration 80}-.
8Fy ry  =  - l y  8 0 y equation 4.32
8xy =  S d y r y equation 4.33
iL ( t ) =  ^ - ( 1 equation 4.34
equation 4.35
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Now to slow down the reference input, a first order lag was placed between the 
demand signal id and the chopper reference input ir as given by equation 4.36 below,
. ✓ \  )ir {s ) = y -j-— - — equation 4.36
The time constant tl was to be chosen to limit the worst case rate of rise of ir (t ) 
during the hypothetical worst case 40 A step demand signal. Now for a step input 
demand l d the time response of the chopper reference input ir (t ) would be given by.
ir {t ) = Id (1 — e t,TL) 
giving
d  . —i /Ti
and
h equation 4.37 
max tl
Equation 4.37 gives the maximum rate of rise of the chopper reference input in terms 
of the time constant rL . The corresponding maximum rate of rise of load current is 
given by equation 4.35 with t = 0,
= o  R t
The value of tl was then chosen such that equations 4.37 and 4.38 were equal. 
h  V,
equation-4.38
7L R t 
Re-arranging.
Id R t
tl — ———  equation 4.39
4.5.1 L ev itation  choppers Experimental values of R and r  for the LSM d.c. 
windings are given in appendix A. Using the worst case or largest r  value, the 
linearisation time constant tl was calculated using equation 4.39 as follows.
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40 X 0.46 X 0.116 
7 l  48
= 0.0445 seconds
W ith this value of r L and the worst case step input demand of 40 A, the rate of rise of 
the chopper reference input would be equal to the maximum rate of rise capabilities of 
the chopper. Figure 4.4 illustrates how the chopper linearisation pole works for the 
levitation choppers. The corresponding first order lag transfer function is described by 
equation 4.40 below.
1r ( j ) =  -
1 +  U .U 4 4 3 J  
1 *
equation 4.40
1 + 3 T
4.5.2 Side choppers Using experimental values of R and r  for the side magnets given 
in appendix A.
40 X 0.3 X 0.046 
Ti 48
= 0.0115 seconds 
This corresponds to a lag network given by.
r ( r  ) = -----   equation 4.41
1 + 86
4.5.3 Sum m ary o f chopper linearisa tion  To linearise the chopper response a first 
order lag network as described by equation 4.40 or 4.41 must precede the reference 
inputs of the levitation or side control choppers respectively. This w ill prevent loss of 
modulation during large current excursions such as would be encountered, for 
example, when initially lifting the vehicle.
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5. C on tro lle r design and im plem entation
An existing control strategy proposed by D u n n ^  for levitating the pivoted vehicle was 
adapted and expanded for control of the whole vehicle using a high speed digital 
controller based on the standard digital filter structures developed in chapter 3. 
Control of the tractive mode will be considered in a later chapter.
5.1 C ontro l s tra teg y
The control strategy which had proven successful when applied to the simplified 
pivoted vehicle is shown in figure 5.1. where the block labelled magnet and vehicle 
represents the linearised mathematical model of a specific vehicle mode combined with 
the appropriate magnet model for either the levitation or side magnets. It will be 
shown that the magnet and vehicle model combined with the chopper linearisation pole 
gives a third order plant, hence there are three states available for feedback - position, 
velocity and acceleration. Note that the outer control loop contains an integrator in the 
forw ard path to force a type one system and hence eliminate any steady state 
positional errors.
In the lateral and the yaw modes the acceleration signal was not available. However, 
by relaxing the control requirements it was possible to derive a stable second order 
dominated side mode controller using just displacement and velocity feedback, 
deriving the velocity signal from differentiation of the displacement signal.
5.2 Transducer gains and vehicle constants
5.2.1 Gap transducers The gain of the individual gap transducers was given by.





This states that for a gap of 1 metre the transducer reading would be 62500. The
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coordinate translation matrices as defined in chapter 4 would preserve this gain value
gain at the output of the translation matrices would then be specified as four times the 
individual transducer gains as follows.
By making this simplification a software multiplication at the output of each 
coordinate translation matrix was eliminated.
5.2.2 A ccelerom eters and choppers As with the gap transducers, the accelerometer
2.6), allowing the factor of 1/4 to be removed from the corresponding translation 
matrix (equation 4.2).
5.2.3 Vehicle constants Mass and inertia figures for substitution into the vehicle 
models developed in chapter 4 are derived analytically in appendix D. Radius values 
from the various axes to the force actuators, gap transducers and accelerometers are 
given below,
r T  ~  r R ~  0 . 5  rn
r r  ~  r R ~  0 - 6 2  m
rP — rY = 1.0 m 
5 3  Force ac tuato r models
Using the current feedback choppers described in chapter 2. the controller outputs 
would be required in the form of a current demand signal hi for each mode. A small
but could be simplified by removing the factor of 1/4 from equations 4.1 and 4.5. The
K g = 4 X 62500
= 250000 equation 5.1
gain K a was specified as four times the gain of the individual accelerometers (equation
= 50 equation 5.2
The chopper gain Kc was defined in section 2.8 (equation 2.7),
Kc = 0.2 equation 5.3
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signal linearised model was then required to relate the motor force 8F to the motor 
winding current and gap variations.
5.3.1 G eneral model Now with a winding current of I  amperes and a gap of x 
metres the force F  produced by an electromagnet is given by.
Equations 5.4 and 5.5 are derived from first principles in appendix E. Because the force 
expression was non-linear, it was necessary to linearise expression 5.4 about a working 
point I q. X 0 (appendix E).
Now in each of the levitation and side modes the total force 8Fmode is derived from 
four motors or magnets such that.
where the 8i and 8x are the small signal current and gap excursions, respectively, per 
motor. Values of Km . 7 0 and X 0 are constants specific to either the levitation motors or 
side control magnets.
5.3.2 L ev itation  m otor model The levitation motor constant Km was derived using 
the motor parameters outlined in appendix A.
I 2F  — Km v *X
equation 5.4
where
Km = j t i o N 2A equation 5.5
SF  = 2K„
&Fmo* = 48 F
equation 5.6
= — X 4ttX10-7 X 912 X 11.28X10-3 
2
= 5.869X 10“ 5 equation 5.7
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The working gap X 0 was set by the vehicles nominal ride height of 7 mm. which 
would be the gap per motor limb.
Xo = 1 mm equation 5.8
The standing current 70 was then set according to the steady state force exerted by the
motors to maintain the total vehicle mass at the nominal ride height.
MgF o = — per motor equation 5.94
Re-arranging equation 5.4 and using equations 5.8 and 5.9 it follows that.




390 x  9.81 0.0072
4 5.869X10"5
= 28.25 A equation 5.10
Substituting equations 5.7. 5.8 and 5.10 into equation 5.6 the small signal force
actuator model for each of the levitation modes was written down as follows.
~  270.7(8t — 4036.28* ) equation 5.11
5.3.3 Side m agnet model Substituting the side magnet parameters given in appendix 
A into equation 5.5.
Km = j -  x  47TX 10"7 x  1072 x  3 x l0 -3
= 2.158X10-5 equation 5.12
As with the levitation motors, the working gap X 0 between the side magnets and the 
lateral guidance rails was 7 mm. The standing current 1 0 was set at an arbitrary 
practical level of 15 A to give the force actuator finite gain for design purposes. It can 
be shown how ever^ that the controllers would remain stable even if 7 0 were set to 
zero.
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Substituting the above values into equation 5.6 the small signal force actuator model 
for the side modes was written down as follows.
&Fl .y ~  52.85(6i — 2142.96x) equation 5.13
Once the controller and vehicle models had been proven the standing current in the side 
magnets would be set to zero to conserve energy.
5.4 The heave mode con tro lle r
To illustrate the design procedure used for each of the vehicle modes the heave 
controller will now be considered in detail.
5.4.1 M agnet and vehicle in  th e  heave mode The force actuator (equation 5.11) and 
vehicle heave model were combined as shown in figure 5.2a. The transfer function for 
the overall magnet and vehicle combination was then derived as follows,
-270.7  
390s 2
8l 1 -  210'-- x  4036.2
390s
—0.6942 .equation 5.14
r 2 — 2802
5.4.2 Heave con tro ller design Equation 5.14 was substituted into the controller 
block diagram discussed in section 5.1 to give figure 5.2b. The characteristic equation of 
figure 5.2b was shown to be,
s 4 + s 3P ( l  + 0.69 A2Ka h 2) + s 2(0.6942ATo h -  2802) +
sP (0.69 A2Kgh 0 -  2802) + 0.69A2KKgP  = 0 equation 5.15 
Controller gains K . h 0, h i  and h 2 were then set by comparing the coefficients of this 
characteristic equation with the standard fourth order form given below,
(j 2 + 2 tib)nis + ( o f j i s 2 + 2^2(o„2s +  g>22) = 0 
Expanding,
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J 4  +  S 3 ( 2 £ 1 G ) „  j  +  2 ^ 2 6 > „ 2 )  +  S 2{(aix + (D*2 +  4 ^ 2 ^ n l^ n 2) +
s (2 ^ ( 1)n w 22 + 2£2<o„ 20> 2j) + 6) ^ 0) ^  = 0
Equating coefficients.
2CiO.„, + 2^2w„ 2 = i>(l + 0 .6942^„/!2)
< <  + o>„\ + 4 M 2o>„ w„ 2 = 0.6942*, * ,i> -  2802 
2Ci<o„ ,<o^ + 2^<o„ iw„2i = i> (0.6942*,, h „ -  2802) 
g>„>>„22 =  0 .6942**S,P 
where
= 50 
K g -  250000 
P  = 22 
and
Cl = 0.5. <*„,= 15 
Cj = 1.0. g.„2 = 100
The criteria on which the values of £ and con were based are discussed in detail in the 
controller design s tu d y ^ . although the simple guideline that i2 ^  ^G ),, for 
second order dominance has clearly been satisfied. Substituting the above values into 
equations 5.17 through 5.20,
215 = 22(1 + 34.71 h 2)
13225 = 763.6/z j -  2802
195000 = 22(l73 .55x l03/i0 — 2802)
2.25X106 = 3 .8 1 8 x l0 6iir 
giving.
h 0 = 0.0672
h i  =  21.0







K  = 0.5893
5.5 Roll, p itch  and tw is t mode controllers
The control parameters for the remaining levitation modes will now be derived using 
the same procedure as for the heave controller. The values of £ and o>„ used were the 
same as for the heave controller because experimental re su lts^  had suggested that 
interaction effects were minimised if all the control loops had similar design responses.
5.5.1 The ro ll mode con tro lle r The magnet and vehicle model for the roll mode is 
illustrated in figure 5.3a, for which the transfer function was shown to be.
$xr _  -1 .017
Si s 2 — 3311
The roll mode controller using this model is shown in figure 5.3b, from which the 
following characteristic equation was written down,
s 4 + s 3P (  1 + 1.017Ka h 2) + s 2(1.017Ka h XP  -3 3 1 1 )  +
sP (1.017 Kgh 0 — 3311) + 1.017 KKgP = 0 
Substituting values of P , Ka and Kg and comparing coefficients with the standard 
form,
215 = 22(1 + 5 0 M h 2)
13225 = 1119.03/* 1 — 3311 
195000 = 22(254.3xl03/z0 -  3311)
2.25X106 = 5.595xl06/ir 
giving,
h 0 = 0.048 
/*! = 14.8 
h 2 = 0.172 
K  = 0.402
5.5.2 The p itch  mode con tro ller The magnet and vehicle model in the pitch mode is 
illustrated in figure 5.4a, for which the transfer function was shown to be,
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_ -0 .7648
Si j 2 -  3086.8
The pitch mode controller using this model is shown in figure 5.4b, from which the 
following characteristic equation was written down.
54 + s 3P ( l  + 0 .7 6 4 8 ^  h 2) + s 2(0.1648Kah XP -  3086.8) +
sP (0.7648ATg h 0 — 3086.8) + 0J648K K gP  = 0 
Substituting values of P , K a and Kg and comparing coefficients with the standard 
form.
215 = 22(1 + 38.24/12)
13225 = 841.26/1 j - 3086.8 
195000 = 22 (l9 1 .2 x l0 3/ i0 -  3086.8)
2.25X106 = 4 .2 lX l0 6iT 
giving.
h o — 0.0625 
h i — 19.39 
h 2 = 0.229 
K  = 0.5349
5.5.3 The tw ist  mode con tro lle r The magnet and vehicle model in the tw ist mode is 
illustrated in figure 5.5a. for which the transfer function was w ritten down as follows.
S*t_ _ -1.5835
Si s 2 + s +2110.6
The tw ist mode controller using this model is shown in figure 5.5b, from which the 
following characteristic equation was written down.
j 4 + sHP  + 1 + 1.5835Ka h 2P )  + s 2(P  + 2770.6 + 1.5835Kah xP )  +
sP (2770.6 + 1.5835Kgh 0) + 1.5835KKg P = 0 
Substituting values of P . Ka and Kg and comparing coefficients with the standard 
form,
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215 =  23 + 1741.9/z 2
13225 = 22 + 2770.6 + 1741.9/ij
195000 = 22(2770.6 + 395.9x 103/i 0)
2.25X106 = 8.71X106AT 
giving.
h o = 0.0154
/ i , = 6.0
=  0.1102 
K  = 0.2583
5.6 Side mode contro llers
The method used for designing the side controllers was identical to that applied above 
in the design of the levitation controllers. Acceleration signals, however, were not 
available and it was necessary to relax the specification on the dominant second order
5.6.1 The la te ra l mode con tro ller The magnet and vehicle model in the lateral mode 
is illustrated in figure 5.6a. The transfer function for this model was shown to be.
S*z. _  -0.1355
Si j 2 -  290.4
Figure 5.6b shows the lateral mode controller using the above magnet/vehicle model. 
From figure 5.6b the following characteristic equation was written down.
s 4 + s 3P + s 2(0.1355Kg h xP -  290.4) +
response.
j / >(0.1355ifg / i0 — 290.4) + 0.1355KKg P  = 0 
Comparing this with the standard form of equation 5.16 it follows that.
= p
a .;, + + 4 U 2o.„iW„ 2 = (0 .1355^  h  ,/* -  290.4)
= P (0.\355K ? h 0 — 290.4)
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Equation 5.21 illustrates that without acceleration feedback the values of the closed 
loop paramaters £ and could no longer be chosen independently but were 
constrained by the value of the chopper linearisation pole. P . To fix the closed loop 
paramaters the second order dominance criterion given below was used.
t>2oin 2 ^  5 ^ a )n i equation 5.25
W ith the value of the chopper pole fixed at P = 86 (section 4.5.2) and using equations 
5.21 and 5.25 the following values of £ and 0)„ were chosen.
^  = 0.5. (oni = 10.0 
t,2 — 0.5. 6 ) ^ =  76.0
Substituting the above values into equations 5.22 through 5.24. and using equation 5.1 
for the transducer gain K g .
6636 = 2.9136X106/*! -  290.4 
65360 = 86(33.8 9 x l0 3/i0 “  290.4)
577.6X103 = 2.9136xl06if  
giving.
h o = 0.031 
hi =  2.38X10-3 
K  = 0.198
5.6.2 The yaw  mode con tro ller The magnet and vehicle model in the yaw mode is 
illustrated in figure 5.7a. The transfer function for this model was shown to be.
&xy _  -0 .1193
& j 2 -  255.6
The yaw mode controller using this magnet/vehicle model is shown in figure 5.7b from 
which the following characteristic equation was written down.
s 4 + s 3P + -  255.6) +
sP(0.1193Kgh 0 — 255.6) + 0.1193KKgP = 0 
Substituting values of P and Kg and comparing coefficients w ith the standard form.
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6636 = 2.565x10 bh j — 255.6 
65 360 = 86(29.8x103/ i0 — 255.6)
5 7 7.6X103 = 2.565xl06Ar 
giving.
/ i 0 = 0.034 
h i  = 2.69X10"3 
K  = 0.2252
5.7 Softw are
The software for the controllers was based on the filter test software developed in 
chapter 3, which provided routines to perform the following.
1. Generating timebase interrupts for an interrupt driven control service routine
2. Providing reference inputs to the controllers from the bcpl supervisory program
3. Performing n channel data logging every sample interval
However, to implement in real time the full six degree of freedom controller it was 
necessary to make use of a second processor, with the control task then being 
partitioned between the two processors running in parallel. To facilitate the use of a 
second parallel processor additional software was w ritten to provide high speed inter- 
processor communications and to ensure synchronisation of the two processors.
5.7.1 Inter-processor com m unication The bcpl supervisory program (listing 5.1). 
which would run on the master processor, was extended to include a call to getcomvec 
as follows.
comms.vec := getcomvec(n)
This routine allocates a vector of n contiguous long words from the global backplane 
memory, placing the vectors start address in the global variable comms.vec. This 
address is then communicated using sendpkt* to a simple packet controlled bcpl
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supervisory program running on the remote processor (listing 5.2). This program 
expects one of the following two packet types,
act.init instructs the remote supervisor program to initialise and run the control 
code. The first argument of this packet includes a bcpl address to the 
communication vector described above.
act.selfimm instructs the remote supervisor program to unload itself from the 
processor (self immolate). This is used at the end of the control run.
Once both processors have the address of the communication vector, inter-processor 
communications is then simply a m atter of reading from or writing to agreed locations 
w ithin that vector. It is important, however, that data communicated in this way does 
not overlap two sample intervals. Hence to ensure that the communications vector 
cannot be updated whilst a second processor is partway through reading a set of data, 
the test and set semaphore was introduced.
5.7.2 Test and set sem aphore One of the long words in the communication vector 
was allocated as a semaphore flag for controlling the use of that vector by two or more 
processors. Any processor wishing to access the vector must first interrogate the 
semaphore flag using the 68000 test and set (TAS) instruction. If the vector is busy, the 
semaphore flag will already be set and the processor must wait until the vector is free 
and the semaphore flag cleared by whichever processor was using the vector. When the 
TAS instruction finds the semaphore flag clear, the instruction will automatically set 
the semaphore flag during the same indivisible read-modify-write memory cycle. The 
processor may then freely access the vector, clearing the semaphore flag when finished.
A flowchart showing the use of the communication vector in this way is given in figure 
5.8.
* The use of sendpkt is described in the Tripos Programming g u i d e ^ H l .
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5.7.3 Processor p artitio n in g  and synchron isation  To provide synchronisation of 
the two processors one of the long words in the communication vector was allocated as 
a ready flag. Use of this flag for synchronisation is somewhat dependent on the way the 
control algorithm is partitioned between the two processors. Throughout this thesis all 
controllers were partitioned approximately as follows,
Remote processor - Reads all the vehicle transducers 
Performs coordinate translation 
Calculates controller feedback values 
Master processor - Calculates forward path quantities
Implements chopper linearisation poles 
Performs reverse coordinate translation 
Outputs current demands 
Performs data logging
Figure 5.9 illustrates how this partitioning would be applied, for example, to the 
typical fu ll state feedback controller of figure 5.1.
Assuming that the remote program has already calculated the first set of feedback 
values and set the ready flag, synchronisation is then achieved by forcing the remote 
processor to wait for the flag to be cleared. Then at some time during the interrupt 
service routine on the master processor (usually the beginning) the control program on 
the master processor must read the feedback data and clear the ready flag, whereupon 
the remote processor will proceed to calculate the feedback values for the next sample 
interval. On completion of these feedback calculations the remote processor sets the 
ready flag to indicate that new data is available in the communication vector. 
Assuming that the control program on the remote processor is not longer than the 
interrupt period, then by the time the control program on the master processor is ready 
for new data the ready flag should already have been set. allowing the program to read 
the new data and proceed.
If at any time the control program on the master processor finds that no new data is 
available (indicated by finding the ready flag unset), then a synchronisation fault is 
flagged and the levitation will be aborted by the bcpl supervisory program. This
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situation could arise, for example, if the remote program was inadvertently extended, 
making it too long for one sample interval. Processor synchronisation using the ready 
flag is illustrated in figure 5.10.
Finally, some additional software was required to process the transducer readings.
5.7.4 Gap, velocity  and acceleration signals
Gap signals Height and side gaps were obtained by byte accessing the appropriate 
channel address of the gap transducer interface board detailed in section 2.6.4. This 
board autonomously updates all eight gap measurements every 50 jxs and always 
presents the most recent value, hence avoiding the need for software polling or waiting 
on a result.
Because the gap transducer resolution was 16 fim  . the maximum eight bit relative 
displacement that could be read directly was only 4 mm. In order to cope with greater 
gap variations it was necessary to derive the higher order bits using a software routine. 
Upon rollover of the eight bit value, these high order bits would then be incremented 
or decremented in software according to whether the eight bit gap reading was 
increasing or decreasing respectively between sample intervals.
Gap reading a lgo rithm  The flowchart of figure 5.11 illustrates the basic principle 
used to generate the high order gap bits. The eight bit gap reading is first categorised 
into one of four quadrants (hex).
9\ 00 -» 3.F
92 40 -  IF
93 80 -  BF
9 4 CO -* FF
The algorithm is based on the assumption that the vehicle gaps cannot physically move 
between more than two of these quadrants in one sample interval which, given an 
interval of 1 ms, would correspond to a vehicle gap speed in excess of 2 m/s.* Hence a
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change from quadrant q x to quadrant q A in one sample interval is assumed to be a 
boundary crossing due to a reducing gap. Similarly a change from quadrant q A to 
quadrant q \ in one sample interval is taken as a boundary crossing due to an increasing
gap-
RD_GAP m acro With eight gap measurements to take every sample interval it was 
necessary to use a highly optimised gap reading program in order to avoid swamping 
the processors w ith gap calculations. This program was implemented as a 68000 macro 
assembler definition called RD_GAP (see listing 5.4) for which the flowchart of figure 
5.12 was included to clarify its operation. Note that absolute gap values were obtained 
by adding the relative value to the rest gap value as obtained directly from vehicle 
measurements. These rest gap values are required to be set up using the IN_GAP macro 
(see listing 5.4).
A cceleration signals Although directly available through byte accessing the 
appropriate channel of the A/D board described in section 2.7. it was necessary to first 
filter the 8 bit value so obtained to remove any cumulative d.c. olfset. This was because 
past results obtained from the vehicle^ had shown that a d.c. offset could develop in 
the transducer readings over a period of several seconds, and that ultimately this 
would cause loss of stability. The digitally implemented filter used to remove d.c. 
offset from the accelerometer readings is given by equation 5.26 below.
a.c. acceleration = acceleration reading X — y y  equation 5.26
V elocity signals To avoid cumulative errors, pure integration of the acceleration 
signals was avoided in favour of the digitally implemented transfer function given 
below.
* Results obtained in later sections w ill show that gap speeds during the levitation procedure or step 
response tests are below the suggested transducer lim it of 2 m /s.
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velocity — a.c. acceleration X  ^ ^  ^  equation 5.27
Equations 5.26 and 5.27 were originally proposed by D u n n ^  and have sufficiently long 
time constants as to avoid significantly effecting dynamic acceleration or velocity 
measurements.
Acceleration signals were not available for the side mode controllers, and velocity 
signals were derived by differentiation as follows,
velocity = (new displacement — old displacement ) X —  ---- equation 5.28period
A fu ll set of listings showing the controller implementation using the standard filter 
blocks developed in chapter 3 within the above described structure are included as 
listings 5.1 through 5.9 inclusive.
5.8 Results
Experimental results obtained with the vehicle controller described in this chapter are 
discussed below.
5.8.1 G raph no ta tion  The notation mm/magnet (mm per magnet) used on the 
position-time graphs indicates that the position data has been scaled in terms of 
individual magnet displacements in millimetres. As an example, consider a roll step 
response indicating a mm/magnet increase of 1 mm. This means that the magnet gaps 
at corners 2 and 3 of the vehicle have increased by 1 mm, whereas the gaps at corners 
1 and 4 have decreased by 1 mm, resulting in an overall positive roll (sign conventions 
are defined in section 4.1).
It was felt that scaling the position axes in this way was more meaningful than, for 
example, scaling the data in terms of an actual roll angle in degrees or radians.
5.8.2 L ev itation  response te st Graphs 5.1 and 5.2 show position-time responses of 
the six controlled modes during levitation of the vehicle. The levitation procedure 
represents the worst conditions likely to be encountered by the controllers since the
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levitation magnets are initially working well away from their 7 mm design working 
point.
The roll, pitch, lateral and yaw responses illustrate how quickly the vehicle is levelled 
out and correctly aligned beneath the track despite large disturbances of these modes 
during the levitation procedure. The tw ist controller, however, exhibited a slow first 
order dominant response requiring the best part of the 1.2 second logging period to 
untw ist the vehicle. After carrying out further tests, it was found that the tw ist mode 
would always exhibit a slow first order response, and was largely invariant of changes 
made to the control parameters.
A possible explanation for this twist controller characteristic was given in a simulation 
study performed by D u n n ^  on a rigid vehicle. This study had shown that an offset 
between the vehicles centre of geometry and centre of mass, causing interaction 
between all of the modes, could give rise to very slow first order dominated responses 
from some of the controllers due to conflict between the interacting modes. Since it was 
likely that the vehicles true centre of geometry was not precisely at the centre of mass 
as previously assumed, it was concluded that the tw ist loop response was manifesting 
the above problem.
5.8.3 Step response tests
L ev ita tion  modes Graphs 5.3 through 5.6 inclusive show the step responses of the 
heave, roll, pitch and tw ist modes respectively. In each case the step response was 
centred about the 7 mm working point and was made as large as possible without 
causing the vehicle to go unstable or hit an end stop. Each graph shows the four 
levitation modes, illustrating the minimal interaction that takes place between these 
modes.
Side modes Graphs 5.7 and 5.8 show the step responses of the lateral and yaw mode 
controllers respectively.
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5.8.4 C u rren t dem ands Graph 5.9a shows the heave current demand (in amperes) 
during the heave step response test discussed above. Note that the average standing 
current in the levitation magnets was 28.7 A. very close to the calculated value of 
28.25 A.
Graphs 5.9b and 5.9c show, respectively, the current demands in the roll and pitch 
loops during the above step response tests of the respective controllers. These graphs 
were included to illustrate the small steady state current offsets required to cope with 
minor parameter variations between the motors.
5.8.5 Side con tro l w ith  zero standing c u rre n t Graphs 5.10a and 5.10b show the 
step response of the lateral and yaw mode controllers respectively with zero standing 
current in the side magnets. As expected the controllers maintained stability, but in 
each case the response was far more oscillatory than that obtained with the 15 A 
standing current. It was also noted that there was a small delay before the controller 
could properly react to a physical disturbance. This latter problem gave the outward 
impression of a controller deadband. suggesting to critical observers that the vehicle 
side modes had poor controllers.
Consequently, fu ture controllers should make use of a standing current in the side 
magnets, although this could be significantly less than 15 A. For example, graph 5.11 
shows the step responses of the previously designed lateral and yaw controllers using a 
standing current of 7.5 A. These controllers did not exhibit the deadband problem 
discussed above.
5.9 Conclusions
The main aim of this chapter was to test the validity of the linearised vehicle model 
and also the digital filter algorithms developed in chapter 3. With the exception of the 
tw ist loop, all of the vehicle mode controllers exhibited a good second order dominated 
response, showing that the vehicle model developed in this chapter was sufficiently 
accurate and would respond well to the linear design techniques applied.
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Further investigation of the twist mode controller would be required to determine the 
cause of the control problem encountered. Because the vehicle model for the twist 
mode was derived experimentally (section 4.3.4) it was considered unlikely that this 
model would be significantly inaccurate, and it was decided therefore that the most 
likely cause of the poor tw ist response was interaction between various vehicle modes, 
which would require a multivariable solution.
T im ings To obtain an estimate of processor workload, the total number of processor 
cycles required for the control routines of both the master and the remote processors 
were evaluated (recall that standard times had been derived for the macro defined 
routines). These results are given below as a percentage of the 8000 available processor 
cycles per sample interval,
master processor 82.9%
remote processor 91.8%
Whereas these figures show some useable spare capacity, it should be noted that the 
master processor also runs a low priority bcpl supervisory routine. Hence any increase 
in master processor loading will reduce the spare capacity of that processor, which in 
turn  will adversely effect the response time of the bcpl supervisory program. However 
it was felt that provided the bcpl supervisory program was kept simple the control 
routine could use as much as 90% of the master processor.
If a considerable increase in processing power was required then a third parallel 
processor could be accommodated using the software techniques described in this 
chapter. A preferable solution, however, would be to upgrade the present two 
processor system by using 10 or 12 MHz processors. For example, if both of the 
current 8 MHz processors were to be replaced with 12 MHz versions, the equivalent 
power increase would exceed that provided by a third 8 MHz processor.
A synchronous processors The control software was also tested on two processors 
running asynchronously. This was achieved by using independent 1 ms interrupts on
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the master and remote processors, with no protection against overlapping sample 
intervals. Under these circumstances it was found that sometimes the master processor 
would read the same feedback data twice, invariably causing the controller to go 
unstable. No further work was carried out using controllers implemented on 
asynchronous processors.
Tolerance to  large gap v aria tions It was found that the vehicle was likely to go 
unstable for steady state ride heights of 5 mm or less. This was to be expected since the 
force actuator gains increase dramatically with reducing magnet gap.
Because the vehicles suspension characteristics are constrained by the available magnet 
gap, it was considered important that the controllers should be able to make full use of 
the available gap range under transient conditions. Hence to produce a more viable 
working vehicle there was a clear requirement for making the controller less sensitive 
to large gap excursions.
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GAP macro
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6. S litw id th  modulated choppers using flux feedback
In an attem pt to make the vehicle gains less sensitive to gap variations the levitation 
choppers were re-designed to provide flux control instead of current control. A vehicle 
controller would then issue flux density demands to each of the levitation motors.
The advantage of using flux control is illustrated by equations 6.1 and 6.2 below.
Equation 6.1 illustrates how the force actuator gain based on current control is highly 
sensitive to gap variations, making it difficult for a controller to maintain stability 
after a severe gap disturbance. A much more linear force actuator is achieved by using 
flux control as illustrated by equation 6.2. In this latter case, the gain is independent of 
gap. such that a vehicle control system based on flux control should be able to cope 
with gap disturbances over the full range of available gap.
6.1 Flux m onito ring  coil
To provide flux feedback for the chopper, a flux monitoring coil was placed on the 
surface of one limb of the associated levitation motor as illustrated in figure 6.1. The 
coil length was such as to fu lly  span the four pole motor, effectively forming a shadow 
winding of the levitation winding itself and also minimising any pickup of the a.c. 
tractive field. By using such a coil shape, any interaction between levitation and 
tractive flux would be observed by the flux coil and hence contained within the flux 
loop itself.
Now whereas the coil length must span an even number of motor poles (in this case 
four), the coil width was chosen to minimise the amount of leakage flux passing 
through the coil area (figure 6.2). With reference to figure 6.2 it can be seen that the 
coil should be somewhat smaller in width than the pole face to minimise the pickup of
I 2F  — Km —-  current control 
x 2
equation 6.1




stray  flux which does not contribute towards lift force.
6.2 Equations
Figure 6.3a shows the magnetic circuit for one of the levitation motors, which has two 
series connected windings each of N  turns forcing a flux <f> through two gaps of length 
x  . This arrangement was simplified to that of figure 6.3b, from which the following 
equation was w ritten down.
And for the flux coil, which has N $ turns and area beneath the secondary track 
members,








Provided that «  2x then equation 6.3 can be re-w ritten as follows.
2 N I  = -& — .2x
A Vo
Now = B , henceA
2 N I  = B —  
Vo
g iv in g
B = fi oN I equation 6.4x
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  xj * dB
dt
=  K v equation 6.5
where
K v — N ^ A ^  equation 6.6
K v is the flux coil constant and V^  is the output voltage from the coil due to a flux 
density variation dB I d t .
6.3 Flux co il gain
The flux coil used had the following parameters.
N #  -  10
A + = 2 X 0.06 x  0.038 
= 4.56X10"3 m 2
giving
K v — N  ^ A q
= 0.0456 V / T s ~ l
To check this value of K v , consider the substitution of equation 6.4 in equation 6.5. 
For constant gap.
v  -  v  ^  d I  /: nV $ = K v —-—.-jj- equation 6.7x  dt




K  — K v   equation 6.8x
= 0.0456 X 477X10 7 x  91
7 x l0 -3
= 0.745X10-3 equation 6.9
The above figure represents the gain relating flux coil output voltage to a corresponding 
rate of change of current in the levitation winding at a gap of 7 mm. To check the
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value of equation 6.9, and hence the value of K v , a constant gap test was carried out at 
a gap of 7 mm using a triangular current waveform in the magnet winding to produce 
a square wave output voltage from the flux coil. By measuring the rate of change of 
current and the associated square wave peak amplitude the flux coil gain K v was then 
calculated.
To produce a triangular current waveform within the levitation windings a constant 
current demand was issued to the corresponding current feedback chopper. Under these 
circumstances the action of the slitwidth modulator is such that the load voltage is 
switched to maintain the measured load current within a ±2  A window about the 
constant demand level. Because the slitwidth window is small compared with the 
aiming current of the chopper (see section 2.2.1), a good approximation to a triangular 
waveform is produced.
6.3.1 Results The results from this test are presented below in table 6.1,
(A /s)dt V q (volts) Vi
II
1 -700 -0.75 1.07X10-3
2 800 0.8 l.OxlO-3
TABLE 6.1. Flux coil gain test
These results would suggest that the calculated value of K  was too small. To 
accommodate this the value of K v was increased according to the experimental results. 
Using result 2 in equation 6.8,
fi0N
K  = K v ^ —  x
= l.OxlO-3
Hence
X  = l-QxlQ~3 x  7X10~3 
47TX10-7 X 91
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= 0.0612 V / T . s - 1 equation 6.10
This was the modified value of K v used hereafter. Note that this would suggest that 
the flux coil observes more flux than previously calculated. This was probably due to 
stray flux crossing the gap between motor limbs throughout the length of the motor, 
and not just beneath the secondary track members.
6.3.2 Flux coil buffer am plifier Since the above test generated almost the maximum 
di /dt  likely to be encountered in the magnet winding, the flux coil output voltage of 
0.8 volts would correspond to an approximate maximum flux coil output. Hence to 
bring the flux coil signals to a reasonable op-amp level a buffer amplifier with a gain of 
10 was included. To derive the gap flux density, it was then necessary to integrate the 
flux coil output (as shown by equation 6.5).
6.4 In teg ra to r design
To avoid possible problems with d.c. drift, an a.c. integrator with zero d.c. gain was 
used as shown in figure 6.4. The transfer function of this circuit is derived in appendix 
F and reproduced below.
The filter coefficients were governed by the lowest cutoff frequency achievable using 
practical component values (i.e. R ^  1 M  ft and C ^  10.0 f i F ). Additionally 
appendix F shows that the value of K  is constrained by the requirement that the 
values of R\  and R 2 must be positive. With these limitations taken into account the 
following transfer function was derived.
T { s )  = — CO =
vi
- K s equation 6.11




U i  + r 2) equation 6.14a 0 = — ----------
c 2r ,r 2r1A  2a  3
- 1 6 0 -
T  (5 ) = —------ ------------ equation 6.15
s 2 + s + 0.213
using
C = 10.0 ixF 
R \ — 1 Af ft 
R 2 = 300 K  
R  3 = 200 A"
To overcome the gain constraint of the integrator and to set the overall gain of the a.c. 
flux measurement circuit, a third amplifier stage was added. The overall block diagram 
for the a.c. flux path was then as given by figure 6.5. With reference to this block 
diagram, the overall a.c. gain of the flux measurement circuit was w ritten down as 
follows,
y
—  = K v X K  equation 6.16
where K  is the final stage gain used to set the overall feedback gain as required.
A preliminary gain of 5.0 was set for the a.c. flux measurement circuit, such that a flux 
density of 1 T peak to peak would produce an output voltage of 5 V peak to peak. 
Using equation 6.16,
=  5 0  
0.0612
= 82
Note that the sign of the output voltage was not of any concern here since, if required, 
the flux coil connections could be reversed.
6.4.1 Flux co il/in teg ra to r frequency response The frequency response (gain and 
phase) of the a.c. flux path defined by the block diagram of figure 6.5 was calculated to 
produce graph 6.1. This shows a cutoff frequency of 0.14 Hz (-3 dB), above which the 
output voltage from the integrator would be a good representation of the gap flux
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density independent of gap.
Now to provide a reasonably flat overall flux response from zero frequency a d.c. flux 
gain was also required, having a cutoff frequency corresponding to that of the a.c. flux 
gain.
6.5 D erivation  o f a d.c. flux signal
To provide a d.c. flux signal, equation 6.4 was considered for the given working gap of 
7 mm.
_  47rXlO~7 X 91 j  
7 x l0 “3
= 0.0164 I
However a more accurate figure was obtained by using a flux density measuring 
instrument in the airgap. which yielded the following result.
B  = 0.021 equation 6.17
Now the current I  was available directly from the existing current feedback 
transducer which had a gain of 0.1 V/A. corresponding to an equivalent flux gain of 
5.0 V /T  as required. To provide the 0.14 Hz cutoff, a low pass transfer function as 
shown below was provisionally used, which was the low pass equivalent to that used 
in the a.c. flux path.
T(s  ) = -------0.213------- equation 6.18
s 2 + 5 + 0.213
The hardware realisation of this transfer function is described in appendix F.
6.6 O verall calculated frequency response
The frequency response of the combined a.c. and d.c. flux paths was calculated 
according to the block diagram of 6.6. These results are included as graph 6.2. which 
shows that the crossover characteristic between the a.c. and d.c. flux paths was
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unacceptable due to a sharp fall in gain of approximately 28 dB at a frequency of 0.07 
Hz, together w ith a phase flip from —90° to +90°. To overcome this discontinuity, the 
low pass filter in the d.c. flux path was modified to include a zero as shown below.
rnf \ _  s + 0.213 c <rkl  \s ) — —------------------  equation 6.19
s 2 + s +0.213
Using this modified low pass filter the calculated frequency response for the combined 
flux paths was shown to be completely flat in both gain and phase. The practical 
realisation of equation 6.19 is described in appendix F.
6.7 Chopper m odifications for  flux feedback
To provide the choppers with flux feedback the original current feedback path was 
simply replaced w ith the combined flux measurement circuitry derived above. Figure
6.7 shows the modified chopper control circuit with figures 6.8 and 6.9 providing the 
corresponding pcb layout details. Note that preset resistor PR1 was included to remove 
any d.c. offset introduced by the flux coil integrator circuitry.
The choppers using the modified control boards would operate in exactly the same way 
as with current feedback in that the power switching devices would be slitwidth 
modulated to provide minimum error in minimum time. However with flux feedback 
choppers this error would also be dependent on the magnet gap. so the magnet itself 
would behave quite differently to a magnet using one of the original current feedback 
choppers.
6.8 C onstant gap testing
To check the operation of the choppers using flux feedback a series of constant gap 
frequency response tests were carried out. Of particular interest was the crossover 
region, where the flux feedback switches between a.c. and d.c. flux monitoring. All 
tests were carried out at the working gap of 7 mm. To provide reference signals the 
multiprocessor computer system was used to generate low frequency (0.03 to 15.0 Hz) 
demand sinusoids from one of the D to A channels.
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Results of gap flux density were taken by noting the winding current (using the 
chopper load current transducer) and then using equation 6.17 to translate the 
measured current to an equivalent gap flux density. Recall that equation 6.17 was an 
experimentally derived figure relating measured winding current to actual gap flux 
density at a constant gap of 7 mm.
6.8.1 Flux co il/in teg ra to r frequency  response To test the frequency response of the 
flux coil and integrator a constant flux test was carried out to check that the combined 
gain would fall off at 40 dB/decade at frequencies below about 0.1 Hz (in accordance 
with the calculated response derived in section 6.4.1). Constant gap flux at various 
frequencies was provided by an unmodified current feedback chopper used to set up a 
fixed magnitude a.c. current in the motor winding. Equation 6.17 was then used to 
derive the corresponding gap flux density.
Test results are given in table 6.2 and presented graphically as graph 6.3. This graph 
compared well with the calculated gain response given in graph 6.1. Experimental 
phase results were too difficult to obtain, but it was clear that no significant phase shift 
was present above about 2.0 Hz.
6.8.2 O verall chopper frequency  response Using the modified flux feedback chopper 
w ith variable frequency constant magnitude a.c. flux demands the results presented in 
table 6.3 were obtained. These results show that the measured gap flux was constant 
for all frequencies included in the test, giving a completely flat response about the 
crossover frequency.
It is important to note that the flux frequency response would only be flat for a gap of 
7 mm. If the gap were to be reduced or increased for a considerable length of time (i.e. 
seconds) then the current derived feedback would become stronger or weaker 
respectively. However, because the vehicle controller would be significantly faster than 
the d.c. flux loop it was considered reasonable to assume that any transient variations 
in gap would have no effect on the flux feedback gain.
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To complete the flux feedback study, consideration will now be given to modelling the 
chopper/motor combination under non-constant gap conditions.
6.9 Flux feedback w ith  non-constant gap
To see the effect of gap variations on the flux feedback choppers consider equation 6.4 
reproduced below.
Now gap variations fix were due to a force 8F acting on a motor mass M  as defined in 
equation 6.21 below (for a simple single motor model).
g iv in g .
where
&  I  oXo X «
dB _  ~M qW /q




The force 8F was derived using equation 6.2 as follows.
B 2A
2 flQ
g iv in g
8F _  2BpA 
B 0 2[Iq
- 165 -





where F G is the working point motor force required to overcome gravity. For the 
single motor model F 0 is given by,
F o = Mg equation 6.23
Combining equations 6.20, 6.21 and 6.22 the block diagram of figure 6.10a was derived 
for the variable gap. flux feedback system. From this diagram.
SB = ^  
X o
giving
Si + 2 F °{0 SB
B oMs 2X 0
SB 1 _  MoW 2F qI  q 
X 0 BoMs2X o &
But F 0 = Mg and  ----- = B 0. giving
*  o
SB i — ! * -s 2X 0
MoN
I T *1 A  0
Re-arranging.
SB FqN  s 2
& Xo  _2 _  2g 
^ 0
equation 6.24
This may be represented by the block diagram of figure 6.10b. which is essentially a 
simplified equivalent of figure 6.10a. These figures show that the flux variations due to 
gap changes are contained within the flux loop, as was the original intention of the flux 
controlled chopper design.
Although quantitative variable gap testing was not carried out in this chapter, the 
effectiveness of the flux feedback could be demonstrated qualitatively by setting up the 
standing current in one of the magnets. Under these conditions the vehicle corner could 
be readily lifted with one hand and moved over the full gap range quite easily (with
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density (T ) 








0.03 7.6 0.152 0.113 0.74 -2.6
0.059 7.6 0.152 0.306 2.0 6.1
0.083 7.6 0.152 0.429 2.8 9.0
0.14 7.6 0.152 0.592 3.9 11.8
0.18 7.6 0.152 0.674 4.43 12.9
0.27 7.6 0.152 0.776 5.1 14.1
0.53 7.6 0.152 0.776 5.1 14.1
1.2 7.6 0.152 0.776 5.1 14.1
2.0* 7.6 0.152 0.776 5.1 14.1
4.17 7.6 0.152 0.776 5.1 14.1
7.7 7.6 0.152 0.776 5.1 14.1
10.0 7.6 0.152 0.776 5.1 14.1
15.0 7.6 0.152 0.776 5.1 14.1
* phase shift became insignificant above 2.0 Hz
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Block diagram  of the  com bined a.c. and d.c. flux Figure 6.6
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7. The design and im plem entation o f  a lev ita tion  controller using flux feedback  
choppers
The levitation controller designed previously in chapter 5 was adapted to use the flux 
feedback choppers developed in chapter 6 in place of the original current feedback 
choppers. A detailed description of the design and implementation of this controller 
will now be given.
7.1 Control strategy
A block diagram of the control strategy used for each of the levitation modes is 
provided in figure 7.1. Although in the general form illustrated the control strategy is 
identical to that used in chapter 5. it will be shown that the model of the magnet and 
vehicle combination for each of the four levitation modes is much simplified when flux 
feedback choppers are used. This is because force actuators using flux controlled 
magnets do not exhibit the gap dependent gain characteristic of the original current 
controlled magnets used in chapter 5. It will also be shown that the combination of the 
chopper linearisation pole with the magnet and vehicle model gives a third order plant, 
hence there are three states available for feedback - position, velocity and acceleration.
Note that because the side modes retained the use of current controlled magnets, the 
lateral and yaw mode controllers of chapter 5 were used as before to provide side 
control for the vehicle.
7.2 Transducer gains
The values of gap transducer gain Kg and accelerometer gain Ka were derived in 
chapter 5 (equations 5.1 and 5.2 respectively).
7.2.1 Chopper gain The chopper gain Kc was defined previously in section 2.8 as the 
overall resolution of a D to A converter channel when combined with one of the 
original current feedback choppers. When using the flux feedback choppers, which have 
a nominal gain of 0.2 T/V. the new value of Kc was calculated as follows (recall that
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each DAC channel has an output resolution of 0.02 V/lsb).
Kc = 0 .2 T /V  X 0.02 V/lsb
= 4 x l0 -3 T/l sb
or
Kc 250 equation 7.1
7.3 Force ac tu a to r model
Using the flux feedback choppers, the levitation controller outputs were required in the 
form of a flux density demand signal SB for each mode. Hence a small signal 
linearised force actuator model was required to relate variations in motor force, S F . to 
motor flux density variations. S B .
7.3.1 G eneral model The general expression for the force F  exerted by an 
electromagnet is given in equation 7.2 below.
F  — ^  ^  equation 7.22fi0
Because the relationship between force and flux density is non-linear, it was necessary 
to linearise equation 7.2 about a working point B 0,
ML  =  2 BqA
M  B 0 2Mo




SF  = K m SB equation 7.3
where Km is the motor constant,
equation 7.4
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The constant F 0 is the force exerted by each motor at the working point flux density,
B 0.
Fo =  M jl equation 7.5
Re-arranging equation 7.2 and using equation 7.5 a general expression for the motor 
constant K m was derived as follows.
K m = 2-
B  o







73.2  L ev ita tion  m otor model The value of Km for the levitation motors was 
derived using the motor parameters outlined in appendix A and the vehicle mass 
defined in appendix D,
K m = M&A2 fi0
390 x  9.81 x  11.28X10-3
2 X 47TX10-7
= 4143.8 N  IT equation 7.7
Now in each of the levitation modes, the total force S F ^ '  is derived from four 
motors such that.
SFmode = 4 8F
= 4 X mSB
= 16 .575x l038Z? equation 7.8
Equation 7.8 is the linearised small signal force actuator model used in the design of 
the levitation mode controllers. To illustrate the design procedure, the heave mode 
controller will now be considered in detail.
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7.4 The heave mode con tro ller
7.4.1 M agnet and veh icle in  the heave mode The force actuator (equation 7.8) and
vehicle heave model were combined as shown in figure 7.2a. The transfer function of 
the overall magnet and vehicle combination in the heave mode was then written down 
as follows.
7.4.2 Heave con tro ller design Equation 7.9 was substituted into the general 
controller block diagram discussed in section 7.1 to produce the heave controller block 
diagram of figure 7.2b. The characteristic equation of the heave controller was then 
shown to be.
The controller gains K , h 0, h 1 and h 2 were then set by comparing the coefficients of 
this characteristic equation with the standard fourth order form given below,
s 4 + s 3P (1 + 0.8 5Kah 2) + 0 A5Kah xPs2 +
O.S5KghoPs + 0.8 5KKg P = 0 equation 7.10
(5 2 + 2(1(onis + cd ^ X j2 + 2£2g)n2s + o) 22) = 0
Expanding,
Equating coefficients,
2 ^ 0 ^  + = P(  1 + 0.85 Kah 2)
, + "o2; + ,<»„ 2 = 0.85K„ h jP
+ 2(2a,„u„\  = O.&SK'hoP 






K a = 50
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K g = 250000 
P = 22
For comparison with the controller developed in chapter 5. the same values of <on and 
£ were used.
= 0.5. o>ni = 15 
£2 = 1.0. w„2 = 100 
Substituting the above values into equations 7.11 through 7.14 inclusive,
215 = 22(1 + 42.5/i 2)
13225 = 934.9/z j 
195000 = 4.67x 106/i 0 
2.25X106 = 4 .6 7 x l0 6if  
giving
h 0 = 0.04172 
h x = 14.14 
h 2 = 0.206 
K  = 0.4814 
1J5 Roll, p itch  and  tw is t  mode contro llers
7.5.1 The ro ll mode co n tro lle r The force actuator and vehicle roll model were 
combined as shown in figure 7.3a. The transfer function of the overall magnet and 
vehicle combination in the roll mode was then written down as follows.
_  -6 2 .7  
BB s 2
The roll mode controller using this model is shown in the block diagram of figure 7.3b. 
from which the following characteristic equation was derived.
j 4 + s 3P (1 + 1.245Kah 2) + 1.2 A5Kah xPs2 + 1.245KghoPs + \.2A5KKgP = 0 
Substituting values of P . Ka and Kg and comparing coefficients with the standard 
form.
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215 = 22(1 + 62.27/z 2)
13225 = 1370/2!
195000 = 6 .8 5 x l0 6/20 
2.25X106 = 6.85X106AT 
giving
h q — 0.0285 
h ! = 9.65 
h 2 = 0.141 
K  = 0.3285
7.5.2 The p itch  mode co n tro lle r  The force actuator and vehicle pitch model were 
combined as shown in figure 7.4a. The transfer function of the overall magnet and 
vehicle combination in the pitch mode was then written down as follows.
s*p _  -46 .8  
SB s 2
The pitch mode controller using this model is shown in the block diagram of figure 
7.4b, from which the following characteristic equation was derived.
s 4 + s 3P (1 + 0.936Kah 2) + 0.936Ka h xPs2 + 0.936KghoPs + 0.936KKgP  = 0 
Substituting values of P . Ka an d . K g and comparing coefficients with the standard 
form.
215 = 22(1 + 46.8/2 2)
13225 = 1030/2j 
195000 = 5 .15x l06/20 
2.25X106 = 5.15X106AT 
giving
h o = 0.0379 
h i = 12.84 
h 2 = 0.187
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K  = 0.4369
7.5.3 The tw is t  mode con tro lle r The force actuator and vehicle tw ist model were 
combined as shown in figure 7.5a. The transfer function of the overall magnet and 
vehicle combination in the tw ist mode was then written down as follows.
= -96 .93
SB s 2 + s + 7925
The tw ist mode controller using this model is shown in the block diagram of figure 
7.5b, from which the following characteristic equation was derived.
s 4 + j 3( 1 + P  + 1 .9 3 8 7 ^ /1 2 /0  + s K P  + 7925 + 1.9387tfa h ^P) +
sP{1925 + 1.9387Kgh 0) + \ .9MTKKgP  = 0 
Substituting values of P . Ka and K g and comparing coefficients with the standard 
form,
215 = 23 + 2132.5h2
13225 = 7947 + 2132.5/z l
195000 = 22(7925 + 484.67xl03/i0)
2.25X106 = 10.66X106/ :  
giving
h  o = 1.94X10-3 
h 1 = 2.475 
h 2 = 0.09 
K  = 0.211
To implement the levitation controller using flux feedback choppers, the control 
parameters derived above were substituted into the appropriate levitation mode 
controllers of the vehicle control software introduced in chapter 5.
7.6 Results
For comparison purposes, the levitation response test and the first set of step response 
tests discussed below are identical to those carried out with the levitation controller
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designed in chapter 5. However the main aim behind the development of the flux 
feedback chopper was to facilitate the development of an improved levitation 
controller capable of making full use of the available magnet gap under transient 
conditions. Hence, to fully  test the new controller, a further test was included in 
which the heave step response was logged at various magnet gaps away from the 
nominal magnet gap of 7 mm.
The notation mm/magnet (mm per magnet) used on the position-time graphs indicates 
that the position data has been scaled in terms of individual magnet displacements in 
millimetres (see section 5.8.1).
7.6.1 L ev ita tion  response te s t Graphs 7.1a through 7.Id  inclusive show the 
position-time responses of the four flux controlled levitation modes (heave, roll, pitch 
and tw ist respectively) during the initial vehicle levitation procedure. This procedure 
always represents the worst case situation likely to be encountered by the levitation 
controller. There are two main reasons for this.
1. The levitation magnets are initially working well away from the design working 
point gap of 7 mm.
2. Due to the inevitable differences in magnet parameters and magnet rest gaps, one 
or two magnets will initially lead or lag the other magnets during the levitation 
procedure. This causes the vehicle to lift unevenly, introducing significant 
disturbances to the roll, pitch and tw ist modes.
This latter point is well illustrated by the roll, pitch and tw ist mode responses, which 
also show how quickly the vehicle is levelled out beneath the track during the 
levitation procedure. Note however that the tw ist mode exhibits a predominantly first 
order response, similar to that obtained previously in chapter 5 when the same test was 
performed using a levitation controller based on current feedback choppers. A 
discussion regarding the possible nature of the tw ist mode control problem is given in 
section 5.8.2.
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7.6.2 S tep response tests  Graphs 7.2 through 7.5 inclusive show the step responses of 
the heave, roll, pitch and tw ist modes respectively. Each graph shows the response of 
all four modes during the test, illustrating the minimal interaction that takes place 
between these modes.
7.6.3 Heave step response tests  a t various m agnet gaps Graph 7.6 shows the 
position-time response of the heave mode during a sequence of step response tests 
carried out at three different magnet gaps. Starting from the nominal magnet gap of 7 
mm. the vehicle is first raised by 2 mm to give a gap of 5 mm.* The vehicle is then 
lowered back to the nominal gap. and then lowered by a further 2 mm to give a gap of 
9 mm (note that the magnet rest gap is 10 mm). Finally the vehicle is again raised to 
end the step response test at the nominal gap.
The graph clearly shows that the second order dominated step response characteristic 
of the heave mode is maintained throughout the available magnet gap. This is in 
contrast to the levitation controller used in chapter 5. which was unable to reliably 
accommodate such large gap excursions because the corresponding gain variations in the 
current controlled magnets would cause instability.
7.6.4 The heave mode flux density  dem and Graph 7.7 shows the heave mode flux 
density demand during the heave step response test discussed above in section 7.6.3.
This graph was included to illustrate the way in which the controller adjusts the 
average or d.c. level of the flux density demand signal in order to compensate for 
variations in the d.c. gain of the flux feedback choppers when working at a sustained 
magnet gap other than the nominal magnet gap of 7 mm. These variations occur 
because the d.c. gain of the flux feedback choppers is derived from the magnet current
• A low er gap lim it o f 5 mm w as necessary because the flux monitoring coils positioned on the surface of 
one lim b o f each magnet had a depth o f 3.5 mm. thus reducing the available airgap. Future versions o f the 
LSM's w ould  avoid this problem by incorporating the flux monitoring coil into the magnet surface at the 
time o f m anufacture.
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(see section 6.5) and is only a valid representation of the flux density at the nominal 
magnet gap. With reference to the corresponding step response, it can be seen that the 
overall characteristics of the levitation controller are not influenced by this effect. 
There are two main reasons for this.
1. The controller can easily follow the low frequency gain variations
2. The a.c. gain of the flux feedback chopper, which is independent of absolute gap. 
has an extremely low cutoff frequency of 0.14 Hz (-3 dB point, see section 6.4.1).
7.7 Conclusions
The main aim of this chapter was to show that the flux feedback choppers developed in 
chapter 6 could be incorporated into a levitation controller design to enable the vehicle 
to make full use of the available magnet gap under transient conditions. The 
requirement for better use of the magnet gap was established in chapter 5. in which a 
controller based on current feedback choppers was shown to be unable to reliably 
accommodate large gap excursions due to the gap dependent gain of the current 
controlled magnets. This problem is eliminated when flux controlled magnets are used 
because the variations in magnet current required to cope with gap fluctuations are 
contained entirely within the choppers flux feedback path.
This point was reflected in the form of the linearised small signal force actuator model 
derived in section 7.3 (equation 7.8), which was shown to be a constant gain with no 
gap dependent term. The experimental results presented in section 7.6.3 clearly show 
that the controller design based on this force actuator model would maintain a good 
second order dominated response at both the upper and lower limits of the available 
magnet gap. in addition to the nominal magnet gap.
Now it was shown previously in chapter 6 (section 6.8) that the low frequency d.c. 
gain of the flux feedback choppers would be correct only at the nominal magnet gap of 
7 mm. and would vary accordingly if other magnet gaps were sustained for any
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appreciable length of time (i.e. seconds). The experimental results presented in section
7.6.4 show that, in practice, the levitation controller could easily track these low 
frequency gain variations by making minor adjustments to the average flux density 
demand levels.
In addition, the step response tests carried out in section 7.6.2 compare well w ith the 
corresponding results obtained from chapter 5 (see section 5.8.3). thus providing 
further verification of the vehicle model derived in chapter 4.
To summarise, the flux feedback chopper/magnet combination offers the control design 
engineer a much improved force actuator which virtually eliminates the gap dependent 
gain characteristic of the simpler current controlled magnet. This allows the designer to 
make full use of the available gap when studying the suspension characteristics of the 
vehicle under levitation control.
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8. The design and im plem entation o f a pole position transducer system
The design of a non-contact transducer system for monitoring the position of the 
secondary track members will now be described. This system was primarily developed 
to provide a pole position feedback signal for each of the 3-phase inverter units, thus 
providing the mechanism for operating the linear synchronous motors at a constant 
torque angle of ±90° as discussed previously in section 2.1.1.
The transducer output can also be read by the multiprocessor system (using the 
interface board described in section 2.9), and hence can be used to derive relative 
position and velocity signals for a tractive mode controller implemented as part of a 
combined vehicle control program.
8.1 General description
The pole position transducer is essentially comprised of an array of tw enty metal 
detection circuits arranged underneath the secondary track members and equally 
spaced at 10 mm intervals over the 0.2 m pitch of these members. A dedicated 
microprocessor system is then used to decode the outputs of the sensor array to 
generate the corresponding six bit linear pole position signal required by the 3-phase 
inverters (see section 2.3.5). By using a microprocessor for this decoding function, 
other facilities such as polarity reversal and phase offsets are easily incorporated into 
the transducer software.
8.2 M etal sensing technique
Each metal detection circuit uses an induction balance technique commonly found on 
some types of commercial ‘treasure hunting’ metal locators, but which is otherwise 
rarely used. The block diagram of figure 8.1 shows the main elements of an induction 
balanced metal detection system.
Now it can be seen from the diagram that the transm itter coil is constantly energised 
with an unmodulated RF carrier whilst the receiver coil, which is coplanar with the
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transm itter coil, forms the front end of a tuned receiver circuit. However, the key 
feature of the induction balanced system, and the feature by which the system is 
named, lies in the arrangement of the transm itter and receiver coils with respect to one 
another.
By careful positioning of the transm itter coil over the receiver coil, a balance or null 
point can be found for which there is no detectable pickup of the transmitted RF in the 
receiver coil. To understand this effect, it should be noted that the use of an 
overlapping coil arrangement means that the radiated flux field from the transm itter 
coil passes through the receiver coil in both directions. It follows that the null point 
occurs when the total or net flux contained within the area of the receiver coil is 
precisely zero. Once the null point has been established, any metal introduced into the 
vicinity of the coil array will disturb the flux balance, thus producing a corresponding 
amplitude modulated RF output signal from the receiver coil.
As with other balanced measurement or detection techniques, the induction balanced 
metal detection system described above is inherently very sensitive. Consequently the 
receiver circuitry can be kept simple, which is an important consideration when 
twenty or more such circuits are required.
The complete pole position transducer system based on this metal detection technique 
is represented by the block diagram of figure 8.2. Specific details of each of the units 
making up the system will now be given.
8.3 Sensor co il array
The sensor coil array is comprised of twenty four identical receiver coils overlapping 
one limb of a common transm itter coil and equally spaced at 10 mm intervals along 
this limb. Figure 8.3 shows a plan view of the prototype sensor coil array used in this 
study and provides the essential dimensions and winding details of the transm itter and 
receiver coils. Note that two dummy receiver coils were included at each end of the
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active array of tw enty coils to ensure good uniformity of the transmitted source field 
over the fu ll width of this array. Although these additional sense coils must also be 
connected to duplicate receiver circuits in order to be effective. the corresponding 
receiver outputs are not used by the microprocessor system in the decoding process.
8.3.1 S etting  up procedure Because the precise balance point of each receiver coil is 
highly sensitive to coil geometry and alignment, it is necessary, but not sufficient, to 
employ very accurate construction techniques for manufacturing the sensor array. In 
practice it is also necessary for each individual sensor to be fine-tuned by energising the 
transm itter coil and then adjusting the alignment of each receiver coil to obtain a null 
indication from the corresponding receiver circuit. This alignment m ust then be 
preserved by setting the individual receiver coils in an epoxy resin such as Araldite.
Further, during the initial setting up procedure of the prototype coil array, it was 
found that the precise alignment required to balance any given receiver coil would be 
affected by any imbalance in an adjacent receiver coil. It follows that the sensor coil 
array m ust be built up one coil at a time, with each new coil being correctly aligned, 
balanced and set before the next coil can be placed.
8.4 T ransm itter board
The transm itter coil of the coil array described above is continuously energised with an 
unmodulated 130 kHz carrier signal generated by an oscillator circuit on the 
transm itter board. This board also provides an adjustable d.c. reference signal for 
setting a common threshold level in each of the twenty four receiver circuits. The 
following circuit description is made with reference to the transm itter board circuit 
diagram of figure 8.4. Figure 8.5 provides the corresponding board layout details.
The transm itter coil (denoted by LI in the diagram), in conjunction with capacitors Cl 
and C2. forms the tuned load circuit of a single transistor Colpitts oscillator based on 
transistor TR1 and associated components. In this application, where C2 »  C l. an 
approximation to the oscillator frequency /  can be written down as follows^25!.
0.47X10”3 x  3.3X10”9 
= 128 kHz
The value of transm itter coil inductance LI was determined using an inductance 
bridge.
When tested, using a single rail 12 V supply, the oscillator frequency was found to be 
130 kHz. whilst the corresponding voltage swing on the transm itter coil LI was 50 V 
peak to peak.
The remainder of the transm itter board circuitry provides an adjustable d.c. reference 
source derived from resistor R5. zener diode ZD1 and preset potentiometer PR1. As 
mentioned previously, this reference signal is used to set the threshold level in each of 
the receiver circuits, and does not form part of the transm itter circuitry.
8.5 Four channel receiver board
The full implementation of the pole position transducer system required twenty four 
separate receiver circuits to monitor the outputs of the sensor coil array described in 
section 8.3. This was achieved using six standard size boards (100 mm by 220 mm), 
with each board comprised of four identical receiver circuits together with a four 
channel comparator to provide the threshold detection and microprocessor interface. 
The following circuit description is made with reference to the four channel receiver 
board circuit diagram of figure 8.6. Figure 8.7 provides the corresponding board layout 
details.
Considering channel one. the receiver coil (denoted by LI in the diagram), in 
conjunction with the series combination of capacitors Cl and C2, forms a tuned circuit 




associated components. The use of a tuned input circuit ensures that the amplifier is 
particularly sensitive to the transmitted RF carrier signal whilst rejecting unwanted 
signals. Now this amplifier was originally developed as part of a metal detection 
system having maximum sensitivity. In practice, however, the pole position transducer 
application requires the detection of relatively large amounts of metal (namely the 
secondary track members), for which a less sensitive receiver coil must be used if 
saturation of the receiver amplifier is to be avoided. This was achieved by including 
resistor R1 in parallel with the receiver input, thus reducing the effective sensitivity of 
the corresponding receiver coil.
The output of the amplifier stage, which is in the form of an amplitude modulated 
carrier frequency, is a.c. coupled to a standard a.m. detector circuit comprised of 
germanium diodes D1 and D2. capacitor C5 and resistor R7. This circuit demodulates 
the RF carrier to derive the corresponding amplitude enevelope signal, which directly 
represents the level of flux imbalance in the associated receiver coil. The comparator 
circuit of ICla is then used to compare the envelope signal w ith the fixed d.c. reference 
provided by the transm itter board discussed in section 8.4. The output from this 
comparator, which is an open collector signal, is pulled low when the amplitude of the 
envelope signal exceeds the d.c. reference level.
8.5.1 Receiver bandw idth  The receiver bandwidth is governed primarily by the time 
constant of the output filter in the detector circuit, which in turn is determined by 
capacitor C5 and resistor R7. It is easily shown that the -3 dB frequency. /  0. of this 
filter is given by equation 8.1 below.
/  o = -  - j  - - equation 8.1ZTTU 7
Hence
1
2 n  x  2 2 X 1 0 " 9  x  1 0 X 1 0 3
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= 723H z
When applied to the pole position transducer system, the receiver frequency response 
determines the maximum frequency at which the secondary track members can be 
detected passing over the sensor coil array. With a pitch of 0.2 m between these 
members, the corresponding vehicle speed at the -3 dB frequency derived above would 
be 144 m /s or 520 km /hr.
8.6 Receiver m on ito ring  board
The receiver monitoring board includes tw enty driver/LED circuits to provide a visual 
indication of the output status of each receiver circuit. Figure 8.8 provides the circuit 
diagram for this board and figure 8.9 provides the corresponding component layout 
details.
8.7 Z80 m icroprocessor board
The Z80 microprocessor board is used to decode the outputs from the tw enty active 
receiver circuits to produce a corresponding six bit transducer output signal 
representing the position of a secondary track member within the 0.2 m span of the 
active sensor coil array. A description of the decoding algorithm implemented on the 
microprocessor board will be given in section 8.8. The following circuit description is 
made with reference to the Z80 microprocessor board circuit diagram of figure 8.10. 
Details of the circuit board layout and front panel assembly are provided by figures 
8.11 and 8.12 respectively. Because the Z80 microprocessor board uses the Z80 series 
of devices in a completely standard way^26 ,^ only those features which are particularly 
relevant to the pole position transducer system will be described.
8.7.1 Program  m em ory The microprocessor board includes a socket for an 8k x8 or 
\6k  x8 EPROM device. IC2. which would contain the fixed program segments of the 
software to be implemented. Static RAM device IC3 provides a further 2k xS of 
read/write memory for the processor stack and system variables.
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Using this arrangement, it is necessary to provide the microprocessor system with pre­
programmed EPROM based software developed on another machine. The pole position 
transducer software used in this study was written in standard Z80 assembler^27  ^on a 
DEC microVAX computer system. Using the same system, the program was then 
assembled into the corresponding object code (approximately 300 bytes) and blown 
into an 8# x8 2764 EPROM device.
Table 8.1 below provides the addressing details of the two memory devices making up 
the microprocessor board program memory.
Device Address (hex)
EPROM (8* x8) 
EPROM (16* x8) 
RAM (2* x8)
0000 -  1FFF 
0000 -  3FFF 
8000 -  87FF
TABLE 8.1. Microprocessor board memory map
8.7.2 Inpu t ports Three 8-bit input ports are included on the microprocessor board to 
provide an interface to the twenty active receiver circuits described in section 8.5.
Considering input port 0. each of the eight input lines are connected to one of eight 
corresponding pull up resistors in resistor pack RP4. which is required because the 
receiver circuits provide open collector output signals. These signals are then 
interfaced to the microprocessor data bus using IC6. which is an inverting tri-state 
octal buffer device.
Table 8.2 below provides the address of each input port within the 10 memory map of 
the microprocessor board. To read a given input port, the microprocessor simply 







TABLE 8.2. Input port addressing
8.7.3 O utput ports and f ro n t  panel d isp lay  To output the decoded pole position 
value, the microprocessor board provides two latched eight bit output ports together 
with a two digit seven segment LED display.
The parallel eight bit data for output port 0 and output port 1 is derived from the 
microprocessor data bus using two eight bit latch devices. IC9 and IC10 respectively. 
Latched data is then presented to the two 9-way D-type sockets. J2 and J3, mounted 
on the front panel of the microprocessor board. In the pole position transducer 
application, the two output ports were used to output duplicate copies of the decoded 
pole position reading. In general, however, these two ports are quite separate and can be 
accessed independently by the microprocessor.
The two digit seven segment display is elfectively decoded as a third latched eight bit 
output port. This is achieved by using a packed bed (binary coded decimal) number 
format for the two display digits, such that the data for the most significant digit is 
provided by the upper four bits of the data bus, whilst the data for the least significant 
digit is provided by the lower four bits of the data bus. The display driver using this 
format is comprised of two bcd-to-decimal decoder/driver devices. IC16 and IC17, 
which provide direct drive to the most significant and least significant digits 
respectively.
Table 8.3 below provides the addressing information for the two output ports and 
front panel display of the microprocessor board. To update a given output port or 








TABLE 8.3. Output port addressing
8.7.4 Timebase in te r ru p t fa c ility  To provide a programmable timebase interrupt 
facility, the microprocessor board includes a standard Z80 CTC device (counter-timer 
circuit). IC4. This device, which supports the Z80 vectored interrupt structure, 
provides four independent and fully  programmable counter-timer channels. Table 8.4 
below provides the IO address of each of the four channels. The corresponding 







TABLE 8.4. Z80 CTC addressing
8.8 T ransducer so ftw are
The pole position transducer software is required to decode the outputs from the 
tw enty active receiver circuits to produce a corresponding six bit binary coded 
transducer output representing the position of a secondary track member within the
0.2 m pitch of these members. A discussion regarding the derivation and software 
implementation of a suitable decoding algorithm will now be given.
8.8.1 N otation In the following text, the term sensor will be used to denote a sensor 
coil/receiver circuit combination. Thus an asserted or true receiver output is referred to
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as an on sensor, whilst a negated or false receiver output is referred to as an off sensor. 
Individual sensors within the active array are numbered consecutively from 0 to 19.
8.8.2 The decoding a lgo rithm  In the simplest case, in which there is just one on 
sensor, it is clear that the position of the track member corresponds to the point 
immediately above that sensor. Further, this position can be uniquely identified by 
using the associated sensor number. In practice, however, six categories of sensor 
pattern can be identified. These patterns are represented by figures 8.13a through 8.13f 
inclusive, and are summarised below.
1. All sensors off
2. All sensors on
3. One group of on sensors
4. Two groups of on sensors with wraparound
5. Two groups of on sensors without wraparound
6. Three or more groups of on sensors
It can be seen that categories 3 and 4 represent valid sensor patterns, whilst categories
1, 2. 5 and 6 represent invalid sensor patterns which must be ignored. Of the two valid
categories, category 3 is the simplest to decode and will be considered first.
One group o f on sensors A sensor pattern comprised of just one group of on sensors 
corresponds to the situation in which there is a single track member above the sensor 
array. It follows that the corresponding position of this member, which is defined by 
the centre of the group of on sensors, can be written down using equation 8.2 below,
i group end + group start . „ _pole position = c  c---------------  equation 8.2
where group start and group end are, respectively, the sensor numbers corresponding 
to the first and the last on sensors in the on sensor group, as shown in figure 8.14a.
Using this equation, the position value would range from 0 to 19^  in steps of xh. A  
preferable integer range from 0 to 39 is obtained using equation 8.3,
pole position = group end + group start equation 8.3
This equation provides the algorithm for decoding a sensor pattern comprised of a 
single group of on sensors.
- 208 -
Two groups o f on sensors w ith  w raparound  When the active sensor array is 
between two track members, the two members will energise one or more sensors at 
opposite ends of the array, thus producing a sensor wraparound pattern comprised of 
two groups of on sensors.
To decode this pattern, it is useful to consider the sensor array as a continuous ring of 
sensors, in which sensor 0 is effectively adjacent to sensor 19. Using this concept, it can 
be seen that the wraparound sensor pattern is. in fact, comprised of a single group of 
on sensors. It follows that the effective position of the track member can be decoded 
using equation 8.3 as before. To use this decoding algorithm, however, the sensor 
numbers across the ring boundary must be continuous. This is achieved by adding 
twenty to the sensor numbers in the first group of on sensors, such that sensor 0 
becomes sensor 20, sensor 1 becomes sensor 21. and so on. This procedure, which 
effectively appends the first on sensor group onto the end of the second on sensor 
group, is represented graphically in figure 8.14b.
With reference to this diagram, the equation for decoding the wraparound sensor 
pattern can be derived from equation 8.3 as follows.
pole position = group end + 20 + group start equation 8.4
This equation decodes the wraparound sensor pattern by effectively extending the 
sensor array beyond sensor 19. As it stands, however, equation 8.4 does not maintain 
the transducer ring concept discussed above, and it is now possible for the decoded pole 
position value to exceed the range limit of 39. To overcome this problem, and restore 
the ring concept, it is necessary to subtract 40 from the decoded pole position value 
whenever this value exceeds the range limit.
The flowchart of figure 8.15 illustrates the complete decoding algorithm incorporating 
equations 8.3 and 8.4 derived above. This flowchart shows that the majority of the 
algorithm is concerned with sequentially scanning each sensor in the active sensor 
array to determine the sensor positions corresponding to the group start and group end
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pointers. Provided that the sensor pattern is found to be valid, these two pointer values 
are then used to derive the corresponding pole position value. If. however, an invalid 
sensor pattern is identified, then the decoding process is aborted and the previous valid 
pole position value is carried over w ithout being updated.
8.8.3 Softw are im plem entation  An assembly code listing of the pole position 
transducer software is included as listing 8.1. In addition to implementing the decoding 
algorithm derived above, this software also includes conditional assembly statements 
which can be used to invoke optional phase reversal and phase offset routines. The 
phase reversal routine is used to reverse the direction of the transducer system by 
subtracting the decoded pole position value from 39. The phase offset routine is used to 
adjust the output phase of the transducer system to give a precise 90° torque angle 
when used in conjunction with the 3-phase inverters and linear synchronous motors.
Finally, an optimised fixed coefficient multiplication routine is used to convert the 
decoded position value into an equivalent six bit transducer output in the range 0 to 
63. The required algorithm was derived using equation 8.5 below (recall that the 
decoded pole position value ranges from 0 to 39).
output = decoded pole position X
=  decoded pole position X ( l  + 1/2 + 1/8 + 1/32) equation 8.5
When presented in this way, it can be seen that equation 8.5 can be implemented as an 
optimised series of shift/add instructions without the need to resort to a generalised 
multiplication routine.
8.8.4 Resolution Using an array comprised of tw enty sensors, it has been shown that 
forty separate pole positions can be resolved. With this array spanning 0.2 m. it 
follows that the resolution of the pole position transducer system is given by equation
8.6 below.
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resolution =  —1—
40
= 5 mm equation 8.6
8.9 S etting  up procedure
8.9.1 M echanical a lignm ent The prototype sensor array was mounted on the vehicle 
chassis beneath one set of secondary track members as shown in figure 8.16. This 
diagram also shows the position of the corresponding transducer electronics, which 
were mounted on the vehicle chassis using a single rack system comprised of the six 
receiver boards, the receiver monitoring board, the transm itter board and the Z80 
microprocessor board. Each receiver circuit was connected to the corresponding sensor 
coil using a 0.5 m length of twin screened cable.
The gap of 35 mm between the sensor array and the secondary track members 
corresponds to the rest gap. in which the effective ride height of the vehicle is 10 mm. 
It follows that when the vehicle is levitated to a ride height of 7 mm. the working gap 
of the sensor array will decrease to 32 mm. Hence the percentage variation in the 
sensor gap is less than ten percent. In practice the transducer system was shown to 
work equally well at any vehicle ride height within the available 10 mm working gap 
of the linear synchronous motors.
It is important to note that the sensor array is actually positioned to one side of the 
track, such that only the receiver coils pass beneath the secondary track members 
whilst the much larger transm itter coil is kept clear. This alignment ensures that the 
output-position characteristic of a given receiver circuit w ill exhibit a high peak when 
the corresponding receiver coil is directly beneath the centre of a track member.
8.9.2 Receiver ca lib ration  The remainder of the setting up procedure is concerned 
with the calibration of the twenty four receiver circuits. For the prototype system, 
this was achieved by first setting the common receiver threshold level to 3.0 V using 
preset potentiometer PR1 on the transm itter board. This level corresponds to
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approximately half the full scale output capability of the four a.m. detector circuits on 
each receiver board. Starting with either one of the outermost dummy sensors, and 
working consecutively along the sensor array, the corresponding receiver circuits are 
then adjusted to give an asserted output over a ±20  mm position variation about the 
centre line of a track member. This corresponds to the output-position characteristic of 
each receiver having a width of 40 mm at the common receiver threshold level (this 
receiver parameter will hereafter be referred to as the threshold width ).
With a sensor coil spacing of 10 mm, it follows that at any one time the active sensor 
pattern will be comprised of approximately four on sensors. These will be arranged 
either as a single continuous group or as two groups in a wraparound pattern. This can 
be verified by moving the vehicle along the track whilst observing the LED indicators 
on the receiver monitoring board. Finally, to complete the setting up procedure, the 
decoded position value displayed on the Z80 microprocessor board should be verified 
for various valid and invalid sensor patterns.
8.9.3 Receiver characteristics  The receiver calibration procedure described above 
ensures that each of the tw enty active receiver circuits has a similar output-position 
characteristic at the given sensor gap of 35 mm. This characteristic, which has a 
threshold width of 40 mm. ensures that the sensor pattern is always comprised of 
approximately four on sensors arranged symmetrically about the centre line of a track 
member.
In practice, however, each receiver characteristic is dependent on the sensor gap. which 
in turn will vary according to the vehicle ride height. Hence, in order to assess the 
performance of the transducer system at various vehicle ride heights, a series of tests 
were carried out to determine the output-position characteristics of one of the receiver 
circuits at three different sensor gaps.
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Results The results from these tests are included in table 8.5 and presented 
graphically as graphs 8.1a through 8.1c inclusive (corresponding to sensor gaps of 35 
mm. 30 mm and 25 mm respectively).
These graphs demonstrate that, in general, the threshold width of a given receiver 
circuit will increase as the sensor gap is decreased. This has the effect of increasing the 
number of on sensors making up a given sensor pattern, although it can be seen that 
the symmetry of this pattern about the track member position is not affected. Because 
the decoded pole position value is calculated as the centre point of this group of on 
sensors (see section 8.8.2), it follows that the performance of the overall transducer 
system will be completely unaffected by the gap dependent variations in the receiver 
characteristics.
8.10 Sum m ary
The main aim of this chapter was to present the design and implementation details of a 
prototype pole position transducer system for use on the levitated vehicle. This was 
achieved by first introducing the induction balanced metal detection techniques upon 
which the system was based. The inherently high sensitivity offered by this technique 
was used to minimise the complexity of the transducer system (by minimising the 
component count), whilst also simplifying the calibration procedure.
Using an array of twenty such metal detector sensors together with a dedicated 
microprocessor system for decoding the corresponding sensor patterns, the transducer 
system achieves a resolution of 5 mm and provides a six bit digital output representing 
the position of a track member within the 0.2 m pitch of these members.
Finally, results obtained from the prototype system demonstrate that large variations 
in the sensor gap can be tolerated without degrading the system performance. This 
ensures that the transducer system will function correctly at any vehicle ride height 




Detector output voltage (V)
Gap = 35 mm Gap = 30 mm Gap = 25 mm
0 0.0 0.0 0.2
5 0.0 0.0 0.2
10 0.0 0.0 0.2
15 0.0 0.0 0.3
20 0.0 0.0 0.4
25 0.0 0.0 0.6
30 0.0 0.0 0.8
35 0.0 0.0 1.1
40 0.0 0.2 1.6
45 0.0 0.4 2.2
50 0.0 0.9 2.9
55 0.4 1.5 3.6
60 0.8 2.2 4.2
65 1.4 2.9 4.6
70 2.1 3.6 5.0
75 2.6 4.1 5.2
80 3.2 4.4 5.4
85 3.6 4.7 5.5
90 3.8 4.8 5.6
95 4.0 4.9 5.7
100 4.1 4.9 5.7
105 4.0 4.9 5.7
110 3.8 4.8 5.6
115 3.6 4.6 5.5
120 3.2 4.3 5.4
125 2.6 3.9 5.2
130 2.1 3.4 4.9
135 1.5 2.7 4.6
140 0.9 2.0 4.1
145 0.4 1.4 3.5
150 0.1 0.8 2.5
155 0.0 0.4 2.2
160 0.0 0.1 1.6
165 0.0 0.0 1.2
170 0.0 0.0 0.8
175 0.0 0.0 0.6
180 0.0 0.0 0.5
185 0.0 0.0 0.4
190 0.0 0.0 0.3
195 0.0 0.0 0.2
TABLE 8.5. Receiver characteristics
Receiver
o u tp u t
(V )
a) 35 mm sensor gap ^
b) 30 mm sensor gap
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Z80 microprocessor board front panel assembly Figure 8.12
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a) All sensors off
b) All sensors on
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9. Combined veh icle  testing
Testing of the vehicle in combined levitative and tractive modes will now be carried 
out. This was achieved by combining the levitation and side mode controllers used in 
chapter 7 with an additional tractive mode position controller which could move the 
vehicle to any desired position on the track. Because only a short length of track was 
available, it was considered impractical to implement a velocity controller as this 
would not give adequate control of the rest position of the vehicle. The controller 
discussed will incorporate and demonstrate regenerative braking - an essential feature 
of any levitated vehicle in which there is no physical contact with the track.
An additional switching or bang-bang controller was also implemented to continuously 
cycle the vehicle between two track positions at constant maximum thrust. This 
controller would subject the vehicle to consistently high rates of acceleration, and was 
therefore useful when investigating any interaction effects that might exist between the 
levitative and tractive modes of the vehicle.
The effects of track irregularities encountered when moving the vehicle will also be 
demonstrated.
9.1 The LSM in  the tractive mode
Provided that the pole position transducer discussed in chapter 8 is used to maintain 
the linear synchronous motors at a constant torque angle of ± 90°, then the tractive 
thrust from each motor is proportional to the product of the d.c. field current and the 
rms value of the corresponding 3-phase armature current. Hence by maintaining the 
d.c. field current at a reasonably constant level (consistent with steady lift), the 
behaviour of the LSM is similar to that of a simple d.c. motor. Additionally, by 
reversing the polarity of the 3-phase armature currents ( not the phase sequence), the 
a.c. flux distribution of each LSM primary member will be inverted and the torque 
angle will toggle from + /—90° to —/+90° . This has the effect of reversing the direction 
of thrust (see section 2.1.1 and figure 2.3), thus providing a forward/reverse facility
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and regenerative braking mechanism.
It follows that, in order to maintain fu ll control of the linear synchronous motors in 
the tractive mode, a controller must provide two output signals to the 3-phase 
inverter.
1. A proportional demand signal for setting the rms level of the 3-phase armature 
currents. This would provide the LSM thrust control.
2. A polarity demand signal for controlling the thrust direction.
Further, to provide closed loop control, the tractive mode controller inputs would 
include position and velocity feedback signals derived from the pole position 
transducer reading.
9.2 Position and velocity  signals in  th e  trac tiv e  mode
Relative position and velocity signals were derived from the pole position transducer 
signal, which has a resolution of 5 mm and provides a six bit digital output 
representing the position of a secondary track member within the 0.2 m pitch of these 
members. This output rolls through zero and repeats as each track member passes over 
the sensor array.
9.2.1 R elative position m easurem ent Because of the transducer roll over described 
above, the maximum relative position displacement that could be read directly was 
only 0.2 m. In order to provide a position signal spanning more than one pitch of the 
track members, it was necessary to derive higher order bits using a software routine. 
Upon rollover of the transducer reading . these high order bits would be incremented 
or decremented in software according to whether the six bit position reading was 
increasing or decreasing respectively between sample intervals.
This requirement is identical to that encountered previously in chapter 5. in which it 
was necessary to derive the high order bits of the gap transducer readings by using a 
software routine in the form of an assembler macro definition called RD_GAP (see
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section 5.7.4). By converting the six bit pole position transducer reading into an eight 
bit value (by multiplying by four or using two left shifts), it was possible to use the 
RD_GAP macro directly to provide a relative position signal in the range of 0 to ± 25 
m in 5 mm steps. The gain of this position signal. Kp . was defined as follows.
This equation states that if the vehicle was moved one meter along the track, the 
position signal would indicate a relative change of 1260.
9.2.2 The velocity  signal In chapter 5 a velocity signal for the side mode controllers 
was derived by evaluating the change in measured gap over the sample interval and 
then dividing this figure by the sample period Ts ,
However, with a sample period of 1 ms, and because the position signal in the tractive 
mode is quantised into 5 mm steps, it can be seen that the position signal over one 
sample interval would never change by more than the quantisation level at speeds 
below 5 m s-1. A more meaningful velocity signal was derived by accumulating the 
changes in position over fifty sample intervals and then dividing this accumulated total 
by the time interval of 50 ms (i.e. multiplying by 20). The velocity algorithm using 
this technique is illustrated by the flowchart of figure 9.1.
Note that this method of accumulating position changes over an extended time interval 




resolution — — -63 X 4
= 0.7936X10~3 m /lsb
Hence
Kp = 1260 equation 9.1
velocity new position — old position
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differentiation noise.
9.3 The LSM thrust constant
It was stated previously that the tractive mode thrust produced by each LSM when 
operated at a constant torque angle of ± 90° would be proportional to the product of 
the d.c. field current and the a.c. armature current. Now for design purposes the 
values of d.c. field current in each of the four motors have been assumed to be equal 
and constant, corresponding with that required to support the total vehicle mass in 
steady state conditions. It follows that the tractive thrust produced by each LSM can 
then be related to the corresponding a.c. armature current by a th rust constant Km .
F  = K ml  
where
F  is the LSM tractive thrust 
I  is the arm ature current (rm s)
K m is the LSM thrust constant when levitated
During the vehicle testing carried out in this chapter, only two of the four linear 
synchronous motors were used in the combined levitative and tractive modes. This 
arrangement was found to be more than adequate, with the combined thrust of the two 
motors providing good acceleration of the vehicle.
Using two motors at one end of the vehicle, the total tractive thrust FT of the 
levitated vehicle can be expressed using equation 9.2 below,
F  = 2Km I  equation 9.2
Now the linear synchronous motors were wired in pairs, w ith the a.c. armature 
windings of each motor pair connected in a three wire series-star configuration. This 
ensures that under ideal operating conditions (i.e. constant and equal field currents) 
the two tractive mode linear synchronous motors will operate at equal thrust levels. In 
practice, however, the d.c. field currents of individual motors are not constant and
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will vary to cope with unbalanced vehicle loading or track irregularities. This will 
cause a th rust imbalance which in turn will introduce an angular turning moment 
tending to rotate the vehicle about the yaw axis.
To counter this problem, it has been suggested^29] that the tractive mode thrust of each 
LSM should be controlled separately, taking into account the individual d.c. field 
currents of these motors when calculating the a.c. armature currents. There were three 
main reasons for not implementing the tractive mode controller in this way.
1. A separate 3-phase inverter would be required for each LSM
2. Any tendency for the vehicle to rotate during a thrust imbalance situation will be 
prevented by the yaw mode controller
3. An increase or decrease in the d.c. field current of any one LSM must be balanced 
by a corresponding decrease or increase in one or more of the remaining motors. 
This exaggerates the thrust imbalance, but at the same time also ensures that the 
total vehicle th rust remains reasonably constant
The combined thrust constant for the two motors was derived experimentally by 
measuring the tractive mode thrust of the levitated vehicle at various armature 
current levels. Control of the armature current was provided by the inverter reference 
input. Vrej  . which is a d.c. voltage signal in the range 0 to 5.2 volts. The results from 















TABLE 9.1. Tractive mode thrust
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The graph shows a highly linear thrust/voltage characteristic for all reference voltages 
included in the test. From the graph.
Ft- F -  = 10 N  IV
* r e f
When combined with the 0.02 V/lsb gain of the digital to analogue converter discussed 
in section 2.9, the overall gain of the LSM/inverter combination was w ritten down as 
follows.
K i; = 10 N / V  X 0.02 V/lsb
= 0.2 N  Usb equation 9.3
9.4 A position con tro lle r fo r  th e  tra c tiv e  mode
9.4.1 Vehicle model The total thrust FT acting on the vehicle mass M  produces a 
linear acceleration xT as follows.
Fj  — Mxj
or
FtxT = -----  equation 9.4
M s 2
Note that the vehicle model represented by equation 9.4 does not include a friction or 
velocity damping term. This was because the majority of vehicle friction was 
considered to be due to several cable harnesses trailed from the vehicle, and. whilst 
this friction is not insignificant, it would be difficult to determine an actual or 
representative figure.
To compensate for this omission, the position controller would be designed to have an 
underdamped second order dominant response. The vehicle friction would then provide 
the additional damping required to ensure a well damped overall vehicle response.
9.4.2 C ontrol s tra tegy  A block diagram of the control strategy used for the tractive 
mode position controller is provided in figure 9.2. Using a linear gain to represent the 
inverter, it can be seen that the inverter/vehicle combination gives a second order
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plant, hence there are two states available for feedback - position and velocity.
9.4.3 C on tro lle r design With reference to the controller block diagram of figure 9.2, 
the characteristic equation for the tractive mode position controller was written down 
as follows.
,  K K t K p h j KK, Kp
s 2 + ------—’----- s + ------ = 0 equation 9.5
M  M
The controller gains K  and h ! were then set by comparing the coefficients of this 
characteristic equation with the standard second order form given below,
5 2 + 2£o>„ s  + o i 2 = 0 
Equating coefficients,
K K % K p h i
2£a)n — ------—1-- equation 9.6M
equation 9.7
2 K K xKp —  —M  
where
K, = 0.2 
Kp = 1260 
M  = 390 kg
Equation 9.7 suggests that the value of o)n can be set arbitrarily by using any value of 
K . In practice, however, the value of K  must be constrained to ensure that the 
maximum expected error does not exceed the maximum demand that can be accepted 
by the inverter (corresponding to the DAC limit of 255). Now with the short test track 
available it was suggested that the maximum positional error would not exceed 1 m.
Hence the maximum value of K  was set as follows.
K  =  255
max 1 X 1260
= 0.2 equation 9.8
Using K  — ATmax and substituting values of Kt . Kp and M ,  the corresponding
maximum value of o>„ was then set according to equation 9.7.
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o>„ =
0.2 x  0.2 x  1260
390
= 0.36 equation 9.9
Re-arranging equation 9.6, and using £ = 0.2 to give the required underdamped 
response (see section 9.4.1), the remaining controller gain. h x was calculated as 
follows.
2$a,nM
h  | = -----------
1 K K , K p
_  2 x  0.2 X 0.36 X 390
0.2 X 0.2 X 1260
= 1.11 equation 9.10
9.4.4 C ontro ller im plem entation  To implement the above position controller design 
in software a translation routine was required to convert the bipolar controller output 
signal into an equivalent unipolar signal using separate forward/reverse control. The 
flowchart of figure 9.3 illustrates the conversion algorithm.
The tractive mode controller using this translation routine was then incorporated into 
the main vehicle control software used in chapter 7. The resultant combined vehicle 
control software provides simultaneous control of the four levitation modes (using 
flux feedback choppers), the two side control modes and the tractive mode. A full set 
of listings for the combined vehicle control software are included as listings 9.1 
through 9.9 inclusive.
9-5 A sw itch ing controller using m axim um  thrust
A simple closed loop switching controller was also implemented in the combined 
vehicle software to cycle the vehicle between two track positions at maximum 
acceleration. This was achieved by issuing a continuous maximum thrust demand 
signal and then simply toggling the forward/reverse control of the inverter in 
accordance with two position switching boundaries. The flowchart of figure 9.4
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illustrates the switching controller implementation.
9.6 D ata logging
For logging the tractive mode data, it was necessary to modify the existing data logging 
software to provide greatly extended logging times. This was achieved by logging the 
required data once every ten sample intervals, thus extending the available logging 
time by a factor of ten whilst reducing the timebase resolution to 10 ms.
This means, for example, that the combined vehicle test software using a nine channel 
data logger (one timebase plus eight data channels) can record data continuously for up 
to 60 seconds whilst maintaining a resolution of 10 ms.
9.7 Results
Experimental results obtained from the combined vehicle presented in this chapter are 
discussed below.
9.7.1 Position con tro ller step response Graph 9.2a shows the position-time response 
achieved by the tractive mode position controller during a series of four step response 
tests in which the levitated vehicle was moved by ±0.3 m about a central point on the 
track. ....................................................................
Considering the first step input demand of +0.3 m, it can be seen that the response 
obtained from the vehicle is consistent with the required well damped second order 
dominant response specified in the controller design. The presence of a small amount of 
overshoot also demonstrates the action of regenerative braking, which would start 
when the controllers error signal changes sign at some point before the 0.3 m reference 
position is reached. W ithout this capability the tractive mode controller would be 
unable to oppose or reverse any vehicle overshoot, and would instead have to be re­
designed to give a first order response.
When returning to the central track position the vehicle exhibited a slightly different 
response in that no overshoot was present. Similar differences in response were
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obtained when the vehicle was moved in the other direction in response to a step input 
demand of - 0.3 m. Several factors should be considered when investigating the reasons 
for this position dependent response. These are.
1. Track irregularities such as dipped or raised sections
2. Local variations in friction due to movement of the cable harnesses trailing from 
the vehicle
3. Variations in the tractive thrust of individual motors as the vehicle negotiates a 
track irregularity
In practice, however, this minor uncertainty in the vehicle response at very low speeds 
would be of no consequence because the controller is still able to position the vehicle at 
any specified point on the track to within a few tens of millimetres.
9.7.2 V elocity  signal Graph 9.2b shows the corresponding velocity-time response of 
the vehicle during the above step response test. This graph was included to illustrate 
the quality of the velocity signal that can be obtained at the relatively low velocities 
encountered during the test. The level of noise present in this velocity signal is 
directly related to the quantisation level of the pole position transducer reading from 
which it was derived. It follows, therefore, that this noise level will remain constant 
such that the overall signal quality will improve as the vehicle speed is increased.
9.7.3 Heave and pitch  in te rac tion  Graphs 9.2c and 9.2d show the position-time 
responses of two of the levitation modes (heave and pitch respectively) during the 
above step response test. These graphs were included to record the level of interaction 
that takes place between the levitative and tractive modes w hilst moving the vehicle 
along the track using the tractive mode position controller. The graphs illustrate, 
however, that no measurable interaction took place during the test.
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9.7.4 M otor flux density  dem ands Graphs 9.3a through 9.3d inclusive show the 
individual flux density demands issued to each of the four levitation motors during the 
above step response test. Note that these graphs are laid out on the paper in correct 
vehicle order. It is hoped that this layout will provide a better understanding of the 
vehicle behaviour as it negotiates the different sections of track encountered during the 
test.
For the first five seconds of the test the vehicle is held at the central track position and 
each motor maintains an approximately constant flux density of between 0.6 and 0.7 T. 
When the vehicle is moved to a position 0.3 m along the track, the track twist 
encountered is so great that the levitation controller is forced to switch off motor 1 and 
back off the demand to motor 3 almost to zero in an attem pt to prevent the track from 
moving towards these two motors. To compensate for this reduction in the overall lift 
force, the demand in motors 2 and 4 has been increased almost to the limiting value of
1.0 T. To summarise, the vehicle ends up fully  supported on just two diagonally 
opposite motors whilst a third motor provides the small amount of corrective force 
required to maintain the correct vehicle attitude. A fter about fifteen seconds, the 
vehicle returns to the central track position and the levitation controller restores the 
original flux density demand levels.
The effects of track twisting are also apparent when the vehicle is moved by 0.3 m in 
the other direction, although in this case the required changes in motor flux density are 
much less pronounced.
9.7.5 Sw itching con tro ller te st Graphs 9.4a through 9.4d inclusive show the 
responses of various vehicle modes (position, velocity, heave and pitch respectively) 
obtained from the levitated vehicle when running the maximum thrust switching 
controller discussed in section 9.5.
These graphs indicate that a small amount of disturbance is introduced to the heave 
and pitch modes of the levitated vehicle when this controller is used. Note, however.
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that the disturbance only occurs as the vehicle is brought back to the center of the 
track from the + 0.4 m position. It has previously been shown (see section 9.7.4) that 
when using this section of track the vehicle is supported on only two motors. It 
follows, therefore, that the levitation controller would be less able to maintain the 
correct vehicle attitude whilst negotiating this track section at maximum thrust.
9.7.6 Flexible tra c k  te st The construction of the vehicle track was such that 
alternate supports could be removed to make the track more flexible. Graphs 9.5a and 
9.5b show the position-time responses of the heave mode during levitation of the 
vehicle on the standard and flexible track respectively.
The results presented in graph 9.5b clearly show that the actual levitation of the 
vehicle is v irtually  unaffected by the increased track flexibility. Once levitated, 
however, a high frequency resonance can be seen to build up which, whilst not shown 
in the graph, would invariably cause loss of vehicle stability. After running this test 
several times it became apparent that the unwanted resonance was confined to the 
track itself, although the excitation of this resonance would undoubtedly originate 
from the vehicle.
9.7.7 The effects o f low supply voltage The power supply for the eight slitwidth 
modulated choppers used on the vehicle was provided by a single 48 V rechargeable 
lead-acid battery pack. By monitoring this battery voltage it was established that the 
combined vehicle would remain stable for all supply voltages down to 30 V. at which 
point control would be lost because the levitation choppers stop modulating. This was 
because the chopper aiming current of Vs /R  falls below the current level required to 
maintain the desired flux density.
It is of perhaps greater importance to note that a decreasing chopper supply voltage 
causes the chopping frequency to fall considerably due to the action of the slitwidth 
modulator. This can become a problem if the frequency of one or more choppers falls 




The main aim of this chapter was to provide the vehicle with a simple form of closed 
loop tractive mode controller which would then be combined with the existing 
levitation and side mode controllers to demonstrate the vehicle in a combined levitative 
and tractive mode.
Results obtained from the combined vehicle tests described above indicate that the 
present vehicle arrangement (in which the center of gravity of the vehicle is coplanar 
w ith the linear synchronous motors) exhibits no interaction between the levitative and 
tractive modes. Disturbances to the levitation modes do arise, however, when the 
vehicle negotiates a section of track which is too twisted for the vehicle to follow 
under full control. In this case it was demonstrated that the vehicle could end up fully 
supported on just two motors, with a third motor providing the small balancing force 
required to maintain the correct vehicle attitude. This result is of particular 
significance because it indicates that the levitation controller is able to maintain the 
correct vehicle attitude regardless of most track irregularities (provided that these 
irregularities can be accommodated within the available gap of 7 mm). Further, by 
using flux feedback choppers, the massive variations in the operating point of 
individual motors required to negotiate these track irregularities will not compromise 
vehicle stability.
Due to the short length of track available the implementation of a velocity controller 
for the tractive mode was considered impractical, although the availability of a 
suitable velocity feedback signal was adequately demonstrated. It is proposed that a 
vehicle operating on a less restricted track would use this signal to provide closed loop 
velocity control when operating between distant stopping points on the track. A 
position controller such as that described in this chapter could be used for accurate low 
speed control when the vehicle approaches a stopping point.
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10. Conclusions
This thesis has described the design of a real-time digital control system for a quarter 
scale magnetically levitated vehicle propelled by four linear synchronous motors. The 
approach to implementing the controller has proved successful and provides a fully 
working vehicle capable of operating in combined levitative, lateral guidance and 
tractive modes. It is hoped that the overall system will prove useful in the 
development of future digital control schemes requiring a multiprocessor 
implementation.
10.1 Softw are
One of the most important aspects of the controller design has been the development of 
a generalised set of structured digital filter algorithms in the form of macro definitions 
for a standard 68000 conditional macro assembler. These definitions make extensive 
use of conditional assembly facilities to generate highly optimised control code for any 
given controller design, thus ensuring maximum controller throughput whilst 
maintaining good program structure and readability. This approach has been crucial to 
the rapid development of the various control schemes described in this thesis and also 
ensures that very robust programs are produced.
The development of a multi-channel continuous data logging facility was also 
described, which could be incorporated into the digital control software to provide 
simultaneous logging of any number of internal control parameters. In addition to 
recording the sample results presented in this thesis, this tool has also considerably 
simplified the commissioning of the overall vehicle control system.
Measurements of individual processor workloads show an acceptable margin for 
incorporating minor software modifications on the present system. More extensive 
upgrading can be accommodated either by adding a third processing node or by using 
faster microprocessor devices in the existing nodes.
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10.2 Hardware
The use of a multiprocessor system has allowed a complex digital control scheme to be 
performed in real-time by several low-cost general purpose microprocessors operating 
in parallel. Further, the completely shared memory architecture of this multiprocessor 
system allows data structures to be passed by reference only, thereby minimising the 
overheads associated with inter-processor communication. The corresponding interface 
hardware provides an efficient working environment for the digital control software, 
with many of the transducer boards incorporating a high degree of parallelism to 
ensure that controller input-output requirements are met.
10.2.1 Flux feedback chopper Flux feedback choppers were introduced for 
controlling the gap flux of the linear synchronous motors. This effectively eliminates 
the gap dependent gain characteristic of the chopper/motor combination and makes the 
corresponding levitation controller much more robust when handling large gap 
excursions. Another advantage is that any variations in gap flux, due to disturbances 
of the airgap for example, are corrected in the shortest possible time by the chopper 
control electronics.
It is worth noting that the vehicle has not gone unstable since the levitation control 
system was modified to include flux controlled motors, whereas instability was 
previously a recurring problem.
10.2.2 The pole position transducer system  A prototype pole position transducer 
system specifically designed for providing closed loop torque angle control of a linear 
synchronous motor propelled vehicle was successfully demonstrated. The induction 
balanced metal detection system upon which the transducer was based has proved very 
satisfactory under all operating conditions thus far encountered.
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11. Future w ork
Having established the reliability of the vehicle models and control system, some 
suggestions for fu ture work will now be given. These are presented in order of 
importance, w ith the first two being considered essential if the vehicle is to be used in 
any practical application.
11.1 T w ist mode v e lo c ity  damping
The present vehicle control strategy makes use of acceleration, velocity and position 
feedback signals to provide stable control of the vehicle in each of the four levitation 
modes. This strategy was originally introduced to allow a flexible vehicle chassis to 
follow track irregularities by maintaining the air gaps of individual linear synchronous 
motors at a precise 7 mm. This was thought to present the prospect of less restrictive 
track tolerances and reduced civil engineering costs.
In practice, however, the vehicle has proved to be relatively inflexible. This has been 
shown to make the force contributions of individual motors very sensitive to the track 
contour and a particular case was demonstrated in which the vehicle negotiated a 
twisted track section supported by just two diagonally opposing motors.
A preferrable control strategy for a rigid vehicle would be to provide a stable twist 
mode controller incorporating some form of velocity damping. Using this technique, 
the vehicle chassis would be kept flat and track irregularites would then be 
accommodated by adjusting individual motor gaps within the available 10 mm range.
11.2 Passenger com f ort
The passenger comfort provided by a magnetically levitated vehicle is determined by 
the suspension characteristics implemented by the corresponding levitation control 
scheme. Now the present vehicle uses a levitation controller comprised of four very 
fast second order dominant position control loops. Further, because these controllers 
use track referenced position feedback signals, it follows that the vehicle chassis will
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observe most of the track irregularities and a very uncomfortable ride will result.
To overcome this problem, an alternative set of position feedback signals must be 
derived from the vehicle mounted accelerometers. Used in isolation, these would 
ideally provide a perfectly flat vehicle ride. In practice, however, the vehicle must be 
made to follow the track within the restrictions imposed by the available airgap. It 
follows that some form of combined position feedback signal must be used which is 
comprised of a track referenced d.c. component and an accelerometer derived a.c. 
component. This would be achieved in software by using a crossover filter between the 
two signals. The response of this filter would be chosen according to a given suspension 
characteristic.
1 1 3  C ondition m onitoring
In addition to implementing the vehicle control scheme, the multiprocessor system 
software could be extended to include an independent condition monitoring program 
running on a separate processing node. This would be used to verify the correct 
operation of the vehicle hardware both before and during the levitation of the vehicle. 
A t least two fault categories should be considered.
The first category would include outright failure of a transducer essential to the 
vehicle control system. This would be identified, for example, by taking transducer 
readings from all of the interface boards and then comparing these readings with the 
corresponding expected values. If such a fault was detected, the condition monitoring 
program would block any attempt to levitate the vehicle, or. if the vehicle was already 
levitated, would cause the vehicle control system to abort.
The second category would include less serious faults that can be tolerated by the 
vehicle control system. A good example of this fault is the transducer glitch. By using 
separate glitch counters for each of the transducer channels provided by the interface 
boards, the condition monitoring program can record transducer reliability data. This
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data can then be used to identify any transducer problems before they become 
disabling faults.
This latter fault category is particularly relevant to the gap measurement system. It 
has been found that the ultrasonic transmitter/receiver units used by this system will 
degrade after prolonged use. resulting in occasional output glitches. This degradation 
eventually renders the gap measurement channel useless, and the corresponding 
ultrasonic transm itter/receiver pair must be replaced.
11.4 M ultivariable control
With seven independently controlled modes, the present vehicle control system is an 
obvious candidate for the application of multivariable control techniques^30,311 These 
techniques can be used to decouple the interacting modes of a multivariable system by 
introducing appropriate cross-coupling terms between the corresponding control loops.
The vehicle arrangement discussed in this thesis, however, does not exhibit significant 
interaction problems and it would be difficult to assess the advantages offered by a 
multivariable control system.
11.5 Analogue pole position transducer system
To provide closed loop torque angle control of a linear synchronous motor, the 3-phase 
inverter units require two sinusoidal reference signals phase displaced by 120°. The 
present system achieves this by using the digital output of a microprocessor-based pole 
position transducer to provide the common address bus for a pair of EPROM devices 
containing sinewave lookup tables.
When setting up the prototype pole position transducer system, it was noted that the 
individual receiver circuits could be calibrated to produce an approximately sinusoidal 
output-position characteristic (see graph 8.1c). It follows that two receiver circuits 
connected to appropriately positioned sensor coils could be used to derive the two 
reference sinusoids required by the inverter. This presents the prospect of greatly
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simplified pole position transducer and 3-phase inverter systems requiring no digital 
electronics.
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A ppendix A P rincipal param eters of the  LSM d.c. w indings and side m agnets
The main parameters of the LSM d.c. windings and side magnets used in this study are
listed below.
LSM d.c. w indings
1. The d.c. field winding of each motor is comprised of two series connected 
windings (one per limb), with 91 turns per winding.
2. The main dimensions of the linear synchronous motor are provided in figure A.I. 
W ith reference to this diagram the total area of the motor face beneath the 
secondary track members was w ritten down as follows.
A  = 4 X 0.047 X 0.060 
= 11.28X10"3 m 2
Side m agnets
1. Each side magnet is comprised of two series connected windings (one per limb), 
w ith 107 turns per winding.
2. The main dimensions of the side magnets are provided in figure A.2. With 
reference to this diagram the total cross sectional area of the magnets was written 
down as follows,
A  = 0.03 X 0.05 X 2 
= 3 x l0 -3 m 2
Experimentally derived values of resistance and time constant for each of the four
LSM d.c. windings and four side magnets are presented below in table A.I.
Corner LSM d.c. w indings Side magnetsR ( Q ) r  (sec ) R(Cl) r  (sec )
1 0.46 0.116* 0.3 0.036
2 0.46 0.076 0.3 0.046*
3 0.43 0.102 0.3 0.039
4 0.46 0.109 0.3 0.041
* worst case r
TABLE A.I. Winding resistances and time constants












Main dim ensions of the linear synchronous m otors Figure A .l





3 0  . 45 30 50
Main dim ensions of the side m agnets Figure A .2
- 255 -
A ppendix B The phase m easurem ent state m achine
The phase measurement circuitry for the gap measurement board discussed in chapter 
2 was implemented as a high speed synchronous state machine using the standard 
PROM/latch configuration^2 .^ The circuit was required to measure the time delay 
between an edge of a reference 20 kHz signal and the following edge of a second 20 
kHz signal, called the return signal. This would correspond to measuring the phase 
difference between a reference and return pair of 40 kHz signals from which the 20 
kHz signals were derived. The following general description of the state machine 
hardware is made with reference to the phase measurement state machine circuit 
diagram of figure B.l.
The 20 kHz reference and return signals provide the only two inputs to the state 
machine circuit, which was implemented using an octal latch. IC1. and a high speed 
bipolar PROM. IC2. The state machines single output line controls the clear input of an 
8-bit counter, IC3. to time the delay between an edge of the reference signal and the 
next edge of the return signal. At the end of the timed interval an octal latch. IC4, is 
used to store the final count value. This is achieved by strobing the current counter 
value into the latch using the rising edge of the counter clear signal, which is taken 
high by the state machine at the end of the timed interval. Because the latch has zero 
set up time, there is no danger of the counter being cleared before the data can be 
transferred. A detailed description of the operation of the state machine hardware will 
now be given.
The lower three PROM data lines D 0. D x and D 2 are latched on every positive going 
transition of the 10.240 MHz clock to provide the high order PROM address lines A  5, 
A 6 and A  7 respectively. Hence on each active clock edge the lower three bits of data 
corresponding to the currently addressed PROM location are fed back to generate the 
new PROM address, thus selecting one of eight PROM locations. By programming 
appropriate data values into each of these eight locations, the state machine can be
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made to follow a pre-defined sequence. In addition to the feedback generated address, 
the state machine can also make use of external address line inputs to select alternative 
pages in the PROM memory map. These pages can be programmed to contain variations 
in the standard state machine sequence, thus giving the state machine a conditional 
branch facility based on external inputs. For the phase measurement state machine, 
there were two external address line inputs. A 0 and A j. corresponding to the reference 
and return 20 kHz signals respectively. Unused address lines A  2. A  3 and A  4 were tied 
low. The remaining PROM data line. Z)3. was used as an output for controlling the 
reset line of the digital counter and strobe input of the octal latch.
The remainder of the state machine design is concerned w ith the procedure for 
generating the PROM contents to meet a given requirement. This was achieved using a 
formalised design procedure^32  ^ in which the given problem is first fully  specified as a 
timing diagram.
State m achine tim ing diagram
The following description of the phase measurement state machine is made with 
reference to the timing diagram of figure B.2. This illustrates the various possible 
sequences of the reference and returned 20 kHz signals, which provide the two inputs 
to the state machine. Also shown is the required action of the state machine output. 
Z>3.
A rising or falling edge of the reference 20 kHz input causes Z>3 to go low. releasing the 
counter reset line and thus starting the count. The falling edge of Z)3 has no effect on 
the positive edge triggered latch, which retains its most recent data corresponding to 
the final count value of the previous timed interval. Under normal operating conditions 
the next event would be a rising or falling edge of the return 20 kHz signal, causing D 3 
to go high. The rising edge of Z)3 strobes the present count value into the latch whilst 
simultaneously clearing the counter ready for the next timing interval. Hence the latch 
contains the final count value representing the time delay between an edge of the
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reference signal and the following edge of the return signal. In situations where the 
return  signal edge is coincident with the reference signal edge, no action is taken and 
the previous count value is retained. When no return signal edge is detected between 
two consecutive reference edges, a count value of zero is latched due to rollover of the 
eight bit counter.
The next step in the state machine design procedure is to use a state diagram to express 
the timing sequences described above as a corresponding set of state sequences.
State diagram
The state diagram for the phase measurement state machine is illustrated in figure B.3. 
Standard state machine notation^32  ^ is used such that each of the eight possible states 
are uniquely identified by a circle containing the PROM address required to select that 
state. Transitions between states are labelled with the corresponding external input 
combination required to cause that transition together with the required output 
function.
The state diagrams symmetry is due to the similarity between the two separate state 
sequences required to trigger a timing interval from either edge of the reference input. 
States 0. 1 and 2 define the sequence for the positive edge triggered timing interval, 
whereas states 3. 4 and 5 define a similar sequence, but one which is triggered by the 
negative edge of the reference signal. Because of this similarity, only the positive edge 
triggered state sequence will be described in detail.
In state 1. both the reference and return inputs are low and the state machine is 
effectively waiting for a positive going edge on the reference input to trigger the timing 
interval. During this wait period the counter reset line, which corresponds to Z)3 of the 
PROM, is held high. When the reference input goes high, the state machine selects state 
2, releasing the counter reset line and starting the count. State 2 is maintained until the 
return input goes high, at which point state 0 is selected to indicate the end of the
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timing interval. In state 0. the counter reset line is again taken high to latch the final 
count value and clear the counter ready for the next timing interval. State 0 is 
maintained until both the reference and return inputs have gone low. at which point 
the trigger state, state 1. is again selected.
The positive edge triggered state sequence described above is used when the reference 
input goes high before the return input. If. when in state 1. the return input goes high 
first, then the state machine switches to the equivalent negative edge triggered state 
sequence by selecting state 5. States 3. 4 and 5 of this sequence are directly equivalent 
to states 1. 2 and 0 respectively described above.
The final stage of the state machine design procedure is to construct a state table from 
the state diagram discussed above.
S tate table
The state table for the phase measurement state machine is shown in table B.l. This 
shows all of the possible state transitions and state outputs for each of the four 
possible combinations of the reference and return inputs. Because a state transition is 
achieved by programming the currently selected PROM location with the address of 
the required next state, the state table elfectively provides a complete definition of the 
required PROM memory map. A listing of the PROM contents derived from the state 
table is included as listing B.l.
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Present
state 
A 5 . A 6, A 7
reference, return inputs -  A 0, A 1
Next state == d 0. d „ d 2 Output = D 3
00 01 10 11 00 01 10 11
0 1 0 0 0 1 1 1 1
1 1 5 2 0 1 1 0 1
2 1 0 2 0 1 1 0 1
3 4 5 3 0 0 1 1 1
4 4 5 3 5 0 1 1 1
5 5 5 3 5 1 1 1 1
6 0 0 0 0 1 1 1 1
7 0 0 0 0 1 1 1 1
TABLE B.l. State table for the phase measurement state machine
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A ppendix C F ilter  macro sum m ary
A summary of the high speed digital filter macros derived in chapter 3 w ill now be 
given. By combining these basic filter functions, any desired filter or controller transfer 
function can be realised with minimal difficulty.
Register allocation
The digital filter macros make certain assumptions about register allocation. These are,
Register Z>0 must contain the filter input variable. Xn , on entry to the filter macro
Register D 1 contains the filter output, Yn , on exit from the filter macro
R egister/)2 is a general work register sometimes used by the m ultiply macro, 
MULT
Register A  3 is a pointer to the base of the storage area used by the filter variables.
This is used within the filter macros to access the filter variables via
the offset (A 3) addressing mode
M acro definitions
FILTER1 P, Q, m a n tl, exp l, m ant2, exp2 evaluates the linear difference equations of 
the first order filter function.
Pn = * „  ~ Q n
Yn = pPn +<lQn
where
p = mant 1 X 2~**'1
q = mant 2 X 2~*xp2
DELTA1 P, Q, m a n tl, exp l updates the internal variable. Qn , of the first order filter 
function.
Q n  +i =  Q n  +  rn xPn 
where
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m i = mant 1 X 2~exp 1
FILTER2 P, Q, R, m a n tl ,  exp l, m ant2 , exp2, m ant3, exp3 evaluates the linear 
difference equations of the second order filter function,
Pn — X n — Qn — R n 
Yn =  pPn  +  <lQn +  r R n 
where
p = mant 1 X 2T*xp 1 
q — mant 2 X 2~*xp 2 
r  = mant 3 X 2~*x p 3
DELTA2 P, Q, R, m a n tl ,  exp l, m ant2 , exp2 updates the internal variables. Qn and 
Rn , of the second order filter function.
Pn+ l =  Pn +  jn 2Qn 
Qn+l = Qn + m  \Pn 
where
m  i = mant 1 X 2~exp 1 
m 2 = mant 2 X 2~exp 2
FILTER3 P, Q, m a n tl ,  exp l evaluates the linear difference equations of the integrator 
filter function.
Pn = * n
= p P n  +  Qr.
where
p  = mant 1 X 2~*xp 1
DELTA3 P, Q, m a n tl,  exp l updates the internal variable. Qn . of the integrator filter 
function.
Qn +1 = Qn + m  1 Pn 
where
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m j = mant 1 X 2~*xp 1
MULT m ant, exp provides an optimised fixed coefficient multiplication routine to 
perform the following.
D 1 = Z)1 + ( D 0 X mant X2~*xp )
LIM _M X value is used to limit register Z)j to a maximum of value. This is 
particularly useful when sending the output of a filter to a peripheral device which 
cannot accept 32 bit numbers. In the case of an eight bit peripheral, for example, the 
limiting value on D ± might be FFH . A given lower limit can be ensured by using the 
complementary LIM_MN macro.
LIM _M N value is used to limit register D y to a minimum of value.
SLEW ra te ,v a r limits the rate of change of register D i between sample intervals. On 
entry to the macro the previous value of D stored in var, is compared with the 
current value to obtain the rate of change of D x over one sample interval. If necessary 
this rate is then limited to the value defined by the rate argument and is then added to 
var to obtain the new slew rate limited D \  value. Finally, this value of is used to 
update the value of var.
The slew rate limiting macro was included as a means of eliminating noise spikes 
received from peripheral devices.
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Appendix D Mass and in e rtia  calculations
Mass and inertia values are required for all of the vehicle control models to provide 
the relationship between gap acceleration and applied force or torque. For heave, 
lateral and tractive modes.
Fx  = —  equation D.lM
And for roll, pitch and yaw modes.
T0 = — equation D.2
For the derivation of the mass and inertia values, the vehicle was considered as having 
a distributed mass Md of 70 kg coplanar w ith four pairs of levitation motors and side 
control magnets, each pair having a combined mass Mm of 80 kg. Using this 
information, together with the relevant vehicle dimensions provided by figure D.l the 
mass and inertia figures were derived for all of the free modes.
Heave, la te ra l and trac tiv e  modes
In each of these modes, the vehicle acceleration is related to force according to equation 
D .l. where the mass is given by the total vehicle mass.
M  = 4X80 + 70 
= 390 kg 
Roll mode
In the roll mode, the angular acceleration of the vehicle is related to applied torque 
according to equation D.2. The total inertia is given by the sum of the inertia due to 
the point masses of the motors (7m ) and the inertia due to the distributed mass of the 
vehicle (Id ). For the purposes of calculation, the distributed vehicle mass will be 
considered as a plate of mass Md and of width 0.65 m.
Now for a point mass M  acting at a radius r  from the roll axis it can be seen that^33l
1 — M r 2 equation D.3
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And for a uniform plate of mass M  and width I . the moment of inertia about an axis 
bisecting the plate along its length is given by^3H
/  = equation D.4
The total inertia seen by the roll mode is therefore given by.
b  ~ b  + b
= AMm (0.5)2 + j - M j (0.65)2
= 80 + 2.5
= 82.5 kgm 2 
Pitch mode
The total inertia seen by the pitch mode can be calculated in a similar way to the 
calculation for roll inertia.
b  -  b  + b
= 4Mn 1.995
2
+ - jy Md (2.495)2
= 318 + 36
= 354 kgm 2 
Yaw mode
As with the roll and pitch modes, the yaw inertia is made up of two components.
where




= 398 kgm 2
Previously the distributed vehicle mass has been considered as a uniform rectangular
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plate of mass Md . for which analytic expressions for inertia in roll and pitch modes 
may be readily derived. In the yaw mode however, the axis of rotation is 
perpendicular to the plate face, where the rectangular shape makes it particularly 
difficult to obtain an inertia figure. Hence it was decided that the simplest way to 
arrive at the distributed inertia figure was to use an estimated effective radius for the 
plate and then use the inertia formula for a d is c ^ l
Id -  Md r 2
where re is the effective radius, here considered as 0.8 m.
It follows that,
I d = 70 X 0.82 
= 45 kgm 2
giving
Jy — 443 kgm 2
Note that although the distributed inertia figure is approximate, the effect on the 
overall yaw inertia value is not significant.
Elsewhere within this report, reference is made to a simplified pivoted vehicle model 
which has only heave, lateral and roll modes. Figure D.2 illustrates the situation and 
shows how the pivot action forces the roll axis to an effectively lower position than in 
the free vehicle, requiring a re-calculation of the roll inertia.
Roll mode (pivoted)
The inertia seen by the roll mode of the pivoted vehicle was calculated as follows, 
b  = l m + Id
= 2Mm (0.352 + 0.52) + 2Mm (0.52) + i d (0.652)
= 100 + 2.5
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= 102.5 k g m 2
The heave and lateral modes now require an effective mass value which lakes into 
account the angular motion of the vehicle about the pivot.
Heave and lateral modes (pivoted)
To calculate an effective mass seen by the heave and lateral modes, the inertia about 
the pivot is first calculated and is then translated to an equivalent mass at the point of 
application of the control force F . Using equation D.3 for the point masses, and with 
reference to figure D.2.
Im = 2M m (0.352 + 2.2452) + 2Mm (0.352 + 0.252)
= 856 kgm 2
For the distributed mass, it is necessary to use the parallel axis theorenJ3^  given below 
to translate the distributed inertia to the pivot axis.
Ixx = lyy + Mr- 2 equation D.5
where
I xx is the moment of inertia about the x  axis 
Iyy is the moment of inertia about the y  axis 
r  is the distance between the x  and y  axes
Hence
Id = -hrM* (2.495)2 + Md (0.352 + 1.24752)12
= 154 kgm 2
The total inertia about the pivot is therefore given by.
I  ~ Im + Id 
= 1010 kgm 2
This inertia must be translated to an effective mass. Me , distance r from the pivot. 
Now an angular acceleration 0 about the pivot gives rise to an approximately linear
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acceleration x at a distance r from the pivot (provided that r  is large and 0  is small).
x  = Or equation D.6
Now
q _  Torque
=  Fr 
I
hence, using equation D.6,
F r 2x  — - equation D.7
But
Fx — — — equation D.8M,
Where Me is the effective mass at radius r  , due to the inertia I . Combining equations
D.7 and D.8,




This is the effective mass seen by the heave and lateral modes of the pivoted vehicle.
6 50  mm
1 0 00  mm
R
2 ^ 9 5  mm
///A  ///////
Main vehicle dim ensions fo r  inertia calculations Figure D.l
3 5 0 m m
RP i v o t
The pivoted vehicle Figure D.2
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Appendix E The m agnetic c ircu it w ith  airgap
An expression is to be derived for the force exerted on an iron bar by an electromagnet 
operating at a constant current. To do this, it was first necessary to derive an 
expression for the inductance L  of a magnetic circuit with an airgap. Consider figure
E.l, which shows a toroidal magnetic circuit made from an iron with a very high 
permeability and which includes an airgap of length lg . A magnetic flux <f> is 
maintained within the iron and airgap by a coil of N  turns carrying a constant current 
of I  amperes.
Assuming that the length of the airgap is small compared w ith the cross sectional 
diameter of the toroid, the following equations can be written down^34l
B = fi0firH  equation E.l
where
i refers to iron related quantities 
g refers to gap related quantities (i.e. air)
L  is the winding inductance
Using equation E.l in equation E.2, and using fxr — 1 for the airgap,
Bl, BL
N I  =  h —— equation E.4




Provided that —  «  le . then
V, *
equation E.5
Substituting equation E.5 into equation E.3 and using B = it can be shown that,A
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L = fx0N 2-y- equation E.6
An expression for the force exerted by an electromagnet is now required. Consider the 
arrangement of figure E.2, where an iron bar is moved through an infinitesimally small 
distance bx due to a force F  exerted by an electromagnet distance x  from the bar. 
W riting down the energy balance equation for the system,
work done by + change in stored = electrical input 
the system electrical energy energy
or
bWF + bWE = bW
These three energy terms will now be considered separately and then combined to 
derive an expression for the force F  in terms of the gap x  and the constant current I .
W ork done by  the system
It can be seen that the work done by the system is qiven by equation E.7 below,
bWF = — bxF  equation E.7
where the negative sign is used to denote an energy output.
Change in  stored electrical energy
The general expression for the electrical energy stored in a coil carrying a current I  
and having an inductance L  is given by,
WE = ± L I 2 
£ 2
where, using equation E.6,
L  =  MoN 2—X
Hence, given that /  is constant, the increase in stored energy due to the increase in 
inductance can be written down as follows,
b\VF = y / 28Z equation E.8
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Change in electrical input energy
The change in electrical input energy of the system is given by.
8 W = V I St equation E.9
Now.
v  = 4 - (-L i )dt
which, with 1  constant, and provided that St -»0. can be expressed as follows.
v = / f
substituting this expression into equation E.9 gives.
SW = I 2SL equation E.10
Equations E.7. E.8 and E.9 are combined to produce an expression for the force F  in 
terms of the change SL in the inductance and the change Sx in the airgap.
F Sx  + —I 2SL = I 2SL 
2
giving
For Sx —*0 and using equation E.6, it can be seen that.
F -  - l / 2 dL_ 
F  ~ 2  1  dx
=  - 4/2“ MoN 2A t 
x z
=  \ foN 2a 1—
* x £
1 2
=r Km —7 equation E .ll
x 2
where Km is the motor constant.
Km = y fi0N 2A  equation E .l2
To be able to design vehicle controllers using linear design techniques, it was necessary
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lo *  0
= 2 K„ I  o
= —2K„
1 0*0






Equation E .l3 forms the basis for designing all the vehicle levitation and side 
controllers using current feedback choppers.
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The magnetic circuit w ith  airgap Figure E. 1
- — S x
Force exerted by an electrom agnet Figure E.2
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Appendix F F ilter  realisation
The circuit realisation of the following filter transfer functions will be described.
 1S~
1. T (s  ) = — - equation F.l
5 2 + b + b 0
2. T  (5 ) = ---------—-------------------------------------  equation F.2
s 2 + b iS + b 0
, . K  ( j + o 0)
3. T  (5 ) = 7—  v — 7-;—x- equation F.3
(5 + OjAJ + f>2)
The integrator
The transfer function of equation F .l was realised using the circuit of figure F .l. With 
reference to this diagram the following equations were w ritten down,
—i
V = ——— using the op—amp virtual earth concept
sC 2
equation F.4




• _  V' 
1 3  R 2
equation F.7
11 +  i 2 -  i 3 + i  4 = 0 equation F.8
Vt = i 4R 1 + i 2R 2 equation F.9
Combining equations F.4 and F.5.
sC 2R 3
equation F.10
Substituting equations F.5. F.6 and F.7 into equation F.8, and using equation F.10,
£4 — 13 — 1! 12
—V V
1/ r*-  V0 sC !
sC 2R $R 2 R $
1 + 1sC 2R 3
+ sC 2 + sC i(sC 2R 3 + 1 )
R 2sC 2 - ^ 3
Finally, using equations F.7 and F .ll in equation F.9.
equation F .l l
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V; = “ V o * ! 1
sC 2R 3 R 2
-V o * i 1
sC 2R 3 r 2
- J -  + sC 2 + sC 1{sC2R 3 + 1)
sC 2R 3
R
which, on re-arranging gives.
V.-
where
s lC  \R  i
R




C iC 2 R 3 R
R  = R iR . equation F .l3R  i "t- R 2
Hence with reference to equation F .l the coefficients were written down as follows. 






1 c  i + C 2
equation F .l4 
equation F .l5
equation F .l6
R  3 C iC 2
Now if C i = C 2 = C . it is easily shown that the value of K  is constrained by the 






Such that, for R 2 positive, the condition K  ^  —— must be satisfied.
b \
Standard second order Butterworth section
The transfer function of equation F.2 was implemented using the standard second 
order Butterworth filter circuit of figure F.2. This is a widely used and well 
documented circuit^19  ^and will not be analysed in detail here. It can be shown that,
T ( r ) =  ^ ( 5 )
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s 2 + s
A q/C  \R \C 2R 2
------------------ equation F .l7
1C 2R 1 + C 2R 2 + - A 0)
C j R iC 2R 2 
where A 0 is the d.c. gain.
C jR \C 2R 2
R 3 + Rai40 = ----    equation F .l8
R 3
The transfer function coefficients in terms of the component values of figure F.2 were 
then written down as follows.
^  p V p equation F .l9
O jA jU 2K  2
C 2R i 'f C 2-^  2 ^  1-^  1^ 1 ^  o)6 1 = --------------    equation F.20
1 C 1i?1C2i?2
Lead/double lag netw ork
The transfer function of equation F.3 was implemented using a standard lead/lag 
network cascaded with a lag network as shown in figure F.3. Because the lead/lag 
network was passive, it was necessary to buffer both the input and output as shown. 
Figure F.4a shows the isolated lead/lag network from which the transfer function was 
shown to be.
C 1 s + l / R lC l _
vj” }'  cTTcI • *1 + *2 ~ equal,on R21
R  i R  i ■+■ c  2)
Figure F.4b defines the final lag stage, from which the following transfer function was 
written down.
V o , ,  - 1  / r 3c 2 . _
V~ (s } = s + 1/C >R4 equat‘°n F'22
Hence the transfer function coefficients in terms of the component values of the 
combined circuits could be written down as follows.
a o=  * equation F.23
A jC  j
R + R
b ' = R , R 2'(C1 + C 2) equation F.24
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b 2 — n  * equation F.25
C 3a 4
R 2 R 4d.c. gain = —------ —  . —— equation F.26
R 1 + R 2 R 3
Component values fo r  specific filters
The transfer function of the integrator circuit used in section 6.4 of the main text is 
reproduced below,
1. T ( s )  = .  ~ ° l5-------
s 2 + 5 + 0.213
With reference to figure F .l. the following component values are required to 
implement this transfer function (using E24 series preferred values).
C 1 = C 2 = 10.0/xF 
i?! = 1 M Cl 
R 2 = 3 0 0 X  n  
R 3 = 200 K  n
The transfer function of the second order Butterworth filter circuit referred to in 
section 6.5 of the main text is reproduced below.
2 . T ( s ) = --- ------ ---------------------
s 2 + s + 0.213
With reference to figure F.2. the following component values are required to 
implement this transfer function.
C\  — C 2 = 4.7 f iF 
R 1 = 300 K  ft 
R 2 = 680 K  Cl 
R 3 = o /c 
R 4 = s i c
The transfer function of the lead/double lag circuit used in section 6.6 of the main text 
is reproduced below.
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3. T(s  ) = S + 0 213
s 2 + s + 0.213
5 +0.213 1y\s + 0.692 s + 0.308 
W ith reference to figure F.3, the following component values are required to 
implement this transfer function.
C i = C 2 — C 3 = 4.7 fxF 
R i  = 1 M il 
R 2 = 180 K  n  
R 3 = 110 K  Cl 
R  4  = 680 K  H




The a.c. integrator circuit diagram Figure F. 1
Second order low pass Butterworth filter Figure F.2
circuit diagram
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Lead/double lag filter circuit diagram Figure F.3
OV
a) Passive lead/lag network
b) Lag network
Lead/double lag circuit sections Figure F.4
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PROM data for the phase measurement state machine
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