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Abstract
The strong exponential-time hypothesis (SETH) is a commonly used conjecture in the field
of complexity theory. It states that CNF formulas cannot be analyzed for satisfiability with a
speedup over exhaustive search. This hypothesis and its variants gave rise to a fruitful field of
research, fine-grained complexity, obtaining (mostly tight) lower bounds for many problems in
P whose unconditional lower bounds are hard to find. In this work, we introduce a framework
of Quantum Strong Exponential-Time Hypotheses, as quantum analogues to SETH.
Using the QSETH framework, we are able to translate quantum query lower bounds on
black-box problems to conditional quantum time lower bounds for many problems in BQP. As
an example, we illustrate the use of the QSETH by providing a conditional quantum time lower
bound of Ω(n1.5) for the Edit Distance problem. We also show that the n2 SETH-based lower
bound for a recent scheme for Proofs of Useful Work, based on the Orthogonal Vectors problem
holds for quantum computation assuming QSETH, maintaining a quadratic gap between verifier
and prover.
1 Introduction
There is a rich diversity of problems that can be solvable in polynomial time, some that have sur-
prisingly fast algorithms, such as the computation of Fourier transforms or solving linear programs,
and some for which the worst-case run time has not improved much for many decades. Of the
latter category Edit Distance is a good example: this is a problem with high practical relevance,
and an O(n2) algorithm using dynamic programming, which is simple enough to be taught in an
undergraduate algorithms course, has been known for many decades. Even after considerable effort,
no algorithm has been found that can solve this problem in fewer than O(n2/ log2 n) steps [MP80],
still a nearly quadratic run time.
Traditionally, the field of complexity theory has studied the time complexity of problems in
a relatively coarse manner – the class P, the problems solvable in polynomial time, is one of the
central objects of study in complexity theory.
Consider CNF-SAT, the problem of whether a formula, input in conjunctive normal form, has
a satisfying assignment. What can complexity theory tell us about how hard it is to solve this
problem? For CNF-SAT, the notion of NP-completeness gives a convincing reason why it is hard
to find a polynomial-time algorithm for this problem: if such an algorithm is found, all problems
in the complexity class NP are also solvable in polynomial time, showing P = NP.
Not only is no polynomial-time algorithm known, but (if the clause-length is arbitrarily large) no
significant speed-up over the brute-force method of trying all 2n assignments is known. Impagliazzo,
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Paturi, and, Zane [IP01, IPZ01] studied two ways in which this can be conjectured to be optimal.
The first of which is called the Exponential-Time Hypothesis (ETH).
Conjecture 1 (Exponential-Time Hypothesis). There exists a constant α > 0 such that CNF-SAT
on n variables and m can not be solved in time O(m2αn) by a (classical) Turing machine.
This conjecture can be directly used to give lower bounds for many natural NP-complete prob-
lems, showing that if ETH holds then these problems also require exponential time to solve. The
second conjecture, most importantly for the current work, is the Strong Exponential-Time Hypoth-
esis (SETH).
Conjecture 2 (Strong Exponential-Time Hypothesis). There does not exist δ > 0 such that
CNF-SAT on n variables and m clauses can be solved in O(m2n(1−δ)) time by a (classical) Turing
machine.
The strong exponential-time hypothesis also directly implies many interesting exponential lower
bounds within NP, giving structure to problems within the complexity class. A wide range of prob-
lems (even outside of just NP-complete problems) can be shown to require strong exponential time
assuming SETH: for instance, recent work shows that, conditioned on SETH, classical computers
require exponential time for so-called strong simulation of several models of quantum computa-
tion [HNS18, MT19].
Surprisingly, the SETH conjecture is not only a very productive tool for studying the hardness
of problems that likely require exponential time, but can also be used to study the difficulty of
solving problems within P, forming a foundation for the field of fine-grained complexity. The first
of such a SETH-based lower bound was given in [Wil05], via a reduction from CNF-SAT to the
Orthogonal Vectors problem, showing that a truly subquadratic algorithm that can find a
pair of orthogonal vectors among two lists would render SETH false.
The Orthogonal Vectors problem became one of the central starting points for proving
SETH-based lower bounds, and conditional lower bounds for problems such as computing the
Frechet distance between two curves [Bri14], sequence comparison problems such as the string
alignment problem [AVW14], Longest Common Subsequence and Dynamic TimeWarping [ABV15],
can all obtained via a reduction from Orthogonal Vectors. Also the Edit Distance prob-
lem [BI15] can be shown to require quadratic time conditional on SETH, implying that any super-
logarithmic improvements over the classic simple dynamic programming algorithm would also imply
better algorithms for satisfiability – a barrier which helps explain why it has been hard to find any
new algorithms for this problem.
Besides CNF-SAT, the conjectured hardness of other key problems like 3SUM and APSP is
also commonly used to prove conditional lower bounds for problems in P. See the recent surveys
[Vas15, Vas18] for an overview of the many time lower bounds that can be obtained when assuming
only the hardness of these key problems.
All these results give evidence for the hardness of problems relative to classical computation,
but interestingly SETH does not hold relative to quantum computation. Using Grover’s algo-
rithm [Gro96, BV97], quantum computers are able to solve CNF-SAT (and more general circuit
satisfiability problems) in time 2n/2, a quadratic speedup relative to the limit that SETH conjectures
for classical computation.
Even though this is in violation of the SETH bound, it is not in contradiction to the concept be-
hind the strong exponential-time hypothesis: the input formula is still being treated as a black box,
and the quantum speedup comes ‘merely’ from the general quadratic improvement in unstructured
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search1.
It could therefore be natural to formulate the quantum exponential time hypothesis as identical
to its classical equivalent, but with an included quadratic speedup, as a ‘basic QSETH’. For some
problems, such as Orthogonal Vectors, this conjecture would already give tight results, since
these problems are themselves amenable to a speedup using Grover’s algorithm. See for instance
the Master’s thesis [Ren19] for an overview of some of the SETH-based lower bounds that are
violated in the quantum setting.
On the other hand, since the conditional lower bound for all problems are a quadratic factor
lower than before, such a ‘basic QSETH’ lower bound for Edit Distance would be merely linear.
Still, the best currently-known quantum algorithm that computes edit distance takes quadratic
time, so we would lose some of the explanatory usefulness of SETH in this translation to the
quantum case.
In this work, we present a way around this limit. Realize that while finding a single marked
element is quadratically faster for a quantum algorithm, there is no quantum speedup for many
other similar problems. For instance, computing whether the number of marked elements is odd or
even can not be done faster when allowing quantum queries to the input, relative to allowing only
classical queries [BBC+01, FGGS98].
Taking the edit distance again as an illustrative example, after careful inspection of the reduc-
tions from CNF-SAT to Edit Distance [BK15, BI15, AHVWW16], we show that the result of
such a reduction encodes more than merely the existence of an a satisfying assignment. Instead,
the result of these reductions also encodes whether many satisfying assignments exist (in a certain
pattern), a problem that could be harder for quantum computers than unstructured search. The
‘basic QSETH’ is not able to account for this distinction, and therefore does not directly help with
explaining why a linear-time quantum algorithm for Edit Distance has not been found.
We present a framework of conjectures, that together form an analogue of the strong exponential-
time hypothesis: QSETH. In this framework, we account for the complexity of computing various
properties on the set of satisfying assignments, giving conjectured quantum time lower bounds for
variants of the satisfiability problem that range from 2n/2 up to 2n.
Summary of results.
• We define the QSETH framework, connecting quantum query complexity to the proving of
fine-grained (conditional) lower bounds of quantum algorithms. The framework encompasses
both different properties of the set of satisfying assignments, and is also able to handle different
input circuit classes – giving a hierarchy of assumptions that encode satisfiability on CNF
formulas, general formulas, branching programs, and so on.
• Some SETH-based Ω(T ) lower bounds carry over to Ω(√T ) QSETH lower bounds, from which
we immediately gain structural insight to the complexity class BQP.
• We show that, assuming QSETH, the Proofs of Useful Work of Ball, Rosen, Sabin and Va-
sudevan [BRSV17] require time O˜(n2) to solve on a quantum computer, matching the classical
complexity of these proofs of work.
• We prove that the Edit Distance problem requires Ω(n1.5) time to solve on a quantum
computer, conditioned on QSETH. We do this by showing that the edit distance can be
1For unstructured search this bound is tight [BBBV97, BBHT98]. Bennett, Bernstein, Brassard, and Vazirani
additionally show that with probability 1 relative to a random oracle all of NP cannot be solved by a bounded-error
quantum algorithm in time o(2n/2).)
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used to compute a harder property of the set of satisfying assignments than merely deciding
whether one satisfying assignment exists.
Following [AHVWW16], we are able to show this for a version of QSETH where the input
formulas are branching programs instead, giving a stronger result than assuming the hardness
for only CNF inputs.
• As a corollary to proof of the conditional edit-distance lower bound, we can show that the
query complexity of the restricted Dyck language is linear for any k = ω(log n), partially
answering an open question posed by Aaronson, Grier, and Schaeffer [AGS19].2
Related work. Independently from this work, Aaronson, Chia, Lin, Wang, and Zhang [ACL+19]
recently also defined a basic quantum version of the strong exponential-time hypothesis, which
assumes that a quadratic speed-up over the classical SETH is optimal. They present conditional
quantum lower bounds for OV, the closest pair problem, and the bichromatic closest pair problem,
by giving fine-grained quantum reductions to CNF-SAT. All such lower bounds have a quadratic
gap with the corresponding classical SETH lower bound.
Despite the overlap in topic, these results turn out to be complementary to the current paper:
In the current work we focus on defining a more extensive framework for QSETH that generalizes
in various ways the basic version. Our more general framework can exhibit a quantum-classical
gap that is less than quadratic, which allows us to give conditional lower bounds for edit distance
(Ω(n1.5)) and useful proofs of work (a quadratic gap between prover and verifier). For our presented
applications, the requirements of the fine-grained reductions are lower, e.g., when presenting a
lower bound of n1.5 for edit distance it is no problem if the reduction itself takes time O˜(n).3
Conversely, we do not give the reductions that are given by [ACL+19] – those results are distinct
new consequences of QSETH (both of the QSETH that is presented in that work, and of our more
extensive QSETH framework).
Structure of the paper. In Section 2 we motivate and state the QSETH framework. Following
that, in Section 3 we present the direct consquences of QSETH, including the maintaining of some
current bounds (with a quadratic loss), and the Useful Proof of Work lower bound. In Section 4
we present a conditional lower bound for the Edit Distance problem, and the lower bound to the
restricted Dyck language we get as a corollary to the proof. Finally, we conclude and present several
open questions in Section 5.
2 Defining the Quantum Strong Exponential-Time Hypothesis
Almost all known lower bounds for quantum algorithms are defined in terms of query complexity,
which measures the number of times any quantum algorithm must access the input to solve an
instance of a given problem. There are two main methods in the field for proving lower bounds on
quantum query complexity: The first one is the polynomial method, based on the observation that
the (approximate) degree of the unique polynomial representing a function is a lower bound on the
number of queries any bounded-error quantum algorithm needs to make [BBC+01]. The second
main method is the adversary method [Amb00] which analyzes a hypothetical quantum adversary
2Lower bounds for the restricted Dyck language were recently independently proven by Ambainis, Balodis, Iraids,
Pru¯sis, and Smotrovs [ABI+19], and Frédéric Magniez [Mag19].
3We use O˜ to denote asymptotic behavior up to polylogarithmic factors.
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that runs the algorithm with a superposition of inputs instead of considering a classical adversary
that runs the algorithm with one input and then modifies the input.
Despite the success of quantum query complexity and the fact that we know tight query lower
bounds for many problems, the model does not take into account the computational efforts required
after querying the input. In particular, it is not possible to use query complexity to prove any lower
bound greater than linear, since any problem is solvable in the query-complexity model after all bits
are queried. In general we expect the time needed to solve most problems to be much larger than
the number of queries required for the computation, but it still seems rather difficult to formalize
methods to provide unconditional quantum time lower bounds for explicit problems. We overcome
these difficulties by providing a framework of conjectures that can assist in obtaining conditional
quantum time lower bounds for many problems in BQP. We refer to this framework as the QSETH
framework.
Variants of the classical SETH. The Strong Exponential-Time Hypothesis (SETH) was first
studied [IP01, IPZ01], who showed that the lack of a O(2n(1−δ)) for a δ > 0 algorithm to solve
CNF-SAT is deeply connected to other open problems in complexity theory. Despite it being
one the most extensively studied problems in the field of (classical) complexity theory, the best
known classical algorithms for solving k-SAT run in 2n−n/O(k)mO(1) time [PPSZ05], while the best
algorithm for the more-general CNF-SAT is 2n−n/O(log∆)mO(1) [CIP06], where m denotes the
number of clauses and ∆ = m/n denotes the clause to variable ratio.
Even though no refutation of SETH has been found yet, it is plausible that the CNF structure
of the input formulas does allow for a speed-up. Therefore, if possible, it is preferable to base lower
bounds on the hardness of more general kinds of (satisfiability) problems, where the input consists
of wider classes of circuits. For example, lower bounds based on NC-SETH, satisfiability with
NC-circuits as input,4 have been proven for Edit Distance, Longest Common Subsequence
and other problems [AHVWW16], in particular all the problems that fit the framework presented
in [BK15].
Additionally, a different direction in which the exponential-time hypothesis can be weakened,
and thereby made more plausible, is requiring the computation of different properties of a formula
than whether at least one satisfying assignment exists. For example, hardness of counting the
number of satisfying assignments is captured by #ETH [DHM+14]. Computing existence is equiv-
alent to computing the OR of the set of satisfying assignments, but it could also conceivably be
harder to output, e.g., whether the number of satisfying assignments is odd or even or whether the
number of satisfying assignments is larger than some threshold. In the quantum case, generalizing
the properties to be computed is not only a way to make the hypothesis more plausible: for many
of such tasks it is likely that the quadratic quantum speedup, as given by Grover’s algorithm, no
longer exist.
2.1 The basic QSETH
To build towards our framework, first consider what would be a natural generalization of the
classical SETH.
Conjecture (Basic QSETH). There is no bounded error quantum algorithm that solves CNF-SAT
on n variables, m clauses in O(2
n
2
(1−δ)mO(1)) time, for any δ > 0.
4
NC circuits are of polynomial size and polylogarithmic depth consisting of fan-in 2 gates.
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This conjecture is already a possible useful tool in proving conditional quantum lower bounds,
as we present an example of this in Section 3.1.5
We first extend this conjecture with the option to consider wider classes of circuits. Let γ
denote a class of representations of computational models. Such a representation can for example
be polynomial-size CNF formulas, polylog-depth circuits NC, polynomial-size branching programs
BP, or the set of all polynomial-size circuits. The complexity of the latter problem is also often
studied in the classical case, capturing the hardness of CircuitSAT.
Conjecture (Basic γ-QSETH). A quantum algorithm cannot, given an input C from the set γ,
decide in time O(2
n
2
(1−δ)) whether there exists an input x ∈ {0, 1}n such that C(x) = 1 for any
δ > 0.
We also define DEPTH2 for the set of all depth-2 circuits consisting of unbounded fan-in,
consisting only of AND and OR gates. This definition is later convenient when considering wider
classes of properties, and it can be easily seen that ‘basic DEPTH2-QSETH’ is precisely the ‘basic
QSETH’ as defined above.
Since both these basic QSETH variants already contain a quadratic speedup relative to the
classical SETH, conditional quantum lower bounds obtained via these assumptions will usually
also be quadratically worse than any corresponding classical lower bounds for the same problems.
For some problems, lower bounds obtained using the basic QSETH, or using γ-QSETH for a wider
class of computation, will be tight. However, for other problems no quadratic quantum speedup is
known.
2.2 Extending QSETH to general properties
We now extend the ‘basic γ-QSETH’ as defined in the previous section, to also include computing
different properties of the set of satisfying assignments. By extending QSETH in this way, we can
potentially circumvent the quadratic gap between quantum and classical lower bounds for some
problems.
Consider a problem in which one is given some circuit representation of a boolean function
f : {0, 1}n → {0, 1} and asked whether a property P : {0, 1}2n → {0, 1} on the truth table of
this function evaluates to 1, that is, given a circuit C the problem is to decide if P(tt(C)) = 1,
where tt(C) denotes the truth table of the boolean function computed by the circuit C. If one can
only access C as a black box then it is clear that the amount of time taken to compute P(tt(C))
is lower bounded by the number of queries made to the string tt(C). However, if provided with
the description of C, which we denote by desc(C), then one can analyze C to compute P(tt(C))
possibly much faster.
For example, take the representation to be polynomial-sized CNF formulas and the property
to be OR. Then for polynomial-sized CNF formulas this is precisely the CNF-SAT problem.
Conjecturing quantum hardness of this property would make us retrieve the ‘basic QSETH’ of the
previous section. Do note that we cannot simply conjecture that any property is hard to compute
on CNF formulas: Even though the query complexity of AND on a string of length 2n is Ω(2n)
classically and Ω(2n/2) in the quantum case, this property can be easily computed in polynomial
time both classically and quantumly when provided with the description of the nO(1) sized CNF
formula.
To get around this problem, we can increase the complexity of the input representation: If
we consider inputs from DEPTH2, the set of all depth-2 circuits consisting of unbounded fan-in
5Additional examples of implications from such a version of QSETH can be found in the recent independent work
of [ACL+19].
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AND and OR gates, we now have a class that is closed under complementation. For this class, it
is a reasonable conjecture that both AND, the question whether the input is a tautology and all
assignments are satisfying, and OR, the normal SAT problem, are hard to compute.
After this step we can look at further properties than AND and OR. For instance, consider the
problem of computing whether there exists an even or an odd number of satisfying assignments.
This task is equivalent to computing the PARITY of the truth table of the input formula. How
much time do we expect a quantum algorithm to need for such a task?
The quadratic speedup for computing the OR is already captured in the model where the quan-
tum computation only tries possible assignments and then performs Grover’s algorithm in a black
box way. If PARITY is also computed in such a way, then we know from query complexity [BBC+01]
that there is no speedup, and the algorithm will have to use Ω(2n) steps. Our QSETH framework
will be able to consider more-complicated properties, like PARITY.
Finally, observe that such a correspondence, i.e., between the query complexity of a property and
the time complexity of computing this property on the set of satisfying assignments, cannot hold for
all properties, even when we consider more complicated input classes besides CNF formulas. For
instance, consider a property which is 0 on exactly the strings that are truth tables of polynomial-
sized circuits, and is PARITY of its input on the other strings. Such a property has high quantum
query complexity, but is trivial to compute when given a polynomial-sized circuit as input. We
introduce the notion of compression oblivious below to handle this problem.
Defining QSETH. We formalize the above intuitions in the following way. Let the variable γ
denote a class of representation at least as complex as the set DEPTH2, where DEPTH2 denotes
the set of poly sized depth-2 circuits consisting of only OR and AND gates of unbounded fan-in.
We define a meta-language LP such that LP = {desc(C) | C is an element from the set γ and
P(tt(C)) = 1}. We now define the following terms:
Definition 1 (White-box algorithms). An algorithm A decides the property P in white-box if A
decides the corresponding meta-language LP. That is, given an input string desc(C), A accepts if
and only if P(tt(C)) = 1. We use qTimeWBǫ(P) to denote the time taken by a quantum computer
to decide the language LP with error probability ǫ.
Definition 2 (Black-box algorithms). An algorithm A decides the property P in black-box if the
algorithm Af (1n, 1m) accepts if and only if P(tt(f)) = 1. Here, f is the boolean function computed
by the circuit C and m is the upper bound on |desc(C)| which is the size of the representation6 that
describes f , and Af denotes that the algorithm A has oracle access to the boolean function f . We
use qTimeBBǫ(P) to denote the time taken by a quantum computer to compute the property P in
the black-box setting with error probability ǫ.
We define the set of compression oblivious properties corresponding to γ as the set of properties
where the time taken to compute this property in the black-box setting is lower bounded by the
quantum query complexity of this property on all strings. Formally,
CO(γ) = {properties P such that qTimeBBǫ(P |Sγ ) ≥ Ω(Qǫ(P))},
where Qǫ(P) denotes the quantum query complexity of the property P in a ǫ-bounded error query
model and Sγ = {tt(C) | C is an element of the set γ}. For example, the properties AND and
6For instance a CNF/DNF formula, an NC circuit, or a general circuit.
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OR are in CO(DEPTH2) because the adversarial set that gives the tight query bound for the prop-
erty AND (OR) are truth tables of functions that can be represented by nO(1) sized DNF (CNF) for-
mulas. As Qǫ(AND|SDEPTH2) = Qǫ(AND) and qTimeBBǫ(AND|SDEPTH2) ≥ Qǫ(AND|SDEPTH2). There-
fore, we have AND ∈ CO(DEPTH2). The same result holds for the property OR as well.
For each class of representation γ we now define the corresponding γ-QSETH, which states
that computing any compression-oblivious property P in the white-box setting is at least as hard
as computing P in the black-box setting. More formally,
Conjecture 3 (γ-QSETH). For every class of representation γ, such as the class of depth-2 circuits
DEPTH2 or poly-sized circuits of a more complex class, for all properties P ∈ CO(γ), we have
qTimeWBǫ(P |γ) ≥ Ω(Qǫ(P)).
2.3 Observations on the set of compression oblivious properties
As the class γ gets more complex, the corresponding γ-QSETH becomes more credible. The set of
compression oblivious properties is an interesting object of study by itself. First consider the follow-
ing facts about sets of compression-oblivious properties relate, relative to different computational
models.
Fact 1. Given two classes of representations A and B, if A ⊆ B then for every property P, we
have P ∈ CO(B) whenever P ∈ CO(A).
Fact 2. Given two classes of representations A and B, if A ⊆ B then A-QSETH implies B-QSETH.
Proof. For Fact 1. If A ⊆ B then also for the corresponding sets of truth tables it holds that SA ⊆
SB. If a property P ∈ CO(A), then qTimeBBǫ(P |SA) ≥ Ω(Qǫ)(P) also implies qTimeBBǫ(P |SB ) ≥
qTimeBBǫ(P |SA) as SB is a superset of SA. Therefore, P ∈ CO(B).
For Fact 2: Whenever some property P ∈ CO(A) is hard to compute for inputs coming from A,
this property is also P ∈ CO(B) by Fact 1. Therefore, it is also hard to compute on an even wider
range of inputs.
Given an explicit property P and a class of representation γ, it would be desirable to uncon-
ditionally prove that the property P is γ-compression oblivious7. This is possible for some simple
properties that have query complexity Θ(
√
N) like OR, corresponding to ordinary satisfiability, and
AND. Unfortunately, for more complicated properties, like computing the parity of the number of
satisfying assignments, it turns out to be hard to find an unconditional proof that such a property
is compression oblivious. The following theorem shows a barrier to finding such an unconditional
proof: proving that such a property is compression oblivious implies separating P from PSPACE.
Theorem 1. If there exists a property P such that Qǫ(P) = ω˜(
√
N) and P is γ-compression
oblivious, and for all ǫ > 0 we have P ∈ SPACE(N ǫ), then P 6= PSPACE.
Proof (sketch). By way of contradiction, assume P = PSPACE. We are given a promise that the
circuit to whom we have black-box access to is in the set γ. Using a simplified version of the
algorithm for the oracle identification problem [AIK+04, Kot14] and assuming P = PSPACE, we
can extract a compressed form of the entire input using only O˜(
√
N) quantum time.
As the property P ∈ SPACE(N ǫ), using the P = PSPACE assumption again, we can directly
compute P in time O(N ǫ) for any arbitrarily small ǫ. Therefore, the total number of (quantum)
steps taken is O˜(
√
N) +O(N ǫ), which for an ǫ < 12 is in contradiction to the assumption that P is
γ-compression oblivious.
7We call a property P a γ-compression oblivious property if P ∈ CO(γ).
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An expanded version of the proof will be presented in a future version of the paper. Note that
SETH is already a much stronger assumption than P 6= PSPACE, therefore this observation leaves
open the interesting possibility of proving that properties are compression oblivious assuming that
the (Q)SETH holds for simpler properties. (For instance, these simpler properties could include OR
and AND, for which it is possible to unconditionally prove that they are compression oblivious.)
3 QSETH lower bounds for Orthogonal Vectors and Useful Proofs
of Work
Recall that DEPTH2 denotes the set of polynomial-sized depth-2 circuits consisting of only OR
and AND gates of unbounded fan-in. Because of the simple input structure, the DEPTH2-QSETH
conjecture is therefore closest to the classical SETH, and implies the ‘basic QSETH’ as introduced
in Section 2.1:
Corollary 1. If DEPTH2-QSETH is true then there is no bounded error quantum algorithm that
solves CNF-SAT on n variables, m clauses in O(2(1−δ)n/2mO(1)) time, for any δ > 0.
Proof. Consider the property OR: {0, 1}2n → {0, 1}. Using the fact that OR ∈ CO(DEPTH2),
as shown in the previous section, we get qTimeWBǫ(OR|DEPTH2) ≥ Ω(Qǫ(OR)) = Ω(2n/2). Due
to the structure of the DNF formulas one can compute the property OR on DNF formulas on n
variables, m clauses in nO(1)mO(1) time. This implies that the hard cases in the set DEPTH2 for
the OR property are the CNF formulas. Therefore, qTimeWBǫ(OR|CNF) ≥ Ω(2n/2) where the set
CNF denotes all the polynomial sized CNF formulas.
In this section we present several immediate consequences of the DEPTH2-QSETH conjecture,
including:
1. For some problems, classical SETH-based Ω(T ) time lower bounds carry over to the quantum
case, with DEPTH2-QSETH-based Ω(
√
T ) quantum time lower bounds using (almost) the
same reduction.
2. The Proofs of Useful Work of Ball, Rosen, Sabin and Vasudevan [BRSV17] require time O˜(n2)
to solve on a quantum computer, equal to their classical complexity, under DEPTH2-QSETH.
3.1 Quantum time lower bounds based on DEPTH2-QSETH
The statement of DEPTH2-QSETH along with Corollary 1 can give quantum time lower bounds
for some problems for which we know classical lower bounds under SETH (Conjecture 2).
Corollary 2. Let P be a problem with an Ω(T ) time lower bound modulo SETH. Then, P has an
Ω˜(
√
T ) quantum time lower bound conditioned under DEPTH2-QSETH if there exists a classical
reduction from CNF-SAT to the problem P taking O(2
n
2
(1−α)) (for α > 0) time or if there exists an
efficient reduction that can access a single bit of the reduction output.8
8Note that SETH talks about solving CNF-SAT as opposed to bounded k-SAT problems. One could also define a
quantum hardness conjecture for k-CNF or k-DNF, for an arbitrary constant k, in the same way as the original SETH.
This variant is required for reductions that use the fact that k is constant, which can occur through usage of the
sparsification lemma [IP01]. For examples where this is necessary within fine-grained complexity, see the Matching
Triangles problem mentioned in [AVY15] or reductions like in [CDL+16].
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As examples we will consider the Orthogonal Vectors and the Edit Distance problem.
The Orthogonal Vectors (OV) problem is defined as follows. Given two sets U and V of n
vectors, each over {0, 1}d where d = ω(log n), determine whether there exists a u ∈ U and a v ∈ V
such that Σl∈[d]ulvl = 0. In [Wil05], Williams showed that SETH implies the non-existence of a
sub-quadratic classical algorithm for the OV problem. In the quantum case the best-known query
lower bound is Ω(n2/3), which can be achieved by reducing the 2-to-1 Collision problem to
the Orthogonal Vectors problem; however, the known quantum time upper bound is O˜(n)
[Ren19]. First note that we cannot use Williams’ classical reduction directly, since a hypothetical
quantum algorithm for OV expects quantum access to the input, and writing down the entire
reduction already takes time 2n/2. Instead, observe that the reduction produces a separate vector
for each partial assignment: let t(n) be the time needed to compute a single element of the output
of the reduction, then t(n) = poly(n), which is logarithmic in the size of the total reduction. Let
N = O∗(2n/2) be the size of the output of the reduction of [Wil05], for some CNF formula with
n variables. Any quantum algorithm that solves OV in time Nα, can solve CNF-SAT in time
t(n)O∗(2αn/2) = O∗(2αn/2).9 Assuming DEPTH2-QSETH, this implies that a quantum algorithm
requires time Θ˜(N) to solve OV for instances of size N .
See the recent results by Aaronson, Chia, Lin, Wang, and Zhang [ACL+19] for more examples of
reductions from (a variant of) QSETH, that also hold for the basic QSETH of our framework. Ad-
ditionally, there the authors define the notion of Quantum Fine-grained Reductions more generally,
and present a study of OV that also includes the case of constant dimension.
The next example we consider is the Edit Distance problem. The Edit Distance problem is
defined as follows. Given two strings a and b over an alphabet set Σ, the edit distance between a and
b is the minimum number of operations (insertions, deletions, substitutions) on the symbols required
to transform string a to b (or vice versa). A reduction by [BI15] shows that if the edit distance
between two strings of length n can be computed in time O(n2−δ) for some constant δ > 0, then
satisfiability on CNF formulas with n variables andm clauses can be computed in O(mO(1) ·2(1− δ2 )n)
which would imply that SETH (Conjecture 2) is false. Just like in the Orthogonal Vectors
case, we observe that the classical reduction from CNF-SAT to Edit Distance is local, in the sense
that accessing a single bit of the exponentially-long reduction output can be done in polynomial
time: Every segment of the strings that are an output of the reduction, depend only on a single
partial satisfying assignment, out of the 2n/2 possible partial assignments.
This observation directly lets us use the reduction of [BI15] to give a quantum time lower
bound of Ω˜(n) for the Edit Distance problem, where n here is the length of the inputs to
Edit Distance, conditioned on DEPTH2-QSETH. However, an unconditional quantum query
lower bound of Ω(n) can also be easily achieved by embedding of a problem with high query
complexity, such as the majority problem, in an edit distance instance.
We witness that with DEPTH2-QSETH conjecture, the SETH-based fine-grained lower bounds
at best transfer to a square root lower complexity in the quantum case. This is definitely interesting
on its own, but we are aiming for larger quantum lower bounds, which is why we focus on our more
general framework.
3.2 Quantum Proofs of Useful Work
Other applications of DEPTH2-QSETH include providing problems for which Proofs of Useful Work
(uPoW) can be presented in the quantum setting. The paper [BRSV17] proposes uPoW protocols
that are based on delegating the evaluation of low-degree polynomials to the prover. They present
9We use O∗ to denote asymptotic complexity ignoring polynomial factors.
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a classical uPoW protocol for the Orthogonal Vectors problem (OV) whose security proof is
based on the assumption that OV needs Ω(n2−o(1)) classical time in the worst case setting, implying
that the evaluation of a polynomial that encodes the instance of OV has average-case hardness. At
the end of this protocol, the verifier is able to compute the number of orthogonal vectors in a given
instance.
Therefore, the same protocol also works to verify the solutions to ⊕OV, where ⊕OV denotes
the parity version of OV, i.e., given two sets U , V of n vectors from {0, 1}d each, output the parity
of number of pairs (u, v) such that u ∈ U , v ∈ V and Σl∈[d]ulvl = 0, where d is taken to be ω(log n).
Assuming DEPTH2-QSETH and assuming PARITY ∈ CO(DEPTH2) we get that ⊕CNF-SAT
takes Ω(2n) quantum time. Due to the reduction10 given in [Wil05], this protocol then implies
a conditional quantum time lower bound of Ω(n2) for the ⊕OV problem. Therefore, the uPoW
protocol by [BRSV17] also requires quantum provers to take time Ω˜(n2).
4 Lower bound for edit distance using NC-QSETH
In this section we discuss a consequence of our NC-QSETH conjecture: Quantum time lower
bound for the Edit Distance problem. Edit distance (also known as the Levenshtein distance)
is a measure of dissimilarity between two strings. For input strings of length n, the well known
Wagner–Fischer algorithm (based on dynamic programming) classically computes the edit distance
in O(n2) time. Unfortunately, all the best known classical (and quantum) algorithms to compute the
edit distance are also nearly quadratic. As mentioned earlier, the result by [BI15] proves that these
near quadratic time bounds might be tight. They show that a sub-quadratic classical algorithm
for computing the Edit Distance problem would imply that SETH (refer to Conjecture 2) is
false. SETH also implies quadratic lower bounds for many other string comparison problems like
Longest Common Subsequence, Dynamic Time Warping whose trivial algorithms are also
based on dynamic programming [BI15, BK15]. Bouroujeni et al. in [BEG+18] give a sub-quadratic
quantum algorithm for approximating edit distance within a constant factor which was followed by a
better classical algorithm in [CDG+18] by Chakraborty et al. However, no quantum improvements
over the classical algorithms in the exact case are known to the best of our knowledge. Investigating
why this is the case is an interesting open problem, which can be addressed in two directions. We
formulate the following questions for the example of the Edit Distance problem.
1. Is there a bounded-error quantum algorithm for Edit Distance that runs in a sub-quadratic
amount of time?
2. Can we use a different reduction to raise the linear lower bound for Edit Distance that we
achieve under DEPTH2-QSETH?
While the first question still remains open, we address the second question in this section.
Independently from our results, Ambainis et al. [ABI+19] present a quantum query lower bound
of Ω(n1.5−o(1)) for the Edit Distance problem when solved using the most natural approach
by reducing Edit Distance to connectivity on a 2D grid. However, that doesn’t rule out the
possibility of other O˜(n1.5−α) quantum algorithms for the Edit Distance problem, for α > 0.
In this section, using (a promise version of) the NC-QSETH conjecture we prove a conditional
quantum time lower bound of Ω(n1.5) for the Edit Distance problem.
10Note that here one can use the classical reduction from CNF-SAT to Orthogonal Vectors that runs in O˜(2n/2).
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4.1 The Edit Distance problem and the Alignment Framework
Formally, the Edit Distance problem is defined as follows:
Definition 3 (The Edit Distance problem). Given two strings a and b over an alphabet set Σ,
the edit distance between a and b is the minimum number of operations (insertions, deletions,
substitutions) on the symbols required to transform string a to b (or vice versa).
One way to visualize the Edit Distance problem is by using the alignment framework, also
mentioned in [BK15]. Let a, b be two strings, of length n and m respectively, and let n ≥ m. An
alignment is a set A = {(i1, j1), . . . , (ik, jk)} with 0 ≤ k ≤ m such that 1 ≤ i1 < · · · < ik ≤ n and
1 ≤ j1 < · · · < jk ≤ m. The set An,m denotes the set of all alignments over the index sets [n] and
[m]. We now claim the following:
Fact 3. Let a,b be strings of length n,m, respectively. The edit distance between a and b is
δ(a, b) = min
A∈An,m
alignment-cost(A),
where n = |a|,m = |b|, alignment-cost(A) = ∑(i,j)∈A δ(a[i], b[j]) + n + m − 2|A|, and a[i] denote
the ith symbol of string a, while b[j] denotes the jth symbol of string b.
Proof. There are many ways to transform the string a into the string b and each alignment A ∈ An,m
specifies one such way. For any alignment A ∈ An,m the alignment-cost(A) denotes the number of
operations (insertions, deletions, substitutions) required to transform a to b under the alignment A.
As edit distance is defined to be the minimum number of operations required to transform a to b,
we minimize the alignment-cost over all the alignments in An,m to get the edit distance δ(a, b).
We chose the alignment framework to visualize the Edit Distance problem because in this
framework the edit distance between two strings can be related to the sum of edit distance between
pairs of some symbols from these two strings, a recursive behaviour that we will extensively use in
the following results.
4.2 Reduction from BP-PPedit to the Edit Distance problem
We present a conditional quantum time lower bound for the Edit Distance problem as one of
the first consequences of our NC-QSETH. First we define a promise property PPedit. We then
give an efficient reduction from the problem of computing the property PPedit on truth tables of
some11 non-deterministic branching programs [AB09] to the Edit Distance problem. We provide
a quantum time lower bound for computing the property PPedit on a set of non-deterministic
branching programs using the promise version of NC-QSETH, which because of the reduction
translates to a conditional quantum time lower bound of Ω(n1.5) for the Edit Distance problem.
The first part of our reduction mimics the approach in the [AHVWW16] paper. Given a non-
deterministic branching program S (Definition 8 in Appendix A) with n input variables, we do the
following: Let X1 = {x1, x2, . . . , xn/2} and X2 = {xn/2+1, xn/2+2, . . . , xn} be the first and the last
half of the input variables to S, respectively. Let A = (a1, a2, . . . , a2n/2) and B = (b1, b2, . . . , b2n/2)
be two sequences containing all the elements from the set {0, 1}n/2 in the lexicographical order such
11The mention of some is important because of two reasons: (1) The property PPedit is a promise property defined
on truth tables of some branching programs. (2) As a part of the reduction for a given branching program as an
input we construct gadgets whose sizes depend on the size of the input, and to avoid having the length of the gadgets
be too large, we restrict ourselves to branching programs of size 2o(
√
n).
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that every pair (a, b) ∈ A×B together forms an input to S. For each set A and B, the reduction
constructs two long sequences x and y, such that these sequences are composed of subsequences
(also referred to as gadgets) that correspond to elements of A and B, respectively. We observe
that computing the edit distance between these sequences x and y is equivalent to computing
the property PPedit of the truth table of the branching program S. Therefore, we establish a
connection between the BP-PPedit problem (Definition 5) which is solvable in exponential time and
the Edit Distance problem that is solvable in polynomial time.
Definition 4 (The PPedit property). LetM be a boolean matrix of size K×L where Mij = {0, 1} de-
notes the entry in the ith row and the jth column. We define a path R = ((i1, j1), (i2, j2), . . . , (ik, jk))
as a sequence of positions in the matrix M which satisfy the following conditions:
1. The column indices in a path are ordered, i.e., 1 = j1 ≤ j2 ≤ · · · ≤ jk = L. This ensures
that the path can only start from a cell in the first column and must end in a cell in the last
column and the path progresses from left to right in the matrix.
2. For all p ∈ [k− 1], either ip+1 = ip or ip+1 > ip or ip+1 < ip. If ip+1 = ip then jp+1 = jp +1.
However, if ip+1 6= ip then we say there is a jump to another row at (ip, jp). When jumping
to a row above, i.e. when ip+1 < ip, then jp+1 = jp + ip − ip+1. Whereas, while jumping to a
row below, i.e. when ip+1 > ip, then jp+1 = jp.
3. Finally, ∀p such that 1 < p < k, if ip 6= ip−1 then ip+1 = ip.
Let PATHSK,L be a set of all possible paths for a matrix of size K × L. The cost associated with
a path R for a given matrix M depends on the entries of M and is defined as:
cost(M,R, µ) =
∑
(ip,jp)∈R
CMipjp +
∑
(ip,jp)∈R,ip 6=ip+1
(Cjump|ip+1 − ip|+ µ−CMipjp −CMip+1jp+1︸ ︷︷ ︸
Jump costs
),
where C0, C1 with (C1 < C0) are some fixed constants, Cjump depends on values of T and SG
12
and µ is an integer parameter between [0, Q] for some constant Q. We define:
∆(M, µ) = min
R∈PATHSK,L
cost(M,R, µ).
Given a fixed threshold value Tr
13, the property Pedit : {0, 1}K ×{0, 1}L×{0, 1, . . . , Q} → {0, 1}
is defined as follows:
Pedit(M, µ) =
{
1, if (∆(M, µ) < Tr),
0 if (∆(M, µ) ≥ Tr).
We now define a promise version of the Pedit property, namely PPedit : {0, 1}K × {0, 1}L → {0, 1}
as follows:
PPedit(M) =
{
1, if (Pedit(M, µ = Q) = 1),
0, if (Pedit(M, µ = 0) = 0).
12The constants C0 = Q and C1 = Q− ρ where as Cjump = 2T + SG where SG is a constant but the variable T is
not. The details about the constants Q, ρ, SG and the variable T are mentioned in Theorem 2.
13We fix Tr =
3L
4
C0 +
L
4
C1.
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Definition 5 (BP-PPedit problem). Given a non-deterministic branching program S with n input
variables, decide if PPedit(M
tt(S)) = 1. Here tt(S) denotes the truth table of the function computed
by the branching program S and Mtt(S) denotes the Matrix Encoding14 of tt(S).
We now provide the reduction from the BP-PPedit promise problem to the Edit Distance
problem. The main lemmas and facts pertaining to the reduction are mentioned in this section
while the detailed proofs are given in Appendix B.
Definition 6 (The set S). Given a branching program S, let desc(S) denote a standard encoding
of S as a binary string. The set S denotes the set of non-deterministic branching programs with n
input variables such that:
S = {S | Mtt(S) ∈ PPedit−1(0) ∪ PPedit−1(1)}.
Having defined the BP-PPedit problem and the set S, we now present the main theorem of this
section.
Theorem 2. There is a reduction from the BP-PPedit problem on non-deterministic branching
programs of size 2o(
√
n) (length Z and width W ) from set S to an instance of the Edit Distance
problem on two sequences of length N = ZO(logW )2n/2, and the reduction runs in O(N) time.
Proof. The reduction is as follows: Let S ∈ S be a branching program with n input variables
of size 2o(
√
n). Let X1 = {x1, x2, . . . , xn/2} and X2 = {xn/2+1, xn/2+2, . . . , xn} be the inputs to
the branching program S. Let A = (a1, a2, . . . , a2n/2) and B = (b1, b2, . . . , b2n/2) such that both
the sequences contain all the elements from the set {0, 1}n/2 in the lexicographical order. Then
construct gadget sequences such that the following conditions are met:
1. Using the construction mentioned by [AHVWW16], construct the gadget G(a) (of length ZO(logW ),
using symbols from Σ = {0, 1}) for each a ∈ A and another gadget G(b) (also of length
ZO(logW ) using symbols from Σ′ = {0, 1}) for each b ∈ B, such that ∀(a, b) ∈ A × B,
δ(G(a), G(b)) = Q′−ρ if the pair (a, b) satisfies the branching program S and δ(G(a), G(b)) =
Q′ otherwise, for some constants Q′ and ρ ∈ Z. Recall that δ(G(·), G(·)) refers to the edit
distance between the gadgets G(·) and G(·). We slightly modify the construction of gadgets
to match the sizes of these gadgets |G(·)| = |G(·)| denoted by SG. Refer to the Theorem 7 in
Appendix B for a simple proof on how we achieve this for another constant Q, same ρ and a
bigger alphabet set Σ = {0, 1, 2}.
2. We set T = ω(logN) where N = ZO(logW )2n/2 and construct the final sequences in the
following way:
x := (©|A|−1i=1 5T r6T )(©a∈A5TG(a)6T )(©|A|−1i=1 5T r6T )
y := 7|x|(©b∈B5TG(b)6T )7|x|
Here r is a dummy gadget sequence such that δ(r,G(b)) = Q, ∀b ∈ B [AHVWW16] and 5T
(or 6T ) known as a separator represents the symbol 5 (or 6) occurring T times. The choice
14Matrix Encoding: Let the truth table tt(S) = X1X2 . . . X2n be of length 2
n. Then the matrix Mtt(S) of size
(2n/2+1 − 1)× 2n/2 (refer to Figure 1) is generated in the following way:
M
tt(S)
ij =
{
X2n/2(i+j−2n/2)+j , if (0 < (i+ j − 2
n/2) ≤ 2n/2),
0, otherwise.
Here M
tt(S)
ij denotes the entry at the i
th row and the jth column of the matrix Mtt(S).
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of T is made in a way that in an optimal alignment15 the separators from x align with the
separators in y, hence forcing the gadgets to align with other gadgets.
In Section 4.1 we saw how edit distance between two strings can be associated with minimum
alignment-cost when viewed as an alignment of symbols. Unfortunately, we cannot use the align-
ment framework in the same way at a gadget level. Therefore, instead of using the alignment
framework, which by definition is a set of pairs such that pairing is between two indices, we define
a variant, which we call the coarse alignment, which is a sequence of pairs, but the pairing here
can be between an index and a sequence of indices (or vice-versa). We observe that the edit dis-
tance δ(x, y) can be expressed as the cost of an optimal coarse alignment of gadgets in x and y as
presented in Lemma 1.
Definition 7 (Coarse alignment). Let n′, n′′ ∈ [n] and n′ < n′′, we say In′,n′′ = {n′, n′+1, . . . , n′′}
and let Jm = [m] be two sets of indices.
A coarse alignment A is defined as a sequence ((p1, q1), (p2, q2), . . . , (pk, qk)), such that:
1. ∀i ∈ [k], pi are sequences and ⋃ki=1 pi = In′,n′′. Similarly, ∀i ∈ [k], qi are also sequences and⋃k
i=1 qi = Jm.
2. ∀i ∈ [k], pi 6= ∅ and ∀i ∈ [k], qi 6= ∅.
3. ∀i, j ∈ [k], if i 6= j, pi ∩ pj = ∅. Similarly, qi ∩ qj = ∅, whenever i 6= j.
4. ∀i, j ∈ [k], ∀u ∈ pi and ∀v ∈ pj , u < v if i < j. Similarly, ∀u ∈ qi and ∀v ∈ qj , u < v
whenever i < j.
5. ∀i ∈ [k], |pi| = 1 or |qi| = 1.
Let the set An′,n′′,m denote the set of coarse alignments given the indices sets In′,n′′ and Jm. We
define the set Cn,m = ⋃i,j∈[n],i<jAi,j,m to denote the set of all possible coarse alignments given n
and m.
The structure of the sequences x and y, i.e., the padding of 5s and 6s between the gadgets and
the padding of the 7s in the beginning and end of the sequence y, ensures that the edit distance
δ(x, y) has the following peculiar behaviour:
Lemma 1 (Lemma 3 in Appendix B). There exists a coarse alignment A ∈ C(3·2n/2−2),2n/2 , such
that the edit distance between the two sequences x and y is:
δ(x, y) = 2|x|+ min
A∈C
(3·2n/2−2),2n/2
edit-cost(A),
where edit-cost(A) =
∑
(i,j)∈A δ(ui, vj) such that ui =©p∈i5T gp6T and vj =©q∈j5TG(bq)6T . Also
gp = G(ap−2n/2) when 0 < (p − 2n/2) ≤ 2n/2 and gp = r otherwise. Here r denotes the dummy
gadget.
The proof of Lemma 1 uses results of Lemmas 4, 5, Fact 4 and Corollary 3 mentioned in
Appendix B where we also provide insights on how edit distance between sequences like x and y
behave. We now prove the correctness of our reduction.
15We say an alignment is an optimal alignment if the cost of the alignment is the edit distance.
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Lemma 2 (Lemma 6 in Appendix B). For every n, there exists a constant C∗ ∈ Z such that
δ(x, y) < C∗
if and only if PPedit(M
tt(S)) = 1.
Proof. If PPedit(M
tt(S)) = 1 then it implies Pedit(M
tt(S), Q) = 1 because of the promise that the
branching program S belongs to the set S. The statement Pedit(Mtt(S), Q) = 1 implies that there
exists a path P ∈ PATHS2L−1,L (here L = 2n/2) such that even with the highest allowed jump pa-
rameter µ = Q the path-cost is cost(Mtt(S),P, Q) < Tr, for a fixed threshold Tr. Which invariably
means that ∀µ, cost(Mtt(S),P, µ) < Tr. Using the Algorithm 1 that generates a coarse alignment
C ∈ C3L−2,L for a given path P ∈ PATHS2L−1,L as an input, we get a coarse alignment C corre-
sponding to path P. We get edit-cost(C) < Tr because ∀µ, cost(Mtt(S),P, µ) < Tr.16 Also, from
Lemma 1 we have that δ(x, y) = 2|x| +minC∈C3L−2,L edit-cost(C). This implies δ(x, y) < 2|x|+ Tr
and, we set our constant C∗ = 2|x| + Tr.
We now prove the other direction. If PPedit(M
tt(S)) = 0 it implies that Pedit(M
tt(S), 0) = 0 as the
branching program S ∈ S. Which in turn implies that ∀µ,∀P ∈ PATHS2L−1,L, cost(Mtt(S),P, µ) ≥
Tr. Using the result from Lemma 7 and 8 in Appendix B we show that if ∀µ,∀P ∈ PATHS2L−1,L,
cost(Mtt(S),P, µ) ≥ Tr then ∀C ∈ C3L−2,L, edit-cost(C) ≥ Tr which implies δ(x, y) ≥ 2|x| + Tr.
Thus, implying δ(x, y) ≥ C∗.
This constitutes the proof of the reduction from the BP-PPedit problem on branching programs
of size 2o(
√
n) from the set S to the Edit Distance problem.
4.3 The Quantum Time Lower Bound for the Edit Distance problem
In the previous sub-section we gave a reduction from the BP-PPedit problem on branching programs
of size 2o(
√
n) from set S to the Edit Distance problem. Therefore, if we prove that the time taken
to compute the PPedit on these branching programs in the white-box setting in ǫ-bounded error
model is Ω(20.75n) then because of the reduction we prove a quantum time lower bound of Ω(n1.5)
for the Edit Distance problem.
To achieve the quantum time lower bound for the BP-PPedit problem we use the results of the
Theorem 3 (query complexity of PPedit) and Conjectures 4 (promise version of NC-QSETH) and 5
(PPedit ∈ CO(NC ∩ S)) mentioned below.
Theorem 3 (Theorem 8, Corollary 4 in Appendix C). The bounded-error quantum query complexity
for computing the property PPedit on matrices that are Matrix Encoding of truth tables of non-
deterministic branching programs with n input variables of size 2o(
√
n) from set S is Ω(20.75n).
Conjecture 4 (Promise version of NC-QSETH). For the class of representations NC, i.e., the
set of poly sized circuits of polylogarithmic depth consisting of fan-in 2 gates, for all properties
P ∈ CO(NC ∩ S), we have qTimeWBǫ(P |NC∩S) ≥ Ω(Qǫ(P |S)).
Conjecture 5. The property PPedit is NC ∩ S)-compression oblivious.
Theorem 4. The ǫ-bounded error quantum time complexity for computing the property PPedit in the
white-box setting is qTimeWBǫ(PPedit |NC∩S) = Ω(20.75n) under a promise version of NC-QSETH.
Proof. Combining the results of Theorem 3, Conjectures 4 and 5 we get qTimeWBǫ(PPedit |NC∩S) =
Ω(Qǫ(PPedit |S)) = Ω(20.75n).
16This happens due to the choices of C0, C1, Cjump that were made in Definition 4.
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Theorem 5. Assuming Conjecture 4, the promise version of NC-QSETH, and assuming PPedit ∈
CO(NC ∩ S), the bounded-error quantum time complexity for computing the
Edit Distance problem is Ω(n1.5).
Proof. Using the reduction from the PPedit problem on branching programs with n input variables
of size 2o(
√
n) from set S to the Edit Distance problem (Theorem 2) and using the results from
Theorem 4 we obtain the conditional quantum time lower bound of Ω(n1.5) for the Edit Distance
problem.
4.4 Lower bound for the restricted Dyck language
Consider the restricted Dyck language, the language of balanced parentheses of depth bounded
by k. The study of the quantum query complexity of this language was initiated in [AGS19] by
Aaronson, Grier, and Schaeffer where they provide an O˜(
√
n) algorithm to decide the language for
a constant k. As a corollary to Theorem 8 in Appendix C we show that the query complexity of
restricted Dyck language is linear for any k = ω(log n), partially answering an open question posed
by the authors in [AGS19].
Theorem 6. The quantum query complexity of the restricted Dyck language is Ω(n1−o(1)) for any
k = ω(log n).
Proof (sketch). In the proof of Theorem 8 in Appendix C we have constructed sets of length n
0/1 strings such that, for each string in the sets, every prefix is at most some distance d away
from balanced, and such that the query complexity of deciding whether these strings are precisely
balanced or not is Ω(n), whenever d = ω(log n).
We can directly use the rows of the matrices that form the adversary set in Theorem 8 and use
this as the adversary set to lower bound the query complexity of the restricted Dyck language with
k = 2d in the following way:
1. Interpret 0 as an open bracket ‘(’, and 1 as a closing bracket ‘)’.
2. For any row r from the matrices of the adversarial set, we define
r′ = 0dr1d
If r is balanced, and satisfies the promise of never being d-far from balanced, this is a valid 1-
instance for the restricted Dyck language with k = 2d. Additionally, if r is not balanced, then this
is a valid 0-instance of the restricted Dyck language. Therefore, the adversary bound also is valid
for this problem (losing an additive 2d in the lower bound, which is negligible in the parameter
range that needs to be considered).
5 Conclusion and Future Directions
We presented a quantum version of the strong exponential-time hypothesis, as QSETH, and demon-
strated several consequences from QSETH. These included the transfer of previous Orthogonal-
Vector based lower bounds to the quantum case, with a quadratically lower time bound than the
equivalent classical lower bounds. We also showed two situations where the new QSETH does not
lose this quadratic factor: a lower bound showing that computing edit distance takes time n1.5 for a
quantum algorithm, and an n2 quantum lower bound for the Proofs of Useful Work of Ball, Rosen,
Sabin and Vasudevan [BRSV17], both conditioned on QSETH.
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Possible future applications for the QSETH framework are numerous. Most importantly, the
QSETH can potentially be a powerful tool to prove conditional lower bounds for additional problems
in BQP. The most natural first candidates are other string problems, such as computing the
Longest Common Subsequence for example, but there are many other problems for which the
‘basic QSETH’ does not immediately give tight bounds.
Additionally, the notion of compression oblivious properties are potentially interesting as an
independent object of study. We expect most natural properties to be compression oblivious, but
leave as an open question what complexity-theoretic assumptions are needed to show that, e.g., the
parity function is compression oblivious.
Future directions also include a careful study of quantum time complexity of the other core
problems in fine-grained complexity, such as 3SUM and APSP. Just like with satisfiability, the
basic versions of these problems are amenable to a Grover-based quadratic speedup. It is possible
that extensions of those key problems can be used to prove stronger conditional lower bounds, in
a similar way to the reduction that was used for Edit Distance in the current work.
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Appendices
A Branching Programs
Definition 8 (Non-deterministic Branching Programs). A non-deterministic branching program is
a directed acyclic graph with n input variables x1, . . . , xn. It is a Z layered directed graph with each
layer having a maximum of W nodes and the edges can only exists between nodes of neighbouring
layers Li and Li+1, ∀i ∈ [Z−1]. Every edge is labelled with a constraint of the form (xi = b) where
xi is an input variable and b ∈ {0, 1}. One of the nodes in the first layer is marked as the start node,
and one of the nodes in the last layer is marked as the accept node. An evaluation of a branching
program on an input x1, . . . , xn is a path that starts at the start node and non-deterministically
follows an edge out of the current node. The branching program accepts the input if and only if the
path ends up in the accept node. The size of this non-deterministic branching program is the total
number of edges i.e. O(W 2Z).
With a non-deterministic branching program S on n inputs, we associate the boolean function
f = [S] as the function computed by the branching program S. We use tt(S) to denote the truth
table of the function f computed by the branching program S and, a standard encoding of S as a
binary string is denoted by desc(S).
B Theorems related to reduction from the BP-PPedit problem to
the Edit Distance problem
Theorem 7. Given two strings a, b ∈ {0, 1}∗ with |a| > |b| such that, either δ(a, b) = Q′ or δ(a, b) =
Q′− ρ for some constants Q′, ρ ∈ Z+ and ρ < Q′, we can create strings anew, bnew ∈ {0, 1, 2}∗ such
that,
anew = 2
|a|© a,
bnew = 0
|a|−|b|2|a|© b,
and,
δ(anew, bnew) = Q− ρ iff δ(a, b) = Q′ − ρ,
δ(anew, bnew) = Q iff δ(a, b) = Q
′,
for another constant Q ∈ Z+ and ρ < Q and |anew| = |bnew|.
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Proof. It follows from the construction of anew, bnew that |anew| = |bnew|. It is also easy to see that
δ(anew, bnew) ≤ |a| − |b|+ δ(a, b). We will now prove that δ(anew, bnew) = |a| − |b|+ δ(a, b) for any
such a, b. Consider the last 2 of the subsequence 2|a| in the string anew. This symbol 2 could either
get deleted, or get matched or get substituted. If this 2 gets substituted with a symbol from the
substring b in bnew then there is a symbol 2 in bnew that has to be inserted, which is not an optimal
thing to do. If this symbol 2 from anew gets substituted with a symbol in 0
|a|−|b| then there is a
symbol 2 in bnew that has to be substituted with a symbol from the substring a in anew or has to
be inserted, either ways not an optimal thing to do. A similar argument holds for the case where
this 2 from anew gets deleted. Therefore, the only option left is that it gets matched with a 2 in
bnew. By repeating this argument for all the 2s in anew we can say that in an optimal alignment all
the 2s from anew will align with all the 2s from bnew. Therefore, δ(anew, bnew) = |a| − |b| + δ(a, b)
and Q = Q′ + |a| − |b|.
Lemma 3. There exists a coarse alignment C ∈ C(3·2n/2−2),2n/2 , such that the edit distance between
the two sequences x and y is:
δ(x, y) = 2|x|+ min
C∈C
(3·2n/2−2),2n/2
edit-cost(C),
where edit-cost(C) =
∑
(i,j)∈C δ(ui, vj) such that ui =©p∈i5T gp6T and vj =©q∈j5TG(bq)6T . Also
gp = G(ap−2n/2) when 0 < (p − 2n/2) ≤ 2n/2 and gp = r otherwise. Here r denotes the dummy
gadget.
Proof. We are given two sequences x and y, such that
x := (©|A|−1i=1 5T r6T )(©a∈A5TG(a)6T )(©|A|−1i=1 5T r6T ),
y := 7|x|︸︷︷︸
y1
(©b∈B5TG(b)6T )︸ ︷︷ ︸
y2
7|x|︸︷︷︸
y3
. (1)
Recall that A = (a1, a2, . . . , a2n/2) and B = (b1, b2, . . . , b2n/2) and both the sequences contain
all the elements from the set {0, 1}n/2 in the lexicographical order. The gadgets r,G(a) and G(b) ∈
{0, 1, 2}∗ and T >> |G(·)| = |G(·)| = |r| = SG.
Fact 4 (Fact 5.7 in [BK15]). Let y1 = 7
|x|, y2 = ©b∈B5TG(b)6T , y3 = 7|x| as mentioned in
Equation 1 above. We have the following statement to be true: The edit distance between the
strings x and y is,
δ(x, y) = min
x1,x2,x3
(δ(x1, y1) + δ(x2, y2) + δ(x3, y3)),
where x1, x2, x3 ranges over all ordered partitions of x and x = x1© x2© x3.
Corollary 3 (of Fact 4). The edit distance between the strings x and y is
δ(x, y) = 2|x|+min
x2
δ(x2, y2),
such that x2 ranges over all ordered partitions of x.
Proof. The strings y1 and y3 are strings of length |x| (at least as large as |x1| and |x3|) and consist
of symbols that are not used in the entire string x. Therefore, the δ(x1, y1) = δ(x3, y3) = |x| for
any choice of x1 and x3.
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Lemma 4. Given the two sequences x and y as mentioned above, there exists a substring x2 of the
form 5T. . . 6T such that the δ(x, y) = 2|x|+ δ(x2, y2) when y2 =©b∈B5TG(b)6T .
Proof. A proof by contradiction. Note that x2 can be any substring of x. Let us assume that the
(minimum) edit distance is achieved with x2 that is not of the form 5
T. . . 6T , we then argue that
one could change the format of x2 to 5
T. . . 6T without increasing the cost.
As we assume that x2 is not of the form 5
T. . . 6T therefore it could be of any of the following
forms:
1. Lets consider a scenario where x2 is of the form 5
θw . . . 6T where 0 < θw < T , note that y2 is
already of the form 5T. . . 6T .
x2 :=
w1︷ ︸︸ ︷
5θwai6
T
w2︷ ︸︸ ︷
5Tai+16
T. . . 6T
y2 := 5
T b16
T 5T b26
T. . . 6T︸ ︷︷ ︸
v1©v2
Recall from Fact 4 that by fixing w1 = 5
θwai6
T and w2 = 5
Tai+16
T. . . 6T we have δ(x2, y2) =
minv1,v2 δ(w1, v1) + δ(w2, v2).
(a) Lets assume that the minimum is achieved when v1 = 5
T b16
θv , where 0 < θv ≤ T . In such
a scenario, δ(w1, v1) = δ(5
θwai6
T , 5T b16
θv ) = δ(ai6
T−θv , 5T−θwb1). On the other hand
we have δ(5T ai6
T , v1) = δ(ai6
T−θv , b1) ≤ δ(ai6T−θv , 5T−θwb1) = δ(w1, v1).17 Therefore
suggesting that if v1 = 5
T b16
θv then setting w1 = 5
Tai6
T doesn’t increase the cost.
(b) Lets assume that the minimum is achieved when v1 = 5
T bθv1 , where 0 < θv ≤ SG.
δ(w1, v1) = δ(5
θwai6
T , 5T bθv1 ) = δ(ai6
T , 5T−θwbθv1 ) ≥ δ(ai6T , bθv1 ) = δ(5T ai6T , v1). Again
suggesting that if v1 = 5
T bθv1 then setting w1 = 5
Tai6
T cannot increase the cost.
(c) Lets assume that the minimum is achieved when v1 = 5
θv , where 0 ≤ θv ≤ T . δ(w1, v1) =
δ(5θwai6
T , 5θv ) = max(T + SG, T + SG + θw − θv) > δ(∅, 5θv ). There by suggesting that
if v1 = 5
θv then setting w1 = ∅ will definitely cost less.
This proves that no matter what form v1
18 is of, the minimum cost is achieved when w1 =
5T ai6
T or when w1 = ∅, therefore, supporting the claim of Lemma 4. We use the same
argument symmetrically to prove that x2 cannot be of the form 5
T. . . 6θw , where 0 < θw < T
or of the form 5θw1 . . . 6θw2 for 0 < θw1, θw2 < T .
2. Consider the case where x2 is of the form a
θw
i . . . 6
T where 0 < θw ≤ SG and y2 is of the form
5T. . . 6T .
x2 :=
w1︷ ︸︸ ︷
aθwi 6
T
w2︷ ︸︸ ︷
5Tai+16
T. . . 6T
y2 := 5
T b16
T 5T b26
T. . . 6T︸ ︷︷ ︸
v1©v2
17Consider three strings s1 ∈ Σ
∗, and s2, s3 ∈ Γ
∗, where Σ and Γ are two disjoint alphabet sets, i.e. Σ ∩ Γ = ∅,
then δ(s1 © s2, s3) ≥ δ(s2, s3) (similarly, δ(s2, s1 © s3) ≥ δ(s2, s3)). As the symbols in the string s1 are different
from symbols in s2 and s3 and the operations on symbols from s1 will only be delete or substitute. Therefore, one
can get rid of the string s1 by removing the symbols that got deleted (hence, reducing the cost) and by inserting the
symbols in s3 that otherwise would have been substituted by the symbols from s1 (hence, maintaining the cost).
18Note that we have not listed the scenario where v1 is of the form 5
T b16
T ∗. The reason being the following: If v1
is of the form 5T b16
T ∗, then v2 will be of the same form as of x2 that we are arguing against.
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(a) Lets assume that the minimum is achieved when v1 = 5
T b16
θv , where 0 < θv ≤ T .
Then, δ(w1, v1) = δ(a
θw
i 6
T , 5T b16
θv) = δ(aθwi 6
T−θv , 5T b1). The last 5 of the substring
5T b1 could either be substituted for a 6 in a
θw
i 6
T−θv or could be substituted for a {0, 1, 2}
in aθwi . Either way the δ(w1, v1) ≥ SG+(T − θv) > Q+(T − θv) ≥ δ(5T ai6T , v1). Hence,
suggesting that if v1 = 5
T b16
θv then set w1 = 5
T ai6
T .
(b) Lets assume that the minimum is achieved when v1 = 5
T bθv1 , where 0 < θv ≤ SG.
δ(w1, v1) = δ(a
θw
i 6
T , 5T bθv1 ) = T + max(θw, θv) ≥ T + θv = δ(∅, v1). Hence, suggesting
that if v1 = 5
T bθv1 then set w1 = ∅.
(c) Lets assume that the minimum is achieved when v1 = 5
θv , where 0 ≤ θv ≤ T . δ(w1, v1) =
δ(aθwi 6
T , 5θv ) > δ(∅, 5θv ). Again suggesting that if v1 = 5θv then set w1 = ∅.
This again proves that no matter what form v1 is of, the minimum cost is achieved when
w1 = 5
Tai6
T or when w1 = ∅, therefore, supporting the claim of Lemma 4. We use the same
argument symmetrically to prove that x2 cannot be of the form 5
T. . . aθwi , where 0 < θw ≤ SG
or of the form a
θw1
i . . . a
θw2
j for 0 < θw1, θw2 ≤ SG.
3. Lets consider a scenario where x2 is of the form 6
θw . . . 6T where 0 < θw ≤ T .
x2 :=
w1︷︸︸︷
6θw
w2︷ ︸︸ ︷
5Tai+16
T. . . 6T
y2 := 5
T b16
T 5T b26
T. . . 6T︸ ︷︷ ︸
v1©v2
(a) Lets assume that the minimum is achieved when v1 = 5
T b16
θv , where 0 < θv ≤ T .
δ(w1, v1) = δ(6
θw , 5T b16
θv ) = max(T + SG, T + SG + θv − θw) > Q + |θw − θv| ≥
δ(5T ai6
θw , 5T b16
θv ). Hence proving that if v1 = 5
T b16
θv then set w1 = 5
Tai6
T .
(b) Lets assume that the minimum is achieved when v1 = 5
T bθv1 , where 0 < θv ≤ SG.
δ(w1, v1) = δ(6
θw , 5T bθv1 ) = T + θv = δ(∅, v1). Hence proving that if v1 = 5T bθv1 then set
w1 = ∅.
(c) Lets assume that the minimum is achieved when v1 = 5
θv , where 0 ≤ θv ≤ T . δ(w1, v1) =
δ(6θw , 5θv ) ≥ δ(∅, 5θv ). Hence again proving that if v1 = 5θv then set w1 = ∅.
This again proves that no matter what v1 is, the minimum cost is achieved when w1 = 5
Tai6
T
or when w1 = ∅, therefore, supporting the claim of Lemma 4. Again we use the same argument
symmetrically to prove that x2 cannot be of the form 5
T. . . 5θw , where 0 < θw ≤ T or of the
form 6θw1 . . . 5θw2 for 0 < θw1, θw2 ≤ T .
Therefore, proving that there exists an x2 of the form 5
T. . . 6T such that δ(x, y) = 2|x|+δ(x2, y2).
Using Corollary 3 and Lemma 4 for a chosen partition of y = y1y2y3 into three substrings, we
have shown that there exists a partition of x = x1x2x3 such that δ(x, y) = 2|x| + δ(x2, y2) and x2
is of the form 5T. . . 6T .
We still have to prove that there exists a coarse alignment C ∈ C(3·2n/2−2),2n/2 such that
δ(x2, y2) =
∑
(i,j)∈C δ(ui, vj) where ui and vj are substrings of x2 and y2 as mentioned above.
To prove that we use the result from the Lemma 5 below.
Lemma 5. Given two substrings x2 and y2, both of the form 5
T. . . 6T . There exists a separator
6T 5T in the string x2 (assuming that x2 has one) that completely aligns with a separator 6
T 5T from
the other string y2 (also assuming that y2 has one). A separator is a substring 6
T 5T that repeatedly
occurs in both the strings x2 and y2.
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Proof. We have already established that x2 is of the form 5
T. . . 6T , and earlier we chose y2 to be of
the form 5T. . . 6T . Let,
x2 = 5
Ta′16
T 5T a′2
sep w︷ ︸︸ ︷
6T 5T a′36
T. . . 5T a′ta6
T ,
y2 = 5
T b′16
T 5T b′26
T 5T b′3 6
T 5T︸ ︷︷ ︸
sep
b′46
T. . . 5T b′tb6
T ,
such that ∀i ∈ [ta],∀j ∈ [tb], a′i ∈ {0, 1, 2}∗ and b′j ∈ {0, 1, 2}∗ and Q < |a′i| = |b′j| = SG << T .
Without loss of generality, lets assume ta ≤ tb. Then, δ(x2, y2) ≥ 2T (tb− ta)+SG(tb− ta), because
there will definitely be 2T (tb− ta)+SG(tb− ta) number of symbols inserted to convert the string x2
to y2. Also, it is easy to see that δ(x2, y2) ≤ 2T (tb− ta)+SG(tb− ta)+Q · ta We will now show that
there is no such optimal alignment of symbols where there is no separator in x2 that completely
aligns with a separator in y2.
A proof by contradiction. Let us assume that no separator in x2 aligns with any separator in y2.
Let w = 6T 5T be a separator from x2 and let w align with a substring v from y2 in an optimal
alignment. The substring v can be of the following forms:
1. Let v = bθ1i 6
T 5T bθ2i+1 with 0 ≤ θ1, θ2 ≤ SG. This is a trivial case leading to contradiction.
2. Let v = bθ1i 6
θ2 , with 0 ≤ θ1 ≤ SG, 0 ≤ θ2 ≤ T . The δ(w, v) = δ(6T 5T , bθ1i 6θ2) > 2T − θ1 − θ2.
Note that this is a deletion cost because of the mismatch in the number of symbols in w
and v. As θ1 ≤ SG and θ2 ≤ T . The deletion cost ≥ T − SG. When v = 5θ1bθ2i with
0 ≤ θ1 ≤ T, 0 ≤ θ2 ≤ SG we follow the same argument and get deletion cost ≥ T − SG.
3. Let v = 6θ15θ2 , with 0 ≤ θ1, θ2 < T . As the separator w aligns with the substring v, that
means the 6T−θ1s that are prefixing v has to be either inserted or substituted by some symbols
∈ {0, 1, 2}, or matched with the 6s of a separator appearing before w in the string x2. For
the 6s that get inserted, it is cheaper to match the 6s with the 6s that get deleted instead
in δ(6T 5T , 6θ15θ2) =δ(6T−θ15T−θ2, ∅). Same argument holds for the 5s that are suffixing v.
Suppose these 6s are substituted from the 5s or the {0, 1, 2} again it costs the same to just
delete these and match freely with the 6s that are getting deleted in the alignment of w and v.
And say for any reason some 6 in the prefix gets matched with a 6 from a separator preceding
w, then the deletion plus the substitution cost is > T + SG. Therefore, it is cheaper to align
the separator w with the separator from y2 that is surrounding v.
4. Let v = 6θ15T bθ2i , with 0 ≤ θ1 < T, 0 ≤ θ2 ≤ SG. Similar to the argument in item 3, we
analyze the cost to generate the substring 6T−θ1s that is prefixing v. Even in this case the
deletion plus substitution cost of not aligning the separators is > T +SG. A similar argument
holds when v = bθ1i 6
T 5θ2 , with 0 ≤ θ1 ≤ SG, 0 ≤ θ2 < T .
5. Let v = 5θ1bi6
θ2 , with 0 ≤ θ1, θ2 ≤ T . Consider the last 6 of the string w. Whether this 6
matches with a 6 from 6θ2 in v or substitutes any symbol from the bi or 5
θ
1 in v the deletion
and the substitution cost is > T .
6. Let v = 5θ1bi6
T 5θ2 , with 0 ≤ θ1 ≤ T , 0 ≤ θ2 < T . The argument here is similar to that of
the argument in item 3, where we analyze the cost of generating the substring 5T−θ2 which
succeeds the substring v in y2. Either we align the separators completely or pay a deletion
plus substitution cost > T + SG. Same argument can be used when v = 6
θ15T bi6
θ2 , with
0 ≤ θ1 < T , 0 ≤ θ2 ≤ T . Just that, here we analyze the cost of generating the substring
6T−θ1 which precedes v.
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7. Let v = 6θ15T bi6
T 5θ2 , with 0 ≤ θ1, θ2 < T . The deletion and substitution cost to generate
the substring 6T−θ1 which is a prefix to the substring v (or 5T−θ2 a suffix to v) is > T + SG.
The deletion and substitution cost induced when a separator 6T 5T from x2 doesn’t align with a
separator from y2 is ≥ SG19. As there are a total of (ta − 1) such separators in x2, if no separator
from x2 aligns with any separator from y2 the total cost of the transformation then becomes
≥ 2T (tb − ta) + SG(tb − ta) + SG · (ta − 1). Therefore, such a transformation is not an optimal
transformation because the edit distance δ(x2, y2) ≤ 2T (tb − ta) + SG(tb − ta) +Q · ta and as long
as ta > 1 we have SG · (ta − 1) > Q · ta20 Thus, we prove that in an optimal transformation there
will always exist a separator in x2 that will freely align with a separator in y2.
As proved in Lemma 5, the existence of a completely aligning separator pair in an optimal
alignment lets us to make the following statement: δ(x2, y2) = δ(x
′, y′) + δ(x′′, y′′), such that
x′, x′′, y′, y′′ are all of the form 5T. . . 6T .
x2 =
x′︷ ︸︸ ︷
5Ta′16
T 5T a′2. . . 6
T
x′′︷ ︸︸ ︷
5Ta′i6
T. . . 5T a′ta6
T ,
y2 = 5
T b′16
T 5T b′26
T 5T b′3. . . 6
T︸ ︷︷ ︸
y′
5T b′j6
T. . . 5T b′tb6
T︸ ︷︷ ︸
y′′
,
Using this argument recursively we can see that the strings x2 and y2 gets partitioned into substrings
of the form 5T. . . 6T such that δ(x2, y2) is the sum of pair wise edit distance of these substrings,
where only one of the substrings in each pair contains more than zero separators. This proves the
claim of our Lemma 3.
Using the result of the above mentioned Lemma 3 we have provided an insight on the relation
between edit distance of sequences x and y and edit distance between the gadgets of x and gadgets
of y. We now prove the correctness of our reduction.
Lemma 6. For every n, there exists a constant C∗ ∈ Z such that
δ(x, y) < C∗
if and only if PPedit(M
tt(S)) = 1.
Proof. If PPedit(M
tt(S)) = 1 then it implies Pedit(M
tt(S), Q) = 1 because of the promise that the
branching program S belongs to the set S. The statement Pedit(Mtt(S), Q) = 1 implies that there
exists a path P ∈ PATHS2L−1,L (here L = 2n/2) such that even with the highest allowed jump pa-
rameter µ = Q the path-cost is cost(Mtt(S),P, Q) < Tr, for a fixed threshold Tr. Which invariably
means that ∀µ, cost(Mtt(S),P, µ) < Tr. Using the Algorithm 1 that generates a coarse alignment
C ∈ C3L−2,L for a given path P ∈ PATHS2L−1,L as an input, we get a coarse alignment C corre-
sponding to path P. We get edit-cost(C) < Tr because ∀µ, cost(Mtt(S),P, µ) < Tr.21 Also, from
Lemma 3 in Appendix B we have that δ(x, y) = 2|x| + minC∈C3L−2,L edit-cost(C). This implies
δ(x, y) < 2|x|+ Tr and, we set our constant C∗ = 2|x|+ Tr.
19The deletion and substitution costs induced when a separator 6T 5T from x2 doesn’t align with a separator from
y2 is either ≥ T − SG or > T or > T + SG. As SG << T , the deletion and substitution costs are always higher than
SG.
20Recall that, SG = |G(·)| = |G(·)| and Q = δ(G(a),G(b)) such that (a, b) wasn’t a satisfying assignment. Clearly,
SG > Q. Also one can chose to make the gadgets in such a way that SG(t− 1) > Q · t for all t > 1.
21This happens due to the choices of C0, C1, Cjump that were made in Definition 4.
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We now prove the other direction. If PPedit(M
tt(S)) = 0 it implies that Pedit(M
tt(S), 0) = 0 as the
branching program S ∈ S. Which in turn implies that ∀µ,∀P ∈ PATHS2L−1,L, cost(Mtt(S),P, µ) ≥
Tr. Using the result from Lemma 7 and 8 in Appendix B we show that if ∀µ,∀P ∈ PATHS2L−1,L,
cost(Mtt(S),P, µ) ≥ Tr then ∀C ∈ C3L−2,L, edit-cost(C) ≥ Tr which implies δ(x, y) ≥ 2|x| + Tr.
Thus, implying δ(x, y) ≥ C∗.
Result: Given an input a path P ∈ PATHS2L−1,L, generate a coarse alignment C ∈ C3L−2,L.
C=[], i=1,j=1, k=|P|;
while (i ≤ k) do
(a+1,b)=P[i];
(c+1,d)=P[i+1];
if (a 6= c) then
if (d=b) then
C[j]=((a+ b, . . . , c+ d), d);
j=j+1;
else
C[j]=(c+ d, (b, . . . , d));
j=j+1
end
i=i+2;
else
C[j]=(a+ b, b);
j=j+1;
i=i+1;
end
end
return C;
Algorithm 1: Convert a given path P to a coarse alignment C.
Lemma 7. Algorithm 1 when given a path P = ((i1, j1), (i2, j2), . . . , (ik, jk)) ∈ PATHS2L−1,L as
an input, outputs a coarse alignment C ∈ C3L−2,L, such that |C | ≤ |P |.
Proof. We provide a simple Algorithm 1 that when given as an input a path P ∈ PATHS2L−1,L, it
generates a sequence C = ((p1, q1), (p2, q2), . . . , (pm, qm)). It is easy to see from the algorithm that
k = |P | ≥ m = |C |. We now show that the sequence C generated by this algorithm indeed is a
coarse alignment C ∈ C3L−2,L.
For all neighbouring pairs (il, jl), (il+1, jl+1) ∈ P that the algorithm reads as inputs it checks if
there is a jump22 between these neighbouring pairs. If there is no jump in the path P at (il, jl) and
(il+1, jl+1), then the algorithm just adds a term (p∗, q∗) to the sequence C such that |p∗| = |q∗| = 1
and p∗ = il + jl − 1 and q∗ = jl and changes the position of the pointer to the next term. But,
if there is a jump in the path P at (il, jl) and (il+1, jl+1) then the algorithm checks whether the
jump is to a row above or to a row below. When the jump is to a row below then the algorithm
adds a sequence (p∗, q∗) such that p∗ = (il + jl − 1, . . . , il+1 + jl+1 − 1) ensuring that |p∗| is the
number of rows jumped below and q∗ = jl = jl+1 ensuring that |q∗| = 1 and changes the pointer
to the next but one term. When the jump is to a row above then the algorithm adds a sequence
22Refer to the Definition 4 for the definitions of a path and also jumps in a path.
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(p∗, q∗) such that q∗ = (jl, . . . , jl+1) ensuring that |q∗| is the number of rows jumped above and
p∗ = il + jl + 1 = il+1 + jl+1 + 123 ensuring that |p∗| = 1 and then changes the pointer to the next
but one term.
As the definition of a path requires that 1 = j1 < j2 < · · · < jk = L. Therefore, it is easy to see
that ∀r ∈ [m− 1], qr <e qr+124 and ∀r, s ∈ [m], qr ∩ qs = ∅ and ∪mr=1qr = [L]. Also using the same
definition we know that either il = il+1 (implying jl+1 = jl +1) or il < il+1 (implying jl+1 = jl) or
il > il+1 (implying jl+1 = jl+il−il+1) therefore, ensuring that il+1+jl+1 ≥ il+jl therefore proving
that ∀r ∈ [m−1], pr <e pr+1 and ∀r, s ∈ [m], pr∩ps = ∅ and ∪mr=1pr = [(i1+j1−1) . . . (ik+jk−1)].
It is given that P ∈ PATHS2L−1,L that implies 1 ≤ i1 ≤ 2L−1, j1 = 1 and 1 ≤ ik ≤ 2L−1, jk =
L. Therefore, it is now clear that the sequence C produced by the Algorithm 1 is indeed a coarse
alignment C ∈ C3L−2,L.
Lemma 8. Algorithm 2 when given a coarse alignment C ∈ C3L−2,L (with L = 2n/2) as an input
outputs a sequence P. This sequence P is either a path P ∈ PATHS2L−1,L or there exists another
coarse alignment D ∈ C3L−2,L for which a path R ∈ PATHS2L−1,L can be generated using Algorithm
2 and the edit-cost(D) ≤ edit-cost(C).
Proof. Let C = ((p1, q1), (p2, q2), . . . , (pm, qm)) be a coarse alignment from the set C3L−2,L. We
classify every element (i, j) ∈ C into bad and good terms in the following way:
bad(i, j) =
{
1, if ∃a ∈ i and ∃b ∈ j such that (a− b) < 0 or (a− b) ≥ 2L− 1
0 otherwise.
The edit-cost for alignment C will be:
edit-cost(C) = Σ(i,j)∈Cδ(ui, vj)
= Σ(i,j)∈C,(bad(i,j)=1)δ(ui, vj)︸ ︷︷ ︸
bad terms
+Σ(i,j)∈C,(bad(i,j)=0)δ(ui, vj)︸ ︷︷ ︸
good terms
,
where ui =©l′∈i5T gl′6T 25 and vj =©l′′∈j5TG(bl′′)6T .
Fact 5. For every coarse alignment C ∈ C3L−2,L that contains bad terms, there exists a coarse
alignment D ∈ C3L−2,L such that D consists of good terms and the edit-cost(D) ≤ edit-cost(C).
Proof. A bad term (i, j) in the coarse alignment C implies ∃a ∈ i,∃b ∈ j such that (a − b) < 0 or
(a− b) ≥ 2L− 1. Let K = 2L− 1. This term can be a bad term in three different ways:
1. Category 1: ∀a ∈ i,∀b ∈ j, either (a− b) < 0 or 0 ≤ (a− b) < K.
2. Category 2: ∀a ∈ i,∀b ∈ j, either (a− b) ≥ K or 0 ≤ (a− b) < K.
3. Category 3: ∃a ∈ i,∃c ∈ i, such that (a− j) < 0 and (c− j) ≥ K.
Consider the coarse alignment N = ((1, 1), (2, 2), . . . , (L,L)). Clearly the edit-cost(N) ≤ L · Q
and the corresponding path for N using the Algorithm 2 is PN = ((1, 1), (1, 2), . . . , (1, L)). Let
C = ((p1, q1), (p2, q2), . . . , (pm, qm)) and let us label each of these terms into bad or good terms.
Suppose C contains a bad term (p, q) of category 3, then |p| 6= 1 because bad category 3 requires
23According to the definition of a path, when a jump is to a row above then il + jl = il+1 + jl+1.
24Given two sequences a and b, a <e b implies ∀u ∈ a,∀v ∈ b, u < v.
25Note that gl′ = G(al′+1−2n/2) when 0 ≤ (l
′ − 2n/2) < 2n/2 and gl′ = r otherwise.
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that the following condition is met: ∃a ∈ p such that (a− q) < 0 and ∃b ∈ p such that (b− q) ≥ K.
Combining both these conditions we get (b−a) ≥ K. The edit-cost(C) ≥ δ(up, vq) > K ·(2T+SG) >
edit-cost(N) which proves this fact. Therefore, we can safely only consider cases where the coarse
alignment consists of bad terms of category 1 and 2.
Let G1 = ((pk′ , qk′), (pk′+1, qk′+1), . . . , (pk′′ , qk′′)) be the first group of bad terms in C. It is easy
to see that the bad terms come in groups of 2 or more. This means that the entire preceding group
G0 = ((p1, q1), (p2, q2), . . . , (pk′−1, qk′−1)) and the next term G2 = ((pk′′+1, qk′′+1)) has to be good.
We now claim that there exists a group G′ = ((p′1, q′1), (p′2, q′2), . . . , (p′k′′′ , q
′
k′′′)) that covers the set of
indices of G1 and has all good terms and the edit-cost(G
′) ≤ edit-cost(G1). As the terms (pk′ , qk′)
and (pk′′ , qk′′) of G1 can be of any of the two bad categories we have a total of four cases to consider:
1. Let (pk′ , qk′) of category 1 and (pk′′ , qk′′) of category 2: This scenario suggests that there
will be two neighbouring terms (pl, ql) and (pl+1, ql+1) such that they are of bad category
1 and 2 respectively. As (pl, ql) is of category 1, that implies ∃a ∈ pl and ∃b ∈ ql such
that (a − b) < 0. Similarly, as (pl+1, ql+1) is of category 2, that implies ∃c ∈ pl+1 and
∃d ∈ ql+1 such that (c − d) ≥ K = 2L − 1. Combining these two inequalities we get
(c−a)− (d− b) > K. As (pl, ql) and (pl+1, ql+1) are neighbouring terms in a coarse alignment
the edit-cost(((pl, ql), (pl+1, ql+1))) > δ(upl©upl+1, vql©vql+1) > (2T+SG)·K > edit-cost(N).
Therefore proving this fact.
2. Let (pk′ , qk′) of category 2 and (pk′′ , qk′′) of category 1: This scenario doesn’t exist because
of the following reason. Let (pl, ql) and (pl+1, ql+1) be two neighbouring terms such that
they are of bad category 2 and 1 respectively. This implies ∃a ∈ pl and ∃b ∈ ql such that
(a − b) ≥ K = 2L − 1. Similarly, as (pl+1, ql+1) is of category 1, that implies ∃c ∈ pl+1 and
∃d ∈ ql+1 such that (c−d) < 0. Combining both these inequalities we get (a−c)−(b−d) > K.
As (pl, ql) and (pl+1, ql+1) are elements of a coarse alignment both (a− c) and (b− d) will be
negative. That implies |b − d| > K = 2L− 1 which is not possible because the indices in q∗
ranges between 1 . . . L.
3. Let both (pk′ , qk′) and (pk′′ , qk′′) be of category 1: We first claim that in this scenario all the
intermediate bad terms in the group G1 will also be of category 1 because of the impossibility
result from scenario 2.
Let (pl, ql), (pm, qm) ∈ G1 be two nearest terms of the form |pl| = 1, |ql| 6= 1 and |pm| 6=
1, |qm| = 1. The only other intermediate terms in between these terms are of the form (p∗, q∗)
such that |p∗| = |q∗| = 1 where edit-cost((p∗, q∗)) = Q26. We now do the following: w.l.o.g.
lets assume |ql| ≥ |pm|. We remove the (pm− 1) maximum most elements from the set ql and
(pm − 1) minimum most elements from the set pm. For an element that we remove from the
set ql we pair it with an element that we have removed from the set pm. Thereby reducing the
total cost by a positive quantity27. We know that such pairs exists in G1 because the group G0
and G2 only consists of good terms. We keep repeating this process until we get rid of all the
pairs like (pl, ql) and (pm, qm). Also note that this process reduces the edit-cost. Therefore,
by following the procedure repeatedly we have converted the group of bad terms G1 into a
new group G′ which spans all the indices spanned by G1 and also has the ≤ edit-cost(G1).
And because we have got rid of all the pairs (pl, ql), (pm, qm) therefore, either all the terms in
G′ are of the form |p∗| = 1, |q∗| 6= 1 and |p∗| = 1, |q∗| = 1 or are of the form |p∗| 6= 1, |q∗| = 1
and |p∗| = 1, |q∗| = 1.
26The edit-cost((p∗, q∗)) = δ(up∗ , vq∗ ) = δ(5
T gp∗6
T , 5TG(bq∗)6
T ) = δ(5T r6T , 5TG(bq∗)6
T ) because as p∗ < L we
have gp∗ = r
27The minimum gain here is 2 · (2T + SG)− 3Q which is positive because T >> SG > Q.
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We now have to prove that all the terms in G′ are good terms. Let ∆′ = max(pk′−1) −
max(qk′−1) and ∆′′ = min(pk′′+1) −min(qk′′+1). These 0 ≤ ∆′ < K and 0 ≤ ∆′′ < K as the
(pk′−1, qk′−1) and (pk′′+1, qk′′+1) were the good terms outside of G1. The difference between
the number of indices spanned by the p∗ terms and the number of indices spanned by the q∗
term in G1 is ∆
′′ −∆′. Two cases to consider again:
(a) Case ∆′ > ∆′′: The group G′ should consist of a term where (p′, q′) such that |p′| = 1
and |q′| 6= 1 because the number of indices spanned by the q′∗ terms is higher than the
number of indices spanned by the p′∗ terms. Let G
′ = ((p′1, q
′
1), (p
′
2, q
′
2), . . . , (p
′
l, q
′
l)) and
let ∀i ∈ [l],∆i = p′i −max(q′i) therefore, ∆1 ≤ ∆′ and ∆l = ∆′′. As all the other terms
will also be either of the form |p′∗| = 1 and |q′∗| 6= 1 or of the form |p′∗| = 1 and |q′∗| = 1
(as proved in the previous paragraph) therefore, ∀i ∈ [l − 1],∆i+1 ≤ ∆i. Therefore, we
have ∆′ ≥ ∆1 ≥ ∆2 ≥ · · · ≥ ∆l = ∆′′ implying that ∀i ∈ [l], bad(p′i, q′i) = 0.
(b) Case ∆′′ > ∆′: The group G′ should consist of a term where (p′, q′) such that |p′| 6= 1 and
|q′| = 1 because the number of indices spanned by the p∗ terms is higher than the number
of indices spanned by the q∗ terms. All the other terms will also be either of the form
|p∗| 6= 1 and |q∗| = 1 or |p∗| = 1 and |q∗| = 1. Let G′ = ((p′1, q′1), (p′2, q′2), . . . , (p′l, q′l)) and
let ∀i ∈ [l],∆i = min(p′i) − q′i therefore, ∆1 = ∆′ and ∆l ≤ ∆′′. As all the other terms
will also be either of the form |p′∗| 6= 1 and |q′∗| = 1 or of the form |p′∗| = 1 and |q′∗| = 1
(as proved in the previous paragraph) therefore, ∀i ∈ [l − 1],∆i+1 ≥ ∆i. Therefore, we
have ∆′ = ∆1 ≤ ∆2 ≤ · · · ≤ ∆l ≤ ∆′′ implying that ∀i ∈ [l], bad(p′i, q′i) = 0.
(c) Case ∆′′ = ∆′: All the terms in the group G′ should be of the form |p′| = 1 and
|q′| = 1 because the number of indices spanned by the p∗ terms is same as the number
of indices spanned by the q∗ terms. Let G′ = ((p′1, q
′
1), (p
′
2, q
′
2), . . . , (p
′
l, q
′
l)) and let
∀i ∈ [l],∆i = p′i − q′i therefore, ∆1 = ∆′ and ∆l = ∆′′. Also, ∀i ∈ [l − 1],∆i+1 = ∆i
because all the terms in the group G′ are of the form |p′| = 1 and |q′| = 1. Therefore,
∆′ = ∆1 = ∆2 = · · · = ∆l = ∆′′ implying that that ∀i ∈ [l], bad(p′i, q′i) = 0.
4. Let both (pk′ , qk′) and (pk′′ , qk′′) be of category 2: In this scenario all the intermediate bad
terms in the group G1 will also be of category 2 because of the impossibility result from
scenario 2. And the rest of the argument is same as in the scenario 3.
Note that all the above mentioned steps were to analyze the first group of bad terms. We keep
repeating this procedure till we arrive at a coarse alignment D that only contains good terms. As
we see that the procedure mentioned above never increases the edit-cost we can therefore safely say
that edit-cost(D) ≤ edit-cost(C).
Fact 6. The Algorithm 2 outputs a path R ∈ PATHS2L−1,L when the input is a coarse alignment
D ∈ C3L−2,L containing only good terms.
Proof. Apply the Algorithm 2 on the coarse alignment D = ((p1, q1), (p2, q2), . . . , (pm, qm)) as input
and let the output sequence be R = ((i1, j1), (i2, j2), . . . , (ik, jk)). We will now prove that R ∈
PATHS2L−1,L when D contains only good terms.
Given an input D = ((p1, q1), (p2, q2), . . . , (pm, qm)), the Algorithm 2 checks each term (pl, ql),∀l ∈
[m] and creates two (or one) new terms (min(pl)−min(ql) + 1,min(ql)) and (max(pl)−max(ql) +
1,max(ql)),∀l ∈ [m] and creates the sequence R. As D contains all good terms, it is clear that
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Result: Given a coarse alignment C ∈ C generate a sequence P.
P={}, i=0, j=0, m=|C|;
while (i<m) do
(p,q)=C[i];
if (|p| 6= 1 or |q| 6= 1) then
if (|p| 6= 1) then
P[j]=(min(p)− q + 1, q);
P[j+1]=(max(p)− q + 1, q);
j=j+2;
else
P[j]=(p−min(q) + 1,min(q));
P[j+1]=(p −max(q) + 1,max(q));
j=j+2;
end
else
P[j]=(p− q + 1, q);
j=j+1;
end
i=i+1;
end
return P;
Algorithm 2: Convert a given coarse alignment C to a sequence P.
∀r ∈ [k], we have 1 ≤ ir ≤ K = 2L − 1 and 1 ≤ jr ≤ L. Using the definition of a coarse align-
ment (Definition 7) we know that ∀l ∈ [m − 1], ql <e ql+128, and ∪mi=1qi = [L] therefore, we have
1 = j1 ≤ j2 ≤ · · · ≤ jk = L.
Consider the term (pl, ql) ∈ D, the algorithm generates the following terms (min(pl)−min(ql)+
1,min(ql)), (max(pl) −max(ql) + 1,max(ql))29 for the sequence R. If |pl| 6= 1 then the algorithm
generates (min(pl)−ql+1, ql), (max(pl)−ql+1, ql), clearly generating two terms (ir, jr), (ir+1, jr+1) ∈
R such that ir+1 > ir while jr+1 = jr thus, satisfying another condition of a path. Also, when
|ql| 6= 1 then the algorithm generates (pl−min(ql)+ 1,min(ql)), (pl−max(ql)+ 1,max(ql)), clearly
generating two terms (is, js), (is+1, js+1) ∈ R such that is+1 < is while js+1 = js + is − is+1 thus,
satisfying another condition.
Consider two neighbouring terms (pl, ql), (pl+1, ql+1) ∈ D. Suppose the last (or the only) term
generated for (pl, ql) by the algorithm is (ir, jr) = (max(pl)−max(ql)+1,max(ql)) then the first (or
the only) term generated for (pl+1, ql+1) will be (ir+1, jr+1) = (min(pl+1)−min(ql+1)+1,min(ql+1)).
According to the definition of a coarse alignment, we have pl ∩ pl+1 = ∅ and pl <e pl+1 which
means that min(pl+1) = max(pl) + 1. Also the condition ql ∩ ql+1 = ∅ and ql <e ql+1 implies
min(ql+1) = max(ql) + 1 thus making sure that jr+1 = jr + 1. Combining these two conditions we
get that ir+1 = ir. Suppose, ir+1 = ir, then max(pl) + 1 − max(ql) = min(pl+1) −min(ql+1) + 1
which would imply that min(ql+1) = 1 + max(ql) proving jr+1 = jr + 1. Thus, satisfying another
two conditions for a path.
Therefore, we see that if the input is a coarse alignment D ∈ C3L−2,L containing only good
terms, then the Algorithm 2 generates a path R ∈ PATHS2L−1,L.
28Given two sequences a and b, a <e b implies ∀u ∈ a,∀v ∈ b, u < v.
29Note that if |pl| = |ql| = 1 then both the terms are same and the algorithm just adds one term.
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We thus prove Lemma 8 using Fact 5 and Fact 6.
C Query Lower bound for the Pedit property
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Figure 1: Example of a boolean matrix M of size (2n/2+1 − 1)× 2n/2 and its corresponding sub-matrix M′
(highlighted in blue) of size 2n/2−1 × 2n/2−1. Notice that all the cells in gray are 0s.
Theorem 8. The bounded-error quantum query complexity for computing the property Pedit on
matrices of size (2n/2+1−1)×2n/2 that are Matrix Encoding of truth tables of non-deterministic
branching programs with n input variables is Ω(20.75n).
Proof. The matrices that are Matrix Encoding30 of truth tables of non-deterministic branching
programs with n input variables (for example, matrix M) are of the form shown in Figure 1. We
prove the quantum query lower bound of Pedit on these matrices using the quantum adversary
method by [Amb00], but, instead of analyzing the matrix M of size 2N − 1×N (where N = 2n/2)
we analyze the sub-matrix M′ of size N2 × N2 as shown in the Figure 1.
Let M = {M |M are matrices of size 2N − 1×N that are of the form shown in Figure 2}.
Computing the property Pedit on matrices M ∈M for a threshold Tr = 3N4 C0 + N4 C1 is equivalent
to computing Pedit on the sub-matrices M
′ (corresponding to each M) of size N2 × N2 for a different
threshold value V = N4 C0 +
N
4 C1 where the problem is to decide whether a minimum-cost path in
M′ has its cost < V .31
Recall that the property Pedit : {0, 1}N2 × {0, 1}N2 × {0, 1, . . . , Q} → {0, 1} (Definition 4) is
a function of a matrix M and a parameter µ which is only required to calculate the jump costs.
However, the adversarial sets X and Y that we define to compute the quantum query complexity of
the property Pedit doesn’t need any reference to the jump costs. Therefore, for the sake of simplicity
of the proof we just define the property to be Pedit : {0, 1}N2 × {0, 1}N2 → {0, 1}.
30Refer to Matrix Encoding mentioned in Definition 5.
31Using a simple geometrical argument one can prove that a square matrix M′ of size N
2
× N
2
fits inside the white
region of matrix M of size 2N − 1×N , refer to Figure 1 or Figure 2.
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Figure 2: Example of a boolean matrices in M and its corresponding sub-matrix M′ (highlighted in dark
gray). Notice that all the cells in the white and light gray region are 0s.
Building the adversarial sets X and Y : We choose a relation R ⊆ X × Y ⊆ Pedit−1(0) ×
Pedit
−1(1) where X = {x|(x, y) ∈ R} and Y = {y|(x, y) ∈ R}. The relation R is chosen such that,
1. For each matrix x ∈ X, each row in the matrix x has exactly N4 number of 1s. Which implies
that for all x ∈ X, the cost for each row is equal to N4 C0+ N4 C1 = V . We now have to ensure
that for all matrices x ∈ X, the minimum-costing path also has its cost greater than or equal
to V , which is addressed in item 3.
2. For each matrix y ∈ Y , there is only one row in the matrix y that has exactly (N4 +1) number
of 1s and rest of the rows in y have exactly N4 number of 1s. Which implies that for all y ∈ Y ,
there is a row whose cost is (N4 − 1)C0 + (N4 +1)C1 < V , as C0 > C1 (Refer to Definition 4).
3. We impose additional constraints in building the sets X and Y so that considering only paths
without any jumps is enough to decide whether or not the min-cost path has its cost less than
V . We introduce a set of symbols that will be useful in understanding our construction.
For a chosen even number k, we construct some symbols recursively in the following way:
(a) 0i ⊆ {+i−1,−i−1, 0i−1}k such that, number of +i−1-type symbols in 0i is equal to number
of −i−1-type symbols in 0i.
(b) +i ⊆ {+i−1,−i−1, 0i−1}k such that, number of +i−1-type symbols in +i is one more
than number of −i−1-type symbols in +i, but overall there is only one 1 more than the
number of 0s.
(c) −i ⊆ {+i−1,−i−1, 0i−1}k such that, number of +i−1-type symbols in −i is one less than
number of −i−1-type symbols in −i, but overall there is only one 0 more than the number
of 1s.
Base case symbols {00,+0,−0, } are defined as follows:
(a) 00 ⊆ {0, 1}k such that, number of 1s in 00 is equal to number of 0s in 00. Therefore , k
has to be even.
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(b) +0 ⊆ {0, 1}k such that, number of 1s in +0 is two more than number of 0s in +0.
(c) −0 ⊆ {0, 1}k such that, number of 1s in −0 is two less than number of 0s in −0.
For all x ∈ X, each row of the matrix x contains k symbols from the set {+t,−t, 0t} such
that number of +t symbols is equal to the number of −t symbols. While for all y ∈ Y , only
one row in the matrix y contains one more of +t symbol when compared to the number of
−t symbols. The rest of the rows are balanced just like the rows of the matrices belonging to
set X. Example of such a matrices can be viewed in Figure 3.
The choice of k and t will be such that (1) kt+2 = N2 , condition that ensures that number of
elements in each row of the matrices is N2 and (2) C1 · k · (t + 2) < Cjump, a condition that
ensures that the reduction in the cost is less than the jump cost, because of which we don’t
need to consider paths with jumps for computing the query complexity of Pedit on matrices
in X and Y . These conditions will be reviewed again in the later parts of the proof where we
calculate the query lower bound of Pedit in the ǫ-bounded error setting.
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Figure 3: Example of a boolean matrix x ∈ X (left) and a boolean matrix y ∈ Y (right) such that (x, y) ∈ R.
The symbol ′+′ = +t,
′0′ = 0t and
′−′ = −t.
The quantum query complexity of Pedit
1. For each x ∈ X, we have at least (k2 )t+2 · N2 number of ys, such that (x, y) ∈ R.
2. For each y ∈ Y , we have at least (k2 )t+2 number of xs, such that (x, y) ∈ R.
3. We can visualize a matrix of size N2 × N2 as a string of length N
2
4 . For each x ∈ X and
i ∈ [N24 ], there is only one input y ∈ Y such that (x, y) ∈ R and xi 6= yi.
4. For each y ∈ Y and i ∈ [N24 ], there is only one input x ∈ X such that (x, y) ∈ R and xi 6= yi.
5. Therefore, the quantum adversary method by [Amb00] gives a quantum lower bound of
Ω(k
(t+2)
2(t+2)
· √N) for distinguishing the sets X and Y .
6. As mentioned earlier we chose the values k and t such that matrices in both these sets X and
Y have their optimal paths without any jumps. The maximum number of ones that can be
gained with a jump is k · (t+ 1) + k2 < k · (t+ 2). The reduction in the traversal cost due to
these 1s will be less than C1 · k · (t + 2). Therefore, as long as we chose the values k and t
such that C1 · k · (t+ 2) < Cjump there will not be any jump whatsoever.
7. We have to chose the values of k and t such that the lower bound mentioned in item 5 is
maximised while satisfying the two following constraints: (1) kt+2 = N2 and (2) C1 ·k ·(t+2) <
Cjump. From (1) we get t + 2 = logk(N/2), hence, k · (t + 2) = klog k log(N2 ). Therefore, the
lower bound is Ω(N2
(1.5− 1
log k
)
). By fixing k = ω(1), we get the lower bound of Ω(N1.5).32
Therefore a lower bound of Ω(20.75n) as N = 2n/2.
32Recall from Definition 4 that C0, C1 are constants and Cjump = ω(logN).
34
Therefore, we can conclude that the bounded-error quantum query lower bound for computing Pedit
on matrices that are Matrix Encoding of truth tables of non-deterministic branching programs
with n input variables is Ω(20.75n).
Corollary 4. The bounded-error quantum query complexity for computing PPedit on matrices of
size (2n/2+1− 1)× 2n/2 that are Matrix Encoding of truth tables of non-deterministic branching
programs with n input variables from the set S is Ω(20.75n). Here the set S is
S = {S | Mtt(S) ∈ PPedit−1(0) ∪ PPedit−1(1)},
where S denotes the branching program and Mtt(S) denotes the Matrix Encoding of the truth
table of S.
Proof. The property PPedit defined at 4 is a promise version of property Pedit. The results of
Theorem 8 also hold for the property PPedit because the adversarial sets that we construct in that
theorem doesn’t depend on the value of the parameter µ. Therefore, for a constant ǫ, Qǫ(PPedit |S) =
Ω(20.75n).
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