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Abstract
In many applications of Markov chains, and especially in Markov chain Monte Carlo al-
gorithms, the rate of convergence of the chain is of critical importance. Most techniques to
establish such rates require bounds on the distribution of the random regeneration time T that
can be constructed, via splitting techniques, at times of return to a \small set" C satisfying a mi-
norisation condition P(x; )>’(); x 2 C. Typically, however, it is much easier to get bounds
on the time C of return to the small set itself, usually based on a geometric drift function
PV6V + b5C , where PV(x) = Ex(V (X1)). We develop a new relationship between T and C ,
and this gives a bound on the tail of T , based on ;  and b, which is a strict improvement
on existing results. When evaluating rates of convergence we see that our bound usually gives
considerable numerical improvement on previous expressions. c© 1999 Elsevier Science B.V.
All rights reserved.
Keywords: Renewal times; Geometric ergodicity; Rates of convergence; Markov chain Monte
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1. Introduction
There has recently been considerable work on nding quantitative bounds on the rate
of convergence of Markov chains, either in the nite state case (Diaconis and Stroock,
1991; Jerrum and Sinclair, 1996; Kannan, 1994) or the general state case (Meyn and
Tweedie, 1994; Roberts and Rosenthal, 1997; Rosenthal, 1995).
Many of the general methods require a bound on the regeneration times that can be
constructed via splitting techniques on returns to \small" sets. However, in practice,
one may only have results for the small set return times rather than the regeneration
times themselves. Our rst results, in Section 2, give relationships between these two.
We show in Section 3 that the resulting bounds are strictly better in all cases than
previous bounds in Meyn and Tweedie (1994) and Rosenthal (1995).
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We then apply these bounds in Sections 4 and 5 to a number of convergence rate
methods, showing that considerable improvement results in general from use of the
tighter results we give here.
The context in which we work is essentially that of positive Harris recurrent chains:
for more details of this structure see (Meyn and Tweedie 1993) (whose notation we
follow in general), and Nummelin (1984).
We consider a Markov chain X = fXn; n = 0; 1; 2; : : :g on a general state space X.
We will assume that X is -irreducible for some invariant measure : that is, when
(A)> 0, for any x 2 X there exists n such that Pn(x; A)> 0, where Pn is the n-step
transition law
Pn(x; A) = P(Xn 2 AjX0 = x):
We dene P and E to be the probability and expectation operators of events condi-
tional on X0 having the distribution , and we write Pn(; A) = P(Xn 2 A).
For such a chain it is known (Meyn and Tweedie, 1993, Ch. 5) that there always
exists some (and indeed many) small sets C satisfying, for some constants k; > 0
and some probability measure ’, the minorisation condition
Pk(x; )>’(); x 2 C: (1)
In what follows, for simplicity of exposition we shall consider the \strongly aperiodic"
case where k = 1: that is, we assume that
P(x; )>’(); x 2 C: (2)
The extension to the case k > 1 is straightforward as in Rosenthal (1995).
Fundamental to our methodology will be probabilistic coupling techniques (see, for
example, Lindvall, 1992). The existence of small sets enables the use of many coupling
constructions, similar to those on countable spaces, which at rst sight might not seem
available on more general spaces. In particular, each time the chain reaches some
x 2 C, there is the possibility of regeneration, and standard renewal results can be
used when this occurs. In eect, from such an x consider an independent coin toss
with probability  of success: when the toss is successful, move the chain according
to the distribution ’, otherwise move with the distribution
R(x; ) = (1− )−1(P(x; )− ’()): (3)
Overall, the dynamics of the chain are not aected by this coin tossing: however, at
each of the times of a success the chain regenerates with the distribution ’ indepen-
dent of x, and so within the sequence of visits to C there is an embedded (random)
subsequence of regeneration times.
We will take C to be a specic small set satisfying Eq. (2) and dene as in Meyn
and Tweedie (1993) C = inffn>1:Xn 2 Cg to be the hitting (or return) time for C,
and C = inffn>0:Xn 2 Cg to be the entry time for C. Note that on Cc these are
identical. Our main results give tail properties of the random variable T , dened as
the time of rst regeneration according to the distribution ’. Specically, if Xk 2 C
and the next step has distribution ’ then T = k + 1 and XT ’.
The tail properties of T are couched in terms of  and the tails of C , or bounds on
those tails based on geometric drift conditions.
G.O. Roberts, R.L. Tweedie / Stochastic Processes and their Applications 80 (1999) 211{229 213
The splitting construction using ’ and R, due to Nummelin (1978) and Athreya and
Ney (1978), provides a rapid route to proving limit theorems for Markov chains. In
particular, for Harris chains (Meyn and Tweedie, 1993, Ch. 13) it gives simple proofs
of well-known results such as
jjPn(x; )− jj ! 0; x 2 X; (4)
where jjjj := supA (A) is the total variation norm of a signed measure  of total mass
0. Note that this denition of total variation is that used in, for example, Rosenthal
(1995), but it diers by a factor of 2 from that often used in, say, Meyn and Tweedie
(1993) or Lindvall (1992). Care needs to be taken in the calculated constants below
because of this.
In this paper we are ultimately concerned with the rate of convergence in Eq. (4) in
the geometrically ergodic case, where for some M (x)<1 and some < 1 we have
jjPn(x; )− jj6M (x)n; x 2 X: (5)
The problem of identifying  or even of getting reasonable bounds on  has re-
ceived much attention in recent years (Meyn and Tweedie, 1994; Baxendale, 1993;
Rosenthal, 1995; Roberts and Rosenthal, 1997; Lund and Tweedie, 1996) and appears
to be non-trivial in general. It appears to be linked to nding tail properties of T , and
this is our main motivation for the results in the next section.
The bounds we nd in this paper on  in Eq. (5) are strictly better than those in
Rosenthal (1995) and Meyn and Tweedie (1994). In some cases this enables substantial
numerical improvement in the bounds on Eq. (5). It is notable, however, that in cases
where the rate of convergence  is very near unity, the results of Rosenthal (1995)
are very close to those we nd here. Moreover, the constant terms bounding M (x) in
Rosenthal (1995) are typically smaller than those we nd, so that when   1 the
numerical bounds on Eq. (5) are not strictly ordered until n becomes quite large.
2. Bounds on generating functions of regeneration times
Let us x the small set C satisfying Eq. (2), and suppose  is the initial distribution
of X0. We dene the generating functions
G() = E[C ]; G^() = E[C ];
it is known that X being geometrically ergodic is equivalent to G()<1 for some
> 1 (that is, to C having geometrically decreasing tails), at least for suitable  (Meyn
and Tweedie, 1993, Ch. 15), including initial distributions concentrated on single points
( = x) for -a.e. x.
Also, dene the generating function
H() = E[T]; <*
for the regeneration times; here * denotes the radius of convergence of H(), and
our main goal is to nd lower bounds on *.
There are some existing results in this direction. Meyn and Tweedie (1994) nd a
simple lower bound MT6*, and Rosenthal (1995) derives a more delicate bound
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Ros6*. We shall nd a bound which we show in Section 3 is strictly better than
either MT or Ros.
We will need the conditional expectation operator
E*x [  ] = Ex[  jrst step according to R(x; )];
where R(x; ) is as in Eq. (3); and from this we further dene
G*() = sup
y2C
E*y [
C ] =  sup
y2C
Z
R(x; dy)Ey[C ]:
We then have:
Theorem 2.1. For  small enough such that
(1− )G*()< 1; (6)
the generating function of T satises
H()6
G^()
1− (1− )G*()
: (7)
Proof. Let j; j=1; 2; : : : denote increments of times of successive visits to C. At each
time 0 + 1 +    + j−1 of entry to C, we generate outcomes of i.i.d. variables j
with
P[j = 1] = ; P[j = 0] = 1− :
If j =1 we regenerate using ’; otherwise we choose the next step of X according to
R(x; ). Let B(j) = f0 = 1 =    = j−2 = 0g. We then have, decomposing over the
index j of the successful regeneration,
P[T = n+ 1] =
1X
j=1
P[0 + 1 +   + j−1 = njB(j)](1− )j−1: (8)
Hence,
H() =
1X
n=1
nP[T = n]
= 
1X
j=1
1X
n=0
(1− )j−1nP[0 +   + j−1 = njB(j)]
= 
1X
j=1
(1− )j−1E[0++j−1 jB(j)]:
Letting
hj() = E[0++j−1 jB(j)]; Fj = (X0; : : : ; X0++j−1 ; 0; : : : ;  j−1);
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we nd
hj() = E[E[0++j−1 jFj−1]]
= E[0++j−2E*X0++j−2 [
C ]]
6G*()hj−1():
It follows that hj()6(G*())
j−1G^(), and so Eq. (7) holds, at least for > 1 small
enough such that we have Eq. (6).
Thus, we have that T has tails that decrease geometrically with rate at least  provided
 satises Eq. (6).
In general, of course, G* is not easy to nd analytically, and as in other approaches
to this problem we will consider bounds on G* using \geometric drift" conditions.
For an arbitrary function f and measure () we shall adopt the usual abbreviations
PV(x) =
Z
X
P(x; dy)V (y); (f) =
Z
X
f(y)(dy):
We suppose that V : X ! [1;1) is a Foster{Lyapunov function satisfying, for our
given small set C,
PV6V + b5C; (9)
where b<1 and < 1. We will write
d = sup
x2C
V (x);
A = sup
x2C
Z
PV(x)6d+ b:
(10)
In some theoretical calculations it is convenient to assume that V (x)  1 for x 2 C;
obviously, if this does not hold we can change V on C to satisfy this condition without
violating Eq. (9), but the new value of b will increase if d=1, which turns out to be
relevant in some numerical calculations below.
It is standard (Meyn and Tweedie, 1993; Lund and Tweedie, 1996) that for such a
V and for all 6−1 we have
Ey[C ] 6 V (y); y 62 C;
Ey[C ] 6 [d+ b]; y 2 C
(11)
and so in particular since V>1 on C
G^(−1) = E[−C ]6(V ): (12)
Note that for  =  in particular, we have (V )6b=(1− ) from Eq. (9).
We now use these and related bounds to nd conditions under which Eq. (6) holds.
Theorem 2.2. For  as in Eq. (9), and any 166−1; dene
() = log =log −1 (13)
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and write
J = [A− ]=: (14)
Then for all  we have
G^() 6 (V )();
G*() 6 [J=(1− )]():
(15)
Proof. For x 2 C,
PV = ((1− )R+ ’)V6A;
and so, since V>1,
RV6(1− )−1(A− ):
Using Eq. (11) we have for x 2 C
E*x [
−C ]6 −1 RV(x)
6 J=(1− ):
By Jensen’s inequality, for 166−1 this gives as required
G*()6 [G*(
−1)]()
6 [J=(1− )]():
Arguments for G^() are identical, based on Eq. (12).
As is clear from the proof above, improvements are possible, for instance, when R
has positive mass in C.
We note that Rosenthal states a result (Rosenthal, 1995, Theorem 8) based on a
similar construction to our Theorem 2.1. However this contains a small error: he es-
sentially claims that for  small enough such that (1 − )GC()< 1, where GC() =
supy2C Ey[
C ], one should nd H()6G^()=[1− (1− )GC()]. He then bounds
this using a Foster{Lyapunov argument. This is very similar to our Theorem 2.1 with
E* replaced by E.
But this is not possible in general, since one needs to condition on non-successes
in the coin-tossing process prior to the rst regeneration. To see that Rosenthal’s rela-
tionship can indeed lead to incorrect bounds, consider a chain on X = [0; 101). When
Xn is in C = [0; 1), either sample from U (0; 1) with probability 12 , or move up by 9
otherwise. So C is small, with = 12 . When outside C move down deterministically by
1, so once the small set is left, the return time is exactly nine steps. The regeneration
time is therefore essentially 9Z where Z is a geometric ( 12 ) random variable. But let-
ting V (x) = x, we have that PV65:5 for all x, and using Eq. (11) directly leads to a
contradiction of Rosenthal (1995), (Theorem 8).
From Theorem 2.2 we immediately derive bounds on *, the radius of convergence
of H.
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Theorem 2.3. The generating function H() converges for 0<<RT where
(a) if J < 1 then RT = −1;
(b) if J>1 then
log RT =

log  log(1− )
log J − log(1− )

6log(−1) (16)
provided that (V )<1.
Proof. (a) If J < 1, we have G*(
−1)6(1−)−1 from Eq. (15), and so RT is bounded
by −1, since the numerator of Eq. (7) is also nite for <−1.
(b) If J>1 then from Eq. (15) we have convergence of the denominator of Eq. (7)
for <RT where
(1− )[J=(1− )](RT ) = 1: (17)
Rearranging Eq. (17) we have that RT solves
(1− )−(1−()) = J();
so that
log RT
log −1
[log J − log(1− )] =−log(1− )
giving Eq. (16). Since this gives RT6−1, the numerator also converges in this region
and the result is proved.
Note that this gives a sucient condition for the rate of decay of T to be that of
the return times to C. If  is such that Gx(−1)<1 for all x 2 Cc then V (x) =
G^x(−1) satises Eq. (9) for this , b = supx2C [Gx(
−1) − 1] and d = 1. Thus if
supx2C Gx(
−1)< 1 + =, we are able to take RT = −1.
We now compare the results in Section 2 to two other related results of which we
are aware, given by Meyn and Tweedie (1994) and Rosenthal (1995).
3. Ordering of the bounds on *
For ease of comparison, in this section we shall always assume d= 1.
Meyn and Tweedie (1994), (Theorem 6.1) consider a chain containing an atom
C, with the minorisation given explicitly by
P(x; )>(); x 2 C;
where  is the atomic measure on . They show by direct construction that if V solves
Eq. (9), then there exists V 0 satisfying
PV06MTV 0 + b05; (18)
where
MT = [+ b=]=[1 + b=]; b0 = b+ b=: (19)
Suppose then that there is at least one solution to Eq. (9); note that if G*(
−1)<1,
it follows (Meyn and Tweedie, 1993, Ch. 15) that we have at least one such solution.
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Since at each time in the atom  we have a regeneration by denition, the time
T =  + 1 is a regeneration time. Thus we are able to use Eq. (18) to obtain (as in
Eq. (11)) that H(MT)6(V 0) also, where
MT = 1=MT = [1 + b=]=[+ b=]: (20)
This gives MT as one bound on *, which we can compare with the bound RT .
Using a geometric trials argument more closely related to that in Theorem 2.1,
Rosenthal (1995) shows that for any 0<r< 1, the tails of T satisfy
P[T>n]6(1− )rn + [(A=)r]n(V ); (21)
the main arguments for this are in Rosenthal (1995) although this form is given in
Roberts and Rosenthal (1997), (Theorem 6). It follows from Eq. (21) that if
[Ros]−1 = inf
r2(0;1)
[(1− )r _ (A=))r]; (22)
then Ros is also a bound on *.
We now evaluate Ros explicitly, and then show that RT is the best of the three
values for any combination of ; ; b.
Theorem 3.1. For any ; ; b satisfying Eqs. (9) and (2), we have
log Ros =
log  log(1− )
log JR − log(1− ) ; (23)
where JR = A=; and the bounds satisfy
RT >Ros>MT: (24)
Proof. From Eq. (9) and the fact that V>1, we must have JR > 1. Since (1 − )r
is decreasing and J rR is increasing in r, we thus have that [Ros]
−1 = (1 − )r for r
satisfying
(1− )r = J rR;
this gives
r = log =[log(1− )− log JR] (25)
and Eq. (23) follows. Since J <JR the rst inequality in Eq. (24) is thus trivial, since
also Ros<−1.
The relation Ros>MT is not as simple to prove. Without loss of generality, in
these computations we will assume that d= 1 and for further ease of notation we put
= 1−  and note we can write
−log MT = log(1 + =b)− log(1 + =b) = log(1− =(b+ )):
We thus have
log MT
log Ros
=

log(1− =(b+ ))
log(1− )
 
1− log(1 + b=)
log(1− )

(26)
and we wish to show that this ratio is less than unity.
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We will use the facts that for y 2 (0; 1), we have −y−1 log(1−y) strictly increasing
as y increases, and for y> 0; y−1 log(1 + y) strictly decreasing as y increases.
The rst term on the right of Eq. (26) can thus be written as−log(1− =(b+ ))
=(b+ )
 

b+ 
 

−log(1− )

<


b+ 

(27)
and so the right-hand side of Eq. (26) is less than

b+ 
 
1− −log(1− =(b+ ))
=(b+ )

−log(1− )
log(1 + b=)
log(1− )

: (28)
Now from Eq. (9) we have the inequality  + b> 1, that is b>; and so we have
rstly that =(b+ )6 and so
−log(1− =(b+ ))
=(b+ )
1
−log(1− )<
1

: (29)
Secondly, we have
log(1 + b=)
b=
<
log(1 + (1− )=)
(1− )= =
−log(1− )

: (30)
Inserting Eqs. (29) and (30) into the second term in Eq. (28) shows that the whole
expression in Eq. (28) is strictly bounded by [=(b+ )][1 + b=] = 1 as required, and
so relationship (24) holds.
It is clear from the forms of Eqs. (23) and (16) that as  ! 0, the ratio of the
bounds RT =Ros converges to 1; it is also not hard to prove using methods similar to
those above that as ! 0 and ! 1 we also have convergence of MT=Ros ! 1.
We compare these bounds over a wider range by considering a zero-modied vari-
ation of the simple random walk on the integer lattice Z+.
Example 1 (A reecting random walk). We take P(n; fn+1g)=p for n> 0; P(n; fn−
1g) = q = 1 − p> 12 for n> 0, and P(0; f0g) = ; and to give an appropriate value
of b in Eq. (9) in the examples below we need in each case to choose j* and
P(0; j*); P(0; j* + 1) appropriately.
We x C = f0; 1g, so that Eq. (2) holds with ’= 0 when 6q. As is well known
(cf. Lund and Tweedie, 1996), we can satisfy Eq. (9) with V (x)=x: the best value of
 achieved is * =
p
4pq, at * =
p
q=p. In the model where = q and P(0; f1g)=p,
we also get b = q − ppq, and in this case * = 1=p4pq is known to be the exact
radius of convergence of E0[0 ].
However, we are interested in the behaviour of the bounds on * over a wider range
of b, and in general will not be able to use the stochastic monotonicity results in Lund
and Tweedie (1996) to get such exact rates.
Table 1 gives the values of the three bounds above for various such combinations.
This is done for a range of values of q, and we see that
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Table 1
Bounds on the decay rate of T
q 0.51 0.51 0.51 0.51 0.51 0.51
* 0.9998 0.9998 0.9998 0.9998 0.9998 0.9998
 0.05 0.25 0.50 0.05 0.25 0.50
b 0.03 0.03 0.03 2.00 2.00 2.00
RT 1.00033 1.00147 1.00239 1.000009 1.00004 1.00009
Ros 1.00013 1.00018 1.00019 1.000009 1.00004 1.00008
MT 1.00013 1.00018 1.00019 1.000005 1.00002 1.00004
q 0.60 0.60 0.60 0.75 0.75 0.75
* 0.9798 0.9798 0.9798 0.8660 0.8660 0.8660
 0.05 0.25 0.50 0.05 0.25 0.50
b 0.50 0.50 0.50 1.50 1.50 1.50
RT 1.0024 1.0115 1.0206 1.0072 1.0357 1.0706
Ros 1.0023 1.0084 1.0129 1.0070 1.0325 1.0605
MT 1.0018 1.0068 1.0102 1.0043 1.0195 1.0347
(i) In the top half of the table, where we consider values of * near one, we have
two modes of behaviour: for low b, the new bound RT is clearly better, and the other
two bounds Ros; MT are very similar; and for larger b this is reversed with the bounds
RT ; Ros being similar and MT clearly inferior.
(ii) In the bottom half of the table, for lower values of *, we see a spread of values
of the three bounds, depending on the relation of b; ; for low  we have that RT ; Ros
are similar but as  increases in relation to b we have wider relative separation.
With some manipulations we can now get reasonable bounds on the tails of the distri-
bution of T , and we will use these for coupling bounds in evaluating convergence.
4. Shift coupling bounds
Taking an approach based on the use of shift coupling, Roberts and Rosenthal (1997),
(Theorem 6) consider the convergence of ergodic averages to the limiting distribution.
Instead of the individual terms in Eq. (5) this leads to bounds on sums of the transition
probabilities of the form∥∥∥∥∥1n
nX
k=1
Pk(; )− 
∥∥∥∥∥61n [E[T ] + E[T ]] (31)
for any initial measure . Using a result essentially as in Eq. (21) they deduce that
for any 0<r< 1 such that 1−r[d+ b]r < 1, where ; b; V satisfy Eq. (9),∥∥∥∥∥1n
nX
k=1
Pk(; )− 
∥∥∥∥∥6 1n

2(1−)r
1−(1−)r +
1−r[d+b]r
1−1−r[d+b]r

(V )+
b
(1−)

:
(32)
Note that, perhaps counterintuitively, there is a numerical benet to increasing d here
and decreasing the calculated value of b, since the terms in d+ b will be unchanged
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but the nal constant term will be smaller. In what follows, we do not attempt to
maximise this eect.
We now develop analogous results using the bounds in previous sections.
Theorem 4.1. (i) Dene J = [1 − ]−1J . Then for any 1<<RT ; and for any
initial measure ;
P[T>n]6(V )()
1− (1− )
1− (1− ) J()
−n (33)
and hence
E[T ]6(V )()
1− (1− )
[1− (1− ) J() ][ − 1]
: (34)
(ii) Alternatively; for any initial measure 
E[T ]61 + [−1 log J + log (V )]=log −1: (35)
Proof. (i) The rst result is an improvement on the more obvious inequality
P[T>n]6(V )()
−n
1− (1− ) J()
(36)
which follows if we simply apply Markov’s inequality to inequality (7) and substitute
the results of Theorem 2.2.
To see Eq. (33) rene Markov’s inequality as follows. Note that T has a hazard
rate h(n) :=P[T = n jT >n− 1]6. Hence,
H()> E[T jT>n]P[T>n]
>
n
1− (1− )P[T>n];
by stochastic comparison. The result follows using the bounds on H in Theorems 2.1
and 2.2.
(ii) To prove Eq. (35), we rst use a direct calculation from Eq. (8) to get, for any
<−1
E[T ]6 1 + E[C] + −1E*[C]
6 1 +
E[C − 1]
 − 1 + 
−1E
*[C − 1]
 − 1
6 1 +
(V )() − 1
 − 1 + 
−1 J
()
 − 1
 − 1 ; (37)
here the second line uses the general inequality E[Z]6(E[Z ] − 1)=( − 1), and the
third uses the bounds in Theorem 2.2.
Now each of the terms on the right in Eq. (35) is monotone decreasing as  decreases
in [1; −1). To see this, note that both the relevant terms can be written in the form
[K log  − 1]=[− 1]: dierentiating and rearranging terms we see that the slope of this
function is positive if
K−log  + [1− −1] logK > 1
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and this holds provided K>e−1, since > 1. But now we have that K can be written
as J 1=log 
−1
 or (V )1=log 
−1
, respectively, and since in each case J > 1 or (V )> 1,
we have K > 1 which is more than is required.
Using this monotonicity, it follows that the best bound in Eq. (37) occurs as  # 1,
and this limit follows from
d
d
K log j=1 = logK;
which gives Eq. (35) for each of the terms as stated.
Substituting these results in Eq. (31), we nd:
Theorem 4.2. For any  the total variation distance between the ergodic average and
the stationary measure can be bounded in two dierent ways:
1n
nX
k=1
Pk(; )− 

6 1n [1− (1− )][1− (1− )J() ][ − 1]
((V )() + [b=(1− )]()) (38)
for any 1<<RT ; and
1n
nX
k=1
Pk(; )− 

6 1nf2 + [log (V ) + log b=(1− )
+ (2=)log J]=log −1g: (39)
We will compare these results for a number of dierent examples, many of which
are becoming standard in the Markov chain Monte Carlo literature, and all of which
are described in more detail in Roberts and Rosenthal (1997); we will nd that the
bounds given by Eqs. (32) and (38) are not strictly ordered, although in all examples
bound (39) does improve considerably on both the other bounds in Eqs. (32) and (38).
This is not surprising since it mainly uses approximations relevant to calculating E[T ]
rather than E[T]. It might seem appropriate to calculate the bounds on the ergodic
averages using entirely an approach that ignored the geometric rates of convergence,
since, for example, we know (Meyn and Tweedie, 1993) that if we have solutions to
the (non-geometric) Foster{Lyapunov drift condition
PV06V0 − 1 + b5C;
then this gives bounds of the form
Ex[C]6V0(x); x 2 Cc:
However, in order that we also have niteness of E[C] it is shown in Meyn and
Tweedie (1993), (Ch. 13) that one needs nite second moments on C , and although
conditions to ensure this are known (Tuominen and Tweedie, 1994), the nite moment
generating functions given by Eq. (9) certainly are one way of approaching this problem
for most practical situations.
Example 1 (Reecting random walk (ctd)). We rst examine further the reecting
random walk given in Section 3, under the assumption that (V ) = 2. Table 2 shows
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Table 2
Bounds on ergodic averages for the reecting random walk
* 0.9798 0.9798 0.8660 0.8660
b 0.5 0.5 1.5 2.0
 0.25 0.50 0.50 0.05
RT 1.0115 1.0206 1.0706 1.0060
Ros 1.0084 1.0129 1.0605 1.0059
Bound from Eq. (32) 2294 1907 190 823
Bound from Eq. (38) 1094 815 143 1288
Bound from Eq. (39) 395 329 64 367
Table 3
Bounds on ergodic averages for various MCMC models
Example 2 Example 2 Example 3 Example 4
(a) (b) jj = 34
 0.625 0.625 0.95 0.7813
b 0.75 1.875 0.188 0.6563
 0.31 0.31 0.169 0.0248
d 4 1 1.74 4
RT 1.095 1.113 1.013 1.0038
Ros 1.1090 1.104 1.011 1.0038
Bound from Eq. (32) 50 57 498 730
Bound from Eq. (38) 78 70 665 1904
Bound from Eq. (39) 32 29 215 531
four sets of parameter values, and in the rst three cases the bounds are ordered with
Eq. (39) better than Eq. (38) better than Eq. (32). In the last case Eq. (32) is better
than Eq. (38), but again Eq. (39) represents a very substantial improvement.
There seems to be some relationship between the relative values of RT and Ros
and the bounds found, with Eq. (32) being better than Eq. (38) when RT and Ros
are close to unity: in this case the dierence between the geometric rates is not the
leading component of the sums, and the constants in Eq. (32) dominate those in Eq.
(38). This is further reected in the examples below.
However, the main conclusion we come to is that Eq. (39) is a clearcut improvement
on the other methods.
Example 2 (Contracting normals). Let P(x; ) be the N (x=2; 34 ) distribution, which has
the N(0; 1) distribution as its stationary measure. If we take V (x) = 1 + x2, then as is
shown in Roberts and Rosenthal (1997), (Example 6.1) we have PV = 14V +
3
2 .
If we take C = fy : jyj6p3g, then get the values
d= 4; = 58 ; b=
3
4 ; = 0:31:
Alternatively we could take the same set C and the same  and ; but if we modify
V to be 1 on C then we get d= 1; b= 1:875.
As shown in Table 3, these choices give dierent eects. The latter choice actually
improves the rate of convergence estimates by about 20%, and improves both the
bounds in Eqs. (38) and (39); it does not improve the bound in Eq. (32). If we take
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(V ) = 2, then the best of these bounds is 29=n, again a clear improvement on the
bound from Eq. (32).
Example 3 (A Metropolis algorithm for the normal density). Let X=R and P(x; ) be
the Metropolis algorithm for estimating the N(0; 1) density using N(x; 1) candidates, as
described in Rosenthal and Roberts (1997), (Example 6.4) and Mengersen and Tweedie
(1996), (Example 4). If we take V (x)=e0:48jxj, and C=(−1:15; 1:15) as in Mengersen
and Tweedie (1996), then we get the values
d= 1:74; = 0:95; b= 0:188; = 0:169:
With (V )=2 again, Table 3 shows that the bounds given by both Eqs. (32) and (38)
are larger than Eq. (39), which provides an improvement by a factor of more than
2{3.
Note that in this case we have not attempted to optimise any of the parameter
choices, which are based on those in Mengersen and Tweedie (1996). Our value of
Eq. (32) is at r 0:04: this is better than that of 696=n in Roberts and Rosenthal
(1997), (Example 6.4) at r = 0:06.
Example 4 (Antithetic samplers). Finally, as in Roberts and Rosenthal (1997), (Ex-
ample 6.5), we consider P(x; ) to be a N(x; 1 −  2) distribution, which has as its
stationary measure the N(0; 1) distribution for all −1<< 1. Example 2 above cor-
responds to the case = 12 .
Using V (x) = 1 + x2, and C = fy : jyj6p3g as before, then we get the values
=
1 +  2
2
; b=
3(1−  2)
2
; = 2
 
−jjp3p
1−  2
!
;
where  is the Normal cumulative distribution function.
Assuming (V ) = 2 again, Table 3 shows the bounds given for jj = 34 . In this
case Eq. (32) is noticably better than Eq. (38). The dierence appears, by detailed
comparison of terms, to be due to the fact that all the terms in Eq. (38) are multiplied
by coecients related to the starting values, whereas the initial term in Eq. (32) is
free of these.
Again, Eq. (39) provides considerable improvement over both other approaches. This
was also seen with more extreme values of , although at values such as  = 0:9 the
constant terms are over 150 000, even for Eq. (39).
5. Applications to total variation convergence bounds
Finally, we turn to the use of the results above in evaluating rates in Eq. (5). The
key here is to use the coupling construction leading to Theorems 5 and 12 of Rosenthal
(1995).
Observe that if we run two copies of the chain, starting from  and , and if we
run them independently until they both hit C, then we can throw a single -coin: if
it is heads we can draw from ’ and use this choice for both chains and so they
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will couple, and otherwise we can draw for each independently using the appropriate
residual distribution for the bivariate chain, and wait for the next return to C  C to
attempt a successful regeneration.
We can then use the regeneration results above together with the coupling bound
k Pn(; )−  k6P[T >n] (40)
to give rates in Eq. (4) or Eq. (5).
To use the bounds above on P[T >n] we need to control the times of returns
of the bivariate process to C  C. Now, if there is a bivariate test function for the
process described above, we can proceed essentially as noted by Rosenthal (1995).
Let P2((x; y); ) denote the bivariate transition law, and suppose that there exists some
function h : X X! [1;1) such thatZ
P2((x; y); (dw; dz))h(w; z)62h(x; y) + b25CC(x; y) (41)
for some 0<2< 1 and some 0<b2<1. Then we have from Theorem 4.1 that,
dening all quantities in terms of 2 and b2, for any 1<<RT
k Pn(; )−  k6h()
1− (1− )
1− (1− )J()
−n: (42)
We can compare the behaviour of these bounds with that of Theorem 5 of Rosenthal
(1995), which uses Eq. (21) to show that for any 0<r< 1,
k Pn(; )−  k6(1− )rn + h[2(1 + b2=2)r]n: (43)
In making these comparisons, we need to nd the best r in Eq. (43) and the best 
in Eq. (42). For the former we will use r as in Eq. (25) to ensure the best asymptotic
rate. We now consider the best value of . This result is couched in terms of a test
function V but in the application in this section we will use the bivariate function h
in Eq. (41), using 2; b2 in the denition of RT as required.
Theorem 5.1. For any V satisfying Eq. (9), let
=
log (V )
log −1
; =
log J
log −1
and write n0 = n− .
(a) If J>1 then for n0> 0 bound (33) on P[T >n] is approximately minimised at
^ = RT =[1 + =n0]1= >RT e−1=n
0
: (44)
At this value we have
P[T >n]< [1− ^(1− )]

1 +
n0


1 +

n0
n0=
−n
0
RT (45)
which is bounded for all n0> 0 by
P[T >n]< e

RT [1− RT e−1=n
0
(1− )][1 + n0=]−nRT : (46)
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(b) If J < 1 then for
n0>(1− )=[n − (1− )] (47)
bound (33) on P[T >n] is approximately minimised at
^ = −1 = RT (48)
and at this value
P[T >n]<
(V )[1− RT (1− )]
1− J 
−n
RT : (49)
Proof. It seems dicult to get a closed form for the best value of  in Eq. (33), so we
rst nd ^ to minimise Eq. (36) and then substitute this value in Eq. (33). Numerical
results indicate that this is indeed an approximate minimum in the latter case also.
In the notation above, we can write Eq. (36) as
P[T >n]6
−n
1− (1− ) : (50)
This bound holds for all 1<<RT .
(a) Assume J>1. Dierentiation shows that Eq. (50) is minimised for xed n>
by choosing ^ satisfying
(1− (1− )^)(n− ) = ^(1− ); (51)
this gives
^

=
1
(1− )(1 + =(n− )) :
Now we observe that RT = (1− )−−1 , and for n0> 0,
1 +

n0
n0=
< e; (52)
giving Eq. (44); since ^<RT this minimum is within the range of validity of Eq.
(50). Substituting ^ in the right-hand side of Eq. (50) gives
(1− )n0=

1 +

n0
n0=
1 +
n0


;
but the right-hand side of Eq. (33) is identical to that of Eq. (50) multiplied by
[1 + ^(1− )]=, and thus the inequality in Eq. (45) follows.
To get bound (46) we again use Eq. (52), and the inequality in Eq. (44).
(b) Suppose instead that J < 1. As in Eq. (51), we have that the derivative of the
bound in Eq. (50) is negative for all  in the range 1<<RT , provided we have
n satisfying Eq. (47): and thus the minimum is at RT = −1. Using this in Eq. (34)
gives the required result.
Note that although when J>1, Eq. (33) only holds for <RT , the bound is
asymptotically in terms of −nRT and in Eq. (46) we have given a calculable form the
constants and the linear terms in n at this boundary value. From Theorem 3.1, it follows
that asymptotically in n the bounds given by Eq. (45) must be better than those from
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Eq. (43); however, for nite n the exact relationship will depend on the other leading
terms, and as we shall see, in some cases where the values of Ros and RT are very
close, the linear term [1 + n0=] in Eq. (45) may play a role in the comparison.
The use of Eq. (43) or Eq. (42) depends on being able to construct a bivariate test
function h, and in general this may be dicult. Before moving on to a comparison
in specic models, we also rene the argument leading to Theorem 12 of Rosenthal
(1995), which allows us to construct such an h from univariate test functions in many
cases, including the examples above.
Theorem 5.2. Suppose that V satises Eq. (9), and that C=fy : V (y)6dg. Consider
the bivariate chain Xn; X 0n with transition law P2. Then there exists a bivariate test
function h : X X! [1;1) satisfying Eq. (41) with
2 = + b=2(1 + d); b2 = b[1 + 2d]=[2 + 2d]:
Proof. Let h(x; y) = [V (x) + V (y)]=2. Then for (x; y) 62 C  C,
P2h6 h+
b
2
5[CC]c
6

+
b
2(1 + d)

h= 2h
and for (x; y) 2 C  C,
P2h62h+ b− b2(1 + d)62h+ b2
as claimed.
For this construction to be useful we require 2< 1, which entails
d>
b
2(1− ) − 1 (53)
and this does not always hold, as we see below. By increasing C we may nd an
appropriate d, but the value of  may become unacceptable, and the best way to
proceed in such a case is not yet known. However, this constraint on d is weaker than
that in Rosenthal (1995), (Theorem 12), where the requirement was that d> 2b=(1−).
We can now apply this procedure to the previous examples and consider the dif-
ferences between Eqs. (45) and (43). Table 4 gives relevant calculations for various
examples discussed above. We have assumed throughout that (V ) = 2, so that we
have V+ = [2 + b=(1− )]=2.
In the two variations on Examples 2 and 3 we illustrate the bounds at the values of n
that correspond to Eq. (45) taking approximate values of 0.01 and 0.001, respectively.
In all cases the ratio of the bounds from Eqs. (43) and (45) is considerable, particularly
with Example 3(b) where the dierence between −1Ros and 
−1
RT makes a substantial
dierence for moderately large n.
Example 4 illustrates a situation where the constant and linear terms dominate the
dierence in the geometric terms. Here Eq. (43) gives considerably better bounds than
Eq. (45) until n becomes too large to be of practical interest. The situation worsens
for values of jj that are larger.
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Table 4
Bounds on total variation distances for various MCMC models
Example 2 Example 3 Example 4 Example 1 Example 1
(a) (b) (a) (b) jj = 34 p = 0:7 p = 0:75
b = 0:5 b = 1:0
n 45 60 500 650 1000 1000 2000
2 0.7 0.7 0.984 0.984 0.847 0.991 0.991
b2 0.675 0.675 0.154 0.154 0.591 0.425 0.875
 0.31 0.31 0.169 0.169 0.0248 0.5 0.4
d 4 4 1.74 1.74 4 2.33 3
V+ 2.0 2.0 2.88 2.88 2.5 3.99 4.73
−1Ros 0.881 0.881 0.991 0.991 0.993 0.994 0.996
−1RT 0.846 0.846 0.983 0.983 0.992 0.990 0.995
Bound (43) 0.011 0.0017 0.046 0.012 0.002 0.018 0.002
Bound (45) 0.010 0.0010 0.010 0.001 0.007 0.005 0.002
Ratio 0.82 0.58 0.21 0.08 3.55 0.29 0.99
Finally, we revisit the geometric Example 1. In the two situations shown in Table 4,
we nd that the new bounds also are better than those of Eq. (43). However, we have
not analysed all of the models in Section 3, because in general they do not obey the
conditions of Theorem 5.2. The constraint in Eq. (53) is violated, so that for example,
if p=0:6 with =0:25, b=0:5, then we nd d=1:5 but Eq. (53) requires d> 11:4.
We can overcome this by making the set C larger. This enables us to construct a
bivariate h according to the prescription of Theorem 5.2, but if that is done then we
have no positive value of . This also can be remedied: we do get a minorisation for
the k-step chain when we choose C = f0; 1; : : : ; kg. We can then carry out the k-step
calculations appropriate for this case, but the details are very much more cumbersome
and we do not carry them out here.
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