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In linear system theory, the Hankel singular values are often com- 
puted in a state space setting using the product of Gramian matrices. 
They are known, however, to be intrinsically dependent only on the 
input-output map and not on any choice of state space coordinates. 
In the nonlinear case, there are well definednotions of singular value 
functions and a Hankel operator, but the connections between the 
two have not been established. In this paper we address the problem 
in two ways, and show that it is possible to establish an explicit con- 
nection using a method that is very reminiscent of the way singular 
values are usually defined for compact linear operators. 
1 Introduction 
In the theory of continuous-time linear systems, the system 
Hankel operator plays an important role in a number of re- 
alization problems. The compact Hankel operator supplies a 
set of similarity invariants, the so called Hankel singular val- 
ues, which can be used to quantify the importance of each 
state in the corresponding input-output map [8]. The Hankel 
operator can also be factored into the composition of an ob- 
servability and controllability operator, from which Gramian 
matrices can be defined and the notion of balanced realiza- 
tions follows [5, 8, 111. The Hankel singular values are most 
easily computed in a state space setting using the product of 
the Gramian matrices, though intrinsically they depend only 
on the given input-output mapping. 
In the case of continuous-time nonlinear systems Hankel the- 
ory is less developed, but important results do exist. The first 
result along these lines is due to Fliess [3, 4, 71 who used 
a system Hankel mapping to describe when an affine real- 
ization of an input-output map described by a formal power 
series is minimal. In a quite different setting, the notion of 
Hankel singular values was generalized to the nonlinear case 
by Scherpen in [13, 141 and used in model reduction prob- 
lems. Connections between minimality and these invariants 
were then introduced in [ E ] .  In [6],  a nonlinear analogue of 
the system Hankel operator was introduced. Its relationship 
to the Hankel mapping of Fliess was established, and the con- 
trollability/observability factorization problem was solved. 
Despite this progress, however, there are many important 
open questions in Hankel theory for nonlinear systems. In 
this paper we address two questions. We first extend the de- 
velopment of the theory in [6] concerning the connection be- 
tween the Hankel operator factorization and the energy func- 
tions via the notion of a nonlinear Hilbert adjoint mapping. 
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Some explicit expressions for the operators are presented, 
and a nonlinear extension of the duality between observabil- 
ity and controllability Gramians for linear state space systems 
is given. We then develop an explicit connection to the sin- 
gular functions using a method that is very reminiscent of the 
way singular values are usually defined in the linear case, ex- 
cept that a state space model is still required. 
In Section 2, we review the existing theory concerning Han- 
kel operators and Hankel singular values for linear and non- 
linear input-output systems. Then in Section 3, we present 
the new developments in the theory for the nonlinear case in 
two separate subsections. The first subsection addresses the 
problem of relating energy functions to factorizations of the 
Hankel operator. The final subsection presents our connec- 
tion between singular value functions and the Hankel opera- 
tor. The paper concludes with some observations about future 
research. 
The mathematical notation used throughout is fairly stan- 
dard. The inner product on IR" is represented as ( x ,  y )  = xTy. 
Li (a,  b) represents the set of Lebesgue measurable functions, 
i-component vector-valued, with finite L2 norm, 11 . 1 1 ~ ~ .  The 
inner product on Li(a,  b )  is denoted by 
( f I d L ,  = ~ h f ( t ) % r ) d t .  
We abbreviate Li(  -ml m) as Li .  If h is a differentiable func- 
tion, and g is a vector field then L,h denotes the Lie derivative 
of h with respect to g. 
2 Preliminaries 
In this section we review some existing theory concerning 
Hankel operators, Hankel singular values and system Grami- 
ans. The linear time-invariant case is first outlined as a kind 
of paradigm for the nonlinear theory, which is covered subse- 
quently. 
2.1 The linear case 
Consider a continuous-time, causal linear input-output sys- 
tem S : U -+ y with impulse response H ( t ) .  If S is also BIB0 
stable then the system Hankel operator is the well defined 
mapping 
ii : L?[O, +m) -i 00 L';[O, +m) 
: U^ -4 jqt) = s, H ( t  + Z)ii(Z)dT. 
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If we define the timejipping operator as 
J= : Ly[o,+CO)--tLy(-m,o] 
then clearly ?? = SF. When ?? is known to be a compact op- 
erator, then its (Hilbert) adjoint operator, ??*, is also compact, 
and the composition ??*e, is a self-adjoint compact operator 
with a well defined spectral decomposition: 
(2 )  
00 
l i * f l= C 0' (.,vi)& vi, ~i 2 0, 
i= 1 
(vi,v.j)b = 6ijl (vi, ( f i * W ( v i ) ) L z  0;. (3) 
where 0' is an eigenvalue of 7?*e with corresponding eigen- 
vector vi [9], ordered as 0 1  2 ... 2 0, > 0, and called the 
Hankel singular values for the input-output system S. 
Let (A, B, C) be a state space realization of S with dimension 
n. If the realization is asymptotically stable then the Hankel 
operator can be written as the composition of uniquely de- 
termined observability and controllability operators; that is, 
7? = 8c^ , where the controllability and observability opera- 
tors are defined as 
c  ^ : Ly[O, .too) -+ IR" : 6 -+ 1 d"BC(t) dt  00 
8 : IR" -.+ Lgo, +m) : x --f j y t )  = cd"x. 
Since c^  and 6 have a finite dimensional range and domain, 
respectively, they are compact operators; and the composi- 
tion Oc^  is also a compact operator [9]. From the definition 
of the adjoint operator, it is easily shown that c^ and 8 have 
corresponding adjoints 
c^ * : IR" -+ Ly[O, +CO) : x -+ BTdlr'x 
6* : L';[O, +oo) 4 IR" : y -+ kZT'CTy(t)dt. 
00 
For any ~ 1 ~ x 2  E IR": 
< X I  c^px2 > = xT Sorn &'BBTdlTfdt x2 
< x 1 , 6 * 6 x 2  > = XT k'TtCTC&tdt x2 
:= xTPx2 (4) 
:= x T Q x ~ .  (5 )  
P and Q are the usual controllability and observability 
Gramian matrices. It is well known that the nonzero eigenval- 
ues of PQ are equivalent to the squared Hankel singular val- 
ues of S. When (A,  B,  C) is in input normal form, i.e., when 
P = I,,, then the Hankel singular values are determined com- 
pletely by the eigenvalues of Q .  Now consider the following 
definition for the energy functions first described by Scherpen 
for general affine nonlinear systems [13]. 
Definition 2.1 The controllability and observability func- 
tions f o r  the system (A, B ,  C )  are dejined, respectively, as 
when x ( 0 )  = x, and u ( t )  = 0 f o r  0 5 t < CO. 
Clearly, L,(x) has the interpretation of being the minimum 
amount of input energy required to drive the system from zero 
at t = -m tox(0) = x, while L , ( x )  is equivalent to the energy 
generated by the natural response of the system to x ( 0 )  = x. 
These functions need not be well defined for all x E IR". If 
the realization is reachable and asymptotically stable, then in 
light of equations (4) and (5),  it can be shown directly in the 
linear case that we have 
(6) L,(x) = IxTP- lx  = - ( x ,  1 
L , ( x )  = -xTQx 2 = - ( x , ( d * d ) x ) .  2 (7) 
( c c * ) - ' x )  * *  2 2 
1 1 
2.2 The nonlinear case 
Now, let S be a given input-output map represented by a con- 
vergent generating series 
s:  U - - f Y ( t )  = c ( q )  Ell(t,to)[uI, t 2 to, 
l l E I +  
where I* is the set of multi-indices for the index set I = 
{0,1,. . . , m } ,  c ( q )  E IRp ,  and 
rt  
Eik ... io ( t  t o )  [ U ]  = uik (7)Eik- 1 ... io (TI to) [ U ]  dT J,,, 
with E@(t , to)[u]  := 1 and uo(t)  := 1. The mapping S can 
also be represented by a formal power series in non com- 
muting monomials 2 = {zo, ZI , . . . , z,} via c = c(q)zq, 
where q := zik . . .zio when q = ( i k .  . .io) (see, for example, 
[4, 71). In the following development, we use the conven- 
tion that L2-stability of an input-output system, S, means that 
U E Ly(-m,O] implies that S(u)  restricted to [0, +m) is in 
L;[O, +m). Similarly, L2 input-to-state stability on a set W 
of a state space realization implies that when U E LY( -m,O]  
then the corresponding state vector, x ( t ) ,  (assuming initial 
condition .(-CO) = 0) is finite on (-m,O] and always con- 
tained in W .  In this context, consider the following definition. 
Definition 2.2 [6] For any causal Lz-stable input-outputsys- 
tern S, the corresponding Hankel operator is 
7? : q [ o ,  +CO) -+ L';[O, +CO) 
6 + j = (SF)( i ) ,  : 
where 3 is the time-Jlipping operator a s  given in (1). 
Observe that the usual interpretation from linear system the- 
ory that I? maps past inputs to future outputs is preserved by 
this definition. 
Let M be an n-dimensional analytic state space manifold, and 
let 
be a system defined in terms of local coordinates on M .  We 
assume that f ,  g, and h are analytic on M .  A realization 
( f ,  g ,  h )  defined locally about x" E M is said to realize a for- 
mal power series c if for every rl = ( i k  . . . io)  E I* 
i = f ( x )  +&)U,  y = h(x)  (8) 
c(q) = L h(x") := L,. Lgil . . .L&.,h(x"), 
Sll '0 
where go := f and gi is the ith column of g when i > 0. 
Consider the corresponding controllability/observability fac- 
torization of the system Hankel operator. 
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TBnmc9m 2.1 [ B ]  Let ( f ,  g,  h)  be an analytic realization in a 
neighborhood W of 0 of an L2-stable input-output mapping 
S : U -+ y ( t )  = c(q)  E,(t ,  -CO)[.]. Ifthe realization is 
L2 input-to-state stable on W then the corresponding Hankel 
operator f i  : li -+ 9 can be written as the composition 
where the controllability and observability operators are de- 
fined, respectively, as 
ii = ot, 
t : G[O,+CO) -+ w, 
8 : w, -+ q o ,  +m) 
: f i -+x= c LgJO) EIl(0, -..)[.I (9) 
q E I *  
m 
with W, := t ( q [ O ,  +CO))  C W ,  and Z : W -+ W denoting the 
identity map on W ,  U = F(2) and go := f .  
In Section 3, it is shown that these generalized controllability 
and observability operators can be related to the energy func- 
tions. Here we review how to define Hankel singular value 
functions from a given realization of S using the energy func- 
tions L, and L, under the following additional assumptions: 
1. f is asymptotically stable on some neighborhood Y of 0. 
2. L, and Lo are smooth and finite functions on Y .  
3. the system is zero-state observable on Y .  
a2L, a2L, 
ax2 ax2 
4. -(O) > 0 and -(O) > 0. 
The following lemma and theorem describe the origin of the 
singular value functions. 
Lemma 2.1 [13] There exists a coordinate transformation 
x = 4(2), 4(0) = 0 (defined on a neighborhood of0) .  such 
that in the new coordinates X = @-'(x) the function L,(x) is 
of the form 
Furthermore, in the new coordinates X = @-'(x), we can 
write L,(x) in theform 
1-7'- L,(@(X)) = -x x. 
2 
1 a2Lo 
2 ax2 Lo((@) = --fTM(X)X where M ( 0 )  = -(O) 
with M(X) an n x n symmetric matrix such that its entries are 
smooth functions of 2. 
Theorem 2.2 [13] Consider a system ( f ,  g, h)  and assume 
that there exists a neighborhood of 0 where the number of 
eigenvalues M ( 4 )  is constant. Then, on a neighborhood U of 
0 there exists a coordinate transformationx = ~ ( z ) ,  ~ ( 0 )  = 0, 
such that in the new coordinates z E W := w - ' ( U )  the func- 
tion L, is of the form 
t , ( z )  := L,(yf(z)) = z z  ' T  z, 
and thefunction L, is of the form 
L ( Z )  := L"(V(2)) = z z  
where z1 (z) 2 ... 2 T,(z) are smooth functions of z, referred 
to as the singular value functions. 
To put the controllability and observability functions into bal- 
anced form, we need the additional coordinate transforma- 
tionZj=qi(zj) :=T~(O ,.., O,z j ,O, . .O)bz i , i=  1 ,.., nandhence 
z = q(z) := ( ~ ( I ( z 1 ) .  . qn(zn))  on z E W := q(W).  Then in 
the new coordinates it follows that on the coordinates axes 
3 New Developments 
In this section we present new theoretical results concerning 
singular value functions for nonlinear systems. In the first 
subsection, we introduce the notion of an adjoint operator for 
a nonlinear operator. This concept helps establish a connec- 
tion between the controllability/observability factorization of 
the Hankel operator presented in Theorem 2.1 and the energy 
functions. It is also a critical device in the final subsection 
where we develop a relationship between singular value func- 
tions and the system Hankel operator. 
3.1 Energy functions from the Hankel operator factoriza- 
tion 
Let F be a topological vector space over IR with dual space 
F' [12]. Let E be a nonempty set, and A a collection of 
nonempty subsets of E .  Let Ep be a linear space of real- 
valued functions xp on E with the property that the restriction 
xt to every A E A is bounded. A mapping T : E -+ F is called 
A-bounded if T maps the sets of A into bounded subsets of 
F .  For any A -bounded mapping T : E -+ F define the dual 
map of T as 
TI : F ' + E ~  
: y' -+ (T'(Y'))(x) := (y'oT)(x), x E E 
(see, for example, [l]). Now if F is endowed with an inner 
product (., . ) F  then it follows from the Riesz representation 
theorem that for any y' E F' there exists a unique y E F such 
that y ' ( . )  = ( y ,  . ) F .  Hence one can write the identity 
(T'(Y'))(X) = (Y,  W ) F ,  x E E .  
Now suppose E has an inner product ( . , . ) E ,  and let y E F 
be fixed. We are interested in the problem of determining a 
corresponding Xy E E such that 
(11) 
If T were a linear operator then such an f,, is known to always 
exist, in fact X,, = T*(y) ,  where T* is the Hilbert adjoint of 
T .  But in this more general context, the existence of fy is 
not automatic. In fact, it is conjectured that the identity (1 1) 
may only be meaningful if fy  is also a function of x as well. 
In what follows below, we simply assume the existence of a 
well defined mapping T* : F x E - -+E,  called the nonlinear 
Hilbert adjoint, such that 
(T(x) ,Y)F = ( x , T * ( y , x ) ) ~ ,  x E E ,  Y E  F. (12) 
The fact that the domain of T* has the form F x E agrees 
with the state space notion of adjoint systems based on the 
Hamiltonian extension given in [2, 171. 
(T(X),Y)F = ( X , f , , ) E ,  x E E .  
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Consider now a realization ( f , g , h )  from Theorem 2.1 with 
the additional assumptions that there is an equilibrium at 0, 
i.e., f(0) = 0, and this equilibrium is asymptotically stable 
on W .  Without loss of generality we may assume that h(0) = 
0. If the realization is asymptotically reachable on W (see 
[15, 16]), then it is clear that for every x E W there exists at 
least one 12 E Ly[O, +CO) such that c^(12) = x. The existence 
of a unique minimum enerFy control thus guarantees a well 
defined pseudo-inverse of C on W ,  denoted here by et .  The 
following identities are immediate after applying (12) with 





L,(x) = -Ilc t^(x)112, = Z(c^+(x),c^t(x))L, 
= -(x,Clt*(Clt(x),x)) := ~(x,P(x)) .  (13) 
It was shown in [13] that Lc must always have a local mini- 
mum at x = 0, i.e., %(O) = 0. Thus it is clear, via [lo], that 
one can always write p ( x )  = &)x for some matrix-valued 
function P. 




L, (x )  = -Ils(x)lI;, 2 = #%),d(X))L* 
= - (x ,&(~(x) ,x) )  := T ( x , q ( x ) ) .  (14) 
In this case, if the system is zero-state observable, then it 
is known that L ,  must have a local minimum at x = 0, i.e., 9 (0) = 0 [13]. Thus, after differentiating the expression for 
L ,  given in (14), it follows that q(x) = Q(x)x for some matrix- 
valued function Q. Comparing the functions P and Q defined 
here to the expression given in (6) and (7), respectively, al- 
lows one to conclude that the linear case always results in the 
trivial situation where the functions and Q Fe constant ma- 
trix functions, specifically, &) = P-' and Q(x) = Q for all 
X E  w. 
Some specific nonlinear adjoint expressions 
Using equation (12) one can obtain more explicit expressions 
which O*(O(x),x) and C*(C(12),12) must satisfy. Consider 
the identities: 
(x,d*(U(x),x)) = x T d *  
i=O 
By factoring out an x on the left hand side (this is possible 
since h(0) = 0, e.g., [lo]), we can obtain an explicit expres- 
sion for d*(d(x),x). Unfortunately, such an expression will 
not be unique. 
Similarly, we can obtain for c^.(c^(12), 12) the followingexpres- 
sion: 
/ 
Here, one can not easily see a connection with L,(x) since 
that quantity is in terms of c^t(x). If the system is in input- 
normal form, i.e., L,(x)  = ;xTx, then obviously from (13) it 
follows that xTc^t* (C? (x), x) = xTx. 
Energy functions and operators of pseudo-dual systems 
For a linear system, the controllability and observability 
Gramians are the observability and controllability Gramians, 
respectively, of the dual state space system (e.g., [l8]). In 
the nonlinear case, we are able to find similar relations us- 
ing the so called pseudo-dual nonlinear state space system. 
While equivalent to the usual dual system in the linear case, 
the pseudo-dual system is distinct from other notions of dual 
systems found in the literature (e.g., [2]). 
Consider equation (8), and assume that f ( 0 )  = 0, then we can 
write f ( x )  = A(x)x, where A(0) = g(O), and A(x) is a n  x n 
matrix with entries depending smoothly on x. If the control- 
lability function L, exists and is finite on some neighborhood 
W of 0, then it satisfies the following Hamilton-Jacobi type 
of equation [ 131 
aTL, 
ax with L,(O) = 0, and -(f(x)+ g(x)gT(x)-(x)) asymptot- 
ically stable on W .  This last property is equivalent to pos- 
itive definiteness of L,(x), implying that %(O) = 0, (e.g., 
[15,16]). Thus, we can write % ( x )  =xTN(x) whereN(0) = 
$ ( O ) ,  and N(x) is a n x n matrix with entries depending 
smoothly on x. The coordinate transformation z := N(x)x, 
(N(x) > 0 on a neighborhood U c W ,  hence the inverse ex- 
ists on U ) ,  and its inverse x = +(z) applied to equation (15) 
then results in the equation 
where now N(@(z)) - 'z  is the gradient of the observability 
function of the pseudo-dual system 
2 =A(o(z) )Tz,  y = g(o(z))Tz. (16) Then it follows that d* must fulfill 
Specifically, if 8 is the observability operator as defined in 
of the controllability operator as defined in (9) for the original 
system (8), then we have, with x = +(z) that 
dt (10) for system (16), and c^ t is, as before, the pseudo-inverse 
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In the special case where the original system (8) already has 
a controllability function in the input-normal form of Lemma 
2.1 it is easily obtained that z = x and E , ( x )  = i x ‘x  is the 
observability function of the system 
x = f ( x ) ,  y = g(x)’x. (17) 
This system is not the pseudo-dual system, since it has the 
original drift vector field. However, the above, more gen- 
eral analysis for pseudo-dual systems, of course includes the 
input-normal form case. Thus, in the input-normal form case, 
the controllability function of system (8) equals the observ- 
ability function of both systems (16) and (17). 
3.2 Singular value functions from the Hankel operator 
We are now in a position to more directly connect singu- 
lar value functions of a given realization of an input-output 
mapping S to the corresponding Hankel operator. It turns 
out, however, that we can not yet completely eliminate the 
need for a state space model. They are still very useful in 
parameterizing these functions. Let (f,g, h) be an n dimen- 
sional realization of S on a neighborhood W of 0 in input- 
normal/output-diagonal form (as in Theorem 2.2). Define on 
a neighborhood W of 0, the collection of component vectors 
f i  = (0,. . . , O,xi, 0,. . . , 0) for i = 1,2 , .  . .n, and the functions 
6 ; ( x i )  := z i ( f i ) .  Let ui be a minimum energy input corre- 
sponding to driving the state from x(-m) = 0 to x ( 0 )  = 4. 
Define Ci = 3 ( u i ) .  
Theorem 3.1 The functions { & i ( ~ i ) } y = ~  are singular values 
functions of the Hankel operator f i  in the following sense: 
(Cj, (‘I?*“?) ( C j ) ) b  = 6; ( x j )  (C,j ,  Cj)L2, i = 1,2, . . .n, (1 8) 
where (f i”f i) :LT --$ LF : C -+ f i * ( f i ( C ) , C ) .  
Proofi The following equalities follow from the various as- 
sumptions above: 
(Cj ,  ( f i * f i ) ( C j ) ) L 2  = ( C j , f i * ( f i ( C j ) ,  fij))L2 = 
( f i ( ~ j ) , f i ( ~ j ) ) L ~  = (dc^(fi j>, dc^(Cj)) = 
( d ( ~ j ) , & ( ~ j ) ) L ~  = 2 ~ 0 ( f j )  =Tj(Zj)$ = 
6?(Xj) . 2 L c ( f j )  = B;(xj)(Cj,Cj)L*. 
A comparison of equations (3) and (1 8) reveals the sense in 
which the 6i’s are singular value functions of f i . This is really 
a more limited sense than in the linear case because it does not 
necessarily yield a spectral decomposition analogous to (2). 
But as was shown in [13], this concept is still useful in model 
reduction problems because it measures how important each 
coordinate direction in the state space is from the point of 
view of the input-output map. 
4 Conclusions and Future Research 
In this paper, the problem of explicitly connecting the no- 
tions of singular value functions and Hankel operators was 
addressed for nonlinear systems. While this could not be 
done in a state space (coordinate) free setting, the result was 
very reminiscent of the way singular values are usually de- 
fined for compact linear operators. Along the way, we also 
considered some Gramian generalizations and identities since 
in the linear case Hankel singular values are often computed 
from Gramians. Future work on this problem will be in the 
direction of apply existing theory for compact nonlinear op- 
erators to further explore when the nonlinear Hilbert adjoint 
operator is well defined, and perhaps this will further clarify 
some of the connections between the Hankel operator factor- 
ization and the Gramian generalizations P and Q present here. 
In addition, more research will be done with regard to the in- 
fluence of the factorization on the singular value functions. 
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