Error estimation in adaptive CFD-calculations is a topic of ongoing research. A number of error estimation strategies, such as adjoint-based methods, have proven quite successful in steady aerodynamic problems. However, many of these strategies are less practical for unsteady calculations due to storage issues and substantial computational costs. Instead, feature-based adaptation, in which physical quantities such as density or velocity are used as indicators for local refinement, lends itself well to unsteady flow problems. In light of common criticisms regarding the somewhat ad hoc nature of feature-based adaptation, the entropy residual, drawn from the recently developed entropy adjoint approach 15 , is investigated as a feature-based indicator with application to discontinuous Galerkin methods in three numerical tests: inviscid vortex transport, viscous flow past a circular cylinder, and homogeneous isotropic turbulence. Its performance is evaluated with respect to more classical indicators based on density gradient, vorticity magnitude, and inter-element velocity gradient jump. The results show the entropy residual to be very sensitive to regions of complex flow activity with low numerical resolution, representing a promising choice as a feature-based indicator.
I. Introduction
In recent years, discretization schemes based on variational formulations, such as discontinuous Galerkin (DG) methods, have proven valuable for aerodynamic problems in CFD compared to classical finite volume and finite difference methods 1, 2 . In addition to high order of accuracy and the ability to easily handle complicated geometries, one main advantage of this family of numerical methods is the straightforward implementation of adaptive solution strategies, or adaptive mesh refinement (AMR), which can significantly accelerate convergence and reduce computational costs. AMR can be divided into three general refinement types that may be used independently or combined: in r-refinement, grid points are rearranged into regions of complex physics without increasing the number of cells or nodes; in h-refinement, the mesh connectivity is modified; and in p-refinement, the order of accuracy of the discretization scheme is increased. For instance, finite-element-based methods apply p-refinement to a cell by increasing the order of the polynomial approximation.
AMR can also be classified according to the error estimation strategy used for indicating which regions to refine. For instance, at the outset of AMR, Berger et al. [3] [4] [5] introduced an algorithm based on Richardson extrapolation that compares the solutions computed on a fine and a coarse mesh to estimate truncation error. Although suitable and robust for smooth solutions, this approach requires significant memory and computational resources. Since then, alternative adaptation indicators have risen in popularity, such as those in the broad class of residual-based indicators [6] [7] [8] . However, these indicators may have trouble refining regions of complex physics in convection-dominant flows 9 . Arguably the most successful indicators are based on the related adjoint methodology [10] [11] [12] [13] [14] , in which the error in a functional scalar output, commonly lift or drag coefficients in aerodynamic problems, is related to the local residual by solving an additional linear system. Fidkowski & Roe 15 have recently developed an entropy adjoint approach in which the residual weighted by the entropy variables provides an error estimate for a global entropy balance. This error estimate can in turn be related to other engineering outputs of interest, such as drag 16 . Since the entropy variables can be obtained from a nonlinear transformation of the state variables, no additional linear system needs to be solved as in conventional adjoint-based methods. In general, however, this class of indicators has been applied primarily to steady flow problems. As such, these error estimation techniques are less suitable for transient problems of interest, including flow separation, mixing, aeroacoustics, and combustion. Furthermore, adjoint-based methods may suffer from potential solution irregularity and bifurcation often observed in turbulence and other complex physical phenomena.
A class of techniques that is applicable to unsteady problems is feature-based adaptation, in which relevant physical quantities (or their gradients or curvatures) are used to identify regions of significant flow activity [17] [18] [19] [20] [21] [22] [23] [24] . Examples of such physical quantities are density, velocity, pressure, entropy, and temperature. A typically cited drawback of feature-based indicators is that the choice of physical quantity is rather ad hoc. Therefore, the purpose of this study is to investigate how, borrowing from the entropy-adjoint approach, the entropy residual performs as a feature-based indicator in different configurations. The reference indicators are based on the density gradient, vorticity magnitude, and inter-element velocity gradient jump. These indicators have been implemented in a novel entropy-bounded discontinuous Galerkin scheme that preserves density and pressure positivity based on the minimum entropy principle 25 . Their performance in conjunction with p-refinement is evaluated in three canonical test cases: inviscid vortex transport, viscous flow over a circular cylinder, and homogeneous isotropic turbulence.
II. Numerical Method

A. Governing Equations
The compressible flow equations describing conservation of mass, momentum, and energy are given as
The viscous stress tensor and heat flux are specified as
where µ is the dynamic viscosity and κ is the thermal conductivity. This set of equations is closed by relating pressure to internal energy via the ideal gas law,
where the heat capacity ratio γ is set to 1.4 in this study.
B. Discontinuous Galerkin Discretization
To develop a discontinuous Galerkin framework, the governing equations are reproduced in vector form as
where U ∈ R N U is the conservative state vector, F ∈ R N U ×N d is the inviscid flux, and Q ∈ R N U ×N d is the viscousdiffusive flux, with N U the number of state variables and N d the number of spatial dimensions. F is a nonlinear function of the full state vector while Q can be linearized with respect to the gradients of the state variables.
By partitioning the computational domain Ω into a set of N e non-overlapping cells {Ω e } {e=1,...,Ne} with boundaries ∂Ω e , multiplying Eq. (4) by a test function φ, and then integrating over the entire domain, the following variational formulation can be obtained:
The finite-dimensional test space
where P p denotes the space of polynomial functions of degree p. The global solution U is approximated by U = Ne ⊕ e=1 U e , where the local polynomial approximation is given by
with U e n (t) the nth expansion coefficient. Applying this formulation to approximate F by F and performing integration by parts on the advection term, the LHS of Eq. (5) can be recast as
Ωe for m = 1, ..., N p . n is the outward pointing normal on ∂Ω e , and the notations () + and () − refer to interior and exterior information about element Ω e , respectively. Information is exchanged between adjacent elements via the Riemann flux, which is discretized using a local Lax-Friedrichs scheme.
The diffusion operator can be formulated in different ways that originate from a unified theoretical foundation. Here, let Q i ∈ R N d be the (linearized) diffusion flux of the ith state variable such that
where D is a fourth-order tensor representing the first-order differentiation of the viscous flux with respect to the velocity gradient. Since the overall discretization of the diffusion term is distributive over addition, this formulation can be further simplified by first discretizing
Letting Q be the approximation of Q and noting that ∇φ
The three terms from left to right on the RHS of Eq. (10d) represent interior diffusion, dual consistency, and interelement viscous effects. The global discretization of ∇ · Q i is then given by
which can be expanded using the relations in Equation (10) . In this study, U = {U }, where the operator
is the mean value across element faces, and the prescription of Q i follows the well-known BR2 scheme 26 . Under this treatment, the discretization yields a compact stencil with desirable stability properties.
III. Adaptation Indicators
In this study, several different feature-based indicators for adaptive calculations are considered with the objective of comparing their characteristics and evaluating their performance for various test cases. The indicators are as follows:
• Density gradient Since complex physical phenomena often induce sharp changes in density, the following cell-averaged density gradient indicator is used:
Ωe
T is the length of the adaptation interval for averaging, and |Ω e | is the cell volume.
• Vorticity magnitude
Vorticity-based indicators are fairly common in practice since vortices often signify complex flow activity 18, 19 . Furthermore, given the desire to apply adaptive strategies to simulations of turbulent flows and drawing from the common interpretation of turbulence as a superposition of vortices over various length scales, a cell-averaged vorticity magnitude indicator is considered:
• Inter-element velocity gradient jump
In regions with insufficient numerical resolution, the velocity profile is likely to experience sharp jumps between neighboring elements. Since the velocity gradient is then also likely to be discontinuous across adjacent elements, the following adaptation indicator is proposed:
which evaluates the magnitude of the jump in velocity gradient across an element boundary.
• Entropy residual
Drawn from the entropy adjoint approach 15 , the entropy residual is defined as
where s is the physical entropy with s = ln (15) is numerically approximated using a second-order accurate finite difference scheme. For steady flow problems, the entropy residual R becomes equivalent to an entropy-variable weighted primal residual 15 .
IV. Adaptation Strategy
This section outlines the p-adaptation procedure used in this study. At each time interval of length T , Y % of all elements with the highest ψ are subjected to an increase in polynomial order. Only elements with order less than p max are selected; therefore, a fixed number of elements are refined at each adaptation step. This occurs until the target number of degrees of freedom (DOF) is reached. From this point onward, at each adaptation step, F % of all elements with the highest ψ are flagged for polynomial order increase. Of these flagged elements, only those with order less than p max are refined further. Then, elements with the lowest ψ (and with order greater than p min ) are coarsened; the number of elements that undergo coarsening is selected such that the target number of DOF is maintained. Polynomial order increase/decrease occurs in increments of one. T , Y , F , p max , p min , and the target number of DOF are all specified as inputs. For all numerical tests in this study, the initial polynomial order is set to p min . This is a straightforward p-refinement algorithm that can easily provide insight into the characteristics of the above indicators across the same number of DOF.
V. Numerical Testing and Applications
Three test cases are considered to examine the performance of the previously described feature-based adaptation indicators: inviscid vortex transport, homogeneous isotropic turbulence, and viscous flow over a cylinder.
A. Inviscid Vortex Transport
In this classical flow, the 2D computational domain is a square of size [0, 10] × [0, 10] with periodic boundary conditions. The domain is discretized with 128 regular triangular elements. The initial vortex is prescribed using the following set of equations (see Ref. 27 for further details):
where a = −2/π, b = exp(−2), c = 1, and the initial vortex center is at (x 0 , y 0 ) = (5, 5). The transport velocity (u 0 , v 0 ) = (1, 1) is superimposed onto the above initial conditions. Computations are run to t = 10 to allow the vortex to be transported for one period in the domain. Figures 1(a) and 1(b) show the initial and final density fields, respectively. The adaptation parameters are listed in Table 1, and Table 2 gives the L 2 -errors (computed using the initial conditions) in ρ at t = 10 for the previously described adaptation indicators. The entropy residual indicator performs slightly worse than the vorticity and velocity gradient jump indicators, but better than the density gradient indicator. This can be explained qualitatively by the final polynomial order distributions for the entropy residual and vorticity magnitude indicators, displayed in Figures 2(a) and 2(b), respectively. It can be seen that although the entropy residual indicator is able to target the vortex in real-time, it also refines certain locations away from the vortex path whereas the vorticity-magnitude indicator focuses almost exclusively on the vortex. Note that refinements in the upper-left and lower-right corners of the domain are not necessarily false refinements due to the periodicity of the problem. Nevertheless, the entropy residual performs fairly well relative to the other three indicators. Lastly, it should be noted that in general, different adaptation parameters yield qualitatively similar results in this case as well as the following two numerical experiments. 
B. Viscous flow over cylinder
Viscous flow over a circular cylinder at Ma = 0.1 and Re = 100 is considered next. Characteristic far-field boundary conditions are prescribed on a circular domain with 6660 elements. The simulation is carried out to a state of period- icity with vortex shedding, as can be seen in Figure 3 . Figure 4 shows the temporal evolution of the drag coefficient C d for fixed polynomial order of p = 3. After periodicity is reached, C d attains a mean value of 1.351, which agrees closely with experimental and computational results from published literature, as listed in Table 3 . Table 4 enumerates the adaptation parameters. Here, F = 0 because the region of significant flow activity is essentially static in space. Figure 5 compares the predictions for the drag coefficient for the four adaptation indicators. The velocity gradient jump, vorticity magnitude, and entropy residual indicators give very similar drag predictions that agree well with the reference solution while the drag profile for the density gradient indicator is noticeably out of phase. These results can be explained by the final polynomial order distributions displayed in Figure 6 . The density gradient indicator induces refinements that are localized around the near-cylinder region, with some additional refinements in the wake. The other three indicators, on the other hand, refine a much larger portion of the wake than the density gradient indicator. Of these three, the velocity gradient jump indicator acts over the widest range, both around and downstream of the cylinder. However, most of the elements in the near-cylinder region only go up to p = 2. The entropy residual and vorticity magnitude indicators yield a larger number of p3 elements adjacent to the cylinder. Finally, between these two indicators, the former acts on a larger area downstream of the cylinder but a smaller area of the near-cylinder region than the latter. Table 4 : Adaptation parameters for viscous flow past cylinder case.
C. Homogeneous Isentropic Turbulence
In this case, a three-dimensional periodic box with side length 2π and 16 uniform hexahedral elements in each direction is considered. The initial energy spectrum is prescribed as
where k 0 is the most energetic wavenumber, set to 0.4. The Taylor length scale λ is set to 0.417, the eddy turn-over time τ eddy = λ/u rms is 1.808, where u rms is the velocity fluctuation, and the acoustic Reynolds number Re c is 573. A representative Mach number field for this case is displayed in Figure 7 , which illustrates large variations in velocity. Further details regarding this flow configuration can be found in Ref. 28 , and the adaptation parameters are specified in Table 5 . Figure 8 compares the temporal evolution of TKE and density RMS for the four indicators. Initially, the four adaptive solutions are extremely similar and, given the low p init , deviate noticeably from the reference solution obtained with fixed p = 4. Within one eddy turn-over time, differences in how each indicator carries out refinement/coarsening manifest in the density fluctuations and TKE decay, and by ten eddy turn-over times, it is clear that the entropy residual indicator is most capable of recovering the reference solution, both qualitatively and quantitatively. Figure 9 , which displays the number of refinements at each adaptation step (after DOF saturation is reached and coarsening begins), provides further insight. By a large margin, the entropy residual indicator refines the greatest number of elements. Given that regions of significant flow activity are continuously changing in space in this test case, it is reasonable for the entropy residual indicator to yield accurate results. The vorticity magnitude indicator, on the other hand, refines a very small number of elements, suggesting an insufficient sensitivity to the small-scale fluctuations characteristic of HIT.
The tendency of the entropy residual indicator to refine/coarsen a large number of elements is also observed in the first two numerical tests. However, this is not always desirable. For instance, as previously mentioned, the region of complex flow activity in the case for viscous flow over a cylinder does not change substantially over time. For F > 0 and lower target DOF, the entropy residual indicator (as well as the velocity gradient jump indicator) continually 
VI. Conclusion
The entropy residual as a feature-based adaptation indicator is investigated to gain insight into its general performance characteristics in different unsteady flow configurations. Reference indicators are based on density gradient, vorticity magnitude, and inter-element velocity gradient jump. These indicators are applied to three classical numerical experiments using an entropy-bounded discontinuous Galerkin framework that incorporates a p-refinement algorithm allowing for comparison across the same number of degrees of freedom. The results show that the entropy residual indicator performs slightly worse for inviscid vortex transport, equally for viscous flow past a circular cylinder, and better for homogeneous isotropic turbulence. Overall, this indicator exhibits a high sensitivity to areas of complex physical activity, which can be conducive to flows in which such regions are spatially dynamic; however, for cases with more static regions of interest, some parameter tuning may be required to limit the number of elements selected for coarsening. Future work will entail implementing a load balancing algorithm and applying the entropy residual indicator to more complex flow problems, such as shear flows, flows at higher Mach numbers, and inhomogeneous turbulence. Number of re-nements Density gradient Vorticity magnitude Vel. grad. jump Entropy residual Figure 9 : Number of refinements at each adaptation step after coarsening begins.
