Abstract. Bayesian probability theory provides a unifying framework for data modelling. In this framework the overall aims are to nd models that are wellmatched to the data, and to use these models to make optimal predictions. Neural network learning is interpreted as an inference of the most probable parameters for the model, given the training data. The search in model space (i.e., the space of architectures, noise models, preprocessings, regularizers and weight decay constants) can then also be treated as an inference problem, in which we infer the relative probability of alternative models, given the data. This review describes practical techniques based on Gaussian approximations for implementation of these powerful methods for controlling, comparing and using adaptive networks.
Probability theory and Occam's razor
Bayesian probability theory provides a unifying framework for data modelling. A Bayesian data-modeller's aim is to develop probabilistic models that are well-matched to the data, and make optimal predictions using those models. The Bayesian framework has several advantages.
Probability theory forces us to make explicit all our modelling assumptions, whereupon our inferences are mechanistic. Once a model space has been de ned, then, whatever question we wish to pose, the rules of probability theory give a unique answer which consistently takes into account all the given information. This is in contrast to orthodox (also known as`frequentist' or`sampling theoretical') statistics, in which one must invent`estimators' of quantities of interest and then choose between those estimators using some criterion measuring their sampling properties; there is no clear principle for deciding which criterion to use to measure the performance of an estimator; nor, for most criteria, is there any systematic procedure for the construction of optimal estimators.
Bayesian inference satis es the likelihood principle (Berger 1985) : our inferences depend only on the probabilities assigned to the data that were received, not on properties of other data sets which might have occurred but did not.
Probabilistic modelling handles uncertainty in a natural manner. There is a unique prescription (marginalization) for incorporating uncertainty about parameters into our predictions of other variables. Finally, Bayesian model comparison embodies Occam's razor, the principle that states a preference for simple models. This point will be expanded on in a moment.
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The remainder of section 1 reviews Bayesian model comparison, with particular emphasis on the automatic complexity control that it provides. In section 2 the Bayesian interpretation of neural network learning is given. Section 3 then discusses the use of probability theory to control the complexity of a neural network, and section 4 discusses Bayesian comparison of neural network models.
In section 5 another important Bayesian theme is explored, namely the incorporation of parameter uncertainty (error bars) into neural network predictions.
Sections 6 and 7 review Bayesian formulae for`pruning' (parameter deletion) and for automatic determination of the relevance of multiple inputs. Section 8 reviews the prior probability distribution over functions that is implicit in the traditional use of neural networks with weight decay regularization.
Most of the methods reviewed in this paper employ Gaussian approximations to the probability distribution of the network parameters. Section 9 o ers computational short-cuts for reducing the expense of approximating Bayesian inference. Finally, section 10 compares the Bayesian framework with other theories and methods that have been applied to neural networks, and highlights di erences with the conventional dogma of learning theory and statistics. This discussion is concluded by a sketch of some of the frontiers of current research in Bayesian methods and neural networks.
For background reading on Bayesian methods, the following references may be helpful. Bayesian methods are introduced and contrasted with orthodox statistics in (Jaynes 1983; Gull 1988; Loredo 1990) . The Bayesian Occam's razor is demonstrated on model problems in (Gull 1988; MacKay 1992a) . Useful textbooks are (Box and Tiao 1973; Berger 1985) .
Motivations for Occam's razor
Occam's razor is the principle that states a preference for simple theories. If several explanations are compatible with a set of observations, Occam's razor advises us to buy the least complex explanation. This principle is often advocated for one of two reasons: the rst is aesthetic (\A theory with mathematical beauty is more likely to be correct than an ugly one that ts some experimental data" (Paul Dirac)); the second reason is the supposed empirical success of Occam's razor. Here I will discuss a di erent justi cation for Occam's razor, namely:
Coherent inference embodies Occam's razor automaticallyand quantitatively.
Probability theory
The language of coherent inference is probability theory (Cox 1946) . All coherent beliefs and predictions can be mapped onto probabilities. I will use the following notation for conditional probabilities: P(AjB; H) is pronounced`the probability of A, given B and H'. The statements B and H list the conditional assumptions on which this measure of plausibility is based. For example, imagine that Joe has a test for a nasty disease; if A is the proposition \the test result is positive", and B is \Joe has the disease", then the quantity P(AjB; H) is a number between 0 and 1 which expresses how likely we think the test would be to give the right answer, assuming that Joe did have the disease, and given the overall assumptions H about the reliability of the test.
There are two rules of probability. The product rule relates the joint probability of A and B, P(A; BjH) to the conditional probability above: P(A; BjH) = P(AjB; H)P(BjH):
(1)
We evaluate the plausibility of two alternative theories H 1 and H 2 in the light of data D as follows: using Bayes' theorem, we relate the plausibility of model H 1 given the data, P(H 1 jD), to the predictions made by the model about the data, P(DjH 1 ), and the prior plausibility of H 1 , P(H 1 ). This gives the following probability ratio between theory H 1 and theory H 2 :
P(H 1 jD) P(H 2 jD) = P(H 1 ) P(H 2 ) P(DjH 1 ) P(DjH 2 ) :
The rst ratio (P(H 1 )=P(H 2 )) on the right hand side measures how much our initial beliefs favoured H 1 over H 2 . The second ratio expresses how well the observed data were predicted by H 1 , compared to H 2 .
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Evidence C D 1 Figure 1 . Why Bayesian inference embodies Occam's razor. This gure gives the basic intuition for why complex models can turn out to be less probable. The horizontal axis represents the space of possible data sets D. Bayes' theorem rewards models in proportion to how much they predicted the data that occurred. These predictions are quanti ed by a normalized probability distribution on D. In this paper, this probability of the data given model H i , P (DjH i ), is called the evidence for H i .
A simple model H 1 makes only a limited range of predictions, shown by P (DjH 1 ); a more powerful model H 2 , that has, for example, more free parameters than H 1 , is able to predict a greater variety of data sets. This means, however, that H 2 does not predict the data sets in region C 1 as strongly as H 1 . Suppose that equal prior probabilities have been assigned to the two models. Then, if the data set falls in region C 1 , the less powerful model H 1 will be the more probable model.
How does this relate to Occam's razor, when H 1 is a simpler model than H 2 ?
The rst ratio (P(H 1 )=P(H 2 )) gives us the opportunity, if we wish, to insert a prior bias in favour of H 1 on aesthetic grounds, or on the basis of experience. This would correspond to the aesthetic and empirical motivations for Occam's razor mentioned earlier. But such a prior bias is not necessary: the second ratio, the data-dependent factor, embodies Occam's razor automatically. Simple models tend to make precise predictions. Complex models, by their nature, are capable of making a greater variety of predictions ( gure 1). So if H 2 is a more complex model, it must spread its predictive probability P(DjH 2 ) more thinly over the data space than H 1 . Thus, in the case where the data are compatible with both theories, the simpler H 1 will turn out more probable than H 2 , without our having to express any subjective dislike for complex models. Our subjective prior just needs to assign equal prior probabilities to the possibilities of simplicity and complexity. Probability theory then allows the observed data to express their opinion.
Let us turn to a simple example. Here is a sequence of numbers:
?1; 3; 7; 11
The task is to predict what the next two numbers are likely to be, and infer what the underlying process probably was, that gave rise to this sequence. A popular answer to this question is the prediction \15, 19", with the explanation \add 4 to the previous number". What about the alternative answer \?19:9; 1043:8" with the underlying rule being:
\get the next number from the previous number, x, by evaluating ?x 3 =11 + 9=11x 2 + 23=11"? I assume that this prediction seems rather less plausible. But the second rule ts the data (-1, 3, 7, 11) just as well as the rule \add 4". So why should we nd it less plausible? Let us give labels to the two general theories:
H a { the sequence is an arithmetic progression,`add n', where n is an integer.
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H c { the sequence is generated by a cubic function of the form x ! cx 3 + dx 2 + e, where c, d and e are fractions.
One reason for nding the second explanation, H c , less plausible, might be that arithmetic progressions are more frequently encountered than cubic functions. This would put a bias in the prior probability ratio P(H a )=P(H c ) in equation (2). But let us give the two theories equal prior probabilities, and concentrate on what the data have to say. How well did each theory predict the data?
To obtain P(DjH a ) we must specify the probability distribution that each model assigns to its parameters. First, H a depends on the added integer n, and the rst number in the sequence. Let us say that these numbers could each have been anywhere between -50 and 50. Then since only the pair of values fn=4, rst number=?1g give rise to the observed data D = (-1, 3, 7, 11) , the probability of the data, given H a , is:
P(DjH a ) = 1 101 1 101 = 0:00010 To evaluate P(DjH c ), we must similarly say what values the fractions c; d and e might take on. I choose to represent these numbers as fractions rather than real numbers because if we used real numbers, the model would assign, relative to H a , an in nitessimal probability to D. Real parameters are the norm however, and are assumed in the rest of this paper.] A reasonable prior might state that for each fraction the numerator could be any number between -50 and 50, and the denominator is any number between 1 and 50. As for the initial value in the sequence, let us leave its probability distribution the same as in H a . There are four ways of expressing the fraction c = ?1=11 = ?2=22 = ?3=33 = ?4=44 under this prior, and similarly there are four and two possible solutions for d and e, respectively. So the probability of the observed data, given H c , is found to be: P (DjH c ) = 1  101  4  101  1  50  4  101  1  50  2  101 1 50 = 0:0000000000025 = 2:5 10 ?12 Thus comparing P(DjH c ) with P(DjH a ) = 0:00010, even if our prior probabilities for H a and H c are equal, the odds, P(DjH a ) : P(DjH c ), in favour of H a over H c , given the sequence D = (-1, 3, 7, 11) , are about forty million to one.
This answer depends on several subjective assumptions; in particular, the probability assigned to the free parameters n, c, d, e of the theories. Bayesians make no apologies for this: there is no such thing as inference or prediction without assumptions. However, the quantitative details of the prior probabilities have no e ect on the qualitative Occam's razor e ect; the complex theory H c always su ers an`Occam factor' because it has more parameters, and so can predict a greater variety of data sets ( gure 1). This was only a small example, and there were only four data points; as we move to larger and more sophisticated problems the magnitude of the Occam factors typically increases, and the degree to which our inferences are in uenced by the quantitative details of our subjective assumptions becomes smaller.
Bayesian methods and data analysis
Let us now relate the discussion above to real problems in data analysis.
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There are countless problems in science, statistics and technology which require that, given a limited data set, preferences be assigned to alternative models of di ering complexities. For example, two alternative hypotheses accounting for planetary motion are Mr. Inquisition's geocentric model based on`epicycles', and Mr. Copernicus's simpler model of the solar system. The epicyclic model ts data on planetary motion at least as well as the Copernican model, but does so using more parameters. Coincidentally for Mr. Inquisition, two of the extra epicyclic parameters for every planet are found to be identical to the period and radius of the sun's`cycle around the earth'. Intuitively we nd Mr. Copernicus's theory more probable.
1.5. The mechanism of the Bayesian razor: the evidence and the Occam factor Two levels of inference can often be distinguished in the process of data modelling. At the rst level of inference, we assume that a particular model is true, and we t that model to the data, i.e., we infer what values its free parameters should plausibly take, given the data. The results of this inference are often summarized by the most probable parameter values, and error bars on those parameters. This analysis is repeated for each model. The second level of inference is the task of model comparison. Here we wish to compare the models in the light of the data, and assign some sort of preference or ranking to the alternatives.y Bayesian methods are able consistently and quantitatively to solve both the inference tasks. There is a popular myth that states that Bayesian methods only di er from orthodox statistical methods by the inclusion of subjective priors which are di cult to assign, and usually don't make much di erence to the conclusions. It is true that, at the rst level of inference, a Bayesian's results will often di er little from the outcome of an orthodox attack. What is not widely appreciated is how a Bayesian performs the second level of inference; this section will therefore focus on Bayesian model comparison.
Model comparison is a di cult task because it is not possible simply to choose the model that ts the data best: more complex models can always t the data better, so the maximum likelihood model choice would lead us inevitably to implausible, over-parameterized models which generalize poorly. Occam's razor is needed.
Let us write down Bayes' theorem for the two levels of inference described above, so as to see explicitly how Bayesian model comparison works. Each model H i is assumed to have a vector of parameters w. A model is de ned by a collection of probability distributions: a`prior' distribution P(wjH i ) which states what values the model's parameters might be expected to take; and a set of conditional distributions, one for each value of w, de ning the predictions P(Djw; H i ) that the model makes about the data D.
(i) Model tting. At the rst level of inference, we assume that one model, the ith, say, is true, and we infer what the model's parameters w might be, given the y Note that both levels of inference are distinct from decision theory. The goal of inference is, given a de ned hypothesis space and a particular data set, to assign probabilities to hypotheses. Decision theory typically chooses between alternative actions on the basis of these probabilities so as to minimize the expectation of a`loss function'. This paper concerns inference alone and no loss functions are involved. This paper will often discuss model comparison,which should not be construed as implying model choice. Ideal Bayesian predictions do not involve choice between models; rather, predictions are made by summing over all the alternative models, weighted by their probabilities (section 5).
7 data D. Using Bayes' theorem, the posterior probability of the parameters w is: P(wjD; H i ) = P(Djw; H i )P(wjH i )
that is, Posterior = Likelihood Prior Evidence :
The normalizing constant P(DjH i ) is commonly ignored since it is irrelevant to the rst level of inference, i.e., the inference of w; but it becomes important in the second level of inference, and we name it the evidence for H i . It is common practice to use gradient-based methods to nd the maximum of the posterior, which de nes the most probable value for the parameters, w MP ; it is then usual to summarize the posterior distribution by the value of w MP , and error bars or con dence intervals on these best t parameters. 
we see that the posterior can be locally approximated as a Gaussian with covariance matrix (equivalent to error bars) A ?1 . Whether this approximation is good or not will depend on the problem we are solving. Indeed, the maximum and mean of the posterior distribution have no fundamental status in Bayesian inference|they both change under non-linear reparameterizations. Maximization of a posterior probability is only useful if an approximation like equation (4) gives a good summary of the distribution.]
(ii) Model comparison. At the second level of inference, we wish to infer which model is most plausible given the data. The posterior probability of each model is:
Notice that the data-dependent term P(DjH i ) is the evidence for H i , which appeared as the normalizing constant in (3). The second term, P(H i ), is the subjective prior over our hypothesis space which expresses how plausible we thought the alternative models were before the data arrived. Assuming that we choose to assign equal priors P(H i ) to the alternative models, models H i are ranked by evaluating the evidence. The normalizing constant P(D) = P i P(DjH i )P(H i ) has been omitted from equation (5) because in the data modelling process we may develop new models after the data have arrived, when an inadequacy of the rst models is detected, for example. Inference is open ended: we continually seek more probable models to account for the data we gather. To reiterate the key concept: to rank alternative models H i , a Bayesian evaluates the evidence P(DjH i ). This concept is very general: the evidence can be evaluated for parametric and`non-parametric' models alike; whatever our data modelling task, a regression problem, a classi cation problem, or a density estimation problem, the evidence is a transportable quantity for comparing alternative models. In all these cases the evidence naturally embodies Occam's razor.
Evaluating the evidence
Let us now study the evidence more closely to gain insight into how the Bayesian Occam's razor works. The evidence is the normalizing constant for equation (3):
For many problems, including interpolation, it is common for the posterior P(wjD; H i ) / P(Djw; H i )P(wjH i ) to have a strong peak at the most probable parameters w MP ( gure 2). Then, taking for simplicity the one-dimensional case, the evidence can be approximated by the height of the peak of the integrand P(Djw; H i )P(wjH i ) times its width, wjD :
Evidence ' Best t likelihood Occam factor
Thus the evidence is found by taking the best t likelihood that the model can achieve and multiplying it by an`Occam factor' (Gull 1988) , which is a term with magnitude less than one that penalizes H i for having the parameter w.
Interpretation of the Occam factor
The quantity wjD is the posterior uncertainty in w. Suppose for simplicity that the prior P(wjH i ) is uniform on some large interval w , representing the range of values 9 of w that were possible a priori, according to H i ( gure 2). Then P(w MP jH i ) = 1= w , and Occam factor = wjD w ;
i.e., the Occam factor is equal to the ratio of the posterior accessible volume of H i 's parameter space to the prior accessible volume, or the factor by which H i 's hypothesis space collapses when the data arrive (Gull 1988; Je reys 1939) . The model H i can be viewed as consisting of a certain number of exclusive submodels, of which only one survives when the data arrive. The Occam factor is the inverse of that number. The logarithm of the Occam factor is a measure of the amount of information we gain about the model's parameters when the data arrive. A complex model having many parameters, each of which is free to vary over a large range w , will typically be penalized by a larger Occam factor than a simpler model. The Occam factor also penalizes models which have to be nely tuned to t the data, favouring models for which the required precision of the parameters wjD is coarse. The magnitude of the Occam factor is thus a measure of complexity of the model but, unlike the V-C dimension (Abu-Mostafa 1990) , it relates to the complexity of the predictions that the model makes in data space. This depends not only on the number of parameters in the model, but also on the prior probability that the model assigns to them. Which model achieves the greatest evidence is determined by a trade-o between minimizing this natural complexity measure and minimizing the data mis t. In further contrast to alternative measures of model complexity, the Occam factor for a model is straightforward to evaluate: it simply depends on the error bars on the parameters, which we already evaluated when tting the model to the data. Figure 3 displays an entire hypothesis space so as to illustrate the various probabilities in the analysis. There are three models, H 1 ; H 2 ; H 3 , which have equal prior probabilities. Each model has one parameter w (each shown on a horizontal axis), but assigns a di erent prior range w to that parameter. H 3 is the most` exible' or complex' model, assigning the broadest prior range. A one-dimensional data space is shown by the vertical axis. Each model assigns a joint probability distribution P(D; wjH i ) to the data and the parameters, illustrated by a cloud of dots. These dots represent random samples from the full probability distribution. The total number of dots in each of the three model subspaces is the same, because we assigned equal prior probabilities to the models. When a particular data set D is received (horizontal line), we infer the posterior distribution of w for a model (H 3 , say) by reading out the density along that horizontal line, and normalizing. The posterior probability P(wjD; H 3 ) is shown by the dotted curve at the bottom. Also shown is the prior distribution P(wjH 3 ) (c.f. gure 2).
In the case of model H 1 which is very poorly matched to the data, the shape of the posterior distribution will depend on the details of the tails of the prior P(wjH 1 ) and very poor. Given this data set, the most probable model is H 2 .
Occam factor for several parameters
If the posterior is well approximated by a Gaussian, then the Occam factor is obtained from the determinant of the corresponding covariance matrix (c.f. equation (7)):
Evidence ' Best t likelihood
Occam factor (8) where A = ?rr logP(wjD; H i ), the Hessian which we evaluated when we calculated the error bars on w MP (equation 4). As the number of data collected, N, increases, this Gaussian approximation is expected to become increasingly accurate. In summary, Bayesian model selection is a simple extension of maximumlikelihood model selection: the evidence is obtained by multiplying the best t likelihood by the Occam factor.
To evaluate the Occam factor we need only the Hessian A, if the Gaussian approximation is good. Thus the Bayesian method of model comparison by evaluating the evidence is no more demanding computationally than the task of nding for each model the best t parameters and their error bars.
Bayesian methods meet neural networks
The two ideas of neural network modelling and Bayesian statistics might seem uneasy bed-fellows. Neural networks are non-linear parallel computational devices inspired by the structure of the brain.`Backpropagation networks' are able to learn, by example, to solve prediction and classi cation problems. Such a neural network is typically viewed as a black box which nds by hook or by crook an incomprehensible solution to a poorly understood problem. In contrast, Bayesian methods are characterized by an insistence on coherent inference based on clearly de ned axioms; in Bayesian circles, an`ad hockery' is a capital o ense. Thus Bayesian statistics and neural networks might seem to occupy opposite extremes of the data modelling spectrum.
However, there is a common theme uniting the two. Both elds aim to create models which are well-matched to the data. Neural networks can be viewed as more exible versions of traditional regression techniques. Because they are more exible (non-linear) they are able to model regularities in the data that linear models cannot capture. The problem with neural networks is that an over-exible network can be duped by stray correlations within the data into`discovering' non-existent structure. This is where Bayesian methods play a complementary role. Using Bayesian probability theory one can automatically infer how exible a model is warranted by the data; the Bayesian Occam's razor automatically suppresses the tendency to discover spurious structure in data.
Occam's razor is needed in neural networks for the reason illustrated in gure 4a-d. Consider a control parameter which in uences the complexity of a model (for example a regularization constant). As the control parameter is varied to increase the complexity of the model (descending from gure 4a-c and going from left to right across gure 4d), the best t to the training data that the model can achieve becomes increasingly good. However, the empirical performance of the model, the test error, has a minimumas a function of the control parameters. An over-complex model over ts the data and generalizes poorly. This problem may also complicate the choice of the number of hidden units in a multilayer perceptron, the radius of the basis functions in a radial basis function network, and the choice of the input variables themselves in any regression problem. Finding values for model control parameters that are appropriate for the data is therefore an important and non-trivial problem.
A central message of this paper is illustrated in gure 4e. If we give a probabilistic interpretation to the model, then we can evaluate the evidence for the control parameters. We nd the Bayesian Occam's razor at work. Over-complex models are less probable, because they predict the data less strongly. Thus the evidence P(DatajControl Parameters) can be used as an objective function for optimization of model control parameters.
Bayesian optimization of model control parameters has four important advantages. (1) No`test set' or`validation set' is involved, so all available training data can be devoted to both model tting and model comparison. function model interpolatinga simple data set with one input variable and one output variable. As the regularization constant is varied to increase the complexity of the model (from a to c), the interpolant is able to t the training data increasingly well, but beyond a certain point the generalization ability (test error) of the model deteriorates. Probability theory allows us to optimize the control parameters without needing a test set. validation measure. (4) The gradient of the evidence with respect to the control parameters can be evaluated, making it possible to simultaneously optimize a large number of control parameters.
Other bene ts of the Bayesian framework for neural networks will also be reviewed here. But my aim is not to advocate the sole use of Bayesian methods. For practical purposes it can be bene cial to look at a modelling problem from other perspectives too. Bayesian methods are typically quite sensitive to erroneous modelling assumptions, so it can sometimes turn out that Bayesian methods give di erent model choices from empirical performance measures such as cross-validation. Such di erences may then give useful insights into poor implicit assumptions, and guide the modeller to the creation of new and superior models. 13 2. Neural networks as probabilistic models A supervised neural network is a non-linear parameterized mapping from an input x to an output y = y(x; w; A). The output is a continuous function of the parameters w (discontinuous functions may be de ned but do not lend themselves to practical gradient-based optimization). The architecture of the net, i.e., the functional form of the mapping, is denoted by A. Such networks can be`trained' to perform regression and classi cation tasks.
Regression networks
In the case of a regression problem, the mapping for a network with one hidden layer may have the form:
Hidden layer: a
where, for example, f (1) (a) = tanh(a), and f (2) (a) = a. The`weights' w and`biases' together make up the parameter vector w. The non-linear`sigmoid' function f (1) at the hidden layer gives the neural network greater computational exibility than a standard linear regression model.
This network is trained using a data set D = fx (m) ; t (m) g by iteratively adjusting w so as to minimize an objective function, e.g., the sum squared error,
This minimization is based on repeated evaluation of the gradient of E D using backpropagation' (the chain rule) (Rumelhart et al. 1986 ). Often, regularization (also known as`weight decay') is included, modifying the objective function to: i . This additional term favours small values of w and decreases the tendency of a model to`over t' noise in the training data.
Neural network learning as inference
The neural network learning process above can be given the following probabilistic interpretation. The error function is interpreted as minus the log likelihood for a noise model:
Thus, the use of the sum-squared error E D (10) corresponds to an assumption of Gaussian noise on the target variables, and the parameter de nes a noise level 2 = 1= . Similarly the regularizer is interpreted in terms of a log prior probability distribution over the parameters:
If E W is quadratic as de ned above, then the corresponding prior distribution is a Gaussian with variance 2 w = 1= . The probabilistic model H speci es the functional form A of the network (equation 9), the likelihood (12), and the prior (13).
The objective function M(w) then corresponds to the inference of the parameters w, given the data: P(wjD; ; ; H) = P(Djw; ; H)P(wj ; H) P(Dj ; ; H)
The w found by (locally) minimizing M(w) is thus interpreted as the (locally) most probable parameter vector, w MP .
Why is it natural to interpret the error functions as log probabilities? Error functions are usually additive. For example, E D is a sum of squared errors. Probabilities, on the other hand, are multiplicative: for independent events A and B, the joint probability is P(A; B) = P(A)P(B). The logarithmic mapping maintains this correspondence.
The interpretation of M(w) as a log probability adds little new at this stage. But new tools will emerge when we proceed to other inferences. First, though, let us establish the probabilistic interpretation of classi cation networks, to which the same tools apply.
Binary classi cation networks
If the targets t in a data set are binary classi cation labels (0,1), it is natural to use a neural network whose output y(x; w; A) is bounded between 0 and 1, and is interpreted as a probability P(t=1jx; w; A). For example, a network with one hidden layer could be described by equation (9) ; w)):
The total objective function is then M = ?G + E W . Note that this includes no parameter .
Multi-class classi cation networks
For a classi cation problem with I > 2 classes, we can represent the targets by a vector, t, in which a single element t i is set to 1, indicating the correct class, and all other elements are set to 0. In this case it is appropriate to use a`softmax' network (Bridle 1989) having coupled outputs which sum to one and are interpreted as class probabilities y i = P(t i =1jx; w; A). The last part of equation (9) is replaced by:
The log likelihood in this case is G(w) = As in the case of the regression network, the minimization of the objective function M(w) = ?G + E W corresponds to an inference of the form (15).
2.5. The probabilistic interpretation of neural network learning: a simple example
Assume we are studying a binary classi cation problem using a minimalist neural network whose output is the following function of x: P(t=1jx; w; H) y(x; w;
This form of function is known to statisticians as a linear logistic, and in neural networks as a single neuron. We view the output of the neuron as de ning (when its parameters w are speci ed) the probability that an input x belongs to class t = 1, rather than the alternative t = 0. Figure 5 shows the output of the neuron as a function of the input vector, for w = (0; 2). Each possible value of w de nes a di erent sub-hypothesis about the probability of class 1 relative to class 0 as a function of x. These di erent subhypotheses are depicted in the two-dimensional weight space, that is, the parameter space of the network, in gure 6. Each point in w space corresponds to a function of t and x. For a selection of di erent values of the parameter vector w, the inset gures show the function of x performed by the network (as in gure 5). Notice that the gradient of the sigmoid function increases as the magnitude of w increases. Now imagine that we receive some data as shown in the left column of gure 7.
Each data point consists of a two dimensional input vector x and a t value indicated by (t = 1) or 2 (t = 0).
In the traditional view of learning, a single parameter vector w evolves under the learning rule from an initial starting point w 0 to a nal optimum w , in such a way as to minimize an objective function measuring data mis t plus a regularizer such as P i w 2 i =2.
The objective function that measures how well parameters w predict the observed data is the probability assigned to the observed values D = ftg by the model with parameters set to w. This likelihood function is shown as a function of w in the second column. It is a product of functions of the form (17), P(Djw; fxg; H) = Q n P(t (n) jw; x (n) ; H); these functions are now viewed as functions of w, with fx; tg xed. In the traditional view, the product of learning is a point in w-space, the`estimator' w , which minimizes the objective function. In contrast, in the Bayesian view, the product of learning is an ensemble of plausible parameter values (bottom right of gure 7). We do not choose one particular sub-hypothesis w; rather we evaluate their posterior ensemble (within a multiplicative constant) is shown in the third column of gure 7, and as a contour plot in the fourth column. As the amount of data increases (from top to bottom), the posterior ensemble becomes increasingly concentrated around the most probable value w . This illustrates the Bayesian interpretation and generalization of traditional neural network learning. 18 2.6. Implementation Let us now study the variety of useful results that can be built on the Bayesian interpretation of neural net learning. The results will refer to regression models; the corresponding results for classi cation models are obtained by replacing E D by ?G, and Z D ( ) by 1.
Bayesian inference for data modelling problems may be implemented by analytical methods, by Monte Carlo sampling, or by deterministic methods employing Gaussian approximations. For neural networks there are few analytic methods. Sophisticated Monte Carlo methods which make use of gradient information have been applied to model problems by Neal (1993) . The methods reviewed here are based on Gaussian approximations to the posterior distribution.
Setting regularization constants and
We now return to the general case speci ed in equations (11{15). The control parameters and determine the complexity of the model. The term model here refers to a set of three assumptions: the network architecture; the form of the prior on the parameters; and the form of the noise model. Di erent values for the hyperparameters and de ne di erent sub-models. To infer and given the data, we simply apply the rules of probability theory: P( ; jD; H) = P(Dj ; ; H)P( ; jH)
The data-dependent factor P(Dj ; ; H) is the normalizing constant from our previous
inference (14); we call this factor the`evidence' for and . Assuming we have only weak prior knowledge about the noise level and the smoothness of the interpolant, the evidence framework optimizes the constants and by nding the maximum of the evidence for and . If we can approximate the posterior probability distribution in equation (15) which penalizes small values of . The maximum of the evidence has some elegant properties which allow it to be located e ciently by on-line re-estimation techniques. Technically, there may be multiple evidence maxima, but this is not common when the model space is well matched to the data. As shown in (Gull 1989; MacKay 1992a) , the maximum evidence = MP satis es the following implicit equation:
19 where w MP is the parameter vector which minimizes the objective function M = E D + E W , and is the`number of well-determined parameters', given by = k? Trace(A ?1 ):
Here k is the total number of parameters, and the matrix A ?1 is the variance-covariance matrix that de nes error bars on the parameters w. Thus ! k when the parameters are all well-determined in relation to their prior range, which is de ned by . The quantity always lies between 0 and k. Recalling that corresponds to the variance 2 w = 1= of the assumed distribution for fw i g, equation (22) speci es an intuitive condition for matching the prior to the data: the variance is estimated by 2 w = hw 2 i, where the average is over the e ective well determined parameters, the other k ? e ective parameters having been set to zero by the prior.
Similarly, in a regression problem with a Gaussian noise model, the maximum evidence value of satis es:
(24) Since 2E D is the sum of squared residuals, this expression can be recognized as a variance estimator with the number of degrees of freedom set to .
Equations (22) and (24) can be used as re-estimation formulae for and . The computational overhead for these Bayesian calculations is not severe: it is only necessary to evaluate properties of the error bar matrix, A ?1 . One might argue that this matrix should be evaluated anyway, in order to compute the uncertainty in a model's predictions. This matrix may be evaluated explicitly (MacKay 1992b; Thodberg 1993; Bishop 1992; Hassibi and Stork 1993) , which does not take signi cant time when the number of parameters is small (a few hundred). For large problems these calculations can be performed more e ciently using algorithms which evaluate products Av without explicitly evaluating A (Skilling 1993; Pearlmutter 1994 ). Thodberg (1993) combines equations (22) and (24) into a single re-estimation formula for the ratio = . This ratio is all that matters if only the best-t parameters are of interest. An advantage of keeping and distinct, however, is that knowledge from other sources (bounds on the value of the noise level, for example) can be explicitly incorporated. Also, if we move to noise models more sophisticated than a Gaussian, a separation of these two hyperparameters is essential. Finally, if we wish to construct error bars, or generate a sample from the posterior parameter distribution for use in a Monte Carlo estimation procedure, the separate values of and become relevant.
Relationship to ideal hierarchical Bayesian modelling
Bayesian probability theory has been used above to optimize the hyperparameters and . This procedure of setting the hyperparameters of a model using the data is known in some circles as`generalized maximum likelihood' or`empirical Bayes'. Ideally we would integrate over these`nuisance parameters' to obtain the posterior distribution over the parameters P(wjD; H) and the predictive distribution P(t (N+1) jD; H); however, the optimization of the hyperparameters can be viewed as an accurate approximationto this ideal procedure. If a hyperparameter is well determined by the data, integrating over it is very much like estimating the hyperparameter from the data and then using that estimate in our equations (Bretthorst 1988; Gull 1988; MacKay 1995b ). The intuition is that if, in the predictive distribution ) jD; ; H)P( jD; H); the probability P( jD; H) is sharply peaked at = MP with width log jD , and if the distribution P(t (N+1) jD; ; H) varies slowly with log on a scale of log jD , then P( jD; H) is e ectively a delta function, so that: ) jD; H) ' P(t (N+1) jD; MP ; H): Now the error bars on log and log , found by di erentiating log P(Dj ; ; H) twice, are (MacKay 1992a): 2 log jD ' 2= ; 2 log jD ' 2=(N ? ):
(25) Thus the error introduced by optimizing and is expected to be small for 1
and N ? 1. How large needs to be depends on the problem, but for many neural network problems a value of even as small as 3 may su ce, since the predictions of an optimized network are often insensitive to an e-fold change in . It is often possible to integrate over and early in the calculation, obtaining a true prior and a true likelihood (Bretthorst 1988; Gull 1988) . Some authors have recommended this procedure (Buntine and Weigend 1991; Wolpert 1993 ), but it is counterproductive as far as practical manipulation is concerned (Gull 1988; MacKay 1995b) : the resulting true posterior is a skew-peaked distribution, and apart from Monte Carlo methods there are currently no computational techniques which can cope directly with such distributions.
Later a correction term will be given which approximates the integration over and when predictions are made, i.e., as a nal step in the calculations.
Multiple regularization constants
For simplicity, it has so far been assumed that there is only a single class of weights, which are modelled as coming from a single Gaussian prior with 2 w = 1= . However, in dimensional terms, weights usually fall into three or more distinct classes; for the network of equation (9), for example, the three dimensional classes are fw (1) g, f (1) g and fw (2) ; (2) g. For consistency, weights from di erent classes should not be modelled as coming from a single prior. Assuming a Gaussian prior for each class, we can de ne E W(c) = P i2c w 2 i =2, and assign the prior:
where each class now has its own scale parameter or`weight decay rate' c . It is often found that network performance is enhanced by this division of weights into di erent classes. The automatic relevance determination model (section 7) uses this prior. The evidence framework optimizes the decay constants by nding their most probable value, i.e., the maximum over f c g of P(Djf c g; H). And, as before, the maximum evidence f c g satisfy the implicit equations: For simplicity, the following discussion will assume once more that there is only a single parameter .
Model comparison
The evidence framework divides our inferences into distinct`levels of inference', of which we have now completed the rst two.
Level 1: Infer the parameters w for given values of ; : P(wjD; ; ; H) = P(Djw; ; ; H)P(wj ; ; H) P(Dj ; ; H) :
Level 2: Infer ; : P( ; jD; H) = P(Dj ; ; H)P( ; jH)
Level 3: Compare models:
There is a pattern in these three applications of Bayes' theorem: at each of the higher levels 2 and 3, the data-dependent factor e.g., at level 2, P(Dj ; ; H)] is precisely the normalizing constant (the`evidence') from the preceding level of inference. This pattern of inference continues when we compare di erent models H, which might use di erent architectures, preprocessings, regularizers or noise models. Alternative models are ranked by evaluating P(DjH), the normalizing constant of inference (29).
In the preceding section we reached level 2 by using a Gaussian approximation to P(wjD; ; ; H). We now evaluate the evidence for H. Using a separable Gaussian approximation for P(log ; log jD; H), we obtain the estimate P(DjH) ' P(Dj MP ; MP ; H)P(log MP ; log MP jH) (2 ) 1 2 log jD (2 ) 1 2 log jD ; (30) where P(Dj MP ; MP ; H) is obtained from equation (21), and the error bars on log and log are as given in equation (25). This Gaussian approximation over and holds good for 1 and N ? 1 (MacKay 1995b).
Multi-modal distributions
The preceding exposition falls into di culty if the posterior distribution P(wjD; ; ; H) is signi cantly multi-modal; this is usually the case for multi-layer neural networks. However we can persist with the use of Gaussian approximations if we introduce two modi cations.
First, we recognize that a typical optimum w MP will be related to a number of equivalent optima by symmetry operations, such as interchange of hidden units and inversion of signs of weights. When evaluating the evidence using a local Gaussian approximation, a symmetry factor should be included in equation (20) to take into account these equivalent islands of probability mass. In the case of a net with one hidden layer of H units (equation 9), the appropriate permutation factor is H! 2 H , for general w MP : a factor of H! for permutations of the H hidden units, and a factor of 2 for the reversal of sign of all weights into and out of each hidden unit. Second, there are multiple optima which are not related to each other by model symmetries. We modify the above framework by changing our goals; speci cally, we view each of the local probability peaks as a distinct model. Instead of inferring the posterior over ; for the entire model H, we allow each local peak of the posterior to choose its own optimal value for these parameters. Similarly, instead of evaluating the evidence for the entire model H, we aim to calculate the posterior probability mass in each local optimum. This procedure is natural if in the nal implementation of the model the parameter vector will be set either to a particular value, or a small set of values, with error bars. In this case the probability of an entire model is not as important as the probability of the local solutions we nd. The same method of chopping up a complex model space is used in the unsupervised classi cation system, AutoClass (Hanson et al. 1991 ).
Henceforth, the term`model' will refer to a pair fH; S w g, where H denotes the model speci cation and S w speci es a solution neighbourhood around an optimum w . Adopting this shift in objective, the Gaussian integrals above can be used without alteration to set and and to compare alternative solutions, assuming that the posterior probability consists of well separated islands in parameter space that are roughly Gaussian.
For general and the Gaussian approximation over w will not be accurate; however we only need it to be accurate for the small range of and close to their most probable value. For su ciently large amounts of data compared to the number of parameters, this approximation is expected to hold. Practical experience indicates that this is a useful approximation for many real problems.
Error bars and predictions
Having progressed up the three levels of modelling, the next inference task is to make predictions with our adapted model. It is common practice simply to use the most probable values of H; w, etc., when making predictions, but this is not optimal, as we shall see. Bayesian prediction of a new datum t (N+1) involves marginalizing over our uncertainty at all levels:
jw; ; ; H)P(w; ; ; HjD):
The evaluation of the distribution P(t (N+1) jw; ; ; H) is generally straightforward, requiring a single forward pass through the network. Typically, marginalization over w and H a ects the predictive distribution signi cantly, but integration over and has a lesser e ect. 
Implementation
Marginalization can sometimes be done analytically. When this is not possible, Monte Carlo methods (Neal 1993) may be used. The average of a function of an uncertain parameter q, t(q), under P(q), can be estimated with tolerable error by obtaining a small number of samples from P(q) and evaluating the mean of the observed values of t(q). The variance of this estimator is independent of the dimensionality of q, and scales inversely with the sample size. A cheap and cheerful way of obtaining such samples from P(wjD; ; ; H) is described later in section (9). Here, methods based on Gaussian approximations are described.
Error bars in regression
Integrating rst over w for xed and , the predictive distribution is: 5.2.1. Joint error bars on multiple predictions. Often one wishes simultaneously to predict several targets ft (u) g U u=1 , when a single network has multiple outputs, or when we have a sequence of di erent inputs and wish to predict all the corresponding targets, or both. Let the sensitivities of these outputs to the parameters be g (u) @y (u) @w . Then the covariance matrix of the values fy (u) 
where the matrix G = g (1) g (2) : : :g (U) . This matrix expresses, within the Gaussian approximation, the expected variances and covariances of the predicted variables. These correlated error ellipsoids have been demonstrated for a two output regression network in MacKay (1992b). If we have multiple regression models H, then our predictive distribution is obtained by summing together the predictive distribution of each model, weighted by its posterior probability. If a single prediction is required and the loss function is quadratic, the optimal prediction is a weighted mean of the models' predictions y(x (N+1) ; w MP ; H).
The weighting coe cients are the posterior probabilities, which are obtained from the evidences P(DjH). If we cannot evaluate these accurately then alternative pragmatic prescriptions for the weighting coe cients exist (Thodberg 1993; Breiman 1992; MacKay 1994) .
Error bars in classi cation
In the case of linearized regression discussed above, the mean of the predictive distribution (31) was identical to the prediction made by the mean, w MP . This is not the case in classi cation problems. The best t parameters give over-con dent predictions. A non-Bayesian approach to this problem is to down-weight all predictions by an empirically determined factor (Copas 1983) . But a Bayesian viewpoint helps us to understand the cause of the problem, and provides a straightforward solution that is demonstrably superior to this ad hoc procedure. This issue is illustrated for a simple two-class problem in gure 9. Figure 9a shows a binary data set, which, in gure 9b is modelled with a linear logistic function as de ned in equation (17), except including a bias so that the decision boundary is not obliged to pass through the origin. The best t parameter values give predictions shown by three contours. Are these reasonable predictions? Consider new data arriving at points A and B. The best-t model assigns both of these examples probability 0.9 of being in class 1. But intuitively we might be inclined to assign a less con dent probability (closer to 0.5) at point B, since it is further from the training data. Precisely this result is obtained by marginalizing over the parameters, whose posterior probability distribution is depicted in gure 9c. Random samples from the posterior de ne di erent classi cation surfaces, as illustrated by two samples in gures 9d; e. The point B is classi ed di erently by these di erent plausible classi ers, whereas the classi cation of A is relatively stable. We obtain the Bayesian predictions ( gure 9f) by averaging together the predictions of the plausible classi ers. The resulting 0.5 contour remains similar to that for the best-t parameters. However, the width of the decision boundary region increases as we move away from the data, in full accordance with intuition.
The Bayesian approach is superior because the best-t model's predictions are selectively down-weighted, to a di erent degree for each test case. The consequence is that a Bayesian classi er is better able to identify the points where the classi cation is uncertain. This pleasing behaviour results simply from a mechanical application of the rules of probability.
For a binary classi er, a numerical approximation to the integral over a Gaussian posterior distribution is given in (MacKay 1992c ). An equivalent approximation for a multi-class classi er is yet to be implemented.
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This marginalization can also be done by Monte Carlo methods. A disadvantage of a straightforward Monte Carlo approach would be that it is a poor way of estimating the probability of an improbable event, i.e., a P(tjD; H) that is very close to zero, if the improbable event is most likely to occur in conjunction with improbable parameter values. In such cases one might instead temporarily add the event in question to the data set, and evaluate the evidence P(D; t (N+1) jH). The desired probability is obtained by comparing this with either the previous evidence P(DjH), or the evidence assuming the complementary virtual data set P(D; t (N+1) jH).
Pruning
The evidence can serve as a guide for pruning, i.e. changing the model by setting selected parameters to zero. Thodberg (1993) has done this in the straightforward way: each parameter in the network is tentatively pruned, then the new model is optimized and the evidence is evaluated to decide whether to accept the pruning.
Here an alternative procedure using the Gaussian approximation is described. Whether pruning is in fact a good idea is questioned later in sections 7 and 10.4.
Suppose that the model is locally linear, and and are well-determined, so that the model's parameters have prior and posterior distributions which are exactly Gaussian (for brevity and are omitted from the conditioning propositions in this section):
P Thus the Bayesian formulae incorporate small additional volume terms not included in the`brain surgery' literature. In my opinion the pruning technique is now superseded by the use of more sophisticated regularizers, as discussed in section 7.
Automatic relevance determination
The automatic relevance determination (ARD) model (D J C MacKay and R M Neal, unpublished) can be implemented with the methods described in the previous sections.
Suppose that in a regression problem there are many input variables, of which some are irrelevant to the prediction of the output variable. Because a nite data set will show random correlations between the irrelevant inputs and the output, any conventional neural network (even with weight decay) will fail to set the coe cients for these junk inputs to zero. Thus the irrelevant variables will hurt the model's performance, particularly when the variables are many and the data are few. Selecting the best input variables is a non-trivial problem.
In the ARD model we de ne a prior over the regression parameters that embodies the concept of uncertain relevance, so that the model is e ectively able to infer which variables are relevant and then switch the others o . This is achieved in a simple and`soft' way by introducing multiple weight decay constants, one` ' associated with each input. The decay rates for junk inputs will automatically be inferred to be large, preventing those inputs from causing signi cant over tting.
The ARD model uses the prior of equation (26). For a network having one hidden layer, the weight classes are: one class for each input, consisting of the weights from that input to the hidden layer; one class for the biases to the hidden units; and one class for each output, consisting of its bias and all the weights from the hidden layer. Control of the ARD model can be implemented using equation (27) .
Automatic relevance determination has been found to be a useful alternative to the technique of pruning (section 6), which also embodies the concept of relevance, but in a discrete manner. Possible advantages of ARD include: (i) Pruning using Bayesian model comparison requires the evaluation of determinants or inverses of large Hessian matrices, which may be ill-conditioned. ARD, on the other hand, can be implemented using evaluations of the trace of the Hessian alone, which is more robust. In a stochastic dynamics implementation of ARD, in fact, no matrix computations are needed at all: the conditional distribution of
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(ii) Compared with a non-Bayesian cross-validation method, ARD simultaneous infers the utility of large numbers of possible input variables. With only a single crossvalidation measure, one might have to explicitly prune one variable at a time in order to estimate which variables are useful. In contrast, ARD returns two vectors measuring the relevance of all input variables x i : the regularization constants i and the`well-determinednesses' i , and it suppresses the irrelevant inputs without further intervention.
(iii) ARD allows large numbers of input variables of unknown relevance to be left in the model without harm.
Practical problems found in implementing the ARD model using Gaussian approximations are:
(i) If irrelevant variables are not explicitly pruned from a large model, then computation times remain wastefully large.
(ii) The presence of large numbers of irrelevant variables in a model hampers the calculation of the evidence for di erent models. Numerical problems arise with calculation of determinants of Hessians. This does not interfere with the Bayesian optimization of regularization constants, but it prevents the use of Bayesian model comparison methods.
(iii) Although the ARD model is intended to embody a soft version of pruning, the approximations of the evidence framework can lead to singularities with an c going to 1, if the signal to noise ratio is low; this causes inputs to be irreversibly shut o .
In spite of these reservations, I am con dent that the right direction for adaptive modelling methods lies in the replacement of discrete model choices by continuous control parameters.
A common concern is whether the extra hyperparameters f c g might cause over tting. There is no cause for worry. There are two reasons. First, if we can evaluate the evidence, then we can evaluate objectively whether the new model is more probable, given the data. The extra parameters are penalized by Occam factors so, eventually, if we massively increased the number of hyperparameters, an evidence maximum would be reached. In fact the Occam factors for regularization constants are very weak; the error bars on log c scale only as 1= p c . This fact relates to the second reason why the extra hyperparameters f c g are incapable of causing over tting of the data. Only the parameters w can over t noise, and the worst over tting occurs when the regularization constants c are all switched to zero. Thus the extra hyperparameters have no e ect on the worst-case capacity of the model. Their e ect is a positive one, namely a damping out of unneeded degrees of freedom in the model. There is a weak probabilistic penalty for the extra parameters, simply because they increase the variety of simple data sets that the model is capable of predicting. A model with only one hyperparameter is capable of realising only one` avour of simplicity', namely`all parameters w i are small', and one avour of complexity,`most parameters w i are big'. A model having, say, three hyperparameters f c g, can predict a total of 2 3 = 8 avours of simplicity and complexity including the two above as special cases. 
Implicit priors
It is interesting to examine what sort of functions are generated when networks' parameters are set by sampling from the prior distributions of equations (13),(26). The study of these prior distributions provides guidelines for the expected scaling behaviour of regularization constants with the number of hidden units, H. It also identi es which control parameters are responsible for controlling the`complexity' of the function. For regression nets with one hidden layer of tanh units and Gaussian priors on the three dimensional classes of weights, fw (1) g, f (1) g and fw (2) ; (2) g, we nd the following interesting result (Neal 1994).
In the limit as H ! 1, the complexity of the functions generated by the prior is independent of the number of hidden units. The prior on the input to hidden weights determines the spatial scale (over the inputs) of variations in the function. The prior on the biases of the hidden units determines the characteristic number of uctuations in the function. The prior on the output weights determines the vertical scale of the output.
Figures 10a ? c illustrate samples from priors for a one input, one output network with a large number of hidden units. Figure 10a illustrates that as the number of hidden units H is increased, while keeping f w in ; w bias ; ( w out p H)g xed, the properties of a random sample from the prior remain stable. (The output weights must get smaller in accordance with w out / 1= p H, in order to keep constant the vertical range of the function, which is a sum of H independent random variables with nite variance.) In fact, in this limit, the prior over functions tends to a non-trivial Gaussian process (Neal 1994) . Figure 10b illustrates the e ect of varying w in alone. Finally, gure 10c illustrates the e ect of varying both w in and w bias in such a way as to keep constant the range of the`action' over the input variable w bias = w in . The parameter w bias determines the total number of uctuations in the function.
Progressing to multiple inputs, we obtain gure 10d by setting the weights into a 2:400:1 net to random values and plotting the output of the net. The picture shows that a typical sample is a homogeneous`random-looking' function even though the hidden units' activities are based on linear functions of the inputs.
The prior distribution over functions is symmetrical about zero, both in the input space and the output space. It is therefore wise, if this Bayesian model is used, to preprocess the inputs and targets so that zero is at the expected centre of the action.
Cheap and cheerful implementations
The following methods can be used to solve the tasks of automatic optimization of f c g and (section 3) and calculation of error bars on parameters and predictions (section 5) without calculation of Hessians, or sophisticated Monte Carlo methods. These methods depend on the same Gaussian assumptions as does the rest of this paper; further approximations are also made.
Cheap approximations for optimization of and
On neglecting the distinction between well determined and poorly determined parameters, we obtain the following update rules for and (cf. equations (27) and (24) This easy-to-program procedure is expected to give singular behaviour when there are a large number of poorly determined parameters. 31 9.2. Cheap generation of predictive distributions A simple way of obtaining random samples from the posterior probability distribution of the parameters has been used in Bayesian image reconstruction (Skilling et al. 1991) . This approximate procedure is accurate when the noise is Gaussian, and when the model can be treated as locally linear. In order to get a true sample from the posterior, we should also perturb the prior. For each weight, the mean to which each weight decays, ordinarily zero, should be randomized at step 2 by sampling from a Gaussian of variance 2 w = 1= . The above method should be particularly useful for obtaining error bars when neural nets are used to forecast a time-series by bootstrapping the network with its own predictions. A full Bayesian treatment of time-series modelling with neural nets has not yet been made.
Discussion

Applications
The methods of sections 2 to 7 have been successfully applied to several practical problems. Thodberg (1993) has applied these methods to an industrial problem, the prediction of pork fat content from spectroscopic data. The evidence framework yields better performance than standard techniques involving cross-validation. This improvement is attributed to the fact that the Bayesian framework needs no validation set: all the available data can be used for parameter tting, for optimization of model complexity, and for model comparison.
The automatic relevance determination model (section 7) has also been used to win a recent prediction competition, involving modelling of the energy consumption of a building (MacKay 1994) . Here the success is attributed to the fact that the evidence framework can be used to simultaneously optimize multiple regularization constants f c g on-line. Over twenty regularization constants were involved in these networks.
Modelling insights
An advantage of the Bayesian framework for data modelling is that it forces one to make explicit the assumptions made in constructing the model. When a poor modelling assumption is identi ed, the probabilistic viewpoint makes it easy to design coherent modi cations to the model. For example, in (MacKay 1992b) , the standard weight decay model with only one regularization constant was applied to a two layer regression network. The evidence for di erent solutions was found to be poorly correlated with their empirical performance. This failure forced home the insight that, for dimensional consistency, at least three di erent 's are required: one for the input to hidden weights, one for the biases of the hidden units, and one for all the connections to the outputs. The model with multiple regularizers produced solutions with slightly improved empirical performance; and more importantly, the evidence for these solutions was much better correlated with their generalization error. The automatic relevance determination model (section 7) is a straightforward extension to a larger number of hyperparameters.
Here are some examples of other model modi cations that are easily motivated from the probabilistic viewpoint. The use of a sum-squared error corresponds to the assumption that the residuals are Gaussian and uncorrelated among the di erent target variables. In time-series modelling, this may well be a poor model for residuals, which might show local trends. A better model would, for example, assume Gaussian correlations between residuals, such that the data error E D is replaced by: This would modify the`backprop' algorithm, so that the propagated error signal at each frame would be a weighted combination of the residuals at neighbouring frames. The network would then experience less of an urge to t local trends in the data. And, when predictions are made, the model of correlations among residuals would be able to capture the current trend and modify the net's predictions accordingly. The evidence would be used to optimize the correlation model's parameters 0 ; 1 ; 2 ; etc.
The Gaussian noise model might also be modi ed to include the possibility of outliers, using a Bayesian robust noise model (Box and Tiao 1973) . Probability theory allows us to infer from the data how heavy the tails of the noise model ought to be.
Another assumption is that the output noise level is the same for all input vectors. As discussed in (MacKay 1991:Chapter 6), one could construct a parameterized model of the noise level (x) which could be learned by evidence maximization.
A nal example of a probabilistic motivation for a model modi cation lies in image analysis. If we use a neural net for character recognition, say, then we might expect a well-trained net to have input weights that are spatially correlated. It is desirable to incorporate this prior expectation into the model adaptation process, because such priors on parameters damp out unnecessary degrees of freedom, reduce over tting, and give rise to more probable models. One way of creating such a correlation is to pre-blur the data through a linear lter before feeding it into the network, and use the traditional uncorrelated prior on the parameters. This is equivalent to keeping the original inputs and having a correlated prior on the parameters, where the correlations are de ned implicitly by the properties of the pre-blur. This procedure has been used fruitfully in character recognition work (Guyon et al. 1992 ).
Relationship to theories of generalization
Bayesian model comparison assesses within a well de ned hypothesis space how probable a set of alternative models are. However, we often want to know how well each model is expected to generalize. Empirically, the correlation between the evidence and generalization error is often good (MacKay 1992b; Thodberg 1993) . But a theoretical connection between the two is not yet established. Here, a brief discussion is given of similarities and di erences between the evidence and quantities arising in work on prediction of generalization error.
10.3.1. Relation to`G.P.E.' Moody's (1992)`Generalized Prediction Error' is a generalization of Akaike's`Final Prediction Error' to non-linear regularized models. These are both estimators of generalization error which can be derived without making assumptions about the distribution of residuals between the data and the true interpolant, and without assuming that the true interpolant belongs to some class. Both are derived under the assumption that the observed distribution over the inputs in the training set gives a good approximation to the distribution of future inputs.
The di erence between F.P.E. and G.P.E. is that the total number of parameters k in F.P.E. is replaced by an e ective number of parameters, which is in fact identical to the quantity arising in the Bayesian analysis (23). If E D is half the sum squared error, then the predicted error per data point is:
The added term 2 has an intuitive interpretation in terms of over tting. For every parameter that is well-determined by the data, we unavoidably over t one`direction' of noise. This has two e ects: it makes E D smaller than it`ought to be', by 2 =2, on average; and it means that our predictions vary from the ideal predictions (those that we would make if we had in nite data) so that our prediction error on the same N input points would on average be worse by 2 =2. The sum of these two terms, multiplied by the e ective number of well-determined parameters , gives the correction term. Like the log evidence, the G.P.E. has the form of the data error plus a term that penalizes complexity. However, although the same quantity arises in the Bayesian analysis, the Bayesian Occam factor does not have the same scaling behaviour as the G.P.E. term (see below). And, empirically, the G.P.E. is not always a good predictor of generalization. One reason is that, in the derivation of G.P.E., it is e ectively assumed that test samples will be drawn only at the x locations at which we have already received data. The consequences of this false assumption are most serious for over-parameterized and over-exible models. An additional distinction between the G.P.E. and the evidence framework is that the G.P.E. is de ned for regression problems only; the evidence can be evaluated for regression, classi cation and density models.
10.3.2. Relation to the e ective V-C dimension. Recent work on`structural risk minimization ' (Guyon et al. 1992 ) uses empirically tuned expressions of the form:
where is the`e ective V-C dimension' of the model, and is identical to the quantity in (23). The constants c 1 and c 2 are determined by experiment. The structural risk theory is currently intended to be applied only to nested families of classi cation models (hence the absence of : E D is dimensionless, like G) with monotonic e ective V-C dimension, whereas the evidence can be evaluated for any models. Interestingly, the scaling behaviour of this expression (34) 
Readers familiar with Minimum Description Length (MDL) will recognize the dominant 2 logN term; MDL and Bayesian inference are equivalent, as discussed later.] Thus the scaling behaviour of the log evidence is identical to the structural risk minimization expression (34), provided that c 1 = 1 2 and c 2 = 1. Isabelle Guyon (personal communication) has con rmed that the empirically determined values for c 1 and c 2 are indeed close to these Bayesian values. It will be interesting to try to understand and develop this relationship.
10.4. Contrasts with conventional dogma in learning theory and statistics 10.4.1.`Representation theorems'. It is popular to assert the utility of a particular model by demonstrating that the model has arbitrary representational power. For example,`three layer neural networks are good interpolation tools because they can implement any smooth function given enough hidden units'.
A Bayesian data modeller takes a di erent attitude (as, to be fair, do other learning theory researchers). The objective of data modelling is to nd a model that is wellmatched to the data. A model that could match an arbitrary function is too exible and will generalize poorly; and in Bayesian terms such a model is improbable compared to simpler models which t the data nearly as well. Probability theory in fact favours models which are as in exible as possible: just exible enough to capture the real structure in the data, but no more.
Those who appreciate that models with universal representational power are not necessarily a good thing are often led astray in the other direction by a second popular myth, the supposed need to limit the complexity of a model when there is little data.
10.4.2.`
The complexity of the model should be matched to the amount of data'. A central tenet of the Vapnik-Chervonenkis theory is that, when there is little data, it is good to use a model with few parameters, even if that model is known to be incapable of representing the true function. An attempt is made to match the`capacity' of the model to the number of data points. This is sometimes used as the motivation for pruning' a neural network (Hassibi and Stork 1993) .
A Bayesian needs never do this; the choice of which models to consider is a matter of prior belief, and should not depend on the amount of data collected. In a domain such as interpolation, a typical prior belief is that the real underlying function, although smooth, would require a very large number of parameters to describe it exactly. There will never be enough data to determine all the parameters of the true model. But all the same, we should use the model we truly believe in. There are two possible outcomes. It may be that the prior knowledge of smoothness, etc., included in the true model, may constrain the ill-determined parameters su ciently that the predictions are useful. On the other hand, it may turn out that the predictions are ill-determined, so that the true model's predictions have huge error bars. In this case, it would surely be most unwise to use a simpler model: its predictions would be better determined, but they would be incorrect! The practice of deliberately using a simple model when data are scarce is probably one of the two main causes of dangerously overcon dent predictions in orthodox statistics. The second cause is the practice of`accepting' a null hypothesis (and using it alone for prediction) when a test of that hypothesis gives a result that is`not signi cant'.
It is now common practice for Bayesians to t models that have more parameters than the number of data points (MacKay 1992a; Neal 1994; Weir 1991) . The recommended philosophy (Box and Tiao 1973) is to aim to incorporate every imaginable possibility into the model space: for example, if it is conceivable that a very simple model might be able to explain the data, one should include simple models in the model space; if the noise might have a long-tailed distribution, one should include a hyperparameter which controls the heaviness of the tails of the distribution; if an input variable might be irrelevant to a regression, include it in the regression anyway, with a sophisticated regularizer embodying the concept of uncertain relevance. The inclusion of remote possibilities in the model space is`safe', because our inferences will home in on the sub-models which are best matched to the data. The inclusion in our initial model space of bizarre models which are subsequently ruled out by the data is not expected signi cantly to in uence predictive performance. 
Non-integer coding lengths can be handled by the arithmetic coding procedure (Witten et al. 1987 ). The MDL principle (Wallace and Boulton 1968) states that one should prefer models which can communicate the data in the smallest number of bits. Consider a message which states which model, H, is to be used, and then communicates the data D within that model, to some pre-arranged precision D. This produces a message of length L(D; H) = L(H) + L(DjH). The lengths L(H) for di erent H de ne an implicit prior P(H) over the alternative models. Similarly L(DjH) corresponds to a density P(DjH). Thus, a procedure for assigning message lengths can be mapped Each model H i communicates the data D by sending the identity of the model, sending the best t parameters of the model w , then sending the data relative to those parameters. As we proceed to more complexmodels the length of the parameter message increases. On the other hand, the length of the data message decreases, because a complex model is able to t the data better, making the residuals smaller.
In this example the intermediate model H 2 achieves the optimum trade-o between these two trends.
onto posterior probabilities: L(D; H) = ? log P(H) ? log(P(DjH) D) = ? log P(HjD) + const:
In principle, then, MDL can always be interpreted as Bayesian model comparison and vice versa. However, this simple discussion has not addressed how one would actually evaluate the key data-dependent term L(DjH), which corresponds to the evidence for H. Often, this message is imagined as being subdivided into a parameter block and a data block ( gure 11). Models with a small number of parameters have only a short parameter block but do not t the data well, and so the data message (a list of large residuals) is long. As the number of parameters increases, the parameter block lengthens, and the data message becomes shorter. There is an optimum model complexity (H 2 in the gure) for which the sum is minimized. This picture glosses over some subtle issues. We have not speci ed the precision to which the parameters w should be sent. This precision has an important e ect (unlike the precision D to which real-valued data D are sent, which, assuming D is small relative to the noise level, just introduces an additive constant). As we decrease the precision to which w is sent, the parameter message shortens, but the data message typically lengthens because the truncated parameters do not match the data so well. There is a non-trivial optimal precision. In simple Gaussian cases it is possible to solve for this optimal precision (Wallace and Freeman 1987) , and it is closely related to the posterior error bars on the parameters, A ?1 , where A = ?rr logP(wjD; H).
It turns out that the optimal parameter message length is virtually identical to the log of the`Occam factor' in equation (8). (The random element involved in parameter truncation means that the encoding is slightly sub-optimal.) With care, therefore, one can replicate Bayesian results in MDL terms. Although some of the earliest work on complex model comparison involved the MDL framework (Patrick and Wallace 1982) , MDL has no apparent advantages over the direct probabilistic approach.
MDL does have its uses as a pedagogical tool. The description length concept is useful for motivating prior probability distributions. Also, di erent ways of breaking down the task of communicating data using a model can give helpful insights into the modelling process, as will now be illustrated. 10.5.1. On-line learning and cross-validation. The log evidence can be decomposed as a sum of`on-line' predictive performances: log P(DjH) = log P(t (1) jH) + log P(t (2) jt (1) ; H) + log P(t This decomposition can be used to explain the di erence between the evidence and leave one out cross-validation' as measures of predictive ability. Cross-validation examines the average value of just the last term, log P(t (N) jt (1) : : :t (N?1) ; H), under random re-orderings of the data. The evidence, on the other hand, sums up how well the model predicted all the data, starting from scratch. 10.5.2. The`bits back' encoding method. Another MDL thought experiment (Hinton and van Camp 1993) involves incorporating random bits into our message. The data are communicated using a parameter block and a data block. The parameter vector sent is a random sample from the posterior distribution P(wjD; H) = P(Djw; H)P(wjH)=P(DjH). This sample w is sent to an arbitrary small granularity w using a message length L(wjH) = ? log P(wjH) w]. The data are encoded relative to w with a message of length L(Djw; H) = ? log P(Djw; H) D]. Once the data message has been received, the random bits used to generate the sample w from the posterior can be deduced by the receiver. The number of bits so recovered is ? log P(wjD; H) w]. These recovered bits need not count towards the message length, since we might use some other optimally encoded message as a random bit string, thereby communicating that message at the same time. The net description cost is therefore: L(wjH) + L(Djw; H) ?`Bits back' = ? log P(wjH)P(Djw; H) D P(wjD; H) = ? log P(DjH) ? log D:
Thus this thought experiment has yielded the optimal description length.
Ensemble Learning
The posterior distribution P(wjD; H) may be a very complicated density. The methods described in this paper have assumed that, in local regions that contain signi cant probability mass, the posterior can be well approximated by a Gaussian found by making a quadratic expansion of logP(wjD; H) around a local maximum.
(For brevity I here omit the parameters and .)
An interesting idea that has been implemented by Hinton and van Camp (1993) is to try to improve the quality of this type of approximation by optimizing the entire posterior approximation. The idea is that a Gaussian tted somewhere other than the mode of P(wjD; H) might in some sense be a better approximation to the posterior.
Consider a parameterized approximation Q(w; ) to the true posterior distribution P(wjD; H). For example, the parameters for a Gaussian approximation would be its mean and covariance matrix. We can measure the quality of t of Q to P by thè variational free energy': F( ) = ? Z dw Q(w; ) log P(wjD; H) Q(w; ) :
