Abstract. Let A m p,r (n) be the best constant that fulfills the following inequality: for every mhomogeneous polynomial P (z) = |α|=m a α z α in n complex variables,
Introduction
As usual we denote ℓ n p for the Banach space of all n-tuples z = (z 1 , . . . , z n ) ∈ C n endowed with the norm (z 1 , . . . , z n ) p = Another way of writing a polynomial P is as follows:
where J (m, n) := {j = (j 1 , . . . , j k ) : 1 ≤ j 1 ≤ . . . ≤ j k ≤ n}, z j := z j 1 · · · z j k and c j ∈ C. Note that c j = a α with j = (1, α 1 . . ., 1, . . . , n, αm . . ., n).
We refer to the elements (z α ) α∈Λ(m,n) (equivalently, (z j ) j∈J (m,n) ) as the monomials.
For 1 ≤ p ≤ ∞ we denote by P( m ℓ n p ) the Banach space of all m-homogeneous polynomials in n complex variables equipped with the uniform (or sup) norm P P( m ℓ n p ) := sup z∈B ℓ n p P (z) .
Given an m-homogeneous polynomial P (z) = α∈Λ(m,n) a α z α in n variables we denote the The relation between the these coefficients-norms is given by the following inequalities (see [BBEM90] ):
(1) (m!)
In many contexts, it is essential to relate the summability of the coefficients of a given homogeneous polynomial with the sup-norm on the unit ball of the ambient space. Most of the applications mentioned above rely on the ingenious use of the celebrated Bohnenblust- Hille inequality (see [BPSS14, DFOC + 11] ). This inequality is a generalization to higher degrees of Littlewood's classical 4/3-inequality [Lit30] (a forerunner of Grothendieck's inequality) and essentially bounds the ℓ 2m
m+1
-norm of the coefficients of an m-homogeneous polynomial in terms of its uniform norm on the polydisk. More precisely, Theorem 1.1 (Bohnenblust-Hille inequality). There is a constant C m,∞ > 0 (which depends on m but not on n) such that, for every m-homogeneous polynomial P in any number of complex variables n, we have:
Moreover, the ℓ 2m
-norm of the coefficients on the left hand side is optimal: i.e., there is no similar inequality replacing this norm by other ℓ r -norm, for r < 2m m+1
, involving a constant independent of the number of variables.
There are a number of analogues/generalizations of this inequality (which maintain the philosophy that the constant involved is totally independent of the number of variables), and consist in replacing the sup-norm on the ball of ℓ n ∞ on the right hand side of the Bohnenblust-Hille inequality by other ℓ n p -uniform norms (obviously changing the summability condition on the left side). These generalizations, inspired by some classical inequalities for bilinear forms [HL34] , are known today in the literature as Hardy-Littlewood inequalities for homogenous polynomials and they have been carefully studied during the last years [ABPSS13, DSP13, PP81] . Precisely, Theorem 1.2 (Hardy-Littlewood type inequalities). There is a constant C m,p > 0 (only depending on m and p and independent of n) such that for every m-homogeneous polynomial in n-complex variables we have:
Again the exponents .
If we change any of the parameters involved on either or both sides of these Hardy-Littlewood inequalities, it is expected that the dependence on the number of variables becomes apparent. It is worth asking how this reliance is in terms of the summability of the coefficients, the uniform norm and the homogeneity degree considered.
Analogously, we can study a similar problem: the inequality that comes from exchanging the roles (sides of the inequality) between the norm of the coefficients and the uniform norm. Problem 1.3. Let A m p,r (n) and B m r,p (n) be the smallest constants that fulfill the following inequalities: for every m-homogeneous polynomial P in n complex variables,
How these constants behave in terms of the number of variables n? Which is their exact asymptotic growth?
Observe that by (1), the depence on n of the constant that appears when comparing the sup-norm with the Bombieri norm is exactly the same as the constants related to Problem 1.3.
In the 80's, Goldberg [Gol87] settled a similar problem in the context of matrix theory: given an n × n matrix A, he was interested in finding the best equivalence constant c(r, p, n) (or its asymptotic behavior as n tends to infinity) which relates the ℓ r -norm of the coefficients with the operator norm of A acting on ℓ n p . Partial and sharp results of this problem (and also some variants of it) were given by Feng and Tonge in [Ton00, Fen03, FT07] . Observe that Problem 1.3 is essentially a polynomial version of Golberg's problem. Of course, this can also be settled for multilinear forms, whose constants turn out to have the same asymptotic growth. Indeed, note that using the notation of [DMP09] , A This implies that the asymptotic behaviour of the polynomial and the multilinear cases are the same. We should mention that some partial results for the multilinear problem were recently obtained by Araujo and Pellegrino [AP15] (see also [BMP10] for the case p = 2).
For every degree m and a wide range of values of p, r ∈ [1, ∞], we give in Theorem 2.1 the correct asymptotic behavior of A m p,r (n) as n tends to infinity respectively. We also present in Proposition 2.4 the asymptotic growth of B m r,p (n) for every p, r ∈ [1, ∞]. We also use these results to tackle two different problems: we present some applications of our estimates to the study of unconditionality in spaces of polynomials and the multivariable von Neumann's inequality. Definition 1.4. Let (P i ) i∈Λ be a Schauder basis of P( m C n ). For 1 ≤ p, q ≤ ∞ and n, m ∈ N let χ p,q ((P i ) i∈Λ ) be the best constant C > 0 such that
for every P = i∈Λ c i P i ∈ P( m C n ) and every choice of complex numbers (θ i ) i∈Λ of modulus one.
This notion was introduced by Defant, Maestre and Prengel in [DMP09, Section 5].
In Section 3 we provide correct estimates of the asymptotic growth of the mixed-(p, q) unconditional constant as n tends to infinity. To achieve this we use some major results given in [DMP09, BDS15] about domains of monomial convergence, our bounds on Problem 1.3 and multilinear interpolation. Moreover, we give an analog of a result of Pisier and Schütt [Pis78, Sch78] in this context. Namely, in order to study the asymptotic behavior of the mixed unconditional constants of P( m C n ), it is enough to look at the monomials (z j ) j∈J (m,n) . More precisely, we prove in Theorem 3.1 that
We feel this result is interesting in its own right.
Mantero and Tonge considered in [MT79] several versions of the multivariable von Neumann's inequality restricted to homogeneous polynomial on several commuting operators. Among them, they were interested in the asymptotic behavior of the best possible constant c(n) = c m,p,q (n) such that
for every n-tuple T 1 , . . . , T n of commuting operators on a Hilbert space H satisfying
and every m-homogeneous polynomial P in n-complex variables. We use our estimates on HardyLittlewood type inequalities to obtain new upper bounds for the behavior of c(n), and also address a related problem also treated in [MT79] .
Before we present and prove our main results, we give some important comments. To show that our estimates are sharp it is essential to have polynomials with small norm with many nonzero coefficients. A widely used technique to find these extremal polynomials is given by the probabilistic method: i.e., considering an m-homogeneous polynomial whose coefficients are given by independent random variables and computing it expectation (pretending to be small). 
Observe that the number of non-zero coefficients is exactly the number of possible monomials,
. These polynomials will be very useful: they will be extremal in many ranges of values of p, r ∈ [1, ∞] for the first inequality of Problem 1.3. Unfortunately, for a large range of values of p and r these polynomials become useless and new extremal examples are needed. Therefore, it is important to relax the number of terms appearing in the polynomials, by allowing them to have some zero coefficients, in order to reduce quantitatively the value of the sup-norm. Obviously if one gets rid of many coefficients/monomials this helps considerably to lower the value of the norm but the important thing is to maintain an appropriate balance (having a sufficient number of non-zero coefficients but keeping the norm small).
We show that so-called Steiner polynomials, a special class of tetrahedral polynomials introduced by Dixon in [Dix76] and studied in [GMSP15] are accurate enough for our purposes. Beyond the results exhibited in this article, this shows once again that Steiner polynomials play an important role in the area. We believe that this motivates to study in depth these polynomials and its possible future applications.
We need some definitions to describe them. An S p (t, m, n) partial Steiner system is a collection of subsets of size m of {1, . . . , n} such that every subset of t elements is contained in at most one member of the collection of subsets of size m. An m-homogeneous polynomial P of n variables is a Steiner polynomial if there exists an S p (t, m, n) partial Steiner system S such that P (z 1 , . . . , z n ) = j∈S c j z j and c j = ±1. Note that the monomials involved in this class have a particular combinatorial configuration.
The following result appears in [GMSP15, Theorem 2.5.].
Theorem 1.5. Let m ≥ 2 and S be an S p (m − 1, m, n) partial Steiner system. Then there exist signs (c j ) j∈S and a constant D m,p > 0 independent of n such that the m-homogeneous polynomial
Moreover, the constant D m,p may be taken independent of m for p = 2.
The last ingredient we need for the applications is the existence of nearly optimal partial Steiner systems, in the sense that they have many elements. This translates to many unimodular coefficients of the Steiner polynomials. It is well known that any partial Steiner system S p (m − 1, m, n) has cardinality less than or equal to The article is organized as follows. In Section 2 we address Problem 1.3. Section 3 deals with the study of (mixed) unconditionality in spaces of polynomials. Finally, Section 4 presents some applications to several versions of the multivariable von Neumann's inequality.
Main results
If (a n ) n and (b n ) n are two sequences of real numbers we will write a n ≪ b n if there exists a constant C > 0 (independent of n) such that a n ≤ Cb n for every n. We will write a n ∼ b n if a n ≪ b n and b n ≪ a n . Recall that the number of m-homogeneous monomials in n variables is
For every P ∈ P( m C n ) there exists a unique symmetric m-linear form T such that for every
. . ., x) (see [Din99] ). We will denote the r-th coefficients norm of T by |T | r , that is,
It is well known that there exist
, independent of n, such that for every P ∈ P( m C n ) and its associated symmetric m-linear form T we have
We now state our main theorem.
Theorem 2.1. Let A m p,r (n) be the smallest constant such that for every m-homogeneous polynomial P in n complex variables,
Moreover, the power of n in (E) cannot be improved.
The first figure represents the regions described in Theorem 2.1. For the blank region we do not know right order of A m p,r (n) (see the comments after the proof and also Remark 2.3 below). It is noteworthy that much of the work is to determine which are the regions to consider.
Proof. Let P be an m-homogeneous polynomial in n complex variables and T its associated symmetric m-linear form. We will use several times the following inequalities, which are a simple consequence of Hölder's inequality,
Case (A) is immediate from the Hardy-Littlewood inequalities and cases (B) and (C) also appear in [AP15] .
•(A) : Suppose first that
then 2m ≤ q ≤ p and by the Hardy-Littlewood inequality, Theorem 1.2 (ii), we have then m ≤ q ≤ min{p, 2m}; then reasoning as before (but using part (i) of Theorem 1.2) we can easily reach the same conclusion.
•(B) : Taking p ≤ q = mr r−1 , by the Hardy-Littlewood inequality, Theorem 1.2 (i), and (8) it
For the optimality we can take the polynomial
it can be seen using Lagrange multipliers and the fact that p ≥ m, that . Using the Bohnenblust-Hille inequality Theorem 1.1, inequalities (7) and (8) we have
. Note that max{2m, p} ≤ q. By the Hardy-Littlewood inequality, Theorem 1.2 (ii) and (8) we get
To show that this asymptotic growth is optimal, we consider P an m-homogeneous unimodular polynomial as in (4). Then, as T (x 1 , . . . , x m−1 )
where in the first inequality we used Hölder inequality in the case p ′ r ≥ 1. Then by equations (5) and (6) we have
For the optimality, we use (4) so, since 1 ≤ p ≤ 2 there exists a unimodular polynomial P such
•(E) : Observe that
Thus, if
1 r = θ p ′ , for 0 < θ < 1, we can apply complex interpolation to conclude that
and also, applying the Cauchy integral formula we deduce that A For the lower bound, taking a Steiner polynomial P ∈ P( m C n ) as in Corollary 1.6 whose associated partial Steiner system has cardinality ≫ n m−1 and 1 ≤ p ≤ 2, then
Hence, we have that for every ε > 0,
•(F ) : Let T be the symmetric m-linear form associated to P and, given 1 ≤ i ≤ n, let us
where we have used in (9) the fact that A m−1 p,r (n) ∼ 1 for this range of p and r. Therefore
For the lower bound, let P = k j=1 z mj+1 · · · z mj+m as in part (B), then since p ≥ m (in region (F )), we have that P P( m ℓ n p ) ∼ 1 and thus
For 2 ≤ p ≤ m, 2 ≤ r < ∞ and (
) / ∈ (F ) we could have used interpolation (in vertical direction, as we did in the proof of part (E) of Theorem 2.1) to obtain effective upper bounds for A m p,r . We choose not to state them explicitly since we believe these estimates are suboptimal.
Also note that for m = 2 we have a complete description of the asymptotics of A 
It is not known whether a similar statement holds for the m-fold injective tensor, m > 2. This problem is often referred to as the Tensor Interpolation Problem (although we did not find an explicit reference of it). A simplified form of it is the following.
Problem 2.2. Let 1 ≤ p, q ≤ 2, 0 < θ < 1 and n, m ∈ N and consider
the natural inclusion. Is there any constant C > 0 independent of n such that Moreover, the power of n in (G) cannot be improved.
All this can be visualized in Figure 2.
Proof. It is sufficient, by equations (5) and (6) to prove a similar statement for m-linear forms.
Recall also that that
) a point in (G). Note that it belongs to a segment that joins the points ( 
Since id 0 = A On the other hand,
and assuming a positive answer to Problem 2.2 For the optimality let us take a Steiner polynomial P as in Theorem 1.5, then
for every ε > 0, then we have
•(F ) : Let (
) in the intersection of (F ) and (G). Then 
Therefore, by monotonicity of the uniform norm, the same bound holds for every (
Now for the lower bound let us take
it is easy to see using that p ≥ m that
2.1. Asymptotic estimates for B m r,p (n). We now present the correct asymptotic behavior for the constants B m r,p (n) defined in Problem 1.3. These estimates will be useful in the next section for the applications.
Proposition 2.4. Let B m r,p (n) be the smallest constant such that for every m-homogeneous polynomial P in n complex variables,
Proof. Let n, m ∈ N and 1 ≤ p, r ≤ ∞. Let P = α∈Λ(m,n) a α z α be an m-homogeneous polynomial in n variables. Suppose first that r ≤ p ′ . Then
On the other hand, if r ≥ p ′ ,
To study lower bounds, let us take the polynomial P (z) = j∈J (m,n) z j . Note that |P | r ∼ n m r and P P( m ℓ n p ) = sup
) .
Mixed unconditional basis constant for homogeneous polynomials on ℓ p spaces
Here we will study the asymptotic growth of χ p,q (P( m C n )) for fixed 1 ≤ q, p ≤ ∞ and m ∈ N as n tends to infinity (see Definition 1.4).
The following result shows that, in order to study the asymptotic behavior of the mixed unconditional constants of P( m C n ), it is enough to understand what happens with the monomial basis (z j ) j∈J (m,n) . These can be seen as a sort extension of a result of Pisier and Schütt [Pis78, Sch78] (see also [DDGM01, DF11, CG11] ).
Theorem 3.1. We have the following relation:
Our proof relies on Szarek's approach [Sza81] combined with the following inequality due to Bayart [Bay02] (see also [Wei80, DM15] ).
Lemma 3.2 (Bayart's inequality). Let P (z) = j∈J (m,n) c j z j be an m-homogeneous polynomial in n-variables. Then
where T n stands for the n-dimensional torus and dw is the normalized Lebesgue measure on T n .
Before giving the proof we define the following operator. For any w = (w 1 . . . , w n ) ∈ T n and any 1 ≤ p ≤ ∞ we define the operator
which clearly has norm one.
We also need a remark whose proof is straightforward from Definition 1.4.
Remark 3.3. Let (P i ) i∈Λ be a basis for P( m C n ) and (P ′ i ) i∈Λ its dual basis (i.e., P ′ i , P k = δ i.k ). For 1 ≤ q, p ≤ ∞ and n, m ∈ N, χ p,q ((P i ) i∈Λ ) is exactly the best constant C > 0 such that
Proof of Theorem 3.1. Let (P i ) i∈Λ be a basis for P( m C n ) and (P ′ i ) i∈Λ its dual basis. Consider
where we applied Cauchy-Schwarz for the second inequality, Bayart's inequality (11) for the third one and Remark 3.3 for the basis (P i ) for the next to last inequality. Using Remark 3.3 again but for the monomial basis (z j ) j∈J (m,n) we have that
Since (P i ) i∈Λ is an arbitrary basis of P( m C n ) we have
which concludes the proof.
We now present some estimates for the asymptotic behavior of the mixed-(p, q) unconditional constant of P( m C n ). Note that in the case q = p we recover the results from [DDGM01] . Theorem 3.4.
where
for every ε > 0.
Moreover, in (III
To prove the theorem we need a lemma and also to recall some results on monomial convergence.
Lemma 3.5. Let 1 ≤ q, p ≤ ∞, then we have
c j z j be an m-homogeneous polynomial in n variables and (θ j ) j∈J (m,n) be a sequence of complex numbers of modulus one, then
p,r (n) and the result follows from Theorem 3.1.
The set of monomial convergence for m-homogeneous polynomials over the domain ℓ p , denoted by mon(P( m ℓ p )), is defined as Theorem 3.6. Let X, Y be Banach sequence spaces. Then the following are equivalent
ii) there exists C = C(m) > 0 such that for every m-homogeneous polynomial in n variables
c j z j , and every u ∈ B Yn j∈J (m,n)
In particular,
Let p = (p j ) j∈N be the sequence of prime numbers. For a real function f , we define f (p) := (f (p j )) j∈N , and we denote by
Lemma 3.7. Let , we define the sequence w λ := (w λ (j)) j∈N where w λ (j) = log(p j ) qmλ and define the Lorentz Banach sequence space
where y * denotes the decreasing rearrangement of y. Then,
Proof. Note that y ∈ mon(P( m ℓ p )) if and only if its decreasing rearrangement y * belongs to mon(P( m ℓ p ). In [BDS15, Theorem 5.3] it was proved that for any ε > 1 p we have,
. We will show that for every y ∈ d(w λ , q m ) we have that y
If we take ε 0 ,λ such that 1 p < ε 0 <λ < λ, and use the Prime Number Theorem (p n ∼ n log(n))
we have
Since the sequence (n 
Proof. Let λ >λ > 1 p
. If u ∈ B ℓ n qm then, by the Prime Number Theorem, we know that
For every m-homogeneous polynomial in n variables P (z) = j∈J (m,n) c j z j and every u ∈ B ℓ n qm , by Lemma 3.7 and Theorem 3.6, we have that
and from this inequality it is easy to conclude the proof.
We now prove Theorem 3.4.
Proof of Theorem 3.4. The proof is divided in cases.
•(I) : Let p ≥ 2. By [DMP09, Example 4.6] we know that ℓ qm ⊂ mon(P( m ℓ p )) where
On the hand, if p ≤ 2, by [BDS15, Theorem 5.1] we know that ℓ qm−ε ⊂ mon(P( m ℓ p )) for every
Therefore, by the statement in (14) and monotonicity we known that χ p,q (P(
•(II) : We know by (I) that χ p,qm (P( m C n )) ∼ 1, for
. We now estimate
. Take r = 1. By Proposition 2.4 and Theorem 2.1 (C) we have
Using Lemma 3.5
Take a polynomial P ∈ P( m C n ), P = j∈J (m,n)
c j z j with P P( m ℓ n p ) = 1 and take signs (θ j ) j∈J (m,n) .
Therefore since
we have, by (6) and The Multilinear Interpolation Theorem (see [BL76, Section 4.4]) that for θ ∈ (0, 1) and
For the lower bound let P (z) = α∈Λ(m,n) ε α z α be a unimodular polynomial as in (4) with p ≥ 2,
• ( and therefore
For the lower bound let P (z) = α∈Λ(m,n) ε α z α be a unimodular polynomial as in (4) with 1 ≤ p ≤ 2, we have
•(III ′ ) : Let
we know by Lemma 3.8 that
. On the other hand, by (III) we know that χ p,p (P(
As in (II) we will use the The Multilinear Interpolation Theorem: take a polynomial P ∈
c j z j with P P( m ℓ n p ) = 1 and take signs (θ j ) j∈J (m,n) . Therefore since
we have, by (6) and [BL76, Section 4.4], that for θ ∈ (0, 1) and
this concludes the upper bound for the region (III
The lower bound is exactly as in (15).
Some applications to the multivariable von Neumann's inequality
A classical inequality in operator theory, due to von Neumann [vN51] , asserts that if T is a linear contraction on a complex Hilbert space H (i.e., its operator norm is less than or equal to
for every polynomial p in one (complex) variable.
Using dilation theory (see [SN74] ), for polynomials in two commuting contractions, Ando [And63] exhibited an analogue inequality. However Varopoulos [Var74] showed that von Neumann's inequality cannot be extended for three or more commuting contractions.
It is an open problem of great interest in operator theory (see for example [Ble01, Pis01] ) to determine whether there exists a constant K(n) that adjusts von Neumann's inequality. More precisely, it is unknown whether or not there exists a constant K(n) such that
for every polynomial p in n variables and every n-tuple (T 1 , . . . , T n ) of commuting contractions in L(H).
Dixon [Dix76] studied the multivariable von Neumann's inequality restricted to homogeneous polynomials and [MT79] studied some variations of this problem. One of them is to determine the asymptotic behavior of the best possible constant c(n) = c m,p,q (n) such that
for every n-tuple T 1 , . . . , T n of commuting operators on a Hilbert space satisfying
and any m-homogeneous polynomial on n variables, P . Some lower bounds were proven there and also some upper bounds were given for the case p = q. We will apply the results of Section 2 to show upper bounds for c(n) for any 1 ≤ p, q ≤ ∞.
Recall that given a bilinear form a : X 1 × X 2 → C its uniform norm is
We need the following lemma from [MT79] which is an easy consequence of the Grothendieck inequality. We prove it for the sake of completeness. 
where K G denotes the Grothendieck constant and a is the bilinear form on C N × C M whose coefficients are the a ij 's.
Proposition 4.2. Let T 1 , . . . , T n be commuting operators on a Hilbert space H satisfying (17) and P ∈ P( m C n ). Then
where C is constant independent of n.
Proof. Let a i , i ∈ M(m, n) be the coefficients of the symmetric m-linear form a associated to P , and let x, y be unit vectors in H. Note that we may also view a as a bilinear form on C n m−1 × C n , then by the previous lemma, (β, v 1 , . . . , v m−1 ). Note also that the p ′ -norm of the coefficients of a β is less than or equal to the p ′ -norm of the coefficients of the associated polynomial P β . Then, since P β P( m−1 ℓ n q ) ≤ e P P( m ℓ n q ) (see for example [Har72] ), taking supremum over x, y ∈ B H we have
q,p ′ (n) P β P( m−1 ℓ n q ) ≤ K G eA m−1 q,p ′ (n) P P( m ℓ n q ) .
Remark 4.3. Taking p = q and using Theorem 2.1 we recover the inequality proved in [MT79] , that is, c(n) ≪ n m−2 p ′ if p ≤ 2 and c(n) ≪ n m−2 2 if p ≥ 2.
We also have the following corollary. for every m-homogeneous polynomial P , where D is constant independent of n.
Another variant studied in [MT79] is to determine the best possible constant d(n) = d m,p,q (n) such that
for every m-homogeneous polynomial in n variables, P , and every n-tuple T 1 , . . . , T n of commuting operators on a Hilbert space H satisfying
for any vectors x, y ∈ H. Note that (18) is equivalent to
Lemma 4.5. Let T 1 , . . . , T n ∈ L(H) be operators satisfying (18), and let x, y ∈ H. Then if Q is the m-homogeneous polynomial in n variables defined by Q(z) = i∈M(m,n)
T i 1 . . . T im x, y z i 1 . . . z im ,
we have Q P( m ℓ n p ′ ) ≤ x H y H .
Proof. Proposition 4.6. Let T 1 , . . . , T n be commuting operators on a Hilbert space H satisfying (18) and P ∈ P( m C n ). Then
Proof. Let a i be the coefficients of the symmetric m-linear form a associated to P and x, y unit vectors in H. Then by the previous lemma and the fact that the r-norm of the coefficients of a is less than or equal to the r-norm of the coefficients of the associated polynomial P , we have ) if p ≥ 2.
Note also that, in the last proposition, we have bounds that do not depend on n for some combinations of p and q, e.g. for (p, q) = (1, ∞).
