The symmetric imprimitivity theorem provides a Morita equivalence between two crossed products of induced C*-algebras and includes as special cases many other important Morita equivalences such as Green's imprimitivity theorem. We show that the symmetric imprimitivity theorem is compatible with various inflated actions and coactions on the crossed products. 
Introduction
Crossed products of C * -algebras carry a variety of actions and coactions of locally compact groups. In several recent projects we have had to know that imprimitivity theorems and other Morita equivalences are equivariant, in the sense that the bimodules implementing the equivalences between crossed products carry actions or coactions compatible with those on the crossed products (see, for example, [E1, ER1, ER2, KQR] ). Since constructing coactions on bimodules is technically very complicated, it is reasonable to ask if there is a general principle at work; in particular, does the symmetric imprimitivity theorem of [R1] , which is the most general of the commonly used equivalences, have an equivariant version? Here we prove such a theorem for the most important case in which two subgroups act on opposite sides of a locally compact group.
To be more precise, we need to recall the set-up of [R1] . Suppose that K and H are closed subgroups of a locally compact group G; we think of K as acting by left multiplication on G and H as acting by right multiplication. Suppose also that α: K → Aut D, β: H → Aut D are commuting actions on a C * -algebra D. The induced C * -algebra Ind ((τ ⊗ α) k (g))(s) = α k (g(k −1 s)) and ((σ ⊗ β) h (f ))(s) = β h (f (sh)).
The symmetric imprimitivity theorem [R1, theorem 1·1] 
To prove this, we construct a 'dual action' of G on the imprimitivity bimodule X of [R1, theorem 1·1] . This will be easy to do once we have the formulas in front of us (see the beginning of Section 1). Things become much more complicated if G is not abelian, because we have to replace the dual actions by dual coactions. To state our main result we need to recall a few definitions.
A coaction of a locally compact group G on a C * -algebra A is an injective and nondegenerate homomorphism δ:
where δ G is the usual comultiplication on C * r (G). (In our use of reduced group algebras and spatial tensor products we follow the conventions of [LPRS] and [PR] .) If α: G → Aut A is an action, we denote the canonical embeddings in the crossed product by
with the regular representations of A α G and C * (G) gives a homomorphism which factors through a coaction
called the dual coaction of G on A α,r G (see [PR] 
We can now inflate the dual coactions on the crossed products in the symmetric imprimitivity theorem and our main theorem says that these inflated systems are Morita equivalent in the sense of [B, ER1] . 
We do not know whether this theorem has an analogue for full coactions on full crossed products. Certainly, it is crucial for our arguments that we are dealing with reduced crossed products: we use concrete realisations of these reduced crossed products to represent the imprimitivity bimodule X on Hilbert space as in [ER1] and construct the necessary coaction of G on X using this representation. To represent the crossed products, we start with a covariant representation of (D, K×H, α×β) and modify Blattner's construction of induced representations to give covariant representations of (Ind G H (D, β), K, τ ⊗α) and its sister. We then construct a representation of X which intertwines these induced representations (Theorem 1·4).
We begin in Section 1 by reviewing the construction of the bimodule X and immediately give a proof of Theorem 1. We then construct the representations of the bimodule X and discuss how these can be used to establish in a very concrete way that the symmetric imprimitivity theorem passes to reduced crossed products (cf. [Kas, QS] ). We prove our main Theorem 2 in Section 2 and explain why one cannot expect a similar equivariance in the full generality of [R1] . We conclude with an application: we show that if the dual system (A × δ G, G, δ) is isomorphic to a system induced from a subgroup H, then the coaction δ is Morita equivalent to one inflated from a coaction of H (Corollary 3·2). This is a converse to a recent theorem of Quigg and Raeburn [QR] , which says that the crossed product by an inflated coaction is isomorphic to an induced algebra.
Induced representations
Let K and H be closed subgroups of a locally compact group G, let α and β be commuting actions of K and H on D and consider the diagonal actions on the induced algebras as before. We view
pre-imprimitivity bimodule with module actions and inner products defined by
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Proof of Theorem 1. Here G is abelian and we need an action γ of G on X such that
(see [C, CMW] ). For x ∈ X 0 , we define γ χ (x)(s) χ(s)x(s) and it follows immediately from the formulas (1·1) that (1), (2) and (3) hold for a ∈ A 0 , b ∈ B 0 and x, y ∈ X 0 . From (2) or (3) it follows that γ χ is isometric for the norm on X 0 and hence extends to an isometry on the completion X; now (1) implies that γ χ is an automorphism of X in the sense of [C] . Since χ → γ χ (x): G → X 0 is continuous with respect to the inductive limit topology on X 0 , it follows that γ: G → Aut X is a strongly continuous action on X. The formulas (2) and (3) extend to x, y ∈ X by continuity and hence (X, γ) is the required Morita equivalence. [Bl] and [Ø] . Throughout ds will denote left Haar measure and where one would naturally use right Haar measure in defining Ind
Keeping our previous notation, we write
We identify functions ξ, η ∈ E H which agree locally almost everywhere. For ξ, η ∈ E H , there is a Radon measure ν ξ,η on G/H such that
The induced Hilbert spaces Ind
with inner products ξ, η ν ξ,η (G/H) and ξ, η µ ξ,η (K\G). (D, β) , which is faithful if ρ is. To see that τ ⊗ U is a unitary representation of K, just note that it differs from the restriction to K of Blattner's induced representation Ind G H V only by the presence of the unitary U k ; it is straightforward to check that this too is a unitary representation of K.
The induced representations Ind
G H V and Ind G K U act on these spaces by ((Ind G H V ) t η)(s) = η(t −1 s) and ((Ind G K U ) t ξ)(s) = ξ(stξ, η ∈ F H , choose ϕ ∈ C c (G) such that T H ϕ ≡ 1 on supp ξ supp η and then ξ, η = G ϕ(s) ξ(s), η(s) ds. (1·3) Similarly, if ξ, η ∈ F K and ψ ∈ C c (G) satisfies T K ψ ≡ 1 on supp ξ supp η, then ξ, η = G ψ(s −1 ) ξ(s −1 ), η(s −1 ) ds. (1·4) Lemma 1·1 ([F, lemma 2·3]). If D is a linear subspace of Ind G H H ρ such that (1) ξ is continuous for all ξ ∈ D, (2) D is invariant under pointwise multiplication by functions in C c (G/H) and (3) {ξ(s): ξ ∈ D} is dense in H ρ for all s ∈ G, then D is dense in Ind G H H ρ . Proposition 1·2 (cf. [LR, proposition 2·3]). Let (ρ, U × V ) be a covariant represen- tation of (D, K × H, α × β). For g ∈ Ind G H (D, β), k ∈ K and η ∈ Ind G H H ρ define (Ind G H ρ(g)η)(s) = ρ(g(s))η(s) and ((τ ⊗ U ) k η)(s) = U k η(k −1 s). Similarly, for f ∈ Ind G K (D, α), h ∈ H and ξ ∈ Ind G K H ρ define (Ind G K ρ(f )ξ)(s) = ρ(f (s))ξ(s) and ((σ ⊗ V ) h ξ)(s) = V h ξ(sh). Then (Ind G H ρ, τ ⊗ U ) is a covariant representation of (Ind G H (D, β), K, τ ⊗ α) and (Ind G K ρ, σ ⊗ V ) is a covariant representation of (Ind G K (D, α), H, σ ⊗ β). Moreover,
It remains to check the covariance condition. Let
Then, using the covariance of (ρ, U ), we calculate (Ind
At various points we shall want to apply this construction to different covariant representations. Of particular importance will be one which yields spatial implementations of the reduced crossed products:
with ρ 1 faithful and we apply the construction of Proposition 1·2 to
factor through faithful representations of the reduced crossed products.
Proof. For any covariant representation (ρ
Since T is isometric and is surjective by Lemma 1·1, we deduce that the integrated forms of these two representations have the same kernel. Now consider (ρ 2 ,
is equivalent to the regular representation induced from π, we deduce that ((Ind 
is an imprimitivity-bimodule representation of A X B and such that
We divide the proof of Theorem 1·4 into three steps.
Proof. It follows from (1·5) and the definition of
Then we can use (1·2) and (1·4) to compute:
Taking inverses of all the variables, and gathering the modular functions in one function µ, this becomes
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Using Fubini's theorem, our integral becomes
where the last equation follows from (1·3) and supp πX(
Proof. We verify the first equation using (1·2) and the covariance of (ρ, U × V ):
The second equation follows from similar calculations.
Proof of Theorem 1·4. From Lemmas 1·5 and 1·6 we have
for x ∈ X 0 and ξ ∈ F K . Thus π X (x) is bounded with π(x) x and extends uniquely to a bounded operator from Ind
is norm-decreasing, it extends to all of X and Lemma 1·5 implies that πX(x) extends to give an adjoint. Thus Lemma 1·6 gives the equations
K , and the covariance of (ρ, U × V ), to compute:
We now apply this Theorem to the particular covariant representations which we know give faithful realisations of the reduced crossed products (see Corollary 1·3).
Corollary 1·7 (cf. [Kas, Theorem 3·15] , [QS, Theorem 4·2] 
Proof of the main theorem
We aim to make the bimodule X r into a Morita equivalence between the inflated systems by constructing a compatible coaction of G on X r . To make this precise, we recall from [ER1] 
We use the realisation of X r from Corollary 1·7; thus A r = Ind G To simplify our formulas, we write δ A = δ Ar • π A , so that δ A is the integrated form of the same representation viewed as a map on the full crossed product. There are similar formulas for δ Br and δ B δ Br • π B .
We know from Theorem 1·4 that to represent X by operators on Hilbert space we just need a covariant representation of (D, K × H, α × β). To construct the coaction δ Xr , we apply Theorem 1·4 to the covariant representation (ρ⊗1, (U ⊗λ G | K )×(V ⊗1)) and then twist the resulting representation of X by a version T of the canonical 'multiplicative unitary' W G which plays a fundamental role in duality for nonabelian groups [Kat, BS] . In the calculations which follow, we view elements of, for example, F
