A mixed boundary value problem for TFT/LCD: Analysis and numerical methods  by Kim, Myoung-Nyoun & Sheen, Dongwoo
PERGAMON 
An In~mdonal 
computers & 
mathematics 
wHh q~k.Nk.. ,  
Computers and Mathematics with Applications 39 (2000) 107-123 
www.eisevier .nl/locate/camwa 
A Mixed 
Boundary Value Problem 
for TFT/LCD: 
Analysis and Numerical Methods 
MYOUNG-NYOUN KIM AND DONGWOO SHEEN 
Department of Mathematics, Seoul National University 
Seoul 151-742, Korea 
<mnkim><sheen>Cmath. snu. ac. kr 
(Received November 1998; revised and accepted July 1999) 
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1. INTRODUCTION 
Liquid crystals (LCs) are mesomorphic phases of materials whose mechanical properties and the 
symmetry properties are intermediate between those of liquid and solid crystal phases [1]. Liquid 
crystals may be regarded as anisotropic fluids in the sense that the materials are composed of 
rod-like molecules displaying orientational orders unlike liquids, but lacking the lattice structures 
of solids. Their anisotropies are evident in the transmission of light; for example, a nematic liquid 
crystal is optically uniaxial (see [2]). 
There are three principal kinds of LCs; nematics, cholesterics (chiral nematics), and smectics. 
Nematics in the underformed state are both macroscopically and microscopically homogeneous. 
The great majority of known nematics belong to the simplest ype resembling rods whose typical 
dimensions are 5 A by 20 A, which assume the same physical properties, say the mirror symme- 
try, if their heads and tails are exchanged. Chiral nematics resemble helical springs, similarly, 
to nematics' resembling rods, but have chirality which are subject o left- or right-handed orien- 
tation. If only heads and tails of chiral nematics are exchanged, they may have same chirality 
without any change in the neighboring molecules. However, if heads and tails of chiral nematics 
are exchanged through mirror, they may have opposite chirality with changes in the neighboring 
molecules. Smectics have various layer structures. In each layer, the molecular centers of mass 
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are arranged randomly, and in this sense each layer can be regarded as a two-dimensional liquid, 
but the liquid layers may be either isotropic or not (see [3]). Comprehensive explanations about 
the physics and mathematics of liquid crystals can be found in [4-7] and the references therein. 
The twisted nematics (TN) and super-twisted nematics (STN) are most commonly used chiral 
nematic materials for thin-film-transistor liquid crystal displays (TFT-LCD). The lateral field 
effects in the cell of TN and STN, which are important, have been investigated theoretically and 
experimentally by several authors (see [8-10], etc.). We will investigate on numerical methods 
for solving LCD with chiral nematic for calculating the orientation of molecules and the light 
transmission. 
Several results are well known on the existence, regularity, and singular solutions of the min- 
imization problems corresponding to Dirichlet boundary value problems; see [7,11] and the ref- 
erences therein. However, the same questions for the minimization problems corresponding to 
mixed boundary value problems were not yet known. The purpose of this paper is to establish 
existence results for mixed boundary value problems. For this, the natural boundary conditions 
which are used in the paper are rederived in explicit form together with the governing equa- 
tions (2.9a) and (2.9b). Some numerical methods for time-independent and -dependent problems 
are also investigated. Numerical results axe also given in the last section. 
2. GOVERNING EQUATIONS 
The kinematic variable in the nematic and cholesteric phases may be taken to be the optic axis, 
a unit vector field n, called the director, defined in the region ft in R 3 occupied by the material. 
The director indicates the average molecule direction at every point. The quantities n and -n  
are physically equivalent, and thus, only a particular optic axis is distinguished. In addition, LC 
media are supposed to be nonmagnetic and transparent in a given range of frequencies. 
In this section, we examine the elastic and electric energy densities to obtain the governing 
equations (2.9a) and (2.9b) with strong anchoring and natural boundary conditions. 
2.1.  P re l im inar ies  and  Notat ions  
The following Green's Theorem [12,13] will be useful: if a and b are three-dimensional vector 
fields, then 
~ Vx a" bdx = ~ a" Vx bdx + ~o ~ x a" bda, 
where ~ denotes the unit outward normal to cOft, the boundary of a Lipschitz domain ft. By Vn 
we designate the Jacobian matrix for a three-dimensional vector field n 
Onl Onl Onl 
Ox Oy Oz 
On2 On2 On2 
8x Oy Oz 
0n3 0n3 On~ 
8x Oy Oz 
The following formulae will be used in several places: for 
[Vn[ 2 = tr(Vn) 2 + [Vx n] 2, 
IVx  nl 2 = (n. Vxn)  2 + In x Vx  nl 2, 
V. ((Vn) n) = tr (Vn) 2 + (VV.n) • n, 
(Vn) n = -n  x Vx n. 
Let X be a Banach Space and let f : X -* R U {o¢}. Then, f is said to be 
1. 
three-dimensional vector n with In[ = 1, 
(2.1a) 
(2.1b) 
(2.1c) 
(2.1d) 
(sequentially) lower semicontinuous if lim infn-~oo f(xn) >_ f(x) whenever xn --* x in X, 
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2. convex if t f (x)  + (1 - t ) f (y)  >_ f ( tx  + (1 - t )y) ,Vx,y  E X, 0 < t < 1, 
3. (sequentially) weakly lower semicontinuous if liminf,~__.~ f (xn)  >__ f (x)  
whenever xn ~ x weakly in X, and 
4. coercive if f (x)  > all x II E x,  for some a > o,/~ E R. 
The following theorem is standard from functional analysis [14]. 
THEOREM 2.1. Let X be a reflexive Banach Space. Suppose that f : X --* R U { co } is weakly 
lower semicontinuous and coercive over X. Assume also that there exists Xo E X with f(xo) < o0, 
then the minimization problem infz, ex f (x ')  has at least one soldtion x E X,  i.e., 
f (x )= inf f (x ' ) .  
x'EX 
Let ~ be a bounded domain with a Lipschitz continuous boundary F, i.e., there exists a 
Lipschitz continuous chart at each point of it (see [12,15]). Let Fd be a portion of the boundary F
with ]Fdl > 0 and set rn = F \ rd. 
The L2(f~) inner product will be denoted by (., .). By HJ(f]) we mean the standard Sobolev 
Space of square integrable functions whose derivatives up to order j are also square integr- 
able [12,15]. We will also use the standard notations for the corresponding Sobolev Space norms. 
Let S 2 denote the three-dimensional unit sphere, i.e, S 2 = {n E R3; In I = 1}. Also, the set of all 
three-dimensional unit vector fields in HJ(~) will be designated by HJ (f~, $2). The space of all 
traces of elements in HJ(~) to the boundary portion F' C F will be denoted by HJ-1/2(F ') as 
usual. The completions of C~(f~) and C~(g~) in HJ(~) with respect o the norm of HJ(f~) are 
designated by H j (f~) and H j (~), respectively. We shall also use the following spaces: 
H 1 (~,S  2) ={vEH I ( f~,S2) 'v l r .  0}' H 1 {v H I 0}. r , ,  , = , e 
2.2. Free Energy Density 
The distortion energy density in liquid crystals is given by 
I k 1 i k Wd(n, Vn) = ~ l(V.n)2 + ~k2(n .V× n)2 + ~ 31nx •xn[  2 
+21 (k2 + k4) [tr(Vn) 2 - (trVn) 2] +qk2(n -  Vxn)  , 
(2.2) 
which is the fundamental formula of the continuum theory for nematics [1,3,8,11]. The elastic 
constants kl, k2, and k3 are associated with the three basic types of deformation, splay, twist, 
and bend moduli, respectively. Frank suggested to call k2 + k4 as the saddle-splay modulus. The 
dimension of F4 is energy/cm. In (2.2), q denotes the chirality of the LC, where the pitch of the 
medium is defined to be p = 27r/q. 
If q = 0, (2.2) reduces to the energy density for nematics and Wd(n, Vn) > 0 if and only if the 
following Ericksen's inequalities hold: 
2kl > k2 + k4, k2 >_ Ik41, ka >_ 0. (2.3) 
For the chiral nematics Wd(n, Vn) > -qk2/2 if and only if 
k2 + k4 = 0, kl, k2, ks k 0. (2.4) 
Obviously, (2.4) implies (2.3). 
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In the special nematic case kl = ks = k3 -- k and q = 0, thanks to (2.1a) and (2.1b), the 
deformation energy density becomes 
W d (n, ~Tn) = ~k ((~7.n)2 + [ ~Yx n [2)+ ~(k  +k4) [ t r  (Vn)2 _ (tr Vn)2] 
(2.5) 
k [Vn[ 2 + k4 [tr (Vn)2 _ (trVn)2] 
=3 T 
Furthermore, if k4 = 0, then the energy density reduces to the integrand of the well-known 
harmonic mapping of ~ into S 2. The last term of equation (2.5) does not contribute to the 
governing equation (2.9a) to be derived in Section 2.3. 
Since we are interested in TN and STN, we shall assume that (2.4) holds in what follows. 
Hence, (2.2) will be considered in the form 
1 [2 Wd (n, Vn)= ~lkl (V'n)2 + ~lk2 (n'  Vx n)2 + 5k31n × Vx n + qk2 (n. Vx  n). (2.6) 
Let us turn to consider the behavior of electric potential affected by the director fields. Under 
the presence of the electric field E, the displacement vector (or electric inductance) D is given 
by D = e0eE. Here, the dielectric tensor for TN e dependent only on the director n is given by 
(n) = - ev) n ® n + evI, 
where ep and ev are the dielectric constants parallel and perpendicular to the director such that 
the electric displacement d in a material subject o an electric field E, with a preferred irection 
represented by n, is given by 
or equivalently, 
d = ep(E.  n) n+ ev (E -  (E.  n) n), 
d = ea (E.  n) n+ evE, 
where ea := ep - ev is called the dielectric anisotropy [7,8]. We assume that the medium is a 
positive material, i.e., ep > ev > 0. Also, notice that if 2ev > ep > 0, e(n) is a positive-definite, 
tensor. Therefore, we assume that 
2ev >ep>ev >0.  
In the static case with no free charge, Maxwell's equations are given by 
V.D = 0 and V x E = 0. 
Hence, we may assume that the electric field E is derived from the voltage distribution u through 
the relation E = -~Tu. Hence, the contribution of u to the energy density is given by 
1 1 
We (Vu, n) = -~E.  D = -~Vu.  e0e(n) Vu. 
Note that -We(Vu,  n) is convex in the first argument. 
2.3. Reder ivat ion  of  Govern ing Equat ions  and Boundary  Condi t ions  
In this section, we rederive governing differential equations and natural condition in some 
convenient explicit form. 
Let n d E H1/2(Fd, S ~) and Ud E H1/2(rd) be given data. We are interested in the problem to 
find a minimizer (or stabilizer) (n,u) E H1([2, S 2) × Hl(f~) of the following functional: 
w (Vu, n, Vn) = (n, Vn) + we (Vu, n)) dx, 
with n[r,~ =nd and u[r,~ = Ud. 
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We introduce formally the Lagrangian undetermined function A to circumvent the normality 
condition In] = 1. We have the minimization problem of the augmented functional over the whole 
function space (see [3]) 
W' (u, n) := W (Vu, n, Vn) + 2 
Hence, the following two variations are to be satisfied: 
We then have 
d t=oW'(u'n+ tn') = 0, 
d s=oW'(u + su',n) = 0, 
g 1 n 'E [  r,,(a)] 3 
u t E H 1 r. (a). 
(2.7) 
fn {kl (V.n) (V.n') + k2 (n- V× n) (n. V× n' + n'- V× n) 
'[-k3 (n X VX n) • (n X V× n' + n / x Vx n) + qk2 (n. Xyx n' + n ' .  Vx n) (2.8a) 
-co (e; - ev) (n. Vu) (n' .  Vu) - An. n'} dx = O, 
fa (c0~Vu) • Vu' dz  = O. (2.Sb) 
Using Green's Formula in [12] under the additional assumptions n E H~(f~, S2) and u e H2(f~), 
we obtain 
fn{ -V  (klV.n) + Vx (k2 (n. Vx n) n) + k2 (n. Vx n) Vx n 
+Vx (ka(nxVxn)  xn) -ka(nxVxn)xVxn 
+Vx (qk2n) + qk2Vx n - eo @p - ev) (n. Vu) Vu - An}. n' dx 
+ fr {kl(V.n)v.n' +k2(n. Vxn)n . (vxn ' )  
r t  
+k3 (n x Vx n).  (v x n') + qk2n. (v x n')} da = O, 
~-V.(eoeVU)u'dx + fr v.(eoeVu)u'da=O, 
n 
where v denotes the outward unit normal vector on F. Therefore, the governing equations are 
given as follows (see [8]): 
h(Vu,  n, Vn) - V (klV.n) - Vx (k2 (n. Vx n) n) - k2 (n. Vx n) Vx n 
-Vx  (k3 (n x Vx n) x n) - k3Vx n x (n x Vx n) (2.9a) 
-Vx  (qk2n) - qk2Vx n + e0 (~p - (~v) (n. Vu) Vu + An = 0, 
V. (eoeVU) = O. (2.9b) 
Split equation (2.9a) into 
h (Vu, n, Vn) = H (Vu, n, Vn) + A (Vu, n, Vn) n, (2.10) 
where the molecular field H = H(Vu, n, Vn) is given by 
H (Vu, n, Vn) = klV (V.n) - k2Vx ((n. Vx n) n) - k2 (n. Vx n) Vx n 
-k3Vx ( (nxVx  n)xn)  - k3Vx nx(nxVx  n) (2.11) 
-2qk2Vx n + eo (ep - ev) (n. Vu) Vu. 
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Due to the normality constraint, 
A (Vu, n, Vn) = -n .  H (Vu, n, Vn),  
so that 
h (Vu, n, Vn) = H (Vu, n, Vn) - n (n.  H (Vu, n, Vn) ) .  
After expansions and eliminations, the field h = h(Vu, n, Vn) can be written in the form 
REMARK 2 .2 .  
(2.12) 
h (Vu, n, Vn) = (kl - k2) (V (V.n) - (n. (V (V.n))) n) 
+k2 (An-  (n. An) n) - 2k2 (n. Vx n) (Vx n -  (n. Vx n) n) 
+ (k3 - k2) ((Vx n.  V) n + (n. V) Vx n) x n (2.13) 
-2k3 (((n. V) n) x Vx n -  ((((n. V) n) x Vx n).  n) n) 
-2qk2 (Vx n -  (n. Vx n) n) e0 (ep - ev) (n. Vu) (Vu - (n. Vu) n). 
Note that h(Vu, n, Vn) is the orthogonal projection of the molecular field H(Vu, 
n, Vn) to the plane perpendicular to the director field n. Thus, it follows that n.  h(Vu, n, Vn) 
~0.  
Since u. (v x n') = n ' .  (n x u), the boundary conditions on F,~ are expressed as follows: 
kl (V.n) v + (k2 (n. Vx n) n + k3 (n x Vx n) x n + qk2n) x u = 0, (2.14a) 
(e0eVu) • u = 0. (2.14b) 
Boundary condition (2.14a) on Fn can be equivalently given by 
V.n = 0, (2.15a) 
BT (n) : = Pr [k3V x n + (k2 - k3) (n. V x n) n + qk2n] = 0, (2.155) 
where PT denotes the trace of the orthogonal projection on the boundary Fn, that is, if v is a 
vector, 
P ,v  = v -  (u .v)  v = -u  x (u x v). 
REMARK 2.3. Note that the governing equations (2.9a) and (2.9b) preserve the equivalence of n 
and -n .  Also, if we take the cross products of (2.15b) with n, we have the following condition: 
v- (n x Vx  n) = 0, rn. (2.16) 
2.4. S teady-State  P rob lem 
We are now ready to state the following mixed boundary value problem: for given boundary 
data nd E H1/2(Pd, S 2) and Ud 6 H1/2(Fd), find n 6 HX(f~, S 2) and u 6 Hl(f~) such that 
h (Vu, n, Vn) = 0, f~, (2.17a) 
V. (e0eVu) = 0, ~, (2.17b) 
u = Ud, Fd, (2.17c) 
(£0£VU) • / ] = 0, rn ,  (2.17d) 
n = rid, Fd, (2.17e) 
V.n = 0, Fn, (2.170 
Br (n) = 0, Fn. (2.17g) 
Assume that lad satisfies the mirror symmetry condition, and the director solutions n are sought 
to satisfy the same mirror symmetry condition, which is immediate: for the governing differen- 
tial equations and the boundary conditions in (2.17) contain an odd number of n itself or its 
derivatives. 
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3. EX ISTENCE RESULTS 
By our derivation of problem (2.17), it is clear that the minimizing solutions (n, u) E HI (~,  S 2) 
× Hi(12) to the augmented functional (2.7) are the solutions to (2.17). In order to show the exis- 
tence of solution to the mixed boundary value problem (2.17), we will follow the arguments given 
in [11] (which were developed for the minimization problem with a strong anchoring condition). 
Since Wd and -We are convex in their second arguments, if we show that they or their induced 
functionals are bounded from below, i.e., coercive on some nonempty solution space, then The- 
orem 2.1 implies the solvability of their minimization problems, respectively. For this purpose, 
we introduce the so-called surface nergy density which does not contribute to the governing 
equations (2.9a) and (2.9b) of the problem. This is one of the key points to prove the existence 
of minimizers of the functionals given by Hardt and Kinderlehrer [11]. 
3.1. Ex is tence of Solut ions 
Let A(nd) and B(ud) be the sets of admissible variations as follows: 
A(nd)={neH'(~,S2);nlr,,=n~}; B(ud)=(uEHl(f~);utr,=ud}. 
Then A(nd) ¢ ¢ and B(ud) ¢ ¢ due to the following result from [16, p. 174]. 
LEMMA 3.1. Suppose S is any closed set in R N. Then there exists a continuous linear extension 
operator Eo from Lip.r(S ) into Lip~(Rg), if0 < "y _< 1. Moreover, the norm of this mapping Eo 
has a bound independent of the closed set S. 
Here, for a closed subset S C ~Y we denote by Lip~(S), 0 < 3, _< 1, the Banach space of all 
continuous functions on S with the norm 
]lV][Lip.y(S) = sup ]v (x)] + sup Iv (x) - v (y)] 
=es =,~es t z -  yl ~ 
x=~y 
Consider the solution operator ti : Hx(fl, S 2) - ,  B(ud) such that, for given n E HI(f~,S2), 
u -- ti(n) E B(Ud) solves the following elliptic problem: 
V. (e0c (n) Vu) = 0, ~, (3.1a) 
(eoe (n) Vu) • ~, = o, r,,. (3.15) 
By the assumptions on ep and ev, there exists a unique solution to (3.1) for any n E HI(f~, $2). 
Therefore, ti is well defined. Due to the conditions on ep and ev, such a solution u = ti(n) also 
satisfies the following estimate: 
/~ dx 2 C1 Ilull~ < we ( re  (n), n) < 62 Ilull~ < 63 ludll/2,r,,, (3.2) 
with positive constants C1, C2, C3 depending only on •. 
Notice that (n, ti(n)) solves (2.17) if and only if n minimizes 
n, Vn) = fn wd (n, Vn) + We (Vti (n), n) W (vti (n), dx 
over n E A(nd). We will show that the above minimization problem has a solution. 
To begin with, as given in [11,17], let us look at the term 
1 [tr (Vn)2 - (V.n)21 Sr (n, Vn) := 
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in equation (2.5), which is the divergence of (1/2) [(Vn) n - (V.n) n] observed by Oseen [18], and 
independently, by Ericksen [5]. Therefore, if n E A(nd) satisfies (2.14a) on Fn, the divergence 
theorem, (2.15a), (2.16), and (2.1d) lead 
1 f r  [(Vn) n - (V'n) n] " vda Sr (n, Vn) dx = -~ 
1 f~ [(Vnd) nd (V.n~) rid] ~d~. 
2 ,l 
Since the last integral depends only on the trace of n and its tangential derivatives, it is dependent 
only on the given data rid, and thus, it is constant. Hence, St(n,  Vn) does not contribute to the 
equilibrium equations for the elastic free energy functional, and for this reason it is called null 
Lagrangian. In this sense 
1 
Sr (n, Vn) := ~ [(Vn) n - (~.n) n] 
is called the surface energy density of the medium. We summarize the above result in the following 
lemma. 
LEMMA 3.2. For any Lipschitz function nd defined on the Lipschitz continuous boundary por- 
tion Fd of ~ with ]rid[2 = 1, there is a number Sd such that Sd = f~ Sr(n, Vn)dx for all 
n E A(nd) satisfying (2.14a) on Fn. 
Set W~ = Wd + aSr, where a = min { kl, k2, k3 } > 0. By (2.1a), (2.1b), the normality of n, 
and Young's inequality [19], we have the following lower bound for W~(n, Vn): 
1 
W~ (n, Vn) _> ~a IVn I 2 + qk2 (n. Vx n) 
1 ]2 1 1 _>~a]Vn -~c~ IVxn[  2-a-(qk2) 2
1 ]2 1 > -~a IVn  - -a (qk2)2 "
Due to (3.2) and the normality of n, the above estimate yields to 
(V~ (n),n, Vn) + a Jn f Sr (n, Vn) dx > ~llVnll 2 - I~/a (@2)= - c31u~ll/2,r,, w 
1 
_> ~a [l ive (n)II = + Ilnll e + IlVntl 2] - I~__[a (qk2)2 
_C3 (l +_~C2) ludll/2,r, ' 
4 '  
which shows that W(V~(n), n, Vn) is coercive. On the other hand, for some constant C > 0 
depending only on kl, k2, ka, q, %, e~, ua, and ~, 
IW(V¢ (n),n, Vn)[ < C [liVnll 2 + 1]. 
Hence, the compactness of the embedding ofHl(fl) into L2(~) implies that W(V¢(n), n, Vn) is 
weakly lower semicontinuous onA(nd). By Theorem 2.1, we arrive at the following result. 
THEOREM 3.3. Let nd be a Lipschitz continuous function defined on the Lipschitz continuous 
boundary portion I'd of fl with [nd [2 = 1. Then, there exists an n 6 A(na) such that 
W (V(I) (n), n, Vn) = inf W (V(I) (n'), n', Vn'). 
n'6A(n,t) 
Therefore, the solutions of problem (2.17) exist as minimizers of (2.7). 
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3.2. The  Evolut ion P rob lem 
The nonlinear fields h(Vu, n, Vn) are often simplified conveniently for the numerical calcu- 
lation. Moreover, the stationary solutions for LC medium are obtained by the dynamic equa- 
tions (3.4), for which explicit time-stepping schemes are applicable [8-10]. 
The dynamic motions for the liquid crystals n are described by the following equations: 
dn On h 
-= + (v. V) n = - + (n. V) v -  ~n(((n.  V) v). n), (3.3) 
dt Ot 7 
where v is the velocity, V the viscosity, and (f a dimensionless kinetic coefficient of the medium 
(see [3, pp. 158-159]). In practice, (v. V)n, (n.  V)v, and n(((n.  V)v). n) are neglected since 
they are small enough compared with the other terms of h [8,9]. We therefore, consider the 
following problems. Set J = (0, T) for some T > 0. Then, for the time-independent boundary 
data nd[r,L E [H1/2(Fd)] a and ud[r E [H1/2(F)] 3, find n = n(x,t) and u = u(x, t ) ,  x E ~-l, t E J, 
such that 
c~n 
7-~ = h (Vu, n, ~Tn), ~ x J, (3.4a) 
V. (e0eVu) = 0, 12 x J, (3.4b) 
u = Ud, Fd x J, (3.4c) 
(e0eVu) • ~ = 0, Fn x J, (3.4d) 
n = nd, Fd x J, (3.4e) 
V.n = 0, rn x J, (3.4f) 
Br (n) = 0, Vn x J, (3.4g) 
with initial data n(.,0) = no('), u(.,0) = u0(') given in ~ so that h can be calculated by 
using (2.13). In the above, again it is assumed that [ndl : In0] = 1, --rid and -no  being identified 
with nd and no, respectively, and that the director solutions n are required to satisfy the same 
mirror conditions, by the same reasoning as for problem (2.17). The viscosity coefficient V is also 
called Leslie's coefficient. 
Due to Remark 2.2 and the normality In[ = 1, one sees that 
10ln{ 2 
~7- -~-  = 0 = n.  h (~7u, n, Vn),  (3.5) 
which shows both sides of (3.4) are orthogonal to n. We shall use this property later in the 
numerical approximation. 
The question about the solution of problem (3.4) tends to the steady-state solution of (2.17) 
is open. In some special cases for time-independent problems with Fn = ¢, the solutions are 
singular [11] and even infinitely many solutions exist [20]. Therefore, there are possibilities that 
the time-dependent solutions to (3.4) blow up, or even, oscillate. 
REMARK 3.4. The weak formulations of problems (2.17) and (3.4) are immediate. Indeed, by 
taking the L2(Q) inner product of (2.13) and a test function n ~, integrations by parts of the 
resulting integrals with applications of boundary conditions will lead the weak formulation for 
the director fields. Equivalently, it can be derived from (2.8a), (2.11), and (2.12). Set 
(u; n, n') = ./o kl (V.n) V. In' - (n' .  n) n] a 
+ k2 (n. Vx n) n.  V× [n'(n' .  n) n] 
+ k2 [(n. Vx  n) Vx  n]. In' - (n'. n) n] 
+ k3 [(n x Vx n) x n]. Vx In' - (n'. n) n] 
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+ k3 (Vx n) x (n x Vx n).  [n' - (n'. n) n] 
+ 2qk2Vx n. [n' - (n '  n) n] 
- eo (ep - ev) (n. Vu) Vu. [n' - (n'. n) n] dx, and 
b (n; u, u') =/~ (e0e (n) ~Tu). Vu'  dx. 
I 
The weak formulation of problem (2.17) is then given as follows. Find n E A(nd) and u E B(ud) 
such that 
a(u;n,n')  = 0, n' E [Hrl,,(f})] 3 , 
b (n; u, u') = 0, u' E grl, (f~). 
Similarly, the weak formulation of problem (3.4) is given by, find, for each t E J, n(t) = n(., t) E 
A(nd) ,  and u(t) = u(., t) E B(Ud) such that 
(On)  n, H1 ~ ~,  n '  - a (~; n, n ' )  = 0, • [ F,, (~)]  , 
b (n; u, u') = 0, u' • H~,, (~),  
with n(0) = no, u(0) = u0. 
4. NUMERICAL  METHODS 
We consider several numerical methods for the steady-state and the time-dependent prob- 
lems (2.17) and (3.4). We begin with some remarks on numerical schemes for the minimization 
problem (2.7). There are several numerical approaches [21-24]. Relaxation and over-relaxation 
methods and a fractional time method were used in [21]. Finite element methods for the minimiza- 
tion of Landau-de Gennes free energy functional for order parameters corresponding to directors 
were studied in detail by Davis and Gartland [25]. 
Numerical methods for liquid crystals for the simplest case results in the minimization problem 
of harmonic maps: for 9 E HX/2(Of~, S 2) find 
u0 E H i (f},S 2) := {u E g 1 (f~,R3);lul = 1 a.e., ulon = g} 
such that Uo minimizes the energy functional 
J(v) := ~ IWl 2 dx 
over v E H~(f~, $2). The standard algorithms are essentially based on the following steps. 
Step 0. Choose an initial approximation u(°); set u p = u (°). 
Step 1. Repeat Steps A and B until convergence. 
Step A. Find u e HI(~,R 3) with ulon = g on 0f~ such that J (u) < J(u(P)). 
Step B. Set u (p) = u/lu [. 
Although J(u) is decreased in Step A, the efforts in Step A may not be achieved in the 
normalization step (Step B). Alouges [26,27] approached from a different direction by observing 
that if Iv(x)I _> 1 a.e., 
, ,v 2 
V]~ < ]VvI 2 a.e., 
which implies that the renormalization step decreases the energy. Based on this fact, the algo- 
rithm of Alouges for the above Steps A and B given u E HI(~, R3), states as follows. 
Step A. Find w E K~ :-- {w E HI(~,R3), w' u = 0 a.e.} which minimizes 
~ IV (u - w)l 2 dz, over w E Ku. 
StepB. Setu=(u-w) / I  u-w I. 
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Since v = u - w satisfies [v(x)l 2 = lu(x) - w(x)l 2 = 1 + Iw(x)l 2 _> 1 a.e, the renormalization 
Step B decreases the energy. 
It will be shown later that the standard explicit forward-Euler scheme satisfy similar properties 
for problem (3.4). Prom now on we will restrict o the case of mixed boundary value problems. 
The numerical treatment of minimization problem will be considered in a forthcoming paper. 
4.1. F in i te Dif ference Scheme 
We use the forward-Euler time stepping in the time discretization and the central difference 
space discretization for the finite difference approximation of (3.4). 
For the simplicity of exposition, let 12 = (0, Lz) x (0, Ly) x (0, Lz), and N~, Nv, Nz be positive 
integers. Then set Ax = Lx/N~, Ay = Ly/Nu, Az  = Lz/Nz,  and At > 0 be a time step. Set 
h = max{Az, Ay, Az}. 
Set f~d,k = f ( iAx ,  jAy ,  kAz, lAt). Then the following kind of centered ifference approxima- 
tions: 
~x ( iAx , jAy ,  kAz,  IAt) ,,~ 
f ~-4-1,j,k l - f L l , j , k  
2Ax 
f l  l , f -- -- f~+l, j - l ,k  -}- 02f (iAx,jAy, kAz, lAt) ~ i+l,j+l,k f~-l , j+l ,k i - l , j - l , k  
OxOy 4AxAy 
f l  l l -- A- f~-l,j,k 02f  ( iAx , jAy ,  kAz,  iAt ) ~ i+l,j,k 2f~,j,k 
OX 2 Ax 2 
are of O(h 2) schemes, and 
f l+ l  l 
( iAx , jAy ,  kAz,  lAt) ~ i,j,k - f~,j,k 
At 
is of C0(At) scheme. Let h~j,k denote the finite difference approximation to the nonlinear terms 
in (2.13) with the above difference schemes. We shall denote the corresponding finite difference 
operators for V,V., and Vx by Vh, V'h, and Vx h. Discrete solutions at lth time step will be 
also denoted by u~ and n~. Also, set 
/+i/2 /" I+i/2 I+I/2~ n/+I /2  ~u I+ I /2 ]  
The explicit scheme is given by the following. 
Step 0. Choose an initial approximation n~ such that In~l = 1. 
Step 1. For l = 1, 2, 3 , . . . ,  until convergence, do 
Step la. solve the potential equation for u~ 
v h Vh4)  = 0, a, 
U / ~ U d, I~d, 
r. ;  
Step lb. solve the field equations for n~ +1/2 
n~+'/2 _ n~h = hlh, f~, 
7 At 
n/+l /2  ~-- rid, ~d, 
V l+1/2 • hllh = O, Fn, 
Brh (nlh+l/2) = O, ~n; 
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Step lc. normalize n/+1/2  
l+~/2 
n/+l  . _  ~h 
' - -  I+1/2 " 
nh  
Several efficient methods can be used for Step 1.A, such as SOR and ADI, since the resulting 
linear algebraic problem is positive-definite. We turn to analyze Step 1.B. Let us take the inner 
product of the governing difference quation in Step 1.B and n~. Then since h~ is orthogonal 
to n~, we have 
n~. +1/2. n~ = n~.. n~ -- 1. 
l+1/2 
Since In~l -- 1, this implies that n h _> 1, and therefore, the normalization procedure in 
Step 1.C is always valid. The overall convergence rate of the above scheme is O(h 2 + At) and 
the Courant-Friedrichs-Lewy (CFL) condition, At/h 2 <_ C, should be satisfied. 
4.2. Imp lementat ion  of  the Natura l  Boundary  Cond i t ion  
Several strategies to accelerate the convergence may be used in implementing the natural 
boundary condition (2.17d). In many cases, one uses additional grid points inside the domain 
of the interest. Such points in addition, to the boundary points are used for the computation of 
the derivatives on the boundaries. In our case, only the first derivatives appear in the formulae, 
so this strategy is formidable. On the other hand, there are several alternatives for the edge 
points; for example, diagonal directions may be used as normal vectors at edge points, and so 
on. We assume that the edge points have two normal vectors, say, ( -1 ,  0, 0) and (0, -1 ,  0) on the 
edge (0, 0, z) and likewise on the other edges. Then we obtain the following upgrading formulae 
for u~ on the edge (0,0, z): for j = k = 0 and l = 1 , . . . ,Nz  - 1 
2Ax l l u l 
u l , j - l , k , l  "~" - -  (el2DyUh,j,k,l ÷ el3Dzuh,j,k,l) ÷ h,j+l,k,l, 
511 
Ulhd,k_l J = __2Ay (e21DxUlhd,k,1 + e23Dzulh ~ k l) + Uh,j,k+l,l,l 
~22 'J' ' " 
where c~Z £a/3(nlh,j ,k, l) ,  l l --- DxUh, j , k ,  l -~ (1/2AX)(Ulh, j .{_ l ,k , l  -- Uh , j _ l , k , l )  , and so  on .  Also, those  fo r  
the director field n~ on the same edge are 
l+1/2 = 2AxA~ ~ + l nh, j _  l,k, l • nh , j+  l,k, l ,  
z+1/2 - 2AyA~ ~ + l nh,j,k_l, l -- . nh,j,k+Ll. 
Here, Ai are 3 × 3 matrices, and ~i three-dimensional vectors for i = 1, 2, which can be expressed 
as follows: 
l k2k3(1 z 2 with c i = - (ni,h,j,k,l)) 
iil= ( (k~ 
(ka  - 
A~= 
ci 
2 l 2 ÷k3(ni,a,j,kj ) > 0 for i = 1,2, and 2 x 2 matrices 
k3) n~hjaO2+k3(k3- -k2)n~2hjk lnzh,3 jkL)  
l 2 ' ( ) k3) n~,h,j k,tnh,3 j,~ ~ (k3 -- ks) n~,h,j,k ~ -- k3 
2 
k z _ _ z l 5) (n3,hd,k,O k3 (ks k3) nl,hd,k,lnh,3d,k,l 
\ 
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Figure 1. The voltage distribution on the media: cross-sectional view to x direction 
at time 6.4 (sec). 
and two intermediate vectors 
( ' , ) Dyn2,h,j,k, l -}- Dzn3,h,j,k, l 
----" -- k3) dl + qk2) n3,h,j,k, l - k3Dynl,h, j ,k,  l , 
((k2 ka)dZl +qk2)  n~,h,j,k, z + z k3Dznl,h, j ,k, l  
( ' , Dxnl,h,j,k, l + Dzn3,h,j,k, l "~ 
= - ka)4 + qk )'  h kl + k3D n hj , ] 
( (k2  z z l k3) d 2 + qku) nl,h,j,k, l -- k3Dzn2,u,j ,k, l ] 
with two scalars 
d~ l l z l ~ = nl,h,j,k, l (Dvn3,h,j,k,l  -- Dznl2,hj,k,l) + n2,h,j,k, lDznl,h,j ,k, l  -- n3,h,j ,k, lDynl,h, j ,k, l ,  
d~ = l l l l l _nl ,h, j ,k, lDzn2,h, j ,k,  l + n2,h,j,k,l (Dzn~,h,j,k, l l -- Dxn3,h,j,k,l) + n3,h,j,k,lDxn2,h,j,k,l.  
5. NUMERICAL  RESULTS 
For the time evolution problem, we use the central difference scheme on the space variables and 
the forward difference scheme for the time variable. The leap-frog like scheme may be used for 
this situation but may be volatile since the problem contains the full nonlinearity of the original 
boundary value problem. 
The procedures tart from the initialization of the director vector field n and the voltage 
distribution u on the whole domain and the specifications of the boundary values for all unknown 
variables. At this stage some ambiguity still exists. The voltage distributions over the gap area are 
not known. Thus, we first find the voltage distributions on the gap using the harmonic equation 
which is satisfied by the voltage in the vacuum without charges. And then the voltage distribution 
is computed by solving equations (3.4b), (3.4c), and (3.4d) by the successive overrelaxation 
method. 
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The second step begins with updating the director field using the voltage distribution which is 
updated at the first step. This task contains the formation of the finite difference schemes for the 
nonlinear field h. To ease this work, we use the simplification of h as illustrated in (2.3). And the 
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6.4 (sec). 
director field must be normalized since it may not be a unit vector. Then the voltage distribution 
is sought using this new upgraded director field. The procedure continues until convergence. 
For the numerical experiment, we use the constants in [9], so the real dimensions for the pixel 
are 100 × 100 x 5micron 3, the busline width 10 micron, the gap size 10micron, and the pixel 
width 60 micron. Other constants for the equations may be found in [9-10]. We have chosen the 
space mesh 100 × 100 x 10, with the time step 1000 per second. The values of moduli are chosen 
such that kl = k2 = k3 = 12.5 x 10-Z2(N). We used the values of dielectric constants e0, %, 
and e, to be 8.854 × 10 -12, 7.3, and 3.6 Coulomb~/(Newton • meter2), respectively. The chirality q 
of the material has been set to be 20micron -1 and Leslie coefficient 0' to be 10 -6.  Finally the 
boundary potential distributions on the bus lines and pixels are given to be -8  and 2.6 Volts on 
the top side, while the bottom side is grounded. 
Below in Figures 1-6 are shown the cross-sectional voltage distributions and director field 
vectors to x, y, and z directions at the simulation time 6.4 seconds. 
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