A deep learning method for pathological voice detection using convolutional deep belief networks by Wu, Huiyi et al.
Wu, Huiyi and Soraghan, John and Lowit, Anja and Di Caterina, Gaetano 
(2018) A deep learning method for pathological voice detection using 
convolutional deep belief networks. In: Interspeech 2018, 2018-09-02 - 
2018-09-06. , 
This version is available at https://strathprints.strath.ac.uk/64290/
Strathprints is  designed  to  allow  users  to  access  the  research  output  of  the  University  of 
Strathclyde. Unless otherwise explicitly stated on the manuscript, Copyright © and Moral Rights 
for the papers on this site are retained by the individual authors and/or other copyright owners. 
Please check the manuscript for details of any other licences that may have been applied. You 
may  not  engage  in  further  distribution  of  the  material  for  any  profitmaking  activities  or  any 
commercial gain. You may freely distribute both the url (https://strathprints.strath.ac.uk/) and the 
content of this paper for research or private study, educational, or not-for-profit purposes without 
prior permission or charge. 
Any correspondence concerning this service should be sent to the Strathprints administrator: 
strathprints@strath.ac.uk
The Strathprints institutional repository (https://strathprints.strath.ac.uk) is a digital archive of University of Strathclyde research 
outputs. It has been developed to disseminate open access research outputs, expose data about those outputs, and enable the 
management and persistent access to Strathclyde's intellectual output.
$'HHS/HDUQLQJ0HWKRGIRU3DWKRORJLFDO9RLFH'HWHFWLRQXVLQJ&RQYROXWLRQDO
'HHS%HOLHI1HWZRUN 
Huiyi Wu1, John Soraghan1, Anja Lowit2, Gaetano Di Caterina1 
1Centre for Signal and Image Processing, Department of Electronic and Electrical Engineering, 
University of Strathclyde, Glasgow, Scotland 
2Speech and Language Therapy, School of Psychological Sciences and Health, University of 
Strathclyde, Glasgow, Scotland 
huiyi.wu@strath.ac.uk, j.soraghan@strath.ac.uk, a.lowit@strath.ac.uk, 
gaetano.di-caterina@strath.ac.uk   
 
Abstract 
Automatically detecting pathological voice disorders such as 
vocal coUG SDUDO\VLV RU 5HLQNH¶V HGHPD is a challenging and 
important medical classification problem. While deep learning 
techniques have achieved significant progress in the speech 
recognition field there has been less research work in the area 
of pathological voice disorders detection. A novel system for 
pathological voice detection using convolutional neural 
network (CNN) as the basic architecture is presented in this 
work.  The novel system uses spectrograms of normal and 
pathological speech recordings as the input to the network. 
Initially Convolutional deep belief network (CDBN) are used 
to pre-train the weights of CNN system. This acts as a 
generative model to explore the structure of the input data using 
statistical methods. Then a CNN is trained using supervised 
back-propagation learning algorithm to fine tune the weights.   
It will be shown that a small amount of data can be used to 
achieve good results in classification with this deep learning 
approach.  A performance analysis of the novel method is 
provided using real data from the Saarbrucken Voice database.  
Index Terms: pathological voice detection, convolutional 
neural network (CNN), Convolutional deep belief network 
(CDBN), deep learning 
1. Introduction 
Voice pathologies affect the larynx and result in irregular 
vibrations of the vocal folds. This leads to psychological and 
physiological problems to individuals, and it has a significant 
impact on economy considering the costs of medical diagnosis 
and treatment[1]. 
Traditional diagnostic method of voice pathologies relies 
RQ FOLQLFLDQ¶s experiences and on expensive devices such as 
laryngoscope, endoscope etc. However, computer-aided 
medical systems for diagnosis of voice pathologies have been 
popular due to major advance in signal processing techniques 
are introduced. These complementary tools are usually non-
invasive and non-subjective, which generally are an advantage 
in medical field. 
Many research works related to automatic detection of 
voice pathologies have been carried out in the past few decades. 
In this context, features are extracted from the speech 
recordings and they are then processed by classifiers to 
distinguish normal voice instances from pathological voice 
recordings. These features are mainly derived from two 
research fields. One is from speech recognition applications, 
with signal processing tools used to automatically detect 
features such as Mel-Frequency cepstral coefficients (MFCC), 
linear prediction cepstral coefficients (LPCC) and energy and 
entropy of discrete wavelet packets[2-4]. Other features come 
from voice quality measurement according to physiological and 
etiological research. While pitch, jitter and shimmer are used to 
detect the roughness of the speech, other characteristics such as 
harmonic-to-noise ratio (HNR), normalized noise energy 
(NNE), glottal-to-noise ratio (GNR) and cepstral peak 
prominence (CPP) represent the breathiness of the speech[5].  
Most of the research works use the Massachusetts Eye and 
Ear Infirmary (MEEI) database. However, healthy voice 
recordings and pathological voice recordings in this database 
are recorded in two different environments[6], which make it 
hard to distinguish whether it is discriminating environments or 
voice features. Saarbruecken Voice Database is a downloadable 
database with all recordings sampled at 50 kHz and with 16-bit 
resolution. This database is relatively new so that little research 
has been done with this database. However, the recordings are 
recorded in the same environment so that it is an ideal database 
for this work.  
It is shown that state-of-the-art signal processing 
techniques, which applied in speech recognition field before, 
also achieved significant progress in automatic pathological 
voice detection field. For example, Martínez et al. in [7] use 
Gaussian mixture model (GMM) on Saarbruecken Voice 
Database, and achieved 67% classification accuracy with 
neutral sustained vowel /a/. However, with enhanced 
computational abilities of hardware and improvement of 
machine learning algorithms, deep neural network (DNN)-
hidden Markov model (HMM) is gradually replacing the 
traditional GMM-HMM[8] to become the popular method for 
speech recognition. To date deep learning methods have not 
commonly been used in pathological voice detection field 
mainly because of the lack of data available in this research 
field is limited, as a DNN requires large amount of data to be 
trained.  
Hinton et al. in [9] proposed Restricted Boltzmann Machine 
(RBM) as an unsupervised method for pre-training DNN to 
achieve global minima precisely. As a generative model, it will 
improve the deep learning performance even on small dataset. 
Convolutional Deep Belief Networks (CDBN) were proposed 
by Lee et al.[10] as an advanced specific structure for pre-
training CNN.  
In this paper, we propose a novel deep learning method to 
automatically discriminate pathological voice and healthy 
voice. A convolutional neural network (CNN) structure is 
utilized in this work to analyze spectrograms of speech 
recordings automatically.  CDBN is used for pre-training the 
weights and avoid overfitting problems. 
The rest of the paper is organized as follows. Section 2 
describes the methodology in detail. In section 3, results are 
presented and further discussed. Finally, conclusions are drawn 
in section 4. 
 
Figure 1: Block diagram of proposed pathological 
voice detection system 
2. Methodology 
Figure 1 shows the block diagram of proposed pathological 
voice detection system. First, pre-processing steps, such as 
resampling, reshaping techniques, are applied to the speech 
recordings. Short-time Fourier transform (STFT) technique is 
then applied to get the spectrograms of the speech recordings as 
the input to the CNN system. Weights in the CNN system are 
pre-trained using CDBN and fine-tuned with back-propagation 
method. The trained CNN system is capable of extracting 
features automatically and classifying audio samples. 
2.1. Input Data to CNN system 
&11FRQWDLQV³IHDWXUHH[WUDFWRUV´ZKLFKLVFRPPRQO\DSSOLHG
to feature maps. Therefore, speech recordings are transformed 
from one-dimensional signals to two-dimensional 
spectrograms.  
2.1.1. Database 
This work uses the Saarbruecken voice database which was 
recorded by Institute of Phonetics of Saarland University in 
Germany. This database contains 71 different pathologies with 
speech recordings from over 2000 individuals. Each participant 
file contains recordings of sustained vowels /a/, /i/ and /u/ in 
neutral, low, high and low-high-low intonations and a 
FRQWLQXRXV VSHHFK VHQWHQFH ³*XWHQ 0RUJHQ ZLH JHKW DV
,KQHQ"´³*RRGPRUQLQJKRZDUH\RX"´Sustained vowel is 
applied in this work because it is stationary throughout time and 
easier to see the changes. 
6 pathologies are selected as the pathological group, 
LQFOXGLQJ ODU\QJLWLV OHXNRSODNLD 5HLQNH¶V HGHPD UHFXUUHQW
laryngeal nerve paralysis, vocal fold carcinoma and vocal fold 
polyps. These pathologies are all organic dysphonia which are 
caused by structural changes in the vocal cord. We use 
sustained vowel /a/ at neutral pitch of each individual, of which 
482 are healthy and 482 are diagnosed with pathologies (140 
ODU\QJLWLV  OHXNRSODNLD  5HLQNH¶V HGHPD  UHFXUUHQW
laryngeal nerve paralysis, 22 vocal fold carcinoma and 45 vocal 
fold polyps). The data is divided into training set and testing set, 
containing 75% and 25% samples respectively. 
2.1.2. Pre-processing and organization of input data 
First, the original speech is resampled at 25 kHz in pre-
processing step. The aim of this step is to reduce the amount of 
data in feature map to boost the training process. Furthermore, 
STFT is applied to transform the time-domain signal into 
spectral-domain signal. In this step, each file is divided into 10 
ms Hamming window segments, with 50% overlap between 
consecutive windows. Finally, the spectrogram is reshaped to 
same size of 60*155 points to get rid of the useless part which 
contains no information. In this case, useless noise is dismissed 
and essential features are presented.  The comparison of input 
feature maps between normal voice and pathological voice is 
shown in figure 2. 
 
Figure 2: Comparison of input feature maps 
(a).spectrogram of one normal voice; (b).spectrogram 
of one pathological voice 
 
Figure 3: CNN structure in one layer 
2.2. CNN architecture 
CNN is built by an input layer and several hidden layers. Each 
individual layer consists of convolutional ply ܪ  and pooling 
plyܸ, which is shown in figure 3. For intonations, input feature 
map is set as ௟ܸሺ݈ ൌ  ?ǡ ǥ ǡ ܮሻ , and convolutional feature map is 
set asܪ௞ሺ݇ ൌ  ?ǡ ǥ ǡ ܭሻ. Weights (filters) are shared among all 
the units on convolutional ply, on which each unit is computed 
as, 
݄௠௞ ൌ ߪሺ෍ ෍ ݒ௟ǡ௡ା௠ିଵݓ௟ǡ௡௞ேೈ௡ୀଵூ௟ୀଵ ൅ ݓ଴௞ሻ (1) 
where ݒ௟ǡ௠means the m-th unit of the l-th input plyܸ, and ݄௞ǡ௠ 
means the m-th unit of the k-th convolutional plyܪ. ௪ܰ is set as 
the size of filters (weights), ݓ௟ǡ௡௞ is the n-th unit of the weight. In 
this procedure, features are detected locally and automatically 
by shared-weights throughout the feature map.  
In order to reduce the resolution in convolutional ply and 
reduce the computational complexity, pooling from 
convolutional map is essential. Maximization or averaging 
 
 
 
function are commonly applied to build pooling ply. We set ܩ 
as the size of pooling window, using maximization function, and 
unit on pooling ply is defined as,   ݌௠௞ ൌ ݉ܽݔ௡ୀଵீ ݄௟ǡሺ௠ିଵሻൈ௦ା௡ (2) 
where ݏ is stride when the pooling windows shifting among the 
convolutional ply.  
The whole CNN architecture is shown in figure 4. There are 
a total of 10 hidden layers. In the first hidden layer, the size of 
filters are 8*3 and the stride is 1. The size of pooling window is 
4*4 and stride is 1. After the first hidden layer, each layer was 
convolved with 8 filters with the shape 8*3*8 and stride of 1. 
Max-pooling windows are 4*4 and activation function is RELU 
throughout the neural network. 
Finally, the feature map is formed into a Dense Layer (fully-
connected layer), to train the model for classification. L2-
regularization is applied to avoid overfitting problems. 
Parameters such as stride, the size of the filters in each layer, 
and number of layers were selected after hundreds of 
experiments. We use rectangular filter window due to the 
characteristics of spectrograms.  
 
Figure 4: CNN architecture 
2.3. Generative Pre-Training 
'HHSOHDUQLQJLVD³EODFNER[´ZKLFKUHTXLUHVa large amount 
of data and weight tuning processes. In contrast, Bayesian 
methods are robust and small-data interpretable which performs 
slightly poorer than deep learning techniques[11]. To combine 
the complimentary advantages of these two methods, 
generative models were developed to improve the deep learning 
performance on small data set and eliminate the over-fitting 
problems.  
In deep learning structures, a region of weight-space is 
found by generative model and helps the network to converge 
to global minimum rapidly. Convolutional Restricted 
Boltzmann Machine (CRBM) is a typical generative model, and 
is an extension to the RBM with visible ply and hidden ply as 
images, which is suitable for CNN settings. The model is 
trained to reach thermal equilibrium state, which is the deepest 
energy minimum state. In this state, hidden ply is able to model 
the structure of the input data. 
CRBM consists of two plies, the visible (input) plyܸ, and 
a hidden (convolutional) ply ܪ . Similar to CNN setting, 
weightsܹ௞ between input ply and convolutional ply are shared 
among all locations in the hidden ply. Hidden units are binary-
valued while visible units can be real-valued or binary-valued. 
 Assume the size of visible ply is ௏ܰ , and the size of hidden 
ply is ுܰ. There are K filters (weights) and each weight ܹ௞ is 
convolved with visible ply, and there are bias ܾ௞ for each 
weights and bias ܿ for visible ply. The energy function with 
binary input is defined as, 
ܧሺ࢜ǡ ࢎሻ ൌ െ ෍ ෍ ෍ ௝݄௞ேೈ௥ୀଵேಹ௝ୀଵ௄௞ୀଵ ௥ܹ௞ݒ௝ା௥ିଵ െ ෍ ܾ௞ ෍ ௝݄௞ െ ܿ ෍ ݒ௜ேೇ௜ୀଵேಹ௝ୀଵ௄௞ୀଵ  (3) 
 
The energy function with real-value data input is defined as, 
ܧሺ࢜ǡ ࢎሻ ൌ  ? ?෍ ݒ௜ଶேೇ௜ െ ෍ ෍ ෍ ௝݄௞ேೈ௥ୀଵேಹ௝ୀଵ௄௞ୀଵ ௥ܹ௞ݒ௝ା௥ିଵെ ෍ ܾ௞ ෍ ௝݄௞ െ ܿ ෍ ݒ௜ேೇ௜ୀଵேಹ௝ୀଵ௄௞ୀଵ 
(4) 
The joint distribution is defined as, ܲሺ࢜ǡ ࢎሻ ൌ  ?ܼሺെܧሺ࢜ǡ ࢎሻሻ (5) 
Similarly, CRBM is trained using block Gibbs Sampling[10] as 
an extension to Gibbs Sampling in RBM, to maximize the 
similarity of distribution between construction visible ply and 
input visible ply, in which case reach the equilibrium state.  
Stacks of CRBM constitutes convolutional deep belief 
network (CDBN). After the first layer of CRBM is trained, the 
activations are sent to the second layer as input and the weights 
DUH³IUR]HQ´DQGWKHUHVWOD\HUVFDQEHGRQHLQWKHVDPHPDQQHU
Since visible ply in the first layer is clamped with real-valued 
data, Gaussian visible units are applied for the first CRBM layer.  
After pre-training the weights in each layers, the well-
known back-propagation are applied for fine-tuning the weights 
for better classification result.  
2.4. Experimental Setup 
The framework for the training process was developed in 
Python using Tensorflow[12]. Training data are divided as 256 
samples in each mini-batch, and is trained with GPU NVidia 
GTX1070 for higher speed. In order to make the training 
process more robust, an Adam optimizer[13] was applied as an 
adaptive optimizer for better performance. Delta value of L2 
regularization is set to 0.0001 and the maximum epochs of 
training is 100.  
 
CDBN sparsity is set as 0.6 and weights pre-trained in the 
first two CRBM layers are set as initialization of CNN.  
3. Results 
Table 1 and Table 2 present the confusion matrix of validation 
dataset and testing dataset. In Table 3, classification results in 
different metrics are listed. Sensitivity (SN) and Specificity (SF) 
are calculated in (6). Sensitivity reveals the performance on 
detecting the pathological voice files, and Specificity reveals 
the proportion of correctly detected healthy voice files. 
Precision (P) and F1-score (F1) are presented in (7), where 
Precision reveals the proportion of relevant pathological voice 
files.  ܵܰ ൌ  ܶܲܶܲ ൅ ܨܰ ǡ ܵܨ ൌ  ܶܰܨܲ ൅ ܶܰ (7)ܲ ൌ  ܶܲܶܲ ൅ ܨܲ ǡ ܨ ? ൌ  ?ܲ  ?ܵܰܲ ൅ ܵܰ (8)
True Negative (TN) means that healthy voice recordings are 
correctly detected and Ture Positive (TP) means that 
pathological voice recordings are correctly detected; False 
Negative (FN) represents that pathological voice recordings are 
detected wrong and False Positive (FP) represents that healthy 
voice recordings are detected wrong. 
It can be seen from Table 3 that validation set accuracy and 
testing set accuracy achieved 68% and 71% respectively. 
Compared to [7], it shows small progress when using small 
dataset. However, there is still large space for improvement if 
more experiments are conducted and several hyperparameters 
are tuned.  In table 4, CNN system with and without CDBN pre-
training reveals difference in classification result. It is shown 
that when using CDBN to initialize the weights, CNN tuning 
becomes more robust, with similar performance on validation 
dataset and testing dataset. In this case, it is proved that CDBN 
can avoid over-fitting problems to some extent. However, the 
testing set accuracy is less when using CDBN pre-trained 
weights, which reveals that accuracy might be affected when 
the system is more robust.  
Table 1: Confusion matrix of validation dataset 
 True: 
pathological 
True: 
healthy 
Prediction: pathological 53 30 
Prediction: healthy 16 46 
Table 2: Confusion matrix of testing dataset 
 True: 
pathological 
True: 
healthy 
Prediction: pathological 55 23 
Prediction: healthy 19 48 
Table 3: Metrics to evaluate classification result 
 SN SP p F1 ACC 
Validation dataset 0.77 0.60 0.64 0.70 0.68 
Testing dataset 0.74 0.68 0.71 0.72 0.71 
Table 4: Classification accuracy with or without 
CDBN pre-training 
 CNN CNN + CDBN 
Validation dataset 0.66 0.68 
Testing dataset 0.77 0.71 
4. Conclusions 
A novel algorithm for pathological voice detection is 
introduced in this work. Convolutional neural network is shown 
to effectively extract features from spectrograms of voice 
recordings and diagnose voice disorders. Convolutional deep 
belief network helps initialize the weights and make the system 
more robust. However, a tradeoff must be struck between 
robustness and accuracy. In the future work, more experiment 
will be conducted to balance them, and parameters will be tuned 
to achieve better performance. 
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