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Some Determinants of Productivity 
ALLEN BLITSTEIN* 
ABSTRACT-This study tests the effects of several variables on value productivity in manufacturing. 
Changes in human capital seem to have a greater impact on production worker output than do changes 
in physical capital. Industries which exhibit a high degree of employment instability tend to have 
tower value productivity than do industries with relatively stable employment. This finding 
supports the "learning curve'; hypothesis. 
Capacity utilization was found to be inversely associated with worker output. The degree of 
ur1ionfsm rn an industry, numb er of hours worked, presence of female workers, and industry whole-
sale price levels were found to be insignificant factors in the determination of the dollar value 
of labor's output. 
The topic of productivity is of interest to both econ-
omists and the business sector. Anything the economist can 
do to pinpoint the more important factors in productivity 
determination may help management in its real-wortd de-
cision-making. This study investigates several variables 
which are thought to influence labor productivity and, in 
addition, focuses attention on two variables not heretofore 
considered in the literature: the ratio of professional workers 
to total employment in an industry and instability of in-
dustrial employment. 
Standard multiple regression techniques are utilized 
in a cross section study which employs the 21, two-digit, 
S.l.C. - code manufacturing industries as the sample. It 
was not possible to perform this analysis at a more detailed 
industry level ( three - or four-digit code) because some data 
are not available at anything below the two-digit level. The 
observations across industries were made for 1970. 
The measure of productivity used as the dependent 
variable in this study is actually value productivity or value 
added per production man-hour. An obvious question 
arises: why use this measure instead of the physical output 
measure? Output per man-hour data are given as index 
numbers which show the percentage changes in labor's 
hourly output since the base year. Thus, with 1967 being 
used as the base year, the index number of output per man-
hour for I 970 represents the increase ( or decrease) in pro-
ductivity between 1967 and l 970. Since the variable being 
tested here is the level of output per man-hour rather than 
changes in labor output, the value productivity measure is 
preferable to the output per man-hour index number as the 
dependent variable. This measure is quantified by dividing 
value added in manufacturing by production man-hours and 
is given in thousands of dollars of value added per pro-
duction man-hour. Since management is concerned with the 
dollar value of labor's output, this measure is a good one to 
use . 
The value of labor's output can increase because the 
quantity of units produced goes up or/and because the qual-
ity of each unit increases. Value productivity will detect 
both sources of labor productivity. The Bureau of the 
Census publication, Annual Survey of Manufactures, con-
tains data on value added and production man-hours. 
The initial model tested includes as possible determin-
ants of value productivity the following variables: ratio of 
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professional workers to total industry employment; employ-
ment instability over the recent past; capital-labor ratio; 
capacity utilization ; ratio of craftsmen to total employ-
ment; and, the average hours worked per week by production 
workers. 
Professional Employee Ratios 
A relatively high ratio of professional workers to total 
employment in an industry is expected to be associated 
with relatively high levels of value productivity because 
professional workers may be complementary factors of 
production with production workers. When factors have a 
complementary relationsllip, more of one usually increases 
the output of the other. Engineers, staff personnel, and the 
like, could make the production process more efficient and 
thereby help to increase labor's output. In addition, a rel-
atively large engineering and technical input could increase 
the value of what labor produces by increasing the techno-
logical state-of-the-art of the product. In this case, the 
value of labor's output will be higher than in those instances 
in which there is not so great an engineering input. Data on 
the number of professional workers in an industry are 
available from the Census of Population, Special Report: 
Occupation by Industry. 
Employment instability is expected to be inversely 
associated with value productivity, a hypothesized relation-
ship stemming from the theory of the learning curve. In an 
unpublished paper dealing with on-the-job training ("Esti-
mating the Costs and Benefits of On-the-Job Training") 
Steve Sheffrin and Lester Thurow showed that "The average 
duration of employment provides . . . (a good) statistical 
explanation" of the learning curve in the shipbuilding 
industry. They contend that lowering labor turnover and 
"extending the mean duration of employment" will tend to 
lower long-run equilibrium production costs, which is the 
same thing as increasing labor productivity. The learning 
curve is downward sloping and shows unit production cost 
as a function of time. The longer men and machines work 
on a project, the lower the unit production cost, up to 
some point where the curve flattens out. In other words, 
the more time spent on the job by production workers, the 
greater will be their productivity and the lower the average 
cost. By extending this concept, it is plausible to suppose 
that more labor turnover implies a lower mean duriaton of 
employment, and hence lower productivity and higher 
average costs. 
Industries with relatively high rates of employment 
instability would be expected to exhibit higher turnover 
rates a11d have, ce !eris paribus, lower mean levels of employ-
ment duration than would industries with relatively low 
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rates of employment instability. The employment insta-
bility which seems the most relevant to evaluate in its 
effect on value productivity is that which the industry has 
experienced over the recent past. What we are considering 
here is the year-to-year fluctuation of industry employment 
around a trend line, that is, the ups and downs of employ-
ment adjusted for secular growth ( or decline) in an eight-
year period prior to 1970. Employment estimates were 
obtained for each year, 1962 to 1969, inclusive. (Data on 
industry employment are available in the Bureau of Labor 
Statistics publication, Employment and Earnings Statistics 
for the United States.) These observations of industry em-
ployment were set up as observations in a time series, with 
the employment figures being entered as the "y-variable" 
and the years (numbered from one to eight) being entered 
as the "x-variable." Nineteen-sixty-two was entered as "l ", 
1963 as "2", and so on to 1969, assigned the number "8". 
Simple regressions were performed for each industry. 
In this case, the standard error is, in fact, the standard 
deviation adjusted for linear trend of industry employment 
over the eight year span. Since it is likely that industries 
employing large numbers of people will exhibit relatively 
high standard errors even though they may actually have 
low employment instability, the standard error is divided 
b~ th~ mean of industry employment over the eight-year 
period. The result is the coefficient of variation adjusted 
for linear trend of employment. Dividing by the ' i'nean 
adjusts for differences in variability deriving from industry 
size but not related to relative employment stability. The 
result is an index number with a mean of .0045 and range 
of .OS down to about .002 . 
Impact of Utilization 
Capacity utilization refers to the proportion of its 
capital that a firm ( or an industry) is actually utilizing in a 
given period of time. Capacity utilization may cut both 
ways in its effects on productivity. One might think that 
a plant utilized at the level for which it was designed may be 
more efficient than an underutilized plant. Greater plant 
and equipment utilization, however, could very well imply 
that older, relatively inefficient or obsolescent equipment 
must be put into service and that firms may have to lower 
their hiring standards in order to recruit the number of 
people they need to operate their plants at very high utili-
zation rates. Either one would cause value productivity to 
decline. It is, therefore, important to include a measure of 
capacity utilization in the model. Fortunately, capacity 
utilization rates are easy to come by. Professor Lawrence 
Klein of the Wharton School of Business of the University 
of Pennsylvania has made such estimates and provided them 
for this study. Capacity utilization rates are given for two-
digit code industries as percentages of plant capacity used 
for each quarter. The yearly estimates for 1970 were ob-
tained by averaging the estimates for the four quarters of 
that year. On balance, it would not be surprising to observe 
and inverse relationship between capacity utiliz.ation and 
value productivity. 
The ·next variable discussed is the capital-labor ratio . 
It is a standard economic hypothesis that the greater the 
capital-labor ratio in a firm or industry, the higher will be 
labor's productivity. This assumes capital and labor are to 
some extent complementary foactors of production. An 
estimate of an industry's capital stock , in dollars, can be 
obtained from the Annual Survey of Manufactures, pre-
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sented as book value of depreciable assets. This figure is 
divided by the number of employees in the industry to 
arrive at an estimate of the capital-labor ratio. This variable 
is, naturally, expected to be directly correlated with value 
productivity. 
One factor which should be important in determining 
value productivity is the skill level of the labor force. The 
ratio of craftsmen to total employment is used as a proxy to 
quantify this variable. These data are available from 
Occupation by Industry (cited earlier) at the two-digit 
industry level. Another possibility for quantifying the skill 
level of the labor force is to use the average years _ of 
education of workers in the industry. Two problems emerge 
here. The first is that the education might not be in a 
relevant area and hence not have much impact on a worker's 
skill at a particular job. The second is far more serious. The 
simple correlation coefficient between the professional-total 
employment ratio and the level of education of workers in 
an industry is .91 for male worker education and . 76 for 
female worker education. Such high correlations are almost 
inevitably bound to lead to problems with multicollinearity. 
Subsequent analysis has revealed that the p_rofessional 
worker-total employment ratio (PRO) has a much stronger 
association with value productivity than has either male or 
female education. By including PRO in the model, the 
observed results denote the joint impact of both PRO and 
the level of education of the workers. 
The final variable incorporated into the model is the 
average hours worked per week by production_workers. One 
might think that the fewer hours worked per week m an 
industry, the more productive will be workers in that 
industry. There are two reasons for this expectation. First, 
workers may be less fatigued when they work fewer hours 
per week; second , their output per hour may be higher 
because of higher morale which might accompany a shorter 
workweek. Data on average hours worked per week can be 
found in Employment and Aarnings Statistics. 
The complete regression model may be summed up by 
the following equation: VALPROD = a + blRO + b 2 
INST AB+ b3CAPUT + b4K/L + b5CRAFT + b6HRS, where 
VALPROD is value productivity; PRO is the ratio of 
professional workers to total employment; INST AB is 
employment instability; CAPUT is capacity utilization; 
K/L is the capital-labor ratio; CRAFT is the ratio of crafts-
men to total employment; and, HRS is average weekly 
hours. Regression coefficients b 1, b4 , and b5, are expected 
to be positive; the other three are expected to be negative. 
Statistical Findings 
The results of the linear multiple regression analysis 












( 011\ /~IU IK.HII ,1t S'.1 k\·d. •• • ~111; n1t1,: o1r1! al 1~~; 











PRO, INSTAB, CAPUT and K/L have regression coef-
ficients which are significantly different from zero and 
possess the expected signs. Neither the ratio of craftsmen to 
total employment nor hours worked seem to be associated 
with value productivity in any meaningful way. The beta 
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coefficients give an indication of the relative importance of 
each variable in explaining the interindustry variation in 
value productivity, and the results obtained here clearly 
suggest that PRO, INSTAB, and CAPUT are, by far , the 
strongest explanatory variables in the model. It is interesting 
to note that the variable which denotes human capital, PRO, 
is much more highly associated with value productivity than 
is the variable which stands for physical capital. This does 
not suggest that companies should hire professional workers 
instead of buying equipment for product10n workers. What 
it does say is that, given current levels of capital and profes-
sional workers, further increases in the number of profes-
sional workers will have a greater relative impact on value 
productivity than will increases in capital equipment. We can 
also talk about PRO's significant relationship with value 
productivity with more certainty than we can about K/L's 
relationship. The high significance level and beta coefficient 
of PRO represent the joint effect of professional workers 
and level of education of the industry labor force on value 
productivity. 
The results of INST AB support the application of the 
learning curve hypothesis as used here and lends support to 
the conclusions of the Sheffrin-Thurow paper. The signigi-
cant inverse association between capacity utilization and 
value productivity tends to confirm the thesis that, along 
with higher rates of utilization, industries must accept 
the relatively lower productivity which accompanies employ-
ment of relatively less efficient machines and lower-skilled 
labor. Another possible explanation for capacity utiliza-
tion's significant and inverse correlation with value product-
ivity is that, in addition to lowering hiring standards for pro-
duction and associated workers, the firm may have to lower 
hiring or promotion standards for managerial and administra-
tive personnel. 
The dismal performance of CRAFT could be explained 
by the fact that the level of education of the industry's labor 
force , which is represented by PRO, is a better explanatory 
variable of labor force skill than is the proportion of crafts-
men to total employ!Jlent. The insignificance of HRS indi-
cates that any fatigue which may accompany longer hours of 
work docs not significantly influence productivity. When 
one considers this result, and the reports that workers seem 
to be more productive when the workweek changes from, say 
five days to four days, or when they go on some variation of 
"flexitime," it seems that any such increased productivity 
stems from a change in the way labor puts in its time rather 
than the nu:riber of hours worked per week. 
The R figure suggests that 73 .9% of the interindustry 
variation in value productivity is explained by the model. As 
an indication of the ability of the top three variables (PRO, 
INST AB a~d CAPUT) to explain value productivity, the 
adjusted R of the regression equation with just these three 
variables present is .733. Put another way, these three 
variables explain 73.3 percent of the variation in value pro-
ductivity m manufacturing, which is very close to the explan-
atory power of the model when all six variables are included. 
It would be useful to see how K/L, CRAFT and HRS 
behave when the three "powerful" variables are excluded 
from the model. It would also be interesting to include a 
variable denoting the edul:ation level of the industry labor 
force in order to determine whether that variable is, indeed , 
significantly related to value productivity. The Census 
report, Occupation by Industry, gives educational levels for 
both male and female workers. The correlation between the 
two is so high, however, that results obtained rrom one will 
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represent the joint effect of male and female education 
levels. Since more males than females work in industry, 
the average level of education of males has been incorporated 
into the study. 
The new model thus becomes: V ALPROD = a + bl K/L = 
b2CRAFT + b3HRS + b4MED, where all variables are as de-
fined before and MED is the average years of schooling for 
males in the industry, as shown (Table 2). 
TABLE 2 
K/L CRA FT llRS MED 
Regression 
Coefficicnl .185 .J .2:! 2 -~25 ,.230 
Bera 
Coe fftdc nt .41 7 ·.045 .076 .6 77 
2.2 57 . .091 .165 4 .562 .. 
Adjusl<d R 2=.68 I 
F='! .OD 
The results, in terms of the explanatory power of 
the model, are good . The education variable is, by far, the 
most significant and the most "important" in terms of ex-
plaining variation in value productivity. With PRO, CAPUT, 
and INSTAB absent, the capital-labor ratio is significant 
at the five percent level and has a higher beta coefficient than 
in the first model. CRAFT and HRS still perform very 
poorly. If MED and CRAFT are both measuring the skill 
level of the labor force in the industry, one would think that 
they should be highly correlated. Their correlation coef-
ficient, however, is a mere .083. These two variables are not 
correlated to any significatn degree. It seems reasonable to 
conclude that the craftsmen-total employment ratio is not a 
very good indicator of labor sKill. The level of education of 
the labor force does seem to be a good proxy for labor skill. 
Since neither the craftsmen-total employment ratio nor the 
average weekly hours worked variables are even close to being 
statistically significant in both models tested, we can suppose 
that they just do not have any degree of association with 
value productivity. 
Significance of Educational Level 
It is not surprising that the professional worker-total 
employment ratio performs so well. Besides measuring the 
effect that professionals have on production worker value 
productivity, it also is a proxy for the level of education of 
the labor force which, as we have seen , is itself a highly 
significant determinant of productivity . PRO, INSTAB, and 
CAPUT are enough by themselves to explain almost three-
quarters of the interindustry variation in value productivity. 
Now, what other variables affecting labor's value productivity 
are statistically significant when PRO, INST AB , and CAPUT 
are present? 
The first of these variables is the price index of the 
industry. There is always the chance that a high value prod-
uctivity level is more tha result of higher prices than greater 
productivity of labor. The Bureau of Labor Stat is tics 
publishes industry wholesale price indexes broken down by 
two digit-code manufacturing industries. The next model 
tested consists of the three "powerful" variables and the 
industry price index . The following regression equation 
represents this model : 
VALPROD =a+ b1PRO + b2INSTAB + b3CAPUT + 
b4PRINDEX' where PRlNDEX stands for the price index of 
the industry in question. Table 3 sums up the regression 
result s using this model. 
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TABLE 3 
PRO INST AB CAPUT PRI NDEX 
Rtgn::ssinn 
Coeftkicnt 104.70 2 -2280.790 -.S40 08S 
Bcr ;.a 
C1'>Cffi l: !C ll l l.u3 5 .. llJ4 -.48 ~ .0 5:1 
7.5 24 7.524 .. 5.5 0 7 .. 25Jl)J .. 0...12~ 
>\djusti:J R1=.822 F= 19 A'l 3 
The sample in this case consisted of only 17 industries 
since there are four for which price index data were not avail-
able. Even so, the results are quite conclusive. Industry price 
levels have no impact on value added per man-hour. The 
variables which determine output per man-hour are all highly 
significant; the effect of price is negligible. 
Unionism and Sex Ratios 
Two other variables worth testing for their effect on 
value productivity are unionism and the female worker ratio. 
The model containing unionism is an attempt to see 
whether unions, by imposing restrictive work practices on 
management, have an adverse impact on worker output. 
Data on the percentage of workers in an industry covered by 
collective bargaining agreements are available from the Bureau 
of Labor Statistics publication, Directory of National and 
International Unions. Results of the regression analysis of 
this model are in Table 4. 
TABLE 4 
PRO INST AB CAPUT UNIONISM 
Rcgrcssi11n 
Cocfliden t '11 .071 -1865.'I0.1 -.44 J .77 1 
Octa 
Cuefficicn1 .938 •.777 •,383 11 2 
,7.0 7 1 .. 4. 155 "' * 2. ISS . 0.91 8 
AJjust<J R"~.730 F=IJ.865 
A familiar pattern is emerging. The three significant 
variables always have the correct algebraic signs and at least 
two of them are highly significant. Except for the capital-
labor ratio, no other variable is statistically significant in 
their presence, and the capital-labor ratio was only marginally 
significant when combined with the other three. The 
behavior of the unionism variable here puts to rest any 
assertion that, at least in manufacturing, unions are an im-
pediment to productivity. Not only that; the algebraic sign 
of the unionism regression coefficient is positive, not negative, 
as one would expect if unions engaged in restrictive work 
pracrices. 
The last variable tested is the ratio of women workers 
to total industry employment. This test is actually meant to 
see whether women receive lower pay than men partially 
because they are not as productive or whether the differ-
ential in pay is strictly a matter of sex discrimination. If the 
variable denoting the female-total employment ratio is 
significant and is inversely related to value productivity, it 
would then indicate that women are less productive than 
men. Table 5 shows the result of testing this model. 
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TABLE S FEMALES 
PRO INSTAB CAPUT EMPLOYMENT 
Regression 
Coefficiont 88 .939 -1826.911 -.444 -2.909 
Be ta 
Coenicient .916 •.7bl -.384 •,090 
6.484 4 .052 .. 2.130 . 0.689 
Ad.iustcd R2=.724 F=l3 .456 
The old familiar pattern is still holding. PRO and 
INST AB are both highly significant; CAPUT is significant 
at the 5 percent level; PRO and INSTAB have, by far, the 
highest beta coefficients or the greatest relative impact on 
value productivity. The fourth variable, females-total 
employment ratio in this case, is not nearly significant. 
From these results, we can conclude that women are not less 
productive than men, and hence there is no market reason 
why they should earn less than their male counterparts in 
the same job. 
Several variables, in a variety of model formulations, 
have been tested for their association with value product-
ivity. The ratio of professional workers to total employment 
is the most powerful explanatory variable whenever it is 
included. It is, in effect, a human capital variable.,;_ it re-
presents the effect of professional workers on labor pro-
ductivity and, because of its very high correlation with 
average education levels of workers in the industry, of labor 
skill levels. In other words, PRO represents the joint effect 
of professional workers and education level of industry 
employees on value productivity. When PRO and MED are 
used together, PRO enters first in a stepwise regression model 
and MED becomes insignificant. This supports the con-
tention that PRO does, indeed, represent the joint impact 
of both variables and has an effect of its own beyond its 
influence from being so highly correlated with the average 
level of education . 
Employment instability is second only to the produc-
tion worker-total employment ratio in the magnitude of 
its association with value productivity. These two vari-
ables alone account for 67.9 percent of variation in value 
productivity among industries in the sample. Capacity 
utilization rounds out the set of three variables which, 
together, have so much explanatory power they tend to 
"swamp" any other variable with which they are combined 
in a regression model. Even the capital-labor ratio is only 
marginally significant in their presence. 
To sum up, human capital, in the form of professional 
workers and the level of education of the industry labor 
force, is the most important determinant of industry value 
productivity; employment instability is the second most 
important determinant, and capacity utilization is third. 
Given the goodness of fit of a model containing these 
three variables, the opportunity presented itself to test for 
significant associations between several variables on one 
hand and value productivity on the other. These variables 
were combined, one at a time, with the basic model con-
taining the three "regular" variables to see if they would 
display any meaningful correlation with productivity. Nei-
ther industry price indexes, nor the degree of unionism, 
nor the presence of female workers has any impact on the 
level of value productivity in an industry. Male-female pay 
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differentials are not explained by education differentials 
between women and men. In the industries studied, women's 
educational levels were dose to those of their male counter-
parts while women's pay was far h::low that of males in the 
same occupation. 
The role of plant and equip•.11cnt in determining the 
value productivity of labor should not be understated. The 
results here suggest that, given current industry capital-labor 
ratios, an increase in human capital will affect output per 
man-hour more than will an increase in physical capital. 
In addition , the capital-labor ratio variable used here quanti-
fied the amount of capital, not the quality of equipment used 
by an industry. Actually, the capacity utilization variable 
most likely does, at least partially, represent the quality 
of capital used in an industry's production process--and 
this variable performs very well every time it is tested for 
association with value productivity. 
There are some implications here for further research 
and for business decision-making. For example, if employ-
ment instability were to be reduced, productivity would 
tend to rise. It would be interesting to know, for each firm 
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or industry, up to what point it would pay to keep workers 
on, even in the face of declining demand. One important 
consideration in making layoff decisions is the adverse 
effect that instability in employment has on worker's output. 
Another implication of the results obtained here bears 
on the decision by a firm on how it should spend its limited 
investment funds. Perhaps expenditures on training pro-
grams, thereby increasing the stock of human capital, would 
yield greater dividends at the margin than expenditures 
on equipment. In addition, increasing the quantity of pro-
fessionals may, at the margin, increase productivity more 
than would expenditures on capital equipment, within a 
certain limit. 
Finally, two variables introduced here were to the 
author's knowledge, tested for the first time for their effects 
on worker output. These variables are the professional work-
er-total employment ratio and employment instability. 
Interestingly enough, they are the two most powerful ex-
planatory variables in every model in which they were in-
cluded. 
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