Identifying latent groups of entities from observed interactions between pairs of entities is a frequently encountered problem in areas like analysis of protein interactions and social networks. We present a model that combines aspects of mixed membership stochastic block models and topic models to improve entity-entity link modeling by jointly modeling links and text about the entities that are linked. We apply the model to two datasets: a protein-protein interaction (PPI) dataset supplemented with a corpus of abstracts of scientific publications annotated with the proteins in the PPI dataset and an Enron email corpus. The model is evaluated by inspecting induced topics to understand the nature of the data and by quantitative methods such as functional category prediction of proteins and perplexity which exhibit improvements when joint modeling is used over baselines that use only link or text information.
Introduction
The task of modeling latent groups of entities from observed interactions is a commonly encountered problem. In social networks, for instance, we might want to identify sub-communities. In the biological domain, we might want to discover latent groups of proteins based on observed pairwise interactions. Mixed membership stochastic block models (MMSB) [1, 2] approach this problem by assuming that nodes in a graph represent entities belonging to latent blocks with mixed membership, effectively capturing the notion that entities may arise from different sources and have different roles.
In another area of active research, models like Latent Dirichlet Allocation(LDA) [3] model text documents in a corpus as arising from mixtures of latent topics. In such models, words in a document are potentially generated from different topics using topic specific word distributions. Extensions to LDA [4, 5] additionally model other metadata in documents such as authors and entities, by treating a latent topic as a set of distributions, one for each metadata type. For instance, when modeling scientific publications from the biological domain, a latent topic could have a word distribution, an author distribution and a protein entity distribution. We refer to this model as Link LDA following the convention established by Nallapati et al. [6] .
In this paper, we present a model, Block-LDA, that jointly generates text documents annotated with entities and external links between pairs of entities allowing it to use supplementary annotated text to influence and improve link modeling. The model merges the idea of latent topics in topic models with blocks in stochastic block models. The joint modeling permits sharing of information about the latent topics between the network structure and text, resulting in more coherent topics. Co-occurrence patterns in entities and words related to them aid the modeling of links in the graph. Likewise, entity-entity links provide provide clues about topics in the text. We also propose a method to perform approximate inference in the model using a collapsed Gibbs sampler, since exact inference in the joint model is intractable. The rest of the paper is organized as follows. Section 2 introduces the model and presents a Gibbs sampling based method for performing approximate inference with the model. Section 3 discusses related work and Section 4 provides details of datasets used in the experiments. Sections 5 and 6 presents the results of our experiments on two datasets from different domains. Finally, our conclusions are in Section 7.
Block-LDA
The Block-LDA model (plate diagram in Figure 1 ) enables sharing of information between the component on the left that models links between pairs of entities represented as edges in a graph with a block structure, and the component on the right that models text documents,
e i2 e i1 α L -Dirichlet prior for the topic pair distribution for links α D -Dirichlet prior for document specific topic distributions γ -Dirichlet prior for topic multinomials π L -multinomial distribution over topic pairs for links θ d -multinomial distribution over topics for document d β t,z -multinomial over entities of type t for topic z z t,i -topic chosen for the i-th entity of type t in a document e t,i -the i-th entity of type t occurring in a document z i1 and z i2 -topics chosen for the two nodes participating in the i-th link e i1 and e i2 -the two nodes participating in the i-th link The component on the right, which is an extension of the LDA models documents as sets of "bags of entities", each bag corresponding to a particular type of entity. Every entity type has a topic wise multinomial distribution over the set of entities that can occur as an instance of the entity type.
The component on the left in the figure is a generative model for graphs representing entity-entity links with an underlying block structure, derived from the sparse block model introduced by Parkkinen et al. [2] . Linked entities are generated from topic specific entity distributions conditioned on the topic pairs sampled for the edges. Topic pairs for edges(links) are drawn from a multinomial defined over the Cartesian product of the topic set with itself. Vertices in the graph representing entities therefore have mixed memberships in topics. In contrast to MMSB, only observed links are sampled, making this model suitable for sparse graphs.
Let K be the number of latent topics(blocks) we wish to recover. Assuming documents consist of T different types of entities (i.e. each document contains T bags of entities), and that links in the graph are between entities of type t l , the generative process is as follows.
Generate topics:
• For each type t ∈ 1, . . . , T , and topic z ∈ 1, . . . , K, sample β t,z ∼ Dirichlet(γ), the topic specific entity distribution.
2. Generate documents. For every document d ∈ {1 . . . D}:
where θ d is the topic mixing distribution for the document.
• For each type t and its associated set of entity mentions e t,i , i ∈ {1, · · · , N d,t }:
where π L describes a distribution over the Cartesian product of topics, for links in the dataset.
• For every link e i1 → e i2 , i ∈ {1 · · · N L }:
Note that unlike the MMSB model introduced by Airoldi et al. [1] , this modle generates only realized links between entities.
Given the hyperparameters α D , α L and γ, the joint distribution over the documents, links, their topic distributions and topic assignments is given by
A commonly required operation when using models like Block-LDA is to perform inference on the model to query the topic distributions and the topic assignments of documents and links. Due to the intractability of exact inference in the Block-LDA model, a collapsed Gibbs sampler is used to perform approximate inference. It samples a latent topic for an entity mention of type t in the text corpus conditioned on the assignments to all other entity mentions using the following expression (after collapsing θ D ):
Similarly, we sample a topic pair for every link conditional on topic pair assignments to all other links after collapsing π L using the expression:
( e n ¬i z 1 t l e +|Et l |γ)( e n ¬i z 2 t l e +|Et l |γ)
E t refers to the set of all entities of type t. The n's are counts of observations in the training set.
• n zte -the number of times an entity e of type t is observed under topic z
• n zd -the number of entities (of any type) with topic
-count of links assigned to topic pair
The topic multinomial parameters and the topic distributions of links and documents are easily recovered using their MAP estimates after inference using the counts of observations.
A de-noised form of the entity-entity link matrix can also be recovered from the estimated parameters of the model. Let B be a matrix of dimensions
The de-noised matrix M of the strength of association between the entities in E t l is given by M = B T ZB The Author-Topic model (AT) [12] addresses the task of modeling corpora annotated with the ids of people who authored the documents. Every author in the corpus has a topic distribution over the latent topics, and words in the documents are drawn from topics drawn from the specific distribution of the author who is deemed to have generated the word. The AuthorRecipient-Topic model (ART) [13] extends the idea further by building a topic distribution for every authorrecipient pair. As we show in the experiments below, Block-LDA can also be used to model the relationships between authors, recipients, and words in documents, by constructing an appropriate link matrix from known information about the authors and recipients of documents; however, unlike the AT and ART models which are primarily designed to model documents, Block-LDA provides a generative model for the links between authors and recipients in addition to documents. This allows Block-LDA to be used for additional inferences not possible with the AT or ART models, for instance, predicting probable author-recipient interactions. Wen and Lin [14] describe an application of an approach that uses both content and network information to analyse enterprise data. While a joint modeling of the network and content is not used, LDA is used to study the topics in communications between people.
A summary of related models from prior work is shown in Table 1 . [15] includes a hand-crafted collection of protein interactions covering 8000 protein complex associations in yeast. We use a subset of this collection containing 844 proteins, for which all interactions were hand-curated (Figure 2(a) ). The MIPS institute also provides a set of functional annotations for each protein which are organized in a tree, with 15 nodes at the first level (shown in Table 2 ). The 844 proteins participating in interactions are mapped to these 15 functional categories with an average of 2.5 annotations per protein.
In addition to the MIPS PPI data, we use a text corpus that is derived from the repository of scientific publica-
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Copyright © SIAM. Unauthorized reproduction of this article is prohibited. . The subset we work with consists of approximately 40,000 publications about the yeast organism that have been curated in the Saccharomyces Genome Database (SGD) [16] with annotations of proteins that are discussed in the publication. We further restrict the dataset to only those documents that are annotated with at least one protein from the MIPS database. This results in a MIPS-protein annotated document collection of 15,776 publications. The publications in this set were written by a total of 47,215 authors. We tokenize the titles and abstracts based on white space, lowercase all tokens and eliminate stopwords. Low frequency (< 5 occurrences) terms are also eliminated. The vocabulary contains 45,648 words.
To investigate the co-occurrence patterns of proteins annotated in the abstracts, we construct a cooccurrence matrix. From every abstract, a link is constructed for every pair of annotated protein mentions. Additionally, protein mentions that occur fewer than 5 times in the corpus are discarded. While extracting text from the email messages, "quoted" messages are eliminated using a heuristic which looks for a "Forwarded message" or "Original message" delimiter. In addition, lines starting with a ">" are also eliminated. The emails are then tokenized after lowercasing the entire message, using whitespace and punctuation marks as word delimiters. Words occurring fewer than 5 times in the corpus are discarded. The vocabulary of the corpus consists of 32,880 words.
For the entity links component of the model, we build an email communication network by constructing a link between the sender and every recipient of an email message, for every email in the corpus. Recipients of the emails include people directly addressed in the "TO" Table 3 shows the top words, proteins and authors for six topics induced by running Block-LDA over the full PPI+SGD dataset. The Gibbs sampling procedure was run until convergence (around 80 iterations) and the number of topics was set to 15. The topic tables were then analyzed and a title and an analysis of the topic added, after the inference procedure. Details about proteins and yeast researchers were obtained on the SGD 2 website to understand the function of the top proteins in each topic and to get an idea of the research profile of the top authors mentioned.
Matrix reconstruction
Next, we investigate the ability of the model to recover the block structure inherent in the protein protein interactions. Figure  3 shows the reconstructed protein-protein interaction matrix using the sparse block model and Block-LDA. It can be seen that both matrices approximately resemble the observed PPI matrix in Figure 2 (a) with Figure 3 (b) being a crisper reconstruction.
Functional category prediction
Proteins are identified as belonging to multiple functional categories in the MIPS dataset, as described in Section 4. We use Block-LDA and baseline methods to predict proteins' functional categories and evaluate it by comparing it to the ground truth in the MIPS dataset using the method presented in prior work [1] . A model is first trained with K set to 15 topics to recover the 15 top level functional categories of proteins. Every topic that is returned consists of a set of multinomials including β t l , the topic wise distribution over all proteins. The values of β t l are thresholded such that the top ≈ 16% (the density of the protein-function matrix) of entries are considered as a positive prediction that the protein falls in the functional category corresponding to the latent topic. To determine the mapping of latent topic to functional category, 10% of the proteins are used in a procedure that greedily finds the alignment resulting in the best accuracy, as described in [1] . It is important to note that the true functional categories of proteins are completely hidden from the model. The functional categories are used only during evaluation of the resultant topics from the model.
The precision, recall and F 1 scores of the different models in predicting the right functional categories for proteins are shown in Table 4 . Since there are 15 functional categories and a protein has approximately 2.5 functional category associations, we expect only ∼1/6 of protein-functional category associations to be positive. Precision and recall therefore depict a better picture of the predictions than accuracy. For the random baseline, every protein-functional category pair is randomly deemed to be 0 or 1 with the Bernoulli probability of an association being proportional to the ratio of 1's observed in the protein-functional category matrix in the MIPS dataset. In the MMSB approach, induced latent blocks are aligned to functional categories as described in [1] .
We see that the F 1 scores for the baseline sparse block model and MMSB are nearly the same and that combining text and links provides a significant boost to the F 1 score. This suggests that protein co-occurrence patterns in the abstracts contain information about functional categories as is also evidenced by the better than random F 1 score obtained using Link LDA which uses only documents. All the methods considered outperform the random baseline.
Perplexity and convergence
Next, we investigate the convergence properties of the Gibbs sampler by observing link perplexity on heldout data at different epochs. Link perplexity of set of links L is defined as (5.7)
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Words mutant, mutants, gene, cerevisiae, growth, type, mutations, saccharomyces, wild, mutation, strains, strain, phenotype, genes, deletion Proteins rpl20b, rpl5, rpl16a, rps5, rpl39, rpl18a, rpl27b, rps3, rpl23a, rpl1b, rpl32, rpl17b, rpl35a, rpl26b, rpl31a Authors klis fm, bussey h, miyakawa t, toh-e a, heitman j, perfect jr, ohya y ws, sherman f, latge jp, schaffrath r, duran a, sa-correia i, liu h, subik j, kikuchi a, chen j, goffeau a, tanaka k, kuchler k, calderone r, nombela c, popolo l, jablonowski d, kim j Analysis A common experimental procedure is to induce random mutations in the "wild-type" strain of a model organism (e.g., saccharomyces cerevisiae) and then screen the mutants for interesting observable characteristics (i.e. phenotype). Often the phenotype shows slower growth rates under certain conditions (e.g. lack of some nutrient). The RPL* proteins are all part of the larger (60S) subunit of the ribosome. The first two biologists, Klis and Bussey's research use this method.
(a) Analysis of Mutations
Words binding, domain, terminal, structure, site, residues, domains, interaction, region, subunit, alpha, amino, structural, conserved, atp Proteins rps19b, rps24b, rps3, rps20, rps4a, rps11a, rps2, rps8a, rps10b, rps6a, rps10a, rps19a, rps12, rps9b, rps28a Authors naider f, becker jm, leulliot n, van tilbeurgh h, melki r, velours j, graille m s, janin j, zhou cz, blondeau k, ballesta jp, yokoyama s, bousset l, vershon ak, bowler be, zhang y, arshava b, buchner j, wickner rb, steven ac, wang y, zhang m, forgac m, brethes d Analysis Protein structure is an important area of study. Proteins are composed of amino-acid residues, functionally important protein regions are called domains, and functionally important sites are often "converved" (i.e., many related proteins have the same amino-acid at the site). The RPS* proteins all part of the smaller (40S) subunit of the ribosome. Naider, Becker, and Leulliot study protein structure.
(b) Protein structure
Words transcription, ii, histone, chromatin, complex, polymerase, transcriptional, rna, promoter, binding, dna, silencing, h3, factor, genes Proteins rpl16b, rpl26b, rpl24a, rpl18b, rpl18a, rpl12b, rpl6b, rpp2b, rpl15b, rpl9b, rpl40b, rpp2a, rpl20b, rpl14a, rpp0 Authors workman jl, struhl k, winston f, buratowski s, tempst p, erdjument-bromage h, kornberg rd a, svejstrup jq, peterson cl, berger sl, grunstein m, stillman dj, cote j, cairns br, shilatifard a, hampsey m, allis cd, young ra, thuriaux p, zhang z, sternglanz r, krogan nj, weil pa, pillus l Analysis
In transcription, DNA is unwound from histone complexes (where it is stored compactly) and converted to RNA. This process is controlled by transcription factors, which are proteins that bind to regions of DNA called promoters. The RPL* proteins are part of the larger subunit of the ribosome, and the RPP proteins are part of the ribosome stalk. Many of these proteins bind to RNA. Workman, Struhl, and Winston study transcription regulation and the interaction of transcription with the restructuring of chromatin (a combination of DNA, histones, and other proteins that comprises chomosomes).
(c) Chromosome remodeling and transcription
Words rna, mrna, nuclear, translation, pre, ribosomal, processing, complex, rrna, export, splicing, factor, required, prion, binding Proteins sup35, rpl3, rps2, rpl18a, rpl6a, rpl7a, rpl42b, rpl5, rpl18b, rps0b, rpl22a, rps11b, rpl27b, rpl32, rpl7b Authors tollervey d, hurt e, parker r, wickner rb, seraphin b, corbett ah, silver pa, hinnebusch c, baserga sj, rosbash m, beggs jd, jacobson a, liebman sw, linder p, petfalski e, luhrmann r, fromont-racine m, ter-avanesyan md, johnson aw, raue ha, keller w, schwer b, wente sr, tuite mf Analysis Translation is conversion of DNA to mRNA, a process that is followed by splicing (in which parts of the mRNA are removed). sup35 is a protein that terminates transcription; it also exists as a misfolded protein called a "prion". Tollervey, Hurt, and Parker study RNA processing and export.
(d) RNA maturation
Words dna, repair, replication, recombination, damage, cerevisiae, strand, saccharomyces, double, checkpoint, induced, telomere, role, homologous, complex Proteins rad52, rad51, rad54, rad57, rad55, msh2, mre11, rad50, xrs2, rad1, rad14, rfa1, rad10, rfa2, rfa3 Authors haber je, prakash s, prakash l, kolodner rd, sung p, burgers pm, kunkel ta, petes w, jinks-robertson s, resnick ma, johnson re, zakian va, jackson sp, enomoto t, seki m, heyer wd, rothstein r, alani e, gasser sm, campbell jl, haracska l, boiteux s, symington ls, foiani m Analysis DNA repair is required because errors sometimes occur in when DNA is replicated. RAD52, RAD51, RAD54, RAD57, RAD55, MSH2, and MRE11 are involved in DNA repair. Haber and S. Prakash study DNA repair, and L. Prakash is a frequent co-author with S. Prakash.
(e) DNA repair Figure 4 (a) shows the convergence of the link perplexity using Block LDA and a baseline model on the PPI+SGD dataset with 20% of the full dataset heldout for testing. The number of topics K is set at 15 since our aim is to recover topics that can be aligned with the 15 protein functional categories. α D and α L are sampled from Gamma(0.1, 1). It can be observed that the Gibbs sampler burns-in after about 20 iterations.
Next, we perform two sets of experiments with the PPI+SGD dataset. The SGD text data has 3 types of entities in each document -words, authors and protein annotations with the PPI data linking proteins. In the first set of experiments, we evaluate the model using perplexity of heldout protein-protein interactions using increasing amounts of the PPI data for training.
All the 15,773 documents in the SGD dataset are used when textual information is used. When text is not used, the model is equivalent to using only the left half of Figure 1. Figures 3(a) and 3(b) shows the posterior likelihood of protein-protein interactions recovered using the sparse block model and using Block-LDA respectively. In the other set of experiments, we evaluate the model using protein perplexity in heldout text using progressively increasing amounts of text as training data. All the links in the PPI dataset are used in these experiments when link data is used. When link data is not used, the model reduces to Link LDA. In all experiments, the Gibbs sampler is run until the held out perplexity stabilizes to a nearly constant value (≈ 80 iterations) Figure 4 (b) shows the gains in perplexity in the two sets of experiments with different amounts of training data. The perplexity values are averaged over 10 runs. In both sets of experiments, it can be seen that Block-LDA results in lower perplexities than using links/text alone. These results indicate that co-occurrence patterns of proteins in text contain information about protein interactions which Block-LDA is able to utilize through joint modeling. Our conjecture is that the protein co-occurrence information in text is a noisy approximation of the PPI data.
Enron email corpus
As described in Section 4, the Enron dataset consists of two components -text from the sent folders and the network of senders and recipients of emails within the Enron organization. Each email is treated as a document and is annotated with a set of people consisting of the senders and recipients of the email. We first study the network reconstruction capability of the Block-LDA model. Block-LDA is trained using all the 96,103 emails in the sent folders and the 200,404 links obtained from the full email corpus. Figures 5(a) , 5(b) and 5(c) show the true communication matrix, the matrix reconstructed using the sparse mixed membership stochastic block model and the matrix reconstructed using the Block-LDA model respectively. The figures show that both models are approximately able to recover the communication network in the Enron dataset.
Next, we study the top words and people in the topics induced by Block-LDA shown in Table 5 . The table shows sample topics induced after running Block-LDA with K set to 15. We present only a subset of the fifteen topics due to space limitations. The topic labels and notes were hand created after looking at the top words and employees and by using the partial knowledge available about the roles of the employees in the Enron organization [17] . It can be seen that the people within the recovered topics are likely to need to communicate with each other. These instances of topics suggest that the topics capture both notions of semantic concepts obtained from the text of the emails and sets of people who need to interact regularly about the concepts. Figure 6 (a) shows the link perplexity and person perplexity in text of held out data, as the number of topics is varied. Person perplexity is indicative of the surprise inherent in observing a sender or a recipient and can be used as a prior in tasks like predicting recipients for emails that are being composed. Link perplexity is a score for the quality of link prediction and captures the notion of social connectivity in the graph. It indicates how well the model is able to capture links between people in the communication network. The person perplexity in the plot decreases initially and stabilizes when the number of topics reaches 20. It eventually starts to rise again when the number of topics is raised above 40. The link perplexity on the In the next set of experiments, we evaluate Block-LDA and other models by evaluating the person perplexity in held out emails by varying the training and test set size. Similar to the experiments with the PPI data, the Gibbs sampler is run until the held out perplexity stabilizes to a nearly constant value (≈ 80 iterations). The perplexity values are averaged over 10 runs. Figure 6 (c) shows the person perplexity in text in held out data as increasing amounts of the text data are used for training. The remainder of the dataset is used for testing. It is important to note that only Block-LDA uses the communication link matrix. A consistent improvement in person perplexity can be observed when email text data is supplemented with communication link data irrespective of the training set size. This indicates that the latent block structure in the links is beneficial while shaping latent topics from text.
Block-LDA is finally evaluated using link prediction. The sparse block model which serves as a baseline does not use any text information. Figure 6(b) shows the perplexity in held out data with varying amounts of the 200,404 edges in the network used for training. When textual information is used, all the 96,103 emails are used. The histogram shows that Block-LDA obtains lower perplexities than the sparse block model which uses only links. As in the PPI experiments, using the text in the emails improves the modeling of the network of senders and recipients although the effect is less marked when the number of links used for training is increased. The topical coherence in the latent topics induces better latent blocks in the matrix indicating a transfer of signal from the text to the network model.
Conclusion
We proposed a model that jointly models links between entities and text annotated with entities that permits co-occurrence information in text to influence link modeling and vice versa. Our experiments show that joint modeling outperforms approaches that use only a single source of information. Improvements are observed when the joint model is evaluated internally using perplexity in two different datasets and externally using protein functional category prediction in the yeast dataset. Moreover, the topics induced by the model when examined subjectively appear to be useful in understanding the structure of the data both in terms of the topics discussed and in terms of the connectivity characteristics between entities.
