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MONOTONE LAGRANGIAN FLOER THEORY IN
SMOOTH DIVISOR COMPLEMENTS: II
ALIAKBAR DAEMI, KENJI FUKAYA
Abstract. In [DF2], the first part of the present paper, we study the
moduli spaces of holomorphic discs and strips into an open symplectic,
isomorphic to the complement of a smooth divisor in a closed symplectic
manifold. In particular, we introduce a compactification of this mod-
uli space, which is called the relative Gromov-Witten compactification.
The goal of this paper is to show that the RGW compactifications ad-
mit Kuranishi structures which are compatible with each other. This
result provides the remaining ingredient for the main construction of
[DF2]: Floer homology for monotone Lagrangians in a smooth divisor
complement.
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1. Introduction
In [DF2], the authors studied Lagrangian intersection Floer homology of
a pair of monotone Lagrangians in an open symplectic manifold, which is
isomorphic to a divisor complement. At the heart of the construction of
[DF2], there is a compactification of the moduli spaces of holomorphic discs
and strips satisfying Lagrangian boundary condition. The main purpose of
this sequel to [DF2] is to show that this compactification, called the RGW
compactification, admits a Kuranishi structure. The virtual count of the
elements of these Kuranishi spaces is used in [DF2] to define the desired
Lagrangian Floer homology.
To be more detailed, let (X,ω) be a symplectic manifold and D be a
symplectic submanifold of X with codimension 2. Another probably non-
essential1 assumption is that D and ND(X), the normal bundle of D in X,
admit integrable complex structures compatible with the symplectic struc-
ture. The complex structure on ND(X) induces an integrable complex struc-
ture in a neighborhood of D and we extend this complex structure to an
almost complex structure J which is tamed by ω. (See [DF2, Subsection
3.3] for more details on the choice of almost complex structures.)
Let L0 and L1 be compact orientable and transversal Lagrangians inX\D.
For any β ∈ Π2(X;Li) with β∩D = 0, letMregk+1(Li;β) be the moduli space
of J-holomorphic disks of homology class β with k + 1 boundary marked
points and Lagrangian boundary condition associated to Li. In [DF2], we
introduced the RGW compactification MRGWk+1 (Li;β) of Mregk+1(Li;β). (See
[DF2, Section 3] for the definition of this moduli space. Note that this
compactification is different from the stable map compactification.) We
1In [DF2], this assumption is made to simplify the arguments. However, the authors
believe that this assumption can be removed at the expense of a more complicated analysis
of holomorphic curves in a neighborhood of D in X.
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also defined the RGW compactificationMRGWk1,k0 (L1, L0; p, q;β) of the moduli
space Mregk1,k0(L1, L0; p, q;β) in a similar way in [DF2, Section 3].
Theorem 1. The moduli spaces MRGWk+1 (Li;β) and MRGWk1,k0 (L1, L0; p, q;β)
admit Kuranishi structures.
A topological space with a Kuranishi structure is locally modeled by the
vanishing locus of an equation defined on a manifold, or more generally an
orbifold. These orbifolds and equations for different points need to satisfy
some compatibility conditions. (See [FOOO2, Definition A.1.1] for a more
precise definition of Kuranishi spaces.) Given a point of a space with Kuran-
ishi structure, the zeros of the corresponding equation might be cut down
transversally. In that case, our space looks like an orbifold in a neighborhood
of such point. The main point is that such equations might not be transver-
sal to zero and we might end up with a space which is not as regular as
an orbifold. Nevertheless, a Kuranishi structure would be sufficient to have
some of the interesting properties of smooth orbifolds. For example, it makes
sense to talk about a space with Kuranishi structure which has boundary
and corners. In fact, the Kuranishi structures of Theorem 1 have boundary
and corners. Any corner of this moduli space is given by appropriate fiber
products of the spaces of the formMRGWk+1 (Li;β) andMRGWk1,k0 (L1, L0; p, q;β).
Theorem 2. The Kuranishi structures on the moduli spaces MRGWk+1 (Li;β)
and MRGWk1,k0 (L1, L0; p, q;β) can be chosen such that they are compatible over
the boundary and corners. These Kuranishi structures are also compatible
with the forgetful maps of boundary marked points.
Suppose Lagrangians L1, L2 are monotone in X\D, namely, there is a
positive constant c such that for any β ∈ Π2(X;Li) := Im(pi2(X,Li) →
H2(X,Li;Z)) with β ∩ D = 0, we have:
ω(β) = cµ(β).
Here µ : H2(X,Li;Z) → Z is the Maslov index associated to Li. The first
part of Theorem 2 is the essential ingredient in the definition of Lagrangian
Floer homology for the monotone pairs L1, L0 and verifying its independence
from auxiliary choices in the construction.
Given any of the boundary marked points, we may define a forgetful
map fromMRGWk+1 (Li;β) toMRGWk (Li;β). Similarly, we can define forgetful
maps for MRGWk1,k0 (L1, L0; p, q;β). The second part of Theorem 2 concerns
compatibility with these maps which is necessary in the definition of Floer
homology when the minimal Maslov index of one of the Lagrangians is 2.
For a more precise version of Theorem 2, see Theorem 10.1, Theorem 11.7
[DF2, Lemma 3.70] and [DF2, Lemma 3.75].
One of the novel features of the RGW compactification is that it has
some strata which consist of obstructed objects by default. To make this
point more clear, we make a comparison with the stable map compactifi-
cation. In the stable compactification of the moduli space of holomorphic
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discs, each stratum is described by a fiber product of the moduli spaces of
holomorphic discs and strips. If each of the moduli spaces appearing in such
a fiber product consists of Fredholm regular elements and the fiber prod-
uct is transversal, then the moduli space in a neighborhood of this stratum
consists of regular objects and hence it is a smooth orbifold in this neigh-
borhood. However, the situation in the case of the RGW compactification
looks significantly different. There are strata of the compactification which
belong to the singular locus of the moduli space, even if each element of
the associated fiber product is Fredholm regular and the fiber product is
cut down transversely. This subtlety is the main point that our treatment
diverges from the proof of the analogues of Theorems 1 and 2 for the stable
map compactification of the moduli spaces of holomorphic discs and strips.
(See [FOOO2, FOOO4, FOOO6, FOOO7] for such results in the context of
the stable map compactification.)
We resolve the above issue by introducing the notion of inconsistent so-
lutions to the Cauchy-Riemann equation. Under the assumption of the
previous paragraph, the space of inconsistent solutions forms a smooth
manifold. Moreover, the elements of the moduli spaces MRGWk+1 (Li;β) and
MRGWk1,k0 (L1, L0; p, q;β) can be regarded as the zero sets of appropriate equa-
tions on the moduli space of inconsistent solutions. We treat these equations
as extra terms for Kuranishi maps. We believe this approach could be also
useful for the analysis of the relative Gromov-Witten theory in symplectic
category. We also believe that this idea as well as some of the arguments pro-
vided in this paper can be generalized to study various conjectures proposed
in [DF2, Section 6].
The main steps of the construction of the Kuranishi structures required
for the proof of Theorems 1 and 2 are parallel to the ones for the stable map
compactification. Throughout the paper, we point out relevant references for
the corresponding results in the context of the stable map compactification.
At the same time, we try to make our exposition as self-contained as possible.
One of the exceptions is the exponential decay result of [FOOO5] where the
same arguments can be used to deal with the exponential decay result which
we need for this paper.
Outline of Contents. In order to make the main ideas of the construction
more clear, we devote the first part of the paper to the construction of
a Kuranishi chart around a special point in the RGW compactification of
moduli spaces of discs. This special point, described in Section 2, belongs
to a stratum of the moduli space which is always obstructed. Motivated by
this example, we introduce the notion of inconsistent solutions in Section 5.
The stratum of this special example is given by the fiber product of a moduli
space of discs and two moduli spaces of spheres. In Sections 3 and 4, we
study the deformation theory of the elements of the moduli space within this
stratum. A Kuranishi chart for each element of this stratum is constructed
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in Section 8. The main analytical results required for the construction of
the Kuranishi chart is verified in Section 7.
In Section 8, we explain how the method of the first part of the paper
can be used to construct a Kuranishi chart around any point of the RGW
moduli space. Section 9 is devoted to showing that these Kuranishi charts
are compatible with each other using appropriate coordinate changes. This
completes of the proof of Theorem 1. We study compatibility of Kuranishi
structures at boundary components and corners in Section 10.1. In order to
verify the second part of Theorem 2, compatibility of Kuranishi structures
with forgetful maps is studied in Section 11. Since the case of strips are only
notationally heavier, we focus on the moduli spaces of discs up to this point
in the paper.
In the final section, we turn our attention back to the moduli spaces of
strips. Using the general theory of Kuranishi structures and the system of
Kuranishi structures provided by Theorems 1 and 2, we can construct a
system of multi-valued perturbations on such moduli spaces. These pertur-
bations allow us to make a virtual count of the elements of the moduli spaces
of the RGW strips and show that such counts are independent of auxiliary
choices. Thus they provide the crucial ingredient for the construction of
[DF2, Section 4].
2. A Special Point of the Moduli Spaces of Discs
In the first half of the paper, we focus on the analysis of a special case.
We hope that this allows the main features of our construction stand out.
The special case can be described as follows. Let Σ be a surface with nodal
singularities, which has three irreducible components Σd, Σs and ΣD. The
irreducible component Σd is a disc and the remaining ones are spheres. The
components Σd, Σs and ΣD are respectively called the disc component, the
sphere component and the divisor component. The divisor component ΣD
intersects Σd and Σs at the points, zd and zs, respectively. When we want
to emphasize that we consider these points as elements of ΣD, we denote
them by zD,d and zD,s. There is no intersection between Σd and Σs.
We are given a J-holomorphic map u : (Σ, ∂Σ)→ (X,L). The restriction
of this map to Σd, Σs, ΣD are denoted by ud, us, uD. We assume that the
image of uD is contained in the divisor D. The images of Σd, Σs intersect
D only at the points zd and zs with multiplicities 2 and 3, respectively.
Following [DF2, Section 3], we also associate a level function λ that evaluates
to 0 at the components Σd and Σs and to 1 at ΣD. We assume that there is
one boundary marked point z0 on Σd.
We also assume that the homology class (uD)∗([ΣD]) satisfies the following
identity: (Compare to [DF2, Condition (3.12)].)
2 + 3 + c1(ND(X)) ∩ (uD)∗([ΣD]) = 0.
This condition implies that there exists a meromorphic section s of (uD)
∗NDX
such that s has a pole of order 2 (resp. 3) at zd, (resp. zs), and s has no other
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pole or zero. The choice of this section s is unique up to a multiplicative
constant in C∗. We fix one such section s and define:
(2.1) UD : ΣD \ {zd, zs} → ND(X) \ D = R× SND(X)
where UD(z), for z ∈ ΣD \ {zd, zs}, is defined to be (uD(z), s(z)).
The Riemann surface Σ and the detailed ribbon tree corresponding to u
are sketched in Figures 1, 2. These data define an element of MRGW1 (L;β)
for an appropriate choice of β ∈ H2(X,L;Z). See [DF2, Section 3] for
the definitions of detailed ribbon trees and moduli spaces MRGWk+1 (L;β).
Constructing a Kuranishi neighborhood for this element of MRGW1 (L;β) is
the main goal of the first half of the paper.
d s
2 3
Figure 1. Detailed tree of the element we study.
2 3
z0
zd zs
Σd
Σs
ΣD
Figure 2. The source curves of (ud, uD, us)
3. Fredholm theory of the Irreducible Components
In this subsection, we shall be concerned with the deformations of the
restrictions of the map u to the irreducible components Σd, Σs and ΣD.
We will see that the deformation theory of each irreducible component is
governed by a Fredholm operator.
Throughout this section, we use cylindrical coordinates both for the target
and the source. There is a neighborhood U of the divisor D with a partial
C∗-action such that the complex structure J on U is integrable. (See [DF2,
Subsection 3.2] for the definition of partial C∗-actions and [DF2, Subsection
3.3] for the existence of U.) We may assume that the open set U is chosen
such that its closure is diffeomorphic to:
(3.1) [0,∞)τ × SND(X)
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where SND(X) is the unit S1-bundle associated to the normal bundleND(X)
ofD inX. We use τ to denote the standard coordinate on [0,∞). The 1-form
θ := −1rdτ ◦ J determines a connection 1-form for the S1-bundle SND(X).
Let g′ be a metric on D which is fixed for the rest of the paper. We also fix
a metric g on X \ D such that its restriction to (3.1) is given by:
(3.2) g|[0,∞)τ×SND(X) = dτ2 + θ2 + g′.
In particular, g is invariant with respect to the partial C∗ ∼= (−∞,∞)×S1-
action on (3.1), where (−∞,∞) acts (partially) by translation along the
factor [0,∞)τ and the action of S1 is induced by the obvious circle action
on SND(X). We also fix another metric gNC on X \ D whose restriction to
(3.1) has the following form:
(3.3) gNC |[0,∞)τ×SND(X) = e−2τ (dτ2 + θ2) + g′.
This non-cylindrical metric extends to D to give a smooth metric on X
which is also denoted by gNC .
Remark 3.1. We do not make any assumption on compatibility of the
metric g′ with the almost complex structure or the symplectic structure.
The metric g determines the decomposition:
(3.4) TX|U = R⊕ R︸ ︷︷ ︸
C
⊕pi∗(TD)
where the first factor is given by the action of (−∞,∞)×{1} ⊂ (−∞,∞)×
S1, the second factor is given by the action of {1}×S1 ⊂ (−∞,∞)×S1, and
the third factor is given by the vectors orthogonal to the first two factors.
Note that the last factor and the direct sum of the first two factors determine
complex subspaces of TX|U.
3.1. The Disk Component. The surface Σd can be identified uniquely
with the standard unit disc D2 ⊂ C such that z0 and zd are mapped to 1
and 0. The map ud : D
2 → X induces a map from D2 \ {0} to X \D, which
we also denote by ud. We identify D
2\{0} with [0,∞)r1×S1s1 and denote the
standard coordinates on the [0,∞) and S1 factors with r1 and s1. Namely,
the point (r1, s1) ∈ [0,∞)× S1 is mapped to exp(−r1−
√−1s1). (Here and
in what follows, S1 is identified with R/2piZ.) Since the multiplicity of the
intersection of ud and D at zd is 2, there exist Rd ∈ 0 and xd ∈ SND(X)
such that:
(3.5) dCm(ud(r1, s1), (2r1 +Rd, 2s1 + xd)) ≤ Cme−δ1r1
for some Cm, δ1 > 0. The constant δ1 is independent of m and in fact, we
can pick it to be 1. Here we regard (2r1 + Rd, 2s1 + xd) as an element of
[0,∞)σ × SND(X) using the partial action of (−∞,∞) × S1 on [0,∞)τ ×
SND(X). The expression on the left hand side of (3.5) is the Cm distance
between the following two maps from [0,∞)r1 × S1s1 to X \ D:
(r1, s1) 7→ ud(r1, s1) (r1, s1) 7→ (2r1 +Rd, 2s1 + xd)
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Note that there exists R′d > 0 such that ud(s1, r1) is an element of (3.1) for
r1 > R
′
d. The C
m norm is defined with respect to the cylindrical metric on
D2 \ {0} and the metric g on X \D. The inequalities in (3.5) are immediate
consequences of the fact that ud : D
2\{0} → X\D extends to a holomorphic
map from D2 to X, which intersects D with multiplicity 2.
Definition 3.2. We define C∞(([0,∞) × S1, {0} × S1); (u∗dTX, u∗dTL)) to
be the space of all smooth sections V of u∗dTX on the space [0,∞)×S1 with
the boundary condition:
V (0, s1) ∈ Tud(0,s1)L.
We extend each vector v ∈ Tud(zd)D to a vector field defined on a neigh-
borhood of ud(zd) in D. Let vˆ be the horizontal lift of this vector field using
the decomposition in (3.4) to a neighborhood of ud(zd) in X. We may as-
sume that the map v 7→ vˆ is linear. Using (3.4), we can also obtain a vector
field [r∞, s∞] on X \ D for each (r∞, s∞) ∈ R × R. These vector fields are
also (−∞,∞)× S1-invariant.
Definition 3.3. Let C∞0 (([0,∞) × S1, {0} × S1); (u∗dTX, u∗dTL))+ be the
space of all triples (V, (r∞, s∞), v) such that V ∈ C∞(([0,∞) × S1, {0} ×
S1); (u∗dTX, u
∗
dTL)), (r∞, s∞) ∈ R× R, v ∈ Tud(zd)D, and
V − [r∞, s∞]− vˆ
has compact support. We define a weighted Sobolev norm on this vector
space as follows:
(3.6)
‖(V, (r∞, s∞), v)‖2W 2
m,δ
=‖V ‖2L2m([0,R′d]×S1)
+
m∑
j=0
∫
[R′
d
,∞)×S1
eδr1 |∇j(V − [r∞, s∞]− vˆ)|2dr1ds1
+ |(r∞, s∞)|2 + |v|2.
Later we shall be concerned with the case that δ > 0 is a sufficiently small
positive number and m is a sufficiently large positive integer. We denote by
W 2m,δ(Σd \ {zd}; (u∗dTX, u∗dTL))
the completion of C∞0 (([0,∞)r1 × S1s1 , {0} × S1s1); (u∗dTX, u∗dTL))+ with re-
spect to the norm ‖ · ‖W 2
m,δ
. This completion is a Hilbert space and is
independent of how we extend the vectors v to vˆ.
Definition 3.4. Let C∞0 ([0,∞)×S1;u∗dTX⊗Λ0,1) be the space of all smooth
sections with compact supports, and define a weighted Sobolev norm on it
by:
‖V ‖2L2
m,δ
= ‖V ‖2L2m([0,R′d]×S1) +
m∑
j=0
∫
[R′
d
,∞)×S1
eδr1 |∇j(V )|2dr1ds1.
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The completion of C∞0 ([0,∞)× S1;u∗dTX ⊗ Λ0,1) with respect to the norm
‖ · ‖L2
m,δ
is denoted by
(3.7) L2m,δ(Σd \ {zd};u∗dTX ⊗ Λ0,1).
Linearization of the Cauchy-Riemann equation at ud gives a first order
differential operator
Dud∂ :C
∞
0 (([0,∞)× S1, {0} × S1); (u∗dTX, u∗dTL))
→ C∞0 ([0,∞)× S1;u∗dTX ⊗ Λ0,1).
Lemma 3.5. (1) The operator Dud∂ induces a continuous linear map
(3.8)
Dud∂ :W
2
m+1,δ(Σd \ {zd}; (u∗dTX, u∗dTL))
→ L2m,δ(Σd \ {zd};u∗dTX ⊗ Λ0,1).
In particular, for an element:
(V, (r∞, s∞), v) ∈ C∞0 (([0,∞)× S1, {0} × S1); (u∗dTX, u∗dTL))+
we have Dud∂(V, (r∞, s∞), v) = Dud∂(V ).
(2) (3.8) is a Fredholm operator.
(3) The index of the operator (3.8) is equal to the virtual dimension of
the moduli space Mreg,d1 (βd; (2))2 which contains ud.
Proof. (1) is a consequence of (3.5). (We choose δ to be smaller than the
constant δ1 in (3.5).) The differential operator Dud∂ is asymptotic to an
operator of the form
∂
∂r1
+ P
as r1 goes to infinity. Furthermore, P = J∂/∂s1 and the kernel of this
operator can be identified with R⊕R⊕Tud(zd)D. Part (2) is a consequence of
this observation and general results about Fredholm operators on manifolds
with cylindrical ends [APS]. Part (3) is also standard. 
3.2. The Sphere Component. In this part, we study the linearization of
the problem governing the map us. This can be done similar to the case
of ud. We take a compact subset Ks of Σs \ {zs} such that us(Σs \ Ks)
is contained in (3.1). We may assume that Σs \ Ks is a disk. We take a
coordinate (r2, s2) ∈ R×S1 of Σs \ (Ks∪{zs}) such that (r2, s2) is identified
with exp(−r2 −
√−1s2) ∈ D2 \ {0} ∼= Σs \ (Ks ∪ {zs}). In the same way as
in (3.5), we have the following inequality:
(3.9) dCm(us(r2, s2), (3r2 +Rs, 3s2 + xs)) ≤ Cme−δ1r2 ,
for a constant Rs and xs ∈ SND(X).
2See [DF2, Definition 3.35] for the definition of this moduli space. Here (2) stands for
the multiplicity number 2.
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Definition 3.6. (Compare to [FOOO2, Lemma 7.1.5].) Let:
C∞0 (Σs \ {zs};u∗sTX)+
be the space of all triples (V, (r∞, s∞), v) such that V ∈ C∞(Σs\{zs};u∗sTX),
(r∞, s∞) ∈ R× R, v ∈ Tus(zs)D and:
V − [r∞, s∞]− vˆ
is compactly supported.3 Analogous to (3.6), we define a Sobolev norm on
this space as follows:
(3.10)
‖(V, (r∞, s∞), v)‖2W 2
m,δ
=‖V ‖2L2m(Ks)
+
m∑
j=0
∫
[0,∞)×S1
eδr2 |∇j(V − [r∞, s∞]− vˆ)|2dr2ds2
+ |(r∞, s∞)|2 + |v|2.
We shall be concerned with the case that δ is a sufficiently small positive
number and m is a sufficiently large positive integer. We denote by
W 2m,δ(Σs \ {zs};u∗sTX)
the completion of C∞0 (Σs \ {zs};u∗sTX)+ with respect to the norm ‖ · ‖W 2
m,δ
.
This completion is a Hilbert space.
We can also define the Hilbert space:
L2m,δ(Σs \ {zs};u∗sTX ⊗ Λ0,1),
in the same way as in (3.7).
Lemma 3.7. (1) The linearization of the Cauchy-Riemann equation at
us defines a continuous linear map
(3.11) Dus∂ : W
2
m+1,δ(Σs \ {zs};u∗sTX)→ L2m,δ(Σs \ {zs};u∗sTX ⊗ Λ0,1).
(2) (3.11) is a Fredholm operator.
(3) The index of the operator (3.11) is equal to 4 plus the virtual dimen-
sion of the moduli space Mreg,s(βs; (3))4 which contains us.
The proof is similar to the proof of Lemma 3.5. The number 4, that
appears in Item (3), is the dimension of the group of automorphisms of
(S2, zs).
3Note that (r∞, s∞) and v determine a vector fields [r∞, s∞] and vˆ on (3.1) in the same
way as in the last subsection.
4 See [DF2, Definition 3.36]. (3) stands for the multiplicity number 3.
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3.3. The Divisor Component. Finally, we analyze the deformation the-
ory of uD. Note that uD is a map to the Ka¨hler manifold D. So we firstly
describe a Fredholm theory for the deformation of uD as a map to D. This
is a standard task in Gromov-Witten theory. We have a Fredholm operator:
(3.12) DuD∂ : L
2
m+1(ΣD;u
∗
DTD)→ L2m(ΣD;u∗DTD ⊗ Λ0,1).
To perform gluing analysis, we compare this Fredholm operator with another
Fredholm operator associated to the map UD in (2.1).
Definition 3.8. As in previous two subsections, we extend any v∞,d ∈
Tud(zd)D, v∞,s ∈ Tus(zs)D, to vector fields vˆ∞,d, vˆ∞,s on open neighborhoods
of the fibers of Rτ × SND(X) over ud(zd) and us(zs). For any (r∞, s∞) ∈
R×R, we can also define a vector field [r∞, s∞] in a neighborhood of any of
the points ud(zd) and us(zs), as in the last two subsections. Let:
C∞0 (ΣD \ {zd, zs};U∗DT (Rτ × SND(X)))+
be the space of all 5-tuples (V, (r∞,d, s∞,d), (r∞,s, s∞,s), vd, vs) such that:
(i) The restriction of V − [r∞,d, s∞,d]− vˆd to a punctured neighborhood
of zd in ΣD \ {zd, zs} vanishes;
(ii) The restriction of V − [r∞,s, s∞,s]− vˆs to a punctured neighborhood
of zs in ΣD \ {zd, zs} vanishes.
We define a weighted Sobolev norm on this space as follows:
(3.13)
‖(V, (r∞,d, s∞,d), (r∞,s, s∞,s), vd, vs)‖2W 2
m,δ
=‖V ‖2L2m(KD)
+
m∑
j=0
∫
[0,∞)×S1
eδr1 |∇j(V − [r∞,d, s∞,d]− vˆd)|2dr1ds1
+
m∑
j=0
∫
[0,∞)×S1
eδr2 |∇j(V − [r∞,s, s∞,s]− vˆs)|2dr2ds2
+ |(r∞,d, s∞,d)|2 + |(r∞,s, s∞,s)|2 + |vd|2 + |vs|2.
In order to clarify the notation in (3.13), the following comments are in
order. We take a compact subset KD ⊂ ΣD \ {zd, zs} such that ΣD \KD is
the union of two discs. We fix coordinates (r1, s1) ∈ [0,∞) × R/2piZ and
(r2, s2) ∈ [0,∞) × R/2piZ on the complement of the origins of these two
discs. That is, we identify [0,∞) × R/2piZ with D2 \ {0} using (ri, si) 7→
exp(−(ri +
√−1si)).
We denote the completion of C∞0 (ΣD \ {zd, zs};U∗DT (Rτ × SND(X)))+
with respect to the norm ‖ · ‖W 2
m,δ
by:
H1 := W
2
m,δ(ΣD \ {zd, zs};U∗DT (Rτ × SND(X))).
This completion is a Hilbert space.
We also define a Hilbert space
H2 := L
2
m,δ(ΣD \ {zd, zs};U∗DT (Rτ × SND(X))⊗ Λ0,1),
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in the same way as in (3.7).
We have a short exact sequence of holomorphic bundles on ΣD \ {zd, zs}
as follows:
0→ C→ U∗DT (Rτ × SND(X))→ u∗DTD → 0.
Here the first map is defined by the C∗-action. This short exact sequence
induce a diagram of the following form:
(3.14)
0 −−−−→ A1 −−−−→ H1 −−−−→ B1 −−−−→ 0
f
y gy hy
0 −−−−→ A2 −−−−→ H2 −−−−→ B2 −−−−→ 0
where we have:
A1 = W
2
m+1,δ(ΣD \ {zd, zs};C), A2 = L2m,δ(ΣD \ {zd, zs}; Λ0,1),
and
B1 = W
2
m+1,δ(ΣD\{zd, zs};u∗DTD), B2 = L2m,δ(ΣD\{zd, zs};u∗DTD⊗Λ0,1).
The spaces A1 and B1 are defined similar to H1 in an obvious way. In the
same way as in the proof of Lemma 3.5, we can show that the linearization
of the Cauchy-Riemann equation at UD defines a continuous linear map:
(3.15)
DUD∂ :W
2
m+1,δ(ΣD \ {zd, zs};U∗DT (Rτ × SND(X)))
→ L2m,δ(ΣD \ {zd, zs};U∗DT (Rτ × SND(X))⊗ Λ0,1).
which is the map g in (3.14). The map f is the standard Cauchy-Riemann
operator and h is the linearized Cauchy-Riemann operator associated to the
map uD. The diagram in (3.14) commutes and each row of the diagram
forms an exact sequence.
Lemma 3.9. (1) The operator in (3.15) is Fredholm.
(2) The kernel and the cokernel of the operator h in (3.14) can be iden-
tified with the kernel and the cokernel of DuD∂ in (3.12). Moreover,
(3.14) induces a short exact sequence of the following form:
0→ C→ KerDUD∂ → KerDuD∂ → 0.
and an isomorphism
CoKerDuD∂
∼= CoKerDUD∂.
Proof. The proof of the claim in (1) is similar to the proof of Lemma 3.5.
Identification of the kernels and cokernels of the operators h and DuD∂
is straightofrward. Similarly, we can identify he kernels and cokernels of
the operators f and the Cauchy-Riemann operator associated to the trivial
bundle on the sphere ΣD. The latter operator is surjective and its kernel
is a copy of C, consists of constant sections of the trivial bundle. We can
use this observation and properties of the diagram in (3.14) to obtain the
remaining claims in part (2). 
LAGRANGIAN FLOER THEORY IN DIVISOR COMPLEMENTS 13
4. Stabilization of the Source Curves and the Obstruction
Bundles
The operators Dud∂, Dus∂, DuD∂ are not necessarily surjective. If these
operators are not surjective, then the deformation theories of ud, us, uD are
obstructed. Following a general idea due to Kuranishi, we introduce ob-
struction bundles:
Definition 4.1. We consider linear subspaces
Ed ⊂ C∞(Σd \ {zd};u∗dTX ⊗ Λ0,1),
Es ⊂ C∞(Σs \ {zs};u∗sTX ⊗ Λ0,1),
ED ⊂ C∞(ΣD \ {zd, zs};u∗DTD ⊗ Λ0,1)
of finite dimensions, which have the following properties:
(1) Elements of Ed, Es, ED have compact supports away from zd, zs,
{zd, zs}, respectively;
(2) Im(Dud∂) + Ed = L
2
m,δ(Σd \ {zd};u∗dTX ⊗ Λ0,1);
(3) Im(Dus∂) + Es = L
2
m,δ(Σs \ {zs};u∗sTX ⊗ Λ0,1);
(4) Im(DuD∂) + ED = L
2
m(ΣD;u
∗
DTD ⊗ Λ0,1).
We also require them to satisfy the mapping transversality condition of
Definition 4.2.
Definition 4.2. Let
EVd : W 2m+1,δ(Σd \ {zd}; (u∗dTX, u∗dTL))→ Tud(zd)D
be the continuous linear map that associates to a triple (V, (r∞, s∞), v) the
vector v. The map
EVs : W 2m+1,δ(Σs \ {zs};u∗sTX)→ Tus(zs)D,
is defined similarly. Finally, let:
EVD := (EVD,d,EVD,s) : L2m+1(ΣD;u∗DTD)→ Tud(zd)D ⊕ Tus(zs)D.
be the map that associates to V ∈ L2m+1(ΣD;u∗DTD) the pair of vectors
(V (zd), V (zs)). We say that Es, Ed, ED of the previous definition satisfy
the mapping transversality condition, if the following map is surjective:
(4.1)
(EVd + EVD,d,EVs + EVD,s) :
(Dud∂)
−1Ed ⊕ (Dus∂)−1Es ⊕ (DuD∂)−1ED
→ Tud(zd)D ⊕ Tus(zs)D.
We shall use these obstruction spaces to define Kuranishi neighborhoods
of the elements represented by ud, us, uD, respectively. Note that at this
stage we are studying three irreducible components separately. The process
of gluing them will be discussed in the next stage.
The source curve Σd of ud comes with one interior nodal point zd and
one boundary marked point z0. The group of isometries of Σd preserving
14 ALIAKBAR DAEMI, KENJI FUKAYA
zd and z0 is trivial and hence Σd together with these marked points is sta-
ble. Moreover, this source curve does not have any deformation parameter.
However, the source curve Σs of us comes with only one interior nodal point
zs. Therefore, it is unstable and we add two extra marked points ws,1, ws,2
such that it becomes stable with no deformation parameter. Similarly, the
source curve ΣD of uD comes with two interior nodal points zs, zd and is
unstable. We add one marked point wD so that it becomes stable without
any deformation parameter.We follow the method of [FOn, appendix] to use
transversal submanifolds for the purpose of killing the extra freedom of mov-
ing the auxiliary marked points. (See also [FOOO4, Section 20], [FOOO8,
Subsection 9.3].) Namely, we fix submanifolds Ns,1, Ns,2 and ND with the
following properties:
Condition 4.3. (1) Ns,1, Ns,2 are codimension 2 smooth submanifolds
of X, and ND is a codimension 2 smooth submanifold of D.
(2) For i = 1, 2, there exists an open neighborhood Vs(ws,i) of ws,i such
that Vs(ws,i)∩u−1s (Ns,i) = {ws,i} and us|Vs(ws,i) is transversal to Ns,i
at ws,i.
(3) There exists an open neighborhood VD(wD) of wD such that VD(wD)∩
u−1D (ND) = {wD} and uD|VD(wD) is transversal to ND at wD.
We now define (Kuranishi) neighborhoods of ud, us, uD as follows. Let
u′d : (Σd\{zd}, ∂Σd)→ (X\D, L) (resp. u′s : Σs\{zs} → X\D, u′D : ΣD → D)
be a L2m+1,loc map such that:
(4.2)
d(ud(x), u
′
d(x)) ≤  (resp. d(us(x), u′s(x)) ≤ ,
d(uD(x), u
′
D(x)) ≤ .)
for any x ∈ Int(Σd \ {zd}) (resp. x ∈ Σs \ {zs}, x ∈ ΣD). Here d is defined
with respect to the metric g on X \ D or the metric g′ on D, introduced at
the beginning of Section 3. We wish to define:
(4.3)
Ed(u
′
d) ⊂ L2m(Σd \ {zd}; (u′d)∗TX ⊗ Λ0,1)
Es(u
′
s) ⊂ L2m(Σs \ {zs}; (u′s)∗TX ⊗ Λ0,1)
ED(u
′
D) ⊂ L2m(ΣD; (u′D)∗TD ⊗ Λ0,1)
which are finite dimensional subspaces consisting of elements with compact
supports. Firstly we need to impose an additional constraint on Ed, Es, ED.
Condition 4.4. If x ∈ Σd (resp. x ∈ Σs, x ∈ ΣD) is in the support of an
element of Ed (resp. Es, ED), then ud (resp. us, uD) is an immersion at x.
This condition in particular implies that Ed (resp. Es, ED) is zero, if u is
constant on Σd (resp. Σs, ΣD). Using the fact that Σ has genus 0, we can
always take Ed, Es, ED satisfying this additional condition.
We denote by Supp(Ed) (resp. Supp(Es), Supp(ED)) the union of the
supports of elements of Ed (resp. Es, ED). We define a map I
t
d : Supp(Ed)→
Σd (resp. I
t
s : Supp(Es) → Σs, ItD : Supp(ED) → ΣD) as follows. (Here t
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stands for target.) For x ∈ Supp(Ed) (resp. x ∈ Supp(Es), x ∈ Supp(ED)),
the point Itd(x) (resp. I
t
s (x), I
t
D(x)) is given by the following conditions:
Condition 4.5. (1) We require that the distance between x and Itd(x)
(resp. Its (x), I
t
D(x)) is smaller than the constant . We choose 
small enough such that (4.2) and this condition imply:
d(ud(x), u
′
d(I
t
d(x))) ≤ o, (resp. d(us(x), u′s(Its (x))) ≤ o,
d(uD(x), u
′
D(I
t
D(x))) ≤ o.)
where o is a constant smaller than the injectivity radii of X \D and
D.5
(2) The condition in (1) implies that there exists a unique minimal
geodesic γd : [0, 1] → X \ D (resp. γs : [0, 1] → X \ D, γD :
[0, 1] → D) joining ud(x) to u′d(Itd(x)) (resp. us(x) to u′s(Its (x)),
uD(x) to u
′
D(I
t
D(x)).)
6 We require that the vector (dγd/dt)(0) (resp.
(dγs/dt)(0), (dγD/dt)(0)) is perpendicular to the image of ud (resp.
us, uD) at t = 0.
We fix a unitary connection on T (X \ D), whose restriction to U is given
by the direct sum of the trivial connection on C and a unitary connection
on TD. In particular, this connection is invariant with respect to the partial
C∗-action. The parallel transport along the geodesics γd, γs with respect to
this unitary connection induces complex linear maps:
Tud(x)X → Tu′d(Itd(x))X, Tus(x)X → Tu′s(Its (x))X.
We thus obtain bundle maps:
u∗dTX → (u′d ◦ Itd)∗TX, u∗sTX → (u′s ◦ Its )∗TX.
By differentiating and projecting to the (0, 1) part, we also obtain bundle
maps:
d0,1Itd : Λ
0,1 → (Itd)∗Λ0,1, d0,1Its : Λ0,1 → (Its )∗Λ0,1.
We may assume that these maps are isomorphisms by choosing  to be small
enough. Taking tensor product gives rise to the maps:
u∗dTX ⊗ Λ0,1 → (u′d ◦ Itd)∗TX ⊗ (Itd)∗Λ0,1,
u∗sTX ⊗ Λ0,1 → (u′s ◦ Its )∗TX ⊗ (Its )∗Λ0,1.
which induce linear maps:
(4.4)
PAL :L2m(SuppEd;u∗dTX ⊗ Λ0,1)→ L2m,loc(Σd \ {zd}; (u′d)∗TX ⊗ Λ0,1),
PAL :L2m(SuppEs;u∗sTX ⊗ Λ0,1)→ L2m,loc(Σs \ {zs}; (u′s)∗TX ⊗ Λ0,1).
5Note that Σd, Σs, ΣD together with marked points are stable without automorphisms.
In a more general case, some of the irreducible components might have automorphisms.
In that case the analogues of the map Itd are required to be equivariant with respect to
the automorphisms of the source curve.
6 Here the geodesics are defined with respect to the metric g on X \ D and the metric
g′ on D.
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We now define
(4.5) Ed(u
′
d) = PAL(Ed), Es(u′s) = PAL(Es).
Definition 4.6. We denote by Ud (resp. Us) the set of L2m+1,loc maps
u′d : (Σd \ {zd}, ∂Σd) → (X \ D, L) (resp. u′s : Σs \ {zs} → X \ D) with
the following properties:
(1) The C2-distance between ud and u
′
d (resp. us and u
′
s) is less than .
(2) The equation
∂u′d ∈ Ed(u′d), (resp. ∂u′s ∈ Es(u′s))
is satisfied.
(3) There exists p ∈ D such that
lim
x→zd
u′d(x) = p, (resp. limx→zs
u′s(x) = p).
(4) In the latter case, u′s(ws,1) ∈ Ns,1 and u′s(ws,2) ∈ Ns,2.
We define U+s to be the set of maps u′s satisfying (1), (2) and (3), but not
necessarily (4).
Note that standard regularity results imply that elements of Ud and Us
are smooth.
In the same way as in the case of u′d, u
′
s, for u
′
D : ΣD → D with
d(uD(x), u
′
D(x)) ≤ , we define:
(4.6) PAL : L2m(SuppED;u∗DTD ⊗ Λ0,1)→ L2m(ΣD; (u′D)∗TD ⊗ Λ0,1)
using the map ItD and parallel transport with respect to the chosen unitary
connection on TD. We also define:
(4.7) ED(u
′
D) = PAL(ED).
Remark 4.7. Since Σd, Σs and ΣD with the marked points are stable, we
can use the identity map instead of Itd, I
t
s and I
t
D. This is the approach
used in [FOn, FOOO2] and many other places in the literature. We call
our choice here the target space parallel transportation.7 This method works
better for our construction of Subsection 10.3.
Definition 4.8. We denote by UD the set of L2m maps u′D : ΣD → D with
the following properties:
(1) The C2-distance between uD and u
′
D is less than .
(2) The equation
(4.8) ∂u′D ∈ ED(u′D)
is satisfied.
(3) u′D(wD) ∈ ND.
We define U+D to be the set of maps u′D satisfying (1) and (2), but not
necessarily (3).
7A similar method was used in [FOOO3, page 250, Condition 4.3.27].
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We define maps:
evd : Ud → D, evs : Us → D, (evD,d, evD,s) : UD → D ×D,
by
evd(u
′
d) := u
′
d(zd), evs(u
′
s) := u
′
s(zs),
evd(u
′
D) := u
′
D(zd), evs(u
′
D) := u
′
D(zs).
We summarize their properties as follows.
Lemma 4.9. If  is small enough, then we have:
(1) Ud, UD, Us are smooth manifolds.
(2) The maps evd, evD,d, evD,s, evs are smooth.
(3) The fiber product
(4.9) Ud evd ×evD,d UD evD,s ×evs Us
is transversal.
Proof. Part (1) is a consequence of the implicit function theorem using the
assumptions in Definition 4.1. Part (2) follows from the way we set up
Fredholm theory. Part (3) follows from the surjectivity of the map (4.1). 
The fiber product (4.9) describes a Kuranishi neighborhood of any ele-
ment [Σ, z0, u] of the stratum of MRGW1 (L;β), consisting of objects with
the combinatorial data given in Section 2. Next, we include the gluing con-
struction and construct a Kuranishi neighborhood of [Σ, z0, u] in the moduli
spaceMRGW1 (L;β). Let D2 be the unit disk in the complex plane and D2(r)
denote r ·D2. We fix coordinate charts:
(4.10)
ϕd : Int(D
2)→ Σd, ϕD,d : Int(D2)→ ΣD,
ϕD,s : Int(D
2)→ ΣD, ϕs : Int(D2)→ Σs,
which are bi-holomorphic maps onto the image and ϕd(0) = zd, ϕD,d(0) =
zD,d, ϕD,s(0) = zD,s, ϕs(0) = zs. We assume that the marked points wD,
ws,i do not belong to the image of the above coordinate charts. For σ1, σ2 ∈
D2\{0}, we form the disk Σ(σ1, σ2) as follows. Consider the disjoint union:
(4.11)
(Σd \ ϕd(D2(|σ1|))) unionsq (ΣD \ (ϕD,d(D2(|σ1|)) ∪ ϕD,s(D2(|σ2|)))
unionsq (Σs \ ϕs(D2(|σ2|))).
and define the equivalence relation ∼ on (4.12) as follows:
(gl-i) If z1z2 = σ1, z1, z2 ∈ D2, then ϕd(z1) ∼ ϕD,d(z2).
(gl-ii) If z1z2 = σ2, z1, z2 ∈ D2, then ϕs(z1) ∼ ϕD,s(z2).
Then Σ(σ1, σ2) is the quotient space of (4.12) by this equivalence relation.
See Figure 3 below. The above definition can be extended to the case that
σ1 or σ2 vanishes. For example, if σ2 = 0, then (4.12) is replaced with:
(4.12) (Σd \ ϕd(D2(|σ1|))) unionsq (ΣD \ ϕD,d(D2(|σ1|))) unionsq Σs.
where we use the identification in (gl-i), and the identification in (gl-ii) is
replaced with ϕs(0) ∼ ϕD,s(0).
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z0
Σd
Σs
ΣD
z0
Σ(σ1, σ2)
ϕd
ϕs
ϕD,s
ϕD,d
Figure 3. Σ(σ1, σ2)
We also define:
(4.13)
Σd(σ1) = Σd \ ϕd(D2(|σ1|)),
Σs(σ2) = Σs \ ϕs(D2(|σ2|)),
ΣD(σ1, σ2) = ΣD \ (ϕD,d(D2(|σ1|)) ∪ ϕD,s(D2(|σ2|))).
By construction, there exist bi-holomorphic embeddings:
(4.14)
Id : Σd(σ1)→ Σ(σ1, σ2), Is : Σs(σ2)→ Σ(σ1, σ2),
ID : ΣD(σ1, σ2)→ Σ(σ1, σ2).
Let u′d : Σd(σ1)→ X \D, u′s : Σs(σ2)→ X \D, U ′D : ΣD(σ1, σ2)→ U ⊂ X \D
be L2m+1 maps such that u
′
d, u
′
s, u
′
D := pi ◦ U ′D are close to the restrictions
of ud, us, uD in the same sense as in (4.2). We define:
(4.15)
Ed(u
′
d) ⊂ L2m(Σd(σ1); (u′d)∗TX ⊗ Λ0,1)
Es(u
′
s) ⊂ L2m(Σs(σ2); (u′s)∗TX ⊗ Λ0,1)
similar to (4.5), using target space parallel transportations. Next, we define:
(4.16) ED(U
′
D) ⊂ L2m(ΣD(σ1, σ2); (U ′D)∗TX ⊗ Λ0,1)
as follows. Since u′D is close to uD, we can use the same construction as in
(4.7) to define:
E′D(u
′
D) ⊂ L2m(ΣD; (u′D)∗TD ⊗ Λ0,1)
Then the decomposition in (3.4) allows us to define:
(4.17) ED(U
′
D) ⊂ L2m(ΣD; (U ′D)∗TX ⊗ Λ0,1).
By construction, we have isomorphisms
(4.18) Pd : Ed(u′d)→ Ed, Ps : Es(u′s)→ Es, PD : ED(u′D)→ ED.
Recall that we fixed a codimension 2 submanifold ND ⊂ D. We define
N̂D ⊂ X to be its inverse image in the tubular neighborhood U of D in X
by the projection map pi. In the following definition  is the same constant
as in Lemma 4.9. We may make this constant smaller as we move through
the paper whenever it is necessary.
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Definition 4.10. We denote by U0 the set of all triples (u′, σ1, σ2) where
σ1, σ2 ∈ D2(). In the case that σ1 and σ2 are non-zero, (u′, σ1, σ2) needs to
satisfy the following properties:
(1) u′ : Σ(σ1, σ2)→ X\D is a smooth map.
(2) Let:
u′d := u
′ ◦ Id, u′s := u′ ◦ Is, U ′D = u′ ◦ ID.
Then the C2 distance of u′d (resp. u
′
s) with the restriction of ud
(resp. us) to Σd(σ1) (resp. Σs(σ2)) is less than . The maps U
′
D and
UD are also C
2-close to each other in the sense that the image of U ′D
is contained in the open set U and there is a constant r such that
the C2 distance of U ′D and Dilr ◦UD, restricted to ΣD(σ1, σ2), is less
than .8
(3) (Modified non-linear Cauchy-Riemann equation) u′d, u
′
s, U
′
D satisfy
the equations:
(4.19) ∂u′d ∈ Ed(u′d), ∂u′s ∈ Es(u′s), ∂U ′D ∈ ED(U ′D).
(4) (Transversal constraints) We also require:
(4.20) u′(wD) ∈ N̂D, u′(ws,1) ∈ Ns,1, u′(ws,2) ∈ Ns,2.
Here we use ID, Is to regard wD, ws,i as elements of Σ(σ1, σ2). In
the case that one of the constants σ1 and σ2 vanishes, the other one
is also zero, and u′ is an element of the fiber product (4.9).
One might hope that the space U0 is cut down transversely by (4.19) and
(4.20), and hence it could be used to define a Kuranishi neighborhood of
[Σ, z0, u] in MRGW1 (L;β). However, this naive expectation does not hold.
Roughly speaking, if that would hold, then one should obtain a solution
for any element of the fiber product (4.9) close to [Σ, z0, u] and any small
values of σ1, σ2. On the other hand, as a consequence of [DF2, Proposition
3.63], the stratum in (4.9) has real codimension 2 in our case, which is a
contradiction. Note that this is in contrast with the stable map compact-
ification, where a fiber product of the form (4.9) has codimension 4. To
resolve this issue, we introduce a space U larger than U0 such that U is a
smooth manifold and U0 is cut out from U by an equation of the following
form:
(4.21) σ21 = cσ
3
2.
The space U is realized as the moduli space of inconsistent solutions, which
will be defined in the next section. Note that the set of solutions of (4.21)
has a singularity at the locus σ1 = σ2 = 0.
8 The C2 distance in part (2) of the definition are defined with respect to the metric g
on X\D and the metric on ND(X) \ D which has the form in (3.2).
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5. Inconsistent Solutions and the Main Analytical Result
In this section, we discuss the main step where the construction of the
Kuranishi chart in our situation is different from the case of the stable map
compactification.
Definition 5.1. For σ1, σ2 ∈ D2(), an inconsistent solution is a 7-tuple
(u′d, u
′
s, U
′
D, σ1, σ2, ρ1, ρ2) satisfying the following properties:
(1) u′d : Σd(σ1) → X \ D, u′s : Σs(σ2) → X \ D, U ′D : ΣD(σ1, σ2) →
ND(X) \ D. The C2 distances of u′d, u′s and U ′D with ud, us and UD
are less than .9
(2) The following equations are satisfied:
(5.1) ∂u′d ∈ Ed(u′d), ∂u′s ∈ Es(u′s), ∂U ′D ∈ ED(U ′D).
Here Ed(u
′
d), Ed(u
′
s) and Ed(U
′
D) are defined as in (4.15) and (4.17)
using target parallel transport.
(3) We require the following transversal constraints:
(5.2) pi ◦ U ′D(wD) ∈ ND, u′s(ws,1) ∈ Ns,1, u′s(ws,2) ∈ Ns,2.
(4) Let z1, z2 ∈ D2.
(a) If z1z2 = σ1, then:
u′d(ϕd(z1)) = (Dilρ1 ◦ U ′D)(ϕD,1(z2)).
In particular, we assume that the left hand side is contained in
the open neighborhood U of D.
(b) If z1z2 = σ2, then:
u′s(ϕs(z1)) = (Dilρ2 ◦ U ′D)(ϕD,2(z2)).
We say two inconsistent solutions (u
(j)
s , u
(j)
d , U
(j)
D , σ
(j)
1 , σ
(j)
2 , ρ
(j)
1 , ρ
(j)
2 ), j =
1, 2, are equivalent if the following holds:
(i) u
(1)
d = u
(2)
d , u
(1)
s = u
(2)
s , σ
(1)
1 = σ
(2)
1 , σ
(1)
2 = σ
(2)
2 .
(ii) There exists a nonzero complex number c such that:
U
(2)
D = Dil1/c ◦ U (1)D , ρ(2)1 = cρ(1)1 , ρ(2)2 = cρ(1)2 .
We will write U for the set of all equivalence classes of inconsistent solutions.
Remark 5.2. In the above definition, we include the case that σ1 or σ2 is
0 in the following way:
(1) If σ1 = 0 (resp. σ2 = 0), then the condition (4) (a) (resp. (b)) is
replaced by the condition that u′d(ϕd(0)) = pi ◦ U ′D(ϕD,1(0)) (resp.
u′s(ϕs(0)) = pi ◦ U ′D(ϕD,1(0)));
(2) If σ1 = 0 (resp. σ2 = 0), then ρ1 = 0 (resp. ρ2 = 0).
In the case that exactly one of σ1 and σ2 is zero, the source curve Σ(σ1, σ2)
has only one node. Such source curves do not appear in U0. However, there
are elements of this form in U .
9 Here we use the same convention as in Definition 4.10 to defined the C2-distances.
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Below we state our main analytic results about U :
Proposition 5.3. If  is small enough, then the moduli space U is a smooth
manifold diffeomorphic to10:
(5.3) (Ud evd ×evD,d UD evD,s ×evs Us)×D2()×D2().
The diffeomorphism has the following properties:
(1) This diffeomorphism identifies the projection to the factor D2() ×
D2() with:
[u′s, u
′
d, u
′
D, σ1, σ2, ρ1, ρ2] 7→ (σ1, σ2).
(2) There exists ρˆi : U → C such that any element q of U has a repre-
sentative whose ρi component is equal to ρˆi(q). The functions ρˆi are
smooth. Moreover, there exists a homeomorphism:
(5.4) U0 ∼= {y ∈ U | ρˆ1(y) = ρˆ2(y)}.
This homeomorphism is given as follows. Let:
y = [u′d, u
′
D, u
′
s, σ1, σ2, ρˆ1, ρˆ2]
be an element of the right hand side of (5.4) with c = ρˆ1 = ρˆ2.
Then we can glue the three maps u′d, u
′
s,Dilc ◦ U ′D as in (gl-i),(gl-ii)
to obtain a map u′ : Σ(σ1, σ2) → X. This gives the desired element
of the left hand side of (5.4).
Remark 5.4. We can take our diffeomorphism so that its restriction to
(Ud evd ×evD,d UD evD,s ×evs Us) × {(0, 0)} is the obvious one. We can also
specify the choice of ρˆi in (2) above by requiring
(5.5) ρˆ1 = σ
2
1.
From now on, we will take this choice unless otherwise mentioned explicitly.
The proof we will give implies that:
ρˆ2(y) = f(y)σ
3
2,
where f is a nonzero smooth function.
The next proposition is the exponential decay estimate similar to those
in the case of the stable map compactification. (See [FOOO5] for the detail
of the proof of this exponential decay estimate in the case of the stable
map compactification.) To state our exponential decay estimate, we need
to introduce some notations. We define Ti ∈ [0,∞), θi ∈ R/2pi
√−1Z by the
formula:
(5.6) σi = exp(−(Ti +
√−1θi)).
The exponential decay estimate is stated in terms of Ti and θi.
10See Remark 5.6 for the definition of the smooth structure of D2().
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Let ξ = (uξd, u
ξ
D, u
ξ
s) be an element of the fiber product (4.9). The triple
(ξ, σ1 = exp(−(T1 +
√−1θ1)), σ2 = exp(−(T2 +
√−1θ2))) determines an
element of U , which is denoted by:
(5.7)
x(ξ, T1, T2, θ1, θ2)
= (uξd(T1, T2, θ1, θ2; ·), uξD(T1, T2, θ1, θ2; ·), uξs(T1, T2, θ1, θ2; ·),
σ1, σ2, ρ1(ξ, T1, T2, θ1, θ2), ρ2(ξ, T1, T2, θ1, θ2))
Here we fix the representative by requiring (5.5), namely, ρ1(ξ, T1, T2, θ1, θ2) =
σ21. Let R2 ∈ [0,∞), η2 ∈ R/2piZ be functions of ξ, T1, T2, θ1, θ2 given by
ρ2(ξ, T1, T2, θ1, θ2) = exp(−(R2 +
√−1η2)).
Proposition 5.5. (1) Let uξ◦ be one of uξd, u
ξ
s , u
ξ
D. Then for any com-
pact subset K of Σs \ {zs} (resp. Σd \ {zd}, ΣD \ {zD,s, zD,d}) we
have the following exponential decay estimates:
(5.8)
∥∥∥∥∥∥ ∂
m1
∂Tm11
∂m
′
1
∂θ
m′1
1
∂m2
∂Tm22
∂m
′
2
∂θ
m′2
2
uξ◦
∥∥∥∥∥∥
L2
`
(K)
≤ C exp(−cυ1T1 − cυ2T2).
Here υ1 = 0 if m1 = m
′
1 = 0. Otherwise υ1 = 1. Similarly, υ2
equals to 0 if m2 = m
′
2 = 0 and is equal to 1 otherwise. Here C, c
are positive constants depending on K, `, m1,m
′
1,m2,m
′
2. The same
estimate holds for the derivatives of uξ◦ with respect to ξ.
(2) We also have the following estimates
(5.9)
∣∣∣∣∣∣ ∂
m1
∂Tm11
∂m
′
1
∂θ
m′1
1
∂m2
∂Tm22
∂m
′
2
∂θ
m′2
2
(R2 − 3T2)
∣∣∣∣∣∣ ≤ C exp(−cυ1T1 − cυ2T2)∣∣∣∣∣∣ ∂
m1
∂Tm11
∂m
′
1
∂θ
m′1
1
∂m2
∂Tm22
∂m
′
2
∂θ
m′2
2
(η2 − 3θ2)
∣∣∣∣∣∣ ≤ C exp(−cυ1T1 − cυ2T2).
Here υ1 and υ2 are defined as in the first part. The same estimate
holds for the derivatives of R2, η2 with respect to ξ.
We will discuss the proofs of Propositions 5.3, 5.5 in Section 7.
Remark 5.6. We follow [FOOO2, Subsection A1.4], [FOOO5, Section 8],
[FOOO8, Subsection 9.1] to use a smooth structure on D2 different from
the standard one as follows. For z ∈ D2, let T, θ be defined by the following
identity:
z = exp(−(T +√−1θ)).
We define a homeomorhism from a neighborhood of the origin in D2 to D2
as follows:
z 7→ w = 1
T
exp(−√−1θ).
We define a smooth structure on D2, temporarily denoted by D2new, such
that z 7→ w becomes a diffeomorphism from D2new to D2 with the standard
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smooth structure. This new smooth structure D2new is used to define a
smooth structure on the factors D2 in (5.3). (We drop the term ‘new’ from
D2new hereafter.) The Proposition 5.5 implies smoothness of various maps at
the origin of D2 with respect to the new smooth structure. See for example
[FOOO4, Lemma 22.6], [FOOO5, Subsection 8.2], [FOOO8, Section 10] for
further discussions related to this point.
6. Kuranishi Charts: a Special Case
In this section we use Propositions 5.3 and 5.5 to obtain a Kuranishi chart
at the point [Σ, z0, u] ∈ MRGW1 (L;β). By definition, a Kuranishi chart of a
point p in a space M consists of (Vp,Γp, Ep, sp, ψp) where Vp, the Kuranishi
neighborhood, is a smooth manifold containing a distinguished point p˜, Γp,
the isotropy group, is a finite group acting on Vp, Ep, the obstruction bundle
is a vector bundle over Vp and sp, the Kuranishi map, is a section of Ep over
V . Moreover, the action of Γp at p˜ is trivial and the action of this group on
Vp is lifted to Ep. The section sp is Γp-equivariant and vanishes at p˜. Finally,
ψp is a homeomorphism from s
−1
p (0)/Γp to a neighborhood of [Σ, z0, u] in
MRGW1 (L;β), which maps p˜ to p.
In the present case, we define the Kuranishi neighborhood to be the man-
ifold U in Proposition 5.3, and define the isotropy group to be the trivial
one. The obstruction bundle E on U is a trivial bundle whose fiber is
(6.1) Ed ⊕ ED ⊕ Es ⊕ C.
The Kuranishi map
s = (sd, sD, ss, sρ) : U → Ed ⊕ ED ⊕ Es ⊕ C
is defined by
(6.2)
sd(ξ, T1, T2, θ1, θ2) = Pd(∂uξd(T1, T2, θ1, θ2; ·))
sD(ξ, T1, T2, θ1, θ2) = PD(∂uξD(T1, T2, θ1, θ2; ·))
ss(ξ, T1, T2, θ1, θ2) = Ps(∂uξs(T1, T2, θ1, θ2; ·))
sρ(ξ, T1, T2, θ1, θ2) = σ
2
1 − ρˆ2(ξ, T1, T2, θ1, θ2).
Here Ps,PD,Pd are as in (4.18). The maps uξs , uξD, uξd are as in (5.7).
Therefore, ∂uξs(T1, T2, θ1, θ2; ·) ∈ Es(uξs(T1, T2, θ1, θ2; ·)) is a consequence of
(4.19). Since Es(u
ξ
s(T1, T2, θ1, θ2; ·)) is in the domain of Ps, the first map is
well-defined. Similarly, we can show that the second and the third maps are
also well-defined. The last map is equivalent to ρˆ1 − ρˆ2, because of (5.5).
Lemma 6.1. The map s is smooth.
Proof. Proposition 5.3 implies that sρ is smooth. Smoothness of the maps
ss, sd, sD for non-zero values of σ1 and σ2 is a consequence of standard el-
liptic regularity. Smoothness for σi = 0 follows from part (1) of Proposition
5.5. For similar results in the context of the stable map compactification,
see [FOOO4, Lemma 22.6], [FOOO5, Theorem 8.25], [FOOO8, Proposition
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10.4], [FOOO4, Section 26] and [FOOO8, Section 12]. The first three refer-
ences concerns the Cm property of the relevant maps whereas the last two
discuss smoothness. 
We finally construct the parametrization map
ψ : s−1(0)→MRGW1 (L;β).
Let x = [u′d, u
′
D, u
′
s, σ1, σ2, ρ1, ρ2] ∈ U be an element such that s(x) = 0.
Firstly, let σ1 and σ2 be both non-zero. Equation sρ(x) = 0 implies that
ρ1 = ρ2. Therefore, we can glue u
′
d, u
′
D, u
′
s, as in Proposition 5.3 (2), to
obtain u′ : Σ(σ1, σ2)→ X \D. We use sd(x) = sD(x) = ss(x) = 0 to conclude
that u′ is J-holomorphic. We define ψ(x) ∈MRGW1 (L;β) to be the element
determined by u′ and z0 ∈ ∂Dd ⊂ ∂Σ(σ1, σ2). In the case that σ1 = 0, ρ1
vanishes by definition. Equation s(x) = 0 implies that ρ2 is also zero. We
can also conclude from Definition 5.1 that σ2 = 0. Finally the first three
equations in (6.2) imply that x determines an element of MRGW1 (L;β) in
the stratum described in Section 2. The case that σ2 = 0 can be treated
similarly. It is easy to see that ψ is a homeomorphism to a neighborhood of
[Σ, z0, u] in MRGW1 (L;β). Given Propositions 5.3 and 5.5, we thus proved
the following result:
Proposition 6.2. (U , E , s, ψ) provides a Kuranshi chart for the moduli space
MRGW1 (L;β) at [Σ, z0, u].
7. Proof of the Main Analytical Result
The purpose of this section is to prove Proposition 5.3. The proofs are
similar to the arguments in [FOOO5]. However, there is one novel point,
which is related to the fact that we need the notion of inconsistent solutions.
In this section, we go through the construction of the required family of
inconsistent solutions, emphasizing on this novel point. Then the estimates
claimed in Proposition 5.5 can be proved in the same way as in [FOOO5,
Section 6].
Throughout this section, we use a different convention for our figures to
sketch pseudo holomorphic curves in X. In our figures in this section (e.g.
Figure 4), we regard the divisor D as a vertical line on the right. This is
in contrast with our convention in Figure 3 and [DF2], where we regard the
divisor as a horizontal line on the bottom. Our new convention is more
consistent with the previous literature, especially [FOOO5].
7.1. Cylindrical Coordinates. In (4.10), we fix coordinate charts on Σd,
Σs, ΣD near the nodal points and parametrized by the disc Int(D
2). In this
section, it is convenient to use a cylindrical coordinates on the domain of
these coordinate charts. Thus we modify the definition of the maps in (4.10)
as follows:
ϕd : [0,∞)× S1 → Σd, ϕD,d : (−∞, 0]× S1 → ΣD,
ϕs : [0,∞)× S1 → Σs, ϕD,s : (−∞, 0]× S1 → ΣD,
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where
ϕd(r
′
1, s
′
1), ϕD,d(r
′′
1 , s
′′
1),
ϕs(r
′
2, s
′
2), ϕD,s(r
′′
2 , s
′′
2),
for (r′i, s′i) ∈ [0,∞) × S1, (r′′i , s′′i ) ∈ (−∞, 0] × S1, is defined to be what we
denoted by
(7.1)
ϕd(exp(−(r′1 +
√−1s′1))), ϕD,d(exp(r′′1 +
√−1s′′1)),
ϕs(exp(−(r′2 +
√−1s′2))), ϕD,s(exp(r′′2 +
√−1s′′2)),
in Section 4.
The equations z1z2 = σ1 or z1z2 = σ2 appearing in (gl-i) and (gl-ii)
11 can
be rewritten as:
(7.2)
r′′1 = r
′
1 − 10T1, s′′1 = s′1 − θ1,
r′′2 = r
′
2 − 10T2, s′′2 = s′2 − θ2,
where12
(7.3) σi = exp(−(10Ti +
√−1θi)).
We define
(7.4) ri = r
′
i − 5Ti = r′′i + 5Ti, si = s′i − θi/2 = s′′i + θi/2.
We also slightly change our convention for the polar coordinate of ρi of
Definition 5.1 (i = 1, 2) and define Ri, ηi as follows:
ρi = exp(−(10Ri +
√−1ηi)).
See Figure 4 below and compare with [FOOO5, (6.2) and (6.3)]13.
Σd
Σs
ΣD
z0
Σ(σ1, σ2)
r1
r1
r1
r2
r2
r2
0
0
0
0
0
0
5T1
5T1
5T2
5T2
10T2
10T1
−10T1
−10T2
−5T2
−5T2
−5T1
−5T1
Figure 4. ri, r
′
i, r
′′
i
11See the discussion about the construction of Σ(σ1, σ2) around (4.12).
12We use the coefficient 10 here to be consistent with [FOOO5]. Otherwise, they are
not essential.
13In [FOOO5], the letter τ is used for the variables that we denote by ri here. In this
paper, we use τ to denote the R factor appearing in the target space.
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7.2. Bump Functions. For the purpose of constructing approximate solu-
tions (pre-gluing) and for each step of the Newton’s iteration used to solve
our variant of non-linear Cauchy-Riemann equation, we use bump func-
tions. Here we review various bump functions that we need. We may use
the maps ϕd, ϕs, ϕD,d and ϕD,s to regard the following spaces as subspaces
of Σ(σ1, σ2):
Xi,Ti = [−1, 1]ri × S1si = [5Ti − 1, 5Ti + 1]r′i × S
1
s′i
= [−5Ti − 1,−5Ti + 1]r′′i × S
1
s′′i
,
Ai,Ti = [−Ti − 1,−Ti + 1]ri × S1si = [4Ti − 1, 4Ti + 1]r′i × S
1
s′i
= [−6Ti − 1,−6Ti + 1]r′′i × S
1
s′′i
,
Bi,Ti = [Ti − 1, Ti + 1]ri × S1si = [6Ti − 1, 6Ti + 1]r′i × S
1
s′i
= [−4Ti − 1,−4Ti + 1]r′′i × S
1
s′′i
.
Using ϕd (resp. ϕs), the spaces X1,T1 , A1,T1 , B1,T1 (resp. X2,T2 , A2,T2 , B2,T2)
can be identified with subspaces of Σd \{zd} (resp. Σs \{zs}). Similarly, the
map ϕD,d (resp ϕD,s) allows us to regard X1,T1 , A1,T1 , B1,T1 , X2,T2 , A2,T2 ,
B2,T2 as subspaces of ΣD \ {zd, zs}. (See Figure 5 below.)
Σd
Σs
ΣD
z0 r1
r2
0
0
5T1
5T2−5T2
−5T1
X1,T1
2A1,T1
−T1
2
T1
2
B1,T1
T2−T2
2 2 2
B2,T2X2,T2A2,T2
Figure 5. Xi,Ti , Ai,Ti , Bi,Ti
We fix a non-increasing smooth function χ : R→ [0, 1] such that
χ(r) =
{
1 r < −1
0 1 < r,
and χ(−r) = 1− χ(r). We now define
(7.5)
χ←i,X (ri, si) = χ(ri), χ
→
i,X (ri, si) = χ(−ri),
χ←i,A(ri, si) = χ(ri + Ti), χ
→
i,A(ri, si) = χ(−(ri + Ti)),
χ←i,B(ri, si) = χ(ri − Ti), χ→i,B(ri, si) = χ(−(ri − Ti)).
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The functions χ←1,X , χ
←
1,A and χ
←
1,B can be extended to smooth functions
on Σd which are locally constant outside of the spaces X1,T1 , A1,T1 and
B1,T1 , respectively. We use the same notations to denote these extensions.
Similarly, we can define functions χ←2,X , χ
←
2,A and χ
←
2,B on Σs. These functions
can be also regarded as functions defined on Σ(σ1, σ2) in the obvious way.
We use χ→i,X (resp. χ
→
i,A and χ
→
i,B(ri, si)), for i = 1, 2, to define a smooth
function χ→X (resp. χ
→
A and χ
→
B ) on Σ(σ1, σ2) as follows. On the neck regions
where the coordinate (ri, si), for i = 1 or 2, is defined, we set χ
→
X (resp. χ
→
A ,
χ→B ) to be the function χ
→
i,X (ri, si) (resp. χ
→
i,A(ri, si) and χ
→
i,B(ri, si)) given
in (7.5). This function is defined to be locally constant on the complement
of the above space. See Figures 6 and 7.
Σd
Σs
ΣD
z0
r2
r2
r2
0 T2−T2
B2,T2X2,T2A2,T2
0
0
0
1
χ←2,X
χ←2,A
χ←2,B
Figure 6. χ←2,X , χ
←
2,A, χ
←
2,B
Note that the supports of the first derivatives of χ←i,X , χ
←
i,A, χ
←
i,B are subsets
of Xi,Ti , Ai,Ti , Bi,Ti , respectively. The supports of the first derivatives of χ→X
χ→A , χ
→
B are subsets of X1,T1 ∪X2,T2 , A1,T1 ∪A2,T2 , B1,T1 ∪B2,T2 , respectively.
7.3. Weighted Sobolev Norms. In Section 3, we define weighted Sobolev
norms on several function spaces on Σd, Σs, ΣD. Here we use weighted
Sobolev norms to define a function space on Σ(σ1, σ2). Since Σ(σ1, σ2)
is compact and the weight functions that we will define are smooth, the
resulting weighted Sobolev norm is equivalent to the usual Sobolev norm.
In other words, the ratio between the two norms is bounded as long as we
fix σ1, σ2. However, the ratio depends on σ1, σ2 and is unbounded as σ1, σ2
goes to zero. Therefore, using weighted Sobolev norm is crucial to show that
various estimates are independent of σ1, σ2.
We decompose Σ(σ1, σ2) as follows:
Σ(σ1, σ2) =(Σd \ Imϕd) ∪ (Σs \ Imϕs) ∪ (ΣD \ (ImϕD,d ∪ ImϕD,s))
∪ ([−5T1, 5T1]r1 × S1s1) ∪ ([−5T2, 5T2]r2 × S1s2).
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Σd
Σs
ΣD
z0
0 T2−T2
B2,T2X2,T2A2,T2
0
0
1
0−T1 T1
X1,T1A1,T1 B1,T1
χ→X
χ→A
χ→B
χ→B
χ→X
χ→A
Figure 7. χ→X χ
→
A , χ
→
B
Here we identify [−5T1, 5T1]r1×S1s1 and [−5T2, 5T2]r2×S1s2 with their images
in Σ(σ1, σ2). We also introudce the following notations for various subspaces
of Σ(σ1, σ2): (See Figures 8, 9 and 10.)
(7.6)
Σ−d (σ1, σ2) = Σd \ Imϕd,
Σ+d (σ1, σ2) = Σd \ ϕd(D2(|σ1|)),
Σ−s (σ1, σ2) = Σs \ Imϕs,
Σ+s (σ1, σ2) = Σs \ ϕs(D2(|σ2|)),
Σ−D(σ1, σ2) = ΣD \ (ImϕD,d ∪ ImϕD,s),
Σ+D(σ1, σ2) = ΣD \ (ϕD,d(|σ1|) ∪ ImϕD,s(|σ2|)).
Note that Σ+d (σ1, σ2), Σ
+
s (σ1, σ2) and Σ
+
D(σ1, σ2) are respectively equal to
the spaces Σd(σ1), Σs(σ2) and ΣD(σ1, σ2) defined in (4.13).
Definition 7.1. Let eσ1,σ2δ : Σ(σ1, σ2)→ [0,∞) be a smooth function satis-
fying the following properties (see Figure 11):
(i) If x ∈ Σ−d (σ1, σ2) ∪ Σ−s (σ1, σ2) ∪ Σ−D(σ1, σ2), then eσ1,σ2δ (x) = 1;
(ii) If ri ∈ [1− 5Ti,−1], then eσ1,σ2δ (ri, si) = eδ(ri+5Ti);
(iii) If ri ∈ [1, 5Ti − 1], then eσ1,σ2δ (ri, si) = eδ(−ri+5Ti);
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z0 r1
r2
5T1
5T2−5T2
−5T1
Σ−d (σ1, σ2)
Σ−s (σ1, σ2)
Σ−D(σ1, σ2)
Figure 8. Σ−d (σ1, σ2), Σ
−
s (σ1, σ2), Σ
−
D(σ1, σ2)
z0 r1
r2
5T1
5T2−5T2
−5T1
Σ+d (σ1, σ2)
Σ+s (σ1, σ2)
Figure 9. Σ+d (σ1, σ2), Σ
+
s (σ1, σ2)
z0 r1
r2
5T1
5T2−5T2
−5T1
Σ+D(σ1, σ2)
Figure 10. Σ+D(σ1, σ2)
(iv) If ||ri| − 5Ti| ≤ 1, then eσ1,σ2δ (ri, si) ∈ [1, 10];
(v) If |ri| ≤ 1, then eσ1,σ2δ (ri, si) ∈ [e5Tiδ, 10e5Tiδ].
We fix a smooth map u′ : Σ(σ1, σ2)→ X \ D and assume that the diam-
eters of:
(7.7) u′([−5T1, 5T1]r1 × S1s1) and u′([−5T2, 5T2]r2 × S1s2)
with respect to the metric g are less than a given positive real number κ. We
require that the above sets are contained in U, introduced in the beginning
of Section 2, where the partial C∗-action is defined. Assuming κ is small
enough, to any:
V ∈ L2m(Σ(σ1, σ2);u′∗TX).
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z0
,
ΣD
Σd
Σs
1
1
1
1
1
eσ1,σ2δ
eσ1,σ2δ
X2,T2
X1,T1
Figure 11. eσ1,σ2δ
we associate sections vˆ1 and vˆ2 of u
′∗TX over the subspaces [−5T1, 5T1]r1 ×
S1s1 and [−5T2, 5T2]r2 × S1s2 in the following way.
Let (0, 0)i ∈ [−5Ti, 5Ti]ri × S1si be the point whose ri, si coordinates are
0. By choosing m to be greater than 1, the following vector is well-defined:
(7.8) vi = V ((0, 0)i) ∈ Tu′((0,0)i)X.
Suppose vi = vi,R+vi,S1+vi,D is the decomposition of this vector with respect
to (3.4). If κ is small enough, we can assume that the distance between any
two points of the projection of (7.7) to D is less than the injectivity radius of
D. In particular, we can extend vi,D to a vector field vˆi,D in a neighborhood
of (0, 0)i using parallel transport along geodesics based at u
′((0, 0)i) with
respect to the unitary connection on TD, which we fixed before. Then the
vector vˆi is defined to be:
(7.9) vˆi = vi,R + vi,S1 + vˆi,D.
Now we define
(7.10)
‖V ‖2W 2
m,δ
=‖V ‖2L2m((Σd\Imϕd)∪(Σs\Imϕs)∪(ΣD\(ImϕD,d∪ImϕD,s))
+
2∑
i=1
m∑
j=0
∫
[−5Ti,5Ti]ri×S1si
eδσ1,σ2(ri, si)|∇j(V − vˆi)|2dridsi
+ |v1|2 + |v2|2.
We use the cylindrical metric on Σ(σ1, σ2) and the metric g on X \ D to
define norms in the first and the second lines of the right hand side of (7.10).
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This definition is analogous to (3.6). The space of all V as above with finite
‖ · ‖W 2
m,δ
norm which satisfies the boundary condition:
V (z) ∈ Tu′(z)L ∀z ∈ ∂Σ(σ1, σ2)
forms a Hilbert space, which we denoted by:
(7.11) W 2m,δ((Σ(σ1, σ2), ∂Σ(σ1, σ2)); (u
′∗TX, u′|∗∂TL)).
Next, let:
V ∈ L2m(Σ(σ1, σ2);u′∗TX ⊗ Λ0,1)
and define:
(7.12) ‖V ‖2L2
m,δ
=
m∑
j=0
∫
Σ(σ1,σ2)
eδσ1,σ2(z)|∇jV (z)|2volΣ(σ1,σ2).
We use the cylindrical metric on Σ(σ1, σ2) and the metric g on X \ D to
define the norm and the volume element volΣ(σ1,σ2). The set of all such V
with ‖V ‖L2
m,δ
<∞ forms a Hilbert space, which we denote by
(7.13) L2m,δ(Σ(σ1, σ2);u
′∗TX ⊗ Λ0,1).
As a topological vector space, this is the same space as the standard space
of Sobolev L2m sections. However, the ratio between the above L
2
m,δ norm
and the standard Sobolev L2m norm is unbounded while σ1, σ2 go to 0.
Finally, we can use the above Sobolev spaces, to define the linearization
of the non-linear Cauchy-Riemann equation at u′, which is a Fredholm op-
erator:
(7.14)
Du′∂ :W
2
m+1,δ((Σ(σ1, σ2), ∂Σ(σ1, σ2)); (u
′∗TX, u′|∗∂TL))
→ L2m,δ(Σ(σ1, σ2);u′∗TX ⊗ Λ0,1).
7.4. Pre-gluing. Suppose ξ = (uξd, u
ξ
D, u
ξ
s) is an element of the following
space14:
(7.15) Ud evd ×evD,d U+D evD,s ×evs U+s
In this subsection, for each choice of σ1 and σ2, we shall construct an approx-
imate inconsistent solution and approximate the error for this approximate
solution.
By assumption, the pull back bundle (uξD)
∗ND(X) has a meromorphic
section sξ which has poles of order 2 and 3 at zd and zs, respectively. As in
(2.1), sξ gives rise to a map
(7.16) U ξD : ΣD \ {zd, zs} → ND(X)\D.
A priori, the section sξ is well-defined up to the action of C∗ and for each ξ
in (7.15), we fix one such section such that U ξD depends smoothly on ξ. Later
14Recall that Σd together with the marked points z0 and zd is already source stable
and we did not need to introduce auxiliary marked points on this space. This is the reason
that the first factor is Ud, rather than U+d .
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we will pin down the choice of sections such that (5.5) is satisfied. Recall
that a neighborhood of the zero section in ND(X) with the neighborhood U
of D in X. For now, we assume that the section sξ is chosen such that the
image of U ξD on the domain Σ
+
D(σ1, σ2) belongs to this neighborhood of the
zero section of ND(X). Recall that Σ+D(σ1, σ2) is defined in (7.6).
Next, we shall glue the three maps uξd, u
ξ
s , U
ξ
D by a partition of unity.
One should beware that the output of this construction is an approximate
inconsistent solution. In particular, it will not be a globally well-defined
map from Σ(σ1, σ2) to X. In order to describe this process, we need to fix
an exponential map.
There is a map
(7.17) Exp : T (X \ D)→ N(∆)
with N(∆) being a neighborhood of the diagonal ∆ in (X \ D) × (X \ D)
such that:
(i) For p ∈ X \D and V ∈ Tp(X \D), the first component of Exp(p, V )
is p.
(ii) Exp maps (p, 0) ∈ Tp(X \D) to (p, p) ∈ (X \D)×(X \D). Moreover,
at the point (p, 0), the derivative of Exp in the fiber direction given
by Tp(X \ D) ⊂ T (X \ D) is equal to (0, id) where id is the identity
map from Tp(X \ D) to itself.
(iii) Recall that we defined partial C∗ actions for a pair of an almost
complex manifold Y and a complex submanifold D of (complex)
codimension 1 in [DF2, Subsection 3.2]. This notion can be gener-
alized to the case of complex submanifolds of arbitrary codimension
in an obvious way. For example, the derivative of the partial C∗
action for the pair (X,D) determines a partial C∗ action for the pair
(TX, TD). Moreover, the product of two copies of partial C∗ actions
for the pair (X,D) induces a partial C∗ action on (X ×X,D × D).
We require that the map (7.17) is equivariant with respect to these
two partial C∗ actions.
(iv) For a positive real number κ, let DκTL denote the tangent vectors
to L whose norms are smaller than κ. There is κ such that:
Exp(DκTL) ⊂ L× L
.
Let exp be the exponential map with respect to the metric g. The map
(id, exp), defined on a neighborhood of the zero section of T (X \D), satisfies
(i)-(iii). We can modify this map and extend it to a map on T (X \D) which
satisfies (iv). We denote the inverse of (7.17) by
E : N(∆)→ T (X \ D).
We now define ρξi,(0) ∈ C∗ (i = 1, 2) as follows. We define the composition
uξd ◦ ϕd : D2 → X \ D.
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We take a (holomorphic) trivialization Π : ND(X)→ C of the normal bundle
ND(X) in a neighborhood of u0d(zd). Note that uξd(zd) ∈ D is in a small
neighborhood of u0d(zd). Therefore, u
ξ
d ◦ ϕd induces a holomorphic function
Π ◦ uξd ◦ ϕd : D2(o)→ C
for a small o > 0. By assumption Π ◦uξd ◦ϕd has a zero of order 2 at zd. We
define cξd ∈ C∗ by
(7.18) (Π ◦ uξd ◦ ϕd)(z) = cξdz2 + f(z)z3
where f(z) is holomorphic at 0.
Using the trivialization Π, we may regard the meromorphic section sξ ◦
ϕd,D as a meromorphic function which has a pole of order 2 at zd. In
particular, there is a constant cξD,d ∈ C∗ such that Π◦sξ◦ϕd,D : D2(o)\{0} →
C has the following form:
(7.19) (Π ◦ sξ ◦ ϕD,d)(w) = cξD,dw−2 +
g(w)
w
,
where g is holomorphic at 0. We now define:
(7.20) ρξ1,(0)(σ1, σ2) =
cξdσ
2
1
cξD,d
.
Note that ρξ1,(0) is independent of the choice of the trivialization of ND(X),
because an alternative choice affects the numerator and the denominator of
the right hand side by multiplying with the same number. The constant
ρξ1,(0) has the property that if zw = σ1, then:
(7.21) (uξd ◦ ϕd)(z) ∼ (Dilρξ
1,(0)
◦ U ξD ◦ ϕD,d)(w)
where ∼ means the coincidence of the lowest order term.
We define ρξ2,(0) in a similar way using the behavior of us and uD,s in a
neighborhood of zs. Namely, we replace (7.18) and (7.19) by:
(7.22) (Π ◦ uξs ◦ ϕs)(z) = cξsz3 + f(z)z4,
(7.23) (Π ◦ sξ ◦ ϕD,s)(w) = cξD,sw−3 +
g(w)
w2
,
respectively and define:
(7.24) ρξ2,(0)(σ1, σ2) =
cξsσ
3
2
cξD,s
.
Now we define a map
u′,ξ,iσ1,σ2,(0) : Σ(σ1, σ2)→ X
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as follows. Roughly speaking, u′,ξ,iσ1,σ2,(0) is obtained by gluing the three maps
uξd, u
ξ
s , Dilρξ
i,(0)
◦U ξD, using bump functions χ←i,X , χ→X . From now on, we write
ρξi,(0) instead of ρ
ξ
i,(0)(σ1, σ2) when the dependence on σi is clear.
Definition 7.2. (1) If z ∈ Σ−d (σ1, σ2), then:
u′,ξ,1σ1,σ2,(0)(z) = u
′,ξ,2
σ1,σ2,(0)
(z) = uξd(z).
(2) If z ∈ Σ−s (σ1, σ2), then
u′,ξ,1σ1,σ2,(0)(z) = u
′,ξ,2
σ1,σ2,(0)
(z) = uξs(z).
(3) If z ∈ Σ−D(σ1, σ2), then:
u′,ξ,iσ1,σ2,(0)(z) = (Dilρξi,(0)
◦ U ξD)(z)
for i = 1, 2.
(4) Suppose z = (r1, s1) ∈ [−5T1, 5T1]r1 × S1s1 . We define
u′,ξ,iσ1,σ2,(0)(z) = Exp2
Å
uξd(z), χ
→
X (z)E(u
ξ
d(z), (Dilρξ
i,(0)
◦ U ξD)(z))
ã
.
Here Exp2 denotes the composition of Exp and projection map from
(X \ D)× (X \ D) to the second factor.
(5) Suppose z = (r2, s2) ∈ [−5T2, 5T2]r2 × S1s2 . We define
u′,ξ,iσ1,σ2,(0)(z) = Exp2
Å
uξs(z), χ
→
X (z)E(u
ξ
s(z), (Dilρξ
i,(0)
◦ U ξD)(z))
ã
.
Remark 7.3. In part (4), if r1 is close to −5T1, then the right hand side is
uξd, and if r1 is close to 5T1 then the right hand side is Dilρξ
i,(0)
◦U ξD. A similar
property holds for the definition in part (5). In particular, our definition is
well-defined.
(Step 0-3) (Error estimate) 15
The next lemma provides an estimate of ∂u′,ξ,iσ1,σ2,(0) modulo the obstruction
space
(Ed ⊕ Es ⊕ ED)(u′,ξ,iσ1,σ2,(0)).
In the case that ρξ1,(0) 6= ρξ2,(0), we need to restrict the domain in the following
way to obtain an appropriate estimate. We put
(7.25) Σ(σ1, σ2)
−
i =
{
Σ(σ1, σ2) \ ([−5T2, 5T2]r2 × S1s2) if i = 1,
Σ(σ1, σ2) \ ([−5T1, 5T1]r1 × S1s1) if i = 2.
We consider the L2m,δ norm of the restriction of maps to Σ(σ1, σ2)
−
i and
denote it by L2,i,−m,δ .
15The enumeration of the steps of this paper is the same as those in [FOOO2, Section
A1.4] and [FOOO5].
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Lemma 7.4. There exist constants δ1, Cm (for any integer m) and vectors
eξd,(0) ∈ Ed(u′,ξ,iσ1,σ2,(0)), e
ξ
s,(0) ∈ Es(u′,ξ,iσ1,σ2,(0)), e
ξ,i
D,(0) ∈ ED(u′,ξ,iσ1,σ2,(0)) such that
δ1, Cm are independent of σ1, σ2, ξ, and we have the following inequalities:
(1)
‖∂u′,ξ,1σ1,σ2,(0) − e
ξ
d,(0) − eξs,(0) − eξD,(0)‖L2,1,−
m,δ
≤ Cme−δ1T1 .
(2)
‖∂u′,ξ,2σ1,σ2,(0) − e
ξ
d,(0) − eξs,(0) − eξD,(0)‖L2,2,−
m,δ
≤ Cme−δ1T2 .
We can be more specific about the value of the constant δ1 as in (3.5)
and (3.9). However, the actual choices do not matter for the details of our
construction. So we do not give an exact value for this constant.
Proof. We define:
(7.26)
eξd,(0) := ∂u
ξ
d ∈ Ed(u′,ξ,iσ1,σ2,(0)),
eξs,(0) := ∂u
ξ
s ∈ Es(u′,ξ,iσ1,σ2,(0)),
eξ,iD,(0) := ∂(Dilρξ
i,(0)
◦ U ξD) ∈ ED(u′,ξ,iσ1,σ2,(0)).
Then by construction the support of ∂u′,ξ,1σ1,σ2,(0) − e
ξ
d,(0) − eξs,(0) − eξD,(0) is
contained in ([−5T1, 5T1]r1×S1s1)∪([−5T2, 5T2]r2×S1s2). Therefore, it suffices
to estimate ∂u′,ξ,iσ1,σ2,(0) on [−5Ti, 5Ti]ri×Sisi . Below we discuss the case i = 1.
The other case is similar.
Let z = ϕd(r
′
1, s
′
1) be the coordinate on Σd used to denote points in a
neighborhood of zd and w = ϕD,d(r
′′
1 , s
′′
1) be the coordinate on ΣD used to
denote points in a neighborhood of zd. In order to obtain Σ(σ1, σ2), the
equation:
zw = σ1
is used to glue Σd and ΣD. Note that the supports of the derivatives of the
bump functions χ←1,X , χ
→
X are in X1,T1 . (Here we look at the restriction of the
function χ→X to Σ(σ1, σ2)
−
i . Otherwise, part of the support of the derivate
of this function is contained in X2,T2 .) Therefore, the support of ∂u′,ξ,iσ1,σ2,(0)
is contained in the same subspace.
Firstly we wish to show that the maps f1 := u
ξ
d and f2 := Dilρξ
1,(0)
◦ U ξD,
as maps from from X1,T1 to U\D ⊂ X \D, are close to each other in the Cm
metric. In fact, analogues of the inequalities in (3.5) and (3.9) show that
there are constants C ′m and δ0 independent of σ1, σ2 and ξ such that:
(7.27) dCm(f1, f2) ≤ C ′me−5δ0T1
where dCm is computed with respect to the cylindrical metric g. To be a bit
more detailed, this inequality holds because the leading terms of f1 and f2
agree with each other, and f1 and f2 are both holomorphic.
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Let h1, h2 : X1,T1 → U are maps such that their C0 distance is less than
or equal to a constant κ. If κ is small enough, then the following map is
well defined:
F (h1, h2) = Exp2 (h1, χ
→
X · E(h1, h2)) .
Clearly there is a constant K such that:
‖∂F (h1, h2)− ∂F (h1, h′2)‖L2m ≤ K · dCm+1(h2, h′2)
Since F (f1, f1) = f1, the above inequality together with (7.27) implies that
there is a constant Cm such that:
‖∂u′,ξ,1σ1,σ2,(0)‖L2m(X1,T1 ) ≤ Cme
−5δ0T1
Therefore, if we pick δ and δ1 such that δ + δ1 < 5δ0, then the desired
inequality holds. 
7.5. Why Inconsistent Solutions? We already hinted at the necessity of
inconsistent solutions at the end of Section 4. In this section we elaborate
on this point with an eye toward modifying the approximate solution of
the previous section to a solution. We firstly sketch our approach for this
modification which is based on Newton’s iteration method. Next, we explain
the main point where the proof in the case of the RGW compactification
diverges from the case of the stable map compactification. The discussion
of this subsection is informal, and the actual proof will be carried out in the
next two subsections.
Suppose u′,ξ,1σ1,σ2,(0) and u
′,ξ,2
σ1,σ2,(0)
are the approximate solutions of the pre-
vious subsection associated to the element ξ = (uξd, u
ξ
D, u
ξ
s) of (7.15). We
assume that σ1 and σ2 are chosen such that ρ
ξ
1,(0)(σ1, σ2) = ρ
ξ
2,(0)(σ1, σ2). In
particular, u′,ξ,1σ1,σ2,(0) = u
′,ξ,2
σ1,σ2,(0)
and we denote these maps by u′. Lemma
7.4 gives the following estimate:
‖∂u′‖L2
m,δ
(Σ(σ1,σ2))/E(u′) ≤ Ce−cδ1 min{T1,T2}.
Here E(u′) = Ed(u′)⊕Es(u′)⊕ED(u′), and the norm on the left hand side
is the induced norm on the quotient space. The next step would be to find:
V ∈W 2m+1,δ((Σ(σ1, σ2), ∂Σ(σ1, σ2)); (u′∗TX, u′|∗∂TL)).
which satisfies the equation:
(7.28) (Du′∂)V + ∂u
′ ≡ 0 mod E(u′).
and
‖V ‖W 2
m+1,δ
≤ C‖∂u′‖L2m(Σ(σ1,σ2))/E(u′).
Then we could define our first modified approximate solution as follows:
u′′(z) = Exp(u′(z), V (z))
This modified solution would satisfy the following inequality:
‖∂u′′‖L2
m,δ
(Σ(σ1,σ2))/E(u′′) ≤ µ‖∂u′‖L2m,δ(Σ(σ1,σ2))/E(u′)
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for a fixed 0 < µ < 1 if σ1, σ2 are sufficiently small (or equivalently, T1, T2
are sufficiently large).
We could then continue to obtain u(i) such that
‖∂u(i)‖L2m(Σ(σ1,σ2))/E(u(i)|) ≤ µ
i‖∂u′‖L2m(Σ(σ1,σ2))/E(u′)
and for fixed constants C and c, the W 2m+1,δ-distance between u
(i) and u(i+1)
is bounded by Cµie−cδ1 min{T1,T2}. Then u(i) would be convergent to a map
u, and it would be the required solution of the equation:
(7.29) ∂u ≡ 0 mod E(u).
This is the standard Newton’s iteration method to solve a nonlinear equation
using successive solutions to the linearized equation. However, the RGW
compactification is singular at the starting point of our construction, the
element ζ of (7.15). So we cannot expect the above Newton’s iteration
method works without some adjustments. We fix our approach by thickening
the solution set of (7.29) to the set of inconsistent solutions.
The main reason that we will work with this larger moduli space lies in
the step that we find the solution V of the equation (7.28). To solve this
equation, we need to find a right inverse to the following operator modulo
E(u′):
Du′∂ :W
2
m+1,δ((Σ(σ1, σ2), ∂Σ(σ1, σ2)); (u
′∗TX, u′|∗∂TL))
→ L2m,δ(Σ(σ1, σ2);u′∗TX ⊗ Λ0,1)/E(u′).
The standard approach to construct this right inverse is to glue the right
inverses of the linearized operators Dud∂, Dus∂ and DUD∂. The linearized
operator Du′∂ over the cylinder [−5Ti, 5Ti]ri×S1si is modeled by an operator
of the form
∂
∂ri
+ Pri .
The relevant operators Pri in our setup have non-trivial kernel and our gluing
construction is of “Bott-Morse” type. As it was clarified by Mrowka’s Mayer-
Vietoris principle [Mr], to have a well-behaved gluing problem we need to
assume certain ‘mapping transversality conditions’.
To be more specific, the zero eigenspace of the operator Pri can be iden-
tified with:
(7.30)
(R⊕ R)⊕Tud(zd)D if i = 1,
(R⊕ R)⊕Tus(zs)D if i = 2.
Here R⊕R is the tangent space to C∗. The mapping transversality condition
we introduced in Definition 4.2 concerns the summand Tud(zd)D. Therefore,
it is not sufficient for the Mayer-Vietoris principle in our setup. However,
working with inconsistent solutions allows us to enlarge the tangent spaces
and obtain the required transversality condition. A byproduct of using in-
consistent solutions is that we might end up with inconsistent solutions
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throughout Newton’s iterations, even if the starting approximate solution
has ρ1 = ρ2.
7.6. Inconsistent Maps and Linearized Equations. In Section 5, the
notion of holomorphic maps was extended to inconsistent solutions of the
Cauchy-Riemann equation. It is also convenient to define generalizations of
maps from Σ(σ1, σ2) to X\D:
Definition 7.5. A 7-tuple u′ = (u′d, u
′
s, U
′
D, σ1, σ2, ρ1, ρ2) is an inconsistent
map if it satisfies only parts (1) and (4) of Definition 5.1. In other words,
we do not require that the 7-tuple satisfies the Cauchy-Riemann equation
in (5.1) and the constraint in (5.2). We define equivalence of inconsistent
maps in the same way as in Definition 5.1.
An example of inconsistent maps can be constructed using the maps:
u′,ξ,iσ1,σ2,(0) : Σ(σ1, σ2)→ X i = 1, 2
of Subsection 7.4 which are associated to an element ξ = (uξd, u
ξ
D, u
ξ
s) of
(7.15). We use these two maps to define:
uξ,′d,σ1,σ2,(0) := u
′,ξ,1
σ1,σ2,(0)
|Σ+
d
(σ1,σ2)
uξ,′s,σ1,σ2,(0) := u
′,ξ,2
σ1,σ2,(0)
|Σ+s (σ1,σ2)
U ξ,′D,σ1,σ2,(0) :=

Dil
1/ρξ
1,(0)
◦ u′,ξ,1σ1,σ2,(0) on Σ
+
d (σ1, σ2) ∩ Σ+D(σ1, σ2)
Dil
1/ρξ
2,(0)
◦ u′,ξ,2σ1,σ2,(0) on Σ+s (σ1, σ2) ∩ Σ
+
D(σ1, σ2)
Dil
1/ρξ
1,(0)
◦ u′,ξ,1σ1,σ2,(0) on Σ
−
D(σ1, σ2)
Note that Dil
1/ρξ
1,(0)
◦ u′,ξ,1σ1,σ2,(0) = Dil1/ρξ2,(0) ◦ u
′,ξ,2
σ1,σ2,(0)
on Σ−D(σ1, σ2). The
following lemma is obvious from the construction:
Lemma 7.6. The 7-tuple:
uξ,′σ1,σ2,(0) := (u
ξ,′
d,σ1,σ2,(0)
, uξ,′s,σ1,σ2,(0), U
ξ,′
D,σ1,σ2,(0)
, σ1, σ2, ρ
ξ
1,(0), ρ
ξ
2,(0))
is an inconsistent map
The inconsistent map uξ,′σ1,σ2,(0) of Lemma 7.6 is the approximate solution
at the 0-th step. In order to obtain an actual inconsistent solution, we keep
modifying this approximate solution into better approximate solutions. To
be a bit more detailed, we firstly use uξ,′σ1,σ2,(0) and our bump functions to
obtain a triple uξ,′′σ1,σ2,(0) = (u
ξ,′′
d,σ1,σ2,(0)
, uξ,′′s,σ1,σ2,(0), u
ξ,′′
s,σ1,σ2,(0)
) as follows:
(7.31) uξ,′′d,σ1,σ2,(0) : Σd \ {zd} → X \D, u
ξ,′′
s,σ1,σ2,(0)
: Σs \ {zs} → X \D,
(7.32) U ξ,′′D,σ1,σ2,(0) : ΣD \ {zd, zs} → ND(X).
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which are close to (uξd, u
ξ
s , U
ξ
D). In fact, the smaller the values of σ1 and
σ2 are, the closer u
ξ,′′
σ1,σ2,(0)
is to ξ. Thus we can exploit this to conclude
that an appropriate version of the Cauchy-Riemann operator associated to
uξ,′′σ1,σ2,(0) has a right inverse. (See Lemma 7.17.) This allows us to find a
modified inconsistent map uξ,′σ1,σ2,(1). We repeat the same process to con-
struct a sequence of inconsistent maps {uξ,′σ1,σ2,(i)} which are approximate
solutions and they converge to an inconsistent solution. This sequence of
modified inconsistent solution is constructed using Newton’s iteration, and
it also has some components of the “alternating method”.16 In this method
we solve the equation in various pieces and glue them together.
In order to carry out the above plan, we need to introduce norms to
quantify the distance between two inconsistent maps and to measure how
good an approximate solution is. Such norms are given in the following
definitions:
Definition 7.7. Let u′ = (u′d, u
′
s, U
′
D, σ1, σ2, ρ1, ρ2) be an inconsistent map.
We consider a triple V = (Vd, Vs, VD) with
Vd ∈ L2m+1(Σ+d (σ1, σ2), (u′d)∗TX),
Vs ∈ L2m+1(Σ+s (σ1, σ2), (u′s)∗TX),
VD ∈ L2m+1(Σ+D(σ1, σ2), (U ′D)∗(TND(X))).
We assume Vd(z) ∈ Tu′
d
(z)L if z ∈ ∂Σ+d (σ1, σ2). Moreover, we assume that
there exist (ad, bd), (as, bs) ∈ R⊕ R such that
Vd − VD = (ad, bd) on [−5T1, 5T1]r1 × S1s1
Vs − VD = (as, bs) on [−5T2, 5T2]r2 × S2s2
Here we regard R⊕R as the vector field on the neighborhood U of D given
by the C∗ action.
Define vi = VD((0, 0)i) where (0, 0)i is the same as in (7.8). We then
define vˆi in the same way as in (7.9). We now define ‖V‖2W 2,∼
m,δ
as follows:
‖Vd‖2L2m(Σ−d (σ1,σ2)) + ‖Vs‖
2
L2m(Σ
−
s (σ1,σ2))
+ ‖VD‖2L2m(Σ−D(σ1,σ2))
+
m∑
j=0
∫
[−5T1,5T1]r1×S1s1
eσ1,σ2δ
∣∣∣∇j(VD − vˆ1)∣∣∣2 dr1ds1
+
m∑
j=0
∫
[−5T2,5T2]r2×S1s2
eσ1,σ2δ
∣∣∣∇j(VD − vˆ2)∣∣∣2 dr2ds2
+ |v1|2 + |v2|2.
16See, for example, [Fu, Sublemma 8.6]. Application of alternating method for gluing
analysis of this kinds is initiated by Donaldson [Do]. He applied alternating method
directly to a nonlinear equation.
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Let V = (Vd, Vs, VD), V
′ = (V ′d, V
′
s , V
′
D) be as above. We say they are
equivalent if Vd = V
′
d, Vs = V
′
s and VD− V ′D ∈ R⊕R, where R⊕R is the set
of vector fields generated by the C∗ action. We put
‖V‖2W 2
m,δ
= inf{‖V′‖2
W 2,∼
m,δ
| V′ is equivalent to V.}
Definition 7.8. For j = 1, 2, let u′(j) be an inconsistent map. We assume
that there is a representative (u′d,(j), u
′
s,(j), U
′
D,(j), σ1, σ2, ρ1,(j), ρ2,(j)) for u
′
(j)
such that (u′d,(1), u
′
s,(1), U
′
D,(1)) is C
0-close to (u′d,(2), u
′
s,(2), U
′
D,(2)). Define Vd,
Vs, VD by the following properties:
(7.33)
Exp(u′d,(1), Vd) = u
′
d,(2),
Exp(u′s,(1), Vs) = u
′
s,(2),
Exp(U ′D,(1), VD) = U
′
D,(2).
Let V = (Vd, Vs, VD), and define:
dW 2
m,δ
(u′(1), u
′
(2)) = inf{‖V‖W 2m,δ}.
where the infimum is taken over all representatives for u′(1) and u
′
(2) which are
close enough to each other in the C0 metric such that the vectors in (7.33)
exist. Therefore, dW 2
m,δ
is a well defined distance between two equivalence
classes of inconsistent maps.
For any inconsistent map u′ = (u′d, u
′
s, U
′
D, σ1, σ2, ρ1, ρ2), we may use a
similar parallel transport construction as in Definition 5.1 to define obstruc-
tion spaces for u′. That is to say, we define maps PAL as in (4.4). Then the
images of Ed and Es with respect to these maps give rise to the obstruction
spaces Ed(u
′
d) and Es(u
′
s). Similarly, we define ED(U
′
D) by replacing u
′
D with
pi ◦ U ′D in (4.6) and using the decomposition (3.4). We will write E(u′) for
the direct sum of the vector spaces Ed(u
′
d) and Es(u
′
s) and ED(U
′
D). Note
that Ed(u
′
d), Es(u
′
s) and ED(U
′
D) are identified with Ed and Es and ED.
Therefore, we drop u′d, u
′
s and U
′
D from our notation for these obstruction
spaces if it does not make any confusion.
Definition 7.9. Let u′ = (u′d, u
′
s, U
′
D, σ1, σ2, ρ1, ρ2) be an inconsistent map
and e = (ed, es, eD) ∈ Ed ⊕Es ⊕ED. Then we define ‖∂u′ − e‖2L2
m,δ
to be the
following sum:
‖∂u′d − ed‖2L2m(Σ−d (σ1,σ2)) + ‖∂u
′
s − es‖2L2m(Σ−s (σ1,σ2))
+ ‖∂U ′D − eD‖2L2m(Σ−D(σ1,σ2))
+
m∑
j=0
∫
[−5T1,5T1]r1×S1s1
eσ1,σ2δ
∣∣∣∇j∂U ′D∣∣∣2 dr1ds1.
+
m∑
j=0
∫
[−5T2,5T2]r2×S1s2
eσ1,σ2δ
∣∣∣∇j∂U ′D∣∣∣2 dr2ds2.
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We remark that the first 3 terms in the above definition are the Sobolev
norms of ∂u′ − e in the thick part. The fourth and the fifth terms are its
weighted Sobolev norms in the neck region. Because of our choice of cylin-
drical metrics on U, the partial C∗-action induces isometries and preserves
the almost complex structure. Therefore, the above sum is well-defined and
only depends on the equivalence class of u′.
The process of the modifications of our approximate solutions are per-
formed by finding solutions to the linearization of the modified Cauchy-
Riemann equations in (5.1). Since our equation has terms induced by the
obstruction bundle, the linearized operator has an extra term in addition to
Du′∂. The equations in (5.1) can be regarded as an equation for an incon-
sistent map u′ = (u′d, u
′
s, U
′
D, σ1, σ2, ρ1, ρ2) and (ed, es, eD) ∈ Ed ⊕ Es ⊕ ED:
(7.34) ∂u′d − ed = 0, ∂u′s − es = 0, ∂U ′D − eD = 0.
Suppose V = (Vd, Vs, VD) is an element of the Hilbert space introduced in
Definition 7.7. For each real number τ with |τ | < 1, let uτ be given by the
triple (uτd, u
τ
s , U
τ
D) defined as:
(7.35)
uτd := Exp(u
′
d, τVd), u
τ
s := Exp(u
′
s, τVs), U
τ
D := Exp(U
′
D, τVD).
We use parallel transport along minimal geodesics to obtain:
PALτu′
d
: L2m,δ(Σ
+
d (σ1, σ2);u
′∗
d TX⊗Λ0,1)
∼=−→ L2m,δ(Σ+d (σ1, σ2);uτ∗d TX⊗Λ0,1).
and maps PALτu′s and PALτU ′D . Then for e = (ed, es, eD) ∈ Ed⊕Es⊕ED, we
define:
(7.36)
(Du′
d
E)(ed, Vd) =
d
dτ
∣∣∣∣
τ=0
((PALτu′
d
)−1(ed)),
(Du′sE)(es, Vs) =
d
dτ
∣∣∣∣
τ=0
((PALτu′s)−1(es)),
(DU ′DE)(eD, VD) =
d
dτ
∣∣∣∣
τ=0
((PALτU ′D)
−1(eD)),
We also reserve the following notation for the triple given by the above
vectors:
(7.37) (Du′E)(e,V) = ((Du′
d
E)(ed,Vd), (Du′sE)(es,Vs), (DU′DE)(eD,VD))
The linearizations of the Cauchy-Riemann equations in (7.34) at (u′, e) eval-
uated at V as above and f ∈ Ed ⊕ Es ⊕ ED have the following form:
(7.38) Du′∂(V)− (Du′E)(e,V)− f.
where:
Du′∂(V) = (Du′
d
∂(Vd), Du′s∂(Vs), DU ′D∂(VD)).
42 ALIAKBAR DAEMI, KENJI FUKAYA
7.7. Newton’s Iteration. Now we are ready to carry out the strategy
which is discussed in the previous subsection. In the following, we use the
maps constructed in Subsection 7.4.
(Step 0-4) (Separating error terms into three parts)
We firstly fix notations for the error terms of our first approximation
uξ,′σ1,σ2,(0):
(7.39)
Errξd,σ1,σ2,(0) = χ
←
1,X (∂u
′,ξ,1
σ1,σ2,(0)
− eξd,(0)),
Errξs,σ1,σ2,(0) = χ
←
2,X (∂u
′,ξ,2
σ1,σ2,(0)
− eξs,(0)),
ErrξD,σ1,σ2,(0) = χ
→
X (∂u
′,ξ,1
σ1,σ2,(0)
− eξ,1D,(0)).
where eξd,(0), e
ξ
s,(0), e
ξ,i
D,(0) are defined in (7.26).
(Step 1-1) (Approximate solution for linearization)
Next we define:
(7.40) uξ,′′σ1,σ2,(0) = (u
ξ,′′
d,σ1,σ2,(0)
, uξ,′′s,σ1,σ2,(0), U
ξ,′′
D,σ1,σ2,(0)
)
whose entries have the form given in (7.31) and (7.32). Let:
(7.41)
uξd(zd) = p
ξ
d,σ1,σ2,(0)
= pD,d,σ1,σ2,(0),
uξs(zs) = p
ξ
s,σ1,σ2,(0)
= pD,s,σ1,σ2,(0).
We take cξd, c
ξ
s , c
ξ
D,d, c
ξ
D,s as in (7.18), (7.22), (7.19), (7.23), respectively. We
regard cξdz
2 as an element of the fiber of ND(X) at pξd,σ1,σ2,(0) and hence as
an element of X \ D. We define:
(7.42)
uξ,′′d,σ1,σ2,(0)(r1, s1)
:= Exp(cξdz
2, χ←1,B(r1 − T1, s1)E(cξdz2, u′,ξ,1σ1,σ2,(0)(r1, s1)))
if (r1, s1) ∈ [−5T1,∞)r1 × S1s1 ⊂ Σd \ {zd}. If z ∈ Σd \ {zd} is an element in
the complement of [−5T1,∞)r1 × S1s1 , then we define:
uξ,′′d,σ1,σ2,(0)(z) := u
′,ξ,1
σ1,σ2,(0)
(z).
This completes the definition of uξ,′′d,σ1,σ2,(0) as a map from Σd\{zd} to X \D.
Similarly, we define:
(7.43)
uξ,′′s,σ1,σ2,(0)(r1, s1)
:= Exp(cξsz
3, χ←2,B(r2 − T2, s2)E(cξsz3, u′,ξ,2σ1,σ2,(0)(r2, s2)))
if (r2, s2) ∈ [−5T2,∞)r2×S1s2 ⊂ Σs\{zs}. Here we regard cξsz3 as an element
of the fiber of ND(X) at pξs,σ1,σ2,(0) and hence as an element of X \ D. If
z ∈ Σs \ {zs} is an element in the complement of [−5T2,∞)r2 ×S1s2 , then we
define:
uξ,′′s,σ1,σ2,(0)(z) := u
′,ξ,2
σ1,σ2,(0)
(z).
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It is easy to see from the definitions that uξ,′′d,σ1,σ2,(0) and u
ξ,′′
s,σ1,σ2,(0)
satisfy
Condition 7.10:
Condition 7.10. We require that the map u′′d : (Σd\{zd}, ∂Σd)→ (X\D, L)
(resp. u′′s : Σs \ {zs} → X \ D) satisfies the following conditions:
(1) u′′d (resp. u
′′
s ) maps [3T1,∞)r1 × S1s1 (resp. [3T2,∞)r2 × S1s2) to U.
There exist pd, ps ∈ D such that the restriction of pi◦u′′d (resp. pi◦u′′s )
to [3T1,∞)r1 × S1s1 (resp. [3T2,∞)r2 × S1s2) is a constant map to pd
(resp. ps).
(2) After an appropriate trivialization of the normal bundle ND(X) at
the points pd, ps, there exist cd, cs ∈ C∗ such that the restriction of
u′′d ◦ ϕd to [3T1,∞)r1 × S1s1 (resp. u′′s ◦ ϕs to [3T2,∞)r2 × S1s2) is
(7.44) (u′′d ◦ ϕd)(z) = cdz2, (resp. (u′′s ◦ ϕs)(z) = csz3).
Next, we define the map U ξ,′′D,σ1,σ2,(0) : ΣD \ {zd, zs} → ND(X). The
trivializations of the fibers of ND(X) at the points pξd,σ1,σ2,(0) and p
ξ
s,σ1,σ2,(0)
allow us to identify cξD,dw
−2 and cξD,sw
−3 with elements of ND(X) \ D =
Rτ × SND(X). We define:
(7.45)
U ξ,′′D,σ1,σ2,(0)(r1, s1)
= Exp(cξD,dw
−2, χ→A (r1 + T1, s1)·
E(cξD,dw
−2, ((Dil
ρξ
1,(0)
)−1 ◦ u′,ξ,1σ1,σ2,(0))(r1, s1)))
if (r1, s1) ∈ (−∞, 5T1]r1 × S1s1 ⊂ ΣD \ {zd, zs}, and:
(7.46)
U ξ,′′D,σ1,σ2,(0)(r2, s2)
= Exp(cξD,sw
−3, χ→A (r2 + T2, s2)·
E(cξD,sw
−3, ((Dil
ρξ
2,(0)
)−1 ◦ u′,ξ,2σ1,σ2,(0))(r2, s2)))
if (r2, s2) ∈ (−∞, 5T2]r2 × S1s2 ⊂ ΣD \ {zd, zs}. If z is an element of ΣD \{zd, zs}, that does not belong to the above cylinders, then we define:
U ξ,′′D,σ1,σ2,(0)(z) := (Dil1/ρξ1,(0)
◦ u′,ξ,1σ1,σ2,(0))(z).
Note that we can equivalently use the term (Dil
1/ρξ
2,(0)
◦ u′,ξ,2σ1,σ2,(0))(z) on the
right hand side of the above definition. We remark that the ‘highest order’
terms of the maps (Dil
ρξ
i,(0)
)−1 ◦ u′,ξ,iσ1,σ2,(0) and U
ξ
D agree with each other on
[−5Ti, 5Ti]ri×S2si . Similarly, U ξD(ϕD,d(w)) (resp. U ξD(ϕD,s(w))) and cξD,dw−2
(resp. cξD,sw
−3) have the same highest order terms on [−5Ti, 5Ti]ri × S2si .
It is easy to see from definition that U ξ,′′D,σ1,σ2,(0) satisfies Condition 7.11:
Condition 7.11. We require U ′′D : ΣD \ {zd, zs} → X \ D satisfies the
following conditions:
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(1) There exist pD,d, pD,s ∈ D such that the restriction of pi ◦ U ′′D to
(−∞,−3T1]r1 × S1s1 (resp. (−∞, ,−3T2]r2 × S1s2) is a constant map
to pD,d (rsep. pD,d).
(2) There exist cD,d, cD,s ∈ C∗ such that the restriction of U ′′D ◦ ϕD,d to
(−∞,−3T1]r1 × S1s1 (resp. U ′′D ◦ ϕD,s to (−∞,−3T2]r2 × S1s2) is
(7.47) (U ′′D,d ◦ ϕD,d)(w) = cD,dw−2, (resp. (U ′′D ◦ ϕD,s)(w) = cD,sw−3).
Let u′′ = (u′′d, u
′′
s , U
′′
D) be a triple of maps satisfying Conditions 7.10, 7.11.
We also assume:
(7.48) pd = pD,d, ps = pD,s.
Definition 7.12. Let W 2∼m,δ(u
′′, U ′′D;TX) be the set of all V = (Vd,Vs,VD)
satisfying the following properties:
(1) Vd = (Vd, (r∞,d, s∞,d), vd) ∈ W 2m,δ(Σd \ {zd}; ((u′′d)∗TX, (u′′d)∗TL)).
(This function space is introduced in Definition 3.3.)
(2) Vs = (Vs, (r∞,s, s∞,s), vs) ∈W 2m,δ(Σs\{zs}; (u′′s )∗TX). (This function
space is introduced in Definition 3.6.)
(3) VD = (VD, (r∞,D,d, s∞,D,d), (r∞,D,s, s∞,D,s)), vD,d, vD,s) ∈ W 2m,δ(ΣD \
{zd, zs}; (U ′′D)∗T (Rσ×SND(X))). (This function space is introduced
in Definition 3.8.)
(4) We assume
vd = vD,d, vs = vD,s.
The space W 2∼m,δ(u
′′;TX) is a linear subspace of finite codimension of the
direct sum of three Hilbert spaces defined in Definitions 3.3, 3.6, 3.8. There-
fore, it is also a Hilbert space.
We regard R ⊕ R as the subspace of W 2m,δ(ΣD \ {zd, zs}; (U ′′D)∗T (R ×
SND(X))) given by constant sections with values in R ⊕ R ⊂ T (Rσ ×
SND(X)). Thus R⊕R can be also regarded as a subspace of W 2∼k,δ (u′′;TX).
We define W 2m,δ(u
′′;TX) to be the quotient space of W 2∼m,δ(u
′′;TX) by this
copy of R⊕ R.
Remark 7.13. We do not assume r∞,d = r∞,D,d or r∞,s = r∞,D,s. The fact
that we might have r∞,d 6= r∞,D,d or r∞,s 6= r∞,D,s is related to the shift of
ρ1, ρ2, which we mentioned in Subsection 7.5.
Definition 7.14. Let L2m,δ(u
′′;TX ⊗ Λ0,1) be the direct sum of the three
Hilbert spaces:
L2m,δ(Σd \ {zd}; (u′′d)∗TX ⊗ Λ0,1)
⊕ L2m,δ(Σs \ {zs}; (u′′s )∗TX ⊗ Λ0,1)
⊕ L2m,δ(ΣD \ {zd, zs}; (U ′′D)∗T (Rτ × SND(X))⊗ Λ0,1),
introduced in Definitions 3.4, 3.6, 3.8. The three operators (3.8), (3.11),
(3.15) together induce a Fredholm operator:
(7.49) Du′′∂ : W
2
m+1,δ(u
′′;TX)→ L2m,δ(u′′;TX ⊗ Λ0,1).
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Remark 7.15. If u′′d, u
′′
s , U
′′
D are C
1-close to uξd, u
ξ
s , U
ξ
D, then the surjectivity
of (3.8), (3.11), (3.15) (for uξd, u
ξ
s , U
ξ
D) modulo Ed(u
ξ
d) ⊕ Es(uξs) ⊕ ED(uξD)
and the mapping transversality condition of Definition 4.2 imply that (7.49)
is surjective modulo the obstruction space Ed(u
′′
d)⊕Es(u′′s )⊕ED(u′′D). (See
also Lemma 7.17.)
Lemma 7.16. The triple:
Errξσ1,σ2,(0) := (Err
ξ
d,σ1,σ2,(0)
,Errξs,σ1,σ2,(0),Err
ξ
D,σ1,σ2,(0)
)
determines an element of L2m,δ(u
ξ,′′
σ1,σ2,(0)
;TX ⊗ Λ0,1). The terms above are
defined in (7.39).
Proof. It follows from the fact that the map uξ,′′d,σ1,σ2,(0) (resp. u
ξ,′′
s,σ1,σ2,(0)
,
U ξ,′′D,σ1,σ2,(0)) coincides with u
′,ξ,1
σ1,σ2,(0)
(resp. u′,ξ,2σ1,σ2,(0), (Dilρξ1,(0)
)−1 ◦u′,ξ,1σ1,σ2,(0))
on the support of Errξd,σ1,σ2,(0) (resp. Err
ξ
s,σ1,σ2,(0)
, ErrξD,σ1,σ2,(0)). 
Lemma 7.17. Let the linear operator
L : W 2m+1,δ(u
ξ,′′
σ1,σ2,(0)
;TX)⊕ Ed ⊕ Es ⊕ ED → L2m,δ(uξ,′′σ1,σ2,(0);TX ⊗ Λ0,1)
be given as follows:
L(V, f) = D
uξ,′′
σ1,σ2,(0)
∂(V)− (D
uξ,′′
σ1,σ2,(0)
E)(eξ(0),V)− f
where the terms of eξ(0) := (e
ξ
d,(0), e
ξ
s,(0), e
ξ,1
D,(0)) are defined in (7.26). The
term (D
uξ,′′
σ1,σ2,(0)
E)(eξ(0),V) is defined similar to the corresponding term in
(7.38). If σ1 and σ2 are small enough, then there is a continuous operator
Q : L2m,δ(u
ξ,′′
σ1,σ2,(0)
;TX ⊗ Λ0,1)→W 2m+1,δ(uξ,′′σ1,σ2,(0);TX)⊕ Ed ⊕ Es ⊕ ED
which is a right inverse to L. Let (Q,Qd, Qs, QD) be the components of Q
with respect to the decomposition of the target of Q. There is also constant C,
independent of σ1, σ2 and ξ, such that for any z ∈ L2m,δ(uξ,′′σ1,σ2,(0);TX⊗Λ0,1):
(7.50) ‖Q(z)‖W 2
m+1,δ
+ |Qd(z)|+ |Qs(z)|+ |QD(z)| ≤ C‖z‖L2
m,δ
.
Moreover, we can make this choose of Q unique by demanding that its image
is L2-orthogonal17 to the subspace ker(L).18
17 We use the L2 norm on the target of Q given by W 2m,δ with m = 0 and δ = 0.
18The last condition is similar to [FOOO5, Definition 5.9].
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Proof. Using Definition 4.1 (2), (3), (4) and Definition 4.2, we can construct
a continuous operator:
Q0 = (Q0,d, Q0,s, Q0,D, Q0,E) :L
2
m(Σd \ {zd};u∗dTX ⊗ Λ0,1)
⊕ L2m(Σs \ {zs};u∗sTX ⊗ Λ0,1)
⊕ L2m(ΣD \ {zd, zs};U∗DTX ⊗ Λ0,1)
→W 2m+1,δ(Σd \ {zd}; (u∗dTX, u∗dTL))
⊕W 2m+1,δ(Σs \ {zs};u∗sTX)
⊕W 2m+1,δ(ΣD \ {zd, zs};U∗DT (Rτ × SND(X)))
⊕ Ed ⊕ Es ⊕ ED
such that:
EV0,d ◦Q0,d = EV0,d ◦Q0,D, EV0,s ◦Q0,s = EV0,d ◦Q0,D.
and:
(Dud∂Q0,d, Dus∂Q0,s, DUD∂Q0,D) = Q0,E .
We use appropriate bump functions to obtain the operator:
Q1 : L
2
m,δ(u
ξ,′′
σ1,σ2,(0)
;TX ⊗ Λ0,1)→W 2m+1,δ(uξ,′′σ1,σ2,(0);TX)⊕ Ed ⊕ Es ⊕ ED
(See [FOOO2, (7.1.23)] for more details. Note that [FOOO2, (7.1.23)] con-
cerns with the case of gluing two irreducible components. Here we glue
three components. However, the construction is essentially the same.) In
the same way as in [FOOO2, Lemma 7.1.29], we can show:
(7.51) ‖(L ◦Q1)(z)− z‖ ≤ Ce−cδ1 min{T1,T2}‖z‖, ‖Q1(z)‖ ≤ C ′‖z‖.
Here c, C,C ′ > 0 are constants independent of σ1 and σ2. Thus for σ1 and
σ2 small enough, we may define:
Q2 =
∞∑
k=0
(−1)kQ1 ◦ (id− L ◦Q1)k.
Then we have:
(7.52) (L ◦Q2)(z) = id, ‖Q2(z)‖ ≤ C ′′‖z‖.
(See [FOOO5, (6.68)]. This formula is used there to estimate derivatives of
the right inverse with respect to the gluing parameter.) The operator Q2
has the required properties except the last one. To obtain the right inverse
which also satisfies the last condition, we compose Q2 with projection to the
orthogonal complement of the finite dimensional space ker(L). 
Let z := Errξσ1,σ2,(0). By Lemma 7.16, we know that z belongs to the
target of L. Therefore, Q(z) determines a triple as follows:
Vξσ1,σ2,(1) = (V
ξ
d,σ1,σ2,(1)
,Vξs,σ1,σ2,(1),V
ξ
D,σ1,σ2,(1)
) ∈W 2m+1,δ(uξ,′′σ1,σ2,(0);TX)
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Moreover, we have:
∆eξd,σ1,σ2,(1) := Qd(z), ∆e
ξ
s,σ1,σ2,(1)
:= Qs(z), ∆e
ξ
D,σ1,σ2,(1)
:= QD(z).
Lemmas 7.4 and 7.17 imply that:
‖Vξσ1,σ2,(1)‖W 2m+1,δ ≤ Ce
−cδ1 min{T1,T2}
and
|∆eξd,σ1,σ2,(1)|, |∆e
ξ
s,σ1,σ2,(1)
|, |∆eξD,σ1,σ2,(1)| ≤ Ce−cδ1 min{T1,T2}.
In summary, we obtained a solution of the linearized equation with appro-
priate decay properties.
(Step 1-2) (Gluing solutions)
In this step we will use Vξσ1,σ2,(1) to obtain an improved approximate
inconsistent solution. Suppose the entries of Vξσ1,σ2,(1) are given as follows:
Vξd,σ1,σ2,(1) = (V
ξ
d,σ1,σ2,(1)
, (rξ∞,d,σ1,σ2,(1), s
ξ
∞,d,σ1,σ2,(1)), v
ξ
∞,d,σ1,σ2,(1)),
Vξs,σ1,σ2,(1) = (V
ξ
s,σ1,σ2,(1)
, (rξ∞,s,σ1,σ2,(1), s
ξ
∞,s,σ1,σ2,(1)), v
ξ
∞,s,σ1,σ2,(1)),
VξD,σ1,σ2,(1) = (V
ξ
D,σ1,σ2,(1)
, (rξ∞,D,d,σ1,σ2,(1), s
ξ
∞,D,d,σ1,σ2,(1)),
(rξ∞,D,s,σ1,σ2,(1), s
ξ
∞,D,s,σ1,σ2,(1)),
vξ∞,D,d,σ1,σ2,(1), v
ξ
∞,D,s,σ1,σ2,(1)).
We also have the following identities:
vξ∞,d,σ1,σ2,(1) = v
ξ
∞,D,d,σ1,σ2,(1), v
ξ
∞,s,σ1,σ2,(1) = v
ξ
∞,D,s,σ1,σ2,(1).
by Definition 7.12 (4). We also define:
(7.53)
∆rξ∞,d,σ1,σ2,(1) = r
ξ
∞,D,d,σ1,σ2,(1) − r
ξ
∞,d,σ1,σ2,(1),
∆sξ∞,d,σ1,σ2,(1) = s
ξ
∞,D,d,σ1,σ2,(1) − s
ξ
∞,d,σ1,σ2,(1),
(7.54)
∆rξ∞,s,σ1,σ2,(1) = r
ξ
∞,D,s,σ1,σ2,(1) − r
ξ
∞,s,σ1,σ2,(1),
∆sξ∞,s,σ1,σ2,(1) = s
ξ
∞,D,s,σ1,σ2,(1) − s
ξ
∞,s,σ1,σ2,(1).
Definition 7.18. We define uξ,′d,σ1,σ2,(1) : Σ
+
d (σ1, σ2)→ X \ D as follows.
(1) If z ∈ Σ−d (σ1, σ2) then
uξ,′d,σ1,σ2,(1)(z) = Exp(u
ξ,′′
d,σ1,σ2,(0)
(z), V ξd,σ1,σ2,(1))
(2) If z = (r1, s1) ∈ [−5T1, 5T1]r1 × S1s1 then
uξ,′d,σ1,σ2,(1)(z) = Exp(u
ξ,′′
d,σ1,σ2,(0)
(r1, s1),♦)
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where
♦ =χ←1,B(r1, s1)(V ξd,σ1,σ2,(1) − (r
ξ
∞,d,σ1,σ2,(1), s
ξ
∞,d,σ1,σ2,(1))− vˆ
ξ
∞,d,σ1,σ2,(1))
+ χ→A (r1, s1)(V
ξ
D,d,σ1,σ2,(1)
− (rξ∞,D,d,σ1,σ2,(1), s
ξ
∞,D,d,σ1,σ2,(1))− vˆ
ξ
∞,D,d,σ1,σ2,(1))
+ (rξ∞,d,σ1,σ2,(1), s
ξ
∞,d,σ1,σ2,(1)) + vˆ
ξ
∞,d,σ1,σ2,(1).
Here and in Items (4), (6), (7), we extend vξ∞,d,σ1,σ2,(1) to vˆ
ξ
∞,d,σ1,σ2,(1)
in the same way as in Definition 3.3.
We define uξ,′s,σ1,σ2,(1) : Σ
+
s (σ1, σ2)→ X \ D as follows.
(3) If z ∈ Σ−s (σ1, σ2) then
uξ,′s,σ1,σ2,(1)(z) = Exp(u
ξ,′′
s,σ1,σ2,(0)
(z), V ξs,σ1,σ2,(1))
(4) If z = (r2, s2) ∈ [−5T2, 5T2]r2 × S1s2 then
uξ,′s,σ1,σ2,(1)(z) = Exp(u
ξ,′′
s,σ1,σ2,(0)
(r2, s2),♣)
where
♣ =χ←2,B(r2, s2)(V ξs,σ1,σ2,(1) − (r
ξ
∞,s,σ1,σ2,(1), s
ξ
∞,s,σ1,σ2,(1))− vˆ
ξ
∞,s,σ1,σ2,(1))
+ χ→A (r2, s2)(V
ξ
D,s,σ1,σ2,(1)
− (rξ∞,D,s,σ2,σ2,(1), s
ξ
∞,D,s,σ1,σ2,(1))− vˆ
ξ
∞,D,s,σ2,σ2,(1))
+ (rξ∞,s,σ1,σ2,(1), s
ξ
∞,s,σ1,σ2,(1)) + vˆ
ξ
∞,s,σ1,σ2,(1).
We next define U ξ,′D,σ1,σ2,(1) : Σ
+
D(σ1, σ2)→ X \ D as follows.
(5) If z ∈ Σ−D(σ1, σ2) then:
U ξ,′D,σ1,σ2,(1)(z) = Exp(U
ξ,′′
D,σ1,σ2,(0)
(z), V ξD,σ1,σ2,(1))
(6) If z = (r1, s1) ∈ [−5T1, 5T1]r1 × S1s1 then:
U ξ,′D,σ1,σ2,(1)(z) = Exp(U
ξ,′′
D,σ1,σ2,(0)
(r1, s1),♥)
where:
♥ =χ←1,B(r1, s1)(V ξd,σ1,σ2,(1) − (r
ξ
∞,d,σ1,σ2,(1), s
ξ
∞,d,σ1,σ2,(1))− vˆ
ξ
∞,d,σ1,σ2,(1))
+ χ→A (r1, s1)(V
ξ
D,d,σ1,σ2,(1)
− (rξ∞,D,d,σ1,σ2,(1), s
ξ
∞,D,d,σ1,σ2,(1))− vˆ
ξ
∞,D,d,σ1,σ2,(1))
+ (rξ∞,D,d,σ1,σ2,(1), s
ξ
∞,D,d,σ1,σ2,(1)) + vˆ
ξ
∞,Dd,σ1,σ2,(1).
We remark that:
(7.55) ♥−♦ = (∆rξ∞,d,σ1,σ2,(1),∆s
ξ
∞,d,σ1,σ2,(1)).
(7) If z = (r2, s2) ∈ [−5T2, 5T2]r2 × S1s2 then:
U ξ,′D,σ1,σ2,(1)(z) = Exp(U
ξ,′′
D,σ1,σ2,(0)(r2,s2)
,♠)
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where:
♠ =χ←2,B(r2, s2)(V ξs,σ1,σ2,(1) − (r
ξ
∞,s,σ1,σ2,(1), s
ξ
∞,s,σ1,σ2,(1))− vˆ
ξ
∞,s,σ1,σ2,(1))
+ χ→A (r2, s2)(V
ξ
D,s,σ1,σ2,(1)
− (rξ∞,D,s,σ2,σ2,(1), s
ξ
∞,D,s,σ1,σ2,(1))− vˆ
ξ
∞,D,s,σ2,σ2,(1))
+ (rξ∞,D,s,σ1,σ2,(1), s
ξ
∞,D,s,σ1,σ2,(1)) + vˆ
ξ
∞,D,s,σ1,σ2,(1).
We remark that:
(7.56) ♠−♣ = (∆rξ∞,s,σ1,σ2,(1),∆s
ξ
∞,s,σ1,σ2,(1)).
Let:
(7.57)
ρξ,∆1,(1) = exp(−(∆rξ∞,d,σ1,σ2,(1) +
√−1∆sξ∞,d,σ1,σ2,(1))) ∈ C∗
ρξ,∆2,(1) = exp(−(∆rξ∞,s,σ1,σ2,(1) +
√−1∆sξ∞,s,σ1,σ2,(1))) ∈ C∗
and
(7.58) ρξi,(1) = ρ
ξ
i,(0)ρ
ξ,∆
i,(1) ∈ C∗,
for i = 1, 2. Finally, we define:
(7.59) uξ,′σ1,σ2,(1) := (u
ξ,′
d,σ1,σ2,(1)
, uξ,′s,σ1,σ2,(1), U
ξ,′
D,σ1,σ2,(1)
, σ1, σ2, ρ
ξ
1,(1), ρ
ξ
2,(1)).
Lemma 7.19. The 7-tuple uξ,′σ1,σ2,(1) is an inconsistent map in the sense of
Definition 7.5.
Proof. This is a consequence of Lemma 7.6 and (7.55), (7.56). 
Remark 7.20. We remark that if we change VξD,s,σ1,σ2,(1) by an element of
R ⊕ R (the tangent vector generated by the C∗ action), then V ξD,s,σ1,σ2,(1),
(rξ∞,D,d,σ2,σ2,(1), s
ξ
∞,D,d,σ1,σ2,(1)) and (r
ξ
∞,D,s,σ2,σ2,(1), s
ξ
∞,D,s,σ1,σ2,(1)) change by
the same amount. Therefore, ♦ and ♣ do not change. On the other hand,
♥ and ♠ change by the same element in R⊕R. This implies that the equiv-
alence class of uξ,′σ1,σ2,(1) is fixed among all representatives for V
ξ
D,s,σ1,σ2,(1)
.
(Step 1-3) (Error estimate)
uξ,′σ1,σ2,(1) is our next approximate solution. Lemma 7.21 quantifies to what
extent this inconsistent map improves the previous approximate solution
uξ,′σ1,σ2,(0).
Lemma 7.21. There is a constant C and for any positive number µ, there is
a constant η such that the following holds. If σ1, σ2 are smaller than η, then
there exists eξσ1,σ2,(1) = (e
ξ
d,σ1,σ2,(1)
, eξs,σ1,σ2,(1), e
ξ
D,σ1,σ2,(1)
) with eξd,σ1,σ2,(1) ∈
Ed, e
ξ
s,σ1,σ2,(1)
∈ Es, eξD,σ1,σ2,(1) ∈ ED such that the following holds:
(1)
(7.60) ‖∂uξ,′σ1,σ2,(1) − e
ξ
σ1,σ2,(1)
‖L2
m,δ
≤ µ‖∂uξ,′σ1,σ2,(0) − e
ξ
(0)‖L2m,δ
where eξ(0) = (e
ξ
d,(0), e
ξ
s,(0), e
ξ
D,(0)) is as in (7.26).
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(2)
‖eξσ1,σ2,(1) − e
ξ
(0)‖ ≤ µC.
The square of the left hand side, by definition, is the sum of the
squares of the factors associated to d, s, D.19
We define:
(7.61)
eξd,σ1,σ2,(1) = e
ξ
d,σ1,σ2,(0)
+ ∆eξd,σ1,σ2,(0)
eξs,σ1,σ2,(1) = e
ξ
s,σ1,σ2,(0)
+ ∆eξs,σ1,σ2,(0)
eξD,σ1,σ2,(1) = e
ξ
D,σ1,σ2,(0)
+ ∆eξD,σ1,σ2,(0).
The proof of the estimates in the lemma is based on Lemma 7.17. That is
to say, we use the estimate (7.50) of Lemma 7.17 and the fact that Vξσ1,σ2,(1)
is given by solving the linearized equation. The details of this estimate is
similar to the proof of [FOOO5, Proposition 5.17] and is omitted. In par-
ticular, to estimate the effect of the bump function appearing in Definition
7.18 (2), (4), (6) and (7), we use the ‘drop of the weight’ argument, which
is explained in detail in [FOOO5, right above Remark 5.21].
Lemma 7.22 below concerns the estimate of the difference between uξ,′σ1,σ2,(1)
and uξ,′σ1,σ2,(0).
Lemma 7.22. Let σ1, σ2 be small enough such that Lemma 7.17 holds.
There is a fixed constant20 C, independent of σ1 and σ2, such that:
dW 2
m+1,δ
(uξ,′σ1,σ2,(1), u
ξ,′
σ1,σ2,(0)
) ≤ C‖∂uξ,′σ1,σ2,(0) − e
ξ
σ1,σ2,(0)
‖L2
m,δ
.
Proof. This is a consequence of Lemma 7.17 and definitions. 
(Step 1-4) (Separating error terms into three parts)
We put
(7.62)
Errξd,σ1,σ2,(1) = χ
←
1,X (∂u
ξ,′
d,σ1,σ2,(1)
− eξd,σ1,σ2,(1)),
Errξs,σ1,σ2,(1) = χ
←
2,X (∂u
ξ,′
s,σ1,σ2,(1)
− eξs,σ1,σ2,(1)),
ErrξD,σ1,σ2,(1) = χ
→
X (∂u
ξ,′
D,σ1,σ2,(1)
− eξD,σ1,σ2,(1)).
(Step 2-1) (Approximate solution for linearization)
We will next define
(7.63) uξ,′′σ1,σ2,(1) = (u
ξ,′′
d,σ1,σ2,(1)
, uξ,′′s,σ1,σ2,(1), U
ξ,′′
D,σ1,σ2,(1)
)
19 This estimate is provided for the first step of Newton’s iteration. In the i-th step, a
similar estimate appears where µC is replaced by µiC. It is important that C is indepen-
dent of i.
20It is important that we can take the same constant for all the steps of inductive
construction of Newton’s iteration. The dependence of those constants to various choices
are studied in detail in [FOOO5]. So we do not repeat it here.
LAGRANGIAN FLOER THEORY IN DIVISOR COMPLEMENTS 51
satisfying Conditions 7.10, 7.11. This step is essentially the same as (Step
1-1). We mention a few points where the two steps slightly differ.
Let vξ∞,d,σ1,σ2,(1) ∈ Tpξd,σ1,σ2,(0)D and v
ξ
∞,s,σ1,σ2,(1) ∈ Tpξs,σ1,σ2,(0)D be the
element appearing at the beginning of Step 1-2. We put
(7.64)
pξd,σ1,σ2,(1) = Exp(p
ξ
d,σ1,σ2,(0)
, vξ∞,d,σ1,σ2,(1))
pξs,σ1,σ2,(1) = Exp(p
ξ
s,σ1,σ2,(0)
, vξ∞,s,σ1,σ2,(1)).
We next define
cξd,(1) = c
ξ
d exp(−(rξ∞,d,σ1,σ2,(1) +
√−1sξ∞,d,σ1,σ2,(1)))
cξD,d,(1) = c
ξ
D,d exp(−(rξ∞,D,d,σ1,σ2,(1) +
√−1sξ∞,D,d,σ1,σ2,(1)))
cξs,(1) = c
ξ
s exp(−(rξ∞,s,σ1,σ2,(1) +
√−1sξ∞,s,σ1,σ2,(1)))
cξD,s,(1) = c
ξ
D,s exp(−(rξ∞,D,s,σ1,σ2,(1) +
√−1sξ∞,D,s,σ1,σ2,(1))).
Then formulas similar to (7.18), (7.19), (7.22) and (7.23) hold.
In (7.42),(7.43),(7.45),(7.46), we replace cξd with c
ξ
d,(1) and so on. In these
formulas, we also replace (0) with (1). We thus define uξ,′′d,σ1,σ2,(1), u
ξ,′′
s,σ1,σ2,(1)
,
U ξ,′′D,σ1,σ2,(1) and u
ξ,′′
σ1,σ2,(1)
. Then (Errξd,σ1,σ2,(1),Err
ξ
s,σ1,σ2,(1)
,ErrξD,σ1,σ2,(1)) de-
termines an element of the space L2k,δ(u
ξ,′′
σ1,σ2,(1)
;TX ⊗Λ0,1). (Lemma 7.16.)
We can then formulate an analogue of Lemma 7.17 where uξ,′′σ1,σ2,(0) is re-
placed by uξ,′′σ1,σ2,(1). Using this lemma, we can obtain V
ξ
σ1,σ2,(2)
, ∆eξd,σ1,σ2,(2),
∆eξs,σ1,σ2,(2), ∆e
ξ
D,σ1,σ2,(2)
. The counterpart of the estimate in (7.50) can be
used to give appropriate bounds for these four terms. This completes (Step
2-1). (Step 2-2) and (Step 2-3) can be carried out in the same way as in
(Step 1-2) and (Step 1-3).
More generally, we can perform (Step i-1), (Step i-2) and (Step i-3) in
the case that |σ1|, |σ2| are smaller than a positive number 0 and obtain a
sequence of inconsistent maps:
uξ,′σ1,σ2,(i) := (u
ξ,′
d,σ1,σ2,(i)
, uξ,′s,σ1,σ2,(i), U
ξ,′
D,σ1,σ2,(i)
, σ1, σ2, ρ
ξ
1,(i), ρ
ξ
2,(i)),
and a triple:
eξσ1,σ2,(i) = (e
ξ
d,σ1,σ2,(i)
, eξs,σ1,σ2,(i), e
ξ
D,σ1,σ2,(i)
) ∈ Ed ⊕ Es ⊕ ED
such that
(7.65)
‖∂uξ,′σ1,σ2,(i+1) − e
ξ
σ1,σ2,(i+1)
‖2L2
m,δ
≤ µ‖∂uξ,′σ1,σ2,(i) − e
ξ
σ1,σ2,(i)
‖2L2
m,δ
≤ µi+1‖∂uξ,′σ1,σ2,(0) − e
ξ
σ1,σ2,(0)
‖2L2
m,δ
and
(7.66) ‖eξσ1,σ2,(i+1) − e
ξ
σ1,σ2,(i)
‖ ≤ µiC.
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Moreover, we have:
(7.67) dW 2
m+1,δ
(uξ,′σ1,σ2,(i+1), u
ξ,′
σ1,σ2,(i)
) ≤ C‖∂uξ,′σ1,σ2,(i) − e
ξ
σ1,σ2,(i)
‖L2
m,δ
.
We make a remark that the constants 0 and C may be taken independent
of i. But these constants might depend on m, the exponent in the weighted
Sobolev space L2m,δ.
The estimates in (7.65) and (7.67) imply that the sequence {uξ,′σ1,σ2,(i)}i
converges in W 2m+1,δ. We denote the limit by:
(7.68)
uξ,′σ1,σ2,(∞) := (u
ξ,′
d,σ1,σ2,(∞),u
ξ,′
s,σ1,σ2,(∞), U
ξ,′
D,σ1,σ2,(∞),
σ1, σ2, ρ
ξ
1,(∞), ρ
ξ
2,(∞)).
The estimate in (7.66) implies that eξd,σ1,σ2,(i) ∈ Ed, e
ξ
s,σ1,σ2,(i)
∈ Es,
eξD,σ1,σ2,(i) ∈ ED converges as i goes to infinity. We denote the limit by:
eξσ1,σ2,(∞) = (e
ξ
d,σ1,σ2,(∞), e
ξ
s,σ1,σ2,(∞), e
ξ
D,σ1,σ2,(∞)).
As a consequence of (7.65), we have:
‖∂uξ,′σ1,σ2,(∞) − e
ξ
σ1,σ2,(∞)‖L2m,δ = 0.
In other words, uξ,′σ1,σ2,(∞) satisfies (4.19). Thus u
ξ,′
σ1,σ2,(∞) satisfies the re-
quirements of an inconsistent solution (Definition 5.1) except possibly (4.20)
(the transversal constraint).
7.8. Completion of the Proof. We are now in the position to complete
the proof of Proposition 5.3. For any ξ ∈ U+d evd ×ev+
D,d
U+D evD,s ×evs U+s
and sufficiently small σ1, σ2 ∈ C, we defined an inconsistent map uξ,′σ1,σ2,(∞)
in (7.68). For (σ1, σ2) we define
EVwσ1,σ2 : U+d evd ×ev+
D,d
U+D evD,s ×evs U+s → D ×X2
by:
EVwσ1,σ2(ξ) =
((pi ◦ U ξ,′D,σ1,σ2,(∞))(wD,1), (pi ◦ U
ξ,′
D,σ1,σ2,(∞))(wD,2), U
ξ,′
s,σ1,σ2,(∞)(ws)).
Here wD,1, wD,2, ws are as in Condition 4.3.
Lemma 7.23. EVwσ1,σ2 is transversal to ND,1 ×ND,2 ×Ns for sufficiently
small σ1, σ2.
Proof. The map EVwσ1,σ2 converges to EVw0,0 in the C
1 sense as σ1, σ2 →
0. Moreover, EVw0,0 is transversal to ND,1 × ND,2 × Ns by assumption
(Definition 4.2). The lemma follows from these observations. 
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By definition⋃
σ1,σ2
(EVwσ1,σ2)
−1(ND,1 ×ND,2 ×Ns)× {(σ1, σ2)}
can be identified with U , the set of inconsistent solutions. We also have:
(EVw0,0)
−1(ND,1 ×ND,2 ×Ns) ∼= Ud evd ×evD,d UD evD,s ×evs Us
by definition. Proposition 5.3 is a consequence of these facts.
Once Proposition 5.3 is proved the proof of Proposition 5.5 is similar to the
proof of [FOOO5, Theorem 6.4]. We have written the proof of Proposition
5.3 so that the construction of the inconsistent solutions are parallel to the
gluing construction in [FOOO5, Section 5]. Therefore, the proof of [FOOO5,
Section 6] can be applied with almost no change to prove Proposition 5.5.
This completes the construction of the Kuranishi chart at the point [Σ, z0, u].
8. Kuranishi Charts: the General Case
Up to point, we constructed a Kuranishi chart of the space MRGW1 (L;β)
at the particular point [Σ, z0, u] described in Section 2. In this section,
we explain how this construction generalizes to an arbitrary point u of
MRGWk+1 (L;β). There is a DD-ribbon tree R = (R, c, α,m, λ) such that
u belongs to M0(R) ⊂ MRGWk+1 (L;β). (See [DF2, Subsection 3.6]). Let
((Σv, ~zv, uv); v ∈ C int0 (R)) be a representative for u. In the case that c(v) =
D, the image of uv is contained in D, and we are given a meromorphic sec-
tion Uv of u
∗
vND(X). Recall that for each i, the set of all sections {Uv}λ(v)=i
is well-defined up to an action of C∗ [DF2, Formula (3.38)]. We firstly, asso-
ciate a combinatorial object to u which is called a very detailed DD-ribbon
tree and is the refinement of the notion of detailed DD-ribbon trees defined
in [DF2, Subsection 3.6].
Let Rˆ be the detailed tree associated to R. Recall that each interior
vertex v of Rˆ corresponds to a possibly nodal Riemann surface Σv. (See, for
example, [DF2, Figure 9].) We refine the detailed DD-ribbon tree Rˆ further
to the very detailed DD-ribbon tree Rˇ so that each vertex of Rˇ corresponds
to an irreducible component of Σ. To be more detailed, for each v ∈ C int0 (Rˇ),
we form a tree Qv such that:
(1) Each vertex corresponds to either an irreducible component of Σv or
a marked point on it. The latter corresponds to an edge of Rˆ, which
contains v. We call any such vertex an exterior vertex.
(2) There are two types of edges inQv. An edge of the first type joins two
edges such that the corresponding irreducible components intersect.
An edge of the second type is called an exterior edge and connects a
vertex corresponding to a marked point to the vertex corresponding
to the irreducible component containing the marked point.
We replace each interior vertex v of the detailed tree Rˆ with Qv and identify
exterior edges of Qv with the corresponding edges of Rˆ containing v. We
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thus obtain a tree Rˇ, called the very detailed DD-ribbon tree associated to
u, or the very detailed tree associated to u for short. Figure 12 sketches an
element u of our moduli space. The associated detailed DD-ribbon tree Rˆ
and the very detailed DD-ribbon tree Rˇ are given in Figures 13 and 14.
λ = 0
λ = 1
λ = 2
Σ
Figure 12. An element of the moduli space MRGWk+1 (L;β)
λ = 0
λ = 1
λ = 2
d ds
D
D
R
Figure 13. The detailed DD-ribbon tree Rˆ
d dss s
D
D D
D
λ = 0
λ = 1
λ = 2
R+
Figure 14. The very detailed DD-ribbon tree Rˇ
We say an edge of Rˇ is a fine edge if it does not correspond to an edge of
the detailed DD-ribbon tree Rˆ. In Figure 14, the fine edges are illustrated
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by narrow lines and level 0 edges are illustrated by dotted lines. An edge
of Rˇ, which is not fine, is called a thick edge. We denote by C intfi (Rˇ) and
C intth (Rˇ) the set of all fine and thick edges of Rˇ, respectively. The level of
a vertex of Rˇ induced by a vertex of Qv is defined to be λ(v). We do not
associate a multiplicity number to a fine edge. Homology class of a vertex is
the homology class of the map u on this component. The color of an interior
vertex v of Rˇ, denoted by c(v), is D if its level is positive. If this vertex has
level 0, then its color is either s or d depending on whether Σv is a sphere
or a disk.
The notion of level shrinking and level 0 edge shrinking for very detailed
DD-ribbon trees can be defined as in the case of detailed DD-ribbon trees.
We define a fine edge shrinking as follows. We remove a fine edge e and
identify the two vertices connected to each other by e. For two very detailed
DD-ribbon trees Rˇ, Rˇ′, we say Rˇ′ ≤ Rˇ if Rˇ is obtained from Rˇ′ by a sequence
of level shrinkings, level 0 edge shrinkings and fine edge shrinkings. Note
that there might be a fine edge joining two vertices of level 0. We do not call
any such edge a level 0 edge. The level 0 edges are limited to those joining
vertices of color d.
We can stratify the moduli space MRGWk+1 (L;β) using very detailed DD-
ribbon trees Rˇ. Namely, we define MRGWk+1 (L;β)(Rˇ) to be the subset of
MRGWk+1 (L;β) consists of elements u whose associated very detailed DD-
ribbon tree is Rˇ. If Rˇ′ ≤ Rˇ, then the closure of MRGWk+1 (L;β)(Rˇ) contains
MRGWk+1 (L;β)(Rˇ′).
Let u = ((Σv, ~zv, uv); v ∈ C int0 (Rˇ)) be an element of MRGWk+1 (L;β)(Rˇ) as
above. For an interior vertex v of Rˇ, the triple uv = (Σv, ~zv, uv) is stable
by definition. If (Σv, ~zv) is not stable, then we may add auxiliary interior
marked points ~wv so that (Σv, ~zv∪ ~wv) is stable. We assume that ~wv is chosen
such that the following symmetry assumption holds. Suppose Γu denotes the
group of automorphisms of u. Given γ ∈ Γu, for each interior vertex v, there
exists a vertex γ(v) and a bi-holomorphic map γv : (Σv, ~zv)→ (Σγ(v), ~zγ(v))
such that uγ(v) ◦ γv = uv. We assume ~wv is mapped to ~wγ(v) via γv. Note
that the case γ(v) = v is also included. For each member wv,i of ~wv, we take
a codimension 2 submanifold Nv,i of X (resp. D) if c(v) = d or s (resp. if
c(v) = D.) We assume that the same condition as Condition 4.3 holds for
these choices of transversals. If γ ∈ Γu and γv(wv,i) = wv′,i′ , then we require
that Nv,i = Nv′,i′ .
In order to define Cauchy-Riemann operators, we introduce function spaces
similar to those of Section 3. For an interior vertex v of Rˇ, if the color of
v is d, s or D, the Hilbert space W 2m,δ(uv;T ) is respectively defined as in
Definition 3.3, Definition 3.6 or Definition 3.8. Here T is a placeholder for
the pull-back of the tangent bundle of X (if c(v) = d, s) or NDX \ D (if
c(v) = D). Similarly, for each v, we define the Weighted Sobolev spaces
L2m,δ(uv;T ⊗ Λ0,1) as in Section 3.
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Remark 8.1. In the case that c(v) = d, the space Σv may have boundary
nodes. In that case we take cylindrical coordinates on a neighborhood of
each boundary node and use a cylindrical metric on this neighborhood. The
approach here is very similar to the case of interior nodes which is discussed
in Section 3. See [FOOO5, Section 3] for the case of boundary nodes in the
context of the stable map compactification.
We also need to fix cylindrical coordinates for nodes corresponding to
fine edges. In this case the target of the corresponding cylindrical end is
contained in a compact subset of X \ D (for fine edges connecting level 0
vertices) or NDX \ D (for fine edges connecting positive level vertices). In
the first case we use the metric g given in Section 3. In the latter case, we
use the metric on NDX \ D with the form given in (3.2).
Let W 2,∼m,δ (u;T ) be the subspace of the direct sum:
(8.1)
⊕
v∈Cint0 (Rˇ)
W 2m,δ(uv;T )
consisting of elements (Vv; v ∈ C int0 (Rˇ)) with the following properties. Let e
be an interior edge of Rˇ joining v1 and v2. The source curve of the element
uvi contains a nodal point zvi,e corresponding to the edge e. Suppose e is
not a level 0 edge or a fine edge. By definition Vvi has an asymptotic value
(rvi,e, svi,e, vvi,e) ∈ R ⊕ R ⊕ Tpvi,eD where pvi,e is the point of D such that
uv(zvi,e) = pvi,e and R ⊕ R corresponds to the tangent space of the partial
C∗-action. (See Definition 3.3.) We require:
vv1,e = vv2,e.
This condition is the counterpart of part (4) of Definition 7.12. In the case
of a level 0 edge (resp. a fine edge), the corresponding asymptotic values
are tangent vectors of L (resp. tangent vectors of X or NXD \ D) and we
require that these two tangent vectors agree with each other. (See [FOOO5,
Definition 3.4].)
Analogous to Definition 7.12, there is an action of (R⊕R)|λ| on W 2,∼m,δ (u;T )
with |λ| being the number of levels of Rˇ. We define W 2m,δ(u;T ) to be the
quotient space with respect to this action. We also write L2m,δ(u;T ⊗ Λ0,1)
for the direct sum of L2m,δ(uv;T ⊗ Λ0,1) for v ∈ C int0 (Rˇ).
The linearization of the Cauchy-Riemann equation associated to each
vertex v of the very detailed tree Rˇ, defines the linear operator:
Duv∂ : W
2
m+1,δ(uv;T )→ L2m,δ(uv;T ⊗ Λ0,1).
The direct sum of these operators together determines a Fredholm operator:
(8.2) Du∂ : W
2
m+1,δ(u;T )→ L2m,δ(u;T ⊗ Λ0,1).
In the case that this operator is not surjective, we need to introduce ob-
struction spaces as in Section 4. For each interior vertex v, we fix a vector
space Ev such that the following conditions are satisfied:
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Condition 8.2. (1) Ev is a finite dimensional subspace of L
2
m,δ(Σv \
~zv;u
∗
vT (X \ D) ⊗ Λ0,1) if c(v) = d or s, and is a finite dimensional
subspace of L2m(Σv;u
∗
vTD⊗Λ0,1) if c(v) = D. Moreover, Ev consists
of smooth sections. Using the decomposition in (3.4), we can also
regard Ev as a subspace of L
2
m,δ(uv;T ⊗ Λ0,1).
(2) Elements of Ev have compact supports away from nodal points and
boundary.
(3) If uv is a constant map, then Ev is 0.
(4) If γ ∈ Γu, then
(γv)∗Ev = Eγ(v).
Here (γv)∗ : L2m,δ(uv;T ⊗ Λ0,1) → L2m,δ(uγ(v);T ⊗ Λ0,1) is the map
induced by γv : Σv → Σγ(v). (Recall that uγ(v) ◦ γv = uv.)
(5) The operator Du∂ in (8.2) is transversal to:
(8.3) E0 =
⊕
v∈Cint0 (Rˇ)
Ev ⊂ L2m,δ(u;T ⊗ Λ0,1).
It is straightforward to see that there are obstruction spaces satisfying
Condition 8.2. Since each operator Duv∂ is Fredholm, we can fix Ev, which
satisfies part (1). This choice also would imply the required transversality
in part (5). In the case that uv is constant, we can pick Ev to be the trivial
vector space because Σv has genus 0. (It is either a disk or a sphere.) Unique
continuation implies that we can assume that the supports of the elements
of Ev is contained in a compact subset of Σv away from the nodal points and
boundary. By taking direct sums over the action of Γu if necessary, we may
also assume that (4) holds. Using E0, we can define a thickened moduli space
which gives a Kuranishi neighborhood of u in a stratum of MRGWk+1 (L;β)
which contains u. (See Definition 8.3.) In the upcoming sections, we give a
systematic construction of the obstruction spaces E0 which satisfy further
compatibility assumptions.
We next discuss the process of gluing the irreducible components of u. We
firstly need to explain how the deformation of source curves is parametrized.
The mathematical content here is classical and we follow the approaches in
[FOOO5, Section 8] and [FOOO8, Section 3].
For an interior vertex v, we consider (Σv, ~zv ∪ ~wv). This is a disk or a
sphere with marked points, which is stable. We may regard it as an element
of the moduli space Msourcev . The space Msourcev is metrizable and we fix
one metric on it for our purposes later. The moduli space Msourcev comes
with a universal family:
(8.4) pi : Csourcev →Msourcev
and #~zv+#~wv sections which are in correspondence with the marked points.
(See, for example, [FOOO8, Section 2].) For x ∈ Msourcev , the fiber pi−1(x)
together with the values of the sections at x determines a representative for
x, which we denote it by (Σx,v, ~zx,v ∪ ~wx,v).
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Since Σv has no singularity, (8.4) is a C
∞-fiber bundle near the point
(Σv, ~zv ∪ ~wv). We fix a neighborhood Vsourcev of [Σv, ~zv ∪ ~wv] and a trivial-
ization
(8.5) φv : Vsourcev × Σv → Csourcev .
of (8.4) over this neighborhood. We assume that these trivializations are
compatible with the automorphisms of u. For xv ∈ Vsourcev , we define a
complex structure jxv on Σv such that the restriction of the trivialization
(8.5) to {xv} × Σv defines a bi-holomorphic map (Σv, jxv)→ pi−1(xv).
Let e be an interior edge of Rˇ containing v. There is a nodal point of
(Σv, ~zv) associated to e. Let sv,e be the section of (8.4) corresponding to
this marked point. In the case of an interior node, an analytic family of
coordinates at this nodal point is a holomorphic map
(8.6) ϕv,e : Vsourcev × Int(D2)→ Csourcev
such that for each x ∈ Vsourcev , we have ϕv,e(x, 0) = sv,e(x) and the restriction
of ϕv,e to {x}× IntD2 determines a holomorphic coordinate for Σx = pi−1(x)
around ϕv,e(x, 0) = sv,e(x). Thus ϕv,e commutes with the projection map to
Msourcev and ϕv,e is a bi-holomorphic map onto an open subset of Csourcev .
When zv,e is a boundary node, we replace D
2 by D2+ = {z ∈ D2 | Imz ≥ 0}
and define the notion of analytic family of coordinates in a similar way. (See
[FOOO8, Section 3] for more details.) We require that the images of the
maps ϕv,e are disjoint and away from the image of the sections of Csourcev
corresponding to the auxiliary marked points ~wv. We also assume that the
chosen analytic families are compatibile with automorphisms of u.
We use analytic family of coordinates ϕv,e to desingularize the nodal
points as follows. Fix an element:
(8.7) ~σ = (σe; e ∈ C int1 (Rˇ)) ∈
∏
e∈Cint1 (Rˇ)
Vdeforme .
Here σe ∈ D2 =: Vdeforme if zv,e is an interior node, and σe ∈ [0, 1] =: Vdeforme
if zv,e is a boundary node.
21 Let
(8.8) ~x = (xv; v ∈ C int0 (Rˇ)) ∈
∏
v∈Cint0 (Rˇ)
Vsourcev .
21Note that zv,e is a boundary node if and only if e is a level 0 edge.
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We put
(8.9)
Σ+v (~x, ~σ) = Σxv ,v \
⋃
(v,e):e is not a level 0 edge
ϕv,e(xv, D
2(|σe|))
\
⋃
(v,e):e is a level 0 edge
ϕv,e(xv, D
2
+(σe))
Σ−v (~x, ~σ) = Σxv ,v \
⋃
(v,e):e is not a level 0 edge
ϕv,e(xv, D
2(1))
\
⋃
(v,e):e is a level 0 edge
ϕv,e(xv, D
2
+(1)).
Recall that a fine edge e connecting two level 0 vertices is not a level 0 edge
by definition.The auxiliary marked points ~wv determine a set of marked
points on Σ−v (~x, ~σ), which is also denoted by ~wv.
We define an equivalence relation ∼ on:
(8.10)
⋃
v∈Cint0 (Rˇ)
Σ+v (~x, ~σ)
as follows. Let e be an edge which is not a level 0 edge and connects the
vertices v1, v2. Suppose z1, z2 ∈ Int(D2) with z1z2 = σe. Then:
ϕv1,e(xv1 , z1) ∼ ϕv2,e(xv2 , z2).
Let e be a level 0 edge connecting the vertices v1, v2. Suppose z1, z2 ∈
Int(D2+) with z1z2 = −σe. Then:
ϕv1,e(xv1 , z1) ∼ ϕv2,e(xv2 , z2).
We divide the space (8.10) by the equivalence relation ∼ and denote the
quotient space by
(8.11) Σ(~x, ~σ).
Let:
σe = exp(−(10Te + θe
√−1)) e is not a level 0 edge,
σe = exp(−10Te) e is a level 0 edge.
For each e ∈ C int1 (Rˇ), there is a corresponding neck region in Σ(~x, ~σ). We
define coordinates re, se on this region as follows. Suppose e is not a level
0 edge. We choose v1, v2 so that v1 and the root of Rˇ (corresponding to the
zero-th exterior marked point z0 of u) are in the same connected component
of Rˇ \ e. Let:
Σ+v (~x, ~σ) \ Σ−v (~x, ~σ) = [−5Te, 5Te]re × S1se
where
(−5Te, se) ∈ Closure (Σ−v1(~x, ~σ)) ∀se ∈ S1.
The coordinate re, se is defined in the same way as in (7.1), (7.2).
If e is a level 0 edge, then we take v1, v2 so that v1 and the root of Rˇ are
in the same connected component of Rˇ \ e. Then Σ+v1(~x, ~σ) \ Σ−v1(~x, ~σ) has
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a connected component corresponding to each edge which is incident to v1.
We identify the connected component corresponding to the edge e with:
(8.12) [−5Te, 5Te]re × [0, pi]se
where the point ϕv1,e(xv, exp(−(re+5Te)−
√−1se)) is identified with (re, se)
in (8.12). Similarly, Σ+v2(~x, ~σ) \ Σ−v2(~x, ~σ) has a connected component cor-
responding to each edge which is incident to v2. We identify the con-
nected component corresponding to the edge e with (8.12) where the point
ϕv2,e(xv, exp((re − 5Te) +
√−1se)) is identified with (re, se). These identifi-
cations are compatible with the equivalence relation ∼.
We thus have the decomposition:
(8.13)
Σ(~x, ~σ) =
⋃
v∈Cint0 (Rˇ)
Σ−v (~x, ~σ)
∪
⋃
e∈Cint1 (Rˇ),e is not a level 0 edge
[−5Te, 5Te]re × S1se
∪
⋃
e∈Cint1 (Rˇ),e is a level 0 edge
[−5Te, 5Te]re × [0, pi]se .
This is the thick and thin decomposition which is used frequently in various
kinds of Gromov-Witten theory. The inclusion of ~wv in Σ
−
v (~x, ~σ) induces a
set of marked points in Σ(~x, ~σ), which is also denoted by ~wv.
Now we introduce several thickened moduli spaces which are used in the
definition of our Kuranishi structures. We firstly define the stratum corre-
sponding to Rˇ:
Definition 8.3. Given a positive real number κ, the space ‹U(u, Rˇ, κ) con-
sists of triples (~x, u′, U ′) with the following properties:
(1) ~x = (xv; v ∈ C int0 (Rˇ)) ∈
∏
v∈Cint0 (Rˇ) V
source
v . For each interior vertex
v, xv belongs to the κ-neighborhood of the point of Vsourcev induced
by u. A representative (Σv, ~zx,v ∪ ~wx,v) of xv is also given where
the irreducible component Σv is equipped with an almost complex
structure jxv .
(2) u′ : Σ → X is a continuous map, whose restriction u′v to Σv is
smooth. If c(v) = D, then we require that u′(Σv) ⊂ D. Moreover, a
meromorphic section U ′v of (u′v)∗(ND(X)) is also fixed such that the
data of the zeros and poles of U ′v is determined by the multiplicity
of the thick edges connected to v. If c(v) = d, then the restriction
of u′v to the boundary of the disc Σv is mapped to L.
(3) The C2-distance22 between u′v and uv is less than κ. If c(v) = D,
then the C2-distance23 between U ′v and Uv is less than κ.
22If c(v) = d or s, then the C2-distance is defined using the metric g on X, and if
c(v) = D, then the C2-distance is defined using the metric g′ on D.
23The C2-distance is defined with respect to a metric which has the form given in (3.2).
Note that the set of sections {Uv}v is defined up to action of C|λ|∗ , and here we mean than
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(4) We require
(8.14) ∂jxvu
′
v ∈ Ev(u′v).
Here jxv is the complex structure of Σv corresponding to xv. (See the
discussion proceeding (8.5).) Using the complex structure jxv on Σv,
we may define the target space parallel transportation in the same
way as in Section 4, and obtain Ev(u
′
v) from Ev. We also require:
(8.15) ∂jxvU
′
v ∈ Ev(u′v).
if c(v) = D. Here we use (3.4) to regard Ev(u
′
v) as a subspace of
L2m,δ(Σv; (U
′
v)
∗TND(X)⊗ Λ0,1).
(5) We require
(8.16) u′v(wv,i) ∈ Nv,i.
(6) If e is a fine edge connecting vertices v1 and v2 with color d or s,
then the values of u′v1 and u
′
v2 at the node Σv1 ∩ Σv2 are equal to
each other. If e is a fine edge connecting vertices v1 and v2 with
color D, then the values of U ′v1 and U
′
v2 at the node Σv1 ∩ Σv2 are
equal to each other.
We define an equivalence relation ∼ on ‹U(u, Rˇ, κ) as follows. Let |λ| be
the number of levels of the DD-ribbon tree associated to u. For i = 1, . . . , |λ|,
we take ai ∈ C∗. We define (~x, u′, U ′(0)) ∼ (~x, u′, U ′(1))
(8.17) U ′(1),v = Dilaλ(v) ◦ U ′(0),v.
We denote the quotient space with respect to this equivalence relation by“U(u, Rˇ, κ). The group of automorphisms Γu acts on “U(u, Rˇ, κ) in an obvious
way. We write U(u, Rˇ, κ) for the quotient space “U(u, Rˇ, κ)/Γu.
The space U(u, Rˇ, κ) is a generalization of Ud evd ×evD,d UD evD,s ×evs Us
appearing in (5.3) and is a thickened version of a neighborhood of u in the
stratum M0(R) of MRGWk+1 (L;β) defined in [DF2, (3.40)]. The following
lemma is a consequence of Condition 8.2 and the implicit function theorem.
Lemma 8.4. If κ is small enough, then “U(u, Rˇ, κ) is a smooth manifold and
U(u, Rˇ, κ) is a smooth orbifold.
Remark 8.5. Although it is not clear from the notation, the definition of
U(u, Rˇ, κ) uses the choice of the additional marked points wv,i, the set of
transversals Nv,i, the trivializations of the universal family φv and analytic
family of coordinates ϕv,e. We call Ξ = (~wv, (Nv,i), (φv), (ϕv,e), κ) a choice
of trivialization and stabilization data (TSD) for u. We define the size of
Ξ to be the sum of κ, the diameters of Vsourcev and the images of the maps
ϕv,e. When we say Ξ is small enough, we mean that the size of Ξ is small
enough. Given this definition, a more accurate notation for U(u, Rˇ, κ) would
be U(u, Rˇ,Ξ).
there is a representative for {Uv}v such that the distance between U ′v and Uv is less than
κ.
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We next introduce the generalization of the space U0 in Definition 4.10.
Definition 8.6. Let Ξ = (~wv, (Nv,i), (φv), (ϕv,e), κ) be a TSD at the element
u ofMRGWk+1 (L, β). The space “U0(u,Ξ) consists of (~x, ~σ, u′) with the following
properties:
(1) ~x(xv; v ∈ C int0 (Rˇ)) ∈
∏
v∈Cint0 (Rˇ) V
source
v and ~σ = (σe; e ∈ C int1 (Rˇ)) ∈∏
e∈Cint1 (Rˇ) V
deform
e . Furthermore, for each interior vertex v, xv be-
longs to the κ-neighborhood of the point of Vsourcev induced by u.
Similarly, for each e, we have |σe| < κ.
(2) u′ : (Σ(~x, ~σ), ∂(Σ(~x, ~σ))) → (X\D, L) is a continuous map and is
smooth on each irreducible component.
(3) If e is (resp. is not) a level 0 edge, then the image of the restriction
to u′ to [−5Te, 5Te]re × [0, pi]se (resp. [−5Te, 5Te]re × S1se) has a
diameter24 less than κ. If c(v) = D, then the restriction of u′ to
Σ+v (~x, ~σ) is included in the open neighborhood U of D.
(4) If c(v) = d or s, then the C2-distance between the restrictions of u′
and uv to Σ
−
v (~x, ~σ) is less than κ. If c(v) = D, then the previous part
implies that the restriction of u′ to Σ−v (~x, ~σ) may be regarded as a
map to ND(X) \ D. We also demand that the C2-distance between
this map and Uv is less than κ.
25
(5) We require
(8.18) ∂j~x,~σu
′ ∈ E0(u′).
Here j~x,~σ is the complex structure of Σ(~x, ~σ), and E0(u
′) is defined
from Ev by target space parallel transportation in the same way as
in Section 4.
(6) We require
(8.19) u′(wv,i) ∈ Nv,i.
The group of automorphisms Γu acts on “U0(u,Ξ) in the obvious way. We
write U0(u,Ξ) for the quotient space “U0(u,Ξ)/Γu.
Remark 8.7. The above definition needs to be slightly modified if some
of the components of ~σ are zero. Let e be an edge connecting a vertex of
level i to a vertex of level i + 1 such that σe = 0. If e
′ is another edge
that connects a vertex of level i to a vertex of level i + 1, then σe′ = 0.
Next, we decompose Rˇ into several blocks such that σe = 0 for the edges
e joining two different blocks and σe 6= 0 for an edge e, which is inside a
block and is not a fine edge. In each block, we use Definition 8.6 and join
spaces associated to various blocks in the same way as in Definition 8.3.
We omit the details of this process because the actual space we use for the
24The diameter is defined with respect to the metric gNC .
25 Here again we use the convention that the distance between an object and
{Uv}λ(v)>0, is defined to be the minimum of the relevant distance between that object
and all representatives of {Uv}λ(v)>0.
LAGRANGIAN FLOER THEORY IN DIVISOR COMPLEMENTS 63
definition of our Kuranishi structure is not U0(u,Ξ) but U(u,Ξ), introduced
in Definition 8.8. We can also define U0(u,Ξ) as a subspace of U(u,Ξ). We
brought firstly Definition 8.6 because its geometric meaning is more clear.
The space U0(u,Ξ) in general is singular (not an orbifold). We introduce
the notion of inconsistent solutions to thicken U0(u,Ξ) into an orbifold.
Definition 8.8. Let Ξ = (~wv, (Nv,i), (φv), (ϕv,e), κ) be a TSD at the ele-
ment u ofMRGWk+1 (L, β). We say (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) is an inconsistent
solution near u with respect to Ξ if it satisfies the following properties:
(1) ~x(xv; v ∈ C int0 (Rˇ)) ∈
∏
v∈Cint0 (Rˇ) V
source
v , ~σ = (σe; e ∈ C int1 (Rˇ)) ∈∏
e∈Cint1 (Rˇ) V
deform
e and ρe ∈ C for each edge e ∈ C intth (Rˇ) that is not a
level 0 edge, and ρi ∈ D2 for each level i = 1, . . . , |λ|. Furthermore,
for each interior vertex v, xv belongs to the κ-neighborhood of the
point of Vsourcev induced by u. Similarly, for each e, we have |σe| < κ.
(2) If c(v) = d (resp. s), then u′v : (Σ+v (~x, ~σ), ∂Σ+v (~x, ~σ)) → (X \ D, L)
(resp. u′v : Σ+v (~x, ~σ)→ X \ D) is a smooth map.
(3) If c(v) = D, then U ′v : Σ+v (~x, ~σ) → NDX \ D is a smooth map, and
u′v = pi ◦ U ′v.
(4) ρe = 0 if and only if σe = 0.
(5) Suppose e is an edge connecting vertices v0 and v1 such that λ(v0) =
0 and λ(v1) ≥ 1. Then we require:
(8.20) u′v0 = Dilρe ◦ U ′v1
on [−5Te, 5Te]re×S1se = Σ+v1(~x, ~σ)∩Σ+v2(~x, ~σ) if σe 6= 0. In particular,
we assume that the restriction of u′v0 to [−5Te, 5Te]re × S1se is con-
tained in the open neighborhood U of D. If σe = 0, then the values
of u′v0 and pi ◦ U ′v1 at the nodal points corresponding to e are equal
to each other.
(6) Suppose e is an edge connecting vertices v1 and v2 such that λ(v1) =
i > 0 and λ(v2) ≥ i+ 1. We require
(8.21) U ′v1 = Dilρe ◦ U ′v2
on [−5Te, 5Te]re × S1se = Σ+v1(~x, ~σ) ∩ Σ+v2(~x, ~σ) if σe 6= 0. If σe = 0,
then the values of U ′v1 and pi ◦U ′v2 at the nodal points corresponding
to e are equal.
(7) Suppose e is a level 0 edge connecting the vertices v1 and v2. If
σe 6= 0, then we require:
(8.22) u′v1 = u
′
v2
on [−5Te, 5Te]re × [0, 1]se = Σ+v1(~x, ~σ) ∩ Σ+v2(~x, ~σ). If σe = 0, then
(8.22) holds at the nodal point corresponding to e.
(8) Suppose e is a fine edge connecting the vertices v1 and v2 with level
zero (resp. with the same positive level). If σe 6= 0, then we require:
(8.23) u′v1 = u
′
v2 (resp. U
′
v1 = U
′
v2)
64 ALIAKBAR DAEMI, KENJI FUKAYA
on [−5Te, 5Te]re × S1se = Σ+v1(~x, ~σ) ∩ Σ+v2(~x, ~σ). If σe = 0, then (8.23)
holds at the nodal point corresponding to e.
(9) If e is (resp. is not) a level 0 edge, then the image of the restriction
to u′v to [−5Te, 5Te]re × [0, pi]se (resp. [−5Te, 5Te]re × S1se) has a
diameter26 less than κ.
(10) If c(v) = d or s, then the C2-distance between the restrictions of u′v
and uv to Σ
−
v (~x, ~σ) is less than κ. If c(v) = D, then we demand that
the C2-distance between the restrictions of U ′v and Uv to Σ−v (~x, ~σ) is
less than κ.27
(11) If c(v) = d or s, then we require:
(8.24) ∂j~x,~σu
′
v ∈ Ev(u′v).
Here j~x,~σ is the complex structure of Σ(~x, ~σ), and Ev(u
′
v) is defined
from Ev by target space parallel transportation in the same way as
in Section 5.
(12) If c(v) = D, then we require:
(8.25) ∂jxvU
′
v ∈ Ev(U ′v).
Here j~x,~σ is the complex structure of Σ(~x, ~σ), and we use (3.4) to ob-
tain Ev(U
′
v) from Ev(u
′
v) as a subspace of L
2
m,δ(Σv; (U
′
v)
∗TND(X)⊗
Λ0,1).
(13) We have:
(8.26) u′v(wv,i) ∈ Nv,i.
We denote by ‹U(u,Ξ) the set of all (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) satisfying
the above properties. We define an equivalence relation ∼ on it as follows.
Let xj = (~x(j), ~σ(j), (u
′
v,(j)), (U
′
v,(j)), (ρe,(j)), (ρi,(j))) be elements of
‹U(u,Ξ)
for j = 1, 2. We say that x1 ∼ x2 if there exists ai ∈ C∗ (i = 1, . . . , |λ|) with
the following properties. Let:
bi = a1 · · · ai ∈ C∗.
(i) ~x(1) =~x(2), ~σ(1) = ~σ(2), u
′
v,(1) = u
′
v,(2).
(ii) ρi,(2) = aiρi,(1).
(iii) U ′v,(1) = Dilbλ(v) ◦ U ′v,(2)
(iv) Suppose e is an edge connecting a vertex v0 with λ(v0) = 0 to a
vertex v1 with λ(v1) ≥ 1. Then we require:
ρe,(2) = bλ(v2)ρe,(1).
26The diameter is defined with respect to the metric gNC .
27 Here again we use the convention that the distance between an object and
{Uv}λ(v)>0, is defined to be the minimum of the relevant distance between that object
and all representatives of {Uv}λ(v)>0.
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(v) Suppose e is an edge connecting a vertex v1 with λ(v1) ≥ 1 to a
vertex v2 with λ(v2) ≥ 2. Then we require:
ρe,(2) = aλ(v1)+1 · · · aλ(v2)ρe,(1).
We denote by “U(u,Ξ) the quotient space ‹U(u, ,Ξ)/ ∼. The group Γu acts
on “U(u,Ξ) in an obvious way. We denote by U(u,Ξ) the quotient space“U(u,Ξ)/Γu. We say an element of U(u,Ξ) is an inconsistent solution near u
with respect to Ξ. When it does not make any confusion, the elements of“U(u,Ξ) or ‹U(u,Ξ) are also called inconsistent solutions near u with respect
to Ξ.
Remark 8.9. Initially it might seem that the complex numbers ρi do not
play any role in the definition of the elements of U(u,Ξ). However, later
they make it slightly easier for us to define the obstruction maps.
Our generalization of Proposition 5.3 claims that U(u,Ξ) is a smooth
orbifold. Before stating this result, we elaborate on the relationship between
U(u,Ξ) and U0(u,Ξ).
Definition 8.10. Let (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) be an inconsistent solution
near u with respect to Ξ. We say that it satisfies consistency equation if for
each edge e connecting vertices v1 and v2 with 0 ≤ λ(v1) < λ(v2), we have:
(8.27) ρe = ρλ(v1)+1 · · · ρλ(v2).
It is easy to see that the consistency equation (8.27) is independent of the
choice of the representative with respect to the relations given by ∼ and the
action of Γu.
Lemma 8.11. The set of inconsistent solutions near u satisfying consistency
equation can be identified with U0(u,Ξ).
Proof. Let (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) be an inconsistent solution near u sat-
isfying consistency equations. For the simplicity of exposition, we consider
the case that all the components of ~σ are nonzero.28 Define τi to be the
product ρ1 · ρ2 . . . ρi. For each vertex v with c(v) = D, we also define:
Umv = Dilτλ(v) ◦ U ′v.
Then the maps Umv for c(v) = D and u
′
v for c(v) = d or s are compatible on
the overlaps and by gluing them together, we obtain an element of U0(u,Ξ).
The reverse direction is clear. 
Example 8.12. We consider the case of detailed DD-ribbon tree in Figure
1. This tree has two edges (whose multiplicities are 2 and 3, respectively).
We denote them by ed and es, respectively. Two parameters ρd and ρs are
associated to these edges. (In Section 7, ρd and ρs are denoted by ρ1 and
28 This is the case that we gave a detailed definition of U0(u,Ξ), after all. For other
cases, this lemma can be used as the definition.
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ρ2, respectively). The total number of levels is 1. So there is a parameter ρ
associated to this level. The consistency equation (8.27) implies that:
ρd = ρ = ρs.
which is the same as the equation in (5.4).
For any ` ≤ m− 2, we fix a C` structure on “U(u,Ξ) in the following way.
For an interior vertex v of Σv, let Σ
−
v be the space Σ
−
v (~x, ~σ) in the case that
~σ = 0 and~x is induced by u. The trivialization of the universal family allows
us also to identify Σ−v with Σ−v (~x, ~σ) for different choices of ~x, ~σ. Define
maps:
Resv : ‹U(u,Ξ)→ L2m+1(Σ−v , X \ D) if λ(v) = 0,(8.28)
Resv : ‹U(u,Ξ)→ L2m+1(Σ−v ,NDX \ D) if λ(v) > 0,(8.29)
such that Resv(~x, ~σ, (u
′
v), (U
′
v), (ρe), (ρi)) is the restriction of u
′
v or U
′
v to
Σ−v (~x, ~σ) ∼= Σ−v . By unique continuation, Resv and the obvious projection
maps induce an embedding:
(8.30)
‹U(u,Ξ)→ ∏
v∈Cint0 (Rˇ)
Vsourcev ×
∏
e∈Cint1 (Rˇ)
Vdeforme × (D2)|λ|
×
∏
v∈Cint0 (Rˇ),λ(v)=0
L2m+1(Σ
−
v , X \ D)
×
∏
v∈Cint0 (Rˇ),λ(v)>0
L2m+1(Σ
−
v ,NDX \ D)
We use this embedding to fix a C`-structure on ‹U(u,Ξ). The group C|λ|∗
acts freely on the target and the domain of (8.30), and the above embedding
is equivariant with respect to this action. We use the induced map at the
level of the quotients to define a C`-structure on “U(u,Ξ). Note that we can
define a slice for “U(u,Ξ) using the following idea. For each 1 ≤ i ≤ |λ|, we
fix an interior vertex vi with λ(vi) = i and a base point xi ∈ Σ−vi . We also
trivialize the bundle ND(X) in a neighborhood of Uvi(xi). Each element
of “U(u,Ξ) has a unique representative (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) such that
U ′vi(xi) = 1 ∈ C. Here we assume that κ is small enough such that U ′vi(xi)
belongs to the neighborhood of Uvi(xi) that ND(X) is trivialized.
Proposition 8.13. The space “U(u,Ξ) is a C`-manifold and U(u,Ξ) is a
C`-orbifold. There exists a Γu-invariant open C
`-embedding for ` ≤ m− 2:
Φ :
∏
e∈Cint1 (Rˇ)
Vdeforme × “U(u, Rˇ,Ξ)×D2()|λ| → “U(u,Ξ)
with the following properties:
(1)
Φ(~σ, ξ, (ρi)) = [~x, ~σ, (u
′
~σ,ξ,v), (U
′
~σ,ξ,v), (ρe(~σ, ξ)), (ρi)]
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Namely, the gluing parameters ~σ are preserved by the map Φ. More-
over, the deformation parameter ~x is the same as the one for the
source curve of ξ.
(2) For each edge e ∈ C intth (Rˇ) that is not a level 0 edge, there exists a
nonzero smooth function fe such that:
ρe(~σ, ξ) = fe(~σ, ξ)σ
m(e)
e
where m(e) is the multiplicity of the edge e.
(3) Let ξ = (~x, u′, U ′) ∈ “U(u, Rˇ,Ξ) and ~σ0 be the vector that σe are all
zero. Then we have:
Φ(~σ0, ξ, (ρi)) = [~x, ~σ0, (u
′
~σ0,ξ,v), (U
′
~σ0,ξ,v), (ρe(~σ0, ξ)), (ρi)],
where u′~σ0,ξ,v is the restriction u
′
v of u
′, U ′~σ0,ξ,v is the restriction of
U ′v and ρe(~σ0, ξ) = 0.
The proof of Proposition 8.13 is essentially the same as the proof of Propo-
sition 5.3, and it is only notationally more involved.
We next state a generalization of Proposition 5.5. For a thick edge e
which is not of level 0, we define Te, θe, Re, ηe using the following identities:
(8.31)
σe = exp(−(Te +
√−1θe)),
ρe = exp(−(Re +
√−1ηe)).
If e is a level 0 edge, then we define Te using:
(8.32) σe = exp(−Te).
We may also define Te and θe for a fine edge as in (8.31). Using Φ, we regard
Re, ηe as functions of Te′ , θe′ and ξ. We again use the trivialization of the
universal family to identify Σ−v (~x0, ~σ) (see (8.9).) for various choices of ~x0,
~σ. For the purpose of the next proposition, we also regard u′~σ,ξ,v, U
′
~σ,ξ,v as
maps
u′~σ,ξ,v : Σ
−
v (~σ)→ X \ D
U ′~σ,ξ,v : Σ
−
v (~σ)→ NDX \ D.
In particular, the domain of these maps are independent of Te, θe and ξ.
Proposition 8.14. Let ` be an arbitrary positive integer and ke, k
′
e be non-
negative integers. Let υe = 0 if ke, k
′
e = 0. Otherwise we define υe = 1.
(1) We have the following exponential decay estimates:
(8.33)
∥∥∥∥∥∏
e
∂ke
∂keTe
∂k
′
e
∂k′eθe
u′~σ,ξ,v
∥∥∥∥∥
L2
`
(Σ−v (~σ))
≤ C exp(−c
∑
υeTe).∥∥∥∥∥∏
e
∂ke
∂keTe
∂k
′
e
∂k′eθe
U ′~σ,ξ,v
∥∥∥∥∥
L2
`
(Σ−v (~σ))
≤ C exp(−c
∑
υeTe).
Here C, c are positive constants depending on `, ke, k
′
e. The same
estimate holds for the ξ derivatives of u′v,~σ,ξ, U
′
v,~σ,ξ.
68 ALIAKBAR DAEMI, KENJI FUKAYA
(2) For any thick edge e0 which is not a level 0 edge, we also have the
following exponential decay estimates:
(8.34)
∣∣∣∣∣∏
e
∂ke
∂keTe
∂k
′
e
∂k′eθe
(Re0 −m(e0)Te0)
∣∣∣∣∣ ≤ C exp(−c∑ υeTe)∣∣∣∣∣∏
e
∂ke
∂keTe
∂k
′
e
∂k′eθe
(ηe0 −m(e0)θe0)
∣∣∣∣∣ ≤ C exp(−c∑ υeTe).
Here C, c are positive constants depending on `, ke, k
′
e. The same
estimate holds for the ξ derivatives of Re0, ηe0.
Similar to Proposition 5.5, Proposition 8.14 can be verified using the same
argument as in the proof of [FOOO5, Section 6].
We now use Propositions 8.13 and 8.14 to produce a Kuranishi chart at
u. Let y = (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) be a representative of an element of“U(u,Ξ). Recall that we fix vector spaces Ev for each u, and use target
parallel transportation to obtain the vector spaces Ev(u
′
v) and Ev(U
′
v). We
define:
(8.35) E0,u(y) =
⊕
v∈Cint0 (Rˇ), λ(v)=0
Ev(u
′
v)⊕
⊕
v∈Cint0 (Rˇ), λ(v)>0
Ev(U
′
v).
Using Proposition 8.14, it is easy to see that (8.35) defines a Γu-equivariant
C` vector bundle on “U(u,Ξ).
We define the other part of the obstruction bundle as follows. Let e be
a thick edge which connects vertices v1 and v2 with 0 ≤ λ(v1) < λ(v2).
We fix the trivial line bundle Ce on ‹U(u,Ξ). Let x1 ∼ x2 and ai ∈ C∗
(i = 1, . . . , |λ|) be as in Definition 8.8 (i)-(v). Then define an equivalence
relation on Ce where (x1, V1) ∼ (x2, V2) if:
V2 = aλ(v1)+1 . . . aλ(v2)V1.
We thus obtain a line bundle Le on “U(u,Ξ). The group Γu acts on ⊕eLe
in an obvious way. Our obstruction bundle Eu on “U(u,Ξ) is defined to be:
(8.36) Eu = E0,u ⊕
⊕
e∈Cint
th
(Rˇ), λ(e)>0
Le.
It induces an orbi-bundle on U(u,Ξ). By an abuse of notation, this orbi-
bundle is also denoted by Eu.
Next, we define Kuranishi maps. If v is a vertex with λ(v) = 0, then we
define:
(8.37) su,v(~x, ~σ, (u
′
v), (U
′
v), (ρe), (ρi)) = ∂u
′
v ∈ Ev(u′v).
If v is a vertex with λ(v) > 0, then we define:
(8.38) su,v(~x, ~σ, (u
′
v), (U
′
v), (ρe), (ρi)) = ∂U
′
v ∈ Ev(U ′v).
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If e is a thick edge connecting vertices v1 and v2 with 0 ≤ λ(v1) < λ(v2),
then we define:
(8.39) su,e(~x, ~σ, (u
′
v), (U
′
v), (ρe), (ρi)) = ρe − ρλ(v1)+1 · · · ρλ(v2).
We define:
su = ((su,v; v ∈ C int0 (Rˇ)), (su,e; e ∈ C intth (Rˇ), λ(e) > 0)).
It is easy to see that su induces a Γu-invariant section of Eu. Using Proposi-
tion 8.14, we can show that the section su is smooth.
Suppose su(~x, ~σ, (u
′
v), (U
′
v), (ρe), (ρi)) = 0. By (8.39) and Lemma 8.11, it
induces an element (~x, ~σ, u′) of “U0(u,Ξ). By (8.37) and (8.38) the map u′
is pseudo holomorphic. Therefore, (Σ(~x, ~σ), u′) and marked points on Σ~x
determine an element of MRGWk+1 (L;β). This element does not change if we
change (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) by the Γu-action. We thus obtained:
(8.40) ψu : s
−1
u (0)/Γu →MRGWk+1 (L;β),
which is a homeomorphism onto an open neighborhood of u. We thus proved:
Theorem 8.15. Uu = (U(u), Eu,Γu, su, ψu) is a Kuranshi chart of the moduli
space MRGWk+1 (L;β) at u.
9. Construction of Kuranishi Structures
So far, we constructed a Kuranishi chart at each point of MRGWk+1 (L;β).
In this section we construct a global Kuranishi structure. We follow similar
arguments as in [FOOO4, FOOO8]. However, there are certain points that
our treatment is different. We discuss the construction emphasizing on those
differences.
9.1. Compatible Trivialization and Stabilization Data. Throughout
this subsection, we fix:
u(j) = ((Σ(j),v, ~z(j),v, u(j),v); v ∈ C int0 (Rˇ(j))) j = 1, 2
an element ofMRGWk+1 (L;β) which is contained in the stratum corresponding
to the very detailed DD-ribbon trees Rˇ(j) = (c(j), α(j),m(j), λ(j)). We denote
the union of the irreducible components Σ(j),v by Σ(j). The map u(j) are
also defined similarly, and ~z(j) is the set of boundary marked points of Σ(j).
We use a similar convention several times in this section. We assume that
u(2) belongs to a small neighborhood of u(1) in the RGW-topology. To be
more precise, for u(j), let Ξ(j) = (~w(j), (N(j),v,i), (φ(j),v), (ϕ(j),v,e), κ(j)) be a
fixed TSD. We assume that u(2) is represented by an element of the space
U(u(1),Ξ(1)).
This assumption implies that Rˇ(2) is obtained from Rˇ(1) by level shrink-
ings, level 0 edge shrinkings and fine edge shrinkings. In particular, we may
regard:
C int1 (Rˇ(2)) ⊆ C int1 (Rˇ(1)).
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There also exists a surjective map pi : Rˇ(1) → Rˇ(2) inducing:
pi : C int0 (Rˇ(1))→ C int0 (Rˇ(2))
such that the irreducible component corresponding to v ∈ C int0 (Rˇ(2)) is ob-
tained by gluing the irreducible components corresponding to vˆ ∈ pi−1(v) ⊂
C int0 (Rˇ(1)). There also exists a surjective map:
ν : {0, 1, . . . , |λ(1)|} → {0, 1, . . . , |λ(2)|}
such that i ≤ j implies ν(i) ≤ ν(j), and λ(2)(pi(vˆ)) = ν(λ(1)(vˆ)) for inside
vertices vˆ of Rˇ(1). The maps pi and ν are the analogue of treesh and levsh
in [DF2, Lemma 5.23] defined for detailed trees.
To describe the coordinate change, it is convenient to start with the case
that the TSDs Ξ(1) and Ξ(2) satisfy some compatibility conditions. In this
subsection, we discuss these compatibility conditions and in Subsection 9.3,
we explain how a coordinate change can be constructed assuming these
conditions. In Subsection 9.4, we consider the case that Ξ(1) and Ξ(2) are
two (not necessarily compatible) TSDs associated to the same element of
the moduli space. We combine the results of Subsections 9.3 and 9.4 in
Subsection 9.5 to define coordinate changes in the general case and verify
the co-cycle condition for these coordinate changes.
The assumption that u(2) belongs to a small neighborhood of u(1) implies
that we can find:
~σ0 = (σ0,e; e ∈ C int1 (Rˇ(1))) ∈
∏
e∈Cint1 (Rˇ(1))
Vdeform(1),e
and
~x0 = (x0,v; v ∈ C int0 (Rˇ(1))) ∈
∏
v∈Cint0 (Rˇ(1))
Vsource(1),v
such that the inconsistent map:
(9.1) (Σ(1)(~x0, ~σ0), ~z(1)(~x0, ~σ0), u(1)(~x0, ~σ0))
is isomorphic to (Σ(2), ~z(2), u(2)). Although it is not clear from the notation,
the map u(1)(~x0, ~σ0) in (9.1) depends on u(2) and not just on ~x0 and ~σ0. We
assume that the additional marked points and transversals in Ξ(2) satisfy
the following conditions:
Condition 9.1. Since (9.1) is induced by an element of U(u(1),Ξ(1)), there
is a set of marked points ~w(1)(~x0, ~σ0) ⊂ Σ−(1)(~x0, ~σ0) determined by ~w(1), ~x0
and ~σ0. Then we require that the marked points ~w(2) of Ξ(2) are chosen such
that:
(9.2) (Σ(1)(~x0, ~σ0), ~z(1)(~x0, ~σ0) ∪ ~w(1)(~x0, ~σ0)) ∼= (Σ(2), ~z(2) ∪ ~w(2)).
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Furthermore, if w(2),v,i corresponds to w(1),vˆ,ˆi, then we require:
29
(9.3) N(2),v′,i′ = N(1),v,i.
Next, we impose some constraints on the choices of the maps φ(2),v and
ϕ(2),v,e. Let v be an interior vertex of Rˇ(2). We consider the moduli space
Msourcev of deformation of the irreducible component (Σ(2),v, ~z(2),v ∪ ~w(2),v).
We firstly fix a neighborhood Vsource(2),v of [Σ(2),v, ~z(2),v ∪ ~w(2),v] in Msourcev as
follows. The Riemann surface Σ(2),v is obtained by gluing spaces Σ(1),vˆ for
vˆ ∈ pi−1(v). Here the complex structure on Σ(1),vˆ is given by x0,vˆ and the
gluing parameters are σ(0),eˆ for edges eˆ in pi
−1(v). There is a neighborhood
U source(1),vˆ of x0,vˆ in Vsource(1),vˆ and a neighborhood Vdeform(1),(2),e of σ(0),eˆ ∈ Vdeform(1),e such
the following map:∏
vˆ∈Cint0 (Rˇ(1)), pi(vˆ)=v
U source(1),vˆ ×
∏
e∈Cint1 (Rˇ(1)), pi(e)=v
Vdeform(1),(2),e →Msourcev .
is an isomorphism onto an open neighborhood of the point determined by
(Σ(2),v, ~z(2),v ∪ ~w(2),v). Therefore, we may define:
(9.4) Vsource(2),v :=
∏
vˆ∈Cint0 (Rˇ(1)), pi(vˆ)=v
U source(1),vˆ ×
∏
eˆ∈Cint1 (Rˇ(1)), pi(eˆ)=v
Vdeform(1),eˆ
Let x2,v = ((x1,vˆ), (σ1,eˆ)) be an element of (9.4). Then Σ(2),v(x2,v), the
Riemann surface Σ(2),v with the complex structure induced by x2,v, has the
following decomposition:
Σ(2),v(x2,v) =
∐
vˆ∈Cint0 (Rˇ(1)), pi(vˆ)=v
Σ−(1),vˆ(x1,vˆ)(9.5)
∪
∐
e∈Cint1 (Rˇ(2)), v∈∂e
D2(9.6)
∪
∐
eˆ∈Cint1 (Rˇ(1)), pi(eˆ)=v
[−5Teˆ, 5Teˆ]× S1.(9.7)
The following comments about the above decomposition is in order. In (9.5),
Σ−(1),vˆ(x(1),vˆ) denote the subspace of Σ(1),vˆ(x(1),vˆ) given by the complements
of the discs ϕ(1),vˆ,eˆ(x(1),vˆ, D
2(1)) where eˆ runs among the edges of Rˇ(1) which
are connected to vˆ. For each edge e ∈ C int1 (Rˇ(2)) which is incident to v ∈
C int0 (Rˇ(2)), there is a unique edge eˆ ∈ C int1 (Rˇ(1)) which is mapped to e. In
particular, one of the endpoints of eˆ, denoted by vˆ, is mapped to v. The
disc corresponding to e in (9.6) is given by the space ϕ(1),vˆ,eˆ(x(1),vˆ, D
2(1)).
Finally if an edge eˆ ∈ C int1 (Rˇ(1)) is mapped to a vertex v ∈ C int0 (Rˇ(2)) by
pi, then the space in (9.7) is identified with the neck region associated to eˆ.
In particular, the positive number Teˆ is determined by σ(1),eˆ. The union of
29 Here we use the correspondence between ~w(1) ~w(2) given by the identification in (9.2)
and the correspondence between the elements of ~w(1) and ~w(1)(~x0, ~σ0).
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the spaces in (9.5) and (9.6) is called the thick part of Σ(2),v(x(2),v), and the
spaces in (9.7) form the thin part of Σ(2),v(x(2),v). The above decomposition
can be used in an obvious way to define the map ϕ(2),v,e on Vsource(2),v ×Int(D2).
We have the following decomposition of Σ(2),v as a special case of the
above decomposition applied to the point ((x0,vˆ), (σ0,eˆ)):
Σ(2),v =
∐
vˆ∈Cint0 (Rˇ(1)), pi(vˆ)=v
Σ−(1),v(x0,vˆ)(9.8)
∪
∐
e∈Cint1 (Rˇ(2)), v∈∂e
D2(9.9)
∪
∐
eˆ∈Cint1 (Rˇ(1)), pi(eˆ)=v
[−5T ′eˆ, 5T ′eˆ]× S1.(9.10)
The trivialization φ(2),v that we intend to define is a family (parametrized by
x2,v) of diffeomorphisms from Σ(2),v to Σ(2),v(x2,v). The trivialization φ(1),v
defines a diffeomorphism between the subspaces in (9.5) and (9.8). We then
use the coordinate at nodal points, ϕ(1),vˆ,eˆ, to extend it to a diffeomorphism
from the unions of the subspaces in (9.8) and (9.9) to the union of the sub-
sapces in (9.5) and (9.6). Finally we extend this family of diffeomorphisms
in an arbitrary way to the neck region to complete the construction of φ(2),v.
This construction of the maps ϕ(2),v,e and φ(2),v is analogous to [FOOO8,
Sublemma 10.15].
Condition 9.2. We require that the maps φ(2),v and ϕ(2),v,e of the TSD
Ξ(2) are obtained form the TSD Ξ(1) as above.
Definition 9.3. Let u be an element of MRGWk+1 (L;β) and Ξ be a TSD at
u. An inconsistent map near u with respect to Ξ is an object similar to the
ones in Definition 8.8 where we relax the Cauchy-Riemann equations in (4)
and (5).
This definition is almost a straightforward generalization of Definition 7.5
with the difference that we also include transversal constraints in (4.20) as
one of the requirements for an inconsistent map near u.
Let Ξ(2) satisfy Conditions 9.1 and 9.2. For any:
(9.11)
~σ(2) = (σ2,e; e ∈ C int1 (Rˇ(2))) ∈
∏
e∈Cint1 (Rˇ(2))
Vdeform(2),e
~x(2) = (x2,v; v ∈ C int0 (Rˇ(2))) ∈
∏
v∈Cint0 (Rˇ(2))
Vsource(2),v ,
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satisfying Definition 8.8 (1) with respect to Ξ(2), there exist:
(9.12)
~σ(1) = (σ1,e; e ∈ C int1 (Rˇ(1))) ∈
∏
e∈Cint1 (Rˇ(1))
Vdeform(1),e
~x(1) = (x1,v; v ∈ C int0 (Rˇ(1))) ∈
∏
v∈Cint0 (Rˇ(1))
Vsource(1),v .
satisfying Definition 8.8 (1) with respect to Ξ(1) such that:
(9.13) (Σ(2)(~x(2), ~σ(2)), ~z(2)(~x(2), ~σ(2)) ∪ ~w(2)(~x(2), ~σ(2))) ∼=
(Σ(1)(~x(1), ~σ(1)), ~z(1)(~x(1), ~σ(1)) ∪ ~w(1)(~x(1), ~σ(1))).
Here ~x(1), ~σ(1) depend on ~x(2), ~σ(2). (See Figure 15.)
Σ(1)
Σ(2) = Σ(1)(x0, 0) Σ(2)(x(2), (2)) = Σ(1)(x(1), (1))
σ0,e = 0
σ0,e = 0
σ0,e = 0
Figure 15. Σ(1), Σ(2) and Σ(2)(~x(2), ~σ(2)).
Next, let y(2) = (~x(2), ~σ(2), (u
′
(2),v), (U
′
(2),v), (ρ(2),e), (ρ(2),i)) be an inconsi-
tent map near u(2) with respect to Ξ(2). Let ~x(1) and ~σ(1) be chosen as in
the previous paragraph. Let vˆ be an interior vertex of Rˇ(1). Identification
in (9.13) and Condition 9.2 imply:
(9.14) Σ+(1),vˆ(~x(1), ~σ(1)) ⊆ Σ+(2),pi(vˆ)(~x(2), ~σ(2)).
We write Ivˆ for this inclusion map. Define:
(9.15)
U ′(1),vˆ =
{
u′(2),pi(vˆ) ◦ Ivˆ if λ(2)(pi(vˆ)) = 0
U ′(2),pi(vˆ) ◦ Ivˆ if λ(2)(pi(vˆ)) > 0
u′(1),vˆ = u
′
(2),pi(vˆ) ◦ Ivˆ.
We also define:
(9.16) ρ(1),e =

ρ(2),e if e ∈ C intth (Rˇ(2)) ⊂ C intth (Rˇ(1))
and e is not a level 0 edge,
1 otherwise.
We next define:
(9.17) ρ(1),i =
{
1 if ν(i− 1) = ν(i)
ρ(2),i otherwise.
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It is easy to check that y(1) = (~x(1), ~σ(1), (u
′
(1),vˆ), (U
′
(1),vˆ), (ρ(1),e), (ρ(1),i)) is
an inconsistent map near u(1) with respect to Ξ(1). In fact, (8.20)-(8.23) for
y(1) follow from the corresponding identities for y(2) and the definition. This
discussion is summarized in the following lemma:
Lemma 9.4. Suppose u(1) and u(2) are as above and Ξ(j) is a TSD at u(j)
such that Ξ(1) and Ξ(2) satisfy Conditions 9.1 and 9.2. Then an inconsistent
map near u(2) with respect to Ξ(2) can be regarded as an inconsistent map
near u(1) with respect to Ξ(1).
Remark 9.5. The equality (9.16) in the second case shows that the consis-
tency equation is satisfied for such edges.
Using the above argument, we can also verify the following lemma:
Lemma 9.6. Suppose u(1), u(2), Ξ(1) and Ξ(2) are given as in Lemma 9.4.
In particular, u(2) can be regarded as an inconsistent solution:
(~x(0), ~σ(0), (u
′
(0),vˆ), (U
′
(0),vˆ), (ρ(0),e), (ρ(0),i))
with respect to Ξ(1). An inconsistent map:
y(1) = (~x(1), ~σ(1), (u
′
(1),vˆ), (U
′
(1),vˆ), (ρ(1),e), (ρ(1),i))
near u(1) with respect to Ξ(1) may be regarded as an inconsistent map near
u(2) with respect to Ξ(2) if and only if the following conditions hold:
(i) For each vertex vˆ ∈ C int0 (Rˆ(1)), the distance between x(0),vˆ and x(1),vˆ
is less than κ(2). (Recall that κ(2) is the size of Ξ(2)).
(ii) For each edge e ∈ C int1 (Rˆ(2)) ⊂ C int1 (Rˆ(1)), we have |σ(1),e| < κ(2).
(iii) If e ∈ C int1 (Rˆ(2)) ⊂ C int1 (Rˆ(1)) is (resp. is not) a level 0 edge, then
the image of the restriction of u′(1),vˆ to [−5Te, 5Te]re × [0, pi]se (resp.
[−5Te, 5Te]re × S1se) has a diameter less than κ(2).
(iv) If c(v) = d or s, then the C2-distance between the restrictions of
u′(0),vˆ and u
′
(1),vˆ to Σ
−
v (~x, ~σ) is less than κ(2). If c(v) = D, then we
demand that the C2-distance between the restrictions of U ′(0),vˆ and
U ′(1),vˆ to Σ
−
v (~x, ~σ) is less than κ(2).
(v) The consistency equation
ρ(1),e = ρ(1),λ(1),vˆ1+1
. . . ρ(1),λ(1),vˆ2
are satisfied for any edge e ∈ C intth (Rˇ(1)) \ C intth (Rˇ(2)) which is not a
level 0 edge.
9.2. The Choice of Obstruction Spaces. In order to define an inconsis-
tent solution, we need to fix obstruction spaces. For any inconsistent map u
and for any other inconsistent map y which is close to u, we explained how to
make a choice of E0,u(y) in Section 8. We need to insure that we can arrange
for such choices such that they satisfy some nice properties when we move
u. More precisely, we need to pick them so that they are semi-continuous
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with respect to u. We will prove this property in the next subsection. In
this subsection, we explain how we modify our choice of obstruction spaces.
For j = 1, 2, let u(j) = ((Σ(j),v, ~z(j),v, u(j),v); v ∈ C int0 (Rˇ(j))) be represen-
tatives of two elements of MRGWk+1 (L;β) in the strata corresponding to very
detailed DD-ribbon trees Rˇ(j). We fix a TSD Ξ(j) at u(j). We do not assume
that they are related as in Subsection 9.1. We also fix Eu(1),v ⊂ L2m,δ(u(1),v)
satisfying Condition 8.2. We wish to use {Eu(1),v} to define obstruction
spaces for an inconsistent map with respect to Ξ(2), under the assumption
that u(2) is close to u(1). In particular, we assume that Rˇ(2) is obtained from
Rˇ(1) by level shrinking, level 0 edge shrinking and fine edge shrinking. As
in the previous subsection, we may define a surjective map pi : Rˇ(1) → Rˇ(2).
Note that in Section 8, we studied the case u(2) = u(1).
The following lemma is a straightforward consequence of the implicit func-
tion theorem: (See [FOOO8, Lemma 9.9].)
Lemma 9.7. If u(2) is close enough to u(1) with respect to the C
1 distance,
then for any vˆ ∈ C int0 (Rˇ(1)), there exists a unique choice of ~w(2),(1),vˆ ⊂ Σ(2),v
with v being pi(vˆ) such that:
(1) (Σ(2),v, ~z(2),v ∪∐pi(vˆ)=v ~w(2),(1),v) is close to:∐
pi(vˆ)=v
(Σ(1),vˆ, ~z
′
(1),vˆ ∪ ~w(1),vˆ)
in the moduli space of stable curves with marked points. Here ~z ′(1),vˆ
is the subset of ~z(1),vˆ that is the set of all marked points on Σ(1),v
and nodal points on Σ(1),v which correspond to the edges e incident
to v with pi(e) 6= v.
(2) u(2),v(w(2),(1),vˆ,i) ∈ N(1),vˆ,i.
From now on, we assume that u(2) is close enough to u(2) such that the
claim in Lemma 9.7 holds. Furthermore, Let also an inconsistent map:
y = (~x, ~σ, (u′v), (U
′
v), (ρe), (ρi))
with respect to Ξ(2) = (~w(2), (N(2),v,i), (φ(2),v), (ϕ(2),v,e), κ(2)) be fixed. Sup-
pose also (Σ(~x, ~σ), ~z(~x, ~σ)∪ ~w(~x, ~σ)) denotes the representative of ~x, as a part
of the data of y.
Let vˆ be a vertex of Rˇ(1) and v = pi(vˆ). Lemma 9.7 allows us to find
w(2),(1),vˆ,i ∈ Σ(2),v. If Ξ(2) is small enough, then we can regard w(2),(1),vˆ,i as
an element of Σ−(2),v, and hence an element of Σ
−
(2),v(~x, ~σ). This implies that
if we replace ~w(~x, ~σ) with the points w(2),(1),vˆ,i to obtain:
(9.18) (Σv(~x, ~σ), ~zv(~x, ~σ) ∪
∐
pi(vˆ)=v
~w(2),(1),vˆ)
then (9.18) is close to
∐
pi(vˆ)=v(Σ(1),vˆ, ~z
′
(1),vˆ ∪ ~w(1),vˆ).
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We use this fact and the target space parallel transportation in the same
way as in Section 4 to obtain the following map for any vˆ ∈ C int0 (Rˇ(1)):
Pvˆ : Eu(1),vˆ → L2m,δ(Σ−(2),v(~x, ~σ)).
We then define for any v ∈ Rˇ(2):
Eu(2),u(1),v(u
′
v) =
⊕
vˆ,pi(vˆ)=v
Pvˆ(Eu(1),vˆ)
for λ(v) = 0. We also define Eu(2),u(1),v(U
′
v) for λ(v) > 0 by a similar formula.
Now we replace (8.35) by
(9.19)
E0,u(2),u(1)(y) =
⊕
v∈Cint0 (Rˇ(2)), λ(v)=0
Eu(2),u(1),v(u
′
v)
⊕
⊕
v∈Cint0 (Rˇ(2)), λ(v)>0
Eu(2),u(1),v(U
′
v).
Lemma 9.8. Suppose Ξ(1) is small enough such that we can apply the con-
struction of Section 8 to Ξ(1) and the vector spaces {Eu(1),vˆ} to obtain a Ku-
ranishi chart at u(1). Then for Ξ(2) small enough, applying the construction
of Section 8 to {Eu(2),u(1),v} (instead of {Eu(2),v}) gives rise to a Kuranishi
chart at u(2).
This is immediate from the construction of Section 8. In fact, the choice of
obstruction bundles we take here satisfies the ‘smoothness’ condition. See
Definition 10.9 or [FOOO5, Definition 5.1 (2)]. (Smoothness here means
smoothness with respect to y.)
For each p ∈ MRGWk+1 (L;β), let Ξp = (~wp, (Np,v,i), (φp,v), (ϕp,v,e), κp) and
Ep,v be a TSD and obstruction vector spaces at p. We assume that Ξp is
small enough such that the assumption of Lemma 9.8 holds. Let U(p) be a
neighborhood of p in MRGWk+1 (L;β) determined by the TSD Ξp. We also fix
a compact neighborhood K(p) of p which is a subset of U(p).
Compactness of MRGWk+1 (L;β) implies that we can find a finite subset
(9.20) J = {pj : j = 1, . . . , J} ⊂ MRGWk+1 (L;β)
such that
(9.21) MRGWk+1 (L;β) ⊆
J⋃
j=1
Int (K(pj)).
For u ∈MRGWk+1 (L;β), we define:
(9.22) J(u) = {pj | u ∈ K(pj)}.
Lemma 9.9. Let Rˇj be the very detailed tree associated to pj. We can
perturb {Epj ,v | v ∈ C int0 (Rˇj)} by an arbitrary small amount so that the
following holds. For any u ∈ MRGWk+1 (L;β), the vector spaces E0,u,pj (u) for
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pj ∈ J(u) are transversal, i.e., the sum of E0,u,pj (u) for pj ∈ J(u) is the direct
sum:
(9.23)
⊕
pj∈J(u)
E0,u,pj (u).
Proof. The proof is the same as the proof of the analogous statement in the
case of the stable map compactification. See the proof of [FOOO8, Lemma
11.7] in [FOOO8, Subsection 11.4]. 
Now we define a Kuranishi chart at each point u ∈ MRGWk+1 (L;β) as fol-
lows:
Definition 9.10. Let Ξu = (~wu, (Nu,v,i, κu), (φu,v), (ϕu,v,e), κu) be a TSD,
which is small enough such that the conclusion of Lemma 9.8 holds for
u(1) = pj , u(2) = u, Ξ(1) = Ξpj and Ξ(2) = Ξu with pj being an arbitrary
element in J(u). The Kuranishi neighborhood U(u,Ξu) is the set of the
equivalence classes of inconsistent maps y = (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) near
u such that
(9.24)
∂j~x,~σu
′
v ∈
⊕
pj∈J(u)
E0,u,pj (y),
∂j~x,~σU
′
v ∈
⊕
pj∈J(u)
E0,u,pj (y).
In other words, it is the set of inconsistent solutions (Definition 8.8) where
(8.24) and (8.25) are replaced with (9.24).
The obstruction bundle Eu is defined in the same way as in (8.36) in the
following way:
(9.25) E0,u(y) =
⊕
pj∈J(u)
E0,u,pj (y)
(9.26) Eu,Ξu(y) = E0,u(y)⊕
⊕
e∈Cint1 (Rˇ), λ(e)>0
Le.
where Rˇ is the very detailed tree associated to u. The Kuranishi map su is
defined in the same way as in (8.37), (8.38), (8.39), and the parametrization
map ψu is defined in the same way as in (8.40).
9.3. Construction of Coordinate Change I. In this and the next sub-
sections, we construct coordinate changes. The next two lemmas state the
semi-continuity of our obstruction spaces, a property that we hinted at the
beginning of the last subsection.30
Lemma 9.11. For any u(1) ∈ MRGWk+1 (L;β), there exists a neighborhood
U(u(1)) of u(1) in MRGWk+1 (L;β) such that for any u(2) ∈ U(u(1)):
(9.27) J(u(2)) ⊆ J(u(1)).
30Compare to [FOOO8, Definition 5.1 (4)] or Definition 10.5.
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Proof. This is obvious because we pick the subspaces K(pj) to be closed. 
Lemma 9.12. Let u(2) ∈ U(u(1)). For j = 1, 2, we choose a TSD Ξ(j) =
(~w(j), (N(j),v,i), (φ(j),v), (ϕ(j),v,e)). We assume that u(1), u(2), Ξ(1) and Ξ(2)
satisfy Conditions 9.1 and 9.2. Let:
y(2) = (~x(2), ~σ(2), (u
′
(2),v), (U
′
(2),v), (ρ(2),e), (ρ(2),i))
be an inconsistent map near u(2) with respect to Ξ(2) and
y(1) = (~x(1), ~σ(1), (u
′
(1),vˆ), (U
′
(1),vˆ), (ρ(1),e), (ρ(1),i))
be the inconsistent map near u(1) with respect to Ξ(1), constructed by Lemma
9.4. Let pj ∈ J(u(2)). Then we have an isomorphism:
(9.28) E0,u(2);pj (y(2)) ∼= E0,u(1);pj (y(1)).
Proof. Let Ivˆ be the inclusion map (9.14). This is a holomorphic embedding.
Then (9.15) induces the required isomorphism. The fact that transversality
constraint (8.26) is preserved is an immediate consequence of (9.15) and our
choice of transversals N(j),v,i. 
Lemma 9.13. Suppose u(1), u(2), Ξ(1), Ξ(2), y(1) and y(2) are given as in
Lemma 9.12. If y(2) is an element of “U(u(2),Ξ(2)), then y(1) is an element
of “U(u(1),Ξ(1)).
Proof. The isomorphism induced by Ivˆ send ∂u
′
(2),vˆ (resp. ∂U
′
(2),vˆ) to ∂u
′
(1),vˆ
(resp. ∂U ′(1),vˆ). This is a consequence of (9.15). Therefore, if y(2) satisfies
(9.24) then y(1) satisfies (9.24). 
We thus constructed a Γu(2)-invariant map:
ϕu(1)u(2) :
“U(u(2),Ξ(2))→ “U(u(1),Ξ(1)).
It is clear from the construction that the above map can be lifted to a map
ϕ˜u(1)u(2) from
‹U(u(2),Ξ(2)) to ‹U(u(1),Ξ(1)).
Lemma 9.14. The maps ϕu(1)u(2) and ϕ˜u(1)u(2) are C
` embeddings.
Proof. It follows from the definition of ϕ˜u(1),u(2) and the choices of Ξ(j) that
the following two diagrams commute:
(9.29)
‹U(u(2),Ξ(2)) F1−−−−→ ∏v∈Cint0 (Rˇ(2)) Vsource(2),v×∏e∈Cint1 (Rˇ(2)) Vdeform(2),e × (D2)|λ(2)|yϕ˜u(1)u(2) yR1‹U(u(1),Ξ(1)) −−−−→ ∏v∈Cint0 (Rˇ(1)) Vsource(1),v×∏e∈Cint1 (Rˇ(1)) Vdeform(1),e × (D2)|λ(1)|
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(9.30)
‹U(u(2),Ξ(2)) F2−−−−→ ∏
v∈Cint0 (Rˇ(2)),λ(2)(v)=0
L2m+1(Σ
−
(2),v, X \ D)
×
∏
v∈Cint0 (Rˇ(2)),λ(2)(v)>0
L2m+1(Σ
−
(2),v,NDX \ D)yϕ˜u(1)u(2) yR2‹U(u(1),Ξ(1)) −−−−→ ∏
v∈Cint0 (Rˇ(1)),λ(1)(v)=0
L2m+1(Σ
−
(1),v, X \ D)
×
∏
v∈Cint0 (Rˇ(1)),λ(1)(v)>0
L2m+1(Σ
−
(1),v,NDX \ D)
Here the horizontal arrows F1 and F2 are as in (8.30). The right vertical
arrow R1 of Diagram (9.29) is obtained by requiring (9.13) and is a smooth
embedding. Diagram (9.29) commutes since ϕ˜u(1)u(2) does not change the
conformal structure of source (marked) curves. The right vertical arrow R2
of Diagram (9.30) is obtained by restriction of domain and is a smooth map.
Diagram (9.30) commutes because of Condition 9.2. Now the definitions
of the C` structures on ‹U(u(1),Ξ(1)) and ‹U(u(2),Ξ(2)) imply that ϕ˜u(1)u(2)
is a C` map. Unique continuation implies that the differential of the map
(R1 ◦ F1, R2 ◦ F2) is injective. In particular, this implies that ϕ˜u(1)u(2) is an
embedding. A similar argument applies to the map ϕu(1)u(2) . 
We next define a bundle map ϕu(1)u(2) : Eu(2) → Eu(1) which lifts ϕu(1)u(2) .
Using (9.27) and (9.28), we obtain a linear embedding:
(9.31)
⊕
pj∈J(u(2))
E0,u(2),pj (y(2))→
⊕
pj∈J(u(1))
E0,u(1),pj (y(1))
if y(1) = ϕu(1)u(2)(y(2)). The map :
(9.32)
⊕
e∈Cint
th
(Rˇ(2)),λ(e)>0
Le →
⊕
e∈Cint
th
(Rˇ(1)),λ(e)>0
Le
is defined as identity on e ∈ C intth (Rˇ(2)) ⊂ C intth (Rˇ(1)) and is zero on the
other factors. The bundle map ϕu(1)u(2) is defined using (9.31) and (9.32).
Analogous to Lemma 9.14, we can prove that ϕu(1)u(2) is C
`.
Lemma 9.15.
s(1) ◦ ϕu(1)u(2) = ϕu(1)u(2) ◦ s(2).
Proof. On the factor in (9.31) this is a consequence of the definitions of
the map ϕu(1)u(2) and (9.31). Namely, it follows from (9.15) and the fact
that Ivˆ is bi-holomorphic. For the factor in (9.32), this is a consequence of
(9.16). 
Compatibility of the parametrization map with ϕu(1)u(2) is also an imme-
diate consequence of the definitions. We thus proved that:
80 ALIAKBAR DAEMI, KENJI FUKAYA
Proposition 9.16. Let u(1), u(2), Ξ(1) and Ξ(2) satisfy Conditions 9.1 and
9.2 and u(2) ∈ U(u(1)). Then the pair (ϕu(1)u(2) , ϕu(1)u(2)) is a coordinate
change of Kuranishi charts.
9.4. Construction of Coordinate Change II. Let u = ((Σv, ~zv, uv); v ∈
C int0 (Rˇ)) ∈MRGWk+1 (L;β). We fix two TSDs:
Ξ(j) = (~w(j), (N(j),v,i), (φ(j),v), (ϕ(j),v,e), κ(j)) j = 1, 2
at u such that we can use Definition 9.10, to form Kuranishi charts:
Uu,Ξ(j) = (U(u,Ξ(j)), Eu,Ξ(j) ,Γu, su,Ξ(j) , ψu,Ξ(j)).
These Kuranishi charts depend on the choices of the subset {pj} of the
moduli space MRGWk+1 (L;β), the TSDs {Ξpj}, the vector spaces Epj ,v and
the open sets K(pj). We assume that these choices agree with each other
for the above two charts. In this subsection, we will construct a coordinate
change from Uu,Ξ(2) to Uu,Ξ(1) .31 The TSD Ξ(j) determines the subspace Σ−(j),v
of Σv for each interior vertex v of Rˇ. We assume that Ξ(2) is small enough
such that ~w(1) ∩ Σv is a subset of Σ−(2),v.
We pick an inconsistent map with respect to Ξ(2) denoted by:
y(2) = (~x(2), ~σ(2), (u
′
(2),v), (U
′
(2),v), (ρ(2),e), (ρ(2),i))
Associated to y(2), we have Σ
−
(2),v(~x(2), ~σ(2)), which comes with marked points:
~z(2),v(~x(2), ~σ(2)) ∪ ~w(2),v(~x(2), ~σ(2)).
Here the elements of ~z(2),v(~x(2), ~σ(2)) are in correspondence with the bound-
ary marked points of Σv and ~w(2),v(~x(2), ~σ(2)) are in correspondence with the
additional marked points ~w(2),v given by Ξ(2). We will write ~z(2)(~x(2), ~σ(2))
for the union of all boundary marked points of Σ(2)(~x(2), ~σ(2)). The following
lemma is the analogue of Lemma 9.7:
Lemma 9.17. There exists ~w(2);(1),v(y(2)) ⊂ Σ−(2),v(~x(2), ~σ(2)) such that:
(1) w(2);(1),v,i(y(2)) is close to w(1),v,i. Here we identify Σ
−
(2),v(~x(2), ~σ(2))
and Σ−(2),v using Ξ(2).
(2) u′(2),v(w(2);(1),v,i(y(2))) ∈ N(1),v,i.
We define:
~w(2);(1)(~x(2), ~σ(2)) =
⋃
v∈Cint0 (Rˇ)
~w(2);(1),v(~x(2), ~σ(2)).
Then (Σ(2)(~x(2), ~σ(2)), ~z(2)(y(2))∪ ~w(2);(1)(y(2))) is close to (Σ, ~z ∪ ~w(1)) in the
moduli space of bordered nodal curves. Therefore, there exists~x(1), ~σ(1) such
that:
(9.33) (Σ(2)(~x(2), ~σ(2)), ~z(2)(~x(2), ~σ(2)) ∪ ~w(2);(1)(~x(2), ~σ(2))) ∼=
31In fact, these two coordinate charts are isomorphic after possibly shrinking U(u,Ξ(j))
into appropriate open subspaces.
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(Σ(1)(~x(1), ~σ(1)), ~z(1)(~x(1), ~σ(1)) ∪ ~w(1)(~x(1), ~σ(1))).
Here we use Ξ(1) to define the right hand side. Let I be an isomorphism from
the right hand side of (9.33) to the left hand side. Note that the choices of
~x(1), ~σ(1) and I are unique up to an element of Γu.
We consider decompositions:
(9.34)
Σ(j)(~x(j), ~σ(j)) =
∐
v∈Cint0 (Rˇ)
Σ−(j),v(~x(j), ~σ(j))
∪
∐
e∈Cint1 (Rˇ)
[−5T(j),e, 5T(j),e]× S1.
for j = 1, 2. In the above identity, we define T(j),e by requiring e
−10T(j),e =
|σ(j),e|. Here for simplicity, we assume that σ(2),e is non-zero for all interior
edges e of Rˇ. A similar discussion applies to the case that σ(2),e = 0 with
minor modifications. For example, in (9.34) we need to include two half
cylinders for each e that σ(2),e = 0. We also have:
(9.35)
Σ(j)(~x(j), ~σ(j)) =
⋃
v∈Cint0 (Rˇ)
Σ+(j),v(~x(j), ~σ(j)).
Although I in (9.33) is an isomorphism, it does not respect the decom-
positions in (9.34) or (9.35) for j = 1, 2. This is because Ξ(1) 6= Ξ(2).32
Nevertheless, one can easily prove:
Lemma 9.18. If Ξ(2) is small enough, then I can be chosen such that the
following holds. Let v ∈ C int0 (Rˇ) and z ∈ Σ+(1),v(~x(1), ~σ(1)). Then at least one
of the following conditions holds:
(I) I(z) ∈ Σ+(2),v(~x(2), ~σ(2)).
(II) There exists e ∈ C int1 (Rˇ) with ∂e = {v, v′} such that I(z) ∈ Σ+(2),v′,x(2),v′ .
This is the consequence of the fact that the decomposition (9.35) is ‘mostly
preserved’ by I. Now we define u′(1),v, U
′
(1),v as follows. If λ(v) = 0, we have:
(9.36) u′(1),v(z) =

u′(2),v(z) if (I) holds,
U ′(2),v′(z) if (II) holds, λ(v) < λ(v
′),
u′(2),v′(z) if (II) holds, λ(v) = λ(v
′).
32Conditions 9.1 and 9.2 are used in Subsection 9.3 to show the compatibility of the
similar decompositions. We do not assume them here.
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and if λ(v) > 0, we have:
(9.37)
U ′(1),v(z) =

U ′(2),v(z) if (I) holds,
U ′(2),v′(z) if (II) holds, λ(v) = λ(v
′),
Dilρ(2),e ◦ U ′(2),v′(z) if (II) holds, λ(v) < λ(v′),
Dil1/ρ(2),e ◦ U ′(2),v′(z) if (II) holds, 0 < λ(v′) < λ(v),
Dil1/ρ(2),e ◦ u′(2),v′(z) if (II) holds, 0 = λ(v′) < λ(v).
Using the fact that y(2) satisfies (8.20), (8.21), (8.22), we can easily check
that in the case that (I) and (II) are both satisfied the right hand sides
coincide.
We also define
ρ(1),e = ρ(2),e, ρ(1),i = ρ(2),i.
Lemma 9.19. The 6-tuple
y(1) = (~x(1), ~σ(1), (u
′
(1),v), (U
′
(1),v), (ρ(1),e), (ρ(1),i))
is an inconsistent solution near u with respect to Ξ(1).
Proof. Definition 8.8 (1), (2), (3) are obvious. (4)-(8), (11) and (12) follow
from the definition of y(1) and the corresponding conditions for y(2). (9) and
(10) hold by shrinking the size of Ξ(2) if necessary. (13) is a consequence of
Lemma 9.17. 
Thus after shrinking the size of Ξ(2) if necessary, we may define:
(9.38) ϕ˜(u,Ξ(1))(u,Ξ(2)) :
‹U(u,Ξ(2))→ ‹U(u,Ξ(1))
by:
(9.39) ϕ˜(u,Ξ(1))(u,Ξ(2))(y(2)) = y(1).
Similarly, we can define ϕ(u,Ξ(1))(u,Ξ(2)) :
“U(u,Ξ(2))→ “U(u,Ξ(1)).
Lemma 9.20. The maps ϕ˜(u,Ξ(1))(u,Ξ(2)) and ϕ(u,Ξ(1))(u,Ξ(2)) are C
` diffeo-
morphisms into their images.
Proof. We cannot apply the same proof as in Lemma 9.14. In fact, Diagram
(9.30) does not commute anymore because our TSDs Ξ(1) and Ξ(2) are not
compatible in the sense of Conditions 9.1 and 9.2. In order to resolve this
issue, we need to modify the definition of right vertical arrow in Diagram
(9.30).
Assuming Ξ(2) is small enough, we define a map:
Iv0 :
∏
v∈Cint0 (Rˇ)
Vsource(2),v ×
∏
e∈Cint1 (Rˇ)
Vdeform(2),e × Σ−(1),v0 → Σ
−
(2),v0
for any interior vertex v0 of Rˇ as follows. Fix an element (~x(2), ~σ(2)) of∏
v∈Cint0 (Rˇ) V
source
(2),v ×
∏
e∈Cint1 (Rˇ) V
deform
(2),e , and let (~x(1), ~σ(1)) be the element of
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v∈Cint0 (Rˇ) V
source
(1),v ×
∏
e∈Cint1 (Rˇ) V
deform
(1),e that satisfies (9.33). By taking Ξ(2)
small enough, we can form the following composition:
(9.40) Σ−(1),v0 → Σ
−
(1),v0
(~x(1), ~σ(1))→ Σ−(2),v0(~x(2), ~σ(2))→ Σ
−
(2),v0
Here the first map is defined using Ξ(1), the second map is induced by the
isomorphism (9.33), and the last map is defined using Ξ(2). For z ∈ Σ−(1),v0 ,
we define Iv0(~x(2), ~σ(2), z) to be the image of z by the map (9.40). It is clear
that Iv0 is a smooth map.
For a vertex v0 with λ(v0) = 0, define:
I∗v0 :
∏
v∈Cint0 (R)
Vsource(2),v ×
∏
e∈Cint1 (R)
Vdeform(2),e
× L2m+`+1(Σ−(2),v0 , X \ D)→ L2m+1(Σ
−
(1),v0
, X \ D)
as follows:
I∗v0(~x(2), ~σ(2), u
′)(z) = u′(Iv0(~x(2), ~σ(2), z)).
Note that we pick different Sobolev exponents for the Sobolev spaces on
the domain and the target of I∗v0 . This allows us to obtain a C
` map I∗v0 .
Similarly, for a vertex v0 with λ(v0) > 0, we can define a C
` map:
I∗v0 :
∏
v∈Cint0 (R)
Vsource(2),v ×
∏
e∈Cint1 (R)
Vdeform(2),e
× L2m+`+1(Σ−(2),v0 ,NDX \ D)→ L2m+1(Σ
−
(1),v0
,NDX \ D)
Now we replace Diagram (9.30) with the following:
(9.41) ‹U(u,X(2))
ϕ˜(u,Ξ(1))(u,Ξ(2))

//
∏
v∈Cint0 (Rˇ)
Vsource(2),v ×
∏
e∈Cint1 (Rˇ)
Vdeform(2),e
×
∏
v∈Cint
0
(Rˇ),
λ(v)>0
L2m+`+1(Σ
−
(2),v,NDX \ D)
×
∏
v∈Cint
0
(Rˇ),
λ(v)>0
L2m+`+1(Σ
−
(2),v,NDX \ D)
I∗v
‹U(u,X(1)) //
∏
v∈Cint
0
(Rˇ),
λ(v)=0
L2m+1(Σ
−
(1),v, X \ D)
×
∏
v∈Cint
0
(Rˇ),
λ(v)>0
L2m+1(Σ
−
(1),v,NDX \ D)
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Here horizontal arrows are defined as in (8.30). Commutativity of (9.41)
is immediate from the definition. We can also form a diagram similar to
Diagram (9.29), which is commutative by the same reason as in Lemma 9.14.
Commutativity of these two diagrams and the fact that I∗v is C` implies that
ϕ˜(u,Ξ(1))(u,Ξ(2)) is also C
`. A similar argument applies to ϕ(u,Ξ(1))(u,Ξ(2)).
By changing the role of Ξ(1) and Ξ(2), we can similarly obtain C
` maps in
different directions. To be more precise we can define maps ϕ˜(u,Ξ(2))(u,Ξ′(1))
and ϕ(u,Ξ(2))(u,Ξ′(1))
where Ξ′(1) is given by a small enough shrinking of Ξ(1).
The compositions:
ϕ˜(u,Ξ(1))(u,Ξ(2)) ◦ ϕ˜(u,Ξ(2))(u,Ξ′(1)) ϕ(u,Ξ(1))(u,Ξ(2)) ◦ ϕ(u,Ξ(2))(u,Ξ′(1))
are equal to the identity map. Moreover, the compositions
ϕ˜(u,Ξ(2))(u,Ξ′(1))
◦ ϕ˜(u,Ξ(1))(u,Ξ(2)) ϕ(u,Ξ(2))(u,Ξ′(1)) ◦ ϕ(u,Ξ(1))(u,Ξ(2))
are also equal to the identity map, wherever they are defined. This implies
that ϕ˜(u,Ξ(1))(u,Ξ(2)) and ϕ(u,Ξ(1))(u,Ξ(2)) are diffeomorphisms, after possibly
shrinking Ξ(2). 
Remark 9.21. By following an argument similar to the case of stable maps,
one can show that ϕ˜(u,Ξ(1))(u,Ξ(2)) and ϕ(u,Ξ(1))(u,Ξ(2)) are C
∞ using the above
C` property for all values of `. We omit this argument and refer the reader
to [FOOO5, Section 12] for details of the proof. (See also Remark 10.10.)
We thus constructed a C` embedding ϕ(u,Ξ(1))(u,Ξ(2)). One can easily define
a lift ϕ(u,Ξ(1))(u,Ξ(2)) of ϕ(u,Ξ(1))(u,Ξ(2)) and obtain embedding of obstruction
bundles. The compatibility of the Kuranishi maps and the parametrization
maps with the maps ϕ(u,Ξ(1)(u,Ξ(2)) and ϕ(u,Ξ(1))(u,Ξ(2)) are immediate from
the construction. In summary, we have coordinate change:
Φ(u,Ξ(1))(u,Ξ(2)) = (ϕ(u,Ξ(1))(u,Ξ(2)), ϕˆ(u,Ξ(1))(u,Ξ(2))) : Uu,Ξ(2) → Uu,Ξ(1) .
9.5. Co-cycle Condition for Coordinate Changes. For j = 1, 2, let
u(j) ∈MRGWk+1 (L;β), and Ξ(j) be a TSD at u(j). We assume that Ξ(j) is small
enough such that we can form the Kuranish chart Uu(j),Ξ(j) as in Definition
9.10. We also assume that u(2) is sufficiently close to u(1) in the sense
that it belongs to the open subset of MRGWk+1 (L;β) determined by Uu(1),Ξ(1) .
Therefore, we may use the constructions of Subsection 9.1 to obtain a TSD
Ξ(2);(1) at u(2) which is compatible with Ξ(1), namely, it satisfies Conditions
9.1 and 9.2. Finally by shrinking Ξ(2), we can assume that we can define
the coordinate change Φ(u(2),Ξ(2);(1))(u(2),Ξ(2)) following the construction of the
previous subsection. Now we define:
Definition 9.22. We define the coordinate change:
Φ(u(1),Ξ(1))(u(2),Ξ(2)) : Uu(2),Ξ(2) → Uu(1),Ξ(1) .
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as the composition
(9.42) Φ(u(1),Ξ(1))(u(2),Ξ(2)) = Φ(u(1),Ξ(1))(u(2),Ξ(2);(1)) ◦ Φ(u(2),Ξ(2);(1))(u(2),Ξ(2)).
Here
Φ(u(1),Ξ(1))(u(2),Ξ(2);(1)) : Uu(2),Ξ(2);(1) → Uu(1),Ξ(1)
is defined in Subsection 9.3 and
Φ(u(2),Ξ(2);(1))(u(2),Ξ(2)) : Uu(2),Ξ(2) → Uu(2),Ξ(2);(1)
is defined in Subsection 9.4.
To complete the construction of the Kuranishi structure onMRGWk+1 (L;β),
we need to prove the next lemma.
Lemma 9.23. For j = 1, 2, 3, let u(j) ∈ MRGWk+1 (L;β), and Ξ(j) be a TSD
at u(j) such that we can use Definition 9.22, to define the coordinate changes
Φ(u(1),Ξ(1))(u(2),Ξ(2)), Φ(u(2),Ξ(2))(u(3),Ξ(3)), Φ(u(1),Ξ(1))(u(3),Ξ(3)). Then we have:
(9.43) Φ(u(1),Ξ(1))(u(2),Ξ(2)) ◦ Φ(u(2),Ξ(2))(u(3),Ξ(3)) = Φ(u(1),Ξ(1))(u(3),Ξ(3)).
Proof. We use the constructions of Subsection 9.1 to find TSDs Ξ(3);(1),
Ξ(3);(2) at u(3) such that the pairs (Ξ(1),Ξ(3);(1)) (Ξ(2),Ξ(3);(2)) both satisfy
Conditions 9.1 and 9.2. We similarly choose the TSD Ξ(2);(1) at u(2). We
can easily check the following three formulas:
Φ(u(3),Ξ(3);(1))(u(3),Ξ(3);(2)) ◦ Φ(u(3),Ξ(3);(2))(u(3),Ξ(3)) = Φ(u(3),Ξ(3);(1))(u(3),Ξ(3))
Φ(u(1),Ξ(1))(u(2),Ξ(2);(1)) ◦ Φ(u(2);Ξ(2);(1))(u(3),Ξ(3);(1)) = Φ(u(1),Ξ(1))(u(3),Ξ(3);(1))
Φ(u(2),Ξ(2);(1))(u(3),Ξ(3);(1)) ◦ Φ(u(3),Ξ(3);(1))(u(3),Ξ(3);(2))
= Φ(u(2),Ξ(2);(1))(u(2),Ξ(2)) ◦ Φ(u(2),Ξ(2))(u(3),Ξ(3);(2))
Then (9.43) is a consequence of these three formulas and Definition 9.22.
See the diagram below. In this diagram, the notation Φ(u(3),Ξ(3))(u(3),Ξ(3);(2))
is simplified to ΦΞ(3)Ξ(3);(2) . Similar notations for other coordinate changes
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are used.
Uu(3),Ξ(3) ΦΞ(3);(2)Ξ(3)
//
ΦΞ(3);(1)Ξ(3)
((
ΦΞ(2)Ξ(3)
,,
ΦΞ(1)Ξ(3)
55
Uu(3),Ξ(3);(2) ΦΞ(3);(1)Ξ(3);(2)
//
ΦΞ(2)Ξ(3);(2)

Uu(3),Ξ(3);(1)
ΦΞ(2);(1)Ξ(3);(1)

ΦΞ(1)Ξ(1);(3)

Uu(2),Ξ(2) ΦΞ(2);(1)Ξ(2)
//
ΦΞ(1)Ξ(2)
--
Uu(2),Ξ(2);(1)
ΦΞ(1)Ξ(2);(1)

Uu(1),Ξ(1)

This lemma completes the proof of the following result:
Theorem 9.24. The space MRGWk+1 (L;β) carries a Kuranishi structure.
10. Construction of a System of Kuranishi Structures
10.1. Statement. In Section 9, we completed the construction of Kuranishi
structure for each moduli spaceMRGWk+1 (L;β). In this section, we study how
these Kuranishi structures are related to each other at their boundaries
and corners. More specifically, we prove the disk moduli version of [DF2,
Lemma 3.67], stated as Theorem 10.1. The notation ×ˆL is discussed in [DF2,
Subsection 3.7]. Recall also from [DF2, Subsection 3.7] thatMRGWk1+1 (L;β1)(1)
is the union of the strata ofMRGWk+1 (L;β) which are described by DD-ribbon
trees with at least one positive level. The proof of [DF2, Lemma 3.67] is
entirely similar to one of Theorem 10.1. So we only focus on the proof of
Theorem 10.1.
Theorem 10.1. Suppose E is a positive real number and N is a positive
integer. There is a system of Kuranishi structures on the moduli spaces
{MRGWk+1 (L;β)}k,β with ω ∩ β ≤ E and k ≤ N such that if β1 + β2 = β,
k1 + k2 = k, then the space
MRGWk1+1 (L;β1) ×ˆLMRGWk2+1 (L;β2)
is a codimension one stratum of MRGWk+1 (L;β) with the following properties.
There exists a continuous map:
(10.1)
Π :MRGWk1+1 (L;β1) ×ˆLMRGWk2+1 (L;β2)
→MRGWk1+1 (L;β1) ×L MRGWk2+1 (L;β2)
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with the following properties.
(1) On the inverse image of the complement ofÄ
MRGWk1+1 (L;β1)(1) ×LMRGWk2+1 (L;β2)
ä
∪
Ä
MRGWk2+1 (L;β2)×LMRGWk2+1 (L;β2)(1)
ä
Π is induced by an isomorphism of Kuranishi structures.
(2) Let
p ∈MRGWk1+1 (L;β1) ×ˆLMRGWk2+1 (L;β2)
and
Π(p) = p ∈MRGWk1+1 (L;β1) ×L MRGWk2+1 (L;β2).
Let Up = (Up, Ep, sp, ψp) and Up = (Up, Ep, sp, ψp) be the Kuranishi
neighborhoods of p and p assigned by our Kuranishi structures. Let
also Up = Vp/Γp and Up = Vp/Γp. Then we have:
(a) There exists an injective homomorphism φp : Γp → Γp.
(b) There exists a Γp-equivariant map
Fp : Vp → Vp
that is a strata-wise smooth submersion.
(c) Ep is isomorphic to the pullback of Ep by Fp. In other words,
there exists fiberwise isomorphic lift
F˜p : Ep → Ep
of Fp, which is Γp-equivariant.
(d) F˜p ◦ sp = sp ◦ Fp.
(e) ψp ◦ Fp = Π ◦ ψp on s−1p (0).
(3) F˜p, Fp are compatible with the coordinate changes.
For elaboration on item (3) of the above theorem, see the discussion pro-
ceeding [DF2, Subsection 3.7].
Remark 10.2. In order to prove Theorem 10.1, we need to slightly modify
our choices of obstruction bundles used in the proof of Theorem 9.24.
Remark 10.3. Theorem 10.1 concerns only the behavior of Kuranishi struc-
tures at codimension one boundary components. In fact, there is a sim-
ilar statement for the behavior of our Kuranishi structures at higher co-
dimensional corners. This generalization to higher co-dimensional corners
are counterparts of [FOOO7, Condition 16.1 XI,XII and Condition 21.7
X,XI] in the context of the stable map compactification.33 The main differ-
ence is that we again need to replace ×L with ×ˆL. To work out the whole
construction of simultaneous perturbations, we need the generalization of
Theorem 10.1 to the higher co-dimensional corners.
In Subsection 10.2, we will formulate a condition (Definition 10.6) for the
obstruction spaces, which implies the consistency of Kuranishi structures at
33In [FOOO3], the corresponding statement is called corner compatibility conditions.
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the corners of arbitrary codimension. Since the proof and the statement for
the case of corners is a straightforward generalization of the case of boundary
(but cumbersome to write in detail), we focus on the case of codimension
one boundary components.
10.2. Disk component-wise-ness of the Obstruction Bundle Data.
A disk splitting tree is defined to be a very detailed DD-ribbon tree S such
that the color of all vertices is d. We say a detailed DD-ribbon tree Rˇ belongs
to a disk splitting tree S if S is obtained from Rˇ by level shrinking and fine
edge shrinking. In other words, geometrical objects with combinatorial type
Rˇ are limits of objects with type S such that new disc bubble does not occur.
However, it is possible to have sphere bubbles.
Let u ∈MRGWk+1 (L;β) and Rˇ be the associated very detailed tree. Suppose
S is a disk splitting tree such that Rˇ belongs to S. Let also λ be the level
function assigned to Rˇ. For each interior vertex v of S, let Rˇv be the subtree
of Rˇ given by the connected component of:
Rˇ \
⋃
e∈Cint1 (Rˇ), λ(e)=0
e
which contains the vertex v. Let S be a disk splitting tree obtained from
S by a sequence of shrinking of level 0 edges [DF2, Definition 3.57]. Let
pi : S → S be the associated contraction map. For each w ∈ C int0 (S), let
Rˇ(w) be the very detailed DD-ribbon tree defined as:
(10.2) Rˇ(w) =
⋃
pi(v)=w
Rˇv ∪
⋃
e∈Cint1 (Rˇ), λ(e)=0,
pi(e) is adjacent to w
e.
Clearly we have C int0 (Rˇ(w)) ⊆ C int0 (Rˇ) and C int1 (Rˇ(w)) ⊆ C int1 (Rˇ).
The restriction of the quasi-order34 of C int0 (Rˇ) to the set C
int
0 (Rˇ(w)) de-
termines35 a level function λw for Rˇ(w). The tree Rˇ(w) also inherits a
multiplicity function, a homology class assigned to each interior vertex and
a color function from Rˇ, which turn Rˇ(w) into a very detailed tree associated
to a detailed DD-ribbon tree R(w). There is a map
(10.3) piw : {1, . . . , |λ|} → {1, . . . , |λw|}
such that i ≤ j implies piw(i) ≤ piw(j) and for any v ∈ C int0 (R(w)) ⊆ C int0 (R)
(10.4) λw(v) = piw(λ(v)).
Let Σu be the source curve of u, and Σu,v denote the irreducible component
of Σu corresponding to an interior vertex v of Rˇ. For any w ∈ C int0 (S),
we define Σu,w to be the union of irreducible components Σu,v where v ∈
C int0 (Rˇ(w)). A boundary marked point of Σu,w is either a boundary marked
point of a disc component Σu,v in Σu,w or a boundary nodal point of Σu
34See [DF2, Subsection 3.4] for the definition of a quasi-order.
35See [DF2, Lemma 3.34].
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which joins an irreducible component of Σu,w to an irreducible component
of Σu, which is not in Σu,w. The 0-th boundary marked point z0,w of Σu,w is
defined as follows. If the 0-th boundary marked point z0 of Σu is contained
in Σu,w then z0,w = z0. If not, z0,w is the boundary nodal point such that
z0 and Σu,w \ {z0,w} are contained in the different connected component of
Σu \ {z0,w}.
The restriction of uu : (Σu, ∂Σu) → (X,L) to Σu,w defines a map uu,w :
(Σu,w, ∂Σu,w) → (X,L). The bordered nodal curve Σu,w together with the
boundary marked points described above, the choice of the 0-th boundary
marked point z0,w and the map uu,w determines an element of the moduli
space MRGWkw+1(L;β(w)) where β(w) =
∑
v∈Cint0 (Rˇ(w)) α(v) and kw + 1 is the
number of the boundary marked points of Σu,w. We denote this element by
uw.
Let Ξu = (~wu, (Nu,v), (φu,v), (ϕu,v,e)) be a TSD for u. This induces a TSD
Ξuw for uw in an obvious way. Let
(10.5) y = (~x, ~σ, (u′v), (U
′
v), (ρe), (ρi))
be an inconsistent map with respect to Ξu. Let S ′ be a disc splitting tree such
that the very detailed tree of y belongs to S ′. We assume that S is obtained
from S ′ by a sequence of shrinking of level 0 edges. Given w ∈ C int0 (S), let
σe = 0 for any level 0 edge e ∈ C int1 (Rˇ) that corresponds to an exterior edge
of Rˇ(w). Then we can define an inconsistent map y(w) with respect to Ξuw
in the following way. Since C int0 (Rˇ(w)) ⊆ C int0 (Rˇ), C int1 (Rˇ(w)) ⊆ C int1 (Rˇ),
the restriction of the data of y determine ~xw, ~σw, (u
′
v,w), (U
′
v,w) and (ρe,w).
We also define:
ρw,i =
∏
iˆ:piw (ˆi)=i
ρiˆ
where piw is given in (10.3).
Lemma 10.4. The following element is an inconsistent map with respect to
Ξuw:
(10.6) y(w) = (~xw, ~σw, (u
′
v,w), (U
′
v,w), (ρe,w), (ρw,i)).
Next, we shall formulate a condition on the obstruction spaces so that
the resulting system of Kuranishi structures satisfy the claims in Theorem
10.1. For this purpose, we firstly introduce the notion of obstruction bundle
data.
Definition 10.5. Suppose we are given vector spaces {Eu,Ξ(y)} for any
u ∈ MRGWk+1 (L;β), any small enough TSD Ξ at u, and an inconsistent map
y with respect to Ξ. This data is called an obstruction bundle data for
MRGWk+1 (L;β) if the following holds:
(1) We have:
Eu,Ξ(y) =
⊕
v∈Cint0 (Rˇ)
Eu,Ξ,v(y)
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where Eu,Ξ,v(y) ⊂ L2m,δ(Σy,v,Λ0,1 ⊗ T ).
(2) Eu,Ξ,v(y) is a finite dimensional subspace. The supports of its ele-
ments are subsets of Σ−y,v and are away from the boundary.
(3) Eu,Ξ,v(y) is independent of Ξ in the sense of Definition 10.7.
(4) Eu,Ξ,v(y) is semi-continuous with respect to u in the sense of Defini-
tion 10.8.
(5) Eu,Ξ,v(y) is smooth with respect to y in the sense of Definition 10.9.
(6) The linearization of the Cauchy-Riemann equation is transversal to
Eu,Ξ,v(y) in the sense of Definition 10.11.
(7) Eu,Ξ,v(y) is invariant under the Γu-action. (See [FOOO8, Definition
5.1 (5)].)
Definition 10.5 is the RGW counterpart of [FOOO8, Definition 5.1] for
the stable map compactification. Before discussing the precise meaning of
(3), (4), (5) and (6), we define disk-component-wise-ness of a system of
obstruction bundle data. This is the analogue of [FOOO3, Definition 4.2.2]
for the stable map compactification:
Definition 10.6. Suppose E is a positive real number and N is a positive
integer. Suppose {Eu,Ξ(y)} is a system of obstruction bundle data for the
spaces {MRGWk+1 (L;β)}k,β where k = 0, 1, 2, . . . , N , β ∈ H2(X,L) and β ∩
[D] = 0 with ω ∩ β ≤ E. We say this system is disk-component-wise if we
always have the identification:
(10.7) Eu,Ξ(y) =
⊕
w∈Cint0 (S)
Euw,Ξw(y(w)).
where S is a detailed DD-ribbon tree as in the beginning of the subsection
and y(w) is as in (10.6).
Explanation of Definition 10.5 (3). We pick two TSDs at u denoted by
Ξ(j) = (~w(j), (N(j),v), (φ(j),v), (ϕ(j),v,e), κ(j)). If Ξ(2) is small enough in com-
pare to Ξ(1), then as in (9.36) and (9.37), we can assign to any inconsistent
map:
y(2) = (~x(2), ~σ(2), (u
′
(2),v), (U
′
(2),v), (ρ(2),e), (ρ(2),i))
with respect to Ξ(2) an inconsistent map
y(1) = (~x(1), ~σ(1), (u
′
(1),v), (U
′
(1),v), (ρ(1),e), (ρ(1),i))
with respect to Ξ(1). In particular, there is a bi-holomorphic embedding:
Iv;Ξ(2)Ξ(1) : Σ
−
(1),v(~x(1), ~σ(1))→ Σ−(2),v(~x(2), ~σ(2))
as in (9.40) such that:
u′(2),v ◦ Iv;Ξ(2)Ξ(1) = u′(1),v if λ(v) = 0
U ′(2),v ◦ Iv;Ξ(2)Ξ(1) = U ′(1),v if λ(v) > 0
It induces a map
Iv;Ξ(2)Ξ(1) : L
2
m(Σ
−
(2),v(~x(2), ~σ(2)), T ⊗ Λ0,1)→ L2m(Σ−(1),v(~x(1), ~σ(1)), T ⊗ Λ0,1).
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Definition 10.7. We say the system {Eu,Ξ(y)} is independent of Ξ, if we
always have:
(10.8) Iv;Ξ(2)Ξ(1)(Eu,Ξ(2)(y(2)) = Eu,Ξ(1)(y(1)).
The choices of obstruction bundles that we made in the previous section
have this property. In fact, this property was used in the proof of Lemma
9.19.
Explanation of Definition 10.5 (4). Let u(1) ∈ MRGWk+1 (L;β) and Ξ(1) be a
small enough TDS at u(1). Let also u(2) ∈MRGWk+1 (L;β) be in a neighborhood
of u(1) determined by Ξ(1) and Ξ(2) be a TSD at u(2). We assume that
Ξ(1), Ξ(2) satisfy Conditions 9.1 and 9.2. Let Rˇ(j) be the very detailed tree
associated to u(j). Our assumption implies that there is a map pi : Rˇ(1) →
Rˇ(2). Let y(2) be an inconsistent map with respect to Ξ(2). Lemma 9.4
associates an inconsistent map y(1) with respect to Ξ(1). In particular, for
any vˆ ∈ C int0 (Rˇ(1)) with v := pi(vˆ), we have a bi-holomorphic isomorphism:
Ivˆ : Σ
−
(1),vˆ → Σ−(2),v
such that
u′(2),v ◦ Ivˆ = u′(1),vˆ if λ(v) = 0,
U ′(2),v ◦ Ivˆ = U ′(1),vˆ if λ(v) > 0.
It induces a map:
Iv;y(1)y(2) : L
2
m(Σ
−
(2),v,Λ
0,1 ⊗ T )→
⊕
pi(vˆ)=v
L2m(Σ
−
(1),vˆ,Λ
0,1 ⊗ T ).
Definition 10.8. We say that {Eu,Ξ(y)} is semi-continuous with respect to
u if the following condition holds. If u(1), u(2), y(1), y(2), Ξ(1) and Ξ(2) are as
above, then we have:
(10.9) Iv;y(1)y(2)(Eu(2),Ξ(2)(y(2))) ⊆ Eu(1),Ξ(1)(y(1)).
Lemmas 9.11 and 9.12 imply that our choices of obstruction bundles in
Section 9 satisfy the above property.
Explanation of Definition 10.5 (5). Let u ∈ MRGWk+1 (L;β), Rˇ be the very
detailed tree associated to u, and Ξ be a choice of TSD at u. Let also
y = (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) be an inconsistent map with respect to Ξ.
For v ∈ C int0 (Rˇ), the TSD Ξ determines an isomorphism Iy,v : Σ−v (~x, ~σ) →
Σ−v (~x, ~σ0). Here ~σ0 is a vector with zero entries. If Ξ is small enough, then
uv ◦ Iy,v (resp. Uv ◦ Iy,v in the case c(v) = D) is C2-close to u′y,v (resp. U ′y,v).
Therefore, we obtain:
Iy,v : L
2
m(Σ
−
y,v(~x, ~σ0); Λ
0,1 ⊗ T )→ L2m(Σ−v (~x, ~σ); Λ0,1 ⊗ T ).
Let L 2m+`(u; v) be a small neighborhood of uv|Σ−v or Uv|Σ−v with respect to
the L2m+`-norm.
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Definition 10.9. We say {Eu,Ξ(y)} is in C` with respect to y, if there exists
a C` map:
ei :
∏
e∈Cint1 (S)
Vdeforme ×
∏
v∈Cint0 (S)
Vsourcev ×L 2m+`+1(u; v)→ L2m(Σ−v ; Λ0,1 ⊗ T )
for i = 1, . . . , dim(Eu,Ξ(y)) with the following properties. For the inconsis-
tent map y with respect to Ξ and v ∈ C int0 (Rˇ), let y(v) ∈ L 2m+`+1(u; v) be
the map u′y,v ◦ Iy,v or U ′y,v ◦ Iy,v. Then the set of elements:
Iy,v ◦ ei(~x, ~σ, y(v))
for i = 1, . . . , dim(Eu,Ξ(y)) forms a basis for Eu,Ξ(y).
This condition is mostly the analogue of [FOOO5, Definition 8.7] in the
context of the stable map compactifications and we refer the reader to the
discussion there for a more detailed explanation. If this condition is satisfied,
then the gluing analysis in the previous sections gives rise to C`-Kuranishi
charts and C`-coordinate changes. The proof of the fact that the choices
of obstruction data in the previous section and Subsection 10.3 satisfy this
condition is similar to [FOOO5, Subsection 11.4] and hence is omitted.
Remark 10.10. We discussed the notion of C`-obstruction data. There
is also the notion of smooth obstruction data which is slightly stronger.
This is related to [FOOO5, Definition 8.7] Item (3), and we do not discuss
this point in this paper. This condition is necessary to construct smooth
Kuranishi structures rather than C`-Kuranishi structures. The Kuranishi
structure of class C` would suffice for our purposes in [DF2]. Using smooth
Kuranishi structures would be essential to study the Bott-Morse case and/or
construct filtered A∞-category based on de-Rham model.
Explanation of Definition 10.5 (6). We consider u ∈ MRGWk+1 (L;β) and Ξ.
A system {Eu,Ξ(y)} determines the vector spaces Eu,Ξ(u) in the case that
y = u.
Definition 10.11. We say the linearization of the Cauchy-Riemann equa-
tion is transversal to Eu,Ξ(u), if L
2
m,δ(u;T ⊗Λ0,1) is generated by the image
of the operator Du∂ in (8.2) and Eu,Ξ(u).
From Disk-component-wise-ness to Theorem 10.1. The construction of the
last section implies that we can use an obstruction bundle data to construct
a Kuranishi structure. The next lemma shows that to prove Theorem 10.1 it
suffices to find a system of obstruction bundle data which is disk-component-
wise:
Lemma 10.12. If a system of obstruction bundle data is disk-component-
wise, then the Kuranishi structures constructed in the last section on moduli
spaces MRGWk+1 (L;β) satisfy the claims in Theorem 10.1.
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Proof. This is in fact true by tautology. For the sake of completeness, we
give the proof below. Let u ∈ MRGWk+1 (L;β), Rˇ be the very detailed DD-
ribbon tree associated to u, and S be the disk splitting tree such that Rˇ
belongs to S. We assume that u is a boundary point, i.e., there are k1,
k2, β1 and β2 such that u is contained in MRGWk1+1 (L;β1) ×ˆLMRGWk2+1 (L;β2).
In particular, the disk splitting tree S in Figure 16 is obtained from S by
shrinking of level 0 edges. We also have a map pi : S → S. The construction
of the beginning of this subsection allows us to from uw1 ∈ MRGWk1+1 (L;β1)
and uw2 ∈ MRGWk2+1 (L;β2) from u. Here w1, w2 are the two interior vertices
of S. (See Figure 16.) The map Π in (10.1) is given by Π(u) = (uw1 , uw2).
Let u = (uw1 , uw2).
w1
w2
v0
e0
Figure 16. S.
A Kuranishi neighborhood of u in MRGWk1+1 (L;β1) ×ˆLMRGWk2+1 (L;β2) co-
incides with a Kuranishi neighborhood of u in a normalized boundary of
MRGWk+1 (L;β). It contains inconsistent solutions y = (~x, ~σ, (u′v), (U ′v), (ρe), (ρi))
with respect to Ξ such that σe0 = 0. Here e0 is the unique interior edge of
level 0 of S. We may regard e0 as an edge of S and Rˇ, too. We denote this
set by ∂e0U(u; Ξ).
The TSD Ξ induces the TSD Ξj on uwj for j = 1, 2. Then we obtain a
Kuranishi neighborhood of U(uwj ; Ξj) of uwj in MRGWkj+1 (L;βj), for j = 1, 2.
We can define evaluation maps evj,i : U(uwj ; Ξj) → L for i = 0, . . . , kj and
define
(10.10) U(uw1 ; Ξ1) ev1,i ×ev2,0 U(uw2 ; Ξ2).
Here i is determined so that the edge e0 is the i-th edge of w1. (10.10)
is a Kuranishi neighborhood of (uw1 , uw2) in the fiber product Kuranishi
structure of MRGWk1+1 (L;β1) ×L MRGWk2+1 (L;β2).
We next define a map
Fu : ∂e0U(u; Ξ)→ U(uw1 ; Ξ1) ev1,i ×ev2,0 U(uw2 ; Ξ2).
For j = 1, 2, let Rˇ(wj) be the very detailed DD-ribbon tree associated to wj ,
defined in the beginning of this subsection. Given an inconsistent solution
y ∈ ∂e0U(u; Ξ), we can define y(j) = (~x(j), ~σ(j), (u′(j),v), (U ′(j),v), (ρ(j),e), (ρ(j),i)),
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an inconsistent solution with respect to Ξj , as in (10.6). Identity (10.7) im-
plies that y(j) satisfies (8.24) and (8.25), the thickened non-linear Cauchy-
Riemann equations. Thus y(j) is an inconsistent solution with respect to Ξj
for j = 1, 2. Since y is an inconsistent solution with σe0 = 0, we also have:
(See Definition 8.8 Items (10).)
ev1,i(y(1)) = ev2,0(y(2))
We define Fu(y) = (y(1), y(2)). We have:
(10.11) Aut(u) ⊆ Aut(uw1)×Aut(uw2).
because the restriction of all automorphisms to disk components are identity
maps. Thus any γ ∈ Aut(u) maps the sources curves of uw1 and uw2 to
themselves. Consequently, γ induces (γ1, γ2) ∈ Aut(uw1) × Aut(uw2) which
determines γ uniquely.36 It is then easy to see that Fu is Aut(u)-invariant.
By (10.7) we have:
E0,u,Ξ(y) ∼=
⊕
j=1,2
E0,uwj ,Ξj (y(j))
We also have: ⊕
e∈Cint
th
(Rˇ),λ(e)>0
Le ∼=
⊕
j=1,2
⊕
e∈Cint
th
(Rˇ(wj)),λ(e)>0
Le.
This is because the set of the edges of positive level of Rˇ is the union of the
set of the edges of positive level of Rˇ(w1) and Rˇ(w2). Therefore, we obtain
a bundle map:
F˜u : Eu,Ξ → Euw1 ,Ξ1 ⊕ Euw2 ,Ξ2
which is a lift of Fu. The bundle map F˜u is an isomorphism on each fiber.
Therefore, we proved (a), (b) and (c) of Theorem 10.1 (2). Pars (d), compat-
ibility with Kuranishi maps, and (e), compatibility with the parametrization
maps, are obvious from the construction. Item (3), compatibility with the
coordinate change, is also an immediate consequence of the definitions.
It remains to prove that Fu is an isomorphism outside the strata of codi-
mension 2. For this purpose, it suffices to consider the cases where Rˇ(w1)
and Rˇ(w2) have no vertex of positive level. Note that if we ignore the pa-
rameter ρi, then the map Fu is a bijection. In the present case where there
is no vertex of positive level, there is no parameter ρi. This completes the
proof of Lemma 10.12. 
36However, any (γ1, γ2) ∈ Aut(uw1) × Aut(uw2) does not necessarily determine an
element of Aut(u). For example, we could have two vertices v1 and v2 with the same
positive levels such that vi belongs to C
int
0 (Rˇ(wi)). Then there is ci ∈ C∗ such that
Uvi ◦ γi = ci · Uγi(vi). In the case that c1 6= c2, we cannot produce an automorphism of u
using γ1, γ2.
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10.3. Existence of disk-component-wise Obstruction Bundle Data.
The main goal of this subsection is to prove:
Proposition 10.13. There exists a system of obstruction bundle data which
is disk-component-wise.
The proof is divided into 5 parts. In (Part 1-Part 3) we define various
objects (OBI)-(OBIII) and formulate certain conditions we require them to
satisfy. We then show that we can use them to obtain a system of obstruction
bundle data which is disk-component-wise (Part 4). Finally, in Part 5, we
show the existence of objects satisfying the required conditions.
Disk-component-wise Obstruction Bundle Data: Part 1. Suppose E is a
positive real number and N is a positive integer. Let T P be the set
of all pairs (k, β) such that MRGWk+1 (L;β) 6= ∅, ω ∩ β ≤ E and k ≤ N .
Let (k, β), (k′, β′) ∈ T P we say (k′, β′) < (k, β) if β′ ∩ ω < β ∩ ω or
β′ ∩ ω = β ∩ ω, k′ < k. We also say (k′, β′) ≤ (k, β) if (k′, β′) < (k, β) or
(k′, β′) = (k, β). By Gromov compactness theorem, for each (k, β) ∈ T P
the set {(k′, β′) ∈ T P | (k′, β′) < (k, β)} is a finite set.
(OBI): For (k, β) ∈ T P, P(k+1, β) is a finite subset of Int(MRGWk+1 (L;β)),
the interior of the moduli spaceMRGWk+1 (L;β). To be more specific, the space
Int(MRGWk+1 (L;β)) consists of elements that their source curves have only one
disc component.
Let p ∈ P(k + 1, β). We write Σp for the source curve of p and up :
(Σp, ∂Σp)→ (X,L) for the map part of p. Let Rˇp be the very detailed tree
describing the combinatorial type of p. For v ∈ C int0 (Rˇp), we denote the
corresponding component of Σp by Σpv and the restriction of p to Σpv by pv.
(OBII): For any v ∈ C int0 (Rˇp), we take a finite dimensional subspace:
Epv ⊆
{
C∞(Σpv ;u∗pvTX ⊗ Λ0,1) if c(v) = d or s,
C∞(Σpv ;u∗pvTD ⊗ Λ0,1) if c(v) = D.
whose support is away from nodal and marked points and the boundary of
Σpv .
We require:
Condition 10.14. The restriction of up to a neighborhood of the support
of Supp(Epv) is a smooth embedding. In particular, if Supp(Epv) is nonzero,
upv is non-constant.
Disk-component-wise Obstruction Bundle Data: Part 2. We fix an element
u = (Σu,v, zu,v, uu,v; v ∈ C int0 (Rˇu)) of MRGWk+1 (L;β), where Rˇu is the very
detailed tree assigned to u.
There is a forgetful map from the moduli spaceMRGWk+1 (L;β) to the mod-
uli space of stable discs Mdk+1 where for any u ∈ MRGWk+1 (L;β) we firstly
forget all the data of u except the source curve Σu, and then shrink the un-
stable components. There is a metric space Cdk+1, called the universal family,
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with a map pi : Cdk+1 →Mdk+1 such that pi−1(ζ), for ζ ∈ Mdk+1, is a repre-
sentative for ζ. (See, for example, [FOOO8, Section 2] or [DF2, Subsection
5.1].) We pull-back Ck+1(L;β) toMRGWk+1 (L;β) via the forgetful map to ob-
tain the space CRGWk+1 (L;β) with the projection map piRGW : CRGWk+1 (L;β) →
MRGWk+1 (L;β). The pull-back of the metric on Ck+1(L;β) to CRGWk+1 (L;β)
defines a quasi metric37 on CRGWk+1 (L;β). Here we obtain a quasi-metric be-
cause the forgetful map from MRGWk+1 (L;β) to Mdk+1 is not injective. Note
that this quasi metric is in fact a metric in each fiber pi−1RGW(u). The fiber
pi−1RGW(u) can be identified with a quotient of Σu. Thus by pulling back the
metric on each fiber pi−1RGW(u), we define a quasi metric on the source curve
Σu of u.
Lemma 10.15. For each β and k, there is a positive constant δ(k, β) with
the following property. If u ∈ MRGWk+1 (L;β) and v ∈ C int0 (Rˇu) is a vertex
with uu,v : Σu,v → X being a non-constant map, then there is x ∈ Σu,v such
that the distance between x and any nodal point and boundary point of Σu is
greater than δ(k, β). Moreover, if x′ ∈ Σu is chosen such that uu(x) = uu(x′),
then the distance between x and x′ is greater than δ(k, β).
Proof. Given any u, there is a constant δ(k, β, u) such that the lemma holds
for any non-constant irreducible component uu,v of uu. In fact, there is a
neighborhood U(u) such that the lemma holds for the constant δ(k, β, u)
and any u′ ∈ U(u). Now we can conclude the lemma using compactness of
MRGWk+1 (L;β). 
In the following definition, (k′, β′) is a constant which shall be fixed later.
Definition 10.16. A triple (u, p, φ) is said to be a local approximation to
u, if we have:
(1) There is (k′, β′) ≤ (k, β) such that p ∈ P(k′ + 1, β′).
(2) φ is a smooth embedding from a neighborhood of
⋃
v Supp(Epv) to
Σu. If x belongs to the image of φ, then its distance to the nodal
points in Σu is greater than δ(k
′, β′). For each v ∈ C int0 (Rˇp), there is
v′ ∈ C int0 (Rˇu) such that φ maps Supp(Epv) to Σu,v′ . Furthermore, if
x′ is another point in the source curve of u such that uu(x) = uu(x′),
then the distance between x and x′ is greater than δ(k′, β′).
(3) For each v, we require:
dC2;Supp(Epv )(uu ◦ φ, up) < (k′, β′).
(4) φ satisfies the following point-wise inequality:
|∂φ| < |∂φ|/100.
The next definition is similar to Condition 4.5.
37A quasi-metric is a distance function which satisfies the reflexive property and triangle
inequality. But we allow for two distinct points to have distance zero.
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Definition 10.17. Let (u, p, φ) be a local approximation to u. We say a
map φˆ from a neighborhood of
⋃
v Supp(Epv) to Σu is a normalization of φ
if the following holds:
(1) If x belongs to the image of φˆ, then its distance to the nodal points
in Σu is greater than
1
3δ(k
′, β′). Furthermore, if x′ is another point
in the source curve of u such that uu(x) = uu(x
′), then the distance
between x and x′ is greater than 13δ(k
′, β′).
(2) For each v, we require:
dC2;Supp(Epv )(uu ◦ φˆ, up) < 2(k′, β′).
and:
dC0;Supp(Epv )(φˆ, φ) <
δ(k′, β′)
3
.
(3) Let z be in a neighborhood of Supp(Epv):
(a) Suppose z is in a component with color d or s. We take the
unique minimal geodesic γ in X \D (with respect to the metric
g), which joins up(z) to (uu ◦ φˆ)(z). Then:
dγ
dt
(0) ⊥ Tup(z)up(Σp).
(b) Suppose z and φˆ(z) are in a component with color D. We take
the unique minimal geodesic γ in D (with respect to the metric
g′), which joins up(z) to (uu ◦ φˆ)(z). Then:
dγ
dt
(0) ⊥ Tup(z)up(Σp).
(c) Suppose z is in a component with color D and φˆ(z) is in a
component with color d or s. We take the unique minimal
geodesic γ in D (with respect to the metric g′), which joins
up(z) to (pi ◦ uu ◦ φˆ)(z). Then:
dγ
dt
(0) ⊥ Tup(z)up(Σp).
Lemma 10.18. If the constant (k′, β′) is small enough, then for any local
approximation (u, p, φ) to u ∈ MRGWk+1 (L;β), there exists a normalization φˆ
of φ and for any other normalization ψˆ of φ, we have:
φˆ|⋃
v
Supp(Epv )
= ψˆ|⋃
v
Supp(Epv )
.
From now on, we assume that the constant (k′, β′) satisfies the assump-
tion of this lemma.
Proof. This is a consequence of the implicit function theorem and compact-
ness of MRGWk+1 (L;β). 
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Definition 10.19. For j = 1, 2, suppose (u, pj , φj) is a local approximation
to u. We say these two approximations are equivalent if p1 = p2 and
φˆ1|⋃
v
Supp(Epv )
= φˆ2|⋃
v
Supp(Epv )
.
This is obviously an equivalence relation. Each equivalence class is called
a quasi component (of u). See Figure 17 for the schematic picture of a
quasi-component.
X
X
X
X
pu
Ep
upuu
φ
Figure 17. [u, p, φ] is a quasi-component of u
We next define obstruction spaces Eu,p,Ξ(y) where p is a quasi component
of u and y = (~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) is an inconsistent map with respect
to a TSD Ξ at u. The definition is similar to the corresponding definitions
in Subsection 9.2. The TSD Ξ induces a holomorphic embedding:
ψy,u :
⋃
v∈Cint0 (Rˇu)
Σ−u,v → Σ(~x, ~σ).
By taking Ξ to be small enough, we may assume the image of φ is contained
in the domain of ψy,u. Define:
φy,p = ψy,u ◦ φ.
Using Implicit function theorem, we can modify φy,p to obtain φˆy;p from a
neighborhood of
⋃
v Supp(Epv) to Σy such that the analogue of Definition
10.17 is satisfied. This map is clearly independent of the representative of
p and also independent of Ξ if this TSD is sufficiently small.
By replacing Itd(x), I
t
s (x) and I
t
D(x) with φˆy;p and using the vector spaces
Epv , we obtain:
(10.12) Eu,p,Ξ(y) ⊂
⊕
v∈Cint0 (Rˇy)
L2m(Σy,v;T ⊗ Λ0,1)
in the same way as in (4.5). Here Rˇy is the very detailed tree describing the
combinatorial type of y.
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Disk-component-wise Obstruction Bundle Data: Part 3. Our obstruction
bundle data Eu,Ξ(y) is a direct sum of Eu,p,Ξ(y) for an appropriate set of
quasi components p of u. Our next task is to find a way to choose this set
of quasi components.
Definition 10.20. For u ∈ MRGWk+1 (L;β), we denote by QC (k, β)(u) the
set of all quasi components of u. Let:
QC (k, β) :=
⋃
u∈Mk+1(L;β)
QC (k, β)(u).
The map
(10.13) Π : QC (k, β)→MRGWk+1 (L;β)
is the obvious projection.
Lemma 10.21. If the constant (k′, β′) is small enough, then QC (k, β)(u)
is a finite set.
Proof. By Gromov compactness, there is only a finite number of (k′, β′) ≤
(k, β) such that MRGWk′+1 (L;β′) 6= ∅. Let (k′, β′) be such a pair and p be an
element of the finite set P(k′ + 1, β′). Assume y is an element of the source
curve of p. There is a neighborhood Uy of y in the source curve of y such
that if ′(k′, β′) is small enough, then the following holds. Let [u, p, φ] and
[u, p, ψ] be two quasi components of an element u ∈ MRGWk+1 (L;β) with φˆ
and ψˆ being the normalizations of φ and ψ. If φˆ(y) 6= ψˆ(y), then φˆ|Uy and
ψˆ|Uy are disjoint. This would imply that given the element u, there are only
finitely many possibilities for the restriction of the normalization map to Uy.
Therefore, there are finitely many quasi components of the form [u, p, φ] for
u. Finiteness of the sets P(k′ + 1, β′) completes the proof. 
We next define a topology on QC (k, β). Let u ∈ MRGWk+1 (L;β), Ξ be a
TSD at u and U(u,Ξ) be the associated set of inconsistent solutions. We
construct a map
I : U(u,Ξ) ∩MRGWk+1 (L;β)→ QC (k, β)
such that Π ◦ I = id assuming Ξ is small enough. The TSD Ξ induces a
map:
ψu′,u :
⋃
v∈Cint0 (Rˇu)
Σ−u,v → Σu′
for u′ ∈ U(u,Ξ). Let (u, p, φ) be a local approximation to u. If Ξ is sufficiently
small, then (u, p, ψu′,u ◦ φ) is a local approximation to u′. Using Implicit
function theorem, it is easy to see that the equivalence class of (u, p, ψu′,u◦φ)
depends only on the equivalence class of (u, p, φ). We thus obtain the map
I. This map in a small neighborhood of u is independent of the choice of Ξ.
The map I is also injective.
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Definition 10.22. A neighborhood system of a quasi component p =
[u, p, φ] of u in QC (k, β) is given by mapping the neighborhood system
of u in MRGWk+1 (L;β) via the map I.
It is straightforward to see from the above definition that:
Lemma 10.23. QC (k, β) is Hausdorff and metrizable with respect to this
topology. For each quasi component p of u, there exists a neighborhood
of p in QC (k, β) such that the restriction of Π to this neighborhood is a
homeomorphism onto an open subset.
Let F be a subset of QC (k, β). For u ∈Mk+1(L;β), we define:
F (u) = Π−1(u) ∩F .
It is a map which assigns to u a finite set of quasi components of u. Justified
by this, we call F a quasi component choice map.
Definition 10.24. A quasi component choice map F is open (resp. closed)
if it is an open (resp. closed) subset of QC (k, β) (with respect to the topol-
ogy of Definition 10.22). We say F is proper if the restriction of Π to F is
proper.
(OBIII): For each (k, β) ∈ T P, we take quasi component choice maps
Fk,β and F
◦
k,β.
We are mainly concerned with the objects as in (OBIII) which satisfy the
following condition:
Condition 10.25. The quasi component choice map F ◦k,β is open and is a
subset of Fk,β. The quasi component map Fk,β is proper.
The next condition is related to the disk-component-wise-ness. Let u ∈
MRGWk+1 (L;β) and Rˇ be the very detailed tree associated to u. Let Rˇ belong
to the disk splitting tree S. Let w be an interior vertex of S. Following
the discussion of the beginning of Subsection 10.2, we obtain an element
uw ∈MRGWkw+1(L;β(w)) for each interior vertex w of S. Define:
(10.14) Iw : QC (kw, β(w))(uw)→ QC (k, β)(u)
to be the map given by:
Iw([uw, p, φ]) = [u, p, φ].
The target of φ on the left hand side is Σuw , the source curve of uw, which is
a subset of the source curve Σu of u. So φ on the right hand side is regarded
as a map to Σu. It is clear that Iw maps equivalent objects to equivalent
ones and hence the above definition is well-defined.
Lemma 10.26. The map Iw is injective. If w 6= w′, then the image of Iw
is disjoint from the image of Iw′.
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Proof. The injectivity is obvious from the definition. If [u, p, φ] is in the
image of Iw, then the image of φ is contained in the component Σu,w corre-
sponding to w. Therefore, for w 6= w′, the image of the maps Iw and Iw′
are disjoint. 
Condition 10.27. Let u ∈ MRGWk+1 (L;β) and Rˇ and S be given as above.
Then we require:
(10.15)
Fk,β(u) =
⋃
w
Iw (Fkw,βw(uw)) ,
F ◦k,β(u) =
⋃
w
Iw
Ä
F ◦kw,βw(uw)
ä
.
We need the following definition to state the next condition:
Definition 10.28. Let u ∈MRGWk+1 (L;β) and y be an inconsistent map with
respect to a TSD Ξ at u. We assume Ξ is sufficiently small such that the
vector spaces Eu,p,Ξ(y) in (10.12) are well-defined. We define:
(10.16)
Eu,F ,Ξ(y) :=
∑
[p]∈Fk,β(u)
Eu,p,Ξ(y) ⊂
⊕
v∈Cint0 (Rˇ)
L2m(Σy,v;T ⊗ Λ0,1).
where Σ denotes the sum of vector subspaces of a vector space. Similarly,
we define:
(10.17)
Eu,F◦,Ξ(y) :=
∑
[p]∈F◦
k,β
(u)
Eu,p,Ξ(y) ⊂
⊕
v∈Cint0 (Rˇ)
L2m(Σy,v;T ⊗ Λ0,1).
Note that Eu,F◦,Ξ(y) ⊆ Eu,F ,Ξ(y).
Condition 10.29. We require that the sum in (10.16) is a direct sum for
y = u. Namely,
(10.18)
Eu,F ,Ξ(u) =
⊕
[p]∈Fk,β(u)
Eu,p,Ξ(y).
Note that the above condition implies that the sum in (10.17) for y = u
is also a direct sum.
Definition 10.30. We say the linearization of the non-linear Cauchy-Riemann
equation is transversal to Eu,F◦,Ξ(u) if the sum of the images of the operator
Du∂ in (8.2) and Eu,F◦,Ξ(u) is L
2
m,δ(u;T ⊗ Λ0,1).
Definition 10.31. Consider the operator:
EVz0 : W 2m+1,δ(u;T )→ Tu(z0)L
given by evaluation at the point z0, the 0-th boundary marked point of the
source of u. Recall that the Hilbert space W 2m+1,δ(u;T ) is the domain of the
operator Du∂ in (8.2). We say Eu,F◦,Ξ(u) satisfies the mapping transversality
property, if the restriction:
EVz0 |Du∂−1(Eu,F◦,Ξ(u) : Du∂
−1
(Eu,F◦,Ξ(u))→ Tu(z0)L,
is surjective.
102 ALIAKBAR DAEMI, KENJI FUKAYA
Condition 10.32. We require that the linearization of the non-linear Cauchy-
Riemann equation is transversal to Eu,F◦,Ξ(u) and Eu,F◦,Ξ(u) satisfies the
mapping transversality property.
Let Aut(u) be the group of automorphisms of u. If γ ∈ Aut(u) and [u, p, φ]
is a quasi component of u, then [u, p, γ ◦ φ] is also a quasi component of u.
Thus Aut(u) acts on QC (k, β)(u)
Condition 10.33. We require that Fk,β(u), F
◦
k,β(u) are invariant with
respect to the action of Aut(u).
Disk-component-wise Obstruction Bundle Data: Part 4. Given the above
objects satisfying the mentioned conditions, we can construct the desired
obstruction bundle data:
Lemma 10.34. Suppose we are given the objects in (OBI)-(OBIII), which
satisfy Conditions 10.25, 10.27, 10.29, 10.32, 10.33. Then {Eu,F ,Ξ(y)} is a
disk-component-wise system of obstruction bundle data.
Proof. The system {Eu,F ,Ξ(y)} satisfies Definition 10.5 (1), (2), (3) and (5)
as immediate consequences of the construction. Definition 10.5 (3) is a
consequence of the properness of Fk,β. (Compare to Lemma 9.11.) Defini-
tion 10.5 (5) is a consequence of Condition 10.32. Definition 10.5 (6) is a
consequence of Condition 10.33. Disc-component-wise-ness is an immediate
consequence of Condition 10.27. 
Disk-component-wise Obstruction Bundle Data: Part 5. To complete the
proof of Proposition 10.13, it suffices to prove the next lemma.
Lemma 10.35. There exist objects (OBI)-(OBIII) which satisfy Conditions
10.25, 10.27, 10.29, 10.32, 10.33.
Proof. The proof is by induction on (k, β) and is given in several steps.
Step 1 (The base of induction): We assume that (k, β) is minimal in this
order <. In this case, the moduli space MRGWk+1 (L;β) has no boundary. We
follow a similar argument as in Subsection 9.2. For each p ∈ MRGWk+1 (L;β),
we fix a vector space Ep,v for v ∈ C0int(Rˇp) as in (OBII). We require that the
linearization of the non-linear Cauchy-Riemann equation is transversal to
(10.19)
⊕
v∈C0int(Rˇp)
Ep,v
at p (Definition 10.30) and (10.19) has the mapping transversality property
at p (Definition 10.31). Using Lemma 10.15, we may assume that the dis-
tance of any point x in the support of the elements of Ep,v to nodal points
of Σp is at least δ(k, β). Moreover, if x
′ is another point in the source curve
of p such that up(x) = up(x
′), then the distance between x and x′ is greater
than δ(k′, β′).
For each p, we also pick a TSD Ξp and a compact neighborhood K(p) of
p inMRGWk+1 (L;β), which satisfy the following conditions. Firstly we require
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that the compact neighborhood K(p) is included in the set of inconsistent
maps determined by Ξp. Thus for any u ∈ K(p), there is a holomorphic
embedding φu,p from a neighborhood of
⋃
v Supp(Epv) to Σu, assuming that
Ξp is small enough. We may also assume that we can normalize φu,p as in
Definition 10.17 to obtain:
φˆu,p :
⋃
v
Supp(Epv)→ Σu.
We use φˆu,p to transport Ep,v to the point u and obtain Ep,v(u). We may
choose Ξp small enough such that the linearization of the non-linear Cauchy-
Riemann equation is transversal to
(10.20) Ep,v(u) =
⊕
v∈C0int(Rˇp)
Ep,v(u)
at u and (10.20) satisfies the mapping transversality property at u, for any
u ∈ K(p).
Now we take a finite set P(k + 1, β) ⊂MRGWk+1 (L;β) such that
(10.21)
⋃
p∈P(k+1,β)
IntK(p) =MRGWk+1 (L;β).
We define:
(10.22)
Fk,β(u) = {[u, p, φu,p] | p ∈ P(k + 1, β), u ∈ K(p)}
F ◦k,β(u) = {[u, p, φu,p] | p ∈ P(k + 1, β), u ∈ Int (K(p))}
Condition 10.25 is immediate from the definition. Condition 10.27 is void
in this case. We can perturb Ep,v arbitrarily small in C
2 topology so that
Condition 10.29 holds. (See Lemma 9.9.) Condition 10.32 follows from the
choice of Ep,v and (10.21). We can take Ep,v to be invariant under the action
of Aut(p) and hence Condition 10.33 holds. Thus we complete the first step
of the induction.
Next, we suppose that the required objects in (OBI)-(OBIII) are defined
for (k′, β′) with (k′, β′) < (k, β). We use Condition 10.27 to define F ′k,β(u),
F ′◦k,β(u) for u ∈ ∂Mk+1(L;β).
Step 2: The set: ⋃
u∈∂Mk+1(L;β)
F ′◦k,β(u)
is an open subset of Π−1(∂Mk+1(L;β)), where Π is the map in (10.13).
Let pj ∈ QC (k, β) with uj = Π(pj) ∈ ∂MRGWk+1 (L;β). Suppose also
limj→∞ pj = p ∈ F ′◦k,β(u) with u = limj→∞ uj . We need to show that
pj ∈ F ′◦k,β(uj) for sufficiently large values of j. Let the combinatorial type
of u be given by a very detailed DD-ribbon tree Rˇ which belongs to the
disc splitting tree S. We may assume that the very detailed tree associated
to uj is independent of j because there are finitely many very detailed tree
obtained by level shrinking, level 0 edge shrinking and fine edge shrinking.
We denote this very detailed DD-ribbon tree by Rˇ′. We also assume that
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Rˇ′ belongs to the disc splitting tree S ′. Since S ′ is obtained from S by
shrinking level 0 edges, there is a standard shrinking map pi : S → S ′. Note
that S and S ′ have at least two interior vertices.
By Condition 10.27, there exists w ∈ C0int(S) and pw ∈ F ◦k,β(uw) such
that
p = Iw(pw).
Let w′ = pi(w), which is an interior vertex of S ′. We also define S(w′) :=
pi−1(w′), which is a subtree of S. Let uS(w′) be an object ofMRGWkw′+1(L;βw′)
which is obtained from u and S(w′) in the same way as in the beginning of
Subsection 10.2. limj→∞ uj = u implies
lim
j→∞
uj,w′ = uS(w′)
by the definition of the RGW topology.
Since w is a vertex of R(w′), there exists:
I ′w : QC (kw, βw)(uw)→ QC (kw′ , βw′)(uS(w′)).
We define pw′ = I
′
w(pw). Using the definition of the topology of QC (k, β)
and of Iw, it is easy to see that there exists pj,w′ ∈ QC (kw′ , βw′)(uj,w′) such
that
lim
j→∞
pj,w′ = pw′
in QC (kw′ , βw′) and
I ′w(pj,w′) = pj .
Now by induction hypothesis:
pj,w′ ∈ F ◦kw′ ,βw′ (uj,w′)
for sufficiently large j. Condition 10.27 implies pj ∈ F ′◦k,β(uj) for large j, as
required.
Step 3: The restriction of Π to⋃
u∈∂Mk+1(L;β)
F ′k,β(u)
is a proper map to ∂MRGWk+1 (L;β).
Let pj ∈ F ′k,β(uj) with uj ∈ ∂MRGWk+1 (L;β). Suppose limj→∞ uj = u ∈
∂MRGWk+1 (L;β). It suffices to find a subsequence of pj which converges to
an element of F ′k,β(u). Let the combinatorial type of u be given by a very
detailed DD-ribbon tree Rˇ which belongs to the disc splitting tree S. After
passing to a subsequence, we may assume that the very detailed tree associ-
ated to uj is independent of j. We denote this tree by Rˇ
′ which belongs to
the disc splitting tree S ′. Let pi : S → S ′ be defined as in the previous step.
By Condition 10.27 and after passing to a subsequence, we may assume
that there exist w ∈ C0int(S ′) and pj,w ∈ F ′kw,βw(uj,w) such that
Iw(pj,w) = pj .
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Let Sw be the subtree pi−1(w) of S. We obtain uRw from u in the same way
as in the beginning of Subsection 10.2. Convergence of uj to u implies that:
lim
j→∞
uj,w = uRw .
by the definition of the RGW topology. Now we use the induction hypothesis
to find a subsequence such that pj,w ∈ F ′kw,βw(uj,w) converges to pw ∈
F ′kw,βw(uRw). Therefore:
lim
j→∞
pj = Iw(pw) ∈ F ′k,β(u).
This completes the proof of this step.
Step 4: (Extension to a neighborhood of the boundary) In the previous
steps, we defined F ′k,β and F
′◦
k,β on the boundary. Next, we extend these
quasi component choice maps to a neighborhood of the boundary. We fix
ρ > 0 sufficiently small such that if d(u, u′) < 5ρ, u′ ∈ ∂MRGWk+1 (L;β) and
[u′, p, φ] ∈ F ′k,β(u′), then [u, p, ψu,u′ ◦ φ] is a quasi component. Then for
u ∈MRGWk+1 (L;β) with d(u, ∂MRGWk+1 (L;β)) < 2ρ, we define:
(1) F ′k,β(u) is the set of [u, p, φ] such that there are u
′ ∈ ∂MRGWk+1 (L;β)
and [u′, p, φ′] ∈ F ′k,β(u′) with the following properties:
(a) d(u, u′) ≤ 2d(u, ∂MRGWk+1 (L;β)) ≤ ρ.
(b) (u, p, φ) is equivalent to (u, p, ψu,u′ ◦ φ′).
(2) F ′◦k,β(u) is the set of [u, p, φ] such that there are u
′ ∈ ∂MRGWk+1 (L;β)
and [u′, p, φ′] ∈ F ′◦k,β(u′) with the following properties:
(a) u = u′ or d(u, u′) < 2d(u, ∂MRGWk+1 (L;β)) < ρ.
(b) (u, p, φ) is equivalent to (u, p, ψu,u′ ◦ φ′).
We put
F ′◦k,β =
⋃
u
F ′◦k,β(u), F
′
k,β =
⋃
u
F ′k,β(u).
It follows easily from Step 2 that F ′◦k,β is open. It follows easily from Step 3
that the restriction of Π to F ′◦k,β is proper.
Items (b) in the above definition imply that F ′k,β(u) and F
′◦
k,β(u) coincide
with the previously defined spaces for u ∈ ∂MRGWk+1 (L;β). Therefore, Con-
dition 10.27 holds. Thus we have constructed objects for (k, β) which satisfy
all the required conditions except Condition 10.32. By taking a smaller value
of ρ if necessary, we can guarantee that Condition 10.32 is also satisfied.
Step 5: (Extension to the rest of the moduli spaceMRGWk+1 (L;β)) The rest
of the proof is similar to Step 1. For each p ∈ Int(MRGWk+1 (L;β)) we choose
Ξp , Ep,v and K(p) as in the first step of the induction. We take a finite set
P(k + 1, β) such that:
(10.23)
⋃
p∈P(k+1,β)
IntK(p) =MRGWk+1 (L;β) \Bρ(∂MRGWk+1 (L;β)).
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is satisfied instead of (10.21). Now we define:
(10.24)
Fk,β(u) = F
′
k,β(u) ∪ {[u, p, φu,p] | p ∈ P(k, β), u ∈ K(p)}
F ◦k,β(u) = F
′◦
k,β(u) ∪ {[u, p, φu,p] | p ∈ P(k, β), u ∈ IntK(p)}.
They satisfy all the required conditions including Condition 10.32. We thus
have completed the inductive step. 
We verified Proposition 10.13 and hence Theorem 10.1. This completes
the construction of a system of Kuranishi structures onMRGWK+1 (L;β) which
are compatible at the boundary components and corners. For the proof of
the main theorems of [DF2], we also need to construct a system of Kuranishi
structures on the moduli space of strips, that are compatible at the boundary
components and corners. See [DF2, Lemma 3.67] for the precise statement
of this compatibility at the boundary. The proof in the case of strips is
similar to the case of disks and we omit it here.
Remark 10.36. The proof in this subsection is different from the approach
in [FOOO9, Section 8], where the case of stable map compactification is
treated. In this subsection, we use target space parallel transportation. On
the other hand, in [FOOO9, Section 8] extra marked points are added to
p ∈ P(k + 1, β) and are used to fix a diffeomorphism between open subsets
of the source domains. Both methods work in both situations.
11. Compatibility of Kuranishi Structures with Forgetful
Maps
So far, we have constructed a system of Kuranishi structures on the
moduli spaces {MRGWk1,k0 (L1, L0; p, q;β)}ω∩β<E which are compatible over the
boundary components and corners. If L0 and L1 are monotone Lagrangians
in X\D with minimal Maslov number 2, then we also need compatibility
of Kuranishi structures of MRGWk1,k0 (L1, L0; p, q;β) with the forgetful maps of
boundary marked points to define Lagrangian Floer homology. (See [DF2,
Section 4].) This compatibility requirement is discussed in this subsection.
As in previous sections, we focus mainly on the analogous results for the
case of discs. The proof in the case of moduli space of strips is similar. If
the reader is only interested in the case of Lagrangian Floer homology for
Lagrangians with minimal Maslov number greater than two, then this sec-
tion can be skipped. This turns out to be the case for Lagrangians coming
from Yang-Mills gauge theory [DF1].
Definition 11.1. Let u ∈ MRGWk+1 (L;β). Let Rˇ be the very detailed tree
describing the combinatorial type of u. We fix a TSD Ξ at u. Let y =
(~x, ~σ, (u′v), (U ′v), (ρe), (ρi)) be an inconsistent map with respect to Ξ.
(1) Remove all the edges e of Rˇ with σe = 0, and let Rˇ0 be one of the
connected components of the resulting graph. The union of all the
spaces Σy,v, where v belongs to Rˇ0, is called an irreducible component
of y. If it does not make any confusion, the union of all the interior
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vertices v of Rˇ, which belong to Rˇ0, is also called an irreducible
component.
(2) An irreducible component of y is called a trivial component if the
following holds:
(a) All the vertices in this component have color d.
(b) All the homology classes assigned to the vertices in this compo-
nent are 0.
(3) We say y preserves triviality if for any interior vertex v in a trivial
component, the map u′v is constant.
Lemma 11.2. Given any element u ∈ MRGWk+1 (L;β), the Kuranishi neigh-
borhood of u, constructed in Subsection 10.3, is contained in the set of in-
consistent maps which preserve triviality.
Proof. Suppose Ξ is a small enough TSD such that we can form the ob-
struction bundle Eu,F ,Ξ(y) over inconsistent maps y with respect to Ξ. We
assume that y is chosen such that it represents an element of “U(u,Ξ). If
[u, p, φ] is a quasi component of u, then the image of φ is away from the
components of u with trivial homology classes. Consequently, restriction of
the obstruction bundle Eu,F ,Ξ(y) to any trivial component of y is trivial.
Therefore, the restriction of uy to any such component has trivial homology
class and satisfies the Cauchy-Riemann equation with a trivial obstruction
bundle, and hence it is a constant map. 
Suppose y is an inconsistent map with respect to Ξ. Let Ξ′ be another
TSD at the same point u. If Ξ′ is small enough, then we obtain a corre-
sponding inconsistent map y′ with respect to Ξ′. (See the discussion pre-
ceding Lemma 9.19.) It is clear that y preserves triviality if and only if y′
preserves triviality.
We form the forgetful map:
(11.1) fgg :MRGWk+1 (L;β)→MRGW1 (L;β)
by forgetting the boundary marked points other than the 0-th one. (See
[DF2, Definition 3.72 and Lemma 3.74] for the definition of the forgetful
maps of one boundary marked point. The forgetful map in (11.1) can be
defined in a similar way.)
Lemma 11.3. Let u ∈ MRGWk+1 (L;β) and u′ = fgg(u) ∈ MRGW1 (L;β). For
any TSD Ξ′ = (~wu′ , (Nu′,v,i), (φu′,v), (ϕu′,v,e), δ′) at u′ there is a TSD Ξ =
(~wu, (Nu,v,i), (φu,v), (ϕu,v,e), δ) at u such that any inconsistent map y with
respect to Ξ which preserves triviality induces an inconsistent map y′ with
respect to u′.
Proof. Let Rˇ (resp. Rˇ′) be the very detailed DD-ribbon tree describing the
combinatorial type of u (resp. u′). By construction we observe that the
vertices of Rˇ with color s or D are in one to one correspondence with the
vertices of the same color in Rˇ′. Also the set of vertices of Rˇ′ with color d is
a subset of the vertices of Rˇ with color d. The difference C int0 (Rˇ) \C int0 (Rˇ′)
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consists of vertices v such that the map uv is constant on it.
38 In particular,
for any such vertex v, the component Σu,v together with the marked points
and nodal points is already source stable. Therefore, we can require that the
additional marked points ~wu of the TSD Ξ do not belong to such irreducible
components of Σu. Thus we may find marked points ~wu on Σu′ such that
they are identified with ~wu′ using the map Σu → Σu′ which collapses the
components associated to C int0 (Rˇ)\C int0 (Rˇ′). We define ~wu to be the set of the
additional marked points of Ξ. We also assume that the set of transversals
of Ξ are identified with that of Ξ′ in an obvious way.
We also require that the trivialization of the universal families of irre-
ducible components associated to to Ξ and Ξ′ to be related to each other as
follows. For any sphere component we assume that the associated trivializa-
tions coincide with each other. For v ∈ C int0 (Rˇ′) ⊂ C int0 (Rˇ) with level 0, let
Msourceu,v , Msourceu′,v be the corresponding moduli spaces of marked disks and
Csourceu,v → Msourceu,v , Csourceu′,v → Msourceu′,v be the universal families. We take a
trivialization of Csourceu,v over a sufficiently small neighborhood Vsourceu,v of Σu,v
so that the next diagram commutes:
(11.2)
Vsourceu,v × Σv
φu,v−−−−→ Csourceu,vy y
Vsourceu′,v × Σv
φu′,v−−−−→ Csourceu′,v
where the vertical arrows are obvious forgetful maps. For the trivializations
of the universal families of disk components corresponding to v ∈ C int0 (Rˇ) \
C int0 (Rˇ
′), that are parts of Ξ, we take an arbitrary choice.
For v ∈ C int0 (Rˇ′) ⊂ C int0 (Rˇ) and an edge e incident to v, we pick ϕu,v,e to be
the analytic family induced by ϕu′,v,e. In the case that v ∈ C int0 (Rˇ)\C int0 (Rˇ′),
the corresponding component Σu,v in addition to boundary marked points
has at most two boundary nodes. If there are two boundary nodes inducing
edges e+ and e− incident to v, then we can identify Σu,v with the strip
[0, 1] × R where the boundary node associated to e± is in correspondence
with the point at ±∞ on the boundary of [0, 1] × R. We fix one such
identification and let [0, 1]× [T,∞) and [0, 1]× (−∞,−T ], for a large value
of T , induce the analytic families of coordinates ϕu,v,±e. In the case that
there is only one interior edge incident to v, we follow a similar strategy
with the difference that we only need to use the half strip [0, 1]× [T,∞) to
define the corresponding analytic family of coordinates. We also let δ = δ′.
Now, let
y = (~xy, ~σy, (u
′
y,v), (U
′
y,v), (ρy,e), (ρy,i))
be an inconsistent map with respect to Ξ which preserves triviality. We wish
to define
y′ = (~xy′ , ~σy′ , (u′y′,v), (U
′
y′,v), (ρy′,e), (ρy′,i))
38This is not a necessary and sufficient condition.
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an inconsistent map with respect to Ξ′. It is clear from the definition of Ξ
that there are ~xy′ , ~σy′ such that:
(11.3) Σu(~xy, ~σy) ∼= Σu′(~xy′ , ~σy′).
We take ρy,e = ρy′,e, ρy,i = ρy′,i. Moreover, U
′
y,v = U
′
y′,v and u
′
y,v = u
′
y′,v if
the color of v is s.
We consider a disk component Σy′,v. There exists a unique irreducible
component (in the sense of Definition 11.1, where we use ~σy′) which con-
tains this component. We denote by Σ+u′,v(~xy′ , ~σy′) the union of the disk
components contained in this irreducible component.39 We take the irre-
ducible components of y which correspond to it and define Σ+u,v(~xy, ~σy) in
the same way. By (11.3) we have an isomorphism
(11.4) Σ+u′,v(~xy′ , ~σy′)
∼= Σ+u,v(~xy, ~σy).
The maps u′y,v for various v in this irreducible component induces a map
(11.5) (Σ+u,v(~xy, ~σy), ∂Σ
+
u,v(~xy, ~σy))→ (X,L).
This map is smooth. (Since Σ+u,v(~xy, ~σy) is obtained by gluing along the
components associated to the level 0 edges, the maps u′y,v are consistent on
overlaps.) We use (11.4) and (11.5) to define u′y′,v. Using the fact that y is an
consistent map preserving triviality, it is easy to see that u′y′,v for various v
are consistent at the nodal points corresponding to the level 0 edges e with
σy′,e = 0, and y
′ = (~xy′ , ~σy′ , (u′y′,v), (U
′
y′,v), (ρy′,e), (ρy′,i)) is an inconsistent
map with respect to Ξ′. 
Remark 11.4. The notion of preserving triviality plays an important role in
the proof. The other important point is that we do not put any obstruction
bundle on the components where the maps are constant.
Let u, y, u′ and y′ be as in Lemma 11.2 and Rˇ, Rˇ′ be the very detailed
tree describing the combinatorial types of u, u′, respectively. We define:
L2m,δ,nontri(y, u) =
⊕
v∈Cint0 (Rˇ);c(v)=s
L2m,δ(Σ
+
y,v; (u
′
y,v)
∗TX ⊗ Λ0,1)
⊕
⊕
v∈Cint0 (Rˇ);c(v)=D
L2m,δ(Σ
+
y,v; (pi ◦ U ′y,v)∗TD ⊗ Λ0,1)
⊕
⊕
v∈Cint
0
(Rˇ);c(v)=d,
u′y,v is not constant
L2m,δ(Σ
+
y,v; (u
′
y,v)
∗TX ⊗ Λ0,1)
39See (8.9) for the meaning of the symbol +.
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L2m,δ,nontri(y
′, u′) =
⊕
v∈Cint0 (Rˇ′);c(v)=s
L2m,δ(Σ
−
y′,v; (u
′
y′,v)
∗TX ⊗ Λ0,1)
⊕
⊕
v∈Cint0 (Rˇ′);c(v)=D
L2m,δ(Σ
−
y′,v; (pi ◦ U ′y′,v)∗TD ⊗ Λ0,1)
⊕
⊕
v∈Cint
0
(Rˇ′);c(v)=d,
u′
y′,v is not constant
L2m,δ(Σ
−
y′,v; (u
′
y′,v)
∗TX ⊗ Λ0,1).
There are canonical identification between the components appearing in the
above two formulas. Therefore, there exists a canonical map:
(11.6) Iyy′ : L
2
m,δ,nontri(y
′, u′)→ L2m,δ,nontri(y, u).
Definition 11.5. Let {Eu,Ξ(y)} and {Eu′,Ξ′(y′)} be obstruction bundle data
forMRGWk+1 (L;β) andMRGW1 (L;β), respectively. We say that they are com-
patible with the forgetful map if
(11.7) Iyy′(Eu′,Ξ′(y
′)) = Eu,Ξ(y)
when u′, Ξ′, y′ are related to u, Ξ, y as in Lemma 11.2.
Definition 11.6. A system of obstruction bundle data for moduli spaces
{MRGWk+1 (L;β)}ω∩β≤E is said to be compatible with the forgetful map if Def-
inition 11.5 holds for each of spaces MRGWk+1 (L;β) and MRGW1 (L;β) with
ω ∩ β ≤ E.
Suppose {Eu,Ξ(y)} is a system of obstruction bundle data for moduli
spaces {MRGWk+1 (L;β)}ω∩β≤E , which is disk-component-wise and is compati-
ble with forgetful map. Let u be an element ofMRGWk+1 (L;β) and u′ = fgg(u).
Suppose Ξ, Ξ′ are TSDs at u, u′ which are related to each other as in Lemma
11.3. Using Lemmas 11.2 and 11.3 and consistency of obstruction bundle
data with the forgetful map, we can define a map:
Fu : “U(u; Ξ)→ “U(u′; Ξ′).
In the process of forgetting boundary marked points and passing from u to
u′, we only might collapse disc components. Since the elements of Γu and
Γu′ act as identity on disc components, the isotropy groups Γu and Γu′ are
isomorphic. The map Fu is also Γu equivariant.
It is straightforward to lift the map Fu to a Γu-equivariant map:
F˜u : Eu → Eu′
such that:
F˜u ◦ su = su′ ◦ Fu
and for any y ∈ s−1u (0)/Γu we have:
ψu′ ◦ Fu(y) = fgg ◦ ψu(y)
The maps Fu and F˜u are also compatible with coordinate changes. We can
summarize this discussion as follows:
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Theorem 11.7. Suppose a system of obstruction bundle data {Eu,Ξ(y)} for
moduli spaces {MRGWk+1 (L;β)}ω∩β≤E is disk-component-wise and is compat-
ible with forgetful map. Then the resulting system of Kuranishi structures
is compatible at the boundary components and corners (in the sense of The-
orem 10.1) and compatible with the forgetful map (in the sense of [DF2,
Lemma 3.75]).
Proof. Compatibility of the forgetful map with Kuranishi structures of mod-
uli spaces MRGWk+1 (L;β) is equivalent to the existence of the maps Fu and
Fu′ with the above properties. (See [DF2, Lemma 3.75] for more details.)
We just need to point our that in [DF2, Lemma 3.75] we consider the map
fg∂j :MRGWk+1 (L;β)→MRGWk (L;β).
given by forgetting the j-th marked point. The proof of a similar result for
the map fg∂j is essentially the same. Let u1 ∈ MRGWk+1 (L;β), u2 = fg∂j (u1)
and . Starting with a TSD Ξ2 at u2, we can follow the proof of Lemma 11.3
to define a TSD Ξ1 at u1, and form a map from “U(u1,Ξ1) to “U(u2,Ξ2). The
remaining properties can be verified in a similar way. 
Remark 11.8. In general, one needs to be careful about the differentiability
of Fu. The strata-wise smoothness is easy to show by elliptic regularity. The
issue of differentiability where strata changes is discussed in [FOOO2, page
778]. This issue is relevant to the application of [DF2, Lemma 3.75], when
we want to pull-back a multi-valued perturbation by the forgetful map.
There are two ways to resolve this issue. First we can consider multi-
sections which have exponential decay in the gluing parameter T . (We use
T, θ where σ = exp(−(T +θ√−1)).) Even though the forgetful map Fu may
not be smooth, the pull back of a multi-section with exponential decay is a
multi-section which is not only smooth but also has an exponential decay.
(See also [FOOO2, page 778])
In our situation discussed in the next subsection, we can use a simpler
method to resolve this issue. For the purpose of this paper, we need to pull
back a never vanishing multi-section. Thus pulling back the multi-section
in C0 sense is enough. (See the proof of Proposition 12.5.) This is because
we need differentiability of the multi-section only in a neighborhood of its
zero set.
To complete our construction of a system of Kuranishi structures which is
compatible with the forgetful map, it remains to prove the following result:
Lemma 11.9. There exists a system of obstruction bundle data which is
disk component wise and is compatible with forgetful map.
Proof. The proof is essentially the same as the proof of Proposition 10.13.
As before, we construct the system of obstruction bundle data by induction
on β ∩ [ω]. In each step of the induction, we firstly construct an obstruc-
tion bundle data on MRGW1 (L;β). This system automatically induces an
obstruction bundle data on MRGWk+1 (L;β) by requiring Condition (11.7).
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To be more detailed, we fix a finite subset P(β) of MRGW1 (L;β) as in
(OBI) and a vector space Ep for p ∈ P(β) as in (OBII). We also fix spaces
Fβ,F
◦
β which fixes a set of quasi components for each u ∈MRGW1 (L;β). We
require these objects satisfy Conditions 10.25, 10.27, 10.29, 10.32, 10.33. If
u ∈MRGWk+1 (L;β), then we define Fβ(u), F ◦β (u) to be Fβ(u′), F ◦β (u′) where
u′ = fgg(u). Since the obstruction bundle data for MRGW1 (L;β) satisfies
Conditions 10.25, 10.27, 10.29, 10.32, 10.33, the induced obstruction bundle
for MRGWk+1 (L;β) satisfies the corresponding conditions. 
12. Construction of a System of Multi-sections
The purpose of this section is to construct a system of multivalued per-
turbations used in [DF2, Section 4] to prove the main theorems there. As
in [DF2, Section 4], the proof in the case that minimal Maslov numbers are
greater than 2 is simpler than the case that the minimal Maslov numbers
could be 2. In fact, only in the case of minimal Maslov number 2, we need
to use the results of the last section and perturb the moduli spaces in a way
that are compatible with the forgetful map.
In this section, we focus on the case of strips rather than discs because the
description of the boundary in the case of discs is different and the moduli
spaces of holomorphic strips are used to prove the main results of [DF2].
Here we do not prove the existence of a system of transversal multi-sections
in complete generality and restrict ourselves to the cases which suffices for
the proof of our main theorems. In fact, we perturb MRGW1 (Li;β) only in
the case that the Maslov index of β is 2. In other words, we do not prove
[DF2, Proposition 4.7] in the generality that it is stated.40
Let L0, L1 ⊂ X\D be a pair of compact Lagrangian submanifolds. We as-
sume that they are monotone and their intersection is transversal. For p, q ∈
L0 ∩L1, we defined Π2(X;L1, L0; p, q), the set of homology classes of strips
asymptotic to p and q, in [DF2, Definition 2.1]. Let MRGWk1,k0 (L1, L0; p, q;β)
be the compactified moduli space of pseudo-holomorphic strips of the homol-
ogy class β ∈ Π2(X;L1, L0; p, q) with k1 and k0 boundary marked points.
See [DF2, Sections 3 and 5] for the definition of this compactification.
12.1. Lagrangians with Minimal Maslov Number greater than 2.
In this subsection, we prove the existence of a system of multivalued per-
turbations that is used in [DF2, Section 4] in the case that the minimal
Maslov numbers are greater than 2. More precisely we prove the following
proposition:
Proposition 12.1. Let L0, L1 ⊂ X \ D be a pair of compact Lagrangian
submanifolds. We assume that they are monotone and their minimal Maslov
40The construction of such system of multisections in the general case can be carried
out in the same way as in [FOOO7, Section 20]. In this paper we only perturb moduli
space of virtual dimension 1 or less. Because of the monotonicity assumption in [DF2], it
suffices to study only such moduli spaces to prove the main results of [DF2].
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numbers are strictly greater than 2. We assume that L0 is transversal to
L1. Let E be a positive number. Then there exists a system of multivalued
perturbations {sn} on the moduli spaces MRGWk1,k0 (L1, L0; p, q;β) of virtual
dimension at most 1 and ω(β) ≤ E such that:
(1) The multi-section sn is C
0 and is C1 in a neighborhood of s−1n (0).
The multi-sections {sn} are transversal to 0. The sequence of multi-
sections {sn} converges to the Kuranishi map in C0. Moreover, this
convergence is in C1 in a neighborhood of the zero locus of the Ku-
ranishi map.
(2) The multivalued perturbations {sn} are compatible with the descrip-
tion of the boundary given by [DF2, Lemmata 3.67, 3.70].
(3) Suppose that the (virtual) dimension ofMRGWk1,k0 (L1, L0; p, q;β) is not
greater than 1. Then the multisection sn does not vanish on the
codimension 2 stratum MRGWk1,k0 (L1, L0; p, q;β)(1) described by [DF2,
Proposition 3.63].
This proposition is a weaker version of [DF2, Proposition 4.7]. Note that
we do not claim compatibility with the forgetful map ([DF2, Proposition 4.7
(3)]) and multivalued perturbations are given only on the moduli spaces of
virtual dimension at most 1. We do not need to perturb moduli spaces of
pseudo holomorphic disks MRGWk+1 (Lj ;β) in Proposition 12.1.
Proof. The proof is by induction on ω ∩ β and (k0, k1). In this inductive
process we construct multi-valued perturbations for all moduli spaces ω∩β ≤
E and k0 + k1 ≤ N for some constants E and N . In particular, we may
construct perturbations for the moduli spaces with dimension greater than 1.
But the conditions (1) and (3) hold only for moduli spaces with dimension at
most 1. We assume that we already constructed multivalued perturbations
for the moduli spaces of type (β; k0, k1; p, q) such that ω ∩ β < ω ∩ α or
ω ∩ β = ω ∩ α and k1 + k1 < j1 + j2.
We can use the induction hypothesis to define a continuous multi-section
on ∂MRGWj1,j0 (L1, L0; p, q;α). For example, part of the boundary of the mod-
uli space MRGWj1,j0 (L1, L0; p, q;α) is described by the moduli spaces of the
following form:
(12.1) MRGWj′1,j0 (L1, L0; p, q;β1)×ˆL1M
RGW
j′′1 +1
(L1;β2)
where j′1 +j′′1 = j1 +1, βi∩D = 0 and β1#β2 = α. AssumingMRGWk′′1 +1 (L1;β2)
is non-empty, we have ω ∩ β1 < ω ∩ α or j′1 < j1 and ω ∩ β1 ≤ ω ∩ α .
Therefore, the induction hypothesis implies that we already fix a multivalued
perturbation for MRGWj′1,j0 (L1, L0; p, q;β1). We use the fiber product
41 of this
perturbation and the trivial perturbation for MRGWj′′1 +1 (L1;β2) to define a
41 See [FOOO7, Lemma-Definition 20.16] for the definition of fiber product of multi-
valued perturbations.
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multi-valued perturbation for:
MRGWj′1,j0 (L1, L0; p, q;β1)×L1 M
RGW
j′′1 +1
(L1;β2)
Now we use the analogue of the map Π in Theorem 10.1 to pull-back this
perturbation to the space in (12.1). More generally, we can use the already
constructed perturbations for the moduli spaces of strips and trivial pertur-
bations for the moduli spaces of discs to define a multi-valued perturbation
for any boundary component and corner of MRGWj1,j0 (L1, L0; p, q;α). The in-
duction hypothesis implies that these perturbations are compatible.
In the case that the virtual dimension ofMRGWj1,j0 (L1, L0; p, q;α) is greater
than 1, we extend the chosen multi-valued perturbation on the boundary
into a C0 perturbation defined over the whole moduli space. In the case
that the virtual dimension is at most 1, we need to choose this extension
such that the conditions in (1) and (3) of Proposition 12.1 are satisfied.
To achieve this goal, we analyze the vanishing locus of the multi-valued
perturbation over the boundary of MRGWj1,j0 (L1, L0; p, q;α).
LetMRGWj1,j0 (L1, L0; p, q;α) have virtual dimension not greater than 1. On
the stratum of the boundary where there exists at least one disk bubble
on which the map is non-constant, the assumption implies that the Maslov
number of the disk bubble is at least 4. This implies that there is at least
one irreducible component, which is a strip with homology class β1 and is
contained in a moduli space with negative virtual dimension. (See also the
proof of [DF2, Lemma 4.12].) Therefore, our multivalued perturbation on
this boundary component does not vanish.
The rest of the proof is divided into two parts. We firstly consider the case
where dim(MRGWj1,j0 (L1, L0; p, q;α)) is non-positive. The part of the bound-
ary corresponding to splitting into two or more strips has a strip component
which has negative virtual dimension. Therefore, our multi-valued perturba-
tion does not vanish on this part of the boundary, too. As a consequence, we
can extend the perturbation in the C0 sense to a neighborhood of the bound-
ary such that it is still non-vanishing in this neighborhood. We approximate
the perturbation by a section which is C1 outside a smaller neighborhood
of the boundary. Now we can extend this multi-section in a way which is
transversal to 0 on MRGWk1,k0 (L1, L0; p, q;β) and MRGWk1,k0 (L1, L0; p, q;β)(1) us-
ing the existence theorem of multivalued perturbations. (See, for example,
[FOOO6, Proposition 13.29].) If the virtual dimension is 0, there exists
finitely many zero’s which do not belong toMRGWk1,k0 (L1, L0; p, q;β)(1). If the
virtual dimension is negative, the multivalued perturbation does not vanish.
This completes the proof in the case that dim(MRGWj1,j0 (L1, L0; p, q;α)) ≤ 0.
Next, we consider the case that MRGWj1,j0 (L1, L0; p, q;α) is 1-dimensional.
The constructed multivalued perturbation on the boundary does not vanish
except the boundary components of the forms
(12.2) MRGWj′1,j′0 (L1, L0; p, r;β1)×ˆM
RGW
j′′1 ,j
′′
0
(L1, L0; r, q;β2)
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or
(12.3)
MRGWj1−1,j0(L1, L0; p, q;α)×ˆL1MRGW3 (L1; 0),
MRGWj1,j0−1(L1, L0; p, q;α)×ˆL0MRGW3 (L0; 0).
In (12.2), both of the factors have virtual dimension 0. Therefore, we may
assume that the zero sets of the multivalued perturbation we have produced
on those factors do not lie in the strata of codimension at least 2. Since
the multi-sections on the two factors have finitely many zeros and the map
Π in [DF2, Lemma 3.67]42 is an isomorphism, the first factor gives rise to
finitely many points in the boundary. In the case of (12.3), the first factor
has virtual dimension 0 and the multi-section there vanishes only at finitely
many points. The second factor is identified with L1 or L0. Therefore, the
fiber product is identified with the first factor. In summary, the multi-valued
perturbation has finitely many zeros on the boundary and item (3) holds.
We fix Kuranishi charts at the finitely many zeros on the boundary. Since
these are boundary points, we can easily extend our multivalued perturba-
tion to the interior of the chosen Kuranishi charts so that it is transversal
to 0. Now we extend the multi-valued perturbation further to a neighbor-
hood of the boundary of MRGWj1,j0 (L1, L0; p, q;α) in the C0 sense such that
the multivalued perturbation does not vanish except at those finitely many
charts. We may assume that the multi-valued perturbation is C1 outside a
smaller neighborhood of the boundary. We use again the existence theorem
of multi-sections that are transversal to zero everywhere to complete the
construction of the multi-valued perturbation onMRGWj1,j0 (L1, L0; p, q;α) 
Remark 12.2. This proof never uses the smoothness of the coordinate
change with respect to the gluing parameters σe when σe = 0. In most part
of the proof, we extend the multi-section at the boundary to the interior
only in the C0 sense. When we extend the multi-section near a point of
the boundary where the it vanishes, we fix a chart there and extend it on
that chart. We use other charts to extend the multi-section in C0 sense to a
neighborhood of the boundary. (Recall that we only need the differentiability
of the multivalued perturbation in a neighborhood of its vanishing set to
define virtual fundamental chain.) The key point here is that the multivalued
perturbation on the boundary has only isolated zeros.
Remark 12.3. Even though we do not perturb the moduli spaces of disks
in the proof of Proposition 12.1, we used the fact that these moduli spaces
admit Kuranishi structures.
Remark 12.4. Proposition 12.1 is one of the main inputs in the definition
of Lagrangian Floer homology43 for the pair L0, L1. Similar results also
play a key role in showing that Floer homology is invariant of Hamiltonian
42 See also Theorem 10.1.
43We need (relative) spin structure to define orientations.
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perturbations compactly supported on X\D. See [DF2, Section 4] for more
details.
12.2. Lagrangians with Minimal Maslov Number 2. Now we turn our
attention to the case that the Maslov numbers of our Lagrangians in X \ D
could be 2. Let L be a compact and monotone Lagrangian submanifold in
X \ D such that its minimal Maslov number is 2. Let the Maslov index of
α ∈ H2(X;L) be 2 and α∩D = 0, and form the moduli spaceMRGW1 (L;α).
This moduli space has a Kuranishi structure without boundary, which has
virtual dimension n = dimL. For p ∈ L, we form the fiber product:
MRGW1 (L;α; p) =MRGW1 (L;α)×L {p}.
of virtual dimension 0. We fix a multi-valued perturbation onMRGW1 (L;α)
such that the induced multivalued perturbation onMRGW1 (L;α; p) is transver-
sal to 0. Moe generally, we can assume that this transversality assump-
tion holds when p is an element of a finite set. Thus the multi-section
on MRGW1 (L;α; p) has only finitely many zeros. The size of this zero set
counted with multiplicity and weight is defined to be POL.
Proposition 12.5. Let L0, L1 be a pair of transversal compact monotone
Lagrangians in X \D such that their minimal Maslov numbers are 2. For a
positive number E, there exists a system of multivalued perturbations {sn}
on the moduli spaces MRGWk1,k0 (L1, L0; p, q;β) of virtual dimension ≤ 1 and
ω ∩ β ≤ E such that:
(1) The multi-section sn is C
0 and is C1 in a neighborhood of s−1n (0).
The multi-sections {sn} are transversal to 0. The sequence of multi-
sections {sn} converges to the Kuranishi map in C0. Moreover, this
convergence is in C1 in a neighborhood of the zero locus of the Ku-
ranishi map.
(2) The multivalued perturbations {sn} are compatible with the descrip-
tion of the boundary given by [DF2, Lemmata 3.67, 3.70].
(3) The multivalued perturbations {sn} are compatible with the forgetful
map of the marked points given by [DF2, Lemma 3.75].
(4) Suppose that the (virtual) dimension ofMRGWk1,k0 (L1, L0; p, q;β) is not
greater than 1. Then the multi-section sn does not vanish on the
codimension 2 stratum MRGWk1,k0 (L1, L0; p, q;β)(1) described by [DF2,
Proposition 3.63].
Proposition 12.5 is a slightly simpler version of [DF2, Proposition 4.7]
where we claimed similar results for the more general case of moduli spaces
MRGWk1,k0 (L1, L0; p, q;β) with dimensions possibly greater than 1. As it is
pointed out there, Proposition 12.5 suffices for our purposes in [DF2, Section
4] (including the proof of [DF2, Lemma 4.17]) and we content ourselves to
the proof of this simpler result.
Proof. For j = 1, 2 and α ∈ Π2(X;Lj) with Maslov index 2, we fix a mul-
tivalued perturbation on MRGW1 (Lj ;α) such that it induces a transversal
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multivalued perturbation on MRGW1 (Lj ;α; p) for any p ∈ L0 ∩ L1. We ex-
tend these multi-valued perturbations to all moduli spaces Mk+1(Lj ;α) in
the C0 sense such that they are compatible over the boundary in a simi-
lar sense as in Proposition 12.1. We use these multi-valued perturbations
and induction to define the required multi-valued perturbations on the mod-
uli space MRGWk1,k0 (L1, L0; p, q;β). To be more detailed, we construct multi-
valued perturbations on MRGW0,0 (L1, L0; p, q;β) by induction on ω ∩ β. The
perturbation on the general moduli space the multi-valued perturbation on
MRGWk1,k0 (L1, L0; p, q;β) is given by pulling back from MRGW0,0 (L1, L0; p, q;β).
Here we use consistency of Kuranishi structures with the forgetful map.
Suppose we have constructed required multivalued perturbations for β
with β ∩ ω < α ∩ ω. We use the induction hypothesis and the constructed
multi-valued perturbations for the moduli spaces of discs to define a pertur-
bation on ∂MRGW0,0 (L1, L0; p, q;β) in the same way as in Proposition 12.1.
We wish to analyze zeros of our induced multi-section on the boundary of
MRGW0,0 (L1, L0; p, q;β). In compare to Proposition 12.1, the new types of
zeros are given by disc bubbles with Maslov index 2. Such boundary com-
ponents have the form:
(12.4) MRGW1,0 (L1, L0; p, q;β0) ×ˆL1MRGW1 (L1;β1)
or
(12.5) MRGW0,1 (L1, L0; p, q;β0) ×ˆL0MRGW1 (L0;β2).
where β0+β1 = α and the Maslov index of β1 is 2. We focus on the boundary
components of the form in (12.4). The other case is similar. There are two
cases to consider:
(Case 1) (β0 6= 0): The virtual dimension of MRGW1,0 (L1, L0; p, q;β0) is:
dim(MRGW0,0 (L1, L0; p, q;α))− 1
If the virtual dimension of MRGW0,0 (L1, L0; p, q;α) is not greater than 0,
then the multi-section does not vanish on this component. To treat the
case that the virtual dimension of MRGW0,0 (L1, L0; p, q;α) is 1, note that
the multi-section of MRGW1,0 (L1, L0; p, q;β0) is the pull-back of the multi-
valued perturbation on MRGW0,0 (L1, L0; p, q;β0). This latter moduli space
has virtual dimension −1 and hence the multi-section does not vanish on it.
Therefore, the multi-section does not have any zero on the moduli spaces
MRGW1,0 (L1, L0; p, q;β0) and (12.4).
(Case 2) (β0 = 0): In this case, p = q and α = 0#β1 where β1 is a homol-
ogy class in Π2(X;L1) with Maslov index 2. Therefore, the corresponding
boundary component is identified with MRGW1 (L1;α; p) where p ∈ L0 ∩ L1.
We defined a multi-valued perturbation on this moduli space such that its
zero set is cut down transversely and consists of isolated points. Now we can
proceed as in Proposition 12.1 to complete the construction of multi-valued
perturbations. 
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