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Summary
Interval-censored life-history data arise when the events of interest are only detectable at periodic
assessments. When interest lies in the occurrence of two such events, bivariate-interval censored
event time data are obtained. We describe how to fit a four-state Markov model useful for charac-
terizing the association between two interval-censored event times when the assessment times for
the two events may be generated by different inspection processes. The approach treats the two
events symmetrically and enables one to fit multiplicative intensity models that give estimates of
covariate effects as well as relative risks characterizing the association between the two events.
An expectation-maximization (EM) algorithm is described for estimation in which the maximiza-
tion step can be carried out with standard software. The method is illustrated by application to
data from a trial of HIV patients where the events are the onset of viral shedding in the blood and
urine among individuals infected with cytomegalovirus.
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1 INTRODUCTION
Studies of life history data are often designed to collect information on the times of different kinds
of events. When individuals are examined continuously over a period of follow-up the precise event
times are either known or are right censored. When the events are asymptomatic, more careful as-
sessment of individuals is required to detect their occurrence, often through radiological examination,
serological tests, or thorough clinical examination. Examples include the development of fractures in
patients with osteoporosis detected by radiographic examinations (Riggs et al. (1990)), the occurrence
of skeletal metastases in cancer patients, which are detected by bone scans (Chen et al. (2005)), the
development of serological responses in orthopedic surgery (Warkentin et al. (2005)), and the occur-
rence of viral shedding in patients with cytomegalovirus (CMV) infection (Betensky and Finkelstein
(1999b); Goggins and Finkelstein (2000)). Interval-censored data typically result from such assess-
ment schemes; see Sun (2006) for an excellent survey of recent developments in this area.
Sometimes interest lies in the occurrence of more than one event subject to interval censoring. For
the AIDS Clinical Trials Group study (ACTG 181), laboratory tests were performed at periodic times
to test for the presence of CMV in the blood and at possibly different times to test for the presence
of CMV in the urine (called CMV shedding in the blood and urine, respectively). Urine samples of
patients were drawn every 4 weeks whereas blood samples were drawn every 12 weeks at the clinic
visit. In these studies, the time to the event lies between the last visit of negative test and the first visit
of positive test, which results in discrete interval-censored failure time data for each event processes.
In addition, because one process is inspected more frequently than the other process for the patients,
the intervals into which each of the failures are censored are of varying lengths and may overlap.
With bivariate interval-censored data, the most appropriate way to proceed with the analysis de-
pends on the questions of primary scientific importance. In some cases the association between the
two events is a nuisance and it must be dealt with simply to ensure a valid basis for simultaneous infer-
ence regarding different features of the event process. Goggins and Finkelstein (2000) and Kim and
Xue (2002), for example, describe marginal methods for the analysis of bivariate interval-censored
failure time data in which robust variance estimates are derived to accommodate a correlation in the
event times; this idea is similar in spirit to the use of robust sandwich-type variance estimates in a
working independence model for clustered data (Liang and Zeger (1986)) or multivariate failure time
data (Wei et al. (1989)). In this framework, interest lies primarily in the regression coefficients for the
marginal discrete time proportional hazards regression models. Fully specified models can also be
constructed by combining marginal distributions of any specified form with a suitable copula to form
a valid and flexible multivariate distribution (Joe (1997); Hougaard (2000)). An attractive feature of
copula models is that the margins do not depend on the choice of the dependency structure so that they
can be modeled and estimated separately. It is due to this feature, in part, that two-stage estimation
procedures have been proposed when marginal analyses are considerably more straightforward (Shih
and Louis (1995)).
In other settings interest may lie primarily in the association between two or more events. Beten-
sky and Finkelstein (1999b) develop a nonparametric estimate of a bivariate survival distribution in
the setting of a discrete time model but do not consider the impact of covariates. An extension of
Kendall’s coefficient of concordance was proposed by Betensky and Finkelstein (1999a) for a careful
assessment of the association between failure times. Other frameworks for multivariate or clustered
interval-censored failure time data are based on frailty models (Bellamy et al. (2004)). Models which
furnish relative risks to characterize the dependence can also be formed but to date this approach has
been used only for the case of an interval-censored time-dependent covariate and a right-censored
event time (Goggins et al. (1999)).
We propose a method for the analyses of bivariate interval censored failure time data based on a
multistate Markov formulation. The framework is the same as that discussed in Andersen et al. (1993)
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for modeling the association between right-censored bivariate failure time data. In the framework of
a multistate model, the problem has similarities to the problem of fitting Markov models to panel data
considered by Kalbfleisch and Lawless (1985) and Kalbfleisch and Lawless (1989) who developed a
Fisher-scoring algorithm for estimation. A unique feature of the current setting, however, is that the
assessment times for the two different events are not necessarily the same, so the censoring times are
different for different kinds of transitions. We propose an expectation maximization (EM) algorithm
for estimation in a similar spirit to Lindsey and Ryan (1993) and Lindsey and Ryan (1998). The ability
to deal with different inspection time processes is an important feature of our approach. Moreover,
our method enables one to understand the associations between the two event times and helps to
answer the questions regarding which type of event tends to occur first, and how the risk of one event
alters risk of the other. Moreover, it provides estimates of meaningful marginal quantities from the
multistate model as we illustrate in the example.
The remainder of this article is organized as follows. The multistate formulation is introduced in
Section 2. In Section 3 we discuss estimation of quantities of common interest, including the marginal
survivor function. The proposed methods are applied to the ACTG 181 in Section 4. General remarks
are made in Section 5.
2 A MULTISTATE APPROACH FOR BIVARIATE INTERVAL-CENSORED DATA
2.1 NOTATION AND MODEL FORMULATION
For expository purposes, we discuss the data, model formulation, and algorithm for a single individ-
ual. Let Tj denote the time to occurrence of the type j event with corresponding marginal survivor
functionFj(t) = P (Tj ≥ t), j = 1, 2. We consider the setting where the assessment times for the two
different types of events are not necessarily the same and so let 0 = vj0 < vj1 < · · · < vjrj denote the
rj assessment times for type j events, j = 1, 2, which we assume satisfies the conditions of Gru¨ger
et al. (1991). At each assessment time for type j events we observe realizations of Yjk = I(Tj ≤ vjk),
k = 1, . . . , rj , j = 1, 2. If Yjk = 1 for some k, then the censoring interval for Tj is then Cj = (Lj, Rj]
where
Lj = max
k:Yjk=0
(vjk) and Rj = min
k:Yjk=1
(vjk) ;
if Yjk = 0 for all k = 1, . . . , rj , then Lj = vjrj and Rj = ∞, j = 1, 2. We know, therefore, that
T ∈ C where T = (T1, T2)′ and C = C1 × C2.
Consider the four-state model depicted in Figure 1 in which the states indicate the status with
respect to the occurrence of the two types of events at a given time. If an individual is in state 0 at
time t, then neither event has occurred (e.g., (T1 ≥ t, T2 ≥ t)), if they are in state 1, only the type 1
event has occurred (e.g., (T1 < t, T2 ≥ t)), if they are in state 2, only the type 2 event has occurred
(e.g., (T1 ≥ t, T2 < t)), and if they are in state 3, both types of events have occurred (e.g., (T1 <
t, T2 < t)). Let {Z(s), 0 < s} denote the stochastic process characterizing the transitions through the
states in Figure 1, where Z(0) = 0. We may then write F1(t) = P (Z(t) ∈ {0, 2}|Z(0) = 0) and
F2(t) = P (Z(t) ∈ {0, 1}|Z(0) = 0).
Let N`k(t) count the number of ` → k transitions over (0, t], dN`k(t) = 1 if a ` → k transition
occurs at time t, and N (t) = (N01(t), N02(t), N13(t), N23(t))′. The intensity for ` → k transitions
are defined as
λ`k(t | H(t)) = lim
∆t→0
P (N`k((t+ ∆t)
−)−N`k(t−) = 1 | Z(t−) = `,H(t))
∆t
, (2.1)
where H(t) = {Z(s), 0 < s < t} denotes the history of the process at t. For Markov models
λ`k(t | H(t)) = λ`k(t) because it is sufficient to condition on the current state occupied to characterize
the instantaneous probability of a transition.
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STATE 2
Type 2 Event
STATE 3
Type 1 and 2 Events
STATE 0
Neither Event
STATE 1
Type 1 Event
Figure 1: A four-state model for bivariate failure time data.
If it is of interest to determine how the risk of one event changes with the occurrence of the other
event, one can compare plots of cumulative intensity functions. For example, if Λ23(t) =
∫ t
0
λ23(u)du
versus t is much steeper than Λ01(t) =
∫ t
0
λ01(u)du versus t, then one may conclude that the intensity
for type 1 events is increased after the occurrence of a type 2 event. Similarly, comparing the plots
of Λ02(t) with Λ13(t) gives us idea of whether the risk of type 2 event alters after the occurrence of
type 1 event. A more parsimonious summary of this kind of dependence is possible by specifying
multiplicative models for transition intensities of the form
λ23(t) = λ01(t) exp(α1)
(2.2)
λ13(t) = λ02(t) exp(α2) ,
where exp(α1) and exp(α2) are relative risks characterizing how the risk of one type event changes
with the occurrence of the other. Goodness-of-fit assessment can be carried out to check the plausibil-
ity of the model in (2.2) compared to the more general model. Moreover, if (2.2) appears to provide
an adequate description of the data, then two degree of freedom (d.f.) tests of H0 : α1 = α2 = 0 are
tests of independence between the two events.
Suppose x = (x1, . . . , xp)′ is a p × 1 covariate vector associated with the transition intensities.
The effects of covariates can be modeled in a number of ways, but multiplicative models of the form
λ`k(t|x) = λ`k0(t) exp(x′β`k) , (2.3)
are perhaps the most common, where β`k is a p × 1 vector of regression coefficients and λ`k0 is the
baseline rate function for the ` → k transition. The covariate vectors may of course be different for
the different transition intensities but we assume they are common here for notational convenience
only. If we consider introducing the constraint in (2.2) into the model (2.3), then we can consider
the resulting model as comprising coupled proportional intensity models for the events of type 1 and
2. For the intensity for type 1 events, for example, N02(t) is an internal time-dependent covariate
indicating whether the type 2 event has occurred; the time at which it becomes one is of course
interval censored.
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For the baseline intensity functions we adopt flexible piecewise constant forms that offer robust-
ness to misspecification compared to more strongly parametric models, and convenience of estima-
tion as demonstrated in Section 2.2. Let 0 = b`k0 < b`k1 < · · · < b`k,p`k−1 < b`k,p`k = ∞ denote
the specified breakpoints for the intensity for ` → k transitions, and B`kh = (b`k,h−1, b`kh] be the hth
interval, h = 1, . . . , p`k. For piecewise constant transition intensity functions we set λ`k0(t) = λ`kh
for t ∈ B`kh, h = 1, . . . , p`k and let λ`k = (λ`k1, . . . , λ`kp`k)′ be the p`k × 1 vector of parameters as-
sociated with baseline ` → k transition intensity function. If we let d`kh(t) = I (b`k,h−1 < t ≤ b`kh),
the transition intensity function can be written as
λ`k(t|x) =
p`k∏
h=1
λ
d`kh(t)
`kh exp(x
′β`k) , (2.4)
and the integrated transition intensity function is
Λ`k(s, t|x) =
t∫
s
λ`k(u|x)du =
p`k∑
h=1
u`kh(s, t)λ`kh exp(x
′β`k) , (2.5)
where u`kh(s, t) = max(min(b`kh, t)−max(b`k,h−1, s), 0) equals the length of the intersection of inter-
val (s, t] with interval B`kh. Under most circumstances, piecewise constant intensity models with rel-
atively few pieces are sufficient for analysis (Lawless and Zhan (1998)). Let λ = (λ′01, λ
′
02, λ
′
13, λ
′
23)
′,
β = (β′01, β
′
02, β
′
13, β
′
23)
′, and θ = (λ′, β′)′ contain all parameters of the model.
2.2 AN EM ALGORITHM
We describe the following EM algorithm (Dempster et al. (1977)) in the absence of covariates, but
remark that introduction of covariates via (2.2) is straightforward. Given the multistate formulation in
Section 2.1, we consider the “complete” data for this EM algorithm as including the transition times
in Figure 1. The complete data likelihood is then
LC(θ) ∝ [λ01(t1) exp{−Λ01(0, t1)− Λ02(0, t1)} · λ13(t2) exp{−Λ13(t1, t2)}]I(t1<t2)
× [λ02(t2) exp{−Λ01(0, t2)− Λ02(0, t2)} · λ23(t1) exp{−Λ23(t2, t1)}]1−I(t1<t2) ,
where the indicator function in the exponent determines the form of the contribution. With the piece-
wise constant model for the transition intensities, the complete data log likelihood may be written
as
`C(θ) = I(t1 < t2) · `1C(θ) + [1− I(t1 < t2)] · `2C(θ) , (2.6)
where
`1C(θ) =
p01∑
h=1
d01h(t1) log λ01h −
2∑
k=1
p0k∑
h=1
u0kh(0, t1)λ0kh +
p13∑
h=1
d13h(t2) log λ13h −
p13∑
h=1
u13h(t1, t2)λ13h
and
`2C(θ) =
p02∑
h=1
d02h(t2) log λ02h−
2∑
k=1
p02∑
h=1
u0kh(0, t2)λ0kh+
p23∑
h=1
d23h(t1) log λ23h−
p23∑
h=1
u23h(t2, t1)λ23h ,
where `kC(θ) has the form of the log likelihood contribution for the path 0→ k → 3, k = 1, 2. Under
the bivariate interval-censored setting, the failure times (t1, t2) are not observed but they are known
to be contained in the rectangle C = [L1, R1] × [L2, R2] as shown in Figure 2. Treating t1 and t2 as
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Figure 2: The censoring region for interval censored observation of (T1, T2)′.
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“missing” data, the EM algorithm is used for numerical maximization of the observed data likelihood
and estimation of θ.
The E-step involves taking the expectation of the complete data log likelihood (2.6) with respect
to t = (t1, t2) given the data (i.e., that t ∈ C). If the censoring region lies entirely above or below
the line T1 = T2 then the path (0 → 1 → 3 or 0 → 2 → 3) is known, but otherwise it is not. We
define A1 = {(t1, t2) | t ∈ C, t1 < t2} as the full set of possible times within the censoring region C
corresponding to the path 0 → 1 → 3, the superscript 1 on A1 is a reminder that the first event to
occur is a type 1 event. Similarly, we define A2 = {(t1, t2) | t ∈ C, t1 > t2} for the path 0→ 2→ 3,
and C = A1 ∪A2. Graphically,A1 andA2 represent the regions in C of Figure 2 above and below the
45 degree line, respectively. At the rth iteration of the EM, the expectation of the complete data log
likelihood (2.6), denoted Q(θ; θ̂r−1) = E{`C(θ) | t ∈ C; θ̂r−1} can be taken as following fashion
Q(θ; θ̂r−1) =
2∑
j=1
E{`C(θ) | t ∈ Aj; θ̂r−1}P (t ∈ Aj|t ∈ C; θ̂r−1) . (2.7)
Here note that when C1 ∩ C2 = ∅, the censoring region does not cross the line T1 = T2, and the path
is known. Conditioning on t ∈ Aj in the expectation for (2.7) is therefore redundant because it is
clear which term should contribute in the log likelihood (2.6).
From (2.7) one can see that conditional expectations required are relatively easy to evaluate be-
cause they may be computed first by conditioning on a particular path in the four-state model. For
the following explanation we consider the case with t ∈ A1 and emphasize the associated conditional
expectations,
δ01h(t1) = E{d01h(t1) | t ∈ A1; θ}, δ13h(t2) = E{d13h(t2) | t ∈ A1; θ},
µ0kh(0, t1) = E{u0kh(0, t1) | t ∈ A1; θ}, and µ13h(t1, t2) = E(u13h(t1, t2) | t ∈ A1; θ} ,
k = 1, 2. To calculate terms δ01h(t1) and δ13h(t2), note that the region A1 can be divided into a set
of mutually exclusive sub-regions, within each of which the transition intensities are constant. We
define A1hh′ = {(t1, t2) | t1 ∈ B01h, t2 ∈ B13h′ , t ∈ A1} as the set of possible pairs of event times
occurring in intervals B01h and B13h′ , respectively, then A1 = ∪hh′A1hh′ . It can be shown that
δ01h(t1) = P (d01h(t) = 1 | t ∈ A1; θ) =
p13∑
h′=1
P (d01h(t1) = 1, d13h′(t2) = 1 | t ∈ A1; θ),
where P (d01h(t1) = 1, d13h′(t2) = 1 | t ∈ A1; θ) is obtained as∫
A1
hh′
λ01h exp{−Λ01(0, t1)− Λ02(0, t1)}λ13h′ exp{−Λ13(t1, t2)}dt1dt2
p01∑
h=1
p13∑
h′=1
∫
A1
hh′
λ01h exp{−Λ01(0, t1)− Λ02(0, t1)}λ13h′ exp{−Λ13(t1, t2)}dt1dt2
. (2.8)
In a similar manner, δ13h(t2) = P (d13h(t2) = 1 | t ∈ A1; θ) can be obtained. We likewise define
A2hh′ = {(t1, t2) | t2 ∈ B02h, t1 ∈ B23h′ , t ∈ A2} to evaluate expectations conditional on 0 → 2 → 3
paths and note A2 = ∪hh′A2hh′ .
The conditional expected sojourn times µ0kh(0, t1) = E{u0kh(0, t1) | t ∈ A1; θ}, k = 1, 2, and
µ13h(t1, t2) = E{u13h(t1, t2) | t ∈ A1; θ} are evaluated as follows. Let v1 ≤ v2 ≤ v3 ≤ v4 represent
the temporally ordered members of the set {L1, L2, R1, R2} and the vector z = (z(v1), z(v2), z(v3), z(v4))′
indicate the state occupied at vr, r = 1, 2, 3, 4. Let Z denote the set of all possible realizations of the
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state vector z consistent with the data (z(v1) = 0 always), and let Z1 be the subset consistent with
paths with T1 < T2 (i.e., where t ∈ A1) (likewise, let Z2 be the subset consistent with t ∈ A2). It
follows that
E{u0kh(0, t1) | t ∈ A1; θ} =
∑
z∈Z1
∫
Ck∩B0kh
P (z(u) = 0, z(v1), z(v2), z(v3), z(v4) | z(0) = 0)du
∑
z∈Z1
4∏
r=2
P (z(vr) | z(vr−1))
,
k = 1, 2, and
E{u13h(t1, t2) | t ∈ A1; θ} =
∑
z∈Z1
∫
C2∩B13h
P (z(u) = 1, z(v1), z(v2), z(v3), z(v4) | z(0) = 0)du
∑
z∈Z1
4∏
r=2
P (z(vr) | z(vr−1))
.
The conditional probability P (t ∈ A1|t ∈ C; θ̂r−1) in (2.7) can be obtained by
P (T ∈ A1 | T ∈ C; θ) = P (t ∈ A
1; θ)
P (t ∈ C; θ) =
P (t ∈ A1; θ)
P (t ∈ A1; θ) + P (t ∈ A2; θ) , (2.9)
where P (t ∈ A1; θ) is expressed in the form as given in the denominator of (2.8). When we condition
on t ∈ A2, the corresponding δ-terms, µ-terms can be computed in the similar manner. We obtain
(2.7) by evaluating these conditional expectations and probabilities at θ̂(r−1).
The expectation of the complete data log likelihood for the full sample is the sum of terms (2.7)
obtained for each individual. Because the resulting function has the form of a sum of Poisson log like-
lihoods, standard software for generalized linear models can be used to maximize it at each iteration.
Covariates can easily be introduced, and we do so in the example. SAS programs for the analyses that
follow are available from the website of this journal.
3 ESTIMATING QUANTITIES OF INTEREST
One of the appealing features of Markov models is the convenient way of computing the transition
probability matrix. Here, for simplicity, we consider the case where the break points for the different
transition intensities are the same, so b`kh = bh. For s < t, within a particular interval Bh = (bh−1, bh]
(i.e., bh−1 ≤ s < t < bh), the transition probability matrix is Ph(s, t) = [p`k(s, t)] with elements
p`k(s, t) = P (Z(t) = k|Z(s) = `). Note that because the intensities are time homogeneous within
Bh, then
Ph(s, t) = exp{(t− s)×Qh} ,
where Qh is the matrix of transition intensities
Qh =

−λ01h − λ02h λ01h λ02h 0
0 −λ13h 0 λ13h
0 0 −λ23h λ23h
0 0 0 1

(Cox and Miller (1977)). If interest lies in computing P (Z(t) = k | Z(0) = `) where (0, t] spans
several of the intervals Bh, h = 1, . . . , p, then
P(0, t) =
h(t)∏
h=1
Ph(bh−1, bh) × Ph(t)+1(bh(t), t) (3.1)
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where h(t) = maxh<t(h). Having obtained this, one can compute estimates of the marginal survivor
functions as
F̂1(t) = P (Z(t) = 0 | Z(0) = 0; θ̂) + P (Z(t) = 2 | Z(0) = 0; θ̂)
(3.2)
F̂2(t) = P (Z(t) = 0 | Z(0) = 0; θ̂) + P (Z(t) = 1 | Z(0) = 0; θ̂).
These can be compared with nonparametric estimates for goodness-of-fit assessment. One can also
compute estimates of the probability that a type j event will occur before a type 3− j event, j = 1, 2.
This is given by the cumulative incidence function based on a competing risk analysis for transitions
out of state 0. For example,
P (type 1 event occurs first) =
∞∫
0
λ01(s) exp(−Λ01(0, s)− Λ02(0, s))ds .
4 APPLICATION
Here we apply the proposed methods for the analysis of bivariate interval-censored event times to
data from an AIDS study ACTG 181 discussed in Betensky and Finkelstein (1999b) and Goggins and
Finkelstein (2000); we refer readers to these articles for further details on this study. One purpose
of the ACTG 181 study was to determine the natural history of the opportunistic infection CMV in
an HIV-infected individual. Infectious CMV may be shed in the body fluids of an infected person,
and thus may be found in urine and blood. Testing for the presence of CMV virus in blood and
urine is important for HIV-infected patients because shedding of the CMV virus is a precursor for the
development of active CMV disease.
We consider data from 204 patients who had one or more follow-up clinic visits with known dates,
at which urine and/or blood samples were drawn to test for the presence of CMV virus. Urine samples
were to be taken every 4 weeks whereas blood samples were to be taken every 12 weeks. There was
considerable variability in the actual visit dates due to compliance and scheduling problems, and
missed visits.
The time origin in this analysis was taken to be the time of the first assessment because that
represents the point at which detailed follow-up began. This is consistent with what is done in most
clinical trials where the time origin is the date of recruitment to the trial even though there may not
be a biological rationale for this specification. There were 7 individuals whose blood test at vj0 = 0
was positive, and for these individuals we added one day to their first inspection time (assuming they
were negative at time zero); those 49 individuals testing postive at the first urine sample were treated
similarly. Figure 3 shows a plot of the censoring regions for a sample of subjects in the dataset, and
the frequency of the different censoring patterns are summarized in Table 1. Note from Table 1 that of
the 204 individuals under study, 67 had an interval-censored time to shedding in the urine, and 23 had
an interval-censored time to shedding in the blood; a number of shedding times are left censored but
more are right censored. It is believed that times to CMV shedding in urine and blood are correlated,
however, many patients had positive urine tests and negative blood tests at the same time, and a few
had positive blood and negative urine tests.
As mentioned in Section 1, Goggins and Finkelstein (2000) developed methods for marginal anal-
ysis which involved fitting discrete time proportional hazards models to estimate covariate effects on
each event time under a working independence assumption. Valid inferences were assured by use of
a robust variance estimate. Specifically, they considered a model with a common effect of CD4 cell
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count (CD4 cells/µ` < 75 vs. ≥ 75) and found a strong significant effect (β = 0.97, SE = 0.197)
so that patients with a baseline CD4 count less than 75 had a 2.64 fold increase in risk of shedding
(95% CI: 1.79, 3.88). Estimates of the CD4 variable effect on time to shedding in the urine and blood
by separate analyses (Finkelstein (1986)) gave estimated regression coefficients 0.88 (SE =0.20) and
1.09 (SE =0.30), respectively.
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Figure 3: Scatter plot of selected censoring intervals for the times to CMV shedding in blood and
urine.
The methods we propose can help address questions relating to which type of shedding tends to
occur first, as well as how one type of shedding alters the risk of the other. We let λ01(t) indicate
the intensity of the onset of CMV shedding in the blood at time t given no previous CMV shedding,
and λ23(t) be the intensity of CMV blood shedding at time t given previous CMV urine shedding.
Accordingly, λ02(t) is the intensity of the onset of CMV shedding in the urine given no previous CMV
shedding, and λ13(t) is the intensity of CMV shedding in the urine given prior CMV blood shedding.
Friedman (1982) and Lindsey and Ryan (1998) note that it is advisable to choose breakpoints so
that there are roughly the same expected number of events in each interval, which ensures that the
pieces are estimated with comparable precision. This can be difficult to achieve with the multistate
piecewise constant model, but inspection of the nonparametric estimates of the marginal survivor
functions gives some guidance; we consider a multistate model with no covariates and separate piece-
wise intensity functions for all transitions with breakpoints at 2 and 12 months. These correspond
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Table 1: Number of censored observations of each type
Blood
Left Interval Right Total
Urine Left 5 10 34 49
Interval 2 13 52 67
Right 0 0 88 88
Total 7 23 174 204
roughly to the tertiles of the marginal distributions, conditional on the respective event time occuring
by 24 months. Other breakpoints were considered and gave similar results.
Next we consider two types of regression model for the transition intensities. One involves the
multiplicative assumption of (2.2), and the second has a shared baseline intensity but with the intro-
duction of an external covariate xi such that
λ`k(t|xi) = λ`k0(t) exp(xiβ`k) .
The covariate considered was the baseline CD4 cell count at the time of recruitment to ACTG 181.
The estimates, standard errors and log likelihoods for the analyses based on models for the transi-
tion intensities with a general and multiplicative form are reported in Table 2. Standard errors could
be obtained based on the approaches of Louis (1982) or Meng and Rubin (1991), or nonparametric
or parametric bootstrap, but in this application they were obtained by numerical differentiation of the
observed data log likelihood. Recall that if v0 = 0 then z(v0) = 0, and so the observed data log
likelihood for a particular individual is
`(θ) = log
[∑
z∈Z
4∏
k=1
P (z(vk)|z(vk−1))
]
, (4.1)
where z = (z(v1), z(v2), z(v3), z(v4))′ is defined in the paragraph following (2.8) and the summation
in (4.1) is over all possible realizations of z consistent with the data. Although the observed data
likelihood is unappealing to use for parameter estimation, upon obtaining parameter estimates via the
EM algorithm of Section 2, they can be plugged into (4.1) and finite differencing algorithms can be
applied to obtain a suitable Hessian matrix to get the observed information matrix (e.g., Jamshidian
and Jennrich (2000)). For this analysis we used the subroutine NLPFDD in PROC IML in SAS version
9.1.3 on a Sun0S 5.8 platform.
A likelihood ratio test comparing the general transition intensity model with the multiplicative
transition intensity model (no covariates) gives p = 0.057, which although not significant at the
5% level gives some cause for concern about the multiplicative model. Figure 4 shows plots the
nonparametric maximum likelihood estimate (MLE) of the marginal survivor functions for shedding
in the blood and urine (Turnbull (1976)). These were obtained by disregarding any information on
the occurrence of the other type of event when estimating the cumulative distribution function of
one event. Plots of the estimates of the marginal survival distributions obtained from the bivariate
nonparametric estimate of Gentleman and Vandal (2001, 2002) are also given. Finally, estimates
based on (3.2) from the general Markov model and the multiplicative Markov model are overlaid.
The good agreement between the nonparametric estimate and both piecewise Markov estimates gives
reassurance that the multiplicative model is satisfactory for the purpose of estimating these functions.
The marginal estimate from the nonparametric bivariate estimate is in close agreement for the time to
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shedding in the urine, but is somewhat smaller than the other estimates for the time to shedding in the
blood.
Table 2: Estimates from analysis of data on CMV shedding in blood and urine
General Multiplicative models
Interval No covariate No covariate One covariate
Parameter in months Estimate SE Estimate SE Estimate SE
λ01 [0, 2) 0.032 0.012 0.029 0.010 0.071 0.034
[2, 12) 0.003 0.002 0.005 0.002 0.013 0.008
[12,∞) 0.011 0.008 0.008 0.004 0.027 0.021
λ02 [0, 2) 0.228 0.029 0.236 0.029 0.303 0.056
[2, 12) 0.037 0.007 0.033 0.006 0.042 0.011
[12,∞) 0.010 0.008 0.023 0.010 0.041 0.022
λ13 [0, 2) 4.983 4.102
[2, 12) 0.143 0.093
[12,∞) 2.518 2.340
λ23 [0, 2) 0.052 0.031
[2, 12) 0.012 0.005
[12,∞) 0.015 0.008
α1 0.771 0.442 0.204 0.820
α2 2.540 0.413 5.904 0.985
β†01 -0.825 0.406
β†02 -0.285 0.113
β†23 -0.926 0.566
β†13 -2.975 1.022
log-likelihood -624.964 -629.552 -478.385
† covariate is baseline CD4 cell count; coefficient expressed per 100 unit difference in CD4 count.
The α1 coefficient in the multiplicative model ignoring CD4 cell count corresponds to a relative
risk (RR) of 2.161 (95% CI: 0.909, 5.137; p=0.081) indicating a more than twofold increase in risk of
shedding in the blood once shedding begins in the urine; likewise the estimate of α2 gives RR=12.680
(95% CI: 5.643, 28.491; p < 0.001) indicating a highly significant and substantial increase in risk of
shedding in the urine following the onset of shedding in the blood. Thus there appears to be a strong
association between the two event times.
We next add the baseline CD4 cell count to the multiplicative model to examine its effect on
the time to shedding. The dataset is substantially reduced for this analysis because there was only
covariate information for 174 individuals, so the log likelihoods between the first two models cannot
be compared with the third model. A likelihood ratio test of the significance of CD4 cell count can,
however, be carried out by fitting the multiplicative model ignoring the CD4 cell count to the reduced
dataset comprised of individuals with complete CD4 cell count information. This gives a likelihood
ratio statistic of 32.24 which, based on 4 d.f. gives p < 0.0001, suggesting that CD4 cell count is
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Figure 4: Estimates of cumulative distribution functions from piecewise constant multistate intensities
and marginal nonparametric estimates.
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an important prognostic factor. The estimated regression coefficients β̂01 and β̂23 give relative risks
of 0.438 (95% CI: 0.198, 0.970; p=0.042) and 0.396 (95% CI: 0.131, 1.202; p=0.102), indicating
a substantial reduction in the intensity of shedding in the blood for every 100 unit increase in the
baseline CD4 count; whereas only the first of these reaches statistical significance, the risk reductions
are comparable in magnitude. In contrast, the estimates β̂02 and β̂13 are quite different in magnitude
and give relative risks of 0.752 (95% CI: 0.603, 0.938; p=0.011) and 0.051 (95% CI: 0.007, 0.379;
p=0.004), respectively. These suggest that among individuals with no evidence of shedding in the
blood there is a modest, but statistically significant, reduction in risk of shedding in the urine with
every 100 unit increase in the baseline CD4 cell count. Among individuals experiencing shedding in
the blood, there is a much more substantial and highly significant reduction in risk of shedding in the
urine with higher CD4 cell counts.
We may think of the above model as coupled proportional hazards models for shedding in the
blood and urine, with an internal time-dependent covariate indicating whether shedding has been
detected by the other test. For example, let vi1(t) = 1 if individual i has evidence of shedding in the
blood at time t and vi1(t) = 0 otherwise; vi2(t) may be similarly defined for shedding in the urine.
Then if xi is the CD4 covariate, the multistate model for shedding in the blood and urine may be
equivalently written as the coupled multiplicative intensity models:
ζ1(t|vi2(t), xi) = ζ10(t) exp(α11xi + α12vi2(t) + α13xivi2(t)) , (4.2)
ζ2(t|vi1(t), xi) = ζ20(t) exp(α21xi + α22vi1(t) + α23xivi1(t)) , (4.3)
where ζk0(t) is the baseline intensity of type k events. By fitting a model (4.2-4.3) with α13 = α23 = 0
we can test the hypothesis that the regression coefficients in (2.3) are constrained as β01 = β23 and
β02 = β13. In this case, the exponentiated coefficients can be interpreted simply as relative risks for
type 1 and 2 events, irrespective of the status of the complementary event. A likelihood ratio test
of this reduced model (not shown) against the full model in Table 2 gives p = 0.017 indicating the
reduced model provides inferior fit to the data. We therefore conclude that the effect of CD4 cell
count on event occurence changes upon the occurence of one or more of the events; this is driven by
the large difference between β̂02 and β̂13.
5 DISCUSSION
There is considerable appeal to the use of multistate models to characterize dependencies between
events in life-history data. Part of the appeal of this framework is the ability to characterize asso-
ciations through regression coefficients of internal time-dependent covariates. This familiar frame-
work may be more easily understood than some of the less familiar measures of association such as
Kendall’s coefficient of concordance and is particularly appealing when there are only two types of
events.
This approach has some appeal because it offers weakly parametric estimates of the bivariate
distribution, which can be considered along with the bivariate nonparametric estimate of Betensky and
Finkelstein (1999b). It has the added appeal of readily dealing with covariates through the formation
of multiplicative intensity models. For estimation, the EM algorithm is appealing because software
for fitting proportional hazards exponential regression models can be used. The facility to allow
covariate effects to change upon the occurence of other events is a unique feature as well, for settings
with multivariate interval-censored data.
Standard analysis of interval-censored data rests on the assumption that the assessment times are
independent of the event times. Betensky and Finkelstein (002b) discuss identifiability issues and tests
for various forms of dependence between failure times and inspection processes, which have a direct
bearing on the separate analysis of times to shedding in blood or urine, such as those displayed in
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Figure 4. In our multistate formulation, we have assumed that the assessment times for the two events
are independent of the transition times of the multistate model in the sense of Gru¨ger et al. (1991).
This is a weaker assumption than is required for separate marginal analyses displayed in Figure 4,
and is therefore a further advantage of the multistate formulation; that is, the inspection times for one
process can be dependent on the observed history of the event times for the other processes (Gru¨ger
et al. (1991)).
With univariate interval-censored data, Turnbull (1976) derived the regions of support for the
nonparametric estimate, so that the nonparametric estimate is undefined outside of these regions;
Betensky and Finkelstein (1999b) discuss a similar algorithm for bivariate interval-censored data.
Difficulties can arise in fitting multistate models with piecewise constant intensity functions if break-
points are chosen such that the risk set for particular transitions is of negligible size. The flexibility
of choosing different breakpoints for different transition intensities is appealing, but requires more
careful planning. The use of a relatively small number of pieces for each transition is a practical com-
promise; given the total number of transition intensities, even with a small number of breakpoints, the
total number of parameters can still be reasonably large.
Adaptations to some other types of processes are relatively straightforward. In fact, this approach
is closely connected with the methods of Lindsey and Ryan (1993), developed for fitting an illness
death model to interval-censored data arising in survival-sacrifice experiements. In the multivariate
context, with three or more types of events the principles of our method can be adaptive but the number
of intensity functions and parameters increases rapidly with the most general model. In such settings,
constraints such as those proposed in (2.3) would be particularly convenient to adopt. Goodness of
fit can be assessed for a particular model, by fitting more general models that include the particular
model as a special case. One can then carry out tests of the adequacy of the null model by testing
parameters indexing the expansion; failure to reject the null hypothesis gives some assurance that the
particular model is adequate.
Cook and Lawless (2007) consider the use of multistate models for the analysis of right-censored
single type and multitype recurrent event data, as well as recurrent event data with terminal events.
Chen et al. (2005) consider model fitting for interval-censored multitype recurrent event data where
the association is introduced through multivariate random effect distributions or suitably parameter-
ized covariance matrices. In principle, one can adopt multistate models of the sort described here for
multitype recurrent events but it may be necessary to parameterize dependencies on the history quite
heavily rather than stratifying because of a paucity of information.
The piecewise constant formulation considered here was adopted as a computationally appealing
and robust framework for analysis. In this framework, model expansion is relatively straightforward
and can be used as a means of carrying out diagnostic checks. The Markov assumption may not be
particularly strong for estimating survival functions with right-censored data, because several authors
have recently shown it to provide robust estimates of state occupancy probabilities under independent
right censoring (Aalen et al. (2001); Datta and Satten (2001)). This property does not hold for the
piecewise constant model with interval censored data but for the example there is close agreement
between the strictly marginal nonparametric analysis and the model-based analysis for the estimates
of the cumulative distribution functions.
Alternative approaches to estimating the baseline intensities are certainly possible including meth-
ods based on local likelihood (e.g., Loader (1996); Betensky et al. (1999); Betensky et al. (002a)).
The complete data log likelihood given in Section 2 is amenable to analysis based on polynomial
approximations to the intensity functions. The result of this approach would be a further relaxation
of the assumptions regarding the baseline functions, and perhaps even closer agreement between the
marginal nonparametric estimate and the multistate estimates of the state occupancy probabilities. Al-
though we are currently working on such an implementation, there remains considerable appeal to the
methods proposed here because of the straightforward approaches available for variance estimation
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and the fact that grid sizes and smoothing parameters (e.g., bandwidth) need not be specified.
6 SUPPLEMENTARY MATERIAL
A SAS macro for fitting the multiplicative model is available under the Paper Information link at the
Biometrics website http://www.biometrics.tibs.org.
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