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Let π be a smooth, irreducible, square integrable representation of
GLm(F ), where F is a non-archimedean local ﬁeld of characteristic
zero. We prove that the exterior square L-function L J S (s,π,∧2)
deﬁned via an integral representation due to Jacquet and Shalika
is regular and non-vanishing in the region Re(s) > 0. We also
investigate the behavior of the L-function L J S (s,π,∧2) at s = 0,
and show that if the function L J S (s,π,∧2) has a pole at s = 0
then π has a non-zero Shalika functional.
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1. Introduction
Let F be a non-archimedean local ﬁeld of characteristic zero and let π be a smooth, irreducible,
square integrable representation of GLm(F ). We denote by L J S (s,π,∧2) the (local) exterior square
L-function deﬁned by Jacquet and Shalika [10] via an integral representation (see Section 2 for the
precise deﬁnition). In this paper we prove:
TheoremM. Let π be a smooth, irreducible, square integrable representation of GLm(F ).
(1) If m is even then the L-function L J S (s,π,∧2) is regular in the region Re(s) > 0.
(2) If m is odd then the L-function L J S (s,π,∧2) is regular in the region Re(s) 0.
When m is even Cogdell and Piatetski-Shapiro (see [5]) have expressed the exterior square
L-function of a tempered representation in terms of L-functions associated to the square integrable
inducing data. As a corollary we obtain:
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the region Re(s) > 0.
We expect that Theorem N will hold when m is odd, but this will require more work since the
reduction to square integrable representations is not available in the literature.
The L-function L J S (s,π,∧2) is actually deﬁned (by Jacquet and Shalika) for all irreducible generic
representations π of GLm(F ) via an integral representation. It is deﬁned in terms of the following
integrals. If m is even, say m = 2n, consider
J (s,W , φ) =
∫
Nn\GLn
∫
Vn\Mn
W
(
σ
(
In X
0 In
)(
g 0
0 g
))
ψ(−Tr X)dXφ(eng)|det g|s dg,
where W is a function in the Whittaker model W(π,ψ) of π , φ is a Schwartz–Bruhat function
on Fn , ψ is an additive character of F , Nn the group of upper triangular matrices in GLn with 1 in
each diagonal entry, Mn is the space of n×n matrices, Vn is the subspace of upper triangular matrices
in Mn , s is a complex number and σ is the permutation given by
σ =
(
1 2 · · · n n + 1 n + 2 · · · 2n
1 3 · · · 2n − 1 2 4 · · · 2n
)
.
If m is odd, say m = 2n + 1, consider
J (s,W ) =
∫
Nn\GLn
∫
Vn\Mn
W
(
σ
( In X 0
0 In 0
0 0 1
)( g 0 0
0 g 0
0 0 1
))
ψ(−Tr X)dX |det g|s−1 dg,
where σ is the permutation given by
σ =
(
1 2 · · · n n + 1 n + 2 · · · 2n 2n + 1
1 3 · · · 2n − 1 2 4 · · · 2n 2n + 1
)
.
In this paper we also prove:
Theorem O. Let π be a smooth, irreducible, square integrable representation of GLm(F ).
(1) If m is even then for s in the region Re(s) > 0 there exist φs ∈ S(Fn) and Ws ∈ W(π,ψ) such that
J (s,Ws, φs) = 0.
(2) If m is odd then for s in the region Re(s) 0 there exists Ws ∈ W(π,ψ) such that J (s,Ws) = 0.
As a corollary we get the non-vanishing of the function L J S (s,π,∧2) in the region Re(s) > 0, if m
is even, and in the region Re(s) 0, if m is odd. If m is even, then again using the result of Cogdell and
Piatetski-Shapiro [5], we get the non-vanishing of the function L J S (s,π,∧2) in the region Re(s) > 0
for tempered representations.
Let π be a smooth, irreducible, square integrable representation of GL2n(F ). We are also able to
understand the behavior of the function L J S (s,π,∧2) at s = 0 and relate it to the existence of a
Shalika functional. More precisely, if the L-function L J S (s,π,∧2) has a pole at s = 0, then π has a
non-zero Shalika functional (see Corollary 4.4). Suppose that the central character ωπ of π is trivial.
For W ∈ W(π,ψ), we set
l(W ) =
∫
ZnNn\GLn
∫
Vn\Mn
W
(
σ
(
In X
0 In
)(
g 0
0 g
))
ψ(−Tr X)dX dg,
where Zn is the center of GLn . Lemma 4.2 of this paper shows:
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Implicit in Theorem P is the convergence of the integral (see Section 4 for the deﬁnition of a
Shalika functional). Combining our results with those of Jacquet and Rallis (see [9]) we also obtain
the following.
Theorem Q. Let π be a smooth, irreducible, square integrable representation of GLm(F ). If the function
L J S (s,π,∧2) has a pole at s = 0 then π is self-dual, i.e., π  π˜ , where π˜ denotes the representation con-
tragredient to π .
It is expected that Theorem Q holds for any irreducible generic representation. Note that prior to
our results, Theorems M–Q were not known even for supercuspidal representations.
The results described in Theorems M, N, O, P and Q are proved in Theorems 4.3, 4.6, 5.5 and 6.1,
Propositions 5.1 and 6.2, Lemma 4.2, Corollary 4.5 and Remark 5.6 of this paper.
Let L(s,π,∧2) denote the exterior square L-function deﬁned via the local Langlands correspon-
dence in terms of the Langlands parameters. The exterior square L-function can also be deﬁned via
the Langlands–Shahidi [13] method which we denote by LSh(s,π,∧2). If π is a smooth, irreducible
representation of GLm(F ) then Henniart [6] has shown that the exterior square L-functions L(s,π,∧2)
and LSh(s,π,∧2) are equal.
Our initial motivation for proving Theorems M and O was to establish the equality L J S (s,π,∧2) =
L(s,π,∧2) for square integrable representations. Unfortunately we are unable to claim this result, as
we ﬁrst need to establish analogues of our theorems in the archimedean setting. The latter appears
to be a somewhat more diﬃcult task and is still work in progress. In any event, the study of the
analytic behavior of the L-function L J S (s,π,∧2) is of interest in its own right, Theorem Q being one
interesting corollary.
There are standard techniques available to show the equality of the L-functions L J S (s,π,∧2) and
LSh(s,π,∧2) at the “bad” places, once the relevant non-vanishing results are established (see, for
instance [1] and [6] for examples of other L-functions where this has been carried out). The idea is
to embed the π as the local constituents of a global cuspidal automorphic representation. One then
forms the quotient L J S (s,π,∧2)/LSh(s,π,∧2) of the global L-functions and shows that this quotient
is an entire function without zeros. It is thus identically 1 and the desired equality is established.
The initial arguments in the proof of Theorem M are those of Jacquet and Shalika who were able
to establish the holomorphy of the integrals J (s,W , φ) and J (s,W ) in a region Re(s) > 1 − η for
some η > 0, for any irreducible generic representation π . In this paper we go further when π is
an irreducible square integrable representation, and show that J (s,W , φ) (resp. J (s,W )) is regular
when Re(s) > 0 (resp. Re(s)  0). Our main technical tool is a very useful proposition of Cogdell
and Piatetski-Shapiro [4] (see Proposition 3.3) which for a square integrable representation π gives
a rather precise description of the behavior of the functions in the Whittaker model of π when
restricted to the center of GLk (embedded in GLm in the usual way), in terms of information about the
derivatives of π (see Proposition 3.4). The main point is that the analysis of the derivatives of square
integrable representations is relatively simple. This technique was successfully exploited by Kable [12]
in the context of the Asai L-function and we have used some of his ideas in our context.
When s = 1 the non-vanishing results for the integrals J (s,W , φ) (resp. J (s,W )) were established
by Jacquet and Shalika for all irreducible generic representation π . The issues of the convergence of
the integrals arising in the proof are a little delicate for arbitrary s. For square integrable representa-
tions we once again take advantage of Proposition 3.3 referred to earlier to prove the convergence of
these integrals. We treat the convergence of these integrals in Lemmas 5.2 and 5.4.
The convergence of the functional l of Theorem P is also dependent on Proposition 3.3 and argu-
ments similar to those described above.
We divide the proof of Theorems M and O in two parts: (1) when m is even and (2) when m is
odd. We treat the even case in Sections 4 and 5 and the odd case in Section 6. The proof in the odd
case is similar to the proof in the even case so we do not reproduce all the details but indicate the
necessary modiﬁcations.
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2.1. Notation
We retain the notation of the Introduction. Let F be a non-archimedean local ﬁeld. We denote by
Pn(F ) the mirabolic subgroup of GLn(F ). It is the subgroup of matrices of the form
p =
(
g u
0 1
)
, g ∈ GLn−1(F ), u ∈ Fn−1.
We denote by Un(F ) the unipotent radical of Pn(F ), i.e., the subgroup of matrices of the form(
In−1 u
0 1
)
, u ∈ Fn−1.
Let Bn(F ) be the Borel subgroup of GLn(F ) consisting of upper triangular matrices, Nn(F ) the sub-
group of Bn(F ) consisting of matrices with 1 in each diagonal entry, An(F ) the subgroup of GLn(F )
consisting of diagonal matrices and Zn(F ) the center of GLn(F ). If a ∈ An(F ) has diagonal entries
a1,a2, . . . ,an , we write
a = diag(a1,a2, . . . ,an).
We deﬁne
m(a1,a2, . . . ,an−1) = diag(a1a2 · · ·an−1,a2a3 · · ·an−1, . . . ,an−1,1).
We denote by |x| the absolute value of an element x of F , by O the ring of integers of F and by q
the cardinality of the residue ﬁeld of F . We write Kn(F ) = GLn(O), a maximal compact subgroup of
GLn(F ).
Let δn be the modular character of Bn(F ). By the Iwasawa decomposition, we have
GLn(F ) = Nn(F )Zn(F )An−1(F )Kn(F ), g = nzak.
The corresponding decomposition of the Haar measure on GLn(F ) is
dg = δ−1n (a)dndzdadk.
We denote by S(Fn) the space of Schwartz–Bruhat functions on Fn .
Let ψ be a nontrivial additive character of F . We may view ψ as a character of Nn(F ) by setting
ψ(n) = ψ
(
n−1∑
i=1
ni,i+1
)
.
Let π be a representation of GLn(F ) on a vector space V . Let V ∗ψ be the space of all linear forms on V
satisfying
λ
(
π(n)v
)= ψ(n)λ(v),
for all v ∈ V and n ∈ Nn(F ). If dim V ∗ψ = 1, then we denote by W(π,ψ) the Whittaker model of π ,
which is the space of functions W on GLn(F ) deﬁned by
W (g) = λ(π(g)v),
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W (ng) = ψ(n)W (g) for n ∈ Nn(F ) and g ∈ GLn(F ). We say a representation π is generic if it is irre-
ducible and dim V ∗ψ = 1.
Let ωπ be the central character of π , if it exists. If (π, V ) is a representation of GLn(F ) then (π˜ , V˜ )
denotes the contragredient representation of (π, V ). We say that an irreducible representation (π, V )
of GLn(F ) is square integrable if its central character is unitary and∫
Zn\GLn
∣∣ f (π(g)v)∣∣2 dg < ∞,
for v ∈ V and f ∈ V˜ .
Let χ be a character of F× . Then we know it can be uniquely decomposed as
χ(x) = χ0(x)|x|u,
where χ0 is a unitary character and u is a real number. By the real part of the character χ we
mean u.
A ﬁnite function on a locally compact abelian group is a continuous function whose translates
span a ﬁnite-dimensional vector space. It is a fact that the ﬁnite functions on F× are the ﬁnite linear
combinations of functions of the form
f (x) = χ(x)(log |x|)n,
where χ is a character and n 0 is an integer.
In the analysis of the integrals J (s,W , φ) and J (s,W ) we will need more precise information
on the behavior of the Whittaker functions on the subgroup An−1(F ) × Kn(F ). Notice that An−1(F )
can be identiﬁed with (F×)n−1. The following proposition of Jacquet and Shalika (Proposition 3 of
Section 4 of [10]) is a basic tool in the analysis of the integrals J (s,W , φ) and provides us with the
necessary information.
Proposition 2.1. (See [10].) Let π be a unitary generic representation of GLr(F ). Given an integer N  0 and
ﬁnite sets C1,C2, . . . ,Cr−1 of characters of F× , we deﬁne
XN =
{
ξ(a1,a2, . . . ,ar−1) =
r−1∏
j=1
χ j(a j)
(
log |a j|
)n j ∣∣∣ χ j ∈ C j,n j (an integer)  0, r−1∑
j=1
n j  N
}
,
the (ﬁnite) set of ﬁnite functions on (F×)r−1 . There are an integer N  0 and ﬁnite sets C1,C2, . . . ,Cr−1 of
characters of F× with positive real parts with the following property: for any W in W(π,ψ) and for each
ξ ∈ XN there is a function φξ in S(F r−1 × Kr) such that:
W (ak) = δ1/2r−1(a)
∑
ξ∈XN
φξ (a1,a2, . . . ,ar−1,k)ξ(a1,a2, . . . ,ar−1) (1)
for a =m(a1,a2, . . . ,ar−1).
2.2. The exterior square L-function
We now deﬁne the exterior square L-function via an integral representation. Let π be an irre-
ducible generic representation of GLm(F ). Let W ∈ W(π,ψ) and φ ∈ S(Fn). In [10] Jacquet and
Shalika give an integral representation for the exterior square L-function L(s,π,∧2), using certain
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unramiﬁed. If m is even, say m = 2n, consider
J (s,W , φ) =
∫
Nn\GLn
∫
Vn\Mn
W
(
σ
(
In X
0 In
)(
g 0
0 g
))
ψ(−Tr X)dXφ(eng)|det g|s dg, (2)
where Mn is the space of n × n matrices, Vn is the subspace of upper triangular matrices in Mn , s is
a complex number and σ is the permutation given by
σ =
(
1 2 · · · n n + 1 n + 2 · · · 2n
1 3 · · · 2n − 1 2 4 · · · 2n
)
.
If m is odd, say m = 2n + 1, consider
J (s,W ) =
∫
Nn\GLn
∫
Vn\Mn
W
(
σ
( In X 0
0 In 0
0 0 1
)( g 0 0
0 g 0
0 0 1
))
ψ(−Tr X)dX |det g|s−1 dg, (3)
where σ is the permutation given by
σ =
(
1 2 · · · n n + 1 n + 2 · · · 2n 2n + 1
1 3 · · · 2n − 1 2 4 · · · 2n 2n + 1
)
.
Proposition 1 of Section 7 and Proposition 3 of Section 9 of [10] give the following.
Proposition 2.2. There exists η > 0 such that the integrals J (s,W , φ) (resp. J (s,W )) converge absolutely for
Re(s) > 1− η.
Also implicit in the constructions of Jacquet and Shalika is
Proposition 2.3. The integrals J (s,W , φ) (resp. J (s,W )) are rational functions in q−s .
It is easy to see from the proof of the above proposition (in [10]) that the integral J (s,W , φ)
(resp. J (s,W )) is the sum of products of entire functions and Tate integrals. The entire functions
also reduce in turn to Tate integrals. This shows that the integrals J (s,W , φ) (resp. J (s,W )) deﬁne
rational functions in q−s (see the discussion after the proof of Theorem 4.3 for more details).
Let g1 =
( g 0
0 g
)
and g2 =
( g1 0
0 1
)
, g ∈ GLn(F ). We have
J
(
s,π(g1)W , R(g)φ
)= |det g|−s J (s,W , φ),
where R denotes the right translation action of GLn(F ) on S(Fn), and
J
(
s,π(g2)W
)= |det g|−s J (s,W ).
This shows that the C-vector space I(π) generated by the integrals J (s,W , φ) (resp. J (s,W )) is a
fractional ideal of C[q−s,qs]. Since C[q−s,qs] is a principal ideal domain, the fractional ideal I(π) is
a principal fractional ideal.
Deﬁnition 2.4. We deﬁne the exterior square L-function L J S (s,π,∧2) as a generator of I(π) such that
L J S (s,π,∧2) = Q (q−s)P (q−s) , with Q (q−s) and P (q−s) relatively prime polynomials in C[q−s] and Q (0) =
P (0) = 1.
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pected. If we assume that this is the case then we can take L J S (s,π,∧2) to have the form 1P (q−s) .
If π is an unramiﬁed representation then Jacquet and Shalika have shown that if the conductor
of ψ is OF , φ is the characteristic function of OF and W is the Whittaker function which is invariant
under Km and takes the value one on Km then J (s,W , φ) (resp. J (s,W )) = L(s,π,∧2) (see Proposi-
tion 2 of Section 7 and Proposition 4 of Section 9 of [10]). It follows that L J S (s,π,∧2) = 1P (q−s) , where
P (q−s) ∈ C[q−s] when π is unramiﬁed, but we still cannot prove that L J S (s,π,∧2) = L(s,π,∧2).
3. Derivatives
We recall the deﬁnitions of the functors Φ+,Φ−,Ψ + and Ψ − and the derivatives introduced by
Bernstein and Zelevinsky in [3] and [14]. We will actually follow Cogdell and Piatetski-Shapiro [4] in
our exposition.
Let Alg(GLn) and Alg(Pn) denote the category of smooth representations of GLn(F ) and Pn(F )
respectively.
1. Let (τ , Vτ ) ∈ Alg(Pn(F )) and let
Vτ (Un,1) =
{
τ (u)v − v ∣∣ v ∈ Vτ , u ∈ Un(F )}.
Then Ψ −(τ ), where Ψ − : Alg(Pn(F )) → Alg(GLn−1(F )) is realized on the space Vτ /Vτ (Un,1) with the
action
Ψ −(τ )(g)
(
v + Vτ (Un,1)
)= |det g|−1/2(τ (g)v + Vτ (Un,1)).
2. Let (σ , Vσ ) ∈ Alg(GLn−1(F )). Then Ψ +(σ ), where Ψ + : Alg(GLn−1(F )) → Alg(Pn(F )) is realized
on the space Vσ such that Un acts trivially and GLn−1 acts by
Ψ +(σ )(g)v = ∣∣det(g)∣∣1/2σ(g)v.
3. Let (τ , Vτ ) ∈ Alg(Pn(F )) and let
Vτ (Un,ψ) =
{
τ (u)v − ψ(u)v ∣∣ v ∈ Vτ , u ∈ Un(F )}.
Then Φ−(τ ), where Φ− : Alg(Pn(F )) → Alg(Pn−1(F )) is realized on the space Vτ /Vτ (Un,ψ) with the
action
Φ−(τ )(p)
(
v + Vτ (Un,ψ)
)= |det p|−1/2(τ (p)v + Vτ (Un,ψ)).
4. Let (σ , Vσ ) ∈ Alg(Pn−1(F )). Then Φ+ : Alg(Pn−1(F )) → Alg(Pn(F )) and
Φ+(σ ) = indPn(F )Pn−1(F )Un(F )
(|det |1/2σ ⊗ ψ),
where ind is non-normalized induction using smooth functions of compact support modulo
Pn−1(F )Un(F ).
If τ is a smooth representation of Pn(F ) then for each k = 1,2, . . . ,n we denote by τ(k) the repre-
sentation (Φ−)(k)(τ ) and by τ (k) the representation Ψ −(Φ−)k−1(τ ). The representation τ (k) is called
the kth derivative of τ . If π is a smooth representation of GLn(F ), we denote by π(k) the kth derivative
of π deﬁned as π(0) = π and π(k) = Ψ −(Φ−)k−1(π |Pn(F )) for k = 1,2, . . . ,n.
We now recall some results on Whittaker models and derivatives from [4].
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π(n−k−1) of Pk+1 has a model
W(π(n−k−1),ψ) =
{
|det g|−(n−k−1)/2W
((
g 0
0 In−k
)) ∣∣∣W ∈ W(π.ψ), g ∈ GLk(F )}.
We call W(π(n−k−1),ψ) the Whittaker model of π(n−k−1) .
Proposition 3.2. (See [4, Proposition 1.4].) Let (π, V ) be a generic representation of GLn(F ) then
Vπ(n−k−1) (Uk+1,1) =
{
|det g|−(n−k−1)/2W
((
g 0
0 In−k
)) ∣∣∣ ∃N > 0
such that if max
i
|gk,i| < q−N then W
((
g 0
0 In−k
))
≡ 0
}
.
We recall the deﬁnition of a stable limit from [4]. If f is a function on Fn\{0} we say
lima→0 f (a) = c in the stable sense if and only if there exists N > 0 such that f (a) = c for
maxi{|ai |} < q−N .
Note that the derivative π(n−k) is the normalized representation of GLk(F ) on Vτ /Vτ (Uk+1,1),
where τ = π(n−k−1) . Let π(n−k)0 be an irreducible subrepresentation of the representation π(n−k) .
We denote by τ0 the inverse image of π
(n−k)
0 in π(n−k−1) , and by W(τ0,ψ) the inverse image of
W(π(n−k)0 ,ψ) in W(π(n−k−1),ψ).
Proposition 3.3. (See [4, Proposition 1.6].) Let π be a generic representation of GLn(F ), and π
(n−k)
0 be an
irreducible subrepresentation of π(n−k) with the central character ω0 . If one deﬁnes τ0 as above, then the
limits
lim
a→0ω
−1
0 (a)|a|−k/2F (aIk)
exist in the stable sense for every F ∈ W(τ0,ψ).
If π is an irreducible square integrable representation, then we know from Theorem 9.3 and
Proposition 9.6 of [14] that the derivatives of π are all either irreducible or zero. Therefore we have
π
(n−k)
0 = π(n−k) and τ0 = π(n−k−1) . In this case the above proposition together with Proposition 3.1
yields the following result (see [12]):
Proposition 3.4. Let π be an irreducible square integrable representation of GLn(F ). Let ωn−k be the central
character of π(n−k) , when π(n−k) = 0. Then the limits
lim
a→0ω
−1
n−k(a)|a|−k(n−k)/2W
((
aIk 0
0 In−k
))
exist in the stable sense for every W ∈ W(π,ψ).
4. Regularity in the even case
We ﬁrst prove the convergence of certain integrals which arise in the proof of the regularity of
L J S (s,π,∧2).
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the integral
F (s,W ) =
∫
An−1
∫
Vn\Mn
W
(
σ
(
In X
0 In
)(
a 0
0 a
))
ψ(−Tr X)dXδ−1n (a)|deta|s da, (4)
converges absolutely for Re(s) > − for some  > 0, where a =m(a1,a2, . . . ,an−1).
Proof. Let s = u + iv and let
F1(u,W ) =
∫
An−1
∫
Vn\Mn
∣∣∣∣W
(
σ
(
In X
0 In
)(
a 0
0 a
))∣∣∣∣dXδ−1n (a)|deta|u da.
To prove the lemma we have to show that the integral F1(u,W ) is convergent in the region u > −
for some  > 0. Jacquet and Shalika [10] have proved that this integral converges for u > 1 −  for
some  > 0. We follow Jacquet and Shalika [10] (Proposition 7.1) to transform the integral F1(u,W ).
Let X → aXa−1, so dX = δ−1n (a)dX . Then the above integral can be written as
F1(u,W ) =
∫
An−1
∫
Vn\Mn
∣∣∣∣W
(
σ
(
a 0
0 a
)(
In X
0 In
))∣∣∣∣dXδ−2n (a)|deta|u da.
Set uX = σ
( In X
0 In
)
σ−1 and b = σ ( a 0
0 a
)
σ−1.
This gives:
F1(u,W ) =
∫
An−1
∫
Vn\Mn
∣∣W (buXσ)∣∣dXδ−2n (a)|deta|u da
=
∫
An−1
∫
Vn\Mn
∣∣R(σ )W (buX )∣∣dXδ−2n (a)|deta|u da.
We now write W for R(σ )W . Hence, it is suﬃcient to show that the following integrals converge for
all W in the region u > − for some  > 0:
∫
An−1
∫
Vn\Mn
∣∣W (buX )∣∣dXδ−2n (a)|deta|u da.
By the Iwasawa decomposition we have
uX = nXtXkX , where nX ∈ N2n(F ), tX ∈ A2n(F ) and kX ∈ K2n(F ).
Hence, the above integral has the form
∫
A
∫
V \M
∣∣W (btXkX )∣∣dXδ−2n (a)|deta|u da.
n−1 n n
162 P.K. Kewat / Journal of Algebra 347 (2011) 153–172Let b = diag(b1,b2, . . . ,b2n) and tX = diag(t1, t2, . . . , t2n). Then we have
b2i−1 = b2i = aiai+1 · · ·an−1 for i = 1,2, . . . ,n − 1 and b2n−1 = b2n = 1.
From Proposition 4 of Section 5 of [10], we have t2n = 1.
Now by Proposition 2.1, we have
W (btXkX ) = δ1/22n−1(btX )
∑
i
φi
(
b1t1
b2t2
, . . . ,
b2n−2t2n−2
b2n−1t2n−1
,b2n−1t2n−1,kX
)
× ξi
(
b1t1
b2t2
,
b2t2
b3t3
, . . . ,
b2n−2t2n−2
b2n−1t2n−1
,b2n−1t2n−1
)
= δ1/22n−1(btX )
∑
i
φi
(
t1
t2
,
a1t2
t3
,
t3
t4
,
a2t4
t5
, . . . ,
an−1t2n−2
t2n−1
, t2n−1,kX
)
× ξi
(
t1
t2
,
a1t2
t3
,
t3
t4
,
a2t4
t5
, . . . ,
an−1t2n−2
t2n−1
, t2n−1
)
.
By the structure of the ﬁnite functions (see Proposition 2.1), we have characters χi, j of F× and natural
numbers mij  0 such that, for each W ∈ W(π,ψ), there are Schwartz–Bruhat functions φi, j on F
such that the above expression can be written as
W (btXkX ) = δ1/22n−1(btX )
∑
i
n∏
j=1
φi,2 j−1
(
t2 j−1
t2 j
) n−1∏
j=1
φi,2 j
(
a jt2 j
t2 j+1
)
φi,2n(kX )
×
n∏
j=1
χi,2 j−1
(
t2 j−1
t2 j
)(
log
∣∣∣∣ t2 j−1t2 j
∣∣∣∣
)mi,2 j−1 n−1∏
j=1
χi,2 j
(
a jt2 j
t2 j+1
)(
log
∣∣∣∣ a jt2 jt2 j+1
∣∣∣∣
)mi,2 j
= δ1/22n−1(btX )
∑
i
n∏
j=1
φi,2 j−1
(
t2 j−1
t2 j
)
χi,2 j−1
(
t2 j−1
t2 j
)(
log
∣∣∣∣ t2 j−1t2 j
∣∣∣∣
)mi,2 j−1
×
n−1∏
j=1
φi,2 j
(
a jt2 j
t2 j+1
)
χi,2 j
(
a jt2 j
t2 j+1
)(
log
∣∣∣∣ a jt2 jt2 j+1
∣∣∣∣
)mi,2 j
φi,2n(kX ).
Therefore, it suﬃces to show that the following integral is ﬁnite:
∫ ∫ n∏
j=1
∣∣∣∣φi,2 j−1
(
t2 j−1
t2 j
)
χi,2 j−1
(
t2 j−1
t2 j
)(
log
∣∣∣∣ t2 j−1t2 j
∣∣∣∣
)mi,2 j−1 ∣∣∣∣
×
n−1∏
j=1
∣∣∣∣φi,2 j
(
a jt2 j
t2 j+1
)
χi,2 j
(
a jt2 j
t2 j+1
)(
log
∣∣∣∣ a jt2 jt2 j+1
∣∣∣∣
)mi,2 j ∣∣∣∣φi,2n(kX )δ1/22n−1(btX )δ−2n (a)|deta|u dX da.
We have
δ
1/2
2n−1(b)δ
−2
n (a)|deta|u =
n−1∏
j=1
|a j| j(u−1).
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forms
∫ ∣∣∣∣∣
n∏
j=1
φi,2 j−1
(
t2 j−1
t2 j
)
μ(tX )
∣∣∣∣∣dX (5)
and
∫ n−1∏
j=1
∣∣φi,2 j(a j)χi,2 j(a j)(log |a j|)mi,2 j ∣∣|a j| j(u−1) da, (6)
where μ is a certain ﬁnite function depending only on u and the absolute values of the diagonal
entries of tX . The ﬁrst integral is convergent for all u ∈ R (see the end of page 205, and also page 191
of [10]) and the second integral is convergent for u > 1 −  for some  > 0 (see Proposition 1, Sec-
tion 7 of [10]). We now show that the second integral is actually convergent for u > − for some
 > 0. Consider the second integral
n−1∏
j=1
∫
a j∈F×, |a j |Y
∣∣φi,2 j(a j)χi,2 j(a j)(log |a j|)mi,2 j ∣∣|a j| j(u−1) d×a j, (7)
where Y depends on W . Whenever φi,2 j(0) = 0, the corresponding factor in the multiple integral is
convergent and so we consider only those factors for which φi,2 j(0) = 0.
We now employ an argument originally used by Kable [12] in the context of the Asai L-function.
Since the representation π is square integrable, from Theorem 9.3 and Proposition 9.6 of [14], the
derivatives of π are all either irreducible or zero. Let ω j be the central character of π( j) , when
π( j) = 0. Then by Section 9 of [14] (and in greater generality from criterion 7.4 of [2]), ω j has positive
real part whenever it is deﬁned.
Now by Proposition 3.4, the limits
lim
a→0ω
−1
2n−k(a)|a|−k(2n−k)/2W
((
aIk 0
0 I2n−k
))
exist in the stable sense for every W ∈ W(π,ψ) and every k such that ω2n−k is deﬁned. Let k = 2 j.
On introducing the coordinates a j , we see that the limits
lim
a j→0
ω−12n−2 j(a j)|a j|− j(2n−2 j)W
(
m(1, . . . ,1, a j︸︷︷︸
2 jth place
,1, . . . ,1)
)
(8)
exist for all W ∈ W(π,ψ), whenever π(2n−2 j) = 0. Now suppose that the pair (i, j) is such that
there is some W ′ ∈ W(π,ψ) with φi,2 j(0) = 0. From [4] we know that the derivative π(2n−2 j)
is the normalized representation of GL2 j on Vπ(2n−2 j−1) /Vπ(2n−2 j−1) (U2 j+1,1), where Vπ(2n−2 j−1) and
Vπ(2n−2 j−1) (U2 j+1,1) are as in Propositions 3.1 and 3.2. Therefore,
π(2n−2 j) = 0 ⇐⇒ Vπ(2n−2 j−1) = Vπ(2n−2 j−1) (U2 j+1,1).
By Proposition 2.1, Eq. (1), we have
W
(
m(b1, . . . ,b2n−1)k
)= δ1/22n−1(m(b1, . . . ,b2n−1))∑
i
φi,2n(k)
2n−1∏
j=1
φi, j(b j)χi, j(b j)
(
log |b j|
)mi, j
.
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model of Vπ(2n−2 j−1) . Since φi,2 j(0) = 0, there does not exist N such that
W ′
(
diag(b1, . . . ,b2 j−1,b2 j,1, . . . ,1)
)≡ 0 for |b2 j| < q−N .
It follows from Propositions 3.1 and 3.2 that whenever φi,2 j(0) = 0 we get π(2n−2 j) = 0. Hence the
limit (8) exists whenever φi,2 j(0) = 0.
Note that we have δ1/22n−1(m(1, . . . ,1, a j︸︷︷︸
2 jth place
,1, . . . ,1)) = |a j| j(2n−2 j−1) .
Since the limit (8) exists for all W ∈ W(π,ψ) and, in particular, exists for the translates of W ′
by the elements of A2n−1, we conclude, after appealing to the linear independence of characters, that
the character ω−12n−2 j(a j)|a j |− jχi,2 j(a j) has non-negative real part. Thus the factors in (7) such that
φi,2 j(0) = 0 are dominated by integrals of the form∫
a j∈F×, |a j |Y
∣∣ω2n−2 j(a j)∣∣|a j| ju d×a j.
The integral is convergent for u > −Re(ω2n−2 j)/ j. Since ω2n−2 j has positive real part, this proves the
lemma. 
From the proof of the lemma above we are also able to extract the following information. Analyz-
ing the integral F (s,W ) (instead of F1(u,W )) we are once again led to the integrals of the form (see
Eqs. (5) and (6))
∫ n∏
j=1
φi,2 j−1
(
t2 j−1
t2 j
)
μ(tX )ψ(nX )ψ(−Tr X)dX (9)
and
∫ n−1∏
j=1
φi,2 j(a j)χi,2 j(a j)
(
log |a j|
)mi,2 j |a j| j(s−1) da. (10)
It can be checked that the ﬁrst of these integrals also reduces to a Tate integral while the second is
already of that form.
We now recall the deﬁnition of a Shalika functional. Let (π, V ) be an admissible irreducible rep-
resentation of GL2n(F ). A linear form l on V is said to be a Shalika functional if
l
(
π(r)W
)= ψ(Tr X1)l(W ),
for all r = ( In X10 In )( g1 00 g1 ), X1 ∈ Mn(F ) and g1 ∈ GLn(F ).
Lemma 4.2. Let π be a smooth, irreducible, square integrable representation of GL2n(F ) with trivial central
character. For W ∈ W(π,ψ), the integral
l(W ) =
∫
ZnNn\GLn
∫
Vn\Mn
W
(
σ
(
In X
0 In
)(
g 0
0 g
))
ψ(−Tr X)dX dg (11)
converges absolutely and deﬁnes a Shalika functional for π .
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l(W ) =
∫
An−1
∫
Kn
∫
Vn\Mn
W
(
σ
(
In X
0 In
)(
a 0
0 a
)(
k 0
0 k
))
ψ(−Tr X)dXδ−1n (a)dkda,
where a =m(a1,a2, . . . ,an−1).
Let H be an open compact subgroup of Kn under which W is right invariant. Let k1,k2, . . . ,kr ∈ Kn
be the representatives of the cosets in Kn/H , and set W j = R(k j)W . Then using (4), we obtain the
following expression for the above integral:
l(W ) = CH
r∑
j=1
F (0,W j),
where CH > 0, depends on the normalization of the measure and the choice of H . The convergence
of the integral l(W ) now follows from Lemma 4.1. Direct computations show that l is a Shalika func-
tional. 
Theorem 4.3. Let π be a smooth, irreducible, square integrable representation of GL2n(F ). Then the function
L J S (s,π,∧2) is regular in the region Re(s) > 0. It has a pole at s = 0 if and only if the central character wπ is
trivial and there is some W ∈ W(π,ψ) such that the integral l(W ) = 0.
Proof. The function L J S (s,π,∧2) has a pole at s = s0 if and only if at least one of the functions
J (s,W , φ) does. Therefore to prove the theorem it is suﬃcient to prove that the functions J (s,W , φ)
are regular in the region Re(s) > 0 and have a pole at s = 0 if and only if wπ is trivial and there is
some W ∈ W(π,ψ) such that l(W ) = 0. We have
J (s,W , φ) =
∫
Nn\GLn
∫
Vn\Mn
W
(
σ
(
In X
0 In
)(
g 0
0 g
))
ψ(−Tr X)dXφ(en g)|det g|s dg.
By the Iwasawa decomposition, we get
J (s,W , φ) =
∫
Zn
∫
An−1
∫
Kn
∫
Vn\Mn
ωπ(z¯)W
(
σ
(
In X
0 In
)(
a 0
0 a
)(
k 0
0 k
))
× ψ(−Tr X)dXδ−1n (a)φ(enzk)|z|ns|deta|s dkdadz,
where z¯ = ( z 0
0 z
)
and a =m(a1,a2, . . . ,an−1).
Let H be an open compact subgroup of Kn under which both φ and W are right invari-
ant. Let k1,k2, . . . ,kr ∈ Kn be the representatives of the cosets in Kn/H , and set φ j = R(k j)φ and
W j = R(k j)W . Then, we obtain the following expression for the above integral:
J (s,W , φ) = CH
r∑
j=1
F (s,W j)
∫
Zn
φ j(enz)ωπ (z¯)|z|ns dz, (12)
where CH > 0, depends on the normalization of the measure and the choice of H .
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T (s, φ) =
∫
Zn
φ(enz)ωπ (z¯)|z|ns dz.
This is the Tate integral which converges and is hence regular in the region Re(s) > 0 and which
extends meromorphically to the whole complex plane. In fact, it is a rational function in q−s . This
family of Tate integrals has a pole at s = 0 if and only if ωπ is trivial. When this is the case, we have
lim
s→0
(
1− q−s)T (s, φ) = Cφ(0), (13)
where C is a non-zero constant.
Combining the above observations with Lemma 4.1 proves that the function J (s,W , φ) is regular
in the region Re(s) > 0, and that it is regular at s = 0, if ωπ is nontrivial. If ωπ is trivial then, by
inserting (13) into the expression (12) and recombining the terms, we have
lim
s→0
(
1− q−s) J (s,W , φ) = Cφ(0)l(W ).
If the integral l(W ) is non-zero then J (s,W , φ) has a pole at s = 0. The converse also easily follows
from the above expression and (13). This completes the proof of the theorem. 
Using (12) and the remarks we have made just before Lemma 4.2 (see Eqs. (9) and (10)) we see
that J (s,W , φ) is a rational function of q−s as asserted in Proposition 2.3.
We recall that the functional l (see (11)) gives a Shalika functional for π . Hence we obtain the
following corollary.
Corollary 4.4. Let π be a smooth, irreducible, square integrable representation of GL2n(F ). If the function
L J S (s,π,∧2) has a pole at s = 0 then π has a non-zero Shalika functional.
Note that the above corollary and its converse are known for the Langlands–Shahidi L-function
LSh(s,π,∧2) for an irreducible supercuspidal representation π of GL2n(F ) (see [11]).
We now prove Theorem Q which we state as
Corollary 4.5. Let π be a smooth, irreducible, square integrable representation of GL2n(F ). If L J S (s,π,∧2)
has a pole at s = 0 then π  π˜ .
Proof. By Corollary 4.4, π has a non-zero Shalika functional. Jacquet and Rallis have proved that if
π has a non-zero Shalika functional then π  π˜ (see Proposition 6.1 of [9]). This proves our corol-
lary. 
Theorem 4.6. Let π be a tempered representation of GL2n(F ). Then the L-function L J S (s,π,∧2) is regular in
the region Re(s) > 0.
Proof. From [8] we can write
π = Ind(σ1,σ2, . . . , σr),
where σi are the irreducible square integrable representations. If π is a generic representa-
tion parabolically induced from the quasi-square integrable representations σi then Cogdell and
P.K. Kewat / Journal of Algebra 347 (2011) 153–172 167Piatetski-Shapiro in [5] have shown that L J S (s,π,∧2) can be expressed in terms of the L-functions
of σi . Since every tempered representation is generic, from [5] we can write
L J S
(
s,π,∧2)=∏
i
L J S
(
s,σi,∧2
)∏
i< j
L(s,σi × σ j), (14)
where L(s, σi × σ j) is the Rankin–Selberg L-function of σi × σ j . From Proposition 8.3 of [7] we know
that the L-functions L(s, σi ×σ j) are regular in the region Re(s) > 0. Combining this with Theorem 4.3
we get the theorem. 
5. Non-vanishing of the local L-function in the even case
We now prove the following proposition about the non-vanishing of the integrals J (s,W , φ) for
an irreducible square integrable representation π .
Proposition 5.1. Letπ be a smooth, irreducible, square integrable representation of GL2n(F ). For s in the region
Re(s) > 0 there exist φs ∈ S(Fn) and Ws ∈ W(π,ψ) such that:
J (s,Ws, φs) = 0.
Note that Jacquet and Shalika have proved this proposition when s = 1. We ﬁrst prove the con-
vergence of certain auxiliary integrals which arise in the proof of the non-vanishing of the integrals
J (s,W , φ). Let
Xk,n =
⎛
⎜⎝
Ik 0 X 0
0 In−k 0 0
0 0 Ik 0
0 0 0 In−k
⎞
⎟⎠ , Gk,n =
⎛
⎜⎝
g 0 0 0
0 In−k 0 0
0 0 g 0
0 0 0 In−k
⎞
⎟⎠
and
Yk,n =
⎛
⎜⎜⎜⎜⎜⎝
Ik 0 0 0 0 0
0 1 0 Y 0 0
0 0 In−k−1 0 0 0
0 0 0 Ik 0 0
0 0 0 0 1 0
0 0 0 0 0 In−k−1
⎞
⎟⎟⎟⎟⎟⎠ , (15)
where X ∈ Vk(F ) \ Mk(F ), g ∈ GLk(F ) and Y ∈ Fk .
Lemma 5.2. Let π be a smooth, irreducible, square integrable representation of GL2n(F ). For 0  k  n − 1
and W ∈ W(π,ψ), the integral
Ik(W ) =
∫
Nk\GLk
∫
Vk+1\Mk+1
W (σ Xk+1,nGk,n)ψ(−Tr X)dX |det g|2(k−n)+s+1 dg (16)
converges for Re(s) 0.
Proof. The proof of the convergence of the integrals Ik(W ) is the same as the proof of the conver-
gence of the integrals J (s,W , φ) in Theorem 4.3. By using the Iwasawa decomposition of GLk(F ) and
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reduced to proving that the following integral
∫
Ak
∫
Vk+1\Mk+1
∣∣∣∣∣∣∣W
⎛
⎜⎝σ
⎛
⎜⎝
a′ 0 0 0
0 In−k−1 0 0
0 0 a′ 0
0 0 0 In−k−1
⎞
⎟⎠ Xk+1,n
⎞
⎟⎠
∣∣∣∣∣∣∣ dXδ
−1
k (a)δ
−1
k+1
(
a′
)|deta|2(k−n)+u+1 da
is convergent for u  0, where u = Re(s), a′ = ( a 0
0 1
)
and a = diag(a1a2 · · ·ak,a2 · · ·ak, . . . ,ak).
Set
uX = σ Xk+1,nσ−1 and b = σ
⎛
⎜⎝
a′ 0 0 0
0 In−k−1 0 0
0 0 a′ 0
0 0 0 In−k−1
⎞
⎟⎠σ−1.
By making use of the Iwasawa decomposition, uX = nXtXkX , where nX ∈ N2n(F ), tX ∈ A2n(F ) and
kX ∈ K2n(F ) we are reduced to proving that the integral∫
Ak
∫
Vk+1\Mk+1
∣∣W (btXkX )∣∣dXδ−1k (a)δ−1k+1(a′)|deta|2(k−n)+u+1 da
is convergent for u  0.
By Proposition 2.1, it suﬃces to show that the following integral is ﬁnite:
∫ ∫ n∏
j=1
∣∣∣∣φi,2 j−1
(
t2 j−1
t2 j
)
χi,2 j−1
(
t2 j−1
t2 j
)(
log
∣∣∣∣ t2 j−1t2 j
∣∣∣∣
)mi,2 j−1 ∣∣∣∣
×
n−1∏
j=1
∣∣∣∣φi,2 j
(
a jt2 j
t2 j+1
)
χi,2 j
(
a jt2 j
t2 j+1
)(
log
∣∣∣∣ a jt2 jt2 j+1
∣∣∣∣
)mi,2 j ∣∣∣∣
× φi,2n(kX )δ1/22n−1(btX )δ−1k (a)δ−1k+1
(
a′
)|deta|2(k−n)+u+1 dX da,
where a j = 1 for j > k, and φi, j,χi, j and mi, j are as in Lemma 4.1.
We have
δ
1/2
2n−1(b)δ
−1
k (a)δ
−1
k+1
(
a′
)|deta|2(k−n)+u+1 = k∏
j=1
|a j| j(u−1).
Let a j → t2 j+1t2 j a j for j  k. We ﬁnd that the above integral is the sum of products of two integrals
having the forms
∫ ∣∣∣∣∣
n∏
j=1
φi,2 j−1
(
t2 j−1
t2 j
) n−1∏
j=k+1
φi,2 j
(
t2 j
t2 j+1
)
μ(tX )
∣∣∣∣∣dX
and
∫ k∏
j=1
∣∣φi,2 j(a j)χi,2 j(a j)(log |a j|)mi,2 j ∣∣|a j| j(u−1) da.
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tion 3.4 we can show that the second integral is convergent for u  0. This completes the proof of
the lemma. 
We will also need the following:
Lemma 5.3.
Ik(W ) =
∫
Nk\GLk
∫
Vk\Mk
∫
Fk
W (σ Xk,nGk,nYk,n)dYψ(−Tr X)dX |det g|2(k−n)+s dg.
Proof. We have
Vk+1 \ Mk+1  Vk \ Mk × Fk.
In the deﬁnition of Ik(W ) we replace the matrix Xk+1,n by the following matrix:⎛
⎜⎜⎜⎜⎜⎝
Ik 0 0 X 0 0
0 1 0 Y 0 0
0 0 In−k−1 0 0 0
0 0 0 Ik 0 0
0 0 0 0 1 0
0 0 0 0 0 In−k−1
⎞
⎟⎟⎟⎟⎟⎠ .
The integration is now taken over X ∈ Vk \ Mk and Y ∈ Fk . Let Y → Y g−1 to obtain the lemma. 
Lemma 5.4. Let π be a smooth, irreducible, square integrable representation of GL2n(F ). For 0  k  n − 1
and W ∈ W(π,ψ), the integral
I1k (W ) =
∫
Nk\GLk
∫
Vk\Mk
W (σ Xk,nGk,n)ψ(−Tr X)dX |det g|2(k−n)+s dg (17)
is convergent for Re(s) 0.
Proof. Apply Fubini’s theorem to the integral in Lemma 5.3. 
We now give a proof of Proposition 5.1.
Proof of Proposition 5.1. We follow the arguments of Proposition 3 of Section 7 of [10] (where the
case s = 1 is treated) but making the necessary changes. Assume to the contrary that J (s,W , φ) = 0
for all choices of W and φ. Then we get∫
Nn\GLn
∫
Vn\Mn
W (σ Xn,nGn,n)ψ(−Tr X)dXφ(eng)|det g|s dg = 0, (18)
for all W and φ. We can choose for φ a function whose support is contained in the orbit of en under
GLn(F ), i.e., φ(0) = 0. Then g → φ(eng) is arbitrary among the functions invariant on the left under
the subgroup Pn(F ) of compact support modulo that subgroup. It follows that∫
N \GL
∫
V \M
W (σ Xn,nGn−1,n)ψ(−Tr X)dX |det g|s−1 dg = 0, (19)
n−1 n−1 n n
170 P.K. Kewat / Journal of Algebra 347 (2011) 153–172for all W . Our goal will be to show (by descending induction on k) that the integral Ik(W ) (see
(14)) is zero for all W ∈ W(π,ψ). Notice that we have just established that In−1(W ) = 0 for all
W ∈ W(π,ψ). Assuming that we have carried out our inductive argument we can thus establish that
I0(W ) = 0 for all W ∈ W(π,ψ). But this means that W (σ ) = 0 for all W ∈ W(π,ψ), which is a
contradiction. Thus it remains to show that if Ik(W ) = 0 for all W ∈ W(π,ψ), then Ik−1(W ) = 0 for
all W ∈ W(π,ψ).
Let Ik(W ) = 0 for all W ∈ W(π,ψ). By Lemma 5.3, it follows that the following integral∫
Nk\GLk
∫
Vk\Mk
∫
Fk
W (σ Xk,nGk,nYk,n)dYψ(−Tr X)dX |det g|2(k−n)+s dg
is zero for all W ∈ W(π,ψ). We substitute W1 for W above, where W1 is deﬁned by:
W1(g) =
∫
Fk
W
⎛
⎜⎜⎜⎜⎜⎝g
⎛
⎜⎜⎜⎜⎜⎝
Ik 0 0 0 0 0
0 1 0 0 0 0
0 0 In−k−1 0 0 0
0 0 0 Ik u 0
0 0 0 0 1 0
0 0 0 0 0 In−k−1
⎞
⎟⎟⎟⎟⎟⎠
⎞
⎟⎟⎟⎟⎟⎠φ(u)du,
where φ ∈ S(Fk). Then proceeding as in Proposition 3 of Section 7 of [10], we see that
∫
Nk\GLk
∫
Vk\Mk
∫
Fk
W (σ Xk,nGk,nYk,n)φˆ(Y )dYψ(−Tr X)dX |det g|2(k−n)+s dg = 0,
for all W ∈ W(π,ψ), where φˆ is the Fourier transform of φ. This can be rewritten as
∫
Fk
I1k
(
π(Yk,n)(W )
)
φˆ(Y )dY = 0,
for all W ∈ W(π,ψ) and φ ∈ S(Fk).
It follows (using Lemma 5.4) that I1k (W ) = 0 for all W ∈ W(π,ψ). We substitute W2 for W above,
where W2 is deﬁned by:
W2(g) =
∫
Fk
W
⎛
⎜⎜⎜⎜⎜⎝g
⎛
⎜⎜⎜⎜⎜⎝
Ik 0 0 0 0 0
0 In−k−1 0 0 0 0
0 0 1 0 0 0
0 0 u Ik 0 0
0 0 0 0 In−k−1 0
0 0 0 0 0 1
⎞
⎟⎟⎟⎟⎟⎠
⎞
⎟⎟⎟⎟⎟⎠φ(u)du,
where φ ∈ S(Fk). Again proceeding as in Proposition 3 of Section 7 of [10], we see that
∫
Nk\GLk
∫
Vk\Mk
W (σ Xk,nGk,n)ψ(−Tr X)dXφˆ(ek g)|det g|2(k−n)+s dg = 0,
for all W ∈ W(π,ψ), where φˆ is the Fourier transform of φ.
P.K. Kewat / Journal of Algebra 347 (2011) 153–172 171Arguing as in the reduction from the expression (18) to the expression (19), we have that∫
Nk−1\GLk−1
∫
Vk\Mk
W (σ Xk,nGk−1,n)ψ(−Tr X)dX |det g|2(k−n)+s−1 dg
is zero for all W ∈ W(π,ψ). However, this integral is precisely the integral Ik−1 and we are done. 
Theorem 5.5. Let π be a smooth, irreducible, square integrable representation of GL2n(F ) then the function
L J S (s,π,∧2) is non-vanishing in the region Re(s) > 0.
Proof. For any W ∈ W(π,ψ) and φ ∈ S(Fn) we have
J (s,W , φ) = L J S
(
s,π,∧2)P(q−s),
for some polynomial P (X) in C[X]. Fix s0 in the region Re(s) > 0. Now choose φs0 and Ws0 as in
Proposition 5.1 and we see that L J S (s0,π,∧2) = 0. Since s0 was arbitrary we are done. 
Remark 5.6. It follows from the expression (14) that the above theorem also holds for tempered
representations.
6. The odd case
Theorem 6.1. Let π be a smooth, irreducible, square integrable representation of GL2n+1(F ) then the function
L J S (s,π,∧2) is regular in the region Re(s) 0.
Proof. The proof is similar to the proof in the even case. It is suﬃcient to prove that the functions
J (s,W ) are regular in the region Re(s) 0. By the Iwasawa decomposition and proceeding as in the
proof of the even case, it is suﬃcient to prove that the integrals
F (u,W ) =
∫
An
∫
Vn\Mn
∣∣∣∣∣W
(
σ
( In X 0
0 In 0
0 0 1
)(a 0 0
0 a 0
0 0 1
))∣∣∣∣∣ dXδ−1n (a)|deta|u−1 da
converge in the region u > − for some  > 0, where u = Re(s). The proof of the convergence of
these integrals is similar to the proof in Lemma 4.1. 
Combining Theorems 4.3 and 6.1 we obtain the assertion of regularity in Theorem M. We have the
following analogue of Proposition 5.1:
Proposition 6.2. Let π be a smooth, irreducible, square integrable representation of GL2n+1(F ). For s in the
region Re(s) 0 there exist Ws ∈ W(π,ψ) such that J (s,Ws) = 0.
Proof. We proceed as in [10] (Proposition 5 of Section 9). We only have to prove the convergence of
the following integrals∫
Nk\GLk
∫
Vk+1\Mk+1
W
(
σ
(
Xk+1,n 0
0 1
)(
Gk,n 0
0 1
))
ψ(−Tr X)dX |det g|2(k−n)+s dg
in the region Re(s) 0 (see (15) for the notation). The proof of the convergence of these integrals is
the same as in Lemma 5.2. 
172 P.K. Kewat / Journal of Algebra 347 (2011) 153–172As in the even case, Proposition 6.2 shows that the exterior square L-function L J S (s,π,∧2) does
not vanish in the region Re(s) 0.
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