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Systematic methods are given for simplification of the normal form of a per-
turbed dynamical system near a rest point. It then becomes easy to write down an
unfolding of the dynamical system which can be rigorously justified as a universal
unfolding with respect to asymptotic equivalence. These unfoldings always have
finite codimension. They are both weaker and stronger than topological unfoldings:
they may fail to be universal unfoldings in the topological sense because of behavior
which escapes detection by asymptotic methods, and they also may distinguish
asymptotic behaviors that are topologically equivalent. The method is illustrated by
computing an unfolding of codimension 14, as well as some standard examples of
codimension 2 and 3.  1998 Academic Press
1. INTRODUCTION
This paper may be regarded either as a contribution to normal form
theory or to unfolding theory. In normal form theory, we give a systematic
method for simplifying the normal form constructed in [2] for perturba-
tions of a dynamical system in a neighborhood of a nonsemisimple rest
point. These simplifications are already calculated in [2] in a few special
cases by ad hoc methods. We show that these methods are not adequate
when the linearized system has Jordan blocks of different sizes with the same
eigenvalue, and we provide a systematic approach based on ‘‘normalizing
beyond the normal form’’ using ‘‘secondary shifts’’ to produce what we call
the ‘‘Special Normal Form.’’ (Names of specific normal forms will be
capitalized to emphasize that they are technical terms, not descriptive
phrases.)
Loosely speaking, to ‘‘unfold’’ a system of differential equations is to add
parameters to the system, with the intention of accounting for the behavior
of all possible systems close to the original one. Engineers typically unfold
a system by adding damping terms, detuning parameters, and other factors
motivated by experience and physical reasoning. Mathematicians have
defined the technical notion of miniversal unfolding with respect to topological
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equivalence, but this notion has proven difficult to work with. (Many
systems turn out to have ‘‘infinite codimension’’ with respect to this notion
of unfolding, that is, they cannot be unfolded with finitely many parameters.)
We propose a notion of ‘‘asymptotic unfolding’’ under which all systems
have unfoldings of finite codimension which can be computed in an algo-
rithmic way. The asymptotic unfolding is deduced from the Special Normal
Form mentioned above, and generically has the same codimension as the
Arnol’d unfolding of the matrix of the linearized system (although the
unfolding parameters do not always appear in the same position as in the
Arnol’d unfolding). Roughly speaking, an asymptotic unfolding exhibits all
behavior which can be detected in perturbations of the original system by
means of asymptotic calculations up to a given degree. Thus such an
unfolding is exactly what is called for when the unfolded problem is going
to be studied by such asymptotic methods. Such an unfolding will not
necessarily exhibit behaviors whose discovery falls under the heading of
‘‘asymptotics beyond all orders,’’ and so will not identify all behaviors up
to topological equivalence. (However it is possible that the issues dealt with
here will eventually prove useful in stronger unfolding theories as well.)
A result familiar to readers of [7] or [3] is that the TakensBogdanov
system
_x*y* &=_
0
0
1
0&_
x
y&+_
0
:x2+;xy& (1.1)
has for its unfolding (provided :{0) the system
_x*y* &=_
0
+1&+_
0
0
1
+2&_
x
y&+_
0
:x2+;xy& . (1.2)
It is pointed out in [2] that the unfolding (1.2) may be obtained in a formal
way from (1.1) by a normal form calculation together with an additional
ad hoc step. Although this example does not contain any of the difficulties
that must be overcome in the general case, it will serve to illustrate the
approach we are taking. The following calculation is essentially taken from
[2], but is expressed using terminology suitable for the general case. After
presenting the calculation in a formal way, we will discuss the sense in
which the result may be justified as an unfolding in a precise asymptotic
sense.
We begin by considering a system to be ‘‘close’’ to (1.1) if it is a pertur-
bation of (1.1), obtained by adding terms multiplied by a perturbation
parameter =. We suppress (temporarily) any higher powers of = which may
arise during the calculation, any powers of x or y greater than the first if
they are multiplied by =, and any terms in x or y of degree greater than two
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(even if not multiplied by =); this suppression is indicated by writing $ in
place of =. (Suppression of terms at this order in = and degree in x and
y is only temporary, in order to carry out the main steps in the calculation
without confusion. An important feature of the argument is that what is
discovered at this level almost completely reveals what will be discovered
when the calculations are carried to higher orders and degrees.) Thus, we
begin with the following ‘‘arbitrary perturbation’’ of (1.1):
_x*y* &$_
0
0
1
0&_
x
y&+_
0
:x2+;xy&+= {_
p
q&+_
a
c
b
d&_
x
y&= . (1.3)
Our first goal is to reduce the number of arbitrary parameters p, q, a, b, c, d
from six to two (in the generic case) or three (in all cases). We will do this
by performing a series of coordinate changes, which in each case will be
written as a change from (x, y) to (x , y ) followed by ‘‘deleting the bars.’’
The first such change is
y=y +=k,
with x unchanged; we call this transformation a primary shift, and it carries
(1.3) into the following form (after deleting the bar):
_x*y* &$_
0
0
1
0&_
x
y&+_
0
:x2+;xy&+= {_
p+k
q &+_
a
c
b
d+k;&_
x
y&= .
Choosing k=&p removes p from the constant term. Renaming d+k; as
d yields the 5-parameter expression
_x*y* &$_
0
0
1
0&_
x
y&+_
0
:x2+;xy&+= {_
0
q&+_
a
c
b
d&_
x
y&= .
Next, a linear transformation
_xy&=(I+=S) _
x
y &
can be found (by the proper choice of S ) which reduces the system further
to the three-parameter form
_x*y* &$_
0
0
1
0&_
x
y&+_
0
:x2+;xy&+= {_
0
q&+_
0
c
0
d&_
x
y&= , (1.4)
where c and d are, in general, changed from their original values. (We will
not digress at this point to explain how S is chosen, but familiar normal-
form techniques are used. These will be reviewed in Section 3.) The last
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transformation does not fit into a normal-form framework, but instead is
an example of ‘‘normalization beyond the normal form.’’ We call it a
secondary shift:
x=x +=h
carries (1.4) into
_x*y* &$_
0
0
1
0&_
x
y&+_
0
:x2+;xy&+= {_
0
q&+_
0
c+2:h
0
d+;h&_
x
y&= .
(1.5)
Observe that unlike the primary shift, the secondary shift has no effect on
the constant term of the perturbation. It would have been useless to
incorporate this shift into the first step, where our goal was to simplify the
constant term. But now the secondary shift is useful. It has the effect of
‘‘injecting’’ the quantities 2:h and ;h into the bottom row of the matrix for
the perturbed linear terms, without disrupting the simplification of this
matrix that has already been achieved (that is, the a and b entries are still
zero). It remains to choose h, which we do in one of the following ways:
if :{0, choosing h=&c2: eliminates the parameter c; if ;{0, choosing
h=&:; eliminates the parameter d ; if both : and ; are nonzero we can
choose between eliminating c and d ; if both : and ; are zero the secondary
shift has no effect and we must retain both c and d.
Let us now assume that :{0; this is a generic condition on the unper-
turbed quadratic term. In this case we can eliminate c (and once again
modify d ), and the resulting system can be rearranged as
_x*y* &$_
0
=q&+_
0
0
1
=d&_
x
y&+_
0
:x2+;y2& . (1.6)
From here we pass at once to (1.2) by setting +1==q, +2==d. On the other
hand, if ;{0 we can achieve instead the unfolding
_x*y* &=_
0
+1&+_
0
+2
1
0&_
x
y&+_
0
:x2+;xy& , (1.7)
or (if we wish to permit arbitrary : and ; with no condition imposed) we
must accept the codimension three unfolding given by
_x*y* &=_
0
+1&+_
0
+2
1
+3&_
x
y&+_
0
:x2+;xy& . (1.8)
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But are these ‘‘unfoldings’’ truly unfoldings in some proper sense of that
word? In other words, do these calculations (by themselves or with minor
additions) provide proof that (1.2) exhibits all ‘‘behavior’’ possible (up
to some equivalence relation) for systems close to (1.1) when :{0? To
answer this question we will first define what we call an (i, j )-asymptotic
unfolding of an internal family of dynamical systems, and discuss the
definition. Then we will show that if :{0, (1.2) is a (2, j )-asymptotic
unfolding of (1.1) for all integers j. Finally we will show how (1.2) can be
modified to obtain (i, j )-asymptotic unfoldings for any i and j.
The definition of an asymptotic unfolding is based on several easy
preliminary definitions. In the following, all functions are infinitely differen-
tiable in all variables. An internal family of dynamical systems with internal
parameter : is a family of systems
x* =f (x, :) (1.9)
with x # Rn, depending on a vector parameter : which ranges over an open
set U in Rm, such that f (0, :)=0 (each system in the family has a rest point
at the origin). (System (1.1) is of this form, with (x, y) renamed as x # R2
and (:, ;) as :=(:1 , :2) # R2 ; the set U is :1{0.) An external family for
(1.9) is a larger family of systems
x* =F(x, :, +) (1.10)
defined for + in a neighborhood of the origin in R p, such that F(x, :, 0)=
f (x, :). (The systems with +{0 are not required to have a rest point at the
origin.) A perturbation of a system from the internal family (1.9) consists of
a choice of :0 # U and a one-parameter family of systems
x* = f (x, :0 , =)= f (x, :0)+=g(x, =) (1.11)
defined for = near zero in R, such that f (x, :0 , 0)= f (x, :0). An admissible
transformation is a change of variables from x to x , defined by
x=u(x , =) (1.12)
such that u(x , 0)=x . The result of applying (1.12) to (1.10) is denoted
x* =f (x , :0 , =),
but we will commonly delete the bar on x (but not on f ) and write this
system as
x* =f (x, :0 , =). (1.13)
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The (i, j )-jet of a system such as (1.11) or (1.13) is its Taylor expansion in
x and =, truncated at degree i (in x) and order j (in =).
We are now in a position to give the following main definition.
Definition. The external family (1.10) is an (i, j )-asymptotic unfolding
of the internal family (1.9) provided that for every perturbation (1.11) of a
system from the internal family there exist functions :(=) and +(=) and an
admissible transformation (1.12), such that :(0)=:0 , +(0)=0, and the
transformed perturbation (1.13) has the same (i, j )-jet as
x* =F(x, :(=), +(=)). (1.14)
In other words, up to admissible transformations and up to (i, j )-jets,
every perturbation of a system in the internal family can be ‘‘realized’’ by
varying : and + in the external family.
In order to justify applying the term ‘‘unfolding,’’ it remains to show that
there is an equivalence relation such that, up to this equivalence, an
asymptotic unfolding exhibits ‘‘all possible behavior’’ of any perturbation of
the original system. The appropriate equivalence relation for the case of
(i, j )-asymptotic unfoldings will be called (i, j )-equivalence, and its defini-
tion requires several steps. In the following discussion we will consider two
systems containing a small parameter, x* =f (x, =) and y* = g(x, =), which
will be referred to simply as f and g. Our goal is to define the notion ‘‘f is
(i, j )-equivalent to g,’’ which will be denoted ftg.
First we define what we mean by a local dynamical property (abbreviated
LDP) of f. The definition consists of two parts, the ‘‘local’’ part and the
‘‘dynamical’’ part. The ‘‘local’’ part requires that an LDP refers only to
‘‘sufficiently small’’ values of = and ‘‘sufficiently small’’ x. One technical way
of stating this is that an LDP is a property of germs of dynamical systems,
where the germ is taken both in respect to x and =. Another way to say the
same thing is that when expressed in complete formality, the statement of
an LDP must begin as follows: there exists =0>0 and r>0 such that for
0=<=0 and for &x&<r, so-and-so is true. (It is permissible, and in fact
it is the most common case, to have 0<=<=0 instead of 0=<=0 . To see
this, notice that the ‘‘so-and-so’’ clause could begin ‘‘if =>0 then...’’.) The
second part of the definition of an LDP is that the property in question
must be ‘‘dynamical.’’ Usually a dynamical property is considered to be one
that is invariant under homeomorphisms, but for our purposes we can impose
a stronger requirement: an LDP must be invariant under admissible trans-
formations in the sense of (1.12), that is, near-identity diffeomorphisms.
A simple example of an LDP is the property that ‘‘there exists a stable limit
cycle which bifurcates from the origin for =>0.’’ This example of an LDP
is one that is invariant under homeomorphisms, but we could also consider
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the property that there exists a stable limit cycle that is approached at a
rate of order =2, for instance, since the order in = of a rate of change is
preserved by admissible transformations.
Next we define what it means for a system f (of the form x* =f (x, =)) to
possess property P (understood to be an LDP) in an (i, j )-determined
manner. This means that f possesses the property P, and furthermore every
system g having the same (i, j )-jet as f also possesses the property P.
Another way to say this is that the fact that f possesses the property P can
be determined solely from a knowledge of the (i, j )-jet of f. Warning: it is
not enough to check that the truncation of f at its (i, j )-jet possesses the
property P. (If this much has been shown, it is also necessary to show that
the property cannot be disrupted by the addition of any smooth function
whose (i, j )-jet is zero. That this can be rather tricky is shown by the
example of k-hyperbolicity theory, in Section 5 of [5].) The most common
situation in which a system f possesses a property P in an (i, j )-determined
manner is when there is a theorem stating that certain quantities s1 , ..., sk
can be computed from the coefficients of the (i, j )-jet, and that if these
quantities have specified signs then f has property P. (The Hopf bifurcation
theorem, for example, has this form.) Typically, if some of the quantities si
vanish, then f may or may not have property P, but will not have property
P in an (i, j )-determined manner.
An important remark is that if f possesses property P in an (i, j )-deter-
mined manner, then so does f , where f is obtained from f by an admissible
transformation of form (1.12). Notice that f does not (in general) have the
same (i, j )-jet as f, so this remark is not entirely trivial. It is true because
(i) under an admissible transformation, any jet of the transformed system
is determined by the same jet of the original system, and (ii) the inverse of
an admissible transformation is admissible. Using these facts, the proof is
as follows. Let h be any system having the same (i, j )-jet as f ; we need to
prove that h has property P. Apply the inverse of (1.12) to h to obtain a
system h. By (i), h will have the same (i, j )-jet as f, and will then have
property P. But then h will have property P because LDPs are preserved
by admissible transformations.
Now we are ready to define our (i, j )-equivalence relation ftg. The
definition is that ftg if every LDP possessed by f in an (i, j )-determined
manner is also possessed by g in an (i, j )-determined manner, and vice
versa. It is clear that this is an equivalence relation (reflexive, symmetric,
and transitive). One more fact about t is important: it is invariant under
admissible transformation. That is, if ftg, and if f and g are obtained from
f and g by applying (1.12), then f tg . This is an immediate corollary of the
remark in the previous paragraph.
Finally, putting together all of the above definitions and remarks, we
have the following theorem.
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Theorem. If (1.10) is an (i, j )-asymptotic unfolding of (1.9), then for
every perturbation (1.11) of (1.10) there exist functions :(=) and +(=) such
that (1.11) and (1.14) are (i, j )-equivalent.
Thus we may say (speaking somewhat loosely) that an asymptotic unfolding
(1.10) exhibits all possible properties of systems close to (1.9), in so far as
these properties can be determined by asymptotic calculations up to degree i
and order j. Such an unfolding is both stronger and weaker than an unfolding
up to topological equivalence: stronger because asyptotic rate conditions
(which are not preserved by topological equivalence) are contained in the
unfolding, weaker because behavior that can only be detected by ‘‘asymptotics
beyond all orders’’ is never contained in the unfolding, no matter how large
i and j are taken to be.
To conclude this general discussion of asymptotic unfoldings, before return-
ing to the TakensBogdanov example, we point out the following differences
between this notion and that of miniversal unfolding with respect to topo-
logical equivalence. First, topological equivalence is a relation between
dynamical systems, while (i, j )-equivalence is a relation between perturbation
families depending on =. Therefore in discussing asymptotic unfoldings it is
crucial that ‘‘closeness’’ of systems be measured by a perturbation parameter,
rather than by a topology on the set of systems. Secondly, there are no
‘‘internal parameters’’ in the usual definition of unfolding, or if there are,
they play no role. Thus when (1.2) is said to be an unfolding of (1.1), it is
usually understood that : and ; (or :1 and :2) are fixed; perturbations of
(1.1) are to be accounted for (up to topological equivalence) by varying +1
and +2 in (1.2), but not :1 and :2 . Our definition permits the variation of
: also (through the function :(=)). To some extent this is a matter of
convenience only: at least in the TakensBogdanov example, it can be
shown that varying : is unnecessary. It seems unlikely that this can be
done in general, but more to the point, it does not seem to be important.
What is significant is just that if we understand the behavior of the external
family (for all values of its internal and external parameters) then we
understand the behavior of perturbations of the internal family (up to the
limitations imposed by i and j ). By the same token, we do not claim that
our methods produce the absolute minimum number of unfolding parameters
possible. These points will become clearer as we now focus again on the
TakensBogdanov example.
To prove the claims made above in the paragraph following equation
(1.8), we must first show that (1.2) is a (2, j )-asymptotic unfolding of (1.1)
for every integer j. Consider, then, an arbitrary C perturbation of (1.1)
expanded in a formal power series, which will resemble (1.3) but will have
terms of higher orders and degrees (and will have the sign t, denoting
formal power series, instead of $ ). We already know, by the discussion
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leading to (1.6), how to simplify the terms which have been retained in
(1.3) and bring them into the form of (1.2) by a sequence of transforma-
tions, all of which are admissible. All that is necessary is to extend these
calculations up to order j in degrees zero, one, and two. In so far as these
are ordinary normal form calculations, we already know from [2] how to
do this. The only matter requiring attention, then, is to insert secondary
shifts of the form x=x +=rh for various r j (compare the step leading to
(1.5)) into the sequence of normal formal form transformations in such a
way that the linear terms of each order can be simplified in the same way
as those at the first order. We will show in Section 7 how to do this in any
situation. It is clear from [2] that the quadratic terms of any order can be
brought into the same normal form as those of order zero in (1.1). Finally,
collecting the constant terms of all orders up to j gives +1(=) as a polyno-
mial of degree j, collecting the linear terms gives +2(=), and collecting the
quadratic terms gives :(=) and ;(=). After all of this is done we may (if we
wish) perform the additional scaling operations carried out in [7] which
(by scaling x, y, and t) make :(=) and ;(=) into constants equal to \1.
(This is why, as remarked in the last paragraph, variation of : and ; is not
actually necessary in this problem.)
If it is desired to obtain an (i, j )-unfolding of (1.1) for some fixed i greater
than 2, say for j=4, it is simplest to begin by adding to (1.1) the terms of
a suitable normal form up to degree i and take this as a new internal
family, with the additional normal form parameters included in the vector
parameter :. Then, when the complete normalization process of Section 7
(including secondary shifts) is applied, no additional external parameters
besides +1 and +2 will appear. The desired unfolding will look exactly like
(1.2) plus the additional normal form terms that were added to (1.1). Once
again, since we happen to have in this case a proof (by blow-ups) that (1.2)
is already a miniversal unfolding of (1.1), these additional normal form
terms are not actually necessary, but our methods do not permit us to
eliminate them. From a practical standpoint this is not important; it will
just turn out that these terms never appear in the quantities s1 , ... whose
signs decide the features of interest.
The organization of this paper is as follows. Section 2 classifies shifts
(translations) as either primary or secondary, and shows that the normal
forms for linear and quadratic terms must be compatible in a certain sense
(the ‘‘injection condition’’) if secondary shifts are to be employed success-
fully. Section 3 reviews what we call the Elphick Normal Form, which does
not satisfy the injection condition. Section 4 and 5 develop the Simplified
Normal Form, for the linear and quadratic terms respectively; this normal
form does satisfy the injection condition, and is also easier to compute than
the Elphick Normal Form (although the proof of its existence relies on the
existence of the Elphick Normal Form). Section 6 exploits secondary shifts
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(and the injection condition) to obtain the Special Normal Form and from
it, the asymptotic unfolding. Up to this point everything is done only for
the most important orders and degrees (that is, modulo the relation $ );
in Section 7 everything is extended to arbitrary (finite) orders and degrees.
Section 8 contains examples.
2. SHIFTS AND INJECTIONS
Consider a perturbed dynamical system
x* $Ax+Q(x)+=[ p+Bx], (2.1)
where x and p are in Rn or Cn, A and B are constant n_n real or complex
matrices, Q(x) is a homogeneous quadratic vector-valued function of x,
and $ denotes congruence modulo three kinds of terms (that is, such terms
are deleted if they arise during the calculations): terms of order greater
than one, terms of degree greater than two, and terms which are simulta-
neously of order one and degree two. (In applications it is generally understood
that (2.1) is either real, or results from a real system by bringing A into
Jordan canonical form. In that case the complex vectors x are subject to a
‘‘reality condition’’ stating that certain entries are complex conjugates of
other entries.) If the shift
x=x +=h (2.2)
is applied to (2.1), and bars are dropped, the result is
x* $Ax+Q(x)+=[( p+Ah)+(B+C(h))x], (2.3)
where
C(h)x=Q$(x)h. (2.4)
Notice that Q$(x) is a matrix whose entries are linear functions of x (since
Q is quadratic), hence Q$(x)h is a bilinear form in x and h and can be
rewritten as C(h)x, where C(h) is a matrix whose entries are linear
functions of h; in other words C is a linear map
C : Cn  gl(n),
where gl(n) is the space of n_n matrices over C. Such a shift, then, could
be used either to modify (and hopefully simplify) p (the new p being p+Ah),
or to simplify B (replacing it with B+C(h)). In order to accomplish both
objectives we will decompose Cn into the direct sum of two subspaces,
160 JAMES MURDOCK
File: DISTIL 336811 . By:CV . Date:27:01:98 . Time:08:51 LOP8M. V8.B. Page 01:01
Codes: 3115 Signs: 2495 . Length: 45 pic 0 pts, 190 mm
called primary and secondary subspaces. The secondary subspace will be
the kernel of A, the primary subspace a complement to the kernel. (Thus
the secondary subspace is fixed, but there is some flexibility in the choice
of a primary subspace.)
Our normalization procedure will then involve the following steps.
First, a primary shift (with h in the primary subspace) will be employed to
simplify p, while at the same time having an uncontrolled effect on B. Then
a linear transformation will be used to bring B into a desired normal form.
Finally, a secondary shift will be used to modify B. Since Ah=0 for the
secondary shift, p will not be changed from the form already obtained.
In carrying out this program, it will be important to arrange that the
term C(h) for secondary h does not disrupt the normalization which will
already have been achieved for B before the secondary shift is carried out.
It will turn out that the ‘‘simplified’’ normal form for B is characterized by
having enforced zero entries in certain positions; we must then arrange
things so that C(h), for h secondary, ‘‘respects’’ these enforced zeroes. (An
example has already been given in (1.5), where C(h) adds the terms 2:h
and ;h to the bottom row of B while respecting the zeroes in the top row.)
Now the entries in C(h) are determined by Q(x), so we think of the trans-
ition from B to B+C(h) as ‘‘injecting’’ some terms obtained from Q into
B. What is necessary, then, is to coordinate the choices of normal forms for
B and Q in such a way that the injection from Q into B respects the normal
form of B. This restriction on suitable normal forms we call the injection
condition. We will see below that the Elphick Normal Form does not satisfy
this condition. The Simplified Normal Forms for B and Q obtained in
Sections 4 and 5 do satisfy this condition. After obtaining the Simplified
Normal Form for B we will be able to specify exactly what the injection
condition imposes on the choice of a normal form for Q, and to achieve
this required form.
To clarify the importance of the injection condition, and to show that
the Elphick Normal Form does not satisfy this condition, consider the system
_x*y* &$_
0
0
1
0&_
x
y&+_
:x2
;x2+:xy&+= {_
0
q&+_
a
c
0
a&_
x
y&= ,
which is the Elphick Normal Form of the TakensBogdanov system (for
which (1.4) is the Simplified Normal Form). If the secondary shift x=x +=h
is applied to this system, the result is
_x*y* &$_
0
0
1
0&_
x
y&+_
:x2
;x2+:xy&+= {_
0
q&+_
a+2:h
c+2;h
0
a+:h&_
x
y&= .
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Notice that the diagonal entries a+2:h and a+:h are no longer equal,
indicating that the Elphick Normal Form is not preserved by the secondary
shift.
Notice that whether or not a given choice of normal forms for B and Q
satisfies the injection condition does not depend on the choice of a primary
subspace, because only the secondary subspace (which cannot be changed)
enters into the injection condition. But the choice of a primary subspace
does affect the calculations that must be done. We will conclude this section
by defining the primary subspace which we will use, and at the same time
characterizing the secondary subspace more precisely. We will assume that
A has been reduced to upper Jordan canonical form (which may entail complex
numbers and reality conditions, as noted above), and more specifically that
A=_N0
0
M& , (2.5)
where N is nilpotent (containing all the zero eigenvalues) and M is inver-
tible. A secondary vector h (lying in the kernel of A) is then one which
has nonzero entries only in positions corresponding to the top rows of the
nilpotent Jordan blocks of A (that is, the Jordan blocks of N ). These rows
will be called secondary rows, both in A itself and in any other matrix or
vector. We define primary rows as all rows other than secondary rows, and
define the primary subspace to consist of all vectors h having nonzero
entries only in primary rows. This space is clearly a complement to the ker-
nel of A. (Note that primary and secondary rows in any matrix or vector
are always determined by the Jordan structure of A; in particular, primary
and secondary rows in B are not defined by the Jordan form of B, which
will in fact never be used. Rows will be identified by number. Thus ‘‘i is a
primary row’’ means ‘‘the i-th row is primary.’’)
A typical example of A, which will be used repeatedly as an example, is
A=
0 1
. (2.6)
0 0
0 1 0
0 0 1
0 0 0
2
2 1
0 2
The secondary rows are the first and third; all others are primary.
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We will have occasion later to define principal rows to be the bottom
rows of nilpotent blocks (rows 2 and 5 here), and main rows to be the
bottom rows of any Jordan blocks (rows 2, 5, 6, and 8). We have chosen
this matrix as an example because crucial difficulties arise when A has
Jordan blocks of different sizes with the same eigenvalue, and these diffi-
culties are slightly different in the nilpotent part (N ) and the invertible part
(M ). This example does not illustrate the resonant behavior that arises
when M contains pure imaginary eigenvalues that are rationally related,
but this behavior is well understood and does not cause any difficulties
relating to secondary shifts and the injection condition, so it is not impor-
tant for the present paper. Since this A is real, all calculations carried out
for this example are done over the real numbers and there is no need to
employ reality conditions. For examples with complex eigenvalues see
Section 8.
In addition to the Jordan blocks of A, of which there are four in (2.6),
we will also speak of large blocks and small blocks. A large block is a square
block containing all Jordan blocks with a given eigenvalue. (It is assumed
that Jordan blocks with the same eigenvalue are adjacent.) A small block
is a square or rectangular block created within a large block by extending
the lines defining the Jordan blocks. Thus there are two large blocks in
(2.6), one 5_5 with eigenvalue 0 and one 3_3 with eigenvalue 2. There
are eight small blocks, which include the four Jordan blocks and the four
rectangular blocks of zeroes which together with the Jordan blocks make
up the large blocks. The 5_3 and 3_5 blocks which lie outside the large
blocks will not figure in the discussion and are not counted. In discussing
normal forms for B this block structure from A will be laid down on the
matrix B, and the off-diagonal small blocks will then no longer be entirely
zero.
3. THE ELPHICK NORMAL FORM
In this section we will review the construction of the normal form
developed in [2], which we call the Elphick Normal Form, in so far as it
applies to a system of the form
x* $Ax+Q(x)+=[ p+Bx]. (3.1)
We describe the terms Q(x) and Bx of the Elphick Normal Form in greater
detail than is done in [2], because we will need these details in later
sections. (Not every normal form computed in [2] is an Elphick Normal
Form in our sense. Occasionally the authors of [2] simplify an Elphick
normal form to obtain what we would call a Simplified Normal Form in
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an ad hoc manner which they call ‘‘changing the projection.’’ We reserve
the term Elphick Normal Form for the basic normal form for which [2]
provides a general theoretical foundation.)
We begin with the normalization of Q, for which we may take ==0. The
transformation
x=x +q(x),
with q(x) homogeneous quadratic, carries
x* $Ax+Q(x)
into
x* $Ax+Q (x)
(after dropping the bars on x ), where q, Q, and Q are related by
LA q=Q&Q , (3.2)
with
(LAq)(x)=q$(x) Ax&Aq(x). (3.3)
Let Q be the space of homogeneous quadratic vector fields. Then LA : Q  Q,
and according to the Elphick theory there is an inner product on Q such
that
(LA)*=L(A*) , (3.4)
where (LA)* is the adjoint of LA with respect to the inner product, and A*
is the conjugate transpose (in the ordinary sense) of the matrix A. The
Elphick inner product (on Q or on the space of homogeneous vector fields
of any degree) is such that any two distinct monomial vector fields are
orthogonal, a fact which will play an important role later in this paper.
(A monomial vector field is a vector field having only one nonzero entry,
that entry being a monomial of the specified degree with coefficient 1. Since
monomial vector fields form a basis for all homogeneous vector fields of a
given degree, the definition of the Elphick inner product may be completed
by giving the length of each monomial vector field. Since we will make no
use of these lengths, expect by way of (3.4), we refer the reader to [2] for
the details.) It follows from (3.4) and the Fredholm alternative that Q has
the orthogonal direct sum decomposition
Q=im LA= ker LA* .
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Therefore given any Q we may choose Q # ker LA* so that Q&Q # im LA ;
then q # Q exists such that (3.2) holds. In other words, it is possible to
transform the original system into one in which LA*Q =0, which is then
said to be in Elphick Normal Form. We will then drop the bar on Q, so
that the normalized system has the same form as the original system, but
satisfies
LA*Q=0. (3.5)
We will now analyze this condition so as to characterize the normal form
of Q more completely. In doing so it will be convenient to introduce
another operator DA associated with any matrix A, and defined by
(DA f )(x)= f $(x) Ax=(Ax) } {f (x), (3.6)
where f is a scalar-valued function of x. DA is just the usual differentiation
operator associated with the linear vector field Ax. Note that LA is applied
to vectors, DA to scalars.
It is shown in [2] that if
A=S+R
where S is diagonal and R is nilpotent (do not confuse R with N; R is as
large as A and contains all the off-diagonal ones in N and M ), then
ker LA*=ker LS* & ker LR* .
That is, the condition (3.5) for Q to be in Elphick Normal Form may be
split into the two conditions
LS*Q=0 and LR*Q=0.
(Note that S* reduces to the conjugate of S since S is diagonal, and
R* is just the transpose of R since R is real.) We will first discuss the
implications of the condition LS*Q=0. Writing
Q1
Q=_ b &Qn
and
*1
S=_ . . . & ,*n
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it is easy to see that LS*Q=0 if and only if
DS*Qr=* r Qr
for r=1, ..., n, where, according to (3.6),
(DS*Qr)(x)=Q$r(x) S*x=(S*x) } {Qr(x)=:
l
* lxl
Qr
xl
.
Thus the condition LS*Q=0 can be expressed as a separate condition on
each entry Qr . The definition of DS* implies that
DS*(xixj )=(* i+* j ) xixj ,
so that (scalar) quadratic monomials are eigenvectors of DS* .
As an immediate consequence we have:
Lemma 1. Q satisfies the condition LS*Q=0 if and only if each entry Qr
is a linear combination of those xi xj such that *i+*j=*r . We refer to
such xixj as admissible monomials for the rth row. The space of linear
combinations of admissible monomials for the rth row is denoted Ar .
In the example of (2.6) there are two classes of admissible monomials.
The admissible monomials for rows 1 through 5 are the xixj such that
*i+*j=0. This occurs if and only if *i=*j=0, hence the admissible
monomials are xixj with i, j=1, ..., 5. For rows 6 through 8 the condition
is *i+*j=2, which occurs if *i=0 and *j=2, that is, i=1, ..., 5 and
j=6, ..., 8. (Since xixj=xjxi it is not necessary to include the opposite
possibility *i=2, *j=0.)
The condition LR*Q=0 is not computable for a single entry Qr inde-
pendently of the other entries of Q, except when r is the bottom row of a
Jordan block of A; such a row will be called a main row. Suppose that r
is the bottom row of an s_s Jordan block of A (so that the top row of the
block is r&s+1). Notice that all Qi for i=r&s+1, ..., r belong (by
Lemma 1) to Ar , since the admissible monomials for these rows will be the
same. A short calculation using the definitions of LR* and DR* shows that
LR*Q=0 implies
DR*Qr&s+1=0
DR* Qr&s+2=Qr&s+1
(3.7)
b
DR*Qr=Qr&1 .
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These imply that DsR*Qr=0, or
Qr # Kr=ker(DsR*: Ar  Ar). (3.8)
Conversely, suppose that Qr satisfies (3.8). Then by setting
Qr&j=D jR*Qr (3.9)
for j=1, ..., s&1 we can obtain Qr&s+1 , ..., Qr satisfying (3.7). We have
proven:
Lemma 2. A quadratic vector field Q is in Elphick Normal Form if and
only if its main row entries Qr belong to the kernels Kr defined in (3.8) and
its other entries are obtained from its main row entries by (3.9).
We postpone any more specific construction of the Elphick Normal
Form for Q until Section 5. At that point we will construct an explicit basis
for Kr for each main row. Since the basis we construct is chosen to facilitate
the achievement of the injection condition, the construction must wait until
the normal form for B has been discussed.
Now we turn to the perturbed system (3.1),
x* $Ax+Q(x)+=[ p+Bx],
and determine the Elphick Normal Form for p and B. In [2] no distinction
is made between primary and secondary shifts, and an arbitrary shift
x=x +h is used to simplify p. The same result can be accomplished by
using only primary shifts, holding secondary shifts in reserve for later use
as discussed in Section 2. The crucial observation is that A maps the
primary subspace (consisting of vectors having zero entries in the top rows
of nilpotent blocks of A) one-to-one onto the space of vectors having zero
in the bottom rows of nilpotent blocks of A. We call these the principal
rows, and note that they are a subset of the main rows already introduced.
(Since M is invertible, and acts independently of N on the ‘‘bottom part’’
of a vector, it is sufficient to observe this behavior for N.) Thus h may be
chosen in a unique way in the primary subspace such that p+Ah vanishes
except in the principal rows. We have already seen this behavior in the case
of (1.3). In the example of (2.6) we may normalize p to have nonzero
entries only in the second and fifth rows; see (5.3) below.
Finally we turn to the Elphick normalization of B. (The work we do
here can be viewed as a derivation of the Arnol’d unfolding of a matrix;
compare [7] p. 305320, in which our arguments can be substituted for the
appeal to Gantmacher’s linear algebra text.) The linear transformation
x=x +=Tx
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(where T is an arbitrary matrix) carries (3.1) into
x* $Ax+Q(x)+=[ p+B x],
where
LA(Tx)=Bx&B x (3.10)
or equivalently, in terms of matrices rather than vector fields,
TA&AT=B&B . (3.11)
We prefer to work with (3.10) since the solution can then be expressed in
the same form as in Lemmas 1 and 2 for the quadratic case. (The deriva-
tion of the Arnol’d unfolding in [7] essentially works with (3.11); see
Lemma A.1.3 p. 312. The Elphick inner product for linear vector fields
coincides with the Killing inner product for matrices, (A.1.11) in [7].)
Letting L be the space of linear vector fields, we again have
L=im LA = ker LA*
and
ker LA*=ker LS* & ker LR* .
As before for Q, it follows that B is in normal form if
LS*(Bx)=0 and LR*(Bx)=0. (3.12)
If Br is the r th row of B, then LS*(Bx)=0 provided DS*(Brx)=* rBrx for
all r. Since DS*xj=* jxj (the xj are eigenvectors of DS*) it follows that Brx
must be a linear combination of the ‘‘linear admissible monomials’’ xj such
that *j=*r ; equivalently, the row Br can have entries only in those
positions belonging to the large block comprising all Jordan blocks with
eigenvalue *r . (Large and small blocks of B result from imposing the block
grid of A onto B as described at the end of Section 2.) This is ‘‘Lemma 1’’
for B.
Next, let r be a main row, the bottom row of an s_s Jordan block in
A. Then Brx is subject to the following additional condition, analogous to
(3.8):
DsR*(Brx)=0. (3.13)
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We will compute the effect of this condition in detail (which we did not do
in the case of Q, preferring to wait until the Simplified Normal Form is
obtained). It is helpful to observe that in the case of our example (2.6),
DR*=x1x2+x3x4+x4x5+x7x8 .
In general, the effect of DR* on a linear polynomial is to replace xi by xi&1
unless i is the top row of a Jordan block of A, in which case the term is
dropped. It is easy to see (especially after studying the example given
below) that (3.13) means the (r, i) entry of B must vanish if, in moving s
steps to the left from the (r, i) position, one does not leave the small block
to which (r, i) belongs, or equivalently, if (r, i) and (r, i&s) belong to the
same small block. Thus the complete effect of both conditions of (3.12) on
a main row of B is that certain entries must vanish, namely those entries
outside of the large block which intersects the r th row, and those entries
inside the large block which do not leave their small block when moved to
the left s times. This allows us to fill in the main rows of B by examining
the block structure of A. Once the main rows have been filled in, the other
rows follow according to
Br&jx=D jR*(Brx), (3.14)
analogously to (3.9). Because of our description of the action of DR* , this
amounts to raising each main row repeatedly and shifting it one step to the
left each time it is raised, dropping any entries which leave their small
block.
It is easiest to follow this construction by considering an example such
as (2.6), which leads to
B=
b d
. (3.15)
a b c d 0
i
f h i
e f g h i
j k 0
n
l m n
The main rows (2, 5, 6, and 8) are filled in first; the two entries with
indicated zeroes are those which vanish because they do not leave their
block in s steps to the left (s=2 in row 2, s=1 in row 6). For some pur-
poses it is convenient to rewrite (3.15) as
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Bx=a
0
+b
x1
+c
0
+d
x3
+ } } } +i
0
+ } } } .
x1 x2 x3 x4 0
0 0 0 0 x3
0 0 0 0 x4
0 0 0 0 x5
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 (3.16)
The individual vectors in this expression form a basis for the Elphick
Normal Form for Bx.
This concludes our discussion of the Elphick Normal Form. Notice that
the Elphick Normal Form of B cannot be characterized simply by the vanishing
of certain terms; there are, in addition, equality conditions between certain
elements. (The same is true for Q.) This will not be the case with the
Simplified Normal Form obtained in the next section.
4. THE SIMPLIFIED NORMAL FORM FOR B AND
THE INJECTION CONDITION
In this section we will obtain a Simplified Normal Form for B and calculate
the injection condition which must be imposed on Q given this normal
form for B. The Simplified Normal Form for B is not new; it coincides with
one of the simplified forms of the Arnol’d unfolding of A, given in [7]. Our
derivation is based on the following lemma for general vector spaces, which
will be used again in the next section. We call this the replacement lemma
because it allows us to replace the basis elements for a complementary
subspace by simpler basis elements which still span a complementary sub-
space.
Lemma 3 (Replacement Lemma). Let V be a vector space with inner
product ( , ). Let W be a subspace of V, and let its orthogonal complement
W= have a basis f1 , ..., fk such that
fi=gi+hi for i=1, ..., k
with ( gi , gi ){0, ( gi , gj )=0 for i{j, and ( gi , hj ) =0 for all i and j.
Then g1 , ..., gk span a subspace U such that WU=V.
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Proof. Note that g1 , ..., gk are linearly independent and hence span a
k-dimensional subspace, which (since it is the dimension of W=) is the
correct dimension for a complement of W. It only remains to check that
W & U=[0]. Therefore suppose that  ai gi # W. Then for each j this
vector is perpendicular to fj , so that
0=: ai gi , fj=: ai ( gi , gj)+: ai( gi , hj) =aj ( gj , gj ) ,
so that each aj=0. K
To apply this lemma to the normal form for B, take V=L, W=im LA ,
and W==ker LA* . For the basis fi , take the basis for W= given by the
Elphick Normal Form, as in the example (3.16). Each fi may be decom-
posed into a term gi consisting of a single monomial in a main row and a
term hi which is zero in the main row. For instance in (3.16) f9 , the
coefficient of i, may be decomposed as
f9=
0
=
0
+
0
=g9+h9 .
0 0 0
x3 0 x3
x4 0 x4
x5 x5 0
0 0 0
0 0 0
0 0 0
Since the Elphick inner product has the property that distinct monomial
vector fields (consisting of a single monomial with numerical coefficient 1,
in a single position) are orthogonal, the conditions of the lemma are
satisfied. In particular, every gi is orthogonal to every hj because the only
nonzero entry of gi in a main row, while hj contains nothing in any
main row.
Now any complement to im LA defines a normal form: in equation (3.10)
we can choose B x in the given complement so that Bx&B x # im LA .
Therefore the gi form the basis for a Simplified Normal Form for B. The
effect of the Simplified Normal Form is to eliminate from B all entries
outside of main rows, so that in our example, B becomes
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B=
0
. (4.1)
a b c d 0
0
0
e f g h i
j k 0
0
l m n
(For clarity we have entered one explicit zero in each row which would
otherwise be empty. The explicit zeroes in the main rows are those which
were already zero in (3.15) because of the DR* condition.) Notice that the
Simplified Normal Form for B is completely described by the enforced zero
entries, and these enforced zeroes are of three types: any entry not in a
main row is an enforced zero of the first kind; any entry in a main row but
not in a ‘‘large block’’ is an enforced zero of the second kind; and certain
entries which are in a main row and a large block are nonetheless required
to be zero, and are called enforced zeroes of the third kind, if, when moving
to the left from that position a number of times s equal to the size of the
associated Jordan block, one does not leave a small block. Equivalently,
the position (r, j ) is an enforced zero of the third kind if and only if
DsR*xj {0. (4.2)
Enforced zeroes of this third kind only appear when A contains Jordan blocks
of different sizes having the same eigenvalue. This explains our choice of
(2.6) as an example of A.
Having settled on this Simplified Normal Form for B, it is clear from
Section 2 that Q(x) will satisfy the injection condition if and only if C(h)
respects the enforced zeroes of all three kinds when h is secondary; here
C(h) is the matrix such that C(h)x=Q$(x)h. We will establish sufficient
conditions for C(h) to respect each kind of enforced zero. (The Simplified
Normal Form for Q(x) developed in the next section will satisfy these
sufficient conditions, so we will not require necessary and sufficient condi-
tions.) First, if Q(x) has zero entries except in main rows, it is clear that
the same will be true of C(h) (even if h is not secondary), and C(h) will
respect enforced zeroes of the first kind. Suppose now that the r th row (a
main row) of Q(x) contains the monomial xixj (meaning that Qr(x) is a
polynomial in which xixj occurs with a nonzero coefficient). Then the (r, i)
position of the matrix Q$(x) is a linear polynomial containing the term xj
(as a result of differentiating xi xj with respect to xi), and the vector
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Q$(x)h=C(h)x will contain xj hi in the r th entry (if hi {0), meaning that
C(h) will contain hi in the (r, j ) position. If h is secondary, hi will be zero
unless i is a secondary row, and the only contributions to C(h) will come
from terms xixj in Qr(x) for which i is secondary. Thus in order to respect
enforced zeroes of the second and third kinds it is sufficient to exclude from
main rows of Q(x) any monomials xi xj for which i is secondary and j is
an enforced zero of either kind (in the corresponding main row of B).
We claim that if Qr(x) is admissible for the r th row (in the sense of
Lemma 1) then it already excludes monomials xixj for which i is secondary
and j is an enforced zero of the second kind. To see this, suppose that
Qr(x) is admissible and contains xixj with i secondary. Since i is secondary
then *i=0, and since xixj is admissible it follows that *j=*r ; in other
words, the (r, j ) position in A belongs to the large block which intersects
the r th row. But if such a position is an enforced zero, then it is of the third
kind.
Thus if Q(x) is zero except in main rows, and the main row entries are
admissible (Qr(x) # Ar), then Q(x) almost satisfies the injection condition;
the only further requirement is to exclude xi xj from Qr when i is secondary
and j is an enforced zero of the third kind. (These are rather rare, occurring
only when A has Jordan blocks of different sizes with the same eigenvalue.)
Recall that Ar has a basis consisting of certain monomials xixj (those for
which *i+*j=*r). If any of these monomials are of the type which we are
now excluding (xi xj with i secondary and j an enforced zero of the third
kind), let the span of these monomials be denoted Br and the span of the
remaining admissible monomials be denoted Gr , so that
Ar=GrBr . (4.3)
(The letters G and B stand for the ‘‘good’’ and ‘‘bad’’ subspaces of Ar , with
regard to the injection condition). Using this terminology we can state
Lemma 4 (Injection Condition). If Q(x) has zero entries except in main
rows, and its main row entries satisfy Qr(x) # Gr , then Q(x) satisfies the
injection condition with respect to the Simplified Normal Form for B.
5. SIMPLIFIED NORMAL FORM FOR Q
It is assumed throughout this section that any row designated by r is a
main row. As in Section 3 (see Lemmas 1 and 2), Ar denotes the vector
space of quadratic (scalar) polynomials spanned by the admissible monomials
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for the r th row, and Kr denotes the kernel of DsR* (regarded as an operator
acting on Ar , where s is the size of the Jordan block having r as its bottom
row. Our first task is to complete the construction of the Elphick Normal
Form started in Lemma 2, by providing an explicit basis for each Kr ; this
will not in general have a basis consisting of monomials. We will construct
this basis in a way which takes account of the distinction in equation (4.2)
and Lemma 4 between ‘‘good’’ terms xixj for the r th row (those which are
allowed by the injection condition) and ‘‘bad’’ terms (those which are
excluded by the injection condition even though they are ‘‘admissible’’
in the sense of Lemma 1). The Elphick Normal Form will, of course,
contain ‘‘bad’’ terms, but by identifying them from the beginning, it will
be possible to eliminate them later by an application of Lemma 3. The
first step is to understand the relative positioning of the subspaces Kr
and Gr in Ar .
Lemma 5. An element of Kr is uniquely determined by its projection
(under the direct sum decomposition Ar=GrBr) into Gr .
Proof. If two elements of the kernel had the same projection into Gr ,
their difference would be a nonzero element of Br & Kr . So it suffices to
prove that an element of Br which lies in ker DsR* vanishes. Consider first
the monomials which generate Br . Since DR* satisfies the Leibniz product
rule, we have
DR*(xixj )=xjDR*(xi )+xi DR*(xj )=xiDR*(xj ),
where we have used DR*(xi)=0 since i is secondary. Continuing in this
way,
DsR*(xixj )=xi D
s
R*(xj ){0,
since j is an enforced zero of the third kind (see (4.2)). Next, observe
that the different monomials xi DsR*(xj ) formed in this way are linearly
independent, because the DsR*(xj) for different j are distinct. Thus if D
s
R* is
applied to an element of Br the result, calculated term by term, is a linear
combination of linearly independent monomials, which can vanish only if
the coefficients vanish, in which case the original element was already zero.
K
Let Wr be the projection of Kr into Gr . In view of Lemma 5 there is a
mapping .r : Wr  Ar which maps one-to-one onto Kr . We will use this
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map to construct a basis for the Elphick Normal Form of Q having several
specific desirable properties. The first step is to construct a basis !1 , ..., !wr
for Wr (with wr=dim Wr) which is orthogonal with respect to the Elphick
inner product on Ar . (This inner product for scalar polynomials is the
same as the Elphick inner product for one-dimensional vector polynomials,
or for vector polynomials with all entries but one equal to zero. In particular,
distinct quadratic monomials are orthogonal, so (4.3) is an orthogonal
decomposition.) For the arguments of this section, any orthogonal basis for
Wr will do, but it is convenient to take as much as possible of this basis to
be monomials, and the basis which we obtain in this way is essential for an
argument in Section 6. Every monomial xixj with i secondary and
DsR*xj=0 belongs to Gr and to ker D
s
R* , and hence to Wr . All such
monomials are mutually orthogonal. Therefore we begin with these, calling
their span Nr/Wr , and add other polynomials in Wr (if necessary) to
make an orthogonal basis !1 , ..., !wr for Wr . Once such a basis for Wr is
obtained, !1+.r(!1), ..., !wr+.r(!wr) will be a basis for Kr . Note that the
monomials which span Nr are just xixj with i secondary such that (r, j )
belongs to the large block intersecting the r th row but is not an enforced
zero of the third kind.
Let N be the sum of the dimensions wr for each main row r. We are now
in a position to construct a basis f1 , ..., fN for the Elphick Normal Form
of Q according to the prescription of Lemma 2. This basis can be presented
in the following form:
fk= gk+g^k=
0
+
0
, (5.1)
b b
0 V
b b
0 V
! .(!)
0 0
b b
0 0
where each ! occurs in a main row r and is one of the !1 , ..., !wr obtained
above for that row; . is the .r for that row; and the V denote the entries
computed from (3.9), occurring in the rows above the r th up to the next
main row. The Elphick basis elements fk are decomposed into gk+g^k in
such a way that each gk satisfies the injection condition of Lemma 4. To
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obtain a normal form which is simpler than the Elphick form and also
satisfies the injection condition, it is only necessary to show that we can
eliminate the terms g^k .
The tool for carrying out this elimination is the replacement lemma
(Lemma 3). Notice that any two distinct gk are orthogonal, because these
vectors either have their nonzero entries in distinct main rows, or their
nonzero entries occur in the same main row but are part of the orthogonal
basis !1 , ..., !wr chosen for the Wr of that row. Every gk is orthogonal to
every g^l because the inner product first reduces to a sum of terms associated
with the main row in which gk has its nonzero entry, and then (if g^l has
terms in that row) the monomials in gk come from Gr and those in g^l come
from Br (and distinct monomials are orthogonal in the Elphick inner
product). Therefore by Lemma 3 the quadratic vector fields g1 , ..., gN form
a basis for a Simplified Normal Form for Q. Since this basis meets the
requirements of Lemma 4, we have proved
Theorem. Given any matrix A in Jordan canonical form, there exist normal
forms (called Simplified Normal Forms) for B and Q which are zero except
in main rows and which satisfy the injection condition.
This theorem does not yet include any ‘‘normalization beyond the
normal form,’’ but it puts us in a position to apply secondary shifts in the
next section to obtain the ‘‘Special Normal Form’’ which provides
our asymptotic unfolding. Before turning to this, let us see how the cal-
culation of the Simplified Normal Form for Q works out in our example
(2.6).
Recall that for this example the main rows are 2, 5, 6, and 8. The
secondary rows are 1 and 3. The admissible monomials for rows 2 and 5
are xixj with i, j=0, ..., 5 since this is the only way to have *i+*j=0;
there are 15 such monomials. For row 5 all of these are ‘‘good,’’ that is,
G5=A5 , since there are no enforced zeroes of the third kind in row 5 of
(4.1). For row 2, x1x5 and x3x5 are ‘‘bad,’’ because 1 and 3 are secondary
and 5 is an enforced zero of the third kind in row 2 of (4.1), so B2 is
spanned by x1x5 and x3x5 while G2 is spanned by the remaining 13
admissible monomials. To construct a basis for W2 we begin by writing
down the ‘‘easy part,’’ that is, the basis for N2 . This consists of the
admissible monomials xi xj with i secondary and (2, j ) belonging to the
large block intersecting the second row but not an enforced zero of the third
kind; that is, i= 1 or 3, j=1, ..., 4, or
N2=span[x21 , x1x2 , x1x3 , x1x4 , x2x3 , x
2
3 , x3x4].
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Notice that in listing these we have written x2x3 for the case i=3, j=2 to
keep the indices in numerical order, and we have listed x1x3 only once
(although our prescription generates it again in the form x3x1). Now we
must extend the basis N2 to an orthogonal basis for all of W2 , which is the
projection of K2 into G2 (obtained by dropping the bad monomials from a
basis for K2). From this it may appear that we have to calculate K2 , but
it is enough to calculate the kernel of D2R* on the orthogonal complement
of N2 in A2 , which is spanned by the admissible monomials not listed in
the basis for N2 :
N=2 =span[x1x5 , x
2
2 , x2x4 , x2x5 , x3x5 , x
2
4 , x4x5 , x
2
5].
Applying
DR*=x1

x2
+x3

x4
+x4

x5
+x7

x8
to N=2 twice, we see that this kernel is one-dimensional and is generated
by x24&2x3x5 , which contains the ‘‘bad’’ monomial x3x5 . Projecting into
G2 by deleting this term yields x24 , which must be added to N2 to give the
following orthogonal basis for W2 :
W2=span[x21 , x1x2 , x1x3 , x1x4 , x2x3 , x
2
3 , x3 x4 , x
2
4].
Inserting these into the second row of a vector gives the first 8 basis vectors
for the Simplified Normal Form of Q:
g1=
0
, g2=
0
, ..., g8=
0
. (5.2)
x21 x1 x2 x
2
4
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
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For the fifth row,
N5=span[x21 , x1x2 , x1x3 , x1x4 , x1x5 , x2x3 , x
2
3 , x3x4 , x3x5]
and
N=5 =span[x
2
2 , x2x4 , x2x5 , x
2
4 , x4x5 , x
2
5].
By finding the kernel of D3R* on N5 (there is no need this time to project
into G5=A5) we determine the elements that must be added to the basis for
N5 to obtain a basis for W5 . The result is
W5=N5span[x22 , x2x4 , x
2
4].
Putting the 12 generators of this space into the fifth row of an otherwise
zero vector gives g2 , ..., g20 . For rows 6 and 8 we have A6=A8 , the
generators being xi xj with i=1, ..., 5 and j=6, 7, 8. In row 6, 8 is an
enforced zero of the third kind, so B6 is spanned by x1x8 and x3 x8 ; these
must be deleted from A6 to obtain G6 , whereas G8=A8 . Thus
N6=span[x1x6 , x1 x7 , x3x6 , x3 x7]
while
N8=N6span[x1x8 , x3x8].
To obtain W6 we add the projection into G6 of the kernel of DR* on N=6 ,
and to obtain W8 we add the kernel of D2R* on N
=
8 (with no projection
necessary):
W6=N6span[x2x7 , x4x7]
W8=N8span[x2x6 , x2x7 , x4x6 , x4x7 , x4x8&2x5x7].
Creating vectors with these entries in the correct positions brings the
total of basis elements for the Simplified Normal Form up to g37 . (These
calculations have been checked by Roger Alexander by an alternate method
using symbolic manipulation software.)
Putting together all of our calculations for this example, the Simplified
Normal Form is found to be
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x* =
0 1
x+ :
37
k=1
:k gk
0 0
0 1 0
0 0 1
0 0 0
2
2 1
0 2
+=
0
+
0
x . (5.3)
p2 a b c d 0
0 0
0 0
p5 e f g h i
0 j k 0
0 0
0 l m n
In the next section this will be reduced to Special Normal Form.
6. THE SPECIAL NORMAL FORM AND
THE ASYMPTOTIC UNFOLDING
Consider any dynamical system x* =f (x) with f (0)=0. By a suitable choice
of coordinates we can arrange that the linear part Ax is in Jordan canonical
form and the quadratic terms Q(x) are in the Simplified Normal Form
obtained in the last section. Next we can consider any perturbation of this
system, and arrange that its constant term p and linear term Bx are in the
Simplified Normal Form also. This will entail that Bx and Q(x) are zero
except in main rows (corresponding to bottom rows of Jordan blocks of A)
and p is zero except in principal rows (corresponding to bottom rows of
nilpotent Jordan blocks of A). Furthermore it will imply that the injection
condition is satisfied: the application of a secondary shift
x=x +=h
(where h is zero except in positions corresponding to top rows of nilpotent
blocks of A) will not destroy the Simplified Normal Forms of B, but will
only ‘‘inject’’ terms coming from Q into entries of B that are not subject to
179ASYMPTOTIC UNFOLDINGS
File: DISTIL 336830 . By:CV . Date:27:01:98 . Time:08:52 LOP8M. V8.B. Page 01:01
Codes: 3539 Signs: 3144 . Length: 45 pic 0 pts, 190 mm
any restriction under the requirements of the normal form. Our first aim in
this section is to show that for generic Q, it is possible to choose h so that
as many entries of B (that are not already enforced zeroes) as there are
principal rows, can be made equal to zero. We may think of the result as
moving Arnol’d parameters from B, the (simplified) Arnol’d unfolding of A,
into p. After establishing this result, we can immediately write down our
unfolding (in these generic cases) and it will have the same codimension as
the Arnol’d unfolding of A. In the next section we will prove that this is an
asymptotic unfolding to any finite order and degree.
According to (2.3), the result of the injection from Q into B takes the
form B+C(h), where h is a secondary vector. Consider the collection of n2
equations B+C(h)=0 in d unknowns, where d is the number of secondary
rows (and hence the number of nonzero entries in h which are at our disposal
for eliminating terms from B. Of these n2 equations, many are trivial;
namely, both B and C(h) vanish in the enforced zero positions. We wish
to select d out of the remaining nontrivial equations and solve them for h.
(It is helpful to look again at the example (1.5), in which we are to choose
one of the two equations c+2:h=0, d+;h=0 to solve for the single entry
h; in this example d=1. A concrete example with d=2 will be written out
in Section 8.) When d equations in d unknowns have been selected, they
will be solvable provided the determinant of the coefficients of h is nonzero.
Since these coefficients are all either of the form :i or 2:i for some i (where
the :i are the coefficients of gi in the expression Q(x)= :i gi), this
translates into a condition on the quadratic terms Q(x) of the Simplified
Normal Form. It is only necessary to show that it is possible to choose the
d equations in such a way that there is no systematic bias forcing the deter-
minant to be zero, so that it is actually generically nonzero. We will see
that this can be guaranteed by choosing one entry from each principal row
of B to be made equal to zero.
Recall the construction of the Simplified Normal Form for Q. The basis
for this normal form consists of vector fields gk shown in (5.1), which
have only a single nonzero entry !. These entries ! are the elements of the
orthogonal bases of the spaces Wr constructed for each main row r, and we
have arranged that among these ! are to be found the generators of Nr ,
namely, all monomials xixj where i is secondary and DsR*xj=0, s being the
size of the Jordan block of A which intersects the r th row. But this means
that xixj occurs in the r th row in the basis for Q whenever i is secondary
and (r, j ) is not an enforced zero position in B. Now the presence of such
a term xixj , with a non-zero coefficient, in the r th row in Q means that
when hi {0 an injection term containing hi will occur in the (r, j ) position
in B. Now choose one such position (r, j ) from each principal row in B;
these are the positions in B that are to be targeted for elimination. The
resulting selection of d equations out of B+C(h)=0 will involve d distinct
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coefficients :i from Q, and will therefore generically have a nonzero deter-
minant. Notice that injections only arise from the Nr part of Wr , which is
the easiest part to calculate, so the genericity conditions can be determined
without completely finding the simplified normal form of Q(x).
Let us see how this works in the case of (5.3). Suppose that we choose
to eliminate a from the second row of B in (4.1), and f from the fifth row.
Injections into the a position will come from terms xixj in the second row
of Q having i=1 or 3 (the secondary rows) and j=1 (because a is the first
entry in the row); thus x21 and x1 x3 (when written in order by index), or
g1 and g3 in (5.2). Injections into the f position will come from x1x2 and
x2 x3 in the fifth row of Q, that is, from g10 and g14 . Then the equations to
be solved are
a+:1h1+:3h3=0
f+:10 h1+:14h3=0.
The genericity condition for this to be possible is
} :1:10
:3
:14 }{0.
The resulting Special Normal Form will be
x* =
0 1
x+ :
37
k=1
:k gk
0 0
0 1 0
0 0 1
0 0 0
2
2 1
0 2
+=
0
+
0
x .
p2 0 b c d 0
0 0
0 0
p5 e 0 g h i
0 j k 0
0 0
0 l m n
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According to the discussion in Section 1, once the Special Normal Form
has been found it is easy to write down the asymptotic unfolding, or more
precisely the (2, j )-asymptotic unfolding for all j. (The proof that it is an
asymptotic unfolding, and the method for extending it to higher degrees,
will be given in the next section.) The internal parameters are just the
normal form coefficients of the quadratic terms, and the external para-
meters (usually called the unfolding parameters) are obtained by dropping
= and renaming the nonzero entries in p and B as +1 , ... . Thus in our example
the unfolding (under the genericity conditions :1{0, :16{0) becomes
x* =
0 1
x+ :
37
k=1
:k gk
0 0
0 1 0
0 0 1
0 0 0
2
2 1
0 2
+
0
+
0
x . (6.1)
+1 0 +3 +4 +5 0
0 0
0 0
+2 +6 0 +7 +8 +9
0 +10 +11 0
0 0
0 +12 +13 +14
7. HIGHER ORDERS AND DEGREES
The first goal of this section is to establish the Special Normal Form to
any finite order and degree. The second is to deduce from this that the
unfoldings developed in the last section are (2, j )-asymptotic unfoldings for
all j (in the sense defined in Section 1), and to show that these can be
modified to give (i, j )-asymptotic unfoldings, for any specified (i, j ), which
have no additional external parameters. Thus the codimension (as defined
by the number of external parameters) is entirely determined by the calcula-
tions ‘‘modulo $’’ which we have carried out in previous sections.
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As usual in normal form theory we will work with formal power series,
although we are in fact interested only in calculations up to a finite order
and degree. The initial system (including an arbitrary perturbation) will be
written
x* =A0x+ :

i=2
b0i (x)+ :

j=1
= j {pj+Ajx+ :

i=2
bji (x)= . (7.1)
Here the pj are constant vectors, Aj are constant matrices, bjk(x) is homo-
geneous of degree k. In the notation of previous sections, such as (2.1), we
are now writing A0 for A, A1 for B, p1 for p, and b02(x) for Q(x). A0 is
assumed to be in upper Jordan canonical form.
Any normal form of (7.1), to any finite order and degree, is obtained by
applying a sequence of finitely many transformations of the form
x=x +=ru(x ) (7.2)
to (7.1) and after each transformation, deleting the bar; the resulting system
then has the same form as (7.1), except that certain terms are modified.
(Alternatively, the normalization may be achieved in one step by a sum of
such terms, but for our purposes the iterative approach is more convenient.)
It is understood that u(x ) is homogeneous in x of some degree k (which
may be zero, in the case of a shift), so that each transformation (7.2) has
a specified order r and degree k. Since (7.1) has no unperturbed constant
term, and since A0 is assumed to be already in canonical form, there will
be no transformations (7.2) with r=0 and k=0 or 1; otherwise, all com-
binations of nonnegative integers r and k are possible. The application of
transformation (7.2) to (7.1) is carried out in two steps, first substituting
(7.2) into the right-hand side of (7.1) and then multiplying by (I+=ru$(x ))&1,
which can be expanded as a matrix geometric series in the form (I+=rS)&1
=I&=rS+=2rS 2+ } } } . The combination of these two steps does not
modify any terms of (7.1) having order j<r, or any terms of order r and
degree i<k. The target term, that is, the term of (7.1) which we are intending
to bring into normal form by means of (7.2), is usually the term of order
r and degree k. (The exception concerns the case of secondary shifts, which
we will discuss below.) The effect of (7.2) on this target term is easy to
calculate, but the effect on terms ‘‘beyond’’ the target term (either of order
r and degree >k, or of order >r and arbitrary degree) is uncontrolled.
(This sense of ‘‘beyond’’ can be viewed as lexicographic ordering of the pair
(order, degree).) In particular, it is important to note that terms of degree
less than k can be affected, but only in orders greater than r. Thus, the
standard approach to normalizing (7.1) requires that we apply the transfor-
mations (7.2) in an order such that r is held constant while k is increased,
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until the maximum intended value of k is reached; after this one can go on
to the next r beginning at k=0. In this way each term can be ‘‘targeted’’
for normalization in such a way that only that term, and terms which have
not yet been normalized, are modified. We assume the reader is familiar
with this procedure, as described for instance in [2], including the fact that
the normal form may be taken to lie in any complement to image of LA in
the space of homogeneous vector fields of degree k.
What remains, then, is to study the specific behavior of shifts, and in
particular secondary shifts, to see where they should be inserted into the
sequence of transformations. The shift
x=x +=rh (7.3)
is a special case of (7.2) with k=0, so the first term (in lexicographic
ordering) that it modifies is the term with (order, degree)=(r, 0), changing
pr to
p r= pr+A0h. (7.4)
The second term that it modifies is the (r, 1) term, giving
A r=Ar+b$02(x )h. (7.5)
When h belongs to the primary subspace, we consider the target term to be
pr . In this case we choose h to eliminate all entries of pr except those in the
principal rows, just as we did earlier in the case of p1 (which was called
p in previous sections). But when h belongs to the secondary subspace,
A0h=0 and no change is produced in pr . In this case we take Ar as the
target term, to be simplified by (7.5). Now b02 is what we have previously
called Q, and the term added in (7.5) has exactly the form which we have
called an injection. Therefore if, at the time when we apply a secondary
shift (7.3), Ar and b02 are already in Simplified Normal Form (for linear
and quadratic terms respectively), the modified term A r will remain in
Simplified Normal Form (because the injections respect the enforced
zeroes). Furthermore, if b02 satisfies a suitable generic condition (which is
the same condition for every order r), then h can be chosen to remove one
specified term from each principal row of A r to bring it into the same
Special Normal Form as we have already discussed for A1=B.
It is now clear how to proceed. Begin with the unperturbed terms (the
terms that remain in (7.1) when ==0). Bring these into normal form in
the usual way up to any desired degree, using any normal form except that
the quadratic terms must be the Simplified Normal Form described in
Section 5. Of course the resulting modifications to the perturbation terms
in (7.1) must be computed. Next take the terms of order 1. Use a primary
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shift with r=1 to remove the terms of p1 except in principal rows; then a
linear transformation with r=1, k=1 to bring A1 into Simplified Normal
Form; then a secondary shift to remove a term from each principal row of
A1 . Continue with transformations (7.2) having r=1, k2, bringing each
term of order 1 (up to the chosen degree) into the same normal form that
was used for the unperturbed terms of that degree. Then simplify the terms
of order 2 in the same manner, and continue to the desired order. Notice
that when performed in this order, no transformation affects a term which
has been previously normalized, with the exception of the secondary shifts,
for which the behavior is understood.
Having achieved this normal form, delete the terms beyond the specified
order and degree. Notice that all terms of a given degree have the same
form, regardless of the order, except for the linear term (where A0 is in
Jordan form and A1 , A2 , ... are in Special Normal Form). It follows that
like terms in x may be collected, with coefficients being polynomials in =.
In the constant and perturbed linear terms these polynomials take the form
+i (=), where the +i are just the external parameters introduced in Section
6 (for example in (6.1)). In the quadratic and higher degree terms they have
the form :i (=), where :i are the normal form coefficients up to the desired
degree (these are the internal parameters of the unfolding). Note that each
+i (0)=0, while this is not true of :i . The important point for practical
purposes is that the external (or unfolding) parameters are entirely deter-
mined by the calculations up to $ , and the internal parameters are
entirely determined by the normal form (which can be found without
considering the perturbation at all). So it is never necessary to carry out
the complete normalization described in this section, if one’s aim is to
calculate the asymptotic unfolding (rather than to find the normal form of
a particular perturbation). The proof that this is an asymptotic unfolding
(in the sense defined in Section 1) is exactly as given there for the Takens
Bogdanov case: the properties possessed by any perturbation in an (i, j )-
determined manner will be preserved by the normalization process and
hence will be expressed by some system obtained from the unfolding by
replacing the +i and :i by polynomials in =.
8. EXAMPLES
In this section we will collect a few examples which are of greater practi-
cal utility than the example (2.6) used for illustrative purposes above. None
of these examples contains all of the difficulties which must be addressed
in the general case, as example (2.6) does. We will consider only systems
whose eigenvalues lie entirely on the imaginary axis, as is the case after a
center manifold reduction has been performed. To identify the examples we
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use the letter G (standing for general, as opposed to Hamiltonian system)
followed by the list of the absolute values of eigenvalues occurring on the
nonnegative imaginary axis. Semicolons separate eigenvalues belonging to
distinct Jordan blocks, commas separate eigenvalues belonging to the same
Jordan block. Although this paper does not concern Hamiltonian systems,
the same convention can be used there with the letter H. Thus G(0, 0) is
the TakensBogdanov system, while G(0; 0) is the semisimple system
with a double zero eigenvalue, and H(1, 1) denotes a Hamiltonian system
having two pairs of eigenvalues \i each with a single Jordan block, or
what is called the Hamiltonian Hopf system.
The notation used in this section will be that of (2.1). For each system
we consider we will give at least the external unfolding parameters in the
generic case, which require only writing the constant and linear terms. For
the first example we will also compute the Simplified Normal Form for Q,
which enables us to state explicitly the genericity condition on Q for each
possible form of the unfolding.
The first system we consider will be G(0; 0, 0). The Simplified Normal
Form is
x* $_
0
0
0
0
0
0
0
1
0& x+_
:1x21+:2 x1 x2+:3x
2
2
0
:4x21+:5x1x2+:6x1x3+:7x
2
2+:8x2x3&
+= {_
p1
0
p3&+_
a
0
c
b
0
d
0
0
e& x= .
The complete injected matrix is
B+C(h)=_
a+2:1h1+:2h2
0
c+2:4h1+:5 h2
b+:2h1+2:3h2
0
d+:5h1+2:7h2
0
0
e+:6 h1+:8h2& .
If we choose to eliminate a and c to obtain a Special Normal Form, it is
necessary to solve
a+2:1h1+:2h2=0
c+2:4h1+:5h2=0,
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which is possible provided
}2:12:4
:2
:5 }{0.
In this case the (2, j )-asymptotic unfolding for all j will be
x* =_
+1
0
+2&+_
0
0
0
+3
0
+4
0
1
+5& x+_
:1 x21+:2x1x2+:3x
2
2
0
:4x21+:5x1 x2+:6x1x3+:7x
2
2+:8x2x3& ,
and (i, j )-asymptotic unfoldings for i>2 can be found by adding higher
degree terms from the normal form of the unperturbed system, with no
additional external parameters. Many other choices of terms to be eliminated
from B are of course possible. We can even eliminate a and b, although
these both occur in the same row, because the determinant
}2:1:2
:2
2:3 }
is generically nonzero. (In Section 6 we chose to eliminate one entry from
each principal row, because this guarantees no repetitions in the entries of
the determinant. Such repetitions could conceivably create a situation in
which the determinant vanishes more often, or even identically. We can see
that this does not happen here.)
For a second example we consider G(0, 0, 0). The Simplified Normal
Form is
x* $_
0
0
0
1
0
0
0
1
0& x+Q(x)+= {_
0
0
p3&+_
0
0
a
0
0
b
0
0
c& x= ,
where we have not calculated the form of Q(x). Generically any one of the
elements a,b, or c can be eliminated from B, leading to an unfolding such
as
x* =_
0
0
+1&+_
0
0
+2
1
0
+3
0
1
0& x+Q(x).
This codimension 3 system has been discussed by Huseyin in [4], where it
is simply assumed that there are three parameters in the unfolding.
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Our next example is G(0; 1), usually described as ‘‘a zero and a pure
imaginary pair.’’ It is treated in [3] and [7] and also in [1] p. 185, and
we will not give many details here, except to illustrate the situation in
which complex numbers must be used. In real form this system has
A=_
0
0
0
0
0
&1
0
1
0& .
Under the change of variables z1=x1 , z2=x2+ix3 , z3=x2&ix3 with
reality conditions z1=z 1 , z3=z 2 the unperturbed linear term becomes
z* =_
0
0
0
0
&i
0
0
0
i& .
The Arnol’d unfolding of this matrix is
_
+1
0
0
0
+2&i
0
0
0
+3+i& .
In general the +i are complex numbers, but the reality conditions require
that +1 be real and +2 and +3 be complex conjugates, so there are actually
only three real parameters here. Generically +1 can be moved to the
constant term, so that the unfolding of the dynamical system is
z* =_
+1
0
0 &+_
0
0
0
0
+2&i
0
0
0
+3+i& z+Q(z).
When carried back to real form, renaming the parameters so that +1=&1
and +2=&1+i&2 , this gives
x* =_
&1
0
0 &+_
0
0
0
0
&2
&(1&&3)
0
1&&3
&2 & x+Q(x).
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Finally, going over to cylindrical coordinates (with x2=r cos %, x3=r sin %),
the constant and linear terms of the unfolded system become
x* 1=&1
r* =&2r
%4 =&3&1.
It turns out that % does not appear in the quadratic terms (or in fact the
higher order terms of the normal form up to any finite order; % is never
entirely eliminated, but always pushed beyond the terms that have been
normalized). Thus it is possible to do much of the analysis of this system
using only the equations for x1 and r, which contain only &1 and &2 . This
is why this system appears to be of codimension two in the sources
mentioned above.
Our last example is G(1, 1), which might be called the general (non-
Hamiltonian) unfolding of the Hamiltonian Hopf bifurcation. It is treated
in [6], where a conjectural unfolding is calculated by putting the matrix
A=_
0
1
0
0
&1
0
0
0
1
0
0
1
0
1
&1
0 &
into Jordan normal form
_
i
0
0
0
1
i
0
0
0
0
&i
0
0
0
1
&i& ,
adding the Arnol’d unfolding parameters, and returning to real form (as in
the last example). The authors state that ‘‘we do not claim that ... is a
‘universal unfolding’ ... in the sense that all the possible dynamics of all the
[nearby] systems ... can be obtained by variations of the three parameters
..., up to some equivalence relation.’’ The present paper makes it possible
to show that we can do just that, using asymptotic equivalence. Because A
is invertible, the matrix N of (2.5) is empty. Therefore there are no secondary
rows and no principal rows, so there are no secondary shifts and no param-
eters to move from the Arnol’d unfolding into the constant term. This
shows that the calculations given in [6] fall under the pattern which we
have presented.
189ASYMPTOTIC UNFOLDINGS
File: DISTIL 336840 . By:CV . Date:27:01:98 . Time:08:52 LOP8M. V8.B. Page 01:01
Codes: 2749 Signs: 1003 . Length: 45 pic 0 pts, 190 mm
REFERENCES
1. Shui-Nee Chow, Chengzhi Li, and Duo Wang, ‘‘Normal Forms and Bifurcation of Planar
Vector Fields,’’ Cambridge Univ. Press, Cambridge, 1994.
2. C. Elphick, E. Tirapegui, M. E. Brachet, P. Coullet, and G. Iooss, A simple global charac-
terization for normal forms of singular vector fields, Physica D 29 (1987), 95127.
3. John Guckenheimer and Philip Holmes, ‘‘Nonlinear Oscillations, Dynamical Systems, and
Bifurcations of Vector Fields,’’ Springer-Verlag, New York, 1983.
4. K. Huseyin, Bifurcations associated with a three-fold zero eigenvalue, Quart. Appl. Math.
46 (1988), 193216.
5. J. Murdock, Qualitative theory of nonlinear reasonance by averaging and dynamical
systems methods, Dynamics Reported 1 (1988), 91172.
6. S. A. van Gils, M. Krupa, and W. F. Langford, Hopf bifurcation with non-semisimple 1:1
resonance, Nonlinearity 3 (1990), 825850.
7. S. Wiggins, ‘‘Introduction to Applied Nonlinear Dynamical Systems and Chaos,’’
Springer-Verlag, New York, 1990.
190 JAMES MURDOCK
