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A study of summation processes by the matrix transformations in a 
non-archimedian field with particular reference to the spaces of convergent 
and summable sequences and the space of convergence preserving matrix 
transformations was done by RANGACHARI and the author in [4 J. As 
examples of regular and convergence preserving transformations we gave 
in the p-adic field [4] the following 
(1) y. _Sn+Sn-l _so. 
. Yn - 2 ' Yo- 2" 
(2) 
The analysis of summation processes in a non-archimedian valued field 
and in particular the p-adic field has not been developed much. The 
main object of this note is to examine the transformations Y and T of 
a sequence {Sn} defined by (1) and (2) aB also some other analogues to 
the familiar classical processes. This is a necessary prerequisite for a 
further study of summation processes in a non-archimedian field by 
functional analytic methods. 
1.1. The notations and concepts, except those explained below, are 
as in the earlier paper [4] to which this is a sequel. We are concerned 
here only with the p-adic field. 00 
In the p-adic field also, as in the classical case a power series t= L anxn 
n~O 
(see BRUHAT [1]) is convergent within the region Df = [x: Ixl <e] where 
e={lim sup lanll/n}-l and is divergent outside the region Df . We may 
call the region Df here also as the "circle ot convergence" and e the 
"radius ot convergence". 
2. Our study of the transformation Y will be on the lines of the one 
made by SzAsz [5] in the classical case. 
2.1. A necessary .and sufficient condition for the Y-summability of 
the sequence {Sn} (by which is meant the convergence of {Yn} defined 
by (1)) is immediately obtained if we observe that the convergence of 
3:W 
'Xl 
the sequence {Yn} is equivalent to the convergence of the series! Cn 
where n~O 
an + an-l ao Cn=Yn-Yn-1 = 2 ' n= 1,2, ... , co=yo= '2; 
this in turn is equivalent to Cn ---0>- 0 (We recall that in a non-archimedian 
00 
valued field a series ! Cn converges if and only if Cn ---0>- 0). Thus we have 
n~O 
00 n 
Theorem 2.1. The series ! an or the sequence {Sn}, Sn= ! am tS 
n~O m~O 
Y -summable if and only if 
(3) 
n--+oo 
Remark. We verify, as follows, that a necessary condition for 
Y -summability is either 
(4) lanl <K, K a constant 
or equivalently 
(5) 
If we set Bn = an-l + an (n = 0, I, 2, ... , a-I = 0) a necessary condition for 
00 
Y-summability of Sn (or ! an) is Bn ---0>- 0 which we show implies (4). 
n~O 
Bn being a nullsequence is bounded so that IBnl <K, n=O, 1,2, .... Further 
n 
(-I)nan= ! (_I)kBk 
k~O 
and hence 
lanl.;;; max IBkl <K, n=O, I, ... 
k~O.l •... n 
which is (4). That (4) and (5) are equivalent is obvious. 
The above remark enables us to prove 
00 
Theorem 2.2. A power series ! anxn is not Y-summable outside its 
n~O 
circle of convergence (i.e. when Ixl >,], e being the radius of convergence). 
00 
Proof. Let the series ! anxn be Y-summable at X=Xo. By the 
above remark n~O 
or 
KI/n 
lanl l /n < Ixol . 
Thus lim sup lanl l /n= !. < _I-since KI/n ---0>- I as n ---0>- 00. 
e Ixol 
Hence Ixol <e and this completes the proof. 
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Remark. The power series may however be summable at a point 
on the circle of convergence though it may not be convergent there. 
00 
For example the geometric series .2 xn which has unit radius of 
n~O 
convergence, does not converge for X= -1, but Y-summable at X= -1. 
2.2. Though we come across certain difficulties in obtaining theorems 
of Tauberian nature in the p-adic field, the following theorem concerned 
with Y-summability, whose proof is not difficult, may be of interest. 
Theorem 2.3. A series 
n -+ =, converges to s. 
00 
.2 an, Y-summable to s, for which an -+ l, 
n~O 
The implication of the theorem is simply that from an -+ l with 
00 
Y -summability of .2 an, it follows that l = O. 
n~O 
n 
Proof. If Yn is defined by (1) and Sn= .2 am then Yn -+ s. 






Sn =Yn+ 2 
1. l 1m Sn=S+ 2' 
n-+OO 
an 
Sn-1 = Yn - 2 
1. l 1m Sn-1=S- 2' 
n_ 00 
Obviously (6) and (7) can simultaneously hold only if l= O. 
3. We shall now study some aspects of the transformation T defined 
by (2). The method T transforms every bounded sequence into a null 
sequence. It also sums an unbounded divergent sequence {Sn}, Sn= lip", 
for which 
1_pn+1 1 
tn= 1 + p+ ... + pn = -----+-- as n -+ =. 1-p 1-p 
The relationship between the Y and T transformations is brought out in 
Theorem 3.1. A sequence {Sn} which is Y-summable to S is T-summable 
to O. 
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Proof: We have 
tn=pn (So + ... +Sn) 
(8) {
SO SO+SI Sn-l+Sn} Sn 
= pn "2 + -2- + ... + 2 ~ pn 2 
_ n (+ +) --l- n Sn 
- p yo ... Yn, p "2' 
By the remark under Theorem 2.1, ISnl <K. Because of this and what 
we have observed in the beginning of this section tn --+ 0 as n --+ 00, 
thus proving the theorem. 
Remark 1. The sequence {Sn}, Sn= I/pn is not Y-summable whereas 
it is T-summable. Thus the T-method is stronger in the sense of 
HARDY ([2], p. 66) than the Y-method. 
A necessary condition for T-summability is obtained as follows. If 
{sn} is T-summable then the sequence {tn+d and hence {~ . t(n+l) - tn } con-
verge. In other words pnsn converges, for which necessarily 
(9) 
Further since an = Sn - Sn-l 
Remark 2. The T-method may sum a power series outside its circle 
of convergence unlike the Y-method. For, 





if 1 anxon is summable by 
n~O 
I I lim sup lan l1/n e 
xo < Ipl = lPl 
and Ipi < 1. 
4. In this section we consider plausible analogues of the matrix 
methods (N, Pn), (it, Pn) in the notation of HARDY ([2], p. 64, p. 57) 
and show how the latter methods with certain restrictions on pn we 
naturally think of in the p-adic field, which are seemingly non-trivial, 
turn out to be trivial, viz. equivalent to convergence. 
The (N, Pn)-method is defined by the matrix (amn ) where 
=0 ,n>m 
where Ipol > IPil, j = 1, 2, 3, ... and IPnl --+ 0, n --+ 00. By the analogue of 
323 
TOEPLl'l'Z'S theorem proved by MONNA ([3], p. 127) the (N, Pn)~method 
is a regular method. For this we need observe only that 
1 1 IPm-nl IPm-nl amn = 1 1 = -1--1 « 1, m, n= 0,1, ... po+ ... +Pm po 
besides 
00 
lim lamnl = ° , lim 2: amn = 1. 
m-->OO '11=0 
For example pn = pn gives rise to a regular method. 
Remark. In the definition of the (N, Pn) method we may have, 
Ipol>lpjl, and now the condition IPnl=IPo+ ... +Pnl>K, n=O, 1, ... , 
is sufficient to make the method regular. As an example of this case we 
have the Y-method defined by the transformation (1). 
On the other hand the (it, Pn)-method is defined by the matrix (bmn ) 
(11) ~ bmn = Pnjpo + ... +Pm 
( = ° n>m 
it being assumed that 
(12) 
By a reasoning similar to the one exhibited above the (it, Pn)-method 
is regular. An example is provided by pn= Ijpn. 
We have the following theorems. 
Theorem 4.1. Any two regular (N, Pn)-methods are consistent, again 
in the sense of HARDY ([2], p. 65); i.e. it {Sn} is summable (N, Pn) to s 
and also summable (N, qn) to s', then s=s'. 
Proof. We write 
rn=poqn+Plqn-l + ... +pnqO. 
Then in the notation of HARDY ([2], p. 65) 
N' (s) = Poqosm+(POql +PlqO) Sm-l + ... +(Poqm+ ... +Pmqo) So 
m PoqO+(POql+PlqO) + ... +(Poqm+ ... +Pmqo) 
Po(qosm+ ... +qmSO) + ... +Pm-I(qosl +qlSO) +pmqoso 
Po(qo+ ... +qm)+ ... +Pm-I(qO+ql)+PmqO 
_ PoQmN~(s)+ ... +PmQoNg(s) _ ~ Nq( ) 
- Q - £., Ymn s PoQm+ ... +pm 0 '11=0 'II 
where 
m 
Ymn = pm-n Qn j 2: pm--v Qv, n « m 
~=O 
=0 ,n>m; 
Qm=qo+ ... +qm. 
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Since jQmj=jQoj=jqoj=K>O for all m, 
m 
j .I pm-v Qvj = jpojjqoj. 
Thus Ymn defines a regular transformation and hence 
N'!n(s) -l>- s', m -l>- 00, implies N;;'(s) -l>- s', m -l>- 00. 
Similarly N;:'(s) -l>- s, m -l>- 00, implies N;;.(s) -l>- s, m -l>- 00. 
Hence it is possible that {Sn} is summable (N, Pn) to sand summable 
(N, qn) to s' only if s=s'. This proves the theorem. 
We have 
Theorem 4.2. The CN, Pn)-methods defined by the matrices (bmn) of 
(11) and with pn satisfying (12) are all equivalent to convergence. In other 
words all sequences which are CN, Pn)-summable are necessarily convergent. 
Proof. Writing 
poso + ... + pnSn poSo + .. , + pnSn Un = = "-----=---=--
po+ ... +Pn P n 
un -l>- S , n -l>- 00, 
if {Sn} is (N, Pn)-summable to s. And 
PnUn-Pn-l Un-l 
Sn= --~----pn 
so that the above transformation from Un to Sn is regular as the conditions 
of MONNA'S theorem ([3], p. 127) are satisfied. Thus Sn -l>- s, n -l>- 00, and 
hence the theorem. 
5. Similar to the Cesaro methods (0, k) k= 0, 1, ... , in the classical 
case, it is natural to think of a "strictly increasing scale of methods" 
here also. We have the following example of a scale of transformations 
00 
of a series .I an· 
n~O 
In the usual notation Tk C T k+l, as the series! (k~l)n is summable 
'*' n~O P 
T k+1 and is not summable T k. Further T k are only convergence preserving 
methods. It would be of interest to know whether there exists a matrix 
00 
method whose summability field coincides with U (T k ) where (T k ) 
denotes the summability field of Tk. k~l 
The author thanks Prof. C. T. RAJAGOPAL for his kind help in the 
preparation of this note. 
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