We study a dynamic pricing problem with multiple products and infinite inventories. The demand for these products depends on the selling prices and on parameters unknown to the seller. Their value can be learned from accumulating sales data using statistical estimation techniques. The quality of the parameter estimates is influenced by the amount of price dispersion; however, a large amount of variation in the selling prices can be costly since it means that suboptimal prices are used. The seller thus needs to balance optimizing the quality of the parameter estimates and optimizing instant revenue, i.e., exploitation and exploration.
1. Introduction. For firms that sell products or deliver services, it is important to know which selling price generates the highest revenue. This price is generally unknown to the firm, but it can be learned by experimenting with the selling prices. In particular, firms that sell products via the Internet can easily change their selling prices. Since price experimentation means that suboptimal prices are chosen for some time periods, price experimentation can be costly and should be conducted properly. That means that the seller should balance between minimizing the revenue losses due to experimentation and gaining as much information as possible about the relation between price and demand. In other words, in order to learn the price that generates the highest revenue, the firm needs a pricing policy that includes price experimentation in such a way that learning and instant optimization are optimally balanced.
This problem has recently received much research attention. Under different assumptions, pricing policies have been proposed and (sometimes) performance characteristics have been proven. Parametric demand models were employed by Lobo and Boyd [52] , Carvalho and Puterman [18, 17] , Bertsimas and Perakis [11] , Besbes and Zeevi [12] , den Boer and Zwart [27] , Broder and Rusmevichientong [15] and Keskin and Zeevi [44] ; Bayesian models by Aviv and Pazgal [7] , Araman and Caldentey [3] , Farias and van Roy [32] and Harrison et al. [38] ; and nonparametric demand models have been studied by Kleinberg and Leighton [46] , Cope [21] , Lim and Shanthikumar [50] , Eren and Maglaras [31] , Besbes and Zeevi [12] . We refer to den Boer [25] for a more elaborate overview of this literature.
Practically all research on this subject focuses on the single-product case. In practice, firms often sell multiple types of products, and the demand for one product is influenced by the selling prices of the other products. This means that learning the demand function and determining optimal prices have to be considered for all products simultaneously; not all unknown parameters of the system may be learned if one simply applies a single-product pricing policy to each individual product. This motivates the current study on dynamic pricing and learning in a setting with multiple products.
The abundance of literature on pricing-and-learning in a single-product setting contrasts with the relative scarcity of papers that consider multiple products. Exceptions are the nonparametric approach by Besbes and Zeevi [12] , the robust optimization approach by Lim et al. [51] , the linear demand model studied in the Master's thesis of Le Guen [49] , and the work of Keskin and Zeevi [44] . The latter paper, written in parallel with our work, assumes that expected demand is a linear function of price and that the demand distribution is sub-Gaussian, and it derives sufficient conditions that guarantee single-product pricing policies to be asymptotically optimal. The authors also study the performance of so-called "orthogonal pricing policies" in a multiple-product setting. In §5. 4 we compare our results with those of Keskin and Zeevi [44] in more detail.
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In this paper, we study the aforementioned dynamic pricing problem with multiple products in a general parametric setting. In particular, we assume that the seller knows the relation between selling prices and the first two moments of the demand distributions, up to some unknown parameters. The value of these unknown parameters can be estimated by maximum quasi-likelihood estimation (MQLE); this is an extension of classical maximum-likelihood estimation to settings where only the first two moments of the distribution are known.
We propose an adaptive pricing policy that is based on the following principle: in each time period, the seller estimates the unknown parameters with MQLE; subsequently, he chooses the prices that generate the highest expected revenue, given that these parameter estimates are correct, and with an additional requirement on a certain measure of price dispersion. This policy balances at each time step exploration and exploitation: the requirement on the price dispersion makes sure that the parameter estimates converge to the true values, and the current knowledge of the parameter estimates is exploited by choosing the optimal prices with respect to these estimates.
We measure price dispersion by the smallest eigenvalue of the design matrix, which is specified below, and require that it grows with a certain prespecified rate. This rate guarantees strong consistency of the MQL estimates. There is no simple recursive relation between these smallest eigenvalues in two consecutive time periods. We therefore work with an expression that grows at the same rate, namely, the inverse of the trace of the inverse design matrix. Using the Sherman-Morrison formula, we show that a simple quadratic constraint on the chosen prices is sufficient to establish the desired growth rate of the smallest eigenvalue of the design matrix.
The performance of pricing policies is measured in terms of Regret T , which is the expected amount of revenue loss after T time periods, caused by not using the optimal price. We provide two conditions-one assuring a sufficient amount of price dispersion, the other bounding the cumulative deviation from the certainty equivalence prices-such that any pricing policy satisfying these conditions admits an upper bound on the regret in terms of the amount of price dispersion. We show that our proposed adaptive pricing policy satisfies these conditions, and by optimally choosing the price dispersion rate, we obtain the bound Regret T = O T 2/3 . In many demand models that are used in practice, the demand functions are so-called canonical link functions. For this important class of demand functions, we show that Regret T = O T log T can be achieved. This bound is close to O √ T , which in several (single-product) settings has been shown to be the lowest provable asymptotic upper bound on the regret (see, e.g., Kleinberg and Leighton [46] , Besbes and Zeevi [13] , Broder and Rusmevichientong [15] ). The upper bound Regret T = O T log T is based on new sufficient conditions that guarantee strong consistency of MQLE. The proof of this result is based on an extension of a theorem by Lai [47] to martingale difference sequences, which may be of independent interest.
One of the strengths of our approach to dynamic pricing and learning for multiple products is that our results are valid for a very large class of demand functions and distributions. Other works, such as Le Guen [49] or Keskin and Zeevi [44] , restrict to linear demand functions or sub-Gaussian demand distributions. In addition, we construct a pricing policy that facilitates learning the unknown parameters; in contrast, in a robust approach such as Lim et al. [51] , no learning takes place.
Our proposed adaptive pricing policy is based on an optimization problem, Equation (12) , which contains a nonconvex constraint. In §5.1 we discuss computational aspects of solving this optimization problem, and provide several suggestions to reduce the required computation time. Despite these suggestions, however, for large instances the problem may still be computationally intractable. Designing efficient numerical algorithms to obtain exact solutions (or sufficiently good heuristics) for these large instances is an open problem for future research; such algorithms will make our adaptive pricing policy also applicable for large problem instances.
The remainder of this paper is organized as follows. Section 2 introduces the model and notation, discusses some of the assumptions we make, and introduces the maximum quasi-likelihood estimator. Section 3 describes the proposed adaptive pricing policy. In §4.1 we provide an upper bound on the regret of a pricing policy, in terms of the amount of price dispersion. Section 4.2 improves these bounds in case of canonical link functions. Some auxiliary results needed to prove these regret bounds are contained in §4.3. Section 5 addresses computational aspects of the policy, discusses the quality of our regret bounds, compares our study with parallel related work and with the literature on multi-armed bandit problems, provides some context for our extension of a theorem of Lai [47] , discusses possible applications to adaptive design of experiments, and shows regret bounds when the optimal price lies outside the set of admissible prices. Two numerical illustrations are provided in §6. All mathematical proofs are contained in §7.
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We consider a firm that sells n ∈ different types of products. Time is discretized, and time periods are denoted by t ∈ . A time period can represent a day or a week but also, say, five minutes. At the beginning of each time period t ∈ , the firm determines for each product k = 1 n a selling price p k t > 0. After setting the prices the firm observes a realization of the demand d kt for each product k = 1 n and collects revenue n k=1 p k t d kt . We assume that all demand can be met; thus, stock-outs do not occur. Write p t = p 0 t p 1 t p n t T , where p 0 t = 1 for all t, and p k t is the selling price of product k in period t, (1 ≤ k ≤ n). The term p 0 t = 1 is convenient for notational reasons. We assume that the prices lie in a compact, convex, nonempty set ⊂ 1 × n >0 . The set is called the set of admissible prices. A common choice is = 1 × n k=1 p lk p hk where 0 < p lk < p hk denotes the lowest and highest price for product k that is acceptable to the firm. Our assumptions on are more flexible, allowing joint price constraints, e.g., of the form
The random variable D kt p t denotes the demand for product k in period t, given selling price vector p t . Given the selling prices, the demand in different time periods and for different products are independent of each other, and for each t ∈ , k = 1 n and p t ∈ , the demand d kt is a realization of a random variable D k p t . The seller assumes the following parametric model:
Here for all k = 1 n, the functions h k ≥0 → ≥0 and v k ≥0 → >0 are both thrice continuously differentiable, withḣ k x = h k x / x > 0, v k x > 0 for all x ≥ 0, Let t t∈ be the filtration generated by d ki p ki k = 1 n i = 1 t , i.e., by all prices and demand realizations up to and including time t, for t ∈ , and let 0 be the trivial -algebra. A technical assumption on the demand is
The expected revenue collected in a single time period by product k against price p is denoted by
k . The total expected revenue in a single time period t against selling price p is r p = n k=1 r k p . We also write r k p k and r p as a function of both the price vector p and the parameter values k ∈ n+1 and ∈ n+1 ×n . We assume there is an open, bounded neighborhood V ∈ n× n+1 around 0 such that for all ∈ V , the function → , p → r p has a unique maximizer
such that the matrix of all second derivatives of r with respect to p (excluding the first component p 0 = 1),
is negative definite at the point p . In (4), and throughout this article, int is defined as 1 ×int p 1 p n ∈ n 1 p 1 p n ∈ . The correct optimal price p 0 is also denoted by p opt . A pricing policy is a method that for each t ∈ generates a price p t ∈ . This price may depend on the previously chosen prices p 1 p t − 1 and demand realizations d ki k = 1 n i = 1 t − 1 ; i.e., p t is t−1 -measurable.
The performance of a pricing policy is measured by the regret, which is the expected revenue loss caused by not using the optimal price p opt . For a pricing policy that generates prices p 1 p 2 p T , the regret after T time periods is defined as
The objective of the seller is to find a pricing policy that gives the highest expected revenue over T time periods. This is equivalent to minimizing Regret T . Note that this objective cannot directly be used by the seller to find a policy since it depends on the unknown parameters 0 . Notation. With tr A and det A we denote the trace and determinant of a matrix A, with max A and min A its largest and smallest eigenvalue (when these are real valued). The transpose of a (column) vector v is denoted by v T . Given price vectors p 1 p t , the design matrix P t is defined as
Since the largest and smallest eigenvalues of P t play an important role in the analysis, we use shorthand notation max t = max P t and min t = min P t . The natural logarithm of x > 0 is denoted by log x . If it is clear from the context which pricing policy is used, we sometimes write Regret T instead of Regret T .
Discussion of model assumptions.
We only assume knowledge on the first two moments of the demand, not on the complete distribution. This makes the demand model a little more robust. The assumption that the variance is a function of the first moment is valid for several demand distributions that are commonly used in practice, for example, if the distribution of (3) is not common in the literature on dynamic pricing and allows for heavy-tailed demand distributions. The conditions on the uniqueness of the optimal price p and on the Hessian matrix (5) are satisfied when the revenue function r p 0 is strictly concave in p. This is, for example, the case if the demand functions are linear (h k x = x for each k = 1 n) and the matrix
n is negative definite.
Estimation of unknown parameters.
The unknown parameters 0 can be estimated with maximum quasi-likelihood estimation. This is a natural extension of ordinary maximum-likelihood estimation to settings where only the first two moments of the distribution are known. For more details we refer to Wedderburn [67] , McCullagh [54] , Godambe and Heyde [35] , McCullagh and Nelder [55] , Heyde [39] and Gill [34] .
Given price vectors p 1 p t and demand realizations
, is defined as a solution to the (n + 1)-dimensional equation
The functions h k are called canonical link functions ifḣ k x = v k h k x for all x ∈ , k = 1 n. This relation holds for normally distributed demand with h k x = x, Poisson distributed demand with h k x = exp x , and Bernoulli distributed demand with h k x = exp x / 1 + exp x . In case of canonical link functions, the estimation Equation (7) simplify considerably to
Computational methods to solve the MQLE Equation (7) are discussed in Osborne [57] and Heyde and Morton [40] .
3. Adaptive pricing policy. A natural and intuitive pricing policy is to set at each time period the selling prices equal to the prices that are optimal, given that the current parameter estimates are correct. This pricing policy is usually called myopic pricing or certainty equivalent pricing. At each step, the firm acts as if it is certain about its parameter estimates. Although this policy is very intuitive and easy to understand, its performance is very poor: den Boer and Zwart [27] show for a single product with normally distributed demand function whose expectation depends linearly on the selling price, that with certainty equivalent pricing, the parameter estimates may converge to the wrong value and the price may converge to a limit price which is not equal to the optimal price. They propose an alternative pricing policy, called Controlled Variance Pricing, and show that under this policy the price converges to the optimal price. The key idea of this policy is to use at each time period the optimal price given the current parameter estimates, with an additional constraint on the price dispersion. In this single product case, the price dispersion at time t is measured by the sample variance of the prices chosen up to time t, and is required to satisfy a carefully chosen, time-dependent lower bound. This pricing rule balances at each time step learning of the parameters and instant revenue optimization, i.e., exploration and exploitation.
We now introduce an adaptive pricing policy for multiple products, which is inspired by the same principles as Controlled Variance Pricing. The key idea is to choose the optimal price given the current parameter estimates, with the additional requirement that min t , the smallest eigenvalue of the design matrix (6), grows with a certain rate. More precisely we require that min t ≥ L 1 t , where L 1 t is a positive monotone increasing nonrandom function on . The motivation for requiring this bound on min t is because the expected square estimation error can be bounded from above by an expression that is inversely proportional to min t (Propositions 3 and 4; see also den Boer and Zwart [26] and Lai and Wei [48] ). The rate at which the parameter estimatesˆ t converge to 0 can thus be controlled by requiring a minimum growth rate on min t . Since there is no simple explicit expression relating two consecutive smallest eigenvalues min t and min t + 1 , we instead work with the trace of the inverse design matrix, tr P t −1 . This can be justified because for any positive definite n × n matrix A,
The expression tr P t −1 admits a recursive form via the Sherman-Morrison formula (Bartlett [8] ; see Hager [36] for a historical treatment of these type of formulas). In particular, one can show
If tr P t −1 ≤ 1/L 1 t and p t + 1 is chosen such that the right hand side of (10) satisfies a carefully chosen constraint, we can make sure that tr P t + 1 −1 ≤ 1/L 1 t + 1 . Let be the class of nondecreasing differentiable functions L → >0 such thatL t = o 1 , and t → 1/L t is convex. Examples of functions contained in are t → c t log t or t → ct a , (c > 0, 0 < a < 1). It is not difficult to derive that for any L ∈ , L t = o t , and there exists a
The details of the adaptive pricing policy, named L 1 , are outlined below:
Adaptive pricing policy L 1 for n products Initialization: Choose L 1 ∈ . Choose n + 1 linearly independent initial price vectors p 1 p 2 p n + 1 in . For all t ≥ n + 2: Estimation: For each k = 1 n, calculate the MQLEˆ k t using the MQLE Equation (7). Pricing: (I) If for some k,ˆ k t does not exist, or tr P t
, p t + j = p j , where j is the smallest integer such that tr
If for all k,ˆ k t exists, and tr P t −1 −1 ≥ L 1 t , let p ceqp = p ˆ t , and consider the following cases: (IIa) If
provided there is a feasible solution.
(IIc) If (11) does not hold, and (12) has no feasible solution, then set p t + 1 = p 1 , p t + 2 = p 2 p t + j = p j , where j is the smallest integer such that
Ad (I) and (IIc) in the policy description deal with possible nonexistence of the MQLEˆ k t and other short-timescale effects: in that case, all previously chosen prices are repeated until the MQLE exists and there is sufficient price dispersion. In the proof of Proposition 2 we show that the term j in (I) and (IIc) is always finite.
Ad (IIa) describes the situation where the certainty equivalent price p ˆ t induces sufficient price dispersion; in that case, the next price is equal to the certainty equivalent price.
Ad (IIb) shows which price to choose when the certainty equivalent price induces insufficient price dispersion. In that case, an additional constraint in (12) has to be satisfied. Computational aspects of solving (12) For sufficiently large t, the maximization problem (12) always has a feasible solution:
Proposition 1 (Feasibility of (12)). There is a T 0 ∈ , depending only on and L 1 , such that for all t ≥ T 0 , if
then the set
is nonempty.
The following proposition states that for sufficiently large t, the adaptive pricing policy L 1 induces a lower bound on tr P t −1 −1 and thus by (9) also on min t .
Proposition 2 (Growth Rate of tr P t −1 −1 ). There are T 1 , C L ∈ , depending only on T 0 , L 1 , and P n + 1 , such that for all t ≥ T 1 , tr P t
4. Bounds on the regret. In §4.1, we provide upper bounds on the regret induced by L 1 , for general link functions. The bounds depends on two characteristics of the pricing policy: the first is a lower bound L 1 on the smallest eigenvalue min t of the design matrix P t ; this bound quantifies the amount of emphasis on learning the unknown parameters. The second characteristic is the cumulative difference between the chosen prices and the certainty equivalence prices. Lemma 1 formulates these two characteristics more precisely, and Theorem 1 applies these properties to derive an upper bound on Regret L 1 T , in terms of the function L 1 . It turns out that for general link functions, this bound is minimized if L 1 t grows proportionally to t 2/3 , with a corresponding regret bound of O T 2/3 . We furthermore show that this regret rate is achieved by any pricing policy that satisfies the conditions of Lemma 1.
In §4.2, we consider the case of canonical link functions. We extend existing statistical results on the strong consistency of MQLE and show that Regret T = O T log T can be achieved. As intermediate result, we obtain in §4.3 an interesting extension of Lai [47, Theorem 3] to martingale difference sequences.
General link functions.
In order to state the main results of this section, we develop some notation that deals with possible nonexistence of solutions to the quasi-likelihood equations. In particular, for > 0 and k = 1 n, we define the last-time random variables
where
≤ , and
The importance of T becomes clear from following proposition, which relates L 1 to the rate at which the parameter estimateˆ t converges to the true value 0 and in addition provides moment bounds on T .
Proposition 3 (Strong Consistency and Convergence Rates). Let L 1 ∈ , and suppose there are t 0 ∈ , c > 0 and ∈ 1 2 1 such that min t ≥ L 1 t ≥ ct a.s. for all t ≥ t 0 . Then there is a 0 > 0 such that T < a.s. and E T < , for all 0 < < − 1 and 0 < ≤ 0 . In addition, for all k = 1 n and t > T , there exists a solutionˆ k t to (7), lim t→ ˆ k t = 0 k a.s., and
The assertions about T follow from applying den Boer and Zwart [26, Theorem 1], for each T k , k = 1 n separately, and noting that T ≤ 
where V is defined in §2 and 0 is as in Proposition 3. Let t 0 ∈ , L 1 ∈ such that L 1 t ≥ ct for all t ≥ t 0 and some c > 0, ∈
1 . Suppose that policy L 1 is used. Then there is a random variable T 2 taking values on such that
s., for all T ≥ t 0 and some K 2 > 0.
The following theorem provides an upper bound on the regret of L 1 , in terms of the function L 1 .
1 . Then
. This choice is optimal in the sense that for this choice of L 1 ,
In addition, we note that the regret bound of Theorem 1 is valid for any pricing policy that satisfies the properties of Lemma 1. More precisely, if there are ∈ 0 0 and a random variable T 2 ≥ T a.s. with E T 1/2 2 < , and implies (i) and (ii) of Lemma 1, then Theorem 1 is also valid for .
Canonical link functions.
As already mentioned in §2.3, the estimation equations forˆ t simplify considerably if the link functions h k are all canonical; i.e., ifḣ k = v k h k for all k = 1 n. As a result, sharper bounds on the estimation error can be derived. In particular, in den Boer and Zwart [26, Theorem 3] , it is shown that in case of canonical link functions h k , and assuming precisely the same conditions as Proposition 3, the convergence rates (18) can be improved to
It is easy to see from the proof of Theorem 1 that these improved bounds (19) for canonical link functions imply that the regret bound of Theorem 1 can be improved to
assuming L 1 t ≥ ct for some ∈ 1/2 1 , c > 0, t 0 ∈ , and all t ≥ t 0 . The choice
, which is a substantial improvement to the rate T 2/3 derived in §4.1.
However, one can show that the optimal choice that minimizes the right-hand side of (20) is L 1 t = c t log t , c > 0 , which would lead to Regret L 1 T = O T log T . This choice is optimal in the following sense: if
The choice L 1 t = c t log t does not satisfy the requirement in Proposition 3 that L 1 should grow at least as t , for some ∈ 1 2
1 . This raises the question whether this requirement can be weakened. We show that this is indeed the case; in particular, we show that Proposition 3 is still valid if L 1 t ≥ c t log t for a sufficiently large c > 0. One then can show that in Theorem 1, the choice L 1 t = c t log t with sufficiently large c leads to Regret L 1 T = O T log T , when the link functions are canonical. This bound is again not only valid for the policy L 1 but also for any pricing policy satisfying Lemma 1 with L 1 t = c t log t and c sufficiently large. . Suppose there are t 0 ∈ and c > 0 such that L 1 t ≥ c t log t a.s. for all t ≥ t 0 . Then there is a 0 > 0, and for all ∈ 0 0 there is a c * > 0, such that T < a.s. and E T < for all 0 < < − 1 /2, provided c > c * . In addition, for all k = 1 n and t > T , there exists a solutionˆ k t to (7), lim t→ ˆ k t = 0 k a.s., and
The proof is based on Theorems 1 and 3 of den Boer and Zwart [26] and on Proposition 5 contained in the next section.
Observe again that the bound Regret T = O T log T is valid for any pricing policy that satisfies the properties of Lemma 1 with L 1 t = c t log t and c sufficiently large.
Auxiliary results.
This section contains a number of auxiliary results that are needed to prove Proposition 4. Proposition 5. Let X i i∈ be a martingale difference sequence with respect to a filtration i i∈ . Write S n = n i=1 X i and suppose sup i∈ E X
√ and define the random variable T = sup n ∈ S n ≥ c n log n , where T takes values in ∪ . If sup i∈ E X i r ≤ C < for some C > 0, then T < a.s., and E T <
A key ingredient to Proposition 5 is the following theorem. This was proven in Lai [47, Theorem 3] for i.i.d. random variables; we extend it to martingale difference sequences. Theorem 2. Let X i i∈ be a martingale difference sequence with respect to a filtration i i∈ . Write S n = n i=1 X i , and suppose sup i∈ E X
The proof makes use of the following result, which is based on Stout [65] .
Lemma 2. Let X i i∈ , S n and 2 be as in Theorem 2.
5. Discussion.
Computational aspects.
If (11) is satisfied, then under some mild assumptions on the revenue function, the revenue-maximizing price p ceqp can be determined using a gradient-ascent method. If (11) does not hold, then the additional constraint in (12) leads to a more complicated optimization problem with a nonconvex feasible set. In this section we show how an (approximate) solution can be obtained that does not affect the asymptotic growth rate of the regret.
Fix t. We assume that is defined by a number of linear constraints. Write
and observe that the constraint in (12) can be rewritten as p T Ap ≥ 1. All relevant choices of L 1 in this paper, i.e., L 1 t = c t log t or L 1 t = ct for some 0 < < 1 and c > 0, satisfy t 1 + max p∈ p 2 ≤ L 1 t 2 /L 1 t for sufficiently large t. This implies for all nonzero y ∈ n+1 . It follows that for all nonzero z ∈ n+1 , writing y = P t −1 z,
This implies that A is positive definite, and that the feasible region p ∈ p T Ap ≥ 1 of (12) is nonconvex. Optimization problems with a nonconvex feasible region may in general be untractable. We show that in our setting, however, the optimization problem (12) can be solved exactly (in case of linear demand functions), or the optimal solution can be approximated without affecting the asymptotic growth rate of the regret (in case of nonlinear demand functions).
If all the demand functions are linear (i.e., the functions h k all equal the identity function), then the revenue function r p ˆ t is a quadratic function, and (12) is a quadratic optimization problem with a single quadratic constraint p T Ap ≥ 1 and m linear constraints of the form b T j p ≤ c j for some m ∈ , b j ∈ n+1 , c j ∈ , j = 1 m; here the m linear constraints define . To solve (12), we construct for each S ⊂ 1 m a new optimization problem P S , given by
By substituting the equality constraints b T j p = c j (j ∈ S) into the quadratic objective function r p ˆ t and the quadratic constraint p T Ap ≥ 1, P S reduces to a quadratic optimization problem with a single quadratic constraint (on a possibly lower-dimensional subspace of n+1 ). This problem can be solved efficiently by application of the S-Lemma and a reduction to a semidefinite program, as shown in Boyd and Vandenberghe [14, Appendix B] . Let p * S denote an optimal solution of P S . An optimal solution to (12) is obtained by simply maximizing r p ˆ t over the finite set of p * S S ∈ 1 m ∩ . This finite set is nonempty since it contains an optimal solution to (12). For nonlinear demand functions, (12) may be more difficult to solve, and we therefore propose an approximate solution. An important observation is that instead of a solution to (12) , any choice of p t + 1 that satisfies p t + 1 T Ap t + 1 ≥ 1 and p t + 1 − p ceqp 2 1 t>T 2 ≤ K 2L1 t 1 t>T 2 leads to the same regret bounds proven in Theorem 1 (here K 2 and T 2 are as in Lemma 1).
A particular feasible choice of p t + 1 can be obtained by overestimating the revenue function with a quadratic function. To this end, take l and L as in (31) and (32) , and define
Our approximate solution to (12) is given bỹ
Observe that r p ceqp ˆ t does not depend on p and that L is strictly smaller than zero. As a result, (25) is equal top
For t > T 2 , (26) always has a feasible solution (namely, the optimal solution to (12)). The constraint p − p ceqp 2 ≤ K 2L1 t is then not active, and (26) is equal to a quadratic optimization problem with linear constraints and a single quadratic constraint. This problem can be solved efficiently as described above.
The instantaneous revenue loss, caused by choosingp t + 1 instead of p t + 1 , is bounded by m separate optimization problems need to be solved, which in practical applications may require too much computation time if m is large. However, by a number of observations the computation time can be reduced significantly. First, without loss of generality, we can restrict to subsets S ⊂ 1 m with cardinality S ≤ n; the reason is that a system of more than n linear equalities in n variables p 1 p n either has no feasible solution or contains at most n linearly independent inequalities. By removing linear dependencies, we are left with a system with at most n equalities.
Second, we have r p * S ˆ t ≤ r p * S ˆ t whenever S ⊂ S ⊂ 1 m since adding constraints cannot improve the optimal solution. As a result, if p * S ∈ for some S , then there is no need to solve P S for all S ⊃ S ; moreover, for all setsS ∈ 1 m for which PS has been solved but not yet all setsS ⊃S and for which r p * S ˆ t ≤ r p * S ˆ t , there is then no need to solve PS for allS ⊃S. These observations suggest that a branch-and-bound type of algorithm can be used (Clausen [20] ). The worst-case computation time of such algorithms is typically exponential in m-just as brute-force computation of P S for all S ⊂ 1 m -but may in practice significantly reduce the required computation time.
As an important and relevant problem for future research, we suggest designing and analyzing numerical methods to solve (12) for large values of m, for example by a branch-and-bound type of algorithm. A computational study could shine light on the relation between running time and m and give insight into the largest values of n and m for which our algorithm is usable in practice.
5.2. Quality of regret bounds for general link functions. In §4.1 we show that our adaptive pricing policy
for some c > 0. In addition we provide sufficient conditions for any pricing policy to achieve O T 2/3 regret. These bounds are valid for all general link functions but can be improved to O T log T in case of canonical link functions, as shown in §4.2. The gap between T 2/3 and O T log T is caused by different bounds on the convergence rates of the maximum quasi-likelihood estimates; in particular, the term tL 1 t −2 in Proposition 3, Equation (18), does not appear in the corresponding Proposition 4, Equation (21) .
This additional term tL 1 t −2 can be traced back to den Boer and Zwart [26, Theorem 2] . Because for general link functions and adaptive design no explicit form ofˆ t is available, bounds on the convergence rates of the expected square estimation error are derived indirectly via a quadratic inequality inˆ t − 0 . Then Lemma 7 of den Boer and Zwart [26] is applied to derive these bounds, yielding a dependence on the first two eigenvalues of P t . In a single-product setting the second-smallest eigenvalue of P t equals max P t , which grows linearly in t; as a result, the term
is dominated by the term log t L 1 t −1 . In the multi-product setting this is not the case, leading to the term tL 1 t −2 in Proposition 3. This is the main reason why in the multi-product setting with general link functions we get Regret T = O T 2/3 , whereas in the single-product setting with general link function we can get regret close to √ T (as in den Boer and Zwart [27] ). It is not clear if the convergence rates of den Boer and Zwart [26, Theorem 2] can be improved upon. Chang [19] claims to prove a.s. convergence rates on ˆ t − 0 2 that do not include the term tL 1 t −2 , but his proof contains a mistake (see Remark 1 of den Boer and Zwart [26] ). Yin et al. [69] , considering maximum quasi-likelihood estimators with adaptive design, general link functions, and multivariate response data, provide convergence rates that, in the case of bounded design, imply
a.s. for any > 0 Thus, here again a term t min t −2 appears in the convergence rates. Summarizing, the statistical literature on maximum quasi-likelihood estimators does not provide a conclusive answer to the question whether the convergence rates (18) of maximum quasi-likelihood estimators for general link functions and adaptive design are tight. This area is an interesting and important direction for future research. Under different sets of assumptions, it has been shown by Kleinberg and Leighton [46] , Broder and Rusmevichientong [15] , and Besbes and Zeevi [13] that there is no pricing policy with Regret T = o √ T . This means that apart from the log T term, our adaptive policy has optimal asymptotic growth rate whenever the link functions are canonical. As a result, for many demand models that are used in practice (e.g., normally distributed demand with linear link function, Bernoulli distributed demand with logit link function, and Poisson distributed demand with exponential link function), our adaptive pricing policy has near-optimal performance.
The factor log T represents a gap between the upper bound Regret L 1 T = O T log T and the optimal growth rate O √ T and can be traced back to two sources: Proposition 5 and den Boer and Zwart [26, Proposition 2].
Proposition 5 is a building block to prove that for sufficiently large t, a solution to the likelihood equations exists in a neighborhood of 0 . We do this by relating the implicitly definedˆ k t to random variables of the form T = sup n ∈ S n ≥ c n log n , where S n is a martingale and c > 0. Proposition 5 shows that T is finite a.s. and has some finite moments; these properties are used to derive the desired existence properties of the quasi-likelihood estimator. Clearly, the log n term cannot be removed here since martingales S n for which sup n ∈ S n ≥ c √ n = a.s. are easily constructed. Any attempt to remove the log n term here would require completely different proof techniques to deal with possible nonexistence of the maximum quasi-likelihood estimator.
The second source of the log T term is Proposition 2 of den Boer and Zwart [26] , where bounds are derived on the expected squared norm of the difference between a least-squares estimate and the true parameter. Similar to Lai and Wei [48] , who derive a.s. convergence rates, a log t term appears in the equations. An example provided by Nassiri-Toussi and Ren [56] shows that at least in some instances, the log t term is present in the asymptotic behavior of the estimates.
Summarizing, there does not seem to be a straightforward way to remove the log T -term from the regret bounds, and in fact, it is not clear if it is possible at all. In this respect, it is interesting to note that many papers on online learning problems with adaptive design report regret bounds that involve logarithmic terms; see for instance (Dani et al. [23] , Bartlett and Tewari [9] , Rusmevichientong and Tsitsiklis [61] , Jaksch et al. [42] , and Abbasi-Yadkori and Szepesvári [1] ). Studying whether these logarithmic factors can be removed from the regret bounds may refine the performance analysis of many algorithms in online learning problems. [44] is a recent study on multi-product pricing that is closely related to our work. We here provide a brief summary of similarities and differences between the two papers.
Comparison with parallel work. Keskin and Zeevi
In Keskin and Zeevi [44] , the authors study dynamic pricing with multiple products, under the assumptions of a linear demand function and sub-Gaussian disturbance terms. The unknown parameters of the demand function are estimated with least-squares linear regression. For a certain class of pricing policies, called "orthogonal pricing policies," conditions are derived that guarantee Regret T = O √ T log T . One of these conditions is to ensure that the smallest eigenvalue of the design matrix grows with rate √ t. This is similar to our approach, and it guarantees that the parameter estimates converge at a certain rate to the true values.
A distinction between this and our work is the level of generality. Whereas we allow for a very large class of demand functions and (even heavy-tailed) noise distributions, Keskin and Zeevi [44] restrict to linear demand functions and sub-Gaussian disturbance terms. As a result, our analysis covers several often-used nonlinear demand models, such as Bernoulli distributed demand with logit link function or Poisson distributed demand with exponential link function.
Connection to multi-armed bandit problems.
The pricing-and-learning problem considered in this paper is an example of a sequential decision problem under uncertainty, and as such closely related to the multi-armed bandit (MAB) problem: an archetypal problem for which a trade-off between learning and instant optimization, i.e., between exploration and exploitation, is encountered (see Bubeck and Cesa-Bianchi [16] for a recent survey). Well-known algorithms for MAB problems are the family of upper-confidence-bound (UCB) algorithms (Auer et al. [5] ) or various weight-updating methods (Arora et al. [4] ). Some examples of pricing problems that are modeled as an MAB problem are Rothschild [60] , Xia and Dube [68] , and Cope [21] . These studies assume that the set of admissible prices or actions is discrete and finite.
We allow to be continuous, and this makes our study related to continuum-arm MAB problems. These problems have received considerable research attention in recent years. Performance analysis of decision policies under various assumptions are studied by, among others, Kleinberg [45] , Auer et al. [6] a n P S n ≥ b n < and n∈ a n P sup k≤n S k ≥ b n < (27) where S n n∈ is a random walk and a n n∈ , b n n∈ are nonrandom sequences. For example, if b n is of the form b n = cn 1/p , (0 < p < 2, c > 0), and S n = n i=1 X i with X i i∈ a sequence of i.i.d. zero-mean random variables, various classical results for (27) have been obtained (among others) by Hsu and Robbins [41] , Erdős [29, 30] , Katz [43] , and Baum and Katz [10] . Recently, Stoica [64] has extended some of these results to the case where S n is a martingale.
In Theorem 2, we consider b n of the form b n = n log n . In case S n = n i=1 X i with X i i∈ a sequence of i.i.d. zero-mean random variables, results for (27) have been obtained by Davis [24] and Lai [47] . The quantity P S n > c n log n is then usually called a probability of moderate deviation, (see Spataru [63] ). We contribute to the literature on these probabilities of moderate deviations by extending Lai [47, Theorem 3] to the case where S n is a martingale (Theorem 2) and by showing finiteness of moments of the closely related last-times sup n ∈ S n ≥ c n log n (Proposition 5). Theorem 2 is not valid when ≤ √ 1 + a. In fact, for approaching √ 1 + a rather precise results are proven by Spataru [62] . He shows (in our notation) that if X i i∈ is a sequence of i.i.d. random variables with E X 1 = 0, E X 2 1 = 2 > 0, and E X 2 a+2 log + X − a+2 < , then
Our proof of Proposition 4 can therefore not easily be extended to all c * > 0. It is possible to explicitly calculate the value of c * , although the calculation is somewhat tedious.
Application to adaptive design of experiments.
In §3 we combine the Sherman-Morrison formula with the fact that min P t grows proportional to tr P t −1 −1 and show that a minimal growth rate on min P t can be achieved by requiring a simple quadratic constraint on the control variable. This idea is related to E-optimal designs in the area of design of experiments (DoE) that aim at maximizing the smallest eigenvalue of the design matrix. In the DoE literature one typically aims at minimizing the expected squared estimation error after all experiments have been deployed; a difference in our dynamic pricing setting is that the costs incurred by the decision maker are determined by the cumulative expected square estimation errors over the whole time horizon. Our methodology may find application in several DoE problems, for example to construct adaptive E-optimal designs in nonlinear regression settings; (see Pronzato [58, Section 4] or Pronzato [59] ).
5.8.
Regret bounds when the optimal price is not admissible. Because we assume that p 0 ∈ int and H p 0 is negative definite at p 0 , the instantaneous expected regret in a single period is quadratic in the deviation from the optimal price: r p opt 0 − r p 0 = O p opt − p 2 ;see Equation (37) . This relation may fail to hold if p 
The requirement that L 1 t grows faster than √ t is still necessary to guarantee strong consistency in Proposition 3, and thus we get Regret
when L 1 t = ct 1/2+ , for some c > 0 and arbitrarily small > 0. Case (ii) may occur for example when n = 2, = 1 × p l p h 2 for some 0 < p l < p h , h 1 and h 2 are the identity function, and arg max 
, and in this case the optimal choice of equals 2/3, with corresponding Regret
this bound is minimized by choosing = 1/2 + for > 0 arbitrarily small, in which case Regret L 1 T = O T 3/4+ /2 . These two examples show that the regret behaves quite differently under case (i) and (ii). This is, of course, because in case (i) the value of 0 does not have to be learned exactly: it suffices to haveˆ t sufficiently close to 0 . Also observe that (ii) cannot occur in the single-product case, indicating a qualitative difference between single-product and multi-product pricing when p 0 . An interesting direction for future research is to derive lower bounds on the regret that any pricing policy must incur when p 0 . It has been shown in various that there is no pricing policy with Regret T = o √ T when p 0 ∈ int ; see Kleinberg and Leighton [46] , Besbes and Zeevi [13] , and Broder and Rusmevichientong [15] . It would be interesting to derive analogous results for the case p The lowest and highest admissible price are set to p l = 1 3 3
T and p h = 1 7 7 T , and the three linearly independent initial prices are p 1 = 1 3 0 6 7 T , p 2 = 1 3 3 3 1 T , p 3 = 1 6 7 6 8 T . The optimal price is p opt = 1 5 63 4 37 T , with expected revenue 54 7. We apply the adaptive pricing policy L 1 with The plots in Figure 1 show a sample path of the price dispersion tr P t −1 −1 divided by t 2/3 , the squared norm ˆ t − 0 2 of the difference between the parameter estimates and the true parameter, Regret t , and Regret t /t 2/3 . These pictures illustrate our analytical results that tr P t −1 −1 ≥ 0 2t 2/3 for all sufficiently large t, lim t→ ˆ t − 0 2 = 0, and Regret t = O t 2/3 .
6.2. Ten products, normally distributed demand. We here consider a large instance with 10 products. The demand for each product k is normally distributed with expectation and variance given by 
The 11 linearly independent initial prices p 1 p 11 are set to T with expected revenue 381 9. We apply the adaptive pricing policy L 1 with L 1 t = 0 05 t log t (note that, in contrast with §6.1, the link functions are canonical).
The plots in Figure 2 show a sample path of tr P t −1 −1 divided by t log t , the squared norm ˆ t − 0 2 of the difference between the parameter estimates and the true parameter, Regret t , and Regret t / t log t . These pictures illustrate our results that tr P t −1 −1 ≥ 0 05 t log t for all sufficiently large t, lim t→ ˆ t − 0 2 = 0, and Regret t = O t log t . 7. Proofs.
Proofs of §3.
Proof of Proposition 1. Let t > n + 1 and assume (13) and (14) . Let 1 ≥ · · · ≥ n+1 > 0 be the eigenvalues of P t , and let v 1 v n+1 be associated eigenvectors. Since P t is symmetric, we can assume that v 1 v n+1 form an orthonormal basis of n+1 . Choose some = 0 1 n ∈ int and r ∈ 0 1 such that p 0 p 1 p n ∈ n+1 p 0 = 1 sup k=1 n p k − k ≤ r ⊂ , and let = and
Note that 2 is independent of t (but sign is not). We choose T 0 ∈ such thaṫ
for all t ≥ T 0 . The existence of such a T 0 follows fromL 1 t = o 1 . Now q 0 = 1, and for all k = 1 n,
since v n+1 i ≤ 1 for all i. By construction of and r, this implies q ∈ . Observe 
Note that < 1 and thus 1 + v n+1 1 ≥ 0. By choice of the sign of it follows that
and thus
The definition of T 0 implies that for t ≥ T 0 ,
Proof of Proposition 2. In (IIa) and (IIb) of the pricing policy, a decision is made only for the next price p t + 1 . In (I) and (IIc), decisions are made for a number of forthcoming periods: prices p 1 p 2 are repeated in periods t + 1 t + 2 , until tr P t + j −1 ≥ L 1 t + j , in (I) or until (12) has a feasible solution, in (IIc). By Proposition 1, (IIc) does not occur for t ≥ T 0 .
In addition, since prices are merely repeated in (I), and tr P ct −1 −1 = c tr P t −1 −1 for all c ∈ , and L t = o t , it follows that the j in (I) has to be finite. This implies the existence of a T 1 ≥ T 0 such that tr
We now show for all t ≥ T 1 that if tr P t −1 −1 ≥ L 1 t , then the following holds: (1) Ifˆ k t does not exist for some k, then
(1) First suppose that tr P t −1 −1 ≥ L 1 t andˆ k t does not exist for some k. Then by (I) in the adaptive pricing policy L 1 , p t + i = p i , for i = 1 j, for some j ∈ , where j is the smallest number such that 
The case (11) is trivial; suppose that (11) does not hold. Then p t + 1 is determined by (IIb). The Sherman-Morrison formula (Bartlett [8] ),
Proof of Lemma 1. Ad (i) of the lemma follows from Proposition 2 and (9). For (ii), we show
for appropriately chosen K 2 and T 2 and all t ∈ . Because T t=1L1 t = O L 1 T , this implies (ii). Choose any ∈ 0 0 , let C L , T 1 be as in Proposition 2, and set T 2 = max C L T T 1 T 3 T 4 , where T 3 , T 4 are nonrandom constants specified below. Clearly, E T 2 < if and only if E T < , for all > 0, and thus E T 2 < for all 0 < < − 1. In particular, > 
This follows since tr P T + j −1 −1 ≥ L 1 T + j must hold for some 1 ≤ j ≤ C L − 1 T ; see the proof of Proposition 2. Let ∈ V be arbitrary. The uniqueness of the maximum p , together with compactness of , imply that there is a neighborhood U ⊂ of p , such that r p 1 > r p 2 for all p 1 ∈ U , p 2 ∈ \U . For all ∈ V , choose U such that
in view of (5), this is always possible. Now, fix t > T 2 ; thenˆ t ∈ V . For any p ∈ Uˆ t that is a feasible solution of (12), we have r p t + 1 ˆ t ≥ r p ˆ t ˆ t , both in case (IIa) and (IIb), and thus p t + 1 ∈ Uˆ t . A Taylor expansion yields
Assertion (ii) of Lemma 1 thus follows if for all t > T 2 , there exists a p ∈ Uˆ t , which is a feasible solution of (12) , such that p − p ˆ t 2 ≤ K 3L1 t for some K 3 > 0 independent ofˆ t , t. If p t + 1 = p ˆ t , then this holds trivially by choosing p = p ˆ t ; assume, therefore, that p t + 1 is determined by (12) .
Let C 0 > 2, and
It follows fromL 1 t = o 1 that T 3 and T 4 are finite. Let 1 ≥ · · · ≥ n+1 be the eigenvalues of P t and v 1 v n+1 the corresponding normalized eigenvectors. Note that all eigenvalues are real and positive. Since P t is symmetric we can choose the eigenvectors such that they form an orthonormal basis. Let p ˆ t = n+1 i=1 i v i be p ˆ t expressed in the orthonormal basis of eigenvectors. Choose C such that C = C 0 , and
where v n+1 1 is the first component of v n+1 . Let
Suppose p Uˆ t . Note that since v n+1 ≤ 1 and p ˆ t ≤ max p∈ p ,
Since t > T 3 , this is a contradiction, and thus p ∈ Uˆ t . We now show that p satisfies the constraint in (12) . Observe that
and 
By construction of C,
If v n+1 1 n+1 − 1 < 1/2, then v n+1 1 = 0, and v n+1 1 n+1 > 1/2; thus,
Proof of Theorem 1. Since p 0 ∈ int , it follows that r p 0 / p k = 0 in the point p opt , for all k = 1 n. A Taylor series expansion of p → r p 0 then implies
for all p ∈ . By assumption, there exists an open neighborhood V of 0 in n× n+1 such that for all ∈ V , there is a unique optimal price p for which the matrix (5) of second partial derivatives with respect to p 1 p n exists and is negative definite in the point p . It follows from the implicit function theorem (see, e.g., Duistermaat and Kolk [28] ) that V can be chosen such that the function → p is continuously differentiable with bounded derivatives. Then by a Taylor expansion,
for all ∈ V and some nonrandom constant K 1 > 0. Choose ∈ 0 0 and T 2 as in Lemma 1. Thenˆ t ∈ V for all t > T , T 2 ≥ T a.s., and
By application of Lemma 1, we have
Proof of Proposition 4. The assertions on T are proven in den Boer and Zwart [26, Theorem 1] , under the assumption L 1 n ≥ cn , for some c > 0, 1 2 < ≤ 1, n 0 ∈ , and all n ≥ n 0 . The proof of that theorem considers last-time variables of the form
where A n i n∈ , B n i j n∈ , and J n i j n∈ are certain martingales with square-integrable differences. It is shown that these last-times are a.s. finite and have finite -th moments, using their Proposition 1, which considers these properties for general last-times of the form
for a martingale S n and constants c > 0, 1 2 < ≤ 1. To prove the current proposition, we need to show that the last-times of (38) are a.s. finite and have finite -th moment, when L 1 t = c t log t . We do that using Proposition 5, a refinement of Proposition 1 of Boer and Zwart [26] , which considers last-times of the form sup n ∈ S n ≥ c n log n Fix ∈ 0 0 ; let C > 0 be such that
and let c 2 = inf p∈ ∈B ḣ p T (see the definition of c 2 in Equation (7) of den Boer and Zwart [26] ). If we set c * = d + 2d 2 / c 2 /2 · 2 C √ , then our Proposition 5 implies that the last-times
c n log n
c n log n (39)
c n log n are all finite a.s., with finite -th moment, provided c > c * and 0 < < − 1 /2. The asymptotic existence, strong consistency, and mean square bounds forˆ k t then follow directly from den Boer and Zwart [26, Theorems 2, 3] . Consequently, 2 j≥ log 2 n P S 2 j ≥ c 2 j−1 log 2 j−1 ≤ 2 j≥ log 2 n P S 2 j ≥ √ j − 1 √ 2j c 2 j log 2 j ≤ 2 j≥ log 2 n Kj −r/2 < for some K > 0, and thus P T = ≤ lim inf n→ P T > n = 0. This proves T < a.s. For t ∈ + write S t = S t . Then where we write = c 1/4 − log 2/ 4 log n . By interchanging the sums, it suffices to show k≥1 k −1 P S k ≥ 2k log k <
We can choose n sufficiently large such that > √ . Then (44) follows from Theorem 2 with a = − 1.
Proof of Lemma 2. Apply Lemma 1 of Stout [65] on the sequence X i / √ n 1≤i≤n , with l = 0. Then for all 0 ≤ c ≤ 1,
For 0 ≤ ≤ c −1 , we thus have P S n / √ n ≥ ≤ E exp S n / √ n exp ≤ exp 2 /2 1 + c/2 − Take = to prove the assertion. The first step in the proof is to bound the tail-probabilities P S n > 2n log n in terms of symmetrized random variables. To this end, choose 1 ∈ √ 1 + a and n 1 ∈ such that 2n log n − √ 2 2 n ≥ 1 2n log n for all n ≥ n 1 . The weak symmetrization inequalities (Loève [53, 18.1.A(i)]) state that P Y − med Y ≥ ≤ 2P Y s ≥ for any random variable Y and all > 0. Since E S n = 0 and Var S n ≤ 2 n for all n ∈ , it follows that for all n ≥ n 1 , P S n > 2n log n ≤ P S n − med S n > 2n log n − √ 2 2 n ≤ 2P S s n > 2n log n − √ 2 2 n ≤ 2P S s n > 1 2n log n
As a next step, we consider a truncation of S 
This proves that the right-hand side of (46) where we applied a change of variables k = 2 j+1 . Combining this with (49) , it follows from the assumption p > 2 a + 2 that n=1 n a P T = ≥ n = O n=1 n a+1−p/2 log n p/2 <
It follows from Equations (45), (46) (47), (48) , and (50) that n=1 n a P S n > 2n log n < By replacing X i and S i with −X i and −S i in the proof, (22) follows. For (23) , choose 3 ∈ √ 1 + a , and let n 3 ∈ such that 3 2n log n ≤ 2n log n − √ 2 2 n for all n ≥ n 3 . Then for all n ≥ n 3 , P sup 1≤i≤n S i > 2n log n ≤ 2P S n ≥ 2n log n − √ 2 2 n ≤ 2P S n ≥ 1 2 3 2n log n using Lemma 4 of den Boer and Zwart [26] . Now (23) follows from (22 
