A dual-step approach for speaker localization based on a microphone array is addressed in this paper. In the first stage, which is not the main concern of this paper, the time difference between arrivals of the speech signal at each pair of microphones is estimated. These readings are combined in the second stage to obtain the source location. In this paper, we focus on the second stage of the localization task. In this contribution, we propose to exploit the speaker's smooth trajectory for improving the current position estimate. Three localization schemes, which use the temporal information, are presented. The first is a recursive form of the Gauss method. The other two are extensions of the Kalman filter to the nonlinear problem at hand, namely, the extended Kalman filter and the unscented Kalman filter. These methods are compared with other algorithms, which do not make use of the temporal information. An extensive experimental study demonstrates the advantage of using the spatial-temporal methods. To gain some insight on the obtainable performance of the localization algorithm, an approximate analytical evaluation, verified by an experimental study, is conducted. This study shows that in common TDOA-based localization scenarios-where the microphone array has small interelement spread relative to the source position-the elevation and azimuth angles can be accurately estimated, whereas the Cartesian coordinates as well as the range are poorly estimated.
INTRODUCTION AND PROBLEM FORMULATION
Determining the spatial position of a speaker finds a growing interest in video conference scenarios where automated camera steering and tracking are required. Acoustic source localization might also be used as a preprocessor stage for speech enhancement algorithms, which are based on microphone array beamformers.
Usually, methods for speaker localization are comprised of two stages. In the first stage, which is not the main concern of this paper, microphone array is used for extracting the time difference between arrivals of the speech signal at each pair of microphones. These readings are then processed by the second stage to obtain the source position. This paper focus is on the second algorithmic stage of the two-step approaches.
In the first algorithmic stage, the time difference of arrival (TDOA) is estimated using spatially separated microphone pairs. The classical method for performing this task is the generalized cross-correlation (GCC) algorithm [1] . Many improvements of this method for the reverberant case exist. Brandstein and Silverman used a robust estimate of the crosspower spectral density phase [2] . A cepstrum-based prefilter applied to the received signals prior to the application of the cross-correlation is proven by Stéphene and Champagne to be beneficial [3] . Benesty [4] and Doclo and Moonen [5] are using subspace tracking methods for performing the designated task. Recently, Dvorkind and Gannot [6] [7] [8] proposed a method for TDOA estimation, based on the nonstationarity of the speech signal, which was proven to be superior to the other methods in tracking scenarios.
During the second algorithmic stage, the noisy TDOA readings are combined to produce the source location estimate. The locus of speaker positions associated with a given microphone pair, from which we have extracted a TDOA measurement, forms one half of a hyperboloid of two sheets. By intersecting hyperboloid surfaces, one can estimate the speaker position [9] . However, this formulation is hard to compute in 3-dimensional space and tends to be noise sensitive (since small measurement errors can divert the intersection curve significantly). Another approach is useful in farfield applications, where the hyperboloid is approximated by a cone (centered at the midpoint of the microphone pair). By intersecting the bearing lines associated with such cones, location estimate can be derived by properly weighting the potential source locations according to the likelihood of the measurement. Brandstein et al. denote this method by linear intersection estimate [10] .
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By manipulating the measurement model, as will be shown in the sequel, the hyperbolic equations can be recast into a spherical form. The obtained equation set is shown to be nonlinear. Since the number of equations increases with the number of microphones, the noisy case can be solved by applying the (nonlinear) least squares (LS) approach.
The nonlinear LS problem yields a cumbersome expression. This difficulty might be alleviated in several ways. Three methods provide a closed-form solution, which differ in the way they mitigate the nonlinearity. The spherical intersection (SX) method was proposed by Schau and Robinson [11] . The spherical interpolation (SI) was proposed by Smith and Abel [12] , while Huang et al. proposed the one-step least squares (OSLS) method [13] . Dealing with the differences between these methods is beyond the scope of this short survey.
Recently, Huang et al. [14] addressed the same nonlinear equation set and solved it by using Lagrange multiplier. Since a polynomial of degree six is involved in the proposed method, no closed-form solution exists. Thus, the iterative secant method [15] was used for the root search. The twostep approach is referred to as linear correction least squares (LCLS) approach. We will elaborate more on this method while formulating the problem.
Direct maximum likelihood-based algorithms are widely used in the localization task. Maximum likelihood (ML) processors require a priori knowledge of the joint probability density function of the errors in the TDOAs, and need search-based algorithms for determining the maximizer. Yao et al. [16] proposed a frequency-domain, one-step, approximate ML estimator for extracting both the source location and the received signal spectrum. They also proposed an iterative method for dealing with multiple source scenarios. Chen et al. further developed this concept and presented the Cramér-Rao lower bound (CRLB) for the localization problem in [17] . When the microphones locations are not known exactly, a two-stage estimation procedure is proposed, where iterations are performed between the ML estimation stage and a calibration stage. In the ML context, Segal et al. work should be mentioned, in which the estimate-maximize (EM) procedure is applied (in the frequency domain) for estimating both the position of several sources and their respective parameters [18] . Birchfield and Gillmor [19] utilized Bayes rule to obtain an ML estimator for the source location. In a simplified, reverberant-free room, the proposed method is shown to be more robust against additive noise than the conventional beamformer. Chen et al. [17] proposed the use of two beamformers with several look directions for extracting several candidate azimuth angles. A majority-based rule is then used for estimating the azimuth angle of the source.
All the prementioned methods exploit the spatial information obtained by different microphone pairs, but do not exploit the temporal information available from adjoint speaker position estimates. The speaker smooth trajectory can be used to obtain a more robust localization estimate. Bayesian estimation procedures were previously proposed by Ward et al. [20] and Vermaak and Blake [21] . In the former, a particle filter is used in conjunction with a beamformer to estimate the speaker position in a one-stage procedure. In the latter, the reverberation model is considered through a bimodal distribution of the noisy measurement around the true TDOA. Utilizing this distribution and giving a firstorder Markov process model for the speaker trajectory, a particle filter is derived and applied to the problem at hand. Lehmann and Williamson [22] also used the particle filter. However they incorporate the importance sampling (IS) concept, in which particles are generated in each time step, based on the previous time step and the current measurement. The importance function is implemented based on a delay-and-sum beamforming results. Bechler et al. [23] proposed the use of a two-stage algorithm. In the first, the TDOA readings are used by the OSLS method [13] to obtain an initial estimate of the speaker position. These estimates are spatially smoothed by using three parallel linear Kalman filters. Each of the filters is using a different state transition model, namely, static, constant velocity, and constant acceleration. The three Kalman filters are weighted according to their a posteriori probability given the measurements. Klee and McDonough [24] showed by simulation results that the intermediate stage, in which source is localized by the SX method before applying the Kalman filter, deteriorates the overall performance. They proposed instead to apply the iterated extended Kalman filter directly on the TDOA readings.
In [25] we introduced two methods for exploiting the speaker's smooth trajectory for improving the tracking ability of source localizers, namely, a recursive Gauss (RG) method and the extended Kalman filter (EKF). These methods were compared with several nontemporal methods. In [26] the use of the unscented Kalman filter (UKF) for the problem at hand was proposed. The current contribution, which is an extension of the ideas presented in both [7, 26] , includes a more detailed exposition of the ideas and a comprehensive comparative experimental study.
We turn now to an exact formulation of the localization problem. Consider an M + 1 microphones array as depicted in Figure 1 . The microphones are placed at the Cartesian
To simplify the exposition, the location of a reference microphone m 0 is set as the axes origin m 0 = [0 0 0] T . (·) T stands for the transpose operation. Define the source coordinates at time instant t by s(t)
[xs(t) y s (t) z s (t)] T . Each of the M microphones, combined with the reference microphone, is used at time instant t to extract a TDOA measurement τ i (t); i = 1, . . . , M [8] . Denote the ith range difference measurement by r i (t) = cτ i (t), where c is the sound propagation speed (approximately 340 m/s in air). It can be easily verified from simple geometrical considerations (see Figure 1 ) that this range difference is related to the source and the microphone location by the nonlinear equation
where the fact that the reference microphone is positioned at the origin was used. Usually, only an estimate of the real TDOA is available. Thus, concatenating M estimates of the quantity in (1), a nonlinear measurement model is obtained:
. . .
Here,
] is a vector of measurement errors, depicting the nonperfect estimate of the range differences. The goal of the localization task is to extract the speaker's trajectory s(t) from the measurements vector r(t). Any estimation procedure (e.g., [1, 4, 5] or [8] ) could be used for the TDOA estimation. The methods introduced in this contribution, constituting the second stage of the localization procedure, are independent of the choice of the first stage.
Following the derivation presented in [11] [12] [13] [14] , a practical approach for solving the nonlinear problem can be derived. Defining the distance between the speaker and the ith microphone as D i (t) s(t) − m i (see Figure 1 ), we get
However, using (1), the estimated distance is given by
An estimator of the speaker location is derived by minimizing the error between the estimated and the true squared distance:
Concatenating the equations in (5), we have
where
The estimation problem is thus converted into a minimization problem of the quantity T (t) (t) with respect to the nonlinear functional g(s(t)). Since the fourth component of the vector g(s(t)) is related to the first three, the minimization problem becomes a constrained LS problem. In [14] this problem was solved by using the Lagrange multipliers technique yielding
where Σ diag[1 1 1 −1] 1 and λ is the Lagrange multiplier, imposing the (quadratic) constraint on g(s(t)) structure. It can be shown that λ is obtained by finding the roots of a polynomial of degree six. Due to the complexity of the polynomial equation, numerical methods for root finding should be used. Therefore it is proposed in [14] to first solve the unconstrained LS problem and then use a linear correction 4 EURASIP Journal on Applied Signal Processing in the second phase. The method was hence denoted by the LCLS approach. We note that this approach lacks the temporal information as it makes no use of the fact that an estimate of s(t) should be spatially close to the estimate obtained during the previous time instant.
The organization of the rest of the paper is as follows. In Section 2 we derive a solution to the nonlinear problem using Gauss iterations. We proceed by approximating this batch solution by a recursive version applicable for tracking scenarios. The obtained RG solution constitutes our first spatial-temporal solution to the localization problem. Other spatial-temporal solutions can be derived by introducing a Bayesian framework for the problem at hand. The first solution, discussed in Section 3, is the well-known EKF, commonly applied to nonlinear optimal filtering problems. Less known nonlinear extension of the Kalman filter is introduced in Section 4, where the recently proposed UKF is applied to the speaker tracking problem. The CRLB on the position estimate is calculated in Section 5 for the simple unimodal noise model. In a typical TDOA-based localization scenario, the microphone array has small interelement spread relative to the source position. An approximate calculation shows that while the Cartesian coordinate estimation bound might become extremely high, the polar coordinates estimation bound is relatively small. We conclude this work in Section 6 by presenting an extensive simulation study for several test scenarios, showing the advantage of the spatialtemporal methods over the spatial-only methods.
GAUSS AND RECURSIVE GAUSS ALGORITHMS
The solution to the nonlinear problem in (6), presented by [14] , involves several iterations for finding the Lagrange multiplier, due to the resulting sixth-order polynomial equation. We suggest an alternative method to mitigate the nonlinearity by using the Gauss method.
Gauss solution
Starting again from (6) we can state the nonlinear weighted LS (WLS) problem
with an arbitrary weighting matrix W. Note that (9) becomes a (nonlinear) LS problem if the number of microphone pairs fulfills M > 3, that is, if there are more equations than unknowns. This nonlinear set can be solved by applying the Gauss method rather than following [14] . The Gauss method, which is an iterative procedure for solving the nonlinear LS problem, is presented in Appendix A. Define f( s (l) (t)) A(t)g( s (l) (t)) and the associated gradient matrix F( s (l) (t)) ∇ s(t) f( s (l) (t)) calculated at the current iteration (l). Gauss iterations for obtaining s(t) take the well-known form (see Appendix A):
This solution, as the solution in [14] , only exploits the spatial information obtained by the separated microphone pairs at a specific time instant, but does not consider the temporal information.
RG procedure
Exploiting the temporal information embedded in the tracking problem necessitates the derivation of a recursive version of the Gauss method. We begin by concatenating (6) at all available measurements at time instances 1 ≤ τ ≤ t:
Note that each of the equations is referring to a distinct unknown source location s(τ); τ = 1, . . . , t, and can be independently solved by using the iterative Gauss method of Section 2.1. However, since we assume that the source position s(t) is slowly varying with time, a more efficient, recursive solution can be derived. Linearizing each of the equations in (11) around s * (τ), as in Appendix A, one obtains
Assuming slow movement of the speaker, an initial guess for the speaker location at each time instant τ can be taken from its estimated location at the previous time instant. Namely, the recursion s * (τ) = s(τ − 1) can be used. As no significant movement of the speaker is expected from one time instant to another, only one more Gauss iteration suffices for obtaining a new estimate. By this stochastic approximation, we obtain a fast adaptation procedure but yet taking into account past measurements for stabilizing the estimate.
Then, a recursive speaker location estimate is obtained by solving the linearized WLS problem:
with s(0) being the initial estimate for the parameter set. Recalling that f(s(t)) = A(t)g(s(t)) and using the definitions of A(t) and g(s(t)), we calculate the derivative matrix to be
For solving this WLS problem recursively, we further choose the weighting matrix to be 2
with parameter 0 < α ≤ 1. Note that an equal weight is given to all measurement in each time instant, hence all microphone readings have the same weight, while past measurements are reweighted by a factor of α, hence exponentially discarding the history. By using this weighting matrix, a recursive least squares (RLS) [27] algorithm is easily derived. Another practical issue concerns the computational burden. At each time instant new M equations become available (relating to the number of microphones M), resulting in an M × M matrix inversion at each RLS iteration. However, by properly varying the forgetting factor within the well-known RLS algorithm, the computational complexity can be further reduced. This procedure is described in Appendix B.
THE EXTENDED KALMAN FILTER
The source location problem can be stated in the Bayesian framework as well. In this framework a dynamic model for the source trajectory should be given. As the actual track is unknown, a simplified random walk model is used instead.
w(t) is the coordinate-wise temporally white driving noise with covariance matrix Q(t), Φ is a transition matrix assumed to be close to the identity matrix. A nonlinear measurement model was given in (2) . Note that in this framework we are using the original hyperbolic model without using the spherical exposition. The measurement model is repeated here for the clarity of the exposition:
where v(t) is a temporally white measurement noise signal with covariance matrix R(t). Note that we are treating here r(t) as a measured process rather than estimates of the true range difference. For that sake we have omitted the estimation notation from the equation.
Equations (16) and (2) constitute the state-space model of the problem at hand. Since this model is nonlinear (due to the measurement equation), the classical Kalman filter cannot be used for estimating the state vector. Hence, nonlinear extensions thereof are called upon. Therefore, we propose to use the EKF. This procedure only gives a suboptimal solution to the problem at hand. We note that the usage of similar EKF formulation was also suggested in [28] where the localization problem was addressed in the context of multipath problems in wireless communication.
We give here, for the completeness of the exposition, the calculations involved in the EKF aiming to solve the localization problem. The EKF is essentially a Kalman filter in which the nonlinearity is mitigated by linearizing the transition and measurement matrices in each time instant (a complete derivation of the EKF can be found in many textbooks, e.g., [27] ). Note that, in our case, (16) is already linear. However the measurement model in (2) still needs to be linearized.
Assume that an estimate s(t − 1 | t − 1) of the speaker location at time instant t − 1 is known, as well as its corresponding error-covariance matrix, P(t − 1 | t − 1). Then, recalling that the transition matrix is linear, the EKF recursion takes the following form.
(i) Propagation equations:
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Current sigma points
Current sigma points Predicted sigma points Signal and measurement
Nonlinear system Dynamics and measurment {Φ, h} (ii) Update equations:
(iii) Kalman gain:
with the initialization s(0 | −1) and its respective covariance
THE UNSCENTED KALMAN FILTER
The EKF is not the only possible procedure for mitigating the nonlinearity in recursive optimal estimation. Julier and Uhlmann [29] proposed to use the UKF rather than the EKF for nonlinear recursive estimation problems and showed that an improved performance may be obtained. Figure 2 summarizes the steps involved in the UKF. The method consists of calculating the mean and covariance of a state vector, undergoing a known nonlinear transform by using the unscented transform (UT). For details on the UT, the reader is referred to Appendix C.
Denote by s(t − 1 | t − 1) the current source position estimate and by P ss (t − 1 | t − 1) its respective covariance. The method is comprised of four stages. In stage (a),
proximating the probability density function of the state vector (see [29] ). By using this method, the mean and covariance propagate through the nonlinearities better than in the EKF method. However, no claims of optimality hold. Then, in stage (b), each of the σ-points is undergoing the known nonlinearity yielding the σ-points of the predicted state vector, S(t | t − 1). The σ-points of the predicted noisy measurement, R(t | t − 1), are calculated as well. In step (c), the σ-points are collected together yielding the predicted values s(t | t − 1) and r(t | t − 1). This concludes the propagation stage of the UKF. In step (d), similar to the conventional filter, the Kalman gain is calculated by K(t) = P sr (t)P −1 rr (t). Note that the covariance matrices estimates are obtained by the UT. Finally, the update stage is implemented by properly weighting the predicted values and the current measurement yielding the new source location estimate s(t | t) and its respective covariance P ss (t | t).
Similar to the EKF, (16) and (2) constitute the state and measurement equations for the UKF. As the nonlinearity is known, the UKF can be applied for solving the localization problem.
THE CRAMÉR-RAO LOWER BOUND
Calculating a bound for the performance of the localizer in the dynamic case is a cumbersome task. To get a rough estimate of the predicted performance, following [14] , we assume a simplified model of the source locations. Specifically, we assume that the true range difference readings in the measurement equation (2) are contaminated by Gaussian distributed noise with zero-mean and covariance matrix C v . Note that the existence of directional interferences and reverberation phenomenon might cause high level of noise correlation between microphone pairs and across time. Moreover, in high noise level the TDOA estimation algorithm might produce readings related to the directional noise source, causing multimodal noise distribution. Nevertheless, for simplicity, we start by assuming (like Huang et al. [14] ) that the noise is unimodal (Gaussian) distributed spatially and temporally white. Now, CRLB for unbiased estimation of the source position can be calculated.
Huang et al. [14] calculated the CRLB in Cartesian coordinates:
Note that as no temporal information was used, the obtained result is time independent. When temporal information is used, the calculations become too complex to be evaluated
analytically. However, we may assume that the obtainable bound should be lower. It is interesting to evaluate the CRLB in polar coordinates. Define the transformation from the Cartesian coordinates s(t) = [xs(t) y s (t) z s (t)] T to the polar coordinates
The Jacobian of the transformation (in Cartesian coordinates terms) can be easily verified to be
Therefore, the CRLB in polar coordinates is given by
In a typical TDOA-based localization scenarios, the microphone array has small interelement spread relative to the source position. As the microphone separation distance is relatively small, it allows for an efficient calculation of the TDOA readings. In such circumstances, as we will also demonstrate by our simulative study of Section 6, the obtainable performance in polar coordinates (concerning only the estimate of the azimuth and the elevation angles in farfield scenario) is superior to the obtainable performance in Cartesian coordinates. For that reason we will present throughout this work the results transformed into polar coordinates.
EXPERIMENTAL STUDY
In this section we compare the performance obtained by the various localization methods presented in this work. We start by evaluating the CRLB for a simplified unimodal scenario. This calculation leads us to a conclusion that the meaningful information lies in the azimuth and elevation angles rather than in the Cartesian coordinates or the range information. Fortunately, these angle estimates are sufficient for camera steering applications. We proceed by assessing the performance of five localization methods presented in this work. Namely, the two nontemporal methods (LCLS and Gauss iterations) and the three spatial-temporal methods (RG, EKF, and UKF). The methods are first assessed by using artificially contaminated true TDOA readings, in which the speaker is moving along a helix-shaped trajectory. We then proceed with a more realistic scenario for which the available data are estimated TDOA readings obtained from alternating speakers. The TDOA readings are extracted by a previously proposed method, which exploits speech nonstationarity [8] . It was shown that this method (notated RS1 in [8] ) outperforms other state-of-the-art algorithms.
Test scenario
A set of eight microphones is placed on a sphere of radius 0.9 m around a reference microphone placed at the origin, 
The speaker trajectory is set to a helix with a radius of R = 1.5 m, given in Cartesian coordinates by (27) and shown in Figure 3 :
The main axis of the helix is parallel to the z-axis, 3.75 m away from the origin. The speaker completes one full circle, 2πR meters long, in 2πR seconds, hence its tangent speed is 1 m/s. The speaker speed along the z-axis is set to 1/10 m/s. The time span of the trajectory is t ∈ [0, T] and the total duration of the movement is T = 30 s. The entire scenario is depicted in Figure 3 .
3 All dimensions are in meters.
The CRLB evaluation
We now calculate the CRLB for the tested scenario. We assume that the true range difference (or, equivalently, the TDOA) readings are contaminated by a unimodal Gaussian distributed noise signal, with zero mean and standard deviation (STD) of σ v = 0.2 m in each coordinate. This STD is equivalent to 4.7 samples at a sample rate of F s = 8000 Hz. Under these conditions, the CRLB is calculated for both Cartesian and polar coordinates using the derivations in Section 5. The resulting bound (in meters for the Cartesian coordinates and the range, and in degrees for the azimuth and elevation angles) is depicted in Figure 4 . The CRLB naturally depends on the source position. Using (27) , we give the CRLB as a function of the time instant, as it completely parameterizes the speaker's trajectory. Note that the Cartesian coordinates, as well as the range, cannot be accurately estimated in this scenario. Actually, the obtainable STD renders the estimated quantity useless. However, the azimuth and elevation angles may be estimated in high accuracy. Fortunately, for camera steering applications, estimation of the azimuth and elevation angles suffices. Note also that the presented CRLB serves as a bound to the nontemporal methods alone, since past measurements are disregarded at each time instant. Finally, we comment that the CRLB can be dramatically reduced to an acceptable level (especially, for the Cartesian coordinates and range) if, for instance, we set the radius of the array to 5 m instead of 0.9 m. The new microphone constellation and the associated CRLB is shown in Figure 5 . However, the larger dimensions of the array impose huge computational burden on the first stage of the localizer, namely, the TDOA extraction. In this work, we will concentrate on the more practical scenario, where the speaker distance from the microphones is significantly larger than the array dimensions.
Artificially contaminated range difference
The setup presented in Section 6.1 is evaluated by five localization methods. The true range differences are assumed to be contaminated by spatially and temporally white Gaussian noise with covariance matrix Cov{v(t)} = σ 2 v I, σ v = 0.2 m. The first localization algorithm is the LCLS method, presented by Huang et al. [14] . The second is the batch Gauss method (denoted BG) with three iterations at each time instant. The third is the RG with forgetting factor α = 0.85. We emphasize that no attempt to optimize this quantity was made. The value of α = 0.85 was set as a compromise between fast adaptation requirements and stable estimation. The fourth is the EKF method evaluated with random-walk model having driving noise with a STD of 0.5 m along each Cartesian coordinate, that is, Q(t) = 0.5 2 I 3 . This value was chosen to be compatible with the assumed changing rate of the speaker's position. The performance was found to be robust to a wide region of this parameter values. Exact prior knowledge of the measurement noise is not assumed as well, and the measurement covariance matrix is deliberately S. Gannot and T. G. Dvorkind overestimated to R(t) = 10σ 2 v I; σ v = 0.2 m. To allow a slight decay of past estimates, we set the transition matrix to the value Φ = 0.99I. The fifth tested method is the UKF method using the same setup as the EKF. No attempt was made to adapt the parameters of the filters to a given scenario. One thousand Monte Carlo trials are performed to obtain a meaningful evaluation of the root mean square error (RMSE) of the angles estimate. The results for this setup are depicted in Figure 6 .
We have also repeated this experiment with an additional point noise source which is placed at the [0.5 4 1.5] T coordinate (see Figure 3) . By replacing 20% of the range difference readings by readings associated with the point noise location rather than the speech source position, we aim to simulate a scenario where, due to the directional interferer, the first localization stage, that is, the estimation of TDOA values, is disrupted by the point noise source. 4 Results for this scenario are depicted in Figure 7 . As can be seen, for both scenarios, the LCLS method has better performance than the Gauss iterations method. However the RG which exploits the temporal information obtains better results. The EKF and the UKF methods remarkably outperform the other methods, with slight advantage to the latter. Overall, the results of the Kalman filter-based methods demonstrate acceptable performance even in these harsh conditions. By comparing Figures 6 and 7 , we see that the obtainable performance in the first, anomaly-free case is better than that of the latter scenario. We also remark, that no advantage was gained by directly estimating the polar coordinates rather than trans- 4 We note that the 80% true range difference readings are still corrupted by the white Gaussian noise, as in the previous scenario.
forming the estimates of Cartesian coordinates into polar coordinates. We conclude this section by presenting in Figure 8 a typical realization for the tracking ability of both the EKF and UKF methods for the directional interference case. The small bias depicted in the figure is probably due to the fact that the Kalman-based localizers cannot track the fast maneuvering speaker in this specific setup.
Switching scenario
We proceed by testing a more realistic scenario. Consider the following simulation which is typical to a video conference scenario. Two speakers located at two different and fixed locations alternately speak. The camera should be able to maneuver from one person to the other. For this scenario, simulation is conducted with one speaker located at the polar po- 
For this scenario, rather than adding white Gaussian noise to the true range differences, estimated TDOA values (equivalently, range differences) were used. We note that any method for TDOA extraction can be used in conjunction with our localization algorithm. However, to give specific simulations, we used TDOA readings, extracted from the noisy microphone data, by the RS1 algorithm described in [7, 8] . For that estimation stage, room reverberation (set to reverberation time of T r = 0.25 s) and the directional interferer were taken into account. Room reverberation was simulated by the image method [30] . Mean SNR level was set to 10 dB. The same setup for the localization methods is applied here as well. Namely, the EKF and UKF localizers still use the random walk model though a better choice might have been asserted. Figure 9 presents the azimuth angle estimates obtained by the five methods. Figure 10 presents the respective elevation angle estimates. As can be seen from the plots, the temporal methods, especially the EKF and UKF algorithms, clearly outperform the other methods. The transition instances are the main cause of errors in this scenario. While the batch methods (Gauss and LCLS) demonstrate unstable behavior in these regions, the recursive methods demonstrate smooth transition curves due to their inherent memory. Although the Kalman-based methods are not using a valid state-space model, their performance is obviously better than the nonrecursive methods. The UKF method obtains slightly better results than the EKF method in wide range of parameters' value selection. The computational burden of both methods is comparable.
CONCLUSIONS
We presented both nontemporal and temporal algorithms for talker localization and tracking. The nontemporal methods are commonly used in speech localization applications. Among the two batch methods, the LCLS method outperforms the Gauss method. Three temporal methods were derived. One is within a non-Bayesian framework (RG algorithm) and the other two are within the Bayesian framework, namely, the EKF and UKF algorithms. Both these Kalman filter-based methods are known to be computationally simpler than the particle filter. The UKF method marginally outperforms the EKF method for a wide range of parameters' values. Nevertheless, the imposed computational burden is almost equivalent. Evaluation of the CRLB showed that for a microphone array with a small interelement spread relative to the source position, angle estimates might be obtained reliably (as opposed to the Cartesian coordinates estimates). This justifies the use of polar coordinates rather than Cartesian coordinates in our simulations. Empirical results demonstrate the effectiveness of using the temporal information. Finally, we emphasize that only a simplified model was used in the Kalman-based methods and no attempt was made to optimize their parameters. However, we demonstrated that even with this simple model and without any optimization of the parameters, the temporal methods outperform the commonly used nontemporal methods. A more accurate model, in conjunction with the nonlinear S. Gannot and T. G. Dvorkind extensions of the Kalman filter, might be able to improve the tracking ability of the algorithms, in particular, at the abrupt changes instances.
APPENDICES

A. GAUSS METHOD
Consider the weighted nonlinear LS problem:
where W is an arbitrary weighting matrix. Expanding f(s(t)) to a Taylor series around s * (t) and taking only first-order approximation, we obtain f s(t) f s
Define the error term (t) b(t) − f(s(t)). Then
t). Using the gradient matrix definition, F(s * (t)) = ∇ s(t) f(s * (t)), we obtain a linearized LS problem:
The LS solution is given by
Since this solution is valid for any s * (t), we can use it iteratively to obtain the Gauss method:
starting from an initial guess s (0) (t). parameter vector θ ∈ R p by a linear K × p transformation H(τ):
B. RLS FOR MULTIPLE READINGS
The approximation is due to the fact that the measurements are noisy or due to slight modelling errors. τ = 1, 2, . . . , t time instants can be augmented to a matrix form z(1 : t) ≈ H(1 : t)θ where
H(1) H(2)
H(t)
S. Gannot and T. G. Dvorkind It is easily verified that a matrix inversion is not necessary in this case.
C. THE UNSCENTED TRANSFORM
Let x be an L-dimensional random vector with meanx and covariance matrix P xx . Let y = f (x) be a nonlinear transformation from the random vector x to another random vector y. The first-and second-order statistics of the vector y should be calculated. We briefly summarize the method proposed in [29] . The mean and covariance of x can be presented by the 2L + 1 σ-points
where ( (L + λ)P xx ) l is the lth row or column of the corresponding matrix square root and λ = α 2 (L + κ) − L. α determines the spread of the sigma points. α = 1 was used throughout our simulations. κ is a secondary scaling parameter. The choice κ = 3−L maintains the kurtosis of a Gaussian vector. Throughout our simulations, κ is set to 0. Define the weights
where β is used to incorporate prior knowledge of the distribution (β = 2 for Gaussian distributions). A proper choice of these parameters and its influence on the obtainable performance is still an open topic. Then the mean and covariance of the vector y can be calculated using the following procedure.
(1) Construct x σ-points:
(2) Transform each point to the respective y σ-points:
T to estimate the cross-covariance between x and y.
The benefits of using the UT are presented in [29, 31] . 
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When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide fieldof-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view.
In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term "optical SR" to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as "detector SR." Note that some methods may seek to perform both optical and detector SR.
Detector SR algorithms generally process a set of lowresolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.
With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:
• Detector and optical SR algorithms for video 
In recent years, increased demand for fast Internet access and new multimedia services, the development of new and feasible signal processing techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecommunications market have placed major emphasis on the value of investigating hostile media, such as powerline (PL) channels for high-rate data transmissions.
Nowadays, some companies are offering powerline communications (PLC) modems with mean and peak bit-rates around 100 Mbps and 200 Mbps, respectively. However, advanced broadband powerline communications (BPLC) modems will surpass this performance. For accomplishing it, some special schemes or solutions for coping with the following issues should be addressed: (i) considerable differences between powerline network topologies; (ii) hostile properties of PL channels, such as attenuation proportional to high frequencies and long distances, high-power impulse noise occurrences, time-varying behavior, and strong inter-symbol interference (ISI) effects; (iv) electromagnetic compatibility with other well-established communication systems working in the same spectrum, (v) climatic conditions in different parts of the world; (vii) reliability and QoS guarantee for video and voice transmissions; and (vi) different demands and needs from developed, developing, and poor countries.
These issues can lead to exciting research frontiers with very promising results if signal processing, digital communication, and computational intelligence techniques are effectively and efficiently combined.
The goal of this special issue is to introduce signal processing, digital communication, and computational intelligence tools either individually or in combined form for advancing reliable and powerful future generations of powerline communication solutions that can be suited with for applications in developed, developing, and poor countries.
Topics of interest include (but are not limited to)
• Multicarrier, spread spectrum, and single carrier techniques • Channel modeling 
There is an increasing need to develop efficient "systemlevel" models, methods, and tools to support designers to quickly transform signal processing application specification to heterogeneous hardware and software architectures such as arrays of DSPs, heterogeneous platforms involving microprocessors, DSPs and FPGAs, and other evolving multiprocessor SoC architectures. Typically, the design process involves aspects of application and architecture modeling as well as transformations to translate the application models to architecture models for subsequent performance analysis and design space exploration. Accurate predictions are indispensable because next generation signal processing applications, for example, audio, video, and array signal processing impose high throughput, real-time and energy constraints that can no longer be served by a single DSP.
There are a number of key issues in transforming application models into parallel implementations that are not addressed in current approaches. These are engineering the application specification, transforming application specification, or representation of the architecture specification as well as communication models such as data transfer and synchronization primitives in both models.
The purpose of this call for papers is to address approaches that include application transformations in the performance, analysis, and design space exploration efforts when taking signal processing applications to concurrent and parallel implementations. The Guest Editors are soliciting contributions in joint application and architecture space exploration that outperform the current architecture-only design space exploration methods and tools.
Topics of interest for this special issue include but are not limited to:
• modeling applications in terms of (abstract) control-dataflow graph, dataflow graph, and process network models of computation (MoC) • transforming application models or algorithmic engineering • transforming application MoCs to architecture MoCs • joint application and architecture space exploration 
EURASIP JOURNAL ON BIOINFORMATICS AND SYSTEMS BIOLOGY
Special Issue on
Genetic Regulatory Networks Call for Papers
Genomic signal processing (GSP) has been defined as the analysis, processing, and use of genomic signals for gaining biological knowledge and the translation of that knowledge into systems-based applications. A major goal of GSP is to characterize genetic regulation and its effects on cellular behaviour and function, thereby leading to a functional understanding of diseases and the development of systems-based medical solutions. This involves the development of nonlinear dynamical network models for genomic regulation and of mathematically grounded diagnostic and therapeutic tools based on those models. This special issue is devoted to genetic regulatory networks. We desire high-quality papers on all network issues, including:
• Mathematical models 
EURASIP JOURNAL ON AUDIO, SPEECH, AND MUSIC PROCESSING
Special Issue on Adaptation and Learning in Conversational Systems
Call for Papers
This special issue will focus on adaptation and mobile technology in conversational systems, in particular on advanced research concerning machine learning techniques and robust technology needed in building adaptive spoken dialogue systems.
State-of-the-art speech and language technology already allows users to execute simple speech commands to direct system operations and also have short conversations with the system to search for information. However, to enable natural multilingual interaction, the unique requirements that arise from the combination of adaptive interface design, dialogue research, and language and speech processing have to be addressed in system development. Moreover, multimodal mobile applications are making their access to the market, and the technical requirements together with the varied interaction possibilities require further studies on how to combine the input and output modes for an effective, user-friendly, and natural interface. There is thus a need to collect the theoretical and practical application research done so far, to provide an overview of the systems and techniques available for designing the best-practice systems, and also to draw some guidelines of the future development of systems, and the possibilities, challenges, and exciting opportunities open for research and development.
We encourage papers that investigate adaptive multilingual and multimodal interaction techniques in mobile applications. We welcome papers especially with a focus on the various aspects of integrating and processing speech, text, and other input types, discussions on how to overcome the system's shortcomings in speech recognition technology and the user's lack of complete application-related knowledge by using natural conversation possibilities, as well as solutions of how to provide coordinated adapted linguistic responses to the user. Submissions that concern innovative frameworks and adaptive architectures and offer new, even controversial, view points for developing interactive spoken dialogue systems are also welcome. However, submissions should not only be position papers or deal solely with theoretical considerations, but should have a clear point on how adaptive multimodal information processing can be combined in spoken dialogue systems so as to offer natural and rich interaction with various users. The submissions should also concern evaluation of systems, and special emphasis on the usability aspects of interaction and practical systems would be welcome. Finally, we solicit submissions dealing with usability associated with the design-for-all principles and accessibility for spoken dialogue systems, and we encourage wider discussion on the current state of the art in this area.
To summarize, the following research areas are topics of interest:
• Robust information processing for interactive systems • Learning and adaptation in mobile environments • User modelling and spoken dialogue systems Dr Tony Jones, President of the Institute of Acoustics, comments, "A B Wood was a modest man who took delight in helping his younger colleagues. It is therefore appropriate that this prestigious award should be designed to recognise the contributions of young acousticians."
Further information and an nomination form can be found on the Institute's website at www.ioa.org.uk.
A B Wood
Albert Beaumont Wood was born in Yorkshire in 1890 and graduated from Manchester University in 1912. He became one of the first two research scientists at the Admiralty to work on antisubmarine defence. He designed the first directional hydrophone and was well known for the many contributions he made to the science of underwater acoustics and for the help he gave to younger colleagues. The medal was instituted after his death by his many friends on both sides of the Atlantic and was administered by the Institute of Physics until the formation of the Institute of Acoustics in 1974.
PRESS CONTACT
Judy Edrich
Publicity & Information Manager, Institute of Acoustics Tel: 01727 848195; E-mail: judy.edrich@ioa.org.uk
EDITORS NOTES
The Institute of Acoustics is the UK's professional body for those working in acoustics, noise and vibration. It was formed in 1974 from the amalgamation of the Acoustics Group of the Institute of Physics and the British Acoustical Society (a daughter society of the Institution of Mechanical Engineers). The Institute of Acoustics is a nominated body of the Engineering Council, offering registration at Chartered and Incorporated Engineer levels. The Institute has some 2500 members from a rich diversity of backgrounds, with engineers, scientists, educators, lawyers, occupational hygienists, architects and environmental health officers among their number. This multidisciplinary culture provides a productive environment for cross-fertilisation of ideas and initiatives. The range of interests of members within the world of acoustics is equally wide, embracing such aspects as aerodynamics, architectural acoustics, building acoustics, electroacoustics, engineering dynamics, noise and vibration, hearing, speech, underwater acoustics, together with a variety of environmental aspects. The lively nature of the Institute is demonstrated by the breadth of its learned society programmes.
For more information please visit our site at www.ioa.org.uk.
EURASIP Book Series on Signal Processing and Communications
For more information and online orders, please visit http://www.hindawi.com/books/spc/volume-4/ For any inquires on how to order this title, please contact books.orders@hindawi.com T he popularity of multimedia content has led to the widespread distribution and consumption of digital multimedia data. As a result of the relative ease with which individuals may now alter and repackage digital content, ensuring that media content is employed by authorized users for its intended purpose is becoming an issue of eminent importance to both governmental security and commercial applications. Digital fingerprinting is a class of multimedia forensic technologies to track and identify entities involved in the illegal manipulation and unauthorized usage of multimedia content, thereby protecting the sensitive nature of multimedia data as well as its commercial value after the content has been delivered to a recipient.
"Multimedia Fingerprinting Forensics for Traitor Tracing" covers the essential aspects of research in this emerging technology, and explains the latest development in this field. It describes the framework of multimedia fingerprinting, discusses the challenges that may be faced when enforcing usage policies, and investigates the design of fingerprints that cope with new families of multiuser attacks that may be mounted against media fingerprints. The discussion provided in the book highlights challenging problems as well as future trends in this research field, providing readers with a broader view of the evolution of the young field of multimedia forensics.
Topics and features:
Comprehensive coverage of digital watermarking and fingerprinting in multimedia forensics for a number of media types; Detailed discussion on challenges in multimedia fingerprinting and analysis of effective multiuser collusion attacks on digital fingerprinting; Thorough investigation of fingerprint design and performance analysis for addressing different application concerns arising in multimedia fingerprinting; Well-organized explanation of problems and solutions, such as order-statistics-based nonlinear collusion attacks, efficient detection and identification of colluders, group-oriented fingerprint design, and anticollusion codes for multimedia fingerprinting. Genomic data, especially the recent large-scale microarray gene expression data, represents enormous challenges for signal processing and statistics in processing these vast data to reveal the complex biological functionality. This perspective naturally leads to a new field, genomic signal processing (GSP), which studies the processing of genomic signals by integrating the theory of signal processing and statistics. Written by an international, interdisciplinary team of authors, this invaluable edited volume is accessible to students just entering this emergent field, and to researchers, both in academia and industry, in the fields of molecular biology, engineering, statistics, and signal processing. The book provides tutorial-level overviews and addresses the specific needs of genomic signal processing students and researchers as a reference book.
The book aims to address current genomic challenges by exploiting potential synergies between genomics, signal processing, and statistics, with special emphasis on signal processing and statistical tools for structural and functional understanding of genomic data. The book is partitioned into three parts. In part I, a brief history of genomic research and a background introduction from both biological and signal-processing/ statistical perspectives are provided so that readers can easily follow the material presented in the rest of the book. In part II, overviews of state-of-the-art techniques are provided. We start with a chapter on sequence analysis, and follow with chapters on feature selection, clustering, and classification of microarray data. The next three chapters discuss the modeling, analysis, and simulation of biological regulatory networks, especially gene regulatory networks based on Boolean and Bayesian approaches. The next two chapters treat visualization and compression of gene data, and supercomputer implementation of genomic signal processing systems. Part II concludes with two chapters on systems biology and medical implications of genomic research. Finally, part III discusses the future trends in genomic signal processing and statistics research. 
GENOMIC SIGNAL PROCESSING AND STATISTICS
Edited by: Edward R. Dougherty, Ilya Shmulevich, Jie Chen, and Z. Jane Wang
