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Abstract Statistical downscaling techniques are often used to generate finer-scale pro-
jections of climate variables affected by local-scale processes not resolved by coarse
resolution numerical models like global climate models (GCMs). Statistical downscaling
models rely on several assumptions in order to produce finer-/local-scale projections of the
variable of interest; one of these assumptions is the time-invariance of the relationships
between predictors (e.g. coarse resolution GCM output) and the local-scale predictands
(e.g. gridded observation-based time-series or weather station observations). However, in
the absence of future observations, statistical downscaling studies use historical data to
evaluate their models and assume that these historical simulation skills will be retained in
the future. In addition, regression-based downscaling models fail to reproduce the observed
variance, and hence their projections need to be adjusted accordingly. Two approaches are
usually employed to perform this adjustment: randomization and variance inflation. Here,
we study the effect of the stationarity assumption when downscaling daily maximum
temperatures and using the downscaled information to estimate historical and future
metrics like return periods and heat waves durations over Montreal, Canada; and the effect
of the two variance adjustment techniques on the historical and future time-series. To do
so, we used regional climate model (RCM) output from the Canadian RCM 4.2, as proxies
of historical and future local climates, and daily maximum temperatures obtained from the
Canadian GCM 3.1. The results show that the root-mean-squared errors between the
pseudo-observations and the statistically downscaled time-series (historical and future)
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varied over time, with higher errors in the future period; and the effects of randomization
and variance inflation on the tails of the statistically downscaled time-series.
Keywords Heat wave duration index  Daily maximum temperature  Transfer functions 
Statistical downscaling  Stationarity
1 Introduction
Global climate models (GCMs) are numerical representations of the main chemical,
physical and biological components of the global climate system. These can be used to
simulate historical climates and to project future climates under different emission sce-
narios—now representative concentration pathways (RCPs)—resulting from different
assumptions about socio-economical trends (IPCC 2000). However, currently there is a
necessity to generate finer-scale projections of climate variables at a higher spatio-temporal
resolution, as users from diverse communities and disciplines require information at a
spatial scale that is not provided by the current generation of GCMs (Franklin et al. 2013;
Semenov and Stratonovitch 2010; Stock et al. 2011).
Among the typical users of high-resolution data, we can find hydrologists (e.g. Anandhi
et al. 2008; Ahrens 2003; Chen et al. 2011), biologists (e.g. Cossarini et al. 2008; Bucklin
et al. 2012; Saba et al. 2012), agronomists, economists (e.g. van Vuuren et al. 2010;
Matsumura et al. 2014), planning agencies (e.g. Mirhosseini et al. 2011), insurance
companies (e.g. Cheng 2012), policy-makers and government agencies interested in pro-
viding local-scale, relevant information to their stakeholders (e.g. Barrow et al. 2004;
Fuhrer et al. 2006; Eum et al. 2011; Dibike et al. 2007; Khalili et al. 2013).
Finer-scale climate information is usually obtained in three different ways: (1) by
running a higher-resolution GCM, (2) by using a high-resolution nested climate model
using the boundary conditions provided by the surrounding GCM, or (3) by using statistical
downscaling methods. The first approach involves running the already computationally
intensive GCMs at a higher resolution (e.g. Salathe´ et al. 2008); therefore, it is unlikely to
be followed by practitioners without access to the computational resources where the
GCMs are generally run, as doubling the spatial resolution of a GCM generally implies 16
times the volume of computations to be made (Coiffier 2011). The second approach, also
known as dynamical downscaling, extracts regional scale information using regional cli-
mate models (RCMs) (e.g. Lim et al. 2011; Amengual et al. 2007; Chan et al. 2012). This
approach is less computationally intensive than the previous one, as the RCMs use as
lateral boundary conditions information from a coarser resolution GCM model (Mearns
et al. 2003; Laprise 2008), but it also has high-computational requirements that makes it
impractical to practitioners with access to single workstations; on the other hand, the third
technique, known as statistical downscaling, is based on finding statistical relationships
between the atmospheric variables from coarse resolution model outputs and the finer-scale
variables (e.g. Jarosch et al. 2012; Nicholas and Battisti 2012; Gaitan et al. 2013; Gaitan
and Cannon 2013; Cannon and Whitfield 2002). The statistical technique is less compu-
tationally demanding than the aforementioned methods and has the advantage that the
statistical relationships can be obtained using desktop computers. Additionally, down-
scaling techniques can be used to understand the underlying relationships between the
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coarse resolution predictors and surface observations and to challenge the GCMs with
observations in ways that can feed back to inform GCM development (Gaitan et al. 2013).
Statistical downscaling techniques can be divided in three general categories: (1)
regression models, (2) weather typing/classification schemes and (3) weather generators.
This document will deal with regression techniques. Regression techniques represent linear
or nonlinear relationships between predictands—i.e. local-scale variables—and large-scale
predictors—i.e. coarse resolution output from the numerical models (Fowler et al. 2007).
Wigley et al. (1990) provided an earlier reference to regression techniques and documented
significant spatiotemporal variations in model performance near mountain and coastal
regions, areas where sub-grid local process can be found. Detailed descriptions of the other
statistical downscaling approaches can be found in Benestad et al. (2008). In general,
weather generators replicate the statistical attributes of a local climate variable (mean and
variance) but not observed sequences of events (Wilby et al. 2004), while the weather
typing/classification techniques select the date in the historical (training) period when the
situation most closely resembled the day for which the projection is made (Benestad et al.
2008), but because the projected values are taken from the historical observations, the
finer-scale projections are limited to values inside the training interval (i.e. they do not
extrapolate).
Similarly, statistical downscaling models rely on several assumptions in order to pro-
duce finer-/local-scale projections of the climate variable of interest; one of these
assumptions is the time-invariance of the relationships between predictors (e.g. coarse
resolution GCM output) and the local-scale predictands (e.g. gridded observation-based
time-series, like PRISM (Daly et al. 2008), or weather station or buoy observations).
However, in the absence of future observations, statistical downscaling studies rely on
historical data to evaluate their models and assume that these historical simulation skills
will be retained in the future (Wilby et al. 1998); hence, the results should be used with
cautious confidence (Bardossy and Pegram 2011).
Recent studies on non-stationarity in statistical downscaling include: (1) the sensitivity
analysis proposed by Wilby (1994) where the historical record could be fragmented into
warm/cold or wet/dry years, with the statistical models trained in one fragment (usually the
coldest one, if interested in future projections) and validated in the other (usually the
warmest, assuming that the local mean temperature will increase in the future), (2) the
validation methodology from Vrac et al. (2007), and its recent application to daily pre-
cipitation downscaling and daily wind speeds implemented by Gaitan et al. (2014b) and
Gaitan and Cannon (2013), respectively; (3) the evaluation of bias correction methods
using different conditions from those used for model calibration (Teutschbein and Seibert
2013), and (4) the ‘‘Perfect Model’’ evaluation (Dixon et al. 2016; Gaitan et al. 2014a)
where the observations used for training the downscaling model are substituted by high-
resolution GCM output and the predictors are derived from a coarsened version of the same
high-resolution GCM. These pseudo-reality experiments allow the comparison of historical
and future downscaling skills, while the information gathered from these experiments is
crucial for a better-informed decision-making process and for the determination of the
uncertainties associated with the statistical downscaling models (given their time-invari-
ance assumption).
On the other hand, because a changing climate is expected to increase average summer
temperatures and the frequency and intensity of extremes—including the number of
summer hot days—(Walthall et al. 2012). We analyzed the annual maximum duration of
summer hot days by calculating the heat wave duration index (HWDI). The HWDI is
defined as the maximum number of days for a given summer (i.e. the months of June, July
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and August) with maximum temperatures at least 5 warmer than the daily climatology
from the historical (1971–2000) period, for at least 5 consecutive days. Heat waves usually
occur in synoptic situations with pronounced slow air mass development and movement,
leading to intensive and prolonged heat stress (Gad-el-Hak 2008), and are associated with
significant morbidity and mortality (Huth et al. 2000). For example, it is estimated that the
2003 European heat wave caused more than 14,802 excess deaths in France, and 2045 and
2009 excess deaths in UK and Portugal, respectively (Gad-el-Hak 2008). In 2013, extreme
heat wave lengths between five and sixteen days over Argentina and Uruguay produced the
warmest December on record at various locations over central southern South America
(Blunden and Arndt 2014). Heat waves, and heat stress in general, can also affect plant
growth during key development stages (Kirschbaum 1995a), soil organic matter decom-
position (Kirschbaum 1995b), and milk production (West 2003). In general, a warming
climate will likely increase environmental stresses and may result in less resilient
ecosystems that are unable to combat invasive species (Hellmann et al. 2008); as a
warming climate will likely increase the rate of new species invasions and may promote
the spread of already established species (Ontario Ministry of Natural Resources 2012).
In particular, our study case shows whether the statistically downscaled relationships
between the coarse resolution global climate model and the local-scale predictands—daily
maximum temperature for Montreal, Canada—are time-invariant, when using Vrac et al.
(2007) evaluation methodology. The study also shows whether the skill simulating heat
wave durations (from downscaled data) varied over time. Additionally, we will discuss the
effect of two post-processing variance adjustment methodologies [randomization and
variance inflation, following the terminology used by von Storch (1999) and Bu¨rger et al.
(2012)] on the statistically downscaled time-series. In particular, the evaluation method-
ology is shown for one GCM/RCM combination, as done by Vrac et al. (2007); however,
the comparison can be extended in different dimensions, by evaluating other climate
models, statistical downscaling methods (e.g. weather typing approaches, weather gener-
ators), climate variables, future projections, and different GCM/RCM runs.
2 Datasets
The North American Regional Climate Change Assessment Program-NARCCAP- (Mearns
et al. 2007) includes twelve combinations of RCMs driven by GCMs (see supplementary
material for details). Our application used daily values of maximum temperatures from the
Canadian global climate model 3.1 (CGCM3.1) and the Canadian regional climate model
4.2 (CRCM4.2) as a proof of concept. The CGCM3.1 was considered one of the five top
performing models simulating the mean annual cycle and inter-annual variability by Radic´
and Clarke (2011). Similar experiments can be performed using the other eleven available
GCM/RCM combinations from NARCCAP.
Our setup used information from the historical (1971–2000) and future (2041–2070)
time periods. Both periods correspond to the time windows used by the NARCCAP. The
historical period uses the atmospheric component of CGCM 3.1 20C3M transient run,
while the future period uses the SRES A2 scenario (IPCC 2000) forced with the CGCM 3.1
T47 run number 4. This scenario assumes a very heterogeneous world, with a high pop-
ulation growth and rapid economic development. CGCM3.1 outputs have been used as
potential predictors for downscaling temperatures and precipitation in Quebec, Canada
(e.g. Khan et al. 2006; Dibike and Coulibaly 2006; Jeong et al. 2012). The datasets were
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obtained through the Data Access Integration (DAI) portal (http://climat-quebec.qc.ca/CC-
DEV/trunk/index.php/pages/dai) from Environment Canada (DAI 2008). To help our
partners from the Adaptation and Climate Monitoring Unit of the Meteorological Service
of Canada (responsible for providing climate information for Quebec, Canada), we decided
to focus our study on Montreal, Quebec.
In particular, we extracted historical and future daily maximum temperature (tasmax)
outputs from the CRCM4.2 grid point over Montreal and used them as pseudo-observa-
tions. In addition, as predictors should carry the climate change signal, have a strong
relationship with the predictand, and be realistically represented by the GCMs (Benestad
et al. 2008), we used daily maximum temperatures from nine CGCM3.1 grid points near
Montreal, Quebec. We realize that the use of other predictors might improve the models’
skill, as shown by Huth (2003) and Gaitan et al. (2013). Similarly, we acknowledge the
relationship between heat waves and upper-air high pressure shown by Alexander and
Arblaster (2009). However, as the main focus of this manuscript is time-invariance and not
predictor selection, our methodology uses simple(r) statistical models with the same
meteorological variable being used as predictor and predictand (i.e. CGCM3.1 tasmax and
CRCM4.2 tasmax, respectively). This approach of matching predictors-predictands is used
in direct downscaling studies (e.g. Maurer and Hidalgo 2008; Stoner et al. 2013; Gaitan
and Cannon 2013; Gaitan et al. 2014a).
3 Methods
In general, when using statistical downscaling techniques for climate applications, the most
widely used regression and classification techniques rely on the time synchronous behavior
between predictors (from a coarse resolution model) and the predictand/target (local-scale
observations). However, as the outputs from the GCMs historical runs are not synched with
observations (e.g. weather station data or gridded observation-based products), it is com-
mon to train the downscaling models with reanalysis data (e.g. NCEP/NCAR) instead of
GCM outputs because the reanalysis products are synched with observations, as they are
produced using information from land surface, ship, rawinsonde, pibal, aircraft and satellite
data (Kalnay et al. 1996). Once the transfer functions (e.g. equations) are obtained using
the reanalysis output and the observations, these functions are then used in conjunction
with GCM data (as predictors) to produce downscaled (historical and future) estimates of
the variable of interest. This process is done after determining that the predictors from the
historical reanalysis are well simulated by the Global Climate Model of interest.
3.1 Using RCM outputs as pseudo-observations
As the statistical downscaling models used in this study rely on the time synchronous
behavior between predictors and predictand, and because we were interested in testing the
stationarity assumption, common to all downscaling methods, we decided to use Vrac et al.
(2007) validation methodology.
This methodology uses historical and future output from a regional climate model as
pseudo-observations, thus allowing the future comparison between the downscaled time-
series and the target. However, as the RCM historical outputs are not synched in time with
the reanalysis products, we need to use a predictor set that is synched with the pseudo-
observations/RCM output. Fortunately, the RCMs use as boundary conditions information
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from coarse resolution GCMs ‘‘driving’’ the RCM. Therefore, it is of utmost importance to
guarantee that the RCM output (used as pseudo-observations) has been produced by the
same GCM run used to extract the predictors.
As a counterexample, if one tries to replicate this analysis using RCM outputs obtained
from different boundary conditions (i.e. a GCM run not used to obtain the predictors) the
correlations will drop significantly, as the time synchronous behavior between the local
predictand and the coarse scale predictors is not present. As mentioned earlier, one can use
any GCM/RCM combination if the GCM and the RCM are synched in time; therefore, the
methodology is not limited to the NARCCAP models. Here we evaluate one of the
NARCCAP combinations (CGCM3/CRCM4.2) as a proof of concept.
3.2 Statistical downscaling
The statistical downscaling procedure we used consists of three different steps:
1. Train the statistical downscaling model using the historical CGCM3.1 coarse
resolution daily maximum temperature output as predictors and CRCM4.2 pseudo-
observed daily maximum temperatures as predictands;
2. Cross-validate the downscaled output (i.e. compute the model’s error using
independent data);
3. Once the downscaling models have been trained and cross-validated using historical
data, we use future CGCM3.1 model output as predictors of the cross-validated
models, and obtain downscaled future possible climates.
For this particular application, we removed the climatological seasonal mean from the
predictors and the predictands (yielding anomalies from the mean datasets) and trained the
regression models with these anomalies. As we are interested in evaluating different
quantiles and return periods, we added back the climatological seasonal mean to the
statistically downscaled time-series (anomalies) to perform the evaluations. The regression
methods used twofold cross-validation to prevent overfitting (Bishop 2006).
Nevertheless, the reader must be aware of several limitations when downscaling to
gridded data (e.g. RCM output and gridded observation-based datasets), including: (1) the
gridded predictand represents an area average not point measurements; (2) the variance of
a variable averaged over a large area is expected to be smaller than the variance of the
same variable at a particular weather station/point, and (3) in the case of precipitation
analyses, the wet spells calculated from the gridded data likely last longer than the
observed ones (Gaitan Ospina 2013). Furthermore, Chen and Knutson (2008) cautioned the
practitioners about using gridded observations as point estimates; similarly when using
RCM output as pseudo-observations, one should be aware that since RCMs simulate
climate over a specified area of interest, they require nesting information which describes
the evolution of the atmospheric circulation at their lateral boundaries (Music and Sykes
2011), and thus are affected by the driving GCM uncertainties. Additionally, when using
the CRCM4.2 output as pseudo-observations, it is worth noting that according to Bour-
dages and Huard (2010), the simulated temperatures generated by the CRCM 4.2 (driven
by the CGCM3) are lower than the observed values.
3.2.1 Regression-based statistical downscaling
Regression analysis seeks to find the relationship between one or more independent
variables and a dependent variable. Regression models used to downscale can represent
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linear or nonlinear relationships between predictands and large-scale predictors (Fowler
et al. 2007). In particular, when downscaling temperatures over Europe, Huth et al. (2008)
found out that nonlinear methods did not necessarily improve the solutions, when com-
pared to simpler linear methods. Similarly, when downscaling temperatures over southern
Ontario and Quebec, Gaitan et al. (2013) found that the improvements of the nonlinear
methods over the linear ones were primarily noticed when comparing climate indices in
terms of indices of agreement (Willmott et al. 2012), and only marginally in terms of mean
absolute errors. Additionally, linear methods using only 2 m. temperature output [from the
NCEP/NCAR reanalysis (Kalnay et al. 1996)] as predictors performed similarly than
complex non-linear methods, when comparing the HWDI index of agreement (Gaitan et al.
2013).
Here, we compared two popular regression methods: (1) multiple linear regression with
stepwise selection and (2) robust multiple linear regression.
3.2.1.1 Multiple linear regression with stepwise selection Stepwise techniques for
regression analysis are described in Darlington (1990). In general, multiple linear
regression with stepwise selection—commonly known as stepwise regression (hereafter
SWLR)—is a systematic method for adding and removing predictors from a multiple linear
regression model. In particular, an initial model is created at the first iteration and then the
p value is computed to test models with and without a potential predictor. The null
hypothesis is that the predictor to be added or removed has a zero regression coefficient
(Hill and Lewicki 2006). This multiple linear regression approach uses forward selection
and/or backward elimination to select a predictors subset from an original pool containing
all the available predictors (Wilks 2011; Darlington 1990). For a recent application of
SWLR in statistical downscaling, refer Hessami et al. (2008).
Here, we used the MATLABTM statistics toolbox to implement the stepwise multiple
linear regression (SWLR) and kept its default p-values for adding and removing a variable
at 0.05 and 0.1, respectively.
3.2.1.2 Robust regression Robust regression is an alternative to ordinary least squares
regression (OLS) that is less sensitive than OLS to outliers. As with OLS, each point is
assigned equal weight in the first iteration; however, during the next iterations, the weights
are readjusted so less weight is given to the points farther from the predictions. Then the
model coefficients are adjusted using weighted least squares, until a stopping criterion is
met. Hereafter, the statistically downscaled time-series produced using this type of
regression will be identified with the word ‘‘Robust’’.
Here, we used MATLAB’s robust regression (robustfit). This implementation uses
iteratively reweighted least squares with the bi-square weighting function.
Figure 1 illustrates the main differences between the OLS regression and the robust
regression. The figure compares regression estimates of two datasets that only differ in one
point [y = 2, in the original data, and y = 40 in the modified dataset—see black dot]. The
regressions from the first dataset are identified with dashed lines, and the regressions from
the dataset containing the outlier are plotted with solid lines. The figure shows that the OLS
estimates from the two datasets differ in terms of intercept and slope, while the estimates
from the robust regression are closer to the ones from the first dataset even in the presence
of the outlier.
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3.3 Variance adjustment techniques: randomization (RN) versus variance
inflation (VI)
As regression methods underestimate the variance (i.e. the simulated variance is less than
the observed one), the downscaled estimates will have lower variances than the target
dataset (i.e. high-resolution observations or predictand). To address this drawback, two
solutions have been proposed: (1) variance inflation (Karl et al. 1990) and (2) to add noise
to the downscaled time-series in order to match the observed variance (von Storch 1999),
this technique is also known as randomization (Bu¨rger et al. 2012; von Storch 1999).
In general, to obtain the variance-adjusted time-series using variance inflation (YVI), one
needs to multiply the downscaled output (y¨) by the square root of the ratio of the variances
between the observations (y) and downscaled time-series.
Yvi ¼ €y var yð Þ=var €yð Þð Þ0:5; ð1Þ
However, this method is criticized by von Storch (1999) and others because the pre-
dictors do not completely specify the small-scale feature of interest, and because the VI
process affects the MSE between the target and the downscaled time-series.
On the other hand to obtain variance-adjusted downscaled estimates using random-
ization (YRN), one needs to add noise (white or red) to account for the unexplained variance
(von Storch 1999):
YRN ¼ €yþ noise; ð2Þ
However, as pointed out by Huth et al. (2001), the addition of noise breaks the temporal
correlation of the downscaled data.
3.4 Model evaluation
We evaluated the downscaled results in terms of daily variability and their ability to
reproduce heat waves, using the HWDI as a proxy. The independent evaluation error of the
entire dataset was obtained using cross-validation (e.g. James et al. 2013; Bishop 2006).
Fig. 1 Schematic representation
about the differences between
OLS and Robust regression.
Dashed red and black lines
(Robust and OLS, respectively)
show the model fits to a dataset
containing no outliers; solid lines
show the corresponding fit when
substituting one point from the
original dataset for one outlier
(solid black dot (X = 2, Y = 4).
Notice the behavior (change in
slope and intercept) of the solid
black line in the presence of the
outlier
1668 Nat Hazards (2016) 83:1661–1681
123
Specifically, we divided the data into two adjacent sections (of equal length), used one
section to train the models, and the remaining section was used to test the model on
independent data. We repeated the procedure so both sections were used to test predictions.
The daily variability validation involved calculating the RMSEs between the pseudo-
observations and the statistically downscaled series, while the ability to reproduce heat
waves was determined by RMSEs between the pseudo-observations and the downscaled
time-series.
4 Results
In this section we analyze the downscaled datasets in three different categories; first, we
evaluate the statistically downscaled time-series’ daily variability statistics; then, we assess
the performance of the downscaled datasets in terms of different quantiles and return
Fig. 2 RMSE between the statistically downscaled time-series and the CRCM4.2 pseudo-observations.
Error bars indicate standard errors. Time-series identified with ‘‘VI’’ were variance-inflated, while the ones
identified with ‘‘RN’’ include random noise to adjust the modeled and observed variances. Top figures show
historical (left) and future (right) RMSEs without using variance adjustment techniques. Bottom left and
right figures show historical and future RMSEs after using variance adjustment techniques
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periods; and then we finish the section by comparing the results from the heat wave
duration indices calculated from the downscaled and pseudo-observed time-series.
4.1 Daily maximum temperature time-series
After adding back the seasonal cycle to the statistically downscaled anomalies, we com-
pared the resulting time-series with those from the CRCM4.2 in terms of Pearson corre-
lation to evaluate whether the downscaled values were synchronized in time with the
pseudo-observations; and in terms of simulated variance, to test whether the regression
methods produced values from a wide temperature range.
The analysis shows that both methods adequately simulated the observed temperatures
in terms of daily variability (correlation coefficients[0.94); however, when examining the
variances one of the known drawbacks of the regression methods was evident, the simu-
lated variance was less than the observed one. In particular, the SWLR estimates explained
more variance than the robust regression estimates (89 and 69 %, respectively). This
behavior was partially caused because the robust regression is less sensitive to data points
marked as outliers than the traditional SWLR using OLS.
As we are interested in evaluating the performance of the downscaled time-series in
terms of quantiles, return periods and heat wave durations, we created two different post-
processed versions of each statistically downscaled time-series, one using randomization
(RN) and another one using variance inflation (VI). Therefore, we compared four time-
series with the observations. Hereafter these time-series will be denoted as Robust RN,
Robust VI, SWLR RN and SWLR VI.
Fig. 3 Statistically downscaled time-series empirical cumulative density functions for the historical and
future periods (left and right panels, respectively)—upper tails (F(x)[ 0.85) of the distributions
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Figure 2 shows the RMSE between the aforementioned variance-adjusted statistically
downscaled time-series, and the CRCM4.2 output used as pseudo-observations. The fig-
ure shows the non-stationarity of the errors between the historical (1971–2000) and future
(2041–2070) time periods, with higher errors in the future, and considerable differences (in
RMSE) between periods for Robust VI, SWLR RN and SWLR VI. Similarly, it is clear that
SWLR VI, SWLR RN and Robust VI outscored the downscaled output of Robust RN in
the historical period; however for the future period, the performance of SWLR RN is
comparable (in terms of RMSE) with the performance of Robust RN, and the performance
of Robust VI is comparable to the one from SWLR VI.
The higher future errors are also caused by differences in the pseudo-observed variances
between periods. In particular the variance of the future CRCM4.2 maximum temperature
output, used as pseudo-observations, is 5 % higher than the historical pseudo-observed
variance.
4.2 Quantiles and return periods
Figure 3 shows the historical and future empirical cumulative distribution functions (ecdf)
from the variance-adjusted statistically downscaled time-series and from the pseudo-ob-
servations. The left panel, displaying the historical simulations, shows that in general there
is a good agreement between the statistically downscaled time-series and the pseudo-
observations; with higher differences found around the 90th percentile, where Robust VI,
SWLR VI and SWLR RN underpredicted the percentiles of the upper tail, while Robust
RN overpredicted the same quantiles. On the right panel, showing the future projections,
we noticed that in general the downscaled datasets had a cold bias versus the pseudo-
observations.
Please refer to Table 1 for a brief comparison of the 5th, 25th, 50th, 75th and 95th
quantiles from the statistically downscaled time-series and from the pseudo-observations
Fig. 4 Empirical return periods. Daily maximum temperature annual maxima
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for the historical and future periods. Values in bold typeface indicate the closest value to
the CRCM 4.2 pseudo-observations (last row).
When looking at the last 15 quantiles from the empirical cumulative density functions
(Fig. 3), we can see that SWLR VI and Robust VI exhibited a similar tail behavior, while
Robust RN and SWLR RN had bigger differences between them. In particular, when
analyzing the future period simulations, all the downscaled time-series underpredicted the
daily maximum temperatures, with Robust RN showing lower differences to the pseudo-
observations than the other three time-series.
Regarding the study of the return periods (Fig. 4), we calculated the 30-, 10- and 5-year
return periods (denoted by the letter T) from the annual maximum temperatures of the
variance-adjusted statistically downscaled time-series using the California Method
(Monsalve Saenz 2002) to determine the frequencies. The historical results (Fig. 4, left)
show that more than 10 separate the return periods from Robust VI, SWLR VI and Robust
RN. A similar pattern was found in the future period (Fig. 4, right). In general, Robust RN
overpredicted the historical and future return periods, while SWLR VI and Robust VI
Fig. 5 Heat wave duration index RMSE versus the CRCM4.2 pseudo-observations. Error bars indicate
standard errors. Top left and right figures, historical and future comparison, respectively, without variance
adjustment. Bottom left and right, historical and future comparisons with variance adjustment techniques
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underpredicted the return periods for both periods. On the other hand, the historical return
periods from SWLR RN show a better agreement with the pseudo-observed ones; however,
when looking at the future period, SWLR RN underpredicted the pseudo-observed return
periods.
The return periods obtained from the statistically downscaled time-series indicate that
having the best agreement (vs the return periods from the pseudo-observations) in the
historical period does not guarantee having the same bias in the future (e.g. SWLR RN),
especially as the return periods from the pseudo-observations increased over time. For
example, the 30-year (pseudo-observed) return period changed from *38 C (historical
period) to*45 C in the future (?7 C), while the return periods calculated from SWLR
RN changed from *39 to *40 C in the same period. On the other hand, the under-
prediction of the historical return periods shown by SWLR VI and Robust VI persisted in
the future period, while Robust RN overpredicted the return periods on both historical and
future periods. This performance agrees with the upper tail behavior shown in Fig. 3 by
Robust RN, where higher than ‘‘observed’’ values were shown in the upper quantiles of the
daily ecdf.
4.3 Heat wave duration index (HWDI)
As mentioned earlier, for the purpose of this study, the heat wave duration index (HWDI)
is defined as the maximum number of days for a given year with maximum temperatures at
least 5 C warmer than the daily climatology from the historical (1971–2000) period, for at
least 5 consecutive days, during the summer months (June, July and August).
After calculating the annual HWDI for the variance-adjusted statistically downscaled
time-series and for the pseudo-observations (historical and future), we compared their
indices in terms of RMSEs (Fig. 5). The results show that the HWDI errors also vary
greatly over time, with markedly higher errors in the future (even taking into consideration
the standard errors). Additionally, the historical results show that SWLR VI outscored the
other models in terms of historical RMSE and that Robust RN and SWLR RN exhibited
similar errors, while the future results show that the indices from Robust VI, SWLR RN
and SWLR VI were comparable in terms of RMSEs.
Other statistics (maximum, mean and median) calculated from the historical and future
heat wave duration indices are shown in Table 2. In general, SWLR VI outscored the other
models in terms of maximum and mean heat wave durations (historical and future), and
median HWDI for the historical period. All the models underrepresented the median and
minimum HWDI, with Robust VI and SWLR VI producing the closest values to the
median HWDI from the future ‘‘observations’’. In particular, the biggest differences appear
when calculating the maximum heat wave duration for the future period; as Robust VI and
Table 2 HWDI statistics—
1971–2000 (20C3 M) and
2041–2070 (A2)
Values in bold typeface indicate
the closest value to the CRCM
4.2 pseudo-observations (last
row)
Dataset Maximum Mean Median
20C3 M A2 20C3 M A2 20C3M A2
Robust RN 5 6 3.03 3.10 3 3
Robust VI 6 12 3.43 5.07 3 5
SWLR RN 5 7 2.90 4.13 3 4
SWLR VI 9 13 4.07 5.37 4 5
CRCM4.2 8 13 4.96 7.80 5 7
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SWLR VI produced heat waves of 12 and 13 days, respectively, (vs 13-day heat waves
from the pseudo-observations), while SWLR RN and Robust RN only produced heat waves
of maximum 7 and 6 days, respectively.
Overall the comparisons made in this manuscript show that the future errors vary in
time, when compared to the historical ones. This indicates that the statistical relationships
defined during the historical (training) period were not time-invariant, and thus the results
derived from the statistical models should be taken with caution. In particular, when
analyzing daily variability, the future RMSEs were considerably higher than the historical
ones. Similarly, when looking at the HWDI calculated from the downscaled data, we
noticed that the errors changed over time and that model-derived results were less reliable
in the future; but in general the variance-inflated models outscored their counterparts using
randomization.
5 Summary and recommendations
The present work evaluated whether the statistical relationship(s) between the coarse
resolution predictors and the finer scale predictand, used in statistical downscaling,
remained constant over time when downscaling daily maximum temperatures over Mon-
treal, Canada. In particular, we evaluated whether the errors between two statistically
downscaled datasets and pseudo-observed time-series obtained from the CRCM4.2 were
time-invariant. In addition we evaluated the downscaled output in terms of quantiles,
means, medians, maximum and minimum values, and 30-, 10- and 5-year return periods.
We also evaluated whether the heat wave duration indices derived from the statistically
downscaled time-series differed from the ones calculated from the pseudo-observations.
We encourage future studies to extend our analyses to other GCM/RCM combinations,
other scenarios (or RCPs) and to other downscaling methods. However, it is worth men-
tioning that currently NARCCAP only has 12 GCM/RCM combinations and a very limited
number of scenarios available.
Here, we used two popular regression approaches: linear regression with stepwise
selection and robust regression, to statistically downscale daily maximum temperatures
from the Canadian GCM 3.1. As regression methods underestimate the variance, we
variance-adjusted the downscaled time-series using two different methodologies: variance
inflation and randomization. The results suggest that both regression approaches showed
non-stationarity of their errors when comparing the historical and future variance-adjusted
time-series (in terms of RMSE), with SWLR RN, SWLR VI, and Robust VI marginally
outscoring Robust RN.
Overall, the use of the randomization post-processing method might not be recom-
mended when the variance to be added represents*50 % of the explained variance like in
the case of the robust regression; however, when the variance to be added is*10 % of the
explained variance (e.g. SWLR) the method could be used with more confidence, as shown
in the bottom-left (historical) panel of Fig. 5. Nevertheless, when looking at the results for
the future period, one might consider the use of a second variance adjustment step in order
to better reproduce the future variance of the pseudo-observations, as their future variance
is greater than the historical one. In practice we cannot adjust the future downscaled series
to match the variance of the future pseudo-observations as we do not have future local-
scale information; alternatively one might further adjust the downscaled future values by
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also taking into account the variance difference between the future and historical GCM
predictors and then using randomization or variance inflation to account for this variance.
In terms of HWDI, after calculating the indices from the observed and downscaled
datasets and then comparing the indices’ RMSEs, we observed that SWLR VI and Robust
VI outscored both SWLR RN and Robust RN. This suggests that the use of variance-
inflated time-series might be preferable than using the ones with randomization (when
interested in the analysis of heat wave durations). This is likely because the variance
inflation approach preserves temporal behavior of the downscaled time-series; conse-
quently preserving the simulated heat spells. However, as with the analysis of the down-
scaled time-series, the future RMSEs were notably higher than the historical ones. Hence,
it is not recommended to assume that the downscaling models’ historical performance
(simulating heat wave durations) would be kept in the future. Additionally, the results
suggest that although the linear regression with stepwise selection method seemed to
outscore the robust regression when downscaling daily maximum temperature, it might not
necessarily produce better results than the robust regression when calculating the median
duration of heat waves.
On the other hand, the return periods obtained from the statistically downscaled time-
series indicate that having the best agreement (vs the return periods from the pseudo-
observations) in the historical period does not guarantee having the same bias in the future
(e.g. SWLR RN), especially as the pseudo-observations’ return periods increased over
time. Overall, here we show that the future errors vary in comparison with the historical
ones, indicating that the statistical relationships defined during the historical (training)
period are not time-invariant.
Our findings have significant repercussions given that one of the statistical downscaling
paradigms is to assume that present simulation skills will be kept in the future, it is likely
that a stakeholder using statistically downscaled data to make decisions, or a practitioner
needing to use high-resolution local-scale data as input to other ecological, biological,
hydrological or economical models, could end up selecting a model with poor future
performance, by assuming stationary relationships. As mentioned earlier, there are many
causes of uncertainty in climate change regional projections in addition to the uncertainty
caused by the choice of downscaling method; here, we found that after obtaining the
downscaled results, the choice of post-processing technique (for variance adjustment) can
also affect the final local-scale projections, and the differences among the post-processed
projections were as important as the differences between the downscaling methods used
(Robust and SWLR). An ongoing study is being conducted to analyze the effect of post-
processing techniques on statistical downscaling methods, and their impact on the
downscaled projections uncertainty.
We speculate that downscaling uncertainty and scenario uncertainty are still the pre-
dominant sources of uncertainty, with non-stationarity uncertainty being a sub component
of the statistical downscaling uncertainty process. For example, when comparing 28 cli-
mate change projections from seven GCMs and three scenarios, over Central Quebec, Chen
et al. (2011) concluded that the uncertainty envelopes from the downscaling methods were
similar to the envelopes from the emission scenarios. Therefore, it is possible that if we add
the (unaccounted) non-stationarity uncertainty to the downscaling uncertainty, this
envelope could become the predominant one, as the regression-based statistical down-
scaling methods employed by Chen et al. (2011) contributed significantly to the uncertainty
envelope.
On the other hand, once the practitioners establish the non-stationarity of the statistical
relationships used, we envision a series of steps that might improve their downscaled
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estimates. First, the practitioners should try to use downscaled output from downscaling
models that had been trained and evaluated in different climate regimes (e.g. positive and
negative ENSO) and include best practices like cross-validation of the downscaled model
output. Second, when making decisions, the practitioners will need to expand the down-
scaling model uncertainty to include non-stationarity. Therefore, their decision-making
process might need to include deep uncertainty analysis (Hallegatte et al. 2012), or adopt
practices from other disciplines, like cost–benefit analysis under uncertainty (Arrow and
Fisher 1974), cost–benefit analysis with regret minimization (Hahn et al. 1996), climate
informed decision analysis (CIDA, Brown et al. 2011), and/or robust decision making
(RDM, Lempert and Collins 2007; Hallegatte 2009).
Recently Hall (2014) argued that the climate science community must identify down-
scaling’s strengths and limitations and develop best practices to prevent bad decisions. In
the end, we aspire that by knowing that there are differences between the models’ historical
and future performances the practitioners will get valuable information regarding the level
of confidence one should attribute to the downscaled climate projections. Even though our
evaluation illustrated two simple regression-type statistical downscaling models, the main
conclusions may also be valid for more complicated models, like the nonlinear classifi-
cation and regression models used by Gaitan et al. (2014b) to downscale daily precipita-
tion. Our results also corroborate the cautionary notes from Chen et al. (2011) and Ouyang
et al. (2014) regarding the confidence that should be attributed to climate change impact
studies based on only one downscaling method.
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