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Resumen. Uno de los objetivos principales de la teoría del riesgo actuarial
es modelar el número de reclamaciones por una distribución de probabilidad
clásica; pero debido al mal ajuste estadístico obtenido a veces, en la literatura
actuarial se propone utilizar la familia de distribuciones de Panjer, ya que para
valores específicos de sus parámetros se pueden generar algunas distribuciones
discretas. Este artículo muestra que la distribución de Panjer es un caso
particular de la distribución de Hofmann.
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A relation between the Hofmann’s distribution and
Panjer’s distribution
Abstract. One of the main objectives of actuarial risk theory is to model
the number of claims by a classical probability distribution, but due to poor
statistical fit obtained sometimes, in actuarial literature it is proposed to use
the Panjer’s family of distributions, since for specific values of its parameters
can generate some discrete distributions. This paper shows that the Panjer’s
distribution is a particular case of the Hofmann’s distribution.
Keywords: Panjer’s distribution, Hofmann’s distribution, Poisson-Pascal dis-
tribution, Pochhammer’s symbol.
1. Introducción
El algoritmo dado en [8], empleado en la teoría de riesgo actuarial, es una fórmula re-
cursiva para determinar la función de probabilidad asociada al número de reclamos.
Esta familia de distribuciones permite generar otras distribuciones conocidas, como la de
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Poisson, la Binomial y la Binomial Negativa con parámetros apropiados. Por otra parte,
la familia de distribuciones de Hofmann, empleada también para modelar número de
reclamos, permite generar la distribución de Poisson, la de Poisson Inversa Gaussianna,
la Binomial Negativa y la de Polya-Aeppli (ver [15]).
En este artículo se muestra que la familia de distribuciones de Panjer es un caso particular
de la familia de distribuciones de Hofmann.
2. Familia de distribuciones de Panjer
[7] presenta una distribución de probabilidad que satisface la siguiente propiedad:
P [X = x+ 1] =
a+ bx
x+ 1
P [X = x], ∀x ≥ 0, (1)
donde a ≥ 0, b < 1. Se dice que una variable aleatoria X que satisface (1) pertenece
a la familia de distribuciones de Katz, y se denota por “X ∼ K(a, b)”. Usando la
reparametrización
a = α+ β y b = α,
y sustituyendo en (1) se llega a
P [X = x+ 1] =
(
α+
β
x+ 1
)
P [X = x], ∀x ≥ 0. (2)
Esta distribución coincide con la distribución dada en [8]. Las propiedades básicas de
esta distribución han sido estudiadas en [11, 12, 13, 14].
Al reescribir la fórmula de recurrencia dada en (2), como
P [X = x] =
α
x
(
x+
β
α
)
P [X = x− 1], ∀x ≥ 1,
y emplearla de manera sucesiva, se tiene que
P [X = x] =



(β
α + x
x
)
αxP [X = 0], si α+ β 6= 0,
αx−1
x
P [X = 1], si α+ β = 0,
(3)
donde,
P [X = 0] = (1− α)α+βα , α < 1, (4)
y
P [X = 1] =− α
ln (1− α) , 0 < α < 1. (5)
En la Tabla 1 se muestran los valores de α y β que aproximan un conjunto seleccionado
de distribuciones bien conocidas.
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Nombre de la P [X = x] Valores Fijos
Distribución α β
Poisson λ
x
x! e
−λ 0 λ
Binomial Negativa
(
r+x−1
x
)
prqx 1− p (r − 1)q
Geométrica pqx y 0 < p < 1 1− p 0
Binomial
(
m
x
)
pxqm−x, 0 < p < 1 − pq (m+ 1)pq
Logarítmica
qx
x ln(1− q)−1 y 0 < q < 1 q −q
Tabla 1. Valores de α y β para algunas distribuciones.
3. Familia de distribuciones de Hofmann
En [4], el autor argumenta que la distribución dada en [5] no tiene relevancia práctica;
sin embargo, Walhin [14], en el capítulo 5, muestra lo contrario.
En esta sección se supone que N(t) es el número de reclamos que ocurren en el intervalo
de tiempo [0, t) con t ≥ 0 y N(0) = 0. Luego la probabilidad de que ocurran exactamente
n reclamos viene dada por
Pn(t) =P [N(t) = n] , n = 0, 1, 2, . . . .
Definición 3.1. Se dice que una distribución de probabilidad para N(t) proviene de una
“Familia de Hofmann H (a, µ, c)”, si puede ser expresada como
P0(t) = exp {−θ(t)} θ(t) =
∫ t
0
λ(τ) dτ,
Pn (t) =
(−1)n
n!
tn P
(n)
0 (t) , n = 1, 2, 3, . . . ,
(6)
donde P (n)0 (t) =
dn
dtn
P0 (t) , λ(τ) es una función de 3 parámetros: a ≥ 0, µ > 0 y
c 6= 0 (c > − 1τ , τ > 0
)
, es derivable infinitamente y es dada por
λ (τ) =
µ
(1 + c τ)
a , ∀ τ > 0. (7)
Teorema 3.2 (Método de recurrencia). Si la distribución de probabilidad del número N(t)
de reclamos cumple la expresión (6), su función de probabilidad satisface la relación1
Pn+1 (t) =
t λ(t)
n+ 1
n∑
k=0
(
a+ k − 1
k
)(
c t
1 + c t
)k
Pn−k (t) , (8)
1Este resultado coincide con el obtenido en [14].
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siendo a, µ y c constantes escogidas convenientemente para pertenecer a la familia de
Hofmann H (a, µ, c) .
Demostración. Las derivadas de orden superior de la función λ(t) satisfacen
(−1)n
n!
dn
dtn
λ(t) =
(
a+ n− 1
n
)(
c
1 + ct
)n
λ(t), a 6= 0. (9)
Al emplear la regla de Leibniz para la derivada de un producto dada en [1], se tiene:
dn+1
dtn+1
P0 (t) =
dn
dtn
[−λ(t)P0 (t)]
= −
n∑
k=0
(
n
k
)(
dk
dtk
λ(t)
)(
dn−k
dtn−k
P0 (t)
)
= λ(t)
n∑
k=0
(
n
k
)
(−1)k+1Γ(a+ k)
Γ(a)
(
c
1 + ct
)k
dn−k
dtn−k
P0 (t) . (10)
Esta expresión permite calcular las probabilidades de manera recursiva como sigue:
Pn+1 (t) =
(−1)n+1
(n+ 1)!
tn+1
dn+1
dtn+1
P0 (t)
=t λ(t)
n∑
k=0
(
n
k
)
(−1)n+k
(n+ 1)!
k!
(
a+ k − 1
k
)(
ct
1 + ct
)k
tn−k
dn−k
dtn−k
P0 (t)
=t λ(t)
n∑
k=0
n!
(n+ 1)!
(
a+ k − 1
k
)(
ct
1 + ct
)k
(−1)n−k tn−k
(n− k)!
dn−k
dtn−k
P0 (t)
=
1
n+ 1
µ t
(1 + c t)
a
n∑
k=0
(
a+ k − 1
k
)(
c t
1 + c t
)k
Pn−k (t) . X
Proposición 3.3. Si se supone que los parámetros de la distribución de Hofmann son
a = 1,
ct =
α
1− α y µt =
α+ β
1− α , (11)
con α < 1, se obtiene la distribución de Panjer.
Demostración. La expresión (8) se puede reescribir como
Pn+1 (t) =
t λ(t)
n+ 1

Pn (t) +
n−1∑
j=0
(
a+ j
j + 1
)(
c t
1 + c t
)j+1
Pn−1−j (t)

 . (12)
Tomando a = 1 y reemplazando en la expresión (7) se obtiene
λ(τ) =
µ
1 + cτ
, ∀ τ > 0.
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Luego la expresión (12) queda
Pn+1 (t) =
1
n+ 1
µ t
1 + c t

Pn (t) +
c t
1 + c t
n−1∑
j=0
(
c t
1 + c t
)j
Pn−1−j (t)


=
1
n+ 1
µ t
1 + c t
[
1 + n
c
µ
]
Pn (t) =
1
n+ 1
c t
1 + c t
[µ
c
+ n
]
Pn (t)
=
c t
1 + c t
[
1 +
1
n+ 1
µ t− c t
c t
]
Pn (t) ; (13)
nótese que esta distribución coincide con la fórmula de recurrencia dada en (2) con
parámetros
α =
c t
1 + c t
, β =
µ t− c t
1 + c t
. X
Proposición 3.4. Si a = 1 y c 6= 0, entonces la función de probabilidad de N(t) satisface
la igualdad
Pn (t) =
Γ (µ/c+ n)
n! Γ (µ/c)
(
c t
1 + c t
)n
P0 (t) , n ≥ 1, (14)
donde Γ(·) denota la función Gamma.
Demostración. La fórmula (13) puede reescribirse como
Pn (t) =
c t
1 + c t
1
n
[
(n− 1) + µ
c
]
Pn−1 (t) , n ≥ 1;
al emplearla de manera sucesiva, se tiene que
P1 (t) =
c t
1 + c t
(µ
c
)
P0 (t)
P2 (t) =
c t
1 + c t
1
2
(µ
c
+ 1
)
P1 (t) =
( c t
1 + c t
)2 1
2!
(µ
c
)(µ
c
+ 1
)
P0 (t)
...
Pn (t) =
( c t
1 + c t
)n 1
n!
n−1∏
m=0
(µ
c
+m
)
P0 (t) n = 1, 2, . . . .
Usando el símbolo de Pochhammer dado en [1], se tiene que
Pn (t) =
(µ/c)n
n!
( c t
1 + c t
)n
P0 (t) =
Γ (µ/c+ n)
n! Γ (µ/c)
(
c t
1 + c t
)n
P0 (t)
=
(µ
c + n− 1
n
)(
c t
1 + c t
)n
P0 (t) ,
la cual coincide con la expresión dada en (3). X
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3.1. Casos especiales
Si a = 1, al reemplazar en la expresión (7) se obtiene
λ(τ) =
µ
1 + cτ
, ∀ τ > 0. (15)
Por lo tanto P0 (t) = (1 + ct)
−µ
c , luego:
1. Si c→ 0, se tiene que
P0 (t) = l´ım
c→0
(1 + ct)−
µ
c = l´ım
c→0
[
(1 + ct)
1
ct
]−µ t
= e−µ t;
al reemplazar en la expresión (6), se obtiene
Pn (t) =
(µ t)n
n!
e−µ t, (16)
la cual también corresponde a la distribución de Poisson con media µ t.
2. Cuando c 6= 0 y −µc = m ∈ Z, se obtiene que
dn
dtn
P0 (t) =
m!
(m− n)! c
n (1 + ct)
m−n
, m ≥ n;
al reemplazar en la expresión (6), se llega a
Pn (t) =
(
m
n
)
(−c t)n (1 + c t)m−n , (17)
la cual coincide con la distribución Binomial con parámetros
m =− µ
c
y q =1 + c t.
3. Cuando c 6= 0 y µc > 0, se tiene que
dn
dtn
P0 (t) = (−1)n
Γ
(
µ
c + n
)
Γ
(
µ
c
)
(
c
1 + ct
)n
(1 + ct)−
µ
c ;
al reemplazar en la expresión (6), se obtiene
Pn (t) =
Γ
(
µ
c + n
)
n! Γ
(
µ
c
)
(
c t
1 + c t
)n
(1 + c t)−
µ
c , (18)
la cual coincide con la distribución Binomial Negativa con parámetros
r =
µ
c
y p =
1
1 + c t
.
[Revista Integración
Una relación entre la distribución de Hofmann y distribución de Panjer 65
4. Función generadora de probabilidad
En esta sección se determina la función generatriz de probabilidad de la distribución de
Hofmann.
Teorema 4.1. Si la distribución de probabilidad del número N(t) de reclamos satisface
la expresión (6), su función generatriz de probabilidad es
G (r; t) = P0 [(1− r) t] , (19)
siendo a, µ y c constantes escogidas convenientemente para pertenecer a la familia de
Hofmann H (a, µ, c) .
Demostración. Al calcular la función generatriz de probabilidad de N(t), se tiene
G (r; t) =
∞∑
j=0
rj Pj (t) = P0 (t) +
∞∑
j=1
rj Pj (t)
=P0 (t) +
∞∑
n=0
rn+1 Pn+1 (t) ;
si se deriva esta expresión respecto a r y se usa (8), se obtiene
∂
∂r
G (r; t) =
∞∑
n=0
rn
µt
(1 + ct)
a
n∑
k=0
(
a+ k − 1
k
)(
ct
1 + ct
)k
Pn−k (t)
=
µt
(1 + ct)a
∞∑
k=0
∞∑
n=k
(
a+ k − 1
k
)(
ct
1 + ct
)k
rn Pn−k (t)
=
µt
(1 + ct)
a
∞∑
k=0
(
a+ k − 1
k
)(
r ct
1 + ct
)k ∞∑
m=0
rm Pm (t)
=
µt
(1 + ct)
a
∞∑
k=0
(
a+ k − 1
k
)(
r ct
1 + ct
)k
G (r; t) ;
usando la siguiente expresión, dada en [3],
(α− β)−r =α−r
(
1− β
α
)−r
= α−r
∞∑
k=0
(
r + k − 1
k
)(
β
α
)k
, (20)
se tiene que
∂
∂r
G (r; t) =µ t (1 + ct− r ct)−aG (r; t) ;
si se resuelve esta ecuación diferencial sujeta a G (0; t) = P0 (t), se llega a
G (r; t) = exp
{
−
∫ (1−r)t
t
µ
(1 + cν)
a dν
}
P0 (t) .
Se satisface que G (1; t) = 1. X
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4.2. Caso especial
Si a > 1, al sustituir en la expresión (7) se tiene que
λ(τ) =
µ
(1 + cτ)a
, ∀ τ > 0;
luego
θ(t) =
∫ t
0
µ
(1 + cτ)a
dτ =
µ
c(a− 1)
[
1− 1
(1 + ct)a−1
]
.
Por lo tanto,
G (r; t) = P0 [(1− r) t] = exp
{
µ
c(a− 1)
[
1
(1 − ct(r − 1))a−1 − 1
]}
, (21)
la cual coincide con la función generatriz de probabilidad de la distribución de Poisson-
Pascal (véase [6, 9, 14]).
5. Conclusiones
La familia de distribuciones de Hofmann permite identificar de manera sencilla la distribu-
ción de probabilidad asociada a un conjunto de datos empíricos. Cuando el parámetro
a = 1 se obtiene la familia de distribuciones de Panjer, y no solamente la binomial
negativa.
Los desarrollos teóricos obtenidos en este artículo permiten hacer uso de la familia de
distribuciones de Hofmann en un amplio campo de acción, por ejemplo, en el cálculo de
probabilidades.
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