National exercises for the evaluation of research activity by universities are becoming regular practice in ever more countries. These exercises have mainly been conducted through the application of peer-review methods. Bibliometrics has not been able to offer a valid large-scale alternative because of almost overwhelming difficulties in identifying the true author of each publication. We will address this problem by presenting a heuristic approach to author name disambiguation in bibliometric datasets for largescale research assessments. The application proposed concerns the Italian university system, consisting of 80 universities and a research staff of over 60,000 scientists. The key advantage of the proposed approach is the ease of implementation. The algorithms are of practical application and have considerably better scalability and expandability properties than state-of-the-art unsupervised approaches. Moreover, the performance in terms of precision and recall, which can be further improved, seems thoroughly adequate for the typical needs of large-scale bibliometric research assessments.
Introduction
The current era of the knowledge economy demands that the governments of advanced nations devote ever more attention to the improvement of scientifictechnological infrastructure, in order to sustain the competitiveness of national industry. Publicly funded research organizations (PFROs), such as universities and research institutes, take on a determining role in this context. Thus it is not surprising that in an ever greater number of nations, these organizations are the object of national research evaluation exercises. The exercises serve towards four principal objectives, adopted in whole or in part by the governments concerned: i) stimulation of greater production efficiency; ii) selective funding allocations; iii) reduction of information asymmetry between supply and demand in the market for knowledge; and last but not least iv) demonstration that investment in research is effective and delivers public benefits.
Until recently, the conduct of these evaluation exercises has been founded on the socalled peer-review methodology, where research products submitted by institutions are evaluated by appointed experts.
Peer review presents two severe limits. The first is that it bases evaluation on a limited subset of research products from the PFROs. This seriously jeopardizes: i) robustness of the measurement system, as shown by sensitivity analysis of performance rankings to the share of product evaluated (Abramo et al., 2010) ; and ii) validity of the measure of performance, due to the inefficient selection of the best products by PFROs (Abramo et al., 2009 ). The second limitation, a consequence of the first, is that the evaluation cannot measure "productivity", the quintessential indicator of efficiency for any production system. Recent advances in bibliometric techniques can without doubt contribute to mitigating the limits of peer review. It is not by chance that the upcoming evaluation exercises by the governments of the UK (the Research Excellence Framework, REF, to be launched in 2012), Australia (Excellence in Research for Australia, ERA, just launched), and Italy (Quintennial Research Evaluation, VQR, now being launched) will make more or less exclusive use of bibliometrics, where applicable (hard sciences).
The leap that policy makers and practitioners have been expecting from bibliometrics for some time is that: i) it would contribute at a large-scale measurement of the productivity of individual scientists, and through aggregation, of research groups, departments, faculties, disciplines, and PFROs as a whole; and ii) the measurement could be done avoiding submission of output data on the part of the PFROs 2 . A noninvasive approach in fact, in addition to significantly reducing the direct costs of evaluation this leap would also eliminate the indirect costs to the PFROs. Unfortunately, the severe technical problems associated with the bibliometric databases currently available, such as Thomson Reuters Web of Science (WoS) or Elsevier Scopus, make the objective difficult to realize. In the records of the publications, the authors are often indicated only by last name and initial of the first name, and there is no deterministic link between the "authors list" and the "address list"
3 . For every occasion that two or more affiliations are indicated it is not possible to identify which one of these is the specific affiliation of each author. In addition, for large populations of scientists, cases of homonyms are very numerous, and their disambiguation within acceptable margins of error is exceptionally difficult. The impact of name ambiguity varies depending on the area of application. In information retrieval systems, name ambiguity increases the amount of noise in search results. As an example, querying Google with the string "Mario Bernardi" results in more than 70,000 web pages, with seven different individuals represented in just the first 10 results: a tourist guide, a Canadian orchestra director, a car dealer, a researcher from the Faculty of Science of the University of Verona, a script writer, and an actor. In bibliometrics, name ambiguity represents a considerable source of error and can affect the quality and validity of the results. A recent study (Aksnes, 2008) has shown that 14% of Norwegian authors share their name with one or more other individuals. Examining papers published between 1893 and 2006 in journals of the collection of Physical Review, Radicchi et al. (2009) estimated that 8% of the number of different physical authors had names that were homonyms. Prior research has suggested that the distribution of homonyms may be even more significant for other countries and languages (Cornell, 1982) . This has led to a situation in the literature where bibliometric studies based on observation of data at the level of single scientists have been restricted to specific disciplinary sectors or single institutions, contexts where the quantity of data is very contained and it is possible to proceed through manual disambiguation of individual authorship 4 . Census on a name basis appears to be the fundamental step in overcoming many of the methodological limits of bibliometrics. Such an achievement permits measurement of research productivity at all levels desired: single individuals, but also departments, scientific sectors, disciplinary areas, faculties, or entire organizations. In fact, it is only through comparison of performance for productivity and impact in the same scientific sector (that of the author) that it is possible to compare individuals and, through successive aggregations, research units operating in different sectors, without encountering the distortions due to the differing scientific "fertility" of the disciplinary areas (Abramo et al., 2008a) .
To the best of our knowledge, the only non-invasive bibliometrics-based attempt at comparative evaluation of university research productivity on a national scale is that of Abramo et al. (2008b) , for the case of Italy. In this work, the authors presented a nonparametric bibliometric measurement of the production efficiency of Italian universities by disciplinary area, beginning from the scientific product of individual researchers. In the current work we will present the technology which underlies the method used and the manner in which it was developed, applied and validated. Currently, a number of Italian universities (e.g., the universities of Rome "Tor Vergata", Milan, Pavia, Cagliari Udine, and Luiss), the research institutes Fondazione Bruno Kessler and Edmund Mach, and the Sardinia administrative region have already used such research assessment system. The aim of this manuscript is not that of providing principled and lasting contributions to the problem of name disambiguation, rather tackling a new author disambiguation setting where author records from a bibliometric database are matched to the official records for research evaluation. The following section of this paper presents a summary of the state of the art for author name disambiguation in bibliometrics. In Section 3 we will illustrate the field of application and dataset used in the study, while Section 4 will present the general scheme and the algorithmic details of the heuristic approach proposed. Section 5 is dedicated to the presentation of results obtained in the validation tests for the approach, while the closing section provides a synthesis of the results and the final considerations of the authors.
Approaches to author disambiguation in bibliometrics
Author name disambiguation is a special case of entity disambiguation where entities are not labeled with unique identifiers. The general problem has now been studied for years, with approaches tailored to both structured and unstructured data, proposed in several different research communities. This work is concerned with the problem of author name disambiguation in structured data, specifically focusing on bibliometric applications. In bibliometric databases, articles are stored in the form of records including the list of the original authors and other attributes, such as the title of the article and the journal. Each article represents an author instance for each author in the author list.
The problem of author name disambiguation is generally broken down into two separate subtasks. The first task is separating the instances of multiple authors that share the same name. For example, "Francesco Adamo" may refer to a researcher in Electronics from Bari Polytechnic or a full professor in Economics from the University of Eastern Piedmont. The second task is identifying instances of an author with different names. For example, "Maria Ippoliti", "Valeria Ippoliti", and "Maria Valeria Ippoliti" may all refer to a researcher in Political Science from University of Salerno. Both problems are equally relevant in bibliometric databases 5 and can have several causes, including identical names, name variations, pseudonyms or alternate spellings, name abbreviations, misspellings, typographical errors, and OCR-originated (optical character recognition) errors. Most approaches described in the literature deal with both tasks.
Methods to disambiguate author names are usually categorized as supervised methods and unsupervised methods. Supervised methods require manually labeled data to train the algorithm before disambiguating each author instance. The training set can be used to learn characteristics of each author or a generic similarity metric between instances of the same author. The latter approach has been recently explored by Torvik et al. (2005) to build a probabilistic model for estimating the probability that a pair of author instances refer to the same individual. They evaluate their approach on the Medline database using a comparison vector across eight different attributes: middle initial, suffix, journal name, language, co-authorship, title, affiliation, MeSH words.
The vast majority of other supervised approaches use training data for each author to disambiguate. This method usually yields better results as the disambiguation algorithm has specific information on each ambiguous author. Another key advantage is the ability to leverage well-established machine learning technologies like classification and clustering. The most common approach is to first build a binary classifier that is able to predict whether a pair of instances refers to the same author. Then, a clustering algorithm that employs the classifier as a distance metric is used to group all the coreferent instances together. One of the most relevant developments in this direction is presented by Han et al. (2004) . They propose two models: a generative model (Naive Bayes probability model) and a discriminative model (Support Vector Machines, or SVM). In both cases they focus on three attributes: co-authorship, title, journal name. Experimental results show that SVM outperforms Naive Bayes in general, but the latter is able to better model unseen information, especially coauthoring patterns. They also show that co-authorship represents the most important attribute to disambiguate author instances. Not surprisingly, other supervised approaches have concentrated exclusively on co-authorship information to disambiguate author instances. An example is co-author inclusion (CAI) (Wooding et al., 2006) , an algorithm to recursively expand a core set of papers of an author based on co-authors found in the original set. Multi-attribute supervised approaches represent a generalization of this approach.
An important shortcoming of standard supervised approaches is the so-called transitivity problem. This problem stems from the use of a binary classifier that analyzes pairs of instances without considering the global distribution of an author's product. In practice, the collection of papers of an author is not completely homogeneous and the distance between two papers of the same author may vary. For this reason, many existing algorithms do not usually handle correctly papers that are not part of the author's main work. To overcome this issue, some approaches extend standard machine learning techniques with global metrics on a set of records (Culotta et al., 2007) .
The major drawback of supervised approaches is the need for a training set. This assumption is expensive in practice, and manual labeling of data can become impractical for large-scale bibliometric databases. In addition, maintaining the training set may be prohibitive when data change frequently. To address these issues, many unsupervised approaches have been proposed. These methods do not need manually labeled data for training the disambiguation algorithm.
Many unsupervised approaches formulate the author name disambiguation problem as a clustering task, where each cluster contains all the articles by the same author. In this case, the distance metric is not learned by a training set but it is given directly by the model employed. As before, both generative models (Han et al., 2005a; Soler, 2007; Song et al., 2007) and discriminative models (Han et al., 2005b) have been investigated in the literature. In another direction, other unsupervised approaches have used collaboration or citation graphs to disambiguate authors. For example, McRae-Spencer and Shadbolt (2006) suggest the use of self-citation graphs to iteratively tie together articles of the same author. This approach yields very high precision but low recall due to articles that are outside an author's main citation network.
As discussed earlier, disambiguating authorship of publications which do not fall within an author's main discipline of research is more difficult in general. Both supervised and unsupervised approaches that use local metrics to disambiguate authors are greatly affected by this issue. Other important shortcomings in existing approaches are poor scalability and expandability properties. Most algorithms cannot be used efficiently in large-scale bibliometric databases and cannot handle frequent changes to the database properly. Some attempts to solve scalability issues use a two-step blocking framework to reduce clustering complexity Huang et al., 2006) . Online learning has also been proposed to improve expandability properties (Huang et al., 2006) . These approaches, however, all yield an inherent implementation and maintenance complexity that may limit their practical application.
To address the challenges discussed above, we explore a different approach to author name disambiguation in structured data. Our approach stems from the intuition that the integration of heterogeneous data sources is natural and practical in bibliometric applications. Consider an analysis to generate the list of the top researchers and research institutes in a particular country. Data integration is necessary to build the analysis upon official lists and produce reliable and comparable results. The key idea behind our approach is to leverage data integration with external information sources to obtain more data on the authors and ease the task of author name disambiguation. Existing algorithms are largely vulnerable to lack of information in the bibliometric database. For example, an author publishing in different scientific areas may have articles with completely different titles, keywords and journals. By leveraging only internal information, his/her papers will likely end up in different clusters. The transitivity problem and the difficulties to identify articles not part of the author's main product are also often a consequence of lack of information.
The idea of exploiting data integration for disambiguating instances of an author is not entirely new. For example, Li et al. (2005) present a name disambiguation algorithm using integration of semi-structured and unstructured information. Other studies have proposed the integration of data from the web to ease the task of author name disambiguation. Tan et al. (2006) suggests querying a web search engine with the title of each article and integrating the list of the first r relevant URLs as a new attribute for each record. They show how the use of the resulting enriched attribute vector in a standard clustering algorithm greatly enhances the performance of the disambiguation process. In another direction, Kanani et al. (2007) use a web search engine query formed by conjoining the title of two articles and leverage the results to acquire information on the relationship of the two articles. They also present a model for resource-bounded information gathering from the web to keep the algorithm scalable.
In our approach, structured data is integrated with the bibliometric database in the most natural way. We use a reference external source of information that provides data on the institutional affiliation and research area of each Italian academic scientist. In most bibliometric applications, this assumption holds already in practice, as discussed earlier. In addition, we specifically tailor our design to bibliometric applications. We observe that false negatives (articles not assigned to their real authors) are less tolerable than false positives (articles erroneously assigned to the wrong identities). As a result, our algorithm is specifically optimized for assuring a high level of recall, but without losing in precision 6 . This is in contrast to the majority of existing approaches described in the literature that favor precision over recall.
Our approach follows a three-step process: database integration, mapping generation, and filtering. First, information from the "external" database is integrated into the bibliometric database. As a result, a reference list of author identities and their attributes is added to the original database. Second, a mapping algorithm links each author of an article to all the possible author identities from the reference list. Finally, different data-driven heuristics are used to filter out as many false positives as possible. The result of the last step is a robust mapping between author instances and author identities with a minimum number of false positives and a negligible number of false negatives.
Other scholars have used a multi-stage process (Iversen, Gulbrandsen & Klitkou, 2007) to match authors in patent databases with an external database of inventors. Albeit similar in spirit to our methodology, their approach consists in a multi-step refinement, using only manual inspection with no explicit algorithm to automatically disambiguate authors. Using manual inspection to disambiguate author names is very effective for small populations of scientists, as other similar studies have also demonstrated (Meyer, 2003; Balconi, Breschi, & Lissoni, 2004) . In large-scale applications, however, it is necessary to automate the disambiguation process as much as possible, to keep the approach feasible and easy to maintain over time, as more and more data becomes available.
The key advantage of our approach is the ease of implementation. As a result, our algorithms are of practical application and have considerably better scalability and expandability properties than state-of-the-art unsupervised approaches. Our approach provides appealing expandability properties, since it requires only minimal manual information that is essentially stable over time to process an evolving bibliometric dataset. As far as scalability properties are concerned, our technique has proven very effective in large-scale research assessments, since the disambiguation algorithm is entirely linear in the number of tuples processed. In addition, our algorithms consider global metrics and are therefore not exposed to the transitivity problem discussed earlier. Furthermore, the use of an external data source compensates internal noise and makes the approach less vulnerable to lack of information. Our approach is robust and applicable to different datasets and is resilient to the differences between an author's main work and his minor product. Finally, our method provides a viable way to efficiently integrate external data into existing bibliometric databases and provide a cleaner and richer dataset for bibliometric applications.
Field of application and sources
The application and validation of the heuristic approach, presented in detail in Sections 4 and 5, is carried out on the Italian university system. This section presents the databases used for the purpose.
The bibliometric database
The bibliometric database used for application of the disambiguation algorithm proposed by the authors consists of the 2001-2007 publications listed in the Thomson Reuters Italian National Citation Report (I-NCR). This assemblage is derived from the WoS database by considering bibliometric records with at least one address matching the term "Italy". It includes 333,743 publications, of which 271,296 are articles or reviews 7 . Their division by WoS macro-categories 8 is presented in Table 1 .
[ Table 1 ]
In addition to a series of bibliometric data that are not relevant to the present ends, the I-NCR records present the following information for each publication:
 title  abstract  keywords  type (article or review)  journal  volume, issue, pages  year  author list  address list  subject category. The first six fields are de facto not relevant to the application of the proposed algorithm. The other four, in contrast, are used in the phases of database integration and mapping generation when merging data from the initial bibliometric database and the external database that we illustrate in the next section.
The external database
The Italian university system imposes a classification of research staff into 14 University Disciplinary Areas (UDAs) that, in turn, consist of 370 Scientific Disciplinary Sectors (SDSs) 9 . Each researcher is assigned to one and only one of these sectors. In practice, the hard sciences, representing 9 of the 14 UDAs, contain almost 64% of the total Italian university research staff, as seen in Table 2 . Social sciences and Arts & humanities each account for 18%. The two classifications, namely the WoS categories and the UDAs, are clearly different. Not less, comparison of the data in Table  2 and Table 1 shows that for the Social sciences and Arts & humanities (together employing 36% of Italian researchers) the publications in the corresponding WoS categories represent only slightly more than 3% of the total, indicating the limited pertinence of the bibliometric approach in these areas. In any case, we will not exclude these areas from the application of the proposed algorithm 10 .
[ Table 2 ]
The external database considered is the database of research staff at all Italian universities for each year, beginning from 2000, as managed and updated by the CINECA university consortium on behalf of the Ministry of Education, Universities and Research 11 . For every researcher, in addition to the name, the database provides the following information:
 SDS,  university,  department or faculty within the university,  official academic rank (assistant, associate, full professor). As can better be seen in Section 4, only the first two fields are relevant to the application of the proposed algorithm. All the fields are categorized on an annual basis and currently report data as of December 31 of each year. This level of granularity is sufficient for the vast majority of bibliometric applications, given that the number of researchers that change affiliation or academic rank more than once a year is practically negligible 12 . Overall, the field of observation is composed of over 80 Italian universities. As of 31/12/2006, the total research personnel of these universities amounted to 62,559 individuals, among assistant, associate and full professor roles. These are the only individuals considered, being those who hold permanent positions responsible for research 13 . Other non-permanent figures, such as postdoctoral researchers, are being integrated into the database, as part of our ongoing work.
The proposed approach
The proposed approach is articulated in three distinct phases: database integration, mapping generation and filtering. The subdivision in phases and sub-phases permits a modular design for the algorithm, in which each step can be optimized or replaced under strategies suited to needs. Such a design guarantees high levels of control and configurability for the algorithm and provides a general model that can be readapted to a vast range of diverse settings. We will now discuss the various phases of the algorithm in detail, highlighting the design choices taken to reach the fundamental objective of maximizing recall while at the same time obtaining a high level of precision.
Database integration
The objective of this first phase is the integration of the bibliometric database with the external database. The ultimate goal is that of compensating for noise and lack of information in the bibliometric database, which contains references to author names with undefined identities. Ideally, an external source of information should consist of a subset with maximum coverage of the starting set of authors. In our case, the bibliometric database contains the articles by those authors who indicated some form of Italian affiliation, while the external database identifies all researchers on staff at Italian universities over the same period. The external database thus excludes university researchers without a formal position (assistant, associate, full professor), scientists of non-university research organizations in Italy, and foreign-based coauthors of publications listed in the bibliometric source. Below, we will describe the choices made to confront and resolve this problem. We note that, in practice, the extent of difficulty in the phase of integrating bibliometric data with external sources of information can be expected to depend on the compatibility between the formats of the two databases to be integrated. The applicability of our methodology to citation analysis setting different from Italy depends on the availability of an authority external database. In countries with public university systems this should be easily available, as shown by the various national research assessments which rely on them.
Mapping generation
The objective of this phase is to generate a mapping of the authors present in the starting bibliometric database and the identities of the university researchers indexed in the external database. The output of the algorithm in this phase is a series of pairs (author, identity) that should represent a superset of the set of real pairs. The superset can contain, for every author extracted from the starting database, different pairs that compose the mapping with the multiple identity possibilities indexed in the external database. In contrast, the real mapping set that we are seeking must contain no more than one pair for each author.
To generate the mapping superset the algorithm employs strategies of aggressive matching between author and candidate identities. The objective is to map every author under all the possible candidate identities, of which at most one represents the real identity. The only authors excluded from the mapping are those that do not possess a candidate identity in the external database. Such authors are excluded from the subsequent steps of the disambiguation algorithm. The extent of occurrence of these "orphan" authors is conditional on the choice of the external information source. Their occurrence is minimal, for example, if the external database provides a subset of the starting set of authors that is a good approximation of the original set. In such cases, the exclusion of orphan authors should not only be marginal, but could also be convenient for bibliometric purposes. The dataset chosen for the current work, for example, automatically excludes all authors without official faculty roles in Italian universities. Since the final objective is actually to have a robust dataset for reliable bibliometric analysis of the very university system, this operation contributes to eliminating some of the noise that would be present in the analysis.
To implement an aggressive matching, the algorithm explores and maps all possible candidate identities for a given author. The match takes place between the name of the author and that of the corresponding identity. The form of the two names can be different, and for this reason the algorithm explores all possible criteria for matching. In the dataset chosen for the present work, the name of the author is in the form "SURNAME INITIALS" (e.g. ROSSI Giovanni Maria is listed as ROSSI GM), while the name of the identify is listed in full form. Unfortunately, the use of initials to represent the first name of the author causes considerable amplification of the problem of homonyms, and the complexity of the resulting disambiguation process. Furthermore, manual checks have demonstrated that, with cases of multiple first names, some of these may not be indicated in one of the two databases or can be indicated in a different order. To avoid exclusion of any possible mapping, the proposed algorithm assigns a relationship every time that there is a match between last names and when at least one initial of the first name of the author matches one of the first names of the identity. Our algorithm can be tuned to accept only exact matches between last names or establish a threshold on the minimum edit distance allowed between two matching strings. The latter scenario is important when spelling mistakes and OCR errors are to be expected. A higher threshold, however, will naturally generate a larger number of false positives.
In our experience, an approach that considers only almost exact matches between last names is effective in most cases. A second complication is presented by the possible presence of compound last names. This is the case, for example, of LEVIALDI GHIRON Nathan. This scientist, as author in the bibliometric database, can be listed in five different forms:
The first three cases refer to the respective possibilities that the person opted to sign the publication using both or only one of his last names. The last two cases refer to the chance (not remote) that during the phase of indexing the bibliometric record, one of his last names was mistaken for a first name.
A third complication can be identified in the form in which an identity is defined in the external database. In typical bibliometric applications, such as with the dataset employed in the present work, the identities of each author are defined on an annual basis, without any correlation among identities that may pertain to different years. It is generally very complicated to trace the identity of a single author through the years in an automated manner, and without employing additional information. A large part of the complexity is due to changes in affiliations and to turnovers of term and tenured staff through the years, especially in extensive populations, such as the one considered in the proposed case. To address this challenge without abandoning the maximization of recall, the algorithm produces mappings between authors and identities based on the name and on an annual basis, with the final objective of disambiguating the authors and reconstructing the identity exclusively on a year by year basis. We point out, however, that this is not a shortcoming of our approach but rather a limitation of the external database employed. In ongoing work, we are evaluating other external data sources, from which it is possible to access or reconstruct traceability information about the authors.
Filtering
In the preceding phase the algorithm produced a set of mappings containing, in addition to the correct pairs (author, identity), a high number of false positives that, in the phase of filtering, the algorithm must eliminate. The false positives are all the possible cases of homonyms as produced from the phase of mapping generation. The cases of homonyms that it is possible to identify depend on the data available in the databases considered. In the dataset chosen for the present work, the possible cases of homonyms can be classified in the following categories.
 External homonyms: authors without a faculty role, or affiliated with some other type of research organization, with a homonym identity in a faculty role;  Inter-address homonyms: authors in a university faculty role, having a homonym identity at another university;  Intra-address homonyms: authors in a faculty role, with a homonym identity in the same university but belonging to a different SDS;  Perfect homonym: authors in a faculty role having a homonym identity belonging to the same university and in the same SDS.
Every case of homonyms for a particular author produces a false positive, namely an excess pair of the form (author, identity) in the mapping set. The only exception is the case of perfect homonyms, where the occurrence is completely masked by the lack of information in the external database. Such cases of homonyms are not further disambiguated and the two identities become amalgamated as one, subsequent to the mapping generation phase. The occurrence of such cases is application-specific and their number depends on the quality of information in the external database. In real-life scenarios, experience shows a negligible incidence of such cases in bibliometric applications. In the chosen dataset, the number of cases in question is certainly negligible, with perfect homonyms equal to 0.043% of the total researches in the Italian university system.
All the pairs of the form (author, identity) pertaining to a given author form a cluster. All the clusters of cardinality one represent instances of authors classified as completely free of cases of homonyms or else as cases of external homonyms not yet resolved. In contrast, clusters of cardinality zero represent cases of orphan authors with no identity 14 . The elimination of the false positives generated in the mapping generation phase is the result of a step-by-step process, gradually filtering out undesired pairs. The filters employed follow data-driven heuristics and depend on the particular application under examination. In the proposed algorithm the filtering process is representative of the most typical bibliometric applications, but can easily be adapted to vast number of settings.
The address filter
The address filter eliminates all the (author, identity) pairs in which the author's affiliation (extracted from the "address" field of the bibliometric record) is incompatible with the identity's affiliation (the university identified for the researcher as listed in the external database). The effectiveness of the filter depends on the criteria employed for matching between the two affiliations, which are typically indicated in much different formats. The proposed algorithm employs rule-based criteria for matching based on a controlled vocabulary, able to immediately eliminate the greater part of external and inter-address homonyms, generating a negligible number of false negatives.
The method employed ensures high performance of the filter, at the cost of manual compilation and maintenance of the controlled vocabulary 15 . While the effort for the initial compilation is substantial, this approach still yields good expandability properties for typical bibliometric applications, in which data updated year by year present a variability which is high for articles and authors while negligible for affiliations 16 . Once the address filter is applied, the algorithm identifies all the clusters with nonzero cardinality and archives them for application of the subsequent filters.
14 "Tuples" and clusters of this type could have resulted from the mapping generation phase or be directly produced by one of the subsequent filtering steps. 15 Composed of over 30,000 rules that match over 89% of "Italy" addresses in the 2001-2007 I-NCR. Matches are not conducted for private clinics and enterprises, consortiums, foundations and for a minimal component (less than 1%) of public research organizations, for which disambiguation is not possible. 16 A possible alternative that could reduce manual effort but maintain an acceptable level of performance would be to use supervised machine learning approaches. The evaluation of such techniques is part of our ongoing work.
The WoS-SDS filter
From all the (author, identity) pairs remaining after the previous filter, the WOS-SDS filter eliminates all those in which the WoS subject category of the article 17 published by the author is not compatible with the SDS for the identity. The idea is that an author that would publish an article in a certain subject category cannot possibly be associated with an identity that works in a completely different SDS. Again in this case, the effectiveness of the filter depends on the criteria for matching the two classifications. The proposed algorithm carries out the matching in deterministic fashion, on the basis of a purpose-prepared WoS-SDS mapping set. The WoS-SDS mapping is generated employing a set of manually compiled rules, integrated with additional data derived from manually verified pairs (of clusters of cardinality one). We remark that the effort involved in manual generation, while not inconsequential, must only be taken once, since the mapping remains substantially stable over time.
The filter is purposely conceived to capture and remove obvious cases of homonyms revealed by evident incompatibility of the disciplinary categories. The WoS-SDS mapping is intentionally constructed at a coarse level of granularity so as to minimize the production of false negatives.
Subsequently, more aggressive criteria for filtering are applied to the remaining clusters of cardinality greater than one. Such clusters represent cases of authors mapped with multiple identities that have survived the preceding filters. These obviously contain at least one false positive, which subsequent filters are designed to eliminate. The clusters of cardinality one, at the end of this step of the algorithm, are considered disambiguated and are not subjected to further application of filters. At this point in the process, the probability that these clusters contain external or inter-address homonyms can be considered negligible.
The shared SDS filter
The shared SDS filter eliminates all the (author, identity) pairs belonging to any cluster that contains a further pair where the identity has a shared SDS. A shared SDS is an SDS in common with another pair referring to the same article and already accepted by the algorithm as being correct. The idea is that the likelihood that two identities originating from two pairs associated with authors of the same article could belong to the same SDS depends on the possibility that the article is the result of collaboration between authors of the same SDS. Since collaborations within the same SDS are quite common, the filter can potentially eliminate a significant number of false positives.
The filter is expressly conceived to ensure a negligible production of false negatives. At the outset, to minimize the probability of false negatives, it is necessary that the SDS set have a sufficiently high cardinality: in the dataset used for the present study the SDS set has a cardinality of 370 and a distribution that is not notably polarized in specific sectors. Further, to minimize the level of introduced noise, the algorithm analyses shared SDSs only for pairs that have already been accepted as correct. 17 Each article inherits all the WoS subject categories assigned to the journal. For articles published in Science, Nature e PNAS the editorial board of Thomson Reuters assigns specific categories by manually inspecting the content of the article. Articles published in other journals classified as "Multidisciplinary" in the WoS database account, in terms of Italian research products, for less than 0.3%, which is so small that its effect is negligible.
The maximum correspondence filter
The maximum correspondence filter is used to process all the remaining clusters of cardinality greater than one and thus address all the remaining cases of unresolved homonyms. For this purpose, for every cluster, the filter selects a single pair to retain and eliminates all others. The pair within each cluster that survives the filtering process is the one for which the SDS has maximum "correspondence" to the subject category of the article to which the cluster refers. The correspondence of an SDS to a particular subject category is defined (on the basis of a seed set) as the number of identities belonging to that SDS that result as authors of articles falling in the subject category. The algorithm uses a seed set constructed in automatic fashion, based on the authors of all the pairs already accepted as correct by the algorithm. In other words, the filter is conceived in such a manner as to analyze each cluster and select the correct pair based on an educated guess derived from the distribution of the previously disambiguated data. Due to this strategy, the filter is less accurate than the preceding filters and potentially susceptible to production of false negatives. However, such an approach is necessary in cases where the intention is to guarantee the total disambiguation of authors in the starting bibliometric database. In any case, the expected number of remaining non-unitary clusters is sufficiently small, following the application of the preceding filters, and the production of false negatives generally has an insignificant impact. The alternative is that of not employing the filter, at the cost of having a larger number of false positives in the final set.
In the final set, all the pairs are accepted by the algorithm as disambiguated and correct. However, the final set can still contain a certain number of false positives. Every remaining cluster with non-unitary cardinality, for example, includes at least one false positive. In addition, false negatives can produce orphan clusters lacking the original correct pair. Figure 1 depicts the multi-stage process followed by the proposed algorithm. The following section, in turn, presents an illustrative example to demonstrate a step-by-step application of our methodology.
[ Figure 1 ]
Application
Let us consider the following publication: BOSCHERINI F, DADDATO S, GROPPO E, LAMBERTI C, LUCHES P, PRESTIPINO C, VALERI S, 2004. X-ray absorption study at the Mg and OK edges of ultrathin MgO epilayers on Ag(001). Physical Review B, (69)4, 045412, 1-9.
Below, we illustrate the step-by-step mechanism through which the algorithm, beginning from the seven authors of the publication, generates the respective identities and filters out the homonyms. Sapienza") Only the first pair presents cardinality of one. All the others present at least one false positive due to the effect of obvious homonyms. Note that the strategy of aggressive matching between authors and candidate identities has generated the pair (Lamberti CLamberti Maria Carla) in which the identity shows two first names, in evident contrast to the single first name of the author. The WoS-SDS filter The subject category associated with the article is "Physics, condensed matter". From the candidate identities, the filter only eliminates that of "LAMBERTI Maria Carla". In this specific case, the remaining three authors for the publication (GROPPO E, LUCHES P, PRESTIPINO C) were researchers without a formal faculty role in the university system, even though they were affiliated with the same organizations as the four disambiguated authors. Note that in the example presented, the algorithm produces a perfect round of disambiguation: no false positives and no false negatives are generated by the procedure.
Reviewing the application of the algorithm to the bibliometric dataset under examination, the most aggressive filter is definitely the first, dealing with the author addresses (Table 3) . With respect to the results from the mapping generation phase, this filter eliminates almost two thirds of the identities (65.6%) and 17.9% of the publications. Except for possible false negatives, this concerns publications for which the authors are exclusively and all external or inter-address homonyms.
The WoS-SDS filter is not particularly selective but still reduces the identities for the paper by 7.2%.
The last two filters, as already stated, act only on the clusters with cardinality greater than one survived from the preceding filters, respectively removing 2% and 1.5% of the total of identities.
[ Table 3 ]
Measurement of precision and recall
The performance of the proposed algorithm was measured using two different methods. The first is on the basis of a sample, involving extraction of a random set of publications and then manual testing for the presence of potential false positives and false negatives generated by the algorithm during the phase of disambiguating identities associated with the authors. The second method, concerning an entire segment of the population, involves a comparison with the records present in the official database of the University of Milan, containing all publications produced by the researchers of the university. Table 4 shows the parameters applied for extraction of the sample to be submitted to testing.
Test on a sample basis
[ Table 4 ] Given these parameters 19 , applying the sampling formula indicated in (1), the quantification of errors generated by the algorithm will require a number (n) of observations equal to 636.
We proceed to the random extraction of the publications necessary to obtain this number of observations 20 . The publications needed were 372. The test was carried out manually by searching the various sources available 21 for all the information necessary to identify all and only the identities that can be correctly associated with the authors of these publications.
It is thus possible to identify 28 false positives and 40 false negatives, corresponding to values of precision and recall of 95.6% and 93.8% and an f-measure of 94.7%.
The data presented here seem counter to our indication, in Section 2, that false negatives are less tolerable than false positives, and therefore that our algorithm would 19 For population heterogeneity a "p" value of 12% is chosen, which is decidedly cautious, as will be seen, when compared to the real occurrence of errors from the algorithm. 20 For each publication, there will be as many observations as there are correct (author, identity) tuples (true positives). 21 In addition to drawing on the data present in the external database, the verification involved tracing the full name and exact affiliation of each author as indicated in the title area of the publication. In the remaining potentially doubtful cases (use of pseudonyms, etc.), additional sources were used (on-line CVs, university web sites, etc.).
be specifically optimized to assure a high level of recall, but without losing precision. Nonetheless, the most frequently occurring cause of false negatives is the incorrect indication, on the part of the authors, of their true organizational affiliation (16 cases, equal to 40% of the total) 22 . A typical situation for the field of medicine concerns authors who, although holding a faculty role with a university department, indicate an affiliation with a clinic or hospital with which they collaborate. However, in 30% of the cases the error is instead generated by the removal of author-identity pairs caused by the WoS-SDS filter, which are cases in which the authors have published articles in subject categories extraneous to their official recognized SDS. A further 10% of the errors are caused by the address filter, particularly by errors present in the controlled vocabulary used to match addresses in the bibliometric database with official affiliations present in the external database.
The remaining 20% of cases are largely traceable to pre-existing errors in the bibliometric source, in particular in four instances the address listed in the WoS is different from that indicated in the title area of the actual publication.
The data in Table 5 thus reveal that 60% of the identified false negatives are due to errors either by the authors or present in the external database, and do not result from the algorithm. Net of such errors, the number of false negatives (24) is actually less than for false positives (28), and the true recall (96.2%) is greater than precision (95.6%).
[ Table 5 ]
Test based on the University of Milan Institutional Research Archives
The second type of test was conducted by comparison with data available from the University of Milan's Institutional Research Archives (AIR) 23 . This university is the fourth largest in Italy, with over 2,500 researchers, of which 70% belong to the hard science SDSs. The examination of this case is also interesting because Milan is also the seat of four other universities, which leads to a higher probability for presence of errors in the controlled vocabulary used in the address filter.
The AIR is a database in which the officially recognized researchers at the University of Milan enter data on their personal scientific product. The university's library service checks the data inserted, corrects them if necessary, and further integrate them with results from regular querying of the WoS. The AIR database is sufficiently complete for the years 2005-2007: for this period it registers 13,428 authorships from the WoS source. However, an in-depth preliminary analysis revealed a series of records with errors 24 :  271 duplicate authorships;  674 authorships erroneously indicated as being sourced from the WoS;  411 authorships involving individuals who did not hold a faculty role as of 22 Such percentages are purely indicative and do not have any statistical value with respect to the population. 23 http://air.unimi.it/ 24 The count of errors in AIR is beyond the scope of the present work, however it can suggest a general idea of the level of accuracy of databases compiled "from the bottom up". Further, it can present a useful reference with respect to the precision and recall of the proposed algorithm, which is instead based on a top-down strategy.
December 30 of the year preceding the publication date. To this can be added:  599 authorships concerning publications which were not an "article" or a "review",  301 authorships concerning publications with more than 50 authors 25 . In the end, for the purposes of this comparison, the AIR database presents 11,172 valid authorships. In comparison, the proposed algorithm applied directly to the WoS identifies 10,724 authorships, or 96%. This number can not be safely assumed as a true measure of recall since among the disambiguated identities, other than false negatives, there could also be potential false positives.
In this regard, the test proceeded to a further activity of manual checking of a series of uncertain cases. In particular, to identify possible false negatives, a check was made of the scientific product identified from the WoS for:
 Researchers who were non-productive according to the proposed algorithm but had at least one publication in the AIR;  Researchers with a difference of greater than two between the publications assigned by the proposed algorithm and those listed in the AIR, or in any case with a difference of greater than 30% from the AIR data. For the identification of false positives, a manual check of scientific product from the WoS source was conducted for:
 Researchers who were non-productive according to the AIR but had two or more publications attributed by the algorithm;  Researchers with a difference of greater than two between the publications assigned by the proposed algorithm and those listed in the AIR, or in any case with a difference of greater than 30% from the AIR data. Table 6 presents summary data of the cases selected for manual checking and the errors identified.
[ Table 6 ] It can be seen that, in number identified, the false negatives exceed the false positives, potentially demonstrating that the performance for precision is slightly superior to that for recall. Assuming the status of true positives for all 11,712 AIR records used for the comparison 26 , the measures of precision and recall result as respectively 96.4% and 94.3%, with f-measure of 95.3% 27 . These values are fully comparable with those obtained in the previous section, based on a sample observation of the entire national dataset.
Conclusions
Many nations are establishing a regular practice of conducting periodic national exercises for evaluation of research. These exercises are for the most part based on the peer review approach, which appears to suffer from serious limitations, but which has still been preferred over other alternatives. For the hard sciences, where scientific publication is the principle form for codifying the diffusion of research results, the bibliometric approach appears to offer definite advantages. The bibliometric approach is reliable (based on objective data, which are quantitative and homogenous, concerning the entire scientific product of an organization), offers rapid and economical implementation, and can be not at all invasive. Further, census and evaluation on the basis of the scientific product of single identifiable individuals appears fundamental to the effectiveness of the evaluation system. Such census permits measurement of the research productivity at all levels desired: single individuals, but also departments, scientific sectors, disciplinary areas, faculties and entire organizations. Further, measurement of productivity of single authors is useful not only in the realm of government-mandated exercises for evaluation on a national scale, but also at the level of single organizations, for selective funding allocation.
However, technical limitations inherent in the bibliometric databases currently available have held back the use and diffusion of bibliometrics as a non-invasive support system for the evaluation of research. These limitations are primarily traced to the difficulties involved in correctly identifying the true authors of each publication, particularly because of homonyms among names and variations in the way individual authors indicate their name and affiliation. 
