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I. INTRODUCTION
T HIS WORK is motivated by the blind source separation (BSS) problem. BSS aims to blindly extract the sources from their observed mixtures, relying mainly on the independence assumption of the sources but not on any precise knowledge of their distributions and the mixing process [2] . Thus, a common method is to try to make the extracted sources as independent as possible. One would, therefore, need a measure of dependence, and the most popular, which turns out to be the most efficient statistically, is the mutual information [2] , [3] . As the mutual information involves the (differential) entropy, one is led to consider the entropy of a mixture of random variables and study how it changes with respect to the mixture proportions. A first step toward this goal is to see how the entropy of a random variable changes when this variable is slightly contaminated with another variable. More precisely, we derive the expansion of the entropy , with respect to up to second order, of the sum of the random variable and a small random variable . Our result will be useful, for example, in studying the (local) minima of as a function of , for some given random variables and , as it provides a means to compute the first two derivatives of this function. Such application will be reported separately.
II. INFORMAL DERIVATION
We present in this section an informal derivation of the expansion of with respect to up to second order. It has the advantage of being simple and intuitive. Further, we believe the expansion may be valid under much less stringent assumptions than those in the formal derivation given in the next section.
Recall that the entropy of a random variable admitting a density is given by [5] . Let be another (small) random variable (possibly dependent 
Expanding , where , and denotes the derivative, the last term in (2) can be approximated up to the second order by where E denotes the expectation. On the other hand, since and the first term on the right-hand side of (2) is approximately up to the second order. To proceed, one would need a first-order expansion of . Using (1) (4) where var denotes the conditional variance of given .
III. FORMAL DERIVATION
In the above informal derivation, the meaning of "up to the second order" remains vague. Although the Taylor expansions have been carried out up to the second order, they are followed by integration so that the error term is not controlled. To simplify things, we shall restrict to be of the form , where is a random vector, and is a small vector. We shall expand up to the second order in . We need, however, to be small relative to , so by small , we mean that its (Euclidian) norm is small with respect to . If we regard as a function of and have established that its vector of first derivatives and its matrix of second derivatives exists and are continuous, then we would have (5) We shall assume throughout that , admit a joint density with respect to the product of the Lebesgue measure and a certain measure , and is twice continuously differentiable with respect to its first argument, with first and second derivatives denoted by and . , and the error term is shown to be .
IV. DISCUSSION AND CONCLUSION
The first-order expansion has been obtained implicitly in [3] and used in several works on BSS, and a formal proof was given in [4] . The second-order expansion is new and yields in the particular case, where is independent of 6) where is a standard normal variable independent of . Indeed, since has the same distribution as , where is another standard normal variable independent of and , . Then, applying our above result with in place of and in place of , one gets Thus, letting , one gets the identity (6). That this identity requires little assumption may be explained by the fact that the independence and normality assumption is quite strong. In fact, if is independent of , then our assumptions A0-A2, A6 reduce to simply , and A7-A9 reduce to , , and converging to 0 at infinity. The last assumptions are quite reasonable and would hold if applied not to but to , which is the convolution of with a normal density. The fact that is "well behaved" could be used to check A3-A5.
Our result may hold under weaker conditions than those made in the previous section. Consider, for example, the extreme case where is a function of . Then, , does not admit a joint density, and yet, our result holds generally. Indeed, the mapping is invertible for small enough , since it converges to the identity map as . Its derivative is , and therefore, , yielding that . Under mild conditions on , one would have . However, is no other than , and by integration by parts (assuming it is justified), . Thus, one gets our result, noting that cov . In the mutual information approach to BSS, it is of interest to consider the entropy of a mixture of a random variable, such as , since the criterion involve such entropy. Our expansion of where and is the vector with the components then yields the gradient and Hessian of the criterion with respect to .
APPENDIX PROOFS OF LEMMAS

Proof of Lemma 1
We first note that the density of is given by
Thus, equals which, if one can interchange the order of integration, can be written as
This shows that the vector of derivatives of with respect to the components of is indeed the one given by the lemma. To complete the proof, one must show that one can interchange the order of integration. This is a consequence of the Fubini theorem, by noting that and hence, by A1 and A2. By a similar argument using A2 and the Fubini theorem This shows that the matrix of derivatives of the vector with respect to the components of is indeed as given by the lemma.
Since is twice differentiable with respect to , its first derivatives with respect to must be continuous. To show the continuity of its second derivatives, observe that the function is continuous (for each and ) and is, by A2, bounded in norm for all and by a summable function of . Therefore, by the Lebesgue-dominated convergence, its integral with respect to is continuous as a function of . The proof of the lemma is completed.
Proof of Lemma 2
A3 implies that is well defined. One can write the difference as which, by the Fubini theorem and using A4, equals
But again by A4, one can apply the Fubini theorem and get which vanishes. This yields the first result of the lemma. By a similar argument using A5, the matrix of derivatives of with respect to the components of equals This yields the second result of the lemma.
Proof of Lemma 3
A6 implies the existence of , which implies that of . Then, by the Fubini theorem and using A1
However, the last right-hand side is ; hence, the derivative of is indeed as given by the lemma. Its continuity follows from the Lebesgue-dominated convergence theorem using A1. The other results of the lemma follow from similar arguments, using A1 and A2.
Proof of Lemma 4
By integration by parts, A7 implies which by Corollary 1 yields the first result of the lemma.
Similarly, A8 implies
In the last integral, one can replace by cov (for simplicity, we omit the variable ). Further, by A0, is continuously differentiable, and thus, so are and . Then, from Corollary 1 and using the equalities and , one gets the second result of the lemma. Finally, assumption A9 implies that is continuously differentiable, and then, by integration by parts cov cov which yields the last result of the lemma.
