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Partial Differential Equation (PDE) based methods in image processing have been actively
studied in the past few years. One of the effective methods is the method based on a total
variation introduced by Rudin, Oshera and Fatemi (ROF) [L.I. Rudin, S. Osher, E. Fatemi,
Nonlinear total variation based noise removal algorithms, Physica D 60 (1992) 259–268].
This method is a well known edge preserving model and an useful tool for image removals
and decompositions. Unfortunately, this method has a nonlinear term in the equation
which may yield an inaccurate numerical solution. To overcome the nonlinearity, a fixed
point iteration method has been widely used. The nonlinear system based on the total
variation is induced from the ROF model and the fixed point iteration method to solve
the ROF model is introduced by Dobson and Vogel [D.C. Dobson, C.R. Vogel, Convergence
of an iterative method for total variation denoising, SIAM J. Numer. Anal. 34 (5) (1997)
1779–1791]. However, some methods had to compute inverse matrices which led to
roundoff error. To address this problem, we developed an efficient method for solving the
ROF model. We make a sequence like Richardson’s method by using a fixed point iteration
to evade the nonlinear equation. This approach does not require the computation of inverse
matrices. Themain idea is tomake a direction vector for reducing the error at each iteration
step. In other words, we make the next iteration to reduce the error from the computed
error and the direction vector.
We describe that ourmethodworks well in theory. In numerical experiments, we show
the results of the proposed method and compare them with the results by D. Dobson and
C. Vogel and then we confirm the superiority of our method.
© 2008 Elsevier B.V. All rights reserved.
1. Notations and preliminary results
An image is modeled as a real valued function u(x), representing the values of the gray level intensity, defined in some
rectangular regionΩ ⊂ R2. We assume that an image is composed of two components as a model equation:
u0(x) = u(x)+ n(x),
where n(x) is noise (a random pattern of zero mean, for instance) or texture (a repeated pattern of small scale details), u0(x)
is the observed intensity function of the image and u(x) is the original image with the boundary condition
∂νu = 0, x ∈ ∂Ω.
Here ∂Ω is the boundary ofΩ and ν is the normal vector of ∂Ω .
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To solve the model equation, the functional (a minimization problem) proposed by Rudin, Osher, and Fatemi (ROF [2]) is
given as
min
u∈BV (Ω)
α
∫
Ω
|∇u| + 1
2
∫
Ω
(u− u0)2, (1.1)
where the penalty parameter α > 0 controls the tradeoff between the goodness of fit to the data measured by ‖u− u0‖Ω ,
and the variability of the approximate solution measured by the total variation
∫
Ω
|∇u|. In [1,4,5,12,15], Acar and Vogel
showed that there was aminimizer of the functional (a minimization problem) (1.1). Since u is a minimizer of the functional
(1.1) and the Euler–Lagrange equation, assuming homogeneous Neumann boundary condition, the following equation is
induced:
g(u) = −α∇ ·
( ∇u
|∇u|
)
+ u− u0 = 0. (1.2)
A number of methods have been proposed to solve the equation, g(u) = 0 in [6,13–16,18,20]. Rudin, Osher and Fatemi used
a time marching scheme to reach the steady state of the parabolic equation ut = −g(u) with the initial condition u0. It
has been proved to be quite efficient for regularizing images without smoothing the boundaries of the objects. The method
introduced by Chan, Golub andMulet [6] removes the singularity and uses Newton’s method. This approach is similar to the
technique of introducing a flux variable in the mixed finite element method. Eq. (1.2) changes into
|∇u|w −∇u = 0 (1.3)
−α∇ · w + u− u0 = 0
and (1.3) is solved by applying Newton’s method to the nonlinear equation induced by the total variation. This method is
effective for obtaining the minimizer of the functional induced by the ROF model. However, the domain of convergence of
Newton’s method applied to solve the nonlinear equation induced by the total variation is small and inverse matrices have
to be calculated in this method. Dobson and Vogel [14] presented the following fixed point iteration
−α∇ ·
(∇un+1
|∇un|
)
+ un+1 − u0 = 0
⇒ (I + αL(un)) un+1 = u0,
where L(u) = −∇ · (∇/|∇un|). They showed that the fixed point iteration converged to the minimizer of the functional
from the ROF model. However, using this method, inverse matrices still need to be computed. Computing an inverse matrix
is concomitant with roundoff error, 1/3 6= 0.333333....3. In Particular, D. Dobson and C. Vogel’s method has to compute
two divisions. For example, to obtain a solution of
(
1+ x/√x2 + 0.00000001
)
x−3 = 0 using the D. Dobson and C. Vogel’s
method, then we have to compute
xn+1 = 3(
1+ xn√
x2n+0.00000001
) .
Thus, double roundoff error occurs at each iteration. To overcome this difficulty, we introduce the following. Setting
A(u) = I + αL(u) implies that (1.2) induces
A(u)u = u0. (1.4)
To solve the nonlinear system (1.4), we propose a newmethod that uses a fixed point iteration like Richardson’smethod. Our
iteration is constructed for obtaining the reduced error by use of r = u0 − A(u)u. If the error r is zero, then the u satisfying
0 = r = u0−A(u)u is the solution of the Eq. (1.2). Thus, we have to compute the error rn = u0−A(un)un at the n-th iteration
and define a vector which is a direction to reduce the error. Therefore, given u0, un+1 = un − δλnrn, where δλn minimizes
(ρn, ρn)withρn = u0−A(un)un+1. One important advantage of thismethod is that the iteration can bemadewithout inverse
matrices. In the above example, ourmethod computed xn+1 = xn−δλnrn and rn = 3−
(
xn + x2n/
√
x2n + 0.00000001
)
. Here,
the roundoff the error occurs only once at x2n/
√
x2n + 0.00000001 for each iteration. Therefore, our method is more effective
in reducing the roundoff error [19] than Vogel and Oman’s [3] fixed point iteration.
Recently, to reduce the roundoff error, functional duality has been introduced in [7–9,27]. It is slightly different from the
works in [6] or in [11]. Chambolle changed the total variation into a dual form by using the Legendre–Fenchel transform
and solved it by the semi-implicit gradient descent iteration (or a fixed point algorithm). So the numerical solution is obtained
from duality. Chan, Chen and Carter [22] proved the equivalence of the works in [6] (a primal-dual method) to Chambolle’s
work. For one of methods for solving ROF model’s Osher, Burger, Goldfarb, Xu and Yin in [24] introduced Bregman iterative
procedure which used the Bregman distance based on the total variation functional for solving the ROF model proposed
in [2]. The Bregman iterative regularization procedure is constructed by a modification of the ROF model (see [24–26]).
In the next section, we describe our algorithm and prove the convergence of our constructed sequence under discrete
setting. In Section 3, our numerical results are compared with Vogel and Oman’s [3] fixed point iteration by experiments. In
Section 4, we summarize our idea, method and efficiency.
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2. Description
In the discrete setting, let U be the approximation of u and denote u ≈ U . Our images will be 2-dimensional matrices
with the same size as the given image (adaptation to other cases or higher dimension is not difficult) and A(u)u = u0 ≈
A(U)U = U0. See, for example, the finite difference discretization in [2,3,8]. In practice, to avoid dividing by zero, | · | is
considered
√| · |2 + β2 for some β > 0 and it is one of the important factors to obtain the convergence rate.
To solve the nonlinear system (1.4), we consider the sequence {Un} given by
Un+1 = Un − δλnrn, (2.1)
where rn is an arbitrary vector called the search direction or the direction of descent and λn is a parameter called the stepsize.
Setting rn = −g(Un) = U0 − A(Un)Un, ρn = U0 − A(Un)Un+1 and |Un|i,j ≥ β for all n, we have
ρn = rn + δλnA(Un)rn. (2.2)
The stepsize λn is chosen so that ‖ρn‖ = (ρn, ρn)1/2 is minimized, that is
λn = −1
δ
(A(Un)rn, rn)
(A(Un)rn, A(Un)rn)
and
⇒ −δλn (A(Un)rn, A(Un)rn) = (A(Un)rn, rn)
⇒ 0 = (A(Un)rn, rn + δλnA(Un)rn)
⇒ 0 = (A(Un)rn, ρn) .
Since λn minimizes ‖ρn‖, we have
‖ρn‖ ≤ ‖rn − δA(Un)rn‖.
From definitions, rn+1 consists of two terms. One of them is ρ and the other is nonlinear. We will show that each term is
bounded by C‖rn‖ for some constant C and then we will obtain ‖rn+1‖/‖rn‖ < 1.
Using the standard zero boundary conditions on (rn)i,j and (Un)i,j, we have
‖∆rn‖2 ≤
∑
i,j
(
(rn)i+1,j − 2(rn)i,j + (rn)i−1,j + (rn)i,j+1 − 2(rn)i,j + (rn)i,j−1
)2
≤
∑
i,j
2
(
(rn)i+1,j + (rn)i−1,j + (rn)i,j+1 + (rn)i,j−1
)2 + 8 ((rn)i,j + (rn)i,j)2
≤
∑
i,j
8
{
((rn)i+1,j)2 + ((rn)i−1,j)2 + ((rn)i,j+1)2 + ((rn)i,j−1)2
}+ 16 {((rn)i,j)2 + ((rn)i,j)2}2
≤ 64‖rn‖2 (2.3)
and
‖∇Un‖2 ≤
∑
i,j
(
(Un)i,j − (Un)i−1,j
)2 + ((Un)i,j − (Un)i,j−1)2
≤
∑
i,j
2
(
(Un)i,j
)2 + 2 ((Un)i−1,j)2 + 2 ((Un)i,j)2 + 2 ((Un)i,j−1)2
=
∑
i,j
4
(
(Un)i,j
)2 + 2 ((Un)i−1,j)2 + 2 ((Un)i,j−1)2
≤ 8‖Un‖2. (2.4)
See [10,21].
Now, we show that the error, rn, converges to zero, i.e, ‖rn+1‖/‖rn‖ < 1. From the definition of rn, we have rn+1 =
ρn + (A(Un)− A(Un+1))Un+1. First, we analyze the ρn term.
Theorem 2.1. There is a real number κ which satisfies ‖ρn‖ ≤ κ‖rn‖ for all n.
Proof. From the definition of A(Un), we obtain
‖rn − δA(Un)rn‖2 ≤
∑
i,j
(
rn + δα∇ ·
( ∇rn
|∇Un|
)
− δrn
)2
i,j
≤
∑
i,j
(
(1− δ)rn + δα∇ ·
( ∇rn
|∇Un|
))2
i,j
.
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From the Cauchy–Schwarz inequality and since | · | > β ,∑
i,j
(
(1− δ)rn + δα∇ ·
( ∇rn
|∇Un|
))2
i,j
≤
∑
i,j
{
(1− δ)2 + 8
(
αδ
β
)2}{
5(rn)2i,j + (rn)2i+1,j + (rn)2i−1,j + (rn)2i,j+1 + (rn)2i,j−1
}
≤ 9
{(
β2 + 8α2
β2
)(
δ − β
2
β2 + 8α2
)2
+ 1− β
2
β2 + 8α2
}
‖rn‖2.
Take
δ = β
2
β2 + 8α2
and let
κ2 = 9
(
1− β
2
β2 + 8α2
)
= 9
(
8α2
β2 + 8α2
)
.
Therefore, ‖ρn‖ ≤ κ‖rn‖ for all n. 
From (2.2) and Theorem 2.1, we obtain
‖ρn‖ = ‖rn + δλnA(Un)rn‖
≤ κ‖rn‖
and
‖A(Un)rn‖ ≤ 3
(
1+ 8α
2
β2
) 1
2
‖rn‖.
Thus,
|δλn|‖A(Un)‖ ≤ κ + 1 (2.5)
and
|δλn| ≤ β(κ + 1)
3(β2 + 8α2) 12
for all n.
Now, we express the convergence of rn by analyzing the nonlinear term.
Theorem 2.2. The sequence {rn} converges to zero.
Proof. By the definition of rn and (2.1), we have
rn+1 = U0 − A(Un+1)Un+1
= ρn + (A(Un)− A(Un+1))Un+1
⇒
(rn+1)i,j = (ρn)i,j +
(
α∇ ·
(
∇Un+1
(
1
|∇Un| −
1
|∇Un+1|
)))
i,j
= (ρn)i,j +
(
α∇ ·
( ∇Un+1
|∇Un+1|
( |∇Un+1| − |∇Un|
|∇Un|
)))
i,j
.
Let
S = (S1, S2) =
( ∇Un+1
|∇Un+1|
( |∇Un+1| − |∇Un|
|∇Un|
))
and
(∇ · S)i,j = S1i+1,j − S1i,j + S2i,j+1 − S2i,j.
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Then, (rn+1)i,j = (ρn)i,j + (∇ · S)i,j. Since we already showed that ‖ρ‖ < κ‖rn‖, we only need to analyze (∇ · S)i,j.
(S1)i,j = (Un+1)i,j − (Un+1)i−1,j|∇Un+1|i,j
( |∇Un+1| − |∇Un|
|∇Un|
)
i,j
,
(S2)i,j = (Un+1)i,j − (Un+1)i,j−1|∇Un+1|i,j
( |∇Un+1| − |∇Un|
|∇Un|
)
i,j
,
(S1)i+1,j = (Un+1)i+1,j − (Un+1)i,j|∇Un+1|i+1,j
( |∇Un+1| − |∇Un|
|∇Un|
)
i+1,j
,
(S2)i,j+1 = (Un+1)i,j+1 − (Un+1)i,j|∇Un+1|i,j+1
( |∇Un+1| − |∇Un|
|∇Un|
)
i,j+1
.
Let
LS1i,j = (Un+1)i,j − (Un+1)i−1,j|∇Un+1|i,j ,
LS2i,j = (Un+1)i,j − (Un+1)i,j−1|∇Un+1|i,j ,
RSi,j =
( |∇Un+1| − |∇Un|
|∇Un|
)
i,j
.
Then
(rn+1)i,j = (ρn)i,j + αLS1i+1,jRSi+1,j + αLS2i,j+1RSi,j+1 − α
(
LS1i,j + LS2i,j
)
RSi,j,
or
(rn+1)2i,j ≤
{
1+ LS12i+1,j + LS22i,j+1 + LS12i,j + LS22i,j
} {
(ρn)
2
i,j + α2RS2i+1,j + α2RS2i,j+1 + 2α2RS2i,j
}
.
Thus
‖rn+1‖2 ≤ 4
∑
i,j
{
(ρn)
2
i,j + α2(RSi+1,j)2 + α2(RSi,j+1)2 + 2α2(RSi,j)2
}
(2.6)
because LS12i,j + LS22i,j < 1, LS1i+1,j < 1 and LS2i,j+1 < 1.
Since Un+1 = Un − δλnrn, RSi,j is bounded by
|δλn|
( |∇rn|i,j
β
)
. (2.7)
From (2.4), (2.6) and (2.7), we have
‖rn+1‖2 ≤ 4
{
‖ρn‖2 + 32α
2(δλn)
2
β2
‖rn‖2
}
.
By Theorem 2.1 and (2.5), we have
‖rn+1‖2 ≤ 4
{
κ2‖rn‖2 + 32α
2(δλn)
2
β2
‖rn‖2
}
≤ 4
{
κ2‖rn‖2 + 32α
2(κ + 1)2
9(β2 + 8α2) ‖rn‖
2
}
.
If we take 640α2 < β2 then κ2 < 1/9 and
‖rn+1‖2 ≤ 4
{
1
9
+ 128α
2
81(β2 + 8α2)
}
‖rn‖2
≤ 4
{
1
9
+ 128
51840
}
‖rn‖2
< ‖rn‖2.
We have ‖rn+1‖/‖rn‖ < 1. Hence rn converges to zero as n→∞. 
It is easy to find α, β satisfying 640α2 < β2 so that κ < 1/3. Therefore, rn converges to zero as n→∞.
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Fig. 1. Original and Noise images.
Theorem 2.3. There exists a unique minimizer for the minimization problem (1.1).
Proof. For each fixed n, rn is interpreted as the error in (1.4). Let U ′ be the limit of a convergent subsequence (Unk) of Un.
Letting U ′′ be the limit of (Unk+1), we have
‖U ′′ − U ′‖ = lim {‖U ′′ − Unk+1‖ + ‖Unk+1 − Unk‖ + ‖Unk − U ′‖}
≤ lim |αnkλnk |‖rnk‖.
By Theorem 2.2 and the definition of Un, the convergence of Un is ensured. The limit of Un, U , is unique and satisfies
A(U)U = U0. Furthermore, the functional induced by ROF is strictly convex and the limit U satisfies g(U) = 0 in (1.2).
(See [12], convex properties.) To conclude, U obtained by our method is the unique minimizer of the functional from ROF.
(See [17,23,28–30].) 
3. Numerical experiments and results
Fig. 1 illustrates the original image and a degraded noise image which is made by adding some random pattern of zero
mean to it in 128× 128 pixels (Gaussian white noise).
Our Algorithm
Given U0, we compute A(U), where U = U0 at the first iteration.
1. r = −g(U) = U0 − A(U)U .
2. compute: (A(U)r, r) and (A(U)r, A(U)r).
3. step-size: δλ = −(A(U)r, r)/(A(U)r, A(U)r).
4. up date: U = U − δλr .
5. compute: ‖r‖ = ‖g(U)‖.
If the value of ‖g(U)‖ satisfies ‖r‖ < , where  is the initial condition, then take U else goto step 1.
Fig. 2 illustrates Vogel andOman [3]’s result and our result after 400 iterations. The same parameters are used to compute
them.
In Fig. 3, ‖g‖ in (1.2) is computed by our method and plot it at each iteration on the left of Fig. 3, where the dotted line
‘‘- -’’ is the Vogel and Oman [3]’s iteration and the solid ‘‘–’’ is our result. ln‖g‖ is plotted on the right of Fig. 3.
In Fig. 3, the plot of our result is strictly decreasing. However, the plot of C. Vogel and M. Oman result does not converge
to zero. From computing the natural logarithm of ‖g‖, we completely confirm the slops between our result and C. Vogel and
M. Oman’s result.
The conclusions that can be drawn from this experiments are:
• The most crucial factor for our method is controlling the slope of the g value, because α and β influence the convergence
rate κ . In particular, the parameter β is closely related to the slope of g(un). Increasing β has an effect on increasing the
slope value. However, β influences blocks (edges) of images. In other words, β is opposed to the sharpness of blocks (edges)
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Fig. 2. Fixed point iteration and Our iteration, σ ≈ 30.
Fig. 3. ‖g(Un)‖ and ln‖g(Un)‖. ‘‘- -’’ is the Vogel and Oman [3]’s iteration and ‘‘–’’ is our result.
of images. Thus, when choosing β , we should consider the relation between the convergence rate and the block (blurring)
effect.
• Our digital image is displayed in 256 gray levels. In other words, digital image displayers exhibit only integer values.
From the experiments, we can confirm that the difference between the error of our method and the error of the Vogel and
Oman [3]’s method is smaller than 250 after 400 iteration. It means that the difference is smaller than 1 at each point inΩ
(128× 128 pixels). To show the real value, Halftoning needs to be introduced (See [31,32]). Halftoning can write only black
or white dots. By making the dot size much smaller than the pixel size, white or black dots are dispersed pseudo-randomly
so that the average number of dots per pixel area is equal to the pixel gray level. Due to the spatial integration performed
by the eye, such a black and white display renders the perception of a gray-level image. Unfortunately, our displayer does
not have this function. However, Halftoning is not dealt with in this paper. Since our main object is to obtain an effective
method for the solution of g(u) = 0.
• Our method has better convergence rate than Vogel and Oman [3]’s iteration.
In the figures fromFigs. 7 and9,we show the results on texture images obtained by the iteration of theVogel andOman [3]
and our iteration. The first column image in the first row is the original image, the second image in the first row is made by
the Vogel and Oman [3]’s iteration and the third image in the first row shows the difference image, u0−u, between the given
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Fig. 4. Original and Noise image in 128× 128 pixels.
Fig. 5. Fixed point iteration and Our iteration, σ ≈ 30.
Table 1
Calculation of ‖g‖ on the right image in Fig. 1
Iteration 1 50 100 200 300 400
C. Vogel and M. Oman 7873.27 244.9 231.2 228.5 238.5 252.4
Our method 7863.0 637.6 153.0 18.6 3.2 0.64
Table 2
Calculation of ‖g‖ on the right image in Fig. 4
Iteration 1 50 100 200 300 400
C. Vogel and M. Oman 7789.9 213.2 182.7 221.6 227.2 192.3
Our method 7746.3 298.0 116.3 24.8 5.4 0.8
Table 3
Calculation of ‖g‖ on the given image in Fig. 7
Iteration 1 50 100 200 300 400
C. Vogel and M. Oman 6294.5 199.3 204.6 222.9 205.4 196.3
Our method 6293.2 560.2 161.0 20.5 2.9 0.25
Table 4
Calculation of ‖g‖ on the given image in Fig. 9
Iteration 1 50 100 200 300 400
C. Vogel and M. Oman 7091.6 315.0 235.6 277.5 256.9 246.3
Our method 7087.7 192.9 21.4 1.7 0.2 0.04
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Fig. 6. ‖g(Un)‖ and ln‖g(Un)‖. ‘‘- -’’ is the Vogel and Oman [3]’s iteration and ‘‘–’’ is our result.
Fig. 7. Texture image.
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Fig. 8. ‖g(Un)‖ and ln‖g(Un)‖. ‘‘- -’’ is the Vogel and Oman [3]’s iteration and ‘‘–’’ is our result.
Fig. 9. Texture image.
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Fig. 10. ‖g(Un)‖ and ln‖g(Un)‖. ‘‘- -’’ is the Vogel and Oman [3]’s iteration and ‘‘–’’ is our result.
image and the one made by the iteration of Vogel and Oman [3]. The second row shows images by our iteration method.
Fig. 5 shows the results of Vogel and Oman’s iteration and our iteration from Fig. 4. Fig. 6 shows ‖g(un)‖ and ln ‖g(un)‖ of
Fig. 5.
Tables 1–4 show the results of ‖g‖which are computed by Vogel and Oman’s method and our method.
In the figures from Figs. 8 and 10, we plot ‖g(Un)‖ and ln‖g(Un)‖. From Figs. 7 and 9, Figs. 8 and 10 are obtained,
respectively.
4. Summary
Round-off error, also called rounding error, is the difference between the calculated approximation of a number and its
exact mathematical value. Numerical analysis specifically tries to estimate this error when using approximation equations
and/or algorithms, especially when using finite digits to represent infinite digits of real numbers. To reduce this error
in solving the ROF model, we introduce a new algorithm like the Richardson’s method. One of the advantages of the
Richardson’s method is that it does not need to compute inverse matrices. However, the ROF model induces a nonlinear
partial differential equation. It is a difficult problem to obtain an accurate numerical solution of r = −g(u) = 0 because of
the reasons stated above.Weknow that a fixed point iteration is one of the powerfulmethods for solving nonlinear equations
and the matrices solved by the Richardson’s method do not require many conditions, for example, symmetry, inverse, etc.
So we constructed a new algorithm for solving the nonlinear partial differential equation by using a fixed point iteration
and Richardson’s method. Furthermore, it is possible to solve the matrix A induced from the nonlinear partial differential
equation of the ROF model without symmetry, inverse, etc.
Our method is constructed by reducing the error r = −g(u). So during iterations, the error r = −g(u) is strictly
decreasing without introducing roundoff error and the limit of our sequence satisfies r = −g(u) = 0. This fact was
confirmed by the numerical experiments in Section 3.
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