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Abstract
This paper studies the general nonautonomous predator–prey Lotka–Volterra systems with inﬁnite delays. The sufﬁcient and
necessary conditions of integrable form on the permanence and persistence of species are established. A very interesting and
important property of two-species predator–prey systems is discovered, that is, the permanence of species and the existence of a
persistent solution are each other equivalent. Particularly, for the periodic system with delays, applying these results, the sufﬁcient
and necessary conditions on the permanence and the existence of positive periodic solutions are obtained. Some well-known results
on the nondelayed periodic predator–prey Lotka–Volterra systems are strongly improved and extended to the delayed case.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Recent years, the nonautonomous and periodic Lotka–Volterra type population dynamical systems with ﬁnite or
inﬁnite delays are extensively studied. The basic and important studied questions for these systems are the persistence,
permanence, global asymptotic stability and the existences of positive periodic solutions, positive almost periodic
solutions and strictly positive solutions. Many important and inﬂuential results have been established and can be found
in many articles and books. Particularly, for the nonautonomous and periodic two-species predator–prey systems with
ﬁnite or inﬁnite delays, in [1–3,5–12,14,13,15,17–19,21,22,24–27], the permanence, persistence, extinction, global
asymptotic stability and the existence of positive periodic solutions, positive almost periodic solutions and strictly
positive solutions are extensively studied, and a series of important and interesting results are established. Recently,
in [19] the permanence, extinction and the existence of positive periodic solutions are studied for the inﬁnite delay
case in the periodic coefﬁcients and patchy environment, and the sufﬁcient conditions and necessary conditions are
established, respectively.
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In this paper we consider the following general nonautonomous two-species predator–prey Lotka–Volterra system
with inﬁnite delays
dx1(t)
dt
= x1(t)
[
b1(t) − a11(t)x1(t) − a12(t)x2(t − 2(t)) − c2(t)
∫ 0
−∞
k2(s)x2(t + s) ds
]
,
dx2(t)
dt
= x2(t)
[
b2(t) + a21(t)x1(t − 1(t)) + c1(t)
∫ 0
−∞
k1(s)x1(t + s) ds
]
, (1)
where bi(t), aij (t), i (t) and ci(t) (i, j = 1, 2) are bounded continuous functions on R+ = [0,∞), and aij (t)0,
i (t)0, ci(t)0 for all t ∈ R+. The functions ki(s) (i = 1, 2) are nonnegative integrable on R− = (−∞, 0] and
satisfy
∫ 0
−∞ ki(s) ds=1. In the theory of mathematical biology, systems like (1) are very important in the models which
describe the two-species predator–prey population dynamics in a time-ﬂuctuating environment and the effects of time
delays.
In this paper, the permanence and persistence for system (1) will be further studied. By introducing a newmethod, we
will, respectively, establish new sufﬁcient conditions and necessary conditions of integrable formon the permanence and
persistence for inﬁnite delayed system (1). Thismethod ismotivated by theworks on the permanence for the nondelayed
periodic Lotka–Volterra type and general nonautonomous Kolmogorov type predator–prey systems given in [16,20]
and, the permanence and extinction for the periodic predator–prey systems in a patchy environment with inﬁnite delay
given in [19]. The main marrow of this method is to directly analyse the right terms of the system and does not use
any Liapunov-like function. Particularly, for periodic system (1), applying these results and combining the results on
the existence of positive periodic solutions for the general periodic Kolmogorov type systems of functional differential
equations obtained in [18], we will establish the sufﬁcient and necessary conditions on the permanence, persistence
and the existence of positive periodic solutions. We will see that these conditions are new and more general. We will
ﬁnd a very interesting and important property of two-species predator–prey systems, that is, the permanence of species
and the existence of a persistent solution are each other equivalent. In particular, in periodic case the permanence and
the existence of positive periodic solutions are each other equivalent.We also see that the results obtained in [16,19,20]
on the uniform persistence for nondelayed periodic two-species predator–prey systems are strongly improved and
extended to the general nonautonomous two-species predator–prey systems with inﬁnite delays. We will see that in
some special cases the conditions obtained in this paper can be easily checked and reduced to some well known results.
The organization of this paper is as follows. In Section 2, as preliminaries the two important lemmas on the nonau-
tonomous logistic equation are introduced. In Section 3, themain results off this paper are stated. Further, as applications
of the main results, the periodic two-species predator–prey system with delays is considered and the sufﬁcient and
necessary conditions of the permanence and the existence of positive periodic solutions are established. In Section 4,
we will give the proofs of the main results.
2. Auxiliary lemmas
Firstly, we consider the following nonautonomous logistic equation with a parameter
dx(t)
dt
= x(t)(a(t) + c(t) − b(t)x(t)), (2)
where a(t), b(t) and c(t) are bounded continuous functions deﬁned onR+, b(t)0 for all t ∈ R+ and  is a parameter.
Let x(t) be a solution of Eq. (2). If x(t)> 0 on the interval of existence, then x(t) is said to be a positive solution. We
can easily prove that x(t) is a positive solution if and only if the initial value x(t0)> 0. In Eq. (2), when parameter
 = 0 we have the following equation:
dx(t)
dt
= x(t)[a(t) − b(t)x(t)]. (3)
Let x∗(t) be a positive solution of Eq. (3) deﬁned on R+. x∗(t) is said to be globally uniformly attractive on R+, if
for any constants > 1 and > 0 there is a constant T (, )> 0 such that for any initial time t0 ∈ R+ and any positive
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solution x(t) of Eq. (3) with x(t0) ∈ [−1, ], one has |x(t) − x∗(t)|<  for all t t0 + T (, ). We ﬁrst have the
following result.
Lemma 1. If there are constantsi > 0 (i=1, 2) such that lim inf t→∞
∫ t+1
t
a(s) ds > 0 and lim inf t→∞
∫ t+2
t
b(s)
ds > 0, then
(a) Each positive solution x(t) of Eq. (3) with initial value x(t0)> 0 is deﬁned on [t0,∞).
(b) There is a constant M > 1 such that
M−1 lim inf
t→∞ x(t) lim supt→∞
x(t)M
for any positive solution x(t) of Eq. (3).
(c) Any ﬁxed positive solution x∗(t) of Eq. (3) with initial value x∗(0)> 0 is globally uniformly attractive on R+.
Further let x0 > 0 ﬁxed and let x(t) and x(t) be the solutions of Eqs. (2) and (3) with initial conditions x(t0) = x0
and x(t0) = x0, respectively. We have the following result.
Lemma 2. If the conditions of Lemma 1 hold, then x(t) converges to x(t) uniformly for t ∈ [t0,∞) as  → 0.
Lemmas 1 and 2 can be proved by using the similar arguments which are given in [20, Lemmas 1 and 2]. Here, we
omit it.
For any bounded function f (t) deﬁned on R+, we denote [f ]l = lim inf t→∞f (t) and [f ]m = lim supt→∞f (t). If,
in Lemma 1, we further assume [a/b]l > 0, then for any positive solution x(t) of Eq. (3),
lim inf
t→∞ x(t)
[a
b
]
l
. (4)
When Eq. (3) is a periodic equation, that is, a(t) and b(t) are periodic continuous functions deﬁned on R with the
common period > 0 and b(t)0 for all t ∈ R. Then as a consequence of Lemma 1 we can obtain the following
result.
Corollary 1. Suppose
∫ 
0 a(t) dt > 0 and
∫ 
0 b(t) dt > 0, then periodic equation (3) has a unique positive
-periodic solution x∗(t) which is globally asymptotically stable.
Next, we consider the following general N-species periodic Kolmogorov type system with ﬁnite delay
dxi(t)
dt
= xi(t)fi(t, xt ), i = 1, 2, . . . , n, (5)
where x(t) = (x1(t), x2(t), . . . , xn(t)) and xt = x(t + s) for all −s0. We assume that the functional f (t,) =
(f1(t,), f2(t,), . . . , fn(t,)) is continuous on R×C, periodic with respect to t ∈ R with period> 0 and locally
Lipschitz with respect to  ∈ C, where C is the Banach space of continuous functions  : [−, 0] → Rn with the
norm ‖‖ =max− s0|(s)|. Let C+ = {= (1,2, . . . ,n) ∈ C : i (s)0 for all −s0 and i (0)> 0 for
i = 1, 2, . . . , n} and further let x(t,) be the solution of system (5) starting at t = 0 with initial function  ∈ C+. We
call that system (5) is permanent, if there are positive constants Mm such that
m lim inf
t→∞ xi(t,) lim supt→∞
xi(t,)M, i = 1, 2, . . . , n
for any solution x(t,) = (x1(t,), x2(t,), . . . , xn(t,)) with initial function  ∈ C+. In [18], the authors have
proved the following result.
Lemma 3. If periodic system (5) is permanent, then there is at least a positive -periodic solution.
In the following section, we will see that Lemma 3 will be used to obtain the existence of positive periodic solutions
for system (1) with periodic coefﬁcients and periodic delays.
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3. Main results
Let h0(s) be a given continuous function deﬁned on R−, satisfying h0(s)> 0 for all s < 0 and
∫ 0
−∞ h0(s) ds <∞.
We deﬁne the phase space C of system (1) as follows, C is the space of continuous functions (t) : R− → R2 with the
norm
‖‖ =
∫ 0
−∞
h0(s) sup
s t0
|(t)| ds.
In [23], Wang and Huang proved that the space C is a Banach space. Set C+ = { = (1,2) ∈ C : i (i = 1, 2) is
nonnegative and bounded on R− and i (0)> 0}. Motivated by the biological background of system (1), we assume
that solutions of system (1) satisfy the following initial condition:
xi() = i () for all  ∈ R−, i = 1, 2, (6)
where  = (1,2) ∈ C+. We can easily prove that the functional of the right side of system (1) is continuous and
satisﬁes the local Lipschitz condition with respect to  ∈ C in the space R+ × C. Therefore, by the fundamental
theory of functional differential equations with inﬁnite delay [4,8,22], for any  ∈ C+ system (1) has a unique solution
x(t,)=(x1(t,), x2(t,)) satisfying the initial condition (6). In addition, we also can easily prove that, when ∈ C+,
the solution x(t,) is positive, that is xi(t,)> 0 (i = 1, 2) on the interval of the existence.
For system (1) we introduce the following assumption.
Assumption (H). There are positive constants i (i = 1, 2, 3, 4) such that lim inf t→∞
∫ t+1
t
b1(s) ds > 0,
lim supt→∞
∫ t+2
t
b2(s) ds < 0, lim inf t→∞
∫ t+3
t
a11(s) ds > 0 and lim inf t→∞
∫ t+4
t
[a12(s) + c2(s)] ds > 0. 
Let (x1(t), x2(t)) be a solution of system (1). For any t1 and t2, directly from system (1) we have
x1(t1) = x1(t2) exp
∫ t1
t2
[
b1(t) − a11(t)x1(t) − a12(t)x2(t − 2(t)) − c2(t)
∫ 0
−∞
k2(s)x2(t + s) ds
]
dt (7)
and
x2(t1) = x2(t2) exp
∫ t1
t2
[
b2(t) + a21(t)x1(t − 1(t)) + c1(t)
∫ 0
−∞
k1(s)x1(t + s) ds
]
dt . (8)
The formulas (7) and (8) shall be very useful in the proofs of the main theorems in Section 4.
In system (1), species xi (i = 1, 2) is said to be persistent if for any positive solution (x1(t), x2(t)) of system (1)
0< lim inf
t→∞ xi(t) lim supt→∞
xi(t)<∞
and species xi (i = 1, 2) is said to be permanent if there are constants Mm> 0 such that for any positive solution
(x1(t), x2(t)) of system (1)
m lim inf
t→∞ xi(t) lim supt→∞
xi(t)M .
Let x¯1(t) be some ﬁxed positive solution of the following nonautonomous logistic equation:
dx1
dt
= x1[b1(t) − a11(t)x1] (9)
with the initial value x¯1(0)> 0. From Assumption (H) we see that Eq. (9) satisﬁes all the conditions of Lemma 1.
Therefore, by conclusion (a) of Lemma 1, x¯1(t) is deﬁned onR+.We deﬁne the function x∗1 (t) as follows, x∗1 (t)= x¯1(t)
if t0 and x∗1 (t) = x¯1(0) if t < 0. We further deﬁne the function
(t) = b2(t) + a21(t)x∗1 (t − 1(t)) + c1(t)
∫ 0
−∞
k1(s)x
∗
1 (t + s) ds.
Firstly, on the boundedness of positive solutions of system (1) we have the following theorem.
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Theorem 1. Suppose that Assumption (H) holds. Then there is a constant M > 0 such that
lim sup
t→∞
xi(t)<M, i = 1, 2
for any positive solution (x1(t), x2(t)) of system (1).
Next, on the permanence of species x1 we have the following theorem.
Theorem 2. Suppose that Assumption (H) holds. Then species x1 is permanent.
Further, on the permanence of species x2 we have the following theorem.
Theorem 3. Suppose that Assumption (H) holds. If there is a constant 0 > 0 such that
lim inf
t→∞
∫ t+0
t
(s) ds > 0,
then species x2 is permanent.
On the other hand, for the persistence of species x2 we have the following necessary condition.
Theorem 4. Suppose that Assumption (H) holds and there is a constant 5 > 0 such that
lim inf
t→∞
∫ t+5
t
[a21(s) + c1(s)] ds > 0.
If species x2 is persistent, then there is a constant 0 > 0 such that
lim inf
t→∞
∫ t+0
t
(s) ds > 0.
The proofs of Theorems 1–4 will be given in Section 4.
Now, we consider the periodic system (1). That is, functions bi(t), aij (t), ci(t) and i (t) (i = 1, 2) are periodic
continuous with common period > 0. From Corollary 1 of Lemma 1, if
∫ 
0 b1(t) dt > 0 and
∫ 
0 a11(t) dt > 0, then
Eq. (9) has a unique globally asymptotically stable positive -periodic solution. Therefore, in the function (t) if we
replace the solution x∗1 (t) by the positive -periodic solution of Eq. (9), then (t) is an -periodic function. As the
application of Theorems 1–4 and Lemma 3, we have the following result on the permanence of species xi (i = 1, 2)
and the existence of positive -periodic solutions for periodic system (1).
Theorem 5. Suppose that system (1) is -periodic, the series ∑∞q=0 ki(s − q) (i = 1, 2) uniformly converges for
s ∈ [−, 0] and ∫ 0 b1(t) dt > 0, ∫ 0 b2(t) dt < 0, ∫ 0 a11(t) dt > 0 and ∫ 0 [a12(t) + c2(t)] dt > 0.
(1) If ∫ 0 (s) ds > 0, then species xi (i = 1, 2) is permanent and system (1) has a positive -periodic solution.
(2) If system (1) has a positive -periodic solution and ∫ 0 [a21(t) + c1(t)] dt > 0, then ∫ 0 (s) ds > 0.
The proof of Theorem 5 will be given in Section 4.As a direct consequence of Theorems 2–4 , we have the following
corollary.
Corollary 2. Suppose that Assumption (H) holds and there is a constant5 > 0 such that lim inf t→∞
∫ t+5
t
[a21(s)+
c1(s)] ds > 0, then the following statements are equivalent.
(a) Species x2 of system (1) is permanent.
(b) Species x2 of system (1) is persistent.
(c) There is a constant 0 > 0 such that lim inf t→∞
∫ t+0
t
(s) ds > 0.
Combining inequality (4), from Theorems 2 and 3 we further have the following corollary.
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Corollary 3. Suppose that Assumption (H) holds and [b1/a11]l > 0. If there is a constant 0 > 0 such that
lim inf
t→∞
∫ t+0
t
[
b2(s) + (a21(s) + c1(s))
[
b1
a11
]
l
]
ds > 0,
then species x1 and x2 of system (1) are both permanent.
Further from Theorem 5, we also have the following corollary.
Corollary 4. Suppose that the conditions of Theorem 5 hold. If [a11]l > 0 and
b¯2 +
[
c∗1
a11
]
l
b¯1 > 0,
where b¯i =
∫ 
0 bi(t) dt (i=1, 2) and c∗1(t)=
∫ 0
−∞ c1(t − s)k1(s) ds, then system (1) has a positive-periodic solution.
The proof of Corollary 4 will be given in Section 4. When system (1) degenerates into the nondelayed system of
ordinary differential equations, that is, in system (1) i (t) ≡ 0 and ki(s) ≡ 0 (i = 1, 2), then we have
dx1(t)
dt
= x1(t)[b1(t) − a11(t)x1(t) − a12(t)x2(t)],
dx2(t)
dt
= x2(t)[b2(t) + a21(t)x1(t)]. (10)
As the special cases of Theorems 1–4 we have the following results for system (10).
Corollary 5. Suppose that Assumption (H) holds. Then there is a constant M > 0 such that
lim sup
t→∞
xi(t)<M, i = 1, 2
for any positive solution (x1(t), x2(t)) of system (10).
Corollary 6. Suppose that Assumption (H) holds. Then species x1 is permanent.
Corollary 7. Suppose that Assumption (H) holds. If there is a constant 0 > 0 such that
lim inf
t→∞
∫ t+0
t
[b2(s) + a21(s)x¯1(s)] ds > 0,
then species x2 is permanent.
Corollary 8. Suppose that Assumption (H) holds and there is a constant 5 > 0 such that lim inf t→∞
∫ t+5
t
a21(s)
ds > 0. If species x2 is persistent, then there is a constant 0 > 0 such that
lim inf
t→∞
∫ t+0
t
[b2(s) + a21(s)x¯1(s)] ds > 0.
In particular, when system (10) is an -periodic system, we have the corollary of Theorem 5 as follows.
Corollary 9. Suppose
∫ 
0 b1(t) dt > 0,
∫ 
0 b2(t) dt < 0,
∫ 
0 a11(t) dt > 0 and
∫ 
0 a12(t) dt > 0.
(1) If ∫ 0 [b2(s)+a21(s)x¯1(s)] ds > 0, then species xi (i=1, 2) is permanent and system (10) has a positive-periodic
solution.
(2) If system (10) has a positive -periodic solution and ∫ 0 a21(t) dt > 0, then ∫ 0 [b2(s) + a21(s)x¯1(s)] ds > 0.
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Remark 1. Obviously, Corollary 9 is just the main result obtained in article [16]. Therefore, from Theorems 1–5 and
Corollaries 2–9, we see that the results obtained in [16,20] for nondelayed two-species predator–prey systems are
strongly improved and extended to the general nonautonomous two-species predator–prey systems with inﬁnite delays.
Remark 2. From Corollary 2 we see that for the two-species predator–prey systems the persistence and permanence
of species are each other equivalent. This is a very interesting phenomenon of the predator–prey systems.An important
open problem is whether the two-species competitive systems also have similar quality.
Remark 3. Using the same method given in this paper, we also can study the permanence of positive solutions for the
following general nonautonomous Kolmogorov type two-species predator–prey systems with inﬁnite delays
dx1(t)
dt
= x1(t)f1
[
t, x1(t),
∫ 0
−∞
x2(t + s) d	2(s)
]
,
dx2(t)
dt
= x2(t)f2
[
t,
∫ 0
−∞
x1(t + s) d	1(s)
]
and obtain the results which are similar to Theorems 1–5 and Corollaries 2–4.
Remark 4. We consider the following nonautonomous predator–prey systemwith inﬁnite delays in which the predator
has other food resource and a ﬁnite environment carrying capacity
dx1(t)
dt
= x1(t)
[
b1(t) − a11(t)x1(t) − a12(t)x2(t − 2(t)) − c2(t)
∫ 0
−∞
k2(s)x2(t + s) ds
]
,
dx2(t)
dt
= x2(t)
[
b2(t) − a22(t)x2(t) + a21(t)x1(t − 1(t)) + c1(t)
∫ 0
−∞
k1(s)x1(t + s) ds
]
,
where bi(t), aij (t), i (t) and ci(t) (i, j =1, 2) are given like in system (1).We assume that there are positive constants
i and 
i (i = 1, 2) such that lim inf t→∞
∫ t+i
t
bi(s) ds > 0 and lim inf t→∞
∫ t+
i
t
aii (s) ds > 0 (i = 1, 2). Using the
same method given in this paper, we can prove the following results.
Result 1. Assume that there is a constant 0 > 0 such that
lim inf
t→∞
∫ t+0
t
[
b1(u) − a12(u)x∗2 (u − 2(u)) − c2(u)
∫ 0
−∞
k2(s)x
∗
2 (u + s) ds
]
du> 0,
where x∗2 (t) is deﬁned as follows, x∗2 (t) = x¯2(t) if t0 and x∗2 (t) = x¯2(0) if t < 0, and x¯2(t) is some ﬁxed positive
solution of the following nonautonomous logistic equation:
dx2
dt
= x2(b2(t) − a22(t)x2)
with the initial value x¯2(0)> 0. Then species x1 is permanent.
Result 2. Assume that species x1 is persistent and there is a constant 5 > 0 such that lim inf t→∞
∫ t+5
t
[a21(s) +
c1(s)] ds > 0. Then there is a constant 0 > 0 such that
lim inf
t→∞
∫ t+0
t
[
b1(u) − a12(u)x∗2 (u − 2(u)) − c2(u)
∫ 0
−∞
k2(s)x
∗
2 (u + s) ds
]
du> 0.
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4. Proofs of main results
In the proof of Theorems 1–4, in order to make the statements simple and convenient, without loss of the generality,
we will only consider the following special case of system (1):
dx1(t)
dt
= x1(t)
[
b1(t) − a11(t)x1(t) − c2(t)
∫ 0
−∞
k2(s)x2(t + s) ds
]
,
dx2(t)
dt
= x2(t)
[
b2(t) + c1(t)
∫ 0
−∞
k1(s)x1(t + s) ds
]
. (11)
That is, in system (1) we assume a12(t) = 0 and a21(t) = 0 for all t ∈ R+.
Proof of Theorem 1. From conclusion (b) of Lemma 1, we have supt0 x¯1(t)<∞. Let the constant M1 > supt0
x¯1(t). Since
dx1(t)
dt
x1(t)[b1(t) − a11(t)x1(t)] for all t0,
by the comparison theorem and conclusion (c) of Lemma 1, there is a constant T0 > 0 such that x1(t)<M1 for all
tT0. Hence, lim supt→∞x1(t)M1.
We now prove that there is a constant M2 > 0 such that
lim sup
t→∞
x2(t)M2. (12)
Choose the constants M >M1, T1 > 0 and 0< <M1 such that∫ t+4
t
[b1(s) − c2(s)(M − )] ds −  (13)
and ∫ t+2
t
[b2(s) + 2c1(s)] ds −  (14)
for all tT1. We ﬁrst prove
lim inf
t→∞ x2(t)M . (15)
Otherwise, there is a constant T2 such that x2(t)>M for all tT2. Let the constant > 0 such that
H1
∫ −
−∞
k(s) ds 1
2
, (16)
where H1 = M + sup{x1(t + s) : t0, s0} and k(s) = k1(s) + k2(s). By (7) and (16), for any tT2 +  we have
x1(t)x1(T2 + ) exp
∫ t
T2+
[
b1(u) − c2(u)
∫ 0
−
k2(s)x2(u + s) ds
]
du
x1(T2 + ) exp
∫ t
T2+
[
b1(u) − c2(u)
∫ 0
−∞
k2(s)M ds + c2(u)
∫ −
−∞
k2(s)M ds
]
du
x1(T2 + ) exp
∫ t
T2+
[b1(u) − c2(u)(M − )] du. (17)
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From (13), we obtain that there is a T3T2 such that x1(t)<  for all tT3. Further, by (8) and (16) we obtain
x2(t) = x2(T3 + ) exp
∫ t
T3+
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x1(u + s) ds
]
du
x2(T3 + ) exp
∫ t
T3+
[
b2(u) + c1(u)
∫ 0
−
k1(s) ds + c1(u)
∫ −
−∞
k1(s)x1(u + s) ds
]
du
x2(T3 + ) exp
∫ t
T3+
[
b2(u) + c1(u)
∫ 0
−
k1(s) ds + c1(u)H1
∫ −
−∞
k1(s) ds
]
du
x2(T3 + ) exp
∫ t
T3+
[b2(u) + 2c1(u)] du (18)
for any tT3 + . Consequently, by (14) it follows x2(t) → 0 as t → ∞. This leads to a contradiction.
Now, we prove that (12) is true. Otherwise, there is a sequence of initial functions {n} ⊂ C+ such that
lim sup
t→∞
x2(t,n)> (2M + 1)n for all n = 1, 2, 3, . . . .
In view of (15), for each n there are time sequences {s(n)q } and {t (n)q }, satisfying 0<s(n)1 < t(n)1 <s(n)2 < t(n)2 < · · ·<s(n)q
< t
(n)
q < · · · and s(n)q → ∞ as q → ∞, such that
x2(s
(n)
q ,n) = 2M, x2(t(n)q ,n) = (2M + 1)n (19)
and
2M <x2(t,n)< (2M + 1)n for all t ∈ (s(n)q , t (n)q ). (20)
Obviously, there is a constant T (n)T1 such that x1(t,n)<M for all tT (n). For each n, let the constant 
(n) > 0
such that
H
(n)
2
∫ −
(n)
−∞
k(s) ds 1
2
, (21)
where H(n)2 = sup{x1(t + s,n) : t0, s0}. Further, there is a K(n) > 0 such that s(n)q > T (n) + 
(n) for all qK(n).
Hence, by (8) and (21), a similar argument as in (18) we obtain
x2(t
(n)
q ,n)x2(s(n)q ,n) exp
∫ t (n)q
s
(n)
q
[b2(t) + 2c1(t)M] dt
x2(s(n)q ,n) exp[r3(t(n)q − s(n)q )],
where r3 = supt0 {|b2(t)| + 2c1(t)M}. Consequently, by (19) we have
t (n)q − s(n)q 
ln n
r3
for all qK(n). (22)
By (13) and (14), there is a constant P > 0 such that for any t0 and aP , we have∫ t+a
t
[b2(u) + 2c1(u)] du< −  (23)
and ∫ t+a
t
[b1(u) − c2(u)(M − )] du< ln
( 
M
)
. (24)
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By (22), there is a N0 > 0 such that t (n)q > s(n)q + 2L for all nN0 and qK(n), where the constant LP + . For any
nN0, qK(n) and t ∈ [s(n)q + L, t(n)q ], by (7), (16), (20) and (24), a similar argument as in (17) we obtain
x1(t,n)M exp
∫ t
s
(n)
q +
[b1(u) − c2(u)(M − )] du< . (25)
Hence, by (8), (16), (19)–(21), (23) and (25) we obtain
(2M + 1)n = x2(t(n)q ,n)
(2M+1)n exp
∫ t (n)q
s
(n)
q +L+
[
b2(t)+c1(t)
∫ t
−∞
k1(u−t)x1(u,n) du
]
dt
= (2M+1)n exp
∫ t (n)q
s
(n)
q +L+
[
b2(t) + c1(t)
(∫ T (n)
−∞
+
∫ s(n)q +L
T (n)
+
∫ t
s
(n)
q +L
)
k1(u − t)x1(u,n) du
]
dt
(2M+1)n exp
∫ t (n)q
s
(n)
q +L+
[
b2(t)+c1(t)
∫ T (n)−t
−∞
k1(s)x1(t + s,n) ds
+Mc1(t)
∫ s(n)q +L−t
T (n)−t
k1(s) ds + c1(t)
∫ 0
s
(n)
q +L−t
k1(s) ds
]
dt
(2M + 1)n exp
∫ t (n)q
s
(n)
q +L+
[
b2(t) + c1(t) + c1(t)H (n)2
∫ −
(n)
−∞
k1(s) ds
+ Mc1(t)
∫ −
−∞
k1(s) ds
]
dt
(2M + 1)n exp
∫ t (n)q
s
(n)
q +L+
[b2(t) + 2c1(t)] dt
< (2M + 1)n (26)
which leads to a contradiction. This shows that (12) is true. This completes the proof. 
Proof of Theorem 2. Let the constants 0< < 0 < 1 and T1 > 0 such that∫ t+1
t
[b1(s) − a11(s) − 2c2(s)0] ds >  (27)
and ∫ t+2
t
[b2(s) + 2c1(s)] ds < −  (28)
for all tT1. Further, from (27) and (28) there is a large enough constant P such that for all t0 and aP
∫ t+a
t
[b1(s) − a11(s) − 2c2(s)0] ds > 0 (29)
and
M exp
{∫ t+a
t
[b2(s) + 2c1(s)] ds
}
< 0. (30)
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We ﬁrst prove that there is a constant > 0 such that
lim sup
t→∞
x1(t)> . (31)
Otherwise, then there is a positive solution (x1(t), x2(t)) of system (11) such that lim supt→∞x1(t)< . Hence, there
is a T2T1 such that x1(t)<  for all tT2. Let the constant > 0 such that
H3
∫ −
−∞
k(s) ds < , (32)
where H3 = sup{x1(t + s) + x2(t + s) : t0, s0}. From (8) and (32), a similar argument as in (18) we obtain
x2(t)x2(T2 + ) exp
∫ t
T2+
[b2(s) + 2c1(s)] ds (33)
for all tT2 + . By (28), it follows x2(t) → 0 as t → ∞. Hence, there is a t1T2 +  such that x2(t)< 0 for all
t t1. For any t t1 + , from (7) and (32) we have
x1(t)x1(t1 + ) exp
∫ t
t1+
[
b1(s) − a11(s) − c2(s)
∫ 0
−∞
k2(u)x2(s + u) du
]
ds
x1(t1 + ) exp
∫ t
t1+
[
b1(s) − a11(s) − c2(s)0
∫ 0
−
k2(u) du − c2(s)
∫ −
−∞
k2(u)x2(s + u) du
]
ds
x1(t1 + ) exp
∫ t
t1+
[
b1(s) − a11(s) − c2(s)0
∫ 0
−
k2(u) du − c2(s)H3
∫ −
−∞
k2(u) du
]
ds
x1(t1 + ) exp
∫ t
t1+
[b1(s) − a11(s) − 2c2(s)0] ds. (34)
Hence, (27) implies x1(t) → ∞ as t → ∞. This leads to a contradiction.
Assume that the conclusion of Theorem 2 is not true, then there is a sequence of initial functions {n} ⊂ C+ such
that
lim inf
t→∞ x1(t,n)<

2n2
for all n = 1, 2, . . . .
From lim supt→∞x1(t,n)> , for each n there are time sequences {s(n)q } and {t (n)q }, satisfying 0<s(n)1 < t(n)1 <s(n)2 <
t
(n)
2 < · · ·<s(n)q < t(n)q < · · · and s(n)q → ∞ as q → ∞, such that
x1(s
(n)
q ,n) =

n
, x1(t
(n)
q ,n) =

n2
(35)
and

n2
<x1(t,n)<

n
for all t ∈ (s(n)q , t (n)q ). (36)
By Theorem 1, there is a T (n)T1 such that xi(t,n)M (i = 1, 2) for all tT (n). For any n, choose a constant

(n) > 0 such that
H
(n)
3
∫ −
(n)
−∞
k(s) ds 1
2
, (37)
where H(n)3 = sup{x1(t + s,n)+ x2(t + s,n) : t0, s0}. Further, there is a K(n)1 > 0 such that s(n)q T (n) + 
(n)
for all qK(n)1 . Thus, for any qK
(n)
1 by (7) and (37), a similar argument as in (34) we obtain
x1(t
(n)
q ,n)x1(s(n)q ,n) exp
∫ t (n)q
s
(n)
q
(b1(s) − a11(s)M − 2c2(s)M) ds
x1(s(n)q ,n) exp[−r1(t(n)q − s(n)q )],
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where r1 = maxt∈R+{|b1(t)| + a11(t)M + 2c12(t)M}. Consequently, by (35)
t (n)q − s(n)q 
ln n
r1
for all qK(n)1 . (38)
By (38), there is a N0 > 0 such that for any nN0 and qK(n)1 ,

n
< , t (n)q − s(n)q > 2Q, (39)
where the constant Q>P + .
Choose ﬁxed integers nN0 and qK(n)1 . For any t ∈ [s(n)q + Q, t(n)q ], by (8), (16), (30), (36), (37) and (39),
a similar argument as in (26) we obtain
x2(t,n) = x2(s(n)q + ,n) exp
∫ t
s
(n)
q +
[
b2(t) + c1(t)
∫ t
−∞
k1(u − t)x1(u,n) du
]
dt
M exp
∫ t
s
(n)
q +
[
b2(t) + c1(t)H (n)3
∫ −
(n)
−∞
k1(s) ds + c1(t)M
∫ −
−∞
k1(s) ds + c1(t)
]
dt
M exp
∫ t
s
(n)
q +
[b2(t) + 2c1(t)] dt < 0. (40)
Hence, from (7), (16), (36), (37), (39) and (40), a similar argument as in (26) we further obtain
x1(t
(n)
q ,n) = x1(s(n)q + Q + ,n) exp
∫ t (n)q
s
(n)
q +Q+
[
b1(t) − a11(t)x1(t,n)
−c2(t)
∫ t
−∞
k2(u − t)x2(u,n) du
]
dt
 
n2
exp
∫ t (n)q
s
(n)
q +Q+
[
b1(t) − a11(t) − H(n)3 c2(t)
∫ −
(n)
−∞
k2(s) ds
− Mc2(t)
∫ −
−∞
k2(s) ds − 0c2(t)
]
dt
 
n2
exp
∫ t (n)q
s
(n)
q +Q+
[b1(t) − a11(t) − 2c2(t)0] dt .
Consequently, by (29) and (35) it follows

n2
 
n2
exp
∫ t (n)q
s
(n)
q +Q+
[b1(t) − a11(t) − 2c2(t)0] dt > 
n2
.
This leads to a contradiction and this completes the proof. 
Proof of Theorem 3. Choose the positive constants < 1 and T0 such that for all tT0,∫ t+0
t
[
b2(s) + c1(s)
∫ 0
−∞
k1(u)x
∗
1 (s + u) ds − c1(s)
]
ds > . (41)
For any constant > 0, consider auxiliary equation
dy1
dt
= y1[b1(t) − c2(t)2 − a11(t)y1]. (42)
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Let y1(t) be the solution of Eq. (42) with initial value y1(0)= x¯1(0). Since lim inf t→∞
∫ t+1
t
(b1(s)−c2(s)2) ds > 0
for enough small > 0, by conclusion (c) of Lemmas 1 and 2, y1(t) is globally uniformly attractive on R+ and y1(t)
converges to x¯1(t) uniformly for t ∈ R+ as  → 0. Hence, there is an enough small  = ()> 0 and 2<  such that
y1(t)> x¯1(t) − 14  for all t ∈ R+. (43)
We ﬁrst prove that there is a constant > 0 such that
lim sup
t→∞
x2(t)> 
for any positive solution (x1(t), x2(t))of system (11). In fact, if the conclusion is not true, thenwehave lim supt→∞x2(t)
< . Hence, there is a T1 > 0 such that x2(t)<  for all tT1. Let the constant  such that
M
∫ −
−∞
k(s) ds < , (44)
where the constant M is given in the proof of Theorem 1. For any tT1 + , by (44) and a similar argument as in (34)
we further obtain
dx1(t)
dt
x1(t)[b1(t) − c2(t)2 − a11(t)x1(t)].
Using the comparison theorem we have
x1(t)y∗(t) for all tT1 + , (45)
where y∗(t) is the solution of Eq. (42) with initial value 0<y∗(T1 + )< x1(T1 + ). By the global uniform attractivity
of y1(t), there is a T2T1 +  such that
y∗(t)y1(t) − 14  for all tT2.
Thus, from (43) and (45) we ﬁnally obtain
x1(t)> x¯1(t) − 12  for all tT2.
Hence, by (8), (44) and the deﬁnition of function x∗1 (t), for any tT2 +  we further have
x2(t) = x2(T2 + ) exp
∫ t
T2+
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x1(u + s) ds
]
du
x2(T2 + ) exp
∫ t
T2+
[
b2(u) + c1(u)
∫ 0
−
k1(s)
(
x¯1(u + s) − 12 
)
ds
]
du
= x2(T2 + ) exp
∫ t
T2+
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x
∗
1 (u + s) ds −
1
2
c1(u)
∫ 0
−
k1(s) ds
−c1(u)
∫ −
−∞
k1(s)x
∗
1 (u + s) ds
]
du
x2(T2 + ) exp
∫ t
T2+
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x
∗
1 (u + s) ds − c1(u) −
1
2
c1(u)
]
du
x2(T2 + ) exp
∫ t
T2+
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x
∗
1 (u + s) ds − c1(u)
]
du.
From (41), it follows x2(t) → ∞ as t → ∞ which leads to a contradiction.
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Suppose that the conclusion of Theorem 3 is not true, then there is a sequence of initial functions {n} ⊂ C+ such
that
lim inf
t→∞ x2(t,n)<

n + 1 for all n = 1, 2, 3, . . . .
Here, without loss of generality, we can assume . Obviously, for each n, there are time sequences {s(n)q } and {t (n)q },
satisfying 0<s(n)1 < t
(n)
1 <s
(n)
2 < t
(n)
2 < · · ·<s(n)q < t(n)q < · · · and s(n)q → ∞ as q → ∞, such that
x2(s
(n)
q ,n) = , x2(t(n)q ,n) =

n + 1 (46)
and

n + 1 <x2(t,n)<  for all t ∈ (s
(n)
q , t
(n)
q ). (47)
By Theorem 1, there is a T (n) > 0 such that xi (t,n)M (i = 1, 2) for all tT (n). For any n, choose a constant

(n) > 0 such that
H
(n)
3
∫ −
(n)
−∞
k(s) ds <
1
2
. (48)
Further, there is a K(n)1 > 0 such that s
(n)
q > T
(n) + 
(n) for all qK(n)1 . Similarly to Theorem 2, we can obtain
t (n)q − s(n)q 
ln(n + 1)
r2
for all qK(n)1 , (49)
where r2 = supt0|b2(t)|. By (41), there is a large enough constant P > 0 such that for any t0 and aP ,∫ t+a
t
[
b2(s) + c1(s)
∫ 0
−∞
k1(u)x
∗
1 (s + u) du − c1(s)
]
ds > . (50)
Let the constant > 0 such that
M
∫ −
−∞
k(s) ds <
1
2
. (51)
By (49), there is a N1 > 0 such that t (n)q − s(n)q >  for all nN1 and qK(n)1 . For any nN1, qK(n)1 and t ∈
[s(n)q + , t (n)q ], by (47), (48) and (51), a similar argument as in (26) we have
dx1(t,n)
dt
= x1(t,n)
[
b1(t) − a11(t)x1(t,n) − c2(t)
∫ 0
−∞
k2(s)x2(t + s,n) ds
]
x1(t,n)
[
b1(t) − a11(t)x1(t,n) − c2(t)H (n)3
∫ −
(n)
−∞
k2(s) ds
− c2(t)M
∫ −
−∞
k2(s) ds − c2(t)
]
x1(t,n)[b1(t) − c2(t)2 − a11(t)x1(t,n)]. (52)
Let y1(t) be the solution of Eq. (42) with initial value y1(s(n)q + )= x1(s(n)q + ). By (52) and the comparison theorem,
it follows
x1(t,n)y1(t) for all t ∈ [s(n)q + , t (n)q ]. (53)
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By limq→∞s(n)q = ∞ and Theorems 1 and 2, for any n there is a K(n)2 K(n)1 such that x1(s(n)q + ,n)M for all
qK(n)2 . Since y1(t) is globally uniformly attractivity on R+, there is a T0P , and T0 is independent of any n and
q, such that
y1(t)y1(t) − 14  for all tT0 + s(n)q + .
Consequently, by (43) and (53) we have
x1(t,n) x¯1(t) − 12  for all tT0 + s(n)q + . (54)
By (49), there is a N2N1 such that
t (n)q − s(n)q 2W for all nN2, qK(n)2 ,
where the constant WT0 + . Therefore, by (8), (51), (54) and the deﬁnition of function x∗1 (t), for any nN2 and
qK(n)2 we further obtain
x2(t
(n)
q ,n)x2(s(n)q + W + ,n) exp
∫ t (n)q
s
(n)
q +W+
[
b2(t) + c1(t)
∫ 0
−
k1(s)x1(t + s,n) ds
]
dt
x2(s(n)q + W + ,n) exp
∫ t (n)q
s
(n)
q +W+
[
b2(t) + c1(t)
∫ 0
−
k1(s)
(
x¯1(t + s) − 12 
)
ds
]
dt
= x2(s(n)q + W + ,n) exp
∫ t (n)q
s
(n)
q +W+
[
b2(t) + c1(t)
∫ 0
−∞
k1(s)x
∗
1 (t + s) ds
−c1(t)
∫ −
−∞
k1(s)x
∗
1 (t + s) ds −
1
2
c1(t)
∫ 0
−
k1(s) ds
]
dt
x2(s(n)q + W + ,n) exp
∫ t (n)q
s
(n)
q +W+
[
b2(t) + c1(t)
∫ 0
−∞
k1(s)x
∗
1 (t + s) ds − c1(t) −
1
2
c1(t)
]
dt
x2(s(n)q + W + ,n) exp
∫ t (n)q
s
(n)
q +W+
[
b2(t) + c1(t)
∫ 0
−∞
k1(s)x
∗
1 (t + s) ds − c1(t)
]
dt .
Hence, by (46) and (50) we ﬁnally obtain

n + 1

n + 1 exp
∫ t (n)q
s
(n)
q +W+
[
b2(t) + c1(t)
∫ 0
−∞
k1(s)x
∗
1 (t + s) ds − c1(t)
]
dt >

n + 1
which leads to a contradiction. This completes the proof. 
Proof of Theorem 4. Let the positive constants  and T0 such that for all tT0∫ t+1
t
b1(s) ds,
∫ t+5
t
c1(s) ds (55)
and ∫ t+3
t
a11(s) ds,
∫ t+4
t
c2(t) dt. (56)
We assume that for any constant > 0
lim inf
t→∞
∫ t+
t
[
b2(s) + c1(s)
∫ 0
−∞
k1(u)x
∗
1 (s + u) du
]
ds0. (57)
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By the persistence of species x2, there are positive constants  and T1T0 such that x2(t)> 2 for all tT1 for some
positive solution (x1(t), x2(t)) of system (11). ByTheorem 1, we know that (x1(t), x2(t)) is bounded onR+. Obviously,
by (55), the constant  can be chosen such that∫ t+1
t
[b1(s) − c2(s)] ds > 12 for all tT0.
Consider the following auxiliary equation:
dy1
dt
= y1(b1(t) − c2(t) − a11(t)y1). (58)
Let y∗1 (t) be the ﬁxed positive solution of Eq. (58) with the initial value y∗1 (0)< x¯1(0). We have
(x¯1(t))
−1 = (x¯1(0))−1 exp
∫ t
0
(−b1(s)) ds +
∫ t
0
(
a11(s) exp
∫ s
t
b1() d
)
ds (59)
and
(y∗1 (t))−1 = (y∗1 (0))−1 exp
∫ t
0
[−b1(s) + c2(s)] ds +
∫ t
0
(
a11(s) exp
∫ s
t
[b1() − c2()] d
)
ds (60)
for all t0. By conclusion (b) of Lemma 1, there is a constant M0 > 0 such that x¯1(t)M0 and y∗1 (t)M0 for all
t0. Obviously, we have
x¯1(t) − y∗1 (t)M20 [(y∗1 (t))−1 − (x¯1(t))−1]0 for all t0. (61)
By the theorem of average value, from (59) and (60) we obtain
(y∗1 (t))−1 − (x¯1(t))−1 = [(y∗1 (0))−1 − (x¯1(0))−1] exp
∫ t
0
(−b1(s)) ds
+ (y∗1 (0))−1 exp(1(t))
∫ t
0
c2(s) ds + 
∫ t
0
(a11(s) exp(2(t))
∫ t
s
c2() d) ds, (62)
where∫ t
0
(−b1(s)) ds1(t)
∫ t
0
[−b1(s) + c2(s)] ds
and ∫ t
s
(−b1()) d2(t)
∫ t
s
[−b1() + c2()] d.
Since 2(t) − b1m(t − s), where b1m = supt0 b1(t)> 0, by (56) for any tT0 + 2, where = max{3,4}, we
have ∫ t
0
(
a11(s) exp(2(t))
∫ t
s
c2() d
)
ds

∫ t−
t−2
(
a11(s) exp(−b1m(t − s))
∫ t
s
c2() d
)
ds2 exp(−2b1m). (63)
Hence, from (61)–(63) there is a constant 0< 0 < 1 such that
x¯1(t) − y∗1 (t)20 for all t0. (64)
Choose a constant 
1 > 0 such that
∫ 0
−
1 k2(s) ds
1
2 . Since for any tT1 + 
1
dx1(t)
dt
x1(t)
[
b1(t) − 2c2(t)
∫ 0
−
1
k2(s) ds − a11(t)x1(t)
]
x1(t)[b1(t) − c2(t) − a11(t)x1(t)].
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By the comparison theorem we have
x1(t)y1(t) for all tT1 + 
1, (65)
where y1(t) is the solution of Eq. (58) with the initial value y1(T1 + 
1) = x1(T1 + 
1). By conclusion (c) of Lemma
1, y∗1 (t) is globally uniformly attractive. Hence, there is a T2T1 + 
1 such that
y1(t)y∗1 (t) + 0 for all tT2. (66)
From (64)–(66), we ﬁnally obtain
x1(t) x¯1(t) − 0 for all tT2. (67)
Choose a constant 
2 > 0 such that
(H4 + 1)
∫ −
2
−∞
k(s) ds <
1
2
0, (68)
where H4 = sup{x1(t + s) + x2(t + s) : t0, s0}. Thus, for any uT2 + 
2, by (67), (68) and the deﬁnition of
function x∗1 (t) we have
b2(u) + c1(u)
∫ 0
−∞
k1(s)x1(u + s) ds
b2(u) + c1(u)
∫ −
2
−∞
k1(s)x1(u + s) ds + c1(u)
∫ 0
−
2
k1(s)(x¯1(u + s) − 0) ds
b2(u) + c1(u)
∫ 0
−∞
k1(s)x
∗
1 (u + s) ds − 0c1(u) + c1(u)(H4 + 1)
∫ −
2
−∞
k1(s) ds
b2(u) + c1(u)
∫ 0
−∞
k1(s)x
∗
1 (u + s) ds −
1
2
0c1(u). (69)
We choose a constant p> 0 such that
H4 exp(− 14 0p)< 2. (70)
For this constant p we further choose a positive integer Kp such that
Kp − sup
t0
c1(t)5p.
Therefore, for any tT2 + 
2 and Kp5 there is a integer KKp such that  ∈ [K5, (K + 1)5), then we
obtain∫ t+
t
c1(u) du =
(∫ t+5
t
+ · · · +
∫ t+K5
t+(K−1)5
+
∫ t+
t+K5
)
c1(u) duKp − sup
t0
c1(t)5p.
From this and by (57), for any Kp5 we further obtain
lim inf
t→∞
∫ t+
t
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x
∗
1 (u + s) ds −
1
2
0c1(u)
]
du  − 1
2
0p.
Therefore, there is a constant t∗T2 + 
2 such that∫ t∗+
t∗
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x
∗
1 (u + s) ds −
1
2
0c1(u)
]
du  − 1
4
0p.
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Thus, by (69) and (70) we ﬁnally have
2x2(t∗ + )
= x2(t∗) exp
∫ t∗+
t∗
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x1(u + s) ds
]
du
H4 exp
∫ t∗+
t∗
[
b2(u) + c1(u)
∫ 0
−∞
k1(s)x
∗
1 (u + s) ds −
1
2
0c1(u)
]
du
H4 exp
(
−1
4
0p
)
< 2
which is a contradiction. Therefore, there is a constant 0 > 0 such that
lim inf
t→∞
∫ t+0
t
[
b2(s) + c1(s)
∫ 0
−∞
k1(u)x
∗
1 (s + u) du
]
ds > 0.
This completes the proof. 
Remark 5. From the proof of Theorem 4 we ﬁnd as long as system (11) has a persistent solution, that is, there is
a positive solution (x1(t), x2(t)) of system (11) such that lim inf t→∞ x2(t)> 0, then there is a constant 0 > 0 such
that lim inf t→∞
∫ t+0
t
(s) ds > 0. This shows that, combining Theorem 3, for a two-species predator–prey system
the permanence of species and the existence of a persistent solution are each other equivalent. This is a very important
property of two-species predator–prey systems.
Proof of Theorem 5. It is obvious that, if x(t) is a-periodic continuous function and the series
∑∞
q=0 ki(s−q) (i=
1, 2) are converge uniformly on s ∈ [−, 0], then
∫ 0
−∞
ki(s)x(t + s) ds =
∫ 0
−
k∗i (s)x(t + s) ds for all t ∈ R,
where k∗i (s)=
∑∞
q=0 ki(s − q). From this, we can prove that the existence of positive -periodic solutions of system
(1) is equivalent to the existence of positive -periodic solutions of the following periodic system with ﬁnite delay
dx1(t)
dt
= x1(t)
[
b1(t) − a11(t)x1(t) − a12(t)x2(t − 2(t)) − c2(t)
∫ 0
−
k∗2(s)x2(t + s) ds
]
,
dx2(t)
dt
= x2(t)
[
b2(t) + a21(t)x1(t − 1(t)) + c1(t)
∫ 0
−
k∗1(s)x1(t + s) ds
]
. (71)
Let ∗(t) = b2(t) + a21(t)x∗1 (t − 1(t)) + c1(t)
∫ 0
− k
∗
1(s)x
∗
1 (t + s) ds. Since∫ 
0
∗(t) dt =
∫ 
0
(t) dt > 0
fromTheorem 2we obtain that system (71) is permanent. Therefore, by Lemma 3, system (71) has a positive-periodic
solution. This completes the proof. 
Proof of Corollary 4. Since x∗1 (t) is the -periodic solution of Eq. (9), by integrating we obtain
b¯1 =
∫ 
0
a11(t)x
∗
1 (t) dt .
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Since ∫ 
0
[
b2(t) + c1(t)
∫ 0
−∞
k1(s)x
∗
1 (t + s) ds
]
dt
=
∫ 
0
[
b2(t) + c1(t)
∫ 0
−
k∗1(s)x∗1 (t + s) ds
]
dt
= b¯2 +
∫ 0
−
[∫ 
0
c1(t)k
∗
1(s)x
∗
1 (t + s) dt
]
ds
= b¯2 +
∫ 0
−
[∫ 
0
c1(t − s)k∗1(s)x∗1 (t) dt
]
ds
= b¯2 +
∫ 
0
[∫ 0
−∞
c1(t − s)k1(s) ds
]
x∗1 (t) dt
 b¯2 +
[
c∗1
a11
]
l
b¯1 > 0,
we see that the conditions of Theorem 5 hold. Therefore, Corollary 4 is true. This completes the proof. 
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