In crowded spaces such as city centers 
Introduction
Recent studies have shown that our mobility is highly predictable at a city-scale level [31] . The location of a person at any given time can be predicted with an average accuracy of 93% supposing 3 km 2 of uncertainty. How about at a finer resolution such as in shopping malls, in airports, or within train terminals for safety or resource optimization? What are the relevant cues to best predict human behavior? Kitani et al. [16] have shown that scene semantics is a strong cue to forecast pedestrian's trajectory. Previous work [12, 22] has also shown that our mobility is influenced by our neighbors, either consciously, e.g. by relatives or friends, or even unconsciously, e.g. by following an individual to facilitate navigation. In public spaces, both low and high density crowds are observed leading to the following challenges to capture and forecast human mobility: (i) peo- ple highly occlude each other making appearance cues less discriminative, (ii) the independent motion prior [15, 6, 1] becomes a weak assumption in crowds since social interactions can influence human dynamics, and (iii) observations are often limited since a sparse and scattered network of cameras is usually installed. In this paper, we address the above challenges by proposing a forecasting algorithm leveraging fine and coarse priors to predict crowd behavior. We propose a new descriptor, called as Social Affinity Map (SAM), to address the lack of appearance information and the weak independent motion prior in linking tracklets 1 from a sparse network of cameras.
There are three levels of understanding mobility according to [13] : strategic level (intended goal), tactical level (route choice), and operational level (actual movement at each time instant). We propose to study the latter operational level to forecast the former strategic one. In other words, we model the social interactions of pedestrians to predict their destination (see Fig. 1 ). Forecasting destinations is often referred to as estimating Origin-Destination (OD) Matrices [20] . It represents the starting and ending points of all pedestrian trajectories during a time period.
The key contributions of our paper are as follows:
1. We introduce a large-scale dataset of 42 million trajectories extracted from real-world train stations.
2. We propose a new feature descriptor to capture the behavioral signature of neighbouring pedestrians termed as Social Affinity Map (SAM).
3. We formulate the problem as a linear integer program using the proposed SAM feature along with an OD prior, and we present a heuristic optimization method to solve it.
Large-scale data collection campaign
Social interactions are relationships between individuals, which might not occur in all environments. In order to model and best understand them, we need to capture realworld rather than simulated data at large-scale. Therefore, we have installed a dense network of more than a hundred cameras in train stations to capture the full trajectories of pedestrians (see Fig. 2 ). At any given time, up to a thousand pedestrians can be within the same area (e.g. the corridor illustrated in Fig. 2 ). Such a data collection campaign allows us to validate the occurrence of social affinities and their impact on forecasting real-world pedestrians' behavior over 42 million trajectories. We share the captured dataset 2 to enable various research communities, from psychology to computer vision, to dive into a large-scale analysis of human mobility in crowded environments.
Collecting the behavior of pedestrians in a network of cameras implies the following steps: (i) Detection, (ii) Tracklet generation, (iii) Tracklet association. For (i) and (ii), we use state-of-the-art detection [11] and tracklet generation algorithms [19] . Briefly, to achieve high confidence on the detection performance, we have installed top-view optical and thermal imaging to be robust to illumination changes and prevent self occlusions. When a top-view was not possible (due to low ceiling), we installed depth cameras (rgb-d sensors) to capture 3D detection given partial occlusions. We evaluated the detection performance over ten thousands manually labeled pedestrians. This led to 95% recall with more than 99% precision, thanks to the controlled viewpoints and sensing modalities. We use a sparsity driven framework to segment foreground silhouettes, given a dictionary of pre-computed ideal silhouettes [1] . Once people are located on the ground, we solve the minimum network flow presented by Leal-Taixe et al. [19] . The last (iii) tracklet association step will be discussed in Section 4 network of cameras.
Related work
Large-scale pedestrian tracking. Past decades have witnessed many datasets dealing with camera networks for various applications such as sports analysis [7] , security (PETS workshops) [10] , traffic modeling [29] and more recently the video understanding dataset [8] , to name a few. They consist of several hours of video sequences. However, 2 www.ivpe.com/crowddata.htm they do not address large-scale setups, where the OriginDestination of long-term tracks are of interest in crowded environments. Crowd behavior has usually been addressed only with a single camera monitoring part of a marathon, or a political rally, where OD analysis is limited [2, 28] .
Tracklet association. A large body of work models visual appearance to link tracklets across cameras [17, 9, 34, 26] . Andriluka et al. [3] use person detection as a cue to perform tracking and vice-versa. Javed et al. in [14] use travel time and the similarity of appearance features. Song et al. in [30] use a stochastic graph evolution strategy. Tracklets extracted by each camera are linked with the Hungarian algorithm [25] , MCMC [33] , or globally optimal greedy approaches [26] . These approaches have not addressed the linking of tracklets that are dozens of meters away in a highly crowded scene. In addition, given the camera viewing angle and the pedestrian flow, often only part (e.g. the hair) of a pedestrian's body is captured. Therefore, other cues need to be exploited. However, these methods do not capture the social interactions, which are valuable cues in crowded and long-distance settings.
Tracking with social prior. Social behavior has recently been incorporated into existing tracking frameworks by modeling the well-known social forces [12] with Kalman filters [21] , extended Kalman filters [23] , or Linear Programming [19, 27] . Antonini et al. [4] use Discrete Choice Models to simulate the walking behavior of people. These approaches improve the operational-level tracking when a few frames are missing (e.g. when given a low-frame rate, or short occlusion cases). They also often model a grouping cue to solve the data association problem [24, 19, 27] . They model it as a set of pedestrians with similar velocities and spatial proximity. Similarly, [18] use grouping cues in a hierarchical framework to identify sports player roles. The grouping cue is typically handled as a binary variable indicating group similarity. However, the key challenge is to use a finer representation to capture group association and integrate it into the problem of tracklet association. Yang et al. [32, 24] use a conditional random field framework to jointly estimate group membership and tracks. Leal et al. [19] iteratively compute the minimum cost flow for various velocity and grouping assignments until convergence or when a maximum number of iterations is reached. Qin et al. [27] use the Hungarian algorithm to jointly group and link tracklets. However, the Hungarian algorithm does not solve the global minimization over the full long-term track, whereas the minimum network flow formulation does. In this work, we propose a descriptor representing the grouping cue as a feature to efficiently match behavior across pedestrians.
Social Affinity Map: SAM
Our collected dataset enables us to study human behavior in crowded settings. In this paper, we focus our analysis More than 30 cameras are deployed in the presented corridor, whereas 132 cameras are deployed in total in 3 corridors, one track, and one large hall. At any given time, the occupancy of the corridor can reach more than one thousand of pedestrians. The label "OD" represents entry/exit zones.
on social affinity 3 , which bonds people together in large crowds. We are interested in behavioral cues that remain stable over time and across various sensing modalities (e.g. optical, thermal, and depth) to link far-away tracklets. Definition 1 We define "social affinity" as the motion affinity of neighboring individuals. Social affinities can be consciously formed by friends, relatives or co-workers. However, in crowded environments, subconscious affinities exist. For example, the "Leaderfollower" phenomenon [22] represents a spontaneous formation of lanes in dense flows, as a result of fast pedestrians, passing slower ones. More formally, the leaderfollower pattern captures the behavior of a pedestrian (a follower) who adjusts his/her motion to follow a leader to enable smooth travel. We propose to learn the various social affinities which bind people in a crowded scene through a new feature called as Social Affinity Map (SAM).
The SAM feature
We observed that in public settings, social forces are mostly determined by the proximity of people to each other as noted in previous works [12] . Since, people are more easily influenced by others in their vicinity, we develop a social affinity feature which captures the spatial position of the tracklet's neighbors. As shown in Fig. 3 , we achieve this by radially binning the position of neighbouring tracklets.
We further learn the spatial binning by first clustering the relative position of surrounding individuals over all captured trajectories. We considered relative positions within a limit of 3m, to avoid outliers. The distribution of the relative positions across the million trajectories is visualized in Fig. 3 . We obtain 10 bins as a result of this clustering, as shown in the figure. The percentage of relative positions pooled into this bins is also shown in the figure. It is interesting to point out that the most used bin is the one on far right side ("N" label in Fig. 3 ). It can be interpreted as the comfortable pattern to walk with respect to other individuals as opposed to the left hand side. 3 Additional analysis can be found in the supplementary material. Middle column: it represents the SAM with our semantic description where "G" is the group affinity (such as couples, friends), "S-FL" is the short distance Follow-Leader behavior, "L-FL" is the long distance FL behavior, and "N" can be seen as the comfortable distance to maintain while walking in the same direction. The right hand-side represents the distribution of presented behavior.
Given a new tracklet, we perform vector quantization (VQ) coding to obtain the SAM feature. We fit a Gaussian Mixture Model to the relative position of its surrounding tracklets. The inferred GMM values within the previously learned spatial bins are discretized to obtain a binary radial histogram, which represents the SAM feature vector. The complete process is illustrated in Fig. 4 . Hamming distance is used to compare SAM across tracklets. Note that binary quantization has little impact on the efficacy of the feature, and is only used to speed up the comparison method.
Our SAM feature can differentiate between various configurations of social affinities such as "couple walking", or the "Leader-follower" behavior. Fig. 5 illustrates the 8 most observed SAM over millions of trajectories. It is worth pointing out that 76% of individuals belong to a group, hence a SAM provides valuable information in crowded settings, motivating the use of these cues in forecasting the mobility of pedestrians.
Forecasting mobility: problem formulation
We have a sparse network of cameras monitoring the transit of people in a public setting like a railway terminal. The terminal has a set of entry points referred to as the ori- gin, and exit points referred to as the destination. The goal of our work is to identify the Origin and Destination (OD) of every person entering and exiting the camera network. We achieve this by identifying the trajectories which connect the tracklets starting at the origin to the tracklets ending at the destination. The number of intermediate tracklets linked to obtain these trajectories decreases with the sparsity of the camera network. Fig. 6 illustrates an extreme case with only origin and destination tracklets.
We have a set of origin tracklets O and an equal number of destination tracklets D. Each tracklet in O is captured at one of the many entrances into the area, and a destination track in D is captured at an exit. We also have a set of intermediate tracklets X obtained by our sparse camera network. We want to find the set of trajectories T , where each trajectory t ∈ T is represented as an ordered set of tracklets, (o t , X t , d t ), with o t ∈ O and d t ∈ D representing the origin and destination tracklets of the trajectory. Similarly, X t = (x
is an ordered set of intermediate tracklets which are linked to form the trajectory. These tracklets are ordered by the time of initiation. The problem can be written as a Maximum a-posteriori estimation problem similar to [34, 26] :
where P (X|T ) is the probability of the tracklets in X being true positive tracklets. The probability P (X|T ) is:
where P tp (x) and P fp (x) are probabilities of the tracklet being a true positive, and false positive respectively. We define P OD (o, d) as the OD-prior term which states the probability of a person entering at the origin correspond- ing to o exiting at the destination corresponding to d. Such prior is often neglected and assumed to be uniform. However, in many applications, it is a strong prior, such as avoiding forbidden paths in airports.
Next, similar to [26] , we assume a Markov-chain model connecting every intermediate track x
t in the trajectory T , to the subsequent track x (i+1) t with a probability given by
The trajectory probability P (T ) is:
where n = |X t | is the number of intermediate tracklets in the trajectory. The MAP problem from Eq. 1 can now be formulated as a linear integer program in a manner similar to [26] :
and
where f i is the flow variable indicating whether the corresponding tracklet is a true positive, and f ij indicates if the corresponding tracklets are linked together. The variable β ij denotes the transition cost given by log P (x i |x j ) for the tracks x i , x j ∈ X. The log-likelihoods β oi , β id are also defined similarly, for the origin track o and destination track d. The local cost α i is the log-likelihood of an intermediate track being a true positive. Finally, the OD-prior cost is represented as γod = log P OD (o, d).
We note that the optimization problem in Eq. 4 is equivalent to the flow optimization problem widely discussed in [26, 34] in the absence of the OD prior term. Such problems can be solved through k-shortest paths or the more efficient greedy approach proposed in [26] . However, the addition of the OD-prior term leads to loops in the network-flow problem, and can no longer be solved exactly through shortest path algorithms. Hence, we adopt a heuristic approach to solve Eq. 4, as discussed in Sec. 5.
Local cost
The local cost α i is proportional to the length of a tracklet. This helps us to remove short tracklets that might represent false positives.
Transition cost
The transition cost β ij for any two tracklets is split into two components as shown below.
where β SAM is the social-affinity cost and β M is a cost to ensure smoothness in the connected tracklets. Social Affinity cost. In our model, we wish to ensure that tracklets moving in similar social groups have a stronger likelihood of being linked to each other. This affinity forms an important component in large scale tracking scenarios like ours, where the appearance of an individual is not very discriminative. The SAM features introduced in Sec. 3 are used to measure the social affinity distance between tracklets moving in groups as shown below
where H(.) denotes the Hamming distance between two binary vectors, and sam i , sam j denote the SAM feature vector of the two tracks. Motion similarity. Another cue β M , which is used to ensure smoothness in trajectory motion is obtained by measuring the distance between the motion patterns of two tracklets similar to [33, 30] 
OD-prior cost
The OD-prior cost is the log-likelihood of the prior probability of transiting from an origin point to the destination. In most surveillance settings, we can use prior knowledge on the geography of the terminal, as well as rough estimates of the passenger freight to obtain an OD prior. In addition, the OD prior can be used to enforce constraints such that passengers entering a certain entry point would not return to the same location from a parallel entrance. In our experiments in later sections, the OD prior is obtained by a short survey in the location. This prior will also be released along with the dataset.
Optimization
As stated before, the optimization in Eq. 4 cannot be trivially solved through existing shortest path algorithms [26] as in the case of traditional tracking. Hence, we adopt a heuristic approach as explained below. Greedy optimization with OD-prior. We first run a greedy algorithm to identify the low-cost solutions in the graph:
1. Find the shortest path which links an origin tracklet to the destination tracklet in Eq. 4 2. Remove the tracklets which are part of the trajectory obtained in the previous step and repeat. The greedy algorithm provides an approximate solution to the problem and is computationally efficient. However, it does not solve the global optimization problem. We use a simple heuristic explained below to obtain a better solution. Optimization with OD re-weighted cost. The solution of the greedy algorithm helps us identify the paths which agree with the OD-prior. Hence, the transition flow variables set by this algorithm provide a rough estimate of the pairwise affinity between tracklets in the presence of OD-prior. We use this intuition to add an additional cost which penalizes the link between tracklets which were not originally connected by the greedy algorithm. While adding this cost, we remove the original OD-prior cost γ od , thus resulting in a network-flow problem which can be solved by k-shortest path approach. The modified costC is shown below:
xi∈X, o∈Oβ
whereβ is the OD-re-weighted cost defined below.
where f greedy ij is the solution obtained from the greedy algorithm and λ is a parameter indicating the strength of the ODprior cost. The transition cost is re-weighted for all pairs of tracklets including the origin and destination tracklets.
Coarse-to-Fine Data Association
The model presented in Sec. 4, uses a social affinity cost to ensure that tracklets with similar grouping cues are con- nected. However, it does not account for the fact that people belonging to groups of different cardinalities (number of people in a group) can still share the same SAM feature. An example is shown in Fig. 7 .a, where two tracklets belonging to groups of different cardinalities are wrongly connected (indicated in red) due to similar SAM. However, we want to encourage tracklets from groups of similar sizes to be connected together (black arrows). We account for this by proposing a coarse-to-fine data association method.
We cluster tracklets co-occurring at the same time, into different groups based on the social separation. The cardinality of a tracklet denoted by C(x i ) is the number of people belonging to the group corresponding to the tracklet x i . We can imagine that if the clustering is perfect and people moved in the same configuration across the entire camera network, it would suffice to link the tracklet groups instead of the tracklets. This would also solve the problem of tracklets being linked across groups of different cardinalities. However, in practical setting, the grouping is not perfect and people break away from groups. Hence, we link the groups of same cardinality and use the links obtained from this group tracking to define additional transition costs. The complete method is explained in the supplementary document. The method is briefly visualized in Fig. 7 .b.
Experiments

Large-scale evaluation
The data collection campaign helps us conduct various experiments in real life setting with a large and dynamic crowd. In this section, we present a set of experiments to address the forecasting problem given the introduced dataset. We select a subset of cameras in our network and measure the performance of our algorithm to forecast mobility, with only these cameras.
Measurement. Previous works have studied the impact of a given detection and tracking algorithm with respect to detailed statistics such as recall/precision rate, MOTA, MOTP and so on [5] . In this work, we are interested in a crowded setting where only part of the scene is covered by a camera network. Hence, we are more interested in evaluating the correct estimation of the origin and destination of a person entering the camera network. We have limited the monitoring to 14 origins and destinations leading to 196 possible OD-path for a trajectory. We have clustered the cameras into two groups: cameras belonging to OD locations (i.e. capturing the beginning or ending of long-term tracks), and cameras in-between these locations. We compute the OD error rate as the percentage of wrong predictions out of the total number of people covered by the camera network.
Ground truth. Since Big Data is collected, it is not realistic to label the millions of trajectories. Therefore, we install a dense network of cameras to reduce the blind spots as much as possible and link tracklets that are only a few centimeters away from each other. The trajectories computed from this dense network is used as a baseline. While the trajectories (and OD) computed from the dense network is not the perfect ground truth, in practice they are less easy and less expensive to obtain than manually annotating trajectories at our scale. The goal of our forecasting algorithm is to reach the performance from the dense network of cameras while using a sparse network. Figure 8 presents the resulting OD error rates for 7 sparse networks of cameras. The evaluation is carried out at several levels of network sparsity, from 0% to 75% of inbetween cameras. For instance, networks N4 and N5 use only half of the cameras available in the corridor (see figure  2) . The cameras are selected to heuristically minimize the average distance between them at any given sparsity. At a given sparsity, we also evaluate on different camera configurations such as N4 and N5 for 50% sparsity. In average, tracklets from network N1 to N3 are several dozen of meters away from each other, and tracklets from networks N4 to N7 are dozen of meters away from each other. To validate our algorithm, we evaluate the performance of greedy optimization methods against the proposed global one. We measure the impact of using SAM as an additional feature, as well as the impact of modeling the OD prior with coarse to fine tracking.
OD forecasting
As expected, the global optimization methods always outperform the greedy methods with and without OD prior. The performance improvement is more than doubled, in the global optimization method. The SAM feature and use of OD-re-weighted cost (use of OD-prior) are both seen to have a positive impact while using global optimization. This justifies our decision to model heuristically model the effect of OD-prior during optimization. We also compare with the algorithms from [6] and [19] . Our final full model, i.e. "Global optimization + OD + SAM", outperforms these methods when observations are limited to the corridor. Note that the camera placement has an impact on the forecasting. Although the same number of cameras are used by networks N2 and N3, or N4 and N5, the forecasting accuracy differs for these networks. If an inbetween camera is strategically placed to capture frequent route choices, it reduces the uncertainty in the linking strategy. This leads to different performance for networks with same number of cameras as shown in Fig. 8 We evaluate the extreme setup when there are no inbetween cameras (label as N1), i.e. we only have cameras at entrance and exit zone (OD cameras). In such setup, tracklets are up to 100 m away from each others. Figure  8 presents the resulting drop in performance. The gap between greedy and global optimization is much smaller. In addition, the SAM feature and OD prior do not have an significant impact on such extreme case. These results motivate our future work to handle such extreme case. Figure 9 illustrates some qualitative results demonstrating the power of SAM. We also plot the OD prior, forecasted OD with a sparse network of cameras with half the number of cameras as the dense network (ground truth). Impact of SAM We illustrate the tracklet linking achieved by our full method and compare it with a global optimization method which does not use SAM in Fig. 9 . As expected, we see that in the absence of SAM, tracklets travelling in similar group configurations are not connected together, leading to erroneous results. On the other hand, SAM helps disambiguate between tracklet choices which are similar to each other, except for the group configuration. Impact of OD prior In Fig. 9 , we present the final ODmatrices estimated by our full model, and compare it with the OD-prior and the ground truth OD (from dense camera network). Clearly, the prior only provides weak cues about the true OD, but helps by down-weighting paths which are highly unfavorable like blocked corridors. The OD-matrix forecasted by our method is close to the ground truth OD matrix obtained from a dense camera network.
Conclusions
We have addressed the problem of forecasting pedestrian destinations with a limited number of cameras in real-world crowded train stations. We have quantitatively shown that social affinities exist and help solve the forecasting problem. The proposed SAM descriptor empowers global optimization of the tracklet association problem with dependent motion behavior. The deployed network of cameras enables a large-scale analysis of real-world crowd motion. Several hundred thousands trajectories are collected per day leading to 42 million trajectories to date. In addition to improving the estimation of the OD matrices, future work can use the data to fine-tune pedestrian simulators, or learn ideal camera placements with a limited number of cameras. On the right side, we illustrate the OD prior as a heatmap, as well as the forecast and ground truth. We can see that although the prior is different, the final result is still similar to the ground truth.
