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Abstract 
Big data is big news and large companies in all sectors are making significant advances 
in their customer relations, product selection and development, and consequent 
profitability through using this valuable commodity. SMEs have proved themselves to 
be slow adopters of the new technology of big data analytics and are in danger of being 
left behind. In Europe, SMEs are a vital part of the economy and the challenges they 
encounter need to be addressed as a matter of urgency. This paper identifies barriers to 
SME uptake of big data analytics and recognises their complex challenge to all 
stakeholders, including national and international policy makers, IT, business 
management and data science communities.  
The paper proposes a big data maturity model for SMEs as a first step towards an SME 
roadmap to data analytics. It considers the “state-of-the-art” of IT with respect to 
usability and usefulness for SMEs and discusses how SMEs can overcome the barriers 
preventing them from adopting existing solutions. The paper then considers 
management perspectives and the role of maturity models in enhancing and structuring 
the adoption of data analytics in an organisation. The history of Total Quality 
Management is reviewed to inform the core aspects of implanting a new paradigm. The 
paper concludes with recommendations to help SMEs develop their big data capability 
and enable them to continue as the engines of European industrial and business success.  
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1 INTRODUCTION 
An enormous amount of data is created worldwide every day. Much of this data is 
directly or indirectly relevant for policy and decision making in: industrial enterprises, 
especially in supply chains, manufacturing and service processes; company and 
customer management; financial and commodity markets, and macroeconomic 
development. Thus most business activity now takes place in the “big data” 
environment and indeed “big data” is essential for the survival of many companies. 
“Big data” has four dimensions, often addressed by the acronym VVVC1: high-volume 
(V) data, created with high velocity (V) in great variety (V) and of high complexity (C). 
Regarding volume, 2.5x106 terabyte of data are created worldwide per day. It is 
expected that the creation volume is doubling every 40 months. Regarding velocity, 
modern IT infrastructures enable data to be submitted for analysis in nearly real time. 
Regarding variety, the various data sources bring about data of different formats, like 
classical database formats, textual data, image data, sensor data, semi-structured and 
totally unstructured data. Regarding complexity, important aspects of data complexity 
are multivariate, multiformat, multirate, and multiresolution. A large number of 
covariate data for one target entity, e. g., a sales process, arise from different sources in 
different formats at different rates of acquisition and granularity. 
For a long time, industry and business have just utilized data from the point of view of 
recording and monitoring transactions. A broader awareness of the analytical value of 
data has been gaining ground in recent years, and is reflected by the growing interest in 
business analytics.  The term “business analytics” denotes the totality of data-based 
inference methodology used for the objective of analysing, predicting, and controlling 
processes in business and industry. Three subcategories of business analytics are 
distinguished: i) Descriptive analytics summarise, condense, and aggregate data in a 
way to make big and complex data sets more easily accessible for human 
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understanding. Graphics and aggregate statistical metrics are the basic tools of 
descriptive analytics. ii) Predictive analytics enable forecasts of future effects based on 
historical data. The methodology of predictive analytics comprises statistical learning, 
machine learning (ML), data mining and knowledge discovery from databases (KDD). 
iii) Prescriptive analytics transforms the results of descriptive analytics and predictive 
analytics into business decisions. Methods from optimisation theory and operations 
research are important quantitative tools of prescriptive analytics. Work in these areas is 
referred to as data science with people proficient in data science being referred to as 
data scientists. 
The business analytics consulting services and software market is growing rapidly. 
Global organisational spending on analysing big data is expected to grow at rates of 
nearly 30 % per year until 20182. Recent studies expect an annual growth rate of around 
10 % for the business analytics software market3,4. 
The level of adoption and refinement of data analytics, however, varies considerably 
over industrial sectors. A recent study by KPMG5 sees the insurance industry as the 
leader in the usage of advanced data analytics and big data strategy. Two of the earliest 
pioneers of harnessing big data were supermarkets and banks. Supermarkets used big 
data to determine what products people bought together, to identify fluctuations in sales 
of items in certain days, weeks or months, and to understand the sort of offers or 
advertising to which people react positively. Many banks have been using big data to 
rate the creditworthiness and predict the solvency of clients. Financial market 
participants use big data analytics in High-Frequency Trading (HFT) algorithms to 
make automatic transaction decisions6. In this regard, HFT firms are believed to account 
for more than 70% of all trading volume in US equities, 40% of volumes in US futures 
and 20% of volumes in US options7. 
A high level of refinement of data analytics is also present in the energy and retail 
sectors. In some sectors, advanced data analytics are concentrated in specific company 
functions, e. g. supply chain in the automotive industry. Underperformers are the media 
sector and the machinery and equipment sectors.  
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SMEs are lagging behind in the usage of business and big data analytics. In 2012, the 
adoption rate of big data analytics among UK SMEs was only 0.2 per cent, compared to 
25 per cent for businesses with over 1,000 employees8. Market studies expect an annual 
growth rate of the global SME big data market by 42 percent over the period of 2013 
until 20189. However, since they are starting from a drastically low level, big data 
adoption in SMEs will continue to lag behind the evolution in large companies.  
This paper first considers reasons for the poor adoption of big data analytics by SMEs 
and notes the importance of SMEs in the European business community.  It then 
proceeds to consider IT and management issues and constructs a table from which a 
bespoke SME big data analytics maturity model is proposed. Actions that follow from 
the diagnosis using the maturity model are then discussed in terms of company 
organisation, deployment of data scientists, acquisition of expert support including 
training, and considerations of hardware architecture requirements and software 
solutions. The paper concludes with recommendations aimed at a disruptive change in 
big data analytics uptake by SMEs in Europe.    
 
 
 
2 PROBLEMS AND CHALLENGES IN BUSINESS ANALYTICS 
AND BIG DATA ANALYTICS FOR SMES 
 
Various factors condition the poor adoption of business and big data analytics by SMEs. 
Among these, we have identified the following ones, as being more pervasive and 
relevant. 
i) Lack of understanding: The e-skills UK8 survey highlights an extremely low 
understanding of big data analytics by SME representatives, whereas among the 
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representatives of larger organisations around 30 to 40 % claim to have good or very 
good understanding of big data analytics. It is clear that SMEs will not step into a 
domain which they seemingly do not understand. A similar result was obtained by a 
survey among German SMEs where only around 30 % of the respondents considered 
their knowledge of big data to be good or very good10. It is clear that SMEs will not 
embark on a paradigm which they are not sure of. Most SMEs are unsure whether their 
data has at least one of the big data dimensions, and therefore whether investing in data 
science is going to bring the benefits claimed by big data enthusiasts. 
 
ii) Dominance of domain specialists. Operating in a highly specialised field is a 
particular strength of many SMEs. The major part of the staff are domain specialists. 
General management functions are poorly covered. Hence there is reduced awareness of 
new business trends and opportunities, such as business and big data analytics. 
iii) Cultural barriers and intrinsic conservatism: Domain specialised SMEs often 
used to have little interest and confidence in management trends. This attitude can lead 
them to classify business and big data analytics as a management hype rather than as a 
perspective opportunity. Another issue is infrastructure, few organisations set 
themselves up purely as data industries, thus when they decide to commit to a big data 
project, they realise that their data is not accessible or in the format that is desired;  
when a data specialist comes into the organisation, it is not a simple task to extract value 
from the data.  
iv) Shortage of in-house data analytic expertise:  Most SMEs have few or no in-
house data-analytic expertise to approach advanced big data analytics. Various factors 
hamper the creation of adequate in-house expertise. a) High set-up costs relative to 
uncertainty in future returns from data analytics. b) Lack of management expertise to 
design, establish, and monitor a data analytic unit. c)  Shortage of qualified workers, 
excessive staff costs, see v). In a survey among Austrian SMEs, the lack of in-house 
data analytic expertise was identified as a major barrier against the take-up of big data 
projects11.  The hampering effect of lacking in-house expertise is very similar with 
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respect to the adoption of data analytics and with respect to IT adoption. In the latter 
respect, numerous studies are reviewed by Ghobakhloo et al.12. 
v) Bottlenecks in the labour market:  There is a growing shortage of qualified data 
analysts on the labour market. Manyika et al.13 predict that in 2018 “the United States 
alone faces a shortage of 140,000 to 190,000 people with analytical expertise and 1.5 
million managers and analysts with the skills to understand and make decisions based 
on the analysis of big data”. The e-skills UK8 study expects that the demand for big data 
specialists will increase from 2013 until 2018 by 243 %. Even large companies have 
difficulties filling the intended positions. The e-skills UK8 survey reveals that 57 % of 
all recruiters experienced difficulties in filling big data analysis positions. The dearth of 
data scientists is hindering the further development of the European market of predictive 
analytics services, see Probst et al.14. Salaries have been increasing to levels which are 
not accessible for most SMEs. The salary information service payscale15,16 reports an 
average salary of $93,883 per year for data scientists, versus an average salary of 
$71,699 per year for software engineers. The requested profile of skills required tends to 
be more sophisticated for SME posts than at large companies; large companies can 
afford to distribute functions over several persons. An SME would look for cross-
sectional expertise in business, IT, computing, and data analytics. Such a profile is even 
harder to find on the market.  
vi) Lack of business cases: The availability of exemplary case studies and success 
stories is an important factor for the successful propagation of innovation in business 
and industry. Although guidelines and examples exist, for example in Ahlemeyer-
Stubbe et al.17, stimulating and trend-setting big data SME usage cases are not widely 
available. In a survey on German SMEs, a large majority of respondents emphasised the 
need for big data use cases, stating at the same time that existing use cases, such as 
those generated in the EU funded BYTE project, often do not correspond to the interests 
of SMEs10,18. 
vii) Shortage of useful and affordable consulting and business analytics services: A 
major part of consulting services used by SMEs concerns the operational level, e.g., 
Page 7 of 40 
 
accounting or hardware and software related IT issues. Management and business 
analytic consulting is less considered by SMEs. One major reason is that the 
management consulting sector is dominated by large consulting companies whose 
business practices are not in line with SMEs’ needs and financial capacities. Felber19 
describes the goal of larger consulting companies as selling teams of consultants to 
undertake complex projects for extended periods of time. Such service is unaffordable 
for many SMEs.  
viii) Non-transparent software market: Plenty of business analytics software 
solutions exist on the market. For users with little or no expertise it is hard to select a 
product with a good price-performance ratio and to separate the wheat from the chaff. 
The existing comparison and evaluation platforms are strongly vendor-biased. 
Independent evaluations and selection schemes are hard to find. 
ix) Lack of intuitive software: The present market offer in business and big data 
analytics is split into two extreme parts: potentially useful but highly complex solutions 
requiring the expertise of knowledgeable data scientists, and some simple but less 
effective implementations. Solutions with both an intuitive user interface and a strong 
analytical potential are rare. IBM’s Watson Analytics is one of the few exceptions. 
Market analysts emphasise the need for predictive analytics software with intuitive user 
interfaces and a shorter learning curve14. 
x) Lack of management and organisational models: To make business analytics an 
economic success, a company needs an appropriate management concept and 
organisational structure. Management challenges in business analytics and big data 
analytics have been addressed in the literature20. Organisational issues have been 
considered particularly in the context of maturity models21. However, the discussion 
hitherto concentrates exclusively on the requirements of large companies. For instance, 
issues like leadership, allocation to departments, horizontal and vertical relationships, 
centralised versus distributed functions have little or no relevance for SMEs. The 
suggested maturity models have rather an assessment purpose than the purpose of 
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providing constructive detailed advice on how to build up and maintain business 
analytics in a company.  
xi) Concerns on data security: Data security concerns are a key obstacle in the SMEs’ 
path to big data analytics. In an international survey among 82 companies22, about 50% 
of the respondents identified data protection and data security concerns as a barrier for 
big data analytics. The data security issue is more serious for SMEs than for larger 
companies. In general, the conditions of and the expertise in IT security are at a lower 
level in SMEs than in bigger companies23. An important security gap at SMEs is the use 
of outdated and unsupported database management systems. Microsoft Windows Server 
2003, a major platform used by of SMEs, is a notorious example of the aforementioned 
situation since Microsoft is ending regular support for that software in mid-201524. 
Consequently, SMEs are more exposed to data breaches and are more vulnerable to 
intrusion and cyber-attacks. According to recent surveys, 80% of SMEs cyber-attacks 
resulted in PCI (Payment card industry) compliance fines, 62% of breaches were 
targeted at SMEs, 60% of these close within six months of an attack and 40% of all 
targeted cyber-attacks were directed to SMEs25,26. The big data environment implies 
further challenges. Large volumes of data are transmitted through multi-user and multi-
owner channels, particularly in supply chains. Being unable to create an in-house data 
analytic environment, SMEs will resort to outsourcing analytic services, with a further 
loss of control over data. Security concerns are particularly serious with respect to cloud 
services.  
xii) Concerns on data protection and data privacy: Customer data processing and 
analysis has to obey legal constraints on data protection and privacy. In 2012, the 
European Commission initiated a comprehensive reform of the data protection rules in 
the EU which should lead to a single law, the General Data Protection Regulation 
(GDPR). The reform should be completed by 2015. The present EU data protection 
regulations and their implications are considerably intricate and not easily accessible for 
judicially untrained persons. The Handbook on European data protection law27 has over 
200 pages. Many SMEs cannot afford the expert lawyer support needed to understand 
all the requirements of the legislation. 
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xiii) Different venture concept: The business model for SMEs is often built around 
specific market opportunities or the existence of differentiating skills and strategic 
resources that makes them competitive in the local or global market. This focused 
venture perspective creates the idea that business is only dependent on the way they 
excel in such dimensions, eventually overlooking other resources at their disposal, as 
well as new opportunities to improve and diversify their activity. 
xiv) Financial barriers: Numerous studies have identified financial barriers as a major 
obstacle for SME growth28,29,30,31,32 for instance.  SMEs have less access to debt finance 
than larger companies, particularly due to imperfect or asymmetric information between 
financial institutions and SMEs33.  Limited financial resources cause SMEs to be very 
cautious about new investments beyond their specific business scope. Studies on the 
hampering effect of limited financial resources on IT adoption in SMEs are reviewed by 
Ghobakhloo et al.12.   
Delayed innovation and incapacity to adopt new technologies in the SME sector are 
critical for the European economy because of the large representation of the SME 
sector: In 2013, the EU28 nonfinancial business sector counted for 21.6 million SMEs 
with 88.8 million employees and €3,666 trillion in value added. This means that 99 out 
of every 100 businesses are SMEs, as are 2 in every 3 employees and 58 cents in every 
euro of value added34. This structure is perfectly visible in the German economy: In 
2012, 99.3 % of companies were SMEs and 60 % of all employees worked in SMEs35. 
The European Commission36 has realised the need to implant data analytics in the SME 
sector and stated:   
“But SMEs themselves also need to embark on a cultural change if they are to 
exploit the potential of Big Data. This requires them to investigate data-handling tools 
and methods outside their small structures, and be prepared to use Big Data actively in 
their decision-making processes. They need to be ready to dive in and explore the 
growing ocean of information that is waiting for them out there.”  
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However, exhortations alone won’t help to put SMEs on the way to data analytics. The 
above identified problems imply a complex challenge to all stakeholders, namely 
national and international policy makers, the IT community, the business management 
community, and the data science community. The subsequent sections elaborate on 
some core aspects of an SME roadmap to data analytics. Section 3 screens the state of 
the art of IT under the perspective of usability and usefulness for SMEs. Section 4 
discusses ways and means of overcoming the barriers which are preventing SMEs 
adopting the existing IT solutions. Section 5 considers the path forward: in terms of the 
role of maturity models in enhancing and structuring the adoption of data analytics in an 
organisation and the organisational models for business and big data analytics in an 
enterprise; and section 6 identifies core aspects of the process of implanting a new 
paradigm in business management by reviewing the history of Total Quality 
Management. Section 7   summarises the outlook and gives some conclusions and 
recommendations. 
 
 
3 IT: STATE OF THE ART 
A study published in MIT Sloan Management Review37 affirms the existence of a 
“strong correlation between driving competitive advantage and innovation with 
analytics and a company’s effectiveness at managing the information transformation 
cycle, that is: capturing data, analysing information, aggregating and integrating data, 
using insights to guide future strategy and disseminating information and insights”. This 
approach represents an additional challenge to those described above to be embraced by 
SMEs. In particular, the process of producing valuable information for end users 
requires infrastructures for gathering, processing and managing huge volumes of data. 
There are four essential challenges, as pointed out by Labrinidis et al.38, which should 
be handled in the data management life-cycle: Acquisition, Organisation, Analysis and 
Decision. 
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Acquisition. Big Data architectures are required to acquire high-velocity data from a 
variety of sources and to deal with diverse access protocols. Much of this data should 
also be filtered or compressed without compromising the ability to reason about the 
underlying activity.  
Organisation. The acquired data may come in heterogeneous formats which are not 
always ready for the analysis. Hence, big data architectures require additional tools to 
organise data in structured formats where relevant information (such as entities, 
relations among them, etc.) is extracted, transformed and integrated. . These tools help 
the analyst in resolving (semantic) heterogeneities issues.  
Analysis. This challenge concerns the modelling of the data through querying 
mechanisms as well as the exploitation of ad-hoc algorithms to find new insights. 
Methods for querying and mining big data are fundamentally different from traditional 
statistical analysis on small samples, as they need to be able to deal with noisy, 
dynamic, heterogeneous, untrustworthy data and data characterized by complex 
relations. In addition, supporting query processing and data analysis requires scalable 
mining algorithms and powerful computing infrastructures 
Decision. Being able to take valuable decisions is a consequence of the efficient 
interpretation of results deriving from the analysis of big data. This may require users to 
be able to analyse the assumptions at each step of the data management process and 
their effects on the results.  
In order to support the above challenges, there is a standard reference architecture for 
big data analytics, which is characterized by a multi-layered structure as depicted in 
figure 1.  
Figure 1 here  
 
Figure 1: Reference IT infrastructure for Big Data Analytics 
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The architecture exhibits 7 main layers.   
i) Hardware and networking infrastructure, consisting of the physical connected 
devices providing the core computational power and memory requirements.  
ii) Data storage, representing the software components for the storage and management 
of large data repositories. We can further distinguish two different sublayers:  
• File Systems- Distributed file systems providing storage, fault tolerance, 
scalability, reliability, and availability. Core technologies in this layer are for 
example Google File System (GFS) and Hadoop Distributed File System 
(HDFS)39,40 
• Data Stores- These are the evolution of traditional application databases, which 
guarantee high performance distributed access and querying of data into 
heterogeneous formats. NoSQL databases feature flexible modes, support for 
simple and easy copy, simple application programming interfaces (APIs), 
eventual consistency, and support of large volumes of data. NoSQL databases 
are becoming the core technology for data stores39. Common NoSQL categories 
are: Key-Value databases, such as Cassandra or Dynamo41,42: Document 
databases, such as MongoDB or CouchDB43,44; Column-oriented database, such 
as HBase and BigTable45; and Graph databases, such as Neo4J39. 
iii) Data Processing, representing the core technologies and frameworks for Streaming, 
Interactive, Real Time, Batch and Iterative data processing. These frameworks work on 
top of the data storage infrastructure, and provide support to more complex data 
analytics and integration components, by enabling scalable primitives for the access and 
management of data. A paradigmatic example in this layer is the widely adopted batch 
computational framework MapReduce 46, a simple but powerful programming model for 
large-scale computing through automatic parallel processing and distribution. In 
MapReduce, the computing model only has two functions, i.e., Map and Reduce, both 
of which are programmed by users. The Map function processes input tuples and 
generates intermediate key-value pairs. Then, MapReduce will combine all the 
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intermediate values related to the same key and transmit them to the Reduce function, 
which further compresses the value set into a smaller set by processing value lists.  
iv) Data Integration, representing the supporting technologies for data ingestion, 
extraction, transformation, loading (ETL) and metadata management.  
v) Data Analytics, i.e. analytical tools and libraries, which support exploratory, 
descriptive, predictive, statistical analysis and machine learning. The analysis tools 
range from declarative languages like SQL to procedural languages like Pig. Besides 
that, this layer includes libraries and systems supporting out-of-the-box 
implementations of the most common data mining and machine learning libraries. (such 
as R, Matlab, Mahout, MLLib).  
vi) Visualisation and reporting, for outputting results in support of the interpretation 
phase.  
vii) Finally, the orthogonal layer of Infrastructure management the operational 
frameworks for security, benchmarking and performance optimisation to manage 
workloads, resource scheduling and management and activity coordination. 
The complexity of the above architecture clearly represents an apparent barrier for 
SMEs, both from a financial and cultural point of view. Nevertheless, there are two 
main factors which can provide a viable bridge between SMEs and big data analytics. 
The evolution of cloud architectures, as well as the development of open source Big 
Data Analytics projects, can help SMEs to gain insights about the related core 
technologies and tools.  
Table 1 here  
According to Mell and Grance47, cloud computing is defined as a model for on-demand 
network access to a shared pool of configurable computing resources. The solutions 
offered can be be classified into three main categories48, depending on whether they 
offer specific software services, platforms or core infrastructures. Table 1 provides a 
summary description of the core functionalities offered by these categories. 
SMEs can take a lot of benefits from embracing business cloud solutions, the most 
important being access to extensive environments that potentially give enough leverage 
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to compete with the bigger organizations in the industry. In fact, cloud solutions 
propose a flexible model which ensures: platform-independence, portability and 
flexibility; simplified management and control through instantaneous switching of 
system configurations; automatic software upgrades and license management, which 
ensures the latest version, features and security patches, as well as high levels of 
reliability and protection through customisable security protocols. Further, from an 
infrastructural point of view, they enable access to unlimited CPU and memory 
resources, which can be expanded, scaled and reduced anytime, for cost effettiveness. 
This gives the possibility to setup hundreds of machines for creating personalised 
clusters, parallelising massive jobs, and then shutting it down once done.  
Cloud platforms represent a cost-effective way of building the hardware and data 
infrastructure. The current market offers several solutions in this respect48. Some 
paradigmatic examples are Amazon Web Services (AWS), Microsoft Azure, and 
Google Cloud DataLab. All of these vendors qualify as technology leaders in Gartner 
Magic Quadrant on Cloud Infrastructure as a Service, and provide affordable and 
powerful solutions on a pay-per-use basis. Interestingly, the cost model they propose is 
based on Pay-per-usage, a business model that offers flexible prices and allows 
organizations to pay only for the consumed cloud resources which may vary according 
by level of demand. For example, a configuration including a set of instances capable of 
running data analytic applications ranges from from $0.336/hour to $7/hour on Amazon. 
Besides the availability of cloud infrastructure solutions, it is interesting to notice that 
many of the best known big data tools available are open source projects. Well-
established open source solutions exist for each of the technological layers mentioned 
above. As noted by Harvey49,“The very best known of these is Hadoop, which is 
spawning an entire industry of related services and products. The Apache distributed 
data processing software is so pervasive that often the terms "Hadoop" and "big data" 
are used synonymously”.  
Figure 2 in here 
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Figure 2: An example of verticalisation based on the Amazon EC2 infrastructure 
and open-source components. 
 
Figure 2 shows an example of a platform, built on top of an Amazon Cloud 
infrastructure, and relying on Open Source/Apache licensed software. All of the 
architectural layers here are instantiated with Open-Source solutions which can work 
cooperatively. This example clearly represents a big opportunity for SMEs which can 
hence envisage platforms that would easily fit their existing budgets.  
 
 
 
4 IT: PROBLEMS AND CHALLENGES 
Section 3 demonstrates that affordable hardware and software solutions exist. This 
being the case, section 4 asks why SMEs don’t embark on these opportunities. 
Indeed, the abundance of affordable hardware and software solutions particularly 
tailored for SMEs does not represent an opportunity by itself. There are some crucial 
issues that need to be investigated and solved. Providing solutions to such issues can 
remove the technological barriers and leverage the adoption of big data analytics in the 
SME context.  
Data security is a major issue which is particularly related to the adoption of cloud 
infrastructures. Proprietary data transferred to external storage systems can be a 
concern, especially when the data contain sensitive information. An in-house solution, 
based on building their own infrastructure for storing and manipulating data clearly 
does not suffer from this issue, but again one has to weigh the costs for setup and 
maintenance. In this respect, it is necessary to investigate guidelines and practices that 
can help a SME to make the correct decision based on affordability, privacy and 
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security concerns. From a technical viewpoint, hybrid solutions and practices based, e.g. 
on encryption or anonymization techniques could be envisaged and provided as part of 
the analytics expertise and organisational models. 
The matching of functional requirements and solutions is a main issue. As mentioned 
by Loshin50, it is challenging to differentiate Big Data Analytics products based on 
functionality alone, as many of the tools share similar features and capabilities and 
several tools or infrastructures exhibit extremely subtle differences.  It is necessary to be 
able to correlate ease of use and algorithmic sophistication to the internal organisation's 
capability and level of maturity in analytics. In particular, the choice for the right big 
data analytics infrastructure should rely on factors such as  
• Analyst expertise and skills. 
• Analytical diversity. 
• Scope of the data to be analysed. 
• The quest for collaboration and product integration.  
Also, Usability represents a big impedance issue. If we consider the intrinsic 
conservatism which characterises the cultural environment of SMEs, it is clear that the 
learning curve and the ease of use of software tools as well as technological 
infrastructure should be carefully evaluated. Particular regard should be given to 
software solutions which do not require special skills in order to put them to work. 
Another critical issue is interactiveness, i.e., the capability of allowing prompt and 
adequate user interaction such as feedback/interference/guidance from users. Higher 
interactiveness boosts the acceptance of a complicated analytics system and its mining 
results by potential users with little or no background.  
The development of appropriate skills is also problematic in this setting. The 
complexity of the IT infrastructure as depicted above, requires a set of expertise which 
spans from system setup and configuration to database administration and management, 
programming knowledge (especially in distributed and parallel environments) and 
research, analytical, interpretative and creative skills. Within large organisations and 
projects, these skills are distributed among several individuals in large teams. By 
contrast, SMEs cannot afford large teams, and hence these skills should be guaranteed 
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by (small) teams where individuals cover several aspects in conjunction.  
There is also a challenge relative to the availability of data. The effectiveness of the 
technological infrastructure depends on the actual capability of ingesting big data into 
the system. Notably, data of interest can be human-sourced (representing records of 
human experience such as, e.g., social network data), process-mediated (coming from 
traditional business systems, such as e.g. medical records or commercial transactions) or 
machine-generated (representing measures and events from the physical world, such as 
e.g. mobile tracking, weather, security logs). Often the development of a big data 
analytics application requires the combination of different types of data, which are not 
necessarily owned by the companies. Nowadays data is available from a wide variety of 
sources spanning from online databases of public statistics, to data coming from 
marketplaces (such as Microsoft’s Azure Marketplace or Infochimps). However, 
availability does not necessarily pair with usability of such data, as the latter often 
comes in noisy or difficult to interpret formats. Even the internal sources can be difficult 
to manage when they are heterogeneous or machine-generated. It is clear that SMEs 
need guidance on how to manage such data. This is essentially a challenge, which 
includes a combination of technical skills, knowledge of specific business cases and 
specific organisational models.  
Tuning Cost and Performance is still an open issue, even for big enterprises. We’ve 
seen that there is a plethora of architectural choices, which reflect on the performance of 
the overall infrastructure and likely affect the setup and maintenance costs. 
Unfortunately, the choice of the most appropriate configuration is still an open issue, 
which is approached empirically. There is no support for estimating the cost or duration 
of a computation before performing it. Users must do their own measurements and 
adjustments on the run, and tune the architecture accordingly. In short, it is still difficult 
to estimate the effects of different potential configurations on task and computation 
time. This difficulty can be fatal for SMEs, which work with very limited budgets and 
expertise.  
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5 PATH FORWARD 
Before engaging in a companywide big data programme, the current state of maturity 
regarding the proper management and use of data should be first assessed. Also, some 
strategic decisions need to be made at an earlier stage, to operationalize the initiative 
and define the organisational model to be implemented. These topics will be addressed 
in this section. 
5.1 ASSESSING THE COMPANY’S MATURITY 
The effective implementation of big data programmes in organisations requires a 
preliminary assessment of their maturity regarding the strategic use of data in the daily 
processes. The pre-assessment of the organisation’s readiness and maturity towards the 
use of data can be made in a systematic way by adopting a proper reference system that 
contemplates a gradient of well-characterised scenarios ranging from ad hoc practices to 
highly structured and optimised processes. Using such reference system, also called 
maturity model, it is possible to identify and diagnose the current state of affairs 
regarding data exploitation in an organisation, from which a development and 
implementation plan for big data can be properly designed. This activity is reminiscent 
of consultancy companies operating in the scope of implementing company-wide big 
data programmes, and therefore it is not surprising that most of the currently known 
maturity models for big data have been put forward precisely by representatives of this 
sector. Analysing the variety of maturity models proposed by a rich variety of active 
players in the big data movement (IBM, SAP, IDC, HIMSS, TDWI, etc.), one can 
verify that they base their assessment of the organisation’s maturity regarding the 
adoption of big data according to a subset of the following dimensions: 
i) Business strategy: the level at which business strategy is taken into account in the 
development of data and analytics infrastructure, for instance to enrich customer 
engagement, improve operational efficiency, innovate or tune business models. 
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ii) Data management: how efficient is the process of data collection, storage and 
retrieval managed, not only regarding transactional data from inner sources (well-
structured records) but also from market and other external sources (unstructured data). 
iii) Existence of specialised people and analytical skills: the level of skills and know 
how in the company, regarding the different aspects of implementing effective big data 
programmes (e.g., database management, hardware, analytics, etc.). 
iv) Technological infrastructure: the installed hardware architecture that provides the 
company with the capability to collect, store and transmit data. 
v) Level of enterprise adoption: how extensive is the company engagement in data-
centric management (from localised efforts to company-wide implementations). 
vi) Leadership and corporate culture: how supportive and motivating is the company 
leadership and established culture, towards the effective use of data for running the 
operations and business processes. 
vii) Data governance: relative to the existence of effective policies for data distribution 
and usage (including security, privacy and ethical issues), lifecycle management, and 
for ensuring the access to high quality information. 
The maturity level of a company depends on its ability to effectively address and 
overcome the problems and challenges referred to in Section 2, and therefore they 
should be somehow reflected in the aforementioned 7 dimensions that characterise a 
maturity model. Table 2 points out the dimensions of the maturity model that are 
particularly related to each challenge, or that are impacted by it. 
Table 2 here 
Based on the set of independent assessment dimensions presented above (inputs), a 
hierarchy of maturity levels can be proposed (outputs). Most often, maturity models 
contain five categories. These mappings (the core of the maturity models) are usually 
proprietary frameworks from the organisations that develop them, and their inner 
structure is not made available to the general public. On the other hand, there is no 
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general agreement in the typology and exact designation of the levels used. In fact, we 
have verified that different proposals of maturity models address distinct perspectives 
regarding the adoption of big data, for which the organisation maturity is to be assessed. 
In particular, our analysis identified the following distinct perspectives and associated 
levels: 
i) The process perspective: focused on the processes implemented for managing all 
aspects of data usage. Levels: Ad hoc, Localised, Repeatable, Managed, Innovative. 
ii) The functional perspective: for assessing the impact of data-centric activities across 
functional areas with increasing scope in the company’s activity. Levels: Performance 
management, Functional area excellence, Value proposition enhancement, Business 
model transformation. 
iii) The corporate adoption perspective: the extent of the company’s engagement in 
the use of all available data sources for conducting its activity. Levels: Pre-adoption, 
Early adoption, Corporate adoption, Mature/visionary adoption. 
All the models referred to above were developed and calibrated for large enterprises. 
However SMEs operate in very different contexts of internal resources available 
(financial, human and technological) and market targets, and therefore the maturity 
models should be developed, tuned and recalibrated to better reflect their reality, namely 
the importance of the changing agents, the key role of leadership, a healthy relationship 
with external service providers (as cost-effective solutions for the otherwise high 
investments needed to acquire technological and data management infrastructures), 
among others. A new maturity model for SMEs is therefore needed, in order to provide 
a consistent and effective way to define the organisation’s readiness and maturity prior 
to engage in a big data initiative.  
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5.2 ORGANISATIONAL MODELS IN SMES FOR 
BUSINESS AND BIG DATA ANALYTICS  
After assessing the maturity level, a company committed to invest in a “big data” 
program for improving its business performance faces the fundamental question of how 
to operationalise it, starting by the design of the required organisational structure. Here, 
a decision should be made regarding the degree of centralisation of analytics activities 
in support of business processes. There are three main organisational models that may 
be adopted: all data scientists in a single unit; a group of data scientists in each business 
unit; a hybrid solution called the “centre of excellence”, that is, a unit from which 
distributed data scientists can obtain information and expertise as necessary.  This 
framework is illustrated by Grossman and Siegel51 and seems to be generally accepted, 
even though in the literature there is no specific analysis about which model could be 
better suited to a SME. A recent proposal was made by Rising et al.52 to “create small 
self-organised and experimenting groups with a few members covering the key data 
scientist skills in a way to seek value adding benefits from big data with limited costs”.  
However, a systematic take on this problem must also consider the SME’s business 
complexity, how the strategic goals of the SME are shared among its units, the maturity 
of reporting and analytic capabilities, how information extracted from data has to be 
used (such as to build business vs leverage it as an advantage). The best combinations 
between organisational models and the mentioned features of the SMEs therefore need 
to be determined. A mechanism for this is yet to be developed.  
A pattern that has been emerging is that large businesses are acquiring their skills by 
buying up smaller analytic and data handling firms or are forming strong alliances with 
these organisations. Most SMEs cannot form such alliances or do not wish to do so. 
Because SMEs cannot compete with big companies to recruit data scientists from the 
labour market, how to build the required skill internally is an important question also 
discussed by Rising et al.52 in a class project report. One suggested approach is to use 
internal resources possessing knowledge of the business domain and to build their big 
data analytics capabilities in an inexpensive way through open source tools and 
Page 22 of 40 
 
MOOCs.  Another approach could be to enhance business knowledge of current IT staff 
to leverage their logical and technological skills to work with data in the business. 
Clearly, the scarcity of time that can be dedicated to learning is a major issue. A 
mechanism for assisting SMEs in this area is required once the areas of need have been 
identified, 
The acquisition of big data analytic capabilities can also be regarded as a form of 
innovation. Innovation is mostly associated with Research & Development, aimed at 
obtaining new products or services for meeting (or creating) customer needs or keeping 
up with competitors. However, the ability of leveraging big data is also an innovation in 
the SME’s business analytics and decision process. The open innovation concept offers 
an information exchange framework that can complement the SME’s organisational 
model. It has been defined as ‘the use of purposive inflows and outflows of knowledge 
to accelerate internal innovation, and to expand the markets for external use of 
innovation, respectively.’ In particular, networking, a dimension of technology 
exploration, can fill in specific knowledge needs without having to spend large amounts 
of time and money to develop that knowledge internally53.   
For example, the matching of functional requirements and solutions offered by big data 
analytics products, referred to in  Section 4, is an area that can greatly benefit from  
knowledge exchange about the most appropriate tools for addressing a given business 
problem. But how should such a network be built and maintained? Lee et al.54 have 
examined the advantages of an intermediated network of SMEs for the 
commercialisation stage (a dimension of technology exploitation, in this case), where 
the intermediary could be a public body, for example, with the role of identifying 
appropriate collaborative partners, of constructing the network by appropriately 
matching SMEs and of managing the network. An indirect support that the intermediary 
can offer is to develop the culture of collaboration and to facilitate collaboration. Lee at 
al.54 illustrate a positive intermediated network experience in Korea. It is to be seen 
whether this type of networking could be successfully used for developing big data 
analytics capabilities in SMEs either within the technology exploration or the 
technology exploitation dimension. 
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6 IMPLANTING A NEW MANAGEMENT METHODOLOGY – 
LESSONS FROM QUALITY MANAGEMENT                                                                                                                                  
There is a pattern often repeated in the manner in which management revolutions --big 
changes-- appear and spread through the business world. Of course there are many 
variations, but the essence is frequently the same.  
The revolution begins in large companies of a sector or sectors, when it starts to be clear 
that the new methodology works, it is adapted and adopted by other major companies in 
other sectors. From that moment it begins to appear on news, congresses and 
presentations in specialised forums: professional associations, trade magazines, 
chambers of commerce and the like. Almost in parallel it starts to be discussed and 
explained in business schools and offered by consulting companies, frequently as a must 
do panacea. It becomes a boom and this is when the more advanced SMEs begin to 
consider what they should do to get on the band wagon. Unfortunately what they 
frequently find is that the training provided in business schools and the services offered 
by consulting companies are not adapted to their characteristics, that they are designed 
for much larger companies. These pioneers find themselves alone in trying to 
implement the new methodology through a difficult process of trial and error. It is only 
when specific training and consultancy advice is developed that the new management 
methodology spreads among SMEs and becomes mainstream.  
Let us consider as an example, even without going into any detail, the growth and 
spread of Total Quality Management. The story begins in the early 80s with some major 
companies (Ford, Xerox, HP, Philips, Bekaert, ABB ...) adopting quality improvement 
as a strategy. The first version of the ISO 9000 appears in 1987 and almost 
simultaneously the Malcolm Baldridge National Quality Award in the US and the 
European Quality Award in Europe. The latter promoted by the European Foundation 
for Quality Management (EFQM), created by 14 of the biggest European companies55. 
Remember that the true purpose of both awards was that their bases were to become 
models of TQM or Business Excellence -- as it started to be called-- used by 
organisations as a diagnostic and improvement tool.   
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Until the mid-nineties the adoption of TQM policies and practices was almost 
exclusively limited to large companies. It is from that point on that the activities to 
disseminate the methodology begin. In 1996 the DGIII of the European Commission 
produced a Quality Promotion Policy, in 1997 as part of it and jointly promoted by 
DGIII and the EFQM a book with 37 case studies of European companies are 
published56. At the same time, adaptations of the models to specific sectors (public 
sector, health, education ...) appear and immediately after to SMEs (the first was in 
1999). Consultants as well as researchers and different government agencies start to 
produce and disseminate tools for self -assessment and maturity models based on the 
EFQM and Baldridge models. There are countless public events aimed to disseminate 
TQM tools and methods and the number of consultants dedicated to the topic continues 
to grow throughout the 90's and early 2000’s, the same as the  number of postgraduate 
and MBA's in TQM offered by universities and business schools. The European 
Regional Development Fund and European Social Fund funded a £1.25 million program 
of intervention aimed at implementing statistical process control, design of experiments 
and continuous improvement methods in SMEs. The funding was used to provide 
advice, training and dissemination. Where earlier unfunded efforts to access SMEs met 
with limited success, the 2 year campaign raised awareness and led to many SMEs 
adopting new practices57. 
It is difficult to say when TQM and its derivatives (Business Excellence, Lean 
Management, Six Sigma improvement ...) became methodologies and tools commonly 
used by SMEs. But it is clear, for example from the number of ISO 9001 certificates: 
1.138.155 in 201458 that this is so. 
It therefore seems clear that to accelerate the development and implementation of big 
data and analytics in SMEs, two important engines are training and the existence of 
accessible specialised advice. In fact a proper implementation of these two engines 
would attack simultaneously the problems and challenges posed in section 2: lack of 
understanding and dominance of domain specialists, shortage of in house data analytics 
expertise, bottlenecks in the labour market, lack of business cases, shortage of useful 
and affordable consultancy and lack of management and organisational models. 
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There are gaps in training both in the technological aspects, those related to database 
management, machine learning, data mining and knowledge of statistics and Operations 
Research, and in aspects of management. In other sections we have referred to the first 
aspect, that just a few years ago it was thought to be the bottleneck to a widespread of 
use of analytics and big data. Let us now have a brief comment with regard to the 
second, the importance of which, only very recently is starting to be realised. It is clear 
now, that a key to successful use of analytics is having people able to see where to use 
the analytical capabilities59, the question is to have people who ask provocative 
questions, who can guide the search of technical people towards business interesting 
findings, who can interpret their analysis, who can think of interesting experiments to be 
run and at the end who are really data-based decision makers. Naturally these needs are 
more noticeable and are less covered in SMEs. 
A prerequisite to both speed up the learning process and develop affordable consulting 
alternatives is to consolidate the knowledge about the best way to implement analytics 
into SMEs. This implies: collecting the knowledge already available, identifying 
success stories, finding the communalities, developing and trying methodologies and 
materials. It is necessary to synthesise the lessons into training materials and 
implementation steps, methods and tools.    
What are then the alternatives to speed up the learning process in the SME 
environment?  
In the long term, following the lessons of the TQM example discussed above it seems 
that the main alternatives lie in the university domain, the creation of programs 
specifically aimed at SMEs. Postgraduate and Master’s programs for the more technical 
aspects and MBAs and management education programs for the managerial aspects. 
Eventually this will lead to incorporate those topics into existing degree courses. Some 
companies are looking really long term, for example SAS has developed a web-based 
tool for teaching data analytics to high school students, accessible at 
https://www.sascurriculumpathways.com/portal/ 
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In the short term a quick development of the requisite technical and managerial skills 
needs the active support of Public Policies in the form of awareness campaigns 
involving public or semi-public organisations (chambers of commerce, professional 
associations, sector associations…), as well as active policies of subsidies or tax 
incentives. Putting together communities of practice and exchange forums, virtual as 
well as real will help to speed up the awareness and learning processes. A new and 
interesting possibility is the development of MOOC courses aimed specifically to 
develop the technical and managerial skills needed in SMEs.  
The key to the creation of an affordable network of consulting capabilities is to develop 
a well-established and proved analytic system to help SMEs to successfully use 
analytics and big data. Following the TQM analogy, the availability of high level 
general models such as the ISO 9000 or the EFQM as well as particular models for 
particular sectors or particular parts of the TQM global effort, facilitated the appearance 
of an ever growing cohort of consultants. Most of them would not have dared enter the 
business without such guides. In turn, the competition between them caused on the one 
hand an improvement of their services and on the other hand a drop in their prices.  
So, it is obvious that the development of a clear path to follow and tools to use will, in 
combination with the awareness and training measures, create a consultancy that is 
affordable and is a useful force. This could be complemented by services, on-site or on-
line, provided by chambers of commerce and sectorial associations 
 
7 OUTLOOK AND CONCLUSIONS  
We have reviewed the challenges for SMEs faced with the need to tackle big data 
analytics to achieve the breakthroughs that large organisations are realising. The 
problems for the SME sector are complex, multifaceted, and transversal over various 
dimensions like IT, data analytic intelligence, organisational structure, managerial 
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models, capital structure and requirements, consulting, labour market, data security and 
legal aspects.   
We have explored the IT requirements and state of the art solutions. Maturity models 
and organisational models for business and big data analytics have been discussed. We 
have reviewed the history of the spread of TQM as a blueprint for the management 
revolution that will be necessary to establish business analytics in the SME sector.  
What is now needed is a mechanism to help SMEs to get started. We recommend a 
program of research to address the areas of concern that SMEs feel. An improved 
maturity model tailored to SMEs would be a first step for SMEs to find where they are 
on the path to big data analytics. To progress the construction of this model, there needs 
to be a review of SME attitudes as regards their process perspective, their functional 
perspective and their corporate adoption perspective. Table 1 shows the relationship 
between SME challenges and aspects of data maturity, however, more work needs to be 
done to produce guidelines for SMEs. There needs to be a mechanism for helping SMEs 
find the best combinations of organisational models, and a way to assist them to 
combine open innovation concepts with big data analytics capabilities as a way of 
acquiring data analytics skills.  
Parallels with the adoption of new IT solutions and quality improvement initiatives such 
as TQM are helpful in determining how to assist SMEs. We can draw on previous 
successes in which massive intervention was funded on a national and European level as 
a way to bridge the gap between large organisations and SMEs. In terms of research and 
development, the complexity of the underlying problems requires a coordinated action 
involving several disciplines like IT, data analytics, economy and management science, 
jurisprudence, in close interaction with   industry and business associations and policy 
makers. Enabling such an action will require public funding. Such funding is justified 
due to its previous success and the fact that SMEs are the powerhouse behind European 
employment and economic success.   
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Table 1. Cloud computing infrastructures 
 SaaS:  
Software as a Service 
PaaS:  
Platform as a Service 
IaaS:  
Infrastructure as a 
Service 
Features Capability to access 
software running on 
servers maintained and 
deployed by third parties.  
An environment in which 
the operating system and 
server software, as well as 
the underlying server 
hardware and network 
infrastructure are managed 
by the vendor. 
A highly automated and 
scalable pool of computing 
resources, complemented 
by cloud storage and 
network capabilities. 
Advantages Reduced cost of software 
ownership, such as 
licencing and technical 
maintenance. 
User only manages specific 
functionalities of interest. 
Instead of having to 
purchase hardware, users 
can purchase IaaS based 
on consumption, similar to 
electricity or other utility 
billing.  
M
an
ag
em
en
t o
f 
Co
m
pu
tin
g 
Co
m
po
ne
nt
 Application Vendor User User 
Data Vendor User User 
Runtime Vendor Vendor User 
Middleware Vendor Vendor User 
Operating 
System 
Vendor Vendor User 
Virtualization Vendor Vendor Vendor 
Servers Vendor Vendor Vendor 
Storage Vendor Vendor Vendor 
Networking Vendor Vendor Vendor 
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Table 2. The relationship between the challenges SMEs are facing and the dimensions 
characterising their maturity as organisations that make effective use of data resources.  
 DIMENSIONS 
CHALLENGES 
Business 
Strategy 
Data 
Manag. 
Spec. 
people & 
skills 
Tech. 
infra. 
Enterpris
e adopt. 
Leadership 
and corp. 
culture 
Data 
gover. 
1.Lack of 
understanding     ***     **   
2.Dominance of domain 
specialists     ***     **   
3.Cultural barriers and 
intrinsic conservatism     **   *** ***   
4.Shortage of in-house data 
analytic expertise     ***   ***     
5.Bottlenecks in the labour 
market     ***         
6.Lack of business cases **         **   
7.Shortage of useful and 
affordable consulting and 
business analytics services 
  ** ** ***       
8.Nontransparent software 
market     **         
9.Lack of intuitive software   ** ** **       
10.Lack of management and 
organisational models ***       *** **   
11.Concerns on data 
security           * *** 
12.Concerns on data 
protection and data privacy           * *** 
13,Different venture 
concept         ** **   
14.Financial barriers   ** ** ***       
Legend: strength of the relationship/impact: * - low; ** - moderate; *** - high. 
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