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In recent times the need to deploy additional sustainable generation means has become 
more apparent due to the ever-changing landscape of the global energy generation 
sector. Australia’s changing consumer needs means new technologies like renewable 
generation sources such as solar PV systems have increased in popularity over time, 
though their full capability has not yet been met. Though their intermittent generation is 
cause for concern in maintaining a stable and quality power supply. This thesis aims to 
address the issues by developing a probabilistic methodology for the day ahead estimate 
of the maximum hosting limits capacity and minimum operating reserve requirements of 
a microgrid containing high levels of PV penetration.  
Before the commencement and development of the project, a wide range of methods 
from literature were analysed regarding microgrids and their use in this project. The 
comprehensive range of concepts of microgrids and their distributed generation were 
divulged and incorporated into the project methodology. To understand how to provide 
the probabilistic estimate of the maximum hosting capacity, three previously methods in 
literature were analysed, each providing more technically advanced approaches than the 
last. The same research approach was used to understand the methodology of 
developing a probabilistic estimate of the operating reserve. These methods range in 
methodology, from the Monte Carlo simulation method to advanced artificial neural 
networks. 
To provide the day ahead estimates, an artificial neural network is developed to generate 
the network parameter forecasts required, providing with it, a probabilistic range of input 
to a network model. The maximum hosting capacity limit will ensure the amount of 
renewable generation expected will not exceed the performance indexes required for, 
voltage level, line loading limits and generator reverse power flow. The minimum 
operating reserve will provide an estimate of the reserve generation required if there 
were to be a sudden drop in the renewable energy supply. The estimates are created by 
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modelling the IEEE 13-bus network in PowerFactory containing high levels of renewable 
generation. The programming functionality in this package has been utilised to automate 
the immense simulation, calculation and data collection processes required on a case 
by case basis. Statistical analysis is performed to define the probability of these estates 
occurring. The probabilities of these estimates will help network operators in making 
decisions for the control of the microgrid. Adding to these estimates were the PV 
generation capacity optimisations to increase the maximum hosting capacity limit. 
Several test cases were created to analyse the performance of the modelling automation 
developed.  Each of these cases created a different insight into the estimation and 
optimisation cases and their interaction with the performance indexes. The probabilistic 
estimations derived produced a normal distribution of values for each of the cases tested. 
Probability statistics are applied to provide the probability of such estimates occurring for 
the next day's operation. The optimisation successfully provided the maximised PV 
generation, setting a maximum hosting capacity within the performance index limits. 
The methodology developed was successful in providing the probabilistic estimation 
required and optimising the PV installed capacity. This method offered the use of 
advanced technology, such as artificial neural networks, to provide more reliable 
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Chapter 1 Introduction 
As many energy consumers move to greener and renewable energy sources (RESs), there 
are many challenges facing utility systems and how they can provide a safe electricity supply 
to their customers. Current utility systems are based on the one-way power flow model from 
a central point of generation, causing the power supply to rural customers to suffer. Microgrids 
(MGs) provide a decentralised network design where a location can be connected or 
disconnected from the primary grid [1]. These networks can contain its own distributed energy 
resources (DERs) such as solar, wind and battery energy [1]. This renewable DER challenges 
the typical network design of power flow direction as well as containing intermittent DER that 
can cause the power network to become unstable and fail. The volatility of these RESs 
requires safeguards in place to ensure continuous power supply [2]. By predicting the next 
day’s supply and demand, network operators can plan to ensure safeguards such as operating 
reserve (OR) if there is a drop in DER supply. Conversely, if there is too much DER, it can 
cause over-voltage, overloading of network components and network operators will be able to 
anticipate this by the networks hosting capacity (HC). The photovoltaic (PV) system capacity 
also needs to be maximised within the network operating limits to increase the renewable 
energy uptake while keeping the grid stable and clean in its energy supply. 
1.1 Scope 
An explicit aim has been defined to address the issues related to the high levels of DER and 
volatility of the RESs; from this, the objectives of the project were created. Two classes of 
objectives are defined in the project scope, primary and secondary objectives. Primary 
objectives are the non-negotiable requirements upon delivery of the project. Secondary 
objectives are those that would provide extra insight into the aim of the project, aiding the 
primary objectives or additional objectives added to the scope during the project’s 
development. Below are the objectives set out in the project’s scope. 
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1.1.1 Aim & Objectives 
As set out from the thesis project plan, the aim is to probabilistically derive an estimate of the 
minimum OR reserve and the maximum HC of an MG for safe network operation. This 
probabilistic insight into the network behaviour can aid the planning of services by giving the 
network operator the probable range of the systems’ requirements for the day ahead. From 
this, the primary aim is to deliver the probabilistic estimates of the HC and OR will need to be 
provided at a minimum from this project. To add to this objective, the development of forecasts 
developed using artificial intelligence (AI) algorithms toolbox hosted by Amazon Web Service’s 
(AWS) Sagemaker. The optimisation of PV installation capacity will also be conducted to 
increase the maximum HC that would aid network planning in the rolling out of new or 
expansion of existing PV in a network. 
1.1.2 Thesis outline 
Chapter 1 presents the basis and purpose of the project being conducted. The aim of the 
project is given, from which the primary and secondary objectives have been laid out. 
 
Chapter 2 contains the literature review where essential concepts regarding the project are 
researched, and other methods analysed. The first of these concepts include the basics of a 
microgrid, which will be the model used in the methodology. Forecasting and estimation tools 
and means themselves will be briefly analysed as the methods themselves are covered in 
detail through the rest of the chapter. OR and HC estimation methods are the main piece in 
this chapter as three methods of each are investigates, with each following using more 
advanced techniques.  
 
Chapter 3 contains the project’s methodology developed throughout the project’s life to 
achieve the aims and objective laid out in the project scope. The order of development follows 
the natural order that would take place in its implementation — beginning with the network 
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parameter forecasting development and deployment,  then onto the methods developed to 
create the estimations of OR and HC and finally the PV optimisation. 
 
Chapter 4 presents the results generated from the methods used in chapter 3. The forecasting 
results are presented as, preliminary, which are essential for their development stages, and 
final, for their final deployment into the next phase. Following are the OR and HC cases that 
produce the probabilistic estimates and their probability ranges. Finally, the results of the PV 
optimisation to maximise the HC. 
 
Chapter 5 discusses the results obtained and what they mean with respect the completion of 
the objective set out and addressing the project’s aim. Concluding remark for the project and 





Chapter 2 Literature Review 
2.1 Microgrid 
An MG is an ever-growing technology, gaining the interest of many in the power industry for 
their ability to provide a method of renewable integration and increase the reliability of 
distribution networks [3] [4]. MGs are typically low voltage (LV) to medium voltage (MV) 
depending on their location in a distribution network, but to be classed as an MG, the 
distribution zone needs to have its own generation source(s). It must also to be capable of 
entering an island mode, separating itself from the primary grid, operating as a single 
autonomous grid [5]. These two characteristics define an area as an MG and will be examined 
in detail to investigate the considerations that are required in MG development [1]. 
 
2.1.1 Islanding 
The purpose of a microgrid is to provide a community or district with the ability to be connected 
to the utility provider or to become disconnected depending on several factors. Reasons for 
disconnection can include the occurrence of faults or poor-quality supply from the primary grid 
such that a new power source is required to provide an adequate supply. The MG can 
automatically disconnect itself from the inadequate grid supply when the communications and 
control system detects the issue and opens the static switch or point of common coupling 
(PCC), the connecting point between the grid and microgrid [4] [1].  
 
2.1.2 Decentralised Generation 
For an MG to be self-sustainable when islanded from the grid power supply, there must be 
some source to supply loads in the MGs network. Two primary forms of generation can take 
place in an MG; behind the meter generation known as a distributed energy resource (DER) 
and a more substantial power source that may power multiple loads within the MG network 
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known as distributed generation (DG) [6] [7]. Both are within the MG area and can be 
considered together to know the total amount of generation seen from the PCC. These 
sources are typically connected in a parallel configuration to provide load sharing, with the use 
of DC/DC converters and inverters to supply AC loads from DC generation sources. These 
DC sources, converters and inverters can also be connected in a series arrangement to 
provide power without the use of the converters [4]. 
 
2.2  Forecasting and Estimating 
Forecasting will be utilised to give system operators an understanding of the future conditions 
and ensure appropriate preparation for the events [8]. This essential part of network operations 
can use many different modelling and forecasting techniques. These methods range from 
simple mathematical models to sophisticated statistical and artificial intelligence models [8], 
each having their strengths and weaknesses [9, 10, 11, 12, 13, 14]. Many packages exist to 
provide forecasting capabilities such as; Microsoft Excel [15], MATLAB and AWS SageMaker 
[16]. Forecasting falls into three ranges, short, medium and long-term durations, each aimed 
at specific types of problems. The most useful range for this project will be the short-term 
forecasting due to the issue falling in a timeframe of less than one month [17]. It is from these 
forecasts that estimates will create the required ranges of OR and HC. Microsoft provides a 
batch style of statistical forecasting in Excel and is easily accessible. While artificial neural 
networks (ANN) are more involved in their development, they are scalable and can have other 
types of data aside from the historical data such as; past or current weather conditions to 
provide the forecast required [8] [15]. From these forecasts, hourly estimates can be derived 
to provide the network operator with the safe level of OR compensation as well as the HC for 
safe network operation. 
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2.2.1 Operating Reserve 
Power networks require a back-up of generation in order to come back from unexpected 
events occurring such as generator dropouts or other network faults. In providing the reserve 
required, there needs to be the availability of more power generation or a reduction of energy 
consumption. Reserve specific generation sources are often used and are sized based on a 
deterministic method. This method sees the reserve capacity sized according to the largest 
generation unit loss in the network. This deterministic method causes there to be another issue 
of over or undersupply of reserve power. Under reserve causes system failures and can lead 
to involuntary load shedding compromising network security. While too much reserve is also 
not economical as reserve needs to be purchased and increases the system operation cost 
[18]. Reserve can also be made available by reducing consumption in the form of demand 
response by load reduction. Research by [19], discusses an example where demand response 
was used in which 370 New England consumer assets could provide up to 108MW of voluntary 
load reduction to improve network reliability and security. This voluntary load shifting, when 
required, would be compensated financially. There are many methods to achieve this optimal 
level of reserve, all aiming to provide an appropriate level of back-up or a reserve ensuring 
the estimate provides enough power in the network when it is needed [20].  
 
2.2.1.1 Mathematical Probabilistic Method [9] 
The first method proposes a day ahead probabilistic forecast that has trade-offs between 
reliability and economics. While more SR makes the system more reliable, it is also in the 
economic interest that the SR is minimised to reduce operating costs. Uncertainties, such as 
generation and load demands, are aggregated in order to reduce their computation 
requirements. A multi-step method is used to obtain accurate predictions mathematically, to 
estimate the combinations of faults. Probabilistic models are made of loads, wind turbines 
(WTs) and solar PV cells using historical data, the Weibull distribution method and unimodal 
distribution functions. A piecewise function was used for simplicity to relate the probabilistic 
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wind speed to WT power and a linear function for solar irradiance to PV power, which includes 
the efficiency of the conversion. 
 
This method looks to optimise the constraint functions of expected energy not supplied (EENS) 
and loss of load probability (LOLP) using the multi-step method. The EENS function includes 
inputs such as power generation and reserve power. Based on these metrics, EENS and 
LOLP, the method is developed to maximise the profit of the connected MG. Once the 
uncertainties of the system are aggregated, the EENS is optimised, and the capacity outage 
probability table (COPT) is constructed, after which it is combined with the aggregated 
uncertainties, and the EENS is optimised again creating a loop of optimisation. This loop is 
exited once the convergence tolerance has been met, otherwise the previous EENS will be 
updated in the next iteration and run again. A test case undertaken in this paper reveals a 6 
and 42 unit models which each had convergence tolerances of 0.07% and 0.022% 
respectively. These percentages are the difference between iterations to satisfy the method 
has converged to a solution. Results can also be graphed to show the optimal SR over 24 
hours.  
 
This method provides many interesting points of consideration when developing a method to 
provide the OR forecast. Key points to take away from this method include; the iterative nature 
that is implemented to achieve an accurate final result, economic considerations and using 
simplified models within the system to ease computational loading. However, this method is 
very mathematically dependant and would require much development to adapt. Load models 
were developed using the data of wind speed and solar irradiance and modelled the power 
generation through these other datasets, whereas this project will seek to model the direct 
output of the real system, simplifying what has been conducted in this case. 
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2.2.1.2 Statistical Security Scheme Design [10]  
This method of forecasting OR in an MG by [10] consists of performing a four-step analysis at 
each hour to provide a day ahead hourly forecast. The OR security scheme proposed is 
represented by the up and down SR capabilities of the controlled generation sources such 
that the increase in the forecasted demand is an increase in the usage of OR. A graphical 
hourly forecast can be produced of the next day’s reserve requirements using a mathematical 
model and appropriate historical data.   
 
A)  Generation Analysis  
Generation analysis takes the historical data of solar radiation and temperature into a 
MATLAB model to covert this information into the amount of generation from the PV source at 
each hour of the day. From the forecasted generation, the deviation is found to provide the 
range of potential generation fluctuations. This process repeats until all DG sources have 
been forecasted. Once completed, the total power availability is found with a normal 
distribution and the upper and lower bounds with a standard deviation method at each hour of 
the forecast.  
 
B)  Demand Analysis  
Demand analysis follows the same processes like the generation analysis by compiling the 
historical data of loads and creating a forecast and upper and lower standard deviation of the 
forecast for each hour of the day.  
 
C)  Net Demand Analysis  
Stage three considers the overall net demand in the MGs forecast by the difference in demand 
to generation. From this net demand forecast, the upper and lower standard deviations are 
found, which provides the respective SR forecasts for each hour of the next day.  
 
D)  Validation Analysis  
A validation of generation sources is required to analyse whether the DGs are sized 
appropriately to provide enough flexibility in the systems OR. Validation is performed by taking 
the difference between the real net demand and the forecasted net demand, providing a total 
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net demand variation. This variation from the forecast should be within the OR upper and 
lower bounds of what this system can actually provide, to keep frequency within its stability 
range.  
A test of this method was conducted to assess its viability on a standard MG model in 
Columbia consisting of a PV source and various loads, coupled via a PCC to the primary grid. 
In this test, all real-world data points were within the ranges of the standard deviations 
forecasted, except for the PV generation during a two-hour period where the generation was 
above the upper standard deviation range. This PV over-generation was countered by an 
increase in real demand with respect to the forecasted demand, resulting in the total net 
demand error being within the range of what the SR could provide.  
 
This method provides an approach to determining the security, represented by the OR range, 
of an MG with renewable sources present. This method is limited by it not taking into account 
the full 24-hour period and not testing the response to a network issue. However, it 
successfully provided the stability range of reserve required to stabilise the frequency of 
the MG during the day’s operation.  
 
2.2.1.3 Adaptive Wavelet Neural Network [11] 
The final OR method provides a day-ahead forecasting scheme using an ANN. This day-
ahead planning provides the ISO with the ability to size their OR most economically based on 
the provided forecast. The California ISO (CASIO) forecasts their OR based on the load 
forecasts; thus, its accuracy must be high. The hourly OR requirements are represented as 
time series data that is non-linear and non-stationary, and an adaptive wavelet neural network 
(AWNN) is proposed to approximate its behaviour. AWNNs are described to have strengths in 
“function learning, non-linear system identification and time series predictions” 
fitting the requirements and objectives set out by the CASIO.  The wavelet theorem provides 
the ability to analyse and transform signals into more ideal forms in real time due to their 
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“faster” algorithms [21]. The input data is immediately passed to the wavelet layer using the 
Mexican hat activation function, then the product layer and finally out from the AWNN.   
 
To test this methodology, the previous 48 hours of OR data is used to provide the 
forecast model. The model is updated every hour to provide the next step and SR required for 
the next day, and once the 48 hours are completed, the model is re-trained to provide a more 
updated network model. This model was tested over a week in winter and summer against 
another ANN without the wavelet layer applied, and the CAISO published forecast results to 
compare performances. To determine each method’s performance, the mean absolute 
percentage error (MAPE) is taken daily (DMAPE) and weekly (WMAPE) of 
the actual reserve against the forecasted requirements. The model’s uncertainty is also found 
through the weekly error variance, which provides confidence of the model provided. The test 
results showed that the AWNN performed the best with the lowest WMAPE and variances 
followed by the ANN and finally the CAISO model. The DMAPE also shows that the AWNN is 
the superior method in providing more accurate forecasts on the majority of days in both test 
weeks.  
 
The performance of the AWNN is clearly shown to provide ,very accurate forecasts of the day 
ahead SR requirements to optimise SR allocation. However, this method is limited by 
its test application in a large grid rather than in a microgrid without the consideration of 
intermittent sources. This can be countered by incorporating these sources in the input 
data set when training the network since the AWNN is based on an ANN and does not require 




2.2.2 Hosting Capacity 
At the other end of the DG spectrum lies the limit of too much generation in a distribution 
network. The HC is the limit of DG allowable on the distribution network before issues arise 
due to over generation. As renewable sources become more affordable and widespread, these 
issues are becoming more prevalent and raising concerns among utility 
operators. These performance degradations are primarily in the form of 
exceeding voltages and thermal capacities [22] [11]. Overgeneration causes power to flow 
into the grid from the DG sources on networks that were designed for one way power flow 
causing degradations in the networks. To limit this, utility providers give estimates of the 
amount of DG installations allowed to reduce this likely hood. The technical rules of the South 
West Interconnected Network (SWIN) managed by Western Power states that the voltage 
maximum voltage allowed through transmission and distribution systems above 6kV have a 
maximum steady state voltage of +10%, while below 6kV, the maximum is +6% [2]. The same 
ranges are valid for the rest of the state managed by Horizon Power about the voltage level of 
6.6kV [23]. These performance indexes (PIs) are where the systems’ operational limits lie and 
are used as the metrics that the systems are checked against in order to maintain normal 
operations. 
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2.2.2.1 Monte Carlo Method [12] 
This method provides the amount of PV generation in a distribution network possible without 
having to upgrade the system using Dig SILENT PowerFactory and the Monte Carlo 
simulation method. The PIs are defined first as the LVs and MVs on either side of the 
distribution transformer, the distribution line loadings and the distribution transformer 
loading. PI equations are defined for the Monte Carlo method to determine adequate 
performance for a given simulation. The model consists of three 40 MVA substations, 22 MV 
feeders and over 200 nodes. The analysis conducted a large number of simulations to capture 
the range of combinations of loads and PV generation so the probabilistic approach would be 
taken into account. To assess the maximum HC, the network was tested at minimum load 
conditions, the most undesirable and vulnerable case when large amounts 
of DG generation is present. This paper mentions that there are cases of “controlled” and 
“uncontrolled PV deployment”, referring to the installation planning of the DG. Controlled 
deployment having DG placed optimally to maximise HC, while uncontrolled refers to it 
being placed randomly without any regulation. The test conducted uses both of 
these deployment cases to check the viability of this method at 0.95 and unity power factors. 
The results give a minimum HC of 32.7 MWp in the uncontrolled case while the controlled 
case would allow up to 91.1 MWp. The minimum analysis case will be of most importance as 
this project will be aiming to forecast on a distribution system with PV installed as described 
in the uncontrolled scenario with random DG deployment.  
This paper provides useful PIs to test upcoming models against to verify the systems hosting 
capacity. This method provides a limited estimate of the HC and would need to be carried out 
at differing levels of loading to provide a better estimate in different scenarios giving a more 
functional outlook on the HC. This methods approach to defining the singular HC limit is 





2.2.2.2 Stochastic Method [13] 
This paper analyses the amount of PV that can be placed on a distribution feeder using a 
stochastic methodology with MATLAB and OpenDSS. This approach to 
estimating HC allows for as many random model combinations to be analysed with a range of 
PV and load scenarios to be considered. The procedure begins by inputting irradiation and 
load data from the network, which has been done using MATLAB, followed by selecting the 
operation of the smart inverters. The second step was randomly selecting the PV deployment 
and its penetration at the buses/nodes. The initial power generation set to 50% of the load at 
that bus/node. Next, the model runs a load flow with the given parameters in this system using 
a network simulator to test the systems hourly; in this case, OpenDSS was used. The power 
quality PI metrics; overvoltage, voltage deviation, phase imbalance and dynamic voltage are 
collected to evaluate the performance of each case and are tested to see if they are within the 
acceptable performance range. The load flow was repeated, and data collected with PV 
generation increasing by 50% per iteration until 400% of the load demand was reached. Once 
complete, another deployment scenario will be tested until the set amount of test 
cases is reached, which was 500 in this example. The method was tested on an IEEE 33-bus 
distribution network, and data for all four power quality indices were compared to give the 
range of acceptable DG. The analysis of the DGs performance in a specific deployment 
case shows each point’s highest voltage in the network and covers three types of ranges. The 
range for which there are no violations, some or all cases violate the PIs. The deployment and 
loading case with the highest DG without breaching any PIs is where the maximum HC lies.   
This method provides a useful approach to considering the many combinations of the PV 
deployment and loading demands throughout a distribution network for estimating out the 
HC. This method considered several different deployment cases, so this project will seek to 
implement similar case scenarios to provide a full development of the maximum HC over 
numerous MG scenario. This analysis method will also provide a useful basis for data 
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collection when training an ANN and performing the optimisation of the PV installation 
capacity.  
2.2.2.3 Multilayered ANN [14] 
This paper presents a method of optimising the DG of interconnected DC MG networks using 
a supervised multilayered ANN. The primary aim is to optimise the generation capacities 
throughout the MGs with minimal reliance on the supply of the grid. This method uses a DC 
MG system rather than AC to provide a simplified analysis, with the losses between DG 
sources and loads near each other on a node being negligible. Generation and load capacities 
are varied within realistic bounds while always maintaining a steady supply to critical 
loads. The network consists of four microgrids interconnected with the first 
making the connection to the utility supply and MG IV connecting to MGs I, II and III. To 
substitute the utility supply, MG IV is set to become the networks primary power source. To 
optimise the level of DG at MG IV, a supervised ANN is developed that uses a large amount 
of input-output data for training based on the load flow data from the network. A comparison 
of training methods showed that the Levenberg-Marquardt (LM) back-propagation algorithm 
provided a better and faster function approximation. The LM algorithm performs similarly to 
the steepest descent method, such that when the solution is far from the optimum, it 
can guarantee convergence. It then takes on Gauss-Newton method characteristics once the 
solution is closer to the optimum [24]. The ANN developed consisted of two hidden layers 
using the log-sigmoid activation function to provide the function estimate. The 
initially estimated capacity was at 1 MW; however, after the optimisation process, results 
concluded that the optimal generation of MG IV lay in the range of 700-800kW with no utility 
connection. This method of optimisation using ANN gives a practical approach to determining 
the HC of an interconnected MG network. While this was optimising just one MG, adaptations 
can be applied to the ANN to focus on a single MG or the entire system as well as other data 
types such as the weather and geological conditions better estimations.   
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Chapter 3 Development and Testing 
Methodology 
This chapter will cover the development of the methodology required for meeting the 
objectives defined in the project scope. Methodology development took place over three key 
stages. Firstly, creating the predictions for the next day’s load demand and solar generation 
using AI in the form of time series forecasting within AWS SageMaker. Secondly, 
probabilistically estimating the HC and OR including the OR validation using PowerFactory 
and Excel. Finally, the optimisation of the PV install capacity to achieve the maximum level of 
solar generation in the network using PowerFactory (Figure 3.1). Each stage of development 
will be discussed in detail in this chapter, and the results presented in Chapter 4. 
In providing the look ahead estimation capabilities set out in this project’s scope, network 
conditions are required forecasting for some time in advance. The forecasts supplied to the 
network are performed over the short term forecast horizon of 24-hours at 1-hour intervals, 
selected based on its use in previous research [9] [10] [11]. This selection is in addition to the 
data processing burden that would come from selecting a more extended period, such as 
several days or weeks.  
 
Figure 3.1. Key Methodology Development Stages 
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3.1 Network Forecasting 
The method of developing the forecasts required was performed using a cloud computing 
machine learning service, AWS SageMaker. This service provides tools, support and 
environment for rapid development and training of ANNs for a wide range of applications. The 
development takes place in a Jupyter notebook, using Python 3.6, which is linked to AWS, 
integrating the extra functionalities provided through the SageMaker service. SageMaker 
provides many machine learning algorithms and example scripts that use these algorithms for 
quick implementation by developers. In order to quickly begin the OR and HC estimations, an 
example provided in this service has been customised to meet the specific requirements of 
this project. The cloud computing services available also allows developers to access the 
service on different devices compared to local computing [25] [16]. The network forecasting 
development takes part over four stages; pre-processing of the input data, training of the ANN 
model, deployment of the model to provide forecast predictions and post-processing of the 
data ready for it to be transferred into PowerFactory. 
 
3.1.1 Pre-Processing Data 
3.1.1.1 Selecting Data 
The data the ANN model was trained on was sourced via Kaggle, an online data resource 
website, containing free-to-use datasets for those developing their data science and machine 
learning skills [26] [27]. This data was originally sourced from Open Power System Data 
licensed under the Creative Commons for free use in this project. The dataset selected 
consists of timestamped hourly load demand and solar generation in Italy for 2015 and 2016 
(Figure 3.2). Figure 3.3 shows the load demand and PV generation for the first week of 
February 2016, providing the loading and solar generation profile throughout the day. This 
data source provides the one-hour interval data required for two years, making it a suitable 




Figure 3.2. Raw Data from Kaggle [27]  
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3.1.1.2 Data Input and Jupyter Notebook Setup 
To process the data into the required format an application called Jupyter notebook, an editing 
environment for the programming language Python 3.6, was set up. Python is an object 
orientated programming language which allows a range of functions to be applied specific 
object depending on that object’s structure [28]. In this case, there is one primary object type 
from which the data processing takes place, known as a ‘dataframe’. Some of the critical 
libraries to interact with data frames and data files include; Comma Separated Value (CSV), 
numpy, pandas and sagemaker. To set up the data processing, the load and generation files 
were merged into the same file location as the Jupyter notebooks predeveloped ML script from 
AWS. Following on from the setup, the pandas ‘read_csv’ function was used to import the raw 
dataset and became a dataframe so the data processing can begin. Two separate scripts are 





3.1.2 Training Models 
A forecasting model was essential to provide the forecasting capabilities required to achieve 
the day-ahead predictions of the load demand and solar generation, as described in the 
objective of the project. The time series predictive algorithm provided in Sagemaker was 
selected as the forecasting model, called ‘DeepAR’ [16]. The DeepAR algorithm is designed 
for the prediction of time series data models as it uses recurrent layers in the ANN, making it 
a recurrent neural network (RNN). The RNN’s structure is shown in Figure 3.4 [29], where its 
primary feature is the feedback pathway. The feedback capability of the RNN allows the 
previous predictions to be passed on to the next time step’s prediction, creating the sequential 
prediction to fit the time-series data [30]. The model is mathematically represented using 
equations 1 and 2, where, U , V and W are the weights  for the hidden, output and timestamp 
layers respectively, σ is the sigmoid activation function, and softmax function returns the 
probabilities of the predicted values, in turn the output value required at each time step [31] 
[32].  Other types of ANN models utilised in the field of power systems forecasting include 
Feed Forward (FF) [33] and Long/Short Term Memory (LSTM) [34]. While each of these 
models have their place in forecasting, FF models lack the sequential component present in 
the RNN and the LSTM, while it can provide more accuracy, brings with it more complexity 
than the RNN [35].  
 
𝐻(𝑡) = 𝜎(𝑈 ∗ 𝑋(𝑡) + 𝑊 ∗ 𝐻(𝑡 − 1))    (1) 





Figure 3.4. RNN Structure [29] [31] 
 
DeepAR requires a scalar data set from which it will train, meaning the time-stamp that with 
the time series data is not necessary for development. Instead, the time-stamp is specified in 
the script along with its frequency, in this case, on 11/02/16 at 00:00:00 at 1-hour for this time 
steps. The scalar data requires separation into two parts, training and testing, in order to 
conduct the appropriate performance validation. Several hyperparameters are available for 
configuration each affecting how the model’s training is conducted. As the machine learning 
(ML) aspect of this project is to be a learning experience primarily, a selected few of these 
hyperparameters will be tuned, and their results analysed. The details on the hyperparameters 
used are provided in Table 1. Other hyperparameters have been kept at their default values 
set by AWS to maintain standardised testing to understand the effects of each hyperparameter 






Table 1 Model Hyperparameter Descriptions [16] 
Hyperparameter Description 
Context Length The amount of prior data the model uses when making its 
prediction. E.g. 1,2 or 3 days, weeks or months.  
Number of Layers The number of hidden layers created in the ANN. See 
Figure 3.5. 
Epochs The number of epochs defines the number of training 
iterations made on the model. 
Learning Rate The learning rate specifies the size of the adjustments 
made to the model during training [36]. 
 
 
Table 2. Constant Hyperparameters Values [16] 
Hyperparameter Description Value 
Data Frequency Interval of time series data 1 Hour 
Prediction length Forecast Horizon 24 Hours 
Number Of Cells Cells in the RNN (see 
Figure 3.5) 
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Likelihood Probabilistic distribution of 
forecast samples. 
Gaussian 
Mini Batch Size Size of the batch to 
perform error and update 
calculations [37].  
32 
Dropout rate The rate at which the 
model’s nodes are 
temporarily removed to 
improve training efficiency 
and reduce overfitting [38]. 
0.05 
Early Stopping Patience The number of epochs 
with no improvement to 






Figure 3.5. RNN Single Time Step Layout [29] 
 
3.1.3 Forecast Deployment 
To obtain the forecasted data from the trained model, an endpoint needed to be created to 
generate the predictions requested. An endpoint is an interface between the user requesting 
the forecasts and the trained Sagemaker model [16]. The procedure of creating all of the 
predictions uses the single prediction request method and has been developed to perform this 
request 100 times by containing the request in a loop that was performed 100 times. This 
segment of the script will then produce the predictions of the load demand or solar generation 
requested. Further developed was required to store them in separate CSV files for the post-
processing of the forecast datasets Figure 3.6. 
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For assessing the performance of the forecasts developed, the Root Mean Squared Error 
(RMSE) (3), Mean Absolute Error (MAE) (4) and Mean Absolute Percentage Error (MAPE) (5) 
was utilised to analyse the forecasted load demand and PV generation. RMSE is required to 
provide an insight into the outlier errors that occur as this method is particularly sensitive to 
these errors. However, the RMSE lacks in providing a good indicator of a mean error 
occurrence, which is why the MAE is also utilised to provide a broader error insight [39]. While 
these two metrics provide the absolute error of the data set, it is also useful to include a relative 
error metric such as the MAPE to include a sense of relativity in the error representation [40]. 
𝑅𝑀𝑆𝐸 =  √
1
𝑛
∑ ((𝑎𝑖 − 𝑓𝑖)
2)𝑛𝑖=1   (3) 
𝑀𝐴𝐸 =  
1
𝑛
∑ |𝑎𝑖 − 𝑓𝑖|
𝑛
𝑖=1      (4) 
𝑀𝐴𝑃𝐸 =  
1
𝑛
∑ 100 ∗ |𝑎𝑖 − 𝑓𝑖|
𝑛
𝑖=1     (5) 
 
 




3.1.4 Post-Processing Data 
Before the data could be ingested into the PowerFactory scripts, the day’s predictions of the 
load demand and solar generation needed to be combined to correctly perform the load flow 
simulations of each day Figure 3.7. Based on the method of data intake developed in the DPL 
script, the data sets needed to be paired on an hourly basis. This stage also includes the final 
scaling of the data to ensure prediction magnitudes are suitable to be used directly as the 
individual loads (kilowatts) and PV generation (Megawatts) values. To achieve this, the data 
processing notebook was developed to scale and pull each row from both CSV files and 
combine them into a single column in a separate CSV file. The script goes through predictions 
selecting hour by hour of the two forecasts scaling the load demand by 0.01 and solar 
generation by 0.00001. The two values are then appended to day’s array to combine them 
into the final forecast as what is shown in Figure 3.8. 
The final step in the post-processing was to export the 100 CSV files to a location accessible 
by PowerFactory. The access location was set as the ‘C:\temp’ folder, which means the data 
would have to be downloaded and placed in this location manually. The only way to download 
the files through the Jupyter notebook directory is to download each file one at a time. A more 
efficient method was discovered, whereby entering the command “!tar chvfz notebook.tar.gz 
*” into a notebook would create a GZip (GZ) file containing all files within the Jupyter directory 
[41]. The GZ file then needed to be converted to an accessible ZIP file type from which the 
predictions can be extracted using the website “extract.me”. Once completed, the files were 
downloaded, copied and pasted into the temp folder. This method of extraction was deemed 




Figure 3.7. Data Processing Block Diagram 
 
 
Figure 3.8. DPL Data Structure Required 
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3.2 Network Modelling 
DIgSILENT PowerFactory is a power system modelling application used to perform the 
network modelling to determine the HC and OR in a given system. The network selected for 
the modelling was the IEEE 13 bus network containing ten loads and PV systems (Figure 3.9). 
This network was separated into two regions, as shown in Figure 3.9, which will have the 
contained PV systems activated or deactivated to create case testing scenarios for the HC 
and OR. To validate the network’s performance, three performance indexes (PIs), voltage 
limits, reverse power flow and line overloading, were selected to ensure safe network 
operating limits as seen in Table 3. Voltage limits measured at each bus, current loading over 
all lines and reverse flow into generation assets were performed to ensure their quality and 
safe operation without causing damages or failures to assets [42].  
The loads and PV systems represent the total load demand and solar generation for the bus 
where it is located. All load demand is distributed equally across all buses in the network, and 
the PV generation is distributed evenly up to the optimised limit or prescribed limit.  To provide 
the load flow testing of each hour of the 100 predicted days, the DIgSILENT programming 
language (DPL) was utilised in its scripting environment to automate the load flow testing, 





Figure 3.9. Network Diagram with Regions 
 
Table 3. Performance Indexes 
Performance Index Range 
Voltage 0.95<𝑉𝑝𝑢<1.02 
Line Loading 𝐿<100% 







3.2.1 HC and OR Estimation 
This project defines the maximum HC to be represented by (6), where the ratio of solar 
generation to total network generation is taken. The project focuses on the maximum HC for 
each day’s prediction set and the setting of the limits in the network. The HC validity can only 
exist when no PIs have been breached and in the range of 0-100%, any lower would indicate 
negative generation existing in the network. Conversely, a higher HC than 100% would 
indicate the presence of reverse power flow through the generator. This equation intrinsically 
includes the reverse power flow PI by that fact that if, 𝑃𝑆𝐺<0, the HC is exceeding 100%. The 
point where the maximum HC occurs is then used for the estimation of OR. 
OR is estimated to be the total amount of solar generation multiplied by the fluctuation factor 
(FF) (7). The FF is the percentage value of solar generation fluctuation in a given day to 
account for the possible dips in the generation that may occur [43]. This factor is introduced 
as a novel concept for protecting the network again the volatility within high DER networks. 
The FF could be generated based on weather data or some other means, but for the purpose 
of this project, was arbitrarily set to provide an estimate of the reserve to cover potential PV 
generation dips. The OR then needed to be validated to ensure the estimate is acceptable for 
a given FF. To do this, (8) must hold, such that the power required from the central point of 
generation does not exceed the amount of generation before the fault, plus the reserve 
estimated for it. The PIs also need to be validated for the fault and be within their specified 
bounds to ensure safe network operation. This reserve was intended to come into use 
immediately and was tested on the point in time that had the most substantial maximum HC. 




        (6) 
𝑂𝑅 = 𝑃𝑃𝑉 ∗ 𝐹𝐹  (7) 
𝑂𝑅 + 𝑆𝐺1 > 𝑆𝐺2 (8) 
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3.2.2 Installation Capacity Optimisation 
To optimise the PV install capacity, the solar generation data was scaled linearly hour by hour 
to achieve the highest HC possible before a PI breach. The data is scaled between 1 and 100 
in multiples of 1 of the usual amount of solar generation, as used in the estimation stage. This 
range is required to ensure the full spectrum of possible generation values tested. The 
granularity of the step size was selected as 1 due to the significant computational burden 
present of running 100 load flows per hour. This step size results in 2,400 load flow tests per 
days prediction, of which there are 100, thus 240,000 load flow tests were run per optimisation 
case. By using the range of different load demand and solar generation, prediction 
compensates for the lower granularity of one multiple gains following each optimisation 
iteration. 
 
3.2.3 Case Tests 
The testing cases to be used in the estimation and optimisation are described in Table 4. 
Cases 1-3  were used to provide the probabilistic estimates with different regions active. Cases 
4-6 performed the solar generation optimisation for the same network activations as cases 1-
3 to view the possible maximum HC for the estimated cases. Cases 7-9 were created to show 
the solar generation, and HC limits being restricted by the PIs (Table 3). Case 7 was developed 
to show the limit of the HC by approaching the reverse power flow PI while demonstrating the 
customisable solar generation limits. Case 8 illustrates the scenario where a solar farm is to 
be located on bus 11 and its generation limit to be constrained by the voltage PI. Case 9 was 
transformed to be an altered case 8 due to the need to demonstrate the HC being limited by 
the final PI. However, to successfully demonstrate this, the line loading limit is reduced from 
100% to 36% to show the influent of the line loading PI.   
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3.2.4 Program Functionality 
This section will go into the functional methodology used in the development of the DPL 
automated script. Before the script can be run in its entirety, several steps must first be carried 
out. These steps include ensuring all DPL input files are located within the ‘C:\temp’ file 
directory (Figure 3.10), an empty matrix has been initialised, and within this matrix, the 
networks case parameters are valid (Figure 3.11).  
Case 
Number 
Case Type Case PV Description 
1 Estimation All PV in service & No PV Limits 
2  Estimation Region 2 PV Out of Service 
No PV Limits 
3  Estimation Region 1 PV Out of Service 
No PV Limits 
4 Optimisation All PV in service & No PV Limits 
5  Optimisation Region 2 PV Out of Service 
6  Optimisation Region 1 PV Out of Service 
7  Optimisation Custom PV Limits applied 
8  Optimisation Single PV system 




Figure 3.10. DPL Input Data Files Located in Correct Directory 
 




    Figure 3.12. DPL Estimation/Optimisation Control 
 
    
Figure 3.13. DPL Script Overview    
 
Summary of the Load Flow Algorithm 
1.1) Access DPL input data files from C:\temp. Create an 
output data file for the new day’s predictions. 
1.2) Read the hour’s prediction of load demand and solar 
generation from DPL input file. 
1.3) If optimising, apply the scaling factor to the hour’s solar 
generation. Note: To go between estimation and 
optimisation, the exit loop condition (Figure 3.12) should 
be ‘scale <=100’ to optimise or ‘scale <=1’ to estimate. 
1.4) Apply load and PV generation to network units. 
1.5) Is the current HC value greater than the previous for the 
day? 
1.6) Have all PI’s been adhered to for the load flow? (Bus 
Voltage, Line Loading & Reverse Power Flow ) 
1.7) This iteration has the new maximum HC, and the 
network parameters are temporarily stored in the matrix 
until the day’s predictions are complete. 
2.1)      OR estimation begins by fetching the temporarily stored 
data and network parameters and applies them to the 
network for validation during the specified FF fault. 
2.2)      The PI’s and OR validity condition (3) are checked to 
determine whether the estimated OR is valid or invalid. 
2.3)      All data from the day’s iterations are stored in the matrix 













Chapter 4 Results 
The presentation of results will be laid out based on the order of progression set out in the 
projects methodology order of development. First, will be the results of the ANN forecasts 
developed for network prediction, covering the tuning of the hyperparameters and forecast 
data ranges. Secondly, the HC and OR probabilistic estimations and reserve validation are 
presented. The cases will be used to show the performance of estimation in meeting all of the 
objectives set out. These functionalities will include meeting the PIs and other network 
behaviours throughout this analysis. Finally, the PV installation optimisation of each case will 
be presented and their resulting HCs.  
 
4.1 ANN Forecasting 
The models created first underwent tuning and testing of factors, including training data size, 
number of layers, and learning rates. These preliminary results will be presented before the 
final results of each model that was developed and used for the final forecast deployment into 
the PowerFactory model. 
 
4.1.1 Preliminary Load Forecasts 
To understand the tuning effects of hyperparameters on the DeepAR algorithm and load 
demand forecasting, the number of layers and the context length are tuned to improve the 
accuracy of the predictions. For the first tuning case, the number of layers, the initial context 
length used is 14 days; all other parameters are as presented in Table 2. 
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4.1.1.1 Number of Layers 
The tuning of the load forecast initially began by merely viewing the response from the 
predictions provided to save time during the development stage to reduce the initial 
computational burden. The model’s number of layers and training data set size were adjusted 
to compare the effects of manipulation of each. The first hyperparameter tested was the 
number of layers in the ANN, ranging from three to eight layers. The results of each test show 
the target values against the prediction, from which the observable performance can be 
conducted (Figure 4.1). It can be seen that the three-layered ANN has a significant offset from 
the target compared to the other layered settings. At four layers, this offset had been reduced, 
providing a closer prediction. At six and eight layers the offset has been substantially removed 
with smaller errors remaining at a few points, which are still less than those occurring at three 
and four layers. Moving forward into further testing, six layers were selected for the number of 
layers in the DeepAR RNN. 
 
 
Figure 4.1. ANN Layer Comparisons 
3 Layers 




4.1.1.2 Context Length 
The other parameter tested in load forecasts was the training set size, from 7 to 21 days, 
configured in the context length. These two training settings are trained using the same 
parameter settings as in Table 5. For the two context lengths tests conducted, their error metric 
is provided in Table 5. These error calculations have been taken across all 100, 24-hour 
predictions resulting in 2400 test points, with the 21-day case with the lower errors. Figure 4.2 
and Figure 4.3 shows the respective training set periods and a single prediction case selected 
from the prediction set, showing the predicted values following closely to the actual values. 
The complete set of predictions are shown in Figure 4.4, illustrating all 100 cases of the 7 and 
21 context predictions against the actual load demand. Across the average of all predictions, 
the 21-day context length performance provides a closer prediction of the actual dataset when 
compared against the 7-day performance Figure 4.5.  
Table 5. Context Length Error Metrics 
Metric 
Value 
7 Days 21 Days 
RMSE 2442.17 918.379 
MAE 2361 kW 770.891 kW 




Figure 4.2. 7-day Context Length Forecast 
 




Figure 4.4. Load Demand Context Length Comparison 
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4.1.2 Final Load Forecast 
The load forecast was performed for the 24 hours commencing on 11/02/16 at 00:00:00. The 
demand forecasts produced are generated from the ANN modelled train on 21 days of sample 
data (Figure 4.3) with the hyperparameters shown in Table 6.  
Table 6. Final Load Model Hyperparameters 
Hyperparameter Value 
Learning Rate 0.001 
Epochs 50 
Number of Layers 6 
Context Length 21 Days 
 
The 100 predictions generated using the finalised ANN are compared to the actual, assessing 
the model’s performance. The results of the predictions are shown in Figure 4.6 at each hour 
for the required 24-hour period, overlayed with the actual load demand. The first 12-hours of 
predictions show that the clusters lie near to the actual demand. The error metrics are shown 
in Table 7, showing the RMSE to be larger than the MAE. The MAE tells us the average error 
to occur over the 2,400 hourly predictions was 771 kW. However, with the scaling applied 




Figure 4.6. Final Load Prediction Dataset 
 

























RMSE 918.379 kW 
MAE 770.891 kW 
MAPE 2.0843% 
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4.1.3 Preliminary PV Forecasts 
The preliminary forecasting follows a similar path as the preliminary load forecasting. These 
early results helped to define the tuning, thus the final model’s outcome before being 
implemented into the PowerFactory model. The parameters altered in the development of the 
PV generation forecast are the learning rate and context length and number of epochs. 
Throughout the testing of these hyperparameters, all other hyperparameters are kept constant 
using the values given in Table 8. 





4.1.3.1 Learning Rate 
The first hyperparameter test was conducted on the learning rate of the model using a context 
length of 1 week using 20 epochs. Shown in Figure 4.7 and Figure 4.8 are single predictions 
pulled from the 100 predictions generated using the learning rate of 0.001 and 0.003, 
respectively. The learning rate of 0.003 presents negative values and random generation 
profiles and, the 0.001 learning rate provides a smoother generation profile without producing 
significant negative values. Figure 4.9 presents the averages of the set of predictions made 
giving similar results across the day. However, the error metrics for this test, shown in Table 
9, show the higher learning rate producing more significant errors than the lower learning rate. 
Due to the zeros in the target dataset, the MAPE cannot be provided. In both error metrics, 
there is a substantially larger RMSE than the MAE showing there are more errors that are 
outliers than the average error. Overall the learning rate of 0.001 has provided lower errors 
compared to that of the 0.003 learning rate and is used in the next stages of hyperparameter 
tuning.  
Hyperparameter Value 
Learning Rate 0.01 
Number of Epochs 20 





Figure 4.7. 0.001 Learning Rate 
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Figure 4.8. 0.003 Learning Rate 
 
Figure 4.9. PV Learning Rate Averages 
Table 9. Learning Rate Comparison Error Metrics 
Metric 
Learning Rate Value 
0.001 0.003 
RMSE 1440.765 1617.405 









































































































































































































4.1.3.2 Context Length 
Once the learning rate was finalised, the context length was tested using input ranges from 7 
to 21 days with a single plot result of each shown in Figure 4.7 and Figure 4.10, respectively. 
The model that was trained using the 21-day context length does not reach zero nor meeting 
the peak in the middle of the day and contains very sporadic changes over time (Figure 4.10). 
The 7-day model (Figure 4.7) performs more effectively in meeting this target and is reflected 
in the error metric presented in Table 10. While both cases present significantly higher RSME, 
the MAE is much lower than in the 7-day case, making it a much better option to use. Further 
performance of the two tuning cases is shown in the averages of the 100 predictions for the 
day (Figure 4.11), where the 21-day case fails to come close to the target data set. The 7-day 
prediction context length has far outperformed the 21-days case and will be carried forward 
into the final hyperparameter tuning test. 
 
 





Table 10. PV Context Length Errors 
Metric 
Context Length 
7 days 21 days 
RMSE 1440.765 1795.57 
MAE 879 kW 1397.2 kW 
 
 



































































































































































































Average Context Length Comparison




The final hyperparameter tested in the PV generation forecast was the number of epochs 
allowed for training the model. Figure 4.12 shows a single prediction taken from the 50 epoch 
trained model which follows the target dataset quite closely. Some consistent errors can be 
visualised at the end of the day’s generation as well as sporadic peaks during the middle of 
the day. The error metrics for this test are presented in Table 11, showing the 50 epoch trained 
model producing higher errors than those seen in the model trained over 20 epochs. However, 
the averages of the 100 predictions generated by each model, shown in Figure 4.13, show 
that the 50 epoch model provides a closer prediction on average. Due to this discovery, the 
errors are then calculated again for the single averaged prediction. These secondary errors 
are shown in Table 12, showing the 50 epoch model with less error than the 20 epoch model. 
The reason for this occurrence is supported by Figure 4.14 showing the 50 epoch model being 
much more sporadic than the 20 epoch model, with many of the data point being above the 
20 epoch model, indicating the 50 epoch model produces much more varied prediction over 
the 20 epoch model. 
 
 
Figure 4.12. 50 Epoch Prediction Example 
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RMSE 1440.765 1612.966 
MAE 879 kW 1044.4 kW 
 
 
Figure 4.13. Epoch Training Averages 




RMSE 596.59 kW 352.5 
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4.1.4 Final PV Forecast 
The finalised forecast model’s hyperparameters used in the PowerFactory system are set out 
in Table 13. Following the preliminary results, the 20 epoch model was selected and was taken 
forward due to the more consistent prediction produced across all 100 days. The final error 
metrics for this model are provided in Table 14, producing an MAE less than the RMSE 
signifying the outlying data error is more prevalent than the average error across the 2,500 
predictions made. This is supported by the individual predictions with each of their prediction 
pathways shown in Figure 4.15. Following the final data preparation scaling, the final PV 
generation data going into the PowerFactory model takes the same data but is scaled by 
1/100,000 as seen in Figure 4.16. 
Table 13. Final PV Forecast Hyperparameters 
Hyperparameter Value 
Number of Layers 6 
Number of Cells 40 
Epochs 20 
Learning Rate 0.001 
Context Length 7 Days 
 
Table 14. Final PV Model Errors 
Metric Value 
RMSE 1440.765 kW 





Figure 4.15. Final PV Model Prediction Comparison 
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4.2 HC and OR Estimation & PV Optimisation 
The results for the estimation and optimisation consist of several cases that each demonstrate 
a different functional aspect of the development for this project. The results will be structured 
in a case by case manner, each highlighting their characteristics. Each case has its network 
operation parameters set, and Table 4 should be referred to during the analysis of each case. 
More details on the individual cases can be found in Table 18, Table 19 and Table 20. Due to 
a large number of graphs produced in the generation of results, cases 2 and 3 results are 
located in A.1.1.1 and A.1.1.2, respectively. 
4.2.1 Estimation 
Figure 4.17 presents the results of the average maximum HC estimate, showing that case 1 
produces the highest HC for the next day producing 14.7% of renewable generation provided 
by the PV in the network. Case 1 is followed by case 3 and finally case 2 for achieving the 
highest level of HC. The same order applies for the OR requirements of the cases as the 
higher levels of renewable generation requires more reserve to account for the possible 
fluctuations shown in Figure 4.18.  
 



































Figure 4.18. Average Maximum OR for Estimation Cases 
 
As shown in the frequency graphs for each case, HC and OR (Figure 4.19, Figure 4.21, Figure 
App 1.1, Figure App 1.3, Figure App 1.5 and Figure App 1.7), of all the predicted estimates 
fall into a cluster of values. From this frequency histogram, the occurrence of the estimated 
values are illustrated, and the histogram follows a normal distribution due to the grouping of 
data points around the mean value. As these data points represent real-world values that can 
take on any value, they will need to be treated as a continuous random variable [44].  
Equation (9) is utilised to process this data into a normal distribution curve, where the inputs 
of the data set's mean (µ) and standard deviation (STD) (𝜎) are required [44]. The mean and 
standard deviation of the 100 possibilities for each case are provided in Table 15. As a 
standard for the normal distribution the first, second and third deviation ranges reflect a 
specific range of probabilities which for these cases, the HC and OR are provided in Table 16 
and Table 17. The means and STDs follow each other in their scaling just as the HC and OR 
averages do. An essential property of (9) is that the area beneath it is equal to 1, providing the 
probability of a selected range of values. Due to the continuous data type that is the OR and 
HC, there exists an infinite number of possibilities that can occur; therefore, a range is required 
























resorting to numerical methods, requires the use of Z-tables to calculate the probabilities of 
these ranges. As the computing facilities are available, the mathematical function is known as 
the error function (ERF) (10) was investigated [45]. The ERF is required to develop the 
cumulative distribution function (CDF) (11) to provide the probabilities of the OR and HC 
occurring [44]. The probability of any range can then be realised by combining (11) at two 
different points (𝑎 and 𝑏) as developed in (12) to determine the probability in a range of the 
OR and HC estimates.  
 





2𝜎2     (9) 





     (10) 
∫𝑓(𝑥) =  𝑔(𝑥) =  0.5 ∗ (1 − erf (
µ−𝑥
𝜎√2
))  (11) 
ℎ(𝑎, 𝑏) =  ∫ 𝑓(𝑥) = 𝑔(𝑏)
𝑏
𝑎
− 𝑔(𝑎)   (12) 
 
For each estimation case, four graphs are generated; HC distribution (Figure 4.19), HC 
probability (Figure 4.20), OR distribution (Figure 4.21) and OR probability (Figure 4.22). The 
distribution graphs contain the frequency histogram with the normal probability density 
function (PDF) overlayed showing the distribution-probability correlation. The bin ranges for 
the estimates are set as the upper limit for that bins range. For example, in Figure 4.19, the 
interpretation of the bin labelled ‘15’, this contains values in the range of 14.5< 𝑥 ≤15. The 
probability graph contains the PDF and the cumulative distribution function (CDF) to show the 
area beneath the graph that represents the continuous probability [44]. The legends for both 
graphs have been set out to indicate their corresponding axis. 
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Figure 4.23 provides the average line voltage recorded through the 100 estimations, beginning 
from the slack bus (bus 1) to the last (bus 13). The average bus voltages show the most 
significant voltage drop occurring across the 2-7 line. Case 2 shows an increased drop over 
this line due to the more significant line loading shown in Figure 4.24. The line loading shows 
there is approximately 5% of loading per load that line needs to serve with a slight reduction 
on those containing active PV systems. The lacking PV generation is responsible for this 
higher line loading across line 2-7 in region 2, shown in Figure 4.25. 
Table 15. Estimation Case Mean's and Standard Deviations 
 Case 1 Case 2 Case 3 
Estimate HC OR HC OR HC OR 
Mean 14.715 268.9 4.867 89.61 9.808 179.3 
Standard Deviation 0.7242 13.27 0.238 4.439 0.483 8.847 
 
Figure 4.19. Case 1 HC Distribution 
















13 13.5 14 14.5 15 15.5 16 16.5 17
Hosting Capacity (%)
Case 1 HC Distribution
HC Frequency PDF
72 
Figure 4.20. Case 1 HC Probability 
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Figure 4.22. Case 1 OR Probability 
Figure 4.23. Average Bus Voltages for Estimation Cases 
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Figure 4.25. Average PV Generation for Estimation Cases 
 
For all reserve estimations, fault cases were simulated with the prescribed level of solar 
reduction across all active solar in the network. In order for the reserve generation to be valid, 
the condition in (3) must be satisfied. In all three estimation cases, the reserve was insufficient 
for the 0.5 solar FF. Figure 4.26 shows the central generators total power output for the three 
cases, falling below the faulted generation requirement. However, the relative error that 
occurs, shown in Figure 4.28, is very low for all three cases. Figure 4.27 shows the average 
additional OR required to meet the demand during the faulted cases, respectively. Case 2 
requires less than cases 1 and 3 as it has a much higher OR set due to the lower HC. The 


























Figure 4.26. OR and Fault Generation Comparison 
 
Figure 4.27. Additional reserve required 
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Cases 4-9 provide the optimisation of the PV installations capacities for achieving the 
maximum HC. Cases 4-6 perform the same tests as the estimation to provide a useful 
comparison between the PV installations standard versus optimised. Cases 7-9 provide an 
insight into the networks future development in the case of a grid already containing PV 
against one that does not yet contain any respectively.  All except for two cases reached close 
to the HC limit of 100%, while all cases were able to be optimised to a maximum HC by 
meeting their prescribed operating limits. The HC limits of each case’s optimised PV are 
presented in Figure 4.29. The individual PV system average capacities are presented in Figure 
4.30 for each case of optimisation.  
Cases 4-6 all displayed equal optimisation to achieve the 100% HC, distributing the load 
demand across the active PV systems in the network. Case 4 presents the PV capacity equal 
to the load at each bus, causing there to be little voltage variations or line loading across the 
network. Case 5 presents the most significant voltage drop, similarly to case 2 due to the 
increased supply from region 1 to region 2, causing significant losses over line 2-7. Case 6 
shows many of the bus voltages approaching the higher voltage limit Case 7 shows the 
existing PV with their respective installation limits, with PV7 being optimised to be able to 
achieve to 100% HC. Case 8, the only case not to reach 100% HC, was limited by the upper 
voltage PI, as shown in Figure App 1.9. Case 9 provided the HC limitation due to line loading 
at 36% which can be seen as the limiting factor shown in Figure App 1.10. 
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Figure 4.29. Optimised HC Results 
  




























































Chapter 5 Discussion 
The development of the ANN-based forecasts methodology has been able to create a 
probabilistic range of inputs required in creating probabilistic estimates in the PowerFactory 
model. In using this model, the optimisation of the PV capacity was also able to be performed 
to achieve the highest HC before breaching the PIs. Load demand and PV generation 
forecasting provide a range of predictions that were able to be fed into the PowerFactory mode 
to obtain the probabilistic estimates. The hyperparameter testing conducted illustrated the 
strengths and weaknesses of each hyperparameter resulting in the best load and PV 
prediction produced. The probabilistic estimates of the HC and OR provided the output range 
of parameters from the PowerFactory network, from which the probability of these ranges was 
able to be defined. PV generation optimisation was able to give the network operator the 
flexibility to test the limits of operation to maximise the HC within the prescribed PIs. 
Load demand forecasting testing consisted of analysing the tuning of the hyperparameters; 
number of layers and context length. The number of layers tests the number from 3 to 8 layers 
illustrating improvements as the number of layers increased. The improvement is due to the 
ANN containing more nodes so it can respond more dynamically to the model inputs and 
produce a more accurate prediction of the load demand in the network. The small changes 
between cases 4 and 8 are expected to be caused by the saturation of the number layers used 
in the ANN, which is why the 6-layered network was selected to achieve the higher accuracy 
than 4 layers and the lower computational time compared to 8 layers. The context length test 
used the range of 7 to 21 days to select the most accurate prediction based on this 
hyperparameter. The model has the ability to provide better predictions using the higher range 
of input data due to the prediction being able to analyse more of the historical load demand 
trend. By tripling the prediction context length the average error is reduced by 4.5%. 
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In developing the solar generation forecast, tests were conducted on three hyperparameters; 
learning rate, context length, and the number of epochs. The learning rate for the solar 
generation forecast was tested at 0.001 and 0.003 to improve the model's prediction accuracy. 
The 0.003 case performed worse than that at 0.001 due to this change in step size when 
making adjustments to the ANN. The 0.001 step size is able to reach three times as many 
network values in its adjustments during training, which is why it is the superior 
hyperparameter value. The context length was tested for this model between 7 and 21 days 
to achieve better performing forecasts. In the load forecast test, the accuracy improved as the 
context length increased; however, the opposite occurred for the solar generation forecast. 
The 7-day context length predicted more accurately than the 21-day due to the type of data 
used. The solar generation data is heavily reliant on supporting data such as; solar irradiance, 
cloud cover and other weather information, and this is why the shorter context length produced 
the lower RMSE and MAE by over 350kW and 500kW, respectively. The final hyperparameter 
test, epochs, altering the number of training iterations performed, varied from 20 to 50. The 
better training results from the 20 epochs is expected to again be due to saturating the 
parameter as over-tuning can occur causing the model not to be flexible enough when it comes 
to forecasting on the new input data.  
The probabilistic estimations have been developed using cases 1-3 to provide the HC and OR 
within the network. As more generation is present in a network, the HC increases causing the 
OR to increase proportionately based on the FF specified for the day’s operation. The OR 
validation then determines if this estimation is valid for the specified FF. From the three cases 
developed and analysed, exciting things were observed such as; the STD growing in size as 
the mean increased and the differences in the OR errors across each case. The STD seems 
to be in proportion to the mean of the OR and HC estimations. This change in STD is due to 
the total amount of PV generation present, in turn increasing the total variations that are 
present from the input forecasts. The OR error validation exhibits cases 1 and 3 producing 
more significant errors than case 2, as more power needs to be supplied to region 2 during a 
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fault, as in cases 1 and 3. More losses occur over the central 2-7 line in supplementing the 
new generation required in the region. This fact is important as it will assist network planners 
in where to place their PV generation sources. 
The results of the optimised PV installation capacity analysed cases 4-9 to increase the HC 
limit within the PIs. Cases 4-6 mimic cases 1-3 to provide insight into how much PV generation 
it would take to push them to their maximum HC, while cases 7-9 are developed to cause the 
HC to be limited by each of the PIs. To achieve the optimised HC cases 4-6 were only limited 
by the reverse power flow PI, which will occur at 100% HC. As the PV systems produced more 
than their buses power consumption, it began flowing to buses not containing active PV. The 
power-sharing across the network produces the line loading and voltage above 1 Vpu 
witnessed in the results. Cases 7-9 demonstrate the customisable network layouts for PV 
generation. Case 7 has all except one PV system limited to simulate the optimisation in a 
network with existing PV. This systems optimisation was able to reduce the line loading across 
the 2-7 line by 10-28% from the optimised cases 5 and 6 increasing the efficiency of the 
system. Case 7’s generation was limited by the reverse power flow PI like cases 4-6, as the 
network's generation is 100% source from PV generation. Case 8 demonstrates the potential 
installation of a solar farm to supply as much of the network as possible. This cases PV 
generation and HC are limited by the voltage PI, limited at 1.02 Vpu and causes significant 
line loading in another area rather than the 2-7 line as before. Case 9, following on from case 
8, provides the custom line loading limit applied at 36% limit the HC by the line loading PI. 
Key strengths realised in this project’s development include; the use of real-world data, 
developing forecasts with AI and providing a flexible system that can be configured for any 
arrangement of PV installation. By utilising the real-world datasets the estimates are able to 
reflect upon the actual network and it’s future performance. The AI technology used to 
generate the forecasts of load demand and solar generation can be scaled to be able to 
develop predictions with many more inputs for any forecast horizon. The customisable network 
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configuration created in PowerFactory will provide network operators the ability to adjust 
possible network designs to provide valuable insight in network planning. 
5.1 Conclusion 
As the Australian energy market transitions from a centralised utility structure to a distributed 
system, network operators need to be able to predict the future operational requirements of 
their grids. Customers require a more stable power supply that incorporates renewable 
generation sources, and in order to do this, new approaches need to be created to ensure 
quality power is supplied. The methodologies developed in this thesis project were created to 
predict the day ahead probabilistic estimates of an MGs minimum OR and maximum HC and 
to address the common network performance breeches associated with extra PV penetration. 
This methodology provides these range of estimates for the maximum HC within the day’s 
operation and estimates the minimum OR for this case’s occurrence. By creating test cases, 
these key network parameters can provide network operators insight into the next day’s 
performance requirements. Several more test cases are then used to conduct the PV capacity 
optimisation to maximise the current uptake of distributed renewable generation. All the while 
maintaining safe operation within the bounds to avoid further degradation being caused by the 
intermittent renewable supplies. These methods developed have therefore successfully met 
the aims and objectives of the thesis poject 
5.2 Future Work 
Future development opportunities in terms of the methodology established in this project 
include creating the estimates of the OR and HC over multiple days, creating estimates of the 
average HC and OR and improving the performance of the load and generation forecasts. By 
developing the estimates to consider multiple days ahead, network operators would be able 
to plan their operations even further into the future, improve the network performance further. 
The process of tuning the ANN can be improved by performing an optimisation on the 
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hyperparameters rather than taking a trial and error based approach. The maximum HC and 
minimum OR provide the limits of operation, while the averages of the over the entire day 
would give more insight for the continuous operation each day ahead. The forecasts generated 
can be developed further to incorporate the weather data to improve the dynamic accuracy of 
the solar generation predictions and even customer information or real network behaviours to 
better the load demand predictions. In terms of the grander scope of future developments, it 
is hoped that continued research in this area will allow for much more integration of renewable 
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Appendix A Supplementary Results 
A.1 HC and OR Estimation and PV Optimisation 
A.1.1 Estimation 
Table 16. Estimation Cases HC: First, Second and Third STD Probability Ranges 
HC Case 1 Case 2 Case 3 
1 STDV = 68.27% 13.99<X<15.44 4.693<X<5.105 9.325<X<10.291 
2 STDV = 95.45% 13.27<X<16.16 4.391<X<5.343 8.842<X<10.774 
3 STDV = 99.73% 12.54<X<16.89 4.153<X<5.581 8.359<X<11.257 
 
Table 17. Estimation Cases OR: First, Second and Third STD Probability Ranges 
OR Case 1 Case 2 Case 3 
1 STDV = 68.27% 255.63<X<282.17 85.1709<X<94.049 170.453<X<188.147 
2 STDV = 95.45% 242.36<X<295.44 80.732<X<98.488 161.606<X<196.994 
3 STDV = 99.73% 229.09<X<308.71 76.293<X<102.927 152.759<X<205.841 
 
A.1.1.1 Case 2 
 
Figure App 1.1. Case 2 HC Distribution 
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Figure App 1.2. Case 2 HC Probability 
 
Figure App 1.3. Case 2 OR Distribution 
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A.1.1.2 Case 3 
 
Figure App 1.5. Case 3 HC Distribution 
 
Figure App 1.6. Case 3 HC Probability 
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Figure App 1.7. Case 3 OR Distribution 
 
Figure App 1.8. Case 3 OR Probability 
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A.1.2 Optimisation  
 
Figure App 1.9. Optimisation Average Bus Voltages 
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Appendix B Software Development 
B.1 Case Testing Parameters 
Table 18. Cases 1-3 Network Parameter Table 
PV 
System 













4 10 Y 10 Y 0 N 
5 10 Y 10 Y 0 N 
6 10 Y 10 Y 0 N 
7 10 Y 0 N 10 Y 
8 10 Y 0 N 10 Y 
9 10 Y 0 N 10 Y 
11 10 Y 0 N 10 Y 
12 10 Y 0 N 10 Y 
13 10 Y 0 N 10 Y 
 







Case 4 Case 5 Case 6 
Max Gen Servicing? 
(Y/N) 
Max Gen  Servicing? 
(Y/N) 
Max Gen  Servicing? 
(Y/N) 
4 10 Y 10 Y 0 N 
5 10 Y 10 Y 0 N 
6 10 Y 10 Y 0 N 
7 10 Y 0 N 10 Y 
8 10 Y 0 N 10 Y 
9 10 Y 0 N 10 Y 
11 10 Y 0 N 10 Y 
12 10 Y 0 N 10 Y 




Table 20. Cases 7 & 8 Network Parameter Table 
 
B.2 PowerFactory Network Model Details 
Table 21 Network Model Parameters 
Parameter  Value 
System Frequency  50 Hz 
System Voltages (HV/LV) 115/4.16 
Line Impedance (ohm/km) 0.22+j0.12 
Line Current Rating (A) 1000 
Line Voltage Rating (kV ) 4.15 
Transformer Rated Power (MVA) 5 
Transformer Positive Sequence Impedance (pu) 0.0004 + 0.06j 
Transformer Rated voltage HV/LV (kV) 115/4.16 
Generator Rated Voltage (kV) 115 
PV Phase Connection 3-Phase 
Bus Rated Voltages (kV) 4.16 
 
PV System 
Case 7 Case 8 
Max 
Gen 
Servicing? (Y/N) Max 
Gen  
Servicing? (Y/N) 
4 0.2 Y 0 N 
5 0 N 0 N 
6 0.5 Y 0 N 
7 10 Y 0 N 
8 0.1 Y 0 N 
9 0.5 Y 0 N 
11 0.5 Y 10 Y 
12 0.25 Y 0 N 
13 0.1 Y 0 N 
