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Résumé
L’échographie est un outil d’imagerie médicale qui s’impose pour le diagnostic de nombreuses
pathologies. En conséquence, une large littérature du domaine de l’image s’intéresse à ces images
pour fournir des outils d’analyse et de caractérisation tissulaire. L’objectif de cette thèse est de
modéliser la texture échographique par des champs markoviens pour en extraire des paramètres
susceptibles de caractériser l’organisation des tissus.
Dans une première partie, nous évaluons l’habilité des lois de distribution proposées dans la
littérature (Gamma, K et Nakagami) à modéliser les niveaux de l’enveloppe du signal RF. Nous
illustrons par des simulations de texture échographique les liens entre les paramètres de ces lois et
les paramètres intrinsèques des diffuseurs, à savoir la densité, l’amplitude et l’espacement entre
diffuseurs.
Dans une deuxième partie, nous élaborons des modèles spatiaux par l’approche markovienne
de façon à obtenir en chaque pixel de l’image une distribution de type K ou Nakagami dont les
paramètres dépendent de la configuration du voisinage. A l’aide de simulation de ces champs de
micro-texture, on illustre le comportement de leurs paramètres.
La troisième partie est dédiée à l’application de ces modèles spatiaux sur des images en-
veloppes simulées. On montre ici l’habilité de ces modèles à décrire la disposition spatiale des
diffuseurs qui constituent le tissu, et le lien entre les paramètres du modèle et les propriétés in-
trinsèques de diffuseurs.
Finalement, les développements futurs de cette approche sont discutés.
Mots clés : Image RF, texture, modèle markovien, loi K, loi Nakagami, caractérisation.
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Abstract
The ultrasound is a medical imaging tool that imposes itself for the diagnosis of numerous
pathologies. As a consequence, many image filed studies are concerned with these images to
provide tools of analysis and tissue characterization. The objective of this thesis is to exploit
spatial markovien models representing the ultrasound texture that exist in the image to extract
susceptible interactions that would describe the organization of these textures.
In the first part, we evaluate the efficiency of the distributions proposed in the previous study
modeling the RF envelope amplitude. We illustrate, through texture simulations, the links between
the parameters of these distributions and the parameters of the scatterers, namely the density, the
amplitude and the spacing.
In the second part, we elaborate our texture spatial models inspired by the probability mode-
ling RF envelope amplitude. So we obtain in every pixel of the image a local distribution of type
K or Nakagami. Simulation and parameter estimation were developed.
The third part is dedicated to the application of the spatial models on RF simulated images.
We show here the adequate models for the description of the spatial arrangement of the scatterers
constituting the tissue, and the connection of the model parameters with the intrinsic properties
of the scatterers.
Finally, the future development of this approach are to be discussed.
Keywords : RF image, texture, markov model, K-distribution, Nakagami distribution, charac-
terization.
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Introduction Générale
Les axes de recherche dans le domaine de l’échographie sont centrés sur deux thèmes : le
premier concerne la physique de l’acquisition qui vise l’amélioration de la résolution de l’image
par la mise en pratique des technologies de pointe en acquisition d’image. Le second est celui
de l’analyse et du traitement du signal et de l’image ultrasonore. Ici, il ne s’agit pas unique-
ment d’améliorer la qualité de l’image affichée à l’écran de l’échographe, mais aussi d’extraire
des informations sur le tissu exploré. Parmi les travaux récents dans ce domaine, citons l’image-
rie par agent de contraste ultrasonore [Rog02], l’imagerie ultrasonore 3D temps réel [GBR+02]
ou encore la caractérisation tissulaire [NSR94], [MSR95], [Sha00], [Sha01], [Sha03], [AK05]
champ de travail pour cette thèse. La plupart de ces derniers travaux repose sur l’accès au signal
Radio-Fréquence (RF) depuis peu accessible sur quelques rares échographes. Ce dernier est riche
en information. C’est pourquoi les chercheurs visent d’en extraire l’information permettant de
caractériser les propriétés du tissu.
Le principal objectif de la caractérisation des tissus biologiques est la détection de tissus anor-
maux : tumeurs, afin de les classifier en "malin" ou "bénin". Plusieurs méthodes de caractérisa-
tions ont été proposées. Dans ce cadre, la modélisation de la distribution des niveaux de l’enve-
loppe du signal RF par des lois de distribution a connu beaucoup de succès [NSR94], [MSR95],
[Sha95], [SMN+96], [Sha00], [Sha01]. Ces lois ont montré certaines efficacités à informer sur
les caractéristiques des diffuseurs qui composent le tissu comme la densité, l’espacement et l’am-
plitude de réflexion à travers les paramètres de ces dernières [NSR94], [CP96], [CP99], [SWZ04]
et par conséquent l’identification des tumeurs [SROG93], [SDR+00], [SDR+01]. La loi Rayleigh
[WSSL83], [TSP88] fut la première à être utilisée. Cette loi est valable lorsque le nombre de
ces derniers présents dans le tissu est important ce qui permet l’application du théorème centrale
limite.
D’autres modèles ont été envisagés, comme la loi de Rice [Sha00], loi K [Sha95], [MSR+98],
[KT99], [SDR+00] et loi Nakagami [Sha00]. Les conditions d’ajustement de ces lois à l’enve-
loppe du signal RF ont été étudiées dans [NSR94], [CP96], [Sha00]. Les auteurs montrent que
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le paramètre forme de la loi K renseigne sur la densité des diffuseurs et sur la variation de l’am-
plitude [SROG93], [NSR94], [MSR+98]. De plus, ils ont prouvé que ce paramètre discrimine
mieux que le rapport signal sur bruit de la loi Rayleigh [SROG93]. Ils utilisent ces conclusions
pour caractériser et localiser les tumeurs du sein sur quelques sujets. Plus tard, les mêmes auteurs
montrent que le paramètre forme de la loi Nakagami, renseigne non seulement sur les deux carac-
téristiques précédentes, mais aussi sur l’espacement des diffuseurs et sur l’existence de régularités
dans le tissu [Sha00].
Une représentation probabiliste restreinte à la distribution des amplitudes de l’image enveloppe
ignore l’information provenant de l’organisation spatiale des diffuseurs qui composent le tissu
et donc celle de la texture échographique de l’image. On peut remédier à cette insuffisance par
l’utilisation de modèles spatiaux. Les modèles stochastiques, comme les champs de Markov ou les
modèles Auto-Régressifs bidimensionnels sont les plus utilisés en traitement d’images texturées.
L’intérêt de la modélisation markovienne de texture réside en sa capacité à intégrer des lois de
probabilités décrivant la distribution locale de l’enveloppe de l’image RF. Celle-ci a alors des
paramètres qui vont dépendre du contexte local à travers les niveaux du voisinage du pixel. Dans
la littérature, on trouve l’exemple du champ markovien gaussien [CC85]. Malheureusement, ce
type de champ donne alors une loi locale gaussienne qui ne fait pas partie de celles reconnues
comme adaptées à l’enveloppe du signal RF.
C’est pourquoi dans cette thèse on s’intéresse à la modélisation des textures ultrasonores par
des champs markoviens conduisant à des lois de distributions locales représentant l’enveloppe du
signal RF. Deux lois de distribution sont étudiées : la loi K et la loi Nakagami. En dehors de la
modélisation spatiale de la texture de l’image enveloppe, on s’emploie ici à relier les paramètres
du modèle markovien aux propriétés intrinsèques des diffuseurs à savoir la densité, l’amplitude
et l’espacement [BSC06], [BSMC06]. Pour ce faire, le modèle résultant est testé sur des textures
synthétiques construites par simulateur d’échographes.
Le plan du manuscrit s’articule comme suit : Le premier chapitre est consacré à la physique
ultrason. En premier lieu, nous rappelons le principe de l’onde ultrasonore : vitesse, fréquence et
longueur d’onde ainsi que les phénomènes de réflexion, réfraction et absorption des ultrasons par
différents milieux. En second lieu, nous poursuivons avec les différents mécanismes de la forma-
tion de l’image ultrasonore en commençant par la sonde, premier élément de la chaîne d’acqui-
sition de l’image, et enchaînant avec les différents prétraitements et post-traitements appliqués
à l’image. A la fin de ce chapitre, deux simulateurs d’images échographiques sont présentés et
illustrés par des exemples de simulation d’échographies.
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Dans le chapitre 2, les lois de distributions régissant l’enveloppe du signal écho y sont rap-
pelées. Une étude de la loi K et de la loi Nakagami y est détaillée. Il s’agit ici de présenter ces
lois et le modèle produit régissant leur apparition. Ensuite, nous illustrons l’évolution et le lien
entre les paramètres de ces lois et les paramètres intrinsèques des diffuseurs à l’aide signaux RF
simulés par l’un des simulateurs présentés au premier chapitre. A ce stade nous montrons aussi
les limitations du pouvoir descripteur des paramètres de ces lois qui restent identiques pour des
configurations différentes du triplet (densité, amplitude, espacement) des diffuseurs, notamment
quand ces derniers ont différentes organisations spatiales.
Le chapitre 3 est le résultat de notre contribution. Il y propose une modélisation spatiale de
textures échographiques à l’aide de champs aléatoires permettant de conserver une distribution
locale de type K ou Nakagami. Ces dernières étant fonction de la loi Gamma, c’est à travers
cette loi que la modélisation markovienne est introduite. Deux cas possibles sont présentés : le
premier est déduit des auto-modèles de Besag et le deuxième est un modèle markovien général.
Ce second est plus proche que le premier de la réalité physique des textures échographiques. Nous
montrons que quel que soit le modèle Gamma choisi, la loiK ne permet pas d’aboutir à un champ
markovien de texture. A la fin de ce chapitre des simulations sont présentées pour chacun de ces
modèles. Nous travaillons aussi sur l’estimation des paramètres du modèle de texture élaboré qui
repose sur la méthode des moindres carrés conditionnelle.
Le chapitre 4 est axé sur l’application des modèles précédents à des simulations d’image en-
veloppe. Le premier objectif de ce chapitre est de déterminer le pouvoir de caractérisation des
paramètres des modèles spatiaux élaborés. On montre notamment que les simulations ambiguës
décelées au chapitre (2) pour des configurations de triplet pour lesquelles l’histogramme s’ajuste à
une loi K ou Nakagami ayant les mêmes paramètres disparaissent. Le deuxième objectif consiste
à montrer l’évolution des paramètres du champ en fonction de ces diffuseurs.
Enfin, la conclusion générale présente une synthèse de ce travail et dégage les nombreuses
perspectives qui en découlent.

Chapitre 1
Imagerie ultrasonore : de l’onde à l’image
enveloppe
L’imagerie échographique est couramment utilisée en médecine dont le principe repose sur
l’exploration du corps humain à l’aide d’ondes ultrasonores. L’onde ultrasonore est transmise
dans le milieu de propagation par l’intermédiaire d’une source émettrice d’onde appelée sonde.
Excitée électriquement, elle émet une impulsion ultrasonore dans une gamme de fréquence allant
de 2 à 12 Mhz pour le cas de l’imagerie médicale. Après l’application de l’impulsion, la sonde se
transforme en récepteur. L’énergie de l’onde retournée par les obstacles de grande taille (réflexion)
ou par les inhomogénéités du milieu (diffusion) est reconvertie en signal électrique, appelé signal
de Radio-Fréquence ou encore signal RF.
L’objectif de ce chapitre est de donner une introduction technique au fonctionnement de l’écho-
graphe d’une façon générale ainsi que les étapes de formation du signal Radio-Fréquence (RF)
et celui de l’image enveloppe. Cette introduction sera exploitée pour la synthèse de simulations
d’image enveloppe. Nous traitons aussi, le contenu du signal RF qui n’est autre que le résultat de
l’interaction de l’onde ultrasonore émise et le tissu.
1.1 Principe de l’échographe
Malgré la diversification des systèmes suivant les constructeurs, les performances et la com-
plexité, le schéma fonctionnel des échographes demeure le même. En effet chaque appareil pos-
sède : des sondes, un bloc d’acquisition, un bloc de traitement de signal, un bloc de traitement
d’image et un bloc d’affichage (figure 1.1). Le mode de formation de l’image est généralement le
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mode 2D, appelé encore, mode B où l’image est construite par juxtaposition d’un grand nombre
de lignes traduisant chacune une échographie unidimentionnelle appelée mode A (figure 1.2). Les
différentes lignes sont obtenues soit par un déplacement du transducteur de sorte que les chemins
de propagation des ultrasons restent toujours dans un même plan, soit en utilisant une sonde à
barrette qui permet d’explorer plusieurs lignes sans déplacer celle-ci.
FIG. 1.1 – Schéma bloc d’un échographe clinique.
FIG. 1.2 – Illustration du mode A.
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1.1.1 La sonde
La sonde constitue le maillon essentiel de la chaîne échographique : elle conditionne la qualité
de l’image. Elle offre la particularité d’être à la fois un émetteur et un récepteur : elle transforme
l’impulsion électrique en onde ultrasonore puis convertit les informations ultrasonores en signaux
électriques. C’est un transformateur d’énergie, un transducteur. Les sondes à balayage électro-
nique ont bénéficié récemment de nombreuses évolutions techniques. En effet, au lieu d’utiliser
un seul transducteur que l’on déplace, on utilise une barrette formée de plusieurs transducteurs.
Le balayage est réalisé soit d’une manière linéaire par une translation de l’ouverture, élément par
élément après chaque exploration d’une ligne du plan de coupe, soit par balayage sectoriel où le
balayage est obtenu par décalage de phase [Fre95], [SG] 1.
1.1.2 Onde ultrasonore émise et ses paramètres
De point de vue physique, l’onde ultrasonore est un mode de propagation de l’énergie dans
un milieu matériel sans transport de matière. Elle peut être considérée comme une onde de pres-
sion qui se propage dans un milieu. Plusieurs paramètres caractérisent cette onde ultrasonore :
sa vitesse, sa fréquence et sa longueur d’onde. La vitesse de l’onde acoustique est la vitesse de
propagation de la variation de pression dans le milieu. Celle-ci dépend uniquement du milieu.
Pour la fréquence, les sons sont classés en quatre catégories selon leur fréquence f ou nombre de
variation de pression (périodes) par seconde (1 Hz/1 cycle/s). La table (1.1) donne les différentes
catégories de son en fonction de la fréquence [SG]. Les ultrasons utilisés dans le diagnostic médi-
Sons Frequence
Infrasons 0-20 HZ
Son audibles 20 HZ à 20 KHZ
Ultrasons 20 KHZ à 1 GHZ
Hypersons > 1 GHZ
TAB. 1.1 – Catégories de son en fonction de la fréquence.
cal ont une fréquence comprise entre 1 et 12 MHZ. La distance séparant, à un instant donné deux
points du trajet de l’onde où la pression est la même, correspond à la longueur d’onde λ. Dans un
1(http ://www.med.univ-rennes1.fr/cerf/edicerf/BASES/index.html)
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milieu donné, elle est reliée à la fréquence f par la formule :
λ =
v
f
(1.1)
où v est la vitesse du milieu.
1.1.3 Interaction onde-tissu
Lorsque une onde rencontre une interface séparant deux milieux ayant des caractéristiques
acoustiques différentes, une partie de l’onde incidente est réfléchie (échos spéculaires) en direc-
tion de la source de l’onde et l’autre partie est transmise dans le second milieu. Ce phénomène
obéit aux lois physiques de la réflexion et de la réfraction, identiques à celles de l’optique. Pa-
rallèlement à ces échos spéculaires, s’ajoutent les ondes rétrodiffusées par les structures de petite
dimension par rapport à la longueur de l’onde ultrasonore utilisée. La rétrodiffusion est à l’ori-
gine du phénomène de speckle bien connu en imagerie échographique. Compte tenu du fait que
les échos sont renvoyés dans de nombreuses directions, Les tissus peuvent donc être assimilés à
de multiples diffuseurs distribués de manière aléatoire et entraînant la formation d’un ensemble
d’ondelettes ultrasonores interférant entre-elles. Ces interférences peuvent être constructives (ren-
forcement de l’énergie), destructives (diminution de la pression ultrasonore) ou aboutir à la for-
mation d’ondes stationnaires. Ce phénomène d’interférence aléatoire provoque des fluctuations
statistiques qui ne reflètent pas réellement la distribution des diffuseurs dans le tissu : le moucheté
ou speckle dû à la juxtaposition des pixels sombres et clairs n’est donc pas la reproduction fidèle
des points de diffusion mais correspond au bruit d’interférence.
L’onde ultrasonore, en se propageant, cède une partie de son énergie au milieu : il y a ab-
sorption de l’énergie ultrasonore et l’intensité de l’onde diminue. Cette absorption est liée es-
sentiellement à des mécanismes de conduction thermique et de viscosité. Ces mécanismes sont
étroitement dépendants de la fréquence : les fréquences élevées provoquent de très nombreuses
vibrations qui favorisent le transfert d’énergie. Elle obéit à une loi exponentielle décroissante :
I = I0 exp(−αd) (1.2)
avec I est l’intensité à la distance d, I0 est l’intensité initiale, α est le coefficient d’absorption
et d est la distance à la source. Le coefficient d’absorption α qui définit le pouvoir de pénétration
des ultrasons est à peu prés proportionnel au carré de la fréquence ultrasonore f .
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1.1.4 Acquisition du signal RF
L’onde rétrodiffusée par le tissu est captée par la sonde. celle-ci la convertit en un signal élec-
trique qui sera, ensuite, acheminé vers le bloc d’acquisition. Ce dernier a un double rôle. En effet,
il génère l’onde ultrasonore vers la sonde en émission et en réception il détecte, échantillonne et
adapte (mise en forme électronique) les échos acheminés depuis la sonde. Le bloc d’acquisition
est formé d’un formateur de faisceaux (en anglais : Beam Former). Ce dernier génère l’impulsion
qui pilote la sonde, détermine la fréquence de répétition (PRF) du signal à transmettre ainsi que
sa puissance pendant la phase d’émission de l’onde ultrasonore. Il détecte, amplifie les échos à
la réception par application de gain globale. Pour compenser l’atténuation en profondeur, le si-
gnal reçu sera transformé par un amplificateur linéaire, dont le gain varie linéairement avec la
profondeur par application de gain TGC (Le gain de compensation en profondeur) et numérise
l’écho pendant la phase de réception. Ce signal numérisé est le signal Radio-Fréquence [BBE95],
[Fre95].
1.1.5 Du signal RF à l’image
Une fois que le signal est compensé à la réception par le formateur de faisceaux il est transmis
vers le bloc de traitement de signal. Quatre opérations essentielles sont réalisées :
1. Application d’un filtrage fréquentiel passe bande pour élimination de tout bruit électronique
indésirable.
2. Détection (ou démodulation) de l’enveloppe du signal écho. C’est la conversion du signal
Radio-Fréquence RF qui renferme l’amplitude et la phase en signal amplitude qui est l’en-
veloppe du signal écho.
3. Compression pour réduire la dynamique du signal RF puisque l’amplitude des échos pro-
duites par la rétro-diffusion est plus faible que celle des échos produits par la réflexion
spéculaire. Pour rehausser les faibles échos au niveau des plus forts, on utilise une com-
pression logarithmique (voir annexe D) .
4. Compression linéaire pour adapter la dynamique du signal aux 20 db qui constituent la
dynamique de détection des signaux lumineux par la rétine.
Finalement, l’image échographique se forme dans le bloc de traitement d’image. Ainsi, le
signal issu du bloc précédent est converti en image bidimensionnelle par le convertisseur d’image
(appelé en anglais : scan converter). L’image ainsi formée subit différents traitements comme
l’application des filtres (exemple : filtre de moyenne), rehaussement du contraste des niveaux
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de gris ou comme l’application des fonctions comme l’effet zoom. La visualisation constitue la
dernière étape pour afficher l’image échographique sur l’écran du moniteur.
1.2 Simulateurs RF
Des travaux ont été entrepris pour modéliser la formation de l’image ultrasonore prenant en
compte plusieurs aspects : en premier lieu les aspects physiques du tissu imagé comme la densité
des diffuseurs qui le composent, la façon dont ils sont répartis, et les phénomènes d’absorption et
d’atténuation qui accompagnent la diffusion et la réflexion, et en deuxième lieu les aspects tech-
niques de l’acquisition comme la fréquence d’émission de l’onde ultrasonore, la largeur d’im-
pulsion de cette dernière et sa bande passante. D’autres paramètres peuvent être pris en compte
comme les spécificités de la sonde à savoir : latérale ou sectorielle, le nombre de transducteurs
qui la composent, etc. On se limite dans cette thèse aux aspects physiques et techniques comme
la fréquence d’émission et la largeur d’impulsion par souci de simplicité par rapport à notre ob-
jectif qui est de déterminer l’influence des paramètres intrinsèques du tissu sur les paramètres du
modèle construit.
1.2.1 Simulation d’un signal RF
L’approche utilisée par [NSR94], [CP96], [CP99], [Sha00], [SWZ04] consiste à utiliser le
modèle "discret" qui stipule que les tissus sont constitués d’un milieu homogène dans lequel
sont distribués des diffuseurs discrets et identiques. Avec ce modèle, ils simulent des signaux
RF avec prise en considération de la réalité physique des diffuseurs à savoir la spécification de
l’espacement entre diffuseurs, la densité des diffuseurs ou le nombre de diffuseurs moyen par une
cellule de résolution, et enfin, l’amplitude de l’écho ou l’absorption apportée par les diffuseurs.
Le signal RF obtenu est un signal monodimensionnel qui correspond à un signal de type A-scan
(voir figure 1.2) utilisé par les échographes cliniques pour former une image écho de type B-scan
qui est la juxtaposition de plusieurs échographies type A-Scan.
Les diffuseurs sont répartis sur une distance d qui correspond à la profondeur de pénétration
de l’onde émise. La forme du signal émis en fonction du temps t est donnée comme suit :
P (t) = −t exp(−4B2t2) sin(2pif0t) (1.3)
Où f0 correspond à la fréquence centrale utilisée, f0 = 3.5 Mhz. B est la largeur de bande
utilisée par la sonde, B = 0.8 Mhz. Toutes ces valeurs sont celles proposées par les auteurs cités
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au début du paragraphe, que nous utiliserons pour nos simulations. Le signal écho reçu RF est
la sommation de tous les signaux réfléchis par les diffuseurs présents sur la ligne de parcours de
l’onde émise.
sRF (t) =
∑
k=1
αkP (t− 2xk
v
) (1.4)
Où k est le keme diffuseur présent sur la ligne de tir de la sonde, αk l’amplitude du signal réfléchi
du diffuseur numéro k, v est la vitesse de propagation de l’onde émise, v=1446 m/s et xk est la
position du diffuseur k. 2xk
v
est le temps parcouru par l’onde pour faire un aller et retour vers la
sonde.
Le signal écho reçu est échantillonné avec une fréquence de 40 Mhz. Ainsi, pour une pro-
fondeur de pénétration d=3.7 cm, correspond alors un nombre d’échantillons égal à 2048 échan-
tillons. La cellule de résolution correspond à 1.26 mm et définie par v∆τ/2 où ∆τ , largeur d’im-
pulsion, est égale à 1.76 µs. Le signal RF ainsi dégagé est démodulé à fd=3.5 Mhz résultant ainsi
à 2 composantes X et Y . Un filtre passe bas de type Butterworth d’ordre 10 et à fréquence de
coupure à 2 Mhz est appliqué sur ces deux composantes. La figure 1.3 montre le schéma du bloc
du traitement appliqué aux signaux RF. L’enveloppe du signal écho est ainsi calculé comme suit :
A =
√
X2 + Y 2 (1.5)
FIG. 1.3 – Schéma synoptique du bloc de détection de l’enveloppe du signal écho.
Il est à signaler que le traitement du signal appliqué dans notre cas repose sur un certain nombre
d’hypothèses :
1. La direction de l’onde ultrasonore est unique.
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2. Une seule réflexion a eu lieu
3. La distance entre la sonde et le diffuseur est calculée. par le temps de vol, en utilisant la
vitesse de propagation moyenne des ultrasons dans les tissus mous (1446 m/s).
Avec ce simulateur, la génération de différentes configurations est possible. En effet, en faisant
varier la densité des diffuseurs dans une cellule de résolution, on peut générer des tissus de moins
dense au plus dense. La figure (1.4) montre deux signaux RF pour deux densités différentes
N1 = 4 et N2 = 40. Les amplitudes sont supposées constantes et la répartition des diffuseurs est
uniforme. Avec une densité importante de diffuseurs dans une cellule de résolution, le signal RF
est très riche en écho.
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FIG. 1.4 – Deux signaux RF pour deux densités différentes N1 = 4 et N2 = 40. La variation de
l’amplitude est constante et la répartition des diffuseurs est uniforme.
De même, la variation du paramètre αk sert à générer des tissus moins atténuant au plus atté-
nuant. Dans la réalité l’amplitude du signal réfléchi ou diffusé par le diffuseur n’est pas constante.
Cette fluctuation est due à plusieurs phénomènes liés à la nature des diffuseurs présents dans le
tissu comme l’atténuation, l’absorption du tissu. Par exemple, l’amplitude réfléchie par le muscle
est beaucoup plus faible que le foie et la graisse car le pouvoir atténuant du muscle est plus im-
portant. Dans la littérature, les auteurs ont essayé de modéliser cette fluctuation [NSR94] en la
considérant comme une variable aléatoire décrite par une densité de probabilité de type loi gamma
de paramètre (a,1) dont le rapport signal sur bruit SNRa est égal à
√
a. La figure (1.5) montre
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deux signaux RF pour deux SNR différents SNRa = 1 et SNRa = 0.2. La densité des diffuseurs
est considérée constante, est égale à N = 40 et la répartition des diffuseurs est uniforme.
FIG. 1.5 – Deux signaux RF pour deux variations d’amplitudes différentes SNRa = 1 et
SNRa = 0.2. La densité des diffuseurs est considérée constante N = 40 et la répartition des
diffuseurs est uniforme.
Et enfin, la variation de l’espacement entre diffuseurs permet de générer des tissus de moins ré-
gulier au plus régulier. La répartition des diffuseurs est une grandeur importante puisqu’elle nous
mentionne comment les diffuseurs dans une cellule de résolution sont répartis. Pour le muscle,
les cellules diffuseurs sont réparties selon une direction spécifique avec un espacement régulier.
Selon [CP96], [CP99] cet espacement entre diffuseurs est modélisé par une loi gamma de
paramètre (u,v). Si d¯ désigne la distance moyenne entre deux diffuseurs quelconques alors :
d¯ = u/v (1.6)
Pour un espacement moyen donné, la variance de l’espacement ne dépend que de la valeur de u,
comme le montre l’équation suivante :
σ2d = u/v
2 = d¯2/u (1.7)
Ainsi, pour des valeurs de u importantes, la variance de l’espacement devient très faible, et les
diffuseurs deviennent régulièrement espacés. Pour un u = 1, l’ensemble des {di} sont distribués
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selon une loi exponentielle et le modèle se réduit à un processus poissonnien. Dans ce cas, les
diffuseurs apparaissent avec un placement aléatoire avec un faible degré de régularité. Des valeurs
de u inférieures à 1 font apparaître des groupements de diffuseurs et ainsi, ces derniers forment
des groupes. La figure (1.6) montre ce comportement des diffuseurs pour différentes valeurs de
u allant de 0.01 à 100 et pour un espacement moyen maintenu constant, ce qui correspond à un
espacement entre diffuseurs du moins régulier au plus régulier.
FIG. 1.6 – Répartition des diffuseurs dans une cellule de résolution quand la distance entre diffu-
seurs (axe abscisse) est gérée par une loi Gamma de paramètre forme u (axe ordonné).
Une image enveloppe de type B-scan est la juxtaposition de plusieurs échographies type A-
Scan. La figure (1.7) montre trois types d’images pour trois différentes organisations : du moins
régulier au plus régulier. La densité des diffuseurs est la même et égale à 50 avec une ampli-
tude égale à 1 pour tous les diffuseurs. Elles sont toutes trois normalisées par la racine de leurs
moments globaux d’ordre 2 afin de faciliter leur visualisation. Quand u est faible, c’est-à-dire
une grande variance de l’espacement entre diffuseurs (équation 1.7), ces derniers se mettent en
groupe. Ceci donne un contraste important dans la texture. Lorsque u augmente, les groupes se
dissocient, le contraste diminue jusqu’à donner une texture homogène. Il est à noter que l’effet
directionnel horizontal provient du mode de simulateur de type A-scan.
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FIG. 1.7 – 3 types de texture pour 3 différentes organisations : du moins régulier au plus régulier.
La densité des diffuseurs est la même et égale à 50 et u ∈ {0.1, 1, 10}.
1.2.2 Autres Simulateurs
Plusieurs auteurs ont essayé de modéliser la formation du signal RF par une approche système
[BD80],[WSSL83], [MB95], [CADJ02] en représentant l’image RF, noté I(x, y), où x, y sont les
coordonnées du pixel, comme étant le produit de convolution entre la réponse impulsionnelle du
système H(x, y) formé par la sonde émettrice de l’onde ultrasonore et la réponse spatiale du tissu
T (x, y).
I(x, y) = H(x, y)⊗ T (x, y) (1.8)
Ce produit de convolution modélise l’interaction entre les particules qui constituent le tissu imagé
et l’onde ultrasonore. on trouve dans la littérature plusieurs formes de réponse impulsionnelle du
système.
Sur cette base, les simulateurs d’aujourd’hui utilisent la convolution pour le calcul du champ
ultrasonore réfléchi par un groupe de diffuseurs, et obtenir ainsi des images échographiques si-
mulées. On trouve dans la littérature le logiciel Field 2, développé par Jorgen Jensen [JM97], à
l’université technique de Denmark, qui est spécifiquement dédié au calcul du champ de pression
en tout point et dont l’intérêt majeur est de pouvoir simuler des sondes de forme complexe. Par
extension il permet la simulation de signaux RF. Ce logiciel présente l’avantage de simuler les
contributions des caractéristiques de la sonde (forme, stratégie de tir, excitation, ...) sur un fantôme
numérique 2D ou 3D et d’obtenir les signaux RF correspondants [JS92]. Les images ultrasonores
sont obtenues en examinant les tissus, qui sont définis par leur réflectivité, avec une sonde, elle-
2(http ://www.es.oersted.dtu.dk/staff/jaj/field/index.html)
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même caractérisée par sa réponse impulsionnelle. Les signaux ultrasonores RF résultent donc de
la sommation des réponses des diffuseurs à la propagation des ondes ultrasonores. Le processus
de formation du signal écho est modélisé en utilisant des produits de convolution, principe adopté
dans FIELD [JM97]. On trouve aussi d’autres simulateurs comme Ultrasim [Hol95], qui est une
boîte à outils pour Matlab destinée à la simulation des champs ultrasonores 3 ou le simulateur dis-
ponible sur le web 4 qui simule en temps réel des images B-scan et des images couleur Doppler
[CADJ02].
1.3 Conclusion
Dans ce chapitre, nous avons introduit les aspects généraux du fonctionnement d’un écho-
graphe clinique. Ainsi, acquisition, interaction onde-tissu, traitement de signal et formation finale
de l’image ont été présentés. Nous nous sommes intéressés aux simulateurs décrits dans la litté-
rature. Nous avons choisi de travailler avec un simulateur de type A-scan. Ce choix est justifié
par le fait qu’on se limite dans cette thèse aux aspects physiques et techniques comme la fré-
quence d’émission et la largeur d’impulsion par souci de simplicité par rapport à notre objectif
qui est de déterminer l’influence des paramètres intrinsèques du tissu sur les paramètres du mo-
dèle construit. Le simulateur suppose que le tissu est constitué d’un milieu homogène dans lequel
sont distribués plus au moins uniformément des diffuseurs discrets et identiques. La simulation
d’un signal RF est alors possible en faisant varier trois paramètres intrinsèques des diffuseurs :
densité, amplitude et espacement. En effet, en faisant varier la densité des diffuseurs dans une
cellule de résolution, on peut générer des tissus plus au moins denses. De même, la variation de
l’amplitude sert à générer des tissus plus ou moins atténuants. La variation de l’espacement entre
diffuseurs permet de générer des tissus plus ou moins réguliés.
3(http ://www.ifi.uio.no/ ultrasim/)
4(http ://www.creatis.insa-lyon.fr/menu/iultrasonore)
Chapitre 2
Modélisation des niveaux de l’image
enveloppe : apport et insuffisance
Comme nous l’avons déjà mentionné au chapitre (1), le modèle physique des diffuseurs le
plus largement utilisé est le modèle "discret" qui stipule que les tissus biologiques sont constitués
d’un milieu homogène dans lequel sont distribués des diffuseurs discrets et identiques [NSR94],
[Sha00] comme nous le verrons en section 2.1.1 de ce chapitre. Dans ce contexte, selon la den-
sité des diffuseurs dans la cellule de résolution, leur nature (atténuant ou pas) et leur répartition
(aléatoire ou non aléatoire) dans le tissu, le comportement statistique de l’image enveloppe varie.
Plusieurs auteurs [NSR94], [MSR95], [Sha00], [Sha01], [Sha03] proposent des lois de distri-
bution pour des niveaux de l’image enveloppe s’appuyant sur cette précédente hypothèse phy-
sique des diffuseurs. Ainsi, pour caractériser ces tissus biologiques, ces auteurs ont pour objectif
de relier les paramètres de ces lois aux propriétés intrinsèques des diffuseurs considérés dans ce
modèle physique. Généralement, afin de distinguer les tissus normaux des tissus anormaux, et
plus précisément, classifier les tumeurs malignes et bénignes [DG94], [SMN+96], [SDR+00],
[SDR+01], [HBPG02], [Sha03], [DSP+02].
Ces lois ont été classées par Wagner [WSSL83] en trois catégories par la comparaison de leur
SNR 1 à celui de la loi Rayleigh. De la section (2.1.2) à la section (2.3), on s’attachera à présenter
les quatre principales lois utilisées dans la littérature (Rayleigh, Rice, K et Nakagami) pour la
modélisation de la distribution de l’enveloppe en précisant leur appartenance aux trois classes
pré-Rayleigh, Rayleigh et post-Rayleigh, et donc, leur habilité à modéliser les distributions des
1SNR= abréviation anglaise de "signal noise ratio" qui n’est autre que le rapport de la moyenne sur l’écart type
du signal
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niveaux de différentes textures. A l’aide de simulations d’images RF, on illustrera le lien entre
les paramètres de ces lois et les propriétés intrinsèques des diffuseurs quantifiés par les trois
paramètres du modèle physique à savoir la densité, l’amplitude et l’espacement.
Malgré l’apport des paramètres de ces lois dans l’extration d’information sur les propriétés
intrinsèques des diffuseurs, des ambiguïtés d’interprétation dans la discrimination de texture sub-
sistent. En effet, on présente dans la section (2.4) quelques simulations d’images RF pour diffé-
rents triplets de densité, d’amplitude et d’espacement de diffuseurs, ayant les mêmes paramètres
de lois. Ceci rend compte des limitations de la modélisation de l’enveloppe par des lois de distri-
bution.
2.1 Quelques modèles classiques
Plusieurs modèles d’enveloppe ont été ainsi proposés pour la caractérisation de tissus biolo-
giques. On s’intéresse ici aux plus populaires d’entre eux :Rayleigh, Rice, K et Nakagami. Ces
modèles sont classés par Wagner [WSSL83] selon trois catégories à l’aide du rapport signal sur
bruit (SNR) qui n’est autre que le rapport de la moyenne sur l’écart type du signal. Étant connu
que la loi Rayleigh est un cas particulier des 3 autres et que son SNR vaut 1.91, on classe alors une
loi de probabilité dans les modèles pré-Rayleigh si son SNR est inférieur à 1.91, dans le modèle
Rayleigh si le SNR=1.91 et enfin dans les modèles post-Rayleigh si son SNR est supérieur à 1.91.
Pour mieux comprendre la constitution de ces modèles, on propose tout d’abord d’introduire la
formalisation du signal écho sous l’hypothèse du modèle physique discret de diffuseurs. Les sec-
tions suivantes sont alors consacrées à la construction de ces lois à partir de ce dernier formalisme
et ce par ordre chronologique de leur apparition à savoir pour les plus connus : Loi de Rayleigh,
Rice, loi K, et enfin, Nakagami.
2.1.1 Enveloppe d’un signal RF sous hypothèse du modèle discret des dif-
fuseurs
Le signal reçu RF, noté s(t), par le capteur de l’échographe de type A, sous l’hypothèse du
modèle discret des diffuseurs, est une somme discrète sur tous les signaux échos diffusés ou
réfléchis par les N diffuseurs situés sur le parcours de l’onde [NSR94], [Sha00]. En supposant
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que l’on peut associer à chaque diffuseur n une phase φn, on peut écrire que :
s(t) =
N∑
n=1
αn cos(2pif0t+ φn) (2.1)
où t est le temps d’acquisition, N est le nombre de diffuseurs présents dans le tissu, αn est
l’amplitude du signal issu du nieme diffuseur et f0 est la fréquence utilisée pour l’onde émise par
l’échographe. Pour accéder à l’enveloppe du signal s(t), on considère que ce signal est la partie
réelle du signal complexe fictif :
s(t) =
N∑
n=1
αn exp(jφn) exp(j2pif0t) (2.2)
L’enveloppe complexe de ce signal, noté A, est définie par :
A =
N∑
n=1
αn exp(jφn) = A exp(jφ) (2.3)
Le module de A n’est autre que l’enveloppe réelle du signal écho s(t), notée ici A, et arg(A)
est la phase de l’enveloppe complexe, notée φ. On peut aussi écrire l’enveloppe complexe en
fonction de deux variables X et Y . Si on suppose que, dans tout ce qui suit, les {αn} et {φn}
sont des variables aléatoires statistiquement indépendantes alors les deux variables X et Y sont
statistiquements indépendantes :
A = X + jY (2.4)
2.1.2 Modèle Rayleigh
C’est l’un des premiers modèles utilisés pour la distribution des niveaux de l’image enveloppe
[WSSL83]. Il sous entend que la loi de probabilité des {φn} est uniforme sur [0,2pi] et que les
{αn} sont indépendants. En effet, ceci conduit à l’indépendance des variables aléatoires X et Y
définies en (2.1.1) de même moyenne nulle et variances égales à σ2. Si le nombre de diffuseurs
N devient très important (N → ∞), en utilisant le théorème limite centrale, les distributions de
X et Y suivent une loi normale centrée et de même écart type σ. On détermine alors facilement
la loi de l’enveloppe puisque le rapport de son carré avec σ2 suit alors une loi du khi deux à deux
degrés de liberté qui n’est autre qu’une loi Gamma de paramètre comme indiquée ci-dessous :
A2
σ2
=
X2 + Y 2
σ2
∼ χ22 = γ(1,
1
2
) (2.5)
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On déduit alors par changement de variable, la densité de probabilité de l’enveloppe A :
fA(A) =
A
σ2
exp
(
− A
2
2σ2
)
, A ∈ IR+. (2.6)
Cette distribution illustrée par la figure (2.1) est connue sous le nom de distribution de Rayleigh
de paramètre σ. Le rapport de la moyenne sur l’écart-type appelé encore rapport signal sur bruit
FIG. 2.1 – Fonction densité de probabilité de la loi Rayleigh σfA(A) en fonction de A/σ.
(SNR) a la valeur particulière de 1.91 [WSSL83] :
SNRRay =
√
pi
4− pi = 1.91 (2.7)
Plus généralement, les moments normalisés, notés ici A(n), pour une loi Rayleigh valent :
A(n) = E{A
2n}
E{A2}n = n! pour n = 1, 2, 3, ... (2.8)
Les simulations réalisées par le simulateur présenté dans la section (1.2.1) du chapitre précé-
dent nous permettent d’illustrer que l’existence d’un grand nombre de diffuseurs conduit à une
bonne adéquation à la loi Rayleigh. Ainsi, nous réalisons quelques simulations avec des nombres
différents N de diffuseurs dans une cellule de résolution. Les diffuseurs sont répartis d’une façon
uniforme sur tout le volume et supposés identiques. Les histogrammes des simulations sont tracés
et comparés à la loi Rayleigh. Les figures (2.2.a,.b et .c) illustrent le cas de N = 4, 7 et 15 tandis
que la figure (2.2.d) représente le cas pour N = 40. On observe que lorsque le nombre N vaut 40,
la distribution est très proche d’une loi Rayleigh ce qui n’est pas le cas pour N=4, 7, et 15 condui-
sant à des lois dites pré-Rayleigh. La courbe de la figure (2.3) montre l’évolution croissante du
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FIG. 2.2 – Les histogrammes des images enveloppes simulées pour différentes densités de diffu-
seurs N={40,15,7,4} comparés à la densité de loi Rayleigh.
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rapport SNR en fonction de la densité N vers une asymptote en 1.91 qui est en concordance avec
la convergence du théorème central limite.
Étant donné les hypothèses à poser sur les diffuseurs du tissu, le modèle de Rayleigh n’est
pas général pour la description des statistiques de l’image enveloppe, En particulier, la présence
d’une structure très organisée de diffuseurs conduit à des valeurs de SNR supérieures à 1.91. Ceci
nous mène au cas de la loi de Rice introduite dans le paragraphe suivant.
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FIG. 2.3 – Evolution du SNR en fonction du nombre de diffuseurs N
2.1.3 Modèle Rice
La présence d’une structure régulière des diffuseurs dans le milieu (muscle, présence de vais-
seaux,...) conduit à une composante cohérente dans le signal RF. L’enveloppe du signal écho suit
alors une loi de Rice [TSP88], [WIB87], [Sha00]. Ce type de loi est qualifié de post-Rayleigh
puisque le rapport signal sur bruit est supérieur à 1.91. Comme pour la loi de Rayleigh, la densité
de probabilité de cette loi suppose l’existence d’un grand nombre de diffuseurs ce qui permet à
nouveau l’application du théorème limite central.
Par contre on suppose ici que le signal écho RF, s(t), contient en plus du terme aléatoire, un
autre terme déterministe correspondant à la composante cohérente qui est ici la sommation de
toutes les réflexions issues du tissu induites par la structure régulière [Sha00].
s(t) = Re´el
{
exp(j2pif0t)
(
L∑
i=1
ai +
N∑
n=1
αn exp(jφn)
)}
(2.9)
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Si L est le nombre de diffuseurs répartis en espacement régulier, dont la réflexion est spéculaire
et {ai} sont les amplitudes de ces derniers, alors l’expression de l’enveloppe A du signal s est
donnée par :
A =
∣∣∣∣∣
L∑
i=1
ai +
N∑
n=1
αn exp(jφn)
∣∣∣∣∣ = √X ′2 + Y 2 (2.10)
En posant : 
X ′ =
L∑
i=1
ai +
N∑
n=1
αn cosφn
Y =
N∑
n=1
αn sinφn
(2.11)
et :
R0 =
L∑
i=1
ai (2.12)
est donc la composante cohérente.
Comme pour Rayleigh on suppose que {φn} suit une loi uniforme sur [0,2pi] et que les {αn}
sont indépendants. Sous l’hypothèse d’un grand nombre de diffuseurs, les deux variables aléa-
toires (X ′-R0, Y ) sont alors indépendantes gaussiennes de moyenne nulle et de variance constante
que l’on pose égale à σ2. La densité de probabilité du couple (X ′, Y ) est alors :
fX′Y (x, y) = fX′(x)fY (y) (2.13)
=
1
2piσ2
exp
(
−(x−R0)
2 + y2
2σ2
)
(2.14)
Par le changement de coordonnées cartésiennes en coordonnées polaires (A, φ), on aboutit :
fAφ(A, φ) = A fX′Y (A cosφ,A sinφ) (2.15)
=
A
2piσ2
exp
(
−(A cosφ−R0)
2 + A2 sin2 φ
2σ2
)
(2.16)
=
A
2piσ2
exp
(
−A
2 +R20
2σ2
)
exp
(
−AR0 cosφ
σ2
)
(2.17)
En intégrant par rapport à la phase φ sur [0, 2pi] et en introduisant l’expression de la fonction de
Bessel modifiée d’ordre zéro donnée comme suit :
I0(a) =
1
2pi
2pi∫
0
exp(a cosφ)dφ (2.18)
La loi marginale de A a pour densité :
fA(A) =
A
σ2
exp
(
−A
2 +R20
2σ2
)
I0
(
AR0
σ2
)
, A ≥ 0;R0 ≥ 0, σ > 0 (2.19)
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Cette expression, connue sous le nom de distribution de Rice, est une généralisation de la distri-
bution de Rayleigh, puisque pour R0 = 0 la loi de Rice est une loi Rayleigh. Les variations de
cette densité en fonction du rapport k = R0/σ sont illustrées en figure (2.4). On y voit que la
fonction densité de Rice tend vers une gaussienne quand k −→ ∞. Le rapport signal sur bruit
SNRR est donnée par :
SNRR =
√
pi
2
L1/2(−k22 )√
2 + k2 − pi
2
L21/2(−k
2
2
)
(2.20)
où L1/2 est le polynôme de Laguerre généralisé. Le SNRR de la distribution de Rice augmente
linéairement avec le rapport k = R0/σ [DG95] comme le montre la figure (2.5). On y voit que le
SNRR est supérieur à 1.91.
FIG. 2.4 – Fonction densité de probabilité de Rice multipliée par σ : σf(A) pour différentes
valeurs du rapport k en fonction de A/σ.
La densité de probabilité de Rayleigh et son extension à celle de Rice, permettent donc de
modéliser la distribution de l’enveloppe. Cependant, la contrainte du nombre de diffuseurs élevé
dans le milieu, limite leur domaine d’application.
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FIG. 2.5 – Variation du SNRR en fonction du rapport k = R0/σ.
2.2 Modèle K
La loi K permet de modéliser l’écho de tissu dont le nombre de diffuseurs présents est faible.
Ainsi le théorème central limite n’est pas valable. Une autre configuration adaptée à ce modèle
est le cas où l’amplitude de diffusion présente de forte variation au sein même de la cellule de
résolution [Sha95], [NSR94]. Au début, la distribution K a été utilisée par Jakeman pour décrire
la distribution de l’amplitude des signaux électromagnétiques [JP76]. Sa première utilisation a
été pour modéliser les échos radar.
Jakeman a démontré que l’on peut obtenir cette distribution de deux manières :
– En procédant par une démarche aléatoire cohérente en passant par la fonction caractéristique
[JP76].
– En décrivant l’amplitude par deux distributions conditionnelles dont le produit donnera la
distribution K [JT87].
Dans le cas d’une démarche aléatoire cohérente, la loi de variation du nombre de diffuseurs est de
type binomial négative par opposition à une loi uniforme pour les 2 lois précédemment présentées.
Ainsi, le nombre de diffuseurs observés fluctue d’une cellule de résolution à une autre (diffuseurs
non-homogènes). Cette démarche est détaillée dans l’annexe B. Dans le deuxième cas, la loi K
découle du modèle de produit (product model) où l’amplitude A du signal de loi K de paramètre
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(α, β) ∈ IR∗+2 est la racine du produit de deux variables aléatoires indépendantes [Jak80] :
A =
√
X × ξ (2.21)
où X suit une loi Gamma de paramètre (α, β2/4) ∈ IR∗+2. La variable X est généralement in-
terprétée comme la texture de l’image. Quant à la variable ξ, elle suit une loi exponentielle de
moyenne 1 et joue le rôle du bruit multiplicatif appelé speckle. La densité de A, est déterminée
en utilisant la loi jointe de (A, X) déduite de celle de A sachant X . En effet, par application de
la formule de Bayes, on a :
fA(A) =
∞∫
0
fA/X(A)fX(t)dt (2.22)
Les détails de calculs sont donnés dans l’annexe A.
La distribution K de paramètre (α, β) ∈ IR∗+2, définie par [JP76] est donnée comme suit :
fα,β(A) =
2β
Γ(α)
(
βA
2
)α
Kα−1(βA); ∀x ∈ IR+. (2.23)
où A est la valeur de l’amplitude de l’image enveloppe, α est un paramètre de forme, β est un
paramètre d’échelle, et Kα−1 est la fonction de Bessel modifiée de deuxième espèce d’ordre α-1.
Le moment d’ordre k ∈ IN∗ de l’amplitude de l’enveloppe, noté E{Ak} vaut :
E{Ak} = Γ(1 +
k
2
)Γ(α+ k
2
)
Γ(α)
(
2
β
)k
(2.24)
L’expression du moment normalisé, noté A(k), défini par le rapport E{A2k}/E{A2}k est donnée
comme suit :
A(k) = k!
(
Γ(k + α)
αkΓ(α)
)
(2.25)
Les paramètres de la loi K (α, β) ∈ IR∗+2 sont estimés par la méthode des moments en utilisant
les moments normalisés définis par l’équation précédente qui conduit à :
α =
2
A(2) − 2
β = 2
√
α
E{A2}
(2.26)
Le rapport signal sur bruit est une fonction du paramètre forme α de la loi K :
SNRK =
√
piΓ(α + 1
2
)√
4αΓ(α)2 − piΓ(α+ 1
2
)2
(2.27)
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La figure (2.6) illustre le comportement de cette loi définie pour l’équation (2.21) : pour α
très faible, la fonction densité K tend vers une fonction exponentielle. Et pour (α > 10), elle
est "équivalente" à la distribution de Rayleigh. Cette dernière distribution représente ainsi un cas
particulier de la loi K.
De même, la figure (2.7) montre l’évolution du rappport signal sur bruit en fonction du para-
mètre forme α de la loi K. On y voit que la courbe est une fonction croissante de α et qu’elle
comporte une asymptote de valeur 1.91 qui est celle du SNR de la loi Rayleigh.
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FIG. 2.6 – Fonction densité de probabilité de loi K pour différentes valeurs du paramètre α
2.2.1 Paramètres de la loi K et propriétés intrinsèques des diffuseurs
La variation du paramètre forme α de la loi K est liée aux paramètres d’acquisition (géométrie
du transducteur, fréquence, largeur de Bande...) [OKBP96]. En effet, plus la fréquence d’émission
de l’onde ultrasonore f0 est haute, plus la longueur d’onde est petite et la résolution axiale est plus
fine, et plus le tissu semble être plus hétérogène. Par opposition, pour des fréquences plus faibles,
la longueur d’onde augmente et la profondeur de pénétration des ondes augmente dans le tissu et
plus ce dernier semble homogène. Ce comportement se traduit par de faibles valeurs de α pour
des tissus hétérogènes et de grandes valeurs pour des tissus homogènes.
Des auteurs comme [SROG93], [NSR94], [MSR95] ont exprimé le paramètre α en fonction du
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FIG. 2.7 – Évolution du SNRK de la loi K en fonction du paramètre forme α
nombre de diffuseurs N qui contribue à la formation du signal echo et au paramètre d’acquisition
µ lié à la géométrie du transducteur et à la fréquence, par la relation suivante :
α = N(1 + µ), µ > −1 (2.28)
Le paramètre α représente ainsi le nombre effectif de diffuseurs. Ainsi α peut être largement
inférieur à N et ceci pour des valeurs de µ proche de -1. D’après [SROG93], [NSR94], [MSR95]
le paramètre µ faible traduit le manque d’uniformité des valeurs de l’amplitude de réflexion αn
dans l’équation (2.3). Pour conclure, une faible valeur de α résulte :
– Soit d’un nombre faible de diffuseursN présents dans une cellule de résolution. Le théorème
central limite est non applicable dans ce cas.
– Soit d’une grande fluctuation de l’amplitude de réflexion induite par une valeur de µ proche
de -1.
Pour le paramètre d’échelle β de la loi K, il change de valeur chaque fois dès qu’on effectue
un changement de variable pour l’amplitude, en opposition avec la valeur du paramètre forme α
qui lui est indépendant de l’échelle. Plusieurs auteurs n’ont pas donné d’importance à ce para-
mètre d’échelle puisqu’il n’informe pas sur la nature hétérogène de la texture. Ici, on s’intéresse
à l’évolution de ce paramètre en fonction des propriétés intrinsèques des diffuseurs.
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2.2.2 Illustrations par simulations de signaux RF
Pour illustrer la dépendance des paramètres de loi K avec le triplet (densité, amplitude, es-
pacement entre diffuseurs), nous réalisons quelques simulations de signaux RF (voir section 4.1
pour le choix de mise en oeuvre de ces simulations) et nous estimons leur valeur sur l’image
enveloppe.
Nous rappelons que la densité des diffuseurs dans une cellule de résolution est notée par N ,
que l’amplitude de réflexion αn est modélisée selon [NSR94] par une loi Gamma de paramètre
(a, 1). La variation de cette amplitude est réalisée en faisant varier le rapport signal sur bruit
SNRa =
√
a. Lorsque le SNRa décroît, la fluctuation aléatoire de l’amplitude de réflexion croît.
On rappelle que les diffuseurs sont considérés comme étant les points d’un processus stationnaire
avec des distances qui séparent les points modélisables par une loi Gamma de paramètre (u, u/d¯)
où d¯ est l’espacement moyen entre diffuseur (voir chapitre 1).
1er cas : fonction de (SNRa, N) pour u = 1.
Dans la figure (2.8.a), le SNR de l’image enveloppe simulée est tracée en fonction du SNRa,
et ceci pour trois cas du nombre de diffuseurs N=7, 13 et 40. Sur cette figure, on voit que le SNR
de l’enveloppe pour tous les cas de N , diminue avec le SNRa, s’éloignant ainsi de la valeur 1.92,
caractéristique de la loi Rayleigh, pour tendre vers des valeurs faibles uniquement caractéristique
de la loi K. On retrouve donc ici une bonne adéquation de cette loi dans le cas où le nombre de
diffuseurs N présents dans une cellule de résolution est faible ou encore lorsqu’il y a une grande
variation de l’amplitude traduite par une valeur de SNRa faible.
La figure (2.8.b) illustre le rapport α/N en fonction du SNRa pour différentes valeurs de
N ∈ {7, 13, 25, 40}. La courbe montre que la valeur du rapport α/N est portée sur une droite
avec une pente constante. Comme il a été défini dans l’équation (2.28), cette pente est de valeur
(1 + µ) qui est donc quasiment linéaire avec le SNRa. Cette constatation est attendue puisque
comme nous l’avons dit précédemment se traduit l’uniformité des amplitudes. De plus la figure
(2.9.a) montre l’évolution de α en fonction de SNRa et N avec un espacement constant de
valeur u = 1. La valeur de α est croissante avec la densité N et le SNRa. Enfin, on remarque
l’augmentation de la discrimination des différentes valeurs de N par α quand le SNRa augmente.
Ceci signifie que pour des variations d’amplitude importantes (SNRa faible), α n’arrivera pas à
informer sur le N .
D’après la figure (2.9.a’), le paramètre β reste insensible à la variation du nombre de diffuseurs
N , par contre il décroit avec le SNRa, ce qui correspond à des variations d’amplitudes de plus
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en plus faibles et donc à des textures de plus en plus homogènes.
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FIG. 2.8 – (a) Courbe de variation du rapport signal sur bruit (SNR) de l’enveloppe du signal écho
simulé en fonction du (SNRa) pour différentes densités N ∈ {7, 13, 40}. (b) Courbe de variation
du rapport α/N de l’enveloppe du signal écho simulé en fonction du (SNRa) pour les densités
N ∈ {7, 13, 25, 40}.
2eme cas : (α, β) en fonction de (SNRa, u) pour N = 25.
On choisit de travailler avec une densité N = 25 fixe. Le SNRa varie entre 0.4 et 2 tandis
que le paramètre u régissant l’espacement est choisi dans l’ensemble {0.1, 0.5, 1, 4}. La figure
(2.9.b) montre la valeur estimée de α en fonction de (SNRa, u). On voit ici que le paramètre
forme de la loi K est une fonction croissante de l’espacement. Pour des distances peu régulières
entre diffuseurs (u=4), la valeur de α est grande (>12), laissant penser à une texture homogène.
Tandis que pour des espacements aléatoires où des groupes de diffuseurs peuvent se former (u<1)
la valeur de α est faible (<2) et insensible au SNRa. Dans ce cas la texture générée semble être
hétérogène.
D’après la figure (2.9.b’), le β est aussi sensible aux espacements et ce d’une façon crois-
sante. La discrimination entre les différentes valeurs des espacements reste constante sauf pour
la plus faible valeur du SNRa ce qui est aussi le cas pour α qui ne pourra différencier différents
espacements réguliers de diffuseurs quand le SNRa est faible.
3eme cas : (α, β) en fonction de (N, u) pour SNRa = 1.4.
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Dans ce cas des figures (2.9.c, .c’), la valeur de α et β est calculée puis tracée en fonction du
couple (N, u) où l’espacement varie comme suit : u ∈ {0.1, 0.5, 1, 4} tandis que la valeur de N
varie dans l’ensemble {7, 13, 16, 20, 25, 30, 40, 50}. Par contre la valeur de SNRa est maintenue
constante de valeur 1.4. D’après ces courbes, la valeur de α est croissante avec la densité des
diffuseurs N et ce avec une pente de plus en plus forte lorsque l’espacement u augmente. Ainsi α
distinguera mieux les différents cas pour N quand l’espacement devient grand ce qui correspond
à des textures homogènes.
Comme nous l’avons constaté au figure (2.9.a’) le β est insensible au nombre de diffuseurs.
Par contre, il est croissant avec l’inverse de la variance de l’espacement (u). Or ce changement de
configuration qui fait passer du cas de diffuseurs en groupe au cas de diffuseurs régulièrement
espacés modifie la dynamique de l’image, comportement pour β que l’on retrouvera dans le
chapitre (4)
La matrice de corrélation permet de quantifier les liens qui existent entre les paramètres estimés
de la loi K et les propriétés intrinsèques des diffuseurs (N,SNRa, u). D’après le tableau (2.1),
α dépend fortement du SNRa (0.4682), puis du N (0.4036), et enfin de u (0.1102). Pour le
paramètre d’échelle β, il est fortement corrélé avec le SNRa (-0.76), moyennement corrélé avec
l’espacement u (0.58) et faiblement corrélé avec la densité N (-0.04). On retrouve ainsi ce qui a
été conclu dans les cas précédents sur le comportement de (α, β).
N SNRa u α β
N 1.0000 -0.0000 0.0000 0.4036 -0.0421
SNRa -0.0000 1.0000 -0.1855 0.4682 -0.7687
u 0.0000 -0.1855 1.0000 0.1102 0.5800
α 0.4036 0.4682 0.1102 1.0000 0.1049
β -0.0421 -0.7687 0.5800 0.1049 1.0000
TAB. 2.1 – Tableau de corrélation entre les paramètres (α, β) de la loi K et les propriétés des
diffuseurs (N,SNRa, u).
2.3 Modèle Nakagami
A cause des statistiques Non-Rayleigh de l’enveloppe du signal écho des tissus examinés, la
distribution K a été proposée comme étant un modèle fiable [NSR94]. Ce modèle a montré qu’il
52 Chapitre 2 - Modélisation des niveaux de l’image enveloppe : apport et insuffisance
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
2
4
6
8
10
12
14
16
18
SNR
a
α
N=7,u=1
N=13,u=1
N=25,u=1
N=40,u=1
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
2
3
4
5
6
7
8
9
10
11
x 106
SNR
a
β K
N=7,u=1
N=13,u=1
N=25,u=1
N=40,u=1
(a) α en fonction du (SNRa, N) pour u = 1 (a’) β en fonction du (SNRa, N) pour u = 1
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
2
4
6
8
10
12
14
16
SNR
a
α
u=0.1,N=25
u=0.5,N=25
u=1,N=25
u=4,N=25
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
0
2
4
6
8
10
12
x 106
SNR
a
β K
N=25,u=0.1
N=25,u=0.5
N=25,u=1
N=25,u=4
b) α en fonction du (SNRa, u) pour N = 25 (b’) β en fonction du (SNRa, u) pour N = 25.
5 10 15 20 25 30 35 40 45 50
0
2
4
6
8
10
12
14
16
18
N
α
u=0.1,SNR
a
=1.4
u=0.5,SNR
a
=1.4
u=1,SNR
a
=1.4
u=4,SNR
a
=1.4
5 10 15 20 25 30 35 40 45 50
1
2
3
4
5
6
7
8
9
10
x 106
N
β K
u=0.1,SNR
a
=1.4
u=0.5,SNR
a
=1.4
u=1,SNR
a
=1.4
u=5,SNR
a
=1.4
(c) α en fonction du (u,N) pour SNRa=1.4 (c’)β en fonction du (u,N) pour SNRa=1.4
FIG. 2.9 – Variation des paramètres (α, β) de la loi K en fonction des paramètres N , SNRa et u.
53
permet de représenter des statistiques pré-Rayleigh et Rayleigh mais ne permet pas de modéliser
des statistiques post-Rayleigh. En effet, elle ne permet pas de représenter les statistiques de l’écho
des tissus qui contiennent des régularités. Plusieurs solutions ont été envisagées pour remédier à
cette insuffisance. La distributionK généralisée [Sha95] et la distribution HomodynedK [DG94].
Ces deux modèles permettent de couvrir les statistiques pré et post-Rayleigh. Malheureusement
la complexité de ces deux modèles rend leur utilisation pratique très rare.
Récemment, il a été montré que la distribution de Nakagami proposée dans le domaine ra-
dar [Nak60] peut être utilisée dans la caractérisation des échos ultrasons pré-Rayleigh et post-
Rayleigh [Gil97], [Sha00]. On peut aussi citer les travaux de [GMA01] qui ont fondé un filtre
adaptatif pour la suppression du speckle en se basant sur un modèle de Nakagami. L’avantage qui
contribue au succès de cette distribution est la simplicité de l’expression analytique de cette loi
qui rend l’estimation des paramètres simple par rapport aux autres lois. Le modèle est fonction
de deux paramètres qui peuvent être utilisés pour générer plusieurs types de lois. Le premier pa-
ramètre est un paramètre de forme noté généralement m et le deuxième noté Ω est un paramètre
d’échelle. Une validation de ce modèle avec des simulations ainsi qu’une expérimentation sur des
phantoms [Sha00] montrent que le paramètre m de la distribution de Nakagami est sensible aux
nombres de diffuseurs présents dans le tissu, aux variations de leur amplitude et à leur organi-
sation (aléatoire ou non aléatoire). Cette sensibilité contribue à l’efficacité de ce modèle dans la
modélisation des échos pré-Rayleigh et post-Rayleigh.
Dans ce qui suit, on effectue une exploration de ce modèle ainsi que ces statistiques. La distri-
bution de Nakagami de paramètres (m,Ω) où m ≥ 1
2
et Ω > 0, a pour densité [Nak60] :
fm,Ω(A) =
2mm
Γ(m)Ωm
A2m−1 exp(−m
Ω
A2) ∀A ∈ IR+. (2.29)
A est l’amplitude, le paramètre m est le paramètre forme, appelé encore paramètre de Nakagami
et Ω est un paramètre d’échelle. Il est à noter que lorsque m = 1 et Ω = σ2 la distribution de
Nakagami se réduit à une distribution Rayleigh.
Le moment d’ordre k ∈ IN∗ est donné par :
E{Ak} = Γ(m+
k
2
)
Γ(m)
(
Ω
m
) k
2
(2.30)
L’expression du moment normalisée A(2k) est donnée par :
A(2k) = Γ(m+ k)
Γ(m)
1
mk
(2.31)
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L’expression du paramètre Ω et m s’écrit en fonction des moments d’ordre 2 et d’ordre 4 permet-
tant ainsi leur estimation par la méthode des moments [Nak60] :
Ω = E{A2} (2.32)
m =
Ω2
E{(A2 − Ω)2} (2.33)
L’expression du rapport signal sur bruit SNRN pour une loi Nakagami est donnée comme
suit :
SNRN =
Γ(m+ 1
2
)√
Γ(m+ 1)Γ(m)− Γ(m+ 1
2
)2
(2.34)
Le SNRN est une fonction du paramètre m. Sur la figure (2.10) la courbe de ce dernier est
tracée en fonction du paramètre m. La valeur du SNRN prend des valeurs inférieures à 1.91 pour
m < 1, et des valeurs supérieures à 1.91 pour m > 1 ce qui permet de dire qu’elle couvre les 3
types de distributions pré-Rayleigh et post-Rayleigh.
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FIG. 2.10 – Rapport signal sur bruit SNRN pour la loi Nakagami en fonction du paramètre forme
m.
La loi de Nakagami s’exprime aussi en fonction d’une loi Gamma. Dans ce cas, le paramètre
m est étendu au cas m > 0. En effet, siA une variable aléatoire de loi de Nakagami de paramètre
(m,Ω), on peut définir cette variable aléatoire comme étant la racine carrée de la variable aléatoire
X . Ainsi :
A =
√
X (2.35)
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où X suit une loi Gamma de paramètre (m, m
Ω
).
2.3.1 Comparaison avec les autres lois
Il existe une grande ressemblance entre le paramètrem et le paramètre α de la loiK [SDR+01].
En effet, la loi K est le résultat de produit de deux lois de type Nakagami et Rayleigh. En iden-
tifiant les deux premiers moments paires des deux lois K et Nakagami, on établit la relation
suivante :  m =
α
2 + α
Ω = 4
α
β2
(2.36)
Pour un tissu homogène (le paramètre α est important et tend vers∞) m tend vers 1. Pour un tissu
hétérogène (le α est faible et tend vers 0) le paramètre m tend vers 0. Dépendant uniquement de α,
le paramètre m est considéré encore comme le nombre effectif de diffuseurs dans une cellule de
résolution comme le paramètre α. Ceci constitue même une violation de la condition donnée dans
[Nak60] où le m ≥ 0.5. Ceci peut être contourné quand on considère la loi Nakagami déduite
d’une loi Gamma par la transformation donnée à l’équation (2.35). Dans ce cas précis, m prend
des valeurs comprises entre 0 < m < ∞. Dans [Sha00], [SDR+01], la densité de probabilité de
l’enveloppe du signal écho est appelée "Nakagami-Gamma" pour m < 0.5.
Lorsque les diffuseurs sont répartis d’une façon régulière et séparés par des espacements mul-
tiples de la demi-longueur d’onde (λ/2) correspondant à la fréquence de démodulation f0, l’en-
veloppe du signal écho est post-Rayleigh et il est appelé "Rice-Nakagami" [Sha00]. La valeur de
m dans ce cas est supérieure à 1 et la phase φ de l’enveloppe complexe définie par l’équation
(2.3) du signal RF est non uniforme [Sha00].
Lorsque les diffuseurs sont répartis d’une façon régulière et séparés par des espacements mul-
tiples d’un quart de la longueur d’onde (λ/4), l’enveloppe du signal écho est dit de type "Rice
Généralisé" [WIB87], [Sha00]. La valeur de m dans ce cas est comprise entre 0.5 et 1. Dans
[Sha00], les auteurs proposent pour séparer ce cas avec le cas pré-Rayleigh, d’examiner la phase
φ de l’enveloppe complexe, si elle est uniforme, alors il s’agit d’un cas pré-Rayleigh, mais si
la phase est non uniforme, alors c’est le cas Rice généralisé. Le tableau (2.2) résume toutes les
configurations possibles de la loi Nakagami en fonction de m [SDR+01]. La figure (2.11) montre
l’allure de la loi de Nakagami pour différentes valeurs de m pour une valeur de Ω = 1.
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Valeurs de m Enveloppe Phase loi Nakagami
m=1 Rayleigh Uniforme Nakagami
0.5<m<1 Pré-Rayleigh Uniforme Nakagami
0<m<0.5 Pré-Rayleigh Uniforme Nakagami-Gamma
m>1 Post-Rayleigh Non uniforme Nakagami-Rice
0.5<m<1 Rice Généralisé Non uniforme Nakagami
TAB. 2.2 – Relation entre Nakagami et les lois Rayleigh et Rice pour différentes valeurs de m
FIG. 2.11 – Fonction densité de probabilité de la loi de Nakagami avec Ω = 1 pour différentes
valeurs de m.
2.3.2 Paramètres de Nakagami et propriétés des diffuseurs
Des études sur des simulations [Sha00] ont montré que le paramètre m est sensible à la densité
des diffuseurs dans une cellule de résolution, à la variation des amplitudes et à la répartition des
diffuseurs dans une cellule de résolution.
Les simulations montrent qu’en absence de régularité des diffuseurs dans le tissu, la valeur
de m varie entre 0 et 1. Dans le cas où la cellule de résolution contient un nombre important de
diffuseurs N , l’enveloppe du signal echo s’approche d’une loi Rayleigh, et le m tends vers 1.
Mais si, le nombre de diffuseurs N est trop faible ou l’amplitude de réflexion est aléatoire, c’est
la loi K qui représente le mieux l’enveloppe, et ainsi les statistiques sont pré-Rayleigh. La valeur
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de m est alors comprise entre 0 et 1 [Sha00].
Des simulations discrétisant l’ensemble des valeurs possibles pour le triplet ont été ici réalisées
pour illustrer les déductions citées précédemment et sur le comportement des paramètres de la loi
Nakagami en fonction des caractéristiques du tissu. Les conditions de simulations sont les mêmes
que celles utilisées pour la loi K.
1er cas :(m,Ω) en fonction de (SNRa, N) pour u = 1
Comme pour le paramètre α de la loi K, le paramètre m croît avec la densité des diffuseurs
N et la valeur de SNRa. Ceci est montré sur la figure (2.13.a). Pour le paramètre Ω, c’est le
même comportement que m (figure 2.13.a’), mais contrairement à ce dernier, il ne distingue pas
les valeurs de N pour des faibles valeurs de SNRa (texture hétérogène).
2eme cas : (m,Ω) en fonction de (SNRa, u) pour N = 25
La figure (2.13.b) montre la valeur estimée de m en fonction de (SNRa, u). On voit que
le paramètre forme de la loi Nakagami est aussi une fonction croissante de l’espacement. Pour
des distances peu régulières entre diffuseurs (u=4), la valeur de m tend vers 1, laissant penser à
une texture homogène. Tandis que pour des espacements aléatoires où des groupes de diffuseurs
peuvent se former (u<1), la valeur vaut m < 0.5. Pour, u = 0.1, on voit ici que m ne permet pas
de discriminer facilement les différentes valeurs du SNRa
Dans ce cas la texture générée semble être hétérogène. De la même façon Ω augmente avec le
SNRa et l’espacement u (figure 2.13.b’). Mais tous les deux ne distinguent pas les u pour des
SNRa faibles.
3eme cas : (m,Ω) en fonction de (u,N) pour SNRa = 1.4
D’après les courbes (2.13.c et .c’), les paramètres m et Ω sont croissants en fonction de (u,N).
On retrouve les mêmes constatations sur la croissance en fonction de u et SNRa des cas précé-
dents. Par contre, on constate ici que m distingue mal les u grands quand N est grand. Pour Ω,
c’est l’opposé à savoir qu’il ne distingue pas les différentes valeurs de u quand N est faible.
4eme cas :m en fonction de (SNRa, N) pour u = 10
C’est le cas où la valeur dem est supérieure à 1, indiquant la présence d’une structure régulière.
En effet, pour une densité de diffuseurs égale à N = 7 répartis d’une façon régulière dans la
cellule de résolution (u=10), la distance séparant ces diffuseurs est de valeur égale à4r/7 = 0.18
où 4r est la taille de notre cellule de résolution ici égale à 1.26 mm. Cette distance correspond
à λ/2 où λ est la longueur d’onde utilisée dans le simulateur et définie par λ = v/f0. la figure
(2.12) fait référence à ce type de comportement.
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La matrice de corrélation de (N,SNRa, u,m,Ω) montre que (voir tableau (2.3)) le paramètre
m est plus fortement corrélé avec la densité N et SNRa que avec u (0.22, avec un p=0). Cette
corrélation est légèrement plus importante que celle de la corrélation du α paramètre forme de
la loi K avec le u. Ceci montre que la loi Nakagami par l’intermédiaire de son paramètre forme
décrit mieux la répartition spatiale des diffuseurs dans le tissu. Le paramètre Ω est sensible à la
valeur du SNRa et à l’espacement. Les coefficients de corrélation avec ces derniers sont égaux
à ceux des coefficients entre m et (SNRa, u). Par contre, il est moyennement corrélé avec la
densité (0.29).
N SNRa u m Ω
N 1.0000 -0.0000 0.0000 0.5528 0.2951
SNRa -0.0000 1.0000 -0.1855 0.5434 0.5423
u 0.0000 -0.1855 1.0000 0.2221 -0.2253
m 0.5528 0.5434 0.2221 1.0000 0.2052
Ω 0.2951 0.5423 -0.2253 0.2052 1.0000
TAB. 2.3 – Tableau de corrélation entre les paramètres (m,Ω) de la loi Nakagami et les propriétés
des diffuseurs (N,SNRa, u).
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FIG. 2.12 – Valeurs de m pour un espacement très régulier u = 10
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FIG. 2.13 – Variation des paramètres (m,Ω) de la loi Nakagami en fonction des paramètres N ,
SNRa et u.
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2.4 Ambiguïté et limitation de la modélisation des amplitudes
Les lois de distributions comme les loi K et Nakagami se sont avérées utiles pour la modélisa-
tion de l’enveloppe du signal écho et ont été utilisées par plusieurs auteurs pour une caractérisation
tissulaire. Mais des ambiguïtés peuvent être décelées. En effet, comme nous l’avons observé dans
la section (2.2), les ambiguïtés de caractérisation par le couple de paramètre (α, β) de la loi K
surviennent pour des faibles valeurs de SNRa c’est-à-dire pour des grandes variations de l’ampli-
tude et donc pour des textures hétérogènes. C’est ce qu’illustrent les textures de la figure (2.14).
Cette confusion survient sur les les espacements et sur le nombre de diffuseurs N . De même, des
ambiguïtés de caractérisation par le couple (m,Ω) de la loi Nakagami surviennent aussi pour des
faibles valeurs de SNRa. En effet, ni m, ni Ω ne distinguent les valeurs de N et de u.
Les tableaux (2.4) et (2.5) montrent différentes configurations de triplets (N,SNRa, u) et les
simulations d’images correspondantes. Ces simulations ont les mêmes couples de paramètres
(α, β) pour une loi K et (m,Ω) pour le cas Nakagami. En plus, ces simulations peuvent avoir des
textures totalement différentes avec des organisations aléatoires ou régulières des diffuseurs mais
ayant la même loi de distribution et donc les mêmes paramètres.
Figures α β(106) N SNRa u Figures α β(106) N SNRa u
2.14.a 0.2933 8.114 13 0.4 0.10 2.14.b’ 2.0440 7.837 40 0.6 4.00
2.14.a’ 0.2928 8.339 13 0.4 0.30 2.14.b” 2.0618 7.650 25 0.8 1.00
2.14.a” 0.2938 8.577 13 0.4 0.50 2.14.c 2.0276 7.576 40 0.6 0.8
2.14.b 0.2971 8.7604 13 0.4 1.00 2.14.c’ 2.0686 8.060 13 1.40 0.50
TAB. 2.4 – Des configurations possibles de triplets (N,SNRa, u) aboutissant aux mêmes valeurs
des paramètres (α, β) de la loi K
Pour la loi K, on constate pour le tableau (2.4), figures (2.14.a,a’,a” et b) que pour une densité
de diffuseur constante N , et pour un SNRa très faible égal à 0.4, les α et β ne distinguent pas
l’espacement u. Ceci est traduit par une même valeur de α = 0.29 et de β = 8.5106 pour des
espacements allant de 0.1 à 1. On retrouve le même comportement pour les figures (2.14.b’,b”,c
et c’), pour des SNRa faibles (0.6, 0.8), les α et β ne distinguent pas les espacements et les
densités.
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Le même type de comportement se répète dans le tableau (2.5) où le couple de paramètres
(m,Ω) n’arrive pas à distinguer les espacements u et N pour des SNRa faibles (0.6 et 0.8).
Figures m Ω N SNRa u
2.15.a 0.3178 1.9347E-14 7 0.60 0.80
2.15.a’ 0.3119 2.1009E-14 10 0.80 0.10
2.15.b 0.4084 4.1974E-14 7 0.80 0.80
2.15.b’ 0.4026 3.699E-14 10 0.6 1.00
2.15.c 0.7009 1.1678E-13 40 0.6 0.80
2.15.c’ 0.7005 1.5246E-13 25 0.80 0.80
TAB. 2.5 – Des configurations possibles de triplets (N,SNRa, u) aboutissant aux mêmes valeurs
des paramètres (m,Ω) de la loi Nakagami.
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2.5 Conclusion
Ce chapitre, a été consacré à une description des lois de distribution de l’image enveloppe
proposées dans la littérature s’appuyant sur le modèle discret des diffuseurs. Nous nous sommes
plus particulièrement intéressés aux lois K et Nakagami. La loi K décrit les statistiques Pré-
Rayleigh tandis que la loi Nakagami englobe les lois pré-Rayleigh et post-Rayleigh.
Ces lois de distribution étudiées ici dépendent fortement des caractéristiques physiques des
diffuseurs à savoir la densité de ces derniers, leur répartition spatiale (uniforme ou aléatoire) et
leur amplitude. A l’aide de simulations d’images RF, nous avons illustré cette dépendance entre
les paramètres de ces lois et ceux des diffuseurs. Ainsi, pour la loi K, le paramètre forme α
dépend fortement de la variation d’amplitude SNRa, puis de la densité des diffuseurs N . Le
même comportement est observé pour le paramètre m de la loi Nakagami à une différence près
que la dépendance avec le paramètre espacement est plus importante que pour le cas de la loi K.
Malgré l’apport de ces paramètres dans l’extraction d’informations sur les propriétés intrin-
sèques des diffuseurs, des ambiguïtés dans la discrimination de texture subsistent. En effet, sur
quelques simulations d’images RF ayant des triplets différents de densité, d’amplitude et d’espa-
cement de diffuseurs, on obtient des paramètres de forme et d’échelle très proches. Ces ambiguïtés
de caractérisation par le couple de paramètres (α, β) de la loi K surviennent pour des faibles va-
leurs de SNRa c’est-à-dire pour des grandes variations de l’amplitude et donc pour des textures
hétérogènes. Cette confusion survient sur les espacements et sur le nombre de diffuseurs N . De
même, des ambiguïtés de caractérisation par le couple (m,Ω) de la loi Nakagami surviennent
aussi pour des faibles valeurs de SNRa. En effet, ni m, ni Ω ne distinguent les valeurs de N et de
u.
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(a) N=13, SNRa=0.4, u=0.1 (a’)N=13,SNRa=0.4,u=0.3 (a”)N=13,SNRa=0.4,u=0.5
(b)N=13, SNRa=0.4, u=1 (b’) N=40, SNRa=0.6, u=4 (b”)N=25, SNRa=0.8, u=1
(c)N=40, SNRa=0.6, u=0.8 (c’) N=13, SNRa=1.4, u=0.5
FIG. 2.14 – Des configurations de triplets (N,SNRa, u) aboutissant aux mêmes valeurs de (α, β)
de la loi K. Les simulations sont de taille 100× 700.
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(a)N=7,SNRa=0.6,u=0.8 (a’)N=10,SNRa=0.8,u=0.1
(b)N=7, SNRa=0.8, u=0.8 (b’)N=10, SNRa=0.6, u=1
(c)N=40, SNRa=0.6, u=0.8 (c’)N=25, SNRa=0.8, u=0.8
FIG. 2.15 – Des configurations de triplets (N,SNRa, u) aboutissant aux mêmes valeurs de αN
de la loi Nakagami. Les simulations sont de taille 100× 700.
Chapitre 3
Conception d’un modèle spatial de la
texture échographique
Comme nous l’avons vu au chapitre précédent, l’étude du comportement aléatoire des niveaux
de l’image enveloppe nécessite la prise en compte de l’organisation spatiale de ces derniers dans
l’image. La texture échographique étant de type micro-texture, les champs de Markov sont l’ap-
proche que nous avons choisie pour accomplir cette tâche, car ils permettent aussi de conserver
localement les lois K et Nakagami qui fournissent une bonne description des niveaux de la tex-
ture échographique. On propose de monter ici un modèle markovien à l’aide de chacune de ces
lois. Ces dernières sont fonction de la loi Gamma. C’est à travers cette loi que la modélisation
markovienne est introduite et ce en section (3.2). Deux cas de modèles sont proposés. Le premier,
le plus simple, est construit autour des auto-modèles de Besag. Le deuxième qui sort de ce type
de modèle, est plus proche de la réalité physique des textures échographiques. On constate en
section (3.3) que quel que soit le modèle choisi, la loi K ne permet pas d’aboutir à un modèle
de texture markovien. Dans la section (3.4) des simulations seront présentées pour chacun de ces
modèles. A la fin de ce chapitre, nous présentons la méthode d’estimation des paramètres de ces
modèles de textures qui repose sur la méthode des moindres carrés conditionnels.
3.1 Cadre de travail
Les notions et définitions rappelées dans cette partie peuvent être retrouvées dans [Guy95].
L’image est représentée ici par une grille S rectangulaire finie bidimensionnelle de taille n×m. La
notion de voisinage en terme de "plus proche voisin" sur la grille S est synthétisée par un graphe
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non orienté G=[S,V] où le système de voisinage V = (Vs, s ∈ S) qui possède les propriétés
suivantes : {
∀s ∈ S, s 6∈ Vs
∀{s, r} ⊂ S, s ∈ Vr ⇔ r ∈ Vs
(3.1)
La définition du système de voisinage V conduit à celle de l’ensemble des cliques C dont les
éléments c sont les parties de S vérifiant :{
∃s ∈ S : c = {s}
∀{s, r} ⊂ c, r ∈ Vs
(3.2)
L’ensemble C comporte donc, les singletons et les parties de S dont les éléments sont voisins deux
à deux. Les systèmes de voisinage les plus couramment utilisés sont d’ordre 1 et 2. Dans le cas
bidimensionnel, ils sont de 4 connexité et de 8 connexité.
FIG. 3.1 – Voisinage d’ordre 1 (1er ligne), d’ordre 2 (2eme ligne) et les cliques associées.
L’image X est ici à valeur dans E (l’ensemble des configurations possibles de X). Étant donné
un ensemble S fini de sites (pixels), soit Xs la variable aléatoire associée au site s ayant une
observation xs appartenant à l’espace d’état Es, tels que E =
∏
s∈S
Es. Soit P une mesure de
probabilité définie sur (E,P (E)) où P (E) est l’ensemble de toutes les parties de E. Dans le cas
de l’image, le champ vérifie l’apparition probable de toute configuration de E ce qui conduit à la
définition suivante :
Définition 1 : Un champ aléatoire X = (Xs, s ∈ S) est un champ markovien sur un graphe
[S, V ] si et seulement si il vérifie :
1. ∀x ∈ E, P (x)> 0 (contrainte de positivité)
2. ∀s ∈ S, ∀x ∈ E, P (Xs = xs/Xr = xr, r 6= s) = P (Xs = xs/Xr = xr, r ∈ Vs)
Le second point de cette définition appelée propriété de "markoviennité", exprime que le com-
portement de la variable aléatoire portée par un site est entièrement déterminé par les observations
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des variables aléatoires voisines. Il est clair que l’intérêt des champs de Markov réside essentiel-
lement dans la notion de localité.
Grâce à la positivité de la mesure de probabilité, il peut être relié au champ de Gibbs.
Définition 2 : Un champ aléatoire X = (Xs, s ∈ S) est un champ de Gibbs sur S relativement
au système de voisinage Vs si et seulement si P est une distribution de Gibbs donnée par :
∀x ∈ E,P (x) = 1
Z
exp(−U(x)), Z =
∑
x′∈E
exp(−U(x′)) (3.3)
La fonction U définie sur E par :
U(x) =
∑
c∈C
Vc(x) (3.4)
est la fonction d’énergie du champ de Gibbs X et (Vc, c ∈ C) est une famille de potentiels sur les
cliques.
La constante Z est une constante de normalisation appelée fonction de répartition.
La liaison entre champ de Markov et champ de Gibbs est faite par le théorème de Hammersley-
Clifford.
Théorème 1 : Un champ aléatoire sur l’ensemble des sites S est un champ de Markov sur le
graphe G = [S, V ] vérifiant la propriété de positivité si et seulement si c’est un champ de Gibbs
sur G.
Ainsi la distribution des niveaux du pixel s sachant celui de ses voisins s’exprime à l’aide des
potentiels associés aux cliques contenant le site s :
P (Xs = xs/Xr = xr, r ∈ Vs) =
exp
(
− ∑
c∈C/s∈c
Vc(xs)
)
∑
l∈Es
exp
(
− ∑
c∈C/s∈c
Vc(l)
) (3.5)
Cette distribution est aussi appelée distribution conditionnelle ou spécification locale. Dans le
cas de la texture, le modélisateur choisit une loi adaptée au phénomène physique pour l’imposer
comme distribution locale. On retrouve donc l’ensemble des lois connues comme modèle mar-
kovien de texture (normale, binomial, poisson,...) dont les paramètres vont dépendre des niveaux
des voisins. Ces lois appartiennent généralement à la famille dite exponentielle et ces champs
vérifient alors la propriété suivante :
Propriété 1 : Soit X un champ Markovien associé à une mesure de Gibbs. Si le champ X est de
type exponentiel :
lnP (Xs = xs/XVs = xVs) = As(xVs)Bs(xs)+Cs(xs)+Ds(xVs), Bs(0) = Cs(0) = 0 (3.6)
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où S est l’ensemble des sites, xs la valeur au site s et xVs = {xr, r ∈ Vs} la valeur des niveaux
au voisinage.
Alors : (a) il existe as et bsr, tel que :
As(xVs) = as +
∑
r∈Vs
bsrBs(xr) (3.7)
où as est le paramètre qui définit l’importance donnée à la valeur xs du site s et bsr est le para-
mètre d’interaction entre le site s et son voisin r.
Dans ce cas, les potentiels de clique sont : φs associé à la clique singleton réduite au pixel s
et φsr le potentiel associé au clique paires {s, r}, qui s’écrivent :{
φs(xs) = asBs(xs) +Cs(xs)
φsr(xs, xr) = bsrBs(xs)Br(xr)
(3.8)
La fonction d’énergie globale devient alors :
U(x) =
∑
s∈S
(asBs(xs) +Cs(xs)) +
∑
r 6=s,{s,r}∈C
bsrBs(xs)Br(xr). (3.9)
(b) Réciproquement des lois conditionnelles P (Xs = xs/XVs = xVs) vérifiant les équations (3.6)
et (3.7), sont celles d’un champ markovien dont le potentiel est donné par (3.8).
Pour la famille exponentielle, on peut encore contraindre la fonction d’énergie globale définie
précédemment à s’écrire sous la forme suivante :
U(x) =
∑
s∈S
φs(xs) +
∑
{s,r}∈C
bsrxsxr (3.10)
où C : L’ensemble des cliques paires.
Le modèle est alors appelé auto-modèle. C’est Besag (1974) qui a défini les auto-modèles
comme étant des champs markoviens associés à une mesure de Gibbs ayant une fonction d’éner-
gie ne faisant intervenir que les cliques contenant au plus 2 pixels. On trouve dans la littérature
plusieurs auto-modèles, on peut citer : l’auto-binomial et l’auto-normal dont les probabilités lo-
cales sont données dans l’annexe (E).
3.2 Deux modèles markoviens de type Gamma
Notre objectif est de construire un modèle spatial de spécification locale de type K ou Naka-
gami. Or ces deux lois s’écrivent en fonction de la loi Gamma qui dépend de deux paramètres.
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C’est donc grâce à cette loi appartenant à la famille exponentielle que nous allons construire ces
modèles spatiaux aux lois locales de type K et Nakagami. Deux types de modèles markoviens
peuvent être construits : le modèle auto-Gamma et le modèle markovien Gamma pour lequel la
fonction des niveaux des voisins n’est plus linéaire.
3.2.1 Le modèle auto-Gamma
Ce modèle suggéré par [Bes86] a été construit pour la caractérisation des textures des images
radars [BBSB00]. La construction du modèle se base sur la propriété 3.1 des auto-modèles de
Besag. En effet, La loi Gamma de paramètre (αg, βg) ∈ IR∗+2 dont la densité vaut :
γ(αg, βg)(x) =
β
αg
g
Γ(αg)
xαg−1 exp(−βgx); ∀x ∈ IR+. (3.11)
est une famille exponentielle. D’après la propriété 3.1 on peut définir un modèle markovien de
type auto-modèle dont le Log des spécifications locales vaut :
ln f(Xs = xs/XVs = xVs) =
(
as +
∑
r∈Vs
bsrxr
)
xs +Cs(xs) +Ds(xVs) (3.12)
où xs : la configuration du site s, xVs = {xr/r ∈ Vs} la configuration du voisinage, et as, bsr :
paramètres du modèle.
A l’aide de l’équation (3.6) de la propriété 3.1, on identifie ici les paramètres du modèle auto-
Gamma après passage au Log sur la densité γ(αg, βg) :
as +
∑
r∈Vs
bsrxr = βg
Cs(xs) = −(αg − 1) ln xs
Ds(xVs) = ln Γ(αg)− αg ln
(
as +
∑
r∈Vs
bsrxr
) (3.13)
Ainsi l’auto-modèle Gamma a pour loi locale :
{Xs/Xr = xr} ∝ γ
(
αg, (as +
∑
r∈Vs
bsrxr)
)
(3.14)
L’équation (3.8) permet d’en déduire l’expression de l’énergie du champ de Markov global : U(x) =
∑
s∈S
φs(xs) +
∑
{s,r}∈C
bsrxsxr, x ∈
∏
s∈S
Es
φs(xs) = asxs + Cs(xs)
(3.15)
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qui conduit à la densité jointe de notre processus auto-Gamma
f(x) =
1
Z
exp
∑
s∈S
asxs − (αg − 1) ln xs +
∑
{s,r}∈C
bsrxsxr
 , ∀x ∈ E (3.16)
Les moyennes locales d’ordre 1 et 2 valent alors :
E{Xs/Xr = xr, r ∈ Vs} = αg
as +
∑
r∈Vs
bsrxr
V {X2s/Xr = xr, r ∈ Vs} =
αg(
as +
∑
r∈Vs
bsrxr
)2 (3.17)
Ces moyennes s’écrivent non linéairement en fonction des paramètres d’interaction du champ.
Des simulations de ce champ à valeurs continues de taille 100 × 100 sont réalisées à l’aide
de l’échantillonneur de Gibbs avec 50 itérations. Pour ces simulations, le champ est considéré
stationnaire d’ordre 2. Ainsi, les paramètres sont supposés indépendants du site considéré et notés
selon le schéma proposé dans [Guy95] :
3 2 4
1 s 1
4 2 3
TAB. 3.1 – Indices "sr" du paramètre d’interaction bsr du modèle stationnaire suivant la direction
reliant s à son voisin.
bsr = bi, i ∈ {1, 2, 3, 4} ∀r ∈ Vs, as = a ∀s ∈ S. (3.18)
Ainsi, b1 traduit l’interaction entre deux pixels voisins sur la direction horizontale, b2 celle sur la
direction verticale et b3, b4 respectivement sur la seconde et la première diagonale.
Les figures (3.2.a, b, et c) représentent les simulations du champ X auto-Gamma pour les
paramètres (αg, as, bsr) données par le tableau (3.2). Les figures (3.2.a’, b’ et c’) représentent les
images de
(
as +
∑
r∈Vs
bsrxr
)
s∈S
calculées à partir de la réalisation du champ markovien X et
permettent de visualiser les effets d’attraction et de répulsion sur l’horizontal, la verticale ou les
diagonales sont présentes.
La comparaison de l’histogramme des réalisations du champ X à la densité d’une loi Gamma
dont les paramètres sont estimés par la méthode du maximum de vraisemblance notée ici par
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(αˆg, βˆg), donnée dans le tableau (3.3), permet de constater, en premier lieu, la conservation de
la valeur du paramètre forme αg. En deuxième lieu, la moyenne
1
m× n
∑
s∈S
(as +
∑
r∈Vs
bsrxr) est
similaire à la valeur du paramètre d’échelle βˆg. Ainsi, le modèle markovien auto-Gamma conserve
ici les paramètres globaux ce qui facilite la simulation de champ ayant une valeur imposée pour
ces derniers paramètres.
as b1 b2 b3 b4 αg
Fig.3.2.a 0.5 -0.01 -0.01 0.03 0.03 3
Fig.3.2.b 0.5 -0.01 0.01 -0.01 0.01 3
Fig.3.2.c 0.5 0.04 0.04 -0.01 -0.01 3
TAB. 3.2 – Valeurs des paramètres du modèle auto-Gamma pour les trois simulations de la figure
3.2.
αˆg αg βˆg
1
m× n
∑
s∈S
(as +
∑
r∈Vs
bsrxr)
Fig.3.2.a 2.776 3 0.720 0.80
Fig.3.2.b 2.486 3 0.385 0.5
Fig.3.2.c 2.505 3 0.775 0.920
TAB. 3.3 – Comparaison entre les valeurs estimées et les valeurs utilisées pour les simulations.
3.2.2 Autre modèle markovien Gamma
Nous proposons d’utiliser un modèle markovien plus général [BSRH03], [BSRH04]. La diffé-
rence avec le modèle précédent auto-Gamma est que la variation locale est maintenant portée sur
le paramètre forme de la loi Gamma. En effet, d’après la propriété d’un champ markovien géné-
ral à partir d’une loi appartenant à la famille exponentielle et prenant en compte de la condition
suivante : Bs(1) = Cs(1) = 0), l’identification du log γ(αg, βg) avec l’expression d’un champ
markovien général, on peut écrire alors :
As(xVs) = αg − 1
Bs(xs) = ln xs
Cs(xs) = −βgxs + βg
Ds(xVs) = αg ln βg − Γ(αg)− βg
(3.19)
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(a) as = 0.5, b1 = b2 = −0.01, b3 = b4 = 0.03 (a’) image de
(
as +
∑
r∈Vs
bsrxr
)
s∈S
(b)as = 0.5, b1 = b3 = −0.01, b2 = b4 = 0.01 (b’) image de
(
as +
∑
r∈Vs
bsrxr
)
s∈S
(c)as = 0.5, b1 = b2 = 0.04, b3 = b4 = −0.01 (c’) image de
(
as +
∑
r∈Vs
bsrxr
)
s∈S
FIG. 3.2 – Simulations de texture par l’échantillonneur de Gibbs pour le modèle auto-Gamma
de taille 100 × 100 : (a), (b) et (c). Les figures (a’), (b’) et (c’) correspondent à l’image de(
as +
∑
r∈Vs
bsrxr
)
s∈S
pour les paramètres utilisés dans (a), (b) et (c).
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L’expression des potentiels de cliques sera :{
φs(xs) = as lnxs − βgxs + βg
φsr(xs, xr) = bsr lnxs lnxr
(3.20)
L’expression du champ de Markov global a alors pour densité jointe :
f(x) =
1
Z
exp
∑
s∈S
(as lnxs − βgxs + βg) +
∑
{s,r}∈C
bsr ln xs ln xr
 , ∀x ∈ E (3.21)
Et comme loi locale :
(Xs/Xr = xr, r ∈ Vs) ∝ γ
(
(as + 1 +
∑
r∈Vs
bsr lnxr), βg
)
(3.22)
dont le paramètre forme varie en fonction du voisinage et donnée par :
αsg = as + 1 +
∑
r∈Vs
bsr ln xr, s ∈ S (3.23)
Les moments locaux d’ordre 1 et 2 s’écrivent alors :
E{Xs/Xr = xr, r ∈ Vs} =
αsg
βg
V {X2s/Xr = xr, r ∈ Vs} =
αsg
β2g
(3.24)
Ces moments locaux s’écrivent donc linéairement en fonction du paramètre de forme devenu
dépendant du Log des niveaux des voisins.
Nous réalisons des simulations du modèle Gamma pour l’ordre 2. Les figures (3.3.a, b et
c) présentent ces simulations dans le cas isotropique et anisotropique. L’algorithme utilisé est
encore l’algorithme de l’échantillonneur de Gibbs. Les figures (3.3.a’, b’ et c’) représentent les
images de
(
αsg
)
s∈S proportionnelles à la moyenne locale et calculées à partir de la réalisation du
champ markovien X des figures (3.3.a,b et c). Les paramètres utilisés (as, bsr, βg) sont donnés
par le tableau (3.4). En supposant que l’histogramme des réalisations du champ X suit une loi
Gamma dont les paramètres sont estimés par la méthode du maximum de vraisemblance, et notée
comme suit (αˆg, βˆg), on dresse alors le tableau (3.5) pour comparer les valeurs estimées de cette
loi Gamma à celle des paramètres utilisés pour la simulation. On constate, une fois de plus, la
conservation de la valeur du paramètre d’échelle donnée par βg, et la similarité de la moyenne de
la variation de
(
αsg
)
s∈S égale à
1
m× n
∑
s∈S
αsg avec le paramètre de forme estimée. Ceci mène à
dire que le modèle markovien Gamma peut conserver tous les paramètres ce qui donne comme
pour le modèle auto-Gamma une facilité pour la génération de simulations avec un contrôle de
ces derniers.
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(a) as = 10, b1 = b3 = −1, b2 = b4 = 1 (a’) Image de
(
αsg
)
s∈S
(b) as = 10, b1 = b2 = −1, b3 = b4 = 1 (b’) Image de
(
αsg
)
s∈S
(c) as = 10, b1 = b2 = 1, b3 = b4 = −1 (c’) Image de
(
αsg
)
s∈S
FIG. 3.3 – Exemples de simulation de texture par l’échantillonneur de Gibbs pour le modèle
Gamma de taille 100× 100 : (a), (b) et (c). Les figures (a’), (b’) et (c’) correspondent aux images
de
(
αsg
)
s∈S .
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as b1 b2 b3 b4 βg
Fig.3.3.a 10 1 -1 1 -1 1
Fig.3.3.b 10 -1 -1 1 1 1
Fig.3.3.c 10 1 1 -1 -1 1
TAB. 3.4 – Valeurs des paramètres du modèle Gamma pour les trois simulations.
αˆg
1
m× n
∑
s∈S
αsg βˆg βg
Fig.3.3.a 10.13 11 0.91 1
Fig.3.3.b 9.519 11 0.866 1
Fig.3.3.c 10.43 11 0.953 1
TAB. 3.5 – Comparaison entre les valeurs estimées et les valeurs utilisées pour la simulation.
3.3 Le modèle spatial K
Nous introduisons le premier modèle spatial basé sur la loi K. Ce modèle prend en compte
l’information spatiale sur l’organisation et la répartition des niveaux de l’enveloppe du signal
écho dans l’image tout en conservant la loi de distribution K de l’enveloppe du signal RF.
3.3.1 Construction à partir des modèles markoviens Gamma
La construction de ce champ reprend localement la construction de la loi K dans le cadre du
modèle produit (voir équation 2.21 du chapitre précédent). Ainsi, on suppose qu’en tout pixel
s de l’ensemble S des pixels de l’image, son amplitude lumineuse As connaissant celle de son
voisinage Vs, suit une loi K dont les paramètres dépendent de AVs = (Ar)r∈Vs . Dans le cadre du
modèle produit, cette modélisation conduit à introduire pour chaque pixel s de l’image :
– Une variable Xs de loi Gamma dont les paramètres dépendent du voisinage,
– Un bruit multiplicatif ξs de loi exponentielle de moyenne 1 indépendant de Xs.
En appliquant à nouveau la racine carrée au produit de ces variables, on obtient donc une loi
K dont les paramètres fluctuent avec les intensités du voisinage AVs = (Ar)r∈Vs . Comme nous
l’avons vu dans la section précédente deux possibilités s’offrent à nous pour la modélisation
markovienne de X . La première, la plus simple est le modèle auto-Gamma. Ceci conduit à la loi
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conditionnelle suivante [BBSB00] :
(Xs/Xr = xr, r ∈ Vs) ∝ γ
(
αg, (as +
∑
r∈Vs
bsrxr)
)
, αg ∈ IR∗+, (as, bsr) ∈ IR2 (3.25)
Ce modèle est caractérisé par la variation locale de son deuxième paramètre, appelé paramètre
d’échelle, en fonction des niveaux du voisinage (XVs) tandis que le paramètre forme du modèle
noté par αg est constant. Ceci induit une nature homogène ou hétérogène constante sur le tissu
modélisé. L’inconvénient de ce modèle est que la variation du paramètre d’échelle ne nous apporte
pas grand chose sur la nature du tissu, car comme nous l’avons vu détaillé en section (2.2) du
chapitre précédent, l’homogénéité ou l’hétérogénéité de ce dernier se traduit par le paramètre αg.
Le second modèle donné en section (3.2.2) déplace les valeurs des niveaux des voisins dans le
paramètre de forme et permet alors de prendre en compte la nature du tissu. De plus, la moyenne
locale linéaire devient une fonction linéaire des paramètres.
(Xs/Xr = xr, r ∈ Vs) ∝ γ
(
as + 1 +
∑
r∈Vs
bsr ln xr, βg
)
, (as, bsr) ∈ IR2, βg ∈ IR∗+ (3.26)
Ce nouveau modèle markovien plus général et dont les propriétés sont données par Besag pour
les familles de lois exponentielles [Guy95] conduit alors à un champ sur l’image observéeA dont
la loi conditionnelle de l’intensité As connaissant lavaleur de ses voisins AVs = (Ar)r∈Vs est une
loi K de paramètre définie comme suit [BSRH03], [BSRH04] :
(As/Ar = Ar, r ∈ Vs) ∝ K
(
(as + 1 +
∑
r∈Vs
bsr lnAr), βK
)
(3.27)
où le paramètre forme :
αsK = as + 1 +
∑
r∈Vs
bsr lnAr (3.28)
varie localement en fonction du voisinage. Ce paramètre correspondant au nombre effectif de
diffuseurs dans une cellule de résolution (voir section 2.2 du chapitre précédent) est alors supposé
variable. Le paramètre d’échelle βK reste constant.
On déduit facilement les deux premiers moments locaux du modèle K qui valent alors :
E{As/Ar, r ∈ Vs} = Γ(α
K
s + 0.5)
Γ(αKs )
2
βK
Γ(1.5)
E{A2s/Ar, r ∈ Vs} = 4
αKs
β2K
(3.29)
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Ce modèle comporte malgré tout un inconvénient majeur : il n’est pas markovien. Ceci pro-
vient de sa construction à travers le modèle produit
As =
√
Xsξs (3.30)
où ξs est le bruit multiplicatif. Bien qu’indépendant deXs, il est le fil conducteur de la dépendance
non markovienne des variables (As)s∈S .
3.3.2 Synthèse de texture obéissant au modèle spatial K
Étant donné les deux modes de construction d’une loi K, deux démarches de simulation
s’offrent à nous. La première consiste à simuler un champ markovien Gamma, ensuite, de multi-
plier ce dernier par une loi exponentielle de moyenne 1, et enfin, appliquer la racine carrée pour
en obtenir une simulation. On peut aussi se restreindre aux cas de champs markoviensA que peut
comprendre cette famille de modèle en simulant directement le modèle à l’aide de l’échantillon-
neur de Gibbs utilisant comme distribution locale la loi K dont les paramètres sont (αsK, βK) où
αsK varie localement en fonction du voisinage du site s et donnée par l’équation (3.28). C’est la
démarche que nous avons choisie puisqu’elle nous autorise ensuite les techniques d’estimations
utilisées pour ces modèles. Les simulations sont celles d’un champ stationnaire d’ordre 2 de taille
100× 100 avec des conditions aux bords toriques.
La sélection des paramètres du modèle pour la simulation se déroule selon une procédure en
deux étapes. La première est celle de la détermination de la valeur du paramètre d’échelle βK
du champ. On suppose pour cela que les niveaux sont modélisables par une loi K de paramètre
(αK, βK). On choisit ainsi la valeur αK de cette loi donnant une information globale sur l’image.
Pour les simulations, on a choisi αK = 5 afin de faciliter l’apparition de motifs aléatoires dans
la texture. Puis, à l’aide de la relation (2.24) et d’une valeur fixée de la moyenne globale notée,
ici par µK, de la future image synthétique, on en déduit une valeur plausible du paramètre βK du
champ. Dans un deuxième temps, pour déterminer le reste des paramètres du champ, on exploite
la définition αsK fonction des paramètres d’interaction du champ (équation 3.28). Pour déterminer
ces derniers, on choisit de remplacer αsK par αK et toute intensité présente dans l’expression de
αsK par la moyenne globale de l’image µK. On résout l’équation suivante :
αK = a+ 1 +
∑
i
bi lnµK (3.31)
qui permet alors de conserver globalement à la fois la moyenne globale et αK. Ainsi, le rôle
du paramètre a permettra de moduler l’effet des paramètres d’interaction bi tout en conservant
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les valeurs globales. On retrouve dans la figure (3.4.a, b, et c) un comportement classique des
paramètres bi gérant alors l’interaction entre voisins. Les images des αsK calculées en fonction
des paramètres du modèle et de la réalisation du champ A, sont montrées dans les figures (3.4.a’,
b’, et c’).
En supposant que l’histogramme des réalisations du champA suivent une loiK, on dresse alors
le tableau (3.7) pour comparer les valeur estimées par la méthode des moments des paramètres
de cette loi notée ici par (αˆK, βˆK) et les valeurs utilisées pour la simulation. On constate que le
champ de paramètres a donc bien permis d’obtenir une grande similarité de la moyenne des (αsK)
avec le paramètre forme estimée de la loi ajustée sur l’histogramme de la simulation. Ainsi, le
même phénomène que pour le modèle markovien Gamman s’observe.
as b1 b2 b3 b4 βK
Fig.3.4.a 4 0.4 -0.4 0.4 -0.4 0.1
Fig.3.4.b 4 0.4 0.4 -0.4 -0.4 0.1
Fig.3.4.c -1.5 0.4 0.4 0 0 0.1
TAB. 3.6 – Valeurs des paramètres utilisés pour les trois simulations du modèle spatial K.
αˆK
1
m× n
∑
s∈S
αsK βˆK βK
Fig.3.4.a 5.362 5 0.103 0.1
Fig.3.4.b 4.960 5 0.100 0.1
Fig.3.4.c 4.800 5.054 0.098 0.1
TAB. 3.7 – Comparaison entre les valeurs estimées (αˆK, βˆK) et les valeurs utilisées pour la simu-
lation.
3.4 Le modèle markovien Nakagami
Dans le chapitre précédent, on a évoqué que la loi de Nakagami est plus générale que la loi
K. Elle englobe les lois pré-Rayleigh, Rayleigh et post-Rayleigh. L’idée est d’exploiter cette
loi de distribution dans une représentation spatiale par le biais d’une modélisation markovienne.
Comme pour la loi K, on exploite son écriture en fonction d’une loi Gamma pour introduire cette
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(a) as = 4, b1 = b3 = 0.4, b2 = b4 = −0.4 (a’) Image de (αsK)s∈S
(b) as = 4, b1 = b2 = 0.4, b3 = b4 = −0.4 (b’) Image de (αsK)s∈S
(c) as = −1.5, b1 = b2 = 0.4, b3 = b4 = 0 (c’) Image de (αsK)s∈S
FIG. 3.4 – Exemples de simulation réalisées par l’échantillonneur de Gibbs pour le modèle K de
taille 100× 100 : (a),(b) et (c). Les figures (a’), (b’) et (c’) correspondent aux images de (αsK)s∈S .
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FIG. 3.5 – (a) Histogramme de la simulation de la figure (3.4.a) et ajustement de l’histogramme à
la loi K, (b) Histogramme des (αKs )s∈S , (c) et(d) Evolution des paramètres (αˆK, βˆK) en fonction
du nombre d’itérations de l’échantillonneur de Gibbs, (e) et (f) Evolution de la moyenne et de
l’écart-type de la simulation.
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modélisation spatiale. A la différence du modèle spatial construit autour de la loiK, notre modèle
Nakagami est cette fois-ci markovien. Le paragraphe suivant prouve la markoviénité de ce modèle
spatial.
3.4.1 Construction du modèle et markoviénité
La construction du champ markovien de type Nakagami est réalisée soit en procédant par
l’exploitation de la propriété du markoviénité sur la loi Nakagami, soit en utilisant le champ
markovien Gamma cité précédemment. Nous allons utiliser la première afin de prouver par le
même temps sa markoviénité et ce uniquement pour le modèle Nakagami dont les spécifications
ont un paramètre quantifiant la configuration de voisinage [BSC06]. La démarche identique peut
être appliquée au cas où le paramètre d’échelle intègre cette information.
La densité de Nakagami est déduite d’une loi Gamma. En effet, soit la variable X de loi
Gamma de paramètre (αN , βN ). Le changement de variable A =
√
X a pour densité une loi
Nakagami de paramètre (m = αN ,Ω =
αN
βN
) définie comme suit :
f(A) =
2βαNN
Γ(αN )
A2αN−1 exp(−βNA2) (3.32)
Le passage au Log donné :
ln fαN ,βN (A) = (2αN − 1) lnA− βNA2 + ln(2) + αN ln βN − Γ(αN ) (3.33)
En utilisant la propriété du paragraphe (3.1), et en choisissant d’introduire l’information du voi-
sinage dans le paramètre de forme, nombre effectif de diffuseurs, on peut écrire :
As(AVs) = 2αN − 1
Bs(As) = lnAs
Cs(As) = −βNA2s + βN
Ds(AVs) = ln(2) + αN ln βN − Γ(αN )− βN
(3.34)
tels que (Bs(1) = Cs(1) = 0).
Et en introduisant les paramètres as et bsr dans l’expression de As(AVs), on en déduit alors l’ex-
pression de αsN (ou la valeur de msN ) :
αsN =
1
2
(
as + 1 +
∑
r∈Vs
bsr lnAr
)
(3.35)
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L’expression des potentiels de cliques sera :{
φs(As) = as lnAs − βNA2s + βN
φsr(As, Ar) = bsr lnAs lnAr
(3.36)
On obtient donc un modèle markovien de type Nakagami dont la loi a pour probabilité :
f(A) =
1
Z
exp
∑
s∈S
(as lnAs − βNA2s + βN ) +
∑
{s,r}∈C
bsr lnAs lnAr
 , ∀A ∈ E (3.37)
Ainsi,
(As/AVs) ∝
√
γ(αsN , βN ) = Nakagami
(
αsN ,
αsN
βN
)
(3.38)
Le moment local du modèle markovien Nakagami vaut :
E{As/Ar, r ∈ Vs} = Γ(α
s
N + 0.5)
Γ(αsN )
1√
βN
E{A2s/Ar, r ∈ Vs} =
αsN
βN
(3.39)
3.4.2 Synthèse de texture
Nous réalisons trois cas de simulation du modèle Nakagami stationnaire d’ordre 2. L’al-
gorithme utilisé est toujours l’échantillonneur de Gibbs. Les paramètres de simulation utilisés
(as, bsr, βN ) sont donnés par le tableau (3.8). Les images simulées sont données par la figure
(3.6). En supposant que l’histogramme de ces trois simulations suive une distribution Nakagami,
l’estimation des paramètres à savoir (αN , βN ) est encore réalisée par la méthode du maximum de
vraisemblance. Les valeurs estimées sont données dans le tableau (3.9). D’après ce tableau, les
trois simulations ont des paramètres globaux (αN , βN ) estimés quasiment identiques pourtant les
paramètres de simulation sont différents ainsi que la texture des images simulées. On voit ici un
premier exemple où des images peuvent avoir des paramètres globaux égaux pourtant les textures
qui les composent sont totalement différentes. Nous consacrons ce paragraphe à l’étude détaillée
as b1 b2 b3 b4 β
Fig.3.6.a 2 0.5 0.5 -0.5 -0.5 0.01
Fig.3.6.b 2 0 0 -0.5 -0.5 0.01
Fig.3.6.c 6.5 -0.5 -0.5 0 0 0.01
TAB. 3.8 – Valeur des paramètres du modèle Nakagami pour les trois simulations.
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(a) as = 2, b1 = b2 = 0.5, b3 = b4 = −0.5, βN = 0.01 (a’) image de (αsN )s∈S
(b) as = 2, b1 = b2 = 0, b3 = −0.5, b4 = −0.5, βN = 0.01 (b’) image de (αsN )s∈S
(c) as = 6.5, b1 = b2 = −0.5, b3 = b4 = 0, βN = 0.01 (c’) image de (αsN )s∈S
FIG. 3.6 – Trois exemples de réalisation du champ Nakagami (a,b,c) et les images de (αsN )s∈S
correspondantes (a’,b’,c’).
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fig.3.6.a fig.3.6.b fig.3.6.c
αˆN 1.42 1.43 1.40
αˆN/βˆN 150 152 149
1
m× n
∑
s∈S
αsN 1.39 1.40 1.36
TAB. 3.9 – Estimation des paramètres du champ markovien Nakagami par la méthode du maxi-
mum de vraisemblance.
de la simulation (3.6.a). L’histogramme correspondant est affiché sur la figure (3.7.a). On trouve
que ce dernier s’ajuste bien à une loi Nakagami dont les paramètres sont estimés à nouveau par la
méthode du maximum de vraisemblance et sont notés (αˆN , βˆN ). De plus, par la démarche choisie
pour la simulation, on observe la conservation des paramètres globaux. L’image de (αsN )s∈S cal-
culée à partir de la réalisation du champ markovien A et affichée sur la figure (3.6.a’) montre la
répartition de ces derniers. L’histogramme correspondant est affiché dans la figure (3.7.b). On voit
que ce dernier est centré sur la valeur de αˆN estimée par la méthode précédente. Ainsi, l’image
de (αsN )s∈S n’est que la variation locale de αN .
L’évolution des valeurs de αˆN et de βˆN estimés au cours des itérations de l’échantillonneur de
gibbs, montre leur convergence. Les valeurs sont affichées sur les figures (3.7.c) et (3.7.d). Les
courbes de ces figures montrent une stabilité de ces valeurs en fonction du nombre d’itération. La
même chose est aussi observable sur les figures (3.7.e) et (3.7.f), pour la moyenne et l’écart type
empirique de l’image A sont affichées en fonction du nombre d’itération.
3.5 Estimation des paramètres des champs de Markov
L’emploi de modèle markovien nécessite généralement l’estimation des paramètres de ce
dernier. S’agissant ici d’un modèle paramétré, plusieurs méthodes bien connues peuvent être
utilisées. La méthode la plus populaire est celle du maximum de vraisemblance, de part ses
bonnes propriétés asymptotiques. Mais, la mise en oeuvre de cette méthode reste souvent dif-
ficile. Plus simple, on trouve la méthode de pseudo-maximum de vraisemblance introduite par
Besag [Bes74]. Elle consiste à estimer les paramètres du modèle en maximisant le produit des
probabilités locales. Encore plus simple car exempt de la phase d’optimisation, la méthode des
moindres carrés conditionnels (MCC) utilise la moyenne locale dans une approche des moindres
carrés. Malgré sa simplicité, elle possède aussi de bonnes propriétés asymptotiques dans le cas
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FIG. 3.7 – Etude de cas de la simulation figure (3.6.a),(a) Histogramme de la simulation et ajus-
tement à la loi de Nakagami, (b) Histogramme des (αNs ), (c) et(d) Evolution des paramètres
(αˆN , βˆN ) en fonction du nombre d’itérations de l’échantillonneur de Gibbs, (e) et (f) Evolution
de la moyenne et de l’écart-type de la simulation.
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markovien qui peuvent permettre dans un objectif de discrimination de construire des tests sta-
tistiques. C’est pourquoi nous choisissons cette méthode pour estimer les paramètres de notre
modèle.
En section suivante, on donne l’expression des estimateurs obtenus par cette méthode pour
les modèles Gamma, K et enfin Nakagami. Malgré la présence du paramètre d’échelle (resp. de
forme) dans l’expression des moments locaux d’ordre 2 des modèles basés sur le champ Gamma
général (resp. auto-Gamma), cette méthode nous ne permet pas d’obtenir une estimation de ce
dernier paramètre. On l’estime par la méthode des moments (resp. maximum de vraisemblance)
pour les modèles spatiaux de type K (resp. Nakagami). Pour, vérifier la stabilité de cette com-
binaison d’estimations, les paramètres sont estimés sur des simulations et comparés aux valeurs
simulées.
3.5.1 A partir des moindres carrés conditionnels (MCC)
La méthode des moindres carrés conditionnels consiste à minimiser la somme des écarts qua-
dratiques sur tous les pixels de l’image Xs et sa moyenne locale E{Xs/XVs}. En d’autre terme :
Θ˜ = argmin
θ
∑
s∈S
(xs − EΘ{Xs/XVs})2 (3.40)
Nous présentons ci-dessous les résultats obtenus dans les cas modèles basés sur le champ
markovien général Gamma. Le cas auto-Gamma s’obtient par une démarche totalement similaire
à celle ici présentée.
Pour le modèle spatial K, on considère ici, le vecteur de paramètre à estimer Θ = (as, bsr).
En effet, on considère que βK est déjà connu et fixé à la valeur de l’estimation par la méthode
des moments de ce même paramètre quand l’histogramme de l’image est ajusté à la distribution
d’une loi K.
Son moment local d’ordre deux vaut :
E{A2s/Ar, r ∈ Vs} = 4
αsK
β2K
où αsK = as + 1 +
∑
r∈Vs
bsr lnAr et βK > 0 (3.41)
L’équation (3.40) revient à résoudre pour chaque site s ∈ S, l’équation suivante dont les incon-
nues sont Θ = (as, bsr) [BSMC06] :
A2s =
4
β2K
(as + 1 +
∑
r∈Vs
bsr lnAr), ∀s ∈ S (3.42)
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Cette équation peut encore s’écrire :
ΨsΘ = ds, ∀s ∈ S (3.43)
où :
Ψs =
(
1
∑
r∈c1
lnAr
∑
r∈c2
lnAr
∑
r∈c3
lnAr
∑
r∈c4
lnAr . . .
)
(3.44)
ΘT =
(
a+ 1 b1 b2 b3 b4 . . .
)
et ds =
β2K
4
A2s (3.45)
La solution au sens des moindres carrés conditionnels est donnée comme suit :
Θˆ =
[∑
s∈S
ΨTsΨs
]−1∑
s∈S
Ψsds (3.46)
Pour le modèle Nakagami, le paramètre de forme βN est aussi connu mais cette fois fixé à la
valeur de l’estimation par maximum de vraisemblance quand l’histogramme de l’image est ajusté
à la distribution de la loi Nakagami. Ainsi, le vecteur de paramètre Θ est le même que celui du
modèle K.
Son moment local d’ordre deux étant :
E{A2s/Ar, r ∈ Vs} =
αsN
βN
où αsN =
1
2
(
as + 1 +
∑
r∈Vs
bsr lnAr
)
et βN > 0. (3.47)
L’équation (3.40) nous fait ici aboutir à la résolution du système suivant pour chaque site s ∈ S
[BSC06] :
2βNA2s = as + 1 +
∑
r∈Vs
bsr lnAr (3.48)
très similaire au modèle à celui obtenu pour le modèleK. En conservant la même expression pour
Ψs, on obtient en fonction de ce dernier, la même expression d’estimateur pour Θ mais cette fois :
ds = 2βNA2s.
3.5.2 Stabilité des estimations
Pour valider la méthode, on a estimé les paramètres des simulations présentés en figure (3.4)
(resp. (3.6)) du modèle K (resp. Nakagami). Dans les tableaux (3.10) (resp. (3.11)), leur compa-
raison à ceux utilisés pour les simulations du modèle montrent une bonne concordance entre ces
valeurs. Pour évaluer la stabilité de cette estimation on propose d’estimer les paramètres à chaque
itération de l’échantillonneur de Gibbs aboutissant à l’image (3.4.a) (resp. (3.6.a)).
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as b1 b2 b3 b4 βK
Fig.3.4.a θ 4 0.4 -0.4 0.4 -0.4 0.1
θˆ 3.69711 0.3328 -0.2989 0.3479 -0.3453 0.0996
Fig.3.4.b θ 4 0.4 0.4 -0.4 -0.4 0.1
θˆ 4.0553 0.4117 0.3635 -0.3831 -0.3655 0.1030
Fig.3.4.c θ -1.5 0.4 0.4 0 0 0.1
θˆ -1.4803 0.3589 0.3220 0.0416 -0.0261 0.0925
TAB. 3.10 – Tableau comparatif des valeurs estimées des simulations de la figure (3.4) à l’ordre
2 pour le modèle spatial K.
On trace alors en figure (3.8) les courbes des paramètres estimés à savoir (a, bi) ou i ∈
{1, 2, 3, 4} en fonction de l’itération de l’échantillonneur. Le nombre d’itérations est choisi égale
à 100.
a b1 b2 b3 b4 βN
Fig.3.6.a θ 2 0.5 0.5 -0.5 -0.5 0.01
θˆ 1.96 0.48 0.48 -0.54 -0.46 0.009
Fig.3.6.b θ 2 0 0 -0.5 0.5 0.01
θˆ 1.97 -0.01 0.04 -0.53 0.46 0.009
Fig.3.6.c θ 6.5 -0.5 -0.5 0 0 0.01
θˆ 6.23 -0.48 -0.50 -0.09 0.10 0.009
TAB. 3.11 – Tableau comparatif des valeurs estimées et simulées pour le modèle Nakagami.
On constate que la variation des paramètres bi est minime pour Nakagami par rapport à celle
du modèle spatial K. La même chose est observée pour la variation de as. La différence du
comportement peut avoir deux origines. La première est l’utilisation de méthode du maximum de
vraisemblance connue pour avoir de meilleures propriétés que celle de la méthode des moments
employée pour le modèle K. La seconde origine, peut être la non markoviénité du modèle K.
89
0 10 20 30 40 50
0
1
2
3
4
5
6
7
8
0 10 20 30 40 50
0
0.5
1
1.5
2
2.5
3
(a) paramètre as (a’) paramètre as
0 10 20 30 40 50
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
0 10 20 30 40 50
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
(b) paramètres d’interactions (b1, b2) (b’) paramètres d’interactions (b1, b3).
0 10 20 30 40 50
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
0 10 20 30 40 50
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
(c) paramètres d’interactions (b3, b4) (c’) paramètres d’interactions (b2, b4).
FIG. 3.8 – Valeurs des paramètres du modèle K (resp. Nakagami) à gauche (resp. à droite)
(a, b1, b2, b3, b4, βK) en fonction du nombre d’itérations de l’échantillonneur de Gibbs pour le
cas de la simulation de la figure (3.4.a) et (3.6.a).
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3.6 Conclusion
La texture échographique étant de type micro-texture, le champ de Markov est l’approche que
nous avons choisie pour accomplir cette tâche, car elle permet de conserver localement les lois
K et Nakagami qui fournissent une bonne description des niveaux de la texture échographique.
Or ces deux lois s’écrivent en fonction de la loi Gamma qui dépend de deux paramètres. C’est
donc grâce à cette loi appartenant à la famille exponentielle que nous avons construit ces modèles
spatiaux aux lois locales de type K et Nakagami.
Ainsi, le modèle spatial K est défini par son paramètre forme qui varie localement en fonction
de l’amplitude du voisinage et par son paramètre d’échelle qui reste constant. Cependant, ce
modèle n’est pas markovien. Ceci s’explique par sa construction à travers le modèle produit.
De la même façon est défini le modèle spatial Nakagami. A la différence du modèle spatial
construit autour de la loi K, le modèle Nakagami est markovien.
Des simulations ont été effectuées pour chaque modèle permettant d’illustrer les capacités
d’anisotropie de texture. Cette notion, liée à la forme des structures, est contrôlée en grande partie
par les paramètres d’interactions du modèle. Nous avons pu constater que pour des paramètres
différents, nous dégageons des simulations aboutissant à des textures différentes pour lesquelles
l’ajustement de la distribution des niveaux aux loi K ou Nakagami aboutit à des paramètres de
forme et d’échelle quasiment identiques pour ces derniers.
L’estimation des paramètres sur des textures simulées révèle une grande importance puisqu’on
peut, à partir des simulations, extraire les paramètres utilisés pour élaborer cette réalisation. Le
choix de la méthode des moindres carrés conditionnelles (MMC) est justifié par la simplicité de sa
mise en oeuvre et ses propriétés asymptotiques qui permettent dans un objectif de discrimination
de construire des tests statistiques. L’expression des estimateurs est donnée pour chaque modèle
ainsi qu’une comparaison des estimateurs des deux modèles est dégagée.
Chapitre 4
Application à la caractérisation de texture
échographique
Nous avons décrit dans le chapitre (2) quelques lois de distributions respectant la distribu-
tion des niveaux de l’image enveloppe. Les paramètres de ces lois, dépendent des propriétés
intrinsèques des diffuseurs déduites du modèle discret : densité, espacement et amplitude. Nous
avons aussi dans ce dernier chapitre exhibé des configurations de ce triplet qui peuvent aboutir
aux mêmes paramètres de ces lois indiquant les limites de cette modélisation. Une solution est
proposée dans le chapitre (3) et consiste à utiliser ces lois de distribution comme distributions lo-
cales de champ de Markov. L’objectif de ce chapitre est en premier lieu de montrer l’habilité des
paramètres de ces modèles spatiaux à lever les ambiguïtés dans des configurations de triplet de
paramètres intrinsèques des diffuseurs. En deuxième lieu, on propose de déterminer les propriétés
intrinsèques des diffuseurs que quantifient ces derniers paramètres. Nous utiliserons pour cela le
simulateur décrit dans le premier chapitre pour générer des simulations d’image enveloppe dont
nous présentons les choix de mise en oeuvre en première section de ce chapitre.
4.1 Les choix de mise en œuvre
Le simulateur de signaux RF utilisé est celui présenté dans le chapitre (1). L’image enveloppe
simulée est donc la juxtaposition de plusieurs lignes de tir (type A-Scan). Ainsi, sur chaque ligne,
les diffuseurs sont répartis sur une distance d = 3.7cm qui correspond à la profondeur de pénétra-
tion de l’onde émise. La fréquence centrale utilisée est f0 = 3.5 Mhz. C’est la fréquence utilisée
pour des applications abdominales et générales. Par contre pour des applications de l’oeil, la fré-
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quence doit être de l’ordre de 10 Mhz. On suppose que la vitesse de propagation de l’onde émise
est constante et égale à v=1446 m/s ce qui correspond à un milieu comme l’oeil. La cellule de
résolution correspond à 1.26 mm. Par conséquent, la fréquence d’échantillonnage utilisée est de
40 Mhz. Avec ces paramètres, le nombre de pixels total dans la ligne est de 2048. Le nombre de
pixels par cellule de résolution est donc de 70 échantillons puisqu’il y a 29 cellules de résolution
pour la profondeur choisie.
Pour ce simulateur on a choisi de travailler avec des densités de diffuseurs par cellule de
résolution variant dans l’ensemble {7, 10, 13, 16, 20, 25, 30, 40, 50}. La valeur maximale de N =
50 nous semble justifiée par le nombre de pixels par une cellule de résolution qui est de 70.
Le SNRa est choisi entre 0.4 et 2. Comme cela a été mentionné au chapitre (1), on balaye des
amplitudes ayant de faible à forte variation. Ainsi, une valeur inférieure à 0.4 atténue énormé-
ment les amplitudes et une valeur supérieure à 2 n’affecte pas l’estimation des paramètres forme
de la loi K ou de la loi Nakagami. On choisit donc de faire varier le SNRa dans l’ensemble
{0.4, 0.6, 0.8, 1, 1.4, 1.6, 2}.
Le paramètre d’espacement entre diffuseurs u varie dans l’ensemble suivant {0.1, 0.3, 0.5, 0.8, 1, 2, 4, 10}.
La valeur maximale u = 10, nous semble correcte puisqu’elle permet de placer les diffuseurs ré-
gulièrement espacés et la valeur minimale de u = 0.1 permet de les placer sous forme de groupe.
Le volume totale de configurations de triplets étudiés est donc de 9 ∗ 7 ∗ 8 = 504.
Les simulations ainsi réalisées sont ensuite normalisées par une division des amplitudes A par√
E{A2}. La normalisation nous permet, en premier lieu, de traiter une moyenne d’ordre 2 égale
à 1, et en deuxième lieu, d’éviter d’avoir des valeurs de paramètre d’échelle trop grandes pour
le cas de la loi K (106) et pas trop faible pour le cas de la loi Nakagami (10−13) susceptibles
d’introduire des erreurs numériques. Dans ce cas, d’après l’équation (2.26) pour une loi K, le
paramètre d’échelle βK devient égal à 2
√
αK, et pour le cas Nakagami, βN vaut alors exactement
αN d’après l’équation (2.32) et (2.35).
De ces simulations sont extraites les paramètres du modèle spatial K et du modèle markovien
Nakagami et ce uniquement sur la direction horizontale pour leurs paramètres d’interactions. Ce
choix est justifié par la nature des simulations de type A-scan qui juxtapose des lignes de signaux
RF, ce qui conduit à l’absence d’interaction locale dans les autres directions que l’horizontal.
Pour faciliter l’analyse, l’ordre des ces champs est choisi égal à 1.
On illustre ceci sur un exemple de trois simulations (voir figure 4.1) ayant trois triplets de
paramètres intrinsèques différents : du moins régulier u = 0.1 au plus régulier u = 10. La
densité des diffuseurs aussi varie N ∈ {15, 25, 50}. Par contre le paramètre de l’amplitude est
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constant SNRa = 1. On constate dans les tableaux (4.1) et (4.2) que, pour les deux modèles,
les seules interactions présentes sont donc horizontales (b1) (l’indice "1" indique l’horizontal
comme l’illustre la figue (3.1) du chapitre (3)). Les autres interactions sont pratiquement absentes
(b2 = b3 = b4 = 0). Le modèle traduit donc bien l’absence de relation entre lignes de tir. Dans
tout ce qui suit, on s’intéresse donc seulement à la valeur d’interaction horizontale traduite par b1
pour les deux modèles.
FIG. 4.1 – 3 types de texture de taille 400 pixels*100 lignes, pour 3 différentes organisations.
Texture à gauche de faible densité avec un effet de groupe, ce qui explique les tâches très
claires :(N = 15, u = 0.1), texture au centre de moyenne densité, sombre par rapport aux autres
car la répartition des diffuseurs est aléatoire : (N = 25, u = 1) et texture à droite de forte densité
avec répartition régulière : (N = 50, u = 10).
Regions as b1 b2 b3 b4 αN βN
(N = 15, u = 0.1) 0.126 0.2074 -0.0030 0.0056 0.0166 0.329 0.329
(N = 25, u = 1) 1.4363 0.9100 0.0152 -0.0006 -0.0028 0.7572 0.7572
(N = 50, u = 10) 1.578 1.1792 0.0079 -0.0119 0.01179 0.9124 0.9124
TAB. 4.1 – Estimation des paramètres du modèle markovien Nakagami pour l’ordre 2, et les
paramètres globaux sur les trois textures de la figure (4.1).
La méthode d’estimation choisie est celle présentée dans le chapitre 3, section (3.5). Pour as-
surer une parfaite stabilité des estimateurs, on associe à chaque triplet la moyenne des paramètres
estimés sur 20 simulations obtenues avec ce triplet.
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Regions as b1 b2 b3 b4 αK βK
(N = 15, u = 0.1) 0.3039 0.2401 -0.0035 0.00654 0.0192 0.7636 1.7477
(N = 25, u = 1) 4.1368 1.9187 0.0171 -0.0007 -0.0032 3.1931 3.5738
(N = 50, u = 10) 9.659 4.9385 0.0094 -0.0141 0.0139 7.5117 5.4808
TAB. 4.2 – Estimation des paramètres du modèle spatial K pour l’ordre 2, et les paramètres
globaux sur les trois textures de la figure (4.1).
Pour conserver l’information liée à la normalisation dans les paramètres, on choisit de conser-
ver le paramètre d’échelle obtenu avant normalisation et ce pour les 2 lois. Cette normalisation
des simulations n’influe pas sur les paramètres d’interactions des modèles spatiaux précédents.
En effet, prenons l’exemple de Nakagami, l’équation d’estimation des paramètres est :
2βNE{A2s/Ar, r ∈ Vs} = as + 1 +
∑
r∈Vs
bsr lnAr, ∀s ∈ S (4.1)
En remplaçant l’amplitude normalisée : A′s =
As√
E{A2} dans l’expression précédente, l’équation
redevient alors :
2β′NE{A′2s /A′r, r ∈ Vs} = a′s + 1 +
∑
r∈Vs
bsr lnA
′
r, ∀s ∈ S (4.2)
tel que : 
a′s = as + ln
√
E{A2}
∑
r∈Vs
bsr
β′N = βNE{A2}
(4.3)
Ceci prouve que le paramètre d’interaction est indépendant de la moyenne du carré de l’amplitude
de l’image par contre celui de ”a′s” intègre cette moyenne. On obtient les mêmes résultats sur le
modèle K.
4.2 Pouvoir de caractérisation des paramètres des modèles spa-
tiaux
Nous avons cité dans le chapitre (2) des exemples de triplets de configurations (N,SNRa, u)
pour lesquels les paramètres globaux de la loi Nakagami ou la loi K sont invariants. Ici, nous
appliquons nos modèles spatiaux sur ces simulations afin de lever l’ambiguïté sur ces simulations.
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αK βK N SNRa u as b1
0.2933 1.0785 13 0.4 0.10 -0.4287 0.0935
0.2928 1.0748 13 0.4 0.30 -0.4002 0.1215
0.2938 1.0781 13 0.4 0.50 -0.3877 0.1364
0.2971 1.0797 13 0.4 1.00 -0.3852 0.1563
2.0440 2.8424 40 0.6 4.00 2.1785 1.3952
2.0618 2.8577 25 0.8 1.00 2.2163 1.3774
2.0276 2.8337 40 0.6 0.8 2.1506 1.339
2.0686 2.8658 13 1.40 0.50 2.2307 1.2056
TAB. 4.3 – Valeur des estimations des paramètres (as, b1) du champ K pour les configurations de
triplet (N,SNRa, u) aboutissant à la même valeur du paramètre αK et βK de la loi K.
On constate que les valeurs du couple (as, b1) pour les deux champs sont différentes pour les
triplets de configurations (N,SNRa, u), ce qui permet de distinguer alors entre ces triplets. Ainsi,
pour le champK, la valeur de b1 croît avec l’espacement. Elle vaut 0.09 pour u = 0.1 et augmente
jusqu’à 0.15 pour u = 1. Le paramètre as, se comporte de la même façon. Il croît de -0.42 jusqu’à
-0.38. Pour le deuxième exemple, ces les trois paramètres des diffuseurs qui changent de valeur.
Encore, les paramètres du champ K permet de les distinguer [BSMC06].
αN βN N SNRa u as b1
0.3178 0.3178 7 0.60 0.80 0.2372 0.2843
0.3119 0.3119 10 0.80 0.10 0.0958 0.1982
0.4084 0.4084 7 0.80 0.80 0.4715 0.40368
0.4026 0.4026 10 0.6 1.00 0.5542 0.4551
0.7009 0.7009 40 0.6 0.80 1.2285 0.9501
0.7005 0.7005 25 0.80 0.80 1.1988 0.9259
TAB. 4.4 – Valeur des estimations des paramètres du champ Nakagami pour des configurations
de triplet (N,SNRa, u) aboutissant à la même valeur du couple de paramètres (αN , βN ) de la loi
N .
On observe le même phénomène pour les paramètres du champ Nakagami. Pour ces triplets
de configuration ayant les mêmes paramètres forme αN , les paramètres du champ sont différents
[BSC06].
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4.3 Lien entre les paramètres des champs et ceux des diffu-
seurs
4.3.1 Cas du modèle spatial K
Nous nous intéresserons dans cette section à définir le comportement des paramètres du modèle
spatialK introduit dans la section (3.3) en fonction des triplets (N,SNRa, u). Comme au chapitre
(2), on trace les courbes de variation des paramètres (as, b1) en fonction de ces derniers. Les
courbes de la figure (4.2) montrent l’évolution de as et b1 en fonction de :
– (SNRa, N) pour un espacement constant de valeur u = 1, courbes de la figure (4.2.a, a’)
– (SNRa, u) pour N = 25, courbes de la figure (4.2.b, b’)
– (u,N) pour SNRa = 1.4,courbes de la figure (4.2.c, c’)
D’après toutes ces courbes, les valeurs des paramètres estimées sur les simulations augmentent
avec celles de la densité N , du SNRa et de u. On note aussi, la ressemblance du comportement
de as et de b1. La matrice de corrélation donnée par le tableau (4.5) le confirme par une forte
corrélation entre les 3 paramètres (βK, as, b1).
Le triplet (N,SNRa, u) n’est pas corrélé sauf faiblement pour le paire (SNRa, u) qui ne
comporte pas d’explication physique puisque le premier régit la variation des amplitudes et le
second, les espacements entre diffuseurs. Le choix des valeurs du couple n’est peut être que la
seule explication de l’existante de la corrélation.
N SNRa u βK as b1
N 1.0000 -0.0000 0.0000 0.4902 0.4074 0.4169
SNRa -0.0000 1.0000 -0.1855 0.6065 0.4707 0.4565
u 0.0000 -0.1855 1.0000 0.1145 0.1117 0.1290
βK 0.4902 0.6065 0.1145 1.0000 0.9415 0.9440
as 0.4074 0.4707 0.1117 0.9415 1.0000 0.9994
b1 0.4169 0.4565 0.1290 0.9440 0.9994 1.0000
TAB. 4.5 – Matrice de corrélation entre (N,SNRa, u, βK, as, b1) pour le modèle K estimée sur
les 504 simulations.
Pour mieux étudier les corrélations entre (βK, as, b1) et (N,SNRa, u), on propose de diviser
la relation entre as et b1 par la constante
β2K
4
. En effet, d’après l’équation (3.42) du chapitre
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précédent, la division par β
2
K
4
aboutit à l’équation suivante :
E{A2s/Ar, r ∈ Vs} = 4
as + 1
β2K
+
∑
r∈Vs
4
bsr
β2K
lnAr, ∀s ∈ S (4.4)
On choisissant a′s = 4
as + 1
β2K
et b′sr = 4
bsr
β2K
, notre équation devienne alors sous la forme :
E{A2s/Ar, r ∈ Vs} = a′s +
∑
r∈Vs
b′sr lnAr, ∀s ∈ S (4.5)
Ainsi, avec la nouvelle paramétrisation, la matrice de corrélation entre (N,SNRa, u, βK, a′s, b′1)
aura une autre forme donnée par le tableau (4.6).
N SNRa u βK a′s b
′
1
N 1.0000 -0.0000 0.0000 0.4902 -0.3272 0.5036
SNRa -0.0000 1.0000 -0.1855 0.6065 -0.5846 0.0992
u 0.0000 -0.1855 1.0000 0.1145 0.0708 0.4568
βK 0.4902 0.6065 0.1145 1.0000 -0.4187 0.6122
a′s -0.3272 -0.5846 0.0708 -0.4187 1.0000 -0.2343
b′1 0.5036 0.0992 0.4568 0.6122 -0.2343 1.0000
TAB. 4.6 – Matrice de corrélation entre (N,SNRa, u, βK, a′s, b′1) pour le modèle K
La figure (4.4) montre l’évolution des paramètres (a′s, b′1) en fonction du (SNRa, N) pour
u = 1 (courbes (a) et (a’)), (a′s, b′1) en fonction du (SNRa, u) pour N = 25 (courbes (b) et (b’)),
et enfin, (a′s, b′1) en fonction (N, u) pour SNRa = 1.4. On constate alors que :
– le nouveau paramètre a′s n’est sensible plus à la variation du paramètre d’espacement u
(ρ = 0.07, p = 0.15). Les courbes de variation de a′s en fonction de (N,SNRa, u) de la
figure (4.3) montrent clairement le comportement de ce dernier qui dépend faiblement du
variation du paramètre u pour les courbes (a), (b) et (c). Par contre, le comportement de
a′s change en fonction de la densité N et du SNRa comme le confirme notre matrice de
corrélation : (ρ = −0.32, p = 0) pour N et (ρ = −0.58, p = 0) pour SNRa. En comparant
ces résultats à ceux de la figure (2.9) du chapitre 2), on voit que le comportement de a′s est à
rapprocher de celui du paramètre de forme du modèle K mais dans une version amélioré au
sens de la capacité de discrimination des configurations de triplet. Par contre, son habilité à
distinguer différentes configurations d’espacement (u) diminue.
99
– le paramètre b′1 lui aussi devient très peu corrélé avec le paramètre d’amplitude SNRa. Le
coefficient de corrélation passe ainsi de la valeur de 0.45 avant normalisation à la valeur de
ρ = 0.09 avec une valeur de p = 0.04. La figure (4.3) montre l’insensibilité de ce paramètre
à la variation du SNRa essentiellement pour les petites valeurs de u. Il est à noter que
le paramètre b′1 devient constant pour les différentes valeurs de N lorsque u = 4 et varie
linéairement en fonction de la densité pour u = 0.1.
– la corrélation entre a′s et b′1 passe du ρ = 0.99 à ρ = −0.23 avec p = 0. La corrélation entre
ces deux paramètres a diminué mais elle reste toujours non nulle, ce qui concorde avec le
fait que a′s et b′s sont toutes les deux corrélés avec le paramètre densité N des diffuseurs.
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4.3.2 Cas du modèle markovien Nakagami
Les courbes de la figure (4.5) montrent l’évolution de as et b1 en fonction de :
– (SNRa, N) pour un espacement constant de valeur u = 1, courbes de la figure (4.5.a, a’)
– (SNRa, u) pour N = 25, courbes de la figure (4.5.b, b’)
– (u,N) pour SNRa = 1.4,courbes de la figure (4.5.c, c’)
Comme dans le cas précédent, les valeurs des paramètres estimés sur les simulations sont propor-
tionnelles à la densité N , au SNRa et à u. De même, on constate la ressemblance du comporte-
ment de as et de b1. La matrice de corrélation donnée par le tableau (4.7) montre à nouveau de
fortes corrélations entre les paramètres (N,SNRa, u, βN , as, b1). En effet, on constate :
– une forte corrélation entre as et b1. Le coefficient de corrélation est de l’ordre 0.99.
– Le paramètre as est corrélé avec N , SNRa et u
– Le paramètre b1 est lui aussi corrélé avec ces derniers
N SNRa u βN as b1
N 1.0000 -0.0000 0.0000 0.5528 0.5672 0.5699
SNRa -0.0000 1.0000 -0.1855 0.5434 0.4340 0.4029
u 0.0000 -0.1855 1.0000 0.2221 0.3048 0.3254
βN 0.5528 0.5434 0.2221 1.0000 0.9840 0.9807
as 0.5672 0.4340 0.3048 0.9840 1.0000 0.9959
b1 0.5699 0.4029 0.3254 0.9807 0.9959 1.0000
TAB. 4.7 – Matrice de corrélation entre (N,SNRa, u, βN , as, b1) pour le modèle Nakagami
Pour pouvoir diminuer la corrélation entre as et b1, on opère comme pour le modèle K à savoir
on divise as et b1 par la constante 2βN . D’après l’équation (3.48) du chapitre précédent, la division
par 2βN aboutit à l’équation suivante :
E{A2s/Ar, r ∈ Vs} =
as + 1
2βN
+
∑
r∈Vs
bsr
2βN
lnAr, ∀s ∈ S (4.6)
On choisissant : a′s =
as + 1
2βN
et b′sr =
bsr
2βN
, notre équation devienne alors sous la forme :
E{A2s/Ar, r ∈ Vs} = a′s +
∑
r∈Vs
b′sr lnAr, ∀s ∈ S (4.7)
La figure (4.7) montre l’évolution des paramètres (a′s, b′1) en fonction du (SNRa, N) pour
u = 1 (courbes (a) et (a’)), (a′s, b′1) en fonction du (SNRa, u) pour N = 25 (courbes (b) et
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N SNRa u βN a′s b
′
1
N 1.0000 -0.0000 0.0000 0.5528 -0.4243 0.4920
SNRa -0.0000 1.0000 -0.1855 0.5434 -0.6951 0.0286
u 0.0000 -0.1855 1.0000 0.2221 0.0375 0.4853
βN 0.5528 0.5434 0.2221 1.0000 -0.8678 0.7518
a′s -0.4243 -0.6951 0.0375 -0.8678 1.0000 -0.4521
b′1 0.4920 0.0286 0.4853 0.7518 -0.4521 1.0000
TAB. 4.8 – Matrice de corrélation entre (N,SNRa, u, βN , a′s, b′1) pour le modèle Nakagami.
(b’)), et enfin, (a′s, b′1) en fonction (N, u) pour SNRa = 1.4. Avec la nouvelle paramétrisation, la
corrélation entre (N,SNRa, u, βN , a′s, b′1) donnée par le tableau (4.8) et les courbes de la figure
(4.7) permettent de constater alors que :
– le nouveau paramètre a′s devient insensible à la variation du paramètre d’espacement u et
ce de façon plus marquée que pour ce même paramètre du modèle K. Ceci est traduit par
un coefficient de corrélation de l’ordre de 0.03 (p=0.446). Les courbes (a), (b) et (c) de
variation de a′s en fonction de (N,SNRa, u) de la figure (4.6) illustrent ce comportement.
Et comme pour le modèle K, son comportement décroît avec la densité N et du SNRa
comme le confirme notre matrice de corrélation.
– le paramètre b′1 lui n’est plus corrélé avec le paramètre d’amplitude SNRa et ce de façon
plus accentuée que pour le modèleK. Le coefficient de corrélation passe ainsi de la valeur de
0.40 avant normalisation à la valeur de 0.02 (p=0.56). La figure (4.6) montre l’insensibilité
de ce paramètre à la variation du SNRa quelque soit l’espacement u. On a encore ici le
paramètre b′1 constant lorsque u = 4 et qui varie linéairement en fonction de la densité pour
u = 0.1.
– la corrélation passe du 0.99 à -0.45 entre a′s et b′1 . Et ainsi, on diminue la corrélation entre
ces deux paramètres mais elle n’est toujours pas proche de zéro car a′s et b′s sont toutes les
deux corrélés avec le paramètre densité N des diffuseurs.
4.3.3 Discussion autour de la caractérisation des diffuseurs par les para-
mètres des modèles globaux et spatiaux
Si maintenant on s’intéresse à la description des variations des 3 quantités (N,SNRa, u) ca-
ractérisant les diffuseurs du tissu par les paramètres des modèles globaux et spatiaux étudiés dans
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FIG. 4.7 – Variation des paramètres (a′s, b′1) du modèle markovien Nakagami en fonction de N ,
SNRa et u.
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cette thèse, on constate en premier lieu qu’évidemment que les modèles spatiaux dépendant ici de
3 paramètres, vont mieux décrire ces derniers au sens de la variance. En examinant, une à une les
lignes des matrices de corrélations des tableaux (2.1), (2.3), (4.6) et (4.8) on peut évaluer l’apti-
tude de ces modèles à extraire les informations de chaque composante du triplets (N,SNRa, u).
Pour N , le modèle Nakagami est celui qui décrit le mieux à travers son paramètre de forme
(ρ = 0.55) qui devient par la normalisation le paramètre d’échelle du champ Nakagami. Ce der-
nier est suivi de façon rapprochée par les paramètres as et b1 de ce même champ et par le paramètre
b′1 du champ K. Le champ Nakagami est celui qui décrit le mieux la densité des diffuseurs.
Pour la variation des amplitudes (SNRa), c’est le paramètre d’échelle de la loi K qui lui est
le plus corrélé (ρ = 0.77). De nouveau, le champ Nakagami, à travers son paramètre a′s est aussi
candidat à cette description du SNRa (ρ = 0.7) qui est le paramètre intrinsèque des diffuseurs le
mieux décrit par les modèles étudiés.
Quant au paramètre d’espacement u, c’est le modèle global K qui remporte la plus forte cor-
rélation (ρ = 0.58) suivi par le paramètre b′1 du champ Nakagami (ρ = 0.49).
Au vue des résultats obtenus sur l’ordre 1, le champ markovien Nakagami, comparé au modèle
spatial K, est celui le plus à même à décrire le comportement des diffuseurs.
Pour se distinguer du modèle global K, ce dernier peut avoir recours, par l’augmentation de
son ordre, à l’ajout de paramètres d’interaction susceptibles d’informer au pixel sur les amplitudes
plus distantes de ce dernier.
4.4 Conclusion
Nous avons démontré dans ce chapitre l’habilité des paramètres des modèles spatiaux K et
Nakagami à lever les ambiguïtés dans des configurations de triplet de paramètres intrinsèques des
diffuseurs décelés au deuxième chapitre. En effet, on constate que les valeurs du couple (as, b1)
pour les deux champs sont différentes pour les triplets de configurations (N,SNRa, u), ce qui
permet de distinguer alors entre ces triplets.
En deuxième lieu, nous avons évalué les liens entre les paramètres des champs K et Nakagami
avec ceux des diffuseurs. Nous avons utilisé pour cela le simulateur décrit dans le premier chapitre
pour générer des simulations d’image enveloppe. Les valeurs de la matrice de corrélation établies
entre les triplets (N,SNRa, u) et (as, b1) montrent la forte corrélation entre as et b1 pour les
deux modèles spatiaux. La nouvelle paramétrisation qui consiste à normaliser les paramètres du
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modèle a′s = 4
as + 1
β2K
et b′sr =
bsr
β2K
(resp.a′s =
as + 1
2βN
et b′sr =
bsr
2βN
) pour le modèleK (resp. pour
le modèle Nakagami) permettent de séparer la corrélation entre a′s et b′sr. Le comportement de a′s
change en fonction de la densité N et du SNRa comme le confirme la matrice de corrélation.
Par contre, son habilité à distinguer différentes configurations d’espacement (u) diminue. Pour le
paramètre b′1 devient sensible à l’espacement u et à la densité des diffuseurs N mais insensible à
la variation de l’amplitude SNRa.
En conclusion, les modèles spatiaux dépendant ici de 3 paramètres, semblent meilleurs candi-
dats pour la description de texture présentant des variations de type (N,SNRa, u).
Chapitre 5
Conclusion et Perspectives
Les lois, comme les lois K et Nakagami, ont été utilisées comme modèles paramétrés d’am-
plitudes dans le but de caractériser les tissus biologiques qui sont observés. Plus précisément,
les paramètres de ces lois servent alors de descripteurs de l’homogénéité ou l’hétérogénéité de
ces tissus. Ces paramètres dépendent donc fortement de la densité des diffuseurs présents dans le
milieu, de leur répartition spatiale, et de leur amplitude.
Malgré, le succès de cette approche, il est pourtant difficile de distinguer différentes confi-
gurations de paramètres intrinsèques des diffuseurs aboutissant à des textures différentes. Dans
ce travail, on a proposé une approche permettant d’y associer une information spatiale par une
approche markovienne. L’intérêt est alors double : conserver la modélisation globale par le biais
de la loi locale du champ construit tout en apportant une information spatiale sur la texture écho-
graphique.
Dans le chapitre 1, nous avons centré notre attention sur le processus de formation de l’image
ultrasonore, et ses propriétés physiques, dans le but de comprendre les interactions entre l’onde
ultrasonore et le tissu. Nous y avons présenté le fonctionnement d’un échographe clinique. Ainsi,
toutes les étapes sont décrites : de l’acquisition du signal Radio-Fréquence, au traitement du si-
gnal RF, jusqu’à l’affichage de l’image. On décrit ici un simulateur de signaux Radio-fréquence
de type A-scan utilisé durant toute la thèse. Ce simulateur utilise le modèle "discret" des dif-
fuseurs qui stipule que les tissus biologiques sont constitués d’un milieu homogène dans lequel
sont distribués des diffuseurs discrets et identiques. Trois paramètres caractérisent alors le tissu à
savoir la densité, l’amplitude et l’espacement entre diffuseurs. A travers la réalisation de simula-
tions d’images échographiques, on remarque notamment que lorsque u est faible, c’est à dire une
grande variance de l’espacement entre diffuseurs, ces derniers se mettent en groupe. Ceci donne
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un contraste important dans la texture. Lorsque u augmente, les groupes se dissocient, le contraste
diminue jusqu’à donner une texture homogène.
Dans le chapitre 2, nous nous sommes plus particulièrement intéressés à la modélisation de
l’enveloppe du signal RF par la loiK tout d’abord puis la loi Nakagami, toutes deux bien adaptées
aux textures de type speckle et dont la dernière permet de couvrir une plus large gamme de ce
type de textures. Les paramètres de ces lois ont été calculés sur différentes simulations de texture
RF afin d’illustrer leurs relations existantes avec les trois caractéristiques des diffuseurs (densité,
espacement et amplitude) établies par les auteurs qui ont proposées ces lois pour la modélisation
de l’amplitude. A travers ces simulations, on retrouve que le paramètre de forme de ces lois peut
être interprété comme le nombre effectif de diffuseurs. Le paramètre d’échelle lui ne touche que
la dynamique des niveaux. Ces lois, bien que s’ajustant très bien à l’histogramme de ces textures,
ne peuvent en décrire l’organisation spatiale, ce qu’on illustre à la fin de ce chapitre à travers
quelques simulations RF. La ressemblance des paramètres de ces lois pour des configurations
différentes du triplet densité, amplitude, espacement nous incite à introduire une modélisation
spatiale.
On étudie donc, au chapitre 3, la modélisation de ces textures de type micro-texture par des
modèles markoviens ayant comme spécifications locales les distributions de la loi K ou de la loi
Nakagami. Toutes deux étant fonction d’une loi Gamma, on commence par construire un mo-
dèle markovien de spécification locale égale à la distribution Gamma. Deux modèles markoviens
sont alors possibles : le modèle auto-Gamma et le modèle markovien général Gamma. C’est ce
dernier que l’on choisit car il est le plus proche de la réalité physique des diffuseurs puisque l’in-
formation du voisinage va définir le paramètre de forme. Il va donc être ici possible de favoriser
certaines gammes d’amplitude intimement liés aux nombre de diffuseurs à considérer aux pixels
étant donnée la configuration des amplitudes de ces voisins. Ceci permet de prendre en compte
l’organisation spatiale des diffuseurs.
Contrairement à Nakagami, la loi K ne permet pas d’aboutir à un modèle markovien. Nous
exhibons la signification des paramètres par des simulations de ces modèles réalisées à l’aide de
l’échantillonneur de Gibbs. Sur ces deux modèles, les paramètres d’interactions "bsr" décrivent
l’organisation spatiale de la texture tandis que le paramètre "as" permet de modérer l’importance
du pixel central à ses voisins. L’estimation des paramètres des deux modèles est obtenue par la
combinaison de la méthode des moments, pour l’estimation du paramètre d’échelle de la loi K
ou celle du maximum de vraisemblance pour celui de la loi Nakagami, avec celle des moindres
carrés conditionnels. On constate sur les simulations de ces champs une bonne stabilité qui s’avère
meilleure dans le cas du modèle Nakagami.
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Après avoir levé les ambiguïtés sur de triplets pour lesquels les paramètres globaux de la loi
Nakagami ou la loi K sont les mêmes à l’aide des paramètres de nos champs, nous déterminons
dans le chapitre 4, les propriétés quantifiées par les paramètres de ces deux derniers modèles.
Pour cela, on effectue des simulations d’images échographiques pour une large gamme de triplets
(densité, amplitude, espacement) et l’on dresse une carte de la variation des paramètres spatiaux.
Il en ressort que le paramètre d’interaction comble la lacune du modèle global dans la description
des espacements.
Reste maintenant à voir si une organisation spatiale plus complexe offerte par exemple par
un simulateur de type B-scan permettrait de confirmer le rôle des paramètres d’interactions du
modèle dans la caractérisation des diffuseurs du tissu et ce pour différentes gammes de fréquence
émise, fréquence d’échantillonnage, largeur d’impulsion, forme de l’onde...
Si tel est le cas, une démarche de type discrimination de texture pourrait être envisagée par
l’intermédiaire de tests statistiques basés sur les estimateurs utilisés dans ce travail. En effet, dans
le cadre du modèle markovien Nakagami, l’estimateur des MCC est assymptotiquement normal.
Le travail doit donc être associé à une étude de leur convergence fonction de la taille de la fenêtre
à utiliser.
Pour finir, nous envisageons d’extraire les paramètres de ces différents modèles d’images écho-
graphiques de l’oeil de patients atteints de cancer et suivis au cours de leur traitement. Sur ces
images que le laboratoire d’imagerie paramètrique de Paris6 nous a confiées en février 2006, nous
espérons pouvoir ici renseigner sur la possibilité de guérison avant ou pendant traitement. Dans
cet objectif, notre premier travail consiste déjà à obtenir une description qualitative des diffuseurs
de ces 2 groupes de patients en s’appuyant sur les liens établis entre les paramètres des modèles
spatiaux proposées dans cette thèse.

Annexe A
Calcul de la densité de la loi K
On peut définir la variable aléatoireA comme étant la racine carré du produit de deux variables
aléatoires indépendantes X et ξ puisque l’amplitude est lié à l’intensité par A2 = I . Ainsi :
A =
√
X × ξ (A.1)
Pour déterminer la densité de A, nous avons utiliser la loi jointe de (X, ξ) dont la densité peut
s’écrire en fonction de celle de A sachant X = t : En effet, par application de la formule de
Bayes, on a :
fA(A) =
∞∫
0
fA,X=t(A, t)dt (A.2)
=
∞∫
0
fA/X(A)fX(t)dt (A.3)
La variable ξ étant de loi exponentielle de moyenne 1. Ainsi, la densité de A sachant X = t est
donnée par :
fA/X=t(A) = 2
(
A
t
)
fξ
(
A2
t
)
, A ∈ IR+ (A.4)
= 2
(
A
t
)
exp−
(
A2
t
)
(A.5)
X étant de loi γ(α, β2/4), la densité de A est donnée ainsi :
fA(A) =
∞∫
0
A
t
exp
(
−A
2
t
)
β2α
4αΓ(α)
tα−1 exp
(
−β
2
4
t
)
dt (A.6)
=
β2αA
4αΓ(α)
∞∫
0
tα−2 exp
(
−β
2
4
t
)
exp
(
−A
2
t
)
dt (A.7)
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Le changement de variable u = β2
4
t permet de simplifier l’écriture de cette loi :
fA(A) =
Aβ2
4Γ(α)
∞∫
0
uα−2 exp(−u) exp(−A
2β2
4u
)du (A.8)
En utilisant la fameuse égalité de [JT88],[KT99] :
1
Γ(α)
∫ ∞
0
xα−2e−xe−
z
xdx =
2
Γ(α)
z
1
2
(α−1)Kα−1(2z
1
2 ) (A.9)
En prenant z = A2β2
4
, la fonction densité de probabilité de A est donnée en terme d’une distribu-
tion K de paramètre (α, β) ∈ IR∗+2, comme suit :
fA(A) =
2β
Γ(α)
(
βA
2
)α
Kα−1(βA); ∀x ∈ IR+. (A.10)
On vérifie bien que la moyenne de la variable A est déduite à partir du modèle de produit :
E{A} = E{
√
X}E{
√
ξ} (A.11)
En effet,
E{
√
X} = Γ(α+ 0.5)
Γ(α)
2
β
et E{
√
ξ} = Γ(1.5) (A.12)
Annexe B
Démarche aléatoire cohérente
Dans le cas d’une démarche aléatoire cohérente, la loi de variation du nombre de diffuseurs
est choisie de type binomiale négative par opposition à une loi uniforme. Ceci veut dire que le
nombre de diffuseurs observés fluctuent d’une cellule de résolution à une autre (diffuseurs non-
homogènes). Selon l’équation (2.3) l’enveloppe complexe peut être écrite comme suit :
A = A exp(jφ) (B.1)
Puisque {φn} est un ensemble de variables aléatoires uniformément distribuées sur [0, 2pi], alors
φ en est de même. La fonction caractéristique, noté CN(u), est définie comme la transformée de
Fourrier de l’enveloppe A du signal écho. En supposant que le nombre de diffuseurs N est fixe,
son expression est donnée par :
CN(u) = E{J0(u a√
N
)}N (B.2)
Pour dégager la distribution de l’enveloppe A pour un comportement asymptotique de la fonction
caractéristique dans le cas de large valeur de N , on calcule la limite de cette fonction lorsque N
tend vers l’infini :
lim
N→∞
CN(u) = exp
(
−u
2E{a2}
4
)
(B.3)
La densité de probabilité de l’enveloppe A est déduite par la transformation de Fourrier inverse
de la fonction caractéristique précédente. La densité dégagée correspond à la distribution de Ray-
leigh décrite dans l’équation (2.6).
Si l’on considère maintenant que le nombre de diffuseurs N est une variable aléatoire indé-
pendante de {αn} et {φn}, et que cette variable aléatoire N fluctue d’une cellule de résolution
à une autre, et que ce comportement est modélisé par une loi binomiale négative fonction de la
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moyenne de N , notée N¯ , et du paramètre α :
f(N) =
(
N + α− 1
N
)
(N¯/α)N
(1 + N¯/α)N+α
(B.4)
Le calcul de la fonction caractéristique dépendante maintenant de N¯ s’écrit en fonction de la
densité de N comme suit :
CN¯(u) =
∞∑
N=0
f(N)CN(u) (B.5)
=
(
1 +
N¯
α
(
1− E{J0(u a√
N¯
)}
))−α
(B.6)
En faisant tendre le N¯ vers l’infini, la nouvelle fonction caractéristique est donnée comme suit :
lim
N¯→∞
CN¯(u) =
(
1 +
u2E{a2}
4α
)−α
(B.7)
Ceci correspond à la loi K.
Annexe C
Estimation du paramètre forme de la loi K
Plusieurs méthodes d’estimation du paramètre α ont été élaborées, jugées plus ou moins effi-
caces. On cite la méthode des moments MM [Oli91], [IZ99], la méthode de Raghavan [Rag91] et
la méthode de maximum de vraissemblance MV [JPD93]. Récemment, plusieurs autres méthodes
ont été réalisées pour améliorer la qualité de l’estimation et réduire considérablement le biais ap-
porté par l’estimation. On distingue la méthode du EM [RF00] pour approximer la solution ou
une combinaison du MV avec le MM [IZB99].
C.1 Méthode des moments
La façon la plus simple d’estimer le paramètre α avec la méthode des moments est d’utiliser
le moment normalisé d’ordre 4 de l’enveloppe donnée comme suit :
A(4) = 2
(
1 +
1
α
)
(C.1)
Pour calculer le moment normalisé d’ordre 4, on a recourt au calcul des moments d’ordre k
empiriques (k=2,4) donnés comme suit :
E{Ak} = 1
N
N∑
i=1
aki , k ≥ 0 (C.2)
Où {ai; i = 1...N} est un ensemble de réalisations de N variables aléatoires statistiquement
indépendantes {Ai; i = 1...N}. D’après [OKBP96] cette estimateur est biaisé. Ils prouvent que
le E{αˆ−α} 6= 0 et que le biais relatif défini par Biais{αˆ}/α est non constant. Il croît lorsque le
nombre d’échantillon N décroît et tend vers zéro lorsque ce dernier tend vers l’infini. De même
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ce biais relatif croît avec α. En considérant que l’utilisation des moments d’ordre supérieur à 1
entraîne des biais important et afin de réduire ce biais au maximun, les auteurs [IZ99] ont opté à
utiliser des ordres de moment inférieur à 1 ou rationnel. En effet, il utilise le moment normalisé
suivant :
βp =
E{Ap+2}
E{Ap}E{A2} , p > 0 (C.3)
Pour l’estimation de α avec un minimum de biais, l’ordre p est choisi dans la gamme ]0,2].
α =
(
p+2
2
)2 − βp
βp −
(
p+2
2
) + 1, p > 0 (C.4)
Avec la réduction de l’ordre des moments à des rationnels, le biais et la variance de l’estimation
de α diminue considérablement par rapport aux ordres utilisés classiquement.
C.2 Méthode de Raghavan’s
Pour une forte présence de texture dans le tissu observé (α faible), le speckle est négligeable
et la loi Gamma rejoint alors la loi K. [Rag91] montre que la distribution gamma est une bonne
approximation de la loiK pour des α allant de 0.5 à 1.5. L’estimateur maximum de vraisemblance
du paramètre forme de la loi Gamma, noté ici γ, peut être calculé numériquement en solvant une
équation dépendante du rapport de la moyenne arithmétique sur la moyenne géométrique, noté
ici ρn où n est le nombre d’échantillons utilisés.
ρn =
1
n
n∑
i=1
ai(
n∏
i=1
ai
)1/n (C.5)
Une bonne estimation du paramètre forme α de la loi K est ainsi basée sur le rapport précédent.
Raghavan calcule l’espérance de ρn en fonction de α comme suit :
E{ρn} = Γ(0.5 + α− 0.5n
−1)Γ(1.5− 0.5n−1)
Γ(α)
(
Γ(α− 0.5n−1)Γ(1− 0.5n−1)
Γ(α)
)n−1
, n >
1
2α
(C.6)
La résolution numérique de l’équation précédente aboutit ainsi à l’estimation de α.
C.3 Méthode de Maximum de vraisemblance MV
La méthode du maximum de vraisemblance est utilisée lorsque la loi de distribution, qui est
fonction paramètre à estimer, est connue [JPD93]. Soit A = (A1, A2, ..., AN), N variables aléa-
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toires indépendantes et identiquement distribuées selon une certaine loi f(a; Θ) de paramètre
Θ = (θ1, θ2, ..., θm) et a = (a1, a2, ..., aN) une réalisation de A. L’estimation de Θ au sens du
MV consiste à trouver Θˆ tel que :
Θˆ = argmax
Θ
{ln fA/Θ(a/Θ)} (C.7)
Compte tenu des hypothèses sur A, le Log-vraisemblance est défini comme suit :
ln (L(Θ)) =
N∑
i=1
ln(f(ai, θ1, θ2, ..., θm)) (C.8)
Pour la distribution K, le Log-vraisemblance, noté ici L = ln (L(Θ)) où Θ = (α, β), a pour
expression [IZB99],[JPD93] :
L = α
N∑
i=1
ln(ai) +N ln
(
β1+α21−α
Γ(α)
)
+
N∑
i=1
ln (Kα(βai)) (C.9)
Les dérivées partielles par rapport à (α, β) de la fonction Log-vraisemblance sont données comme
suit [IZB99] :
∂L
∂β
= −βN(α+ 1)− β
2
N∑
i=1
Kα−2(βai) +Kα+2(βai)
Kα−1(βai)
βai
∂L
∂α
= −N
(
ln(
2
β
) + Ψ(α)
)
+
N∑
i=1
ln(ai) +
N∑
i=1
∂
∂α
Kα−1(βai)
Kα−1(βai)
(C.10)
où Ψ est la fonction Digamma.
Puisqu’il n’y a pas une forme explicite de la solution qui maximise l’équation (C.9), ceci
est calculé numériquement. Les détails sur la maximisation du log-vraisemblance par méthode
numérique sont donnés dans [JPD93],[PTVF92]. Pour avoir une forme explicite de la solution,
[IZB99] ont utilisé une combinaison de la méthode des moments avec celle du MV.
C.4 Méthode EM
[JT87] ont considéré que la loi K est représentée par une distribution de Rayleigh dont la
moyenne varie selon une loi Gamma. La densité de probabilité est donnée par l’équation (2.22).
Cette propriété est utilisé par [RF00] pour l’estimation des paramètres de la loi K en considé-
rant que Z = (A, X) forme ainsi les données complètes du problème. L’approche est basée sur
l’algorithme EM (Expectation Maximisation) qui est un algorithme itératif utilisé pour calculer
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les paramètres au sens du MV quand les observations sont vues comme étant des données incom-
plètes. Chaque itération de l’algorithme consiste en une étape de calcul de l’espérance suivi d’une
étape de maximisation. L’idée de l’algorithme EM est d’utiliser, non pas la densité de probabilité
des données incomplètes comme cela est utilisé lors d’une estimation au sens du MV, mais la
densité de probabilité des données complètes : fZ/Θ(z/Θ). Ainsi, l’estimation des paramètres Θ
donnée par l’EM se présente comme suit :
Θˆ = argmax
Θ
E{ln fZ/Θ(z/Θ)/A,Θ′} (C.11)
= argmax
Θ
∫
X
f(X/A,Θ′) ln f(A, X/Θ)dX (C.12)
Où Θ′ est l’estimation courante de Θ. En utilisant la règle de Bayes et sous l’hypothèse d’indé-
pendance des variables X = (X1, X2, ..., XN), la recherche du Θˆ est donnée :
Θˆ = argmax
Θ
N∑
i=1
∫
X
f(X/A,Θ′) ln f(Xi/Θ)dX (C.13)
= argmax
Θ
N∑
i=1
∞∫
0
f(Xi/Ai,Θ′) ln f(Xi/Θ)dXi (C.14)
Annexe D
Effet de la transformation logarithmique
sur les modèles introduits
La dynamique du signal enveloppe peut atteindre 100 dB. Cependant l’oeil humain ne peut
percevoir, sur une image noir et blanc, qu’une dynamique d’environ 30 dB. C’est pour cette
raison que les échographes utilisés en routine dans les hôpitaux utilisent une compression loga-
rithmique afin de réduire la dynamique des échos, et permettre ainsi l’observation des zones les
moins échogènes. Cela revient en pratique à l’utilisation d’une amplification logarithmique du
signal fourni par le transducteur au lieu d’une amplification linéaire. La non linéarité de l’ampli-
fication change complètement les statistiques du signal enveloppe. Ainsi, les modèles que nous
avons présentés ne peuvent plus s’appliquer dans ce cas de figure. De plus, la compression lo-
garithmique rend la modélisation des statistiques du signal de sortie encore plus difficile. Une
première manière d’utiliser les modèles déjà présentés, pour l’analyse de signaux ayant subi une
amplification logarithmique, est d’appliquer la transformation inverse
D.1 Le modèle d’amplification logarithmique
La fonction de transfert d’un amplificateur logarithmique peut s’écrire sous la forme [Dutt et
Greenleaf 1996,b] [Smith et al.2000] [Prager et al.2003] :
Y = T (A) = D ln(A) +G (D.1)
Où A est le signal d’entrée et Y la sortie amplifiée. D et G sont respectivement, les gains loga-
rithmique et linéaire. Le gain G n’affecte pas les statistiques du signal, cependant l’estimation
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du gain logarithmique D est indispensable si l’on veut faire la transformation inverse. Si la dyna-
mique du signal d’entrée DE (en dB) et celle du signal de sortie sont connues, D peut être estimé
par :
D =
20
DE ln(10)
(Ymax − Ymin) avec DE = 20 log10
(
Amax
Amin
)
(D.2)
Certains échographes (comme ATL HDI5000) donnent la dynamique du signal d’entrée DE et
le gain linéaire G. Ainsi on peut utiliser l’équation précédente pour l’estimation de D. Cepen-
dant ces deux informations indispensables ne sont pas toujours disponibles sur tous les systèmes
d’imagerie utilisés en routine dans les hôpitaux.
D.2 Speckle entièrement développé
L’enveloppe sans compression logarithmique dans le cas du speckle entièrement développé
suit une loi de Rayleigh. Les statistiques de l’enveloppe ayant subi une compression logarith-
mique sont déduites par une transformation inverse [DG96] :
fY (y) =
∣∣∣∣∂A∂Y
∣∣∣∣ fA (T−1(Y )) (D.3)
Où T−1 est la transformée inverse de T et T−1(Y ) = exp
(
Y−G
D
)
Ainsi,
fY (y) =
1
λ
exp (−g − exp(−g)) (D.4)
où λ = D
2
et g = G−Y
λ
+ ln(2σ2)
Cette loi de probabilité est connue sous le nom de double exponentielle ou Fisher-Tippett. La
moyenne et la variance de cette densité sont données par [Kaplan et Ma 1994] [Dutt et Greenleaf
1996,a] : 
E{Y } = D
(
ln(2)
2
+ ln(σ)− γ
2
)
+G
V {Y } = pi
2
24
D2
(D.5)
Où γ est la constante d’Euler (γ ≈ 0.5772). La variance de l’enveloppe avec compression lo-
garithmique ne dépend que du gain D de l’amplification logarithmique. Ceci peut constituer une
méthode pour l’estimation de D par le calcul de la variance d’une région d’une image B-scan
dont le speckle est pleinement développé [Kaplan et Ma 1994]. Cependant, la variance ne peut
être utilisée dans la caractérisation de tissus dans ce cas.
L’influence des deux paramètres de l’amplification logarithmique sur l’allure de cette densité
de probabilité est montrée en figure (D.1). Un algorithme est utilisé pour l’estimation du gain
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logarithmique D [Prager 2003] basé sur le calcul des moments normalisés de l’intensité, ampli-
tude au carré, de l’enveloppe du signal écho supposé suivre une loi exponentielle. L’algorithme
nécessite une initialisation quelconque du paramètre D et utilise la propriété des moments nor-
malisés E{In}/E{I}n d’une loi exponentielle égale à Γ(n + 1), où Γ est la fonction Gamma.
L’algorithme nécessite une optimisation de la somme des écarts quadratiques entre les moments
normalisés calculés sur l’image et la fonction gamma pour un ensemble de valeur de n.
L’algorithme se présente comme suit :
1. Choisir une valeur arbitraire de D.
2. Faire la transformation inverse :
I = exp(
p
D
) (D.6)
Où p est la valeur du pixel (0-255) de l’image échographique compressée. Et I est l’intensité
de l’image transformée.
3. Calculer les moments normalisés pour des valeur de ni = 0.25, 0.5, 1.5, 2, 2.5 et 3.
4. Calculer les écarts, pour les six valeurs de ni, des moments normalisés calculés et les mo-
ments normalisés théoriques pour une loi exponentielle.
eni =
E{Ini}
E{I}ni − Γ(ni + 1) o ni = 0.25, 0.5, 1.5... (D.7)
5. Estimation de D par la méthode d’optimisation de Levenberg Marquardt qui minimise la
somme des écarts quadratiques calculés dans l’étape 4.
Dˆ = argmin
D
∑
ni
(eni)
2 (D.8)
D.3 Speckle partièlement développé
Lorsque le nombre de diffuseurs dans une cellule de résolution est faible, la densité de pro-
babilité de l’enveloppe avant compression logarithmique est une distribution K. La dérivation de
la densité de probabilité de l’enveloppe avec compression logarithmique obtenue directement à
partir de cette équation donnera des termes comme Kα(exp(.)) . L’étude d’une telle loi deviendra
pratiquement impossible. Récemment Dutt [Dutt and Greenleaf 1996,a] a proposé une approxi-
mation en utilisant les polynômes de Laguerre et en passant par la modélisation de l’intensité
normalisée In = A2/(2σ2) au lieu de faire l’étude directement sur l’enveloppe A. Ici, nous ne dé-
taillerons pas le calcul de cette loi car il nécessite l’introduction de plusieurs notions. Pour plus de
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détails consulter les références suivantes [Dutt and Greenleaf 1995] [Dutt and Greenleaf 1996,a].
Les expressions de la moyenne et de la variance sont :
E{Y } = D
(
ln(2)
2
+ ln(σ)− γ
2
− 1
4α
)
+G
V {Y } = pi
2
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(
1 +
0.608
α
+
0.231
α2
) (D.9)
Il est important de noter que les termes dépendant de α, dans ces deux expressions, sont des ap-
proximations car ils sont obtenus en utilisant seulement les 3 premiers polynômes de Laguerre.
Il est intéressant de noter également qu’on retrouve bien les expressions de la moyenne et de
variance du modèle de Rayleigh quand α → ∞ (voir figure D.2). On remarque que la moyenne
et la variance de l’enveloppe avec compression logarithmique sont inversement proportionnelles
à la densité de diffuseurs α. Ainsi son influence sur la moyenne et la variance, est plus impor-
tante lorsque la densité de diffuseurs dans le milieu est faible. Connaissant le gain logarithmique
D, la variance peut être utilisée pour l’estimation de la densité de diffuseurs dans une cellule de
résolution. Cependant, des études ont montré que cet estimateur possède une variance trop impor-
tante. Des estimateurs basés sur les moments d’ordre inférieur sont meilleurs [Dutt and Greenleaf
1995][Ossant et al. 1998]. Cette modélisation a également été utilisée dans la synthèse de filtres
adaptatifs de réduction de speckle [Dutt and Greenleaf 1996,a].
D.4 Décompression en utilisant la loi de Nakagami
Pour réduire le bruit speckle [Ghofrani 2001] a utilisé les statistiques de la loi compressée de
Nakagami, plus générale que la loi de Rayleigh et moins compliquée que la distribution K, pour
la synthèse du masque du filtre. Ce dernier est adaptatif puisque il s’appuie sur des informations
locales collectées à partir des fenêtres centrées sur les pixels de l’image échographiques compres-
sées. Ces informations sont de type variance et moyenne calculées sur des fenêtres de taille N. La
modélisation fut testée sur l’organe foie et rein en utilisant un transducteur de type linéaire avec
une fréquence de 3.5 MHZ. Les expressions de la moyenne et de variance après transformation
logarithmique sont données comme suit :
E{Y } = G− D
2
ln
(m
Ω
)
+
D
2
Γ′(m)
Γ(m)
V {Y } = D
2
4
ξ(m)
(D.10)
Γ′ est la dérivée de la fonction gamma et ξ est définie comme suit :
ξ(m) =
1
m2
+
1
(m+ 1)2
+
1
(m+ 2)2
+ ... (D.11)
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FIG. D.1 – Fonction densité de probabilité de l’enveloppe avec compression logarithmique dans le
cas du speckle pleinement développé. Influence des paramètres de l’amplification logarithmique.
Ces résultats sont pour σ = 1.
FIG. D.2 – Influence du paramètre α sur la variance de l’image enveloppe avec compression
logarithmique D = 1.
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On déduit pour m = 1, la valeur de la variance pi2
24
D qui est la variance de la loi Rayleigh
compressée. La figure suivante montre la courbe de la variance de la loi compressée en fonction
de m.
FIG. D.3 – Variation de la variance de la loi de Nakagami compressée en fonction du paramètre
m. D = 1
Annexe E
Quelques Modèles markoviens classiques
E.1 Le modèle auto-binomial
Ce modèle a été introduit par Besag (1974). Ensuite, utilisé par Cross et Jain (1983). [Schroder
et al. 1998] et [Schroder et al. 2000] utilisent ce modèle comme un puissant et robuste descrip-
teur de l’information spatiale contenue dans les images radar ainsi que les images optiques. Cette
description est réalisée par le biais des paramètres de la fonction d’énergie. Ce qui suit est une
présentation de ce modèle. La loi conditionnelle du pixel sachant ses voisins est une loi bino-
miale :
{Xs/Xr, r ∈ Vs} ∝ B{n, θs(xr, r ∈ Vr)) (E.1)
Où n est le nombre de niveaux de gris possible pour le site s et Vs le voisinage de s. Le
paramètre θs(xr) est défini de la façon suivante :
θs(xr) =
expA(xr)
1 + expA(xr)
avec A(xr) = as +
∑
r,r 6=s,r∈Vs
bsrxr (E.2)
Où as et bsr sont les paramètres du modèle.
Pour le cas où n=1, c’est à dire deux niveaux de gris, on se ramène au cas du modèle auto-
logistique. En jouant sur la portée markovienne et avec les valeurs des paramètres on simule
différents types de texture. L’algorithme de simulation est celui de l’échantillonneur de Gibbs.
Pour toutes les simulations présentées ci-après, nous avons choisi des conditions toriques aux
bords, c’est à dire que l’image est considérée comme un tore pour faciliter le calcul du voisinage
pour les pixels aux bords. Les simulations du présent modèle sont des images de taille 100*100
sur 128 niveaux de gris et sont présentées dans les figures (E.1.a, .b ,.c). Les paramètres utilisés
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pour simuler ces images sont donnés dans le tableau (E.1).
b1 b2 b3 b4 a
Fig.2.a 1 1 0.7 -0.7 -2
Fig.3.b 2.25 0.75 0.75 -0.75 -3
Fig.3.c 1 -1 1 -1 0
TAB. E.1 – Valeurs des paramètres du modèle auto-binomial pour les trois simulations précé-
dentes.
(a) (b) (c)
FIG. E.1 – Exemples de simulation de texture par l’échantillonneur de Gibbs pour le modèle
auto-binomial sur une image de 100× 100
E.2 Le modèle auto-normal
Un autre type de modèle très utilisé dans la classification des textures est le modèle auto-
normal [Chellappa et al. 1985]. Une autre variante de ce modèle se présente sous la forme du
modèle markovien gaussien circulaire qui traite l’invariance des textures par rotation [Deng et
al.2004]. Nous présentons un bref aperçu du model auto-normal ainsi que quelques simulations
réalisées avec l’échantillonneur de Gibbs. La probabilité conditionnelle au site s est celle d’une
loi Normale :
{Xs = xs/Xr = xr, r ∈ Vs} ∝ N(µs(.)/σ2) (E.3)
La moyenne de xs sachant le voisinage est définie comme suit :
E{Xs/Xr, r ∈ Vs} = µs +
∑
r,r 6=s
bsr(xr − µr) (E.4)
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Où µs = E{Xs} et bsr : paramètre d’interaction entre le site s et r ∈ Vs. La variance est définie :
V (Xs/xr, r ∈ Vs) = σ2 (E.5)
Ainsi, nous avons simulé, à l’aide de l’échantillonneur de Gibbs, des champs markoviens gaus-
siens pour différents ordres afin d’obtenir un éventail du type de texture que peut offrir un tel
modèle. Les images simulées dans les figures (E.2.a, .b, .c et .d) sont ici de taille 100 × 100 sur
256 niveaux de gris obtenues à partir d’une moyenne et d’un écart-type fixées. Le tableau (E.2)
donne les valeurs des paramètres utilisés dans la simulation de ces images.
b1 b2 b3 b4 b5 b6 b7 b8 µ σ
Fig.3.a 0.15 0.45 -0.15 0.05 - - - - 128 8
Fig.3.b 0.4957 0.495 -0.253 -0.2265 -0.0086 -0.0074 - - 126 12
Fig.3.c 0.4496 0.2944 -0.0943 -0.0135 -0.0854 -0.0540 0.0145 -0.0151 47 9
Fig.3.d 0.4462 0.4755 -0.0383 -0.2784 -0.0522 -0.0677 -0.0431 0.0439 118.65 19.221
TAB. E.2 – Valeur des paramètres du modèle auto-normal pour les quatre simulations.
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(a) (b)
(c) (d)
FIG. E.2 – Exemples de simulation de texture par l’échantillonneur de Gibbs pour le modèle
auto-normal sur une image de 100*100
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