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Resum 
Avui en dia la simulació està esdevenint el tercer pilar de la investigació, juntament 
amb la teoria i l’experimentació. És per aquest motiu que la ciència està fent ús de 
computadors per a realitzar els càlculs de les simulacions, però no n’hi ha prou amb 
ordinadors petits, es necessiten supercomputadors. 
Malgrat siguin molt potents, és imprescindible que les aplicacions siguin el més ràpides 
possible, ja que es necessiten les dades en el menor temps i usant pocs recursos. Un 
exemple molt clar és una aplicació de modelització atmosfèrica, ja que interessa que la 
predicció acabi abans d’un llindar de temps específic. En aquest projecte es treballa 
amb l’aplicació de predicció NMMB/BSC-CTM.  
Aquest document explica l’anàlisi i les optimitzacions que s’han dut a terme per tal de 
millorar el temps d’execució de l’etapa de postprocés del model. A més a més, s’ha 
obtingut un bon resultat gràcies a les optimitzacions i al canvi de filosofia en la 
realització del postprocés, el temps del qual es redueix pràcticament a 0. 
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Resumen 
Hoy en día la simulación está deviniendo el tercer pilar de la investigación, juntamente 
con la teoría y la experimentación. Es por este motivo que la ciencia está utilizando 
computadores para realizar los cálculos de las simulaciones, pero no es suficiente con 
ordenadores pequeños, se necesitan supercomputadores. 
Aunque sean muy potentes, es imprescindible que las aplicaciones sean lo más rápidas 
posible, ya que se necesitan los datos con el menor tiempo y usando pocos recursos. 
Un claro ejemplo es una aplicación de modelización atmosférica, ya que interesa que 
la predicción termine antes de un umbral de tiempo específico. En este proyecto se 
trabaja con la aplicación de predicción NMMB/BSC-CTM. 
Este documento explica el análisis y las optimizaciones que se han llevado a cabo con 
el fin de mejorar el tiempo de ejecución de la etapa de postproceso del modelo. 
Además, se han obtenido unos buenos resultados gracias a las optimizaciones y al 
cambio de filosofía en la realización del postproceso, cuyo tiempo se reduce 
prácticamente a 0. 
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Abstract 
Nowadays simulation is becoming the third pillar of research, together with theory and 
experimentation. It is for this reason that science is using computers in order to do 
calculations for simulations, but it is not enough with personal computers, it is 
necessary to use supercomputers. 
Despite being very powerful, it is essential that applications be as fast as possible, 
since data is needed as soon as possible and with minimum resources. A clear example 
is an atmospheric modelling application, because it is important that forecast finished 
before a specific time threshold. This project works with NMMB/BSC-CTM, a weather 
prediction application. 
This paper explains the analysis and optimizations which have been done in order to 
improve execution time of postprocess stage of model. Moreover, good results have 
been achieved due to optimizations and change of philosophy at the execution of 
postprocess, whose time is virtually reduced to 0. 
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1. Introducció 
Aquest document és la memòria del TFG (Treball Final de Grau) “Optimització de la 
cadena de processat de l’aplicació d’Earth Sciences NMMB/BSC-CTM”. És un projecte 
que pretén implementar algunes optimitzacions per al projecte NMMB/BSC-CTM. 
Inclou tots els apartats necessaris per a la realització d’un projecte, o almenys és el que 
l’autor pretén. Hi ha dues parts diferenciades: la part de gestió i la part tècnica. 
En la part de gestió s’aborden el temes de l’abast del projecte, estat de l’art, 
planificació, pressupost i sostenibilitat. Per contra, la part tècnica es divideix en 
l’anàlisi, les implementacions d’optimitzacions i els resultats. 
Finalment hi ha la conclusió i el treball futur. També s’inclou un glossari per a les 
paraules més importants. 
Abans d’entrar en matèria cal fer un incís molt important. El model NMMB/BSC-CTM 
conté una etapa anomenada Model, el qual pot confondre sobre si es parla de l’etapa 
en concret o de l’aplicació en general. Estan diferenciats per la lletra inicial. Si es tracta 
de l’etapa va amb majúscula (Model) i si es tracta de l’aplicació va en minúscula 
(model). 
1.1. Context 
El model NMMB/BSC-CTM [1] és un sistema de predicció meteorològica química online 
en desenvolupament pel Departament d’Earth Sciences del BSC en col·laboració amb 
altres institucions de recerca.  
La base del desenvolupament parteix del model NMMB (Nonhydrostatic Multiscale 
Model on the B grid) creat pel NCEP (National Centers for Environmental Prediction). 
En aquest model, el BSC hi ha ajuntat un mòdul de pols mineral, anomenat 
NMMB/BSC-DUST. Aquest sistema simula el cicle de vida atmosfèric de la pols 
erosionada del desert. Finalment, per tal de completar el desenvolupament, el BSC 
està implementant un mecanisme químic en fase gasosa que combinat amb el model 
anterior esdevindrà un sistema de predicció meteorològica química, anomenat 
NMMB/BSC-CTM (NMMB/BSC Chemical Transport Model). Permetrà resoldre 
interaccions meteorologia-aerosol-gas des de nivell global fins a nivell local. 
L’aplicació NMMB/BSC-CTM està dividida en tres etapes: Preproc, Model i Postproc. 
Les tres s’executen en seqüencial, de manera que el temps d’execució total és la suma 
dels tres temps individuals. Les etapes Model i Postproc tenen el següent 
comportament: la primera s’encarrega de fer els càlculs numèrics de la predicció i 
escriure els resultats en uns fitxers en un format no estàndard; la segona bàsicament 
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llegeix aquests fitxers i transforma les dades en el format estàndard internacional 
NetCDF. Donat que l’etapa Postproc és una eina de processat de dades de gran volum, 
els seus punts febles estan en l’entrada/sortida. 
Tot i que es parli de l’etapa Preproc, ja que és obvi perquè forma part de l’aplicació 
NMMB/BSC-CTM, en aquest projecte no se’n veu res, ni d’anàlisi ni d’optimització. 
El projecte NMMB/BSC-CTM s’està desenvolupant i executant al MareNostrum, per 
tant, les optimitzacions també hauran de fer-se usant aquest supercomputador.  Tot i 
així,  la feina es realitzarà  des d’un ordinador personal connectat remotament al 
MareNostrum.  
1.2. Actors implicats 
En el context d’aquest projecte hi ha tota una sèrie de persones implicades, ja sigui 
directa o indirectament. Des del més important de tots, el desenvolupador, fins als que 
en trauran un profit al final, els beneficiaris. A continuació, hi ha un explicació de quins 
són aquests actors implicats. 
1.2.1. Desenvolupador 
Aquesta persona és la més activa i important del projecte, ja que és l’encarregada de 
desenvolupar-lo tot. No només s’encarrega de la part tècnica, és a dir, d’implementar 
totes les optimitzacions, sinó que també s’encarrega de realitzar tota la part de gestió 
del projecte, redactar la memòria i preparar i fer la presentació. Tota aquesta feina no 
la fa per decisió pròpia, sinó que es consensua amb el seu director i codirectors. És el 
màxim responsable de complir tots els terminis de la planificació i d’ajustar-se al 
pressupost. 
1.2.2. Director, codirectors i suport 
Per tal de guiar i orientar al desenvolupador en la seva tasca, són molt importants les 
persones que l’aconsellen. Entre elles hi ha: el director, Carlos Álvarez Martínez; els 
codirectors, Daniel Jiménez González i Oriol Jorba Casellas; i en Kim Serradell Maronda 
que dóna suport. El seu rol també assegura un desenvolupament en el camí correcte i 
en cas de desviament, corregir-ho el més aviat possible. 
1.2.3. Usuaris 
Com ja s’ha explicat, aquest projecte vol aportar un millora de rendiment a l’aplicació 
NMMB/BSC-CTM, per tant, com a tal, no es pot usar directament pels usuaris. Aquests 
usuaris són els investigadors del Departament d’Earth Sciences que estan treballant en 
el projecte NMMB/BSC-CTM. En faran sempre un ús implícit, ja que ho usaran quan 
executin l’aplicació.   
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1.2.4. Beneficiaris 
Tots els projectes tenen algun beneficiari. En aquest, se n’han de distingir dos tipus: 
- Directes: són els propis investigadors de l’aplicació NMMB/BSC-CTM, ja que 
si es redueix el temps d’execució final, se’n poden treure dos profits: fer 
més execucions dins del mateix temps, o bé, amb el mateix temps, 
augmentar la resolució de les execucions. 
- Indirectes: són les persones que es beneficiaran dels resultats del projecte 
NMMB/BSC-CTM. Si s’executen previsions amb més resolució, 
probablement el pronòstic serà més exacte. Per exemple, podran consultar 
els nivells de gasos contaminants que hi haurà a l’aire de les seves ciutats. 
1.3. Estat de l’art 
Aquest projecte pretén resoldre un problema de temps d’execució de l’aplicació 
NMMB/BSC-CTM, per tant, no és un producte o software que es pugui usar per a altres 
necessitats. Això implica que mai abans s’hagi fet un projecte que resolgui el problema 
d’aquesta aplicació. Malgrat això, hi ha altres projectes que també donen 
optimitzacions a altres projectes, ja sigui de la mateixa temàtica (ciències de la terra) o 
completament diferents. 
Tots aquests projectes que implementen optimitzacions, tenen en comú una gran 
varietat de tècniques. En aquest cas, principalment s’usaran tècniques de millora 
d’entrada/sortida i un model de programació paral·lela. 
Es farà un símil amb altres projectes i investigacions relacionats amb els dos tipus 
principals d’optimitzacions del projecte. S’ha de destacar que hi ha un projecte [2] que 
fa referència a l’aplicació NMMB/BSC-CTM, per tant, és el projecte més “proper” a 
aquest. De fet, un dels treballs futurs que proposa és el que s’està desenvolupant en 
aquest projecte. 
És important remarcar que a continuació s’explicaran conceptes i/o tècniques 
d’optimització que finalment no s’han aplicat en aquest projecte, ja que l’estat de l’art 
ha estat realitzat a priori, és a dir, abans de fer l’anàlisi de l’aplicació. Malgrat això, es 
creu important explicar aquestes tècniques per demostrar que abans de començar la 
part tècnica del projecte es tenia coneixement d’un ampli ventall de tècniques i 
alternatives. 
1.3.1. Programació conscient de l’arquitectura 
Hi ha un conjunt de tècniques que són conscients de l’arquitectura on s’està executant 
l’aplicació. Això significa que si en una màquina un programa va molt ràpid, en una 
altra, pot ser completament al revés. 
Capítol 1: Introducció 
 4 
Un dels principals problemes de les aplicacions científiques és que treballen amb 
volums de dades molt grans, i el problema s’agreuja quant aquestes dades s’han 
d’accedir a disc dur, ja sigui per llegir-les o escriure-les. En un estudi [3] es proposen 
diferents tècniques per a millorar els temps d’entrada/sortida d’una aplicació de 
simulacions de terratrèmols. Són tècniques que escalen molt bé per a 
supercomputadors. Per exemple, un dels mètodes més senzills que expliquen 
consisteix en aplicar buffering. Aquesta tècnica no s’ha utilitzat. 
Un altra tècnica a tenir en compte és la vectorització [4]. Donat que l’aplicació treballa 
amb volums de dades molt grans, s’haurà d’esbrinar si es pot explotar el DLP (Data 
Level Parallelism). Si és el cas, s’haurà de fer ús d’instruccions SIMD (Single Instruction, 
Multiple Data). Aquestes instruccions són pròpies de cada arquitectura i s’ofereixen un 
conjunt molt variat. Des de les més simples, sumes, fins a les més peculiars, shuffle. 
Tenen una gran utilitat ja que permeten treballar amb més d’una dada contigua 
(depèn del seu tipus) i aplicar la mateixa operació a totes elles. S’ha de tenir en compte 
que encara que el tipus de dades permeti aplicar una tècnica així, a vegades s’ha 
d’adaptar el codi per poder aplicar les instruccions SIMD. Aquesta tècnica tampoc s’ha 
aplicat. 
Finalment, hi ha moltes altres tècniques conscients de l’arquitectura que s’apliquen 
per fer optimitzacions. A la següent llista hi ha un repàs d’alguns tipus d’optimitzacions 
[5]: 
- Flags d’optimització del compilador 
- Optimitzacions del control de flux (inlining, eliminació de salts difícils de 
predir, etc) 
- Reduir càrrega computacional (memoization, bit hakcs, expressions 
aritmètiques) 
- Explotació de la memòria (localitat de les dades, alineació de les dades, etc). 
Aquesta tècnica sí que s’ha aplicat. 
- Especialització de rutines genèriques 
- Reduir l’overhead dels serveis del sistema operatiu 
- Reduir l’overhead de les llibreries 
1.3.2. Model de programació paral·lela 
L’altre gran bloc d’optimitzacions a aplicar és la possibilitat de paral·lelitzar el codi de 
Postproc. Per tal de saber si es pot fer, primer s’ha de fer un estudi del codi per 
determinar si surt a compte invertir esforços en la paral·lelització. 
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Un primer pas consistiria a anotar amb funcions de Tareador el codi seqüencial [6] per 
proposar una possible descomposició per tasques. Llavors, aquest analitza el potencial 
paral·lelisme i genera un graf amb les dependències entre les tasques. També genera 
traces per poder-les visualitzar amb Paraver. L’eina Tareador no ha sigut necessària 
utilitzar-la. 
Seguint en la línia d’analitzar el codi, hi ha una investigació [7] molt propera a aquest 
projecte, ja que és sobre l’aplicació NMMB/BSC-CTM, que realitza un estudi sobre el 
rendiment de l’etapa Model i quins són els seus colls d’ampolla. En aquesta 
investigació es fa ús d’Extrae i Paraver. Extrae és un paquet dedicat a generar traces 
per a ser analitzades posteriorment amb Paraver. Un cop en generen les traces, es 
poden fer servir diferents tipus de fitxers de configuració amb Paraver per poder 
extreure la informació que realment es necessita. Aquestes dues eines s’han utilitzat 
per a l’etapa Model. 
Un cop se sap que es pot paral·lelitzar i quina és la manera més òptima, s’ha de fer ús 
d’un model de programació paral·lela. Dos exemples de models són OpenMP i OmpSs 
[8]. 
- OpenMP (Open Multi-Processing): és una API (Application Programming 
Interface) per a la programació de sistemes paral·lels de memòria 
compartida. Suporta C, C++ i Fortran. Permet integració amb MPI. 
- OmpSs: és un model basat en l’execució del flux de dades. OmpSs és un 
esforç per estendre OpenMP amb noves directives per suportar el 
paral·lelisme del flux de dades. Suporta C, C++ i Fortran. Permet integració 
MPI.   
El model que es volia usar inicialment per paral·lelitzar era OmpSs, ja que intenta 
facilitar més la feina al programador respecte OpenMP, i perquè té suport complet al 
MareNostrum, ja que ha estat desenvolupat al BSC, però finalment s’ha usat OpenMP.  
En cas que s’hagués pogut usar OmpSs, ja hi ha estudis anteriors sobre com usar-lo per 
paral·lelitzar aplicacions. Per exemple, en Meyer [9] proposa utilitzar OmpSs per portar 
una aplicació de modelat hidrodinàmic amb bons resultats. Les mesures de rendiment 
d’una versió amb tasques implícites en una arquitectura de memòria compartida van 
mostrar característiques d’escalabilitat favorables en un únic node. 
Per concloure l’estat de l’art, està molt clar que no es pot aprofitar cap altre projecte 
existent perquè no s’ha fet mai res en aquesta línia, per tant, s’ha de partir d’una 
solució nova tenint en compte els referents abans exposats. 
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1.4. Integració de coneixements 
Per a la implementació de les optimitzacions s’han utilitzat coneixements de moltes 
assignatures del grau, des de la primera assignatura fins a l’última. 
Les assignatures de programació són essencials per a aquest projecte, ja que aporten 
el coneixements imprescindibles per a llegir i escriure codi. S’ha de remarcar que 
l’aplicació NMMB/BSC-CTM està escrita en Fortran, però és un llenguatge que no 
s’ensenya. Tot i així, al grau s’ensenya a programar, sigui amb el llenguatge que sigui, 
així que amb un bon manual i tutorial de Fortran és suficient, així com també cerques a 
Internet. 
Per altra banda, també són necessaris els coneixements d’arquitectura, ja que per a 
poder optimitzar un codi, és necessari conèixer l’arquitectura amb la qual s’està 
treballant. Per exemple, un coneixement bàsic és la quantitat de memòria de la 
màquina (bàsic però molt important), o d’altres de més complexos, com per exemple 
el joc d’instruccions de la CPU. En aquest aspecte hi contribueixen les assignatures 
d’arquitectura de la fase comuna, però especialment les assignatures de l’especialitat 
de computadors. 
Donat que es tracta d’una aplicació paral·lela, és important tenir coneixements de 
paral·lelisme, ja sigui per a màquines de memòria compartida o màquines de memòria 
distribuïda. En aquest sentit, hi ha assignatures que donen els coneixements necessaris 
d’OmpSs, OpenMP i MPI. 
Una altra vessant molt important pel tipus d’optimitzacions d’aquest projecte són els 
coneixements de les assignatures de sistemes operatius. En elles s’ensenya a demanar 
recursos al sistema operatiu, ja sigui per demanar memòria dinàmica o per a escriure 
un fitxer a disc. Un altre aspecte que és important és l’ensenyament de comandes i 
scripts per a poder facilitar la vida als programadors. 
Ja finalment, també són importants les assignatures d’algorísmia, ja que s’aprenen 
tècniques de programació més eficients i això també ajuda a entendre codis escrits per 
terceres persones que a vegades poden ser bastant ofuscats. 
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2. Abast del projecte 
2.1. Objectiu 
L’objectiu principal d’aquest projecte consisteix en millorar el rendiment de Postproc, 
el qual és una eina de processament de dades de gran volum. Per tal d’aconseguir-ho, 
s’aplicaran una sèrie de tècniques d’optimització. Aquestes tècniques són de dos tipus: 
optimitzacions conscients de l’arquitectura i paral·lelització. La finalitat és poder reduir 
el temps d’execució de l’aplicació NMMB/BSC-CTM de manera que es puguin fer 
execucions amb menys temps o bé, dintre del mateix temps, fer execucions amb una 
resolució més elevada. 
2.2. Requeriments 
- L’aplicació NMMB/BSC-CTM ha de reduir el seu temps d’execució total 
- Les eines que s’utilitzin han de ser presents al MareNostrum 
- Les optimitzacions s’han d’aplicar tenint en compte que el codi s’ha 
d’executar al MareNostrum 
- La consecució de la millora de temps, no ha d’augmentar la dificultat d’ús 
de l’aplicació per als usuaris finals 
- Les optimitzacions s’han d’ajustar als requisits del BSC 
2.3. Possibles obstacles i solucions 
En el transcurs del projecte poden produir-se potencials riscos derivats de l’ús d’eines 
hardware o software. Per a cada un d’aquests riscos, s’intentarà donar una solució 
satisfactòria i eficient. Els potencials riscos s’exposen a continuació: 
- No disponibilitat del MareNostrum: Pot ser que degut a problemes tècnics, 
el supercomputador deixi d’estar operatiu un temps, des d’hores fins a dies. 
Solució: aquest és un risc que molt probablement no tingui solució, ja que 
tota la feina està emmagatzemada al MareNostrum. És un problema extern 
a aquest projecte. 
- No disponibilitat de connexió a Internet: El projecte es desenvolupa 
remotament, per tant, pot produir-se una interrupció del servei ADSL. 
Solució: si la interrupció és curta no afecta, si és llarga, anar a un altre lloc 
d’on es disposi de connexió a Internet. 
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- Augment del temps de les implementacions: Hi ha activitats que tenen una 
certa complexitat, i per tant, cal dedicar-hi bastantes hores. Això implica 
que poden sortir complicacions i endarreriments. Solució: intentar ajustar-
se dins del termini establert dedicant més hores diàries. 
- Dificultat d’aplicació d’eines de profiling degut al codi Fortran amb MPI: 
L’etapa Model està programada en Fortran amb MPI i és una novetat per al 
desenvolupador, per tant, pot presentar dificultats inicials. Solució: dedicar-
hi més hores i documentar-se bé. 
- Temps d’espera computacional: L’aplicació és molt costosa en temps 
d’execució, ja que realitza molts càlculs. Això significa haver-se d’esperar un 
cert temps per tal de comprovar els resultats. Solució: el millor és fer 
execucions amb prediccions de poca resolució. 
- Temps d’espera d’execució: Treballar amb el MareNostrum implica usar 
cues d’execució, ja que és una màquina compartida amb molts usuaris. Això 
pot comportar llargs temps d’espera. Solució: fer execucions amb petició de 
pocs recursos i aprofitar les hores amb poca demanda. 
- Interpretació incorrecta dels resultats: Un inconvenient de treballar amb 
projectes multidisciplinaris és el desconeixement d’altres àrees. En aquest 
cas, el desenvolupador no té els coneixements necessaris per interpretar els 
resultats de l’aplicació. Solució: verificar alguns resultats amb el codirector 
del projecte del BSC per assegurar que no hi ha res anòmal. 
2.4. Metodologia i rigor 
2.4.1. Metodologia Scrum 
Per al desenvolupament d’aquest projecte es farà ús de la metodologia Scrum [10]. És 
un model de desenvolupament àgil del qual s’usaran les característiques que més 
s’adapten a aquest projecte: 
- Estratègia de desenvolupament incremental: la planificació es pot anar 
adaptant al llarg del projecte. 
- Solapament de les tasques del projecte: en determinades fases del projecte pot 
interessar solapar tasques.  
Per altra banda, els beneficis més rellevants per a aquest projecte que ofereix aquesta 
metodologia són els següents: 
- Flexibilitat a canvis 
- Major qualitat de les optimitzacions 
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- Predicció de temps 
- Reducció d’alguns riscos concrets 
2.4.2. Desenvolupament a distància 
La gran majoria del projecte es desenvoluparà des de casa del desenvolupador, ja que 
el supercomputador MareNostrum accepta connexions remotes xifrades. Serà 
necessari desplaçar-se per tal d’assistir a les reunions periòdiques. 
2.4.3. Comunicació amb el BSC 
Aquest és un projecte que pretén donar una solució eficaç, útil i real a un projecte en 
fase de desenvolupament del BSC, per tant, totes les optimitzacions que es realitzin 
han d’estar acceptades per ells, ja que tenen unes necessitats concretes les quals s’han 
de satisfer. Per exemple, si es vol executar el codi en una màquina diferent al 
MareNostrum, les optimitzacions poden no ser útils o directament no funcionar. 
2.4.4. Mètode de validació 
Abans de fer una avaluació final del resultat, s’aniran fent validacions parcials a mesura 
que avancin les implementacions. En aquestes validacions parcials, primer de tot es 
comprovarà que el resultat continua sent correcte i després, que la millora és prou 
significativa com per incorporar-la al codi. A més, hi hauran reunions amb els directors 
i la comunicació via correu electrònic. Mitjançant aquestes dues vies, es verificarà que 
la feina està dins de l’objectiu fixat, i en cas de desviar-se, corregir-ho el més 
ràpidament possible. 
2.4.5. Avaluació del resultat final 
Al final de les optimitzacions, un cop s’hagi verificat que l’aplicació NMMB/BSC-CTM 
funciona correctament, es farà una valoració quantitativa de quina és la millora global 
de les etapes Model + Postproc. A més, s’haurà d’efectuar una transmissió del 
coneixement derivat d’aquest projecte cap al BSC. 
2.5. Lleis i regulacions 
Per a la realització d’aquest projecte s’han de tenir en compte dos aspectes legals.  
El primer de tots és l’acceptació del document “User Responsibilities”. Aquest és un 
document que indica sota quines condicions s’han d’usar els recursos del BSC. Per tant, 
com que el projecte NMMB/BSC-CTM és un projecte que s’està desenvolupant amb els 
recursos del MareNostrum, és necessari acceptar i complir les responsabilitats com a 
usuari. 
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El segon aspecte legal que s’ha de respectar és el MoU (Memorandum of 
Understanding),  ja que el BSC ha obtingut el codi del NCEP signant aquest document. 
 




3.1. Justificació de la replanificació inicial 
El temps aproximat per a la realització d’aquest projecte és d’uns 4 mesos, període 
comprès des del setembre de 2014 fins al gener de 2015. Amb aquests terminis 
inicialment es va fer una planificació, però per la tipologia del projecte, la planificació 
definitiva difereix bastant de la inicial, ja que s’han donat situacions que han provocat 
aquesta replanificació. Tot i així, gràcies a la metodologia Scrum, el projecte ha pogut 
avançar sense grans perjudicis. Inicialment teníem aquestes tasques: 
- Gestió del projecte 
- Familiarització amb el model 
- Anàlisi del model 
- Implementació d’optimitzacions 
o Optimització de la comunicació de dades Model-Postproc 
o Paral·lelització amb OmpSs 
o Optimitzacions conscients de l’arquitectura 
- Etapa final 
El diagrama de Gantt inicial és el de la Figura 1. 
Figura 1: Diagrama de Gantt de la planificació inicial 
La planificació definitiva consta de les següents etapes: 
- Gestió del projecte 
- Familiarització amb el model 
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- Anàlisi del model 
- Implementació d’optimitzacions 
o Integració de Postproc amb Model 
o Paral·lelització amb OpenMP 
o Estudi optimització memòria 
o Optimització escriptura Postproc 
- Anàlisi amb Extrae i Paraver 
- Etapa final 
Com es pot apreciar, difereix bastant de la inicial. Això té una explicació. 
La primera desviació es va donar quan les etapes Familiarització amb el model i Anàlisi 
del model van costar menys temps. Aquí va actuar el pla d’actuació (veure apartat 3.4), 
el qual diu que quan s’acaba una tasca abans d’hora, ja es pot començar la següent.  
El segon fet es va produir després de fusionar l’etapa Model amb la de Postproc. 
Segons la planificació inicial, s’hauria d’haver implementat l’ús de memòria per a 
passar el binaris de Model a Postproc enlloc d’escriure’ls a disc, però en aquell 
moment es va donar preferència a paral·lelitzar amb OmpSs. Això és així perquè tal i 
com va quedar escrit el codi, era realment propens a aplicar-hi tasques paral·leles. A 
més, tampoc estava clar si aplicar l’optimització amb memòria aportaria gran cosa. 
Per entendre-ho més bé, el codi de Postproc consta d’unes inicialitzacions i d’un bucle 
on es processen tots els binaris que genera l’etapa Model. Per tant, des de l’etapa 
Model, cada cop que es feia el Close d’un binari, es cridava a Postproc perquè es 
processés aquell binari. Mentrestant, els threads MPI de càlcul de l’etapa Model, 
podien continuar treballant. Amb això, clarament es podia encapsular la crida al codi 
de Postproc en un thread d’OmpSs perquè així el thread MPI d’escriptura de Model 
pogués continuar executant la feina que li tocava. 
Amb aquesta decisió presa, es volia fer ús de threads d’OmpSs, però degut a 
problemes de compatibilitat del codi original MPI amb OmpSs, es va acabar utilitzant el 
model OpenMP, el qual no va donar cap problema. S’ha de dir que es va intentar 
resoldre amb diverses solucions, com per exemple canviar la granularitat de les 
tasques o també la mida de les piles dels threads OmpSs, però sense èxit. Per altra 
banda també es va contactar amb el grup de Programming Models del departament de 
Ciències de la Computació del BSC, ja que són els encarregats del desenvolupament 
d’OmpSs, però no es va arribar a cap solució. 
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En aquest punt, a la nova planificació hi apareix una nova tasca anomenada Estudi 
optimització memòria, en la qual s’hi ha dut a terme un breu estudi de quines maneres 
hi ha per a realitzar l’optimització amb memòria. Un cop es va decidir la més fàcil, es 
va implementar una primera versió, però tot i així no anava del tot bé. No es va acabar 
d’implementar aquesta optimització perquè degut a una reunió amb els directors del 
projecte, es va arribar a la conclusió que era més important fer una anàlisi del codi 
amb Extrae i Paraver (nova tasca anomenada Anàlisi amb Extrae i Paraver) per veure 
com s’estava comportant. Finalment, la tasca Estudi optimització memòria es va 
cancel·lar, ja que es va observar que l’optimització amb memòria no aportaria cap 
millora de rendiment.  
També cal remarcar un altre factor que ha propiciat aquesta replanificació tan 
diferent. Al llarg de les implementacions de les optimitzacions, es comprovava el seu 
correcte funcionament usant un joc de proves petit, ja que requereix poc temps i 
poques tasques MPI. Altrament, si s’hagués usat un joc de proves més gran, el temps 
de les implementacions s’hauria allargat més, ja que quants més recursos i temps es 
demanen al MareNostrum, més tarda a executar l’aplicació en qüestió. Així doncs, per 
a la tasca Anàlisi amb Extrae i Paraver es van usar jocs de proves més grans i es va 
observar com l’aplicació tenia un comportament diferent, per tant, era necessari fer 
alguna cosa diferent respecte al que s’havia planificat inicialment. 
Tot aquests aspectes estan explicats en detall més endavant. Aquí només es dóna una 
breu justificació de perquè s’ha produït aquesta replanificació. 
3.2.Diagrama de Gantt 
El diagrama de Gantt de la planificació definitiva queda reflectit a la Figura 2. 
Figura 2: Diagrama de Gantt de la planificació definitiva 
3.3. Especificació de tasques 
Les tasques de la planificació definitiva s’expliquen breument a continuació: 
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Gestió del projecte 
Es tracta de la feina que es realitza a l’assignatura de GEP. Consta de 7 lliuraments 
(subtasques): 
- Abast del projecte 
- Planificació temporal 
- Gestió econòmica i sostenibilitat 
- Presentació preliminar 
- Contextualització i bibliografia 
- Plec de condicions 
- Presentació oral i document final 
Dedicació: 75 hores.  
Familiarització amb el model 
Consisteix a familiaritzar-se amb el model NMMB/BSC-CTM per tal de conèixer molt bé 
com està estructurat el codi, el makefile, com s’envien execucions a les cues de 
MareNostrum, paràmetres bàsics de configuració, etc. Dedicació: 15 hores. 
Anàlisi del model 
En aquesta tasca s’hi realitza una anàlisi del codi de Postproc amb gprof, per tal de 
saber els seus punts febles. També per al codi de Model per saber quines funcions es 
criden. Per altra banda, es basa molt en la identificació del codi més important per a 
poder aplicar les optimitzacions, és a dir, com i on Model escriu les dades dels binaris i 
com funciona el codi de Postproc. Dedicació: 60 hores. 
Integració de Postproc amb Model 
Un cop està clar com funcionen les escriptures i les lectures, es procedeix a fusionar el 
codi de Postproc amb el codi de Model. Per a fer-ho, primer s’ha d’entendre com 
funciona la jerarquia de makefiles que usa Model per a compilar, s’han de corregir els 
problemes de compilació que dóna Postproc, adaptar el codi per a ser cridat des de 
Model i comprovar que continua funcionant correctament. Dedicació: 80 hores. 
Paral·lelització amb OpenMP 
A partir del codi fusionat, es pot tasquejar la crida de Postproc amb una tasca OpenMP 
per tal de que es faci paral·lelament. Així el thread MPI d’escriptura pot continuar 
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treballant. S’ha de remarcar que aquesta tasca inclou moltes hores intentant fer el 
mateix amb OmpSs. Dedicació 90 hores. 
Estudi optimització memòria 
Un cop OpenMP funciona correctament, es pot fer un estudi per saber quina és la 
millor tècnica per usar memòria enlloc de disc per a passar el binaris de Model a 
Postproc. Hi ha implementada una primera versió usant el sistema de fitxers tmpfs. 
Aquesta tasca està cancel·lada definitivament degut als resultats de la tasca Anàlisi 
amb Extrae i Paraver. Dedicació: 35 hores. 
Anàlisi amb Extrae i Paraver 
Aquesta tasca és vital per a poder saber quin és el comportament del codi original i del 
codi optimitzat en funció de varis jocs de proves. Les anàlisis es porten a terme usant 
les eines Extrae per instrumentar el codi i Paraver per visualitzar les traces resultants. 
Els resultats observats propicien l’aparició de la tasca Optimització escriptura Postproc 
i a la cancel·lació de la tasca Estudi optimització memòria. Dedicació: 50 hores. 
Optimització escriptura Postproc 
En aquesta tasca s’hi realitza una anàlisi en profunditat de quin és el problema real de 
Postproc, el qual són les escriptures. S’implementen dos solucions utilitzant els 
coneixements de la tasca Estudi optimització memòria: una amb el disc dur i l’altra 
amb memòria. Dedicació: 40 hores. 
Etapa final 
Aquesta tasca és exclusivament per a redactar la memòria del projecte i preparar la 
presentació. Dedicació: 50 hores. 
A la Taula 1, hi ha un resum de les hores dedicades per cada tasca i al total de tot el 
projecte. 
Tasca Hores estimades 
Gestió del projecte 75 
Familiarització amb el model 15 
Anàlisi del model 60 
Integració de Postproc amb Model 80 
Paral·lelització amb OpenMP 90 
Estudi optimització memòria 35 
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Anàlisi amb Extrae i Paraver 50 
Optimització escriptura Postproc 30 
Etapa final 50 
Total 485 
Taula 1: Estimació hores per cada tasca 
3.4. Desviacions i pla d’actuació 
Gràcies a aplicar la metodologia Scrum, es poden controlar les possibles desviacions, 
és a dir, que una tasca no duri el temps planificat. Això és degut a que Scrum és un 
mètode dinàmic, i per tant, a mesura que avança el projecte, es pot revisar i adaptar la 
planificació inicial. 
El passos a seguir en una eventual desviació són els següents: 
- Si una tasca dura menys del planificat no és cap problema, es comença la 
següent. 
- Si una tasca dura més del planificat, s’allarga i es comença la següent més 
tard. Ara bé, si aquest retràs és molt significatiu, o inclús pot ser perjudicial 
per a la finalització del projecte, es donarà preferència a la tasca amb la 
qual s’estigui treballant, ja que les següents depenen d’aquesta. 
Aquestes possibles desviacions no afectarien als recursos assignats. Per altra banda, es 
realitzaran reunions periòdiques per a dur un control del projecte i de la seva 
planificació. 
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4. Pressupost i recursos 
4.1. Recursos 
Al llarg del projecte s’usaran un seguit de recursos per a poder implementar 
correctament les optimitzacions. A continuació, es descriuen els recursos hardware, 
software i humans. 
4.1.1. Recursos hardware 
Bàsicament estan formats per tres eines: 
- Ordinador personal: s’utilitzarà un MacBook Pro, amb una pantalla HP, un 
teclat i un ratolí. 
- Càmera: usada per gravar un vídeo del lliurement Presentació preliminar de la 
tasca Gestió del projecte. 
- MareNostrum: màquina on s’executa l’aplicació NMMB/BSC-CTM. 
4.1.2. Recursos software 
Hi ha un gran nombre d’eines software que s’usaran per a la gestió, l’anàlisi i la 
implementació: 
- Gprof: eina que permet fer profiling del codi. Versió 2.23.1. 
- Extrae: eina que permet generar traces d’un codi amb informació de diferents 
tipus. Versió 2.5.2. 
- Paraver: eina per visualitzar traces, per exemple, les d’Extrae. Versió 4.5.4. 
- Mpifort: compilador de Fortran amb MPI. Versió ifort 13.0.1. 
- Vim: editor de text. Versió 7.2.108. 
- Eines anàlisi temps: usades per fer mesures dels temps d’execució. Per exemple 
la comanda /usr/bin/time. 
- Model de programació paral·lela OpenMP. Versió 3.1. 
- Model OmpSs (compilador Mercurium + runtime Nanos++): eines 
imprescindibles per a usar el model de programació paral·lela OmpSs. Versió 
14.10. 
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- Ncview: és un navegador visual per a fitxers amb format NetCDF. Versió 2.1.2. 
- Eines de comparació (diff, cmp): eines que permeten comparar fitxers. Útils per 
a verificar resultats. 
- Make: eina que crea executables automàticament a partir de codis font. Versió 
3.81. 
- Microsoft Office: permet crear documents, presentacions i fulls de càlcul. 
- Gantter: eina per a crear diagrames de planificacions temporals. 
- Visualitzador de PDFs: eina per a visualitzar documents amb format PDF. 
- Atenea: plataforma de suport a l’aprenentatge. 
- Racó de la FIB: plataforma per a gestionar la burocràcia del projecte. 
- Dropbox: eina per a emmagatzemar documents al “núvol”. 
- Google Drive: eina online per a crear documents, presentacions i fulls de càlcul. 
4.1.3. Recursos humans 
En aquest projecte només hi treballarà un desenvolupador, que és estudiant 
d’Enginyeria Informàtica especialitzat en computadors. 
4.2. Pressupost 
A partir de la planificació i els recursos necessaris, s’ha estimat el pressupost del 
projecte, en el qual s’han tingut en compte els costos directes per a cada tasca, els 
costos indirectes, els imprevistos i la contingència. Aquest nou pressupost és inferior a 
l’inicial, ja que s’han reduït el nombre d’hores estimades de 555 a 485 i per tant, 
també s’han de comptar menys hores a amortitzar de l’ordinador personal. El software 















     Gestió del projecte 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 12,4 12,4 
Microsoft Office 1 100 3 1,2 1,2 
Eines software gratuïtes 1 0 - 0 0 
Càmera 1 120 5 0,4 0,4 
Recursos humans (Enginyer 75 35 - - 2625 
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Informàtic) 
Familiarització amb el model 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 2,48 2,48 
MareNostrum 1 22700000 3 0* 0 
Eines software gratuïtes 1 0 - 0 0 
Recursos humans (Enginyer 
Informàtic) 15 35 - - 525 
Anàlisi del model 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 9,92 9,92 
MareNostrum 1 22700000 3 0* 0 
Eines software gratuïtes 1 0 - 0 0 
Recursos humans (Enginyer 
Informàtic) 60 35 - - 2100 
Imprevistos - 
430; Risc: 
15% - - 64,5 
Integració de Postproc amb 
Model 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 13,22 13,22 
MareNostrum 1 22700000 3 0* 0 
Eines software gratuïtes 1 0 - 0 0 
Recursos humans (Enginyer 
Informàtic) 80 35 - - 2800 
Imprevistos - 
573; Risc: 
20% - - 114,6 
Paral·lelització amb OpenMP 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 14,88 14,88 
MareNostrum 1 22700000 3 0* 0 
Eines software gratuïtes 1 0 - 0 0 
Recursos humans (Enginyer 
Informàtic) 90 35 - - 3150 
Imprevistos - 
645; Risc: 
30% - - 193,5 
Estudi optimització memòria 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 5,78 5,78 
MareNostrum 1 22700000 3 0* 0 
Eines software gratuïtes 1 0 - 0 0 
Recursos humans (Enginyer 
Informàtic) 35 35 - - 1225 
Anàlisi amb Extrae i Paraver 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 8,27 8,27 
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MareNostrum 1 22700000 3 0* 0 
Eines software gratuïtes 1 0 - 0 0 
Recursos humans (Enginyer 
Informàtic) 50 35 - - 1750 
Optimització escriptura 
Postproc 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 4,96 4,96 
MareNostrum 1 22700000 3 0* 0 
Eines software gratuïtes 1 0 - 0 0 
Recursos humans (Enginyer 
Informàtic) 30 35 - - 1050 
Etapa final 
     Ordinador (MacBook Pro + 
Pantalla HP + Teclat + Ratolí) 1 1720 5 8,27 8,27 
Microsoft Office 1 100 3 0,8 0,8 
Eines software gratuïtes 1 0 - 0 0 
Recursos humans (Enginyer 
Informàtic) 50 35 - - 1750 
      Costos indirectes 
     Llum 4 8 - - 32 
Quota ADSL 4 60 - - 240 
Total acumulat 











    
18587,
289 
*El cost d’ús del MareNostrum és 0 ja que s’han obtingut recursos a través de la xarxa 
de supercomputació espanyola. 
Taula 2: Pressupost del projecte 
Com es pot veure en el pressupost, primer s’identifiquen els costos directes per tasca. 
En aquests costos, s’hi tenen en compte els recursos hardware, software i humans. 
Pels recursos hardware i software que tenen un cost, s’ha realitzat un càlcul en funció 
de les seves hores d’utilització i la seva vida útil per saber l’amortització estimada. Tot i 
així, hi ha l’excepció del MareNostrum. El cost d’ús és 0 ja que s’han obtingut recursos 
a través de la xarxa de supercomputació espanyola. Per altra banda, com es pot 
observar, la major part del software no comporta cap cost perquè es tracta de 
software lliure.  
El recursos humans del projecte només els constitueixen un estudiant d’enginyeria 
informàtica especialitzat en computadors. Cada hora de feina costa 35 euros. 
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També es calculen els costos indirectes, però per la naturalesa del projecte, són una 
part mínima del cost total. Es fa un càlcul de la llum que es pot gastar en 4 mesos i les 
4 quotes mensuals d’ADSL. 
Un altre concepte a tenir en compte són els imprevistos. Només es calculen 
imprevistos per a les tasques Anàlisi del model, Integració de Postproc amb Model i 
Paral·lelització amb OpenMP, ja que són les més susceptibles de patir desviacions. Per 
a fer una estimació del cost, només es tenen en compte l’amortització de l’ordinador i 
les hores dels recursos humans.  La quantitat d’hores i el factor de risc es calculen en 
funció de la importància de la tasca i la dificultat de realitzar-la. 
Per altra banda, s’ha calculat el percentatge de la contingència. Per a aquest projecte 
és d’un 5%, ja que el pressupost està molt detallat i molts dels recursos usats no tenen 
cap cost. 
Convé remarcar que tots els preus reflectits al pressupost inclouen el 21% d’IVA, per 
tant, no cal aplicar-lo al cost total del projecte. 
Finalment, tal i com ja s’ha comentat, el pressupost de la planificació definitiva és més 
baix que l’inicial, es passa de 21344.38 € a 18587.29 €. 
4.3. Control de gestió 
Al llarg del projecte es poden produir desviacions, les quals es corregiran segons el pla 
d’actuació de la planificació. Tot i així, s’han d’establir uns mecanismes que permetin 
calcular les desviacions respecte el pressupost i els costos reals.  
El millor mecanisme per a aquest projecte tenint en compte la planificació i la 
importància de les tasques, és calcular les desviacions al final de les següents tasques: 
Anàlisi del model, Integració de Postproc amb Model i Paral·lelització amb OpenMP. 
Bàsicament són les tasques per les quals s’ha pressupostat un imprevist. En aquests 
punts, es calcularà el cost real en hores i es compararà amb el cost de les hores 
estimades. En el cas que la diferència sigui molt gran, s’haurà d’estudiar el perquè ha 
passat i així evitar-ho en el futur. Al final del projecte també s’ha de calcular la 
desviació per a poder comparar-la i avaluar-la.  
Tot i així, donat que les tasques han estat molt ben detallades a la planificació i s’han 
especificat amb molta cura els seus costos directes, és poc probable que al final del 
projecte la diferència entre el pressupost i el cost real sigui molt diferent. A més, s’han 
calculat uns imprevistos bastant realistes i una contingència del 5%. 
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5. Sostenibilitat i compromís social 
5.1. Matriu de sostenibilitat 
Per a poder realitzar un estudi de sostenibilitat del projecte, s’utilitzarà una matriu, la 
qual està basada amb les idees de “La economía del bien común”, d’en Christian Felber 
[11]. A la Taula 3 hi ha les ponderacions que obté aquest TFG. L’anàlisi que efectua 
aquesta matriu consta de tres parts: planificació, resultats i riscos. Alhora, cada una 
d’elles s’analitzen des de tres àmbits: l’econòmic, el social i l’ambiental. 
Sostenible? Econòmica Social Ambiental 
Planificació Viabilitat 
econòmica 
Millora en qualitat 
de vida 
Anàlisis de recursos 
valoració 8.3– [0:10] 7.1 – [0:10] 7.2– [0:10] 
Resultats Cost final vs. 
previsió 




valoració 9 – [-10:10] 8 – [-10:10] 9 – [-10:10] 
Riscos Adaptació a canvis 
d’escenari 
Perjudicis socials Perjudicis 
ambientals 
valoració -5 – [-20:0] 0 – [-20:0] 0 – [-20:0] 
valoració total 43.6 – [-90:60]   
Taula 3: Matriu de sostenibilitat 
Les puntuacions de l’àrea de planificació només poden ser positives, les de resultats 
poden ser negatives o positives i les de riscos només negatives. Llavors, sumant totes 
les puntuacions de la matriu es pot obtenir una puntuació d’entre -90 i 60. Per a 
aquest projecte la puntuació ha estat de 43.6. A continuació, hi ha la justificació 
d’aquestes puntuacions. 
5.2. Planificació 
Les puntuacions de la planificació de les dimensions econòmica, social i ambiental 
s’obtenen usant el mètode socràtic, és a dir, contestant una sèrie de preguntes. 
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Dimensió econòmica 
En la dimensió econòmica, la planificació treu un 8.3 de puntuació. Justificacions 
d’aquesta puntuació: 
- En aquest projecte es fa una avaluació exhaustiva dels recursos materials i 
humans, tal i com reflexa el pressupost. 
- Donat que es tracta d’una optimització d’una aplicació científica no requereix 
de manteniment (no té cost). 
- El pressupost del projecte està molt ajustat, per tant, el faria viable si hagués 
de ser competitiu. 
-  Es podria realitzar el projecte per un cost menor només en el cas que 
l’enginyer fos més experimentat (menys hores) i les hores fossin més barates. 
- Es dediquen més hores a les parts del projecte amb major importància. 
- Aquest projecte pretén donar suport a un projecte del BSC, per tant, millorar 
les seves necessitats. 
Dimensió social 
En la dimensió social, la planificació treu un 7.1 de puntuació. Justificacions d’aquesta 
puntuació: 
- La situació social del país és benestant, i la política és estable i democràtica. 
- El sector que inclou el projecte és d’investigació, molt important per al progrés 
i generació de riquesa. 
- Un canvi tan minúscul no pot afavorir directament en la situació d’un país, però 
el que és segur és que no pot perjudicar. 
- Aquest projecte té una necessitat real, ja que és una petició explícita del BSC. 
- Aquest projecte no millora la qualitat de vida dels consumidors, però beneficia 
el projecte del BSC. 
- Per als usuaris finals aquest projecte no aporta res, però si per als investigadors 
del BSC. 
- Aquest projecte no afecta a cap col·lectiu negativament. 
Dimensió ambiental 
En la dimensió ambiental, la planificació treu un 7.2 de puntuació. Justificacions 
d’aquesta puntuació: 
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- L’únic recurs que consumeix que pot afectar al medi ambient és la llum. I no 
l’afecta directament, sinó indirectament, segons com ha estat produïda 
aquesta energia elèctrica (fonts renovables o no renovables). 
- Durant la fase de desenvolupament i posada en marxa, l’ordinador personal 
tindrà un consum molt baix de llum. En canvi, el MareNostrum ja té un consum 
molt més elevat, tot i que s’ha de tenir en compte que s’hi executen moltes 
altres tasques, per tant, només s’ha d’atribuir una petita part a aquest projecte. 
- A efectes teòrics, aquest projecte disminueix el consum d’energia de l’aplicació 
del BSC. Però a efectes pràctics, el MareNostrum sempre està en 
funcionament, per tant, no disminuirà el consum de llum. Tot i així, el que sí 
s’aconsegueix és un millor aprofitament dels recursos, ja que permetrà més 
execucions d’altres usuaris. 
- Per a realitzar aquest projecte no es pot reutilitzar res de cap altre projecte. 
- Només produirà contaminació indirectament, és a dir, en la producció de la 
llum que consumeix. 
- No s’usarà cap matèria primera per a realitzar el projecte. 
- Molt probablement no disminueixi l’empremta ecològica, però segur que no 
l’augmentarà. 
- Molt probablement no es podrà reciclar cap part del projecte per a altres, ja 
que estarà molt personalitzat a una necessitat. 
5.3. Resultats 
Les puntuacions dels resultats de les dimensions econòmica, social i ambiental 
s’obtenen comparant les justificacions de l’apartat 5.2 (Planificació) amb els resultats 
del projecte. 
Dimensió econòmica 
En la dimensió econòmica la puntuació és de 9. És una bona puntuació ja que tal i com 
s’ha vist a la planificació del projecte, el nombre d’hores planificades inicialment era de 
555, però al final són unes 485, per tant, el cost del projecte és inferior. 
Dimensió social 
En la dimensió social la puntuació és de 8. Pràcticament és la mateixa puntuació que 
en la dimensió social de la planificació, ja que es continuen respectant el drets i 
beneficis de les persones, els usuaris i els beneficiaris. 
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Dimensió ambiental 
En la dimensió ambiental la puntuació és de 9. Pel mateix motiu que la dimensió 
econòmica, el projecte ha durat menys hores, per tant, s’ha fet un ús inferior del 
MareNostrum i de l’ordinador personal. Això implica que es consumeixi menys llum. 
5.4. Riscos 
Les puntuacions dels riscos de les dimensions econòmica, social i ambiental s’obtenen 
avaluant els tipus de problemes que poden derivar d’aquest tipus de projecte. 
Dimensió econòmica 
En la dimensió econòmica la puntuació és de -5. S’ha de tenir en compte que és un 
projecte que aporta optimitzacions a una aplicació en concret i per a una plataforma 
establerta, per tant, en segons quin canvi d’escenari seria necessari refer aquestes 
optimitzacions. Malgrat això, no és habitual anar canviant de plataforma cada dos per 
tres, per tant, tot i que la puntuació no pugui ser 0, és relativament bona. 
Dimensió social 
En la dimensió social la puntuació és de 0. Per la naturalesa del projecte, aplicar unes 
optimitzacions a una aplicació no afecta a les persones. Per tant, com que és una 
dimensió que a aquest projecte no aplica, la puntuació ha de ser 0. 
Dimensió ambiental 
En la dimensió ambiental la puntuació és de 0. Pel mateix raonament que la dimensió 
social, la puntuació ha de ser 0 perquè no aplica, ja que pel tipus de projecte no pot 
perjudicar el medi ambient. 
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6. Anàlisi del model 
Abans de començar a explicar les optimitzacions, s’explicarà l’entorn de treball i es farà 
una anàlisi del model NMMB/BSC-CTM; des de com s’estructura el Makefile, passant 
per com usar els scripts de configuració, fins a com s’estructura el codi d’escriptura de 
Model i el codi de Postproc. 
6.1. Entorn de treball 
En aquest apartat s’explicarà quin és l’entorn de treball usat per a aquest projecte. 
6.1.1. MareNostrum 
El MareNostrum (versió III) [12] és un supercomputador dissenyat per IBM. A 
novembre de 2014, està posicionat al lloc 57 del TOP500. Consta de les següents 
característiques: 
- Rendiment pic de 1.1 Petaflops 
- 48896 processadors Intel Sandy Bridge repartits entre 3056 nodes 
- 2880 nodes amb 32 GB de memòria, 64 amb 64 GB i 64 amb 128 GB. 
- HDD de 500 GB 7200 rpm SATA II per a cada node 
- 2x E5–2670 SandyBridge-EP 2.6GHz cache 20MB 8-core per a cada node 
- 84 coprocessadors Xeon Phi 5110P repartits entre 42 nodes 
- 104.6 TB de memòria principal 
- 2 PB d’emmagatzematge 
- Sistema operatiu Linux – Distribució SuSe 
- Xarxes d’interconnexió: Infiniband FDR10, Gigabit Ethernet 
- 52 racks distribuïts en 120 𝑚2 
6.1.2. Gprof 
Gprof és una eina de profiling que s’encarrega de fer una anàlisi del codi a nivell de 
temps d’execució d’usuari de cada funció i el nombre de cops que es criden les 
funcions. També permet saber quina instrucció consumeix més temps tant en 
llenguatge d’alt nivell com en llenguatge assemblador. 
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La versió que hi ha instal·lada al MareNostrum és la 2.23.1. Aquesta versió suporta 
Fortran 77, però es compila per a Fortran 90. Això pot comportar algun conflicte, però 
per aquest projecte ha estat bastant encertat. 
6.1.3. Compilador 
El compilador usat per l’aplicació NMMB/BSC-CTM és l’ifort. Aquest compilador està 
desenvolupat per Intel i el MareNostrum disposa de la versió 13.0.1. Originalment, el 
compilador té una sèrie de flags activats. Entre ells hi ha els següents a destacar: 
- -O3: nivell d’optimització. 
- -fp-model precise: activa la seguretat del resultat en les optimitzacions de 
dades de coma flotant. 
- -xHost: es compila usant el conjunt més avançant d’instruccions de què 
disposen les CPUs del MareNostrum. 
- -mkl=parallel: el compilador enllaça amb la part “threaded” de la Intel MKL 
(Math Kernel Library). 
Llavors, en aquest projecte únicament s’usa el flag –openmp que serveix per activar el 
model de programació paral·lela OpenMP. 
6.1.4. Extrae 
Extrae [13] és un paquet destinat a generar traces de Paraver per una anàlisi post-
mortem. El seu funcionament es basa en monitoritzar l’aplicació a analitzar per tal 
d’obtenir dades de rendiment. Està disponible per a molts models de programació, així 
com també diverses plataformes. És una eina que es pot configurar usant un arxiu 
XML. La versió usada per aquest projecte és la 2.5.2. 
6.1.5. Paraver 
Paraver [14] és un eina que permet fer anàlisis de rendiment a partir de traces. Se’n 
pot fer una anàlisi visual per tal de facilitar la comprensió. També es poden fer ús 
d’arxius de configuració per tal de només mostrar les dades que interessen. Això, 
juntament amb la possibilitat de retallar o filtrar les traces, pot ser molt útil ja que en 
funció de la complexitat de l’aplicació analitzada, les traces resultants poden ser molt 
grans. Per a aquest projecte la versió usada és la 4.5.4 i no s’ha usat cap fitxer de 
configuració en particular, ja que no ha estat necessari. 
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6.1.6. Llibreria NetCDF 
NetCDF [15] és un conjunt de llibreries de software i amb un format de dades 
autodescriptiu i independent de la màquina que suporta la creació, l’accés i la 
compartició de dades científiques amb orientació d’array. És la llibreria bàsica per al 
codi de Postproc. S’usa la versió 3.6.3. 
6.2. Compilació usant Makefile 
Tal i com ja s’ha explicat, l’aplicació NMMB/BSC-CTM consta de 3 etapes: Preproc, 
Model i Postproc. L’etapa Model és realment complexa, ja que consta de molts fitxers 
de codi Fortran, els quals estan ordenats jeràrquicament. Degut això, hi ha una 
jerarquia de makefiles que es criden recursivament durant la compilació. Llavors, hi ha 
també una arxiu de configuració on s’especifica el compilador, les seves opcions, 
llibreries, etc. A l’Script I de l’apartat A dels annexos hi ha el codi de configuració del 
compilador i les seves opcions. 
Per altra banda, també s’ha d’identificar l’arxiu makefile que compila els fitxers del 
codi Fortran que s’encarrega de realitzar les escriptures de l’etapa Model. A l’Script II 
de l’apartat A dels annexos hi ha el makefile que se n’encarrega. Se’n poden distingir 
dos parts, una que es refereix al codi que inclou el model NMMB i l’altra que inclou els 
fitxers Fortran que s’estan desenvolupant al BSC. 
6.3. Configuració i execució del model 
Donat que es tracta d’una aplicació amb molts paràmetres per configurar, s’ha de fer 
una anàlisi de quins són els paràmetres més bàsics per tal de poder fer execucions 
variades per a poder provar les optimitzacions. Per a tal fi, existeix un script que 
s’encarrega de recollir una bona part dels paràmetres de configuració de l’aplicació. 
Per als propòsits d’aquest projecte, aquest fitxer ja conté els paràmetres necessaris de 
l’etapa Model i Postproc per a fer execucions de proves. A l’Script I de l’apartat B dels 
annexos, hi ha tot el codi de l’script de configuració i execució. 
De manera resumida, aquest script està dividit en 4 parts: 
- Configuracions inicials: aquesta és la part on hi ha totes les variables d’entorn, 
les quals recullen paràmetres de configuració que s’usen per a l’execució de les 
etapes de l’aplicació. Per exemple, hi ha quants threads MPI utilitzar, si la 
predicció és regional o global, quines etapes de l’aplicació executar, dia i hora 
de l’execució, freqüència amb què Model genera binaris, resolució, paths dels 
fitxers de configuració, capes verticals, etc. 
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- Preproc: aquesta etapa és la part que s’encarrega de fer el preprocés de 
l’aplicació. S’encarrega de llegir dades de terreny, condicions meteorològiques 
inicials, etc. 
- Model: aquesta etapa s’encarrega d’efectuar els càlculs de les prediccions, les 
quals acaba generant en forma de fitxers binaris, la freqüència del quals es pot 
configurar. Per exemple, es poden treure binaris cada 3 hores o també cada 5 
minuts, entre d’altres. 
- Postproc: aquesta etapa és la que s’encarrega de llegir els binaris que ha 
generat Model i transformar-los en un únic fitxer amb format NetCDF. 
Tot i així, el codi de Postproc també disposa d’uns altres arxius de configuració. El més 
rellevant per a aquest projecte és un fitxer namelist. Es pot veure el seu contingut a 
l’Script II de l’apartat B dels annexos. Bàsicament serveix per a indicar els noms dels 
paths d’entrada i sortida, els noms de fitxers, el nombre de passos de temps a 
processar, si es vol realitzar interpolació vertical, etc. 
Finalment, també es disposa d’un script molt senzill per a executar processos a les cues 
de MareNostrum. A continuació en el Codi 1 hi ha un exemple d’execució que usa 20 
processos MPI, per tant, es reserven 2 nodes.  
#!/bin/bash 
#BSUB -n 20  
#BSUB -o ./logs/nmmb_%J.out 
#BSUB -e ./logs/nmmb_%J.err 
#BSUB -cwd .  
#BSUB -J NMMB-BSC-GLOB 
#BSUB -W 01:00 





Codi 1: Script d’exemple per a usar les cues del MareNostrum 
6.4. Anàlisi del codi original de Model 
Un pas important és analitzar el codi de Model que s’encarrega de les escriptures. 
Anteriorment s’ha esmentat que l’etapa Model conté molts fitxers amb codi Fortran, 
per tant, localitzar els llocs des d’on s’efectuen les escriptures és una feina que ha 
resultat laboriosa en quant a hores de dedicació. 
Una bona tècnica per entendre com funciona el codi és efectuant una anàlisi amb 
Extrae per tal de generar una traça i així veure amb Paraver com s’està comportant. 
Per a fer aquesta prova s’ha efectuat una execució amb una configuració petita. S’han 
utilitzat 20 processos MPI, 16 per a càlcul i 4 per a les escriptures. S’ha de remarcar 
que les execucions que fan al BSC generalment s’usen 4 processos d’escriptura, per 
tant, només es varien els de càlcul. La prova genera un binari cada 3 hores dins d’un 
dia, amb un total de 9 binaris. A la Figura 3 es pot observar la traça resultant de 
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l’execució. Per entendre millor la traça es farà una explicació. Cada una de les línies 
horitzontals representa una tasca MPI al llarg de l’execució de l’aplicació, per tant, les 
16 primeres són les de càlcul (encerclades amb color cian) i les 4 últimes són les 
d’escriptura (encerclades amb color verd clar), tot i que només escrigui definitivament 
a disc la primera d’aquestes 4. Els colors de les tasques MPI representen diferents 
estats: en execució, enviant dades, bloquejat, esperant dades, idle, etc. Els colors que 
més interessen són el blau fosc, el qual indica que la tasca s’està executant, i el 
vermell, que indica que la tasca està esperant un missatge. El color groc en realitat són 
línies molt fines entre tasques MPI que indiquen que s’han produït comunicacions de 
dades entre elles. A la Figura 3 hi ha tantes comunicacions que queda tot saturat de 
color groc. Tot i així, en les últimes 4 tasques es poden diferenciar clarament 9 franges 
grogues (encerclades amb color magenta) que representen l’enviament de les dades 
dels 9 binaris. També s’ha de tenir en compte que les escriptures són asíncrones. El seu 
comportament és el següent: els quatre primers processos de càlcul (1 a 4) passen les 
dades a escriure al primer procés d’escriptura, els següents quatre (5 a 8) passen les 
dades al procés 2 d’escriptura, i així successivament. 
 
Figura 3: Traça d’execució d’un cas que genera 9 binaris 
Un cop se sap això, es tracta de buscar en el codi on s’efectua el Close del binari que 
s’acaba d’escriure a disc. Al Codi 2 hi ha les sentències Fortran que tanquen el binari. 
!----------------------------------------------------------------------- 
!***  Close the history file if needed. 
!----------------------------------------------------------------------- 
! 
      IF(wrt_int_state%WRITE_HST_BIN.and.MYPE==LEAD_WRITE_TASK)THEN 
        CLOSE(wrt_int_state%IO_HST_UNIT) 
!       write(0,*)' Closed history file with unit=',wrt_int_state%IO_HST_UNIT 
      ENDIF 
Codi 2: Sentències Fortran per a tancar el binari 
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Trobar aquest Close és molt important per efectuar la primera optimització de 
l’apartat 7 (Implementació d’optimitzacions). 
A banda del Close, també s’ha analitzat com s’efectuen les escriptures. Malgrat 
l’escriptura del contingut segueix un ordre molt lògic, alhora d’efectuar-se en el codi 
Fortran ja és una mica més caòtic. Això significa que les escriptures estan dividides i 
repartides, és a dir, que es divideixen en funció del tipus de dades a escriure, però 
també estan repartides en funcions i fitxers de codi diferents, el qual dificulta l’anàlisi. 
Tot i així, s’ha determinat com es fan les escriptures de les dades i s’explica en els 
següents passos: 
- Escriptura de variables de temps 
- Escriptura de variables escalars/1D enteres 
- Escriptura de variables escalars/1D reals 
- Escriptura de variables lògiques 
En un primer pas s’escriuen aquestes dades a través de la subrutina 
WRITE_RUNHISTORY_OPEN que efectua l’Open del binari i escriu les dades llistades. Al 
Codi 3 hi ha les crides dels Writes encarregats d’efectuar les escriptures. Al Codi I de 
















Codi 3: Writes de la funció WRITE_RUNHISTORY_OPEN 
Llavors, hi ha una altra subrutina (WRITE_RUN) la qual s’encarrega d’escriure les 
següents dades: 
- Escriptura dels arrays 2D d’enters. Al Codi 4 hi ha la crida del Write encarregat 
d’efectuar l’escriptura. Al Codi II de l’annex C hi ha el bucle que processa i 
escriu tots els arrays 2D d’enters. 
WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)wrt_int_state%OUTPUT_ARRAY_I2D 
Codi 4: Write per a escriure les dades dels arrays 2D enters 
- Escriptura dels arrays 2D de reals. Al codi 5 hi ha les crides dels Writes 
encarregats d’efectuar l’escriptura. Al Codi III de l’annex C hi ha el bucle que 
processa i escriu tots els arrays 2D de reals. 





Codi 5: Writes per a escriure les dades dels arrays 2D reals 
Finalment, s’ha extret el temps d’execució usant la comanda /usr/bin/time. És una 
comanda molt útil, ja que a banda d’informar del temps d’execució de l’aplicació 
(elapsed time), també informa del temps d’usuari, de sistema i el percentatge d’ús de 
la CPU, el qual és interessant perquè permet fer-se una idea de quin és l’impacte 
d’entrada/sortida que està efectuant l’aplicació. La comanda té altres paràmetres però 
no són rellevants per l’anàlisi d’aquest projecte. 
El temps s’ha calculat per a una configuració que genera un binari cada tres hores 
durant un dia sencer (9 binaris en total) i amb una resolució de 24 km, per tant, ja es 
tracta de fitxers bastant grans, uns 9,6 GB per binari i uns 12,5 GB pel fitxer NetCDF. Al 
Codi 6 hi ha la sortida de la comanda. 
36900.79user 5635.46system 44:48.58elapsed 1582%CPU (0avgtext+0avgdata 
753700maxresident)k 
0inputs+8outputs (0major+150694420minor)pagefaults 0swaps 
Codi 6: Sortida comanda /usr/bin/time de Model 
6.5. Anàlisi del codi original de Postproc 
Un cop analitzada l’etapa Model, s’ha d’efectuar l’anàlisi de l’etapa Postproc. Per a fer-
ho s’han usat dos eines: la comanda /usr/bin/time i gprof. També s’ha fet un estudi de 
com funciona el codi. 
Així doncs, el primer pas consisteix en extreure el temps d’execució usant la comanda 
/usr/bin/time. També s’ha usat la mateixa configuració de l’etapa Model (1 dia, 9 
binaris, resolució 24 km).  
La sortida en qüestió de la comanda es pot apreciar al Codi 7. Malgrat el codi tarda en 
executar-se 3 hores i mitja, només s’està usant un 4% de la CPU, això indica que es 
tracta d’un codi que fa un ús intensiu de l’entrada i la sortida. 
285.73user 332.94system 3:30:30elapsed 4%CPU (0avgtext+0avgdata 3828316maxresident)k 
0inputs+0outputs (0major+3024635minor)pagefaults 0swaps 
Codi 7: Sortida comanda /usr/bin/time de Postproc 
El següent pas per verificar que estem en el camí correcte és fer una anàlisi amb l’eina 
gprof, ja que ens permet saber per a cada funció quin és el seu temps d’execució, i si el 
codi és d’usuari, el nombre de cops que es crida. Al Codi 8 es pot observar com les 5 
primeres funcions són d’entrada/sortida i entre elles ja s’emporten aproximadament el 




Capítol 6: Anàlisi del model 
 33 
  %   cumulative   self              self     total            
 time   seconds   seconds    calls   s/call   s/call  name     
 35.87    222.22   222.22                             __intel_ssse3_rep_memcpy 
 17.65    331.56   109.34                             __read_nocancel 
 17.64    440.85   109.29                             read 
  8.86    495.73    54.88                             __write_nocancel 
  8.86    550.61    54.88                             write 
  7.36    596.20    45.59       18     2.53     2.53  create_height_ 
  1.48    605.36     9.16                             for_read_seq_xmit 
  1.06    611.95     6.59     1421     0.00     0.00  create_new_aod_ 
  0.74    616.56     4.61                             ncx_putn_float_float 
  0.12    617.32     0.76                             __intel_new_memset 
  0.11    617.99     0.67                             __memmove_ssse3 
  0.05    618.33     0.34                             mmap 
  0.03    618.54     0.21                             _intel_fast_memcpy.P 
  0.03    618.72     0.18                             NCvnrecs 
  0.02    618.85     0.13                             __lseek_nocancel 
  0.02    618.98     0.13                             lseek 
  0.02    619.10     0.12                             px_get 
Codi 8: Sortida parcial de gprof per a Postproc 
Malgrat se sap que es tracta d’un problema d’entrada/sortida, s’ha de determinar 
quina part del codi és la causant, ja que les primeres funcions són de les llibreries, no 
del codi de Postproc. A més, l’aplicació llegeix binaris i escriu un fitxer NetCDF, per 
tant, no es pot suposar qui està donant els problemes de temps. 
Un cop sabem això, es pot començar a estudiar el codi de Postproc. De manera molt 
resumida, el codi consta de les següents parts: 
- Declaració de les variables necessàries 
- Lectura dels arxius bàsics de configuració (per exemple el namelist) 
- Creació de l’arxiu NetCDF i les seves inicialitzacions necessàries (per exemple 
afegir la interpolació vertical si està activada) 
- Demanar recursos de memòria per als arrays 
- Processar tots els binaris d’entrada 
En el Codi IV de l’apartat C dels annexos hi ha el codi del programa principal de 
Postproc. 
Inicialment, quan encara s’havia de començar aquest projecte es creia que el problema 
estava en les lectures dels binaris, però s’ha vist que això no és cert del tot. Degut això 
es pensava que la comunicació dels binaris entre Model i Postproc usant el disc (Figura 
4) era el coll d’ampolla i s’havia de solucionar passant el binaris a través de memòria. Si 
bé llegir els binaris òbviament provoca una pèrdua de temps en el qual la CPU està 
esperant, realment s’ha observat que el problema està en la generació del fitxer de 
sortida NetCDF. 
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Figura 4: Comunicació entre Model i Postproc 
 
El problema està en el processament del primer binari, el qual és diferent de la resta. 
Diferent en el sentit que efectua unes operacions extres que per la resta de binaris no 
es fa. Entre tot el codi extra que s’executa, única i exclusivament s’ha de ressaltar una 
crida a una funció que és la causant de que l’execució de Postproc sigui molt més 
llarga. Al Codi 9 hi ha la funció en qüestió. 
! ************************************************************************ 
! function parse_0dim_value 
! Reads a 0 dimensional variable and puts it as an attribute on the netCDF. 
! binary_id:       binary file strea, identifier 
! netcdf_id:       netCDF file identifier 
! var_id:          variable's identifier on the netCDF file   ==This should be 
eliminated.== 
! var_type:        variable's type (netCDF style) 
! var_name:        variable name 
! ************************************************************************ 
subroutine parse_0dim_value(binary_id, netcdf_id, var_id, var_type, var_name) 
  implicit none 
  INCLUDE 'netcdf.inc' 
  integer               :: binary_id, netcdf_id, var_id 
  character(MAX_NAME_L) :: var_type, var_name 
  real                  :: aux_0r 
  integer               :: aux_0i 
  integer               :: stat,  AllocateStatus 
  character(MAX_NAME_L) :: aux_str 
!----------------------------------------------------------------------- 
  ! To add an attribute we need to put the netCDf file in define mode first, add the 
attribute. 
  ! and then put the file on write mode again. 
 
  stat = nf_redef(netcdf_id) 
  if( var_type == 'float') then 
    read(binary_id) aux_0r 
    stat = nf_put_att_real( netcdf_id, NF_GLOBAL, var_name, NF_REAL, 1, aux_0r ) 
    if(stat.ne.nf_noerr) then 
      print*,'Error '//nf_strerror(stat) 
    endif 
  else if( var_type == 'int') then 
    read(binary_id) aux_0i 
    stat = nf_put_att_int( netcdf_id, NF_GLOBAL, var_name, NF_INT, 1, aux_0i ) 
    if(stat.ne.nf_noerr) then 
      print*,'Error '// nf_strerror(stat) 
    endif 
  else if( var_type == 'string') then 
    read(binary_id) aux_str 
    stat = nf_put_att_text( netcdf_id, NF_GLOBAL, var_name, len(aux_str), aux_str) 
    if(stat.ne.nf_noerr) then 
      print*,'Error '// nf_strerror(stat) 
    endif 
  else 
    print*,'Error, data type '  // var_type // ' not recognized.' 
    read(binary_id) 
  endif 
  stat = nf_enddef(netcdf_id) 
  if(stat.ne.nf_noerr) then 
    print*,'Error '//nf_strerror(stat) 
  endif 
end subroutine 
Codi 9: Funció amb un alt temps d'entrada/sortida 
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Aquesta funció realitza una redefinició del fitxer NetCDF per algunes de les variables 
que s’han de processar. Llavors, molt probablement es deuen moure les dades dins del 
propi fitxer NetCDF per tal d’afegir el nou atribut. Això òbviament implica molt de 
temps perdut en el qual la CPU no fa res. A la Figura 5 hi ha la representació de la 
sortida de Postproc. 
Figura 5: Sortida de Postproc 
6.6. Anàlisi del codi integrat de Model i Postproc 
En aquest apartat s’efectua una anàlisi del codi de les etapes Model i Postproc un cop 
estan integrades i amb les tasques OpenMP, és a dir, un cop s’ha implementat 
l’optimització que s’explica a l’apartat 7.2 (Paral·lelització amb OpenMP). Tal i com s’ha 
explicat a l’apartat anterior, el processat del primer binari és molt elevat, per tant, es 
tracta d’un coll d’ampolla. La millor manera per veure-ho gràficament és usant Extrae i 
Paraver. A continuació, hi ha una traça en què es reflexa clarament el problema (Figura 
6). Es tracta d’una configuració que realitza una predicció meteorològica durant 24 
hores amb un binari per hora. Es pot observar com totes les tasques MPI de càlcul 
estan esperant (color vermell) a que acabi de processar-se el primer binari (color blau). 
El problema està marcat amb l’el·lipse de color cian. 
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Figura 6: Traça configuració meteorologia amb 24 binaris i optimització OpenMP 
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7. Implementació d’optimitzacions 
Un cop s’ha fet l’anàlisi del codi, es poden començar les implementacions. Aquestes es 
divideixen en tres blocs, les quals estan ordenades cronològicament. A continuació 
s’expliquen quines són. 
7.1. Integració de Postproc amb Model 
S’ha explicat que l’etapa Model genera un nombre configurable de binaris que l’etapa 
Postproc ha de processar. Així doncs, el funcionament de Model consisteix a fer càlculs 
per blocs, per tal de poder generar cada un dels binaris. Per contra, l’etapa Postproc 
conté un bucle per a processar tots els binaris. Per tant, es pot solapar tot aquest 
temps que es dedica a la generació de binaris amb el corresponent processat, ja que 
són independents entre ells. D’aquesta manera es pot fer una primera optimització 
que consisteixi a integrar el codi de Postproc amb el de Model.  
Per ser més precís, el que es pretén és que quan Model està calculant el binari 𝑥, el 
codi de Postproc estigui processant el binari 𝑥 − 1. Amb això, es poden fer uns càlculs 
senzills. 
El temps d’execució de la versió original és: 
𝑇𝑒𝑥𝑒𝑂𝑟𝑖𝑔 = 𝑇𝑒𝑥𝑒𝑀𝑜𝑑𝑒𝑙 +  𝑇𝑒𝑥𝑒𝑃𝑜𝑠𝑡  
on 𝑇𝑒𝑥𝑒𝑂𝑟𝑖𝑔  és el temps total d’execució de la versió original 
 𝑇𝑒𝑥𝑒𝑀𝑜𝑑𝑒𝑙  és el temps d’execució de Model 
 𝑇𝑒𝑥𝑒𝑃𝑜𝑠𝑡  és el temps d’execució de Postproc 
Per contra, si suposem que el temps que tarda Postproc a processar un binari és 
inferior al temps que tarda Model a generar un binari, tenim que el temps teòric 
d’execució aproximat és: 




on  𝑇𝑒𝑥𝑒𝑀𝑖𝑙𝑙𝑜𝑟𝑎𝑡  és el temps total d’execució de la versió millorada 
 𝑥 és el nombre de binaris que es processen 
Tot i així, sabem que el temps de processat del primer binari varia en funció de la mida 
del fitxer NetCDF, per tant, els casos en què té una mida considerable la suposició que 
hem fet per obtenir el temps d’execució de la versió millorada no es compleix. La 
solució perquè es compleixi aquesta fórmula teòrica passa per millorar el processat del 
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primer binari, però aquest tema es discuteix en profunditat a l’apartat 7.3 
(Optimització de l’escriptura de Postproc). 
Tornant a l’optimització d’aquest apartat, el primer pas consisteix en ajuntar 
literalment el codi de Postproc amb el de Model. Per a fer-ho, es crea un nou mòdul 
que inclou el codi principal de Postproc i totes les seves subrutines. A més, conté tres 
estructures de dades que s’encapsulen en mòduls de fitxers independents. Llavors, des 
d’on es fa el Close del binari es crida la subrutina de Postproc (Codi 10). Evidentment, 
s’ha de modificar el codi per tal de treure el bucle dels binaris perquè així es processi 
només un binari per cada crida des de Model. Les inicialitzacions s’efectuen amb el 
processat del primer binari, però pràcticament no afecten al temps d’execució, ja que 
quasi bé no tenen càlcul. 
!----------------------------------------------------------------------- 
!***  Close the history file if needed. 
!----------------------------------------------------------------------- 
! 
      IF(wrt_int_state%WRITE_HST_BIN.and.MYPE==LEAD_WRITE_TASK)THEN 
        CLOSE(wrt_int_state%IO_HST_UNIT) 
!       write(0,*)' Closed history file with unit=',wrt_int_state%IO_HST_UNIT 
        CALL ANOTHER_NMMB_POSTPROCESS()       
      ENDIF 
Codi 10: Crida a la subrutina de Postproc 
També s’ha programat un comprovació per saber si quan es crida a la subrutina de 
Postproc s’ha de processar aquell binari o no. Es pot donar el cas per exemple, que 
Model generi un binari cada 5 minuts, però Postproc només pot processar com a 
màxim un binari cada hora. Hi ha tot el codi adaptat al Codi V de l’apartat C dels 
annexos. 
Per altra banda, també s’ha modificat el makefile per a compilar aquest nou codi. Ha 
estat necessari afegir les línies del Codi 11 al lloc correcte. 
MODULE_BSC_POSTPROC = BSC/POSTPROC/aod_info.o \ 
                      BSC/POSTPROC/static_info.o \ 
                      BSC/POSTPROC/v_interp_info.o \ 




$(LIBRARY): $(MODULE_BSC_POSTPROC) $(MODULES) $(MODULE_SMP) $(MODULE_SMP_MAF) 
${MODULE_GFSP} ${MODULE_BSC_AERO} ${MODULE_BSC_KPP} ${MODULE_BSC_CMAQ} 




 $(AR) $(ARFLAGS) $@ $(MODULE_BSC_POSTPROC) $(MODULES) $(MODULE_SMP) 
$(MODULE_SMP_MAF) ${MODULE_GFSP} ${MODULE_BSC_AERO} ${MODULE_BSC_KPP} ${MODULE_BSC_CMAQ} 




$(MODULE_BSC_POSTPROC): %.o: %.f90 





$(RM) -f BSC/POSTPROC/*.f90 BSC/POSTPROC/*.o 
Codi 11: Modificacions del makefile per al codi de Postproc 
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Una curiositat és que van aparèixer errors de compilació en el codi de Postproc, tot i 
no haver estat modificat pel desenvolupador. En la versió original, el compilador no 
donava aquests errors, tot i usar el mateix compilador (ifort) que l’etapa Model. Un 
cop corregits els errors, es va comprovar que el resultat continués sent el correcte, ja 
que eren errors com a mínim delicats. Per exemple, passar un array de reals quan en 
aquell punt s’havia de passar un array d’enters. 
Finalment, s’ha d’adaptar l’script de configuració i execució per tal de que el mòdul de 
Postproc tingui totes les configuracions i fitxers necessaris. Per aconseguir-ho, abans 
de començar a executar les comandes de Model, s’hi ha d’afegir el fragment del Codi 
12. 
#----------------------------------------------------------------- 
#   Configurations for running ANP with UMO 
#----------------------------------------------------------------- 
 
echo "Postproc_2.0 process for DAY:" $DATE 
 
echo "Importing Postproc 2.0 Files to case" 
 
mkdir -p $FOLDER_OUTPUT 
 
if [ -d "$POST2" ] 
then 
    echo "Postproc folder already exists. Not copying." 
else 
    mkdir -p $UMO_PATH/OUTPUT/$CASE/POSTPROC/v2.0 
    cp -rp $UMO_PATH/POSTPROC/v2.0 $UMO_PATH/OUTPUT/$CASE/POSTPROC/ 
fi 
 
cd $POST2  
 
if [ $DOMAIN -eq 0 ] ; then 
 
sed -e "s,INPATH,${UMO_OUT}," \ 
 -e "s,OUTPATH,${FOLDER_OUTPUT},"  \ 
        -e "s/OUTFILE/NMMB-BSC-CTM_${DATE}${HOUR}_glob_new.nc/" \ 
-e "s/HOURSTART/$HOUR_P2/" \ 
        -e "s/HOUREND/$NHOURS_P2/" \ 
        -e "s/HIST/$HIST_P2/" \ 
        -e "s/DOMAIN/0/" namelist.anp.tmp > namelist.anp 
 
let ILM=$LM+1 
    let IX=$IMI+2 
let IY=$JMI+2 
 
    sed -e "s/III/$IX/" \ 
        -e "s/JJJ/$IY/" \ 
        -e "s/LM/$LM/"  \ 
        -e "s/ML/$ILM/" description_file.txt.tmp > description_file.txt 
 
elif [ $DOMAIN -eq 1 ] ; then 
 
    sed -e "s,INPATH,${FOLDER_OUTPUT}," \ 
        -e "s,OUTPATH,${FOLDER_OUTPUT},"  \ 
        -e "s/OUTFILE/NMMB-BSC-CTM_${DATE}${HOUR}_reg_new.nc/" \ 
        -e "s/HOURSTART/$HOUR_P2/" \ 
        -e "s/HOUREND/$NHOURS_P2/" \ 
        -e "s/HIST/$HIST_P2/" \ 
        -e "s/DOMAIN/1/" namelist.anp.tmp > namelist.anp 
 
    let ILM=$LM+1 
 
    sed -e "s/III/$IMI/" \ 
        -e "s/JJJ/$JMI/" \ 
        -e "s/LM/$LM/"  \ 




cp ./namelist.anp $UMO_OUT 
cp ./attribute_file.txt $UMO_OUT 
cp ./description_file.txt $UMO_OUT 
Codi 12:  Fragment addicional per a l'script de configuració i execució 
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7.2. Paral·lelització amb OpenMP 
En aquesta optimització la idea principal consisteix en què cada crida de la subrutina 
de Postproc s’efectui amb una tasca OpenMP. D’aquesta manera, la tasca líder 
d’escriptura pot continuar executant el codi corresponent.  
Posar en marxa el model OpenMP és molt senzill, ja que el compilador ifort el suporta. 
Simplement s’ha d’activar usant el flag de compilació –openmp. 
Al MareNostrum hi ha la versió 3.1, per tant, no es poden crear dependències entre les 
tasques. Això implica que cada cop que es vol llançar una nova tasca OpenMP, la tasca 
líder d’escriptura ha d’esperar a que acabi l’execució de l’anterior. Al Codi 13 hi ha la 
creació de la tasca de Postproc. 
!----------------------------------------------------------------------- 
!***  Close the history file if needed. 
!----------------------------------------------------------------------- 
! 
      IF(wrt_int_state%WRITE_HST_BIN.and.MYPE==LEAD_WRITE_TASK)THEN   
        CLOSE(wrt_int_state%IO_HST_UNIT) 
!       write(0,*)' Closed history file with unit=',wrt_int_state%IO_HST_UNIT 
  !$omp taskwait 
  !$omp task 
   CALL ANOTHER_NMMB_POSTPROCESS() 
  !$omp end task     
      ENDIF 
Codi 13: Creació de la tasca OpenMP 
També s’ha d’habilitar la creació de tasques amb les anotacions OpenMP del Codi 14. 






!$omp end parallel 
Codi 14: Anotacions d'OpenMP per a poder crear tasques 
7.3. Optimització de l’escriptura de Postproc 
Aquesta és l’última optimització del codi, però tal i com es veurà en els resultats, és la 
que aporta la major millora de rendiment. 
Ja s’ha vist que si el fitxer NetCDF és molt gran, el processat del primer binari tarda 
molt de temps en executar-se, per tant s’ha de fer alguna cosa per reduir el temps. 
En el codi original el fitxer NetCDF s’escriu en un directori el qual té muntat el sistema 
de fitxers gpfs (General Parallel File System). Això implica que les dades s’han d’enviar 
per una connexió 10Gbit Ethernet, el qual suposa unes latències molt altes, a part de 
que es poden produir interferències externes, ja que és compartit. 
Així doncs, la solució passa per treballar amb els recursos del mateix node, ja que 
usant el sistema de cues, l’execució en un node és exclusivament per únic treball (job). 
Hi ha dues possibilitats, treballar amb el disc dur local o amb memòria. Donat que la 
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memòria és molt més ràpida que un disc dur, permet obtenir millors resultats, però la 
quantitat és limitada. La gran majoria de nodes només disposa de 32 GB de RAM. Tot i 
així, hi ha 64 nodes que tenen 64 GB i 64 nodes més que tenen 128 GB. 
Els nodes disposen varis sistemes de fitxers muntats, entre ells els que interessen són 
dos: 
- XFS [16]: és un sistema de fitxers d’alt rendiment que treballa amb el disc dur 
local d’un node. Els nodes de MareNostrum munten aquest sistema de fitxers 
al path /.statelite/tmpfs/scratch/tmp. 
- tmpfs [17]: és un sistema de fitxers temporal que apareix com un sistema 
muntat, tot i que treballa amb memòria volàtil, és a dir, amb la RAM. Els nodes 
de MareNostrum disposen del path /dev/shm que munta aquest sistema de 
fitxers i permeten usar fins a la meitat de la memòria disponible. 
A partir d’aquesta informació s’ha implementat una solució que permet usar un 
sistema de fitxers o un altre sense haver de recompilar el codi, simplement canviant el 
path a l’script de configuració i execució. Això es pot fer ja que s’usa el namelist 
originari de Postproc. Al Codi 15 es pot apreciar la modificació. 
export TMP_FOLDER_OUTPUT=/.statelite/tmpfs/scratch/tmp     #Path for storing files to 
local HDD of a node 
#export TMP_FOLDER_OUTPUT=/dev/shm                           #Path for storing files to 
main memory of a node 
 
----------------     
 
sed -e "s,INPATH,${UMO_OUT}," \ 
    -e "s,OUTPATH,${FOLDER_OUTPUT},"  \ 
    -e "s,TMPOUTPUTPATH,${TMP_FOLDER_OUTPUT}," \ 
    -e "s/OUTFILE/NMMB-BSC-CTM_${DATE}${HOUR}_glob_new.nc/" \ 
    -e "s/HOURSTART/$HOUR_P2/" \ 
    -e "s/HOUREND/$NHOURS_P2/" \ 
    -e "s/HIST/$HIST_P2/" \ 
    -e "s/DOMAIN/0/" namelist.anp.tmp > namelist.anp 
Codi 15: Modificacions de l'script de configuració i execució 
La modificació del namelist està reflectida al Codi 16. 
&filenames 
  input_path = "INPATH" 
  output_path = "OUTPATH" 
  tmp_output_path = "TMPOUTPUTPATH" 
  input_name_prefix = "nmmb_hst_01_bin_" 
  input_name_sufix = "h_00m_00.00s" 
  input_number_digits = 4 
  output_name = "OUTFILE" 
Codi 16: Modificació del namelist de Postproc 
També s’ha modificat el mòdul de Postproc per a poder llegir el nou path temporal. 
Finalment, un cop s’ha processat l’últim binari i s’ha fet el Close del NetCDF, s’ha de 
moure de l’emmagatzematge temporal al definitiu, és a dir, al path on es guarda en el 
codi original. Al Codi 17 hi ha la crida Fortran en qüestió. 
CALL SYSTEM('mv '//trim(netcdf_name)//' '//trim(output_path)) 
Codi 17: Crida Fortran per a moure el fitxer NetCDF 
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Arribats a aquest punt s’ha de comentar que si s’usa el path que treballa amb memòria 
i els fitxers NetCDF molt grans aquesta optimització no funciona, ja que no hi ha 
suficient memòria RAM per a contenir tot el fitxer. Aquest límit es podria establir pel 
voltant de la meitat de la memòria que disposa un node, ja que aquesta és la 
configuració que munta /dev/shm. Tot i així, tendeix a ser inferior a la meitat, ja que a 
/dev/shm hi poden haver fitxers d’altres usuaris d’execucions anteriors, i com que no 
es tenen permisos d’aquell usuari, no es poden esborrar. 
Aquest problema es pot arreglar amb una modificació de l’script que conté les 
etiquetes de configuració de les cues de MareNostrum. Per a indicar que es vol usar un 
node amb més memòria RAM s’ha d’usar l’etiqueta #BSUB –M. Es disposen de 3 
opcions diferents: 
- #BSUB –M 1800: nodes amb 32 GB de RAM. 
- #BSUB –M 3000: nodes amb 64 GB de RAM. 
- #BSUB –M 7000: nodes amb 128 GB de RAM. 
Si s’usen els nodes que tenen 128 GB de RAM es disposa de molt marge, ja que permet 
generar un NetCDF de quasi 64 GB. En el cas que fos més gran, llavors es pot usar el 
disc dur, el qual ofereix fins a 500 GB, però no és tan ràpid. 
Finalment, s’ha de comentar que els discs durs dels nodes són els tradicionals, és a dir, 
els HDD. Si mai realitzen una actualització del MareNostrum (o el substitueixen per un 
de nou) i a cada node hi incorporen un disc SSD, automàticament, si s’usa el disc dur 
com a emmagatzematge temporal, el rendiment de l’aplicació milloraria sense haver 
de fer res, ja que els SSD són bastant més ràpids que els HDD. 
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8. Resultats 
En els següents apartats es mostraran resultats que demostren que les optimitzacions 
milloren el temps d’execució. També hi ha un últim apartat informatiu sobre quins 
exemples de sortida ofereix l’aplicació NMMB/BSC-CTM. 
8.1. Configuracions 
Per a mostrar els resultats de les optimitzacions s’han fet execucions usant quatre 
configuracions diferents. Per a les tres primeres configuracions s’han fet dues 
execucions de cada optimització i el temps és fruit de la mitjana. Per a la quarta 
configuració només s’ha fet una execució per a la versió original, la de disc dur i la de 
memòria principal, ja que són execucions molt llargues amb l’ús de nodes amb 
disponibilitat crítica. A més, les optimitzacions que s’usaran són les dues últimes, ja 
que són les que aporten la major millora. Les quatre configuracions són les següents: 
- Configuració 1: realitza una predicció global cada 3 hores durant 1 dia (9 
binaris). S’utilitzen 20 tasques MPI. El fitxer NetCDF ocupa uns 290 MB. 
- Configuració 2: realitza una predicció global amb meteorologia cada 3 hores 
durant 1 dia (9 binaris). S’utilitzen 20 tasques MPI. El fitxer NetCDF ocupa uns 
491 MB. 
- Configuració 3: realitza una predicció global amb una resolució de 24 km cada 3 
hores durant 1 dia (9 binaris). S’utilitzen 260 tasques MPI. El fitxer NetCDF 
ocupa uns 12.58 GB.  
- Configuració 4: realitza una predicció global amb una resolució de 24 km a cada 
hora durant 1 dia (24 binaris). S’utilitzen 260 tasques MPI. El fitxer NetCDF 
ocupa uns 34.9 GB. 
És necessari tenir present que les configuracions 3 i 4 són les més importants i les més 
realistes, ja que els seus números s’assemblen més als que utilitzen al BSC.  
8.2. Temps i speedups 
Primer es mostraran temps d’execució i llavors els speedups per aquests temps. En el 
següent apartat també es mostraran diverses traces que reforcen les millores de les 
optimitzacions. 
A la Taula 4 es mostren els temps d’execució de les quatre configuracions per a cada 
una de les optimitzacions. S’ha de mencionar que per a la versió original el temps 
també es dóna desglossat, ja que les dues etapes estan separades. 
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6.28 4.42 226.24 - 
OpenMP 5.18 3.82 219.15 - 
Disc local 5.28 3.77 114.1 21.9 
Memòria principal 5.2 3.77 53.52 2.61 
Taula 4: Temps d'execució de les proves 
A partir de la Taula 4 es poden obtenir els speedups que estan calculats a la Taula 5. 
 Config. 1 Config. 2 Config. 3 Config. 4 
Original 1 1 1 1 
Integració Model 
amb Postproc 
1.12 1.26 1.07 - 
OpenMP 1.36 1.46 1.11 - 
Disc local 1.34 1.47 2.13 1.81 
Memòria principal 1.36 1.47 4.54 15.21 
Taula 5: Speedups de les optimitzacions 
I a partir de la Taula 5, en surt la Figura 7 que és la representació gràfica dels speedups 
de les quatre configuracions. 
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Figura 7: Speedup de les quatre configuracions 
Un cop tenim aquests resultats se’n pot fer una primera valoració. Per a les dues 
primeres configuracions l’speedup no és gaire elevat, però és normal. Això s’entén 
millor si s’observen els temps d’execució. Es pot comprovar com qualsevol dels temps 
de les optimitzacions és igual o millor que el temps de l’etapa Model del codi original. 
Això significa que el temps de l’etapa Postproc s’ha reduït a zero, el que vindria a ser 
un speedup infinit. 
També s’han de comentar un parell de coses més per a les dues primeres 
configuracions. La primera és que amb la versió OpenMP s’aconsegueix un temps 
inferior inclús a l’etapa Model del codi original. Això molt probablement sigui degut a 
que enlloc d’executar 16 tasques MPI per node, només se n’executen 8, i per tant, es 
produeixen menys col·lisions de memòria i el rendiment és més alt. 
El segon aspecte a comentar és sobre les dues optimitzacions que treballen amb el disc 
local o amb memòria. Enlloc de millorar el temps l’empitjoren molt lleugerament, 
quasi bé és menyspreable. Això passa ja que per aquestes dues configuracions, el 
temps que es tarda a processar un binari és inferior al que es tarda a generar, i com 
que al final s’ha de moure del disc local o la memòria al seu destí definitiu, augmenta 
el temps. Però l’optimització d’escriptura de Postproc és necessària tal i com 
reflecteixen la configuracions 3 i 4, ja que cal tornar a remarcar que són casos més 
reals i representatius. 
Així doncs, per a les configuracions 3 i 4 es pot comprovar a partir dels speedups que 
les optimitzacions de l’escriptura de Postproc són molt necessàries, ja que el processat 
del primer binari és molt lent, degut a que s’efectua un treball intens amb el fitxer de 
sortida NetCDF. En canvi, si ens fixem només en la configuració 3, les altres dues 
optimitzacions (integració i OpenMP) pràcticament no milloren el temps, ja que com 
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es pot observar a la Taula 4, en el codi original el temps de l’etapa Model és molt 
inferior al de l’etapa Postproc. Això també es pot extrapolar a la configuració 4, encara 
que no es disposi d’un temps per a les dues primeres optimitzacions.  
8.3. Traces d’execució 
A continuació es mostraran diferents traces d’exemple que s’han obtingut, amb 
l’objectiu de reforçar els arguments de l’apartat anterior. 
En primer lloc es mostrarà com per a la primera configuració, tot i que el primer binari 
tardi més a processar-se que la resta, continua sent inferior al temps que tarda a 
generar-se un binari. A la Figura 8 es pot veure com en la primera tasca d’escriptura hi 
ha un estona més d’execució (blau fosc) que pertany al processat del primer binari. 
Està marcat amb un cercle de color cian. 
 
Figura 8: Traça per a la configuració 1 i l'optimització d'integració 
Per tant, si s’observa la traça que genera l’optimització amb memòria principal (Figura 
9), es pot veure que no canvia res (cercle de color cian), excepte al final que hi ha un 
retràs per tal de copiar el fitxer NetCDF al destí definitiu (el·lipse de color magenta). 
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Figura 9: Traça per a la configuració 1 i l'optimització de memòria principal 
El segon cas seria mostrar una traça de la configuració 3 o la 4, però degut a que 
l’execució és molt llarga, la traça no s’acaba de generar. Però tot i així, s’ha substituït 
per un altre cas més petit que també reflexa el problema de que el primer binari tarda 
molt a processar-se. Es tracta d’una configuració que realitza una predicció 
meteorològica durant 24 hores amb un binari per hora. Aquest cas és el que s’ha 
mostrat a la Figura 6 de l’apartat 6.6 (Anàlisi del codi integrat de Model i Postproc). En 
aquesta traça es mostrava com totes les tasques MPI de càlcul estaven esperant a que 
el thread OpenMP acabés de processar el primer binari. 
Doncs bé, aquest problema se soluciona pràcticament amb l’optimització que fa ús del 
disc local, tal i com s’aprecia a la Figura 10. Amb l’el·lipse de color cian es marca com el 
processat del primer binari és inferior i amb l’el·lipse de color magenta com moure el 
fitxer NetCDF al seu destí necessita un temps considerable. 
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Figura 10: Traça configuració meteorologia amb 24 binaris i optimització disc local 
Finalment fer un petit incís. Pot semblar que per a la resta de binaris no es fa res, però 
el que passa és que són molt ràpids de processar. Si es fa zoom a la traça de la Figura 
10, es pot observar com hi ha un petit temps de processat de la resta de binaris (Figura 
11). Estan marcats amb cercles de color cian. 
 
Figura 11: Traça de la Figura 10 amb una part augmentada 
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8.4. Exemples de sortida del fitxer NetCDF 
Aquest apartat és a tall d’exemple, simplement per a mostrar algunes de les sortides 
que ofereix l’aplicació NMMB/BSC-CTM. A les Figures 12, 13 i 14 hi ha algunes de les 
seves captures. 
            Figura 12: Component U del vent a 10m 
            Figura 13: Temperatura en superfície 
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En aquest projecte es fixava com a objectiu la millora del rendiment de l’etapa 
Postproc, el qual és una eina de processament de dades de gran volum. Per a 
aconseguir-ho, s’havien d’utilitzar tècniques de programació conscient de 
l’arquitectura i paral·lelització.  
Aquest objectiu s’ha complert, ja que s’ha millorat el temps d’execució de l’etapa 
Postproc, i inclús en alguns casos, indirectament també s’ha millorat el temps 
d’execució de l’etapa Model, tot i no ser uns dels objectius del projecte. 
A més a més, pel tipus d’optimitzacions fetes, la nova etapa Model que porta 
incorporada l’etapa Postproc és bastant immune a la varietat de configuracions que es 
poden executar, ja siguin intenses en càlcul de l’etapa Model o intenses en 
entrada/sortida de l’etapa Postproc. 
Un altre aspecte a destacar és un benefici que deriva de les optimitzacions. Ara, 
executant únicament l’etapa fusionada es genera el fitxer NetCDF just després de 
l’últim binari. 
Finalment, aquest projecte ha estat una experiència molt enriquidora per a l’autor ja 
que l’ha iniciat en el món d’HPC i la supercomputació, així com també en el camp de 
les ciències de la terra. També li ha permès aprendre el llenguatge Fortran, usar MPI 
amb OpenMP al mateix temps, millorar l’ús d’eines de profiling, iniciar-se en 
l’optimització d’aplicacions complexes i a treballar amb el MareNostrum. 
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10. Treball futur 
Aquest projecte s’ha realitzat amb una quantitat d’hores que poden limitar una mica el 
grau d’optimitzacions que es poden fer en una aplicació de gran envergadura com és 
l’aplicació NMMB/BSC-CTM. És per aquest motiu que hi ha alguns aspectes que es 
poden millorar. 
Primer de tot s’ha de dir que sempre hi ha coses a millorar en una aplicació així, ja que 
és extremadament gran i complexa. Tot i així, si ens centrem en l’etapa Postproc hi ha 
una línia en la qual investigar. 
Un dels principals problemes que té Postproc és que no escriu ell directament els 
resultats al fitxer de sortida, sinó que es fa a través de la llibreria NetCDF. Això implica 
que no es puguin usar tècniques com el buffering. S’hauria d’estudiar si existeix alguna 
versió de la llibreria que ja hagi estat optimitzada, o sinó analitzar si seria possible fer-
ne una optimització. Tot i així, el que sí se sap és que existeix una versió paral·lela de la 
llibreria NetCDF. Per tant, també s’hauria d’investigar si aquesta versió de la llibreria 






Model NMMB/BSC-CTM: aplicació de predicció meteorològica que es s’està 
desenvolupant al BSC. 
Preproc: primera etapa de l’aplicació NMMB/BSC-CTM. 
Model: segona etapa de l’aplicació NMMB/BSC-CTM. El nom de l’etapa pot portar a 
confusió ja que a l’aplicació NMMB/BSC-CTM també se l’anomena model. Tot i així es 
distingeix per la minúscula i la majúscula. En el cas de l’etapa sempre va amb 
majúscula. 
Postproc: última etapa de l’aplicació NMMB/BSC-CTM. És l’etapa que s’optimitza en 
aquest projecte. 
MPI(Message Passing Interface): és un estàndard que defineix la sintaxis i la semàntica 
de les funcions d’una llibreria de pas de missatges que serveix per a programar 
sistemes de memòria distribuïda. 
OpenMP: és una API per a la programació de sistemes de memòria compartida. 
OmpSs: és un model de programació paral·lela que pretén millorar les mancances 
d’OpenMP. 
Profiling: és un concepte que es refereix a l’anàlisi que s’efectua a una aplicació per tal 
de saber quin és el seu comportament. 
Gprof: eina de profiling que permet saber quines parts del codi són les més lentes. 
Extrae: eina de profiling completa que analitza el comportament d’una aplicació. 
Genera una traça. 
Paraver: eina que permet visualitzar el contingut d’una traça. 
Traça: és un fitxer que conté dades de rendiment d’una aplicació analitzada. 
Speedup: és una mesura de rendiment per saber quin és el guany d’una optimització. 
Es calcula dividint el temps original entre el temps millorat. Si és més gran que 1 el 
temps ha millorat, altrament no. 
Node:mínima unitat que constitueix un cluster. En el MareNostrum, els nodes estan 




Memòria principal: memòria volàtil on es carrega el sistema operatiu, els processos, 
les dades, entre d’altres. Molt més ràpida que un disc dur, però capacitat limitada. 
Disc dur: element d’emmagatzematge no volàtil on es guarden les dades que no es 
volen perdre un cop es para el computador. En el cas d’un node actua bàsicament com 
a emmagatzematge temporal de dades. 
Sistema de fitxers:és un sistema que s’encarrega d’organitzar els arxius per a poder-los 
recuperar de manera senzilla i ràpida. Al mateix temps també permet fer una ocupació 
òptima del dispositiu d’emmagatzematge. 
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A. Scripts de compilació 






ESMF_INC     = $(ESMF_F90COMPILEPATHS) 





NETCDF_INC   = -I/gpfs/apps/MN3/NETCDF/3.6.3/include 
NETCDF_LIB   = -L/gpfs/apps/MN3/NETCDF/3.6.3/lib/ -lnetcdf -lnetcdff 
 
NEMSIO_INC   = -I/gpfs/projects/bsc32/share/libs/incmod/nemsio 
NEMSIO_LIB   = -L/gpfs/projects/bsc32/share/libs/nemsio -lnemsio 
 
W3_LIB       = -L/gpfs/projects/bsc32/share/libs/w3lib-2.0.2/ -lw3_4 
BACIO_LIB    = -L/gpfs/projects/bsc32/share/libs/bacio -lbacio_4 
SP_LIB       = -L/gpfs/projects/bsc32/share/libs/sp -lsp_4 
W3_POST_LIB  = 
XML_LIB      = 
G2TMPL_LIB   = 
G2_LIB       = 
SIGIO_LIB    = -L/gpfs/projects/bsc32/share/libs/sigio -lsigio_4 
SFCIO_LIB    = 
CRTM_LIB     = 
 
SYS_LIB      = 
 
EXTLIBS      = $(NEMSIO_LIB) \ 
               $(W3_LIB) \ 
               $(BACIO_LIB) \ 
               $(SP_LIB) \ 
               $(ESMF_LIB) \ 
               $(NETCDF_LIB) \ 
               $(SYS_LIB) 
 
EXTLIBS_POST = $(NEMSIO_LIB) \ 
               $(W3_POST_LIB) \ 
               $(XML_LIB) \ 
               $(G2TMPL_LIB) \ 
               $(POST_LIB) \ 
               $(G2_LIB) \ 
               $(BACIO_LIB) \ 
               $(SIGIO_LIB) \ 
               $(SFCIO_LIB) \ 
               $(SP_LIB) \ 
               $(CRTM_LIB) \ 
               $(ESMF_LIB) \ 
               $(NETCDF_LIB) \ 
               $(SYS_LIB) 
 
FC           = mpif90 -convert big_endian -assume byterecl -mkl=parallel 
F77          = mpif90 -convert big_endian -assume byterecl -mkl=parallel 
FREE         = -free 
FIXED        = -fixed  
R8           = -r8 
 
FINCS        = $(ESMF_INC) $(NEMSIO_INC) $(NETCDF_INC) 
TRAPS        =  
 
#DEBUG       = -O0 -g -traceback -debug extended 
 
FFLAGS_OPT   = -fp-model precise   
 
FFLAGS       = $(TRAPS) $(DEBUG) $(FINCS)  
 
OPTS_NMM     = -O3 -xHost $(FFLAGS_OPT) 
OPTS_GFS     = -O3 -xHost $(FFLAGS_OPT) 
OPTS_GEN     = -O3 -xHost $(FFLAGS_OPT) 
OPTS_FIM     = -O3 -xHost $(FFLAGS_OPT) 
 
FFLAGS_CMQ   = $(OPTS_NMM) $(FFLAGS) $(FIXED) -132 




FFLAGM_DEBUG =  
 
FFLAGS_NMM   = $(OPTS_NMM) $(FFLAGS) 
FFLAGS_GFS   = $(OPTS_GFS) $(FFLAGS) $(FREE) 
FFLAGS_GFSF  = $(OPTS_GFS) $(FFLAGS) $(FIXED) 
FFLAGS_GEN   = $(OPTS_GEN) $(FFLAGS) 
FFLAGS_FIM   = $(OPTS_FIM) $(FFLAGS) 
 
CPP          = cpp -P -traditional 
CPPFLAGS     = 
 
AR           = ar 
ARFLAGS      = -r 
 
RM           = rm 
 




MAKEFILE = makefile 
 
UTILINCS = -I../share -I../phys  
 
#BSCCTM1 
UTILINC_UCI = -I./BSC/AEROUCI 
#BSCCTM1 
LIBRARY  = libnmm.a 
 
MODULES  = \ 
                module_BGRID_INTERP.o \ 
                module_CLOCKTIMES.o \ 
                module_CONTROL.o \ 
                module_SOLVER_GRID_COMP.o \ 
                module_INIT_READ_BIN.o \ 
                module_INIT_READ_NEMSIO.o \ 
                module_OUTPUT.o \ 
                module_DIAGNOSE.o \ 
                module_DIGITAL_FILTER_NMM.o \ 
                module_DM_PARALLEL.o \ 
                module_DOMAIN_GRID_COMP.o \ 
                module_DOMAIN_INTERNAL_STATE.o \ 
                module_EXCHANGE.o \ 
                module_GET_CONFIG.o \ 
                module_GET_CONFIG_WRITE.o \ 
                module_GWD.o \ 
                module_H_TO_V.o \ 
                module_MY_DOMAIN_SPECS.o \ 
                module_NESTING.o \ 
                module_NMM_GRID_COMP.o \ 
                module_NMM_INTEGRATE.o \ 
                module_NMM_INTERNAL_STATE.o \ 
                module_PARENT_CHILD_CPL_COMP.o \ 
                module_PRECIP_ADJUST.o \ 
                module_TIMESERIES.o \ 
                module_VARS.o \ 
                module_VARS_STATE.o \ 
                module_WRITE_GRID_COMP.o \ 
                module_WRITE_INTERNAL_STATE.o \ 
                module_WRITE_ROUTINES.o 
 
 
MODULE_SMP=    \ 
                module_CONVECTION.o \ 
                module_MICROPHYSICS.o \ 
                module_RADIATION.o \ 
                module_TURBULENCE.o 
 
MODULE_SMP_MAF= \ 
                module_SOLVER_INTERNAL_STATE.o \ 
                module_DYNAMICS_ROUTINES.o \ 
                module_FLTBNDS.o 
 
MODULE_GFSP   = \ 
                n_namelist_physics_def.o \ 
                n_layout1.o \ 
                n_resol_def.o \ 
                n_compns_physics.o \ 
                n_mpi_def.o \ 
                n_module_gfs_mpi_def.o \ 
                n_mpi_quit.o 
 





MODULE_BSC_AERO = BSC/AERO/module_BSC_CONSTANTS_CHEM.o \ 
                  BSC/AERO/module_BSC_DEPOSITION.o \ 
                  BSC/AERO/module_BSC_SEDIMENTATION.o \ 
                  BSC/TRANSPORT/module_BSC_DYNAMICS_ROUTINES_CHEM.o \ 
                  BSC/AERO/module_BSC_SPINUP_DUST.o 
 
MODULE_BSC_GAS  = BSC/GAS/module_BSC_CHEM_DATA.o \ 
                  BSC/PHOTOLYSIS/module_peg_util.o \ 
                  BSC/PHOTOLYSIS/module_data_mosaic_other.o \ 
                  BSC/PHOTOLYSIS/module_fastj_data.o \ 
                  BSC/PHOTOLYSIS/module_phot_fastj.o \ 
                  BSC/DRYDEP/module_DRYDEPWESELY.o \ 
                  BSC/BIOEMIS/module_data_radm2.o \ 
                  BSC/BIOEMIS/module_bioemi_simple.o \ 
                  BSC/BIOEMIS/module_data_megan2.o \ 
                  BSC/BIOEMIS/module_data_mgn2mech.o \ 
                  BSC/BIOEMIS/module_bioemi_megan2.o \ 
                  BSC/GAS/module_BSC_CHEMISTRY_INITIALIZE.o \ 
                  BSC/GAS/module_BSC_CHEMISTRY_EMISSION_AQMEII.o \ 
                  BSC/GAS/module_BSC_CHEMISTRY_EMISSIONS.o \ 
                  BSC/GAS/module_BSC_CHEMISTRY.o 
 
MODULE_BSC_KPP  = BSC/MECHANISM/cbm05/cbm5_Precision.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Parameters.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Global.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Function.o \ 
                  BSC/MECHANISM/cbm05/cbm5_JacobianSP.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Jacobian.o \ 
                  BSC/MECHANISM/cbm05/cbm5_HessianSP.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Hessian.o \ 
                  BSC/MECHANISM/cbm05/cbm5_StoichiomSP.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Stoichiom.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Rates.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Monitor.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Util.o \ 
                  BSC/MECHANISM/cbm05/cbm5_LinearAlgebra.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Initialize.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Integrator.o \ 
                  BSC/MECHANISM/cbm05/cbm5_Model.o \ 
                  BSC/MECHANISM/cbm05/module_CBM5.o 
 
MODULE_BSC_CMAQ = BSC/CLDCHEM/scavwdep.o \ 
                  BSC/CLDCHEM/rescld.o \ 
                  BSC/CLDCHEM/acmcld.o \ 
                  BSC/CLDCHEM/convcld_acm.o \ 
                  BSC/MECHANISM/ebi-no2e/CONST_mod.o \ 
                  BSC/MECHANISM/ebi-no2e/GC_SPC_mod.o \ 
                  BSC/MECHANISM/ebi-no2e/RXCM_mod.o \ 
                  BSC/MECHANISM/ebi-no2e/hrdata_mod.o \ 
                  BSC/MECHANISM/ebi-no2e/hrcalcks.o \ 
                  BSC/MECHANISM/ebi-no2e/hrg1.o \ 
                  BSC/MECHANISM/ebi-no2e/hrg2.o \ 
                  BSC/MECHANISM/ebi-no2e/hrg3.o \ 
                  BSC/MECHANISM/ebi-no2e/hrg4.o \ 
                  BSC/MECHANISM/ebi-no2e/hrinit.o \ 
                  BSC/MECHANISM/ebi-no2e/hrprodloss.o \ 
                  BSC/MECHANISM/ebi-no2e/hrrates.o \ 
                  BSC/MECHANISM/ebi-no2e/hrsolver.o \ 
                  BSC/MECHANISM/ebi-no2e/hrdriver.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/EXT-CONST_mod.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/EXT-RXCM_mod.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrdata_mod.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrcalcks.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrg1.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrg2.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrg3.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrg4.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrinit.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrprodloss.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrrates.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrsolver.o \ 
                  BSC/MECHANISM/ebi_cb05cl_ae5/ext-hrdriver.o 
 
MODULE_BSC_AUCI77 = BSC/AEROUCI/xref_NMMB_UCI.o \ 
                    BSC/AEROUCI/aeroparam.o \ 
                    BSC/AEROUCI/autility.o \ 
                    BSC/AEROUCI/pfislm.o \ 
                    BSC/AEROUCI/aero1_r.o \ 
                    BSC/AEROUCI/aero2_r.o \ 
                    BSC/AEROUCI/aero3_r.o \ 
                    BSC/AEROUCI/aero4_r.o \ 
                    BSC/AEROUCI/aero5_r.o \ 
                    BSC/AEROUCI/redishet.o \ 
                    BSC/AEROUCI/aero0_r2.o \ 




MODULE_BSC_AUCI90 = BSC/AEROUCI/AERO_UCI_DRIVER_mod.o \ 
                    BSC/AEROUCI/modd_glodef.o \ 
                    BSC/AEROUCI/modd_glo.o \ 
                    BSC/AEROUCI/modd_binsolu.o \ 
                    BSC/AEROUCI/modd_aunifacparam.o \ 
                    BSC/AEROUCI/modd_bunifacparam.o \ 
                    BSC/AEROUCI/mode_unifac.o \ 
                    BSC/AEROUCI/mode_zsrpun.o \ 
                    BSC/AEROUCI/mode_soatinit.o \ 
                    BSC/AEROUCI/mode_soaeqlutl.o \ 
                    BSC/AEROUCI/mode_soaeql.o \ 
                    BSC/AEROUCI/mode_firstguess.o \ 
                    BSC/AEROUCI/mode_oamain.o \ 
                    BSC/AEROUCI/mode_soa_main.o 
#BSCCTM1 
#BSCCTM1 - WE DON'T USE AUTOMATIC DEPEND FOR BSCCTM FILES 
DEPEND_FILES = ${MODULES:.o=.F90} ${MODULE_SMP:.o=.F90} ${MODULE_SMP_MAF:.o=.F90} 
${MODULE_GFSP:.o=.f} 
 
all default: depend 
 @gmake -f $(MAKEFILE) $(LIBRARY) 
 
$(LIBRARY): $(MODULES) $(MODULE_SMP) $(MODULE_SMP_MAF) ${MODULE_GFSP} ${MODULE_BSC_AERO} 
${MODULE_BSC_KPP} ${MODULE_BSC_CMAQ} ${MODULE_BSC_AUCI77} ${MODULE_BSC_AUCI90} 
${MODULE_BSC_GAS} 
 $(AR) $(ARFLAGS) $@ $(MODULES) $(MODULE_SMP) $(MODULE_SMP_MAF) ${MODULE_GFSP} 




 $(AR) $(ARFLAGS) $(LIBRARY) $(MODULES_STUB) 
  
$(MODULES): %.o: %.f90 
 $(FC) $(FFLAGS_NMM) $(UTILINCS) -c $*.f90 
 
$(MODULE_SMP): %.o: %.f90 
 $(FC) $(FFLAGS_NMM) $(SMP) $(UTILINCS) -c $*.f90 
 
$(MODULE_SMP_MAF): %.o: %.f90 
 $(FC) $(FFLAGS_NMM) $(SMP) $(MAF) $(UTILINCS) -c $*.f90 
 
$(MODULE_GFSP): %.o: %.f 
 $(F77) $(OPTS_GFS) $(FIXED) $(TRAPS) $(UTILINCS) -c $*.f 
 
$(MODULES_STUB): %.o: %.f90 
 $(FC) $(FFLAGS_NMM) $(UTILINCS) -c $*.f90 
 
$(MODULE_BSC_AERO): %.o: %.f90 
 $(FC) $(FFLAGS_NMM) $(UTILINCS) -c $*.f90 -o $*.o 
 
$(MODULE_BSC_KPP): %.o: %.f90 
 $(FC) $(FFLAGS_NMM) $(UTILINCS) -c $*.f90 -o $*.o 
 
$(MODULE_BSC_CMAQ): %.o: %.f90 
 $(FC) $(FFLAGS_CMQ) $(UTILINCS) -c $*.f90 -o $*.o 
 
$(MODULE_BSC_AUCI77): %.o: %.f 
 $(F77) $(FFLAGS_AUCI) $(FIXED) $(UTILINCS) $(UTILINC_UCI) -c $*.f -o $*.o 
 
$(MODULE_BSC_AUCI90): %.o: %.f90 
 $(FC) $(FFLAGS_NMM) $(UTILINCS) $(UTILINC_UCI) -c $*.f90 -o $*.o 
 
$(MODULE_BSC_GAS): %.o: %.f90 
 $(FC) $(FFLAGS_NMM) $(UTILINCS) -c $*.f90 -o $*.o 
 
clean: 
 $(RM) -f $(LIBRARY) *.f90 *.o *.mod *.lst lm map depend 
 $(RM) -f BSC/AERO/*.f90 BSC/AERO/*.o 
 $(RM) -f BSC/GAS/*.f90 BSC/GAS/*.o 
 $(RM) -f BSC/PHOTOLYSIS/*.f90 BSC/PHOTOLYSIS/*.o 
 $(RM) -f BSC/DRYDEP/*.f90 BSC/DRYDEP/*.o 
 $(RM) -f BSC/BIOEMIS/*.f90 BSC/BIOEMIS/*.o 
 $(RM) -f BSC/MECHANISM/cbm05/*.f90 BSC/MECHANISM/cbm05/*.o 
 $(RM) -f BSC/MECHANISM/ebi-no2e/*.f90 BSC/MECHANISM/ebi-no2e/*.o 
 $(RM) -f BSC/MECHANISM/ebi_cb05cl_ae5/*.f90 BSC/MECHANISM/ebi_cb05cl_ae5/*.o 
 $(RM) -f BSC/AEROUCI/*.f90 BSC/AEROUCI/*.F BSC/AEROUCI/*.o 
 







Script II: Makefile que inclou el codi Fortran de les escriptures de Model 
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ulimit -s unlimited 
 
#----------------------------------------------------------------------- 
# MAIN NMMB-DUST RUN SCRIPT - Define MN settings first 
#----------------------------------------------------------------------- 
INPES=04                      # Number inpes     
JNPES=04                      # Number jnpes    
WRTSK=04                      # Number write tasks   
#----------------------------------------------------------------------- 
# Global-regional switch - Model domain setup global/regional 
#----------------------------------------------------------------------- 
DOMAIN=0                      # GLOBAL/REGIONAL (0/1) 
LM=24                         # Vertical model layers 
CASE=GLOB                      # Name of the case  
#---------- 
# If regional you need to modify manually files llgrid_chem.inc in 
vrbl409rrtm_bsc1.0_reg 
#----------------------------------------------------------------------- 
DT_INT1=90                    # Run time step (integer seconds) !180 
TLM0D1=0.0                    # Center point longitudinal (E/W) 
TPH0D1=0.0                    # Center point latitudinal (S/N) 
WBD1=-180.0                   # Western boundary (from center point) 
SBD1=-90.0                    # Southern boundary (from center point) 
DLMD1=1.40625                 # Longitudinal grid resolution 
DPHD1=1.0                     # Latitudinal grid resolution 
PTOP1=100.                    # Pressure top of the domain (Pa) 
DCAL1=0.768                   # Mineral Dust Emission Calibration Factor 
NRADS1=20                     # Number of timesteps between radiation calls (short) 
NRADL1=20                     # Number of timesteps between radiation calls (long) 
#----------------------------------------------------------------------- 
DT_INT2=30                    # regional            
TLM0D2=20.0                   # regional            
TPH0D2=35.0                   # regional            
WBD2=-51.0                    # regional           
SBD2=-35.0                    # regional           
DLMD2=0.30                    # regional             
DPHD2=0.30                    # regional             
PTOP2=5000.                   # Pressure top of the domain (Pa) 
DCAL2=0.255                   # Mineral Dust Emission Calibration Factor 
NRADS2=120                     # Number of timesteps between radiation calls (short) 
NRADL2=120                     # Number of timesteps between radiation calls (long) 
#----------------------------------------------------------------------- 
# Case selection 
#----------------------------------------------------------------------- 
DO_FIXED=1                    # RUN FIXED (0/1) 1 
DO_VRBL=1                     # RUN VRBL (0/1) 1 
DO_UMO=1                      # RUN UMO (0/1) 0 
DO_POST1=0                    # RUN POSTPROC_1.0 (0/1) 
DO_POST2=1                    # RUN POSTPROC_2.0 (0/1) 
#----------------------------------------------------------------------- 
# Select START and ENDING Times 
#----------------------------------------------------------------------- 
START=20100921                # First day of simulation 
END=20100921                  # Last day of simulation (if just one day --> START = END) 
HOUR=00                       # Choose the time of initial input data (hours) 
NHOURS=24                     # Length of the forecast (hours) 
NHOURS_INIT=24                # History init previous day timestep 
HIST=3                        # Frequency of history output (up to 552 hours) 
HIST_M=180                    # Frequency of history output (in minutes) 
BOCO=6                        # Frequency of boundary condition update for REGIONAL 
(hours) 
TYPE_GFSINIT="FNL"            # FNL or GFS 
#----------------------------------------------------------------------- 
# Select configuration of POSTPROC_1.0 (DO_POST1)  
#----------------------------------------------------------------------- 
HOUR_P=00                     # Choose the time of initial output data (hours) 
NHOURS_P=24                   # Length of postproc data (hours) 
HIST_P=3                      # Frequency of history output (hours) 
LSM=15                        # Output Layers 
#----------------------------------------------------------------------- 
# Select configuration of POSTPROC_2.0 (DO_POST2)  
#----------------------------------------------------------------------- 
HOUR_P2=00                     # Choose the time of initial output data (hours) 
NHOURS_P2=24                   # Length of postproc data (hours) 
HIST_P2=3                      # Frequency of history output (hours) 
#----------------------------------------------------------------------- 
# Select IC of chemistry for run with COUPLE_DUST_INIT=0 
#----------------------------------------------------------------------- 
INIT_CHEM=0                   # 0. IC from ideal conditions 2. from inca 3.from global 




# Couple dust 
#----------------------------------------------------------------------- 
COUPLE_DUST=1                 # Couple dust for the next run (0/1) 
COUPLE_DUST_INIT=0            # Couple dust from the beginning (0/1) 
#----------------------------------------------------------------------- 
# END USER MODIFICATION SECTION 




























# Clean output folder 
#----------------------------------------------------------------- 
rm -r $UMO_OUT/* 
 
#----------------------------------------------------------------- 
# MN settings in run_rrtm.cmd 
#----------------------------------------------------------------- 
 
PROC=$(echo "scale=0 ; $INPES*$JNPES+$WRTSK" | bc) 
 
echo "Number of processors" $PROC 
 
if [ $DOMAIN -eq 0 ] ; then 
   WBD=$WBD1 
   SBD=$SBD1 
   DLMD=$DLMD1 
   DPHD=$DPHD1 
elif [ $DOMAIN -eq 1 ] ; then 
   WBD=$WBD2 
   SBD=$SBD2 
   DLMD=$DLMD2 
   DPHD=$DPHD2 
fi 
 
IMI=$(echo "scale=1 ; -2.0*$WBD/$DLMD+1.5" | bc) 




if [ $DOMAIN -eq 0 ] ; then 
   let IM=$IMI+2 
   let JM=$JMI+2 
elif [ $DOMAIN -eq 1 ] ; then 
   IM=$IMI 
   JM=$JMI 
fi 
 
echo " " 
echo "Model grid size - IM/JM/LM: " $IMI " / " $JMI " / " $LM 
echo "Extended domain - IM/JM/LM: " $IM " / " $JM " / " $LM 
echo " " 
 
let HOURCTL=$HOUR+$HIST 
HOUR=`printf "%.2d" $HOUR` 
HOURCTL=`printf "%.2d" $HOURCTL` 
 
#----------------------------------------------------------------- 







YEAR=`date -ud "$DATE" +%Y` 
YY=`date -ud "$DATE" +%y` 
MM=`date -ud "$DATE" +%m` 
DD=`date -ud "$DATE" +%d` 








# Define and create folders by case 
#----------------------------------------------------------------- 
mkdir -p $UMO_PATH/OUTPUT/$CASE/ 
mkdir -p $UMO_PATH/OUTPUT/$CASE/output 
mkdir -p $UMO_PATH/OUTPUT/$CASE/CURRENT_RUN 
 
ln -sf $UMO_PATH/DATA/STATIC/geodata $UMO_PATH/OUTPUT/$CASE/geodata 
ln -sf $UMO_PATH/DATA/STATIC/GTOPO30 $UMO_PATH/OUTPUT/$CASE/GTOPO30  
 
#----------------------------------------------------------------- 
#   Fixed process (do before main time looping) 
#----------------------------------------------------------------- 
 
if [ $DO_FIXED -eq 1 ] ; then 
 
   echo "Enter Fixed process" 
 
   echo "Importing Fixed Files to case"  
 
   if [ -d "$FIX" ] 
   then 
 echo "Fixed folder already exists. Not copying." 
   else 
        cp -rp $UMO_PATH/PREPROC/FIXED/ $UMO_PATH/OUTPUT/$CASE/ 
   fi 
 
   cd $FIX 
 
   ./compile_run_parallel.sh 
 
   rm -f $OUTPUT/* 
 
   ############ prepare model grid setup files global ############### 
 
   if [ $DOMAIN -eq 0 ] ; then 
 
      rm modelgrid.inc 
      rm lmimjm.inc 
      sed -e  "s/TLMD/$TLM0D1/" \ 
          -e  "s/TPHD/$TPH0D1/" \ 
          -e  "s/WBDN/$WBD1/" \ 
          -e  "s/SBDN/$SBD1/" \ 
          -e  "s/DLMN/$DLMD1/" \ 
          -e  "s/DPHN/$DPHD1/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/IBDY/$IM/" \ 
          -e  "s/JBDY/$JM/" \ 
          -e  "s/PTOP/$PTOP1/" \ 
          -e  "s/KKK/$LM/"  modelgrid_rrtm.tmp > modelgrid.inc 
      sed -e  "s/TLMD/$TLM0D1/" \ 
          -e  "s/TPHD/$TPH0D1/" \ 
          -e  "s/WBDN/$WBD1/" \ 
          -e  "s/SBDN/$SBD1/" \ 
          -e  "s/DLMN/$DLMD1/" \ 
          -e  "s/DPHN/$DPHD1/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/IBDY/$IM/" \ 
          -e  "s/JBDY/$JM/" \ 
          -e  "s/PTOP/$PTOP1/" \ 
          -e  "s/KKK/$LM/"  lmimjm_rrtm.tmp > lmimjm.inc 
 
      ############ run global job  ##################################### 
 
      #./runfixed_rrtm.scr 
      mpirun -np 5 run_parallel.x 
 
   ############ prepare model grid setup files regional ############# 
 
   elif [ $DOMAIN -eq 1 ] ; then 
 
      rm modelgrid.inc 
      rm lmimjm.inc 
      sed -e  "s/TLMD/$TLM0D2/" \ 
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          -e  "s/TPHD/$TPH0D2/" \ 
          -e  "s/WBDN/$WBD2/" \ 
          -e  "s/SBDN/$SBD2/" \ 
          -e  "s/DLMN/$DLMD2/" \ 
          -e  "s/DPHN/$DPHD2/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/IBDY/$IM/" \ 
          -e  "s/JBDY/$JM/" \ 
          -e  "s/PTOP/$PTOP2/" \ 
          -e  "s/KKK/$LM/"  modelgrid_rrtm.tmp > modelgrid.inc 
      sed -e  "s/TLMD/$TLM0D2/" \ 
          -e  "s/TPHD/$TPH0D2/" \ 
          -e  "s/WBDN/$WBD2/" \ 
          -e  "s/SBDN/$SBD2/" \ 
          -e  "s/DLMN/$DLMD2/" \ 
          -e  "s/DPHN/$DPHD2/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/IBDY/$IM/" \ 
          -e  "s/JBDY/$JM/" \ 
          -e  "s/PTOP/$PTOP2/" \ 
          -e  "s/KKK/$LM/"  lmimjm_rrtm.tmp > lmimjm.inc 
 
      #./runfixed_rrtm.scr 
      mpirun -np 5 run_parallel.x  
 
   fi 
 
   rm *.x 
 





# Start main time loop 
#----------------------------------------------------------------- 
while [ $DATE -le $END ]; do 
 
echo "DATE: " $DATE "simulation started" 
 
#----------------------------------------------------------------- 






#   Vrbl process 
#----------------------------------------------------------------- 
 
if [ $DO_VRBL -eq 1 ] ; then 
 
   echo "Enter Vrbl process" 
 
   echo "Importing Variable Files to case"  
 
   if [ -d "$VRB" ] 
   then 
        echo "Variable folder already exists. Not copying." 
   else 
        cp -rp $UMO_PATH/PREPROC/VARIABLE/ $UMO_PATH/OUTPUT/$CASE/ 
   fi 
 
   echo "Cleaning output folder" 
 
   cd $OUTPUT 
   rm *.gfs 
   rm gfs.* 
   rm sst2dvar_grb_0.5 
   rm fcst 
   rm boco.* 
   rm boco_chem.* 
   rm $VRB/sstgrb 
   rm llstmp 
   rm llsmst 
   rm llgsno 
   rm llgcic 
   rm llgsst 
   rm llspl.000 
   rm llgsst05 
   rm albedo 
   rm albase 
   rm vegfrac 
   rm z0base 
   rm z0 
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   rm ustar 
   rm sst05 
   rm dzsoil 
   rm tskin 
   rm sst 
   rm snow 
   rm snowheight 
   rm cice 
   rm seamaskcorr 
   rm landusecorr 
   rm landusenewcorr 
   rm topsoiltypecorr 
   rm vegfraccorr 
   rm z0corr 
   rm z0basecorr 
   rm emissivity 
   rm canopywater 
   rm frozenprecratio 
   rm smst 
   rm sh2o 
   rm stmp 
 
   BOCOS=`printf "%.2d" $BOCO` 
 
   echo "-------------------" 
   echo "execute vrbl script: prep_rrtm" 
   echo "-------------------" 
 
   cd $VRB 
 
############ prepare input grid setup file ####################### 
 
   rm llgrid.inc 
 
   sed -e  "s/LLL/$NHOURS/" \ 
       -e  "s/HH/$HOUR/" \ 
       -e  "s/UPBD/$BOCO/" \ 
       -e  "s/YYYYMMDD/$DATENEW2/" llgrid_rrtm_$TYPE_GFSINIT.tmp > llgrid.inc  
 
############ prepare global job  ################################# 
 
   if [ $DOMAIN -eq 0 ] ; then 
 
      if [ $TYPE_GFSINIT == "FNL" ] ; then 
        day=`date -d "${DATE}" +%Y%m%d` 
        ln -s $FNL/fnl_${DATE}_${HOUR}_00_c $OUTPUT/gfs.t${HOUR}z.pgrbf00 
      else 
 day_start=`date -d "${DATE}" +%y%m%d` 
        echo "Converting wafs.00.0P5DEG from grib2 to grib1" 
        cnvgrib -g21 $GFS/wafs.00.0P5DEG $OUTPUT/gfs.t${HOUR}z.pgrbf00 
      fi 
 
      let UPGLOB=$HOUR+3 
 
      UPGLOB=`printf "%.2d" $UPGLOB` 
 
      sed -e  "s/NN/$HOUR/" \ 
          -e  "s/EE/00/" \ 
          -e  "s/UP/$BOCOS/ "  prep_rrtm.tmp > prep_rrtm 
 
      chmod 755 prep_rrtm 
 
      ############ prepare model grid setup files global ############### 
 
      rm modelgrid.inc 
      rm lmimjm.inc 
      sed -e  "s/TLMD/$TLM0D1/" \ 
          -e  "s/TPHD/$TPH0D1/" \ 
          -e  "s/WBDN/$WBD1/" \ 
          -e  "s/SBDN/$SBD1/" \ 
          -e  "s/DLMN/$DLMD1/" \ 
          -e  "s/DPHN/$DPHD1/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/IBDY/$IM/" \ 
          -e  "s/JBDY/$JM/" \ 
          -e  "s/PTOP/$PTOP1/" \ 
          -e  "s/KKK/$LM/"  modelgrid_rrtm.tmp > modelgrid.inc 
      sed -e  "s/TLMD/$TLM0D1/" \ 
          -e  "s/TPHD/$TPH0D1/" \ 
          -e  "s/WBDN/$WBD1/" \ 
          -e  "s/SBDN/$SBD1/" \ 
          -e  "s/DLMN/$DLMD1/" \ 
          -e  "s/DPHN/$DPHD1/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/IBDY/$IM/" \ 
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          -e  "s/JBDY/$JM/" \ 
          -e  "s/PTOP/$PTOP1/" \ 
          -e  "s/KKK/$LM/"  lmimjm_rrtm.tmp > lmimjm.inc 
 
      ############ Running Variable Global Script  ########################### 
      ./prep_rrtm 
 
   ############ prepare regional job  ############################### 
 
   elif [ $DOMAIN -eq 1 ] ; then 
 
 if [ $TYPE_GFSINIT == "FNL" ] ; then 
  
  for i in $(seq $HOUR $BOCO $NHOURS) 
  do 
   var=`printf "%.2d" $i` 
   hday=`printf "%.2d" $(($var % 24))` 
   sum_day=$(($var / 24)) 
   day=`date -d "${DATE} ${sum_day} days" +%Y%m%d` 
   ln -s $FNL/fnl_${day}_${hday}_00_c 
$OUTPUT/gfs.t${HOUR}z.pgrbf${var} 




  day_start=`date -d "${DATE}" +%y%m%d` 
 
  for i in $(seq 00 $BOCO $NHOURS) 
  do 
   var=`printf "%.2d" $i` 
   echo "Converting wafs.${var}.0P5DEG from grib2 to grib1" 
   cnvgrib -g21 $GFS/wafs.${var}.0P5DEG 
$OUTPUT/gfs.t${HOUR}z.pgrbf${var} 




      sed -e  "s/NN/$HOUR/" \ 
          -e  "s/EE/$NHOURS/" \ 
          -e  "s/UP/$BOCOS/ "  prep_rrtm.tmp > prep_rrtm 
 
      chmod 755 prep_rrtm 
 
      ############ prepare model grid setup files regional ############# 
 
      rm modelgrid.inc 
      rm lmimjm.inc 
      sed -e  "s/TLMD/$TLM0D2/" \ 
          -e  "s/TPHD/$TPH0D2/" \ 
          -e  "s/WBDN/$WBD2/" \ 
          -e  "s/SBDN/$SBD2/" \ 
          -e  "s/DLMN/$DLMD2/" \ 
          -e  "s/DPHN/$DPHD2/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/IBDY/$IM/" \ 
          -e  "s/JBDY/$JM/" \ 
          -e  "s/PTOP/$PTOP2/" \ 
          -e  "s/KKK/$LM/"  modelgrid_rrtm.tmp > modelgrid.inc 
      sed -e  "s/TLMD/$TLM0D2/" \ 
          -e  "s/TPHD/$TPH0D2/" \ 
          -e  "s/WBDN/$WBD2/" \ 
          -e  "s/SBDN/$SBD2/" \ 
          -e  "s/DLMN/$DLMD2/" \ 
          -e  "s/DPHN/$DPHD2/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/IBDY/$IM/" \ 
          -e  "s/JBDY/$JM/" \ 
          -e  "s/PTOP/$PTOP2/" \ 
          -e  "s/KKK/$LM/"  lmimjm_rrtm.tmp > lmimjm.inc 
 
      ############ Running Variable Regional Script  ########################### 
      ./prep_rrtm 
 
   fi 
 
   #We need for postprocess 
   cp lmimjm.inc $FOLDER_OUTPUT_CASE/ 
 









if [ $DO_UMO -eq 1 ] ; then 
 
   echo "Enter UMO model run" 
 
   cd $UMO_OUT 
 
   rm isop.dat 
   rm lai*.dat 
   rm meteo-data.dat 
   rm pftp_*.dat 
 
   cp $CHEMIC/MEGAN/out/aqmeii-reg/isop.dat . 
   cp $CHEMIC/MEGAN/out/aqmeii-reg/lai*.dat . 
   cp $CHEMIC/MEGAN/out/aqmeii-reg/meteo-data.dat . 
   cp $CHEMIC/MEGAN/out/aqmeii-reg/pftp_*.dat . 
 
   rm PET*txt 
   rm PET*File 
   rm boco.* 
   rm boco_chem.* 
   rm chemic-reg 
   rm nmm_b_history.* 
   rm main_input_filename 
   rm main_input_filename2 
   rm GWD.bin 
   rm configure_file 
   rm tr* 
   rm co2_trans 
   rm ETAMPNEW_AERO 
   rm ETAMPNEW_DATA 
   rm RRT* 
   rm *.TBL 
 
   # Clean previous runs 
   rm fcstdone.* restartdone.* 
   rm nmmb_rst_* nmmb_hst_* 
 
   rm COEF_91_v2.9.nmmb.ascii 
   ln -s $STE/COEF_91_v2.9.nmmb.ascii.14-1-64 COEF_91_v2.9.nmmb.ascii 
 
   cd $UMO_ROOT 
 
   #----------------------------------------------------------------- 
   #   Dust coupling part 1 
   #----------------------------------------------------------------- 
 
   if [ $DATE -eq $START ] ; then 
       COUPLE_DUST=0 
   else 
       COUPLE_DUST=$COUPLE_TMP 
   fi 
 
   if [ $COUPLE_DUST_INIT -eq 1 ] ; then 
       COUPLE_DUST=$COUPLE_DUST_INIT 
   fi 
 
   echo "couple_dust" $COUPLE_DUST 
   echo "domain" $DOMAIN 
 
   if [ $COUPLE_DUST -eq 1 ] ; then 
      DUST_FLAG="EEEE/true" 
   else 
      DUST_FLAG="EEEE/false" 
   fi      
 
   #Cheking if configfile_rrtm_chem.$CASE.tmp is created 
   if [ ! -f configfile_rrtm_chem.$CASE.tmp ]; 
   then 
 echo "File configfile_rrtm_chem.$CASE.tmp does not exist." 
 echo "Model will not run." 
 echo "Aborting. Create a configfile_rrtm_chem.$CASE.tmp file" 
 exit 
   fi 
 
   if [ $DOMAIN -eq 0 ] ; then 
        sed -e  "s/III/$IMI/" \ 
            -e  "s/JJJ/$JMI/" \ 
            -e  "s/KKK/$LM/" \ 
            -e  "s/TPHD/$TPH0D1/" \ 
            -e  "s/TLMD/$TLM0D1/" \ 
            -e  "s/WBD/$WBD1/" \ 
            -e  "s/SBD/$SBD1/" \ 
            -e  "s/INPES/$INPES/" \ 
            -e  "s/JNPES/$JNPES/" \ 
            -e  "s/WRTSK/$WRTSK/" \ 
            -e  "s/DTINT/$DT_INT1/" \ 
            -e  "s/YYYY/$YEAR/" \ 
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            -e  "s/MM/$MM/" \ 
            -e  "s/DD/$DD/" \ 
            -e  "s/HH/$HOUR/" \ 
            -e  "s/LLL/$NHOURS/" \ 
            -e  "s/STT/$HIST_M/" \ 
            -e  "s/DOM/true/" \ 
            -e  "s/$DUST_FLAG/" \ 
            -e  "s/BBBB/$DCAL1/" \ 
            -e  "s/NRADS/$NRADS1/" \ 
            -e  "s/NRADL/$NRADL1/" \ 
            -e  "s/CCCC/$INIT_CHEM/" configfile_rrtm_chem.$CASE.tmp > 
configfile_rrtm_chem.$CASE 
    elif [ $DOMAIN -eq 1 ] ; then 
        sed -e  "s/III/$IMI/" \ 
            -e  "s/JJJ/$JMI/" \ 
            -e  "s/KKK/$LM/" \ 
            -e  "s/TPHD/$TPH0D2/" \ 
            -e  "s/TLMD/$TLM0D2/" \ 
            -e  "s/WBD/$WBD2/" \ 
            -e  "s/SBD/$SBD2/" \ 
            -e  "s/INPES/$INPES/" \ 
            -e  "s/JNPES/$JNPES/" \ 
            -e  "s/WRTSK/$WRTSK/" \ 
            -e  "s/DTINT/$DT_INT2/" \ 
            -e  "s/YYYY/$YEAR/" \ 
            -e  "s/MM/$MM/" \ 
            -e  "s/DD/$DD/" \ 
            -e  "s/HH/$HOUR/" \ 
            -e  "s/LLL/$NHOURS/" \ 
            -e  "s/STT/$HIST_M/" \ 
            -e  "s/DOM/false/" \ 
            -e  "s/$DUST_FLAG/" \ 
            -e  "s/BBBB/$DCAL2/" \ 
            -e  "s/NRADS/$NRADS2/" \ 
            -e  "s/NRADL/$NRADL2/" \ 
            -e  "s/CCCC/$INIT_CHEM/" configfile_rrtm_chem.$CASE.tmp > 
configfile_rrtm_chem.$CASE 
   fi 
 
   echo "" 
   echo "Executing nmmb_esmf.x UMO-NMMb-DUST-RRTM model" 
   echo "" 
 
   cd $UMO_OUT  
 
   echo $OUTPUT 
   cp $OUTPUT/boco.* . 
   cp $OUTPUT/boco_chem.* . 
   cp $OUTPUT/chemic-reg . 
   cp $OUTPUT/fcst input_domain_01 #main_input_filename 
   cp $OUTPUT/soildust main_input_filename2 
   cp $OUTPUT/GWD.bin . 
   mv $UMO_ROOT/configfile_rrtm_chem.$CASE configure_file 
 
   cp $DATMOD/* . 
   cp $DATMOD/nam_micro_lookup.dat ETAMPNEW_DATA 
   cp $DATMOD/wrftables/* . 
   cp $DATMOD/co2data/* . 
 
   # for aerosols scavenging coeff 
   cp $OUTPUT/lookup_aerosol2.dat.rh00 ETAMPNEW_AERO_RH00 
   cp $OUTPUT/lookup_aerosol2.dat.rh50 ETAMPNEW_AERO_RH50 
   cp $OUTPUT/lookup_aerosol2.dat.rh70 ETAMPNEW_AERO_RH70 
   cp $OUTPUT/lookup_aerosol2.dat.rh80 ETAMPNEW_AERO_RH80 
   cp $OUTPUT/lookup_aerosol2.dat.rh90 ETAMPNEW_AERO_RH90 
   cp $OUTPUT/lookup_aerosol2.dat.rh95 ETAMPNEW_AERO_RH95 
   cp $OUTPUT/lookup_aerosol2.dat.rh99 ETAMPNEW_AERO_RH99 
 
   # for rrtm radiation 
   cp $DATMOD/fix/fix_rad/global_climaeropac_global.txt aerosol.dat 
   cp $DATMOD/fix/fix_rad/co2historicaldata* . 
   cp $DATMOD/fix/fix_rad/solarconstantdata.txt . 
   cp $DATMOD/fix/fix_rad/volcanic_aerosols_* . 
 
   # for gocart climatology conc. and opt. properties 
   cp $DATMOD/fix/fix_gocart_clim/2000* . 
   cp $DATMOD/fix/fix_aeropt_luts/NCEP_AEROSOL.bin . 
 
   # for chemistry tests 
   cp /gpfs/projects/bsc32/bsc32771/MN3/NMMB/RUN/FUKU-DATA/xe133_emissions.dat . 
 
   cp configure_file configure_file_01 
   cp configure_file model_configure 
 
   ln -sf $DATMOD/global_o3prdlos.f77 fort.28 




   cp $SRCDIR/NAMELISTS/solver_state.txt . 
   cp $SRCDIR/NAMELISTS/atmos.configure atmos.configure 
   cp $SRCDIR/NAMELISTS/ocean.configure ocean.configure 
 
   # Coupling previous day 
   cp $FOLDER_OUTPUT_CASE/history_INIT.hhh . 
 
   # Executing the model 
   date 
   time mpirun --bind-to core $SRCDIR/exe/NEMS.x &> nmm_rrtm.out 
   date   
 
   #----------------------------------------------------------------- 
   # Dust coupling part 2 
   #----------------------------------------------------------------- 
 
   rm $UMO_OUT/history_INIT.hhh 
 
   mkdir -p $FOLDER_OUTPUT 
 
   if [ $COUPLE_TMP -eq 1 ] ; then 
      if [ $NHOURS_INIT -lt 100 ] ; then 
         if [ $NHOURS_INIT -lt 10 ] ; then 
            cp $UMO_OUT/nmmb_hst_01_bin_000${NHOURS_INIT}h_00m_00.00s 
$FOLDER_OUTPUT_CASE/history_INIT.hhh  
         else 
            cp $UMO_OUT/nmmb_hst_01_bin_00${NHOURS_INIT}h_00m_00.00s 
$FOLDER_OUTPUT_CASE/history_INIT.hhh 
         fi 
      else 
         cp $UMO_OUT/nmmb_hst_01_bin_0${NHOURS_INIT}h_00m_00.00s 
$FOLDER_OUTPUT_CASE/history_INIT.hhh 
      fi 
   fi 
 
   mv $UMO_OUT/nmmb_hst_01_bin_* $FOLDER_OUTPUT/. 
   mv $UMO_OUT/nmm_rrtm.out $FOLDER_OUTPUT/. 
   mv $UMO_OUT/configure_file $FOLDER_OUTPUT/. 
   mv $OUTPUT/boundary_ecmwf.nc $FOLDER_OUTPUT/. 
 




if [ $DO_POST1 -eq 1 ] ; then 
 
   echo "Postproc_1.0 process for DAY:" $DATE 
 
   echo "Importing Postproc 1.0 Files to case"  
 
   if [ -d "$POST1" ] 
   then 
        echo "Postproc folder already exists. Not copying." 
   else 
        mkdir -p $UMO_PATH/OUTPUT/$CASE/POSTPROC/v1.0 
        cp -rp $UMO_PATH/POSTPROC/v1.0 $UMO_PATH/OUTPUT/$CASE/POSTPROC/ 
   fi 
 
   DATE_POST=`date -d "$DATE" +"%d%b%Y"` 
   XHRT=`printf "%.1d" $HIST_P` 
   TDEFT=$(echo "scale=0 ; $NHOURS_P/$HIST+1" | bc) 
   TDEF=`printf "%.2d" $TDEFT` 
 
   cd $POST1 
 
   cp $FOLDER_OUTPUT_CASE/lmimjm.inc . 
 
   sed -e "s/QQQ/$NHOURS_P/" \ 
       -e "s/SSS/$HOUR_P/" \ 
       -e "s/TTT/$HIST_P/" new_postall.f.tmp > new_postall.f 
 
   sed -e "s/YYYYMMDD/$DATE/" run-postproc_auth.sh.tmp > run-postproc_auth.sh 
 
   chmod u+x run-postproc_auth.sh 
 
   if [ $DOMAIN -eq 0 ] ; then 
 
   sed -e  "s/DATE/${DATE}${HOUR}/" \ 
       -e  "s/III/$IMI/" \ 
       -e  "s/WBDN/$WBD1/" \ 
       -e  "s/DLMN/$DLMD1/" \ 
       -e  "s/JJJ/$JMI/" \ 
       -e  "s/SBDN/$SBD1/" \ 
       -e  "s/DPHN/$DPHD1/" \ 
       -e  "s/KKK/$LSM/" \ 
       -e  "s/HH/$TDEF/" \ 
       -e  "s/INITCTL/${HOUR}Z${DATE_POST}/" \ 
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       -e  "s/XHR/${XHRT}hr/" pout_global_pressure.ctl.tmp > 
pout_global_pressure_${DATE}${HOUR}.ctl 
 
     mv pout_global_pressure_${DATE}${HOUR}.ctl $FOLDER_OUTPUT/ 
 
     ./run-postproc_auth.sh $FOLDER_OUTPUT glob ${DATE} ${HOUR} 
 
   elif [ $DOMAIN -eq 1 ] ; then 
 
      TPH0DN=$(echo "scale=1 ; $TPH0D2+90.0" | bc) 
      WBDDEF=$(echo "scale=1 ; $WBD2+$TLM0D2" | bc) 
      SBDDEF=$(echo "scale=1 ; $SBD2+$TPH0D2" | bc) 
 
      let IREG=$IMI-2 
      let JREG=$JMI-2 
 
      sed -e  "s/DATE/${DATE}${HOUR}/" \ 
          -e  "s/IRG/$IREG/" \ 
          -e  "s/JRG/$JREG/" \ 
          -e  "s/TLMN/$TLM0D2/" \ 
          -e  "s/TPHN/$TPH0DN/" \ 
          -e  "s/DLMN/$DLMD2/" \ 
          -e  "s/DPHN/$DPHD2/" \ 
          -e  "s/WBDN/$WBD2/" \ 
          -e  "s/SBDN/$SBD2/" \ 
          -e  "s/III/$IMI/" \ 
          -e  "s/JJJ/$JMI/" \ 
          -e  "s/WBXX/$WBDDEF/" \ 
          -e  "s/SBYY/$SBDDEF/" \ 
          -e  "s/KKK/$LSM/" \ 
          -e  "s/HH/$TDEF/" \ 
          -e  "s/INITCTL/${HOUR}Z${DATE_POST}/" \ 
          -e  "s/XHR/${XHRT}hr/" pout_regional_pressure.ctl.tmp > 
pout_regional_pressure_${DATE}${HOUR}.ctl 
 
     mv pout_regional_pressure_${DATE}${HOUR}.ctl $FOLDER_OUTPUT/ 
 
     ./run-postproc_auth.sh $FOLDER_OUTPUT reg ${DATE} ${HOUR} 
 
   fi 
 
   rm lmimjm.inc 
   rm new_postall.f 
   rm run-postproc_auth.sh 
 
   echo "Finished Postproc_1.0" 
fi 
 
if [ $DO_POST2 -eq 1 ] ; then 
 
   echo "Postproc_2.0 process for DAY:" $DATE 
 
   echo "Importing Postproc 2.0 Files to case" 
 
   if [ -d "$POST2" ] 
   then 
        echo "Postproc folder already exists. Not copying." 
   else 
        mkdir -p $UMO_PATH/OUTPUT/$CASE/POSTPROC/v2.0 
        cp -rp $UMO_PATH/POSTPROC/v2.0 $UMO_PATH/OUTPUT/$CASE/POSTPROC/ 
   fi 
 
   cd $POST2  
 
   if [ $DOMAIN -eq 0 ] ; then 
 
 sed -e "s,INPATH,${FOLDER_OUTPUT}," \ 
     -e "s,OUTPATH,${FOLDER_OUTPUT},"  \ 
            -e "s/OUTFILE/NMMB-BSC-CTM_${DATE}${HOUR}_glob_new.nc/" \ 
     -e "s/HOURSTART/$HOUR_P2/" \ 
            -e "s/HOUREND/$NHOURS_P2/" \ 
            -e "s/HIST/$HIST_P2/" \ 
            -e "s/DOMAIN/0/" namelist.anp.tmp > namelist.anp 
 
 let ILM=$LM+1 
        let IX=$IMI+2 
 let IY=$JMI+2 
 
        sed -e "s/III/$IX/" \ 
            -e "s/JJJ/$IY/" \ 
            -e "s/LM/$LM/"  \ 








        sed -e "s,INPATH,${FOLDER_OUTPUT}," \ 
            -e "s,OUTPATH,${FOLDER_OUTPUT},"  \ 
            -e "s/OUTFILE/NMMB-BSC-CTM_${DATE}${HOUR}_reg_new.nc/" \ 
            -e "s/HOURSTART/$HOUR_P2/" \ 
            -e "s/HOUREND/$NHOURS_P2/" \ 
            -e "s/HIST/$HIST_P2/" \ 
            -e "s/DOMAIN/1/" namelist.anp.tmp > namelist.anp 
 
        let ILM=$LM+1 
 
        sed -e "s/III/$IMI/" \ 
            -e "s/JJJ/$JMI/" \ 
            -e "s/LM/$LM/"  \ 
            -e "s/ML/$ILM/" description_file.txt.tmp > description_file.txt 
 
        ./anp.exe 
 
   fi  
 




echo "DATE: " $DATE "simulation finished" 
 
#Getting next simulation day 
YEAR=`date -ud "$DATE + next day" +%Y` 
YY=`date -ud "$DATE + next day" +%y` 
MM=`date -ud "$DATE + next day" +%m` 
DD=`date -ud "$DATE + next day" +%d` 








Script I: Script deconfiguració i execució de l’aplicació NMMB/BSC-CTM 
 
&filenames 
  input_path = "INPATH" 
  output_path = "OUTPATH" 
  input_name_prefix = "nmmb_hst_01_bin_" 
  input_name_sufix = "h_00m_00.00s" 
  input_number_digits = 4 
  output_name = "OUTFILE" 
/ 
&time_info 
  start_hour  = HOURSTART  
  final_hour  = HOUREND 




  reverse_pressure = 1 
  regional = DOMAIN  
  vertical_interpolation = 0 
  lsm = 17 
  ppsl =  10000., 20000., 25000., 30000., 40000., 50000., 60000., 70000., 80000., 
85000., 90000., 92500., 95000., 97500., 100000., 102500., 105000. 
  nsmooths = 10 
  smooth_weight = 0.19 
  fill_value = -32767.0 




  file_description = "./description_file.txt" 




  regenerate_aod = 1 
  new_aod_name = 'new_aod' 
  g = 9.8060226 
  r_v = 464.6 
  r_d = 287.04 
  ext_coef = 1.373, 3.303, 3.245, 2.413, 2.262, 2.260, 2.162, 2.108 
  rho_dust = 2500., 2500., 2500., 2500., 2650., 2650., 2650., 2650. 




Script II: Fitxer namelist de Postproc 
C. Codis Fortran 
SUBROUTINE WRITE_RUNHISTORY_OPEN(WRT_INT_STATE                    & 
                                ,IYEAR_FCST                       & 
                                ,IMONTH_FCST                      & 
                                ,IDAY_FCST                        & 
                                ,IHOUR_FCST                       & 
                                ,IMINUTE_FCST                     & 
                                ,SECOND_FCST                      & 
                                ,NF_HOURS                         & 
                                ,NF_MINUTES                       & 
                                ,NF_SECONDS                       & 
                                ,HST_FIRST                        & 
                                ,LEAD_WRITE_TASK ) 
! 
!----------------------------------------------------------------------- 




!***  Argument variables 
!------------------------ 
! 
      TYPE(WRITE_INTERNAL_STATE),INTENT(INOUT) :: WRT_INT_STATE            !<-- The 
Write component's internal state 
! 
      INTEGER,INTENT(IN) :: IYEAR_FCST                                  & 
                           ,IMONTH_FCST                                 & 
                           ,IDAY_FCST                                   & 
                           ,IHOUR_FCST                                  & 
                           ,IMINUTE_FCST                                & 
                           ,NF_HOURS                                    & 
                           ,NF_MINUTES                                  & 
                           ,LEAD_WRITE_TASK 
! 
      REAL,INTENT(IN) :: NF_SECONDS,SECOND_FCST 
! 
      LOGICAL,INTENT(IN) :: HST_FIRST 
! 
!--------------------- 
!***  Local variables 
!--------------------- 
! 
      INTEGER :: N,N1,N2,NPOSN_1,NPOSN_2,LENGTH 
      INTEGER :: NFIELD,RC 
      CHARACTER(ESMF_MAXSTR)                :: NAME 
      INTEGER,DIMENSION(:),POINTER          :: WORK_ARRAY_I1D 
      REAL(4),DIMENSION(:),POINTER          :: WORK_ARRAY_R1D 
      LOGICAL                               :: WRITE_LOGICAL 







!***  Open the history file and write the current forecast time 
!***  and elapsed time. 
!----------------------------------------------------------------------- 
! 
      CALL OPEN_HST_FILE(WRT_INT_STATE) 
      IF( wrt_int_state%PRINT_OUTPUT .OR. wrt_int_state%PRINT_ALL ) & 
      WRITE(0,*)' Opened unit=',wrt_int_state%IO_HST_UNIT,' for history output' 
! 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)IYEAR_FCST 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)IMONTH_FCST 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)IDAY_FCST 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)IHOUR_FCST 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)IMINUTE_FCST 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)SECOND_FCST 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)NF_HOURS 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)NF_MINUTES 
      WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)NF_SECONDS 
! 
      IF(HST_FIRST .AND. (wrt_int_state%PRINT_OUTPUT .OR. wrt_int_state%PRINT_ALL) )THEN 
        WRITE(0,*)' Wrote IYEAR_FCST to history file unit ',wrt_int_state%IO_HST_UNIT 
        WRITE(0,*)' Wrote IMONTH_FCST to history file unit ',wrt_int_state%IO_HST_UNIT 
        WRITE(0,*)' Wrote IDAY_FCST to history file unit ',wrt_int_state%IO_HST_UNIT 
        WRITE(0,*)' Wrote IHOUR_FCST to history file unit ',wrt_int_state%IO_HST_UNIT 
        WRITE(0,*)' Wrote IMINUTE_FCST to history file unit ',wrt_int_state%IO_HST_UNIT 
        WRITE(0,*)' Wrote SECOND_FCST to history file unit ',wrt_int_state%IO_HST_UNIT 
        WRITE(0,*)' Wrote NF_HOURS to history file unit ',wrt_int_state%IO_HST_UNIT 
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        WRITE(0,*)' Wrote NF_MINUTES to history file unit ',wrt_int_state%IO_HST_UNIT 
        WRITE(0,*)' Wrote NF_SECONDS to history file unit ',wrt_int_state%IO_HST_UNIT 
      ENDIF 
! 
!----------------------------------------------------------------------- 
!***  Integer scalar/1-D history variables 
!----------------------------------------------------------------------- 
! 
      N2=0                                                                !<-- Word 
counter for full string of integer scalar/1D data 
! 
      DO N=1,wrt_int_state%KOUNT_I1D(1)                                   !<-- Loop 
through all scalar/1D integer data 
! 
        NPOSN_1=(N-1)*ESMF_MAXSTR+1 
        NPOSN_2=N*ESMF_MAXSTR 
        NAME=wrt_int_state%NAMES_I1D_STRING(NPOSN_1:NPOSN_2)              !<-- The 
variable's name 
        LENGTH=wrt_int_state%LENGTH_DATA_I1D(N)                           !<-- The 
variable's length in words 
        ALLOCATE(WORK_ARRAY_I1D(LENGTH),stat=RC) 
! 
        DO N1=1,LENGTH 
          N2=N2+1 
          WORK_ARRAY_I1D(N1)=wrt_int_state%ALL_DATA_I1D(N2)               !<-- Extract 
the individual data from the data string 
        ENDDO 
! 
        WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)WORK_ARRAY_I1D          !<-- Write out 
the data 
! 
        IF(HST_FIRST .AND. (wrt_int_state%PRINT_OUTPUT .OR. wrt_int_state%PRINT_ALL) 
)THEN 
          WRITE(0,*)'Wrote ',TRIM(NAME),' to history file unit 
',wrt_int_state%IO_HST_UNIT 
        ENDIF 
! 
        DEALLOCATE(WORK_ARRAY_I1D) 
! 
      ENDDO 
! 
!----------------------------------------------------------------------- 
!***  Real scalar/1-D history variables 
!----------------------------------------------------------------------- 
! 
      N2=0                                                                !<-- Word 
counter for full string of real scalar/1D data 
! 
      DO N=1,wrt_int_state%KOUNT_R1D(1)                                   !<-- Loop 
through all scalar/1D real data 
! 
        NPOSN_1=(N-1)*ESMF_MAXSTR+1 
        NPOSN_2=N*ESMF_MAXSTR 
        NAME=wrt_int_state%NAMES_R1D_STRING(NPOSN_1:NPOSN_2)              !<-- The 
variable's name 
        LENGTH=wrt_int_state%LENGTH_DATA_R1D(N)                           !<-- The 
variable's length 
        ALLOCATE(WORK_ARRAY_R1D(LENGTH),stat=RC) 
! 
        DO N1=1,LENGTH 
          N2=N2+1 
          WORK_ARRAY_R1D(N1)=wrt_int_state%ALL_DATA_R1D(N2)               !<-- Extract 
the individual data from the data string 
        ENDDO 
! 
        WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)WORK_ARRAY_R1D          !<-- Write out 
the data 
! 
        IF(HST_FIRST .AND. (wrt_int_state%PRINT_OUTPUT .OR. wrt_int_state%PRINT_ALL) 
)THEN 
          WRITE(0,*)'Wrote ',TRIM(NAME),' to history file unit 
',wrt_int_state%IO_HST_UNIT 
        ENDIF 
! 
        DEALLOCATE(WORK_ARRAY_R1D) 
! 
      ENDDO 
! 
!----------------------------------------------------------------------- 
!***  Logical history variables 
!----------------------------------------------------------------------- 
! 
      N2=0                                                                !<-- Counter 
for full string of logical data 
! 
      DO N=1,wrt_int_state%KOUNT_LOG(1)                                   !<-- Loop 




        NPOSN_1=(N-1)*ESMF_MAXSTR+1 
        NPOSN_2=N*ESMF_MAXSTR 
        NAME=wrt_int_state%NAMES_LOG_STRING(NPOSN_1:NPOSN_2)              !<-- The 
variable's name 
! 
        N2=N2+1 
 
        WORK_LOGICAL = wrt_int_state%ALL_DATA_LOG(N2) 
        WRITE_LOGICAL=WORK_LOGICAL                                        !<-- Convert 
from ESMF_Logical to F90 logical 
! 
        WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)WRITE_LOGICAL           !<-- Write out 
the data 
! 
        IF(HST_FIRST .AND. (wrt_int_state%PRINT_OUTPUT .OR. wrt_int_state%PRINT_ALL) 
)THEN 
          WRITE(0,*)'Wrote ',TRIM(NAME),' to history file unit 
',wrt_int_state%IO_HST_UNIT 
        ENDIF 
! 




END SUBROUTINE WRITE_RUNHISTORY_OPEN 
 
Codi I: Funció encarregada d’obrir el binari i escriure una part de les dades 
 
!***  NOTE:  The lead Write task assembles and writes to history only 








  field_loop_int: DO NFIELD=1,KOUNT_I2D                                !<-- Loop through 
all 2D integer gridded history data 
!----------------------------------------------------------------------- 
! 
    IF(MYPE>LEAD_WRITE_TASK)THEN                                       !<-- All write 
tasks except the lead one 
      JSTA_WRITE=wrt_int_state%LOCAL_JSTART(wrt_int_state%ID_FTASK_RECV_STA(MYPE))  !<-- 
Starting J of this write task's subsection 
      JEND_WRITE=wrt_int_state%LOCAL_JEND  (wrt_int_state%ID_FTASK_RECV_END(MYPE))  !<-- 
Ending J of this write task's subsection 
! 
      NN=0 
! 
      DO J=JSTA_WRITE,JEND_WRITE 
      DO I=1,IM 
        NN=NN+1 
        wrt_int_state%BUFF_INT(NN)=wrt_int_state%WRITE_SUBSET_I(I,J,NFIELD) 
      ENDDO 
      ENDDO 
! 
      CALL MPI_RECV(ID_DUMMY                                        &  !<-- Blocking 
Recv keeps the following sends in line 
                   ,1                                               &  !<-- Length of 
ID_DUMMY 
                   ,MPI_INTEGER                                     &  !<-- Datatype 
                   ,0                                               &  !<-- The lead 
write task sent this  
                   ,0                                               &  !<-- An MPI tag 
                   ,MPI_COMM_COMP                                   &  !<-- The 
communicator 
                   ,JSTAT                                           &  !<-- MPI status 
object 
                   ,IERR ) 
! 
      MY_LOCAL_ID=MYPE-LAST_FCST_TASK-1                                !<-- This write 
task's local ID (between 0 and NWTPG-1) 
! 
      CALL MPI_SEND(wrt_int_state%BUFF_INT                          &  !<-- Send this 
string of subsection data  
                   ,NN                                              &  !<-- Number of 
words sent 
                   ,MPI_INTEGER                                     &  !<-- Datatype 
                   ,0                                               &  !<-- Send the 
data to the lead write task with local ID of 0 
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                   ,MY_LOCAL_ID                                     &  !<-- An MPI tag 
                   ,MPI_COMM_COMP                                   &  !<-- MPI 
communicator 




    ELSEIF(MYPE==LEAD_WRITE_TASK)THEN                                  !<-- The lead 
write task 
! 
      JSTA_WRITE=wrt_int_state%LOCAL_JSTART(wrt_int_state%ID_FTASK_RECV_STA(MYPE))  !<-- 
Starting J of lead write task's subsection 
      JEND_WRITE=wrt_int_state%LOCAL_JEND  (wrt_int_state%ID_FTASK_RECV_END(MYPE))  !<-- 
Ending J of lead write task's subsection 
! 
      DO J=JSTA_WRITE,JEND_WRITE 
      DO I=1,IM 
        wrt_int_state%OUTPUT_ARRAY_I2D(I,J)=wrt_int_state%WRITE_SUBSET_I(I,J,NFIELD) !<-
- Lead write task fills its part of full domain 
      ENDDO 
      ENDDO 
! 
      IF(LAST_WRITE_TASK>LEAD_WRITE_TASK)THEN                          !<-- Recv output 
subsections if more than 1 write task 
        DO N=1,NWTPG-1                                                 !<-- Loop through 
local IDs of all other write tasks 
                                                                       !    that send to 
the lead task 
! 
          ID_SEND=N+LEAD_WRITE_TASK 
          CALL MPI_SEND(N                                           &  !<-- Send to 
other write tasks to keep their sends in line 
                       ,1                                           &  !<-- Number of 
words sent 
                       ,MPI_INTEGER                                 &  !<-- Datatype 
                       ,N                                           &  !<-- Send to each 
of the other write tasks 
                       ,0                                           &  !<-- An MPI tag 
                       ,MPI_COMM_COMP                               &  !<-- MPI 
communicator 
                       ,IERR ) 
! 
          ID_RECV=ID_SEND 
          CALL MPI_RECV(wrt_int_state%BUFF_INT                      &  !<-- Recv string 
of subsection data from other write tasks 
                       ,IM*JM                                       &  !<-- Maximum 
number of words sent 
                       ,MPI_INTEGER                                 &  !<-- Datatype 
                       ,N                                           &  !<-- Recv from 
this write task 
                       ,N                                           &  !<-- An MPI tag 
                       ,MPI_COMM_COMP                               &  !<-- MPI 
communicator 
                       ,JSTAT                                       &  !<-- MPI status 
object 
                       ,IERR ) 
! 
          NN=0 
          
JSTA_WRITE=wrt_int_state%LOCAL_JSTART(wrt_int_state%ID_FTASK_RECV_STA(N+LEAD_WRITE_TASK)
) !<-- Starting J of sending write task 
          JEND_WRITE=wrt_int_state%LOCAL_JEND  
(wrt_int_state%ID_FTASK_RECV_END(N+LEAD_WRITE_TASK)) !<-- Ending J of sending write task 
! 
          DO J=JSTA_WRITE,JEND_WRITE 
          DO I=1,IM 
            NN=NN+1 
            wrt_int_state%OUTPUT_ARRAY_I2D(I,J)=wrt_int_state%BUFF_INT(NN)  !<-- Insert 
other write tasks' subsections into full domain 
          ENDDO 
          ENDDO 
! 
        ENDDO 
      ENDIF 
! 
      NPOSN_1=(NFIELD-1)*ESMF_MAXSTR+1 
      NPOSN_2=NFIELD*ESMF_MAXSTR 
      NAME=wrt_int_state%NAMES_I2D_STRING(NPOSN_1:NPOSN_2)                        !<-- 
The name of this 2D integer history quantity 
!  
      IF(wrt_int_state%WRITE_HST_BIN)THEN 
! 
        WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)wrt_int_state%OUTPUT_ARRAY_I2D  !<-- 
Lead write task writes out the 2D integer data 
! 




          WRITE(0,*)'Wrote ',TRIM(NAME),' to history file unit 
',wrt_int_state%IO_HST_UNIT 
        ENDIF 
      ENDIF 
! 
!----------------------------------------------------------------------- 
!***  For the NEMSIO history file. 
!----------------------------------------------------------------------- 
! 
      IF(wrt_int_state%WRITE_HST_NEMSIO)THEN 
! 
        IF(FIELDSIZE/=IM*JM)THEN 
          WRITE(0,*)'WRONG: input data dimension ',IM*JM,           & 
           ' does not match data size in NEMSIO file ',FIELDSIZE 
        ENDIF 
! 
        TMP=RESHAPE(wrt_int_state%OUTPUT_ARRAY_I2D(1:IM,1:JM)       & 
                   ,(/FIELDSIZE/)) 
! 
        CALL NEMSIO_WRITEREC(NEMSIOFILE,NFIELD,TMP,IRET=IERR)           !<-- Lead write 
task writes out the 2D int data! 
! 
     ENDIF 
!----------------------------------------------------------------------- 
! 




  ENDDO field_loop_int 
Codi II: Bucle de les escriptures dels arrays 2D d’enters 
 
!----------------------------------------------------------------------- 
!***  Now loop through all the real Fields. 
!----------------------------------------------------------------------- 
! 




  field_loop_real: DO NFIELD=1,KOUNT_R2D                               !<-- Loop through 





    IF(MYPE>LEAD_WRITE_TASK)THEN                                       !<-- All write 
tasks except the lead one 
!----------------------------------------------------------------------- 
! 
      JSTA_WRITE=wrt_int_state%LOCAL_JSTART(wrt_int_state%ID_FTASK_RECV_STA(MYPE))  !<-- 
Starting J of this write task's subsection 
      JEND_WRITE=wrt_int_state%LOCAL_JEND  (wrt_int_state%ID_FTASK_RECV_END(MYPE))  !<-- 
Ending J of this write task's subsection 
! 
      NN=0 
! 
      DO J=JSTA_WRITE,JEND_WRITE 
      DO I=1,IM 
        NN=NN+1 
        wrt_int_state%BUFF_REAL(NN)=wrt_int_state%WRITE_SUBSET_R(I,J,NFIELD) 
      ENDDO 
      ENDDO 
! 
      CALL MPI_RECV(ID_DUMMY                                        &  !<-- Blocking 
Recv keeps the following sends in line 
                   ,1                                               &  !<-- Length of 
ID_DUMMY 
                   ,MPI_INTEGER                                     &  !<-- Datatype 
                   ,0                                               &  !<-- The lead 
write task sent this  
                   ,0                                               &  !<-- An MPI tag 
                   ,MPI_COMM_COMP                                   &  !<-- The 
communicator 
                   ,JSTAT                                           &  !<-- MPI status 
object 
                   ,IERR ) 
! 
      MY_LOCAL_ID=MYPE-LAST_FCST_TASK-1                                !<-- This write 
task's local ID (between 0 and NWTPG-1) 
! 
      CALL MPI_SEND(wrt_int_state%BUFF_REAL                         &  !<-- Send this 
string of subsection data  
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                   ,NN                                              &  !<-- Number of 
words sent 
                   ,MPI_REAL                                        &  !<-- Datatype 
                   ,0                                               &  !<-- Send the 
data to the lead write task with local ID of 0 
                   ,MY_LOCAL_ID                                     &  !<-- An MPI tag 
                   ,MPI_COMM_COMP                                   &  !<-- MPI 
communicator 
                   ,IERR ) 
! 
!----------------------------------------------------------------------- 




      JSTA_WRITE=wrt_int_state%LOCAL_JSTART(wrt_int_state%ID_FTASK_RECV_STA(MYPE))  !<-- 
Starting J of lead write task's subsection 
      JEND_WRITE=wrt_int_state%LOCAL_JEND  (wrt_int_state%ID_FTASK_RECV_END(MYPE))  !<-- 
Ending J of lead write task's subsection 
! 
      DO J=JSTA_WRITE,JEND_WRITE 
      DO I=1,IM 
        wrt_int_state%OUTPUT_ARRAY_R2D(I,J)=wrt_int_state%WRITE_SUBSET_R(I,J,NFIELD) !<-
- Lead write task fills its part of full domain 
      ENDDO 
      ENDDO 
! 
      IF(LAST_WRITE_TASK>LEAD_WRITE_TASK)THEN                          !<-- Recv output 
subsections if more than 1 write task 
        DO N=1,NWTPG-1                                                 !<-- Loop through 
local IDs of all other write tasks 
                                                                       !    that send to 
the lead task 
! 
          ID_SEND=N+LEAD_WRITE_TASK 
          CALL MPI_SEND(N                                           &  !<-- Send to 
other write tasks to keep their sends in line 
                       ,1                                           &  !<-- Number of 
words sent 
                       ,MPI_INTEGER                                 &  !<-- Datatype 
                       ,N                                           &  !<-- Send to each 
of the other write tasks 
                       ,0                                           &  !<-- An MPI tag 
                       ,MPI_COMM_COMP                               &  !<-- MPI 
communicator 
                       ,IERR ) 
! 
          ID_RECV=ID_SEND 
          CALL MPI_RECV(wrt_int_state%BUFF_REAL                     &  !<-- Recv string 
of subsection data from other write tasks 
                       ,IM*JM                                       &  !<-- Maximum 
number of words sent 
                       ,MPI_REAL                                    &  !<-- Datatype 
                       ,N                                           &  !<-- Recv from 
this write task 
                       ,N                                           &  !<-- An MPI tag 
                       ,MPI_COMM_COMP                               &  !<-- MPI 
communicator 
                       ,JSTAT                                       &  !<-- MPI status 
object 
                       ,IERR ) 
! 
          NN=0 
          
JSTA_WRITE=wrt_int_state%LOCAL_JSTART(wrt_int_state%ID_FTASK_RECV_STA(N+LEAD_WRITE_TASK)
) !<-- Starting J of sending write task 
          JEND_WRITE=wrt_int_state%LOCAL_JEND  
(wrt_int_state%ID_FTASK_RECV_END(N+LEAD_WRITE_TASK)) !<-- Ending J of sending write task 
! 
          DO J=JSTA_WRITE,JEND_WRITE 
          DO I=1,IM 
            NN=NN+1 
            wrt_int_state%OUTPUT_ARRAY_R2D(I,J)=wrt_int_state%BUFF_REAL(NN)   !<-- 
Insert other write tasks' subsections into full domain 
          ENDDO 
          ENDDO 
! 
        ENDDO 
      ENDIF 
! 
      NPOSN_1=(NFIELD-1)*ESMF_MAXSTR+1 
      NPOSN_2=NFIELD*ESMF_MAXSTR 
      NAME=wrt_int_state%NAMES_R2D_STRING(NPOSN_1:NPOSN_2)                       !<-- 
The name of this 2D real history quantity 
! 
!----------------------------------------------------------------------- 





      IF(TRIM(NAME)=='U10') THEN 
        IF(.NOT.ALLOCATED(FACT10)) THEN 
          ALLOCATE(FACT10(1:IM,1:JM)) 
! 
          DO J=1,JM 
          DO I=1,IM 
            FACT10(I,J)=0. 
          ENDDO 
          ENDDO 
        ENDIF 
! 
        DO J=1,JM 
        DO I=1,IM 
          FACT10(I,J)=FACT10(I,J)+                                  & 
                      wrt_int_state%OUTPUT_ARRAY_R2D(I,J)*          & 
                      wrt_int_state%OUTPUT_ARRAY_R2D(I,J) 
        ENDDO 
        ENDDO 
      ENDIF 
! 
      IF(TRIM(NAME)=='V10') THEN 
        IF(.NOT.ALLOCATED(FACT10)) THEN 
          ALLOCATE(FACT10(1:IM,1:JM)) 
          FACT10=0. 
        ENDIF 
! 
        DO J=1,JM 
        DO I=1,IM 
          FACT10(I,J)=FACT10(I,J)+                                 & 
                      wrt_int_state%OUTPUT_ARRAY_R2D(I,J)*         & 
                      wrt_int_state%OUTPUT_ARRAY_R2D(I,J) 
        ENDDO 
        ENDDO 
      ENDIF 
! 
      IF(TRIM(NAME)=='U_'//MODEL_LEVEL//'_2D') THEN 
        ALLOCATE(FACT10TMPU(1:IM,1:JM)) 
        CALL V_TO_H_BGRID(wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM) & 
                         ,IM,JM,GLOBAL,FACT10TMPU) 
      ENDIF 
! 
      IF(TRIM(NAME)=='V_'//MODEL_LEVEL//'_2D') THEN 
        ALLOCATE(FACT10TMPV(1:IM,1:JM)) 
        CALL V_TO_H_BGRID(wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM) & 
                         ,IM,JM,GLOBAL,FACT10TMPV) 
      ENDIF 
! 
      IF(wrt_int_state%WRITE_HST_BIN)THEN 
! 
        WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)wrt_int_state%OUTPUT_ARRAY_R2D   !<-- 
Lead write task writes out the 2D real data 
! 
        IF(HST_FIRST .AND. (wrt_int_state%PRINT_OUTPUT .OR. wrt_int_state%PRINT_ALL) 
)THEN 
          WRITE(0,*)'Wrote ',TRIM(NAME)                                & 
                   ,' to history file unit ',wrt_int_state%IO_HST_UNIT & 
                   ,MAXVAL(wrt_int_state%OUTPUT_ARRAY_R2D)             & 
                   ,MINVAL(wrt_int_state%OUTPUT_ARRAY_R2D) 
        ENDIF 
      ENDIF 
! 
!----------------------------------------------------------------------- 
!***  The same for the NEMSIO history file. 
!----------------------------------------------------------------------- 
! 
      IF(wrt_int_state%WRITE_HST_NEMSIO)THEN 
! 
        IF(FIELDSIZE/=IM*JM)THEN 
          WRITE(0,*)'WRONG: data dimension ',IM*JM,                 & 
           ' does not match data size in NEMSIO file,',FIELDSIZE 
        ENDIF 
! 
        IF(TRIM(NAME)=='FIS')wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)=    & 
              wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)/G 
! 
        IF(TRIM(NAME)=='GLAT')THEN 
           wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)=               & 
             wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)*DEGRAD 
           ALLOCATE(GLAT1D(FIELDSIZE)) 
           
GLAT1D(1:FIELDSIZE)=RESHAPE(wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM),(/FIELDSIZE/)) 
        ENDIF 
! 
        IF(TRIM(NAME)=='GLON')THEN 
           wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)=               & 
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             wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)*DEGRAD 
           ALLOCATE(GLON1D(FIELDSIZE)) 
           
GLON1D(1:FIELDSIZE)=RESHAPE(wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM),(/FIELDSIZE/)) 
        ENDIF 
! 
        IF(TRIM(NAME)=='VLAT')wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)=   & 
           wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)*DEGRAD 
! 
        IF(TRIM(NAME)=='VLON')wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)=   & 
           wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM)*DEGRAD 
! 
        N=NFIELD+wrt_int_state%KOUNT_I2D(1) 
        TMP=RESHAPE(wrt_int_state%OUTPUT_ARRAY_R2D(1:IM,1:JM),(/FIELDSIZE/)) 
! 
        CALL NEMSIO_WRITEREC(NEMSIOFILE,N,TMP,IRET=IERR) 
! 
!           IF(HST_FIRST)THEN 
!             WRITE(0,*)'Wrote ',TRIM(NAME),' to nemsio history file iret=',ierr 
!           ENDIF 
! 
      ENDIF 
! 









!***  Complete computation of 10-m wind factor and write it out. 
!----------------------------------------------------------------------- 
! 
  IF( MYPE==LEAD_WRITE_TASK )THEN 
    IF(ALLOCATED(FACT10).AND.ALLOCATED(FACT10TMPU).AND.ALLOCATED(FACT10TMPV)) THEN 
      DO J=1,JM 
      DO I=1,IM 
        FACT10TMPV(I,J)=SQRT(FACT10TMPU(I,J)*FACT10TMPU(I,J)+       & 
                             FACT10TMPV(I,J)*FACT10TMPV(I,J)) 
      ENDDO 
      ENDDO 
! 
!         write(0,*)'wind 
mgn=',maxval(FACT10TMPV(1:IM,1:JM)),minval(FACT10TMPV(1:IM,1:JM)) 
!         write(0,*)'wind10 
mgn=',maxval(sqrt(FACT10(1:IM,1:JM))),minval(sqrt(FACT10(1:IM,1:JM))) 
! 
      DO J=1,JM 
      DO I=1,IM 
        IF(FACT10TMPV(I,J)/=0) THEN 
          FACT10(I,J)=SQRT(FACT10(I,J))/FACT10TMPV(I,J) 
        ELSE 
          FACT10(I,J)=1. 
        ENDIF 
      ENDDO 
      ENDDO 
! 
      DEALLOCATE(FACT10TMPU) 
      DEALLOCATE(FACT10TMPV) 
! 
      IF(wrt_int_state%WRITE_HST_BIN)THEN 
        WRITE(wrt_int_state%IO_HST_UNIT,iostat=RC)FACT10                    !<-- Lead 
write task writes out the 2D real data 
        IF(HST_FIRST .AND. (wrt_int_state%PRINT_OUTPUT .OR. wrt_int_state%PRINT_ALL) 
)THEN 
          WRITE(0,*)'Wrote FACT10 to history file unit ',wrt_int_state%IO_HST_UNIT & 
                    ,maxval(fact10),minval(fact10) 
        ENDIF 
      ENDIF 
! 
      IF(wrt_int_state%WRITE_HST_NEMSIO)THEN 
        N=N+1 
        TMP=RESHAPE(FACT10(1:IM,1:JM),(/FIELDSIZE/)) 
        CALL NEMSIO_WRITEREC(NEMSIOFILE,N,TMP,IRET=IERR) 
!           write(0,*)'after 
nemsio_writerec,n=',n,'fact10=',maxval(tmp),minval(tmp),'iret=',ierr 
      ENDIF 
! 
      DEALLOCATE(FACT10) 
! 
    ENDIF 
! 
  ENDIF 





  use v_interp_info 
  use static_info 
  use aod_info 
  implicit none 
  INCLUDE 'netcdf.inc' 
 
  ! Auxiliar info: 
  integer               :: aux_0i, mid_val 
  real                  :: aux_0r 
  ! Post-process behaviour configuration: 
 
  character(MAX_NAME_L) :: netcdf_name, binary_name 
  integer               :: stat, file_id, i, j, k, hour, n_rec, input_number_digits, 
AllocateStatus, extra_vars, step 
  character(MAX_NAME_L) :: input_name_sufix, input_name_prefix, style, time_units 
 
  ! Namelist data 
  namelist / filenames /    input_path, input_name_prefix, input_name_sufix, 
input_number_digits, output_path, output_name 
  namelist / time_info /    start_hour, final_hour, step_length 
  namelist / configs /      reverse_pressure, regional, vertical_interpolation, \ 
                            lsm, ppsl, nsmooths, smooth_weight, fill_value, 
missing_value 
  namelist / extra_files /  file_description, extra_var_info 




  ! Load the namelist: 
  namelist_name = "./namelist.anp" 
  open(8, FILE=namelist_name, STATUS='OLD') 
  read(8, filenames) 
  read(8, time_info) 
  read(8, configs) 
  read(8, extra_files) 
  read(8, info_aod) 
  close(8) 
 
  ! We load the binary file description file (written by hand, nmmb does not generate 
it). 
  call process_binary_file_description( ) 
  ! We load additional information from the variables(standard_name, long name, units) 
  call process_additional_information( ) 
 
  netcdf_name = trim(output_path)// '/' // trim(output_name) 
 
  ! Anew function should have everything between this and .... 
  ! We create the netCDF file, declaring dimensions, variables, attributes... 
  ! Creation 
  stat = nf_create( netcdf_name, NF_64BIT_OFFSET, file_id) 
  if(stat.ne.NF_NOERR) print*,'The following error has ocurred '//nf_strerror(stat) 
 
  ! Dimensions 
  ! Is done this way for two reasons: 
  ! 1 - To add the time variable where we need it. 
  ! 2 - To possibly modify dimensions lengths on the netCDF file to be able to resize 
the domain, 
  !     both horizontally ( -2 rows and -2 columns ), and vertically if we want to 
interpolate data. 
  dim_names(n_dims+1) = 'time' 
  dim_len(n_dims+1) = NF_UNLIMITED 
  stat = nf_def_dim( file_id, trim(dim_names(n_dims+1)), dim_len(n_dims+1), 
dim_ids(n_dims+1) ) 
  if(stat.ne.NF_NOERR) print*,'The following error has ocurred '//nf_strerror(stat) 
  !print*, trim(dim_names(n_dims+1)), '*****', dim_len(n_dims+1), '****', 
dim_ids(n_dims+1) 
 
  do i=1,n_dims 
    !if( (dim_names(i) == 'i' .or. dim_names(i)=='j') .and. (regional .eq. GLOBAL) ) 
then 
    !  stat = nf_def_dim( file_id, trim(dim_names(i)), dim_len(i) - 2, dim_ids(i) ) 
    !else if( dim_names(i) == 'i'  .and. regional .eq. REGIONAL ) then 
    if( dim_names(i) == 'i'  .and. regional .eq. REGIONAL ) then 
      stat = nf_def_dim( file_id, 'rlon', dim_len(i) , dim_ids(i) ) 
      i_dimid = dim_ids(i) 
    else if( dim_names(i) == 'j'  .and. regional .eq. REGIONAL ) then 
      stat = nf_def_dim( file_id, 'rlat', dim_len(i), dim_ids(i) )  
      j_dimid = dim_ids(i) 
    else if( dim_names(i) == 'i'  .and. regional .eq. GLOBAL ) then 
      stat = nf_def_dim( file_id, 'lon', dim_len(i) - 2 , dim_ids(i) ) 
      i_dimid = dim_ids(i) 
    else if( dim_names(i) == 'j'  .and. regional .eq. GLOBAL ) then 
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      stat = nf_def_dim( file_id, 'lat', dim_len(i) - 2, dim_ids(i) )  
      j_dimid = dim_ids(i) 
    else if( (dim_names(i) == 'lm' ) .and. (vertical_interpolation .eq. 1) ) then 
      !dim_names(i) = 'pres' 
      !stat = nf_def_dim( file_id, trim(dim_names(i)), lsm-2, dim_ids(i) ) 
      stat = nf_def_dim( file_id, trim('press'), lsm-2, dim_ids(i) ) 
      pres_dimid = dim_ids(i) 
    else if( (dim_names(i) == 'lmp') .and. (vertical_interpolation .eq. 1) ) then 
      stat = nf_def_dim( file_id, trim(dim_names(i)), lsm-1, dim_ids(i) ) 
    else 
      stat = nf_def_dim( file_id, trim(dim_names(i)), dim_len(i), dim_ids(i) ) 
    endif 
    if(stat.ne.NF_NOERR) print*,'The following error has ocurred '//nf_strerror(stat) 
  enddo 
 
  ! We augment the counter to take into account the Time dimension 
  n_dims = n_dims+1 
 
  reg_grid_map = 'rotated_pole' 
 
  ! Variables: 
  ! First we need to calculate variables' dimensions identifiers ant thir lengths 
  do i=1,n_vars 
    do j=1,var_ndims(i) 
      do k=1,n_dims 
        if( dim_names(k) == var_dimnames(i,j) ) then 
          var_dimids(i,j) = dim_ids(k) 
          var_dimlen(i,j) = dim_len(k) 
        endif 
      enddo 
    enddo 
    ! Adding time dimension where needed: 
    if(var_active(i) .eq. 2) then 
      var_ndims(i) = var_ndims(i) + 1 
      var_dimnames(i, var_ndims(i)) = 'time' 
      var_dimids(i, var_ndims(i)) = dim_ids(n_dims) 
      var_dimlen(i, var_ndims(i)) = 1 
    endif 
    if ( ( regional .eq. 0) .and. ( (var_names(i) == 'glat' ) .or. (var_names(i) == 
'glon') ) ) then 
      var_active(i) = 0 
    else if(var_names(i) == 'h') then 
      var_active(i) = 0 
    else if( ( regenerate_aod .eq. 1) .and. ( var_names(i) == new_aod_name ) ) then 
      var_active(i) = 0 
    end if 
  enddo 
 
  stat = nf_def_var( file_id, 'time', NF_INT, 1, dim_ids(n_dims), time_varid) 
  stat = nf_put_att_text(file_id, time_varid,'units', len('hours since YYYY-MM-DD 
HH:MM'), 'hours since YYYY-MM-DD HH-MM') 
  stat = nf_put_att_text(file_id, time_varid,'long_name', len('time'), 'time') 
  stat = nf_put_att_text(file_id, time_varid,'calendar', len('standard'), 'standard') 
  stat = nf_put_att_text(file_id, time_varid,'standard_name', len('time'), 'time') 
 
  if(vertical_interpolation.eq.1) then 
    stat = nf_def_var(file_id, 'pres', NF_FLOAT, 1, pres_dimid, pres_varid) 
    stat = nf_put_att_text(file_id, pres_varid,'units', len('hPa'), 'hPa') 
    stat = nf_put_att_text(file_id, pres_varid,'long_name', len('pressure level'), 
'pressure level') 
    stat = nf_put_att_text(file_id, pres_varid,'standard_name', len('pressure'), 
'pressure') 
    !if( regional .eq. 1) then 
    !  stat = nf_put_att_text( file_id, pres_varid, 'coordinates',   7, 'lon lat' ) 
    !  stat = nf_put_att_text( file_id, pres_varid,'grid_mapping', 
len(trim(reg_grid_map)), reg_grid_map) 
    !endif 
  endif 
 
  if( regional .eq. 1) then 
    stat = nf_def_var (file_id, 'rotated_pole', NF_CHAR, 0, 0, projection_id) 
    stat = nf_put_att_text(file_id, projection_id, 'grid_mapping_name', 
len('rotated_latitude_longitude'), \ 
           'rotated_latitude_longitude') 
    stat = nf_def_var( file_id, 'rlon', NF_REAL, 1, (/ i_dimid /), rlon_id) 
    stat = nf_put_att_text( file_id, rlon_id, 'long_name', len('longitude in 
rotated_pole grid'), \ 
        'longitude in rotated_pole grid') 
    stat = nf_put_att_text( file_id, rlon_id, 'units', len('degrees'), 'degrees') 
    stat = nf_put_att_text( file_id, rlon_id, 'standard_name', len('grid_longitude'), 
'grid_longitude') 
 
    stat = nf_def_var( file_id, 'rlat', NF_REAL, 1, (/ j_dimid /), rlat_id) 
    stat = nf_put_att_text( file_id, rlat_id, 'long_name', len('latitude in rotated_pole 
grid'), \ 
        'latitude in rotated_pole grid') 
    stat = nf_put_att_text( file_id, rlat_id, 'units', len('degrees'), 'degrees') 
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    stat = nf_put_att_text( file_id, rlat_id, 'standard_name', len('grid_latitude'), 
'grid_latitude') 
  else 
    stat = nf_def_var( file_id, 'lon', NF_REAL, 1, (/ i_dimid /), rlon_id) 
    stat = nf_put_att_text( file_id, rlon_id, 'long_name', len('longitude'), 
'longitude') 
    stat = nf_put_att_text( file_id, rlon_id, 'units', len('degrees_east'), 
'degrees_east') 
    stat = nf_put_att_text( file_id, rlon_id, 'standard_name', len('longitude'), 
'longitude') 
 
    stat = nf_def_var( file_id, 'lat', NF_REAL, 1, (/ j_dimid /), rlat_id) 
    stat = nf_put_att_text( file_id, rlat_id, 'long_name', len('latitude'), 'latitude') 
    stat = nf_put_att_text( file_id, rlat_id, 'units', len('degrees_north'), 
'degrees_north') 
    stat = nf_put_att_text( file_id, rlat_id, 'standard_name', len('grid_latitude'), 
'grid_latitude') 
 
  endif 
  stat = nf_put_att_text( file_id, NF_GLOBAL, 'Conventions', len('CF-1.6'), 'CF-1.6') 
  stat = nf_put_att_text( file_id, NF_GLOBAL, 'history', len('NMMB post process file 
created by ANP.'), \ 
      'NMMB post process file created by ANP.') 
 
  do i=1,n_vars 
    ! 0 dimensional or disabled variables are not defined as variables. 
    print*,i,n_vars 
    if( (var_active(i) .ne. 0) .and. var_ndims(i).ne.0 ) then 
      if(var_types(i) == 'int') then 
        stat = nf_def_var( file_id, var_names(i), NF_INT, var_ndims(i), var_dimids(i,:), 
var_id(i) ) 
      else if(var_types(i) == 'float') then 
        stat = nf_def_var( file_id, var_names(i), NF_FLOAT, var_ndims(i), 
var_dimids(i,:), var_id(i) ) 
      endif 
      if(stat.ne.nf_noerr) then 
        print*,'Error '// var_names(i)// ' '//nf_strerror(stat) 
        do j=1,var_ndims(i) 
          print*, var_dimnames(i,j), '***', var_dimlen(i,j), '***', var_dimids(i,j) 
        enddo 
      endif 
      ! Warning in case units/longname/standard_name have not been defined. 
      if( index(var_long_name(i),' ') .le. 1 ) then 
        print*,'Attributes for variable ' // trim(var_names(i)) // ' not defined.' 
      endif 
      ! We define the attributes for the variable 
      stat = nf_put_att_text( file_id, var_id(i), 'units',         
len(trim(var_units(i))), var_units(i) ) 
      stat = nf_put_att_text( file_id, var_id(i), 'long_name',     
len(trim(var_long_name(i))), var_long_name(i) ) 
      stat = nf_put_att_text( file_id, var_id(i), 'standard_name', 
len(trim(var_std_name(i))), var_std_name(i) ) 
      if( (var_dimnames(i,1) =="i") .and. (var_dimnames(i,2) == 'j') ) then 
        if(regional .eq. REGIONAL) then 
          stat = nf_put_att_text( file_id, var_id(i), 'coordinates',   7, 'lon lat' ) 
          stat = nf_put_att_text(file_id, var_id(i),'grid_mapping', 
len(trim(reg_grid_map)), reg_grid_map) 
        endif 
      endif 
      stat = nf_put_att_real( file_id, var_id(i), 'missing_value', NF_REAL, 1, 
missing_value ) 
      stat = nf_put_att_real( file_id, var_id(i), '_FillValue',    NF_REAL, 1, 
fill_value ) 
    endif 
  enddo 
 
  ! We have to allocate/initialize the needed variables 
  print*,'Allocate and declare' 
  call allocate_and_declare( file_id ) 
  print*,'Done' 
 
  ! We end the netCDF file definition. 
  stat = nf_enddef(file_id) 
  if(stat.ne.nf_noerr) then 
    print*,'Error '//nf_strerror(stat) 
  endif 
 
  print*,'netCDf definition ended.' 
  ! Now, we go throught all the binary files ... 
  do hour=start_hour,final_hour,step_length 
    write(style,'(a,i1,a,i1,a)') 
'(a,i',input_number_digits,'.',input_number_digits,',a)' 
    write(binary_name,trim(style))  trim(input_path) // '/' // trim(input_name_prefix), 
hour, trim(input_name_sufix) 
    print*,'Binary_file:', trim(binary_name) 




    call load_data_from_file( binary_name ) 
    print*,'Interpolation data loaded.' 
 
    if( vertical_interpolation .eq. 1 ) then 
      print*,'Create interpolation variables.' 
      call create_interpolation_variables( ) 
    else 
      print*,'Create_height' 
      call create_height( ) 
    endif 
 
    if( regenerate_aod .eq. 1) then 
      print*,'Creating AOD.' 
      call create_new_aod( ) 
    end if 
 
    print*,'Putting static variables' 
    call put_static_variables( file_id,  hour ) 
    print*,'Done' 
 
    if(hour .eq. start_hour) then 
      ! Let's create the time variable: 
      write(time_units,'(a,i4.4,a,i2.2,a,i2.2,a,i2.2,a,i2.2)')  'hours since ', 
fcst_year, '-', fcst_month, \ 
          '-', fcst_day,' ', fcst_hour,':', fcst_minute 
      stat = nf_redef(file_id) 
      stat = nf_put_att_text(file_id, time_varid,'units', len(trim(time_units)), 
trim(time_units)) 
      ! Projection variable for rotated latitude longitude domains 
      if(regional .eq. 1) then 
        call lltorll ( 90.0, 0.0, ref_lat, ref_lon, north_pole_lat, north_pole_lon) 
        stat = nf_put_att_real(file_id, projection_id, 'grid_north_pole_latitude', 
NF_REAL, 1, north_pole_lat) 
        stat = nf_put_att_real(file_id, projection_id, 'grid_north_pole_longitude', 
NF_REAL, 1, north_pole_lon) 
      endif 
 
      stat = nf_enddef(file_id) 
 
      ! We put the vales for the time variable: 
      allocate( time_values( (final_hour - start_hour)/step_length+1), stat = 
AllocateStatus) 
      if(AllocateStatus .ne. 0) then 
        print *,'Memory allocation error.' 
      endif 
      do i=1,(final_hour - start_hour)/step_length+1 
        time_values(i) = (i-1) * step_length 
        !time_values(i) = start_hour + (i-1) * step_length 
      enddo 
      stat = nf_put_vara_int(file_id, time_varid,(/1/),(/(final_hour - 
start_hour)/step_length+1/),  time_values) 
      deallocate(time_values, stat = allocateStatus) 
 
      ! We put the values for the rlat and rlon variables: 
      if(regional .eq. 1) then 
        allocate( rlon_values( im ), stat = AllocateStatus) 
        if(AllocateStatus .ne. 0) then 
          print *,'Memory allocation error.' 
        endif 
        mid_val = (im+1)/2 
        do i=1,im 
          rlon_values(i) = lon_step *(i-mid_val)   
        enddo 
        stat = nf_put_vara_real(file_id, rlon_id,(/1/),(/im/),  rlon_values) 
        deallocate(rlon_values, stat = allocateStatus) 
        allocate( rlat_values( jm ), stat = AllocateStatus) 
        if(AllocateStatus .ne. 0) then 
          print *,'Memory allocation error.' 
        endif 
        mid_val = (jm+1)/2 
        do i=1,jm 
          rlat_values(i) = lat_step *(i-mid_val)   
        enddo 
        stat = nf_put_vara_real(file_id, rlat_id,(/1/),(/jm/),  rlat_values) 
        deallocate(rlon_values, stat = allocateStatus) 
      else 
        allocate( rlon_values( im - 2 ), stat = AllocateStatus) 
        if(AllocateStatus .ne. 0) then 
          print *,'Memory allocation error.' 
        endif 
        mid_val = (im-1)/2 
        do i=1,im-2 
          rlon_values(i) = lon_step *(i-mid_val)   
        enddo 
        stat = nf_put_vara_real(file_id, rlon_id,(/1/),(/im - 2/),  rlon_values) 
        deallocate(rlon_values, stat = allocateStatus) 
        allocate( rlat_values( jm - 2 ), stat = AllocateStatus) 
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        if(AllocateStatus .ne. 0) then 
          print *,'Memory allocation error.' 
        endif 
        mid_val = (jm-1)/2 
        do i=1,jm-2 
          rlat_values(i) = lat_step *(i-mid_val)   
        enddo 
        stat = nf_put_vara_real(file_id, rlat_id,(/1/),(/jm-2/),  rlat_values) 
        deallocate(rlon_values, stat = allocateStatus) 
      endif 
 
    endif 
 
    ! Here we open the binary file and start working: 
    open(17, file=binary_name, status='old', access='sequential', form='unformatted', 
action='read') 
 
    do i=1,n_vars 
      step = 1+(hour-start_hour)/step_length 
      print*, 'Processing variable', i, ' of ', n_vars, trim(var_names(i)) 
      if( (var_ndims(i) .ge. 2) .and. (var_dimnames(i,2) /= 'time' ) ) then 
        ! print*,'Ndim' 
        call parse_ndim_value(17, file_id, i , hour) 
      !else if (var_ndims(i) .eq. 3) then 
      !  ! 2dim + time 
      !  print*,'WTF??? ' , var_ndims(i) , var_names(i) 
      !else if ( ( var_ndims(i) .eq. 2 ) .and. (var_dimnames(i,2) /= 'time' ) ) then 
      !  ! 2dim variable 
      else if (var_ndims(i) .eq. 2) then 
        ! It's defined over two dimensions and one of them is time. 
        call parse_1timed_dim_value(17, file_id, var_id(i), var_types(i), 
var_dimlen(i,1), step) 
      else if (var_ndims(i) .eq. 1 .and. (var_dimnames(i,1) == 'time') ) then 
        ! 1 Dimensional and time-dependant. 
        ! It's only defined over time: 
        if(var_types(i) == 'float') then 
          read(17) aux_0r 
          stat = nf_put_vara_real( file_id, var_id(i), (/ step /),(/ 1 /), aux_0r) 
        else if(var_types(i) == 'int' ) then 
          read(17) aux_0i 
          stat = nf_put_vara_int( file_id, var_id(i), (/ step /),(/ 1 /), aux_0i) 
        endif 
      else if (var_ndims(i) .eq. 1) then 
        ! 1 dimensional and not time dependant 
        if(( hour .eq. start_hour) .and. ( var_active(i) .ne. 0) ) then 
          ! Is the first binary file, we have to read the value and put it on the netCDF 
file. 
          call parse_1dim_value(17, file_id, var_id(i), var_types(i), var_dimlen(i,1)) 
        else 
          ! I'ts already been put in the netCDF file, so we can ignore it 
          read(17) 
        endif 
      else 
        ! Atribute, it takes too long to redo them, for the moment we ignore them. 
        if(( hour .eq. start_hour) .and. ( var_active(i) .ne. 0) ) then 
          ! Is an attribute: We only use it if it's the first file and it's activated. 
          ! This has been disabled because the netcdf redefines take a lot of time. 
          call parse_0dim_value(17, file_id, var_id(i), var_types(i), var_names(i))  
          !read(17) 
        else 
          ! I'ts already been put in the netCDF file, so we can ignore it 
          read(17) 
        endif 
      endif 
    enddo 
    close(17) 
  enddo 
  stat = nf_close(file_id) 
  if(stat.ne.nf_noerr) then 
    print*,'Error '// nf_strerror(stat) 




Codi IV: Programa principal de Postproc 
 
SUBROUTINE ANOTHER_NMMB_POSTPROCESS() 
 USE v_interp_info 
 USE static_info 
 USE aod_info 
 IMPLICIT NONE 




 INTEGER, SAVE          :: NUM_BIN_FILE=0 
 LOGICAL, SAVE          :: NAMELIST_PROCESSED=.FALSE. 
 LOGICAL                :: FILE_EXISTS 
 
 ! Auxiliar info: 
 integer, save         :: aux_0i, mid_val 
 real, save            :: aux_0r 
 ! Post-process behaviour configuration: 
 
 character(MAX_NAME_L), save :: netcdf_name, binary_name 
 integer, save               :: stat, file_id, i, j, k, hour, n_rec, 
input_number_digits, AllocateStatus, extra_vars, step 
 character(MAX_NAME_L), save :: input_name_sufix, input_name_prefix, style, 
time_units 
 
 ! Namelist data 
 namelist / filenames /    input_path, input_name_prefix, input_name_sufix, 
input_number_digits, output_path, output_name 
 namelist / time_info /    start_hour, final_hour, step_length 
 namelist / configs /      reverse_pressure, regional, vertical_interpolation, \ 
                           lsm, ppsl, nsmooths, smooth_weight, fill_value, 
missing_value 
 namelist / extra_files /  file_description, extra_var_info 
 namelist / info_aod /     regenerate_aod, new_aod_name, g, r_v, r_d, ext_coef, 
rho_dust, r_dust_e 
!-----------------------------------------------------------------------   
 
 IF(NAMELIST_PROCESSED.EQ..FALSE.) THEN 
  ! Load the namelist: 
  namelist_name = "./namelist.anp" 
  open(8, FILE=namelist_name, STATUS='OLD') 
  read(8, filenames) 
  read(8, time_info) 
  read(8, configs) 
  read(8, extra_files) 
  read(8, info_aod) 
  close(8) 
 
  ! We load the binary file description file (written by hand, nmmb does 
not generate it). 
  call process_binary_file_description( ) 
  ! We load additional information from the variables(standard_name, long 
name, units) 
  call process_additional_information( ) 
 







 write(binary_name,trim(style))  trim(input_path) // '/' // 
trim(input_name_prefix), hour, trim(input_name_sufix) 
 INQUIRE(FILE=binary_name, EXIST=FILE_EXISTS) 
 IF(FILE_EXISTS.EQ..TRUE.) THEN 
  IF(hour.EQ.start_hour) THEN 
   netcdf_name = trim(output_path)// '/' // trim(output_name) 
 
   ! Anew function should have everything between this and .... 
   ! We create the netCDF file, declaring dimensions, variables, 
attributes... 
   ! Creation 
   stat = nf_create( netcdf_name, NF_64BIT_OFFSET, file_id) 
   if(stat.ne.NF_NOERR) print*,'The following error has ocurred 
'//nf_strerror(stat) 
 
   ! Dimensions 
   ! Is done this way for two reasons: 
   ! 1 - To add the time variable where we need it. 
   ! 2 - To possibly modify dimensions lengths on the netCDF file to 
be able to resize the domain, 
   !     both horizontally ( -2 rows and -2 columns ), and vertically 
if we want to interpolate data. 
   dim_names(n_dims+1) = 'time' 
   dim_len(n_dims+1) = NF_UNLIMITED 
   stat = nf_def_dim( file_id, trim(dim_names(n_dims+1)), 
dim_len(n_dims+1), dim_ids(n_dims+1) ) 
   if(stat.ne.NF_NOERR) print*,'The following error has ocurred 
'//nf_strerror(stat) 
   !print*, trim(dim_names(n_dims+1)), '*****', dim_len(n_dims+1), 
'****', dim_ids(n_dims+1) 
 
   do i=1,n_dims 
     !if( (dim_names(i) == 'i' .or. dim_names(i)=='j') .and. 
(regional .eq. GLOBAL) ) then 
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     !  stat = nf_def_dim( file_id, trim(dim_names(i)), dim_len(i) - 
2, dim_ids(i) ) 
     !else if( dim_names(i) == 'i'  .and. regional .eq. REGIONAL ) 
then 
     if( dim_names(i) == 'i'  .and. regional .eq. REGIONAL ) then 
    stat = nf_def_dim( file_id, 'rlon', dim_len(i) , 
dim_ids(i) ) 
    i_dimid = dim_ids(i) 
     else if( dim_names(i) == 'j'  .and. regional .eq. REGIONAL ) 
then 
    stat = nf_def_dim( file_id, 'rlat', dim_len(i), dim_ids(i) 
)  
    j_dimid = dim_ids(i) 
     else if( dim_names(i) == 'i'  .and. regional .eq. GLOBAL ) then 
    stat = nf_def_dim( file_id, 'lon', dim_len(i) - 2 , 
dim_ids(i) ) 
    i_dimid = dim_ids(i) 
     else if( dim_names(i) == 'j'  .and. regional .eq. GLOBAL ) then 
    stat = nf_def_dim( file_id, 'lat', dim_len(i) - 2, 
dim_ids(i) )  
    j_dimid = dim_ids(i) 
     else if( (dim_names(i) == 'lm' ) .and. (vertical_interpolation 
.eq. 1) ) then 
    !dim_names(i) = 'pres' 
    !stat = nf_def_dim( file_id, trim(dim_names(i)), lsm-2, 
dim_ids(i) ) 
    stat = nf_def_dim( file_id, trim('press'), lsm-2, 
dim_ids(i) ) 
    pres_dimid = dim_ids(i) 
     else if( (dim_names(i) == 'lmp') .and. (vertical_interpolation 
.eq. 1) ) then 
    stat = nf_def_dim( file_id, trim(dim_names(i)), lsm-1, 
dim_ids(i) ) 
     else 
    stat = nf_def_dim( file_id, trim(dim_names(i)), 
dim_len(i), dim_ids(i) ) 
     endif 
     if(stat.ne.NF_NOERR) print*,'The following error has ocurred 
'//nf_strerror(stat) 
   enddo 
 
   ! We augment the counter to take into account the Time dimension 
   n_dims = n_dims+1 
 
   reg_grid_map = 'rotated_pole' 
 
   ! Variables: 
   ! First we need to calculate variables' dimensions identifiers ant 
thir lengths 
   do i=1,n_vars 
     do j=1,var_ndims(i) 
    do k=1,n_dims 
      if( dim_names(k) == var_dimnames(i,j) ) then 
     var_dimids(i,j) = dim_ids(k) 
     var_dimlen(i,j) = dim_len(k) 
      endif 
    enddo 
     enddo 
     ! Adding time dimension where needed: 
     if(var_active(i) .eq. 2) then 
    var_ndims(i) = var_ndims(i) + 1 
    var_dimnames(i, var_ndims(i)) = 'time' 
    var_dimids(i, var_ndims(i)) = dim_ids(n_dims) 
    var_dimlen(i, var_ndims(i)) = 1 
     endif 
     if ( ( regional .eq. 0) .and. ( (var_names(i) == 'glat' ) .or. 
(var_names(i) == 'glon') ) ) then 
    var_active(i) = 0 
     else if(var_names(i) == 'h') then 
    var_active(i) = 0 
     else if( ( regenerate_aod .eq. 1) .and. ( var_names(i) == 
new_aod_name ) ) then 
    var_active(i) = 0 
     end if 
   enddo 
  
   stat = nf_def_var( file_id, 'time', NF_INT, 1, dim_ids(n_dims), 
time_varid) 
   stat = nf_put_att_text(file_id, time_varid,'units', len('hours 
since YYYY-MM-DD HH:MM'), 'hours since YYYY-MM-DD HH-MM') 
   stat = nf_put_att_text(file_id, time_varid,'long_name', 
len('time'), 'time') 
   stat = nf_put_att_text(file_id, time_varid,'calendar', 
len('standard'), 'standard') 





   if(vertical_interpolation.eq.1) then 
     stat = nf_def_var(file_id, 'pres', NF_FLOAT, 1, pres_dimid, 
pres_varid) 
     stat = nf_put_att_text(file_id, pres_varid,'units', len('hPa'), 
'hPa') 
     stat = nf_put_att_text(file_id, pres_varid,'long_name', 
len('pressure level'), 'pressure level') 
     stat = nf_put_att_text(file_id, pres_varid,'standard_name', 
len('pressure'), 'pressure') 
     !if( regional .eq. 1) then 
     !  stat = nf_put_att_text( file_id, pres_varid, 'coordinates',   
7, 'lon lat' ) 
     !  stat = nf_put_att_text( file_id, pres_varid,'grid_mapping', 
len(trim(reg_grid_map)), reg_grid_map) 
     !endif 
   endif 
  
   if( regional .eq. 1) then 
     stat = nf_def_var (file_id, 'rotated_pole', NF_CHAR, 0, 0, 
projection_id) 
     stat = nf_put_att_text(file_id, projection_id, 
'grid_mapping_name', len('rotated_latitude_longitude'), \ 
      'rotated_latitude_longitude') 
     stat = nf_def_var( file_id, 'rlon', NF_REAL, 1, (/ i_dimid /), 
rlon_id) 
     stat = nf_put_att_text( file_id, rlon_id, 'long_name', 
len('longitude in rotated_pole grid'), \ 
      'longitude in rotated_pole grid') 
     stat = nf_put_att_text( file_id, rlon_id, 'units', 
len('degrees'), 'degrees') 
     stat = nf_put_att_text( file_id, rlon_id, 'standard_name', 
len('grid_longitude'), 'grid_longitude') 
    
     stat = nf_def_var( file_id, 'rlat', NF_REAL, 1, (/ j_dimid /), 
rlat_id) 
     stat = nf_put_att_text( file_id, rlat_id, 'long_name', 
len('latitude in rotated_pole grid'), \ 
      'latitude in rotated_pole grid') 
     stat = nf_put_att_text( file_id, rlat_id, 'units', 
len('degrees'), 'degrees') 
     stat = nf_put_att_text( file_id, rlat_id, 'standard_name', 
len('grid_latitude'), 'grid_latitude') 
   else 
     stat = nf_def_var( file_id, 'lon', NF_REAL, 1, (/ i_dimid /), 
rlon_id) 
     stat = nf_put_att_text( file_id, rlon_id, 'long_name', 
len('longitude'), 'longitude') 
     stat = nf_put_att_text( file_id, rlon_id, 'units', 
len('degrees_east'), 'degrees_east') 
     stat = nf_put_att_text( file_id, rlon_id, 'standard_name', 
len('longitude'), 'longitude') 
    
     stat = nf_def_var( file_id, 'lat', NF_REAL, 1, (/ j_dimid /), 
rlat_id) 
     stat = nf_put_att_text( file_id, rlat_id, 'long_name', 
len('latitude'), 'latitude') 
     stat = nf_put_att_text( file_id, rlat_id, 'units', 
len('degrees_north'), 'degrees_north') 
     stat = nf_put_att_text( file_id, rlat_id, 'standard_name', 
len('grid_latitude'), 'grid_latitude') 
 
   endif 
   stat = nf_put_att_text( file_id, NF_GLOBAL, 'Conventions', 
len('CF-1.6'), 'CF-1.6') 
   stat = nf_put_att_text( file_id, NF_GLOBAL, 'history', len('NMMB 
post process file created by ANP.'), \ 
    'NMMB post process file created by ANP.') 
 
   do i=1,n_vars 
     ! 0 dimensional or disabled variables are not defined as 
variables. 
     print*,i,n_vars 
     if( (var_active(i) .ne. 0) .and. var_ndims(i).ne.0 ) then 
    if(var_types(i) == 'int') then 
      stat = nf_def_var( file_id, var_names(i), NF_INT, 
var_ndims(i), var_dimids(i,:), var_id(i) ) 
    else if(var_types(i) == 'float') then 
      stat = nf_def_var( file_id, var_names(i), NF_FLOAT, 
var_ndims(i), var_dimids(i,:), var_id(i) ) 
    endif 
    if(stat.ne.nf_noerr) then 
      print*,'Error '// var_names(i)// ' '//nf_strerror(stat) 
      do j=1,var_ndims(i) 
     print*, var_dimnames(i,j), '***', var_dimlen(i,j), 
'***', var_dimids(i,j) 
      enddo 
    endif 
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    ! Warning in case units/longname/standard_name have not 
been defined. 
    if( index(var_long_name(i),' ') .le. 1 ) then 
      print*,'Attributes for variable ' // trim(var_names(i)) 
// ' not defined.' 
    endif 
    ! We define the attributes for the variable 
    stat = nf_put_att_text( file_id, var_id(i), 'units',         
len(trim(var_units(i))), var_units(i) ) 
    stat = nf_put_att_text( file_id, var_id(i), 'long_name',     
len(trim(var_long_name(i))), var_long_name(i) ) 
    stat = nf_put_att_text( file_id, var_id(i), 
'standard_name', len(trim(var_std_name(i))), var_std_name(i) ) 
    if( (var_dimnames(i,1) =="i") .and. (var_dimnames(i,2) == 
'j') ) then 
      if(regional .eq. REGIONAL) then 
     stat = nf_put_att_text( file_id, var_id(i), 
'coordinates',   7, 'lon lat' ) 
     stat = nf_put_att_text(file_id, 
var_id(i),'grid_mapping', len(trim(reg_grid_map)), reg_grid_map) 
      endif 
    endif 
    stat = nf_put_att_real( file_id, var_id(i), 
'missing_value', NF_REAL, 1, missing_value ) 
    stat = nf_put_att_real( file_id, var_id(i), '_FillValue',    
NF_REAL, 1, fill_value ) 
     endif 
   enddo 
  
   ! We have to allocate/initialize the needed variables 
   print*,'Allocate and declare' 
   call allocate_and_declare( file_id ) 
   print*,'Done' 
 
   ! We end the netCDF file definition. 
   stat = nf_enddef(file_id) 
   if(stat.ne.nf_noerr) then 
     print*,'Error '//nf_strerror(stat) 
   endif 
 
   print*,'netCDf definition ended.' 
  ENDIF 
 
  ! Now, we go throught all the binary files ... 
  !do hour=start_hour,final_hour,step_length 
    !write(style,'(a,i1,a,i1,a)') 
'(a,i',input_number_digits,'.',input_number_digits,',a)' 
    !write(binary_name,trim(style))  trim(input_path) // '/' // 
trim(input_name_prefix), hour, trim(input_name_sufix) 
    print*,'Binary_file:', trim(binary_name) 
    ! We load the data that we need by name for the vertical interpolation, 
aod regeneration, etc. 
    call load_data_from_file( binary_name ) 
    print*,'Interpolation data loaded.' 
 
    if( vertical_interpolation .eq. 1 ) then 
   print*,'Create interpolation variables.' 
   call create_interpolation_variables( ) 
    else 
   print*,'Create_height' 
   call create_height( ) 
    endif 
   
    if( regenerate_aod .eq. 1) then 
   print*,'Creating AOD.' 
   call create_new_aod( ) 
    end if 
 
    print*,'Putting static variables' 
    call put_static_variables( file_id,  hour ) 
    print*,'Done' 
 
    if(hour .eq. start_hour) then 
   ! Let's create the time variable: 
   write(time_units,'(a,i4.4,a,i2.2,a,i2.2,a,i2.2,a,i2.2)')  'hours 
since ', fcst_year, '-', fcst_month, \ 
       '-', fcst_day,' ', fcst_hour,':', fcst_minute 
   stat = nf_redef(file_id) 
   stat = nf_put_att_text(file_id, time_varid,'units', 
len(trim(time_units)), trim(time_units)) 
   ! Projection variable for rotated latitude longitude domains 
   if(regional .eq. 1) then 
     call lltorll ( 90.0, 0.0, ref_lat, ref_lon, north_pole_lat, 
north_pole_lon) 
     stat = nf_put_att_real(file_id, projection_id, 
'grid_north_pole_latitude', NF_REAL, 1, north_pole_lat) 
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     stat = nf_put_att_real(file_id, projection_id, 
'grid_north_pole_longitude', NF_REAL, 1, north_pole_lon) 
   endif 
 
   stat = nf_enddef(file_id) 
 
   ! We put the vales for the time variable: 
   allocate( time_values( (final_hour - start_hour)/step_length+1), 
stat = AllocateStatus) 
   if(AllocateStatus .ne. 0) then 
     print *,'Memory allocation error.' 
   endif 
   do i=1,(final_hour - start_hour)/step_length+1 
     time_values(i) = (i-1) * step_length 
     !time_values(i) = start_hour + (i-1) * step_length 
   enddo 
   stat = nf_put_vara_int(file_id, time_varid,(/1/),(/(final_hour - 
start_hour)/step_length+1/),  time_values) 
   deallocate(time_values, stat = allocateStatus) 
 
   ! We put the values for the rlat and rlon variables: 
   if(regional .eq. 1) then 
     allocate( rlon_values( im ), stat = AllocateStatus) 
     if(AllocateStatus .ne. 0) then 
       print *,'Memory allocation error.' 
     endif 
     mid_val = (im+1)/2 
     do i=1,im 
       rlon_values(i) = lon_step *(i-mid_val)   
     enddo 
     stat = nf_put_vara_real(file_id, rlon_id,(/1/),(/im/),  
rlon_values) 
     deallocate(rlon_values, stat = allocateStatus) 
     allocate( rlat_values( jm ), stat = AllocateStatus) 
     if(AllocateStatus .ne. 0) then 
       print *,'Memory allocation error.' 
     endif 
     mid_val = (jm+1)/2 
     do i=1,jm 
       rlat_values(i) = lat_step *(i-mid_val)   
     enddo 
     stat = nf_put_vara_real(file_id, rlat_id,(/1/),(/jm/),  
rlat_values) 
     deallocate(rlon_values, stat = allocateStatus) 
   else 
     allocate( rlon_values( im - 2 ), stat = AllocateStatus) 
     if(AllocateStatus .ne. 0) then 
       print *,'Memory allocation error.' 
     endif 
     mid_val = (im-1)/2 
     do i=1,im-2 
       rlon_values(i) = lon_step *(i-mid_val)   
     enddo 
     stat = nf_put_vara_real(file_id, rlon_id,(/1/),(/im - 2/),  
rlon_values) 
     deallocate(rlon_values, stat = allocateStatus) 
     allocate( rlat_values( jm - 2 ), stat = AllocateStatus) 
     if(AllocateStatus .ne. 0) then 
       print *,'Memory allocation error.' 
     endif 
     mid_val = (jm-1)/2 
     do i=1,jm-2 
       rlat_values(i) = lat_step *(i-mid_val)   
     enddo 
     stat = nf_put_vara_real(file_id, rlat_id,(/1/),(/jm-2/),  
rlat_values) 
     deallocate(rlon_values, stat = allocateStatus) 
   endif 
 
    endif 
 
    ! Here we open the binary file and start working: 
    open(17, file=binary_name, status='old', access='sequential', 
form='unformatted', action='read') 
   
    do i=1,n_vars 
   step = 1+(hour-start_hour)/step_length 
   print*, 'Processing variable', i, ' of ', n_vars, 
trim(var_names(i)) 
   if( (var_ndims(i) .ge. 2) .and. (var_dimnames(i,2) /= 'time' ) ) 
then 
     ! print*,'Ndim' 
     call parse_ndim_value(17, file_id, i , hour) 
   !else if (var_ndims(i) .eq. 3) then 
   !  ! 2dim + time 
   !  print*,'WTF??? ' , var_ndims(i) , var_names(i) 
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   !else if ( ( var_ndims(i) .eq. 2 ) .and. (var_dimnames(i,2) /= 
'time' ) ) then 
   !  ! 2dim variable 
   else if (var_ndims(i) .eq. 2) then 
     ! It's defined over two dimensions and one of them is time. 
     call parse_1timed_dim_value(17, file_id, var_id(i), 
var_types(i), var_dimlen(i,1), step) 
   else if (var_ndims(i) .eq. 1 .and. (var_dimnames(i,1) == 'time') ) 
then 
     ! 1 Dimensional and time-dependant. 
     ! It's only defined over time: 
     if(var_types(i) == 'float') then 
       read(17) aux_0r 
       stat = nf_put_vara_real( file_id, var_id(i), (/ step /),(/ 1 
/), aux_0r) 
     else if(var_types(i) == 'int' ) then 
       read(17) aux_0i 
       stat = nf_put_vara_int( file_id, var_id(i), (/ step /),(/ 1 
/), aux_0i) 
     endif 
   else if (var_ndims(i) .eq. 1) then 
     ! 1 dimensional and not time dependant 
     if(( hour .eq. start_hour) .and. ( var_active(i) .ne. 0) ) then 
       ! Is the first binary file, we have to read the value and put 
it on the netCDF file. 
       call parse_1dim_value(17, file_id, var_id(i), var_types(i), 
var_dimlen(i,1)) 
     else 
       ! I'ts already been put in the netCDF file, so we can ignore 
it 
       read(17) 
     endif 
   else 
     ! Atribute, it takes too long to redo them, for the moment we 
ignore them. 
     if(( hour .eq. start_hour) .and. ( var_active(i) .ne. 0) ) then 
       ! Is an attribute: We only use it if it's the first file and 
it's activated. 
       ! This has been disabled because the netcdf redefines take a 
lot of time. 
       call parse_0dim_value(17, file_id, var_id(i), var_types(i), 
var_names(i))  
       !read(17) 
     else 
       ! I'ts already been put in the netCDF file, so we can ignore 
it 
       read(17) 
     endif 
   endif 
    enddo 
    close(17) 
  !enddo 
 
  IF(hour.EQ.final_hour) THEN 
   stat = nf_close(file_id) 
   if(stat.ne.nf_noerr) then 
    print*,'Error '// nf_strerror(stat) 
   endif 
  ENDIF 
 
  NUM_BIN_FILE=NUM_BIN_FILE+1 
 ENDIF 
END SUBROUTINE ANOTHER_NMMB_POSTPROCESS 
Codi V: Subrutina de Postproc adapatada per a Model 
