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Abstract
At a prospective e+e− Linear Collider (LC) a very precise determination of the
top quark mass with an accuracy of δmt <∼ 100 MeV will be possible. This is to be
compared with the envisaged accuracy of δmt = 1–2 GeV at the Tevatron and the
LHC. We discuss the physics impact of such a precise determination of mt, focusing on
the Standard Model (SM) and its minimal supersymmetric extension (MSSM). In par-
ticular, we show the importance of a precise knowledge of mt for electroweak precision
observables, and for Higgs physics and the scalar top sector of the MSSM. Taking the
mSUGRA model as a specific example, we furthermore demonstrate the importance
of a precise mt value for the prediction of sparticle masses and for constraints on the
parameter space allowed by the relic density. The uncertainty in mt also significantly
affects the reconstruction of the supersymmetric high scale theory. We find that going
from hadron collider to LC accuracy in mt leads to an improvement of the investigated
quantities by up to an order of magnitude.
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1 Introduction
At a prospective e+e− Linear Collider (LC) a very precise determination of the top quark
mass with an accuracy of
δmt <∼ 100 MeV (LC) (1)
will be possible [1, 2, 3, 4, 5, 6]. This has to be compared with the envisaged accuracy of
δmt = 1–2 GeV (Tevatron,LHC) (2)
at hadron colliders, i.e. Run II of the Tevatron and the LHC [7]. The question arises of what
can be learnt from the improved accuracy obtainable at the LC. Some implications have
recently been discussed in Ref. [8]. In the present paper, we perform a detailed investigation
of the physics impact of the LC precision on mt, focusing on the Standard Model (SM)
and the Minimal Supersymmetric Standard Model (MSSM). We study the dependence of
different quantities on mt and compare these effects with the anticipated future experimental
accuracies, taking into account theoretical uncertainties induced by the experimental errors
of other input parameters, as well as uncertainties from unknown higher-order corrections.
We discuss in particular possible improvements in the analysis of electroweak precision
observables induced by a precision measurement ofmt. Moreover, we demonstrate the impact
of the achievable precision in mt on the phenomenology of the Higgs and stop sectors of the
MSSM, on the possibility to reconstruct the underlying high scale theory, and on constraints
from the dark matter relic density.
While the examples presented in this paper are by no means exclusive, we believe that
they give a fair idea of the physics impact of a very precise determination of mt. Other
examples where mt is an important parameter are, for example, B and K physics. B and
K decays and B0–B¯0 mixing are, however, significantly affected by hadronic uncertainties,
such that a mt precision of a few GeV is sufficient; see also Ref. [8]. Also for the high-
precision determination of αs(MZ) at the Z-boson resonance (GigaZ) it turned out that
δmt ∼ 1 GeV will be sufficient [9].
In our analysis we do not discuss different definitions of the top quark mass. The accu-
racy of the mass parameter extracted from the tt¯ threshold measurements at the LC will be
significantly better than the 100 MeV quoted in eq. (1), see [1,2,3,4,5,6]. However, its tran-
sition into a short-distance mass (like the MS mass) that is suitable as an input parameter for
the observables that we investigate below, involves further theoretical uncertainties. Taking
these uncertainties into account, an accuracy in the mt determination of δmt <∼ 100 MeV
as quoted in eq. (1) seems to be feasible (for a review, see [4] and references therein). This
requires an experimental accuracy of αs(MZ) of about 0.001, which can be obtained from
LC measurements also at the tt¯ threshold [5], possibly from event shape measurements at
the LC [6], and from LC measurements at GigaZ, where an even higher accuracy seems to
be achievable [9].
The remaining parts of the paper are organized as follows: Section 2 focuses on the
electroweak precision observables in the SM and the MSSM. Internal consistency checks of
the two models are investigated, and the impact of the precision inmt is analysed with respect
to the experimental accuracy of the precision observables and the theoretical uncertainties
of the predictions. The influence of δmt on precision physics in the MSSM Higgs and stop
sectors is analysed in Sect. 3. In Sect. 4 we study the relevance of δmt in renormalization
1
group (RG) running of SUSY parameters. We investigate the consequences for chargino and
neutralino mass predictions, dark matter constraints on mSUGRA parameters, and for the
reconstruction of the SUSY–breaking boundary conditions. Section 5 gives a summary and
conclusions.
2 Electroweak precision observables
2.1 Consistency tests of the SM and the MSSM
Electroweak precision observables (EWPO) can be used to perform internal consistency
checks of the model under consideration and to obtain indirect constraints on the unknown
model parameters. This is done by comparing the experimental results of the EWPO with
their theory prediction within, for example, the SM or the MSSM. In this subsection, we
focus on the two most prominent observables in the context of electroweak precision tests,
the W boson mass MW and the effective leptonic mixing angle sin
2 θeff .
Currently the uncertainty in mt is by far the dominant effect in the theoretical uncertain-
ties of the EWPO. Today’s experimental errors ofMW and sin
2 θeff [10] are shown in Table 1,
together with the prospective future experimental errors obtainable at the Tevatron [11], the
LHC [12], and the LC without [1, 2, 13] and with a GigaZ option [14, 15] (see [16] for a
compilation of these errors and additional references).
Today Tevatron/LHC LC GigaZ
δ sin2 θeff(×105) 17 14–20 – 1.3
δMW [MeV] 34 15 10 7
Table 1: Experimental errors of MW and sin
2 θeff at present and future colliders [10, 11, 12,
1, 2, 13, 14, 15, 16].
There are two sources of theoretical uncertainties: (i) those from unknown higher-order
corrections, which we call intrinsic theoretical uncertainties, and (ii) those from experimental
errors of the input parameters, which we call parametric theoretical uncertainties. The
intrinsic uncertainties within the SM are currently [16, 17]
∆M intr,todayW ≈ ±4 MeV, ∆sin2 θintr,todayeff ≈ ±6× 10−5 . (3)
They are based on the present status of the theoretical predictions in the SM, namely the
complete two-loop result for MW (see [18] and references therein), a partial two-loop result
for sin2 θeff (see [19] and references therein) and leading three-loop contributions to both
observables (see [20] for the latest result, and references therein). For the MSSM, the avail-
able results beyond one-loop order are less advanced than in the SM (for the latest two-loop
results, see [21] and references therein). Thus, the intrinsic uncertainties in the MSSM are
still considerably larger than the ones quoted for the SM in eq. (3) [22].
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The parametric uncertainties induced by the experimental errors of mt and ∆αhad are
currently [23]
δmt = 5.1 GeV ⇒ ∆Mpara,mtW ≈ ±31 MeV, ∆sin2 θpara,mteff ≈ ±16× 10−5 (4)
δ(∆αhad) = 36× 10−5 ⇒ ∆Mpara,∆αhadW ≈ ±6.5 MeV, ∆sin2 θpara,∆αhadeff ≈ ±13 × 10−5 .
Accordingly, the parametric uncertainties of MW and sin
2 θeff induced by δmt are approx-
imately as large as the current experimental errors. For the case of MW the parametric
uncertainty ∆Mpara,mtW is more than four times larger than ∆M
para,∆αhad
W and more than 15
times larger than ∆M intr,todayW .
In order to exploit the high experimental precision of the EWPO obtainable at the next
generation of colliders for constraining effects of new physics, a precise measurement of mt is
mandatory. The parametric uncertainties induced by future mt measurements in comparison
with the ones from a future error of ∆αhad [24] and from the error of MZ are [7, 22]
δmt = 2 GeV ⇒ ∆Mpara,mtW ≈ ±12 MeV, ∆sin2 θpara,mteff ≈ ±6× 10−5
δmt = 1 GeV ⇒ ∆Mpara,mtW ≈ ±6 MeV, ∆sin2 θpara,mteff ≈ ±3× 10−5
δmt = 0.1 GeV ⇒ ∆Mpara,mtW ≈ ±1 MeV, ∆sin2 θpara,mteff ≈ ±0.3× 10−5 (5)
δ(∆αhad) = 5× 10−5 ⇒ ∆Mpara,∆αhadW ≈ ±1 MeV, ∆sin2 θpara,∆αhadeff ≈ ±1.8 × 10−5
δMZ = 2.1 MeV ⇒ ∆Mpara,MZW ≈ ±2.5 MeV, ∆sin2 θpara,MZeff ≈ ±1.4 × 10−5 .
In order to keep the theoretical uncertainty induced by mt at a level comparable to or
smaller than the other parametric and intrinsic uncertainties (the latter are expected to
further improve in the near future), δmt has to be smaller than about 0.2 GeV in the case
of MW , and about 0.5 GeV in the case of sin
2 θeff .
1 This level of theoretical accuracy is
necessary in order to exploit the prospective experimental precision of the EWPO at a LC
with GigaZ option, see Table 1.
As an example for the potential of a precise measurement of the EWPO to explore the
effects of new physics, we show in Fig. 1 the predictions for MW and sin
2 θeff in the SM and
the MSSM in comparison with the prospective experimental accuracy obtainable at the LHC
and an LC without GigaZ option (labelled as LHC/LC) and with the accuracy obtainable at
an LC with GigaZ option (labelled as GigaZ). The current experimental values are taken as
the central ones [10]. For the Higgs boson mass a future measured value ofmh = 115 GeV has
been assumed (in accordance with the final lower bound obtained at LEP [25]). The MSSM
parameters have been chosen in this example according to the reference point SPS1b [26].
In Fig. 1 the inner (blue) areas correspond to δmt = 0.1 GeV (LC), while the outer (green)
areas arise from δmt = 2 GeV (LHC). For the error of ∆αhad we have again assumed a future
determination of 5 × 10−5. In the SM, this is the only relevant uncertainty apart from δmt
(the remaining effects of future intrinsic uncertainties have been neglected in this figure).
The future experimental uncertainty of mh is insignificant for electroweak precision tests.
For the experimental errors on the SUSY parameters we have assumed a 5% uncertainty
1The parametric theoretical uncertainty of sin2 θeff appears to be limited by the prospective accuracy of
∆αhad in eq. (5). However, the theoretical uncertainty of sin
2 θeff can be further reduced in this case by
trading ∆αhad as an input parameter for the Fermi constant GF and MW , see eq. (10) below, leading in this
way to an even stricter requirement on the experimental precision of mt.
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Figure 1: The predictions for MW and sin
2 θeff in the SM and the MSSM (SPS1b). The
inner (blue) areas correspond to δmt = 0.1 GeV (LC), while the outer (green) areas arise
from δmt = 2 GeV (LHC). The anticipated experimental errors on MW and sin
2 θeff at the
LHC/LC and at a LC with GigaZ option are indicated.
for mt˜1 , mt˜2 , mb˜1 , mb˜2 around their values given by SPS1b. The mixing angles in the t˜ and
b˜ sectors have been left unconstrained. The mass of the CP-odd Higgs bosonMA is assumed
to be determined to about 10%, and it is assumed that tanβ ≈ 30± 4.5, where tan β is the
ratio of the vacuum expectation values of the two Higgs doublets of the MSSM.
The figure shows that the improvement in δmt from δmt = 2 GeV to δmt = 0.1 GeV
strongly reduces the parametric uncertainty in the prediction for the EWPO. In the SM
case it leads to a reduction by about a factor of 10 in the allowed parameter space of the
MW − sin2 θeff plane. In the MSSM case, where many additional parametric uncertainties
enter, a reduction by a factor of more than 2 is obtained in this example. This precision will
be crucial to establish effects of new physics via EWPO.
2.2 Indirect determination of the SM top Yukawa coupling
A high precision on mt is also important to obtain indirect constraints on the top Yukawa
coupling yt from EWPO [21]. The top Yukawa coupling enters the SM prediction of EWPO
starting at O(ααt) [27]. Indirect bounds on this coupling can be obtained if one assumes
that the usual relation between the Yukawa coupling and the top quark mass, yt =
√
2mt/v
(where v is the vacuum expectation value), is modified.
Assuming a precision of δmt = 2 GeV, an indirect determination of yt with an accuracy
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of only about 80% can be obtained from the EWPO measured at an LC with GigaZ option.
A precision of δmt = 0.1 GeV, on the other hand, leads to an accuracy of the indirect
determination of yt of about 40%. The inclusion of further subleading terms beyond O(ααt)
would increase this precision; see the discussion in [21]. The indirect determination of yt
from EWPO is competitive with the indirect constraints from the tt¯ threshold [5]. These
indirect determinations of yt represent an independent and complementary approach to the
direct measurement of yt via tt¯H production at the LC, which of course provides the highest
accuracy [1, 28].
3 Implications for the MSSM
3.1 Radiative corrections in the MSSM Higgs boson sector
In contrast to the SM, where the Higgs boson mass is a free input parameter, the mass of the
lightest CP-even Higgs boson in the MSSM can be predicted in terms of other parameters
of the model. Thus, precision measurements in the Higgs sector of the MSSM have the
potential to play a similar role as the “conventional” EWPO for constraining the parameter
space of the model and possible effects of new physics.
At the tree level, the masses of the neutral CP-even Higgs bosons can be expressed in
terms of MZ , MA and tanβ = v2/v1 as follows:
m2h,tree =
1
2
[
M2A +M
2
Z −
√
(M2A +M
2
Z)
2 − 4M2ZM2A cos2 2β
]
m2H,tree =
1
2
[
M2A +M
2
Z +
√
(M2A +M
2
Z)
2 − 4M2ZM2A cos2 2β
]
. (6)
This implies an upper bound of mh,tree < MZ . The existence of such a bound, which does
not occur in the case of the SM Higgs boson, can be related to the fact that the quartic
term in the Higgs potential of the MSSM is given in terms of the gauge couplings, while the
quartic coupling is a free parameter in the SM.
The tree-level bound, being obtained from the gauge couplings, receives large correc-
tions from SUSY-breaking effects in the Yukawa sector of the theory. The leading one-loop
correction is proportional to m4t . For instance, the leading logarithmic one-loop term (for
vanishing mixing between the squarks) reads [29]
∆m2h =
3GFm
4
t√
2 pi2 sin2 β
ln
(
mt˜1mt˜2
m2t
)
. (7)
Corrections of this kind have dramatic effects on the predicted value of mh and many other
observables in the MSSM Higgs sector. The one-loop corrections can shift mh by 50–100%.
Since this shift is related to effects from a part of the theory that does not enter at tree
level, corrections even of this size do not invalidate the perturbative treatment. In fact,
the relative size of the one- and two-loop corrections [30, 31, 32, 33, 34, 35, 36, 37, 38, 39] is in
accordance with the expectation from a perturbative expansion.
Since these very large corrections are proportional to the fourth power of the top quark
mass, the predictions for mh and many other observables in the MSSM Higgs sector strongly
depend on the value of mt. As a rule of thumb [40], a shift of δmt = 1 GeV induces a
parametric theoretical uncertainty of mh of also about 1 GeV, i.e. ∆m
δmt
h ≈ δmt.
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Comparing a precise measurement of mh and other Higgs sector observables with the
MSSM prediction will allow us to obtain sensitive constraints on the MSSM parameters,
in particular MA, tanβ, and the parameters of the stop and sbottom sectors. A precise
knowledge ofmt will clearly be mandatory in order to sensitively probe the MSSM parameters
or even effects of physics beyond the MSSM.
In order to discuss the impact of a precise measurement of mt on the phenomenology of
the MSSM Higgs sector more quantitatively, we restrict our analysis to the lightest MSSM
Higgs boson mass mh for simplicity. Concerning the relevance of the experimental precision
ofmt, as discussed above, three other sources of uncertainties have to be investigated, namely
the experimental error, δmexph , the parametric theoretical uncertainty from other SM input
parameters, ∆mparah , and the intrinsic theoretical uncertainty from unknown higher-order
corrections, ∆mintrh :
• Experimental error:
The prospective accuracies that can be obtained in the experimental determination of
mh at the LHC [41] and at the LC [1, 2] are:
δmexph ≈ 200 MeV (LHC) (8)
δmexph ≈ 50 MeV (LC) . (9)
• Parametric theoretical uncertainty from other SM input parameters:
Besides mt, the other SM input parameters whose experimental errors can be relevant
to the prediction of mh are MW , αs, and mb. The W boson mass MW mainly enters
via the reparameterization of the electromagnetic coupling α in terms of the Fermi
constant GF :
α =
√
2GF
pi
M2W
(
1− M
2
W
M2Z
)
1
1 + ∆r
, (10)
where the quantity ∆r summarizes the radiative corrections.
The present experimental error of δM expW = 34 MeV leads to a parametric theoretical
uncertainty of mh below 0.1 GeV. In view of the prospective improvements in the
experimental accuracy of MW , the parametric uncertainty induced by MW will be
smaller than the one induced by mt, even for δmt = 0.1 GeV.
The current experimental error of the strong coupling constant, δαs(MZ) = 0.002 [42],
induces a parametric theoretical uncertainty of mh of about 0.3 GeV. Since a future
improvement of the error of αs(MZ) by about a factor of 2 can be envisaged [9,14,42],
the parametric uncertainty induced by mt will dominate over the one induced by
αs(MZ) down to the level of δmt = 0.1–0.2 GeV.
The mass of the bottom quark currently has an experimental error of about δmb =
0.1 GeV [42, 43]. A future improvement of this error by about a factor of 2 seems
to be feasible [43]. The influence of the bottom and sbottom loops on mh depends
on the parameter region, in particular on the values of tan β and µ (the higgsino
parameter). For small tanβ and/or µ the contribution from bottom and sbottom
loops to mh is typically below 1 GeV, in which case the uncertainty induced by the
current experimental error on mb is completely negligible. For large values of tan β
and µ, the effect of bottom/sbottom loops can exceed 10 GeV in mh [38, 44]. Even
6
in these cases we find that the uncertainty in mh induced by δmb = 0.1 GeV rarely
exceeds the level of 0.1 GeV, since higher-order QCD corrections effectively reduce the
bottom quark contributions. Thus, the parametric uncertainty induced by mt will in
general dominate over the one induced by mb, even for δmt ≈ 0.1 GeV.
The comparison of the parametric uncertainties of mh induced by the experimental
errors of MW , αs(MZ) and mb with the one induced by the experimental error of the
top quark mass shows that an uncertainty of δmt ≈ 1 GeV, corresponding to the
accuracy achievable at the LHC, will be the dominant parametric uncertainty of mh.
The accuracy of δmt ≈ 0.1 GeV achievable at the LC, on the other hand, will allow a
reduction of the parametric theoretical uncertainty induced by δmt to about the same
level as the uncertainty induced by the other SM input parameters.
• Intrinsic error:
Concerning the intrinsic theoretical uncertainty in the prediction formh from unknown
higher-order corrections, considerable progress has been made over the last years. The
full one-loop corrections [30], the leading corrections at O(αtαs) [31, 32, 33, 34], the
subleading O(α2t ) contributions [35, 36], as well as the leading O(αbαs, αtαb, α2b) cor-
rections [38] are available. Recently, also the full electroweak two-loop corrections in
the approximation of vanishing external momentum have been published [39].
However, at the present level of sophistication in the evaluation of two-loop contribu-
tions to mh, the intrinsic uncertainty from unknown higher-order corrections is still
estimated to be rather large [44, 45]:
∆mintr,todayh ≈ 3 GeV . (11)
If this intrinsic uncertainty cannot drastically be reduced, it will clearly be the domi-
nant theoretical uncertainty in the future. On the other hand, there are no principle
obstacles that would prevent an improvement of the accuracy of the perturbative evalu-
ation to the level of ∆mintr,futureh ≈ 0.1 GeV. This very ambitious goal clearly demands
an enormous effort, requiring the bulk part of three-loop corrections and leading higher-
order contributions. It does not seem to be out of reach, however, on the time scale of
about a decade.
In Figs. 2–4, we focus on the experimental error of mh and its parametric uncertainty,
while the possible impact of the future intrinsic uncertainty is discussed in the text.
The relevance of the parametric uncertainty in mh induced by different experimental
errors on mt is illustrated in Fig. 2, where the prediction for mh is shown as a function
of MA in the m
max
h benchmark scenario [46]. The evaluation of mh has been done with
FeynHiggs [47] for a central value of the top quark mass of mt = 175 GeV and for tan β = 5.
The figure shows that a reduction of the experimental error from δmt = 1–2 GeV (LHC) to
δmt = 0.1 GeV (LC) has a drastic effect on the prediction for mh.
The prospective experimental error on mh is also shown in Fig. 2, while no intrinsic
theoretical uncertainty from unknown higher-order corrections is included. If this intrin-
sic uncertainty can be reduced to a level of ∆mintr,futureh ≈ 0.1 GeV, its effect in the plot
would be roughly as big as the one induced by δmt = 0.1 GeV. An intrinsic uncertainty of
∆mintr,futureh ≈ 1 GeV, on the other hand, would lead to a significant widening of the band
7
150 200 250 300 350 400 450 500
MA [GeV]
115
120
125
130
135
m
h 
[Ge
V]
∆mh
exp
            mt = 175 GeV, tanβ = 5
theory prediction for mh
δmt
exp
 = 2.0 GeV
δmt
exp
 = 1.0 GeV
δmt
exp
 = 0.1 GeV
Figure 2: The prediction for mh in the m
max
h scenario is shown as a function of MA for
mt = 175 GeV and tan β = 5. The three bands correspond to δmt = 1, 2 GeV (LHC) and
δmt = 0.1 GeV (LC). The anticipated experimental error on mh at the LC is also indicated.
of predicted mh values (similar to the effect of δmt = 1 GeV). In this case the intrinsic
uncertainty would dominate, implying that a reduction of δmt = 1 GeV to δmt = 0.1 GeV
would lead to an only moderate improvement of the overall theoretical uncertainty of mh.
Confronting the theoretical prediction for mh with a precise measurement of the Higgs-
boson mass constitutes a very sensitive test of the MSSM, which allows us to obtain con-
straints on the model parameters. The sensitivity of the mh prediction on MA shown in
Fig. 2 cannot directly be translated into a prospective indirect determination of MA, how-
ever, since Fig. 2 shows the situation in a particular benchmark scenario [46] where, by
definition, certain fixed values of all other SUSY parameters are assumed. In a realistic situ-
ation the anticipated experimental errors of the other SUSY parameters, and possible effects
of intrinsic theoretical uncertainties, have to be taken into account. In the next section, we
will analyse the prospects for an indirect determination of SUSY parameters from precision
physics in the MSSM Higgs sector. In particular, we will consider two examples of parameter
determination in the stop sector of the MSSM.
3.2 Constraints on the parameters of the stop sector
Once a Higgs boson compatible with the MSSM predictions has been discovered, the depen-
dence of mh on the top and stop sectors can be utilized to determine unknown parameters
of the t˜ sector.
The mass matrix relating the interaction eigenstates t˜L and t˜R to the mass eigenstates
8
t˜1 and t˜2 is given by
M2t˜ =
(
M2
Q˜3
+m2t + cos 2β (
1
2
− 2
3
s2W )M
2
Z mtXt
mtXt M
2
U˜3
+m2t +
2
3
cos 2β s2WM
2
Z
)
, (12)
where Xt can be decomposed as Xt = At − µ/ tanβ. Here, At denotes the trilinear Higgs–t˜
coupling. Assuming that tanβ and µ can be determined from other sectors, there are three
new parameters in the mass matrix, MQ˜3 , MU˜3 , and At. The mass eigenvalues of the stops
are obtained after a rotation by the angle θt˜,
M2t˜
θt˜−→
(
m2
t˜1
0
0 m2
t˜2
)
. (13)
A possible future situation would be that the two stop quarks are accessible at the
LHC, but are too heavy for direct production at the LC. In this case the masses mt˜1 , mt˜2
can be determined at the LHC (supplemented with LC input [48, 49]), while only limited
information2 would be obtained on the mixing angle in the stop sector, θt˜. Therefore the
trilinear coupling At could only be loosely constrained. However, the measurement of mh
together with a precise determination ofmt would allow an indirect determination of At. This
is shown for the benchmark scenario SPS1b [26] in Fig. 3 (evaluated with FeynHiggs). For
the errors on the SUSY parameters we have assumed a 5% uncertainty for mt˜1 , mt˜2 , mb˜1 , mb˜2
around their values given by SPS1b. MA is assumed to be determined to about 10%, whereas
for tanβ a measured value of tan β ≈ 30 ± 4.5 is assumed. As before, we do not include
intrinsic theoretical uncertainties on mh in the plot. Its effect can most easily be illustrated
by replacing the experimental error on mh by a combination of the experimental error and
the intrinsic theoretical uncertainty. An intrinsic theoretical uncertainty in excess of the
experimental error on mh would therefore effectively widen the indicated interval of allowed
mh values.
Figure 3 shows that the experimental error on mt has a significant impact on the indirect
determination of At. The LC precision on mt gives rise to an improvement in the accuracy
for At by a factor of about 3, to be compared with the case where mt is known with the
accuracy achievable at the LHC.
As another example, in Ref. [51] a scenario was analysed where the lighter stop t˜1 is ac-
cessible at a LC with
√
s = 500 GeV. In this case, the LC will provide precise measurements
of mt˜1 and θt˜. On the other hand, the heavier stop t˜2 is too heavy to be produced at the
LC in this scenario. In such a case, the measurement of mh can be employed for obtaining
indirect limits on mt˜2 . A comparison of this indirect determination of mt˜2 with a direct
measurement at the LHC or a LC at higher energy would provide a stringent consistency
test of the MSSM.
In Fig. 4 we show the allowed region in the mt˜2–mh plane, where the following values for
the other parameters have been assumed [51,52]: mt˜1 = 180±1.25 GeV, cos θt˜ = 0.57±0.01,
MA = 257±10 GeV, µ = 263±1 GeV,mg˜ = 496±10 GeV, Ab = At±30%, and a lower bound
of 200 GeV has been imposed on the lighter sbottom mass. For tanβ only a lower bound of
tanβ > 10 has been assumed, which could for instance be inferred from the gaugino/higgsino
2For low values of MQ˜3 , MU˜3 of O(200 GeV) a weak sensitivity to θt˜ might also be available from the
process pp→ t˜1t˜1h at the LHC [50].
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Figure 3: Indirect determination of At in the SPS1b scenario for δmt = 2 GeV (LHC)
and δmt = 0.1 GeV (LC). The experimental error on the Higgs boson mass, δm
exp
h , is
indicated. For the errors on the SUSY parameters we have assumed a 5% uncertainty for
mt˜1 , mt˜2 , mb˜1 , mb˜2 around their values given by SPS1b. MA is assumed to be determined to
about 10%, while for tan β a measurement of tan β ≈ 30± 4.5 is assumed.
sector. For the Higgs-boson mass a measured value of mh = 115.5 ± 0.05 GeV has been
assumed. Concerning the intrinsic theoretical uncertainty of mh, the same applies as for
Fig. 3 above.
Intersecting the assumed measured value for mh with the allowed region in the mt˜2–mh
plane allows an indirect determination ofmt˜2 in this example, yielding 670 GeV
<∼ mt˜2 <∼ 705
GeV for δmt = 2 GeV (we consider only the intersection at higher values of mt˜2 , since we
had assumed thatmt˜2 lies above the LC reach). This precision increases with δmt = 0.1 GeV
to 680 GeV <∼ mt˜2 <∼ 695 GeV, i.e. by a factor of more than 2.
4 Renormalization group running of SUSY-breaking
parameters
4.1 Neutralino and chargino masses in mSUGRA
Once SUSY particles are detected and their properties are measured, a major task will be
to determine the underlying scheme for supersymmetry breaking out of the experimental
data. For this purpose the low-energy parameters are related to high-scale parameters by
means of renormalization group equations (RGEs). The precision with which this can be
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Figure 4: Indirect determination of mt˜2 from the measurement of mh for δmt = 2 GeV
(LHC) and δmt = 0.1 GeV (LC). The experimental error on the Higgs boson mass, δm
exp
h ,
is indicated. For the assumed experimental errors of the other SUSY parameters see text.
done naturally depends on the amount and precision of the available experimental data. The
top quark mass and top Yukawa coupling are important parameters in the renormalization
group running and in radiative corrections to SUSY masses. A precise knowledge of mt will
thus be very important for the determination of fundamental-scale SUSY parameters and
for testing different models of SUSY breaking.
Let us consider the mSUGRA model [53] as an illustrative example. This model is
characterized by five parameters: a common scalar mass m0, a common fermion mass m1/2,
and a common trilinear coupling A0 at the grand unification (GUT) scale, supplemented by
tanβ and the sign of the higgsino mass parameter µ. The MSSM spectrum is determined
from these five parameters by RG evolution. It turns out that the µ parameter is very
sensitive to the top quark mass, especially in the case of large m0. With a top pole mass
around 174 GeV, the µ parameter depends only weakly on the value of m0. Such scenarios
are called focus-point scenarios [54]. In these scenarios several large terms cancel, implying
that a small change of the top mass can lead to huge effects. Figure 5a shows µ as a function
of m0 for m1/2 = 300 GeV, A0 = 0, tan β = 10 and top quark masses of 172–178 GeV. As
can be seen, the m0 dependence of µ (i.e. the absolute value of µ as well as whether or not
focus-point behaviour is found) is highly sensitive to the exact value of mt. Analogously,
Fig. 5b shows µ as a function of mt for several fixed values of m0. Again we find a very
pronounced dependence on mt for large m0. For m0 ∼ 2 TeV, for instance, a shift in mt
of 1 GeV leads to a shift in µ of about 100 GeV. In gauge- or anomaly-mediated SUSY
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Figure 5: Dependence of µ on (a) m0 for various values of mt (in GeV) and (b) mt for
various values of m0 (in TeV) within the mSUGRA model, for m1/2 = 300 GeV, A0 = 0,
tanβ = 10; calculated with SPHENO2.0.1 [55].
breaking, the situation is somewhat more stable, as there are no focus-point-like scenarios.
However, an error of 2 GeV on mt can still introduce an error of about 50 GeV for µ. This
reduces to an O(1 GeV) error for δmt = 0.1 GeV.
The dependence of µ on mt directly translates into the predicted chargino and neutralino
masses. This is shown in Table 2, where we list the parametric errors on mχ˜0
1
, mχ˜±
1
and
mχ˜±
2
for δmt = 0.1–2 GeV and two values of m0, 0.5 and 1 TeV. The other parameters are
m1/2 = 300 GeV, A0 = 0, tanβ = 10, µ > 0 as above, and mt = 175 GeV. The errors on
the chargino and neutralino masses scale roughly linearly with the error on the top mass.
As can be seen, a precise knowledge of mt is essential for precise predictions. Such
predictions within a particular model can be used for e.g., exclusion limits or consistency
checks. For example, if the properties of χ˜01, χ˜
0
2 and χ˜
±
1 are measured with high precision,
the parameters M1, M2 and µ can be derived without assuming a particular SUSY-breaking
scenario [56]. Combining this with information on the squark and gluino masses from the
LHC, one may then perform a hypothesis test of mSUGRA (or other models) in a top–down
approach, see e.g. [57]. From Table 2 it becomes clear that O(100 MeV) precision on mt is
necessary for mSUGRA fits in order to match the experimental precision of gaugino mass
measurements at a LC.
For completeness we note that at present there is a non-negligible theoretical uncertainty
in SUSY mass spectrum calculations from RG running [58]. The main source is the relation
between the measured top mass and the Yukawa coupling yt. The current results have been
obtained using the complete SUSY one-loop relation plus the gluonic part of the two-loop
relation. Recently also the SUSY-QCD part of the two-loop relation has been given in the
literature [59]. In order to fully exploit the LC precision on mt, further improvements will
be necessary, in particular a complete two-loop calculation of yt.
The relation between the measured top mass and the Yukawa coupling yt depends also
on the precise value of αs. Shifting the value of αs by 10
−3 amounts to shifting |µ| by 4 GeV
12
m0 = 0.5 TeV m0 = 1 TeV
δmt δmχ˜0
1
δmχ˜±
1
δmχ˜±
2
δmχ˜0
1
δmχ˜±
1
δmχ˜±
2
0.1 0.01 0.06 0.54 0.02 0.15 1.6
0.2 0.02 0.11 1.1 0.05 0.30 3.1
0.5 0.05 0.29 2.7 0.13 0.78 7.8
1.0 0.10 0.59 5.5 0.26 1.7 16.0
2.0 0.21 1.2 11.0 0.59 3.7 32.0
Table 2: Uncertainties in predicted neutralino and chargino masses in mSUGRA (in GeV)
due to δmt for m1/2 = 300 GeV, A0 = 0, tan β = 10, µ > 0 and mt = 175 GeV; calcu-
lated with SPheno2.0.1 [55]. The central values for the masses are mχ˜0
1
= 121.02 GeV,
mχ˜±
1
= 226.53 GeV, mχ˜±
2
= 435.17 GeV for m0 = 500 GeV and mχ˜0
1
= 123.06 GeV,
mχ˜±
1
= 230.97 GeV, mχ˜±
2
= 456.13 GeV for m0 = 1 TeV. For the other neutralinos,
mχ˜0
2
∼ mχ˜±
1
, mχ˜0
3,4
∼ mχ˜±
2
and δmχ˜0
2
∼ δmχ˜±
1
, δmχ˜0
3,4
∼ δmχ˜±
2
.
for m0 = 2.5 TeV. For large tan β, the error on the bottom mass has a similar influence.
Taking tan β = 50 and m0 = 2.5 TeV and the other parameters as above, a shift of 0.2 GeV
in the bottom mass induces a shift in |µ| of 5 GeV. These uncertainties are of the same
order of magnitude as those induced by the shift of δmt = 0.1 GeV. For comparison, at
m0 = 2.5 TeV a shift of δmt = 0.1 GeV induces a shift in µ of 8 GeV.
4.2 Dark matter constraints in the mSUGRA scenario
Within the mSUGRA scenario, the lightest SUSY particle (LSP), which we take to be the
lightest neutralino, is a good candidate for cold dark matter (CDM). After the recent WMAP
measurements [60], the required amount of CDM given by neutralinos is narrowed down to
0.094 ≤ Ωχh2 ≤ 0.129. In Fig. 6 we show the CDM-allowed region in the m1/2–m0 plane
for A0 = 0, tanβ = 10 and µ > 0 [61, 62]. The evaluation of the CDM-allowed region has
been made for mt = 175 GeV; however, no relevant change is expected from variations in mt
by ±2 GeV. Also for large tan β, the CDM-allowed region is not significantly changed by
variations inmt for the parameter space shown in Fig. 6. If the Higgs boson mass is measured,
it can be used to further constrain the mSUGRA parameter space. In Fig. 6 we have assumed
an experimental determination ofmh = 118±0.05 GeV. The parametric uncertainty induced
by δmt is indicated. For δmt = 2 GeV the allowed regions are 400 GeV <∼ m1/2 <∼ 750 GeV
and 80 GeV <∼ m0 <∼ 160 GeV. These uncertainties shrink to 500 GeV <∼ m1/2 <∼ 520 GeV
and 100 GeV <∼ m0 <∼ 120 GeV with δmt = 0.1 GeV. This corresponds to an improvement
by factors of 17 and 4 for m1/2 and m0, respectively.
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Figure 6: The CDM-allowed region from the WMAP measurement is shown in the mSUGRA
scenario in the m1/2–m0 plane for A0 = 0, tanβ = 10 and µ > 0. The brown (bricked) region
is excluded because the LSP is the charged τ˜1 in this region. An assumed measurement of
mh = 118±0.05 GeV is shown together with the parametric uncertainty from δmt = 0.1 GeV
(solid line) and δmt = 2.0 GeV (dashed).
4.3 Bottom–up determination of SUSY-breaking parameters
If LHC measurements of the MSSM spectrum are complemented by high precision mea-
surements at a prospective LC with sufficiently high energy, one can try to reconstruct the
original theory at the high scale in a model-independent way; see Ref. [63, 64]. In [63, 64] it
has been assumed that mt is known with δmt = 0.1 GeV accuracy. In the following we will
study the situation if mt is known less precisely.
We shortly summarize the used procedure, as further details can be found in [63,64,55].
We take the masses and cross sections of a particular point in the SUSY parameter space
together with their expected experimental errors from the LHC and a
√
s = 800 GeV LC.
We assume that electrons can be polarized to 80% and positrons to 40% at the LC [65]. We
then fit the underlying SUSY-breaking parameters (at the electroweak symmetry breaking
scale, QEWSB =
√
mt˜1mt˜2) to these observables. An initial set of parameters is obtained
by inverting the tree-level formulas for masses and cross sections. This set serves as a
starting point for the fit, which is carried out with MINUIT [66] to obtain the complete
correlation matrix. In the fit, the complete spectrum is calculated at the one-loop level
using the formulas given in [67]. In the case of the neutral Higgs bosons as well as of the
µ parameter, the two-loop corrections as given in [34, 35, 68] are included. In addition, the
14
cross sections for third-generation sfermions at a LC are calculated (including the effect of
initial-state radiation [69] and, in the case of squarks, also SUSY-QCD corrections [69,70]).
The low-scale SUSY-breaking parameters and the errors on them are then run up to the
high-energy (GUT) scale. In this way one can check the extent to which the original theory
can be reconstructed. The new ingredient with respect to Refs. [63, 64] is that we include
here the effect of the uncertainty of the top mass and all trilinear couplings. The effects of the
mt error are: (i) the top Yukawa coupling gets changed and this affects the RGE running
of several other parameters, such as yb, At, M
2
Q˜3
, M2
U˜3
and M2H2 (the mass parameter of
the second Higgs doublet); (ii) mt enters directly the calculation of the stop masses; (iii) mt
enters the loop-corrected relations between third-generation squark masses, chargino masses,
neutralino masses, the gluino mass, the Higgs masses and the underlying parameters in the
Lagrangian. For mh, we take ∆mh =
√
(δmexph )
2 + (∆mintrh )
2, with δmexph = 50 MeV, and we
use here a future intrinsic uncertainty of ∆mintrh = 0.5 GeV.
The SUSY-breaking parameters that are most sensitive to mt are A
′
t, M
2
Q˜3
, M2
U˜3
and the
Higgs mass parameter M2H2 . Note that we take A
′
t ≡ At · yt, where yt is the top Yukawa
coupling, as input for the fit, because it is this parameter that appears in the Lagrangian.
As an example we take the mSUGRA parameters
m0 = 200 GeV, m1/2 = 250 GeV, A0 = −100 GeV, tanβ = 10, sign(µ) = (+) (14)
to generate the SUSY spectrum – then ‘forgetting’ this origin of the masses and cross sections.
The value of A′t at the GUT scale is in this example −51 GeV. The same experimental
errors as given in [64] are assumed. This holds except for mh as discussed above, and we
also assume more conservatively that the trilinear couplings in the b˜ and τ˜ sector Ab and
Aτ can be determined within 30%. (See Ref. [71] for first attempts in this direction which
indicate that this might be achievable.) This assumption does not influence the errors on
the parameters A′t, M
2
Q˜3
and M2
U˜3
and M2H2 at the electroweak scale, but has some impact
on their RG evolution in the case of δmt = 0.1 GeV: doubling the error on Ab roughly
increases the errors on their corresponding GUT values by about 30%. The impact of Ab is
less pronounced for larger δmt because the error on the top mass then dominates.
Table 3 lists the central values and the 1σ errors of the parameters A′t, M
2
Q˜3
, M2
U˜3
and
M2H2 at the electroweak scale and the GUT scale. The errors both at QEWSB and at MGUT
clearly depend on δmt. The other parameters are less affected by mt. The errors shown
in Tab. 3 are to some extent correlated, because the stop mass parameters are not only
constrained by the stop masses and the stop cross sections, but also by mh through the
higher order corrections (see also Sect. 3.2). The asymmetry of the errors of the scalar mass
parameters squared at the GUT scale is due to the fact that (A′t)
2 enters the corresponding
RGEs.
In Fig. 7 we show the evolution of the parameters discussed above for the three top
quark mass errors, δmt = 0.1 GeV (blue/dark shaded), δmt = 1 GeV (green/medium) and
δmt = 2 GeV (yellow/light). It is apparent that the error on the top mass affects all four
parameters. The ‘asymmetric’ increase of the errors is due to the different central values of
the parameters obtained in the different fits (see also Table 3) and is also a consequence of
the correlations between the different errors at the electroweak scale.
One clearly sees that δmt should be about 0.1 GeV in order to yield the t˜ sector para-
meters at the high scale with a reasonable precision. The errors roughly increase by 60%
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δmt = 0.1 GeV δmt = 1 GeV δmt = 2 GeV
QEWSB MGUT QEWSB MGUT QEWSB MGUT
A′t −448± 17 −56± 25 −445± 23 −57± 38 −445± 34 −56 ± 54
M2
U˜3
186± 10 44+30−26 189± 12 52+47−30 189± 15 54+64−46
M2
Q˜3
267± 7 42+20−16 268± 8 45+25−16 268± 12 45+30−20
M2H2 −127.5± 0.3 42+34−20 −127.7± 0.3 53+38−27 −127.5± 0.4 53+51−39
Table 3: Absolute errors on the parameters A′t (in [GeV]), M
2
U˜3
, M2
Q˜3
, and M2H2 at QEWSB
andMGUT (in [10
3 GeV2]) for different values of δmt. The mSUGRA point probed is defined
by eq. (14). The ‘true’ values of the parameters at the GUT scale are A′t = 51 GeV, M
2
U˜3
=
M2
Q˜3
=M2H2 = 40× 103 GeV2.
(100%) if the error of mt is increased from 0.1 GeV to 1 GeV (2 GeV). Moreover, the smaller
the error of mt, the closer the central values of M
2
U˜3
, M2
Q˜3
and M2H2 to their ‘true’ values.
This is in particular important in view of models where unification of the scalar masses is
imposed at the Planck scale instead of the GUT scale: these models predict that at MGUT
the third-generation mass parameters as well as the Higgs mass parameters are different
from sfermion mass parameters of the first two generations [72].
Let us finally comment on the influence of the errors on αs and mb. Shifting αs by
10−3 leads to a per-mille error on the high scale parameters. When tanβ is small, an error
of 0.2 GeV on mb induces an error on the discussed high scale parameters, which is well
below a per mille. For large tanβ, the situation is more complicated because then also
the errors on Ab, M
2
D˜3
(the soft SUSY-breaking parameter in the b˜ sector) and M2H1 (the
Higgs mass parameter of the first doublet) play a role and the errors on the stop mass
parameters at the high scale can easily be increased by several per cent. Concerning the
intrinsic theoretical uncertainties from unknown higher-order corrections, the situation is as
discussed in Sect. 4.1.
5 Conclusions
In this paper we have analysed the physics impact of the precise experimental determination
of the top quark mass at a prospective e+e− Linear Collider down to δmt <∼ 100 MeV with
respect to the envisaged LHC precision of δmt ≈ 1–2 GeV.
Within the SM and the MSSM, a precise knowledge of the top quark mass has a strong
impact on the prediction of electroweak precision observables such asMW and sin
2 θeff , which
receive higher-order corrections ∼ m2t . Stringent internal consistency checks of both models
are only possible with the LC accuracy on mt. In particular, a precision of mt significantly
better than 1 GeV will be necessary in order to exploit the prospective precision of the
EWPO. The precise value of mt furthermore improves the indirect determination of the top
Yukawa coupling by a factor of about 2.
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Figure 7: Comparison of RGE running of (a) A′t, (b)M
2
Q˜3
, (c)M2
U˜3
and (d)M2H2 , for the three
top quark mass errors δmt = 0.1 GeV (blue/dark shaded), δmt = 1 GeV (green/medium)
and δmt = 2 GeV (yellow/light). The mSUGRA scenario is defined by eq. (14). The ‘true’
values of the parameters at the GUT scale are A′t = 51 GeV, M
2
U3 = M
2
Q3 = M
2
H2 =
40× 103 GeV2. The widths of the bands indicate the 1σ CL.
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The precision of the top quark mass is particularly important for the MSSM Higgs sector,
since the parametric error of mh, being ∼ m4t , is roughly given by ∆mparah ≈ δmt. We have
demonstrated that precision physics in the MSSM Higgs sector will require a very precise
knowledge of mt. The accuracy of δmt = 0.1 GeV can, however, only be fully exploited
provided that the intrinsic theoretical uncertainty in mh can be reduced to a similar level.
We have also analysed indirect constraints on the parameters of the stop sector, taking into
account anticipated future experimental uncertainties. In the examples we have investigated,
the LC accuracy on mt gives rise to an improvement by a factor of 2–3 in the indirect
determination of At or mt˜2 .
The renormalization group running of SUSY-breaking parameters is also very sensitive
to mt. Within the mSUGRA scenario the error on the predicted neutralino and chargino
masses directly scales with δmt, leading to a factor of 10 improvement when going from
hadron collider to LC precision in mt. In focus-point scenarios the dependence on mt is
even more pronounced. When the relic-density constraint is combined with a prospective
Higgs mass measurement, the improved precision on mt leads to a significant reduction of
the allowed mSUGRA parameter space. In the bottom–up approach for reconstructing the
high-energy theory, a precise knowledge of mt improves the uncertainty of the high-scale
parameters by a factor of about 2.
Acknowledgements
We thank D.J. Miller for suggesting this project. We are grateful to J. Erler and M. Win-
ter for helpful discussions. We thank K. Olive for providing data for the CDM evaluation.
This work has been supported by the European Community’s Human Potential Programme
under contract HPRN-CT-2000-00149 ‘Physics at Colliders’. W.P. is supported by the ‘Er-
win Schro¨dinger fellowship No. J2272’ of the ‘Fonds zur Fo¨rderung der wissenschaftlichen
Forschung’ of Austria and partly by the Swiss ‘Nationalfonds’.
References
[1] J. Aguilar-Saavedra et al., TESLA TDR Part 3: “Physics at an e+e− Linear Collider”,
hep-ph/0106315, see: tesla.desy.de/tdr/ .
[2] T. Abe et al. [American Linear Collider Working Group Collaboration], “Linear collider
physics resource book for Snowmass 2001”, hep-ex/0106056.
[3] K. Abe et al. [ACFA Linear Collider Working Group Collaboration], hep-ph/0109166,
see: lcdev.kek.jp/RMdraft/ .
[4] A. Hoang et al., Eur. Phys. Jour. C 3 (2000) 1, hep-ph/0001286.
[5] M. Martinez and R. Miquel, Eur. Phys. Jour. C 27 (2003) 49, hep-ph/0207315.
[6] A. Brandenburg, talk at the ECFA/DESY Linear Collider Workshop, Amsterdam, April
2003, see: www.nikhef.nl/ecfa-desy/ .
18
[7] M. Beneke et al., “Top Quark Physics”, CERN-TH-2000-100, hep-ph/0003033, in: Stan-
dard Model Physics (and more) at the LHC, eds. G. Altarelli and M. Mangano, CERN,
Geneva, 1999 [CERN-2000-004].
[8] D. Chakraborty, J. Konigsberg and D. Rainwater, hep-ph/0303092.
[9] M. Winter, LC Note LC-PHSM-2001-016, see www.desy.de/∼lcnotes/notes.html ;
talk given at the LHC/LC study group meeting, CERN, July 2002, see:
www.ippp.dur.ac.uk/∼georg/lhclc/ .
[10] M. Gru¨newald, talk given at the workshop “Electroweak precision data and the Higgs
mass”, DESY Zeuthen, February 2003, see: lepewwg.web.cern.ch/LEPEWWG/ .
[11] F. Abe et al. [CDF], Phys. Rev. Lett. 77 (1996) 2616;
M. Schmitt, talk at the Snowmass Workshop, Snowmass, Colorado, USA, July 2001.
[12] S. Haywood et al., “Electroweak Physics”, CERN-TH-2000-102, hep-ph/0003275, in:
Standard Model Physics (and more) at the LHC, eds. G. Altarelli and M. Mangano,
CERN, Geneva, 1999 [CERN-2000-004].
[13] K. Mo¨nig and A. Tonazzo, talk at the ECFA/DESY Linear Collider Workshop, Padova,
Italy, May 2000.
[14] J. Erler, S. Heinemeyer, W. Hollik, G. Weiglein and P. Zerwas, Phys. Lett. B 486 (2000)
125; hep-ph/0005024.
[15] R. Hawkings and K. Mo¨nig, Eur. Phys. Jour. direct C 8 (1999) 1, hep-ex/9910022;
S. Heinemeyer, T. Mannel and G. Weiglein, hep-ph/9909538;
G. Wilson, LC-PHSM-2001-009, see: www.desy.de/∼lcnotes/notes.html .
[16] U. Baur, R. Clare, J. Erler, S. Heinemeyer, D. Wackeroth, G. Weiglein and D. Wood,
hep-ph/0111314.
[17] S. Heinemeyer and G. Weiglein, hep-ph/0307177, to appear in the proceedings of the
workshop “Electroweak precision data and the Higgs mass”, DESY Zeuthen, February
2003.
[18] A. Freitas, W. Hollik, W. Walter and G. Weiglein, Phys. Lett. B 495 (2000) 338,
hep-ph/0007091; Nucl. Phys. B 632 (2002) 189, hep-ph/0202131;
M. Awramik and M. Czakon, Phys. Rev. Lett. 89 (2002) 241801, hep-ph/0208113;
A. Onishchenko and O. Veretin, Phys. Lett. B 551 (2003) 111, hep-ph/0209010;
M. Awramik, M. Czakon, A. Onishchenko and O. Veretin, hep-ph/0209084;
M. Awramik and M. Czakon, hep-ph/0305248.
[19] G. Degrassi, P. Gambino and A. Sirlin, Phys. Lett. B 394 (1997) 188, hep-ph/9611363.
[20] M. Faisst, J. Ku¨hn, T. Seidensticker and O. Veretin, hep-ph/0302275.
[21] S. Heinemeyer and G. Weiglein, JHEP 0210 (2002) 072, hep-ph/0209305;
hep-ph/0102317.
19
[22] S. Heinemeyer and G. Weiglein, hep-ph/0301062.
[23] A. Freitas, S. Heinemeyer and G. Weiglein, hep-ph/0212068.
[24] F. Jegerlehner, talk given at the LNF Spring School, Frascati, Italy, 1999, see:
www.ifh.de/∼fjeger/Frascati99.ps.gz ; hep-ph/0105283.
[25] G. Abbiendi et al. [ALEPH, DELPHI, L3, OPAL Collaborations], CERN-EP-2003-011,
hep-ex/0306033, to appear in Phys. Lett. B.
[26] B. Allanach et al., Eur. Phys. Jour. C 25 (2002) 113, hep-ph/0202233.
[27] R. Barbieri, M. Beccaria, P. Ciafaloni, G. Curci and A. Vicere, Nucl. Phys. B 409
(1993) 105;
J. Fleischer, F. Jegerlehner and O.V. Tarasov, Phys. Lett. B 319 (1993) 249.
[28] A. Juste and G. Merino, hep-ph/9910301;
H. Baer, S. Dawson and L. Reina, Phys. Rev. D 61 (2000) 013002, hep-ph/9906419;
J. Alcaraz and E. Ruiz Morales, Phys. Rev. Lett. 86 (2001) 3726, hep-ph/0012109.
[29] H. Haber and R. Hempfling, Phys. Rev. Lett. 66 (1991) 1815;
Y. Okada, M. Yamaguchi and T. Yanagida, Prog. Theor. Phys. 85 (1991) 1;
J. Ellis, G. Ridolfi and F. Zwirner, Phys. Lett. B 257 (1991) 83; B 262 (1991) 477;
R. Barbieri and M. Frigeni, Phys. Lett. B 258 (1991) 395.
[30] A. Dabelstein, Z. Phys. C 67 (1995) 495, hep-ph/9409375;
P. Chankowski, S. Pokorski and J. Rosiek, Phys. Lett. B 286 (1992) 307; Nucl. Phys.
B 423 (1994) 423, hep-ph/9303309.
[31] S. Heinemeyer, W. Hollik and G. Weiglein, Eur. Phys. Jour. C 9 (1999) 343,
hep-ph/9812472.
[32] S. Heinemeyer, W. Hollik and G. Weiglein, Phys. Rev. D 58 (1998) 091701,
hep-ph/9803277; Phys. Lett. B 440 (1998) 296, hep-ph/9807423; Phys. Lett. B 455
(1999) 179, hep-ph/9903404.
[33] M. Carena, H. Haber, S. Heinemeyer, W. Hollik, C. Wagner and G. Weiglein, Nucl.
Phys. B 580 (2000) 29, hep-ph/0001002.
[34] G. Degrassi, P. Slavich and F. Zwirner, Nucl. Phys. B 611 (2001) 403, hep-ph/0105096.
[35] A. Brignole, G. Degrassi, P. Slavich and F. Zwirner, Nucl. Phys. B 631 (2002) 195,
hep-ph/0112177.
[36] J. Espinosa and R. Zhang, Nucl. Phys. B 586 (2000) 3, hep-ph/0003246.
[37] J. Espinosa and R. Zhang, JHEP 0003 (2000) 026, hep-ph/9912236.
[38] A. Brignole, G. Degrassi, P. Slavich and F. Zwirner, Nucl. Phys. B 643 (2002) 79,
hep-ph/0206101;
A. Dedes, G. Degrassi and P. Slavich, hep-ph/0305127.
20
[39] S. Martin, Phys. Rev. D 65 (2002) 116003, hep-ph/0111209; D 66 (2002) 096001,
hep-ph/0206136; D 67 (2003) 095012, hep-ph/0211366.
[40] S. Heinemeyer, W. Hollik and G. Weiglein, JHEP 0006 (2000) 009, hep-ph/9909540.
[41] J. Branson et al. [CMS collaboration], hep-ph/0110021.
[42] K. Hagiwara et al. [Particle Data Group Collaboration], Phys. Rev. D 66 (2002) 010001.
[43] J. Ku¨hn and M. Steinhauser, Nucl. Phys. B 619 (2001) 588 [Erratum-ibid. B 640
(2002) 415], hep-ph/0109084; JHEP 0210 (2002) 018, hep-ph/0209357;
A. Hoang, hep-ph/0204299;
A. El-Khadra and M. Luke, Ann. Rev. Nucl. Part. Sci. 52 (2002) 201, hep-ph/0208114;
G. Corcella and A. Hoang, Phys. Lett. B 554 (2003) 133, hep-ph/0212297.
[44] G. Degrassi, S. Heinemeyer, W. Hollik, P. Slavich and G. Weiglein, Eur. Phys. Jour. C
28 (2003) 133, hep-ph/0212020.
[45] M. Frank, S. Heinemeyer, W. Hollik and G. Weiglein, hep-ph/0202166.
[46] M. Carena, S. Heinemeyer, C. Wagner and G. Weiglein, hep-ph/9912223; Eur. Phys.
Jour. C 26 (2003) 601, hep-ph/0202167.
[47] S. Heinemeyer, W. Hollik and G. Weiglein, Comput. Phys. Commun. 124 (2000) 76,
hep-ph/9812320; hep-ph/0002213; see: www.feynhiggs.de .
[48] J. Hisano, K. Kawagoe, R. Kitano and M. Nojiri, Phys. Rev. D 66 (2002) 115004,
hep-ph/0204078;
J. Hisano, K. Kawagoe and M. Nojiri, hep-ph/0304214.
[49] R. Godbole, F. Paige, G. Weiglein et al. [The LHC / LC Study Group], in preparation.
[50] A. Djouadi, J. Kneur and G. Moultaka, Nucl. Phys. B 569 (2000) 53, hep-ph/9903218.
[51] A. Bartl, H. Eberl, S. Kraml, W. Majerotto, W. Porod and A. Sopczak, Z. Phys. C 76
(1997) 549, hep-ph/9701336;
A. Bartl, H. Eberl, S. Kraml, W. Majerotto and W. Porod, Eur. Phys. Jour. direct C 2
(2000) 6, hep-ph/0002115;
R. Keranen, A. Sopczak, H. Nowak and M. Berggren, Eur. Phys. Jour. direct C 2
(2000) 7.
[52] S. Heinemeyer and G. Weiglein, hep-ph/0012364.
[53] H. Nilles, Phys. Lett. B 115 (1982) 193; Nucl. Phys. B 217 (1983) 366;
A. Chamseddine, R. Arnowitt and P. Nath, Phys. Rev. Lett. 49 (1982) 970;
R. Barbieri, S. Ferrara and C. Savoy, Phys. Lett. B 119 (1982) 343;
H. Nilles, M. Srednicki and D. Wyler, Phys. Lett. B 120 (1983) 346;
E. Cremmer, P. Fayet and L. Girardello, Phys. Lett. B 122 (1983) 41;
S. Ferrara, L. Girardello and H. Nilles, Phys. Lett. B 125 (1983) 457;
L. Hall, J. Lykken and S. Weinberg, Phys. Rev. D 27 (1983) 2359;
S. Soni and H. Weldon, Phys. Lett. B 126 (1983) 215;
R. Arnowitt, A. Chamseddine and P. Nath, Nucl. Phys. B 227 (1983) 121.
21
[54] J. Feng, K. Matchev and T. Moroi, Phys. Rev. Lett. 84 (2000) 2322, hep-ph/9908309.
[55] W. Porod, Comput. Phys. Commun. 153 (2003) 275, hep-ph/0301101.
[56] S. Choi, M. Guchait, J. Kalinowski and P. Zerwas, Phys. Lett. B 479 (2000) 235,
hep-ph/0001175;
S. Choi, A. Djouadi, M. Guchait, J. Kalinowski, H. Song and P. Zerwas, Eur. Phys.
Jour. C 14 (2000) 535, hep-ph/0002033;
S. Choi, J. Kalinowski, G. Moortgat-Pick and P. Zerwas, Eur. Phys. Jour. C 22 (2001)
563, hep-ph/0108117; Eur. Phys. Jour. C 23 (2002) 769, hep-ph/0202039.
[57] ATLAS Collaboration, Technical Design Report 1999, Vol. II, CERN/LHC/99-15, AT-
LAS TDR 15;
[58] B. Allanach, S. Kraml and W. Porod, JHEP 03 (2003) 016, hep-ph/0302102, see also:
cern.ch/kraml/comparison/compare.html .
[59] A. Bednyakov, A. Onishchenko, V. Velizhanin and O. Veretin, hep-ph/0210258.
[60] C. Bennett et al., astro-ph/0302207;
D. Spergel et al., astro-ph/0302209.
[61] K. Olive, private communication;
updated from J. Ellis, S. Heinemeyer, K. Olive and G. Weiglein, Phys. Lett. B 515
(2001) 348, hep-ph/0105061; JHEP 0301 (2003) 006, hep-ph/0211206.
[62] J. Ellis, J. Hagelin, D. Nanopoulos, K. Olive and M. Srednicki, Nucl. Phys. B 238
(1984) 453;
H. Goldberg, Phys. Rev. Lett. 50 (1983) 1419;
J. Ellis, T. Falk, G. Ganis, K. Olive and M. Srednicki, Phys. Lett. B 510 (2001) 236,
hep-ph/0102098.
[63] G. Blair, W. Porod and P. Zerwas, Phys. Rev. D 63 (2001) 017703, hep-ph/0007107.
[64] G. Blair, W. Porod and P. Zerwas, Eur. Phys. Jour. C 27 (2003) 263, hep-ph/0210058.
[65] TESLA TDR Part 2: “The Accelerator,” DESY 2001–011, see: tesla.desy.de/tdr/ ;
G. Moortgat-Pick and H. Steiner, Eur. Phys. Jour. direct C 6 (2001) 1,
hep-ph/0106155.
[66] F. James and M. Roos, Comput. Phys. Commun. 10 (1975) 343.
[67] D. Pierce et al., Nucl. Phys. B 491 (1997) 3, hep-ph/9606211.
[68] A. Dedes and P. Slavich, Nucl. Phys. B 657 (2003) 333, hep-ph/0212132.
[69] M. Drees and K. Hikasa, Phys. Lett. B 252 (1990) 127.
[70] H. Eberl, A. Bartl and W. Majerotto, Nucl. Phys. B 472 (1996) 481, hep-ph/9603206.
22
[71] A. Bartl, K. Hidaka, T. Kernreiter and W. Porod, Phys. Rev. D 66 (2002) 115009,
hep-ph/0207186;
E. Boos, H.-U. Martyn, G. Moortgat-Pick, M. Sachwitz, A. Sherstnev and P. Zerwas,
hep-ph/0303110.
[72] N. Polonsky and A. Pomarol, Phys. Rev. Lett. 73 (1994) 2292, hep-ph/9406244; Phys.
Rev. D 51 (1995) 6532, hep-ph/9410231.
23
