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1. INTRODUCTION 
We consider the singularly perturbed convection-diffusion problem with the convection-dominated 
term 
- sAu  + b. Vu  + cu = f (x ,  y), (x, y) e w, 
=w x xw y - -{O<x<l}X {0<y<l} ,  u=gonaw,  (1.1) 
=(b l ,b2) ,  b1>_~1>0,  52_>~2>0,  c>c .>0on~,  
where e is a small positive parameter,/31, ~2, and c. are constants, and Ow is the boundary of w. 
For s << 1, problem (1.1) is singularly perturbed and characterized by the regular boundary 
layers of width O(s) at x = 1 and y = 1. 
Iterative domain decomposition algorithms based on Schwarz-type alternating procedures for 
solving singularly perturbed problems have received much attention for their remarkable speed 
and parallelizability, see, for example, [1-5] and references cited therein. 
In [1], for the continuous elliptic problem (i.e., without resort to discretization i subdomains) 
with the differential equation eu" + b(x)u' = f (x ,  u), b > fl > 0, a convergence rate as a function 
of the small perturbat ion parameter s and the amount of overlap between two subdomains was 
studied. It was shown that  the Schwarz-type iterates {u(n)(x)} converge to the exact solution 
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u(x) at the rate 
u(~+l)(x)-u(x) < exp (-~-~d~ ma_x u(n)(x)-u(x) max 
where d _> 0 measures the overlap between the two subdomains. In the case of a linear singularly 
perturbed elliptic problem with a convection-dominated rm in two dimensions, a similar result 
was obtained in [2]. As in [1], the Schwarz alternating procedure in [2] is based on a continuous 
form of the problem and on domain decomposition i to only two subdomains. 
In [3], for a linear version of the elliptic problem in one dimension, discrete Schwarz iterates in 
the two-domain decomposition case were investigated. As a difference scheme on each subdomain, 
a classical upwind discretization on a piecewise quidistant mesh of Shishkin-type was applied. 
Similarly to the continuous Schwarz iterates, it was proven that the discrete Schwarz iterates 
converge in the maximum norm with an error contraction factor per iteration that exponentially 
decays when the overlap increases or the small parameter decreases. 
In [4], on the basis of asymptotic criteria, representations of optimal interface positions for the 
Schwarz alternating procedure were derived. For a one-dimensional version of problem (1.1), in 
the case of domain decomposition i to the two subdomains [0, Xl],[x2, 1], xl > x2, the interface 
positions Xl,X2 are of order O(s] lns]). If the number of mesh points in each subdomain is the 
same, N, then this interface condition is satisfied when N is of order O(1/(s[ lnz[)). Since the 
number of mesh points depends inversely on the perturbation parameter, then, in general, this ap- 
proach leads to a nonuniform (in the perturbation parameter) convergent domain decomposition 
procedure. 
In [5], a two-level iterative domain decomposition method with overlapping vertical strips was 
introduced. The iterative method from [5] consists of the two iterative processes: outer iterations 
and inner iterations. One outer iteration represents the computation of difference problems on 
the overlapping subdomains in serial, starting from the first left subdomain and finishing off on 
the last right subdomain (according to upwind error propagation). An inner iteration consists of 
the computation of the difference problem on each subdomain in parallel. But, it follows from the 
theoretical investigation i [5] that the suggested iterative method, in general, cannot guarantee 
convergence if it starts from an arbitrary initial guess. 
In this paper, we introduce a multidomain modification of the Schwarz alternating method 
proposed in [6] and applied in [7,8] to solving singularly perturbed reaction-diffusion problems 
and in [9] to solving a singularly perturbed problem with parabolic layers. In this approach, the 
domain is partitioned into many nonoverlapping subdomains with interface 7. Small interfacial 
subdomains are introduced near the interface % and approximate boundary values computed 
on ~/are used for solving problems on nonoverlapping subdomains. Thus, this approach may be 
considered as a variant of a block Gauss-Seidel iteration (or in the parallel context as a multi- 
coloured algorithm) for the subdomains with a Dirichlet-Dirichlet coupling through the interface 
variables. Finite-difference schemes on subdomains are based on classical upwind schemes and 
piecewise uniform meshes from [3]. 
The organization of this paper is as follows. In Section 2, we consider an undecomposed al- 
gorithm which exhibits uniform convergence in the perturbation parameter. In Section 3, we 
construct he iterative algorithms based on the multidomain decomposition and investigate con- 
vergence properties of these algorithms. We estimate here the convergence rate of the algorithms 
for two variants of decomposition of the computational domain: the balanced and unbalanced 
ones. Finally, in Section 4, numerical results are presented. 
2. UNDECOMPOSED ALGORITHM 
Here for solving problem (1.1), we construct a difference scheme on piecewise uniform meshes 
which possesses uniform convergence in the perturbation parameter s. On ~ -- ~x × ~y introduce 
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a rectangular mesh ~h ~. ~hx X ~d hy 
~h~ = {x~, 0 < i < N~; x0 = 0, XN~ = 1; h~ ---- x~+~ - x~}, 
(2.1) 
~hy = {yj, 0 < j <_ Ny; Yo = O, YN~ -~ 1; huj = yy+~ - y~}. 
For a mesh function U(P), P ~ ~h, we use the upwind difference scheme 
AU(P)=f (P ) ,  Pew ~, U = g on Ow h, (2.2) 
where AU(P) is defined by 
Y ~ bl(P)D~_U(P) + b2(P)D~V(P) + c(P)V(P). AU(P) = -s (D~D ~_ + D+D ) U(P) + 
D~D~ U(P), D~D[ U(P) and D5 U(P),  D[ U(P) are the central difference and backward differ- 
ence approximations to the second and first derivatives, respectively, 
D~D~_Uij =(h~i) -1 [(Ui+l,j-U~j)(h~i) -1 - (U~j-Ui_l, j)(h~i_l)-l], h~ = 2-1(h~_1 + h~i), 
DV+DY_Uij =(hyj )  -1 [(Ui,j+l-Uij)(hyj) -1 - (Ui~-Ui,~-~)(hvj-~)-~], hv~ = 2-~(hv~_l + h~),  
D~U~ = (h~i)-l(uij - Ui_~,~), D~_U~ = (hu~)-~(U~ - U~,~_~), 
where U~ = U(x~, yj). 
Now introduce a special nonuniform mesh from [3] that is adapted to the singularly perturbed 
behaviour of the exact solution. A piecewise quidistant mesh of Shishkin-type is formed in the 
following manner. We divide each of the intervals ~ = [0, 1] and ~u -- [0,1] into two parts 
[0, 1 - cr~],[1 - cry, 1] and [0, 1 - cry],[1 - cry, 1], respectively. Assuming that N~,N~ are even, 
in each part we use a uniform mesh with N~/2 + 1 and Ny/2 + 1 mesh points in the x- and 
y-directions, respectively. This defines the piecewise quidistant mesh in the x- and y-directions 
condensed in the boundary layers at x = 1 and y = 1 
{ ih~, 
1 -  crx + i -  hx~, 
{ jhy, 
1-  o'y + j -  hy~ ,
N~ 
Nx 
i = --~ , . . . , N~, 
N~ 
j = 0 ,1 , . . . ,~- ,  
J=  Ny .,Nv; , , .  
(2.3a) 
u lnN 1 
+ g~----y, Y = min{N~, Ny}, max ]U(P) - u(P)[ < Cs(N, u), s(N, u) = pE~u 
where constant C is independent of s,N. 
The proof of the theorem can be found in [3]. 
h~ -- 2(1 - a~)N~ -1, h~ = 2cr~N[ 1, hy = 2(1 - cry)Ny 1, hy~ = 2cryN~ 1. 
The transition points 1 -c ry ,  1 -c ry  are determined by cr~ = rain{2 -x, (u/fl l)zlnN~}, ay = 
min{2 -1, (u/fl2)slnNy}, where u is a positive constant. If cr~,y = 1/2, then N -1 are very small ~y 
relative to s. This is unlikely in practice, and in this case the difference scheme (2.2) can be 
analysed using standard techniques. We, therefore, assume that 
cry= ~lnN~, hx~=2 u eN[ l lnN~ ' N[ I  <h~ <2N[1,  
1 
(2.35) 
cry= s lnNy,  hy6=2 u ~N~_llnNy ' Nyl<hv<2N;1 .  
THEOREM 1. Let v > 1 in (2.3). The difference scheme (2.2) on the piecewise uniform mesh (2.3) 
converges ~-uniformly to the solution of (1.1) 
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3. DOMAIN DECOMPOSITION ALGORITHM 
We consider a rectangular decomposition of the domain ~ into (M x L) nonoverlapping sub- 
domains ~mz, m = 1 , . . . ,M ,  l = 1 , . . . , L  
a)ml -~ (Xm_ l ,  Xm)  X (Yl--1, YI),  X 0 .~ O, XM = 1, YO = O, YL = 1. 
Additionally, we introduce (M - 1) interracial subdomains 0,~, m = 1, . . . ,  M - 1 (vertical 
strips) 
x ~ b e em =o,~ x~ {:~L <x<x~} × {o<y< 1}, em_~no,~ = O, x,~ < ~,~ < xm, 
7~ = {x=x~, 0_<y<l}, 7~ ={x=x~, 0_<y<l}, 7°=awnOom, 
and (L - 1) interfacial subdomains ~,  1 = 1, . . . ,  L - 1 (horizontal strips) 
Figure 1 illustrates a fragment of the domain decomposition. 
o ,il Yl .... [ ...... ] ................ 
OJm--l,1 ~ml  
I 
. . . . . . .  4 
~dm+l,l  
Yl~l . . . . . . . .  I - - -1 - - -+  . . . . . . . . . . . . . . . . . . .  +- - - I - - - - I  
,"l'," ,"l ,"ii[ii  ~" . . . . . . .  I . . . . . .  ÷ . . . . . . . . . . . . . . . . . . .  + . . . . . .  I' " l ;b  I i I 
, ~  
m--li I i . i i , ~1--1 
2 Xml_ l  J. UJm,l_ 1 ~ Xm ~ 
Figure 1. Fragment of the domain decomposition. 
On ~mZ, m = 1 , . . . ,M ,  1 = 1 , . . . , L ;  0,~, m = 1 , . . . ,M-  1, and ~z, 1 = 1 , . . . , L -1 ,  introduce 
meshes 
-h 
(3.1) 
X b e "1 M-1  02hx e~ L -1  
where mhx,m hy from (2.1). 
3.1. Statement of Domain Decomposit ion Algorithm 
We consider the following domain decomposition approach for solving (2.2). On each iterative 
step, first, we solve problems on the nonoverlapping subdomains -h  wmu m = 1 , . . . ,M ,  l = 1 , . . . , L  
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with Dirichlet boundary conditions passed from the previous iterate. Then Dirichlet data are 
passed from these subdomains to the vertical and horizontal interracial subdomains 0~, m = 
1, . . . ,  M-1  and 0~, 1 = 1, . . . ,  L -1 ,  respectively. Problems on the vertical interracial subdomains 
are computed. Now for the horizontal interfacial subdomains, Dirichlet data on the overlaps with 
the vertical subdomains boundaries are updated. Finally, we piece together the solutions on the 
subdomains. 
STEP 0. INITIALISATION. On the whole mesh c~ h, choose an initial mesh function V(°)(P), 
P E ~h satisfying the boundary conditions V(°)(P) = g(P) on &o h. 
STEP 1. On subdomains -h wmt , m = 1, M, l 1,. ,L, compute mesh functions v(n)fP ~ • ' ' ,  ~ "" ml  k 1, 
m = 1, . . . ,  M, l = 1, . . . ,  L (here the index n stands for a number of iterative steps) satisfying 
the following difference problems: 
(n) AV~t (P) = f(P),  
l ' ,~  v (n_ l ) (p ) ,  
STEP 2. 
problems 
h 
P E 03ml , 
P C owht n Ow h, (3.2a) 
P E O~l  \ O~ h. 
On the vertical interfacial subdomains Oh, rn = 1, . . . ,  M - 1, compute the difference 
AZ~ ~)(P) = f(P),  { g(P), 
Z(n)(p) (n) = V~z (P), 
(~,) 
Vr~+ l , l (  P ) ,  
where we use the notation 
P E O h, 
P E,~ h°, 
ml '  
~h P C ,yh~ I"1 re+l j, 
l= l , . . . , L ,  
l = 1 , . . . ,L ,  
(3.2b) 
-h  he e -h  ~m ° = .?~ n o~ h, ~ = ~ n o.~, ~ = ~ n o~. 
STEP 3. 
difference problems: 
A2[ ~)(p) = f(P),  
g(P), 
V (~) ~p~ 
(,9 vg, ,+ I (P ) ,  
z[~)(P), 
On the horizontal interfacial subdomains Oh, l = 1, . . . ,  L - 1, compute the following 
pE~ h 
l ,  
hO PEPz  , 
P ~ (p? \ e~) n -~ Wmz , m = 1 , . . . ,M-  1, 
P ~ (pb \ o h) -h ["l(..drn,l+l ~ ?T~ ~- 1,... ,M - 1, 
PcOOhNOam, m= 1, . . . ,M- I ,  
(a.2c) 
where we use the notation 
M-1 L-1 
Oh U -h oh = e~, = U<' ,  
m=l 1=1 
STEP 4. Compute the mesh function V('~)(P), P E c~ h by piecing together the solutions on the 
subdomains 
{ V(")(P ~ Pc -h  uOh), .~  , ,, ~om~ \ ( O h 
V (~)(p)= 2} ~)(P), Re0  h, l= l , . . . , L -1 ,  (3.2d) 
Z(~ )(p), Re0  -h \O  h, m=l , . . . ,M-1 .  
STEP 5. STOPPING CRITERION. If a prescribed accuracy is reached, then stop; otherwise go to 
Step 1. For example, [IV (n) - V(~-I)[[~h/I[V (1) - V(°)H~h _< 5 is a stopping criterion based 
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on the relative reduction of the error, where ~ is the prescribed accuracy and iiv(~)ll~ 
maxe~. IY(n)(P)l. 
Algorithm (3.2) can be carried out by parallel processing, since on each iterative step n, the 
(M x L) problems from (3.23), the (M-  1) interracial problems on the vertical strips from (3.2b), 
and the (L - 1) interfacial problems on the horizontal strips from (3.2c) can be implemented 
concurrently. 
REMARK 1. We note that the original Schwarz alternating algorithm with overlapping subdo- 
mains is a purely sequential algorithm. To obtain parallelism, one needs a subdomain colouring 
strategy, so that a set of independent subproblems can be introduced. The modification of the 
Schwarz algorithm (3.2) can be considered as an additive Schwarz algorithm proposed in [10]. 
The computational effectiveness of algorithm (3.2) depends on sizes of the interfacial subdomains. 
Our theoretical analysis and numerical experiments represented below show that the small-sized 
interfacial subdomains are needed to essentially reduce the number of iterations. 
3.2. Convergence  Ana lys i s  of  A lgor i thm (3.2) 
We now establish convergence properties of algorithm (3.2). 
3.2.1. Convergence  resu l ts  
To formulate convergence r sults for algorithm (3.2), we introduce auxiliary difference problems 
on the subdomains wml, Om, and 0z. 
On meshes - h Wml , m = 1 , . . . ,  M, l = 1 , . . . ,  L, consider the following difference problems: 
h A, cS,~z(P) + c,~mt(P) = O, P E w,~ z, 
(3.3) 
@,~t(P) = 1, P E Owhl \ Ow h, @ml(P) = O, P ~ o~oh~ n &,h, 
where 
and denote 
{ D ~ D ~ ~ v A, = -s  ~ + _ + D+D_) + blDZ__ + b2D y _ (h ,  = A - c), 
-h* -h ( uo h) Odml = ~dml \ O h , m = 1 , . . . ,M ,  l = 1 , . . . ,  L, 
, qZ max q~, ( ) ,  q~ = II~zIIo~k~, = I1~11o~ --- max l~m,(P)l 
l <m< M,l  <l<L PEOwh*z 
(3.43) 
where oh,o h are defined in (3.2c). Let functions ~,~(P), rn = 1 , . . . ,  M - 1 be solutions of the 
following problems: 
A.Em(P)  + c.E,~(P) = O, 
a.4P)  = ~.~+~,~(P), 
O, 
P c O h, 
-h. P E .~hb n w,~, I = 1 , . . . ,  L, 
-h l = 1, L, P E ~h~ n w,~+i,z, . . . ,  
P E O0 h N O~.d h hO 
and introduce the notation 
I I  qH = (3.4b) max ~m(P),  l<m<ma'xl<z<Lq~'~l-,, qmz = PcOh. na~ _ _ 
On meshes O h,  m = 1, . . .  ,M-  1, @, l = 1, . . .  , L -  1, consider the following difference 
problems: 
A .~, ,4P  ) + c .%(P)  = 0, P C O h,  
(3.53) 
• ~(P)=l ,  P~.rhbv~h ~, ~(P)=0,  Pooh° ;  
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A,~t(P) + c,~z(P) = O, 
~ l (P )= l ,  pEphbUph~, ~t (P )=0,  
where operator A, from (3.3), and introduce the notation 
~= max IIq~ll , (± l< :m<M-1  3'h ~- max I<I<_L-1 
"?m = {~=~r~;  a ,  O<j_<N~},  
P E@,  
(3.5b) 
h0 PEpt  , 
~l  p) , 
p)={xq O<i<N~;  y=yt} .  
(3.6) 
THEOREM 2. Algorithm (3.2),(2.3) converges to the solution u of (1.1) with the following rate: 
max V (")(P) - u(P) < Cl (s(N, u) + q'~), 
NEff2 h 
where s(N, u) is defined in Theorem 1. The contraction coefficient q E (0, 1) is defined either by 
q = max(qr qrI) or by q = max(0 r, ~u), where qI,U,~LIr are from (3.4) and (3.6), respectively, 
and constant C1 is independent of g, N, and q. 
PROOF. In [7], for solving a parabolic problem with a singularly perturbed reaction-diffusion 
operator, the domain decomposition algorithm based on the spatial domain decomposition (3.1) 
was investigated, and on each time level it was proved that the contraction factor of the algorithm 
is defined by q = max(q~,qH), where qLH are from (3.4). Taking into account he discrete 
maximum principle for the difference operator A from (2.2), the convergence r sult with q defined 
by (3.4) can be proved in the same way as in Theorem 5 from [7]. 
To prove the convergence r sult with q defined by (3.6), we introduce the mesh functions 
(n) -h  = v~z (P) - u(P), P e oo.~, w~'. (p) (~) 
-h l~(m n)(P)  ~- Zk  n) (p)  -- U(P) ,  P e Ore, 
rtf~)(P) 2}'~)(P) U(P), P E ~h 
W ('~) (P) = V (~) (P) - V(P), P e Co h, 
m= l , . . . ,M ,  l=  l , . . . , L ,  
m= 1, . . . ,M- I ,  
/=  1 , . . . , L -1 ,  
where U(P) is the solution to (2.2) on the mesh (2.3). 
From (2.2) and (3.2), we have 
h AW~)(P) =0,  P E Wmt, 
W.(~) t (P) = g(n -1) (~ ID)  - -  U(P) ,  P C Ow~t, m = 1, . . . ,M,  / = 1, . . . ,L ;  
(a.ra) 
an~)  (P) = o, {0 
R~)(p)  (~) = W,  t (P), 
(n) WZ+I,~(P), 
Pc0~,  m=l , . . . ,M-1 ,  
PC7  h°, m=l , . . . ,M-1 ,  
-h  P E q'hbnwmz, l=  l , . . . , L ,  
-h l 1, L; P E 7 h~ n OJm+l,l, . . . .  , 
(3.7b) 
- (~) 
AR t (P)  = O, P E 
I 0, PE  
(~) 
< ~)'P'= w~t(P) ,  P 
~az(,~) ,, ,~,z+l(P), P e 
R~ ) (P), P C 
~), /=  1 , . . . , L -1 ,  
p)0, l= l , . . . , L -1 ,  
(pp \ 0 h) -h nwmt , m=l , . . . ,M-1 ,  
(py \ o n) -h n COrn,/+l, m : 1,. . . ,M- 1, 
&gh -h NOra, m = 1 , . . . ,M-  1. 
From here, using (3.2d) and the discrete maximum principle for the difference operator A, we 
conclude the estimate 
W (n) < max [W~ ) R~) R(~ ) ] 
go h -- l<m<M,l<_l<_L k oooh*,Im ' O~FIP) b ' Ohnp~ J " 
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By a standard comparison theorem, we have 
(n) W(,~) ws~ (p) < ~,~z(P) "  a~a,' 
W ('~) ; (~) 
-h  P C coral, 
l = 1 , . . . , L ,  
where ~,~l(P) ,~m(P) are the solutions to (3.3) and (3.53), respectively. Thus, we conclude that 
R(~)(P) <_ O~(P)5  (n-l), P c O -h, m= l , . . . ,M-1 ,  
5 (n-l) =max[l<rn<M_lmax w(n-l)-rh;~ l<,<L-lmax W (n- l )  pzU]. 
Similarly, we can get the estimate 
[tln)(P) < ~,(P)5 (n-l), P e ~h, l = 1 , . . . , L -  1, 
where ~l(P) is the solution to (3.5b). Using (3.6), we conclude that 
5 (n) < max (qI, qII) or(n-l), 
From the strong maximum principle, it follows that max(~ -r, ~I I )< 1, and we prove the required 
convergence r sult. 
REMARK 2. Theorem 2 guarantees that the domain decomposition algorithm (3.2) converges for 
any initial guess. 
3.2.2. Convergence rate  est imates  
0 m, m = 1 , . . . ,M-1  and t9 hy, Consider algorithm (3.2) with the interracial subdomainshx 
I = 1, . . . ,  L - 1, located outside the boundary layers, i.e., x~_  1 < 1 - a,~, Y~-I < 1 - ay with 
the notation from (2.3),(3.1). 
Additionally to (1.1), we assume that 
/~l > bl(P) _> ~51, ~2 -> b2(P) > ~32, (3.8) 
where ~i and ~2 are constants. 
On hx 0 m , m = 1, . . . ,  M - 1, O}Y, l = 1, . . . ,  L - 1 introduce the one-dimensional problems 
-x  I X A,T~( ) + c,%(x) = 0, 
x I I  A, Tm(*) =o, 
-y  ~ I  A.T, (y) + ~.~,%) = o, 
A.YT/±(y) = 0, 
hx I I xeem,  Tm(x~)=l ,  ~m(x~)=0,  
hx I I  I I  Xeem,  T ,~(x~)=0,  Tm(x~)=l  , 
y ~ ~}~, ~[ (y~) = 1, ~[ (y~) = o, 
(3.9a) 
(3.9b) 
(3.9e) 
(3.9d) 
with the difference operators defined by 
~h~. = -EDSD~ + ~ID~_, 
~Y. = -eDY+ D~ + ~2DY_, 
A~. = -¢DSD ~ - +/5tD~_, 
AY. = -zD~_D y - + f~2DY_. 
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LEMMA 1. Under assumptions (3.8), the following inequalities hold true: 
• =(P) < T~(x) + ~(~) ,  
~I ~11 ~(P) <<_ T~ (~) + T~ (~), 
p•~h,  m=l , . . . ,M-1 ,  
(ha0) p•~h ~, /=  1 , . . . , L - I ,  
where ~m(P) and ~(P)  from (3.5a) and (3.5b), respectively, and TLI~(x),Zr~'II(y) from (3.9a)- 
(3.9d). 
PROOF. We check the first inequality in (3.10) for ~,~(P), and the inequality for ~(P)  can be 
proved in a similar way. ~m(P) can be represented as 
• m(P) = ~(P)  + @~(P), 
where ~m(P) and ~(P)  satisfy the difference equation from (3.5a) and the boundary conditions 
**~(P) = i, P • ~5~, ¢L(P) = o, e • ~5" u ~o, 
(3.11) ~(P)=0,  p• ;~o;5o  ~5(p)=~,  p• ;5o .  
Prove that 
~m(P) _< T~(x), @~(P) _< TH(x~,~ j  p • 0 -h, 
such that (3.10) will hold true. Note that from the discrete maximum principle, it follows that 
TLH(x) > 0, ~LH(p)  >__ 0. From (3.5a) and (3.9a), it follows that W~(P) = T~(x) - ~(P)  
satisfies the problem 
A.W~m(P) + c*WIm(p) = (bl(P) - ~1) D~_T~(x), P • O h, W~(P) >_ 0 on 0O h. 
Now prove that D IT / (x )  _< 0. If, on the contrary, ~ D_ T,~ takes positive values, then there exists 
a point xi., where T~(xi.) - TIm(Xi._l) > 0, T~(xi.+I) - T~m(X~.) < 0. Thus, the left-hand 
side in (3.9a) at x~. is strictly positive, so we get a contradiction. Taking into account (3.8), we 
conclude that the right-hand side in the difference quation is nonnegative. By the maximum 
principle for the operator A, + c., it follows that W~(P) = T~(x) - q~(P)  _> 0, P • ~h. 
Similarly, from (3.5a) and (3.9h), WImI(P)= T~(x) -  q~(P)  satisfies the difference problem 
= - ~ 'D ~ TIZ~x ' + c ,q~(P) ,  P E O h, W~I(P) >_ 0 on 00 h. A.Wm*I(P) (bl(P) '1) - mt )
Prove that D~- TII(x~m, J - > O. If, on the contrary, D x_ TIIm takes negative values, then there exists 
a point x~., where TII{3c ~ TII[x ~ II m~ i.] rn[ i.--lJ < 0, - T~ (x~.+l)  I i  - T~ (x . )  > 0. It means that the 
left-hand side in (3.9b) at x~, is strictly positive, so we get a contradiction. From ~(P)  > 0, 
D~_Tr~(x) > 0, and (3.8), we conclude that the right-hand side in the difference quation is 
nonnegative. By the maximum principle for the operator A., it follows that W~I(P) = T~(x) - 
-h • 5(p)  > 0, P e e~. 
Thus, the inequalities from (3.10) hold true. 
Now in Theorem 2, we estimate the contraction coefficient q defined by (3.6). The solutions of 
problems (3.9a)-(3.9d) can be written as the following: 
T~(x,)= (n)~:(~2)' - (~I)'(~)N:~ T '~x ~ (~3)N:-, _ (~3)N: i=0, N.~, 
(r l)N& (r2)N~ , rak i , :  1_  (ra)N& . . . .  , 
rl,2 = (1 + t l )  4- [(1 + t l )  2 - t~ -1] 1/2, t l  ~- (~lhx + c .h  2) (2~) -1, 
t= = ~ (~ + ~1h=) -1 ,  ~ _- ~(~ + Z lh~)_ l ;  
(3.12) 
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~fI(yj) = (r Jgr(r2) J  -- (rl)J(r2) g~ 4f[I(y~) = (r3) g~- j  -- (r3) g~ j O, N y 
rl,2 ----- (1 -~- t l )  :J= [(1 -]- ~1)2 -- (~2)-1] 1/2 , t1=(~2hy-i-c, h2)(26) -1, 
~2 -~" E (E + Any)- l  , ~3 : 6(E J- Z2hy) -1,  
where N~ + 1, Nt y + 1 are the numbers of mesh points in 0-~ x and ~hy, respectively. 
We suppose that 6 << h~, hy, where hx and hy from (2.3) are the step sizes of the piecewise 
equidistant mesh outside the boundary layers, and choose the mesh points from (3.1) in the forms 
(see Figure 1) 
e x m=xm+h~,  m=l , . . . ,M-1 ,  Y~=Yl+hy,  l= l , . . . , L -1 .  
Since rl,2 are the roots of the quadratic equation 
r2 -  (2~+~h~ +c,h~)~-lr +(6+Zlh~)6 -1 =0, 
it follows that rlr2 = (6 + f]lh~)z -1. We represent T~(xi)  from (3.12) at i = N~ - 1 in the form 
N:-I (~ Ah~) N:-~t~ T~ (x~_~) = (~)  (~ - ~) + 
( r l )N~ _ ( r2 )N~ (Er l )  ~ - -  (Er2)N~' 
1/2 2 2 : + 2c. (26 + + c .<)  
For small values of h~ and E = o(hx), we can approximate Erl,2 and t3 by 
( c*-hx~ { (]3._ . ~ 4 ~lhx. 
Using these approximations, we approximate T~(XNa_ j  by 
( ) T/m (XN~- I )  ~ 1+ /31 ,] ~exp - ~I " 
From (3.12), we conclude that 
Z/m / (XN~_I): (~'3--(r3) N:) (1-- (r3)N:) -1 <r 3 ~E(~lhx) -I. 
Using (3.10), we get the estimate for 41 from (3.6) 
41 ~ max exp 
l<m<M-1 k fll ]J 
Similarly, for 411 from (3.6), the following estimate can be proved: 
{n ~ max exp l<_l<_L--1 ~2 ]] 
-h~ ~hy with REMARK 3. In the case of the maximal sizes of the interfacial subdomMns 8m and 
N,~ = N~/ (2(M - 1)) and Ny = Ny/(2(L  - 1)), we conclude that 
[ ( ,)] q < max exp -2~]~(M - 1 ' 2~]2(L - 1 " 
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3.3. A lgor i thm (3.2) with the Vertical Str ips 
Consider a particular case of algorithm (3.2) when the computational domain CO h is decomposed 
into the vertical strips only -h -hx  ~Om = ~m X (O hy, m = 1, . . . ,  M with the interracial subdomains 
o-h  -ha  0 m X ~.~hy, 77~ 1, . . . ,  M - 1, where -h~ -hx = = W m ,0 m are from (3.1) and ~3 hy is from (2.1). This 
decomposition corresponds to (3.1) with L = 1. In this case, algorithm (3.2) consists of the two 
sequential steps (3.2a) and (3.2b) and the mesh function V (n) (P) from (3.2d) is determined now 
in the form 
{V(~)(p) ,  pewh\  h (Ore_ 1 uOh),  m = 1 , . . . ,M ,  
V(~)(P) = Z (n)(P), P • O h , m = 1 , . . . ,M-  1, 
where an initial guess V (°) (P) must be prescribed. Algorithm (3.2) can be carried out by parallel 
processing, since on each iterative step n the M problems (3.2a) for V (") (P), m = 1, . . . ,  M and 
the (M-  1) problems (3.2b) for Z (~) (P), m = 1, . . . ,  M-  1 can be implemented concurrently. 
On ~,  m = 1, . . . ,  M, consider the difference problems 
I , I I  I~ I I  c.~,~ (P) O, (P )  + = 
= 0, ~(P)=I ,  P•7~_1,  
• 5 (P )=1,  P•Th  ~5(P)=O,  
h P E w,~, 
P E &o h h ' 
p • owh \ ~/h, 
(a.13) 
where vh_>v h are defined in (3.6), and introduce the notation 
where ~/~/(P) is from (3.11). 
THEOREM 3. Suppose that for algorithm (3.2) with the vertical strips the number of iterates n 
satisfies n >_ M - 1. Then the following estimate on convergence rate holds: 
6(n) <_ Q6(n-(M-I)),  
v-1  (3.15) 
5(~) = l<m<M-zmax V (n) -U  % , Q = ~ q,,~, 
m=l  
where U ( P ) ,V  (~) ( P) are from (2.2) and modified (3.2d), respectively. 
PROOF. Using a comparison theorem and the notation in Theorem 2, from (3.7a),(3.7b), we have 
- -  "Y rn - 1 "/ ~ 
< + g(p) 
7a b 
Now we estimate the right-hand side in (3.16b) for m = 
m -- 1 we get the estimate 
W(l~)(p) < ~){I(p) W(~) P e c~ h. 
- -  1 .7zh 
Taking into account hat W(~)(P) = R~- I ) (P )  = W(~-U(P) ,  P E @m, from the definition 
of 6 (~), we conclude that [IW(n)]]~ _< a (~-1), and hence, 
-h  , PEco~,  m=1, . . . ,M ,  (3.16a) 
-h  , PCOm,  m=l , . . . ,M- l . (3 .16b)  
1. Since W~ ~) (P) = O, P E 7 h, then for 
.ylhb -- 
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From (3.16a), it follows that [[W(n)[[.r~ < [[~2U.y~6(n-1), where ~2(P) = ~(P)  + ~Z(p)  is the 
solution to problem (3.13) on ~h with the boundary conditions 
¢~(P) = 1, P e ~1 ~u ~,  ~(P)  = 0, P • o~ \ (~  u ~D. 
From the maximum principle, it follows that 0 < O2(P) _< 1, P E ~h, and we conclude the 
estimate 
W, (n) < 5(n-l). 
Substituting the estimates for UW[n)n~b and [[w2(n)[I.~o in (3.16b), we have 
_< ~z~ R?) {ll l/ll r +II 
The last inequality in notation (3.14) is rewritten as 
t7~ ) < q16 (n-l). (3.17) 
From (3.16a),(3.16b) for m = 2, we conclude that 
I (  II w(n) ~ T~II R~ ~> ~#-  < I1~11~ II~ll~r w~ n> ~e + I1~ I1~#0 ~#/+ II ~ I1~# ~<~-~> 
Since W(~)(P) = _RI~-I)(P), P • 7i h and using (3.17) for RI~-I)(P), the above inequality has 
the form 
R (n) < q26 (n - l )  -F  ql 5(n-2) .  
By induction, the following estimate can be proved: 
m 
R(~)(P) % <_ E qk5 (n-(m-k+l)). (3.18) 
k=l 
From (3.16a), we conclude that Uw('°Ho~ _< 6(n-1). From here and (3.16b), we get 
R~) o~ { ( ~ W(~) )} < ~(~-~. max < max max W (n) m-}-I,,tame l<rn<M--1 - -  l<m<M-1 ~ - -  
Since 6 (n) _< maxm II~)lloam , we prove that 
j(n) < 6(n--1), n > 1. 
From here and (3.18), the theorem holds true. 
REMARK 4. Consider algorithm (3.2) in the case when the computational domain ~h is decom- 
posed into the horizontal strips only ~h = ~.)hx X~hy l ~--- 1, . . . ,  L with the interfacial subdomains 
~h = ~hx × ~Y l 1, ., L - 1, where -hy •hy = .. wz ,~l are from (3.1) and ~hx is from (2.1). This de- 
composition corresponds to (3.1) with M -- 1. In this case, algorithm (3.2) consists of the two 
sequential steps (3.2a) and (3.2c) and the mesh function Y (n) (P) from (3.2d) is determined now 
in the form 
{ Vz(n)(P), Pewlh\(v~h_lt2@) , l= l , . . . , L ,  
V(~)(P)= 2[~)(p), p•~h Z=I , . . . , L -1 ,  
where an initial guess V (°) (P) must be prescribed. On each iterative step n, the L problems (3.2a) 
for Vz(~)(P), l = 1,... ,L and the (n - 1) problems (3.2c) for 2~n)(p), l = 1,... ,L - 1 can be 
computed in parallel. For algorithm (3.2) with the horizontal strips, the convergence r sult (3.15) 
from Theorem 3 holds true. 
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3.3.1. The  interfacial subdomains outside the boundary  layer 
Consider algorithm (3.2) with the interfacial subdomains hx 0 m , m = 1, . . . ,M-  1 located in the 
x-direction outside the boundary layer, i.e., x~_  i _< 1 -Gx, with the notation is from (2.3),(3.1). 
Similar to the estimate ~(P)  < T~(x) ,  P E 0-hm proved in Lemma 1, one can prove the 
estimate for ~(P)  
-h  / l~(P)  < II~(x), P E w m, m---- 1 , . . . ,M,  
where II/m/(X) is the solution of the one-dimensional difference problem 
x I I  hx  I I  I I  
= ---- I I~ (xm)  ---- 1. A,n (x) o, x e o, 
The solution of the last problem can be written in the form similar to (3.12) 
ii i, , _ m (xi) = , i = 0 , . . . ,N~n , -~ r 3 = e(~ + f l ih~)  - l ,  
1 - (r3) 9& 
where - x N~ + 1 is the number of mesh points in co,~-h=. From here and (3.12), we estimate T H 
and II H by 
I I i x x " - ~ l~l hx  Tm(xi)  <_p- iV  i O, . . . ,N~, zs - _-- iim(Xi )<_p,-N.~, i=O,. . . ,N~., ,  p=l+ 
E 
From here and (3.14), we conclude that 
~) I I  I~I I  - -  --(Xr°'--m bm)/h= "F - (xe - -xm) /h~ (3.19) 
Now we estimate the convergence factor Q in (3.15) by 
Q < (M - 1) max (p-(~,, , -~)/h,  ~ + p-( m--x~)/h~, } .
- -  l < m < M - 1  L 
To minimize this estimate, we choose xm as the middle point of the interval [x~, x~]. Thus, 
Q _< Q, Q = 2(M - 1)p -d/2h~, d = min {x~ - x~} (3.20) 
l<m<M-1 
where d is the minimal size of the interracial subdomains in the x-direction. 
RSMAaK 5. In the case e < h~, say z = h~, a > 1, we have lnp ..~ (~-1)  ln(fli/h~). Iffli = O(1), 
then we approximate (~ in (3.2o) by 
0 ~ 2(M_  1)exp ( d(c~ - 1) in h71) 
2h~ 
If we suppose that all interfaeial subdomains are of equal and maximal size d = N,~(2(M-1))-~h~, 
then we can conclude the following approximation: 
Q ,-~ 2(M - 1) exp ( (a - 1)N~ in N~ "~ 
7 
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3.3.2. The interracial subdomains  inside the boundary  layer 
Suppose that N~ is divisible by 2M and M is even, we decompose the boundary layer [1 -a~,  1] 
and the region outside the layer [0,1 - a~] into M/2 equal subdomains, respectively, where a~ 
from (2.3b). We note that each of the subdomains ~h~, m = 1 , . . . ,  M contains the same number 
of mesh points 2I  + 1, I = Nx/(2M). We have 
-hx  [ Xm--i + ih~, i = 0, 1 , . . . ,  2I, 
~t} m x~- i  + ihxE, i=0 ,1 , . . . ,2 I ,  
2(m - 1)Ih~, 
ihx , 
where A~/_-- M/2 and h~,h~ are the uniform step 
respectively. We choose the interfacial subdomains 
m = 1 , . . . ,~ / ,  
m =/ t? /+ 1 , . . . ,M ,  
m ~- 1 , . . . ,~ / ,  
m= l~I + l , . . . ,M ,  
sizes outside and inside the boundary layer, 
in the following forms: 
-h~ t X~ + ih~, 
~"~ = ~ x b + ihx~, 
I. (1 - + ih. , 
{ x,~ - Kh~, m = 1 , . . . ,  19I - 1, b (I ~) Khx, m=l~l ,  
xm-Kh~,  m = M+ 1 , . . . ,M-  1. 
i---O, 1 , . . . ,2K,  m = 1 , . . . , / t~/ -  1, 
i --- 0 ,1 , . . . ,2K ,  m = AT/+ 1 , . . . ,M-  1, 
i - -  0 ,1 , . . . ,K ,  
i --- K+ 1 , . . . ,2K ,  
Here the interracial subdomains ~h~, m ---- 1 , . . . ,  M - 1 contain the same number of mesh points 
2K+ 1, and the centre of the discrete interval ~h~ is located at xm. We suppose 1 < K < I,  such 
that ~h~ C] 0~ ~ = 0, m = 2, , M 1. Thus, this decomposition is a balanced one. m--1 ' ' '  - -  
Now for the balanced decomposition, we estimate coefficient Q in (3.15). Since ~h, m = 
1 , . . . ,  A~/-- 1 are located outside the boundary layer, then for qm, m = 1 , . . . ,  AT/- 1, we can use 
estimate (3.19), i.e., 
qm <_ Q1, QI = 2p -K, p= l-+ /91h~ - - - ,  m- -  1 . . . .  , /~ / -  1. (3.21) 
E 
Subdomains O,~,-h m = M + 1 , . . . ,  M - 1 and wm , -h m = /~ + 1, . . . ,  M are localised inside the 
boundary layer, where the uniform step size hx~ is in use. Now, we apply (3.19) with h~,  and 
get 
qm _< Q2, Q2 -- 2(p) -g ,  ~5 1 -F t~lhx~ = ~ ,  m = AT/+ 1 , . . . ,M-  1. (3.22) 
To estimate q~2 from (3.14), we only have to evaluate I ]~117~, since from (3.19) it follows 
that 
Similar to Lemma 1, we can prove the inequality ~(p) I I  <_~ TAT/(x),II p C O~,-h where o~hz is the 
piecewise quidistant mesh. z1 hx T~(x) ,  x E 0~ can be written in the form (compare with (3.12)) 
T i i [x .h  i i  (T3) K - i  - ( r3 )  K Mk  ' /  ----" TAT/(xAT/) 1 - -  (7"3) K ' 
I I  _ (1 i i  (r4) + T (XM) - 
I I - -  T I~I 
= 
1 - 
i = 0 , . . . ,K ,  
i = K , . . . ,2K ,  
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I I  Tff/i(xlf/i ) = a la2(a la  2 + a3) -1,  r 4 = ~(~ +/~lhz~) -1,  
Ehz (r4) g-1 -- (r4) K 1 -- r 3 
al = (z + fll(h~ + h~)2-1)h~e ' a2 = 1 - (r4) g ' a3 - 1 - (r3) K" 
Thus, we conclude the estimate 
@H _ II < ala2(ala2 + a3) -1. 
Writing down the term ala2 in the form 
ala2 afllh~ [z + f~l(h~ + h~)2 -1] -1 = , a = (r4) K (1 - ( r4 )K)  -1  , 
and taking into account hat ~lh~[a +/~l(hxe + h~)2-1] -1 _< 2, we have the estimate ala2 < 2a. 
Since the maximum of ala2(ala2 + ha) -1 over ala2 occurs at the maximum value of ala2, it 
follows that 
I I  I1%11.,  <-- - -  2a(2a + a )-i (323) 
Now, substituting this estimate and (3.21),(3.22) in (3.15), we get the estimate on Q 
Q <- (M)  (QI +Q2) +Q3. 
REMARK 6. From (2.3b) and (3.22), it follows that 
( (  2t~lnN~ )  
Q2=2exp -K in  1+ N~ ] ' ~' >1 '  
and for sufficiently large N~, we have 
(2 glnN ) 
Q2 ~ 2exp N~ ] '  K _< N~(2M) -1, 
where the parameter v defined in (2.3). From (3.23), it follows that Q3 = 2(r4)fi[2(r4) K +a3(1-  
(r4)K)] -1, and since a3 > 1 - r3, we conclude Q3 < 2(r4)K(1 -- r3). If we suppose that z << h~, 
then Qa is approximated by 
( 2uKlnNx 
Q3 ~ 2exp ~ ] ,  K < N~(2M) -1. 
Thus, for sufficiently large Nx, s << h~ and the maximal size of the interfacial subdomains/( = I, 
I = N(2M) -1, from (3.21) it follows that 
01 2 = 
Thus, 
Q < Q, ~) ~ M (Nx) -" /M . (3.24) 
REMARK 7. Consider the limiting case of the balanced ecomposition, where only the last subdo- 
main ~h lies in the boundary layer (the unbalanced decomposition), i.e., region [0, 1 -  ax] outside 
the layer is decomposed into M - 1 equal subdomains and all subdomains ~h, m ---- 1, . . . ,  M - 1 
contain the same number of mesh points. If E << hx, we approximate (~3 in (3.23) by (Nx) -"/2, 
and conclude that 
Q < (~, Q ~ M (N~)-"/2. (3.25) 
Note here that getting the better convergence property of the algorithm on the unbalanced 
decomposition, we have lost load balancing, since the sizes of domains ~h and 9~-a for large 
values of M are sufficiently bigger than others. To keep load balancing for the algorithm on the 
unbalanced decomposition, we need to use the second level of parallelization for solving discrete 
systems on these two subdomains. 
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4. NUMERICAL  RESULTS 
As a test problem, consider problem (1.1) with (bl, b2) = (2, 3), c = 1, g -- 0, and f(x,y) such 
that the function 
u(x,y) = 2 sin(x) (1 - exp ( -2(1  - x )~- l ) )  y2 (1 - exp (--3(1 -- y)a-1) )  
is the exact solution of the problem. 
Since we know the exact solution u(P) to the test problem, the stopping criterion is chosen in 
the form 
in N 
max V(~)(P)-u(P) <-  
PC~ h - -  N ' 
where V (n) (P) is from (3.2d). We show below that the stopping criterion in the form maxpE~h 
IV (N) (P) - V(~- I ) (P) I  < In N/N gives very close numerical results. 
In all our numerical experiments, we choose Nx = Ny = N, and the linear systems were 
solved using the GMRES solver with a diagonal preconditioner as in [11]. GMRES is a class 
of iterative solvers based on Krylov subspace methods. GMRES methods are generally stable 
and robust. Their generic disadvantage of requiring an addit ional dimension to be stored per 
additional basis vector can be avoided by restarting the process, but with the stopping solution 
used as the start ing solution subsequently. In the experiments, the maximum size of Krylov 
subspace constructed was set to 20, and a maximum of 50 restarts was permitted (for a fuller 
explanation of the GMRES methodology, see [12]). 
First, we analyse experimental convergence results for algorithm (3.2) with the vertical strips 
defined in Section 3.3. Introduce the following notation: nv is a number of iterations with the 
parameter y defined in (2.3). In Table 1, we give the number of iterations nv, y = 2, 4 for the 
balanced omain decomposition with the maximal size of the interfacial subdomains and the mesh 
sizes N = 32, 128. Our numerical results show that for N, M fixed, n~ is independent of ~, these 
uniform convergent results confirm estimate (3.24). For M fixed, the number of iterations n~,(N) 
is a monotone decreasing function of N,  which is in agreement with (3.24). For N fixed, n~,(M) 
and the ratio n,,(2M)/n~(M) are increasing functions of M, which is in qualitative agreement 
with estimate (3.24). 
Table 1. Number of iterations for the balanced ecomposition. 
M n2; n4, N = 32 
2 2; 2 2; 2 2; 2 
4 4; 4 5; 4 5; 4 
8 12; 8 12; 9 12; 9 
16 n .a .  n .a .  n .a .  
10 -3 10-4 10-5 
n2; n4, N----128 
2; 2 2; 2 2; 2 
4; 4 4; 4 4; 4 
10; 7 10; 7 10; 7 
30; 18 30; 18 30; 18 
10-3 10-4 10-5 
Table 2. 
criterion (4.1). 
M 
2 
4 
8 
16 
e 
Number of iterations for the balanced ecomposition with the stopping 
n2; n4, N = 32 
4; 3 4; 3 4; 3 
6; 5 6; 5 6; 5 
11; 10 11; 10 11; 10 
n.a. n.a. n.a. 
10-3 10-4 10-5 
n2; n4, N = 128 
3; 3 3; 3 3; 3 
6; 5 6; 5 6; 5 
14; 10 14; 10 14; 10 
31; 19 32; 20 32; 20 
10-3 10-4 10-5 
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Table 3. Number of iterations for the balanced ecomposition with N = 128. 
M 
2 
4 
8 
16 
32 
nv 
2 2 2 2 2 
4 4 4 4 4 
10 7 7 7 7 
30 18 15 14 14 
111 59 44 38 34 
2 4 6 8 10 
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In Table 2, we present he numerical experiments with the stopping criterion 
max V(n) (P)  - V (n -1) (P )  <__lnN (4.1) 
pE~h -- N ' 
which are similar to Table 1. We see that the corresponding results are very close. 
The number of iterations as a function of the parameter v is listed in Table 3. The experiments 
show that for M fixed, n(v) is a monotone decreasing function with the limiting value of order M, 
that is in agreement with estimate (3.24) and our assumption made in Theorem 3. 
In Table 4, for various numbers of M and sizes K of the interracial subdomalns (the full 
width of the interfacial subdomain is 2K ÷ 1), we give the number of iterations for the balanced 
decomposition with v = 2 and N = 128. The number of iterations as a function of the size of the 
interracial subdomalns i  monotone decreasing. This function for M fixed varies very quickly for 
small values of K,  and relatively small sizes of the interracial subdomains are needed to essentially 
reduce the number of iterations. 
Table 4. Number of iterations for the balanced ecomposition with N = 128. 
M n2 
2 8 5 4 4 3 3 3 
4 12 8 6 5 5 4 4 
8 19 13 10 9 8 8 7 
16 32 23 18 n.a. n.a. n.a. n.a. 
K 1 2 3 4 5 6 7 
Table 5. Number of iterations for the unbalanced decomposition. 
M n2;n4, N = 32 
3 3; 3 3; 3 3; 3 
5 5; 4 5; 4 5; 4 
9 n.a. n.a. n.a. 
z 10 -3 10 -4 10 -5 
n2;n4, N = 128 
3; 3 3; 3 3; 3 
5; 4 5; 4 5; 4 
8; 7 9; 7 9; 7 
10-3 10-4 10-5 
Table 5 represents the number of iterations n~, v -- 2, 4 for the unbalanced domain decompo- 
sition with the maximal size of the interracial subdomalns and N -- 32,128. The main features 
of the algorithm on the balanced omain decomposition highlighted from Table 1 hold true for 
the unbalanced domain decomposition, where only the last subdomain ~ lies in the x-direction 
inside the boundary layer. These results confirm estimate (3.25). In contrast o the algorithm 
on the balanced ecomposition, the number of iterations on the unbalanced one is a linear func- 
tion in M which is in agreement with estimate (3.25). As we can see from Tables 1 and 5, the 
algorithm on the unbalanced ecomposition converges ufficiently faster than on the balanced 
decomposition, comparing M = 4(2 + 2) from Table 1 with M = 3(1 + 2) from Table 5, and so 
on. Similar to Table 3 for the balanced omain decomposition, in Table 6, we give the number of 
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i terat ions as a function of the parameter  u for the unbalanced omain decomposit ion.  It should 
be noted that  for sufficiently large values of M,  the l imit ing values of n are less then M,  e.g., for 
M = 17 the l imit ing value is n = 11. 
Table 6. Number of iterations for the unbalanced ecomposition with N ---- 128. 
M ~v 
3 3 3 3 3 3 
5 5 4 4 4 4 
9 9 7 6 6 6 
17 17 13 12 11 11 
u 2 4 6 8 10 
Now we analyse exper imental  convergence results for a lgor i thm (3.2) wi th the (M x L) decom- 
posit ion defined in Section 3.1. Similar to the numerical  results for the domain decomposit ion 
into the vert ical  strips, our numerical  results show that  the i terat ive a lgor i thm (3.2) converges 
uniformly in the perturbat ion parameter  for the (M × L) decomposi t ion too. 
Table 7. Number of iterations for the balanced (M × L) decomposition with N = 128. 
M n2; n4 
2 2; 2 4; 4 9; 7 28; 18 
4 3; 3 4; 4 8; 6 25; 16 
8 8; 6 9; 7 9; 7 26; 17 
16 23; 15 27; 17 28; 18 29; 18 
L 2 4 8 16 
In Table 7, we represent he uniform convergence numerical  results for the balanced in the 
x- and y-directions domain decomposit ion with the max imal  size of the interracial subdomains,  
u = 2, 4 and N = 128. Similar to Table 3, the exper iments how that  for M,L  fixed, n(u)  is a 
monotone decreasing function with the l imit ing value of order max(M;  L). 
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