We solve direct and inverse obstacle-scattering problems in a half-space composed of a uniform absorbing and scattering medium. Scattering is sharply forward-peaked, so we use the modified Fokker-Planck approximation to the radiative transport equation. The obstacle is an absorbing inhomogeneity that is thin with respect to depth. Using the first Born approximation, we derive a method to recover the depth and shape of the absorbing obstacle. This method requires only plane-wave illumination at two incidence angles and a detector with a fixed numerical aperture. First we recover the depth of the obstacle through solution of a simple nonlinear least-squares problem. Using that depth, we compute a point-spread function explicitly. We use that point-spread function in a standard deconvolution algorithm to reconstruct the shape of the obstacle. Numerical results show the utility of this method even in the presence of measurement noise.
INTRODUCTION
Optical technologies offer a means to obtain quantitative information about tissue health noninvasively. By determining the optical properties of tissues from scattered measurements, one may infer physiological properties thereby allowing for early diagnosis and preventive treatment. Specific biomedical applications using optics include hematoma detection and location [1, 2] , brain blood oxygenation for functional imaging [3] [4] [5] [6] [7] , breast cancer detection [8] [9] [10] , and fluorescence imaging [11] [12] [13] , among others.
Small-animal macroscopic imaging is an emerging application because small animals are important model systems in biology. They allow for in vivo investigation of complex biological proccess. In most cases small-animal imaging is being carried out by means of photographic methods [14] . These methods are technologically and methodologically easy to implement. However, they are limited due to strong multiple scattering that causes blurring. In addition, these methods are unable to quantify local optical parameters, especially as a function of depth. Consequently, there is much interest in mathematical models for light propagation in biological tissues that, in combination with novel image-reconstruction algorithms, improve our visualization capability. These mathematical models must account for the multiple scattering of light in tissues accurately. Moreover, the visualization proccess requires the solution of an inverse problem in which one seeks to recover details of the tissue interior from measurements at the boundary. The inverse problem corresponding to light propagating in tissues is severely illposed.
Light propagation in tissues is governed by the theory of radiative transport [15] . This theory takes into account absorption and scattering due to inhomogeneities. The radiative transport equation is an integral-differential equation for the specific intensity. It is difficult to solve numerically, especially when the medium is optically thick or scatters with a sharp peak in the forward direction, both of which are relevant in tissue optics. The sharp forward-scattering peak requires restrictively large computational resources to approximate the integral operator in the transport equation accurately. However, it is just for forward-peaked scattering that the Fokker-Planck equation provides a good approximation. This FokkerPlanck approximation takes forward-peaked scattering into account analytically by replacing the integral operator in the transport equation by a simpler differential operator [16] .
To reach the full potential of using optics for biomedical applications, one must understand how information is contained in scattered light measurements. According to the theory of radiative transport, there is a diversity of data available, e.g. spatial, angular, temporal, frequency, etc. In fact, recent technological advances have led to the acquisition of diverse data sets [17] . However, using the diversity inherent in scattered light measurements to recover optical properties of tissues remains underexplored. There has been some recent progress in using the radiative transport equation for diffuse optical tomography problems [18, 19] . Nevertheless, the information contained in the angular variation of scattered light remains under-used. The angular dependence in scattered light measurements may contain useful information about tissue properties, especially for applications in small-animal imaging and investigation of epithelial tissue layers where penetration depths are relatively small with respect to the transport mean free path.
The information contained in the angular variation of scattered light is not well understood most likely because the diffusion approximation of the radiative transport equation is often used to model light propagation in tissues. The diffusion approximation applies for optically thick tissues [15] . It assumes that light is nearly isotropic due to multiple scattering. It does not contain information about the angular distribution of the light that has interacted with the tissue inhomogeneities. For this reason, the diffusion equation does not describe accurately light propagation in optically thin media nor light near sources and boundaries. Because of these limitations, the diffusion approximation is not adequate for imaging small animals [20, 21] and investigating epithelial tissue layers [22] , for example.
In this paper, we study direct and inverse obstaclescattering problems in a half-space composed of a uniform absorbing and scattering medium. The obstacle is an absorbing inhomogeneity that is thin with respect to depth. Because scattering in tissues is sharply peaked in the forward direction, we use the modified Fokker-Planck approximation to the radiative transport equation [16, 23] . Since we consider relatively weakly absorbing inhomogeneities, we use the Born approximation to solve the direct scattering problem. We use this solution as simulated data for the inverse obstacle-scattering problem.
For the inverse obstacle-scattering problem, we recover key characteristics (e.g., depth and shape) of the absorbing obstacle. Rather than seeking a complete reconstruction of the obstacle, we seek only those key characteristics. By doing so, we reduce the dimensionality of the inverse problem and regularize it, also.
Because this method seeks only a few characteristics of the absorbing obstacle, we are able to use it when data are very limited. Here, we show that we recover these key properties well with plane-wave illumination at two different incidence angles. The detector measures the reflectance with a fixed numerical aperture. Moreover, we show that this method is robust even with measurement noise.
Wang and Jacques [24] proposed the use of an oblique incident beam for determining the reduced scattering coefficient of a turbid medium. This method has been validated experimentally [25] and applied to several studies in detecting skin cancer [26] [27] [28] . Here, we use different incidence angles to leverage diversity in the data that can be exploited to determine an absorbing obstacle's key properties.
Kim and Moscoso [21] used a procedure similar to the one used here for the inverse fluorescent source problem. However, they assumed that the angular dependence of the backscattered specific intensity was available. Using that angle data, they pre-processed the data and derived a reduced problem from which they computed explicit formulas. In this study, this angle information is not available. The detector measures scattered light through a fixed numerical aperture. As a result, we are not able to derive explicit formulas at every step. Nonetheless, the analysis that follows reduces the problem to a sequence composed of a simple nonlinear least-squares problem followed by a deconvolution problem with a known pointspread function. We solve these two problems readily using standard numerical methods.
The remainder of this paper is as follows. In Section 2, we discuss the radiative transport equation and the modified Fokker-Planck approximation. In Section 3, we discuss the direct obstacle-scattering problem. In Section 4, we describe the inverse obstacle-scattering problem and the method used to recover the depth and shape of the absorbing obstacle under the assumption that it is thin. Section 5 gives numerical results showing the utility of this theory. Section 6 contains the conclusions. Appendix A discusses plane-wave solutions used extensively throughout this paper. Appendix B discusses Green's function for the half-space.
RADIATIVE TRANSPORT EQUATION AND THE MODIFIED FOKKER-PLANCK APPROXIMATION
The theory of radiative transport governs light propagation in tissues [15] . It takes into account absorption and scattering due to inhomogeneities. Continuous light propagation in tissues is governed by the timeindependent radiative transport equation
͑2.1͒
The specific intensity I is the power flowing in direction ⍀ at position r. The absorption and scattering coefficients are denoted by a and s , respectively. The scattering operator L is defined as
In Eq. (2.2) integration is taken over the unit sphere S 2 . The scattering phase function f gives the fraction of light scattered in direction ⍀ due to light incident in direction ⍀Ј. We assume here that scattering is rotationally invariant so that f depends only on ⍀ · ⍀Ј.
Tissues scatter light typically with a sharp forward peak [16] . For that case, the scattering phase function is peaked about ⍀ · ⍀Ј ϳ 1. Through an asymptotic analysis of the scattering operator L when f is peaked sharply about ⍀ · ⍀Ј ϳ 1, we obtain the modified Fokker-Planck approximation [16] :
with ⌬ ⍀ denoting the spherical Laplacian, I denoting the identity operator, and ␣ and ␤ denoting constants that depend on the first three terms of f expanded as a series of Legendre polynomials. For example, for the HenyeyGreenstein phase function with asymmetry parameter g and
͑2.4͒
we set
DIRECT OBSTACLE-SCATTERING PROBLEM
For the direct obstacle-scattering problem, we seek the solution of Eq. (2.1) with Eq. (2.3) in the half-space z Ͼ 0. A plane wave with flux F is incident on the boundary of this half-space at z = 0 in direction ⍀ 0 , so that the boundary condition is
We have assumed in boundary condition (3.1) that the refractive index is matched across the boundary at z =0. Hence, there are no reflections at the boundary. The half-space is composed of a uniform absorbing and scattering medium except for an absorbing obstacle. The constant background absorption and scattering coefficients are denoted by a and s , respectively. We model the absorbing obstacle as a perturbation to the absorption coefficient of the form
͑3.2͒
Substituting Eq. (3.2) into Eq. (2.1), we obtain
Measurements are given by the reflectance R, which is defined as
with ⍀ z = ⍀ · ẑ . Here, integration is taken over ⍀ NA with NA denoting the numerical aperture. For clarity in distinguishing solutions for different incidence directions, we include the parametric dependence on the incidence direction ⍀ 0 in the notation throughout. We introduce the unperturbed solution I 0 which satisfies
subject to boundary condition (3.1). Because there is no variation in this problem with respect to the transverse spatial variables, I 0 does not depend on . The unperturbed solution can be written in terms of the Fourier transform of the half-space Green's function Ĝ at spatial frequency q = 0 (see Appendix B) as
Using the general representation formula and the halfspace Green's function (see Appendix B), the solution to the direct obstacle-scattering problem is given as
The solution of Eq. (3.7) can be written as the Neumann series
with I n satisfying
͑3.9͒
subject to the boundary condition
We obtain the first Born approximation by truncating the Born series after two terms, yielding
The Born approximation is valid when multiple interactions between the obstacle and the medium are negligible. In other words, Eq. (3.11) is valid when the size and strength of the inhomogeneity are relatively small. By taking the limit of Eq. (3.11) as z → 0 + (from within the half-space), we obtain
Multiplying Eq. (3.12) by −⍀ z and integrating over ⍀ NA, we determine that
͑3.14͒
and
G͑⍀,,0;⍀Ј,Ј,zЈ͒I 0 ͑⍀Ј,zЈ;⍀ 0 ͒d⍀Ј⍀ z d⍀.
͑3.15͒
Because G is translationally invariant with respect to the transverse spatial variables (see Appendix B), we show explicitly in Eq. (3.13) that the integration with respect to Ј is a Fourier convolution. Hence, Fourier transforming Eq. (3.13) with respect to yields
Using the plane-wave solution expansions for Ĝ and I 0 (see Appendix B), we determine that
In Eqs. (3.17)-(3.19), j ͑q͒ and V j ͑⍀ ; q͒ correspond to the plane-wave solutions described in Appendix A. We now outline the procedure to compute the solution to the direct obstacle-scattering problem:
1. Compute the Fourier transform of ␦ a ͑ , z͒ with respect to to obtain ␦ a ͑z ; q͒.
2. With the plane-wave solutions calculated, compute K ͑zЈ ; q , ⍀ 0 ͒ through evaluation of Eq. (3.17).
3. Integrate K ͑zЈ ; q , ⍀ 0 ͒␦ a ͑zЈ ; q͒ with respect to zЈ for each q to obtain ␦R ͑q ; ⍀ 0 ͒. 4. Compute the inverse Fourier transform of ␦R ͑q ; ⍀ 0 ͒ to obtain ␦R͑ ; ⍀ 0 ͒.
To compute this solution numerically, we use discrete Fourier transforms with appropriate grids for and q.
In the procedure we have described above, we use the first Born approximation. This approximation is valid when the absorbing obstacle is a relatively weak perturbation in size and/or strength. Hence, we work only in this regime. Although this approximation may be subject to objection, it provides a substantial simplification to computing the solution of the direct obstacle-scattering problem. Moreover, the Born approximation has been used for several tissue optics problems with success [22, 30, 31] . In applications where the contrast between the obstacle and the background is stronger other approaches, such as shape-based reconstruction methods [32, 33] , are more appropriate.
INVERSE OBSTACLE-SCATTERING PROBLEM
For the inverse obstacle-scattering problem, we seek to recover the absorbing inhomogeneity ␦ a from reflectance measurements at the boundary. In particular, we have two sets of measurements denoted by R͑ ; ⍀ 1,2 ͒ due to plane waves incident on the half-space at two different incidence directions denoted by ⍀ 1,2 . Rather than seeking a complete reconstruction of ␦ a , we seek only key characteristics of it, (e.g., its depth and shape). By doing so, we reduce the dimensionality of the inverse obstaclescattering problem. We summarize the method below:
1. Using the Born approximation, we derive an analytical solution for the direct obstacle-scattering problem when the obstacle has negligible thickness.
2. We evaluate the analytical solution at q = 0 which gives an equation from which we can recover the depth of the obstacle through its least-squares solution.
3. With the recovered depth known, we compute the optical transfer function from which we compute the point-spread function.
4. Using that point-spread function, we determine the shape of the obstacle using a standard deconvolution algorithm.
This procedure is shown graphically in Fig. 1 .
The data comprise measurements from two sets of experiments. First a plane wave illuminates the half-space in direction ⍀ 1 and the reflectance R͑ ; ⍀ 1 ͒ is measured. Then a plane wave illuminates the half-space in direction ⍀ 2 and the reflectance R͑ ; ⍀ 2 ͒ is measured. Henceforth, we work as if the data have continuous trasverse spatial dependence for notational clarity. In doing so, we assume that the detector samples the dependence of R sufficiently well, and where we write continuous Fourier transforms we replace them with discrete Fourier transforms.
We now make the assumption that the absorbing obstacle is negligibly thin so that
͑4.1͒
with z 0 denoting the depth of the absorbing obstacle. By assuming the obstacle is negligibly thin, we have reduced the model space, which helps to regularize the inverse problem. Note that the real object can, in fact, have finite thickness. Substituting Eq. (4.1) into Eq. (3.13), we deter- mine that the data function ␦R defined by Eq. (3.14) is given by
In what follows, we analyze Eq. (4.2) thereby leading to a method to determine the depth z 0 . Using that result, we describe a method to determine a͑͒. Equation (4.2) shows that the data function is given as a Fourier convolution. Hence, Fourier transforming Eq. (4.2) with respect to yields ␦R ͑q;⍀ 1,2 ͒ Ϸ − K ͑z 0 ;q,⍀ 1,2 ͒â ͑q͒.
͑4.3͒
To determine the depth z 0 , we substitute Eq. (3.17) into Eq. (4.3) and evaluate that result at q = 0 to obtain
͑4.4͒ Equation (4.4) gives two explicit equations corresponding to ⍀ 1,2 for the two unknown values â ͑0͒ and z 0 . We compute numerically the least-squares solution of this problem to obtain estimates for â ͑0͒ and z 0 .
Once the value of z 0 is known, we compute the optical transfer function OTF͑q͒ using only incident direction ⍀ 1 : OTF͑q͒ = K ͑z 0 ,q;⍀ 1 ͒.
͑4.5͒
By inverse Fourier transforming OTF͑q͒, we obtain the point-spread function PSF͑͒. With PSF͑͒ known, we can represent the data function for the incident direction ⍀ 1 in terms of the unknown function a͑͒ as ␦R͑;⍀ 1 ͒ = PSFÃa͑͒,
͑4.6͒
with Ã denoting a Fourier convolution. We compute numerically a͑͒ using a standard deconvolution algorithm (see Section 5 for details). The utility of this method relies on a good estimation of the value of z 0 . One advantage of the method described above is that through the analysis, we obtain an explicit equation that isolates the role of the depth of the obstacle in data function. Moreover, because we evaluate the model given by Eq. (4.4) at q = 0, we are removing implicitly high spatial frequencies from the data in a natural way. Hence, this procedure may maintain its fidelity with noisy data. This method for determining the depth relies on the data functions associated with the different incidence directions being sufficiently diverse. This data diversity is lost when the obstacle is too deep within the half-space. We show this reliance on data diversity in our numerical results.
Once the depth z 0 is determined, the process reduces to a deconvolution problem with a known point-spread function. There are many methods to treat this problem. Hence, one can consider several options in this procedure that take into account better a priori information such as noise estimates, for example. The key point here is that this analysis leads to this reduction that allows for a variety of methods for its solution.
NUMERICAL RESULTS
For the numerical results that follow, we have set a = 0.01 cm −1 , s = 1.00 cm −1 , and g = 0.95. Therefore, the reduced scattering coefficient is s Ј= s ͑1−g͒ = 0.05 cm −1 . We used the modified Fokker-Planck approximation corresponding to the Henyey-Greenstein scattering phase function. According to Eqs. (2.5) and (2.6) with g = 0.95, we set ␤ = 0.1842 and ␣ = 0.0342.
We computed the plane-wave solutions (see Appendix A) for these optical properties corresponding to a 128 ϫ 128 grid sampling a 5l * ϫ 5l * area with l * =1/ s Ј denoting the transport mean free path. We used a 16-point Gauss-Legendre quadrature rule for the cosine of the polar angle variable and a 32-point extended trapezoid rule for the azimuthal angle variable. Hence, we solved a 512ϫ 512 matrix eigenvalue problem for each q = ͑q x , q y ͒.
For the direct obstacle-scattering problem, we considered the perturbation to the absorption coefficient to have the form
͑5.1͒
We have set ⑀ = 0.001 and ⌬z = 0.05l * . The function A͑͒ is piecewise constant (A = 0 or 1) and is shown in Fig. 2 . We use the procedure described in Section 3 to solve the direct obstacle-scattering problem with ⍀ 1 corresponding to normal incidence and ⍀ 2 corresponding to 30°from normal.
For the data functions, the numerical aperture was set to NA= ͕⍀ · ẑ Ͻ 0͖. Hence, integration in Eqs. (3.14), (3.15) , (3.18) , and (3.19) with respect to ⍀Ј are taken over the en- tire hemisphere of directions pointing out of the halfspace. Changing the NA does not result in substantial differences in the qualitative results that follow.
A. Recovering of the Depth and Reconstructing the Shape with No Noise
To test the utility of the procedure described in Section 4, we first consider the case when no noise is present. We report first on results obtained in solving Eq. (4.4) for â ͑0͒ and z 0 . To compute the nonlinear least-squares solution of Eq. (4.4) , we used the Levenberg-Marquardt method with line search implemented in the MATLAB 7 (Mathworks, Incorporated, Natick, Massachusetts) function lsqnonlin in the Optimization Toolbox. For all cases, we have set the initial values â ͑0͒ ͑0͒ = 0.010 and z 0 ͑0͒ = 0.05l * for computing the nonlinear least-squares solution. Table 1 shows these results. The data in Table 1 show that the method recovers very well the strength â ͑0͒ and the depth z 0 when z 0 ഛ 2l * . As z 0 increases beyond 2l * , we find that the method tends to determine an absorbing obstacle that is shallower and weaker than the true obstacle.
This increase in error as the depth of the obstacle increases corresponds to the loss of data diversity inherent in the two experiments. Recall that the eigenvalues j ͑q͒ are ordered by their real parts as given in Eq. (A6) in Appendix A. As z 0 increases, we can neglect the majority of the terms given in Eq. (4.4) to obtain the leading order expression
͑5.2͒
According to Eq. (5.2), any differences between ␦R ͑0 ; ⍀ 1 ͒ and ␦R ͑0 ; ⍀ 2 ͒ are due solely to c −1 ͑⍀ 1,2 ͒. However, the exponentially decaying term dominates the behavior of Eq. (5.2) for z 0 ϳ 1/ 1 ͑0͒. Consequently, 1 ͑0͒ ϳ l * [16] , so the diversity in the data is lost when z 0 is of the order of a few l * . This loss in data diversity is the main cause of the errors seen in Table 1 when z 0 Ͼ 2l * . Using the depth recovered from solving the nonlinear least-squares problem, we compute the corresponding optical-transfer function from which we compute the point-spread function. Using that point-spread function, we compute the reconstructed image using the deconvolution algorithm with a regularized filter implemented in the MATLAB 7 function deconvreg in the Image Processing Toolbox. The direct images and the corresponding reconstructed images are shown in Fig. 3 for z 0 = 0.5l * , 1.0l * , and 2.0l * . These images show that the absorbing obstacle is reconstructed well for z 0 = 0.5l * and 1.0l * , but is degraded for z 0 = 2.0l * . Because the medium multiply scatters light, the point-spread function acts as a low pass filter. When the obstacle is deep inside the medium, we lose high frequency information that we cannot recover. Hence, the resulting image becomes blurred even when we have a good estimate for the value of the depth. We see this degradation of the reconstructed image in Fig. 3 . 
B. Influence of Measurement Noise at the Detector
Instrument noise is unavoidable. Hence, it is necessary for any method designed to solve an inverse problem to be robust enough to give good results with a certain amount of noise. To evaluate our method's robustness in the presence of instrument noise, we have added Gaussian noise to the data to determine how noise affects the results. The strength of this noise has been measured with respect to the variation of the data defined as ͉max͓␦R͔͑͒ −min͓␦R͔͉͑͒. Because our method consists of two parts that behave differently when dealing with noise, we study them separately. First, we recover the strength and the depth of the absorber with various noise levels. In Table  2 , we show the results of the values of â ͑0͒ and z 0 that are recovered by computing the nonlinear least-squares solution of Eq. (4.4). These results show that the method works well even with high levels of noise. This robustness is very important, because the second step of the method, the shape reconstruction, depends strongly on the precision of the results for z 0 .
To test the second part of our method, the shape recovery, we increase the amount of noise and use the corresponding depths recovered from the first part of our method to compute the point-spread function. We use that point-spread function to reconstruct the shape of the absorbing obstacle using the same deconvolution algorithm with a regularized filter as above. The results from this study at different noise levels are shown in Fig. 4 . These results show that the second part of our method is more sensitive to noise. The reason for this is that in the recovery of the depth and the absorber strength, we are using only the first Fourier mode of the data ͑q = 0͒. Hence, we filter all Fourier components of the noise except for q = 0, so the noise is attenuated considerably. However, reconstructing the shape requires all the Fourier modes of the data, so the noise is not attenuated and fully affects the results.
This drawback can be avoided partially using standard filters in the deconvolution algorithm to denoise the image. As an example, we show the results using a regularized and a Wiener filter (implemented in the MATLAB 7 function deconvwnr in the Image Processing Toolbox) with 1% noise in Fig. 5 and with 2% noise in Fig. 6 . In Fig.  5 we can see that with 1.0% noise, we can recover the image fairly well. For the case of 2% noise in Fig. 6 , the re- covery without filter gives nothing but noise. However, we can also recover the shape of the absorber, although in this case it is blurred.
CONCLUSIONS
We have discussed the direct and inverse obstaclescattering problems in a half-space of biological tissue. The half-space is composed of a uniform absorbing and scattering medium. The obstacle is an absorbing inhomogeneity that is thin with respect to depth. We model light propagation in tissues using the modified Fokker-Planck approximation to the radiative transport equation.
For the direct obstacle-scattering problem, we have used the first Born approximation. This approximation assumes that there are only first-order interactions of light with the obstacle and medium. Hence, this approximation applies when the obstacle is relatively small. Under this approximation, we compute explicitly the solution to the direct obstacle-scattering problem. For the inverse obstacle-scattering problem, we have developed a method to estimate the depth and shape of an arbitrary absorbing obstacle of negligible thickness using only reflectance data due to two different incident angles. Using the first Born approximation, we derive an explicit equation relating the depth to the data. We solve that problem numerically using a standard nonlinear leastsquares algorithm. Once that depth is known, we compute the shape of the absorbing obstacle through solution of a deconvolution problem with a known point-spread function.
The method developed here to estimate the depth and shape of an absorbing obstacle may be useful for situations in which data are limited. The numerical results indicate that this method is robust even in the presence of instrument noise. If more data are available, this method may be useful for obtaining a good initial estimate for a more sophisticated inversion algorithm.
The numerical results presented here demonstrate that there is useful information contained in the angular dependence of the specific intensity. Since we have used the modified Fokker-Planck approximation of the radiative transport equation instead of the diffusion approximation to model light propagation in tissues, we have access to this angle-based information. However, analyzing the modified Fokker-Planck equation is more complicated than the diffusion equation. The potential benefit to putting forth more effort in analyzing the modified FokkerPlanck equation is that one may develop novel methods to extract information from scattered light measurements. For example, the method described here uses only continuous plane-wave illumination at two different incidence angles. As we learn more about how tissue information is contained in scattered light measurements, we may begin to leverage more gains from existing technologies.
APPENDIX A: PLANE-WAVE SOLUTIONS
Plane-wave solutions are general solutions to the homogeneous transport equation
that take the form
Substituting Eq. (A2) into Eq. (A1), we obtain
Several key properties of the solutions of Eq. (A3) are established already [29] . In particular, for any pair ͓ , V͑⍀ Ќ , ⍀ z ͔͒ satisfying Eq. (A3), the pair ͓− , V͑⍀ Ќ , −⍀ z ͔͒ also solves Eq. (A3). In addition, two different solution pairs, ͓ , V͑⍀͔͒ and ͓Ј , VЈ͑⍀͔͒, satisfy
Because we cannot solve Eq. (A3) analytically, we solve it numerically using the discrete ordinate method. We parameterize ⍀ by the cosine of the polar angle and the azimuthal angle and obtain V + iͱ1 − 2 ͑q x cos + q y sin ͒V + a V − s LV = 0,
͑A5͒
with q = ͑q x , q y ͒. To treat the variable, we use an M-point Gauss-Legendre quadrature rule. To treat the variable, we use a 2M-point extended trapezoid rule. For the modified Fokker-Planck approximation given by Eq. (2.3), we use a finite difference scheme to approximate the scattering operator L (see [23] for details). This procedure yields a 2M 2 ϫ 2M 2 matrix eigenvalue problem that we solve for each q.
Since the total number of directions is 2M 2 , we obtain a discrete spectrum of 2M 2 eigenvalues for each q that we order as Re͓ −M 2͑q͔͒ Ͻ¯Ͻ Re͓ −1 ͑q͔͒
The eigenfunction V j ͑⍀ ; q͒ corresponds to eigenvalue j ͑q͒. We normalize the eigenfunctions according to 
