Consider an array processing system that separates or identifies a signal or a signal subspace up to an unknown scaling factor. Sometimes it is necessary to cope with the scaling ambiguity, which can be done through reconstructing the signal as it is received by sensors, because scales of the sensor responses have known physical interpretations. In this paper, we propose computing the sensor responses using a scale-invariant formula that is derived based on the assumption that the signal (subspace) of interest is uncorrelated with other components in the original mixture. This approach is compared with a widely used one that assumes a regular mixing matrix and computes its inverse. We show, through a theoretical perturbation analysis and simulations, that the former approach is less sensitive to identification errors and is more practical, because the whole mixing matrix need not be identified. Moreover, in an underdetermined case, the approach is optimal in the mean-squared error sense.
I. INTRODUCTION

A. Mixture Model
The linear instantaneous complex-valued mixture model
describes many situations where multichannel signals are observed, especially those considered in the field of array processing [1] and Blind Source Separation (BSS) [2] , [3] . The vector x = [x 1 , . . . , respectively. Then (1) can be written as
The terms H 1 s 1 and H 2 s 2 correspond to the contributions of s 1 and s 2 , respectively, for the mixture x, and will be denoted as s i = H i s i , i ∈ {1, 2}. If, for example, s 2 is not active, then x = s 1 , which is equal to the observations of s 1 on the sensors, that is, the sensor responses of s 1 .
In audio applications, s 1 is often a scalar signal (m = 1) originating from a point source located in the room. Its responses on microphones s 1 are referred to as the source's images; see [4] , [5] , [6] . In biomedical applications, s 1 (or s 2 ) can consist of components related to a target activity such as muscular artifacts in electroencephalogram (EEG) [7] , maternal or fetal electrocardiogram (ECG) [8] , and so forth.
In this paper, we address the problem of retrieving s i from x, especially, with the aid of methods for Blind Source Separation.
B. Blind Source Separation
The objective of BSS is to separate the original signals based purely on their general properties (independence, sparsity or nonnegativity). In a general sense, BSS involves Principal Component Analysis (PCA), Independent Component Analysis (ICA) [2] , [9] , Independent Vector Analysis (IVA) [10] , [11] , Nonnegative Matrix Factorization [12] , etc. Some methods separate all of the one-dimensional components of s [13] , [14] , extract selected components only [15] , or separate multidimensional components; see, e.g., [16] , [17] , [18] , [19] , [20] .
The separation can also proceed in two steps where a steering vector/matrix (a part of the mixing matrix) is identified first, while the signals are separated in the second step using an array processor such as the minimum variance distortion-less (MVDR) beamformer [21] .
The separation or identification are often not unique. For example, the order and scaling factors of the separated components are random and cannot be determined without additional assumptions. Throughout this paper, it is assumed that the problem of the random order has already been resolved [22] , [23] , [24] .
To cope with the scaling ambiguity, it is possible to aim at reconstruction of the sensor responses of the separated components [6] . The advantage is that s i can be retrieved without prior knowledge of the scale of s i . The scale of s i has clear physical interpretation (e.g., voltage), so the retrieval is highly practical.
Consider a demixing transform obtained by a BSS method as a regular d × d matrix W such that
where Λ 1 and Λ 2 are arbitrary regular matrices representing the random scaling factors of dimensions m × m
, respectively; bdiag(·) denotes a block-diagonal matrix with the arguments on its block-diagonal. By applying W to x, the outputs are
The components y 1 = Λ 1 s 1 and y 2 = Λ 2 s 2 are separated in the sense that each is a mixture only of s 1 and s 2 , respectively. 
C. Reconstruction Using Inverse Matrix
Once demixing W is given, a popular approach to retrieve s i , especially in the frequency-domain audio BSS, proceeds using the inverse of W
see, e.g., [5] , [28] . Let A = [A 1 A 2 ] be divided in the same way as the system matrix H. The following proposition gives a formula to compute (estimate) s i from x using W [6] .
Proposition 1:
Assume that W is a demixing transform and A = [A 1 A 2 ] its inverse matrix. It holds that
for i ∈ {1, 2}.
Proof: By (3) it holds that
Readily it follows that (6) is independent of the scaling matrices Λ 1 and Λ 2 .
One advantage is that the transform A i W i is purely a function of W and does not explicitly depend on the signals or on their statistics. This makes the approach suitable for real-time processing [25] . Nevertheless, there are two drawbacks. First, A i W i is a function of the whole W through the matrix inverse; it does not depend solely on W i , as one would expect when only s i should be estimated. Formula (6) can thus be used only if the whole demixing W is available. BSS methods extracting only selected components (e.g., one-unit FastICA [13] ) cannot be applied together with (6) . Second, it simultaneously follows that potential errors in the estimate of W 2 can have an adverse effect on the estimation of s 1 .
The following section introduces an alternative approach to estimate s i given only W i . Section III contains a perturbation analysis that studies cases where the demixing transform contains "small" errors. Section IV We will assume that s 1 and s 2 are not correlated, that is,
The idea behind the computation of s i given only W i is based on the fact that the missing complement of W i to the hypothetical regular demixing matrix W is already determined since (10) is fulfilled. The following proposition introduces the formula, which is derived in Appendix A, and proves its validity.
Proposition 2: Consider the mixture model (2) where s 1 and s 2 satisfy (10). Let W i be given such that
it holds that
where C = E[xx H ] is the covariance matrix of the observed data x.
Proof: According to (1) it holds that (10) it follows that C s has the same block-diagonal structure as the right-hand side of (3), so
are regular (because C s is assumed to be regular). Without a loss of generality, let i = 1.
The transform in (11) is independent of the scaling matrices Λ 1 and Λ 2 . Indeed, when W i is re-scaled as W i ← ΛW i by an arbitrary regular Λ, (11) remains the same as well as (6) .
It is worth pointing out that (11) involves a matrix inverse, namely, of W i CW H i . Nevertheless, this matrix (actually, the covariance of y i ) has a lower dimension than W and is more likely well conditioned so that the computation of its inverse is numerically stable.
A. A Special Case m = 1
For the special case when the target component has dimension one, that is m = 1, W 1 is a row vector that separates s 1 from x; let us denote W i by w. To obtain s 1 , (11) takes the form
This formula is, in particular, useful for the frequency-domain audio BSS [23] , [26] , [27] , [28] . 
III. PERTURBATION ANALYSIS
Throughout this section it is assumed that W = H −1 . Now, we perform an analysis of the sensor response estimators (6) and (11) when W is known up to a small deviation. Let V = W +Ξ be the available observation of W where Ξ is a "small" matrix; V 1 will denote the sub-matrix of V containing the first m rows; similarly
Now, consider the transform matrices
respectively, defined through (6) and (11). From here, the estimators (6) and (11) will be referred to as INV (an estimator using system matrix INVerse) and SRR (Sensor Response Reconstruction), respectively. The analysis resides in the computation of their squared distances (the Frobenius norm) from the ideal transform, that is, from H 1 W 1 . Using first-order expansions and neglecting higher-order terms, it is derived in Appendix B that the following approximations hold.
As a particular case, let H = W = I, C s1 = σ 2 1 I, and C s2 = σ 2 2 I. Let the elements of Ξ all be independent random variables with zero mean such that the variance of each element of Ξ i is equal to λ 2 i . Then, the expectation values of (17) and (18), respectively, are equal to
Comparing (19) and (20) shows the pros and cons of the estimators. The latter depends on σ 2 2 /σ 2 1 , which reflects the ratio between the power of s 1 and that of s 2 . The expression (19) does not depend on this ratio explicitly.
Assume for now that σ 
Table I compares the expressions (19) and (21) (19) and (21) 
IV. NOISE EXTRACTION FROM UNDERDETERMINED MIXTURES
A. Mixture Model
Now we focus on a more realistic scenario where a linear mixture of m signals of interest is observed through d sensors and each observed signal is disturbed by noise. The mixture is described as
where H 1 is a d × m matrix having full column rank, s 1 is an m × 1 vector of target components, and s 2 is a d × 1 vector of noise signals. These models are often considered in frequency-domain audio noise reduction systems [29] . The noise signals are assumed to be uncorrelated with s 1 , that is, the assumption (10) holds.
Note that, in this model, s 2 is simultaneously equal to s 2 .
The mixture model corresponds with (1), but H is equal to [
which makes the problem underdetermined. Since s 1 and s 2 are uncorrelated, the covariance of x reads
In general, a transform that separates s 1 from x does not exist, unless (22) is implicitly regular (e.g., C s2
has rank d − m) 1 . From now on, we focus on the difficult case where, generally speaking, neither s 1 nor s 2 can be separated.
B. Target Signal Cancelation and Noise Scale Reconstruction
Since the separation of s 1 is not possible, multichannel noise reduction systems follow an inverse approach: the target components s 1 are first linearly canceled from the mixture in order to estimate a scaled version of the noise components s 2 . Second, adaptive filtering is used to subtract the noise from the mixture; see, e.g., [32] , [33] , [34] , [35] , [36] , [37] . However, the scaling uncertainty makes the final adaptive filtering difficult, since the scaling needs to be estimated from the data.
Specifically, the cancelation of the target component is possible since m ≤ d and can be done using any W such that
Since H 1 has rank m, the maximum possible rank of W is d − m.
Assume for now that any such W having rank d − m has been identified (e.g., using BSS). We propose to apply (11) to estimate s 2 as
An important property of the estimator is formulated by the following proposition. 
Proof: Since W is orthogonal to H 1 , it holds that Wx = Ws 2 , and WC = WC s2 .
The minimization problem (26) can be written as
= min
where tr(·) denotes the trace of the argument. Putting the derivative by the conjugate of Q equal to zero, the condition for Q being a minimizer says that
By putting Q = CW H (WCW H ) −1 , the transform matrix in (25) , into (30) and using (27) ,
which concludes the proof.
V. SIMULATIONS
This section is devoted to extensive Monte Carlo simulations where the signals and system parameters are randomly generated. Real and complex parts of random numbers are always generated independently according to the Gaussian law with zero mean and unit variance. Each trial of a simulation consists of the following steps.
1) The dimension parameters d and m are chosen.
2) N = 10 4 samples of the original components s 1 and s 2 are randomly generated according to the Gaussian law.
3) The mixing matrix H is generated, W = H −1 , x = Hs, and C = xx H /N .
4) The estimation of W is simulated by adding random perturbations to its blocks, that is,
and W 2 = W 2 + Ξ 2 , where the elements of Ξ 1 and Ξ 2 have, respectively, variances λ 2 1 and λ
5) The accuracy of the reconstruction of s 1 through (6) or (11) where W is replaced by the simulated estimate W, is evaluated using the normalized mean-squared error defined as
where T symbolizes the transform matrix in (6) or in (11) yielding the estimate of s 1 as Tx.
The following subsection reports results of simulations assuming the determined model. The next subsection considers the underdetermined model (22) . 
B. Underdetermined model
In the example of this subsection, we consider the underdetermined mixture model (22) (25), the evaluation is done using the normalized mean square distance
where s 2 is the estimate of s 2 .
Owing to the statement of Proposition 3, it is worth comparing the NMSE s2 of s 2 with that of the minimum mean square error (MMSE) solution [1] defined as the minimizer of which gives the minimum achievable value of NMSE s2 ; cf. (26) .
The results averaged over 10 3 independent trials are shown in Fig. 5 . One observation is that NMSE s2 achieved through (25) approaches that of the MMSE solution (35) as λ 2 1 approaches zero. Next, NMSE s2 improves with growing dimension d, but it appears that it stops improving at a certain d and grows beyond this threshold value, which depends on λ in the time-domain, be described through
where n is the sample index, x j (n) is the signal observed on the jth microphone, d is the number of microphones, s(n) denotes the speaker's voice signal, * denotes the convolution operator, h j (n) denotes the acoustic impulse response (AIR) between the speaker and the jth microphone, and y j (n) is the noise signal on the jth microphone.
After applying the Discrete Fourier Transform to a segment of signals, the convolution is approximated by multiplication, and the (36) turns to a set of underdetermined models (22), one for each frequency bin. Adopting the notation from (22), the frequency-domain model of the recording is
where s(k) is the kth frequency component of s(n) (standing for the variable s 1 in (22));
vector stacking frequency components of the transfer functions of h 1 (n), . . . , h d (n); and s 2 (k) consists of the frequency components of y 1 (n), . . . , y d (n).
We consider an experiment where 6 seconds of female utterance from SiSEC 2013 [38] are taken as the target signal s(n); the sampling frequency is 16 kHz. Two seconds of the signal are for learning and four seconds for evaluations. Next, eight AIRs were taken from the database [39] corresponding to the speaker position that is 2 meters distant from a linear array of eight microphones with 8-cm spacings; the reverberation time is T 60 = 360 ms. Eight-channel babble noise recording was obtained during a social evening in a meeting room.
Then, the speech signal was convolved with the AIRs and mixed with the noise at a chosen signal-to-noise ratio (SNR in ). is estimated. The RTF is defined as the ratio between the transfer functions of h i+1 (n) and h i (n), see, e.g., [40] , [41] , [42] . The RTF estimators used here will be discussed below. Let H i RTF (k) denote the ith estimated RTF.
2) Noise Reduction
2) The RTFs are used to form (d − 1) × d blocking matrices W(k) defined by
D is an integer delay introduced within the RTF estimates due to causality issues. W(k) is thus designed to block the speech signal, i.e., to be orthogonal to H 1 (k). The rank of W(k) is equal to d − 1.
3) The covariance matrix C(k) of x(k) is estimated. Possible singularity of C(k) can be treated by adding a "small" multiple of the identity matrix to it [1] .
4) The noise term s 2 (k) is estimated using (25) , that is,
5) An approximate single-channel Wiener filter [43] is used to attenuate the noise on each channel as follows:
The gain for the kth frequency and the jth microphone is computed as
where [·] j denotes the jth element of the argument; is a small positive constant to avoid division by zero.
Then, the kth frequency component of the noise-free speech signal on the jth microphone, is estimated
Inverse STFT is applied to the outputs to obtain the time-domain signals on which the evaluation proceeds.
Two methods for the RTF estimation (
Step 2) were considered: an oracle and a BSS one. The oracle method estimates the RTFs from the 2-s learning segment that is free of noise, using the time-domain least-squares estimator [44] , [45] . The BSS method is based on the frequency-domain BSS algorithm that estimates the RTF using the constrained natural gradient algorithm [28] . It is applied to the learning segment that is mixed with eight-channel Gaussian white noise 2 . The BSS permutation problem is resolved using the knowledge of the direction from which the speech signal arrives (0 • ).
3) Evaluation:
The SNR is measured at the output of the noise-reduction method, and the average over d channels is taken. Since this criterion does not reflect possible distortions of the output signals, we also show two additional criteria: the signal-to-distortion ratio (SDR) and the signal-to-target-distortion ratio (TDR), respectively, defined as
where s j (n) denotes the time-domain counterpart of s j (k), which is the estimate of h j (n) * s(n), and s j (n) is the speech-only component of s j (n).
Often, an SNR improvement after applying the single-channel Wiener filter (40) is achieved with certain loss in SDR and/or TDR. It is therefore necessary to take into account all of these three criteria simultaneously. Figures 6 and 7 show results as functions of SNR in , respectively, when the RTFs are estimated by the oracle and BSS methods.
4) Results:
The SNR improvement grows with the number of used microphones for any level of SNR in . The highest SNR improvements are mostly achieved in low SNR in situations, i.e., when SNR in < 0 dB. This could be explained by the fact that the signal is dominated by noise, so the action of the single-channel Wiener filter mostly attenuates the noise, which improves the SNR. Therefore, it is important to also evaluate SDR and TDR.
The SDR mostly grows with SNR in up to a certain decrease in the case of the oracle RTF estimation when SNR in ≥ 0. The TDR behaves similarly with the oracle method but it always grows with SNR in in the BSS case. While SNR improvement grows with d, the TDR is decreasing, and similar behavior yields the SDR when SNR in ≥ 0. This loss on SDR and TDR is the typical price for the high SNR improvement, here, particularly achieved when d > 3. A trade-off between SDR/TDR and SNR improvements is possible using other parameterized single-channel filters; see, e.g., [43] .
Comparing the oracle and the BSS variants of the experiment, the latter is naturally not as accurate as the former. The performance is lower due to less accurate RTF estimates computed through BSS from noisy signals.
Less accurate RTFs cause target signal leakage into (39) , which results in a noticeable drop in SDR/TDR after applying the single-channel Wiener filter [36] .
B. De-noising of Electrocardiogram
Fig . 8 shows two seconds of a recording from a three channel electrocardiogram (ECG) of a Holter monitor, which was sampled at 500 Hz. The recording is strongly interfered with a noise signal originating from the Holter display. The fundamental frequency of the noise is 37 Hz, and the noise contains several harmonics.
Since the noise is significantly stronger than the ECG components, Principal Component Analysis (PCA)
can be used to find a demixing transform that separates the noise from the mixture. Therefore, we take the eigenvector corresponding to the highest eigenvalue of the covariance matrix of the recorded data (the principal vector) as the separating transform. Then, the noise responses on the electrodes are computed using (11) and subtracted from the original noisy recording.
To compare, we repeated the same experiment using the vector obtained through Independent Component Analysis (ICA). One-unit FastICA [13] with tanh(·) nonlinearity was used to compute the vector separating the noise component. To avoid the permutation ambiguity, the algorithm was initialized from [1 1 1] , because the noise appears to be uniformly distributed over the electrodes. Fig. 9 shows certain residual noise that does not appear in Fig. 10 . In conclusion,
ICA estimates the separating vector with higher accuracy than PCA, which results in a more efficient noise suppression.
VII. CONCLUSIONS
We have proposed a new estimator of sensor responses for sources that were separated from a multichannel signal up to an unknown scaling factor. The estimator is scale invariant and depends purely on the transform separating the source and on the covariance matrix of the multichannel signal. Simulations and perturbation analysis have shown that the estimator is less sensitive to identification errors of the separating transform, which makes it more practical than the conventionally used method exploiting the whole demixing matrix. 
where B has full row rank equal do d − m. Then,
Now, it can be seen that, under the assumption (10), it holds that W satisfies (3), i.e., it is a separating transform, 
which means that the rows of B are orthogonal to the columns of CW 
where Q can be an arbitrary (d − m) × m full-row-rank matrix such that B has full row-rank, meets the condition (45) . Now, (6) can be applied, for which A 1 must be computed. A 1 consists of first m columns of A = W −1 , so it satisfies
The latter equation is satisfied whenever A 1 = CW (6), (11) is obtained.
APPENDIX B: ASYMPTOTIC EXPANSIONS
Computation of (17) Let E contain first m columns of the d × d identity matrix. It follows that
To derive an approximate expression for A, we will use the first-order expansion
Now we apply this approximation and neglect terms of higher than the first order.
Computation of (18) We start with the first approximation
Since W is now the exact inverse of H, it holds that W 1 CW H 1 = C s1 . By applying the first-order expansion of the matrix inverse inside the expression, 
Since,
the zero order term in (53) vanishes. By neglecting higher than the first-order terms, (18) We thank BTL Medical Technologies CZ for providing us the three-channel ECG recording.
