The detrended fluctuation analysis (DFA) is one of the most widely used tools for the detection of long-range correlations in time series. Although DFA has found many interesting applications and has been shown as one of the best performing detrending methods, its probabilistic foundations are still unclear. In this paper we study probabilistic properties of DFA for Gaussian processes. The main attention is paid to the distribution of the squared error sum of the detrended process. This allows us to find the expected value and the variance of the fluctuation function of DFA for a Gaussian process of general form. The results obtained can serve as a starting point for analyzing the statistical properties of the DFA-based estimators for the fluctuation and correlation parameters. The obtained theoretical formulas are supported by numerical simulations of particular Gaussian processes possessing short-and long-memory behaviour.
Introduction
The detrended fluctuation analysis (DFA) was introduced in 1994 by Peng et al. for analyzing DNA sequences [23] . This method appears to be efficient in eliminating deterministic trends and is wellperforming [2, 3, 4, 13, 18, 28] . It allows to estimate the fluctuation function which is the basic quantity of DFA. In most of the research papers the DFA serves as a quantifier for the classification of the fluctuation parameter α. The DFA statistic is very popular in various fields of science and engineering since it is one of the most widely used methods for detection of so-called long-range correlations in time series. In general, long-range correlations are defined via the autocorrelation function C(s) with time lag s of a time series. If the summation over all time lags diverges then the time series is called long-range correlated. This divergence reflects the long-term memory of such processes and is often caused by a decreasing power law C(s) ∼ s −δ with correlation parameter δ.
If the summation converges the process is called short-range correlated. In order to estimate δ of a time series, one can use the estimator of the autocorrelation function. Unfortunately, this approach has several practical problems especially for a small number of data points. A possible solution is to introduce another function which may characterize the memory properties. One of the statistics which is useful here is the fluctuation function F (s) of the DFA. This statistics provides an indirect way of estimating the correlation exponent δ. It follows an increasing power law F 2 (s) ∼ s 2α with fluctuation parameter α which is connected to δ. For large s the power law behavior of the fluctuation function of the DFA can be seen more easily in the log-log plot than the power law of C(s), because F (s) is an increasing function with respect to s.
Despite its success, there are only a few articles investigating the fluctuation function of DFA analytically. The fluctuation parameter α has been derived for fractional Gaussian noise [1, 21, 25] and for fractional Brownian motion [9, 15, 22] . The connection between the DFA and the power spectral analysis has been investigated in [9, 15, 16, 17, 24, 26, 27] . Also, the relationship between the fluctuation function of DFA and the autocorrelation function for stationary processes is known [10, 11, 12] . The fluctuation function of DFA and its probabilistic properties like asymptotic behavior and linear regression estimator, in the case of fractional Gaussian noise, have been studied in [1] and [5] , respectively. Nevertheless, there are still open questions about the basic principles and interpretation of DFA which cannot be answered by the current analytical knowledge.
In this paper we study probabilistic properties of the DFA for a general family of Gaussian processes. Using the theory of quadratic forms of Gaussian processes we find the distribution of the squared error sum of the detrended process. The main result of the paper is the Theorem 2.2. In contrast to the papers mentioned above, where only the asymptotic behavior of the fluctuation function of the DFA is considered, we here present the exact formulas for the expected value and the variance of the fluctuation function for Gaussian processes.
This paper naturally continues recent research on the time-averaged statistics for the Gaussian processes [6] and serves as a starting point for the analysis of the statistical properties of the DFAbased estimators for fluctuation parameter α and the correlation parameter δ. In this article we consider the simplest case of detrending, namely detrending with order q = 1. The presented methodology can be easily extended to any order of the detrending function.
Probabilistic properties of DFA statistics for Gaussian processes
In what follows we consider centered Gaussian processes. For given trajectory {X(1), X(2), . . . , X(N )} with the covariance matrix Σ = {E[X(i)X(j)] : i, j = 1, 2, . . . , N } the procedure of the detrended fluctuation analysis consists of several steps. First, the time axis 1, 2, · · · , N is divided into K segments of length s, K = [N/s]. In every segment v, v = 1, 2, . . . , K, we derive the variance f 2 (v, s) given by the squared error sum of the detrended process 
In this paper we analyze the case q = 1, so p v (·) =â +bt is a linear function of t. The coefficients of the linear fit can be calculated directly from the linear system of equations
3) the linear fit can be written as a weighted sum of
Let us define the weights
From equations (2.4) and (2.5) we get
and thus
with δ ·,· being the Kronecker delta and i, t = 1, 2, . . . , s. The weights (2.5) can be expressed in the explicit form
Therefore, taking the notation
one can write
where P 1 (·, ·) is given in (2.8) and δ ·,· is the Kronecker delta.
Proof. Formula (2.11) follows directly from equation (2.10).
Let us notice that under the assumption {X(1), X(2), . . . , X(N )} is a centered Gaussian process, for each v = 1, 2, . . . , [N/s] the random variable sf 2 (v, s) can be represented as a quadratic form of the vector Y v = {Y v (t) : t = 1, . . . , s}, where Y v (t) is defined in (2.10). More precisely
According to the Gaussian quadratic forms theory [19] , sf 2 (v, s) has so-called generalized chi-squared distribution, namely 
Proof.
a) Under the assumption that {X(1), X(2), . . . , X(N )} is a centered Gaussian process the distribution of sf 2 (v, s) is given in (2.12). Taking under consideration the fact that for U -χ 2 distributed random variable with 1 degree of freedom E[U ] = 1 we get
Let us remind an important fact from linear algebra, namely the sum of all eigenvalues of a given matrix is identified as the trace of that matrix. Since λ j (v), j = 1, . . . , s are the eigenvalues of the covariance matrix Σ Yv , by using the mentioned fact from linear algebra we obtain
b) First let us remind that for U -χ 2 distributed random variable with 1 degree of freedom V ar[U ] = 2. In order to calculate the variance of the random variable f 2 (v, s) we use two well-known facts from linear algebra. The first fact was mentioned above, namely the sum of all eigenvalues of a given matrix is identified with the trace of that matrix. The second fact is that the squared eigenvalues of given matrix are the eigenvalues of this matrix taken to the power two. Under the assumption that {X(1), X(2), . . . , X(N )} is a general centered Gaussian process the distribution of sf 2 (v, s) is represented in (2.12). Using the fact that matrix Σ Yv is symmetric and U j , j = 1, . . . , s in (2.12) are independent, one obtains
In the next proposition, we present the main characteristics for the distribution of the random variable f 2 (v, s). 
where λ 1 (v) is the smallest eigenvalue of the matrix Σ Yv ,
, and c) probability density function:
14)
where ∆ k is expressed by the recursive formula
Proof. Let us notice that the distribution of the quadratic form sf 2 (v, s) given in (2.12) can be represented as a sum of s independent Gamma distributed random variables with constant shape parameter 1/2 and different scale parameters. Namely [20] , where G(k, θ) is the Gamma distributed random variable with parameters k and θ. The characteristic function of G(k, θ) random variable is given by
We also remind that the probability density function of the Gamma distributed random variable G(k, θ) with shape parameter k and scale parameter θ reads
a) Using the above facts the characteristic function of sf 2 (v, s) is a product of characteristic functions of Gamma distributed random variables.
b),c) The expressions for the moment generating function and the probability density function stem from the result of [20] , which establishes such quantities for a linear combination of independent gamma random variables. In our case, such linear combination is the statistic
In the following theorem we present the formulas for the expected value and the variance of the DFA for a general centered Gaussian process. 
Proof.
a) According to (2.2) the expected value of F 2 (s) takes the form
where the last equality follows from (2.13) under the assumption that {X(1), X(2), . . . , X(N )} is a centered Gaussian process. b) According to (2.2) the variance of F 2 (s) takes the form
Using the fact that {X(1), X (2), . . . , X(N )} is a general centered Gaussian process, we compute
where the last equality follows from Isserlis theorem for 4-th joint moment of multivariate normal distribution [14] . By substituting (2.18) and (2.13) into (2.17) we get the variance.
Expected value of DFA for exemplary Gaussian processes
In this section we consider two exemplary Gaussian processes, namely Gaussian white noise (WN) and the autoregressive fractional moving average (ARFIMA(0,d,0)) process with parameter 0 < d < 0.5. The first one belongs to the family of processes with a short memory, while the second one -to the family of long memory processes. For both processes we calculate the expected values of F 2 (s) analytically by using the methodology presented in section 2. We then compare the analytical expected values with the empirical ones obtained from simulated trajectories of the bot processes considered.
Gaussian white noise
In this part we consider the Gaussian white noise {Z(t)} ∼ W N (0, σ 2 ) which is a Gaussian process {Z(t)} with E[Z(t)] = 0 and the autocovariance function
Now let us denote {Z(1), Z(2), . . . , Z(N )} a trajectory of W N (0, σ 2 ) of length N . According to Theorems 2.1 and 2.2 we can write
where P 1 (·, ·) is given in (2.8). One can show that the following holds
Thus, finally we have
In Fig. 3 .1 we demonstrate a comparison between the theoretical expected value of DFA for W N (0, σ 2 ) given in (3.20) and the empirical one for the simulated trajectories of the considered process for s = N/4. We assume σ = 1, length of the simulated trajectories N = 100 and the number of Monte Carlo simulations M = 500. As one can see, the theoretical and empirical DFAs coincide. We see that asymptotically, E[F 2 (s)] becomes constant, which is exactly the scaling which one expects if the considered process is the white noise. 
ARFIMA(0, d, 0) process
As the second example we consider ARFIMA(0, d, 0) process {U (t)} with 0 < d < 0.5. It is a simple example of general class of ARFIMA(p, d, q) time series. The process {U (t)} is stationary and satisfies the following equation [7, 8] ( 
where
, j = 0, 1, 2, · · · and B is the backward shift operator defined as B j U (t) = U (t − j). The process {U (t)} can be mapped onto an infinite moving average model, thus the following representation also holds
, j = 0, 1, 2, · · · The autocovariance function of the process {U (t)} is given by 
where P 1 (·, ·) is given in (2.8). Expanding the square in the above sum we get
Now we will use two important facts. The first one is that the autocovariance function
} is a stationary process. The second fact follows from the equality
We thus have
We order the above sum according to the time lag τ and get [6] Gajda, J., Wylomanska A., Kantz, H., Chechkin, A. V., Sikora, G., 2018. Large deviations of time-averaged statistics for Gaussian processes. Statistics and Probability Letters 143, 47-55.
