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a b s t r a c t
In this paper, we consider the problem of reconstructing a hidden weighted graph using
additive queries. We prove the following. Let G be a weighted hidden graph with n vertices
and m edges such that the weights on the edges are bounded between n−a and nb for any
positive constants a and b. For any m, there exists a non-adaptive algorithm that finds the
edges of the graph using
O

m log n
logm

additive queries. This solves the open problem in [S. Choi, J.H. Kim, Optimal query
complexity bounds for finding graphs, in: STOC, 2008, pp. 749–758].
Choi and Kim’s proof holds form ≥ (log n)α for a sufficiently large constant α and uses
the graph theory. We use the algebraic approach for the problem. Our proof is simple and
holds for anym.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the following problem of reconstructing weighted graphs using additive queries. Let G =
(V , E, w) be a weighted hidden graph where E ⊆ V × V , w : E → {i | n−a ≤ i ≤ nb} and n is the number of vertices in
V . Denote by m, the size of E. Suppose that the set of vertices V is known and the set of edges E is unknown. Given a set of
vertices S ⊆ V , an additive query, Q (S), returns the sum of weights in the subgraph induced by S. That is,
Q (S) =
−
e∈E∩(S×S)
w(e).
Our goal is to exactly reconstruct the set of edges using additive queries.
One can distinguish between two types of algorithms to solve the problem. Adaptive algorithms are algorithms that take
into account outcomes of previous queries where non-adaptive algorithms make all queries in advance, before any answer
is known. In this paper, we consider non-adaptive algorithms for the problem. Our concern is the query complexity, that is,
the number of queries needed to be asked in order to reconstruct the graph.
The problem of reconstructing graphs using additive queries has been motivated by applications in bioinformatics.
Assume that we have a set of labeled chemicals, and we are able to tell how many pairs react when mixing several of those
chemicals together. We can represent the problem as a graph, where the chemicals are the vertices and two chemicals that
react with each other are connected by an edge. The goal is to reconstruct this reaction graph using as few experiments as
possible.
One concrete example for reconstructing a hidden graph is in genome sequencing. Obtaining the genome sequence is
important for the study of organisms. To obtain the sequence, one common approach is to obtain short reads from the
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genome sequence. These reads are assembled to contigs, which are contiguous fragments that cover the genome sequence
with possible gaps. Given these contigs, the goal is to determine their relative place in the genome sequence. The process of
ordering the contigs is done using themultiplex PCRmethod. Thismethod, given a group of contigs determines the number of
adjacent contigs in the original genome sequence. Assuming that the genome sequence is circular, the problem of ordering
the contigs using the multiplex PCR method is equivalent to reconstructing a hidden Hamiltonian cycle using queries [1,5].
The graph reconstructing problem has known a significant progress in the past decade. For unweighted graph the
information theoretic lower bound gives
Ω

m log n
2
m
logm

for the query complexity for any adaptive algorithm for this problem. A tight upper bound was proved for some subclasses
of unweighted graphs (Hamiltonian graphs, matching, stars and cliques etc.) [6,5,4,1], unweighted graphs withΩ(dn) edges
where the degree of each vertex is bounded by d [4], graphs withΩ(n2) edges [4] and then the former was extended to d-
degenerate unweighted graphswithΩ(dn) edges [6], i.e., graphs that their edges can be changed to directed edgeswhere the
out-degree of each vertex is bounded by d. A recent paper by Choi and Kim, [2], gave a tight upper bound for all unweighted
graphs.
For reconstructing weighted graphs, in [2], Choi and Kim proved the following. If m > (log n)α for sufficiently large α,
then, there exists a non-adaptive algorithm for reconstructing a weighted graph where the weights are bounded between
n−a and nb for any positive constants a and b using
O

m log n
logm

queries.
In this paper, we close the gap inm and prove that for any m there exists a non-adaptive algorithm that reconstructs the
hidden graph using
O

m log n
logm

queries. This matches the information theoretic lower bound.
In our analysis, we apply algebraic techniques for solving this problem. This simplifies the proofs of the correctness.
The paper is organized as follows. In Section 2, we present notation, basic tools and some background. In Section 3, we
prove the existence of an algorithm for the discretization of the problem. In Section 4, we present the algorithm for the
problem and prove correctness. Finally, Section 5, contains open problems.
2. Preliminaries
In this section we present some background, basic tools and notation.
2.1. Notation and preliminary results
We denote by R the set of real numbers and by R+ the set of positive numbers. For an integer c , we denote by [c] the set
{1, 2, . . . , c}. For s1, s2 ∈ R, we denote by [s1, s2] the set of real numbers between s1 and s2, that is, {j | s1 ≤ j ≤ s2}. Given
t ∈ R+ such that s1/t and s2/t are integers, we denote by [s1, t, s2] the set {s1, s1 + t, s1 + 2t, . . . , s2 − 2t, s2 − t, s2}.
Let G = (V , E, w) be a weighted graph, where E ⊆ V × V and w : E → [s1, s2] for some s1, s2 ∈ R+. Throughout the
paper, we denote by n the size of V and bym the size of E.
Given a matrix or a vectorM , theweightwt(M) ofM is the number of non-zero entries inM . Given an entry a of a matrix
or a vector and s ∈ R+, we say that a is s-heavy if |a| ≥ s. For a matrix or a vector x, we denote by ψs(x) the number of
entries in x that are s-heavy.
We now prove two lemmas that will be used in this paper.
Lemma 1. Let B be a symmetric matrix. There are at least
ψs(B)− wt(B)d
rows in B where each row is of weight at most d and contains an s-heavy entry.
Proof. There are atmostwt(B)/d rows of weightmore than d. Also, there are at least
√
ψs(B) rowswhere each row contains
at least one s-heavy entry. Therefore, there are at least
√
ψs(B)− wt(B)/d rows in Bwhere each row is of weight at most d
and contains an s-heavy entry. 
Let ι be a function on non-negative integers defined as follows: ι(0) = 1 and ι(i) = i for i > 0.
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Lemma 2. Let m1,m2, . . . ,mt be integers in [m] ∪ {0} such that
m1 +m2 + · · · +mt = ℓ ≥ t.
Then
t∏
i=0
ι(mi) ≥ m⌊(ℓ−t)/(m−1)⌋.
Proof. Notice that when 1 < m1 ≤ m2 < m then ι(m1 − 1)ι(m2 + 1) = (m1 − 1)(m2 + 1) < m1m2 = ι(m1)ι(m2). Also
when m1 = 0 and 1 < m2 < m then ι(m1 + 1)ι(m2 − 1) = m2 − 1 < m2 = ι(m1)ι(m2). Therefore the minimal value of
ι(m1)ι(m2) · · · ι(mt) is obtained when for every 0 < i < j ≤ t we either havemi ∈ {1,m} ormj ∈ {1,m}. This is equivalent
to: allmi ∈ {1,m} except at most one. This implies that at least ⌊(ℓ− t)/(m− 1)⌋ of themis are equal tom. 
2.2. Algebraic view of the problem
In this subsection we show that our problem is equivalent to reconstructing a bilinear function xTAy from substitution
queries with x, y ∈ {0, 1}n, where A is an n×n symmetric matrix with 2m non-zero entries. This is an algebraic formulation
of Lemma 2 in [6] and Theorem 4 in [4].
Let G = (V , E, w) be a non-directed weighted graph where V = {v1, v2, . . . , vn}, E ⊆ V × V and w : E → [s1, s2]. Let
AG = (aij) ∈ Rn×n be the adjacency matrix of G, that is, aij equalsw((i, j)) if (i, j) ∈ E and equals zero otherwise. Given a set
of vertices S ⊆ V define the vector awhere ai equals ‘‘1’’ if vi ∈ S and ‘‘0’’ otherwise. Then, we have
Q (S) = a
TAG a
2
.
Now, let z = x ∗ y = (xiyi) ∈ {0, 1}n and x1 = x− z, y1 = y− z. Since AG is symmetric we have
xTAG y = x
TAG x
2
+ y
TAG y
2
+ (x1 + y1)
TAG(x1 + y1)
2
− xT1AG x1 − yT1AG y1.
Therefore, the problem of reconstructing the set of edges of the graph G using additive queries is equivalent to finding the
non-zero entries in its adjacency matrix AG using queries of the form
f (x, y) = xTAG y,
where x, y ∈ {0, 1}n.
2.3. Basic probability
In this subsection, we give preliminary results in probability that will be used in this paper.
We start with Chernoff bound.
Lemma 3. Let X1, . . . , Xt be independent Poisson trials such that Xi ∈ {0, 1} and E[Xi] = pi. Let P =∑ti=1 pi and X =∑ti=1 Xi.
Then
Pr [X ≤ (1− λ)P] ≤ e−λ2P/2.
The following can be derived from the Littlewood–Offord theorem [7,3]. We prove it for completeness.
Lemma 4. Let a1, a2, . . . , at , b1, b2, . . . , bt and s ≥ 0 be real numbers such that bi − ai ≥ s for all i and let X1, . . . , Xt be
independent random variables. Suppose that there is pi where 0 < pi < 1 such that Pr[Xi ≤ ai] ≥ pi and Pr[Xi ≥ bi] ≥ pi for all
i. Then, there is a constant c such that for any real number r and integer ρ ≥ 1 we have
Pr

r ≤
t−
i=1
Xi < r + ρs

≤ cρ∑t
i=1 pi
.
In order to prove Lemma 4, we first prove few preliminary results.
Lemma 5. Let X1, X2, . . . , Xt be random variables such that there is si > s where Pr[Xi = si] = 1/2 and Pr[Xi = 0] = 1/2. Let
λ1, . . . , λt ∈ {−1, 1}. Then there is a constant c such that
max
r
Pr[r ≤ λ1X1 + λ2X2 + · · · + λtXt < r + s] ≤ c√
t
.
Proof. Consider the lattice L = ∏i{0, si} with the partial order ≺= ∏i ≺i where 0 ≺i si if λi = 1 and si ≺i 0 if λi = −1.
It is easy to see that the set of all solutions of r ≤ X1 + X2 + · · · + Xt < r + s is an anti-chain in L. Note that the largest
anti-chain in L is of size
 t
t/2
 ≤ c2t/√t , for some constant c . Therefore, the result follows. 
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Lemma 6. Let X1, X2, . . . , Xt be random variables such that there is si > s where Pr[Xi = si] = pi and Pr[Xi = 0] = 1− pi. Let
λ1, . . . , λt ∈ {−1, 1}. Then there is a constant c such that for every r
max
r
Pr[r ≤ λ1X1 + λ2X2 + · · · + λtXt < r + s] ≤ c∑t
i=1 min(pi, 1− pi)
.
Proof. Wewill assumew.l.o.g that pi < 1/2 and thereforemin(pi, 1−pi) = pi. Otherwise,we can replaceXi with Yi = si−Xi.
Let Yi be a randomvariable that is equal to 1with probability 2pi and 0with probability 1−2pi. Let Zi be a randomvariable
that is equal to si with probability 1/2 and 0 with probability 1/2. It is easy to see that Xi = YiZi. Let Y = Y1 + · · · + Yt and
P =∑ti=1 pi. Notice that E[Y ] = 2P . Then by Lemma 5 and Chernoff bound we have
Pr[r ≤ λ1X1 + λ2X2 + · · · + λtXt < r + s]
= Pr[r ≤ λ1Y1Z1 + λ2Y2Z2 + · · · + λtYtZt < r + s]
≤ Pr[r ≤ λ1Y1Z1 + λ2Y2Z2 + · · · + λtYtZt < r + s | Y ≥ P] + Pr[Y < P]
≤ c√
P
+ e−P/4.
This completes the proof. 
Lemma 7. Let X1 and X2 be random variables and s be any fixed real number. Suppose X1 takes values x1, x2, . . . , xℓ with
probabilities p1, . . . , pℓ, respectively. Let Y1 be a random variable that takes values y, x3, x4, . . . , xℓ with probabilities p1 +
p2, p3, . . . , pℓ. Then for y = x1 or y = x2 we have
max
r
Pr[r ≤ X1 + X2 < r + s] ≤ max
r
Pr[r ≤ Y1 + X2 < r + s].
Proof. Suppose maxr Pr[r ≤ X1 + X2 < r + s] = p0 and Pr[r0 ≤ X1 + X2 < r0 + s] = p0. Now we choose y = x2 if
Pr[r0 − x1 ≤ X2 < r0 − x1 + s] ≤ Pr[r0 − x2 ≤ X2 < r0 − x2 + s] (1)
and y = x1, otherwise. Suppose (1) is true. Then y = x2 and
max
r
Pr[r ≤ X1 + X2 < r + s] = Pr[r0 ≤ X1 + X2 < r0 + s]
=
−
x
Pr[X1 = x] Pr[r0 − x ≤ X2 < r0 − x+ s]
= p1 Pr[r0 − x1 ≤ X2 < r0 − x1 + s] + p2 Pr[r0 − x2 ≤ X2 < r0 − x2 + s]
+
−
x∉{x1,x2}
Pr[X1 = x] Pr[r0 − x ≤ X2 < r0 − x+ s]
≤ (p1 + p2) Pr[r0 − x2 ≤ X2 < r0 − x2 + s]
+
−
x∉{x1,x2}
Pr[X1 = x] Pr[r0 − x ≤ X2 < r0 − x+ s]
≤ Pr[Y1 = x2] Pr[r0 − x2 ≤ X2 < r0 − x2 + s] +−
x∉{x1,x2}
Pr[Y1 = x] Pr[r0 − x ≤ X2 < r0 − x+ s]
= Pr[r0 ≤ Y1 + X2 < r0 + s]
≤ max
r
Pr[r ≤ Y1 + X2 < r + s]. 
We will call this transformation a merging of the two values x1 and x2 of the random variable X1 into one value in Y1. We
prove the following property of the merging transformation
Lemma 8. Let X be a random variable such that Pr[X > s] ≥ p and also Pr[X < 0] ≥ p. Then we can merge the values of X into
two values s1 and s2 in a random variable Y such that
1. s2 − s1 ≥ s/2.
2. Pr[X = s1] ≥ p and Pr[X = s2] ≥ p.
Proof. We first merge all the values that are greater than or equal to s, then all the values that are less than or equal to 0 and
then those that are between 0 and s. We get a random variable Z that gets 3 values s′, s′′ and s′′′ where s′ ≤ 0 < s′′ < s ≤ s′′′,
Pr[Z = s′] ≥ p and Pr[Z = s′′′] ≥ p. Now either s′′′ − s′′ ≥ s/2 or s′′ − s′ ≥ s/2. If s′′′ − s′′ > s/2 then we merge s′ and s′′
and if s′′ − s′ > s/2 we merge s′′ and s′′′. 
Now we prove our main lemma.
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Proof of Lemma 4. By Lemma 8 we can merge the values of each Xi into a new random variable Yi that takes two values a′i
and b′i where b
′
i − a′i ≥ s/2, Pr[Yi = a′i] ≥ pi, Pr[Yi = bi] ≥ pi and
max
r
Pr

r ≤
t−
i=1
Xi < r + s2

≤ max
r
Pr

r ≤
t−
i=1
Yi < r + s2

.
We will assume without loss of generality that a′i = 0 for all i. Otherwise consider the random variables Yi − a′i . Now by
Lemma 6 we get the result. 
The following lemmas will also be used in this paper.
Lemma 9. Let a ∈ Rn be a vector. Then, there is a constant c such that for any integer ρ ≥ 1, and a randomly (uniformly) chosen
vector x ∈ {0, 1}n we have that
Pr
|aT x| ≤ ρs ≤ cρ√
ψs(a)
.
Proof. LetXi = aixi. ThenXi = ai with probability 1/2 andXi = 0with probability 1/2. The lemmanow follows immediately
from Lemma 4. 
Lemma 10. Let b ∈ Rn where ψs(b) > 0. Then, for randomly (uniformly) chosen vectors x ∈ {0, 1}n we have that
Pr[|bT x| ≥ s/2] ≥ 1/2.
Proof. Suppose w.l.o.g. |b1| ≥ s. For any fixed x2, . . . , xn ∈ {0, 1}we have xTb = b1x1 + b0 for some b0 ∈ R. Now this takes
the values b0 for x1 = 0 and b0 + b1 for x1 = 1. Since |(b0 + b1)− b0| = |b1| ≥ s, one of them is at least s/2. 
Corollary 1. Let B ∈ Rn×n be a matrix where ψs(B) > 0. Then, for randomly (uniformly) chosen vectors x, y ∈ {0, 1}n we have
that
Pr[|xTBy| ≥ s/4] ≥ 1/4.
Proof. By Lemma 10 the probability that By contains an s/2-heavy entry is at least 1/2. Assuming it does, by Lemma 10, the
probability that |xTBy| ≥ s/4 is again 1/2. This implies the result. 
3. Reconstructing graphs
In this section we give an upper bound for the discretization of the problem and in the next section we show how to
solve the general problem.
Let G be the set of all graphs with n vertices and m edges such that the weights of the edges are from the set
[s1, s1/8m2, s2], that is, theweights are bounded by s1, s2 and aremultiples of s1/8m2. For the classGwe prove the following
Theorem 1. There exists a set of queries S = {(x1, y1), (x2, y2), . . . , (xt , yt)} of size
t = O
m

log n+ log s2s1

logm

where xi, yi ∈ {0, 1}n such that for all G,G′ ∈ G where E(G) ≠ E(G′) there exists i ∈ [t] such that
|xTi AGyi − xTi AG′yi| > s1/(8m).
To prove Theorem 1 we will prove that there exists a set of queries S of size t such that for every B = AG − AG′ where
G,G′ ∈ G and E(G) ≠ E(G′) there exists (x, y) ∈ S such that |xTBy| > s1/8m.
We divide into two cases. The first case is when the matrix B is a subtraction of adjacency matrices of graphs that are
‘‘close’’ to each other, i.e., B has only fewheavy entries. The second case iswhen thematrix B is a subtraction of two adjacency
matrices of graphs that are ‘‘far’’ from each other, i.e., B has many heavy entries.
First notice the following properties of B:
P1. Since G and G′ contains at mostm edges we havewt(B) ≤ 2m.
P2. Since the weights of the edges are in [s1, s1/(8m2), s2], the weights in B are in [−s2, s1/(8m2), s2].
P3. Since E(G) ≠ E(G′) at least one of the entries of B is s1-heavy.
We denote byB the class of symmetricmatrices that satisfy (P1–P3). Then the first casewill beB1 = {B ∈ B |ψs1/(8m)(B) ≤
m3/4} and the second case will beB2 = {B ∈ B | ψs1/(8m)(B) > m3/4}.
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3.1. Eliminating all close graphs
In this subsection we analyze the case where the matrix B has few heavy entries. A similar analysis appears in Choi and
Kim’s paper [2]. The analysis is presented here for completeness. We prove the following.
Lemma 11. LetB1 = {B ∈ B | ψs1/(8m)(B) ≤ m3/4}. There exists a set of queries S = {(x1, y1), (x2, y2), . . . , (xt , yt)} of size
t =
m

log n+ log s2s1

logm
such that for every B ∈ B1 there exist i ∈ [t] such that
|xTi Byi| > s1/(8m).
Proof. We start by proving a different claim. Let
B ′1 = {B′ ∈ B1 | B′ ∈ ([−s2, s1/(8m2),−s1/(8m)] ∪ [s1/(8m), s1/(8m2), s2])n×n}.
We first prove that there exists a set of queries S ′ = {(x′1, y′1), (x′2, y′2), . . . , (x′t , y′t)} such that for every B′ ∈ B ′1 we have
i ∈ [t] such that
|x′Ti B′y′i| ≥ s1/4.
By (P3) and Corollary 1, for a randomly chosen query x, ywe have
Pr[|xTB′y| ≤ s1/4] ≤ 3/4.
The size ofB ′1 is bounded by
|B ′1| ≤

n2
m3/4

8s2m2
s1
m3/4
< (4/3)t .
Therefore
Pr[(∃B ∈ B ′1)(∀i) |x′Ti By′i| < s1/4] < (4/3)t(3/4)t < 1
and the claim follows.
Now, we argue that S ′ is the set of queries we are looking for. Let B ∈ B1, remove all entries smaller than s1/(8m) in
absolute value. Denote the new matrix by B∗. Notice that B∗ ∈ B ′1, therefore we have i ∈ [t] such that
|x′Ti B∗y′i| ≥ s1/4. (2)
Also note that
|x′Ti By′i| = |x′Ti B∗y′i + x′Ti (B− B∗)y′i|. (3)
Since B− B∗ has at most 2m− 1 non-zero entries and each non-zero entry is bounded by s1/8m in absolute value we have
|x′Ti (B− B∗)y′i| < (s1/8m)(2m− 1) = s1/4− s1/(8m). (4)
By (2)–(4) we get
|x′Ti By′i| > s1/(8m).
Therefore the result follows. 
3.2. Eliminating all far graphs
In this subsection we analyze the case where the matrix B has many heavy entries. To solve this case, we first show a
multi-set of vectors y1, y2, . . . , yt with certain properties (presented in Lemma 12). Then, we show that given this multi-set,
there exists a matching multi-set of vectors x1, x2, . . . , xt such that the queries (x1, y1), (x2, y2), . . . , (xt , yt) solve the case.
We start by proving the following,
Lemma 12. Let
U = {u | u ∈ [−s2, s1/(8m2), s2]n, wt(u) < m3/4 and ψs1/(8m)(u) > 0}.
Then, for every
t = Ω
m

log n+ log s2s1

logm

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there exists amulti-set of vectorsY = {y1, y2, . . . , yt} ⊂ {0, 1}n such that for every u ∈ U the size of Yu = {i | |yTi u| > s1/(16m)}
is greater than t/4.
Proof. By Lemma 10, for any u ∈ U and a randomly chosen y ∈ {0, 1}n we have
Pr[|yTu| ≥ s1/16m] ≥ 1/2.
Therefore, if we randomly independently choose y1, y2, . . . , yt ∈ {0, 1}n we have E[|Yu|] ≥ t/2. By Chernoff bound the
probability that |Yu| ≤ t/4 is
Pr[|Yu| ≤ t/4] < e−t16 .
The probability that for all u ∈ U we have |Yu| > t/4 is
Pr[∀u ∈ U : |Yu| ≥ t/4] = 1− Pr[∃u ∈ U : |Yu| < t/4] ≥ 1− |U|e−t16 .
Finally, since
n
m3/4

≤ nm3/4 = em3/4 ln n and

16s2m2
s1
m3/4
= em3/4(2 lnm+ln 16s2/s1),
we have
|U| <

n
m3/4

16s2m2
s1
m3/4
< et/16,
and therefore
Pr[∀u ∈ U : |Yu| ≥ t/4] ≥ 1− |U|e−t16 > 0. 
Lemma 13. LetB2 = {B ∈ B | ψs1/(8m)(B) > m3/4}. There exists a set of queries S = {(x1, y1), (x2, y2), . . . , (xt , yt)} of size
t = O
m

log n+ log s2s1

logm

such that For every B ∈ B2 there is i ∈ [t] such that
|xTi Byi| > s1/(8m).
Proof. Define U as in Lemma 12. That is,
U = {u | u ∈ [−s2, s1/(8m2), s2]n, wt(u) < m3/4 and ψs1/(8m)(u) > 0}.
Let Y = {y1, y2, . . . , yt} the multi-set of vectors that satisfies the condition in Lemma 12.
By Lemma 1, for d = m3/4, there is at least
ψs1/(8m)(B)−
wt(B)
m3/4
rows in B that are in U . By property P1 and since B ∈ B2 we have at least
ψs1/(8m)(B)−
wt(B)
m3/4
≥ m3/8 − 2m1/4
rows in B that are in U . Let k = m3/8 − 2m1/4 and let BU be a k× n submatrix of B formed by selecting arbitrary k rows in B
that are also in U and removing all others. By Lemma 12,
t−
i=1
ψs1/(16m)(BUyi) ≥
kt
4
.
By Lemma 2,
t∏
i=1
ι(ψs1/(16m)(BUyi)) ≥ k⌊(k−4)t/(4k−4)⌋ ≥ mc1t ,
for some constant c1.
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By Lemma 9 if we randomly independently choose x1, x2, . . . , xt , the probability that none of the queries xi, yi satisfy
|xTi Byi| > s1/8m is bounded by
Pr

∀i ∈ [t] : |xTi Byi| ≤ 2
s1
16m

≤
t∏
i=1
c
ι(ψs1/(16m)(Byi))
= c
t∏t
i=1 ι(ψs1/(16m)(Byi))
≤ c
t∏t
i=1 ι(ψs1/(16m)(BUyi))
≤
 c
mc1/2
t = m−αt ,
where c > 1 and α > 0 are some constants.
Since
m−αt <
1n2
2m
  8s2m2
s1
2m < 1|B2| ,
the result follows. 
4. The algorithm
In the previous section we showed that there exists a set of queries
S = {(x1, y1), (x2, y2), . . . , (xt , yt)}
such that for every G∗,G′ ∈ Gwhere E(G∗) ≠ E(G′)we have i ∈ [t] such that
|xTi AG∗yi − xTi AG′yi| > s1/8m.
Recall that G is the set of all graphs with n vertices and m edges, where the weights of the edges are from the set
[s1, s1/8m2, s2].
Now, for reconstructing the edges of the graph we use the same algorithm as in [2]. The algorithm is presented in Fig. 1.
Algorithm Edge_Reconstruct
1. For all (xi, yi) ∈ S
2. Ask xTi AGyi.
3. End for.
4. For all G′ ∈ G
5. Define D(G′) = (d1, d2, . . . , dt)where di = |xTi AGyi − xTi AG′yi|
6. if ψs1/16m(D(G
′)) = 0
7. return G′.
8. End if.
9. End for.
Fig. 1. Algorithm for reconstructing the set of edges of G.
The query complexity of the algorithm is obvious. As for the correctness, given a graph G, define G′ ∈ G, such that G′ is
equivalent to G after we round each weight of edge in G to the closest number that is a multiple of s1/8m2. Obviously, since
G− G′ has at mostm non-zero entries and each entry is bounded by s1/16m2 we have that for all i ∈ [t]
|xTi AGyi − xTi AG′yi| ≤ s1m/16m2 = s1/16m.
On the other hand, for any graph G∗ ∈ G that differs from G in at least one edge, we have
|xTi AGyi − xTi AG∗yi| = |xTi AGyi − xTi AG′yi − (xTi AG∗yi − xTi AG′yi)|. (5)
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Now, since G′,G∗ ∈ G, we have i ∈ [t] such that
|xTi AG∗yi − xTi AG′yi| > s1/8m. (6)
By (5) and (6), together with the fact that |xTi AGyi − xTi AG′yi| ≤ s1/16mwe get
|xTi AGyi − xTi AG∗yi| > s1/16m. 
5. Conclusions and open problems
In this paper, we proved the existence of an optimal non-adaptive algorithm for reconstructing the edge set of a hidden
weighted graph, given that the weights of the edges are real numbers bounded by n−a and nb for any constants a and b.
A recent paper [8] solved the problem of finding optimal constructive polynomial time algorithm for reconstructing a
hidden graph for the adaptive case, however, the problem is still open in the non-adaptive case. That is, the problem of
finding an explicit construction for algorithms in the non-adaptive setting is still open.
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