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Abstract
In this paper we study the discrete approximation to Brownian motion with varying
dimension (BMVD in abbreviation) introduced in [4] by continuous time random walks
on square lattices. The state space of BMVD contains a 2-dimensional component, a 3-
dimensional component, and a “darning point” which joins these two components. Such a
state space is equipped with the geodesic distance, under which BMVD is a diffusion process.
In this paper, we prove that BMVD restricted on a bounded domain containing the darning
point is the weak limit of continuous time reversible random walks with exponential holding
times. Upon each move, except at the “darning point”, these random walks jump to any
of its nearest neighbors with equal probability. The behavior of such a random walk at the
“darning point” is also given explicitly in this paper.
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60H30, 60J45
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1 Introduction
Brownian motion on spaces with varying dimension has been introduced and studied in details
in [4]. Such a process is an interesting example of Brownian motion on non-smooth spaces and
can be characterized nicely via Dirichlet form. The state space of BMVD looks like a plane with
a vertical half line installed on it. Roughly speaking, it is “embedded” in the following space:
R
2 ∪ R+ = {(x1, x2, x3) ∈ R
3 : x3 = 0 or x1 = x2 = 0 and x3 > 0}.
As has been noted in [4], Brownian motion cannot be defined on such a state space in the usual
sense because a two-dimensional Brownian motion does not hit a singleton. Hence to construct
BMVD, in [4], a closed disc on R2 is “shorted” to a singleton. In other words, the media offers
zero resistance on this closed disc, so that the process travels across it at infinite velocity. The
resulting Brownian motion hits the shorted disc in finite time with probability one. Then we
install an infinite pole at this “shorted” disc.
To be more precise, the state space of BMVD on E is defined as follows. Fix ε > 0 and denote
by Bε the closed disk on R
2 centered at (0, 0) with radius ε. Let Dε := R
2\Bε. By identifying Bε
with a singleton denoted by a∗, we introduce a topological space E := Dε ∪ {a
∗}∪R+, with the
1
origin of R+ identified with a
∗ and a neighborhood of a∗ defined as {a∗}∪ (V1 ∩ R+)∪ (V2 ∩Dε)
for some neighborhood V1 of 0 in R
1 and V2 of Bε in R
2. Let m be the measure on E whose
restriction on R+ and Dε is the Lebesgue measure multiplied by 1 and 1/2, respectively. In
particular, we set m({a∗}) = 0. Note that the measure m depends on ε, the radius of the “hole”
Bε. The following definition for BMVD can be found in [4, Definition 1.1].
Definition 1.1 (Brownian motion with varying dimension). An m-symmetric diffusion process
satisfying the following properties is called Brownian motion with varying dimension.
(i) its part process in R+ or Dε has the same law as standard Brownian motion in R+ or Dε;
(ii) it admits no killings on a∗;
It follows from the definition that BMVD spends zero amount of time under Lebesgue mea-
sure (i.e. zero sojourn time) at a∗. The following theorem is a restatement of [4, Theorem 2.2],
which asserts that given ε > 0, BMVD exists and is unique in law. It also gives the Dirichlet
form characterization for such a process.
Theorem 1.2. For every ε > 0, BMVD on E with parameter ε exists and is unique. Its
associated Dirichlet form (E ,D(E)) on L2(E;m) is given by
D(E) =
{
f : f |Dε ∈W
1,2(Dε), f |R+ ∈W
1,2(R+), and f(x) = f(0) q.e. on ∂Dε
}
,
E(f, g) =
1
4
∫
Dε
∇f(x) · ∇g(x)dx+
1
2
∫
R+
f ′(x)g′(x)dx.
Throughout this paper, the state space E is equipped with the geodesic distance ρ. Namely,
for x, y ∈ E, ρ(x, y) is the shortest path distance (induced from the Euclidean space) in E
between x and y. For notational simplicity, we write |x|ρ for ρ(x, a
∗). We use | · | to denote the
usual Euclidean norm. For example, for x, y ∈ Dε, |x− y| is the Euclidean distance between x
and y in R2. Note that for x ∈ Dε, |x|ρ = |x| − ε. Apparently,
ρ(x, y) = |x− y| ∧ (|x|ρ + |y|ρ) for x, y ∈ Dε (1.1)
and ρ(x, y) = |x| + |y| − ε when x ∈ R+ and y ∈ Dε or vice versa. Here and in the rest of this
paper, for a, b ∈ R, a ∧ b := min{a, b}.
Although Dirichlet form gives a concise characterization for BMVD, it does not provide
explicit detailed information on the behavior of BMVD near the darning point a∗. This motivates
us to study BMVD from the perspective of random walk approxiation on square lattices. Since
not until [4] was the concept of BMVD introduced, the amount of existing literature on this topic
is very limited. In this paper we use the approach in [1], but the major difference between this
paper and [1] is that, the metric on the state space of BMVD under which BMVD is continuous
cannot be Euclidean distance but needs to be the geodesic distance ρ. Therefore we need to
establish the tightness and weak convergence of the random walks with respect to the geodesic
distance ρ. The key ingredient is to find the comparability between ρ and Euclidean distance
on the state space E near a∗.
To introduce the state space of random walks with varying dimension, let Dkε := Dε∩2
−k
Z
2.
Similar to the definition of the darning point a∗ in [4], we identify vertices of 2−kZ2 that are
contained in the closed disc Bε as a singleton a
∗
k. Let E
k := 2−kZ+ ∪ {a
∗
k} ∪D
k
ε . We denote by
2
vk(x) the number of vertices in E
k that are adjacent to x. Ek is equipped with the following
underlying reference measure:
mk(x) =

2−2k
4
vk(x), x ∈ D
k
ε ;
2−k
2
vk(x), x ∈ 2
−k
Z+;
2−k
2
+
2−2k
4
(vk(x)− 1) , x = a
∗
k.
(1.2)
To give definition to a random walk on bounded spaces with varying dimension, we consider the
following Dirichlet form on L2(Ek,mk):
Fk = L2(Ek,mk)
Ek(f, f) =
1
8
∑
exy∈Dε
(f(x)− f(y))2 +
2k
4
∑
exy∈R+
(f(x)− f(y))2 ,
(1.3)
where exy is an oriented edge from x to y. In other words, given two adjcent vertices x, y ∈ Dε
or x, y ∈ R+, the edge connecting x and y is represented twice in the sum: exy and eyx. It is
easy to verify that (Ek,Fk) on L2(Ek,mk) is a regular symmetric Dirichlet form, therefore there
is a strong Markov process associated with it. We denote this process by Xk. It is shown in
Section 1.1 that Xk is a reversible random walk on Ek with infinite lifetime. In addition, from
every vertex except a∗k, upon every move, X
k jumps to one of its nearest neighbors with equal
probability.
In this paper, we study random walk approximation to BMVD in bounded domains. We let
E0 ⊂ E be an open bounded domain containing a
∗, and let Ek0 := E0 ∩ E
k, i.e., Ek0 contains
vertices of Ek that are contained in E0. We equip E
k
0 with the measure mk:
mk(x) =

2−2k
4
v¯k(x), x ∈ D
k
ε ;
2−k
2
v¯k(x), x ∈ 2
−k
Z+;
2−k
2
+
2−2k
4
(v¯k(x)− 1) , x = a
∗
k,
(1.4)
where v¯k(x) is the number of vertices in E
0
k that are adjacent to x. Here we emphasis that
for x ∈ Ek0 , since v¯k(x) is not necessarily equal to vk(x), mk(x) may differ from mk(x). From
elementary geometry, it is easy to see that
∂Ek0 =
{
x ∈ Ek : vk(x) < 4 if x ∈ Dε, or vk(x) < 2 if x ∈ R+
}
. (1.5)
Without loss of generality, throughout this paper we assume ρ(a∗, ∂E0) > 16ε, and that
2−k < ε/4 for all k ≥ 1. Our main result is the following theorem. In this paper we denote the
part process of Xk killed upon leaving E0 by X̂
k.
Theorem 1.3. For every T > 0, the laws of {X̂k,Pmk}k≥1 are tight in the space D([0, T ], E0, ρ)
equipped with Skorokhod topology. Furthermore, (X̂k,Pmk) converges weakly to the part process
of BMVD killed upon leaving E0 as k →∞.
3
For technical convenience, we will often consider stochastic processes whose initial distri-
bution is a finite measure, not necessarily normalized to have total mass 1, for example, the
Lebesgue measure on a bounded set. Translating the results to the usual probabilistic setting is
straightforward and therefore skipped.
We close this section by giving an outline of the rest of this article as well as the ideas of
the proof, in Section 1.1 we give a quick review on continuous time reversible Markov chains
and their associated Dirichlet forms. The proof to the main result Theorem 1.3 is presented in
Section 2. To prove Theorem 1.3, we first consider {X˜k,Pmk ; k ≥ 1}, a class of random walks
“reflected” on E0 whose rigorous definition is given in Proposition 2.2. Using the property
that {X˜k,Pmk ; k ≥ 1} have infinite lifetimes, we show that they are tight in law. This implies
that {X̂k,Pmk ; k ≥ 1}, the part processes of {Xk}k≥1 killed upon exiting E0 are also tight in
law. From here, using the martingale problem method, we show that the limit of any weakly
convergent subsequence of {X˜k,Pmk ; k ≥ 1} restricted on E0 is a BMVD. Finally, with a bit
more argument, this leads to Theorem 1.3.
1.1 Preliminaries: continuous time reversible pure jump processes and sym-
metric Dirichlet forms
In this section, we give a brief background on continuous time reversible pure jump processes
and symmetric Dirichlet forms. The results in this section can be found in [2, §2.2.1].
Suppose E is a locally compact separable metric space and {Q(x, dy)} is a probability kernel
on (E,B(E)) with Q(x, {x}) = 0 for every x ∈ E. Given a constant λ > 0, we can construct a
pure jump Markov process X as follows: Starting from x0 ∈ E, X remains at x0 for an exponen-
tially distributed holding time T1 with parameter λ(x0) (i.e., E[T1] = 1/λ(x0)), then it jumps
to some x1 ∈ E according to distribution Q(x0, dy); it remains at x1 for another exponentially
distributed holding time T2 also with parameter λ(x1) before jumping to x2 according to distri-
bution Q(x1, dy). T2 is independent of T1. X then continues. The probability kernel Q(x, dy) is
called the road map of X, and the λ(x) is its speed function. If there is a σ-finite measure m0 on
E with supp[m0] = E such that
Q(x, dy)m0(dx) = Q(y, dx)m0(dy), (1.6)
m0 is called a symmetrizing measure of the road map Q. Another way to view (1.6) is that,
Q(x, dy) is the one-step transition “probability” distribution, so its density with respect to the
symmetrizing measure Q(x, dy)/m0(dy) must be symmetric in x and y, i.e.,
Q(x, dy)
m0(dy)
=
Q(y, dx)
m0(dx)
.
The following theorem is a restatement of [2, Theorem 2.2.2].
Theorem 1.4 ([2]). Given a speed function λ > 0. Suppose (1.6) holds, then the reversible pure
jump process X described above can be characterized by the following Dirichlet form (E,F) on
L2(E,m) where the underlying reference measure is m(dx) = λ(x)−1m0(dx) and
F = L2(E, m(x)),
E(f, g) =
1
2
∑
x,y∈E
(f(x)− f(y))(g(x) − g(y))Q(x, dy)m0(dx).
(1.7)
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2 Continuous time random walk on lattices with varying dimen-
sion in bounded domains
Using Theorem 1.4, we first describe the behavior of Xk in the unbounded space with varying
dimension Ek.
Proposition 2.1. Xk has constant speed function λk = 2
2k and road map
Jk(x, dy) = jk(x, y)δ{y}(dy),
where
(i)
jk(x, y) =
1
vk(x)
, if x ∈ Dkε ∪ 2
−k
Z+, y ↔ x (2.1)
(ii)
j(a∗k, y) =

1
vk(a
∗
k) + 2
k+1 − 1
, y ∈ Dkε , y ↔ x;
2k+1
vk(a
∗
k) + 2
k+1 − 1
, y ∈ 2−kZ+, y ↔ x.
(2.2)
Proof. Given (1.3), it is immediate that (Ek,Fk) on L2(Ek,mk) is a regular symmetric Dirichlet
form. Its road map Jk and symmetrizing measure m0,k(x) satisfies
Jk(x, dy)m0,k(x) =

1
4
, exy ∈ D
k
ε ;
2k
2
, exy ∈ 2
−k
Z+.
(2.3)
Since {Jk(x, dy)} is a probability kernel, in view of the fact a
∗
k has exactly one neighbor in 2
−k
Z+
and therefore vk(a
∗
k)− 1 neighbors in D
k
ε , we have
m0,k(x) =
∑
y↔x
Jk(x, dy)m0,k(x)
(2.3)
=

vk(x)
4
, x ∈ Dkε ;
vk(x)
2
, x ∈ 2−kZ+;
2k
2
+
1
4
(vk(x)− 1) , x = a
∗
k,
(2.4)
Comparing (2.4) with mk given in (1.2), on account of the identity m0,k(x) = λk(x)mk(x), we
have λk = 2
2k as a constant. Also, plugging (2.4) back into (2.3), we get (2.1) and (2.2).
To rigorously introduce random walks in a bounded domain Ek0 , we first consider the following
Dirichlet form on L2(Ek0 ,mk), where mk is defined in (1.4):
F˜k = L2(Ek0 ),
E˜k(f, f) =
1
8
∑
exy∈Dε
(f(x)− f(y))2 +
2k
4
∑
exy∈R+
(f(x)− f(y))2 .
(2.5)
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In the next proposition we give the road map of X˜k. It also implies that X˜k behaves like
“reflected” simple random walk on ∂Ek0 . Moreover, X˜
k is conservative, i.e., it has infinite
lifetime.
Proposition 2.2. (E˜k, F˜k) is a regular symmetric Dirichlet form on L2(Ek0 ,mk). Therefore
there is an mk-symmetric pure jump process on E
k
0 associated with it. Denote this process by
X˜k. X˜k travels with constant speed λk = 2
2k and has road map
J˜k(x, dy) = j˜k(x, y)δ{y}(dy),
where
(i)
j˜k(x, y) =
1
v¯k(x)
, if x ∈ Dkε ∪ 2
−k
Z+, y ↔ x (2.6)
(ii)
j˜(a∗k, y) =

1
v¯k(a
∗
k) + 2
k+1 − 1
, y ∈ Dkε , y ↔ x;
2k+1
v¯∗k(a
∗
k) + 2
k+1 − 1
, y ∈ 2−kZ+, y ↔ x.
(2.7)
Proof. The proof is identical to that of Proposition 2.1, therefore omitted.
Since Ek is embedded in R3, we consider the following projection maps fi : E
k → R+:
f1(x) =
{
|x|, if x ∈ 2−kZ+;
0, otherwise;
(2.8)
f2(x) =
 ρ(x) ·
x2
|x|
, if x ∈ Dkε ;
0, otherwise;
(2.9)
and
f3(x) =
 ρ(x) ·
x3
|x|
, if x ∈ Dkε ;
0, otherwise.
(2.10)
Before we prove the tightness of X˜k, we first record the following inequality which is proved
using elemetary geometry which will be used later in this Section.
Lemma 2.3. For i = 1, 2, 3, it holds that
|fi(x)− fi(y)| ≤ 9 · 2
−k, for x, y ∈ Dkε , x↔ y. (2.11)
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Proof. The inequality is trivial when i = 1. For i = 2 or 3, without loss of generality, we prove
the result for i = 2. Recall that it is assumed in §1 that 2−k < ε/4. By elementary algebra,
|f2(x)− f2(y)| =
∣∣∣∣(|x| − ε)|x| · x2 − (|y| − ε)|y| · y2
∣∣∣∣
=
∣∣∣∣x2 − y2 − ε( x2|x| − y2|y|
)∣∣∣∣
≤ |x2 − y2|+ ε
∣∣∣∣ x2|x| − y2|y|
∣∣∣∣
≤ |x2 − y2|+ ε
∣∣∣∣ x2|x| − x2|y| + x2 − y2|y|
∣∣∣∣
≤ |x2 − y2|+
ε
|y|
· |x2 − y2|+ ε · |x2| ·
∣∣∣∣ 1|x| − 1|y|
∣∣∣∣
≤ 2|x2 − y2|+ ε · |x2| ·
||x| − |y||
|x| · |y|
≤ 2 · 2−k + ε · |x2| ·
2−k
|x| · |y|
≤ 3−k,
where the second last inequality is due to the fact that the Euclidean norm |y| ≥ ε. The proof
is thus complete.
Roughly speaking, the following lemma states that for any x, y ∈ E, if the Euclidean distance
between (f1(x), f2(x), f3(x)) and (f1(y), f2(y), f3(y)) is small, then so is ρ(x, y). The proof is
elementary but technical.
Lemma 2.4. There exist constants C1 and C2 such that
ρ(x) ≤ C1 |(f1(x), f2(x), f3(x))| , x ∈ E, (2.12)
and
ρ(x, y) ∧ ρ(x, y)2 ≤ C2 |(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))| , for x, y ∈ E. (2.13)
Proof. To prove(2.12), we consider the two cases that x ∈ R+ and x ∈ Dε. (2.12) is obviously
true when x ∈ R+. In this proof we denote the Euclidean coordinates of x ∈ Eε by (0, x2, x3).
When x ∈ Dε,
|(f1(x), f2(x), f3(x))| =
(
02 + ρ(x)2 ·
x22
|x|2
+ ρ(x)2 ·
x23
|x|2
)1/2
= ρ(x).
To show (2.13), we first note that when at least one of x and y is in R+, it holds
ρ(x, y) = |(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))| .
When both x, y ∈ Dε, we express the Euclidean coordinates of x and y in R
3 by (0, rx cosα, rx sinα)
and (0, ry cosβ, ry sinβ), respectively. We note that on Dε, it holds
ρ(x, y) = (ρ(x) + ρ(y)) ∧ |x− y|.
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Therefore, using the elementary formula for the distance between two points in terms of polar
coordinates,
ρ(x, y) = [(rx − ε) + (ry − ε)] ∧
√
r2x + r
2
y − 2rxry cos(β − α). (2.14)
For the right hand side of (2.13), we have
(f1(x), f2(x), f3(x)) =
(
0,
rx − ε
rx
x2,
rx − ε
rx
x3
)
= (0, (rx − ε) cosα, (rx − ε) sinα)
and
(f1(y), f2(y), f3(y)) =
(
0,
ry − ε
ry
y2,
ry − ε
ry
y3
)
= (0, (ry − ε) cos β, (ry − ε) sin β) .
Again it follows from the distance formula in polar coordinates that
|(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))|
=
√
(rx − ε)2 + (ry − ε)2 − 2(rx − ε)(ry − ε) cos(β − α). (2.15)
From here, we further divide our discussion into three cases depending on cos(β − α).
Case 1. cos(β − α) ≤ 0. It can easily be seen that
|(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))|
≥
√
(rx − ε)2 + (ry − ε)2 ≥
1
2
[(rx − ε) + (ry − ε)] ≥
1
2
ρ(x, y). (2.16)
Case 2. 0 < cos(β − α) ≤ 3/4. In this case,
|(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))|
=
√
(rx − ε)2 + (ry − ε)2 − 2(rx − ε)(ry − ε) cos(β − α)
=
√
cos(β − α) · (rx − ry)2 + (1− cos(β − α)) [(rx − ε)2 + (ry − ε)2]
≥
√
1− cos(β − α) ·
√
(rx − ε)2 + (ry − ε)2
(2.14) ≥
1
4
·
1
2
[(rx − ε) + (ry − ε)] ≥
1
8
ρ(x, y). (2.17)
Case 3. cos(β − α) > 3/4. In view of (2.14), we have
ρ(x, y)2 =
[
r2x + r
2
y − 2rxry cos(β − α)
]
∧ [(rx − ε) + (ry − ε)]
2
=
[
cos(β − α) · (rx − ry)
2 + (1− cos(β − α))(r2x + r
2
y)
]
∧ [(rx − ε) + (ry − ε)]
2 (2.18)
From (2.15), we have
|(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))|
=
√
cos(β − α)(rx − ry)2 + (1− cos(β − α)) [(rx − ε)2 + (ry − ε)2] (2.19)
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To proceed, we further divide our discussion into two subcases.
Subcase 1. rx + ry ≥ 8ε. In this case, max{rx, ry} ≥ 4ε. Without loss of generality, we assume
rx ≥ ry, which implies that rx ≥ 4ε. Then it is easy to see
1
8
(
r2x + r
2
y
)
≤
1
4
r2x ≤ (rx − ε)
2 ≤ (rx − ε)
2 + (ry − ε)
2. (2.20)
Therefore,
ρ(x, y)2
(2.18)
≤
[
cos(β − α) · (rx − ry)
2 + (1− cos(β − α))(r2x + r
2
y)
]
(2.20)
≤ 8
[
cos(β − α) · (rx − ry)
2 +
(
1− cos(β − α)
)(
(rx − ε)
2 + (ry − ε)
2
)]
(2.19)
= 8 |(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))|
2 .
Subcase 2. rx + ry ≤ 8ε. In this case, ε ≤ rx, ry ≤ 7ε. Thus it holds
r2x + r
2
y ≤ 2 · 7
2ε2, (rx − ry)
2 ≤ 72ε2, and (rx − ε)
2 + (ry − ε)
2 ≤ 2 · 72ε2. (2.21)
Using the elementary inequality
xy ≥
(
x2 ∧ y2
)
, if x, y > 0, (2.22)
we have that there exists some c1 > 0 (whose exact value below may differ from line to line)
such that
|(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))|
2
(2.19)
= cos(β − α)(rx − ry)
2 + (1− cos(β − α))
[
(rx − ε)
2 + (ry − ε)
2
]
(2.22)
≥ cos(β − α)(rx − ry)
2 + (1− cos(β − α))2 ∧
[
(rx − ε)
2 + (ry − ε)
2
]2
(2.21)
≥ cos(β − α)(rx − ry)
2 +
[
1
(2 · 49ε2)2
(1− cos(β − α))2
(
r2x + r
2
y
)2]
∧
[
(rx − ε)
2 + (ry − ε)
2
]2
(2.21)
≥ c1
[(
cos(β − α) (rx − ry)
2
)2
∧
[
(rx − ε)
2 + (ry − ε)
2
]2
+ (1− cos(β − α))2
(
r2x + r
2
y
)2
∧
[
(rx − ε)
2 + (ry − ε)
2
]2 ]
≥ c1 ·max
{(
cos(β − α)(rx − ry)
2
)2
, (1− cos(β − α))2
(
r2x + r
2
y
)2}
∧
[
(rx − ε)
2 + (ry − ε)
2
]2
≥
c1
4
·
[(
cos(β − α)(rx − ry)
2
)2
+ (1− cos(β − α))2
(
r2x + r
2
y
)2]
∧
[
(rx − ε)
2 + (ry − ε)
2
]2
(2.18)
≥ c1 · ρ(x, y)
4. (2.23)
Combining the two subcases above, we conclude that when cos(β − α) > 3/4, there exists some
c2 > 0 such that
|(f1(x)− f1(y), f2(x)− f2(y), f3(x)− f3(y))|
2 ≥ c2min
{
ρ(x, y), ρ(x, y)2
}
,
which proves the desired result for Case 3. The proof is complete by combining Cases 1-3.
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In the next lemma, before showing the tightness of the laws of (X̂k)k≥1, we first show the
tightness of {X˜k,Pmk ; k ≥ 1}. We note that unlike X̂k, X˜k has infinite lifetime, therefore mk is
the invariant measure of X˜k.
Lemma 2.5. For every T > 0, the laws of {X˜k,Pmk , k ≥ 1} are tight in the space D([0, T ], E0, ρ)
equipped with the Skorokhod topology.
Proof. For every continuous f : E0 → R such that f |R+∩E0 ∈ C
1(R+ ∩ E0) and f |Dε∩E0 ∈
C1(Dε ∩ E0), we denote by M
k,f the martingale additive functional of finite energy in the
Fukushima’s decomposition of f(X˜kt )−f(X˜
k
0 ) (see, i.e., [2, Theorem 4.2.6]). From Theorem 1.4,
one can see that a Le´vy system (N˜k, H˜k) of X˜
k can be chosen as
N˜k(x, dy) = J˜k(x, dy), H˜k,t = λkt = 2
2kt.
Therefore, by Proposition 2.2, it holds
〈Mk,f 〉t =
∫ t
0
∑
y↔X˜ks
(
f(X˜ks )− f(y)
)2
N˜k(X˜
k
s , dy)2
2kds
=
∫ t
0
∑
y↔X˜ks
(
f(X˜ks )− f(y)
)2
j˜k(X˜
k
s , y)2
2kds.
Recall fi, i = 1, 2, 3 defined in (2.8)-(2.10). Below we show the tightness of {
∑3
i=1〈M
k,fi〉t, k ≥
1}. Note that all fi’s are continuous at a
∗
k and C
1-continuous outside Bε. Thus for all k ≥ 1,
i = 1, 2, 3,
〈Mk,fi〉t − 〈M
k,fi〉s =
∫ t
s
∑
y↔X˜ks
(
fi(X˜
k
s )− fi(y)
)2
j˜k(X˜
k
s , y)2
2kds
(2.11)
≤
∫ t
s
92 · 2−2k · 22k
∑
y↔X˜ks
j˜k(X˜
k
s , y) ds = 81 · (t− s).
Hence by [6, Proposition VI.3.26], the sequence {
∑3
i=1〈M
k,fi〉t, k ≥ 1} is C-tight inD([0, T ],R, |·
|). Then by [6, Theorem VI.4.13], the laws of the R3-valued processes {(Mk,f1 ,Mk,f2 ,Mk,f3), k ≥
1}) are C- tight inD([0, T ],R3, |·|). For every constant T > 0, let rT be the time-reversal operator
from time T for X˜k:
rt(ω)(s) =
{
ω((t− s)−), if 0 ≤ s ≤ t;
ω(0), if s ≥ t.
(2.24)
It is obvious that X˜k is stochastically continuous, therefore X˜k is continuous at time T , Pmk -a.s.
Also since X˜k has infinite life time, i.e., ζ = ∞ a.s., Pmk is invariant under rT . By Fukushima
decomposition we have:
f(X˜kt )− f(X˜
k
0 ) = M
k,f
t +N
k,f
t
=
1
2
Mk,ft +
1
2
Mk,ft +N
k,f
t
=
1
2
Mk,ft +
(
1
2
Mk,ft +N
k,f
t
)
◦ rT+1 ◦ rT+1
=
1
2
Mk,ft −
1
2
(
Mk,f(T+1)− −M
k,f
(T+1−t)−
)
◦ rT+1, t ∈ [0, T ], (2.25)
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where the last equality above is due to [3, pp.26, L.7-9]). By [6, Corollary VI.3.33], the laws of{(
f1(X˜
k
t ), f2(X˜
k
t ), f3(X˜
k
t )
)
, Pmk
}
k≥1
are tight in D([0, T ],R3, | · |). Next we use Lemma 2.12 to show the tightness of (X˜k)k≥1. As a
standard notation, given a metric d(·, ·), we denote by
wd(x, θ, T ) := inf
{ti}
max
i
sup
s,t∈[ti,ti−1]
d(x(s), x(t)),
where {ti} ranges over all possible partitions of the form 0 = t0 < t1 < · · · < tn−1 < T ≤ tn
with min1≤i≤n(ti − ti−1) ≥ θ and n ≥ 1. In view of [6, Theorem VI 3.21], the tightness of
{(f1(X
k
t ), f2(X
k
t ), f3(X
k
t )), k ≥ 1} is equivalent to the conjunction of the following two state-
ments:
(i). For any T > 0, δ > 0, there exist k0 ∈ N and K > 0 such that for all k ≥ k0,
P
mk
[∣∣∣(f1X˜kt ), f2(X˜kt ), f3(X˜kt )∣∣∣ > N] < δ. (2.26)
(ii). For any T > 0, δ1, δ2 > 0, there exist θ > 0 and k0 > 0 such that for all k ≥ k0,
P
mk
[
w|·|
(
(f1(X˜
k), f2(X˜
k), f3(X˜
k)), θ, T
)
> δ1
]
< δ2. (2.27)
Finally, in view of Proposition 2.4, (2.28) and (2.29) imply:
(i). For any T > 0, δ > 0, there exist k0 ∈ N and K > 0 such that for all k ≥ k0,
P
mk
[
ρ(X˜kt ) > N
]
< δ. (2.28)
(ii). For any T > 0, δ1, δ2 > 0, there exist θ > 0 and k0 > 0 such that for all k ≥ k0,
P
mk
[
wρ
(
X˜k, θ, T
)
> δ1
]
< δ2. (2.29)
This proves the tightness of {X˜k,Pmk ; k ≥ 1} in the space D([0, T ], E0, ρ).
Before we prove the next lemma on the uniform convergence of the generators of X˜k, for
notation convenience, we define the following class of functions G:
G := {f : R2 ∪ R+ → R, f |Bε = const =f |R+(0), f |R2 ∈ C
3(R2), f |R+ ∈ C
3(R+),
supp[f ] is compact in (E0\{a
∗}) ∪Bε}. (2.30)
Every f ∈ G can be uniquely identified as a function mapping E to R. Thus for f ∈ G, we define
L˜kf(x) := 2
2k
∑
y∈Ek
0
,y↔x
(f(y)− f(x)) J˜k(x, dy), x ∈ E
k
0 .
For the rest of this paper we set
Sk0 := {x ∈ D
k
ε ∩E
k
0 : v¯k(x) = 4)} ∪ {x ∈ 2
−k
Z+ ∩E
k
0 : v¯k(x) = 2},
where v¯k(x) is the number of vertices in E
k
0 adjacent to x. It is easy to see that {S
k
0}k≥1 is an
increasing sequence of sets. Also, if a vertex x ∈ (R+∪D
k
ε )\S
k
0 , then either x↔ a
∗
k, or x ∈ ∂E
k
0 .
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Lemma 2.6. For every δ > 0 and every f ∈ G, there exists kδ,f ∈ N such that for all k ≥ kδ,f ,
(i) mk(E
k
0\S
k
0 ) < δ;
(ii) As k →∞, L˜kf converges uniformly to
Lf :=
1
2
∆f |R+ +
1
4
∆f |Dε on S
kδ,f
0 . (2.31)
Also, there exists some constant C1 > 0 independent of k such that for all k ≥ 1 and all x ∈ E
k
0 ,
L˜kf(x) ≤ C1.
Proof. Given any δ > 0, we know there exists some k1 ∈ N such that for all k ≥ k1,mk(E
k
0\S
k
0 ) <
δ. Also, for f ∈ G, since f is supported on a compact set in E0, there must exist some k2 ∈ N
such that for all k ≥ k2, supp[f ] ∈ S
k
0 ∪ {x : x↔ a
∗
k or x = a
∗
k}. Below we claim that it suffices
to take kδ := max{k1, k2}.
To show the uniform convergence of L˜kf(x) on S
kδ,f
0 , we divide our discussion into two cases
depending on the position of x. Noticing that f ∈ G is defined on R2 ∪ R+, in the following we
are allowed to use Taylor expansion in terms of Euclidean coordinates.
Case 1. x ∈ 2−kZ+ ∩ S
k
0 . By Taylor expansion, we have
L˜kf(x) = 2
2k
∑
y↔x
[
f ′(x) · (y − x) +
1
2
f ′′(x) · (y − x)2 +O(1)|y − x|3
]
j˜k(x, y). (2.32)
Case 2. x ∈ Dkε ∩ S
k
0 . For this case we have
L˜kf(x) = 2
2k
∑
y↔x
 3∑
i=2
∂f(x)
∂xi
· (yi − xi) +
1
2
3∑
i,j=2
∂2f(x)
∂xi∂xj
· (yi − xi)(yj − xj) +O(1)|y − x|
3
 j˜k(x, y)
= 22k
∑
y↔x
[
3∑
i=2
∂f(x)
∂xi
· (yi − xi) +
1
2
3∑
i=2
∂2f(x)
∂x2i
· (yi − xi)
2 +O(1)|y − x|3
]
j˜k(x, y),
(2.33)
where the second “ = ” is due to the fact when i 6= j, either (yj − xj) or (yi − xi) is zero. It
follows from (2.6) that
L˜kf(x) =

1
2
∆f(x) +O(1)2−k, x ∈ 2−kZ+ ∩ S
k
0
1
4
∆f(x) +O(1)2−k, x ∈ Dkε ∩ S
k
0 .
(2.34)
On account of (2.34) and the fact that {Sk0}k≥1 is increasing in k, one can see that for a fixed
kδ ∈ N, as k →∞, L˜kf converges uniformly to
Lf :=
1
2
∆f |R+ +
1
4
∆f |Dε on S
kδ
0 . (2.35)
To prove the last statement, we notice by (2.34), there exists c1 > 0 such that
L˜kf(x) ≤ c1, for all k ≥ 1, all x ∈ S
k
0 .
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It remains to show that there exists some c2 > 0 such that
L˜kf(x) ≤ c2, for all k ≥ 1, all x ∈ E
k
0\S
k
0 . (2.36)
We note that for x ∈ Ek0\S
k
0 , there are three cases:
Case 1. x = a∗k;
Case 2. d|·|(x, ∂E0) ≤ 2
−k;
Case 3. x ∈ Dkε , d|·|(x, ∂Bε) ≤ 2
−k.
For f ∈ G, f vanishes outside of a compact subset of (E0\{a
∗}) ∪ Bε, and f is a constant on
the closed disc Bε. This implies that the first order derivatives of f vanish outside of a compact
subset of E0\{a
∗}. Since f |R2 ∈ C
3(R2) and f |R+ ∈ C
3(R+), f has bounded second and third
order derivatives. This implies that there exists some c3 > 0 independent of k such that
|f(x)| ≤ c3 · 2
−2k, if d|·|(x, ∂E0) ≤ 2
−k.
and
|f(x)− f(a∗)| ≤ c3 · 2
−2k, if x ∈ Dkε , d|·|(x, ∂Bε) ≤ 2
−k.
In view of the definition of L˜k, we know there exists some constant c4 > 0 independent of k such
that
L˜kf(x) ≤ c4 on E
k
0\S
k
0 .
Finally, on account of (2.36), the proof is complete.
The next proposition we present is the key ingredient of the main theorem of this paper. We
denote the part process of BMVD characterized in Theorem 1.2 killed upon leaving E0 by X̂.
Thus X̂ can be characterized by the following Dirichlet form (Ê , D̂(E)) on L2(E0,m):
D̂(E) = {f |R+ ∈W
1,2(R+), f |Dε ∈W
1,2(Dε), f is continuous on E, f = 0 on E
c
0 },
Ê(f, g) =
1
4
∫
Dε
∇f(x) · ∇g(x)dx+
1
2
∫
R+
f ′(x)g′(x)dx.
(2.37)
Proposition 2.7. For every T > 0 and every open bounded domain E0, let X˜ be the limit of
any weakly convergent subsequence of {X˜k, k ≥ 1} with initial distribution mk. X˜ has state
space E0. Furthermore, {X˜t, t < τE0} coincides with X̂ characterized by (2.37).
Proof. Since the laws of (X˜k)k≥1 are tight in D([0, T ], E0, ρ), any sequence has a weakly conver-
gent subsequence. Denote by {X˜kj : j ≥ 1} any such weakly convergent subsequence, and denote
by X˜ its weak limit. For every t ∈ [0.T ], we let M
kj
t := σ(X˜
kj
s , s ≤ t), and Mt := σ(X˜s, s ≤ t).
It is obvious that Mt ⊂ σ{M
kj
t : j ≥ 1}. With the class of functions G defined in (2.30), in the
following we first show that X˜ solves the martingale problem (L,G) with respect to the filtration
{Mt}t≥0. That is, for every f ∈ G, we need to show that{
f(X˜t)− f(X˜0)−
∫ t
0
Lf(X˜s)ds
}
t≥0
is a martingale with respect to {Mt}t≥0. For k ≥ 1, we denote by
T k0 = 0, and T
k
l = inf{t > T
k
l−1 : X˜
k
Tl
6= X˜kTl−},
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i.e., T kl is the l
th holding time of X˜k. {T kl : l ≥ 1} are i.i.d. random variables, each exponentially
distributed with mean 2−2k. It is known that for any k ≥ 1 and f ∈ G,f(X˜kt )− f(X˜k0 )− ∑
T k
l
≤t
L˜kf(X˜
k
s )

t≥0
is a martingale. Therefore, for any 0 ≤ t1 < t2 ≤ T and any A ∈ M
kj
t1 , it holds
E
mkj
f(X˜kt2)− f(X˜kt1)− ∑
l: t1<Tl≤t2
L˜kf(X˜
k
s )
1A
 = 0. (2.38)
Since mkj converges weakly to m on E0, {X˜
kj ,P
mkj } converges to {X˜,Pm} weakly as j → ∞.
Therefore it holds
E
mkj
[(
f(X˜kt2)− f(X˜
k
t1)
)
1A
]
→ Em
[(
f(X˜t2)− f(X˜t1)
)
1A
]
. (2.39)
For the term of summation in (2.38), we use a “3ε”-argument:∣∣∣∣∣∣∣Emkj

 ∑
l: t1<T
kj
l
≤t2
L˜kjf
(
X˜
kj
T
kj
l
)1A
− Em [(∫ t2
t1
Lf(X˜s)ds
)
1A
]∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣Emkj

 ∑
l: t1<T
kj
l
≤t2
L˜kjf
(
X˜
kj
T
kj
l
)(T kjl − T kjl−1) 1A
− Em [(∫ t2
t1
Lf(X˜s)ds
)
1A
]∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣Emkj

 ∑
l: t1<T
kj
1
≤t2
L˜kjf
(
X˜
kj
T
kj
l
)(
T
kj
l − T
kj
l−1
)
−
∫ t2
t1
L˜kjf(X˜
kj
s )ds
1A

∣∣∣∣∣∣∣
+
∣∣∣∣Emkj [(∫ t2
t1
L˜kjf(X˜
kj
s )ds −
∫ t2
t1
Lf(X˜
kj
s )ds
)
1A
]∣∣∣∣
+
∣∣∣∣Emkj [(∫ t2
t1
Lf(X˜
kj
s )ds
)
1A
]
− Em
[(∫ t2
t1
Lf(X˜s)ds
)
1A
]∣∣∣∣
= (I) + (II) + (III). (2.40)
Next we claim each of the three terms on the right hand side of (2.40) goes to zero as j →∞.
For the (I) on the right hand side of (2.40), noticing that each T
kj
l is exponentially distributed
at rate 2−2kj , we have
(I) =
∣∣∣∣∣∣∣Emkj

 ∑
l: t1<T
kj
l
≤t2
L˜kjf
(
X˜
kj
T
kj
l
)(
T
kj
l − T
kj
l−1
)
−
∫ t2
t1
L˜kjf(X˜
kj
s )ds
1A

∣∣∣∣∣∣∣
≤ ‖L˜kjf‖∞ · E
mkj
[∣∣∣∣t1 − sup
l
{T
kj
l < t1}
∣∣∣∣+ ∣∣∣∣infl {T kjl > t2} − t2
∣∣∣∣]
≤ ‖L˜kjf‖∞ · 2 · 2
−2kj = O(1)2−2kj → 0, as j →∞. (2.41)
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For (III) on the right hand side of (2.40), since {X˜kj ,P
mkj } converges weakly to {X˜,Pm},
lim
j→∞
∣∣∣∣Emkj [(∫ t2
t1
Lf(X˜
kj
s )ds
)
1A
]
− Em
[(∫ t2
t1
Lf(X˜s)ds
)
1A
]∣∣∣∣ = 0. (2.42)
Finally to show the convergence of (II) on the right hand side of (2.40), for any δ > 0, we let
kδ,f be chosen as in Lemma 2.6. Thus∣∣∣∣Emkj [(∫ t2
t1
L˜kjf(X˜
kj
s )ds−
∫ t2
t1
Lf(X˜
kj
s )ds
)
1A
]∣∣∣∣
≤
∣∣∣∣Emkj [∫ t2
t1
L˜kjf(X˜
kj
s )ds −
∫ t2
t1
Lf(X˜
kj
s )ds
]∣∣∣∣
=
∣∣∣∣∣Emkj
[ ∫ t2
t1
L˜kjf(X˜
kj
s )1{
X˜
kj
s ∈S
kδ,f
0
}ds+
∫ t2
t1
L˜kjf(X˜
kj
s )1{
X˜
kj
s /∈S
kδ,f
0
}ds
−
∫ t2
t1
Lf(X˜
kj
s )1{
X˜
kj
s ∈S
kδ,f
0
}ds−
∫ t2
t1
Lf(X˜
kj
s )1{
X˜
kj
s /∈S
kδ,f
0
}ds
]∣∣∣∣∣
≤
∣∣∣∣∣Emkj
[ ∫ t2
t1
L˜kjf(X˜
kj
s )1{
X˜
kj
s ∈S
kδ,f
0
}ds−
∫ t2
t1
Lf(X˜
kj
s )1{
X˜
kj
s ∈S
kδ,f
0
})ds
]∣∣∣∣∣
+
∣∣∣∣∣Emkj
[ ∫ t2
t1
L˜kjf(X˜
kj
s )1{
X˜
kj
s /∈S
kδ,f
0
}ds+
∫ t2
t1
Lf(X˜
kj
s )1{
X˜
kj
s /∈S
kδ,f
0
}ds
]∣∣∣∣∣. (2.43)
For the first term on the right hand side of (2.43), by Lemma 2.6 (ii), we have∣∣∣∣∣Emkj
[ ∫ t2
t1
L˜kjf(X˜
kj
s )1{
X˜
kj
s ∈S
kδ,f
0
}ds−
∫ t2
t1
Lf(X˜
kj
s )1{
X˜
kj
s ∈S
kδ,f
0
})ds
]∣∣∣∣∣
=
∣∣∣∣∣Emkj
[ ∫ t2
t1
(
L˜kjf(X˜
kj
s )− Lf(X˜
kj
s )
)
1{
X˜
kj
s ∈S
kδ,f
0
}ds
]
j→∞
→ 0. (2.44)
For the second term on the right hand side of (2.43), we note that mkj is an invariant measure
for X˜kj . Therefore,
P
mkj
[
X˜
kj
s /∈ S
kδ,f
0
]
= mkj
(
Ek0\S
kδ,f
0
) Lemma 2.6 (i)
≤ δ (2.45)
15
Given any δ > 0, for kj ≥ kδ,f where kδ,f is given in Lemma 2.6, it holds∣∣∣∣∣Emkj
[ ∫ t2
t1
L˜kjf(X˜
kj
s )1{
X˜
kj
s /∈S
kδ,f
0
}ds+
∫ t2
t1
Lf(X˜
kj
s )1{
X˜
kj
s /∈S
kδ,f
0
}ds
]∣∣∣∣∣
=
∣∣∣∣∣Emkj
[ ∫ t2
t1
(
L˜kjf(X˜
kj
s ) + Lf(X˜
kj
s )
)
1{
X˜
kj
s /∈S
kδ,f
0
}ds
]∣∣∣∣∣
=
∣∣∣∣∣
∫ t2
t1
E
mkj
[(
L˜kjf(X˜
kj
s ) + Lf(X˜
kj
s )
)
1{
X˜
kj
s /∈S
kδ,f
0
}]ds∣∣∣∣∣
(Lemma 2.6) ≤ (C1 + ‖Lf‖∞)
∫ t2
t1
P
mkj
[
X˜
kj
s /∈ S
kδ,f
0
]
ds
(2.45)
≤ (C1 + ‖Lf‖∞) (t2 − t1)δ,
where C1 is same as in Lemma 2.6. This shows that∣∣∣∣∣Emkj
[ ∫ t2
t1
L˜kjf(X˜
kj
s )1{
X˜
kj
s /∈S
kδ,f
0
}ds +
∫ t2
t1
Lf(X˜
kj
s )1{
X˜
kj
s /∈S
kδ,f
0
}ds
]∣∣∣∣∣ j→∞→ 0. (2.46)
Combining (2.44) and (2.46) shows that the right hand side of (2.43) goes to zero as j → ∞,
i.e., (II) on the right hand side of (2.40) goes to zero as j → ∞. This again combined with
(2.41) and (2.42) verifies that all three terms, (I)-(III) on the right hand side of (2.40) tend to
zero as j →∞. This combined with (2.39) establishes (2.38) for any f ∈ G and any A ∈ M
kj
t1 ,
given any 0 ≤ t1 < t2 ≤ T . In view of the fact that Mt ⊂ σ{M
kj
t : k ≥ 1} for all t ≥ 0, (2.38)
holds for all f ∈ G and all A ∈ Mt1 . This shows that for any f ∈ G,{
f(X˜t)− f(X˜0)−
∫ t
0
Lf(X˜s)ds
}
t∈[0,T ]
is a martingale with respect to Mt. Finally, we know that X̂ characterized by (2.37) has
infinitesimal generator L defined in (2.35) with domain
D̂(L) ⊂ {f |R+ ∈W
1,2(R+), f |Dε ∈W
1,2(Dε), f is continuous on E, and f = 0 on E
c
0 }.
This implies that for any f ∈ D̂(L), both f+ and f− can be approximated by functions in G
bounded and pointwisely. Thus it can be concluded that{
f(X˜t)− f(X˜0)−
∫ t
0
Lf(X˜s)ds
}
t∈[0,T ]
is a martingale with respect toMt, for all f ∈ D̂(L). This proves that X˜ restricted on E0 indeed
coincides with X̂ .
The next theorem is basically a restatement of our main result, Theorem 1.3. For notation
convenience, for k ≥ 1, we set
Dk0 := S
k
0 ∪ {x : x = a
∗
k or x↔ a
∗
k}.
{Dk0}k≥1 is a sequence of sets increasing to E0. Recall that X̂
k is the part process of Xk killed
upon leaving E0.
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Theorem 2.8. {(X̂k,Pmk), k ≥ 1} converges weakly to (X̂, Pm).
Proof. Since {X˜k,Pmk} are tight in D([0, T ], E0, ρ), it is obvious that the laws of {X̂
k,Pmk}
are tight in D([0, T ], E0, ρ). It remains to show that any weakly convergent subsequence of
{(X̂k,Pmk), k ≥ 1} converges to (X̂,Pm) characterized by (2.37). Let {kj}j≥1 be a subsequence
of N such that {X̂kj ,P
mkj } converges weakly. By Proposition 2.7, {kj}j≥1 further admits a
subsequence {kjl}l≥1 such that X˜
kjl converges weakly. Given any compact measurable sets
A1, . . . , An ⊂ E0, for sufficiently large k ∈ N, it holds
A1, . . . , An ⊂ D
k
0 . (2.47)
Note that X˜k and X̂k have the same distribution on Dk0 . For any j ≥ 1, denote τ˜
j
Dk
0
:= inf{t :
X˜j /∈ Dk0}, and τ̂
j
Dk
0
:= inf{t : X̂j /∈ Dk0}. We then have for any 0 ≤ t1 < · · · < tn ≤ T ,
lim
j→∞
P
mkj
[(
X̂
kj
t1 , . . . , X̂
kj
tn
)
∈ A1 × · · · ×An
]
(2.47)
= lim
l→∞
P
mkjl
[(
X̂
kjl
t1 , . . . , X̂
kjl
tn
)
∈ A1 × · · · ×An; tn < τ̂
kjl
Dk
0
]
= lim
l→∞
P
mkjl
[(
X˜
kjl
t1 , . . . , X˜
kjl
tn
)
∈ A1 × · · · ×An; tn < τ˜
kjl
Dk
0
]
(Proposition 2.7) = Pm
[(
X˜t1 , . . . , X˜tn
)
∈ A1 × · · · ×An; tn < τ˜Dk
0
]
(Proposition 2.7) = Pm
[(
X̂t1 , . . . , X̂tn
)
∈ A1 × · · · ×An
]
.
This verifies that {X̂kj ,Pmk} converges to X̂ characterized by (2.37). Since the laws of {(X̂k,Pmk), k ≥
1} are tight in D([0, T ], E0, ρ), and {(X̂
kj ,P
mkj ), j ≥ 1} is an arbitrary choice of weakly conver-
gent subsequence of {X̂k,Pmk}, the proof is complete.
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