This work deals with the problem of estimating reservoir permeability and porosity distribution from multiple sources, including production data and well logging data. The work focuses on integrating long-term resistivity data into the parameter estimation problem, investigating its resolution power both in the depth direction and in area.
Introduction
In reservoir engineering, some of the most important tasks are to monitor reservoir conditions and design optimal production strategies. These tasks require knowledge of the spatial distributions of reservoir properties. Traditional well test methods assume very simple reservoir models and can only reveal overall average reservoir properties rather than spatial distributions. Also it is expected that the more information we have, the better we can describe our reservoir. However, the traditional well test technology only uses a short period of pressure transient information, thus does not use other available information, such as water production history, well logging data, etc.
In order to address the limitations encountered in traditional well test methods, nonlinear regression technology has been used to infer spatially dependent reservoir properties such as the distribution of permeability and porosity from multiple sources, both dynamic and static.
There are several active research areas in this problem. One approach is to bring more complex reservoir models into consideration, find a suitable or more efficient optimization algorithm to reduce the computation time, speed up the convergence rate, and achieve numerical stability. Another approach is to try to integrate more data, hard and soft, static and dynamic, to obtain a more reasonable set of reservoir parameter estimates.
In 1997, Landa and Horne [1] [2] demonstrated a way to integrate 4-D or 3-D seismic data into the two-dimensional parameter estimation problem, and showed that using such information combined with the traditional production data is a very powerful way to determine spatially distributed reservoir properties. Later Phan and Horne (1999) [3] applied this method to three-dimensional problems and focused on determining depth-dependent reservoir properties using integrated data analysis. Phan and Horne (1999) [3] showed that depth-averaged seismic data resolves reservoir properties poorly in the depth dimension while layer data reveals most depth-and space-dependent information. Phan and Horne (1999) [3] also concluded that we can not estimate layer properties unless we measure layer information. The 4-D seismic data usually have insufficient resolution in the depth direction to reveal the layer by layer properties. Also 4-D seismic data surveys are usually expensive, and sometimes infeasible. In this project, we focus on integrating long-term resistivity data into parameter estimation problem as an alternative means of providing depth-dependent information. Resistivity data has high resolution in the depth direction, and is easy and cheap to measure.
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Physical Model
The resistivity logging tool considered in this work is not the traditional wireline device. Instead, we considered a new tool that has the ability to record the long-term resistivity data. The basic structure of this tool is shown in Figure 1 . A cable carrying a series of electrodes is installed permanently in the cement around the wellbore when the well is completed. Electrical current is driven into an inhole source electrode, S. A series of measuring electrodes are placed a short distance from the current source electrode. The potential differences between the first measuring electrode and the remaining measuring electrodes are recorded at the surface. When the reservoir condition around the well changes, the potential difference measurements change too. These measurements have higher resolution in the depth direction around the wellbore than 4-D seismic data, thus we can infer the depth related reservoir properties around the well more accurately. When the reservoir is in production, the fluid saturations and hence the resistivity around the wellbore depend on both the production history and the whole reservoir condition. It is expected that we can infer some information about the reservoir properties both close to the wellbore and far away from the wellbore from this long-term resistivity variation.
Governing Equations
The governing equation for the resistivity problem can be derived from several basic relationships in electrical theory. The following derivation can be found in Dey et al. (1979) [4] and Lowry et al (1989) [5] .
Ohm's law relates current density J to the conductivity σ of the medium and the electric field E as
Applying the principle of conservation of charge in a volume to the charge flow, we obtain
where ρ is the charge density specified at a point in the space by the Dirac delta function. The charge source in the resistivity problem is the injected current, and can be expressed as
where I is the electrical current injected into the source point. If the electric fields are conservative, then we can relate the electric field E with the electric potential
Combining Equation (1), (2), (3) and (4) we obtain the partial differential equation to be solved numerically for our resistivity problem
Boundary Conditions
The physical boundary for the resistivity problem is the lower half space. However, since the resistivity logging tool is buried thousands of feet below the ground, and the distances between the measuring electrodes and source electrode are in the order of several feet, we need only model a small part of the space around the source electrode and measuring electrodes. The truncation of the computational domain can be achieved by placing virtual boundaries far from the source and any heterogeneities in conductivity so that the potential distribution approaches the asymptotic solution.
Since the governing partial differential equation is the Poisson equation, the solution is guaranteed to be unique if we use a boundary condition of the form:
. Defining an exact boundary condition for problems with arbitrary conductivity distributions is problematic. However, several different approximate boundary conditions have been proposed in the literature.
Coggon (1971) [6] observed that the numerical solution often undershoots if a Dirichlet boundary condition is used and overshoots if a Neumann boundary condition is used. He decided to use both boundary conditions and then average the results.
Dey and Morrison (1979) [4] proposed a mixed boundary condition for the infinitely distant planes using the asymptotic behavior of Φ and n ∂ Φ ∂ / at large distances from the source point. The solution for a current source injected into a infinite sphere with uniform conductivity has the form of ( )
Hence, [5] derived a mixed boundary condition for the case that a source-sink or dipolar current source is injected at the surface.
In this work, we used Equation (8) as our approximate boundary condition since it is consistent with our resistivity model and easy to implement. Test runs on simple problems demonstrated the validity of this approach.
The Finite-Difference Method
We applied the integrated finite-difference method introduced by Dey and Morrison (1979) [4] to the three-dimensional resistivity problem. In this method, the computational domain is discretized into nz ny nx × × blocks. The potentials to be determined are placed on the corner of such blocks, so the total number of the potential nodes to be determined is
. Each block is associated with a conductivity value. Conductivity can vary from block to block, thus we can model the heterogeneities.
σ denotes the conductivity of the block with node ) , , ( k j i at its corner, see Figure 2 .
At any interior node
, we can define a rectangular prism as
The enclosure surface of
Integrating Equation (5) over volume
, we obtain
Using Gauss's theorem, from Equation (10) we obtain
The finite difference form of Equation (11) for an interior node ( )
The coefficient matrix of Equation (12) is sparse and symmetric, so can be solved using any appropriate matrix solver, such as the incomplete Cholesky-conjugate gradient method (Dey and Morrison, 1979, [4] ).
Singularity Removal
Clearly, the right-hand sides of Equation (8) and (12) are singular at the source point. Using Equation (12) directly to solve Equation (8) numerically will cause large numerical error around the source point. Lowry et al. [5] addressed this problem in 1989 and presented a singularity removal technique which splits the potential into two parts
where s Φ represents the response to the singularity, and r Φ represents the regular or nonsingular part of the potential. Zhang and Yedlin (1995) [7] refined this procedure by adding two modifications, first by providing a more accurate removal of the singularity, and second by evaluating the right hand side of the finite difference equations analytically.
Reservoir Modeling
The model considered in this work is a black-oil reservoir. The governing equation for the reservoir system was derived using the equation of conservation of mass and Darcy's law for three-dimensional flow of slightly compressible fluids (water and oil) in a heterogeneous and anisotropic medium:
where
represents the phases present in the reservoir, and w o c , = represents the mass components present in the reservoir fluid system.
A three-dimensional flow simulator was used to solve Equation (14) numerically. The flow simulator has the capability of modeling multiple block well completions in the vertical direction and is responsible for modeling the bottom hole pressure and water production history in the wellbore.
Combining Resistivity Response Calculation with Flow Simulation
In this work, we need to model the long-term potential measurement history. This can be done by integrating the resistivity response simulator into the flow simulator.
When the reservoir is in production, the fluid saturations around the wellbore change. The change of the reservoir conditions will affect the conductivity of the reservoir, and thus affect the potential measurements. So we need to figure out what properties the reservoir conductivity depends on, and how to model their changes when the reservoir is in production.
The conductivity is a physical property of the medium. Formation conductivity is a result of the transport of ions in the pore-filing brine. Conductivity depends on the resistivity of the formation water, amount of water present, and the pore structure geometry [8] . Archie's law [8] is used to describe the conductivity of a clean, water-bearing reservoir rock and was used in this work to compute the rock conductivity:
where total resistivity t R is the inverse of the rock conductivity.
The procedure to model the long-term resistivity is presented as follows. A flow simulator is used to model the reservoir flow. At each time step, the flow simulator can obtain the bottom hole pressure and water cut history in each well, plus the current block pressure, saturation, and porosity values for each discretized simulation block. Around each resistivity logging tool, we choose a finite part of reservoir space as our computational domain for resistivity modeling.
The updated conductivity distribution of that computational domain can be computed from the updated information of water saturation and rock porosity of that computational domain through Equation (15) . Now we can construct Equation (12) for each computational domain and compute the potential distribution numerically.
Inverse Problem Approach
The process to infer the reservoir properties, such as permeability and porosity distribution from observation data (bottom hole pressure, water cut, and well logging data, etc.), is referred to as a parameter estimation problem, or an inverse problem. The procedure used to solve the inverse problem in this work follows the one presented in Landa and Horne (1997) [1] [2], and Phan and Horne (1999) [3] . This procedure involves the following steps: 1. Construct a mathematical model. 2. Define an objective function. 3. Estimate the unknown parameters by minimizing the objective function. The mathematical models constructed in this work are the reservoir flow simulator and the resistivity response simulator described in the previous section.
Objective Function
The objective function is the mathematical evaluation of the discrepancy between the system response and the model response. In this work, the weighted least square formulation was used to evaluate this discrepancy: represent the data measurements and model response respectively. Types of data considered in this work include bottom hole pressure history, water cut history and the long-term resistivity data. W is a diagonal matrix that assigns individual weight to each data measurement. Using W to weight each data properly is important and necessary when the data have different units or noise levels. If we assume the noise of each data point is normally distributed and use its noise variance as the data weight, then our objective function is actually the maximum likelihood estimator.
Inverse Problem Algorithm
Optimization algorithms can be classified into gradientbased algorithms and nongradient-based algorithms. In 1992 Sen, et al. [9] presented the use of the genetic algorithm in reservoir modeling. In 1993 Ounes, et al. [10] applied the simulated annealing method to automatic history matching. The main advantage of genetic algorithm and simulated annealing methods is that these methods need not compute the derivatives, and are able although not guaranteed to find the global minimum. However, these methods converge slowly compared to the gradient-based algorithms. The most frequently used gradient-based algorithm in reservoir parameter estimation problems is the Gauss-Newton algorithm. How to calculate the sensitivity coefficients of the data with respect to the unknown parameters is an important part of the Gauss-Newton algorithm. In 1989 Anterion, et al. [11] developed a gradient simulator to compute the sensitivity coefficients. This method was improved later and was extended into object modeling in 1996 by Bissell [12] and Landa, et al. [13] . Chu et al. [14] [15] [16] and He et al. [17] used the modified GPST method to calculate the sensitivity coefficients.
For the reservoir parameter estimation problem considered in this work, the objective function is nonlinear with respect to the unknown parameters, so the optimal set of parameters needs to be found iteratively. A single evaluation of the objective function is computationally intensive, and usually the objective function is smooth with respect to the unknown permeability and porosity. So the gradient-based GaussNewton method was chosen as our minimization algorithm. For better performance, the following techniques were used in addition to the Gauss-Newton algorithm:
1. Line search was used to speed up the searching process. 2. Penalty functions were used to implement the constraints on the inverse problem. 3. Matrix scaling and modified Cholesky factorization method were used to stabilize the Hessian matrix.
Calculating the Resistivity Data Sensitivity Coefficients
The Gauss-Newton algorithm requires the calculation of the derivatives of the observation data with respect to the unknown parameters. These derivatives are called the sensitivity coefficients. More precisely, for a system whose behavior can be described by a differential equation , a r are the system properties, which may or may not be spatially distributed, t is the time. The sensitivity coefficients needed in this work are the derivatives of bottom hole pressure, water cut, and potential measurements with respect to the unknown permeabilities and porosities. Applying the algorithms presented in Landa and Horne [1] and Phan and Horne [3] to the flow simulator, we can obtain the following sensitivity coefficients at each time step:
1. The derivatives of each block pressure with respect to the unknowns, 3. The derivatives of bottom hole pressures in each well with respect to the unknowns,
4. The derivatives of water cut in each well with respect to the unknowns,
After we obtain these sensitivity coefficients, the derivatives of the resistivities 
where nr is the number of simulation blocks involved in the resistivity modeling. Since the number of reservoir simulation blocks involved in one resistivity modeling is small, the substitution method is used to calculate ( )
The idea of the substitution method is to use a simple finite difference. The procedure to calculate the sensitivity coefficients using the substitution method is presented as [2] 
End
Application of the Method
In this section, two example applications of the method described in previous sections are presented. The purpose was to investigate the depth and area resolution power of different data types.
All examples in this section are hypothetical. That is, the reservoir models were designed according to our purpose, the production histories and resistivity responses were generated using our simulator, and we ran the parameter estimation program on these known reservoir models. This allowed us to evaluate the correctness of the parameter estimation.
Example 1: Nonuniform Single Layer
The reservoir model is shown in Figure 3 . The model has a uniform background with a channel crossing from the SouthEast corner to the North-West corner. The background has a permeability value of 200 md. The channel has a permeability value of 2000 md. There are two wells. One injector is located at the North-East corner of the reservoir, and one producer is located at the South-West corner of the reservoir. A resistivity logging tool was installed in each well. Bottom hole pressure history, water cut history, and two resistivity measurement sets were available for each well. The reservoir is discretized into 8×8×1 grid blocks. The permeability and porosity for each simulation block are the unknown parameters and they are correlated through a fixed relation.
In order to investigate the resistivity data resolution power in space, we made four runs. In run 1 we ran the program using resistivity data only. The initial guess was a uniform field that has a permeability value of 400 md. In run 2 we took the estimated parameters from run 1 as our initial guess, and ran the program using all the data available, including bottom hole pressure history, water cut history, and resistivity measurements. In run 3, we ran the inverse program with the same initial guess as in run 1 using bottom hole pressure and water cut data only. In run 4, we took the estimated parameters from run 3 as our initial guess, and ran the program again using all the data available.
The final estimated permeability distributions for these four runs are presented in Figure 3 . The differences between the real history and model output calculated from a uniform initial guess are shown in Figures 4 and 5 . The data match for run 1 is shown in Figure 6 and 7. The data match for run 3 is shown in Figure 8 and Figure 9 .
From Figure 3 we can see that using either the production data or the resistivity data by themselves can only recover the permeability distribution pattern in the center of the reservoir to some degree. It is clear that the production data has more horizontal resolution power than the resistivity data. Adding resistivity data (run 4) hardly altered the parameter distribution pattern obtained from run 3. Adding production data (run 2) after run 1 improves the result, and the rough permeability distribution pattern from run 1 was kept.
It is observed in Figures 6 and 7 that when the resistivity data were matched in run 1, the production data discrepancies between true history and current model response were also reduced dramatically. From Figures 8 and 9 we can see that when the production data were matched in run 3, the resistivity data were matched well automatically.
All of these observations suggest that there is a strong correlation between the resistivity data and the production data. This is easy to understand by looking at the Archie's law we are using in this work. In Archie's law the saturation S w in the well block is strongly correlated to the water cut, and porosity φ. Porosity φ is a function of the block pressure which in turn has a strong correlation with the bottom hole pressure.
As a summary, the resistivity data has only modest resolution power in the horizontal direction. Also the resistivity data have a strong correlation with the production data.
Example 2: Nonuniform Multilayered Reservoir
Using a simple multilayered reservoir, this example shows that the production data lack depth resolution, while resistivity data combined with production data can improve the results of the inverse problem significantly.
The reservoir model is shown in Figure 10 . The reservoir has three layers. The permeabilities in top and bottom layers are uniformly distributed and have values of 200 md and 100 md respectively. In the middle layer, there is a channel crossing from the South-West corner to the North-East corner. The channel has a permeability value of 2000 md, and the background of the middle layer has a permeability value of 100 md. The whole reservoir was discretized into 8×8×3 grid blocks. There are five wells in the field. All of them penetrate the three layers and are equipped with a resistivity logging tool. Each resistivity tool has eight measuring electrodes evenly distributed along the well. An injector and a producer were drilled in the channel, and located at the North-East and South-West corners of the reservoir respectively. There are three additional observation wells, one is located in the channel, and other two are located outside the channel. They are not in production, but are used to record the resistivity variation at those places. The unknown parameters again are the permeabilities in each grid block, and the porosity is correlated with the permeability with a fixed relation.
To investigate the effect of the resistivity data in inferring the reservoir permeability distribution, we made two runs. In the first run, we only use the production data. The inferred reservoir permeability distribution is shown in Figure 11 . Then we integrated the resistivity data with production data and made the second run. The inferred permeability distribution is shown in Figure 12 . For the first run, we obtain a rather random image for the middle layer. Also we can not even recover the permeability values of the well blocks correctly (Table 1) . However in the second run, we can observe a channel structure in the middle layer, and recover the permeability values of the well blocks accurately (Table 2) , although other individual grid block permeabilities may be quite different from the true permeability values. The results for the top and bottom layer are both poor. This may due to the fact that their permeability fields are uniformly distributed.
Conclusions
The Poisson equation with mixed boundary condition was used to model the infinite potential field around the logging tool. This mathematical model works well for a conductivity field whose boundary is far away from any heterogeneities. The resistivity response simulator was integrated into the flow simulator through Archie's law for long-term resistivity modeling.
The resolution power of the resistivity data was investigated by running the inverse program on a single layer reservoir with permeability variation in space and a multilayered reservoir with a channel in the middle layer. It was observed that production data combined with the resistivity data improved the results of the inverse problem significantly in the multilayered reservoir compared to using production data only. In the two-dimensional problem, it was observed that the long-term resistivity data has only modest resolution power in the areal dimension. Also there is a strong correlation between the resistivity data and production data, so adding the resistivity data into the inverse problem has little effect on the estimated parameter distribution.
In this work, we took the averaged simulation well block reservoir property to construct the conductivity field for the resistivity model. However, in the real situation, the reservoir condition around the wellbore changes rapidly in the radial direction, and the resistivity model is sensitive to the reservoir condition around the current source. This approximation may lead to large numerical error. For better resistivity modeling, further research and techniques are needed to obtain more detailed reservoir description around the wellbore. 
