Learning to rank techniques provide mechanisms for combining document feature values into learned models that produce effective rankings. However, issues concerning the transferability of learned models between different corpora or subsets of the same corpus are not yet well understood. For instance, is the importance of different feature sets consistent between subsets of a corpus, or whether a learned model obtained on a small subset of the corpus effectively transfer to the larger corpus? By formulating our experiments around two null hypotheses, in this work, we apply a full-factorial experiment design to empirically investigate these questions using the ClueWeb09 and ClueWeb12 corpora, combined with queries from the TREC Web track. Among other observations, our experiments reveal that ClueWeb09 remains an effective choice of training corpus for learning effective models for ClueWeb12, and also that the importance of query independent features varies among the ClueWeb09 and ClueWeb12 corpora. In doing so, this work contributes an important study into the transferability of learning to rank models, as well as empirically-derived best practices for effective retrieval on the ClueWeb12 corpus.
INTRODUCTION
Learning to rank [18] , a means of utilising machine learning techniques in information retrieval (IR), provides a way to combine various features -such as query dependent weighting models and query independent document features -into effective learned models, based on learning from existing queries and associated relevance judgments. For the purposes of effective retrieval, a learned model can then be used to effectively (re)rank the documents retrieved for any given new query, by measuring the same features on the given query and the retrieved documents [22] .
A learning to rank technique is typically trained on the same corpus for which the learned model is to be applied.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. However, there are situations when there may be a need to transfer the learned model to another (e.g. newer) corpus, or if the learned model obtained from a subset of the target corpus can be applied on the target corpus. Both situations arise within participations to the TREC Web track [5] : for example, do learned models obtained when training upon the category B subsets generalise to the larger category A sets of the ClueWeb09 or ClueWeb12 corpora; orthogonally, do learned models obtained using ClueWeb09 transfer to the newer ClueWeb12? Next, the features that can be employed by a learning to rank technique can vary greatly in kind, as well as in number (e.g. 44 query dependent and independent features are used by the LETOR datasets [19] , while the MSLR datasets released by Microsoft 1 have 136 features per document). Hence, it is important to understand the role of the types of features present in the learned model, and how these learned models encapsulating different features transfer between corpora.
In this study, we consider a state-of-the-art learning to rank technique, namely LambdaMART [3] , in comparison with another technique based on linear learning for experimental purposes [24] , and examine two null hypotheses of interest through an empirical study conducted upon the ClueWeb09 and ClueWeb12 document corpora, as used by the TREC Web tracks 2009-2012 and 2013-2014. Indeed, this paper contributes the first large-scale study in transfer learning for Web search, by means of a full-factorial experiment design, to provide empirically supported observations concerning three aspects: within-corpus training, cross-corpus training, and choice of feature set. Among many results, we show the importance of query independent quality features for the ClueWeb09 corpus -in contrast to ClueWeb12 -which is due to the high prevalence of spam documents within the older ClueWeb09. Hence, our experiments and analysis provide new insights for researchers and practitioners into the transfer of learning to rank models between corpora and how the corpus used to train/test can impact upon the choice of effective features (c.f. field-based query dependent weighting model features), while also providing empirically derived best practices for effective retrieval upon the TREC ClueWeb12 corpus.
The remainder of this paper is structured as follows: In Section 2, we introduce the necessary background concerning learning to rank; Section 3 defines our experimental setup and evaluation methodology; Our experimental results are described in Section 4; We provide concluding remarks in Section 5.
BACKGROUND
Learning to rank techniques have become an oft-deployed technology that can combine many feature values into an effective ranking of documents. The output of the (offline) learning phase is a learned model, which defines how feature values should be combined to make the final predicted relevance scores for each ranked document. Learned models may take the form of the weights for a linear combination of feature values (e.g. AFS [24] ) or of regression trees defined on feature values (e.g. GBRT [33] or LambdaMART [3] ). When ranking documents for an unseen query, the learned model is applied on the computed feature values to produce the final ranking of documents for the query.
The candidate document set 2 is an important aspect during learning to rank: typically, a single standard weighting model selects a number of top-ranked documents for each query to later re-rank. These documents then have feature values computed. Liu [18] suggests that a single standard weighting model such as BM25 is sufficient, but not the most effective, while Macdonald et al. [22] showed that the size of the candidate set should approach 5000 documents for ranking Web documents, and for mixed types of information needs it should not consider anchor text. Dang et al. [10] showed that applying proximity to create the candidate set could improve effectiveness. Finally, we note that the candidate set should be created using an identical ranking approach during both offline learning and online ranking -this prevents selection bias, which can occur if relevant documents are artificially inserted into the candidate set used for learning [22, 26] .
Transfer learning -the act of transferring knowledge from a source domain to a target domain -has been investigated within machine learning (e.g. [28] for an overview). Different scenarios exist [29] : feature transfer refers to the scenario when there is not full overlap between the features in the source and target domains; on the other hand, when feature sets do overlap, instance-based transfer allows training data from the source and target domains to train a learner for the target domain. Techniques (e.g. [9, 15] ) in the latter scenario focus on the appropriate selection and combining of training instances from source and target domains to create appropriate models. Instance-based transfer techniques are not naturally applicable to learning-to-rank scenarios. Indeed, the effective learning-to-rank techniques classically encompass a listwise component, and hence selecting at the level of instances (documents) within the candidate sets for a query may hinder accurate calculation of listwise loss functions. For this reason, our study addresses the direct transfer of learning-to-rank models. Later, in Section 4, we describe and use a transfer learning technique that is directly applicable to learning-to-rank. We therefore leave the adaptation of instance-based transfer techniques for future work.
Relatedly, to encourage research within transfer learning for learning to rank, the Yahoo! 2011 Learning to Rank Challenge included a transfer learning task. This tasked participants to examine how different learning to rank techniques could be trained given a large amount of training data on one corpus, and a lesser amount on a different target corpus. In particular, the challenge provided two datasets, one from a US sample of the web, and one from an Asian sample with less training data [4] . In contrast, in this work, we examine the extent to which a learned model can be effec-2 Also known as the sample in [18, 22] .
tively transferred between different samples of the English web, in particular, between smaller and larger corpus subsets, as well as between older and newer Web corpora, when both are represented using identical feature sets. Additionally, the impact on the importance of different types of feature between the corpora are examined. In the next section, we pose two null hypotheses that we address through later experimentation using the ClueWeb09 and ClueWeb12 corpora and 250 queries from the TREC 2009-2013 Web track campaigns.
RESEARCH METHODOLOGY & EXPER-IMENTAL SETUP
Our experiments are structured around the the general problem of transferability within learning to rank, namely how learned models transfer within different subsets of a corpus, and across corpora. We address these research investigations through experiments with systematic variations of dependent variables, as detailed below. For inferential purposes, the research investigations are formulated into two null hypotheses that follow common practices within the learning to rank community. By showing that these two hypotheses -defined below -can be rejected, we contribute new knowledge and understanding of the deployment of learning to rank.
Firstly, we investigate how learned models can be transferred between training and test corpora, as follows:
Null Hypothesis 1. The retrieval effectiveness of a learning to rank technique that is trained on the target corpus will be higher than the retrieval effectiveness of the same technique when it is trained on a corpus other than the target corpus.
This null hypothesis will allow to determine whether different forms of "other" corpora can provide more effective learned models than can be be obtained from the target corpus itself. In particular, we investigate two types of "other" corpus: (i) a subset of the target Web corpus -which we call within-corpus training, and (ii) an older corpora also sampled from the larger Web, which we call cross-corpus training.
Moreover, we address the importance of feature sets for an effective learned model, and how this relates to the training and test corpus within a transfer learning scenario, formulated as follows:
Null Hypothesis 2. The contribution of different feature sets to the retrieval effectiveness of a learning to rank technique are uniform across corpora.
In posing this null hypothesis, we argue that the default scenario for a practitioner faced with a new corpus (without training data) would be to consider that the importance of different types of features within a learned model for Web search would be consistent across corpora, and hence they would train only on the old corpus. By empirically investigating this null hypothesis, we can ascertain whether the importance of feature sets change between corpora, and how this affects the effectiveness of the resulting learned models.
In the context of the above null hypotheses, we consider the systematic variation of four factors: (1) training corpus, (2) test (target) corpus, (3) learning to rank technique, and (4) feature set. We apply a full-factorial design -i.e. testing all combinations of factors -in order to collect empirical data as parsimoniously as possible while providing sufficient information to make dependable estimates of the effects of the four factors on retrieval effectiveness. To systematically vary the factors, we assign each factor a discrete set of levels as given in Table 1 . The instantiations of these factors are explained in the remainder of this section. Full factorial designs measure response variables (in our case ERR@20, the official measure for recent TREC Web track campaigns, as per [5] ) using every treatment (combination of the factor levels). A full factorial design for n factors with N1, ..., Nn levels requires N1 × · · · × Nn experimental runs -one for each treatment. Note that we follow an ablation approach when factoring out the levels of feature sets, in that groups of features are removed from a total of 64 commonly applied query dependent and query independent features. For example, NoQI denotes All features minus the query independent features. Therefore, there are 160 combinations of the factor levels in total.
Corpus and Topics
Our experiments are conducted using open test collections created within the context of the Text REtrieval Conference (TREC). In particular, while various learning to rank datasets exist (such as LETOR, MSLR & Yahoo! Learning to Rank Challenge), we build our own learning-to-rank datasets based upon the TREC test collections for several reasons: the chosen TREC test collections represent identical retrieval tasks upon two different large English Web corpora (and subsets thereof); the features are identically formulated between the different corpora; and finally the features can be explained within the paper 3 . Specifically, we use the ClueWeb09 and ClueWeb12 corpora of Web documents, used by the TREC Web tracks between 2009-2012 [5] and 2013 [6] , respectively. In particular, we use two subsets of each corpus: the full category A, which contains all documents identified as being written in English -this is about 500M for ClueWeb09 and 730M for ClueWeb12; and category B, which contains a smaller number of English documents. In particular, the category B subset of ClueWeb09 represents a controlled subset of the category A corpus -similar to the first tier index of a com-mercial Web search engine [32] -in that the 50M selected documents exhibit higher crawl priority. Indeed documents identified earlier within Web crawls are more likely to be relevant because of their higher quality [27] . On the other hand, the category B of ClueWeb12 is built to be a random sample, with no higher likelihood of including relevant documents. It is built by selecting every 17th document from the category A corpus, and is ∼7% of the size of category A. As will be seen in Section 4, these contrasting methodologies for the category B subsets impacts upon the results obtained for within-corpus transfer.
For ClueWeb09, there are 200 TREC topics from the 2009-2012 Web tracks with corresponding relevance assessments, graded with labels 1 -4. Similarly, there are 50 topics from the 2013 Web track with relevance assessments within ClueWeb12. For each topic, relevant documents can be from both the category A or category B subset of each corpus. Moreover, for each corpus, we split the available topics to obtain a fair 5-fold cross validation, with each fold containing 3 parts training, 1 part validation (used by the learning to rank techniques to set parameters such as number of iterations) and 1 part testing topics. Hence, we can conduct 5-fold cross validation separately on each corpus.
Next, we note that this experimental setting allows fair cross-comparisons of the transfer of learned models between older and newer corpora, and between subset of corpora, both within cross-validation setting. For instance, the effectiveness of learned models obtained from the older ClueWeb09 on the newer ClueWeb12 target corpus can be compared with those obtained directly on ClueWeb12 training data. Similarly, the effectiveness of learned models from category B subsets of ClueWeb09 and ClueWeb12 can be contrasted with those obtained directly on the target category A sets.
To explain how these comparisons are achieved and following Table 1 , we firstly denote our nomenclature: cw09a and cw09b (cw12a and cw12b) denote learned models trained using the category A and category B subsets of ClueWeb09 (ClueWeb12); in contrast, we denote the corpus used to evaluate/test a learned model in capitals, e.g. CW09A and CW09B. Note that because of a cross-fold validation setting, the testing of a learned model upon the same corpus as it is trained on is clearly possible while maintaining separation of training and testing topics: CW09A(cw09a). Moreover, the converse -CW09B(cw09a) -is also valid, where a learned model is trained on category A, but tested using the feature values and relevance assessments for category B -we call this within-corpus training. In doing so, we can compare the effectiveness of a learned model trained on the same corpus or on a different subset of the corpus. Finally, cross-corpus evaluation can be conducted, e.g. CW12A(cw09a). For such a setting, each test fold, say fold 1, would be evaluated on topics from the test part on the target corpus (CW12A), but using a model learned upon topics from the training and validation parts of the fold 1 of the training corpus, cw09a.
Finally, following past TREC Web tracks [5] , we use ERR@-20 to measure effectiveness.
Retrieval System
We conduct experiments using the Terrier IR platform [20] , making use of the "fat" framework [23] to efficiently generate document rankings with multiple query dependent features suitable for applying learning to rank. Hence, using Ter- rier v4.0, we index the documents of the CW09A, CW09B, CW12A and CW12B corpora, while considering the body, the title, the URL, and the anchor text from the incoming hyperlinks to be separate fields of each document. At retrieval time, for each query, we use a light version of Porter's English stemmer, and -following [8] -rank 5000 documents to form the candidate document set for each query, which will later be re-ranked by the learned models. We use BM25 [31] to generate the candidate set, as Liu [18] reports this is sufficient for effective retrieval, without considering anchor text, which results in the candidate sets with the highest recall of relevant documents. Indeed, a candidate set size of 5000 documents and use of a representation without anchor text follows from the recommendations in [22] .
Upon the candidate document set generated by BM25, we add a further 63 features, which represent common query dependent and query independent features implemented by previous studies [22] and datasets such as LETOR [19] and MSLR. We categorise the features as per Table 1 : various effective weighting models (WM) computed on the whole document [23] ; field models computed on each field individually (FM) [19, 23] ; proximity features (PX), which score highly documents where the query terms occur closely together; and query independent (QI) features to identify high quality documents, based on quality, URL and link evidence. All 64 features are summarised in Table 2 .
Finally, we deploy two learning to rank techniques, which differ in the form of their learned model. The first is Automatic Feature Selection (AFS) [24] , which greedily selects the next feature that most improves effectiveness upon the training set, and adds it to the currently selected features, with a feature weight selected using simulated annealing [16] . We denote this learning to rank technique as LIN in Table 1 , as its learned model takes the form of a linear combination of feature values. For our second technique, we use the state-ofthe-art LambdaMART technique (denoted LM in Table 1 ), which forms a learned model of gradient boosted regression trees [3] . Within such a learned model, the feature values for each document define a path through a decision tree, which produces the outcome value. Many such trees form the final learned model. A LambdaMART implementation won the 2011 Yahoo! Learning to Rank challenge [4] . We use the Jforests implementation 4 of LambdaMART. Table 3 reports the ERR@20 effectiveness of the main experiments performed in this paper, including grand averages across test corpora, feature sets, and learning to rank techniques. For example, from the CW09B column (1st column) of Table 3 we observe that training on the same corpus (cw09b) is most effective for all possible combinations of feature sets considered.
RESULTS
Moreover, to aid in the analysis of the various factors in Table 3 , Figure 1 summarises the effectiveness as a factor interaction plot. In particular, in the figure, each factor (training corpus, test corpus, learning to rank technique and ablated feature set) varies for each row and column of the plot, with legends on the diagonal. The legends apply to all graphs in the same row. For instance, from the graph in the second column of the first row, we can similarly observe that the effectiveness of learned models tested on CW09A are highest when they are trained on the same corpus (cw09a), over all learning to rank techniques and feature sets. In the remainder of this section, we make use of Table 3 and 
Within-Corpus Training
To facilitate the addressing of Null Hypothesis 1, concerning the choice of training corpus, Table 4 shows the average ERR@20 scores obtained by factoring out w.r.t. training corpus and test corpus over all learning to rank techniques and feature sets. We firstly note that if Null Hypothesis 1 holds true for within-corpus transfers of learned models, we would expect the highest effectiveness for each test corpus to occur when the corresponding training corpus is used, (e.g. CW09A(cw09A)), which occur on the first diagonal of Table 4. To test whether Null Hypothesis 1 is true, we can perform significance tests comparing the diagonal effectiveness scores with the corresponding scores in the same column listed for the other training corpora.
On analysis of the table, we observe that the highest effectiveness scores (emphasised) occur on the first diagonal for only two test corpora. In particular, for CW09B, training on cw09b provides a significantly more effective learned model than that obtained from cw09a (according to a twotailed paired t-test with a p-value less than 0.025). Similarly, for CW09A, training on cw09a is significantly more effective than cw09b. Both of these observations can also be made from Figure 1 : 1st row, 2nd column. On the other hand, for ClueWeb12, some different observations arise than from ClueWeb09. In particular, for CW12A, there are no significant differences between the effectiveness of the trained models obtained from cw12a and cw12b. However, for CW12B, training on cw12a results in significantly more effective models -see Table 4 .
To explain this surprising observation, which contrasts with that observed for ClueWeb09, recall that ClueWeb12 category B contains randomly sampled documents from the corresponding category A corpus. This being the case, many relevant documents (particularly those with higher relevance grades such as homepages) may be omitted from the smaller corpus. On the other hand, for ClueWeb09, category B contains the higher crawl priority documents within the larger category A. As crawling is inherently a costly process that cannot completely crawl the (infinite) Web, crawl priorities are used to target documents more likely to be relevant [27] . This is true for category B, which contains high crawl priority documents as well as Wikipedia. In contrast, ClueWeb09 category A reportedly contains a higher proportion of spam documents than category B [7] .
To explain further the difference between the A and B categories of ClueWeb09 and ClueWeb12, Table 5 shows the number of relevant documents for the different relevance grades (e.g. relevant: ≥ 1; highly relevant: ≥ 2) in both categories of each corpus. From this, for ClueWeb09, it can be seen while category B is only 10% of the size of category A, it contains 58% of the relevant documents (relevance label 1 and above) and 65% of highly relevant documents (label 2 and above), with smaller percentages for document with higher relevance labels, such as perfect (label 4, 67%). In constrast, for ClueWeb12, the category B (which is a 7% random sample of category A) only contains 20% of the relevant documents. While not high compared to ClueWeb09, 20% is higher than the 7% expectation, and can be explained by the fact that there were 9 TREC 2013 category B run submissions that contributed to the assessment pool [6] .
Next, Table 5 also reports the statistics of the candidate document sets for each query obtained by BM25, from each of the category A and category B corpora, as well as the statistics of category B documents retrieved within the A candidate sets (denoted B ∈ A). From this, we note that documents from the category B ClueWeb09 corpus form 12% of the retrieved documents in the A candidate sets (126,768 vs. 979,361) -this is in line with the relative proportion of ClueWeb09 category B within the larger category A corpus (10%). Going from the B candidate sets to the A candidate sets increases the number of relevant (labels ≥ 1) documents by 19% (31, 995 to 36,101) . However, the number of relevant documents retrieved in the A candidate sets that were also retrieved for B are reduced (31,995 to 20,499) -a trend that is mirrored across all relevance grades. Therefore, while more relevant documents are retrieved in ClueWeb09 category A candidate sets, they are less likely to be those from category B, and are also less likely to be perfectly relevant documents (relevance grade 4).
In contrast, for ClueWeb12, category B accounts for a far smaller proportion of the judged and relevant documents (25% and 20%, respectively) -and even sparser for higher relevance grades. This explains why training on cw12a generates better models for CW12B than cw12b does: there are more labelled documents in cw12a, and hence more effective and robust learned models can be obtained. From these statistics, we draw two conclusions: firstly, that the ClueWeb09 category B reflects an easier corpus, where perfect, highly relevant and relevant documents are easier to identify. This is reflected in the higher number of relevant documents retrieved in the candidate sets, as well as the higher ERR@20 scores obtainable on that corpus; Moreover, this makes cw09a unsuitable as a training corpus for learning effective models for CW09B, as the statistics of features for relevant documents identified on cw09a differ from cw09b; In contrast, for ClueWeb12, as the cw12a candidate document sets are more likely to contain high quality documents, it generates more effective learned models for use on CW12A than does cw12b. In summary, Null Hypothesis 1 cannot be rejected in general for within-corpus training. However, for CW12B there are insufficient labelled, relevant documents in the topics to obtain effective learned models, and hence within-corpus training from cw12a is appropriate.
Cross-Corpus Training
Similar to Section 4.1, this section also addresses Null Hypothesis 1, but for the cross-corpus transfer of learned models -i.e. from ClueWeb09 to ClueWeb12. For this section, we mostly focus upon the role of ClueWeb09 (cw09a and cw09b) in obtaining effective learned models for the newer ClueWeb12 corpus, c.f. CW12B and CW12A. For this analysis, we return to Table 4 . From the table, it can be observed that for CW12A, the effectiveness of the models obtained from cw09a and cw09b are not significantly different from those obtained using cw12a or cw12b. This suggests that ClueWeb09 and ClueWeb12 are statistically indistinguishable as a training corpus for ClueWeb12. In contrast, for CW09A, models obtained from cw12a or cw12b are both significantly less effective than those obtained from the target corpus itself. From Figure 1 the same observations can be made using the graph within the 1st column of the 2nd row. Within this graph, the lines associated with the ClueWeb12 test corpora are much flatter than those associated with ClueWeb09. This suggests that ClueWeb12 is less sensitive than ClueWeb09 to the change of training corpus, over all learning to rank techniques and feature sets.
Hence based on the significance tests observed in Table 4 , Null Hypothesis 1 holds true for ClueWeb09 only, while for ClueWeb12, there is insufficient empirical evidence to reject it, meaning that there appears to be no significant effectiveness disadvantage in simply transferring learned models from ClueWeb09 to ClueWeb12 in general.
For the purpose of such a transfer, instead of using a learned model obtained from a different corpus, it is better to adapt the learned model being transferred to the new target corpus. In the context of the Yahoo! learning to rank challenge transfer task, Geurts and Louppe [12] examined six different methods of achieving transfer learning within learning to rank. Of these six methods, we note that the method that we call model-feature transfer was shown to be most effective. In this method, the output of the learned model on the older corpus taken as a new feature on the target corpus before re-learning. More formally, consider the predictions of a learned model M obtained on a corpus c with features F is denoted M(c, F). Then, to predictions using a feature transferred from c1 to c2 can be expressed as M(c2, F + M(c1, F)).
In Table 6 , we report the effectiveness of model-feature transfer learning for CW12A. In particular, for CW12A we report the effectiveness of model-feature transfer, denoted cw09a + cw12a in contrast to learning on cw12a alone. On analysis of the results in Table 6 , we note that model-feature technique benefits the effectiveness of the LambdaMART learning to rank technique on both CW12A. Indeed, while on average AFS is more effective than LambdaMART on CW12A without transfer learning (0.1630 vs. 0.1560), supplementing cw12 with a transfer learning feature from cw09a increases LambdaMART's effectiveness to average 0.1620. The improvements of LambdaMART is because regression trees need significant training data -particularly to recover linear relationships between a feature value and relevance [13, Chapter 9] such as between BM25 and relevance. By using transfer learning from a corpus with more labelled documents, the linear relationship between (say) BM25 and relevance can be better learned on the older corpus, and the model then fine-tuned on the newer corpus. Indeed, this is illustrated in Figure 2 , which shows a partial dependence plot [13] of the LambdaMART predictions for learned models obtained from cw09a and cw12a as BM25 is varied. From the figure, it can be observed that the cw09a model has more decisions points for BM25 within its regression tree than that obtained from learning on cw12a (18 vs. 12) .
On the other hand, for AFS, model-feature transfer learning does not benefit effectiveness, as the AFS model is unable to successfully encapsulate the transferred feature. Indeed, on inspection of the learned models obtained for the ALL feature set, we find that the model trained on cw12a that encapsulates the transferred feature from cw09a actually used more features than the model obtained from cw12a alone. This suggests that AFS is actually trying -unsuccessfullyto 'undo' the work of the AFS model from cw09a to better adapt it to cw12a.
In summary, we find that Null Hypothesis 1 for crosscorpus training holds when targeting ClueWeb09 (see Table 4 ). However, for ClueWeb12, the available empirical evidence is not as strong as for ClueWeb09, as models trained on ClueWeb12 are not significantly more effective for this corpus than models obtained from ClueWeb09. This means that a learned model from ClueWeb09 can be directly applied for retrieval on ClueWeb12 with statistically comparable effectiveness. On the other hand, cross-corpus training can significantly benefit effectiveness on ClueWeb12 when the training sets from ClueWeb09 and ClueWeb12 are combined using the model-feature transfer learning method defined in [12] (see Table 6 ). 
Feature Sets
Next, we move onto our second null hypothesis, concerning the importance of feature sets. Table 7 reports the observed average ERR@20 scores for the ClueWeb09 and ClueWeb12 test corpora with varying feature sets over all training and learning to rank techniques. This table corresponds to the graph in the 2nd row, 4th column of Figure 1 . Recall that as we are performing an ablation study, we analyse the importance of a set of features by observing its impact when removed from the learned model -e.g. NoFM denotes when the FM feature set (field-based weighting models) is removed (ablated) from the ALL feature set.
Multiple comparisons of the possible combinations of the levels of the training corpus, feature set, factors and learning to rank technique under consideration can be made based on the Friedman's test, as shown in Figures 3 & 4 for CW09A and CW12A, respectively. Friedman's test is the nonparametric counterpart of the balanced two-way ANOVA test: it tests for row effect (i.e., runs) after adjusting for possible column effects (i.e., queries). Hence, it is more appropriate for the multiple comparisons of the results of IR experiments than ANOVA and its two-sample Student's t-test counterpart [14] . Within Figures 3 & 4 , each group represents a different combination of learning to rank technique, and training corpus, where the feature sets are varied within the groups. Hence, the figures show the pairwise comparisons that are made across all training corpora and feature sets within Table 7 .
On analysing Table 7 , we note that removing the query independent features (i.e. NoQI) consistently harms the effectiveness obtained on both ClueWeb09 and ClueWeb12. For CW09B and CW09A, this impact is statistically significant relative to the effectiveness obtained using the ALL feature set. Indeed, referring to Figure 3 , we observe significant decreases in effectiveness in removing the QI features (as the confidence intervals do not overlap) except when Lambda-MART is trained on cw09b. For CW12B and CW12A -shown in Figure 4 , although the loss in effectiveness with respect to the ALL feature set is not statistically significant (possibly due to the fewer topics available for ClueWeb12), removing QI causes more than a 10% decrease in absolute ERR@20 effectiveness. We believe the major difference between ClueWeb09 and ClueWeb12 in this respect is as follows: while ClueWeb09 category A corpus contains many spam documents [7] , spam removal was conducted on ClueWeb12 5 , which will likely reduce the importance of the query independent features, many of which are intended 5 See http://lemurproject.org/clueweb12/specs.php to identify low quality documents (e.g. spam classification score). Overall, our QI results suggest that, for the AFS and LambdaMART learning to rank techniques, and for all of the training corpora under consideration, query independent features provide, on average, a major contribution to the effectiveness of the learned models.
In general, as shown in the 4th row, 3rd column of Figure 1 , the importance of feature sets is independent of the choice of learning to rank technique, since the lines that correspond to the various feature sets are horizontal over the learning to rank techniques. The difference in the effectiveness of NoQI and the other feature sets again shows us that removing QI features significantly reduces the effectiveness of both learning to rank techniques (see Table 7 & Figure 3) .
The case of the field-based weighting models (FM) is different from that of QI, in that removing the query dependent FM features makes a significant gain in the effectiveness of the learned models for CW09A while, in contrast, it causes a significant loss in effectiveness for CW12B (this can also be observed in Figure 1 : 2nd row, 4th column, and a marked loss for CW12A. In particular, while the query dependent features in the WM set encapsulate the anchor text, only the FM feature set allows the learner to separately weight the presence of query terms within the anchor text. We believe that these results suggest that the presence of spam within ClueWeb09 (particularly category A) can mislead the learner as to the usefulness of the anchor text -which will vary according to the prevalence of spam in different queries. On the other hand, with the reduced amount of spam in ClueWeb12, the FM feature set is useful for retrieval, and its ablation results in effectiveness degradations, which are significant in the case of CW12B.
In summary, as we have shown that QI and FM feature sets exhibit different effectiveness benefits between the CW09A and CW12B corpora, we conclude that Null Hypothesis 2 can be rejected for these feature sets, meaning that not all the feature sets contribute uniformly to the effectiveness of the learned models across different corpora. This emphasises the importance of appropriate training on the ClueWeb12 corpus, for instance using the model-feature transfer learning method that was investigated in Section 4.2.
CONCLUSIONS
This paper studies the generalisation and transferability of learning to rank models using the TREC ClueWeb09 and ClueWeb12 corpora as well as the contrasting the usefulness of different types of features -both within subsets of the same corpus, and across corpora. We formulated these research investigations as two null hypotheses, and conducted a thorough full-factorial experimental design using 250 TREC Web track topics, to derive empirically justified best practices for effective retrieval on the ClueWeb12 corpus. Indeed, our experimental results surprisingly suggest that the transfer of learned models from ClueWeb09 are sufficient for effective retrieval on ClueWeb12. However, the supplemental use of ClueWeb09 training data within the ClueWeb12 learning process can further significantly improve the effectiveness of learned models from the regressiontree based LambdaMART learning to rank technique.
We also found that the category B random subset of the ClueWeb12 corpus has insufficient labelled documents to obtain effective learned models. This contrasts greatly with the category B controlled subset of ClueWeb09, which contains 25% of the relevant documents within category A, despite being only 10% in size. We conclude that the random sampling of ClueWeb12 category B from the larger corpus reduces the experimental value of this corpus, as many queries do not have highly relevant documents within this subset.
Lastly, we empirically showed the value of query independent features, as our results show that -irrespective of the learning to rank technique and the training corpus -every setting of ClueWeb09 requires their presence for effective retrieval. In contrast, the value of query independent features is less strong for ClueWeb12. Moreover, while adding various field-based weighting models as features could add effectiveness for ClueWeb12, their value was less apparent on ClueWeb09 which comparatively has more spam documents than ClueWeb12.
Similar to [4] , we believe that the generalisation and transferability of learning to rank models are of significant importance, and hence this paper illustrates how researchers and practitioners must consider any biases present within corpora when conducting transfer learning, and how this may impact upon the usefulness of different types of features. In the future, we aim to adapt existing instance-based transfer learning techniques to the learning to rank scenario, and also investigate how risk-sensitive retrieval can be utilised within a transfer learning setting.
