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ON A CERTAIN LOCAL IDENTITY FOR LAPID–MAO’S CONJECTURE AND FORMAL
DEGREE CONJECTURE : EVEN UNITARY GROUP CASE
KAZUKI MORIMOTO
Abstract. Lapid and Mao formulated a conjecture on an explicit formula of Whittaker Fourier coefficients of automorphic
forms on quasi-split classical groups and metaplectic groups as an analogue of Ichino-Ikeda conjecture. They also showed
that this conjecture is reduced to a certain local identity in the case of unitary groups. In this paper, we study even unitary
group case. Indeed, we prove this local identity over p-adic fields. Further, we prove an equivalence between this local
identity and a refined formal degree conjecture over any local field of characteristic zero. As a consequence, we prove a
refined formal degree conjecture over p-adic fields and we get an explicit formula of Whittaker Fourier coefficients under
certain assumptions.
1. Introduction
A relationship between periods of automorphic forms and special values of certain L-functions has been studied in
several situations. For example, Gross and Prasad [15] conjectured a relationship between non-vanishing of Bessel period
on special orthogonal groups and non-vanishing of central values of L-functions. Moreover, Ichino and Ikeda [19] refined the
Gross–Prasad conjecture and conjectured an explicit formula between Bessel periods and central values. As an analogue of
Ichino–Ikeda conjecture, Lapid and Mao [33] formulated a similar conjecture on an explicit formula of Whittaker periods
for quasi-split reductive groups and metaplectic groups, which in the spirit of Sakellaridis and Venkatesh [47].
In this paper, we consider Lapid-Mao conjecture in the case of quasi-split skew-hermitian even unitary group U2n
associated to a quartic extension E of F . Let us recall their conjecture in our case. For an automorphic form ϕ on
U2n(A), we consider the Whittaker coefficient
WψN (ϕ) := (vol(N(F )\N(A)))
−1
∫
N(F )\N(A)
ϕ(n)ψN (n)
−1 dn.
Here, N is a maximal unipotent subgroup of U2n and ψN is a non-degenerate character of N(A). We also consider the
U2n(A)-invariant pairing
(ϕ1, ϕ2) := (vol(U2n(F )\U2n(A)))
−1
∫
U2n(F )\U2n(A)
ϕ1(g)ϕ2(g) dg
of two square-integrable automorphic forms ϕ1, ϕ2 on U2n(AF ). Then we would like to construct Whittaker functional
using pairing (−,−). Given a finite set of places S of F , Lapid and Mao [33] defined a stable integral∫ st
N(AS)
f(n) dn
for a suitable class of smooth function f on N(AS) with AS =
∏
v∈S Fv. In particular, when S consists of finite places,
there is a sufficiently large compact open subgroup N0 of N(A
S) such that the above integral is equal to∫
N ′0
f(n) dn
for any compact open subgroup N ′0 ⊃ N0. Let σ be an irreducible ψN -generic cuspidal automorphic representation of
U2n(AF ). Lapid and Mao [33] proved that for a ϕ ∈ σ, ϕ
∨ ∈ σ∨ and for a sufficiently large finite set S of places,
I(ϕ, ϕ∨) :=
∫ st
N(AS)
(σ(n)ϕ, ϕ∨)ψ−1N (n) dn
is defined, and I(ϕ, ϕ∨) satisfies I(σ(n)ϕ, σ∨(n′−1)ϕ∨) = ψN (nn
′)I(ϕ, ϕ′). Then they formulated a conjecture on an
explicit formula between these two Whittaker functional in the sprit of Ichino-Ikeda conjecture.
Let π be the base change lift of σ to GL2n(AE) constructed by Kim and Krishnamurthy [25]. It is an isobaric sum
π1 ⊞ · · · ⊞ πk where πi is an irreducible cuspidal automorphic representation of GLni(AE) with n1 + · · ·nk = 2n, such
that LS(s, πi,As
−) has a simple pole at s = 1. Here, LS(s, πi,As
−) is the partial Asai L-function of πi defined in [14].
Also, we have another Asai L-function LS(s, πi,As
+) of πi, which satisfies L
S(s, πi,As
−) = LS(s, πi⊗Υ,As
+) where Υ is
a character of A×E/E
× whose restriction to A× is the quadratic character ηE/F corresponding to the quadratic extension
E/F .
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Conjecture 1 (Conjecture 1.2, 5.1 in [33]). Let σ and π be as above. Then for any ϕ ∈ σ and ϕ∨ ∈ σ∨ and for any
sufficiently large S finite set of places, we have
WψN (ϕ)Wψ
−1
N (ϕ∨) = 21−k
∏2n
j=1 L
S(j, ηjE/F )
LS(1, π,As+)
(vol(N(OS)\N(A
S)))−1
∫ st
N(FS)
(σ(u)ϕ, ϕ′)ψN (u)
−1 du.
Here, OS is the ring of S-integers of F .
In [29], for any place v of F , Lapid and Mao defined the constant cπv depending on πv (also on σv), which is given as
a proportionality constant of two local Whittaker periods. Then they proved the following theorem.
Theorem 1.1 (Theorem 5.5 in Lapid–Mao [29]). Keep the above notation. Then for any ϕ ∈ σ and ϕ∨ ∈ σ∨ and for any
sufficiently large S finite set of places, we have
WψN (ϕ)Wψ
−1
N (ϕ∨) = 21−k(
∏
v
c−1πv )
∏2n
j=1 L
S(j, ηjE/F )
LS(1, π,As+)
(vol(N(OS)\N(A
S)))−1
∫ st
N(FS)
(σ(u)ϕ, ϕ′)ψN (u)
−1 du.
Remark 1.1. They proved this reduction under two working assumptions; certain properties of certain local zeta integrals
and the irreducibility of global descents for U2n. The first assumption was proved in Ben-Artzi–Soudry [6] and the second
assumption was proved by the author [43]. Hence, the above theorem holds without any assumption.
Because of this theorem, in order to prove Conjecture 1, it suffices to show
∏
v cπv = 1. Indeed, they conjectured the
following identity.
Conjecture 2 (Conjecture 5.8 in [29]). Let v be a place of F . Then
cπv = ωσv (−1).
In particular, this conjecture concludes that
∏
v cπv = 1. We note that when Ev := E ⊗F Fv is a quadratic extension,
we have ωσv (−1) = ωπv(τ) for τ ∈ Ev such that c(τ) = −τ with 1 6= c ∈ Gal(Ev/Fv). Then the above conjecture is
equivalent to
(1.1) cπv = ωπv(τ).
One of our local main theorems of the present paper is the proof of this conjecture in an inert case.
Theorem 1.2. Suppose that v is non-split finite place (i.e. U2n(Fv) is quasi-split unitary group). Then Conjecture 2
holds.
A similar identity was proved by [30] in the case of metaplectic groups. In this paper, following their argument we shall
prove this theorem.
This local identity is important not only for Lapid–Mao conjecture but also for formal degree conjecture in Hiraga–
Ichino–Ikeda [18]. Using an observation by Gross-Reeder [16], Gan–Ichino [12, 14.5] formulated a refinement of this
conjecture for classical groups. We call this refinement refined formal degree conjecture. In [20], Ichino–Lapid–Mao
showed that a similar local identity to Conjecture 2 proved in [30] is equivalent to refined formal degree conjecture for
metaplectic groups. As a consequence of [30], they proved refined formal degree conjecture in this case. In a similar
argument as [20], we prove the equivalence between refined formal degree conjecture for U2n and Theorem 1.2. As a
consequence, we can prove refined formal degree conjecture.
Theorem 1.3. Let F be a non-arhimedean local field of characteristic zero and E a quadratic extension of F . Let π be an
irreducible representation of GL2n(E) of the form π = τ1 × · · · × τk where τi are mutually inequivalent irreducible discrete
series representations of GLni(E) such that n = n1+ · · ·+nk and L(s, τi,As
+) has a pole at s = 0. Write σ = DΥ
−1
ψ−1 (c(π)),
which is an irreducible generic discrete series representation of G′ Then we have
dψ = 2
kλ(E/F )nωσ(−1)γ(1, c(π),As
−, ψ)dσ.
Here, dσ is the formal degree (See Section 8) and dψ is a certain measure on U2n(F ) (See Section 2.4).
Remark 1.2. Recently, Beuzart-Plessis [7] proved the original formal degree conjecture by [18] for any unitary groups
using a different method.
On the other hand, we can show refined formal degree conjecture for U2n over real field using computations in [18]. In
a similar argument as the non-archimedean case, we can prove the equivalence between refined formal degree conjecture
and Conjecture 2. Hence, we obtain the following result.
Theorem 1.4. Suppose that v is a real place and that Ev ≃ C, i.e. U2n(Fv) ≃ U2n(R). Then Conjecture 2 holds for
diecerete series representations of U2n(R).
As a corollary of Theorem 1.2, Theorem 1.4 and [29, Lemma 5.4], the following global formula follows.
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Corollary 1.1. Let σ be as in Conjecture 1. Suppose that F is totally real field. Assume that for a places v of F ,
σv is unramified if v is split finite place or v|2
σv is discrete series if v is real place
Then the formula in Conjecture 1 holds.
In [11], we proved the refined Gross-Prasad conjecture for special Bessel periods for SO(2n + 1) using the explicit
formula of Whittaker periods of metaplectic groups by Lapid–Mao [30]. In a similar computation as [11], Corollary 1.1
should yield a formula of Bessel periods for (U2n,U1). In our future work, we will study this problem.
This paper is organized as follows. In Section 2, we define basic notations. In Section 3, we formulate Lapid-Mao’s
local conjecture and reduce it to tempered case. In Section 4–6, following the idea by Lapid and Mao [30], we rewrite our
required identity by another local identity using local analysis and certain functional equations. (See [30, Section 4] for
the idea of the proof). Most parts are proved in a similar argument as [30]. Hence, we give a proof only when there are
non-trivial difference, and we only give statements if the proof is essentially same as the corresponding results in [30]. In
Section 7, we complete the proof of Theorem 1.2. In Section 8, we prove Theorem 1.3 and Theorem 1.4.
Acknowledgements. The author express his deep gratitude to Erez Lapid for suggesting him to the problems in the
present paper and for useful discussion.
2. Notation and Preliminaries
2.1. Groups, homomorphisms and group elements.
• Let F be a local field of characterstic zero and E a quadratic extension of F . Let c be a non-trivial element of
Gal(E/F ). We take τ ∈ E such that c(τ) = −τ .
• ηE/F denotes the quadratic character of F
× corresponding to E/F .
• Fix a character Υ of E× such that Υ|F× = ηE/F .
• Im is the identity matrix in GLm, wmis the m ×m-matrix with ones on the non- principal diagonal and zeros
elsewhere.
• For any group Q, ZQ is the center of Q; e is the identity element of Q. We denote the modulus function of Q (i.e.,
the quotient of a right Haar measure by a left Haar measure) by δQ.
• Matm is the vector space of m×m matrices over F .
• for x = (xij) ∈Mat(E), x
c denotes the matrix (c(xij))
• x 7→ tx is the transpose on Matm; x 7→ x
∨ is the twisted transpose map on Matm given by x
∨ = wm
txcwm; g 7→ g
∗
is the outer automorphism of GLm given by g
∗ = w−1m (
tgc)−1wm.
• un = {x ∈Matn(E) : x
∨ = x}
• M = GL2n(E),M = GLn(E)
• G = U4n =
{
g ∈ GL4n(E) :
tg
(
w2n
−w2n
)
g =
(
w2n
−w2n
)}
• G′ = U2n =
{
g ∈ GL2n(E) :
tg
(
wn
−wn
)
g =
(
wn
−wn
)}
• G′ is embedded as a subgroup of G via g 7→ η(g) = diag(In, g, In).
• P =MU (resp., P ′ =M ′U ′) is the Siegel parabolic subgroup of G (resp., G′), with its standard Levi decomposi-
tion.
• P = tP is the opposite parabolic of P , with unipotent radical U = tU .
• We use the isomorphism ̺(g) = diag(g, g∗) to identify M with M ⊂ G. Similarly for ̺′ :M′ →M ′ ⊂ G′.
• We use the embeddings ηM(g) = diag(g, In) and η
∨
M(g) = diag(In, g) to identify M
′ with subgroups of M. We also
set ηM = ̺ ◦ ηM and η
∨
M = ̺ ◦ ηM′ = η ◦ ̺
′
• K is the standard maximal compact subgroup of G. (In the p-adic case it consists of the matrices with integral
entries.)
• N is the standard maximal unipotent subgroup of G consisting of upper unitriangular matrices; T is the maximal
torus of G consisting of diagonal matrices; B = TN is the Borel subgroup of G.
• For any subgroup X of G we write X ′ = η−1(X), XM = X ∩M and XM = ̺
−1(XM ); similarly X
′
M ′ = X
′ ∩M ′
and X ′M′ = (̺
′)−1(X ′M ′ ).
• ℓM : Matn → NM is the group embedding given by ℓM(x) =
(
In x
In
)
and ℓM = ̺ ◦ ℓM.
• ℓ : u2n → U is the group isomorphism given by ℓ(x) =
(
In x
In
)
.
• ξm = (0, . . . , 0, 1) ∈ F
m
• P is the mirabolic subgroup of M consisting of the elements g such that ξ2ng = ξ2n
• Put HM = GL2n(F )
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• t = diag(1,−1, . . . , 1,−1) ∈M.
• w′0 = (
wn
−wn ) ∈ G
′ represents the longest Weyl element of G′.
• wU =
(
I2n
−I2n
)
∈ G represents the longest M -reduced Weyl element of G′
• w′U ′ =
(
In
−In
)
∈ G′ represents the longest M ′-reduced Weyl element of G′
• wM0 = w2n ∈ M represents the longest Weyl element of M; w
M
0 = ̺(w
M
0 ).
• wM
′
0 = wn ∈M represents the longest Weyl element of M; w
M ′
0 = ̺(w
M′
0 ).
• w2n,n =
(
In
In
)
∈ M, w′2n,n =
(
In
wM
′
0
)
∈M
• γ = wUη(w
′
U ′ )
−1 =
(
In
In
−In
In
)
∈ G
• d = diag(1,−1, . . . , (−1)n−1) ∈ Matn, ε1 = (wˆγ)
−1̺(ε3)wU = ℓM ((−1)
nd), ε2 = ℓM(d), ε3 = w
′
2n,nε2, ε4 =
ℓM(−
1
2dw
M′
0 ).
• V (resp. V #) is the unipotent radical of the standard parabolic subgroup of G with Levi GL1(E)
n × U2n (resp.
GL1(E)
n−1×U2n+2). Thus, N = η(N
′)⋉V , V # is normal in V and V/V # is isomorphic to the Heisenberg group
of dimension 2n+ 1 over E. Also V = VM ⋉ VU where VU = V ∩ U =
{
ℓ
( x y
x∨
)
: x ∈Matn(E), y ∈ un
}
• V− = V
#
M ⋉ VU (Recall V
#
M = V
# ∩M by our convention)
• Vγ = V ∩ γ
−1Nγ = η(w′U ′ )VMη(w
′
U ′ ) = ηM (N
′
M′)⋉ {ℓ (
x
x∨ ) : x ∈Matn(E)} ⊂ V−
• V+ ⊂ V is the image under ℓM of the space of n× n-matrices over E whose rows are zero except possibly for the
last one. Thus, V = V+ ⋉ V−. For c = ℓM (x) ∈ V+ we denote by c the last row of x.
• N# = V− ⋊ η(N
′).It is the stabilizer in N of the character ψU defined below.
• N ♭M = (N
#
M )
∗
• J is the subspace of Matn consisting of the matrices whose first column is zero.
• R¯ =
{
ℓ
(
In
x tn
)
: x ∈ J, n ∈ N ′M′
}
.
2.2. Characters. We fix a non-trivial additive character ψF of F and define an additive character ψ of E by ψ(x) =
ψF (
x+c(x)
2 ) for x ∈ E.
• ψNM(u) = ψ(u1,2 + · · ·+ u2n−1,2n)
• ψNM ◦ ̺ = ψNM
• ψN ′
M′
(u) = ψ(u′1,2 + · · ·+ u
′
n−1,n)
• ψN ′
M′
◦ ̺′ = ψN ′
M′
.
• ψN ′(nu) = ψN ′
M′
(n)ψ(12un,n+1)
−1, n ∈ N ′M ′ , u ∈ U
′
• ψN (nu) = ψNM (n), n ∈ NM , u ∈ U (a degenerate character). Then ψN ′
M′
(u) = ψN (γη(u)γ
−1)
• ψV (vu) = ψNM (wUuw
−1
U ) where we write an element of V by vu so that u fixes e1, . . . en, v fixes en+1, . . . en+1, . . . e−1−n
• ψV−(vu) = ψNM (v)
−1ψU (u), v ∈ V
#
M , u ∈ VU . (Note that this is not a restriction of ψV to V−.)
• ψU (ℓ(v)) = ψ
(
1
2 (vn,n+1 − v2n,1)
)
• ψU¯ (v¯) = ψ(v2n+1,1), v¯ ∈ U¯ .
• ΥM (̺(g)) = Υ(det g), g ∈M and ΥM ′(̺
′(g′)) = Υ(det g′), g′ ∈M′
2.3. Other notation.
• We use the notation a≪d b to mean that a ≤ cb with c > 0 a constant depending on d.
• For any g ∈ G define ν(g) ∈ R > 0 by ν(u̺(m)k) = ‖ detm‖E for any u ∈ U , m ∈M, k ∈ K. Let ν
′(g) = ν(η(g))
for g ∈ G′.
• CSGR(Q) is the set of compact open subgroups of a topological group Q.
• For an ℓ-group Q let C(Q) (resp., S(Q)) be the space of continuous (resp., Schwartz) functions on Q respectively.
• When F is p-adic, if Q′ is a closed subgroup of Q and χ is a character of Q′, we denote by C(Q′\Q,χ) (resp.,
Csm(Q′\Q,χ), C∞c (Q
′\Q,χ))) the spaces of continuous (resp. Q-smooth, smooth and compactly supported modulo
Q′) complex-valued left (Q′, χ)-equivariant functions on Q.
• For an ℓ-group Q we write IrrQ for the set of equivalence classes of irreducible representations of Q. If Q is
reductive we also write IrrsqrQ and IrrtempQ for the subsets of irreducible unitary square-integrable (modulo
center) and tempered representations respectively. We write IrrgenM and IrrutM for the subset of irreducible
generic representations ofM and representations of unitary type (see below), respectively. For the set of irreducible
generic representations of G we use the notation Irrgen,ψN′G
′ to emphasize the dependence on the character ψN ′ .
• For π ∈ IrrQ, let π∨ be the contragredient of π.
• For π ∈ IrrgenM, W
ψNM (π) denotes the (uniquely determined) Whittaker space of π with respect to the character
ψNM . Similarly we use the notation W
ψ−1NM , WψNM , W
ψ−1NM , WψN′ , Wψ
−1
N′ .
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• For π ∈ IrrgenM let Ind(W
ψNM (π)) be the space of smooth left U -invariant functions W : G→ C such that for all
g ∈ G, the function m 7→ δP (m)
− 12W (mg) on M belongs to WψNM (π). Similarly define Ind(W
ψ−1NM (π))
• If a group G0 acts on a vector space W and H0 is a subgroup of G0, we denote by W
H0 the subspace of H0-fixed
points.
• We use the following bracket notation for iterated integrals:
∫ ∫
(
∫ ∫
. . . ) . . . implies that the inner integrals
converge as a double integral and after evaluating them, the outer double integral is absolutely convergent.
2.4. Measures. The Lie algebra M of ResE/FGLm consists of the m×m-matrices X over E. Let MO be the lattice of
integral matrices in M. For any algebraic subgroup Q of ResE/FGLm defined over F , let q ⊂M be the Lie algebra of Q.
The lattice q∩MO of q gives rise to a gauge form of Q (determined up to multiplication by an element of O
∗
E) and we use
it (together with ψ) to define a Haar measure on Q by the recipe of Kneser [26]. For example, when n = 1, the measure
on NM = {( 1 x1 ) : x ∈ E} ≃ E is the self-dual Haar measure dx on E with respect to ψ. It is written as follows using
measure on F . Let dxi(i = 1, 2) and dyi(i = 1, 2) be self-dual Haar measures on F with respect to ψF , i.e. the measure
on F such that ∫
F
∫
F
f(xi)ψF (xiyi) dxi dyi = f(0)
for a smooth function f on F , provided the integral converges. We define a Haar measure on E by
(2.1) dzi = |τ |
1
2 dxidyi with zi = xi + τyi.
Then for a smooth function g on E, we have∫
E
∫
E
g(z1)ψ(z1z2) dz1 dz2 = g(0),
provided the integral converges. Namely, dzi are self-dual Haar measures with respect to ψ. Further, we note that for
f ∈ L1(F ), we have ∫
F
∫
F
f(x)ψ(axy) dx dy = |a|−1 · f(0)
and
(2.2)
∫
F
(∫
F\E
f(x)ψE(τxy) dx
)
dy = |τ |−
1
2 f(0),
∫
F
(∫
F\E
f(x)ψE(τ
−1xy) dx
)
dy = |τ |
1
2 f(0).
2.5. Weil representation. Let Y be a 2n-dimensional space over E, equipped with a non-degenerate, anti-Hermitian
form (·, ·). Assume that it has a maximal isotropic subspace of dimension n over E. We denote its isometry group by
U(Y ) ≃ U2n. We may view Y as symplectic space over F with the symplectic form 〈·, ·〉 = TrE/L(·, ·). Then it is 4n
dimensional vector space over F , and we denote this space by Y ′. Let S˜p(Y ′) be the metaplectic cover of Sp(Y ′) with
respect to the cocycle given in [39, p.59] (see also [13, p.455]). It is clear that U(Y ) ⊂ S˜p(Y ′), and we know that S˜p(Y ′)
splits over U(Y ). Fix a character Υ of E× such that Υ|F× = ηE/F , and we choose the splitting as in [14, p.9] corresponding
to Υ. Let us write
Y = Y + + Y −
as a direct sum of two maximal isotropic subspaces of Y , which are duality under (·, ·). When we consider Y ± as subspace
of Y ′, they are isotropic for 〈·, ·〉 ,and thus in duality under 〈·, ·〉. Consider the Weil representation ωΥψ of the group
HY ⋊ S˜p(Y
′) on Φ ∈ S(En), where HY := Y ⊕ F is the Heisenberg group attached to Y with the multiplication
(w1, t1) · (w2, t2) = (w1 + w2, t1 + t2 +
1
2
TrE/L(w1, w2)).
Explicitly, for any Φ ∈ S(Y +) and X ∈ Y +, the action of HY is given by
ωΥψ (a, 0)Φ(X) = Φ(X + a), a ∈ Y
+,(2.3)
ωΥψ (b, 0)Φ(X) = ψ (〈X, b〉))Φ(X), b ∈ Y
−,(2.4)
ωΥψ (0, t)Φ(X) = ψ (t)Φ(X), t ∈ F(2.5)
while the action of S˜p(Y ′) is (partially) given by
ωΥψ
((
g
g∗
)
, ε
)
Φ(X) = εγψ
(
NE/L(det g)
)
Υ(det g)| det g|1/2Φ(X · g)(2.6)
ωΥψ
((
I y
I
)
, ε
)
Φ(X) = εψ
(
1
2
〈X,X · y〉)
)
Φ(X)(2.7)
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We now take Y = E2n with the skew-hermitian form
〈(x1, . . . , x2n), (y1, . . . , y2n)〉 =
n∑
i=1
xic(y2n+1−i)−
n∑
i=1
yic(x2n+1−i)
and the standard polarization Y + = {(y1, . . . , yn, 0 . . . , 0)} and Y
− = {(0 . . . , 0, y1, . . . , yn)} with the standard basis
e1, . . . , en, e−n, . . . , e−1. For Φ ∈ S(E
n), we define the Fourier transform
Φˆ(X) =
∫
En
Φ(X ′)ψ
(
〈X,X ′
(
In
−In
)
〉
)
Then, reapplied on S(En), the Weil representation satisfies
ωΥψ (̺
′(g))Φ(X) = αψ(̺
′(g))ΥM ′(̺
′(g))ν′(̺′(g))1/2Φ(X · g)(2.8)
ωΥψ
((
I y
I
))
Φ(X) = ψ
(
1
2
〈X,X · y〉)
)
Φ(X)(2.9)
ωΥψ (w
′
U ′)Φ(X) = αψ(w
′
U ′ )Φˆ(X)(2.10)
where αψ(·) is a certain eight root of unity, which satisfies αψ(·)
−1 = αψ−1(·)
Let V0 ⊂ V be the unipotent radical of the standard parabolic subgroup of G with Levi GL1(E)
n−1 ×U2n+2. The the
map
v 7→ vH :=
(
(vn,n+j)j=1,...,2n,
1
2
TrE/L(vn,3n+1)
)
gives an isomorphism from V/V0 to a Heisenberg group HY . Then we may regard ω
Υ
ψ as a representation of S˜p(Y )⋉V/V0.
Further, we extend ωΥψ to a representation ω
Υ
ψNM
of V ⋊G′ by setting
ωΥψ (vg)Φ = ψV (v)ω
Υ
ψ (vH)(ω
Υ
ψ (g)Φ), v ∈ V, g ∈ G
′.
2.6. Stable integral. Many integral studied in this paper do not absolutely converge. Instead of such integrals, we shall
use the notion of stable integrals as in [30]. For the convenience to the reader, we shall recall the notion of stable integral.
Suppose that F is p-adic. Let U0 be a unipotent subgroup over F with a fixed Haar measure on U0.
Definition 2.1 (Definition 2.1 in [30]). Let f be a smooth function on U0. We say that f has a stable integral over U0 if
there exists U1 ∈ CSGR(U0) such that for any U2 ∈ CSGR(U0) containing U1 we have
(2.11)
∫
U2
f(u) du =
∫
U1
f(u) du.
In this case we write
∫ st
U0
f(u) du for the common value (2.11) and say that
∫ st
U0
f(u) du stabilizes at U1. In other words,∫ st
U0
f(u) du is the limit of the net (
∫
U1
f(u) du)U1∈CSGR(U0) with respect to the discrete topology of C.
We also define uniformally stable integral (see [30, pp.10])
Definition 2.2. Given a family of functions fx ∈ C
sm(U0), we say that the integral
∫ st
U0
fx(u) du stabilizes uniformly in
x if U1 as above can be chosen independently of x. Similarly, if x ranges over a topological space X then we say that∫ st
U0
fx(u) du stabilizes locally uniformly in x if any y ∈ X admits a neighborhood on which
∫ st
U0
fx(u) du stabilizes uniformly.
3. Statement of main result
3.1. Local Fourier-Jacobi transform. For any f ∈ C(G) and s ∈ C, define fs(g) = f(g)ν(g)
s, g ∈ G. Let π ∈ IrrgenM
with Whittaker model WψNM (π). Let Ind(WψNM (π)) be the space of G-smooth left U -invariant functions W : G → C
such that for all g ∈ G, the function δ
− 12
P W (mg) on M belongs to W
ψNM (π). For any s ∈ C we have a representation
Ind(WψNM (π), s) on the space Ind(WψNM (π)) given by (I(s, g)W )s(x) = Ws(xg), x, g ∈ G. It is equivalent to the
induced representation of π ⊗ νs from P to G. The family Ws, s ∈ C is a holomorphic section of this family of induced
representations.
For any W ∈ Csm(N\B,ψN ) and Φ ∈ S(E
n), we define a function on G′ by
Aψ,Υ(W,Φ, g, s) :=
∫
Vγ\V
Ws(γvg)ω
Υ−1
ψ−1NM
(vg)Φ(ξn) dv, g ∈ G
′.
where with ξn, γ, V and Vγ are defined in 2.1. Its property was studied by [29, Lemma 5.1]. In particular, it satisfies
(3.1) Aψ,Υ
(
I(s, vx)W,ωΥ
−1
ψ−1NM
(vx)Φ, g, s
)
= Aψ,Υ (W,Φ, gx, s)
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for any g, x ∈ G′ and v ∈ V (see Lapid–Mao [29, (5.2)]). Further, the integrand of the definition is compactly supported,
and Aψ,Υ gives rise to a V ⋉G-intertwining map
Aψ,Υ : Csm(N\G,ψN)⊗ S(E
n)→ Csm(N ′\G◦, ψN◦)
where V ⋉G◦ acts via V ⋉ η(G◦) by right translation on C
sm(N ′\G◦, ψN ′).
In order to simplify the notation, we introduce the map Aψ,Υ# as follows. Let V+ ⊂ V be the image under ℓM of the
space of n× n-matrices whose rows are zero except possibly for the last one. For c = ℓM (x) ∈ V+ we denote by c ∈ E
n
the last row of x. Then we have
Aψ,Υ(W (·c),Φ(· + s), g) = Aψ,Υ(W,Φ, g), c ∈ V+, g ∈ G
′.
This implies that Aψ,Υ(W,Φ, ·) factors through W ⊗ Φ 7→ Φ ∗W where for any function f ∈ C∞(G) we set
Φ ∗ f(g) =
∫
V+
f(gc)Φ(c) dc.
Then we define the map
Aψ,Υ# : C
sm(N\G,ψN)→ C
sm(N ′\G′, ψN ).
by
(3.2) Aψ,Υ# (W, ·) = A
ψ,Υ(W,Φ, ·)
for any Φ ∈ S(En) such that Φ ∗W =W . Then Aψ,Υ# does not have the invariance by G
′ and V , but it has the following
equivariance property. Set
ψV−(vu) = ψNM (v)
−1ψU (u)
Recall that ψU (ℓ(x)) = ψ(
1
2 (xn,n+1 − x2n,1))
Lemma 3.1 (cf. Lemma 3.1 in [30]). For any v ∈ V−, p = ̺
′(g)u ∈ P ′ where g ∈M′ and u ∈ U ′, we have
Aψ,Υ# (W (·vη(p)), g) = ν
′(m)
1
2ΥM ′(m)αψ−1(m)
−1ψV−(v)A
ψ,Υ
# (W, gp)
Proof. This is proved in the same argument as the proof of [30, Lemma 3.1]. Indeed, for Φ ∈ S(En) with sufficiently small
support and
∫
En Φ(x) dx = 1, we can show that by (2.4), (2.5), (2.8), (2.9),
Φ′ ∗W (·vp) = ψV−(v)
−1αψ−1(m)ν
′(m)−
1
2ΥM ′(m)
−1W (·vp).
where Φ′ = ωΥ
−1
ψ−1 (vp)Φ. This identity shows that
Aψ,Υ(W (·vη(p)),Φ′, g) = ν′(m)−
1
2ΥM ′(m)
−1αψ−1(m)ψV−(v)
−1Aψ,Υ# (W (·vη(p)), g).
Further, from the definition, we have
Aψ,Υ(W (·vη(p)),Φ′, g) = Aψ,Υ(W,Φ, gp)
and the lemma follows from these two identities. 
As in [30, Lemma 3.2], we record the following result, which is proved as in the proof of [31, Lemma 4.5] (See also [29,
Lemma 5.1]).
Lemma 3.2. For any K0 ∈ CSGR(G), there exists Ω ∈ CSGR(VU ) such that for any W ∈ C(N\G,ψN )
K0 the support of
W (γ·)V− is contained in Vγη(w
′
U ′ )Ωη(w
′
U ′ )
−1.
3.2. Explicit local descent. Define the intertwining operator
M(π, s) =M(s) : Ind
(
WψNM (π), s
)
→ Ind
(
WψNM (π∨),−s
)
by (the analytic continuation of)
M(s)W (g) = ν(g)s
∫
U
Ws(̺(t)wUug) du
where t = diag(1,−1, . . . , 1,−1) is introduced in order to preserve the character ψNM .
wU =
(
12n
−12n
)
.
Then we know thatM(s) is holomorphic at s = 12 when π ∈ IrrgenM is of unitary type by Lapid–Mao [29, Proposition 2.1].
By abuse of notation, we will also denote byM(π, s) the intertwining operator Ind
(
W
ψ−1NM (π), s
)
→ Ind
(
W
ψ−1NM (π∨),−s
)
defined in the same way.
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For simplicity we denote M∗sW := (M(s)W )−s so that
M∗sW =
∫
U
Ws(̺(t)wUu·) du
for Re(s)≫π 1. Set M
∗W :=M∗1
2
W .
Definition 3.1 (explicit local descent). Suppose that π ∈ IrrgenM is of unitary type. The we denote by D
Υ
ψ (π) the space
of Whittaker function on G′ generated by
Aψ,Υ
(
M
(
1
2
)
W,Φ, ·,−
1
2
)
, W ∈ Ind(WψNM (π)),Φ ∈ S(En).
We note that from [29, Proposition 2.1] and the remark below [29, Lemma 5.1], DΥψ (π) is not zero.
3.3. Good representations. Let π ∈ IrrgenM and σ ∈ Irrψ−1
gen,N′
G′ with the Whittaker model Wψ
−1
N′ (σ). For any
W ′ ∈Wψ
−1
N′ (σ) and W ∈ Ind(WψNM (π)), we define
J(W ′,W, s) :=
∫
N ′\G′
W ′(g′)Aψ,Υ# (Ws, g
′) dg′.
By [6, Proposition 3.1], J converges for Re(s) ≫π,σ 1 and admits a meromorphic continuation in s. Moreover, by [6,
Proposition 4.1], for any s ∈ C, we can choose W and W ′ such that J(W ′,W, s) 6= 0.
Definition 3.2. Let π ∈ Irrgen,utM. We say π is good if it satisfies the following three assumptions.
(1) DΥψ (π) and D
Υ−1
ψ−1 (c(π)) are irreducible.
(2) J(W ′,W, s) is holomorphic at s = 12 for any W
′ ∈ DΥ
−1
ψ−1 (c(π)) and W ∈ Ind(W
ψNM (π)).
(3) There exists a non-degenerate G-invariant bilinear form [·, ·]σ on D
Υ
ψ (π)×D
Υ−1
ψ−1 (c(π)) such that
J
(
W ′,W,
1
2
)
=
[
W ′, Aψ,Υ# (M
∗W, ·)
]
σ
Good representations appear as a local component of certain automorphic representations as follows. Let F be a
number field and E a quadratic extension of F . For an irreducible cuspidal automorphic representation π of GLm(AE),
whose central character is trivial on A×F , we say that π is of unitary type if∫
A
×
FGLm(F )\GLm(AF )
ϕ(h) dh 6= 0
for some ϕ ∈ π. We write CuspuniGLm for the set of irreducible cuspidal automoprhic representations of unitary type.
Consider the set UCuspM of isobaric automorphic representations π1⊞ · · ·⊞πk of pairwise inequivalent πi ∈ CuspuniGLni
for 1 ≤ i ≤ k and n1 + · · ·nk = 2n. Then we have the following crucial fact.
Theorem 3.1 (Theorem 5.5 in [29]). If π ∈ UCuspM, then its local component πv are good.
Remark 3.1. In [29, Theorem 5.5], they assume two working assumptions 4.2 and 5.2. The working assumption 5.2 is
proved by Ben-Artzi and Soudry [6] and the working assumption 4.2 is proved by the author [43].
The definition of good representations was introduced and discussed in [29, 5.3]. In particular, if π is good and
σ′ = DΥ
−1
ψ−1 (π), then there exists a constant cπ such that for any W
′
(3.3)
∫ st
N ′
[σ(n)W ′, (W ′)∨]σψN ′(n) dn = cπW
′(e)(W ′)∨(e).
More explicitly, for any W ∈ Ind(WψNM (π)) and W∧ ∈ Ind(W
ψ−1NM (π) we have∫ st
N ′
J(Aψ
−1,Υ−1
# (M
∗W∧, ·n),W,
1
2
)ψN ′(n) dn = cπA
ψ−1,Υ−1
# (M
∗W∧, e)Aψ,Υ# (M
∗W, e).
In the rest of the paper we will prove the following statement:
Theorem 3.2. For any unitarizable π ∈ Irrgen,utM which is good we have cπ = ωπ(τ).
Remark 3.2. As remarked in Introduction, from the definition, we have ωπ(τ) = ωσ(−1).
The following special case for our application to formal degree conjecture.
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Corollary 3.1. Let π be an irreducible representation of GL2n(E) of the form π = τ1 × · · · × τk where τi are mutually
inequivalent irreducible discrete series representations of GLni(E) such that n = n1 + · · ·+ nk and L(s, τi,As) has a pole
at s = 0. Then π is good and σ = DΥ
−1
ψ−1 (c(π)) is discrete series. Moreover,∫ st
N ′
J(W,W ′,
1
2
)ψN ′(n) dn = ωσ(−1)W (e)A
ψ,Υ
# (M
∗W ′, e).
for any W ∈Wψ
−1
N′ (σ) and W ′ ∈ Ind(WψNM (π)).
Proof. By Theorem A.5, we find that σ is discrete series representation. Moreover, by [20, Corollary A.6] (see also proof
of Theorem A.5), we see that π is good. Then our assertion follows from Theorem 3.2. 
3.4. A reduction to tempered case. In this section, we shall reduce Theorem 1.2 to the case of tempered good
representations. For our reduction, we shall need lemma concerning analytic properties of local integrals. In the same
argument as the proof of [31, Lemma 4.6], we can prove the following lemma using Soudry–Tanay [50, Proposition 2.1]
Lemma 3.3. Suppose that π is an irreducible generic admissible representation of M and α ∈ R with α > e(π). Then for
any W ∈ Ind(WψNM (π)) and Φ ∈ S(En), there exists c > 0 such that for any t′ = ̺′(t) ∈ T ′ with t = (t1, . . . , tn) ∈ M
′,
k ∈ K ′ and s ∈ C, we have Aψ,Υ(W,Φ, tk′, s) = 0 unless |ti| ≤ c|ti+1| for i = 1, . . . , n with tn+1 = 1 in which case
|Aψ,Υ(W,Φ, ̺′(t)k′, s)| ≪ δB′(t
′)
1
2 | det(t)|Re(s)+
1
2−α.
Similarly as the proof of [31, Lemma 4.12], the following lemma readily follows from the above lemma.
Lemma 3.4. Suppose that σ ∈ Irrψ−1
N′
,genG
′ is essentially discrete series representation and α = e(π). Then there exists
δ > 0 such that J(W ′,W,Φ, s) is absolutely convergent locally uniformly (hence, holomorphic) for Re(s) ≥ α− δ− 12 where
W ′ ∈ Wψ
−1
N′ (σ), W ∈ Ind(WψNM (π)) and Φ ∈ S(En). Similarly, for any W ∈ Ind(WψNM (π)), W∨ ∈ Ind(W
ψ−1NM (π)),
Φ,Φ∨ ∈ S(En),
J
(
Aψ
−1,Υ−1
(
M
(
1
2
)
c(W∨),Φ∨, ·,−
1
2
)
,W,Φ, s
)
converges absolutely and locally uniformly (and hence, is holomorphic) for Res > 2α− 12 . In particular, if π is unitarizable
then J(W ′,W,Φ, s) is holomorphic at s = 12 for any W
′ ∈ Dψ−1(π), W ∈ Ind(W
ψNM (π)) and Φ ∈ S(En).
When the base field F is real field, we may prove similar results in the same argument as the proof of [29, Lemma 4.11].
For later use, we would like to state them here.
Lemma 3.5. Suppose that π is an irreducible generic admissible representation of M and α ∈ R with α > e(π). Then for
any W ∈ Ind(WψNM (π)) and Φ ∈ S(En), there exists a compact set D ⊂ C and m ≥ 1 we have
|Aψ,Υ(W,Φ, ̺′(t)k′, s)| ≪ δB′(t
′)
1
2 | det(t)|Re(s)+
1
2−α(1 + |tit
−1
i+1|)
−m
for any t′ = ̺′(t) ∈ T ′ with t = (t1, . . . , tn) ∈M
′, k ∈ K ′ and s ∈ D.
Remark 3.3. In the same argument as the proof of [29, Lemma 4.12] with Lemma 3.5, Lemma 3.4 holds over real field.
Let us go back to our situation, namely we suppose that the base field is non-arhchimedean local field. Then our aim
in this section is to prove the following reduction.
Proposition 3.1. Suppose that (1.1) holds for any good π ∈ Irrtemp,utM such that D
Υ−1
ψ−1 (π) is tempered. Then Theorem 3.2
holds.
For a proof, recall the following classification of generic representations of unitary type by Matringe.
Theorem 3.3 (Theorem 5.2 in Matringe [37]). The set Irrgen,utM consists of the irreducible representations of the form
π = c(σ1)× σ
∨
1 × · · · c(σk)× σ
∨
k × δ1 × · · · × δl
where σ1, . . . , σk are essentially square-integrable representations, and δ1, . . . , δl are square-integrable representations of
unitary type (i.e., L(0, τi,As) =∞ for all i). Here, × denotes the parabolic induction of GLm.
We shall prove the reduction following the argument in [29, 3.6].
Proof. Let π ∈ Irrgen,utM be unitarizable and good. Then by Theorem 3.3, we may write
π = c(σ1)[a1]× σ
∨
1 [−a1]× · · · × c(σk)[ak]× σ
∨
k [−ak]× δ1 × · · · × δl
where σi ∈ IrrsqrGLni(E), δi ∈ IrrsqrGLmj (E) and (a1, . . . , ak) ∈ C
k is in the domain
D =
{
(s1, . . . , sk) ∈ C
k : −
1
2
< Resi <
1
2
for all i
}
.
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Here, we write σ[s] for the twist of σ ∈ IrrGLm(E) by | det |
s with s ∈ C. For s = (s1, . . . , sk) ∈ C
k, let us consider the
following representation
π(s) := c(σ1)[s1]× σ
∨
1 [−s1]× · · · × c(σk)[sk]× σ
∨
k [−sk]× δ1 × · · · × δl
which is irreducible for s ∈ D by Zelevinsky [54, Theorem 9.7].
Take a quadratic extension of number fields K/L such that for some finite place v0, Lv0 = F and Kv0 = E. Let
ρ ∈ Irrsqr,genUm be the representation corresponding to δ1×· · ·× δl under the correspondence established in Theorem A.4
with m = m1 + · · ·+ml. Then we put
σ(s) := c(σ1)[s1]× σ
∨
1 [−s1]× · · · × c(σk)[sk]× σ
∨
k [−sk]⋊ ρ
By Konno [27, Corollary 4.3], for a dense open subset of s ∈ iRk, σ(s) ∈ IrrtempU2n. Further, by [20, Corollary A.8],
for a dense open subset of s ∈ iRk, σ(s) is a local component of an irreducible cuspidal automorphic representation of
U2n(AL). From our proof of Theorem A.4, we find that its base change lift to GL2n(AK) by Kim–Krishnamurthy [25]
gives a globalization of π(s), and DΥ
−1
ψ (π(s)) = σ(s). In particular, by [29, Theorem 5.5], π(s) is good for such s. Further,
it is tempered since s ∈ iRk. We note that ωπ(s)(τ) = ωτ1(τ) · · ·ωτl(τ) = ωπ(τ). Hence, from our assumption, for s ∈ iR
k
given in the above discussion, we have
(3.4) cπ(s) = ωπ(s)(τ) = ωπ(τ)
On the other hand, in the same argument as [33, 3.6], Lemma imply that both sides of are holomorphic functions of
s ∈ D. This shows that cπ(s) is a meromorphic function on s ∈ D, and thus cπ(s) is a constant function of s by (3.4). In
particular, we have
cπ = ωπ(τ).

In the reminder of the paper we will prove Theorem 3.2, i.e., the Main Identity
(MI)
∫ st
N ′
(
∫
N ′\G′
Aψ,Υ# (Ws, g)A
ψ−1,Υ−1
# (M
∗W∧, gu) dg)ψN ′(u) du|s= 12 = ωπ(τ)A
ψ−1,Υ−1
# (M
∗W∧, e)Aψ,Υ# (M
∗W, e)
under the assumptions that π ∈ Irrtemp,utM is good and σ := D
Υ−1
ψ−1 (c(π)) is tempered.
4. A bilinear form
Following [29], we shall study the main identity. A key ingredient of this section is the stability of the integral defining
a Bessel functions, which is given in Appendix B. Indeed, we apply Theorem B.2 to the function Aψ,Υ# (W, g) (See also
Remark B.1).
Proposition 4.1. Let K0 ∈ CSGR(G). Then the integral
Y ψ,Υ(W, t) :=
∫ st
N ′
Aψ,Υ# (W,w
′
U ′w
M ′
0 tn)ψN ′(n)
−1 dn, t ∈ T ′
stabilizes uniformly for W ∈ C(N\G,ψN )
K0 and locally uniformly in t ∈ T ′. In particular, Y ψ,Υ(Ws, t) is entire in
s ∈ C and if π ∈ IrrgenM and W ∈ Ind(W
ψNM (π)) then Y ψ,Υ(M∗sW, t) is meromorphic in s. Both Y
ψ,Υ(Ws, t) and
Y ψ,Υ(M∗sW, t) are locally constant in t, uniformly in s ∈ C.
Finally, if we assume that π ∈ Irrmeta,genM and that π◦ = D
Υ−1
ψ−1 (π) is irreducible then for any W
∧ ∈ Ind(W
ψ−1NM (π))
we have
Y ψ
−1,Υ−1(M∗W∧, t) = B
ψ−1N◦
π◦ (w
′
U ′w
M ′
0 t)A
ψ−1,Υ−1
# (M
∗W∧, e)
We use Theorem B.2 in another way as follows, which is proved in the same argument as [30, Lemma 5.4].
Lemma 4.1. Let W ′ ∈ Csm(N ′\G′, ψN ′) and (W
′)∧ ∈ Csm(N ′\G′, ψ−1N ′ ). Assume that the function (t, n) ∈ T
′ ×N ′ 7→
W ′(w′0tn) is compactly supported. (In particular, W
′ ∈ Csmc (N
′\G′, ψN ′).) Then the iterated integral∫ st
N ′
(
∫
N ′\G′
W ′(g)(W ′)∧(gu) dg)ψN ′(u) du
is well-defined and is equal to∫
T ′
(∫
N ′
δB′(t)W
′(w′U ′w
M ′
0 tn)ψN ′(n
−1) dn
)(∫ st
N ′
(W ′)∧(w′U ′w
M ′
0 tu)ψN ′(u) du
)
dt.
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4.1. In order to apply Lemma 4.1 for Aψ,Υ# (Ws, ·) we make a special choice of W . Consider the P -invariant subspace
Ind(WψNM (π))◦ of Ind(WψNM (π)) consisting of functions supported in the big cell PwUP = PwUU . Any element of
Ind(WψNM (π))◦ is a linear combination of functions of the form
(4.1) W (u′mwUu)δP (m)
1
2WM (m)φ(u),m ∈M,u, u′ ∈ U
with WM ∈WψNM (π) and φ ∈ C∞c (U). Let ηM be the embedding ηM(g) =
( g
In
)
of M′ into M. Also let ηM = ̺ ◦ ηM so
that ηM (g) =
( g
I2n
g∗
)
Definition 4.1. Let Ind(WψNM (π))◦# be the linear subspace of Ind(W
ψNM (π)) generated by W s as in (4.1) that satisfy
the additional property that the function (t, n) 7→WM (ηM (tw
M′
0 n)) is compactly supported on T
′
M′ ×N
′
M′ , or equivalently,
that the function WM ◦ ηM on M
′ is supported in the big cell B′M′w
M′
0 N
′
M′ and its support is compact module N
′
M′ .
Note that this space is non-zero by the proof of [30, Lemma 6.13].Further, this space is invariant under η(T ′)⋉N .
Lemma 4.2. For any W ∈ Ind(WψNM (π))◦#, the function A
ψ,Υ
# (Ws, w
′
U ′w
M ′
0 tn) is compactly supported in t ∈ T
′ and
n ∈ N ′ uniformly in s ∈ C.
Proof. A proof is identical to the proof of [30, Lemma 5.6]. 
4.2. For W ∈ Ind(WψNM (π))◦# and W
∨ ∈ Ind(W
ψ−1NM (π∨)), we define
B(W,W∨, s) :=
∫ st
N ′
∫
N ′\G′
Aψ,Υ# (Ws, g)A
ψ−1,Υ−1
# (W
∨
−s, gu)ψN ′(u) du.
By Lemma 4.2, we may apply the argument in the proof of [30, Lemma 5.4]. Then we have∫
T ′
∫
N ′
∫
Ω
δB′(t)A
ψ,Υ
# (Ws, w
′
U ′w
M ′
0 tn)A
ψ−1,Υ−1
# (W
∨
−s, w
′
U ′w
M ′
0 tnu)ψN ′(u) du dn dt
for any sufficiently large Ω ∈ CSGR(N ′). This implies that B(W,W∨, s) is an entire function of s and from Proposition 4.1,
we have
(4.2) B(W,W∨, s) =
∫
T ′
Y ψ,Υ(Ws, t)Y
ψ−1,Υ−1(W∨−s, t)δB′(t) dt
for any W ∈ Ind(WψNM (π))◦# and W
∨ ∈ Ind(W
ψ−1NM (π)).
Assume that π ∈ Irrgen,utM and σ = D
Υ−1
ψ−1 (c(π)) is irreducible. Then forW ∈ Ind(W
ψNM (π))◦# andW
∨ ∈ Ind(W
ψ−1NM (π)),
(4.3) the left-hand side of the Main Identity (MI) is B
(
W,M
(
1
2
)
W∨,
1
2
)
5. Further analysis
Fix an element ε1 of the form ℓM (X) where X ∈ Matn×n and the last row of X is −ξn. Then we can check that
ψV−(ε
−1
1 vε1) = ψV−(v)ψ(vn,2n+1).
For any W ∈ Csm(N\G,ψN ), define
(5.1) Aψe (W ) :=
∫
Vγ\V−
W (γvε1)ψV−(ε
−1
1 vε1)
−1 dv.
Lemma 5.1. For any W ∈ Csm(N\G,ψN), the integrand in is compactly supported on Vγ\V and we have A
ψ,Υ
# (W, e) =
Aψe (W ).
Proof. The proof is identical to the proof of [30, Lemma 6.1] because of Lemma 3.2 and (2.3)–(2.5) 
Remark 5.1. The definition of Aψ,Υ# (W, ·) depends on the choice of Υ, and so does its invariance by Lemma 3.1. In
this lemma, we evaluate Aψ,Υ# (W, ·) only at e, and we see that this value is independent of the choice of Υ. Further, from
Lemma 3.1, W 7→ Aψ,Υ# (W, ·) is (N
#,ψ
N# ) equivariant, and the same is for Aψe (W ) by this lemma (We may check this
condition by a direct computation).
We now explicate Aψ,Υ# (Ws, ·) on the big cell N
′w′U ′P
′. By Lemma 3.1 it is enough to consider the element w′U ′ .
Lemma 5.2. Let π ∈ IrrgenM . Then for Res≫π 1 and W ∈ Ind(W
ψNM (π)) we have
(5.2) Aψ,Υ# (Ws, w
′
U ′) = αψ−1(w
′
U ′ )
∫
VU
Ws(wUv)ψU (v)
−1 dv = αψ−1(w
′
U ′ )
∫
V #M \V−
Ws(wUv)ψV−(v)
−1 dv.
11
Proof. A proof is identical to the proof of [30, Lemma 6.3]. 
5.1. We can now explicate Y ψ,Υ(Ws, t) for Res≫ 1.
Lemma 5.3. Let π ∈ IrrgenM . For Res≫π 1 and any W ∈ Ind(W
ψNM (π)), t ∈ T ′ we have the identity
(5.3) Y ψ,Υ(Ws, t) = ν
′(t)n−
1
2ΥM ′(t)
−1αψ−1(w
′
U ′ )αψ−1(w
M ′
0 t)
∫
V #M \N
#
Ws(wUη(w
M ′
0 t)v)ψN#(v)
−1 dv
where the right-hand side is absolutely convergent.
We first need the following convergence result.
Lemma 5.4 (cf. Lemma 6.8). Let π ∈ IrrgenM . Then for Re s≫π 1 we have∫
Nt
M
∩P
∫
U
|Ws(̺(n)wUug)| du dn <∞
and ∫
Nt
M
∩P∗
∫
U
|Ws(̺(n)wUug)| du dn <∞
for any W ∈ Ind(WψNM (π)), g ∈ G.
Proof. The proof of this lemma is identical to the proof of [30, Lemma 6.8]. 
5.2. We now go back to the bilinear form B. The following lemma is proved in the same argument as the proof of [30,
Lemma 6.10].
Lemma 5.5. For W ∈ Ind(WψNM (π))◦# the integrand on the right-hand side of (5.3) is compactly supported in t, v
uniformly in s (i. e. the support in (t, v) is contained in a compact set which is independent of s). In particular, the
identity (5.3) holds for all s ∈ C.
Lemma 5.6 (cf. Lemma 6.11). Let π ∈ IrrgenM . Then for −Re s≫ 1 we have
B(W,W∨, s) =
∫
U
∫
V #M \N
#
∫
N
M′
\M′
Ws(ηM (g)wUv)W
∨
−s(ηM (g)wUu)δP (ηM (g))
−1| det g|1−nψN#(v)
−1ψU (u) dg dv du
for any W ∈ Ind(WψNM (π))◦#, W
∨ ∈ Ind(W
ψ−1NM (π∨)) with the integral being absolutely convergent.
Proof. This is proved in a similar argument as the proof of [30, Lemma 6.11] except for some minor differences. For the
sake of completeness, we shall repeat their argument in our setting.
Suppose that −Re s≫ 1. Then by (4.2), Lemma 5.3 and 5.5 and the fact
δB′(t) = δB′
M′
(t)ν′(t)n, t ∈ T ′.
B(W,W∨, s) is equal to∫
T ′
M′
∫
η(N ′
M′
)⋉U
∫
η(N ′
M′
)⋉U
Ws(ηM ((w
M′
0 t)
∗)wUv1)W−s(ηM ((w
M′
0 t)
∗)wUv2)| det t|
3n−1δB′
M′
(t)ψN#(v1)
−1ψN#(v2) dv1 dv2 dt
where the integral is absolutely convergent. By the change of variable, B(W,W∨, s) is equal to∫
T ′
M′
∫
N ′
M′
∫
U
∫
η(N ′
M′
)⋉U
Ws(ηM ((w
M′
0 tn)
∗)wUuv1)W−s(ηM ((w
M′
0 tn)
∗)wUu)| det t|
3n−1δB′
M′
(t)ψN#(v1)
−1 dv1 du dn dt.
Finally, by the Bruhat decomposition and the fact
δP (ηM (g)) = | det g|
2n, for any g ∈ M′
the lemma readily follows. 
Define when convergent
{W,W∨} :=
∫
N ′
M′
\M′
W (ηM (g))W
∨(ηM (g))δP (ηM (g))
−1| det g|1−n dg,
which converges for any (W,W∨) ∈ Ind(WψNM (π)) × Ind(W
ψ−1NM (π∨)) when π is unitarizable by [32, Lemma 1.2]. Then
we get for any W ∈ Ind(WψNM (π))◦#, W
∨ ∈ Ind(W
ψ−1NM (π∨)) and when −Re s≫ 1
(5.4) B(W,W∨, s) =
∫
U
∫
V #M \N
#
{Ws(·wUv),W
∨
−s(·wUu)}ψN#(v)
−1ψU (v) dv du.
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5.3. In the same argument as the proof of [30, Lemma 6.13] using Theorem B.3, Proposition 4.1 and Lemma 5.5 instead
of [30, Theorem A.1, Corollary 5.3, Lemma 6.10], we may prove the following lemma.
Lemma 5.7. Assume that π ∈ Irrgen,utM and σ = D
Υ−1
ψ−1 (π) is irreducible and tempered. Then the bilinear form
B(W,M(12 )W
∧, 12 ) does not identically zero on W ∈ Ind(W
ψNM (π))◦# × Ind(W
ψ−1NM (c(π)))
By (4.3), Lemma 5.1 and Lemma 5.7, we conclude
Corollary 5.1. Suppose that π ∈ Irrut,tempM is good and σ = D
Υ−1
ψ−1 (π) is tempered. Then
B
(
W,M(
1
2
)W∧,
1
2
)
= cπA
ψ
e (M
∗W )Aψ
−1
e (M
∗W∧)
for allW ∈ Ind(WψNM (π))◦# andW
∨ ∈ Ind(W
ψ−1NM (c(π))) Moreover, the linear form Aψe (M
∗W ) does not vanish identically
on Ind(WψNM (π))◦#.
In other words, because of Proposition 3.1, Theorem 3.2 is reduced to the following statement.
Proposition 5.1. Assume that π ∈ Irrut,tempM is good and σ = D
Υ−1
ψ−1 (π) is tempered. Then for anyW ∈ Ind(W
ψNM (π))◦#
and W∧ ∈ Ind(W
ψ−1NM (c(π))) we have
(5.5) B
(
W,M(
1
2
)W∧,
1
2
)
= ωπ(τ)A
ψ
e (M
∗W )Aψ
−1
e (M
∗W∧).
6. Application of functional equations
We define B(W,W∨, s) to be the right hand side of (5.4) whenever the integral defining {·, ·} and the double integrals
over V #M \N
# and U are absolutely convergent. Clearly for g ∈ M′, with | det g| = 1
{W (·ηM (g)),W ∨ (·ηM (g))} = {W,W∨}.
Then as in [30, (7.1)], B(W,W∨, s) is equal to
(6.1)
∫
N ′
M′
∫
U
∫
U
{Ws(·ηM (n)wUv),W
∨
−s(·wUu)}ψU (v)
−1ψU (u)ψN ′
M′
(n) dv du dn dv du dn
=
∫
N ′
M′
∫
U
∫
U
{Ws(·wUv),W
∨
−s(·ηM (n)wUu)}ψU (v)
−1ψU (u)ψN ′
M′
(n)−1 dv du dn dv du dn
=
∫
V #M \N
#
∫
U
{Ws(·wUv1),W
∨
−s(·wUv2)}ψU (v1)
−1ψN#(v2) dv1 dv2.
By (5.4), for any π ∈ IrrgenM , W ∈ Ind(W
ψNM (π))◦#, W
∨ ∈ Ind(W
ψ−1NM (c(π))) and −Re s≫ 1 we have
B(W,W∨, s) = B(W,W∨, s).
The following proposition is proved in a similar way as the argument in [32, Appendix B], practically word for word.
Hence, we omit its proof.
Proposition 6.1. Let π ∈ IrrtempM . Then
(1) For Re s≫ 1, B(W,W∨, s) is well-defined for any W ∈ Ind(WψNM (π)) W∨ ∈ Ind(W
ψ−1NM (π∨))◦
(2) For −Re s≫ 1, B(W,W∨, s) is well-defined for any W ∈ Ind(WψNM (π))◦ W∨ ∈ Ind(W
ψ−1NM (π∨))
(3) For −Re s≫ 1, we have
B(W,M(s)W∧, s) = B(M(s)W,W∧,−s)
for any W ∈ Ind(WψNM (π))◦ W∧ ∈ Ind(W
ψ−1NM (π))◦.
Recall the definition of the space W∨ ∈ Ind(W
ψ−1NM (π))◦ in Section 4.1.
Combined with the above we get
Corollary 6.1. For −Re s≫ 1 we have
B(W,M(s)W∧, s) = B(M(s)W,W∧,−s)
for any W ∈ Ind(WψNM (π))◦# W
∧ ∈ Ind(W
ψ−1NM (π))◦.
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6.1. Put ε2 = ℓM(e1,1+J) where e1,1 is the matrix in Matn with 1 in the upper left corner and zero elsewhere ε3 = w
′
2n,nε2
and ε4 an arbitrary element of NM. As in [44, Section 9], define
∆(t) := |t1|
−nδ
1
2
B(̺(t)), t = diag(t1, . . . , t2n) ∈ TM.
In particular, when t ∈ η∨M(t
′) with t′ ∈ T ′M′ , we have ∆(t) = δ
1
2
B′(̺
′(t′)).
Let T ′′ = η∨M(T
′
M′)× ZM. For any W ∈ C
sm(N\G,ψN ) and t ∈ T
′′, define
Eψ(W, t) := ∆(t)−1
∫
ηM (N ′
M′
)\N#
W (̺(tε4ε3)wUv)ψN#(v)
−1 dv(6.2)
= ∆(t)−1ψNM(tε4t
−1)
∫
ηM (N ′
M′
)\N#
W (̺(tε3)wUv)ψN#(v)
−1 dv
Definition 6.1. Recall the definition of a certain subspace of W
ψ−1NM (π) in [30, Definition 7.5]. Let W
ψ−1NM (π)♮ be the
subspace of W
ψ−1NM (π) consisting of W such that
W (·ε3)|P∗ ∈ C
∞
c (NM\P
∗, ψ−1NM) and W (·ε3)|η∨M(T ′M′ )⋉R¯
∈ C∞c (η
∨
M(T
′
M′)⋉ R¯).
As remarked in [30, p.33], this space is non-zero, and thus the following space is also non-zero.
Definition 6.2. Let Ind(W
ψ−1NM (π))◦♮ be the linear subspace of Ind(W
ψ−1NM (π))◦ spanned by the functions which vanish
outside PwUN and on the big cell are given by
W (u′mwUu) = δ
1
2
P (m)W
M (m)φ(u), m ∈M,u, u′ ∈ U
with φ ∈ C∞c (U) and W
M ◦ ̺ ∈W
ψ−1NM (π)♮.
In the same argument as the proof of [30, Lemma 7.9], the following lemma is proved.
Lemma 6.1. Let π ∈ IrrgenM . For Re s≫ 1 the integral (7.1) defining E
ψ(Ws, t) converges for any W ∈ Ind(W
ψNM (π))
and t ∈ S uniformly for (s, t) in a compact set. Hence, Eψ(Ws, t) is holomorphic for Re s ≫ 1 and continuous in
t. If W∧ ∈ Ind(W
ψ−1NM (π))◦ then Eψ
−1
(W∧s , t) is entire in s and locally constant in t, uniformly in s. If moreover
W∧ ∈ Ind(W
ψ−1NM (π))◦♮ then E
ψ−1(W∧s , t) is compactly supported in t ∈ S, uniformly in s.
Proposition 6.2. Let π ∈ IrrtempM . Then for Re s≫ 1 we have
(6.3) B(W,W∨, s) =
∫
η∨
M
(T ′
M′
)
Eψ(Ws, t)E
ψ−1(W∨−s, t)
dt
| det t|
for anyW ∈ Ind(WψNM (π)) W∨ ∈ Ind(W
ψ−1NM (π))◦♮ where the integrand on the right-hand side is continuous and compactly
supported.
Proof. This is proved in the same argument as the proof of [30, Proposition 7.10] using (6.1) and Lemma 6.1 instead of
(7.1) and Lemma 7.9 in [30], respectively. 
Combining Proposition 6.2 with Corollary 6.1 we get
Proposition 6.3. Let π ∈ IrrtempM . Then for −Re s ≫ 1 and anyW ∈ Ind(W
ψNM (π))◦# W
∨ ∈ Ind(W
ψ−1NM (π))◦♮ , we
have
B(W,M(s)W∨, s) =
∫
S
Eψ(M∗sW, t)E
ψ−1(W∨s , t)
dt
| det t|
where the integrand is continuous and compactly supported. Here, for the simplicity, we denote S = η∨M(T
′
M′).
7. Proof of Proposition 5.1
7.1. Let d = diag(1,−1, . . . , (−1)n−1) ∈ Matn. We now fix
ε4 = ℓM(−
1
2
dwM
′
0 ) ∈ NM.
This element is denoted by ε′ in the beginning of [44, Section 8] with the parameter a = − 12 in the notation of that paper.
We also fix ε2 = ℓM(d) (and correspondingly ε3 = w
′
2n,nε2). Then we have
ψU¯ (v¯) = ψU ((̺(ε4ε3)wU )
−1v¯̺(ε4ε3)wU )
−1 = ψ(v¯2n+1,1), v¯ ∈ U¯ .
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We note that in [44, 4.1], the character ψU¯ is denoted by ψU¯,F . As in [30, 8.1], we may rewrite (for Re s≫ 1)
(7.1) Eψ(Ws, t) = ∆(t)
−1
∫
η∨
M
(N ′
M′
)\N♭
M
∫
U¯
Ws(̺(t)v¯̺(ε4ε3r)wU )ψU¯ (v¯)ψN♭
M
(r)−1 dv¯ dr
= ∆(t)−1
∫
R¯
∫
U¯
Ws(̺(t)v¯̺(ε4rε3)wU )ψU¯ (v¯)ψR¯(r) dv¯ dr
Here, recall N ♭M = (N
#
M )
∗ and ψN♭
M
(m) = ψN#
M
(m∗), and define ψR¯(r) = ψN♭
M
(ε−13 rε3)
−1, and
R¯ = ε3(ηM(N
′
M′)⋉ ℓM(J))ε
−1
3 = w
′
2n,n(ηM(N
′
M′)⋉ ℓM(J))w
′−1
2n,n =
{(
In
x tn
)
: x ∈ J, n ∈ N ′M′
}
⊂ tNM ∩ P
∗.
We now quote the following pertinent result from [44]. Let
Ti :=
{
diag(1i−1, z, 12n−i) : z ∈ E
×
}
Then we have S =
∏n
i=1 Ti. For any f ∈ C
∞
c (S) and g ∈ C(S), we write f ∗ g(·) =
∫
S
f(t)g(·t) dt.
Theorem 7.1. Let Ki be a compact open subgroup of E
× and fKi be the characteristic function of Ki. Regard fKi as a
function on Ti, and put f = fK1 ⊗ · · · ⊗ fKn ∈ ⊗iC
∞
c (Ti) = C
∞
c (S).
For any W ∈ Csm(N\G,ψN) which is left invariant under a compact open subgroup of ZM , the function f ∗E
ψ(Ws, t)
extends to an entire function in s which is locally constant in t, uniformly in s. Moreover, if π ∈ Irrut,tempM then
f ∗ Eψ(Ws, t)|s= 12 =

ωπ(τ)
nAψe (M
∗W )
∫
SF
f(t′) dt′ if ti ∈ F
×Ki
0 otherwise
for t = diag(1, . . . 1, t1, . . . , tn). Here, SF = S ∩GL4n(F ).
Let us explain that this theorem follows from result in [44]. As in [44, 4.1], let Z be the unipotent subgroup of M given
by
Z = {m ∈M : mi,i = 1 ∀i,mi,j = 0 if either (j > i and i+ j > 2n) or (i > j and i+ j ≤ 2n+ 1)}
and let ψZ,F be its character
ψZ,F (m) = ψ(m1,2 + · · ·+mn−1,n −mn+2 − · · · −m2n,2n−1).
The group ̺(Z) stabilizes the character ψU¯ . Let E = ̺(Z)⋉ U¯ . Also. let Z
+ = Z ∩NM, V∆ = Z ∩
tNM and
NM,∆ = {
tℓM(X) :
tX ∈ J,Xi,j = 0 if i+ j > n+ 1}.
We have Z = Z+ · V∆ and R¯ = V∆ ·NM,∆.
The character ψR¯ is given by ψR¯(vn) = ψV∆,F (v), v ∈ V∆, n ∈ NM,∆ where ψv∆,F (v) is defined in [44, 4.1]. Then the
expression in [44, (10.6)] evaluated at ̺(ε3)wU is (f∆)∗E
ψ(Ws, t), and its analytic continuation is given by the expression
in [44, (10.5)] which amounts to a finite sum.
Meanwhile, from the definition of Aψe in (5.1) we have
Aψe (W ) =
∫
̺(V ∗
M
)\γV−γ−1
W (vγε1)ψV−((γε1)vγε1)
−1 dv.
We can integrate over the group U¯¬ in [44, (10.2)], consisting of elements u¯ ∈ U¯ such that u¯2n+i,j = whenever i ≥ n and
j ≤ n. Then the character u¯ 7→ ψV−((γε1)
−1u¯γε1) on U¯
¬ is the character denoted by ψˆU¯∆ in the definition of T
′ in [44,
10.2]. Thus, Aψe (W ) is T
′(W )(γε1) in the notation of [44, 10.2]. The second part amounts to the first statement of [44,
Corollary 10.8] upon taking
ε1 = (wˆγ)
−1̺(ε3)wU = ℓM ((−1)
nd)
where
wˆ := η(w′U ′ )̺(w
′
2n,n) =

In
wn
−wn
In

is as in [44, 4.1]. This theorem is crucial step, which is a unitary analogue of [30, Theorem 8.1] and proved in [34].
As in [34], the main input is that the Langlands quotient of Ind(WψNM (π), 12 ) admits a realization in C
sm(H\G) where
H = G2n ∩GL4n(F ) = Sp4n(F ). We refer to [44] for more details.
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Corollary 7.1. Suppose that π ∈ Irrut,tempM. Then for any W ∈ Ind(W
ψNM (π))◦#, W
∧ ∈ Ind(W
ψ−1NM (π))◦♮ we have
(7.2) B(W,M(
1
2
)W∧,
1
2
) = ωπ(τ)
nAψe (M
∗W )
∫
SF
Eψ
−1
(W∧1
2
, t)
dt
| det t|
where recall SF = S ∩GL4n(F ).
Proof. By Lemma 6.1, for any W∧ ∈ Ind(W
ψ−1NM (π))◦♮ there exist Ki ∈ CSGR(E
×) (1 ≤ i ≤ n) such that Eψ
−1
(W∧s , ·) ∈
C(S)K0 for all s and Eψ
−1
(W∧s , ·) is compactly supported on S uniformly in s. Here, we regardKi as a subgroup of S and
we put K0 =
∏n
i=1Ki. Suppose f := fK1 ⊗ · · · fKn ∈ C
∞
c (S) and let f
∨(t) := f(t−1). By Proposition 6.3 for −Re s ≫ 1
and W ∈ Ind(WψNM (π))◦# we have
(7.3) B(W,M(s)W∧, s)
∫
S
f(t) dt =
∫
S
Eψ(M∗sW, t)f
∨ ∗ Eψ
−1
(W∧s , t)
dt
| det t|
=
∫
S
f ∗ Eψ(M∗sW, t)E
ψ−1(W∧s , t)
dt
| det t|
.
Since B(W,W∧, s) is entire function of s for W ∈ Ind(WψNM (π))◦#, W
∨ ∈ Ind(W
ψ−1NM (π)), the first part of Theorem 7.1
implies that both sides of (7.3) are meromorphic functions and the identity holds whenever M(s) is holomorphic. Then
by [29, Proposition 2.1], we may specialize s = 12 . Using the second part of Theorem 7.1, we find that the right-hand side
of (7.3) is equal to
ωπ(τ)
nAψe (M
∗W )
(∫
SF
f(t) dt
)
·
∫
S∩K′0
Eψ
−1
(W∧1
2
, t)
dt
| det t|
= ωπ(τ)
nAψe (M
∗W )
(∫
SF
f(t) dt
)
·
(∫
K0∩GL4n(F )\K0
dt
)∫
SF
Eψ
−1
(W∧1
2
, t)
dt
| det t|
where K ′0 =
∏n
i=1(F
×Ki). The required formula readily follows since(∫
SF
f(t) dt
)
·
(∫
K0∩GL4n(F )\K0
dt
)
=
∫
S
f(t) dt.

7.2. It remains to compute the integral on the right-hand side of (7.2). Again this is essentially done in [44] and it relies
heavily on the fact that π ∈ IrrutM.
Let
WψNM (π)♮♮ = {W ∈W
ψNM (π) :W |P∗ ∈ C
∞
c (NM\P
∗, ψNM) and W |η∨M(T ′M′ )⋉Z
∈ C∞c (Z
+\η∨M(T
′
M′)⋉ Z, ψZ).
Theorem 7.2. Let π ∈ Irrut,tempM. Then
(1) (see [46, Corollary 4.1] and [44, Lemma 3.5].) The integral
PHM(W ) :=
∫
(HM∩NM)\HM∩P
W (τ∗p) dp
converges and defines a non-zero HM-invariant functional on W
ψNM (π). Here, we define HM = GL2n(F ) and
τ∗ = diag(τ, 1, τ, 1, . . . , τ, 1) ∈ M.
(2) ([44, Corollary 10.4]) Put
x(n) =

n if n is even,
0 if n is odd,
which is b′′(n) in the notation of [44]. Then for any W ∈WψNM (π)♮♮ we have∫
Z+\Z
∫
SF
∆(t)−1| det t|n−
1
2W (tr)ψZ,F (r)
−1 dt dr = ωπ(τ)
n|τ |x(n)
∫
Z∩HM\Z
PHM(π(nτ◦)W )ψZ(n)
−1 dn.
where τ◦ ∈M is defined by ̺(τ◦) = wˆ̺(τ
∗)−1wˆ−1 and we define ψZ(m) = ψZ,F (τ
−1
◦ mτ◦).
(3) ([44, Lemma 4.2]) The integral
LW (g) :=
∫
(P∩H)\H
∫
(HM∩NM)\HM∩P
W (̺(τ∗p)hg)| det p|−(n+
1
2 ) dp =
∫
H∩U¯
PHM((δ
− 12
P I(
1
2
, u¯g)W ) ◦ ̺)du¯
converges for any W ∈ Ind(WψNM (π), 12 ) and defines an intertwining map
Ind(WψNM (π),
1
2
)→ Csm(H\G).
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(4) (second statement of [44, Corollary 10.8]) Put
y(n) =

n if n is even,
n− 12 if n is odd,
which is a(n) + n2 in the notation of [44]. Then we have
(7.4) Aψe (M
∗W ) = ωπ(τ)|τ |
y(n)(
∫
NM,∆
∫
H∩E\E
LW (v̺(τ◦ε4uε3)wU )ψ
−1
E
(v) dv) du
where we define
ψE(̺(m)u¯) = ψZ,F (τ
−1
◦ mτ◦)ψ
−1
U¯
(τ−1◦ u¯τ◦) = ψZ(m)ψ
−1
U¯
(τ−1◦ u¯τ◦).
Corollary 7.2. Let π ∈ Irrut,tempM. Then for any W ∈ Ind(W
ψNM (π))◦♮ we have
(7.5)
∫
SF
Eψ(W 1
2
, t)
dt
| det t|
= ωπ(τ)
n+1Aψe (M
∗W ).
Proof. We may assume without loss of generality that
(7.6) W 1
2
(u′̺(m)wUu) =W
M(m)| detm|
1
2 δP (̺(m))
1
2φ(u), m ∈M, u, u′ ∈ U
with WM ∈WψNM (π)♮ and φ ∈ C
∞
c (U). We evaluate the left-hand side I of (7.5) using the last expression in (7.1) (where
we recall that the integrand is compactly supported by Lemma 6.1). Thus,
I = I ′
∫
U
φ(u)ψ−1U (v) dv
where
I ′ =
∫
SF
∫
R¯
∆(t)−1| det t|n−
1
2WM(tε4rε3)ψR¯(r) dr dt.
The integrand in I ′ is compactly supported because WM ∈WψNM (π)♮. Note for r ∈ V∆ = Z ∩ R¯, ψR¯(r)
−1 = ψZ,F (r). We
write
I ′ =
∫
NM,∆
(
∫
V∆
∫
SF
∆(t)−1| det t|n−
1
2WM(tε4ruε3)ψZ,F (r)
−1 dt dr) du
=
∫
NM,∆
(
∫
Z+\Z
∫
SF
∆(t)−1| det t|n−
1
2WM(tε4ruε3)ψZ,F (r)
−1 dt dr) du
=
∫
NM,∆
(
∫
Z+\Z
∫
SF
∆(t)−1| det t|n−
1
2WM(trε4uε3)ψZ,F (r)
−1 dt dr) du
since ε4 stabilizes ψZ,F . For the double integral in the brackets we apply part 2 of the theorem above to π(ε4uε3)W
M
(which is applicable since WM ∈WψNM (π)♮). We get
I ′ = ωπ(τ)
n|τ |x(n)
∫
NM,∆
(
∫
Z∩HM\Z
PHM(π(nτ◦ε4uε3)W
M)ψZ(n)
−1 dn) du
Thus,
I = ωπ(τ)
n|τ |x(n)
∫
NM,∆
(
∫
Z∩HM\Z
∫
U
PHM(π(nτ◦ε4uε3)W
M)ψZ(n)
−1φ(v)ψU (v)
−1 dv dn) du
From (7.6),
(δ
− 12
P I(
1
2
, ̺(m)wUv)W ) ◦ ̺ = φ(v)δ
1
2
P (̺(m))| detm|
1
2 π(m)WM
for any v ∈ U and m ∈M. Thus, I equals
ωπ(τ)
n|τ |x(n)δ
− 12
P (̺(τ◦))| det τ◦|
− 12
∫
NM,∆
(
∫
Z∩HM\Z
∫
U
PHM(δ
− 12
P I(π, ̺(nτ◦ε4uε3)wUv)W )ψZ (n)
−1ψU (v)
−1 dv dn) du
Since ε−13 NM,∆ε3 ⊂ N
♭
M, the group ̺(ε
−1
3 NM,∆ε3) stabilizes the character ψU (w
−1
U ·wU ) on U¯ . Making a change of variable
v 7→ (̺(nτ◦ε4uε3)wU )
−1v¯̺(nτ◦ε4uε3)wU
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on U we obtain
I = ωπ(τ)
n|τ |x(n)δ
1
2
P (̺(τ◦))| det τ◦|
− 12
∫
NM,∆
(
∫
̺(Z∩HM)\E
PHM(δ
− 12
P I(π, v̺(τ◦ε4uε3)wU )W )ψE(n)
−1 dv du
= ωπ(τ)
n|τ |x(n)δ
1
2
P (̺(τ◦))| det τ◦|
− 12
∫
NM,∆
(
∫
E∩H)\E
∫
H∩U¯
PHM(δ
− 12
P I(π, xv̺(τ◦ε4uε3)wU )W )ψE(n)
−1 dx dv du
From part 3 of the theorem, we get
I = ωπ(τ)
n|τ |x(n)δ
1
2
P (̺(τ◦))| det τ◦|
− 12
∫
NM,∆
(
∫
E∩H)\E
LW (v̺(τ◦ε4uε3)wU )ψE(n)
−1 dx dv du.
From the last part of the theorem, this is equal to
ωπ(τ)
n+1|τ |x(n)−y(n)δ
1
2
P (̺(τ◦))| det τ◦|
− 12Aψe (M
∗W ) = ωπ(τ)
n+1Aψe (M
∗W ),
where we used the fact |τ |x(n)−y(n)δ
1
2
P (̺(τ◦))| det τ◦|
− 12 = 1 (see [44, Remark 10.1]). 
Let us complete a proof of Proposition 5.1. From Corollaries 7.1 and 7.2, we find that (5.5) holds for any W ∈
Ind(WψNM (π))◦# and W
∧ ∈ Ind(WψNM (π))◦♮ , namely
B
(
W,M(
1
2
)W∧,
1
2
)
= ωπ(τ)A
ψ
e (M
∗W )Aψ
−1
e (M
∗W∧).
On the other hand, as in [30, Section 8C], in a similar argument of the proof of [30, Lemma 6.13] with (7.1), we see that
the linear map Ind(WψNM (π))◦♮ → C
∞
c (T
′
M′) given by W
∧ 7→ Eψ(W∧1
2
, ·) is onto. Therefore by Corollary 7.2, the linear
form Aψ
−1
e (M
∗W∧) does not vanish on Ind(WψNM (π))◦♮ . From Corollary 5.1, we conclude that (5.5) holds for all W
∧,
which complete a proof of Proposition 5.1.
8. Refined formal degree conjecture and Conjecture 2
8.1. Non-archimedean case. In this section, we show an equivalence between a refined formal degree conjecture and
Theorem 1.2 for discrete series representations of G′ = U2n. In particular, we obtain a proof of refined formal degree
conjecture in our case. Suppose that a base field F is a non-archimedean local field of characteristic zero.
Let us recall refined formal degree conjecture by Gross-Reeder [16] and Gan–Ichino [12, 14.5]. For an irreducible discrete
series representation of G′, the formal degree dσ for σ is the measure on G
′ satisfying∫
G′
(σ(g)v1, v
′
1)(σ(g
−1)v2, v
′
2)dσg = (v1, v
′
2)(v2, v
′
1)
holds for any v1, v
′
1, v2, v
′
2 where (·, ·) is a G
′-invariant inner product on Vσ. On the other hand, we denote the measure
on G′ defined in Section 2.4 by dψ in order to clarify the difference of these measures.
Hiraga, Ichino and Ikeda [18] formulated a conjecture on a relationship between these measures dσ and dψ in terms of
absolute values of special values of adjoint gamma factors. Recently, Gan–Ichino [12] computed the sign of this special
value for Seinberg representation of classical groups and and using an important observation by Gross–Reeder [16] on the
sign, Gan–Ichino [12, Section 14.5] conjectured a refinement of [18, Conjecture 1.4]. Indeed, we prove this refined version.
Theorem 8.1. Let π be an irreducible representation of GL2n(E) of the form π = τ1 × · · · × τk where τi are mutually
inequivalent irreducible discrete series representations of GLni(E) such that n = n1+ · · ·+nk and L(s, τi,As
+) has a pole
at s = 0. Write σ = DΥ
−1
ψ−1 (c(π)), which is an irreducible generic discrete series representation of G
′ (See Theorem A.5).
Then the formal degree conjecture
(8.1) dψ = 2
kλ(E/F, ψ)nωσ(−1)γ(1, c(π),As
−, ψ)dσ.
holds for in this case. Here, λ(E/F, ψ) is the Langlands’ λ-function and the γ-factor is defined by Langlands-Shahidi
method [49].
We shall prove this theorem in a very similar argument as the proof of refined formal degree conjecture for metaplectic
group by Ichino–Lapid–Mao [20].
Recall the following functional equation. Let W ∈ Wψ
−1
N′ (σ) and W ′ ∈ Ind(WψNM (π)). Let γ(s, π,As±, ψ) be Asai
gamma factors defined by Langlands–Shahidi method [49]. Then in [45], we proved that
(8.2) J(W,M(s)W ′,−s) = λ(E/F, ψ)n
γ(s+ 12 , σ × (π ⊗Υ
−1), ψ)
γ(2s, c(π),As+, ψ)
J(W,W ′, s)
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and that the the gamma factor γ(s+ 12 , σ× (π⊗Υ
−1), ψ) coincides with the gamma factor defined by Langlands–Shahidi
method [49]. We note that the factor λ(E/F, ψ) comes from the normalization of an intertwining operator (for example,
see Anandavardhanan [1, (3)]).
By Theorem A.5, we have
γ
(
s+
1
2
, σ × (π ⊗Υ−1), ψ
)
= γ
(
s+
1
2
, π ⊗ c(π), ψ
)
.
Moreover, we have
γ
(
s+
1
2
, π ⊗ c(π), ψ
)
= γ
(
s+
1
2
, c(π),As+, ψ
)
γ
(
s+
1
2
, c(π),As−, ψ
)
.
Hence, we get
(8.3) lim
s→ 12
γ(s+ 12 , σ × (π ⊗Υ
−1), ψ)
γ(2s, c(π),As+, ψ)
= 2kγ
(
1, c(π),As−, ψ
)
We define a non-degenerate G′-invariant bilinear form (·, ·)σ on W
ψ−1
N′ (σ)×WψN′ (σ∨) by
(W,W ′)σ =
∫
N\G
W (g)W ′(g)dψ(g)
which converges absolutely by [10, Proposition 3.2]. On the other hand, recall that we defined a G′-invariant bilinear form
[·, ·]σ in Definition 3.2. Indeed, it is defined so that
J
(
W,W ′,
1
2
)
=
[
W,Aψ,Υ# (W
′, ·)
]
σ
for W ∈Wψ
−1
N′ (σ) and W ′ ∈ Ind(WψNM (π)). Then by the functional equation (8.2), we obtain
(W,Aψ,Υ# (M
∗W ′, ·))σ = J
(
W,M∗W ′,−
1
2
)
= λ(E/F, ψ)n lim
s→ 12
γ(s+ 12 , σ × (π ⊗Υ
−1), ψ)
γ(2s, c(π),As+, ψ)
J(W,W ′,
1
2
)
= λ(E/F, ψ)n lim
s→ 12
γ(s+ 12 , π ⊗ c(π), ψ)
γ(2s, c(π),As+, ψ)
[W,Aψ,Υ# (M
∗W ′, ·)]σ
Hence, by (8.3),
(8.4) (W,Aψ,Υ# (M
∗W ′, ·))σ = λ(E/F, ψ)
n2kγ(1, c(π),As−, ψ)[W,Aψ,Υ# (M
∗W ′, ·)]σ
Recall that the formal degree dσ is defined so that∫
G′
[σ(g)W1,W
′
1]σ[σ(g
−1)W2,W
′
2]σdσ = [W1,W
′
2]σ[W2,W
′
1]
for W1,W2 ∈W
ψ−1
N′ (σ) and W ′1,W
′
2 ∈W
ψN′ (c(σ)). Assume that W ′1 = A
ψ,Υ
# (M
∗W ′, ·). Then by the definition,
(8.5)
∫
G′
[σ(g)W1,W
′
1]σ[σ(g
−1)W2,W
′
2]dψ(g) =
∫
G′
∫
N ′\G′
W1(xg)A
ψ,Υ
# (M
∗W ′, x)[σ(g−1)W2,W
′
2]σdψ(x)dψ(g).
In the same argument as [20, p.1316–1317], we see that this double integral converges absolutely by Lemma 3.3. Then we
can change the order of the integration, and changing the variable g 7→ x−1g, we get∫
N ′\G′
∫
G′
W1(g)A
ψ,Υ
# (M
∗W ′, x)[σ(g−1x)W2,W
′
2]σdψ(x)dψ(g)
=
∫
N ′\G′
∫
N ′\G′
∫
N ′
ψN ′(u)
−1W1(g)A
ψ,Υ
# (M
∗W ′, x)[σ(g−1u−1x)W2,W
′
2]σdψ(x) dψ(u) dψ(g)
=
∫
N ′\G′
∫
N ′\G′
∫
N ′
ψN ′(u)W1(g)A
ψ,Υ
# (M
∗W ′, x)[σ(ux)W2 , σ
∨(g)W ′2]σdψ(x) dψ(u) dψ(g)
By (3.3) and Corollary 3.1, this is equal to
ωσ(−1)
∫
N ′\G′
∫
N ′\G′
W1(g)A
ψ,Υ
# (M
∗W ′, x)W2(x)W
′
2(g)dψ(x) dψ(g) = ωσ(−1) · (W1,W
′
2)σ[W2,W
′
1]σ
Therefore, Theorem 8.1 follows from the above computation and (8.4).
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8.1.1. General case. Let U−2n be the even unitary group over F whose discriminant is different from that of U2n and
dimension is 2n. For the convenience, we write U+2n = U2n. In this section, we prove (8.1) for any discrete series
representations of U±2n assuming local Langlands conjecture for these groups. Indeed, the local Langlands conjecture was
established by Mok [42] for U+2n and Kaletha–Minguez–Shin–White [24] for U
−
2n with the stabilization of the twisted trace
formula established by Moeglin–Waldspurge [40, 41] assuming the weighted fundamental lemma for quasi-split groups,
which is proved in Chaudouard–Laumon [9] only in the split case.
Let us briefly recall the local Langlands conjectures. Fix a splitting such that it gives Whittaker data (B,ψN ′) and
we denote the L-group of U±2n by
LU2n = GL2n(C) ⋊ Gal(E/F ) with the action θ ∈ Gal(E/F ) on GL2n(C) defined by
θ(g) = w′0
tg−1(w′0)
−1. We note that this action preserves our splitting. We also denote the connected component of LU2n
by Û2n. The local Langlands conjecture for U
+
2n asserts that there exists a partition
IrrsqrU
+
2n =
∐
Πφ
into L-packets, where the disjoint union on the right-hand side runs over conjugacy classes of square integrable L-
parameters φ : WDF →
LU2n. Here, we say that a continuous homomorphism φ : WDF →
LU2n is an L-parameter
if φ is semisimple and φ|SL(2,C) is algebraic, and that φ is square-integrable if the centralizer Sφ of the image of φ in Û2n
is finite, in which Sφ is an elementary abelian 2-group. Moreover, denoting by Ŝφ the group of characters of Sφ, there
exists an injection
Φφ → Ŝφ, σ 7→ 〈·, σ〉,
whose image consists of the characters trivial on ±I2n and which satisfies the suitable character identity. Furthermore,
the Langlands conjecture for even unitary groups asserts that there exists a partition
IrrsqrU
+
2n ∐ IrrsqrU
−
2n =
∐
Πφ
indexed by equivalence classes of square-integrable L-parameters φ : WDF →
LU2n under the conjugation by Û2n, and
for each such φ a bijection
Φφ → Ŝφ, σ 7→ 〈·, σ〉,
such that
Π±φ := {σ ∈ Πφ : 〈−I2n, σ〉 = ±1} = Πφ ∩ IrrsqrU
±
2n
and the endoscopic character relations hold.
Corollary 8.1. Assume that the local Langlands conjecture holds for U±2n. Then
(8.6) dG˜ψ = |Sφ|λ(E/F, ψ)
nωσ(−1)γ(1, σ,As
−, ψ)dσ
holds for any square-interable L-parameter φ :WDF →
LU2n and any σ ∈ Πφ.
Proof. First, we note that in the same argument as [20, p.1325], we can reduce (8.6) in the case of U−2n to the case of U
+
2n
using the endoscopic relations, (8.6) in the case of Steinberg representations in [18] and the proof of [49, Corollary 9.10].
Moreover, in the case of U+2n, as in the proof of [20, Corollary 5.1], we can show all representation in Πφ have the
same formal degree using the character identity. Hence, we may assume that 〈·, σ〉 is trivial, and thus it is generic by [42,
Corollary 9.2.4] (See Remark 8.1). In this case, in a similar way as the proof of [42, Corollary 9.2.4] or [3, Proposition 8.3.2],
we can find quadratic extension of number fields k′/k, a place v0 of k, and automorphic representation Π of GL2n(Ak′)
and an irreducible globally generic cuspidal automoprhic representation Σ of U2n(Ak) such that
• kv0 = F, k
′ ⊗ kv0 = E
• Πv0 corresponds to the L-parameter ι ◦ φ, where ι :
LU2n is the stable base change lift
• Σ weakly lifts to Π,
• Σv0 ∈ Πφ and 〈·,Σv0〉 is trivial, i.e., Σv0 = σ
On the other hand, since the base change lift is strong by [25], we obtain
Πv0 = BC(Σv0).
Hence, by Theorem A.5, BC(σ) should correspond to ι ◦ φ. Then our corollary follows from Theorem 8.1. 
Remark 8.1. Atobe [4, Theorem 3.1] give a precise proof that σ is generic if 〈·, σ〉 is trivial using expected desideratum
on the local Langlands conjecture.
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8.2. Archimedean case. In this section, we prove Conjecture 2 for discrete series representations of U2n(R) as a conse-
quence of the formal degree conjecture.
Lemma 8.1. Let φ be a square-integrable L-parameter of U2n(R). Then we have
dψ = |Sφ|λ(E/F, ψ)
nωσ(−1)γ(1, σ,As
−, ψ)dσ.
Proof. By [18, Proposition 2.1], we have
dψ = |Sφ||γ(1, σ,As
−, ψ)|dσ.
In this case, we may write φ = ⊕χi with χi :WDE → C
×. Then by a direct computation (or in a similar computation as
[12, Lemma 14.2]), we see that
λ(E/F, ψ)nωσ(−1)γ(1, σ,As
−, ψ)
is positive real number with the absolute value
∣∣γ(1, σ,As−, ψ)∣∣. Thus, our required identity holds. 
Theorem 8.2. Conjecture 2 for any generic discrete series representations of U2n(R).
Proof. Suppose σ ∈ Irrsqr,gen. Then BC(σ) = χ1× · · ·χ2n where χi are mutually different unitary characters of C
×. Then
we can find irreducible automorphic representations Πi of AQ(i) such that Πi,∞ = χi. Set Π = Π1 × · · ·Π2n. We see that
σ is good in the sense of [29, 5.3] since Π∞ = BC(σ). In particular, there exists cσ such that∫ st
N ′
J(W,W ′,
1
2
)ψN ′(n) dn = ωσ(−1)W (e)A
ψ,Υ
# (M
∗W ′, e)
for any W ∈Wψ
−1
N′ (σ) and W ′ ∈ Ind(WψNM (π)). Then the same argument as the proof of Theorem 8.1 gives
cπ = ωσ(−1)⇐⇒ dψ = 2
kλ(E/F, ψ)nωσ(−1)γ(1, c(π),As
−, ψ)dσ,
where we have used the following in the real case.
(1) The integral J converges absolutely uniformly near s = − 12 (cf. Remark 3.3).
(2) Any Whittaker function W ∈Wψ
−1
N′ (σ) is square-integrable over N ′\G′ (cf. [53, Theorem 15.3.4]).
(3) Theorem A.4 U2n(R) readily follows from the Langlands correspondence.
(4) We can prove the absolute convergence of the double integral (8.5) in the same argument as [20, p.1316–1317]
using [52, Theorem 7.2.1], [53, Theorem 15.2.4] and Lemma 3.5.

Appendix A. On the image of local base change lifts for generic representations
In this appendix, using a similar argument as Jiang and Soudy [22] and Liu [35], we shall determine the image of local
base change lifts for generic discrete series representations of even unitary groups U2n. We note that as in the above two
papers, we may write down Langlands parameter corresponding to these representations. We will consider this problem
for not only even unitary groups but also odd unitary groups in our future work.
In this appendix, we will use the same notation in the main body of this paper. Further, for simplicity, we say that a
representation of U2n is generic if it is ψN -generic. For a given representations τi of GLki(E), i = 1, · · · , a and ρ of U2m,
we denote by
τ1 × · · · × τka (resp. τ1 × · · · × τka × ρ)
the parabolic induction of GLk1+···+ka (resp. U2(k1+···+ka+m)) for the parabolic subgroup with the Levi part GLk1(E) ×
· · · ×GLk1(E) (resp. GLk1(E)× · · · ×GLk1(E)×U2m).
We would like to start our observation with the case of supercuspidal representations. Let Π(sg)(U2n) be the set of
all equivalence classes of irreducible supercuspidal generic representations of U2n. Let Π
(sg)(GL2n(E)) be the set of all
equivalence classes of irreducible tempered representations of GL2n(E) of the form
τ1 × · · · × τr
where τi is an irreducible supercuspidal representation of GLni(E) such that L(s, τi,As
+) has a pole at s = 0 and for i 6= j,
τi 6≃ τj . In [25], Kim and Krishnamurthy constructed local base change lifts of generic representations of U2n explicitly.
Indeed, we have the following result.
Theorem A.1 (Proposition 8.4 in [25]). There is a map l from Π(sg)(U2n) to Π
(sg)(GL2n(E)) which preserves local
γ-factors with GL-twist, namely
γSh(s, π × σ, ψ) = λ(E/F, ψ)2nkγRS(s, l(π)× σ, ψ)
for any π ∈ Π(sg)(U2n) and any irreducible generic representation σ of GLk(E) with k ∈ N. Here, the γ-factor on the
right-hand (res. left-hand) side is defined by the Rankin-Selberg method [21] (resp. Langlands-Shahidi method [48] and
[49]).
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Recently, the author proved the following result.
Theorem A.2 (Corollary 9.2 in [43]). The map l in Theorem A.1 is bijective and unique.
Let us extend the above result to the case of generic discrete series representations. Let us recall the construction
of generic discrete series representations by Moeglin and Tadic´ [38]. To explain their construction, let us define some
representations of general linear groups. Let ρ be an irreducible supecuspidal representation of GLk(E). Then for integers
l ≥ m > 0 with the same parity, we write by D(l,m, ρ) the unique irreducible subrepersentation of
Ind(| det |(l−1)/2ρ⊗ | det |(l−1)/2−1ρ⊗ · · · ⊗ | det |−(m−1)/2ρ)
and by D(l, ρ) the unique subrepresentation of
Ind(| det |(l−1)/2ρ⊗ | det |(l−1)/2−1ρ⊗ · · · ⊗ | det |(l+1)/2−[l/2]ρ).
Then D(l,m, ρ) (resp. D(l, ρ)) is essentially square integrable representation of GL k(l+m)
2
(E) (resp. GL[ l2 ]k
(E)). Further,
we write
St(ρ, l) = D(l, l, ρ).
Then we consider a parabolic induction
(A.1) D(l1,m1, ρ1)× · · · ×D(lr,mr, ρr)×D(lr+1, ρr+1)× · · · ×D(lt, ρt)× τ0
where li > mi > 0, τ0 is an irreducible supercuspidal representation of a smaller even unitary group and ρi are irreducible
supercuspidal representation of GLki(E) such that ρi is conjugate self-dual. Further, we shall suppose that
L(s, ρi,As
+) has a pole at s = 0 if and only if li is odd.
Since L(s, ρi,As
+) has a pole at s = 0 if and only if ρi is GLki(F )-distinguished by Anandavardhanan-Kable-Tandon [2,
Corollary 1.5], the above condition is equivalent to that
(A.2) ρi is GLki(F )-distinguished if and only if li is odd.
We know that ρi should be (GLki(F ), ηE/F )-distinguished or GLki(F )-distinguished by Kable [23, Theorem]. Moreover
if ρi is (GLki(F ), ηE/F )-distinguished, ρi is not GLki(F )-distinguished, and vice versa by [2, Corollary 1.6]. When the
above condition holds, the unique generic constituent of the above induced representation is discrete series representation.
When it is a representation of U2n, every discrete series representation is obtained in this way. Let Π
(dg)(U2n) be the set
of irreducible generic discrete series representations of U2n, namely the set of all irreducible representation obtained in
the above way.
Let Π(dg)(GL2n(E)) be the set of irreducible representations of GL2n(E) of the form π = τ1 × · · · × τr where τi is an
irreducible discrete series representation of GLni(E) such that L(s, τi,As
+) has a pole at s = 0. We note that τi 6≃ τj if
i 6= j because of the irreducibility of π. Further, we know that τi is conjugate self-dual, in particular it is unitary. Then
by Bernstein-Zelevinsky [8], we may write
τi = St(ρi, ai)
where ai ∈ Z≥0 and ρi is an irreducible supercuspidal representation of GLmi(E) such that ni = aimi. We have a
necessary and sufficient condition for St(ρi, ai) to be GLni(F )-distinguished.
Theorem A.3 (Corollary 4.2 in [36]). Let ρ be an irreducible supercuspidal representation of GLk(E) and a ∈ N. Then
generalized Seinberg representation St(ρ, a) of GLak(E) is GLak(F )-distinguished if and only if ρ is (GLk(F ), η
a−1
E/F )-
distinguished.
From this theorem, we see that ρi is η
ai−1
E/F -distinguished for any i. In particular, ρi is conjugate self-dual. Then we
prove the following generalization of Theorem A.1, A.2 to discrete series representations.
Theorem A.4. There is a bijective map l from Π(dg)(U2n) to Π
(dg)(GL2n(E)) satisfying the condition
γSh(s, π × σ, ψ) = λ(E/F, ψ)2nkγRS(s, l(π)× σ, ψ)
for any π ∈ Π(dg)(U2n) and any irreducible generic representation σ of GLk(E) with k ∈ N. Further, the above map is
unique.
Proof. First, we note that the uniqueness follows from a local converse theorem for generic representations of GL2n(E)
by Henniart [17]. Following Kim-Krishnamurthy [25], we define a map from Π(dg)(U2n) to Π
(dg)(GL2n(E)). Let π be an
element of Π(dg)(U2n), and write it as (A.1). Then we define l(π) by
St(ρ1, l1)× St(ρ1,m1)× · · · × St(ρr, lr)× St(ρr,mr)× St(ρr+1, lr+1)× · · · × St(ρt, lt)× l(τ0),
which is irreducible by Bernstein-Zelevinsky [8]. First, let us check that this representation is in Π(dg)(GL2n(E)). From
Theorem A.1, l(τ0) should be of the form Π1×· · ·×Πu where Πi are mutually distinct irreducible supercuspidal represen-
tations such that L(s,Πi,As
+) has a pole at s = 0. Thus, it suffices to check that St(ρi, li) is GL(F )-distinguished. Indeed,
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St(ρi, li) is GLliki(F )-distinguished if and only if ρi is (GL(F ), ω
li−1
E/F )-distinguished by Theorem A.3. From the condition
(A.2), if li is odd (resp. even), ρi is GLki(F )-distinguished (resp. (GLki(F ), ω
li−1
E/F )-distinguished). Thus, St(ρi, li) is
GLliki(F )-distinguished.
From the definition of Π(dg)(GL2n(E)), the surjectivity of the map l is clear. Further, from the local converse theorem
[43, Theorem 9.4] for U2n, its injectivity follows. 
Finally, we shall realize the above map by the local descent.
Theorem A.5. The map π 7→ DΥψ (π) defines a bijection
DΥψ : Π
(dg)(GL2n(E))→ Π
(dg)(U2n)
Moreover, if π ∈ Π(dg)(GL2n(E)) and π˜ = D
Υ
ψ (π ⊗Υ) then
γ(s, π˜ × τ, ψ) = λ(E/F )2nkγ(s, π × τ, ψ).
for any irreducible generic representation τ of GLk(E).
Proof. First, we shall prove that DΥψ (π) is irreducible. From Theorem A.4, there is an irreducible discrete series represen-
tation σ of G′ such that l(σ) = π where l is the map constructed in that theorem. Indeed, from its definition and explicit
description of local base change lift by Kim-Krishnamurthy [25], l(σ) = BC(σ). Let us take number fields L/K such that
for some place v0 of K, Lv0 ≃ E and Kv0 ≃ F . If necessary, replacing ψ by ψ
a with some a ∈ (F×)2, we may suppose
that ψ is v0-component of an additive character ψAK of AK . Then by [20, Corollary A.6], there is ψAK -generic irreducible
cuspidal automorphic representation Σ of U2n(AK) such that Σv0 = σ. From the explicit construction of base change lifts,
we have BC(Σ)v0 = BC(σ) = π. Let us take a character η of A
×
L such that its restriction to A
×
E is the quadratic character
ωL/K corresponding to L/K and ηv0 = Υ. Then by [29], D
η
ψAK
(BC(Σ))v0 = D
Υ
ψ (π) is irreducible.
Second of all, we shall prove BC(DΥψ (π)) ∈ Π
(dg)(GL2n). From the above argument, we have a globalization Π := BC(Σ)
of π. Further, from the unramified computation and strong multiplicity one theorem for GL2n, we get BC(D
η
ψAK
(Π)) =
Π⊗ η−1 and thus BC(DηψAK
(Π))v0 = π⊗Υ
−1. From the construction of base change lifts, we find that BC(DηψAK
(Π))v0 =
BC((DηψAK
(Π))v0 ). From the definition of explicit local descent, we get (D
η
ψAK
(Π))v0 = D
Υ
ψ (Πv0). Therefore,
(A.3) BC(DΥψ (π)) = π ⊗Υ
−1 ∈ Π(dg)(GL2n).
Third of all, we prove DΥψ (π) ∈ Π
(dg)(G′). From Theorem A.4 and the previous claim, there is σ′ ∈ Π(dg)(G′) such
that l(σ′) = BC(DΥψ (π)). The base change lift is strong, so that γ(s,BC(D
Υ
ψ (π)) × τ, ψ) = λ(E/F )
nγ(s,DΥψ (π) × τ, ψ)
for any irreducible generic representation τ of GLi with 1 ≤ i ≤ 2n. Again, by Theorem A.4 γ(s, l(σ
′) × τ, ψ) = λ(E/
F )nγ(s, σ′ × τ, ψ). Hence,
γ(s,DΥψ (π) × τ, ψ) = γ(s, σ
′ × τ, ψ)
and the local converse theorem [43, Theorem 9.4] implies that
DΥψ (π) = σ ∈ Π
(dg)(U2n).
Further we note that if DΥψ (π1) = D
Υ
ψ (π2), then π1 ≃ π2 by (A.3).
Finally, we shall prove l(π) = DΥψ (π). Since the base change is strong, we have λ(E/F )
2nkγ(s,BC(DΥψ (π)) × τ, ψ) =
γ(s,DΥψ (π) × τ, ψ). On the other hand, we have γ(s,BC(D
Υ
ψ (π))× τ, ψ) = γ(s, π ⊗Υ
−1 × τ, ψ) by (A.3). Hence, we get
λ(E/F )2nkγ(s, π × τ, ψ) = γ(s,DΥψ (π ⊗Υ)× τ, ψ).
Then our assertion follows from the uniqueness in Theorem A.4. 
Appendix B. Stability of certain oscillatory integrals for quasi-split reductive groups and
non-vanishing of Bessel functions
In this section, we shall prove the stability of certain oscillatory integrals for a quasi-split reductive group G over a
non-archimedean local field F of characteristic zero. This is a generalization of [28] to quasi-split reductive groups.
B.1. main results. Denote G = G(F ). Fix a Borel subgroupB ofG, and we denote its unipotent radical byN . Let ψN be
a nondegenerate character of N . Consider the space Ω(N\G,ψN) of smooth functions on G such that f(ng) = ψN (n)f(g)
for all n ∈ N, g ∈ G. Denote the regular representation of G on Ω(N\G,ψN ) by R. For any compact open subgroup K
of G let Ω(N\G,ψN )
K denote the subspace of right K-invariant functions. Let w0 ∈ G be a rerresentative of the longest
Weyl element w0. Fix a Haar measure on N . For any compact open subgroup N
′ of N and W ∈ Ω(N\G,ψN ) let
RN ′,ψNW :=
1
vol(N ′)
∫
N ′
(R(n′)W )ψN (n
′)−1 dn′ ∈ Ω(N\G,ψN).
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Theorem B.1. For any open subgroup K of G, there exists an open compact subgroup N ′ of N such that, for any
W ∈ Ω(N\G,ψN)
K , (RN ′,ψNW )(w0·) is compactly supported on N .
As a consequence. for any W ∈ Ω(N\G,ψN) and a compact open subgroup N
′ of N satisfying the above condition, we
can define the stable integral ∫ st
N
W (w0n)ψN (n)
−1 dn :=
∫
N
(RN ′,ψNW )(w0n)ψN (n)
−1 dn.
More generally, we say that g ∈ G is relevant (with respect to ψN ), if ψN (gng
−1) = ψN (n) for all n ∈ N ∩ g
−1Ng. For
any g ∈ Grel which is the set of relevant elements, we may use the above procedure to regularize the integral.
Theorem B.2. For any open subgroup K of G and g ∈ G, there exists an open compact subgroup N ′ of N sucht that, for
any W ∈ Ω(N\G,ψN )
K ,(RN ′,ψNW )(g·) is compactly supported on g
−1Ng ∩N\N . In particular, when g ∈ Grel, we can
define ∫
g−1Ng∩N\N
W (gn)ψN (n)
−1 dn :=
∫
g−1Ng∩N\N
(RN ′,ψNW )(gn)ψN (n)
−1 dn
where N ′ is a compact open subgroup of N given in Theorem B.1.
Remark B.1. Let π be a ψN -generic irreducible admissible representation of G. Then by the uniqueness of Whittaker
functionals, there is a function BψNπ on G such that∫
g−1Ng∩N\N
W (gn)ψN (n)
−1 dn = BψNπ (g)W (e)
for g ∈ Grel and B
ψN
π (g) = 0 for g ∈ G \Grel. Then function B
ψN
π is called the Bessel function attached to π.
B.2. Notation. Suppose that G is a semisimple quasi-split group defined over F of rank r since main results are easily
reduced to the semisimple case. Write G = G(F ). Let B be a Borel subgroup of G, T a maximal torus contained in B,
A ⊂ T a maximal F -split torus of G and N be the unipotent radical of B so that B = TN . Let B = TN be the opposite
Borel subgroup with respect to T . Let K be a hyper special maximal compact open subgroup of G in good position with
respect to B. Then we have the Iwasawa decomposition G = TNK. Let X∗(Y ) (resp. X∗(Y )) be the lattice of rational
characters (resp. cocharacters) of a group Y .
B.2.1. Relative roots and weights. Let Φ ⊂ X∗(T ) be the set of root of T in g := Lie(G). Further, let Φrel ⊂ X
∗(A)
be the set of root of A in g, Φrel,+ be the subset of positive roots in Φrel and △0 be the subset of simple roots with
respect to (B,A) in Φrel. Similarly, let △
∨
0 ⊂ Φ
∨
rel,+ ⊂ Φ
∨
rel ⊂ X∗(A) be the sets of (simple, or positive) co-roots. For
α ∈ X∗(A), we denote by gα the α-eigenspace in g. We denote by α ↔ α
∨ the canonical bijection between Φrel and Φ
∨
rel
(resp. Φrel,+ ↔ Φ
∨
rel,+). Denote aT := X∗(T )⊗ R.
For α ∈ Φrel, we denote by Nα the unipotent subgroup whose Lie algebra is gα + g2α. For α ∈ △0, let Pα be the
standard parabolic subgroup with respect to α. Then its Levi subgroup Mα has rank 1, so does the simply connected
covering M˜α. Then, M˜α is SL2(Fα) or the quasi-split special unitary group SU(3)α with respect to a quadratic extension
Eα of Fα where Fα is a finite extension of F . We say that α ∈ △0 is of type (I) (resp. type (II)) if M˜α is isomorphic to
SL2(Fα) (resp. SU(3)α).
Suppose that α ∈ △0 is of type (II). Then we may realize SU(3)α by
SU(3)α =
g ∈ SL(3, Eα) : tg¯
 11
1
 g =
 11
1
 .
Further, we may take the following group as a Borel subgroup of SU(3)α:
B˜α = T˜αN˜α
where
T˜α =
tα(y) :=
y y/y¯
y¯−1
 : y ∈ E×α

and
N˜α =
xα(r,m) :=
1 r m1 −r¯
1
 : x, y ∈ Eα s.t. NEα/Fα(r) = −TrEα/Fα(m)

Here, NEα/Fα (resp. TrEα/Fα) is the norm (resp. trace) map from Eα to Fα. Note that
xα(r,m)
−1 = xα(−r, m¯)
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Hereafter, we fix a covering map of Mα, namely
1→ π1(Mα)→ M˜α
fα
−→Mα → 1.
so that fα(T˜α) = Tα := T ∩Mα and fα({xα(r,m) : r,m ∈ OEα}) = Nα ∩K where OEα denotes the ring of integers of
Eα. Further, we denote the image of tα(y) and xα(r,m) by the same symbol. Then Nα is the unipotent subgroup of
G generated by {xα(r,m) : r,m ∈ Eα such that NEα/Fα(r) = −TrEα/Fα(m)}. For α ∈ △0, write N
α for the unipotent
radical of the parabolic subgroup B ∪BsαB. Then we may write
N = Nα ⋉N
α
Further, for r,m ∈ Eα such that NEα/Fα(r) = −TrEα/Fα(m), we define
x−α(r,m) :=
 1−r¯ 1
m r 1

Also, we write the image of this element by the same symbol. From the definition, we can take the co-character α∨ so
that
α∨(x) =
x 1
x−1
 , x ∈ F×
Further, we extend α∨ to E×α → Tα by
α∨(x) =
x x¯/x
x¯−1
 , x ∈ E×α .
More generally, for β = wα with w ∈W and α ∈ △0 of type (II), we define
xβ(r,m) := wxα(r,m)w
−1 and β∨ := w · (α∨)
Suppose that α ∈ △0 is of type (I). Then we choose a parametrization nα : Fα → Nα such that nα(OFα) = Nα ∩K. Here,
OFα denotes the ring of integers of Fα. Further, we define
α∨(x) =
(
x
x−1
)
, x ∈ F×
and we also extend α∨ to F×α → Tα by
α∨(x) =
(
x
x−1
)
, x ∈ F×α .
Similarly as above, for β = wα with w ∈W and α ∈ △0 of type (I), we define
nβ(x) := wxα(x)w
−1 and β∨ := w · (α∨).
On the other hand, let λ =
∑
α∈△0
rαα ∈ a
∗
0, and define a character a character |λ| : A→ R+ by
λ(t) =
∏
α∈△0
|α(t)|rα
For α ∈ △0, we may consider α as a character of α
∨(F×α ) in the trivial way. Further, when α is of type (II), we may
extend a character |α| to a character |α0| : Tαi → R+, and naturally a character of T . Indeed, we define
|α0|(α
∨(x)) = |α|(α∨(NEα/Fα(x)))
1/2.
Therefore, λ =
∑
α∈△0
rαα, we can define |λ0| : T → R+ by |λ0| :=
∏
α∈△0
|α0|
rα .
By the Iwasawa decomposition, we extend |λ0| to a left-N and right-K invariant function on G. For any compact subset
C ⊂ G, there exists a constant κC (depending also on λ) such that
(B.1) κ−1C |λ0|(g) ≤ |λ0|(gh) ≤ κC |λ0|(g)
for all g ∈ G and h ∈ C.
Let H : T → aT be the Harish-Chandra map given by
exp〈χ,H(t)〉 = |χ(t)|F ,
∀χ ∈ X∗(T )F .
(Note that X∗(T )⊗ R ≃ X∗(A)⊗ R.)
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B.2.2. Weyl group, Bruhat order and Bruhat decomposition. Let W = NG(A)/ZG(A) = NG(A)/T be the relative Weyl
group of G. We fix once and for all representatives w¯ ∈ K. Then for any w1, w2 ∈ W, we have w1w2 = tw1 w2 where
t ∈ T ∩K. As in [28], we shall denote unspecified element on T ∩K by ∗. Thus
w1w2 = ∗w1 w2
where ∗ depends on w1 and w2 and also the choice of w1 and w2. We have the Bruhat decomposition
G =
⋃
w∈W
BwB
Then for any g ∈ G, we may write g = bw¯n′ where b ∈ B, w ∈W and n′ ∈ N−w := N ∩w
−1Nw. In general, a choice of w¯
is not unique. When we have g ∈ Ntw¯N with t ∈ T and w ∈W, then we write w(g) = w and denote by a(g) = t.
Let
C∗+ =
{∑
α∈∆0
cαα : cα ∈ Z≥0
}
.
We write ≤ for the Bruhat order on W. If w1 ≤ w2 ∈W, then for any dominant λ ∈ a
∗
0, we have
w1λ− w2λ ∈ C
∗
+.
For any w,w′ ∈W, we have
BwBw′B ⊂
⋃
w′′≤w′
Bww′′B
(cf. [28, (12)]).
Let S(w) be the set of simple roots which appear in a reduced decomposition of w. (This set does not depend on the
reduced decomposition). It is the smallest set S ⊂ △◦ such that w belongs to the group generated by {sα : α ∈ S}.
Alternatively,
S(w) = {α ∈ △◦ : wα
∗ 6= α∗}
If w1 ≤ w2, then S(w1) ⊂ S(w2). Let S
◦(w) = S(ww0). Thus S
◦(w) = if and only if w = w0 while S
◦(1) = △0. Also,
S◦(w1) ⊃ S
◦(w2) if w1 ≤ w2.
For any S ⊂ △0, let Φrel(S) be the set of roots in Φrel which are linear combinations of roots in S. This is a root
subsystem of Φrel which corresponds to the standard Levi subgroup determined by S. We have
Φrel(S) = {β ∈ Φ : 〈α
∗, β∨〉 = 0 for all α 6∈ S}.
Note that for any w ∈W, w0S(w0w) = −S
◦(w) and hence
w0Φrel(S(w0w)) = Φrel(S
◦(w)).
For β ∈ Φrel, we denote by sβ ∈W the corresponding reflection.
B.2.3. Spaces of Whittaker functions. Let Ω(N\G,ψN ) denote the space of Whittaker functions on G. It is well-known
that for any normal open subgroup K of K, we have
sup|α0|(supp(W ))≪K 1,
for all W ∈ Ω(N\G,ψN )
K and α ∈ △0 with an extension to α0, that is the image of |α0| on suppW is bounded above
in terms of K only. As in [28], following [5, Definition 5.1], we consider the space Ω◦(N\G,ψN) consisting of those
W ∈ Ω(N\G,ψN ) such that, for any w ∈ W and α ∈ S
◦(w), we have inf|α0|(suppBwBW ) > 0. Here, α0 is an extension
of α to T .
For α ∈ Φrel, we denote by Φα the subset of Φ consisting of roots whose restriction to A is α. Note that for any
α ∈ Φrel, there is an extension β ∈ Φ, however this is not unique in general.
For any w ∈W and ε > 0, let
Aε(w) = {t ∈ T : |β∗|(t) ≥ ε for all β ∈ Φα with α 6∈ S
◦(w)} .
Also, let
Bε(w) = {t ∈ T : |β∗|(t) ≤ 1/ε for all β ∈ Φα with α ∈ S(w), |β
∗|(t) ≥ ε for all β ∈ Φα with α 6∈ S
◦(w)} .
Further, we set Aεs(w) = A
ε(w) ∩ A and Bεs(w) = B
ε(w) ∩ A.
We say that a set C ⊂ G is bounded modulo N if there exists a compact set D ⊂ G such that C ⊂ ND. Denote by
Ω#(N\G,ψN ) the subspace of those W ∈ Ω(N\G,ψN) such that for any w ∈W and ε > 0, suppNAε(w)wNW is bounded
modulo N .
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B.2.4. The main technical statements. Theorem B.1, B.2 readily follows from the following technical results.
Proposition B.1 (cf. Proposition 1 in [28] and Theorem 9.5 in [5]). We have Ω◦(N\G,ψN ) ⊂ Ω
#(N\G,ψN ).
Lemma B.1 (cf. Lemma 1 in [28]). If W ∈ Ω#(N\G,ψN ), then for any w ∈W and ε > 0, the function (t, n) 7→W (tw¯n),
(t, n) ∈ Bε(w)×N−w is compactly supported.
Proposition B.2 (cf. Proposition 2 in [28] and Theorem 7.3 in [5]). For any normal open subgroup K of K, there exists
a compact open subgroup N ′ of N such that RN ′,ψNW ∈ Ω
◦(N\G,ψN ) for any W ∈ Ω(N\G,ψN )
K
B.2.5. A lemma on Bruhat orders. Suppose that α ∈ △0 is of type (I). We may choose n±α and sα and so that
(B.2) nα(x)n−α(−x
−1) = α∨(x)sαnα(−x)
and
(B.3) sα
−1nα(x)sα = n−α(−x) = nα(−x
−1)α∨(x−1)sαnα(−x
−1), x ∈ F×α .
On the other hand, suppose that α is of type (II). Then we may take sα so that
(B.4) xα(r,m)x−α(−rm
−1, m¯−1) = α∨(m)sαxα(−(rm¯)/m, m¯)
and
(B.5) sαxα(r,m)sα
−1 = x−α(−r,m) = xα(−rm¯
−1,m−1)α∨(m¯−1)sαxα(−rm¯
−1, m¯−1).
for any r,m ∈ Eα such that NEα/Fα(r) = −TrEα/Fα(m).
Lemma B.2. Let w,w′ ∈W and α ∈ Φrel,+. Assume that w
′sα ≤ w and wα ∈ Φrel,+. Then wα ∈ Φ(S(ww
′−1)).
Proof. This is just a restatement of [28, Lemma 2] for Φrel. 
Lemma B.3. Let K be a compact open normal subgroup of K. Then for any g ∈ G and α ∈ △0, either
(1) there exists k ∈ K such that w(gsαk) = w(g)sα and H(a(gsαk)) = H(a(g)), or
(2) w(g)α ∈ Φrel,−,w(gsα) = w(g) and H(a(gsα))−H(a(g)) = x(w(w) · (α
∨)) with x≪K 1.
Proof. We follow the proof of [28, Lemma 3]. Indeed, when α is of type (I), our lemma is proved in the same way as their
lemma. Now, suppose that α is of type (II). Further, we may suppose that g = wn where w = w(g) ∈W and n ∈ N−w .
When wα ∈ Φrel,+, the case (1) holds with k = 1 since sα
−1nsα ∈ N . Hence, we may assume that wα ∈ Φrel,− and let
w′ = wsα so that w
′α ∈ Φrel,+.
Write n = n1xα(r,m) = xα(r,m)n2 where n1, n2 ∈ N
α and r,m ∈ Eα such that NEα/Fα(r) = −TrEα/Fα(m). Suppose
that |m| is so small that xα(r,m) ∈ K. Then k := sα
−1xα(−r, m¯)sα ∈ K, and we have
gsαk = wn1xα(r,m)sαk = wn1sα = ∗w′sα
−1n1sα ∈ ∗w′N.
Otherwise, we write
gsα = wxα(r,m)n2sα = wxα(r,m)sαn3
where n3 = sα
−1n2sα ∈ N . From (B.5), we have
gsα = ∗w′sα
−1xα(r,m)sαn3 = ∗w′xα(−rm¯
−1,m−1)α∨(m¯−1)sαxα(−rm¯
−1, m¯−1)n3
= ∗(w′xα(−rm¯
−1,m−1)w′
−1
)(w′α∨(m¯−1)w′
−1
)wxα(−rm¯
−1, m¯−1).
Since w′α ∈ Φrel,+, (w′xα(−rm¯
−1,m−1)w′
−1
) ∈ N . Further, we know
w′α∨(m¯−1)w′
−1
= w · (α∨(m))
Thus, we have
H(a(gsα)) = x(w(w) · (α
∨))
with x≪K 1. 
For any subset S ⊂ △0 and X > 0, we define
C(S)≥−X =
{∑
α∈S
cαα
∨ : cα ≥ −X
∀α ∈ S
}
.
For w ∈ W, we fix its reduced decomposition by w = sαk · · · sα1 with αi ∈ △0. We shall use the following notational
conventions, which implicitly depend on the reduced decomposition we chose (see the beginning of [28, 3.2]).
For any i = 1, . . . , k, let wi = sαi−1 · · · sα1 and iw = sαk · · · sαi+1 so that w = iwsαiwi. We also write βi = w
−1
i αi so
that {β1, . . . , βk} = {β ∈ Φrel,+ : wβ ∈ Φrel,−}. Note that wβi = −iwαi ∈ Φrel(S(w)) for all i.
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We may also write N−w = iNNβiNi where Ni = N
−
wi and iN = w
−1
i s
−1
αi N
−
iwsαiwi = w
−1
i+1N
−
iwwi+1. Note that N1 =
kN = 1, Ni+1 = Nβi ⋉Ni and i−1N = iN ⋊Nβi. Let n ∈ N
−
w . For any i, we can write uniquely as
n =
 i
nnβi(xi)ni if αi if of type (I)
innβi(ri,mi)ni if αi if of type (II)
where in ∈ iN ni ∈ Ni, xi ∈ Fαi and ri,mi ∈ Eαi such that NEαi/Fαi (ri) = −TrEαi/Fαi (mi). We have
(B.6) ni+1 =

nβi(xi)ni if αi if of type (I)
nβi(ri,mi)ni if αi if of type (II)
Lemma B.4. Let w = iwsαiwi be as above and let g = iwnwi with n ∈ N . Then w(g) < w. Moreover, for any K and
any n ∈ N , there exists k ∈ K such that
(1) w(gk) = iww˜i for some w˜i ≤ wi (depending on g), and
(2) H(a(gk)) ∈ C(S◦(w(gk)))≥−X with X ≪K 1.
Proof. This lemma is proved similarly as [28, Lemma 4] using Lemma B.3 instead of [28, Lemma 3] 
Lemma B.5. Let w be as before and suppose that αi is of type (II). Let g = wnw
−1
i xαi(r,m)wi with n ∈ iN and
r,m ∈ Eαi such that NEαi/Fαi (r) = −TrEαi/Fαi (m).
Then w(gw−1i x−αi(−rm
−1, m¯−1)wi) < w = w(g). Moreover, given K, either |m| ≪K 1 or there exists k ∈ K such
that
(1) w(gk) < w = w(g)
(2) H(a(gk))− ν(m)ww−1i · (α
∨
i ) ∈ C(S
◦(w(gk)))−X with X ≪K 1, and
(3) ww−1i αi ∈ Φrel(S
◦(w(gk))).
Proof. Let k := w−1i x−αi(−rm
−1, m¯−1)wi. If |m| is sufficiently large with respect to K, then k ∈ K. By (B.4), we have
gk = wnw−1i α
∨
i (m)sαixαi(−(rm¯)/m, m¯)wi,
which we can write as
(ww−1i α
∨
i (m)wiw
−1)wn′w−1i sαixαi(−(rm¯)/m, m¯)wi
where n′ = (w−1i α
∨
i (m)wi)
−1nw−1i α
∨
i (m)wi. Changing n
′ by a conjugate of it by an element of T ∩K, if necessary, we
can write this as
∗(ww−1i α
∨
i (m)wiw
−1)wn′sαiwi
−1xαi(−(rm¯)/m, m¯)wi = ∗(ww
−1
i α
∨
i (m)wiw
−1)iwn
′′xαi(−(rm¯)/m, m¯)wi
where n′′ = sαiwin
′sαiwi
−1 ∈ N−
iw. Then we conclude that
gk ∈ ∗(ww−1i α
∨
i (m)wiw
−1)iwNwi.
All but the last part directly follows from Lemma B.4. Further, the last part follows from Lemma B.2 as in the proof of
[28, Lemma 5]. 
Similarly, when αi is of type (I), we have the following lemma, which is proved in the same way as the proof of [28,
Lemma 5].
Lemma B.6. Let w be as before and suppose that αi is of type (I). Let g = wnw
−1
i nαi(x)wi with n ∈ iN and x ∈ Fαi .
Then w(gw−1i x−αi(−x
−1)wi) < w = w(g). Moreover, given K, either |x| ≪K 1 or there exists k ∈ K such that
(1) w(gk) < w = w(g)
(2) H(a(gk))− ν(m)ww−1i · (α
∨
i ) ∈ C(S
◦(w(gk)))−X with X ≪K 1, and
(3) ww−1i αi ∈ Φrel(S
◦(w(gk))).
Lemma B.7. Let w ∈W and let Φw = {β ∈ Φrel,+ : w
−1β < 0}. Then for any n ∈ N we have H(wn) =
∑
α∈Φw
cαα
∨
with cα ≤ 0, for all α ∈ Φw. Thus, |α
∗|(a(wn)) ≤ 1 for all α ∈ △0 with equality if α 6∈ S(w). Moreover, the map
n 7→ H(wn) from N−w to aT is proper.
Proof. This lemma is proved in the same way as [28, Lemma 6] using the relation
H(sαxα(r,m)) = min(0,−v(y))α
∨
for any α ∈ △0 of type (I) (resp. type (II)) because of (B.3) (resp. (B.5)). 
The following lemma is proved in the same way as [28, Lemma 7], which is a special case of Proposition B.1.
Lemma B.8. For any W ∈ Ω◦(N\G,ψN), w ∈W and ε > 0, suppAε(w)wW is compact.
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B.3. Proof of of Proposition B.1. We follow the argument in [28, 3.4] (see also the proof of [5, Theorem 9.5]).
We prove by induction on ℓ(w) that for any w ∈W and ε > 0
(B.7) for any W ∈ Ω◦(N\G,ψN ), suppAε(w)wNW is bounded modulo N .
For w = 1, this is a special case of Lemma B.8 above. Assume now (B.7) holds for all w′ with ℓ(w′) < ℓ(w).
Let w = sαk · · · sα1 be a reduced decomposition of w and let β1, . . . , βk, iw,wi, Ni, iN be as above. Let n ∈ N
−
w and
write
n =
 i
nnβi(x)ni if αi if of type (I)
innβi(r,m)ni if αi if of type (II)
To prove (B.7), we will show by induction on i that
(B.8) for any W ∈ Ω◦(N\G,ψN ), suppNAε(w)iNW is bounded modulo N .
For i = k this follows from Lemma B.8 since kN = 1. For the induction step, assume that (B.8) holds for i and we will
show it for i− 1.
Let W ∈ Ω◦(N\G,ψN )
K . Suppose that αi is of type (I), and assume that W (g) 6= 0 with g = tw¯nnβi(x), n ∈ iN and
t ∈ Aε(w). Then we may apply the same argument as the proof of [28, Proposition 1] by Lemma B.6, and thus (B.8)
holds for i − 1. Now, suppose that αi is of type (II), and assume that W (g) 6= 0 with g = tw¯nw
−1
i nαi(r,m)wi, n ∈ iN
and t ∈ Aε(w).
By Lemma B.5, either |m| ≪W 1 or there exists k ∈ K such that w
′ := w(gk) < w, wβi ∈ Φrel(S
◦(w′)) and if t′ = a(gk),
then H(t′)−H(t)− ν(m)ww−1i · (α
∨
i ) ∈ C(S
◦(w′))−T with T ≪K 1.
In the former case, we can use the induction hypothesis of (B.8) for the finitely may translates R(n′)W where n′ lies
in a suitable compact subgroup of wi
−1Nαiwi (depending only on W ).
In the latter case,
|α∗|(t′) = |α∗|(t)
for all α 6∈ S◦(w′). Hence, t′ ∈ Aε(w′) since t ∈ Aε(w). Since w′ < w, we may apply the inductive assumption, namely
(B.7) for w′. Then we find that gk and therefore, g is compactly supported modulo N , which finishes the proof of
Proposition B.1.
B.4. Proof of Lemma B.1. This is proved in the same way as the proof of [28, Lemma 1] using Lemma B.7 instead of
[28, Lemma 6].
B.5. Proof of Proposition 2. Let U0 = N ∩ K. Fix a ∈ A such that |α(a)| > 1, for all α ∈ △0 (and hence for all
α ∈ Φrel,+). For any m ≥ 1 define Um = a
mU0a
−m. Thus, U1 ⊂ U2 ⊂ · · · and ∪
∞
m=1Um = N . Set
Wm := RUm,ψNW =
1
vol(Um)
∫
Um
R(u)WψN (u)
−1 du ∈ Ω(N\G,ψN ).
Clearly,
(B.9) Wm(gu) = ψN (u)Wm(g), for all u ∈ Um, g ∈ G.
We fix the reduced decomposition sα˜l · · · sα˜1 of w0. Note that N
−
w0 = N Set
β˜i = w˜
−1
i α˜i.
If necessary, after renumbering, we may suppose that α˜1, . . . , α˜s are of type (I) and α˜s+1, . . . , α˜l are ot type (II).
Lemma B.9 (cf. Lemma 8 in [28]). Let n = nβ˜l(xl) · · ·nβ˜m(xm) · xβm+1(pm+1, qm+1) · · ·xβ1(p1, q1). Then u ∈ Um if and
only if |xi| ≤ |β˜i(a
m)| and |qj | ≤ |β˜i(a
2m)| for all i, j.
Proof. Clearly, we have
am(Nβ˜i ∩K)a
−m = nβ˜i(β˜i(a
m)O)
for 1 ≤ i ≤ s, and
am(Nβ˜i ∩K)a
−m = {nβ˜i(β˜i(a
m)p, β˜i(a
2m)q) : p, q ∈ OEαi , NEαi/Eαi (p) = −TrEαi/Fαi (q)}
for s+ 1 ≤ i ≤ l. If β˜i(a
2m)q ∈ OEαi , then β˜i(a
m)p ∈ OEαi because of the relation NEαi/Fαi (p) = −TrEαi/Fαi (q). Then
the ”if” direction follows.
Let prove the ”only if” direction for j. For the induction step, as well as for the base of the induction, we may assume
that p1 = q1 = · · · = pj−1 = qj−1 = 0, i.e. n ∈ i−1N˜ . In this case, we observe that
xβj (pj , qj) = w˜i
−1
πα˜i(w˜inw˜i
−1
)w˜i,
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where πα˜i : N → Nα˜i is the canonical projection. Write n = a
mn′a−m where n′ ∈ j−1N˜ ∩K. Then since πα˜i is equivariant
with respect to conjugation by A we get
xβj (pj , qj) = w˜i
−1
πα˜i(w˜ia
mn′a−mw˜i
−1
)w˜i = a
mw˜i
−1
πα˜i(w˜in
′w˜i
−1
)w˜ia
−m,
or,
xβj (β˜i(a
−m)pj , β˜i(a
−2m)qj) = w˜i
−1
πα˜i(w˜in
′w˜i
−1
)w˜i ∈ K
Then the required inequality follows. 
Lemma B.10 (cf. Lemma 9 in [28]). Let n = inxβ˜i(pi, qi) with in ∈ iN˜ and pi, qi ∈ Eαi such that NEαi/Fαi (pi) =
−TrEαi/Fαi (qi). Assume that xβ˜i(pi, qi) 6∈ Um. Then for any n
′ ∈ Um, we have nn
′ = in˜xβ˜i(p˜i, q˜i)n˜i where in˜ ∈ iN˜
n˜i ∈ Um ∩ N˜i and |qi| = |q˜i|.
Proof. Write n′ = in
′xβ˜i(p
′
i, q
′
i)n
′
i with in
′ ∈ iN˜ pi, qi ∈ E such that NE/L(pi) = −TrE/L(qi) and n
′
i ∈ N˜i. Then
nn′ = inxβ˜i(pi, qi)in
′xβ˜i(p
′
i, q
′
i)n
′
i = inn
′′xβ˜i(pi + p
′
i, qi + q
′
i − pip
′
i)n
′
i,
where n′′ = xβ˜i(pi, qi)in
′xβ˜i(pi, qi)
−1 ∈ iN˜ . From the definition of Ni, we may write ni = nβ˜l(i)(xl(i)) · · ·nβ˜m(i)(xm(i)) ·
xβm(i)+1 (pm(i)+1, qm(i)+1) · · ·xβ1(p1, q1). Since nj+1 = njnβj or nj+1 = njxβj , we see that |q1| ≤ |βi(a
2m)| by Lemma B.9.
Repeatedly using the lemma, we see that n′i ∈ Um. Further, we see that
|q′i| ≤ |βi(a
2m)|.
Since xβ˜i(pi, qi) 6∈ Um, we have
|βi(a
2m)| < |qi|.
Then it is easy to see that
|pip′i| < |qi|,
and thus
|qi + q
′
i − pip
′
i| = |qi|.
The lemma follows. 
Now let w ∈ W and set N+w = N ∩ w¯
−1Nw¯. Fix a reduced decomposition sαk · · · sα1 of w and use the notation of
Section B.2.5.
Corollary B.1. Let i = 1, . . . , k and n = innβi(pi, qi) with iN and pi, qi ∈ Eαi such that NEαi/Fαi (pi) = −TrEαi/Fαi (qi).
Assume that nβi(pi, qi) 6∈ Um. Then for any n
′ ∈ Um, we have nn
′ = in˜nβ˜i(p˜i, q˜i)n˜i where in˜ ∈ N
+
w · iN˜ n˜i ∈ Um and
|qi| = |q˜i| > |βi(a
2m)|.
For the convenience to the reader, we record a similar result in the case of type (I) by Lapid-Mao [28].
Corollary B.2 (Corollary 1 in [28]). Let i = 1, . . . , k and n = innβi(xi) with iN . Assume that nβi(xi) 6∈ Um. Then for
any n′ ∈ Um, we have nn
′ = in˜nβ˜i(p˜i, q˜i)n˜i where in˜ ∈ N
+
w · iN˜ n˜i ∈ Um and |xi| > |βi(a
m)|.
B.5.1. A special case.
Lemma B.11. There exists M such that for all W ∈ Ω(N\G,ψN ), w ∈ W m ≥ M and α ∈ S
◦(w) we have
inf|α0|(suppBwWm) > 0. Here, α0 is an extension of α to T
Proof. Suppose that α ∈ △0 is of type (I) (resp. type (II)). Then we let ψα : Fα → C (resp. ψα : Eα → C) be the
nontrivial character defined by
ψ(nα(x))
(
resp. ψ
(
xα
(
x,−
NEα/Fα(x)
2
)))
Denote by cond(ψα) its conductor, namely the maximal fractional ideal of OFα or OEα on which ψα is trivial. For any
α, β ∈ △0 of the same type, let cα,β ∈ F
×
α or E
×
α (depending on the type) such that ψβ = ψα(cα,β ·).
Suppose that β ∈ △0 is of type (II) and there exists α ∈ Φrel,+ \ △0 such that β = w
−1α. Then we have
ψβ(x)Wm(tw) =Wm
(
twxβ
(
x,−
NEα/Fα(x)
2
))
=Wm
(
xα
(
∗α0(t)x,−
NEα/Fα(∗α0(t)x)
2
)
tw
)
=Wm(tw)
for any t ∈ T and all x ∈ β(am)OEα . It follows that in fact Wm(sw) = 0 for all s ∈ T provided that β(a
m) 6∈ cond(ψα).
If β ∈ △0 is of type (I) and there exists α ∈ Φrel,+ \ △0 such that β = w
−1α, then we can prove our claim in a similar
way as above or as the proof of [28, Lemma 10].
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On the other hand, suppose that these does not exist β ∈ △0 such that β = w
−1α for some α ∈ Φrel,+ \ △0. Then
using Steinberg [51, Lemma 89], in a similar way as [28, Lemma 10], we find that if Wm(sw) 6= 0 and m is sufficiently
large, then
|α0|(s) = |cα,w−1α|
which concludes our proof. 
B.5.2. The general case. To prove Proposition B.2, we will show by induction on ℓ(w) that, for any w ∈W,
(B.10)
there exists M depending on K such that for any W ∈ Ω(N\G,ψN )
K , m ≥M
and α ∈ S◦(w) we have inf|α0|(suppBwBWm) > 0.
The case w = 1 follows from Lemma B.11. To carry out the induction step assume that (B.10) holds for all w′ < w.
Fix a reduced decomposition of w and use the notation of Section B.2.5. For any m and i = 1, . . . , k, let
Bw(i,m) = {bw¯n : b ∈ B, n ∈ N
−
w , ni ∈ Um, ni+1 6∈ Um}.
Consider the following auxiliary statement.
(B.11)
There exists M depending on K such that for any W ∈ Ω(N\G,ψN )
K , m ≥M
and α ∈ S◦(w) we have inf|α0|(suppBw(i,m)Wm) > 0.
We will show this statement by induction on i. This will yield (B.10) for w. Indeed, we may take M for which (B.11)
holds for all i. Then, for any m ≥M we have
inf|α0|(supp∪ki=1Bw(i,m)Wm) > 0
On the other hand, the complement of ∪ki=1Bw(i,m) in Bw is BwUm, and by (B.9) we have
suppBwUmWm = (suppBwWm)Um.
Therefore, Lemma B.11. implies that
inf|α0|(suppBwUmWm) > 0
for all α ∈ S◦(w) as well.
It remains to prove (B.11). By (B.9), we may replace Bw(i,m) in (B.11) by the set
B′w(i,m) = {bw¯n : b ∈ B, n ∈ N
−
w , ni = 1, ni+1 6∈ Um}.
Let M (depending on K) such that (B.11) holds for all j < i and (B.10) holds for all w′ < w. We choose M1 ≥ M
depending only on K such that
n−βi(βi(a
−M1)O) ⊂
⋂
n∈UM
nKn−1
when αi if of type (I), and
{n−βi(β˜i(a
−M1)p, β˜i(a
−2M1)q) : p, q ∈ OEαi , NEαi/Eαi (p) = −TrEαi/Fαi (q)} ⊂
⋂
n∈UM
nKn−1
when αi if of type (II) for βi = w
−1
i αi.
Assume that W ∈ Ω(N\G,ψN )
K , g ∈ B′w(i,m), and Wm(g) 6= 0 with m ≥M1. Write g = tw¯n. Since
Wm(g) =
1
vol(Um)
∫
Um
WM (gn
′)ψN (n
′)−1 dn′ =
there exists n′ ∈ Um such that WM (gn
′) 6= 0. Let nn′ = n+n˜ where n+ ∈ N
+
w and n˜ ∈ N
−
w . Write
n˜ =
 i
n˜nβi(x˜i)n˜i if αi is of type (I),
in˜nβi(r˜i, m˜i)n˜i if αi is of type (II).
From our assumption on n and n′, by Corollary B.1, B.2 we have |x˜i| > |βi(a)
m| and |m˜i| > |βi(a)
2m|. In particular,
n˜i+1 6∈ Um by (B.6).
Let j ≤ i + 1 be the smallest index for which n˜j 6∈ UM . If j ≤ i, then g˜ ∈ Bw(j − 1,M). Thus, we may apply our
inductive assumption, and by the choice of M we have |α0(g˜)| ≥ δ1 for all α ∈ S
◦(w) where δ1 > 0 depends only on W .
Hence, by (B.1) we also have |α0(g)| ≥ δ2 for a suitable constant δ2 = δ2(m,W ) > 0.
Assume that j = i+ 1. Then n˜i ∈ UM and therefore WM (g
′) 6= 0 where
g′ =

tw¯in˜nβi(x˜i) if αi is of type (I),
tw¯in˜nβi(r˜i, m˜i) if αi is of type (II).
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Here, we note that g′ ∈ Ng˜n˜−1i since tw(n+)(tw)
−1. On the other hand, since n˜i+1 6∈ UM , we get
x−1i ∈ βi(a
−m)OFαi if αi is of type (I),
m−1i ∈ βi(a
−m)OEαi if αi is of type (II),
and thusWM is right invariant by n−βi(−x˜
−1
i ) (resp. n−βi(−rm
−1, m¯−1)) if αi is of type (I) (resp. type (II)) since these be-
long to ∩n ∈ UMnKn
−1 by the choice ofM1. Hence,WM (g
′′) 6= 0 where g′′ := g′n−βi(−x˜
−1
i ) (resp. g
′n−βi(−rm
−1, m¯−1))
if αi is of type (I) (resp. type (II)). By the first part of Lemma B.5, B.6, we have g
′′ ∈ Bw′B with w′ < w. We conclude
from the choice of M that |α0|(g
′) = |α0|(g
′′) ≥ δ3 for all α ∈ S
◦(w′) for a suitable constant δ3 = δ3(W,M) by our
inductive assumption. In particular, this holds for all α◦(w). Once again by (B.1) we infer that |α0|(g) ≥ δ4 for a suitable
constant δ4 = δ4(W,m). This concludes the proof of Proposition B.2.
B.6. Non-vanishing of Bessel functions. Suppose that G is quasi-split reductive group over F . We shall use the same
notation as above. Put B0 = A⋉N and G
◦ = B0w0B0.
Theorem B.3. For any tempered π ∈ Irrgen,ψNG, the function Bπ is not identically zero on G
◦.
Let Ad = A ∩Gder. Consider the family
An = {t ∈ A
d : |α(t) − 1| ≤ q−n for all α ∈ △0} ∈ CSGR(A
d)
which forms a basis of neighborhoods of 1 of Ad.
Let Un be the group generated by 〈nα(̟
−nOFα), nβ(̟
−nOEβ , ̟
−2nOEβ ) : α ∈ △
(I)
0 , β ∈ △
(II)
0 〉.
Lemma B.12. For any u ∈ N we have
(vol(An))
−1
∫
An
ψN (tut
−1) dt =

ψN (u) u ∈ Nn
0 otherwise
In the same argument as the proof of [30, Theorem A.1], we can prove Theorem B.3 substituting Un for Nn in the
argument [30, Appendix A].
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