Abstract. Our main result is an infinitesimal characterization of Hilbert module module flows, not necessarily of inner type, in terms of stochastic derivations from the initial algebra into the Itô algebra. We prove that any such derivation is the difference of a ⋆-homomorphism and the trivial embedding.
Introduction
Stochastic integration on Hilbert modules was first developed in particular frameworks with the goal of solving concrete problems arising in the stochastic limit of QED (quantum electrodynamics) (see [4] , [5] ). Systematic developments of this calculus in more general frameworks were later developed by Lu [28] , [29] , [30] , Speicher [35] , Skeide [34] , Goswami and Sinha [21] .
To our knowledge the first nontrivial application of this calculus to a problem not originated from the module theory itself was the solution of the problem of explicitly constructing unitary stochastic equations driven by the square of white noise, obtained by Accardi and Boukas in [12] . A problem which could not be solved neither using the 1-st order representation of the 2-d order noise, obtained in [15] , nor with more direct white noise methods [16] A fall out of this construction was an elegant and simple (in particular coordinate free) representation, of the Itô algebra of stochastic differentials of a vector valued quantum noise, based on the notion of Hilbert module. This representation differs from the one previously obtained by Belavkin [19] without using Hilbert module techniques. The paper [11] however was essentially algebraic and the topological issues, concerning the extendability of the Itô table to the completion of the trivial Hilbert module, were left implicit.
The present paper fills this gap. Moreover it extends the Hilbert module approach to white noise flows not necessarily of inner type. It is interesting to notice that this extension leads to a purely algebraic notion of stochastic derivative thus clarifying the corresponding notion, introduced in [17] for operator valued measures. Section 2 of this paper is devoted to generalize the scalar and the vector valued white noise in the module form beginning from the creation, annihilations and number operator. In the third section, we give the module form of the white noise Itô table which combines the Fock space and the initial space. Using this, in Section 4, we give a simple proof of the unitary conditions based on this language. Section 5 is devoted to study flow equations and we find that the Hilbert module approach to these equations naturally leads to the notion of stochastic derivative. In the last section, we prove that any such derivation is the difference of a ⋆-homomorphism and the trivial embedding.
Notations

Trivial Hilbert modules
In this section we recall some notations and known results on Hilbert modules, for all these and their proofs we refer to [33] . Let Γ be a Hilbert space and let B S be a C * -subalgebra of the algebra of all bounded operators on the Hilbert space H S . The algebraic tensor product:
B S ⊗ Γ has a natural structure of (trivial) right pre-B S -Hilbert module with inner product and right action given respectively by:
where b, b 1 ∈ B S and ψ, φ ∈ Γ. Completing it with respect to the norm
where . ∞ is the C * -norm in B S , one obtains an Hilbert module denoted H. Moreover, we will use the notation x 2 = x 2 M := (x|x) for x ∈ H. We recall from [33] the module form of the Cauchy-Schwarz inequality: We will also use the same symbol B S ⊗ Γ to denote the completion of the algebraic tensor product with respect to the norm (2.3). On the trivial Hilbert module B S ⊗ Γ, one can also define a left action of B S by the formula
and this action is continuous for the norm (2.3) . This induces the left action of B S ⊗ B(Γ) on B S ⊗ Γ defined by:
Given any B S -Hilbert module H, to any ξ ∈ H we associate right B S -linear map ξ * : H → B S defined through the identity ξ * η := (ξ|η); ξ * ∈ H * ; η ∈ H. The set of all the ξ * (ξ ∈ H) is denoted H * and is a left-B S -Hilbert module with inner product
and left action given by
H * is called the dual Hilbert module of H (cf. [33] ). If B 1 is any * -algebra with a left action on H, it has a natural right action on H * given by:
In particular, taking B 1 ≡ B S with the action (2.6), we see that, if x ∈ B S and ξ ∈ B S ⊗ Γ, then the product ξ * x is the element of (B S ⊗ Γ) * defined as: ξ * x(y) = (ξ|xy), ∀y ∈ B S ⊗ Γ. Moreover xξ * (y) := (ξ|yx). In the case of a trivial Hilbert module B S ⊗ Γ, there is also a left action of B(Γ) on B S ⊗ Γ given by linear extension of
Lemma 2.1. For any T ∈ B(Γ) the operator defined by (2.8) is continuous and its norm is T B(Γ) .
Proof. Let F be a finite set and let j∈F b j ⊗ ψ j ∈ B S ⊗ Γ. Consider the identity:
If ϕ is any state on B S , the matrix (ϕ(b * j b k )) j,k∈F is positive definite, hence there exists a finite set G and complex numbers λ α,j , α ∈ G, j ∈ F such that ϕ(b
Since ϕ is an arbitrary state on B S , this implies that:
and the statement follows. 2 Remark 2.2. The module norm topology induced by the norm (2.3) is the simplest topology on B S ⊗ Γ with the property described by the following lemma. Several other topologies can be considered on B S but, since we will only consider equations with bounded coefficients, we can restrict our attention to the above mentioned one. Also, we will use the notation |x| 2 = x * x, ∀x ∈ B S . The following facts are well known (see [33] Remark 2.4. Any linear operator b Γ acting on Γ, will be identified to the operator
In the following, we will consider two main cases for Γ, namely:
Let S n denote the permutation group on n symbols. For any n ∈ N and for each π ∈ S n , the map
extends by linearity and continuity to a unitary operator π
K , defined by:
Module white noise calculus 357 Definition 2.5. The subspace of L 2 (R nd ; ⊗ n K), consisting of the fixed points of all π ∈ S n under the action (2.9), will be denoted
where both spaces on the right side are identified to subspaces of L 2 (R nd ; ⊗ n K).
Proof. It is known that the elements of the form
and clearly the range of the above defined map is contained in
Identifying ψ with a function in its equivalence class, one then has
Thus (⊗ n k), ψ(s 1 , . . . , s n ) ⊗ n K = 0 a. e. and, since the ⊗ n k are total in ⊗ n sym K and ψ(s 1 , . . . , s n ) ∈ ⊗ n sym K, we conclude that ψ(s 1 , . . . , s n ) = 0 a. e. Hence ψ = 0 in L 2 .
2
Proof. This follows immediately from Lemma 2.6. 2
is an exponential vector, then any linear combination of elements of the form c
is called a module exponential vector. The set of module exponential vectors will be denoted E.
By construction E can be identified to the set of all sums of the form
Definition 2.9. On the set L of linear adjointable operators with domain (of them and of their adjoint) containing E ⊆ H S ⊗ Γ one defines the seminorms
10)
The topology induced on L by the seminorms (2.10) (resp. (2.11)) will be called the topology of strong (resp. weak) convergence on the module exponential vectors.
) with respect to the Hilbert module topology.
Module creators
The main point of the following three sections is to use Lemma 2.3 to give a meaning to expressions such as b
To this goal we begin to define these quantities for elements in the algebraic tensor product
and then we extend the definition by continuity with respect to the topology given in Definition 2.9.
Let us recall our notations for the creation, annihilation and number operators on the Fock space Γ(L 2 (R d ; K)) and the corresponding white noise densities.
is the operator valued distribution defined for a. e. t ∈ R d by:
where δ(t−.) is the Dirac measure. The creation and annihilation operators are defined for any square integrable measurable function g ∈ L 2 (R d ; K) by:
and satisfy the commutation relation interpreted in the weak sense on the corresponding domains:
Definition 2.12.
where
More explicitly, for each n 1:
Remark 2.13. From Corollary 2.7, it is clear that the right hand side of (2.15) is in
Moreover, combining the equations (2.12) and (2.15), one can write, for any element
Proposition 2.14. The map c S ⊗f → B + (c S ⊗f), from the algebraic Hilbert module
the linear operators defined on the algebraic module exponential vectors can be extended by linearity and strong continuity on the module exponential vectors to the completion of the algebraic Hilbert module
B S ⊗ alg L 2 (R d ; K).
Proof. For any two elements
J, K finite sets, we have:
From Lemma 2.1 and from the Cauchy-Schwarz inequality (2.4) for the Hilbert mod-ules, it follows that, denoting F the module norm (2.3) of F :
Finally we get with c ψ := max{
The linearity of the map F → B + (F ) and the inequality (2.19) imply that we extend by continuity the map F → B + (F ) to the completion of the Hilbert module
For this measure, we will use the notation dB
Module annihilators
Recall that the annihilation white noise densities on the Fock space Γ(L 2 (R d ; K)) are the operators defined, for any square integrable measurable function g ∈ L 2 (R d ; K), by:
Lemma 2.15. For every
c S ∈ B S and g ∈ L 2 (R d ; K), the adjoint of the operator b + t (c S ⊗ g) (resp. B + (c S ⊗ g)) is
well defined on E and is given for a. e. t ∈ R d and
, the operator b t (c S ⊗ g) will be called annihilator density and satisfies ∀h S ⊗ ψ, h 1 S ⊗ φ module exponential vectors:
One can conclude:
Remark 2.17.
we define the annihilation densities b t (g(t)) by the prescription (R d ; K) ), so one has:
, the operator B(c S ⊗ f) given in Lemma 2.15 will be called annihilator operator. From this, we get: The thesis now follows from the inequality (2.18). The same argument as in Proposition 2.14 leads to the inequality
where c ′ ψ :=
and from this the required strong continuity follows. 2
Notation:
For every c S ∈ B S and f ∈ L 2 (R d ; K), we define the operator valued measure on R d
We will use the notation dB t (c S ⊗ f) for this measure.
Module number operators Lemma 2.21. If the series
weakly on the module exponential vectors. K) ) of the form (2.25) and for any pair of exponential 
Definition 2.22. For any linear operator T ∈ T
where the series converges weakly on L 2 (R d ; K), the number density n(t, T ) is defined by:
where the series converges weakly on the module exponential vectors.
Definition 2.23. Let T = j c S,j ⊗ T j ∈ B S ⊗ alg T . The module number density n(t, T ) is defined by:
Remark 2.24. We will use the following notations.
(2.27) Let T : t ∈ R d → T ֒→ B(H S ⊗ K) be a strongly measurable map.
Definition 2.25. The number operator is defined by N (T ) = n(t, T (t))dt.
In particular:
Let recall the following well-known fact [31] : Proposition 2.26. For any T, S ∈ B S ⊗ T , we have:
N (S)N (T ) = N (ST ).
Proposition 2.27. For each t ∈ R + , the map T ∈ B S ⊗ T → N t (T ) is continuous from the strong operator topology on B(H S ⊗K) to the topology of strong convergence on module exponential vectors whose test functions are finite step functions.
Remark 2.28. By inspection of the proof below, it is clear that the condition that T is bounded is not needed. In this case, some obvious domain conditions have to be introduced.
Proof. For any module exponential vector ξ
with α ∈ L 2 (R d , K) a step function, for T ∈ B S ⊗ T and K a finite set, we have:
By assumption, any α ∈ K, has the form
where J is a finite set, a
µ ∈ C, α µ ∈ K and I µ ⊆ R d is a bounded set. The sets J and I µ generally will depend on α but, by taking refinements and remaining the a (α) µ one can assume that these sets are independents of α ∈ K. With these notations, one has:
where |I µ | denotes the Lebesgue measure of I µ ⊆ R d . The (2.29) shows that, if 
Module commutation relations: the basic estimate
Even in the case of a trivial Hilbert module, there is no simple closed form for the Boson module commutation relations. The identity proved in Proposition 3.1 however is sufficient to prove the module Itô table.
, we have:
. From Proposition 3.1, one knows that
Therefore: 
Module form of the Hudson-Parthasarathy Itô table
In the following, we will use the following well-known facts [32] .
Lemma 4.2. Let (A n )and (B n ) be two sequences in a B S -Hilbert module, which converge respectively to A and B, then the sequence (A n |B n ) converges to (A|B) in B S .
Lemma 4.3. Let (T n )and (C n ) be two sequences in B S ⊗B(Γ) which converge strongly on H S ⊗L 2 (R d , K), respectively to T and C. Suppose that the sequence
Proof. The statement follows from Proposition 2.27 because under our assumptions T n C n converges strongly to T C. 2
Lemma 4.4. Either (i) the sequence T n ∈ B(H S ⊗ Γ) is bounded and ξ n → 0 in B S ⊗ Γ with respect the Hilbert module topology, or
Proof. Let T n and ξ n be sequences satisfying the above hypothesis, it follows:
For any h S , h
and from this the statement follows. Proof. For any ψ ∈ B S ⊗ Γ, we have
Using Cauchy-Schwarz inequality, this leads to
which converges to 0 under the hypothesis. 2
Proof. Using the Itô table of Proposition 4.1, one finds 
Proof. First, we apply Proposition 4.6, for the finite sums. Then, by using Lemma 4.2, 4.3 and 4.5, we pass to the limit using continuity and we get the result. is the * -algebra of 2 × 2 matrices
with the multiplication
and with involution
Remark 4.9. The associativity of the multiplication (4.1) can be easily checked.
One of the advantage of the Hilbert module representation, is the following isomorphism which will be used frequently to get the results in the sequel. 
is a * -isomorphism from the Itô algebra I(B 1 , H, B S ) into the algebra of stochastic differentials with mutual quadratic variation as multiplication.
Proof. Clearly, the map dM t is linear. The independence of the differentials ( [12] ) leads to the injectivity of this map. Using the module Itô table given in Corollary 4.7, we get that
which implies that * is a * -homomorphism. In fact, a * -isomorphism into its range. 2
Module form of the white noise unitarity
From now on, we will fix the dimension d to be 1. To study the module form of the white noise unitary condition and the white noise flows, it is convenient to identify any element of the trivial Hilbert module B S ⊗ L 2 (R, K) with the 1-particle sub-module of the trivial Hilbert module B S ⊗ Γ(L 2 (R, K)). This is done by associating, to any ξ ∈ L 2 (R, K) the elementξ ∈ Γ(L 2 (R, K)) defined byξ := (0, ξ, 0, . . .) and to any
In the following, we will use the same notation for A andǍ. Consider the following module white noise differential equation:
with adjoint
where η, ξ, T, b are as in Proposition 4.10. Using the notation (4.3), (5.1) can be written as:
with adjoint given by:
In the following we will use the well-known independence of the stochastic differential over the past filtration (see [31] ). 
Proof. The co-isometry condition U * t U t = 1 is equivalent to:
and the isometry condition to:
Condition (5.7) is equivalent to:
Then, we get, using the independence of the basic integrator over the past;
which is equivalent to (5.5). Similarly (5.8) leads to
which is equivalent to (5.6). 2
A stochastic derivation on I is a linear map δ : B S → I satisfying
If δ satisfies δ(x * ) = δ(x) * ∀x ∈ B S , then it is called a stochastic * -derivation.
In the following, we will use the notation δ(x)l(y) = δ(x)y and r(x)δ(y) = xδ(y).
Proposition 6.3. Let be given the linear maps:
and define the linear map:
The map δ is a stochastic * -derivation if and only if for any x, y ∈ B, we have :
Proof. δ is a stochastic * -derivation if and only if for any x, y ∈ B S , we have :
where l and r are the left and right action given in the Definition 6.1, and δ(x * ) = δ(x) * (6.10) 377 (6.9) is equivalent to
From this, writing (6.10) in matrix form the statement follows. 2
Module form of the forward inner flow equation
Consider the following forward flow equation where
(6.13)
The following proposition gives an example of (inner) stochastic derivation on the Itô algebra I(B 1 , H, B S ). and α is a * -endomorphism of B S ⊗ B K .
Structure of stochastic derivation
Proof. This follows from Theorem 7.1 with ı given by (7.6) and for any b, b S ∈ B S , and b K ∈ B K : Then, given δ, the map α defined by (7.7) is a * -homomorphism from B S into B S ⊕ I by Theorem 7.1 and satisfies (7.8) by construction. Conversely, if α is a * -homomorphism from B S into B S ⊕ I satisfying (7.8), then from Theorem 7.1 we know that the map δ := α − ı : B S −→ I satisfies withl andr given by (7.9) and (7.10) respectively. From this it is easy to show that δ is a stochastic derivation in the sense of Definition 6.2. 
