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We present a measurement of the cross section for production of two or more jets as a function of dijet mass,
based on an integrated luminosity of 86 pb21 collected with the Collider Detector at Fermilab. Our dijet mass
spectrum is described within errors by next-to-leading order QCD predictions using CTEQ4HJ parton distri-
butions, and is in good agreement with a similar measurement from the DØ experiment.
PACS number~s!: 13.85.Rm, 12.38.Qk
Hard collisions between protons and antiprotons predomi-
nantly produce dijet events, which are events containing at
least two high energy jets. A measurement of the dijet mass
differential cross section provides a fundamental test of
quantum chromodynamics~QCD! and a constraint on the
parton distributions of the proton. We previously reported
measurements of the inclusive jet transverse energy (ET)
spectrum@1# and the cross section for events with large total
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ET @2#. Both measurements indicated an excess of events at
high ET compared to the predictions of QCD. This Rapid
Communication presents our most recent measurement of the
dijet mass spectrum@3# and compares it with the predictions
of next-to-leading order QCD and the measurement of DO”
@4#. This measurement, with an integrated luminosity of 86
pb21, is significantly more sensitive to events at high dijet
mass than our previous measurements of the dijet mass spec-
trum @5# with integrated luminosities of 4.2 pb21 and 26
nb21. We recently used this data sample combined with 20
pb21 of older data to measure dijet angular distributions@6#
and to search the dijet mass spectrum for new particles de-
caying to dijets@7#.
A detailed description of the Collider Detector at Fermi-
lab ~CDF! can be found elsewhere@8#. We use a coordinate
system with thez axis along the proton beam, transverse
coordinate perpendicular to the beam, azimuthal anglef,
polar angleu, and pseudorapidityh52 ln tan(u/2). Jets are
reconstructed as localized energy depositions in the CDF
calorimeters, which are arranged in a projective tower geom-
etry. The jet energy,E, is defined as the scalar sum of the
calorimeter tower energies inside a cone of radiusR
5A(Dh)21(Df)250.7, centered on the jet direction. Jets
that share towers are combined if the totalET of the shared
towers is greater than 75% of theET of either jet; otherwise
the towers are assigned to the nearest jet. The jet momentum,
PW , is the vector sum:PW 5(Eiûi , with ûi being the unit vec-
tor pointing from the interaction point to the energy deposi-
tion Ei inside the cone. The quantitiesE andPW are corrected
for calorimeter non-linearities, energy lost in uninstrumented
regions of the detector, and energy gained from the underly-
ing event and additionalpp̄ interactions. We do not correct
for energy lost outside the clustering cone, since a similar
loss is present in the O(as
3) QCD calculation in which an
extra gluon can be radiated outside the jet clustering cone.
The jet energy corrections increase the measured jet energies
on average by 20%~16%! for 100 GeV~400 GeV! jets. Full
details of jet reconstruction and jet energy corrections at
CDF can be found elsewhere@9#.
We define the dijet system as the two jets with the highest
transverse momentum in an event~leading jets! and define
the dijet mass asM5A(E11E2)22(PW 11PW 2)2. Our data
sample was obtained using four triggers that required at least
one jet with uncorrected cluster transverse energies of 20, 50,
70 and 100 GeV, respectively. After correcting the jet ener-
gies these trigger samples were used to measure the dijet
mass spectrum above 180, 217, 292, and 388 GeV/c2, re-
spectively, where the trigger efficiencies were greater than
97%. The four data samples corresponded to integrated lu-
minosities of 0.091, 2.2, 11, and 86 pb21 respectively. We
selected events with two or more jets and required that the
two leading jets have pseudorapidities ofuh1u,2 and uh2u
,2 and satisfyucosu* u5utanh@(h12h2)/2#u,2/3, whereu*
is the scattering angle in the dijet center-of-mass frame. The
cosu* requirement ensures full acceptance as a function of
the dijet mass. Thez position of the event vertex was re-
quired to be within 60 cm of the center of the detector; this
cut removed 6% of the events. Backgrounds from cosmic
rays, beam halo, and detector noise were removed by requir-
ing E” T /A(ET,6 GeV1/2 and(E,2 TeV, whereE” T is the
missing transverse energy@10#, (ET is the total transverse
energy~scalar sum!, and(E is the total energy in the event.
These cuts selected 60998 events.
The dijet mass resolution was determined using the
PYTHIA @11# Monte Carlo program and a CDF detector simu-
lation. The true jet is defined from the trueET of particles
emanating from the hard scattering, using the same jet algo-
rithm as described above, but applied to towers of trueET .
The trueET of a tower is theET of the generated particles
that enter the tower. The simulated jet uses theET of simu-
lated calorimeter towers and the jet energy corrections for
the CDF detector simulation. TheET of the simulated jets is
corrected to equal theET of the corresponding true jet on
average. The dijet mass resolution function,r(M ,m), is then
defined as the distribution of simulated dijet masses,M, for
each value of true dijet mass,m. The dijet mass resolution
was determined for six values ofm between 50 and 1000
GeV/c2 and then a single smooth parametrization was used
to interpolate between these values. The dijet mass resolution
is approximately 10% for dijet masses above 150 GeV/c2.
The steeply falling dijet mass spectrum is distorted by the
dijet mass resolution. We correct for this distortion with an
unsmearing procedure. Define the smeared spectrum,S(M ),
as the convolution of the true spectrum,T(m), and the dijet
mass resolution:S(M )5*T(m)r(M ,m)dm. We param-
etrize the true dijet mass spectrum withT(m)5A(1
2m/As1Cm2/s)N/mP whereAs51800 GeV. Motivated by
QCD, this parametrization models the parton subprocess
cross section with an inverse power of mass, and models the
parton distributions using the term in parentheses. We fit the
smeared spectrum to our data to find the value of the four
parameters A56.6731017 pb/(GeV/c2), C52.95, N
526.98, andP56.70. The fit has ax2 of 20.5 for 14 de-
grees of freedom. The unsmearing correction factors,Ki , are
then defined as the ratio of the smeared to true spectrum,
Ki5* iS(M )dM/* iT(m)dm, where the integration is over
mass bini. The value ofKi smoothly decreases from 1.07 at
M5188 GeV/c2, to 1.03 at M5540 GeV/c2, and then
smoothly increases to 1.12 atM5968 GeV/c2. The cor-
rected cross section as a function of dijet mass is given by
ds/dM5ni /~Ki L e i DM !, ~1!
where for each mass bin, ni is the number of events,L is
the integrated luminosity,e i is the efficiency of the trigger
andz-vertex selections, andDM is the width of the mass bin.
In Table I we list 12 independent sources of systematic
uncertainty in the dijet mass cross section. They are the un-
certainties in calorimeter calibration~cal!, jet fragmentation
~frag!, underlying event~uevt!, calorimeter stability over
time ~stab!, relative jet energy scale as a function of pseudo-
rapidity @6# ~rel!, detector simulation~sim!, the unsmearing
procedure~unsm!, the tails of the resolution function~tails!,
absolute luminosity@12# of the jet 100 trigger~lum!, and the
relative luminosities of the jet 20, 50, and 70 triggers~J20,
J50, and J70!. The first four systematic uncertainties@1# are
equivalent to a combined uncertainty in the determination of
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the dijet mass variable which decreases from 2.7% atM
5188 GeV/c2 to 2.3% atM5968 GeV/c2. The uncertainty
in detector simulation results from a 0.5% uncertainty in the
equality of the true dijet mass and the simulated dijet mass
after all jet corrections are applied, independent from the first
four systematic uncertainties mentioned above. To check that
our unsmearing procedure is internally consistent, we ap-
plied the unsmearing procedure to a simulated dijet mass
spectrum. The resultingKi were in agreement with the ratios
of the simulated spectrum to true spectrum for each mass
bin. Because of limited Monte Carlo statistics, the systematic
uncertainty on the consistency of the unsmearing procedure
was 4%. The uncertainty in the dijet mass resolution due to
non-Gaussian tails was estimated by repeating the unsmear-
ing procedure with a Gaussian resolution. The systematic
uncertainties on the luminosity for the jet 20, 50 and 70
triggers came from the statistical uncertainty in matching the
cross section of each trigger with the next higher threshold
trigger~jet 70 was required to match jet 100 in the first bin of
the jet 100 sample, jet 50 was required to match jet 70, etc.!.
Each of the independent systematic uncertainties in Table I
are completely correlated as a function of dijet mass.
In Table II we present the fully corrected inclusive dijet
mass spectrum forpp̄→ 2 jets 1 X, where X can be any-
thing, including additional jets. We tabulate the differential
cross section versus the mean dijet mass in bins of width
approximately equal to the dijet mass resolution. Figure 1
shows the fractional difference between our data and O(as
3)
QCD predictions from the parton level event generator
JETRAD @13#. Here the renormalization scale ism50.5ET
max,
whereET
max is the maximum jetET in the generated event. In
theJETRAD calculation, two partons are combined if they are
within Rsep51.3R, which corresponds to the minimum sepa-
ration of jets in the data. Predictions are shown for various
choices of parton distribution functions: CTEQ4M@14# and
Martin-Roberts-Stirling-Thorne~MRST! @15# are standard
ets and CTEQ4HJ@14# adjusts the gluon distribution to give
a better fit to the CDF inclusive jetET spectrum at highET .
However, the authors of MRST(g↑) and MRST(g↓) claim
TABLE I. Systematic uncertainties on the cross section~see text!.
Mass Systematic uncertainty on cross section in %
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TABLE II. For each bin we list the average dijet mass, the
differential cross section, and the statistical and total systematic
uncertainty on the cross section.
Bin edge AverageM ds/dM Statistical Systematic
(GeV/c2) (GeV/c2) (pb/GeV/c2) uncertainty uncertainty
180 188 6.073102 3.2 % 217
120 %
198 207 3.423102 4.1 % 217
119 %
217 228 1.813102 1.0 % 216
119 %
241 252 9.813101 1.4 % 216
119 %
265 277 4.983101 1.8 % 217
119 %
292 305 2.783101 1.1 % 217
119 %
321 335 1.43 101 1.4 % 217
120 %
353 368 7.413100 1.9 % 218
120 %
388 405 3.83 100 0.9 % 218
121 %
427 446 1.893100 1.2 % 219
121 %
470 491 9.0731021 1.7 % 219
122 %
517 539 4.5031021 2.3 % 220
123 %
568 592 1.9031021 3.3 % 221
125 %
625 652 7.4231022 5.1 % 222
126 %
688 716 2.9231022 7.7 % 223
128 %
756 784 1.1831022 11 % 225
130 %
832 865 3.5731023 20 % 226
132 %
915 968 9.03 1024 33 % 228
134 %
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that these two sets represent the possible range of behavior of
the gluon@15#. Figure 1 shows that the CTEQ4HJ prediction
models the shape and normalization of our dijet data better
than CTEQ4M. The CTEQ4M prediction changes by less
than 5% when the renormalization scale is changed tom
5ET
max, but it decreases between 7% and 17% form
52ET
max, and it decreases between 25% and 30% form
50.25ET
max. In Fig. 2 we compare the fractional difference
between our data and QCD with that of the DØ experiment.
The DØ measurement@4# and theJETRAD prediction ob-
tained by DØ required that each jet be in regionuhu,1.0.
Figure 2 shows that our data and the DØ data are in good
agreement.
The covariance matrix for the dijet mass differen-
tial cross section is defined asVi j 5d i j s i
2(stat)
1Sk51
12 s i(sysk)s j (sysk). Here d i j 51(0) for i 5 j ( iÞ j ),
s i(stat) is the statistical uncertainty in mass bini, and the
sum is over each of the 12 systematic uncertaintiess i( ysk)
listed in Table I. Since the theory always predicts a smaller
cross section than the data, the positive percent systematic
uncertainty given in Table I was multiplied by the theoretical
cross section to determine thes i(sysk). From the inverse of
the covariance matrix, (V21) i j , and the difference between
the data and the theory in each bin,D i , we perform ax
2
comparison between the data and the theory. Table III pre-
sents values forx25S i , jD i(V
21) i j D j and the corresponding
probability for a standardx2 distribution with 18 degrees of
freedom~14 degrees of freedom for the row labeled Fit!. Our
data is in agreement within errors with the QCD prediction
using CTEQ4HJ parton distributions, which has an enhanced
gluon distribution at highET . Our data exclude CTEQ4M
parton distributions, which have a standard gluon distribu-
tion. Thex2 comparison shows that our data cannot exclude
with high confidence QCD predictions using MRST parton
distributions, even though the normalization of that predic-
tion is well beneath that of our data. This is because of the
presence of correlated systematic uncertainties that are large
compared with the statistical uncertainties. Such correlated
uncertainties can accommodate certain significant deviations
in both normalization and shape between the data and the
theory with a relatively small penalty inx2. Any theoretical
prediction whose deviation from the data matches the shape
of a correlated uncertainty will give a reasonablex2 pro-
vided that the normalization difference between the data and
the prediction is no more than a few standard deviations.
In conclusion, we have measured the cross section for
production of two or more jets in the kinematic regionuhu
,2 and ucosu* u,2/3 as a function of dijet invariant mass.
The data at the highest values of dijet mass are above the
QCD predictions using standard parton distributions, similar
to the excess at highET observed in previous measurements
of the inclusive jetET spectrum@1# and the totalET spec-
trum @2#. The CDF data are described within errors by next-
to-leading order QCD predictions using CTEQ4HJ parton
TABLE III. x2 and corresponding probability for theoretical
predictions for the dijet mass spectrum with various choices of par-
ton distribution functions and renormalization scalesm5DET
max.
The row labeled Fit is the parametrization used in the unsmearing
~see text!.
PDF D x2 Probability




CTEQ4HJ 0.5 29.8 4.031022
1.0 26.1 9.831022
CTEQ3M 0.5 45.7 3.3 1024
1.0 55.2 1.231025
MRST 0.5 38.7 3.231023
1.0 33.5 1.531022
MRST(g↑) 0.5 36.1 6.931023
MRST(g↓) 0.5 38.3 3.531023
Fit – 20.5 1.231021
FIG. 1. The fractional difference between the measured differ-
ential cross section and the QCD prediction~points! as a function of
dijet mass. The band is the systematic uncertainty. The curves are
the fractional difference between other QCD predictions, for vari-
ous choices of parton distributions, and our default QCD prediction
using CTEQ4M.
FIG. 2. The difference between CDF data and QCD~solid
points as shown in Fig. 1! compared to the difference between DØ
data@4# and QCD~open points!. The solid curves are the DØ sys-
tematic uncertainty.
RAPID COMMUNICATIONS
MEASUREMENT OF THE DIFFERENTIAL DIJET MAS . . . PHYSICAL REVIEW D 61 091101~R!
091101-5
distributions, and are in good agreement with a similar mea-
surement from the DØ experiment.
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