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A projection method is proposed to treat the one-dimensional Schro¨dinger equation for a single
particle when the Generalized Uncertainty Principle (GUP) generates an ultraviolet (UV) wavevec-
tor cutoff. The existence of a unique coordinate representation called the naive one is derived from
the one-parameter family of discrete coordinate representations. In this bandlimited Quantum Me-
chanics a continuous potential is reconstructed from discrete sampled values observed by means of
a particle in maximally localized states. It is shown that bandlimitation modifies the speed of the
center and the spreading time of a Gaussian wavepacket moving in free space. Indication is found
that GUP accompanied by bandlimitation may cause departures of the low-lying energy levels of a
particle in a box from those in ordinary Quantum Mechanics much less suppressed than commonly
thought when GUP without bandlimitation is in work.
PACS numbers: 04.60.Bc
I. INTRODUCTION
There are several theoretical indications that Quan-
tum Gravity may have consequences in the behaviour of
low-energy quantum systems [1–4]. The corresponding
effective Quantum Mechanics is believed to be based on
the Generalized Uncertainty Principle (GUP) [5–11], var-
ious modifications of Heisenberg’s Uncertainty Principle
(HUP). Recently even a proposal has been put forward
to probe experimentally the departure from HUP in a di-
rect manner [12]. Among the various realizations of GUP
there is a class when the deformation of the commuta-
tor relation for the operators of the coordinate xˆ and the
canonical momentum pˆx depends only on the canonical
momentum,
[xˆ, pˆx] = i~f(α|pˆx|) (1)
with the deformation function f(|u|), where u = αpx and
α = O (ℓP /~) with the Planck length ℓP ≈ 1.616× 10−35
m is a small parameter. In the present paper we shall re-
strict ourselves to deformation functions for which there
exists a minimal wavelength, i.e. a maximal magnitude
K of the wavevector but the canonical momentum can
take arbitrary large values (as opposed to the cases dis-
cussed e.g. in [13]). Then physical states are restricted to
those of finite band width, i.e. the wavevector operator
kˆx can only take values in the interval [−K,K].
The mathematical structure of Quantum Mechanics
with finite band width is rather delicate [14], even in
the one-dimensional case. Namely, while both opera-
tors of the wavevector kˆx and the canonical momentum
pˆx are self-adjoint, the coordinate operator xˆ cannot be
self-adjoint, but only Hermitian symmetric in order to
satisfy the deformed commutator relation (1). It has,
however, a one-parameter family of self-adjoint exten-
sions with eigenvalues determining equidistant grids on
the coordinate axis, defining a minimal length scale a,
while the grids belonging to the various extensions are
continuously shifted to each other. This is a sign that
positions can only be observed with a maximal precision
∆xmin ≈ a, while momenta can be measured with arbi-
trary accuracy [9, 15–21]. Although there exist formal
coordinate eigenstates even in that case, but – as op-
posed to ordinary Quantum Mechanics, – they cannot
be approximated now by a sequence of physical states
with uncertainty in position decreasing to zero [15]. A
so-called naive coordinate representation can be built
up representing the operator algebra of [xˆ, kˆx] = i~ as
xˆ ⇒ x and kˆx ⇒ −i∂x on square-integrable functions
of the coordinate x ∈ R, referred to below as coordi-
nate wavefunctions. Then the canonical momentum sat-
isfying the relation in Eq. (1) can be represented as
pˆx ⇒ α−1F−1(−iα~∂x) where F−1 stands for the inverse
of the function F (u) =
∫ u
0
du′
f(|u′|) and relates the opera-
tors of the wavevector and the canonical momentum via
kˆx = (α~)
−1F (αpˆx). Let us note that the commutator
in the left-hand side of Eq. (1) is invariant under the
reflection x → −x, px → −px so that the deformation
function should be an even function of px which implies
that both functions F (u) and its inverse are even, as well.
Furthermore, f(0) = 1 has to be required in order to re-
cover HUP in the limit α → 0. Here we shall restrict
ourselves to particular choices of the deformation func-
tion which are monotonically increasing with raising |u|
and for which the limits F (±∞) = ±α~K remain finite.
There are known a few explicit cases of such deforma-
tion functions, e.g. f = 1+α2p2x with F (u) = arc tan u
[15, 22], f = exp(α2p2x) with F (u) = (
√
π/2) erf u [20],
and f = exp(α|px|) with F (u) = (1 − e−|u|) sign u
used after Taylor expansion in [23, 24] and all implying
~K ≈ 1/α and a ≈ α~ ≈ ℓP .
Coordinate space turns out to exhibit features of dis-
creteness [25] and continuity at the same time like infor-
mation does [26–32]. The main idea is that space can
be thought of a differentiable manifold, but the physical
2degrees of freedom cannot fill it in arbitrarily dense man-
ner. It has also been conjectured that degrees of freedom
corresponding to structures smaller than the resolvable
Planck scale turn into internal degrees of freedom [33–
36]. Although the coordinate wavefunctions introduced
in the manner described above do not have the simple
probabilistic meaning, yet provide useful tools to charac-
terize the quantum states of the particle which can then
be analyzed e.g. in terms of maximally localized states
[16–19]. Below we shall discuss the justification of that
naive coordinate representation for one-dimensional ban-
dlimited Quantum Mechanics in more detail.
In the present paper we shall concentrate on the so-
lution of the Schro¨dinger equation for the coordinate
wavefunctions in the case when GUP implies finite band
width. It is well-known that GUP directly affects the
Hamiltonian through the modification of the canoni-
cal momentum and that of the kinetic energy operator
(pˆ2x/2m) − (~2kˆ2x/2m) which can be expanded – when
low-energy states are considered – in powers of the small
parameter α. This pure GUP effect has been treated in
the framework of the perturbation expansion using the
naive coordinate representation and discussed in detail
for various quantum systems (see Refs. [22, 24, 37–49]
without the quest of completeness), among others for the
particle in a box [23, 24, 42, 43, 46, 50, 51]. Treatments in
the Bargmann-Fock representation [52–54], and various
path-integral formulations [55–57] have been worked out.
Here we shall take the viewpoint that the bandlimited
Quantum Mechanics is an effective theory in the frame-
work of which no quantum fluctuations of wavelength
smaller than those of the order of the minimal length
are possible, i.e. the coordinate wavefunctions should
not contain Fourier components with wavevectors out-
side of the finite band with kx ∈ [−K,K]. In order to
built in this restriction into the Schro¨dinger equation we
propose to use Hamiltonians operating on the subspace
of the square-integrable coordinate wavefunctions with
finite band width. To ensure this we introduce the pro-
jector Πˆ onto that subspace and restrict the solutions of
the Schro¨dinger equation to the bandlimited subspace H
of the Hilbert space. We shall also show that the above
mentioned naive coordinate representation of the ban-
dlimited Hilbert space H uniquely exists and solutions of
the bandlimited Schro¨dinger equation automatically re-
flect the symmetry that the formulations of the theory on
any of the equidistant spatial grids of spacing a exhibit
the same physical content. Moreover, we shall discuss
the reconstruction of a unique continuous bandlimited
potential from sampled values taken on such grids by
means of maximally localized states. The bandlimitation
will be shown to broaden the peaks and smear out the
sudden jumps of the microscopic potential over a region
of the Planck scale. Below we shall apply our projec-
tion method to determine the free motion of a Gaussian
wavepacket as well as the energy shifts of the low-lying
stationary states of a particle in a box. The stationary
problem shall be treated in the framework of first-order
perturbation theory.
It is appropriate to make the following remarks: (i) As
to our viewpoint of removing the UV components of the
wavefunctions, it is rather a naive approach to estimate
the additional effects due to the existence of the finite
UV cutoff. Our viewpoint would be exact when the co-
ordinate space were discrete, but it is not although the
self-adjoint extensions of the coordinate operator have
discrete eigenvalues forming a grid on the coordinate axis.
However, there exists a one-parameter family of such ex-
tensions and that of the corresponding grids which can be
transformed into each other by continuous shifts. This in-
dicates that quantum fluctuations of wavelength smaller
than the minimal length scale a cannot be probably ex-
cluded completely, but rather should have been treated
by more sophisticated methods, like e.g. renomalization
group methods. Fortunately, in the one-dimensional case
the solutions of the bandlimited Schro¨dinger equation in
the naive coordinate representation used by us reflect in-
herently the physical equivalence of any of those grids.
Therefore, our projection technique can give a reliable
order-of-magnitude estimate of the importance of the ad-
ditional effect of the UV cutoff as compared to the pure
GUP effect. (ii) As to our choice of the model, the par-
ticle in a box, it is rather a toy model. The pure GUP
effect on the low-lying stationary states has already been
discussed and noticed that the model with precisely given
box size L is ill-defined in the sense that a change of the
box size of the order ℓP , i.e. that of the maximal ac-
curacy ∆xmin of the position determination causes an
energy shift of the order O (ℓP /L) as compared to the
pure GUP effect of the order O ((ℓP /L)2) [58]. In our
approach the Hamiltonian operates on the subspace of
states with finite band width and transforms the origi-
nally local potential effectively into a nonlocal one. Pro-
jecting out the UV components of the potential results in
a kind of smearing out the edges of the box in regions of
the size of O (∆xmin). Our purpose is to determine the
additional shift of the low-lying energy levels caused by
the existence of the finite UV cutoff. We shall see that
this turns out to be of the order O (ℓP /L), being much
more significant than the pure GUP effect, so that in
some sense the result of [58] will be recovered. Neverthe-
less, our approach may be a hint that this kind of energy
shift might be the true effect, when the physically realis-
tic box with smeared out walls is considered and modeled
by performing the projection which determines the op-
eration of the Hamiltonian on the bandlimited Hilbert
space H.
Our paper is constructed as follows. In Sect. II the
projection method is introduced and the integral kernels
for the various projected operators determined. For one-
dimensional bandlimited Quantum Mechanics a justifi-
cation of the naive coordinate representation is given in
Sect. III. A method is given in Sect. IV which enables
one to reconstruct a bandlimited continuous potential
from sampled values obtained by means of a particle in
maximally localized state. The free motion of a Gaussian
3wavepacket is then discussed in Sect. V in the framework
of bandlimited Quantum Mechanics. In Sect. VI the de-
termination of the shifts of the low-lying energy levels of
a particle in a potential is formulated in the framework
of the first-order perturbation theory. The problem of a
particle in a box is considered in Sect. VII as the limit-
ing case of a particle in a square-well potential taking the
limit of infinite depth. After setting some notations in
Subsect. VII A and recovering the well-known result for
the pure GUP effect in Subsect. VII B, in Subsect. VIIC
the additional energy shifts of the low-lying levels caused
by the existence of the finite UV cutoff are shown to be
dominant . Finally, the results are summarized in Sect.
VIII. Several technical details are given in the Appendix.
App. A reminds the reader on some mathematics rele-
vant for the self-adjoint extension of the Hermitian sym-
metric coordinate operator. In App. B the wavefunctions
of the unperturbed system, i.e. those for a particle in the
square-well potential in the framework of usual Quantum
Mechanics are derived. The operation of the GUP mod-
ified kinetic energy operator on exponential functions is
determined in App. C. The details of the evaluation of
the additional energy shifts of the low-lying energy levels
for a particle in a box are presented in Appendices D and
E. In App. F maximally localized states of a particle are
constructed. Finally, in App. G the bandlimited poten-
tial reconstructed from sampled values of a Dirac-delta
like potential is presented.
II. PROJECTORS ONTO THE SUBSPACE OF
WAVEFUNCTIONS WITH FINITE BAND
WIDTH
Let ψ(x), ψ˜(px) and
˜˜ψ(kx) be the wavefunctions of the
state |ψ〉 in the naive coordinate, canonical momentum
and wavevector representations, respectively. The scalar
product of arbitrary states |ψ〉 and |φ〉 can be written as
〈φ|ψ〉 =
∫ ∞
−∞
dxφ∗(x)ψ(x) =
∫ K
−K
dkx
2π
˜˜φ
∗
(kx)
˜˜ψ(kx)
=
∫ ∞
−∞
dpx
2π~f(α|px|) φ˜
∗(px)ψ˜(px) (2)
and is kept invariant under the transformation
ψ(x) =
∫ K
−K
dkx
2π
eikxx
˜˜
ψ(kx),
˜˜ψ(kx) =
∫ ∞
−∞
dxe−ikxxψ(x). (3)
An arbitrary square integrable function ψ(x) ∈
L2(−∞,∞) contains ultraviolet (UV) Fourier compo-
nents with |kx| > K, as well. In order to ensure that
the solutions of quantum mechanical eigenvalue equa-
tions, as well as that of the Schro¨dinger equation belong
to the subspace L2K(−∞,∞) of wavefunctions with fi-
nite band width, any operator Oˆ of an observable should
be projected onto that subspace by an appropriate pro-
jector Πˆ, Oˆ ⇒ ΠˆOˆΠˆ. The projector should cut off
the UV components of any square integrable function
f(x) ∈ L2(−∞,∞), i.e. for its kernel Π(x, y) the rela-
tion
(Πf)(x) =
∫ ∞
−∞
dyΠ(x, y)f(y)
=
∫ K
K
dkx
2π
eikxx
˜˜
f(kx) ∈ L2K(−∞,∞) (4)
should hold that implies
Π(x, y) =
∫ K
−K
dkx
2π
eikx(x−y) =
sin[K(x− y)]
π(x− y) . (5)
It is straightforward to show that Πˆ is a projector sat-
isfying Πˆ2 = Πˆ. When K → ∞ the operation of any
Hermitian symmetric operator Oˆ on any state |ψ〉 can be
represented as∫ ∞
−∞
dyO(x, y)ψ(y) =
∫ ∞
−∞
dkx
2π
˜˜ψ(kx)
˜˜Okxe
ikxx (6)
where the kernel O(x, y) and the formal differential op-
erators Ox and
˜˜Okx are related as
O(x, y) = Oxδ(x− y) =
∫ ∞
−∞
dkx
2π
e−ikxy ˜˜Okxe
ikxx. (7)
Hermitian symmetry implies O(x, y) = [O(y, x)]∗ and
˜˜Okx = [
˜˜O−kx ]
∗. A few examples are summarized in the
table:
Ox
˜˜
Okx
x
n (n ∈ N) 1
2
[(−i∂→kx)
n + (i∂←kx)
n]
(−i∂x)
n (n ∈ N) knx
| − i∂x| =
√
(i∂x)2 |kx|
It is straightforward to show that the symmetrized form
of ˜˜Okx for Ox = x
n with partial derivatives ∂→kx and ∂
←
kx
acting to the right and left, respectively, is in agreement
with Heisenberg’s commutation relation [xˆ, kˆx] = i.
In Quantum Mechanics with finite band width K the
kernel O(x, y) should be projected as
(ΠOΠ)(x, y) =
∫ ∞
−∞
dz
∫ ∞
−∞
duΠ(x, z)O(z, u)Π(u, y)
=
∫ K
−K
dkx
2π
e−ikxy ˜˜Okxe
ikxx (8)
while Hermitian symmetry is preserved,
[(ΠOΠ)(y, x)]∗ = (ΠOΠ)(x, y). Now, one easily
4finds the kernel of Πˆkˆnx Πˆ,
(ΠknxΠ)(x, y) =
∫ K
−K
dkx
2π
eikx(x−y)knx
= (−i∂x)nΠ(x, y), (9)
and that of ΠˆxˆnΠˆ,
(ΠxnΠ)(x, y)
=
∫ K
−K
dkx
2π
e−ikxy
1
2
[(−i∂→kx)n + (i∂←kx)n]eikxx
=
1
2
(xn + yn)Π(x, y) (10)
which imply for the kernels of the functions f(kˆx) and
V (xˆ) of operators kˆx and xˆ, respectively,
(Πf(kx)Π)(x, y) = f(−i∂x)Π(x, y),
(ΠV (x)Π)(x, y) =
1
2
[V (x) + V (y)]Π(x, y). (11)
Making use of the projector Πˆ introduced above, the
time-dependent and the stationary Schro¨dinger equa-
tions can be written as
i~∂t|ψ〉 = ΠˆHˆΠˆ|ψ〉, (12)
ΠˆHˆΠˆ|ψ〉 = E|ψ〉, (13)
respectively, in terms of the projected Hamiltonian ΠˆHˆΠˆ
when Quantum Mechanics with finite band width is con-
sidered. The initial condition for the time-dependent
Schro¨dinger equation (12) should be a physical state, i.e.
also bandlimited. The usage of the projected Hamilto-
nian obviously ensures that the state will not contain the
UV Fourier components. The rules in Eq. (11) for pro-
jecting functions of operators enable one to make both
the kinetice energy and the potential energy piece of the
projected Hamiltonian explicit in the naive coordinate
representation.
III. COORDINATE REPRESENTATIONS
In this section we show that the naive coordinate rep-
resentation for one-dimensional bandlimited Quantum
Mechanics formulated by means of the projection tech-
nique proposed in Sect. II is equivalent with any of the
discrete coordinate representations based on the com-
plete orthonormal sets of eigenvectors of the various self-
adjoint extensions of the coordinate operator. Moreover,
the time-dependent Schro¨dinger equation (12) and the
stationary one, Eq. (13) in the naive coordinate repre-
sentation as well as their solutions reflect inherently the
U(1) symmetry which reveals itself in the unique physi-
cal content of the formulations of the theory in terms of
the various discrete coordinate representations. There-
fore, the so-called naive coordinate representation is cor-
rect for one-dimensional bandlimited Quantum Mechan-
ics, although the coordinate wavefunction looses its di-
rect probability meaning as opposed to ordinary Quan-
tum Mechanics.
One might accept the usage of the naive coordinate
representation with some reservation because the coordi-
nate operator xˆ is not self-adjoint (see App. A). There-
fore, no coordinate eigenstates exist in the physical do-
main and the introduction of the coordinate represen-
tation becomes questionable. There exists, however, a
one-parameter family of the self-adjoint extensions xˆθ
of the coordinate operator, labeled by the parameter
θ ∈ [0, a). Any of these extensions for fixed θ exhibits an
orthonormal complete set of eigenvectors |xθn〉 in the ban-
dlimited Hilbert space H. In the wavevector representa-
tion the corresponding eigenfunctions 〈kx|xθn〉 = ˜˜ψθxn(kx)
with kx ∈ [−K,K] are given by Eq. (A10) in App. A,
whereas the corresponding discrete nondegenerate eigen-
values xθn = an+θ form a grid with spacing a in the one-
dimensional space. Therefore, any vector |ψ〉 ∈ H can be
represented as a linear superposition of the base vectors
|xθn〉 ∈ H for any given θ, |ψ〉 =
√
a
∑∞
n=−∞〈xθn|ψ〉|xθn〉,
so that discrete coordinate representationsRθ of the nor-
malized vectors |ψ〉 ∈ H via the vectors {ψθn = 〈xθn|ψ〉} ∈
ℓ2 arise (the normalization implies a
∑∞
n=−∞ |ψθn|2 = 1).
Then the operators Oˆ over the bandlimited Hilbert space
H should be represented by the countably infinite di-
mensional matrices Oθnn′ = 〈xθn|Oˆ|xθn′〉. Thus a one-
parameter family of discrete coordinate representations
Rθ is available.
Using the wavevector representation, one realizes im-
mediately that the transformation from a discrete coordi-
nate representationRθ to another one Rθ′ belongs to the
U(1) group because
˜˜
ψθ′xn(kx) = e
ikx(θ
′−θ) ˜˜ψθxn(kx). Such
a transformation means a shift of the spatial grid from
{xθn = na+ θ} to {xθ
′
n = na+ θ
′} on which one describes
one-dimensional bandlimited Quantum Mechanics. Nev-
ertheless, there should be a distinction of Quantum Me-
chanics discretized on a grid and the case discussed here.
In the latter case space reveals discrete and continuous
features at the same time, similarly as information does
[26–36]. Namely, the physical content of any of the dis-
crete coordinate representations Rθ should be identical,
i.e. the U(1) group of the transformations among them
should be a symmetry. Thus, physics contained in the
scalar products
〈φ|ψ〉 = a
∞∑
n=−∞
φθ∗n ψ
θ
n (14)
of arbitrary vectors |ψ〉, |φ〉 ∈ H should be independent
of the particular choice of the representation Rθ. In that
respect it is important to underline that the Schro¨dinger
equations obtained by using the projection method are
given in their abstract forms in Eqs. (12) and (13) with-
out referring to any representation, and their solutions
|ψ〉 are authomatically in the bandlimited Hilbert space,
|ψ〉 ∈ H.
Now we show that to each vector |ψ〉 ∈ H, i.e. to each
vector {ψθn = 〈xθn|ψ〉} of the representation Rθ one can
associate a single coordinate wavefunction ψ(x), and the
5latter is independent of the choice of the representation
Rθ used for its construction.
1. To any position x ∈ R belongs exactly a single
eigenvalue xθ
′
n′ = an
′ + θ′ = x of a particular self-
adjoint extension xˆθ
′
of the coordinate operator
(see the discussion at the end of App. A). This
enables one to construct a wavefunction of contin-
uous variable,
ψ(x) = 〈xθ′n′ = x|ψ〉 =
∞∑
n=−∞
〈xθ′n′ = x|xθn〉ψθn (15)
in a reliable manner, where ψ(xθn) = ψ
θ
n are sam-
pled values of the coordinate wavefunction on the
arbitrarily chosen grid {xθn}. Here figures the ma-
trix element 〈xθ′n′ = x|xθn〉 = aΠ(x, xθn) of the uni-
tary transformation from the discrete coordinate
representation characterized by θ to the one char-
acterized by θ′, which is directly related to the pro-
jector Πˆ onto the bandlimited Hilbert space. Thus
Eq. (15) recasted into the form
ψ(x) = aΠ(x, xn)ψ
θ
n (16)
can be interpreted as the particular case of the
sampling theorem in the bandlimited Hilbert space
[28], a generalization of Shannon’s sampling theo-
rem [59]. With a similar logic identifying x = xθ
′
n′
and y = xθ
′′
n′′ as the n
′-th and n′′-th eigenval-
ues of the appropriate self-adjoint extensions xˆθ′
and xˆθ′′ , respectively, one is enabled to reexpress
any matrix element (ΠOΠ)(x, y) = 〈x|ΠˆOˆΠˆ|y〉 of
an arbitrary operator Oˆ in terms of the matrix
Oθnm = 〈xθn|ΠˆOˆΠˆ|xθm〉 = 〈xθn|Oˆ|xθm〉 as
O(x, y) = a2
∞∑
n,m=−∞
Π(x, xθn)O
θ
nmΠ(x
θ
m, y) (17)
implying O(xθn, x
θ
m) = O
θ
nm. Therefore, to any vec-
tor of the bandlimited Hilbert space represented
by the vector {ψθn} ∈ ℓ2 in the discrete coordinate
representation Rθ there corresponds a continuous
coordinate wavefunction ψ(x), and to any operator
ΠˆOˆΠˆ mapping the bandlimited Hilbert space into
itself, i.e. to any matrix of the discrete coordinate
representationRθ corresponds the kernel O(x, y) of
the continuous coordinate representation.
2. Being aware of the construction of the coordinate
wavefunction ψ(x) =
∑∞
n=−∞〈x = xθ
′
n |1ˆ |ψ〉 via
Eq. (15), one can insert any of the decomposi-
tions of the unit operator 1ˆ =
∑∞
n=−∞ |xθn〉〈xθn〉
over H associated with any of the representations
Rθ. This means, on the one hand, that the result-
ing wavefunction ψ(x) associated in the naive co-
ordinate representation to the bandlimited vector
|ψ〉 ∈ H is unique, independent of the representa-
tionRθ used to its construction. On the other hand
it also means that taking sampled values on various
spatially shifted grids {xθn} and inserting those into
Eq. (16) one obtains finally the same wavefunction
of the continuous variable x. Similar arguments
lead to the unique kernel O(x, y) associated to the
operator Oˆ mapping H into itself.
Thus one can conclude that the solutions of the bandlim-
ited Schro¨dinger equations for one spatial dimension, be-
ing bandlimited themselves, satisfy the generalized sam-
pling theorem expressed in Eq. (16) authomatically and
therefore reflect inherently the U(1) symmetry under the
continuous shifts of the spatial grid determined by the
discrete eigenvalues of the various self-adjoint extensions
of the coordinate operator.
IV. BANDLIMITED POTENTIALS
Let us here illustrate the manner one could observe the
formally local potential V (x) in the framework of Quan-
tum Mechanics with finite band width. The best one can
do to construct maximally localized states ϕx¯(x) centered
at arbitrary positions x¯ [16–19] and detect the potential
exerted on it. One should however be aware of the fact
that there exist only a countable set of physically distigu-
ishable positions xθn, those of the eigenvalues of an arbi-
trarily chosen self-adjoint extension xˆθ of the coordinate
operator, which form a grid of spacing a = π/K. Thus
we can sample the potential only at the grid points. Let
{|ϕθn〉} be the sequence of the maximally localized states
centered on the grid points. Thus, potential values
V¯ θn = 〈ϕθn|ΠˆVˆ Πˆ|ϕθn〉 (18)
can only be observed at a discrete set of points of a grid
with spacing a. The maximally localized states |ϕθn〉
belong to the subspace of bandlimited wavefunctions,
Πˆ|ϕθn〉 = |ϕθn〉, so that Eq. (18) reduces to
V¯ θn = 〈ϕθn|Vˆ |ϕθn〉. (19)
According to Shannon’s basic sampling theorem on ban-
dlimited real functions [59], a continuous potential V¯ (x¯)
with finite bandwidth K (kx ∈ [−K,K]) can perfectly be
reconstructed from its values V¯ θn = V¯ (x
θ
n) taken on the
set of equidistant points {xθn} spaced 2pi2K = a apart:
V¯ (x¯) = a
∞∑
n=−∞
V¯ θnΠ(x¯ − xθn). (20)
Now one has to show that the reconstructed potential
V¯ (x¯) is bandlimited and does not depend on the partic-
ular choice of the grid, i.e. that of the self-adjoint ex-
tension of the coordinate operator. One can choose the
sampled values V¯ θn on the grid {xθn = na+ θ} shifted by
any constant θ ∈ [0, a). Let V(x¯) be the function which
6takes the values V(xθn) = V¯ θn for any n ∈ Z and θ ∈ [0, a).
It is generally not bandlimited, implying
V(x) =
∫ ∞
−∞
dl
2π
eilxV˜(l). (21)
Let us now reconstruct a potential V¯ (x¯) from the sam-
pled values V¯ θn for given θ and ask how far the resulted
function depends on the particular choice of θ, i.e. that
of the particular choice of the self-adjoint extension of the
coordinate operator xˆ. According to the reconstruction
formula in Eq (20) we get
V¯ (x¯) = a
∞∑
n=−∞
V(xθn)Π(x¯− xθn) (22)
which implies
V¯ (x¯+ θ)
= a
∞∑
n=−∞
V(na+ θ)Π(x¯ − na)
= a
∫ ∞
−∞
dl
2π
V˜(l)
∫ K
−K
dq
2π
eilθ+iqx¯
∞∑
n=−∞
ei(l−q)na.(23)
Making use of the sum (G2), one obtains
V¯ (x¯+ θ) =
∫ K
−K
dl
2π
V˜(l)eil(x¯+θ) = VK(x¯+ θ) (24)
i.e. the reconstructed function V¯ (x¯) = VK(x¯) which is in-
dependent of the choice of the particular self-adjoint rep-
resentation of xˆ and is bandlimited, VK(x¯) = (ΠˆV)(x¯).
One cannot, of course, reconstruct the function V(x¯)
which contains modes outside of the band [−K,K]. Be-
low we shall take the sampled potential values on the
grid xn = na (for θ = 0) and, for the sake of simplicity,
suppress the upper indices θ.
In App. F we have determined the maximally localized
state ˜˜ϕx¯(kx) in the wavevector representation by making
use of the method of Detournay, Gabriel, and Spindel
[18], see Eq. (F7). Rewriting it into the coordinate rep-
resentation, one finds
ϕx¯(x) =
∫ K
−K
dkx
2π
eikxx ˜˜ϕx¯(kx)
=
√
a
2
[Π(x− x¯+ 1
2
a) + Π(x − x¯− 1
2
a)], (25)
implying a position inaccuracy of 〈ϕx¯|xˆ2−x¯2|ϕx¯〉 = a2/4.
The wavefunction (25) is real, has a maximum at x = x¯,
varies slightly in the small interval x ∈ Ix¯ ≡ [x¯− 12a, x¯+
1
2a] centered at the point x¯ and falls off rapidly in an
oscillatory manner outside of the interval Ix¯. Obviously
such a state enables one to detect a bandlimited potential
V¯ (x¯) smeared out as compared to V (x). For example, the
Dirac-delta like potential, V (x) = V0aδ(x) is observed as
a broadened one with finite height V0 and finite width,
V¯n = V0a|ϕxn(0)|2 =
V0a
2
2
[Π(xn − 1
2
a) + Π(xn +
1
2
a)]2.
(26)
The reconstructed bandlimited continuous potential is
then given by Eq. (G6) in App. G and is shown in
Fig. 1.
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FIG. 1. Sampled values (boxes) and the reconstructed ban-
dlimited continuous potential (solid line) for V (x) = V0aδ(x).
The numerical result obtained by terminating the sum in Eq.
(20) at n = ±50 and the analytic one given by Eq. (G4)
cannot be distinguished on the figure.
It is peaked taking values of the order V0 in the inter-
val x¯ ∈ [− 12a, 12a] and falls off rapidly in an oscillatory
manner outside of that interval. The characteristic wave-
length of the oscillations is 2a.
Another example is that the finite jump at x = 0 of
the potential step V (x) = V0Θ(−x) becomes smeared
out. The sampled values taken at xn = na are
V¯n = V0
∫ 0
−∞
dx|ϕna(x)|2. (27)
The values V¯n are monotonically decreasing with increas-
ing n. Moreover, the relation |ϕna(x)|2 = |ϕ0(x − na)|2
holds for the integrand, implying
V¯n = V0
∫ −na
−∞
dx|ϕ0(x)|2. (28)
Because ϕ0(x) is even and normalized to 1, one gets V¯0 =
1
2V0, and V¯±n = V0(
1
2 ± rn) with rn =
∫ na
0 dx|ϕ0(x)|2 for
n > 0, where trivially rn increases strictly monotonically
from r0 = 0 to 1 with n going to infinity so that V¯n takes
the value V0 for large negative index n and decreases
strictly monotonically through the value V¯0 =
1
2V0 at
n = 0 to zero when n increases to infinitely large integer
values. So long the localized state ϕna(x) almost entirely
extends over a region where the potential is V0 or zero,
it detects its original value, but when it ‘feels’ the sud-
den jump of the potential step it detects monotonically
decreasing values when the increasing sequence xn runs
through x = 0. The sampled values already smear out
7the sudden jump over a region of width a. Reconstruction
of the bandlimited potential V¯ (x¯) from the sample shall
make the fall of the potential around x = 0 oscillatory.
Instead of evaluating analytically the reconstructed po-
tential itself we shall illustrate the oscillations introduced
by the reconstruction on a more simple example. For that
purpose let us choose the sample Vn = V(xn = an) taken
of the simple step function V(x) = V0Θ(−x) for which
the well-known integral representation
V(x) = V0
2πi
∫ ∞
−∞
dl
e−ilx
l − iǫ (29)
holds. The bandlimited potential reconstructed from this
sample Vn is then given as
V¯(x) = V0
2πi
∫ K
−K
dl
e−ilx
l− iǫ . (30)
Let us evaluate this integral by closing the straightline
section [−K,K] on the real axis via a half circle C− of
radius K on the lower half of the complex l plane, along
which one has l = Ke−iα with α running from zero to π,
V¯(x) = V0
2πi
∫
C−
dl
e−ilx
l
=
V0
2π
∫ pi
0
dαe−iKx cosα−Kx sinα. (31)
Changing the integration variable from α to β = α− 12π,
one can recast the integral in the form
V¯(x) = V0
π
∫ pi/2
0
dβ cos(Kx sinβ)e−Kx cos β
= V0
(
1
2
− Si (Kx)
π
)
. (32)
The reconstructed potential tends to V0 for x → −∞,
zero for x → +∞ taking the value 12V0 at x = 0 and it
falls in an oscillatory manner from the value V0 to zero.
The reconstructed potential and its analytic approxima-
tion in Eq. (32) are demonstrated in Fig. 2.
V. MOTION OF A WAVEPACKET IN FREE
SPACE
The Schro¨dinger equation for the free motion of a par-
ticle in one-dimensional space, say the x axis is
i~∂tψ(x, t) =
∫ ∞
−∞
dy(ΠHfreeΠ)(x, y)ψ(y, t) (33)
with the Hamiltonian
Hfree(x, y) =
1
2mα2
[F−1(−iα~∂x)]2δ(x− y). (34)
The Hamiltonian Hˆfree, the operators of the wavevector
kˆx and the canonical momentum pˆx = F
−1(α~kˆx)/α are
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FIG. 2. Sampled values (boxes), the reconstructed bandlim-
ited continuous potential (solid line) and its analytic approxi-
mation (dashed line) for the potential step V (x) = V0Θ(−x).
The numerical result (solid line) has been obtained by termi-
nating the sum in Eq. (20) at n = ±50.
pairwise commuting, and their common set of eigenfunc-
tions are the plane waves eikxx. The projector acts on
plane waves as∫ ∞
−∞
dyΠ(x, y)eikxy = Θ(K − |kx|)eikxx (35)
so that the subset of plane waves with wavevector kx ∈
[−K,K], canonical momentum px(kx) = F−1(α~kx)/α ∈
(−∞,∞) and energy Ekx = [F−1(α~kx)]2/(2mα2) ∈
[0,∞) eigenvalues, respectively, form the set of com-
mon eigenfunctions of the operators ΠˆHˆfreeΠˆ, ΠˆkˆxΠˆ and
ΠˆpˆxΠˆ in bandlimited Quantum Mechanics. For canon-
ical momenta much less than the Planck momentum,
i.e. for |px| ≪ (1/α), one can expand the deforma-
tion function in powers of the magnitude of u = αpx
as f(u) = 1 + f1|u| + f2u2 + . . . which implies the
expansions F (u) = u − 12f1u|u| + 13 (f21 − f2)u3 + . . .,
F−1(v) = v+ 12f1v|v|+ 16 (f21 +2f2)v3+ . . . with v = α~kx
and the well-known modification of the energy eigenvalue
due to the GUP
Ekx ≈
~2k2x
2m
(
1+ f1α~|kx|+ 1
12
(7f21 +8f2)α
2
~
2k2x+ . . .
)
(36)
for |kx| ≪ K. As to the plane waves the only effect due
to the finite band width is the lack of plane waves with
wavevectors from the UV region.
Now let us seek the solution of the time-dependent
Schro¨dinger equation (33) in the form of a wavepacket,
i.e. that of a superposition from plane waves belonging
to the finite band of wavevectors,
ψ(x, t) =
∫ K
−K
dkx
2π
a(kx, t)e
ikxx, (37)
i~∂ta(kx, t) =
[px(kx)]
2
2m
a(kx, t). (38)
8In order to choose an initial condition a0(kx) = a(kx, t =
0) consistent with the generalized uncertainty relation
implied by Eq. (1), one has to be rather cautious. In the
wavevector representation the coordinate operator xˆ is
represented by the formal differential operator i∂kx de-
fined in the dense domain Dx ⊂ L2[−K,K] of square
integrable wavefunctions ˜˜ψ(kx), consisting of absolutely
continuous functions whose derivatives also belong to
L2[−K,K]. The physical domain Dphys consisting of the
wavefunctions satisfying the generalized uncertainty re-
lation should be a subset of the domain Dx, Dphys ⊆ Dx.
We should choose the initial condition from that physical
domain, a0(kx) ∈ Dphys. For xˆ being a symmetric oper-
ator, only two types of boundary conditions are allowed
[61]. In the set of functions satisfying ˜˜ψ(K) = C ˜˜ψ(−K)
with |C| = 1 the coordinate operator is self-adjoint, but
in our case this should be excluded because in that case
the coordinate operator were diagonal in the coordinate
representation and the GUP in Eq. (1) could not be
satisfied. Thus the wavefunctions ˜˜ψ(kx) ∈ Dphys should
satisfy the other type of boundary conditions, namely
Dirichlet’s boundary conditions ˜˜ψ(−K) = ˜˜ψ(K) = 0 for
which xˆ is not self-adjoint. Therefore we choose an ini-
tial condition a0(kx) satisfying the boundary conditions
a0(±K) = 0,
a0(kx) = N exp
(
− [px(kx)− p¯]
2
4σ2p
)
, (39)
corresponding to a Gaussian wavepacket with the mean
wavevector k¯, the mean canonical momentum p¯ = px(k¯),
the variance σp, and the normalization factor N . With-
out loss of generality one can assume k¯ > 0 (i.e. p¯ > 0)
and σp ≪ K~. The solution of Eq. (38) with the initial
condition (39) is
a(kx, t) = a0(kx) exp
(
− i
~
[px(kx)]
2
2m
t
)
(40)
and the evolution of the wavepacket is given by the time-
dependent wavefunction
ψ(x, t) =
∫ K
−K
dkx
2π
a0(kx) exp
(
− i
~
[px(kx)]
2
2m
t+ ikxx
)
.
(41)
For the sake of simplicity let us assume that the defor-
mation function f(u) is analytic at u = 0. For sufficiently
sharp distribution, σp ≪ K~ one can expand the expo-
nent at the mean k¯ as
Exp. = − i
~
p¯2
2m
t+ ik¯x−A(t)s2 + iB(x, t)s (42)
where
A(t) =
~2f¯2
4σ2p
+
iβ2t
2m~
, B(x, t) = x− β1t
2m~
,
β1 = 2~p¯f¯ , β2 = ~
2f¯(f¯ + 2α2p¯2f¯ ′), (43)
with s = kx − k¯, p¯ = px(k¯), f¯ = f(α2p¯2) > 1,
f¯ ′ = f ′(α2p¯2), f ′(u) = df(u)/du. The time-dependent
wavefunction (41) can then be rewritten as
ψ(x, t) = N exp
(
− i
~
p¯2
2m
t+ ik¯x
)
×
∫ K+k¯
−K+k¯
ds
2π
e−A(t)s
2+iB(x,t)s. (44)
Let us now make use of σk ≪ K and consider the limiting
cases (i) k¯ = 0 and (ii) k¯ = K. As a good approximation
we can replace the definite integrals by improper ones for
case (i)
∫K
−K
dkx ⇒
∫∞
−∞
dkx and for case (ii)
∫ 0
−2K
dkx ⇒∫ 0
−∞ dkx. Because of the inequality Re A(t) > 0, the
integral remains convergent and one ends up with
ψ(x, t) ∝ A− 12 (t) exp
(
− i
~
p¯2
2m
t+ ik¯x− B
2(x, t)
4A(t)
)
(45)
implying the Gaussian spatial distribution
|ψ(x, t)|2 ∝ A−1(t) exp
(
− (x− v¯t)
2
2σ2x(t)
)
, (46)
centered at the position x¯ = v¯t at time t and moving with
the speed v¯ = f¯ p¯/m > p¯/m. Therefore, the center of the
wavepacket moves with a larger speed in the bandlimited
case than in ordinary Quantum Mechanics. The variance
of the position distribution is given by
σ2x(t) =
|A(t)|2
Re A(t)
=
~2f¯2
4σ2p
[
1 +
t2
τ2
]
, (47)
where the characteristic time for the spreading of the
wavepacket is given as
τ = τ0
f¯
f¯ + 2α2p¯2f¯ ′
< τ0 (48)
in terms of the characteristic spreading time τ0 =
m~/(2σ2p) in ordinary Quantum Mechanics. We see that
the finite band width can cause a much faster spread of
the wavepacket when its mean wavevector approaches the
limiting value K.
VI. STATIONARY STATES OF A PARTICLE IN
A POTENTIAL
Let us discuss now the problem of stationary states of
a particle in a potential V (x). Even if GUP does not im-
ply a finite wavevector cutoff, it results in the modified
kinetic energy operator Hˆfree, introduced in the previ-
ous section, so that the Hamiltonian can be written as
Hˆ = Hˆfree + Vˆ . In order to determine the low-energy
states the non-degenerate stationary perturbation expan-
sion has been widely applied with an expansion in powers
of the small parameter α (see e.g. [22–24, 37–51]). When
additionally even a finite band width is enforced by GUP,
the projected Hamiltonian Πˆ(Hˆfree+ Vˆ )Πˆ figures in the
9stationary Schro¨dinger equation (13). Now we shall use
the perturbation expansion for the low-energy states in
another manner, without expanding in the small param-
eter α. Namely, we shall simply say that the whole GUP
effect, including the effect of projection to states with fi-
nite band width, is a perturbation and account it for in
the first order. Therefore we split the projected Hamil-
tonian as
ΠˆHˆΠˆ = Hˆ0 + Hˆ ′, (49)
where Hˆ0 = Tˆ0+ Vˆ is the Hamiltonian in ordinary Quan-
tum Mechanics with the usual kinetic energy operator
Tˆ0 = ~
2kˆ2x/(2m) and
Hˆ ′ = hˆ+ vˆ + tˆ (50)
represents the perturbation caused by GUP and the re-
striction to finite band width. The latter consists of the
pure GUP effect hˆ = Hˆ − Hˆ0 = Hˆfree − Tˆ0 discussed
widely in the literature and the pieces vˆ = ΠˆVˆ Πˆ− Vˆ and
tˆ = ΠˆHˆfreeΠˆ − Tˆ0 responsible for the additional modi-
fication of the potential and the kinetic energy operator
due to the restriction of the states to those with finite
band width. Obviously, the projection alters the local
potential and kinetic energy into nonlocal quantities.
Let {ϕn} be the complete set of eigenstates of the un-
perturbed Hamiltonian Hˆ0,
Hˆ0|ϕn〉 = ǫn|ϕn〉, (51)
then the energy levels En = ǫn + ∆ǫn of the perturbed
system are shifted by
∆ǫn = 〈ϕn|Hˆ ′|ϕn〉 = hnn + vnn + tnn, (52)
where hnn = 〈ϕn|hˆ|ϕn〉, vnn = 〈ϕn|vˆ|ϕn〉, and tnn =
〈ϕn|tˆ|ϕn〉 represent the energy shifts caused by pure GUP
effect and by the projection of the potential and that of
the kinetic energy, respectively.
VII. TOY MODEL: PARTICLE IN A BOX
A. Energy shifts of stationary states
We shall apply the method described in the previous
section to a toy model, a particle bounded in a square-
well potential
V (x) = V0[Θ(−x) + Θ(x− L) (53)
of width L and let go finally the depth of the potential
well V0 to infinity. Although a sudden jump of the po-
tential is unrealistic in bandlimited Quantum Mechanics
as emphasized in [58], but in our treatment that problem
shall be cured by projection that makes potential edges
effectively smeared out over a range of the order a, as
argued in Sect. IV previously.
When GUP effects (including finite band width) are
neglected, the solutions ϕn(x) corresponding to the un-
perturbed bound states with energy ǫn < V0 in the square
well potential are given in App. B. The expressions for
asymptotically large depth V0 of the potential, i.e. for
states with ǫn/V0 ≪ 1 are also given. The matrix ele-
ments hnn, vnn and tnn contributing additively to the
energy shift can be expressed in terms of the various
pieces ϕi(x) (i = I, II, III) of the wavefunction de-
fined in the intervals Ii, respectively (c.f. App B). Since
the operator hˆ is local, while the operators vˆ and tˆ are
nonlocal due to the projection operator, we can write
their matrix elements in the form:
hnn =
III∑
i=I
hi, hi =
∫
Ii
dxϕ∗i (x)hxϕi(x),
vnn =
III∑
i,j=I
vi,j , vi,j =
∫
Ii
dx
∫
Ij
dyϕ∗i (x)v(x, y)ϕj(y),
tnn =
III∑
i,j=I
ti,j , ti,j =
∫
Ii
dx
∫
Ij
dyϕ∗i (x)t(x, y)ϕj(y),
(54)
where
hx =
1
2m
(
1
α2
[F−1(−iα~∂x)]2 − (−~2∂2x)
)
,
v(x, y) =
1
2
[V (x) + V (y)][Π(x, y) − δ(x− y)],
t(x, y) =
1
2mα2
[F−1(−iα~∂x)]2[Π(x, y)− δ(x− y)]
(55)
are the appropriate kernels. Hermitian symmetry of the
operators hˆ, vˆ, and tˆ, reflection symmetry of the potential
to x = L/2 and being the operator [F−1(α~kˆx)]
2 even
lead to the symmetry relations
hI = hIII ,
vj,i = (vi,j)
∗, vIII,III = vI,I , vIII,II = ±vI,II ,
tj,i = (ti,j)
∗, tIII,III = tI,I , tIII,II = ±tI,II . (56)
Here the ± signs correspond to eigenstates characterized
by the wavevectors k±. Furthermore, vII,II = 0 trivially
because V (x) = 0 for x ∈ III .
B. Shift due to pure GUP effect
We call pure GUP effect the energy shift hnn of sta-
tionary states because of the modification of the canon-
ical momentum and that of the kinetic energy from ~kˆx
and (~kˆx)
2/(2m) in ordinary Quantum Mechanics to
α−1F−1(α~kˆx) and (2mα
2)−1[F−1(α~kˆx)]
2 when GUP
is in work. Making use of the results of App. C one finds
that the functions ϕi(x) (i = I, , II, III) are eigenfunc-
tions of the kinetic energy operator. Then one gets
hII =
1
2m
(
1
α2
[F−1(α~k±)]
2 − ~2k2±
)∫
III
dx|ϕII(x)|2,
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hI =
1
2m
(
1
α2
[F−1(−iα~κ)]2 + (~κ±)2
)∫
II
dx|ϕI(x)|2
= hIII (57)
and the energy shift due to pure GUP effect
hnn =
[
(1 +
sin k±L
k±L
)
(
[F−1(α~k±)]
2 − (α~k±)2
)
+
|ρ±|2
2κ±L
(
[F−1(−iα~κ±)]2 + (α~κ±)2
)]
×
[
2mα2
(
1 +
sink±L
k±L
+
|ρ±|2
2κ±L
)]−1
. (58)
Let us consider now the limit κ± → ∞, the case of a
particle in a box. In that limit |ρ±|2 ∼ k2±/κ2± and, con-
sequently, one obtains finite energy shift if and only if
the limit limκ→∞[F
−1(−iα~κ)]2κ−3 = C∞ remains fi-
nite. We shall assume that only such deformation func-
tions are physically reasonable for which C∞ = 0, which
means that the tails of the wavefunction in the outer
regions II and IIII of the square-well potential give van-
ishing contributions to the kinetic energy when the depth
of the potential becomes infinite. The deformation func-
tion f = 1 + α2p2x with F
−1(u) = tanu satisfies that
condition because the limit limu→±∞ tanh u = ±1 is fi-
nite. Finally, we end up with the pure GUP energy shift
hnn = Rhǫn with
Rh =
(
F−1(α~k±)
α~k±
)2
− 1 (59)
for any deformation function being reasonable in the
above discussed sense. For highly excited states char-
acterized by wavevectors k± ≈ K close to the UV cutoff
the ratio Rh explodes which signals simply that the per-
turbation expansion seases to work. For low-lying states
for which our approach is applicable, the expansion in
the small parameter α~k± = nα~π/L yields
Rh ≈ α~π
L
[
f1n+
1
12
(
7f21 + 8f2
)
α~π
L
n2 + . . .
]
.(60)
For hα = ℓP and f = 1+α
2p2x one gets f1 = 0 and f2 = 1
and the ratio
Rh ≈ 2
3
(
ℓP
2L
)2
n2 +O ((nℓP /L)2) (61)
raising quadratically with increasing n and being inde-
pendent of the mass of the particle in the box. Thus we
recovered the result obtained in Refs. [60] and [51] (given
after Eq. (14) for j = 1). An order-of-magnitude esti-
mate gives (ℓP /L)
2 ≈ 10−40, 10−50, and 10−58 for boxes
of the size L = 10−15 m (size of a nucleon), 10−10 m (size
of a H-atom), and 10−6 m (the wavelength of infrared ra-
diation), respectively. So even for the first few thousands
of energy levels the pure GUP correction remains a tiny
correction.
C. Shift due to finite band width
Finite band width, i.e. the existence of the finite UV
wavevector cutoff K results in the absence of quantum
fluctuations with UV wavevectors |kx| > K, that is ex-
pressed in our approach by the projection of the opera-
tors of potential and kinetic energies. The energy shift
vnn of the n-th energy level caused by the replacement
of the potential by its projected counterpart can be ex-
pressed in terms of the independent integrals vI,I , vI,II
and vI,III when the symmetry relations discussed above
are accounted for. Here vI,I and vI,III are real because
ϕI(x) and ϕIII(x) are real functions. As discussed in
App. D the leading order contribution comes from the
integral vI,II in the limit of infinite potential depth, while
the other independent integrals vi,j are suppressed like
powers of 1/κ± as compared to it. One finds (c.f. Eq.
(D12)) that vnn vanishes for the energy levels n even and
for the energy levels n odd it is given as (c.f. Eqs. (D10),
(D11), and (D12))
vnn ≈ ~
2k
2mL
(
2k
Kπ
[4 sin2(νπ) + (nπ)2 cos(2νπ)
+O (n4)] +O ((k/K)2)). (62)
The vanishing of vnn for even n is a consequence of the
particular form of the wavefunction in a square-well po-
tential, namely the alternating sign of the tail of the
wavefunction in the region III with the alteration of
even and odd n values in the numeration of the station-
ary states with increasing energy. The ratio of the energy
shift vnn for odd n to the unperturbed energy ǫn of the
stationary state n,
Rv =
vnn
ǫn
≈ 2
KLπ
[4 sin2(νπ) + (nπ)2 cos(2νπ)
+O (n4)] +O ((ℓP /L)2) (63)
turns out to take values of the order (ℓP /L).
Thus, the potential energy shift due to the UV cutoff
seems to be many orders of magnitude larger – at least
for the lowest energy levels – as compared to the energy
shift caused by pure GUP, because it holds Rh/Rv ≈
O (ℓP /L). It is remarkable that Rv oscillates strongly
with the fine-tuning of the length of the box L confin-
ing the particle. The variation of ν in the interval [0, 1]
corresponds to the tiny change of the box size L in a
range of O (ℓP ) = O (a), the size of the grid constant, as
well as that of the maximal accuracy ∆xmin of position
determination. Therefore, an averaging over ν might be
more reliable when one wants to incorporate the indef-
initeness of the size of the box, a direct consequence of
the impossibility to determine positions more precisely
than the distance ∆xmin. This yields then∫ 1
0
dνRv ≈ 4
KLπ
[1 +O (n4)] +O ((KL)−2) . (64)
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An order-of-magnitude estimate gives (KL)−1 ∼
(ℓP /L) ≈ 10−20, 10−25, and 10−29 for boxes of the size
L = 10−15 m (size of a nucleon), 10−10 m (size of a
H-atom), and 10−6 m (the wavelength of infrared radia-
tion), respectively. These are still small effects but 20 to
30 orders of magnitude larger than the energy shift due
to pure GUP without wavevector cutoff.
Another contribution tnn arises due to finite band
width, which represent the difference of the expectation
values of the projected and unprojected kinetic energy
operators. According to the symmetry relations, the only
independent integrals contributing to the kinetic energy
shift tnn are tI,I , tII,I , tIII,I , tII,II as given in Eqs. (E1)
in App. E. Among them tII,II is the only one surviving
the limit κ→∞, that of taking the square-well potential
with infinite depth. According to Eqs. (E10) and the
estimate in Eq. (E12) one obtains
tII,II ≈ Rt(1 +Rh)ǫn ≈ Rtǫn (65)
with
Rt(ν) ≈ tII,II
ǫn
≈ IK(L/2)− 1. (66)
Here Rt(ν) is the ratio defined as the additional shift of
the expectation value of the kinetic energy due to the
finite band width divided by the unperturbed energy of
the stationary state n. While the additional energy shift
vnn appeared to be vanishing for states with even n, the
shift tnn is nonvanishing for all n. As seen in Eq. (E12)
this ratio oscillates with the fine tuning of the length L of
the potential box again. Referring to the impossibility of
determining positions and distances more precisely than
∆xmin in bandlimited Quantum Mechanics, one can per-
form averaging over ν ∈ [0, 1], similarly to the case for
the shift of the expectation value of the potential opera-
tor due to the finite band width. The averaging over the
interval ν ∈ [0, 1] results in∫ 1
0
dνRt(ν) ≈ 4
KLπ
+O ((KL)−2) , (67)
being the same as the relative contribution of the shift of
the potential energy in Eq. (64).
VIII. SUMMARY
The free motion of a wavepacket and the energy lev-
els of a particle in a box have been discussed in one-
dimensional Quantum Mechanics when the existence of
a finite band width, i.e. that of an UV wavevector cut-
off K is present as the consequence of the GUP. The
latter is implemented by generalizing Heisenberg’s com-
mutation relations for quantization with the particular
choice of the deformation function f(|u|) (u = αpx) oc-
curing in the commutator relation for the coordinate xˆ
and the canonical momentum pˆx. Deformation functions
f(|u|) being strictly monotonically increasing with |u|,
for which F (u) =
∫ u
0
du′
f(|u′|) remains finite in the lim-
its u → ∞, provide such UV cutoff, F (±∞) = ±α~K.
We took the point of view that the existence of the UV
wavenumber cutoff, corresponding to infinite canonical
momentum eigenvalue, excludes the UV components of
the wavefunction. In order to enforce this in the naive
coordinate representation, the Hamiltonian and all oper-
ators of observables should be sandwiched by a projector
restricting wavefunctions to the subspace of bandlimited
wavefunctions. Such a projector Πˆ has been constructed
and the rules for the operators acting on the band-limited
subspace have been established. It has also been shown
that the proposed projection method justifies the usage
of the naive coordinate representation through a gen-
eralization of Shannon’s basic sampling theorem taken
from information theory to one-dimensional bandlimited
Quantum Mechanics. It has been discussed the relation
of the naive coordinate representation using coordinate
wavefunctions of continuous variable to discrete coordi-
nate representations based on the self-adjoint extensions
of the coordinate operator.
A method is proposed to observe potential values ex-
erted on a particle by means of preparing it in a state
of maximal localization. Although any self-adjoint ex-
tension of the coordinate operator enables one to take
such sampled values at the discrete points of equidistant
spacing a = π/K, the reconstruction of a bandlimited
continuous potential is possible according to Shannon’s
basic sampling theorem on bandlimited real functions.
Applying that reconstruction procedure the broadening
the Dirac-delta like potential and the smearing out the
potential step over a region of the order of the spacing a
have been shown, both accompanied with oscillations of
wavelength of ca. 2a, as well.
It has been shown that the free motion of the
wavepacket is modified as the consequence of the finite
band width. The center of a Gaussian wavepacket with
mean canonical momentum p¯ moves with a speed V¯
larger than v¯ = p¯/m (c.f. Eq. (46)) and the spread-
ing time τ of the wavepacket gets smaller than the cor-
responding characteristic time τ0 in usual Quantum Me-
chanics (c.f. Eq. (48)). The ratios V¯ /v¯ and τ/τ0 are
strictly monotonically increasing and decreasing func-
tions of the mean momentum p¯, respectively.
The shifts of the low-lying energy levels of a particle
in a box have been determined considering the effect of
GUP and the additional effect caused by the UV cutoff in
first-order perturbation theory. For the pure GUP effect
the well-known result has been recovered being of the or-
der (ℓP /L)
2 for the box size L (in terms of the Planck
length ℓP ) and the deformation function f = 1 + αp
2
x.
The additional effect caused by the UV cutoff, i.e. by
the projection to the subspace of states with finite band
width, has occurred as the shift of the expectation values
of both the potential and kinetic energy operators and
turned out to be of the order ℓP /L. This result indicates
that the effect of GUP on low-energy Quantum Mechan-
ics may be much more significant indirectly, through the
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existence of the finite UV cutoff than directly by provid-
ing small correction terms to the Hamiltonian. It is also
remarkable that the additional effect caused by the UV
cutoff appeared to have an oscillatory dependence on the
variation of the box size L in a range of the minimal accu-
racy of position determination. We have suggested that
any observation of the box size should average over such
a range principally, therefore the true correction should
be averaged over that range, as well.
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Appendix A: Self-adjoint extensions of the
coordinate operator
Here we give a short summary of some mathemati-
cal results [61] relevant for the self-adjoint extension of
the coordinate operator (c.f. also [14, 26–32]). In the
wavevector representation the states are represented by
the wavevector wavefunctions ˜˜ψ(kx), the coordinate op-
erator by the formal differential operator i∂kx (it is called
formal because the definition of an operator should in-
clude the boundary conditions set on the functions on
which it operates, as well). The coordinate operator xˆ
is defined in the dense domain D(xˆ) ⊂ L2[−K,K] of
those square integrable functions, which are absolutely
continuous (implying infinite differentiability) inside the
interval [−K,K], and whose derivatives also belong to
L2[−K,K]. The physical domain Dphys consisting of the
wavefunctions satisfying the generalized uncertainty rela-
tion implied by GUP in Eq. (1) should be a subset of the
domain D(xˆ), Dphys ⊆ D(xˆ). In order to have real expec-
tation values, the coordinate operator xˆ should be sym-
metric. Therefore, only two types of boundary conditions
are allowed to be set at kx = ±K for the wavefunctions
˜˜ψ(kx). It is well-known that the operator i∂kx is self-
adjoint for the boundary conditions
˜˜
ψ(K) = C
˜˜
ψ(−K)
with |C| = 1, i.e. C = eiα with α ∈ [0, 2π), and it is
not self-adjoint although Hermitian symmetric operating
on functions satisfying Dirichlet’s boundary conditions
˜˜ψ(−K) = ˜˜ψ(K) = 0. If xˆ were self-adjoint in the physical
domainDphys, its eigenstates e−ikxx would belong to that
domain. This cannot, however, be the case because the
formal eigenfunctions of the operator i∂kx cannot satisfy
the boundary condition e−iKx = eiα+iKx for arbitrary
eigenvalue x. One can also argue, that would xˆ be self-
adjoint in the physical domain, the coordinate eigenstates
with zero position uncertainty were physical states and
that would contradict GUP implying a wavevector cutoff,
i.e. a nonvanishing minimal position uncertainty. There-
fore, it remains the only possibility of xˆ being symmetric
on functions with Dirichlet’s boundary condition.
In this case the adjoint operator xˆ† represented for-
mally also by i∂kx has the domain D(xˆ†) consisting of all
differentiable functions of L2[−K,K] whose derivatives
also belong to L2[−K,K] and which are not restricted
by any kind of boundary conditions. Thus clearly one
has D(xˆ) ⊂ D(xˆ†). Symmetric operators can be charac-
terized by their deficiency indices ν±, the dimensions of
the nullspaces of the operators xˆ† − (±i)ξ, respectively,
where ξ ∈ R. The solutions of the equations
0 = (i∂kx ∓ iξ)˜˜ϕ±, ξ ∈ R (A1)
are the square-integrable functions ˜˜ϕ±(x) = e
±ξkx , which
span one-dimensional null-spaces, so that the deficiency
indices of xˆ are equal, ν+ = ν− ≡ ν = 1. Then there ex-
ist self-adjoint extensions xˆe = xˆ
†
e of xˆ. According to the
general theory, these can be constructed by means of the
boundary conditions prescribed for the functions of the
domain D(xˆe). In the case with ν = 1 a single boundary
condition is needed to specify the domains D(xˆe) of the
self-adjoint extension xˆe and that can be done in terms
of a single function f1(kx) ∈ D(xˆ†) being linearly inde-
pendent relative to D(xˆ) (because xˆ is a closed operator):
D(xˆe) = {f |f ∈ D(xˆ†), [f(kx)f∗1 (kx)]K−K = 0,
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[f1(kx)f
∗
1 (kx)]
K
−K = 0, f1 ∈ D(xˆ†)} (A2)
with [fg∗]ba = f(b)g
∗(b) − f(a)g∗(a). The function f1
linearly independent relative to D(xˆ) can be constructed
as the linear combination f1(kx) = βh1(kx) + γh−1(kx)
(β, γ ∈ C) of a number of 2ν = 2 functions, hs(kx) (s =
1,−1) which are linearly independent relative to D(xˆ),
i.e. for which the relations
[hrhs]
K
−K = r(2K)
2δrs, r, s = 1,−1 (A3)
hold. These are the functions h1 = K + kx and h2 =
K − kx. Then one finds f1(kx) = β(K + kx)+ γ(K − kx)
and
0 = [f1f1]
K
−K = ββ
∗h21(K)− γγ∗h2−1(−K)
= (2K)2(ββ∗ − γγ∗) (A4)
implying
β/γ =
1
(β/γ)∗
, ⇒ |β/γ|2 = 1,
β/γ = eiα+2pini, α ∈ [0, 2π), n ∈ Z (A5)
and
[ff1]
K
−K = f(K)f
∗
1 (K)− f(−K)f∗1 (−K) = 0, (A6)
restricting the domain of the self-adjoint extension to the
functions with boundary conditions
f(K) = f(−K)f
∗
1 (−K)
f∗1 (K)
= f(−K)e−iα, (A7)
given through a particular choice of the parameter α ∈
[0, 2π) (when f(±K) 6= 0) and to those with Dirichlet’s
boundary conditions. This means, that the various self-
adjoint extensions xˆe of the operator xˆ are obtained when
the domain of the formal differential operator i∂kx is de-
fined as
D(xˆe) = D(xˆ) ∪ {f |f ∈ D(xˆ†), f(K) = f(−K)e−iα,
α ∈ [0, 2π)}. (A8)
Thus the various self-adjoint extensions are identical on
the domain D(xˆ) and can be parametrized by the real
number α ∈ [0, 2π) so that we can write for them
xˆe = xˆα. The eigenfunctions e
−ikxx ∈ D(xˆα) (but
6∈ D(xˆ)) of the particular self-adjoint extension xˆα are
those satisfying the boundary conditions in Eq. (A7)
e−iKx = eiKx−iα (A9)
belonging to the eigenvalues x = xθn = na + θ with
a = π/K and θ = α/2K ∈ [0, a). These eigenvalues
determine a grid of equidistant points on the coordinate
axis with spacing a. We can change the notation of the
particular self-adjoint extensions from xˆα to xˆθ. Since
the eigenfunctions
˜˜
ψθxn(kx) =
√
aeikxx
θ
n , kx ∈ [−K,K] (A10)
of any particular self-adjoint extension xˆθ form a com-
plete orthonormal set, satisfying the orthonormality con-
ditions (the upper index θ of the eigenvalues are sup-
pressed)
δnn′ =
∫ K
−K
dkx
2π
˜˜
ψθ
∗
xn (kx)
˜˜
ψθx′n(kx)
=
∫ ∞
−∞
dpx
2πf(α|px|) ψ˜
θ∗
xn(px)ψ˜
θ
x′n
(px), (A11)
There exists a one-parameter family of such orthonormal
bases in the Hilbert space H of bandlimited wavefunc-
tions. Moreover, the one-parameter family of all eigen-
values, i.e. the union ∪θ∈[0,a){xθn} of all sets of eigenval-
ues of the various self-adjoint extensions can be mapped
trivially in a one-to-one way on the real line R. Namely,
each real number x ∈ R occurs as a single eigenvalue of
a single self-adjoint extension xˆθ.
Appendix B: Bound states in a square-well potential
The solution ϕn(x) with energy ǫn < V0 of the station-
ary Schro¨dinger equation (51) for the square-well poten-
tial in Eq. (53) should be sewed from the functions ϕi(x)
(i = I, II, III) defined in the intervals II : x ∈ (−∞, 0],
III : x ∈ [0, L], and IIII : x ∈ [L,∞), respectively, satis-
fying the equations
− ~
2
2m
ϕ′′II(x) = ǫϕII(x),
− ~
2
2m
ϕ′′i (x) = −(V0 − ǫ)ϕi(x), i = I, III (B1)
(We shall suppress the index n numerating the energy
levels.) The boundary conditions ensure continuous dif-
ferentiability of the solution at the boundaries x = 0 and
x = L of the various intervals, as well as exponential fall-
off at infinities |x| → ∞ for square integrability. Looking
for the solutions of Eqs. (B1) in the form
ϕII(x) = Be
ikx + Ce−ikx,
ϕI(x) = Ae
κx, ϕIII = De
−κx, (B2)
with the real parameters k =
√
2mǫ/~ and κ =√
2m(V0 − ǫ)~, the boundary conditions at |x| → ∞
are automatically satisfied. The boundary conditions at
x = 0 and x = L result in the set of homogenoeus linear
equations,
A = B + C, (B3)
Aκ = ik(B − C), (B4)
BeikL + Ce−ikL = De−κL, (B5)
ik(BeikL − CeikL) = −κDe−κL. (B6)
There exists a nontrivial solution for the coefficients A,
B, C, and D if and only if the determinant of the set of
linear equations vanishes, yielding the implicit equation
e2ikL =
(
κ− ik
κ+ ik
)2
(B7)
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for the energy eigenvalues ǫn = ~
2k2n/(2m) < V0 of bound
states with discrete values kn and κn =
√
2m(V0 − ǫn)~.
The numeration of the states by the integer n = 1, 2, . . .
can be established in the limit V0 → ∞ when κ → ∞
and e2ikL → 1 which yields the wavevectors kn = nπ/L
with n ∈ N. It is straightforward to realize that the
wavevectors k± satisfying
eik±L = ∓κ± − ik±
κ± + ik±
(B8)
with κ± =
√
2mV0 − k2±~2/~ in the limit V0 →∞ behave
as k− = 2n
′π/L and k+ = (2n
′− 1)π/L for n′ = 1, 2, . . ..
Eqs. (B3) and (B5) can be used to express A and D
via C and D, whereas taking the ratio of the appropri-
ate sides of Eqs. (B3) and (B4) one finds after trivial
manipulations
C = −κ± − ik±
κ± + ik±
B = ±eik±LB (B9)
implying A = Bρ± and D = ±Beκ±Lρ± with ρ± =
1±eik±L. The normalization condition ∫∞
−∞
dx|ϕn(x)|2 =∑III
i=I
∫
Ii
dx|ϕi(x)|2 = 1 with∫
III
dx|ϕII(x)|2 = |B|22L
(
1 +
sin k±L
k±L
)
,
∫
Ii
dx|ϕi(x)|2 = | ±Bρ±|
2
κ±
, i = I, III (B10)
yields
|B|−2 = 2L
(
1 +
sin k±L
k±L
+
|ρ±|2
2κ±L
)
≈ 2L
(
1 +
2
κ±L
+O ((k/κ)3)). (B11)
For later use we shall need the coefficients for asymp-
totically large values of V0, i.e. those of κ ≫ k which
means κ≫ 1/L for sufficiently low lying states. Keeping
the terms up to the order O (κ−2) one obtains
ρ± ≈ 2ik±
κ±
+
2κ2±
k2±
+O ((k/κ)3) ,
|ρ±|2 ≈ 4κ
2
±
k2±
+O ((k/κ)3) ,
sin k±L ≈ ±2k±
κ±
+O ((k/κ)3) ,
(B12)
and
B ≈ 1√
2L
(
1∓ 1
κ±L
+
3
2κ2±L
2
+O ((k/κ)3)),
Bρ± ≈ 1√
2L
(
2ik±
κ±
+
2k2±
κ2±
∓ 2ik±
κ2±L
++O ((k/κ)3)),
|Bρ±|2 ≈ 1
2L
(
4k2±
κ2±
+O ((k/κ)3)). (B13)
Appendix C: Kinetic energy operator on exponential
functions
In general an arbitrary operator function g(kˆx) oper-
ates on a function f(x) as
g(kˆx)f(x) =
∫ ∞
−∞
dy
∫ ∞
−∞
dkx
2π
e−ikxyg(kx)e
ikxxf(y)
=
∫ ∞
−∞
dkx
2π
g(kx)
˜˜f(kx)e
ikxx (C1)
with the Fourier transform of the function f(x),
˜˜
f(kx) =
∫ ∞
−∞
dxe−ikxxf(x) (C2)
In case of exponential functions, however, the Fourier
transform is not a well-behaved function, rather a dis-
tribution. Therefore, one has to be careful when using
the integral representation of various operators on expo-
nential functions. In order to be more definite, one can
consider the Fourier transforms of exponential functions
as limits of Gaussian integrals. For f(x) = eisx (s ∈ R),
one can write
˜˜
f(kx) = lim
σ→0+
∫ ∞
−∞
dxei(s−kx)x−
1
2σ
2x2
= lim
σ→0+
√
2π
σ2
e−
(s−kx)
2
2σ2 (C3)
and similarly for f(x) = esx, (s ∈ R)
f˜(kx) = lim
σ→0+
∫ ∞
−∞
dxe−ikxx+sx−
1
2σ
2x2
= lim
σ→0+
√
2π
σ2
e
(s−ikx)
2
2σ2 , (C4)
and the trivial operation of the powers of kˆx on exponen-
tial functions, (−i∂x)neisx = sneisx and (−i∂x)nesx =
(−is)nesx, can also be recovered by saddle point integra-
tion:
(−i∂x)neisx = lim
σ→0+
√
2π
σ2
∫ ∞
−∞
dkx
2π
e−
(s−kx)
2
2σ2 knxe
ikxx
= lim
σ→0+
1√
2πσ
(s+ iσ2x)neisx−
1
2σ
2x2
×
∫ ∞
−∞
dηe−
η2
2σ2 = sneisx (C5)
and
(−i∂x)nesx = lim
σ→0+
√
2π
σ2
∫ ∞
−∞
dkx
2π
e
(s−ikx)
2
2σ2 knxe
ikxx
= lim
σ→0+
1√
2πσ
(−is+ iσ2x)ne− 12σ2x2+sx
×
∫ ∞
−∞
dηe−
η2
2σ2 = (−is)nesx. (C6)
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Then the less trivial action of powers of the operator |kˆx|
can be obtained in a similar manner:
| − i∂x|neisx =
∫ ∞
−∞
dkx
2π
|kx|neikxx2πδ(s− kx) = |s|neisx
(C7)
or otherwise
| − i∂x|neisx = lim
σ→0+
√
2π
σ2
∫ ∞
−∞
dkx
2π
|kx|neikxxe−
(s−kx)
2
2σ2
= lim
σ→0+
1√
2πσ
|s+ iσ2x|neisx− 12σ2x2
×
∫ ∞
−∞
dηe−
η2
2σ2 = |s|neisx (C8)
and
| − i∂x|nesx = lim
σ→0+
√
2π
σ2
∫ ∞
−∞
dkx
2π
|kx|neikxx+
(s−ikx)
2
2σ2
)
= lim
σ→0+
1√
2πσ
| − is+ iσ2x|nesx− 12σ2x2
×
∫ ∞
−∞
dηe−
η2
2σ2 = |s|nesx. (C9)
The lesson we have learned is the following. Let
T (v2, |w|) be given as a double Taylor expansion in pow-
ers of v2 and |w|, then the operator obtained by inserting
v = w = −i~α∂x acts on exponential functions as
T (−~2α2∂2x, | − i~α∂x|)eisx = T (~2α2s2, ~α|s|)eisx,
T (−~2α2∂2x, | − i~α∂x|)esx = T (−~2α2s2, ~α|s|)esx
(C10)
for s ∈ R, or otherwise exponential functions are eigen-
functions of the operator T (−~2α2∂2x, | − i~α∂x|) =
[F−1(~αkˆx)]
2, i.e. that of the kinetic energy operator.
Moreover, the function [F−1(u)]2 is even, so that the
eigenvalues of the kinetic energy operator when acting
on exponential functions is independent of the sign of s.
Appendix D: Evaluation of vnn
The independent integrals vi,j contributing to the ma-
trix element vnn are
vI,I = |Bρ±|2V0
×
[∫ 0
−∞
dxeκ±x
∫ 0
−∞
dyeκ±yΠ(x − y)− 1
2κ±
]
,
vI,III = ±|Bρ±|2V0
×
∫ 0
−∞
dxeκ±x
∫ ∞
L
dyeκ±(L−y)Π(x− y),
vI,II =
1
2
|B|2ρ∗±V0
×
∫ 0
−∞
dxeκ±x
∫ L
0
dy(eik±y ± eik±(L−y))Π(x − y).
(D1)
We shall determine these integrals in the asymptotic limit
V0 → ∞ implying κ → ∞. (Let us suppress the lower
index ± still it is not disturbing.) Then the main contri-
bution to the x integral comes in each cases from x = 0
due to the extremely rapidly falling off factors eκx in the
integrands. Therefore, we can expand the slowly variing
x-dependent factor Π(x − y) of the integrand at x = 0
and recast the integral over x like∫ 0
−∞
dxeκxΠ(x − y)
≈
∫ 0
−∞
dxeκx[Π(−y) + xΠ′(−y) +O (x2)]
≈ [Π(−y) + Π′(−y)∂κ +O
(
∂2κ
)
]
∫ 0
−∞
dxeκx
≈ [Π(−y) + Π′(−y)∂κ +O
(
∂2κ
)
]κ−1±
≈ κ−1Π(−y) + κ−2Π′(−y) +O (κ−3) (D2)
with the notations Π′(u) = dΠ(u)/du, Π′′(u) =
d2Π(u)/du2. Thus we get an expansion of the integral
in powers of 1/κ. In the limit V0 →∞, i.e. k/κ→ 0 one
is only interested in the leading order terms of vi,j ’s.
With similar logic, one can expand the integrals over y
in the expressions of vI,I and vI,III also in powers of 1/κ.
Since the even and odd derivatives of Π(u) at u = 0 are
finite and zero, respectively, (e.g. Π(0) = K/π, Π′(0) =
0, Π′′(0) = −K3/π) the following well-defined expansion
occurs in the expression of vI,I ,∫ 0
−∞
dyeκy
(
κ−1Π(−y) + κ−2Π′(−y) +O (κ−3))
≈
(
κ−1Π(0) + κ−2Π′(0) +O (κ−3))κ−1
≈ κ−2Π(0) +O (κ−3) (D3)
which implies
vI,I ≈ |Bρ|2V0
(
Π(0)
κ2
− 1
2κ
+O (κ−3))
≈ |Bρ|2V0
(
− 1
2κ
+O (κ−2)). (D4)
Similarly, expanding the y-dependent factor of the inte-
grand of vI,III at y = L, the leading order term provides
vI,III = ±|Bρ|2V0
(
Π(−L)
κ2
+O (κ−3)) (D5)
in the limit V0 →∞ (with the sign ± when the lower in-
dex ± is everywhere restored). Furthermore, the integral
vI,II can be recasted as
vI,II ≈ 1
2κ
|B|2V0ρ∗∫ L
0
dy(eiky ± eik(L−y))[Π(−y) +O (κ−1)]
≈ 1
2κi
|B|2V0ρ∗
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∫ K
−K
dq
2π
(
ei(k−q)L − 1
k − q ∓ e
ikL e
−i(k+q)L − 1
k + q
)
≈ 1
2κi2π
|B|2V0ρ∗
(∫ KL−kl
−KL−kL
du
1− e−iu
u
±eikL
∫ KL+kL
−KL+kL
du
1− e−iu
u
)
(D6)
for asymptotically large values of κ. Here the expression
in the bracket can be recasted into the sum(
. . .
)
= Ic− + iIs− ± eikL(Ic+ + iIs+)
= [±eikL − 1]Ic+ + i[1± eikL]Is+ (D7)
with
Ic± =
∫ KL±kL
−KL±kL
du
1− cosu
u
,
Is± =
∫ KL±kL
−KL±kL
du
sinu
u
. (D8)
and Ic− = −Ic+, Is− = Is+. For the low-lying excited
states we can Taylor-expand these integrals in the small
parameter k/K ≪ 1,
Ic+ ≈ k
K
(
4 sin2
KL
2
+ (kL)2 cos(KL)
+O ((kL)4))+O ((k/K)2) ,
Is+ ≈
∫ KL
−KL
du
sinu
u
+O ((k/K)2) . (D9)
Making use of the asymptotic relations κ± ≈√
2mV0/~, ±eik±L → −1 and those in Eqs. (B12) and
(B13), one easily establishes the order-of-magnitude rela-
tions vI,I ∼ O
(
κ−1
)
, vI,III ∼ O
(
κ−2
)
, and the leading
order contribution comes from
vI,II ≈ ~
2k
4mLπ
Ic+, (D10)
One can write KL = 2π(N + ν) where N and 0 ≤
ν < 1 stand for the integer and fractional parts of the
ratio KL/(2π), respectively. Consequently, one finds
sin2(KL/2) = sin2(νπ) and
Ic+ =
k
K
[4 sin2(νπ) + (nπ)2 cos(2νπ) +O (n4)]
+O ((k/K)2) (D11)
which has the order of magnitude k/K ∼ n(ℓP /L).
Summing the contributions of leading order in 1/κ,
and making use of vIII,II = ±vI,II , finally one obtains
for the matrix element vnn,
vnn ≈ vI,II + vII,I + vIII,II + vII,III
≈ 2(vI,II + vIII,II)
≈
{
4vI,II for n odd
0 for n even
(D12)
The vanishing of the potential energy shift for n even is
the consequence of the sign difference of the wavefunc-
tion in the outer regions II and IIII , i.e. that of the
coefficients A and D implying vIII,II = −vI,II in that
case.
Appendix E: Evaluation of tnn
The independent integrals contributing to the kinetic
energy shift tnn arising due to the finite band width are
as follows:
tI,I =
|Bρ|2
2mα2
∫ 0
−∞
dxeκx[F−1(−iα~∂x)]2
×
(∫ 0
−∞
dyΠ(x− y)eκy − eκx
)
,
tII,I =
|B|2ρ
2mα2
∫ L
0
dx(e−ikx ± e−ik(L−x))[F−1(−iα~∂x)]2
×
∫ 0
−∞
dyΠ(x− y)eκy,
tIII,I = ± |Bρ|
2
2mα2
∫ ∞
L
dxeκ(L−x)[F−1(−iα~∂x)]2
×
∫ 0
−∞
dyΠ(x− y)eκy,
tII,II =
|B|2
2mα2
∫ L
0
dx(e−ikx ± e−ik(L−x))[F−1(−iα~∂x)]2
×
(∫ L
0
dyΠ(x − y)(eiky ± eik(L−y))
−(eikx ± eik(L−x))
)
. (E1)
Let us expand the integrals over y in tI,I , tII,I and tIII,I
in powers of κ−1 similarly to what we did in App. D for
the x-integrals,∫ 0
−∞
dyΠ(x− y)eκy
≈
∫ 0
−∞
dy[Π(x) − yΠ′(x) +O (y2)]eκy
≈ [Π(x) −Π′(x)∂κ +O
(
∂2κ
)
]κ−1
≈ κ−1Π(x) +O (κ−2) . (E2)
Then a similar (1/κ)-expansion of the integrals over x
occurring in tI,I and tIII,I , respectively, is possible:
κ−1
∫ 0
−∞
dxeκxGΠ(x) ≈ κ−2GΠ(0) +O
(
κ−3
)
,
κ−1
∫ ∞
L
dxeκ(L−x)GΠ(x) ≈ κ−2GΠ(L) +O
(
κ−3
)
(E3)
with GΠ(x) = [F
−1(−iα~∂x)]2Π(x). Then one finds in
the leading order of 1/κ,
tI,I ≈ |Bρ|
2
2mα2
(
κ−2GΠ(0)− [F
−1(−iα~κ)]2
2κ
+O (κ−3))
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≈ O (κ−3) ,
tIII,I ≈ ± |Bρ|
2
2mα2
[κ−2GΠ(L) +O
(
κ−3
)
]
≈ O (κ−4) , (E4)
where we made use of our particular choice of the defor-
mation function f(u). The leading order terms of tII,I
are given as
tII,I ≈ |B|
2ρ
2mα2
κ−1
∫ L
0
dx(e−ikx ± e−ik(L−x))GΠ(x)
≈ O (κ−2) . (E5)
Therefore the only independent integral contributing to
tnn in the limit κ→∞ is tII,II .
As to the next we try to estimate the integral tII,II
in the limit κ → ∞. Let χ[0,L](x) be the characteristic
function of the interval x ∈ [0, L]. In order to perform
the integral over y, let us first rewrite the trivial integral∫ L
0
dyδ(x− y)eiky = eikxχ[0,L](x) as a limit,∫ L
0
dyδ(x− y)eiky
= lim
Λ→∞
∫ Λ
−Λ
dq
2π
eiqx
∫ L
0
dye−i(q−k)y
= eikx lim
Λ→∞
∫ Λ
−Λ
dq
2π
ei(q−k)xi
e−i(q−k)L − 1
q − k
= eikx lim
Λ→∞
∫ Λ
−Λ
dp
2π
eipxi
e−ipL − 1
p
= eikx lim
Λ→∞
∫ Λ
−Λ
dp
2π
[
sin pL
p
cos px− [cos(pL)− 1] sin px
p
]
= eikx lim
Λ→∞
1
2
∫ 1
−1
ds
[
sin[sΛ(L− x)]
sπ
+
sin(sΛx)
sπ
]
= eikx
1
2
∫ 1
−1
ds
[
χ[0,L](x)
(
δ(s) + δ(s)
)
+Θ(L− x)
(
−δ(s) + δ(s)
)
+Θ(−x)
(
δ(x)− δ(x)
)]
= eikxχ[0,L](x)
1
2
∫ 1
−1
ds
(
δ(s) + δ(s)
)
= eikxχ[0,L](x). (E6)
Now let us evaluate
∫ L
0 dyΠ(x− y)eiky in a similar man-
ner, where the limit Λ → ∞ is removed and Λ replaced
by the finite cutoff K,∫ L
0
dyΠ(x− y)eiky
=
∫ K
−K
dq
2π
eiqx
∫ L
0
dye−i(q−k)y
= eikx
1
2
∫ 1
−1
ds
[
sin[sK(L− x)]
sπ
+
sin(sKx)
sπ
]
= eikxIK(x). (E7)
Making use of this and the limit ±eik±L → −1 for κ →
∞, one can recast the integral tII,II in the form
tII,II = − |B|
2
2mα2
∫ L
0
dx(eikx − e−ikx)[IK(x) − 1]
×[F−1(−iα~∂x)]2(eikx − e−ikx). (E8)
In order to obtain an order-of-magnitude estimate for
tII,II , let us note that the integral IK(x) for sufficiently
large cutoffK should be a rather smooth function of x be-
cause it is independent of x for K →∞, IK→∞(x)→ 1.
Then the following approximations seem to be justified:
(i) the replacement of the kinetic energy operator by its
eigenvalue when acting on the functions e±ikx (c.f. App.
C), (ii) replacement of IK(x) by IK(L/2). The integral
over x reduces then to∫ L
0
dx sin2(kx) =
1
2
L (E9)
for kL = nπ with any n = 1, 2, . . . and one finds
tII,II ≈ [F
−1(α~k)]2
2mα2
[IK(L/2)− 1] (E10)
with
IK(L/2)− 1 = 2
π
∫ KL/2
0
du
sinu
u
− 1, (E11)
where the new integration variable u = sKL/2 has been
introduced.
LetN ′ and ν′ ∈ [0, 1) the integer and fractional parts of
KL/(4π), respectively. The integral (E11) can be rewrit-
ten as
IK(L/2)− 1 = − 2
π
∫ ∞
KL/2
du
sinu
u
≈ − 2
π
2
KL
∫ 2pi
ν2pi
du sinu
≈ 4
KLπ
[1− cos(2νπ)]. (E12)
Here one has split the interval u ∈ [KL/2,∞) into subin-
tervals [(N ′+ ν′)2π, (N ′+1)2π], [2(N ′+ j)π, 2(N ′+ j+
1)π] with j = 1, 2, . . . and replaced the factor 1/u in
the integrand by [(N ′ + ν′)2π]−1, [(N ′ + j)2π]−1 with
j = 1, 2, . . ., respectively in the subsequent intervals.
Appendix F: Maximally localized states
Following the method of Detournay, Gabriel, and Spin-
del [18] we construct the maximally localized state cen-
tered at position x¯ for arbitrary deformation function.
One should look for the state |φ〉 with a given undeter-
mined position uncertainty µ, i.e. the state satisfying
µ2 = 〈φ|xˆ2 − x¯2|φ〉 (F1)
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and the subsidiary conditions
〈φ|xˆ|φ〉 = x¯ (F2)
and 〈φ|φ〉 = 1. Then one selects out the state |ϕx¯〉 with
the minimal value of µ. In the wavevector representation,
the variational problem is equivalent with the solution of
the differential equation
0 = [(i∂kx)
2 − x¯2 − µ2 − 2λ(i∂kx − x¯)]˜˜φ(kx), (F3)
where the wavefunction
˜˜
φ(kx) should satisfy Dirichlet’s
boundary conditions
˜˜
φ(±K) = 0 and be normalized,∫K
−K
dkx
2pi |˜˜φ(kx)|2 = 1; λ ∈ R is a Lagrange-multiplier
that should be determined from the subsidiary condi-
tion (F2). Looking for the solutions in exponential form,
one finds two independent solutions, ˜˜φ± = e
ikxσ± with
σ± = −λ±
√
(λ − x¯)2 + µ2. Then the general solution of
Eq. (F3) is given as
˜˜
φ(kx) = Ae
ikxσ+ +Beikxσ− and one
gets from Dirichlet’s boundary conditions, ˜˜φ(±K) = 0,
that
K(σ+ − σ−) = 2
√
(λ− x¯)2 + µ2 = Nπ, N ∈ N
B = −AeiNpi. (F4)
Thus one finds the sets of solutions:
˜˜
φN=2n(kx) = 2iAe
−ikxλ sin
(
nπ
K
kx
)
,
˜˜φN=2n−1(kx) = 2Ae
−ikxλ cos
(
(2n− 1)π
2K
kx
)
(F5)
with n ∈ N, again. For both sets the subsidiary condition
(F2) yields λ = x¯ that implies
µ2 =
(
Nπ
2K
)2
(F6)
Therefore, the state centered at x = x¯ with minimal po-
sition uncertainty is the one with N = 1,
˜˜ϕx¯(kx) =
˜˜φN=1(kx) =
√
2ae−ikxx¯ cos
(
kxa
2
)
(F7)
with a = π/K after normalization. What one has to
check yet that this state is of finite energy. For a particle
with the usual kinetic energy
pˆ2x
2m the integral∫ ∞
−∞
dpx
2πf(α|px|)p
2
x cos
2
(
kx(px)a
2
)
(F8)
should converge, which happens if the deformation func-
tion increases for |px| → ∞ faster than p2x, a condition
satisfied by the deformation functions f = exp(α2p2x),
and f = exp(α|px|) cited in Sect. I, except of the case
with f = 1 + α2p2x, although the latter might be a good
low-momentum approximation of some realistic deforma-
tion function. The function (F7) and its derivatives with
respect to kx are bounded functions of kx. Therefore,
any potential energy which can be approximated with a
sequence of polynomials will have finite expectation value
in the state given by Eq. (F7). Therefore, we can con-
sider the wavefunction in Eq. (F7) for the particular class
of the deformation functions as that of the physical state
of a particle centered at x¯ with the minimal position un-
certainty, indeed. It is an advantage of the wavevector
representation as compared to the canonical momentum
representation that the wavevector wavefunctions of the
states maximally localized at various positions do not
depend on the explicit form of the deformation function.
Appendix G: Reconstruction of a continuous
bandlimited potential from sampled values of
Dirac-delta potential
First, we give a unique definition of the sum∑∞
n=−∞ e
iqna which turns out to be useful for the de-
termination of reconstructed bandlimited potentials. We
settle the ordering of the terms in the sum via
∞∑
n=−∞
eiqna = lim
N→∞
( N∑
n=0
e−iqna +
N∑
n=0
einqa − 1
)
,
(G1)
i.e. in the manner that ensures the completeness of the
eigenstates ˜˜ψxn(kx) =
√
ae−ikxxn (xn = na + θ, θ ∈
[0, a), n ∈ Z) of an arbitrarily chosen self-adjoint exten-
sion xˆθ of the coordinate operator −i∂kx in the bandlim-
ited Hilbert space H. Then one finds
∞∑
n=−∞
eiqna+iqθ
= lim
N→∞
eiqθ
(
e−iq(N+1)a − 1
e−iqa − 1 +
eiq(N+1)a − 1
eiqa − 1 − 1
)
= lim
N→∞
eiqθ
cos(Nqa)− cos[(N + 1)qa]
1− cos(qa)
= πqaeiqθ lim
N→∞
(
cos(Nqa)
πqa
+
sin(qa)
1− cos(qa)
sin(Nqa)
πqa
)
= πqa
(
−1 + sin(qa)
1− cos(qa)
)
δ(qa)
=
2π
a
δ(q). (G2)
Let us emphasize that the definition of the sum does not
depend on the choice of θ, i.e. that of the self-adjoint
extension of the coordinate operator. Hence the com-
pleteness relation of the coordinate eigenstates |xθn〉 in
the bandlimited Hilbert space H takes the form
∞∑
n=−∞
˜˜ψθ
∗
xn (kx)
˜˜ψθxn(k
′
x) = a
( ∞∑
n=−∞
ei(kx−k
′
x)(na+θ)
)
= 2πδ(kx − k′x) (G3)
in the wavevector representation.
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As to the next, we determine the bandlimited continu-
ous potential V¯ (x¯) reconstructed from discrete sampled
values V¯n (with the notations of Sect. IV) of the Dirac-
delta like potential V (x) = V0aδ(x). Making use of the
reconstruction formula in Eq. (20), the sample (26), and
the rule to evaluate the sum like in Eq. (G2), one recon-
structs the following continuous bandlimited potential,
V¯ (x¯)
=
V0a
3
2
∞∑
n=−∞
[Π(xn − 1
2
a) + Π(xn +
1
2
a)]2Π(x¯ − xn)
=
V0a
3
2
∞∑
n=−∞
∫ K
−K
dk1
2π
[eik1(xn−
1
2a) + eik1(xn+
1
2a)]
×
∫ K
−K
dk2
2π
[eik2(xn−
1
2a) + eik2(xn+
1
2a)]
×
∫ K
−K
dq
2π
eiq(x¯−xn)
=
V0a
3
2
∫ K
−K
dk1
2π
∫ K
−K
dk2
2π
∫ K
−K
dq
2π
[e−ik1
1
2a + eik1
1
2a]
×[e−ik2 12a + eik2 12a]eiqx¯
∞∑
n=−∞
ei(k1+k2−q)xn
=
V0a
2
2(2π)2
∫ K
−K
dk1
∫ K
−K
dk2[e
−ik1
1
2a + eik1
1
2a]
×[e−ik2 12a + eik2 12a]
∫ K
−K
dqeiqx¯δ(k1 + k2 − q)
=
V0a
2
2(2π)2
∫ K
−K
dk1
∫ K
−K
dk2[e
−ik1
1
2a + eik1
1
2a]
×[e−ik2 12a + eik2 12a]ei(k1+k2)x¯
×
(
Θ(k1 + k2 +K)−Θ(K − k1 − k2)
)
=
V0a
2
2(2π)2
[I(x¯) + J(x¯)] (G4)
with
I(x¯) =
∫ 0
−K
dk1
∫ K
−K−k1
dk2[e
−ik1
1
2a + eik1
1
2a]
×[e−ik2 12a + eik2 12a]ei(k1+k2)x¯,
J(x¯) =
∫ K
0
dk1
∫ K−k1
−K
dk2[e
−ik1
1
2a + eik1
1
2a]
×[e−ik2 12a + eik2 12a]ei(k1+k2)x¯
= I(−x¯). (G5)
Then a somewhat lengthy but straightforward calcula-
tion yields
V¯ (x¯) = V0
a2
(2π)2[x¯2 − (a/2)2]
(
a2
x¯2 − (a/2)2
−2ax¯ sin(Kx¯)
x¯2 − (a/2)2 +
4x¯
a
sinKx¯− π cosKx¯
)
.
(G6)
This function turns out to be a unique even function of
x¯ in all of the various θ sectors. It takes the typical val-
ues V¯ (0) = V0
4+pi
pi2 ≈ 0.72V0, V¯ (± 12a) = V0 1+5(pi/4)
2
pi2 ≈
0.41V0 and falls off rapidly outside the interval x¯ ∈
[− 12a, 12a] in an oscillatory manner.
