Among all simple nonbipartite 2-connected graphs and among all nonbipartite θ-graphs, the minimum least Q-eigenvalues are completely determined, respectively.
Introduction
For a graph G with vertex set V (G) = {v 0 , v 1 , . . . , v n−1 } and edge set E(G), denote by A(G) (or A for short) the G, under the condition x(v i ) ∈ R for 0 ≤ i ≤ n − 1 and X = 0 T (where 0 T is the zero vector with all entries being 0), max f G (X) is the Q-spectral radius of Q(G); min f G (X) is the least Q-eigenvalue of Q(G). Also from spectral graph theory, it is known that a vector X ∈ R n satisfies that f G (X) ≥ ρ(G) if and only if X is an eigenvector of G corresponding to ρ(G); a vector X ∈ R n (X = 0 T ) satisfies that f G (X) ≤ q(G) if and only if X is an eigenvector of G corresponding to q(G). The eigenvalues of a graph (spectral radius and the least eigenvalue in particular)
are always used to study the properties of the communication in this graph [4] . Moreover, the least Q-eigenvalue of a graph was used to study the impulsive cluster anticonsensus problem of discrete multiagent linear dynamic systems [16, 17] . The least Q-eigenvalue of a graph is also looked as a measure to discriminate the bipartiteness * Supported by NSFC (No. 11771376, 11571252), Natural Science Foundation of Guangdong Province (2019A1515011031), Foundation of Lingnan Normal University(ZL1923), "333" Project of Jiangsu (2016), NSFCU of Jiangsu (16KJB110011).
V (P 1 ) ∩ V (P 2 ) = {u, v} (that is, no inner vertex in common). The local connectivity between two distinct vertices u and v, denoted by p(u, v), is the maximum number of pairwise inner disjoint paths from u to v. The famous Menger's Theorem (see [1] and [2] for example) tells us that in a nontrivial connected graph G, p(u, v) ≥ c(G) for any pair of distinct vertices u and v in G. Hence, in [2] , a k-connected graph G is also defined to be the graph in which p(u, v) ≥ k for its any two distinct vertices u and v. A θ-graph is a 2-connected graph which consists of three pairwise inner disjoint paths with common initial and terminal vertices.
For a graph G, let G + uv denote the graph obtained from G by adding a new edge uv / ∈ E(G) between two nonadjacent vertices u, v in G; let G − uv denote the graph obtained from G by deleting an edge uv ∈ E(G); for
In this paper, we let C n = v 0 v 1 v 2 · · · v n−1 v 0 be the cycle of order n, and let
2 ) in Fig. 1.1 ).
where j, k are positive integers that 1 ≤ j < k ≤ n − 1, Θ = Θ(2, n − 1) (see Fig. 1 .2). Denote by
In this paper, for determining the minimum least Q-eigenvalues among all the simple nonbipartite 2-connected graphs and among all nonbipartite θ-graphs, we explore some new results on the structural characteristics, on the characteristics of the eigenvector for a nonbipartite 2-connected graph, on the relation between the eigenvector and the structure of a graph, and represent some new results on the influence of the least Q-eigenvalue under some structural perturbations. Using these tool results, we determine the minimum least Q-eigenvalues among all simple nonbipartite 2-connected graphs and among all nonbipartite θ-graphs as the following two theorems.
Theorem 1.1 Let G be a nonbipartite 2-connected graph of order n ≥ 3.
(ii) If n is even, then q(Θ) ≤ q(G) with equality if and only if G ∼ = Θ. Theorem 1.2 Let G be a nonbipartite θ-graph of order n ≥ 4.
(ii) If n is even, then q(Θ) ≤ q(G) with equality if and only if G ∼ = Θ.
Preliminary
In this section, three working lemmas in this paper are introduced.
Lemma 2.1 [7] Let G be a connected graph of order n. Then q < δ, where δ is the minimal vertex degree of G.
Lemma 2.2 [6]
Let G be a connected graph of order n. Then q(G − e) ≤ q(G).
Lemma 2.3 [15]
Let n be an odd positive integer, G be a nonbipartite Hamiltonian graph of order n. Then
Main results
Lemma 3.1 Let G be a 2-connected graph, C be a cycle in G, e = uv be an edge in C, ξ be a vertex not in C.
Then in G, there are two paths P 1 which is from ξ to u and P 2 which is from ξ to v that V (P 1 ) ∩ V (P 2 ) = {ξ}.
Proof. Let P = uwv and G ′ = G − e + P where w is a new vertex. Note that there is no cut vertex in G ′ . Thus
By Menger's Theorem mentioned in Section 1, it follows that in G ′ , there are two inner disjoint paths P ′ 1 and
Then the lemma follows from letting
2 Let G be a 2-connected graph, C be a cycle in G, ξ be a vertex not in C. Then there are two different
Proof. By Lemma 3.1, for an edge e = uv in C, there are two paths P ′ 1 which is from ξ to u and P ′ 2 which is from
, denote by w the first common vertex of C and P ′ 1 , and denote by P 1 the path from ξ to w along P
Similarly, we get a path P 2
Then v µ must be in an odd cycle.
Proof. Suppose C is an odd cycle in G. The lemma holds naturally if v µ is in C. Suppose v µ is not in C. Note that G is 2-connected. By Lemma 3.2, then there are two different paths P 1 and
is odd, then P 1 ∪ P 2 ∪ W 2 is an odd cycle. This means that v µ must be in an odd cycle. ✷ Theorem 3.4 Let n ≥ 3 be a positive odd integer, G be a nonbipartite 2-connected graph of order n. Then
Note that X is not a zero vector. It follows that x(v µ ) = 0. By Lemma 3.3, we know that v µ is in an odd cycle C.
If V (C) = n, then the lemma follows from Lemma 2.3 immediately. Next, we suppose V (C) < n.
Note that n is odd. It follows that
and Y be a vector satisfying that
We claim that q(C) < q(G). Otherwise, assume that q(C) = q(G). Then Y is an eigenvector of C corresponding
contradicts q(C) > 0 because C is nonbipartite. Consequently, our claim holds.
Note that C ∼ = C n . From the above discussion, we get that if V (C) < n, then q(C n ) < q(G). This implies that if q(G) = q(C n ), then V (C) = n, and then G is Hamiltonian. Combined Lemma 2.3, the lemma follows.
✷
Next, we consider the least Q-eigenvalues of the nonbipartite 2-connected graphs of order n for the case that n ≥ 4 is even. Denote by H = {G | G is a nonbipartite 2-connected graph of order n where n ≥ 4 is an positive even integer}.
, and Y be a vector satisfying that
As proved for q(C) < q(G) in the proof of Lemma 3.4 (by considering q(
, and note that C is an odd cycle. Then one of
For proving this lemma, we employ a vector
Note the symmetry of Θ(j, k). Thus F is also an eigenvector of Θ(j, k) corresponding to q(Θ(j, k)). Then Y is also an eigenvector of Θ(j, k) corresponding to q (Θ(j, k) ).
Now, we prove y(v k+j 2 −1 ) = 0. Otherwise, suppose that y(v k+j 2 −1 ) = 0. Thus if
), then it follows that y(v k+j 2 −2 ) = 0. If corresponding to q(Θ(j, k)) does not satisfy the conclusion in Lemma 3.6 (that is, there is no eigenvector of Θ(j, k)
corresponding to q(Θ(j, k)) satisfying the conclusion in Lemma 3.6), then any eigenvector
follow from Lemma 3.6 as corollaries directly. Note that deg(v 0 ) = 2, Θ(j, k) is connected and nonbipartite.
Combining Lemma 2.1, we have 0 < q(Θ(j, k)) < 2. Next, we prove (3)- (6) . Note that both n and k + j are even.
Then k − j + 1 is odd, and V (P 2 (Θ(j, k))) is even.
if z ≥ 2, and
.
F also satisfies that , k) ). Note that W is an eigenvector corresponding to q(Θ(j, k)). Then both W and F are not zero vector. Thus F is also an eigenvector of Θ(j, k) corresponding to q(Θ(j, k)).
then it follows that f (v η1 ) = 0. Proceeding like this, we get that f (v ηi ) = 0 for 1 ≤ i ≤ z. Then F = 0 T , which contradicts that F = 0 T . Thus f (v k+j 2 ) = 0. Then Assertion 1 follows.
which contradicts Assertion 1. Then we get the following Assertion 2.
Note that from the above definition of F , Assertion 1 and Assertion 2, we have 
Then this assertion follows.
, as Assertion 4, we get the following Assertion 10.
From the above Assertions 1-11, we get the following Assertion 11. , k) ). Thus the assertion holds.
Consequently, from Assertions 1-12, we get that W satisfies (3)- (8) . Note the arbitrariness of W . Then the lemma follows. ✷ Lemma 3.8 If there is an eigenvector Y = (y(v 0 ), y(v 1 ), . . ., y(v n−1 )) T ∈ R n corresponding to q(Θ(j, k)) satisfying the conclusion in Lemma 3.6, then q(Θ) ≤ q(Θ(j, k)) with equality if and only if Θ(j, k) ∼ = Θ.
C . Note that one of V (P 1 (Θ(j, k))) and V (P 2 (Θ(j, k))) is odd. Without loss of generality, for convenience, we suppose V (P 1 (Θ(j, k))) is odd (for the case that V (P 2 (Θ(j, k))) is odd, it is proved similarly). Then both k + j and V (P 2 (Θ(j, k))) are even. If k+j 2 = j + 1, then the lemma is trivial because Θ(j, k) ∼ = Θ now. Thus we suppose k+j 2 ≥ j + 2 next. And then, we consider two cases.
We assert that q(G ′ ) < q(Θ(j, k)). Otherwise, suppose q(G ′ ) = q(Θ(j, k)). Then Y is also a eigenvector of G ′ .
By Lemma 3.6, we know that y(v k+j
, and then q(G ′ ) = q(Θ(j, k)), which contradicts the supposition q(G ′ ) = q(Θ(j, k)). As a result, we get that q(G ′ ) < q(Θ(j, k)). Then our assertion holds. Fig. 3.1) . , k) ), and that Y is an eigenvector of G 1 corresponding to q(G 1 ).
Thus without loss of generality, we can assume j < µ ≤ k+j 2 − 1.
As proved for q(C) < q(G) in the proof of Lemma 3.4 (by considering q( , k) ). Note that q(G 1 ) = q(Θ(j, k)). As Case 1, by considering q(G ′ )y(v k+j 2 −1 ) and q(G 1 )y(v k+j 2 −1 ), we get that q(G ′ ) < q(G 1 ), and q(G ′ ) < q(Θ(j, k)) further.
Subcase 2.2 µ ∈ {η 1 , η 2 , . . ., η z } and z ≥ 2. Without loss of generality, for convenience, suppose µ = η 2 .
Then we let
(where if µ = η 1 , we can let Fig. 3.1) .
Note that , k) ).
Note that G ′ ∼ = Θ for the above G ′ in Case 1 and Case 2. Consequently, this lemma follows from the above discussion. ✷ Lemma 3.9 If any eigenvector of Θ(j, k) corresponding to q(Θ(j, k)) does not satisfy the conclusion in Lemma 3.6, then q(Θ) ≤ q(Θ(j, k)) with equality if and only if Θ(j, k) ∼ = Θ.
Proof.
Without loss of generality, for convenience, we suppose V (P 1 (Θ(j, k))) is odd (for the case that
is odd, it is proved similarly). Then both k + j and V (P 2 (Θ(j, k))) are even. If
then the lemma is trivial because Θ(j, k) ∼ = Θ now. Thus we suppose
must satisfy the conclusions (1)- (8) of Lemma 3.7.
T be a vector satisfying that
Consequently, this lemma follows from the above discussion. ✷ Lemma 3.10 Any eigenvector of Θ corresponding to q(Θ) does not satisfy the conclusion in Lemma 3.6.
Proof. We prove this lemma by contradiction. Suppose there is an eigenvector Y = (y(v 0 ), y(v 1 ), . . ., y(v n−1 )) T ∈ R n of Θ corresponding to q(Θ) satisfying the conclusion in Lemma 3.6. Then by Lemma 3.6, it is known that (1)
and Y is also an eigenvector of G 1 corresponding to q(G 1 ). Now, we let G 2 = G 1 − v 0 v n−1 . Using Lemma 2.2 again gets that q(G 2 ) ≤ q(G 1 ). Note G 2 = Θ(1, 2) now. Using Lemma 3.8 and Lemma 3.9 gets that q(Θ) < q(G 2 ). Then we get a contradiction that q(Θ) < q(G 2 ) ≤ q(G 1 ) = q(Θ). This makes the lemma hold. ✷ Proof. Suppose that G ≇ Θ, C = v 1 v 2 · · · v n−1 v 1 . Then V (G) \ V (C) = {v 0 }. Note that G is 2-connected. By Lemma 3.2, there are two edges v 0 v j and v 0 v k where 1 ≤ j < k ≤ n − 1. Then C + v 0 v j + v 0 v k is a Θ(j, k). Thus we let Θ(j, k) = C + v 0 v j + v 0 v k here, and denote by P 1 (Θ(j, k)) = v j v j+1 · · · v k−1 v k , P 2 (Θ(j, k)) = C − {v j+1 , . . ., v k−1 } = v j v η1 v η2 · · · v ηz v k if k − j < n − 2; P 2 (Θ(j, k)) = v j v k if k − j = n − 2. By Lemma 2.2, we know that q(Θ(j, k)) ≤ q(G). Note that C is an odd cycle. Then one of V (P 1 (Θ(j, k))) and V (P 2 (Θ(j, k))) is odd.
Without loss of generality, assume that V (P 1 (Θ(j, k))) is odd. Then k + j is even.
Case 1 k+j 2 − 1 > j. Then Θ(j, k) ≇ Θ. Consequently, there are two cases to consider. One case is that there is an eigenvector Y satisfying the conclusion in Lemma 3.6. The other one is that any eigenvector of Θ(j, k)
corresponding to q(Θ(j, k)) does not satisfy the conclusion in Lemma 3.6. For these two cases, q(Θ) < q(Θ(j, k)) follows from Lemma 3.8 and Lemma 3.9 respectively. Thus q(Θ) < q(G). 
