Abstract-Recent advances in machine learning have brought the field closer to computational creativity research. From a creativity research point of view, this offers the potential to study creativity in relationship with knowledge acquisition. From a machine learning perspective, however, several aspects of creativity need to be better defined to allow the machine learning community to develop and test hypotheses in a systematic way. We propose an actionable definition of creativity as the generation of out-of-distribution novelty. We assess several metrics designed for evaluating the quality of generative models on this new task. We also propose a new experimental setup. Inspired by the usual held-out validation, we hold out entire classes for evaluating the generative potential of models. The goal of the novelty generator is then to use training classes to build a model that can generate objects from future (hold-out) classes, unknown at training time -and thus, are novel with respect to the knowledge the model incorporates. Through extensive experiments on various types of generative models, we are able to find architectures and hyperparameter combinations which lead to out-of-distribution novelty.
I. INTRODUCTION
Recent advances in machine learning have renewed interest in artificial creativity. Studies such as deep dream [1] and style transfer [2] have aroused both general public interest and have given strong impetus to use deep learning models in computational creativity research [3] . Although creativity has been a topic of interest on and off throughout the years in machine learning [4] , it has been slowly becoming a legitimate sub-domain with the appearance of dedicated research groups such as Google Magenta 1 and research work on the topic [5] , [6] .
There is a large body of work studying creativity by computational methods. A large variety of techniques, from rule-based systems to evolutionary computation has been used for a myriad of research questions. Compared to these methods, machine learning methods provide an important advantage: they enable the study of creativity in relation with knowledge (i.e., knowledge-driven creativity; [7] ). Nevertheless, to better highlight the points of interest in computational creativity research for the machine learning community and to allow machine learning researchers to provide systematic and rigorous answers to computational creativity problems, it is important to precisely answer three questions: 1) What is meant by the generation of novelty?
1 https://magenta.tensorflow.org/welcome-to-magenta 2) How can novelty be generated? 3) How can a model generating novelty be evaluated? Within the scope of machine learning, it would be tempting to seek answers to these questions in the sub-field on generative modeling. Mainstream generative modeling assumes that there is a phenomena generating the observed data and strive to build a model of that phenomena, which would, for instance, allow generating further observations. Traditional generative modeling considers only in-distribution generation where the goal is to generate objects from the category or categories of already observed objects. In terms of novelty generation, this can be considered as generating look-a-likes of known types of objects. Although there is considerable value in indistribution generation (e.g., for super-resolution [8] , [9] , [10] or in-painting [11] , [12] , [13] ), this perspective is limited from a strict point of view of creativity: it is unlikely to come up with a flying ship 2 by generating samples from a distribution of ships and flying objects.
Researchers in creativity research [14] have argued that the crux of creative process is the ability to build new categories based on already known categories. However, creativity is beyond a simple combination exploration: it is about generating previously unknown but meaningful (or valuable) new types of objects using previously acquired knowledge [15] , [16] . Under this perspective, novelty generation aims at exhibiting an example from a new type. This objective, which we shall call out-of-distribution generation, is beyond what can be formalized within the framework of traditional learning theory, even though learning existing types is a crucial part of the process.
From a machine learning point of view, generating an object from an unknown type is not a well-defined problem, and research in generative modeling usually aims at eliminating this possibility altogether, as this is seen as a source of instability [17] , [18] leading to spurious samples [19] . In a way, sampling procedures are designed to kill any possibility of sampling out of the distribution, which is a problem for studying the generation of novelty by machine learning methods.
Arguably, the most important problem is the evaluation of what constitutes a good model for generating out-of-distribution. On the one hand, we are seeking to generate meaningful novelty, not trivial noise. On the other hand, we aim at generating unknown objects, so traditional metrics based on the concept of likelihood are of no use since novelty in the out-of-distribution sense is unlikely by definition. This lack of metrics hinders answering the first two questions. Without a clear-cut evaluation process, the utility of extending the definition of novelty generation to out-of-sample seems pointless. This paper argues that for a wider adoption of novelty generation as a topic for scientific study within machine learning, a new engineering principle is needed, which would enable such evaluation, and consequently, rigorous experimental research. In the traditional supervised context, the main engineering design principle is the minimization of the error on a hold-out test set. The paper proposes a simple setup where the generative potential of models can be evaluated by holding out entire classes, simulating thus unknown but meaningful novelty. The goal of the novelty generator is then to use training classes to build a model that can generate objects from future (hold-out) classes, unknown at training time.
The main contributions of this paper:
• We design an experimental framework based on holdout classes to develop and to analyze out-of-distribution generators.
• We review and analyze the most common evaluation techniques from the point of view of measuring out-ofdistribution novelty. We argue that likelihood-based techniques inherently limit exploration and novelty generation. We carefully select a couple of measures and demonstrate their applicability for out-of-distribution novelty detection in experiments.
• We run a large-scale experimentation to study the ability of novelty generation of a wide set of different autoencoders and GANs. The goal here is to re-evaluate existing architectures under this new goal in order to open up exploration. Since out-of-distribution novelty generation is arguably a wider (and softer) objective than likelihooddriven sampling from a fixed distribution, existing generative algorithms, designed for this latter goal, constitute a small subset of the algorithms able to generate novelty. The goal is to motivate the reopening some of the closed design questions. The paper is organized as follows. We review some of the seminal work at the intersection of machine learning and outof-distribution generation in Section II. We outline the families of evaluation metrics, focusing on those we use in the paper in Section III. In Section III-C we describe the gist of our experimental setup needed to understand the metrics described in Section III-D, designed specifically for the out-of-distribution setup. We describe the details of the experimental setup and analyze our results in Section IV. Finally, we conclude in Section V.
II. MACHINE LEARNING AND NOVELTY GENERATION: THE
INNOVATION ENGINE, "ZERO-SHOT" LEARNING, AND
DISCOVERING NEW TYPES
There are three important papers that consider novelty generation in a machine learning context. [5] propose an innovation engine (Figure 1(a) ). They generate images using a neural net that composes synthetic features. The generator is fed back with an entropy-based score (similar to objectness; Section III-B) coming from an Imagenet classifier, and the feedback is used in an evolutionary optimization loop to drive the generation. An important contribution of the paper is to demonstrate the importance of the objectness score. They show that interesting objects are not generated when asking the machine to generate from a single given class. The generation paths often go through objects from different classes, "stepping stones" which are seemingly unrelated to the final object. The main conceptual difference between our approaches is that [5] do not ground their generative model in learned knowledge: their generation process is not learned model, rather a stochastic combinatorial engine. On the one hand, this makes the generation (evolutionary optimization) rather slow, and on the other, the resulting objects reflect the style of the (preset) synthetic features rather than features extracted from existing objects.
The main goal of [6] and [20] is one-shot learning and generation: learn to classify objects given a small number (often one) of examples coming from a given category, and learn to generate new objects given a single example (Figure 1(b) ). One-shot generation is definitely an intermediate step towards out-of-distribution generation. The extremely low number of examples conceptually limits likelihood-based learning/fitting/generation. In [6] they circumvents this problem by learning strong Bayesian top-down models (programs) that capture the structural properties of known objects which are generalizable across classes. They also consider unconstrained ("zero-shot") generation as an extension of their approach, and show that the model can generate new symbols from scratch. They make no attempt to conceptualize the goal of unconstrained generation outside the top-down Bayesian framework, or to design evaluation metrics to assess the quality of these objects, but their intriguing results are one of the strongest motivations of our paper.
In [7] they show that symbols of new types can be generated by carefully tuned autoencoders, learned entirely bottom-up, without imposing a top-down Bayesian architecture ( Figure 1(c) ). They also make a first step of defining the conceptual framework of novelty generation by arguing the goal of generating objects from new types, unknown at the time of training. They design a technique for finding these new types semi-automatically (combining clustering and human labeling). They argue the importance of defining the value of these new types (and of out-of-distribution generation in general), but they make no attempt to design evaluation metrics, thus limiting the exploration and the development of out-ofdistribution generative architectures.
III. EVALUATION OF GENERATIVE MODELS
In this section we outline the families of evaluation metrics, focusing on those we use in the paper. In Section III-C we describe the gist of our experimental setup needed to understand the metrics described in Section III-D, designed specifically for the out-of-distribution setup.
A. Indirect supervised metrics
When generative models are used as part of a pipeline with a supervised goal, the evaluation is based on the evaluation of the full pipeline. Examples include unsupervised pre-training ( [21] , [22] ; the original goal that reinvigorated research in neural nets), semi-supervised learning [23] , [24] , [25] , [18] , in-painting [11] , [12] , [13] , or super-resolution [8] , [9] , [10] . The design goal becomes straightforward, but the setup is restricted to improving the particular pipeline, and there is no guarantee that those objectives can be transferred between tasks. In our case, the objective of the supervised pipeline may actually suppress novelty. In a certain sense, GANs also fall into this category: the design goal of the generator is to fool a high-quality discriminator, so the generator is asked not to generate new objects which can be easily discriminated from known objects. In our experiments, surprisingly, we found that GANs can be still tuned to generate out-of-distribution novelty, probably due to the deficiencies of both the generator and the discriminator. Our goal in this paper can also be understood as designing a pipeline that turns novelty generation into a supervised task: that of generating objects from classes unknown at training time.
1) Parzen density estimator:
Parzen density estimators are regularly used for estimating the log-likelihood of a model [26] . A kernel density estimator is fit to generated points, and the model is scored by log-likelihood of a hold-out test set under the kernel density. The metrics can be easily fooled [27] , nevertheless, we adopted it in this paper for measuring both the in-distribution and out-of-distributions quality of our generators.
B. Objectness
In [18] , they propose a new entropy-based metrics to measure the "objectness" 3 of the generated set of objects. As GANs, the metrics uses a trained discriminator, but unlike GANs, it is not trained for separating real objects and generated objects, rather to classify real objects into existing categories. The goal of the generator is create objects which belong confidently to a low number (typically one) of classes. To penalize generators fixating onto single objects or categories, they also require that the set of objects has a high entropy (different objects span the space of the categories represented by the discriminator). The metrics is only indirectly related to classical log-likelihood: in a sense we measure how likely the objects are through the "eye" of a discriminator.
Formally, objectness is defined as
where K is the number of classes,
is the posterior probability of category given the generated object x i , under the discriminator P trained on a set with known labels, and
are the class marginals.
In [18] they proposed objectness as one of the "tricks" to stabilize GANs, but, interestingly, a similar measure was also used in the context if evolutionary novelty generation [5] .
C. Assessing out-of-distribution novelty by out-of-class scoring
As the classical supervised validation setup simulates past (training) and future (test) by randomly partitioning an existing data set, we can simulate existing knowledge and novelty by partitioning existing data sets holding out entire classes. The goal of the novelty generator is then to use training classes to build a model that can generate objects from future (hold-out) classes, unknown at training. In our first experiments we tried to leave out single classes of MNIST, but the label noise "leaked" hold-out classes which made the evaluation tricky. To avoid this, we decided to challenge the generator, trained on MNIST, to generate letters. We pre-trained various discriminators using different setups, only on digits (MNIST), only on letters 4 , a total of 1268 fonts which gave a total of 32968 examples), or on a mixture of digits and letters, and used these discriminators to evaluate novelty generators in different ways. For example, we measure in-class objectness and in-class Parzen using a discriminator trained on MNIST, and out-of-class objectness and out-of-class Parzen by a discriminator trained on (only) Google fonts.
D. Out-of-class scores
Naturally, letter discriminators see letters everywhere. Since letters are all they know, they classify everything into one of the letter classes, quite confidently (this "blind spot" phenomenon is exploited by [5] for generating "synthetic" novelty), the letter objectness of an in-distribution digit generator can sometimes be high. For example, a lot of 6s were classified as bs. To avoid this "bias", we also trained a discriminator on the union of digits and letters, allowing it to choose digits when it felt that the generated object looked more like a digit. We designed two metrics using this discriminator: out-of-class count measures the frequency of confidently classified letters in a generated set, and out-of-class max is the mean (over the set) of the probability of the most likely letter. None of these metrics penalize "fixated" generators, outputting the same few letters all the time, so we combine both metrics with the entropy of the letter posterior (conditioned on being a letter). 
outi > K in } be the normalized empirical frequency of the out-of-class category . We measure the diversity of the generated sample by the normalized entropy of the empirical frequencies
and define:
and out-of-class max
In our experiments we set the confidence level θ = 0.95 and the mixture coefficient λ = 0.5.
IV. EXPERIMENTS
Our scores cannot be directly optimized because they all measure out-of-class performance, and showing out-of-class objects at training would be "cheating". All our (about 1000) models were trained for "classical" objectives: reconstruction error in the case of autoencoders, and adversarial error in the case of GANs. The out-of-class scores were used as a weak feedback for model selection and (quasi random) hyperparameter optimization. The goal is not to be statistically flawless, after all we do not have a statistical model. Rather we set our goal to analyze existing generative architectures from the point of view of novelty generation. Most of the generative models come from a large class of architectures, sometimes purposefully designed for not to "misbehave". When possible, we turned these tricks, designed to avoid generating "spurious" objects, into optional hyperparameters.
A. Detailed experimental setup
We used two families of deep learning based generative models, autoencoders and GANs. The architectures and the optional features are described in the next sections. All hyperparameters were selected randomly using reasonable priors. All the ∼1000 autoencoders were trained on MNIST training data.
1) Autoencoder architectures and generation procedure:
We used three regularization strategies for autoencoders: sparse autoencoders [28] , [29] , denoising autoencoders [19] and contractive autoencoders [30] .
Sparse autoencoders can either be fully connected or convolutional. For fully connected sparse autoencoders, we use the k-sparse formulation from [28] , a simple way of obtaining a sparse representation by sorting hidden units and keeping only the top k%, zeroing out the others, and then backpropagating only through non-zero hidden units.
For convolutional sparse architectures, we use the "winner take all" (WTA) formulation from [29] which obtains spatial sparsity in convolutional feature maps by keeping only the maximum activation of each feature map, zeroing out the others. We optionally combine it with channel sparsity which, for each position in the feature maps, keeps only the maximum activation across the channels and zero out the others.
For contractive autoencoders, we use the fully connected version with a single hidden layer from [30] .
We also explore mixtures between the different autoencoder variants in the hyperparameter search. For each model we choose to enable or disable independently the denoising training procedure, the contractive criterion (parametrized by the contractive coefficient, see [30] ) and the sparsity rate k (only for fully connected architectures). Table I shows the hyperparameters and their priors.
The generation procedure we use for autoencoders is based on [19] , who proposed a probabilistic interpretation of denoising autoencoders and a way to sample from them using a Markov chain. To have a convergent procedure and to obtain fixed points, we chose to use a deterministic generation procedure instead of a Markov chain [31] . As in [31] , we found that the procedure converged quickly.
In initial experiments we found that 100 iterations were sufficient for the majority of models to have convergence so we chose to fix the maximum number of iterations to 100. We also chose to extend the procedure of [31] by binarizing (using a threshold) the images after each reconstruction step, as we found that it improved the speed of the convergence and could lead to final samples with an exact zero reconstruction error. In Figure 2 , we can see an visualization of the generation procedure of independent samples using the model in Figure 4 .
For stochastic gradient optimization of the autoencoder models, we used adadelta [32] with a learning rate of 0.1 and a batch size of 128. We used rectified linear units as an activation function for hidden layers in all models. We use the sigmoid activation function for output layers. 
2) Generative adversarial networks (GANs):
Generative adversarial networks (GANs) are a recent class of generative models which are considered to be the state of the art in image generation [18] , [33] , [34] , [35] , [36] , [37] . The idea of GANs is to train two models simultaneously : a discriminator and a generator. The generator takes a vector of random noise (typically generated with a simple distribution like uniform or gaussian) as input and outputs the generated sample (e.g., an image). The discriminator takes as input either a generated sample or a real one (sampled from training data) and predicts whether it is generated or real. The two models play a game. The generator tries to generate samples which fool the discriminator, that is, it tries to make the discriminator predict that the generated data are "real". On the other hand, the discriminator tries to discriminate between real and generated data as accurately as possible. Training is done by alternating between optimization of the discriminator and the generator. In GANs, following the notation of [34] , we optimize the following objective:
(2) where p real is the distribution of the real data, p gen the distribution of the generated data, S is the discriminator label : either real or generated. The discriminator tries to maximize L whereas the generator tries to minimize L.
Typically, both the generator G and the discriminator D are neural networks. To sample from p gen in equation 2, we first sample a noise vector z from a uniform distribution, typically z i ∼ Unif(−1, 1) where i is the i-th dimension of the vector z. After sampling z, we pass it through the generator G to obtain a sample : x = G(z). The discriminator D(x) predicts the probability (a scalar) of being 'real' where x ∼ p real or x ∼ p gen .
In our experiments, we built upon [38] and used their architecture as a basis for hyperparameter search. We modified the code proposed by [38] 6 to sample new combinations of hyperparameters. Table II 
3) Discrminators:
To compute in-class and out-of-class scores(see Section III), we trained 3 discriminators. The first was trained to classify between digits, the second to classify between letters, and the third to classify between a mixture of digits and letters (by concatenating the digits and letters dataset).
The architecture used in all the discriminators was a convolutional neural network with 3 convolutional layers, each one followed by max pooling. The number of filters for the 3 convolutional layers were respectively 32, 64, and 128. We used filters of size 3. The last convolutional layer was followed by 3 fully connected layers with respectively 512, 256, and 128 hidden units. We used the PReLU [39] activation function everywhere and dropout with p = 0.5 in every convolutional and fully connected layer.
B. Analysis
First, we found that tuning (selecting) generative models for in-distribution generation will make them "memorize" the classes they are trained to sample from, as we can see in Figure 3 . This is of course not surprising, but it is important to note because it means that out-of-class generation is nontrivial, and the vast majority of architectures designed and tuned in the literature are not generating out-of-class novelty naturally. Second, we did succeed to find architectures and hyperparameter combinations which lead to out-of-class novelty. Most of the generated objects, of course, were neither digits nor letters (Figure 4) , which is why we needed the "supervising" discriminators to find letter-like objects among them. The point is not that all new symbols are letters, that would arguably be an impossible task, but to demonstrate that by opening up the range of generated objects, we do not generate noise, rather objects that can be forming new categories.
The quantitative goal of this study was to assess the quality of the defined metrics in evaluating out-of-distribution generators. We proceeded in the following way. We selected the top ten autoencoders and GANs according to the five metrics of out-ofclass (letters) count, out-of-class max, out-of-class objectness, Fig. 2 . A visualization of the iterative procedure of generation from autoencoders using the model in Figure 4 . Each row is an independent sample and columns are iterations. Fig. 3 . A random selection of symbols generated by one of our best models (a GAN) according to in-class scores Fig. 4 . A random selection of symbols generated by one of our best models (a sparse autoencoder) according to out-of-class scores, the same as the one that generated the letters in Figure 5 (b).
out-of-class Parzen, and in-class Parzen. We then annotated these models into one of the three categories of "letter" (out), "digit" (in), and "bad" (noise or not-a-symbol). The last three columns of Table III show that the out-of-class count and out-of-class max scores work well in selecting good out-ofclass generators, especially with respect to in-class generators. They are relatively bad in selecting good generators overall. Symmetrically, out-of-class objectness and the Parzen measures select, with high accuracy, good quality models, but they mix out-of-class and in-class generators (digits and letters). Parzen scores are especially bad at picking good out-of-class generators. Somewhat surprisingly, even out-of-class Parzen is picking digits, probably because in-distribution digit generators generate more regular, less noisy images than out-of-class letter generators. In other words, opening the space towards non-digit like "spurious" symbols come at a price of generating less clean symbols which are farther from letters (in a Parzen sense) than clean digits.
We also computed the inter-score correlations in the following way. We first selected the top 10% models for each score because we were after the correlation of the best-performing models . Then we computed the Spearman rank correlation of the scores (so we did not have to deal with different scales and distributions). The first eight columns of Table III show that i) in-class and out-of-class measures are anti-correlated, ii) out-of-class count and max are uncorrelated, and are somewhat anti-correlated with out-of-class objectness.
These results suggest that the best strategy is to use outof-class objectness for selecting good quality models and out-of-class count and max to select models which generate letters. Figure 5 illustrates the results by pangrams (sentences containing all letters) written using the generated symbols. The models (a)-(d) were selected automatically: these were the four models that appeared in the top ten both according to out-ofclass objectness and out-of-class counts. Letters of the last sentence (e) were hand-picked by us from letters generated by several top models. Among the four models, three were fully connected autoencoders with sparsity and one was a GAN. All of the three sparse autoencoders had five hidden layers and used a small noise corruption (less than 0.1). The GAN used the default learning rate of 0.0002 and a large number (2048) of fully connected hidden units for the generator, while the number of fully connected hidden units of the discriminator was significantly smaller (128).
V. DISCUSSION AND PERSPECTIVES
In this paper we have proposed a framework for designing and analysing generative models for novelty generation. The quantitative measures make it possible to systematically study the creative capacity of generative models. We believe that human evaluation will remain an important source of feedback in this domain for the foreseeable future. Nevertheless, quantitative measures, such as our out-of-class objectness and out-ofclass count and max, will i) make it possible to semi-automate the search for models that exhibit creativity, and ii) allow us to study, from the point of view of novelty generation, the numerous surrogates used for evaluating generative models [27] , especially those that explicitly aim at quantifying creativity or interestingness [4] .
The main focus of this paper was setting up the experimental pipeline and to analyze various quality metrics, designed to measure out-of-distribution novelty of samples and generative models. . Pangrams created (a-d) using top models selected automatically, and (e) using letters selected from several models by a human.
