Abstract. Floquet multipliers of symmetric rapidly oscillating periodic solutions of the differential delay equationẋ(t) = αf (x(t), x(t − 1)) with the symmetries f (−x, y) = f (x, y) = −f (x, −y) are described in terms of zeroes of a characteristic function. A relation to the characteristic function of symmetric slowly oscillating periodic solutions is found. Sufficient conditions for the existence of at least one real multiplier outside the unit disc are derived. An example with a piecewise linear function f is studied in detail, both analytically and numerically.
1. Introduction. The approach of exploiting symmetry properties of delay equations and of periodic solutions to study the Floquet multipliers of such solutions is well-known, but was so far mainly used in connection with slowly oscillating solutions. In the present work we extend this method to rapidly oscillating solutions with periods which are commensurable with the delay. We investigate the relations between stability properties of slowly and rapidly oscillating solutions. Although both types of solutions are connected to each other by transformations, the relation between the characteristic functions that we derive in Section 3 is rather nontrivial.
We apply the result to the study of stability, secondary bifurcation, and asymptotic behavior of Floquet multipliers (FM) for rapidly oscillating periodic solutions in Section 4. (Recall that the FM of a periodic solution are the eigenvalues of the derivative of the period map at the initial value of this solution, and thus determine the stability of the solution.) In Section 5, we describe Floquet multipliers for rapidly oscillating periodic solutions of a piecewise linear equation with sine-like feedback. In particular, we obtain a real multiplier oscillating about 1 as a parameter is varied. One might conjecture that this is the dominating multiplier, in which case one would have a simple example for the occurrence of rapidly oscillating, but stable periodic solutions. The fact that rapidly oscillating solutions can be stable at all is a rather recent discovery, see [10, 20] . However, by numerical investigation we have found that (for the numerically accessible parameter range) there exist non-real multipliers outside the unit circle, so that we do not obtain stability in our example.
Let us give a brief summary of known results about the existence and stability of symmetric periodic solutions that we will need in the sequel. For proofs and further details see [1-8, 11, 13, 15, 18, 21, 22] and references therein.
Differential delay equations of the type Under the additional hypothesis of negative feedback y · f (x, y) < 0 for y = 0 , equation (f ) is known to possess the so-called special symmetric periodic solutions [2, 6, 13] (SSPSs for brief). A periodic solution x : R → R is called special symmetric if x(t + 2) = −x(t) for all t ∈ R. Such a solution has period 4 and is slowly oscillating, that is, the distance between its consecutive zeros is larger than the delay 1. A solution is called eventually slowly oscillating if there exists time T such that the distance between its consecutive zeros to the right from T is larger than 1. A solution that is not eventually slowly oscillating is called rapidly oscillating.
The existence of SSPSs is well-known [2, 6, 13] . Equation (f ) has a SSPS if and only if the system of ordinary differential equations in the plane (cs)ẋ = f (x, y)ẏ = −f (y, x) has a symmetric closed trajectory with the minimal period 4 encompassing the origin (0, 0). The first component x(t) of this trajectory solves equation (f ) and is called the Kaplan-Yorke solution (first introduced and studied in [15] ).
A SSPS can be normalized in such a way that x(0) = 0 andẋ(0) > 0. The value of x(1) := z is called the amplitude of the SSPS.
The parameterized family of delay differential equations of the form
(αf )ẋ(t) = αf (x(t), x(t − 1)) , α ∈ R
possesses, under some general assumptions, the so-called primary branch (PB) of SSPSs. The PB has the same degree of smoothness as the nonlinearity f (x, y). It bifurcates from zero at α = −π/(2f y (0, 0)) and exists for z > 0 in at least some vicinity of z = 0 [2, 6] . The stability of SSPSs can be determined from the location of their Floquet multipliers in the complex plane. Floquet multipliers are the eigenvalues of the monodromy operator, the shift by time 4 along solutions, of the corresponding variational equation The Floquet multipliers are given then as the squares of semi-Floquet multipliers. The nonzero semi-Floquet multipliers can be completely described in terms of zeroes of an analytic function, called the characteristic function [2, 6, 21, 22] . The characteristic function has been employed to study the stability of SSPSs for several classes of symmetric delay differential equations [1, 2, 6, 7, 11, 22] .
The present paper deals with the symmetric rapidly oscillating periodic solutions (abbreviated as SROSs) of equation (f ). A periodic solution x(t) is called symmetric if x(t + ω) = −x(t) for all t ∈ R and some ω > 0. In the case ω = 2 one obtains the above described SSPSs. If ω < 1, the corresponding periodic solution of period 2ω is rapidly oscillating.
Some SROSs can be obtained as transformed SSPSs via the so-called Cooke [14] or Saupe [19] transformations. (Details of these transformations are given in Section 2.) The periods of the SROSs are given by 2ω = 4/(2n+1), n ∈ N, and therefore are commensurable with the delay 1. This allows one to apply the same idea as in the case of the SSPSs to characterize their Floquet multipliers in terms of an analytic function. The characteristic function for the SROSs is derived in Section 3. A relation to the characteristic function of the SSPSs is found (Theorem 3.3).
A further description of the Floquet multipliers of the SROSs is obtained in Section 4, where conditions for the existence of a real Floquet multiplier outside the unit disk are given. Secondary bifurcations of SROSs, which are related to SSPSs on the primary branch by transformation, are discussed. The asymptotic behavior as α → ∞ of the semi-Floquet multipliers of the SROSs is studied for a class of equations of the form (f ) with only a single delay term.
In Section 5, we study an example with a piecewise linear nonlinearity f , where we can obtain more explicit information on the semi-Floquet multipliers of SROSs.
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Rapidly oscillating periodic solutions and transformations.
We consider the differential delay equation
where we assume that f -is continuously differentiable, -is even with respect to the first argument and odd with respect to the second argument, -satisfies the feedback condition y · f (x, y) = 0 (at least for (x, y) in a neighborhood of (0, 0) in R 2 ). Let x : R → R be a special symmetric solution of equation (f ), i.e., -x is a solution of equation (f ), -x has the symmetry property x(t + 2) = −x(t) (t ∈ R), -x is odd. Observe that then x(t + 2n) = (−1) n x(t) for n ∈ Z, t ∈ R. Conditions for the existence of such solutions can be found in [7, 12] . By Cooke's and Saupe's groups of transformations [14, 19] we find rapidly oscillating periodic solutions of transformed equations: For n ∈ Z, set α n := 2n + 1, x n (t) := x(α n t) (t ∈ R). Then
Thus we obtain that -x n solves equation (f n ), where f n := (−1) n α n f , -x n has the symmetry property x n (t + 2/α n ) = −x n (t), -x n is periodic with period 4/α n . Observe that f n and f have the opposite type of feedback for odd n > 0, and also for even n < 0. Note also that x −n = −x n−1 , since x is odd.
It is clear that if y : R → R is a solution of equation (f ) with the symmetry y(t + 2/α n ) = −y(t) (t ∈ R), then x(t) := y(t/α n ) defines a special symmetric solution of
REMARK. If x is a solution of equation (f ) with the symmetry x(t + ω/2) = −x(t) (t ∈ R), and if n ∈ Z is such that nω + 2 = 0, then x n (t) := x((1 + nω/2)t) defines a solution of equation (f n ), where now f n := (−1) n (1 + nω/2)f ; this solution is also symmetric with period ω n := 2ω/(nω + 2). This is Saupe's transformation S n . For even n, we have Cooke's transformation C n ; these transformations apply to any periodic solution, without symmetry conditions on f or the solution.
In this paper we study Floquet multipliers of rapidly oscillating solutions of delay equations of type (f ), which are derived from special symmetric solutions via Saupe's transformations.
3. Characteristic functions. Let x be a special symmetric solution of (f ) and, as above, set α n := 2n + 1, x n := x(α n ·), and f n := (−1) n α n f for n ∈ N 0 . The variational equation along x n is given byv(t) = f n,x (x n (t), x n (t − 1))v(t) + f n,y (x n (t), x n (t − 1))v(t − 1) (t ≥ 1), where the subscripts x and y denote partial differentiation. Define y n := x n (·−1) and y := y 0 = x(· − 1). Then
Then, with a n :
Hence the variational equation along x n can be rewritten as
Let us state some properties of a n and b n , and set τ n := 1/α n = 1/(2n + 1), and c n :
Observe that f x is odd and f y is even in both arguments.
Because of
we have
and, analogously, c n (t) = f y (y n (t), x n (t)). Since x n (t + 2τ n ) = −x n (t) and y n (t + 2τ n ) = −y n (t), we find
= f x (x n (t), y n (t)) = a n (t) ,
i.e., a n is 2τ n -periodic. In the same way we see that this holds for the functions b n , c n and d n .
As a consequence, we have a n (t + 1) = a n (t + (2n + 1)τ n ) = a n (t + 2nτ n + τ n ) = a n (t + τ n ) = d n (t) , a n (t + 1 + τ n ) = a n (t + 2(n + 1)τ n ) = a n (t) and, analogously, = ψ, and the subscripts t, τ denote segments, as usual. These operators have the property
Since the latter operator is compact, all nonzero Floquet multipliers of x n are eigenvalues of V . Further, since V = [U(2τ n , 0)] 2 , the eigenvalues of U(2τ n , 0) are semi-Floquet multipliers of x n (their squares are Floquet multipliers). We want to derive a characteristic function for these semi-Floquet multipliers. To this end, let λ ∈ C \ {0} be a semi-Floquet multiplier of x n . Then there is a solution v of equation
. Then u and v are differentiable, and the identity
Analogously, the identity
or in matrix form
Let S n (·, λ) be the fundamental solution of the linear equation above, i.e.,
In view of the periodicity of the coefficient functions, we can extend the set of t-values for which A n (t, λ) and S n (t, λ) are defined to all of R. Now one has
and thus w(τ n ) = λu(0), u(τ n ) = w(0). Using the definitions of the functions c n and d n , and the 2τ n -periodicity of a n and b n , one sees that the functions t (w(· + τ n ), u(· + τ n )) and t (λu(·), w(·)) satisfy the same initial value problem. It follows that w(t) = u(t + τ n ) and
and hencė
It then follows that λ is a semi-multiplier of x n . Summing up, we have shown the following result.
LEMMA. λ ∈ C \ {0} is a semi-Floquet multiplier of x n if and only if
Hence r n is a characteristic function for semi-multipliers of x n . In the next step we want to relate r n to the characteristic function r = r 0 of the slowly oscillating solution x (= x 0 ) of equation (f ). To this end, observe that x is odd and y is even, and thus
and thus we have (with a := a 0 etc.)
t) .
Let A := A 0 , and D n (λ) :
.) Hence we can concludē
For t = (−1) n we arrive at the following result.
3.2. LEMMA. For λ ∈ C \ {0} and n ∈ N 0 one has
We can thus describe S n (τ n , λ) by S(1, λ 2n+1 ) or by S(−1, λ 2n+1 ), depending on whether n is even or odd. We want to express S n (τ n , λ) by S(1, λ 2n+1 ) in both cases, so we need a relation between S(1, µ) and 
Combining this relation with
Now we can express the characteristic function r n of x n by the characteristic function r = r 0 for the special symmetric solution x.
THEOREM.
Let λ ∈ C \ {0} and n ∈ N 0 . Then
and hence
2. Now let λ ∈ C \ {0}, set µ := λ 2n+1 and set S(1, µ) =:
3. For even n ∈ N 0 we find, using Lemma 3.1 and Lemma 3.2,
4. For odd n, we derive
Thus we have r n (λ)
We have, in particular, for n = 0 and all µ ∈ C \ {0} that r(µ) = r 0 (µ)
4. Multipliers of rapidly and slowly oscillating solutions. 4.1. Applications to stability/instability of rapidly oscillating periodic solutions. We use the notation of the previous section. Recall that 1 is always a trivial Floquet multiplier of x n . We show that this implies that −1 is a trivial semi-Floquet multiplier of x n , and hence r n (−1) = 0. This is well known for n = 0, and it follows from r(−1) = 0 and from Theorem 3.3 that
It is also well-known that lim |λ|→∞ r(λ)/λ = −1 (see, e.g., Lemma 2.2 in [7] ). Slightly more can be shown: We have seen that r(λ)
, and
For |λ| → ∞, u and v converge to the solution of
uniformly on compact intervals. Hence lim |λ|→∞ u(1) =: u * exists. Ifq := λq, then
and again p andq converge to the solution of
uniformly on compact intervals. Thus lim |λ|→∞ λq(1) =: q * exists. We infer lim |λ|→∞ (r(λ) + λ) = 1 + u * + q * =: r * . As a consequence, we have
It follows that, in particular, for n ∈ N 0 one has signr n (λ) = − sign(λ) for all real λ with sufficiently large absolute value. If we have some knowledge of r n on the real axis, then we can draw conclusions on instability of x n . For example, if there is a real λ < −1 with r n (λ) < 0, then there is a real µ < λ with r n (µ) = 0, and hence x n has a Floquet multiplier with norm > 1 and therefore is unstable. On the other hand, if there is a real λ > 1 with r n (λ) > 0, we can argue in the same way. One way to prove r n (λ) < 0 for some λ < −1 is to look at the sign of r n (−1). Since r n (−1) = 0, the property r n (−1) > 0 implies the instability result. Let us calculate r n (−1).
First we have
and thus
Therefore r n (−1) and r (−1) have the same sign and we conclude:
, where g is even, and h is odd. The feedback condition from the beginning of Section 2 is fulfilled if g (0) = 0 and h (0) = 0. In [7] , Thm. 3.1, it was shown that r (−1) > 0, provided that h is decreasing on [0, ∞) and g is increasing on [0, ∞). Therefore all solutions x n are unstable in this case.
Another way to conclude r n (λ) < 0 for some λ < −1 is to reduce this problem to the question r(λ) < 0, λ < −1. To this end we observe that
Now assume that there is a real µ < −1 with r(µ) ≤ 0 (which implies existence of a semiFloquet multiplier of x in (−∞, µ]). Let λ < −1 be such that λ 2n+1 = µ. Then −λ > 1 and (−λ) k > 1 for all k ∈ N 0 , and
yields r n (λ) < 0. We can conclude: If x has a real semi-Floquet multiplier less than −1, then all x n (n ∈ N 0 ) are unstable.
Next assume that there is a real µ > 1 with r(µ) ≥ 0 (which implies existence of a semi-Floquet multiplier of x in [µ, ∞)). Let λ > 1 be such that λ 2n+1 = µ. If n is even, then
which implies r n (λ) > 0. Hence we conclude: If x has a real semi-Floquet multiplier greater than 1, then x n is unstable for even n ∈ N. Unfortunately, no conclusion can be made for odd n, since then
which only implies r n (λ) < 0. More generally we expect that if r(µ) = 0 for some µ ∈ C with |µ| > 1, then r n (λ) = 0 for some λ ∈ C with |λ| > 1. The reason for this expectation is that, in terms of general experience, rapidly oscillating solutions are less stable than slowly oscillating ones. Hence, intuitively one does not expect an increase of stability from a transformation of slowly oscillating to rapidly oscillating periodic solutions. However, we have no proof for this intuitive conjecture.
Application to secondary bifurcation. Let us now study the equationẋ(t) = f (x(t), x(t − α)), or, equivalently, x(t) = αf (x(t), x(t − 1))
with delay parameter α ∈ R. Conditions on f which imply the existence of a primary branch PB of special symmetric periodic solutions can be found, e.g., in [6, 12] . Assuming γ = f y (0, 0) = 0, the primary branch PB bifurcates at α = −(π/2γ ) from the zero solution. PB is a smooth curve in the space R × C in a neighborhood of (−(π/2γ ), 0). More specifically, there exists δ > 0 (depending on the nonlinearity f ), and a smooth function [0, δ) z → (α(z), ϕ z ) ∈ R ×C such that for each z ∈ [0, δ), the above equation with parameter α(z) has a SSPS with amplitude (maximal value) z and initial value ϕ z . One has α(0) = −(π/2γ ), ϕ 0 = 0 and ϕ z (−1) = 0, ϕ z (·) > 0 on (−1, 0] and ϕ z (0) = z for all z ∈ (0, δ). The branch is best visualized as the graph of the function z → α(z) (see also [8] ). Applying Cooke's and Saupe's transformations to all solutions that correspond to points on PB, we get primary branches PB n of symmetric solutions with periods 4/(2n + 1). Clearly, PB n bifurcates at α = −(−1) n (2n + 1)π/(2γ ) from the zero solution. Assume that for some k ∈ N we have a period-times-k bifurcation on PB in the following sense: We have a secondary branch S which is a curve w → (α(w), ψ w ) ∈ R × C defined on some interval containing zero, and such thatα(0) = α(z), ψ 0 = ϕ z for some z ∈ [0, δ). Furthermore, for all w = 0, we have that (α(w), ψ w ) does not lie on PB, and the solution of the above equation with parameterα(w) and initial value ψ w is periodic with minimal period approximately equal to k · 4. In case k > 1 this is a subharmonic bifurcation, for example, a period doubling. Let us write k PB for short. Now we apply Saupe's transformations S n to the solutions which correspond to points on S. In general such solutions (with minimal period ω) are nonsymmetric in the sense that they do not have the symmetry property x(t + ω/2) = −x(t) (t ∈ R). Hence we must take n even and thus use Cooke's transformation C n (compare the remark at the end of Section 2). We get a branch C n S, and the corresponding solutions have periods close to (2 · 4k)/(n · 4k + 2) = 4k/(2kn + 1). Let now x : R → R be the solution of the above equation with parameter α(0) and initial value ψ 0 (which corresponds to the intersection point of S and PB). Then x is transformed tox(t) = x((1 + (n/2) · 4k)t) = x((1 + 2nk)t) = x nk (t) (compare the end of Section 2). I.e.,x corresponds to a point on C n S and on PB nk . Hence we have secondary bifurcation on PB nk , or for short
EXAMPLE. Assume we have a symmetry breaking secondary bifurcation of PB which is not subharmonic. That is, a secondary branch S as above, with corresponding nonsymmetric solutions of minimal period ω approximately 4. This corresponds to the case k = 1 in the above formulas. Then we also have symmetry breaking (and not subharmonic) bifurcations on PB 2 , PB 4 , . . . . If we have a period doubling bifurcation on PB, i.e., k = 2, then we have this kind of bifurcation on PB 4 , PB 8 , . . . as well.
Let us see how these observations are reflected in the formula for r n . The property k PB indicates that some x α ∈ PB has a Floquet multiplier µ with µ k = 1. We want to show that x α nk , n even has the same property. To this end, let r be the characteristic function of x α . Since µ is a Floquet multiplier, there is a semi-Floquet multiplier λ with µ = λ 2 . Since n is even, we see that
Hence λ is also a semi-Floquet multiplier of x α nk , and λ 2 = µ is also a Floquet multiplier of x α nk . We can treat the case of odd n in the following way. Observe that if x α ∈ PB, then x α n = −x α −n−1 . Let C n := −C n−1 , i.e., if x has period ω, then C n x is the function R t → −x((1 − ((n + 1)/2)ω)t) ∈ R, which has period 2ω/((n + 1)ω − 2). If we apply C n to the special symmetric solutions of PB, we get PB n . Since C n = −C −n−1 and since −n − 1 is even if n is odd, we can apply C n to nonsymmetric solutions in this case. If we have a solution x α corresponding to a bifurcation point on PB with periods close to 4k, then C n yields solutions with periods close to 2 · 4k/((n + 1) · 4k − 2) = k · 4/(2kn + 2k − 1). x α is mapped to x α kn+k−1 , and hence we have secondary bifurcation on PB kn+k−1 ; for short:
Let us show again that this result is in accordance with our formula for r n . Let µ = λ 2 be a Floquet multiplier of x α ∈ PB with µ k = 1. Then nk + k = (n + 1)k is even and λ nk+k = (λ 2k ) (n+1)/2 = 1, λ 2nk+2k = 1. It follows that
Henceλ = 1/λ is a semi-Floquet multiplier andμ = 1/λ 2 = 1/µ is a Floquet multiplier of x nk+k−1 , and of courseμ k = 1/µ k = 1. Combining both results, we arrive at 
As a consequence, we have that we know all period-times-k bifurcations on PB n , n ∈ N 0 , if we know them on PB 0 , ..., PB k−1 . Namely, if k PB m for some m ∈ N 0 , then there is an n ∈ {0, 1, . . . , k − 1} with k PB n since we can always write m = 2k · q + n for some n ∈ {0, 1, . . . , 2k − 1}. Now n − m = −2kq and (2k − 1 − n) + m + 1 = 2k(q + 1) are multiples of 2k, i.e., k PB n and k PB 2k−1−n . But either n ∈ {0, 1, . . . , k − 1} or
EXAMPLE. It is sufficient to study symmetry breaking (not subharmonic) bifurcation (k = 1) on PB and period doubling bifurcation (k = 2) on PB and PB 1 ; all such bifurcations on PB n are just transforms of these bifurcation points.
4.3. Asymptotic behavior of semi-Floquet multipliers. In [4] , the asymptotic behavior of semi-Floquet multipliers of special symmetric solutions oḟ
was studied for sine-like functions f (see Thm. 1 in [4] ) as α → ∞. The key for the result given there is that if κ(λ) :
for some constant c; here r α is the characteristic function of the Kaplan-Yorke-solution x α for the parameter α. Assume that there is a sequence α k → ∞ with semi-Floquet multipliers λ k such that κ(λ k ) ≤ 1/2 − γ for some γ > 0. Then
which shows λ k → 1. Hence we have for α → ∞ that, for every semi-Floquet multiplier λ of x α , -either λ is close to 1, -or κ(λ) is close to or greater than 1/2, i.e., |Im(1/ √ λ)| is close to or greater than 1. Since |Im(1/ √ λ)| = 1 defines the so-called cardioide curve, the semi-Floquet multipliers of x α are close to the heart-shaped area
We can immediately show an analogous result for the semi-Floquet multipliers of x α n on the transformed primary branch PB n . It is convenient to say that µ ∈ C is a (2n + 1)/2-Floquet multiplier of x α n , if there is a semi-Floquet multiplier λ ∈ C of x α n with µ = λ 2n+1 . Then
Now we can apply the same argument as above: Assume that we have a sequence α k → ∞ with (2n
for some constants β, γ > 0. Then |λ k | ≥ β 1/(2n+1) , and the estimate
shows that λ k → 1 and µ k → 1. Hence we have for α → ∞ and for (2n + 1)/2-Floquet multipliers λ of x α n that -either λ is close to 1, -or λ is close to 0, -or λ is close to the set {λ ∈ C | |Im(1/ √ λ)| ≥ 1}. Because of 0, 1 ∈ H, the (2n + 1)/2-Floquet multipliers are in any case close to H. In the next section we give a simple example of a sine-like function f , for which r(λ) can be calculated explicitly. This will allow us to obtain detailed information on the semi-Floquet multipliers on PB n .
5.
A specific example with piecewise linear feedback. We study a piecewise linear model, where the characteristic function r = r 0 of the untransformed solutions is known explicitly, and Theorem 3.3 enables us to obtain information on the multipliers of transformed, rapidly oscillating solutions. Set f (x) := 1/2 − |x − 1/2| for x ∈ [0, 1], and continue f to an odd and two-periodic function, which then is a piecewise linear caricature of x → (1/π) sin(πx).
We know that for z ∈ (1/2, 1) there is an α z > π/2 such that the equation
has a special symmetric solution x z with amplitude z. Let r z be its characteristic function. In Section 7 of [5] the following expressions for α z and r z were calculated: If µ is such that λµ 2 = 1, then
For the remainder of this section, we now fix n ∈ N, and set τ n := 1/(2n + 1). As in Section 1, the function x z,n defined by x z,n (t) = x z ((2n + 1)t) (t ∈ R) is a symmetric solution of the equation
with period 4/(2n + 1) and amplitude z. (Observe that if n is odd, then this equation has positive feedback around zero.) Let T = 4/(2n + 1) be the period of x z,n . Note that, although f is not everywhere differentiable, the time-T -map Φ(T , ·) : C → C of the semiflow generated by the above equation is still differentiable with respect to the initial value. It can be seen, e.g., from Lemma 6.5 in [16] , that the derivative D 2 Φ(T , (x z,n ) 0 ) (i.e., the monodromy operator) is still given by solutions of the variational equation, which now is a linear equation with piecewise constant coefficient. The characterization of semi-multipliers as zeroes of a determinant involving the fundamental solution matrix (now for a system with piecewise constant coefficients) from Lemma 3.1. remains valid, as well as the further results of Section 3, in particular, Theorem 3.3.
Let us now study the semi-multipliers of x z,n . We know from Theorem 3.3 that these are the zeroes of the function r z,n given by
Using the above expression for r z , we obtain that, if µ is such that
the expression in the bracket equals
For positive, real λ we can set
We can draw a first conclusion from these expressions:
PROOF. Note that for µ ∈ (0, 1/2] and z ∈ (1/2, 1) one has
, so the last estimate is valid. Observing that λ n µ = λ −1/2 , one sees that 
We define
Then, for z ∈ (3/4, 1), and λ > 0, and µ, ζ as above, we have µ 2τ n r z,n (λ) = G n (µ, 1 − z). We now approximate the function G n , expanding in powers of ζ . 
where, using ζ ≤ 1/4, we get the estimate Combining the approximations for the sinh-and the cos-term, we get for µ ∈ (0, 2) and
= 2µζ 2 cos(2µ log(ζ )) + R 7 (µ, ζ ) , with
In particular, we have
Finally, noting that µ = µ (2n+1)τ n , we can compute
This follows from the boundedness of arctan and cos, and from formula (5.2.1) for ψ. From the above approximation of ψ we know that |ψ(µ, ζ )| ≤ 6µζ 2 for all (µ, ζ ) ∈ (0, 2) × (0, 1/4), which implies the assertion for ψ. Further,
Using the estimates from the proof of b) for ϕ, and for the sinh-and the Arcosh-term, we get
The assertion for ∂ 1 ψ now follows from the boundedness of the cosh-term on (0, 2)×(0, 1/4). Next, we have
Note that w(ζ ) = 1 − 4ζ 2 , that w has a maximum at 0, and hence ϕ has a minimum at ζ = 0, so ϕ (0) = 0. Further,
Writing T 1 (µ, ζ ) for the first term and T 2 (µ, ζ ) for the second term in the expression for ∂ 2 ψ(µ, ζ ), it follows from ϕ (0) = 0 and from the boundedness of the cosh-term that
Finally, using the estimate on the sinh-term obtained in the proof of b) again, we get
which proves the analogous convergence property for T 2 , and hence for ∂ 2 ψ. Claim 2 is proved. It follows from Claim 2 and from the definitions of G n andG n thatG n is continuous and has continuous first partial derivatives, soG n is C 1 . Set now z := 1 − δ, and U :=Ũ −2τ n , and define λ * (z) := (µ * (1 − z)) −2τ n for z ∈ (z, 1). Then, for these z, the definitions ofG and of G imply
Hence λ * (z) is a semi-Floquet multiplier of x z,n . It is the only semi-multiplier in U , since for every other multiplier λ ∈ U , one would have µ :
We can now show that, similar to the much more difficult result obtained in [2] for smooth nonlinearities, the value of λ * (z) oscillates about 1, as z → 1. We know from Section 4 that for z → 1 the semi-multipliers of x z,n converge to the heart-shaped region H. Unfortunately, this fact does not imply that for z-values close to 1 and such that λ * (z) < 1, the solutions x z,n are stable: The closure of H contains −1, and convergence to H does not exclude multipliers outside the unit circle.
In fact, for the case n = 1 we searched for semi-multipliers numerically, employing the explicit expression for the characteristic function and a Newton procedure. We found that for all values of z which we could numerically treat, there exist non-real semi-multipliers outside the unit circle. More specifically, inspecting the range z ∈ I := [0.8, 0.9999], we found λ * (z) < 1 in the intervals and λ * (z) > 1 in the complementary subintervals of I . (z-values larger than 0.9999 were essentially beyond our numerical resolution, and λ * (z) converges rapidly to 1 for such z.) We found complex semi-multipliers outside the unit circle approximately equal to 0.95 ± 0.5i for z ∈ I 1 , to 0.7 ± 0.75i for z ∈ I 2 , and to 0.6 ± 0.8i for z ∈ I 3 . (These values are only crude approximations, since the precise values change with z.) In particular, the solutions x z,1 with λ * (z) < 1 are nevertheless unstable.
It could be that one can change the equation slightly in a way that forces the complex multipliers into the unit circle, and thus obtain stable rapidly oscillating solutions. (This question remains open.) Numerically solving the delay equation from our example, one sees that a slight deviation from the periodic solution typically results in a crossing of the zero 1 (or −1) of f , and in rapid departure from the values of x z,1 .
The numerically observed typical solution behavior of equation (αf ) for larger values of α is generally chaotic (compare [8] ), and existence of invariant sets with erratic motion was analytically proved in [16] for the specific parameter value α = (9/e)(log 9 − 1) (and small perturbations). 
