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Abstract
Exploiting the appropriate inductive bias based on the knowl-
edge of data is essential for achieving good performance in
statistical machine learning. In practice, however, the domain
knowledge of interest often provides information on the rela-
tionship of data attributes only distantly, which hinders direct
utilization of such domain knowledge in popular regulariza-
tion methods. In this paper, we propose the knowledge-based
distant regularization framework, in which we utilize the dis-
tant information encoded in a knowledge graph for regular-
ization of probabilistic model estimation. In particular, we
propose to impose prior distributions on model parameters
specified by knowledge graph embeddings. As an instance of
the proposed framework, we present the factor analysis model
with the knowledge-based distant regularization. We show the
results of preliminary experiments on the improvement of the
generalization capability of such model.
Introduction
The data-driven nature of statistical machine learning is one
of the principal reasons for its success, whereas imposing an
appropriate inductive bias is indispensable for gaining gen-
eralization capability. Regularization is a prevailing method-
ology for imposing the inductive bias. Several types of popu-
lar regularization methods are known, such as Tikhonov reg-
ularization and sparsity regularization, and they have been
commonly utilized in a wide range of tasks with strong theo-
retical supports. However, it is not always possible for those
general regularization strategies to directly leverage the do-
main knowledge available on a given application since they
are often built upon the statistical “meta-knowledge,” rather
than the domain knowledge.
The usability of domain knowledge is one of the pri-
mal concerns in practices of machine learning. If one could
clearly specify the relationship of attributes and objects in
data, it could then be utilized by the methods like structured
sparsity regularization (Huang, Zhang, and Mataxas 2011)
and graph Laplacian regularization (see, e.g., (Shahid et al.
2016) and references therein). Unfortunately, however, the
domain knowledge of interest does not always provide di-
rect information on the relationship of the attributes and the
objects; instead, it often gives distant information on them.
∗A substantial portion of this work was performed while the
authors were at the University of Tokyo.
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Figure 1: Schematic diagram of our motivating example, the
analysis of sensor data of a plant. In such applications, even
if the physical and/or statistical relations (dotted lines) be-
tween attributes, i.e., sensor readings, cannot be specified di-
rectly, somehow distant information on plant’s instruments
(blue arrows) are often available beforehand. We suppose
such information can be encoded in a form of knowledge
graphs. We would like to leverage such distant information
to regularize learning of probabilistic models.
Our motivating example, depicted in Figure 1, is in the anal-
ysis of sensor data obtained from a plant. Although the rela-
tions between plant’s instruments and subsystems (e.g., how
they are connected each other) can often be written down
easily, the relations between the attributes (e.g., sensor IDs)
can hardly be derived directly from them because to do so,
we need to identify the mechanism and the physics of the in-
struments and the sensors, which is costly in many practices.
In this paper, we suggest a method to utilize such distant
domain knowledge to regularize the estimation of statistical
models. Specifically, we present a framework of knowledge-
based distant regularization in learning probabilistic mod-
els for continuous-valued data such as sensor readings. We
aim to build a regularization principle using a knowledge
graph, which is a multi-relational directed graph in which
relations between entities are enumerated. This is because
a knowledge graph is often useful for summarizing the do-
main knowledge of interest. Let us revisit the example of
sensor data analysis in Figure 1; engineers of a plant com-
prehend the relations between the instruments, such as is-
part-of and is-connected-to, as well as the relations between
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the instruments and the sensors, i.e., is-attached-to, accord-
ing to which one can build a knowledge graph. Note that
what is specified on the data attributes is only the simple
is-attached-to information, and no direct relations between
them are provided in general.
The central idea of the proposed method is to define prior
distributions of model parameters using knowledge graph
embeddings (see the excellent survey papers such as (Nickel
et al. 2015; Wang et al. 2017; Cai, Zheng, and Chang 2018)),
which are continuous-valued representations of entities (and
relations) in knowledge graphs. The proposed method is
flexible enough to utilize many types of knowledge graph
embeddings, which form an active field of research recently.
Hence, the development in the field can be immediately im-
ported to the proposed framework.
The chief advantage of the proposed method, the distant
regularization by knowledge graphs, is that it can be applied
to a broad range of probabilistic models. We introduce the
knowledge-based factor analysis model in this paper as an
instance, but similar modification of existing probabilistic
models is possible whenever the domain knowledge of in-
terest is described in a form of knowledge graphs.
Related Work
The inductive bias is the essential element of statistical ma-
chine learning and usually introduced by designing features,
hypothesis spaces, loss functions, regularization terms, and
so on. For example, the model family is usually selected ac-
cording to user’s knowledge of the data to be analyzed. If the
user is sure about the relationship of attributes and objects
in a dataset, a model tailored for the dataset (e.g., Bayesian
networks) can be developed. This is difficult or impossible,
however, when the knowledge is given in a distant form. In
fact, there are a lot of researches on utilizing knowledge in
various forms.
In what follows, we introduce only a part of the rich lit-
erature on knowledge utilization for machine learning and
some other related topics that would be useful for consider-
ing the future direction of this work.
Incorporating Knowledge as Graphs Actually, it has
been actively studied how to utilize the prior knowledge that
can be encoded in a knowledge graph. For example, Yao et
al. (2017) proposed an extension of latent Dirichlet alloca-
tion that models word tokens as well as entities in document
corpora, where the entities are corroborated by a knowl-
edge graph and have the corresponding embeddings. Also
in the context of topic models, Yao et al. (2015) and Hu
et al. (2016) suggested to utilize a taxonomy of entities in
documents; a taxonomy, i.e., a set of hierarchical relations
between entities, can be described as a (single-relational)
graph. Note that these studies mainly treat discrete-valued
data such as document corpora.
Regularization based on the graph information is a ma-
jor field of research also in other contexts. For example,
the graph sparsity regularization (Jacob, Obozinski, and Vert
2009; Huang, Zhang, and Mataxas 2011; Mairal and Yu
2013) imposes structured sparsity on parameters according
to a graph that encodes prior knowledge on data attributes.
However, this method is not always applicable to utilizing
the prior domain knowledge because in this method, all the
data attributes must be identified in the graph and extension
to multi-relational cases is not straightforward.
Another example of graph-based regularization is the
methods using the graph Laplacian (see, e.g., (Shang, Jiao,
and Wang 2012; Pei, Chakraborty, and Sycara 2015; Shahid
et al. 2016)), in which the Laplacian matrix of graphs that
encode relations between objects and/or attributes is used
for specifying the regularization term. However, such meth-
ods are also not always applicable in practice because we
may not be able to compute a reliable Laplacian matrix due
to the lack of precise knowledge of the relations between the
data attributes and objects.
Incorporating Knowledge as Constraints / Rules Re-
searchers have been studying on methods to incorporate the
knowledge described in a form of constraints or logical rules
to well-known machine learning methods. To name a few,
Towell and Shavlik (1994) proposed the knowledge-based
neural networks, Fung, Mangasarian, and Shavlik (2003)
suggested the knowledge-based support vector machines,
and Varol et al. (2012) formulated the constrained latent
variable model. Moreover, there are studies on incorporat-
ing logical rules to existing statistical models. Schiegg, Neu-
mann, and Kersting (2012) proposed the mixtures of Gaus-
sian process regressors controlled by logical rules formu-
lated by the Markov logic network (Richardson and Domin-
gos 2006). And, several researchers proposed the topic mod-
els with logic (Andrzejewski et al. 2011; Mei, Zhu, and Zhu
2014; Foulds, Kumar, and Getoor 2015), which are useful
for modeling document corpora with prior knowledge of
words.
Statistical Relational Learning More generally, learning
on relational data, which is often termed statistical relational
learning (SRL), is an active area of research with a broad
range of methods and applications (see, e.g., (De Raedt, Ker-
sting, and Natarajan 2016)). We do not describe the details
here because of the vast amount of the literature in the field,
but the methodology of SRL would be a promising tool in
the future direction of this work.
Distant / Weak Supervision by Knowledge Particularly
in the context of supervised learning, there is a line of studies
on utilizing user’s heuristics or knowledge bases as weak su-
pervision sources (see (Ratner et al. 2016; Varma et al. 2017;
Bach et al. 2017) and references therein) with growing inter-
ests. In the settings of those studies, the knowledge should
provide information on labels to be predicted.
Posterior Regularization Zhu, Chen, and Xing (2014)
proposed an elegant and flexible framework, termed Reg-
Bayes, for regularizing the posterior distribution of Bayesian
inference. It can be utilized for efficiently incorporating
one’s knowledge in Bayesian inference, and in fact, Mei,
Zhu, and Zhu (2014) utilized it for incorporating logical
rules to a topic model. Note that, while RegBayes tries to
change the posterior, the method proposed in this work tries
to change the prior, which may remind one of the empirical
Bayes method.
Background
In this section, we first introduce the notations used in this
paper to express the concepts regarding the probabilistic
models. Afterward, we give a brief explanation on knowl-
edge graph embeddings for completeness, which readers fa-
miliar with them may skip.
Probabilistic Models for Continuous-Valued Data
The main subject of this study is the regularization in the es-
timation of probabilistic models for continuous-valued data.
Formally, we denote a continuous-valued dataset by a set
{yj ∈ Rm | j = 1, . . . , n}, where yj is the observation with
m attributes (i.e., features) corresponding to the j-th object.
And, n denotes the number of objects (individuals, times-
tamps, etc.) in a dataset. For instance, we may have readings
of m types of sensors at n timestamps in the sensor data.
Note that each yj may or may not be independent and iden-
tically distributed. The probabilistic models for such data de-
fine probability density p(y1, . . . ,yn | θ), where θ is a set
of model parameters. Moreover, some models may have an
additional set of random variables, denoted by {xj ∈ Rdx},
which is often termed latent variables.
We further distinguish the model parameters as θ =
{w1, . . . ,wm,pi}; on one hand, let wi ∈ Rdw denote the
local parameter1 corresponding to the i-th attribute. On the
other hand, let pi be the vector of global parameters that
are independent of the difference of attributes. Let us give
an example; the observation model of probabilistic principal
component analysis (Tipping and Bishop 1999) is
p(yj | xj , θ) = N
(
yj |Wxj + µ, σ2I
)
,
where W ∈ Rm×dx is the factor loading matrix and dx is
the dimensionality of latent variablex. In this model, the i-th
local parameter, wi, corresponds to the i-th row of W (and
the i-th element of µ), and σ2 is an element of the global
parameters, pi.
The regularization in the estimation of probabilistic mod-
els is often executed by setting prior distributions on the
parameters, and many other popular regularization methods
can also be interpreted as imposing prior distributions. In
this paper, we follow this strategy to achieve the knowledge-
based distant regularization; we place the prior distributions
that are parameterized by the embeddings of knowledge
graphs. The details are described in the next section.
Knowledge Graph Embedding
A knowledge graph is a multi-relational directed graph
whose vertices correspond to entities and edges correspond
to relations between the entities. Such graph can be de-
scribed as a set of tuples {(h, r, t)}, where h and t denote
the head entity and the tail entity respectively, and r de-
notes the relation between them. There are various large-
scale knowledge bases which can be regarded as knowledge
graphs, such as Freebase and GeneOntology, which are col-
lections of knowledge on general entities of the world or on
domain-specific concepts.
1The dimensionality ofwi may depend on i, but for simplicity,
we assume the same dimensionality for all i.
Representation learning for knowledge graphs is an ac-
tive area of research recently. We do not enumerate the
works and just refer to the excellent survey papers on the
field (Nickel et al. 2015; Wang et al. 2017; Cai, Zheng, and
Chang 2018). Here, we introduce the very basic concepts in
this field, which are needed when describing the proposed
method.
In a typical setting, given a set of tuples that exist in a
knowledge graph (i.e., positive tuples), we learn real-valued
vectors e ∈ Rde corresponding to entities in the knowledge
graph. Such vectors are called embeddings of entities. The
learning is done so that some score function
ψ(eh, et; Mr) : Rde × Rde → R (1)
becomes large for the positive tuples and small for the neg-
ative tuples. Here, eh and et denote the embeddings of en-
tities h and t, respectively, And, ψ is the score function that
has the relation-specific parameter, Mr, with regard to rela-
tion r. In the latter part of this paper, as an instance of the
knowledge graph embedding, we use a simple method called
DistMult (Yang et al. 2015), whose score function is defined
as follows:
ψ(eh, et; mr) = e
>
h diag(mr)et, (2)
where mr ∈ Rde is the relation-specific parameter. There
are several manners of optimization for learning e and M ,
such as energy-based optimization and rank optimization. In
this paper, as described below, we simply treat ψ as a part of
a logistic regressor and maximize the binary classification
likelihood via negative tuple sampling.
Most studies on the knowledge graph embedding consider
only the sparse structure of a multi-relational graph. Re-
cently, there are several studies on fusing additional informa-
tion associated with knowledge graphs such as continuous-
valued attributes of entities (Zhang et al. 2016), literals
(Kristiadi et al. 2018), text descriptions (Xie et al. 2016;
Fan et al. 2017; Xiao et al. 2017), images (On˜oro-Rubio
et al. 2017), and the multimodal information (Pezeshkpour,
Chen, and Singh 2017; Thoma, Rettinger, and Both 2017).
Their primary concern is the improvement of the knowledge
graph embeddings and their applications such as link predic-
tion. The techniques utilized there would be of great interest
also for our purpose, i.e., regularization in learning proba-
bilistic models for continuous data.
Proposed Method
In this section, we describe the detail on the proposed
method for distantly regularizing the estimation of proba-
bilistic models using knowledge graph embeddings. First,
the general framework, in which we do not premise special
types of probabilistic models and knowledge graph embed-
dings, is presented. Afterward, as an instance of the frame-
work, we introduce the factor analysis distantly regularized
by a knowledge graph.
General Framework
Our purpose is to build a regularization principle for the es-
timation of the parameters of probabilistic models accord-
ing to a knowledge graph that encodes (possibly distant)
prior knowledge on the data-generating system. To this end,
we propose to specify the prior distributions of the model
parameters using knowledge graph embeddings. Formally,
consider a probabilistic model
p(y1, . . . ,yn | θ), (3)
where θ = {w1, . . . ,wm,pi}. In the proposed framework,
we specify the prior distributions on the (part of) local model
parameters, w1, . . . ,wm, as follows.
First, we assume that we have a knowledge graph, in
which entities corresponding to the (part of) data attributes
exist, and that such entities appear in a set of positive tuples
at least once. In the sensor data example (Figure 1), this as-
sumption means that there is an entity like “Sensor i,” and
the knowledge graph has a tuple like
(h = Sensor i, r = is-attached-to, t = Instrument A)
for at least a part of attributes i = 1, . . . ,m′ (1 ≤ m′ ≤ m).
In the following, we denote the embedding of the entity that
corresponds to the i-th attribute of data by ei. Note that
in the knowledge graph of our interest, there would also
be many entities that do not directly correspond to the at-
tributes, and not all the attributes appear in the knowledge
graph. Also note that, while here we consider only the en-
tities corresponding to the attributes, similar discussion is
straightforward even when we consider entities correspond-
ing to the objects in data.
Given the knowledge graph of this kind, we specify a prior
distribution on wi parameterized by ei, for i = 1, . . . ,m′,
as a regularizer of the model training. For example, for real-
valued parameters, a canonical choice is the normal distri-
bution, i.e.,
p(wi | ei) = N (wi | cξ(ei), Vξ(ei)), (4)
where cξ : Rde → Rdw , Vξ : Rde → Rdw×dw , and ξ
denotes the set of parameters in c and V . With the priors
on w1, . . . ,wm′ specified in this manner, we compute their
maximum a posteriori (MAP) estimations. For the remain-
ing attributeswm′+1, . . . ,wm, if any, we compute the maxi-
mum likelihood estimations or MAP estimations with priors
defined otherwise.
For the above framework, the embeddings of knowledge
graph’s entities must be prepared in some ways. A promis-
ing way to prepare good embeddings is to utilize the model
pretrained on a large-scale knowledge graph. However, such
pretrained embeddings are usually not available for user-
defined knowledge graphs that describe the domain knowl-
edge. Hence, in many practices, the embeddings have to be
learned simultaneously with the parameters of the proba-
bilistic model. Now suppose we define a score function ψ
for the embedding learning. In the framework, we propose
to maximize binary classification likelihood:
p((h, r, t) = true | eh, et, Mr) = Φ(ψ(eh, et; Mr)), (5)
where Φ is the sigmoid function. Note that any ψ can be used
here so long as its range is the real. By setting the objective
of the embedding learning in this way, the final objective
function simply becomes the addition of the logarithms of
data likelihood Eq. (3), parameter priors Eq. (4), and knowl-
edge graph likelihood Eq. (5).
Factor Analysis Regularized by Knowledge
Among the probabilistic models for continuous data, the fac-
tor analysis (FA) and its special version, principal compo-
nent analysis (PCA), have been favored in many applica-
tions. As an instance of the proposed framework, we present
a simple method for incorporating knowledge graphs to reg-
ularization in the parameter estimation of FA.
The observation probabilistic model of FA is often ex-
pressed as
p(y1, . . . ,yn | x1, . . . ,xn, θ)
=
m∏
i=1
n∏
j=1
N (yi,j | w>i xj + µi, σ2i ), (6)
wherew>i ∈ R1×dx is the i-th row of the factor loading ma-
trix of FA, µi is the observation mean, and σ2i ∈ R+ is the
observation noise variance of the i-th attribute. Moreover,
xj ∈ Rdx is the latent factor corresponding to the j-th ob-
ject, whose prior distribution is usually set by the standard
normal distribution, i.e., N (0, I).
Let us impose the knowledge-based prior distributions on
(part of) the rows of the factor loading matrix,w1, . . . ,wm′
(m′ ≤ m). Here, instead of the normal distribution like
Eq. (4), we specify the prior distribution of wi given em-
bedding ei by the point mass, i.e.,
p(wi | ei) = δ(wi − cξ(ei)), for i = 1, . . . ,m′, (7)
where δ denotes the Dirac delta function. This simplification
enables us to maximize the (regularized) objective just by
replacingwi with cξ(ei). We observed no significant degra-
dation of performance due to this simplification.
In summary, an optimization problem to be solved for
learning FA distantly regularized based on the knowledge
graph is the maximization of
f(e1:E ,M1:R,w1:m, µ1:m, σ
2
1:m, ξ)
=
1
n
n∑
j=1
logN (yj | µ, Σ)
+
1
`
∑`
k=1
log Φ(ψ(ehk , etk ; Mrk))
+
1
`′
`′∑
k′=1
log
(
1− Φ(ψ(ehk′ , etk′ ; Mrk′ ))
)
,
s.t. wi = cξ(ei) for i = 1, . . . ,m′,
(8)
where µ = [µ1 · · · µm]>, Σ = WW> +
diag{σ21 , . . . , σ2m}, and W = [w1 · · · wm]>. In Eq. (8),
E denotes the total number of entities (including the ones
corresponding to the data attributes), R denotes the num-
ber of relations, and ` and `′ denote the numbers of positive
and negative tuples, respectively. The first term of Eq. (8)
is obtained by marginalizing out x in Eq. (6) with the prior
N (0, I).
The negative tuples, needed for computing Eq. (8), are
usually not available originally. They are often created by
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Figure 2: Results under (a) the Random data-partition scenario and (b) the Shift data-partition scenario. In each panel, left
plot shows average test NLLs along different proportions of knowledge graph tuples used by the proposed method, and the
right plot shows average test NLLs along different amounts of data used for the training. In the right plots, the test NLLs of two
cases are shown: 100% of the knowledge graph tuples was used by the proposed method (w/ KG) or no knowledge graph tuples
were provided (w/o KG). In every plot, the means and the standard deviations for 10 random trials are shown.
randomly permuting the entities and/or the relations in the
positive tuples (see, e.g., (Nickel et al. 2015; Wang et al.
2017; Cai, Zheng, and Chang 2018)). In this work, we cre-
ated some negative tuples per a positive tuple by replacing
either the head or the tail by any other entity that exists in the
knowledge graph. When permuting the entity, we chose an
attribute-corresponding entity for an attribute-corresponding
entity, and a non-attribute entity for a non-attribute entity, re-
spectively.
In Eq. (8), ψ is an arbitrary score function of knowledge
graph embedding learning. In the experiments introduced
below, we used the simple score function of DistMult (Yang
et al. 2015), defined in Eq. (2). Moreover, as cξ(·), we used
an affine model
cξ(ei) = Aei + b (9)
with parameters A ∈ Rdx×de and b ∈ Rdx used commonly
for i = 1, . . . ,m′, i.e., ξ = {A, b}.
Preliminary Experiments
In this section, we provide the results of preliminary exper-
iments to investigate how the performance of the distantly
regularized models is improved.
Dataset We used real-world data of rainfall in the world.
The dataset we prepared comprises the monthly means of
historical measurements of precipitation from January 1901
to December 2015 in 227 countries and regions in the world.
Therefore, n = 1, 380 and m = 227. The dataset was cre-
ated using the resource available online at Climate Change
Knowledge Portal.2
Knowledge Graph In order to precisely model the rela-
tionship of precipitation among countries and regions, we
need meteorological knowledge to some extent. However, in
our scenario, such knowledge that directly gives the relations
between data attributes can hardly be obtained. To simulate
this situation, in the experiments, we utilize a knowledge
graph that encodes simple geographic relations between the
countries and regions.
We built a knowledge graph using the information avail-
able online,3 which includes the geographic relationship
between countries and regions in the world, following
the scheme presented by Bouchard, Singh, and Trouillon
(2015). The knowledge graph we used has 278 entities (in-
cluding ones that do not correspond to the attributes of the
data) and two types of relations, is-inside and is-neighbor-
of ; positive tuples include (Sweden, is-inside, Europe) and
(Norway, is-neighbor-of, Sweden), for example. And, the
knowledge graph has 1,167 positive tuples comprising the
entities and the relations above.
2sdwebx.worldbank.org/climateportal/
(retrieved 29 April 2018)
3github.com/mledoze/countries/
(retrieved 29 April 2018)
Note that, in this knowledge graph, some entities of coun-
tries like Japan have no is-neighbor-of relations with any
other entities because the is-neighbor-of relation does not
imply the cross-sea adjacency. Therefore, if we build a
single-relational graph only with the is-neighbor-of relation,
which might be utilized for methods like graph Laplacian
regularization, it does not provide sufficient information on
the countries that have no neighboring countries.
Setups As for the factor analysis model distantly regular-
ized by knowledge, the hyperparameters to be set manually
are the dimensionality of latent factors, dx, as well as the
dimensionality of entity embeddings, de. For a fair compar-
ison, we set the same values for them, i.e., dx = de. And,
in what follows, we show the results with dx = 5, which
was decided empirically without any intensive search be-
cause the purpose of this experiment was just to compare
the performances of a factor analysis model with and with-
out the knowledge-based regularization.
We partitioned the dataset into the training/validation set
and the test set at the rates specified below. Within the train-
ing/validation set, we always used randomly chosen 80% for
training and the remaining 20% for validation. When parti-
tioning the original dataset into the training/validation set
and the test set, we followed two different scenarios. One is
the Random data-partition, in which random permutation of
the 1,380 objects in each dataset was performed before the
partition. Another is the Shift data-partition, in which no
random permutation is done before the partition, and conse-
quently, something like the covariate shift may occur, which
makes generalization difficult.
We also controlled the amount of information possibly
provided by the knowledge graph by changing the propor-
tion of knowledge graph’s (positive) tuples considered in the
optimization of Eq. (8). For example, when we used 80% of
the tuples, we randomly disposed 20% of the 1,167 posi-
tive tuples and performed the optimization with the negative
sampling. As the “no knowledge graph” limit, we ran the
optimization with 0% of the tuples.
The optimization was performed using gradient descent
whose learning rate was adjusted by Adam. For the opti-
mization, we randomly created two negative tuples per a
positive tuple. The validation set was utilized for early stop-
ping of optimization, in which the optimization was termi-
nated if no improvement of the loss with regard to FA (i.e.,
the negative of the first term of Eq. (8)) on the validation
set was observed for 50 epochs, and the model that achieved
the best loss was saved. We randomly initialized the factor
loading matrix of FA, the embeddings of entities, and the
relation parameters. No pretraining for the embeddings was
performed.
Results In what follows, we report the average negative
log likelihood (NLL) of FA for the test dataset, i.e.,
− 1
ntest
ntest∑
j=1
logN (yj | µ, Σ),
where ntest denotes the number of data points in the test set.
Note that lower values of NLL are preferred.
In Figures 2a and 2b, we show the results under the
Random and Shift data-partition scenarios, respectively.
In the left plots, the test NLLs for different numbers of
knowledge graph tuples used by the proposed method are
shown. Basically, the better test NLLs are achieved with the
larger amount of knowledge graph’s information provided.
In the right plots, the test NLLs with different amounts of
training data are shown. While the test NLLs are always im-
proved by the proposed method under the Random scenario,
no improvement is observed with somewhat small amount of
training data under the Shift scenario.
Conclusion
In this paper, we have proposed the knowledge-based dis-
tant regularization framework, a general methodology to in-
corporate the possibly distant domain knowledge encoded
in a form of knowledge graphs. In particular, we suggested
the factor analysis with the knowledge-based regularization.
We provided the preliminary experimental results on the im-
provement of the generalization capability of the regularized
factor analysis.
Indeed, the proposed framework is in its infancy. There
are plenty of challenges to be tackled. For example, we
need to develop a unified method for efficiently learning
the models that are regularized by knowledge graphs. Also,
how the generalization capability of the regularized mod-
els is improved should be analyzed theoretically and empir-
ically. Moreover, it would be interesting to investigate how
the knowledge graph embeddings are modified due to the
data fed into the probabilistic models.
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