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a b s t r a c t
In this paper, we introduce the concept of second order duality for the variational problems
using ρ − (η, θ)-invexity type conditions. Weak, strong and converse duality results of
Mangasarian andMond–Weir type of variational problems are establishedunderρ−(η, θ)-
invexity assumptions. Many examples and counterexamples are illustrated to justify our
work.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The study of second order duality is useful due to the computational advantage over first order duality as it gives bounds
for the value of the objective function when approximations are used (see [1–3]). Mangasarian [2] formulated a class of
second and higher order dual problems of nonlinear programming problems, and established the duality results under
inclusion conditions. Hanson [4] defined the second order invexity for differentiable functions and proved the duality results
for a pair ofmathematical programs.Many researchers [5–8] have discussed various properties, extensions, and applications
of generalized invex functions, for example in [9], Zalmai talked about ρ − (η, θ)-invexity functions. Chen [10] formulated
the second order dual for the class of constrained variational problems and established the duality results (weak, strong,
converse) under invexity assumptions.
In this paper we extend the second order duality results (weak, strong, converse) of Chen [10] under generalized
ρ − (η, θ)-invexity assumptions. We establish second order duality results (weak, strong, converse) of Mangasarian and
Mond–Weir type. We also discuss many examples and counterexamples to verify our results.
2. Notation and preliminaries
Let I = [a, b] be an interval (through out this paper). Consider the function f (t, x(t), x˙(t)), where x : I → Rn and x˙
denotes the derivative of xwith respect to t . Here t is an independent variable. All vectors will be taken as column vectors.
The symbol zT stands for the transpose of a vector z. Denote the first partial derivatives of f with respect to x(t), and x˙(t) by
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fx and fx˙, respectively, that is,
fx =

∂ f
∂x1
∂ f
∂x2
...
∂ f
∂xn

, fx˙ =

∂ f
∂ x˙1
∂ f
∂ x˙2
...
∂ f
∂ x˙n

.
Denote fxx, the Hessian matrix of f with respect to x(t) and gx the m × n Jacobian matrix with respect to x. Similarly fx˙, fx˙x,
fxx˙ and gx˙, are also defined. Let S(I,Rn) denote the space of piecewise smooth functions xwith norm ‖x‖ = ‖x‖∞+‖Dx‖∞,
where the differentiation operator D is given by
u = Dx ⇔ x(t) = κ +
∫ t
a
u(s)ds, (1)
where κ is a given boundary value; thus ddt = D except at discontinuities.
Definition 2.1. The scalar functional H(x) =  ba h(t, x(t), x˙(t))dt is said to be ρ − (η, θ)-invex in x and x˙, if there exist
η : I × Rn × Rn → Rn with η = 0 at t = a and t = b, θ : I × Rn × Rn → Rn and ρ ∈ R, such that
H(x)− H(u) ≥
∫ b
a

η(t, x(t), u(t))Thx(t, u(t), u˙(t))
+

d
dt
η(t, x(t), u(t))T

hx˙(t, u(t), u˙(t))+ ρ‖θ(t, x(t), u(t))‖2

dt.
It follows that every invex function is ρ − (η, θ)-invex but the converse is not true, which follows from the following
counterexample (Example 2.1).
Example 2.1. Let f : [0, 1] × [0, 1] × [0, 1] −→ R be given by
f (t, x(t), x˙(t)) = −x2(t)t.
The function
 1
0 f (t, ., .)dt is not invexwith respect to any η : [0, 1]×[0, 1]×[0, 1] −→ R at u(t) = 0. But
 1
0 f (t, ., .)dt is a
ρ−(η, θ)-invex function for ρ ≤ −1, with respect to η : [0, 1]×[0, 1]×[0, 1] −→ R and θ : [0, 1]×[0, 1]×[0, 1] −→ R
given by
η (t, x(t), u(t)) = x(t)+ u(t),
θ (t, x(t), u(t)) = t (x(t)+ u(t)).
Definition 2.2. The scalar functional H(x) =  ba h(t, x(t), x˙(t))dt is said to be ρ − (η, θ)-pseudo-invex in x and x˙, if there
exist η : I × Rn × Rn → Rn with η = 0 at t = a and t = b, θ : I × Rn × Rn → Rn and ρ ∈ R, such that∫ b
a

(η(t, x(t), u(t)))Thx(t, u(t), u˙(t))+

d
dt
η(t, x(t), u(t))T

hx˙(t, u(t), u˙(t))+ ρ‖θ(t, x(t), u(t))‖2

dt ≥ 0
⇒ H(x) ≥ H(u).
It is noted that every ρ − (η, θ)-invex function is ρ − (η, θ)-pseudo-invex but the converse is not true, which follows from
the following counterexample (Example 2.2).
Example 2.2. Let f : I × [0, 1] × [0, 1] −→ R be defined by
f (t, x(t), x˙(t)) = −x3(t)− x(t).
Let the functions η : I × [0, 1] × [0, 1] −→ R and θ : I × [0, 1] × [0, 1] −→ R be given by
η (t, x(t), u(t)) =

4 (x(t)− u(t)) , if u(t) > x(t)
− (x(t)+ u(t)) , if u(t) = x(t)
1
8
(x(t)− u(t)) , if u(t) < x(t)
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θ (t, x(t), u(t)) =


u2(t) (u(t)− x(t)), if u(t) > x(t)
0, if u(t) = x(t)
u2(t)
8
(x(t)− u(t)), if u(t) < x(t).
The scalar functional
 b
a f (t, x(t), x˙(t)) dt is not−1− (η, θ)-invex but−1− (η, θ)-pseudo-invex with respect to the above
η, θ. Now∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt −
∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))
+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))− ‖θ (t, x(t), u(t)) ‖2
]
dt
=
∫ b
a

u3(t)− x3(t)+ u(t)− x(t)+ 3 u2(t)+ 1 η (t, x(t), u(t))+ ‖θ (t, x(t), u(t)) ‖2 dt. (2)
For u(t) > x(t), the right hand side of Eq. (2) becomes∫ b
a

u3(t)− x3(t)+ u(t)− x(t)+ 3 u2(t)+ 1 4 (x(t)− u(t))+ u2(t) (u(t)− x(t))dt
< 0,

since x(t), u(t) ∈ [0, 1]
and for u(t) = x(t), the right hand side of Eq. (2) becomes∫ b
a
−3 u2(t)+ 1 (x(t)+ u(t))dt < 0 since x(t), u(t) ∈ [0, 1].
Again for u(t) < x(t), the right hand side of Eq. (2) becomes∫ b
a
[
u3(t)− x3(t)+ u(t)− x(t)+ 3 u2(t)+ 1 1
8
(x(t)− u(t))+ u
2(t)
8
(x(t)− u(t))
]
dt
< 0

since x(t), u(t) ∈ [0, 1].
Hence
 b
a f (t, x(t), x˙(t)) dt is not−1− (η, θ)-invex.
Now we verify−1− (η, θ)-pseudo-invexity of  ba f (t, x(t), x˙(t)) dt .
If u(t) < x(t), one can easily get∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt < 0
⇒
∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))− ‖θ (t, x(t), u(t))‖2
]
dt < 0.
When u(t) = x(t), it is obtained that∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))− ‖θ (t, x(t), u(t)) ‖2
]
dt ≥ 0.
⇒
∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt ≥ 0.
Again for u(t) > x(t), it is clear that∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))− ‖θ (t, x(t), u(t)) ‖2
]
dt ≥ 0
⇒
∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt ≥ 0.
Hence
 b
a f (t, x(t), x˙(t)) dt is−1− (η, θ)-pseudo-invex.
Definition 2.3. The scalar functionalH(x) =  ba h(t, x(t), x˙(t))dt is said to be ρ−(η, θ)-quasi-invex in x and x˙, if there exist
η : I × Rn × Rn → Rn with η = 0 at t = a and t = b, θ : I × Rn × Rn → Rn and ρ ∈ R, such that H(x)− H(u) ≤ 0
⇒
∫ b
a

(η(t, x(t), u(t)))Thx(t, u(t), u˙(t))+

d
dt
η(t, x(t), u(t))T

hx˙(t, u(t), u˙(t))+ ρ‖θ(t, x(t), u(t))‖2

dt ≤ 0.
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It follows that every ρ − (η, θ)-invex function is ρ − (η, θ)-quasi-invex but the converse is not true, which follows from
the following counterexample (Example 2.3).
Example 2.3. Let f : I × [0, 1] × [0, 1] −→ R be given by
f (t, x(t), x˙(t)) = −x5(t)− x3(t).
Let the functions η : I × [0, 1] × [0, 1] −→ R and θ : I × [0, 1] × [0, 1] −→ R be given by
η (t, x(t), u(t)) =

u(t)− x(t), if x(t) > u(t)
− (x(t)+ u(t)) , if x(t) ≤ u(t)
θ (t, x(t), u(t)) =

5u4(t)+ 3.5u2(t) (x(t)− u(t)), if x(t) > u(t)
0, if x(t) ≤ u(t).
The scalar functional
 b
a f (t, x(t), x˙(t)) dt is not−1− (η, θ)-invex but−1− (η, θ)-quasi-invex with respect to the above
η, θ. Now∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt −
∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))
+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))− ‖θ (t, x(t), u(t)) ‖2
]
dt
=
∫ b
a

u5(t)− x5(t)+ u3(t)− x3(t)+ 5u4(t)+ 3u2(t) η (t, x(t), u(t))+ ‖θ (t, x(t), u(t)) ‖2 dt. (3)
For x(t) > u(t), the right hand side of Eq. (3) becomes∫ b
a

u5(t)− x5(t)+ u3(t)− x3(t)+ 5u4(t)+ 3u2(t) (u(t)− x(t))+ 5u4(t)+ 3.5u2(t) (x(t)− u(t)) dt
< 0,

since x(t), u(t) ∈ [0, 1]
and for x(t) ≤ u(t), the right hand side of Eq. (3) becomes∫ b
a

u5(t)− x5(t)+ u3(t)− x3(t)− 5u4(t)+ 3u2(t) (u(t)+ x(t)) dt
< 0

since x(t), u(t) ∈ [0, 1].
Hence
 b
a f (t, x(t), x˙(t)) dt is not−1− (η, θ)-invex.
Now we verify−1− (η, θ)-quasi-invexity of  ba f (t, x(t), x˙(t)) dt .
If x(t) < u(t), it is found that∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))− ‖θ (t, x(t), u(t)) ‖2
]
dt > 0
⇒
∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt > 0.
So
 b
a f (t, x(t), x˙(t)) dt is−1− (η, θ)-quasi-invex.
When x(t) ≥ u(t), it is obtained that∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt ≤ 0
⇒
∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))− ‖θ (t, x(t), u(t)) ‖2
]
dt ≤ 0.
Hence
 b
a f (t, x(t), x˙(t)) dt is−1− (η, θ)-quasi-invex.
Consider the variational problem
(VP) Min
∫ b
a
f (t, x(t), x˙(t)) dt, (4)
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subject to
g (t, x(t), x˙(t)) ≤ 0, (5)
x(a) = γ1, x(b) = γ2; x˙(a) = δ1, x˙(b) = δ2, (6)
where f and g are twice continuously differentiable functions from I × Rn × Rn into R and Rm, respectively.
Lemma 2.1 ([10]). If (VP) attains a local or global minimum at x¯ ∈ S, then there exist Lagrange multiplier τ ∈ R and piecewise
smooth λ : I → Rm such that,
τ fx(t, x¯(t), ˙¯x(t))+ gx(t, x¯(t), ˙¯x(t))Tλ(t) = ddt [τ fx˙(t, x¯(t),
˙¯x(t))+ gx˙(t, x¯(t), ˙¯x(t))Tλ(t)], t ∈ I (7)
λ(t)Tg(t, x¯(t), ˙¯x(t)) = 0, t ∈ I (8)
(τ , λ(t)T ) ≥ 0, t ∈ I. (9)
Remark. Eqs. (7)–(9) give the Fritz-John necessary conditions for (VP), and they become Kuhn–Tucker conditions if τ = 1.
2.1. Mangasarian type duality
Mangasarian’s second order dual (MVD) of the variational problem (VP) is given by:
(MVD) Max
∫ b
a

f (t, u(t), u˙(t))+ α(t)Tg (t, u(t), u˙(t))
− 1
2
β(t)T
[
fxx (t, u(t), u˙(t))+

gx (t, u(t), u˙(t))T α(t)

x
− 2 d
dt

fxx˙ (t, u(t), u˙(t))+

gx (t, u(t), u˙(t))T α(t)

x˙

+ d
2
dt2

fx˙x˙ (t, u(t), u˙(t))+

gx˙ (t, u(t), u˙(t))T α(t)

x˙
]
β(t)

dt
subject to
fx (t, u(t), u˙(t))+ gx (t, u(t), u˙(t))T α(t)− ddt

fx˙ (t, u(t), u˙(t))
+ gx˙ (t, u(t), u˙(t))T α(t)

+
[
fxx (t, u(t), u˙(t))+

gx (t, u(t), u˙(t))T α(t)

x
− 2 d
dt

fxx˙ (t, u(t), u˙(t))+

gx (t, u(t), u˙(t))T α(t)

x˙

+ d
2
dt2

fx˙x˙ (t, u(t), u˙(t))+

gx˙ (t, u(t), u˙(t))T α(t)

x˙
]
β(t) = 0, t ∈ I, (10)
u(a) = γ1, u(b) = γ2; u˙(a) = δ1, u˙(b) = δ2, (11)
α(t) ∈ Rm+, β(t) ∈ Rn. (12)
Let
H (t, u(t), u˙(t), α(t)) = fxx (t, u(t), u˙(t))+

gx (t, u(t), u˙(t))T α(t)

x
− 2 d
dt

fxx˙ (t, u(t), u˙(t))+

gx (t, u(t), u˙(t))T α(t)

x˙
+ d2
dt2

fx˙x˙ (t, u(t), u˙(t))+

gx˙ (t, u(t), u˙(t))T α(t)

x˙

,
then H is a n× n symmetric matrix, and we can express the above dual (MVD) in the following form
(MVD) Max
∫ b
a

f (t, u(t), u˙(t))+ α(t)Tg (t, u(t), u˙(t))− 1
2
β(t)TH (t, u(t), u˙(t), α(t)) β(t)

dt
subject to
fx (t, u(t), u˙(t))+ gx (t, u(t), u˙(t))T α(t)− ddt

fx˙ (t, u(t), u˙(t))+ gx˙ (t, u(t), u˙(t))T α(t)

+H (t, u(t), u˙(t), α(t)) β(t) = 0, t ∈ I, (13)
u(a) = γ1, u(b) = γ2; u˙(a) = δ1, u˙(b) = δ2, (14)
α(t) ∈ Rm+, β(t) ∈ Rn. (15)
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Theorem 2.1 (Weak Duality). Let x(t) ∈ S(I,Rn), and (u(t), α(t), β(t)) be the feasible solutions of (VP) and (MVD) ,
respectively. Let
 b
a f (t, ., .)dt and
 b
a α(t)
Tg(t, ., .)dt be ρ0− (η, θ)-invex, and ρ1− (η, θ)-invex functions in x and x˙ on I with
respect to the same functions η, θ , for ρ0, ρ1 ∈ Rwith ρ0+ρ1 ≥ 0. If there exist real valued functions k (t, u(t), u˙(t), α(t)) > 0
and K (t, u(t), u˙(t), α(t)) > 0 on I × Rn × Rn with the following conditions:
β(t)H (t, u(t), u˙(t), α(t)) β(t) ≥ k (t, u(t), u˙(t), α(t)) ‖β(t)‖2, t ∈ I, (16)
‖H (t, u(t), u˙(t), α(t)) ‖ ≤ K (t, u(t), u˙(t), α(t)) , t ∈ I, (17)
‖β(t)‖ ≥ ‖η (t, x(t), u(t)) ‖K (t, u(t), u˙(t), α(t))
k (t, u(t), u˙(t), α(t))
, t ∈ I, (18)
then the following inequality holds between the primal (VP) and the dual (MVD),∫ b
a
f (t, x(t), x˙(t)) dt ≥
∫ b
a

f (t, u(t), u˙(t))+ α(t)Tg (t, u(t), u˙(t))− 1
2
β(t)TH (t, u(t), u˙(t), α(t)) β(t)

dt.
Proof. It is easy to see that
− η (t, x(t), u(t))T H (t, u(t), u˙(t), α(t)) β(t) ≥ −‖η (t, x(t), u(t)) ‖H (t, u(t), u˙(t), α(t)) ‖β(t)‖. (19)
Since x(t) and (u(t), α(t), β(t)) are feasible solutions of (VP) and (MVD), respectively, we obtain∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a

f (t, u(t), u˙(t))+ α(t)Tg (t, u(t), u˙(t))− 1
2
β(t)TH (t, u(t), u˙(t), α(t)) β(t)

dt
=
[∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt
]
+
[∫ b
a
α(t)Tg (t, x(t), x˙(t)) dt −
∫ b
a
α(t)Tg (t, u(t), u˙(t)) dt
]
−
∫ b
a
α(t)Tg (t, x(t), x˙(t)) dt + 1
2
∫ b
a
β(t)TH (t, u(t), u˙(t), α(t)) β(t)dt
≥
∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))
]
dt
+
∫ b
a
[
η (t, x(t), u(t))T gx (t, u(t), u˙(t))T α(t)+

d
dt
η (t, x(t), u(t))T

gx˙ (t, u(t), u˙(t))T α(t)
]
dt
+
∫ b
a
(ρ0 + ρ1)‖θ (t, x(t), u(t)) ‖2dt + 12
∫ b
a
β(t)TH (t, u(t), u˙(t), α(t)) β(t)dt
by the invexity of
∫ b
a
f (t, ., .)dt,
∫ b
a
α(t)Tg(t, ., .)dt, and Eqs. (5), (12)

≥
∫ b
a
η (t, x(t), u(t))T
[
fx (t, u(t), u˙(t))− ddt fx˙ (t, u(t), u˙(t))
]
dt
+
∫ b
a
η (t, x(t), u(t))T

gx (t, u(t), u˙(t))T α(t)
− d
dt
[gx˙ (t, u(t), u˙(t))T α(t)]

dt + 1
2
∫ b
a
β(t)TH (t, u(t), u˙(t), α(t)) β(t)dt
(by integrating by parts and η = 0 at t = a and t = b)
=
∫ b
a
−η (t, x(t), u(t))T H (t, u(t), u˙(t), α(t)) β(t)dt
+ 1
2
∫ b
a
β(t)TH (t, u(t), u˙(t), α(t)) β(t)dt (by Eq. (13))
≥
∫ b
a
−‖η (t, x(t), u(t)) ‖K (t, u(t), u˙(t)) ‖β(t)‖dt + 1
2
∫ b
a
k (t, u(t), u˙(t)) ‖β(t)‖2dt
(by Eqs. (16), (17) and (19))
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= 1
2
∫ b
a
‖β‖ [k (t, u(t), u˙(t)) ‖β(t)‖ − 2‖η (t, x(t), u(t)) ‖K (t, u(t), u˙(t), α(t))] dt
≥ 0 (as k (t, u(t), u˙(t), α(t)) > 0, K (t, u(t), u˙(t), α(t)) > 0, and Eq. (18)) . 
We construct the following example which verifies Theorem 2.1 above, in which both the objective and constraint
functions are ρ − (η, θ)-invex. The following example is similar to the example given in [11].
Example 2.4. Let us define f , g : [0, 1] × [0, 1] × [0, 1] −→ R by
f (t, x(t), x˙(t)) = x3(t)− x2(t)− 2x(t) t, t ∈ [a, b] = [0, 1]
g (t, x(t), x˙(t)) = − x2(t)+ x(t)+ 1 t, t ∈ [0, 1] b
a f (t, ., .)dt is−1− (η, θ)-invex, and
 b
a α(t)
Tg(t, ., .)dt is 1− (η, θ)-invex with respect to the same η : [0, 1] × [0, 1] ×
[0, 1] −→ R and θ : [0, 1] × [0, 1] × [0, 1] −→ R defined as
η (t, x(t), u(t)) =

2 (x(t)− u(t)) , if x(t) > u(t)
u(t)− x(t), if x(t) ≤ u(t)
θ (t, x(t), u(t)) =

2u(t) (x(t)− u(t)) t, if x(t) > u(t)
0, if x(t) ≤ u(t).
Here it is easily verified that
 b
a f (t, ., .)dt and
 b
a α(t)
Tg(t, ., .)dt , α(t) = 1 are −1 − (η, θ)-invex and 1 − (η, θ)-invex
functions, respectively. The Weak Duality Theorem holds for u(t) > x(t), x(t) ≥ 23 and β(t) = t3 . Also the Weak Duality
Theorem holds when u(t) ≤ x(t) and β(t) = 1.
Theorem 2.2 (Strong Duality). Let x¯(t) ∈ S(I,Rn) be an optimal solution of (VP) . Suppose that  ba f (t, ., .)dt is ρ0 − (η, θ)-
invex, and
 b
a λ(t)
Tg(t, ., .)dt isρ1−(η, θ)-invex functionswith respect to the sameη, θ . Also theWeakDuality Theorem2.1 holds
between the variational primal (VP) and the Mangasarian dual (MVD). Then (x¯(t), α¯(t), β¯(t) = 0) is an optimal solution
of (MVD), and the optimal values of (VP) and (MVD) are equal.
Proof. Since x¯(t) is an optimal solution of (VP), there exists a piecewise smooth α¯ : I → Rm such that (x¯(t), α¯(t)) satisfies
fx(t, x¯(t), ˙¯x(t))+ gx(t, x¯(t), ˙¯x(t))T α¯(t) = ddt [fx˙(t, x¯(t),
˙¯x(t))+ gx˙(t, x¯(t), ˙¯x(t))T α¯(t)], t ∈ I
α¯(t)Tg(t, x¯(t), ˙¯x(t)) = 0, t ∈ I (20)
(τ , α¯(t)) ≥ 0, t ∈ I.
Hence, (x¯(t), α¯(t), β¯(t) = 0) satisfies the constraints of (MVD). Eq. (20) and β¯(t) = 0 showed that objective values of (VP)
and (MVD) are equal. Hence the result follows. 
Theorem 2.3 (Converse Duality). Let (x¯(t), α¯(t), β¯(t)) be an optimal solution of (MVD). Suppose that
 b
a f (t, ., .)dt is a
ρ0− (η, θ)-invex function and
 b
a α¯(t)
Tg(t, ., .)dt a ρ1− (η, θ)-invex function with respect to the same η, θ , and ρ0+ ρ1 ≥ 0.
Also assume that∫ b
a

α¯(t)Tg

t, x¯(t), ˙¯x(t)− η (t, u(t), x¯(t)(t))T H t, x¯(t), ˙¯x(t), α¯(t) β¯(t)dt ≥ 0. (21)
Then x¯(t) is an optimal solution of (VP).
Proof. Suppose that x¯(t) is not an optimal solution of (VP). Then there exists a feasible solution u(t) of the primal (VP)
such that∫ b
a
f (t, u(t), u˙(t))dt <
∫ b
a
f (t, x¯, ˙¯x(t))dt, (22)
since
 b
a f (t, ., .)dt is ρ0− (η, θ)-invex and
 b
a α¯(t)
Tg(t, ., .)dt is ρ1− (η, θ)-invex with respect to the same functions η and
θ , we have∫ b
a
f (t, u(t), u˙(t))dt −
∫ b
a
f (t, x¯, ˙¯x(t))dt ≥
∫ b
a

η (t, u(t), x¯(t))T fu

t, x¯, ˙¯x(t)
+

d
dt
η (t, u(t), x¯(t))T

fu˙

t, x¯, ˙¯x(t)+ ρ0‖θ (t, u(t), x¯(t)) ‖2 dt (23)
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a
α¯(t)Tg (t, u(t), u˙(t)) dt −
∫ b
a
α¯(t)Tg

t, x¯, ˙¯x(t) dt ≥ ∫ b
a

η (t, u(t), x¯(t))T gu

t, x¯, ˙¯x(t)T α¯(t)
+

d
dt
η (t, u(t), x¯(t))T

gu˙

t, x¯, ˙¯x(t)T α¯(t)+ ρ1‖θ (t, u(t), x¯(t)) ‖2 dt (24)
using Eq. (13) in Eq. (23), we obtain∫ b
a
f (t, u(t), u˙(t))dt −
∫ b
a
f (t, x¯, ˙¯x(t))dt ≥
∫ b
a

η (t, u(t), x¯(t))T
[
−gu

t, x¯, ˙¯x(t)T α¯(t)+ d
dt

fu˙

t, x¯, ˙¯x(t)
+ gu˙

t, x¯, ˙¯x(t)T α¯(t)− H t, x¯, ˙¯x(t), α¯(t) β¯(t)]
+

d
dt
η (t, u(t), x¯(t)(t))T

fu˙

t, x¯, ˙¯x(t) dt + ∫ b
a
ρ0‖θ (t, u(t), x¯(t)) ‖2dt
≥ −
∫ b
a
α¯(t)Tg(t, u(t), u˙(t))dt +
∫ b
a
α¯(t)Tg(t, x¯, ˙¯x(t))dt +
∫ b
a
(ρ0 + ρ1)‖θ (t, u(t), x¯(t)) ‖2dt
+
∫ b
a
η (t, u(t), x¯(t))T
d
dt

fu˙(t, x¯, ˙¯x(t))+ gu˙(t, x¯, ˙¯x(t))T α¯(t)

dt
−
∫ b
a
η (t, u(t), x¯(t)(t))T H

t, x¯, ˙¯x(t), α¯(t) β¯(t)dt
+
∫ b
a
[
d
dt
η (t, u(t), u˙(t))T fu˙(t, x¯, ˙¯x(t))+ ddt η (t, u(t), u˙(t))
T gu˙(t, x¯, ˙¯x(t))
]
dt
by Eq. (24)

= −
∫ b
a
α¯(t)Tg (t, u(t), u˙(t)) dt +
∫ b
a

α¯(t)Tg

t, x¯, ˙¯x(t)− η (t, u(t), x¯(t))T
× H t, x¯, ˙¯x(t), α¯(t) β¯(t) dt + ∫ b
a
(ρ0 + ρ1)‖θ (t, u(t), x¯(t)) ‖2dt
by integrating by parts and η = 0 at t = a and t = b
≥ 0 using α¯(t) ≥ 0, g (t, u(t), u˙(t)) ≤ 0, ρ0 + ρ1 ≥ 0, and Eq. (21)
which is a contradiction. Hence the result follows. 
2.2. Mond–Weir type duality
Mond–Weir’s second order dual (MWVD) of the variational primal problem (VP) becomes
(MWVD) Max
∫ b
a
f (t, u(t), u˙(t)) dt
subject to
fx (t, u(t), u˙(t))+ gx (t, u(t), u˙(t))T α(t)− ddt

fx˙ (t, u(t), u˙(t))+ gx˙ (t, u(t), u˙(t))T α(t)

+H (t, u(t), u˙(t), α(t)) β(t) = 0, t ∈ I, (25)
α(t)Tg (t, u(t), u˙(t))− β(t)TG (t, u(t), u˙(t), α(t)) β(t) ≥ 0, (26)
where
G (t, u(t), u˙(t), α(t)) = gx (t, u(t), u˙(t))T α(t)x − 2 ddt gx (t, u(t), u˙(t))T α(t)x˙
+ d
2
dt2

gx˙ (t, u(t), u˙(t))T α(t)

x˙
u(a) = γ1, u(b) = γ2; u˙(a) = δ1, u˙(b) = δ2, (27)
α(t) ∈ Rm+, β(t) ∈ Rn. (28)
Theorem 2.4 (Weak Duality). Let x(t) ∈ S(I,Rn), and (u(t), α(t), β(t)) be feasible solutions of (VP) and (MWVD),
respectively. Let
 b
a f (t, ., .)dt and
 b
a α(t)
Tg(t, ., .)dt be ρ0 − (η, θ)-invex and ρ1 − (η, θ)-invex functions in x and x˙ on I
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with respect to the same functions η, θ , for ρ0, ρ1 ∈ R with ρ0 + ρ1 ≥ 0 satisfying η = 0 at t = a and t = b and if there exist
real valued functions k (t, u(t), u˙(t), α(t)) > 0 and K (t, u(t), u˙(t), α(t)) > 0 on I × Rn × Rn with the following conditions:
β(t)TG (t, u(t), u˙(t), α(t)) β(t) ≥ 1
2
k (t, u(t), u˙(t), α(t)) ‖β(t)‖2, t ∈ I, (29)
‖H (t, u(t), u˙(t), α(t)) ‖ ≤ K (t, u(t), u˙(t), α(t)) , t ∈ I, (30)
‖β(t)‖ ≥ ‖η (t, x(t), u(t)) ‖K (t, u(t), u˙(t), α(t))
k (t, u(t), u˙(t), α(t))
, t ∈ I, (31)
then the following inequality holds between the primal (VP) and the dual (MWVD)∫ b
a
f (t, x(t), x˙(t)) dt ≥
∫ b
a
f (t, u(t), u˙(t)) dt.
Proof. Since x(t) and (u(t), α(t), β(t)) are feasible solutions of (VP) and (MWVD), respectively, we obtain∫ b
a
f (t, x(t), x˙(t)) dt −
∫ b
a
f (t, u(t), u˙(t)) dt
≥
∫ b
a
[
η (t, x(t), u(t))T fx (t, u(t), u˙(t))+

d
dt
η (t, x(t), u(t))T

fx˙ (t, u(t), u˙(t))
]
dt
+
∫ b
a
ρ0‖θ (t, x(t), u(t)) ‖2dt
ρ0 − (η, θ)-invexity of
∫ b
a
f (t, ., .)dt

≥
∫ b
a
η (t, x(t), u(t))T
[
fx (t, u(t), u˙(t))− ddt fx˙ (t, u(t), u˙(t))
]
dt +
∫ b
a
ρ0‖θ (t, x(t), u(t)) ‖2dt
by integrating by parts and η = 0 at t = a and t = b
=
∫ b
a
η (t, x(t), u(t))T
[
−gx (t, u(t), u˙(t))T α(t)+ ddt

gx˙ (t, x(t), x˙(t))T α(t)

− H (t, u(t), u˙(t), α(t)) β(t)
]
dt +
∫ b
a
ρ0‖θ (t, x(t), u(t)) ‖2dt

by Eq. (25)

=
∫ b
a
−η (t, x(t), u(t))T gx (t, u(t), u˙(t))T α(t)dt +
∫ b
a
η (t, x(t), u(t))T
×
[
d
dt

gx˙ (t, x(t), x˙(t))T α(t)
− H (t, u(t), u˙(t), α(t)) β(t)] dt + ∫ b
a
ρ0‖θ (t, x(t), u(t)) ‖2dt
≥
∫ b
a
α(t)Tg (t, u(t), u˙(t)) dt −
∫ b
a
α(t)Tg (t, x(t), x˙(t)) dt +
∫ b
a

d
dt
η (t, x(t), u(t))T

× gx˙ (t, u(t), u˙(t))T α(t)dt +
∫ b
a
(ρ0 + ρ1)‖θ (t, x(t), u(t)) ‖2dt
ρ0 − (η, θ)-invexity of
∫ b
a
α(t)Tg(t, ., .)dt

≥
∫ b
a

α(t)Tg (t, u(t), u˙(t))− η (t, x(t), u(t))T H (t, u(t), u˙(t), α(t)) β(t) dt
(by integrating by parts and η = 0 at t = a and t = b, and (5), (12))
≥
∫ b
a
[
1
2
k (t, u(t), u˙(t), α(t)) ‖β(t)‖2 − ‖η (t, x(t), u(t)) ‖K (t, u(t), u˙(t), α(t)) ‖β(t)‖
]
dt
(by Eqs. (19), (26) and (29))
=
∫ b
a
k (t, u(t), u˙(t), α(t)) ‖β(t)‖
[
1
2
‖β(t)‖ − ‖η (t, x(t), u(t)) ‖K (t, u(t), u˙(t), α(t))
k (t, u(t), u˙(t), α(t))
]
dt
≥ 0 by Eq. (31). 
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Theorem 2.5 (Strong Duality). Let x¯(t) ∈ S(I,Rn) be an optimal solution of the variational problem (VP). Suppose that b
a f (t, ., .)dt is a ρ0 − (η, θ)-invex function and
 b
a λ(t)
Tg(t, ., .)dt a ρ1 − (η, θ)-invex function with respect to the same
η, θ . Also the Weak Duality Theorem 2.4 holds between the variational primal (VP) and the Mond–Weir dual (MWVD). Then
(x¯(t), α¯(t), β¯(t) = 0) is an optimal solution of (MWVD), and the optimal values of (VP) and (MWVD) are equal.
Proof. The proof is similar to that of Theorem 2.2. 
Theorem 2.6 (Converse Duality). Let (x¯(t), α¯(t), β¯(t)) be an optimal solution of the second order dual (MWVD). Suppose that b
a fg(t, ., .)dt is a ρ0 − (η, θ)-invex function and
 b
a λ(t)
Tg(t, ., .)dt a ρ1 − (η, θ)-invex function with respect to the same η,
θ , and ρ0 + ρ1 ≥ 0. Also assume that∫ b
a

α¯(t)Tg

t, x¯(t), ˙¯x− η (t, u(t), x¯(t))T H t, x¯(t), ˙¯x(t), α¯(t) β¯(t)dt ≥ 0.
Then x¯(t) is an optimal solution of (VP).
Proof. The proof is similar to that of Theorem 2.3. 
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