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Seiberg-Witten tau-function on Hurwitz spaces
Meghan White
We provide a proof of the form taken by the Seiberg-Witten tau-function on the Hur-
witz space of N -fold ramified covers of CP 1 by a compact Riemann surface of genus g,
a result derived in [10] for a special class of monodromy data. To this end we examine
the Riemann-Hilbert problem with N × N quasi-permutation monodromies, whose
corresponding isomonodromic tau-function contains the Seiberg-Witten tau-function
as one of three factors. We present the solution of the Riemann-Hilbert problem
following [11]. Along the way we give elementary proofs of variational formulas on
Hurwitz spaces, including the Rauch formulas.
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The tau-function is a central object in the theory of integrable systems, which for
our purposes appears in the context of a Riemann-Hilbert problem. To describe
the Riemann-Hilbert problem we start with a linear system of ordinary differential
equations defined on CP 1,
dΨ
dλ
= A(λ)Ψ(λ), Ψ(λ0) = I, (1.0.1)
where A(λ) is an N × N matrix-valued function with entries given by meromorphic
functions on CP 1, with poles at the set of points λ1, ..., λM ; since the system is linear,
the singularities of any solution Ψ(λ) are confined to this set of points. By Cauchy’s
theorem we can always find local solutions away from the singularities λ1, ..., λM .
Global solutions necessitate analytic continuation, resulting in solutions which are
multi-valued under analytic continuation around a singularity [15].
Working in a neighbourhood of a point λ0 /∈ {λ1, ..., λM}, we find a local basis
of N solutions having nonzero Wronskian, and re-define Ψ to be the N × N matrix
whose columns are the N solutions. It is then simple to show using properties of the
determinant that outside of the points λ1, ..., λM the Wronskian is given by






and hence Ψ(λ) is non-singular (as a matrix) outside of the points λ1, ..., λM . It follows
that under analytic continuation Ψ(λ)→ Ψ(λ+ ℓm) around a contour ℓm containing
only the singularity λm, the columns of Ψ(λ + ℓm) form a second basis of solutions
for the system 1.0.1. Hence Ψ(λ + ℓm) and Ψ(λ) are related by right-multiplication
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by some Mm ∈ GLN(C). In this way we obtain a monodromy representation of the
fundamental group of CP 1 \ {λ1, ..., λM} [15].
The Riemann-Hilbert problem is the problem of finding differential systems of the
form 1.0.1 which give rise to a given complex representation of the fundamental group
π1[CP 1 \ {λ1, ..., λM}] [10]. We can always find such a system as long as we allow
the poles A(λ) to have arbitrary order (we must exclude the possibility of essential
singularities), however, a system with poles of prescribed orders having the desired
monodromy representation may or may not exist [15]. In this work we will examine
the Fuchsian case, the case where A(λ) has only simple poles.
The Riemann-Hilbert problem is closely related to the theory of isomonodromic
deformations of systems of differential equations, that is, deformations which preserve
the monodromy representation. Isomonodromic deformation of the system 2.1.4 pro-
duces a family of linear systems of partial differential equations
∂Ψ(λ, a)
∂λ
= A(λ, a)Ψ(λ, a), (1.0.3)
which depend analytically on a deformation parameter a. The dependence of Ψ(λ, a)
on this deformation parameter is described by a second system of linear PDE’s. The
compatibility condition for the two systems of PDE’s yields a system of nonlinear
integrable PDE’s for A(λ, a), called isomonodromy equations [13].
In the case of a Fuchsian system, the resulting isomonodromy equations are the
Schlesinger equations. The isomonodromic tau-function was first introduced by Jimbo
and Miwa for the Schlesinger system. For each solution of the Schlesinger system they
found a corresponding closed 1-form given by the (exterior) logarithmic derivative of
a holomorphic function on the space of deformation parameters: the Jimbo-Miwa
tau-function τJM [9].
More generally the isomonodromy equations form an extensive family of nonlinear
integrable systems which is of fundamental importance as a source of transcendents,
such as the six Painlevé transcendents. The full family of isomonodromic equations
arising from systems with arbitrary pole structure was written down by Jimbo, Miwa
and Ueno in [9], originally motivated by the appearance of Painlevé transcendents in
the correlation functions of certain quantum field theories. At the same they defined
the isomonodromic tau-function associated to a solution of a system of isomonodromic
equations.
Tau-functions are themselves important transcendents, appearing for example as
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partition functions of integrable quantum theories [12]. They arise as part of the natu-
ral geometric structure of isomonodromy equations: all isomonodromy equations can
be formulated as completely integrable, non-autonomous Hamiltonian systems, with
isomonodromic tau-functions acting as generating functions for commuting Hamilto-
nians. For more details see [16].
More generally a tau-function can be defined in the context of a Riemann-Hilbert
problem, where its vanishing indicates that the problem has no solution. In this
thesis we compute the Seiberg-Witten tau-function, which appears as a factor in the
Jimbo-Miwa tau-function. Working in the context of the Riemann-Hilbert problem
for the case of quasi-permutation monodromies, we use the solution of this problem
as given in [12] to write down the solutions of the Schlesinger system, and ultimately
the Jimbo-Miwa tau-function following the method in [10].
The natural context for the N -dimensional Riemann-Hilbert problem with quasi-
permutation monodromies is an N -fold ramified covering of CP 1 by a compact Rie-
mann surface L, with ramification points at the singularities λ1, ..., λM : the solution
of such a problem is given by a meromorphic function on L. The cover is described
by a pair (L, f) in the Hurwitz space Hg,N consisting of equivalence classes of degree
N meromorphic functions f defined on a compact Riemann surface of genus g, with
the branch points of the cover given by the critical points of f .
We start in chapter 2 by introducing the Riemann-Hilbert problem with quasi-
permutation monodromies. We describe the system of partial differential equations
satisfied by a solution Ψ of this problem, which encode how the solution depends on
the positions of the singularities λ1, ..., λM under isomonodromic deformation. The
corresponding nonlinear system of isomonodromy equations is the Schlesinger sys-
tem; the corresponding isomonodromic tau-function, the Jimbo-Miwa tau-function,











We end chapter 2 by describing in detail the correspondence between N × N quasi-
permutation monodromy representations of CP 1\{λ1, ..., λM}, and compact Riemann
surfaces L given by an N -fold ramified covering of CP 1.
In chapter 3 we review some important background on compact Riemann surfaces,
including the Abel map which embeds a compact Riemann surface into its Jacobian
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variety. We discuss the theta function, a holomorphic function associated to a com-
pact connected Riemann surface and defined on its Jacobian variety. In particular we
discuss the divisor of the theta function, and the conditions under which the theta
function is not identically zero.
These considerations will lead us to define a spinor, or half-differential, on a com-
pact connected Riemann surface, given by the square root of a holomorphic differential
whose only zeros are double zeros at each point in the theta function divisor. Us-
ing this spinor we are then able to define the prime form, a bidifferential E(P,Q)
holomorphic in both arguments. Together the prime-form and theta function are the
objects needed to define the solution of our Riemann-Hilbert problem.
Next we discuss the Bergman kernel, a meromorphic bidifferential B(P,Q) with
double poles on the diagonal. We prove that if ω1, ..., ωg are a normalized basis of
holomorphic differentials on the covering space L and a1, ..., ag, b1, ..., bg a canonical
basis for H1(L,Z) then the Bergman kernel satisfies∫
P∈bα
B(P,Q) = 2πiωα(Q). (1.0.5)
We also introduce the Szegö kernel S(P,Q), a meromorphic bidifferential with simple
poles on the diagonal. The Szegö kernel, or rather a modified version, is the main
component of the solution of the Riemann-Hilbert problem.
Using the Bergman kernel we can write down variational formulas, called Rauch
formulas, which describe the dependence of the normalized holomorphic differentials
ω1, ..., ωg on the positions of the singularities λ1, ..., λM . Specifically,





















We provide a proof of these formulas for the case where the singularities λ1, ..., λM








B(P, λ(j))B(λ(j), Q). (1.0.7)
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In chapter 4, we put these formulas to use in finding explicit forms for the differential
equations satisfied by τJM and τSW . We show that the Jimbo-Miwa tau-function is
composed of three factors





where τSW is the Seiberg-Witten tau-function; Θ[pq ] is the theta function with charac-
teristics p,q associated to the Riemann surface L, and Ω is a constant which depends
on the monodromies; and for (L, f) ∈ Hg,N , τB(L, f) is the Bergman tau-function
satisfying [10]







where Bvreg(P ) is given by regularizing the Bergman kernel on the diagonal:
Bvreg(P ) =







for some choice of meromorphic differential v on L.

















r(j)m dP lnE(P, λ
(j)), (1.0.11)
where r(j)m are constants determined by the monodromies. To this end we prove
several variational formulas describing the dependence of the prime form E(P,Q) on
the positions of λ1, ..., λM for arbitrary points P,Q, including branch points.














for arbitrary quasi-permutation monodromy data.
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Chapter 2
The Riemann-Hilbert problem and
tau-function
2.1 The Riemann-Hilbert problem
We start by describing the Riemann-Hilbert problem, laid out in [12], that provides
the context for our tau-function. The problem is to find a function Ψ(λ) ∈ GL(N,C)
defined on the universal cover of CP 1 \ {λ1, ..., λM}, such that
1. Ψ(λ) is normalized to satisfy Ψ(λ0) = I at a point λ0 of the universal cover,
2. Ψ(λ) has prescribed right holonomy Mγ along each γ ∈ π1[CP 1 \ {λ1, ..., λM}],
3. Ψ(λ) has regular singularities at each of the points λ1, ..., λM .
By regular singularities, we mean that Ψ(λ) increases no faster than a power of
λ− λm for λ in a neighbourhood of λm.
Let ℓ1, ..., ℓM be a basis of generators for π1[CP 1 \{λ1, ..., λM}] with basepoint λ∗,
chosen such that λm is the only singular point interior to ℓm (with the convention
that λ = ∞ is exterior to any closed contour on CP 1). Let M1, ...,MM be the
corresponding monodromy matrices in the representation of the fundamental group.
We assume that ℓMℓM−1...ℓ1 is the identity in π1[CP 1 \ {λ1, ..., λM}], so that
MMMM−1...M1 = I. (2.1.1)
We also require that the singularities of Ψ are of the form
Ψ(λ) = {Gm +O(λ− λm)}(λ− λ)TmCm, (2.1.2)
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for Gm, Cm ∈ GL(N,C) and Tm = diag(t(1)m , ..., t(N)m ); as a result, the monodromy
matrices Mm are diagonalizable (not necessarily simultaneously), with
Mm = C−1m e2πiTmCm. (2.1.3)
We call the set {λm,Mm, Tm}Mm=1 the monodromy data for our Riemann-Hilbert
problem, as it encodes all the monodromy properties of the solution Ψ(λ), namely
the monodromies and local expansions of Ψ(λ) at each λm. As we shall see in chapter









where Am = GmTmG−1m ; in other words the system is Fuchsian.
2.2 The Schlesinger system and isomonodromic tau-
function
Closely related to our Riemann-Hilbert problem is the question of how the monodromy
data {λm,Mm, Tm}Mm=1 depends on the positions of the singularities λ1, ..., λM . We
therefore take a = (λ1, ..., λM) ∈ CN as our deformation parameter; under isomon-







λ− λmΨ(λ, a) (2.2.1)




The requirement that the monodromiesM1, ...,MM be independent of the choice
of (λ1, ..., λM) ∈ CN leads to a second system of partial differential equations, de-











Writing down the compatibility condition ∂λm∂aΨ = ∂a∂λmΨ for the two systems 2.2.1
and 2.2.2 and taking residues at λ = λm and λ = λn, we immediately get a nonlinear
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λn − λm −
[An(a), Am(a)]














These are the Schlesinger equations. The solution Ψ(λ) of the Riemann-Hilbert prob-
lem with monodromy data {λm,Mm, Tm}Mm=1 satisfies equation 2.2.2 if and only if
the corresponding coefficients Am satisfy the Schlesinger equations. Indeed, we can
identify the space of coefficients{
A1, ..., AM ∈ End(CN) : A1 + ...+ AM = 0
}
(2.2.4)
with the space of monodromy representations
{M1, ...,MM ∈ GLN(C) :M1 · ... · MM = I} (2.2.5)
of π1[CP 1 \ {λ1, ..., λM}] using the following holomorphic map, which is in fact a
locally analytic isomorphism (for more details see [2]). The coefficients A1, ..., AM
define an Ehresmann connection on the trivial holomorphic vector bundle of rank n









This connection is holomorphic on CP 1 \ {λ1, ..., λM}. Moreover the Schlesinger
equations are equivalent to the vanishing of the curvature of the connection, therefore
taking its monodromy around each of the singularities λ1, ..., λM defines a monodromy
representation of π1[CP 1 \ {λ1, ..., λM}].
Next, for a given solution of the Schlesinger system we can define a meromorphic










The Schlesinger equations imply that dωJMU = 0. Moreover ωJMU has only simple
poles- see theorem 2 of [14]. Hence we can find a holomorphic function such that
ωJMU = δ ln τJM . (2.2.8)
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This is the original tau-function discovered by Jimbo and Miwa and generalized
to non-Fuchsian isomonodromic systems by Jimbo, Miwa and Ueno in [9].
Let Ψ(λ) solve the Riemann-Hilbert problem outlined above. Since Ψ(λ) satisfies





We can therefore rewrite equation 2.2.7 to obtain the following differential equation















Let (Θ) denote the zero divisor of τ in the universal covering of the space {{λm}Mm=1 ∈
CM : m ̸= n ⇒ λm ̸= λn}. Then as we shall see in chapter 4, if λm ∈ (Θ) for any
1 ≤ m ≤ M the solution of the Schlesinger system is singular. In this case the
Riemann-Hilbert problem corresponding to the monodromy data {λm,Mm, Tm}Mm=1
does not have a solution.
2.3 Branched coverings and quasi-permutation mon-
odromies
Our setting for all that follows will be a branched covering from a compact connected
Riemann surface L to the Riemann sphere CP 1- see, e.g., chapter 1 of [6]. A branched
covering is a continuous surjection Π : L → CP 1 such that any λ ∈ CP 1 has an
open neighbourhood U whose preimage Π−1(U) is a disjoint union of N open sets
each homeomorphic to U , with the exception of finitely many ramification points
λ1, ..., λM .
Any such branched cover corresponds to a meromorphic function of degree N on
L, with critical points at the branch points of the covering. Let L1 and L2 both have
genus g, then two covers p1 : L1 → CP 1 and p2 : L2 → CP 1 given by meromorphic
functions p1 and p2 of degree N are equivalent if there exists a biholomorphic function
f : L1 → L2 such that p2 ◦ f = p1. The space of equivalence classes of degree N
meromorphic functions on Riemann surfaces of genus g is the Hurwitz space Hg,N .
The result of the cover is that L consists of N copies of CP 1, called sheets, glued
together at a finite set of branch points, each of which lies in the preimage of one of
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the points λ1, ..., λM . Note that L need not be connected. For any curve γ in CP 1
starting at a point λ and P ∈ L such that Π(P ) = λ, there is a unique curve Γ- the
lift of γ- starting at P and projecting to γ.
The lift of a closed curve γ ∈ π1[CP 1 \ {λ1, ..., λM}] need not be a closed curve in
π1(L). However the startpoint and endpoint of the lifted curve must project to the
same point λ ∈ CP 1, with the endpoint uniquely determined by the homology class
of γ. In this way a closed curve γ with basepoint λ acts on the set Π−1(λ): for each
P ∈ Π−1(λ) we take the corresponding lifted curve Γ with startpoint P , and we map
P to the endpoint of Γ.
We thus obtain a GL(N,C) representation of the group π1[CP 1 \ {λ1, ..., λM}].
Specifically, for any point λ ∈ CP 1 let λ(j) ∈ Π−1(λ) be its preimage lying on the
jth sheet. Then for each of the generators ℓm of π1[CP 1 \ {λ1, ..., λM}], the lifted
curve Π−1(ℓm) in L is a union of non-intersecting curves ℓ(1)m , ..., ℓ(N)m . Each of the
components ℓ(j)m has start and endpoints in the preimage of λ∗. We denote by ℓ
(j)
m the
component starting at λ(j)∗ , and denote by λ
(jm[j])∗ its endpoint. Then j = jm[j] if and
only if λ(j)m is not a branch point, so that the matrix corresponding to ℓm is
(Mm)jl = δjm[j]l. (2.3.1)
The matrices M1, ...,MM have only one non-zero entry per row or column, and all
nonzero entries equal to 1; such matrices are called N ×N permutation matrices and
are in one-to-one correspondence with elements of the symmetric group SN .
Definition 2.3.1. We call the representation M a permutation representation if Mγ
is a permutation matrix for all γ ∈ π1[CP 1 \ {λ1, ..., λM}].
In this way we can associate a unique N ×N permutation representation to any
N -fold branched covering Π : L → CP 1. The converse is also true. Given an N ×N
permutation representationM of π1[CP 1\{λ1, ..., λM}], we can glue N copies of CP 1
together to obtain a unique compact Riemann surface L (not necessarily connected)
and covering map Π : L → CP 1 with monodromies corresponding to M. For a
description of this construction see page 257 of [7]. In other words,
Lemma 2.3.1. There is a one-to-one correspondence between N × N permutation
representations of π1[CP 1\{λ1, ..., λM}] and N-fold ramified coverings of the Riemann
sphere by a compact Riemann surface with branch points projecting to λ1, ..., λM .
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If L is connected- we can guarantee this by requiring that M cannot be decom-
posed into a direct sum of two or more permutation representations with respect to
the same basis in CN - it is easy to determine the branch points of the corresponding
cover and genus of L from the representation M. Each Mm naturally acts as a per-
mutation of a basis e1, ..., eN for CN . Let O(ei1), ..., O(ein(m)) be the orbits under the
action ofMm and define |O(eij)| = k(j)m for j = 1, ..., n(m). Then the branched cover
must have n(m) distinct points lying over the point λm; the k
(j)
m form a partition of
N specifying the number of sheets meeting at each of the n(m) points.
For each k(j)m ≥ 2 the corresponding point over λm is a branch point of order
k
(j)
m . The Riemann-Hurwitz formula for the branched cover therefore implies that the










−N + 1. (2.3.2)
Note that we can sum over all points lying over the ramification points λm instead
of just branch points, since the terms k(j)m = 1 do not contribute. In the following
chapters we will continue to treat ordinary points lying over λm like branch points of
order k(j)m = 1. With this convention we can allow the possibility that Mm = I for
some 1 ≤ m ≤M , in which case all points lying above λm have order k(j)m = 1.
Next, we call a matrix a quasi-permutation matrix if it has only one non-zero
entry per row or column, which need not equal 1. Such matrices form a subgroup
of GL(N,C), therefore it is possible to have a representation M in which Mγ is a
quasi-permutation matrix for any γ ∈ π1[CP 1 \ {λ1, ..., λM}]. In this case we call the
representation M a quasi-permutation representation.
To any quasi-permutation representation M we can associate a unique permuta-
tion representationM0, by replacing all non-zero entries of matricesMγ by 1. We can
then construct the branched covering corresponding to the representationM0. Hence
there is a natural correspondence between N ×N quasi-permutation representations
of π1[CP 1 \ {λ1, ..., λM}], and N -fold branched coverings of CP 1.
Unlike the N × N permutation representation, we clearly have more than one
choice of N × N quasi-permutation representation associated to the same branched
covering. From lemma 2.3.1 we can see that two quasi-permutation representations
correspond to the same branched covering iff we obtain the same permutation repre-
sentation by replacing all nonzero matrix entries with 1.
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It is easy to see that under a change of basis Ψ→ ΨD for some D ∈ GLN(C) the
monodromy matrices transform as Mγ → DMγD−1 for all γ ∈ [CP 1 \ {λ1, ..., λM}].
Under such a transformation the tau-function is unchanged, since the term dΨΨ−1 on
the right-hand side of equation 2.2.10 is invariant. Since multiplication by a diagonal
matrix preserves locations of nonzero entries, we conclude that two quasi-permutation
monodromy representations are equivalent if they are related by conjugation by a
diagonal matrix D ∈ GLN(C).
Moreover two matrices D and D′ related by scalar multiplication effect the same
transformation since det(D) cancels out from the determinant ofMγ. Therefore two
quasi-permutation representations are equivalent if there exists a diagonal matrix D
with det(D) = 1 such that
M′γ = DMγD−1 ∀ γ ∈ π1[CP 1 \ {λ1, ..., λM}]. (2.3.3)
We make two further assumptions about the quasi-permutation representation in
our Riemann-Hilbert problem.
Assumption 1. The representation M cannot be decomposed into a direct sum of
two other quasi-permutation representations with respect to the same basis in CN .
In this case the permutation representationM0 also does not have such a decom-
position, and consequently the associated branched covering L is connected. This
condition is weaker than the assumption thatM is irreducible, sinceM may possess
a non-trivial subrepresentation so long as it is not a quasi-permutation representation.
Recall the representation is reducible if there is a non-trivial subspace of CN invariant
under the action of the representation matrices; we then obtain a non-trivial subrep-
resentation by restricting the action of the representation matrices to this subspace.
Assumption 2. The monodromy matrices cannot be simultaneously diagonalized.
If this were not the case, the matrix Riemann-Hilbert problem could be decom-
posed into a direct sum of N independent scalar Riemann-Hilbert problems.
We are now in a position to determine the dimension of the space of N ×N quasi-
permutation matrices corresponding to a given branched covering Π : L → CP 1 by a
compact, connected Riemann surface L.
Definition 2.3.2. Let M(L) denote the space of all irreducible quasi-permutation
monodromy representations corresponding to the branched cover L, and let Q(L) de-
note the space of orbits of M(L) under the diagonal conjugation action of GLN(C).
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Lemma 2.3.2. The orbit space Q(L) is a manifold of dimension MN − 2N + 1.
Proof. The space M(L) is (M − 1)N -dimensional: each Mm has N nonzero entries,
and specifying M − 1 of the monodromy matrices uniquely determines the Mth ac-
cording to equation 2.1.1. Meanwhile the space of matrices D is parameterised by
N−1 diagonal entries of D, the Nth being uniquely determined by the normalization
det(D) = 1.
Going back to equation 2.1.4 note that under the transformation Ψ → ΨD the
matrices A1, ..., AM transform as Am → D−1AmD. Exploiting the fact that the spaces
of monodromy matricesM1, ...,MM and connection coefficients A1, ..., AM are locally
isomorphic, we can determine the dimension of the orbits ofM(L) by the dimension
of the corresponding orbits of connection coefficients.
The Lie group GLN(C) acting on its Lie algebra End(CN) gives a coadjoint rep-
resentation of GLN(C) (in the case of a matrix Lie group the Lie algebra is equal
to its own dual), and hence the orbits of End(CN) under this action are symplectic
manifolds. Moreover the tangent space to the orbit O(Am) at Am ∈ End(CN) is
isomorphic to End(CN)/stab(Am), where stab(Am) is the Lie algebra of the subgroup
Stab(Am) ≤ GLN(C) of matrices commuting with Am.
Now let the M -tuple (A1, ..., AM) correspond to some (M1, ...,MM) ∈ M(L),
and let O(A1, ..., AM) be the orbit under the action 2.3.3 which contains (A1, ..., AM).
The tangent space to the orbit at (A1, ..., AM) is isomorphic to the Lie algebra g of
the subgroup G = {D ∈ GLN(C) : D diagonal, det(D) = 1}, modulo the matrices
in g which simultaneously commute with each of A1, ..., AM . Note that such a ma-
trix cannot exist, since otherwise A1, ..., AM and consequentlyM1, ...,MM would be
simultaneously diagonalizable.
Therefore the orbits have dimension dim(g) = dim(G) = N−1, and the dimension
of Q(L) is given by subtracting this dimension from the dimension of M(L).
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Chapter 3
Variational formulas on compact
Riemann surfaces
3.1 Compact Riemann surfaces
We start by reviewing some basic facts of compact Riemann surfaces, following [1].
Let L be a compact Riemann surface of genus g ≥ 1. The first homology of L is
H1(L,Z) = Z2g and we can find a canonical basis of cycles a1, ..., ag, b1, ..., bg with
intersection indices aα#aβ = 0, bα#bβ = 0 and aα#bβ = 1, whose homology classes
generate H1(L,Z) = Z2g. We can cut L open to obtain a simply connected domain Lˆ
by picking a point P0 ∈ L and representatives in π1(L, P0) of (the homotopy classes
of) a1, ..., ag, b1, ..., bg, and removing this set of cycles from L.
Next, the first cohomology has dimension 2g; we can find a basis of holomorphic





ωβ = Bαβ. (3.1.1)
The resulting matrix B, which is symmetric and has positive definite imaginary part,






ωg ∈ Cg. (3.1.2)
It follows from the Riemann bilinear relations that the set of such vectors form a
nondegenerate lattice Λ. Namely, for any ω, η ∈ C(ω1, ..., ωg) the Riemann bilinear
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relations state [1] ∫
L















We therefore define the quotient space J(L) = Cg/Λ; this space is an abelian variety
called the Jacobian variety of L. Next, for some choice of basepoint P0 ∈ L we define




ωα mod Λ, 1 ≤ α ≤ g. (3.1.4)
The Abel map is independent of the path of integration, since the integrals over
any two choices of path differ by an element of Λ. Moreover the differential dU =
(ω1, ..., ωg) of the Abel map is nowhere vanishing: there cannot exist a point in L where
all holomorphic differentials simultaneously vanish. Otherwise by the Riemann-Roch
theorem there would exist a meromorphic function with only a single simple pole at
this point, contradicting that g > 0 [1].
More generally, for any divisor D =
∑
i kiPi where ki ∈ Z, Pi ∈ L we define
U(D) =
∑
i kiU(Pi). The Abel theorem states that U(D) = 0 if and only if D = 0,
or equivalently D is a principal divisor (the divisor of a meromorphic function on L)
[1]. Consequently if U(P ) = U(Q) for points P ̸= Q in L, their difference P −Q is a
principal divisor; as before, the existence of a meromorphic function with this divisor
contradicts g > 0.
Hence the Abel map embeds L into its Jacobian variety J(L). The Jacobian
variety will provide the setting to define a theta function associated to L in the











, 1 ≤ α ≤ g. (3.1.5)
The vector −2K is equal to the Abel map of the canonical divisor class on L: a divisor
D2g−2 of degree 2g − 2 is the divisor of a differential iff U(D2g−2) = −2K [1]. Note
that K depends on both the basepoint P0, and the choice of basis for π1(L). However
differentiating equation 3.1.5 with respect to P0 gives





Using the above equation it is easy to see that the vector e = U(Dg−1) + K is
independent of P0.
3.2 The theta function and the prime-form
To any compact connected Riemann surface L we can associate a theta function,
a quasi-periodic holomorphic function Θ[pq ] : C
g → C with periodicity properties
defined by the normalized period matrix Bαβ. The result is that the theta function
composed with the Abel map gives a multi-valued function on L, periodic around the
a- and b-cycles up to a non-vanishing multiplicative constant.
Given a symmetric matrix B ∈ GL(g,C) whose imaginary part is a symmetric,
positive definite real matrix, and a choice of vectors called characteristics p,q ∈ Cg,
the corresponding theta function is defined by its periodicity relations
Θ[pq ](z+ eα|B) = exp (πipα)Θ[pq ](z|B),
Θ[pq ](z+B · eα|B) = exp (−πiqα − πiBαα − 2πizα)Θ[pq ](z|B),
(3.2.1)














We can define a smooth function L → C by taking Θ[pq ](U(P )|B); then by the
periodicity relations for Θ[pq ](z|B), under analytic continuation
Θ[pq ](U(P + aα)|B) = exp(πipα)Θ[pq ](z|B),
Θ[pq ](U(P + bα)|B) = exp(−πiqα − πiBαα − 2πiUα(P ))Θ[pq ](z|B).
(3.2.3)
We can differentiate the function Θ[pq ](z|B) by noting that
d
dP
















where x(P ) is a local coordinate in a neighborhood of P . From now on we suppress
the dependence of Θ[pq ] on B.
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Next, we make some remarks about the role of the characteristics p,q. To each







B · q. (3.2.5)
We can now state the following version of the Riemann vanishing theorem, which
explains the conditions for which the theta function is non-singular. For more details,
see chapter 5 of [1].
Theorem 3.2.1. We have Θ[pq ](U(P )) ≡ 0 on L iff e = U(Dg−1) +K where Dg−1 is
a positive divisor of degree g − 1 such that i(P0 +Dg−1) > 0, for P0 the basepoint of
the Abel map.
Otherwise, if Θ[pq ](U(P )) ̸≡ 0, then e = U(Dg−1)+K for some divisor Dg−1 = P1+
...+Pg−1 such that i(Dg−1) = 1. In this case, the zero divisor of Θ[pq ](U(P )−U(Q))
is equal to Dg−1 +Q.
From now on we assume that p,q are chosen such that Θ[pq ] ̸≡ 0. For p,q ∈ Zg,
we have the additional relation [1]
Θ[pq ](-z) = exp(πip
t · q)Θ[pq ](z). (3.2.6)
Hence when pt · q is odd (respectively even), the function Θ[pq ](z) is odd (even) as a
function of z and we call the characteristics p,q odd (even) half-integer characteristics.





The condition that (p∗)t ·q∗ is odd guarantees that ∆ ̸≡ 0 as a point in the Jacobian,
while clearly 2∆ ≡ 0. Hence
U(2D∆g−1) = 2∆− 2K = −2K, (3.2.7)


















Clearly (ω∆) ≥ D∆g−1, and by Theorem 3.2.1 i(D∆g−1) = 1. Hence ω∆ is the unique
differential satisfying (ω∆) ≥ D∆g−1, and the divisor D satisfying U(D∆g−1+D) = −2K
is also unique [1]. Since D = D∆g−1 satisfies the relation, (ω∆) = 2D∆g−1.
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Formally, a half-differential or spinor f(x)
√
dx is a system of locally holomorphic func-















on all triple intersections Ui ∩ Uj ∩ Uk [1]. With this definition we have the natural
property that whenever h is a spinor, h2 is a holomorphic differential with only double
zeros, and conversely whenever a holomorphic differential ω has only double zeros,√
ω is a spinor. There are 4g ways to choose the square roots, corresponding to two
possible assignments of half-periods for each of the a- and b-cycles [1].
Lemma 3.2.2. The spinor h(P ) satisfies h(P+aα) = exp(πip∗α)h(P ) and h(P+bα) =
exp(−πiq∗α)h(P ).
Proof. Using equation 3.2.3,




q∗ ](U(P )− U(Q))
]
P−aα=Q














exp (−πiq∗α − πiBαα − 2πi[Uα(P )− Uα(Q)]) dPΘ[p
∗












exp (−πiq∗α − πiBαα − 2πi[Uα(P )− Uα(Q)]) dPΘ[p
∗




= exp (−2πiq∗α − 2πiBαα)
×
[

















q∗ ](U(P )− U(Q))
h(P )h(Q)
. (3.2.14)
By oddness of Θ[pq ] we have E(P,Q) = −E(Q,P ). With respect to either P or Q, the
numerator has divisor D∆g−1 + Q by Theorem 3.2.1 and the denominator has divisor
(h) = D∆g−1. Therefore the prime-form is holomorphic, with a simple zero at each





































(x(P )− x(Q))2) , (3.2.16)
where x is a local coordinate on a neighbourhood containing the points P,Q. Like the
theta function, E(P,Q) is not single-valued; using equation 3.2.3 and Lemma 3.2.2,
E(P + aα, Q) = E(P,Q) = E(P,Q+ aα),
E(P + bα, Q) = exp[−πiBαα − 2πi(U(P )− U(Q))]E(P,Q),
E(P,Q+ bα) = exp[−πiBαα − 2πi(U(Q)− U(P ))]E(P,Q).
(3.2.17)
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Together equation 3.2.17 and Lemma 3.2.16 imply E(P,Q) is independent of the
choice of odd characteristics p∗,q∗: since the a- and b-periods of E(P,Q) do not de-
pend on p∗,q∗, E(P,Q) must be independent up to multiplication by a holomorphic,
hence constant function, and Lemma 3.2.16 implies that the constant must be 1.
3.3 The Bergman and Szegö kernels
We can now introduce the final two ingredients needed for the solution of the Riemann-
Hilbert problem. The Bergman kernel is a symmetric meromorphic (1, 0)×(1, 0)-form,








where the non-singular part H(x(P ), x(Q)) depends on the coordinate chart [1].
Lemma 3.3.1. The normalization condition
∫
P∈aα B(P,Q) = 0 implies that∫
P∈bα
B(P,Q) = 2πiωα(Q). (3.3.2)
Proof. The proof follows from the bilinear relation for a meromorphic differential ω
and a differential of the second kind η (a meromorphic differential having zero residue


























where (ωη)∞ is the pole divisor of the product ω(P )η(P ). Inserting B(P,Q) and


























ωα(P ) = −ωα(Q),
(3.3.5)
and the result follows.
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In chapter 4 we will encounter the Bergman tau-function as one of the factors,
alongside the Seiberg-Witten tau-function, making up the Jimbo-Miwa tau-function.
The Bergman tau-function on the Hurwitz space Hg,N is defined for a meromorphic
function f ∈ Hg,N . It is defined using the regularization of the Bergman kernel on
the diagonal: for an arbitrary Abelian differential v on L, this is the differential
Bvreg(P ) =






















Finally let p,q be half-integer characteristics such that Θ[pq ](0) ̸= 0 (in contrast
to the odd characteristics p∗,q∗ used for the prime-form). We define the Szegö kernel,




Θ[pq ](U(P )− U(Q))
E(P,Q)
. (3.3.9)
Using equations 3.2.17 and 3.2.3, under analytic continuation the Szegö kernel satisfies
S(P + aα, Q) = exp(πipα)S(P,Q),
S(P + bα, Q) = exp(−πiqα)S(P,Q),
(3.3.10)
with the inverse factors for analytic continuation with respect to Q.






































∂P [(x(P )− x(Q))S(P,Q)]
= S(P,Q)− Θ[
p













(x(P )− x(Q)) .
(3.3.14)































We can relate the Szegö and Bergman kernels using the following lemma from
Fay- see lemma 2.12 in [3].
Lemma 3.3.3. For any choice of e ∈ Cg, we have














Now since p,q are even characteristics, using equation 4.1.8 we have










Finally, in the next chapter we will need the following Fay identity, which can be
found as corollary 2.19 in [3]. For any two sets of points P1, ..., PN and Q1, ..., QN we
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have, writing P instead of U(P ) inside the argument of the theta function to make
the equation more compact,
det
[















3.4 Rauch Variational Formulas
The Rauch variational formulas allow us to compute the first variation of the holomor-
phic one-forms and period matrix Bαβ with respect to the singular points λ1, ..., λM .
We will need these formulas in order to write down the explicit forms of the differen-
tial equations satisfied by the Jimbo-Miwa and Seiberg-Witten tau-functions in the
next chapter.
Theorem 3.4.1. The dependence of the holomorphic differentials {ωα}gα=1 and the
period matrix Bαβ on the position of the branch point λm is given by the Rauch
formulas


















where λ(j) is the point projecting to λ on the jth sheet.
To prove this theorem we make use of the fact that if two meromorphic differentials
on a compact Riemann surface have matching pole divisors and principal parts at each
pole, as well as matching a- and b- periods, then they must be equal. Indeed, in this
case taking their difference defines a holomorphic differential with vanishing a- and
b-periods, which must therefore be identically zero.
We also make use of the following lemmas.
Lemma 3.4.2. Let η(P ) be a meromorphic differential on L. Then ∑Nj=1 η(λ(j)) is












Proof. It is easy to see this from the corresponding contour integrals. Let ℓ(j)m be the
lift of ℓm to the jth sheet of the cover, where ℓm is the closed curve containing λm



























number of sheets meeting at each of these n(m) points. If λ(i)m is a ramification point,
then taking the union of the curves ℓ(j)m on each of the k(i)m sheets meeting at λ(i)m we




m containing λ(i)m and no other ramification points.
























Lemma 3.4.3. Whenever ω(P ) is a holomorphic differential on L, ∑Nj=1 ω(λ(j)) is
a holomorphic differential on CP 1, and therefore
N∑
j=1
ω(λ(j)) = 0. (3.4.5)
Proof of lemma. The only points λ at which
∑N
j=1 ω(λ
(j)) might fail to be holomor-
phic are the branch points. Let km be the number of sheets meeting at Pm, and let
λ
(j)
m be the point projecting to λm on the jth sheet, so that Pm appears km times in
the sequence of points λ(1)m , ..., λ(N)m .
Taking λ = Π(P ), in a neighborhood of P = Pm we define the local parameter













dλ, Ak ∈ C, (3.4.6)
24
where dxm/dλ = 1kmx
1−km
m . Note that under analytic continuation around λ→ λ+ℓm














The sum over j is zero for each 0 ≤ k ≤ km − 2, and hence ω is O(1).
Proof of theorem. We begin by proving the first equation in the case that Pm is the
sole branch point projecting to λm. As in the proof of lemma 3.4.3, let km be the
order of the branch point Pm and define the local parameter xm = (Π(P )− λm)1/km












(Π(P )− λm)(k+1)/km−1dλ, Ck ∈ C. (3.4.8)







1− k + 1
km
)
xk−kmm (P )dxm. (3.4.9)





















Otherwise for P near another branch point Pn we have ∂λmωα(P ) = O(1)dxn(P ).
In this case the right-hand side of equation 3.4.1 is clearly also O(1)dxn(P ). Thus
∂λmωα(P ) is a differential of the second kind, with its only pole at P = Pm.
Moreover the a-periods of ∂λmωα are zero as a result of the normalization of ωα
(this fact is consistent with equation 3.4.1 by normalization of B(P,Q)). We can
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To show that the integrands are equal it therefore suffices to show that they have
matching principal parts at P = Pm. Note that only the singular term of B(P, λ(j))








































































and we recover the principal part of ∂λmωα(P ) in equation 3.4.10.
For the general case let P1, ..., Pn(m) be the set of branch points projecting to λm.
In this case let λ(j)m be the point projecting to λm on the jth sheet, and let k
(j)
m be the
number of sheets meeting at λ(j)m so that Pi = λ
(j)
m appears k(j)m times in the sequence
of points λ(1)m , ..., λ(N)m .
For P in a neighborhood of λ(j)m we take λ = Π(P ) and define the local parameter
x
(j)
m = (λ− λm)1/k(j)m . Then dx(j)m = (k(j)m )−1(x(j)m )1−k
(j)
m dλ so that if λ(j)m is an ordinary
point dx(j)m = dλ. We have expansions of the form 3.4.8 and 3.4.10 at each of the
points λ(1)m , ..., λ(N)m .
However this time when we compute the b-period of ∂λmωα using equation 3.3.3,

















, λ(j)m = Pi, (3.4.16)





























We therefore once again have







Now computing the b-periods of ∂λmωα(P ) and using Lemma 3.3.1 gives us the
variation of the matrix component Bαβ:









Finally, using lemma 3.4.3 we have


















B(P, λ(j))B(λ(j), Q). (3.4.21)
Proof. Similar to before we show that the differentials on either side of equation 3.4.21
have matching periods, poles and principal parts with respect to P ; by symmetry of
B(P,Q) the same equivalence will hold with respect to Q. Therefore fix Q.
Note that ∂λmB(P,Q) has vanishing a-periods by normalization of B(P,Q), while














which is clearly consistent with equation 3.4.21.
Next, assume temporarily that our fixed Q satisfies Π(Q) ̸= λm. Then since
B(P,Q) is holomorphic at all points P ̸= Q, an identical argument to the proof of
theorem 3.4.1 shows that ∂λmB(P,Q) has a pole at each ramification point project-
ing to λm with principal part consistent with 3.4.21. At P = Q we simply have
∂λmB(P,Q) = O(1)dx(P ).
Otherwise if Q = Pm for some ramification point Pm projecting to λm, B(P, Pm)
is still holomorphic outside of P = Pm; the same argument shows that ∂λmB(P, Pm)
has poles at each ramification point Pn ̸= Pm projecting to λm, and the principal
parts are found in an identical manner.
However we must check that the right-hand side of equation 3.4.21 has the correct




































Finally, we set Q = Pm in the right-hand side of equation 3.4.21 and show that the
expansion at P = Pm has the same principal part as 3.4.24. For P and λ(j) sufficiently

































The residue will simplify in the same manner as the residue in equation 3.4.14, with























4.1 Solution of the Riemann-Hilbert problem
The solution Ψ of the Riemann-Hilbert problem as stated in chapter 2 will depend
on several parameters. Firstly, the solution has the Szegö kernel as a main ingredient
and therefore depends on the choice of characteristics p,q ∈ Cg.
Secondly, we introduce N parameters r(j)m ∈ C corresponding to the points λ(j)m














r(j)m = 0. (4.1.1)
This fact will be justified later on, when we see that the residue of the solution A(λ)




m . As a result the number of






k(j)m − 1 =MN − 2g − 2N + 1, (4.1.2)
where we used the Riemann-Hurwitz formula from equation 2.3.2, and as usual k(j)m
is the number of sheets meeting at the point λ(j)m . Together with p,q we thus have
a total of MN − 2N + 1 independent parameters, which according to lemma 2.3.1
is enough to uniquely specify the solution Ψ(λ) corresponding to the monodromies
M1, ...,Mm.
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Next, we discuss the contours on L that will be used to tabulate the monodromies
of Ψ around each γ ∈ π1 [CP 1 \ {λ1, ..., λM}]. Let S be a contour on Lˆ connecting
the basepoint of the Abel map P0 with each of the points λ
(j)
m for 1 ≤ m ≤ M and
1 ≤ j ≤ N , including both branch points and ordinary points. We require that the
basepoint λ∗ of the contours ℓ1, ..., ℓM does not coincide with the projection of S or
any of the set of cycles {aα, bα}gα=1 onto CP 1. Letting ℓ(j)m be the contour projecting
to ℓm contained in the jth sheet, we define the intersection indices
I(j)mα = ℓ
(j)
m ◦ aα, J (j)mα = ℓ(j)m ◦ bα, K(j)m = ℓ(j)m ◦ S, (4.1.3)
for 1 ≤ m ≤M, 1 ≤ α ≤ g and 1 ≤ j ≤ N .





Since dλ has a double pole at λ = ∞, the lifted differential dλ(P ) will have double
poles at each of the N points projecting to ∞. Meanwhile using the local parameter
xm = (λ− λm)1/km clearly dλ(P ) has zeros of order km − 1 at each branch point Pm.
Therefore
√
dλ(P ) is not a holomorphic section of a spinor bundle on L.
However, it is possible to define the lift such that the function h(P )/
√
dλ has
trivial automorphy factors along the basic cycles. This function, which has poles of
order 1/2 at each Pm, will have automorphy factor −1 along the cycles ℓm [11].




, λ = Π(P ), µ = Π(Q). (4.1.5)
As a result of our definition of the lift of
√
dλ, the function f(P,Q) will have
holonomies exp (πip∗α) around aα, exp (−πiq∗α − 2πi[Uα(P )− Uα(Q)]) around bα, and
exp(2πi(km − 1)) around ℓm.
Now we can finally describe how the solution Ψ(λ0, λ) given in [12] is constructed.
Taking λ sufficiently close to λ0, we define the germ of the component functions
Ψjk(λ0, λ) : Lˆ → CP 1 in terms of a bi-meromorphic function ψ : Lˆ × Lˆ → CP 1:
Ψkj(λ0, λ) = ψ(λ
(j), λ
(k)
0 ), 1 ≤ k, j,≤ N, (4.1.6)
where as usual λ(k) is the point on the kth sheet projecting to λ. The function ψ(P,Q)
is given by
ψ(P,Q) = Sˆ(P,Q)E0(λ, µ), λ = Π(P ), µ = Π(Q), (4.1.7)
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where Sˆ(P,Q) is the modified Szegö kernel
Sˆ(P,Q) =























m ). Similar to the original Szegö
kernel, p,q are even half-integer characteristics chosen to satisfy Θ[pq ](Ω) ̸= 0.

























m = 0. Therefore Ω is independent of the choice of
basepoint P0.
Taking e = Ω in Lemma 3.3.17 gives the following relation between the modified
Szegö kernel and Bergman kernel:










The Szegö kernel has the same automorphy factors as S(P,Q) under analytic con-
tinuation around a- and b-cycles. These relations follow from the holonomy properties








We are finally ready to state the solution of the Riemann-Hilbert problem that
we defined in chapter 2.
Theorem 4.1.1. Let Ψ(λ0, λ) be the function given by analytic continuation of the
germ defined by equation 4.1.6 from a neighbourhood of λ0 to the universal cover Tˆ
of CP 1 \ {λ1, ..., λM}. Then Ψ is non-singular and non-degenerate on Tˆ with regular
singularities at each λm, and satisfies the normalization Ψ(λ0, λ0) = I. It solves the




















J (j)nα (pα + p
∗





where jn(j) is the sheet on which the contour ℓn ends.
Proof of theorem. First, we check the normalization condition Ψjk(λ0, λ0) = δjk. In


























We require that λ0 be an ordinary point; therefore we have the local parameter









None of the factors in the product over m, ℓ are zero for λ close to λ0, and for
j = k the product equals 1. Therefore ψ(λ(j)0 , λ
(k)
0 ) = δjk.
Next, setting setting Pj = λ(j) and Qk = λ
(k)
0 in Fay’s identity 3.3.18 and dividing


























































































(j)) = 0, (4.1.16)
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by holomorphicity of ωα (lemma 3.4.3), and therefore the theta function terms will
simplify to 1.
As a function of λ, equation 4.1.15 is holomorphic and nonzero outside the points
λm since in particular we have already shown det(Ψjk(λ0)) = 1. Moreover this func-
tion has zeros at each λm, with each distinct branch point Pn lying over λm contribut-


















for λ in a neighbourhood of λm. This expression is nonzero since each branch point
Pn lying over λm contributes a factor of x
N(1−kn)/2
m resulting from the half-differential√
dλ, and a factor xN(kn−1)/2m resulting from the terms such that λ(k)m = λ(j)m and j < k.


















which has the required zeros.
We will show that
















The right-hand side of equation 4.1.19 is clearly holomorphic and has zeros of the
required orders at each λm. Therefore we need only show that it has the same
holonomies as the right-hand side of equation 4.1.15 to show that the two expres-
sions must be equivalent up to multiplication by a holomorphic, hence constant func-
tion. Then since 4.1.19 agrees with det[Ψjk(λ0, λ0)] = 1 we will have shown the two
expressions are equivalent.
Using equation 3.2.17, the right-hand side of 4.1.19 is invariant under analytic















= exp (2πiΩ) . (4.1.20)
Using equation 4.1.15 we compute the holonomies of det(Ψjk) and show that they
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match. Under analytic continuation λ(i)α → λ(i)α + aα the theta function term con-
tributes a factor exp(πip∗α), while for analytic continuation around bα we get a factor
exp
[







= exp [−πiq∗α − πiBαα] .
(4.1.21)
Moreover the automorphy factors of the term 1/
√
dλ in the lift of E0(λ, λ0) will
cancel the factor of exp(πip∗α) under analytic continuation around aα and the factor
exp(−πiq∗α) under analytic continuation around bα. Consequently equation 4.1.15
is invariant under analytic continuation around aα, since the prime-forms on L are
invariant.
Next, consider the determinant in the right-hand side of 4.1.15. Under analytic
continuation λ(i) → λ(i)+ bα the row corresponding to j = i picks up an overall factor










Bαα + 2[Uα(λ(i))− Uα(λ(ℓ)m )
]]
= exp (2πiΩ) . (4.1.22)

























This factor cancels the remaining factor from the theta function that was not canceled
by E0(λ, λ0). Hence det(Ψjk(λ0, λ)) has the correct automorphy factors of 1 around
aα and exp(2πiΩ) around bα, proving equation 4.1.19.





from the lifted spinor 1/
√
dλ, since dλ has zeros at all branch points. These occur
only at the points λ = λm and are clearly regular. Therefore Ψ is holomorphic and
non-degenerate on Tˆ .
Finally equation 4.1.11 for the monodromy around λn follows from the definitions
of the intersection indices, properties of the theta function and prime-form, and the
properties of the lifted spinor
√
dλ discussed at the beginning of the section.
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We end this section by showing that the differential system satisfied by Ψ(λ) is
indeed Fuchsian. To this end we need the following lemma, which follows from the
Fay identity 3.3.18 [12].
Lemma 4.1.2. For any λ, λ0 ∈ CP 1 the function Ψjk(λ0, λ) satisfies
Ψjk(λ0, λ) = Ψ
−1
jk (λ, λ0), (4.1.24)
Theorem 4.1.3. The function Ψ(λ) defined by equations 4.1.7 and 4.1.8 satisfies a




where A(λ) has only simple poles.















Clearly ΨλΨ−1 is non-singular outside of the points λn. We will show that this




n corresponding to each


























Let Pn be a branch point of order k
(k)
n lying over λn, with corresponding residue r
(k)
n .
For λ(k) in a neighbourhood of Pn the first term and final terms in the brackets are
holomorphic, as are the terms in the sum over m, ℓ corresponding to λ(ℓ)m ̸= Pn. Next,








0 ) = a0(λ
(i)











for some complex coefficients such that a0(λ
(i)





∂xn [a0 + a1xn + a2x
2
n + ...]











0 ) + b1(λ
(i)




for some complex coefficients such that b0(λ
(i)
0 ) ̸= 0. For the remaining term, expan-
















λ− λn . (4.1.30)
In the sum over m, ℓ in 4.1.27 there will be k(k)n terms λ
(ℓ)
m = Pn, cancelling the factor






















Now choose a subsequence P1 = λ
(k1)
n , ..., PL = λ
(kL)
n of distinct points lying above


















⎤⎦ bs(λ(i)0 )xs+1−k(k)nn (λ(k)) +O(1)
⎤⎦ (4.1.32)
where γ = e2πi/k
(kl)



















λ− λn +O(1). (4.1.33)
4.2 Solution of the Schlesinger system
With our solution of the Riemann-Hilbert problem in hand we turn to the Schlesinger
system. Assuming that the monodromies M1, ...,MM do not depend on λ1, ..., λM ,
Ψ(λ) will satisfy equation 2.2.2. Equivalently A(λ) will satisfy the Schlesinger equa-
tions 2.2.3.
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Theorem 4.2.1. Let p, q and r(k)m be independent of {λm}Mm=1, and let Ψ(λ) be defined





satisfy the Schlesinger system 2.2.3 outside of the hyperplanes λm = λn and the
zero-divisor of the tau-function. The latter is a submanifold of codimension 1 in
{λm}-space defined by the condition
Bp+q+ Ω ∈ (Θ) (4.2.2)
where (Θ) is the divisor of the theta function with characteristics p, q.
Proof. Let {λm,Mm}Mm=1 /∈ (Θ), and let Ψ(λ) correspond to the particular choice of
{λm}Mm=1. Set λ0 = ∞. Then Ψ(λ) is invariant under an infinitesimal translation
λ→ λ+ ϵ of all λ ∈ CP 1, since such a translation fixes λ0 =∞. Hence




Setting ϵ = 0 gives Ψλ+Ψλ1 + ...+ΨλM = 0 and hence multiplying both sides of this











λ− λn , (4.2.5)
which is equation 2.2.1 for λ0 = ∞. The result now extends to arbitrary choice of
normalization point λ0 since we are free to move λ0 by a gauge-transformation of Ψ.
Equivalently, the coefficients An satisfy the Schlesinger system 2.2.2.
Finally, the Schlesinger equations 2.2.3 are clearly non-singular so long as λm ̸= λn
for all m ̸= n, and so long as the factor Θ[pq ](Ω) in the denominator of 4.1.8 is non-
zero.
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4.3 Tau-function for the Schlesinger System
We can now use our solution for Ψkj(λ0, λ) to explicitly write out the differential
equation 2.2.10 satisfied by the tau-function. Since Ψ(λ0, λ) is independent of the
normalization point, for fixed λ ∈ CP 1 \ {λ1, ..., λM} we can take λ0 = λ; then
ψ(λ(j), λ
(k)










To this end we prove the following lemma.
Lemma 4.3.1. Fix λ ∈ CP 1, and for each λ(j) projecting to λ let k(j) be the number



















, λ(j) = λ(k),
(4.3.2)


















r(j)m dP lnE(P, λ
(j)
m ). (4.3.4)
Proof. When λ(j) ̸= λ(k), Sˆ(λ(j), λ(k)) is non-singular so the first equation is an im-
mediate consequence of the definitions. Next, let λ(j) = λ(k) and define the local
parameter x(λ(j)0 ) = (λ0 − λ)1/k(j) near λ(j)0 = λ(j). Equation 3.3.11 gives us
lim
λ0→λ





































































































































































































We can re-write the last two terms as























q ](U(P )− U(Q) + Ω)
Θ[pq ](Ω)E(P,Q)dx(P )





























which agrees with our equation for the case where Q has ramification index k(j) = 1.


































Note that limP→Q Sˆ(P,Q) = limP→Q 1/E(P,Q) since all terms which differ go to 1 in

















































and the result follows.
Using this lemma, we can now compute the right-hand side of 2.2.10. Recalling
our requirement that λ0 be an ordinary point, for λ0 sufficiently close to an ordinary
point λ we have
∂λΨkj(λ, λ0) = − 1
dλ
Sˆ(λ(j), λ(k)), j ̸= k,














−1)2 (dλ)2 = 2∑
j<k







Since W1(P ) is holomorphic we have
∑
j W1(λ



























Next, using Lemma 3.3.17,




























































































































m) = 0. Hence using the Rauch formula for Bαα from equation 3.4.1




















































We have thus shown the following.
Theorem 4.3.2. The solution of the equation 4.3.23 is





where τB is the Bergman tau-function from equation 3.3.7, and τSW is the Seiberg-
Witten tau-function.
4.4 Computation of Seiberg-Witten tau-function















To this end we need to prove variational formulas for E(P,Q), corresponding to the
cases where neither, one or both of the points P and Q coincide with a branch point.






















Proof. We begin by taking dPdQ of each side of the equation, leaving only those terms
which depend on both P and Q, and showing equivalence. Using equation 3.3.6 for























(j))− dxm lnE(Q, λ(j))
]2
. (4.4.4)
Only the cross-terms of the quadratic will survive differentiation with respect to both


















The required equivalence now follows from equation 3.4.4. Therefore equation 4.4.2
is valid up to addition of a function of the form f(P ) + g(Q), holomorphic in P and
Q. Note that for P = Q, both sides of equation 4.4.2 vanish, and so f(P ) = −g(P )
for any fixed P ∈ L.
Next, we compare the a- and b-periods of both sides of equation 4.4.2. The
a-periods of both sides are zero since E(P,Q) is single-valued under analytic con-
tinuation around aα. Under analytic continuation around bα, E(P,Q) gains a factor
exp(−πiBαα − 2πi(U(P )− U(Q))). Therefore the left-hand side has bα period equal
to −∂λm(πiBαα + 2πi(U(P )− U(Q))).
We will show that the right-hand side of equation 4.4.2 has matching bα periods.












































where we have used equation 3.3.6 for the Bergman kernel. Consider the first term














This function is O(1) at λ(j) = λ(j)m , and so will not contribute any nonzero terms

































Multiplying by −1/2, summing over j = 1, ..., N , and taking residues at λ = λm, we































= −∂λm (πiBαα + 2πi(Uα(P )− Uα(Q))) ,
(4.4.9)
where we have used the Rauch formula 3.4.1 for ∂λmBαα. Therefore f(P ) must be
single-valued as well as holomorphic, which is only possible if f(P ) ≡ constant ⇒
f(P )− f(Q) ≡ 0.


























Proof. We start by fixing Q in a neighborhood of Pm, before eventually setting Q =
Pm. Define the local coordinates x(P ) = Π(P ) and x(Q) = Π(Q), and the local
parameter xm(Q) = (λ− λm)1/km where λ = Π(Q). Then dxm(Q) = k−1m x1−kmm dx(Q)
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and dx(Q) = dλ. Note that Pm may or may not be a branch point; if Pm is an







































































where γ is a closed loop containing Pm as an interior point, but not Q or P . If we set
Q = Pm the second term will either be zero or infinite. However, as we will see, the
integral gains an additional term that exactly cancels it.
In order to take the limit Q → Pm, we must integrate around a loop γ˜ which






































In the second term only the cross-terms of the quadratic will have non-zero residues,






























































































































































Substituting this expression into equation 4.4.16 gives the required equality.
For the case where P = Pn and Q = Pm for distinct branch points Pn, Pm pro-
jecting to λm, the proof is analogous. In place of the singular term in equation 4.4.12
we obtain two singular terms, while in equation 4.4.13 the contour integral will yield
residues at both R = P and R = Q which ultimately cancel the two singular terms.
Suppose P = Pℓ and Q = Pn are distinct branch points not projecting to λm.



















since the additional terms will disappear when we differentiate with respect to λm.
Therefore we can set P = Pℓ, Q = Pn in Lemma 4.4.1, and it does not matter if we
use the local parameters xn, xℓ or the local coordinates given by x(P ) = Π(P ).
We finally come to the main result of this thesis.


























































Therefore substituting the variational formula from lemmas 4.4.1 and 4.4.2 and ex-























































































































































































































































































The main result of this thesis was the proof that the Seiberg-Witten tau-function
associated to the N ×N Riemann-Hilbert problem with arbitrary quasi-permutation














To this end we provided elementary proofs of the Rauch formulas for the normalized
holomorphic differentials and period matrix, as well as variational formulas for the
Bergman kernel and prime-form.
The Seiberg-Witten tau-function can be interpreted as a conformal block of a
conformal field theory with WN symmetry. Equation 5.0.1 was first derived in this
context in [5]. This link is only one example of a correspondence between isomon-
odromic tau functions and conformal blocks of CFTs currently under investigation.
Other examples include the Jimbo-Miwa tau-function; theN×N Riemann-Hilbert
problem with quasi-permutation monodromies is expressible in terms of correlation
functions of a conformal field theory describing N free massless chiral fermions, lead-
ing to a similar representation for the Jimbo-Miwa tau-function [4].
To give another example, more recently the solution of the Riemann-Hilbert prob-
lem for SL(2,C)monodromies was found to be given by linear combinations of confor-
mal blocks of Liouville theory for c = 1. As a result the corresponding isomonodromic
tau-function was written as a linear combination of conformal blocks, and the Painleve
VI tau-function was shown to act as generating function for c = 1 conformal blocks
of Liouville theory [8][4].
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