Abstract Double diffusion transforms uniform background gradients of temperature and salinity into "staircases" of homogeneous mixed layers that are separated by high-gradient interfaces. Direct numerical simulations (DNS) and microstructure measurements are two independent methods of estimating double-diffusive fluxes. By performing DNS under similar conditions as found in our measurements in Lake Kivu, we are able to compare results from both methods for the first time. We find that (i) the DNS reproduces the measured interface thicknesses of in situ microstructure profiles, (ii) molecular heat fluxes through interfaces capture the total vertical heat fluxes for density ratios larger than three, and (iii) the commonly used heat flux parameterization underestimates the total fluxes by a factor of 1.3 to 2.2.
Introduction
The diffusive type of double diffusion occurs in oceans and lakes where both temperature and salinity increase with depth, creating staircase-like structures with nearly homogeneous mixed layers separated by thin highgradient interfaces [Schmitt, 1994; Kelley et al., 2003; Ruddick and Gargett, 2003] . Estimating the vertical fluxes through such staircases is important, in particular in the Arctic Ocean, where double-diffusive heat transport to the overlying ice needs to be quantified [Timmermans et al., 2008; Turner, 2010] .
With increasing computation power, direct numerical simulations (DNS) are becoming more attractive to study complex fluid behavior such as double diffusion [Kimura and Smyth, 2007; Simeonov and Stern, 2008; Niino, 2010a, 2010b; Traxler et al., 2011; Carpenter et al., 2012a; Flanagan et al., 2013] . However, DNS are still limited by the size and dimensions of the computational domain at sufficient grid resolution and rely on choices of the boundary conditions that may not be representative of natural staircases. Given all the sources of variability and the presence of other processes that may be acting to alter fluxes across interfaces (e.g., mean shear as found in the salt finger interfaces of the Caribbean Sheets and Layers Transects experiment [Gregg and Sanford, 1987] ), comparing in situ measurements to DNS is an extremely valuable approach for understanding both the ability of DNS to reproduce natural dynamics and signals found in the in situ measurements.
In this work we compare high-resolution microstructure profiles of temperature and conductivity measured in Lake Kivu to two-dimensional DNS. In addition to a qualitative explanation of common interface and mixed layer structures, we compare interface thicknesses and the related molecular fluxes through the interfaces in both systems. The molecular fluxes are then compared to the total vertical fluxes in the DNS and to the commonly applied flux parameterization by Kelley [1990] as well as the theories of Linden and Shirtcliffe [1978] and Fernando [1989a] . Notation and definitions are summarized in Table 1 .
Methods

Lake Kivu Data
During two field campaigns to Lake Kivu (East Africa, surface area of 2300 km 2 , maximum depth of 485 m, and volume of 550 km 3 ) [Descy et al., 2012] in 2010 and 2011, we measured 225 microstructure profiles of temperature and conductivity with a Vertical Microstructure Profiler (Rockland Scientific International, Canada) covering a total profiling length of~55 km [Sommer et al., 2013b] . Double-diffusive staircases are found below~100 m depth containing up to 300 interfaces and mixed layers [Newman, 1976; Schmid et al., 2010; Sommer et al., 2013a ]. An algorithm was used to extract the T and S properties of 9401 interfaces and adjacent mixed layers from the temperature and conductivity profiles. The algorithm is based on criteria relating small-scale gradients to background gradients and requesting approximate linearity in the interface core. For a detailed description of the data set, the evaluation algorithm, the sensor specifications, the density calculation, and the method for including dissolved gases in salinity, we refer to Schmid et al. [2010] and Sommer et al. [2013b] .
DNS
For the DNS we use the code by Winters et al. [2004] to simulate a two-dimensional (2-D) incompressible Boussinesq fluid assuming a linear equation of state ( Table 1 ). Note that the DNS uses the molecular values of κ T , κ S , and ν of a heat-salt system, which, for computational reasons, is not always the case in DNS [Yoshida and Nagashima, 2003; Simeonov and Stern, 2008] . The domain size of the simulation is 66 cm (horizontal) × 33 cm (vertical). The grid spacing Δx (in both directions) and time step Δt are 0.32 mm and 0.025 s, respectively, for R ρ = 2, 3 and 0.64 mm and 0.1 s for R ρ = 4, 5, 6. The grid spacing holds ΔxL B À1 < 1.2 for all simulations with
) 1/4 being the Batchelor scale of salt and ε being the rate of dissipation of turbulent kinetic energy.
In a grid convergence study for the most critical simulation at R ρ = 4 with ΔxL B À1 = 1.2, we found that various Δx = 0.64, 0.73, and 0.83 mm result in the same vertical fluxes of heat and salt and we are thus confident that the grid spacing is sufficiently small. The time step was chosen to fulfill the condition νΔtΔx À2 < 0.25.
At simulation start, an interface with two adjacent mixed layers is constructed by horizontally uniform hyperbolic tangent profiles with initial interface thicknesses h T = h S = 3 cm. Periodic boundary conditions are used on all boundaries except that ΔΤ and ΔS are added/subtracted to T and S of fluid crossing the vertical boundaries to ensure continuity in the vertical (i.e., an infinite staircase is constructed). Random noise is added to the vertical velocity field to seed convective instabilities that develop near the interface [Carpenter et al., 2012b] . For each of the five simulations, we evaluate a time interval of 13 h after a quasi steady state has been reached. Every 12.5 min, vertical T and S profiles are extracted from the simulated T/S field at horizontal intervals of 1 cm. Each profile is evaluated in the same way as the profiles measured in Lake Kivu.
Comparison
For the direct comparison of interface thicknesses and fluxes for DNS and Lake Kivu, we match the parameters ΔT, H, and R ρ in both systems. This is done by sorting the Lake Kivu data into bins of ΔT, H, and R ρ that T and S step across interface ( Figure 2c ) difference of the mean T and S in the central 50% of the mixed layers above and below an interface ( Figure 1a ) 
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correspond to the approximately fixed values of the DNS (Figure 1) . The values of R ρ used in the five simulations span the range observed in Lake Kivu. Due to computational considerations, ΔT (corresponding to 5 mK) and H (0.33 m) are chosen a factor of~2 smaller than the average values in Lake Kivu. For R ρ = (2, 3, 4, 5, 6), the Lake Kivu and DNS bins contain (297, 409, 260, 124, 66) and (4895, 4737, 11798, 18715, 20860) interfaces and mixed layers, respectively. The reason for the varying number of interfaces in the DNS bins is that only undisturbed interfaces, through which the vertical transport is purely molecular, are evaluated. As a consequence, (74, 77, 44, 13 , 2)% of the interfaces in the DNS are rejected. For details on the rejection criterion we refer to Sommer et al. [2013b] . For Lake Kivu those percentages are (70, 61, 50, 33, 19) , showing that for low R ρ more interfaces are rejected than for large R ρ . At large R ρ , more interfaces are rejected for Lake Kivu than for the DNS because of electronic noise in the conductivity signal. The effects of rejecting such high percentages of interface measurements are examined later in the manuscript.
Results
Phenomenological Description of DNS and Lake Kivu Profiles
We begin with a qualitative description of the T/S structures observed in the DNS and relate these to vertical structures observed in the Lake Kivu staircase. In Figure 2 we show examples of the simulated density fields for R ρ ≈ 2 (at t = 29 h) and R ρ ≈ 6 (at t = 61 h). Below each density field, three profiles of T and S are shown Once the T envelope has vanished by diffusion, the S core tends to sink back toward the interface while it is advected by the mixed layer circulation (S signal in Figure 2c at z ≈ 26 cm).
For R ρ ≈ 6, interfaces are thicker than for R ρ ≈ 2 and they are dominated by a diffusive core (green band in Figure 2b ) which contains linear gradients in T and S. Plumes do not penetrate into the diffusive core, and plume signatures are barely visible in the mixed layers of the T and S profiles.
Comparison of Interface Thicknesses
We continue by comparing distributions and arithmetic means of interface thicknesses for the DNS and Lake Kivu, which are needed to calculate molecular fluxes through interfaces. The interface thickness of T (and analogously for S) is defined by
where dT/dz is the vertical T gradient based on a linear fit in the central 50% of the interface. Two corrections are applied to h T of the Lake Kivu measurements to account for the sensor responses and for underestimating the maximum gradient by the linear fit [Sommer et al., 2013b] . The second correction is also applied for the DNS profiles. Figure 1d indicates the largest Ra derived from the bins in Figures 1a and 1b . The smallest Ra = 1400 is outside the range of Figure 1d .
Distributions of h T and h S (Figures 3a and 3b ) for R ρ ≈ 3 are in excellent agreement between DNS and Lake Kivu, and the bimodal distribution of h S is successfully reproduced by the DNS. Τhe R ρ ≈ 3 regime can be understood qualitatively as an intermediate regime between small and large R ρ and the double peak thus as a combination of the interface thicknesses shown in Figure 2 . Extremely thin interfaces are seen in Figures 2d and 2j forming the left peak, whereas interfaces of intermediate thickness are often disturbed as in Figures 2e and 2k . Such interfaces are rejected by the algorithm and are thus missing in Figures 3a and 3b , creating the gap between the two peaks. Thick interfaces are as in Figures 2f-2h and 2l-2n and form the right peak. For R ρ ≈ 3, however, such thick interfaces are only found in profiles taken close to or within plumes.
The arithmetic means of h T in the DNS and Lake Kivu (Figure 3c ) agree well within the confidence intervals of the Lake Kivu estimates, except at R ρ = 2, where the 2-D limitation of the DNS is thought to be important [Flanagan et al., 2013] . The means of h S are almost identical at R ρ = 3, but at R ρ = 2 the 2-D limitation might again cause the observed discrepancy. At large R ρ , h S in Lake Kivu is~20% larger than in the DNS, which is partly caused by the choice of the bin sizes for the Lake Kivu data set.
In Figure 3d we decreased the binning intervals of ΔT and H by factors of 2 and 3, respectively, with Ra now ranging between 8.7 × 10 5 and 8.8 × 10
6
. This results in a reduction of the Lake Kivu data set by factors of 4 to 6 and thus larger confidence intervals in Figure 3d . For all R ρ except R ρ = 2, <h T > and <h S > slightly decrease (maximum decrease by 14% at R ρ = 4), and we expect that this is because the (on average) larger Rayleigh number corresponds to more vigorous convection in the mixed layer, larger fluxes, a more efficient erosion and thus thinning of the interface.
Comparison of Heat and Salt Fluxes and Density Flux Ratios
We use the interface thicknesses of the previous section to calculate molecular fluxes through interfaces, which we then compare to the total vertical fluxes in the DNS and to the flux parameterization by Kelley [1990] as well as to two theoretical predictions. The three different methods used to calculate heat fluxes F H (W m
À2
), S fluxes F S (in density units of kg m À2 s À1 ), and density flux ratios R F = (c p F S )/(αF H ) (-) are introduced in the following:
1. Molecular flux through the interface measured by a profile at a specific horizontal location: By definition of h T and h S
2. Total vertical fluxes (only applicable for the DNS) estimated from the molecular transport across the central isotherm σ (located within the interface and assumed to be a material surface that moves with the fluid and is not affected by diffusion) (for details see Winters and D'Asaro [1996] , Carpenter et al. [2012a] , and Carpenter and Timmermans [2014] )
where A is the plane cross-sectional area (definition of F S,tot analogously). If σ is a flat isotherm, then F H,tot is identical to horizontally averaged estimates of F H,mol . For R ρ ≈ 2 and in particular for S, interfacial fluid was entrained into the mixed layers forming additional isothermal "islands" in the mixed layers. In that case F H,tot was calculated by the sum of the integrals. We compared F H,tot to another method of calculating the total flux given by F H,adv = Àc p /α <wT> A where w is the vertical velocity and < · > indicates a spatial average over a plane area, A, that is taken in the center of the mixed layer. Both methods agree within 2% and 13% for T and S, respectively. The agreement confirms that equation (3) captures the total flux. In the following, we use F H,tot because it exhibits less time variability and hence less dependence on the averaging period.
3. Fluxes calculated using the parameterization of Kelley [1990] , based on laboratory data, dimensional analysis and assuming that F H is independent of H F H;Kel90 ¼ 0:0032 exp 4:8 R Because ΔT is constant in the DNS equations (4a) and (4b) are only functions of R ρ .
To compare the flux estimates of the DNS and Lake Kivu, we average spatially and temporally over the measurements from DNS and take ensemble averages from the corresponding Lake Kivu data bin (Figures 4a  and 4b ). Averages are indicated by angle brackets. We find that <F H,mol,DNS > underestimates <F H,tot,DNS > by less than 10% for R ρ ≥ 3, in agreement with the three-dimensional (3-D) simulations of Carpenter et al. [2012a] . This means that for R ρ ≥ 3, the total fluxes are well represented by molecular fluxes through the interfaces. For R ρ < 3, <F H,mol,DNS > strongly depends on the rejection criterion for disturbed interfaces, which can lead to overestimates (as here, by 29%) as well as underestimates (without rejecting, 20%) of <F H,tot,DNS >. We note that Flanagan et al. [2013] showed that at R ρ = 2, 2-D simulations result in a factor of 1.5 smaller heat fluxes than the corresponding 3-D simulation. This questions, in general, the validity of the 2-D DNS in accurately capturing fluxes at small R ρ . For R ρ ≥ 3, however, 3-D fluxes were found to agree well with the 2-D simulations. Comparing Lake Kivu and DNS heat fluxes, we find that <F H,mol,Kivu > agrees within 24% and 38% with <F H,tot,DNS > and <F H,mol,DNS >, respectively, for the entire range of R ρ .
The Kelley [1990] parameterization can be seen to underestimate <F H,tot,DNS > by a factor of 1.3 to 2.2. Sommer et al. [2013a] suggest a correction factor for the Kelley [1990] estimates based on a different choice of the exponent in the scaling of Nusselt number Nu to Ra, where Nu is F H divided by the diffusive heat flux c p κ T ΔΤ/(αΗ) (W m À2 ). The suggested correction factor is~1.6 and thus compensates for most of the observed difference and supports the scaling suggested by Sommer et al. [2013a] .
The density flux ratio R F agrees well between all estimates for large R ρ and approaches R F = 0.15 at R ρ ≈ 6, which is the constant value found in the first double-diffusion experiments by Turner [1965] for 2 < R ρ < 7. At small R ρ , however, estimates from equations (2a), (2b), (3) and (4b) deviate from each other and do not follow the increase of R F,Kel90 usually explained by increasingly turbulent interfaces. This discrepancy could have several reasons. (i) Laboratory measurements of R F [Kelley, 1990, Figure 2 ] show an extremely sharp transition between approximately constant R F at large R ρ and the rapid increase for 1 < R ρ < 2. This transition is not captured accurately by the fit function used by Kelley [1990] , and as a result, R F,Kel90 overestimates laboratory data (as well as our measurements) by~25% at R ρ ≈ 2. (ii) The 2-D limitation of the DNS questions the value of <R F,tot,DNS > at R ρ = 2. (iii) The increasing portion of "turbulent" transport across the interface, in particular of S, is not accurately captured by computing <R F,mol,Kivu > and <R F,mol,DNS >. Note, however, that rejecting disturbed interfaces is important, because without rejecting, <R F,mol,Kivu > and <R F,mol,DNS > would additionally decrease by a factor of 2 at R ρ = 2 and thus deviate substantially from both <R F,tot,DNS > and R F,Kel90 .
Reducing the bin size as in section 3.2 causes only small variations in <F H,mol,Kivu > and <R F,mol,Kivu > by less than 5% and 16%, respectively, and has thus only marginal effects on the qualitative comparison to the DNS estimates.
For completeness we also show two theoretical predictions for the heat flux and flux ratio in Figure 4 . Figure 4. Comparison of (a) heat fluxes F H and (b) density flux ratios R F for DNS, Lake Kivu observations, and the parameterizations by Kelley [1990] , Linden and Shirtcliffe [1978] , and Fernando [1989b] . Vertical bars are bootstrapped 95% confidence intervals of <F H,mol,Kivu >. For <F H,mol,DNS > and <F H,tot,DNS > the confidence intervals are within the width of the lines. The grey shadings visually group the Kivu and the DNS estimates.
based on the periodic formation of unstable boundary layers above and below the interface and their subsequent release into the mixed layers. In the theory of Fernando [1989a Fernando [ , 1989b (equations (10b) and (12) for F H,Fer89 and R F,Fer89 , respectively, in Fernando [1989b] ) convective turbulence continuously erodes the interface and transports interfacial fluid into the mixed layers. Whereas the theory of Fernando [1989b] does not reproduce our measurements, the heat flux estimate of Linden and Shirtcliffe [1978] agrees within 32% to <F H,tot,DNS > for R ρ ≥ 3, which is better than <F H,Kel90 > without the correction of Sommer et al. [2013a] . This suggests that at low Ra = 3.3 × 10 6 (compared to Ra = O( 10 8 ) typical for laboratory experiments and average Ra in Lake Kivu) and for R ρ ≥ 3, double diffusion is rather controlled by the interfacial boundary layers than by mixed layer convection. However, a periodic release of interfacial boundary layer fluid as suggested by the model of Linden and Shirtcliffe [1978] is not directly observed in the DNS (Figure 2 ), except at simulation start after the initial diffusion of the T and S interfaces.
Conclusions
The diffusive type of double diffusion was studied by comparing direct numerical simulations (DNS) to microstructure profiles from Lake Kivu. We showed that two-dimensional DNS is a valuable tool for interpreting microstructure signals measured in natural environments and that the interface thickness distributions measured in Lake Kivu are successfully reproduced by DNS. For the DNS, we found that molecular heat fluxes through interfaces capture the total fluxes for R ρ ≥ 3 within 10% and that the DNS heat flux estimates agree well with the measured Lake Kivu estimates. This suggests that in Lake Kivu, double diffusion is the main contributor to the vertical "diffusive" flux, and external turbulence by shear or internal wave breaking is of minor effect. For both the DNS and Lake Kivu, heat fluxes were found larger than predicted by the parameterization of Kelley [1990] . Applying the correction factor suggested by Sommer et al. [2013a] , which accounts for a different exponent in the Rayleigh/Nusselt number scaling, compensates for most of the difference.
The results are promising and motivate further comparison studies including a quantitative analysis of the mixed layer structure for variable Rayleigh numbers and domain sizes. Such studies might answer the question of whether turbulent flux methods [Osborn and Cox, 1972; Osborn, 1980] can be used as independent estimates for vertical fluxes in addition to molecular fluxes through interfaces and flux parameterizations. (Lake Kivu-turbulence and double diffusion in permanent stratification) and in part by the Yale University Faculty of Arts and Sciences High Performance Computing facility (and staff).
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