The appearance of the painted surface of the vehicle is key in the quality that the automotive customer perceives. The assurance of this quality starts in the automotive paint shop and compromises the effectiveness of the painting process as every paint defect is reworked. This entails material and labour costs, reducing the efficiency of the process and affecting the competitiveness of the product. To improve the efficiency while guaranteeing the quality, predictive control rather than corrective must be implemented. In order to achieve this control, a predictive model of quality is needed. As a first step to generate said model, this article demonstrates the correlation between the variables of the enamel coating process and the quality of the paint film of the vehicle. As there are no available application examples in the industry, a procedure is proposed in which the necessary steps for the creation of an industrial data set and a predictive model of quality are defined. The procedure is tested in an automotive paint shop. As a result, relevant variables for the quality assurance are identified and the correlation between process variables and the resulting quality is verified, concluding that the implementation of predictive control in the process is feasible.
I. INTRODUCTION
The automotive manufacturing process is divided into three main tasks. Firstly, in the body shop, the metallic structure of the vehicle is created. Secondly, in the paint shop, a corrosion prevention layer, a coloured layer and a bright protective layer are applied to the metallic surface. Finally, in the final assembly, the powertrain components, drivetrain elements and driver comfort equipment are installed to obtain the finished product. The processes carried out in the paint shop, are the most delicate steps in the vehicle manufacturing. A paint shop is a manufacturing bottleneck in many plants due to the complexity of the car body painting process, tight production management labours and rigorous quality requirements. As defined above, the paint film is composed of a superposition of layers that are applied to the metallic surface throughout the painting process. In order to achieve a solid paint film, a series of world wide standardized activities are performed consecutively. As presented in [1] , historically, these activities have been: washing the metal surface to remove dirt and metal remains from the body shop, phosphating as metal surface pretreatment, cathodic
The associate editor coordinating the review of this manuscript and approving it for publication was Yucong Duan . electrodeposition of an anticorrosion layer, sealing and underbody protection, application of a preparation layer or primer surfacer, application of coloured enamel, application of a protective varnish layer and waxing. Along the process, quality controls are performed, normally to random car bodies, so the process is therefore controlled and adjustments are made because, for example, each layer thickness variations or repetitive appearance of defects. An exhaustive control of the painted body is also carried out after applying the varnish so imperfections in the paint film layer can be corrected ensuring compliance with the paint shop quality criteria. These reworks are often required and can significantly increase the manufacturing costs. To help evolve the vehicle manufacturing process, the automotive industry has always been following the latest evolutions of technology such as manufacturing software [2] , manufacturing equipment [3] , materials [4] , [5] , tools [6] or automated systems [7] . In the paint shop, the development of coating machines, robots and automation makes craftsmanship no longer needed. This early process digitisation makes automotive industry inclined to adopt the proposals made by new technological paradigms as European Industry 4.0 [8] in order to increase process efficiency while maintaining the quality of the product.
The quality of the product of a paint shop is related to corrosion protection and, the final appearance and the long lasting ability of its paint film layer. Related to the final appearance, many different quality issues can be detected [9] . Among these, inclusions in the paint film (lifts in the paint film caused by the presence of a underlying contaminating element such as dirt or dust) and imperfections in the shape of craters (usually, as round depressions in the paint film) are the most common. These imperfections are due to the combination of multiple reasons, changes in air flows that allow to approach impurities contained in the environment to the body, changes in temperatures and humidity that change the speed of evaporation of solvents, wear of paint application elements and others [9] . Although the process is profusely controlled and known, analysing the origin of each defect is a difficult task to perform because, on the one hand, they are usually the result of combinations of different factors even though process parameters are within the operating margins and, on the other hand, the defect cause can be only identified using destructive methods that can not be applied to every sample.
Historically, to detect and correct these defects, inspection zones have been implemented at the end of each relevant paint layer application. Here, specialized personnel carefully examine the surface of the body. The weak point of this method is the consistency of detection since human vision differs between individuals and, in addition, fatigues. Due to the advancement of artificial vision technology, these defect detection activities have been automated [10] in such a way that they allow for constant evaluation criteria.
In this research, the quality criteria has been defined by using the data provided by an automatic fault detection process that has been applied to the entire production and in which the sensitivity has been constant throughout the study. This allows (applying the precepts proposed by Industry 4.0 [11] about analysis of large amounts of data) to venture into the development of solutions, such as predictive models, that allow improving the efficiency of processes. The aim of this research line is to help with the development of a predictive model that will enable to evolve from a corrective quality control to a preventive one. Hence, the objective of this particular study is to verify the predictive capabilities of the paint process data on the appearance of defects in the paint film layer and, also, to identify the factors that are going to lead to the appearance of a defect and being able to prevent it. The predictive models applied to the manufacturing industry are being applied mainly to predictive maintenance of equipment [12] and logistics estimates and scheduling [13] , movement of materials and products to optimize lots. The study to make the model, has been divided into three main steps. First, the definition, in which the quality criteria to be predicted are fixed and the relevant variables for the prediction are identified. Second, the generation of the data set, in which the data of the variables identified in the previous step are extracted and synchronized. Last but not least, the analytical part in which the model is developed.
II. RESEARCH METHOD
The research was carried out in an European automotive paint shop. The main steps of the painting process are described in 1a. For this research, only a small section of the paint shop work flow is considered (see Figure 1b ). Figure 1 shows the process activities that are considered in order to predict quality results. From the area of quality assurance of the previous layer (primer sanding and rework), the stages of displacement and stay of the car body through the facilities (distributor, storage, transfer and pre booth handling) to the enamel coating process (booth and oven) and the final evaluation of paint quality.
Here, the quality data of the product that is considered for the model development is gathered at the end of the work flow in order to simplify the quality analysis of the product. This is due to the inaccuracy of the quality data collected in previous steps of the painting process (the product quality analysis consists of few samples and is evaluated manually). Thus, the quality of the product up to the entry point of said work flow is assumed to be without defects, although this supposes suppressing the previous variability due to previous painting sub processes.
The samples considered for the research are the metal parts that make up each vehicle body. This is because a distinction in the variants of the vehicle's chassis configuration that are possible is not considered, such as, the kind of tailgate (which has two options), the presence or absence of rear side doors or the installation of a panoramic roof. So, for example, if a chassis has a panoramic roof (the roof-metalsheet has a cut all along the piece), the roof-piece of that chassis will not be part of the population of the group of roofpieces. Another reason for this piece-level evaluation is that, due to the rigorous quality controls motivated by the demand of Total Quality [14] requirement, the final quality control detects defects in all the samples considered at the single-ID chassis level, providing only examples of negative quality and thus, compromising the viability when training the model with data at the single-ID chassis level. The automatic paint film quality evaluation divides the results of each chassis into a certain number of body surfaces that correspond to body parts (both external and internal). Only the external results are used, as the internal surfaces evaluation is not completely automated. Thus, the same number of models have been developed, one for each of the said external surfaces, so the same number of prediction results have been obtained. From these, only the most significant ones are shown. Another relevant consideration is that only vehicles painted in an specific silver enamel have been taken into account since it is, by far, the most applied color in this particular paint shop process and discards the variability due to the chemistry of each enamel. Therefore, the variable regarding the color is not used. The amount of input variables used to train the model is the maximum available (all of which data could be obtained) on the dates the research was carried out. There are three rounds of predictive analysis with variations in the number of samples used to train the model. In the first round, 2 697 valid samples are used to train the model, in the second round 27 243 and in the third round 68 558.
Waikato Environment for Knowledge Analysis (WEKA) [15] , [16] is used as the model developing software and multiple algorithms are considered. WEKA integrates the necessary resources for the development of data mining applications in a simple way (data preparation methods, data mining algorithms and visualisation possibilities of data and results are already available in the software) and the solution with the best performance that is provided by WEKA is easily exportable to other languages of industrial interest. The research has been developed in three consecutive stages, the definition of the data set, the generation of the data set and the analysis of gathered data to develop the model (see Figure2) .
A. DATA SET DEFINITION
A series of steps are carried out in this first stage, such as: understanding the process, studying its production steps and the sequence of actions that make up the body painting process. Then, identify the Key Performance Indicators (KPI) of the quality criteria that are the objective of the predictive model, as well as the process variables that influence them. For each step, the process input variables and disturbances that can influence the KPI of the quality expected in that sub process are identified. For the identification of the relevant variables for the prediction, a functional analysis of the process is performed, identifying the work flow, defined as the main steps, sub-processes, and actions that, without being a relevant process activity, may have an influence on the result to be evaluated.
For this research, in order to understand the process using the functional decomposition of the manufacturing work flow, an analysis is carried out by standing at the beginning of the production line and following the car body throughout its painting process so the manufacturing sequence can be defined. Here, the relevant manufacturing steps of the work flow are identified through the study of the factory documentation of the process, the documentation about the control systems, the study about the state of the art of the process [1] and the expert knowledge. Information is collected for each of these steps of the process, identifying, through the said knowledge sources, the relevant variables, the disturbances and an evaluation of the process step performance related to, in this research, paint film quality parameters (as KPI).
Another additional action to deploy in this first step is to develop a procedure for the uni vocal identification of variables. This is because the reference to each variable by any work team involved in the project must be clear. In this particular case, a procedure for naming variables has been developed depending on the location of the measurement (see Figure 3 ).
As observed in the figure, the uni vocal code designation depends on the location of the variable in the process. The code's multilevel designation is arranged using the study of the paint shop layout, by identifying the main actions that form the painting process and within each action, as consecutive layers, the sub-processes, stations and equipment until the variable that has to be identified is reached. The classification is done numerically and, also, assigning a color gradient to each process and related sub-processes and machinery, being position dependent. Thus, any participant of the project can figure out what is referred in the code just by following the path through the layout of the plant. In the example, the code 01.01.01.01.01 refers to, firstly, the initial step considered in the research corresponding to the primer sanding sub-process, secondly, to the car body entry station that is the first recognizable step of the said sub process, thirdly, to the airflow control that is agreed to be the first installation of the station and, lastly, to the P1 pump, being the last code referred to the most relevant variable of that element. If there are others, such as the temperature of the pump, they have the code 01.01.01.01.02 and so on.
B. DATA SET GENERATION
The objective of the data generation procedure is to build a data board in which the rows are each unique chassis and each column is one of the variables considered relevant to the process (see Figure 4 ). Each chassis unique ID number represents a group of process data with the values of the variables at the time they affected the corresponding paint work. In this study, it has not been stored in relation to the pair chassis-part since it has not been able to perform such a precise synchronization between variables and body parts. Hence, as a simplification, the variable values are assigned to each complete chassis, and so they are to each of its parts. Both categorical and numeric variables are recorded. The numerical values stored in each cell of the data board correspond to the entire time series defined for each variable. In this research, the statistical mean is used to represent the value of each group of time series corresponding values.
To obtain the values of the variables that were identified in the data set definition procedure, a search of the data sources is carried out. Here, the identified variables that are considered relevant for the model by the expert knowledge are filtered in order to save efforts in the subsequent procedural steps. This research considers a source of data to any form of data acquisition and registration of the identified variables. Taking into account the characteristics of each data source, a classification of the relevant variables is made according to several considerations about the nature of the measurement (see Figure 5 ). FIGURE 5. Variable classification methodology. VOLUME 8, 2020 Firstly, a difference is made between measured variables, by any means, or not measured. As a consequence of this first filtering, procedures that lead to obtaining data from the not measured variables are developed, as, for example, the study of the physical or logical dimension of the variable in order to define the appropriate measuring method, or, the consideration of proxy variables that are already available. Secondly, from the list of measured variables, a differentiation is made attending to the variable measurement digitization. That is, to analyse the variable sensor or indicator and define it as mechanic or digital, so, in the second case, the digital data can be somewhere within the paint shop data systems. This analysis leads to define procedures for the digitization of variables whose data can not be exploited due to the use of mechanical instrumentation. In the third and last filter, the digital measurement availability is considered. This evaluates whether the digital data can be consulted directly from the data source or downloaded or it is in an unreachable environment. Thus, methodologies for extracting data from such unreachable sources can be studied [17] , [18] .
Once the already available data and their related data sources are identified, they are synchronized. The primary synchronization key is the chassis number [19] and the synchronization criteria, as mentioned above, is to store the values of the variables while they affect the paint work. In the paint shop analysed for the research, data capture and storage systems contain different information fields, each data source has its own data structure. Because of this, the synchronization has been done by assembling the available data in each usable data source. To achieve this synchronization sequence, a special algorithm has been developed that consults the production data to know the painted bodies IDs, their colour characteristics and their production times, with regard to the passing times through control points of the process and stay times in stations. Thus, the timestamps of the variables stored in other data sources are identified so that they are assigned to the chassis at the corresponding time. This information is completed with the paint film quality data, so that these quality results are linked to their corresponding process data (see Figure 6 ). 
C. DATA ANALYSIS
Once the data of the variables are synchronized with the chassis ID as the primary key, a series of steps are carried out prior to the training of the models. In this research step, an evaluation of the quality of the sample's data has been made [20] and the balancing of the samples' good/bad quality cases has been evaluated.
First, to validate the data of the samples, a series of verified indicators have been taken into account for the data quality of the different data sources [21] :
• The completeness consists in counting the number of null values in the data source, indicated as a percentage of the total number of values.
• The conformance is assessed in two steps, first, the correct format for each variable is established, then, the number of instances in the correct format, that has been defined, is accounted.
• The consistency determines if the value studied is far from the average of the normal values.
• The accuracy/precision studies the dispersion of the sensor values.
• The duplicity shows the number of duplicated data among the files that form the data set.
• The integrity determines the expected number of variables for each of the lines in the data set. It verifies that the number of variables found corresponds to those expected. A car body whose data variables do not meet the data quality criteria has been discarded. This led the research to have a very relevant loss of samples at first (see Figure 7a ) since incomplete or non-conforming data have appeared as the enamel coating process progressed (the enamel coating process of the paint shop analysed is divided into base coat BC1-BC2-BC3 and clear coat CC1-CC2 application sub-processes). Once the first data quality problem appears, the sample is discarded. Subsequently, data quality improvement procedures were implemented (as the redefinition of the date format, since there were inconsistencies between dd/mm or mm/dd for the same data source) which managed to correct the situation to a great extent (see Figure 7b ). As mentioned in previous sections, each sample, which corresponds to a unique chassis ID in the data table (see Figure 4 ), has been decomposed in a certain number of body parts. A second step, prior to the training of the model, has been the measurement of the balance between positive/negative quality results for each of the body parts that form a sample (see Figure 8 ). Here, only the part data groups whose amount is the same as chassis IDs have been considered to maximize the model training quality. So, part groups like the roof-pieces do not have the same amount of part-samples as chassis ID-samples, as some of the chassis have a panoramic roof that is not taken into account for the part-samples.
Over-sampling techniques such as Synthetic Minority Over-sampling Technique (SMOTE) [22] have been applied to balance the data sets. The data set balancing results that are valid for the training of the model have been obtained in some of the parts that are marked in green in Figure 8 . Specifically, the model training efforts are applied to these parts (see Table 1 ). Once the data have been separated and validated in the corresponding data sets, a series of Supervised Machine Learning Algorithms are applied in order to discover which one gives the best predictive result [23] , [24] . In this research, the algorithms were implemented with the WEKA software as it allows rapid model prototyping and the best solution can be easily translated into the programming language preferred by the company in order to make it integrable in the existing systems. Precision [25] and Area Under ROC Curve (AUROC) [26] metrics are used to evaluate the model performance.
III. RESULTS
The results of the research are presented at several levels: definition, generation and analysis. Regarding the level of the definition, the result is the improvement of the knowledge about the process, including: an in-depth analysis of the process that provides, for each important step, the input, disturbances and expected results related to paint quality KPIs. A variable definition limit has also been identified, in which the denomination of each variable by each plant team is made according to their particular interests (see Figure 9 ). To overcome the limit, a coding system is proposed for the uni vocal identification of variables (see Figure 3 ).
In the generation, the data sources of the plant have been analysed, searching the data of the variables and making a classification of them according to the availability of their data (see Table 2 ). In this way, procedures have been developed so that all data, whatever their origin, will be available in the near future. These generation procedures have been based on a study of the state of the art in the generation of data from the painting process within the vehicle manufacturing group.
For synchronization, a schema has been generated (see Figure 10 ) that orders, in the process sequence (spatial synchronization), all the digitized and available data sources, so that the data can be assigned to the variables according to the primary key, the chassis unique number, as accurately as possible (temporary synchronization).
According to the Figure 10 , due to the data of the production plan (in pink), it is known, for each chassis ID, the times of entry (in violet) and exit (in navy blue) of each process. In this way, knowing the data sources that exist in each process (material data -in brown-, application data -in grey-, environmental and process control data -in green-), the values of the variables in that time range are assigned to the corresponding sample (chassis ID). In the coating booth data sources, there are intermediate times of exit of the sub processes (in navy blue) that allow assigning the values with greater precision. For the oven data sources, another synchronization strategy has been used. In this case, only the oven entry and exit times are known, but, as the displacement of the chassis through the installation is constant, it has been possible to divide the sections in which each body is located so the curing temperatures of the paint layers corresponding VOLUME 8, 2020 to each section have been assigned to each chassis in a precise way. Quality results are directly assigned to the chassis ID.
Data have been obtained for 15% of the variables identified (see Table 2 ) as relevant. In these 104 variables used to train the model, environmental variables (temperatures and humidity), production variables (such as dwell times of the bodies in the sub processes, the passage through unfinished body storage areas or oven time) or application variables (such as paint product volumes applied by the robots) are included.
In the data analysis part, as a result of the model performance, precision and AUROC have been obtained for three rounds of data. The best performance algorithms have been, decision tree in the first and second round and simple logistic regression in the third round. The difference between rounds is the number of samples used to train the model. Related to the number of samples, another valuable result is the development of procedures that improve data quality and allow to have as many useful samples as possible. The model results have been considered for the part ID with the best balanced datasets, which are parts 3, 19, 20, 23 and 101 (see Figure 8 ). In the first and second round, the best performing algorithm has been the decision tree and in the third one a simple logistic regression. The most promising results have been in part number 20, with a precision of 65% and AUROC of 0.69 (see Table 3 ). It must be highlighted that these results have been achieved using only the 15% of the identified process variables. Accuracy and AUROC have been increasing as the number of samples increased (see Figure 11 ) except for the part number 101, in which accuracy has dropped between the second and third round of analysis despite increasing the AUROC.
In the third round of data analysis, the variables considered most relevant for the prediction of the model have been, in general, the application variables related to the amount of material used for coating (see Figure 12 ). This makes sense since, for example, an excess in the amount of applied material can increase the risk of contamination due to paint atomized particles or, a lack of applied material can worsen the surface covering capabilities of the coloured or glossy layers, making surface defects easier to appear. As an additional detail to check the validity of the results, analysing the most relevant variables for defect appearance prediction of the chassis part number 20, that corresponds to the left front door, the material application variables correspond to application robots of that same side, the left side, which can be considered as coherent.
IV. DISCUSSION
In the light of the results, it can be inferred that there is a correlation between the input data of the process and the paint film quality output. This implies that it is possible to implement a predictive control in the plant.
Regarding the model, it is able to identify variables that are relevant for the KPI. These variables are related to the amount of paint used by the application robots in the paint booth. This can be explained by the fact that an excessive amount of paint can cause problems of sags or over-spray contamination; while an amount of paint smaller than necessary causes a reduction in coating capability. It should be pointed out that in both cases these are values within the operating regime of the machine, since values outside the range would cause an error. As these errors are critical, those chassis IDs with these defects are not used to train the model. In addition, it is verified that there is a relation between the amount of paint that is applied in the coating booth and the paint film quality as the body pieces on the left are more affected by the paint applicators on the left and vice versa.
Increasing the sample size improves both the accuracy and the AUROC of the model. It must be taken into account that the relation between the increase in the sample size and the improvement in accuracy is not linear, since the increase in accuracy caused by the addition of a new sample decreases as the sample size is larger. There is also a limit on the predictive capacity of the model: increasing the accuracy that has been reached requires an exaggerated number of samples. This implies that it would only be possible to significantly increase the accuracy of the model by including additional input variables, selecting them from those identified but not used yet.
As mentioned above, not all the identified input variables were accessible at the time of the research and, therefore, it was not possible to collect their values, either because there was no measurement system or the data collection system was not appropriate. An example of this second category is a needle pressure gauge or data whose value is registered on paper.
It is therefore concluded that in order to improve the accuracy of the model it is essential to increase the degree of digitalization of the plant [28] so that values from all, or at least a greater percentage, of the relevant identified variables can be extracted.
It should be taken into account that, even if values were obtained for all the relevant variables, the painting process presents a great variability since it is subjected to what is known as special causes [27] , i. e., uncontrollable events, such as, contamination due to changes in the atmosphere of the paint booth.
It should be remembered that, in this research, the defects inherited from the previous processes to the enamel coating have not been considered, since in these previous steps, the quality controls are not as exhaustive as the final quality control and many of these defects can only be discovered through destructive tests that are performed only if a defect appears on a recurring basis. The limitation introduced by this simplification could only be avoided by measuring the quality of each of the previous layers with the same level of detail, both in terms of the number of samples and the number of registered variables.
V. CONCLUSION
This research presents an analysis of the vehicle body painting process of a European vehicle manufacturing plant with the aim of verifying the correlation between the process variables and the paint film layer quality of the vehicle.
With this aim, a procedure that consists of three phases is proposed: definition, in which the variables are identified; generation, in which the values of these variables are collected; and analysis, in which the collected data is used to train a predictive model of quality.
From the definition phase, it is concluded that, in a complex environment such as an industrial plant, before facing the collection or processing of data, it is necessary to develop a methodology of univocal denomination of variables so that any member of a work of the plant could be able to easily locate the source that produces each of the variables.
With regard to the generation phase, the main conclusion is that, in order to obtain sufficient data to successfully train a predictive model of paint film quality, it is necessary, on the one hand, that the factory data is accessible, in terms of the number of variables measured and the speed of data collection; and, on the other hand, the spacial and temporal synchronization of the variables, that is, the possibility of identifying the location where a variable occurs and the option of selecting the precise timestamp of the variable when it was relevant for the quality of the paint layer.
Finally, from the analysis phase, it is concluded that it is essential to guarantee the quality of the data and to this aim, it is necessary to define a series of parameters (completeness, conformance, consistency, accuracy, duplicity and integrity) that data must meet to be accepted as valid for training the model. In addition, for the correct training of the model, the number of samples must be balanced with regard to cases of good and poor quality, so that the model is not skewed towards the case overrepresented in the sample.
For the specific case of the paint shop, in view of the results of precision and AUROC values obtained from the prediction model of quality for different sample sizes (in the first round, 2 697 valid samples are used, in the second round 27 243 and in the third round 68 558) and supervised machine learning algorithms (the best performing algorithms were decision tree in the first and second round and simple logistic regression in the third round), it is concluded that the correlation between the input and output data exists. Therefore, it is possible to implement a predictive control in the paint shop that helps improve the efficiency of the process, in terms of rework savings, while maintaining the product quality.
It should be mentioned that to avoid the limitations found through the research and improve the results of precision and AUROC of the predictive model, it is necessary to increase the number of available variable values on the generation of industrial data on legacy machinery, not designed for data streaming in first place. Also, further work is needed with regard to the spatial and temporal synchronization of the process data that is generated from different types of sources, so that the precision with which the measurements are assigned to the variables in the data set is increased.
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