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Organization of the thesis
Here we describe how the thesis is organized. Sections containing new results are preceded by
a bold arrow→. The other sections contain material that can be found in the literature and
are given here so as to describe the context of our results.
Chapter 1 Polynomial tau functions of the Korteweg–de Vries hierarchy
Section 3.1: We detail the theory of pseudo–dierential operators.
Section 3.2: We detail the theory of the Kadomtsev–Petviashvili hierarchy.
Section 3.3: We detail the theory of the bilinear identity (and its equivalence with
the KP hierarchy) and of the tau function of the KP hierarchy.
Section 3.4: We detail the theory of the KdV hierarchy and its tau function.
→ Section 3.5: We exhibit the change of variables that transforms the tau functions
of the KdV hierarchy into the Adler–Moser polynomials using mainly KP theory;
a work published [Duc17].
Chapter 2 Polynomial tau functions of the Drinfeld–Sokolov hierarchies and Schur
polynomials
Section 4.1: We recall the theory of semisimple Lie algebras.
Section 4.2: We recall the theory of untwisted ane Kac–Moody algebras.
Section 4.3: We detail the theory of the Drinfeld–Sokolov hierarchies and Wu’s
construction of a tau function [Wu17].
Section 4.4: We describe the construction of tau functions as Toeplitz determinants
by Cafasso and Wu [CW15a, CW15b].
→ Section 4.5: We expand the tau function of the DS hierarchies as a sum over
partitions of integers; through this we dene generalized Schur polynomials. As
an application, we give a criterion for the polynomiality of tau functions; we
compute examples of polynomial tau functions and give applications to detecting
bilinear equations of the DS hierarchies; a work publihed in [CDY18].
16 Organization of the thesis
Chapter 3 Hamiltonian structure of the hierarchy of type D4 and the strong DR/DZ
equivalence
Section 5.1: We recall the theory of innite-dim. Hamiltonian structures.
Section 5.2: We describe the construction of the double ramication (DR) hierar-
chies [Bur15a]; we recall the construction of the Dubrovin–Zhang (DZ) hierar-
chies [DZ08]; we explain the strong DR/DZ equivalence conjecture [BDGR18].
→ Section 5.2.4: We detail the Hamiltonian structure of the double ramication
hierarchy of type D4 (for itself and in view of conrming the strong DR/DZ
equivalence).
Section 5.3: We describe the theory of pseudo–dierential operators of the second
type and Liu–Wu–Zhang construction of scalar Lax pair and bi-Hamiltonian
structure for the Drinfeld–Sokolov hierarchies of type Dn [LWZ10]
→ Section 5.3.2: We detail the rst Hamiltonian structure of the Drinfeld–Sokolov
hierarchy of type D4 and use the results to conrm the strong DR/DZ equivalence
for this case; a work accepted for publication in [DR19].
Chapter 1
Introduction
en français
1.1 Aperçu historique de la théorie
et de nos résultats
Mise à part quelques équations, la section 1.1 est plutôt historique et devrait être lisible par les
non spécialistes.
La présente thèse traite du calcul et des applications des fonctions tau des hiérarchies
d’équations de Drinfeld–Sokolov. Les hiérarchies de Drinfeld–Sokolov sont des suites innies
d’équations aux dérivées partielles dont les ots commutent deux-à-deux. Pour cette raison,
elles forment un système intégrable inni-dimensionnel. Elles furent introduites par V. G. Drin-
feld et V. V. Sokolov dans leur article fondateur [DS84]. Dans ce dernier, ils montrèrent com-
ment associer ces hiérarchies à n’importe quelle algèbre de Kac–Moody ane [Kac68, Moo68]
g. Cette dernière, nous la réalisons comme l’extension centrale de l’algèbre de boucle d’une
algèbre de Lie semisimple g̊, i.e.1
g = g̊ ⊗ C[λ, λ−1] ⊕ Cc, (1.1)
avec le crochet de Lie approprié faisant de c un élément central ; voir (1.28).
Donnons la forme générale de ces systèmes d’équations. Une solution d’une hiérarchie
de Drinfeld–Sokolov est la donnée de fonctions u1, . . . ,uN qui dépendent d’une innité de
variables {ti | i ≥ 1} avec x = t1 ; le système d’équation de la hiérarchie a alors la forme{
uαti = A
α
i (u
1, . . . ,uN )
 α ∈ {1, . . . ,N }, i ≥ 1} , (1.2)
1Notons que l’algèbre de Kac–Moody ane associée à l’algèbre de Lie nie-dimensionnelle semisimple g̊ est en
réalité une extension co-centrale de l’algèbre g de (1.1) (voir [Kac90] §7). Cependant, les hiérarchies de Drinfeld–
Sokolov n’impliquent pas l’extension co-centrale ; appeler g un algèbre ane est assez standard.
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où uαti = ∂tiu
α et où Aαi est polynomial en les u
β et leurs dérivées par rapport à x : uβx , u
β
xx , etc.
Par exemple, la célèbre équation de Korteweg–de Vries [Bou77, KdV95] est de cette forme :
ut =
1
4
uxxx +
3
2
uux . (1.3)
Les hiérarchies de Drinfeld–Sokolov sont des suites d’équations ayant des propriétés similaires
à celle de l’équation de Korteweg–de Vries et, comme nous le verrons, l’équation (1.3) joue un
rôle crucial dans la théorie. Nous insistons sur le fait que bien que nous étudions des équations
aux dérivées partielles, nous nous intéressons uniquement aux solutions algébriques de ces
équations : polynômes, séries entières ou fractions rationnelles.
Dans la prochaine section de cette introduction, nous développerons les principaux con-
cepts sur lesquels cette thèse repose et expliquerons nos résultats : [Duc17, CDY18, DR19].
Mais avant cela, nous faisons une brève histoire des hiérarchies de Drinfeld–Sokolov et des
fonctions tau et espérons ainsi incorporer nos résultats à ce dense domaine de la physique
mathématique.
Tout d’abord, dans le cas où g̊ est l’algèbre ane associée à la l’algèbre de le Lie sim-
ple sl(n,C) (matrices complexes n × n de trace nulle), la hiérarchie de Drinfeld–Sokolov coïn-
cide avec la n-ième hiérarchie de Gelfand–Dicket [GD76], ces dernières étant beaucoup plus
simples ! La n-ième hiérarchie de Gelfand–Dickey admet la représentation suivante : consid-
érons l’opérateur diérentiel L = ∂nx + un−2∂n−2x + · · · + u1∂x + u0 où les ui sont des fonctions
lisses des paramètres {ti | i ≥ 1, i , 0 mod n} avec t1 = x . Alors la n-ième hiérarchie de
Gelfand–Dickey consiste en la famille d’équations2{
∂L
∂ti
=
[
(Li/n)+,L
]  i ≥ 1, i , 0 mod n} , (1.4)
où L1/n la racine n-ième de L par rapport à la composition des opérateurs diérentiels.3
En particulier, pour sl(2,C) (xantn = 2 dans (1.4)), on retrouve la hiérarchie de Korteweg–
de Vries [Lax68, Miu68, GKM68] (dont le ot selon t3 redonne l’équation de Korteweg–de Vries
(1.3)). Les équations (1.4) sont appelées des paires de Lax scalaires. Pour la plupart, les hiérar-
chies de Drinfeld–Sokolov admettent une paire de Lax scalaire ainsi qu’une représentation
bi-Hamiltonienne [DS84], les rendant intégrables de nombreuses façons. Cependant, dans le
cas général, elles sont construites génériquement en tant que hiérarchies d’équations de Lax
matricielles (ou équations de courbure nulle) que nous introduisons dans la section suivante.
Notons que la commutativité des ots des hiérarchies de Drinfeld–Sokolov résulte essentielle-
ment de l’existence de sous-algèbres abéliennes innie-dimensionnelles de l’algèbre de Kac–
Moody g.
Le développement de la notion de fonction tau. La notion de fonction tau émergea au
début des années 1980 avec les travaux de l’école de Kyoto menée par Sato ainsi que Date, Jimbo,
2Le fait que nous ne considérons que les ots par rapport aux variables ti avec i , 0 mod n provient simplement
du fait que pour i = jn, le ot est nul puisque (Ljn/n )+ = Lj commute avec L.
3La dénition de la racine n-ième nécessite l’introduction des opérateurs pseudo-diérentiels ; voir §1.2.2.
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Kashiwara, Miwa [JMS78, KM81, DKM81, DJKM81a] pour n’en citer que quelques uns. Orig-
inellement, la fonction tau est dénie pour la hiérarchie de Kadomtsev–Petviashvili [Sat81] qui
contient toutes les hiérarchies de Gelfand–Dickey.4 Une solution de la hiérarchie de Kadomtsev–
Petviashvili est la donnée d’une innité de fonctions ; la fonction tau est une seule fonction
qui contient toute l’information de la solution. De plus, la fonction tau satisfait des équations
diérentielles partielles de nature diérente de celles de la hiérarchie en soi. À savoir, les
équations sur la fonction tau sont bilinéaires et intimement liées aux relations de Plücker. La
hiérarchie de Kadomtsev–Petviashvili (KP) et sa fonction tau furent rapidement généralisées
aux hiérarchies BKP et CKP, des hiérarchies de type KP liées aux algèbres de Lie de type or-
thogonale (Bn ,Dn) et symplectique (Cn) [DJKM81b]. Pour les algèbres de Lie exceptionnelles,
des hiérarchies de type KP furent dénies par Kac et Wakimoto [KW89]. Nous retiendrons que
la fonction tau est équivalente à la solution de la hiérarchie, mais que les deux donnent deux
approches très diérentes à la construction et la résolution de la hiérarchie.5
Dans le même temps, Edward Witten proposa sa célèbre conjecture de 1991 reliant une
certaine fonction tau de la hiérarchie de Korteweg–de Vries à la fonction génératrice des nom-
bres d’intersection sur l’espace de module des courbes stables Mд,n [Wit91]. La conjecture
de Witten, prouvée par Kontsevich l’année suivante [Kon92], initia une toute nouvelle façon
d’approcher les hiérarchies intégrables que nous discutons ci-dessous.
Suite aux travaux de Drinfeld–Sokolov d’une part et de l’école de Kyoto et de Kac–Wakimoto
d’autre part, plusieurs façons de dénir les fonctions tau furent conçus pour les hiérarchies
de Drinfeld–Sokolov. L’une d’elles, initiées par Kac [Kac90] et Hollowood et Miramontes
[HM93, Mir99], fait usage des représentations de plus haut poids des algèbres de Kac–Moody
anes, dans cette approche, on retrouve les équations bilinéaires. Une autre approche est de
construire une certaine famille de densités Hamiltoniennes dites tau symétriques et qui, es-
sentiellement par le lemme de Poincaré, donnent une dénition naturelle de la fonction tau
[DZ08].6
Dans la présente thèse, nous nous intéressons à deux classes de fonctions tau : les fonctions
tau polynomiales et la fonction tau topologique. Les fonctions tau polynomiales forment une
vaste classe de fonctions tau bien que les plus simples. Pour le cas particulier de la hiérarchie de
Korteweg–de Vries, elles sont classiées par les polynômes d’Adler–Moser [AM78]. Les zéros
de ces polynômes évoluent selon un système intégrable dit de Calogero–Moser [AMcKM77] ;
généralisé à certaines solutions de la hiérarchie de Kadomtsev–Petviashvili par Wilson [Wil98].
Ainsi, les fonctions tau polynomiales des hiérarchies de Drinfeld–Sokolov devraient avoir des
propriétés similaires qu’il nous faut encore découvrir. D’autre part, la fonction tau topologique
d’une hiérarchie de Drinfeld–Sokolov donnée est l’objet principale sur lequel se construisent
les ponts entre les hiérarchies intégrables et la géométrie algébrique. Nous y reviendrons ci-
dessous ; discutons en premier lieu les fonctions tau polynomiales.
4La hiérarchie de Kadomtsev–Petviashvili contient toutes les hiérarchies de Gelfand–Dickey dans le sens où
toute solution d’une hiérarchie de Gelfand–Dickey est aussi solution de la hiérarchie de Kadomtsev–Petviashvili
(l’inverse étant faux).
5Il doit être noter que la même école de Kyoto inventa, durant la même période, la théorie des fonctions tau
pour les équations de Painlevé et les problèmes isomonodromiques [Miw81, JMW81]. Mais ce n’est pas la théorie
que nous discutons ici.
6Pour la clarier la chronologie : cet article fut originellement soumis à l’arXiv le 23 août 2001.
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Fonctions tau polynomiales des hiérarchies deDrinfeld–Sokolov (traité au chapitre 4).
En 2012 Chao-Zhong Wu, inspiré par [HM93], proposa une construction universelle de den-
sités Hamiltoniennes tau symétriques pour n’importe quelle hiérarchie de Drinfeld–Sokolov
associée à une algèbre ane g [Wu17],7 donnant ainsi une fonction tau générique pour les
hiérarchies de Drinfeld–Sokolov. Dans [CW15a, CW15b], Cafasso et Wu exprimèrent la fonc-
tion tau de Wu comme la limite de déterminants de Toeplitz via une certaine représentation
dèle de trace nulle de l’algèbre de Lie semisimple sous-jacente [DS84] (voir aussi l’appendice
A). Cela généralisa en partie les premiers travaux de Cafasso [Caf08] sur les hiérarchies de
Gelfand–Dickey.
La construction de Cafasso–Wu associe une fonction tau à tout élémentX ∈ g− de l’algèbre
ane g n’ayant que des puissances négatives du paramètre de boucle. Dans [CDY18], à partir
des résultats de Cafasso et Wu, nous avons montré comment développer la fonction tau de Wu
comme une somme sur toutes les partitions d’entiers (théorème 4.5.2) ; la somme fait intervenir
des polynômes qui généralisent les polynômes de Schur [Sch01] (aussi [Mac95]). Conséquem-
ment, nous avons obtenu un critère facile pour la polynomialité de la fonction tau : siX ∈ g− est
tel que sa représentation matricielle est nilpotente (par rapport au produit usuel de matrices),
alors la fonction tau associée est polynomiale.8 Nous avons donnés quelques exemples non
triviaux de fonctions tau polynomiales et décrit des applications aux équations bilinéaires des
hiérarchies de Drinfeld–Sokolov. C’est l’objet du chapitre 4. Cela constituera un futur projet
que d’étudier les propriétés de ces polynômes de Schur généralisés ainsi que de ces fonctions
tau polynomiales.
Fonctions tau polynomiales de la hiérarchie KdV (traité au chapitre 3). Pendant que
nous travaillons sur les fonctions tau polynomiales des hiérarchies de Drinfeld–Sokolov, nous
nous intéressions au cas spécique de la hiérarchie de Korteweg–de Vries (KdV). Cette dernière,
comme nous l’avons décrit, est un cas particulier des hiérarchies de Drinfeld–Sokolov pour
l’algèbre ane associée à l’algèbre de Lie simple sl(2,C). De plus, toute solution de la hiérar-
chie de Korteweg–de Vries est aussi une solution de la hiérarchie de Kadomtsev–Petviashvili
; la réduction étant de mettre toutes les variables paires t2i à zéro. Comme nous l’avons dit,
les fonctions tau polynomiales de la hiérarchie de Korteweg–de Vries furent étudiées en pro-
fondeur et classiées par Adler, McKean et Moser [AMcKM77, AM78]. De plus, comme cela
fut compris d’abord par Sato [Sat81] (voir aussi [Hir04]), chaque fonction tau polynomiale de
la hiérarchie de Korteweg–de Vries peut être écrite en terme des polynômes de Schur.
Le principal résultat de [AM78] est l’existence d’un unique changement des variables ti
qui transforme les fonctions tau polynomiales de la hiérarchie de Korteweg–de Vries en une
suite de polynômes qui satisfait une simple récurrence diérentielle, ce sont les polynômes
d’Adler–Moser. Dans [Duc17], nous avons pu exhiber ce changement de variables (théorème
3.5.4 ; la preuve utilise essentiellement la théorie de la hiérarchie de Kadomtsev–Petviashvili.
C’est l’objet du chapitre 3.
7Pour clarier la chronologie : cet article fut originellement soumis à l’arXiv le 26 mars 2012.
8Dans certain cas, il se peut qu’en réalité une certaine puissance entière τa de la fonction tau soit polynomiale
(dans les cas que nous avons calculés, a = 1 ou 2). Mais, de façon surprenante, dans tous les exemples que nous
avons calculés, la fonction tau elle-même était polynomiale ; i.e. τ était un carré parfait.
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Récemment, Kac et van de Leur contribuèrent de façon signicative [KvdL18] en montrant
que toutes les fonctions tau polynomiales de la hiérarchie de Kadomtsev–Petviashvili (incluant
ainsi les hiérarchies de Gelfand–Dickey) peut être exprimée simplement comme un certain
polynôme de Schur modulo un changement de variable.9 Ils calculèrent aussi les fonctions tau
polynomiales de la hiérarchie de Kadomtsev-Petviashvili modiée, mais nous n’en parlerons
pas ici.
La conjecture de Witten et la fonction tau topologique. Nous revenons à présent à la
conjecture de Witten et ses conséquences. La conjecture de Witten stipule que la série généra-
trice des nombres d’intersection sur l’espace de module des courbes stableMд,n est en réalité
une fonction tau de la hiérarchie de Korteweg–de Vries [Wit91]. Cette conjecture fut prouvée
par Maxim Kontsevich [Kon92] et l’on appelle aujourd’hui cette fonction tau la fonction tau de
Witten–Kontsevich. Depuis lors, les fonctions tau devinrent un objet essentiel connectant la
géométrie complexe, la géométrie algébrique et les systèmes intégrables dans un domaine actif
de la physique mathématique parfois appelé la symétrie miroir intégrable. Peu de temps après,
la conjecture de Witten fut généralisée pour connecter les fonctions tau des hiérarchies de
Gelfand–Dickey aux classes r -spin de Witten [Wit93]. En 2003 Dubrovin et Zhang montrèrent
que la fonction génératrice des invariants de Gromov–Witten de la droite complexe projective
P1 est une fonction tau de la hiérarchie de Toda étendue [DZ03] (qui n’est pas une hiérarchie
de Drinfeld–Sokolov).
Les théorie cohomologiques des champs (CohFT pour cohomological eld theories), intro-
duites par Kontsevich et Manin [KM94], sont des classes de cohomologie sur l’espace de module
des courbes stables dénies en vue d’unier les classes r -spin de Witten ainsi que les théories
de Gromov–Witten. Au début des années 2010, Fan, Jarvis et Ruan dénirent les CohFT de
Fan–Jarwis–Ruan–Witten en vue de généraliser les classes r -spin de Witten à n’importe quelle
singularité complexe [FJR11, FJR13].
D’autre part, dans [DZ08], Dubrovin et Zhang montrèrent comment associer à n’importe
quelle CohFT semisimple10 une hiérarchie qui coïncident, dans certains cas,11 à la hiérarchie
de Drinfeld–Sokolov correspondante [GM05, FGM10]. Dans la construction de Dubrovin–
Zhang, la hiérarchie est dénie de sorte que la série génératrice de la CohFT semisimple est
une fonction tau. Cette fonction tau particulière est appelée la fonction topologique ; par ex-
emple, la fonction tau de Witten–Kontsevich est la fonction tau topologique de la hiérarchie
de Korteweg–de Vries. Depuis lors, la symétrie miroir intégrable devint une question de tisser
des liens entre les CohFT et les hiérarchies intégrables. Bien que certains exemples marchent
très bien,12 (voir [LRZ15] pour un clair exposé) il ne semble pas y avoir de schéma clair pour
9Ce résultat dière des travaux originaux de Sato [Sat81] en ce qu’ici, on n’a plus besoin de considérer des
combinaisons linéaires de polynômes de Schur.
10La semisimplicité signie qu’une certaine algèbre associée est semisimple, i.e. somme direct d’algèbres simples.
11Ces cas sont précisément ceux pour lesquels la hiérarchie de Drinfeld–Sokolov est construite à partir de
l’algèbre ane associée à une algèbre de Lie simple de type An≥1, Dn≥4 ou E6,E7,E8 (la classication ADE). Dans
les cas restant, les hiérarchies de Dubrovin–Zhang et de Drinfeld–Sokolov sont aussi équivalentes dans le sens
d’une transformation quasi-Miura (i.e. rationnelle).
12Parmi ceux-là, les exemples de correspondance « CohFT / Hiérarchie int. » que nous avons cités jusque là :
Nombres d’intersection surMд,n / Hiérarchie KdV; Classe r -spin de Witten / Hiérarchies Gelfand–Dickey ; Théorie
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l’instant.
L’un des buts de la construction de Dubrovin–Zhang était de classier les hiérarchies inté-
grables [DZ08, DLZ08]. L’idée était d’utiliser la théorie de l’intersection sur l’espace de module
des courbes stables13 (et leurs généralisations : théorie de Gromov–Witten, théorie de Fan–
Jarvis–Ruan–Witten) an de dénir des hiérarchies intégrables puis prouver que celles-ci sont
équivalentes à des hiérarchies bien connues (telles que les hiérarchies de Drinfeld–Sokolov
mais aussi d’autres). La relation d’équivalence entre les hiérarchies intégrables s’appelle une
transformation de Miura : voir §1.4.2.
Les hiérarchies de double ramication (traité au chapitre 5). Récemment, Alexander
Buryak, inspiré par la théorie des champs symplectique [EGH00], a déni une nouvelle classe
de hiérarchies appelées les hiérarchies de double ramication [Bur15a]. Elles sont construites
à partir des cycles de double ramication sur l’espace de module des courbes introduits par
Graber et Vakil [GV05] (d’où le nom) et peuvent être dénies pour n’importe quelle CohFT
(pas seulement les CohFT semisimples, comme c’est le cas pour les hiérarchies de Dubrovin–
Zhang). Dans ce même article, guidé par des exemples qu’il calcula, Buryak conjectura que dans
le cas d’une CohFT semisimple, la hiérarchie de double ramication est équivalente à la hiérar-
chie de Dubrovin–Zhang correspondante via une transformation de Miura. En particulier, pour
la CohFT associée à la théorie FJRW d’une singularité complexe simple de type ADE, la hiérar-
chie de double ramication, celle de Dubrovin–Zhang et celle de Drinfeld–Sokolov devraient
coïncider selon la conjecture.
Les hiérarchies de double ramication possèdent plusieurs propriétés qui leur donnent
un intérêt particulier. (1) Elles sont dénies pour n’importe quelle CohFT. (2) Elle sont con-
struites en tant que hiérarchies Hamiltoniennes pour lesquelles le crochet de Poisson est très
simple (appelée le crochet standard) ; en particulier, (3) une famille de densités Hamiltoni-
ennes tau symétrique est aisément obtenue [BDGR18]. (4) Leurs densités Hamiltoniennes sat-
isfont des relations de récurrence fortes jusque lors inconnues [BR16b]. (5) Elles admettent
une quantication relativement simple [BR16a, BDGR16], mais nous n’en parlerons pas ici.
De plus, l’équivalence conjecturale avec les hiérarchies de Dubrovin–Zhang a été augmentée
en une transformation de Miura uniquement déterminée, d’où la conjecture DR/DZ forte 5.2.23
[BDGR18]. Jusque là, l’équivalence DR/DZ forte a été conrmée dans plusieurs cas incluant
les hiérarchies de Drinfeld–Sokolov de type A1 à A5, la hiérarchie de Toda étendue et d’autres
(voir 5.2.23).
Dans un papier accepté pour publication [DR19], nous avons conrmé l’équivalence DR/DZ
forte pour la hiérarchie de Drinfeld–Sokolov associée à l’algèbre ane de l’algèbre de Lie sim-
ple de type D4. La conrmation de la conjecture implique le calcul de la première structure
Hamiltonienne de la hiérarchie de Drinfeld–Sokolov de type D4. Pour cela, nous avons utilisé
la paire de Lax scalaire de la hiérarchie de type Dn obtenue par Liu, Wu et Zhang [LWZ10].
Ces calculs, à notre connaissance, sont nouveaux vis-à-vis de a littérature.
de Gromov–Witten de P1 / Hiérarchie de Toda étendue.
13La construction de Dubrovin–Zhang s’applique en réalité à des objets fortement reliés appelés des variétés de
Frobenius, mais nous ne nous concentrerons pas sur cette approche.
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1.2 La hiérarchie de Korteweg–de Vries :
un exemple canonique
Dans cette section, nous présentons certains des aspect fondamentaux de l’équation et de la
hiérarchie de Korteweg–de Vries (KdV). Cela servira d’illustration à de nombreuses propriétés
des hiérarchies intégrables. Le chapitre 3 est dédié aux fonctions tau polynomiales de la hiérar-
chie KdV ; nous décrivons les résultats obtenus dans [Duc17] à la n de la section §1.2.
1.2.1 L’équation de Korteweg–de Vries
Mise à part ses applications en géométrie, l’équation KdV provient de mécanique des uides.
Elle décrit l’évolution de la surface de l’eau dans un canal, ce dernier modélisant des eaux
peu profondes s’écoulant essentiellement dans une seule direction. Si l’on ignore la direction
transverse, on peut décrire la hauteur de la surface de l’eau par une fonction scalaire u(x , t)
où t représente le temps et x représente la direction dans laquelle l’eau s’écoule. Alors u doit
satisfaire l’équation KdV :
ut =
1
4
uxxx +
3
2
uux , (1.5)
oùut = ∂tu etux = ∂xu, etc. L’équation ci-dessus est en réalité une version normalisée de KdV
où les constantes physiques ont été éliminées. L’équation KdV fut en premier théorisée par
Boussinesq [Bou77] puis proposée dans sa version actuelle par Korteweg et de Vries [KdV95].
Pour la dérivation physique de l’équation (et celle de l’équation KP), nous référons à l’intro-
duction de [AC91] par Ablowitz et Clarkson.
Notons qu’en renormalisant u, x et t , on peut mettre des coecients arbitraires devant
chaque monôme ut , uxxx et uux ; le choix 1, 1/4 et 3/2 deviendrait clair à la section §1.2.2.
L’équation KdV peut être écrite de diverses façons, permettant ainsi des connections avec de
nombreux domaines a priori déconnectés. Ici nous décrivons quatre représentations : (a) la
paire de Lax scalaire, (b) la paire de Lax matricielle, (c) la représentation bi-Hamiltonienne et
(d) la représentation bilinéaire.
(a) La paire de Lax scalaire. Considérons l’opérateur L = ∂2x +u souvent appelé l’opérateur
de Schrödinger.14 Alors on peut réécrire l’équation (1.5) comme
∂L
∂t
= [P ,L] , P = ∂3x +
3
2
u∂x +
3
4
ux , (1.6)
14En eet, si u est vu comme un potentiel en mécanique quantique, alors l’équation de Schrödinger normalisée
sur la fonction d’ondeψ devient i~ψt = −~2ψxx + uψ .
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où [L, P] = L ◦ P − P ◦ L est le commutateur entre opérateurs diérentiels. La composition
d’opérateurs diérentiels est donnée par la règle de Leibniz, dénie sur les monômes par15
a∂nx ◦ b∂
p
x :=
n∑
k=0
(
n
k
)
ab(k )∂
n+p−k
x , (1.7)
où b(k ) := ∂kx (b), et étendue par linéarité. Nous omettrons le signe ◦ lorsqu’il n’y a pas
d’ambiguïté. La dérivation ∂x est dénie sur les opérateurs diérentiels comme agissant sur
les coecients : ∂t
(
a∂nx
)
:= at ∂nx . En particulier, l’action de ∂t sur les opérateurs satisfait la
règle de Leibniz. Ainsi, ∂tL = ut , mais c’est uniquement dû à la forme spécique L. La paire
(L, P) est ce qu’on appelle une paire de Lax scalaire pour l’équation KdV. Cette représentation
est due à Peter D. Lax lui-même [Lax68].
Les équations (1.5) et (1.6) sont de nature diérente : l’équation (1.5) est une EDP non
linéaire enu, tandis que l’équation (1.6) est une EDO linéaire en L et les deux côtés de l’équation
sont des dérivations (des opérateurs de Leibniz) sur les opérateurs diérentiels. La formule
pour l’opérateur P , à ce stade, semble plutôt ad hoc, mais elle entrera dans une élégant schéma
avec la hiérarchie KdV. Un intérêt particulier de la paire de Lax scalaire est qu’elle permet
de généraliser l’équation et la hiérarchie KdV à la hiérarchie de Kadomtsev–Petviashvili (voir
§3.2).
(b) La paire de Lax matricielle. Considérons à présent l’opérateur diérentiel matricielle
d’ordre 1 suivant :
L = ∂x +
(
0 λ − u
1 0
)
. (1.8)
Ci-dessus, λ est une nouvelle indéterminée qu’on appelle le paramètre spectral. Toute identité
doit est valable pour toute valeur complexe du paramètre λ. Considérons à présent la matrice
suivante :
M =
(
− 14ux λ
2 − 12uλ −
1
2 (u)
2 − 14uxx
λ + 12u +
1
4ux
)
. (1.9)
Alors
∂L
∂t
− [L ,M ] =
(
0 −ut + 14uxxx +
3
2uux
0 0
)
.
Dans l’équation ci-dessus, [L ,M ] := ∂xM + [N ,M ] où N = L − ∂x et où la dérivée
∂xM est dénie comme agissant sur les composantes de la matrice. Ainsi, ∂tL = [L ,M ]
si et seulement si ut = 14uxxx +
3
4uux , i.e. si et seulement si l’équation KdV (1.5) est satisfaite.
Autrement dit, l’équation KdV (1.5) peut être réécrite comme
∂L
∂t
= [L ,M ]. (1.10)
15Pour les non spécialistes, la composition des opérateurs diérentiels donnée à l’équation (1.7) vient simplement
de l’action sur des fonctions test. Par exemple, ∂x (f ∂x (ψ )) = ∂x (fψx ) = fxψx + fψxx , ce qui est en accord avec
la formule ∂x ◦ f ∂x donnée par l’équation (1.7).
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C’est équivalent à l’équation de courbure nulle
∂tN − ∂xM − [N ,M ] = 0.
La paire (L ,M ) est appelée une paire de Lax matricielle pour l’équation KdV. Cette représen-
tation est due à Ablowitz, Kaup, Newell et Segur [AKNS74].
Une fois de plus, les équations (1.6) sont (1.10) de nature diérente ; cette dernière n’implique
que des opérateurs diérentiels d’ordre 1 et permet ainsi la représentation par courbure nulle.
Un intérêt particulier est que les hiérarchies de Drinfeld–Sokolov sont construites générique-
ment comme des équations de Lax matricielles.
(c) La représentation bi-Hamiltonienne. On introduit l’anneau A = C[u,ux ,uxx , . . .]
dont nous appelons les éléments des polynômes diérentiels enu. L’opérateur ∂x agissant surA
s’identie alors avec l’opérateur ∂x =
∑
k≥0u(k+1)∂u(k ) . Par ailleurs, on dénit l’espace quotient
suivant,16
F := A/Im (∂x ),
dont nous appelons les éléments des fonctionnelles locales. Pour tout polynôme diérentiels
f ∈ A, on note sa classe f ∈ F par f =
∫
f .17 En tant que conséquence immédiate, on obtient
une formule d’intégration par partie :
∫
f ∂xд = −
∫
д∂x f , ou, plus généralement, pour k ≥ 1,∫
f ∂kxд = (−1)
k
∫
д∂kx f . (1.11)
Puis l’on dénit surA l’opérateurδ/δu, appelé la dérivée variationnelle (aussi appelé l’opérateur
d’Euler–Lagrange), par
δ f
δu
:=
∑
k≥0
(−1)k∂kx
∂ f
∂u(k )
=
∂ f
∂u
− ∂x
∂ f
∂ux
+ ∂2x
∂ f
∂uxx
− · · ·
Alors pour tout f ne contenant pas de terme constant, δ f /δu = 0 si et seulement si f ∈ Im (∂x )
(voir la proposition 5.1.1). En particulier, δ/δu est bien déni sur F . On dénit ensuite deux
applications, {−,−}1, {−,−}2 : F ⊗ F → F by18{
f ,д
}
1 :=
∫
δ f
δu
∂x
δд
δu
,
{
f ,д
}
2 :=
∫
δ f
δu
(
1
4
∂3x + u∂x +
1
2
ux
)
δд
δu
. (1.12)
16Notons que l’espace quotientF = A/Im(∂x ) est seulement un espace vectoriel et non un anneau car l’opérateur
∂x est certes linéaire, mais n’est pas un morphisme anneau (il satisfait la règle de Leibniz).
17Nous insistons sur le fait que le symbole intégrale ici n’est vraiment qu’une notation. Cela dit, par construction∫
∂x f = 0, et cela peut être réalisé par les fonctions sur le cercle S1. Ainsi, on parle parfois de solutions périodiques
de l’équation KdV (voir [Lax75]).
18Dans l’équation (1.12), les polynômes diérentiels f ,д ∈ A sont n’importe quels représentants des classes
f ,д ∈ F (i.e. f = f + Im(∂x )). C’est bien déni puisque δ/δu s’annule sur Im(∂x ).
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Ces applications sont antisymétriques et satisfont l’identité de Jacobi ; on appelle ce type
d’applications des structures de Poisson locales.19 De plus, toute combinaison linéaire λ{−,−}1+
µ{−,−}2 est encore une structure de Poisson locale ; on dit que les structures de Poisson
sont compatibles. On dénit aussi deux applications auxiliaires, notées pareillement {−,−}a :
A ⊗ F → A, avec a = 1, 2, par
{ f ,д}1 :=
∑
k≥0
∂ f
∂u(k )
∂k+1x
δд
δu
, { f ,д}2 :=
∑
k≥0
∂ f
∂u(k )
∂kx
(
1
4
∂3x + u∂x +
1
2
ux
)
δд
δu
. (1.13)
Par construction, et grâce à l’équation (1.11), ces applications vérient
∫
{ f ,д}a = { f ,д}a ,
pour a = 1, 2. Ainsi, il est aisé de vérier que l’équation KdV (1.3) est équivalente aux deux
équations suivantes :
ut =
{
u,h1
}
1 = ∂x
δh1
δu
, h1 =
∫
1
4
u3 +
1
8
uuxx , (1.14)
ut =
{
u,h2
}
2 =
(
1
4
∂3x + u∂x +
1
2
ux
)
δh2
δu
, h2 =
∫
4
8
u2. (1.15)
Les fonctionnelles locales h1 et h2 sont appelées des fonctionnelles Hamiltoniennes et les équa-
tions ci-dessus sont appelées des représentations Hamiltoniennes de l’équation KdV. Le fait que
KdV admette deux représentations Hamiltoniennes avec deux structures de Poisson locales
compatibles est ce qu’on appelle une représentation bi-Hamiltonienne.
La représentation (1.14) fut trouvée simultanément en 1971 par Gardner [Gar71] et Fadeev
et Zakharov [FZ71] (bien que Fadeev et Zahkarov l’attribuent à Gardner) ; on l’appelle la pre-
mière représentation Hamiltonienne ou bien celle de Gardner–Zakharov–Fadeev. La représen-
tation (1.15) est due à Magri [Mag78] et est appelée la seconde représentation ou bien celle de
Magri.20
Les représentations bi-Hamiltoniennes furent intensément étudiées par Dubrovin et Zhang
(e.g. [DZ08, DLZ08]), en particulier dans le but de classier les hiérarchies intégrables. De plus,
les hiérarchies de double ramication, que nous étudions au chapitre 5, apparaissent naturelle-
ment dans une représentation Hamiltonienne.
(d) La représentation bilinéaire. Finalement, nous décrivons la représentation bilinéaire,
ou de Hirota, de l’équation KdV. Contrairement aux représentations précédente, celle bilinéaire
agit sur la fonction tau τ et non sur la solutions u. Comme mentionné précédemment, il y a
diverses façons de dénir la fonctions tau. Mais dans le cas de l’équation KdV, cela revient
19Puisque F n’est pas un anneau, on ne peut pas écrire la règle de Leibniz pour les structures de Poisson locale.
Ainsi, (F , {−,−}a ), pour a = 1, 2, est une algèbre de Lie, mais pas une algèbre de Poisson. Cela dit, pour toute
fonctionnelle locale д ∈ F , les applications f 7→ { f ,д}a de l’équation (1.13) satisfont la règle de Leibniz.
20Magri en réalité contribua bien plus en étant le premier à découvrir comment reconstruire toute la hiérarchie
KdV en utilisant la structure bi-Hamiltonienne. Ce faisant, une étape fondamentale était achevée dans la com-
préhension des techniques de reconstruction pour les hiérarchies intégrables. Cependant, nous ne le discuterons
pas dans ce document.
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toujours à dénir τ par la relation21
u = −2
∂2 logτ
∂x2
. (1.16)
En particulier, à la donnée d’une solution u, la fonction tau τ n’est pas unique. On introduit à
présent les dérivées bilinéaire, ou de Hirota, Dti avec i ≥ 1. On pose22
exp
(∑
i≥1
hiDti
)
(f ,д) = f (t + h) · д(t − h), (1.17)
où chaque côté de l’équation est développé en les puissances de hi et identiés en tant que
séries en les hi . Par exemple, en posant x = t1 et t = t3 (les indices n’importent pas ici), on
obtient
Dx (f ,д) =
∂ f
∂x
д − f
∂д
∂x
, DxDt (f ,д) =
∂2 f
∂x∂t
д + f
∂2д
∂x∂t
−
∂ f
∂x
∂д
∂t
−
∂ f
∂t
∂д
∂x
.
Ainsi, c’est un peu long à vérier, mais l’équation KdV (1.5), en substituant u = −2∂2x logτ , est
équivalente à l’équation suivante, (
D4x − 4DxDt
)
(τ ,τ ) = 0. (1.18)
L’équation ci-dessus est appelée une équation de Hirota, d’après Ryogo Hirota qui les intro-
duisit dans [Hir76]. Cette équation est relativement compacte compte tenu du nombre de ter-
mes que les dérivées logarithmiques font apparaître !
D’aucuns se demanderaient quel est l’intérêt de ce type d’équations. C’est en réalité moins
clair pour la hiérarchie KdV que pour d’autres hiérarchies plus compliquées. En particulier,
lorsqu’une solution de la hiérarchie consiste en plusieurs fonctionsu1, . . . ,uN (et pas seulement
u), il y a toujours une seule fonction τ associée à la solution. Ainsi, la représentation bilinéaire
condense toute la hiérarchie sur une seule fonction. De plus, il se peut que la fonction tau soit
plus simple à calculer que la solution elle-même. C’est par exemple l’approche des chapitres 4
et 4, bien qu’ils n’impliquent pas directement les équations bilinéaires.
1.2.2 La hiérarchie de Korteweg–de Vries
La hiérarchie KdV fut introduite en 1968 simultanément par Lax [Lax68] et Gardner–Kruskal–
Miura–Zabusky [Miu68, GKM68, GKMZ70].23 Elle consiste en une suite d’équations com-
mutant deux-à-deux (expliqué ci-dessous) et qui contient l’équation KdV (1.3), incluant ainsi
l’équation KdV dans un système d’EDP innie-dimensionnel. Dans ce qui suit, nous mon-
trons comment construire la hiérarchie KdV en partant de (A) la paire de Lax scalaire, due
21Le facteur (−2) est expliqué à la proposition 3.4.5 ; il ne peut être éliminé puisque KdV est non linéaire.
22Notons que lorsqu’on développe l’identité (1.17) le symbole Dti1 · · ·Dtin est un opérateur en soi et non un
produit d’opérateurs.
23Elle fut en réalité découverte pour la première fois par Andrew Lenard durant l’été 1967, bien qu’il n’est
fameusement jamais écrit de papier sur le sujet. Voir [PS05] pour les détails de cette découverte et comment cela
fut reconnu par Lax, Miura et al.
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à Lax [Lax68] ; puis nous discuterons (B) sa paire de Lax matricielle, (C) sa représentation
bi-Hamiltonienne et (D) sa représentation bilinéaire. Sa paire de Lax matricielle est la plus
technique ; nous la discuterons en réalité à la section 1.3 avec le cas général des hiérarchies de
Drinfeld–Sokolov.
(A) Les paires de Lax scalaire. Pour les paires de Lax scalaires, il sut de considérer la
racine carrée L1/2 de l’opérateur de Schrödinger L = ∂2x + u. Pour cela, nous commençons par
étendre l’algèbre des opérateurs diérentiels en une algèbre
D =
{
n∑
i=−∞
ai∂i
 ai ∈ C[[x]],n ∈ Z
}
, (1.19)
équipée du même produit déni à l’équation (1.7), mais où les coecients binomiaux ont été
généralisés à
(n
k
)
avec n < 0 en posant
(n
k
)
:= n(n − 1) · · · (n − k + 1)/k!. Nous appelons
les éléments de D des opérateurs pseudo-diérentiels. Dans cette algèbre, il existe alors un
opérateur L1/2 = ∂x +
∑
k<0 p
k∂kx , avec des fonctions pk ∈ A, satisfaisant (L1/2)2 = L (voir
théorème 3.1.8). Alors la hiérarchie KdV peut être formulée de la façon suivante,{
∂L
∂ti
=
[
(Li/2)+,L
]  i > 0 odd} , (1.20)
où (−)+ désigne la projection sur le sous-espace de D contenant seulement des puissances
positives ou nulles de ∂x (i.e. les opérateurs diérentiels). En particulier, (L3/2)+ = P = ∂3x +
3
2u∂x +
3
4ux , voir l’équation (1.6). Cette formulation de Lax scalaire de la hiérarchie KdV se
généralise aisément à la n-ième hiérarchie de Gelfand–Dickey où l’opérateur L = ∂2x + u est
remplacé par l’opérateur L = ∂nx + un−2∂n−2x + · · · + u0.
Ainsi, les ots dénis par le système (1.20) commutent deux-à-deux dans le sens où, pour
tout entiers positifs i, j,
∂
∂ti
[
(Lj/2)+,L
]
=
∂
∂tj
[
(Li/2)+,L
]
. (1.21)
C’est ce qu’on appelle la condition d’intégrabilité de la hiérarchie KdV. La preuve est classique
et peut être trouvée par exemple dans [DJM00] ; nous donnons une preuve tout à fait similaire
pour la hiérarchie KP au théorème 3.2.1. Gardant à l’esprit que L = ∂2x + u, il s’en suit de
l’équation (1.21) que ∂ti ∂tju = ∂tj ∂tiu. C’est évidemment une condition nécessaire à l’existence
de solutions au moins C1, sans parler de solutions lisses. Notons que la fonctionu doit à présent
dépendre d’une innité de variables {ti | i > 0 odd}. Nous supposerons en général que
u ∈ C [[t1, t3, t5, . . .]] .
Comme nous l’avons dit, nous traiterons la paire de Lax matricielle à la section 1.3 avec les
hiérarchies de Drinfeld–Sokolov. Traitons à présent la représentation bi-Hamiltonienne.
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(C) La représentation bi-Hamiltonienne. Soit un opérateur pseudo-diérentiel A ∈ D,
on note res (A) son coecient en ∂−1x . Alors la représentation bi-Hamiltonienne est donnée par
les deux mêmes structures de Poisson locales de l’équation (1.12), et par les densités Hamil-
toniennes données par les résidus des puissances fractionnaires de L = ∂2x + u, à savoir,
uti =
{
u,h1,i
}
1 = ∂x
δh1,i
δu
, h1,i =
4
i + 2
∫
resL
i+2
2 ,
uti =
{
u,h2,i
}
2 =
(
1
4
∂3x + u∂x +
1
2
ux
)
δh2,i
δu
, h2,i =
4
i
∫
resL
i
2 ,
pour i > 0 impair. En particulier, en comparant avec les équations (1.14) et (1.15), h1,3 = h1 et
h2,3 = h2. De plus, les structures de Poisson locales peuvent être reformulées via l’opérateur L
comme suit. Pour toute fonctionnelle locale f ∈ F , on note δ fδL = ∂
−1
x ◦
δ f
δu ∈ A,
24 et soient
X =
δ f
δL et Y =
δд
δL , alors
{ f ,д}1 =
∫
res [XLY − LXY ] , { f ,д}2 =
∫
res [(LX )+ LY − (XL)+ YL] . (1.22)
(D) La représentation bilinéaire. Finalement, pour la représentation bilinéaire, on doit in-
troduire les polynômes de Schur élémentaires , notés pk (t) avec k ∈ Z>0, dénis par la relation
exp
( ∑
i ∈Z>0
tiz
i
)
=
∑
k ∈Z>0
pk (t)zk . (1.23)
par exemple, p1 = t1, p2 = 12t
2
1 + t2, p3 =
1
6t
3
1 + t2t1 + t3. Notons à présent p̃k le polynôme pk
où toutes les variables t2i ont été mises à 0. Alors la hiérarchie KdV (1.20), une fois eectuée la
substitutionu = −2∂2x logτ , est équivalente aux deux suites d’équations bilinéaires suivantes,25{ {(
p̃k+1 ([D]) −
1
2DxDtk
)
(τ ,τ ) = 0,(
DxDtk − Dx p̃k ([D])
)
(τ ,τ ) = 0,
 k > 0 odd
}
, (1.24)
où [D] := (Dx , 13Dt3 ,
1
5Dt5 , . . .). Les équations ci-dessus peuvent être déduites des résultats de
[DJKM83] (voir aussi [ACvM12], lemme 4.1). En particulier, pour k = 3, p̃k+1 ([D]) − 12DxDtk =
1
24 (D
4
x − 4DxDt3) et l’on retrouve la forme bilinéaire (1.18) de l’équation KdV.
1.2.3 Fonctions tau polynomiales de la hiérarchie KdV
et les polynômes d’Adler–Moser
Ici nous décrivons le résultat obtenu dans [Duc17] sur une transformation explicite des polynômes
d’Adler–Moser vers les fonctions tau polynomiales de la hiérarchie KdV ; c’est l’objet du chapitre
24La notation δ fδL peut sembler articielle à ce stade, mais lorsque l’on considère les hiérarchies de Drinfeld–
Sokolov pour une algèbre de Lie simple arbitraire (KdV étant associée à sl(2,C)), cela apparaît clairement.
25Une forme bien plus compacte des équations (1.24) est donnée par la célèbre identité bilinéaire (cf. §3.3), cepen-
dant elle est moins explicite que celle donnée ici.
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3, §3.5. Dans [AM78], Adler et Moser introduisirent une suite de polynômes θn , pour n ≥ 0,
dépendant de paramètres r = {ri | i ∈ Zodd>0 }, r1 = x , dénis par la récurrence diérentielle
suivante : θ0 = 1; θ1 = x ; puis
∂θn+1
∂x
θn−1 − θn+1
∂θn−1
∂x
= (2n − 1) (θn)2 . (1.25)
Lors du calcul de θn , la constant d’intégration choisie est r2n−1. Par exemple, θ2 = x3 + r3 et
θ3 = x
6 + 5r3x3 + r5x − 5r 23 . Ces polynômes sont désormais connus sous le nom de polynômes
d’Adler–Moser. Dans ce même article, ils prouvèrent l’existence d’un unique changement de
variables r 7→ t transformant le polynôme d’Adler–Moser θn(r) en une fonction tau τn(t) de la
hiérarchie KdV dans le sens de l’équation (1.16). De plus, d’après des résultats de [AMcKM77],
ils prouvèrent que via ce changement de variables, l’on retrouve toutes les fonctions tau poly-
nomiales ainsi que toutes les solutions rationnelles de KdV, classiant ainsi les solutions ra-
tionnelles. Cependant, cet unique changement de variables n’était pas connu. Dans [Duc17],
nous avons prouvé le théorème suivant.
Théorème 1.2.1 ([Duc17]). Le changement de variables suivant transforme les polynômes d’Adler–
Moser en les fonctions tau polynomiales de la hiérarchie KdV : r1 = t1 = x , et∑
i≥2
r2i−1
α2i−1
z2i−1 = tanh
(∑
i≥2
t2i−1z
2i−1
)
. (1.26)
où α2i−1 = (−1)i−13252 · · · (2i − 3)2(2i − 1).
Voir théorème 3.5.4 dans le document. On peut interpréter le théorème 1.2.1 comme une renor-
malisation des variables, plus le choix diérent, non trivial, d’une constante d’intégration pour
la récurrence (1.25). Les premiers polynômes de la récurrence sont les suivants.
τ0 = 1, τ2 = x3 − 3t3,
τ1 = x , τ3 = x
6 − 15t3x3 − 45t23 + 45t5x .
Ce sont des fonctions tau polynomiales bien connues, voir e.g. [Hir04] où elles sont calculées
par des méthodes similaires via les polynômes de Schur élémentaires (voir équation (1.23)).
La preuve du théorème 1.2.1 est donnée à la section 3.5 ; elle repose essentiellement sur
la théorie KP que nous développons à la section 3.2. Cela constituera un futur projet que de
généraliser les polynômes d’Adler–Moser ainsi que les résultats de [AM78] et le théorème ci-
dessus aux hiérarchies de Drinfeld–Sokolov en général (i.e. pour une algèbre de Lie simple
arbitraire).
1.3 Fonctions tau polynomiales des hiérarchies
de Drinfeld–Sokolov
Ici nous décrivons les résultats obtenus dans [CDY18] sur les fonctions tau polynomiales des
hiérarchies de Drinfeld–Sokolov et des applications ; c’est l’objet du chapitre 4, §4.5. Nous
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commençons par décrire la construction des hiérarchies de Drinfeld–Sokolov dans l’approche
la plus directe, bien que technique : la paire de Lax matricielle. Dans cette approche, elles
généralisent largement la représentation (1.10) de l’équation KdV. Mais tout d’abord, il nous
faut introduire du matériel concernant les algèbres de Lie semisimples et anes.
1.3.1 Les hiérarchies de Drinfeld–Sokolov
Point de départ : une algèbre de Lie semisimple. Nous démarrons avec une algèbre de Lie
nie-dimensionnelle semisimple (voir §4.1), i.e. une algèbre de Lie qui est une somme directe
d’algèbres de Lie simple (i.e. qui ne contiennent pas d’idéaux non triviaux). Ces algèbres se
décomposent ainsi,
g̊ = n̊− ⊕ h̊ ⊕ n̊+,
où h̊ est une sous-algèbre abélienne maximale dont les élémentsH ∈ h̊ sont tels que les applica-
tions adjointes adH = [H ,−] : g̊→ g̊ sont simultanément diagonalisables. La sous-algèbre h̊ est
appelée une sous-algèbre de Cartan de g̊ et sa dimension r = dim h̊ est appelée le rang de g̊ ; le
rang est unique. Un résultat classique est que g̊ est complètement déterminée (à isomorphisme
près) par une unique matrice (Ci j ) ∈ Mat(r ,Z), appelée sa matrice de Cartan, à laquelle on peut
associer un ensemble de générateurs {Hi ,Ei , Fi | 1 ≤ i ≤ r } de g̊ satisfaisant les relations
suivantes :
[Ei , Fj ] = δi jHi , [Hi ,Ej ] = Ci jEi , [Hi , Fj ] = −Ci jFj , [Hi ,Hj ] = 0,
Alors h̊ est générée par les Hi , tandis que n̊+ (resp. n̊−) est générée par les Ei ’s (resp. the Fi ’s).
De tels générateurs s’appellent des générateurs de Weyl. On a deux éléments spéciaux Eθ ∈ n+
et E−θ ∈ n− qui satisfont les relations suivantes : pour tout i ∈ {1, . . . , r },
[Eθ ,Ei ] = 0, [E−θ , Fi ] = 0.
Par exemple, l’algèbre de Lie simple sl(2,C) (matrices complexes 2 × 2 de trace nulle) est de
rang 1 et est générée par les matrices suivantes,
H =
(
1 0
0 −1
)
, E =
(
0 0
1 0
)
, F =
(
0 1
0 0
)
.
Ces matrices satisfont les relations [H ,E] = 2E, [H , F ] = −2F et [E, F ] = H de sorte que la
matrice de Cartan de sl(2,C) est C = (2) ∈ Mat(1,Z). De plus, dans ce cas particulier, Eθ = E
et E−θ = F .
L’algèbre ane associée. À l’algèbre nie-dimensionnelle semisimple g̊ on associe une al-
gèbre ane (non twistée)
g := g̊ ⊗ C[λ, λ−1] ⊕ Cc, (1.27)
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qui est innie-dimensionnelle. On équipe cette algèbre du crochet de Lie suivante : soient
X ,Y ∈ g̊, p,q ∈ Z et a,b ∈ C,
[Xλp + ac,Yλq + bc] = [X ,Y ]λp+q + pδp+q,0(X ,Y )0 · c, (1.28)
où (−,−)0 est une certaine forme bilinéaire symétrique non dégénérée sur g̊. Clairement, c est
un élément central de g (i.e. c commute avec tous les autres éléments de g), faisant de Cc un
idéal non trivial de g. Si l’algèbre de Lie semisimple g̊ est de type Xn , on note X (1)n l’algèbre
ane associée g. Les algèbres anes furent intensément étudiées par V. Kac, qui les introduisit
parallèlement à R. Moody [Kac68, Moo68]. Les détails sont donnés dans §4.2.
L’algèbre ane g est générée par les éléments suivants :
ei = Ei , fi = Fi , α̌i = Hi ,
e0 = E−θλ, f0 = Eθλ
−1, α̌0 = H0 + c,
où H0 = [Eθ ,E−θ ], avec i ∈ {1, . . . , r } (r = dim h̊ étant le rang de g̊). Puis on déni deux
gradations importantes : la gradation principale et la gradation homogène, comme suit,
Principal: deg ei = 1, deg fi = −1, deg α̌i = 0, g =
⊕
k ∈Z g
k ,
Homogeneous: deg ei = δi,0, deg fi = −δi,0, deg α̌i = 0, g =
⊕
k ∈Z gk .
La gradation homogène, comme son nom l’indique, revient à poser deg λ = 1 et deg g̊ = deg c =
0. On note g+ (resp. g+) le sous-espace de des éléments de degré principal (resp. homogène)
≥ 0 ; on pose g− = g − g+ et g− = g − g+.
On introduit à présent l’élément cyclique principal ane
Λ = e0 + e1 + . . . + er = E−θλ + E1 + . . . + Er . (1.29)
En particulier, Λ ∈ g1 (degré principal égal à 1). Un résultat fondamental (voir [Kac90]) sur les
algèbres anes est la décomposition de g comme
g = s + Im (adΛ) , s ∩ Im (adΛ) = Cc .
où s = Ker (adΛ). On note sk = s∩gk le sous-espace de degré principal k . On appelle exposants
anes de g les entiers k ∈ Z tels que dim sk , 0 et on note mk = dim sk la multiplicité de k .
On note
E =
{
k ∈ Z
 dim sk , 0 }
le multi-ensemble des exposants anes de g, c’est-à-dire que l’élément k ∈ E a multiplicitémk .
On note Λk ,Λ′k ,Λ
′′
k , . . . (mk fois) les éléments engendrant s
k linéairement. Ces généra-
teurs Λk (on omet les primes pour l’instant) peuvent être choisis de sorte qu’ils satisfassent les
relations de Heisenberg
[Λi ,Λj ] = iδi+j,0 · c . (1.30)
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On appelle s la sous-algèbre de Heisenberg principale de g. On note ν ∈ C \ {0} le nombre
complexe tel que Λ1 = νΛ.
Par exemple, pour l’algèbre ane g = sl(2,C) ⊗C[λ, λ−1] ⊕Cc l’élément cyclique principal
ane est
Λ = Fλ + E =
(
0 λ
1 0
)
.
Les exposants anes de g sont exactement les nombres impairs et ont tous multiplicité 1, i.e.
E = Zodd. Les générateurs de la sous-algèbre de Heisenberg principale sont simplement les
Λ2i+1 = Λ
2i+1 = λiΛ pour i ∈ Z.
Les hiérarchies de Drinfeld–Sokolov. Nous avons à présent tout le matériel nécessaire
à la description des hiérarchies de Drinfeld–Sokolov. Premièrement, on note E+ = E ∩ Z>0
l’ensemble des exposants anes positifs de g. On note alors t = {ti | i ∈ E+}, avec t1 = ν−1x ,
et l’on considère l’algèbre suivante,
g ⊗ C [[t]] =
{ ∑
m≥0
∑
i1, ...,im ∈E+
∑
k1, ...,km ≥1
ξ k1, ...,kmi1, ...,im · t
k1
i1 · · · t
km
im
 ξ k1, ...,kmi1, ...,im ∈ g
}
.
L’algèbre ci-dessus (et ses sous-algèbres) jouera le rôle d’« espace de fonctions » de la théorie.
Le crochet de Lie est déni de façon similaire à celui sur g̊ ⊗ C[λ, λ−1], i.e. on pose [ξ ti ,ηtj ] =
[ξ ,η]titj puis on étend par multiplicativité. On considère à présent l’opérateur matricielle
d’ordre 1 suivant,
L = ∂x + Λ +Q, Q ∈ b̊ [[t]] ,
où b̊ = h̊ ⊕ n̊+ (typiquement, pour sl(n,C), la sous-algèbre b̊ consiste en les matrices trian-
gulaires inférieures de trace nulle). Nous appelons de telles opérateurs des connexions (bien
qu’il n’y ait pas de variété ni de bré pour ainsi dire) et nous notons opg l’ensemble de ces
connexions.26 On considère ensuite le groupe multiplicatif suivant :
N :=
{
exp (adS ) | S ∈ n̊ [[t]]
}
et le faisons agir sur opg par
eadSL = ∂x + eadS (Λ +Q) − ∇SS, ∇SS :=
∑
k≥0
1
(k + 1)!
(adS )k∂x (S).
Les raisons pour dénir cette action et le fait qu’elle est bien dénie sont expliqués à la section
§4.3.1. Alors il n’est pas dicile de montrer, qu’en eet, pour tout L ∈ opg, on a eadSL ∈
opg. Les hiérarchies de Drinfeld–Sokolov sont dénies sur les classes d’équivalences de ces
26L’équation (1.8) donne une exemple de ces connexions L avec g̊ = sl(2,C), bien que nous ayons même choisi
Q ∈ n̊+ [[t]] puisque pour sl(2,C), on a n̊+ = CE.
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connexions L ∈ opg, plutôt que sur les connexions elles-mêmes. À présent nous devons
étendre notre espace de fonctions de la façon suivante :
ĝ := g+ ⊕ ĝ −, g+ = g≥0 =
⊕
k≥0
g
k , ĝ − =
∏
k<0
g
k .
De la même façon, on dénit naturellement ĝ [[t]] et ses sous-algèbres. De telles dénitions
sont implicites pou g+ et ĝ−.
Un résultat fondamental qui fut prouvé pour la première fois par Drinfeld et Sokolov [DS84]
(ici nous donnons une version un peu diérente due à Wu [Wu17]) est l’existence d’une unique
fonction U ∈ ĝ − [[t]] telle que la connexion L0 := e−adU L prenne la forme
L0 = ∂x + Λ + H , H ∈ ŝ
− [[t]] , (1.31)
et telle que (eadU ξ )c = 0 pour tout ξ ∈ s+, où (−)c désigne la composante le long de Cc dans
la décomposition (1.27) de g. Les composantes des fonctionsU et H sont calculables récursive-
ment. Le point clé ici est que, grâce aux relations de Heisenberg (1.30), l’algèbre ŝ − [[t]] est
abélienne ! On peut à présent formuler la paire de Lax matricielle des hiérarchies de Drinfeld–
Sokolov. Soit une connexion L ∈ opg, la hiérarchie de Drinfeld–Sokolov de type g (ou la
hiérarchie g-DS) consiste en le système d’équations suivant :{
∂L
∂ti
=
[
(eadU Λi )+,L
]  i ∈ E+} . (1.32)
Comme suggéré précédemment, si L est solution de la hiérarchie, alors il en est de même pour
eadSL pour tout S ∈ n̊ [[t]]. Si la multiplicité de l’exposant i ∈ E+ est plus grande que 1, alors
on note ti , t ′i , t
′′
i , . . . les variables associées. C’est essentiellement de l’abélianité de ŝ
− [[t]]
que résulte la commutativité des ots de la hiérarchie, et donc son intégrabilité. Le membre de
droite de ces équations sont des matrices dont les composantes sont des polynômes diérentiels
en les composantes de la matrice Q . Finalement, on montre aisément que les composantes de
la fonction H sont des quantités conservées dans le sens où, pour tout j ∈ E+,∫
∂H
∂tj
= 0.
Par exemple, pour la hiérarchie KdV (1.20) est équivalente au système (1.32), avec les donnée
suivantes :
L = ∂x + Λ +Q, Λ =
(
0 λ
1 0
)
, Q =
(
0 −u
0 0
)
, Λ2i+1 = λ
iΛ =
(
0 λi+1
λi 0
)
.
1.3.2 Fonctions tau comme déterminants de Toeplitz
Ici nous expliquons la construction d’une fonction tau générique pour toute hiérarchie de
Drinfeld–Sokolov par C.-Z. Wu [Wu17]. Puis nous expliquons comment réaliser ces fonctions
tau comme la limite de déterminants de Toeplitz par Cafasso et Wu [CW15a, CW15b]. Finale-
ment, nous décrivons les résultats obtenus dans [CDY18] sur le calcul et les applications des
fonctions tau polynomiales à partir des travaux de Cafasso et Wu.
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Fonctions tau des hiérarchies de Drinfeld–Sokolov. Dans [Wu17], Wu dénit une fonc-
tion tau générique pour n’importe quelle hiérarchie de Drinfeld–Sokolov. Tout d’abord nous
introduisons une fonction Ω =
∑
i ∈E+
Ωi
i Λ−i dénie par ∂xΩ = −H , où H ∈ ŝ
− [[t]] est
dénie à l’équation (1.31). Ainsi le fonctions Ωj ne sont pas des polynômes diérentiels en
les composantes de Q , cependant les fonctions ∂tiΩj le sont et satisfont la relation de ferme-
ture ∂tiΩj = ∂tjΩi . En posant H =
∑
i ∈E+ −i
−1h̃iΛ−i , on obtient
∂h̃i
∂tj
=
∂h̃j
∂ti
. (1.33)
L’équation ci-dessus est appelée la condition de symétrie tau pour les densités conservées h̃i .
Par le lemme de Poincaré, il s’en suit que l’on peut dénir une fonction τ ∈ C [[t]] telle que27
∂ logτ
∂x∂tj
= h̃j . (1.34)
On appelle τ la fonction tau. La fonction tau de Wu est générique dans le sens où sa construction
marche pou toute algèbre ane (les dénitions précédentes étaient quelque peu au cas par cas).
Maintenant en considérant la série formelle Θ = eU eΩ (nous montrons qu’elle est bien dénie),
on peut réexprimer la fonction tau par la relation
∂ logτ
∂tj
= (ΘΛjΘ
−1)c (1.35)
Fonctions tau comme déterminants de Toeplitz. Dans [CW15a, CW15b], Cafasso et Wu
montrèrent comment exprimer la fonction tau τ associée à la fonction Θ comme limite de
déterminants de Toeplitz. Tout d’abord, nous xons une représentation dèle de trace nulle28
π : g̊→ gl(n)
comme à l’appendice A. Les matrices de Teoplitz sont des matrices de taille « Z≥0 × Z≥0 »
constantes le long des diagonales, i.e. de la forme
T(γ ) = (γI−J )I, J ≥0 =
©­­­­­­«
γ0 γ−1 γ−2
γ1 γ0 γ−1
. . .
γ2 γ1 γ0
. . .
. . .
. . .
. . .
ª®®®®®®¬
,
où les γI sont certains coecients que, dans notre cas, nous choisissons dans gl(n) [[t]]. On
rassemble ces éléments dans une série formelle γ =
∑
I ∈Z γIλ
I ∈ gl(n)[[λ, λ−1, t]] (même λ que
27L’équation (1.34) est équivalente au fait de poser ∂tj logτ = −Ωj . Nous insistons sur le fait que puisque les
fonctions Ωj ne sont pas des polynômes diérentiels, cela n’implique pas que les h̃j soient des dérivées exactes de
polynômes diérentiels. En particulier, l’équation (1.34) n’implique pas que
∫
h̃j = 0.
28Par gl(n) on entend Mat(n,C) (matrices n×n complexes) équipée du crochet de Lie dénie par le commutateur.
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précédemment). Bien entendu, ce n’est pas clair que le déterminant de T(γ ) peut être déni et
c’est un aspect technique de cette approche. Pour ce faire, on considère le matrice de Toeplitz
tronquée TN (γ ) =
(
γI−J
)
avec I , J ∈ {1, . . . ,N }.
À la section 4.4 nous expliquons le résulta suivant de [CW15a, CW15b]. Considérons une
élément quelconqueX ∈ g− et la fonction suivante que nous appelons la fonction Xi matricielle,
Ξ(t; λ) :=
∑
j ∈E+
tiΛi ∈ s
+ [[t]] .
Alors (1) la fonction JX (t) = eΞ(t;λ)eX est une série formelle bien dénie de gl(n)[[λ, λ−1, t]]29 ;
(2) la limite limN→∞ detTN (JX (t)) est une série formelle bien dénie de C [[t]] et (3) la fonction
τX (t) :=
[
lim
N→∞
detTN (JX (t))
]κ
(1.36)
est une fonction tau de la hiérarchie g-DS au sens de l’équation (1.34). Ici κ est un nombre
associé à la représentation π : g̊→ gl(n) par (Y ,Z )0 = κ · tr(π (Y )π (Z )) pour tous Y ,Z ∈ g̊ (avec
(−,−)0 la forme bilinéaire standard sur g̊). Typiquement, pour les algèbres de Lie de type An et
Cn , on a κ = 1 et pour les types Bn et Dn on a κ = 1/2.
Plus précisément, la fonction Θ de l’équation (1.34) à laquelle la fonction tau τX (t) est as-
sociée est celle telle que Θ|t=0 = eX . Il est facile de montrer que pour tout X ∈ g−, il existe une
telle fonction Θ ; voir le lemme 4.4.2.
1.3.3 Fonctions tau polynomiales et applications
Nous expliquons à présent les résultats de [CDY18] sur les fonctions tau de Drinfeld–Sokolov
et applications ; voir chapitre 4, §4.5. On choisit un élément X ∈ g− et la fonction tau associée
τX (t) de l’équation (1.36). Notre premier résultat est une expansion en série entière de τX (t)
sur les partitions d’entiers (ou, de façon équivalente, sur les diagrammes de Young) ; on note Y
l’ensemble des partitions d’entiers. Pour ce faire, il nous faut introduire la matrice de Laurent
L(γ ), qui est aussi constante le long des diagonales, mais de taille « Z × Z, » à savoir
L(γ ) =
(
γI−J
)
I, J ∈Z =
©­­­­­­­­­­«
. . .
. . .
. . .
. . . γ0 γ−1 γ−2
. . . γ1 γ0 γ−1
. . .
γ2 γ1 γ0
. . .
. . .
. . .
. . .
ª®®®®®®®®®®¬
.
29Les problèmes de convergences sont traités de façon purement algébrique via la topologie induite par la valu-
ation. C’est expliqué au début de la section 4.4
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On considère donc les matrices de Laurent r := L(eX ) et s(t) := L(eΞ(t;λ)) ainsi que les détermi-
nants suivants,30
rµ := det
(
ri−µi−1; j−1
)
i, j ∈[1, `(µ)] ∈ C, sµ (t) := det
(
si−1; j−µ j−1
)
i, j ∈[1, `(µ)] ∈ C[t], (1.37)
où µ ∈ Y est n’importe quelle partition de longueur `(µ). On appelle rµ les coordonnées de
Plücker de eX et on appelle sµ (t) les polynômes de Schur généralisés de type (g,π ). Dans le cas
où g̊ = sl(n,C) et π est la représentation fondamentale, les polynômes sµ (t) coïncident avec les
polynômes de Schur classiques [Mac95], une fois que l’on a posé tk = 0 pour tout k = 0 mod n.
Nous avons le prouvé le théorème suivant. C’est une application de la formule de Cauchy-Binet
et une généralisation des travaux fondateurs de Sato sur les fonctions tau de la hiérarchie KP
[Sat81].
Théorème 1.3.1 ([CDY18]). Soit X ∈ g−, la fonction tau de l’équation (1.36) admet l’expansion
suivante en terme de partitions d’entiers :
τX (t)
1
κ =
∑
µ ∈Y
sµ (t) · rµ = 1 + s r + s r + s r + s r + · · · (1.38)
Voir théorème 4.5.2 dans le document. À partir de l’équation (1.38) on trouve un critère facile
pour la polynomialité de la fonction tau comme suit. Si la donnée initiale X ∈ g− est telle que
π (X ) est une matrice nilpotente, alors les composantes de la matrice de Laurent r = L(eX )
s’annulent lorsque l’on s’éloigne susamment de la diagonale principale. Conséquemment,
pour une partition µ susamment longue, les coordonnées de Plücker rµ de X nissent par
s’annuler. Cela prouve l’assertion suivante,
∀X ∈ g−, π (X ) est une matrice nilpotente =⇒ τX (t) 1κ est polynomiale.
À la section §4.5.2 nous donnons plusieurs exemples de fonctions tau polynomiales pour les
hiérarchies de Drinfeld–Sokolov associées aux algèbres de Lie simples de type A1,A2,B2 et D4.
Pour le cas A1 – i.e. sl(2,C), i.e. la hiérarchie KdV – toutes les fonctions tau que nous avons
calculées étaient, à un changement de variable près, les polynômes d’Adler–Moser que nous
avons discutés à la section 1.2.3 de cette introduction. Bien que ça n’ait pas été encore prouvé,
nous pensons que notre algorithme recouvre tous les polynômes d’Adler–Moser. Cela pourrait
être prouvé en comparant les degrés des polynômes. Pour les autres casA2,B2,D4, les fonctions
tau polynomiales deviennent rapidement non triviales.
Cela constituera une futur projet que d’étudier les propriétés de ces polynômes. Notam-
ment, en les voyant comme des polynômes en x avec paramètres t∗ = {ti | i , 1}, l’on devrait
étudier comment les zéros de ces polynômes évoluent par rapport à t∗. Comme noté à la section
§1.1, dans le cas A1, les zéros des polynômes d’Adler–Moser évoluent en formant un système
de type Calogero–Moser [AMcKM77, Wil98]. C’est encore à comprendre pour les hiérarchies
de Drinfeld–Sokolov en général.
30Il est important de noter que, dans l’équation (1.37), les indices i, j représentent les vraies composantes com-
plexes des matrices de Laurent r et s(t). Ils ne représentent pas les indices de block qui étaient noté avec des indices
capitaux I , J jusque là.
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Fonctions tau polynomiales et équations bilinéaire. Les fonctions polynomiales ont le
mérite d’être des expressions nies et sont ainsi bien plus simples à manipuler dans les calculs
pratiques. Comme application, nous pouvons détecter les équations bilinéaires (i.e. similaires
à celles de l’équation (1.24)) que les fonctions tau de la hiérarchie doivent satisfaire. La forme
bilinéaire des hiérarchies de Drinfeld–Sokolov est connue explicitement pour toutes les hiérar-
chies de Gelfand–Dickey (i.e. pour sl(n,C)), voir équation (4.98). Cependant, à notre connais-
sance, de telles équations bilinéaires explicites pour toute hiérarchie de Drinfeld–Sokolov ne
sont pas données dans la littérature. Cependant, elles doivent être déductibles des résultats de
la série de papier fondatrice « Transformation groups for soliton equations » [KM81]–[DJKM83].
Nous avons donc injecté les fonctions tau polynomiales que nous avions calculées dans des
ansatz d’équations bilinéaires et avons requis que ces équations s’annulent. Pour des fonctions
tau polynomiales de degré susamment haut, cela détermina les coecients des dites équa-
tions bilinéaires. Bien entendu, cela ne signie pas que toutes les fonctions tau de la hiérarchie
doivent satisfaire ces équations. Cependant, nous pensons que cela donne de bonnes indica-
tions pour identier ces équations.
Dans ce qui suit, HDS[deg≤д]Xn désigne l’espace vectoriel des équations bilinéaires de degré
≤ д que les fonctions de la hiérarchie DS de type Xn (An ou Bn , etc.) satisfont. Le degré des
dérivées de Hirota (introduites à l’équation (1.17)) est déni par degDi = i où Di = Dti . Nous
avons obtenu les propositions suivantes ; premièrement pour le cas B2.
Proposition 1.3.2. On a les estimations de dimension suivantes,
dimCHDS
[deg≤4]
B2
= 0, dimCHDS
[deg≤6]
B2
≤ 1, dimCHDS
[deg≤8]
B2
≤ 2.
De plus, les éléments de HDS[deg≤8]B2 sont combinaisons linéaires des équations suivantes,
(D61 − 5D
3
1D3 − 5D
2
3 + 9D1D5)(τ ,τ ) = 0,
(D81 + 7D
5
1D3 − 35D
2
1D
2
3 − 21D
3
1D5 − 42D3D5 + 90D1D7)(τ ,τ ) = 0.
Les équations ci-dessus peuvent être trouvées dans [DKM81] comme étant les deux premières
équations bilinéaires non triviales de la hiérarchie BKP. Cette dernière contient toutes les
hiérarchies de type Bn et Dn (les types orthogonaux spéciaux). Dans la même façon, la hiérar-
chie KP contient toutes les hiérarchies de type An .
Nous avons une proposition similaire pour la hiérarchie de type D4. Notons que pour le cas
D4, on a deux variables associées à l’exposant 3 : t3 et t3′ . C’est dû au fait que la sous-algèbre
de Heisenberg s de type D4 possède un sous-espace dimension 2 pour tout exposant dans 3Z.
Proposition 1.3.3. On a les estimations de dimension suivantes,
dimCHDS
[deg≤4]
D4
= 0, dimCHDS
[deg≤6]
D4
≤ 3.
De plus, les éléments de HDS[deg≤6]D4 sont combinaisons linéaires des équations suivantes,
(2D31D3′ + 4D3 D3′ − 3D
2
3′)(τ ,τ ) = 0,
(D31D3 − D
3
1D3′ + D3D3′ − D
2
3)(τ ,τ ) = 0,
(D61 + 9D1D5 − 10D
3
1D3 + 5D
3
1D3′ − 5D3D3′)(τ ,τ ) = 0.
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1.4 Hiérarchie de typeD4 et l’équivalenceDR/DZ forte
Finalement, nous décrivons les résultats concernant la conrmation de l’équivalence Double
Ramication / Dubrovin–Zhang forte (DR/DZ) ; un travail accepté pour publication [DR19].
C’est l’objet du chapitre 5. Tout d’abord, nous expliquons brièvement le concept de théorie
cohomologique des champs (CohFT, pour cohomological eld theory), l’exemple de la théorie
de Fan–Jarvis–Ruan–Witten (FJRW) et la construction de Dubrovin–Zhang.
1.4.1 Théories cohomologiques des champs et les hiérarchies
de Dubrovin–Zhang
Espaces de module des courbes stables. Essentiellement, l’espace de module des courbes
stablesMд,n est l’espace qui paramétrise les classes d’isomorphisme de courbes complexes C ,
compactes, possiblement nodales, de genre д, avec la donnée de n points x1, . . . ,xn ∈ C appelés
des marques. Les marques ne peuvent être des nœuds et doivent être distinctes. Cela permet
de dire que deux courbes marquées (C, (x1, . . . ,xn)) et et (C ′, (x ′1, . . . ,x
′
n)) sont isomorphes s’il
existe un biholomorphisme ϕ : C → C ′ tel que ϕ(xi ) = x ′i . On dit qu’une telle courbe est stable
si son groupe d’automorphisme est ni. L’hypothèse de stabilité est nécessaire an d’obtenir
un espace de module bien déni ; elle donne la condition suivante,
2д − 3 + n ≥ 0.
On dénit alors l’espace de module des courbes stables de genre д avec n marques comme
l’espace quotient suivant,31
Mд,n := { (C, (x1, . . . ,xn))}/ ∼
C’est une orbifold complexe compact, i.e. grossièrement, un espace topologique qui est locale-
ment isomorphe à un espace ane Euclidien quotienté par l’action d’un groupe ni. En tant
qu’orbifold, elle a la dimension complexe suivante,
dimCMд,n = 3д − 3 + n.
Cette orbifold vient avec plusieurs applications et brés importants. Les détails peuvent être
trouvés à la section §5.2.1 ; nous référons à [Zvo12]. Tout d’abord, le groupe symétrique Sn
agit surMд,n en permutant les points marqués. Puis on a trois applications naturelles :
 L’application d’oubli, π :Mд,n+1 →Mд,n , qui oublie le dernier point marqué ;
 L’application de recollement séparante, σ : Mд1,n1+1 × Mд2,n2+1 → Mд1+д2,n1+n2 , qui
recolle deux courbes sur leur dernier point marqué ;
 L’application de recollement non séparante, τ : Mд,n+2 → Mд+1,n , qui recolle une
courbe sur elle-même en identiant ses deux derniers points marqués.
31La bar surMд,n vient du fait qu’il s’agit en réalité de la compactication de l’espaceMд,n qui paramétrise les
mêmes courbes mais non nodales. Ce dernier n’est pas compact malheureusement.
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Soit un point x ∈ Mд,n , i.e. la classe d’isomorphisme d’une courbe, disonsC . Alors il peut être
montré que π−1(x) ∈ Mд,n+1 est en réalité isomorphe à la courbe C elle-même (avec l’action
de son groupe d’automorphisme). On peut alors dénir des sections si : Mд,n →Mд,n+1 en
posant si (x) = x̃i ∈ π−1(x), où x̃i est l’i-ème marque sur la courbe π−1(x).
Puis on les brés suivants. Les brés en droite Li →Mд,n , pour i ∈ {1, . . . ,n}, sont con-
struits de telle façon que les bres Li |x en un point x ∈ Mд,n satisfont Li |x ' T∗x̃iπ
−1(x), où
x̃i = si (x). Ces brés sont appelés les brés tautologiques. Le bré H→Mд,n est déni de
sorte que H|x ' T∗π−1(x). Ce bré est appelé le bré de Hodge et est de rang д. On peut con-
sidérer les classes de Chern de ces brés :
ψi := c1(Li ) ∈ H 2(Mд,n ,Q), λj := c j (H) ∈ H 2j (Mд,n ,Q).
Les classes ψ1, . . . ,ψn sont appelées de classes psi et les classes λ1, . . . , λд sont appelées les
classes lambda.
Théories cohomologiques des champs. Les théories cohomologiques des champs (CohFT)
furent introduites par Kontsevich et Manin [KM94]. Une CohFT consiste en la donnée d’un
espace vectoriel complexe V , avec un vecteur spécial e1, équipé d’une métrique η = (ηα β ),
ainsi que d’applications
cд,n : V ⊗n → H ∗(Mд,n ,C)
qui satisfont les propriétés suivantes (on choisit une base (e1, e2, . . . , eN ) et utilisons la notation
d’Einstein) :
(i) cд,n est équivariante par rapport à la permutation simultanée des copies de V dans V ⊗n
et celle des marques sur les courbes ;
(ii) c0,3(e1, eα , eβ ) = ηα β ;
(iii) π ∗cд,n(eα1 , . . . , eαn ) = cд,n+1(eα1 , . . . , eαn , e1);
(iv) σ ∗cд,n(eα1 , . . . , eαn ) = cд1,n1+1(e1, . . . , en1 , eµ )ηµνcд2,n2+1(eν , e1, . . . , en2);
(v) τ ∗cд+1,n(eα1 , . . . , eαn ) = ηµνcд,n+2(eµ , eν , eα1 , . . . , eαn ).
In ne, on demande à ce que les classes cд,n « se comportent naturellement » par rapport aux
applications π ,σ et τ , considérant la métrique ηα β .
Soit une CohFT {cд,n | д,n ≥ 0}, on dénit les nombres d’intersection (ou corrélateurs)
associés à la CohFT par
〈τd1(eα1) · · · τdn (eαn )〉д :=
∫
Mд,n
cд,n(eα1 , . . . , eαn ) ·ψ
d1
1 · · ·ψ
dn
n ∈ C.
avec αi ∈ {1, . . . ,N } et dj ≥ 0. Ces nombres s’annulent si le degré cohomologique de l’inté-
grande n’est pas égal à 3д − 3 + n. On dénit alors le potentiel F de la CohFT comme la série
génératrice des nombres d’intersection, c’est-à-dire,
Fд(t
∗
∗ ) :=
∑
n≥0
2д−2+n>0
1
n!
∑
d1, ...,dn ≥0
〈τd1(eα1) · · · τdn (eαn )〉 · t
α1
d1
· · · tαndn . (1.39)
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et F (t∗∗ ; ε) =
∑
д≥0 ε
2дFд(t
∗
∗ ). Cela introduit des variables t∗∗ := {t
αi
dj
| αi ∈ {1, . . . ,N }, dj ≥ 0}
parfois appelées les variables topologiques.
Par exemple, la CohFT triviale a pour espace vectoriel V = C, métrique η = 1 et classes
cд,n = 1. Elle joue un rôle important car elle est reliée à la hiérarchie KdV [Wit91] comme nous
le verrons ci-dessous. Dans la même veine, la CohFT de Hodge a les mêmes caractéristiques,
sauf que les classes sont données par cд,n = Λ(s) := 1 +
∑д
j=1 λ
js j . Cette dernière est reliée à la
hiérarchie d’« onde longue intermédiaire » [Bur15a].
Un autre exemple important et la théorie de Gromov–Witten d’une variété projective lisse
X équipée d’une classe d’homologie β ∈ H2(X ,Z). Elle est construite à partir de l’espace de
moduleMд,n(X , β) des courbes de genreд, avecn marques (C, (xi )), avec une application stable
f : C → X telle que f∗[C] = β . Nous rappelons la construction à l’exemple 5.2.3. L’espace
vectoriel de la CohFT est donné par V = H ∗(X ,C) et avec la métrique η(v,w) =
∫
P(v)w , où
P : H ∗(X ,C) → H∗(X ,C) est la dualité de Poincaré. Les classes sont dénies par
cд,n(eα1 , . . . , eαN ) = p∗ev
∗(eα1 , . . . , eαN ), (1.40)
où p :Mд,n(X , β) → Mд,n envoie (C, (xi ), f ) sur (C, (xi )) (oublie l’application f ) et où ev :
Mд,n(X , β) → X
n envoie (C, (xi ), f ) sur (f (xi )) (évalue l’application f ). La dénition formelle
est relativement complexe et implique la classe fondamentale virtuelle [Mд,n(X , β)]vir intro-
duite par Behrend et Fantechi [BF97].
Théorie de Fan–Jarvis–Ruan–Witten. Un dernier exemple important pour la suite est la
théorie FJRW d’une paire (W ,G). IciW ∈ C[z1, . . . , zm] est un polynôme quasi-homogène avec
poids q1, . . . ,qn possédant une singularité isolée à l’origine. Et G est un groupe de matrices
diagonales γ = (γ1, . . . ,γm) qui laissent le polynôme W invariant, et qui contient l’élément
J = (e2iπq1 , . . . , e2iπqm ).
L’espace vectoriel est déni par V =
⊕
γ ∈G (QWγ ⊗ dzγ )
G , où Wγ = W |Fix(γ ) et QWγ et
son anneau Jacobien et où dzγ =
∧
zi ∈Fix(γ ) dzi . On donne une brève revue de la théorie FJRW
associée et de la CohFT associée à la section §5.2.1, voir [FJR11, FJR13]. Puisque les polynômes
quasi-homogènes possédant une singularité isolée sont classiées par les diagrammes de Dynkin
de type ADE, on a une correspondance entre les théories FJRW et les algèbres de Lie semisim-
ples du type correspondant.
Les hiérarchies de Dubrovin–Zhang. Les hiérarchies de Dubrovin-Zhang (DZ) sont des
hiérarchies d’EDP du même type que celui des hiérarchies de Drinfeld–Sokolov décrites à la
section §1.3.1. Elles sont dénie pour tout CohFT semisimple. Cette dernière condition signie
que le potentiel F de la CohFT de l’équation (1.39) doit être tel que l’algèbre complexe N -
dimensionnelle dénie par les constantes de structure
f αβγ = η
α µ ∂
3F0
∂t
µ
0 ∂t
γ
0 ∂t
β
0

t ∗p>0=0
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est semisimple. On note
Ωα,p ; β,q(t
∗
∗ ; ε) =
∂2F
∂tαp ∂t
β
q
=
∑
д≥0
Ω
[2д]
α,p ; β,qε
2д .
Puis l’on dénit des densités Hamiltoniennes et une structure de Poisson locale par
hdz,(0)α,p (v
∗) := Ω[0]α,p+1; 1,0(t
∗
0 = v
∗, 0, 0, . . .), Kα βdz,(0) := η
α β∂x .
Ces densités Hamiltoniennes commutent vis-à-vis du crochet ci-dessus [DZ03]. Cela forme la
hiérarchie DZ en genre 0, ou la hiérarchie principale de la CohFT. Pour construire la hiérarchie
en genre supérieur, on utilise la solution topologique ; c’est la solution vα de la hiérarchie DZ
déterminée par la donnée initiale
vα (x , t∗∗ = 0) = δ
α,1x .
Alors il existe des fonctions rationnelles Pαp telles que [Get02, BPS12]
Fд(t
∗
0 , t
∗
1 , t
∗
2 , . . .) = Fд(P
∗
0 (v
∗
0 , . . . ,v
∗
3д−2), . . . , P
∗
3д−2(v
∗
0 , . . . ,v
∗
3д−2), 0, 0, . . .) |x=0.
Considérons à présent le changement de coordonnées
φ(vα ) = wα := vα +
∑
д≥1
ε2д
∂2Fд(v
∗
0 , . . . ,v
∗
3д−2)
∂tα0 ∂x
. (1.41)
La hiérarchie DZ en genre supérieur est alors obtenue en appliquant la transformation inverse
φ−1 à la hiérarchie en genre 0. C’est-à-dire,
hdzα,p (w
∗
∗) := h
dz,(0)
α,p ◦ φ
−1(w∗∗), K
α β
dz (w
∗
∗) = ((φ
−1)∗Kdz,(0))
α β (w∗∗),
où (φ−1)∗Kdz,(0) est l’opérateur diérentiel transformé ; la transformation est donnée à l’équation
(5.18). Ces données forment un système Hamiltonien au sens de l’équation (1.14), i.e.
∂wα
∂tαp
= {wα ,h
dz
α,p }dz =
N∑
β=1
K
α β
dz
δhdzα,p
δuβ
. (1.42)
Les Hamiltoniens hdzα,p appartiennent à l’anneau
Â := C
[ [
uα , ε
] ] [
uαk>0
]
des polynômes diérentiels étendus. De façon similaire, on note F̂ = Â/Im(∂x ). On dénit
une gradation sur cet anneau en posant deguαk = k et deg ε = −1 de sorte que ε compte le
nombre de dérivées dans une monôme de degré total 0. Le paramètre ε est souvent appelé le
paramètre de dispersion et joue un rôle important dans ce qui suit. Il découle immédiatement
de la dénition que les Hamiltoniens hdzα,p sont tau symétriques dans le sens de [DZ08], i.e.
∂hdzα,p−1
∂t
β
q
=
∂hdzβ,q−1
∂tαp
.
1.4. Hiérarchie de type D4 et l’équivalence DR/DZ forte 43
L’équation ci-dessus est à comparer avec l’équation (1.33).
Par construction, le potentiel de la CohFT est une fonction tau de la hiérarchie DZ asso-
ciée à la solution topologique. Il a été prouvé depuis que la hiérarchie DZ construite à partir
de la théorie FJRW d’une singularité simple de type ADE coïncide (à certaines considérations
près) avec la hiérarchie de Drinfeld–Sokolov associée à l’algèbre de Lie simple correspondante
[GM05, FGM10]. Voir [LRZ15] pour un clair exposé sur le sujet. Cette correspondance32 en-
tre CohFT et hiérarchies intégrables nous l’appellerons correspondance de Witten–Kontsevich
généralisée.
Le premier exemple de telle correspondance (avant même la dénition des CohFT et des
hiérarchies DZ) est le célèbre théorème de Witten–Kontsevich [Wit91, Kon92] qui stipule que
le potentiel de la CohFT triviale est la fonction tau topologique de la hiérarchie KdV (1.20) (qui
coïncide avec la hiérarchie DZ associée à la CohFT triviale). Plus précisément, considérons le
potentiel Fwk(t∗) de la CohFT triviale :
Fwk(t∗) =
∑
д≥0
∑
n≥0
2д−2+n>0
1
n!
∑
d1, ...,dn ≥0
td1 · · · tdn
∫
Mд,n
ψd11 · · ·ψ
dn
n .
Puis eectuons les substitutions Fwk = − 12 log(τwk) puis ti 7→ (2i + 1)!!t2i+1 où (2i + 1)!! =
1 · 3 · 5 · · · (2i + 1). Alors la fonction qui en résulte τwk est un fonction tau de la hiérarchie KdV
au sens où v = −2∂2x log(τwk) est solution de (1.20) (dans la substitution, t0 7→ t1 et on pose
t1 = x ).33 De plus, v satisfait v(x , ti>1 = 0) = x .
1.4.2 Les hiérarchies de double ramications
On explique à présent la construction des hiérarchies de double ramication (DR) introduites
par Buryak [Bur15a]. Comme mentionné précédemment, il est conjecturé que ces dernières
sont équivalentes aux hiérarchies DZ. Mais elles sont, dans une certaine mesure, plus facile à
construire et satisfont de fortes relations de récurrence jusque lors inconnues. De plus, elles
sont dénie pour toute CohFT, pas seulement celle semisimples. Dans le cas de la théorie FJRW
d’une singularité simple de typeADE, la conjecture DR/DZ forte stipule que les hiérarchies DR,
DZ et DS coïncident. Ce fait a été vérié pour les hiérarchies de type A1 à A5 (et d’autre, voir
ci-dessous) et nous l’avons conrmé dans le cas D4 dans une prépublication à paraître décrite
au chapitre 5.
StructureHamiltonienne. Tout d’abord, la structure de Poisson locale est simplement don-
née par l’opérateur ηα β∂x , où ηα β est la métrique de la CohFT, c’est-à-dire que pour deux fonc-
32Il s’agit bien d’une correspondance « CohFT / Hiérarchie int. » dans le sens où le potentiel de la CohFT semisim-
ple est une fonction tau de la hiérarchie DZ, mais permet aussi de construire la structure de Poisson locale ainsi
que toutes les densités Hamiltoniennes. En retour, la fonction tau topologique, vue comme le potentiel, contient
par construction toute les classes de cohomologie et donc, toute l’information de la CohFT.
33Pour des raisons apparentes dans cet exemple, on appelle souvent F la fonction tau.
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tionnelles locales f ,д ∈ F̂ ,
{ f ,д} =
∫ N∑
α,β=1
δ f
δuα
ηα β∂x
δ f
δuβ
.
Pour les densités Hamiltoniennes, on introduit les cycles de double ramication. Soient des
entiers a1, . . . ,an tels que
∑
ai = 0 et soit un entier д ≥ 0. Le cycle de double ramication
DRд(a1, . . . ,an) est, heuristiquement, le Poincaré dual de la classe d’homologie du locus des
courbes complexes marquées (C, (xi )) telles que
∑
aixi soit le diviseur des zéros et pôles de
quelque fonction méromorphe. On considère xi comme étant un pôle si ai > 0 et un zéro
sinon. Une dénition plus précise est donnée à la section §5.2.2.
Puis l’on dénit les nombres d’intersection suivants : soient α ∈ {1, . . . ,N } et д,d ≥ 0,
P
д;a
α,d ;α :=
∫
DRд (−
∑
ai ,a)
λдψ
d
1 cд,n+1(eα , eα1 , . . . , eαn ),
où α = (α1, . . . ,αn) ⊂ {1, . . . ,N } et a = (a1, . . . ,an) ⊂ Z. La classe λд est la classe de
Chern cд(H) de plus haut degré du bré de Hodge. Il peut être montré que ces nombres sont
polynomiaux en les ai et homogènes de degré 2д de sorte que l’on peut les écrire comme
P
д;a
α,d ;α =
∑
b1, ...,bn ≥0∑
bj=2д
P̃
д;b
α,d ;αa
b1
1 · · ·a
bn
n ∈ C2д[a1, . . . ,an],
On peut à présent dénir les densités Hamiltoniennes :
дα,d :=
∑
д,n≥0
2д−2+n>0
ε2д
n!
∑
b1, ...,bn ≥0∑
bj=2д
P̃
д;b
α,d ;α
n∏
j=1
u
α j
bj
. (1.43)
Comme précédemment, la donnée de la structure de Poisson localeηα β∂x et des densités Hamil-
toniennes дα,d forment un système Hamiltonien au sens de l’équation (1.42). Les densités дα,d
satisfont la relation de récurrence suivante : tout d’abord, on pose дα,−1 := ηα µuµ , où ηα µ est
la matrice inverse de ηα µ , puis l’on a [BR16b]
∂x (D − 1)дα,p+1 = {дα,p ,д1,1} =
N∑
β,γ=1
∑
k≥0
∂дα,p
∂u
β
k
ηβγ ∂k+1x
δд1,1
δuγ
,
où D = ε∂ε +
∑
s≥0u
α
s ∂uαs . Il peut être aisément montré que cela permet eectivement de
calculer les densités récursivement à partir de la seule donnée д1,1. Nous insistons sur le fait
que cette récurrence précisément est nouvelle vis-à-vis de la théorie des hiérarchies intégrables.
D’autre part, ces densités Hamiltoniennes ne sont pas tau symétriques. Pour obtenir des
densités tau symétriques, il sut de considérer les polynômes diérentiels
hα,p :=
δдα,p
δu1
.
Par rapport à la structure de Poisson ηα β∂x , ces polynômes sont des densités Hamiltoniennes
tau symétriques.
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La conjecture d’équivalenceDR/DZ forte. An d’énoncer la conjecture, il nous faut dénir
la notion de transformation de Miura qui joue le rôle de « changement de coordonnées » dans
ce contexte. Une transformation de Miura est toute application inversible φ : Â → Â,
vα := φ(uα ) ∈ A[0], telle que
det
[
∂vα
∂uβ

ε=0
]
α,β ∈[1,N ]
, 0.
On choisit à présent des coordonnées particulières pour la hiérarchie que nous appelons nor-
males suivant [DZ08]. À la donnée d’une structure tau hα,p , elles sont dénies par
ũα := ηα βhα,−1.
L’application φ : uα 7→ ũα est une transformation de Miura. On note
hdrα,p := hα,p ◦ φ, K
α β
dr := φ∗(ηα β∂x ) (1.44)
les densités Hamiltoniennes et la structure de Poisson écrits dans les coordonnées normales.
On peut à présent énoncer la conjecture d’équivalence DR/DZ forte. Plus de détails sont donnés
à la conjecture 5.2.23.
Conjecture 1.4.1 (Équivalence DR/DZ forte [BDGR18]). Pour toute CohFT semisimple il existe
un unique polynômes diérentiel f ∈ Â[−2] tel que les hiérarchies DR et DZ coïncident après la
transformation de Miura dénie par
ũα = wα + ηα β∂x { f ,h
dz
β,0}dz,
En particulier, pour les CohFT dénies par la théorie FJRW d’une singularité simple de type
ADE, la conjecture stipule que les hiérarchie DR, DZ et DS coïncident. L’équivalence DR/DZ
forte a été conrmée dans un certaine nombre de cas [Bur15a, BG16, BDGR18] : la CohFT
triviale ; la CohFT de Hodge totale ; les hiérarchies de type A3,A4,A5 ; la théorie de Gromov–
Witten de P1 ; jusqu’à l’ordre 5 pour toutes les CohFT de rang 1 ; jusqu’à l’ordre 2 pour toutes
les CohFT semisimple.
1.4.3 Hiérarchie de type D4 et l’équivalence DR/DZ forte
Finalement, on explique comment nous avons conrmé l’équivalence DR/DZ forte dans le cas
de la hiérarchie de type D4. Cela revient à prouver que les hiérarchies DR et DS de type D4
coïncident. Pour ce faire, nous avons utilisé le théorème suivant de Buryak et Guéré [BG16] :
soit une CohFT semisimple, et supposons qu’il existe une transformation de Miura φ : uα 7→
ũα (u∗∗; ε), telle que
∂ũα
∂u1
= δα,1, φ∗(ηα β∂x ) = K
α β
dz , д1,1 ◦ φ = h
dz
1,1, (1.45)
où φ∗(ηα β∂x ) est donnée par (5.18). Alors la hiérarchie DR, sous la transformation φ, coïncide
avec la hiérarchie DZ. En calculant la hiérarchie DR associée à la théorie FJRW de type D4,
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on trouve que la transformation de Miura depuis les coordonnées uα vers les coordonnées
normales ũα est donnée par
ũ1 = u1 + (− 136 (u
3
1)
2 − 136u
3u32)ε
2 − 145u
3
4ε
4
ũ2 = u2
ũ3 = u3
ũ4 = u4
(1.46)
C’est en accord avec la première condition de l’équation (1.45). Les densités Hamiltoniennes
дα,0 et д1,1 dont données à la section §5.2.4.
Il reste donc à expliquer comment nous avons calculer la hiérarchie de Drinfeld–Sokolov
de type D4. Pour ce faire, nous avons utilisé la paire de Lax scalaire et la structure Hamil-
tonienne trouvée par Liu, Wu et Zhang [LWZ10]. En eet, les hiérarchies DS sont construites
génériquement comme des hiérarchies de paires de Lax matricielles. Mais précisément pour le
cas des hiérarchies de type Dn , Drinfeld et Sokolov ne donnèrent pas une paire de Lax scalaire
pour toutes les équations de la hiérarchie. An d’énoncer le problème, il nous faut discuter
l’algèbre ane de type D(1)4 .
La paire de Lax matricielle de la hiérarchie DS de type D4. Ce que nous discutons ici se
généralise aux algèbres anes de type D(1)n . Rappelons que l’algèbre ane g de type D
(1)
4 est
l’algèbre ane associée à l’algèbre simple D4, cette dernière étant isomorphe à l’algèbre o(8)
(matrices complexes 8 × 8 antisymétriques – non hermitiennes). I.e. D(1)4 est isomorphe à
g = o(8) ⊗ C[λ, λ−1] ⊕ Cc .
Cette algèbre ane a pour ensembles d’exposants positifs E+ = Zodd>0 ∪ (3Z
odd
>0 )
′ = {1, 3, 3′,
5, 7, 9, 9′, . . .}, ce qui veut dire que tout exposant de la forme 3k avec k impair, a multiplicité
2. On note Λk (resp. Γk ), avec k impair, le générateur de la sous-algèbre de Heisenberg associé
à l’exposant 3k (resp. (3k)′). De façon similaire, on note tk (resp. t̂k ) la variable associée à Λk
(resp. Γk ). Les Λk et Γk sont donnés aux équations (5.54) et (5.55). Cela donne les équations de
Lax matricielles suivantes [DS84]
∂L
∂tk
=
[
(eadU Λk )+,L
]
, (1.47)
∂L
∂t̂k
=
[
(eadU Γk )+,L
]
, (1.48)
pour k ∈ Zodd>0 , où L = ∂x + Λ + Q , avec Q ∈ b̊ [[t]] et où Λ est l’élément cyclique principal
donné à l’équation (1.29).
La paire de Lax scalaire la structure Hamiltonienne. Dans [DS84], Drinfeld et Sokolov
décrivirent la structure Hamiltonienne par rapport aux variables tk , mais pas t̂k (il fallait une
nouvelle algèbre d’opérateurs). La structure de Poisson locale, à la façon de l’équation (1.22),
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est dénie comme suit [DS84]. Premièrement, l’opérateur de Lax scalaire est donné par
L = ∂6x + ∂
−1
x
3∑
µ=1
(
sµ∂
2µ−1
x + ∂
2µ−1
x s
µ
)
+ ∂−1x ϱ∂
−1
x ϱ, s
4 = (ϱ)2, (1.49)
Puis en notant L′ = ∂x ◦ L, la première structure de Poisson est donnée par
{ f ,д}1 =
∫
resX [(∂xY+L′)− − (L′Y+∂x )− − (∂xY−L′)+ + (L′Y−∂x )+] dx , (1.50)
pour tout f ,д ∈ F̂ ,34 où X = δ fδL′ , Y =
δд
δL′ sont donnés à l’équation (5.66). Cela permet de
dénir la paire de Lax scalaire ainsi que la structure Hamiltonienne35 de l’équation (1.47) par
[DS84]
∂L
∂tk
=
[
(Lk/6)+,L
]
, ⇐⇒
∂sα
∂tk
= {sα ,Hk+6}1 , Hk =
6
k
∫
resLk/6.
Cette dernière est relativement similaire à celle de la hiérarchie KdV (1.20), (1.14). Pour les ots
par rapport aux variables t̂k , il n’est pas possible d’utiliser la racine 6-ième L1/6.
Ce que rent Liu, Wu et Zhang [LWZ10] c’est qu’ils construisirent une nouvelle algèbre D̃
qui intersecteD (équation (1.19)) mais qui ne la contient pas. Essentiellement, ils utilisèrent la
topologie sur Â induite par la gradation Â =
⊕
k ∈Z Âk dénie par deg s
α
k = k , pour dénir
une structure d’anneau (avec le même produit que (1.7)) sur l’espace
D̃ =
{ ∑
i≥m
∑
j≥m−i
ai, j∂ix
 m ∈ Z, ai, j ∈ Âj
}
.
L’algèbre qui en résulte D̃, dont nous appelons les éléments des opérateurs pseudo-diérentiels
du second type, contient des séries avec une innité de termes de degrés positifs et négatifs.
Le résultat est qu’il existe un unique opérateur L1/2 ∈ D̃ tel que (L1/2)2 = L satisfaisant
certaines contraintes (avec L donné à l’équation (1.49)). Cela permet de dénir la représentation
de Lax scalaire de l’équation (1.48) [LWZ10] par
∂L
∂t̂k
=
[
(Lk/2)+,L
]
. ⇐⇒
∂sα
∂t̂k
=
{
sα , Ĥk+2
}
1 , Ĥk =
2
k
∫
resLk/2.
Calculs explicites de la structure Hamiltonienne et comparaison avec la hiérarchie
DR. Finalement, nous donnons les calculs explicites eectués à la section §5.3.2 sur la hiérar-
chie DS de type D4 et l’équivalence entre la hiérarchie DS et DR conrmant ainsi la conjecture
forte dans le cas D4. Pour ce faire, nous devons substituer les variables tk et t̂k , avec k ∈ Zodd>0 ,
34Notons qu’ici, F̂ = Â/Im(∂x ) où Â = C[[sα0 ; ε]][s
α
k>0].35Notons qu’ici on ne s’intéresse qu’à l’une des deux structures Hamiltoniennes. C’est parce que ce que nous
voulons c’est comparer les structures Hamiltoniennes de deux hiérarchies a priori diérentes. La structure bi-
Hamiltonienne a de nombreux intérêts, mais nous n’en avons pas besoin ici.
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par les variables topologiques tα,p , avec α ∈ {1, . . . , 4} et p ≥ 0. De façon similaire, nous de-
vons dénir des densités Hamiltoniennes tau symétriques hα,p au sens de l’équation (1.33). On
a, pour µ ∈ {1, 2, 3} et p ≥ 0,
tµ,p = Γµ,p · t6p+2α−1, hµ,p−1 = Γ
−1
µ,p · resL
(6p+2α−1)/6,
t4,p = Γ4,p · t̂2p+1, h4,p−1 = Γ
−1
4,p · resL
(2p+1)/2.
Les facteurs Γα,p sont donnés à l’équation (5.68). Il reste à substituer les fonctions sα par les
coordonnées normales ũα = ηα βhβ,−1 de la hiérarchie DS de type D4 (on note volontairement
ces coordonnées comme celles de la hiérarchie DR). On note hdsα,p les densités Hamiltoniennes
tau symétriques écrites dans les coordonnées normales ũα . De façon similaire, dans les coor-
données normales, la première structure de Poisson (1.50) prend la forme suivante
(K
α β
ds ) =
©­­­«
( 1
6ũ
3
2∂x +
1
2ũ
3
1∂
2
x +
1
3ũ
3∂3x
)
ε2 + 415∂
5
xε
4 0 6∂x 0
0 6∂x 0 0
6∂x 0 0 0
0 0 0 2∂x
ª®®®¬ ,
où (Kα βds ) est l’opérateur diérentiel matriciel tel que { f ,д}1 =
∫ δ f
δ ũα K
α β
ds
δд
δ ũβ . En tenant
compte du théorème de Buryak et Guéré (voir le début de la section §1.4.3), on a à présent
tout le matériel nécessaire pour énoncer le théorème principal de cette section. Sa preuve (i.e.
les calculs) est donnée à la section §5.3.2.
Théorème 1.4.2 (Équivalence DR/DZ forte pour le cas D4 [DR19]). L’équivalence DR/DZ forte
est vériée pour la hiérarchie de type D4 via la transformation de Miura (1.46). Plus précisément,
dans les coordonnées normales ũα ,
(i) Les structures de Poisson locales sont les mêmes : Kα βdr = K
α β
ds ;
(ii) Les densités Hamiltoniennes hdr1,1 et h
ds
1,1 dièrent d’une dérivée totale, i.e. h
dr
1,1 = h
ds
1,1.
De plus, les densités Hamiltoniennes au niveau 0 coïncident hdrα,0 = h
ds
α,0 pour α ∈ {1, . . . , 4}.
Chapter 2
Introduction
in English
2.1 Historical overview of the theory
and of our results
Apart from a few equations, section 2.1 is rather historical and shall be readable by non spe-
cialists.
The present thesis deals with the computation and applications of tau functions of the
Drinfeld–Sokolov hierarchies of equations. The Drinfeld–Sokolov hierarchies are innite se-
quences of partial dierential equations which ows commute pairwise. For that reason they
form an innite-dimensional integrable system. They were introduced in 1984 by V. G. Drinfeld
and V. V. Sokolov in their seminal article [DS84]. In the latter, they showed how to associate
these hierarchies to any ane Kac–Moody algebra g [Kac68, Moo68] g. The latter we realize
as the central extension of the loop algebra of a semisimple Lie algebra g̊, i.e1
g = g̊ ⊗ C[λ, λ−1] ⊕ Cc, (2.1)
with the appropriate Lie bracket making c into a central element; see (2.28).
Let us give a simple picture of these systems of equations. A solution of a Drinfeld–Sokolov
hierarchy is made of functions u1, . . . ,uN which depend on innitely many variables {ti | i ≥
1} with x = t1; the system of equations of the hierarchy then has the form{
uαti = A
α
i (u
1, . . . ,uN )
 α ∈ {1, . . . ,N }, i ≥ 1} , (2.2)
whereuαti = ∂tiu
α and whereAαi is polynomial in theu
β ’s and their derivatives w.r.t. x : uβx ,u
β
xx ,
1Notice that the ane Kac–Moody algebra associated to the nite-dimensional semisimple Lie algebra g̊ is
actually a co-central extension of the algebra g in (2.1) (see [Kac90] §7). However, the Drinfeld–Sokolov hierarchies
do not involve the co-central extension; calling g an ane algebra is somehow customary.
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etc. For example, the celebrated Korteweg–de Vries equation [Bou77, KdV95] is of this form:
ut =
1
4
uxxx +
3
2
uux . (2.3)
The Drinfeld–Sokolov hierarchies are sequences of equations that share many features with the
Korteweg–de Vries equation and, as we will see, Equation (2.3) plays a pivotal role in the theory.
We shall emphasize that although we study partial dierential equations, we are only looking
for algebraic solutions of these equations: polynomials, power series or rational functions.
In the next sections of this introduction, we will develop the main concepts that this thesis
is based on and explain our results: [Duc17, CDY18, DR19]. But before that, let us give a brief
history of Drinfeld–Sokolov hierarchies and tau functions and how our works t into this dense
area of mathematical physics.
First of all, in the case where g is the ane algebra associated to the simple Lie algebra
sl(n,C) (n × n complex traceless matrices), the Drinfeld–Sokolov hierarchy coincides with the
n-th Gelfand–Dickey hierarchy [GD76], the latter being much simpler! The n-th Gelfand–
Dickey hierarchy admits the following representation: rst consider the dierential operator
L = ∂nx +u
n−2∂n−2x + · · ·+u
1∂x +u
0 where the ui ’s are smooth functions of parameters {ti | i ≥
1, i , 0 mod n} with t1 = x . Then the n-th Gelfand–Dickey hierarchy consists of the family
of equations2 {
∂L
∂ti
=
[
(Li/n)+,L
]  i ≥ 1, i , 0 mod n} , (2.4)
where L1/n is the n-th root of L with respect to the composition of dierential operators.3 In
particular, for sl(2,C) (specializing n = 2 in (2.4)) it comes down to the Korteweg–de Vries
hierarchy [Lax68, Miu68, GKM68] (whose ow along t3 reads the Korteweg–de Vries equation
(2.3)). Equations (2.4) are called scalar Lax pairs. For the most part, the Drinfeld–Sokolov
hierarchies admit a scalar Lax pair along with a bi-Hamiltonian representation [DS84] making
them integrable in many ways. However, in the general case, they are generically constructed
as hierarchies of matrix Lax equations (or zero-curvature equations) which we introduce in the
next section. Let us note that the commutation of the ows of the Drinfeld–Sokolov hierarchies
essentially results from the existence of innite-dimensional abelian subalgebras of the ane
Kac–Moody algebra g.
The development of the notion of tau function. The notion of tau function on the other
hand emerged in the early 1980’s with the works of the Kyoto school led by Sato along with
Date, Jimbo, Kashiwara, Miwa [JMS78, KM81, DKM81, DJKM81a] to cite a few. Originally, the
tau function is dened for the Kadomtsev–Petviashvili hierarchy [Sat81] which contains all the
Gelfand–Dickey hierarchies.4 A solution of the Kadomtsev–Petviashvili hierarchy is the data
2The fact that we only consider ows w.r.t. variables ti with i , 0 mod n simply comes from the fact that for
i = jn, the ow is null since then (Ljn/n )+ = Lj commutes with L.
3The denition of the n-th root necessitates the introduction of pseudo-dierential operators; see §2.2.2.
4The Kadomtsev–Petviashvili hierarchy contains all the Gelfand–Dickey hierarchies in the sense that any so-
lution of any of the Gelfand–Dickey hierarchies is also a solution of the Kadomtsev–Petviashvili hierarchy (the
converse being wrong).
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of innitely many functions; the tau function is one single function that contains all the infor-
mation of a solution. Moreover, the tau function satises partial dierential equations that are
dierent in nature to that of the hierarchy itself. Namely, the equations on the tau function are
bilinear and deeply connected to Plücker relations. The Kadomtsev–Petviashvili (KP) hierarchy
and its tau functions were soon generalized to the so-called BKP and CKP hierarchies which
are connected to Lie algebras of orthogonal (Bn ,Dn) and symplectic (Cn) type [DJKM81b]. For
exceptional Lie algebras, KP-like hierarchies were dened by Kac and Wakimoto [KW89]. We
shall retain that a tau function is equivalent to a solution of the hierarchy, yet that the two give
very dierent approaches to constructing or solving the hierarchy.5
In the meantime, Edward Witten proposed his famous 1991 conjecture connecting a cer-
tain tau function of the Korteweg–de Vries hierarchy to the generating series of the intersection
numbers on the moduli spaces of stable curvesMд,n [Wit91]. Witten’s conjecture, proven by
Maxim Kontsevich [Kon92] the year after, initiated a brand new way of understanding inte-
grable hierarchies which we discuss below.
Subsequently to the works of Drinfeld–Sokolov on the one hand and of the Kyoto school
and Kac–Wakimoto on the other, several ways of dening tau functions were designed for
Drinfeld–Sokolov hierarchies. One of them, initiated by Kac [Kac90] and Hollowood and Mi-
ramontes [HM93, Mir99], makes use of highest weight representations of ane Kac–Moody
algebras, in this approach, it connects to the bilinear equations. A dierent approach is to con-
struct a specic family of Hamiltonian densities called tau symmetric and which, essentially
via Poincaré lemma, give a natural denition of the tau function [DZ08].6
In the present thesis, we are interested in two classes of tau functions: the polynomial
tau functions and the topological tau function. Polynomial tau functions of a given Drinfeld–
Sokolov hierarchy form a vast class of tau functions yet the simplest ones. For the specic
case of the Korteweg–de Vries hierarchy, they are known to be classied by the Adler–Moser
polynomials [AM78]. The zeros of these polynomials evolve through an integrable system
called of Calogero–Moser type [AMcKM77]; generalized to certain solutions of the Kadomtsev–
Petviashvili hierarchy by Wilson in [Wil98]. Hence polynomial tau functions of the Drinfeld–
Sokolov hierarchies are expected to present analogous features yet to be discovered. On the
other hand, the topological tau function of a given Drinfeld–Sokolov hierarchy is the main
object upon which bridges from integrable hierarchies and geometry are built. We will get to
it below; let us rst discuss polynomial tau functions.
Polynomial tau functions of the Drinfeld–Sokolov hierarchies (treated in Chaper 4).
In 2012 Chao–Zhong Wu, inspired by [HM93], proposed a universal construction of tau sym-
metric Hamiltonian densities for any of the Drinfeld–Sokolov hierarchies associated to an ane
Kac–Moody algebra g [Wu17].7 This gives a generic tau function for the Drinfeld–Sokolov hi-
erarchies. In [CW15a, CW15b], Cafasso and Wu expressed Wu’s tau function as the limit of
Toeplitz deteminants through a certain faithful traceless representation of the underlying sem-
5It should be noted that the same Kyoto school invented, around the same time, the theory of tau functions for
Painlevé equations and isomonodromic problems [Miw81, JMW81]. But this not the theory we discuss here.
6To clarify the chronology: this article was originally submitted to the arXiv on August 23 2001.
7To clarify the chronology: this article was originally submitted to the arXiv on March 26 2012.
52 Introduction in English
simple Lie algebra [DS84] (see also Appendix A). This generalized part of the early work of
Cafasso [Caf08] on the Gelfand–Dickey hierarchies.
Cafasso–Wu construction associates a tau function to any element X ∈ g− of the ane
algebra g that has only negative powers of the loop parameter. In [CDY18], using the results of
Cafasso and Wu, we showed how to expand Wu’s tau function as a sum over all partitions of
integers (Theorem 4.5.2); the summands involve polynomials that generalize Schur polynomi-
als [Sch01] (also [Mac95]). As a consequence, we obtained an easy criterion for polynomiality
of the tau function: if X ∈ g− is such that its matrix representation is nilpotent (w.r.t. to the
usual matrix power), then the associated tau function is polynomial.8 We gave several non triv-
ial examples of polynomial tau functions and described applications to the bilinear equations
of the Drinfeld–Sokolov hierarchies. This is the object of Chapter 4. It will constitute a future
project to study the properties of these generalized Schur polynomials and of these polynomial
tau functions.
Polynomial tau functions of the Korteweg–de Vries hierarchy (treated in Chaper 3).
While working on polynomial tau functions of the Drinfeld–Sokolov hierarchies, we became
interested in the specic case of the Korteweg–de Vries hierarchy. The latter, as we described,
is a special case of the Drinfeld–Sokolov hierarchies for the ane Lie algebra associated to
the simple Lie algebra sl(2,C). Moreover, every solution of the Korteweg–de Vries hierar-
chy is also a solution of the Kadomtsev–Petviashvili hierarchy; the reduction being to set all
evenly indexed variables t2i to zero. As we have said, the polynomial tau functions of the
Korteweg–de Vries hierarchy have been much studied and classied by Adler, McKean and
Moser [AMcKM77, AM78]. Moreover, as it was rst understood by Sato [Sat81] (see also
[Hir04]), each polynomial tau function of the Korteweg–de Vries hierarchy can be written
in terms of Schur polynomials.
The main result of [AM78] is that there exists a change of the variables ti which trans-
forms the polynomial tau functions of the Korteweg–de Vries hierarchy into a sequence of
polynomials which satises a much simple dierential recursion, the so-called Adler–Moser
polynomials. In [Duc17] we were able to exhibit this change of variables (Theorem 3.5.4); the
proof uses essentially the Kadomtsev–Petviashvili theory. This is the object of Chapter 3.
Recently, Kac and van de Leur made signicant progress in the eld [KvdL18] by showing
that all the polynomial tau functions of the Kadomtsev–Petviashvili hierarchy (thus including
the Gelfand–Dickey hierarchies) can be expressed surprisingly simply as a Schur polynomial
modulo a certain change of variables.9 They also worked out the polynomial tau functions of
the modied Kadomtsev–Petviashvili hierarchy, but we will not discuss it here.
Witten’s conjecture and the topological tau function. We now come back to Witten’s
conjecture and its consequences. Witten’s conjecture states that the generating series of the
8In certain cases, it can actually be that some integer power τa of the tau function τ is polynomial (in the
cases we computed, a = 1 or 2). But interestingly enough, in all cases we computed, the tau function itself was
polynomial; i.e. when a = 2, τ was a perfect square. We have not proven this fact and only observed it on examples.
9This result diers from the original work of Saot [Sat81] for Kac and van de Leur they did not have to consider
linear combinations of Schur polynomials.
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intersection numbers on the moduli spaces of stable curvesMд,n is actually a tau function of
the Korteweg–de Vries hierarchy [Wit91]. The conjecture was proven by Maxim Kontsevich
[Kon92] and this tau function is now called the Witten–Kontsevich tau function. Since then,
tau functions became an essential object that connects complex geometry, algebraic geome-
try and integrable systems in an active area of mathematical physics sometimes referred to
as integrable mirror symmetry. Soon after, Witten’s conjecture was generalized to connect tau
functions of Gelfand–Dickey hierarchies and Witten’s r -spin classes [Wit93]. In 2003 Dubrovin
and Zhang showed that the generating function of the Gromov–Witten invariants of the com-
plex projective line P1 is a tau function of the extended Toda hierarchy [DZ03] (which is not a
Drinfeld–Sokolov hierarchy).
Cohomological eld theories (CohFT), introduced by Kontsevich and Manin in [KM94], are
cohomology classes on the moduli spaces of stable curves that are dened in view of unifying
Witten’s r -spin classes as well as Gromov–Witten theories. In the early 2010’s, Fan, Jarvis and
Ruan dened the so-called Fan–Jarvis–Ruan–Witten CohFTs in view of generalizing Witten’s
r -spin classes to arbitrary simple complex singularities [FJR11, FJR13].
On the other hand, in [DZ08], Dubrovin and Zhang showed how to associate to any semisim-
ple10 CohFT an integrable hierarchy that was shown to coincide, in some cases,11 with the
Drinfeld–Sokolov hierarchies [GM05, FGM10]. In Dubrovin–Zhang construction, the hierar-
chy is designed such that the generating series of the semisimple CohFT it is based on is a
tau function. This special tau function we call the topological tau function; for example, the
Witten–Kontsevich tau function is the topological tau function of the Korteweg–de Vries hi-
erarchy. Since then, integrable mirror symmetry became a matter of building bonds between
CohFTs and integrable hierarchies. Although some examples work very well,12 (see [LRZ15]
for a clear expositions) there seem to be no universal pattern so far.
One of the goals of Dubrovin–Zhang construction was to classify integrable hierarchies
[DZ08, DLZ08]. The idea was to use the intersection theory of the moduli spaces of stable
curves13 (and generalizations: Gromov–Witten theory, Fan–Jarvis–Ruan–Witten theory) to de-
ne integrable hierarchies and then prove that they are equivalent to well-known hierarchies
(such as the Drinfeld–Sokolov hierarchies but also others). The equivalence relation between
integrable hierarchies is called a Miura transform [Miu68]; see §2.4.2.
Thedouble ramicationhierarchies (treated inChapter 5). Recently, Alexander Buryak,
inspired by ideas from symplectic eld theory [EGH00], dened a new kind of integrable hi-
erarchies he called the double ramication hierarchies [Bur15a]. They are constructed via the
10The semisimplicity means that an associated algebra is semisimple, i.e. the direct sum of simple algebras.
11These cases are those where the Drinfeld–Sokolov hierarchy is built from the ane Lie algebra associated
to a simple Lie algebra of type An≥1, Dn≥4 or E6,E7,E8 (the ADE classication). In the remaining cases, the
Dubrovin–Zhang and Drinfeld–Sokolov hierarchies are still equivalent in the sense of quasi-Miura (i.e. rational)
transformations.
12Among them, the examples of mirror symmetry “CohFT / Int. hierarchy” we have cited so far: Intersection
numbers ofMд,n / Korteweg–de Vries hierarchy; Witten’s r -spin classes / Gelfand–Dickey hierarchies; Gromov–
Witten theory of P1 / Extended Toda hierarchy.
13Dubrovin–Zhang construction actually applies to very much related objects called Frobenius manifolds, but
we will not focus on this approach.
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double ramication cycles on the moduli spaces of stable curves introduced by Graber and Vakil
[GV05] (hence the name) and can be dened for arbitrary CohFTs (not only semisimple ones,
as is in the Dubrovin–Zhang hierarchies). In that same article, guided by examples he worked
out, Buryak conjectured that, in the semisimple case, the double ramication hierarchies are
equivalent to the Dubrovin–Zhang hierarchies via a Miura transform. In particular, for the
CohFT associated to the Fan–Jarvis–Ruan–Witten theory of a simple singularity of ADE type,
the double ramication, Dubrovin–Zhang and Drinfeld–Sokolov hierarchies are conjectured
to coincide. Since then, the double ramication hierarchies have been intensively studied by,
for example but not only, A. Buryak, J. Guéré [BG16], P. Rossi [BR16a, BR16b, BGR17] and B.
Dubrovin [BDGR16, BDGR18].
The double ramication hierarchies have several features that make them of particular in-
terest. (1) They are dened for arbitrary CohFTs. (2) They are constructed as Hamiltonian
equations for which the Poisson bracket is very simple (called the standard bracket); in partic-
ular, (3) tau symmetric densities are easily obtained [BDGR18]. (4) Their Hamiltonian densities
satisfy strong recursion relations that are new to integrable hierarchies [BR16b]. (5) They ad-
mit a rather simple quantization [BR16a, BDGR16], but we will not discuss it here. Moreover,
the conjectural equivalence with the Dubrovin–Zhang hierarchies has been enhanced into a
uniquely determined Miura transform, hence the strong DR/DZ conjecture 5.2.23 [BDGR18]. So
far, the strong DR/DZ equivalence has been conrmed in several cases including the Drinfeld–
Sokolov hierarchies of type A1 to A5, the extended Toda hierarchy and others (see 5.2.23).
In [DR19], we conrmed the strong DR/DZ equivalence for the Drinfeld–Sokolov hierar-
chy associated to the ane algebra of the simple Lie algebra of type D4. This is the object of
Chapter 5. The conrmation of the conjecture involves the computation of the rst Hamilto-
nian structure of the Drinfeld–Sokolov hierarchy of type D4. To do so, we used the scalar Lax
pair representation of the hierarchies of type Dn obtained by Liu, Wu and Zhang [LWZ10].
These computations, to the best of our knowledge, are new to the literature.
2.2 The Korteweg–de Vries hierarchy:
a canonical example
In this section, we present some of the important features of the Korteweg–de Vries equation
(KdV for short) and the KdV hierarchy. This will serve as an illustration of many of the prop-
erties of integrable hierarchies. Chapter 3 is dedicated to the polynomial tau functions of the
KdV hierarchy; we describe the results we obtained in [Duc17] at the end of §2.2.
2.2.1 The Korteweg–de Vries equation
Aside from its application in geometry, the KdV equation arose from uid mechanics. It de-
scribes the evolution of the surface of the water in a canal, the latter modelling shallow water
owing essentially in one direction. If one ignores the transverse direction, we can describe
the height of the surface of the water by a scalar function u(t ,x)where t represents time and x
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represents the one direction in which the water ows. Then u must satisfy the KdV equation:
ut =
1
4
uxxx +
3
2
uux , (2.5)
where ut = ∂tu and ux = ∂xu, etc. The above equation is actually a normalized version of
KdV where physical constants have been ruled out. The KdV equation was rst theorized by
Boussinesq in 1877 [Bou77] and then proposed in its current form by Korteweg and de Vries in
1895 [KdV95]. For the physical derivation of the KdV equation (and that of the KP equation),
we refer to the introduction of [AC91] by Ablowitz and Clarkson.
Notice that by rescaling u, x and t , we can put arbitrary coecients in front of each mono-
mial ut , uxxx and uux ; the choice 1, 1/4 and 3/2 will become clear in §2.2.2. The KdV equation
can be written in many ways, thereby allowing connections to many a priori disconnected
areas. Here we show four representations that we will use throughout the document: (a) the
scalar Lax pair, (b) the matrix Lax pair, (c) the bi-Hamiltonian representation and (d) the bilinear
representation.
(a) The scalar Lax pair. Consider the dierential operator L = ∂2x + u often referred to as
the Schrödinger operator.14 Then we can rewrite Equation (2.5) as
∂L
∂t
= [P ,L] , P = ∂3x +
3
2
u∂x +
3
4
ux , (2.6)
where [L, P] = L ◦P −P ◦L is the commutator between dierential operators. The composition
of operators is given by Leibniz’s rule, dened on monomials by15
a∂nx ◦ b∂
p
x :=
n∑
k=0
(
n
k
)
ab(k )∂
n+p−k
x , (2.7)
where b(k ) := ∂kx (b), and extended by linearity. We will omit the ◦ sign when there is no
ambiguity. The derivative ∂t is dened to act on operators by dierentiating each coecient:
∂t
(
a∂nx
)
:= at ∂nx . In particular, the action of ∂t on operators satises Leibniz’s rule. Therefore,
∂tL = ut , but this is due to the specic form L. The pair (L, P) is called a scalar Lax pair for the
KdV equation. This representation is due to Peter D. Lax himself [Lax68].
Equations (2.5) and (2.6) are dierent in nature: Equation (2.5) is a PDE which is nonlinear in
u, while Equation (2.6) is a linear ODE in L and both sides of the equation are derivations (Leib-
niz operators) on dierential operators. The formula for the operator P , at this stage, seems
rather ad hoc, but it will t into a very clear and simple pattern with the KdV hierarchy. A par-
ticular interest of the scalar Lax pair is that it easily generalizes to the Kadomtsev–Petviashvili
hierarchy (see Section 3.2).
14Indeed, if u is seen as a potential in quantum mechanics, then the normalized Schrödinger equation on a wave
functionψ reads i~ψt = −~2ψxx + uψ .
15For the unaccustomed reader, the composition of dierential operator given in Equation (2.7) simply comes
from the action on test functions. For example, ∂x (f ∂x (ψ )) = ∂x (fψx ) = fxψx + fψxx , which agrees with the
formula for ∂x ◦ f ∂x given by Equation (2.7).
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(b) The matrix Lax pair. Now consider the following order 1 matrix-valued dierential
operator:
L = ∂x +
(
0 λ − u
1 0
)
. (2.8)
In the above, λ is a new indeterminate which we call the spectral parameter. Any identity
should hold for any complex value of λ. Now consider the following matrix:
M =
(
− 14ux λ
2 − 12uλ −
1
2 (u)
2 − 14uxx
λ + 12u +
1
4ux
)
. (2.9)
Then
∂L
∂t
− [L ,M ] =
(
0 −ut + 14uxxx +
3
2uux
0 0
)
.
In the above equation, [L ,M ] := ∂xM + [N ,M ] where N = L − ∂x and where the
derivative ∂xM is dened component-wise. Then ∂tL = [L ,M ] if and only if ut = 14uxxx +
3
4uux , i.e. if and only if the KdV equation (2.5) holds. In other words, the KdV equation (2.5)
can be rewritten as
∂L
∂t
= [L ,M ]. (2.10)
It is equivalent to the zero-curvature equation
∂tN − ∂xM − [N ,M ] = 0.
The pair (L ,M ) is called a matrix Lax pair for the KdV equation. This representation is due
to Ablowitz, Kaup, Newell and Segur [AKNS74].
Once again, Equations (2.6) and (2.10) are dierent in nature; the latter only involves order
1 dierential operators and therefore allows this zero-curvature representation. A particular
interest is that the Drinfeld–Sokolov hierarchies are generically constructed as matrix Lax pair
equations.
(c) The bi-Hamiltonian representation. We now introduce the ringA = C[u,ux ,uxx , . . .]
whose elements we call dierential polynomials in u. The operator ∂x onA identies with the
operator ∂x =
∑
k≥0u(k+1)∂u(k ) . Besides, we dene the following quotient space,16
F := A/Im (∂x ),
whose elements we call local functionals. Given a dierential polynomial f ∈ A we denote
its class f ∈ F by f =
∫
f .17 As an immediate consequence, we get an integration by parts
16Notice that the quotient space F is only a vector space and not a ring since the operator ∂x is linear yet not a
homomorphism of algebras (it satises Leibniz’s rule).
17We shall emphasize that the integral sign really is purely notational. Nonetheless, by construction
∫
∂x f = 0,
and this can be realized by dening solutions on the circle S1. Hence we sometimes talk about periodic solutions
of the KdV equation (see e.g. [Lax75]).
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formula:
∫
f ∂xд = −
∫
д∂x f , or, more generally for k ≥ 1,∫
f ∂kxд = (−1)
k
∫
д∂kx f . (2.11)
From this we dene on A the operator δ/δu, called the variational derivative (also called the
Euler–Lagrange operator), by
δ f
δu
:=
∑
k≥0
(−1)k∂kx
∂ f
∂u(k )
=
∂ f
∂u
− ∂x
∂ f
∂ux
+ ∂2x
∂ f
∂uxx
− · · ·
Then for any f that contains no constant term, δ f /δu = 0 if and only if f ∈ Im (∂x ) (see Propo-
sition 5.1.1). In particular, δ/δu is well dened onF . We then dene two maps, {−,−}1, {−,−}2 :
F ⊗ F → F by18{
f ,д
}
1 :=
∫
δ f
δu
∂x
δд
δu
,
{
f ,д
}
2 :=
∫
δ f
δu
(
1
4
∂3x + u∂x +
1
2
ux
)
δд
δu
. (2.12)
These maps are skew symmetric and satisfy Jacobi’s identity; we call such maps local Poisson
structures.19 Moreover, any linear combination λ{−,−}1+µ{−,−}2 is still a local Poisson struc-
ture; we say that the Poisson structures are compatible. We also dene two auxiliary maps,
denoted similarly, {−,−}a : A ⊗ F → A, with a = 1, 2, by
{ f ,д}1 :=
∑
k≥0
∂ f
∂u(k )
∂k+1x
δд
δu
, { f ,д}2 :=
∑
k≥0
∂ f
∂u(k )
∂kx
(
1
4
∂3x + u∂x +
1
2
ux
)
δд
δu
. (2.13)
By construction, and thanks to Equation (2.11), these maps satisfy
∫
{ f ,д}a = { f ,д}a , for
a = 1, 2. Then it can be easily checked that the KdV equation (2.3) is equivalent to the following
equations:
ut =
{
u,h1
}
1 = ∂x
δh1
δu
, h1 =
∫
1
4
u3 +
1
8
uuxx , (2.14)
ut =
{
u,h2
}
2 =
(
1
4
∂3x + u∂x +
1
2
ux
)
δh2
δu
, h2 =
∫
4
8
u2. (2.15)
The local functionals h1 and h2 are called Hamiltonian functionals and the above equations
are called Hamiltonian representations of the KdV equation. The fact that KdV admits two
Hamiltonian representations with two compatible local Poisson structures is what we call a
bi-Hamiltonian representation.
18In Equation (2.12), the dierential polynomials f ,д ∈ A are any representative of the classes f ,д ∈ F (i.e.
f = f + Im(∂x )). This is well dened since δ/δu vanishes on Im(∂x ).
19Since F is not a ring, we cannot state Leibniz’s rule for local Poisson structures. Therefore, (F , {−,−}a ),
for a = 1, 2, is a Lie algebra, but not a Poisson algebra. Nonetheless, for any local functional д ∈ F , the maps
f 7→ { f ,д}a of Equation (2.13) satisfy Leibniz’s rule w.r.t. f .
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Representation (2.14) was found simultaneously in 1971 by Gardner [Gar71] and Fadeev
and Zakharov [FZ71] (although Fadeev and Zakharov attribute it to Gardner); it is called the
rst– or the Gardner–Zakharov–Fadeev Hamiltonian structure of KdV. Representation (2.15)
is due to Magri [Mag78] and is called the second– or Magri’s Hamiltonian structure.20
Bi-Hamiltonian representations were much studied by Dubrovin and Zhang (e.g. [DZ08,
DLZ08]), especially in view of classifying integrable hierarchies. Moreover, the double rami-
cation hierarchies, which we study in Chapter 5, naturally arise a Hamiltonian systems.
(d) The bilinear representation. Finally we describe the bilinear, or Hirota’s, representa-
tion of the KdV equation. Contrary to the previous representations, the bilinear one acts on
the tau function τ rather than on the solution u. As mentioned above, there are dierent ways
of dening the tau function, but in the case of the KdV equation, it always comes down to
dening τ by the relation21
u = −2
∂2 logτ
∂x2
. (2.16)
In particular, given a solution u, tau function τ is not unique. We now introduce the bilinear,
or Hirota’s, derivatives Dti , with i ≥ 1. These derivatives are dened by the following relation:
consider two smooth functions f ,д of parameters t := {ti | i ≥ 1}, we set22
exp
(∑
i≥1
hiDti
)
(f ,д) = f (t + h) · д(t − h), (2.17)
where both sides shall be expanded in powers of the hi ’s and identied as series in he hi ’s. For
example, by setting x = t1 and t = t3 (the indices do not matter here), we get
Dx (f ,д) =
∂ f
∂x
д − f
∂д
∂x
, DxDt (f ,д) =
∂2 f
∂x∂t
д + f
∂2д
∂x∂t
−
∂ f
∂x
∂д
∂t
−
∂ f
∂t
∂д
∂x
.
Then it is a bit lengthy to check, but the KdV equation (2.5), when substituting u = −2∂2x logτ ,
is equivalent to the following equation,(
D4x − 4DxDt
)
(τ ,τ ) = 0. (2.18)
Equation (2.18) is called a Hirota equation, after Ryogo Hirota who introduced these derivatives
[Hir76]. It is fairly compact considering the number of terms the logarithmic derivatives make
appear.
One may naturally ask the interest of such equations. It is actually less clear for the KdV
hierarchy than for other, more complicated hierarchies. In particular, when a solution of the
20Magri actually brought much more to the eld as he rst discovered how to recover the entire hierarchy
using the bi-Hamiltonian structure. This was an important step in understanding the richness of reconstruction
techniques for integrable hierarchies. However, we will not use it in this document.
21The (−2) factor is explained in Proposition 3.4.5; it cannot be ruled out since the KdV equation is nonlinear.
22Notice importantly that when expanding identity (2.17) the symbol Dti1 · · ·Dtin is an operator in itself and not
a product of operators.
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hierarchy consists of several functions u1, . . . ,uN (and not just u), there is still one single tau
function τ . Therefore, the bilinear representation condenses the whole hierarchy on one single
function. Moreover, it can be the case that the tau function is easier to compute than the
solution itself. This is, for instance, the approach of Chapters 3 and 4, although they do not
involve directly the bilinear equations.
2.2.2 The Korteweg–de Vries hierarchy
The KdV hierarchy was introduced in 1968 simultaneously by Lax [Lax68] and Gardner–
Kruskal–Miura–Zabusky [Miu68, GKM68, GKMZ70].23 It consists of a sequence of equations
that commute pairwise (explained below) and which contains the KdV equation (2.3), thus em-
bedding the KdV equation whithin an innite-dimensional system of PDEs. In what follows,
we show how to construct the KdV hierarchy starting with (A) its scalar Lax pair, due to Lax
[Lax68]; then we will discuss (B) its matrix Lax pair, (C) its bi-Hamiltonian representation and
(D) its bilinear representation. The matrix Lax pair is the most technical one; we will actually
discuss it in Section 2.3 along with the case of an arbitrary Drinfeld–Sokolov hierarchy.
(A) The scalar Lax pairs. For the scalar Lax pair, it suces to consider the square root L1/2
of the Schrödinger operator L = ∂2x + u. For that, we rst extend the algebra of dierential
operators into a larger algebra,
D =
{
n∑
i=−∞
ai∂i
 ai ∈ C[[x]],n ∈ Z
}
, (2.19)
equipped with the same product dened in Equation (2.7), but where the binomial coecients
have been generalized to
(n
k
)
withn < 0 by setting
(n
k
)
:= n(n−1) · · · (n−k+1)/k!. The elements
ofD we call pseudo-dierential operators. In this larger algebra, there exists an operator L1/2 =
∂x +
∑
k<0 p
k∂kx , with functions pk ∈ A, which satises (L1/2)2 = L (see Theorem 3.1.8). Then
the KdV hierarchy can be formulated as{
∂L
∂ti
=
[
(Li/2)+,L
]  i > 0 odd} , (2.20)
where (−)+ denotes the projection onto the subspace ofD containing only nonnegative powers
of ∂x (i.e. dierential operators). In particular, (L3/2)+ = P = ∂3x+ 32u∂x+
3
4ux , see Equation (2.6).
This scalar Lax formulation of the KdV hierarchy easily generalizes to then-th Gelfand–Dickey
hierarchy where the operator L = ∂2x +u is replaced by the operator L = ∂nx +un−2∂n−2x + · · ·+u0.
So, the ows dened by the system (2.20) commute pairwise in the sense that for any odd
positive integers i, j,
∂
∂ti
[
(Lj/2)+,L
]
=
∂
∂tj
[
(Li/2)+,L
]
. (2.21)
23It was actually rst discovered by Andrew Lenard during the summer 1967, although he famously wrote no
paper on the subject. See [PS05] for the details of that discovery and how it was acknowledged by Lax, Miura et al.
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This is the integrability condition of the KdV hierarchy. The proof is classic and can be found
for example in [DJM00]; we give a very similar proof for the KP hierarchy in Theorem 3.2.1.
Keeping in mind that L = ∂2x + u, it follows from Equation (2.21) that ∂ti ∂tju = ∂tj ∂tiu. This
is of course a necessary condition for the existence of at least C1 solutions, let alone smooth
solutions. Notice that the function u must now depend on innitely many variables {ti | i >
0 odd}. We will generally assume that
u ∈ C [[t1, t3, t5, . . .]] .
As we said, we will treat the matrix Lax pair in Section 2.3 along with the case of an arbitrary
Drinfeld–Sokolov hierarchy. Let us now treat the bi-Hamiltonian representation.
(C) The bi-Hamiltonian representation. Given a pseudo-dierential operator A ∈ D, we
denote by res (A) its coecient in ∂−1x . Then the bi-Hamiltonian representation is given by the
two same local Poisson structures of Equation (2.12), and by the Hamiltonian densities given
by the residues of the fractional powers of L = ∂2x + u, namely,
uti =
{
u,h1,i
}
1 = ∂x
δh1,i
δu
, h1,i =
4
i + 2
∫
resL
i+2
2 ,
uti =
{
u,h2,i
}
2 =
(
1
4
∂3x + u∂x +
1
2
ux
)
δh2,i
δu
, h2,i =
4
i
∫
resL
i
2 ,
for i > 0 odd. In particular, comparing with Equations (2.14) and (2.15), h1,3 = h1 and h2,3 = h2.
Moreover, the local Poisson structures can be reformulated using the operator L as follows. For
any local functional f ∈ F , denote δ fδL = ∂
−1
x ◦
δ f
δu ∈ A,
24 and let X = δ fδL and Y =
δд
δL , then
{ f ,д}1 =
∫
res [XLY − LXY ] , { f ,д}2 =
∫
res [(LX )+ LY − (XL)+ YL] . (2.22)
(D) The bilinear representation. Finally, for the bilinear representation, we need to intro-
duce the so-called elementary Schur polynomials, denoted pk (t) with k ∈ Z>0, dened by the
relation
exp
( ∑
i ∈Z>0
tiz
i
)
=
∑
k ∈Z>0
pk (t)zk . (2.23)
For instance, p1 = t1, p2 = 12t
2
1 + t2, p3 =
1
6t
3
1 + t2t1 + t3. Now denote p̃k the polynomial pk
where all even variables t2i are set to 0. Then the KdV hierarchy (2.20), once we substitute
u = −2∂2x logτ , is equivalent to the following two sequences of bilinear equations,25{ {(
p̃k+1 ([D]) −
1
2DxDtk
)
(τ ,τ ) = 0,(
DxDtk − Dx p̃k ([D])
)
(τ ,τ ) = 0,
 k > 0 odd
}
, (2.24)
24The notation δ fδL seems a bit articial here, but when one considers Drinfeld–Sokolov hierarchies for arbitrary
simple Lie algebras (KdV being associated to sl(2,C)), it becomes clearer.
25A much more compact form of Equations (2.24) is given by the celebrated bilinear identity (cf. §3.3), however
it is less explicit than the one given here.
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where [D] := (Dx , 13Dt3 ,
1
5Dt5 , . . .). The above can be deduced from results of [DJKM83] (see
also [ACvM12], Lemma 4.1). In particular, for k = 3, p̃k+1 ([D]) − 12DxDtk =
1
24 (D
4
x − 4DxDt3)
so that we recover the bilinear form (2.18) of the KdV equation.
2.2.3 Polynomial tau functions of the KdV hierarchy and the
Adler–Moser polynomials
Here we describe the result obtained in [Duc17] on the explicit transformation from the Adler–
Moser polynomials to the polynomial tau functions of the KdV hierarchy; it is the object of
Chapter 3, §3.5. In [AM78], Adler and Moser introduced a sequence of polynomials θn , for
n ≥ 0, depending on parameters r = {ri | i ∈ Zodd>0 }, r1 = x , dened by the following dierential
recursion: θ0 = 1; θ1 = x ; then
∂θn+1
∂x
θn−1 − θn+1
∂θn−1
∂x
= (2n − 1) (θn)2 . (2.25)
When computing θn , the integration constant is set to r2n−1. For example, θ2 = x3 + r3 and
θ3 = x
6+5r3x3+r5x−5r 23 . These polynomials are now known as the Adler–Moser polynomials.
In that same article, they proved that there exists a unique change of variables r 7→ t which
transforms the Adler–Moser polynomial θn(r) into a tau function τn(t) of the KdV hierarchy in
the sense of Equation (2.16). Moreover, from results of [AMcKM77], they proved that through
this change of variables, one recovers all the polynomial tau functions of KdV as well as all the
rational solutions of KdV, thus classifying the rational solutions. However, this unique change
of variables was not known. In [Duc17], we proved the following theorem.
Theorem 2.2.1 ([Duc17]). The following change of variables transforms the Adler–Moser poly-
nomials into the polynomial tau functions of the KdV hierarchy: r1 = t1 = x , and∑
i≥2
r2i−1
α2i−1
z2i−1 = tanh
(∑
i≥2
t2i−1z
2i−1
)
. (2.26)
where α2i−1 = (−1)i−13252 · · · (2i − 3)2(2i − 1).
See Theorem 3.5.4 in the document. We can interpret Theorem 2.2.1 as rescaling the variables,
plus choosing a dierent, nontrivial integration constant for recursion (2.25). The rst few tau
functions read the following.
τ0 = 1, τ2 = x3 − 3t3,
τ1 = x , τ3 = x
6 − 15t3x3 − 45t23 + 45t5x .
These are well-known tau functions of the KdV hierarchy, see e.g. [Hir04] where they are
computed using similar methods and the elementary Schur polynomials (see Equation (2.23)).
The proof of Theorem 2.2.1 is given in Section 3.5; it relies essentially on KP theory which
we develop in Section 3.2. It would constitute a further project to generalize the Adler–Moser
polynomials as well as the result of [AM78] and the above theorem to arbitrary Drinfeld–
Sokolov hierarchies (i.e. for arbitrary simple Lie algebras).
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2.3 Polynomial tau functions of theDrinfeld–Sokolov
hierarchies
Here we describe the results obtained in [CDY18] on polynomial tau functions of the Drinfeld–
Sokolov hierarchies and applications; it is the object of Chapter 4, §4.5. We start by reviewing
the construction of the Drinfeld–Sokolov hierarchies in the most straightforward, although
technical way: the matrix Lax pair. In that way, they largely generalize representation (2.10) of
the KdV equation. But rst we need to introduce some material on semisimple and ane Lie
algebras.
2.3.1 The Drinfeld–Sokolov hierarchies
Starting point: A semisimple Lie algebra. We start with a nite-dimensional semisimple
Lie algebra g̊ (see §4.1), i.e. a Lie algebra which is a direct sum of simple Lie algebras (i.e.
algebras containing no nontrivial ideals). These algebras decompose nicely in the following
way:
g̊ = n̊− ⊕ h̊ ⊕ n̊+,
where h̊ is a maximal abelian subalgebra whose elements H ∈ h̊ are such that all the adjoint
maps adH = [H ,−] : g̊ → g̊ are simultaneously diagonalizable. The subalgebra h̊ is called a
Cartan subalgebra of g̊ and its dimension r = dim h̊ is called the rank of g̊; the rank is unique.
A classical result is that g̊ is completely determined (up to isomorphism) by a unique ma-
trix (Ci j ) ∈ Mat(r ,Z), called its Cartan matrix, to which we can associate a set of generators
{Hi ,Ei , Fi | 1 ≤ i ≤ r } of g̊ satisfying the following relations:
[Ei , Fj ] = δi jHi , [Hi ,Ej ] = Ci jEi , [Hi , Fj ] = −Ci jFj , [Hi ,Hj ] = 0,
Then h̊ is generated by theHi ’s, while n̊+ (resp. n̊−) is generated by the Ei ’s (resp. the Fi ’s). Such
generators are called Weyl generators. There are two special elements Eθ ∈ n+ and E−θ ∈ n−
which satisfy the following relations: for all i ∈ {1, . . . , r },
[Eθ ,Ei ] = 0, [E−θ , Fi ] = 0.
For example, the simple Lie algebra sl(2,C) (2 × 2 complex traceless matrices) has rank 1 and
is generated by the following matrices,
H =
(
1 0
0 −1
)
, E =
(
0 0
1 0
)
, F =
(
0 1
0 0
)
.
They satisfy the relations [H ,E] = 2E, [H , F ] = −2F and [E, F ] = H so that the Cartan matrix
of sl(2,C) is C = (2) ∈ Mat(1,Z). Moreover, in this particular example, Eθ = E and E−θ = F .
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The associated ane algebra. To the nite-dimensional semisimple Lie algebra g̊ we as-
sociate the so-called (untwisted) ane algebra
g := g̊ ⊗ C[λ, λ−1] ⊕ Cc, (2.27)
which is innite-dimensional. We equip this algebras with the following Lie bracket: given
X ,Y ∈ g̊, p,q ∈ Z and a,b ∈ C,
[Xλp + ac,Yλq + bc] = [X ,Y ]λp+q + pδp+q,0(X ,Y )0 · c, (2.28)
where (−,−)0 denotes a certain nondegenerate symmetric bilinear form on g̊. Clearly, c belongs
to the center of the algebra g (i.e. c commutes with all elements of g), makingCc into a nontrivial
ideal of g. If the semisimple Lie lagebra g̊ has type Xn , we will denote by X (1)n the associated
ane algebra g. Ane algebras were much studied especially by V. Kac, who introduced them
simultaneously with R. Moody [Kac68, Moo68]. The details are explained in §4.2.
The ane algebra g is generated by the following elements:
ei = Ei , fi = Fi , α̌i = Hi ,
e0 = E−θλ, f0 = Eθλ
−1, α̌0 = H0 + c,
where H0 = [Eθ ,E−θ ], with i ∈ {1, . . . , r } (r = dim h̊ being the rank of g̊). From these we
dene two important gradations on g, the principal gradation and the homogeneous gradation,
as follows:
Principal: deg ei = 1, deg fi = −1, deg α̌i = 0, g =
⊕
k ∈Z g
k ,
Homogeneous: deg ei = δi,0, deg fi = −δi,0, deg α̌i = 0, g =
⊕
k ∈Z gk .
The homogeneous gradation, as the name suggests, amounts to setting deg λ = 1 and deg g̊ =
deg c = 0. We denote by g+ (resp. g+) the subspace of elements of principal (resp. homogeneous)
degree ≥ 0; we set g− = g − g+ and g− = g − g+.
We now introduce the so-called ane principal cyclic element
Λ = e0 + e1 + . . . + er = E−θλ + E1 + . . . + Er . (2.29)
In particular, Λ ∈ g1 (principal degree 1). A fundamental result (see [Kac90]) on ane algebras
is that g decomposes as follows,
g = s + Im (adΛ) , s ∩ Im (adΛ) = Cc .
where s = Ker (adΛ). We denote by sk = s ∩ gk the subspace of principal degree k . We call the
ane exponents of g the integers k ∈ Z such that dim sk , 0 and denotemk = dim sk called the
multiplicity of exponent k . We denote by
E =
{
k ∈ Z
 dim sk , 0 }
the multiset of ane exponents of g, meaning that elements k ∈ E have multiplicitymk .
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We denote Λk ,Λ′k ,Λ
′′
k , . . . (as many as mk ) the spanning elements of s
k . These generators
Λk (we omit the primes for now) can be chosen in such a way that they satisfy the Heisenberg
relations
[Λi ,Λj ] = iδi+j,0 · c . (2.30)
We call s the principal Heisenberg subalgebra of g. We denote ν ∈ C \ {0} the complex number
such that Λ1 = νΛ.
For example, for the ane algebra g = sl(2,C) ⊗ C[λ, λ−1] ⊕ Cc the principal ane cyclic
element reads
Λ = Fλ + E =
(
0 λ
1 0
)
.
The ane exponents of g are exactly the odd integers and all have multiplicity 1, i.e. E = Zodd.
The generators of the principal Heisenberg subalgebra simply read Λ2i+1 = Λ2i+1 = λiΛ for
i ∈ Z.
The Drinfeld–Sokolov hierarchies. We now have all the material we need to describe the
Drinfeld–Sokolov hierarchies. First, we denote by E+ = E ∩ Z>0 the set of positive exponents
of g. Then we denote t := {ti | i ∈ E+}, with t1 = ν−1x , and we consider the following algebra,
g ⊗ C [[t]] =
{ ∑
m≥0
∑
i1, ...,im ∈E+
∑
k1, ...,km ≥1
ξ k1, ...,kmi1, ...,im · t
k1
i1 · · · t
km
im
 ξ k1, ...,kmi1, ...,im ∈ g
}
.
The above algebra (and its subalgebras) will serve as the “function space” of the theory. The
Lie bracket on it is dened similarly to that on g̊ ⊗C[λ, λ−1], i.e. we set [ξ ti ,ηtj ] = [ξ ,η]titj and
then extend by multiplicativity. Now consider the following degree 1 matrix-valued operator:
L = ∂x + Λ +Q, Q ∈ b̊ [[t]] ,
where b̊ = h̊ ⊕ n̊+ (typically, for sl(n,C), the subalgebra b̊ consists of lower triangular traceless
matrices). Such operators we call connections (even though there is no manifold or bre bundle
per say) and denote the set of such connections L ∈ opg.26 We then consider the following
multiplicative group:
N :=
{
exp (adS ) | S ∈ n̊ [[t]]
}
and make it act on opg via
eadSL = ∂x + eadS (Λ +Q) − ∇SS, ∇SS :=
∑
k≥0
1
(k + 1)!
(adS )k∂x (S).
26Equation (2.8) gives an example of the connection L with g̊ = sl(2,C), although for this one we even chose
Q ∈ n̊+ [[t]] since for sl(2,C), we have n̊+ = CE.
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The reasons for dening this specic action and the well-denedness of the latter are explained
in §4.3.1. Then it is not hard to show that, indeed, for any L ∈ opg, we have eadSL ∈ opg.
The Drinfeld–Sokolov hierarchies are dened on equivalences classes of connections L ∈ opg,
rather than on the connection itself. Now we need to extend our function space in the following
way:
ĝ := g+ ⊕ ĝ −, g+ = g≥0 =
⊕
k≥0
g
k , ĝ − =
∏
k<0
g
k .
Through this we naturally consider ĝ [[t]] and its subalgebras. We also imply similar denitions
for g+ and ĝ−.
A fundamental result that was proven by Drinfeld and Sokolov [DS84] (here we give a
slightly dierent version due to Wu [Wu17]) is that there exists a unique functionU ∈ ĝ − [[t]]
such that the connection L0 := e−adU L takes the form
L0 = ∂x + Λ + H , H ∈ ŝ
− [[t]] , (2.31)
and such that (eadU ξ )c = 0 for all ξ ∈ s+, where (−)c denotes the component along Cc in
the decomposition (2.27) of g. The components of the functions U and H are computed recur-
sively. The key point here is that, thanks to the Heisenberg relations (2.30), the algebra ŝ − [[t]]
is abelian! We can now formulate the matrix Lax representation of the Drinfeld–Sokolov hier-
archies. Given a connection L ∈ opg, the Drinfeld–Sokolov hierarchy of type g (or the g-DS
hierarchy) consists of the following system of equations:{
∂L
∂ti
=
[
(eadU Λi )+,L
]  i ∈ E+} . (2.32)
As suggested above, if L is a solution of the hierarchy, then so does eadSL for any S ∈ n̊ [[t]]. If
the multiplicity of exponent i ∈ E+ is greater than 1, then we denote ti , t ′i , t
′′
i , . . . the associated
variables. It is essentially the abelianity of ŝ − [[t]] that makes the Drinfeld–Sokolov equations
commute pairwise and thus integrable. The right-hand side of these equations are matrices
whose components are dierential polynomials in the components of the matrix Q . Hence
these equations eventually take the form of Equation (2.2). Finally, we easily show that the
components of H are conserved densities in the sense that for any j ∈ E+,∫
∂H
∂tj
= 0.
For example, the KdV hierarchy (2.20) is equivalent to the system (2.32), with the following
data: E+ = Zodd>0 and
L = ∂x + Λ +Q, Λ =
(
0 λ
1 0
)
, Q =
(
0 −u
0 0
)
, Λ2i+1 = λ
iΛ =
(
0 λi+1
λi 0
)
.
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2.3.2 Tau functions as Toeplitz determinants
Here we explain the construction of a generic tau function for arbitrary Drinfeld–Sokolov hi-
erarchies by C.-Z. Wu [Wu17]. Then we explain how to realize these tau functions as the limit
of large size Toeplitz determinants by Cafasso and Wu [CW15a, CW15b]. Finally, we describe
our results of [CDY18] on the computation and applications of polynomial tau functions based
on the works of Cafasso and Wu.
Tau functions of theDrinfeld–Sokolovhierarchies. In [Wu17], C.-Z. Wu dened a generic
tau function for an arbitrary g-DS hierarchy as follows. First we introduce a function
Ω =
∑
i ∈E+
Ωi
i Λ−i dened by ∂xΩ = −H , where H ∈ ŝ
− [[t]] is dened in Equation (2.31). Then
the functions Ωj are not dierential polynomials in the components ofQ , however the functions
∂tiΩ
j are and they satisfy the closure condition ∂tiΩj = ∂tjΩi . By settingH =
∑
i ∈E+ −i
−1h̃iΛ−i ,
we get
∂h̃i
∂tj
=
∂h̃j
∂ti
. (2.33)
The above equation is called the tau symmetry condition on the conserved densities h̃i . From
Poincaré lemma, it follows that we can dene a function τ ∈ C [[t]] such that27
∂ logτ
∂x∂tj
= h̃j . (2.34)
The function τ we call the tau function. Wu’s tau function is generic in the sense that its
construction works for arbitrary ane algebras (previous denitions where somehow case-
by-case). Now by considering the formal power series Θ = eU eΩ (we show that is it well
dened), we can redene the tau function by the relation
∂ logτ
∂tj
= (ΘΛjΘ
−1)c (2.35)
Tau functions as Toeplitz determinants. In [CW15a, CW15b], Cafasso and Wu showed
how to express the tau function τ associated to the function Θ as the limit of large size Toeplitz
determinants. First of all, we x a faithful traceless representation28
π : g̊→ gl(n)
27Equation (2.34) is equivalent to setting ∂tj logτ = −Ωj . We shall emphasize that since the Ωj ’s are not dier-
ential polynomials, it does not mean that the h̃j ’s are exact derivatives of dierential polynomials. In particular,
Equation (2.34) does not imply that
∫
h̃j = 0.
28By gl(n) we mean Mat(n,C) (n × n complex matrices) equipped with Lie bracket dened by the commutator.
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as in Appendix A. Toeplitz matrices are innite matrices of size “Z≥0 × Z≥0” that are constant
along diagonals, i.e. of the form
T(γ ) = (γI−J )I, J ≥0 =
©­­­­­­«
γ0 γ−1 γ−2
γ1 γ0 γ−1
. . .
γ2 γ1 γ0
. . .
. . .
. . .
. . .
ª®®®®®®¬
,
where the γI ’s are certain coecients that, in our case, we set to be elements of gl(n) [[t]]. We
gather these coecients in a power series γ =
∑
I ∈Z γIλ
I ∈ gl(n)[[λ, λ−1, t]] (same λ as before).
Of course it is not clear that the determinants of T(γ ) can be dened and it is a technical aspect
of this approach. To do so, we consider the truncated Toeplitz matrices TN (γ ) =
(
γI−J
)
with
I , J ∈ {1, . . . ,N }.
In §4.4 we explain the following result of [CW15a, CW15b]. Consider an arbitrary element
X ∈ g− and the following function that we call the matrix Xi function,
Ξ(t; λ) :=
∑
j ∈E+
tiΛi ∈ s
+ [[t]] .
Then (1) the function JX (t) = eΞ(t;λ)eX is a well dened power series in gl(n)[[λ, λ−1, t]];29 (2)
the limit limN→∞ detTN (JX (t)) is a well dened power series in C [[t]] and (3) the function
τX (t) :=
[
lim
N→∞
detTN (JX (t))
]κ
(2.36)
is a tau function of the g-DS hierarchy in the sense of Equation (2.34). Here κ is a number
associated to the representation π : g̊ → gl(n) by (Y ,Z )0 = κ · tr(π (Y )π (Z )) for all Y ,Z ∈ g̊
(with (−,−)0 the standard bilinear form on g̊). Typically, for simple Lie algebras of type An and
Cn , we have κ = 1 and for types Bn and Dn we have κ = 1/2.
More precisely, the function Θ of Equation (2.34) to which the tau function τX (t) is associ-
ated is the one such that Θ|t=0 = eX . It can be easily shown that for any X ∈ g−, there exists
such a function Θ; see Lemma 4.4.2.
2.3.3 Polynomial tau functions and applications
We now explain the results of [CDY18] on polynomial tau functions of the Drinfeld–Sokolov
hierarchies and applications; see Chapter 4, §4.5. We choose an element X ∈ g− and the asso-
ciated tau function τX (t) of Equation (2.36). Our rst point is a series expansion of τX (t) over
integer partitions (or equivalently, over Young diagrams); we denote by Y the set of integer
partitions. To do so, we need to introduce the Laurent matrix L(γ ), which is also a diagonally
29All issues of convergence are treated in a purely algebraic way using the valuation topology. This is explained
at the beginning of §4.4
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constant matrix, yet of size “Z × Z,” namely,
L(γ ) =
(
γI−J
)
I, J ∈Z =
©­­­­­­­­­­«
. . .
. . .
. . .
. . . γ0 γ−1 γ−2
. . . γ1 γ0 γ−1
. . .
γ2 γ1 γ0
. . .
. . .
. . .
. . .
ª®®®®®®®®®®¬
.
So, consider the Laurent matrices r := L(eX ) and s(t) := L(eΞ(t;λ)) along with the following
determinants30
rµ := det
(
ri−µi−1; j−1
)
i, j ∈[1, `(µ)] ∈ C, sµ (t) := det
(
si−1; j−µ j−1
)
i, j ∈[1, `(µ)] ∈ C[t], (2.37)
where µ ∈ Y is an integer partition of length `(µ). We call rµ the Plücker coordinates of eX and
we call sµ (t) the generalized Schur polynomials of type (g,π ). In the case where g̊ = sl(n,C) and
π is the fundamental representation, the polynomials sµ (t) coincide with the traditional Schur
polynomials [Mac95], up to setting tk = 0 whenever k = 0 mod n. We proved the following
theorem. It shall be seen as an application of the well-known Cauchy–Binet formula as well as
a generalization of Sato’s seminal result on the tau functions of the KP hierarchy [Sat81].
Theorem 2.3.1 ([CDY18]). For any X ∈ g<0, the tau function of Equation (2.36) admits the
following expansion in terms of integer partitions:
τX (t)
1
κ =
∑
µ ∈Y
sµ (t) · rµ = 1 + s r + s r + s r + s r + · · · (2.38)
See Theorem 4.5.2 in the document. From Equation (2.38) we nd an easy criterion for polyno-
miality of the tau function as follows. If the initial data X ∈ g− is such that π (X ) is a nilpotent
matrix, then the matrix components of r = L(eX ) vanish as we move further away from the
main diagonal. Consequently, for partitions µ of a higher length, the Plücker coordinates rµ of
X eventually vanish. This proves that
∀X ∈ g−, π (X ) is a nilpotent matrix =⇒ τX (t) 1κ is polynomial.
In §4.5.2 we give several examples of polynomial tau functions for the Drinfeld–Sokolov hi-
erarchies associated to the simple Lie algebras of type A1,A2,B2 and D4. For the A1 case—
i.e. sl(2,C), i.e. the KdV hierarchy—all the tau functions we computed were, up to change of
variables, the Adler–Moser polynomials which we discussed in the section 2.2.3 of this intro-
duction. Although it has not been proven yet, we believe that our algorithm recovers all the
Adler–Moser polynomials (up to the right change of variables). This shall be showed using
the degree of these polynomials. For the remaining cases A2,B2,D4, the tau functions become
rapidly fairly nontrivial.
30Very much importantly, in Equation (2.37), the indices i, j refer to the actual complex entries of the Laurent
matrices r and s(t). They do not refer to the matrix entries which were denoted by capital indices I , J so far.
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It will constitute a future project to study the properties of these polynomials. In particular,
seeing these polynomials as polynomials in x with parameters t∗ = {ti | i , 1}, it should be
investigated how the zeros of these polynomials evolve w.r.t. t∗. As noted in §2.1, in the A1
case, the zeros of the Adler–Moser polynomials evolve through time so as to form a system of
Calogero–Moser type [AMcKM77, Wil98]. This is yet to be understood for arbitrary Drinfeld–
Sokolov hierarchies.
Polynomial tau functions and bilinear equations. Besides being the simplest tau func-
tions, the polynomial tau functions have the merit of being a nite expression and are therefore
much easier to use in practical computations. As an application, we can detect possible bilinear
equation (i.e. similar to Equation (2.24)) that the polynomial tau functions of the hierarchies
must satisfy. The bilinear form of the Drinfeld–Sokolov hierarchies are known explicitly for
all the Gelfand–Dickey hierarchies (i.e. for sl(n,C)), see Equation (4.98). However, to the best
of our knowledge, such explicit bilinear equations for arbitrary Drinfeld–Sokolov hierarchies
are not pointed in the literature. Although they must be deducible from results of the seminal
series of paper “Transformation groups for soliton equations” [KM81]–[DJKM83].
So, we plugged the polynomial tau functions we computed in ansatz of bilinear equations
and ask for the equations to return 0. With polynomial tau functions of suciently high degree,
this determined the coecients of said bilinear equations. Of course, it does not mean that all
tau functions must satisfy the bilinear equations we found. However, we believe it gives a good
hint on who these equations must be.
In what follows, HDS[deg≤д]Xn denotes the vector space of bilinear equations of degree ≤ д
that the tau functions of the DS hierarchy of type Xn (An or Bn , etc.) satisfy. The degree of
Hirota derivatives (introduced in Equation (2.17)) is simply set as degDi = i where Di = Dti .
We proved the following propositions; rst for the B2 case.
Proposition 2.3.2. The following dimension estimates hold true
dimCHDS
[deg≤4]
B2
= 0, dimCHDS
[deg≤6]
B2
≤ 1, dimCHDS
[deg≤8]
B2
≤ 2.
Moreover, the only possible elements in HDS[deg≤8]B2 are linear combinations of the following,
(D61 − 5D
3
1D3 − 5D
2
3 + 9D1D5)(τ ,τ ) = 0,
(D81 + 7D
5
1D3 − 35D
2
1D
2
3 − 21D
3
1D5 − 42D3D5 + 90D1D7)(τ ,τ ) = 0.
The above equations can be found in [DKM81] as the two rst nontrivial equations of the
bilinear formulation of the BKP hierarchy. The latter contains all the hierarchies of type Bn and
Dn (the special orthogonal types). In a similar way the KP hierarchy contains all the hierarchies
of type An .
We also have the following proposition for the DS hierarchy of type D4. Notice that for the
D4 case, we have two variables associated to the exponent 3: t3 and t ′3. This is due to the fact
that the Heisenberg subalgebra s of type Dn has subspaces of multiplicity 2 for all exponents
in 3Zodd.
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Proposition 2.3.3. The following dimension estimates hold true
dimCHDS
[deg≤4]
D4
= 0, dimCHDS
[deg≤6]
D4
≤ 3.
Moreover, the only possible elements in HDS[deg≤6]D4 are linear combinations of
(2D31D3′ + 4D3 D3′ − 3D
2
3′)(τ ,τ ) = 0,
(D31D3 − D
3
1D3′ + D3D3′ − D
2
3)(τ ,τ ) = 0,
(D61 + 9D1D5 − 10D
3
1D3 + 5D
3
1D3′ − 5D3D3′)(τ ,τ ) = 0.
2.4 Hierarchy of type D4 and the strong DR/DZ
equivalence
Finally, we describe our results on the conrmation of the strong Double Ramication / Dub-
rovin–Zhang equivalence (DR/DZ); a work accepted for publication [DR19]. It is the object of
Chapter 5. First we will briey explain the concept of cohomological eld theories (CohFT),
the example of Fan–Jarvis–Ruan–Witten theory (FJRW) and the construction of the Dubrovin–
Zhang hierarchies.
2.4.1 Cohomological eld theories and the Dubrovin–Zhang
hierarchies
Moduli spaces of stables curves. Essentially speaking, the moduli spaceMд,n is the space
that parameterizes isomorphism classes of compact, possibly nodal, complex curves C with
genus д together with n points on it x1, . . . ,xn ∈ C which we call markings. Markings cannot
be nodes though and must be distinct from each other. That allows to dene two such genus д
marked curves (C, (x1, . . . ,xn)) and (C ′, (x ′1, . . . ,x
′
n)) to be isomorphic if there exists a biholo-
morphism ϕ : C → C ′ such that ϕ(xi ) = x ′i . We say that such a curve is stable if its group of
automorphism is nite. The stability assumption is necessary in order to have a well dened
moduli space; it translates into the following condition,
2д − 3 + n ≥ 0.
We dene the moduli space of stable genus д curves with n marked points as the following
quotient space,31
Mд,n := { (C, (x1, . . . ,xn))}/ ∼
It is a compact complex orbifold, i.e., roughly speaking, a topological space that is locally home-
omorphic an ane Euclidean vector space quotiented by the action of a nite group. As an
orbifold, it has a well dened complex dimension
dimCMд,n = 3д − 3 + n.
31The bar onMд,n comes from the fact that it is actually the compactication of another space,Mд,n , which
parameterizes the same curves yet not nodal. The latter is not compact unfortunately.
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This orbifold comes with several important maps and bundles. The details can be found in
§5.2.1; we refer to [Zvo12]. First of all, the symmetric group Sn act onMд,n by permuting the
marked points. Then we have three natural maps:
 The forgetful map, π :Mд,n+1 →Mд,n , which forgets the last marked point;
 The separating attaching map, σ : Mд1,n1+1 × Mд2,n2+1 → Mд1+д2,n1+n2 , which glues
two curves on their last marked point;
 The non-separating attaching map, τ :Mд,n+2 →Mд+1,n , which glues a curve on itself
by identifying its two last marked points.
Let a point x ∈ Mд,n , i.e., the isomorphism class of a curve, say C . Then it can be shown
that π−1(x) ∈ Mд,n+1 is actually isomorphic to the curve C itself (together with the action of
its own automorphism group). We can then dene sections si : Mд,n →Mд,n+1 by setting
si (x) = x̃i ∈ π
−1(x), where x̃i is the i-th marked point on the curve π−1(x).
Then we have important bre bundles. The line bundles Li →Mд,n , for i ∈ {1, . . . ,n},
are constructed in such a way that the bres Li |x at a point x ∈ Mд,n satisfy Li |x ' T∗x̃iπ
−1(x),
where x̃i = si (x). These bundles L1, . . . ,Ln are called the tautological bundles. The bundle
H→Mд,n is dened in such a way that H|x ' T∗π−1(x). This bundle H is called the Hodge
bundle and is of rank д. We can then consider the Chern classes of these bundles:
ψi := c1(Li ) ∈ H 2(Mд,n ,Q), λj := c j (H) ∈ H 2j (Mд,n ,Q).
The classesψ1, . . . ,ψn we call the psi classes and the classes λ1, . . . , λд we call the lambda classes.
Cohomological eld theory. Using the material above, we can dene cohomological eld
theories (CohFTs) which were introduced by Kontsevich and Manin [KM94]. A CohFT con-
sists of the data of a nite-dimensional complex vector space V , with a special vector e1, and
equipped with a metric η = (ηα β ), together with maps
cд,n : V ⊗n → H ∗(Mд,n ,C)
which satisfy the following properties (we choose a base (e1, e2, . . . , eN ) and we use Einstein
notation):
(i) cд,n is equivariant w.r.t. to simultaneous permutation of copies of V in V ⊗n and of the
marked points on the curves;
(ii) c0,3(e1, eα , eβ ) = ηα β ;
(iii) π ∗cд,n(eα1 , . . . , eαn ) = cд,n+1(eα1 , . . . , eαn , e1);
(iv) σ ∗cд,n(eα1 , . . . , eαn ) = cд1,n1+1(e1, . . . , en1 , eµ )ηµνcд2,n2+1(eν , e1, . . . , en2);
(v) τ ∗cд+1,n(eα1 , . . . , eαn ) = ηµνcд,n+2(eµ , eν , eα1 , . . . , eαn ).
All in all, we ask for the classes cд,n to “behave naturally” with respect to the maps π ,σ and τ ,
considering the metric ηα β .
Given a CohFT {cд,n | д,n ≥ 0}, we dene the intersection numbers (or correlators) associ-
ated to the CohFT by
〈τd1(eα1) · · · τdn (eαn )〉д :=
∫
Mд,n
cд,n(eα1 , . . . , eαn ) ·ψ
d1
1 · · ·ψ
dn
n ∈ C.
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with αi ∈ {1, . . . ,N } and dj ≥ 0. These numbers vanish if the cohomological degree of the
integrand diers from 3д − 3 + n. We then dene the potential F of a CohFT as the generating
series of the intersection numbers, namely,
Fд(t
∗
∗ ) :=
∑
n≥0
2д−2+n>0
1
n!
∑
d1, ...,dn ≥0
〈τd1(eα1) · · · τdn (eαn )〉 · t
α1
d1
· · · tαndn . (2.39)
and F (t∗∗ ; ε) =
∑
д≥0 ε
2дFд(t
∗
∗ ). That introduces variables t∗∗ := {t
αi
dj
| αi ∈ {1, . . . ,N }, dj ≥ 0}
which we sometimes call the topological variables.
For example, the trivial CohFT has vector space V = C, metric η = 1 and classes cд,n = 1.
It plays an important role for it is connected to the KdV hierarchy [Wit91] as we will see
below. In the same fashion, the Hodge CohFT has the same data except that the classes are
cд,n = Λ(s) := 1+
∑д
j=1 λ
js j . The latter is connected to the “intermediate long wave” hierarchy
(ILW) [Bur15a]
Another important example is the Gromov–Witten theory of a smooth projective variety
X with a given homology class β ∈ H2(X ,Z). They are constructed via the moduli spaces
Mд,n(X , β) of genus д, n marked curves (C, (xi )) together with a stable map f : C → X such
that f∗[C] = β . We recall its construction in Example 5.2.3. The vector space of the CohFT is
V = H ∗(X ,C) and the metric is given by η(v,w) =
∫
P(v)w , where P : H
∗(X ,C) → H∗(X ,C)
is the Poincaré duality. The classes are dened by
cд,n(eα1 , . . . , eαN ) = p∗ev
∗(eα1 , . . . , eαN ), (2.40)
where p :Mд,n(X , β) → Mд,n maps (C, (xi ), f ) to (C, (xi )) (forgets the map f ) and where ev :
Mд,n(X , β) → X
n maps (C, (xi ), f ) to (f (xi )) (evaluates the map). The proper denition is
complex and involves the virtual fundamental class [Mд,n(X , β)]vir introduced by Behrend
and Fantechi [BF97].
Fan–Jarvis–Ruan–Witten theory. One last example which is of interest here is the FJRW
theory of a pair (W ,G). Here W ∈ C[z1, . . . , zm] is a quasi-homogeneous polynomial with
weights q1, . . . ,qm which has an isolated singularity at the origin. And G is group of diagonal
matrices γ = (γ1, . . . ,γm) which leave the polynomial W invariant, and which contains the
element J = (e2iπq1 , . . . , e2iπqm ).
The vector space is dened by V =
⊕
γ ∈G (QWγ ⊗ dzγ )
G , whereWγ =W |Fix(γ ) and QWγ is
its Jacobian ring and where dzγ =
∧
zi ∈Fix(γ ) dzi . We give a brief review of FJRW theory and
the associated CohFT in §5.2.1, see [FJR11, FJR13]. Since quasi-homogeneous polynomials with
isolated singularities are classied by the Dynkin diagrams of type ADE, there is a correspon-
dence between FJRW theories and semisimple Lie algebras of the corresponding type.
The Dubrovin–Zhang hierarchies. The Dubrovin–Zhang hierarchies (DZ for short) are
hierarchies of PDEs of the same type as those of Drinfeld and Sokolov described in §2.3.1.
They are dened for any semisimple CohFT. The latter means that the potential F of Equation
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(2.39) must be such that the N -dimensional complex algebra dened by the structure constants
f αβγ = η
α µ ∂
3F0
∂t
µ
0 ∂t
γ
0 ∂t
β
0

t ∗p>0=0
is semisimple. Let us denote
Ωα,p ; β,q(t
∗
∗ ; ε) =
∂2F
∂tαp ∂t
β
q
=
∑
д≥0
Ω
[2д]
α,p ; β,qε
2д .
Then we dene Hamiltonian densities and local Poisson structure:
hdz,(0)α,p (v
∗) := Ω[0]α,p+1; 1,0(t
∗
0 = v
∗, 0, 0, . . .), Kα βdz,(0) := η
α β∂x .
These Hamiltonian densities commute w.r.t. to the above bracket [DZ08]. They form the so-
called genus 0 Dubrovin–Zhang hierarchy, or the principal hierarchy of the CohFT. To construct
the full genus DZ hierarchy, we make use of the so-called topological solution; it is the one
solution vα of the DZ hierarchy that is determined by the initial data
vα (x , t∗∗ = 0) = δ
α,1x .
Then there exist rational functions Pαp such that [Get02, BPS12]
Fд(t
∗
0 , t
∗
1 , t
∗
2 , . . .) = Fд(P
∗
0 (v
∗
0 , . . . ,v
∗
3д−2), . . . , P
∗
3д−2(v
∗
0 , . . . ,v
∗
3д−2), 0, 0, . . .) |x=0.
Now consider the change of coordinates
φ(vα ) = wα := vα +
∑
д≥1
ε2д
∂2Fд(v
∗
0 , . . . ,v
∗
3д−2)
∂tα0 ∂x
. (2.41)
The full genera DZ hierarchy is then obtained by applying the inverse transform φ−1 to the
genus 0 hierarchy. Namely,
hdzα,p (w
∗
∗) := h
dz,(0)
α,p ◦ φ
−1(w∗∗), K
α β
dz (w
∗
∗) = ((φ
−1)∗Kdz,(0))
α β (w∗∗),
where (φ−1)∗Kdz,(0) is the transformed dierential operator; the transformation is given in
Equation (5.18). These data form a Hamiltonian system in the sense of Equation (2.14), i.e.
∂wα
∂tαp
= {wα ,h
dz
α,p }dz =
N∑
β=1
K
α β
dz
δhdzα,p
δuβ
. (2.42)
The Hamiltonians hdzα,p lie in the ring
Â := C
[ [
uα , ε
] ] [
uαk>0
]
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of extended dierential polynomials. Similarly, F̂ = Â/Im(∂x ). We dene a gradation on it by
setting deguαk = k and deg ε = −1 so that ε counts the number of derivatives in a monomial
of total degree 0. Parameter ε is often referred to as the dispersion parameter and plays an
important role in what follows. It is immediate from the denition that the Hamiltonians hdzα,p
are tau symmetric in the sense of [DZ08], i.e.
∂hdzα,p−1
∂t
β
q
=
∂hdzβ,q−1
∂tαp
.
The above equation is to be compared with (2.33).
By construction, the potential of the CohFT is a tau function of the DZ hierarchy and is
associated to the topological solution. It has been proven over the years that the DZ hierarchy
constructed from the FJRW theory of a simple singularity of type ADE coincides (up to certain
non trivial subtleties) with the Drinfeld–Sokolov hierarchy associated to the corresponding
simple Lie algebra of the same type [GM05, FGM10]. See [LRZ15] for a clear exposé on that
matter. This correspondence32 between CohFTs and integrable hierarchies we call genralized
Witten–Kontsevich correspondence.
The very rst example of such correspondence (prior to the denition of CohFTs and of
the DZ hierarchy) is the celebrated Witten–Kontsevich theorem [Wit91, Kon92] which states
(in our framework) that the potential of the trivial CohFT is the topological tau function of
the KdV hierarchy (2.20) (which coincides with the DZ hierarchy associated the trivial CohFT).
More precisely, consider the potential Fwk(t∗) of the trivial CohFT:
Fwk(t∗) =
∑
д≥0
∑
n≥0
2д−2+n>0
1
n!
∑
d1, ...,dn ≥0
td1 · · · tdn
∫
Mд,n
ψd11 · · ·ψ
dn
n .
Now substitute Fwk = − 12 log(τwk) and then ti 7→ (2i+1)!!t2i+1 where (2i+1)!! = 1·3·5 · · · (2i+1).
Then the resulting function τwk is a tau function of the KdV hierarchy in the sense that v =
−2∂2x log(τwk) solves (2.20) (in the substitution, t0 7→ t1 and we set t1 = x ).33 Moreover, v
satises v(x , ti>1 = 0) = x .
2.4.2 The double ramication hierarchies
We now explain how to construct Buryak’s double ramication hierarchies (DR) introduced
in [Bur15a]. The latter, as mentioned previously, are conjectured to be equivalent to the DZ
hierarchies. Yet they are, in some extent, easier to construct, and they satisfy strong recursion
relations that are new to the theory of integrable hierarchies. Moreover, they can be dened
for arbitrary CohFTs, not only semisimple ones. In the case of the FJRW theory of a simple
singularity of type ADE, it is conjectured that the DR, DZ and DS hierarchies coincide. A fact
32It is a correspondence “CohFT / Int. hierarchy” in the sense that the potential of the semisimple CohFT is a tau
function of the DZ hierarchy, but also allows to construct the local Poisson structure as well as all the Hamiltonian
densities. On the other hand, the topological tau function, seen as the potential, contains by construction all the
cohomology classes and therefore, all the information of the CohFT.
33For reasons that appear clear with this example, we often call the potential F itself the tau function.
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veried for hierarchies of type A1, . . . ,A5 (and others, see below) and which we conrmed for
the case of D4 in a forthcoming preprint and described in Chapter 5.
Hamiltonian structure. First of all, the local Poisson structure is simply given by the op-
erator ηα β∂x , where ηα β is the metric of the CohFT, meaning that for two local functionals
f ,д ∈ F̂ ,
{ f ,д} =
∫ N∑
α,β=1
δ f
δuα
ηα β∂x
δ f
δuβ
.
For the Hamiltonian densities we introduce the double ramication cycles. Let integersa1, . . . ,an
be such that
∑
ai = 0. Givenд ≥ 0, the double ramication cycle DRд(a1, . . . ,an) ∈ H 2д(Mд,n ,Q)
is, heuristically, the Poincaré dual of the homology class of the locus of marked complex curves
(C, (xi )) such that
∑
aixi is the divisor of the zeros and poles of some meromorphic function.
We consider xi a pole if ai > 0 and a zero otherwise. A more precise denition is given in
§5.2.2.
Form this, we dene the following intersection numbers: letα ∈ {1, . . . ,N } and letд,d ≥ 0,
P
д;a
α,d ;α :=
∫
DRд (−
∑
ai ,a)
λдψ
d
1 cд,n+1(eα , eα1 , . . . , eαn ),
where α = (α1, . . . ,αn) ⊂ {1, . . . ,N } and a = (a1, . . . ,an) ⊂ Z. The class λд is the Chern
class cд(H) of highest degree of the Hodge bundle. It can be shown that these numbers are
polynomial in the ai ’s and homogeneous of degree 2д so that they can be written as
P
д;a
α,d ;α =
∑
b1, ...,bn ≥0∑
bj=2д
P̃
д;b
α,d ;αa
b1
1 · · ·a
bn
n ∈ C2д[a1, . . . ,an],
We can now dene the Hamiltonian densities:
дα,d :=
∑
д,n≥0
2д−2+n>0
ε2д
n!
∑
b1, ...,bn ≥0∑
bj=2д
P̃
д;b
α,d ;α
n∏
j=1
u
α j
bj
. (2.43)
Again, the data of the local Poisson structure ηα β∂x and of the Hamiltonian densities дα,d form
a Hamiltonian system in the sense of Equation (2.42). The densities дα,d satisfy the following
recursion relation: First we set дα,−1 := ηα µuµ , where ηα µ is the inverse matrix of ηα µ , then we
have [BR16b]
∂x (D − 1)дα,p+1 = {дα,p ,д1,1} =
N∑
β,γ=1
∑
k≥0
∂дα,p
∂u
β
k
ηβγ ∂k+1x
δд1,1
δuγ
,
where D = ε∂ε +
∑
s≥0u
α
s ∂uαs . It can be easily shown that it indeed allows to compute the
densities recursively from the data of д1,1. It shall be emphasized that this specic form of
recursion is new to the theory on integrable hierarchies.
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On the other hand, these Hamiltonian densities are not tau symmetric. To obtain tau sym-
metric densities, it suces to consider dierential polynomials
hα,p :=
δдα,p
δu1
.
With respect to the Poisson structure ηα β∂x , they are tau symmetric Hamiltonian densities.
The strong DR/DZ equivalence conjecture. In order to state the DR/DZ conjecture, we
must deneMiura transforms which will play the role of “change of coordinates” in this context.
A Miura transform is any invertible map φ : Â → Â, vα := φ(uα ) ∈ A[0], which is such that
det
[
∂vα
∂uβ

ε=0
]
α,β ∈[1,N ]
, 0.
We now choose special coordinates for the hierarchy that we call normal following [DZ08].
Given the tau structure hα,p , they are dened as
ũα := ηα βhα,−1.
The map φ : uα 7→ ũα is a Miura transform. We denote
hdrα,p := hα,p ◦ φ, K
α β
dr := φ∗(ηα β∂x ) (2.44)
the transformed Hamiltonian densities and local Poisson structure written in normal coordi-
nates. We can now state the strong DR/DZ equivalence conjecture. More details are given in
Conjecture 5.2.23.
Conjecture 2.4.1 (Strong DR/DZ equivalence [BDGR18]). For any semisimple CohFT there ex-
ists a unique dierential polynomial f ∈ Â[−2] such that the DR and DZ hierarchies coincide up
to the normal Miura transform dened by
ũα = wα + ηα β∂x { f ,h
dz
β,0}dz,
In particular, for the CohFT consisting of the FJRW theory of a simple singularity of type
ADE, the conjecture states that the DR, DZ and DS hierarchies coincide. The strong DR/DZ
equivalence has been conrmed in a number of cases [Bur15a, BG16, BDGR18]: The trivial
CohFT; the full Hodge class CohFT; the hierarchies of type A3,A4,A5; the Gromov–Witten
theory of P1; up to genus 5 for any CohFT of rank 1; up to genus 2 for any semisimple CohFT.
2.4.3 Hierarchy of type D4 and the strong DR/DZ equivalence
Finally, we explain how we conrmed the strong DR/DZ equivalence in the case of the hierar-
chy of type D4. It amounts to proving that the DR and DS hierarchies of type D4 coincide. We
will compare them in normal coordinates. To do so, we used the following useful theorem of
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Buryak and Guéré [BG16]: Given a semisimple CohFT, suppose there exists a Miura transform
φ : uα 7→ ũα (u∗∗; ε), such that
∂ũα
∂u1
= δα,1, φ∗(ηα β∂x ) = K
α β
dz , д1,1 ◦ φ = h
dz
1,1, (2.45)
where φ∗(ηα β∂x ) is given in (5.18). Then the DR hierarchy, under the Miura transform φ,
coincides with the DZ hierarchy. When computing the DR hierarchy associated to the FJRW
CohFT of type D4, we nd that the Miura transform from the coordinates uα to the normal
coordinates ũα reads 
ũ1 = u1 + (− 136 (u
3
1)
2 − 136u
3u32)ε
2 − 145u
3
4ε
4
ũ2 = u2
ũ3 = u3
ũ4 = u4
(2.46)
This agrees with the rst condition of Equation (2.45). The Hamiltonian densities дα,0 and д1,1
are given in §5.2.4.
So, it remains to explain how to compute the Drinfeld–Sokolov hierarchy of type D4. To do
so, we will use the scalar Lax pair, in the sense of Equation (3.34), and the Hamiltonian structure
found by Liu, Wu and Zhang [LWZ10]. Indeed, the DS hierarchies are constructed generically
as hierarchies of matrix Lax pair, but specically for the case of the hierarchies of type Dn ,
Drinfeld and Sokolov did not give a full picture of the (bi-)Hamiltonian structure. However
they constructed the local Poisson structure. In order to state the problem, it is necessary to
discuss the ane algebra of type D(1)4 .
The matrix Lax pair of the DS hierarchy of type D4. What we discuss here adapts to the
ane algebra of type D(1)n in general. Recall that the ane algebra g of type D
(1)
4 is the ane
algebra associated to the simple algebraD4, the latter being isomorphic to the algebra o(8) (8×8
antisymmetric—not antihermitian—complex matrices). That is, D(1)4 is isomorphic to
g = o(8) ⊗ C[λ, λ−1] ⊕ Cc .
This ane algebra has set of positive exponents E+ = Zodd>0 ∪ (3Z
odd
>0 )
′ = {1, 3, 3′, 5, 7, 9, 9′, . . .},
meaning that all exponent of the form 3k , with k odd, has multiplicity 2. We denote Λk (resp.
Γk ), with k odd, the generator of the Heisenberg subalgebra associated to the exponent 3k (resp.
(3k)′). Similarly, we denote tk (resp. t̂k ) the variable associated to Λk (resp. to Γk ). The Λk ’s
and Γk ’s are given in Equation (5.54) and (5.55). This gives the matrix Lax equations [DS84]
∂L
∂tk
=
[
(eadU Λk )+,L
]
, (2.47)
∂L
∂t̂k
=
[
(eadU Γk )+,L
]
, (2.48)
for k ∈ Zodd>0 , where L = ∂x + Λ + Q , with Q ∈ b̊ [[t]] and where Λ is the principal cyclic
elements given in Equation (2.29).
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The scalar Lax pair and Hamiltonian structure. In their original paper [DS84], Drinfeld
and Sokolov described the Hamiltonian structure of the ows w.r.t. the variables tk , but not t̂k
(it needed a new algebra of operator). The local Poisson structure, in the fashion of Equation
(2.22), is given as follows [DS84]. First, the scalar Lax operator reads
L = ∂6x + ∂
−1
x
3∑
µ=1
(
sµ∂
2µ−1
x + ∂
2µ−1
x s
µ
)
+ ∂−1x ϱ∂
−1
x ϱ, s
4 = (ϱ)2, (2.49)
Then by denoting L′ = ∂x ◦ L, the rst Poisson structure reads
{ f ,д}1 =
∫
resX [(∂xY+L′)− − (L′Y+∂x )− − (∂xY−L′)+ + (L′Y−∂x )+] dx , (2.50)
for any f ,д ∈ F̂ ,34 where X = δ fδL′ , Y =
δд
δL′ are given in Equation (5.66). This allows to dene
a scalar Lax pair along with a Hamiltonian representation35 of Equation (2.47) by [DS84]
∂L
∂tk
=
[
(Lk/6)+,L
]
, ⇐⇒
∂sα
∂tk
= {sα ,Hk+6}1 , Hk =
6
k
∫
resLk/6.
The latter, as we can see, is fairly similar to that of the KdV hierarchy (2.20), (2.14). Now for
the ows w.r.t the variables t̂k , it not possible to use the 6-th root L1/6.
What Liu, Wu and Zhang [LWZ10] did, is that they constructed a new algebra D̃ which
intersects D (Equation (2.19)) but does not contain it. Essentially, they used the topology on
Â induced by the gradation Â =
⊕
k ∈Z Âk dened by deg s
α
k = k , to dened a ring structure
(with the same product as (2.7)) on the space
D̃ =
{ ∑
i≥m
∑
j≥m−i
ai, j∂ix
 m ∈ Z, ai, j ∈ Âj
}
.
The resulting algebra D̃, whose elements are called pseudo-dierential operators (PDOs) of the
second type, allows for innitely many terms of positive and negative degrees.
The result is that there exists a unique operator L1/2 ∈ D̃ such that (L1/2)2 = L satsifying
some constraints (with L given in (2.49)). It allows to dene a scalar Lax pair representation of
Equation (2.48) [LWZ10] as
∂L
∂t̂k
=
[
(Lk/2)+,L
]
. ⇐⇒
∂sα
∂t̂k
=
{
sα , Ĥk+2
}
1 , Ĥk =
2
k
∫
resLk/2.
Explicit computation of the Hamiltonian structure and comparison with the DR hier-
archy. Finally, we give the explicit computations performed in §5.3.2 on the DS hierarchy of
type D4 and the result that they do coincide with the DR hierarchy of type D4, thus conrming
34Note that here, F̂ = Â/Im(∂x ) where Â = C[[sα0 ; ε]][s
α
k>0].35Notice that here we only need to compute one of the two Hamiltonian representations of the hierarchy. This
is because what we want is to compare the Hamiltonian structures of two a priori distinct hierarchies. The bi-
Hamiltonian property has many interest, but we do not need it here.
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the strong DR/DZ equivalence. To do so, we need to substitute the variables tk and t̂k , with
k ∈ Zodd>0 , for the topological variables tα,p , with α ∈ {1, . . . , 4} and p ≥ 0. Similarly, we need
to dene tau symmetric Hamiltonian densities hα,p in the sense of Equation (2.33). We have,
for µ ∈ {1, 2, 3} and p ≥ 0,
tµ,p = Γµ,p · t6p+2α−1, hµ,p−1 = Γ
−1
µ,p · resL
(6p+2α−1)/6,
t4,p = Γ4,p · t̂2p+1, h4,p−1 = Γ
−1
4,p · resL
(2p+1)/2.
The factors Γα,p are given in (5.68). It remains to substitute the functions sα for the normal
coordinates ũα = ηα βhβ,−1 of the DS hierarchy of type D4 (we purposefully denote them like
the normal coordinates of the DR hierarchy). We denote byhdsα,p the tau symmetric Hamiltonian
densities hα,p written in normal coordinates ũα . Similarly, in normal coordinates, the rst
Poisson structure (2.50) takes the following form,
(K
α β
ds ) =
©­­­«
( 1
6ũ
3
2∂x +
1
2ũ
3
1∂
2
x +
1
3ũ
3∂3x
)
ε2 + 415∂
5
xε
4 0 6∂x 0
0 6∂x 0 0
6∂x 0 0 0
0 0 0 2∂x
ª®®®¬ ,
where (Kα βds ) is the matrix-valued dierential operator such that { f ,д}1 =
∫ δ f
δ ũα K
α β
ds
δд
δ ũβ . Con-
sidering Buryak and Guéré’s theorem (see the beginning of §2.4.3), we now have all the material
needed to state the main theorem of this section. Its proof (that is, the computations) is given
in §5.3.2.
Theorem 2.4.2 (Strong DR/DZ for D4 [DR19]). The strong DR/DZ equivalence holds true for
the hierarchy of type D4 under the normal Miura transform (2.46). More precisely, in the normal
coordinates ũα ,
(i) The local Poisson structures are the same: Kα βdr = K
α β
ds ;
(ii) The Hamiltonian densities hdr1,1 and h
ds
1,1 dier by a total x-derivative, i.e. h
dr
1,1 = h
ds
1,1.
Moreover, the level 0 Hamiltonian densities coincide: hdrα,0 = h
ds
α,0 for α ∈ {1, . . . , 4}.

Chapter 3
Polynomial tau functions of the
Korteweg–de Vries hierarchies
3.1 Pseudo-dierential operators
In this section we dene the ring of algebraic pseudo-dierential operators and give some of
their essential properties that we will use through out the document. We refer to the classic
books [DJM00], [BBT03], [Dic03] for more details on pseudo-dierential operators and inte-
grable hierarchies.
Denition and basic properties
Denition 3.1.1 (Pseudo-dierential operators). The algebra D of pseudo-dierential opera-
tors is the following set of formal power series in an indeterminate ∂ over the ring of complex-
valued formal power series,
D =
{
n∑
i=−∞
ai∂i
 ai ∈ C[[x]],n ∈ Z
}
,
equipped with the non commutative product
a∂n ◦ b∂m =
∑
k≥0
(
n
k
)
ab(k )∂
n+m−k ,
(
n
k
)
:=
(n − k + 1) · · · (n − 1) · n
k!
, (3.1)
where b(k ) (sometimes just bk ) denotes the k-th derivative w.r.t. x of the function b and b(0) = b.
When there is no ambiguity, we will simply call them operators and omit the ◦ notation for the
product.1
1The notation ai for i-th coecient of X is not the most standard. But in the sequel, and especially in Chapter
5, we will denote uαk := ∂
k
xu
α (as is customary in [DZ08, DLZ08, BR16b] to cite a few). Therefore, in what follows,
it is the subscript that will denote the order of dierentiation.
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For our purpose, the algebraD is dened overC[[x]]. However, we can dene pseudo-dierential
operators over any commutative integral domain R equipped with a derivation δ that we de-
note DO (R,δ ). For instance, it is often dened over C∞(R,C) with the derivation being the
usual derivation w.r.t. the variable along R. Our approach is purely algebraic and involves only
formal power series so that, in our case,
D = DO (C[[x]], ∂ = ∂x ) .
The algebra of D is sometimes denoted D = R((∂−1)) (where R = C[[x]]). This notation
is intended as a non-commutative version of the ring R((T −1)) of formal Laurent series in T −1,
i.e. formal power series in T and T −1 with only nitely many nonzero coecients of positive
degree.
Equation (3.1) naturally generalizes the binomial coecients
(n
k
)
for negative values of n.
And if n < 0, then the sequence
(n
k
)
diverges. They still satisfy the recursion relation(
n
k
)
=
(
n − 1
k − 1
)
+
(
n − 1
k
)
, n ∈ Z,k ≥ 0,
which extends Pascal’s triangle as shown in Figure 3.1. The formula for binomial coecients
of Equation (3.1) readily implies the relation(
n
k
)
= (−1)k
(
k − n − 1
k
)
, n ≥ 0,k ∈ {0, . . . ,n}, (3.2)
(so that k − n − 1 < 0). This relation can be easily seen in Figure 3.1 as the identication of
coecients (up to a sign) within the k-th column modulo a shift n 7→ k − n − 1.
n \ k 0 1 2 3 4
–4 1 –4 10 –20 35
–3 1 –3 6 –10 15
–2 1 –2 3 –4 5
–1 1 –1 1 –1 1
0 1
1 1 1
2 1 2 1
3 1 3 3 1
4 1 4 6 4 1
Figure 3.1: Generalized binomial coecients in an extended Pascal’s “triangle”
Denition 3.1.2. Given a pseudo-dierential operator of order n, A =
∑
k≤n a
k∂k and an
integerm ∈ Z, we call them-truncated part of A the operator
A≥m =
n∑
k=m
ak∂k .
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In the same fashion, we call respectively the positive part and negative part of A the operators
A+ = A≥0, A− = A −A+.
Finally, we call the residue of A its coecient of degree −1 in ∂, i.e.,
res∂ A = a−1
(we denote simply resA when there is no ambiguity).
The positive partA+ ofA is also called its dierential part while its negative partA− is also called
its integral part (sometimes its purely pseudo-dierential part). We call respectively dierential
operators and integral operators the elements of the following sets:
D+ =
{
n∑
k=0
ak∂k , n ≥ 0
}
, D− =
{
n∑
k=−∞
ak∂k , n < 0
}
.
The product of pseudo-dierential operators stabilizes these sets, that is,D+×D+
◦
−→ D+ and
D− × D−
◦
−→ D−. That makes D+ and D− into subalgebras of D.
Order and valuation
Similarly to the case of usual (commutative) formal Laurent series, we can dene the order and
the valuation of a pseudo-dierential operator as follows.
Denition 3.1.3 (Order, valuation). LetA =
∑
ak∂k be a nonzero pseudo-dierential operator
.
(i) We call order (or degree) of A the highest integer n such that an , 0, and denote it
n = deg(A). The order of the 0 operator is set as deg(0) = −∞.
(ii) We call valuation of A the least integer v such that av , 0, and denote it v = val(A). If
there is no such integer, then we set val(A) = −∞. The valuation of the 0 operator is set
as val(0) = +∞;
(iii) We say that A is monic if an = 1.
We will often use the “big O” notation as follows: For any integer m ∈ Z, we say that A is a
“big O” of ∂m , and we write
A = O(∂m) ⇔ degA ≤ m.
In order to state the next proposition, it is necessary to set the following arithmetic rules for
innity. As usual, +∞ (respectively −∞) is set to be greater (respectively less) than any real
number. Besides, we set +∞+∞ = +∞ and −∞−∞ = −∞. With these rules, and by integrality
of the ring C[[x]], we get the following proposition.
Proposition 3.1.4. For any pseudo-dierential operators A,B,
deg(A + B) ≤ max(deg(A), deg(B)), val(A + B) ≥ min(val(A), val(B)), (3.3)
deg(A ◦ B) = deg(A) + deg(B). (3.4)
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Remark 3.1.5. We cannot get a formula of the type val(A ◦ B) = val(A) + val(B) (which holds
true for nonzero elements in the ring R((T −1)), where R is a commutative integral domain). For
example, ∂ ◦ x = x∂ + 1. So val(∂ ◦ x) = 0, while val(∂) + val(x) = 1 + 0 = 1.
When we do explicit computations of products of pseudo-dierential operators, we often have
to limit ourselves to computing some truncated part of said product. It is especially the case
when we use computer programs. On the other hand, if one wants to compute one specic
coecient of a product, say resAB, then the computation must involve only nitely many
coecients of A and B. Therefore, it is helpful to know precisely “how much” we need to
truncate the input operators A and B to compute resAB. The following proposition gives the
optimal truncation needed to compute a product of operators down to some valuation.
Proposition 3.1.6 (Optimal valuations). Let A,B be two pseudo-dierential operators:
A =
∑
p≤na
ap∂p , B =
∑
p≤nb
bp∂p ,
i.e., A has order na and B of order nb . Then for any integer v ≤ na + nb , the following truncated
operators coincide:
(A ◦ B)≥v =
(
A≥v−nb ◦ B≥v−na
)
≥v .
Moreover, these valuations are optimal in the sense that for any wa ≤ v − nb and wb ≤ v − na ,
we get the same result: (
A≥wa ◦ B≥wb
)
≥v =
(
A≥v−nb ◦ B≥v−na
)
≥v .
The way to interpret this proposition is that the coecients of the operatorA◦B down to some
degree v depend only on ana , . . . ,av−nb and bnb , . . . ,bv−na .
Proof. The proof is straightforward. The product of A and B reads
A ◦ B =
∑
p≤na
∑
q≤nb
∑
k≥0
(
p
k
)
apb
q
(k )∂
p+q−k .
So the coecient of degree v of A ◦ B reads∑
p≤na
∑
q≤nb
∑
k≥0
(
p
k
)
apb
q
(k )δp+q−k,v .
We want to identify, in the above sum, the contribution in ap and bp with the least value of p.
Clearly, this contribution only happens when k = 0, that is, in the sum∑
p≤na
∑
q≤nb
apbqδp+q,v = a
nabv−na + ana−1bv−na+1 + · · ·av−nbbnb .
Therefore, the above sum only involves the terms ana , . . . ,av−nb and bnb , . . . ,bv−na . 
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As a direct consequence of the above proposition, we get the following corollary for raising an
operator to some power, down to some valuation, with optimal valuations of the factors. This
formula can be helpful when programming with pseudo-dierential operators, since it gives
an optimal knowledge of what is needed to compute.
Corollary 3.1.7. Let A be a pseudo-dierential operator of orderm ∈ Z.
(i) For any integers q ≥ 1 and v ≤ qm, the following formula uses optimal valuations:
(Aq)≥v =
(
A≥w ◦
(
· · · ◦ (A≥w ◦A≥w )≥w+m · · ·
)
≥v−m
)
≥v
, (3.5)
wherew = v − (q − 1)m =m +v − qm.
(ii) As a consequence, if we denote
A =
∑
k≤m
ak∂k , Aq =
∑
k≤qm
aq,k∂k ,
then the coecient aq,v is a dierential polynomial in the coecients am , . . . ,am+v−qm .
In the above proposition, we called a dierential polynomial in am , . . . ,am+v−qm a polynomial
in these functions and their derivatives. More generally, given functions u1, . . . ,un we call
dierential polynomials in u1, . . . ,un the elements of the polynomial algebra
A
(
u1, . . . ,un
)
:= C
[
uα
(k )
 1 ≤ α ≤ n, k ≥ 0] .
The n-th root of an operator
In the study of integrable hierarchies, a key features of pseudo-dierential operators is the
existence of a n-th root for any monic operator of order n ≥ 1. This will allow us to express
the hierarchy in terms of the fractional powers of some pseudo-dierential operator.
Theorem 3.1.8 (n-th Root). LetA be a monic pseudo-dierential operator of order n ≥ 1, that is,
of the form A = ∂n +
∑
k<n a
k∂k .
(i) There exists a unique monic operator of order 1,
P = ∂ +
∑
k<1
pk∂k ,
such that Pn = A, called the n-th root of A.
(ii) The computation of coecients p0, . . . ,pk , k ≤ 0 amounts to equating the operators
A≥k+n−1 =
(
P≥k ◦
(
· · · ◦ (P≥k ◦ P≥k )≥k+1 · · ·
)
≥k+n−2
)
≥k+n−1
, (3.6)
and pk is a dierential polynomial in an−1, . . . ,ak+n−1 of the form
pk =
1
n
ak+n−1 + R(an−1, . . . ,ak+n−2).
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Remark 3.1.9. If we relax the condition that P must be monic, then we have n distinct roots
of the form P = e2ikπ /n∂ + O(1), with k ∈ {0, . . . ,n}. If moreover the operator A is not
monic, i.e. A = an∂n + O(∂n−1), with an < {0, 1}, then there are n distinct roots of the form
P = (an)1/ne2ikπ /n∂ + O(1).
Proof. We prove (ii). Denote v = k + n − 1 and assume that the operator P such that Pn = A
exists. Thanks to Corollary 3.1.7, we know that ak is a dierential polynomial in p0, . . . ,p1+k−n
(substituting m = 1 and q = n in pm+v−qm in 3.1.7(ii)), which implies that av is a dierential
polynomial in p0, . . . ,pk . So if we want to compute av in terms of p0, . . . ,pk , we only need to
equate the two truncated operators
((P≥k )
n)≥v = A≥v . (3.7)
Then applying Equation (3.5), one nds Equation (3.6). On the other hand, developing Equation
3.7, we get
(P≥k )
n =
∑
m1, ...,mn
∈{k, ...,1}
pm1∂m1 ◦ . . . ◦ pmn−1∂mn−1 ◦ pmn∂mn
=
∑
m1, ...,mn
∈{k, ...,1}
∑
k1, ...,kn−1≥0
(
m1
k1
)
· · ·
(
mn−1
kn−1
)
pm1
(
. . .
(
pmn−1pmn
(kn−1)
)
(kn−2)
. . .
)
(k1)
∂
∑
mi−
∑
ki
Now if we select the term of order v , that is, for which v =
∑
mi −
∑
ki , we obtain that
av =
∑
m1, ...,mn
∈{k, ...,1}
∑
k1, ...,kn−1≥0
v=
∑
mi−
∑
ki
(
m1
k1
)
· · ·
(
mn−1
kn−1
)
pm1
(
. . .
(
pmn−1pmn
(kn−1)
)
(kn−2)
. . .
)
(k1)
. (3.8)
In the above equation, for the condition v =
∑
mi −
∑
ki under the sum to be fullled, and
since the ki ’s are nonnegative, it is necessary that
v −
n∑
i=1
mi ≤ 0. (3.9)
Now we want to extract the coecient pk from the big sum in Equation (3.8). To do so, let
i0 ∈ {1, . . . ,n} be such that mi0 = k . Then all the other mi ’s must equal 1 since then, by
denition of v ,
v −
n∑
i=1
mi = v − (n − 1 + k) = 0,
which saturates Equation (3.9). As a saturation, it xes all the ki ’s to 0, and we have n possible
choices formi0 = k . Therefore,
pk =
1
n
av −
1
n
∑
m1, ...,mn
∈{k+1, ...,1}
∑
k1, ...,kn−1≥0
v=
∑
mi−
∑
ki
(
m1
k1
)
· · ·
(
mn−1
kn−1
)
pm1
(
. . .
(
pmn−1pmn
(kn−1)
)
(kn−2)
. . .
)
(k1)
.
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(In the rst sum, the interval {k, . . . , 1} has been changed into {k + 1, . . . , 1}.) Consequently,
by recursion on k ≤ 0, the coecient pk is a dierential polynomial in an−1, . . . ,ak+n−1 of the
form pk = 1na
k+n−1 + R(an−1, . . . ,ak+n−2). 
Example 3.1.10. The square root of the so-called Schrödinger operator L = ∂2 + u reads(
∂2 + u
)1/2
= ∂ +
1
2
u∂−1 −
1
4
u(1)∂
−2 +
1
8
(
u(2) − (u)
2) ∂−3 + · · · (3.10)
Multiplicative inverse
Another important property of pseudo-dierential operators that is essential in the study of
integrable hierarchies is the existence of a unique multiplicative inverse, as long as the leading
coecient of said operator is invertible within the ring C[[x]]. The following theorem makes
a more precise statement.
Theorem 3.1.11 (Multiplicative inverse). Let A be a monic operator of order n ∈ Z, that is, of
the form A = ∂n +
∑
k<n a
k∂k .
(i) There exists a unique monic operator of order −n that we denote
A−1 = ∂−n +
∑
k<−n
ãk∂k ,
such that AA−1 = A−1A = 1.
(ii) The computation of coecients ã−n−1, . . . , ãk , with k < −n, amounts to equating the oper-
ators (
A≥2n+k ◦ (A
−1)≥k
)
≥k+n = 1,
and ãk is a dierential polynomial in an−1, . . . ,a2n+k of the form
ãk = −a2n+k + J (an , . . . ,a2n+k−1).
The rst few terms of A−1 read
A−1 = 1 − an−1∂−1 −
(
an−2 − (an−1)2 − nan−1
(1)
)
∂−2 − · · ·
Remark 3.1.12. If the operator A is not monic, i.e. if A = an∂n +O(∂n−1), with an < {0, 1}, then
by denoting A = anB (with B monic), we easily see that A’s inverse is A−1 = (an)−1B−1.
Proof. We prove point (ii). Let an = ã−n = 1 and let k < −n (so that 2n + k < n). Let us assume
that there exists such an operator A−1. Then by Proposition 3.1.6, we know that(
A ◦A−1
)
≥k+n =
(
A≥2n+k ◦ (A
−1)≥k
)
≥k+n .
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Consequently, in order to compute coecient ãk , it is sucient to equate the truncated oper-
ators above. We get
A≥2n+k ◦ (A
−1)≥k =
n∑
m=2n+k
−n∑
m′=k
am∂m ◦ ãm
′
∂m
′
=
n∑
m=2n+k
−n∑
m′=k
∑̀
≥0
(
m
`
)
amãm
′
(`)∂
m+m′−` .
Clearly, the equation for k = −n simply reads 1 = 1. So set k < −n. If we select the term of
degree n + k , we obtain
0 =
n∑
m=2n+k
−n∑
m′=k
∑̀
≥0
(
m
`
)
amãm
′
(`)δm+m′−`,n+k
=
n∑
m=2n+k
−n∑
m′=k
(
m
m +m′ − n − k
)
amãm
′
(m+m′−n−k )1m+m′−n−k≥0,
where the symbol 1m+m′−n−k≥0 means that we select only the terms for whichm+m′−n−k ≥ 0.
If one saturates this inequality, i.e. imposes m +m′ = n + k , then the least admissible value
of m′ is m′ = k , which imposes m = n. Consequently, the above expression contains the term
anãk = ãk , and that is the only term involving ãk . In other words,
ãk = −
n∑
m=2n+k
−n∑
m′=k+1
(
m
m +m′ − n − k
)
amãm
′
(m+m′−n−k )1m+m′−n−k≥0.
By recursion on k < −n, we get that ãk is a dierential polynomial in an−1, . . . ,a2n+k .
Finally, in the above equation, ifm = 2n+k , then the inequalitym+m′−n−k ≥ 0 saturates
and imposesm′ = −n. Consequently,
ãk = −a2n+k + J (an , . . . ,a2n+k−1),
where J is a dierential polynomial that does not depend on a2n+k . One can check that A and
A−1 commute. 
Formal adjoint
Proposition 3.1.13 (Formal adjoint). The algebra D has a natural involution (−)∗ : D → D,
called the formal adjoint, dened on monomials by
(a∂k )∗ = (−1)k∂k ◦ a, (3.11)
and extended on D by linearity. It is an anti-homomorphism, i.e. for any A,B ∈ D,
(AB)∗ = B∗A∗.
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Notice that since (A∗)−1A∗ = 1 and (A−1)∗A∗ = (AA−1)∗ = 1, then
(A∗)−1 = (A−1)∗.
Proof. We prove the anti-homomorphism property on monomials. We have,
(a∂n ◦ b∂p )∗ =
∑
k≥0
(
n
k
)
(abk∂
n+p−k )∗ = (−1)n+p
∑
k≥0
(−1)k
(
n
k
)
∂n+p−k ◦ (abk ).
On the other hand,
(b∂p )∗ ◦ (a∂n)∗ = (−1)n+p∂p ◦ b∂n ◦ a,
so that it amounts to proving that
∂p ◦ b∂n ◦ a =
∑
k≥0
(−1)k
(
n
k
)
∂n+p−k ◦ (abk ). (3.12)
Now, using the relation ∂n ◦ b =
∑
k≥0
(n
k
)
bk∂
n−k , we can write
∂p ◦ b∂n ◦ a = ∂n+p ◦ (ab) −
∑
k≥1
(
n
k
)
∂p ◦ bk∂
n−k ◦ a.
Using the same argument, we get that
∂p ◦ b∂n ◦ a = ∂n+p ◦ (ab) −
(
n
1
)
∂n+p−1 ◦ (ab1) +
∑
k≥2
(
n
k
)
∂p ◦ bk∂
n−k ◦ a.
Using the same argument recursively, we prove Equation (3.12). 
Lie algebra structure
Here we discuss the structure of Lie algebra with which D is naturally equipped. For more
details on Lie algebras in general, see Section 4.1. As an associative algebra, D is naturally
equipped with a structure of Lie algebra by dening the bracket, for any operators A,B ∈ D,
[A,B] = A ◦ B − B ◦A.
Because this bracket is the commutator, it immediately satises the skew-symmetry property,
[A,B] + [B,A] = 0, along with Jacobi’s identity:
[A, [B,C]] + [B, [C,A]] + [C, [B,A]] = 0. (3.13)
It is worth noticing, by a direct check, that the commutator [A,B] contains no term of degree
degA + degB, so that
deg [A,B] ≤ degA + degB − 1. (3.14)
As in the case of linear Lie algebras, the following proposition holds.
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Proposition 3.1.14. For any operator A ∈ D, the adjoint mapping adA : B 7→ [A,B] is a
derivation of the algebra D for the product ◦, i.e for any B,C ∈ D,
[A,BC] = B[A,C] + [A,B]C .
As a direct consequence of Proposition 3.1.14, and similarly to the case of linear Lie algebras,
we get the following corollary by recursion on q ≥ 1.
Corollary 3.1.15. For any operators A,B ∈ D and any integer q ≥ 1, the following equation
holds,
[Aq ,B] = Aq−1[A,B] +Aq−2[A,B]A + · · · + [A,B]Aq−1.
In turns, Corollary 3.1.15 implies the following proposition which is necessary in order to inject
the Gelfand–Dickey hierarchies, a fortiori the KdV hierarchy, into the KP hierarchy.
Corollary 3.1.16. Let A,B ∈ D be two operators. There exists an integer q ≥ 1 such that
[Aq ,B] = 0 if and only if [A,B] = 0.
Proof. Let us assume that [A,B] , 0 and prove that it implies that [Aq ,B] , 0 for any q ≥ 1.
We denote A =
∑
k≤n a
k∂k and [A,B] =
∑
k≤m c
k∂k , where an , 0 and cm , 0. Then
[Aq ,B] = Aq−1[A,B] +Aq−2[A,B]A + · · · + [A,B]Aq−1,
has leading term q(an)q−1cm , which cannot vanish. Conversely, if [A,B] = 0, then for any
q ≥ 1, [Aq ,B] = 0. 
Local functionals
Recall that we set our functions to be formal power series in some indeterminate x . The deriva-
tion ∂ = ∂x on C[[x]] denes a quotient space
C[[x]] := C[[x]]/(Im(∂) ⊕ C1),
whose elements are called local functionals. We denote by
∫
: C[[x]] → C[[x]] the canonical
projection onto local functionals; the class of an element f ∈ C[[x]] is denotes alternatively by
f =
∫
f =
∫
f (x)dx ∈ C[[x]].
Notice that C[[x]] is not a ring for these equivalence classes do not respect the product in
C[[x]]. As a direct consequence, we get a “integration by parts” formula:
∫
f д(1) = −
∫
д f(1),
or more generally, ∫
f д(k ) = (−1)k
∫
д f(k ). (3.15)
The space of local functionals plays a pivotal role in the Hamiltonian structure of integrable
hierarchies. A rst step towards it is the Adler trace, introduced by Mark Adler in [Adl79].
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Proposition 3.1.17 (Adler trace). The Lie algebra D is naturally equipped with a linear form
〈−〉 : D → C[[x]], called the Adler trace, dened by, for any A ∈ D,
〈A〉 =
∫
resA ∈ C[[x]],
which satises the fundamental trace property 〈[A,B]〉 = 0. The Adler trace produces a non-
degenerate symmetric bilinear form (a scalar product):
(A,B) = 〈AB〉,
that is ad-invariant, i.e. (A, [B,C]) = ([A,B],C). This scalar product denes an isomorphism of
vector spaces (D+)∗ ' D−.
Proof. We start by proving the trace property, which we can prove on monomials by linearity.
Clearly, if both A,B ∈ D+ or both A,B ∈ D−, then 〈AB〉 = 0. Let us assume that A = a∂n ,
n ≥ 0 and B = b∂p , p ≤ −1 and n + p ≥ −1, then
〈AB〉 =
∫
resa∂nb∂p
=
∫
res
∑
k≥0
(
n
k
)
ab(k )∂
n+p−k
=
∫ (
n
n + p + 1
)
ab(n+p+1).
On the other hand,
〈BA〉 =
∫
resb∂pa∂n
=
∫ (
p
n + p + 1
)
ba(n+p+1)
=
∫
(−1)n+p+1
(
p
n + p + 1
)
ab(n+p+1),
where we have used the integration part property (5.2). Now thanks to the symmetry property
of binomial coecients (3.2), the two expressions under the integral sign coincide.
The ad-invariance property follows from the trace property. The non-degeneracy follows
from the fact that a nonzero monomial a∂n is non-degenerately paired with any nonzero mono-
mial ∂−n−1b (as long as ab < Im∂):
〈(a∂n) ◦ (∂−n−1b)〉 =
∫
resa∂−1b =
∫
ab
The above proves the duality (D+)∗ ' D−. 
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3.2 The Kadomtsev–Petviashvili hierarchy
In this section we dene the celebrated Kadomtsev–Petviashvili (KP) hierarchy, which rst
appeared in [Sat81]. Even though the main goal of this chapter is to discuss the polynomial
tau functions of KdV (rather then KP), we will see that KP will be our main tool in proving our
statements. Moreover, once the main theorems on KP are proved, then most of the job is done.
The KdV hierarchy then appears as a particular case of the KP hierarchy.
Let us rst have a preliminary discussion. As we will see, a solution to the equations of the
KP hierarchy is expressed as a single pseudo-dierential operator Q ∈ D of the form
Q = ∂ +
∑
k<0
qk∂k = ∂ + q−1∂−1 + q−2∂−2 + · · · (3.16)
In order to be able to express the KP hierarchy, we ask the functions qi to depend on innitely
many variables
t := (x ; t1, t2, t3, . . .).
To avoid problems of convergence, we restrict our space of functions to setting
qi ∈ C[[t]] := C [[x , t1, t2, t3, . . .]] .
Thereby, we’ve extended our space of functions; in other words, from now on,
D = DO (C[[t]], ∂ = ∂x ) .
This change does not aect any of the results given above.
We naturally dene the action of ∂ti on pseudo-dierential operators by setting, for any
operator A =
∑
k≤n a
k∂k ∈ D,
∂A
∂ti
:=
∑
k≤n
∂ak
∂ti
∂k .
This action automatically satises Leibniz’s rule
∂
∂ti
(A ◦ B) =
∂A
∂ti
◦ B +A ◦
∂B
∂ti
.
In particular, the action of ∂ti commutes with the composition by ∂:
∂
∂ti
(∂ ◦A) = ∂ ◦
∂A
∂ti
.
3.2.1 Lax pairs of the KP hierarchy
Our rst theorem gives a denition of the KP hierarchy in its pseudo-dierential operators
formulation, one of many ways to dene the hierarchy.
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Theorem 3.2.1 (KP hierarchy [Sat81]). Let Q ∈ D be an operator of the form
Q = ∂ + q−1∂−1 + q−2∂−2 + · · · . (3.17)
Then the following ows commute pairwise, producing the so-called KP hierarchy:
∂Q
∂ti
=
[
(Q i )+,Q
]
, i ∈ Z≥1. (3.18)
The operator Q is often called the Lax operator of the KP hierarchy. Equations (3.18) are said
to be equations of Lax type and (Q, (Q i )+) is called a Lax pair.
Proof. (of Theorem 3.2.1). We give the same proof as in [DJM00], pp. 14–15 (for the KdV case).
First of all since [Q i ,Q] = 0, we have[
(Q i )+,Q
]
= −
[
(Q i )−,Q
]
.
We easily check that deg
[
(Q i )−,Q
]
= deg ∂tiQ = −1, so that the equations of the hierarchy
are well dened. The ows of Equation (3.18) commute if for any i, j ≥ 1, ∂ti ∂tjQ = ∂tj ∂tiQ .
Let us write
∂ti ∂tjQ = ∂ti
[
(Q j )+,Q
]
=
[
∂ti (Q
j )+,Q
]
+
[
(Q j )+, ∂tiQ
]
.
First, it is easy to see that
∂ti (Q
j )+ = (∂tiQ
j )+ =
[
(Q i )+,Q
i ]
+
.
Indeed, prior to projecting onto the subspace D+, we have
∂tiQ
j = (∂tiQ)Q
j−1 +Q(∂tiQ)Q
j−2 + · · · +Q j−1(∂tiQ)
=
[
(Q i )+,Q
j ] .
Therefore,
∂ti ∂tjQ =
[ [
(Q i )+,Q
j ]
+
,Q
]
+
[
(Q j )+,
[
(Q i )+,Q
] ]
. (3.19)
On the other hand, using the fact that for anyA,B ∈ D, [A+,B+]+ = [A+,B+] and [A−,B−]+ = 0,
we see that [
(Q i )+,Q
j ]
+
=
[
(Q i )+, (Q
j )+
]
+
+
[
(Q i )+, (Q
j )−
]
+
=
[
(Q i )+, (Q
j )+
]
+
[
Q i , (Q j )−
]
+
=
[
(Q i )+, (Q
j )+
]
−
[
Q i , (Q j )+
]
+
.
Therefore,
∂ti ∂tjQ =
[ [
(Q i )+, (Q
j )+
]
,Q
]
−
[ [
Q i , (Q j )+
]
+
,Q
]
+
[
(Q j )+,
[
(Q i )+,Q
] ]
=
[ [
(Q j )+,Q
i ]
+
,Q
]
+
[
Q,
[
(Q j )+, (Q
i )+
] ]
+
[
(Q j )+,
[
(Q i )+,Q
] ]
.
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Now using Jacobi’s identity (3.13) on the two rightmost terms of the above equation, we get
∂ti ∂tjQ =
[ [
(Q j )+,Q
i ]
+
,Q
]
+
[
(Q i )+,
[
(Q j )+,Q
] ]
.
According to Equation (3.19), we just proved that ∂ti ∂tjQ = ∂tj ∂tiQ . 
The ow along t1 straightforwardly reads ∂t1Q = [∂,Q] = ∂(Q), so that ∂t1 = ∂. As a conven-
tion, we set
t1 := x .
The rst two ows along t2 gives the following equations
∂t2q
−1 = q−1
(2) + 2q
−2
(1),
∂t2q
−2 = q−2
(2) + 2q
−3
(1) + 2q
−1q−1
(1).
Similarly, the ows along t3 gives
∂t3q
−1 = q−1
(3) + 3q
−2
(2) + 3q
−3
(1) + 6q
−1q−1
(1).
Eliminating q−2 and q−3 plus renaming v = −2q−1, t2 = y and t3 = t , we nd
∂2yv =
4
3
∂x
(
∂tv +
9
4
v∂xv −
3
4
∂3xv
)
.
The above equation is called the KP equation (if we also rename t2 = y and t3 = t ), introduced
by Kadomtsev and Petviashvili in [KP70]; hence the KP hierarchy. In the next proposition, we
give innitely many conserved quantities expressed via the Adler trace.
Proposition 3.2.2. The local functionalsHj = 〈Q j 〉 are conserved quantities of the KP hierarchy
in the sense that for any i ≥ 1,
∂Hj
∂ti
=
∫
res
∂Q j
∂ti
= 0.
Proof. Since ∂ = ∂x = ∂t1 commute with the other ∂ti ’s, we can permute ∂ and the integral
sign so that, by linearity of the residue map, ∂tiHj =
∫
res ∂tiQ j . Then by Equation (3.18),
∂Hj
∂ti
=
∫
res
[
(Q i )+,Q
j ] .
Yet by Proposition 3.1.17, the above vanishes. 
3.2.2 Equivalent forms of the KP hierarchy
The KP hierarchy admits multiple formulations: the isospectral deformation system, Sato’s
equation, the bilinear identity. But all these rely on the existence of the so-called “dressing
operator.” The idea is to “dress up” the operator ∂ with the operator Q via an operator M :
Q = M∂M−1. Then nding the operator M amounts to nding Q .
3.2. The Kadomtsev–Petviashvili hierarchy 95
Proposition 3.2.3 (Dressing operator). LetQ be an operator of the form of the KP Lax operator,
that is, Q = ∂ +
∑
k<0 q
k∂k . There exists an operatorM , called the dressing operator, of the form
M = 1 +
∑
k<0
mk∂k , such that Q = M∂M−1. (3.20)
Moreover, the operatorM is determined byQ up to a transformation of the formM 7→ M ◦C , with
C = 1 +
∑
k<0 c
k∂k , where the functions ck do not depend on x (i.e. ∂(ck ) = 0).
Proof. First, since degM = 0, then degM−1 = 0 too. Therefore, degM∂M−1 = 1 = degQ , so
that the equation Q = M∂M−1 is meaningful. Second, if N = MC , then
N ∂N −1 = MC∂C−1M−1 = MC
(
∂(C−1) +C−1
)
∂M−1 = M∂M−1,
where ∂(C−1) stands for the operator which coecient of degree i is the derivative of the co-
ecient of degree i of C−1 (which are constant too). Consequently, transformation M 7→ MC
leaves Q invariant. To prove that Q determines M (up to M 7→ MC), it suces to equate
M∂ = QM . Then by methods similar to the proofs of Theorems 3.1.8 and 3.1.11, we nd that
the coecientsmk are determined recursively. 
Now that we have the existence of the dressing operator, we can translate the ows of the KP
hierarchy on Q into the ows on M . The latter is called Sato’s equation.
Theorem 3.2.4 (Sato’s equation). LetQ be an operator of the form of Equation 3.16 and letM be
an operator such that Q = M∂M−1. Then the operator Q satises the KP hierarchy (3.18) if and
only if the operatorM satises the following hierarchy of equations, called Sato’s equations
∂M
∂ti
= −(M∂iM−1)−M, i ≥ 1. (3.21)
Proof. Let us start from Equation (3.21) onM and prove that, equivalently,Q = M∂M−1 satises
Equation (3.18). First, from Equation (3.21) it is not hard to see that ∂tiM−1 = M−1
(
M∂iM−1
)
−
.
Therefore, we can write the ows of M and M−1 as
∂M
∂ti
= −(Q i )−M,
∂M−1
∂ti
= M−1(Q i )−.
Then, by denition of M ,
∂Q
∂ti
=
∂M
∂ti
∂M−1 +M∂
∂M−1
∂ti
= −(Q i )−M∂M
−1 +M∂M−1(Q i )−
=
[
Q, (Q i )−
]
.
Clearly, these equations follow from one another by equivalences. 
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Our next important theorem is the equivalence between the KP hierarchy and what is called
the linear system of isospectral deformation of KP (or simply its linear system). But before stating
the theorem, we need to dene an action of pseudo-dierential on some space of functions as
follows. First we introduce the so-called xi function:
ξ (t; λ) =
∑
i≥1
tiλ
i (3.22)
Then, for any integer k ∈ Z, we set ∂keξ (t;λ) := λkeξ (t;λ), which naturally extends the usual
denition for k ≥ 0. We then extend this denition onD and get that, forA =
∑
k≤n a
k∂k ∈ D,
Aeξ (t;λ) =
(∑
k≤n
akλk
)
eξ (t;λ).
Given this denition, we can dene the following “function space”:
W =
{
Aeξ (t;λ)
 A ∈ D} ⊂ C[[t, λ, λ−1]].
This space is, of course, completely ad hoc. It is also clearly in one-to-one correspondence with
D. We can dene an action of D onW by
A
(
Beξ (t;λ)
)
= A ◦ B
(
eξ (t;λ)
)
.
Remark 3.2.5. Notice that still, the meaning ofAeξ (t;λ) = (
∑
k≤n a
k (t)λk )(
∑
j≥0 pj (t)λj )2 is some-
how unclear since if one preforms the natural Cauchy product of the two series in λ, then the
series may not converge in the sense of the topology induced by the gradation in λ (i.e. each
coecient in λ may involve an innite sum of elements of C [[t]]). Namely,(∑
k≤n
akλk
)
eξ (t;λ) =
∑
i ∈Z
λi
∑
j≥max{0,i−n }
pj (t)ai−j (t).
To remedy this problem, we may prove that, thanks to the increasing degrees of the poly-
nomials pj , each coecient in λi actually involves a nite sum of complex numbers for each
coecient of each monomial in the ti ’s. Another way to remedy this is simply to state that
the meaning we give to an expression of the form Aeξ (t;λ) is that of a formal symbol whose
derivatives (which is essentially what matters here) satisfy
∂tiAe
ξ (t;λ) := (λiA + ∂tiA)e
ξ (t;λ).
We can now state the following theorem.
2The polynomials pj (t) that appear here are called the elementary Schur polynomials; they are precisely dened
by eξ (t;λ) =
∑
j≥0 pj (t)λj . They ready p0 = 1, p1 = t1, p2 = 12 t
2
1 + t2, etc. They will be discussed in Section 3.5 and
will be generalized in Section 4.5.
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Theorem 3.2.6 (KP linear system). The KP hierarchy (3.18) on the operator Q holds if and only
if there exists a functionw ∈ W such that the following hierarchy of equations is satised,{
Qw = λw ;
∂tiw = (Q
i )+w ;
i ≥ 1, λ ∈ C. (3.23)
This system is called the linear system of KP; the complex number λ is called the spectral param-
eter; the functionw is called the wave function associated to λ.
Proof. Suppose there exists a function w ∈ W such that (3.23) holds. Then
∂Q
∂ti
w +Q
∂w
∂ti
= λ
∂w
∂ti
∂Q
∂ti
w +Q(Q i )+ = (Q
i )+Qw(
∂Q
∂ti
+
[
Q, (Q i )+
] )
w = 0.
The above equation holds for arbitrary values of λ ∈ C, which means that the the operator
∂tiQ + [Q, (Q
i )+] has innitely many independent solutions (one w(λ) for each value of λ),
while being independent of λ. Therefore, it vanishes, i.e
∂Q
∂ti
+
[
Q, (Q i )+
]
= 0.
We now prove the converse. Let an operator M = 1 +
∑
k<0m
k∂k be such that Q = M∂M−1.
We will prove that the function w = M eξ (t;λ) is a wave function of the linear system of Kp.
Notice that by construction of the xi function,
∂ti e
ξ (t;λ) = ∂ieξ (t;λ) = λieξ (t;λ).
Now we easily see that
Qw = M∂eξ (t;λ) = λw,
so that the function w is a eigenvector with eigenvalue λ. Now considering Sato’s equation
(3.21) on the dressing operator M , we get that
∂w
∂ti
=
∂M
∂ti
eξ (t;λ) +M
∂eξ (t;λ)
∂ti
= −(Q i )−M − eξ (t;λ) +M∂ieξ (t;λ)
= −(Q i )−w +M∂
iM−1w
= −(Q i )−w +Q
iw = (Q i )+w .
Therefore, there exist an eigenfunction w such that the linear system of KP holds. 
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3.3 The bilinear identity and tau functions
3.3.1 The bilinear identity
In this section, we follow the approach of [BBT03]. In the proof of Theorem 3.2.6, we saw an
important fact: LetQ satisfy the KP hierarchy, then any dressing operator M = 1+
∑
k<0m
k∂k ,
i.e. such that Q = M∂M−1, provides a wave function of the linear system of KP by setting
w(t; λ) :=Meξ (t;λ) =
(
1 +
m−1
λ
+
m−2
λ2
+ · · ·
)
eξ (t;λ), (3.24)
On the other hand, since the KP hierarchy is equivalent to the existence of a wave function, we
can chose the wave function to be of the form of Equation (3.51) without loss of generality. We
also dene the adjoint wave function by
w∗(t; λ) := (M∗)−1 e−ξ (t;λ).
We get the following lemma.
Lemma 3.3.1. The adjoint wave function obeys the following hierarchy of equation:{
Q∗w = λw∗;
∂tiw
∗ = −(Q i )∗+w
∗;
i ∈ Z. (3.25)
Proof. By properties of the formal adjoint, we have that Q∗ = −(M−1)∗∂M∗ (since ∂∗ = −∂), so
that
Q∗w∗ = −(M−1)∗∂e−ξ (t;λ) = λw∗.
On the other hand, since (M−1)∗ = (M∗)−1, we have
∂tiw
∗ =
(
∂tiM
−1)∗ e−ξ (t;λ) + (M∗)−1∂ti e−ξ (t;λ)
=
(
M−1(Q i )−
)∗ e−ξ (t;λ) + (M∗)−1∂ie−ξ (t;λ)
= (Q i )∗−(M
∗)−1e−ξ (t;λ) − (Q i )∗(M∗)−1e−ξ (t;λ) = −(Q i )∗+w
∗.

We can now state the celebrated bilinear identity, rst introduced by R. Hirota’s in his lecture
notes [Hir76]. This theorem expresses an equivalence between the KP hierarchy and a bilinear
formulation of the latter.
Theorem 3.3.2 (Bilinear identity). LetQ be an operator of the form (3.16) and letM be a dressing
operator for Q . Letw be the function
w(t; λ) = Meξ (t;λ) ∈ W.
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Thenw is a wave function of the linear system of KP (3.23) (i.e.,Q satises the KP hierarchy (3.18))
if and only ifw satises the following hierarchy of bilinear equations:∮
dλ
2iπ
(
∂
j1
t1 · · · ∂
jm
tmw(t; λ)
)
·w∗(t; λ) = 0, (3.26)
for anym ≥ 0 and j1, . . . , jm ≥ 0. Moreover, it is equivalent to the identity∮
dλ
2iπ
w(t; λ) ·w∗(t′; λ) = 0, ∀t, t′.
In the above expressions, the contour integral denotes the residue around λ = ∞, i.e. the coecient
in λ−1.
Remark 3.3.3. Everything we state is purely formal. In this fashion, it does not really make
sense to say “∀ t, t′.” What we actually mean by that is that the second form of the bilinear
identity is an equality holding within the ring C[[t, t′, λ, λ−1]].
We proceed by a series of lemmas.
Lemma 3.3.4. For any operators A,B ∈ D,∮
dλ
2iπ
A(eλx ) · B(e−λx ) = res∂ (AB∗) .
Proof. Let us denote A =
∑
k≤na a
k∂k and B =
∑
k≤nb b
k∂k . The left hand-side of the above
equality reads∮
dλ
2iπ
A(eλx ) · B(e−λx ) = resλ
∑
k≤na
akλk
∑
`≤nb
b`(−1)`λ` =
∑
`≤nb
(−1)`a−`−1b` .
The left-hand side reads
res∂ (AB∗) = res∂
∑
k≤na
ak∂k ◦
∑
`≤nb
(−1)`∂`b` =
∑
`≤nb
(−1)`a−`−1b` .

Lemma 3.3.5. If Q satises the KP hierarchy (3.18) (i.e. ifw satises (3.23)), thenw satises the
bilinear identity (3.26).
Proof. Since w satises (3.23), we have ∂tiw = (Q i )+w . And since (Q i )+ is a polynomial in ∂,
any term of the form ∂j1t1 · · · ∂
jm
tmw eventually reads a polynomial in the ∂
k (w)’s. Consequently,
it is sucient to prove the bilinear identity for integrand ∂k (w) ·w∗, with k ≥ 0. Yet because
w = Meξ (t;λ) and because M only acts on t1 = x , we can write∮
dλ
2iπ
∂k (w) ·w∗ =
∮
dλ
2iπ
∂k
(
Meξ (t;λ)
)
· (M∗)−1e−ξ (t;λ)
=
∮
dλ
2iπ
(
(∂kM)eλx
)
·
(
(M∗)−1e−λx
)
= res∂ (∂kMM−1) = res∂∂k = 0,
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where we have used Lemma 3.3.4. The compact form of the bilinear identity (the one with ∀t, t′)
is obtained by a Taylor expansion around t = t′, i.e by replacing t = t′ +Π∨ and expanding the
integrand. 
For the nal step, we prove a statement that is a bit stronger then the implication that is con-
verse to Lemma 3.3.5.
Proposition 3.3.6. Letw, w̃ ∈ W be two formal power series of the form
w(t; λ) = Meξ (t;λ), w̃(t; λ) = M̃e−ξ (t;λ),
where the operatorsM, M̃ ∈ D have the form
M = 1 +
∑
k<0
mk∂k , M̃ = 1 +
∑
k<0
M̃k∂k .
If the functionsw and w̃ satisfy the equation∮
dλ
2iπ
w(t; λ) · w̃(t′; λ) = 0, ∀t, t′, (3.27)
then M̃ = (M∗)−1 (so w̃ = w∗) andw is a wave function of the linear system of KP (3.23) (equiva-
lently, the operator Q = M∂M−1 satsies the KP hierarchy (3.18)).
Clearly, the above proposition, along with Lemma 3.3.5, implies Theorem 3.3.2.
Proof. Let us rst prove that if w and w̃ satisfy Equation (3.27), then M̃ = (M∗)−1. By Lemma
3.3.4, we see that for any k ≥ 0,
res∂∂kMN ∗ =
∮
dλ
2iπ
(
∂kMeξ (t;λ)
)
·
(
M̃e−ξ (t;λ)
)
=
∮
dλ
2iπ
∂k (w) · w̃ = 0,
where we have used Equation (3.27) in the last step. On the other hand, M̃ = 1 + O(∂−1) and
this readily implies that M̃∗ = 1 + O(∂−1) as well. Consequently,
MM̃∗ = 1 +A, A ∈ D−,
so that res∂∂kA = 0 for any k ≥ 0. Therefore, A = 0, which means that M̃ = (M∗)−1.
We now prove that M satises Sato’s equation (which is one equivalent form of the KP
hierarchy, cf. Theorem 3.2.4), i.e. that
∂M
∂ti
= −(Q i )−M,
where Q = M∂M−1. First, we observe that the ows of w and eξ are related by(
∂M
∂ti
+ (Q i )−M
)
eξ (t;λ) =
(
∂
∂ti
− (Q i )+
)
w .
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Indeed, using ∂ti eξ = ∂ieξ and M∂i = Q iM , we get(
∂M
∂ti
+ (Q i )−M
)
eξ (t;λ) =
∂w
∂ti
−M
∂eξ (t;λ)
∂ti
+ (Q i )−w
=
∂w
∂ti
−M∂ieξ (t;λ) + (Q i )−w
=
∂w
∂ti
−Q iw + (Q i )−w =
(
∂
∂ti
− (Q i )+
)
w .
Since (Q i )+ is a dierential operator in ∂ = ∂t1 and using Equation (3.27), we have, for k ≥ 0,
0 =
∮
dλ
2iπ
(
∂k
(
∂ti − (Q
i )+
) )
w · w̃
=
∮
dλ
2iπ
(
∂k
(
∂tiM + (Q
i )−M
)
eξ (t;λ)
)
· M̃e−ξ (t;λ).
By Lemma 3.3.4, this is equivalent to
0 = res∂∂k
(
∂tiM + (Q
i )−M
)
◦M−1,
where we have used that M̃∗ = M−1. The above holding for any k ≥ 0, we get that ∂tiM +
(Q i )−M = 0, which is what was to be shown. 
3.3.2 The tau functions of the KP hierarchy
Now that we have the bilinear identity, we can prove the essential property of the existence
of a tau function for any solution of the KP hierarchy. This statement is formulated in the
following theorem. We still follow the approach of [BBT03] (pp. 352–354).
Theorem 3.3.7 (Tau function (KP)). Let M = 1 +
∑
k<0m
k∂k be an operator satisfying Sato’s
equation (3.21) an dene functionsw,w∗ ∈ W by
w(t; λ) = Meξ (t;λ), w∗(t; λ) = (M∗)−1e−ξ (t;λ).
Ifw andw∗ satisfy the bilinear identity (3.26), then there exists a (non unique, nonzero) function
τ ∈ C[[t]], called the tau function, such that
w(t; λ) =
τ (t − [λ−1])
τ (t)
eξ (t;λ), w∗(t; λ) =
τ (t + [λ−1])
τ (t)
e−ξ (t;λ),
where [λ−1] := ( 1λ ,
1
2λ2 ,
1
3λ3 , . . .) and ξ (t; λ) =
∑
i≥1 tiλ
i .
Remark 3.3.8. Notice that since τ (t) does not depend on λ, it does not contribute to the residue.
Therefore, the bilinear identity can be reformulated as∮
dλ
2iπ
τ (t − [λ−1]) · τ (t′ + [λ−1]) exp
[∑
i≥1
(ti − t
′
i )λ
i
]
= 0, ∀t, t′.
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To prove Theorem 3.3.7, we will proceed with two lemmas. For these lemmas, it will be con-
venient to introduce a function m̂ ∈ W dened by
w(t; λ) = Meξ (t;λ) =: m̂(t; λ) × eξ (t;λ)
By construction, if M = 1 +
∑
k<0m
k∂k , then
m̂(t; λ) = 1 +
∑
k<0
mk
λk
.
Accordingly, we dene a function m̂∗ by
w∗(t; λ) = (M∗)−1eξ (t;λ) =: m̂∗(t; λ) × eξ (t;λ)
Lemma 3.3.9. If w,w∗ satisfy the bilinear identity, then the function m̂ satises the functional
equation
m̂(t − [µ−1];ν )
m̂(t; µ)
=
m̂(t − [ν−1]; µ)
m̂(t;ν )
(3.28)
Proof. We start by making two simple observations. First, for any function f (λ) = 1+
∑
k<0 f
kλk ,
using the geometric series, we have∮
dλ
2iπ
f (λ)
1 − λ/µ
= µ (f (µ) − 1) . (3.29)
Second, using the power series expansion of the logarithm, i.e. log(1+x) =
∑
k≥1(−1)k+1xkk−1,
we see that
e−ξ (t−[µ
−1];λ) =
e−ξ (t;λ)
1 − λ/µ
. (3.30)
Now, applying the bilinear identity to t and t′ = t− [µ−1] and using Equations (3.29) and (3.30),
we get
0 =
∮
dλ
2iπ
w(t; λ) ·w∗(t − [µ−1]; λ)
=
∮
dλ
2iπ
m̂(t; λ)eξ (t;λ) · m̂∗(t − [µ−1]; λ)e−ξ (t−[µ
−1];λ)
=
∮
dλ
2iπ
m̂(t; λ) · m̂∗(t − [µ−1]; λ)
1 − λ/µ
= µ
(
m̂(t; µ) · m̂∗(t − [µ−1]; µ) − 1
)
.
In other words,
m̂∗(t − [µ−1]; µ) =
1
m̂(t; µ)
. (3.31)
Similarly, we want to apply the bilinear identity to t and t′ = t − [µ−1] − [ν−1]. Let us denote
д(t; λ) := m̂(t; λ) · m̂∗(t − [µ−1] − [ν−1]; λ),
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then we get
0 =
∮
dλ
2iπ
w(t; λ) ·w∗(t − [µ−1] − [ν−1]; λ)
=
∮
dλ
2iπ
д(t; λ)
(1 − λ/µ)(1 − λ/ν )
=
∮
dλ
2iπ
ν
ν − µ
д(t; λ)
1 − λ/µ
−
µ
ν − µ
д(t; λ)
1 − λ/ν
=
µν
ν − µ
(
д(t; µ) − д(t;ν )
)
.
Consequently, д(t; µ) = д(t;ν ), i.e.
m̂(t; µ) · m̂(t − [µ−1] − [ν−1]; µ) = m̂(t;ν ) · m̂(t − [µ−1] − [ν−1];ν ).
Using Equation (3.31), we get
m̂(t − [µ−1];ν )
m̂(t; µ)
=
m̂(t − [ν−1]; µ)
m̂(t;ν )

Lemma 3.3.10. The function m̂ satises the functional equation (3.28) if and only if there exists
a function τ ∈ C[[t]] such that
m̂(t; λ) =
τ (t − [λ−1])
τ (t)
Proof. First of all, it is easy to check that m̂ of this form satises Equation (3.28). For the
converse statement, let us take the logarithm of Equation (3.28):
h(t − [µ−1];ν ) − h(t;ν ) = h(t − [ν−1]; µ) − h(t; µ), (3.32)
where h = logm̂. The function h is well dened since m̂ = 1 + O(λ−1). We introduce the
generating function of time derivatives:
∇λ :=
∑
i≥1
λ−i−1∂ti .
Notice that for any function ϕ, we automatically get (∂λ − ∇λ)ϕ(t − [λ−1]) = 0. Applying
(∂ν − ∇ν ) to Equation (3.32) we get
(∂ν − ∇ν )h(t − [µ−1];ν ) − (∂ν − ∇ν )h(t;ν ) = −∇νh(t; µ).
Let us denote (∂ν − ∇ν )h(t;ν ) =:
∑
i≥1 γ
i (t)ν−i−1. Then expanding in powers of ν , the above
equation reads
γ i (t − [µ−1]) − γ i (t) = ∂tih(t; µ). (3.33)
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We denote Γi j = ∂tiγ j − ∂tjγ i . Then by symmetry of the second partial derivatives, we can
eliminate the right-hand side in Equation (3.33) and get
Γi j (t − [µ−1]) − Γi j (t) = 0.
Now, expanding in powers of µ, we get
∑
i≥1 µ
−i−1∂ti Γ
i j = Γi j , so that Γi j is actually indepen-
dent of all the variables ti , i ≥ 1.
On the other hand, Γi j is by construction a polynomial in the ∂tkm`’s. Using the KP hier-
archy, we can express ∂tkm` as a polynomial in the ∂pm`’s so that Γi j is a polynomial in the
independent variablesm`p = ∂pm` . Because these variables are independent and because Γi j is
constant, it reduces to its constant term.
Now notice that the function m̂ ≡ 1 solves Equation (3.28). For this particular solution,
h = logm̂ = 0, so that Γi j = 0 as well. Therefore, Γi j = 0 for any solution (since it is constant).
By Poincaré lemma, it means that there exists a function F ∈ C[[t]] such that γ i = ∂ti F ; we
denote τ = exp F . Inserting this in Equation (3.33) we get that
logτ (t − [µ−1]) − logτ (t) = logm̂(t; µ) +C,
where C ∈ C is constant, i.e.
m̂(t; µ) = C̃ ·
τ (t − [µ−1])
τ (t)
,
where C̃ = e−C . The constant C̃ can be absorbed into τ (which is dened, in particular, up to
multiplication by a constant) to get the result. The equation on w∗ follows directly from that
on w . 
The two lemmas above prove Theorem 3.3.7.
3.4 The Korteweg–de Vries hierarchy
3.4.1 Lax pairs and other forms of the KdV hierarchy
As we already said, the KdV hierarchy can be seen a reduction of the KP hierarchy by imposing
L = Q2 ∈ D+, i.e. Q2− = 0. Let us rst state the KdV hierarchy.
Theorem 3.4.1 (KdV hierarchy [Lax68]). Let L = ∂2 + u ∈ D+ be a dierential operator. Then
the following ows commute pairwise, producing the so-called KdV hierarchy:
∂L
∂ti
=
[
(Li/2)+,L
]
, i ∈ Zodd≥1 . (3.34)
The rst ows of the KdV hierarchy read ut1 = u1 (where uti = ∂tiu and u1 = ux ,u2 = uxx ,
etc.), then
ut3 =
1
4u3 +
3
2uu1,
ut5 =
1
16u5 +
5
8uu3 +
5
4u1u2 +
15
8 u
2u1,
ut7 =
1
64u7 +
7
32uu5 +
21
32u1u4 +
35
32u2u3 +
35
32 (u)
2u3 +
35
8 uu1u2 +
35
32 (u1)
3 + 3516 (u)
3u1.
3.4. The Korteweg–de Vries hierarchy 105
The ow with respect to t3 reads the so-called KdV equation, rst theorized by J. Boussinesq
in 1877 [Bou77] and then proposed in its current acceptation by D. J. Koretweg and G. de Vries
in 1895 [KdV95].
First of all, Theorem 3.1.8 ensures the existence of the square root of L. Second, as in the
KP hierarchy and because [Li/2,Lj/2] = 0 for any i, j ≥ 1, we can rewrite the equations as
∂L
∂ti
=
[
L, (Li/2)−
]
, i ∈ Zodd≥1 .
Then one can easily show that these equations are well dened.
Just like for KP, there is a straightforward proof of Theorem 3.4.1 (see proof of Theorem
3.2.1). However, we will take a dierent approach to the problem and show that we can deduce
the commutativity of the KdV ows from that of the KP ows. To do so, we start with an
important lemma.
Lemma 3.4.2. Let P be a pseudo-dierential operator of the form P = ∂ +
∑
k<0 p
k∂k . Then for
any integer i ∈ Zodd
≥1 , the following equivalence holds:
∂P2
∂ti
+
[
(P i )−, P
2] = 0 if and ony if ∂P
∂ti
+
[
(P i )−, P
]
= 0.
Proof. The proof is entirely similar to that of Corollary 3.1.16. Let us denote
Ai =
[
(P i )−, P
]
=
∑
k<0
ai,k∂k .
Suppose that ∂tiP + Ai , 0 and denote mi its order, i.e. ∂tipmi + ai,mi , 0. Then by Leibniz’s
rule, we can write
∂P2
∂ti
+
[
(P i )−, P
2] = P ∂P
∂ti
+
∂P
∂ti
P + PAi +AiP
= 2
(
∂tip
mi + ai,mi
)
∂mi+1 + O(∂mi ).
Therefore, ∂tiP2 +
[
(P i )−, P
2] , 0 as well. The converse is obvious. 
Remark 3.4.3. With exactly the same arguments, we could have shown the following statement
(that we use for the Geldfand–Dickey hierarchies): For any n ≥ 1,
∂Pn
∂ti
+
[
(P i )−, P
n ] = 0 if and ony if ∂P
∂ti
+
[
(P i )−, P
]
= 0.
Proof. (of Theorem 3.4.1). Thanks to Lemma 3.4.2, the Lax equations of the KdV hierarchy
can be interpreted as the Lax equations of the KP hierarchy on the operator P = L1/2. Then
Theorem 3.2.1 ensures that the ows commute. 
In the proof above, we implicitly proved that any operator P = ∂+
∑
k<0 p
k∂k such that (P2)− =
0 and which satises the KP hierarchy, provides a solution to the KdV hierarchy. In the same
fashion, we can dene the linear system of KdV as follows.
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Theorem 3.4.4 (linear system of KdV). The KdV hierarchy (3.34) on the operator L = ∂2 + u
holds if and only if there exists a functionw ∈ W such that the following hierarchy of equations
is satised, {
Lw = λ2w ;
∂tiw = (L
i/2)+w ;
i ∈ Zodd≥1 , λ ∈ C. (3.35)
As in the KP case, one can explicitly construct a wave functionw that satises the linear system
of KdV as follows. LetM = 1+
∑
k<0m
k∂k be an operator such that P = M∂M−1 where P = L1/2.
Then
w(t; λ) = Meξ (t;λ)
provides a wave function that solves the system (3.35). Here ξ (t; λ) =
∑
i≥1 tiλ
i as well, but we
could have gotten rid of the even variables and still get a valid wave function.
Asw is also a wave function for the linear system of KP, we still have the existence of a tau
function τ ∈ C[[t]] such that
w(t; λ) =
τ (t − [λ−1])
τ (t)
eξ (tλ).
That denes the tau functions of the KdV hierarchy. In the next section, we show that the
constraint (P2)− = 0 of the KdV hierarchy implies much simpler formulae for the tau function.
3.4.2 The tau functions of the KdV hierarchy
Proposition 3.4.5 (Tau function (KdV)). Let L = ∂2 + u be a solution of the KdV hierarchy. Let
τ be the tau function associated to the square root operator P = L1/2 (seen as a solution to the KP
hierarchy). Then τ is determined by the constraint
u = −2
∂2
∂x2
logτ = 2
(τ(1))
2 − ττ(2)
(τ )2
. (3.36)
Proof. Let us recall how the tau function of KP is dened starting from the operator P . First of
all, P goes like this:
P = ∂ −
1
2
u∂−1 + O(∂−2)
(Equation (3.10)). Since P = ∂ + O(∂−1), there exists an operator M = 1 + O(∂−1) (the dressing
operator) such that P = M∂M−1 (Proposition 3.2.3). It is easy to show that
M = 1 −m−1∂−1 −
(
m−2 +
(
m−1
)2)
∂−2 + O(∂−3), such that
∂m−1
∂x
= −
1
2
u,
From the operator M , we dene the function
w(t; λ) = Meξ (t;λ) =
(
1 +m−1λ−1 + O(λ−2)
)
eξ (t;λ) ∈ W,
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where ξ (t; λ) =
∑
i≥1 tiλ
i , which produces a solution to the linear system of KP (3.23), the latter
being equivalent to the KP hierarchy (Theorem 3.2.6). Then the fact that the wave function
satises Equation (3.23) implies the existence of the tau function τ ∈ C[[t]] such that
w(t; λ) × e−ξ (t;λ) =
τ (t − [λ−1])
τ (t)
= 1 +
1
τ
∂τ
∂x
λ−1 + O(λ−2).
Comparing the three equations above, we get that
u = −2
∂m−1
∂x
= −2
∂
∂x
(
1
τ
∂τ
∂x
)
= −2
∂2
∂x2
logτ .

As we saw, given an operator Q satisfying the KP hierarchy, one only has to impose the con-
straint (Q2)− = 0 to produce a solution to the KdV hierarchy. It remains to know how that
works at the level of tau functions. The next proposition is essential.
Proposition 3.4.6. Let τ be a tau function of the KP hierarchy. If ∂t2τ = 0, then the function
u = −2∂2x logτ is a solution of the KdV hierarchy.
Remark 3.4.7. The converse is wrong: A tau function τ of KP can be a tau function of KdV and
depend on t2 (or other even variables). Indeed, since the tau function is dened—in the KdV
case—by u = −2∂2x logτ , then any transformation of the form
τ (t) 7→ τ (t) × exp [A(t)x + B(t)] ,
∂A
∂x
=
∂B
∂x
= 0,
denes the same function u, and therefore produces the same operator L = ∂2 +u that satises
the KdV hierarchy.
Notice that, in practice, we often compute tau functions of KdV such that they do not
depend on even variables. In particular, they do not depend t2. Then it suces to prove that
they satisfy the KP hierarchy, since Proposition 3.4.6 ensures that they will automatically be
tau function of KdV.
As we will see in Section 3.5, it can actually be easier to prove that a tau function satises
the KP hierarchy, rather then the KdV hierarchy.
Proof of Proposition 3.4.6. We use the isospectral formulation of KP and consider the wave func-
tion w associated to τ via the relation
w(t; λ) =
τ (t − [λ−1])
τ (t)
eξ (t;λ).
Since ∂t2τ = 0, we have ∂t2w = λ2w . By Theorem 3.2.6, w satises the system of equations{
Pw = λw ;
∂tiw = (P
i )+w ;
i ∈ Z≥1.
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In particular, (P2)−w = 0; indeed,
0 = ∂t2w − (P
2)+w = λ
2w − (P2)+w = (P
2)−w .
Since P is independent of λ, yet (P2)−w = 0 for arbitrary values of λ ∈ C, it follows that
(P2)− = 0. Equivalently (P2)+ = P2 ∈ D+ and the operator L = P2 =: ∂2 + u satises the linear
system system {
Lw = λ2w ;
∂tiw = (L
i/2)+w ;
i ∈ Zodd≥1 , (3.37)
which is equivalent to the KdV hierarchy. 
3.5 Thepolynomial tau functions ofKdVand theAdler–
Moser polynomials
As described in the former section, to any solution u of the KdV hierarchy, we associate a tau
function dened by
u = −2
∂2
∂x2
logτ = 2
(τ(1))
2 − ττ(2)
(τ )2
If τ is polynomial then u is clearly rational. On the other hand, it was proven by Airault,
McKean and Moser [AMcKM77] that there are denumerably many rational solutions of KdV,
each one being the orbit of the function un = n(n + 1)/x2 under the ows of the hierarchy.
In [AM78], the authors constructed the Adler–Moser polynomials θn(x = r1, r3 . . . , r2n−1) for
n ≥ 0, dened by the recursion
∂θn+1
∂x
θn−1 − θn+1
∂θn−1
∂x
= (2n − 1)(θn)2.
An important result of [AM78] (cf. Theorem 3.5.1) is that there exists a unique change of
variables that transforms the Adler–Moser polynomials into polynomial tau functions of KdV
and that we recover all rational solutions of KdV. But we did not know what this change of
variables was.
In this section, we show that the following change of variables transforms the Adler–Moser
polynomials into the polynomial tau functions of KdV: r1 = t1 = x , and∑
i≥2
r2i−1
α2i−1
z2i−1 = tanh
(∑
i≥2
t2i−1z
2i−1
)
.
where α2i−1 = (−1)i−13252 · · · (2i − 3)2(2i − 1). To do so, we apply this change of variables to
the Adler–Moser polynomials to get some polynomials τn(t1, t3, t5, . . .). Then by seeing them
as functions τn(t1, t2, t3, . . .) of even and odd times we show that they are tau functions of
the Kadomstev–Petviasvhili hierarchy (KP). Then by Proposition 3.4.6, since the τn ’s actually
depend only on odd times, they are indeed tau functions of KdV.
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It is well known how to compute the polynomial tau functions of KdV without using the
Adler–Moser polynomials. For instance, in [Hir04] R. Hirota constructs a family of tau func-
tions of KP in terms of Wronskians of the elementary Schur polynomials, which can be reduced
to recover the polynomial tau functions of KdV. But the Adler–Moser polynomials reveal a re-
cursive structure in the space of rational solutions of KdV. It would be interesting to investigate
how to generalize this to the Drinfeld–Sokolov hierarchies.
3.5.1 The Adler–Moser Polynomials
Let r = (x = r1, r3, r5, . . .) be a set of oddly-indexed variables.3 We save the usual variables
t = (x = t1, t3, t5, . . .) for the tau functions of KdV. The Adler–Moser polynomials form a
sequence
θn(r1, r3 . . . , r2n−1), n ≥ 0,
dened by the following recursion [AM78]: θ0 = 1, θ1 = x and for n ≥ 1,
∂θn+1
∂x
θn−1 − θn+1
∂θn−1
∂x
= (2n + 1)(θn)2. (3.38)
This recursion leaves an integration constant that is chosen to be r2n−1 when computing θn .
We can check that θn has degree dn = 12n(n+1) in x and r2n−1 is actually the coecient of x
dn−2
in this polynomial. The rst few polynomials read
θ0 = 1;
θ1 = x ;
θ2 = x
3 + r3;
θ3 = x
6 + 5r3x3 + r5x − 5r 23 ;
θ4 = x
10 + 15r3x7 + 7r5x5 − 35r3r5x2 + 175r 33x −
7
3r
2
5 + r7x
3 + r3r7;
θ5 = x
15 + 35r3x12 + 28r5x10 + 175r 23x
9 + 9r7x8 − 105r3r5x7 + r9x6 − 147r 25x
5 − 63r3r7x5
+ 3675r 23r5x
4 − 18375r 43x
3 − 21r5r7x3 + 5r3r9x3 + 735r3r 25x
2 − 315r 23r7x
2 − 95r
2
7x + r5r9x
− 49r 35 + 42r3r5r7 − 5r
2
3r9.
In that same article ([AM78], pp. 17–18), the authors state the following theorem.
Theorem 3.5.1 (Adler–Moser, 1978). There exists a unique change of variables r 7→ t that
transforms the Adler–Moser polynomials θn(r) into the polynomial tau functions τn(t) of KdV.
That is, the rational functions un = −2∂2 logτn dene operators Ln = ∂2 +un that satisfy the Lax
system of KdV:
∂Ln
∂t2i−1
=
[(
L
2i−1
2
n
)
+
,Ln
]
.
3In their original paper [AM78] the authors use the variables τi instead. But since then, the letter τ has been
used rather for the tau functions. Moreover, we use odd indices so that we can later complete the set into the
variables of KP.
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We aim to prove that the desired change of variables is given by: r1 = t1 = x , and∑
i≥2
r2i−1
α2i−1
z2i−1 = tanh
(∑
i≥2
t2i−1z
2i−1
)
.
where α2i−1 = (−1)i−13252 . . . (2i − 3)2(2i − 1). The latter coecients α2i−1 where already
given in Adler and Moser’s article. Notice that this change of variables amounts to simply
changing the choice of the integration constant in the dierential recursion (3.38). To prove
the statement, let us rst recall and prove some results stated in [AM78]. These lemmas relate
the Adler–Moser polynomials to a Wronskian representation through a multiplicative factor
and a simple rescaling of the variables.
Let s = (x = s1, s3, s5, . . .) be another set of variables and let ψ j (s), j ≥ 0 be functions
dened by: ∑
j≥1
ψ jz2j−1 = sinh(xz) + cosh(xz)
∑
i≥2
s2i−1z
2i−1, (3.39)
and ψ 0 = 0. It readily implies the recursion ψ j
(2) = ψ
j−1, where as before ψ j
(i) = ∂
i
xψ
j . The rst
few terms read
ψ 0 = 0;
ψ 1 = 1;
ψ 2 = 16x
3 + s33 ;
ψ 3 = 1120x
5 + 12x
2s33 + s
5
5 ;
ψ 4 = 15040x
7 + 124x
4s33 +
1
2x
2s55 + s
7
7 ;
ψ 5 = 1362880x
9 + 1720x
6s33 +
1
24x
4s55 +
1
2x
2s77 + s
9
9 .
We now dene the Wronskians of these functions:
Wn :=Wr(ψ 1, . . . ,ψn) = det
(
ψ j
(i−1)
)
i, j=1, ...,n
.
Lemma 3.5.2. The WronskiansWn of the functionsψ j , satisfy the recursion
∂Wn+1
∂x
Wn−1 −Wn+1
∂Wn−1
∂x
= (Wn)
2. (3.40)
Proof. For any smooth function χ (s) with respect to x , denote Wn(χ ) := Wr
(
ψ 1, . . . ,ψn , χ
)
.
Then one has the identity:
∂Wn(χ )
∂x
Wn+1 −Wn(χ )
∂Wn+1
∂x
=Wn+1(χ )Wn . (3.41)
This can be proven by noticing that the left-hand side is a linear dierential operator of order
n + 1 which vanishes for χ = ψ 1, . . . ,ψn , as well as for ψn+1. Yet the functions ψ j being lin-
early independent, the left-hand side must be proportional toWn+1(χ ). Comparing the highest
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coecient, one obtain Equation (3.41). Now thanks to the relation ψ j
(2) = ψ
j−1 and ψ 1 = x , we
can compute that for χ = 1,
Wn(1) = (−1)nWn−1. (3.42)
Indeed, rst we haveWn(1) = Wr(ψ , . . . ,ψn , 1) = (−1)nWr(1,ψ 1, . . . ,ψn). Then writing down
the determinants one obtains that
Wr(1,ψ 1, . . . ,ψn) =

1 0 0 · · · 0
x 1 0 · · · 0
ψ 2 ψ 2
(1) ψ
2
(2) · · · ψ
2
(n)
...
...
ψn ψn
(1) ψ
n
(2) · · · ψ
n
(n)

=

ψ 2
(2) · · · ψ
2
(n)
...
...
ψn
(2) · · · ψ
n
(n)
 =

ψ 1 · · · ψ 1
(n−2)
...
...
ψn−1 · · · ψn−1
(n−2)
 =Wn ,
hence Equation (3.42) holds true. Then setting χ = 1 in Equation (3.41), one nds Equation
(3.40). 
Now since W0 = θ0 = 1 and W1 = θ1 = x , the two sequences of polynomials dier only by a
multiplicative factor that can be computed:
θn(r) = µnWn(s), µn =
k∏
j=1
(2k − 2j + 1)j . (3.43)
Lemma 3.5.3. The parameters of the Adler–Moser polynomials θn(r) and those of theWronskians
Wn(s) are related via a rescaling:
s2i−1 =
r2i−1
α2i−1
, α2i−1 = (−1)i−13252 . . . (2i − 3)2(2i − 1) (3.44)
Proof. It all has to do with the choice of the normalization in the recursions (3.38) and (3.40).
For θn , the choice is such that r2n−1 is the coecient of xdn−2 . Moreover if θn is a solution of
(3.38), so is θn + cθn−2 so that the normalization can be expressed as
θn = θ̊n + r2n−1θn−2,
where θ̊n := θn | r2n−1 = 0. Similarly, dene W̊n := Wn | s2n−1 = 0. Since ψn = ψ̊n + s2n−1, then
by Equation (3.42),
Wn = W̊n + s2n−1Wr(ψ 1, . . . ,ψn , 1) = W̊n + (−1)k−1s2n−1Wn−2.
Comparing the last two equations and using Equation (3.43) one obtains the result. 
3.5.2 A change of variables to the polynomial tau functions KdV
The aim of this section is to prove the following theorem.
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Theorem 3.5.4 ([Duc17]). The following change of variables transforms the Adler–Moser poly-
nomials into the polynomial tau functions of KdV: r1 = t1 = x , and
∑
i≥2
r2i−1
α2i−1
z2i−1 = tanh
(∑
i≥2
t2i−1z
2i−1
)
. (3.45)
where α2i−1 = (−1)i−13252 · · · (2i − 3)2(2i − 1).
As a matter of fact, this change of variables does not aect the rst few variables except for a
rescaling. Here are the rst variables r2i−1 in terms of the t2i−1’s: r1 = t1 = x , and then
r3 = −3 · t3, r7 = −1575 · t7, r11 = −9823275 ·
(
t11 − t
2
3t5
)
,
r5 = 45 · t5, r9 = 99255 ·
(
t9 −
1
3t
3
3
)
, r13 = 1404728325 ·
(
t13 − t
2
3t7 − t3t
2
5
)
.
We voluntarily factorized by the constants α2i−1; in turns, the variable r2i−1 in terms of the
s2i−1’s is the expression within the parentheses, i.e. r1 = s1 = x and then
r3 = s3, r7 = s7, r11 = s11 − s
2
3s5,
r5 = s5, r9 = s9 −
1
3s
3
3, r13 = s13 − s
2
3s7 − s3s
2
5 .
Notice that the change of variables is homogeneous for the grading deg ri = deg ti = deg si = i ,
as proven by Adler and Moser [AM78]. Under this change of variables, we obtain the following
polynomial tau functions of KdV:
τ0 = 1,
τ1 = x ,
τ2 = x
3 − 3t3,
τ3 = x
6 − 15t3x3 − 45t23 + 45t5x ,
τ4 = x
10 − 45t3x7 + 315t5x5 + 4725t3t5x2 − 4725t33x − 4725t
2
5 − 1475t7x
3 + 4725t3t7.
Then the polynomials τn/µn (cf. Equation (3.43)) correspond to the tau functions computed via
the Wronskians of the elementary Schur polynomials following Hirota [Hir04].
To prove Theorem 3.5.4, we introduce another sequence of functions dened by the gen-
erating series. ∑
j≥1
ϕ jz2j−1 = sinh(xz) + cosh(xz) tanh
(∑
i≥2
t2i−1z
2i−1
)
. (3.46)
It amounts to applying the change of variables of Equation (3.45) to the functionsψ j of Equation
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(3.39). The rst few terms read
ϕ0 = 0;
ϕ1 = 1;
ϕ2 = 16x
3 + s33 ;
ϕ3 = 1120x
5 + 12x
2s33 + s
5
5 ;
ϕ4 = 15040x
7 + 124x
4s33 +
1
2x
2s55 + s
7
7 ;
ϕ5 = 1362880x
9 + 1720t
3
3x
6 + 124t
5
5x
4 + 12t
7
7x
2 − 119683t
27
3 +
1
729t9t
24
3 −
4
243t
2
9t
21
3 +
28
243t
3
9t
18
3 −
14
27t
4
9t
15
3
+ 149 t
5
9t
12
3 −
28
9 t
6
9t
9
3 + 4t
7
9t
6
3 − 3t
8
9t
3
3 + t
9
9 .
With these functions, we dene another sequence of Wronskians:
τn :=Wr(ϕ1, . . . ,ϕn), (3.47)
In what follows, we prove that these Wronskians are tau functions of the KP hierarchy. Yet
because they depend only on odd times, they are tau functions of KdV (cf. Proposition 3.4.6),
which proves Theorem 3.5.4. We use the same approach as in [IZ92] (also as in [Caf08]). First
we need the following lemma.
Lemma 3.5.5. The functions ϕ j satisfy the following relation for any integers i, j ≥ 1:
ϕ j
(2i−1) −
∂ϕ j
∂t2i−1
=
j−i−1∑
k=1
ϕkaj−i−k+1, (3.48)
where ϕ j
(2i−1) = ∂
2i−1
x ϕ
j . Here the aj ’s are functions that do not depend on x and are dened by
∑
j≥2
ajz2j−1 = tanh
(∑
i≥2
t2i−1z
2i−1
)
.
Proof. It is a direct calculation: dierentiating Equation (3.46) and using a Cauchy product, one
obtains ∑
j≥1
(
ϕ j
(2i−1) −
∂ϕ j
∂t2i−1
)
z2j−1 =
∑
j≥1
z2j−1
j−i∑
k=0
ϕkaj−i−k+1.
Then, noticing that ϕ0 = 0 and a0 = a1 = 0, one gets the correct boundaries in the last sum. 
Remark 3.5.6. This relation is to be compared with the one satised by the elementary Schur
polynomials dened by
exp
(∑
i≥1
tiz
i
)
=
∑
j≥1
p jz j . (3.49)
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These polynomials satisfy the relation p j
(i) = ∂tip
j . Now dene p̃ j to be p2j−1 where all even
times are set to 0, i.e. p̃ j = p2j−1 |{t2i = 0,∀ i ≥ 1}. They satisfy the relation
p̃ j
(2i−1) =
∂p̃ j
∂t2i−1
.
The last relation allows to prove that their Wronskians Wr(p̃1, . . . , p̃n) are the tau functions of
KdV the same way we prove that the Wronskians of the ϕ j ’s are (see for instance [IZ92]). In
particular the Wronskians of the p̃ j ’s and those of the ϕ j ’s coincide.
Now let us introduce all the variables (x = t1, t2, t3, . . .) of the KP hierarchy (that is, odd and
even). To prove that the τn ’s are tau functions of KP we use Sato’s equation, which is equivalent
to the KP hierarchy (see Theorem 3.2.4). We state Sato’s equation in a equivalent form in the
following proposition.
Proposition 3.5.7. Let ∆n be the following dierential operator
∆n(χ ) :=
Wr
(
χ ,ϕ1, . . . ,ϕn
)
Wr (ϕ1, . . . ,ϕn)
=
1
τn
Wr
(
χ ,ϕ1, . . . ,ϕn
)
,
for any dierentiable function χ with respect to x . The following equation holds for any i ≥ 1:
∂∆n
∂ti
=
(
∆n∂
i∆−1n
)
+
∆n − ∆n∂
i . (3.50)
Then from Equation (3.50) we readily get Sato’s equation as follows. Set Mn = ∆n∂−n , which
clearly is a monic operator of order 1 (i.e. Mn = ∂ + O(1)), then
∂Mn
∂ti
= −(Mn∂
iM−1n )−Mn .
Proof. It is sucient to prove the equality when acting on ϕ1, . . . ,ϕn which are n linearly
independent functions. Yet these functions are solutions of the equation ∆n(ϕ j ) = 0, so it
amounts to proving that
∂∆n
∂ti
(ϕ j ) + ∆n(ϕ
j
i ) = 0.
If i = 2` is even, then we only have to prove that ∆n(ϕ j2`) = 0. Yet ϕ
j
2 = ϕ
j−1 so that ϕ j2` = ϕ
j−` ,
or 0 if j ≤ `. Eventually, it amounts to ∆n(ϕ j−`) = 0 which holds true. If i = 2` − 1 is odd, by
Lemma 3.5.5, it amounts to proving that
∂∆n
∂t2`−1
(ϕ j ) + ∆n
∂
∂t2`−1
(ϕ j ) +
j−`−1∑
k=1
∆n(ϕ
kaj−`−k+1) = 0.
Yet the functions aj do not depend on x , so the last sum vanishes. And for the other terms it
amounts to
∂∆n
∂t2`−1
(ϕ j ) + ∆n
∂
∂t2`−1
(ϕ j ) =
∂
∂t2`−1
∆n(ϕ
j ) = 0.

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Finally, the following proposition states that the dressing operator Mn is indeed related to the
Wronskians τn via the wave function, i.e. that τn is a tau function of KP.
Proposition 3.5.8. The dressing operator Mn and the Wronskian τn satisfy the wave function
relation
Mneξ (t;λ) =
τn
(
t − [λ−1]
)
τn(t)
eξ (t;λ), (3.51)
where ξ (t; λ) =
∑
i≥1 tiλ
i and [λ−1] := ( 1λ ,
1
3λ3 ,
1
5λ5 , . . .).
To prove that, we need the following lemma.
Lemma 3.5.9. The shift of the functions ϕ j reads the following triangular relation for any j ≥ 1,
ϕ j (t − [λ−1]) = ϕ j (t) − λ−1ϕ j1(t) +
j−1∑
i=1
(
ϕi (t) − λ−1ϕi1(t)
)
b j−i (t), (3.52)
where the b j ’s are functions that do not depend on x and are dened by∑
j≥0
b jz2j = sech
(
zλ−1
) [
1 − zλ−1 tanh
(
zλ−1
)
− zλ−1 tanh (η) + tanh
(
zλ−1
)
tanh (η)
]−1
,
(3.53)
with b0 = 1, and 4
η(t; z) :=
∑
i≥2
t2i−1z
2i−1.
Here sech = 1/cosh and the exponent −1 stands for the multiplicative inverse of formal power
series.
Proof. Using the fact that
tanh−1(zλ−1) = zλ−1 +
∑
i≥2
z2i−1
(2i − 1)λ2i−1
for zλ−1 ∈ (−1, 1), and applying the sum formulae of hyperbolic functions, one obtains that
∑
j≥1
ϕ j
(
t − [λ−1]
)
z2j−1 =
sech
(
zλ−1
) ∑
j≥1
(
ϕ j − λ−1ϕ j1
)
z2j−1
1 − zλ−1 tanh (zλ−1) − zλ−1 tanh (η) + tanh (zλ−1) tanh (η)
.
Moreover, the above denominator has its constant term equal to 1 and only even powers, so
is its multiplicative inverse. Therefore, the series
∑
j≥0 b
jz2j in Equation (3.53) is well dened
and has indeed b0 = 1, hence the triangular relation (3.52). 
Remark 3.5.10. As in Lemma (3.5.5), this relation is to be compared with the one satised by
the elementary Schur polynomials, namely,
p j (t − [λ−1]) = p j (t) − λ−1p j−1(t).
4We emphasize the fact that η(t; λ) does not depend on t1 = x , contrary to ξ (t; λ).
116 Chapter 3. Polynomial tau functions of the KdV hierarchy
We can now prove Proposition 3.5.8 which concludes the proof of Theorem 3.5.4.
Proof of Proposition 3.5.8. We prove an equivalent equation which only uses dierential oper-
ator:
∆neξ (t;λ) = λneξ (t;λ)
τn
(
t − [λ−1]
)
τn(t)
.
Thanks to Lemma 3.5.9, we can rewrite the right-hand side as
λneξ (t;λ)
τn

ϕ1 − λ−1ϕ11 · · · ϕ
1
n−1 − λ
−1ϕ1n
...
...
ϕn − λ−1ϕn1 +
∑j−1
i=1
(
ϕi − λ−1ϕi1
)
b j−i · · · ϕnn−1 − λ
−1ϕnn +
∑j−1
i=1
(
ϕin−1 − λ
−1ϕin
)
b j−i
 .
On the other hand, the left-hand side reads
∆neξ (t;λ) =
1
τn

eξ (t;λ) λeξ (t;λ) · · · λneξ (t;λ)
ϕ1 ϕ11 · · · ϕ
1
n
...
...
ϕn ϕn1 · · · ϕ
n
n
 .
Using operations on rows and columns, we can easily check that these two expressions are
equal. 
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4.1 Semisimple Lie algebras: a brief review
In this section we briey review the theory of semisimple Lie algebra. In the sequel, our start-
ing point will often be the data of a semisimple Lie algebra together with a choice of a set
simple roots and Weyl generators. We review these concepts. As stated above, for proofs of
the statements below, we refer to the books [Hum72], [Car05], [EW06] and to the unpublished
quality notes [Igu11].
Abelian and semisimple Lie algebras
Let g̊ be a complex Lie algebra,1 that is, an algebra over the eld of complex numbers C whose
product, denoted (X ,Y ) 7→ [X ,Y ] satises the following properties: for any X ,Y ,Z ∈ g̊,
 Skew symmetry: [X ,Y ] + [Y ,X ] = 0;
 Jacobi’s identity: [X , [Y ,Z ]] + [Y , [Z ,X ]] + [Z , [X ,Y ]] = 0.
Notice that in what follows, all Lie algebras are implicitly considered over complex numbers.
We say that g̊ is abelian if its product is trivial, i.e. if [X ,Y ] = 0 for any X ,Y ∈ g̊. We say
that g̊ is simple if it is nite dimensional,2 non abelian and if it has no ideal other then {0} and
g̊ itself. We say that g̊ is semisimple if it is a direct sum of simple Lie algebra; in particular, g̊ is
nite-dimensional. If g̊ is a semisimple Lie algebra which decomposes into g̊ = g̊1 ⊕ · · · ⊕ g̊m
with the g̊i ’s simple, then each g̊i is a simple ideal of g̊.
We will sometimes use the term nite Lie algebra to mean complex semisimple Lie algebra;
this terminology will become clear later with the introduction of ane Lie algebras.
1We denote g̊ the semisimple Lie algebra; the notation g wille be used for the associated ane Lie algebra, as is
done in [Kac90, Wu17].
2For some authors, the simplicity condition does not require nite-dimensionality. In our context, this require-
ment is rather customary and convenient.
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Any algebra A can be naturally equipped with a structure of Lie algebra by dening the
bracket [X ,Y ] := XY −YX (the commutator) for anyX ,Y ∈ A. In particular, we denote by gl(n)
the algebra Mat(n) of complex square matrices of size n equipped with the bracket dened by
the commutator. A nite-dimensional Lie algebra is called linear if it is a Lie subalgebra of gl(n)
for some n.
Example 4.1.1 (Algebra sl(2)). The simplest example of a simple Lie algebra is the algebra
sl(2) made of three generators {H ,E, F } which satisfy the following relation,
[E, F ] = H , [H ,E] = 2E, [H , F ] = −2F . (4.1)
This algebra can be realized with complex square matrices of size 2 as follows:
H =
(
1 0
0 −1
)
, E =
(
0 0
1 0
)
, F =
(
0 1
0 0
)
.
Automorphisms and the adjoint representation
A morphism from a Lie algebra g̊1 to another Lie algebra g̊2 is a map ϕ : g̊1 → g̊2 such that
ϕ([X ,Y ]) = [ϕ(X ),ϕ(Y )] for any X ,Y ∈ g̊1. An automorphism of a Lie algebra g̊ is a morphism
ϕ : g̊ → g̊ that is bijective (then its inverse is automatically a morphism too). The group of
automorphisms (under composition) of a Lie algebra g̊ is denoted Aut(g̊).
To any element X ∈ g̊ we associate a linear endomorphism adX : g̊ → g̊ dened by
adX (Y ) = [X ,Y ] and called the adjoint endomorphism of X . The adjoint map is not a morphism
but a derivation, i.e. for any X ,Y ,Z ∈ g̊,
adX [Y ,Z ] = [adX (Y ),Z ] + [Y , adX (Z )],
the above being equivalent to Jacobi’s identity. The above equation can also be rewritten equiv-
alently as
ad[X ,Y ](Z ) = [adX , adY ](Z ),
where [adX , adY ] = adX ◦ adY − adY ◦ adX (the commutator within the algebra End(g̊) of
endomorphisms of g̊). This allows to dene the so-called adjoint representation
ad : g̊ −→ End(g̊)
X 7−→ adX .
To sum up, Jacobi’s identity is equivalent to the fact that the adjoint endomorphism adX : g̊→
g̊, associated to any element X ∈ g̊, is a derivation; it is also equivalent to the fact that the
adjoint map ad : g̊ → End(g̊) is a morphism of algebras (i.e. denes a representation of g̊ on g̊
itself as a vector space).
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Killing form
The adjoint representation ad : g̊ → End(g̊) denes a symmetric bilinear form κ : g̊ ⊗ g̊ → C,
called the Killing form
κ(X ,Y ) = (X ,Y ) := tr(adX ◦ adY ). (4.2)
Since the trace depends only on the endomorphism, the Killing form is well dened. Cartan’s
second criterion ([EW06], p.82) states that a complex Lie algebra is semisimple if and only if its
Killing form is nondegenerate. Moreover, the Killing form is said to be invariant (ad-invariant
or associative) in the sense that for any X ,Y ,Z ∈ g̊,
([X ,Y ],Z ) = (X , [Y ,Z ]).
Using Schur’s lemma ([Hum72], p. 26), one shows that any invariant scalar product (i.e. a
nondegenerate symmetric bilinear form) on g̊ is necessarily a scalar multiple of the Killing
form ([Hum72], p. 118).
Inner automorphisms
We say that an element X ∈ g̊ is ad-semisimple if its adjoint endomorphism adX : g̊ → g̊ is
semisimple (by which we mean that it is diagonalizable). Accordingly, we say that X ∈ g̊ is
ad-nilpotent if adX is nilpotent. For any ad-nilpotent element X ∈ g̊ we can dene a linear
endomorphism of g̊
exp(adX ) :=
∑
k≥0
1
k!
(adX )k ,
often denoted eadX . By expanding the exponential, it can be easily seen that exp(adX ) : g̊→ g̊
is actually an automorphism of algebras with inverse exp(−adX ) ([Car05], p. 26). Such an
automorphism is called inner. The set of all inner automorphisms then forms a subgroup of
Aut(g̊) that we denote
Inn(g̊) =
{
exp(adX ) | X ∈ g̊ ad-nilpotent
}
.
The composition of two inner automorphisms is given by the celebrated Baker–Campbell–
Hausor (BCH) formula [Cam97, Bak02, Hau06]: for X ,Y ∈ g̊ ad-nilpotent,
exp(adX ) exp(adY ) = exp(adX •Y ),
where
X • Y =
∑
n≥1
(−1)n−1
n
n∑
i=1
∑
ri+si>0
[X r1Y s1 · · ·X rnY sn ](∑n
j=1 r j + sj
)
·
∏n
k=1 rk !sk !
, (4.3)
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where
[X r1Y s1 · · ·X rnY sn ] = [X , · · · , [X︸       ︷︷       ︸
r1
, [Y , · · · , [Y︸      ︷︷      ︸
s1
, · · · [X , · · · , [X︸       ︷︷       ︸
rn
, [Y , · · ·Y ]︸    ︷︷    ︸
sn
· · · ].
Equation (4.3) is due to Dynkin [Dyn47] (see [Ser92] §7 as well) and clearly shows that the map
(X ,Y ) → X • Y is a homomorphism. The rst few terms read
X • Y = X + Y +
1
2
[X ,Y ] +
1
12
([X , [X ,Y ]] + [Y , [Y ,X ]]) + · · ·
Cartan subalgebras and root system
A subalgebra h̊ of a semisimple Lie algebra g̊ is called a Cartan subalgebra if h̊
 Is abelian;
 Contains only semisimple elements;
 Is maximal with respect to the dimension.
Any semisimple Lie algebra g̊ contains a non-unique Cartan subalgebra. Moreover, for any two
Cartan subalgebras h̊1 and h̊2, there exists an ad-nilpotent elementX ∈ g̊ such that h̊2 = eadX (h̊1)
(e.g. [Car05], p. 34); we say that h̊1 and h̊2 are conjugate to one another. In particular, all Cartan
subalgebras have the same dimension r ; we call r the rank of g̊ and denote
rk g̊ = dim h = r .
Let h̊ be a Cartan subalgebra of a semisimple Lie algebra g̊. We call a root of g̊ any nonzero linear
functional α ∈ h̊∗ such that there exists a nonzero X ∈ g̊ satisfying the eigenvalue equation
[H ,X ] = α(H )X , ∀H ∈ h̊
(i.e. we co-diagonalize the elements of h̊). We denote by ∆ the set of all roots and call it the root
system. Since h̊ is abelian and all its elements are ad-semisimple, then the adH ’s, for H ∈ h, are
simultaneously diagonalizable. This provides the so-called root space decomposition of g̊:
g̊ = h̊ ⊕
⊕
α ∈∆
g̊α , g̊α =
{
X ∈ g̊
 ∀H ∈ h̊, [H ,X ] = α(H )X } .
We also denote g̊0 = h̊. Thanks to Jacobi’s identity, for any α , β ∈ ∆ and X ∈ g̊α ,Y ∈ g̊β , we
have [X ,Y ] ∈ g̊α+β ; in other words, the root space decomposition induces a gradation:[
g̊α , g̊β
]
⊂ g̊α+β . (4.4)
As a consequence, any X ∈ g̊α is ad-nilpotent. Each eigenspace g̊α is a one-dimensional com-
plex vector space ([EW06], p. 100). The Killing form κ satises (g̊α , g̊β ) = 0 for any α , β ∈ ∆
such that α + β , 0. In particular, κ pairs g̊α and g̊−α nondegenerately.
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Similarly, κ is also nondegenerate on h̊ = g̊0. Hence, we are provided with a natural iso-
morphism h̊∗ → h̊ : ϕ 7→ Tϕ such that ϕ(H ) = (Tϕ ,H ) for any H ∈ h. The latter engenders a
scalar product on h̊∗ dened by, for any ϕ,ψ ∈ h∗,
(ϕ,ψ ) := (Tϕ ,Tψ ). (4.5)
Using the the scalar product (4.5), we dene a non symmetric pairing as follows, for any roots
α , β ∈ ∆,
〈β,α〉 :=
2(β,α)
(α ,α)
.
It automatically satises 〈α ,α〉 = 2. Among other properties, the roots of a semisimple Lie
algebra satisfy the following.
(i) The set ∆ spans h̊∗;
(ii) If α ∈ ∆, then −α ∈ ∆ and no other multiple of α does;
(iii) For any α , β ∈ ∆, the quantity 〈β,α〉 is an integer;
(iv) The set ∆ is stable by the following reections:
σα (β) = β − 〈β ,α〉α ∈ ∆.
If one replaces h̊∗ by a generic vector space E, then properties (i) to (iv) dene what is called an
abstract root system on E. As a matter of fact, the classication of root systems classies simple
Lie algebras [Hum72, Car05].
Simple roots, Cartan matrix
From the root system ∆ we can always extract a (non unique) set of simple roots (or a basis)
denoted Π = {α1, . . . ,αr } ⊂ ∆, satisfying the following properties:
 The set Π spans h̊∗;
 For any α ∈ ∆, there exist k1, . . . ,kr ∈ Z such that
α = k1α + · · · + krαr ,
such that the ki ’s all have the same sign (or are null).
(Note that if we relax the assumption that Π has r elements, the two properties above allow to
prove it.) From the set of simple roots Π we naturally dene a partition ∆ = ∆+t∆−, where ∆+
(resp.∆−) is made of all roots which decompose in Π with only nonnegative coecients (resp.
nonpositive); obviously Π ⊂ ∆+.
If α , β are two distinct simple roots, then their pairing 〈β ,α〉 is heavily constrained. Indeed,
〈β,α〉 ∈ {0,−1,−2,−3}; more precisely, up to exchanging α and β ,
 Either 〈β,α〉 = 0 and then 〈α , β〉 = 0 as well;
 Or 〈β,α〉 = −1 and then 〈α , β〉 ∈ {−1,−2,−3}.
By numbering the simple roots Π = {α1, . . . ,αr } we can dene, for any semisimple Lie algebra,
a matrix (Ci j ) ∈ Mat(r ,Z), called the Cartan matrix, by
Ci j = 〈α j ,αi 〉.
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(Notice that the indices are purposefully put in the “reverse” order.) The constraints on the
pairings 〈β ,α〉 induce similar constraints on the Cartan matrix as follows. First, Cii = 2, then
if i , j, then Ci j ∈ {0,−1,−2,−3}; up to exchanging i and j,
 Either Ci j = 0 and then Cji = 0 as well;
 Or Ci j = −1 and then Cji ∈ {−1,−2,−3}.
The Cartan matrix determines the semisimple Lie algebra g̊ up to isomorphism.
Weyl generators, Chevalley involution
Let g̊ be a rank-r semisimple Lie algebra with Cartan matrix (Ci j ) and a set of simple roots
Π = {α1, . . . ,αr }. A set of Weyl generators is a subset {Ei , Fi ,Hi | 1 ≤ i ≤ r } of g̊ which
generates the algebra g̊ and whose elements satisfy the following relations: for any 1 ≤ i, j ≤ r ,
[Ei , Fj ] = δi jHi , [Hi ,Ej ] = Ci jEi , [Hi , Fj ] = −Ci jFj , [Hi ,Hj ] = 0, (4.6)
where δi j is the Kronecker symbol. In particular the Hi ’s generate a Cartan subalgebra that we
still denote h̊. Any semisimple Lie algebra admits a set of Weyl generators. For any two sets
of Weyl generators {Ei , Fi ,Hi } and {Ẽi , F̃i , H̃i }, there exist an inner automorphism eadX and a
permutation σ of {1, . . . , r } such that for any 1 ≤ i ≤ r ,
Ẽi = eadX Eσ (i), F̃i = eadX Fσ (i), H̃i = eadXHσ (i).
Besides the relations of Equation (4.6), the Weyl generators satisfy the so-called Chevalley-
Serre relations: (
adEi
)1−Ci j Ej = 0, (adFi )1−Ci j Fj = 0. (4.7)
Relations of Equations (4.6) and (4.7) constitute a complete set of relations in g̊. With any set
of Weyl generators we associate the so-called Chevalley involution Ω : g̊ → g̊ (i.e. such that
Ω2 = id) dened by
Ω(Hi ) = −Hi , Ω(Ei ) = −Fi , Ω(Fi ) = −Ei .
From Equation 4.6, we easily see that the derived algebra, namely g̊′ = [g̊, g̊] of g̊, is g̊ itself:
g̊
′ := [g̊, g̊] = g̊. (4.8)
This is specic to semisimple algebra and does not necessarily happen in other types of Lie
algebras.
Cartan, Borel and nilpotent subalgebras
As we have seen, for any root α ∈ ∆ (so α , 0), each element of g̊α is ad-nilpotent. For that
reason, we call the principal nilpotent subalgebra the subalgebra n̊+ (resp. n̊−) generated by the
Ei ’s (resp. the Fi ’s) for 1 ≤ i ≤ r . To that we add the so-called Borel subalgebra b̊+ (resp. b̊−)
generated by theHi ’s and the Ei ’s (resp. theHi ’s and the Fi ’s), along with the Cartan subalgebra
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h̊ generated by the Hi ’s. To sum up, given a set of Weyl generators {Ei , Fi ,Hi | 1 ≤ i ≤ r } come
ve important subalgebras:
n̊+ = 〈E1, . . . ,Er 〉, b̊+ = 〈E1, . . . ,Er ,H1, . . . ,Hr 〉, h̊ = 〈H1, . . . ,Hr 〉,
n̊− = 〈F1, . . . , Fr 〉, b̊− = 〈F1, . . . , Fr ,H1, . . . ,Hr 〉.
Considering the partition ∆ = ∆+ t ∆− between positive and negative roots (w.r.t. the set of
simple roots Π),
n̊+ =
⊕
α ∈∆+
g̊α , n̊− =
⊕
α ∈∆−
g̊α ,
along with b̊+ = h̊⊕ n̊+ and b̊− = h̊⊕ n̊−. In the sequel, we will often denote n̊ := n̊− and b̊ := b̊−
when there is no ambiguity. In the end, the semisimple Lie algebra g̊ decomposes as
g̊ = n̊− ⊕ h̊ ⊕ n̊+.
Highest root, normalized invariant bilinear form
Let α ∈ ∆ be a root which we decompose as α = k1α1+ · · ·+krαr in the basis Π = {α1, . . . ,αr }.
We call the height of α the integer ht(α) = k1 + · · ·+kr . There exists a unique root ([Car05], p.
251),
θ = a1α1 + · · · + arαr ∈ ∆+ (4.9)
called the highest root, such that for any root α = k1α1 + · · · + krαr , we have ki ≤ ai . The
integer
h = 1 + a1 + · · · + ar (4.10)
is called the Coxeter number of g̊ (the +1 becomes clear later).
As stated at the end of the section on the Killing form, any invariant scalar product is a
scalar multiple of the Killing form κ : g̊ ⊗ g̊→ C. So let
b0 : g̊ ⊗ g̊ −→ C
X ⊗ Y 7−→ (X ,Y )0
be an invariant nondegenrate symmetric bilinear form on g̊ and let µ ∈ C be such thatb0 = µ ·κ;
in particular, the restriction of b0 on the Cartan subalgebra h̊ is also nondegenerate. The form
b0 then induces an isomorphism h̊∗ → h̊ : ϕ → T0,ϕ dened by (T0,ϕ ,H )0 = ϕ(H ), for all ϕ ∈ h̊∗
and H ∈ h. As usual, this naturally denes a nondegenerate symmetric bilinear form on h̊∗ that
we still denote b0 : h̊∗ ⊗ h̊∗ → C, dened by
(ϕ,ψ )0 := (T0,ϕ ,T0,ψ )0
for all ϕ,ψ ∈ h∗. We x the constant µ ∈ C by imposing the condition
(θ ,θ )0 = 2.
The invariant nondegenrate symmetric bilinear form b0 : h̊∗ ⊗ h̊∗ → C is called the normalized
bilinear form on h̊∗ (see for instance [Kac90], p. 85 §6.4).
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Root space Z-gradation
Using the Coxeter number, we can rene the root space decomposition into a Z-gradation as
follows. Given the Weyl generators, we set
degEi = 1, deg Fi = −1, degHi = 0.
Since the highest root is a a sumh−1 simple roots (whereh is the Coxeter number, see Equation
4.10) we get the following Z-gradation:
g̊ =
⊕
k ∈Z
g̊
k , g̊k = {0} if k < {1 − h, . . . ,h − 1}. (4.11)
Note that, again, g̊0 = h̊. This gradation amounts to setting
g̊
1 =
⊕
αi ∈Π
g̊αi = Span{E1, . . . ,Er }, g̊
−1 =
⊕
αi ∈Π
g̊−αi = Span{F1, . . . , Fr }.
In particular, dim h = dim g̊1 = dim g̊−1 = rk g̊ = r . It easy to see from Equation (4.6) that the
remaining subspaces have the following form: for any k ∈ {1, . . . ,h − 1},
g̊
k = Span
{
[Ei1 , [Ei2 , . . . , [Eik−1 ,Eik ] . . .]]
 1 ≤ i1, . . . , ik ≤ r } .
g̊
−k = Span
{
[Fi1 , [Fi2 , . . . , [Fik−1 , Fik ] . . .]]
 1 ≤ i1, . . . , ik ≤ r } .
Simple co-roots and associated Weyl generators
Starting from the set of simple roots Π, there is a constructive way of building a set of Weyl
generators as follows. For any simple root αi ∈ Π, we have dened the elementT0,αi ∈ h̊which
is such that αi (H ) = (T0,αi ,H )0 for any H ∈ h. We then dene the so-called simple coroots by
Hi :=
2T0,αi
(αi ,αi )0
. (4.12)
Since b0 is proportional to κ, we automatically get α j (Hi ) = 2(α j ,αi )/(αi ,αi ) = Ci j . Now let
elements X j ∈ g̊α j and X−j ∈ g̊−α j , where j ∈ {1, . . . , r }, then we also get [Hi ,X j ] = Ci jX and
[Hi ,X−j ] = −Ci jX−j . It remains to choose Ei ∈ g̊αi and Fj ∈ g̊−α j such that [Ei , Fj ] = δi jHi .
First, for any H ′ ∈ h(
H ′, [Xi ,X−j ]
)
0 =
(
[H ′,Xi ],X−j
)
0 = α j (H
′)
(
Xi ,X−j
)
0 =
(
H ′,T0,αi
)
0
(
Xi ,X−j
)
0 .
Sinceb0 is nondegenerate on h̊, it follows that [Xi ,X−j ] = (Xi ,X−j )0T0,αi . Moreover, (Xi ,X−j )0 =
0 unless i = j, and if so, b0 pairs nondegenerately g̊αi and g̊−αi so that we can chose X−i such
that (Xi ,X−i )0 = 1. Therefore, we obtain [Xi ,X−i ] = T0,αi , 0 and [Xi ,X−j ] = 0 if i , j. Then
it suces to set Ei = Xi and
Fj =
2X−j
(α j ,α j )0
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to get the relation [Ei , Fj ] = δi jHi . The family {Ei , Fi ,Hi | 1 ≤ i ≤ r } is then a set of Weyl
generators.
Notice that since Cii = 〈αi ,αi 〉 = 2, each triplet {Ei , Fi ,Hi } forms a subalgebra of g̊ with
relations [Ei , Fi ] = Hi , [Hi ,Ei ] = 2Ei and [Hi , Fi ] = −2Fi , i.e. isomorphic to sl(2) (see Example
4.1.1). This exact construction also applies to any root α ∈ ∆ (not necessarily a simple root).
Remark 4.1.2. Since the simple roots {α1, . . . ,αr } form a basis of the vector space h̊∗, then the
simple co-roots {H1, . . . ,Hr } form a basis of h̊. On the other hand, by denition of the roots and
of the Cartan matrix,Ci jEj = [Hi ,Ej ] = α j (Hi )Ej . In other words, the vector (C1j , . . . ,Cr j ) ∈ Zr
reads the coordinates of the root α j in the basis Π∨ = {H1, . . . ,Hr }; we rewrite this statement
as follows: (
Ci j
)
i, j ∈[1,r ] = MatΠ∨(α1, . . . ,αr ).
In particular, the matrix (Ci j ) is invertible.
Dynkin diagrams
Dynkin diagrams are a way to encode the entries of the Cartan matrix in a graph with sim-
ple, double or triple edges, and possibly a direction on the edges. Since the Cartan matrix
determines the semisimple Lie algebra g̊ up to isomorphism, so does the Dynkin diagram.
We start by numbering the simple roots Π = {α1, . . . ,αr }, which denes the Cartan matrix
(Ci j ) ∈ Mat(r ,Z). The Dynkin diagram of g̊ has r vertices, each one labelled by a simple root.
Earlier we described all the dierent cases that can arise for the computation of Ci j = 〈α j ,αi 〉.
According to these cases, we draw an edge (or not) between vertices αi and α j and add a
direction on the edge as follows:
 αi α j if Ci j = 0 (which implies that Cji = 0 as well);
 αi α j if Ci j = −1 and Ci j = −1 as well;
 αi α j if Ci j = −1 and Cji = −2;
 αi α j if Ci j = −1 and Cji = −3.
The Dynkin diagram of a simple Lie algebra is a connected graph. The Dynkin diagram of a
semisimple Lie algebra is a graph which connected components are the Dynkin diagrams of its
simple ideals. A case by case study of simple Lie algebra shows that all Dynkin diagrams (of
simple Lie algebras) are exhausted in Table 4.1.
4.2 Untwisted ane Kac–Moody algebras
In this section we review some of the properties of loop algebras and ane algebras that we
will use in the sequel. We refer to the books [Kac90] and [Car05] for more details and proofs.
4.2.1 Denition and basic properties
The nite-dimensional data
In accordance with the previous section, we need the following material. Let g̊ be a semisimple
Lie algebra of rank r with Cartan matrix C ∈ Mat(r ,Z). Let ∆ be the root system and Π =
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Table 4.1: Finite Dynkin diagrams
Type Lie algebra Dynkin diagram Type Type Dynkin diagram
An , n ≥ 1 sl(n + 1) E6
Bn , n ≥ 3 o(2n + 1) E7
Cn , n ≥ 2 sp(2n) E8
Dn , n ≥ 4 o(2n) F4
G2
{α1, . . . ,αr } a set of simple roots. Let θ ∈ ∆ be the highest root w.r.t. Π and let b0 be the
normalized bilinear form, i.e. such that (θ ,θ )0 = 2. We choose Weyl generators {Ei , Fi ,Hi | 1 ≤
i ≤ r } with Hi is the simple co-root associated to αi (4.12) and Ei , Fi chosen accordingly. Let
Ω : g̊→ g be the Chevalley involution associated to our Weyl generators. As usual, we denote
by h̊, b̊ = b̊− and n̊ = n̊− the Cartan, negative Borel and negative principal nilpotent subalgebras
respectively.
On top of that, we need two specic vectors: Eθ ∈ g̊θ and E−θ ∈ g̊−θ . Since both g̊θ and g̊−θ
are one-dimensional, we need two constraints to x Eθ and E−θ . We impose
Ω(Eθ ) = −E−θ , (Eθ ,E−θ )0 = 1.
Notice that since θ is the highest root, we automatically get
[Eθ , n̊+] = 0, [E−θ , n̊] = 0. (4.13)
Finally, we set α0 := −θ (not a simple root) and dene H0 := T0,α0 ,3 the co-root of α0 w.r.t.
b0. Then using the invariance property of b0 and the normalization (Eθ ,E−θ )0 = 1, we easily
show that
H0 = [E−θ ,Eθ ].
We decompose H0 in the basis Π∨ of h̊ and α0 in the basis Π of h̊∗ (similarly to Equation (4.9))
to get the following relations,
α0 + a1α1 + · · · + arαr = 0,
H0 + a
∨
1H1 + · · · + a
∨
r Hr = 0.
(Notice that ai , θ (Hi ) and a∨i , αi (T0,θ ) since neither the basis Π nor Π
∨ is orthogonal.) The
integer
h∨ = 1 + a∨1 + · · · + a
∨
r
3Notice that H0 = 2T0,−θ /(θ |θ )0 since (θ |θ )0 = 2
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we call the dual Coxeter number of g̊. Notice that since H0 = T0,α0 and α0 = −θ , we have
α0(H0) = −θ (T0,−θ ) = (T0,−θ ,T0,−θ )0 = (θ |θ )0 = 2, (4.14)
which also implies θ (T0,θ ) = 2. The integers (a0,a1, . . . ,ar ), with a0 = 1 (resp. (a∨0 ,a
∨
1 , . . . ,a
∨
r ),
with a∨0 = 1), are called the Kac labels (resp. the dual Kac labels).
Structure of loop and ane algebras
Given all these data, we call the loop algebra of g̊ the vector space
g = g̊[λ, λ−1] := g̊ ⊗ C[λ, λ−1] =
{∑n
k=m Xkλ
k
 m,n ∈ Z, Xk ∈ g} ,
i.e. Laurent polynomials over g̊. This vector space is naturally equipped with a Lie bracket
dened by
[Xλp ,Yλq] = [X ,Y ]λp+q ,
for anyX ,Y ∈ g and p,q ∈ Z. We extend the invariant scalar product b0 : g̊→ g̊ on g by setting
(Xλp ,Yλq)0 := δp+q,0(X ,Y )0,
which produces an invariant nondegenerate symmetric bilinear form on g. It is clearly isotropic
since (Xλp ,Xλp )0 = 0.
We then proceed to a central extension of the loop algebra and call it the ane algebra
associated to g̊,4 namely,
g = g ⊕ Cc,
with the following Lie bracket: for any X ,Y ∈ g, p,q ∈ Z and a,b ∈ C,
[Xλp + ac,Yλq + bc] = [X ,Y ]λp+q + pδp+q,0(X ,Y )0c . (4.15)
Clearly, c belongs to the center of the algebra g (i.e. c commutes with all elements of g), making
Cc into an ideal of g. Therefore, we have a natural surjective homomorphism
π : g→ g/Cc ' g,
hence the central extension. We again extend b0 on g to produce an invariant nondegenerate
bilinear form on g dened by
(Xλp + aK ,Yλq + bK)0 := δp+q,0(X ,Y )0.
Remark 4.2.1. The ane algebras that arise through the construction we described above are
often called untwisted ane algebras. But since we will not consider the twisted cases, we
simply call them ane algebras if there is no ambiguity.
4Notice that the actual ane algebra is a co-central extension g̃ = g̊[λ, λ−1] ⊕ Cc ⊕ Cd , i.e. such that its derived
algebra reads g̃′ = g̊[λ, λ−1] ⊕ Cc [Kac90]. In other words, here we call ane algebra what is actually its derived
algebra. This denomination is convenient here since the co-central element d would play no role.
128 Chapter 4. Polynomial tau functions of the DS hierarchies and Schur polynomials
Weyl generators and ane Cartan matrix
Starting from the Weyl generators {Ei , Fi ,Hi | 1 ≤ i ≤ r }, we dene the following elements of
the ane algebra g: for all 1 ≤ i ≤ r ,
ei = Ei , fi = Fi , α̌i = Hi , (4.16)
e0 = E−θλ, f0 = Eθλ
−1, α̌0 = H0 + c, (4.17)
where we recall that H0 = [E−θ ,Eθ ]. Then there exists a matrix (Ai j ) ∈ Mat(r + 1,Z), called the
ane Cartan matrix5 of g, such that for any 0 ≤ i ≤ r ,
[ei , fi ] = δi j α̌i , [α̌i , ei ] = Ai jej , [α̌i , fi ] = −Ai j fj , [α̌i , α̌ j ] = 0, (4.18)
Notice that by Equation 4.15, [e0, f0] = [E−θ ,Eθ ]+ (E−θ ,Eθ )0K = α̌0, as stated above. Moreover,
since [Eθ , n̊+] = [E−θ , n̊] = 0, we have that
[f0, n̊+] = 0, [e0, n̊] = 0, (4.19)
(recall that n̊ = n̊−).
It is well known [Kac90] that the family {ei , fi , α̌i | 0 ≤ i ≤ r } generates the ane algebra
g; the same family—expect for α̌0 that we change for H0—generates the loop algebra g. These
vectors also satisfy the so-called ane Chevalley-Serre relations: for any 0 ≤ i ≤ 0,(
adei
)1−Ai j ej = 0, (adfi )1−Ai j fj = 0. (4.20)
Relations of Equations (4.18) and (4.20) form a complete set of relations in g. Finally, we can
extend the the Chevalley involution Ω : g→ g by
Ω(α̌i ) = −α̌i , Ω(ei ) = −fi , Ω(fi ) = −ei .
Ane Cartan subalgebra and Kac labels
By Equation 4.18, the vectors α̌0, . . . , α̌r are all ad-semisimple (i.e. each adα̌i is diagonalizable)
and commute pairwise. We denote
h = Span{α̌0, . . . , α̌r } = h̊ ⊕ Cc,
and call it the ane Cartan subalgebra of the ane algebra g. Since α̌0 = H0 + c and since c is
linearly independent from the loop algebra, then the family {α̌0, . . . , α̌r } also forms a basis of
h.
In Remark 4.1.2, we explained that the vector (C1j , . . . ,Cr j ), of the Cartan matrix C of
the semisimple algebra g̊, actually reads the components of the simple root α j in the basis
Π∨ = {H1, . . . ,Hr } of the Cartan subalgebra h̊. In particular, we saw that C is invertible.
5Again, following Remark 4.2.1, ane Cartan matrices are actually more general than the ones that arise in the
above construction; here we only discuss the case of untwisted ane Cartan matrices.
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Now since for 1 ≤ i, j ≤ r , we have [α̌i , ej ] = [Hi ,Ej ] = Ci jej , it follows that Ai j = Ci j
for all 1 ≤ i, j ≤ r . In particular, the matrix C is an invertible r × r submatrix of the matrix A.
Second, A00 = 2, as shown below,
[α̌0, e0] = [H0,E0]λ = α0(H0)E0λ = 2e0,
where we have used the fact that c commutes with all elements, along with α0(H0) = 2 (Equa-
tion 4.14). Finally, since α0 = −θ , then for any 1 ≤ i ≤ r ,
[α̌i , e0] = [Hi ,E0] = −θ (Hi )E0 = −
r∑
j=1
ajα j (Hi )e0,
so that Ai0 = −
∑r
j=1 ajCi j for all 1 ≤ i ≤ r . Similarly, we prove that A0i = −
∑r
j=1 a
∨
i Ci j . To
sum up, the untwisted ane Cartan matrix A has the form
A =
©­­­­«
2 A01 · · · A0r
A10 C11 · · · C1r
...
...
...
Ar0 Cr1 · · · Cr r
ª®®®®¬
, Ai0 = −
r∑
j=1
ajCi j , A0i = −
r∑
j=1
a∨i Ci j .
where, again, Ci j = α j (Hi ) and Cii = 2 in particular. From this we show that dim KerA = 1;
more precisely we show that
A
©­­«
a0
...
ar
ª®®¬ =
©­­«
0
...
0
ª®®¬ ,
(
a∨0 · · · a
∨
r
)
A = (0 · · · 0). (4.21)
We prove the equation on the left. It amounts to proving that for any 0 ≤ i ≤ r , we have∑r
j=0 Ai jaj = 0. If i , 0, the identity follows directly from Equation (4.21). If i = 0, then it
amounts to
r∑
j=0
Ai jaj = a0A00 +
r∑
j=1
ajA0j = 2 −
r∑
j,c=1
ajCk ja
∨
k = 2 −
r∑
j,c=1
ajα j (Hk )a
∨
k
= 2 − α0(H0) = 0.
where we have used Equation (4.14).
Remark 4.2.2. Now we have seen to dierent types of Cartan matrix: the matrix C which is
associated to the semisimple Lie algebra g̊ and the matrix A, associated to the ane algebra
g. Cartan matrices can actually be generalized to any matrix with integer entries such that
the diagonal entries equal 2, the o-diagonal entries are nonpositive, and such that if an o-
diagonal entry is 0, then the transposed entry is 0 too. These generalized Cartan matrices can
be classied such that they correspond either to a semisimple Lie algebra (in which case they
are called nite), an ane algebra (in which case they are called ane) or to none of those (in
which case they are called indenite). That is the reason why we call semisimple complex Lie
algebras nite algebras.
130 Chapter 4. Polynomial tau functions of the DS hierarchies and Schur polynomials
Untwisted ane Cartan matrices and Dynkin diagrams
If the underlying semisimple Lie algebra g̊ is actually simple and has Dynkin diagram of type
Xn (X = A,B,C, . . .), then the Dynkin diagram of the untwisted ane algebra g is denoted
X (1)n . The untwisted ane Dynkin diagram determines the Cartan matrix as in the case of
semisimple Lie algebras. The Cartan matrices of these algebras are exhausted in Table 4.2.1.
The white dot denotes the vertex labelled by the root α0 = −θ . Type A(1)1 is treated separately.
Table 4.2: Untwisted ane Dynkin diagrams (or extended Dynkin diagrams)
Type Ane algebra Dynkin diagram Type Type Dynkin diagram
A(1)1 ŝl(2) E
(1)
6
A(1)n , n ≥ 2 ŝl(n + 1) Ẽ
(1)
7
B(1)n , n ≥ 3 ô(2n + 1) E
(1)
8
C(1)n , n ≥ 2 ŝp(2n) F
(1)
4
D(1)n , n ≥ 4 ô(2n) G
(1)
2
4.2.2 Gradations and principal Heisenberg subalgebra
Principal and homogeneous gradations
For any vector s = (s0, s1, . . . , sr ) ∈ Zr+1≥0 we can associate a gradation on the ane algebra g as
follows. We set degs ei = si , degs fi = −si and degs α̌i = 0 for all 0 ≤ i ≤ r . We denote by gk,s
the space of elements of g of degree k ∈ Z and set[
gj,s, gk,s
]
⊂ gj+k,s.
Then we have the decomposition
g =
⊕
k ∈Z
gc,s.
We also dene, for anym ∈ Z,
g≥m,s =
⊕
k≥m
gk,s, g<m,s =
⊕
k<m
gk<m,s.
Two gradations will be of particular interests: the principal gradation, which correspond to
the vector s1 = (1, 1, . . . , 1) and the homogeneous gradation, which correspond to the vector
s0 = (1, 0, . . . , 0). When there is no ambiguity, we will denote gk = gk,s1 (resp. gk = gk,s0 ) the
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degree-c subspace under the principal (resp. homogeneous) gradation. For the sake of clarity,
these two gradations are dened as follows,
Principal: deg ei = 1, deg fi = −1, deg α̌i = 0, g =
⊕
k ∈Z
g
k ,
Homogeneous: deg ei = δi,0, deg fi = −δi,0, deg α̌i = 0, g =
⊕
k ∈Z
gk .
It follows that
g
0 = h = h̊ ⊕ Cc, g0 = g̊ ⊕ Cc .
Clearly, both the principal and homogeneous gradations transfer to the loop algebra via the
quotient by the ideal Cc . We denote g =
⊕
k ∈Z g
k (for the principal gradation) and g =⊕
k ∈Z gk (for the homogeneous gradation).
Notice that that Z-gradation of g̊ induced by the root space decomposition, i.e degEi = 1,
deg Fi = −1 and degHi = 0, is preserved by the inclusion map g̊ ↪→ g. Similarly to the Z-
gradation of g̊ induced by the root space decomposition, the principal gradation of g amounts
to setting
g
1 = Span{e0, e1, . . . , er }, g−1 = Span{ f0, f1, . . . , fr }.
In particular, dim h̊ = dim g1 = dim g−1 = r + 1. It easy to see from Equation (4.18) that the
remaining subspaces have the following form: for any k > 1,
g
k = Span
{
[ei1 , [ei2 , . . . , [eik−1 , eik ] . . .]]
 0 ≤ i1, . . . , ik ≤ r } . (4.22)
g
−k = Span
{
[fi1 , [fi2 , . . . , [fik−1 , fik ] . . .]]
 0 ≤ i1, . . . , ik ≤ r } . (4.23)
On the other hand, the homogeneous gradation amounts to setting g1 = Ce0 and g−1 = Cf0.
The homogeneous subspace of degree k > 1 is generated by arbitrary long commutators
[ei1 , [ei2 , . . . , [eik−1 , eiM ] . . .]], with M ≥ k , such that the index 0 occurs exactly k times among
the i1, . . . , iM . A similar assertion holds for g−k . Consequently, gk ⊂ g̊ ⊗ Cλk , and since the
homogeneous gradation produces a decomposition of g, it follows that for any k ∈ Z,
gk = g̊ ⊗ Cλ
k ,
hence the name homogeneous gradation. In particular,
g>0 = λg̊[λ], g<0 = λ
−1
g̊[λ−1].
Moreover, it is clear from the discussion above that for any k ≥ 1,
gk ⊂
⊕
j≥1
g
j , g−k ⊂
⊕
j≥1
g
−j .
As a consequence, g>0 ⊂ g>0 and g<0 ⊂ g>0.
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Finite exponents and principal Cartan subalgebra
The exponents can be dened both in the case of the nite algebras (i.e. semisimple Lie algebra)
and ane algebras. The rst are called nite exponents and the latter ane exponents. As we
will see, the ane exponents are related to the nite exponents via an arithmetical modular
relation. We start with the nite exponents.
We still use the same set of Weyl generators {Ei , Fi ,Hi | 1 ≤ i ≤ r } where the Hi ’s are
the simple co-roots and the Ei ’s and Fi ’s are chosen accordingly. We dene the so-called nite
principal cyclic element:
J = E0 + E1 + · · · + Er .
We call the principal Cartan subalgebra of g̊ the subalgebra Ker(adJ ). We then decompose
Ker(adJ ) through the gradation of Equation (4.11) that is induced by the simple roots:
Ker
(
adJ
)
=
h−1⊕
c=1−h
Ker(adJ )k , Ker(adJ )k = Ker(adJ ) ∩ g̊k .
It is a classical result that [Kos59] that Ker(adJ ) is a Cartan subalgebra of g̊, hence the name. In
particular,
dim Ker(adJ ) = rk g̊ = r .
Then an integer k ∈ {0, . . . ,h − 1} is said to be a nite exponent of g̊ if Ker(adJ )k [h−1] , {0}; if
so, we say that k has multiplicitymk = dim Ker(adJ )k [h−1]. (Here, k [h−1]means k mod h−1.)
We gather the nite exponents into an ordered multi-set that we denote
F(g̊) =
{
km11 , . . . ,k
mh−1
h−1
}
=
{
kmk
 1 ≤ k ≤ h − 1, mk = dim Ker(adJ )k [h−1] } .
A multi-set means that each element has a multiplicity; a null multiplicity means that the
element does not belong to the set. The fact that F(g̊) is ordered simply means that ki < kj if
i < j. Since dim Ker(adJ ) = r , we must have m1 + · · · +mh−1 = r . On the other hand, one can
show thatm1 =mh−1 = 1. When there is no ambiguity, we will simply denote F = F(g̊).
Table 4.2.2 table gives the nite exponents F(g̊) of all simple Lie algebras g̊. Notice if h is the
Coxeter number of g̊, then h = max(F(g̊)) + 1.
Example 4.2.3 (Computation of the nite exponents of sl(n)). We start with the algebra g̊ =
sl(3). We can present sl(3) via the following system of generators:
E1 =
©­«
0 0 0
1 0 0
0 0 0
ª®¬ , F1 = ©­«
0 1 0
0 0 0
0 0 0
ª®¬ , H1 = ©­«
1 0 0
0 −1 0
0 0 0
ª®¬ ,
E2 =
©­«
0 0 0
0 0 0
0 1 0
ª®¬ , F2 = ©­«
0 0 0
0 0 1
0 0 0
ª®¬ , H2 = ©­«
0 0 0
0 1 0
0 0 −1
ª®¬ .
(4.24)
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Type Finite exponents Type Type Finite exponents
An {1, 2, 3, . . . ,n} E6 {1, 4, 5, 7, 8, 11}
Bn {1, 3, 5, . . . , 2n − 1} E7 {1, 5, 7, 9, 11, 13, 17}
Cn {1, 3, 5, . . . , 2n − 1} E8 {1, 7, 11, 13, 17, 19, 23, 29}
Dn {1, 3, 5, . . . , 2n − 3} ∪ {n − 1} F4 {41, 5, 7, 11}
G2 {21, 5}
Remark. For type Dn , the parity of n matters: If n is odd, then n − 1 is even and therefore
n−1 < {1, 3, . . . , 2n−3}, thus n−1 has multiplicity 1; if n is even, then n−1 ∈ {1, 3, . . . , 2n−3},
thus n − 1 has multiplicity 2. This makes a huge dierence as one can see in Section 5.3.2.
Table 4.3: Finite exponents and Coxeter number of simple Lie algebras
It is not hard to see that sl(3) has Coxeter number equal to 3. Therefore, we can dene the
elements E0 ∈ g̊−2, F0 ∈ g̊2 and H0 ∈ g̊0 by E0 = [F1, F2], F0 = [E1,E2] and H0 = [E0, F0], which
reads
E0 =
©­«
0 0 1
0 0 0
0 0 0
ª®¬ , F0 = ©­«
0 0 0
0 0 0
1 0 0
ª®¬ , H0 = ©­«
1 0 0
0 0 0
0 0 −1
ª®¬ .
Consequently, the nite principal cyclic element, which is given by J = E0 + E1 + E2, is the
matrix
J =
©­«
0 0 1
1 0 0
0 1 0
ª®¬ .
Then a direct calculation shows that the kernel of adJ is
Ker
(
adJ
)
= C(E0 + E1 + E2) ⊕ C(F0 + F1 + F2)
Yet E0 + E1 + E2 = J ∈ sl(3)1 [3] and F0 + F1 + F2 ∈ sl(3)2 [3] so that the nite exponents of sl(3)
are (where all multiplicity are equal to 1)
F(sl(3)) = {1, 2}.
Similarly, we could have found that the nite exponents of sl(2) read
F(sl(2)) = {1}.
One can easily generalize these results to nd that the nite principal cyclic element of sl(n) is
given by J = E1,n +
∑n−1
i=1 Ei+1,i , that is,
J =
©­­­­­­­«
0 · · · 0 1
1 0
0 1
...
...
. . .
0 · · · 0 1 0
ª®®®®®®®¬
,
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and that the set of nite exponents (where all multiplicities are equal to 1) is
F(sl(n)) = {1, 2, . . . ,n − 1}. (4.25)
Ane exponents and principal Heisenberg subalgebra
The ane exponents are constructed in a similar way. First, we dene the ane principal cyclic
element of the loop algebra
Λ = e0 + e1 + · · · + er ∈ g.
We denote s its kernel, that is,
s := Ker
(
adΛ : g→ g
)
.
It is proven in [Kac90] that s is an abelian algebra. We decompose s =
⊕
k ∈Z s
k through the
principal gradation. Then we say that an integer j ∈ Z is an ane exponent of g if s , {0},
and if so, with multiplicity mj = dim sj . We gather the ane exponents into a multi-set that
we denote
E(g) =
{
jmj
 j ∈ Z, mj = dim sj } .
We also denote E+(g) = E(g) ∩ Z>0 the set of positive exponents (0 is never an exponent). The
ane exponents are related to the nite exponents via the following relation ([Kac90], p. 298
Proposition 14.3):
E(g) =
{
j + ph
 j ∈ F(g̊), p ∈ Z } ,
the latter we often write in the condensed form E(g) = F(g̊) + hZ. We will denote E = E(g)
when there is no ambiguity.
Following [Kac90], we can lift the abelian algebra s ⊂ g in g as follows. There exists a
subalgebra s ⊂ g such that, through the principal gradation, dim sk = dim sk for any expo-
nent k ∈ E(g), and which admits a set of generators Λj , j ∈ E(g), satisfying the Heisenberg
commutation relations:[
Λi ,Λj
]
= iδi+j,0 · c, ∀ i, j ∈ E(g). (4.26)
Moreover, s/Cc = s. We call s the principal Heisenberg subalgebra of g. Notice that, in partic-
ular, [
Λi ,Λj
]
= 0, ∀ i, j ∈ E+(g), (4.27)
which hold for i, j ∈ E(g) ∩ Z<0 as well, making s>0 and s<0 into abelian subalgebras of s. The
condition (4.26) on the generators Λj leaves yet one degree of freedom; we normalize them via
the condition (
Λi ,Λj
)
0 = hδi+j,0, (4.28)
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where h is the Coxeter number of g̊. We denote ν ∈ C the complex number such that Λ1 = νΛ.
Still in [Kac90], it is proven that Λ ∈ g is ad-semisimple, i.e.
g = s ⊕ Im
(
adΛ
)
. (4.29)
Now, on the level of g, since c is central, then c ∈ Ker(adΛ) = s. On the other hand, from
Equation (4.26) we see that c = ν−1adΛ(Λ−1), where Λ1 = νΛ, so that c ∈ Im(adΛ). Since
g = Ker(adΛ) ⊕ Im(adΛ) and g = g ⊕ Cc , it follows that
g = s + Im(adΛ), s ∩ Im(adΛ) = Cc . (4.30)
Equation (4.30) is a key fact in the building of the Drinfeld–Sokolov hierarchies.
Example 4.2.4 (Ane exponents of sl(n)). Very similar computations to those of Example
4.2.3 allow to compute the ane exponents of sl(n). Again, we treat the case of sl(3), the other
cases are computed in the same fashion. Recall that
e0 = E0λ, e1 = E1, e2 = E2.
Then using the same Weyl generators of sl(3) as in Equation (4.24), the (projection of the) ane
principal cyclic element Λ = e0 + e1 + e2 reads
Λ =
©­«
0 0 λ
1 0 0
0 1 0
ª®¬ .
In order to compute s = Ker(adΛ), it is convenient to rst compute the powers of Λ:
Λ2 =
©­«
0 λ 0
0 0 λ
1 0 0
ª®¬ , Λ3 = ©­«
λ 0 0
0 λ 0
0 0 λ
ª®¬ ,
from which we get that Λ3k+1 = λkΛ and Λ3k+2 = λkΛ2 for any k ∈ Z. Knowing that, a direct
computation shows that the ane principal Heisenberg subalgebra decomposes as
s =
⊕
k ∈Z
CΛ3k+1 ⊕ CΛ3k+2 =
©­«
0 λc2 λc1
c1 0 λc2
c2 c1 0
ª®¬
 c1, c2 ∈ C[λ, λ−1]
 .
Yet w.r.t. the principal gradation, Λ = e0 + e1 + e2 ∈ ŝl(3)1, so that the set of exponents reads
E (sl(3)) =
⋃
k ∈Z
{3k + 1, 3k + 2} = Z − 3Z.
With similar computations we can show that
E (sl(2)) =
⋃
k ∈Z
{2k + 1} = Z − 2Z = Zodd.
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One can easily generalize these results to nd that the ane principal cyclic element of ŝl(n)
is given by
Λ =
©­­­­­­­«
0 · · · 0 λ
1 0
0 1
...
...
. . .
0 · · · 0 1 0
ª®®®®®®®¬
,
and that the set of ane exponents (where all multiplicity are equal to 1) is
E (sl(n)) =
⋃
k ∈Z
{nk + 1,nk + 2, . . . ,nk + n − 1} = Z − nZ. (4.31)
4.3 The Drinfeld–Sokolov hierarchies
In their seminal paper [DS84], Drinfeld–Sokolov built the so-called Drinfeld–Sokolov hierar-
chies based on the loop algebra g = g̊[λ, λ−1]. Hollowood and Miramontes [HM93] showed that
one can build the exact same hierarchies of equations based on the ane algebra g = g ⊕ Cc
and that this approach allows to dene a notion of dressing operator. In the present section,
we follow the approach of C.-Z. Wu [Wu17] who, inspired by [HM93], produced a systematic
denition of tau symmetric Hamiltonian densities (in the sense of [DZ08])—and therefore of a
tau function—for the Drinfeld–Sokolov hierarchy associated to any ane algebra g.
We shal notice that the original construction of Drinfeld and Sokolov makes use the prin-
cipal and homogeneous gradations, respectively dened by the vectors s1 = (1, . . . , 1) and
s0 = (1, 0 . . . , 0) = (δ0, j )j ∈[1,r ] (see Section 4.2.2), but also applies if the homogeneous gradation
is replaced by any vector of the form (δi, j )j ∈[1,r ]. In this thesis, we are only intrested in those
dened by the homogeneous gradation.
One the other hand, de Groot, Hollowood and Miramontes genralized the DS hierarchies
as follows. Take two vectors s = (s0, . . . , sr ) and s′ = (s ′0, . . . , s
′
r ) of relatively coprime non-
negative integers. We say that s ≥ s′ if si = 0 implies s ′i = 0 (e.g. s
1 ≥ s0). Then de Groot–
Hollowood–Miramonts showed, in particular, how to adapt the Drinfeld–Sokolov procedure
when one replaces s1 by s and s0 by s′ [GHM92, HM93]. They also generalized the construction
to the case when the principal cyclic element Λ = e0+· · · er is replaced by any constant element
of g which is semisimple; and further generalizations [GHM92]. This gives rise to the general-
ized Drinfeld–Sokolov hierarchies. Notice that the work of de Groot–Hollowood–Miramontes
applies to untwisted ane algebras.
Finally, Kac and Wakimoto also generalized the DS hierarchies in the following sense
[KW89]. For each ane Lie algebra g together with an integrable highest weight representation
V of g and a vertex operator construction R of V , Kac and Wakimoto formulated a hierarchy
of soliton equations. These equations can be written down in terms of Hirota bilinear equa-
tions and their super analogue [KW89]. When g is the untwisted anization of a simply laced
nite Lie algebra, the Kac-Wakimoto hierarchy coincides with the corresponding generalized
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Drinfeld-Sokolov hierarchy dened by Groot, Hollowood and Miramontes [GHM92, HM93].
In particular, if the highest weight representation is the basic one, and the vertex operator real-
ization is constructed from the principal Heisenberg subalgebra s of g, then the Kac-Wakimoto
hierarchy is equivalent to the Drinfeld-Sokolov hierarchy associated to g for the homogeneous
gradation.
4.3.1 Matrix Lax equations of the DS hierarchies
Lie algebra of g-valued formal power series
Let g̊ be a semisimple Lie algebra, g = g̊[λ, λ−1] be the associated loop algebra and g = g⊕Cc be
the ane algebra with the material described in the previous section. We consider the vector
space
g [[x]] := g ⊗ C [[x]] =
{∑
k≥0
ξ [k ]xk
 ξ [k ] ∈ g
}
of g-valued formal power series in x . The elements of this vector space will be what we call
our functions. We equip this space with the Z-gradation in powers of x :
g [[x]] =
⊕
k ∈Z
g ⊗ Cxk ;
subspaces of degree k < 0 are null. This vector space admits a natural bracket[∑
k≥0
ξ [j]x j ,
∑
k≥0
η[k ]xk
]
=
∑
j,k≥0
[
ξ [j],η[k ]
]
x j+k . (4.32)
where the bracket
[
ξ [j],η[k ]
]
in g is given by Equation (4.15) (Equation (4.32) is actually the
same kind of bracket as the one on the loop algebra). The bracket (4.32) is well dened for each
term of degree c in g ⊗ Cxk is clearly a nite sum.
Next we consider the multiplicative group
G = {exp (adT ) | T ∈ g [[x]] ad-nilpotent } .
This group acts in on g [[x]] in a similar way the group of inner automorphisms of g̊ acts on g̊:
for T ∈ G and ξ ∈ g [[x]],
eadT ξ =
∑
k,n≥0
1
n!
[∑
j≥0
ad
(
T [j]x j
)]n
ξ [k ]xk ,
where as before, ad
(
T [j]x j
)
ξ [k ]xk =
[
T [j], ξ [k ]
]
x j+k . This action is well dened since, again,
each term of a given degree involves only nitely many terms.
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Gauge equivalence classes of connections
The initial data of the Drinfeld–Sokolov hierarchy of g-type (or simply the g-DS hierarchy) con-
sists of a connection on the algebra g [[x]] of the specic form
L = ∂ + Λ +Q, Q ∈ b̊ [[x]] , (4.33)
where ∂ = ∂x and Λ = e0 + e1 + · · · + er ∈ g is the ane principal cyclic element. This type of
connection rst appeared in [DS84] (p. 2010). The set of such connections we denote by
opg =
{
∂ + Λ +Q
 Q ∈ b̊ [[x]] } .
Remark 4.3.1. By a connection we simply mean an linear endomorphism of g [[x]]which satis-
es Leibniz’s rule; i.e. a derivation. The action of L on g [[x]] that makes it into a connection
we dene by [
L , ξ ⊗ xk
]
= ξ ⊗ kxk−1 + [Λ +Q, ξ ] ⊗ xk , (4.34)
for any ξ ∈ g and k ≥ 0, where [Λ+Q, ξ ] is given by Equation (4.32). We call them connections
in reference to connections on a vector bundle on a manifold. Here we use the terminology
and some notations of [LVY18].
For L = ∂ + Λ +Q ∈ opg and T ∈ g [[x]] ad-nilpotent, we dene
eadT L := ∂ + eadT (Λ +Q) − ∇TT , (4.35)
where
∇TT =
eadT − 1
adT
∂T :=
∑
k≥0
1
(k + 1)!
(adT )k ∂(T ), (4.36)
and where ∂(T ) is the derivative of T w.r.t. x component-wise (the rst equality is simply
notational). For the moment, eadT L is considered simply as a derivation on g [[x]] and may
not belong to opg anymore.
Remark 4.3.2. Equations (4.35) and (4.36) become clear when we choose a matrix realization of
g̊. In that case, eT is well dened as a matrix exponential, and, by Leibniz’s rule,
eadT ∂ = eT ∂ ◦ e−T = ∂ + eT ∂(e−T ).
The derivative of the matrix exponential is given by the formula
∂eA = eA
1 − e−adA
adA
∂A,
for A any square matrix (see for instance [Ros02], Theorem 5 §1.2). Replacing A by −T , one
nds that
eadT ∂ = ∂ +
1 − eadT
adT
∂T = ∂ − ∇TT , (4.37)
hence Equation (4.36).
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Since any element of n̊ is ad-nilpotent and since n̊ is a subalgebra of g̊, we can dene the
following subgroup N of G:
N =
{
exp (adS ) | S ∈ n̊ [[x]]
}
⊂ G .
The following proposition holds.
Proposition 4.3.3 (Gauge classes). The group N acts on opg, i.e. for any connection L ∈ opg
and any S ∈ n̊ [[x]], the derivation
eadSL = ∂ + eadS (Λ +Q) − ∇SS
belongs to opg. We say that L and eadSL are gauge equivalent, or that L and eadSL belong to
the same gauge class denoted [L ].
Proof. We need to prove that for any S ∈ n [[x]] and any L = ∂ + Λ + Q ∈ opg, there exists
Q̃ ∈ b̊ [[x]] such that
eadSL = ∂ + Λ + Q̃ .
From Equation (4.35), it amounts to nding Q̃ ∈ b [[x]] such that
Λ + Q̃ = eadS (Λ +Q) − ∇SS .
Developing the exponentials, we get
Q̃ =
∑
k≥1
1
k!
(adS )k Λ +
∑
k≥0
1
k!
(adS )k Q −
∑
k≥0
1
(k + 1)!
(adS )k ∂S .
First, using [e0, n̊] = 0 (4.19), we see that∑
k≥1
1
k!
(adS )k Λ =
∑
k≥1
1
k!
(adS )k (e1 + · · · + er ).
Yet using the root space decomposition of g̊ =
⊕
k g̊
k , we have e1, . . . , er ∈ g̊1 and S ∈ g̊<0 [[x]],
so that
adS (e1 + · · · + er ) ∈ b̊ [[x]] ,
where we used b̊ = g̊≤0. Similarly, since Q ∈ b̊ [[x]], it follows that adSQ ∈ b̊ [[x]] as well.
Finally, ∂S ∈ n̊ [[x]] by linearity of ∂, which implies that adS∂S ∈ n̊ [[x]] ⊂ b̊ [[x]]. We
conclude that Q̃ ∈ b̊ [[x]]. 
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Canonical coordinates system
Let us introduce an alternative denition to the nite exponents [Kos59]. Dene the nite
principal nilpotent element
I = J − E0 = E1 + · · · + Er .
Since I ∈ g̊1, then for all j ∈ {1 − h, . . . ,h − 1}, we have adIgj−1 ⊂ g̊j . Moreover, for all
j ∈ {1, . . . ,h − 1}, the map adI : g̊−j−1 → g̊−j is injective and an integer j ∈ {1, . . . ,h − 1}
is a nite exponent of g̊ if and only if the map adI : g̊−j−1 → g̊−j is not surjective; if so with
multiplicitymj = dim g−j−1 − dim g−1 [Kos59].
Therefore for any j a nite exponent of g̊, since adI : g̊−j−1 → g̊−j is injective and not
surjective, we can choose a subspace V j ⊂ g̊−j such that g̊−j = V j ⊕ [I , g̊−j−1]. Now since
b̊ = g̊≤0 and n̊ = g̊<0, we get
b̊ = V ⊕
[
I , n̊
]
, V =
⊕
j ∈F(g̊)
V j , (4.38)
where F(g̊) are the nite exponents of g̊. Since b̊ = h̊ ⊕ n̊ and since adI : n̊ → b̊ is injective, it
follows that dimV = dim b̊ − dim n̊ = dim h̊, that is
dimV = rk g̊ = r .
Such a subspace V ⊂ b is called a Drinfeld–Sokolov gauge for reasons that become clear with
the next proposition.
Proposition 4.3.4 (Canonical coordinates). LetV ⊂ b̊ be a gauge and letL = ∂+Λ+Q ∈ opg.
There exists a unique function S ∈ n̊ [[x]] such that the connection L̃ = e−adSL has the form
L̃ = ∂ + Λ + Q̃, Q̃ ∈ V [[x]] .
Moreover, the functions Q̃ and S are dierential polynomials in the components ofQ . The functions
{Q̃ j | j ∈ F(g̊)} are called the canonical coordinates of L .
Proof. We want to equate ∂+Λ+Q = eadS (∂+Λ+Q̃). Since [e0, n̊] = 0, then eadSΛ = e0+eadS I ,
so that it amounts to solving
I +Q = eadS (I + Q̃) − ∇SS .
Let us decompose Q̃ and S following the gradation of b̊, i.e.
Q̃ = Q̃0 + Q̃1 + · · · + Q̃h−1,
S = S1 + · · · + Sh−1,
with Q̃ i , S i ∈ g̊−i , possibly Q̃ i = 0 (if i is not a nite exponent). It is not hard to see that by
equating each term of the above equation in each component g̊−j , we nd that Q̃ j + [I , S j+1]
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can be expressed in terms of Q̃0, . . . , Q̃ j−1 and S1, . . . , S j and Q0, . . . ,Q j−1. For example, the
rst equation, in g̊0 and g̊−1, read
Q0 = Q̃0 + [S1, I ],
Q1 = Q̃1 + [S2, I ] + [S1, Q̃0] + 12 [S
1, [S1, I ]] − ∂S1.
Now since g̊−j = V j ⊕ [I , g̊−j−1],then Q̃ j and S j+1 are unique and can be found recursively as
dierential polynomials in Q0, . . . ,Q j . 
To sum up, the choice of a gaugeV ⊂ b̊ such that b̊ = V ⊕ [I , n̊] entirely determines the gauge
class of a connection L ∈ opg through unique r canonical coordinates Q̃ , associated to V ,
indexed by the nite exponents of g̊.
Example 4.3.5 (with g̊ = sl(2)). We treat the sl(2) case; we recall the classical Weyl generators
of this algebra:
E =
(
0 0
1 0
)
, F =
(
0 1
0 0
)
, H =
(
1 0
0 −1
)
.
The root space gradation assigns degE = − deg F = 1 and degH = 0. The Cartan, negative
Borel and principal nilpotent subalgebras are given by
n̊ = CF , h̊ = CH , b̊ = h̊ ⊕ n̊ = CH ⊕ CF .
The principal nilpotent element I is simply I = E. Since n̊ = CF and [E, F ] = H , it follows that
b̊ = CF ⊕ [I , n̊]. Hence, we naturally choose the gaugeV = CF = n̊.
We start a connection L = ∂ + Λ +Q , with Q ∈ b̊ [[x]] and we want to represent it in the
form L̃ = eadSL = ∂ + Λ + Q̃ with Q̃, S ∈ n̊ [[x]] (sinceV = n̊). We decompose the functions
Q , Q̃ and S through the root space gradation:
Q = H ⊗ q0 + F ⊗ q1, Q̃ = F ⊗ q̃1, S = F ⊗ s1,
where q0,q1, q̃1, s1 ∈ C [[x]]. (In the proof of Proposition 4.3.4, H ⊗ q0 is what we denoted Q0,
etc.) Since I = E, the two rst equations read
H ⊗ q0 =
[
F ⊗ s1,E
]
,
F ⊗ q1 = F ⊗ q̃1 + 12
[
F ⊗ q0,
[
F ⊗ q0,E
] ]
− F ⊗ s1
(1),
where, as before, s1
(1) = ∂x (s
1). The rst equation yields s1 = −q0, so that the second equation
becomes F ⊗ q1 = F ⊗ (q̃1 − (q0)2 + q0
(1)), which yields
q̃1 = q1 +
(
q0
)2
− q0
(1).
In the end, we obtain
L = ∂ +
(
q0 λ + q1
1 −q0
)
= e−adS
(
∂ +
(
0 λ + q̃1
1 0
))
, s1 = −q0, q̃1 = q1 +
(
q0
)2
− q0
(1).
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Hamiltonian expansion
Let X be any subspace of g and X =
⊕
k ∈ZX
k , with Xk ⊂ gk , be its decomposition through
the principal gradation of g. We dene
X̂ := X+ ⊕ X̂−, X+ =
⊕
k≥0
Xk , X̂− =
∏
k<0
Xk .
In particular, X+ = X≥0. We dene X+ and X̂− similarly for the homogeneous gradation.
Elements of X̂ consists of formal power series ξ =
∑
k ∈Z ξ
k , with ξ k ∈ Xk , with nitely many
nonzero terms of positive degree. We dene ξ+ as the projection of ξ on X+ and ξ− = ξ − ξ+;
we dene ξ+ and ξ− similarly.
Remark 4.3.6. Importantly, X+ = X≥0, but X̂− , X<0, since X<0 is a direct sum, while X̂− is a
direct product. For example,
ĝ = g̊
( (
λ−1
) )
⊕ Cc,
i.e. a central extension of g-valued formal Laurent series in λ. The Lie bracket on g extends to
ĝ; similarly for the action of G on g [[x]].
We recall that g = s + Im(adΛ) and s ∩ Im(adΛ) = Cc , where s = Ker (adΛ) is the principal
abelian subalgebra. These spaces decompose through the principal gradation:
s =
⊕
k ∈Z
s
k , Im(adΛ) =
⊕
k ∈Z
Im(adΛ)k ,
where sk = s ∩ gk and Im(adΛ)k = Im(adΛ) ∩ gk . They decompose through the homogeneous
gradation as well.
Now, in comparison to the the group N of elements of the form eadS with S ∈ n̊ [[x]], we
want to dene an action on g [[x]] of elements of the form eadU , with U ∈ ĝ − [[x]]. It is not
obvious that one can dene such an endomorphism eadU , however, since U is assumed to be
of negative degree, it is not hard to see that for any A ∈ g [[x]], the expression eadUA contains
nitely many terms for each degree w.r.t. the principal gradation. Hence, the action is well
dened. The following theorem, which plays a major role in the building of the Drinfeld–
Sokolov hierarchies, rst appeared in [DS84] in its version based on g; the following version is
due to C.-Z. Wu.
Theorem 4.3.7 ([Wu17]). Let L = ∂ + Λ + Q ∈ opg be a connection. There exists a unique
functionU ∈ ĝ − [[x , t]] such that the following holds true.6
(i) The connection L0 = e−adU L has the form7
L0 = ∂ + Λ + H , H ∈ ŝ
− [[x]] (4.39)
(notice that L0 < opg). The coecients U i ,H i ∈ g−i [[x]] are dierential polynomials in
the component of Q .
6Note that in [DS84] the function U is not unique.
7We chose the convention L0 = e−adU L instead of L0 = eadU L (as is done in [DS84] for the latter) so that
the Drinfeld–Sokolov equations take the form (4.43).
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(ii) For every ξ ∈ s+, the following relation holds,
(eadU ξ )c = 0. (4.40)
Here, for η ∈ g, the complex number ηc denotes the component of η along the center Cc in
the decomposition g0 = Cα̌1 ⊕ · · · ⊕ Cα̌r ⊕ Cc .
Vocabulary. The connection L0 = e−adU L we call a Hamiltonian expansion of L , for reasons
that will become clear later (cf. Proposition 4.3.21).
Proof. We rst prove point (i); we proceed in the same fashion as the proof of Proposition 4.3.4.
We rst need to assume that
U ∈ ĝ − [[x]] , H ∈
(
g
0 ⊕ ĝ −
)
[[x]] .
Equating L0 = e−adU L amounts to
Λ +Q = eadU (Λ + H ) − ∇UU .
Denoting the components H i ,U i ∈ g−i [[x]], one nds that H i + [U i+1,Λ] can be expressed in
terms of H 0, . . . ,H i−1 and U 1, . . . ,U i . We then obtain H 0 ∈ g0 ∈ C [[x]] and, for i > 0,
H i ∈ s−i [[x]] , [U i+1,Λ] ∈ Im(adΛ)−i [[x]]
But since g−i = s−i + Im(adΛ)−i , then H i and [U i+1,Λ] can be recursively determined and
are dierential polynomials in the coordinates of Q . Finally, s0 = {0} so that H 0 = 0 and
H ∈ ŝ − [[x]].
We now prove point (ii). Since only [U i ,Λ] is determined, two cases must be distinguished.
Either i is an ane exponent, in which caseU i is entirely determined; or i is not an exponent,
in which case U i is determined up to the addition of a multiple of Λ−i . So let i be a positive
exponent of g. Since c ∈ g0, then for ξ = Λi , Equation (4.40) reads
0 = (eadU Λi )c = [U i ,Λi ]c + 12 [U
1, [U i−1,Λi ]]c + · · · (4.41)
where the remaining terms involve only the functionsU 1, . . . ,U i−1. Let us assume thatU 1, . . . ,
U i−1 are uniquely determined; choose U i and consider the transformation U i 7→ U i + µiΛ−i
(which does not aect Equation (4.56)). Since [Λ−i ,Λi ] = ic , then Equation (4.41) gives
iµi = −[U
i ,Λi ]c −
1
2 [U
1, [U i−1,Λi ]]c − · · ·
which determines µi . Therefore, Equation (4.41) entirely determines the functionU . Moreover,
since the Λj ’s form a basis of s, then Equation (4.40) is satised for any ξ ∈ s+. 
The next proposition tells us what happens to the functions U and H of Theorem 4.3.7 when
the connection L undergoes a gauge transformation.
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Proposition 4.3.8 (Wu, 2016). The functionH of Theorem 4.3.7 is invariant with respect to gauge
transformation. More precisely, let U ∈ ĝ − [[x , t]] be the unique function such that (eadU ξ )c = 0
for any ξ ∈ s+ and
e−adU L = ∂ + Λ + H ,
where H ∈ ŝ − [[x , t]]. Then for any function S ∈ n [[x]], there exists a unique function Ũ ∈
ĝ − [[x , t]] such that (eadŨ ξ )c = 0 for any ξ ∈ s+ and
e−adŨ L̃ = ∂ + Λ + H . (4.42)
Proof. We prove that the function Ũ ∈ ĝ [[x , t]] such that eadŨ = eadS eadU satises the condi-
tions of the proposition. First, by the homomorphism property of the BCH formula, and since
n ⊂ g<0, it follows that Ũ ∈ ĝ − [[x , t]]. Second,
eadŨ L̃ = e−adU L = ∂ + Λ + H .
Third, recall that the bracket on g is given by
[Xλp + ac,Yλq + bc] = [X ,Y ]λp+q + qδp+q,0(X ,Y )0 · c,
for X ,Y ∈ g̊, p,q ∈ Z and a,b ∈ C. So for S ∈ n [[x]], we have (adS (g))c = 0 and also adSc = 0.
Therefore, adS commutes with the projection onto Cc . Consequently, for any ξ ∈ s+,
(eadŨ ξ )c = eadS (eadU ξ )c = 0.
Therefore, the function Ũ satises the condition. 
The matrix Lax pairs of the Drinfeld–Sokolov equations
From now on we will assume that our functions Q,U ,H , etc. depend not only on x but also on
an “evolution variable” t (or even multiple variables, depending on the dynamics considered).
In other words, hereafter, Q,U ,H , etc. ∈ g [[x , t]] (or otherwise specied). That clearly does
not aect the previous results and will allow us to produce a dynamics.
Let L ∈ opg be a connection and let U ∈ ĝ − [[x , t]] be a function as in Theorem 4.3.7. For
ξ ∈ s+, we consider the following equations:8
∂L
∂t
=
[
(eadU ξ )+,L
]
, (4.43)
∂L
∂t
=
[
(eadU ξ )+,L
]
. (4.44)
Notice that since Λ is constant, then ∂tL = ∂tQ . Before proving that the above equations are
consistent (well dened) or integrable, we give two important propositions. Proofs of these
propositions can be found in [DS84] (Proposition 3.7).
8The fact that we denote the ows of Equations (4.43) and (4.44) both by ∂t is an anticipation of Proposition
4.3.10; the latter justies that the notation is consistent.
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Proposition 4.3.9 (Gauge symmetry). Let L ∈ opg be a connection and let ξ ∈ s+. Assume
that L satises Equation (4.43) with ow ∂t . Then for any function S ∈ n [[x , t]], the operator
L̃ = eadSL also satises Equation (4.43), i.e.
∂L̃
∂t
=
[
(eadŨ ξ )+, L̃
]
,
where eadŨ = eadS eadU .
Proposition 4.3.10. IfL is a solution of Equation (4.43), then there exists a gauge transformation
L̃ = eadSL , for some S ∈ n [[x , t]], such that L̃ is a solution of Equation (4.44).
Remark 4.3.11. An important consequence of Proposition 4.3.10 is that both Equations (4.43)
and (4.44) are invariant under the transformation ξ 7→ ξ + η where η ∈ s−. This is obvious
when considering Equation (4.44), and it holds true for Equation (4.43) by Proposition 4.3.10.
Therefore, we can assume that ξ ∈ s+ without loss of generality.
With the last two propositions, we can consider Equation (4.43) modulo gauge transformations.
We call the Drinfeld–Sokolov equation of type g (or g-DS equation) associated to ξ ∈ s+ the
Equation (4.43) modulo gauge transformation of L . In analogy to the KP hierarchy (3.18), in
order to dene the Drinfeld–Sokolov hierarchies, we need to introduce innitely many time
variables, one for each ane exponent of g:
t :=
{
tj | j ∈ E
+
}
.
Denition 4.3.12 (Drinfeld–Sokolov hierarchy). LetQ ∈ b̊ [[t]] be a function and a connection
L = ∂ + Λ + Q ∈ opg. We call the Drinfeld–Sokolov hierarchy of type g (or simply the g-DS
hierarchy) the family of equations{
∂tjL =
[
(eadU Λj )+,L
]  j ∈ E+} (4.45)
modulo gauge transformation of L . We call ∂tjL =
[
(eadU Λj )+,L
]
the j-th g-DS equation.
We make a few remarks.
Remark 4.3.13. The function Q = 0 is always a solution. Indeed, then the connection L ∈ opg
has the form L = ∂ + Λ, and is already in the form L0 = ∂ + Λ + H , with H = 0 ∈ ŝ − [[t]].
The function U = 0 also does the job of Theorem 4.3.7. The j-th g-DS equation then becomes
∂tjL = [Λj , ∂ +Λ]. Since Q = 0, then ∂tjL = 0, and by constancy of Λj and commutativity of
s+, it follows that [Λj , ∂ + Λ] = 0 as well. Hence Q = 0 is a solution.
Remark 4.3.14. Similarly to the KP hierarchy (3.18), the rst equation of the g-DS hierarchy, i.e.
for ξ = Λ1 = νΛ (with associated ow ∂t1 ) simply reads
∂Q
∂t1
= ν
∂Q
∂x
(4.46)
Indeed, considering Equation (4.44), we clearly have (eadU Λ1)+ = Λ1+[U 1,Λ1], while [U 1,Λ] =
Q (by construction of U ). Therefore [L , (eadU Λ1)+] = ν [∂ +Q + Λ,Q + Λ] = ν∂xQ .
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Remark 4.3.15. In most cases, for a simple Lie algebra g̊, the subspace sj of principal degree j is
one-dimensional. However, it might not be the case (e.g. in the Dn case with n even, cf. Section
A.1, or for a nonsimple Lie algebra). If so, then we may distinguish several ows: tj , t ′j , t
′′
j , etc.,
one for each generator of sj .
Equivalence between Drinfeld–Sokolov and Wu’s constructions
Before continuing, let us have a few words on the equivalence between Drinfeld–Sokolov’s
construction, which is based on the loop algebra g = g[λ, λ−1], and the one of Wu, described
above, which is based on the (derived) ane algebra g = g ⊕ Cc . In [DS84], the authors give
the following theorem (in comparison to Wu’s theorem 4.3.7):
Theorem 4.3.16 ([DS84]). Let L = ∂+Λ+Q ∈ opg be a connection. There exists a non unique
functionU ∈ ĝ − [[x , t]] such that the connection L0 = e−adU L has the form
L0 = ∂ + Λ + H , H ∈ ŝ
− [[x]] (4.47)
The coecients U
i
,H
i
∈ g −i [[x]] are dierential polynomials in the component of Q . Moreover,
the function U is unique if we impose U ∈ ( ŝ⊥)−, where the orthogonal is taken with respect to
the standard bilinear form on g.
Then Drinfeld and Sokolov dene the following equations:
∂L
∂t
=
[
(eadU ξ )+,L
]
,
∂L
∂t
=
[
(eadU ξ )+,L
]
.
We prove that the two constructions dene the exact same equations.
Proof. First of all, the function U ∈ ĝ − [[x , t]] of Theorem 4.3.7 also belongs to ĝ − [[x , t]], as
a set, since c < g−. Then since (eadU ξ )c = 0 for all ξ ∈ s+, then in particular, (eadU Λ)c = 0;
moreover, (eadUQ)c = 0 since Q ∈ g0. It follows that the action of eadU on L within g is
identical to its action within the quotient g = g/Cc . Similarly, since as a set s − = s−, it follows
that the function H ∈ ŝ − [[x , t]] also belongs to ŝ − [[x]] as a set. Therefore, the function U
is also a functions as in Theorem 4.3.22. Finally, since (eadU ξ )c = 0, it follows that the two
constructions dene the same equations. 
Consistency of the Drinfeld–Sokolov equations
The rst thing we need to prove is that the DS equations are consistent (well dened). Since
L = ∂ + Λ + Q , it follows that ∂tL = ∂tQ ∈ b̊ [[x , t]]. Hence it is necessary, for Equation
(4.43) to be consistent, that the following proposition holds.
Proposition 4.3.17 (Consistency). Let L ∈ opg be a connection and let ξ ∈ s+. Then[
L , (eadU ξ )+
]
∈ b̊ [[x , t]] .
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Proof. Here we adapt the proof given in [DS84] (§6.2 and Proposition 3.7)—where the construc-
tion is on the loop g ' g/Cc—to the construction of [Wu17]—based on the ane algebra g. We
will proceed in several steps. First, let us prove that9[
L , eadU ŝ
]
= Cc [[x , t]] . (4.48)
Let M = eadU ξ , then [L ,M] = eadU [L0, ξ ], and since ξ is constant, [L0, ξ ] = [Λ + H , ξ ]. The
latter belongs to Cc [[x , t]] since all terms involved belong to the Heisenberg subalgebra. Since
c is central, it follows that [L ,M] ∈ Cc [[x , t]] as well. We easily see that by adjusting ξ , we
recover all elements of the center.
Next, we prove that
[L ,M+] ∈
(
g0 ∩ g
≤0) [[x , t]] . (4.49)
(Recall that b̊ consists of elements of g0∩g≤0 that have no component in c .) By Equation (4.48),
there exists A ∈ C [[x , t]] such that [L ,M] = A · c , so that
[L ,M+] = [M−,L ] +A · c .
To show Equation (4.49), we rst prove that
[M−,L ] ∈
(
g
0 ⊕ ĝ −
)
[[x , t]] . (4.50)
On the one hand, M− ∈ ĝ − [[x , t]] and ĝ − ⊂ ĝ −, so that ∂M− ∈ ĝ − [[x , t]]. On the other hand,
Λ ∈ g1 andQ ∈ b̊ [[x , t]], so [Λ+Q,M−] ∈ (g0⊕ ĝ −) [[x , t]]. Hence Equation (4.50). With similar
arguments, we can see that [L ,M+] ∈ g+ [[x , t]] and [L ,M−] ∈ (g0 ⊕ ĝ −) [[x , t]], so that
[L ,M−] ∈ g0 [[x , t]] . (4.51)
Equations (4.50) and (4.51) together prove (4.49).
From Equation (4.49), it is clear that what remains is to show that [L ,M+]c = 0, i.e.
(∂M+)c + [Λ +Q,M+]c = 0. (4.52)
By Theorem 4.3.7, Mc = 0, so (∂M+)c = 0 as well. for the remaining part, let us recall the
formula for the bracket in g: for any X ,Y ∈ g̊, p,q ∈ Z and a,b ∈ C,
[Xλp + ac,Yλq + bc] = [X ,Y ]λp+q + qδp+q,0(X ,Y )0 · c .
Clearly, the bracket produces a nonzero component in c only if p > 0 and q < 0 (or the reverse).
In other words, for any η, ζ ∈ g, we have [η, ζ ]c , 0 only if η ∈ g>0 and ζ ∈ g<0 (or the reverse).
Yet Λ = E−θλ + I ∈ g1 ⊕ g0 and Q ∈ g0 [[x , t]], while M+ ∈ g+ [[x , t]]. So [Λ + Q,M+]c = 0,
which concludes the proof of Proposition 4.3.17. 
9Compare (4.48) with Lemma 6.3 of [DS84], which states that [L , ŝ ] = {0}.
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4.3.2 Integrability of the DS hierarchies
Commutativity of the flows
In this section, we prove that the ows dened by the DS equations are integrable in the sense
of the following theorem.
Theorem 4.3.18 (Drinfeld–Sokolov [DS84]). Let L ∈ opg be a connection. Let ξ ,η ∈ s+ and
consider the associated DS equations, namely,
∂L
∂t
=
[
(eadU ξ )+,L
]
,
∂L
∂s
=
[
(eadU η)+,L
]
,
where U ∈ ĝ − [[x , t]] is a function as in Theorem 4.3.7. Then the ows dened by the above
equations commute pairwise, that is,
∂2L
∂t∂s
=
∂2L
∂s∂t
.
We will proceed by a series of lemmas, as is done in [DS84]. Let us introduce the following
vector space,
SL =
{
A ∈ ĝ [[x , t]]
 Ac = 0, ∂tL = [A,L ]} .
Lemma 4.3.19. Let L ∈ opg be a connection and let U ∈ ĝ − be a function as in Theorem 4.3.7,
then
SL ⊂ eadU ŝ [[x , t]] .
Proof. Let A ∈ ĝ [[x , t]] be a function such that ∂tL0 = [A,L0], which is equivalent to
∂H
∂t
+
∂A
∂x
= [A,Λ] + [A,H ].
Let us decompose A and H through the principal gradation: A =
∑
i≥m A
i (for some m ∈ Z)
and H =
∑
i≥1 H
i , with Ai ,H i ∈ g−i [[x , t]]. Then since H contains only negative terms, we get
the following system of equations:
∂H i
∂t
+
∂Ai
∂x
= [Ai+1,Λ] +
i−1∑
j=m
[Aj ,H i−j ] ∈ g−i .
The rst equation, within g−m , reads
∂Hm−1
∂t
= [Am ,Λ].
possibly Hm−1 = 0 if m ≤ 1 or is not an exponent. If m ≤ 1 or is not an exponent, then the
equation simply becomes [Λ,Am] = 0. If m > 1 and is an exponent, the above implies that
[Am ,Λ] ∈ (s ∩ Im(adΛ))− [[x , t]]. Yet (s ∩ Im(adΛ))− = {0} (since the center Cc ∈ g0), so that
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[Am ,Λ] = 0. In both cases, Am ∈ s−m [[x , t]]. Similarly, if Am ,Am+1, . . . ,Ai ∈ s [[x , t]], then the
equation in g−i becomes
∂H i
∂t
+
∂Ai
∂x
= [Ai+1,Λ],
If i > 0 and is an exponent, the above implies that [Ai+1,Λ] = 0. If i ≤ 0 or is not an exponent,
then the equation becomes ∂xAi = [Ai+1,Λ], implying that [Ai+1,Λ] ∈ (s ∩ Im(adΛ))+ [[x , t]].
Now, (s ∩ Im(adΛ))+ = Cc , yet Ac = 0, so that that [Ai+1,Λ] = 0. In both case, Ai+1 ∈
s−i−1 [[x , t]]. By induction, A ∈ ŝ [[x , t]]. 
Lemma 4.3.20. Let ξ ∈ s+, letU ∈ ĝ − [[x , t]] be a function as in Theorem 4.3.7 and let us denote
M = eadU ξ . For any A ∈ SL the following equation holds,
∂M
∂t
= [A,M].
Proof. It is given that ∂tL = [A,L ], or equivalently, [∂t −A,L ] = 0. Since L0 = e−adU L , by
applying e−adU to the latter, we nd[
∂t − Ã,L0
]
= 0, Ã = e−adUA − ∇UU , (4.53)
where we have used Equation (4.37) for the expression of Ã. In other words, Ã ∈ SL0 . By
Lemma 4.3.19 it follows that Ã ∈ ŝ [[x , t]].
On the other hand, we want to prove that [∂t − A,M] = 0. Since M = eadU ξ , by applying
e−adU to the latter, we nd [
∂t − Ã, ξ
]
= 0.
Yet ξ ∈ s+ and, in particular, is constant so that it reduces to
[
Ã, ξ
]
= 0. Now, by Remark 4.3.11,
we can assume that Ã ∈ s+ [[x , t]], so that
[
Ã, ξ
]
= 0 holds true by commutativity of s+.10 
We can now prove that the ows of the Drinfeld–Sokolov hierarchies commute pairwise, that
is, are integrable. Still, the proof rst appeared in [DS84].
Proof of Theorem 4.3.18. Let us denote M = eadU ξ and N = eadU η. Then by denition,
∂s∂tL = ∂s [M+,L ]
= [∂sM+,L ] + [M+, [N+,L ]] .
By Lemma 4.3.20, we know that ∂sM = [N+,M], so that
∂s∂tL = [[N+,M]+ ,L ] + [M+, [N+,L ]] (4.54)
= [[N+,M]+ ,L ] − [N+, [L ,M+]] − [L , [M+,N+]] ,
10Notice that since [Ã, ξ ] = 0, we also have [∂t + Ã, ξ ] = 0. So it seems as though we could have proved
that [∂t + A,M] = 0 as well. Yet that is not true because the relation between A and Ã is precisely given by
∂t + Ã = e−adU (∂t +A), so that Ã cannot be replaced by −Ã. The relation [∂t + Ã, ξ ] = 0 holds true as well, but does
not imply [∂t +A,M] = 0.
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where we have used Jacobi’s identity to obtain the second equation. We can then use the
antisymmetry of the bracket to rewrite the above as
∂s∂tL = [[N+,M]+ ,L ] + [N+, [M+,L ]] + [[M+,N+] ,L ] .
In the same way we obtained Equation (4.54), on nds that
∂t ∂sL = [[M+,N ]+ ,L ] + [N+, [M+,L ]] .
Subtracting the two equations, we obtain
∂s∂tL − ∂t ∂sL = [[N+,M]+ + [M+,N+] − [M+,N ]+ ,L ] . (4.55)
Yet since [M,N ] = eadU [ξ ,η] = 0 (by commutativity of s+), we have
[N+,M]+ = [N − N−,M]+
= [N−,M]+ = [M+,N−]+ ,
where we have used the fact that [M−,N−]+ = 0. Finally, we obtain that in Equation (4.55),
[N+,M]+ + [M+,N+] − [M+,N ]+ = [M+,N−]+ + [M+,N+] − [M+,N ]+
= − [M+,N+]+ + [M+,N+] = 0.
Consequently, the two derivatives commute. 
Conserved densities
Similarly to the construction of local functionals in Section 3.1, we naturally dene an analogue
for our g-valued functions: we set
g [[x , t]] := g [[x , t]] /(Im(∂) ⊕ C1).
We call the elements of this quotient local functionals as well and alternatively denote
F =
∫
F =
∫
F (x)dx ∈ g [[x , t]]
the class of an element F ∈ g [[x , t]]. Again, if our functions depend on more variables than
just x and t , the above denition adapts.
Proposition 4.3.21 (Conserved densities). Let L ∈ opg and let U ∈ ĝ − [[x , t]] and H ∈
ŝ − [[x , t]] be functions as in Theorem 4.3.7. Let H i ∈ s−i be such that H =
∑
i≥1 H
i . Let ξ ∈ s+
and assume that L satises the associated DS equation (4.43):
∂L
∂t
=
[
(eadU ξ )+,L
]
.
Then the H i ’s, i ∈ E<0, are conserved densities in the sense that
∂
∂t
∫
H i = 0.
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The above proposition justies the denomination Hamiltonian expansion for the operator L0 =
e−adU L , although we still need to prove that the conserved densitiesH i commute with respect
to a local Poisson bracket, see Section 5.1.
Proof. Let us denote M = −eadU ξ so that we start with [∂t + M,L ] = 0, i.e. M ∈ SL . As in
the proof of Lemma 4.3.20, it amounts to M̃ ∈ SL0 , where M̃ is given by Equation (4.53) (the
formula does not matter here). Yet since, by Lemma 4.3.20, SL0 ⊂ ŝ [[x , t]], then
0 =
[
∂t + M̃,L0
]
=
∂H
∂t
−
∂M̃
∂x
− [M̃,Λ + H ] =
∂H
∂t
−
∂M̃
∂x
.
Consequently, ∂tH = ∂xM̃ , meaning that ∂tH = 0. 
4.3.3 Example: From the A1-DS hierarchy to the KdV equation
In this section we show explicitly how to obtain the KdV equation from the rst nontrivial
equation of the DS hierarchy of type A1 (i.e. sl(2)). However, this example is developed from
the denition of the DS hierarchies given in the original paper [DS84], not the version given in
[Wu17] (which is the one described in the previous section). We recall the following theorem
(we drop the bar over symbols for this section specically).
Theorem 4.3.22 ([DS84]). Let L = ∂ + Λ + Q ∈ opg. There exists a non unique function
U ∈ ĝ − [[x , t]] such that the connection L0 = e−adU L has the form
L0 = ∂ + Λ + H , H ∈ ŝ
− [[x]] (4.56)
The coecients U i ,H i ∈ g −i [[x]] are dierential polynomials in the component of Q . Moreover,
the function U is unique if we impose U ∈ ( ŝ⊥)− [[t]], where the orthogonal is taken with respect
to the standard bilinear form on g.
Conveniently, we start with a connection L = ∂ +Λ +Q ∈ opg in its canonical form L = L̃ ,
i.e.
L = ∂ +
(
0 λ + q
1 0
)
.
The principal Heisenberg subalgebra of ŝl(2) is generated by the Λk ’s with k ∈ E(sl(2)) = Zodd.
We are interested in the second equation of the hierarchy (the rst describing the ow along
t1 as a translation in x ), i.e for Λ3 = λΛ. More precisely, we want to show that the equation
∂L
∂t3
=
[
(eadU Λ3)+,L
]
, Λ3 = e1λ + f1λ
2 =
(
0 λ2
λ 0
)
,
reads nothing but the KdV equation on the function q ∈ C [[x , t3]]. The subscript + denotes the
projection onto the subspace g≥0 of nonnegative homogeneous degree (i.e. with only nonneg-
ative powers of λ).
Recall that, in the above equation, theU ∈ (s⊥)− [[x , t3]] is such that the connection dened
by L0 = e−adU L has the form
L0 = ∂ + Λ + H , H ∈ ŝ
− [[x]] .
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Finding the components ofU that will contribute
Since U ∈ (s⊥)− [[x , t3]] and (s⊥)− =
∏
k<0(s
⊥)k , the rst thing we need to gure out is how
many terms U i ∈ (s⊥)−i we need to compute. The easiest way to compute the components of
U is through solving the equation L0 = e−adU L for each degree w.r.t. the principal gradation
(as in the proof of Theorem 4.3.7).
On the other hand, we need to compute (eadU Λ3)+, where
Λ3 = e1λ + f1λ
2 ∈ g1 ⊕ g2,
so that we only to computeU down to the homogeneous degree −2. Therefore, it is worth rst
nding the homogeneous subspaces (s⊥)−i , i = 0,−1,−2, and then decompose them though
the principal gradation. To do so, we rst notice that the Heisenberg generators Λ−1 ∈ s−1 and
Λ−3 ∈ s−3 decompose through the homogeneous gradation as
Λ−1 = f1 + e1λ
−1 ∈ g0 ⊕ g−1, Λ
−3 = f1λ
−1 + e1λ
−2 ∈ g−1 ⊕ g−2
Therefore, it suces to subtract the vectors e1λ−1 and e1λ−2 (for instance) from g0 ⊕ g−1 ⊕ g−2
to get a decomposition of (s⊥)0 ⊕ (s⊥)−1 ⊕ (s⊥)−2. In other words,
(s⊥)0 = Cα̌1 ⊕ Cf1, (s
⊥)−1 = Cα̌1λ
−1 ⊕ Cf1λ
−1, (s⊥)−2 = Cα̌1λ
−2 ⊕ Cf1λ
−2,
is one possible decomposition of (s⊥)0 ⊕ (s⊥)−1 ⊕ (s⊥)−2. This tells us that we only need to
compute the components ofU along each of the vectors in the above decomposition. Now we
need to decompose these spaces through the principal gradation. To do so, notice the following:
α̌1 ∈ g
0, α̌1λ
−1 = [f0, f1] ∈ g
−2, α̌1λ
−2 =
[
f0, f1λ
−1] ∈ g−4,
f1 ∈ g
−1, f1λ
−1 = 12
[
f1, α̌1λ
−1] ∈ g−3, f1λ−2 = 12 [ f1, α̌1λ−2] ∈ g−5.
Consequently, there U has no component along α̌1 (since U ∈ (s⊥)− [[x , t3]]). Moreover,
[f1λ
−1,Λ3] = −α̌1λ
−1 ∈ g−1, so that the component along f1λ−2 does not contribute to (eadU Λ3)+.
To sum up, we can decompose the functionU ∈ (s⊥)− [[x , t3]] through the principal grada-
tion as follows,
U = f1 ⊗ u
1 + α̌1λ
−1 ⊗ u2 + f1λ
−1 ⊗ u3 + α̌1λ
−2 ⊗ u4 + O(λ−2),
where the component proportional to ui ∈ C [[x , t3]] belongs to (s⊥)−i ; the above are exactly
the components that will contribute to (eadU Λ3)+.
Computing the components ofU
We can now compute the functions ui via the equation L0 = e−adU L , i.e.
Λ +Q = eadU (Λ + H ) − ∇UU .
We decompose the function H in the basis {Λc | k ∈ Zodd} of s, i.e.
H = Λ−1 ⊗ h1 + Λ−3 ⊗ h3 + · · ·
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Since Λ ∈ s1 and Q = f1 ⊗ q ∈ g−1, the equation in principal degree 0 reads
0 =
[
f1 ⊗ u
1,Λ
]
,
so that f1 ⊗u1 ∈ Ker(adΛ) ∩ Im(adΛ). Therefore, u1 = 0. Then, the equation in principal degree
−1 reads
f1 ⊗ q = Λ
−1 ⊗ h1 + [α̌1λ
−1 ⊗ u2,Λ]
= (f1 + e1λ
−1) ⊗ h1 + (−2f1 + 2e1λ−1) ⊗ u2
= f1 ⊗ (h
1 − 2u2) + e1λ−1 ⊗ (h1 + 2u2),
from we get that u2 = − 14q and also h
1 = 12q. Keeping on with the computations, we nd that
the components of U we are interested in read
u1 = 0, u2 = − 14q, u
3 = 14q(1), u
4 = 18q(2) −
5
16 (q)
2.
We sum up these in the matrix form of U :
U =
(
− 14qλ
−1 +
( 1
8q(2) −
5
16 (q)
2) λ−2 14q(1)λ−1
0 14qλ
−1 −
( 1
8q(2) −
5
16 (q)
2) λ−2) + O (λ−2)
Computing the KdV equation
Now that we have the matrix U ∈ (s)− [[x , t3]], we need to compute (eadU Λ3)+. Since U ∈
(s⊥)≤1 [[x , t3]] and Λ3 ∈ g1 ⊕ g2, we get that
(eadU Λ3)+ = Λ3 +
[
U ,Λ3
]
+ 12
[
U ,
[
U ,Λ3
] ]
.
We nd
(eadU Λ3)+ =
( 1
4q(1) λ
2 − 12qλ +
1
4q(2) −
1
2 (q)
2
λ − 12q −
1
4q(1)
)
Together with the connection L = ∂ + Λ + Q , the above is a well known matrix Lax pair of
the KdV equation; indeed,
∂L
∂t3
−
[
(eadU Λ3)+,L
]
=
(
0 ∂t3q −
1
4q(3) +
3
2qq(1)
0 0
)
.
So, the above equation holds if and only if ∂t3q =
1
4q
(3) − 32qq(1). Substituting q = −u, we get
that the equation along t3 of the A1-DS hierarchy holds i.f.f.
ut3 =
1
4u(3) +
3
2uu(1),
which is the KdV equation.
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4.3.4 The tau functions of the DS hierarchies
In this section we dene the tau functions of the Drinfeld–Sokolov hierarchy in the sense of
Dubrovin and Zhang [DZ08], that is, through tau symmetric Hamiltonian densities (we dene
these notions below). Then we express the tau function through a zero-curvature expression
of the Drinfeld–Sokolov hierarchies. This universal construction, which applies to the DS hi-
erarchy of any type g (for g an untwisted ane algebra) is due, again, to C.-Z. Wu [Wu17]. In
the latter article, Wu actually denes a tau function even for twisted ane algebra, but we will
not use that in the sequel.
Denition of the tau function
Let L = ∂ + Λ + Q ∈ opg and let functions U ∈ ĝ − [[t]] and H ∈ ŝ − [[t]] be as in Theorem
4.3.7. Let us consider a function Ω ∈ ŝ − [[t]], which we decompose in the basis {Λj | j ∈ E} as
Ω =
∑
j ∈E+
Ωj
j
Λ−j ,
and such that
∂Ω
∂x
= −H , (4.57)
As a formal power series, the function Ω is well dened as a primitive of the function −H .
However, Ω may no longer be a dierential polynomials in the components q1, . . . ,qr of Q (as
is H ). Nonetheless, we ask Equation (4.57) to hold within the ring of dierential polynomials
in the qi ’s. For that reason, the function Ω is dened up to the addition of some constant term
in ŝ −; equivalently, its coecients Ωj are dened up to the addition of some constant complex
number.
Lemma 4.3.23 ([Wu17]). Each function ∂tiΩj , for i, j ∈ E+, is a dierential polynomial in the
components of the function Q ; they satisfy the symmetry condition
∂Ωj
∂ti
=
∂Ωi
∂tj
. (4.58)
Proof. Recall that L = eadU (∂ + Λ + H ). It can be veried straightforwardly that
∂L
∂tj
= eadU
∂H
∂tj
+
[
∇tj ,U (U ),L
]
, (4.59)
where, similarly to Equation (4.34),
∇tj ,U (U ) =
eadU − 1
adU
∂U
∂tj
=
∑
k≥0
1
(k + 1)!
(adU )k
∂U
∂tj
.
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Now using ∂tjL = [(eadU Λj )+,L ], we can rewrite Equation (4.59) as
eadU
∂H
∂tj
+
[
∇tj ,U (U ) + (e
adU Λj )−,L
]
= +
[
eadU Λj ,L
]
. (4.60)
Now, notice that
[eadU Λj ,L ] = eadU [Λj , ∂ + Λ + H ] = −eadU
∂Ωj
∂x
· c,
where we have used [Λj ,Λk ] = jδ j+k,0 · c and H = −∂xΩ (4.57). Therefore, Equation (4.60)
becomes
∂H
∂tj
+
[
e−adU
(
∇tj ,U (U ) + (e
adU Λj )−
)
, ∂ + Λ + H
]
= −
∂Ωj
∂x
· c . (4.61)
Now, since g = s + Im(adΛ) with s ∩ Im(adΛ) ∈ g0, it follows that there exists two functions
G[j] ∈ ŝ − [[t]] and G̃[j] ∈ (Im(adΛ))− [[t]] such that
e−adU
(
∇tj ,U (U ) + (e
adU Λj )−
)
= G[j] + G̃[j] ∈ ĝ −. (4.62)
Equation (4.60) then splits into three parts:
∂tjH − ∂xG
[j] = 0, (4.63)
[G[j],Λ]c + ∂xΩ
j = 0, (4.64)
[G̃[j],Λ + H ] − ∂xG̃
[j] = 0.
From the denition of Ω, Equation (4.63) reads ∂x∂tjΩ = −∂xG[j], so that
∂Ω
∂tj
= −G[j]. (4.65)
There would actually be an integration constant K ∈ C, yet for the particular solution Q = 0
of the hierarchy, we have U = H = 0 so that Ω is constant and G[j] = 0 as well by Equation
(4.62) (since (Λj )− = 0). Therefore, the integration constant vanishes. It follows from Equation
(4.65) that
[Λi ,G
[j]]c = −[Λi , ∂tjΩ] = −
∂Ωi
∂tj
.
Since U is made of dierential polynomials in Q , it follows that the ∂tjΩi is as well. Taking
i = 1 in the above and using Λ1 = νΛ and (4.64), we nd
∂Ω1
∂tj
= −ν [Λ,G[j]]c = −ν
∂Ωj
∂x
.
By symmetry of the second derivatives, we get
∂2Ωj
∂x∂ti
=
∂2Ωi
∂x∂tj
.
Since the ∂tjΩi ’s are dierential polynomials in Q , it follows that ∂tjΩi = ∂tiΩj up to a con-
stant. Yet, again, for Q = 0, the Ωi ’s vanish and so does the constant. Hence the result. 
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By Poincaré lemma, Equation (4.58) implies the existence of a function τ ∈ C [[t]] such that
Ωj = ∂tj logτ . We can now dene the tau function.
Denition 4.3.24 (Tau function). Let L ∈ opg and let H ∈ ŝ − [[t]] be as in Theorem 4.3.7.
Let Ω be such that ∂xΩ + H = 0, with Ω =
∑
j>0 j
−1ΩjΛ−j . We call a tau function of the g-DS
hierarchy any function τ ∈ C [[t]] such that
∂ logτ
∂tj
= −Ωj , (4.66)
or equivalently, writing H =
∑
j ∈E+ h
jΛ−j ,
∂2 logτ
∂x∂tj
= hj .
We say that two tau functions τ , τ̃ coincide if their logarithm dier from a linear function of
the variables tj , i.e. if there exist c j ∈ C such that
log τ̃ = logτ +
∑
j ∈E+
c jtj .
Tau symmetric conserved densities
We now establish the link between the tau function and the coecients H i ∈ s−i [[t]] of the
function H as in Theorem 4.3.7. First recall that the functions H i are dierential polynomials
in the qi ’s and are conserved densities in the sense that for any i, j ∈ E+, we have
∂
∂tj
∫
H i = 0
(Proposition 4.3.21). By the above we mean that there exists functions F i ∈ s−i [[t]]—which are
also dierential polynomial in the qi ’s—such that ∂tjH i = ∂F i (with ∂ = ∂x ). Therefore, in the
sequel, we will consider the formal expression
∂−1(∂tjH ) ∈ ŝ
− [[t]] ,
as the only dierential polynomial expression such (∂−1(∂tjH ))i = F i , with the integration
constant xed to 0.
Proposition 4.3.25. The function H as in Theorem 4.3.7 is related to the tau function through
the relation
∂2 logτ
∂ti∂tj
= j
∂−1(Λj , ∂tiH )
(Λj ,Λ−j )
. (4.67)
The above does not depend on the normalization factor h (in that case, the Coxeter number of
g̊) in (Λi ,Λj )0 = hδi+j,0, and can be rewritten as
∂2 logτ
∂ti∂tj
= −∂−1
[
∂tiH ,Λj
]
c .
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It is proved straightforwardly by noticing that, by the denition ∂xΩ = −H , we have [H ,Λj ] =
∂(Ωj ) · c and then using Ωj = −∂tj logτ .
We naturally dene the following dierential polynomials:
h̃j = −j
(Λj ,H )
(Λj ,Λ−j )
∈ Aq .
They are conserved densities as well and satisfy the tau symmetry property in the sense of the
following proposition.
Proposition 4.3.26 (Tau symmetric densities). The conserved densities h̃j satisfy the tau sym-
metry property: for any i, j ∈ E+,
∂h̃j
∂ti
=
∂h̃i
∂tj
.
It suces to notice that ∂ti h̃j = j(Λj ,Λj )−1(Λj , ∂ti ∂xΩ) = −∂x∂tiΩj and then use ∂tiΩj = ∂tjΩi
(see Equation (4.58)).
Zero-curvature representation and dressing of the connection
In this section, we construct a dressing operator for the connection L as well as a zero-
curvature representation of the g-DS hierarchy. We follow [Wu17], §3.3. Let functions U ∈
ĝ − [[t]] and H ∈ ŝ − [[t]] be as in Theorem 4.3.7. Let Ω ∈ ĝ − [[t]] be such that ∂Ω = −H . We
now introduce a new function, T = U • Ω, where • denotes the Baker–Campbell–Hausdorf
product (4.3), i.e. T is characterised by
eadT = eadU eadΩ .
Since bothU and Ω have only negative degrees w.r.t. the principal gradation,T ∈ ĝ − [[t]] is well
dened. In general, the function T may not be a dierential polynomials in the qi ’s, for Ω my
not as well. Notice that in [Wu17] (which we still follow here), the author introduces the power
series Θ = eU eΩ which belongs to the formal Kac–Moody group of g. However, everything
can be formulated using only T which need not introducing the formal Kac–Moody group.
In the study of the KP hierarchy (Section 3.2) we have seen that there always exists an
operator M such that the scalar Lax operator Q can be written as Q = M∂M−1 (Proposition
3.2.3); the operator M is what we call a dressing operator for the operator Q . The proposition
below is an adaptation of this notion of dressing to the case of connections of opg; the operator
eadT plays the role of of the dressing M . However we will not dress up the connection L ∈ opg,
but the following connection:
L1 := νL − Ω1 · c,
where ν ∈ C is such that Λ1 = νΛ and ∂t1 = ν∂ as well.
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Proposition 4.3.27 (Dressing operator). Let L ∈ opg and let the functionsU ,H be as in Theo-
rem 4.3.7. Recall the function
Ω =
∑
j ∈E+
Ωj
j
Λ−j ∈ ŝ
− [[t]]
such that ∂Ω = −H . Let T ∈ ĝ − [[t]] be such that eadT = eadU eadΩ . Let L1 = νL − Ω1 · c , then
L1 = eadT (∂t1 + Λ1). (4.68)
We call the automorphism eadT a dressing operator for the connection L1; or we callT a dressing
function.
As advertised for, this naturally agrees with a notion of dressing since, if we consider the formal
series Θ = eU eΩ , the equation becomes L1 = Θ(∂t1 + Λ1)Θ−1.
Proof. First, viaΛ1 = νΛ and ∂t1 = ν∂, it amounts to proving that L = eadU eadΩ
(
∂ + Λ + ν−1Ω1 · c
)
.
In turns, from L = eadU (∂ + Λ + H ), it amounts to proving that
e−adΩ (∂ + Λ + H ) = ∂ + Λ + ν−1Ω1 · c . (4.69)
So we compute: using (4.37), ∂Ω = −H and the commutativity of ŝ −, we have
e−adΩ∂ = ∂ +
∑
k≥0
(−1)k
(k + 1)!
(adΩ)k∂Ω = ∂ − H .
On the other hand, using again the commutativity of ŝ − along with the Heisenberg relations
(4.26), we have
e−adΩ (Λ + H ) = Λ + H − [Ω,Λ]
= Λ + H − ν−1Ω1 [Λ−1,Λ1]
= Λ + H + ν−1Ω1 · c .
Hence Equation (4.69), hence the proposition holds. 
Let S ∈ n [[t]] and consider the gauge transformation L 7→ L̃ = eadSL . Since H = H̃ is
invariant under gauge transformation (and so is Ω) while eadŨ = eadS eadU , then eadT̃ = eadS eadT .
The following lemma holds.
Lemma 4.3.28. There exists S ∈ n [[t]] and T̃ ∈ ĝ − [[t]] such that eadS eadT = eadT̃ .
Proof. The problem here is that if T ∈ ĝ − [[t]], there can be some component T0 ∈ g0 [[t]]
(namely, of the form [ei1 , [· · · , eik ] · · · ] with i1, . . . , ik , 0). But if we nd a gauge transforma-
tion eadT̃ = eadS eadT such that T̃0 = 0, then by denition T̃ ∈ ĝ − [[t]]. From eadS eadT = eadS•T ,
since the BCH formula (4.3) is a homomorphism, then (S • T )0 = S0 • T0. We easily see that
choosing S0 = −T0, we get S0 •T0 = 0. Now recall that n = g0 ∩ g<0 and therefore T0 ∈ n [[t]]
so that S0 = −T0 is consistent. That proves the lemma. 
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From now one we will assume that we chose a slice L of the gauge class [L ] such that the
function T belongs to ĝ − [[t]]. We can rewrite the g-DS hierarchy using the dressing operator
T as follows.
Lemma 4.3.29. The g-DS hierarchy (4.43) is equivalent to the following system of equations,{
∂tjL1 =
[
(eadTΛj )+,L1
]  j ∈ E+} . (4.70)
Proof. First notice that eadTΛj = eadU Λj − Ωj · c . Indeed, [Ω,Λj ] = −Ωj · c from which we get
that
eadΩΛj = Λj − Ωj · c . (4.71)
Therefore, [
L1, (eadTΛj )+
]
=
[
νL − Ω1 · c, (eadU Λj )+ − Ωj · c
]
= ν
[
L , (eadU Λj )+
]
− ν
[
L ,Ωj · c
]
= −ν∂tjL − ν∂Ω
j · c .
On the other hand,
∂tjL1 = ν∂tjL + ∂tjΩ
1 · c .
We conclude via ∂tjΩ1 = ν∂Ωj (Equation (4.58)). 
The following proposition, which we take from [Wu17] (Lemma 3.7), already appeared in
[HM93, HMSG94, Mir99].
Proposition 4.3.30. The dressing function T ∈ ĝ − [[t]], which is such that eadT = eadU eadΩ ,
satises the following system of consistent equations,{
∇tj ,T (T ) = −(e
adTΛj )−
 j ∈ E+} , (4.72)
where
∇tj ,T (T ) =
∑
k≥0
1
(k + 1)!
(adT )k
∂T
∂tj
.
Moreover, the system (4.72) is equivalent to the g-DS hierarchy (4.72) on the connection L .
Remark 4.3.31. If we take Θ = eT in the Kac–Moody group of g, then it is not hard to see from
the relation eadT ∂tj = ∂tj − ∇tj ,T (T ) (4.37) that ∇tj ,T (T ) = (∂tjΘ)Θ−1, so that the equations of
(4.72) become
∂tjΘ = −(ΘΛjΘ
−1)−Θ,
as in [Wu17], Lemma 3.7. Compare with Sato’s equation (Theorem 3.2.4) on the dressing of the
scalar Lax operator in the study of the KP hierarchy.
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Proof. First, these equations are consistent since we choseT in ĝ − [[t]] thanks to Lemma 4.3.28.
Second, notice that Equation (4.70) is equivalent to
∂L1
∂tj
=
[
L1, (eadTΛj )−
]
.
Indeed, it suces to see that [L1, eadTΛj ] = eadT [∂t1 + Λ1,Λj ] = 0 by Equation (4.68) and
commutativity of s+. Substituting this into Equation (4.68), we get
0 = ∂tj
(
eadT (∂t1 + Λ1)
)
+
[
(eadTΛj )−,L1
]
= eadT
(
∂tj (∂t1 + Λ1)
)
+
[
∇tj ,T (T ),L1
]
+
[
(eadTΛj )−,L1
]
=
[
∇tj ,T (T ) + (e
adTΛj )−,L1
]
.
Let us denote, for j ∈ E+,
∆[j] = e−adT
(
∇tj ,T (T ) + (e
adTΛj )−
)
.
Then ∆[j] ∈ ĝ − [[t]], and satises [
∆[j], ∂t1 + Λ1
]
= 0.
Since g<0 = s<0 ⊕ Im(adΛ)<0, it follows that
∆[j] =
∑
i ∈E+
ciΛ−i ,
with c j ∈ C constants. Now notice that for the special solution Q = 0, which implies U = H =
Ω = 0 and therefore T = 0 as well, we get ∆[j] = 0 (since (Λj )− = 0). Therefore, ∆[j] = 0
identically. Moreover, we easily derive Equations (4.70) from (4.72). 
We can now formulate the zero-curvature representation of the g-DS hierarchy.
Proposition 4.3.32 (Zero-curvature representation). Let j ∈ E+ be a positive exponent and
dene the following connection,
Lj := eadT (∂tj + Λj ).
They satisfy the zero-curvature equation: [
Li ,Lj
]
= 0. (4.73)
Proof. The proof is immediate: by construction, for any i, j ∈ E+, we have [Li ,Lj ] = eadT [∂ti +
Λi , ∂tj + Λj ], and by commutativity of s+, this yields Equation (4.73). 
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Relation with the tau function
Using Proposition 4.3.30, we can rewrite the operator Lj as
Lj = ∂tj + Λj +Q
[j], Q [j] = (eadTΛj )+ − Λj ∈ g+ [[t]] .
Now recall that the tau function of the g-DS hierarchy was dened as any function τ ∈ C [[t]]
such that
Ωj = −
∂ logτ
∂tj
,
where Ω =
∑
j ∈E+ j
−1ΩjΛ−j is such that ∂Ω = −H and H ∈ ŝ − [[t]] is as in Theorem 4.3.7.
From this, we get the following proposition which redenes the tau function in terms of the
dressing function T .
Proposition 4.3.33. The tau function τ ∈ C [[t]] of the g-DS hierarchy satises the following
system of equations,
∂ logτ
∂tj
= (eadTΛj )c , j ∈ E+, (4.74)
where the subscript c denotes the component along Cc in the decomposition h = Cc ⊕
⊕r
i=1 Cα̌i
of the ane Cartan subalgebra.
Proof. The proof is straightforward:
Q [j] = (eadTΛj )+ − Λj
= (eadU (Λj − Ωj · c))− − Λj
= (eadU Λj )+ − Ωj · c − Λj .
Since (eadU Λj )c = 0 (4.40), we get that (Q [j])c = −Ωj . Yet by denition of Q [j], we also have
(Q [j])c = (eadTΛj )c , hence the result. 
4.4 Tau functions as limits of block Toeplitz determi-
nants
In this section, we follow [CW15a, CW15b]. First of all, we x an n-dimensional faithful and
traceless matrix realization of g̊ that we denote π : g̊ → gl(n,C). For the classical simple Lie
algebras, we choose π as in Appendix A. This representation extends to g = g̊[λ, λ−1] ⊕ Cc by
π (Xλp + a · c) = π (X )λp + a · c .
In the sequel, we will identify g̊ or g with their representation. The goal of this section is to
prove the following theorem, due to Cafasso and Wu:
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Theorem 4.4.1 ([CW15a]). Let X ∈ g− and let Ξ(t; λ) =
∑
j ∈E+ tjΛj . Then11
τX :=
[
det
(
eΞ(t;λ)eX
)]κ
,
is well dened (provided the context developed below) and is a tau function of the g-DS hierarchy.
Of course, an important part of the present section will be devoted to providing the context in
which the determinant dened above is well dened. The number κ depends on the represen-
tation of π : g̊→ gl(n,C); it is given by
(X ,Y )0 = κ · tr(π (X )π (Y )),
where (X ,Y )0 is the normalized invariant form (see Section 4.1). In the cases we will study and
given the representation in Appendix A, κ = 1 for the An and Cn cases and κ = 1/2 for the Bn
and Dn cases.
Before getting into the subject, we make an important observation. Since we have xed a
representation, given any X ∈ g−, the power series
eX =
∑
n≥0
Xn
n!
= id + O(λ−1)
is well dened: each term in λk is a nite sum; the product of elements of g̊ is dened by the
matrix product. Similarly, eX is well dened for all X ∈ g+. Following Remark 4.3.31, we can
then dene the following function,
Θ := eU eΩ ∈ G− [[t]] ,
where ∂xΩ = −H and where U ,H are functions as in Theorem 4.3.7. The function Θ we call
the (matrix) dressing function and is obviously equivalent to the (matrix) dressing operator
eadT = eadU eadΩ . Then Equations (4.72), which are equivalent to the g-DS hierarchy, become
∂Θ
∂tj
= −
(
ΘΛjΘ
−1)
−
Θ. (4.75)
Let us denote Θ|t=0 (t1 = νx = 0 included) the initial data of a solution Θ of the g-DS hierarchy.
The following lemma holds.
Lemma 4.4.2. For any X ∈ g−, there exists a solution Θ of the g-DS hierarchy such that
Θ|t=0 = eX .
11Notice that in [CW15a, CW15b], д = exp(
∑
tjΛj ) is replaced with д−1 = exp(−
∑
tjΛj ). This is due to the fact
that in [CW15a, CW15b], the authors use the convention to write the g-DS hierarchy as ∂tjL = [(eadU Λj )+,L ];
while in this thesis, we use the convention ∂tjL = [L , (eadU Λj )+] (as in [CDY18]), which amounts to replacing tj
with −tj and therefore д with д−1.
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To show that, it suces to write eX = eYΘ|t=0 with eY = eXΘ|−1t=0. Then(
eYΘΛjΘ−1e−Y
)
−
eYΘ =
(
eadYΘΛjΘ−1
)
−
eYΘ
= eY
(
ΘΛjΘ
−1)
−
Θ,
where in the second equation, we have used the fact thatY ∈ g−. Hence, if Θ satises Equations
(4.75), then so does eYΘ. Yet (eYΘ)|t=0 = eX , so the lemma is proved. We can rephrase this
result as the group {eX | X ∈ g−} acts transitively on the space of dressing operators.
4.4.1 The Grassmannian approach and Toeplitz determinants
Preliminaries on topology and the formal loop group
In what follows, we want to dene a structure such that something like eΞ(t;λ)eX converges for
some topology. This structure we call the formal loop group associated to g. To do so, we will
consider formal power series of the form
γ =
∑
I ∈Z
γIλ
I , γI =
∑
A≥0
γI,Aζ
A, γI,A ∈ gl(n) [[t]] .
In other words, γ ∈ gl(n) [[λ, λ−1, ζ , t]]. Here the problem is that the Cauchy product of two
power series of this form may not always be well dened, some coecients in λI may give
innite sums. To solve this problem, we dene a topology given by the valuation distance.
For this section, let us denote by R the ring
R = gl(n) [[λ, λ−1, t]],
which is not a commutative ring nor is it an integral domain. The Cauchy product of f ,д ∈
R [[ζ ]] is given by
f · д :=
∑
A≥0
ζ A
A∑
B=0
fA−B · дB ,
where fA−B · дB is dened by the usual matrix product. Similarly to the case of pseudo-
dierential operators (see Denition 3.1.3), the valuation of f ∈ R [[ζ ]], denoted valζ f , is
dened as the smallest V ≥ 0 such that fV , 0, i.e.
valζ
∑
A≥0
fAζ
A = inf {A ≥ 0 | fA , 0} .
If we set valζ 0 = +∞, then valζ (f + д) ≥ min{valζ f , valζ д} and
valζ (f · д) ≥ valζ f + valζ д
(we would have had an equality if R were an integral domain). Then the valuation distance can
be dened by
dist (f ,д) = 2−val(f −д)
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The topology induced by this distance is such that a sequence fN =
∑
a≥0 fN ,Aζ
A converges to
f =
∑
a≥0 fAζ
A if and only if for all B ≥ 0, there exists N ≥ 0 such that for all A ≤ B, we have
fN ,A = fA. This construction makes R [[ζ ]] into a complete topological ring (see e.g. [Bou88]
§4).
Below we dene the notion of admissible series in a way that generalizes to the matrix
case the one given by Borodin and Okounkov in [BO00] in the scalar case. In [CW15b] a
similar denition is given, although it makes use of the principal gradation rather than the
homogeneous gradation; this applies well to the computation of the topological solution.
Denition 4.4.3 (Admissible series). Let γ =
∑
I ∈Z γIλ
I be a formal power series with entries
γI ∈ gl(n) [[t, ζ ]]. We say that γ is admissible if for any I ∈ Z, if the valuation of the entries
satisfy
valζ (γI ) ≥ |I |, (4.76)
This denition seems arbitrary, but below we will see that it naturally applies to the computa-
tion of exp (Ξ(t; λ)) exp (X ). The following elementary lemma holds.
Lemma 4.4.4. If γ , γ̃ are two admissible series, then their Cauchy product (over Z),
γ · γ̃ :=
∑
I ∈Z
λI
∑
J ∈Z
γI−J γ̃ J , (4.77)
is well dened and is also an admissible series.
Proof. Let γ , γ̃ be two admissible series, then
γ · γ̃ =
∑
I ∈Z
λI
∑
J ∈Z
γI−J γ̃ J =
∑
I ∈Z
λI
(
γI γ̃0 +
∑
J>0
γI−J γ̃ J + γI+J γ̃−J
)
.
On the one hand,
valζ
(
γI−J γ̃ J
)
≥ |I − J | + |J |
≥ 2|J | − |I |,
and similarly valζ
(
γI+J γ̃−J
)
≥ 2|J |−|I |, so that both valζ
(
γI−J γ̃ J
)
and valζ
(
γI+J γ̃−J
)
are strictly
increasing functions of J > 0. In particular, for any A ≥ 0, only nitely many terms appear in
the coecient in ζ A of (γ · γ̃ )I . This shows that the Cauchy product is well dened. On the
other hand, valζ (γI γ̃0) ≥ |I |, but also
valζ
(
γI−J γ̃ J
)
≥ |I − J | + |J | ≥ |I |,
and similarly valζ
(
γI+J γ̃−J
)
≥ |I |. This proves that γ · γ̃ is an admissible series. 
Clearly, the Cauchy product (4.77) is associative and the element id ∈ gl(n) is the identity
element for this law. This makes the set of all admissible series into a monoid. Naturally,
we say that an admissible series γ ∈ R [[ζ ]] is invertible if there exists an admissible series
γ−1 ∈ R [[ζ ]] such that
γ · γ−1 = γ−1 · γ = id. (4.78)
This leads us to the following denition.
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Denition 4.4.5 (Formal loop group). We call a (formal) admissible loop any power series
γ ∈ R [[ζ ]] which is invertible for the Cauchy product (4.77). We denote LG(n), and call the
(formal) loop group, the multiplicative group of admissible loops, i.e.
LG(n) = {γ ∈ R [[ζ ]] | γ is admissible (4.76) and invertible (4.78)} ,
where R = gl(n)[[λ, λ−1, t]].
We now explain how this relates to computing eΞ(t;λ)eX for X ∈ g− and Ξ(t; λ) =
∑
j ∈E+ tjΛj .
First, we dene a map Φ : g→ g [ζ ], dened by
Φ : X =
∑
I ∈Z
XIλ
I 7−→ Xζ :=
∑
I ∈Z
XIλ
Iζ |I |
(where the sum over Z is nite). Now for any X =
∑
I ∈ZXIλ
I (where the sum is nite), we can
dene the exponential of Xζ by
exp(Xζ ) =
∑
k≥0
1
k!
[∑
I ∈Z
XIλ
Iζ |I |
]k
.
In the above equation, the product XIX J is dened as the matrix product within the represen-
tation we chose. Then eXζ ∈ LG(n), i.e. is an admissible loop. Indeed, it suces to write
exp(Xζ ) =
∑
I ∈Z
λI
∑
k≥0
1
k!
∑
I1, ..., Ik ∈Z
I1+· · ·+Ik=I
ζ |I1 |+· · ·+ |Ik |XI1 · · ·XIk .
Since |I1 | + · · · |Ik | ≥ |I |, it follows that eXζ is an admissible loop; its inverse is e−Xζ .
We now apply that same construction to
Ξ(t; λ) =
∑
j ∈E+
tjΛ
j .
The map Φ : g→ g[ζ ] naturally extends to a map Φ : g [[t]] → g [[t]] [ζ ]. The Λj ’s are not ho-
mogeneous, although, since g−∩g+ = , we can decompose each Λj though the homogeneous
gradation with only positive powers of λ; we write Λj =
∑
Λj, Iλ
I . Then
Ξ(t; λ) =
∑
I ≥0
FI (t)λI , FI (t) =
∑
j ∈E+
tjΛj, I .
We assume FI (t) to be a nite sum, meaning that for a xed I ≥ 0, there is only nitely many
Λj ’s such that valλ Λj ≤ I . This will be realized by the matrix representations we choose (see
Appendix A). We dene
Ξζ (t; λ) :=
∑
I ≥0
FI (t)λIζ |I | = Φ(Ξ(t; λ)).
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Then there is no obstruction to dening
exp
(
Ξζ (t; λ)
)
=
∑
k≥0
1
k!
[∑
I ≥0
FI (t)λIζ |I |
]k
=
∑
I ∈Z
λI
∑
k≥0
1
k!
∑
I1, ..., Ik ≥0
I1+· · ·+Ik=I
ζ |I1 |+· · ·+ |Ik |FI1(t) · · · FIk (t).
It is not hard to see that the coecient in λI is a well dened power series in t. Therefore,
eΞζ (t;λ) is an admissible loop with inverse e−Ξζ (t;λ).
Now let X ∈ g−, i.e. with only negative powers of λ. Let us denote γ = eXζ and д(t) =
eΞζ (t;λ); these loops have the form
γ =
∑
I ≥0
γ−Iλ
−I = id + O(λ−1), д(t) =
∑
I ≥0
дIλ
I = id + O(λ),
with valζ γ−I ≥ I and valζ дI ≥ I . The Cauchy product of д(t) and γ can be written as
Jγ (t) := д(t) · γ =
∑
I ∈Z
λI
∑
J ≥max{0,−I }
дI+Jγ−J
=
∑
I ≥0
λI (дIγ0 + дI+1γ−1 + · · · ) +
∑
I<0
λI (д0γ−I + д1γ−I−1 + · · · ) .
We easily see, once again, that this is indeed an admissible loop in the sense of Equation (4.76).
Moreover, if we dene
J+γ =
∑
I ≥0
γ−Iλ
I = id + O(λ), J−γ (t) =
∑
I ≥0
дIλ
−I = id + O(λ−1),
then Jγ (t) admits two factorization:
Jγ (t) = д(t) · γ = J−γ (t) · J
+
γ . (4.79)
The above equation will be important in the sequel for the Borodin–Okounkov formula. In
what follows, we will write X = Xζ and Ξ(t; λ) = Ξζ (t; λ) when there is no ambiguity.
Laurent block matrices and formal loops
Following the denition of the formal loop group, letHn be the subspace of formal power series
over Z in a parameter λ, say v =
∑
I ∈ZvIλ
I , with entries vI ∈ Cn [[ζ ]] such that valζ vI ≥ |I |,
i.e.
Hn =
{
v =
∑
I ∈Z
vIλ
I
 vI ∈ Cn [[ζ ]] , valζ vI ≥ |I |
}
⊂ Cn[[λ, λ−1, ζ ]].
The space Hn is spanned by the standard family of vectors {eαλI | α ∈ {1, . . . ,n}, I ∈ Z},
where eα is the column vector with 1 at the α-th position and 0 elsewhere. With respect to this
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basis, a vector v =
∑
I ∈ZvIλ
I ∈ Hn can be identied with its coordinates in the topological
basis {λI | I ∈ Z} (w.r.t. the topology induced by the gradation):
v ∼
©­­­­­­­«
...
v−1
v0
v1
...
ª®®®®®®®¬
vI =
∑
A≥ |I |
ζ A
n∑
α=1
vαI,Aeα ∈ C
n [[ζ ]] .
We denote byH+ andH− the subspaces consisting of vectors with only nonnegative and neg-
ative powers of λ respectively, i.e.
H+ =
{∑
I ≥0
vIλ
I
}
⊂ Cn[[λ, ζ ]], H− =
{∑
I<0
vkλ
I
}
⊂ λ−1Cn[[λ−1, ζ ]].
We denote
pr+ : H → H+, pr− : H → H−
the projections onH+ andH− respectively.
Given an admissible loop γ =
∑
I ∈Z γIλ
I ∈ LG(n) we can dene an action of γ on v by a
Cauchy product:
γv =
∑
I ∈Z
λI
∑
J ∈Z
γI−Jv J ∈ H
n (4.80)
Thanks to the assumption of admissibility (valζγI , valζvI ≥ |I |), this action is well dened (the
expansion in ζ contains only nitely many terms for each power λIζ A). It follows from Equa-
tion (4.80) that γ admits an innite-dimensional “Z × Z” matrix representation as
L(γ ) :=
(
γI−J
)
I, J ∈Z =
©­­­­­­­­­­«
. . .
. . .
. . .
. . . γ0 γ−1 γ−2
. . . γ1 γ0 γ−1
. . .
γ2 γ1 γ0
. . .
. . .
. . .
. . .
ª®®®®®®®®®®¬
. (4.81)
The matrix L(γ )we call the Laurent matrix ofγ . We haveγv = L(γ )v , where the second product
is the standard product of matrices. It follows that
γ · γ̃ = L(γ ) · L(γ̃ ),
making the Laurent matrix map into a homomorphism
L : LG(n) →
{
(γI−J )I, J ∈Z
 γK ∈ C [[ζ ]] , valζ γK ≥ |K |}
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Notations. We shall emphasize the important distinction, hereafter, between capital indices
I , J and small indices i, j. Capital indices I , J denote “block indices” in the sense that the coef-
cient γI of a loop γ =
∑
I ∈Z γIλ
I is a matrix in γI ∈ GL(n). On the other hand, small indices
i, j will denote “usual indices” of a matrix, e.g. (γI )i, j ∈ C. For the Laurent matrix of a loop, the
relation between the block indices and the usual indices is given in the following relation:
L(γ )In+α, Jn+β = (γI−J )α+1,β+1, I , J ∈ Z, α , β ∈ {0, . . . ,n − 1}.
For any admissible loop γ ∈ LG(n) of the form
γ = id + O(λ−1),
we associate the subspaceWγ ⊂ Hn dened byWγ = γ (Hn+ ). The following lemma is the basis
for the Grassmannian interpretation of the sequel.
Lemma 4.4.6. For any admissible loop of the form γ = id + O(λ−1), the subspaceWγ = γ (H+)
ofH satises the following,
(i) The map pr+ |Wγ : Wγ →H+ is a linear isomorphism;
(ii) λζ ·Wγ ⊂Wγ .12
Proof. Point (ii) is direct: For any v =
∑
I ≥0vIλ
I ∈ H+, we have
λζ · v =
∑
I ≥0
λI+1ζvI =
∑
I ≥1
λIζvI−1.
Yet by denition valζvI−1 ≥ |I − 1|, therefore valζ ζvI−1 ≥ |I − 1| + 1 ≥ |I | (by the reverse
triangular inequality). Therefore, λζ · v ∈ H+ too and so λζ · γ (v) = γ (λζ · v) ∈Wγ .
We now prove point (i). To do so, we will prove that the map pr+ |Wγ is injective and then
surjective. Let w = γ (v) ∈ Wγ be a nonzero element and let us assume that pr+w = 0. The
vector w = γ (v) can be written as
w =
∑
I ∈Z
λI
∑
J ≥0,
J ≥I
γI−Jv J .
Thus we get the equation
pr+w =
∑
I ≥0
λI
∑
J ≥I
γI−Jv J = 0.
For any I ≥ 0, and since γ0 = id, this expands as
vI + γ−1vI+1 + γ−2vI+2 + · · · = 0. (4.82)
12Notice that here we must include ζ in the factor λζ because of our denition of admissible loops and vectors.
(As we can see in the proof.) But that can be simply seen as a consequence of the morphism γI λI 7→ γI λI ζ [I | that
allows us to treat things in a purely algebraic setup. This is a dierence with other article dealing with this topic
(e.g. [BO00, CW15a])
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Now notice that in terms of ζ valuations, valζvI ≥ I while valζγ−1vI+1 ≥ I + 2 (since I ≥ 0).
Therefore, if we denote vI =
∑
A≥I ζ
AvAI , Equation (4.82) implies that v
I
I = v
I+1
I = 0. But,
applied to order λI+1, it also implies that v I+1I+1 = v
I+2
I+1 = 0, so that valζvI+1 ≥ I + 3 now, so that
valζγ−1vI+1 ≥ I + 4. But then looking back at Equation (4.82), we must have v I+2I = v
I+3
I = 0.
And so on: applying the same argument recursively we get that vAI = 0 for all A ≥ I , meaning
that v = 0. Thus pr+ |Wγ is injective.
We now prove that it is surjective. We consider an arbitrary u =
∑
I ≥0 λ
IuI ∈ H+ and we
want to nd some v =
∑
I ≥0 λ
IvI ∈ H+ such that pr+γ (v) = u; i.e. we want to nd v such that∑
I ≥0
λI
∑
J ≥I
γI−Jv J =
∑
I ≥0
λIuI .
For each value of I ≥ 0, this expands as
vI + γ−1vI+1 + γ−2vI+2 + · · · = uI
Now with very similar arguments as for the injectivity, we can expand both sides of the above
in powers of zeta and ne that
v II = u
I
I ; v
I+1
I = u
I+1
I ;
this xes v II and v
I+1
I . But applied to λ
I+1, it also xes v I+1I+1 = u
I+1
I and v
I+2
I+1 = u
I+2
I+1 . Therefore,
the equation in λIζ I+2 and λIζ I+3 reads v I+2I + γ−1v
I+1
I+1 = u
I+2
I and v
I+3
I + γ−1v
I+2
I+1 = u
I+3
I , i.e.
v I+2I = u
I+2
I − γ−1u
I+1
I+1, v
I+3
I = u
I+3
I − γ−1u
I+2
I+1 .
And so on, this determines v (and therefore w = γ (v)) recursively. Thus pr+ |Wγ is surjective.
This concludes the proof. 
Conversely, one associate such a loop γ = id + O(λ−1) to any subspace W ⊂ Hn which
satises the condition
λζ ·W ⊂W , pr+ |W : W
∼
−→ Hn+ .
The set of all such subspaces is what we call the “big cell” associate toHn ; we denote Gr0. The
notion of big cell was introduced by [SW85], although the idea was already present in [Sat81].
Hereafter we will identify any admissible loop γ ∈ LG(n) of the form γ = id + O(λ−1) with
the element Wγ ∈ Gr0 such that Wγ = γ (H+). We identify Wγ with the Z≥0 × Z matrix that
represents the map γ |Hn : Hn →Wγ , namely:
Wγ ∼
(
γI−J
)
I ∈Z, J ≥0 =
©­­­­­­­«
...
...
... . .
.
id γ−1 γ−2 · · ·
0 id γ−1 · · ·
0 0 id · · ·
...
...
...
. . .
ª®®®®®®®¬
.
In what follows, we will drop the superscript n and simply denoteH = Hn .
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Toeplitz and Hankel block matrices
Besides the Laurent matrix of a loop γ =
∑
I ∈Z γIλ
I , we introduce the two following block
matrices; all of them are Z≥0 × Z≥0 matrices:
T(γ ) =
(
γI−J
)
I, J ≥0 , H(γ ) =
(
γI+J+1
)
I, J ≥0 , H(γ ) =
(
γ−I−J−1
)
I, J ≥0 .
The matrix T(γ ) we call the block Toeplitz matrix associated to γ the matrices H(γ ) and H̃(γ )
we call the Hankel block matrices. These matrices can be visualized as follows:
T(γ ) =
©­­­­­­«
γ0 γ−1 γ−2
γ1 γ0 γ−1
. . .
γ2 γ1 γ0
. . .
. . .
. . .
. . .
ª®®®®®®¬
, H(γ ) =
©­­­­­­«
γ1 γ2 γ3
γ2 γ3 γ4
. . .
γ3 γ4 γ5
. . .
. . .
. . .
. . .
ª®®®®®®¬
.
(The matrix H̃(γ ) is the same as H(γ ) but with negative indices). Now introduce the following
involution onH :
ι : H −→ H
v(λ) 7−→ λ−1v(λ−1).
Is is clear that ι2 = id and that the restrictions ι : H+ → H− and ι : H− → H+ are bijective.
Then it is not hard to show that the Toeplitz and Hankel matrices are the matrix representations
of the following endomorphisms:
T(γ ) = pr+ · γ |H+ , H(γ ) = pr+ · γ · ι |H+ , H̃(γ ) = ι · pr− · γ |H+ .
Now the Toeplitz and Hankel matrices are not homomorphisms, contrary to the Laurent matrix,
yet the following lemma holds [BS99].
Lemma 4.4.7. Given two loops γ1,γ2, the following identity holds,
T(γ1) · T(γ2) = T(γ1 · γ1) − H(γ1) · H̃(γ2).
In particular, T(γ1) · T(γ2) = T(γ1 · γ1) whenever T(γ1) is upper triangular or T(γ2) is lower trian-
gular.
Proof. It suces to use the denition of these matrices:
T(γ1) · T(γ2) = pr+ · γ1 · pr+ · γ2 |H+
= pr+ · γ1 · (id − pr−) · γ2 |H+
= pr+ · γ1 · γ2 |H+ − pr+ · γ1 · ι · ι · pr− · γ2 |H+

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The Sato–Segal–Wilson tau function
In this section, we give a denition of a tau function associated to a loop γ = id + O(λ−1),
or equivalently to a point Wγ ∈ Gr0, called the Sato–Segal–Wilson tau function, following
[CW15a]13. It originally appeared in a certain form in [Sat81] and [SW85]. One of the aimes is
to identify this tau function with the limit of certain Toeplitz determinant and then with a tau
function of the g-DS hierarchy. We dene the following maps:
Ω+ = pr+ · γ |H+ : H+ →H+, Ω− = pr− · γ |H+ : H+ →H−,
along with
hW = Ω− · (Ω+)
−1 = pr− |W · (pr+ |W )
−1 : H+ →H−.
These maps are well dened since, by hypothesis, pr+ |W is bijective.
Recall the power series
д(t) = exp (Ξ (t; λ)) = id + O(λ).
Consider the following submatrices of the Laurent matrix of д,
a =
(
дI−J
)
I, J ≥0 , b =
(
дI−J
)
I ≥0, J<0 , d =
(
дI−J
)
I, J<0 .
They are the matrices of the following maps,
a = pr+ · д |H+ , b = pr+ · д |H− , d = pr− · д |H− .
Notice that actually a = д |H+ since by the form of д, we see that д(H+) ⊂ H+. The latter
also implies that the map pr− · д |H+ vanishes identically. Consequently, the loop д admits the
following block matrix representation,
д =
(
a b
0 d
)
.
Denition 4.4.8 (Sato–Segal–Wilson tau function [SW85]). LetWγ ∈ Gr0 be a subspace and
let д = exp (Ξ(t; λ)). We call the Sato–Segal–Wilson the formal power series
τ̂Wγ = det
(
id + a−1 · b · hWγ
)
= det
(
id + b · hWγ · a
−1
)
.
For now, it is unclear why the determinant that denes τ̂Wγ (t) is well dened. This will be
solved by the following lemma.
Lemma 4.4.9. For any X ∈ g− and associated loop γ = eX , the following identity holds,
bhWγ a
−1 = −H(д−1γ )H̃(γ−1д)
13We shall emphasize that the terminology tau function here anticipates the fact that it will indeed be identitied
with a tau function of the DS hierary, see Section 4.4.2.
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Proof. First, we write
a−1 = pr+д
−1 |H+ , b = pr+д |H− ,
Ω−1+ = pr+γ
−1 |H+ , Ω− = pr−γ |H+ .
Therefore,
bhWγ a
−1 = pr+дpr−γpr+γ
−1д−1 |H+ .
On the other hand, since ι2 = id, we have
H(дγ )H̃(γ−1д−1) = pr+дγpr−γ
−1д−1 |H+ .
Therefore, its suces to prove that (hereafter we underline the summands for clarity)
pr+дγpr−γ
−1д−1 + pr+дpr−γpr+γ
−1д−1 |H+ = 0.
Then it suces to use pr− = id − pr+ and the fact that Ω+ = pr+γ |H+ and Ω−1+ = pr+γ−1 |H+ :
pr+дγpr−γ
−1д−1 + pr+д(id − pr+)γpr+γ
−1д−1 |H+
= pr+дγpr−γ
−1д−1 + pr+дγpr+γ
−1д−1 − pr+дpr+γpr+γ
−1д−1 |H+
= pr+дγγ
−1д−1 − pr+дΩ+Ω
−1
+ д
−1 |H+
= id − id |H+ = 0.

Now thanks to Lemma 4.4.9, the Sato–Segal–Wilson tau function can be written as
τ̂Wγ = det
(
1 − H(дγ )H̃(γ−1д−1)
)
.
Notice that because the loops д(t) andγ are admissible, the entries of H(дγ )I, J and H̃(γ−1д−1)I, J
have valuation greater than |I + J + 1|. In particular, both these Hankel matrices are Hilbert–
Schmidt operators in the sense that the norm
| |H(дγ )| |2 =
∑
I, J ≥0
|H(дγ )I J |2
converges for the topology induced by the valuation (it suces to see that the partial sums
form a Cauchy sequence). Then the product of two Hilbert–Schmidt operators is of trace class
and the determinant det(id+T ) withT trace-class is a well dened Fredholm determinant. We
refer to [Sim05] for more details.
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The Borodin–Okounkov formula and a formal Szegő–Widom theorem
In this section, we identify the Sato–Segal–Wilson with the limit of the Toeplitz determinant
of the loop дγ by means of the Borodin–Okounkov formula and a formal version of the Szegő–
Widom theorem; we still follow [CW15b].
Besides the innite Z≥0 × Z≥0 Toeplitz matrix, we associate to a loop ϕ =
∑
I ∈Z ϕλ
I the
following matrix:
TN (ϕ) =
(
ϕI−J
)N
I, J=0 =
©­­­­«
ϕ0 ϕ−1 · · · ϕ−N
ϕ1 ϕ0 · · · ϕ−N+1
...
...
. . .
...
ϕN ϕN−1 · · · ϕ0
ª®®®®¬
,
called the N -truncated block Toeplitz matrix. We denote its determinant
DN (ϕ) := detTN (ϕ).
Moreover, we denote pN : H+ → H+ the projection on the subspace of power series of the
form
∑N
I=0vIλ
I and qN = id − pN . Finally, if ϕ is admissible, we denote
Z(ϕ) = det
(
id − H(ϕ)H̃(ϕ−1)
)
,
which, as noted an the end of the previous section, is a well dened Fredholm determinant. We
can now present the celebrated Borodin–Okounkov formula as it appeared in [BW00].
Theorem 4.4.10 (Borodin–Okounkov formula [BO00]). Let ϕ ∈ LG(n) be an admissible loop
such that ϕ = ϕ+ϕ− = ψ−ψ+ admits two distinct factorizations such that
ψ−(∞) = ϕ−(∞) = id, ψ+(0) = id + N+, ϕ+ = id +M+,
where N+ andM+ are strictly lower triangular matrices. Then for any N ≥ 1,
DN (ϕ) = Z(ϕ) det (id − KN (ϕ)) ,
where KN (ϕ) = qNK(ϕ)qN and
K(ϕ) = H(ϕ−ψ−1+ )H̃(ψ
−1
− ϕ+).
Notice that KN (ϕ) is an innite matrix but its determinant is a well dened Fredholm determi-
nant for the same reasons Z(ϕ) is. We refer to [CW15b] (Theorem 2.3) for a proof of Theorem
4.4.10 which is adapted to the present case of formal matrix-valued power series; the proof fol-
lows that of [BW00]. As a corollary, we obtain a formal version of the Szegő–widom theorem
(see [Wid76] for example).
Corollary 4.4.11. Under the conditions of Theorem 4.4.10, we have
lim
N→∞
DN (ϕ) = Z(ϕ) = det
(
id − H(ϕ)H̃(ϕ−1)
)
. (4.83)
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Proof. Using the Borodin–Okounkov formula,
logZ(ϕ) − logDN (ϕ) = log (det(id − KN (ϕ)) .
Then, it is not hard to see that the entries of KN (ϕ) have a valuation greater or equal to Nh, so
that
val (logZ(ϕ) − logDN (ϕ)) ≥ Nh,
which implies that Equation (4.83) holds. 
Now to identify the Sato–Segal–Wilson tau function with the limit of the Toeplitz determinant
of Jγ = д−1γ , it suces to show that Jγ satises the assumptions of the Borodin Okounkov
theorem. First, as noted at the beginning of Section 4.4.1,
Jγ = дγ = J
−
γ Jγ
+
Therefore, Jγ admits two dierent factorizations, with д, J+γ ∈ id+O(λ) and γ , J−γ ∈ id+O(λ−1).
So Jγ satises the assumptions of Theorem 4.4.10.
Corollary 4.4.12 ([CW15b]). For any loop γ = id + O(λ−1) and Jγ (t) = д(t) · γ , the following
identity holds,
τ̂Wγ (t) = limN→∞DN (Jγ (t)) =: D∞(Jγ (t)).
4.4.2 Relation with the tau functions of the DS hierarchies
The matrix wave function
We start this section by dening the notion of matrix wave (or Baker-Akhiezer) function as-
sociated to a loop γ = id + O(λ−1) and the power series д(t) = exp(Ξ(t)) as dened in [Dic03]
(see Denition 12.1.3) and given again in [CW15b] (see Denition 2.9).
Denition 4.4.13. Let γ = id + O(λ−1) and the associated point of the big cell Gr0 3 Wγ =
γ (H+). We say that a loop w(t) ∈ LG(n) is a wave function (or Baker-Akhiezer) function
associated to γ if
(i) For any v ∈ H+, we have w(t)v ∈Wγ ;
(ii) pr+ · д(t) ·w(t) = idH .
This denition is to be compared with the notion of wave function in KP theory and the bilinear
identity developed in Section 3.3.
Lemma 4.4.14. For any loopγ = id+O(λ−1), the following function is a wave function associated
to γ :
w(t) = д−1(t)J−γ (t).
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Proof. For point (i), it amounts to proving that for anyv ∈ H+, we haveγ−1w(t)v ∈ H+. Indeed,
γ−1w(t)v = γ−1д−1(t)J−γ (t)v
= (J−γ (t)J
+
γ (t))
−1 J−γ (t)v
= (J+γ (t))
−1v,
the latter belongs toH+ since (J+γ (t))−1 = id + O(λ). Point (ii) is immediate since
pr+ · д(t)w(t) = pr+ · J
−1
γ (t) = id.

Then in [CW15a], and in analytical context which adapts to our formal context, the authors
related the Sato–Segal–Wilson tau function with the wave function via the following theorem
(see Theorem 2.11 and Corollary 2.12 of [CW15a]).
Theorem 4.4.15 ([CW15a]). Given a pointWγ ∈ Gr0 and its associated wave functionw(t), the
following identity holds, for any j ∈ E+,
∂ log τ̂Wγ
∂tj
= −
∮
dλ
2iπ
tr
(
∂w
∂λ
w−1Λj
)
, (4.84)
where the contour integral is to be understood as the sum of all residues; the trace is to be understood
as the trace of the representation we chose.
Theorem 4.4.15 can be understood as a generalization of 3.3.7 in KP theory. Indeed, in the latter
the wave function is scalar and related to the tau function by
w(t; λ) =
τ (t − [λ−1])
τ (t)
д−1(t), д(t) = exp
(∑
i≥1
tiλ
i
)
.
Let us verify that in this scalar case the KP wave function satises Equation (4.84). First, Equa-
tion (4.84) is equivalent to
∂ log τ̂Wγ
∂tj
= −
∮
dλ
2iπ
tr
(
∂w
∂λ
w−1
∂д
∂tj
д−1
)
Then, the trace is the identity, so it reduces to∮
dλ
2iπ
∂w
∂λ
w−1
∂д−1
∂tj
д = −
∮
dλ
2iπ
∂τ (t − [λ−1])
∂λ
1
τ (t − [λ−1])
λj
= −
∮ ∑
i≥1
∂ logτ (t − [λ−1])
∂ti
λj−i−1 = −
∂ logτ
∂tj
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Sato–Segal–Wilson vs. Drinfeld–Sokolov tau functions
We now make the link between the Sato–Segal–Wilson tau function and the Drinfeld–Sokolov
tau function as dened by Wu [Wu17] in (4.74): given a dressing operator Θ,
∂ logτΘ
∂tj
=
(
ΘΛjΘ
−1)
c .
Recall that the dressing operator Θ = eU eΩ = id + O(λ−1) ∈ ĝ − [[t]]. The following lemma
connects the wave function w(t) and the dressing operator Θ(t) in the case where the initial
data γ = id + O(λ−1) is taken as γ = Θ−1 |t=0 [CW15a].
Lemma 4.4.16. Let Θ ∈ ĝ − [[t]] be an arbitrary solution of the g-DS hierarchy and let γ =
Θ−1 |t=0 = id + O(λ−1). Then the corresponding wave function is given by
w(t) = д−1(t)Θ−1(t).
Moreover, if τWγ (t) is the Sato–Segal–Wilson tau function associated to γ , then Equation (4.84)
becomes the following,
∂ log τ̂Wγ
∂tj
=
∮
dλ
2iπ
tr
(
∂Θ
∂λ
ΛjΘ
−1
)
(4.85)
Proof. First, we clearly have pr+д(t)w(t) = pr+Θ−1(t) = id. So it remains to prove that for any
v ∈ H+, we have γ−1w(t)v ∈ H+. Let us denote ŵ(t) = γ−1w(t), then
∂tjw = −д
−1ΛjΘ
−1 − д−1Θ−1(∂tjΘ)Θ
−1
= −д−1Θ−1(ΘΛjΘ
−1) + д−1Θ−1(ΘΛjΘ
−1)−
= −w(ΘΛjΘ
−1)+. (4.86)
Therefore, ŵ−1∂tjŵ = w−1∂tjw = −(ΘΛjΘ−1)+ ∈ g+ [[t]]. Moreover the initial condition of
ŵ(t) reads
ŵ(t)|t=0 = γ−1
(
д(t)Θ−1(t)
)
|t=0 = γ
−1γ = 1, (4.87)
since д(t)|t=0 = e0 = 1 and γ = Θ−1(t)|t=0. Now, Equations (4.86) and (4.86) together imply that
ŵ(t) contains only nonnegative powers of λ, hence the result. Then to prove Equation (4.85)
it suces to use the analyticity of д, the commutativity within the trace and an integration by
part:
∂ log τ̂Wγ
∂tj
= −
∮
dλ
2iπ
tr
(
∂д−1Θ−1
∂λ
ΘдΛj
)
= −
∮
dλ
2iπ
tr
(
∂д−1
∂λ
дΛj + д
−1 ∂Θ
−1
∂λ
ΘдΛj
)
= −
∮
dλ
2iπ
tr
(
∂Θ−1
∂λ
ΘΛj
)
=
∮
dλ
2iπ
tr
(
∂Θ
∂λ
ΛjΘ
−1
)

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We can now state the main theorem of this section.
Theorem 4.4.17 ([CW15a]). LetΘ be a solution of the g-DS hierarchy and let τΘ be the associated
tau function. Let γ = Θ−1 |t=0 = id + O(λ−1) and let τ̂Wγ be the associated Sato–Segal–Wilson tau
function. Then
logτΘ = κ log τ̂Wγ ,
where κ is dened by (Y ,Z )0 = κ · tr(π (Y )π (Z )) for all Y ,Z ∈ g̊.
We proceed by two lemmas; we give the proofs of [CW15a].
Lemma 4.4.18. For any A,B ∈ g, the following identity holds,
[A,B]c = κ
∮
dλ
2iπ
tr ((∂λA)B) .
Proof. It suces to prove the identity on elements of the form Xλp ,Yλq ∈ g with X ,Y ∈ g̊ and
p,q ∈ Z. By the denition (4.15), we have[
Xλp ,Yλq
]
c = κpδp+q,0tr(XY ).
On the other hand,∮
dλ
2iπ
tr
(
(∂λXλ
p )Yλq
)
=
∮
dλ
2iπ
pλp+q−1tr(XY ) = pδp+q,0tr(XY ).

Lemma 4.4.19. For any X ∈ g− and Y ∈ g, the following identity holds,(
eXYe−X
)
c = κ
∮
dλ
2iπ
tr
(
(∂λeX )Ye−X
)
.
Proof. To simplify notations, we write X ′ = ∂λX and 〈X 〉 =
∮
dλ
2iπ trX . First, we have
∂λeX =
∑
p≥0
1
p!
p−1∑
q=0
XqX ′Xp−q−1.
Let us denote 〈(∂λeX )Ye−X 〉 =
∑
m≥1 Rm with
Rm = 〈
m−1∑
k=0
(−1)r
(m − k)!k!
[
m−k−1∑
j=0
X jX ′Xm−k−j−1
]
YX k 〉.
178 Chapter 4. Polynomial tau functions of the DS hierarchies and Schur polynomials
We rewrite Rm as
Rm = 〈
m−1∑
k=0
(−1)k
(m − k)!k!
X ′
m−k−1∑
j=0
X jYX k 〉
=
1
m!
〈X ′
m−1∑
j=0
m−j−1∑
k=0
(−1)k
(
m
k
)
X jYXm−1−j 〉
=
1
m!
〈X ′
m−1∑
j=0
(−1)m−1−j
(
m − 1
m − 1 − j
)
X jYXm−1−j 〉
=
1
m!
〈X ′(adX )m−1Y 〉,
where in the third equation we have used the recursion relation
(m−1
k
)
−
( m
k+1
)
= −
(m−1
k+1
)
. By
Lemma 4.4.18, it follows that
〈(∂λeX )Ye−X 〉 =
1
κ
∑
m≥1
1
m!
[
X , (adX )m−1Y
]
c
=
1
κ
∑
m≥1
1
m!
((adX )mY )c
=
1
κ
(eadXY )c =
1
κ
(eXYe−X )c

Proof of Theorem 4.4.17. Now it suces to use the denition (4.74) of Wu’s tau function for the
g-DS hierarchy, Lemma 4.4.19 and Equation (4.85), for all j ∈ E+,
∂ logτΘ
∂tj
=
(
ΘΛjΘ
−1)
c
=
∮
dλ
2iπ
tr
(
∂Θ
∂λ
ΛjΘ
−1
)
= κ
∂ log τ̂Wγ
∂tj
.
Therefore, logτΘ and log τ̂Wγ dier from a linear function of the variables tj , which, in our
framework, amounts to their coincidence. 
It remains to derive Theorem 4.4.1 (which we stated at the beginning of Section 4.4) from
Theorem 4.4.17 (which we just proved). Let us rst ecall Theorem 4.4.1; notice that from now
on we denote det = D∞.
Theorem 4.4.20 ([CW15a]). Let X ∈ g− and let Ξ(t; λ) =
∑
j ∈E+ tjΛj . Then
τX :=
[
det
(
eΞ(t;λ)eX
)]κ
,
is a tau function of the g-DS hierarchy.
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First, since we chose Jγ = дγ , by Corollary 4.4.12, we have
τ̂Wγ = limN→∞DN
(
eΞ(t;λ)eX
)
=: det
(
eΞ(t;λ)eX
)
.
Moreover, γ = Θ−1 |t=0 and, as noted at the beginning of Section 4.4, for anyX ∈ g− there exists
Θ such that Θ|t=0 = e−X . Therefore, if we denote ΘX the solution associated to the initial data
ΘX |t=0 = e−X , we can write
logτX := logτΘX = κ logτWγ = κ det
(
eΞ(t;λ)eX
)
.
In particular,
τX =
[
det
(
eΞ(t;λ)eX
)]κ
.
4.5 Polynomial tau functions of the DS hierarchies
and Schur polynomials
4.5.1 Young diagrams expansion of the tau function
Preliminaries on notations
We denote Y the set of integer partitions (‘Y’ for Young diagrams; see below), i.e. the set of
decreasing nite sequences of positive integers, i.e.
Y = {µ = (µ1, . . . , µr ) ⊂ Z≥1 | r ≥ 0, µi ≥ µi+1}
We denote `(µ) = r and call it the length of µ. If `(µ) = 0 the partition is denoted µ =  and
called the empty partition. We denote by
|µ | = µ1 + · · · + µ`(µ)
the weight of µ, i.e. the integer of which µ is a partition.
To any partition we associate a Young diagram as follows. Given a partition µ = (µ1 ≥
· · · ≥ µ`(µ)), its Young diagram is a table of squares, all ushed to the left, with `(µ) rows and
where row i contains µi squares; see Equation (4.88) for an example.
Using the Young diagram of a partition, we dene its Frobenius notation as follows. First,
denote d(µ) is the number of squares in the main diagonal of the Young diagram of µ (i.e. the
squares with coordinates (i, i), i = 1, . . . ,d(µ)). Denote ki the number of squares in row i that
are strictly to the right of square (i, i); denote li is the number of squares in column i that are
strictly below square (i, i). The integers ki , li and d(µ) determine µ; we denote
µ = (µ1, . . . , µ`(µ)) = (k1, . . . ,kd (µ) | l1, . . . , ld (µ))
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For example, the partition µ = (5441) has length `(µ) = 4, weight |µ | = 14, and can be written
in the Frobenius notation as µ = (421|310), as illustrated below.
ν = (5441) ↔ (4)
(2)
(1)
(1) (0)
(3)
↔ ν = (421|310) (4.88)
Let X ∈ g− and recall Ξ(t; λ) =
∑
j ∈E+ tjΛj . Let γ = eX and д(t) = eΞ(t;λ). Let their Laurent
matrices be denoted by
r := L(γ ), s(t) := L(д(t)).
We introduce the following determinants.
Denition 4.5.1. Let a partition µ ∈ Y. We call the Plücker coordinates of γ with respect to
the representation π : g̊→ gl(n) the determinant
rµ := det
(
ri−µi−1; j−1
)
i, j ∈[1, `(µ)] ∈ C. (4.89)
We call the generalized Schur polynomials of type (g,π ) the determinant
sµ (t) := det
(
si−1; j−µ j−1
)
i, j ∈[1, `(µ)] ∈ C[t]. (4.90)
We also set r = s = 1. For the adjoint representation π (X ) = adX ∈ End(g), we call sµ (t) the
intrinsic Schur polynomial of type g.
Moreover, we dene matrices DI J (t) and ZI J , for I , J ≥ 0, by
id − eΞ(t;λ) e−Ξ(t;µ)
λ − µ
=
∞∑
I, J=0
DI J (t) λI+1µ J+1, (4.91)
id − eX (λ) e−X (µ)
λ − µ
=
∞∑
I, J=0
ZI J λ
−I−1µ−J−1. (4.92)
The above equations are to be understood as formal expansion in the parameters λ, µ. Dene
s(i |j), r(i |j), for i, j ≥ 0, via
(DI J )ab = s(nI+a−1 |n J+n−b),
(ZI J )ab = r(I+n−a |n J+b−1),
where a,b ∈ {1, . . . ,n}. We call ZI J the matrix-valued ane coordinates and rX (i |j) the ane
coordinates. These matrices were introduced in [BY17] for case of sl(2).
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Young diagram expansion
The aim of this section is to prove the following theorem.
Theorem 4.5.2 ([CDY18]). The tau function τX (t) = [det (д(t) · γ )]κ of the g-DS hierarchy (cf.
Theorem 4.4.1) admists the following Young diagrams expansion,
τX (t)
1
κ =
∑
µ ∈Y
sµ (t) · rµ (4.93)
= 1 + s r + s r + s r + s r + · · ·
Moreover, if µ = (k1, . . . ,kd (µ) | l1, . . . , ld (µ)) is the Frobenius notation of µ and l = l1 + · · · ld (µ),
then sµ (t) and rµ have the following expressions
sµ (t) = det
(
s(ki |lj )
)
i, j ∈[1,d (µ)]
, rµ = (−1)l det
(
r(ki |lj )
)
i, j ∈[1,d (µ)]
. (4.94)
Remark 4.5.3. Notice that if we grade Young diagrams by setting deg µ = |µ | = µ1 + · · · + µ`(µ)
(i.e. the integer of which µ is a partition), then Equation (4.93) is a well dened power series
for this grading: each term of a given degree is a nite sum of sµrµ ’s and each sµrµ is a nite
determinant. Therefore, besides all that was said in the previous sections, Equation (4.93) gives
an intrinsic formal expansion of the tau function.
Remark 4.5.4. In the An case, if one chooses the fundamental representation An ' sl(n + 1),
then the Schur polynomials sµ (t) are exactly the traditional Schur polynomials [Mac95] but
with the constraint tk (n+1) = 0.
Remark 4.5.5. Once Theorem 4.5.2 is proven, formula (4.94) is due to Giambelli type formula,
see e.g. [BY17, EH11, Mac95].
To prove Theorem 4.5.2 we will proceed in several lemmas. The rst one is a well known result,
although we wanted to present a rigorous proof to the reader.
Lemma 4.5.6. Let Y(m) be the following subset of Y,
Y(m) = {µ = (µ1 ≥ µ2 ≥ · · · ) ∈ Y | µ1 ≤ m, `(µ) ≤ m + 1} .
Let two rectangular matrices, S of size (m + 1) × (2m + 1) and R of size (2m + 1) × (m + 1), of the
specic form
S =
©­­­­«
S0,−m · · · S0,−1 1 0 · · · 0
...
. . .
. . .
. . .
...
1 0
Sm,−m · · · Sm,−1 Sm,0 · · · Sm,m−1 1
ª®®®®¬
, R =
©­­­­­­­­­­­­­­«
R−m,0 · · · R−m,m
...
...
R−1,0 A
A
R−1,m
1 . . . A
A
R0,m
0 . . .
...
...
. . . 1 Rm−1,m
0 · · · 0 1
ª®®®®®®®®®®®®®®¬
.
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For a partition µ ∈ Y(m), we dene determinants Rµ and Sµ in the same fashion as in Equation
(4.89). Then the following identity holds,
det SR =
∑
µ ∈Y(m)
SµRµ .
Notice that because of the specic denition of the matrices R and S , the determinants Rµ and
Sµ can only be dened for µ ∈ Y(m), hence the proposition. For example, if m = 1, one easily
computes that
det
(
S0,−1 1 0
S1,−1 S1,0 1
)
·
©­«
R−1,0 R−1,1
1 R0,1
0 1
ª®¬ = SR + S R + S R .
Proof. It is a particular case of the well known Cauchy–Binet formula (see e.g. [Gan00]). The
latter states that if A is an n × n′ matrix and B is an n′ × n matrix, then the determinant of AB
is the sum of the product of the minors over all minors of size n; in other words,
detAB =
∑
1≤i1< · · ·<in ≤n

A1,i1 · · · A1,in
...
...
An,i1 · · · An,in
 ·

Bi1,1 · · · Bin,n
...
...
Bi1,1 · · · Bin,n
 .
So let a sequence of m + 1 integers −m ≤ i1 < i2 < · · · < im+1 ≤ m. We can assume without
loss of generality that
(i1, . . . , ip , ip+1, . . . im+1) = (i1, . . . , ip ,p, . . . ,m), (4.95)
for some p ∈ {0, . . . ,m + 1}. If p = 0, the sequence reads (0, . . . ,m); if p =m + 1, the sequence
is simply such that im+1 < m. We dene
µk = k − ik − 1 k ∈ {1, . . . ,p}
Then we automatically have µk+1 ≤ µk from ik+1 > ik and it is not hard to see that µk ≥ 0
starting from ip+1 = p and then applying a backward induction to ip+1 > ip > ip−1 > . . .
Therefore, the µk ’s form a partition µ = (µ1 ≥ · · · ≥ µp ). If p = 0, the partition is the empty
partition µ = . Moreover, by construction we have µ1 = −i1 ≤ m and `(µ) = p ≤ m+1, so that
µ ∈ Y(m). Reciprocally, any partition of µ ∈ Y(m) of length `(µ) = p ∈ {0, . . . ,m+1} determines
a unique sequence (i1, . . . , im+1) satisfying Equation (4.95). This explains the expansion over
partitions of Y(m).
It remains to prove that given a sequence −m ≤ i1 < i2 < · · · < im+1 ≤ m satisfying
Equation (4.95) for some 0 ≤ p ≤ m + 1, and given µ = (µ1 ≥ · · · ≥ µp ) ∈ Y(m) the partition
it determines, the minors of R and S are respectively given by Equation (4.89). We prove it for
the matrix S .
 If p = m + 1, it is immediate: the partition µ has length `(µ) = m + 1 so that Sµ given in
Equation (4.89) is indeed the minor of sizem + 1 associated to the sequence (i1, . . . , im+1).
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 If p = 0, the sequence is given by (0, . . . ,m) for which the minor is the determinant
of a lower triangular matrix with 1’s on the diagonal and therefore equals 1; accordingly, the
associated partition is the empty partition µ = , for which we set S = 1.
 If 1 ≤ p ≤ m, the minor of S associated to the sequence (i1, . . . , im+1) has the form
S0,i1 · · · S0,ip 0 · · · 0
...
...
...
...
Sp−1,i1 · · · Sp−1,ip 0 · · · AA 0
Sp,i1 · · · Sp,ip 1 0 · · · 0
...
. . .
. . .
. . .
...
1 0
Sm,i1 · · · Sm,ip Sm,p · · · Sm,m−1 1

=

S0,i1 · · · S0,ip
...
...
Sp−1,i1 · · · Sp−1,ip
 . (4.96)
By denition, the right-hand side of the above equation is Sµ as dened in Equation (4.89);
which concludes the proof. 
We now come back to the Laurent matrices r = L(γ ) and s(t) = L(д(t)). For m ≥ 1, we dene
the following nite-size rectangular matrices:
sm(t) =
(
si, j (t) | i ∈ [0,m], j ∈ [−m,m]
)
, rm =
(
ri, j | i ∈ [−m,m], j ∈ [0,m]
)
.
These matrices have entries inC [[t, ζ ]]. Sinceγ = id+O(λ−1) andд(t) = id+O(λ), the matrices
sm(t) and rm have the form assumed in Lemma (4.5.6).
Lemma 4.5.7. The sequence (det (sm(t) · rm))m≥1 converges w.r.t. the topology induced by the
valuation in ζ . Moreover,
lim
m→∞
det (sm(t) · rm) =
∑
µ ∈Y
sµ (t) · rµ . (4.97)
Proof. Let us denote um := det (smsm(t)). Let N = bm/nc (the oor integer part of m/n, where
n is the dimension of the representation π : g̊ → gl(n) we chose). Then by Lemma 4.5.6, we
have ∑
µ ∈Y
sµ (t) · rµ − um =
∑
µ ∈Y\Y(m)
sµ (t) · rµ .
Now consider a partition µ ∈ Y \ Y(m) with minimal length `(µ) =m + 2, minimal µ1 =m + 1
and minimal weight |µ | = µ1 + · · · + µ`(µ). This is realized by µ = (m + 1, 1, . . . , 1). The minor
associated to µ reads
sµ =

s0,−m−1 1 0 · · · 0
s1,−m−1 s1,0 1
. . .
...
...
...
. . .
. . . 0
sm+1,−m−1 sm+1,0 · · · sm+1,m 1
 = s0,−m−1
(
s1,0 · · · sm+1,m − 1
)
.
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Therefore,
valζ sµ ≥ valζ s0,−m−1 ≥ |N |
since N = bm/nc. Clearly, limm→∞ valζ sµ = ∞. Moreover, any partition in Y \ Y(m) contains
terms of higher valuation in ζ , so that limm→∞ valζ
∑
µ ∈Y sµ (t) · rµ − um = ∞; this concludes
the proof. 
Now let ϕ = д(t) · γ and let TN (ϕ) be the associated N -truncated Toeplitz block matrix, which
we recall the denition below,
TN (ϕ) =
(
ϕI−J
)
I, J ∈[0,N ] .
To nally prove Theorem 4.5.2, we make the following observation.
Ifm = Nn, then the matrices sNn(t) and rNn admit a block decomposition:
sNn(t) =
©­­­­«
дN · · · д1 id 0 · · · 0
...
. . .
. . .
. . .
...
0
д2N · · · д1 id
ª®®®®¬
rNn =
©­­­­­­­­­­­­­«
γ−N · · · γ−2N
...
...
γ−1
id . . .
0 . . . γ−1
... id
0 · · · 0
ª®®®®®®®®®®®®®¬
Consequently, if we denote θnN = snN (t) · rnN , then in terms of blocks,
(θnN )I, J =
N∑
K=−N
дI−KγK−J , (TN (ϕ))I, J =
∑
K ∈Z
дI−KγK−J .
Therefore,
(TN (ϕ))I, J − (θnN )I, J =
+∞∑
K=N
дI−KγK−J + дI+Kγ−K−J .
Yet valζ
(
дI−KγK−J
)
≥ 2N−|I |−|J |; this holds forдI+Kγ−K−J as well. Now this computation was
done block-wise; we let the reader convince themselves that it implies that component-wise,
lim
m→∞
(θm)i, j = T (ϕ)i, j
for all i, j ≥ 0. This concludes the proof of Theorem 4.5.2.
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4.5.2 Polynomial tau functions and bilinear equations
Now consider the case where X ∈ g− is such that π (X ) is a nilpotent matrix. Then γ = eX
admits a nite expansion in negative powers of λ. It follows that for suciently large partitions,
the Plücker coordinates rµ of X vanish. As a consequence, we get the following corollary to
Theorem 4.5.2.
Corollary 4.5.8. For any X ∈ g− such that π (X ) is a nilpotent matrix, the function (τX )
1
κ is
polynomial.
Let us condense the above statement in what will hold as the leitmotiv of this chapter’s re-
mainder:
∀X ∈ g−, π (X ) is a nilpotent matrix =⇒ τX (t) 1κ is polynomial.
Although this has not been proven, there is strong indication that the above procedure, in th
A1 case, recovers all tau functions of KdV. For other cases though, we do not know if we would
recover all polynomial tau function. In what follows we compute the rst few polynomial tau
functions of the DS hierarchy of type g for g̊ = A1, A2, B2 and D4.
We will use the particular tau functions to deduce possible bilinear equations of small de-
grees. Note that each Drinfeld–Sokolov hierarchy has innitely many solutions. The usual
question is to nd particular solutions (and their tau-functions) to the DS hierarchy (e.g. to
solve all PDEs in this hierarchy together). Here, as we mentioned above, we will also con-
sider the reverse: deduce possible bilinear equations associated to a hierarchy from particular
solutions.
Remark 4.5.9. If κ = 1, then the tau function itself is a polynomial. Interestingly enough, in
the computations that we performed, even when κ = 1/2, we obtained some polynomial tau
functions; in other words, the nite sum in (4.93) is a perfect square.
Bilinear derivatives
The bilinear derivatives are operators Di1 · · ·Dik : C [[t]] ⊗C [[t]] → C [[t]], for i1 . . . , ik ∈ E+,
dened by the following identity: for any f ,д ∈ C [[t]],14
exp
(∑
i ∈E+
hiDi
)
(f ,д) = f (t + h)д(t − h).
For example,
Di (f ,д) =
∂ f
∂ti
д − f
∂д
∂ti
,
DiD j (f ,д) =
∂2 f
∂ti∂tj
д + f
∂2д
∂ti∂tj
−
∂ f
∂ti
∂д
∂tj
−
∂ f
∂tj
∂д
∂ti
.
The bilinear derivatives give a way to translate the g-DS hierarchy on the solution into equa-
tions on the tau function itself.
14Notice that each expressionDi1 · · ·Dik is a bilinear operator in itself is not the product ofDi1 toDik (this would
actually not make sense).
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Example 4.5.10. In the An case, the equations of the DS hierarchy, when translated onto the
tau function τ , are equivalent to the following two chains of bilinear equations (these can be
deduced from results of [DJKM83], they also appear in [ACvM12], Lemma 4.1):(
pk+1 ([D]) −
1
2D1Dk
)
(τ ,τ ) = 0,(
D1Dk −
1
2D2Dk−1 − D1pk ([D])
)
(τ ,τ ) = 0. (4.98)
In the above, [D] := (D1, 12D2,
1
3D3, . . .) while the pk ’s are the elementary Schur polynomials
which can be dened by
exp
(∑
i≥1
tiλ
i
)
=
∑
k≥1
pk (t)λk .
They were already introduced in Chapter 3, Equation (3.49). Notice that since we reduced to
the An case, all variables tk (n+1) = 0 because h = n + 1 (the Coxeter number of g̊).
The bilinear derivatives have a natural gradation given by degDi1 · · ·Dik = i1+ · · ·+ik . Denote
by HDSg the linear space of bilinear equations15 satised by the Drinfeld–Sokolov hierarchies
of type g, which decomposes into homogeneous subspaces
HDSg =
⊕
i≥0
HDS[i]g .
The gradation allows us to list all possible bilinear equations up to certain degree.
The A1 case
Let us chose the standard matrix realization g̊ = sl(2;C). Consider the following two elements
in λ−1g̊
[ [
λ−1
] ]
1
λ
F =
1
λ
(
0 0
1 0
)
,
1
λ
E =
1
λ
(
0 1
0 0
)
. (4.99)
The associated polynomial tau functions are
τ1 = 1 + t1, τ2 = 1 + t3 −
t31
3
(4.100)
respectively. Similarly, one computes polynomial tau functions corresponding to elements of
the form λ−kF , λ−kE, k ≥ 2. For example, for k = 2, we obtain
τ3 = 1 + 2t3 − t5t1 + t23 +
t31
3
+
1
3
t3t
3
1 −
1
45
t61 , (4.101)
τ4 = 1 − t3t7 + 2t5 + t25 + t
3
3t1 − t3t5t
2
1 − t3t
2
1 +
1
3
t7t
3
1 −
t51
15
−
1
15
t5t
5
1 +
1
105
t3t
7
1 −
t101
4725
, (4.102)
corresponding to λ−2F and λ−2E, respectively.
15The “H” in “HDS” stands for Ryugo Hirota who rst introduced the bilinear derivative, also called Hirota
derivatives [Hir76].
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Remark 4.5.11. Up to a certain ane transformation of the variables, the above polynomials
are the Adler–Moser polynomials studied in Chapter 1. This is no surprise since the Adler–
Moser polynomials recover all the polynomial tau functions KdV. Although we do not have
a proof of this statement, we believe that the procedure we use here allows to recover all the
Adler–Moser polynomials. A rst clue in this direction is by identifying the degree in t1 (which
characterizes each Adler–Moser polynomial).
Now consider all bilinear equations up to degree 4:
(β + α0D
2
1 + α1D
4
1 + α2D1D3)(τ ,τ ) = 0 (4.103)
where β,α0,α1,α2 are complex constants. Requiring that τ1,τ2 satisfy the above ansatz (4.103),
we nd that up to a multiplicative constant there is only one possible choice of coecients:
(D41 − 4D1D3)(τ ,τ ) = 0. (4.104)
Similarly up to degree 6, we nd out only two more possible linearly independent bilinear
equations that are satised by τ1,τ2,τ3,τ4
(D61 + 20D
3
1D3 − 96D1D5)(τ ,τ ) = 0, (4.105)
(D31D3 + 2D
2
3 − 6D1D5)(τ ,τ ) = 0, (4.106)
which are identied to two of the well-known bilinear equations for the hierarchy of type A1
(the KdV hierarchy) (see Example 4.5.10). Consequently, we have shown that
dimCHDS
[deg≤6]
A1
≤ 3.
Moreover, (4.104)–(4.106) are the three only possible choices of homogeneous basis (up to con-
stant factors) of HDS[deg≤6]
g̊
.
The A2 case
We still chose the standard matrix realization g̊ = sl(3;C). Consider for example the following
two elements in λ−1g̊
[ [
λ−1
] ]
:
X1 =
1
λ
©­«
0 0 0
a1 0 0
a2 a3 0
ª®¬ , X2 = 1λ ©­«
0 a1 a2
0 0 a3
0 0 0
ª®¬ , (4.107)
where a1,a2,a3 are arbitrary constants. The corresponding polynomial tau functions will be
denoted by τ1,τ2, respectively. We have
τ1 = 1 + a2t1 + 12a1t
2
1 −
1
2a3t
2
1 +
1
8a1a3t
4
1 −
1
160a
2
1a3t
6
1 +
1
160a1a
2
3t
6
1 −
1
1792a
2
1a
2
3t
8
1 + a1t2 + a3t2
+ 116a
2
1a3t
4
1t2 +
1
16a1a
2
3t
4
1t2 +
3
2a1a3t
2
2 −
1
8a
2
1a3t
2
1t
2
2 +
1
8a1a
2
3t
2
1t
2
2 +
1
32a
2
1a
2
3t
4
1t
2
2 +
1
4a
2
1a3t
3
2
+ 14a1a
2
3t
3
2 +
1
16a
2
1a
2
3t
4
2 −
1
4a
2
1a3t
2
1t4 −
1
4a1a
2
3t
2
1t4 −
1
2a
2
1a3t2t4 +
1
2a1a
2
3t2t4 −
1
4a
2
1a
2
3t
2
1t2t4
− 14a
2
1a
2
3t
2
4 +
1
2a
2
1a3t1t5 −
1
2a1a
2
3t1t5 +
1
4a
2
1a
2
3t1t7,
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τ2 = 1 − 18a1t
4
1 +
1
8a3t
4
1 +
1
20a2t
5
1 +
1
640a1a3t
8
1 −
1
358400a
2
1a3t
12
1 +
1
358400a1a
2
3t
12
1 −
1
90112000a
2
1a
2
3t
16
1
− 12a1t
2
1t2 −
1
2a3t
2
1t2 −
1
12800a
2
1a3t
10
1 t2 −
1
12800a1a
2
3t
10
1 t2 +
1
2a1t
2
2 −
1
2a3t
2
2 − a2t1t
2
2 +
1
16a1a3t
4
1t
2
2
− 1317920a
2
1a3t
8
1t
2
2 +
13
17920a1a
2
3t
8
1t
2
2 +
3
1126400a
2
1a
2
3t
12
1 t
2
2 −
1
320a
2
1a3t
6
1t
3
2 −
1
320a1a
2
3t
6
1t
3
2 −
3
8a1a3t
4
2
− 1128a
2
1a3t
4
1t
4
2 +
1
128a1a
2
3t
4
1t
4
2 −
1
10240a
2
1a
2
3t
8
1t
4
2 −
1
32a
2
1a3t
2
1t
5
2 −
1
32a1a
2
3t
2
1t
5
2 −
1
32a
2
1a3t
6
2 +
1
32a1a
2
3t
6
2
+ 1256a
2
1a
2
3t
4
1t
6
2 +
1
256a
2
1a
2
3t
8
2 + a1t4 + a3t4 +
1
1280a
2
1a3t
8
1t4 +
1
1280a1a
2
3t
8
1t4 −
3
2a1a3t
2
1t2t4
+ 1160a
2
1a3t
6
1t2t4 −
1
160a1a
2
3t
6
1t2t4 −
1
12800a
2
1a
2
3t
10
1 t2t4 +
1
32a
2
1a3t
4
1t
2
2t4 +
1
32a1a
2
3t
4
1t
2
2t4 −
1
8a
2
1a3t
2
1t
3
2t4
+ 18a1a
2
3t
2
1t
3
2t4 −
1
320a
2
1a
2
3t
6
1t
3
2t4 −
3
16a
2
1a3t
4
2t4 −
3
16a1a
2
3t
4
2t4 −
1
32a
2
1a
2
3t
2
1t
5
2t4 +
3
2a1a3t
2
4 +
1
32a
2
1a3t
4
1t
2
4
− 132a1a
2
3t
4
1t
2
4 +
1
2560a
2
1a
2
3t
8
1t
2
4 −
3
8a
2
1a3t
2
1t2t
2
4 −
3
8a1a
2
3t
2
1t2t
2
4 −
1
8a
2
1a3t
2
2t
2
4 +
1
8a1a
2
3t
2
2t
2
4
+ 164a
2
1a
2
3t
4
1t
2
2t
2
4 −
3
32a
2
1a
2
3t
4
2t
2
4 +
1
4a
2
1a3t
3
4 +
1
4a1a
2
3t
3
4 −
1
8a
2
1a
2
3t
2
1t2t
3
4 +
1
16a
2
1a
2
3t
4
4 + a2t5 +
1
2a1a3t
3
1t5
+ 31120a
2
1a3t
7
1t5 −
3
1120a1a
2
3t
7
1t5 +
1
140800a
2
1a
2
3t
11
1 t5 +
1
80a
2
1a3t
5
1t2t5 +
1
80a1a
2
3t
5
1t2t5 +
1
8a
2
1a3t
3
1t
2
2t5
− 18a1a
2
3t
3
1t
2
2t5 +
1
320a
2
1a
2
3t
7
1t
2
2t5 +
1
4a
2
1a3t1t
3
2t5 +
1
4a1a
2
3t1t
3
2t5 −
1
32a
2
1a
2
3t
3
1t
4
2t5 +
1
4a
2
1a3t
3
1t4t5
+ 14a1a
2
3t
3
1t4t5 −
1
2a
2
1a3t1t2t4t5 +
1
2a1a
2
3t1t2t4t5 +
1
80a
2
1a
2
3t
5
1t2t4t5 +
1
4a
2
1a
2
3t1t
3
2t4t5 +
1
8a
2
1a
2
3t
3
1t
2
4t5
+ 14a
2
1a3t
2
1t
2
5 −
1
4a1a
2
3t
2
1t
2
5 −
1
160a
2
1a
2
3t
6
1t
2
5 −
1
2a
2
1a3t2t
2
5 −
1
2a1a
2
3t2t
2
5 −
1
8a
2
1a
2
3t
2
1t
2
2t
2
5 −
1
2a
2
1a
2
3t2t4t
2
5
− 14a
2
1a
2
3t1t
3
5 −
1
40a
2
1a3t
5
1t7 +
1
40a1a
2
3t
5
1t7 +
1
2a
2
1a3t1t
2
2t7 −
1
2a1a
2
3t1t
2
2t7 −
1
2a
2
1a3t5t7 +
1
2a1a
2
3t5t7
− 116a
2
1a3t
4
1t8 −
1
16a1a
2
3t
4
1t8 −
1
4a
2
1a3t
2
1t2t8 +
1
4a1a
2
3t
2
1t2t8 −
1
160a
2
1a
2
3t
6
1t2t8 +
1
4a
2
1a3t
2
2t8 +
1
4a1a
2
3t
2
2t8
+ 18a
2
1a
2
3t
2
1t
3
2t8 +
1
2a
2
1a3t4t8 −
1
2a1a
2
3t4t8 −
1
16a
2
1a
2
3t
4
1t4t8 +
1
4a
2
1a
2
3t
2
2t4t8 +
1
2a
2
1a
2
3t1t2t5t8 −
1
4a
2
1a
2
3t
2
8
+ 180a
2
1a
2
3t
5
1t11 −
1
4a
2
1a
2
3t1t
2
2t11 +
1
4a
2
1a
2
3t5t11 .
Consider all possible bilinear equations of degree 4:
(α1D
4
1 + α2D
2
2)(τ ,τ ) = 0,
Requiring that τ1 satises this ansatz we nd that there is only one possible choice:
(D41 + 3D
2
2)(τ ,τ ) = 0.
Similarly, requiring that τ1 and τ2 both satisfy the ansatz of bilinear equation of degree 6, we
nd that there are only two linearly independent bilinear equations of degree 6:
(D61 + 45D
2
1D
2
2 + 90D2D4 − 216D1D5)(τ ,τ ) = 0,
(D61 + 15D
2
1D
2
2 + 60D2D4 − 96D1D5)(τ ,τ ) = 0,
which are identied to two of the well-known bilinear equations for the hierarchy of type A2
(the Boussinesq hierarchy) (see Example 4.5.10).
The B2 case
We choose the matrix realization of the B2 simple Lie algebra as in [DS84] (cf. page 2032
therein). We consider two explicit examples given respectively by the following matrices16
16X2 is not the most general upper triangular element of homogeneous degree −1, as the tau function for the
most general case is too big.
4.5. Polynomial tau functions of the DS hierarchies and Schur polynomials 189
X1 =
1
λ
©­­­­­«
0 0 0 0 0
a2 0 0 0 0
a3 a5 0 0 0
a4 0 a5 0 0
0 a4 −a3 a2 0
ª®®®®®¬
, X2 =
1
λ
©­­­­­«
0 0 a3 a4 0
0 0 0 0 a4
0 0 0 0 −a3
0 0 0 0 0
0 0 0 0 0
ª®®®®®¬
.
The associated tau functions will be denoted by τ1 and τ2. They have the expressions
τ1 = 1 + 12a4t1 +
1
4a3t
2
1 +
1
12a2t
3
1 −
1
12a5t
3
1 −
1
192a
2
3t
4
1 +
1
96a2a4t
4
1 +
1
192a3a5t
5
1 +
1
1920a2a5t
6
1 −
1
720a
2
5t
6
1
− 111520a2a4a5t
7
1 −
1
53760a2a3a5t
8
1 −
1
483840a
2
2a5t
9
1 +
1
1088640a2a
2
5t
9
1 +
1
3110400a2a4a
2
5t
10
1
+ 1187091200a2a3a
2
5t
11
1 +
43
2090188800a
2
2a
2
5t
12
1 −
79
2874009600a2a
3
5t
12
1 −
37
1931334451200a
2
2a
3
5t
15
1
+ 1115880067072000a
2
2a
4
5t
18
1 +
1
2a2t3 + a5t3 −
1
8a
2
3t1t3 +
1
4a2a4t1t3 +
1
8a3a5t
2
1t3 +
1
16a2a5t
3
1t3
− 124a
2
5t
3
1t3 +
1
192a2a4a5t
4
1t3 +
1
640a2a3a5t
5
1t3 +
1
3840a
2
2a5t
6
1t3 −
1
1080a2a
2
5t
6
1t3 −
1
34560a2a4a
2
5t
7
1t3
− 1193536a2a3a
2
5t
8
1t3 −
31
17418240a
2
2a
2
5t
9
1t3 +
11
8709120a2a
3
5t
9
1t3 +
101
22992076800a
2
2a
3
5t
12
1 t3
− 296437781504000a
2
2a
4
5t
15
1 t3 +
3
4a2a5t
2
3 +
1
4a
2
5t
2
3 +
1
16a2a4a5t1t
2
3 +
5
288a2a
2
5t
3
1t
2
3 +
1
1152a2a4a
2
5t
4
1t
2
3
+ 723040a2a3a
2
5t
5
1t
2
3 +
1
138240a
2
2a
2
5t
6
1t
2
3 −
17
69120a2a
3
5t
6
1t
2
3 −
13
34836480a
2
2a
3
5t
9
1t
2
3 +
1
2043740160a
2
2a
4
5t
12
1 t
2
3
+ 116a
2
2a5t
3
3 +
11
36a2a
2
5t
3
3 +
1
144a2a4a
2
5t1t
3
3 −
1
576a2a3a
2
5t
2
1t
3
3 +
1
3456a
2
2a
2
5t
3
1t
3
3 +
7
1728a2a
3
5t
3
1t
3
3
− 11414720a
2
2a
3
5t
6
1t
3
3 −
1
34836480a
2
2a
4
5t
9
1t
3
3 +
25
576a
2
2a
2
5t
4
3 +
5
144a2a
3
5t
4
3 +
1
3456a
2
2a
3
5t
3
1t
4
3 −
1
552960a
2
2a
4
5t
6
1t
4
3
+ 5576a
2
2a
3
5t
5
3 +
1
2304a
2
2a
4
5t
6
3 −
1
4a2a5t1t5 +
1
4a
2
5t1t5 −
1
16a2a4a5t
2
1t5 −
1
48a2a3a5t
3
1t5 −
1
192a
2
2a5t
4
1t5
+ 172a2a
2
5t
4
1t5 +
1
5760a2a4a
2
5t
5
1t5 −
11
69120a2a3a
2
5t
6
1t5 +
1
483840a
2
2a
2
5t
7
1t5 +
41
483840a2a
3
5t
7
1t5
− 117418240a
2
2a
3
5t
10
1 t5 +
1
4379443200a
2
2a
4
5t
13
1 t5 −
1
8a2a3a5t3t5 −
1
8a
2
2a5t1t3t5 −
1
24a2a
2
5t1t3t5
− 148a2a4a
2
5t
2
1t3t5 −
5
576a2a3a
2
5t
3
1t3t5 −
1
1152a
2
2a
2
5t
4
1t3t5 +
7
1152a2a
3
5t
4
1t3t5 +
29
967680a
2
2a
3
5t
7
1t3t5
− 1116121600a
2
2a
4
5t
10
1 t3t5 −
1
24a2a3a
2
5t
2
3t5 −
7
96a
2
2a
2
5t1t
2
3t5 −
1
48a2a
3
5t1t
2
3t5 +
1
1152a
2
2a
3
5t
4
1t
2
3t5
+ 1258048a
2
2a
4
5t
7
1t
2
3t5 −
11
576a
2
2a
3
5t1t
3
3t5 +
1
9216a
2
2a
4
5t
4
1t
3
3t5 −
1
768a
2
2a
4
5t1t
4
3t5 −
1
24a2a4a
2
5t
2
5
− 132a2a3a
2
5t1t
2
5 +
1
64a
2
2a
2
5t
2
1t
2
5 −
1
96a2a
3
5t
2
1t
2
5 −
1
2304a
2
2a
3
5t
5
1t
2
5 −
1
1290240a
2
2a
4
5t
8
1t
2
5 +
1
192a
2
2a
3
5t
2
1t3t
2
5
− 17680a
2
2a
4
5t
5
1t3t
2
5 +
a22a
4
5t
3
1t
3
5
2304 −
1
192a
2
2a
4
5t3t
3
5 +
1
8a2a3a5t1t7 +
1
16a
2
2a5t
2
1t7 −
1
8a2a
2
5t
2
1t7
+ 1288a2a3a
2
5t
4
1t7 +
1
1440a
2
2a
2
5t
5
1t7 −
1
640a2a
3
5t
5
1t7 −
1
967680a
2
2a
3
5t
8
1t7 −
1
87091200a
2
2a
4
5t
11
1 t7
+ 112a2a3a
2
5t1t3t7 +
1
24a
2
2a
2
5t
2
1t3t7 −
1
16a2a
3
5t
2
1t3t7 −
1
11520a
2
2a
3
5t
5
1t3t7 −
1
1935360a
2
2a
4
5t
8
1t3t7
+ 1192a
2
2a
3
5t
2
1t
2
3t7 −
a22a
4
5t
5
1t
2
3t7
46080 +
a22a
4
5t
2
1t
3
3t7
1152 +
1
12a
2
2a
2
5t5t7 −
1
12a2a
3
5t5t7 +
1
576a
2
2a
3
5t
3
1t5t7
+ 7138240a
2
2a
4
5t
6
1t5t7 +
1
24a
2
2a
3
5t3t5t7 +
1
1152a
2
2a
4
5t
3
1t3t5t7 +
1
96a
2
2a
4
5t
2
3t5t7 +
1
192a
2
2a
4
5t1t
2
5t7
− 148a
2
2a
3
5t1t
2
7 −
1
2304a
2
2a
4
5t
4
1t
2
7 −
1
96a
2
2a
4
5t1t3t
2
7,
τ2 = 1 + 1288a3t
6
1 −
1
2016a4t
7
1 −
1
11612160a
2
3t
12
1 −
1
12a3t
3
1t3 +
1
48a4t
4
1t3 −
1
69120a
2
3t
9
1t3 +
1
2a3t
2
3 −
1
2a4t1t
2
3
− 11920a
2
3t
6
1t
2
3 −
1
48a
2
3t
3
1t
3
3 +
1
16a
2
3t
4
3 +
1
4032a
2
3t
7
1t5 −
1
96a
2
3t
4
1t3t5 +
1
4a
2
3t1t
2
3t5 + a4t7 +
1
160a
2
3t
5
1t7
− 12a
2
3t5t7.
Consider all bilinear equations up to degree 4
(α0 + α1D
2
1 + α2D
4
1 + α3D1D3)(τ ,τ ) = 0
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where α0, . . . ,α3 are constants. Requiring that τ1 satises this ansatz of bilinear equations we
nd that there is no solution. Similarly, up to degree 8, we nd that there are only two possible
homogeneous equations (one is of degree 6 and the other is of degree 8). We arrive at
Proposition 4.5.12. The following dimension estimates hold true
dimCHDS
[deg≤4]
B2
= 0, dimCHDS
[deg≤6]
B2
≤ 1, dimCHDS
[deg≤8]
B2
≤ 2.
Moreover, the only possible elements in HDS[deg≤8]B2 are linear combinations of the following,
(D61 − 5D
3
1D3 − 5D
2
3 + 9D1D5)(τ ,τ ) = 0,
(D81 + 7D
5
1D3 − 35D
2
1D
2
3 − 21D
3
1D5 − 42D3D5 + 90D1D7)(τ ,τ ) = 0.
Remark 4.5.13. As far as we know, explicit bilinear equations for the DS hierarchy of type B2 are
not pointed out in the literature, except that there is a super-variable version given in [KW89].
However, the relationship between the super bilinear equations of Kac–Wakimoto [KW89]
and the DS hierarchy of type B2 is not known. Finding explicit generating series of bilinear
equations for the DS hierarchy of type B2 remains an open question. It is also interesting to
remark that the very same equations are contained in [DKM81], as the rst two equations of
the BKP hierarchy.
The D4 case
Take the matrix realization of g̊ as in [BDY16a] (cf. Example 4.4 therein). Consider the particular
point of the Sato Grassmannian of type D4 given by
γ = 1 + λ Eθ .
We put t11 = 0. It follows from Theorem 4.5.2 that the corresponding tau function is given by
τ =
(
1 −
1
2
s(7 |6) −
1
2
s(6 |7) −
1
4
s(7,6 |7,6)
) 1
2
where s(7,6 |7,6) = s(7 |7)s(6 |6) − s(7 |6)s(6 |7), s(6 |6) = s(7 |7) = 0, and
s(6 |7) = s(7 |6) =
t111
1900800
−
1
480
t5t
6
1 +
1
160
t23t
5
1 +
1
120
t23′t
5
1 +
1
80
t3t3′t
5
1
−
1
8
t33t
2
1 −
1
4
t3t
2
3′t
2
1 −
3
8
t23t3′t
2
1 +
1
2
t25t1 +
3
4
t23t5 + t
2
3′t5 +
3
2
t3t3′t5.
Hence we have
τ = 1 −
1
2
s(7 |6) = 1 −
t111
3801600
+
1
960
t5t
6
1 −
1
320
t23t
5
1 −
1
240
t23′t
5
1 −
1
160
t3t3′t
5
1
+
1
16
t33t
2
1 +
1
8
t3t
2
3′t
2
1 +
3
16
t23t3′t
2
1 −
1
4
t25t1 −
3
8
t23t5 −
1
2
t23′t5 −
3
4
t3t3′t5.
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Proposition 4.5.14. The following dimension estimates hold true
dimCHDS
[deg≤4]
D4
= 0, dimCHDS
[deg≤6]
D4
≤ 3.
Moreover, the only possible elements in HDS[deg≤6]D4 are linear combinations of
(2D31D3′ + 4D3 D3′ − 3D
2
3′)(τ ,τ ) = 0, (4.108)
(D31D3 − D
3
1D3′ + D3D3′ − D
2
3)(τ ,τ ) = 0, (4.109)
(D61 + 9D1D5 − 10D
3
1D3 + 5D
3
1D3′ − 5D3D3′)(τ ,τ ) = 0. (4.110)
Our last remark is that under the following linear change of time variables
∂t1 7→ 2
−1/6∂T1 , ∂t3′ 7→ 2
1/2∂T3 + 2
1/23−1/2∂T3′ ,
∂t3 7→ 2
1/2∂T3 , ∂t5 7→ 2
7/6∂T5
the bilinear equations (4.108)–(4.110) in the new time variablesT1,T3,T3′,T5 coincide with those
of Kac and Wakimoto [KW89]. Essentially speaking such a change of times is simply a renor-
malization of ows.
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4.5.3 List of generalized Schur polynomials
Take π as in [DS84, BDY16a] (cf. page 2032 of [DS84] and Example 4.4 of [BDY16a]). We list in
Table 4.4 the rst several Schur polynomials of type (g,π ) for simple Lie algebras of low ranks.
Type A1 A2 B2 B3 C2 D4
s1 t1 t1 0 0 t1 0
s2
1
2t
2
1
1
2t
2
1 + t2
1
2t1
1
2t1
1
2t
2
1
1
2t1
s12
1
2t
2
1
1
2t
2
1 − t2 −
1
2t1 −
1
2t1
1
2t
2
1 −
1
2t1
s3
1
6t
3
1 + t3
1
6t
3
1 + t1t2
1
4t
2
1
1
4t
2
1
1
3t
3
1 + 2t3
1
4t
2
1
s21
1
3t
3
1 − t3
1
3t
3
1 0 0
1
3t
3
1 − t3 0
s13
1
6t
3
1 + t3
1
6t
3
1 − t1t2 −
1
4t
2
1 −
1
4t
2
1
1
3t
3
1 + 2t3 −
1
4t
2
1
s4
1
24t
4
1 + t3t1
1
24t
4
1 +
1
2t2t
2
1 +
1
2t
2
2 + t4
1
12t
3
1 +
1
2t3
1
12t
3
1 +
1
2t3
1
12t
4
1 + 2t1t3
1
12t
3
1 +
1
2t3 + t3′
s31
1
8t
4
1
1
8t
4
1 +
1
2t
2
1t2 −
1
2t
2
2 − t4
1
12t
3
1 − t3
1
12t
3
1 − t3
1
4t
4
1
1
12t
3
1 − t3 − t3′
s22
1
12t
4
1 − t1t3
1
12t
4
1 + t
2
2
1
4t
2
1
1
4t
2
1
1
12t
4
1 − t1t3
1
4t
2
1
s212
1
8t
4
1
1
8t
4
1 −
1
2t
2
1t2 −
1
2t
2
2 + t4 −
1
12t
3
1 + t3 −
1
12t
3
1 + t3
1
4t
4
1 −
1
12t
3
1 + t3 + t3′
s14
1
24t
4
1 + t3t1
1
24t
4
1 −
1
2t2t
2
1 +
1
2t
2
2 − t4 −
1
12t
3
1 −
1
2t3 −
1
12t
3
1 −
1
2t3
1
12t
4
1 + 2t1t3 −
1
12t
3
1 −
1
2t3 − t3′
Table 4.4: Simple Lie algebras and Schur polynomials of type (g,π )
Chapter 5
Hamiltonian structure of the
hierarchy of type D4 and the strong
DR/DZ equivalence
The goal of this chapter is to conrm the strong double ramication / Dubrovin–Zhang (DR/DZ)
equivalence in the case of the hierarchy of type D4. To do so, we describe the Hamiltonian
structure of the DR hierarchy associated to the FJRW theory of type D4. Then we describe
the Hamiltonian structure of the Drinfeld–Sokolov hierarchy of type D4, knowing that it coin-
cides with the corresponding Dubrovin–Zhang hierarchy [GM05, FGM10]. Then using results
of [BG16], we conclude on the equivalence (actually coincidence in this case) between the DR
and DS (hence DZ) hierarchy of type D4. The st section is dedicated to the framework of
innite-dimensional Hamiltonian structures.
5.1 Innite dimensional Hamiltonian structures
In this section we describe the purely algebraic approach to dening innite-dimensional Hamil-
tonian structures. Dierent authors contributed to constructing this framework, among which
Lax [Lax68, Lax75], Gardner, Kruskal, Miura and Zabusky [GKMZ70], Gelfand and Dickey
[GD76, Dic03], played major roles. However, important contemporary denitions and nota-
tions were introduced by Dubrovin and Zhang [DZ08]. Here we take material from [DZ08,
Bur15a, Ros17]. Some notions, such as the algebra of dierential polynomials and the space of
local functionals, were already introduced in the previous chapters. However, we will gener-
alize these notions.
Dierential polynomials, local functionals
Let us x an integer N ≥ 1 and consider the following commutative algebra of polynomials in
innitely many variables,
A := C
[
uαk
 α ∈ {1, . . . ,N }, k ≥ 0] .
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In general, we will denote the sequence of indeterminates u∗∗ := (uαk | α ∈ {1, . . . ,N }, k ≥ 0).
We dene a derivation ∂x : A → A by
∂x :=
N∑
α=1
∑
k≥0
uαk+1
∂
∂uαk
.
In particular, uαk = ∂
k
xu
α ; we denote uα := uα0 . Elements of the algebra A we call dierential
polynomials. It is equipped with a natural gradation given by deguαk = k .
The indeterminates u∗∗ are not functions of x but abstract variables. The notation ∂x we
explain as follows: For arbitrary functionsw1, . . . ,wN ∈ C∞(R,C) denewαk (x) := ∂
kwα /∂xk ,
then the evaluation of a dierential polynomial f ∈ A on the functions w∗∗(x) we dene as
f 7→ f (w∗∗(x)).
We then dene the space of local functionals12
F := A/(Im(∂x ) ⊕ C1), (5.1)
whose elements are classes of dierential polynomials modulo the addition of an exact deriva-
tive or a constant term. The class of a polynomial f ∈ A we denote alternatively by
f =
∫
f =
∫
f (x)dx .
This comes with a integration by part formula f ∂xд = −д∂x f , or more generally∫
f ∂kxд = (−1)
k
∫
д∂kx f . (5.2)
It is easy to check that for any α ∈ {1, . . . ,N } and any k ≥ 1,
∂
∂uαk
∂x − ∂x
∂
∂uαk
=
∂
∂uαk−1
,
∂
∂uα
∂x − ∂x
∂
∂uα
= 0. (5.3)
In particular, the derivatives ∂/∂uα are well dened on F .
We also introduce the so-called variational derivatives which are linear endomorphisms
denoted δ/δuα : A → A, for α ∈ {1, . . . ,N }, dened by, for f ∈ A,
δ f
δuα
:=
∑
k≥0
(−1)k∂kx
∂ f
∂uαk
. (5.4)
The following proposition is a fundamental and classical result. A purely algebraic proof was
in given in [GKMZ70] (Lemma 2), which we follow here.
1The traditional notation for F is rather Λ, but we wanted to avoid confusion with the principal cyclic element
Λ of an ane algebra, which we will use in the current chapter as well. The notation F is used in [LWZ10].
2It is also frequent to do not divide by C1 in the quotient (5.1); for our purpose is rather customary and conve-
nient.
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Proposition 5.1.1. Let f ∈ A with no constant term. Then f is an exact derivative if and only
if all the variational derivatives of f vanish; i.e.
∃д, f = ∂xд ⇔ ∀α , δ f
δuα
= 0.
Proof. In what follows, we use Einstein’s notation and omit the sum over indices α , β . Let us
rst prove that if f ∈ Im(∂x ) (and in particular has no constant term), then each variational
derivative δ f /δuα vanish. Let f = ∂xд ∈ A, then using Equation (5.3),
δ f
δuα
=
∑
k≥0
(−1)k∂kx
∂
∂uαk
∂xд
=
∑
k≥1
(−1)k∂kx
∂д
∂uαk−1
+
∑
k≥0
(−1)k∂k+1x
∂д
∂uαk
= 0.
For the converse, let us introduce the following operator:
D0 :=
∑
k≥0
uαk
∂
∂uαk
.
Then it is not hard to see that for any f ∈ A with no constant term, there exists a unique
д ∈ A with no constant term such that f = D0д; we denote д = D−10 f . Moreover,
D0∂x = ∂xD0. (5.5)
So let f ∈ A with no constant term such that δ f /δuα = 0 for all α . Then using an integration
by parts, we get that
0 = uα
δ f
δuα
= uα
∑
k≥0
(−1)k∂kx
∂ f
∂uαk
= uα
∂ f
∂uα
− uα ∂x
∑
k≥1
(−1)k−1∂k−1x
∂ f
∂uαk
= uα
∂ f
∂uα
− ∂x
[
uα
∑
k≥1
(−1)k−1∂k−1x
∂ f
∂uαk
]
+ uα1
∑
k≥1
(−1)k−1∂k−1x
∂ f
∂uαk
.
We let the reader convince themselves that using the same procedure successively, we obtain
that
0 =
n∑
k=0
uαk
∂ f
∂uαk
− ∂x

n∑
k=0
uαk
∑
j≥k+1
(−1)k−j−1
∂ f
∂uαk
 + uαn+1
∑
k≥n+1
(−1)k−j−1
∂ f
∂uαk
.
Yet since f ∈ A is a polynomial, then the rightmost term in the above equation vanishes for
higher values of n. It follows, by Equation (5.5), that for any f ∈ A with no constant term and
such that δ f /δuα = 0 for all α ,
f = ∂xD
−1
0

∑
k≥0
uαk
∑
j≥k+1
(−1)k−j−1
∂ f
∂uαk
 .
This concludes the proof of Proposition 5.1.1. 
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Local Poisson structures and Hamiltonian equations
Denition 5.1.2 (Local Poisson structure). A local Poisson structure is a matrix-valued dier-
ential operator over dierential polynomials K = (Kα β ),
Kα β =
∑
j≥0
K
α β
j ∂
j
x , K
α β
j ∈ A,
where the sum is nite, along with the action K : F ⊗ F → F dened by
{ f ,д}K :=
∫ N∑
α,β=1
δ f
δuα
Kα β
δд
δuβ
,
and which satises the following properties, for any f ,д,h ∈ F ,
(i) Skew-symmetry: { f ,д}K + {д, f }K = 0;
(ii) Jacobi identity: { f , {д,h}K }K + cyclic permutations = 0.
An important example is given by the so-called standard Poisson structure associated to a con-
stant nondegenerate symmetric bilinear form ηα β , namely
Kα β = ηα β∂x , η
α β ∈ C.
The bracket reads
{ f ,д}K :=
∫ N∑
α,β=1
δ f
δuα
ηα β∂x
(
δд
δuβ
)
. (5.6)
It is easy to show that this is indeed a local Poisson structure.
Notice that since F = A/Im(∂x ) is not a ring (because ∂x is not a ring homomorphism),
we cannot dene Leibniz’s rule, the latter being included in the denition of a Poisson bracket
on a nite-dimensional manifold. Therefore, a local Poisson structure K makes F into a Lie
algebra (F , {−,−}K ), but not into a Poisson algebra.
However, a local Poisson structure K comes with a natural action K : A ⊗F → A dened
by
{ f ,д}K :=
N∑
α,β=1
∑
k≥0
∂ f
∂uαk
∂kx
(
Kα β
δ f
δuβ
)
, (5.7)
which, by the integration by part formula (5.2), satises
{ f ,д}K =
∫
{ f ,д}K .
Now the action (5.7) clearly satises Leibniz’s rule w.r.t. to the rst variable: for any dierential
polynomials f ,д,h ∈ A,
{ f д,h}K = f {д,h}K + д{ f ,h}K .
A similar construction can be done w.r.t the second variable. This is as close as we can get to
a Poisson algebra structure.
We can now dene an innite dimensional system of Hamiltonian PDEs.
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Denition 5.1.3 (Hamiltonian structure). A system of Hamiltonian PDEs onA is a system of
PDEs of the form
∂uα
∂ti
= {uα ,hi }K =
N∑
β=1
Kα β
δhi
δuβ
,
where {hi | i ≥ 0} is a family of dierential polynomials called Hamiltonian densities which
satisfy, for all i, j ≥ 0,
{hi ,hj }K = 0.
Poisson algebra of Fourier expansion
Let B be the subalgebra of C [[pαn | α ∈ {1, . . . ,N }, n ∈ Z∗]], where Z∗ = Z \ {0}, which
consists of formal power series of the form
f =
∑
r ≥0
∑
α1, ...,αr
∈{1, ...,N }
∑
n1, ...,nr,0
n1+· · ·+nr=0
f n1, ...,nrα1, ...,αr
r∏
j=1
p
α j
nj , f
n1, ...,nr
α1, ...,αr ∈ C.
Given a nondegenerate symmetric bilinear form ηα β , we endow the algebra B with a Poisson
bracket, dened on the indeterminates by
{pαm ,p
β
n }η = imηα βδm+n,0, (5.8)
and extended on B by imposing Leibniz’s rule, i.e.
{pαm · p
β
n ,p
γ
r }η := pαm · {p
β
n ,p
γ
r }η + p
β
n · {p
α
m ,p
γ
r }η
and so on. Now consider the homomorphism of algebras T : A → C[[p∗∗,x]] dened on the
indeterminates by3
T (uαk ) :=
∑
n∈Z∗
(in)kpαk e
inx , (5.9)
and extended onA by linearity and by imposingT (f д) = T (f )T (д). The above can be thought
of as a formal Fourier expansion of the “functions” uα . For a dierential polynomial f ∈ A,
we write
T (f ) =
∑
m∈Z
Tm(f ) eimx , Tm(f ) ∈ C[[p∗∗]],
3In Equation (5.9), the expression einx could have been replaced by zn for some indeterminate z and therefore
does not need to introduce einx =
∑
(inx)k/k!. The reason why we write specically einx is because of the factor
(in)k which agrees with the action of ∂x on A.
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in particular, we consider the map T0 : f 7→ T0(f ). Via the homomorphism property and
multiple Cauchy product, the Fourier expansion of an arbitrary monomial uα1k1 · · ·u
αr
kr
∈ A
reads
T (uα1k1 · · ·u
αr
kr
) =
∑
n∈Z
einx
∑
n1∈Z
n1,n
∑
n2, ...,nr,0
n1+· · ·+nr=n1
(i(n − n1))k1pα1n−n1
r∏
j=2
(inj )kjp
α j
nj .
Then taking the coecient in n = 0 and changing n1 7→ −n1 in the above sum, we have
T0(u
α1
k1
· · ·uαrkr ) =
∑
n1, ...,nr,0
n1+· · ·+nr=0
r∏
j=1
(inj )kjp
α j
nj . (5.10)
Therefore, we are naturally brought to consider the subalgebra Bpol ⊂ B which consists of
power series of the form
f =
∑
r ≥0
∑
n1, ...,nr,0
n1+· · ·+nr=0
fα1, ...,αr (n1 . . . ,nr )
r∏
j=1
p
α j
nj , fα1, ...,αr ∈ C≤d [z1, . . . , zr ], (5.11)
for some d ≥ 0, meaning that the polynomials fα1, ...,αr have a degree that is bounded from
above independently of α1, . . . ,αr . From Equation (5.10), we have
T0(A) ⊂ B
pol.
On the other hand, we easily see that the map T ◦ ∂x : A → C[[p∗∗,x]] is given by
T (∂x f ) =
∑
m∈Z
imfmeimx . (5.12)
Indeed, because T is a homomorphism of algebras, the map T ◦ ∂x is a derivation; therefore it
suces (5.12) to check the relation on the indeterminates uαk , for which (5.12) comes from the
denition of T (5.9). It follows that T0 ◦ ∂x ≡ 0, which implies that the following map, which
we still denote T0, is well dened:
T0 : F −→ Bpol
f 7−→ T0(f ).
We give two important lemmas concerning the map T0 which we take from [Bur15a] (see also
[EGH00] § 2.2.3 and 2.9.2); proofs are given in the appendix of [Bur15a].
Lemma 5.1.4. The map T0 : F → Bpol is surjective. Its kernel is given by
Ker (T0) = Span
{
u1, . . . ,uN
}
⊂ F .
Consequently, for any power series f ∈ Bpol, there exists a unique local functional h ∈ F such
that T0(h) = f and which is such that for all α ∈ {1, . . . ,N },
∂h
∂uα

u∗k>0=0
= 0.
Lemma 5.1.5. The pullback of the bracket {−,−}η on Bpol (5.8) by the homomorphism T0 is the
standard bracket {−,−}η∂x (5.6) on F .
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Extended spaces and Miura transforms
We now consider generalizations of dierential polynomials and local functionals as follows.
We dene the algebra of extended dierential polynomials by
ÂN := C
[ [
uα , ε
] ] [
uαk>0
]
.
We dene a grading on it by deg ε = −1 while deguαk = k still. We get a decomposition
ÂN =
⊕
k ∈Z
Â[k ],
where Â[k ] is the subspace of polynomials of homogeneous degree k . Within the subspace
Â[0], the degree in ε counts the number of derivatives which appear in a monomial; in partic-
ular, each uα ∈ Â[0]. For instance, u3ε3 + uu1ε ∈ A[0].
The derivation
∂x =
∑
k≥0
uαk+1
∂
∂uαk
naturally acts on Â as well so that we generalize local functionals to the space of extended local
functionals by
F̂ := Â/(Im(∂x ) ⊕ C[[ε]]).
This induces the same gradation
F =
⊕
k ∈Z
F [k ].
We can now introduce the group of Miura transforms which plays a key role in the theory we
present here. They are named after American mathematician Robert M. Miura, of whom we
already cited several major contributions to the domain.
Denition 5.1.6 (Miura transform). A Miura transform is any map φ : Â → Â which is such
that ũα := φ(uα ) ∈ A[0] and which satises
det
[
∂ũα
∂uβ

ε=0
]
α,β ∈[1,N ]
, 0.
The group of such maps we call the Miura group.
Miura transforms will play the role of change of coordinate on Â. We shall emphasize here
the importance of the parameter ε . Indeed, for example, the following simple transformation
is a Miura transform:
ũ = u + u1ε + u2ε
2 + u3ε
3 + · · ·
Its inverse is
u = ũ − ũ1ε − ũ2ε
2 − ũ3ε
3 − · · ·
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As we can see, by solving the equation for each power of ε , we nd the inverse of the Miura
transform. Such transformations would have obviously been impossible to encode in the ring
A. Thus we get a much broader denition of “change of variables.” We can motivate the
introduction of such transformation through the applications to the DR hierarchy as we will
explain in the next sections.
We now generalize what was done on Fourier expansion to the extended case. For any
d ≥ 0, consider the subalgebra Bpold ⊂ B
pol consisting elements of the form of Equation (5.11)
such that the polynomials fα1, ...,αn ∈ C[z1, . . . , zn] are homogeneous of degree d . Then dene
the algebra B̂ := B ⊗ C[[ε]] and let B̂pol be the subalgebra of B̂ consisting of power series of
the form
f =
∑
i≥0
εi fi , fi ∈ B
pol
i .
Then with the exact same procedure we can dene a map
T̂0 : F̂ [0] → B̂pol
which is also surjective and which kernel is still spanned by the functionals uα .
Extended Hamiltonian and local Poisson structures
We generalize the notion of local Poisson structure and Hamiltonian densities to the extended
context as follows.
Denition 5.1.7 (Poisson and Hamiltonian extended structures). A local Poisson structure on
the space of extended local functionals F̂ is a matrix-valued dierential operator K = (Kα β )
of the form
K =
∑
j≥0
Kα β∂jx , K
α β
j ∈ A
[1−j].
where the sum is nite, along with the action, as before, given by
{ f ,д}K =
∫ N∑
α,β=1
δ f
δuα
Kα β
(
δд
δuβ
)
,
where the variational derivatives are given by the same Equation (5.4). A system of Hamilto-
nian PDEs on extended dierential polynomials Â is a system of PDEs of the form
∂uα
∂ti
= {uα ,hj }K =
N∑
β=1
Kα β
δhj
δuβ
, hi ∈ F̂
[0],
where {hi | i ≥ 0} is a family of extended local functionals hi ∈ F̂ [0] which satisfy, for any
i, j ≥ 0,
{hi ,hj } = 0.
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The skew-symmetry and Jocobi identity conditions on K are non trivial. In particular, the
ordinary dierential polynomial Kα β |ε=0 ∈ AN must have the form
Kα β |ε=0 = д
α β (u)∂x + Γ
α β
γ (u)u
γ
1 , (5.13)
and be such that the following hold [DN83].
(i) Under Miura transforms ũα := φ(uα ) of the type ∂ũα /∂uβk>0 = 0, the matrix д
α β trans-
forms like a (2,0) tensor, i.e.
(д ◦ φ)α β =
∂ũα
∂uµ
∂ũβ
∂uν
дµν ,
while the matrix Γγα β := −дα µΓ
µγ
β , where (дα β ) := д
−1, transforms like a connection
matrix ∇ = d + Γ, i.e.
(Γ ◦ φ)
γ
α β =
∂uµ
∂ũα
∂uν
∂ũβ
Γσµν
∂ũγ
∂uσ
+
∂ũγ
∂uτ
∂2uτ
∂ũα ∂ũβ
;
(ii) The skew-symmetry condition { f ,д} + {д, f } = 0 implies that дα β be symmetric and
that ∇ be compatible with д in the sense that ∇γдα β = 0 for all γ ;
(iii) Jacobi identity implies that the torsion and curvature tensors of the connection ∇ vanish.
Moreover, ∇ is the Levi-Civita connection associated to the metric д.
We now introduce the formal Dirac delta notation (see e.g. [DZ08]): for any f ,д ∈ A and
k ≥ 0, we denote ∫
f (x)δ (k )(x − y)д(y)dy := f ∂kxд, (5.14)∫
f (x)δ (k )(x − y)д(y)dx := (−1)kд∂kx f . (5.15)
The dierence in the two equation above lies in the variable w.r.t. which we “integrate.” In
other words, we introduce a symbol δ (k )(x − y), where x and y are actually purely notational,
which we see as two dierent bilinear maps Â → Â.
We shall emphasize here that the integral symbol, in the above, is entirely dierent from the
one used so far. Indeed, in Equations (5.14) and (5.15), the integral symbol is purely notational
and does not represent the class modulo derivative. However, if we denote by π : Â → F̂ the
projection on local functionals, then we get a double integration formula which, thanks to the
integration by parts, reads∬
f (x)δ (k )(x − y)д(y)dydx := π
∫
f (x)δ (k )(x − y)д(y)dy = π
∫
f (x)δ (k )(x − y)д(y)dx .
Now the above equation is somehow very strange since we have two integral symbols: one for
the action of the delta symbol, the other for the projection onto F̂ . But since the two operations
commute, it makes sense not to distinguish the two integral symbols.
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We can then rewrite the Poisson bracket as
{ f ,д} =
∬
δ f (x)
δuα (x)
∑
j≥0
K
α β
j (x)δ
(j)(x − y)
δд(y)
δuβ (y)
dxdy.
We denote
{uα (x),uβ (y)} :=
∑
j≥0
K
α β
j (x)δ
(j)(x − y).
It is easy to see, using the rules dened for the symbol δ , that
{uα (x),uβ (y)} =
∬
δuα (z)δ (x − z)
δuµ (z)
∑
j≥0
K
α β
j (u(z))δ
(j)(z − z ′)
δuα (z ′)δ (z ′ − y)
δuµ (z ′)
dzdz ′. (5.16)
Notice the following useful identity, which is only a consequence of Leibniz’s rule,∬
f (z)δ (n)(x − z)д(z)δ (m)(z − z ′)h(z ′)δ (p)(y − z ′)dzdz ′
=
∫
f (x)∂nx
(
д(x)δ (m)(x − z ′)
)
h(z ′)δ (p)(y − z ′)dz ′
=
∫ (
f (x)∂nz′ ◦ д(z
′)∂mz′
)
h(z ′)δ (p)(y − z ′)dz ′. (5.17)
Proposition 5.1.8. Let φ : Â → Â, ũα := φ(uα ) be a Miura transform. Given a local Poisson
structure K : F̂ ⊗ F̂ → F̂ , the Miura transform φ acts on K via the following formula,
(φ∗K)α β =
N∑
µ,ν=1
(M∗)αµ ◦ K
µν ◦M
β
ν , (5.18)
where the matricesM andM∗ are given by
(M∗)αµ =
∑
k≥0
∂ũα
∂u
µ
k
∂kx , M
β
ν =
∑̀
≥0
(−1)`∂`x ◦
∂ũβ
∂uν
`
,
where the composition of dierential operators (in particular, with a function) is still the one de-
ned in Section 3.1.
Proof. Let us start by developing the rst variational derivative:
{ũα (x), ũβ (y)} :=
∬
δũα (z)δ (x − z)
δuµ (z)
∑
j≥0
Kα β (z)δ (j)(z − z ′)
δũβ (z ′)δ (y − z ′)
δuν (z ′)
dzdz ′
=
∬ ∑
k≥0
(−1)k∂kz
(
∂ũα (z)
∂u
µ
k (z)
δ (x − z)
) ∑
j≥0
Kα β (z)δ (j)(z − z ′)
δũβ (z ′)δ (y − z ′)
δuν (z ′)
dzdz ′
=
∬ ∑
k≥0
∂ũα (z)
∂u
µ
k (z)
δ (x − z)∂kz
(∑
j≥0
Kα β (z)δ (j)(z − z ′)
)
δũβ (z ′)δ (y − z ′)
δuν (z ′)
dzdz ′.
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We can now integrate w.r.t. the variable z and use Equation (5.17) to nd
{ũα (x), ũβ (y)} =
∫ ∑
k≥0
∂ũα (x)
∂u
µ
k (x)
∂kx
(∑
j≥0
Kα β (x)δ (j)(x − z ′)
)
δũβ (z ′)δ (y − z ′)
δuν (z ′)
dz ′
=
∫ ∑
k≥0
∂ũα (x)
∂u
µ
k (x)
∂kz′ ◦
∑
j≥0
Kα β (z ′)∂jz′
δũβ (z ′)δ (y − z ′)
δuν (z ′)
dz ′
=
∫
(M∗)αµ (x , z
′) ◦ K µν (x , z ′)
δũβ (z ′)δ (y − z ′)
δuν (z ′)
dz ′,
where
K µν (x , z ′) :=
∑
j≥0
K µν (x)∂jz′,
and accordingly for (M∗)αµ (x , z ′). Now by developing the second variational derivative and
using Equation (5.17) again, we nd (notice that we can swap y and z ′ in δ (y − z ′))
{ũα (x), ũβ (y)} =
∫
(M∗)αµ (x , z
′) ◦ K µν (x , z ′)
∑̀
≥0
(−1)`∂`z′
(
∂ũβ (z ′)
∂uν
`
(z ′)
δ (z ′ − y)
)
dz ′
= (M∗)αµ (x ,y) ◦ K
µν (x ,y)
∑̀
≥0
(−1)`∂`y ◦
∂ũβ (y)
∂uν
`
(y)
.
Hence the result. 
In classifying all possible local Poisson structures modulo Miura transforms, the following
powerful Darboux-like theorem is due to Erza Getzler.
Theorem 5.1.9 ([Get02]). Let K be a local Poisson structure with genus 0 part
Kα β |ε=0 = д
α β (u)∂x + Γ
α β
γ (u)u
γ
1 .
If дα β (u) is nondegenerate, than K is Miura equivalent to a standard Poisson structure. More pre-
cisely, there exist a unique constant symmetric invertible matrix ηα β ∈ C and a Miura transform
φ : Â → Â such that
(φ∗K)α β (u) = ηα β∂x .
Tau symmetry and general notion of tau function
We end this section with the denition of tau structure for Hamiltonian densities as given in
[DZ08]. We have already encountered tau symmetry in Chapter 2, §4.3.4, where we followed
the approach of Wu [Wu17] to dene a tau function for any Drinfeld–Sokolov hierarchy. His
achievement was in particular to oer a universal construction (rather than a case by case
study). Wu’s construction is then a specic case of a much broader denition of tau function.
Let us make clear the vocabulary thereafter. In the context we are about to describe, a tau
structure is a specic choice of Hamiltonian densities for a Hamiltonian system which satisfy
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the so-called tau symmetry (which amounts to the closedness of a 1-form). The tau function
then naturally arise via Poincaré lemma. As for the most part of what preceeds, the following
content is taken from [Ros17].
Denition 5.1.10 (Tau structure). Let K : F̂ ⊗ F̂ → F̂ be a local Poisson structure. Let
{hα,p | α ∈ {1, . . . ,N }, p ≥ −1} ⊂ Â[0] be a family of dierential polynomials, such that4
{hα,p ,hβ,q} = 0, p,q ≥ −1, α , β ∈ {1, . . . ,N }.
Consider the Hamiltonian system of PDEs it generates, namely
∂uα
∂t
β
p
= {uα ,hβ,p } = K
α µ δhβ,p
δuµ
. (5.19)
We say that the Hamiltonian densities hα,p form a tau structure of the system (5.19) if the
following holds.
(i) The functional h1,0 is compatible with spatial translation in the sense that
∂uα
∂t10
= uα1 ; (5.20)
(ii) The functionals hβ,−1 generate trivial ows, i.e. for all β ∈ {1, . . . ,N },
∂uα
∂t
β
−1
= Kα µ
δhβ,−1
δuµ
= 0;
(iii) The functionals hβ,−1 are linearly independent;
(iv) The densities hα,p satisfy the tau symmetry property, for all α , β ∈ {1, . . . ,N }, p,q ≥ 0,
∂hα,p−1
∂t
β
q
=
∂hβ,q−1
∂tαp
. (5.21)
Tau symmetry (5.21) is simply asking that the 1-form
∑
hα,p−1dtαp is closed. It can also be
written as
{hα,p−1,hβ,q} = {hβ,q−1,hα,p }.
Since the functionals hβ,−1 are linearly independent and of degree 0, it follows that the map
φ : uα 7→ ηα βhβ,−1 is a Miura transform, whereηα β is the unique constant symmetric invertible
matrix of Getzler’s theorem 5.1.9. We call the coordinates
ũα := ηα βhβ,−1(u∗∗; ε) (5.22)
4The choice of having two indices α ,p for the Hamiltonian densities hα,p seems arbitrary and is not necessary
in order to dene the tau symmetry property. However, it is actually intrinsicly linked to the denition of a tau
structure. Moreover, such a way of ordering Hamiltonian densities makes sense when working with the Drinfeld–
Sokolov hierarchies since the set of ane exponent has a natural periodic structure modulo the Coxeter number
(see Appendix A).
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the normal coordinates associated to the tau structure. In the normal coordinates, the local
Poisson structure takes the following form [DZ08] (see §3.3),
(K ◦ φ)α β = ηα β∂x + O(ε).
We now explain how the existence of a tau structure allows to dene a tau function in a way
entirely similar to what as done in §4.3.4. The commutativity condition {hα,p−1,hβ,q} = 0
amounts to ∫
∂hα,p−1
∂t
β
q
= 0.
Since ∂hα,p−1/∂t
β
q has no constant term, it follows that there exists a unique dierential poly-
nomial Ωα,p ; β,q ∈ Â[0] with no constant term either and such that5
∂xΩα,p ; β,q =
∂hα,p−1
∂t
β
q
. (5.23)
In particular, thanks to the spatial translation compatibility condition (5.20)
hα,p−1 = Ωα,p ;1,0.
The following proposition holds.
Proposition 5.1.11 (Tau function). Let u∗ ∈ C[[t∗∗ ; ε]] be an arbitrary solution of the Hamilto-
nian system (5.19). Then there exists a function τ ∈ C[[t∗∗ ; ε]] such that for any α , β ∈ {1, . . . ,N }
and p,q ≥ 0,
Ωα,p ; β,q =
∂2 logτ
∂tαp ∂t
β
q
.
In particular, by identifying x = t10 , if ũ
α = ηα βhβ,−1 are the normal coordinates of the system
(5.19), then
ũα = ηα β
∂2 logτ
∂x∂t
β
0
.
Notice that, depending on the literature, either τ is called the tau function or F = exp(τ ) is.
Oftentimes though, F is called the potential or the free energy of system (5.19).
Proof. We will proceed by applying Poincaré lemma twice. We start from the dening equation
of the Omega function (5.23) which, using the commutativity of the ows [∂x , ∂tγr ] = 0, implies
∂x
∂
∂t
γ
r
Ωα,p ; β,q =
∂
∂t
γ
r
∂
∂t
β
q
hα,p−1. (5.24)
5This Omega function should of course be compared with the Omega function introduced by Wu; see Equation
(4.57). The latter however was matrix-valued.
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Now the commutativity of the ows allows to swap tγr and t
β
q , while the tau symmetry condition
(5.21) allows to swap hα,p−1 and t
β
q . All in all, (5.24) is completely symmetric in permutation
of the indices ((α ,q), (β,q), (γ , r )). Moreover, since we chose Ωα,p ; β,q such that it contains no
constant term, then ∂tγr Ωα,p ; β,q is itself completely symmetric.
Let us x the indices (α ,p). Then we have
∂
∂t
γ
r
Ωα,p ; β,q =
∂
∂t
β
q
Ωα,p ;γ ,r .
This means that the 1-form
∑
Ωα,p ; β,qdt
γ
r is closed. Therefore, by Poincaré lemma, there exists
a function Aα,p such that
Ωα,p ; β,q =
∂Aα,p
∂t
β
q
.
Now the tau symmetry property, again, means that Ωα,p ; β,q = Ωβ,q;α,p so that the 1-form∑
Aα,pdtαp is also closed. Therefore, there exists another function τ such that
Ωα,p ; β,q =
∂2 logτ
∂tαp ∂t
β
q
.

Finally, we state the following proposition; a proof will be found in [DZ08] (see Theorem 3.1.9
and §3.3). Notice however that checking point (ii) of Proposition 5.1.12 is immediate.
Proposition 5.1.12 (Normal Miura transforms). Let ũα be the normal coordinates of the tau
structure. Let f (ũ∗∗) ∈ Â
[−2] and let φ̃ : Â → Â, ṽα := φ̃(ũα ) be the Miura transform dened by
ṽα = ũα + ηα β∂x { f ,hβ,0}.
Consider the following dierential polynomials:
дα,p (ṽ
∗
∗) = hα,p ◦ φ̃
−1(ṽ∗∗) + ∂x { f ,hβ,q+1} ◦ φ̃
−1(ṽ∗∗).
Then the дα,p ’s form another tau structure of the hierarchy.
Moreover, let ũ∗∗(t
∗
∗ ) ∈ C[[t
∗
∗ ; ε]] be any solution of the hierarchy and let ṽ∗∗(t∗∗ ) = φ̃(ũ∗∗(t∗∗ ))
be the corresponding solution of the hierarchy modied by the Miura transform. Then the tau
function τũ (t∗∗ ) associated to ũ
∗
∗(t
∗
∗ ) and the tau function τṽ (t
∗
∗ ) associated to ṽ
∗
∗(t
∗
∗ ) are related by
logτṽ (t∗∗ ) = logτũ (t
∗
∗ ) + f (ũ
∗
∗(t
∗
∗ ; ε); ε)|x=0.
Such Miura transforms together with the chosen transformation of the Hamiltonian densities form
a group whose elements are called normal Miura transforms.
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5.2 The double ramication hierarchy of type D4
The goal of this section is to compute the local Poisson structure Kα βdr , the Hamiltonian func-
tionalh
dr
1,1 and the Hamiltonian densitieshdr0,1 toh
dr
0,4 (in normal coordinates) of the DR hierarchy
of type D4. Due to results of [BG16], these are the only data that we need to compute in or-
der to conrm the strong DR/DZ equivalence (see Theorem 5.2.24). In rst three sections, we
give the denitions of cohomological eld theories (CohFT) [KM94]; the denition of FJRW
theory [FJR11, FJR13] (a special case of CohFT which we use for the hierarchy of type D4); we
describe the construction of the DR hierarchy [Bur15a] and nally, in section 5.2.4 we describe
the Hamiltonian structure of the DR hierarchy of type D4.
5.2.1 Cohomological eld theories, FJRW theory
In this section we introduce the notion of cohomological eld theories. We mostly follow the
survey [Ros17] and refer to [Zvo12] for more details and proofs. We then introduce Fan–
Jarvis–Ruan–(inspired by )Witten (FJRW) theory, taking material from introductions given in
[FJ16, LRZ15, Gue17].
Moduli spaces of stable curves
We recall the denition and some properties of the (Deligne–Mumford compactication of the)
moduli spaces of stable curvesMд,n ; we will not give much details on the topic and refer to
[Zvo12]. First consider the set of all connected compact Riemann surfaces (or equiv. connected
projective complex curves) C such that
 C has genus д;
 C is smooth but for a nite number of transverse nodes, say {y1, . . . ,yr } ⊂ C;
 C has n distinct non nodal marked point {x1, . . . ,xn} ⊂ C \ {y1, . . . ,yr };
where by transverse we mean that each node has local model xy = 0. We call a special point
any marked point or node. We say that two n-marked genus д curves (C, (x1, . . . ,xn)) and
(C ′, (x ′1, . . . ,x
′
n)) are isomorphic if there exists a bi-holomorphism ϕ : C → C ′ such that image
of a node in C is a node of C ′ and such that ϕ(xi ) = x ′i . We say that a curve C is stable if
its automorphism group Aut(C) is nite. The stability condition is equivalent to the following
constraint:
2д − 2 + n > 0. (5.25)
The moduli spaceMд,n , forд,n ≥ 0 satisfying Equation (5.25), is then the set of all equivalences
classes [C] of stable curves isomorphic to C ,
Mд,n = {(C; (x1, . . . ,xn))}/ ∼ .
It is a compact complex orbifold (or a smooth Deligne–Mumford stack) of complex dimension
dimCMд,n = 3д − 3 + n. (5.26)
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OnMд,n there is a morphism of orbifolds
π : Cд,n →Mд,n
called the universal curve, whose bre over a point x ∈ Mд,n is homeomorphic to the curve
C of which the point x is the isomorphism class, i.e. π−1(x) ' C . So there are n marked points
on x̃1, . . . , x̃n on π−1(x); this gives us n sections
si :Mд,n → Cд,n
which associate to a point x ∈ Mд,n the marked point x̃i ∈ π−1(x).
Forgetful, loop and tree morphisms
There are three natural morphisms dened on the moduli spaces of stable curves. The forgetful
morphism, for anym ≥ 1,
πm :Mд,n+m →Mд,n ,
forgets the last m marked points on a curve and contracts all components of the curve that
might have become unstable in the process.
For example, for a curve C ∈ M0,4 consisting of two P1’s intersecting at a node with two
marked points on each P1 component, the forgetful morphism π1 : M0,4 → M0,3 contracts
the whole P1 component containing the 4th marked point on the node, the latter becomes the
third marked point on the resulting P1. This is illustrated below; labelled dots represent marked
points, while unlabelled dots represent nodes.
π1 : 7−→
It can be shown that the forgetful map π1 :Mд,n+1 →Mд,n coincides with the universal curve
π : Cд,n →Mд,n ; hence in what follows we consider indistinctly π = π1.
The tree morphism
σ :Mд,n+1 ×Mд′,n′+1 →Mд+д′,n+n′
glues two (classes of) stable curves y ∈ Mд,n+1 and y ′ ∈ Mд′,n′+1 by identifying their respec-
tive last marked points, say xn+1 and x ′n′+1, to a single point in σ (y,y ′)which becomes a stable
node. The new node separates6 the resulting curve into two components. This is illustrated
below.
σ :
©­­­« ,
ª®®®¬ 7−→
6We say that a node separates the curve if its removal disconnects the curve.
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The loop morphism
τ :Mд,n+2 →Mд+1,n
glues one curve onto itself by identifying the two last marked points to a node of the resulting
curve. The new node does not separate the resulting curve into two components. Hence, the
loop morphism is sometimes called the non separating gluing map while the tree morphism is
sometimes called the separating gluing map. This is illustrated below.
τ : 7−→
Tautological bundles
On the universal curve Cд,n we dene a line bundle ϱ : Ωд,n → Cд,n as follows. On the non-
nodal points x̃ ∈ Cд,n , the bre ϱ−1(x̃) ⊂ Ωд,n is dened as the relative cotangent space w.r.t.
the projection π : Cд,n →Mд,n . Then it extends canonically to the singular points and denes
an actual line bundle over Cд,n .
We recall the denition of the relative cotangent bundle though. Let x̃ be a nonsingular
point in Cд,n . Consider the pullback bundle π ∗T∗Mд,n → Cд,n dened by
π ∗T∗Mд,n =
{
(x̃ ,α) ∈ Cд,n × T∗π (x̃ )Mд,n
}
(5.27)
Then consider the map π̊ : π ∗T∗Mд,n → T∗Cд,n dened on bres by
π̊x̃ : T∗π (x̃ )Mд,n −→ T
∗
x̃Cд,n
απ (x̃ ) 7−→ απ (x̃ ) ◦ π∗, x̃
where π∗, x̃ : Tx̃Cд,n → Tπ (x̃ )Mд,n is the pushforward associated to π . Then the relative
cotangent bundle ϱ : Ωд,n → Cд,n has bres dened by
ϱ−1(x̃) := T∗x̃Cд,n
/
Im(π̊x̃ ).
Then one can prove that if x ∈ Mд,n and x̃ ∈ π−1(x), then ϱ−1(x̃) is isomorphic to the cotangent
to the curve π−1(x) ⊂ Cд,n at the point x̃ , that is, ϱ−1(x̃) ' T∗x̃π
−1(x).
Now recall the sections si :Mд,n → Cд,n which map a class of curve x ∈ Mд,n to the i-th
marked point x̃i = si (x) on the bre π−1(x). We can pullback the bundle Ωд,n to a bundle
Li := s∗i Ωд,n →Mд,n
whose bre at x ∈ Mд,n is dened by
Li |x = ϱ
−1(x̃i ) ' T∗x̃iπ
−1(x).
The bre bundle Li we call the i-th tautological bundle. Here is the situation in terms of dia-
grams:
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Ωд,n Li = s
∗
i Ωд,n
Cд,n Mд,n
ϱ
π
si
We denote the rst Chern class of Li by
ψi = c1(Li ) ∈ H
2(Mд,n ,Q).
We call the classesψ1, . . . ,ψn the psi classes. (The rst Chern class establishes an isomorphism
between isomorphism classes of complex line bundles over Mд,n and the homology group
H 2(Mд,n ,Q), in particular c1(L ⊗ L′) = c1(L) + c1(L′).)
The Hodge bundle
In a similar way we can dene the Hodge bundle
H→Mд,n
as the rank-д vector bundle over Mд,n whose bre over x ∈ Mд,n is the space of abelian
dierentials on the curve π−1(x). We recall that an abelian dierential on a nodal curve C is
a meromorphic dierential on C of which the poles satisfy (i) all poles are at a node, (ii) all
poles are at most simple (i.e. have order 0 or 1) and (iii) the residue at a node on two branches
meeting at this node are opposite to each other.
We denote by
λi = ci (H) ∈ H
2i (Mд,n ,Q),
for i ∈ {1, . . . ,д}, the i-th Chern class of H; we also denote
Λ(s) =
д∑
i=0
siλi ∈ H (Mд,n ,Q)[s].
More formally, we dene H as the pushforward bundle
H := π∗Ωд,n →Mд,n .
Recall that on nonsigular point x ∈ Mд,n , the bre of π∗Ωд,n is dened as
π∗Ωд,n =
{
(x ,α) ∈ Mд,n × Ωд,n
 π ◦ ϱ(α) = x} .
Then we clearly have, on nonsigular points x ∈ Mд,n , that H|x = (π∗Ωд,n)|x = T∗π−1(x). In
the end, the situation is as follows:
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Ωд,n H = π∗Ωд,n Li = s
∗
i Ωд,n
Cд,n Mд,n
ϱ
π
si
We end this section with the denition of the tautological ring. The tautological ring R∗(Mд,n)
can be dened as the smallest Q-subalgebra of H ∗(Mд,n ,Q) that is closed under the pushfor-
ward along any of the forgetful, tree and loop morphisms π ,σ ,τ dened previously. In partic-
ular, it contains the psi classes ψ1, . . . ,ψn and the lambda classes λ1, . . . , λд . It is generated by
yet other classes; we refer to [Zvo12] for more details.
Cohomological eld theories
Denition 5.2.1 (Cohomological eld theory). Letд,n ≥ 0 be such that 2д−2+n > 0. LetV be
an N -dimensional complex vector space with basis (e1, . . . , eN ) and equipped with a symmetric
nondegenerate bilinear form η = (ηα β ). A cohomological eld theory (CohFT) is a system of
linear maps
cд,n : V ⊗n → H ∗(Mд,n ,C)
satisfying the following axioms.
(i) cд,n is equivariant w.r.t. to simultaneous permutation of copies of V in V ⊗n and of the
marked point on the curves;
(ii) For the specic case д = 0,n = 3,
c0,3(e1, eα , eβ ) = ηα β ;
(iii) For the forgetful map π1 = π :Mд,n+1 →Mд,n ;
π ∗cд,n(eα1 , . . . , eαn ) = cд,n+1(eα1 , . . . , eαn , e1);
(iv) For the tree morphism σ :Mд1,n1+1×Mд2,n2+1 →Mд,n , with д = д1+д2 and n = n1+n2,
σ ∗cд,n(eα1 , . . . , eαn ) = cд1,n1+1(e1, . . . , en1 , eµ )η
µνcд2,n2+1(eν , e1, . . . , en2);
(v) For the loop morphism τ :Mд,n+2 →Mд+1,n ,
τ ∗cд+1,n(eα1 , . . . , eαn ) = η
µνcд,n+2(eµ , eν , eα1 , . . . , eαn ).
Given a CohFT {cд,n | д,n ≥ 0}, we dene the intersection numbers (or correlators) associated
to the CohFT by
〈τd1(eα1) · · · τdn (eαn )〉д :=
∫
Mд,n
cд,n(eα1 , . . . , eαn ) ·ψ
d1
1 · · ·ψ
dn
n ∈ C.
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These numbers are 0 if the degree of cд,n(eα1 , . . . , eαn ) ·ψ
d1
1 · · ·ψ
dn
n is not 3д − 3 + n. We then
dene the so-called potential F of a CohFT as the generating series of the intersection numbers
of the CohFT, namely,
F (t∗∗ ; ε) =
∑
д≥0
ε2дFд(t
∗
∗ ),
where
Fд(t
∗
∗ ) :=
∑
n≥0
2д−2+n>0
1
n!
∑
d1, ...,dn ≥0
〈τd1(eα1) · · · τdn (eαn )〉 · t
α1
d1
· · · tαndn . (5.28)
Example 5.2.2 (Trivial CohFT, Hodge CohFT). The trivial CohFT is the one for which the
vector space V = C is one-dimensional, the metric is η = 1 and the CohFT is simply cд,n = 1.
In a similar way, the Hodge CohFT is the one for which, as above, V = C and η = 1, yet
cд,n = Λ(s) =
∑д
i=0 λis
i .
Example 5.2.3 (Gromov–Witten theory). Let us rst recall the denition of the moduli spaces
of stable mapsMд,n(X , β). LetX be a smooth projective variety and let β ∈ H2(X ,Z). Consider
a stable n-marked genus д curve (C, (x1, . . . ,xn)) together with a morphism f : C → X such
that f∗[C] = β . We say that two such triplets (C, (xi ), f ) and (C ′, (x ′i ), f
′) are isomorphic if
there exists a biholomorphism ϕ : C → C ′ such that ϕ(xi ) = ϕ(x ′i ) (i.e. the two stable curves
are isomorphic) and such that f ′◦ϕ = f . We say that (C, (xi ), f ) is a stable map if it has a nite
number of automorphism for the relation we just dened. The moduli space of stable maps is
then the set of isomorphism classes of stable maps,
Mд,n(X , β) := {(C; (x1, . . . ,xn); f : C → X ) | f∗[C] = β }/ ∼ .
It is a singular stack and carries a virtual complex dimension
vdimCMд,n(X , β) = 3д − 3 + n + (1 − д) dimCX +
∫
β
c1(TX ).
We have two natural mapsMд,n(X , β): the rst one,
p :Mд,n(X , β) → Mд,n
takes a stable map (C, (xi ), f ) and maps it to the stable curve (C, (xi )) ∈ Mд,n ; the second,
ev :Mд,n(X , β) → Xn
takes a stable map (C, (xi ), f ) and maps it to (f (x1), . . . , f (xn)) ∈ Xn .
The associated CohFT is dened as follows. Take the vector space V = H ∗(X ,C) equipped
with the pairing dened by
η(v,w) =
∫
P(v)
w,
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for any v,w ∈ H ∗(X ,C) where P : H ∗(X ) → H∗(X ) is the Poincaré duality which gives a ring
isomorphism Hk (X ,C) → Hd−k (X ,C), where d = dimRX . Then dene the linear maps
cд,n(eα1 , . . . , eαn ) = p∗ev
∗(eα1 , . . . , eαn ).
We refer to [BF97] for more details on the virtual fundamental class and how to dene the
Gromov–Witten classes.
Example 5.2.4 (Witten’s r -spin classes). For this example, we give a very brief description;
the next one, Fan–Jarvis–Ruan–Witten theory generalizes Witten’s r -spin classes. Let r ≥ 2
and consider the vector space V = Cr−1. We equip V with the metric ηα β = δα+β,r . In [PV16],
Polischuk and Vaintrob constructed classes
cд,n(eα1+1, . . . , eαn+1) ∈ H
∗(Mд,n ,Q)
that have degree
dα1, ...,αr =
1
r
(r − 2)(д − 1) +
1
r
n∑
i=1
αi
if the ai ∈ {0, . . . , r − 2} are such that dα1, ...,αr is a nonnegative integer, and vanish other-
wise. These classes are dened via pushingforward toMд,n Witten’s virtual class on the mod-
uli space of curves with r -spin structures. An r -spin structure on a smooth n-marked curve
(C, (x1, . . . ,xn)) is an r -th root L of the twisted canonical bundle K(
∑
αixi ) of the curve. This
notions will be claried in the next section.
The last example we give is the FJRW theory associated to a pair (W ,G) whereW is a quasi-
homogeneous polynomial and G is a certain group acting on polynomials and leaving W in-
variant. The computations performed in Section 5.3 relate to the FJRW theory associated to
the Dynkin diagram D4 so we will discuss FJRW theory in a whole section.
Fan–Jarwis–Ruan–Wien theory
In this section we recall the main ideas underlying the Fan–Jarvis–Ruan–(inspired by )Witten
(FJRW) theory introduced in [FJR11, FJR13]. We refer, for instance, to the survey [FJ16] by
T. J. Jarvis and A. Francis, but also to [Gue17] for a brief review. First we have the following
denition.
Denition 5.2.5 (Quasihomogeneity, nondegeneracy). A polynomial W ∈ C[z1, . . . , zm] is
called quasihomogeneous if there exist q1, . . . ,qm ∈ Q, called weights, such that for any λ ∈ C∗,
W (λq1z1, . . . , λ
qmzm) = λW (z1, . . . , zm).
A quasihomogeneous polynomialW is called nondegenerate if the weights qi are unique and if
W has an isolated singularity at the origin.
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By an isolated singularity at the origin we mean that the dierential ofW vanishes at (0, . . . , 0)
and that (0, . . . , 0) is a connected component of the zero locus the dierential. For any quasi-
homogeneous polynomial W we dene a group called the maximal diagonal symmetry group
ofW dened by
GWmax := { (γ1, . . . ,γm) ∈ (C
∗)m | γ ·W :=W (γ1z1, . . . ,γnzm) =W (z1, . . . , zm)} .
We will often drop the superscriptW when there is no ambiguity. The maximal diagonal sym-
metry group Gmax always contains and special element called the exponential grading element,
J := (e2iπq1 , . . . , e2iπqm ) ∈ Gmax.
Denition 5.2.6 (Admissible symmetry group). Let W ∈ C[z1, . . . , zm] be a quasihomoge-
neous nondegenerate polynomial. A subgroup G ⊂ Gmax of the maximal diagonal symmetry
group ofW is called admissible if J ∈ G.
We call the central charge ofW the rational number
ĉW :=
m∑
i=1
(1 − 2qi ).
If ĉW < 1 thenW is said to have a simple singularity at the origin. The latter have been classied
into the ADE singularities, as described in Table 5.2.1
Table 5.1: Simple singularities and related simply-laced Dynkin diagrams
Type Dynkin diagram Singularity Type Type Dynkin diagram Singularity
An , n ≥ 1 xn+1 E6 x3 + y4
Dn , n ≥ 4 x2y + yn−1 E7 x3y + y3
E8 x
3 + y5
Now letW ∈ C[z1, . . . , zm] be a quasihomogeneous nondegenerate polynomial and letG be an
admissible symmetry group ofW . Let γ ∈ G and let us denote
Fix(γ ) := { (z1, . . . , zn) ∈ Cn | γ · (z1, . . . , zn) = (z1, . . . , zn)} .
We denote
Wγ :=W |Fix(γ )
We can now dene the vector space underlying the CohFT of the FJRW theory of a pair (W ,G).
In this introduction, we dene the vector space of the FJRW CohFT associated to a pair (W ,G)
as follows.
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Denition 5.2.7 (State space). The vector space of the FJRW CohFT associated to a pair (W ,G),
which we call the state space, we dene by
HW ,G =
⊕
γ ∈G
HW ,Gγ :=
⊕
γ ∈G
(
QWγ ⊗ dzγ
)G
,
where the superscript G denotes the invariant part, dzγ =
∧
zi ∈Fix(γ )dz
i and where QWγ is the
Jacobian ring ofWγ , i.e.
QWγ = C[zi ∈ Fix(γ )]
/
〈∂ziW | zi ∈ Fix(γ )〉 .
The state spaceHW ,G is equipped with a nondegenerate symmetric bilinear form η : HW ,G ⊗
HW ,G → C; we refer to [PV16] (Equation (4)) and [CIR14] (Equation (5.12)) for the latter.
Remark 5.2.8. For the special case γ = J , which always belong toG by denition, it is not hard
to see that
dimCHJ = 1.
Indeed, since J = (e2iπq1 , . . . , e2iπqm ) since each qi < 1, then B J = . Therefore, dimC QWJ = 1
and dzJ = 1. Consequently, we will denote 1J ∈ HW ,GJ the sole generator ofH
W ,G
J .
We now briey dene the moduli space SW ,Gд,n of (W ,G)-spin curves as it appeared in [FJR11,
FJR13]. First, we start with a nodal orbicurve (orbifold curve) C with genus д and n marked
points (x1, . . . ,xn). We dene on C a line bundle Ω log,C → C by
Ω log,C := ΩC (x1 + · · · + xn) ,
where ΩC is the canonical bundle over C . Roughly speaking, Ω log,C consists of meromorphic
1-forms with poles of order 1 at the marked points.
Denition 5.2.9 ((W ,G)-spin structure). LetW ∈ C[z1, . . . , zm] be a quasihomogeneous non-
degenerate polynomial andG be an admissible symmetry group. Let us decomposeW as a sum
of monomials
W =
r∑
k=1
bkWk =
r∑
k=1
bk
m∏
i=1
z
ai,k
i .
Let C be an orbicurve of genus д with n marked points together with m orbifold line bundles
L1, . . . ,Lm → C such that there exist r isomorphisms of orbifold bundles ϕ1, . . . ,ϕr such that
ϕk : Wk (L1, . . . ,Lm) :=
⊗
k
L
⊗ai,k
i
∼
−→ Ω log,C . (5.29)
The data (C; (x1, . . . ,xn); (L1, . . . ,Lm); (ϕ1, . . . ,ϕr )) is called an (W ,G)-spin structure.
We say that two (W ,G)-spin structures (C; (xi ); (Lj ); (ϕk )) and (C ′; (x ′i ); (L
′
j ); (ϕ
′
k )) (both of genus
д and with n marked points) are isomorphic if there exists an isomorphism of orbicurves
ψ : C → C ′ such thatψ (xi ) = x ′i and satisfying the condition
ψ ∗(L′i ) ' Li (5.30)
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for all i ∈ {1, . . . ,m}. Notice that because ψ : C → C ′ is an isomorphism, we automatically
have Ω log,C ' Ω log,C ′ which, together with (5.30), implies that the following diagram com-
mutes,
Wk (L) Ω log,C
Wk (L
′) Ω log,C ′
ϕk
ϕ′k
whereWk (L) =Wk (L1, . . . ,Lm) and accordingly forWk (L′). Then we dene the moduli space
S
W ,G
д,n of (W ,G)-spin structures as the set of equivalence classes modulo isomorphism as de-
scribed above,
SW ,Gд,n := {(C; (x1, . . . ,xn); (L1, . . . ,Lm); (ϕ1, . . . ,ϕr ))}/ ∼ .
This a compact complex orbifold (or a smooth Deligne–Mumford stack).
There is a natural forgetful morphism which forgets both the orbifold structure of the or-
bicurve and the (W ,G)-spin structure; we denote it
π : SW ,Gд,n →Mд,n .
In [FJR11] it is shown that, as a consequence of Equation (5.29), the orbifold structure of a
(W ,G)-spin structure on an orbicurve C at its marked points (x1, . . . ,xn) is characterized by a
n-tuple γ = (γ (1), . . . ,γ (n)) ∈ G×n . This in turns induces a a decomposition
SW ,Gд,n =
⊕
γ ∈G×n
SW ,Gд,n (γ ),
which is such that SW ,Gд,n (γ ) ,  only if
γ (1) · · ·γ (n) = J 2д−2+n . (5.31)
Still in [FJR11], Fan, Jarvis and Ruan constructed a virtual fundamental class for each γ =
(γ (1), . . . ,γ (n)) ∈ G×n such that Equation (5.31) holds (we do not dene virtual class here)
[SW ,Gд,n (γ )]
vir ∈ H∗(S
W ,G
д,n ,Q).
We can now dene the CohFT classes cд,n associated to the FJRW theory of a pair (W ,G) we
just described.
Theorem 5.2.10 (FJRW CohFT [FJR13]). LetW ∈ C[z1, . . . , zn] be a quasihomogeneous non-
degenerate polynomial and G be an admissible symmetry group. Let γ = (γ (1), . . . ,γ (n)) ∈ G×n
be such that Equation (5.31) holds. For each i ∈ {1, . . . ,n} let αi ∈ HW ,Gγ (i) . Dene the following
cohomology classes,
cW ,Gд,n (α1, . . . ,αn) =
|G |д
deg(π )
P ◦ π∗
(
[ SW ,Gд,n (γ ) ]
vir ∩ α1 ∩ · · · ∩ αn
)
,
where |G | is the cardinal of G and P is the Poincaré duality. These classes extend by linearity to
maps
cW ,Gд,n : H
W ,G → H ∗(Mд,n ,Q)
which dene a CohFT in the sense of Denition 5.2.1 with e1 = 1J ∈ HW ,GJ (see Remark 5.2.8).
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5.2.2 The double ramication hierarchies
The double ramication cycles
Here we dene the double ramication cycles, introduced in [GV05], following the article
[Bur15a]. Let integers a1, . . . ,an ∈ Z be such that
n∑
i=1
ai = 0. (5.32)
To such integers, we will assign a space of rubber stable maps with target variety P1 relative to
0,∞ ∈ P1 (stable maps in the sense of Gromov–Witten theory, see Example 5.2.3).
First recall the denition of the moduli space of stable maps associated to a pair (X , β),
where X is a smooth compact complex manifold and β ∈ H2(X ,Q):
Mд,n(X , β) := {(C; (x1, . . . ,xn); f : C → X ) | f∗[C] = β }/ ∼,
where (C; (x1, . . . ,xn)) is a stable curve and f : C → X is holomorphic map. Notice that in the
particular case X = P1, we have dimH2(P1,Q) = 1, hence we can considerMд,n(P1) without
ambiguity. Let (C; (x1, . . . ,xn); f ) be the representative of a point in Mд,n(P1); we say that
f : C → P1 has ramication prole (a1, . . . ,an) w.r.t. (x1, . . . ,xn) if for any i ∈ {1, . . . ,n},{
ai > 0⇒ xi is a pole of f of order ai ;
ai < 0⇒ xi is a zero of f of order −ai .
(5.33)
In particular, if ai > 0 (resp. ai < 0) then f (xi ) = 0 (resp. f (xi ) = ∞).7 If ai = 0, then xi is just
a regular marked point and f (xi ) , 0,∞.
In what follows, we will denote
a := (a1, . . . ,an)
with vanishing sum when there is no ambiguity on n. We dene the following moduli space of
rubber stable maps,
Mд;a :=
{
(C; (x1, . . . ,xn); f ) ∈ Mд,n(P1)
 f : C → P1 satises (5.33)}/ C∗,
where C∗ acts on the target P1. There is a natural forgetful morphism
ϕ :Mд;a →Mд,n ,
which simply returns the underlying stable curve (C; (x1, . . . ,xn)). The moduli space of rubber
stable maps carries a virtual fundamental class
[Mд;a]
vir ∈ H2(2д−3+n)(Mд;a ,C).
7Notice that this explains the vanishing sum condition
∑
ai = 0 (5.32). Indeed, for f : C → P1, Cauchy’s
argument principles imposes that the sum of the order of the zeros of f equals the sum of the order of its poles (see
e.g. [Mir95], Corollary 3.18, p. 124).
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Denition 5.2.11 (Double ramication cycle). Let a1, . . . ,an ∈ Z be integers with vanishing
sum. We call the double ramication (DR) cycle associated to the ramication prole a and
denote DRд(a) the pushforward of the virtual fundamental class of of the moduli spaceMд;a
by the forgetful morphism π :Mд;a →Mд,n , i.e.
DRд(a) := ϕ∗[Mд;a]vir ∈ H2(2д−3+n)(Mд,n ,C).
The DR cycles were introduced by Graber and Vakil [GV05]. It follows that the Poincaré dual
P(DRд(a)) of the DR cycle belongs to H 2д(Mд,n ,C). Moreover, it is known that P(DRд(a))
lies in the tautological ring ofMд,n [FP05]. As an immediate consequence of its denition, the
pullback of the DR cycle DRд(a) by the forgetful map π1 :Mд,n+1 →Mд,n reads
π ∗1 DRд(a1, . . . ,an) = DR(a1, . . . ,an , 0).
Notice that in genus 0, and for n ≥ 3, the DR cycle coincides with the fundamental class of the
moduli space of stable curves [GJV11]:
DR0(a) = [M0,n] ∈ H2(n−3)(M0,n ,C).
Polynomiality and Hain’s formula
Let us introduce the moduli spaceMctд,n ⊂ Mд,n of nodal stable curves of which every node
is separating (again, it means that removing any node breaks the curve into two disjoint com-
ponents); such curves are called of compact type. Then Hain [Hai13] showed that, restricted to
the moduli spaceMctд,n , the (Poincaré dual of the) DR cycles is tautological and is a polynomial
in the ai ’s which is homogeneous of degree 2д. Namely
P(DRд(a1, . . . ,an))

Mctд,n
=
(−1)д
д! 4д

∑
J ⊂{1, ...,n }
д∑
h=0
(a J )
2δ Jh

д
,
where a J =
∑
j ∈J aj . The divisor δ
J
h ∈ H
2(Mд,n ,C) is the class of curves C with only one
node, say y ∈ C , which are such that y separates C into two smooth components, i.e. the
normalization ofC \ {y} is a disjoint unionC1 tC2, and such thatC1 has genus h and contains
the marked points {x j }j ∈J , whileC2 has genus д−h and contains the remaining marked points.
Besides we set δ {i }0 = −ψi .
Because the top lambda class λд vanishes outsideMctд,n , it follows that for any cohomology
class α ∈ H ∗(Mд,n ,C), the pairing∫
DRд (a)
λдα ∈ C2д[a1, . . . ,an], (5.34)
by which we mean that it is polynomial in a1, . . . ,an of degree 2д. In general, outside of the
moduli spaceMctд,n , the DR are also polynomial but they are not homogeneous. However, they
have degree 2д and terms of lower degree (e.g. [Bur15a]). Equation (5.34) is crucial in the
construction of the DR hierarchy.
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The double ramication hierarchy: the Hamiltonian structure
We now dene the so-called double ramication hierarchy (or DR hierarchy) introduced by
Alexander Buryak in [Bur15a]; we follow the approach of [Ros17] though. As already men-
tioned, the input of the DR hierarchy is a cohomological eld theory
cд,n : V ⊗n → H ∗(Mд,n ,C),
whereV is an N -dimensional complex vector space equipped with a nondegenerate symmetric
bilinear form (a metric) η : V ⊗V → C. The classes cд,n must satisfy axioms of Denition 5.2.1.
Let integers a = (a1, . . . ,an) with vanishing sum and let α = (α1, . . . ,αn) ⊂ {1, . . . ,N }. We
introduce the following specic intersection numbers, for any α ∈ {1, . . . ,N } and any d ≥ 0,
P
д;a
α,d ;α :=
∫
DRд (−
∑
ai ,a)
λдψ
d
1 cд,n+1(eα , eα1 , . . . , eαn ). (5.35)
Thanks to Equation (5.34), Pд;aα,d ;α is a homogeneous polynomial in ai ’s of degree 2д. Hence, let
us write it as such:
P
д;a
α,d ;α =
∑
b1, ...,bn ≥0∑
bj=2д
P̃
д;b
α,d ;αa
b1
1 · · ·a
bn
n ∈ C2д[a1, . . . ,an],
where, similarly to previous notations, b = (b1, . . . ,bn). From this we dene the following
generating series, still for any α ∈ {1, . . . ,N } and any d ≥ 0 (the sum over 1 ≤ α1, . . . ,αN ≤ N
is understood),8
д̂α,d :=
∑
д,n≥0
2д−2+n>0
(−1)дε2д
n!
∑
a1, ...,an,0
P
д;a
α,d ;α
n∏
j=1
p
α j
aj e
ix
∑
aj . (5.36)
Now consider the following power series (still, the sum over 1 ≤ α1, . . . ,αN ≤ N is under-
stood):
дα,d :=
∑
д,n≥0
2д−2+n>0
ε2д
n!
∑
b1, ...,bn ≥0∑
bj=2д
P̃
д;b
α,d ;α
n∏
j=1
u
α j
bj
. (5.37)
Because of the constraint
∑
bj = 2д in the above sum, it is clear that дα,d ∈ Â[0]. These
dierential polynomials will will be the Hamiltonian densities of the DR hierarchy. Now it
suces to apply the denition T (uαk ) =
∑
a,0 p
α
n einx to nd that
T (дα,d ) = д̂α,d .
8In [Bur15a] and other references on the topic (e.g. [BR16b, Ros17]), the series д̂α,d is actually denoted дα,d .
However, we denote it д̂α,d while дα,d will be kept for the dierential polynomial we associate to д̂α,d through the
map T−10 (although both representations are equivalent in virtue of the previous sections’ content).
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Now, as we will see in the next theorem, besides the somehow simple Hamiltonian densities,
we equip the DR hierarchy with the natural standard Poisson bracket
{ f ,д}η∂x =
∫
δ f
δuα
ηα β∂x
δд
δuβ
,
where ηα β is the metric carried by the CohFT. Before giving the main theorem of this section—
the integrability of the DR hierarchy—we make an important remark.
Remark 5.2.12. The original construction of Buryak [Bur15a] was actually based not on the
series д̂α,d but on д̂ Bα,d := д̂α,d ; (0) which contains only the terms in д̂α,d for which
∑
aj = 0. On
the other hand, the homomorphismT0 : F̂ → B̂pol is surjective and its kernel is spanned by the
uα ’s. Let us denote д Bα,d the functional such that T0(д
B
α,d ) = д̂
B
α,d and which does not depend
linearly in theuα ’s. Since we obviously haveT0(дα,d ) = д̂ Bα,d , it follows thatдα,d = д
B
α,d modulo
a linear dependence in the uα ’s. Yet the latter are clearly Casimir for the standard Poisson
structure and hence, such a dependence does not aect the Hamiltonian structure.
Theorem 5.2.13 (DR hierarchy [Bur15a]). Let an arbitrary CohFT along with the dierential
polynomials дα,d (5.37). For any α , β ∈ {1, . . . ,N } and p,q ≥ 0,
{дα,p ,дα,q}η∂x = 0.
The Hamiltonian system generated by the above we call the double ramication integrable hier-
archy associated to said CohFT, namely,
∂uα
∂t
β
q
= ηα β∂x
δдβ,q
δuβ
.
We refer to [Bur15a] for the proof. As an important special case, we have
д1,0 =
1
2
∫
ηα βuαuβ .
Consequently, the compatibility with spatial translation holds:
∂uα
∂t10
= uα1 .
Recursion relations
Here we give two strong recursion relations of the DR hierarchy.
Theorem 5.2.14 ([BR16b]). The Hamiltonian densitiesдα,d of the Double ramication hierarchy
satisfy the following recursion:
(D − 1)дα,d+1 = ∂−1x
{
дα,d ,д1,1
}
η∂x
, α ∈ {1, . . . ,n}, d ≥ −1. (5.38)
where D = ε∂ε +
∑
k≥0u
α
k ∂u
α
k
.
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Remark 5.2.15. Since the Hamiltonian functionalsдα,d commute, meaning that {дα,d ,дβ,e } = 0,
we have {дα,d ,дβ,e } ∈ Im(∂x ). Therefore, Equation (5.39) is meaningful.
Remark 5.2.16. Equation (5.39) allows to compute the density дα,d+1. Indeed, by denition,
Duαk = (k + 1)u
α
k . So let us write дα,d+1 as a plain combination
дα,d+1 =
<∞∑
m≥0
m∑
i=1
∑
1≤αi ≤n
∑
ki ≥0
Cα, ...,αmk1 ...,km
m∏
j=1
u
α j
kj
.
Then
(D − 1)дα,d+1 =
<∞∑
m≥0
m∑
i=1
∑
1≤αi ≤n
∑
ki ≥0
Cα, ...,αmk1 ...,km
(
−1 +
m∑̀
=1
(k` + 1)
)
m∏
j=1
u
α j
kj
.
Now we make the following observations. The local Poisson bracket is determined by the
CohFT: {uα (x),uβ (y)} = ηα β∂x . One the other hand, the level −1 Hamiltonian densities дα,−1
are given by дα,−1 = ηα βuβ . Therefore, the following corollary holds.
Corollary 5.2.17. The sole data of д1,1 entirely determines the DR hierarchy.
We shall emphasize that, assuming the DR/DZ conjecture holds true, the above reconstruction
technique was an unknown feature of the DZ, a fortiori DS, hierarchies. We have a second
recursion theorem.
Theorem 5.2.18 ([BR16b]). The Hamiltonian densities дα,d of the Double ramication satisfy
the following recursion:
∂дα,p+1
∂uβ
= ∂−1x
{
дα,p ,дβ,0
}
η∂x
. (5.39)
5.2.3 Strong Double Ramication/Dubrovin–Zhang conjecture
The Dubrovin–Zhang hierarchies
In this section, we briey describe the construction of the Dubrovin–Zhang (DZ) hierarchies
for these are the subject of the DR/DZ conjectures, the weak and the strong. We will not give
proofs and refer to [DZ08]. In the specic cases of a CohFT constructed as the FJRW theory of
a simple singualrity of typeADE, the DZ hierarchy is known to coincide with the DS hierarchy
counterpart [LRZ15, GM05, FGM10]. The introduction we give is taken from [Ros17].
The Dubrovin–Zhang hierarchies are hierarchies of PDEs which are dened for any semisim-
ple CohFT. So, to start with, a CohFT with potential F (see Equation (5.28)) is said to said to
be semisimple if the N -dimensional complex associative algebra dened by the structure con-
stants
f αβγ := η
α µ ∂
3F0
∂t
µ
0 ∂t
β
0 ∂t
γ
0

t ∗p>0=0
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is semisimple. Now let us denote
Ωα,p ; β,q(t
∗
∗ ; ε) =
∂2F
∂tαp ∂t
β
q
=
∑
д≥0
Ω
[2д]
α,p ; β,qε
2д .
Then we dene Hamiltonian densities and local Poisson structure:
hdz,(0)α,p (v
∗) := Ω[0]α,p+1; 1,0(t
∗
0 = v
∗, 0, 0, . . .), Kα βdz,(0) := η
α β∂x .
These Hamiltonians indeed commute w.r.t. to the above bracket [DZ08]. They form the so-
called genus 0 Dubrovin–Zhang hierarchy, or the principal hierarchy of the CohFT. By con-
struction, they automatically form a tau structure.
To construct the full genera DZ hierarchy, we make use of the so-called topological solution;
it is the one solution vα of the DZ hierarchy that is determined by the initial data
vα (x , t∗∗ = 0) = δ
α,1x ,
called topological. Then there exist rational functions Pαp such that [BPS12]
Fд(t
∗
0 , t
∗
1 , t
∗
2 , . . .) = Fд(P
∗
0 (v
∗
0 , . . . ,v
∗
3д−2), . . . , P
∗
3д−2(v
∗
0 , . . . ,v
∗
3д−2), 0, 0, . . .) |x=0.
Now consider the change of coordinates
φ(vα ) = wα := vα +
∑
д≥1
ε2д
∂2Fд(v
∗
0 , . . . ,v
∗
3д−2)
∂tα0 ∂x
. (5.40)
This change of variable is invertible and normal (preserves the tau structure), although it is not
a Miura transform because P∗∗ are not dierential polynomials. The full genera DZ hierarchy
is then obtained by applying the inverse transform φ−1 to the genus 0 hierarchy. Namely,
hdzα,p (w
∗
∗) := h
dz,(0)
α,p ◦ φ
−1(w∗∗), K
dz
α β (w
∗
∗) = ((φ
−1)∗Kdz,(0))
α β (w∗∗),
where (φ−1)∗Kdz,(0) is given in Equation (5.18). By construction, the potential of the CohFT is
a tau function of the DZ hierarchy and is associated to the topological solution.
Our presentation of the DZ hierarchies ends here. We retain, as was already stated, that
for the ADE CohFTs, the DZ hierarchy is Miura equivalent to the corresponding DS hierarchy
[LRZ15].
Tau structure of the DR hierarchy and the strong DR/DZ equivalence conjecture
In [BDGR18], the authors dened a very simple tau structure for the DR hierarchies which is
actually only due to the simple standard Poisson structure it is equipped with. First, we add
to the Hamiltonian densities дα,d Casimir functionals дα,−1 := ηα βuβ , where ηα β denotes the
inverse matrix.
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Theorem 5.2.19. The following Hamiltonian densities are tau symmetric:
hdrα,p :=
δдα,p+1
δu1
, α ∈ {1, . . . ,N }, p ≥ −1. (5.41)
A proof is given in [BDGR18], see Propositions 3.1 and 4.1. Already in [Bur15a], A. Buryak,
guided by the examples of the trivial and Hodge hierarchies he computed, made the so-called
weak DR/DZ equivalence conjecture.
Conjecture 5.2.20 (Weak DR/DZ equivalence). Given a semisimple CohFT, the associated DR
and DZ hierarchies are equivalent though a Miura transform.
Now take the normal coordinates ũα = ηα βhdrβ,−1 and consider the special solution given by the
initial data ũα (x , t∗∗ = 0; ε) = δα,1x . It is the same condition as for the topological solution
of the DZ hierarchy, however, for the DR hierarchy it does not carry the same geometrical
interpretation (since it is not constructed as the potential of the CohFT). This special solution
gives a tau function τ which we write as
Fdr(t∗∗ ; ε) := logτ =
∑
д≥0
ε2дFdrд (t
∗
∗ ).
We also denote its expansion as if it were the generating series of some intersection numbers:
Fdrд =:
∑
n≥0
2д−2+n>0
1
n!
∑
d1, ...,dn ≥0
〈τd1(eα1) · · · τdn (eαn )〉
dr
д
n∏
i=1
tαidi .
We still call the above the genus д partition function of the DR hierarchy and the complex
numbers 〈τd1(eα1) · · · τdn (eαn )〉drд we also call correlators. Even though it is not clear whether
the DR partition function carries a geometric interpretation, the following surprising selection
rule holds.
Proposition 5.2.21 ([BDGR18]). The DR correlators 〈τd1(eα1) · · · τdn (eαn )〉drд are nonzero only
if the following inequalities are satised
2д − 3 ≤
n∑
i=1
di ≤ 3д − 3 + n (5.42)
The above upper bound shall be compared with the well known selection rule on of the DZ
hierarchy which states that the correlators 〈τd1(eα1) · · · τdn (eαn )〉д (the actual intersection num-
bers of the CohFT) vanish whenever
∑
di > 3д − 3 + n. The latter is only due to the limit on
the number of psi classes one integrates.
But the lower bound has no equivalent in the DZ hierarchies! And as it turns out, the lower
bound plays a key role in rening the DR/DZ conjecture into its strong form which we state
below. First, we have the following theorem.
224 Chapter 5. Hierarchy of type D4 and the strong DR/DZ equivalence
Theorem 5.2.22 ([BDGR18]). Let cд,n be a semisimple CohFT and let wα be the coordinates of
the DZ hierarchy in its full form (5.40) and let F be the generating function of the CohFT (also a
tau function of the DZ hierarchy). Then there exists a unique dierential polynomial f ∈ Â[−2]
such that the normal Miura transform
ũα = wα + ηα β∂x { f ,h
dz
β,0}dz,
gives rise to a potential F red := F + f |x=0 such that F red satises the selection rules (5.42).
By requiring that the Miura transform if normal, the above entirely determines the Miura trans-
form that is conjectured to hold between the DR and the DZ hierarchy. Hence the strong DR/DZ
equivalence conjecture:
Conjecture 5.2.23 (Strong DR/DZ equivalence [BDGR18]). For any semisimple CohFT, the DR
and DZ hierarchies coincide up to the normal Miura transform generated by f ∈ Â[−2] of Theorem
5.2.22.
In particular, for the CohFT arising from the FJRW of a simple singularity ADE, the Miura
transform is conjectured to be the identity.
We will not prove here that the expected Miura transform reduces to the identity for the ADE
cases. The strong DR/DZ equivalence has been conrmed in a number of cases [Bur15a, BG16,
BDGR18]:
 The trivial CohFT;
 The full Hodge class CohFT;
 Witten’s r -spin classes for r = 3, 4, 5 (equivalent to the A3,A4,A5 FJRW theories);
 The Gromov–Witten theory of P1;
 Up to genus 5 for any CohFT of rank 1;
 Up to genus 2 for any semisimple CohFT.
In the next section, we describe the DR hierarchy for the FJRW of type D4. In Section 5.3
we describe the DS hierarchy of type D4 (which is known to coincide with the DS hierarchy
[LRZ15, GM05, FGM10]). We will observe that in normal coordinates, the DS and DR hierar-
chies coincide, conrming the strong DR/DZ equivalence in the D4 case.
5.2.4 Hamiltonian structure of the double ramication hierar-
chy of type D4
In [BG16] (Theorem 5.3), A. Buryak and J. Guéré proved the following theorem which is of
great help in proving the DR/DZ conjecture. First, let us x some notations. Let a semisim-
ple CohFT and consider the associated Dubrovin–Zhang hierarchy. Let hdzα,d ∈ Â(ũ
∗
∗; ε) be the
Hamiltonian densities of the DZ hierarchy and let Kα βdz be the local Poisson structure of the DZ
heirarchy.
Theorem 5.2.24 ([BG16]). Suppose there exists a Miura transform φ : uα 7→ ũα (u∗∗; ε), such that
∂ũα
∂u1
= δα,1, φ∗(ηα β∂x ) = K
α β
dz , д1,1 ◦ φ = h
dz
1,1, (5.43)
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where φ∗(ηα β∂x ) is given in (5.18). Then the DR hierarchy, under the Miura transform φ, coincides
with the DZ hierarchy.
It what follows we give the standard Poisson structure ηα β∂x and the rst Hamiltonian den-
sities дα,0 and д1,1 of the DR hierarchy constructed from the CohFT associated to the FJRW
theory of the singularity
WD4 = x
2y + y3
with symmetry group G = 〈J 〉 = 〈(e2iπ /3, e2iπ /3)〉. Then we give the Poisson structure and the
Hamiltonian densities after the Miura transform ũα . The details of the computations are given
in the next section.
Hamiltonian densities and Poisson structure in the coordinates uα of the DR
hierarchy of type D4
The local Poisson structure of the DR hierarchy is the standard one and reads
(
ηα β
)
∂x =
©­­­«
0 0 6 0
0 6 0 0
6 0 0 0
0 0 0 2
ª®®®¬ ∂x .
Using Equation (5.37), we computed the Hamiltonian densities дβ,0, for β ∈ {1, . . . , 4}. The
latter, through the tau structure, will allow us to compute the normal coordinates ũα . We
obtain the following densities.
д1,0 =
(
1
12
(
u2
)2
+ 16u
1u3 + 14
(
u4
)2)
+
(
1
216u
3 (u31 )2 + 16u12 + 1432 (u3)2u32) ε2 + ( 71080 (u32 )2
+ 111080u
3
1u
3
3 +
1
270u
3u34
)
ε4 + 139072u
3
6ε
6
д2,0 =
(
1
6u
1u2 − 172
(
u2
)2
u3 + 1648u
2 (u3)3 + 124u3 (u4)2) + (− 172 (u21 )2 + 172u3u21u31 + 1216u2 (u31 )2
+ 124
(
u41
)2
− 136u
2u22 +
1
144
(
u3
)2
u22 +
1
108u
2u3u32 +
1
12u
4u42
)
ε2 +
( 1
45u
2
2u
3
2 +
1
60u
3
1u
2
3 +
1
72u
2
1u
3
3
+ 1120u
3u24 +
1
216u
2u34
)
ε4 + 1336u
2
6ε
6
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д3,0 =
(
1
12
(
u1
)2
− 1216
(
u2
)3
+ 1432
(
u2
)2 (
u3
)2
+ 1233280
(
u3
)6
+ 124u
2 (u4)2 + 1144 (u3)2 (u4)2)
+
(
1
432u
3 (u21 )2 + 1108u2u21u31 + 13888 (u3)3 (u31 )2 + 136u4u31u41 + 1144u3 (u41 )2 + 1432 (u3)2u12
+ 1108u
2u3u22 +
1
216
(
u2
)2
u32 +
1
7776
(
u3
)4
u32 +
1
72
(
u4
)2
u32 +
1
36u
3u4u42
)
ε2 +
(
5
15552
(
u31
)4
+ 1240
(
u22
)2
+ 113888u
3 (u31 )2u32 + 1216u12u32 + 1864 (u3)2 (u32 )2 + 180 (u42 )2 + 1216u31u13 + 1216u21u23
+ 1648
(
u3
)2
u31u
3
3 +
1
72u
4
1u
4
3 +
1
270u
3u14 +
1
216u
2u24 +
1
3888
(
u3
)3
u34 +
1
72u
4u44
)
ε4 +
(
19
11664
(
u32
)3
+ 1144u
3
1u
3
2u
3
3 +
5
2592u
3 (u33 )2 + 1486 (u31 )2u34 + 257776u3u32u34 + 1648u3u31u35 + 139072u16
+ 13888
(
u3
)2
u36
)
ε6 +
(
23
15552
(
u34
)2
+ 197776u
3
3u
3
5 +
11
7776u
3
2u
3
6 +
1
1944u
3
1u
3
7 +
1
7776u
3u38
)
ε8
+ 138880u
3
10ε
10
д4,0 =
(
1
2u
1u4 + 112u
2u3u4 + 1216
(
u3
)3
u4
)
+
(
1
72u
4 (u31 )2 + 112u21u41 + 124u3u31u41 + 112u4u22 + 136u3u4u32
+ 112u
2u42 +
1
48
(
u3
)2
u42
)
ε2 +
( 1
15u
3
2u
4
2 +
1
24u
4
1u
3
3 +
1
20u
3
1u
4
3 +
1
72u
4u34 +
1
40u
3u44
)
ε4 + 1112u
4
6ε
6.
Thanks to Theorem 5.2.24, it suces to compute the Hamiltonian functional д1,1 to check if
the DZ and the DR hierarchy coincide (if the condition of the theorem are satised, but we will
see that is the case in the next section). We nd
д1,1 =
∫ (
1
12u
1 (u2)2 + 112 (u1)2u3 − 1108 (u2)3u3 + 1432 (u2)2 (u3)3 + 1326592 (u3)7 + 14u1 (u4)2
+ 112u
2u3
(
u4
)2
+ 1144
(
u3
)3 (
u4
)2)
+
(
− 16
(
u11
)2
+ 124u
2 (u21 )2 − 172 (u3)2 (u21 )2
− 1108
(
u3
)2
u11u
3
1 −
1
27u
2u3u21u
3
1 −
1
108
(
u2
)2 (
u31
)2
− 12592
(
u3
)4 (
u31
)2
− 136
(
u4
)2 (
u31
)2
− 14u
4u21u
4
1 −
1
9u
3u4u31u
4
1 −
1
8u
2 (u41 )2 − 124 (u3)2 (u41 )2) ε2 + (− 3546656u3 (u31 )4
+ 1144
(
u31
)2
u12 +
5
216u
2
1u
3
1u
2
2 +
1
48u
3 (u22 )2 + 154u3u12u32 + 5216u2u22u32 + 77776 (u3)3 (u32 )2
+ 572u
3
1u
4
1u
4
2 +
5
72u
4u32u
4
2 +
1
16u
3 (u42 )2) ε4 + ( 1486 (u31 )2 (u32 )2 + 135832u3 (u32 )3
− 1112
(
u23
)2
−
13u13u
3
3
1512 −
1
972
(
u3
)2 (
u33
)2
− 3112
(
u43
)2)
ε6 +
(
− 51728u
3
2
(
u33
)2
+ 11728u
3 (u34 )2) ε8
− 17776
(
u35
)2
ε10. (5.44)
Hamiltonian densities and Poisson structure in normal coordinates ũα of the
DR hierarchy of type D4
Now, since the tau structure is given byhdrα,p =
δдα ,p+1
δu1 (5.41), the normal coordinates associated
to said tau structure are given by
ũα = ηα β
δдβ,0
δu1
.
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We nd the following Miura transform.
ũ1 = u1 + (− 136 (u
3
1)
2 − 136u
3u32)ε
2 − 145u
3
4ε
4
ũ2 = u2
ũ3 = u3
ũ4 = u4
(5.45)
In particular, the above satises hypothesis ∂ũα /∂u1 = δα,1 of Theorem 5.2.24. The latter is
necessary, yet of course not sucient for the theorem to apply. Using to Equation (5.18), we
get the following proposition.
Proposition 5.2.25. The local Poisson structure of the DR hierarchy of type D4 in normal coor-
dinates reads
(
K
α β
dr
)
=
©­­­«
( 1
6ũ
3
2∂x +
1
2ũ
3
1∂
2
x +
1
3ũ
3∂3x
)
ε2 + 415∂
5
xε
4 0 6∂x 0
0 6∂x 0 0
6∂x 0 0 0
0 0 0 2∂
ª®®®¬ . (5.46)
Finally, using hdrα,p =
δдα ,p+1
δu1 and the Miura transform (5.45), we can compute the Hamiltonian
densities hα,0 in normal coordinates. Notice that the Hamiltonian densities hdrα,0 are not neces-
sary to apply Theorem 5.2.24 (in the view of conrming the DR/DZ conjecture); we give them
here for the sake of describing the DR hierarchy of type D4.
Proposition 5.2.26. The level 0 tau symmetric Hamiltonian densities hdr1,0, . . . ,h
dr
4,0 of the DR
hierarchy of type D4 in normal coordinates are given by the following.
hdr1,0 =
(
1
12
(
ũ2
)2
+ 16ũ
1ũ3 + 14
(
ũ4
)2)
+
(
1
72ũ
3 (ũ31 )2 + 13ũ12 + 1216 (ũ3)2 ũ32) ε2 + ( 1216 (ũ32 )2 + 172ũ31ũ33
+ 1180ũ
3ũ34
)
ε4 + 1840ũ
3
6ε
6
hdr2,0 =
(
1
6ũ
1ũ2 − 172
(
ũ2
)2
ũ3 + 1648ũ
2 (ũ3)3 + 124ũ3 (ũ4)2) + (− 124 (ũ21 )2 + 124ũ3ũ21ũ31 + 172ũ2 (ũ31 )2
+ 18
(
ũ41
)2
− 118ũ
2ũ22 +
1
72
(
ũ3
)2
ũ22 +
1
54ũ
2ũ3ũ32 +
1
6ũ
4ũ42
)
ε2 +
( 1
12ũ
2
2ũ
3
2 +
5
72ũ
3
1ũ
2
3 +
1
18ũ
2
1ũ
3
3
+ 136ũ
3ũ24 +
2
135ũ
2ũ34
)
ε4 + 172ũ
2
6ε
6
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hdr3,0 =
(
1
12
(
ũ1
)2
− 1216
(
ũ2
)3
+ 1432
(
ũ2
)2 (
ũ3
)2
+ 1233280
(
ũ3
)6
+ 124ũ
2 (ũ4)2 + 1144 (ũ3)2 (ũ4)2) +(
5
432ũ
3 (ũ21 )2 + 1108ũ3ũ11ũ31 + 136ũ2ũ21ũ31 + 11296 (ũ3)3 (ũ31 )2 + 112ũ4ũ31ũ41 + 5144ũ3 (ũ41 )2
+ 1216
(
ũ3
)2
ũ12 +
1
54ũ
2ũ3ũ22 +
1
108
(
ũ2
)2
ũ32 +
1
3888
(
ũ3
)4
ũ32 +
1
36
(
ũ4
)2
ũ32 +
1
18ũ
3ũ4ũ42
)
ε2
+
(
5
2592
(
ũ31
)4
+ 13720
(
ũ22
)2
+ 553888ũ
3 (ũ31 )2 ũ32 + 291080ũ12ũ32 + 6715552 (ũ3)2 (ũ32 )2 + 13240 (ũ42 )2
+ 130ũ
3
1ũ
1
3 +
31
1080ũ
2
1ũ
2
3 +
11
1080ũ
1
1ũ
3
3 +
49
7776
(
ũ3
)2
ũ31ũ
3
3 +
31
360ũ
4
1ũ
4
3 +
1
60ũ
3ũ14 +
2
135ũ
2ũ24
+ 11296
(
ũ3
)3
ũ34 +
2
45ũ
4ũ44
)
ε4 +
(
1129
116640
(
ũ32
)3
+ 160138880ũ
3
1ũ
3
2ũ
3
3 +
1
120ũ
3 (ũ33 )2 + 191620 (ũ31 )2 ũ34
+ 292160ũ
3ũ32ũ
3
4 +
13
1944ũ
3ũ31ũ
3
5 +
11
1080ũ
1
6 +
17
19440
(
ũ3
)2
ũ36
)
ε6 +
(
191
43200
(
ũ34
)2
+ 1501194400ũ
3
3ũ
3
5
+ 949194400ũ
3
2ũ
3
6 +
127
64800ũ
3
1ũ
3
7 +
13
32400ũ
3ũ38
)
ε8 + 7118800ũ
3
10ε
10
hdr4,0 =
(
1
2ũ
1ũ4 + 112ũ
2ũ3ũ4 + 1216
(
ũ3
)3
ũ4
)
+
(
1
24ũ
4 (ũ31 )2 + 14ũ21ũ41 + 18ũ3ũ31ũ41 + 16ũ4ũ22
+ 118ũ
3ũ4ũ32 +
1
6ũ
2ũ42 +
1
24
(
ũ3
)2
ũ42
)
ε2 +
( 1
4ũ
3
2ũ
4
2 +
1
6ũ
4
1ũ
3
3 +
5
24ũ
3
1ũ
4
3 +
2
45ũ
4ũ34 +
1
12ũ
3ũ44
)
ε4
+ 124ũ
4
6ε
6
Proposition 5.2.27. The tau symmetric Hamiltonian functional h
dr
1,1 of the DR hierarchy of type
D4 in normal coordinates is given by the following.
h
dr
1,1 =
1
326592 (ũ
3)7 + 1432 (ũ
2)2(ũ3)3 + 1144 (ũ
4)2(ũ3)3 − 1108 (ũ
2)3ũ3 + 112 (ũ
1)2ũ3 + 112ũ
2(ũ4)2ũ3
+ 112ũ
1(ũ2)2 + 14ũ
1(ũ4)2 +
(
− 12592 (ũ
3)4
(
ũ31
)2
− 172 (ũ
3)2
(
ũ21
)2
− 124 (ũ
3)2
(
ũ41
)2
− 1108 (ũ
3)2ũ11ũ
3
1
+ − 1216ũ
1ũ3
(
ũ31
)2
− 127ũ
2ũ3ũ21ũ
3
1 −
1
9ũ
4ũ3ũ31ũ
4
1 −
1
6
(
ũ11
)2
+ 124ũ
2 (ũ21 )2 − 5432 (ũ2)2 (ũ31 )2
− 5144 (ũ
4)2
(
ũ31
)2
− 18ũ
2 (ũ41 )2 − 14ũ4ũ21ũ41 − 1216ũ1(ũ3)2ũ32 − 1432 (ũ2)2ũ3ũ32 − 1144 (ũ4)2ũ3ũ32) ε2
+
(
1
144
(
ũ31
)2
ũ12 +
7
7776 (ũ
3)2
(
ũ31
)2
ũ32 +
5
216ũ
2
1ũ
3
1ũ
2
2 +
1
36ũ
1
1ũ
3
1ũ
3
2 +
5
72ũ
4
1ũ
3
1ũ
4
2 −
1
1458ũ
3 (ũ31 )4
+ 13888 (ũ
3)3ũ33ũ
3
1 +
1
108ũ
3ũ33ũ
1
1 +
1
48ũ
3 (ũ22 )2 + 55184 (ũ3)3 (ũ32 )2 + 116ũ3 (ũ42 )2 + 154ũ3ũ12ũ32
+ 5216ũ
2ũ22ũ
3
2 +
5
72ũ
4ũ32ũ
4
2 −
1
540ũ
3
4(ũ
2)2 − 1180ũ
3
4(ũ
4)2 − 1270ũ
3
4ũ
1ũ3
)
ε4 +
(
1
144
(
ũ31
)2
ũ12
+ 77776 (ũ
3)2
(
ũ31
)2
ũ32 +
5
216ũ
2
1ũ
3
1ũ
2
2 +
1
36ũ
1
1ũ
3
1ũ
3
2 +
5
72ũ
4
1ũ
3
1ũ
4
2 −
1
1458ũ
3 (ũ31 )4 + 13888 (ũ3)3ũ33ũ31
+ 1108ũ
3ũ33ũ
1
1 +
1
48ũ
3 (ũ22 )2 + 55184 (ũ3)3 (ũ32 )2 + 116ũ3 (ũ42 )2 + 154ũ3ũ12ũ32 + 5216ũ2ũ22ũ32 + 572ũ4ũ32ũ42
− 1540ũ
3
4(ũ
2)2 − 1180ũ
3
4(ũ
4)2 − 1270ũ
3
4ũ
1ũ3
)
ε6 +
(
65
54432ũ
3
3ũ
3
4ũ
3
1 −
55
108864
(
ũ33
)2
ũ32 +
1
24300
(
ũ34
)2
ũ3
+ 11728ũ
3 (ũ34 )2 + 1354432ũ3ũ33ũ35) ε8 − 17776 (ũ35 )2 ε10
Level 0 flows of the DR hierarchy of type D4 in normal coordinates
From the data of the level 0 Hamiltonian densities hdr0,β , we can compute the level 0 equations
of motion in normal coordinates. The computations below agrees with those of [LRZ15] (see
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§5.1 on the hierarchy of type D4). First, as we already know,{
ũαt 10
= ũα1
 1 ≤ α ≤ 4} .
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2
3ε
2 + ũ11
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ũ32
)2
ε4 + 7216
(
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3
1ũ
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= ũ11
ũ4
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5.2.5 Details on the computation of theHamiltonian densityд1,1
Here we describe how we computed explicitly the fundamental Hamiltonian densityд1,1, which
is the key object in conrming the DR/DZ conjecture here. And the computation of д1,1 has to
do with the intrinsic grading of the CohFT. We refer to [DR19] for more details.
Consider an arbitrary CohFT with vectors space V and suppose that V is graded with
deg e1 = 0. We say that the CohFT is homogeneous if there exists δ ∈ C such that the maps
cд,n : V ⊗n → H ∗(Mд,n ,C) and η : V ⊗2 → C have degree
deg cд,n = δ (д − 1), degη = −δ , δ ∈ C, 1 ≤ α ≤ dimV .
In this case the formal variables uαk and ε acquire a grading too and the Hamiltonian densities
of the resulting DR hierarchy are homogeneous:
|uαk | = 1 − deg eα , |ε | =
1 − δ
2
, |дα,d | = d + 3 − δ − |uα |.
Notice importantly that this grading | · | is not related to the dierential grading on Â and F̂ .
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Integrable systems of DR type
We now need introduce the concept of integrable hierarchies of double ramication type [BDGR16].
Let {·, ·} denote the Poisson structure associated to the Hamiltonian operator ηµν ∂x . For a local
functional h ∈ F̂ [0] consider the operator Dh : Â[[z]] → Â[[z]] dened by
Dh = ∂x ◦ (D − 1) − z{·,h}, D :=
∑
k≥0
uαk
∂
∂uαk
+ ε
∂
∂ε
.
Suppose there exist N = dimV solutions дα (z) ∈ Â[0][[z]], with α = 1, . . . ,N , toDh дα (z) = 0
with initial conditions дα (z = 0) = ηα µuµ . Then a new vector of solutions in the same class
can be found by the following transformation
дα (z) 7→ a
µ
α (z)дµ (z) + bα (z), (5.47)
where aµα (z) = δ
µ
α +
∑
i>0 a
µ
α,iz
i ∈ C[[z]] and bα (z) =
∑
i>0 bα,iz
i ∈ C[[z]].
The following result constitutes the main technical tool in the computation the the Hamil-
tonian density д1,1 of DR hierarchy of the D4 CohFT.
Theorem 5.2.28 ([BDGR16]). Assume that h ∈ F̂ [0] has the following properties:
(a) there exist N independent solutions дα (z) =
∑
p≥0 дα,p−1z
p ∈ Â[0][[z]], α = 1, . . . ,N , to
the equation
Dhдα (z) = 0 (5.48)
with the initial conditions дα (z = 0) = ηα µuµ ,
(b)
δh
δu1
=
1
2
ηµνu
µuν + ∂2xr , r ∈ Â
[−2].
Then, up to a transformation of type (5.47), we have
(i) д1,0 =
1
2
ηµνu
µuν + ∂2x (D − 1)
−1r ,
(ii) д1,1 = h,
(iii) {дα,p ,дβ,q} = 0, α , β = 1, . . . ,N , p,q ≥ −1,
(iv) {дα,p ,дβ,0} = ∂x
∂дα,p+1
∂uβ
, β = 1, . . . ,N , p ≥ −1,
(v)
∂дα,p
∂u1
= дα,p−1, α = 1, . . . ,N , p ≥ −1,
hence in particular h is part of an integrable tau-symmetric hierarchy.
We call a system of densities originating from an Hamiltonian h = д1,1 as in the theorem above
an integrable system of double ramication type. As proven in [BDGR16], the DR hierarchy of
any given cohomological eld theory, is always and integrable system of DR type. This fact
implies in particular that the entire hierarchy of DR Hamiltonian densities can be reconstructed
from д1,1 ∈ F̂ [0] alone by means of the DR recursion equation [BR16a]
∂x (D − 1)дα,d+1 = {дα,d ,д1,1}, дα,−1 = ηα µuµ , 1 ≤ α ≤ N ,d ≥ −1. (5.49)
The above result will be used here to eectively compute the Hamiltonian д1,1 itself, starting
from a limited amount of information on the CohFT, as we will show in the next section.
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Computation via the Frobenius manifold of type D4
In [Dub99], based on the work of Kyoji Saito [Sai81, Sai83a, Sai83b], Boris Dubrovin constructed
a structure of Frobenius manifold [Dub96] on the space of orbits of any nite irreducible Cox-
eter group. This Frobenius manifold is generically semisimple and conformal, so Givental-
Teleman [Giv01, Tel12] (see also [PPZ15]) theory can be applied to produce a uniquely dened
homogeneous cohomological eld theory.
As already stated, we are interested in this construction for the case of the D4 simple
singularity, i.e. W = x3 + xy2. The resulting CohFT cд,n : V ⊗n →Mд,n has vector space
V = Span(e1, . . . , e4) with cohomological degrees given by
deg e1 = 0, deg e2 = deg e4 =
1
3
, deg e3 =
2
3
, deg cд,n = δ =
2
3
.
In genus 0 the corresponding Frobenius structure can described by the Frobenius potential (see
for instance [LRZ15])
F =
t1
(
t2
)2
12
+
(
t1
)2
t3
12
−
(
t2
)3
t3
216
+
(
t2
)2 (
t3
)3
1296
+
(
t3
)7
1632960
+
t1
(
t4
)2
4
+
t2t3
(
t4
)2
24
+
(
t3
)3 (
t4
)2
432
, (5.50)
which, in particular, gives the metric
(ηα β ) =
(
∂3F
∂t 1∂tα ∂t β
)
=
©­­­«
0 0 16 0
0 16 0 0
1
6 0 0 0
0 0 0 12
ª®®®¬ (5.51)
Notice that this CohFT was proved to be isomorphic to the quantum singularity theory of
Fan-Jarvis-Ruan-Witten [FJR13] for the simple singularity W = x3 + xy2, with respect to the
non-maximal diagonal symmetry group 〈J 〉 = Z/3Z [FFJMR16].
In [GM05, FGM10] it was proved that the Dubrovin-Zhang hierarchy for the Dubrovin-
Saito CohFT associated to a Coxeter group coincides with the Drinfeld-Sokolov hierarchy of
the corresponding semisimple Lie algebra. As explained above, the ε → 0 limit of both the DZ
and DR hierarchies of any (semisimple) CohFT coincides with the principal hierarchy of the
Frobenius manifold which is, consequently, completely determined, thanks to the recursion
equation (5.39), by the Hamiltonian д[0]1,1 = д1,1 |ε=0.
To compute the latter in the D4 case we can use (see [DZ08]) the dilaton equation of the
DZ principal hierarchy (which coincides here with the dispersionless DR hierarchy), namely
д[0]1,1 =
∫
(D − 2)(F (t∗)|t ∗=u∗)dx , to obtain
д[0]1,1 =
∫ [
1
12u
1 (u2)2 + 112 (u1)2u3 − 1108 (u2)3u3 + 1432 (u2)2 (u3)3 + 1326592 (u3)7 + 14u1 (u4)2
+ 112u
2u3
(
u4
)2
+ 1144
(
u3
)3 (
u4
)2]
.
(5.52)
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Moreover, thanks to homogeneity of the CohFT, we know that, for any k ≥ 0,
|u1k | = 1, |u
2
k | = |u
4
k | =
2
3
, |u3k | =
1
3
, |ε | =
1
6
, |д1,1 | =
7
3
. (5.53)
In Equation (5.44), we stated that the dispersive expansion of barд1,1 is given by
д1,1 =
∫ (
1
12u
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We nish this section by explaining how we computed the above started from the data of
д[0]1,1 = д1,1 |ε=0. By denition, only even powers of ε appear in the Hamiltonian densities of any
DR hierarchy. Now remark from (5.53) that all the variables have positive degree, guaranteeing
the polynomiality of д1,1 and, in fact, of all the Hamiltonian densities дα,d , for all 1 ≤ α ≤ N
and d ≥ −1. In particular, since |ε | = 16 and since in each monomials there are as many x-
derivatives as powers of ε , we see that any term where the power of ε is bigger than 10 is either
trivial or a total x derivative.
One can then verify, by direct computation, that up to rescaling of the variable ε , there exist
a unique local functional д1,1 ∈ F̂ [0] such that the following are satised:
 д[0]1,1 is given by (5.52);
 д1,1 contains only even powers of ε ;
 the cohomological degrees satisfy |д1,1 | = 73 ;
 д1,1 satises Equation (5.39).
In practice one writes down the most general polynomial deformation of (5.52) with the given
degree and notices that imposing conditions (a) and (b) of theorem 5.2.28 determines, up to
rescalings of ε , all the coecients.
Finally, to determine the correct normalization of ε , it is sucient to compute the coe-
cient of a single monomial of д1,1 containing ε . We can do this by recalling (see for instance
[BDGR18]) that, for any CohFT, Coef[(u11)
2ε2](д1,1) = −
1
24 dimV .
5.3 The Drinfeld–Sokolov hierarchy of type D4
In Section 4.3, we describe the celebrated Drinfeld–Sokolov procedure [DS84] which associate
an integrable hierarchy of PDEs to an arbitrary ane Lie algebra (although in the present
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thesis we described it only for untwisted algebras). These hierarchies have the form of matrix
Lax pairs (4.43). But as we can see with the example of the KdV hierarchy 4.3.3 (i.e. the DS
hierarchy of type A1), it becomes quickly cumbersome to actually compute the ows of the
hierarchy using the matrix Lax pairs.
Already in [DS84], Drinfeld and Sokolov gave a scalar Lax pair for the hierarchies of type
A(1)n ,B
(1)
n ,C
(1)
n and D
(1)
n (and others), along with a bi-Hamiltonian representation. Yet for the
hierarchy of type D(1)n precisely, only part of the hierarchy was represented. The part that has
no scalar Lax pair representation we call the negative ows and we insist on the fact that it
does have a matrix Lax pair though. To make this statement clearer, we need to give a brief
description of the untwisted ane algebra D(1)n .
The untwisted ane algebra of type D(1)n
The simple Lie algebras of type Dn are isomorphic to the algebra o(2n) of 2n-dimensional com-
plex skew-Hermitian matrices, i.e.
o(2n) =
{
M ∈ gl(2n,C)
 (M t)∗ +M = 0 }
These algebras have Coxeter number
h = 2n − 2.
The matrices in o(2n) are not necessarily traceless and cannot be nilpotent. We take the usual
faithful traceless representation of o(2n) (see [DS84], but also [LWZ10, CW15b]):
o(2n) '
{
M ∈ gl(2n,C) | MS + S(Mat) = 0
}
=: g̊,
where (Mat)i, j = Mn+1−j,n+1−i is the antitranspose of M and
S = diag
(
1,−1, . . . , (−1)n−1, (−1)n−1, . . . ,−1, 1
)
.
A direct computation shows indeed that tr (MS + SMat) = 2trM so that g̊ ⊂ sl(2n). As before,
we denote h̊, b̊, n̊ the Cartan, negative Borel and negative nilpotent subalgebras of g̊. We choose
the following Weyl generators of the associated ane algebra g = g̊ ⊗ C[λ, λ−1] ⊕ Cc:
ei = Ei+1,i + E2n+1−i,2n−i , en =
1
2 (En+1,n−1 + En+2,n),
fi = Ei,i+1 + E2n−i,2n+1−i , fn = 2(En−1,n+1 + En,n+2),
hi = Ei+1,i+1 − Ei,i + E2n+1−i,2n+1−i − E2n−i,2n−i , hn = En+1,n+1 − En,n + En+2,n+2 − En−1,n−1
and
e0 =
1
2 (E1,2n−1 + E2,2n) ⊗ λ, f0 = 2(E2n−1,1 + E2n,2) ⊗ λ
−1,
h0 = E1,1 + E2,2 − E2n−1,2n−1 − E2n,2n .
The ane algebra g has ane exponents E = Zodd t (n − 1)Zodd. It is often condensed in the
following form:
E = {1, 3, 5, . . . , 2n − 3} ∪ {(n − 1)′} + (2n − 2)Z,
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where the (n−1)′means that if, n is even, every integer that is congruent to n−1 modulo 2n−2
has multiplicity 2; such integers are of the form a = (n − 1)(2b + 1), with b ∈ Z. The principal
Heisenberg subalgebra admits the following family of generators [Kac90]:{
−Λk ∈ g
k , Γk ∈ g
k (n−1)
 k ∈ Zodd} ,
where
Λj :=
{
Λj if j > 0,
(λ−1Λ2n−3)−j if j < 0,
Γj :=
{
Γ j if j > 0,
(λ−1Γ)−j if j < 0,
(5.54)
where Λ =
∑n
i=0 ei is the principal cyclic element and
Γ := µ
[
En,1 −
1
2En+1,1 −
1
2En,2n ⊗ λ +
1
4En+1,2n ⊗ λ (5.55)
+ (−1)n
(
E2n,n+1 −
1
2E2n,n −
1
2E1,n+1 ⊗ λ +
1
4E1,n ⊗ λ
) ]
, (5.56)
where µ = 1 if n is even and µ =
√
−1 when n is odd.
The positive and negative flows of the hierarchy of type Dn
Let L = ∂ + Λ + Q ∈ opg, that is, Q ∈ b̊ [[t]]. Let U ∈ ĝ − [[t]] be a function as in Theorem
4.3.7. Following [LRZ15], we introduce the following Drinfeld–Sokolov equations of type Dn :
∂L
∂tk
=
[
L , (eadU Λk )+
]
, (5.57)
∂L
∂t̂k
=
[
L , (eadU Γk )+
]
, (5.58)
with k ∈ Zodd>0 . By construction, they generate the whole DS hierarchy. The ows along ∂tk we
call the positive ows, while the ows along ∂t̂k we call the negative ows.
In [DS84] (§7.1), Drinfeld and Sokolov introduced the following PDO9
L = ∂2n−2 + ∂−1
n−3∑
µ=1
(
sµ∂2µ−1 + ∂2µ−1sµ
)
+ ∂−1ϱ∂−1ϱ, sn = (ϱ)2,
with the condition ∂ ◦ L = L∗ ◦ ∂. Drinfeld and Sokolov proved that the positive ows of the
hierarchy admit the following scalar Lax pair representation:
∂L
∂tk
=
[
L, (Pk )+
]
, (5.59)
where P = L
1
2n−2 , which exists in virtue of Theorem 3.1.8. The precise statement is that there
exists a gauge slice L̃ within the gauge class of the connection L such that Equation (5.59)
9Hereafter, we will use µ,ν to denote the coordinates sµ , with µ ∈ {1, . . . ,n−1} andα , β to denote the coordinates
sα , with α ∈ {1, . . . ,n}.
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is exactly Equation (5.57) on the connection L̃ . The latter implies that the coordinates sα are
dierential polynomials in the coordinates qα of the function Q .
Now the problem attacked in [LRZ15] is that the negative ows cannot be written using
the (2n−2)-th root P of L. To solve this problem, the authors introduced a new class of pseudo-
dierential operators they called of the second type. Doing so, they were able to produce a
square root for the operator L. We briey describe their construction in the next section.
5.3.1 Scalar Lax pair and bi-Hamiltonian structure of the DS hi-
erarchy of type Dn
Pseudo-dierential operators of the second type
In this section we describe the construction pseudo-dierential operators (PDOs) of the second
type, as done in [LWZ10]. We start the algebra of (un-extended) dierential polynomials A
with yet another set of indeterminates s1k , . . . , s
n
k , with k ≥ 0, namely
A := A
(
s1, . . . , sn
)
= C
[
sαk
 α ∈ {1, . . . ,n}, k ≥ 0] ,
equipped with the derivation
∂ =
∑
k≥0
n∑
α=1
sαk+1
∂
∂sαk
.
In the previous sections, we introduced the extended algebra of dierential polynomials Â =
C[[u∗0]][[ε]][u
∗
k>0], but for the present construction, they are not needed. They will appear
when we will compare the DS and the DR hierarchies. The ring A is graded by deg sαk = k ,
producing a decomposition
A =
⊕
k≥0
Ak , Ak · A` ⊂ Ak+`,
whereAk is the subspace of homogeneous elements of degree k . For this gradation, the deriva-
tion ∂ has degree 1, i.e. ∂Ak ⊂ Ak+1. Notice that Liu–Wu–Zhang’s construction [LWZ10]
works for an arbitrary commutative ring as long as it is graded, topologically complete and
equipped with degree-1 derivation.
Now we consider the following additive group:
D̂ =
{
+∞∑
k=−∞
ak∂k
 ak ∈ A
}
Of course, the traditional PDOs (the one we will now call of the rst type) form a subgroup
D =
{
m∑
k=−∞
ak∂k
 ak ∈ A, m ∈ Z
}
⊂ D̂ .
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Clearly, the ring structure (3.1) on D cannot be extended to D̂. In what follows, we describe
how to produce a new ring of whose elements are allowed to contain innitely positive and
negative powers of ∂.
Let A ∈ D be a PDO of the rst type. We say that A is homogeneous of degree k if A has
the form
A =
k∑
i=−∞
ai∂i , ai ∈ Ak−i .
We denote by Dk the subspace of homogeneous operators of degree k . Then clearly
D̂ =
∏
k ∈Z
Dk .
We introduce the following subgroups of D̂:
D̃(d ) =
∏
k≥d
Dk , D̃ =
⋃
d ∈Z
D̃(d ).
Notice that the above induces a decreasing ltration D̃(d ) ⊂ D̃(d−1). Recall that the product of
PDOs of the rst type is given, for a,b ∈ A and n,m ∈ Z, by
a∂n ◦ b∂m =
∑
k≥0
(
n
k
)
ab(k )∂
n+m−k ,
(
n
k
)
=
(n − k + 1) · · · (n − 1) · n
k!
. (5.60)
Clearly, if A ∈ Dk and B ∈ D` than AB ∈ Dk+` , so the product can be extended to D̃, which
makes it into an algebra.
Denition 5.3.1. We call PDOs of the second type the elements of the algebra D̃.10 The
elements of the subalgebra Db = D ∩ D̃ are called bounded operators.
By the gradation on A, the general form of an element A ∈ D̂ reads
A =
∑
i ∈Z
∑
j≥0
ai, j∂i . (5.61)
The following lemma gives a nice characterization of D and D̃.
Lemma 5.3.2. LetA be of the general form of Equation (5.61), then the following characterization
holds true.
(i) A ∈ Dk i ai, j = 0 outside of the diagonal {(i, j) ∈ Z × Z≥0 | i + j = k};
(ii) A ∈ D̃ i there existsm such that ai, j = 0 outside of the the set {(i, j) ∈ Z×Z≥0 | j ≥ m−i};
(iii) A ∈ D i there exists n such that ai, j = 0 outside of the the set {(i, j) ∈ Z × Z≥0 | i ≤ n}.
Proof. Point (i) is the denition ofDk . Point (ii) follows from the decreasing ltration property
D̃(d ) ⊂ D̃(d−1). Point (iii) is the denition of D. 
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Figure 5.1: Graphical interpretation of Lemma 5.3.2. Each gure shows the lattice Z×Z≥0; each
dot on the lattice indicates the points (i, j) where ai, j needs not vanish.
(i) A ∈ Dk (ii) A ∈ D̃ (iii) A ∈ D
Lemma 5.3.2 has a nice graphical interpretation, as shown in Figure 5.3.1; the latter is taken
from [LRZ15] with minor modications.
Similarly to the case of PDOs of the rst type, we can dene the positive and negative parts,
the residue as well as the adjoint:
A+ =
∑
i≥0
∑
j≥0
ai, j∂i , A− =
∑
i<0
∑
j≥0
ai, j∂i ,
A∗ =
∑
i ∈Z
∑
j≥0
(−1)i∂ ◦ ai, j , resA =
∑
j≥0
a−1, j .
We know that if A ∈ D, then A+,A−,A∗ ∈ D; moreover, A− ∈ D̃ as well so that A+ ∈ Db.
Similarly, if A ∈ D̃, then we easily see that A+,A−,A∗ ∈ D̃ and that A− ∈ D so that A− ∈ Db.
In the next section, we describe how the algebra D̃ of PDOs of the second type were used
by Liu Ruan and Zhang to construct a scalar Lax pair for the negative ows of the DS hierarchy
of type D4.
Scalar Lax pair of the DS hierarchy of type Dn
Firstly, recall the following operator of the rst type,
L = ∂2n−2 + ∂−1
n−1∑
µ=1
(
sµ∂2µ−1 + ∂2µ−1sµ
)
+ ∂−1ϱ∂−1ϱ,
sn = (ϱ)2 with the condition ∂ ◦ L = L∗ ◦ ∂. The following proposition holds.
Proposition 5.3.3 ([LWZ10]). There exists a unique PDO of the rst type P ∈ D of the form
P = ∂ +
∑
k<0
pk∂k
10In [LWZ10], the algebraD is denoteD− while the algebra D̃ is denotedD+. Here we made a dierent choice
since D+ and D− were already used in Chapter 3.
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such that P2n−2 = L. Moreover, the operator P satises [P ,L] = 0 and
P∗ = −∂P∂−1.
The existence and uniqueness of the (2n − 2)-th root P of L was already established since it
involves only PDOs of the rst type; see Theorem 3.1.8. However, the additional equations
satised by P was not established here. We refer to [LRZ15] for the proof. The proposition
below is the main tool in building the scalar Lax pair of the negative ows.
Proposition 5.3.4 ([LRZ15]). There exists a unique PDO of the second type Q ∈ D̃ of the form
Q = ∂ ◦ ϱ +
∑
m≥0
Qm ◦ ∂, (5.62)
such that Q2 = L and where Qm ∈ Db of order 2m. Moreover, Q satises
Q∗ = −∂Q∂−1
Q∗+(ϱ) = −
1
2
(∂ ◦ L+)(1). (5.63)
Now the (2n − 2)-th root P ∈ D and the square root Q ∈ D̃ together allows to dene a
hierarchy represented by a scalar Lax pair. The latter is equivalent to the full matrix Lax pairs
of the Drinfeld–Sokolov hierarchy of type Dn .
Theorem 5.3.5 ([LWZ10]). The hierarchy of equations dened by the following ows is consis-
tent and commute pairwise: for k ∈ Zodd>0 ,
∂L
∂tk
=
[
L, (Pk )+
]
,
∂L
∂t̂k
=
[
L, (Qk )+
]
(5.64)
Moreover, it coincides with the ows dened by the matrix Lax pair equations (5.57) and (5.58)
respectively.
Bi-Hamiltonian structure of the DS hierarchy of type Dn
We now describe the bi-Hamiltonian structure of the DS hierarchy of type Dn . Notice that
the local Poisson structure we will dene were already given in [DS84]. What was not, is the
Hamiltonian densities for the negative ows. First dene the following operatorL′ := ∂◦L ∈ D,
which we write in the following form:
L′ = ∂ ◦ L =: ∂2n−1 +
n−1∑
µ=1
(
sµ∂2µ−1 + ∂2µ−1sµ
)
+ ϱ∂−1 ◦ ϱ .
It satises the condition L′ = −(L′)∗. We can represent the operator the L′ in an alternative
form:
L′ = ∂2n−1 +
n−1∑
µ=1
(
vµ∂2µ−1 + ṽµ∂2µ−2
)
+ ϱ∂−1 ◦ ϱ . (5.65)
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Then the functions vµ are related to the sµ by an Miura transform (within dierential polyno-
mials) while the ṽµ are related to the functions vµ via a non invertible transform thanks to the
condition L′ = −(L′)∗.
Given a local functional f ∈ F , we can dene its variational derivative w.r.t. L′ (or its
variational dierential) by
δ f
δL′
:=
δ f
δvn
+
1
2
n−1∑
µ=1
∂−2µ ◦
δ f
δvµ
+
δ f
δvµ
∂−2µ . (5.66)
Notice that the above expression is well dened since the variational derivatives do not depend
on the choice of the representative in the class modulo Im(∂). Besides, this choice of variational
dierential is specic to the algebra of type Dn ; for other algebras, see [DS84] but also [DLZ08]
for a particularly clear exposé.
The bi-Hamiltonian structure of the DS hierarchy of type Dn is given by the following
local Poisson structures: let two local functionals f ,д ∈ F̂ and their variational dierentials
X =
δ f
δL′ ,Y =
δд
δL′ , then
{ f ,д}1 =
∫
resX [(∂xY+L′)− − (L′Y+∂x )− − (∂xY−L′)+ + (L′Y−∂x )+] dx ,
{ f ,д}2 =
∫
resX [(L′Y )+L′ − L′(YL′)+] dx .
These brackets are compatible in the sense that for any λ, µ ∈ C, the map λ{·, ·}1 + µ{·, ·}2 still
satises Jacobi identity. In [LWZ10], the authors prove the following theorem.
Theorem 5.3.6. The hierarchy (5.64) admits the following bi-Hamiltonian representation: for
any local functional f ∈ F ,
∂sα
∂tk
= {sα ,Hk+2n−2}1 = {s
α ,Hk }2,
∂sα
∂t̂k
= {sα , Ĥk+2}1 = {s
α , Ĥk }2, (5.67)
where the Hamiltonian functionals are given by
Hk =
2n − 2
k
∫
res Pkdx , Ĥk =
2
k
∫
resQkdx
Tau structure
Finally, we describe the tau structure given in [LWZ10] by means of these PDOs of the second
type. The authors prove that the Hamiltonian functionalsH1,H3, . . . ,H2n−3 and Ĥ1 are linearly
independent and are Casimir of the rst Poisson bracket {−,−}1.
Next we need to introduce the so-called topological variables: for all µ ∈ {1, . . . ,n − 1},
tµ,p :=
(2n − 2)Γ(p + 1 + 2α−12n−2 )
Γ( 2α−12n−2 )
t(2n−2)p+2α−1, tn,p :=
2Γ(p + 32 )
Γ( 12 )
t̂2p+1.
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Then dene the following dierential polynomials: for all µ ∈ {1, . . . ,n − 1},
hdsµ,p−1 :=
Γ( 2α−12n−2 )
(2n − 2)Γ(p + 1 + 2α−12n−2 )
res P (2n−2)p+2α−1, hdsn,p−1 :=
2Γ( 12 )
Γ(p + 32 )
resQ2p+1 (5.68)
Then we can rewrite the Hamiltonian ows (5.67) as
∂sα
∂tβ,p
= {sα ,h
ds
β,p }1 =
(
p +
1
2
+ (1 − δβ,n)
2β − n
2n − 2
)−1
{sα ,h
ds
β,p−1}2
These Hamiltonian ows are tau symmetric in the sense that
∂hdsα,p−1
∂t
β
q
=
∂hdsβ,q−1
∂tαp
.
The content described in the present section is all we need to actually compute the rst Hamil-
tonian structure of the DS hierarchy of type D4 in view of conrming the strong DR/DZ con-
jecture. This is the goal of the next and last section.
5.3.2 First Hamiltonian structure of the DS hierarchy of typeD4
and strong DR/DZ equivalence
The explicit tau-symmetric Hamiltonian densities.
In this section, we give the explicit fomulae for the Hamiltonian densities hdsα,−1, h
ds
α,0, for 1 ≤
α ≤ 4, and hds1,1. From now, in order to compare the DZ hierarchy with the DR hierarchy, we
perform the following substitution:
∂k f
∂xk
7−→
(
ε
√
2
)k
∂k f
∂xk
Therefore, we will now work again in the extended spaces. When we reduce to the case of the
DS hierarchy of type D4, the Lax operator becomes
L = ∂6x + ∂
−1
x
3∑
µ=1
(
sµ∂
2µ−1
x + ∂
2µ−1
x s
µ
)
+ ∂−1x ϱ∂
−1
x ϱ, (5.69)
Recall that the normal coordinates are given by
ũα = ηα βhdsβ,−1
where the matrix (ηα β ) is given by (see e.g. [LRZ15])
(ηα β ) =
©­­­«
0 0 6 0
0 6 0 0
6 0 0 0
0 0 0 2
ª®®®¬
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By Equation (5.68), the normal coordinates read, for µ ∈ {1, 2, 3},
ũµ =
6
7 − 2µ
res P7−2µ , ũ4 = 2 resQ .
Because of the form of the operator Q (5.62), its residue is straightforwardly resQ = ϱ, which
means that ũ4 = 2ϱ = 2
√
s4. For the remaining normal coordinates, we compute the residues
in the coordinates sα and then inverse the system. We nd
s1 = 12ũ
1 + 112ũ
2ũ3 + 1216
(
ũ3
)3
+
(
− 18
(
ũ31
)2
− 16ũ
2
2 −
1
9ũ
3ũ32
)
ε2 + 2390ũ
3
4ε
4,
s2 = 12ũ
2 + 18
(
ũ3
)2
− 12ũ
3
2ε
2,
s3 = 12ũ
3,
s4 = 14
(
ũ4
)2
.
(5.70)
This agrees with the expressions found in [LRZ15], p. 751. Then the Hamiltonian densities
hdsα,0 are given by: for µ ∈ {1, 2, 3},
hdsµ,0 =
6
(2µ − 1)(2µ + 5)
res P2µ+5, hds4,0 =
2
3
resQ3
The computation of res P2µ+5 can be done straightforwardly by programming. However, the
computation resQ3 requires a little bit more. To do so, we write
resQ3 = resQL = res
(
∂−1x ϱL
)
+ res
(∑
m≥0
Qm∂xL
)
,
= res
(
∂−1x ϱL
)
+ res
(∑
m≥0
Qmϱ∂
−1
x ϱ
)
,
where in the last equation we used the fact that ∂xL = L′ = L′+ + ϱ∂−1x ϱ. The term res
(
∂−1x ϱL
)
can also be easily computed by programming. For the remaining part let us rst write Qm =∑
k≤2m q
m,k∂kx , then
res
(∑
m≥0
Qmϱ∂
−1
x ϱ
)
= res
(∑
m≥0
∑
k≤2m
qm,k∂kx ϱ∂
−1
x ϱ
)
= res
(∑
m≥0
∑
k≤2m
qm,k
k∑̀
=0
(
k
`
) (
ε
√
2
)`
ϱ`∂
k−1−`
x ϱ
)
=
∑
m≥0
∑
k≤2m
qm,k
(
ε
√
2
)k
ϱkϱ = ϱ
∑
m≥0
Qm(ϱ).
In the above equations, all matters of convergence are resolved by the grading of Â and the
fact that Q ∈ D+. Now thanks to Equation (5.63), it follows that∑
m≥0
Qm(ϱ) =
1
2
L+(1) =
3∑
µ=1
s
µ
2µ−2
ε2µ−2
2µ−1
.
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Using ũ4 = 2ϱ, we nally nd that
hds4,0 =
1
3
res
(
∂−1x ũ
4L
)
+
1
3
ũ4
3∑
µ=1
s
µ
2µ−2
ε2µ−2
2µ−1
.
The results below where obtained using the program Wolfram Mathematica. For these pro-
grammed computations, the estimates given in Propositions 3.1.7 and 3.1.8 are of particular
interest.
Proposition 5.3.7. The level 0 tau symmetric Hamiltonian densities hds1,0, . . . ,h
ds
4,0 of the DS hi-
erarchy of type D4 in normal coordinates are given by the following.
hds1,0 =
(
1
12
(
ũ2
)2
+ 16ũ
1ũ3 + 14
(
ũ4
)2)
+
(
1
72ũ
3 (ũ31 )2 + 13ũ12 + 1216 (ũ3)2 ũ32) ε2 + ( 1216 (ũ32 )2 + 172ũ31ũ33
+ 1180ũ
3ũ34
)
ε4 + 1840ũ
3
6ε
6
hds2,0 =
(
1
6ũ
1ũ2 − 172
(
ũ2
)2
ũ3 + 1648ũ
2 (ũ3)3 + 124ũ3 (ũ4)2) + (− 124 (ũ21 )2 + 124ũ3ũ21ũ31 + 172ũ2 (ũ31 )2
+ 18
(
ũ41
)2
− 118ũ
2ũ22 +
1
72
(
ũ3
)2
ũ22 +
1
54ũ
2ũ3ũ32 +
1
6ũ
4ũ42
)
ε2 +
( 1
12ũ
2
2ũ
3
2 +
5
72ũ
3
1ũ
2
3 +
1
18ũ
2
1ũ
3
3
+ 136ũ
3ũ24 +
2
135ũ
2ũ34
)
ε4 + 172ũ
2
6ε
6
hds3,0 =
(
1
12
(
ũ1
)2
− 1216
(
ũ2
)3
+ 1432
(
ũ2
)2 (
ũ3
)2
+ 1233280
(
ũ3
)6
+ 124ũ
2 (ũ4)2 + 1144 (ũ3)2 (ũ4)2) +(
5
432ũ
3 (ũ21 )2 + 1108ũ3ũ11ũ31 + 136ũ2ũ21ũ31 + 11296 (ũ3)3 (ũ31 )2 + 112ũ4ũ31ũ41 + 5144ũ3 (ũ41 )2
+ 1216
(
ũ3
)2
ũ12 +
1
54ũ
2ũ3ũ22 +
1
108
(
ũ2
)2
ũ32 +
1
3888
(
ũ3
)4
ũ32 +
1
36
(
ũ4
)2
ũ32 +
1
18ũ
3ũ4ũ42
)
ε2
+
(
5
2592
(
ũ31
)4
+ 13720
(
ũ22
)2
+ 553888ũ
3 (ũ31 )2 ũ32 + 291080ũ12ũ32 + 6715552 (ũ3)2 (ũ32 )2 + 13240 (ũ42 )2
+ 130ũ
3
1ũ
1
3 +
31
1080ũ
2
1ũ
2
3 +
11
1080ũ
1
1ũ
3
3 +
49
7776
(
ũ3
)2
ũ31ũ
3
3 +
31
360ũ
4
1ũ
4
3 +
1
60ũ
3 ũ14 +
2
135ũ
2ũ24
+ 11296
(
ũ3
)3
ũ34 +
2
45ũ
4ũ44
)
ε4 +
(
1129
116640
(
ũ32
)3
+ 160138880ũ
3
1ũ
3
2ũ
3
3 +
1
120ũ
3 (ũ33 )2 + 191620 (ũ31 )2 ũ34
+ 292160ũ
3ũ32ũ
3
4 +
13
1944ũ
3ũ31ũ
3
5 +
11
1080ũ
1
6 +
17
19440
(
ũ3
)2
ũ36
)
ε6 +
(
191
43200
(
ũ34
)2
+ 1501194400ũ
3
3ũ
3
5
+ 949194400ũ
3
2ũ
3
6 +
127
64800ũ
3
1ũ
3
7 +
13
32400ũ
3ũ38
)
ε8 + 7118800ũ
3
10ε
10
hds4,0 =
(
1
2ũ
1ũ4 + 112ũ
2ũ3ũ4 + 1216
(
ũ3
)3
ũ4
)
+
(
1
24ũ
4 (ũ31 )2 + 14ũ21ũ41 + 18ũ3ũ31ũ41 + 16ũ4ũ22
+ 118ũ
3ũ4ũ32 +
1
6ũ
2ũ42 +
1
24
(
ũ3
)2
ũ42
)
ε2 +
( 1
4ũ
3
2ũ
4
2 +
1
6ũ
4
1ũ
3
3 +
5
24ũ
3
1ũ
4
3 +
2
45ũ
4ũ34 +
1
12ũ
3ũ44
)
ε4
+ 124ũ
4
6ε
6
Finally, the density hds1,1 is given by
hds1,1 =
36
91
res P13.
Again, the result was obtained using the program Wolfram Mathematica.
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Proposition 5.3.8. The Hamiltonian density hds1,1 of the DS hierarchy of type D4 in normal coor-
dinates is given by the following.
hds1,1 =
(
1
12u
1 (u2)2 + 112 (u1)2u3 − 1108 (u2)3u3 + 1432 (u2)2 (u3)3 + 1326592 (u3)7 + 14u1 (u4)2
+ 112u
2u3
(
u4
)2
+ 1144
(
u3
)3 (
u4
)2)
+
(
1
6
(
u11
)2
+ 13u
1
2u
1 − 572
(
u21
)2
u2 + 524
(
u41
)2
u2 − 118u
2
2
(
u2
)2
+ 154
(
u31
)2 (
u2
)2
+ 172
(
u31
)2
u1u3 + 19216u
2
1u
3
1u
2u3 + 136u
3
2
(
u2
)2
u3 + 154
(
u21
)2 (
u3
)2
+ 172u
1
1u
3
1
(
u3
)2
+ 118
(
u41
)2 (
u3
)2
+ 1216u
3
2u
1 (u3)2 + 7216u22u2 (u3)2 + 1216u12 (u3)3 + 77776 (u31 )2 (u3)4
+ 13888u
3
2
(
u3
)5
+ 512u
2
1u
4
1u
4 + 13u
4
2u
2u4 + 1972u
3
1u
4
1u
3u4 + 772u
4
2
(
u3
)2
u4 + 16u
2
2
(
u4
)2
+ 118
(
u31
)2 (
u4
)2
+ 112u
3
2u
3 (u4)2) ε2 + ( 724u21u22u31 + 572u12 (u31 )2 + 31216 (u21 )2u32 + 13216u11u31u32
+ 3172u
3
2
(
u41
)2
+ 78u
3
1u
4
1u
4
2 +
1
216
(
u32
)2
u1 + 172u
3
1u
3
3u
1 + 35216u
2
3u
3
1u
2 + 23108u
2
2u
3
2u
2 + 427u
2
1u
3
3u
2
+ 7270u
3
4
(
u2
)2
+ 13144
(
u22
)2
u3 + 29216u
2
1u
2
3u
3 + 19u
1
3u
3
1u
3 + 7648
(
u31
)4
u3 + 19216u
1
2u
3
2u
3 + 7216u
1
1u
3
3u
3
+ 1348
(
u42
)2
u3 + 2972u
4
1u
4
3u
3 + 1180u
3
4u
1u3 + 7108u
2
4u
2u3 + 136u
1
4
(
u3
)2
+ 531296
(
u31
)2
u32
(
u3
)2
+ 13315552
(
u32
)2 (
u3
)3
+ 977776u
3
1u
3
3
(
u3
)3
+ 1864u
3
4
(
u3
)4
+ 49u
3
3u
4
1u
4 + 2336u
3
2u
4
2u
4 + 3572u
3
1u
4
3u
4
+ 736u
4
4u
3u4 + 790u
3
4
(
u4
)2)
ε4 +
(
349
3024
(
u23
)2
+ 421u
2
2u
2
4 +
17
168u
2
1u
2
5 +
65
504u
1
5u
3
1 +
151
756u
1
4u
3
2
+ 4732592
(
u31
)2 (
u32
)2
+ 31168u
1
3u
3
3 +
19
216
(
u31
)3
u33 +
19
210u
1
2u
3
4 +
149
7560u
1
1u
3
5 +
349
1008
(
u43
)2
+ 47u
4
2u
4
4
+ 1756u
4
1u
4
5 +
1
840u
3
6u
1 + 531512u
2
6u
2 + 651512u
1
6u
3 + 174123328
(
u32
)3
u3 + 25077776u
3
1u
3
2u
3
3u
3 + 5936480
(
u31
)2
u34u
3
+ 2717776
(
u33
)2 (
u3
)2
+ 214138880u
3
2u
3
4
(
u3
)2
+ 34112960u
3
1u
3
5
(
u3
)2
+ 4319440u
3
6
(
u3
)3
+ 53504u
4
6u
4
)
ε6 +
(
u18
54
+ 6531944u
3
2
(
u33
)2
+ 1780368040
(
u32
)2
u34 +
11129
30240u
3
1u
3
3u
3
4 +
65141
272160u
3
1u
3
2u
3
5 +
145
3024
(
u31
)2
u36 +
17503
302400
(
u34
)2
u3
+ 97710080u
3
3u
3
5u
3 + 15103272160u
3
2u
3
6u
3 + 183190720u
3
1u
3
7u
3 + 199720u
3
8
(
u3
)2)
ε8 +
(
9973
340200
(
u35
)2
+ 130125200u
3
4u
3
6
+ 34710080u
3
3u
3
7 +
4427
272160u
3
2u
3
8 +
89
18144u
3
1u
3
9 +
1
1296u
3
10u
3) ε10 + 41393120u312ε12
The explicit form of the rst Poisson structure.
Finally, we compute the components of the rst Poisson structure given, for two local func-
tionals f ,д ∈ F̂ , by
{ f ,д}1 =
1
ε
∫
resX [(∂xY+L′)− − (L′Y+∂x )− − (∂xY−L′)+ + (L′Y−∂x )+]dx , (5.71)
where X = δ fδL′ , Y =
δд
δL′ . We aim to express this bracket as bi-vector using Dirac’s notation of
the components:
{ f ,д}1 =
∬
δ f (x)
δũα (x)
{ũα (x), ũβ (y)}1
δд(y)
δũβ (y)
dxdy, (5.72)
We will use the following identity to compute the Poisson structure (see Equation (5.16)):
{ũα (x), ũβ (y)}1 = {ũ
α (z)δ (x − z), ũβδ (y − z)}1.
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Now the Poisson bracket (5.71) is given in terms of the variational dierentials, so that we rst
need to compute those of the coordinate functionals. To do so, we need to transform the normal
coordinates ũα into the coordinates vα of Equation (5.65). The coordinates ṽα are related to
the vα ’s by the condition L′∗ + L′ = 0; they read
ṽ1 = 1
2
√
2
v11ε −
1
8
√
2
v23ε
3 + 1
8
√
2
v35ε
5,
ṽ2 = 3
2
√
2
v21ε −
5
4
√
2
v33ε
3,
ṽ3 = 5
2
√
2
v31ε .
(5.73)
Then by identifying the two operators in Equation (5.71) and inverting Equation (5.70), we nd
the following Miura from the normal coordinates ũα to the coordinates vα :
ũ1 = v1 − 16v
2v3 + 7216 (v
3)3 +
( 1
12 (v
3
1)
2 − 512v
2
2 +
11
36v
3v32
)
ε2 + 8990v
3
4ε
4,
ũ2 = v2 − 14 (v
3)2 − 32v
3
2ε
2,
ũ3 = v3,
ũ4 = 2
√
v4.
(5.74)
Now recall that the variational dierentials are given by
δ f (z)
δL′(z)
=
δ f (z)
δv4(z)
+
1
2
3∑
µ=1
(
δ f (z)
δvµ (z)
∂
−2µ
z + ∂
−2µ
z
δ f (z)
δvµ (z)
)
∈ D−.
It follows that the variational dierentials of the coordinates functionals are given by, for µ ∈
{1, 2, 3},
δ ũµ (z)δ (x − z)
δL′(z)
=
1
2
3∑
ν=1
(
δũµ (z)δ (x − z)
δvν (z)
∂−2νz + ∂
−2ν
z
δũµ (z)δ (x − z)
δvν (z)
)
, (5.75)
δ ũ4(z)δ (x − z)
δL′(z)
=
δ
(
2
√
v4(z)δ (x − z)
)
δv4(z)
=
2
u4(z)
δ (x − z). (5.76)
Let us denote, for α ∈ {1, 2, 3, 4},
X α (z) :=
δ ũα (z)δ (x − z)
δL′(z)
, Y α (z) :=
δ ũα (z)δ (y − z)
δL′(z)
As we can see in Equations (5.75) and (5.76), for any µ ∈ {1, 2, 3}, the pseudo-dierential
operators (of the rst type) Y µ and Y 4 satisfy
(Y µ (z))+ = 0, (Y 4(z))− = 0.
Knowing this, it is therefore not hard to show that the component {ũ4(x), ũ4(y)}1 of the rst
Poisson structure reads
{ũ4(x), ũ4(y)}1 = ε
−1
∫
resX 4(z)
[ (
∂zY
4(z)L′(z)
)
−
−
(
L′(z)Y 4(z)∂z
)
−
]
dz
= ε−1
∫
res 2ũ4(z)δ (x − z)
[(
∂z
2
ũ4(z)δ (y − z)L
′(z)
)
−
−
(
L′(z) 2ũ4(z)δ (y − z)∂z
)
−
]
dz
= 2δ ′(x − y)
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(Note that this precise computation does not depend on the integer n of Dn , meaning that
similarly, in the Dn case, {ũn(x), ũn(y)}1 = 2δ ′(x −y).) It is easy to see that for any µ ∈ {1, 2, 3},
{ũµ (x), ũ4(y)}1 = 0. The remaining components are computed in a similar fashion, this time
using
{ũµ (x), ũν (y)}1 = ε
−1
∫
resX µ (z) [(L′(z)Y ν (z)∂z )+ − (∂zY ν (z)L′(z))+] dz,
for µ,ν ∈ {1, 2, 3}. Now we equivalently write ∂kx instead of δ (k )(x − y), for their action is
identical. We write down the components {ũα (x), ũβ (y)}1 in the matrix
K
α β
ds := {ũα (x), ũβ (y)}1.
Proposition 5.3.9. The rst local Poisson bracket of the DS hierarchy of type D4, in normal
coordinates reads
(K
α β
ds ) =
©­­­«
( 1
6ũ
3
2∂x +
1
2ũ
3
1∂
2
x +
1
3ũ
3∂3x
)
ε2 + 415∂
5
xε
4 0 6∂x 0
0 6∂x 0 0
6∂x 0 0 0
0 0 0 2∂x
ª®®®¬ . (5.77)
In particular, Kα βds = ηα β∂x + O(ε).
Remark 5.3.10. Let ψ : ũα 7→ vα be the inverse of the Miura transform given by Equation
(5.74). Then one can also compute the matrix Kα βds in normal coordinates using Equation (5.18)
which we recall here:
K
α β
ds = (M
∗)αµ ◦ (Kds ◦ψ )
µν ◦M
β
ν , (5.78)
where
(M∗)αµ =
∑
s≥0
∂ũα
∂v
µ
s
∂sx , M
β
ν =
∑
s≥0
(−1)s∂sx ◦
∂ũβ
∂vνs
,
and where, by construction, (Kds ◦ψ )α β = {vα (x),vβ (y)}1. But then we need to compute the
bracket in the coordinates vα and then use Equation (5.78). It is probably a bit easier in all
honesty.
To conclude, comparing (1) the Poisson structures of the DR hierarchy and the DS hierarchy
of type D4, both in their normal coordinates (Propositions 5.2.25 and 5.3.9 respectively) and
(2) the Hamiltonian functional h
dr
1,1 of the DR hierarchy with the Hamiltonian functional h
ds
1,1
of the DS hierarchy (Propositions 5.2.27 and 5.3.8 respectively), we obtain the theorem below.
Notice that it hold true in virtue of Theorem 5.2.24.
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Theorem 5.3.11 (Strong DR/DZ for D4 [DR19]). The strong DR/DZ equivalence holds true for
the hierarchy of type D4 under the normal Miura transform (5.45). More precisely, in the normal
coordinates ũα ,
(i) The local Poisson structures are the same: Kα βdr = K
α β
ds ;
(ii) The Hamiltonian densities hdr1,1 and h
ds
1,1 dier by a total x-derivative, i.e. h
dr
1,1 = h
ds
1,1.
Moreover, the level 0 Hamiltonian densities coincide: hdrα,0 = h
ds
α,0 for α ∈ {1, . . . , 4}.
We recall that, specically for the hierarchies of type ADE, say of type Xn , the DS hierarchy
constructed from the untwisted ane algebraX (1)n coincides with the DZ hierarchy constructed
from the FJRW of the simple singularity of typeXn ; see e.g. [LRZ15]. Besides, we recall that two
local functionals coincide if and only if all the variational derivatives δ/δũα of their dierence
vanish; see Proposition 5.1.1.

Appendix A
Matrix realizations of classical
Kac–Moody algebras
In this appendix, given a n × n matrix A, we denote by Aat the anti-transpose of A, that is,
the transpose of A with respect to the antidiagonal (or secondary diagonal). It is given by the
formula
(Aat)i, j = An−j+1,n−i+1.
Besides, in accordance with previous notations, we denote by Ei, j the matrix with 1 at the
intersection of row i and column j and 0 elsewhere.
When we say that the Lie algebra with (generalized) Cartan matrix A has Weyl generators
{Xi ,Yi ,Hi | 1 ≤ i ≤ r }, we mean that they satisfy the relations
[Xi ,Yi ] = δi, jHi , [Hi ,Xi ] = Ai, jXi , [Hi ,Yi ] = −Ai, jYi .
A.1 Classical simple Lie algebras
Here we give the main features and our chosen matrix realization of the classical simple Lie
algebras. By that we mean the algebras whose Dynkin diagram is either of type A,B,C or
D. The semisimple Lie algebras correspond exactly to the Kac–Moody algebras of nite type,
hence the title of this appendix.
Type An, n ≥ 1
The simple Lie algebras of type An are isomorphic to sl(n + 1,C). They have the following
features.
Coxeter number: h = n + 1.
Highest root: θ = α1 + α2 + · · · + αn .
Finite exponents: F = {1, 2, . . . ,n}.
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Dynkin diagram and nite Cartan matrix of size n × n:
An : CM (An) =
©­­­­­­­­«
2 −1 0 · · · 0
−1 2 . . . . . .
...
0 . . . . . . 0
...
. . . 2 −1
0 · · · 0 −1 2
ª®®®®®®®®¬
Irreducible faithful representation: An ↪→ {X ∈ gl(n + 1,C) | trX = 0} = sl(n + 1,C).
(The trivial one.) Weyl generators of the representation: For i ∈ {1, . . . ,n},
Xi = Ei+1,i , Yi = Ei,i+1, Hi = Ei+1,i+1 − Ei,i .
Type Bn, n ≥ 2
The simple Lie algebras of type Bn are isomorphic to o(2n + 1,C). They have the following
features.
Coxeter number: h = 2n.
Highest root: θ = α1 + 2α2 + · · · + 2αn .
Finite exponents: F = {1, 3, . . . , 2n − 1}.
Dynkin diagram and nite Cartan matrix of size n × n:
Bn : CM (Bn) =
©­­­­­­­­«
2 −1 0 · · · 0
−1 2 . . . . . .
...
0 . . . . . . 0
...
. . . −1 2 −1
0 · · · 0 −2 2
ª®®®®®®®®¬
Irreducible faithful representation: Bn ↪→ {X ∈ sl(2n + 1,C) | XS + SX at = 0},
where S = diag(1,−1, 1, . . . ,−1, 1).
Weyl generators of the representation: For i ∈ {1, . . . ,n − 1},
Xi = Ei+1,i + E2n+2−i,2n+1−i , Xn = En+1,n + En+2,n+1,
Yi = Ei,i+1 + E2n+1−i,2n+2−i , Yn = 2(En,n+1 + En+1,n+2),
Hi = Ei+1,i+1 − Ei,i + E2n+2−i,2n+2−i − E2n+1−i,2n+1−i , Hn = 2(En+2,n+2 − En,n).
TypeCn, n ≥ 2
The simple Lie algebras of typeCn are isomorphic to sp(2n). They have the following features.
Coxeter number: h = 2n.
Highest root: θ = α1 + 2α2 + · · · + 2αn−1 + αn .
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Finite exponents: F = {1, 3, . . . , 2n − 1}.
Dynkin diagram and nite Cartan matrix of size n × n:
Cn : CM (Cn) =
©­­­­­­­­«
2 −1 0 · · · 0
−1 2 . . . . . .
...
0 . . . . . . −1 0
...
. . . 2 −2
0 · · · 0 −1 2
ª®®®®®®®®¬
Irreducible faithful representation: Cn ↪→ {X ∈ sl(2n) | XS + SX at = 0},
where S = diag(1,−1, 1, . . . , 1,−1).
Weyl generators of the representation:
Xi = Ei+1,i + E2n+1−i,2n−i , Xn = En+1,n ,
Yi = Ei,i+1 + E2n−i,2n+1−i , Yn = En,n+1,
Hi = Ei+1,i+1 − Ei,i + E2n+1−i,2n+1−i − E2n−i,2n−i , Hn = En+1,n+1 − En,n
Type Dn, n ≥ 2
The simple Lie algebras of type Dn are isomorphic to o(2n). They have the following features.
Coxeter number: h = 2n − 2.
Highest root: θ = α1 + 2α2 + · · · + 2αn−2 + αn−1 + αn .
Finite exponents:
 If n is odd: F = {1, 3, . . . , 2n − 3} ∪ {n − 1};
 If n is even: F = {1, 3, . . . , 2n − 3} ∪ {(n − 1)′}.
(We mean that when n is even, exponent n − 1 has multiplicity 2.)
Dynkin diagram and nite Cartan matrix of size n × n:
Dn : CM (Dn) =
©­­­­­­­­­­­«
2 −1 0 0 · · · 0
−1 2 . . . . . .
...
0 . . . . . . 0
0 . . . 2 −1 −1
...
. . . −1 2 0
0 · · · 0 −1 0 2
ª®®®®®®®®®®®¬
Irreducible faithful representation: Dn ↪→ {X ∈ sl(2n) | XS + SX at = 0},
where S = diag(1,−1, . . . , (−1)n−2, (−1)n−1, (−1)n−1, (−1)n , . . . ,−1, 1).
Weyl generators of the representation:
Xi = Ei+1,i + E2n+1−i,2n−i , Xn =
1
2 (En+1,n−1 + En+2,n),
Yi = Ei,i+1 + E2n−i,2n+1−i , Yn = 2(En−1,n+1 + En,n+2),
Hi = Ei+1,i+1 − Ei,i + E2n+1−i,2n+1−i − E2n−i,2n−i , Hn = En+1,n+1 − En,n + En+2,n+2 − En−1,n−1.
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Remark A.1.1. For the D2 case, the diagram is disconnected as it reads D2 : . Therefore,
D2 ' A1 ⊕ A1 is semisimple rather than simple. However, the above representation still hold
(see [DS84]).
A.1.1 Examples: Rank 2 simple Lie algebras
Type A2
The simple Lie algebras of typeA2 are isomorphic to sl(3,C). They have the following features.
Coxeter number: h = 3.
Finite exponents: F = {1, 2}.
Dynkin diagram and nite Cartan matrix of size 2 × 2:
A2 : CM (A2) =
(
2 −1
−1 2
)
Weyl generators of our realization:
X1 =
©­«
0
1 0
0
ª®¬ X2 = ©­«
0
0
1 0
ª®¬
Y1 =
©­«
0 1
0
0
ª®¬ Y2 = ©­«
0
0 1
0
ª®¬
H1 =
©­«
−1
1
0
ª®¬ H2 = ©­«
0
−1
1
ª®¬
Type B2
The simple Lie algebras of type B2 are isomorphic to so(5,C). They have the following features.
Coxeter number: h = 4.
Finite exponents: F = {1, 3}.
Dynkin diagram and nite Cartan matrix of size 2 × 2:
B2 : CM (B2) =
(
2 −1
−2 2
)
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Weyl generators of our realization:
X1 =
©­­­­­«
0
1 0
0
0
1 0
ª®®®®®¬
X2 =
©­­­­­«
0
0
1 0
1 0
0
ª®®®®®¬
Y1 =
©­­­­­«
0 1
0
0
0 1
0
ª®®®®®¬
Y2 =
©­­­­­«
0
0 2
0 2
0
0
ª®®®®®¬
H1 =
©­­­­­«
−1
1
0
−1
1
ª®®®®®¬
H2 =
©­­­­­«
0
−2
0
2
0
ª®®®®®¬
TypeC2
The simple Lie algebras of typeC2 are isomorphic to sp(4,C). They have the following features.
Coxeter number: h = 4.
Finite exponents: F = {1, 3}.
Dynkin diagram and nite Cartan matrix of size 2 × 2:
C2 : CM (C2) =
(
2 −2
−1 2
)
Weyl generators of our realization:
X1 =
©­­­«
0
1 0
0
1 0
ª®®®¬ X2 =
©­­­«
0
0
1 0
0
ª®®®¬
Y1 =
©­­­«
0 1
0
0 1
0
ª®®®¬ Y2 =
©­­­«
0
0 1
0
0
ª®®®¬
H1 =
©­­­«
−1
1
−1
1
ª®®®¬ H2 =
©­­­«
0
−1
1
0
ª®®®¬
Type D2
The simple Lie algebras of typeD2 are isomorphic to so(4,C). They have the following features.
Coxeter number: h = 2.
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Finite exponents: F = {1, 1′}.
Dynkin diagram and nite Cartan matrix of size 2 × 2:
D2 : CM (D2) =
(
2 0
0 2
)
(As we stated, this implies that D2 ' A1 ⊕ A1 and is therefore semisimple rather than simple.)
Weyl generators of our realization:
X1 =
©­­­«
0
1 0
0
1 0
ª®®®¬ X2 =
©­­­«
0
0
1
2 0
1
2 0
ª®®®¬
Y1 =
©­­­«
0 1
0
0 1
0
ª®®®¬ Y2 =
©­­­«
0 2
0 2
0
0
ª®®®¬
H1 =
©­­­«
−1
1
−1
1
ª®®®¬ H2 =
©­­­«
−1
−1
1
1
ª®®®¬
A.2 Classical untwisted ane Kac–Moody algebras
Type A(1)n , n ≥ 1
The ane Kac–Moody algebras of type A(1)n have the following features.
Coxeter number: h = n + 1.
Highest root: θ = α1 + · · · + αn .
Ane exponents: E = Z \ (n + 1)Z.
Extended Dynkin diagram and ane generalized Cartan matrix of size (n + 1) × (n + 1):
A(1)n : GCM
(
A(1)n
)
=
©­­­­­­­­­­­«
2 −1 0 · · · 0 −1
−1 2 . . . . . . 0
0 . . . . . .
...
...
. . . 0
0 . . . 2 −1
−1 0 · · · 0 −1 2
ª®®®®®®®®®®®¬
Except for the A(1)1 case, which reads
A(1)1 : GCM
(
A(1)1
)
=
(
2 −2
−2 2
)
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Faithful representation: Loop algebra of A(1)n ↪→ sl(n + 1,C) ⊗ C[λ, λ−1].
Weyl generators of the representation: For i ∈ {1, . . . ,n} (the ⊗1 is implicit),
ei = Ei+1,i , fi = Ei,i+1, hi = Ei+1,i+1 − ei,i .
To which we add the highest root triplet:
e0 = E1,n ⊗ λ, f0 = En,1 ⊗ λ
−1, h0 = E1,1 − En,n .
Normalization constant of the standard bilinear form: κ = 1, i.e., (X ,Y ) = tr(π (X )π (Y )).
Generators of the principal Heisenberg subalgebra: Λj = Λj , for j ∈ Z \ (n + 1)Z.
Principal cyclic element: Λ = e0 + · · · + en ,
Λ =
©­­­­­­­­«
0 · · · 0 λ
1 . . . 0
0 1
...
...
. . .
. . .
0 · · · 0 1 0
ª®®®®®®®®¬
.
Type B(1)n , n ≥ 2
The ane Kac–Moody algebras of type B(1)n have the following features.
Coxeter number: h = 2n.
Highest root: θ = α1 + 2α2 + · · · + 2αn .
Ane exponents: E = Zodd = Z \ 2Z.
Extended Dynkin diagram and ane generalized Cartan matrix of size (n + 1) × (n + 1):
B(1)n : GCM
(
B(1)n
)
=
©­­­­­­­­­­­­­­­«
2 0 −1 0 · · · 0
0 2 −1 . . .
...
−1 −1 2 . . .
0 . . . . . . 0
...
. . . 0
. . . −1 2 −1
0 . . . · · · 0 0 −2 2
ª®®®®®®®®®®®®®®®¬
Faithful representation: Loop algebra of B(1)n ↪→ o(2n + 1) ⊗ C[λ, λ−1].
Weyl generators of the representation: For i ∈ {1, . . . ,n − 1} (the ⊗1 is implicit),
ei = Ei+1,i + E2n+2−i,2n+1−i , en = En+1,n + En+2,n+1,
fi = Ei,i+1 + E2n+1−i,2n+2−i , fn = 2(En,n+1 + En+1,n+2),
hi = Ei+1,i+1 − Ei,i + E2n+2−i,2n+2−i − E2n+1−i,2n+1−i , hn = 2(En+2,n+2 − En,n).
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To which we add the highest root triplet:
e0 =
1
2 (E1,2n + E2,2n+1) ⊗ λ, f0 = 2(E2n,1 + E2n+1,2) ⊗ λ
−1,
h0 = E1,1 + E2,2 − E2n,2n − E2n+1,2n+1.
Normalization constant of the standard bilinear form: κ = 12 , i.e., (X ,Y ) =
1
2 tr(π (X )π (Y )).
Generators of the principal Heisenberg subalgebra:
 If j ∈ Zodd>0 , then Λj =
√
2Λj ;
 If j ∈ Zodd<0 , then Λj =
√
2z j (Λ2n−1)−j .
Principal cyclic element: Λ = e0 + · · · + en ,
Λ =
©­­­­­­­­«
0 · · · 0 λ 0
1 . . . 0 λ
0 1 . . . 0
...
. . .
. . .
...
0 · · · 0 1 0
ª®®®®®®®®¬
.
TypeC(1)n , n ≥ 2
The ane Kac–Moody algebras of type C(1)n have the following features.
Coxeter number: h = 2n.
Highest root: θ = α1 + 2α2 + · · · + 2αn−1 + αn .
Ane exponents: E = Zodd = Z \ 2Z.
Extended Dynkin diagram and ane generalized Cartan matrix of size (n + 1) × (n + 1):
C(1)n : GCM
(
C(1)n
)
=
©­­­­­­­­­­­­«
2 −1 0 · · · 0
−2 2 . . . . . .
...
0 −1 . . . 0
...
. . .
. . . −1 0
. . . 2 −2
0 . . . · · · 0 −1 2
ª®®®®®®®®®®®®¬
Faithful representation: Loop algebra of C(1)n ↪→ sp(2n) ⊗ C[λ, λ−1].
Weyl generators of the representation: For i ∈ {1, . . . ,n − 1} (the ⊗1 is implicit),
ei = Ei+1,i + E2n+1−i,2n−i , en = En+1,n ,
fi = Ei,i+1 + E2n−i,2n+1−i , fn = En,n+1,
hi = Ei+1,i+1 − Ei,i + E2n+1−i,2n+1−i − E2n−i,2n−i , hn = En+1,n+1 − En,n
To which we add the highest root triplet:
e0 = E1,n ⊗ λ, f0 = En,1 ⊗ λ
−1, h0 = E1,1 − E2n,2n .
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Normalization constant of the standard bilinear form: κ = 1, i.e., (X ,Y ) = tr(π (X )π (Y )).
Generators of the principal Heisenberg subalgebra: Λj = Λj , for j ∈ Zodd.
Principal cyclic element: Λ = e0 + · · · + en ,
Λ =
©­­­­­­­­«
0 · · · λ · · · 0
1 . . .
...
0 1 . . .
...
. . .
. . .
0 · · · 0 1 0
ª®®®®®®®®¬
.
Type D(1)n , n ≥ 2
The ane Kac–Moody algebras of type D(1)n have the following features.
Coxeter number: h = 2n − 2.
Highest root: θ = α1 + 2α2 + · · · + 2αn−2 + αn−1 + αn .
Ane exponents:
 If n is odd: E = Zodd ∪ (n − 1)Zodd;
 If n is even: E = Zodd ∪ ((n − 1)Zodd)′.
(When n is even, exponents of the form (n − 1)k , with k ∈ Zodd, have multiplicity 2.)
Extended Dynkin diagram and ane generalized Cartan matrix of size (n + 1) × (n + 1):
D(1)n : GCM
(
D(1)n
)
=
©­­­­­­­­­­­­­­­«
2 0 −1 0 · · · 0
0 2 −1 . . .
...
−1 −1 2 . . .
0 . . . . . . 0
...
. . .
. . . 2 −1 −1
. . . −1 2 0
0 . . . · · · 0 −1 0 2
ª®®®®®®®®®®®®®®®¬
Faithful representation: Loop algebra of D(1)n ↪→ o(2n) ⊗ C[λ, λ−1].
Weyl generators of the representation: For i ∈ {1, . . . ,n − 1} (the ⊗1 is implicit),
ei = Ei+1,i + E2n+1−i,2n−i , en =
1
2 (En+1,n−1 + En+2,n),
fi = Ei,i+1 + E2n−i,2n+1−i , fn = 2(En−1,n+1 + En,n+2),
hi = Ei+1,i+1 − Ei,i + E2n+1−i,2n+1−i − E2n−i,2n−i , hn = En+1,n+1 − En,n + En+2,n+2 − En−1,n−1.
To which we add the highest root triplet:
e0 =
1
2 (E1,2n−1 + E2,2n) ⊗ λ, f0 = 2(E2n−1,1 + E2n,2) ⊗ λ
−1,
h0 = E1,1 + E2,2 − E2n−1,2n−1 − E2n,2n .
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Normalization constant of the standard bilinear form: κ = 12 , i.e., (X ,Y ) =
1
2 tr(π (X )π (Y )).
Generators of the principal Heisenberg subalgebra: Λj =
√
2Λj and Λ((n−1)j)′ =
√
2n − 2Γ j for
j ∈ Zodd, where
Γ = µ
[
En,1 −
1
2En+1,1 −
1
2En,2n ⊗ λ +
1
4En+1,2n ⊗ λ
+ (−1)n
(
E2n,n+1 −
1
2E2n,n −
1
2E1,n+1 ⊗ λ +
1
4E1,n ⊗ λ
) ]
,
where µ = −1 if n is even and µ = −
√
−1 if n is odd.
Principal cyclic element: Λ = e0 + · · · + en ,
Λ =
©­­­­­­­­­­­­­­­­­«
0 · · · 0 λ 0
1 . . . 0 λ
0 . . . 0
... 1
...
1
2 0
1
2 0
1
. . .
0 · · · 0 1 0
ª®®®®®®®®®®®®®®®®®¬
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Titre : Fonctions tau polynomiales et topologique des hiérarchies de Drinfeld–Sokolov 
Mots clés : systèmes intégrables, algèbres de Lie affines, hiérarchies de Drinfeld–Sokolov, fonctions tau, 
hiérarchie de double ramification. 
Résumé : Cette thèse traite du calcul et des 
applications des fonctions tau des hiérarchies de 
Drinfeld–Sokolov introduites en 1984.  Les hiérarchies 
de Drinfeld–Sokolov sont des suites d’équations aux 
dérivées partielles intégrables que l’on associe à 
n’importe quelle algèbre de Lie semisimple. La 
fonction tau est une fonction associée à toute solution 
d’une hiérarchie donnée et qui contient toute 
l’information de la solution. Les fonctions tau sont au 
cœur des liens qui unissent les hiérarchies de 
Drinfeld–Sokolov et la géométrie algébrique. 
 
Au chapitre 3, nous établissons une transformation 
explicite entre les fonctions tau polynomiales de la 
hiérarchie de Korteweg–de Vries (associée à l’algèbre 
sl(2,C)) et les polynômes d’Adler–Moser (1978). Ces 
derniers forment une suite de polynômes satisfaisant 
une certaine relation de récurrence différentielle. 
Le chapitre 4 traite du calcul des fonctions tau 
polynomiales par les déterminants de Toeplitz ; une 
méthode introduite par Cafasso et Wu (2015). En 
collaboration avec Cafasso et Yang, nous avons 
obtenu une expansion de la fonction tau en une 
somme sur les partitions d’entiers. Nous en 
déduisons un critère de polynomialité de la fonction 
tau et donnons quelques exemples non triviaux. 
 
Au chapitre 5, en collaboration avec Paolo Rossi, 
nous confirmons la conjecture dite « DR/DZ forte » 
dans le cas de l’algèbre de Lie simple o(8,C) (D4). 
Elle prévoit l’équivalence, en particulier, entre les 
hiérarchies de Drinfeld–Sokolov et d’autres 
hiérarchies dites de « double ramification, » 
introduite par Buryak (2015) et construites à partir de 
la cohomologie de l’espace de modules des courbes 
complexes stables Mg,n. 
 
 
Title: Polynomial and topological tau functions of the Drinfeld–Sokolov hierarchies 
Keywords: Integrable systems, Affine Lie algebras, Drinfeld–Sokolov hierarchies, Tau functions, Double 
ramification hierarchies. 
Abstract: This thesis deals with the computation and 
applications of tau functions of the Drinfeld–Sokolov 
hierarchies introduced in 1984. The Drinfeld–Sokolov 
hierarchies are sequences of integrable partial 
differential equations which one associates to any 
semisimple Lie algebra. The tau function is a function 
associated to any solution of a given hierarchy and 
which contains all the information of the solution. Tau 
functions are at the heart of the bonds between 
Drinfeld–Sokolov hierarchies and algebraic geometry. 
 
In Chapter 3, we establish an explicit transformation 
between the polynomial tau functions of the 
Korteweg–de Vries hierarchy (associated to the 
algebra sl(2,C)) and the Adler–Moser polynomials 
(1978). The latter form a sequence of polynomials 
satisfying a certain differential recursion relation. 
Chapter 4 is dedicated to the computation of tau 
functions via Toeplitz determinants; a method 
introduced by Cafasso and Wu (2015). In 
collaboration with Cafasso and Yang, we obtained 
an expansion of the tau function as a sum over all 
integer partitions. It follows a simple criterion for the 
polynomiality of the tau function; we give some 
nontrivial examples. 
 
In Chapter 5, in collaboration with Paolo Rossi, we 
confirm the so-called ‘strong DR/DZ conjecture’ for 
the algebra o(8,C) (D4). The latter states an 
equivalence between, in particular, Drinfeld–Sokolov 
hierarchies and another kind of hierarchies called 
‘the double ramification hierarchies’ introduced by 
Buryak (2015) and constructed from the cohomology 
of the moduli spaces of stables complex curves Mg,n. 
 
