Abstract: We study a model of N mutually repellent Brownian motions under confinement to stay in some bounded region of space. Our model is defined in terms of a transformed path measure under a trap Hamiltonian, which prevents the motions from escaping to infinity, and a pair-interaction Hamiltonian, which imposes a repellency of the N paths. In fact, this interaction is an N -dependent regularisation of the Brownian intersection local times, an object which is of independent interest in the theory of stochastic processes.
Introduction and main results

Background.
One of the important problems in mathematical physics is the understanding of large systems of interacting quantum particles at extremely low or zero temperature. This question is raised in the literature since decades and is studied under a lot of different view points. Large systems of bosons (i.e., quantum particle systems whose wave functions are invariant under permutation of the single-particle variables), at extremely low temperatures, may undergo a phase transition, the so-called Bose-Einstein condensation: a macroscopic portion of the system is described by one suitable single-particle wave function. This phenomenon was shown for ideal (i.e., non-interacting) gases already in 1925 by Bose and Einstein. A rigorous understanding of condensation effects in various ultra cold materials remains a widely open and challenging problem until today. This question received an enormous impetus by the first experimental realisation of Bose-Einstein condensation in 1995.
A many-particle quantum system is mathematically described by a N -particle Hamilton operator H N consisting of a kinetic energy term, a trap term and an interaction term. Its spectral analysis, at least for realistic interacting models, is out of reach of contemporary analysis. Rigorous theoretical research started with Bogoliubov and Landau in the 1940ies, followed by Penrose, Feynman and many others. They analysed simplified mathematical models featuring only the most important physical phenomena. However, these approaches turned out to be intuitively appealing and relevant. See [AB04a, AB04b] for a review and some recent results.
Another mathematical approach is to consider systems that are dilute on a particular scale and are kept within a bounded region by the presence of a trap. Here 'dilute' means that the range of the interparticle interaction is small compared with the mean particle distance. These systems are supposed to be easier to analyse at least as it concerns the ground state. In a particular dilute situation, the ground states and their energy were analysed in the many-particle limit [LSSY05] . It turned out that the well-known Gross-Pitaevskii formula describes the system remarkably well. This variational formula has a kinetic term (the usual energy), a trap term and a quartic term with a pre factor. As was predicted by earlier theoretical work, the only parameter of the pair interaction functional that persists in the limit is its scattering length. See [PS03] for an overview about the physics and [LSSY05] for an account on recent mathematical research.
However, the mathematically rigorous understanding of large quantum systems at positive temperature is still incomplete. For dilute systems of fermions (i.e., quantum particle systems whose wave functions are antisymmetric under permutation of the single-particle variables), first results for positive temperature are in [Sei05] . One main concern of quantum statistical mechanics is to evaluate the trace of the Boltzmann factor e −βH N for inverse temperature β > 0 to calculate all thermodynamic functions. The Feynman-Kac formula provides a representation of these traces as functional integrals over the space of Brownian paths on the finite time horizon [0, β] [Gin71] . Hence, it is clear that an appropriate description of quantum systems at positive temperature is given in terms of independent Brownian motions in a trap with a mutually repellent pair interaction. The trap and the interaction are imposed via exponential densities, so-called Hamiltonians.
In the present paper, we make a contribution to a rigorous analysis of a certain model of a large number of mutually repellent Brownian motions in a trap at any positive temperature. We introduced this model in earlier work [ABK04] . The pair interaction in that model is a path interaction, not a particle interaction. It turned out there that its behaviour in the zero-temperature limit is asymptotically well described by a variational formula known as the Hartree formula. Therefore, we call this Brownian model the Hartree model. The interaction Hamiltonian is given via a double time integration and thus the Hartree model is related to Polaron type models [DV83] , [BDS93] , where instead of several paths a single path is considered. In [ABK04] we showed that the many-particle limit of the Hartree formula is well approximated by the above mentioned Gross-Pitaevskii formula. However, the decisive parameter here is not the scattering length, but the integral of the pair interaction functional.
While that result describes the zero-temperature situation, in the present work we study the case of positive temperature, i.e., interacting Brownian motions on a fixed finite time horizon. Our main result is a description of the many-particle limit in terms of a variational formula that is analogous to the Gross-Pitaevskii formula. The only difference is the kinetic energy term, which is now replaced by a probabilistic energy term. In the language of large deviation theory, this term is the rate function that governs a certain large deviation principle. In our particular case it is a certain Legendre-Fenchel transform of an exponential Brownian integral.
The system of motions is dilute on the same scale as the above mentioned models. This means in our particular case that the repellent interaction is an approximation of a highly irregular functional of the motions, the so-called Brownian intersection local times, which measure the amount of time that is spent by two motions at their intersection points. This object is of independent interest in the theory of stochastic processes. Our main result implicitly states a large deviation principle for the mean of regularisations of the intersection local times, taken over all mutual intersections of a large number of Brownian paths.
The remainder of Section 1 is organised as follows. We introduce the model in Section 1.2 and present our main result and some conclusions in Section 1.3. In Section 1.4 we embed these results in a broader perspective, discuss our results and mention some open problems.
The remainder of the paper is structured as follows. In Section 2 we prove some properties of the probabilistic energy term and the variational formula. Section 3 contains the proof of our main result. In the Appendix we give a short account on large deviation theory in Section 4.1 and recall a related result by Lieb et al. on the large-N limit of the ground state in Section 4.2.
The model.
We consider a family of N independent Brownian motions, (B t ) t≥0 , in R d with generator −∆ each. We assume that each motion possesses the same initial distribution, which we do not want to make explicit. The model we study is defined in terms of a Hamiltonian which consists of two parts: a trap part,
and a pair-interaction part,
is the so-called trap potential satisfying lim |x|→∞ W (x) = ∞, and v : (0, ∞) → [0, ∞] is a pair-interaction function satisfying 0 < lim r↓0 v(r) ≤ ∞ and R d v(|x|) dx < ∞. We are interested in the large-N behaviour of the transformed path measure,
Here β ∈ (0, ∞) is a finite time horizon which we will keep fixed in this paper. The trap part effectively keeps the motions in a bounded region of the space R d . Through the pair interaction K N,β , the ith Brownian motion interacts with the mean of the whole path of the j-th motion, taken over all times before β. Hence, the interaction is not a particle interaction, but a path interaction. We are most interested in the case lim r↓0 v(r) = ∞, where the pair-interaction repels all the motions from each other (more precisely, their paths). In order to keep the notation simpler, we abstained from normalising the path measure in (1.3).
The model in (1.3) was introduced and studied in [ABK04] ; see Section 1.4 for results from that paper and a discussion of the physical relevance of the model. In particular, in the limit β → ∞, followed by N → ∞, a certain variational formula appears that is called the Hartree formula in the literature. Therefore, we call the model in (1.3) the Hartree model.
When we take the limit as N → ∞, we will not keep the pair-interaction function v fixed, but we replace it by the rescaled version v N (·) = N d−1 v(N ·). In other words, we replace K N,β with
is an approximation of the Dirac measure at zero times the integral of v • | · |, hence the double integral in (1.4) is an approximation of the Brownian intersection local times at zero, an important object in the present paper. The Brownian intersection local times measure the time spent by two motions on the intersection of the their paths, see Section 3.1. A natural sense can be given to this object only in dimensions d ∈ {2, 3}. Therefore, our analysis is naturally restricted to these dimensions. The main difficulty in the analysis of the model will stem from the N -dependence and the high irregularity of the pair-interaction part.
Results.
We now formulate our results on the behaviour of the Hartree model in the limit as N → ∞, with β > 0 fixed. First we introduce an important functional, which will play the role of a probabilistic energy functional. Define
, where (B s ) s≥0 is one of the above Brownian motions. That is,
(1.5)
Here M 1 (R d ) denotes the set of probability measures on R d . Note that J β depends on the initial distribution of the Brownian motion. In Lemma 2.1 below we show that J β is not identical to +∞. Alternate expressions for J β are given in Lemma 2.3 below. Clearly, J β is a lower semi continuous and convex functional on M 1 (R d ), which we endow with the topology of weak convergence induced by test integrals against continuous bounded functions. However, J β is not a quadratic form coming from any linear operator. We wrote µ, f = R d f (x) µ(dx) and use also the notation f, g = R d f (x)g(x) dx for integrable functions f, g. If µ possesses a Lebesgue density φ 2 for some L 2 -normalised φ ∈ L 2 , then we also write J β (φ 2 ) instead of J β (µ). In Lemma 2.2 below it turns out that J β (µ) = ∞ if µ fails to have a Lebesgue density.
In the language of the theory of large deviations, J β is the rate function that governs a certain large deviation principle. (See Section 4.1 for the notion and some remarks on large deviation theory.) The object that satisfies this principle is the mean of the N normalised occupation measures,
is the normalised occupation measure of the i-th motion, which is a random element of M 1 (R d ). It measures the time spent by the i-th Brownian motion in a given region. One can write the Hamiltonians in terms of the occupation measure as
where we denote by V the integral operator with kernel v, i.e., V f (x) = R d v(|x− y|)f (y) dy and analogously for measures V µ(x) = R d µ(dy) v(|x − y|). Hence, it is natural to expect that the asymptotic of the Hartree model can be expressed in terms of asymptotic properties of µ N,β .
We are heading towards a formulation of our main result. Our precise assumptions on the trap potential, W , and on the pair-interaction functional, v, are the following.
In order to avoid trivialities, we tacitly assume that the support of the initial distribution of the Brownian motions is contained in the set {W < ∞}. Now we formulate our main result. As we already indicated, the main role in the analysis of the Hartree model is played by the mean of the normalised occupation measures in (1.6). 
We also write I
To be more explicit, the large deviation principle for µ N,β means that lim
where we identify M 1 (R d ) with the unit sphere in L 2 (R d ) via the relation φ 2 (x) dx = µ(dx). The convergence in (1.11) is in the weak sense, i.e., the lower bound holds for open sets and the upper bound for closed sets (see Section 4.1 for more details). Here we refer to the weak topology on M 1 (R d ). See Section 3.1 for a heuristic explanation of the assertion of Theorem 1.1.
. This is needed in our proof of the lower bound in (1.11) only. We think that this assumption is technical only and could be relaxed if higher integrability properties of the elements of the level sets of I (⊗) β were known. Interesting conclusions of Theorem 1.1 are as follows. For α > 0, we introduce the variational formula χ
which, for α = α(v), is the minimum of the rate function I (⊗) β defined in (1.10). Here are some facts about the minimiser in (1.12).
Here 'neighbourhood' refers to any of the three following topologies: weakly in L 2 , weakly in L 4 , and weakly in the sense of probability measures, if φ is identified with the measure φ(x) 2 dx. Now we can state some conclusions about the large-N behaviour of the total expectation of the exponential Hamiltonian and about a kind of Law of Large Numbers. The proof is simple and omitted. 
(1.13)
(ii) As N → ∞, µ N,β converges in distribution under the measure with density e
is the unique minimiser in (1.12) with α = α(v) as defined in (1.9).
Relation with quantum statistical mechanics.
In this section we briefly explain the relation between the Hartree model in (1.3) and quantum statistical mechanics.
An N -particle quantum system is described by the N -particle Hamilton operator
(1.14)
For β > 0 fixed, the trace of the Boltzmann factor, e −βH N , is given, via the Feynman-Kac formula, by a Brownian model similar to the one in (1.3), where the Brownian motions are conditioned to terminate at their starting points (Brownian bridges) and the initial measure is the Lebesgue measure [Gin71] , [BR97] . However, the interaction Hamiltonian is, instead of
This is a particle interaction involving only one time axis for all the motions, in contrast to the time-pair integration in (1.2). Note that there is no Hamilton operator such that the total mass of the Hartree model is equal to the trace of the corresponding Boltzmann factor. The Hartree model features the mutually repellent nature of the trace of e −βH N in a form which is more accessible to a rigorous stochastic analysis. The study of the large-N behaviour of that trace, i.e., of the Brownian model with the interaction in (1.15), is deferred to future work.
For describing large systems of bosons at positive temperature, one has to consider the trace of the projection of H N to the subspace of symmetric wave functions. The corresponding Brownian model is given in terms of Brownian bridges with symmetrised initial and terminal conditions. The effect of this symmetrisation on the large-N limit is studied elsewhere [AK06] .
Let us now comment on the physical relevance of the Hartree model. Its usefulness as a simplified model for the ground state of H N is well-known, see the physics monograph [DN05, Ch. 12 ]. The precise relation is as follows. Recall the integral operator, V , with kernel v, and introduce the variational formula
In [ABK04] we showed that there exist tuples (h 1 , . . . , h N ) of minimisers, and we characterised them in terms of Euler-Lagrange equations and proved some regularity properties. Note that there is no convexity argument available, which leads us to the conjecture that the tuples of minimisers are not unique. Note also that
Hence, one can conceive χ
N as the ground product-state energy of H N , i.e., as the ground state energy of the restriction of H N to the set of N -fold product states. If (h
N a ground product-state. One of the main results of [ABK04] , Th. 1.7, states that, for any fixed N ∈ N,
The proof shows that the tuple of normalised occupation measures, (µ
β ) (recall (1.7)) stands in a one-to-one relation with the minimiser tuples (h 1 , . . . , h N ) of (1.16), in the sense of a large deviation principle, analogously to (1.11). This result illustrates the close connection between the zero-temperature Hartree model and the ground states of the Hamilton operator H N . One main novelty of the present paper is to demonstrate that also at positive temperature the Hartree model is a useful simplification of the trace of e −βH N .
It is instructive to compare the main result of the present paper, Theorem 1.1, to the zerotemperature analogue of that result, which we derived in [ABK04] and which served us as a main motivation for the present work. It turned out there that the Gross-Pitaevskii formula well approximates the ground product-state energy χ (⊗) N in the large-N limit, provided that the interaction functional v is rescaled in the same manner as in (1.4). The Gross-Pitaevskii formula, derived independently by Gross and Pitaevskii in 1961 on the basis of the method initiated by Bogoliubov and Landau in the 1940ies, has a parameter α > 0 and is defined as follows.
There is a unique minimiser φ
α , which is positive and continuously differentiable with Hölder continuous derivatives [LSSY05] .
The main result of the present paper, Theorem 1.1, see (1.18), is the positive-temperature analogue of the following result, which is [ABK04, Th. 1.14].
N ) be any minimiser on the right hand side of
where α(v) is the integral introduced in (1.9). The convergence of φ 2 N is in the weak L 1 (R d )-sense and weakly for the probability measures φ 2 n (x) dx towards the measure (φ We conjecture that χ (⊗) α (β) in (1.12) converges to the Gross-Pitaevskii formula as β → ∞. A proof of this is due to future work.
Variational analysis
In this section we derive some useful properties of the probabilistic energy functional J β introduced in (1.5) in Section 2.1, and prove the existence and uniqueness of minimisers in the variational formula χ (⊗) α (β) introduced in (1.12) in Section 2.2.
Some properties of J β .
First we show that J β is not identically equal to +∞.
Proof. Recall that J β is the Legendre-Fenchel transform of the map
where we recall that µ β is the normalised occupation measure of one of the Brownian motions. Recall the mean of the N normalised occupation measures from (1.6). Now pick a continuous function
Then we have, for any C > 0, by splitting the probability space into { g, µ N,β ≤ C} and its complement,
According to [DZ98, Th. 4.5.3(b)], the sequence (µ N,β ) N ∈N satisfies the upper bound in the large deviation principle for compact sets with rate function equal to J β . By Prohorov's Theorem, the set {µ ∈ M 1 (R d ) : g, µ ≤ C} is compact. Furthermore, note that the map µ → − g, µ is upper semi continuous. Hence, the upper-bound part in Varadhan's Lemma, [DZ98, Lemma 4.3.6], implies that lim sup
Picking C large enough, we find that
This implies that J β is not identically equal to ∞.
Now we show that J β is infinite in any probability measure in R d that fails to have a Lebesgue density.
Proof. We write λ for the Lebesgue measure on
an increasing family of open subsets of R d such that A ⊂ Q ε and λ(Q ε ) < ε for any ε > 0. Let µ β is the (random) normalised occupation measure of a Brownian motion (B s ) s≥0 . Pick ε > 0 and δ > 0 so small that
where U δ (Q ε ) is the δ-neighbourhood of Q ε . This is possible since lim sup
µ(A) .
(2.1)
Hence,
In general, the supremum in the definition (1.5) of J β is not attained. It is of interest to replace the function class C b (R d ) in (1.5) by some class of better behaved functions. In particular, one would like to use only functions f that are extremely negative far out. This is of course possible only if φ 2 decays sufficiently fast at infinity. We write µ β for the normalised occupation measure of the Brownian motion (B 
Proof. Let J W,β (φ 2 ) denote the right-hand side of (2.2). We first prove '≥' in (2.2). Let h ∈ C b (R d ).
We may assume that h ≤ 0 (otherwise we add a suitable constant to h). Then f R = (−W +h)∨(−R) is a bounded continuous function for any R > 0 with −W +h, φ 2 ≤ f R , φ 2 . Furthermore, f R ↓ −W +h as R → ∞, hence the monotonous convergence theorem yields that
This shows that J β (φ 2 ) ≥ J W,β (φ 2 ) holds. Note that we did not need here that W, φ 2 < ∞.
Furthermore, by the monotonous convergence theorem,
This implies that '≤' holds in (2.2).
Let us draw a conclusion for compactly supported functions φ. For a measurable set A ⊂ R d , we denote by C b (A) the set of continuous bounded functions A → R. 
Proof. We pick W = ∞1l supp(φ) in Lemma 2.3 and see that, on the right hand side of (2.2), we may insert the indicator on {supp(µ β ) ⊂ supp(φ)} in the expectation and can drop W in the exponent. Hence, both this expectation and the first term, −W + f, φ 2 , do not depend on the values of f outside supp(φ).
The next lemma shows the interplay between the arguments for the functional J β and the fixed initial distribution of the Brownian motions.
Proof. Let S be an open neighbourhood of supp(φ) with δ = dist (S, supp(m)) > 0. Pick K > 0 and a continuous bounded function f :
Letting K → ∞ shows that J β (φ 2 ) = +∞.
Analysis of χ (⊗)
α (β). Proof of Lemma 1.2. The uniqueness of the minimiser follows from the convexity of the functionals J β and W, · , together with the strict convexity of φ 2 → φ 4 4 . Let (φ n ) n∈N be an approximative sequence of minimisers for the formula in (1.12), i.e., φ n ∈ L 2 (R d ), φ n 2 = 1 for any n ∈ N and
In particular, the sequences (J β (φ 2 n )) n , ( W, φ 2 n ) n and ( φ n 4 ) n are bounded. Since W explodes at infinity by Assumption (W), the sequence of probability measures (φ 2 n (x) dx) n∈N is tight. According to Prohorov's Theorem, there is a probability measure µ on R d such that φ 2 n (x) dx converges weakly towards µ as n → ∞, along a suitable subsequence. Since the sequence (φ n ) 2 n is bounded in L 2 (R d ), the Banach-Alaoglu Theorem implies that we may assume that, along the same sequence, (φ 2 n ) n converges weakly in L 2 (R d ) towards some φ 2 ∈ L 2 (R d ). Since J β is weakly lower semi continuous (in the sense of probability measures), we get lim inf
and with Lemma 2.2 we conclude that µ(dx) = φ(x) 2 dx for some function φ 2 ∈ L 2 (R d ) with || φ|| 2 = 1. By the weak convergence in L 2 (R d ), combined with the weak convergence in the sense of probability measures, for any continuous bounded function ψ with compact support we have ψ, φ 2 = ψ, φ 2 .
Hence, we get φ 2 = φ 2 a.e.. As J β is weakly lower semi continuous (in the sense of probability measures), · 4 is L 4 -weakly lower semi continuous, and φ → W, φ 2 is lower semi continuous, we have that
(α) (β). This shows that the limiting point φ is the minimiser in (1.12). This ends the proof of Lemma 1.2(i). Furthermore, the proof also shows that the minimising sequence converges, along some subsequence, towards the unique minimiser in all the three weak senses: in L 2 , L 4 and weakly as a probability measures. This implies Lemma 1.2(ii).
3. Large-N behaviour: Proof of Theorem 1.1
In this section we prove Theorem 1.1. We shall proceed according to the well-known Gärtner-Ellis theorem, which relates logarithmic asymptotic of probabilities to the ones of expectations of exponential integrals. Therefore, we have to establish the existence of the logarithmic moment generating function of µ N,β under the measure with density e −H N,β −K 
where 
The proof of exponential tightness is easily done using our assumption that lim R→∞ inf |x|≥R W (x) = ∞ in combination with the theorems by Prohorov and Portmanteau; we omit the details.
Fix f ∈ C b (R d ). The proof of Lemma 1.2 shows that the infimum in the formula of the right hand side of (3.2) is attained. Let φ 2 f ∈ L 1 (R d ) be the minimiser for the right hand side of (3.2), and, for
Since (φ 2 f +tg ) t≥0 is easily seen to be convergent weakly (in the sense of probability measures) towards the minimiser φ 2 f of the right hand side of (3.2), it is clear that the right hand side of (3.3) converges towards g, φ 2
f . Analogously, one shows the complementary bound. This implies the Gâteaux-differentiability of χ (⊗) with ∂ ∂g χ (⊗) (f ) = g, φ
In Section 3.1 we give a heuristic explanation of (3.1) and introduce the Brownian intersection local times, an important object in our proof. In Sections 3.2 and 3.3, respectively, we prove the upper and the lower bound in (3.1).
Heuristics and Brownian intersection local times
In this section, we give a heuristic explanation of the assertion of Proposition 3.1. We rewrite the two Hamiltonians in terms of functionals of the mean µ N,β defined in (1.6) and use a well-known large deviation principle for µ N,β . In particular, we introduce an object that will play an important role in the proofs, the Brownian intersection local times. For the definition and the most important facts on large deviation theory used, see the Appendix or consult [DZ98] .
Rewriting the first Hamiltonian in terms of µ N,β is an easy task and can be done for any fixed N :
Now we rewrite the second Hamiltonian, which will need Brownian intersection local times and an approximation for large N . Let us first introduce the intersection local times, see [GHR84] . For the following, we have to restrict to the case d ∈ {2, 3}. β (x)) x∈R d such that, for any bounded and measurable function f :
Hence, we may rewrite K (N) N,β as follows:
β (x)) x∈R d may be chosen continuously in the space variable. Furthermore, the random variable L (i,j)
β (x) is equal to the normalised total intersection local time of the two motions B (i) and B (j) up to time β. Formally,
Using the continuity of L (i,j) β , we approximate
where we conceive µ 
Here we substituted φ 2 (x) dx = µ(dx) and noticed that, according to Lemma 2.2, we may restrict the infimum over probability measures to the set of their Lebesgue densities φ 2 .
3.2 Proof of the upper bound in (3.1) in Proposition 3.1
In this section we prove the upper bound in 3.1 in Proposition 3.1. Our proof goes along the lines of the argument sketched in Section 3.1. However, in order to arrive at a setting in which we may apply Cramér's Theorem and Varadhan's Lemma, we will have to prepare with a number of technical steps. More precisely, we will have to estimate the interaction term K (N ) N,β from below in terms of a smoothed version of the intersection local times. This version will turn out to be a bounded and continuous functional of the mean of the normalised occupation times measures, µ N,β , which are the central object of the analysis.
Our strategy is as follows. First, we distinguish those events on which, for at least ((1 − η)N ) 2 pairs (i, j) of indices, the intersection local times L (i,j) (x) for |x| ≤ 2ε are sufficiently close to L (i,j) (0), and its complement. More precisely, we will have |L (i,j) (x) − L (i,j) (0)| < ξ for these (i, j) and x. Here ξ, η, ε are positive parameters which will eventually be sent to zero. (The complement of the event considered will turn out to be small by the continuity of the intersection local times in zero.) The replacement of L (i,j) (x) by L (i,j) (0) will require a space cutting argument, i.e., we will restrict the interaction from R d to the cube Q R = [−R, R] d for some R > 0 which will eventually be sent to infinity. Our second main step is to replace L (i,j) (0) by the smoothed version L (i,j) * κ ε * κ ε (0), where κ ε is a smooth approximation of the Dirac function δ 0 as ε ↓ 0. The smoothed intersection local times can easily be written as a continuous bounded functional of the mean of the normalised occupation times measures, µ N,β . Hence, Cramér's Theorem and Varadhan's Lemma become applicable, and we arrive at an upper bound for the large-N rate in terms of an explicit variational formula, which depends on the parameters. Finally, we send the parameters to zero and infinity, respectively.
Let us come to the details. Introduce the following random set of index pairs, 
N,β and f are bounded from below, it suffices to show that
First we show that, on A c N , there are pairwise different integers
N for all l = 1, . . . , ⌊ηN/3⌋. We construct the indices inductively. Consider I 1 = {1, . . . , ⌈(1 − η)N ⌉}, then there is a pair (i 1 , j 1 
has no less than (1 − η)N elements. Hence there is a pair (i 2 , j 2 ) ∈ (I 2 × I 2 \ ∆ N ) ∩ D c N . Clearly ♯{i 1 , j 1 , i 2 , i 2 } = 4. In this way, we can proceed altogether at least 1 2 ηN times. This procedure constructs the indices i 1 , j 1 , i 2 , j 2 , . . . , i ⌊ηN/3⌋ , j ⌊ηN/3⌋ pairwise different such that
N . Now we prove that (3.11) holds. We abbreviate 'p.d.' for 'pairwise disjoint' in the following. For notational convenience, we drop the brackets ⌊·⌋. Because of the preceding, we have 
This, together with (3.13), concludes the proof.
Now we estimate K (N)
N,β on the event A N . For R > 0, we recall that Q R = [−R, R] d and introduce
Then κ ε is an approximation of δ 0 as ε ↓ 0, and we have supp κ ε ⊂ Q ε and
N,β on A N (ε, ξ, η)). Fix ε, ξ, η > 0. Then, for any R > 0 and any N ∈ N satisfying N > R/(2ε), on the event A N (ε, ξ, η), 
denotes the mean of the corresponding normalised occupation measures.
Proof. First, we write the interaction terms for the scaled pair potential v N as integrals against the intersection local times of two Brownian motions at spatial points x/N . As the pair interaction v is positive we get easily an upper bound, when we restrict the integrations to the box Q R . On this compact set we use the continuity to get rid of the dependence of the spatial variables in the integrals. We restrict the summation over all pairs of indices to the random set D N = D N (ε, ξ).
Recall (3.6). On the event A N (ε, ξ, η), we may estimate, for all N > R/(2ε),
(3.18)
For any (i, j) ∈ D N , we now replace the intersection local time at zero, L
Hence, we may continue the estimation in (3.18) by
Recall the defining property on the intersection local time in (3.5). Hence, we can write the smoothed version in terms of a convolution of the normalised occupation measures as follows:
To proceed with our estimates from (3.20), we add now the self-intersection terms, i.e., the diagonal terms where i = j. The additional terms are bounded by the L ∞ -norm of κ ε as seen from
Hence, we obtain from (3.20) that
Recall that we work on the event A N defined in (3.9). On this event, D N ∪ ∆ N contains a subset of the form I × I with I ⊂ {1, . . . , N } and |I| ≥ (1 − η)N . Let such a random set be chosen, for definiteness we choose it minimally. We continue the estimation of (3.23) with 24) and from this the assertion follows.
Using Lemma 3.3 on the left hand side of (3.1), we obtain the following bound.
Corollary 3.4. Fix ε, ξ, η > 0. Then, for any R > 0, as N → ∞,
where C > 0 is an absolute constant.
Proof. Since the trapping potential W is nonnegative, we easily estimate
Furthermore, it is easy to see that
Using these two estimates and (3.16) in the expectation on the left hand side of (3.1), we obtain
where
Now we sum over all possible values of the random set I and note that the distribution of µ I,β is equal to the one of
β . Hence we get l.h.s. of (3.28) ≤ e N C η,ξ,R +o(N )
30) It is clear that there is a C > 0 such that, for any η > 0 and any l ∈ {⌈(1 − η)N ⌉, . . . , N } we can estimate N l ≤ e CηN . In the exponent, estimate l ≥ ⌊(1 − η)N ⌋ where l is multiplied with a nonnegative factor, respectively estimate l f, µ l,β ≤ ⌊(1 − η)N ⌋ f, µ l,β + ηN f ∞ . The sum on l is estimated against N , which is absorbed in the term e o(N ) . Now we use arguments from large deviation theory to identify the large-N rate of the right hand side of (3.25):
Lemma 3.5 (Large deviation rate). For any ε, ξ, η > 0 and any R > 0, lim sup
Proof. On the right hand side of (3.25), we will apply Cramér's Theorem [DZ98, Th. 6. β , that is, it is the function J β defined in (1.5). For any M > 0, the set
is compact, as is easily derived with the help of Prohorov's Theorem, using that lim |x|→∞ W (x) = ∞ and the lower semi continuity of the map µ → W, µ (see Assumption (W)).
We abbreviate l = ⌊(1 − η)N ⌋ for a while. On the right hand side of (3.25), we insert 1l
M }, we estimate the trap part, W, µ l,β , from below against M and use that the remaining terms in the exponential are bounded from below. Hence,
2 is lower semi continuous, as is easily seen from Fatou's lemma, and bounded from below. Furthermore, according to [DZ98, Th. 4.5 .3], the family (µ l,β ) l∈N satisfies the upper bound in the weak large deviation principle with rate function J β . Hence, we may apply the upper-bound part of Varadhan's lemma [DZ98, Lemma 4.3.6] to the right-hand side of (3.34), to obtain, if M is sufficiently large, lim sup ε,R,η (f ) is defined in (3.32).
Proof. A combination of Lemmas 3.2 and 3.5 gives that the left hand side of (3.36) is not smaller than
ε,R,η (f ), for any η, R, ξ > 0. Letting η, ξ ↓ 0 and R → ∞, we arrive at the assertion. Now we identify the right hand side of (3.36):
Lemma 3.7 (Approximating the variational formula).
3.3 Proof of the lower bound of (3.1) in Proposition 3.1
Now we turn to the proof of the lower bound in (3.1). We were not able to produce a proof along the lines of usual large deviation arguments including Cramér's Theorem and Varadhan's Lemma, since we did not find any way to overcome the technical difficulties stemming from the singularity of the pair interaction term. Instead, we write the expectation on the left-hand side of (3.1) as N iterated expectations over the N Brownian motions and use a lower estimate that is directly implied by the definition of the rate function, J β , more precisely, of some variant to be introduced below. In order to explain this idea, fix φ ∈ L 2 (R d ) and consider the random potential
Here we used the notation V * µ(x) = R d v(|x − y|) µ(dy) (analogously with φ 2 , conceived as a finite measure) and an analogous notation for V N with v replaced by v N (·) = N d−1 v( · N ). We rewrite the left-hand side of (3.1) as follows. We write E (i) for the expectation with respect to the i-th Brownian motion. Recalling the definition of K β , we see that we have
The main idea in our proof of the lower bound is that the definition of J β directly implies the estimate
If the random potential h = q N − W + f were in C b (R d ) almost surely, then (3.45) instantly implied an estimate for the last term on the right hand side of (3.44), and we could choose φ arbitrary and optimise later on φ.
However, the random potential h = q N − W + f does not have sufficient regularity for applying (3.45) directly. But note that q j lies in L 2 (R d ) almost surely, as is easily derived from the assumption that R d v(|x|) 2 dx < ∞. In order to make (3.45) applicable for functions h of the form q − W + f with q ∈ L 2 (R d ), we have to establish a lower bound for J β in terms of a supremum over this class of potentials. This is the content of the following lemma.
Proof. As a first step, we show that
Let f ∈ L 2 (R d ) be given satisfying f ≤ 0. We approximate f by continuous bounded functions in a standard way as follows. Let κ :
Then f ε is continuous. Using Schwarz' inequality and the fact that f ∈ L 2 (R d ), one sees that f ε is bounded. Furthermore,
Since f ε → f strongly in L 2 , we can pick a subsequence ε n ↓ 0 such that f εn → f pointwise almost everywhere. Since f ≤ 0, it follows from the bounded convergence theorem that 
This is similar to the proof of '≥' in (2.2) in Lemma 2.3. Let h ∈ L 2 (R d ) satisfy h ≤ 0, and consider
according to the monotonous convergence theorem. Furthermore, for the same reason, and since −W + h is bounded from above,
This implies the statement and finishes the proof of (3.46).
We would like to remark that it is the assertion in (3.48) that forces us to require that v • | · | lies in L 2 (R d ), since we will apply Lemma 3.8 to the minimiser φ 2 on the right-hand side of (3.2), and we do not know any higher integrability property of this function than that φ 2 ∈ L 2 (R d ).
It is clear that (3.46) remains true if W is replaced by W − f , where f ∈ C b (R d ), since adding a constant to W − f does not change the value of the expression in the supremum on the right-hand side of (3.46), and the potential W − f − inf f also satisfies Assumption (W). Now we proceed with the proof of the lower bound of (3.1) in Proposition 3.1. Go back to (3.44) and recall that the random potential q j defined in (3.43) is nonpositive and lies in L 2 (R d ). Using Lemma 3.8 with h = q N and W replaced by W − f , the last term on the right hand side of (3.44) is estimated as follows.
Using this in (3.44), we obtain
Now we apply the same reasoning to the last expectation and iterate the argument. In this way we derive 1 
Appendix
Large deviations.
For the convenience of our reader, we repeat the notion of a large-deviation principle and of the most important facts that are used in the present paper. See [DZ98] for a comprehensive treatment of this theory. All the above is usually stated for probability measures P only, but the notion easily extends to subprobability measures P = P N depending on N . Indeed, first observe that the situation is not changed if P depends on N , since a large deviation principle depends only on distributions. Furthermore, the connection between probability distributions P N and sub-probability measures P N is provided by the transformed measure P N (X N ∈ A) = P N (X N ∈ A)/P N (X N ∈ X ): If the measures P N • X −1 N satisfy a large deviation principle with rate function I, then the probability measures P N • X −1 N satisfy a large deviation principle with rate function I − inf I.
One standard situation in which a large deviation principle holds is the case where P is a probability measure, and X N = 1 N (Y 1 + · · · + Y N ) is the mean of N i.i.d. X -valued random variables Y i whose moment generating function M (F ) = e F (Y 1 ) dP is finite for all elements F of the topological dual space X * of X . In this case, the abstract Cramér Theorem provides a weak large deviation principle for (X N ) N ∈N with rate function equal to the Legendre-Fenchel transform of log M , i.e., I(x) = sup F ∈X * (F (x) − log M (F )).
Gross-Pitaevskii theory.
Consider the ground-state energy per particle of the Hamilton operator H N in (1.14),
h, H N h . ) ⊗N if N gets large.
Moreover, on the basis of this result, the occurrence of Bose-Einstein condensation in the groundstate (zero-temperature) was proved in [LS02] .
