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Resumo
Os modelos em espaço de estados constituem uma classe de modelos muito importante
na área de séries temporais devido à sua ﬂexibilidade na análise de fenómenos dinâmicos e
da evolução de sistemas que variam, de forma aleatória com signiﬁcativa variabilidade, ao
longo do tempo e têm contribuído signiﬁcativamente para estender os domínios clássicos
da análise de séries temporais.
Neste estudo, no contexto de um problema de monitorização da qualidade da água
de superfície numa bacia hidrográﬁca, propõe-se uma abordagem baseada em modelos
estruturais de séries temporais com representação em espaço de estados associados ao
Filtro de Kalman com o principal objetivo de analisar e avaliar a evolução temporal de
séries de variáveis ambientais, identiﬁcando tendências ou possíveis mudanças na qualidade
da água num contexto dinâmico de controlo.
Os dados dizem respeito à bacia hidrográﬁca do rio Ave, localizada no Noroeste de
Portugal, onde a monitorização da qualidade da água se tornou uma prioridade, porque
a água tem apresentado um estado de forte degradação desde há muito anos. Para o
processo de modelação consideraram-se as séries temporais relativas à variável de qualidade
de Oxigénio Dissolvido, medido mensalmente num período de 15 anos (janeiro de 1999 -
janeiro de 2014) em 7 estações de amostragem.
Assim, são apresentadas de uma forma sucinta as etapas necessárias para o estabeleci-
mento da metodologia a aplicar: os modelos de séries temporais, os modelos em espaço de
estados, o Filtro de Kalman, os modelos estruturais e a estimação pela máxima verosimi-
lhança.
Os modelos em espaço de estados mostram a versatilidade da incorporação de com-
ponentes não observadas (estados), de natureza estocástica, que descrevem a variação da
série temporal, tais como a tendência e a sazonalidade, que são atualizadas em tempo
real de forma recursiva à medida que novas observações ﬁcam disponíveis e melhorando as
previsões ao reﬂetirem a natureza dinâmica do processo em estudo e que têm uma interpre-
tação natural, representando as principais características das séries temporais ambientais
sob investigação.
Do ponto de vista ambiental, a abordagem proposta permite a obtenção de conclusões
pertinentes relativas à avaliação da qualidade da água de superfície e de pontos de mudança
destacando assim o valor potencial deste tipo de metodologias e identiﬁcando mudanças
inesperadas que são importantes no processo de gestão e avaliação da qualidade da água.
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Abstract
State space models constitute signiﬁcantly important class of models in time series
analysis due to their ﬂexibility in dynamic phenomena analysis and of variable systems
evolution, randomly and with meaningful variability throughout time and have signiﬁcan-
tly contributed to extending the classic domains of application of statistical time series
analysis.
In this study, in the context of a surface water quality monitoring problem in a river
basin, it is proposed an approach for the structural time series analysis based on the state
space models associated to the Kalman ﬁlter. The main goal is to analyse and evaluate
the temporal evolution of the environmental time series, and to identify trends or possible
changes in the water quality within a dynamic monitoring procedure.
The data concerns the River Ave's hydrological basin located in the Northwest of Por-
tugal, where monitoring has become a priority in water quality planning and management
because its water has been in a state of obvious environmental degradation for many years.
As a result, the watershed is now monitored by seven monitoring sites distributed along the
River Ave and its main streams. For the modeling process we consider time series relating
to the Dissolved Oxygen water variable measured on a monthly basis over a 15-year period
(January 1999January 2014).
Thus, are presented succinctly the necessary stages for the establishment of the metho-
dology to apply: the time series models, the state space models, the Kalman ﬁlter, the
structural models and the maximum likelihood estimation.
State space models show the versatility of the incorporation of unobserved components
(states), of stochastic nature, that describe the variation of time series, such as trends
and seasonality, which are updated in real time in a recursive way, as new observations
become available and help to improve the forecasts, by reﬂecting the dynamic nature of the
studied process and that have a natural interpretation, representing the salient features of
the environmental time series under investigation.
From an environmental point of view, the proposed approach allows to obtain pertinent
ﬁndings concerning water surface quality interpretation and change point of view, thus
highlighting the potential value of this type of analysis, by identifying unexpected changes
that are important for the process of management and evaluation of water quality.
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Capítulo 1
Introdução
A grande maioria dos sistemas naturais, ambientais, sociais ou económicos são de na-
tureza dinâmica apresentando uma evolução aleatória com signiﬁcativa variabilidade. A
procura de modelos estocásticos capazes de melhorar a realidade dinâmica que nos cerca,
captando novas características é uma questão permanentemente em aberto na investigação
em Séries Temporais (Lopes, 2016).
A representação de um modelo em espaço de estados pretende evidenciar uma depen-
dência funcional, dinâmica e estocástica entre componentes de um sistema. Do ponto de
vista da análise de séries temporais, a representação em espaço de estados formaliza a
relação temporal entre variáveis que são observadas, variáveis não observáveis (estados)
e erros estocásticos. Esta representação tem uma estrutura probabilística que evolui ao
longo do tempo, garantindo aos modelos ﬂexibilidade e aplicabilidade numa ampla varie-
dade de problemas nas mais diversas áreas de conhecimento. Assim, os modelos em espaço
de estados são uma das várias abordagens para a modelação de séries temporais.
No âmbito da monitorização e gestão de recursos naturais, os modelos de séries tem-
porais têm sido adotados para analisar e avaliar a evolução temporal do comportamento
das variáveis ambientais, identiﬁcando tendências ou mudanças de comportamento (pontos
de mudança), tendo um papel fulcral nos processos de controlo e prevenção de alterações
ambientais.
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Capítulo 1. Introdução
Os dados ambientais e, em particular os dados de qualidade da água possuem, em
regra, algumas caraterísticas tais como tendência, sazonalidade, correlação temporal ou
dependência com outros fatores. Os modelos em espaço de estados têm sido aplicados na
modelação de dados ambientais pela sua estrutura versátil que permite integrar as várias
caraterísticas dos dados. A aplicação destes modelos na análise de séries temporais de dados
ambientais, além de permitir a sua modelação e, se necessário, a obtenção de previsões,
permite a combinação de metodologias de deteção de pontos de mudança de variáveis
não-observáveis que são preditas através do ﬁltro de Kalman, no âmbito dos modelos em
espaço de estados. Esta abordagem possibilita que eventuais pontos de mudança possam
ser detetados, não apenas para as variáveis cujas observações são conhecidas, mas também
de uma forma diferenciada para as suas variáveis estruturais, não-observáveis.
Este estudo analisa o desempenho dos modelos em espaço de estados, no contexto de
modelação de séries temporais de variáveis de qualidade de águas de superfície observadas
numa rede de monitorização (em estações de amostragem) na bacia hidrográﬁca do rio
Ave. Na bacia hidrográﬁca do rio Ave, localizada no Noroeste de Portugal, os cursos
de água apresentam, de um modo geral, uma situação de clara degradação ambiental,
com graves perturbações tanto a nível físico-químico como biológico. Veriﬁca-se que a
distribuição espacial das unidades industriais acompanham, muito de perto, o traçado do
rio, intensiﬁcando-se na vizinhança dos aglomerados urbanos dos concelhos da região do
Ave. Este padrão de povoamento, a distribuição espacial da indústria e da actividade
agrícola conduzem a uma degradação do meio natural e a poluição dos cursos de água.
O presente trabalho pretende contribuir para obtenção de resultados e conclusões úteis,
que possam contribuir para a discussão e a compreensão do problema do controlo da qua-
lidade das águas de superfície desta bacia. Para isso, este estudo tem como principal
objetivo analisar o desempenho dos modelos estruturais na análise de séries ambientais, de
variáveis de qualidade de águas superﬁciais, num contexto de modelação dinâmica, permi-
tindo ajustar componentes estruturais, como a tendência e a sazonalidade, de uma forma
dinâmica. A aplicação é efetuada a séries da variável de qualidade Oxigénio Dissolvido,
medida mensalmente em 7 estações de amostragem de qualidade da bacia hidrográﬁca do
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rio Ave, entre janeiro de 1999 e janeiro de 2014.
O estudo das séries temporais da variável Oxigénio Dissolvido, vem na linha de in-
vestigação de Gonçalves e Costa, 2011, Gonçalves e Alpuim, 2011, e Costa et al., 2016,
que estudaram alterações na tendência destas séries temporais e efetuaram a análise de
change-points (determinando a natureza dos pontos de mudanças e o instante em que es-
tas ocorrem) desta variável, estudando as alterações de comportamento ao longo do tempo.
Agora, pretende-se analisar e discutir de que forma os modelos em espaço de estados
que têm a versatilidade de incorporar componentes não observadas de forma estocástica,
evoluindo e atualizando-se ao longo do tempo, podem mostrar uma interpretação natu-
ral e direta representando as principais caraterísticas das séries temporais ambientais sob
investigação. Do ponto de vista ambiental, pretende-se estudar se a abordagem proposta
permite a obtenção de conclusões pertinentes relativas à interpretação da qualidade das
águas de superfície e pontos de mudança, destacando assim o valor potencial deste tipo de
abordagem, e se é relevante na identiﬁcação de mudanças inesperadas que são tão impor-
tantes no processo de gestão e avaliação da qualidade da água.
Assim, nesta dissertação apresenta-se no Capítulo 2 a introdução e a apresentação das
principais noções sobre séries temporais, a decomposição de séries temporais, os principais
modelos estatísticos de séries temporais e algumas medidas de avaliação de modelos.
O Capítulo 3 apresenta-se uma revisão sobre o processo de modelação em espaço de
estados, referindo os conceitos fundamentais sobre os modelos em espaço de estados, o
ﬁltro de Kalman e a estimação dos parâmetros (método da máxima verosimilhança). Por
ﬁm, apresenta-se uma pequena análise destes modelos versus a abordagem tradicional
Box-Jenkins em séries temporais.
No Capítulo 4 são abordados os modelos estruturais num contexto de modelação da
composição de uma série temporal em componentes não-observáveis e os principais exem-
plos deste tipo de modelos.
A aplicação dos modelos estruturais às séries das variáveis de qualidade de Oxigénio
Dissolvido é efetuada no Capítulo 5. Este inicia-se com a apresentação de uma análise
exploratória dos dados, seguindo-se pelo estabelecimento dos vários modelos estruturais
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por forma a incorporar as componentes não-observáveis que são preditas por aplicação
do ﬁltro de Kalman e sobre as quais são investigadas a sua evolução ao longo do tempo
e mudanças de comportamento. Apresenta-se a análise dos resultados e o ajustamento
dos modelos aos dados. Os modelos obtidos são comparados pela raiz quadrada do erro
quadrático médio das estimativas, no período de tempo observado.
Finalmente, no Capítulo 6 são apresentadas as principais conclusões e a proposta de
trabalhos futuros.
4
Capítulo 2
Séries Temporais
Uma série temporal deﬁne-se como um conjunto de observações quantitativas orga-
nizadas por ordem cronológica. As observações estão ordenadas em intervalos de tempo
igualmente espaçados, por exemplo por dias, por meses, por semestres, etc. A preocupação
generalizada com a natureza dinâmica dos fenómenos torna inﬁndável a lista dos domínios
em que as séries temporais têm um papel de relevo. Em Economia, os índices da produção
industrial, as taxas de juro, a formação bruta de capital ﬁxo, o produto interno bruto, etc.;
em Meteorologia e Geofísica, o registo das temperaturas, da precipitação atmosférica, dos
traçados de barógrafos e de sismógrafos, etc.; em Medicina, a leitura dos eletroencefalo-
gramas, dos electrocardiogramas, etc.; em Agricultura, o volume das colheitas e os preços
dos vários produtos, etc. (Murteira et al., 1993).
2.1 Processos Estocásticos
Uma série temporal pode ser encarada como um conjunto de observações de um pro-
cesso estocástico, isto é, de um conjunto de observações de variáveis aleatórias indiciadas
no tempo. Dado um processo estocástico {Y (t), t ∈ R}, uma série temporal é um conjunto
de observações do processo estocástico em instantes t1, t2, . . . , tn. Geralmente, considera-se
t inteiro, t = 0;±1;±2; . . . e as observações são feitas em intervalos de tempo regulares,
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isto é, com a mesma amplitude (Alpuim, 1998). A variável de interesse Y pode ser univa-
riada ou multivariada; sendo que no âmbito deste trabalho considerar-se-ão apenas séries
univariadas.
De uma forma geral, o estudo de uma série temporal tem os seguintes interesses:
 A descrição que é a tarefa primária na análise da série temporal, mesmo quando se
tem o propósito de efetuar um estudo mais profundo. Começa-se com a construção
do gráﬁco, a identiﬁcação dos candidatos a outliers. A seguir efetua-se o cálculo das
estatísticas principais: média aritmética, mediana, variância, desvio padrão, etc;
 Compreender o mecanismo gerador da série - tentar obter razões sobre o compor-
tamento da série, controlar a sua trajetória, procurar periodicidades relevantes nos
dados, etc;
 Prever o comportamento da série - executar planos a longo, médio ou curto prazos,
exercendo uma função chave na tomada de decisões. As previsões podem ser a um-
passo, previsão para a próxima observação ou a multi-passos previsões para várias
observações futuras (Costa, 2015).
Um dos exemplos mais importantes de um processo estocástico com tempo discreto
é designado por passeio aleatório. Uma partícula em movimento, ocupando inicialmente
a posição Y0, é observada em instantes t = 0, 1, 2, . . . . No momento t = 1 a partícula
apresenta um salto de amplitude e1, onde e1 é uma variável aleatória com uma dada função
de distribuição. No momento t = 2 veriﬁca-se novo salto de amplitude e2, onde e2 é uma
variável aleatória não correlacionada com e1, mas com a mesma função de distribuição. E
assim por diante. No momento t a posição da partícula é dada por,
Yt = Y0 + e1 + e2 + · · ·+ et ou Yt = Yt−1 + et
onde, et para t = 1, 2, 3, . . . é uma sequência de variáveis aleatórias não correlacionadas.
Quando E(et) = 0 para t = 1, 2, 3, . . . diz-se que a partícula realiza um passeio aleatório;
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quando E(et) = µe 6= 0 para t = 1, 2, 3, . . . diz-se que a partícula realiza um passeio
aleatório direcionado (Murteira et al., 1993).
Figura 2.1: Três realizações de um Passeio Aleatório
Na Figura 2.1 apresentam-se três realizações simuladas de um passeio aleatório com
Y0 = 0 e et, onde t = 1, 2, 3, . . . variáveis aleatórias não correlacionadas com distribuição
Normal (0,1).
Seja {Y (t), t ∈ R} um processo estocástico, então a sua função média é dada por
µt = E(Yt).
A função de autocovariância deﬁne-se por
γ(s, t) = cov(Ys, Yt) = E[(Ys − µs)(Yt − µt)].
e a função de autocorrelação (FAC) deﬁne-se por
ρ(s, t) = corr(Ys, Yt) =
γ(s, t)√
γ(s, s)γ(t, t)
) com s, t ∈ R.
O processo estocástico {Y (t), t ∈ R} diz-se estritamente estacionário ou fortemente es-
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tacionária se e só se a distribuição conjunta de (Yt1 , . . . , Ytn) é igual à distribuição conjunta
de (Yt1+h, . . . , Ytn+h), para todo o h, ou seja,
(Yt1 , . . . , Ytn) = (Yt1+h, . . . , Ytn+h).
Um processo estocástico {Y (t), t ∈ R} diz-se estacionário de 2ª ordem ou fracamente
estacionário se todos os momentos até à 2ª ordem de (Yt1 , . . . , Ytn) existem e são iguais aos
momentos correspondentes até à 2ª ordem de (Yt1+δ, . . . , Ytn+δ).
Assim, num processo estacionário:
 o valor médio não depende de t, i.e., E[Y (t)] = µ(t) = µ;
 a variância não depende de t, i.e., var[Y (t)] = E[(Y (t)− µ)2] = σ2(t) = σ2;
 a covariância de Yt1 e Yt2 depende apenas do desfasamento t2 − t1, i.e. γ(t1, t2) =
cov[Y (t1), Y (t2)] = γ(|t2 − t1|).
Seja Y = {Y (t), t ∈ R} um processo estocástico estacionário. Quando a sua função
de autocovariância é a aplicação γ : Z −→ R tal que
γh = cov(Yt, Yt+h)
para cada h, a função γh mede a intensidade com que covariam pares de valores do
processo separados por um intervalo −lag−desfasamento de amplitude h. A função
de autocovariância γh é deﬁnida para h ∈ R se o processo é de tempo contínuo e para
h ∈ Z se for de tempo discreto, isto é, h = 0;±1;±2; . . . ;
 Da mesma maneira deﬁne-se a função de autocorrelação do processo como sendo
ρh = corr(Yt, Yt+h) =
cov(Yt, Yt+h)√
var(Yt)var(Yt+h))
,∀t ∈ Z, (γ0 > 0)
onde var(Yt+h) = var(Yt) = γ0 e ρh =
γh
γ0
.
A função designada por ρh chama-se função de autocorrelação (FAC). Para cada h,
a função ρh mede a correlação entre pares de valores observados, separados por um
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intervalo de amplitude h.
Propriedades
 γ0 = var(Yt) = σ2; ρ0 = 1;
 |γh| ≤ γ0 e, em consequência, |ρh| ≤ 1, e como consequência da desigualdade de
Cauchy-Schwartz, (|E(Y Z)| ≤√E(Y 2)E(Z2));
 γh = γ−h, porque cov(Yt+h, Yt) = cov(Yt−h, Yt) e também ρh = ρ−h;
 As funções γh e ρh são semideﬁnidas positivas, isto é,
n∑
i=1
n∑
j=1
αiαjγ(|ti − tj|) ≥ 0
e
n∑
i=1
n∑
j=1
αiαjρ(|ti − tj|) ≥ 0
para qualquer conjunto de números reais α1, . . . , αn e instantes de tempo t1, . . . , tn;
 Se h aumenta, então γh e ρh diminuem;
 h→ +∞⇒ γh → 0 e ρh → 0.
 Utiliza-se a função de autocorrelação parcial (FACP) para estudar a correlação parcial
entre Yt e Yt+h, quando se ﬁxam as variáveis intermédias Yt+1, Yt+2, . . . , Yt+h−1, isto
é, a correlação simples entre Yt e Yt+h depois de eliminar o efeito que sobre elas
produzem as variáveis intermédias.
O conjunto de autocorrelações parciais para cada desfazamento h é dado por
φhh : h = 1, 2, . . .
onde
φhh =
|P ∗h |
Ph
e P ∗h é a matriz de ordem h×h de autocorrelação onde a última coluna é substituída
por
[ρ1ρ2 . . . ρh]
T .
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A matriz Ph é dada por
Ph =

1 ρ1 ρ2 . . . ρh−1
ρ1 1 ρ1 . . . ρh−2
ρ2 ρ1 1 . . . ρh−3
...
...
...
. . .
...
ρh−1 ρh−2 . . . ρ1 1

.
Propriedades:
φ11 = ρ1;
φ22 =
ρ2 − ρ21
1− ρ21
;
φ33 =
ρ3(1− ρ21) + ρ1(ρ21 + ρ22 − 2ρ2)
(1− ρ2)(1 + ρ2 − 2ρ21)
.
O ruído branco é um exemplo de um processo fracamente estacionário até à 2ª ordem.
A maior importância deste processo é na construção de outros processos estacionários,
especialmente na modelação de séries temporais. Um processo {et : t = 0,±1,±2, . . . }
diz-se um ruído branco quando é formado por uma sucessão de variáveis aleatórias com a
mesma distribuição, média constante E(t) = µe, usualmente µe = 0, variância constante
var(et) = σ
2
e e covariância cov(et, et+h) = γh = 0, para h 6= 0 (Murteira et al., 1993). A
Figura 2.2 mostra uma trajetória de um ruído branco com média zero e variância 0,7.
Figura 2.2: Trajetória de um ruído branco
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Assim, um processo de ruído branco é um processo estacionário de 2ª ordem com função
de autocovariância dada por
γh =
0, h 6= 0σ2e , h = 0
e função de autocorrelação
ρh =
0, h 6= 01, h = 0 .
2.2 Decomposição de Séries Temporais
Uma série temporal pode exibir padrões ao longo do tempo nomeadamente tendência,
sazonalidade, cíclico e aleatório. Os métodos de decomposição identiﬁcam esses padrões
individualmente e podem ser extraídos da série para uma melhor compreensão ou apenas
para melhorar as previsões.
Uma análise inicial de uma série temporal é efetuada pela observação dos seus valores
ou pela sua representação gráﬁca. O objetivo dessa análise é identiﬁcar e classiﬁcar os
fatores explicativos da ocorrência de variações no comportamento da série, isto é, variações
ocorridas nos valores da variável ao longo da unidade temporal, e também consiste em
procurar descobrir o modelo que melhor descreve o seu comportamento. Temos as seguintes
componentes que podem estar presentes numa série temporal:
 Componente da tendência (Tt) é a inclinação que certas séries apresentam.
Assim, quando um conjunto de observações no tempo mostra uma variação que não
necessita ser constante, pode-se dizer que a série tem uma tendência, podendo esta
ser uma:
 tendência simples, i.e., Yt = µt + εt;
 tendência linear, i.e., Yt = β0 + β1t+ εt;
 tendência polinomial, i.e., Yt = β0 + β1t+ · · ·+ βptp + εt;
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onde p ∈ N0 e εt ∼ N(0, σ2);
 Componente de sazonalidade (St) é uma variabilidade periódica. Tal pode cor-
responder a um aumento/decréscimo que ocorre regularmente em determinados pe-
ríodos do ano, originando oscilações que se repetem. Muitos dados ambientais são
recolhidos mensalmente, tendo usualmente a série temporal associada uma forte com-
ponente sazonal, podendo esta ser explicada, por exemplo, por causas naturais, tais
como as estações do ano.
Na abordagem descrita por Gonçalves e Alpuim, 2011, baseada nos modelos linea-
res, a componente sazonal γt, toma doze valores diferentes, λi, i = 1, . . . , 12, cada
um associado a um mês e expressam o desvio positivo ou negativo dos dados devido
ao efeito do mês. Este efeito é descrito através de ajuda de onze variáveis dummy,
e a soma dos coeﬁcientes deve, no total, ser zero. A componente sazonal é então
representada pela combinação linear de onze variáveis explicativas, γt, deﬁnidas por
γt =

1 , se os dados no tempo t correspondem ao mês i = 2, 3, . . . , 12
−1 , se os dados no tempo t correspondem ao mês 1
0 , caso contrário
.
A componente sazonal relativa ao mês de 1 pode ser calculada através da fórmula
λˆ1 = −
12∑
i=2
λˆi;
 Componente cíclica (Et) são ﬂutuações de longo prazo que não estão num período
ﬁxo ou desvios em torno da reta ou da curva de tendência. Nestas condições torna-se
difícil de identiﬁcar e prever o comportamento desta componente;
 Componente aleatória é onde, usualmente se coloca tudo o que não se conse-
gue deﬁnir ou modelar deterministicamente. São ﬂutuações esporádicas das séries
temporais, provocadas por acontecimentos casuais. É uma componente irregular de
natureza aleatória também designada por resíduo ou ruído do modelo.
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A decomposição ﬁnal poderá assumir dois modelos: aditivo e multiplicativo, represen-
tados respetivamente, não considerando a componente cíclica, por
Yt = St + Tt + Et, (2.1)
Yt = St TtEt. (2.2)
O modelo aditivo é mais adequado quando a magnitude das ﬂutuações sazonais não
varia com o nível da série temporal. Quando a variação no padrão St parece ser proporci-
onal ao nível das séries temporais, um modelo multiplicativo é mais adequado. Nas séries
temporais económicas os modelos multiplicativos são mais comuns (Hyndman e Athana-
sopoulos, 2014). Note-se que é sempre possível obter-se um modelo aditivo a partir de um
multiplicativo pela aplicação da função logarítmica a esse modelo. Assim, calculando o
logaritmo de ambos os membros da equação (2.1), obtém-se,
log(Yt) = log(St) + log(Tt) + log(Et). (2.3)
Vários métodos são propostos na literatura para modelar estatisticamente as diferen-
tes componentes da decomposição. O método de decomposição clássica teve origem na
década de 1920 e é um processo relativamente simples, servindo de base para a maioria
dos outros métodos de decomposição (Hyndman e Athanasopoulos, 2014). Outro método
muito comum e robusto é o STL (do inglês, Seasonal and Trend decomposition using Loess)
desenvolvido por Cleveland et al., 1990. STL é um processo de ﬁltragem para a decomposi-
ção de uma série temporal em várias componentes, tais como a tendência e a sazonalidade,
entre outras. Este processo tem um procedimento simples que consiste numa sequência de
aplicações do alisador Loess.
2.3 Modelos Estatísticos de Séries Temporais
O objetivo principal da análise de uma série temporal é encontrar um 'bom modelo'
que tenha em conta as relações existentes entre as observações, permitindo, deste modo,
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a sua descrição. Para alcançar um 'bom modelo' Box e Jenkins (1970) propuseram uma
metodologia de modelação em três etapas:
 A primeira etapa - identiﬁcação em que pretende escolher-se um modelo ARMA (Au-
toregressive Moving Average), ARIMA (Autoregressive Integrated Moving Average)
ou SARIMA (Seasonal Autoregressive Integrated Moving Average) que aparentemente
descreva a série temporal, que contém as seguintes subetapas
 estacionarização da série temporal;
 seleção do modelo ARMA;
 A segunda etapa - estimação dos parâmetros do modelo identiﬁcado na etapa ante-
rior. O analista tem, de uma forma geral e na ótica das aplicações práticas, pouca
intervenção, dado que os pacotes informáticos fornecem sem grandes exigências as
estimativas dos parâmetros;
 A terceira etapa - avaliação do diagnóstico, procede-se ao controlo da adequação
do modelo identiﬁcado e estimado nas etapas anteriores havendo a distinguir duas
subetapas:
 qualidade estatística do modelo;
 qualidade do ajustamento.
A qualidade estatística do modelo é analisada à luz de um certo conjunto de critérios
referentes à qualidade estatística das estimativas obtidas. A qualidade do ajustamento de
modelo é determinado com base no estabelecimento de ensaios de hipóteses, estuda-se a
adequação do modelo estimado à série temporal em estudo através dos correspondentes
resíduos.
Os modelos de séries temporais encontrados na literatura podem ser classiﬁcados da
seguinte forma: lineares e não-lineares. Os modelos lineares, designados por vezes, modelos
estatísticos (De Gooijer e Hyndman, 2006) são basicamente os Autorregressivos (AR -
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autoregressive), de Médias Móveis (MA - moving average), Autorregressivos de Médias
Móveis (ARMA) e Autorregressivos de Médias Móveis Integrados (ARIMA).
Dentre os modelos estacionários, os modelos AR estacionários de ordem p (AR(p))
abreviado por AR(p), são bastantes comuns, e são deﬁnidos por
Yt = φ1Yt−1 + φ2Yt−2 + · · ·+ φpYt−p + et (2.4)
onde Yt é estacionário e φ1, φ2, . . . , φp são constantes (φp 6= 0). Se não for dito nada,
assume-se que et é uma série Gaussiana, ruído branco, de média zero e variância σ2e . A
média de Yt em (2.4) é zero, caso a média seja µ 6= 0 pode-se fazer a substituição da Yt por
Yt − µ,
Yt − µ = φ1(Yt−1 − µ) + φ2(Yt−2 − µ) + · · ·+ φp(Yt−p − µ) + et. (2.5)
Outra forma de escrever o processo AR(p) é
(1− φ1B − φ2B2 − · · · − φpBp)Yt = et, (2.6)
onde B é o operador atraso (BYt = Yt−1). O processo AR(p) é sempre invertível e é
estacionário quando as raízes do polinómio autorregressivo associado estão fora do círculo
unitário.
Outro modelo bastante usado é o modelo de Médias Móveis de ordem q, ou MA(q)
deﬁnido por
Yt = et + θ1et−1 + θ2et−2 + · · ·+ θqet−q (2.7)
onde há q lags na média móvel e θ1, θ2, . . . , θq (θq 6= 0) são parâmetros. Se não for dito
nada, assume-se que et é uma série Gaussiana, ruído branco, de média zero e variância
σ2e . A combinação dos modelos AR(p) com os modelos MA(q) deﬁne uma nova classe de
modelos, chamada de modelos combinados ARMA(p, q).
O modelo ARMA pode ser uma boa alternativa para ambos os modelos AR(p) e MA(q),
uma vez que pode modelar uma série temporal com um modelo mais parcimonioso que
induziria melhores estimativas dos parâmetros (Ming et al., 2014). O processo {Yt; t =
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0,±1,±2, . . . } é um processo ARMA (p, q) se é deﬁnido por
Yt = φ1Yt−1 + · · ·+ φpYt−p + et + θ1et−1 + · · ·+ θqet−q (2.8)
onde φp 6= 0, θq 6= 0 e σ2e > 0. Os parâmetros p e q designam-se por ordens do autorregres-
sivo e da média móvel, respetivamente. Se o processo {Yt} for estacionário com média µ
tal que µ 6= 0, então deﬁne-se α = µ(1− φ1 − · · · − φp) e escreve-se o processo de seguinte
forma
Yt = α + φ1Yt−1 + · · ·+ φpYt−p + et + θ1et−1 + · · ·+ θqet−q. (2.9)
Se não for dito nada, assume-se que et é uma série Gaussiana, ruído branco, de média zero
e variância σ2e .
Um dos pressupostos de alguns modelos de séries temporais é a estacionaridade da
série, mas muitas séries temporais observadas, nomeadamente as associadas com fenómenos
ambientais ou económicos, são não estacionárias em média e/ou em variância.
Nestes casos é necessário transformar os dados originais para que a série seja estacioná-
ria. Uma transformação comum consiste em tomar diferenças sucessivas da série original,
até se obter uma série estacionária (Hyndman e Athanasopoulos, 2014).
Uma forma de estabilizar a média consiste em usar processos de diferenciação. Nome-
adamente, calculando as séries
∇Yt = (1−B)Yt = Yt −B Yt = Yt − Yt−1
∇2Yt = ∇(∇Yt) = (1−B)2Yt = (1− 2B −B2)Yt = Yt − 2Yt−1 − Yt−2
. . .
∇dYt = (1−B)dYt , d > 0
(2.10)
sendo ∇ denominado operador diferença e d a ordem (grau) da diferença (ou da diferenci-
ação).
Para eliminar a não estacionaridade na variância Box e Cox (1964) sugeriram uma
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transformação paramétrica dada por
Xt = Y
(λ)
t =
(Y
λ
t − 1)/λ, se λ 6= 0
log Yt, se λ = 0
(2.11)
onde λ ∈ [−1, 1]. As transformações mais usuais encontram-se sumariadas na Tabela 2.1.
Tabela 2.1: Transformações Box-Cox
Valores de λ Transformação
-1 1/Yt
-0,5 1/
√
Yt
0 log Yt
0,5
√
Yt
1 Yt
A transformação logarítmica, dentro das dadas por toda a família Box-Cox, é uma das
mais usadas, pois permite converter séries não estacionárias com ruído multiplicativo, em
séries estacionárias com ruído aditivo, no entanto só pode aplicar-se a séries de valores
positivos.
Generalizando as ideias anteriores de modo a contemplar qualquer modelo ARMA, e
permitindo que o operador autorregressivo tenha d raízes unitárias, chega-se à expressão
(1− φ1B − · · · − φpBp) = (1− θ1B − · · · − θpBp) et.
Este processo pode escrever-se abreviadamente como
Φp(B)∇dYt = Θq(B) et
que se denota por ARIMA(p, d, q).
Os modelos ARIMA(p, d, q) não estacionários têm FACs com coeﬁcientes positivos com
decaimento muito lento para zero (inclusive para valores grandes de k).
Os modelos ARIMA exploram a autocorrelação entre os valores da série em instantes
sucessivos, mas quando os dados são observados em períodos inferiores a um ano, a sé-
rie também pode apresentar uma autocorrelação sazonal. Os modelos que contemplam
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as séries com esse comportamento são conhecidos como SARIMA. Os modelos SARIMA
contêm uma parte não sazonal, com parâmetros (p; d; q) e uma sazonal com parâmetros
(P ;D;Q)m, onde m representa o número de períodos sazonais. Por exemplo, um modelo
ARIMA (1; 1; 1)(1; 1; 1)4 trimestral (m = 4) pode ser escrito como
(1− φB)(1− Φ1B4)(1−B)(1−B4)Yt = (1 + θ1B)(1 + Θ1B4)et
onde:
 (1− φB) é a parte AR não sazonal de ordem 1;
 (1− Φ1B4) é a parte AR sazonal de ordem 1 e período sazonal 4;
 (1−B) é a diferenciação não sazonal de ordem 1;
 (1−B4) é a diferenciação sazonal de ordem 1 e período sazonal 4;
 (1 + θ1B) é a parte não sazonal de MA de ordem 1;
 (1 + Θ1B
4) é a parte sazonal de MA de ordem 1 e período sazonal 4.
Para séries temporais que apresentam comportamentos heterocedásticos, Engle, 1982,
introduziu o modelo ARCH, do inglês, Autoregressive Conditional Heterocedasticity que foi
posteriormente estendido por Bollerslev, 1986, dando origem ao modelo GARCH (Generali-
zed ARCH). A vantagem deste último é que pode ser utilizado para descrever a volatilidade
com menos parâmetros do que um modelo ARCH e, por isso, é mais parcimonioso.
Um processo et diz-se GARCH, se é dado pela seguinte equação
et = at
√
ht com ht = α0 +
r∑
i=1
αie
2
t−i +
s∑
j=1
Bjht−j
onde {at} é uma sequência de variáveis aleatórias i.i.d. (independentes e identicamente
distribuídas), com média 0 e variância 1, em que se tem α0 > 0, αi ≥ 0 para ∀i > 0,
Bj ≥ 0 para ∀j > 0,
∑q
i=1(αi +Bj) < 1 e q = max(r, s).
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2.4 Medidas de Avaliação
Na análise de uma série temporal podem existir vários modelos que a podem descrever
de forma satisfatória, ou seja, é possível, por vezes, encontrar mais do que um modelo que
passe o crivo dos diferentes critérios de avaliação do diagnóstico (qualidade estatística do
modelo e qualidade do ajustamento).
Em alguns casos a escolha do modelo é tarefa fácil, em outros torna-se mais difícil e exige
que se recorra a critérios de seleção de modelos. Estes critérios, são em geral baseados em
estatísticas construídas a partir da série residual correspondente a um determinado modelo
ajustado ou baseados nos erros de previsão produzidos por esse mesmo modelo.
Em Anthes et al., 1989, encontra-se um resumo destas medidas de avaliação. Entre as
medidas mais usadas estão:
 Akaike's Information Criterion (AIC)
Akaike's Information Criterion (AIC) deﬁnido por
AICj = −2 logL(Θˆj) + 2pj
para j = 1, . . . ,M , onde L(Θˆj) é a função de máxima verosimilhança para o modelo
j e pj é o número de parâmetros que tem de ser estimado para o modelo j. O modelo
com menor AIC considera-se melhor.
 Erro Absoluto Médio (EAM)
O EAM é determinado somando os valores absolutos do erros de previsão e dividindo
pelo número de erros usados no cálculo, sendo é deﬁnido por
EAM =
1
n
n∑
t=1
|Yt − Yˆt|.
O modelo com menor EAM considera-se mais adequado.
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 Erro Quadrático Médio (EQM)
O EQM é determinado somando os erros de previsão ao quadrado e dividindo pelo
número de erros usados no cálculo, sendo deﬁnido por
EQM =
1
n
n∑
t=1
(Yt − Yˆt)2
onde Yt é a observação no tempo t e Yˆt é a previsão no tempo t.
Para facilitar a análise durante este trabalho foi utilizado REQM deﬁnido por
REQM =
√
EQM.
Assim, a grandeza do resultado devolvido está nas unidades originais dos dados.
Novamente o modelo com menor REQM é considerado o mais adequado.
 Erro Percentual Absoluto Médio (EPAM)
EPAM traduz o valor percentual absoluto médio dos desvios entre os valores obser-
vados e as previsões para os instantes t = 1, 2, . . . , n
EAMP =
1
n
n∑
t=1
∣∣∣∣∣Yt − YˆtYt
∣∣∣∣∣× 100%.
A qualidade do ajustamento do modelo é expressa como percentagem do erro. A
vantagem deste método deve-se à sua facilidade de interpretação, pelo fato de ser
expresso em termos percentuais.
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Modelos em Espaço de Estados e o
Filtro de Kalman
Nos últimos anos tem vindo aumentar o interesse da aplicação de modelos em espaço de
estados na análise de séries temporais, por exemplo, Harvey, 1989, West e Harrison, 1997, e
Durbin e Koopman, 2001. Uma das vantagens destes modelos é que permitem interpretar
uma série temporal como combinação de várias componentes, tais como tendência e a
sazonalidade, entre outras, numa abordagem integrada.
Os Modelos em Espaço de Estados surgiram em Engenharia no início dos anos 60,
embora o problema da previsão tenha sido sempre uma questão fundamental e fascinante
na teoria de processos estocásticos e na análise de séries temporais.
Uma das soluções do problema foi dada por Kalman, 1960, usando a representação de
Bode - Shannon de processos aleatórios e método de "transição de estados" para análise
de sistemas dinâmicos. A solução apresentada é conhecida como Filtro de Kalman (FK)
(Kalman, 1960; Kalman e Bucy, 1963) e aplica-se aos processos aleatórios estacionários
e não estacionários. Este algoritmo rapidamente ganhou popularidade e foi aplicado em
diversas áreas.
O Filtro de Kalman consiste num conjunto de equações recursivas que permitem obter
estimativas de variáveis não observáveis, mas que obedecem a uma estrutura dinâmica,
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formulada sob a forma de um modelo em espaço de estados. A mais valia inerente ao
Filtro de Kalman advém do facto de as equações formarem um algoritmo recursivo com fácil
implementação computacional, associado ao facto de as estimativas obtidas corresponderem
a estimadores BLUP1.
Como veremos em secções posteriores, estes estimadores são ótimos, no sentido em
que são os estimadores lineares com menor erro quadrático médio, mas apenas quando o
modelo em espaço de estados inerente ao fenómeno se encontra totalmente especiﬁcado,
isto é, quando todos os parâmetros são conhecidos (Costa, 2006).
Os Modelos em Espaço de Estados (MEE) apareceram na literatura para a modelação
de séries temporais nos anos 70 (Akaike, 1974; Harrison e Stevens, 1976) e estabeleceram-
se nos anos 80 (Harvey, 1989; West e Harrison, 1997; Aoki, 1987). Nos últimos anos tem
vindo aumentar o interesse da aplicação de modelos em espaço de estados na análise de
séries temporais. Esse facto deve-se, por um lado, ao desenvolvimento dos modelos bem
adaptados à análise das séries temporais e à mais ampla área de aplicação, por exemplo,
Biologia Molecular ou Genética, por outro lado, ao desenvolvimento das ferramentas com-
putacionais, tais como os métodos de Monte Carlo, para lidar com situações complexas
não lineares e não Gaussianas (Petris et al., 2009).
Os Modelos em Espaço de Estados (MEE) consideram uma série temporal como output
de um sistema dinâmico perturbado por efeitos aleatórios. Estes modelos permitem a
interpretação natural de uma série temporal como combinação de várias componentes tais
como por exemplo tendência, sazonalidade ou componente autorregressiva. O MEE pode
ser usado para modelar séries temporais univariadas ou multivariadas.
3.1 Modelos em Espaço de Estados
O modelo linear Gaussiano em Espaço de Estados pode ser escrito de várias maneiras;
adaptou-se a forma onde o modelo descrito através de duas equações, equação de observação
e a equação do estado também denominada por equação de transição, dadas respetivamente
1Best Linear Unbiased Predictor
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por
Yt = Ztθt + et, onde et ∼ N(0,Ht), (3.1)
θt+1 = Gtθt +Rtεt, onde εt ∼ N(0,Qt), (3.2)
para t = 1, . . . , n.
Na Tabela 3.1 são dadas as dimensões dos vetores e matrizes do Modelo em Espaço de
Estados, onde Yt é o vetor de ordem p × 1, chamado vetor de observação e θt é o vetor
não observável de ordem m× 1 chamado vetor de estados. A ideia subjacente ao modelo é
que o desenvolvimento do sistema no tempo é determinado pela equação (3.2), mas como
θt é não observável a análise tem que ser baseada nas observações Yt.
A equação (3.1) é chamada equação de observação e a equação (3.2) é a equação de
estados. Inicialmente, assume-se que as matrizes Zt, Gt, Rt, Ht e Qt são conhecidas e
os erros et e εt são independentes e não correlacionados. As matrizes Zt e Gt−1 podem
ser dependentes do vetor Yt−1. Assume-se que o vetor de estado inicial θ1 ∼ N(a1,P1) é
independente de e1, . . . , en e ε1, . . . , εn , onde a1 e P1 são inicialmente conhecidos.
Na prática, algumas ou até todas as matrizes Zt, Gt, Rt, Ht e Qt vão depender dos
elementos do vetor dos parâmetros desconhecidos ψ. O modelo em espaço de estados é o
mesmo que o deﬁnido pelas equações (3.1) e (3.2), apenas difere nos erros que estão escritos
de forma et ∼ (0,Ht) e εt ∼ (0,Qt), i.e., o pressuposto da normalidade não é exigido.
A equação (3.1) tem uma estrutura de modelo de regressão linear em que o vetor dos
coeﬁcientes θt varia ao longo do tempo. A equação (3.2) representa um modelo VAR
(vector autoregressive) de primeira ordem, a natureza Markoviana que é responsável por
muitas das propriedades do modelo em espaço de estados.
A matriz Rt em muitos casos é simplesmente a matriz identidade de ordem m × m.
Em outros, pode-se deﬁnir ε∗t = Rt εt e Qt
∗ = RtQtR′t e avançar sem inclusão explicita
de Rt tornando a visualização do modelo mais simples.
Em geral, assume-se que Rt é subconjunto das colunas da matriz de identidade Im.
Neste caso Rt é chamada a matriz de seleção, porque seleciona as linhas da equação de
estados com perturbação diferente de zero. Contudo, a maior parte da teoria continua
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válida se Rt é uma matriz geral de ordem m × r. As matrizes Zt, Gt e Rt chamadas
matrizes do sistema, são conhecidas e determinísticas. O vetor εt de ordem r × 1 contém
r perturbações do estado com média zero e matriz de variâncias desconhecidas, guardadas
na matriz diagonal Qt de ordem r × r.
Tabela 3.1: Dimensões das matrizes e vetores do Modelo em Espaço de Estados
Vetor Matriz
Yt p× 1 Zt p×m
θt m× 1 Gt m×m
et p× 1 Ht p× p
εt r × 1 Rt m× r
Qt r × r
3.2 Filtro de Kalman
O objetivo da ﬁltragem é atualizar nosso conhecimento sobre o sistema cada vez que
uma nova observação Yt é introduzida. O Filtro de Kalman é um algoritmo recursivo
que permite obter, de uma forma simples, predições ótimas para o vetor de estados não
observável θt dada toda a informação disponível até o instante t− 1.
Para facilitar a compreensão do funcionamento do Filtro de Kalman vai apresentar-se
o caso particular do Modelo de Nível Local. O modelo de nível local (3.3) é um caso
particular simples de (3.1) e (3.2), onde Zt = Gt = Rt = 1, Ht = σ2e e Qt = σ
2
ε , ou seja
Yt = θt + et, et ∼ N(0, σ2e)
θt+1 = θt + εt, εt ∼ N(0, σ2ε)
(3.3)
onde, θt é chamado passeio aleatório, e assume-se que et e εt seguem uma distribuição
Normal.
Assim, como todas as distribuições são Normais, então a distribuição conjunta de
dois conjuntos de observações também é Normal. Seja Yt−1 o vetor das observações
(y1, . . . , yt−1)′ para t = 2, 3, . . . e assume-se que a distribuição condicional de θt|Yt−1 ∼
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N(at, Pt) com at e Pt conhecidos.
Assume-se também a distribuição condicional θt|Yt ∼ N(at|t, Pt|t). A distribuição de
θt+1|Yt ∼ N(at+1, Pt+1). O objetivo é calcular at|t, Pt|t, at+1 e Pt+1 quando a observação
yt é adicionada aos dados. Diz-se que at|t é o estimador ﬁltrado de θt com variância Pt|t o
que permite calcular predições ﬁltradas do vetor de observações, e at+1 é a previsão a um
passo de θt+1 com variância Pt+1 o que permite calcular predições a um passo do vetor de
observações.
Uma parte importante é desempenhada pelo vt, erro de previsão, ou inovação a um
passo de yt. Então vt = yt − at para t = 1, . . . , n e
E(vt|Yt−1) = E(θt + et − at|Yt−1) = at − at = 0,
var(vt|Yt−1) = var(θt + et − at|Yt−1) = Pt + σ2e ,
E(vt|θt, Yt−1) = E(θt + et − at|θt, Yt−1) = θt − at,
var(vt|θt, Yt−1) = var(θt + et − at|θt, Yt−1) = σ2e
(3.4)
para t = 2, . . . , n. Quando Yt é ﬁxo, Yt−1 e yt são ﬁxos e então Yt−1 e vt são ﬁxos e
vice-versa. Consequentemente, p(θt|Yt) = p(θt|Yt−1, vt). Tem-se
p(θt|Yt−1, vt) = p(θt, vt|Yt−1)/p(vt|Yt−1)
= p(θt|Yt−1)p(vt|θt, Yt−1)/p(vt|Yt−1)
= c× exp(−1
2
Q),
(3.5)
onde c é uma constante e onde
Q = (θt − at)2/Pt + (vt − θt + at)2/σ2e − v2t /(Pt + σ2e)
=
(
1
Pt
+
1
σ2e
)
(θt − at)2 − 2(θt − at) vt
σ2e
+
(
1
σ2e
− 1
Pt + σ2e
)
v2t
=
Pt + σ
2
e
Ptσ2e
(
θt − at − Ptvt
Pt + σ2e
)2
.
(3.6)
Assim,
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p(θt|Yt) ∼ N(at + Pt
Pt + σ2e
vt,
Ptσ
2
e
Pt + σ2e
). (3.7)
Mas como at|t e Pt|t foram deﬁnidos tal que p(θt|Yt) ∼ N(at|t, Pt|t), então tem-se
at|t = at +
Pt
Pt + σ2e
vt,
Pt|t =
Ptσ
2
e
Pt + σ2e
.
(3.8)
Como at+1 = E(θt+1|Yt) = E(θt + εt|Yt) e Pt+1 = var(θt+1|Yt) = var(θt + εt|Yt) da
fórmula 3.3, segue que
at+1 = E(θt|Yt) = at|t, Pt+1 = var(θt|Yt) + σ2ε = Pt|t + σ2ε , (3.9)
obtendo-se
at+1 = at +
Pt
Pt + σ2e
vt,
Pt+1 =
Ptσ
2
e
Pt + σ2e
+ σ2ε ,
(3.10)
para t = 2, . . . , n.
Para o caso geral introduz-se a seguinte notação
Ft = V ar(vt|Yt−1) = Pt + σ2e , Kt = Pt/Ft,
onde Ft é a variância do erro de previsão vt e Kt é conhecido por Ganho de Kalman. Então,
o conjunto completo de equações que deﬁnem a atualização do tempo t para o tempo t+ 1
para o modelo de nível local é deﬁnido por
vt = yt − at,
at|t = at +Ktvt,
at+1 = at +Ktvt,
Ft = Pt + σ
2
e ,
Pt|t = Pt(1−Kt),
Pt+1 = Pt(1−Kt) + σ2ε ,
(3.11)
para t = 1, . . . , n, onde Kt = Pt/Ft.
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Foi assumido que a1 e P1 são conhecidos; quando isso não se veriﬁca vai ser explicado
na subsecção 3.2.1. As relações apresentadas (3.11) constituem o Filtro de Kalman para o
Modelo de Nível Local. Tendo a informação até ao tempo t, chama-se recursão ao conjunto
das relações que permitem calcular os valores para o tempo t+ 1.
De uma forma geral o Filtro de Kalman é deﬁnido para o modelo (3.1)-(3.2) por
vt = yt −Ztat,
at|t = at + PtZ′tF
−1
t vt,
at+1 = Gtat +Ktvt,
Ft = ZtPtZ
′
t +Ht,
Pt|t = Pt − PtZ′tF−1t ZtPt,
Pt+1 = GtPt(Gt −KtZt)′ +RtQtR′t,
(3.12)
para t = 1, . . . , n, onde Kt = Gt Pt Z′t F
−1
t . Onde a1 é o vetor da média e P1 matriz de
variância/covariância do vetor de estado inicial θ1.
As relações at|t = at + Pt Z′t F
−1
t vt e Pt|t = Pt − Pt Z′t F−1t ZtPt chamam-se o
passo de atualização do Filtro de Kalman, e as relações at+1 = Gtat + Ktvt e Pt+1 =
GtPt(Gt−KtZt)′+RtQtR′t chamam-se o passo de previsão do Filtro de Kalman. Basta
calcular at|t e Pt|t para estabelecer a seguinte relação
at+1 = Gtat|t, Pt+1 = GtPt|tG′t +RtQtR
′
t,
para a previsão do vetor de estado θt+1. Na Tabela 3.2 são indicadas as dimensões dos
vetores e matrizes do Filtro de Kalman.
Tabela 3.2: Dimensões do Filtro de Kalman
Vector Matriz
vt p× 1 Ft p× p
Kt m× p
at m× 1 Pt m×m
at|t m× 1 Pt|t m×m
27
Capítulo 3. Modelos em Espaço de Estados e o Filtro de Kalman
3.2.1 Inicialização do Filtro de Kalman
Na secção anterior foi assumido que a distribuição do estado inicial θ1 é uma distribuição
Normal (a1, P1), onde a1 e P1 são conhecidos. Mas na prática alguns dos elementos de a1
e P1 são desconhecidos. Nesta secção apresenta-se a metodologia aplicada a esta situação;
este processo chama-se inicialização. Considere-se o caso geral onde alguns elementos
de θ1 têm distribuição conjunta conhecida, enquanto que sobre outros elementos nada é
conhecido.
O modelo geral para o estado inicial θ1 é
θ1 = a+ Aδ +R0ε0, ε0 ∼ N(0, Q0), (3.13)
onde o vetor a de dimensão m×1 é conhecido, δ é o vetor de dimensão q×1 dos parâmetros
desconhecidos, as matrizes A de dimensão m×q e R0 de dimensão m×(m−q) são matrizes
de seleção, i.e. compostas por colunas da matriz identidade Im; as matrizes são deﬁnidas
de modo que quando consideradas em conjunto, as colunas constituem o conjunto de g
colunas da matriz identidade Im com g ≤ m e A′R0 = 0. A matriz Q0 é deﬁnida positiva e
conhecida. Na maioria dos casos o vetor a vai ser tratado como o vetor dos zeros, a não ser
que alguns elementos do vetor de estado inicial são constantes conhecidas. Quando todos
os elementos do vetor de estado θt são estacionários, as médias, variâncias e covariâncias
iniciais destes elementos do estado inicial podem ser derivados a partir dos parâmetros do
modelo.
Para ilustrar a estrutura e notação de (3.13) apresenta-se um exemplo simples onde
yt = µt + ρt + et, et ∼ N(0, σ2e),
µt+1 = µt + vt + ε1,t, ε1,t ∼ N(0, σ2ε1),
vt+1 = vt + ε2,t, ε2,t ∼ N(0, σ2ε2),
ρt+1 = φρt + ε3,t, ε3,t ∼ N(0, σ2ε3),
onde |φ| < 1 e os erros são i.i.d. e não correlacionados entre si.
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Assim, µt é uma tendência linear local, deﬁnida por (4.2), não estacionária e ρt é um
processo estocástico AR(1) estacionário e não observável com média 0. Na representação
de espaço de estados tem-se
Yt =
(
1 0 1
)
µt
vt
ρt
+ et,

µt+1
vt+1
ρt+1
 =

1 1 0
0 1 0
0 0 φ


µt
vt
ρt
+

1 0 0
0 1 0
0 0 0


ε1,t
ε2,t
ε3,t
 .
Assim, tem-se
a =

0
0
0
, A =

1 0
0 1
0 0
, R0 =

0
0
1

com ε0 = ρ1 e onde Q0 = σ2ε3/(1− φ2) é a variância do processo estacionário ρt.
O vetor δ pode ser tratado como um vetor ﬁxo de parâmetros desconhecidos ou como um
vetor de variáveis aleatórias com distribuição Normal com variância inﬁnita. Para o caso
de δ ser ﬁxo e desconhecido, ele pode estimar-se pelo método de máxima verosimilhança;
esta técnica foi desenvolvida por Rosenberg, 1973, e vai ser discutida na próxima secção.
Para o caso de δ ser aleatório assume-se
δ ∼ N(0, kIq), (3.14)
onde deixa-se k →∞. Começa-se por considerar o Filtro de Kalman com condições iniciais
a1 = E(θ1) = a e P1 = var(θ1) onde
P1 = kP∞ + P∗, (3.15)
e deixa-se k →∞ até a um ponto adequado. Aqui P∞ = AA′ e P∗ = R0Q0R′0; como A é
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composta por colunas de Im segue que P∞ é a matriz diagonal de dimensão (m×m) com q
elementos diagonais iguais a 1 e os outros elementos iguais a 0. O vetor δ com distribuição
N(0, kIq), como k → ∞ chama-se difuso. A inicialização do Filtro de Kalman quando
alguns elementos de θ1 são difusos chama-se Inicialização Difusa do Filtro de Kalman.
De seguida vai-se ilustrar a aplicação do procedimento de inicialização do Filtro de
Kalman ao caso particular do Modelo de Nível Local. Quando a distribuição de θ1 não é
conhecida, o que na prática é uma situação comum, θ1 tem uma função densidade de pro-
babilidade designada por diﬀuse prior o que signiﬁca que a1 é ﬁxado num valor arbitrário
e P1 →∞. Da equação (3.11) tem-se
v1 = y1 − a1, F1 = P1 + σ2e ,
e, substituindo nas equações de a2 e p2 em (3.11), tem-se
a2 = a1 +
P1
P1 + σ2e
(y1 − a1),
P2 = P1(1− P1
P1 + σ2e
) + σ2ε
=
P1
P1 + σ2e
σ2e + σ
2
ε .
Tomando que P1 → ∞, obtém-se a2 = y1, P2 = σ2e + σ2ε , e podendo-se prosseguir com
o Filtro de Kalman para t = 2, . . . , n. Este processo é uma Inicialização Difusa do Filtro
de Kalman e o ﬁltro resultante é um Filtro de Kalman difuso.
Quando nada é conhecido sobre o valor de θ1 o uso de diﬀuse prior para inicialização
é o método mais utilizado na literatura. No entanto, alguns autores não concordam com
esta abordagem, considerando uma variância inﬁnita, o que é pouco natural porque a série
temporal apresenta valores ﬁnitos.
Deste ponto de vista a abordagem alternativa assume que θ1 é uma constante desco-
nhecida e é estimada a partir dos dados pelo método da máxima verosimilhança. A forma
mais simples desta abordagem é estimar θ1 pelo método da máxima verosimilhança, a par-
tir da primeira observação y1. O valor estimado denota-se por θˆ1 e a variância por var(θˆ1).
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Então, inicializa-se o Filtro de Kalman com a1|1 = θˆ1 e P1|1 = var(θˆ1). Como θ1 é ﬁxo,
y1 ∼ N(θ1, σ2e), tem-se que θˆ1 = y1 e var(θˆ1) = σ2e . Ou seja, o ﬁltro inicializa-se com os
valores a1|1 = y1 e P1|1 = σ2e . Mas estes valores são os mesmos que foram obtidos assumindo
que θ1 é difuso, o que signiﬁca que vai-se obter os mesmos resultados, independentemente
da forma como se inicializa o ﬁltro considerando θ1 como uma variável aleatória ﬁxa e
desconhecida com variância inﬁnita e estimada a partir de y1.
3.3 Estimação dos Parâmetros
Como foi referido na secção anterior alguns analistas de séries temporais, no contexto de
modelos em espaço de estados, preferem estimar os parâmetros iniciais através do método
da máxima verosimilhança.
Neste caso, em primeiro lugar assume-se que o vetor de estado inicial segue a densidade
N(a1, P1) onde a1 e P1 são conhecidos. A verosimilhança é dada por
L(Yn) = p(y1, . . . , yn) = p(y1)
n∏
t=2
p(yt|Yt−1),
onde Yt = (y′1, . . . , y
′
t)
′. Na prática trabalha-se com log-verosimilhança
log L(Yn) =
n∑
t=1
log p(yt|Yt−1), (3.16)
onde p(y1|Y0) = p(y1). Para o modelo deﬁnido por (3.1) e (3.2), E(yt|Yt−1) = Ztat.
Colocando vt = yt − Ztat, Ft = var(yt|Yt−1) e substituindo N(Ztat, Ft) por p(yt|Yt−1) em
(3.16) obtém-se
log L(Yn) = −np
2
log(2pi)− 1
2
n∑
t=1
(log |Ft|+ v′tF−1t vt). (3.17)
As quantidades vt e Ft são calculadas habitualmente pelo Filtro de Kalman (3.12), logo
também log L(Yn) é facilmente calculada a partir do output do Filtro de Kalman. Assume-
se que Ft é não singular para t = 1, . . . , n. Se esta condição não é satisfeita inicialmente,
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normalmente é possível redeﬁnir o modelo de modo que seja satisfeita. A representação de
(3.17) de log-verosimilhança foi dada pela primeira vez por Schweppe, 1965. Harvey, 1989,
refere-se a ela como decomposição do erro de previsão.
Agora considera-se o caso onde alguns elementos de θ1 são difusos. Na Secção 3.2.1
assumiu-se que θ1 = a+Aδ +R0ε0 onde a é um vetor constante conhecido, δ ∼ N(0, kIq),
ε0 ∼ N(0, Q0) e A′R0 = 0, com θ1 ∼ N(a1, P1) onde P1 = kP∞ + P∗ e k →∞, tem-se
Ft = kF∞,t + F∗,t +O(k−1) com
F∞,t = ZtP∞,tZ ′t
F∗,t = ZtP∗,tZt +Ht
(3.18)
onde O(k−j) é a notação usada para designar a função de f(k) de k tal que o limite de
kjf(k) quando k → ∞ é ﬁnito para j = 1, 2; d é um inteiro positivo que em condições
normais é pequeno em relação ao n. Assim, obtém-se que P∞,t 6= 0 para t = 1, . . . , d. O
número de elementos difusos em θ1 é q que é também a dimensão do vetor δ. Assim, a
log-verosimilhança (3.17) vai conter um termo −1
2
log 2pik, logo log L(Yn) não vai convergir
quando k →∞. Segundo Jong, 1991, deﬁne-se a log-verosimilhança difusa como
log Ld(Yn) = lim
k→∞
[
log L(Yn) +
q
2
log k
]
e trabalha-se com log Ld(Yn) em vez de log L(Yn) para a estimação de parâmetros desco-
nhecidos no caso difuso. A deﬁnição similar para a função de log-verosimilhança difusa
foi adaptada por Harvey e Phillips, 1979, e Ansley e Kohn, 1986. Assume-se que F∞,t é
deﬁnida positiva ou uma matriz de zeros. Também se assume que q é múltiplo de p. Isto
abrange o caso particular de séries univariadas e, em geral, na prática é satisfeito para
séries multivariadas.
Inicialmente considera-se que F∞,t é deﬁnida positiva e, portanto, tem característica p.
De (3.18) para t = 1, . . . , d tem-se
F−1t = k
−1F−1∞,t +O(k
−2).
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Então, segue que
− log |Ft| = log |F−1t | = log |k−1F−1∞,t +O(k−2)|
= −p log k + log |F−1∞,t +O(k−1)|,
e
lim
k→∞
(− log |Ft|+ p log k) = log |F−1∞,t| = − log |F∞,t|.
Alem disso,
lim
k→∞
vtF
−1
t vt = lim
k→∞
[v
(0)
t + k
−1v(1)t +O(k
−2)]′[k−1F−1∞,t +O(k
−2)]
× [v(0)t + k−1v(1)t +O(k−2)]
= 0
(3.19)
para t = 1, . . . , d, onde v(0)t = yt − Zta(0)t e v(1)t = −Zta(1)t , a(0)t e a(1)t calculados através da
formula at = a
(0)
t + k
−1a(1)t +O(k
−2), onde a(0)1 = a e a
(1)
1 = 0 .
Quando F∞,t = 0, tem-se que Ft = F∗,t + O(k(−1)) e F−1t = F
−1
∗,t + O(k
(−1)). Conse-
quentemente,
lim
k→∞
(− log |Ft|) = − log |F∗,t| e lim
k→∞
vtF
−1
t vt = v
(0)
t F
−1
∗,t v
(0)
t .
Combinando os resultados obtém-se log-verosimilhança difusa deﬁnida por
log Ld(Yn) = −np
2
log(2pi)− 1
2
d∑
t=1
wt − 1
2
n∑
t=d+1
(log |Ft|+ v′tF−1t vt), (3.20)
onde
wt =
log |F∞,t|, se F∞,t é deﬁnida positiva,log |F∗,t|+ v(0)t F−1∗,t v(0)t , se F∞,t = 0,
para t = 1, . . . , d. A expressão (3.30) para log-verosimilhança difusa é dada por Koopman,
1997.
Até agora considerou-se que as matrizes do sistema Zt,Ht, Gt, Rt e Qt são conhecidas
para t = 1, . . . , n. No entanto, o caso mais comum acontece quando pelo menos alguns dos
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elementos destas matrizes dependem do vetor dos parâmetros desconhecidos ψ. Este vetor
ψ vai ser estimado pelo método da máxima verosimilhança.
Existe uma gama ampla de algoritmos numéricos para maximizar a log-verosimilhança
com o objetivo de estimar os parâmetros desconhecidos. Muitos deles baseiam-se no método
de Newton que resolve a equação
∂1(ψ) =
∂ logL(Yn|ψ)
∂ψ
= 0, (3.21)
pela aplicação da série de Taylor de primeira ordem
∂1(ψ) ' ∂˜1(ψ) + ∂˜2(ψ)(ψ − ψ˜), (3.22)
para algum valor de ψ, onde
∂˜1(ψ) = ∂1(ψ)|ψ=ψ˜, ∂˜2(ψ) = ∂2(ψ)|ψ=ψ˜,
com
∂2(ψ) =
∂2 logL(Yn|ψ)
∂ψ∂ψ′
. (3.23)
Igualando (3.22) a 0 obtém-se o valor corrigido ψ¯, através da seguinte expressão
ψ¯ = ψ˜ − ∂˜2(ψ)−1∂˜1(ψ).
O processo é repetido até convergir. Se a matriz Hessiana ∂2(ψ) é deﬁnida negativa
para todo ψ diz-se que a log-verosimilhança é côncava e existe um máximo único para
verosimilhança. O gradiente ∂1(ψ) determina a direção do maior crescimento da função
conduzindo ao ótimo.
Outra técnica de estimação dos parâmetros do vetor de estados, muito usada em eco-
nometria, é o alisamento (em inglês: smoothing). Consiste em estimar os parâmetros no
tempo t tendo observações até ao tempo T , onde t < T . Ou seja, cada estimativa é função
do passado, presente e futuro e é diferente da estimativa baseada no passado e na ﬁltragem,
onde se associa o presente ao passado.
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3.3.1 Espaço de Estados versus Box-Jenkins
A vantagem principal dos modelos (ou da abordagem) em espaço de estados é que estes
baseiam-se na análise estrutural do problema. As diferentes componentes que compõem
a série, tais como tendência, sazonalidade e cíclica juntamente com o efeito das variáveis
explicativas e intervenções, são modeladas separadamente antes de serem integradas no
modelo em espaço de estados. Esta abordagem contraria a abordagem de Box-Jenkins, em
que o modelo adotado depende apenas dos dados sem uma análise prévia da estrutura dos
sistemas que geram os dados.
A segunda vantagem dos modelos em espaço de estados é a sua ﬂexibilidade. Por causa
da natureza recursiva dos modelos e das técnicas computacionais usadas na sua análise,
de uma forma simples permite introduzir as alterações, dadas pela informação obtida, na
estrutura do sistema ao longo do tempo.
Outras vantagens dos modelos (ou da abordagem) em espaço de estados:
 o seu tratamento dos valores (observações) em falta;
 as variáveis explicativas podem ser incorporadas no modelo sem qualquer diﬁculdade;
 os coeﬁcientes de regressão podem variar ao longo do tempo;
 o ajustamento ao trading-day e outras variações calendárias podem ser tratadas sem
diﬁculdade;
 não há necessidade de nenhum conhecimento extra para a previsão, tudo o que é
preciso é aplicar o Filtro de Kalman.
Na abordagem de Box-Jenkins a eliminação da tendência e da sazonalidade por dife-
renciação pode ser vantajosa se a previsão é o único objetivo. No entanto, em muitos
contextos, especialmente em estatística oﬁcial, ambiental, gestão e em algumas aplicações
econométricas, o conhecimento e a interpretação sobre estas componentes é muito impor-
tante. É verdade que as estimativas da tendência e da sazonalidade podem ser recuperadas
da série diferenciada maximizando o resíduo quadrático médio como em Burman, 1980, mas
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é um processo artiﬁcial que não é tão natural como a modelação direta das componentes.
Além disso, a necessidade de estacionaridade da série diferenciada é outro ponto fraco da
aproximação Box-Jenkins. Em Ambiente, Economia e outras ciências sociais as séries reais
por mais que se faça a diferenciação a série nunca é estacionária. Cabe ao investigador
decidir quanto estacionária a série tem que ser, o que é uma pergunta difícil de responder.
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No Capítulo 2 foram descritos os modelos ARMA que permitem descrever muitas séries
temporais encontradas na prática. No entanto, estes modelos não são suﬁcientes para
descrever uma grande parte de séries temporais. Por isso, as técnicas de modelação de
séries temporais estão em constante desenvolvimento o que permite modelar situações
cada vez mais complexas.
Os Modelos Estruturais (ME) permitem modelar a decomposição de uma série temporal
em componentes não-observáveis. As componentes não-observáveis que se encontram com
maior frequência numa série temporal (Harvey, 1989; West e Harrison, 1997) são:
 tendência (µt) é a direção geral do desenvolvimento do gráﬁco ao longo do intervalo
do tempo;
 sazonalidade (γt) são os padrões semelhantes que uma série temporal parece obedecer
durante os mesmos meses de anos sucessivos, resultantes de eventos periódicos anuais;
 componente cíclica (δt) são ﬂutuações a longo prazo ou desvios em torno da reta ou
da curva de tendência;
 componente aleatória ou erro (et) refere às ﬂutuações/variações esporádicas das séries
temporais, provocadas por acontecimentos casuais.
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Uma série temporal univariada {Yt, t ∈ R} pode-se escrever através de um modelo
estrutural da seguinte forma
Yt = µt + γt + δt + et,
onde et ∼ N(0, σ2e), independentes entre si.
O modelo estrutural básico para representar uma série temporal, usualmente, não in-
corpora a componente cíclica
Yt = µt + γt + et, (4.1)
com t = 1, . . . , n e et ∼ N(0, σ2e) independentes entre si.
4.1 Modelo de Nível Local
O Modelo de Nível Local (MNL), também denominado por passeio aleatório mais um
erro, é um dos modelos mais simples na análise de séries temporais. A componente nível
(µt) varia no tempo e pode ser equiparada a uma média no modelo de regressão clássica.
O MLN é deﬁnido da seguinte forma
Yt = µt + et, et ∼ N(0, σ2e),
µt+1 = µt + εt, εt ∼ N(0, σ2ε),
(4.2)
para t = 1, . . . , n, onde µt é o nível não observável no tempo t, et é uma perturbação da
observação no tempo t e εt é uma perturbação do nível ou da equação do estado. Assume-se
que et e εt são independentes.
Modelo de Nível Local com Nível Determinístico
Se a perturbação do estado εt = 0, para t = 1, . . . , n, o modelo é reduzido ao modelo
determinístico, ou seja µt não varia no tempo. De um modo geral, em modelos em espaço
de estados o valor do estado não observado no início da série temporal é desconhecido.
Existem duas formas de lidar com este problema:
1. o valor é fornecido pelo investigador baseado nos estudos prévios ou nos valores
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teóricos,
2. o valor, como normalmente nada é conhecido sobre o valor inicial do estado, é esti-
mado pelo processo de inicialização difusa.
4.2 Modelo de Tendência Linear
O Modelo de Tendência Linear (MTL) é obtido adicionando uma componente de ten-
dência (slope) ao MNL, que é representada por vt. Assim, tem-se
Yt = µt + et, et ∼ N(0, σ2e),
µt+1 = µt + vt + εt,1, εt,1 ∼ N(0, σ2ε1),
vt+1 = vt + εt,2, εt,2 ∼ N(0, σ2ε2),
(4.3)
para t = 1, . . . , n, em que os erros et, εt,1 e εt,2 são não correlacionados.
Modelo de Tendência Linear com nível e com tendência determinísticos
Fixando et = 0 e εt = 0 para todo t = 1, . . . , n vai-se obter o nível e a tendência
invariantes no tempo, ou seja, µt = µ1 e vt = v1, sendo µ1 e v1 valores iniciais do nível e
da tendência, respetivamente. Neste caso MTL simpliﬁca-se obtendo-se
Yt = µ1 + v1(t− 1) + et, et ∼ N(0, σ2e)
para t = 1, . . . , n.
Modelo de Tendência Linear com nível estocástico e tendência determinística
Este modelo considera a tendência ﬁxa e o nível a variar no tempo, i.e., estocástico.
Deﬁne-se como
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Yt = µt + et, et ∼ N(0, σ2e),
µt+1 = µt + v1 + εt, εt ∼ N(0, σ2ε)
(4.4)
para t = 1, . . . , n, em que os erros et e εt são não correlacionados.
4.3 Modelo Estrutural Básico
Nas séries temporais é frequente aparecer uma componente sazonal, ou seja, uma peri-
odicidade de 24 horas (nas observações recolhidas a cada hora), de 7 dias (nas observações
diárias), de 12 meses (nas observações mensais) ou 4 trimestres (nas observações trimes-
trais).
A sazonalidade pode ser modelada por fatores ou por componentes trigonométricas.
Para modelar a componente sazonal γt em (4.1), admita-se que existem s "meses" por
"ano". Assim, para dados mensais s = 12, dados trimestrais s = 4 e para dados diários,
quando se pretende modelar um padrão semanal s = 7. Se o padrão sazonal é constante ao
longo do tempo, então os valores sazonais para os meses de 1 até s podem ser modelados
por constantes γ∗1 , . . . , γ
∗
s , onde
∑s
j=1 γ
∗
j = 0. Para o "mês" j no "ano" i tem-se γt = γ
∗
j
onde t = s(i − 1) + j para i = 1, 2, . . . e j = 1, 2, . . . , s. Assim, como ∑s−1j=0 γt+1−j = 0,
então γt+1 = −
∑s−1
j=1 γt+1−j para t = s− 1, s, . . . .
Na prática, pretende-se muitas vezes que o padrão sazonal mude ao longo do tempo.
Uma maneira simples de conseguir isso é adicionar um erro εt à equação dando origem ao
modelo
γt+1 = −
s−1∑
j=1
γt+1−j + εt
onde εt ∼ N(0, σ2ε), para t = 1, 2, . . . , n onde a inicialização no tempo t = 1, . . . , s − 1 foi
apresentada no Capítulo 3.
No âmbito deste trabalho foi utilizada a modelação por variáveis latentes.
O Modelo Estrutural Básico (MEB) é o modelo que contém uma tendência linear local
e uma componente sazonal (γt) e está deﬁnido por
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Yt = µt + γt + et,
µt+1 = µt + vt + εt,1,
vt+1 = vt + εt,2,
γ1,t+1 = −γ1,t − γ2,t − · · · − γ10,t − γ11,t + εt,3,
γ2,t+1 = γ1,t
...
γ11,t+1 = γ10,t
(4.5)
para t = 1, . . . , n, onde et ∼ N(0, σ2e), εt,1 ∼ N(0, σ2ε1), εt,2 ∼ N(0, σ2ε2) e εt,3 ∼ N(0, σ2ε3).
Tem-se t = 1, . . . , n e, neste caso, s = 12 é o número de componentes sazonais. Os erros
são distúrbios independentes. Se as componentes de nível e de tendência são cada uma
introduzidas no modelo com uma equação do estado, a componente sazonalidade requer
a introdução de s − 1 equações, onde s é a periodicidade da sazonalidade. Para dados
mensais, como s = 12, são necessárias 11 equações de estado no modelo.
Obtém-se a modelação por fatores se a soma das componentes sazonais for zero, ou
seja,
s−1∑
j=0
γt−j = 0.
E obtém-se a modelação estocástica quando a soma das componentes sazonais satisfaz a
seguinte condição
s−1∑
j=0
γt−j = ε3,t.
Modelo Determinístico
Igualando a perturbação do nível, da tendência e da sazonalidade, ou seja, εt,1, εt,2 e
εt,3 iguais a zero obtém-se um modelo determinístico. Este modelo é representado por
Yˆt = µˆ+ vˆ(t− 1) + γˆj,
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onde j = 1, . . . , s.
Nos modelos estruturais pode deﬁnir-se o modelo completamente determinístico, como
no exemplo anterior, ou completamente estocástico como deﬁnido por (4.5), onde εt,1, εt,2 e
εt,3 são estocásticos. Também é possível deﬁnir o modelo com parâmetros determinísticos
e estocásticos.
4.4 Modelo de Nível Local com Variável Explicativa
Para investigar o efeito de outras variáveis no comportamento da série temporal introduzem-
se variáveis explicativas na equação de observações do modelo. Se a variável explicativa é
introduzida no Modelo de Nível Local, então a equação é deﬁnida por
Yt = µt +
k∑
j=1
vjtxjt + et
onde xjt é uma variável contínua explicativa e vjt é o coeﬁciente de regressão desconhecido,
para j = 1, . . . , k. Para uma variável explicativa o modelo ﬁca deﬁnido por
Yt = µt + vtxt + et, et ∼ N(0, σ2e),
µt+1 = µt + εt,1, εt,1 ∼ N(0, σ2ε1),
vt+1 = vt + εt,2 εt,2 ∼ N(0, σ2ε2),
(4.6)
para t = 1, . . . , n. A modelação de k variáveis explicativas exige k equações de estado
adicionais, uma para cada variável explicativa.
Nível determinístico e variável explicativa
Igualando as perturbações da equação do estado, εt,1 e εt,2, a zero, o modelo deﬁnido
em (4.6) simpliﬁca-se e reduz-se ao modelo de regressão linear simples deﬁnido por
Yt = µ1 + v1xt + et, et ∼ N(0, σ2e)
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onde t = 1, . . . , n, µ1 é o valor do nível e v1 o coeﬁciente de regressão no início da série e é
aplicado para todo t.
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Capítulo 5
Aplicação dos Modelos Estruturais a
Dados de Qualidade de Água
Neste Capítulo é apresentada uma aplicação dos modelos estruturais baseada na aborda-
gem em modelos em espaço de estados (associados ao FK) em séries temporais de variáveis
ambientais: variáveis de qualidade de água de superfície de uma bacia hidrográﬁca. As
séries temporais são relativas à variável de qualidade Oxigénio Dissolvido observada em 7
estações de amostragem na bacia hidrográﬁca do rio Ave.
Vai-se descrever o procedimento efetuado para o processo de modelação, que é aplicado a
todas as séries ambientais, com o enfoque e a título de exemplo, na estação de amostragem
Taipas (a estação de amostragem mais a montante da bacia). Nas restantes 6 estações
de amostragem (3 estações localizadas no rio principal, Rio Ave, e 3 estações localizadas
no principal aﬂuente, Rio Vizela) apenas serão apresentados os principais resultados do
processo de modelação em Anexo (Anexo A referente às estações de amostragem do rio
Ave e Anexo B referente às estações de amostragem do rio Vizela).
Na realização da análise estatística utilizou-se o software estatístico R (versão 3.2.3), em
que foram utilizadas funções já incorporadas e ainda criados novos códigos. Em particular,
para a implementação dos modelos estruturais utilizou-se o package dlm da autoria do
Giovanni Petris (2014-09-16).
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5.1 Análise Exploratória de Dados
A bacia hidrográﬁca do rio Ave ocupa cerca de 1400 km2 conﬁnando a Norte com a
bacia do Cávado, a Oriente com a bacia do Douro e a Sul com a bacia do rio Leça. O
rio Ave tem como aﬂuentes mais importantes os rios Este, na margem direita e Vizela, na
margem esquerda, cujas bacias drenam 250 km2 e 340 km2, respetivamente. O rio Ave
desenvolve-se numa direção Este-Oeste percorrendo uma extensão de cerca de 94 km desde
a nascente na serra da Cabreira até à foz localizada a sul de Vila do Conde (Figura 5.1).
Figura 5.1: Localização geográﬁca da bacia hidrográﬁca do Rio Ave
A elevada quantidade de eﬂuentes urbanos e industriais não tratados que foram liber-
tados, ao longo do rio Ave e seus aﬂuentes desde a década de 70, provocou a deterioração
da qualidade de agua da superfície desta bacia dando origem à classiﬁcação das águas
como impróprias para consumo em vários troços do rio como inadequadas para recreio ou
contacto e sem qualidade para a vida aquática. Na zona do estuário o interesse e riqueza
biológicas são muito baixos, fruto das más condições físico-químicas e biológicas da água
do rio durante anos.
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A monitorização da qualidade das águas de superfície tornou-se, assim, uma priori-
dade. Desde 1988, como parte de um Plano Nacional, diversas instituições nacionais e
locais oﬁciais têm trabalhado em conjunto para o controlo rigoroso e regular da qualidade
das águas superﬁciais nesta bacia. Como consequência, o Laboratório de Poluição da Di-
reção Regional do Ambiente e Recursos Naturais da Região e do Instituto Nacional de
Água tem recolhido mensalmente diferentes variáveis de qualidade de água selecionadas
de acordo com a sua importância na avaliação da qualidade de água do rio. Assim, a
bacia hidrográﬁca chegou a ser monitorizada por 20 estações de amostragem de qualidade
da água distribuídas pelo Rio Ave e pelos seus principais aﬂuentes. Nestas estações de
monitorização de qualidade de água realiza-se a recolha e análise de um grande número de
variáveis analíticas, físico-químicas e microbiológicas com objetivo de obter uma avaliação
geral da qualidade de água de superfície da bacia e respetiva evolução face ao impacto das
diversas atividades industrial, doméstica e agricultura existentes nesta região.
Figura 5.2: Distribuição espacial das estações de amostragem de qualidade na bacia hidro-
gráﬁca do Rio Ave e seu principal aﬂuente (Rio Vizela)
Neste estudo são analisadas séries temporais de variáveis de qualidade de água obser-
vadas em 7 estações de amostragem de qualidade da Rede Nacional de Qualidade da Água
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e do Programa de Monitorização em Captações, atualmente em funcionamento. Estes da-
dos, observações mensais, foram obtidos a partir do Sistema Nacional de Informação de
Recursos Hídricos (SNIRH). As séries temporais referem-se a dados observados no período
entre janeiro de 1999 e janeiro de 2014, (n = 181 meses). A Tabela 5.1 apresenta as 7
estações de amostragem que são utilizadas neste estudo e na Figura 5.2 a sua localização
geográﬁca.
Tabela 5.1: Estações de amostragem de qualidade
Curso de Água Estações de Amostragem Designação Utilizada
Rio Ave Taipas TAI
Riba d'Ave RAV
Santo Tirso STI
Ponte Trofa PTR
Rio Vizela Ferro FER
Golães GOL
Vizela (Santo Adrião) VSA
A variável em estudo é o Oxigénio Dissolvido (OD), medido emmg/l, que constitui uma
das variáveis indicadoras mais importantes na determinação do grau de poluição existente
num curso de água, em particular a poluição orgânica. A oxidação de matéria orgânica,
fotossíntese e respiração são processos de transformação que afetam de forma signiﬁcativa
esta variável. Quanto maior for o valor do Oxigénio Dissolvido, melhor será a qualidade
da água.
Nesta secção pretende-se fazer uma análise inicial dos dados onde se calculam as esta-
tísticas descritivas básicas da variável Oxigénio Dissolvido, em cada uma das 7 estações de
amostragem de qualidade. O objetivo principal é avaliar e compreender o comportamento
da variável OD nas diferentes estações de amostragem.
De acordo com a Tabela 5.2 onde estão apresentadas as principais medidas descritivas,
podemos veriﬁcar que, em média, as estações Riba d'Ave, Santo Tirso e Ponte Trofa são as
estações que apresentam menores valores de Oxigénio Dissolvido quando comparadas com
as restantes estações, o que traduz uma qualidade de água da superfície inferior. Ferro e
Vizela (Santo Adrião) são as estações de amostragem com melhor qualidade de água no
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que diz respeito ao Oxigénio Dissolvido.
Tabela 5.2: Estatísticas descritivas da variável Oxigénio Dissolvido nas 7 estações de amos-
tragem
Estação de
Amostragem
Amplitude Média Desvio Padrão Mediana
Número de valores
em falta
TAI 6,60-11,72 9,334 1,108 9,36 5
RAV 1,80-11,70 8,580 1,660 8,79 1
STI 1,67-12,00 8,318 2,024 8,64 1
PTR 2,00-11,70 8,088 1,882 8,40 1
FER 6,10-11,70 9,492 1,113 9,60 4
GOL 6,60-11,70 9,426 1,082 9,40 5
VSA 5,40-12,40 9,526 1,156 9,50 5
Relativamente à variabilidade dos dados, os desvios padrão e as amplitudes amostrais
apresentam maiores valores nas três estações de amostragem: Santo Tirso, Ponte Trofa e
Riba d'Ave.
A maior amplitude observada corresponde à estação de Santo Tirso e a menor à estação
de Golães. O maior valor de Oxigénio Dissolvido é observado na estação de Vizela (Santo
Adrião) e o menor valor na estação de Santo Tirso. Para uma melhor visualização dos
valores observados recorre-se à representação gráﬁca de diagramas em caixa de bigodes e
de histogramas (Figura 5.3). Pode observar-se que nas estações de Riba d'Ave, Santo Tirso,
Ponte Trofa, Ferro e Vizela (Santo Adrião) estão presentes outliers, valores que apresentam
um grande afastamento das restantes observações, sendo Santo Tirso a estação com maior
número de outliers. Estes outliers não foram excluídos do estudo, pois são valores reais
que foram conﬁrmados e que representam um comportamento da variável OD de valores
extremos, representando muitas vezes uma degradação da qualidade da água de superfície
pontual, efeito de descargas de esgotos industriais, agrícolas ou domésticos.
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Figura 5.3: Diagramas em caixa de bigodes e histogramas da variável Oxigénio Dissolvido
para as 7 estações de amostragem
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A análise preliminar do comportamento das séries é feita através da visualização gráﬁca
de cada uma das séries temporais (Figura 5.4). Nos gráﬁcos pode observar-se uma mudança
de comportamento da variável OD ao longo do tempo, na média e/ou na variância na
maioria das séries. Em particular, nas estações de Riba d'Ave e Santo Tirso a partir de
Maio de 2006 e Ponte Trofa a partir de Novembro de 2005 (são datas em que ocorreu
um change-point Teixeira, 2012) nota-se uma diminuição da variabilidade traduzindo um
comportamento mais estável do OD.
A análise indica que o valor médio observado nas estações de amostragem localizadas na
região média do rio Ave (a jusante da junção do rio Ave com o rio Vizela), considerada a zona
mais problemática (Gonçalves e Alpuim, 2011, Costa et al., 2016), em termos de poluição da
bacia, tem vindo a diminuir e tem aumentado nas estações mais a montante (nomeadamente
em Golães) consideradas as estações menos poluídas. Também temos indicação clara da
existência de sazonalidade. Este facto deve-se à relação entre a concentração de OD com
as condições meteorológicas ao longo do ano, nomeadamente, variações de temperatura e
intensidade de precipitação (que inﬂuencia o caudal).
As análises no âmbito da análise exploratória de dados devem ser veriﬁcadas, ou não,
com a aplicação dos modelos estruturais que se apresenta posteriormente.
Na Tabela 5.3 apresentam-se as médias mensais da variável OD nas 7 estações de amos-
tragem, nos anos observados. Estas médias indicam um comportamento sazonal da variável
ao longo do ano: médias mais altas nos meses de dezembro, janeiro, fevereiro e março e
valores mais baixos no Verão (o mês de agosto apresenta os valores médios mínimos). As-
sim, desta análise pode-se concluir que os dados apresentam um comportamento sazonal
nítido. Sabe-se por trabalhos anteriores (Costa e Gonçalves, 2011, Costa e Gonçalves,
2012, Gonçalves e Costa, 2013) que estas séries temporais apresentam por vezes correlação
temporal, apesar da correlação quando identiﬁcada ser fraca.
Todas as séries temporais, no período observado, apresentaram valores em falta. Es-
tes valores foram substituídos pelo valor da média do mês respetivo, de todos os anos
observados.
A indicação da existência de diversas componentes (tendência, sazonalidade, . . . ) sus-
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Figura 5.4: Séries temporais da variável Oxigénio Dissolvido nas 7 estações de amostragem
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Tabela 5.3: Médias mensais da variável Oxigénio Dissolvido nas 7 estações de amostragem
Estação de
Amostragem
TAI RAV STI PTR FER GOL VSA
jan 10,476 10,181 10,154 9,945 10,455 10,444 10,500
fev 10,396 10,003 10,014 9,728 10,514 1,299 10,631
mar 10,006 9,539 9,425 9,067 10,109 10,156 10,126
abr 9,699 9,069 9,024 8,773 9,916 9,738 9,896
mai 9,329 8,797 8,579 8,470 9,511 9,311 9,521
jun 8,606 7,917 7,185 7,217 8,847 8,758 8,799
jul 8,120 6,254 5,667 6,189 8,593 8,545 8,457
ago 7,851 7,199 6,681 6,171 8,228 8,104 8,247
set 8,404 6,753 6,135 5,745 8,238 8,490 8,322
out 8,947 7,652 7,303 6,918 9,164 8,929 9,346
nov 9,872 9,233 9,470 8,837 9,881 10,021 9,952
dez 10,217 10,378 10,181 9,997 10,263 10,244 10,453
citou o interesse de implementação de modelos estruturais associados à representação em
espaço de estados.
5.2 Aplicação dos Modelos Estruturais
As séries temporais analisadas apresentaram comportamentos claros de mudança ao
longo do tempo, tendo-se a necessidade de se aplicar modelos mais ﬂexíveis, que não
assumam um padrão regular nem um sistema estável, mas que se ajustem e evoluam
ao longo do tempo, contemplando possíveis instabilidades, pontos de mudança, desvios
estruturais ou saltos repentinos que possam ser detetados, não apenas para as variáveis
cujas observações são conhecidas, mas também de uma forma diferenciada para as suas
componentes estruturais não-observáveis.
Os modelos em espaço de estados possuem esta ﬂexibilidade pela sua estrutura versátil
que permite integrar as várias características dos dados e podem ser aplicados a séries
não estacionárias (como as deste estudo), sem a necessidade de qualquer transformação
preliminar dos dados.
Assim, nesta secção vai-se descrever a aplicação dos modelos estruturais na análise das
séries temporais de Oxigénio Dissolvido em estudo. Os parâmetros dos modelos são estima-
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dos pelo método da máxima verosimilhança considerando erros gaussianos. A aplicação do
ﬁltro de Kalman permite obter a predição das variáveis/componente latentes de interesse.
Com base na análise exploratória realizada na Secção 5.1 decidiu-se iniciar o processo
de modelação partindo de um modelo estrutural integrando as componentes com maior
expressão nos comportamentos das séries observadas: componentes de nível (média) e de
sazonalidade. Para analisar a dependência temporal das séries foram calculadas as funções
de autocorrelação (FAC) e autocorrelação parcial (FACP) amostrais das inovações/resí-
duos. No caso de presença da correlação temporal foi incorporada no modelo estrutural
uma componente autorregressiva.
As componentes a incorporar nos modelos podem ser determinísticas ou estocásticas.
Tipicamente na análise das séries temporais consideram-se componentes determinísticas,
com uma expressão analítica que não se altera ao longo do tempo, muitas vezes explicáveis
por fenómenos físicos que podem e são usualmente removidas. Mas há situações em que
devem ser consideradas componentes estocásticas. Uma componente estocástica pode re-
presentar o comportamento real de uma forma mais adequada, atualizando em tempo real,
as previsões com base nas últimas observações. Por um lado, uma componente estocástica
pode permitir um melhor ajustamento do modelo ﬁnal; por outro lado, uma interpretação
mais adequada e mais realista da componente modelada. Assim, optou-se por menor que
seja a variância do erro associado à componente em estudo considerar sempre a componente
estocástica e não determinística.
A série das inovações associada ao modelo (a componente irregular) é analisada por
forma a veriﬁcar a independência e a normalidade dos resíduos. Para isso foram analisadas
as FAC e FACP amostrais para analisar a correlação temporal e foram também aplicados
os testes de Kolmogorov-Smirmov (a escolha deste teste deve-se ao tamanho das séries tem-
porais n = 181) e de Portmanteau para testar a normalidade e a independência temporal,
respetivamente.
Como ponto de partida do processo de modelação considerou-se o Modelo 1 que incor-
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pora as componentes estocásticas de nível (µt) e de sazonalidade (γt)
Yt = µt + γt + et,
µt+1 = µt + εt,1,
γ1,t+1 = −γ1,t − γ2,t − · · · − γ10,t − γ11,t + εt,2,
γ2,t+1 = γ1,t
...
γ11,t+1 = γ10,t
(5.1)
para t = 1, . . . , n e em que et ∼ N(0, σ2e), εt,1 ∼ N(0, σ2ε1) e εt,2 ∼ N(0, σ2ε2). De se-
guida, obtiveram-se os gráﬁcos das funções FAC e FACP amostrais em que se analisou a
existência de correlação temporal. Caso exista, introduziu-se no modelo uma componente
autorregressiva, representada por βt, e denomina-se o modelo por Modelo 2
Yt = µt + βt + γt + et,
µt+1 = µt + εt,1,
βt+1 = φβt + εt,2,
γ1,t+1 = −γ1,t − γ2,t − · · · − γ10,t − γ11,t + εt,3,
γ2,t+1 = γ1,t
...
γ11,t+1 = γ10,t
(5.2)
para t = 1, . . . , n e em que et ∼ N(0, σ2e), εt,1 ∼ N(0, σ2ε1), εt,2 ∼ N(0, σ2ε2) e εt,3 ∼
N(0, σ2ε3).
Neste caso considerou-se uma estrutura autorregressiva de ordem 1, uma vez que pela
análise das inovações dos vários modelos (FAC e FACP amostrais) é a estrutura de corre-
lação mais adequada.
A seguir para testar a inﬂuência da integração da componente declive foi considerado
o modelo denominado por Modelo 3 com nível (µt), declive (vt) e sazonalidade (γt) que se
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descreve na forma
Yt = µt + γt + et,
µt+1 = µt + vt + εt,1,
vt+1 = vt + εt,2,
γ1,t+1 = −γ1,t − γ2,t − · · · − γ10,t − γ11,t + εt,3,
γ2,t+1 = γ1,t
...
γ11,t+1 = γ10,t
(5.3)
para t = 1, . . . , n, onde et ∼ N(0, σ2e), εt,1 ∼ N(0, σ2ε1), εt,2 ∼ N(0, σ2e2) e εt,3 ∼ N(0, σ2ε3).
Novamente, obtiveram-se os gráﬁcos das funções FAC e FACP amostrais para se analisar
a existência de uma estrutura de correlação temporal. Caso se veriﬁque a existência de
uma componente autorregressiva, esta introduz-se no modelo, denominado por Modelo 4,
e é representada por βt.
Assim, deﬁne-se o modelo
Yt = µt + βt + γt + et,
µt+1 = µt + vt + εt,1,
vt+1 = vt + εt,2,
βt+1 = φβt + εt,3,
γ1,t+1 = −γ1,t − γ2,t − · · · − γ10,t − γ11,t + εt,4,
γ2,t+1 = γ1,t
...
γ11,t+1 = γ10,t
(5.4)
para t = 1, . . . , n e onde et ∼ N(0, σ2e), εt,1 ∼ N(0, σ2ε1), εt,2 ∼ N(0, σ2e2), εt,3 ∼ N(0, σ2ε3) e
εt,4 ∼ N(0, σ2ε4).
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Figura 5.5: FAC e FACP amostrais do Modelo 1 da série de OD na estação de amostragem
TAI
5.2.1 Estação de amostragem das Taipas
No processo de modelação das séries temporais de OD observadas em cada uma das
estações de amostragem, as componentes a considerar no modelo inicial teve em considera-
ção a análise preliminar de dados efetuada. Assim, para a série de amostragem das Taipas
concluiu-se que as componentes evidenciadas na análise efetuada foram uma mudança do
nível da série ao longo do tempo e uma variação anual associada a fortes efeitos sazonais.
Assim, modelo inicial considerado no processo de modelação para a série observada na
estação de amostragem das Taipas, foi o Modelo 1 deﬁnido anteriormente. Para deﬁnir
o vetor de estado inicial utilizou-se a média amostral da série 9, 334 e a variância 107
(valor por omissão deﬁnido no package dlm). Depois de ajustar o modelo obtiveram-se as
estimativas para os parâmetros que estão apresentadas na Tabela 5.4 (a).
Devido ao valor muito pequeno da estimativa da variância do erro associado à compo-
nente da sazonalidade, σˆ2ε2 = 1, 468× 10−08, pode concluir-se que a sazonalidade apresenta
pouca variabilidade ao longo do tempo. A variância do erro associado à equação de observa-
ção apresenta uma ordem de grandeza elevada σˆ2e = 3, 542×10−01. Assim, deve analisar-se
a possibilidade de integrar no modelo uma nova componente por forma a modelar parte da
variabilidade que não está a ser explicada pelas componentes que já integram o modelo.
Assim, foram analisadas as FAC e FACP amostrais da série das inovações do modelo,
apresentadas graﬁcamente na Figura 5.5. Pela análise destes gráﬁcos pode veriﬁcar-se
a existência de uma correlação temporal, identiﬁcando-se uma estrutura autorregressiva
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Tabela 5.4: Estimativas dos parâmetros
(a) Modelo 1
Parâmetro Estimativa
σ2e 3, 542× 10−01
σ2ε1 1, 522× 10−02
σ2ε2 1, 468× 10−08
(b) Modelo 2
Parâmetro Estimativa
σ2e 2, 479× 10−3
σ2ε1 6, 579× 10−4
σ2ε2 3, 890× 10−1
σ2ε3 4, 660× 10−4
φ 3, 268× 10−1
Figura 5.6: FAC e FACP amostrais do Modelo 2 da série de OD na estação de amostragem
TAI
AR(1). Com base na análise destes gráﬁcos foi introduzida uma componente estrutural
autorregressiva no modelo inicial. Assim, ajusta-se à série das observações o Modelo 2, deﬁ-
nido anteriormente. As estimativas dos parâmetros do modelo apresentam-se na Tabela 5.4
(b). A integração da componente autorregressiva no modelo reduziu o valor da estimativa
da variância do erro associado à equação de observação para σˆ2e = 2, 479× 10−3, e aumen-
tou a estimativa da variância do erro associado à sazonalidade para σˆ2ε3 = 4, 660 × 10−4,
o que indica que a variância associada à componente da sazonalidade aumentou, ou seja,
este modelo identiﬁca uma maior variablidade nesta componente ao longo do tempo. Para
a série das inovações obtidas analisou-se as funções FAC e FACP amostrais (Figura 5.6).
Os gráﬁcos indicam que a nova série das inovações não apresenta correlação temporal,
o que foi corroborado pela aplicação do teste Portmanteau (Tabela 5.6). Para validar a
normalidade das inovações utilizou-se o teste Kolmogorov-Smirnov, obtendo-se o valor de
prova de 0,927, indicando que não se rejeita a normalidade dos resíduos. Nos testes de
hipóteses realizados foi utilizado um nível de signiﬁcância de α = 5%.
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Tabela 5.5: Estimativas dos parâmetros
(a) Modelo 3
Parâmetro Estimativa
σ2e 3, 478× 10−01
σ2ε1 1, 862× 10−02
σ2ε2 3, 633× 10−20
σ2ε3 1, 484× 10−09
(b) Modelo 4
Parâmetro Estimativa
σ2e 8, 315× 10−07
σ2ε1 2, 120× 10−07
σ2ε2 4, 140× 10−08
σ2ε3 3, 946× 10−01
σ2ε4 4, 189× 10−04
φ 3, 329× 10−01
Tabela 5.6: Valores de prova do teste de Portmanteau
Lags gl Valor de prova
5 4,091 0,444
10 7,857 0,592
15 11,613 0,598
20 15,366 0,639
25 19,118 0,636
30 22,869 0,654
Como em algumas das séries de concentração de Oxigénio Dissolvido, por exemplo em
Taipas e em Ponte Trofa, observa-se uma ligeira tendência crescente e decrescente, respeti-
vamente, considerou-se o ajustamento do Modelo 3 que integra, para além das componentes
estruturais média e sazonalidade, o declive como uma componente estrutural. O resultado
do ajustamento deste modelo encontra-se descrito na Tabela 5.7.
Da leitura da Tabela 5.7, pode-se concluir que o declive é praticamente constante, pois
a estimativa da variância do erro associado é quase nula (σˆ2ε2 = 3, 633 × 10−20) ou seja,
praticamente, não varia ao longo do tempo. Este resultado explica-se pela compensação da
variabilidade da componente de nível no declive, não havendo necessidade de integrar uma
nova componente estrutural para explicar o pequeno decréscimo dos valores das observações
de OD ao longo do tempo. Na Figura 5.8 estão representados os gráﬁcos das funções
FAC e FACP amostrais das inovações associadas ao Modelo 3. Na análise das inovações
veriﬁca-se novamente a presença de uma estrutura de correlação do tipo AR(1), o que
levou ao ajustamento do Modelo 4 que incorpora as componentes estruturais de nível, de
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Figura 5.7: FAC e FACP amostrais do Modelo 3 da série de OD na estação de amostragem
TAI
Tabela 5.7: Valores de prova do teste de Portmanteau
Lags gl Valor de prova
5 4,091 0,413
10 7,857 0,576
15 11,613 0,519
20 15,366 0,577
25 19,118 0,571
30 22,869 0,567
declive, autorregressiva de ordem 1 e de sazonalidade. Na Tabela 5.8 estão apresentados
as estimativas para os parâmetros.
Da Tabela 5.8 pode concluir-se que a componente autorregressiva, devido à estimativa
da variância do erro associado (σˆ2ε3 = 3, 946×10−01) e ao valor do parâmetro autorregressivo
φˆ = 3, 329× 10−01, tem uma forte inﬂuência na construção do modelo.
A estimativa da variância do erro associado à equação de observação (σˆ2e = 8, 315 ×
10−07) indica que a maior parte da variabilidade das observações é explicada pelas compo-
nentes do modelo. Obteve-se o valor de prova de 0,9235 associado ao teste de Kolmogorov-
Smirnov, podendo-se concluir que não rejeitamos a normalidade das inovações; e pela
aplicação do teste de Portmanteau também se conclui que os resíduos não apresentam
correlação temporal (Tabela 5.9).
As FAC e FACP amostrais estão representadas na Figura 5.8 e pela sua análise conclui-
se também que as inovações apresentam um comportamento de um ruído branco. Na
Figura 5.8 estão representados os gráﬁcos das funções FAC e FACP amostrais.
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Figura 5.8: FAC e FACP amostrais do Modelo 4 da série de OD na estação de amostragem
TAI
Figura 5.9: Séries dos valores observados e dos valores previstos a um passo de OD na
estação de amostragem TAI
Para se proceder à comparação e avaliação dos modelos estruturais ajustados, foram
calculados os valores das raízes quadradas do erro quadrático médio das estimativas da
variável do OD obtidas a partir de cada modelo. Na Tabela 5.8 estão representados os
valores do REQM da previsão a um passo e ﬁltrados relativos a cada um dos modelos
analisados.
Comparando os valores do REQM para valores de previsão ﬁltrados com os valores do
REQM da previsão a um passo especialmente nota-se a diferença nos Modelos 2 e 4. Esta
diminuição do valor do REQM para valores de previsão ﬁltrados é explicada pelo facto de
que o valor de previsão no tempo t é atualizado/corrigido com observação no tempo t. Na
Tabela 5.11 estão representados os valores do REQM dos valores de previsão ﬁltrados.
Na Figura 5.9 representam-se a série temporal do OD na estação de amostragem das
Taipas e a série das previsões a um passo obtidas através do ﬁltro de Kalman com o
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Figura 5.10: Estimativas ﬁltradas das componentes estocásticas do nível, declive, autor-
regressiva AR(1), sazonalidade e das inovações (resíduos de previsão a um passo) para a
estação de amostragem Taipas (TAI)
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Tabela 5.8: Valor do REQM para os modelos analisados da série de OD na estação de
amostragem TAI
Valores de
previsão
Nível e
Sazonalidade
(Modelo 1)
Nível, AR(1) e
Sazonalidade
(Modelo 2)
Nível, Declive e
Sazonalidade
(Modelo 3)
Nível, Declive,
Sazonalidade e AR(1)
(Modelo 4)
A um passo 0,753 0,729 0,776 0,755
Filtrados 0,479 0,003 0,463 1, 143× 10−6
Figura 5.11: Estimativas ﬁltradas da componente de declive a partir do setembro de 2001
da série de OD da estação de amostragem TAI
ajustamento do Modelo 4.
Na Figura 5.10 estão representadas, ao longo do tempo, as estimativas das componentes
estruturais estocásticas presentes no Modelo 4. No gráﬁco que representa a componente
estocástica do Nível observa-se um pico por volta do ﬁnal do ano 2004, a seguir ao qual
vem um decréscimo.
A análise do gráﬁco da componente que representa o declive indica que esta componente,
o declive, tende a ﬁcar constante a partir do ano 2000. Para uma melhor visualização da
sua evolução representa-se a componente associada ao declive a partir de setembro de 2001
na Figura 5.11. No gráﬁco da componente autorregressiva AR(1) observa-se a série das
estimativas ﬁltradas desta componente ao longo do tempo.
As estimativas ﬁltradas da componente sazonal mostram que, por um lado e como
seria de esperar, existe uma forte sazonalidade nesta variável de qualidade; por outro lado,
veriﬁca-se uma menor variabilidade nos anos mais recentes.
Apesar de uma forma menos acentuada, observa-se também um pico no ﬁnal do ano
2004. Este facto é concordante com os resultados obtidos em Teixeira, 2012, que identiﬁcou
63
Capítulo 5. Aplicação dos Modelos Estruturais a Dados de Qualidade de Água
a existência de um change-point na média e na variância em outubro de 2004 através de
métodos de detenção de pontos de mudança.
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Este trabalho foi dedicado à análise de séries temporais de variáveis ambientais de
qualidade da água, nomeadamente do Oxigénio Dissolvido, observadas em 7 estações de
amostragem de qualidade da água da bacia hidrográﬁca do Rio Ave, entre janeiro de 1999
e janeiro de 2014.
A modelação das séries temporais foi realizada através de modelos estruturais pela
sua versatilidade e mais valia tanto na modelação dos dados como na interpretação que
estes permitem das respectivas componentes. Os modelos estruturais admitem uma re-
presentação em espaço de estados, permitindo a estimação das variáveis/componentes não
observáveis através das equações do ﬁltro de Kalman. Estes modelos são muito versáteis na
modelação de séries temporais uma vez que permitem obter estimativas em cada momento
de uma forma dinâmica num processo de atualização online, caso se vá dispondo de novas
observações, como, pela sua formulação, decompõem uma série temporal em componentes
que, por si próprias, têm interesse na análise de séries temporais.
Em particular, neste trabalho, os modelos estruturais permitiram a inclusão de diversos
tipos de componentes estocásticas tais como de nível, declive, sazonalidade e autorregres-
siva, considerando a variável observada como soma dessas componentes e de um ruído
branco, a componente irregular. Para obter as estimativas atualizadas das componentes
não observáveis a cada momento, escreveu-se o modelo na representação em espaço de es-
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tados e através da aplicação do ﬁltro de Kalman, obteve-se as estimativas ﬁltradas dessas
componentes.
Saliente-se, por exemplo, que o facto destes modelos poderem incorporar uma compo-
nente de declive estocástico, permitem que uma análise, momento a momento, da tendên-
cia crescente ou decrescente da evolução da variável em estudo, sem descurar as restantes
componentes inerente aos dados como o nível ou o impacto sazonal. Esta mais valia é par-
ticularmente relevante no âmbito do processo de monitorização dos sistemas de qualidades
da água de superfície numa bacia hidrográﬁca, como é, neste caso, a bacia hidrográﬁca do
rio Ave.
A metodologia adotada permitiu obter desenvolver e ajustar modelo estruturais capa-
zes de predizer a evolução das séries temporais em estudo e, consequentemente, melhor
compreender o sistema que consiste na bacia hidrográﬁca do rio Ave. Estes modelos além
de descreverem e decomporem a evolução de séries temporais ambientais em componentes
que interesse ecológico e ambiental, permitem incorporar novas observações à medida que
estas vão sendo disponibilizadas (neste caso a cada mês) possibilitando a obtenção de es-
timativas atualizadas para as componentes não observáveis e estimativas a um passo para
a variável de qualidade da água em estudo (neste caso o Oxigénio Dissolvido). Por um
lado, boas estimativas das componentes latentes permitem uma melhor monitorização dos
sistemas de qualidade da água, tanto num período de tempo mais recente como na análise
da evolução em períodos de tempo mais longos. Por outro lado, a estimação a um passo
(ou a multi-passos) da variável de qualidade da água é natural e pode ser muito relevante
na prevenção e controlo de situações de poluição alertando as autoridades e informando a
gestão das estações de tratamento de águas residuais instaladas nesta bacia (desde 1998),
por forma a tomarem as medidas adequadas no âmbito da prevenção da degradação da
qualidade da água como para a sua melhoria.
A metodologia adotada na especiﬁcação e ajustamento dos modelos estruturais a cada
uma das séries temporais consistiu num ajustamento inicial de um modelo estrutural com
as componentes claramente presentes nos dados, tais como o nível e a sazonalidade. Pos-
teriormente, e mediante os resultados das várias metodologias de validação de modelos
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(análise da séries das inovações quanto aos pressupostos admitidos como ser uma ruído
branco e terem distribuição normal), ajustaram-se modelos estruturais mais complexos
(com novas variáveis/componentes não observáveis). Esta abordagem permitiu obter mo-
delos parcimoniosos nas componentes incorporadas garantido a validação estatística dos
pressupostos destes.
De uma forma geral, veriﬁcou-se um bom ajustamento dos modelos ﬁnais em cada série
o que permite concluir que as estimativas das componentes estruturais são estatisticamente
precisas.
6.1 Trabalho Futuro
O trabalho desenvolvido abre um conjunto de novas investigações neste domínio, em
particular em relação a algumas questões que surgiram, mas que não puderam ser resolvidas
no âmbito deste trabalho. Assim, vai-se de seguida indicar alguns tópicos que consideramos
interessantes para futura investigação. Como trabalho futuro sugere-se:
 analisar de forma pormenorizada os resultados obtidos no processo de modelação das
séries temporais de Oxigénio Dissolvido nas 6 estações de amostragem de qualidade do
rio Ave (Riba d'Ave, Santo Tirso e Ponte Trofa) e do seu principal aﬂuente rio Vizela
(Ferro, Golães e Vizela (Santo Adrião)) que estão apresentados em Anexo. Esta
análise permitirá uma conclusão global e comparativa da evolução do comportamento
da qualidade da água, relativamente ao OD num contexto da bacia hidrográﬁca do
rio Ave;
 estabelecer modelos estruturais com variáveis explicativas a introduzir na equação
de observação do modelo (a modelação de k variáveis explicativas exige k equações
de estado adicionais) que foram apresentados de forma sucinta na Secção 4.4. Seria
interessante investigar o efeito de covariáveis no comportamento da série temporal
da variável de qualidade da água, Oxigénio Dissolvido, como a intensidade da pre-
cipitação que do ponto de vista hidrológico, já se sabe por trabalhos anteriores de
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Gonçalves e Alpuim, 2011, tem impacto na evolução das variáveis de qualidade; ou
de outro fator hidro-metereológico (caudal, por exemplo). Também seria importante
avaliar o impacto das covariáveis de natureza antropomorfa como o número/tipo de
indústrias poluentes localizadas a montante de cada uma das estações de amostragem
ou o número/tipo de actividades agrícolas nos modelos estruturais implementados;
 estudar de forma mais pormenorizada as estimativas das diferentes componentes
estocásticas (nível, declive e sazonalidade) nos processos de modelação das séries
temporais desenvolvidos e comparar com as estimativas obtidas por Silva, 2013, num
contexto não paramétrico, pois permitirá uma análise mais efectiva da evolução da
qualidade da água de superfície, relativamente ao Oxigénio Dissolvido nas estações de
amostragem estudadas e perceber melhor a vantagem de na abordagem adotada neste
trabalho estas componentes terem sido estimadas de forma estocástica, evoluindo e
atualizando-se ao longo do tempo;
 investigar, no âmbito da análise de séries ambientais, a deteção de pontos de mudança
(change-points) no seguimento do trabalho Costa et al., 2016. Neste estudo a deteção
de tais instantes, em que ocorrem alterações de interesse de uma série temporal, está
associada a pontos de mudança em variáveis não-observáveis em que as predições
foram obtidas através do ﬁltro de Kalman no âmbito dos modelos em espaço de
estados. Seria importante estudar os pontos de mudança das componentes não-
observáveis (nível, declive e sazonalidade) através de métodos estatísticos do tipo
máximo (maximum type) ou testes do tipo CUSUM;
 analisar a aplicação dos modelos em espaço de estados na modelação de séries mul-
tivariadas. O foco deste trabalho é exclusivamente voltado para séries temporais
univariadas. O estudo da aplicação de modelos em espaço de estados num contexto
multivariado ou espaço-temporal seria uma possibilidade a desenvolver nesta área,
pelo caráter multivariado inerente ao facto de que os dados são relativos a estações de
amostragem de uma mesma bacia hidrográﬁca. Assim, a adoção de uma abordagem
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multivariada pode trazer vantagens, também na medida em que adiciona uma maior
informação (e dependência) ao processo de modelação.
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Anexo A
Figura A.1: Séries dos valores observados e dos valores previstos a um passo de OD nas
estações de amostragem do rio Ave: RAV, STI e PTR
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Figura A.2: Valores das estimativas ﬁltradas da componente estocástica de nível para as
estações de amostragem do rio Ave
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Figura A.3: Valores das estimativas ﬁltradas da componente estocástica de declive para as
estações de amostragem do rio Ave
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Figura A.4: Estimativas ﬁltradas da componente estocástica de declive a partir de fevereiro
de 2002 da série de OD nas estações de amostragem do rio Ave
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Figura A.5: Valores das estimativas ﬁltradas da componente estocástica AR(1) para as
estações de amostragem do rio Ave
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Figura A.6: Valores das estimativas ﬁltradas da componente estocástica de sazonalidade
para as estações de amostragem do rio Ave
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Figura A.7: Valores das inovações (resíduos de previsão a um passo) das séries de OD para
as estações de amostragem do rio Ave
Tabela A.1: Estimativas dos parâmetros do Modelo 1 para a série de OD nas estações de
amostragem do rio Ave
Parâmetro Estimado
Estação de
Amostragem
σ2e σ
2
ε1
σ2ε2
RAV 7, 60× 10−1 3, 148× 10−2 3, 631× 10−8
STI 1,539 6, 094× 10−3 3, 541× 10−9
PTR 1,248 3, 139× 10−3 2, 133× 10−7
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Tabela A.2: Estimativas dos parâmetros do Modelo 2 para a série de OD nas estações de
amostragem do rio Ave
Parâmetro Estimado
Estação de
Amostragem
σ2e σ
2
ε1
σ2ε2 σ
2
ε3
φ
RAV 5, 095× 10−1 1, 798× 10−3 2, 800× 10−1 1, 324× 10−7 6, 286× 10−1
STI 3, 147× 10−3 3, 006× 10−3 1, 483 3, 059× 10−7 2, 556× 10−1
PTR 8, 737× 10−1 2, 618× 10−3 3, 495× 10−1 1, 826× 10−8 3, 093× 10−1
Tabela A.3: Estimativas dos parâmetros do Modelo 3 para a série de OD nas estações de
amostragem do rio Ave
Parâmetro Estimado
Estação de
Amostragem
σ2e σ
2
ε1
σ2ε2 σ
2
ε3
RAV 7, 499× 10−1 3, 712× 10−2 3, 075× 10−14 8, 098× 10−7
STI 1, 532 7, 425× 10−3 5, 572× 10−13 4, 838× 10−7
PTR 1, 255 1, 959× 10−3 9, 802× 10−11 1, 018× 10−5
Tabela A.4: Estimativas dos parâmetros do Modelo 4 para a série de OD nas estações de
amostragem do rio Ave
Parâmetro Estimado
Estação de
Amostragem
σ2e σ
2
ε1
σ2ε2 σ
2
ε3
σ2ε4 φ
RAV 3, 759× 10−1 1, 314× 10−2 2, 491× 10−15 4, 153× 10−1 8, 579× 10−8 3, 999× 10−1
STI 3, 792× 10−8 6, 750× 10−8 1, 026× 10−10 1, 498 1, 013× 10−5 2, 632× 10−1
PTR 9, 612× 10−1 3, 316× 10−6 1, 389× 10−11 2, 570× 10−1 2, 061× 10−9 4, 449× 10−1
Tabela A.5: Valor do REQM para os modelos analisados da série de OD nas estações de
amostragem do rio Ave
Estação de
Amostragem
Valores de
previsão
Nível e
Sazonalidade
(Modelo 1)
Nível, AR(1) e
Sazonalidade
(Modelo 2)
Nível, Declive e
Sazonalidade
(Modelo 3)
Nível, Declive,
Sazonalidade e AR(1)
(Modelo 4)
RAV
A um passo 1,140 1,123 1,179 1,167
Filtrados 0,692 0,471 0,673 0,341
STI
A um passo 1,499 1,457 1,561 1,528
Filtrados 1,053 0,002 1,029 2, 628× 10−8
PTR
A um passo 1,335 1,328 1,388 1,380
Filtrados 0,954 0,671 0,942 0,725
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Figura A.8: FAC e FACP amostrais dos Modelo 1, Modelo 2, Modelo 3 e Modelo 4 da série
de OD na estação de amostragem RAV
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Tabela A.6: Valores de prova do teste de Portmanteau (estação de amostragem RAV)
Modelo 2 Modelo 4
Lags gl Valor de prova Lags gl Valor de prova
5 4,091 0,209 5 4,091 0,167
10 7,857 0,251 10 7,857 0,182
15 11,613 0,352 15 11,613 0,256
20 15,366 0,445 20 15,366 0,327
25 19,118 0,445 25 19,118 0,341
30 22,869 0,482 30 22,869 0,385
Tabela A.7: Valores de prova do teste de Kolmogorov - Smirnov (estação de amostragem
RAV)
Valor de prova
Modelo 2 Modelo 4
0,447 0,223
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Figura A.9: FAC e FACP amostrais dos Modelo 1, Modelo 2, Modelo 3 e Modelo 4 da série
de OD na estação de amostragem STI
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Tabela A.8: Valores de prova do teste de Portmanteau (estação de amostragem STI)
Modelo 2 Modelo 4
Lags gl Valor de prova Lags gl Valor de prova
5 4,091 0,297 5 4,091 0,179
10 7,857 0,428 10 7,857 0,264
15 11,613 0,529 15 11,613 0,318
20 15,366 0,494 20 15,366 0,315
25 19,118 0,418 25 19,118 0,307
30 22,869 0,376 30 22,869 0,306
Tabela A.9: Valores de prova do teste de Kolmogorov - Smirnov (estação de amostragem
STI)
Valor de prova
Modelo 2 Modelo 4
0,254 0,171
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Figura A.10: FAC e FACP amostrais dos Modelo 1, Modelo 2, Modelo 3 e Modelo 4 da
série de OD na estação de amostragem PTR
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Tabela A.10: Valores de prova do teste de Portmanteau (estação de amostragem PTR)
Modelo 2 Modelo 4
Lags gl Valor de prova Lags gl Valor de prova
5 4,091 0,745 5 4,091 0,660
10 7,857 0,713 10 7,857 0,692
15 11,613 0,771 15 11,613 0,770
20 15,366 0,795 20 15,366 0,797
25 19,118 0,815 25 19,118 0,842
30 22,869 0,846 30 22,869 0,877
Tabela A.11: Valores de prova do teste de Kolmogorov - Smirnov (estação de amostragem
PTR)
Valor de prova
Modelo 2 Modelo 4
0,066 0,184
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Anexo B
Figura B.1: Séries dos valores observados e dos valores previstos a um passo de OD nas
estações de amostragem do rio Vizela: FER, GOL e VSA
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Figura B.2: Valores das estimativas ﬁltradas da componente estocástica de nível para as
estações de amostragem do rio Vizela
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Figura B.3: Valores das estimativas ﬁltradas da componente estocástica de declive para as
estações de amostragem do rio Vizela
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Figura B.4: Estimativas ﬁltradas da componente estocástica de declive a partir de fevereiro
de 2002 da série de OD nas estações de amostragem do rio Vizela
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Figura B.5: Valores das estimativas ﬁltradas da componente estocástica AR(1) para as
estações de amostragem do rio Vizela: GOL e VSA
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Figura B.6: Valores das estimativas ﬁltradas da componente estocástica de sazonalidade
para as estações de amostragem do rio Vizela
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Figura B.7: Valores das inovações (resíduos de previsão a um passo) das séries de OD para
as estações de amostragem do rio Vizela
Tabela B.1: Estimativas dos parâmetros do Modelo 1 para a série de OD nas estações de
amostragem do rio Vizela
Parâmetro Estimado
Estação de
Amostragem
σ2e σ
2
ε1
σ2ε2
FER 4, 845× 10−1 1, 296× 10−2 4, 694× 10−8
GOL 3, 751× 10−1 1, 357× 10−2 1, 179× 10−9
VSA 4, 178× 10−1 2, 592× 10−2 4, 188× 10−9
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Tabela B.2: Estimativas dos parâmetros do Modelo 2 para a série de OD nas estações de
amostragem do rio Vizela
Parâmetro Estimado
Estação de
Amostragem
σ2e σ
2
ε1
σ2ε2 σ
2
ε3
φ
FER 3, 149× 10−6 2, 208× 10−3 5, 168× 10−1 6, 982× 10−11 2, 608× 10−1
GOL 2, 725× 10−6 3, 503× 10−3 4, 063× 10−1 7, 069× 10−8 2, 521× 10−1
VSA 4, 540× 10−5 3, 558× 10−3 4, 720× 10−1 3, 549× 10−8 3, 309× 10−1
Tabela B.3: Estimativas dos parâmetros do Modelo 3 para a série de OD nas estações de
amostragem do rio Vizela
Parâmetro Estimado
Estação de
Amostragem
σ2e σ
2
ε1
σ2ε2 σ
2
ε3
FER 4, 727× 10−1 1, 785× 10−2 1, 178× 10−18 3, 083× 10−9
GOL 3, 699× 10−1 1, 628× 10−2 1, 561× 10−19 2, 058× 10−9
VSA 4, 090× 10−1 3, 123× 10−2 4, 190× 10−18 5, 037× 10−10
Tabela B.4: Estimativas dos parâmetros do Modelo 4 para a série de OD nas estações de
amostragem do rio Vizela: GOL e VSA
Parâmetro Estimado
Estação de
Amostragem
σ2e σ
2
ε1
σ2ε2 σ
2
ε3
σ2ε4 φ
GOL 1, 153× 10−3 4, 263× 10−3 1, 389× 10−11 4, 032× 10−1 9, 878× 10−7 2, 485× 10−1
VSA 1, 255× 10−4 4, 738× 10−3 1, 389× 10−11 4, 691× 10−1 1, 253× 10−6 3, 248× 10−1
Tabela B.5: Valor do REQM para os modelos analisados da série de OD nas estações de
amostragem do rio Vizela
Estação de
Amostragem
Valores de
previsão
Nível e
Sazonalidade
(Modelo 1)
Nível, AR(1) e
Sazonalidade
(Modelo 2)
Nível, Declive e
Sazonalidade
(Modelo 3)
Nível, Declive,
Sazonalidade e AR(1)
(Modelo 4)
FER
A um passo 0,860 0,843 0,879
Filtrados 0,562 3, 735× 10−6 0,539
GOL
A um passo 0,770 0,753 0,797 0,780
Filtrados 0,492 3, 653× 10−6 0,477 0,002
VSA
A um passo 0,833 0,812 0,851 0,833
Filtrados 0,505 5, 640× 10−5 0,487 1, 535× 10−4
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Figura B.8: FAC e FACP amostrais dos Modelo 1, Modelo 2 e Modelo 3 da série de OD
na estação de amostragem FER
Tabela B.6: Valores de prova do teste de Portmanteau (estação de amostragem FER)
Modelo 2 Modelo 3
Lags gl Valor de prova Lags gl Valor de prova
5 4,091 0,862 5 4,091 0,223
10 7,857 0,854 10 7,857 0,409
15 11,613 0,829 15 11,613 0,414
20 15,366 0,796 20 15,366 0,416
25 19,118 0,797 25 19,118 0,378
30 22,869 0,817 30 22,869 0,392
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Tabela B.7: Valores de prova do teste de Kolmogorov - Smirnov (estação de amostragem
FER)
Valor de prova
Modelo 2 Modelo 3
0,999 0,997
Figura B.9: FAC e FACP amostrais dos Modelo 1, Modelo 2 e Modelo 3 da série de OD
na estação de amostragem GOL
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Figura B.10: FAC e FACP amostrais do Modelo 4 da série de OD na estação de amostragem
GOL
Tabela B.8: Valores de prova do teste de Portmanteau (estação de amostragem GOL)
Modelo 2 Modelo 4
Lags gl Valor de prova Lags gl Valor de prova
5 4,091 0,322 5 4,091 0,180
10 7,857 0,378 10 7,857 0,201
15 11,613 0,297 15 11,613 0,143
20 15,366 0,280 20 15,366 0,152
25 19,118 0,298 25 19,118 0,169
30 22,869 0,279 30 22,869 0,162
Tabela B.9: Valores de prova do teste de Kolmogorov - Smirnov (estação de amostragem
GOL)
Valor de prova
Modelo 2 Modelo 4
0,911 0,993
101
Capítulo B.
Figura B.11: FAC e FACP amostrais dos Modelo 1, Modelo 2 e Modelo 3 da série de OD
na estação de amostragem VSA
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Figura B.12: FAC e FACP amostrais do Modelo 4 da série de OD na estação de amostragem
VSA
Tabela B.10: Valores de prova do teste de Portmanteau (estação de amostragem VSA)
Modelo 2 Modelo 4
Lags gl Valor de prova Lags gl Valor de prova
5 4,091 0,382 5 4,091 0,586
10 7,857 0,486 10 7,857 0,675
15 11,613 0,399 15 11,613 0,557
20 15,366 0,318 20 15,366 0,469
25 19,118 0,327 25 19,118 0,464
30 22,869 0,366 30 22,869 0,482
Tabela B.11: Valores de prova do teste de Kolmogorov - Smirnov (estação de amostragem
VSA)
Valor de prova
Modelo 2 Modelo 4
0,676 0,775
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