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We state and prove a theorem in exterior algebra which is an analogue of 
Ramsey’s theorem in combinatorics, with vector spaces and alternating multilinear 
maps taking the roles played by sets and colorings. Our result can also be formulated 
as a theorem about the geometry of Grassmannians. The infinite-dimensional 
version of the theorem admits a quantum mechanical interpretation, and implies an 
interesting fact about operators on Hilbert space. 0 1992 Academic Press, Inc. 
1. PRELIMINARIES 
A multilinear map on V”, the nth Cartesian power of a vector space V, 
is understood to be linear on each factor V. In the presence of such a map, 
we refer to the elements of I”’ as multivectors. By definition, an alternating 
multilinear map vanishes on multivectors with repeated components and 
consequently switches sign upon interchange of any two of its arguments. 
The converse, however, may fail if the characteristic is 2 (see [2]). 
2. THE THEOREM 
The following theorem is valid for vector spaces over any field K. 
THEOREM 1. For all integers m, n 2 0 and k 2 1 there exists a natural 
number f(n, m, k) with the property that given any f(n, m, k)-dimensional 
vector space V, m-dimensional vector space U, and alternating multilinear 
map L: Vk -P U, there is an n-dimensional subspace W of V such that the 
restriction of L to Wk is the zero map. 
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Proof. We use induction on n and k. When n = 0, take f (n, m, k) = 0. 
When k = 1 (and n > 0), f (n, m, k) = m + n suffices, since any map from an 
(m + n)-dimensional space to an m-dimensional space must have at least an 
n-dimensional kernel. 
Now assume n > 0 and k > 1. Define f(n, m, k) =f( f (n - 1, m, k), 
m, k - 1) + 1 and suppose dim( I’) = f ( n, m, k). Fix a non-zero element w, 
of I’. Choose a codimension-1 subspace v of V that does not contain w,. 
Define an alternating multilinear map 2: gk-’ + U by 
Since 
E(U 1,‘-rvk-1)=L(w,,vl, . . . . Ok-l). 
dim(v)=f(f(n-l,m,k),m,k-l), 
P must contain an f(n - 1, m, k)-dimensional subspace p where pk--l is 
annihilated by t. And since 
dim( 8) = f(n - 1, m, k), 
v must contain an (n - 1)-dimensional subspace @ for which I?” is 
annihilated by L. Let W be the span of w1 and I? Note that dim(W) = n 
since w, 4 p 2 vz I?‘; thus we may fix a basis ( wi , . . . . w,) for W. 
We check now that L annihilates Wk. Since L is alternating multilinear, 
it suffices to see that L annihilates multivectors w = (wi,, . . . . win) whose 
components are distinct basis elements. If w1 is not among the components 
of w, then w E pk and w must be annihilated by L. If w, is a component 
of w we may take it to be the first component, as L is alternating. Since 
PC p, J? annihilates the multivector (wi,, . . . . w,), so that (w,, wi,, . . . . win) is 
annihilated by L. This completes the proof. m 
For a related result, see [ 11. 
3. COMPARISON WITH THE CLASSICAL RAMSEY THEOREM 
Our argument is similar in spirit to the proof of the classical Ramsey 
theorem [S, 43, but it has a simpler structure; when k> 1, the vectors 
w1, --., w&-l, though chosen arbitrarily, are never discarded. Indeed, we 
may strengthen the statement of Theorem 1 accordingly. To our 
knowledge, Theorem 1 neither follows directly from the classical Ramsey 
theorem, nor contains it as a corollary. If one compares them, one finds, 
roughly speaking, that Theorem 1 has a weaker hypothesis and a weaker 
conclusion than the combinatorial theorem. 
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If L, instead of being alternating, is a symmetric multilinear map, the 
existence claim of Theorem 1 need not be true. Let V be an n-dimensional 
vector space over the reals and consider the symmetric bilinear map 
L: Vx V-r R defined by L((x,, . . . . x,), (yl, . . . . y,)) =Clzl xiyi. Since L is 
positive definite, if W2 is annihilated by L we have W= (0). 
4. REFORMULATIONS IN EXTERIOR ALGEBRA 
We give two convenient reformulations of Theorem 1. An alternating 
multilinear function on the kth Cartesian power of a space naturally 
induces a linear function on nk( V), the kth exterior power of the space 
c31. 
COROLLARY 1. There exists f(n, m, k) such that given any f(n, m, k)- 
dimensional vector space V, m-dimensional vector space U, and linear map 
L: Ak( V) + U, there is an n-dimensional subspace W of V with A”(W) in the 
kernel of L. 
If V carries an inner product, then so does Ak( V). In this case 
Corollary 1 may be given in the form: 
COROLLARY 2. There exists f(n, m, k) such that if V is an inner product 
space of dimension f(n, m, k), the subspace orthogonal to an m-dimensional 
subspace U of Ak( V) always contains Ak( W) for some W of dimension n. 
Given U, we let L be the orthogonal projection onto U; given L, we let 
U be the orthogonal complement of the kernel of L. 
5. BOUNDS FOR F(n,m, k) 
Let FK(n, m, k) denote the smallest integer N with the property that 
Theorem 1 applies whenever V is a vector space over the field K satisfying 
dim V> FK(n, m, k), and let F(n, m, k) denote the maximum value of 
FK(n, m, k) as K varies over all fields. Then Theorem 1 shows that 
F(n, m, k) < f(n, m, k), where the upper bounds f(n, m, k) satisfy a specific 
recursion. As with the proof of the classical Ramsey theorem, the upper 
bounds grow rapidly; indeed, 
f(n, 1,4) = 1 + 222’ 
(with a tower of n-2 2’s); the growth of f(n, 1, n) is similar to that of 
Ackermann’s function. 
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We obtain lower bounds as follows. Let V be a vector space of dimen- 
sion N and U be a space of dimension m. The Grassmann variety of 
n-dimensional subspaces W of I/ has dimension n(N - n). The space of 
unconstrained maps L is m(f)-dimensional, and requiring that L vanish on 
A“(W) imposes m dim(Ak( W)) = m( ;) independent constraints. Therefore, 
for each W, the space of maps L that annihilate AkW is exactly 
m(( 2) - (t))-dimensional. It follows that the space of maps L for which a 
compatible W exists has dimension at most n( N - n) + m( ( f) - (it). On the 
other hand, the space of maps L is m( :)-dimensional. So, in order for every 
map L to annihilate some AkW, we must have 
or equivalently n( N - n) >, m(t), giving 
N$ n 
n k -I” 0 
The values of FK(m, n, k) probably depend on the field K. In particular, if 
K is the field of complex numbers (or any algebraically closed field of 
characteristic 0), similar ideas lead to upper bounds not far from our lower 
bounds; we plan to address this in a future paper. By contrast, when K is 
a finite field, probabilistic methods in the style of [4] (Section 4.2) will 
yield improved lower bounds. 
6. GRASSMANNIANS 
We denote by G( V, k) the Grassmann variety of k-dimensional 
subspaces of a vector space V. We write G(n, k) to refer abstractly to 
the variety of k-dimensional subspaces of an n-dimensional vector space, 
having no specific space V in mind. For W an n-dimensional subspace 
of I’, G( W, k) is a G(n, k) which is naturally regarded as a subvariety of 
G( V, k); so we call these the natural G(n, k)‘s in G( V, k). There is a 
standard embedding of G( V, k) into G(AkV, 1) which maps each k-dimen- 
sional subspace of V to its kth exterior power. Of course, G(Ak V, 1) is just 
P(AkV), a projective space, so a non-trivial linear functional on AkV 
determines a hyperplane in G(AkV, 1) and in turn a hyperplane section of 
G( V, k). Likewise, a linear map L from Ak to an m-dimensional space U 
determines an m-hold hyperplane section. If Wk is in the kernel of L, then 
G( W, k) is a subvariety of the m-fold hyperplane section determined by L. 
So we have a geometric reformulation of Theorem 1: 
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COROLLARY 3. There exists f (n, m, k) so that tf V is of dimension 
f(n, m, k) any m-fold hyperplane section of G( V, k) contains a natural 
Gh k). 
7. THE INFINITE-DIMENSIONAL CASE 
Theorem 1 can be extended to infinite-dimensional spaces: 
THEOREM 2. If V is an infinite-dimensional vector space, U is an 
m-dimensional vector space, and L is a linear map from AkV to U, then there 
exists an infinite-dimensional subspace W of V such that the restriction of L 
to Ak W is the zero map. 
Proof: We use induction on k. The claim for k = 1 is true, as it merely 
states that a map from an infinite-dimensional space to a finite-dimensional 
space must have an infinite-dimensional kernel. Now assume the theorem 
is true for k - 1, and fix an alternating map L: Vk + U. Let L,, = L and 
W, = V, and for i = 1,2, 3, . . . in succession let wi be an arbitrary element of 
Wi _ i ; let Vi be a complement of wi in Vi- i ; let Li: Vy - ’ + U be the map 
induced by Lip i as in the proof of Theorem 1; and let Wi be an inlinite- 
dimensional subspace of Vi such that Wf-’ is in the kernel of Li (guaran- 
teed to exist by our induction hypothesis). If we let W be the subspace of 
V generated by wl, w2, . . . . then Wk is in the kernel of L because L 
annihilates all the basis vectors of Wk. 1 
Suppose V belongs to a category of topological vector spaces in which 
there is a good notion of AkV. If L is continuous, the closure of W is a 
closed subspace V which still ought to satisfy the conclusion of Theorem 3. 
This is the case when V is a Hilbert space, a case we single out for the sake 
of applications below: 
COROLLARY 4. If V is an infmite-dimensional Hilbert space, U is an 
m-dimensional vector space, and L is a bounded linear map from AkV to U, 
then there exists an infinite-dimensional closed subspace W of V such that the 
restriction of L to Ak W is the zero map. 
8. SELF-ADJOINT INFINITE-DIMENSIONAL COMPRESSIONS 
A compression of an operator T is an operator PTP, where P is an 
orthogonal projection. We say that the compression is infinite-dimensional 
if the range of P is infinite-dimensional. 
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THEOREM 3. For every finite family of bounded operators Ti on an 
infinite-dimensional real Hilbert space H there is an infinite-dimensional 
projection P so that all the compressions PT,P are self-adjoin?. 
Proof. There is a well-defined linear functional L, on A2H sending 
x A y to (x, Ti y) - ( Tjx, y). Corollary 4 guarantees us a closed infinite- 
dimensional subspace W with A2W in the kernel of all the Li. Let P be the 
orthogonal projection onto W. Since (x, Ti y) = (T,x, y) for all x, y in 
W, (Px, Ti Py ) = ( TiPx, Py ) for all .x, y in H. Equivalently, 
(x, PT,Py) = (PTiPx, y) for all x, y in H, so PT,P is self-adjoint, as 
desired. 
Theorem 3 depends on the bilinearity of the inner product in real Hilbert 
space. If Z is the identity operator, then T= J-1 Z shows that the 
corresponding statement concerning complex Hilbert space is false. 
9. FERMIONS 
Finally, Corollary 4 admits an interpretation in the language of quantum 
mechanics. Recall that in a standard formulation of quantum mechanics, 
the states of a physical system are represented by one-dimensional sub- 
spaces of a complex Hilbert space H. In this formalism, continuous linear 
functionals on H (up to scalar multiples) correspond to maximally infor- 
mative outcomes of experiments. Physically, such an experimental outcome 
prepares the system in a particular state, namely the state which is 
represented by the vector corresponding to the linear functional under 
Hilbert space duality. The kernel of a linear functional is the set of states 
ruled out by the corresponding experimental outcome, which is to say that 
the experimental outcome occurs with probability zero in those states. 
Closed subspaces W of H are interpreted as observable properties of the 
system. If H is the state space of a fermionic particle, then AkH is the state 
space of a system of k such fermions. If a system of k fermions has the 
property represented by closed subspace AkW of AkH, we may say each 
fermion has the property represented by W. 
Suppose a fermionic particle has infinitely many internal degrees of 
freedom, that is, its state space His infinite-dimensional. Consider a system 
of k such particles. Fix a non-empty finite set E of maximally informative 
experimental outcomes (not necessarily from the same experiment). 
Corollary 4 then guarantees the existence of an infinite-dimensional 
property P,c H, so that the occurrence of any experimental outcome in E 
rules out the possibility that all k particles originally had property P,. This 
is striking even when E has only one element: it says that any experimental 
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outcome on the system allows us to assert, for some infinite-dimensional 
property P, that “there exists” a particle which fails to have property P, 
that “there exists” a particle which fails to have property P, this in spite of 
the fact that it is generally not sensible to speak of the properties of 
individual particles in the system. 
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