We introduce a new class of dynamical systems called \linear complementarity systems." The time evolution of these systems consists of a series of continuous phases separated by \events" which cause a change in dynamics and possibly a jump in the state vector. The occurrence of events is governed by certain inequalities similar to those appearing in the Linear Complementarity Problem of mathematical programming. The framework we describe is suitable for certain situations in which both di erential equations and inequalities play a role, for instance in mechanics, electrical networks, piecewise linear systems, and dynamic optimization. We present a precise de nition of the solution concept of linear complementarity systems and give su cient conditions for existence and uniqueness of solutions.
Introduction
In many technical and economic applications one encounters systems of di erential equations and inequalities. For a quick roundup of examples, one may think of the following: motion of rigid bodies subject to unilateral constraints, electrical networks with ideal diodes, optimal control problems with inequality constraints in the states and/or controls, dynamical systems with piecewise linear characteristics like saturation functions, deadzones, relays, Coulomb friction and one-sided springs, projected dynamical systems, dynamic versions of linear and nonlinear programming problems, and dynamic Walrasian economies. It has to be noted that there is considerable inherent complexity in systems of di erential equations and inequalities, since nonsmooth trajectories and possibly jumps have to be taken into account. As a result of this, even basic issues such as existence and uniqueness of solutions are di cult to settle. Given the wealth of possible applications however, it is of interest to overcome these di culties.
In the literature one can nd many strands of research dealing with dynamics subject to inequality constraints, some mainly motivated by problems in mechanics, others more closely connected to operations research and economics. The framework of di erential inclusions (see for instance 2]) gives a general setting for the study of systems in which both di erential equations and inequalities play a role. In this paper, however, we shall be interested in more speci c dynamical systems for which uniqueness of solutions holds. Although of course one can get unique solutions from a di erential inclusion by imposing suitable side constraints, we prefer to think of the systems considered in this paper as systems that switch between modes on the basis of certain inequality constraints, and that behave within each mode as ordinary di erential systems rather than as di erential inclusions. This \multimodal" way of thinking is natural in a number of applications; in the study of Coulomb friction, one has the transition between stick mode and slip mode, in the study of electrical networks with ideal diodes, there is the transition between the conducting and the blocking mode of each diode, and in the context of dynamic optimization, one has mode transitions when an inactive constraint becomes active or vice versa. A similar point of view may be found in the literature on the so-called \hybrid systems" encompassing both continuous and discrete dynamics, which have recently been a popular subject of study both for computer scientists and for control theorists (see for instance 1, 27] ).
Among the studies that have been made of dynamical systems exhibiting some sort of switching behaviour, one may mention a number that have been inspired by applications in mechanics 6, 21{23,26, 31{33], in electrical engineering 4, 20] , and in operations research 11, 24] , as well as general studies such as 12]. The work in this paper is more general than most of the cited studies in the sense that we do not a priori impose conditions on the \index" of the constraints. (The index measures the number of actual constraints following from a given algebraic constraint within the context of a given set of di erential equations; the term comes from numerical analysis, see for instance 5].) Our treatment is also general in that we allow an arbitrary nite number of state variables, and an arbitrary nite number of constraints. On the other hand, our work is more restricted, since we consider only linear di erential equations; in conjunction with the switching rules, the systems that we study are therefore piecewise linear dynamical systems.
As a consequence of the fact that we are looking at systems of arbitrary index, we have to take into account the possibility of solutions containing impulses. The occurrence of such impulses is state-dependent and in this sense our situation is di erent from the one in 3] where impulses are externally imposed rather than generated by the system itself. One of the main reasons for restricting the development in this paper to linear dynamics within each mode is the fact that this allows us to treat impulses within a standard distributional framework. Earlier works in the research program that has led to the current paper 28, 29] have used a nonlinear framework which made it di cult to treat impulses, so that a complete speci cation of dynamics on a general level could in fact not be given. Without a complete solution concept, issues of existence and uniqueness of solutions can only be studied partially. The contribution of this paper is as follows: (i) it gives a complete de nition of what is to be understood by a solution of a linear complementarity system; (ii) it gives su cient conditions for well-posedness of linear complementarity systems, in the sense of existence and uniqueness of solutions; (iii) it presents an e ective procedure for generating solutions to linear complementarity systems. In addition to this, we establish an explicit connection to the literature on mechanical systems that are subject to mode-switching by showing that our formulation agrees with the one of Moreau 23 ] (see also 6, 22] ) for the class of systems covered by both formulations, namely linear mechanical systems.
The paper is organized as follows. We start with an example, to motivate the ingredients needed for de ning a solution concept for complementarity systems. To introduce the notion of solution some mathematical preliminaries as presented in Section 3 are required. A de nition of the class of linear complementarity systems with its solution concept is given in Section 4. The de nition relies on a mapping which assigns a \next mode" to each continuous state; several alternative ways of constructing this mapping are discussed in Section 5. Su cient conditions for local existence and uniqueness of solutions follow in Section 6. After that, we present a computational example to illustrate the construction of solutions from the de nition. In Section 8, we establish the connection with the sweeping process formulation of Moreau. Finally, conclusions follow in Section 9.
In this paper, the following notational conventions will be in force. R denotes the real numbers, R + the nonnegative real numbers, and N := f0; 1; 2; : : :g. For a positive integer l, l denotes the set f1; 2; : : : ; lg. If a is a (column) vector with k real components, we write a 2 R k and denote the ith component by a i . For two vectors a, b 2 R k , the notation a?b means that for all i 2 k either a i = 0 or b i = 0. Given two vectors a 2 R k and b 2 R l , then col(a; b) denotes the vector in R k+l that arises from stacking a over b. M 2 R m n means that M is a real matrix with dimensions m n. M > is the transpose of the matrix M. The kernel of M is denoted by Ker M and the image by Im M. Given M 2 R k l and two subsets I k and J l, the (I; J)-submatrix of M is de ned as M IJ := (m ij ) i2I;j2J . In case J = l, we also write M I and if I = k, we write M J . For a vector a, a I := (a i ) i2I . The diagonal matrix with diagonal entries a 1 ; : : : ; a k is denoted by diag(a 1 ; : : : ; a k ).
The eld of rational functions in one indeterminate is denoted by R(s). Rational vector functions with k components and rational matrices with dimensions m n are denoted by R k (s) and R m n (s), respectively. For reasons of clarity, we shall systematically use a notation in which vectors over R(s) are written with an argument s to distinguish between the vector u 2 R k and the rational vector u(s) 2 R k (s). A rational matrix is called proper, if for all entries the degree of the numerator is smaller than or equal to the degree of the denominator. A rational matrix is called biproper, if it is square, proper and has a proper inverse. If two rational vectors u(s), v(s) 2 R k (s) satisfy that for all i 2 k either u i (s) = 0 or y i (s) = 0, we write u i (s)?y i (s). The set C 1 (R; R) denotes the set of smooth functions, i.e. all functions from R to R that are arbitrarily often di erentiable. For a smooth function u the i-th derivative is denoted by u For sets A and B, A n B := fx 2 A j x 6 2 Bg and P(A) denotes the power set of A, i.e. the collection of all subsets of A. For two subspaces V; T of R n , the notation V T = R n means that V and T form a direct sum decomposition of R n , i.e. V + T := fv + t j v 2 V; t 2 Tg = R n and V \ T = f0g.
Example
Before specifying the class of linear complementarity systems (LCS), we illustrate some of the aspects that play a role in the evolution of such systems by an example of two carts connected by a spring (used also in 28]). The left cart is attached to a wall by a spring. The motion of the left cart is constrained by a completely inelastic stop. The system is depicted in gure 1. For simplicity, the masses of the carts and the spring constants are set equal to 1. The stop is placed at the equilibrium position of the left cart. By x 1 , x 2 we denote the deviations of the left and right cart, respectively, from their equilibrium positions and x 3 ; x 4 are the velocities of the left and right cart, respectively. By u, we denote the reaction force exerted by the stop. Furthermore, the variable y is set equal to x 1 . Simple mechanical laws lead to the dynamical relations _
To model the stop in this setting, the following reasoning applies. The variable y(t) = x 1 (t)
should be nonnegative, because it is the position of the left cart with respect to the stop. The force exerted by the stop can only act in the positive direction implying that u(t) should be nonnegative. If the left cart is not at the stop at time t (y(t) > 0), the reaction force vanishes at time t, i.e. u(t) = 0. Similarly, if u(t) > 0, the cart must necessarily be at the stop, i.e. y(t) = 0. This is expressed by the conditions 0 6 y(t)?u(t) > 0:
The system can be represented by two modes, depending on whether the stop is active or not.
We distinguish between the unconstrained mode (u(t) = 0) and the constrained mode (y(t) = 0). The dynamics of these modes are given by the following Di erential and Algebraic Equations (DAEs)
When the system is represented by either of these modes, the triple (u; x; y) is given by the corresponding dynamics as long as the inequalities in (2) unconstrained constrained y(t) > 0 u(t) > 0 are satis ed. A mode change is triggered by violation of one of these inequalities. The mode transitions that are possible for the two-carts systems are described below.
Unconstrained ! Constrained: The inequality y(t) > 0 tends to get violated at a time instant t = . The left cart hits the stop and stays there. The velocity of the left cart is reduced to zero instantaneously at the time of impact: the kinetic energy of the left cart is totally absorbed by the stop due to a purely inelastic collision. A state for which this happens is, for instance, x( ) = (0; ?1; ?1; 0) > . Constrained ! Unconstrained: The inequality u(t) > 0 tends to be violated at t = .
The right cart is located at or moving to the right of its equilibrium position, so the spring between the carts is stretched and pulls the left cart away from the stop. This happens for example if x( ) = (0; 0; 0; 1) > .
Unconstrained ! Unconstrained with re-initialization according to constrained mode. The inequality y(t) > 0 tends to get violated at t = . As an example, consider x( ) = (0; 1; ?1;0) > . At the time of impact, the velocity of the left cart is reduced to zero just as in the rst case. Hence, a state jump (re-initialization) to (0; 1; 0; 0) > occurs. The right cart is at the right of its equilibrium position and pulls the left cart away from the stop. Stated di erently, from (0; 1; 0; 0) > smooth continuation in the unconstrained mode is possible.
This last transition is a special one in the sense that rst the constrained mode is active causing the corresponding state jump. After the jump no smooth continuation is possible in the constrained mode resulting in a second mode change back to the unconstrained mode.
From state x( ) = (0; ?1; ?1; 0) > , we can enter the constrained mode by starting with an instantaneous jump to x( +) = (0; ?1; 0; 0) > . This jump can be modelled as the result of a (Dirac) pulse exerted by the stop. In fact, u = results in the state jump x( +) ?
x( ) = (0; 0; 1; 0) > . This motivates the use of distributional theory as a suitable mathematical framework for describing physical phenomena like collisions with discontinuities in the state vector.
To summarize, the motion of the carts is governed by two systems of Di erential and Algebraic Equations (DAEs), called the constrained and the unconstrained mode. A change of mode is triggered by violation of certain inequalities corresponding to the current mode. The time instants at which this occurs, are called \event times." At an event time, the system will switch to a new mode. A mode transition often calls for a state jump or re-initialization. In the example, velocity jumps occur, when the left cart arrives at the stop with negative velocity. In this paper, the above dynamics will be formalized for the complete class of linear complementarity systems and special attention will be paid to the mode selection problem and well-posedness issues. However, rst we recall some facts concerning systems of linear di erential and algebraic equations, such as appear in the constrained and unconstrained mode descriptions.
Mathematical Preliminaries
We consider a linear di erential/algebraic system of the form _ x(t) = Kx(t) + Lu(t)
The time arguments will often be suppressed for brevity. Throughout this section, x(t) 2 R n and u(t) 2 R m . The system parameters K, L, M and N are constant matrices of dimensions n n, n m, r n and r m, respectively.
De nition 3. (6) where T(K; L; M; N) is the subspace that is obtained as the limit of the sequence T 0 = f0g T i+1 = fx 2 R n j 9u 2 R m ; 9 x 2 T i such that x = K x + Lu; M x + Nu = 0g: (7) This sequence converges in maximally n (dimension of state) steps (proof can be found in 14]). The subspace T = T(K; L; M; N) can be interpreted as the jump space associated to (K; L; M; N), i.e. the space along which fast motions will occur that take an inconsistent initial state instantaneously to a point in the consistent subspace V .
To formalize the interpretation of T as a jump space, we introduce the class of impulsive-smooth distributions as studied by Hautus denotes the delta distribution with support at zero, (r) its r-th distributional derivative, u 0 , u ?1 ; : : :, u ?l are coe cients in R and u reg is a distribution that can be identi ed with the restriction to 0; 1) of some smooth function. The regular part of an impulsive-smooth distribution u is denoted by u reg and its impulsive part by u imp . The class of impulsive-smooth distributions will be denoted by C imp . For an element u of C imp of the form (8), we write u(0+) for the limit value lim t#0 u reg (t). Having introduced the class C imp , we can replace the system of equations (3) by its distributional version _ x = Kx + Lu + x 0 0 = Mx + Nu (9) in which the initial condition x 0 appears explicitly, and we can look for a solution of (9) in the class of vector-valued impulsive-smooth distributions. In 14] it is shown that under the conditions (5) and (6) there exists a unique solution (u; x) 2 C m+n imp to (9) for all x 0 2 V + T; moreover, the solution is such that x(0+) is equal to P T V x 0 , the projection of x 0 onto V along the jump space T. 
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The systems studied in this paper are described by standard state space equations of linear systems together with complementarity conditions as in the complementarity problems of mathematical programming. Therefore some concepts from complementarity theory will be recalled brie y. 
The notation in (13c) is consistent with the notation used in complementarity problems in mathematical programming (see the formulation of the linear complementarity problem in section 3).
In this section, we will describe how the relations above have to be interpreted to arrive at a notion of solution to such a complementarity system. The functions u, x and y take values in R k , R n and R k , respectively; A, B, C and D are constant matrices of appropriate dimensions. Note that the dimensions of the variables y(t) and u(t) are the same. Equation (13c) states that for every component i = 1; : : : ; k either u i (t) = 0 or y i (t) = 0. The set of indices for which y i (t) = 0, called the mode or active index set, may change during the time evolution of the system. The system may therefore switch from one`operation mode' to another. To de ne the dynamics of (13) completely, one has to specify when the mode switches occur, what their e ect will be on the state variables, and how a new mode will be selected. We will do this below, extending earlier treatments in 28] (where only systems with a single constraint were considered (k = 1), see also Example 8.3 for a comparison of the mode selection criteria) and 29], which only treated existence and uniqueness of smooth continuations while impulsive motions and reinitialization rules were left out of consideration and only a limited discussion of mode selection criteria could be given. A generalization from smooth to impulsive-smooth continuations is not straightforward. The interpretation of the inequalities for impulsive motions is not obvious. A requirement of such an interpretation will be that it must comply with physical laws for`real-life' systems included in the class of complementarity systems. In this section, we will formalize a distributional interpretation of the inequalities that agrees with Moreau's re-initialization rules for linear mechanical systems (see Section 8).
The system has 2 k modes. Each mode is characterized by the active index set I k, which
indicates that y i = 0, i 2 I and u i = 0, i 2 I c where I c := k n I = fi 2 k j i 6 2 Ig. For each such mode the laws of motion are given by systems of Di erential and Algebraic Equations (DAEs).
Speci cally, in mode I they are given by
y i (t) = 0; i 2 I u i (t) = 0; i 2 I c ; (14) or equivalently, 
Continuous phase
De nition 4.2 Given x 0 2 R n and I k, we denote the unique distributional solution to (14) for mode I and initial state x 0 by (u x 0 ;I ; x x 0 ;I ; y x 0 ;I ) 2 C k+n+k imp .
According to 14, Thm. 3.10], there exists a linear mapping F I such that (14) is satis ed for x 0 2 V I by taking u(t) = F I x(t). Substituting this feedback in (14) transforms the DAE into an ordinary di erential equation (ODE). Hence, the regular part of an impulsive-smooth solution u satisfying (14) for a given initial state is a Bohl function, i.e. u reg is of the form u reg (t) = 0 (t < 0) Ee Gt v (t > 0) (16) for real matrices E, G and a vector v depending on the initial state and the speci c mode I.
Re-initialization
If initial states of (14) are not consistent, i.e. if x 0 6 2 V I , then a re-initialization of the initial state will be necessary as pointed out in Section 3. Indeed, if x 0 6 2 V I , then the solution to (14) will contain a nontrivial impulsive part resulting in an instantaneous jump or re-initialization of the state variable. As discussed in Section 3, the re-initialized vector x x 0 ;I (0+) is equal to the projection of x 0 onto the consistent subspace V I along the jump space T I . That is x x 0 ;I (0+) := P I x 0 , where P I is the projection operator P T I V I .
Event detection
Suppose that the current time, state, and mode are = 0; x 0 , and I, respectively. Note that due to the time-invariance of the system description (13), the assumption = 0 is just a normalization. The system (13) will be represented by (14) for mode I as long as the inequalities in (13c) u x 0 ;I reg (t) > 0 and y x 0 ;I reg (t) > 0 (17) are satis ed for t > . The function : R n P( k) ! R + gives the length of the time interval during which the system evolves in mode I from initial state x 0 : Note that we only consider the regular part here. In formal terms, is de ned as follows.
De nition 4.3 The time-to-next-event function : R n P( k) ! R + is de ned as (x 0 ; I) := infft > 0 j u x 0 ;I reg (t) 6 > 0 or y x 0 ;I reg (t) 6 > 0g with the convention inf ? = 1.
The next event time after time will be + (x( ); I) (by time-invariance), when the mode and the state at time are equal to I and x( ), respectively. Since smooth continuation is not possible in mode I after the event time + (x( ); I), a transition to another mode must occur.
An important aspect of the solution concept will be how to select the new mode.
To illustrate the de nition of , consider Example 4.4 and 4.5 of the two-carts system in the next subsection. In these cases, ((0; ?1; 0; 0) > ; f1g) = 2 and ((0; 1; ?1; 0) > ; f1g) = 0.
Mode selection
The mode selection procedure that we propose is based on the concept of initial solution. Loosely speaking, an initial solution with initial state x 0 is a triple (u; x; y) 2 C k+n+k imp satisfying (14) for some mode I and satisfying (17) either on a time interval of positive length or on a time instant at which delta distributions are active. The idea is that an initial solution is a starting trajectory for the \global" solution to (13) .
Example 4.4 Consider the two-carts system with initial state (0; ?1; 0; 0) > . The solution to the constrained mode is u(t) = cos t and y(t) = 0. Hence, it satis es (14) for I = f1g on 0; 1) and (17) on 0; 2 ). So, this solution satis es (13) on 0; 2 ). Therefore we admit selection of the constrained mode (I = f1g) as smooth continuation in this mode is possible. Example 4.5 From the initial state x 0 = (0; 1; ?1; 0) > rst a state jump occurs to P f1g x 0 = (0; 1; 0; 0) > governed by the laws of the constrained mode, but no smooth continuation is possible in the constrained mode. Solving the dynamics corresponding to the constrained mode, i.e. (14) with I = f1g, gives (u; x; y) with u = + u reg , where u reg (t) = ? cos t. Although (17) is not satis ed on a positive time interval, incorporation of this solution in the de nition of initial solutions seems well-motivated on physical grounds. We admit selection of I = f1g.
We now make the notion of initial solution more precise. Given an impulsive-smooth distribution 
Solution concept
We are now in a position to de ne a solution concept for (13 , where E, the set of event times, is a right-isolated closed subset of 0; T e ) with empty interior and x c : (0; T e ) n E ! R n u c : (0; T e ) n E ! R k y c : (0; T e ) n E ! R k ;
being arbitrarily often di erentiable that satis es the following. 
3. For isolated 2 E there exists an I 2 S(x c ( +)) such that := minft > j t 2 Eg = + (x c ( +); I) > 0 (23) and (u c (t); x c (t); y c (t)) satis es (14) for mode I and for t 2 ( ; ).
P I i+1 denotes the projection operator corresponding to mode I i+1 as introduced in Subsection 4.2.
The de nition requires that the limits in item 2 and in the rst case of (22) exist.
The set E speci es the event times, i.e. the times at which there is a change of mode. Two Remark 4.11 In the literature of hybrid dynamical systems it is often assumed that only a nite number of events exists in a nite time interval. Solutions with this property are sometimes called non-Zeno solutions. The relaxation of our solution concept is twofold. First, we allow that there are in nitely many mode switchings and re-initializations at one time instant. Second, right-accumulation points of event times are included. We incorporate solutions that could be called right-Zeno to be consistent with the literature on hybrid systems. As an example of a right-Zeno solution consider the example of a bouncing ball with elastic impacts (with restitution coe cient smaller than one). This system has a right-accumulation point, because the ball is at rest within a nite time span but after in nitely many bounces. Since our solution concept complies with mechanical systems with inelastic impacts (see Section 8), the bouncing ball example does not t in the class of systems that we study, but it indicates that there exist models of physical systems that require right-Zeno solutions. An example of a complementarity system allowing right-Zeno solutions is provided by a time reversed version of a system studied by Filippov 12 (j x 1 (t) j + j x 2 (t) j) = ?2, solutions reach the origin in nite time. However, solutions cannot arrive at the origin without going through an in nite number of mode transitions; since these mode switches occur in a nite time interval, the event times contain a right-accumulation point (i.e. the time that the solution reaches the origin) after which the solution stays at zero. Left-accumulation points are excluded from De nition 4.10 due to the requirement that the event set E is right-isolated. However, note that the timereverse of the system (24) Before we present conditions on the complementarity system to guarantee the existence and uniqueness of solutions, two algebraic mode selection procedures will be introduced.
Mode selection methods
An essential problem in the de nition of the solution concept and in the time simulation of complementarity systems is to nd the set of possible continuation modes S(x 0 ) for a given state x 0 . In fact, this is the construction of a (possibly multi-valued) map from the continuous state space R n to the discrete space P( k). The determination of S(x 0 ) in the previous section is based on nding all initial solutions and the corresponding modes. In this section, we obtain two alternative representations of S(x 0 ) that do not require the solution of di erential equations.
Rational complementarity problem
As noticed in Section 4, the solutions to (14) are impulsive-smooth distributions whose regular parts are Bohl functions. Such \Bohl distributions" have rational Laplace transforms. Specically, the Laplace transformû(s) of u = P l i=0 u ?i (i) + u reg with u reg as in (16) A second algebraic mode selection method can be derived by using the power series expansion of the solutions to RCP(x 0 ). This is described next. 1. The equations (13) have an initial solution for initial state x 0 .
Linear dynamic complementarity problem
2. RCP(x 0 ) has a solution.
3. LDCP 1 (x 0 ) has a solution.
There is a one-to-one correspondence between initial solutions to ( The one-to-one correspondence follows easily from the above, because solutions to RCP and initial solutions are related through Laplace transform and its inverse. Solutions to RCP are uniquely transformed to solutions to LDCP by taking the coe cients of a power series expansion around in nity. Moreover, a solution to LDCP is linked to an initial solution by setting the derivatives of an initial solution at zero equal to the LDCP solution as stated above (see also remark 5.3). The nal statement is a result of the one-to-one correspondence. In the above theorem it is shown that the in nite version of LDCP can be used to select the correct modes. However, under suitable conditions, already the nite version LDCP n (x 0 ) selects the right modes, where n is the dimension of the state variable (see Theorem 6.10 below). In 10], it has been shown that LDCP (x 0 ) for nite is a special case of the Generalized Linear Complementarity Problem 8] and the Extended Linear Complementarity Problem 9]. In 8], an algorithm is proposed to nd all solutions to GLCP. Such algorithms can be used to e ciently solve the LDCP.
Well-posedness results
Due to the multimodal and nonlinear behavior of linear complementarity systems, basic questions like existence and uniqueness of solutions given an initial state are nontrivial. It is not di cult to nd linear complementarity systems for which no solution exists from certain initial conditions or for which the solution is not unique (see 28] ). In this section we will derive conditions guaranteeing local well-posedness as de ned below.
De nition 6.1 The complementarity system (13) An example of a linear complementarity system that displays discontinuous dependence on initial conditions will be given in Section 8.
Remark 6.5 Local existence does not imply \global existence" (i.e. on an a priori speci ed interval 0; T e )). There is a problem when the event times have a right-accumulation point < T e and there is no limit for x c (t) as t " . In fact, this is the only phenomenon that may prevent a local well-posed system from being globally well-posed. Note that local uniqueness of solutions and \global uniqueness" are equivalent using the solution concept of De nition 4.10.
To prove the main result, we rst need some auxiliary results. Under the assumption that the leading row coe cient matrix is a P-matrix, the following result characterizes the regular states. The result is an extension of a similar result in 29] which was derived under the additional assumption of \uniform relative degree" (i.e. 1 = 2 = : : : = k = ). In contrast to 29] we restrict ourselves here to the linear case, but an extension to the nonlinear case is straightforward. We claim that L(l) has a unique solution for all l > 0. This is obvious for l = 0. We will proceed by induction in the same way as in 21, 29] .
We write I l , J l , K l for the active (input) index set, the inactive index set and the undecided index set, respectively, determined by L(l). Formally, for l > 1, I l = fi 2 k j (u Proof. The proof is based on separation of the equalities (34) in two parts, (34a) and (34b), providing the equations for y i , i = ?n + 1; : : : ; 0 and y i , i = 1; : : : ; , respectively. For both parts we start an induction that is analogous to the one used in the previous proof: we reduce the LDCP to a series of LCPs which can be solved uniquely. This is done by selecting certain equations from (34) for each successive LCP in such a way that only principal submatrices of the leading column coe cient matrix N appear in these LCPs.
We introduce the index sets O j := fi 2 k j i = jg, j = 0; 1; : : : ; n and S j := S j i=0 O i , j = 0; 1; : : : ; n. So, the j -th Markov parameter is the rst Markov parameter in which the j-th column is nonzero. O j is the set of indices i for which the i-th column in the sequence of 
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We are now in a position to prove Theorem 6.3.
Proof of Theorem 6.3 Lemma 6.6 implies that all modes are autonomous. Take an arbitrary initial state x 0 . It follows from Theorem 6.9 that LDCP 1 (x 0 ) has a unique solution which satis es u ?n+1 i = u ?n+2 i = : : : = u ? i i = 0, i 2 k and y ?n+1 = : : : = y 0 = 0. Due to the one-to-one correspondence between initial solutions and solutions to LDCP 1 (x 0 ), an initial solution (u; x; y) exists and the solution must be unique as well. In case the initial condition is regular, the initial solution is smooth. In other cases, we have to prove that after the state jump corresponding to (u; x; y) smooth continuation is possible. Stated otherwise, we have to show that the re-initialized state x(0+) is regular. The re-initialization is given by the impulsive part u imp = P n?1 i=0 u ?i (i) , where the coe cients u ?i follow from LDCP 1 (x 0 ). Since the impulsive part is unique, the re-initialization is unique; it results in x(0+) := x 0 + P n?1 i=0 A i Bu ?i (see (10) ).
The complementarity conditions (35) and (36) The next theorem states that in case N is a P-matrix, it is su cient to consider LDCP n (x 0 ) (instead of LDCP 1 (x 0 )) for selection of a mode. Hence, only an algebraic problem with a nite number of constraints has to be solved. y := y reg : Furthermore,x denotes the solution to (14) in mode I corresponding toũ and initial state x 0 . Note that according to Theorem 6.9 y ?n+1 = : : : = y 0 = 0. Obviously, this is a solution to (14) in mode I; so it only remains to show thatũ,ỹ are initially nonnegative. We shall do this by proving that u Since y reg;j is a Bohl function,ỹ j = y reg;j 2 C imp is identically zero (Lemma 5.1). Hence, (ũ;x;ỹ) is an initial solution to (13) .
Uniqueness follows from the fact that that LDCP 1 (x 0 ) has a unique solution (Theorem 6.9). Indeed, the one-to-one correspondence between initial solutions and solutions to LDCP 1 (x 0 ) implies that there is only one initial solution, which must evolve in the above mode. In the section below, we illustrate the above theory by means of the two-carts example.
Algorithm for constructing solutions
In this section, a method will be proposed to construct analytical solutions to linear complementarity systems. The method will be illustrated by applying it to the two-carts example of section 2. We emphasize that it is not the purpose of this paper to give a numerical scheme for the simulation of complementarity systems, although the analytical algorithm may be used as a guideline for the development of such a scheme.
The algorithm is described by the following procedure. Algorithm 7.1 Let x 0 be the initial state and T e the nal time.
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The algorithm can be visualized by the ow diagram as given by Figure 2 . Proof. By Theorem 6.3 the rst two conditions mentioned in Remark 7.2 are satis ed (deadlock cannot occur and the maximal multiplicity of an event time is one). Therefore the result follows.
2
Returning to the two-carts system of Section 2, we suppose that the initial state equals Step one This step selects the unconstrained mode (I = ? 2 S(z)), because the only initial solution for initial state z is (u; x; y) given by (0; e At z; Ce At z). Note that y is initially nonnegative, because y(0+) = x 01 0:3202 is equal to the distance of the cart to the stop which is strictly positive.
Step two This step leads to the decision that smooth continuation in the selected mode is possible, because z 2 V ? = R 4 (every state is consistent for the unconstrained mode).
Step four The unconstrained dynamics is speci ed by a linear ordinary di erential equation; the solution is equal to u z;I (t) = 0, x z;I (t) = e At z, y z;I (t) = Ce At z.
Step Step two Since the solution to RCP(z) is not strictly proper, the answer to the question in the decision block in Figure 2 is negative, so we have to re-initialize.
Step three Using (4) and (7), we can compute the consistent states and the jump space: Step one We have to solve RCP(z): resulting in I := f1g.
Step two Since the solution to RCP(z) is strictly proper, smooth continuation in the selected mode is possible. The physical interpretation is clear: the left cart hits the stop. Instantaneously, the velocity is put to zero and the right cart keeps the left cart pushed against the stop.
Step four The dynamics of the constrained mode is given by a set of DAEs. However, these can easily be translated into an ODE (note that there must exist a linear mapping F f1g such that u(t) = F I x(t) satis es the mode dynamics; see Subsection 4.1). The input u must be chosen in such a way, that it keeps y identically zero. Since y = x 1 Solving this set of equations for initial state z gives u z;I (t) = cos t, x z;I 1 (t) = 0, x z;I 2 (t) = ? cos t and y z;I (t) = 0. Note that we could also have concluded this by taking the inverse Laplace transform of the solution (u(s); y(s)) to the RCP in the last mode selection.
Step ve An event is detected at (z; I) = infft > 0 j cos(t) < 0g = 2 . The piece of (u c (t); x c (t); y c (t)) on (1; 1+ 2 ) is given by the initial solution above as described in Algorithm 7.1.
E := f0; 1; 1+ 2 g, t 0 := 1 + 2 and z := (0; 0; 0; 1) > . Since t 0 < 3 = T e , we proceed with step one.
Step one Step two Since the impulsive part of u is zero, i.e. u ?3 = u ?2 = u ?1 = u 0 = 0, smooth continuation is possible. This can also be observed from the fact that (0; 0; 0; 1) > is a consistent state for the unconstrained mode. In terms of the physical system: the right cart is on the right of its equilibrium and pulls the left cart away from the stop.
Step four and step ve Determining a new piece of (u c (t); x c (t); y c (t)) leads to u c (t) = 0, x c (t) = e A(t?1? 2 ) (0; 0; 0; 1) > and y c (t) = Ce A(t?1? 2 ) (0; 0; 0; 1) > in the same way as before. The next event time 1 + 2 + (z; I) is strictly larger than T e = 3 so that the algorithm halts with a complete solution on 0; 3).
The computed trajectory is plotted in gure 3. Note the complementarity between u and x 1 and the discontinuity in the derivative of x 1 at time t = 1.
To show that the particular mode transition mentioned in section 2 can be handled properly by the proposed algorithm, we take the initial state z 0 = x 0 = (0; 1; ?1; 0) > (labelling of z 0 as in 
Mechanical Systems
In this section, it will be shown that the proposed mode selection rule coincides with the one of Moreau 22, 23] when these rules are applied to the class of systems that are covered by both frameworks, to wit, linear mechanical systems.
We will focus on linear mechanical systems whose dynamics in free motion is given by the di erential equations
where q denotes the vector of generalized coordinates. Furthermore, M denotes the generalized mass matrix, which is assumed to be positive de nite, D denotes the damping matrix and K is the elasticity matrix. The system is subject to unilateral constraints given by Eq(t) > 0;
where E has full row rank. Furthermore, we assume that impacts are purely inelastic.
To obtain a complementarity formulation, we introduce the constraint forces u needed to satisfy the unilateral constraints, and the state vector x = col(q; _ q). According to the rules of classical mechanics, the system can then be written as follows ( We consider only initial states x 0 = col(q 0 ; _ q 0 ) with Eq 0 > 0. We call these points feasible. In the two-carts system, this means that we do not consider initial states for which the left cart starts on the left of the stop. In Moreau's sweeping process (see 22, 23] The notation \arg min" denotes the set of vectors in the constrained set that minimize the criterion over the constrained set. Note that the minimization problem has a unique solution.
The problem re ects a kind of \principle of economy": among the kinematically admissible right velocities, the one is chosen that is nearest in the kinetic metric 22, p. 75]. Observe that if we prove that jumps in our formulation correspond to the above minimization problem, then it follows that the feasible set fx 2 R n j Cx > 0g is invariant under the dynamics as introduced in Section 4, since the smooth dynamics do not take the solution outside this set. 
According to Theorem 3.4, this LCP has a unique solution, because E J M ?1 E > J is a P-matrix. Since the minimization problem 8.1 is convex, the Kuhn-Tucker conditions are even su cient for optimality. Hence, the LCP (67)- (68) is equivalent to the minimization problem for determining the jumps. Notice that once this LCP is solved, the required jumps are known, because _ q(0+) then follows from (66).
We will prove now that LDCP n (x 0 ) (and hence also LDCP 1 (x 0 ) and RCP(x 0 )) are equivalent to the optimization problem in the sense that both methods produce the same state jumps and select the same mode. Proof. Since the row coe cient matrix and the column coe cient matrix are P-matrices, wellposedness follows from Theorem 6.3. Furthermore, Theorem 6.9 states that u ?2 = u ?3 = : : : = u ?n = 0. Because we start from a feasible state x 0 , it follows that also u ?1 = 0. Indeed, the rst relevant LCP in the LDCP n (x 0 ) (as in the proof of Theorem 6. 
This LCP is identical to the LCP (67) and (68). This shows that the re-initialization by means of LDCP n (x 0 ) leads to the same result as minimization problem 8. Entering the stop-constrained mode is only allowed if for su ciently large values of the indeterminate s the above two expressions are nonnegative (see (26) ). This requires x 30 reg;i < 0; t 2 ( ; + ") for some " > 0g ? 2 := fi 2 I j u x( );I reg;i < 0; t 2 ( ; + ") for some " > 0g:
In words, this means that constraints that are active or inactive according to mode I will become inactive or active, respectively, if their corresponding inequalities would be violated by continuation of the solution in mode I. In the example, this means that if we are in the unconstrained mode (I = ?) and we arrive in x( ) = (0; 0; ?1;2) > , the selected mode should be J = f1; 2g, the hook/stop constrained mode. This does not agree with the minimization problem illustrated in gure 5, which indicates the hook-constrained mode. A physical argument against the choice in 28] in the indicated situation, might be that removing the stop does not lead to violation of y 1 (t) > 0.
The above example also illustrates the fact that the solutions of linear complementarity systems do not always depend continuously on the initial state. The discontinuous dependence is caused by the sensitivity of solutions to the order in which constraints become active. Consider the initial states x 0 (") = ("; "; ?2; 1) > ; " > 0. For " = 0 the solution is a jump to (0; 0; 0; 0) > , after which the system stays in its equilibrium position. For " > 0, rst the hook becomes active, resulting in a jump to ("; "; ? 1 2 ; ? 1 2 ) > . This is followed by a regular continuation in the hook-constrained mode until the left cart hits the stop. The state just before the impact is ). This alternative limit corresponds to a situation in which rst the stop-constrained and then the hook-constrained mode is active.
Conclusions
The main purpose of this paper has been to de ne a new class of dynamical systems called \linear complementarity systems". The de nition builds on ideas from linear system theory and from mathematical programming, and is motivated in part by systems of di erential equations and algebraic inequalities that have been studied in mechanics and in electrical network theory. Applications are envisaged for instance in the modelling of power converters and other electrical networks that depend on controlled switching, in linear-quadratic control problems subject to linear inequality constraints, and in the study of piecewise linear systems.
A linear complementarity system can be viewed as a dynamical system that switches between several operating modes, and behaves as a linear system within each mode. The state spaces corresponding to di erent modes are in general not all of the same dimension, although they are naturally embedded in one encompassing space; in relation to this, state trajectories may exhibit discontinuities when a mode switch takes place. To give a precise de nition of what is to be understood by a solution of a complementarity system, one has to be precise about the conditions under which a transition from one given mode to another given mode can take place, and one has to specify the associated jumps of the state variable. For mode selection, we have used ideas from mathematical programming, in particular from the theory of the linear complementarity problem 7]; for the determination of jumps we have relied on linear system theory, more speci cally the geometric theory of linear systems 14].
When a class of dynamical systems is introduced, a rst concern should be to give conditions for existence and uniqueness of solutions. We have given such conditions in terms of leading row and column coe cient matrices. Several methods for mode selection have been discussed, and a method for generating solutions has been presented. Also, we have shown that our notion of solution agrees with the one proposed by Moreau 22] for the class of systems that both solution concepts apply to.
In spite of the length of this paper, it is clear that many issues remain to be investigated. The method that we have shown for constructing solutions only allows us to establish existence of solutions on intervals that do not contain accumulation points of the set of event times. To overcome this problem it seems necessary to work with sequences of approximating solutions, which may be generated for instance by time-stepping methods; compare the work by Stewart and Trinkle 31, 32] . A related issue is to provide conditions under which numerical solution methods for piecewise linear systems (see for instance 20]) can be shown to be consistent. The rational complementarity problem that has been discussed only brie y here is expected to play a crucial role in such investigations; see 16] for a more extensive treatment of the RCP.
Of course, all of the well-known topics of interest in dynamical systems theory can also be addressed in the context of complementarity systems: conditions for stability, existence of limit cycles, occurrence of chaos, and so on. Control of mechanical systems with unilateral constraints is discussed by Brogliato 6] . Perhaps the main challenge is to e ectuate the interaction between the various elds of research that nd a common meeting ground in complementarity systems.
