Abstract. In this paper local monomialization theorems are proven for regular analytic morphisms of complex and real analytic varieties. This gives the generalization of the local monomialization theorem for dominant morphisms of algebraic varieties over a field of characteristic zero proven in [16] and [18] to analytic varieties.
Introduction
Let ϕ : Y → X be a morphism of complex or real analytic varieties. The morphism ϕ is regular if ϕ(Y ) contains a euclidean open subset of X. If ϕ is regular and p ∈ Y , then the maps ϕ * : O an X,ϕ(p) → O an Y,p andφ * :Ô an X,ϕ(p) →Ô an Y,p are both injective (Lemma 4.2 [31] and Theorem 4, Corollary 2 of V.3.3 [41] ; or [9] ).
A local blow up of a analytic space X (page 418 [38] ) is a morphism π : X ′ → U determined by a triple (U, E, π) where U is an open subset of X, E is a closed analytic subspace of U and π is the composite of the blowup of E with the inclusion of U into X.
A morphism of complex analytic varieties ϕ : Y → X (such that X and Y are countable at infinity) can be transformed into a regular map, locally along a givenétoile (which is defined below) onto the closure of its image by a finite sequence of local blows up nonsingular subvarieties above Y and X (by Hironaka's theorem on resolution of singularities [36] and [6] or [8] , and by Theorem 4.12 [26] , which relies on the local flattening theorem of [39] and [37] ). Definition 1.1. Suppose that ϕ : Y → X is a regular morphism of complex or real analytic manifolds, and p ∈ Y . We will say that the map ϕ is monomial at p if there exist regular parameters x 1 , . . . , x m in O an X,ϕ(p) and y 1 , . . . , y n in O an Y,p and c ij ∈ N such that
Since ϕ is regular, we necessarily have that rank(c ij ) = m. where x i and y j are the respective coordinates on C m and C n (or R m and R n ).
Anétoile is defined in Definition 2.1 [38] . Anétoile e over a complex analytic space X is defined as a subcategory of the category of sequences of local blow ups over X. If partially supported by NSF.
π : X ′ → X ∈ e then a point e X ′ is associated to e. Theétoile associates a point e X to X and if π 1 : X 1 → U is a local blow up of X such that e X ∈ U then π 1 ∈ e and e X 1 ∈ X 1 satisfies π 1 (e X 1 ) = e X . If π 2 : X 2 → U 1 is a local blow up of X 1 such that e X 1 ∈ U 1 then π 1 π 2 ∈ e and e X 2 ∈ X 2 satisfies π 2 (e X 2 ) = e X 1 . Continuing in this way, we can construct sequences of local blow ups X n πn → X n−1 → · · · → X 1 → X such that π 1 · · · π i ∈ e, with associated points e X i ∈ X i such that π i (e X i ) = e X i−1 for all i.
The principal result of this paper is the following theorem. of regular analytic morphisms such that the vertical arrows are products of local blow ups of nonsingular analytic subvarieties, Y e → Y ∈ e and ϕ e is a monomial morphism.
Theorem 1.2 is proven in Section 7.
We obtain the following local theorem as a consequence of Theorem 1.2. 
of regular analytic morphisms, for 1 ≤ i ≤ t, such that the vertical arrows are products of local blow ups of nonsingular analytic subvarieties, each ϕ i : Y i → X i is a monomial morphism of manifolds, and there exist compact subsets K i of Y i such that ∪ t i=1 π i (K i ) is a compact neighborhood of p in Y . Theorem 1.3 is proven at the end of Section 7. The proofs in this paper extend to give corresponding results for real analytic morphisms. We deduce the following analog of Theorem 1.3 for real analytic morphisms in Section 8. 
of regular real analytic morphisms, for 1 ≤ i ≤ t, such that the vertical arrows are products of local blow ups of nonsingular real analytic subvarieties, each ϕ i : Y i → X i is a monomial morphism of real manifolds, and there exist compact subsets
There are a number of local theorems in analytic geometry, including by Hironaka on the local structure of subanalytic sets ( [38] and [37] ), especially the Rectilinearization theorem, by Hironaka, Lejuene-Jalabert and Teissier [39] and by Hironaka [37] on local flattening, by Cano on local resolution of 3-dimensional vector fields ( [12] ), by Bierstone and Millman on the structure of semianalytic and subanalytic sets ( [10] ), by Lichtin ([40] ) to construct local monomial forms of analytic mappings in low dimensions to prove convergence of series and by Belotto on local resolution and monomialization of foliations ( [7] ). A global form of the result of [12] holds on an algebraic three fold (over an algebraically closed field of characteristic zero) by combining the theorem of [12] with the patching theorem of Piltant in [45] .
For dominant morphisms of algebraic varieties of characteristic zero, local monomialization along an arbitrary valuation is proven in [16] and [18] . It is shown in [25] that local monomialization (and even "weak" local monomialization where the vertical arrows are only required to be birational maps) is not true along an arbitrary valuation in positive characteristic, even for varieties of dimension two.
Global monomialization (toroidalization) has been proven for varieties over algebraically closed fields of characteristic zero for dominant morphisms from a projective 3-fold ( [19] , [20] and [23] ). Weak toroidalization (weak global monomialization), where the vertical arrows giving a toroidal map are only required to be birational is proven globally for algebraic varieties of characteristic zero by Abramovich and Karu [4] and Abramovich, Denef and Karu [5] . An application of this theorem to quantifier elimination is given by Denef in [28] .
The proof of local monomialization in characteristic zero function fields given in [16] and [18] does not readily extend to the case of analytic morphisms. This is because the methods from valuation theory that are used there do not behave well under the infinite extensions of quotient fields of local rings which take place under local blow ups associated to anétoile. The behavior of a valuation assoicated to anétoile (Section 2) which has rank larger than 1 is particularly wild, and the reduction to rank 1 valuations (the value group is an ordered subgroup of R) in the proofs of [16] and [18] does not extend to a higher rank valuation which is associated to anétoile. New techniques are developed in this paper which are not sensitive to the rank of a valuation. The notion of "independence of variables" for anétoile, Definition 4.1, replaces the notion of the rational rank of a (rank 1) valuation which is used in [16] and [18] . If e is anétoile over an irreducible complex analytic space X, then we have (as in the classical case of function fields) by Lemma 5.3 [26] the inequalities rankV e ≤ ratrankV e ≤ dim X where V e is the valuation ring associated to e.
The proofs of this paper can be adapted to give simpler proofs of the local monomialization theorem for characteristic zero algebaic function fields of [16] and [18] . However, two sources of complexity in the proofs of [16] and [18] do not exist in the case of complex analytic morphisms, and cannot (readily) be eliminated. They are the problem of residue field extension of local rings, and the problem of approximation of formal (analytic) constructions to become algebraic.
The proofs of this paper, and the difficulties which must be overcome are related to the problems which arise in resolution of vector fields and differential forms ( [46] , [12] and [44] ) and in resolution of singularities in positive characteristic (some papers illustrating this are [1] , [2] , [22] , [21] , [34] , [35] , [11] , [13] , [14] , [15] ). A common difficulty to monomialization of morphisms, resolution of singularities in positive characteristic and resolution of vector fields is the possibility of a natural order going up after the blow up of an apparently suitable nonsingular subvariety.
Preliminaries, mostly onétoiles
In Section 5 of [26] it is shown that a valuation can be naturally associated to anétoile. We will summarize this construction here.
Suppose that X is a reduced complex analytic space and e is anétoile over X. Suppose that π : X n → X ∈ e factors as X n → X n−1 → · · · → X 1 → X as a sequence of local blowups such that X i is nonsingular for i ≥ 1. We will say that π is nonsingular. The set of local rings A π := O an Xn,e Xn such that π is nonsingular is a directed set, as is the set of quotient fields K π of the A π (Lemma 4.3 and Definition 3.2 [26] ). Let
Then V e is a valuation ring of the field Ω e whose residue field is C (Lemma 5.1 [26] ). Now suppose that ϕ : Y → X is a regular morphism of nonsingular complex analytic spaces and that e is anétoile over Y . Then e naturally induces anétoile f over X; we have that Ω f ⊂ Ω e and V f = V e ∩ Ω f by Proposition 5.2 [26] .
We now summarize some results from [38] . Let X be a complex analytic space. Let E X be the set of allétoiles over X and for π : X 1 → X a product of local blow ups, let
Then the E π form a basis for a topology on E X . The space E X with this topology is called the voûteétoilée over X (Definition 3.1 [38] ). The voûteétoilée is a generalization to complex analytic spaces of the Zariski Riemann manifold of a variety Z in algebraic geometry (Section 17, Chapter VI [48] ).
The fields Ω e are gigantic, while the points of the Zariski Riemann manifold of a variety Z are just (equivalence classes) of valuations of the function field k(Z) of Z, so many of the good properties of valuations of the function field do not hold for the valuation induced by anétoile.
We have a canonical map P X : E X → X defined by P X (e) = e X which is continuous, surjective and proper (Theorem 3.4 [38] ). it is shown in Section 2 of [38] that given a product of local blow ups π : X 1 → X, there is a natural homeomorphism j π : E X 1 → E π giving a commutative diagram
Suppose that X is a complex analytic manifold and p ∈ X. 
Valuations on algebraic function fields
We begin this section by reviewing some material from Sections 8,9,10 of [3] and Chapter VI, Section 10 [48] .
Let K be an algebraic function field over a field k, and let ν be a valuation of K which is trivial on k. Let V ν be the valuation ring of ν and Γ ν be the value group of ν. Let
The valuations composite with ν have the valuation rings V p i with value groups Γ ν /Γ i . Let ν i be the induced valuation (ν i (f ) is the class of ν(f ) in Γ ν /Γ i for f ∈ K \ {0}). The valuation ν is zero dimensional if the residue field V ν /p d is an algebraic extension of k. In this section we prove the following lemma. In the case when ν has rank 1 (so there is an order preserving embedding of Γ ν in R), Lemma 3.1 is proven in Section 9 of [47] . We extend this proof to the case when ν has arbitrary rank d. Related constructions of Perron transforms along a valuation of rank > 1 are given in [29] .
Lemma 3.1. Suppose that k is a field and ν is a valuation of the quotient field of the polynomial ring k[x 1 , . . . ,
are rationally independent and ν(x s+1 ) is rationally dependent on ν(x 1 ), . . . , ν(x s ). Then there exists a composition of monoidal transforms (a sequence of blow ups of nonsingular subvarieties) of the form
for 1 ≤ i ≤ s and
If ν is zero dimensional and k is algebraically closed, then there exists 0 = α ∈ k such that ν(x s+1 − α) > 0.
Proof. The proof is by decreasing induction on the largest k ≤ d such that there exist x i 1 , . . . , x ia (with 1 ≤ i 1 ≤ · · · ≤ i a ≤ s) such that ν(x s+1 ) is rationally dependent on ν(x i 1 ), . . . , ν(x ia ) and ν(x i 1 ), . . . , ν(x ia ) ∈ Γ k . If k = d then ν(x s+1 ) = 0, and the lemma is trivially satisfied, with (a ij ) being the identity matrix.
Suppose that this condition is satisfied for k, and the lemma is true for k + 1. Without loss of generality, since with this condition we can ignore the variables such that ν(x i ) ∈ Γ k , we may assume that ν(x 1 ), . . . , ν(x s ) ∈ Γ k . After reindexing the x i , there exists r such that 1 ≤ r ≤ s and ν k+1 (x 1 ), . . . , ν k+1 (x r ) is a basis of the span as a rational vector space of
Suppose that there exists t with r < t ≤ s and ν k+1 (x t ) = 0. After possibly reindexing x r+1 , . . . , x s we may assume that ν k+1 (x r+1 ) = 0. We necessarily have that ν k+1 (x r+1 ) > 0 since ν(x r+1 ) > 0. Since Γ k /Γ k+1 is a rank 1 ordered group, we can apply the algorithm of Section 2 on pages 861 -863 of [47] and Section 9 on page 871 of [47] to construct a sequence of monoidal transforms along ν,
a i,r+1 (1) for 1 ≤ i ≤ r and
a r+1,r+1 (1) and
for some λ 1 , . . . , λ r ∈ N (by equation (11') on page 387 [47] ). We necessarily have that some λ i > 0, so we may assume that λ 1 > 0. Then perform the sequence of monoidal transforms along ν
and
We necessarily have that
as ν(x 1 (2)), . . . , ν(x s (2)) are rationally independent. In the first case, perform the monoidal transform along ν
Otherwise, perform the monoidal transform along ν
We then have that ν(
) are rationally independent, and ν(x s+1 (3)) is rationally dependent on ν(x 1 (3)), . . . , ν(x s (3)). We further have that ν k+1 (x r+1 (3)) = 0. We repeat this algorithm, reducing to the case that ν k+1 (
Then we apply the algorithm that we used above to construct a monoidal transform along ν (1) to achieve ν k+1 (x i (1)) > 0 for 1 ≤ i ≤ r, ν k+1 (x s+1 (1)) = 0 and ν(x s+1 (1)) ≥ 0. Since ν k+1 (x 1 ), . . . , ν k+1 (x r ) are rationally independent, (2) implies that ν k+1 (x 1 (1)), . . . , ν k+1 (x r (1)) are rationally independent. Since ν k+1 (x i ) = 0 for r < i ≤ s and ν(x r+1 ), . . . , ν(x s ) ∈ Γ k+1 are rationally independent we have that
are rationally independent. Since
and ν(x 1 ), . . . , ν(x s ) span the same rational subspace V of Γ ν ⊗ Q, which has dimension s, we have that
is a rational basis of V , so ν(x s+1 (1)) is a rational linear combination of
Since ν k+1 (x s+1 (1)) = 0 and ν(x k+1 (1)), . . . , ν k+1 (x r (1)) are rationally independent, we have that ν(x s+1 (1)) is a rational linear combination of ν(x r+1 ), . . . , ν(x s ) ∈ Γ k+1 . We thus attain the conclusions of the lemma by decreasing induction on k.
Finally, if ν is zero dimensional and k is algebraically closed, then the class α of x s+1 in the residue field k of V ν is nonzero. Then necessarily ν(x s+1 − α) > 0.
Generalized Monoidal Transforms
Suppose that e is anétoile over X. Let ν e be a valuation of Ω e whose valuation ring is V e . Suppose thatX → X ∈ e and x 1 , . . . , x n is a regular system of parameters in O añ X,eX . Suppose that X →X is such that X →X → X ∈ e. The germ of the local
X,e X has regular parameters x 1 , . . . , x n such that there exists an n × n matrix A = (a ij ) with a ij ∈ N and Det(A) = ±1 such that
for 1 ≤ j ≤ n and α j ∈ C (at least one of which must be zero). We will say that the GMT is in the variables x i 1 , . . . , x im if the GMT has the special form
for i ∈ S where S = {i 1 , . . . , i m }. We will say that the GMT is monomial if all α j are zero. We observe that a GMT is a regular morphism. It will be assumed through out this paper that all GMT are along a fixedétoile e.
The variables x 1 , . . . , x s are said to be independent if every GMT (3) in x 1 , . . . , x s is monomial. Proof. This follows since a composition of a GMT in x 1 , . . . , x s and in x 1 , . . . , x s is a GMT in x 1 , . . . , x s . Proof. Suppose that every SGMT in x 1 , . . . , x s is monomial and(3) is a GMT in x 1 , . . . , x s . We must show that all α i = 0. Let ν be the valuation of the quotient field K of C[x 1 , . . . , x s ] which gives the restriction of ν e to K. Let π : Z → A s be a projective morphism of nonsingular toric varieties such that x 1 , . . . , x s are regular parameters in O Z,p , where p is the center of ν on Z. Let J be a (monomial) ideal in C[x 1 , . . . , x s ] whose blow up in A s is Z. By principalization of ideals (a particularly simple algorithm which is adequate for our purposes is given in [32] ), there exists a projective morphism of nonsingular toric varieties Λ : Z 1 → A s which is a product of blow ups of nonsingular varieties such that JO Z 1 is locally principal, and so Λ factors through π. Let I be a monomial ideal such that Z 1 is the blow up of I.
Let X 1 be obtained by blowing up I in a neighborhood of eX inX. Then O añ
is a SGMT (since Z 1 → A s is a morphism of toric varieties which is a product of blow ups of nonsingular varieties). Thus O Z 1 ,p 1 has regular parametersx 1 , . . . ,x s (where p 1 is the center of ν on Z 1 ) andx 1 , . . . ,x s , x s+1 , . . . , x n are regular parameters in O an
such that x i = s j=1x b ij j are monomials for 1 ≤ i ≤ s. Since Λ factors through π, and so there is a factorization
we must also have that the given GMT (3) is monomial.
Lemma 4.5. Suppose that x 1 , . . . , x s are independent and
, . . . , x ds(2) s are monomials with d i (j) ∈ N. Then there exists a (monomial) SGMT in x 1 , . . . , x s such that the ideal generated by M 1 and M 2 is principal in O an
Proof. Let ν be the valuation of the quotient field K of C[x 1 , . . . , x s ] which gives the restriction of ν e to K. Since x 1 , . . . , x s are independent, ν(x 1 ), . . . , ν(x s ) are rationally independent by Lemma 3.1. Let I be the ideal generated by
There exists a birational morphism of nonsingular toric varieties which is a product of blow ups of nonsingular subvarieties π : Z → A s such that IO Z is an invertible ideal sheaf. Let p 1 be the center of ν on Z. Since π is toric and ν(x 1 ), . . . , ν(x s ) are rationally independent, there exist regular parameters 
by (5). Thus we have a GMT
. . , x s , contradicting the independence of x 1 , . . . , x s since some α j = 0.
Lemma 4.7. Suppose that x 1 , . . . , x s are independent and x 1 , . . . , x s , x s+1 are dependent. Suppose that (3) is A GMT in x 1 , . . . , x s+1 such that some α j = 0. Then there are
and there is an expression
where 0 = α ∈ C, b ij , b j ∈ N and the s × s matrix (b ij ) has nonzero determinant. Further, the variables x 1 (1), . . . , x s (1) are independent.
..,x s+1 ) and K be the quotient field of R. Let (3) be a GMT in x 1 , . . . , x s , x s+1 which is not monomial and
We have a commutative diagram of injective local homomorphisms
The field K is also the quotient field of R 1 and R → R 1 is birational. Let ν be the restriction of ν e to K. We have that ν dominates R and ν dominates R 1 . Since all GMT in x 1 , . . . , x s are monomial, we must have that ν(x 1 ), . . . , ν(x s ) are rationally independent by Lemma 3.1. We have that
Thus after possibly interchanging the variables x 1 , . . . , x s+1 , we have that α 1 = . . . = α s = 0. Further, since our GMT (3) is not monomial, we must have that α s+1 = 0. Thus the s × s matrix consisting of the first s rows and columns of A = (a ij ) has rank s and ν(x 1 ), . . . , ν(x s ) are rationally independent. There exists λ i ∈ Q such that after replacing
, we obtain the expression of the GMT asserted in the lemma.
The values ν e (x 1 ), . . . , ν e (x s ) are rationally independent, and ν e (x s+1 + α s+1 ) = 0, so ν e (x 1 (1)), . . . , ν e (x s (1)) are rationally independent. Thus x 1 (1), . . . , x s (1) are independent.
The following lemma giving a Tschirnhaus transformation will be useful.
Lemma 4.8. Suppose that F ∈ C{{x 1 , . . . , x n }} and ord F (0, . . . , 0, x n ) = t ≥ 1. Then there exists Φ ∈ C{{x 1 , . . . , x n−1 }} such that setting x n = x n − Φ, we have that
Proof. By the implicit function theorem (cf. Section C.2.4 [41] ),
where u ∈ C{{x 1 , . . . , x n }} is a unit series and Φ ∈ C{{x 1 , . . . ,
is a unit in C{{x 1 , . . . , x n }}, giving (by (1)) the conclusions of the lemma.
Transformations
Suppose that ϕ : Y → X is a regular analytic morphism of complex analytic manifolds and e is anétoile over Y . We will also denote the inducedétoile on X by e.
Suppose thatỸ → Y ∈ e andX → X ∈ e give a morphismỸ →X. Assume that there exist regular parameters x 1 , . . . , x m in O añ X,eX and y 1 , . . . , y n in O añ Y ,eỸ such that y 1 , . . . , y s are independent but y 1 , . . . , y s , y i are dependent for all i with s + 1 ≤ i ≤ n, x 1 , . . . , x r are independent, and there is an expression for some l (6)
. .
We necessarily have that C = (c ij ) has rank r (by Lemma 3.1) with our assumptions.
Definition 5.1. We will say that the variables (x, y) = (x 1 , . . . , x m ; y 1 , . . . , y n ) are prepared of type (s, r, l) if all of the above conditions hold.
We will say that (s 1 , r 1 , r 1 + l 1 ) ≥ (s, r, r + l) if s 1 ≥ s, r 1 ≥ r and r 1 + l 1 ≥ r + l, and that (s 1 , r 1 , r 1 + l 1 ) > (s, r, r + l) if (s 1 , r 1 , r 1 + l 1 ) ≥ (s, r, r + l) and s 1 > s or r 1 > r or r 1 + l 1 > r + l.
We will perform transformations of the types 1) -10) below, which preserve the form (6) (and the regularity of the morphism of germs), giving an expression (7)
. . .
where x 
where Y →Ỹ → Y ∈ e and X →X → X ∈ e.
Further, we will have that x 1 (1), . . . , x r (1) are independent and y 1 (1), . . . , y s (1) are independent. So we either continue to have that y 1 (1), . . . , y s (1), y t (1) are dependent for all s + 1 ≤ t ≤ n or after rewriting (6), we have an increase in s, without decreasing r or r + l. In summary, we will have that the variables (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) ≥ (s, r, l).
Lemma 5.2. Suppose that (x, y) are prepared of type (s, r, l) and
is a GMT in x 1 , . . . , x r . Then there exists a SGMT
Proof. Let ν be the restriction of ν e to the quotient field K of C[y 1 , . . . , y s ], which contains
The values ν(y 1 ), . . . , ν(y s ) are rationally independent and ν(x 1 ), . . . , ν(x r ) are rationally independent by Lemma 3. subvarieties, such that JO W is locally principal, so that the rational map W Z is a morphism. Let q 1 be the center of ν on W . Since ν(y 1 ), . . . , ν(y s ) are rationally independent and Λ is toric, there exist regular parameters y 1 , . . . , y s in O W,q 1 and b ij ∈ N with det(b ij ) = ±1 such that
W is the blow up of a (monomial) ideal K in C[y 1 , . . . , y s ]. Let Y 1 →Ỹ be the blow up of K in a neighborhood of eỸ . Let e Y 1 be the center of e on Y 1 . Then y 1 , . . . , y s , y s+1 , . . . , y n are regular parameters in O an
, giving the conclusions of the lemma.
Lemma 5.3. Suppose that (x, y) are prepared of type (s, r, l), 1 ≤ m ≤ l and
with 0 = α ∈ C is a GMT. Then there exists a SGMT
such that the variables (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) ≥ (s, r, l).
Proof. Let x 1 , . . . , x n be the variables defined by (3) which lead to the variables x 1 (1), . . . , x n (1) of the statement of Lemma 5.3 by the analytic change of variables defined in Lemma 4.7. Let ν be the restriction of ν e to the quotient field K of C[y 1 , . . . , y s , y s+m ], which contains C[x 1 , . . . , x r , x r+m ]. Then ν(y 1 ), . . . , ν(y s ) are rationally independent by Lemma 3.1 and ν(y s+m ) = ν(x r+m ) is rationally dependent on ν(x 1 ), . . . , ν(x r ), hence ν(y s+m ) is rationally dependent on ν(y 1 ), . . . , ν(y s ). Let π : Z → A r+1 be a projective morphism of nonsingular toric varieties such that x 1 , . . . , x r , x r+m are regular parameters in O Z,p where p is the center of ν on Z. We have that
where 0 = α ∈ C.
Let J be a (monomial) ideal in C[x 1 , . . . , x r , x r+m ] whose blow up is Z. By principalization of ideals, there exists a toric projective morphism Λ : W → A s+1 which is a product of blow ups of non singular varieties such that JO W is locally principal. Let q 1 be the center of ν on W . Since ν(y 1 ), . . . , ν(y s ) are rationally independent, and Λ factors through Z, we have that O W,q 1 dominates O Z,p and O W,q 1 has regular parameters y 1 , . . . , y s , y s+m such that
where 0 = β ∈ C, b ij ∈ N and Det(b ij ) = ±1.
The variety W is the blow up of a monomial ideal K in C[y 1 , . . . , y s , y s+m ]. Let Y 1 →Ỹ be the blow up of K in a neighborhood of eỸ . Let e Y 1 be the center of e on Y 1 . Then y 1 , . . . , y s , y s+1 , . . . , y s+m−1 , y s+m , y s+m+1 , . . . , y n are regular parameters in O an
, we have the following relations between the variables x and x(1).
, we have the following relations between the variables y and y(1) of Lemma 4.74
We have expressions
r+m for 1 ≤ i ≤ r and
where (g ij ) = (a ij ) −1 and
s+m for 1 ≤ i ≤ s and
Substituting (6), we have
s+m for 1 ≤ i ≤ r and
We have
1 · · · y e is s (y s+m + β) e i,s+1 for 1 ≤ i ≤ r and
where (e ij ) = (d ij )(h ij ) −1 . Since ν(x r+m + α) = ν(y s+m + β) = 0 and ν(y 1 ), . . . , ν(y s ) are rationally independent we have that 0 = e r+1,1 = · · · = e r+1,s .
We then have that e s+1,s+1 = 0 since rank(e ij ) = r + 1. We have that e ij ≥ 0 for 1 ≤ i ≤ r + 1 and 1 ≤ j ≤ s + 1 since Λ factors through Z. We compute
Substituting (10) and (11) into (12), we obtain
We thus have an expression (after possibly replacing y s+m with its product times a root of unity) · · · y c r+1,s s u where u ∈ C{{y 1 , . . . , y n }} is a unit and
is a GMT in x 1 , . . . , x r , x r+m . Then there exists a SGMT
Proof. By Lemma 4.7, the GMT (x) → (x (1)) is determined by a monoidal transform
for 1 ≤ i ≤ r and
where det(g ij ) = ±1 and (13)
we have
The values ν e (y 1 ), . . . , ν e (y s ) are rationally independent by Lemma 3.1. Since
x r+m (1) = u λe r+1,r+1 − α ∈ C{{y 1 , . . . , y n }}. 
is a principal ideal.
for 1 ≤ i ≤ s and so we have an expression
is necessarily a Laurent monomial in y 1 (1), . . . , y s (1) for 1 ≤ i ≤ s, comparing with (13), we see that
Since x r+m (1) ∈ C{{y 1 (1), . . . , y n (1)}} by (14), we have attained the conclusions of the lemma.
Suppose that (x, y) are prepared of type (s, r, l). We will perform sequences of transformations of the following 10 types for 1 ≤ i ≤ 10 each of which will be called a transformation of type i) from the variables (x, y) to (x(1), y(1)). The variables x(1) and y(1) are respective regular parameters in O an X(1),e X (1) and O an
from the corresponding germs of regular analytic maps
where Y (1) →Ỹ → Y ∈ e and X(1) →X → X ∈ e. We have that (x(1), y(1)) is prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) ≥ (s, r, l) for all 10 types of transformations. The fact that none of s, r or r + l can go down after a transformation follows from Lemmas 4.2, 4.7 and 4.6. Existence of transformations of types 2) and 4) follow from Lemmas 5.2 and 5.3. A transformation of type 9) will be constructed in the proof of Theorem 7.8 (using Lemma 5.4). 1) A (necessarily monomial) SGMT in y 1 , . . . , y s ,
with Det(b ij ) = ±1. 2) A (necessarily monomial) SGMT in x 1 , . . . , x r followed by a (necessarily monomial) SGMT in y 1 , . . . , y s ,
with Det(a ij ) = ±1 and Det(b ij ) = ±1.
3) A change of variables x r+m (1) = x r+m − Φ for some m with 1 ≤ m ≤ l and Φ ∈ C{{x 1 , . . . , x r+m−1 }}, followed by a change of variables y s+m (1) = y s+m − Φ. 4) A SGMT in x 1 , . . . , x r , x r+m followed by a SGMT in y 1 , . . . . , y n }} and c i ∈ Q such that the form (6) is preserved. 9) A SGMT in x 1 , . . . , x r , x r+m followed by a SGMT in y 1 , . . . , y s (supposing that m > l and
bs s u where u ∈ C{{y 1 , . . . , y n }} is a unit),
for some 0 = α ∈ C, and In the following, we will assume that (s, r, l) is preserved by these transformations. If this does not hold, then we just start over again with the assumption of the higher (s, r, l). As these numbers cannot increase indefinitely, we will eventually reach a situation where they remain stable under the above transformations.
A sequence of transformations
will be called a sequence of transformations from (x, y) to (x(t), y(t)).
A decomposition of series
In this section, suppose that (x, y) are prepared of type (s, r, l).
. We will say that g is algebraic over
where a i 1 ,...,i s+l ∈ C is nonzero only if
. . , y s ] is algebraic over x 1 , . . . , x r . Then there exists a SGMT
br (1) with b i (1) ∈ N for all i.
Proof. Let ν be the restriction of ν e to the quotient field of C[y 1 , . . . , y s ]. We have
where M 1 and M 2 are monomials in x 1 , . . . , x r . We have that ν(M 1 ) ≥ ν(M 2 ). By Lemma 4.5, there exists a monmial SGMT in x 1 , . . . , x r such that the ideal generated by M 1 and M 2 in O an
Suppose that g ∈ C[[y 1 , . . . , y s+l ]]. As on page 1540 of [18] , we have an expression
where (17)
. . , y s+l }} by the criterion of (1).
Proposition 6.3. Suppose that Λ is fixed. Then there exists a SGMT of type 2), (x, y) → (x(1), y(1)), w 1 , . . . , w r ∈ N and d ∈ Z >0 such that
If [Λ] = 0, we further have
Proof. Write C = (C 1 , . . . , C s ) and let Φ : Q r → Q s be defined by Φ(v) = vC for v ∈ Q r . Φ is injective since C has rank r. Let G = Φ −1 (Z s ). For Λ = (λ 1 , . . . , λ s ) ∈ N s , define
For Λ ∈ N s , we have
and we have reindexed the g α = g vC+Λ in (17) as g v . Let
We have that P Λ is a rational polyhedral set in Q r whose associated cone is
Let W = Q r . We have that G is a lattice in W and P Λ is strongly convex. Thus M Λ = P Λ ∩ G is a finitely generated module over the semigroup I (cf. Theorem 7.1 [27] ). Let n = [G : Z r ]. We have that nx ∈ H for all x ∈ I. Gordan's Lemma (cf. Proposition 1, page 12 [30] ) implies that H and I are finitely generated semigroups. There exist w 1 , . . . , w l ∈ I which generate I as a semigroup and there exist v 1 , . . . , v a ∈ H which generated H as a semigroup. Then the finite set
generates I as an H-module. We thus have that M Λ is a finitely generated module over the semigroup H. Thus there exist u 1 , . . . ,
n j v j for some 1 ≤ i ≤ b and n 1 , . . . , n a ∈ N. Thus
where u i = (u i,1 , . . . , u i,r ) for 1 ≤ i ≤ b and v j = (v j,1 , . . . , v j,r ) for 1 ≤ j ≤ a. By Lemma 6.2 and Lemma 5.2, there exists a transformation of type 2) such that for 1 ≤ j ≤ a,
with (v (1) j,1 , . . . , v(1) j,r ) ∈ N r for 1 ≤ j ≤ a. We then have expressions of all Λ = (λ 1 , . . . , λ s ) ∈ N s , where u 1 , . . . , u b ∈ Q r depend only on Λ,
where
If Λ = 0, we have M Λ = I so that x
is a monomial in y 1 , . . . , y s for 1 ≤ i ≤ b, so we can construct a transformation of type 2), (x, y) → (x(1), y(1)) so that we also have that the u i (1) satisfy u i (1) ∈ Q r ≥0 for 1 ≤ i ≤ b. Now let d be a common denominator of the coefficients of the u i (1) for 1 ≤ i ≤ b. If [Λ] = 0, we have that
Lemma 6.4. Suppose that f ∈ C{{x 1 , . . . , x m }} is algebraic over x 1 , . . . , x r+l . Then
Proof. By Proposition 6.3 and by the criterion of (1), there exists a monomial GMT (19)
with Det(a ij (1)) = ±1 and d ∈ Z + such that
where ω is a primitive complex d-th root of unity. We have that f is integral over C{{x 1 (1), . . . , x r (1), x r+1 , . . . , x r+l }} since f is a root of g(z) = 0. But f ∈ C{{x 1 (1), . . . , x r (1), x r+1 , . . . , x m }} and C{{x 1 (1), . . . , x r (1), x r+1 , . . . , x r+l }} is integrally closed in C{{x 1 (1), . . . , x r (1), x r+1 , . . . , x m }} so f ∈ C{{x 1 (1), . . . , x r (1), x r+1 , . . . , x r+l }}. Substituting (19) into the series expansion of f in terms of x 1 , . . . , x m we obtain that f ∈ C{{x 1 , . . . , x r+l }}.
The proof for the case f ∈ C[[x 1 , . . . , x m ]] is the same. Proof. We will prove (20) in the case of a transformation of type 4). The other cases are simpler. With the notation of (17), we have expansions 
We showed in the proof of Lemma 5.3 (where (e ij ) is defined) that
We have that
We obtain that and so
Since A and B are invertible with integral coefficients, we have from (22) that for α, β ∈ Z s ,α − β ∈ Q r C ∩ Z s if and only if αB − βB ∈ Q r C(1) ∩ Z s , from which we obtain (20).
Monomialization
Lemma 7.1. Suppose that the variables (x, y) are prepared of type (s, r, l) and there exists t with r < t ≤ l such that x 1 , . . . , x r , x t are independent. Then there exists a transformation of type 6) with m = t − s, possibly followed by a tranformation of type 8) (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 2 ) > (s, r, l).
Proof. Without loss of generality, we may assume that t = r + 1. Since y 1 , . . . , y s are independent and y 1 , . . . , y s , y s+1 are dependent, there exists by Lemmas 4.7 and 4.4 a SGMT (y) → (y(1)) (a transformation of type 6) with m = t − s) defined by
This gives us an expression
If s 1 > s we are done. Otherwise, we must have that
since x 1 , . . . , x r+1 are independent. Thus after making a change of variables in y 1 , . . . , y s (a transformation of type 8)) with γ = (y s+1 (1) + α)) we obtain an increase r 1 > r (and (s 1 , r 1 , l 1 ) > (s, r, l)).
Lemma 7.2. Suppose that (x, y) are prepared of type (s, r, l) and g ∈ C{{x 1 , . . . , x r+l }}. Then either there exists a sequence of transformations (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) > (s, r, l) or there exists a sequence of transformations of the types 2) -4) (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) = (s, r, l) and we have an expression
with u ∈ C{{x 1 (1), . . . , x r+l (1)}} a unit.
Proof. In the course of the proof, we may assume that all transformations do not lead to an increase in (s, r, l). We will establish the lemma by induction on t with g ∈ C{{x 1 , . . . , x t }} for r ≤ t ≤ r + l. We will establish the lemma then with the further restriction that all transformations of types 3) and 4) have m ≤ t − r and we will obtain u ∈ C{{x 1 (1), . . . , x t (1)}}.
We first prove the lemma for t = r, so suppose g ∈ C{{x 1 , . . . , x r }}. Expand
r with a i 1 ,...,ir ∈ C. Let I be the ideal I = (x
..,ir = 0). The ideal I is generated by x
for some i 1 (1), . . . , i r (k) with k ∈ Z >0 . By performing a transformation of type 2) (x, y) → (x(1), y(1)) we may principalize the ideal I (by Lemma 4.5). Suppose that x 1 (1) a 1 · · · x r (1) ar is a generator of IO an
X(1),e X(1)
. Then since x 1 , . . . , x r are independent, we have that g = x 1 (1) a 1 · · · x r (1) ar u where u ∈ C{{x 1 (1), . . . , x r (1)}} is a unit, obtaining the conclusions of the lemma when t = r. Now suppose that l + r ≥ t > r, g ∈ C{{x 1 , . . . , x t }} and the lemma is true in C{{x 1 , . . . , x t−1 }}. We may then assume that g ∈ C{{x 1 , . . . , x t }} \ C{{x 1 , . . . , x t−1 }}. Expand
Suppose that σ 0 , . . . , σ k generate the ideal I = (σ i | i ∈ N). By induction on t, there exists a sequence of transformations of types 2) -4) (x, y) → (x(1), y(1)) (with m ≤ t − r − 1 in transformations of types 3) and 4)) such that for 0 ≤ i ≤ k, either σ i = 0 or
for some a i j ∈ N and unit u i ∈ C{{x 1 (1), . . . , x t−1 (1)}}. Then after a transformation of type 2) (which we incorporate into (x, y) → (x(1), y(1))), we obtain (by Lemma 4.5) that IO an X(1),e X (1) is principal and generated by x 1 (1) a i 1 · · · x r (1) a i r for some i. Then we have an expression
where F ∈ C{{x 1 (1), . . . , x t (1)}} and h := ord F (0, . . . , 0, x t (1)) < ∞. If h = 0 we have the conclusions of the lemma, so suppose that h > 0. By Lemma 4.8, there exists a change of variables in x t (1) (inducing a transformation of type 3) with m = t − r) such that F has an expression
with τ 0 ∈ C{{x 1 (1), . . . , x t (1)}} a unit and τ i ∈ C{{x 1 (1), . . . , x t−1 (1)}} for 2 ≤ i ≤ h. By induction on t, we can perform a sequence of transformations of types 2) -4) (x(1), y(1)) → (x(2), y(2)) (with m ≤ t − r − 1 in transformations of types 3) and 4)) such that for 2 ≤ i ≤ h,
a i r τ i where τ i ∈ C{{x 1 (2), . . . , x t−1 (2)}} is either zero or a unit series. We can assume by Lemma 7.1 that x 1 (2), . . . , x r (2), x t (1) are dependent. Now perform by Lemma 5.3 a transformation of type 4) (x(2), y(2)) → (x(3), y(3)) with m = t − r and substitute into (23) to get an expression
b h r with 0 = α ∈ C. Now perform a transformation of type 2) (which we incorporate into (x(2), y(2)) → (x(3), y(3))) to principalize the ideal
We then have an expression
where ord F (0, . . . , 0, x t (3)) < h. By induction on h, we eventually reach the conclusions of the lemma for g ∈ C{{x 1 , . . . , x t }}. The lemma now follows from induction on t.
Lemma 7.3. Suppose that (x, y) are prepared of type (s, r, l) and g ∈ C{{y 1 , . . . , y s+l }}.
Then either there exists a sequence of transformations (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) > (s, r, l) or there exists a sequence of transformations of the types 1) -4) (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) = (s, r, l) and we have an expression
with u ∈ C{{y 1 (1) , . . . , y s+l (1)}} a unit.
Proof. We will perform a sequence of transformations which we may assume do not lead to an increase in (s, r, l).
Let g have the expression (16). Let J be the ideal in O añ

Y ,eỸ
defined by
J is generated by
After performing a transformation of type 2) (x, y) → (x(1), y (1)) we obtain expressions
for 1 ≤ i ≤ t of the form of (18) Let ω be a complex primitive d-th root of unity, and for 1 ≤ j ≤ t, let
By Lemma 7.2, there exists a sequence of transformations of types 2) -4) (x(1), y(1)) → (x(2), y(2)) such that f = x 1 (2) m 1 · · · x r (2) mr u where u ∈ C{{x 1 (2), . . . , x r+l (2)}} is a unit series. Thus each ε [Λ i ] has such a form,
for 1 ≤ i ≤ t where u i ∈ C{{x 1 (2), . . . , x r+l (2)}} is a unit. Let K be the quotient field of R = C{{y 1 (2), . . . , y s+l (2)}}. We have
We also have C{{y 1 (2) , . . . , y s+l (2)}} are unit series and thus
for 1 ≤ i ≤ t where u i ∈ C{{y 1 , . . . , y s+l }} are unit series. Now perform a transformation of type 1) to principalize the ideal J = (y 1 (2) 
Then we have the desired conclusion for g by (20) in Lemma 6.5.
Lemma 7.4. Suppose that (x, y) are prepared of type (s, r, l) and g ∈ C{{y 1 , . . . , y s+l }}. Then either there exists a sequence of transformations (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) > (s, r, l) or there exists a sequence of transformations of the types 1) -4) and 8) (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) = (s, r, l) and either g is algebraic over x 1 (1), . . . , x r+l (1) or Lemma 7.5. Suppose that (x, y) are prepared of type (s, r, l) and g ∈ C{{y 1 , . . . , y t }} with s + l ≤ t ≤ n. Then either there exists a sequence of transformations (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) > (s, r, l) or there exists a sequence of transformations of the types 1) -6) (x, y) → (x(1), y(1)) (with l < m ≤ t − s in transformations of type 5) -6)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) = (s, r, l) and
with u ∈ C{{y 1 (1), . . . , y t (1)}} a unit.
Proof. We will perform a sequence of transformations which we may assume do not lead to an increase in (s, r, l). The proof is by induction on t with s + l ≤ t ≤ n, with g ∈ C{{x 1 , . . . , x t }}. The case t = s + l is proven in Lemma 7.3. Thus we may assume that t > s + l.
where σ i ∈ C{{y 1 , . . . , y t−1 }}. Let I = (σ i | i ≥ 0). There exist σ 0 , . . . , σ k which generate I. by induction, there exist a sequence of transformations of the types 1) -6) (x, y) → (x(1), y(1)) (with l < m ≤ t−1−s whenever a transformation of type 5) or 6) is performed) such that
for 0 ≤ j ≤ k where u j ∈ C{{y 1 (1), . . . , y t−1 (1)}} is a unit or zero. Now perform a transformation of type 1) (which we incorporate into (x, y) → (x(1), y(1))) to make I principal. Then we have an expression g = y 1 (1) m 1 · · · y s (1) ms g where h = ord(g(0, . . . , 0, y t (1)) < ∞.
If h = 0 we are done. We will now proceed by induction on h. By Lemma 4.8, we can perform a transformation of type 5), replacing y t (1) with y t (1) − Φ for an appropriate Φ ∈ C{{y 1 (1) , . . . , y t−1 (1)}}, to obtain an expression
with τ 0 ∈ C{{y 1 (1), . . . , y t (1)}} a unit series and τ i ∈ C{{y 1 (1) , . . . , y t−1 (1)}} for 1 ≤ i ≤ h. By induction on t, we may construct a sequence of transformations of type 1) -6) (x(1), y(1)) → (x(2), y(2)) (with m ≤ t − 1 − s whenever a transformation of type 5) or 6) is performed) such that for 2 ≤ i ≤ h, whenever τ i is nonzero, it has an expression C{{y 1 (2) , . . . , y t−1 (2)}} is a unit series. Since y t (2) is dependent on y 1 (2), . . . , y s (2), there exists a transformation of type 6) (x(2), y(2)) → (x(3), y(3)) with m = t, which we perform. Substituting into (24), we obtain
s u h (with 0 = α ∈ C). Now perform a transformation of type 1) (which we incorporate into (x(2), y(2)) → (x(3), y(3))) to principalize the ideal with ord(g(0, . . . , y t (3))) < h. By induction on h, we obtain the conclusions of the lemma. Lemma 7.6. Suppose that (x, y) are prepared of type (s, r, l) and g ∈ C{{y 1 , . . . , y t }} \ C{{y 1 , . . . , y s+l }} with s + l < t ≤ n. Then either there exists a sequence of transformations (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) > (s, r, l) or there exists a sequence of transformations of the types 1) -7) (x, y) → (x(1), y(1)) (with m ≤ t − s in transformations of types 5) -7)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) = (s, r, l) and
Proof. We will perform a sequence of transformations which we may assume do not lead to an increase in (s, r, l). Write g = i≥0 σ i y i t with σ i ∈ C{{y 1 , . . . , y t }}. Let I be the ideal I = (σ i | i > 0). Suppose that I is generated by σ 1 , . . . , σ k . By Lemma 7.5, there exist a sequence of transformations of types 1) -6) (x, y) → (x(1), y(1)) (with m ≤ t − s − 1 if a tranformation of type 5) or 6) is performed) such that for 1 ≤ j ≤ k,
with u j ∈ C{{y 1 (1), . . . , y t−1 (1)}} a unit (or zero). By induction on t in Lemma 7.6, there exists a sequence of transformations of types 1) -7) (x(1), y(1)) → (x(2), y(2)) (with m ≤ t − s − 1 if a transformation of type 5), 6) or 7) is performed) such that (25) σ
with P 0 ∈ C{{y 1 (2), . . . , y s+l (2)}}. Case (25) can only occur if t > s + l + 1. Let J be the ideal IO an
if (26) holds. J is generated by monomials in y 1 (2) , . . . , y s (2). There exists a transformation of type 1) (x(2), y(2)) → (x(3), y(3)) such that JO an X(3),e X (3) is principal by Lemma 4.5, so
where u is zero or 1, P 0 ∈ C{{y 1 (3) , . . . , y s+l (3)}} and g ∈ C{{y 1 (3) , . . . , y t (3)}} is not divisible by y 1 (3) , . . . , y s (3). If ord g(0, . . . , 0, y t−1 (3), 0) = 1 we set y t (3) = g and y t−1 (3) = y t (3) (a composition of transformations of type 7) and 5)) to get the conclusions of Lemma 7.6. Otherwise, we have 0 < ord g(0, . . . , 0, y t (3)) < ∞.
Now suppose that
(27)
where P ∈ C{{y 1 (3), . . . , y s+l (3)}}, F ∈ C{{y 1 (3), . . . , y t (3)}} is such that the power series expansion of
If h = 1, we can set y t (3) = F (a transformation of type 5)) to get the conclusions of Lemma 7.6 for g. Suppose that h > 1. By Lemma 4.8, we can make a change of variables, replacing y t (3) with y t (3) − Φ for an appropriate Φ ∈ C{{y 1 (3), . . . , y t−1 (3)}} (a transformation of type 5)) to get an expression
where τ 0 ∈ C{{y 1 (3), . . . , y t (3)}} is a unit and τ i ∈ C{{y 1 (3), . . . , y t−1 (3)}} for 2 ≤ i ≤ h. By Lemma 7.5, there exists a sequence of transformations of types 1) -6) (x(3), y(3)) → (x(4), y(4)) (with m < t−s for transformations of types 5) -6)) such that for 2 ≤ i ≤ h−1,
with u i ∈ C{{y 1 (4), . . . , y t−1 (4)}} either a unit or zero. By induction on t in Lemma 7.6, there exists a sequence of transformations of types 1) -7) (x(4), y(4)) → (x(5), y(5)) (with m < t − s for transformations of types 5) -7)) such that we further have that
where u is zero or 1 and P 0 ∈ C{{y 1 (5), . . . , y s+l (5)}}. Since y t (5) is dependent on y 1 (5), . . . , y s (5), there exists a transformation of type 6) (x(5), y(5)) → (x(6), y(6)) with m = t − s. Perform it and substitute into (28) to get
Now perform a transformation of type 1) (x(6), y(6)) → (x(7), y (7)) to principalize the ideal
We obtain an expression
es F where F (y 1 (7) , . . . , y s+l (7), 0, . . . , 0) ∈ C{{y 1 (7), . . . , y s+l (7)}} and y 1 (7) F (y 1 (7) , . . . , y s (7), 0, . . . , 0)) is such that y i (7) | F for 1 ≤ i ≤ s. We either have ord F (0, . . . , 0, y t−1 (7), 0) = 1 or 1 ≤ ord F (0, . . . , 0, y t (7)) < h. In the first case, set y t (7) = F and y t−1 (7) = y t (7) (a composition of transformations of type 7) and 5)) to get the conclusions of Lemma 7.6. Otherwise we have a reduction in h in (27) . By induction in h we will eventually get the conclusions of Lemma 7.6.
Theorem 7.7. Suppose that (x, y) are prepared of type (s, r, l) with r + l < m. Then either there exists a sequence of transformations (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) > (s, r, l) or there exists a sequence of transformations of types 1) -8) (x, y) → (x(1), y(1)) such that (x(1), y(1)) are prepared of type (s 1 , r 1 , l 1 ) with (s 1 , r 1 , l 1 ) = (s, r, l) and we have an expression
with P algebraic over x 1 (1), . . . , x r+l (1) and
or we have an expression
with P algebraic over x 1 (1), . . . , x r+l (1).
Proof. We will construct a sequence of transformations such that either we obtain an increase in (s, r, l), or we obtain the conclusions of theorem 7.7. We may thus assume that all transformations in the course of our proof do not give an increase in (s, r, l). We have that x r+l+1 is not algebraic over x 1 , . . . , x r+l by Lemma 6.4. First suppose that x r+l+1 ∈ C{{y 1 , . . . , y s+l }}. Then there exists a sequence of transformations of types 1) -4) and 8) such that the conclusions of Lemma 7.4 hold, giving an expression (30) of the conclusions of Theorem 7.7, since x r+l+1 is not algebraic over x 1 (1), . . . , x r+l (1) by Lemma 6.5. Now suppose that x r+l+1 ∈ C{{y 1 , . . . , y s+l }}. Then by Lemma 7.6, there exists a sequence of transformations of types 1) -7) (x, y) → (x(1), y(1)) such that we have an expression (32) x r+l+1 (1) =P + y 1 (1)
as y s+l+1 (1) withP ∈ C{{y 1 (1), . . . , y s+l (1)}}. Then by Lemma 7.4, there exists a sequence of transformations 1) -4) and 8) (x(1), y(1)) → (x(2), y(2)) such that we have an expression (32)
where P ′ is algebraic over x 1 (2), . . . , x r+l (2) and y 1 (2) b 1 · · · y s (2) bs is not algebraic over x 1 (2), . . . , x r (2) and u is 0 or 1. If u = 0 we have achieved the conclusions of (31) of Theorem 7.7, so assume that u = 1. Now (by Lemma 4.5) perform a transformation of type 1) (x(2), y(2)) → (x(3), y (3)) to principalize the ideal
), since we have the condi- (so that y 1 (1) a 1 · · · y s (1) as properly divides
) we have an expression
with F ∈ C{{y 1 (3) , . . . , y s (3), y s+l+1 (3)}} such that ord F (0, . . . , 0, y s+l+1 (3)) = 1. Replacing y s+l+1 (3) with F (a transformation of type 5)) we get an expression of the form (31) of the conclusions of Theorem 7.7. Proof. We may assume that all transformations of type 1) -10) in the course of our proof do not give an increase in (s, r, l); otherwise we have obtained the conclusions of the theorem and we can terminate our algorithms. By Theorem 7.7, there exists a sequence of transformations of types 1) -8) (x, y) → (x(0), y(0)) such that we have an expression
with P algebraic over x 1 (i), . . . , x r+l (i) and y 1 (i) d 1 · · · y s (i) ds not algebraic over x 1 (i), . . . , x r (i) or we have an expression
with P algebraic over x 1 (i), . . . , x r+l (i). We will preform sequences of transformations (x, y) → (x(i), y(i)) in the course of this proof which preserve the respective expressions (33) or (34) .
There exists a transformation of type 2) (x(0), y(0)) → (x(1), y(1)) such that P ∈ C{{x 1 (1) (1), . . . , x r+l (1)}} for some d by Proposition 6.3. The decomposition (16) of P is P = h [0] since P is algebraic over x 1 (1), . . . , x r+l (1). Let ω be a primitive d-th root of unity in C. Let
for all i 1 , . . . , i r since
Since P ∈ C{{y 1 (1), . . . , y s+l (1)}}, we have that S i 1 ,...,ir ∈ C{{y 1 (1), . . . , y s+l (1)} for all i 1 , . . . , i r . Further, S i 1 ,...,ir is algebraic over x 1 (1), . . . , x r+l (1) for all i 1 , . . . , i r since P is. 
where u ∈ C{{x 1 (2), . . . , x r+l (2)}} is a unit. Now P divides R in C{{y 1 (2) , . . . , y r+l (2)}}, so we have that
msũ whereũ ∈ C{{y 1 (2), . . . , y s+l (2)}} is a unit and by Lemma 6.5 and since P is algebraic over x 1 (2), . . . , x r+l (2), we have that y 1 (2) m 1 · · · y s (2) ms is algebraic over x 1 (1), . . . , x r (2). Set
We have that 0 < t ≤ d r . Set
which are algebraic over x 1 (2), . . . , x r+l (2). By the argument leading to (35), we can construct a sequence of transformations of types 2) -4) (x(2), y(2)) → (x(3), y(3)) which preserve the expressions (35), (36) and the expression (33) or (34) (in the variables x(3) and y(3)) such that for all I = (i 1 , . . . , i r ),
where u I ∈ C{{y 1 (3), . . . , y s+l (3)}} are units and y 1 (3) n I 1 · · · y s (3) n I s are algebraic over x 1 (3), . . . , x r (3). After a transformation of type 1) (x(3), y(3)) → (x(4), y(4)), we can principalize the ideals (y 1 (3
for all I (by Lemma 4.5), giving us the possibilities
where u ∈ C{{y 1 (4), . . . , y s+l (4)}} is a unit and
where u ∈ C{{y 1 (4), . . . , y s+l (4)}} is a unit and y 1 (0) d 1 · · · y s (0) ds is not algebraic over x 1 (4), . . . , x r (4) if (33) holds and giving us the possibilities
where G I ∈ C{{y 1 (4), . . . , y s+l (4)}} is a unit and y 1 (3) n I 1 · · · y s (3) n I s is algebraic over x 1 (4), . . . , x r (4) or
where G I ∈ C{{y 1 (4), . . . , y s+l (4)}} satisfies ord G I (0, . . . , y r+l+1 (4)) = 1 if (34) holds. We have that
ds in case (33) and
in case (34) . We thus have
where u ∈ C{{y 1 (4), . . . , y s+l (4)}} is a unit and y 1 (4) m 1 · · · y s (4) ms is not algebraic over x 1 (4), . . . , x r (4) in case (33) and
where for all I, G I ∈ C{{y 1 (4), . . . , y s+l+1 (4)}} satisfies ord G I (0, . . . , 0, y s+l+1 (4)) = 1 or 0 in case (34) . Suppose that there exists Φ ∈ C{{x 1 (4), . . . , x r+l (4)}} such that
where λ ∈ Z >0 andũ ∈ C{{x 1 (4), . . . , x r+l+1 (4)}} is a unit series. Then we have an expression
where Q := x r+l+1 (4) − P has the expression (34) and P ′ is algebraic over x 1 (4), . . . , x r+l (4). By Lemma 7.3, there exists a sequence of transformations of types 1) -4) (x(4), y(4)) → (x(5), y(5)) such that
where u ′ ∈ C{{y 1 (5), . . . , y s+l (5)}} is a unit series. We have that y 1 (5) a 1 · · · y s (5) as is algebraic over x 1 (5), . . . , x r (5) by Lemma 6.5. By Lemma 4.5, after a transformation of type 1) (x(5), y(5)) → (x(6), y(6)) we have that in the case when (33) holds,
withû ∈ C{{y 1 (6), . . . , y s+l (6)}} a unit and in the case when (34) holds, we have (43)
. . , y s+l (6)}} a unit and y 1 (6) n 1 · · · y s (6) ns algebraic over x 1 (6), . . . , x r+l (6), or y 1 (6) n 1 · · · y s (6) ns F with F ∈ C{{y 1 (6), . . . , y s+l+1 (6)}} such that ord F (0, . . . , 0, y s+l+1 (6)) = 1
If Case (33) holds, we have from comparison of the equations (42), (39) and (41) that
where y 1 (4) m 1 · · · y s (4) ms is not algebraic over x 1 (6), . . . , x r+l (6). Thus y 1 (6) n 1 · · · y s (6) ns is also not algebraic over x 1 (6), . . . , x r+l (6). Making a change of variables replacing x r+l+1 (6) with x r+l+1 (6) − Φ and y 1 (6), . . . , y s (6) with their products by appropriate units in C{{y 1 (6), . . . , y s+l+1 (6)}} (transformations of types 8) and 10)), we get
ns with y 1 (6) n 1 · · · y s (6) ns not algebraic over x 1 (6), . . . , x r (6) obtaining an increase in r (and (s, r, l)), and so we have achieved the conclusions of Theorem 7.8. If case (34) holds, then (40) , (43) and (41) hold, so we have that
where F ∈ C{{y 1 (6), . . . , y s+l+1 (6)}} satisfies ord F (0, . . . , 0, y s+l+1 (6)) = 1. Then making changes of variables, replacing y n+l+1 (6) with F and x r+1+1 (6) with x r+l+1 (6) − Φ (transformations of types 5) and 10)), we have
If y 1 (6), . . . , y s (6), y s+l+1 (6) are independent, we have an increase in s (and (s, r, l)). Otherwise, we perform a SGMT in y 1 (6), . . . , y s (6), y s+l+1 (6) giving a transformation of type 6) (x(6), y(6)) → (x(7), y(7)) such that
bs (y s+l+1 (7) + α)
bs is not algebraic over x 1 (7), . . . , x r+l (7), then we can make a change of variables in y 1 (7), . . . , y s (7), (a transformation of type 8) (x(7), y(7)) → (x(8), y(8))), giving an expression
thus giving an increase in r (and (s, r, l)). If y 1 (7) b 1 · · · y s (7) bs is algebraic over x 1 (7), . . . , x r+l (7), then ν e (x r+l+1 (7)) is rationally dependent on ν e (x 1 (7)), . . . , ν e (x r+l (7)), and so x r+l+1 (7) is dependent on x 1 (7), . . . , x r+l (7) by Lemma 3.1. Thus by Lemma 4.7, there exists a SGMT (x(7)) → (x(8)) defined by
with 0 = β ∈ C. By Lemma 5.4, we can extend the SGMT (x(7)) → (x(8)) to a transformation (x(7), y(7)) → (x(8), y(8)) of type 9) (where (y(7)) → (y(8)) is a SGMT in y 1 (7), . . . , y s (7)). We have
The values ν e (y 1 (8)) , . . . , ν e (y s (8)) are rationally independent by Lemma 3.1, so (a r+1,1 , . . . , a r+1,r )    c 11 (8) · · · c 1s (8) . . .
and α = β, so x r+l+1 (8) = y r+l+1 (8) , giving an increase in r (and (s, r, l) ).
In all cases, we have reached the conclusions of Theorem 7.8 (under the assumption that (41) holds). Now suppose that an expression (41) does not hold. Then t > 1 in (37) (by the implicit function theorem). By Lemma 4.8, we can make a change of variables, replacing x r+l+1 (4) with x r+l+1 (4) − Φ for some Φ ∈ C{{x 1 (4), . . . , x r+l (4)}} (a transformation of type 10)) to get an expression
where τ 0 ∈ C{{x 1 (4), . . . , x r+l+1 (4)}} is a unit and τ i ∈ C{{x 1 (4), . . . , x r+l (4)}}. If all τ i = 0 for i ≥ 2 then we are in case (41), so we may suppose that some τ i = 0 with i ≥ 2. By Lemma 7.2, there exists a sequence of transformations of types 1) -4) (x(4), y(4)) → (x(5), y(5)) making
for 2 ≤ i, where u i ∈ C{{x 1 (5), . . . , x s+l (5)}} is either a unit or zero. The forms of equations (33) and (39) or of (34) and (40) (in the variables x(5) and y(5)) are preserved by these transformations. Now apply the argument following (41) to x r+l+1 (5) (in the place of x r+l+1 (4) − Φ in (41)) to construct a sequence of transformations of types 1) -4) (x(5), y(5)) → (x(6), y(6)) to get in the case when (33) holds, (45) x r+l+1 (6) = y 1 (6) n 1 · · · y s (6) nsû withû ∈ C{{y 1 (6), . . . , y s+l (6)}} a unit and in the case when (34) holds, we have (46)
Suppose that (33) and (45) hold and y 1 (6) n 1 · · · y s (6) ns is not algebraic over x 1 (6), . . . , x r+l (6). Then after a transformation of type 8) we have an expression
giving us an increase in r (and (s, r, l)) in (6), so we have obtained the conclusions of Theorem 7.8. Suppose that (34) and (46) hold, and we have that x r+l+1 (6) = y 1 (6) n 1 · · · y s (6) ns F with ord F (0, . . . , 0, y n+l+1 (6)) = 1.
Then replacing y s+l+1 (6) with F (a transformation of type 5)), we have relations (6) with
If y 1 (6), . . . , y s (6), y s+l+1 (6) are independent, we have an increase in s (and in (s, r, l)), and we have achieved the conclusions of Theorem 7.8, so we may suppose that y 1 (6), . . . , y s (6), y s+l+1 (6) are dependent. If x 1 (6), . . . , x r (6), x r+l+1 (6) are independent, then we perform a transformation of type 6) (x(6), y(6)) → (x(7), y(7)) (with m = l + 1) to get x r+l+1 (7) = y 1 (7) n 1 · · · y s (7) ns (y s+l+1 (7) + α) with 0 = α ∈ C. Since x 1 (7), . . . , x r (7), x r+l+1 (7) are independent (and so ν e (x 1 (7)), . . . , ν e (x r (7)), . . . , ν e (x r+l+1 (7)) are rationally independent), we must have that y 1 (7) n 1 · · · y s (7) ns is not algebraic over x 1 (7), . . . , x r (7). Thus after a change of variables, multiplying y i (7) by an appropriate unit for 1 ≤ i ≤ s (a transformation of type 8)), we obtain an expression (6) , with an increase in r (and (s, r, l) ).
The remaining case in (45) and (46) is when we have an expression
whereû ∈ C{{y 1 (6), . . . , y s+l+1 (6)}} is a unit and y 1 (6) m 1 · · · y s (6) m s is algebraic over x 1 (6), . . . , x r+l (6). We will presume that this case holds.
From (47), we see that ν e (x r+l+1 (6)) is rationally dependent on ν e (x 1 (6)), . . . , ν e (x r (6)), so by Lemma 3.1, x r+l+1 (6) is dependent on x 1 (6), . . . , x r (6). Thus there exists by Lemma 4.7 a SGMT (48) x 1 (6) = x 1 (7) a 11 (7) · · · x r (7) a 1r (7) . . .
x r (6) = x 1 (7) a r1 (7) · · · x r (7) arr (7) x r+l+1 (6) = x 1 (7) a 1 (7) · · · x r (7) ar (7) (x r+l+1 (7) + α) with 0 = α ∈ C. Substituting into (44) and performing a (monomial) SGMT in x 1 (7), . . . , x r (7) (which we incorporate into x(6) → x(7)) we obtain an expression g = x 1 (7) b 1 · · · x s (7) bs g where (49) ord g(0, . . . , 0, x r+l+1 (7)) < t.
By Lemma 5.4, we can extend the SGMT (x(6)) → (x(7)) to a transformation (x(6), y(6)) → (x(7), y(7)) of type 9) (where (y(6)) → (y (7)) is a SGMT in y 1 (6), . . . , y s (6)).
Writing g = x 1 (7) −b 1 · · · x s (7) −bs g, we see from (39) or (40) that g is not a unit in C{{y 1 (7) , . . . , y s+l+1 (7)}}. Thus ord g(0, . . . , 0, x r+l+1 (7)) > 0. Now x r+l+1 (7) continues to have a form (33) or (34) , and g has a form (39) (if (33) holds) or a form (40) (if (34) holds), in terms of the variables x(7), y(7). Thus we are in the situation after (40) (replacing g with g), but by (49), we have a reduction of t in (37) . By induction in t, continuing to run the algorithm following (40), we must eventually obtain the conclusions of Theorem 7.8.
Proof of Theorem 1.2: Let x 1 , . . . , x m be regular parameters in O an X,e X and y 1 , . . . , y n be regular parameters in O an Y,ey . After reindexing the y i we may assume that s ≥ 1 is such that y 1 , . . . , y s are independent and y 1 , . . . , y s , y i are dependent for all i with s + 1 ≤ i ≤ n. Then (x, y) are prepared of type (s, 0, 0). By successive application of Theorem 7.8, we construct a sequence of transformations (x, y) → (x ′ , y ′ ) such that r ′ + l ′ = m, giving the conclusions of the theorem.
Proof of Theorem 1.3: Replacing Y with a relatively compact neighborhood of p in Y and X with a relatively compact neighborhood of ϕ(p) in X, we reduce by Hironaka's theorem on resolution of singularities of complex analytic spaces [36] , [6] , to the case when ϕ : Y → X is a regular morphism of complex analytic manifolds.
Let E Y be the voûteétoilée over Y , with canonical map P Y : E Y → Y defined by P Y (e) = e Y . We summarized in Section 2 properties of E Y which we require in this proof. By Theorem 1.2, for each e ∈ E Y we have a commutative diagram Y (K). The set K ′ is compact since P Y is proper (Theorem 3.4 [38] ). The sets E πe give an open cover of K ′ , so there is a finite subcover, which we reindex as E πe 1 , . . . , E πe t . For 1 ≤ i ≤ t, let K i be the closure of V e i in Y e i which is compact. Since P Y is surjective and continuous, we have inclusions of compact sets
giving the conclusions of the theorem.
Monomialization of real analytic maps
In this section we prove Theorem 1.4. We will need the following extension of Theorem 1.2. We use the method of complexifications of real analytic spaces developed in [37] . Either all e W i (and e V i ) are real points in the diagram (50), andφ e and ϕ e are monomial morphisms or eỸ e is not a real point, and Y e is the empty set.
Proof. We inductively construct the diagram (50) of local blow ups as in the proof of Theorem 1.2, with the following differences. If after construction of the local blow up W i → W i−1 we find that e W i is not a real point then we take a neighborhood U of e W i which contains no real points and set W i+1 to be the (disjoint) union of U and σ(U ) where σ is the auto conjugation of W i . We then terminate the algorithm, settingỸ e = W i+1 and X e = V i .
In our inductive construction of (50), as long as e W j are real points for j ≤ i, the sequences of local blow ups in (50) are complexifications of sequences of real local blow ups of nonsingular real analytic subvarieties. This follows from the algorithms of Theorem 1.2, as we then work within the rings The only modification which needs to be made in the algorithm (since we assume all centers of e are real) is that a little more care is needed when taking roots of unit series. For instance, in Lemma 4.6, we must insist that the constant term of the unit γ is positive. This leads to the introduction of factors of ±1 in the equations of Lemmas 4.7, 5.3 and 5.4. To preserve the monomial form (7), we may have to then replace some of the y j (1) with their negatives −y j (1) and some of the x i (1) with their negatives −x i (1).
We now give the proof of Theorem 1.4. Replacing X with a relatively compact neighborhood of ϕ(p) in X and Y with a relatively compact neighborhood of p in Y we reduce by resolution of singularities (Theorem 5.10 [37] or [8] ) to the case when X and Y are nonsingular. LetỸ →X be a complexification of ϕ.
Suppose that e ∈ EỸ . Then we may construct a diagram (50) satisfying the conclusions of Theorem 8.1. LetṼ e be an open relatively compact neighborhood of p := eỸ e inỸ e on which the auto conjugation acts. let V e be the real part ofṼ e . Let π e :Ṽ e →Ỹ be the induced map.
Let K be a compact neighborhood of p inỸ and K ′ = P −1 Y (K). The set K ′ is compact since PỸ is proper (Theorem 3.4 [38] ). The open sets E π e for e ∈ K ′ give an open cover of K ′ , so there is a finite subcover, which we index as E π e 1 , . . . , E π e t . Let K i be the closure ofṼ e i inỸ i which is compact. Since P Y is surjective and continuous, we have inclusions of compact sets p ∈ K ⊂ ∪ t i=1π e i (K i ). SinceỸ is nonsingular and eachπ e i is a (finite) product of local blow ups of nowhere dense centers, if F e i is the union of the preimages oñ Y e i of these centers, thenπ e i is an open embedding ofỸ e i \ F e i intoỸ ,π e i (F e i ) is nowhere dense inỸ , andπ e i (F e i ) ∩ Y is nowhere dense in Y .
Let K * = K ∩ Y which is a compact neighborhood of p in Y . Let p ′ ∈ K * \ ∪ t i=1π e i (F e i ). Then there exist i and e ∈ E πe i such that eỸ = p ′ . Let p i = eṼ e i ∈Ṽ e i . Since p i ∈ F e i ,π e i is an open embedding near p i , and since p ′ is real, p i ∈ V e i is real. Thus p ′ ∈ π e i (K i ∩V e i ). We thus have that the set K * \ ∪ t i=1π e i (F e i ) is contained in the compact set ∪ t i=1 π e i (K i ∩ V e i ).
