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Abstract
We evaluated the discriminability of color distributions in square-element textures. Each texture contained 225 colors,
represented by a distribution of color vectors in color space defined by the L–M and S–(L+M) axes. Each color distribution was
systematically manipulated by modulating the distribution of the vector lengths sinusoidally as a function of the direction in the
color space. The results showed that it is difficult to resolve a color distribution modulated in more than three cycles per 360° in
the chromatic direction. The difference in components along the cardinal axes is not a critical factor in the discrimination of the
color distribution. An analysis using a line-element model suggested that the discrimination of the color distribution is mediated
by multiple chromatic channels that are tuned to a variety of directions in the color space with a half-height-half-bandwidth of
about 40° in the chromatic direction. © 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Natural scenes contain many objects with different
colors. Such objects often have color textures or consist
of many parts with different colors. Accordingly, the
visual system is always exposed to variegated images,
which are represented by distributions in color space.
Global distributions of colors give additional informa-
tion that cannot be obtained from local colors only.
For example, they provide potential cues for segregat-
ing objects from background (Chubb, Econopouly, &
Landy, 1994; Møller & Hurlbert, 1996; Li & Lennie,
1997) and for identifying objects and illuminant colors
(Zaidi, 1998). In this study, we investigate how infor-
mation on global color distribution is encoded in the
visual system.
It is widely accepted that color information is pro-
cessed by hierarchical mechanisms: the signals from
three classes of cones at the first stage are linearly
combined to form three cone-opponent channels at the
second stage. Recently, psychophysical studies have
argued that the cone-opponent signals are further pro-
cessed by higher-order mechanisms, multiple channels
tuned to a variety of directions in color space
(Krauskopf, Williams, Mandler, & Brown, 1986; D’Z-
mura, 1991; Gegenfurtner & Kiper, 1992; Webster &
Mollon, 1994; Krauskopf, Wu, & Farrell, 1996). Physi-
ological studies have found cells tuned to a variety of
chromatic directions in the monkey cortex (Lennie,
Sclar, & Krauskopf, 1990; Kiper, Fenstemaker, & Ge-
genfurtner, 1997; Gegenfurtner, Kiper, & Levitt, 1997;
Komatsu, 1998). Some of these cells have narrower
spectral bandwidths than the cone-opponent cells (Ko-
matsu, Ideura, Kaji, & Yamane, 1992; Kiper et al.,
1997; Komatsu, 1998). Therefore, the mechanisms at
the different stages differ in number and/or spectral
bandwidths. At what stage is information on global
color distribution encoded? Recent studies have shown
that the characteristics of the cone-opponent channels
can adequately explain neither the sensitivity changes
resulting from adaptation to different color distribu-
tions (Webster & Mollon, 1997) nor the performance of
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segregating textures with different color distributions
(Li & Lennie, 1997). These findings suggest that the
higher-order mechanisms process information on global
color distribution.
To clarify the mechanism that processes global infor-
mation, we explore the ‘resolution’ of the visual system
for changes in global color distribution. The stimulus
consists of four 15×15 square-element textures (Fig.
1). The colors of each texture element are drawn from
a specific distribution in the color space defined by
three cardinal axes, which characterize the responses of
the second stage, i.e. cone-opponent channels
(Krauskopf, Williams, & Heely, 1982; Derrington,
Krauskopf, & Lennie, 1984). We use a set of color
distributions that are modulated harmonically as a
function of the chromatic direction (Fig. 2). We refer to
the number of cycles of modulation per 360° in the
chromatic direction as the ‘chromatic frequency’ (note
that the frequency is defined in the color domain). The
chromatic frequency equals the number of high con-
trast peaks in the chromatic direction. With this stimu-
lus, we determine the modulation amplitudes required
to discriminate a pair of color distributions modulated
in an ‘anti-phase’ relation for various chromatic fre-
quencies (e.g. see Fig. 2b and c). These measurements
yield a ‘modulation sensitivity function’ for the color
distributions as a function of the chromatic frequency.
The color distributions used in this study are not
natural but useful because they allow us to apply a
method of frequency analysis in the color domain (e.g.
Campbell & Robson, 1968; Barlow, 1982; Buchsbaum
& Gottschalk, 1983; Benzschawel, Brill, & Cohn, 1986;
Bonnardel & Varela, 1991; Keeble, Kingdom,
Moulden, & Morgan, 1995). The frequency analysis of
the sensitivities for changes in global color distribution
provides a measure of the number and bandwidths of
chromatic channels. Each chromatic channel can be
regarded as either a sampler or a filter tuned to the
chromatic direction in the color space. Viewed as a
sampler, the number of channels is related to the sensi-
Fig. 1. Example of stimulus. Four 15×15 square-element textures are arranged in a 2×2 configuration on a uniform background. In this
example, each horizontal pair of textures consists of the same element colors in different spatial arrangements; the left and right textures are thus
defined by the same distribution in color space. The upper and lower textures are defined by different distributions in color space. The color
distributions of the upper and lower textures are shown in Fig. 2b and c, respectively.
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Fig. 2. Modulations of color distributions. For each column, left
panel shows a scatter diagram of the distribution of colors in an
isoluminant color plane. The unit of the axes in the isoluminant color
plane is the thresholds for uniform colors along the axes. Right panel
show the identical colors in a different format. The ordinate is
chromatic contrast (vector length in the isoluminant color plane), and
the abscissa is chromatic direction (vector angle). (a) Standard color
distribution of 225 elements in a texture. (b) Cosine modulation of
the standard color distribution as a function of the chromatic direc-
tion, and (c) its anti-phase modulation. Chromatic frequency F is 2
cycles per 360° in the chromatic direction. Modulation amplitude A is
6.0 chromatic contrast for (b) and −6.0 for (c). Textures with
distributions (b) and (c) are shown in Fig. 1.
defined by a sinusoidal probability density function
over the orientation. We take an approach similar to
these studies to qualitatively estimate the number and
bandwidths of the chromatic channels underlying the
processing of information given by global color
distribution.
The results obtained show that the visual system can
resolve chromatic frequency components higher than a
critical frequency for the cone-opponent channels on
the basis of signal-sampling theory. Moreover, those
channels that are narrowly tuned to the chromatic
directions (about 40° of the bandwidth) are needed to
explain the obtained modulation sensitivity functions.
These suggest that information on global color distribu-
tion is encoded by higher-order multiple mechanisms
that are narrowly tuned to the chromatic directions.
2. Methods
2.1. Apparatus
Stimuli were generated by a CRS VSG 2/4 graphics
system on a PC (Pentium II 450 MHz) and presented
on a 1280×1024 pixel, 21-in. Sony GDM-F500 moni-
tor operating at a frame rate of 70 Hz. One pixel
subtended 1 min arc at a viewing distance of 80.0 cm.
The pixel intensity quantization was 15 bits for each of
three guns. The luminance of each gun was measured
with a CRS OPTICAL photometer and linearized with
look-up tables. The chromaticities of the three phos-
phors were measured with a TOPCON SR-1 spectra
radiometer.
2.2. Obserers
Four observers, including the author, participated in
the experiments. All of the observers had normal or
corrected-to-normal vision. All were trichromats, ascer-
tained by the Farnsworth 100-hue test. By the time the
data were collected, all of the observers were fully
experienced in the experimental procedures.
2.3. Color space
Colors were defined in a color space in which the
cardinal axes were defined by linear combinations of
the cone signals (Krauskopf et al., 1982; Derrington et
al., 1984). The cardinal axes were the luminance axis,
the L–M axis, and the S– (L+M) axis. Along the
luminance axis, the excitations of the L and M cones
were changed while the ratio of the excitations was kept
constant. The S cone was assumed to make no contri-
bution to the luminance. Along the L–M axis, the ratio
of the excitations of the L and M cones was varied so
as to leave their sum constant. Along the S– (L+M)
tivity to chromatic frequency according to signal-sam-
pling theory (Barlow, 1982). A greater number of chan-
nels are required to discriminate higher frequency
components. Viewed as a filter, the tuning function of
the channel to the chromatic direction is related to the
sensitivity profile to different chromatic frequencies by
Fourier transform. More narrowly tuned channels are
required to discriminate higher frequency components.
Barlow (1982) investigated the trichromacy of cone
mechanisms using this kind of frequency analysis with a
light defined by a sinusoidal wavelength distribution.
Keeble et al. (1995) explored the tuning characteristics
of a global mechanism that integrates local orientation
information by using a multi-orientation texture
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axis, only the excitation of the S cone was changed. The
plane spanned by the L–M and S– (L+M) axes repre-
sented an isoluminant color plane, which is related to
MacLeod–Boynton’s chromaticity diagram (MacLeod
& Boynton, 1979). We defined the neutral white point
in the isoluminant plane as a point corresponding to
the chromaticity (0.310, 0.316) in the 1971 CIE x, y
coordinates and to a luminance of 35 cd/m2. We
derived the L–M and S– (L+M) values using
MacLeod–Boyntons chromaticity coordinates, with the
spectral sensitivity functions of Smith and Pokorny
(1975) and with the Judd modification formula of Vos
(1978). The isoluminant plane was then calibrated ex-
perimentally by flicker photometry for each observer.
The relative scale of the two cardinal axes was care-
fully determined since the directions intermediate to the
cardinal axes changed depending on the scaling. We
defined the scale of the axes by discrimination
thresholds of uniform colors. The details of the
threshold measurements are described in the Procedure
section below. The L–M and S– (L+M) values were
described in multiples of the obtained threshold chro-
maticity difference along the axes.
We represented each color as a vector in a spherical
coordinate system originating at the neutral white point
in the scaled isoluminant color plane. The vector az-
imuth (chromatic direction) of 0° or 90° corresponded
to the positive direction along the scaled L–M axis or
the S– (L+M) axis, respectively. The vector length in
the scaled isoluminant color plane was defined as the
chromatic contrast.
2.4. Stimuli
Each stimulus consisted of four square textures
(8.0°×8.0°) arranged in a 2×2 configuration with a
gap of 160 min arc against a uniform background
(27.2°×20.4°). The chromaticity and luminance of the
background were at the neutral white point. Each
texture consisted of 15×15 square-elements, each with
a 16 min arc width. The four textures were divided into
two groups horizontally, as shown in Fig. 1, or verti-
cally. The color distributions were set to be different
across the groups (upper and lower textures in Fig. 1)
but identical within each group (left and right textures
in Fig. 1). The spatial arrangement of the colors in a
texture was randomized so that the spatial structure of
the texture did not give a cue for the discrimination of
the texture.
All of the elements in a texture were assigned to
different colors. Fig. 2a shows a standard color distri-
bution of 225 elements: white and seven equally spaced
increments from white for each of 32 directions. The
maximum chromatic contrast was set to 15.0. These
color vectors were represented by a flat, uniform distri-
bution when the vector lengths were plotted as a func-
tion of the vector azimuth. The j-th color of the
standard distribution condition was then modulated by
systematically manipulating vector length (rj) as a func-
tion of vector azimuth (j):
rj=A ·
rj
15.0
·cos(F ·j) ( j=1,2,…,225) or
rj=A ·
rj
15.0
·sin(F ·j) ( j=1,2,…,225), (1)
where rj is the modulation of the vector length of the
j-th color. The parameters F and A denote frequency
and amplitude of the modulation, respectively. This
manipulation harmonically modulated the color distri-
bution in the vector azimuth-length diagram (Fig. 2b),
except for F=0, where rj is uniform over all chro-
matic directions. Note that the parameters were defined
in the color domain, not in the spatial domain. To
avoid confusion, we refer to these parameters as chro-
matic frequency and modulation amplitude. Chromatic
frequency is defined as the number of cycles of the
modulation per 360° in the chromatic direction (c/
360°).
Fig. 3 illustrates how the scatter pattern of the distri-
bution in the isoluminant plane changes depending on
the parameters. As the modulation amplitude increases
from zero, the color distribution pattern increasingly
becomes distorted from the standard distribution. The
modulation also varies the distributions of the L–M
and S– (L+M) components. To capture this character-
istic, the histograms of the L–M component are shown
together in Fig. 3. The arrows indicate the means of the
L–M component. For 1c/360° of the chromatic fre-
quency condition, the mean of the component is
changed as the amplitude increases. For the other chro-
matic frequency conditions, the means of the compo-
nents are constant and independent of the modulation
amplitude. Accordingly, the differences to be discrimi-
nated for these conditions are second-order features
(e.g. Chubb et al., 1994) in the color domain.
The luminance was varied for each element within a
range from 31.5 to 38.5 cd/m2 so that the average
luminance over the pattern was equal to that of the
background field at the white point. This luminance
noise prevented residual luminance signals due to im-
perfect isoluminance from being used as discrimination
cues (Barbur, Harlow, & Plant, 1994; Li & Lennie,
1997) and allowed us to evaluate the use of chromatic
signals alone.
2.5. Procedure
We used the 2AFC method of constant stimuli to
measure the threshold discrimination for a pair of color
distributions modulated in an anti-phase relationship
for the given chromatic frequencies. The chromatic
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frequencies were 1, 2, 3 and 4c/360° for both sine and
cosine series of modulations, plus 0c/360° (DC modu-
lation). We refer to these frequency conditions as the
F1, F2, F3 F4, and F0 conditions, respectively. For
each condition, we used eight amplitudes. The ampli-
tudes were determined so as to span the psychometric
functions based on the results of preliminary experi-
ments. The amplitudes of the paired distributions
were different in sign but identical in magnitude. Ex-
amples of the paired distributions are shown in Fig.
2b and c and in Fig. 3. As the magnitude of the
modulation amplitude increases, the difference be-
tween the two distributions increases. Therefore, a
larger magnitude of the modulation amplitude results
in better texture discrimination.
The measurements were conducted in a dark room
after 2 min of dark adaptation followed by 2 min of
adaptation to the uniform white background. In each
trial, the stimulus was presented for 500 ms, following
the uniform background field with a small fixation
point in the center. The observer viewed the stimulus
binocularly with the head fixed with a chin rest and
responded via a response box concerning whether the
textures appeared divided into two groups vertically
or horizontally based on the colors. Audio feedback
was given. After the response, the uniform white
background was presented for at least 1 s to maintain
the adaptation to the neutral white point. The spatial
arrangement and luminance noise of the textures were
refreshed for every presentation.
All of the modulation conditions (72 conditions)
were randomly interleaved in the same session to re-
duce the effect of adaptation to the mean and vari-
ance of the color distribution (e.g. Webster &
Mollon, 1997; Zaidi, Spehar, & DeBonet, 1998). This
random interleaving also helped prevent the observers
from adopting different strategies for different modu-
lation conditions. The proportions of correct re-
sponses for each modulation condition were
calculated from the responses of 40 trials pooled
across eight sessions.
For the scaling of the cardinal axes in the color
space, we determined the threshold chromaticity dif-
ference from the white point along the L–M axis or
S– (L+M) axis on the isoluminant plane in advance.
The measurements were made using stimuli with the
same spatial structure as the main experiment de-
scribed above, except that each texture was uniform
in chromaticity. The chromaticities of two of the four
textures (for example, the upper two textures) were
changed from the white point in a positive direction
along a cardinal axis, and those of the remaining
textures in the opposite direction by the same magni-
tude along the axis. The threshold chromaticity differ-
ences from the white point along the two axes were
determined by the 2AFC method of constant stimuli
with the same procedure as the main experiment. The
obtained threshold for each axis was used as the unit
of the axis.
Fig. 3. Modulations of color distributions at various chromatic frequencies. (a) F=0 (DC modulation), (b) F=1 (cosine modulation), (c) F=2
(cosine modulation), (d) F=2 (sine modulation), (e) F=3 (cosine modulation), and (f) F=4 (cosine modulation). Modulation amplitude A is 6.0
chromatic contrast for the left panel and −6.0 for the right panel. The lower panels show histograms of L–M components. Arrows in the
histograms represent mean L–M values.
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Fig. 4. Plots of proportion of correct responses as a function of
modulation amplitude in the log scale. The different panels denote
results for modulations with different chromatic frequencies. Filled
and open symbols are for cosine and sine modulations, respectively.
Each curve represents the fit of Weibull functions (Eq. (2)).
where  and  denote the position and slope parame-
ters. The fitting was done using the method of maxi-
mum likelihood estimation. The continuous curves in
Fig. 4 show the best-fitted functions. The data for all of
the observers follow the same pattern, but the slopes of
the functions differ slightly. The slope parameters are
around 1.6 for observers MK and PG and around 2.0
for observers NG and YF.
Fig. 5 shows the sensitivity defined by the reciprocal
of  as a function of the chromatic frequency. The
sensitivities for the sine and cosine modulations are
plotted with different symbols. The error bars represent
95% confidence intervals. These functions describe the
sensitivities of the visual system to harmonic modula-
tions of color distributions. We refer to these as modu-
lation sensitivity functions (MSFs). Each MSF shows a
low-pass shape in that the sensitivity tends to decrease
as the chromatic frequency increases. The shapes of the
MSFs are slightly different among the observers, how-
ever. As the frequency increases, the sensitivities for
observers MK and PG decrease more steeply than those
for observers NG and YF. The critical upper limit of
the frequency also differs among the observers. MK
and PG have difficulties in discriminating the color
Fig. 5. Modulation sensitivity functions (MSFs) as a function of
chromatic frequency in cycles per 360° in the chromatic direction.
Filled and open symbols are for cosine and sine series of modula-
tions, respectively. The different panels denote results for different
observers. Error bars represent 95% confidence intervals. Continuous
lines represent MSFs produced by the model described in Section 3.4.
Parameter sets (K, N, Q) used to produce the functions for each
observer are shown in the insets. Since the model MSFs for the cosine
and sine series of modulations were found to almost entirely overlap,
only model MSFs for the cosine series of modulations are shown.
3. Results and analysis
3.1. Sensitiity to harmonic modulation of color
distribution
Fig. 4 shows the psychometric functions representing
the proportion of correct responses to the modulation
amplitude for one observer (NG). The different panels
denote the results for modulations with different chro-
matic frequencies. In the figure, the proportion of cor-
rect responses (Pcorrect) has a tendency to increase as the
modulation amplitude increases, showing an S-shaped
function. On the logarithmic horizontal axis, the posi-
tions of the functions vary depending on the chromatic
frequency, while the slopes of the functions are kept
approximately constant. To quantify the sensitivity for
each of the frequency conditions, we fitted the data
with the Weibull function:
Pcorrect=1−0.5 exp

−
A


, (2)
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distributions for either the sine or cosine F3 conditions,
while NG and YF can discriminate the distributions for
these conditions. NG and YF have difficulties in discrim-
inating the distributions for either the sine or cosine F4
conditions.
Note that the sensitivity for the sine F2 condition is
as high as that for the cosine F2 condition for each
observer. The pair of color distributions for the sine F2
condition is identical in the distribution of components
along the L–M or S– (L+M) cardinal axis (Fig. 3d),
while the pair of color distributions for the cosine F2
condition differs (Fig. 3c). Therefore, if the sensitivity
depends on the difference in the cardinal axis compo-
nents, the sensitivity for the sine F2 condition should be
lower than that for the cosine F2 condition. However,
the obtained results do not agree with this prediction.
Therefore, the difference in components along the cardi-
nal axes is not a critical factor for the discrimination of
color distributions. This means that the early level,
cone-opponent channel model cannot explain the dis-
criminability of color distributions. It should be men-
tioned here that this equivalence of performance for the
sine and cosine conditions is not likely due to a result of
the so-called, off-axis looking (e.g. see D’Zmura &
Knoblauch, 1998), because all of the phases, frequencies,
and amplitudes were randomized in the same session so
that the observers could not adopt different strategies for
different stimuli.
3.2. Analysis based on signal-sampling theory
The observed frequency limitation can be related to the
number of chromatic channels underlying the present
task by applying signal-sampling theory. Accordingly, an
ensemble of signals band-limited to Flimit (expressed in
c/360°) can be recovered by a discrete number N of
sampling functions:
N=Int[2Flimit]+1, (3)
where Int [x ] is the largest integer value smaller than x
(Barlow, 1982; Buchsbaum & Gottschalk, 1983; Bon-
nardel & Varela, 1991).
Let us assume here that there are just four channels
(N=4) tuned to directions along cardinal axes (0°, 90°,
180°, and 270°). In this case, 1.5c/360° is the critical upper
frequency that the visual system can recover. The fre-
quency limits evaluated from the measurements, how-
ever, were higher than 1.5c/360° for all observers. MK
and PG can resolve at least up to 2c/360°, and NG and
YF can resolve up to 3c/360°. Accordingly, more than
four channels are required for the discrimination of color
distributions. Assuming Flimit is 2c/360° for MK and PG
and 3c/360° for NG and YF, five or more channels are
required to explain the results for MK and PG, and seven
or more for NG and YF. These values support the
hypothesis that higher-order multiple channels that are
tuned to more than four cardinal directions underlies the
discrimination of color distributions.
3.3. Tuning function of chromatic channels
As mentioned in Section 1, the tuning bandwidth of
chromatic channels gives a clue for clarifying the stage
of color information processing. The cone-opponent
channel is characterized by a cosine tuning curve as a
function of the chromatic direction, peaking in one of the
cardinal directions. The bandwidth of the cosine tuning
curve (half-height-half-width) is 60° in the chromatic
direction. A channel at a higher-order stage can be
modeled by a tuning curve with a bandwidth of 60° if
it linearly combines the cone-opponent signals (e.g.
DeValois & DeValois, 1993; D’Zmura & Lennie, 1986;
Webster & Mollon, 1994) or with a narrower bandwidth
if it non-linearly combines the cone-opponent signals.
Therefore, if the tuning bandwidth of the channel is
narrower than 60°, we can say that the channel is at the
higher-order stage.
In the following, we attempted to estimate the tuning
function of the chromatic channel that is required to
account for each observer’s performance by using a
line-element model. The model assumes that: (1) color
signals are processed by several channels each tuned to
a limited range of chromatic directions, (2) the response
differences for all channels are combined, and (3) the
combined difference value is related to the observer’s
discriminability of two different stimuli. This kind of
line-element model has been successful in accounting for
the performance in discrimination tasks involving do-
mains such as the wavelength (e.g. von Helmholz, 1896),
spatial frequency (e.g. Wilson & Gelb, 1984) and global
motion (e.g. Watamaniuk, Sekular, & Williams, 1989).
An alternative approach to estimating the tuning func-
tion is an inverse Fourier transform of the MSF (e.g.
Keeble et al., 1995). This approach is useful but may be
inappropriate for our data since the MSF obtained in the
experiment is defined only by a small number of points.
3.4. Line-element model of color distribution
discrimination
The model is composed of N channels covering the
entire 360° in the chromatic direction. Each channel is
assumed to combine the cone-opponent signals and to
half-wave-rectify the output so as to explain the sensitiv-
ity to second-order features in the color domain. Evenly
spaced channels having the same response profile span
the full range of angles (360°). The sensitivity of the i-th
channel, centered at i, to chromatic direction  is given
by:
Si()=
cosK(−i) for −90°−i90°
0 for −i−90°, −i90°
(4)
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Fig. 6. Results of model fitting for observer YF. Continuous curves
represent the psychometric functions of the model (Eq. (9)) with
N=7 and Q=2. The panels in the different rows show functions for
different chromatic frequencies. Left and right panels show functions
for cosine and sine series of modulations, respectively.
tively, and M is the number of elements (225 in the
present experiment).
To predict the discriminability of any two textures, A
and B, with different color distributions, the difference
in the average responses of the i-th channel to the two
textures, Ri(A) and Ri(B), is calculated:
Ri=Ri(A)−Ri(B), (7)
where Ri represents the difference in the average
responses to the two textures generated within the i-th
channel. This response difference is then pooled across
all of the individual channels according to Quick’s
formula (Quick, 1974):
R=
 N
i=1
Ri Q1Q, (8)
where Ri is a measure indicating the overall difference
in the visual response to the two textures. Variable Q
determines the way response difference, Ri, for each
channel should be combined.
To relate R to the proportion of correct responses
(Pcorrect) in the 2AFC task, we use the Weibull function:
Pcorrect=1−0.5 exp

−
R


, (9)
where  and  denote the threshold and slope
parameters.
The main purpose of this analysis is to estimate the
optimal parameter K, which is related to the band-
width, to account for the data. The model has four free
parameters other than K. Among these, we set the
number of channels N to the minimum number in the
signal-sampling theory (five for observers MK and PG
and seven for NG and YF) and 16 as an example of a
larger number of channels. We use Q=2, the value
that approximates the probability summation across
channels (e.g. Wilson & Gelb, 1984), and Q=10, the
value that models the peak detection. The other
parameters are determined by fitting the psychometric
function of Eq. (9) to the empirical data for all condi-
tions (72 points) by the method of maximum likelihood
estimation. The fittings are made separately for the data
of each observer.
The model accurately accounts for each observers
performance. The choice of fixed parameters affects the
fitting only marginally. Fig. 6 shows the best-fits of the
model with N=7 and Q=2 along with the empirical
data for one observer (YF). The model provides a good
fit to the data. The lines in Fig. 5 show MSFs predicted
by the model with typical sets of parameter values for
all observers. Since the MSFs predicted for the cosine
and sine series of modulations almost entirely over-
lapped, only the MSFs predicted for the cosine series of
modulations are shown. For all of the observer’s, the
MSFs predicted by the model are consistent with the
MSFs obtained experimentally.
i=360×
i
N
(1=0,…,N−1), (5)
where K is a parameter related to the tuning bandwidth
(D’Zmura & Knoblauch, 1998). Increasing exponent K
yields increasingly narrower bandwidths. The sensitivity
with K=1 models the linear combination of the cone-
opponent signals and half-wave-rectification of the out-
put (quasi-linear). The sensitivity with K1 models the
non-linear combination of the cone-opponent signals.
An individual channel’s response to colors is computed
by multiplying its sensitivity to the color signals.
We assume that each channel integrates color signals
of all elements in a texture and gives an estimate of its
average response Ri :
Ri=
1
M

M
j=1
rjSi(j), (6)
where j and rj are the chromatic direction and chro-
matic contrast of the j-th element in the texture, respec-
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Table 1 lists the bandwidths (half-height-half-width)
of the channels of the best-fitted model expressed in
degree. The bandwidths estimated with different N and
Q values for each observer are almost the same. On
average, the optimal bandwidths are 32.7° for NG,
36.6° for YF, 41.8° for MK, and 49.2° for PG. The
bandwidths are less than 60°, meaning that the channels
are more narrowly tuned to the chromatic direction
than linear channels. Fig. 7 illustrates the resulting
tuning curves with the average bandwidths for each
observer.
We also attempted to fit the quasi-linear channel
model with a bandwidth of 60° by fixing parameter K
to 1. This model’s fits were worse than those of the
narrow-band channel models, irrespective of the choice
of N and Q values. The deviations of the model from
the data were especially large for the F3 and F4 condi-
tions. Consequently, the quasi-linear channel model
fails to explain the data even if there are many channels
tuned to different chromatic directions.
To summarize, our analysis indicates that the dis-
criminability of color distributions can be explained by
more than four channels tuned to the chromatic direc-
tions with a bandwidth of 40.1° on average. The possi-
ble minimum number of channels is five for observers
MK and PG and seven for NG and YF. These charac-
teristics suggest that the discrimination of color distri-
butions is mediated by higher-order multiple
mechanisms that are narrowly tuned to the chromatic
directions.
4. Discussion
4.1. Number of chromatic channels
Our study suggests that higher-order mechanisms
tuned to a variety of chromatic directions encode infor-
mation on global color distribution. This is evidenced
by the analysis of the frequency limitation based on
signal-sampling theory. This is also evidence by the fact
that the sensitivity for the sine F2 condition is as high
as that for the cosine F2 condition. According to the
early level, cone-opponent channel model, the sensitiv-
ity for the sine F2 condition should be low since the
pair of distributions for that condition is indistinguish-
able by the cone-opponent signals.
The difference in sensitivities for the cosine and sine
modulations, however, can be small if the preferred
directions of the four cone-opponent channels are ro-
tated from the nominal cardinal directions. Such a
rotation of preferred directions has been incorporated
in the models of DeValois and DeValois (1993) and
used to explain the effect of adaptation to color distri-
butions (Webster & Mollon, 1997). We examined
whether a quasi-linear four-channel model (N=4, K=
1) with rotation of preferred directions could account
for the data. A rotation of the preferred directions by
about 27° improved the goodness-of-fit of the model to
the data, especially for observers PG and MK. How-
ever, the model still failed to explain the sensitivities for
the F3 and F4 conditions. Hence, the quasi-linear
four-channel models are unable to predict the discrim-
inability of color distributions even if the channels are
not tuned to the cardinal directions.
Li and Lennie (1997) proposed a model in which
higher-order multiple chromatic channels mediate the
segregation of textures defined by different color distri-
butions. Our results support this model in that more
than four channels are required. Li and Lennie’s model,
however, cannot be straightforwardly applied to the
discrimination of our color distributions. This is mainly
because their model focuses only on the detection of the
differences in mean colors, i.e. first-order features in the
color domain. The pair of color distributions employed
in our study cannot be distinguished by mean colors
Table 1
Half-height-half-widths of model channels
N=16N=5 N=7
Q=2 Q=10 Q=2 Q=10 Q=2 Q=10
32.9NG 32.4 32.2 33.4
36.2YF 36.836.3 37.1
43.5 40.841.2MK 41.9
47.4 48.8 49.9PG 50.7
Fig. 7. Tuning functions of putative chromatic channels estimated by
the model. Sensitivity is plotted against relative chromatic direction.
Thin dotted curve represents tuning function of a quasi-linear channel
with a bandwidth of 60° for comparison.
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Table 2
Half-height-half-widths of model channels estimated with axis rescaling and optimal rescaling factors (in brackets)
N=7N=5 N=16
Q=10 Q=2 Q=10Q=2 Q2 Q=10
NG 32.1 (1.01) 33.0 (1.02) 32.1 (0.99) 33.4 (0.98)
YF 36.0 (1.06) 37.0 (1.27) 35.8 (1.24) 37.0 (1.25)
42.5 (1.12)40.8 (1.04) 40.7 (1.03)MK 42.2 (1.05)
49.3 (0.80)PG 50.5 (1.01) 48.0 (0.71) 50.2 (0.84)
except for the F1 condition. Accordingly, their model
cannot explain MSFs.
4.2. Bandwidths of chromatic channels
We showed that quasi-linear channels with a band-
width of 60° cannot explain data even if there are many
channels tuned to different chromatic directions. Nar-
rowly tuned channels with a bandwidth of about 40°
are required to explain the data. This narrowband
characteristic indicates that information on global color
distribution is encoded by the mechanisms at a higher-
order stage.
The estimates of bandwidths, however, may depend
on the original threshold scaling of the L–M and
S– (L+M) cardinal axes because the chromatic direc-
tion intermediate to the cardinal axes systematically
varies from the nominal directions depending on the
scaling. Increasing the S– (L+M) to L–M ratio by a
factor of s changes the nominal chromatic directions 
by:
s= tan−1[s tan()]. (10)
In this study, the two cardinal axes were scaled by the
discrimination thresholds for uniform colors in the
scale of each texture patch, not in the scale of each
element. This threshold scaling might have been inap-
propriate either because the spatial scale of the feature
to be discriminated was inappropriate for the scaling or
because the thresholds were in error. To assess the
effect of the different degrees of scaling of the cardinal
axes on the estimates of bandwidths, we re-estimated
bandwidths using s in place of  (the rescaling factor
s was varied as an additional free parameter). The
optimal bandwidths and the rescaling factors estimated
by the model are listed in Table 2. The rescaling of the
cardinal axes affected the bandwidth estimates only
marginally. Importantly, the optimal bandwidths for all
of the observers and all of the parameters that we tested
were lower than 60°. This finding confirmed that chan-
nels with bandwidths narrower that 60° are required to
explain the discriminability of color distributions.
Physiological studies have found both linear cells and
non-linear narrowly tuned cells in the monkey cortex
(Komatsu, 1998). Most of the color-selective cells in V1
are linear (Lennie et al., 1990). Narrowly tuned cells
dominate in V2 and higher-order areas. Kiper et al.
(1997) showed that bandwidths of narrowly tuned cells
in V2 are distributed from about 25° to 45° in the color
space defined by the L–M and S– (L+M) axes. The
bandwidths of our model channels (32.2°–50.7°) seem
to be between those of the linear cells and the V2
narrowly tuned cells.
Few psychophysical studies have estimated tuning
bandwidths in the domain of the chromatic direction.
Recently, D’Zmura and Knoblauch (1998) showed that
color detection is mediated by linear channels with
bandwidths of 60°, tuned to a variety of chromatic
directions. The task of the observer was to detect a
chromatic pulse with a Gaussian time-course embedded
in time-varying chromatic noise. In contrast to our
results, the activities of narrowly tuned, non-linear
channels could not explain the noise masking results.
Their results were accounted for by the activities of
linear channels. The difference in the estimates of the
bandwidths between D’Zmura and Knoblauch’s study
and ours may be due to the difference in the tasks. In
their experiment, the target was modulated in time but
uniform in space. Consequently, the target could be
detected based on spatially local signals. In our experi-
ment, in contrast, observers had to detect differences in
colors distributed over a large region of textures. There-
fore, the spatial integration areas of the mechanisms
underlying the tasks may have been different: our task
required a mechanism to integrate color signals in a
larger spatial region. The detection of uniform, time-
varying color may be mediated by mechanisms with
smaller receptive fields and broader chromatic selectivi-
ties, while the discrimination of global color distribu-
tions may be mediated by mechanisms with larger
receptive fields and narrower chromatic selectivities.
Although our model assumes that the bandwidths are
the same for all channels, they are probably different
among channels. DeValois, DeValois, Switkes, and Ma-
hon (1997), based on color naming data, suggested that
the channels tuned to directions that cause unique
sensations of ‘Red’ and ‘Blue’ hues are broader than
those tuned to ‘Green’ and ‘Yellow’ hues. We did not
test this hypothesis. However, even if bandwidths do
differ among channels, we can say that higher-order
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mechanisms are required to explain our data because a
difference in bandwidth among channels can result only
from non-linear combinations of the cone responses at
a higher-order stage.
Acknowledgements
We would like to thank Hiroshi Ono and Philip
Glove for their constructive comments on the earlier
version of this manuscript. This research was supported
by a JSPS fellowship for Japanese Young Scientists.
References
Barbur, J. L., Harlow, A. J., & Plant, G. T. (1994). Insights into the
different exploits of colour in the visual cortex. Proceedings of the
Royal Society of London B, 258, 327–334.
Barlow, H. B. (1982). What causes trichromacy? A theoretical analy-
sis using comb-filtered spectra. Vision Research, 22, 635–643.
Benzschawel, T., Brill, M. H., & Cohn, T. E. (1986). Analysis of
human color mechanisms using sinusoidal spectral power distribu-
tions. Journal of the Optical Society of America A, 3, 1713–1725.
Bonnardel, V., & Varela, F. J. (1991). A frequency view of colour:
measuring the human sensitivity to square-wave spectral power
distributions. Proceedings of the Royal Society of London B, 245,
165–171.
Buchsbaum, G., & Gottschalk, A. (1983). Trichromacy, opponent
colours and optimum colour information transmission in the
retina. Proceedings of the Royal Society of London B, 220, 89–113.
Campbell, F. W., & Robson, J. G. (1968). Application of Fourier
analysis to the visibility of gratings. Journal of Physiology (Lon-
don), 197, 551–566.
Chubb, C., Econopouly, J., & Landy, M. (1994). Histogram contrast
analysis and the visual segmentation of IID textures. Journal of
the Optical Society of America A, 11, 2350–2374.
Derrington, A. M., Krauskopf, J., & Lennie, P. (1984). Chromatic
mechanisms in lateral geniculate nucleus of macaque. Journal of
Physiology (London), 357, 241–265.
DeValois, R. L., & DeValois, K. K. (1993). A multi-stage color
model. Vision Research, 33, 1053–1065.
DeValois, R. L., DeValois, K. K., Switkes, E., & Mahon, L. (1997).
Hue scaling of isoluminant and cone-specific lights. Vision Re-
search, 37, 885–897.
D’Zmura, M. (1991). Color in visual search. Vision Research, 31,
951–966.
D’Zmura, M., & Knoblauch, K. (1998). Spectral bandwidths for the
detection of color. Vision Research, 38, 3117–3128.
D’Zmura, M., & Lennie, P. (1986). Mechanisms of color constancy.
Journal of the Optical Society of America A, 3, 1662–1672.
Gegenfurtner, K. R., & Kiper, D. C (1992). Contrast detection in
luminance and chromatic noise. Journal of the Optical Society of
America A, 9, 1880–1888.
Gegenfurtner, K. R., Kiper, D. C., & Levitt, J. B. (1997). Functional
properties of neurons in macaque area V3. Journal of Neurophys-
iology, 77, 1906–1923.
von Helmholz, H. (1896). Handbuch der physiologischen Optik (2nd
edn). Hamburg: Voss.
Keeble, D. R. T., Kingdom, F. A. A., Moulden, B., & Morgan, M.
J. (1995). Detection of orientationally multimodal textures. Vision
Research, 35, 1991–2005.
Kiper, D. C., Fenstemaker, S. B., & Gegenfurtner, K. R. (1997).
Chromatic properties of neurons in macaque area V2. Visual
Neuroscience, 14, 1061–1072.
Komatsu, H. (1998). Mechanisms of central color vision. Current
Opinion in Neurobiology, 8, 503–508.
Komatsu, H., Ideura, Y., Kaji, S., & Yamane, S. (1992). Color
selectivity of neurons in the inferior temporal cortex of the awake
macaque monkey. The Journal of Neuroscience, 12, 408–424.
Krauskopf, J., Williams, D. R., & Heeley, D. (1982). Cardinal
directions in color space. Vision Research, 22, 1123–1131.
Krauskopf, J., Williams, D. R., Mandler, M. B., & Brown, A. M.
(1986). Higher-order color mechanisms. Vision Research, 26, 23–
32.
Krauskopf, J., Wu, H. J., & Farrell, B. (1996). Coherence, cardinal
directions and higher-order mechanisms. Vision Research, 36,
1235–1245.
Lennie, P., Sclar, G., & Krauskopf, J. (1990). Chromatic mechanisms
in striate cortex of macaque. The Journal of Neuroscience, 10,
649–669.
Li, A., & Lennie, P. (1997). Mechanisms underlying segmentation of
colored textures. Vision Research, 32, 2165–2175.
MacLeod, D. I. A., & Boynton, R. M. (1979). Chromaticity diagram
showing cone excitation by stimuli of equal luminance. Journal of
the Optical Society of America, 69, 1183–1186.
Møller, P., & Hurlbert, A. C. (1996). Psychophysical evidence for fast
region-based segmentation processes in motion and color. Pro-
ceedings of the Natural Academy of Sciences of the USA, 93,
7421–7426.
Quick, R. F. (1974). A vector-magnitude model for contrast detec-
tion. Kybernetik, 16, 65–67.
Smith, V. C., & Pokorny, J. (1975). Spectral sensitivity of the foveal
cone photopigments between 400 and 500 nm. Vision Research,
15, 161–171.
Vos, J. J. (1978). Colorimetric and photometric properties of a 2
fundamental observer. Color Research Application, 3, 125–128.
Watamaniuk, S. N. J., Sekular, R., & Williams, D. W. (1989).
Direction perception in complex dynamic displays: the integration
of direction information. Vision Research, 29, 47–60.
Webster, M. A., & Mollon, J. D. (1994). The influence of contrast
adaptation on color appearance. Vision Research, 34, 1993–2020.
Webster, M. A., & Mollon, J. D. (1997). Adaptation and the color
statistics of natural images. Vision Research, 37, 3283–3298.
Wilson, H. R., & Gelb, D. J. (1984). Modified line-element theory for
spatial-frequency and width discrimination. Journal of the Optical
Society of America A, 1, 124–131.
Zaidi, Q. (1998). Identification of illuminant and object colors:
heuristic-based algorithms. Journal of the Optical Society of
America A, 15, 1767–1776.
Zaidi, Q., Spehar, B., & DeBonet, J. (1998). Adaptation to textured
chromatic fields. Journal of the Optical Society of America A., 15,
23–32.
